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Abstract
This thesis investigates correlations and linkages in credit risk that widely exist in all
sectors of the financial markets. The main body of this thesis is constructed around
four empirical chapters. I started with extending two main issues focused by earlier
empirical studies on credit derivatives markets: the determinants of CDS spreads and
the relationship between CDS spreads and bond yield spreads, with a special focus on
the effect of the subprime crisis. By having observed that the linear relationship can
not fully explain the variation in CDS spreads, the third empirical chapter investigated
the dependence structure between CDS spread changes and market variables using a
nonlinear copula method. The last chapter investigated the relationship between the
CDS spread and another credit spread - the TED spread, in that a MVGARCH model
and twelve copulas are set forth including three time varying copulas. The results of
this thesis greatly enhanced our understanding about the effect of the subprime crisis
on the credit default swap market, upon which a set of useful practical suggestions are
made to policy makers and market participants.
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Chapter 1
Introduction
1.1 Motivation
There has been remarkable growth for the over-the-counter (OTC) credit default swap
(CDS) market until the end of 2007. Nevertheless, the recent subprime crisis has
revealed several shortcomings for the CDS market in both the structure and practices.
Meanwhile, limited documentations on the origination of the crisis along with
incomplete information on credit risk, has become an issue for policy makers and
investors. This partly in turn caused the heavy reactions that have been observed
during the crisis. A market that once seemed very promising is now in the process of
restructuring and developing a more standardised trading process other than the OTC
trading. Due to the subprime crisis and the recent development of the CDS market,
along with the unique feature of credit default swaps, led to this particular financial
instrument becoming the focus of this thesis.
While both credit risk and credit default swaps received much attention in the last
decades from both industry and academic world, earlier empirical work on credit risk
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usually focused on two issues: the determinants of credit risk and the relationship
between CDS spreads and bond spreads. The majority of these studies focused on
investigating the dynamics and determinants of bond spreads - the spread between
corporate bond yields and government bond yields. However, due to the significant
difference between the corporate and government bond yields, the bond spread is ften
considered as an imperfect measure for credit risk. The credit default swap, which do
not have the limitations that bond spreads have, became popular, and the increasingly
availability for the pricing data had made the CDS market a growing area for
empirical research.
From the determinants of credit default swap spreads, to the relationship between
CDS spreads and bond spreads, most empirical studies used data from an earlier stage
of the CDS market and only a few take into account the most recent developments.
While the majority tests are done on single-name CDSs, this thesis, starts with
investigating the dynamics and determinants of CDS index spreads. The use of CDS
indices over single-name CDSs has several advantages: first, a credit event of a
reference entity from the constituent list of an index does not lead to the termination
of the whole contract, while it does for single-name CDSs or basket CDSs. Besides,
the Thomson DataStream CDS sector indices that are used in this thesis provide liquid
CDS prices with five-year maturity over a range of industrial sectors. Therefore, the
relevant results will provide insights on information for specific industrial purpose.
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Furthermore, since the index data covers the entire crisis period, the results will
provide strong indication on how CDS index spreads were affected by economic
factors at turbulent times. All the above reasons has made the focus of this thesis on
CDS indices with special attention on the effect of the financial crisis.
Based on a brief introduction to the credit default swap and credit default swap
indices, the general question is posed as to why the correlations and potential linkages
that exist in credit risk are so important in understanding the credit default swap
market. Correlations are well-known phenomena and are recognised in all aspects of
the financial market. In the credit market, especially the credit default swap market,
understanding correlation and the causes of risk diversion is crucial for setting capital
requirements for banks and pricing credit products that heavily exposed to correlation
in credit risk. There are wide financial applications such as managing portfolios,
pricing structured credit derivatives products and setting capital requirements for
banks and financial institutions. Thus, a systematic description of the operation of the
credit default swap market during the turmoil is extremely important for monetary
policymakers and financial regulators in order to understand credit default swap
market behaviour.
P a g e | 4
1.2 Research Questions
In order to investigate the correlations and linkages in credit risk, I have organised
this thesis into four empirical chapters. I started with extending two main issues
focused by earlier empirical studies on credit derivatives markets: the determinants of
CDS spreads and the relationship between CDS spreads and bond yield spreads, with
a special focus on the effect of the subprime crisis. In accordance with the general
motivations, I aim to answer the following questions in order to give a systematic
description of the correlations and linkages in credit risk.
A. What is the relationship between CDS spreads and its historical variables?
What are the determinants of the CDS spread? What is the relationship
between CDS spread level and volatility? Are the sign and explanatory power
of financial determinants during the financial crisis consistent with theoretical
suggestions?
i) By investigating the relationship between CDS spread and its historical
variables, we provide results for the dynamics of CDS spreads. This is
done by applying nine term structure models for the period before and
during the crisis period. The estimation results of the term structure
models demonstrates the relationship between CDS spread and its
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historical variables. It also answers the relationship between CDS
spread levels and volatilities. After comparing different term structure
models and their ability in capturing CDS spread movements, we also
suggest the best model that can be used to describe the term structure
of CDS spreads during the turmoil.
ii) The determinants of CDS spreads are investigated through a regression
model. This part of analysis is important since it can help prevent
potential credit losses and help investors make appropriate investment
decisions. Our analysis differs to most of the previous research in that
it discussed the determinants of CDS spreads at the sector level, while
others implemented their research at individual CDS level or more
generic market level. Therefore, this research filled this particular gap
by providing evidence of how different factors can be attributed to
different industrial sectors.
B. With the dynamics and determinants of CDS spread being answered, we start
to discuss another important issue that focused by earlier research in credit
market: the relationship between the CDS market and the bond market. We
aim to answer the following questions though investigation: How does the
price of credit risk in the CDS market interact with prices in the bond market?
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Was the credit risk price derived in equal measure from these two markets
during the turmoil? Which market responds more efficiently to price changes
occurred during the crisis?
i) Traditionally, the bond yield spread is used to measure credit risk in
the bond market. However, CDS spread provides a more intuitive way
to measure credit risk. Although the linkages between the two markets
have been extensively studied, there is no study focused on how the
current financial crisis has affected the corporate bond market.
Therefore, this research contributes to the literature by providing
evidence of the two markets are related during the crisis period.
ii) By investigating the credit risk nature in the CDS market and the bond
market, we also answered whether credit risk is priced equally between
these two markets. This is crucial, as the worldwide trade action on
credit derivative products could potentially create arbitrage
opportunities across different markets, there is, therefore, a chance that
credit products are priced incorrectly. Furthermore, since the trading of
credit products has been very active in recent years, it is therefore
crucial that the price of credit products is correctly measured and
efficiently priced.
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iii) The third question is answered by addressing a price discovery process
between CDS and bond spreads. Since there may be arbitrage
opportunities due to the potential price difference in credit risk
between the two markets, it would be interesting to see some evidence
on whether the newly developed credit derivatives market is better than
the larger and more mature bond market in reflecting the price changes
in credit risk. In addition, to reduce or eliminate the losses associated
with default, bond holders need to sign a CDS contract for protection.
If both markets are highly correlated in the long-run, there will be less
diversification in reflecting the credit risk than if the two markets are
operating independently. The answer to this question also has
significant implications for the existence of arbitrage opportunities in
that if the two markets respond to price changes differently, traders and
other investors could take advantage of the potential price difference.
C. After investigating the determinants of CDS spreads, we found that our model
can not fully explain the variation in CDS. Therefore, we raise the following
question into consideration: if linear combination is not sufficient for
describing the relationship between CDSs and market variables such as the
interest rate and the equity price, is there a better measure that can be used to
P a g e | 8
describe the dependency structure between these variables? If so, how good is
it?
i) After establishing the linear relationship between credit default swap
spreads and market variables in a purely statistical way by regressing
changes in CDS spread on factors that are suggested by theoretical
structural models that would influence credit spreads. I found that
variables as suggested by theoretical structural models can not fully
explain the dynamics of CDS spreads. Besides, results for the
determinants of CDS spreads are from a linear model, the nonlinear
effects from each factor have not been considered. Furthermore, the
econometric methods which have been used to investigate the
determinants, such as correlation analysis and linear regression, all
have drawbacks to some extent. Thus, using a linear correlation
coefficient may mislead us while capturing the non-linear relationship
between two variables.
ii) I used the copula method proposed by Sklar (1959) to capture the
dependence structure. This method has some advantages over the
traditional correlation method. Since the time series of financial asset
prices always implies asymmetry, a high level of leptokurtosis and tail
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dependences, using a linear combination of two financial assets may
misspecify their dependency. Besides, it is hard to describe the joint
distribution by using linear combination. However, in the set of a
copula, the joint distribution can be written in terms of a copula and
marginal distribution functions. Therefore, the copula method provides
a relatively straightforward way of modelling non-linear, non-normal
distributions.
D. The last part of this thesis investigates the relationship between the CDS
spread and another credit risk measure: the TED spread. We aim to investigate
the comovement relation in credit risk between the CDS market and the
money market. Therefore, we will try to answer how credit risk reflected in
the derivatives market interact with credit risk in the money market? Since
contagion is an important financial phenomenon and is often observed in a
crisis, we will also try to answer how credit contagion spread between these
two markets?
i) To answer the above questions, I examined the linkages between the
CDS spread and the TED spread. The TED spread is calculated as the
difference between the interest rates on a three-month US T-bill and
three-month Eurodollar Bills as represented by the London Interbank
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Offered Rate (LIBOR). The TED spread is often used to indicate the
credit risk for the money market. This is because the Treasury bill
represents the interest rate offered by the US government and is
considered to be risk free, while the LIBOR is the rate at which banks
lend to each other. Thus, the spread of the two interest rates represents
the risk of lending to commercial banks rather than lending to the US
government.
ii) When a worldwide economic recession occurs, the TED spread
increases, suggesting a rise in the default risk of interbank loans. Thus,
lenders prefer safer investment options such as government bonds. But
how could this market behaviour affect the CDS spread? Bearing this
in mind, a detailed investigation of the linkages between TED spreads
and CDS spreads is carried out.
iii) The effect of credit contagion has also been analysed. Contagion is
defined as a significant increase in cross-market correlation during the
financial crisis. Due to the nature of contagion, it is necessary to
compare the correlation between the TED spreads and CDS spreads
during the pre-crisis period to the crisis period. According to the
definition of contagion, if the two spreads are moderately correlated
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during the relatively stable period (the pre-crisis period), and the cross-
market correlation rise significantly due to a shock to one market, this
would then generate contagion.
1.3 Synopsis of the Thesis
There are different credit derivatives that have been used to assess credit risk, for
example, bond spreads, CDS spreads or TED spreads. None derivatives products such
as credit ratings, loans and financial guarantees can also reflect the creditworthiness
of an entity. This thesis focuses on exploring the linkages between CDSs and other
credit derivatives products and the relationship between CDSs and market variables
such as interest rate or equity returns. It involves four pieces of research looking into
the correlations and linkages involved in credit risk from four different but related
aspects.
This thesis starts with extending the two main issues focused by earlier empirical
studies on credit derivatives markets: the determinants of CDS spreads and the
relationship between CDS spreads and bond spreads, with a special focus on the effect
of the subprime crisis. However, after having observed that the linear relationship can
not fully explain the variation in CDS spreads, the third empirical chapter investigated
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the dependence structure between CDS spread changes and market variables using a
nonlinear copula method. The last chapter investigated the relationship between the
CDS spread and another credit spread - the TED spread, in that a MVGARCH model
and twelve copulas are set forth including three time varying copulas.
This thesis is organised as following: after giving a brief introduction on credit risk
and credit derivatives markets in Chapter 2, Chapter 3 starts with investigating the
dynamics of credit default swaps by estimating nine term structure models. It then
moves on to investigate the determinants of CDS spreads and tests the sensitivity of
CDS spreads to other financial variables, such as interest rate variables and equity
variables. Since the CDS spread can be used as a benchmark for credit risk, the
movement of the spread can therefore be used to assess the increase of credit risk (if
the spread goes up) or the decrease of credit risk (if the spread goes down). In Chapter
3, after estimated nine term structure models, I also compared their ability to capture
CDS spread movements. I found initial support for the generalised Chan, Karolyi,
Longstaff and Sanders (CKLS) model, which provides a reliable description of the
dynamics of CDS spreads. I also found weak evidence of mean reversion for the UK
bank CDS spread. When observing the relationship between the volatility of CDS
spreads and the level of CDS spreads, I found that the volatility responds directly to
the levels of the CDS spread.
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After having observed that the systematic factors have poor ability in capturing the
price movement, I further explored the sensitivity of CDS spread changes to external
factors, such as interest rate factors and equity related factors by applying the linear
regression method. The results suggest that interest rate changes, stock market returns
and changes in the probability of default are the three most important factors that
would influence credit spread changes. Generally, our results show that the factors
suggested by theoretical approaches are able to explain CDS spreads to some extent.
But, there still exists an unobserved component that is not captured by the regression
model. This leads us to believe that the low adjusted 2R is caused by the systematic
effect on the CDS rather than the noisy data.
After discussed the determinants of CDS spreads, Chapter 4 investigated another
important issue focused by earlier research on credit derivatives markets: the
relationship between the bond market and the CDS market. Similar to other studies in
this area, the relationship is examined through two aspects: the CDS-bond basis and
the importance of the two markets in price discovery. The aforementioned objectives
are achieved using the following procedure: I first tested the theoretical relationship
between CDS and bond markets by analysing the CDS-bond basis spread. I
documented that, during the financial crisis of 2007/08, CDS and bond spread for US
corporate entities deviated from parity and are persistently negative. This result is
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different with most empirical findings, which concluded that the arbitrary trading
forces the CDS spread to be approximately equal to the underlying bond spreads.
Then, the price discovery process between the CDS market and the bond market are
examined. Through a cointegration test, I found that CDS spreads and bond spreads
are linked through a long-run equilibrium relationship. The lead-lag relation between
the two spreads are examined by applying a Vector Error Correction Model (VECM).
The results of the lead-lag relation are rather mixed. In the total 24 reference entities,
CDS markets lead bond markets in price discovery for 10 (11) entities, and 8(4)
entities show that bond markets lead CDS markets. The rest entities do not have a
clear evidence of the lead-lag relationship.
Chapter 5 is designed as an extension of Chapter 3, where a detailed discussion about
the systematic and external determinants of credit default swap spreads are provided
through a purely statistics way by regressing changes in CDS spread on factors that
are suggested by theoretical structural models that would influence credit spreads.
After having observed that variables discussed in Chapter 3 can not fully explain the
determinants of CDS spreads, and the limitations of using a linear model, Chapter 5
aims to study the CDS spread and their relationships with market variables by using a
more flexible and stable tool for analysing the nonlinear relationship.
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Copula is then used in the above study. Copula is a function that links marginal
distributions of random variables to form a joint distribution. In other words, the joint
distribution can be expressed by a copula function and marginal distributions. Copula
removes the restrictions on linear correlation, that the joint distribution must be an
elliptical distribution. Five copula functions are used in this chapter to test the
dependence structures, including two elliptical copulas and three Archimedean
copulas. Two different estimation methods are implemented: the nonparametric
approach of Genest and Rivest (1993), and the semiparametric approach of Genest et
al. (1995). After estimating all the copula parameters, I also exposed a method for
choosing the best copula function that fits the data. The effect of the subprime
financial crisis has also been discussed. By dividing the sample period into two
subperiods: the pre-crisis period and the crisis period, I focused on examine the CDS
market, the interest rate market and the stock market and test whether the dependence
structures have changed during the subprime crisis.
The results on the dependence structures between CDS spreads, interest rates, stock
returns and the probability of default are as follows: first, interest rate changes and
stock returns are both negatively dependent with CDS spread changes, which suggests
that the decrease in interest rates or equity prices should generate a widening spread.
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The student’s t copula has been chosen as the best fit for the two dependence
structures, followed by the Gaussian copula, indicating that there might be significant
tail dependence for the bivariate distributions in our sample. However, for the
dependence structure between the interest rate and the CDS spread, Gaussian copula
performs better than the student’s t copula at least for the basic resource sector, the
telecommunications sector and the utility sector. Learning from the results of the
semi-parametric and non-parametric estimation methods, it is clear that the CDS
index spread of UK food and beverage firms has the strongest negative effects on the
long-term government bond yield, while the CDS index spread for UK travel sector
has the strongest negative impact on the equity return.
The last empirical chapter examines the relationship between the CDS spread and
another credit spread: the TED spread. I use TED spread to measure credit risk in the
money market, and the CDS index spread for the derivatives market. A Multivariate
Generalised Autoregressive Conditional Heteroscedasticity (MVGARCH) model and
twelve different copulas are presented in this study, including three time-varying
copulas. More specifically, the first model uses the Dynamic Conditional Correlation
(DCC) approach on standardised residuals, where standardised residuals are generated
by appropriate GARCH models. The second model is again based on GARCH
estimates for marginal distributions. However, I use a time-varying Gaussian copula
for the joint distribution to capture any non-linear dynamic linkages.
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Main findings of the analysis are as follows: As a result of the analysis, the evidence
of credit contagion has been found during the subprime crisis between the
international money market and the UK CDS market. Besides, three different phases
can be identified for the dependence structure during the crisis period. The first phase
shows a dramatic increase in cross-market correlation and the second phase shows a
continued high correlation. The results shed some light about the nature of the
contagion mechanism in financial markets. The last phase shows a decrease in cross-
market correlation between the money market and the UK CDS market. However,
through the analysis of the opposite movements of the two spreads, I argue that the
credit contagion may back though the eurozone sovereign debt crisis to the UK CDS
market.
After a detailed discussion on the correlations and linkages in credit risk in the credit
default swap market, the last chapter concludes the thesis and brings this thesis to a
closure by posing limitations and recommendations.
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Chapter 2
Credit Risk and Credit Derivatives Markets
2.1 Credit Risk and Credit Derivatives
Credit risk is a major risk that needs to be considered when purchasing corporate
bonds or processing bank loans. Credit risk can be broadly explained as the exposure
faced by banks and financial institutions, which arises from the possibility that the
counterparty to an income security may default before the final transaction is settled.
It also refers to the risk caused by the decreased credit quality or downgrade of the
credit rating of the underlying security. Credit risk can be broadly divided into two
groups: default risk and credit deterioration risk. Default risk refers to the probability
that an underlying security (for example, a corporate bond or a bank loan) may default
(for example, the issuer is not able to pay the timely principal or interest payments on
the security). It is the risk that the issuer fails to satisfy the obligation by being unable
to make the arranged interest payment or the debt repayment. Credit deterioration risk
refers to the risk of reduction in market value caused by changes in credit quality or
credit rating of the underlying security.
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2.1.1 Default Risk
Default risk refers to the probability that a firm fails to satisfy its obligations with
respect to the timely interest payment or the debt repayment. Default risk is often
measured by the default probability. The probability of default of a corporate or
sovereign that is usually ranked by rating agencies (for example, S&P or Moody’s)
refers to the average frequency with which obligors of the same rating have defaulted.
Table 2.1 Global Corporate Average Cumulative Default Rates
(1981-2011)
Time Horizon (Years)
(%) 1 2 3 4 5 10 15
AAA 0.00 0.03 0.14 0.25 0.37 0.78 1.06
AA 0.02 0.07 0.14 0.26 0.37 0.86 1.23
A 0.08 0.18 0.32 0.48 0.66 1.77 2.66
BBB 0.24 0.67 1.13 1.71 2.30 4.88 7.22
BB 0.90 2.70 4.80 6.80 8.61 15.59 19.24
B 4.48 9.95 14.57 18.15 20.83 28.7 33.01
CCC/C 26.82 35.84 41.14 44.27 46.72 51.65 55.13
Investment grade 0.12 0.33 0.57 0.86 1.17 2.57 3.69
Speculative grade 4.21 8.23 11.74 14.56 16.82 24.08 28.03
All rated 1.57 3.10 4.47 5.62 6.58 9.83 11.74
Sources: Standard & Poor's Global Fixed Income Research and Standard & Poor's
CreditPro®.
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Table 2.1 presents typical information produced by rating agencies. It shows the
historical probability of default through time for different credit ratings. For example,
since 1981, BBB rated corporate issuer has had a 0.24% average default probability
within one year and a 2.3% average default probability within 5 years.
The default risk has important implications for pricing and hedging of credit risk.
There are mainly two approaches for modelling the probability of default. Beginning
with structural models, in which default is defined as a triggering event that a firm’s
asset value falls below its liability. This is then followed by reduced-form models, in
which the default is unpredictable. These two approaches will be explained in more
detail in Section 2.4.
2.1.2 Credit Deterioration Risk
Credit deterioration risk refers to the possibility that major rating agencies such as
Moody’s or S&P change the creditworthiness of an issuer. Changes in credit rating
may have some immediate effect on changing the value of bond portfolios. For
example, investors may no longer want to hold certain bonds since they are restrictive
on the ratings of bonds in their portfolios. It may even lead to the termination of some
financial contracts.
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Table 2.2 Global Corporate Average Transition Rates (1981-
2011) (%)
From/to AAA AA A BBB BB B CCC/C Default NR
AAA 87.19 8.69 0.54 0.05 0.08 0.03 0.05 0.00 3.37
AA 0.56 86.32 8.30 0.54 0.06 0.08 0.02 0.02 4.09
A 0.04 1.91 87.27 5.44 0.38 0.16 0.02 0.08 4.72
BBB 0.01 0.12 3.64 84.87 3.91 0.64 0.15 0.24 6.42
BB 0.02 0.04 0.16 5.24 75.87 7.19 0.75 0.90 9.84
B 0.00 0.04 0.13 0.22 5.57 73.42 4.42 4.48 11.72
CCC/C 0.00 0.00 0.17 0.26 0.78 13.67 43.93 26.82 14.37
Sources: Standard & Poor's Global Fixed Income Research and Standard & Poor's
CreditPro®.
Credit deterioration is always associated with rating transitions. Credit rating
transition refers to the changes in creditworthiness that is expressed though changes of
credit rating. Credit deterioration is recognised when certain issuer’s credit rating is
downgrade. Major rating agencies report the historical average rating transitions in the
form of a matrix of average transition frequencies from historical data. An example
from S&P is given in Table 2.2. This table shows the total percentage of global
corporate firms from one specific rating group moving to another rating group in one
year. For example, on average of 84.87% of BBB rated firms at the beginning of a
year retained this rating at the end of this year during the period of 1982-2001, while
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approximately 3.91% made a transition to BB. This table also confirms that over the
long period (1982-2001), higher ratings are more stable than lower ratings. 87.19% of
AAA rated firms at the beginning of a year still rated AAA one year later, while only
43.93% of CCC/C rated firms still rated CCC/C a year later. Default probability
increased when rating was downgrade. On average only 2% of AA rated firms
defaulted in one year while 26.82% defaulted for CCC/C rated firms.
2.1.3 Credit Derivatives
Credit derivatives are financial instruments used by banks or other financial
institutions to manage and measure credit risk. Credit derivatives can also be used to
eliminate or reduce the effect caused by harmful moves in credit quality of the
underlying security. For example, the losses caused by the default or downgrade of
the issuer can be offset by using credit derivatives. One of the major differences
between the insurance market and the credit derivatives market is that credit
derivatives offer quicker payments, higher liquidity and lower transaction costs. For
example, the credit default swap always pays out very soon after default occurs. In
contrast, the insurance payment takes much longer and sometimes it is hard to
evaluate the protection value. Besides, credit derivatives can be traded freely and
speculatively, therefore, are often used by investors for hedging purposes.
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Credit derivatives have existed since the launch of banking service. Earlier credit
derivatives were not liquid and were not designed for trading like popular modern
financial instruments, such as swaps. Earlier credit derivatives are mainly found in
bank services such as letters of credit, insurances or bank guarantees. Broadly
speaking, there are three types of credit derivatives.
 Credit event related products, such as credit default swaps, that are designed
for the purpose of transferring credit risk when a certain credit event occurs.
 Credit index products, such as iTraxx Europe index or CDX United Stated
index, which can be used to trade portfolios of credit.
 Other structured credit products and index tranches.
Compare to modern credit derivatives instruments, traditional credit derivatives do
not transfer credit deterioration risk or market risk as modern credit derivatives. The
modern credit derivatives compare to the old ones, have the following new properties:
first, the payout depends on a credit event rather than an underlying price. Besides, a
credit event will lead to the issue of recovery payments. Second, the process of setting
credit contacts is more complicated than in other markets.
There are different kinds of credit derivatives. Figure 2.1 shows a brief review of
different types of credit derivatives. In the following section, an introduction will be
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provided for the two most commonly used credit derivatives products: credit default
swaps and total return swaps.
Figure 2.1 A Brief Review of Different Credit Derivatives
2.1.3.1 Credit Default Swaps
Hull (2005) described a credit default swap as a contract issued by the protection
seller to insurance against the default of the reference entity. Generally speaking, a
CDS is a financial instrument that allows its buyer to recover losses from its seller at
the time of default. In return, the protection buyer pays regular fees to the protection
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seller1 until the maturity or a predefined “credit event2” occurs. The credit event can
be a default of a bond or a bankruptcy of a company. By doing this, the protection
buyer transfers the default risk to the protection seller.
Figure 2.2 A Credit Default Swap
Figure 2.2 illustrates a basic picture for a CDS transaction. Assume bank A holds
income securities issued by firm X that has credit rating BB. Since firm X is highly
1 Protection buyer, protection seller: “Protection buyer is the entity that buys a credit instrument such as a CDS.
This entity will make periodic payments in return for compensation in the event of default. A protection seller is
the entity that sells the CDS” (Neftci, 2008, p480).
2 Credit Event: “Credit risk is directly or indirectly associated with some specific events (e.g., defaults or
downgrades). These are important, discrete events, compared to market risk where events are relatively small and
continuous. The underlying credit event needs to be defined carefully in credit derivative contracts. The industry
differentiates between hard credit events such as bankruptcy versus soft credit events such as restructuring” (Neftci,
2008, p480).For more detail about credit event, see Section 2.2.2.2
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defaultable, bank A therefore singed a CDS contract with bank B so that a recovery
payment could be received if firm X defaults. In return, bank A pays to bank B a
regular premium for the protection reflects the probability of default of the reference
entity.
2.1.3.2 Total Return Swaps
Similar to the credit default swaps, the total return swap (TRS) is also built between
two counterparties. The aim of a total return swap is to duplicate the total return from
either selling or buying a reference asset without processing it. In a total return swap,
the buyer receives the total return of a specific reference asset owned by the TRS
seller. In return, the TRS buyer pays a floating rate payment plus a margin to the
seller. In the above transaction, the total return of a reference asset refers to the total
interest payments received by holding the asset plus any fee and any change in the
asset value. For example, changes in the asset value can be either positive (if
appreciation) or negative (if depreciation). If the asset value decreases, the buyer has
to make a payment to the seller. The margin refers to the cost of financing and serving
the reference asset. A brief description of the relationship between the TRS buyer and
TRS seller can be found in Figure 2.3.
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Figure 2.3 A Total Return Swap
Figure 2.3 illustrates a basic picture to show how a total return swap works between
two banks. Assume that bank A intends to sell a specific asset based on the prediction
that the value of the asset is going to fall in the near future. However, for specific
reasons (For example, tax or political reasons), he is not allowed to do so. Therefore,
if bank A would like to receive the cash flow by selling the reference asset and
investing the proceeds, he needs to process a total return swap with bank B. In the
above case, assume that bank A needs to sell bonds issued by Company X and
investing the proceeds. But for some reasons, a direct selling would result some
undesirable consequences. Bank A therefore agreed to swap the total return of one
million bonds with yield 5.25% and maturity of December 2015 with bank B, in
return bank A require LIBOR payments for six months and 1.2% margin for covering
the cost of financing and servicing the bonds plus any depreciation in bond values.
Company
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2.2 Credit Default Swap Markets
Credit derivatives have had a revolutionary effect to the financial system, since credit
derivatives allow stripping, pricing and trading a major component in financial
instruments, namely the credit risk. The CDS market is an important component in
credit derivatives markets, which is currently undergoing a rapid change and
development. CDS contracts have become more standardised over the last few years.
This can be seen from the increasingly electronic processing and central clearing of
trades. Data with respect to different kinds of CDSs and CDS indices has become
easily accessible. In the meantime, extensive research has been conducted to
investigate CDS markets and their relation to the global economy.
The CDS market is an over-the-counter (OTC) derivatives market, which means that
the trading of CDSs is processed directly between two counterparties without any
supervision authority (for example, an exchange). The market size of the CDS market
keeps expanding and reached the peak during the subprime crisis. In the meantime,
the trading frequency continues to expand after the financial crisis (see Section 2.2.3
for the market structure of the CDS market). Standardisation of the market and risk
management behavior has also expended. Credit deterioration causes the trade
compression and the reduction of CDS contracts. Furthermore, a non-negligible
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amount of CDS trades has been cleared by the central counterparty clearing houses
(CCPs). What is even worse is that the number of cleared trades is still expanding.
2.2.1 Market Size
Credit default swaps have existed since the early 1990s. According to the statistics
published by the International Swap and Derivatives Association (ISDA), the gross
notional amount 3 outstanding for CDSs was $3.58 trillion, while the total gross
notional amount outstanding for interest rate and currency derivatives was $142.3
trillion in 2003. Although CDS markets only occupied a small portion in the entire
derivatives market (approximately 2.4%), it had already exceeded the equity
derivatives market which is sized as $3.44 trillion for the notional amount outstanding.
The size of the CDS market continued expanding. By the end of December 2008, the
CDS market accounted for nearly 7% of the total notional amount outstanding of the
OTC derivatives as suggested by half-yearly Bank of International Settlement (BIS)
OTC derivative statistics.
The increased weight of CDSs in the overall OTC derivatives market has proved the
popularity of using the credit default swap. Figure 2.4 illustrates the changes in the
3 The notional amount of a credit default swap refers to the nominal amount of protection bought or sold on the
underlying bond or loan. The gross notional amount is the total of the notional amounts of all transactions that
have not yet matured, taking into account all offsetting transactions prior to between pairs of counterparties.
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gross notional value for the CDS market from December 2004 to June 2012. During
2004 to 2007, gross notional amounts for outstanding CDSs grew from £6 trillion to
nearly £60 trillion. When measured by the gross notional amount, the CDS market is
large. Especially during the pre-crisis period, there are remarkable developments in
the CDS market. As suggested by statistics published by BIS, the gross notional
amount outstanding for CDSs reached $30 trillion by 2006. When the CDS market
volume reached the peak in 2007, the gross notional amount outstanding had an
incredible of £60 trillion. The growth of the CDS market then came to a halt. By the
end of 2007, the outstanding amount for CDSs was $58.2 trillion, falling to $30.2
trillion by mid 2010. The gross notional amount outstanding for CDSs further
dropped to about $28.6 trillion at the end of 2011, with the net notional value of about
£2.8 trillion (roughly 10% of the gross notional value).
As can be seen from Figure 2.4, the gross notional amount outstanding for CDSs has
been halved since the 2007 peak (about $60 trillion in 2007). This is mainly due to the
development of CDS compression and the offsetting mechanisms4. By mid 2009, the
gross notional amount of CDSs outstanding fell to approximately £30 trillion.
According to BIS, the reason that the size of the CDS market reached the peak in
2007 is because of the rapid development of the offsetting mechanisms, rather than
4 It is possible to "close" the position by implementing a transaction of the opposite sign ("offsetting transaction").
This type of contract“closure” is the most commonly used and contributes to the growing number of CDS
transactions, because the chain of offsetting positions between the final seller and the buyer of protection can be
very long.
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loss of interest to the CDS market. In fact, the CDS trading has continued expanding
even after 2007 (see Section 2.2.3 for more detail about the market size and trading
frequency).
Figure 2.4 Notional Amount Outstanding for the CDS market
(billion US dollars)
Source: Bank for International Settlement semiannual OTC derivatives statistics at
end-June 2012
Figure 2.4 also illustrates the changes in notional value outstanding for the credit
default swap market. As can be seen, the gross notional value for single-name CDSs
is larger than the gross notional value for multi-name CDSs. A more detailed
comparison between the sizes of these two difference forms of CDSs will also be
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provided in Section 2.2.3. However, the size of the CDS market may not be that large
as suggested by the above numbers. Compared to the overall OTC derivatives market,
CDSs remains a small portion of the OTC derivatives market (approximately 10% of
the total volume).
Figure 2.5 Notional Amount Outstanding for OTC Derivatives
Markets (billion US dollars)
Source: Bank for International Settlement semiannual OTC derivatives statistics at
end-June 2012
Figure 2.5 and 2.6 illustrates the notional value and gross market value5 for different
kinds of over-the-counter derivatives. The gross market value of the CDS market
increased from £133 billion in December 2004 to £5.1 trillion in December 2008 and
5 The BIS, in its derivative statistics, defines gross market value as the value of all open contracts before
counterparty or other netting.
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became the second largest market amongst all OTC derivatives markets (ranked after
interest rate contracts). The increase in gross market value during the financial crisis
mainly reflected the increased volatility and the repricing of credit risk during this
period.
Figure 2.6 Gross Market Value for OTC Derivatives Markets
(billion US dollars)
Source: Bank for International Settlement semiannual OTC derivatives statistics at
end-June 2012
Figure 2.7 further compares the size of three popular swaps in the derivatives market:
currency swaps, credit default swaps, and interest rate swaps (IRSs). As can be seen,
the size of the IRS market is the largest amongst the three. Compare to other
derivatives in the OTC market, such as interest rate contracts (including interest rate
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swaps, forward rate agreements and options), the size of the credit default swap
market is relatively smaller. According to Vause (2010), the interest rate swap is the
largest component of the global OTC derivatives market. The notional amount
outstanding for IRSs as of June 2009 was £341.9 trillion, up from £309.6 trillion in
Dec 2007, while the notional amount outstanding for CDSs is only £3.6 trillion as of
June 2009 (roughly 10% of the notional value of interest rate swaps). When the size
of the credit default swap reached the peak in 2007, the other two markets continue
expanding after the onset of the financial crisis.
Figure 2.7 Notional Amount Outstanding for Three Swaps
(billion US dollars)
Source: Bank for International Settlement semiannual OTC derivatives statistics at
end-June 2012
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2.2.2 Features of the CDS Market
2.2.2.1 Contract Standards
International Swaps and Derivatives Association (ISDA) developed a Master
Agreement in 2002 which defined several standardised legal documentations and
information on any CDS contract such as notional value, maturity date, credit event
trigger, reference entity and agreed premium.
There is currently no constraint with regards to the notional value and the maturity
date. However, the most popular notional amount of CDS contracts falls between $10
million to $20 million. In the mean time, the maturity of a CDS contract is usually set
to 1 year to 10 years, with 5-year being the most widely traded maturity. The agreed
premium is the periodic payment from the protection buyer, it is also recognised as
the CDS premium or CDS spread (A more detailed discussion about the CDS
premium/spread will be provided in Section 2.3.1). In the following sections, a brief
introduction of the other contract characteristics, including trigger credit event, major
players in the CDS market, the definition of reference entity, different forms of CDS
contracts as well as an introduction to the CDS pricing will be provided.
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2.2.2.2 Credit Events
According to the ISDA, there are six different kinds of credit events6 for the CDS
contract. However, market participants usually consider the following three as the
most important credit event in a CDS contract:
 Bankruptcy: It refers to a legal status of a reference entity that it is not able to
repay its debt.
 Failure to Pay: This refers to the situation that the reference entity is unable to
make any interest payment agreed with its counterparty.
 Restructuring: It may refer to a change of the ownership or a change in the
company structure that has adverse affect to the creditors.
2.2.2.3 Players
Unlike other public-traded securities, such as stocks, OTC derivatives are almost
exclusively traded between two counterparties, without the intervention of an
exchange. As categorised by the Bank of International Settlement, CDS market
counterparties are usually constituted by reporting dealers, other financial institutions
not classified as reporting dealers, and non-financial institutions.
6 The six items in ISDA’s 2003 definitions are; (1) bankruptcy, (2) failure to pay, (3) repudiation/moratorium, (4)
obligation Acceleration, (5) obligation default, and (6) restructuring (Harding, 2004).
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Reporting dealers are mainly commercial and investment banks and security houses.
Recently statistics from BIS show that the notional amount outstanding for reporting
dealers reached $15,747 billion as of the end of June 2012, accounting for 58% of the
total notional amount of CDS contracts.
Banks and security houses are the largest players in the CDS market, and can be
found on both sides of the CDS market. This means that apart from their roles as CDS
dealers, they also buy credit protections for managing their own loan portfolios.
According to Packer and Suthiphongchai (2003), global commercial banks held $229
billion in net bought position of credit derivatives, with $1324 billion in gross sold
positions in 2003. This number continues to rise and in 2006, commercial banks
accounts for 40% of the total notional amount of CDSs sold and 55% of the total
notional amount bought as suggested by British Banker’s Association’s credit default
swap report 2006.
Apart from banks and security houses, global hedge funds are also a major player in
the CDS market. Besides, insurance companies are also increasing becoming one of
the dominant participants as well, primarily as protection sellers. Figure 2.8 illustrates
the estimated market share of the total notional amount bought and sold by different
counterparties. This figure is based on calculations from BIS semiannual OTC
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derivatives statistics at end-June 2012. We can see that the banks and security firms
(for both reporting and non-reporting) remain as the largest player.
Figure 2.8 Estimated Market Share of Total Notional Amount
Bought and Sold
Source: Bank for International Settlement semiannual credit default swap statistics at
end-June 2012
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overall CDS markets, while multi-name CDSs (index CDSs, basket CDSs and tranche
CDSs) accounts for the remaining.
Credit default swaps therefore have various different forms with respect to the
underlying reference entities. As mention earlier, single-name CDSs and index CDSs
are two most widely used CDSs. Single-name CDSs, which includes corporate CDSs
and sovereign CDSs, are the most common and traditional form of CDSs. Index
CDSs, on the other hand, are the key product among multi-names. These two forms of
CDSs accounted for about 88% of the overall OTC credit derivatives market
according to BIS Triennial Survey (2007).
Figure 2.9 Share of Major CDS Products as of Year 2009
Source: Depository Trust & Clearing Corporation (DTCC)
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While the single name CDSs accounts for most of the trades in the CDS market, index
CDSs have also become popular during recent years. More details regarding the size
and trade frequency for single-name CDSs and index CDSs will be provided in
Section 2.2.3. The increasing market segment for the index CDSs is mainly due to the
increasing use of the index CDSs for proxy hedge7 as well as for trading purposes.
Besides the single-name CDSs or index CDSs, credit derivatives also include tranched
index CDS. 8 According to DTCC data from October 2009, Single-name CDSs
accounted the most of CDSs in term of notional amount (59%), followed by index
CDSs (29%). Besides, tranched index CDSs accounts for a significant portion of 12%
of the total notional amount of credit default swaps (see Figure 2.9).
2.2.2.5 Pricing
The CDS premium is another important feature of the CDS contract. In today’s CDS
market, pricing of a CDS contract is by using parameters such as the likelihood of
default, the recovery rate or factors such as liquidity. A more detailed discussion for
the pricing of CDS will be provided in Section 2.4.
7 Proxy hedging refers to the practice of buying protection for a reference entity whose default risk is closely
correlated to the risk in question, for which a direct hedge in turn is not readily available.
8 According to Amato and Gyntelberg (2005), tranched index CDSs refers to a specific segment of the index’s loss
distribution. Typically, a tranche will be exposed only to portfolio losses that fall into a medium range of possible
losses, for example, between 3% to 7%. Portfolio losses below 3% will then be borne by more the junior trances,
while losses exceeding 7% will be borne by tranches that are more senior.
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In theory, the CDS premium/spread should hold a close relation with the spread of the
underlying bond, which is the corporate bond yield over risk-free government bond
yield. To see this, considering a portfolio composed of shorting the CDS, shorting a
bond and buying a risk-free note, with the notional, par and maturity. This should lead
to an equation when the CDS spread equals to the bond spread. See Chapter 4 for
more details about the relationship between CDS spreads and bond yield spreads.
2.2.3 Market Structure
Compare to the bond market, the CDS market is characterised by low trading
frequency and larger average trading size. As discussed in Section 2.2.1, the size of
the CDS market reached a peak in 2007 because of the rapid development of the
offsetting mechanisms, rather than loss of interest to the CDS market. In fact, the
CDS trading has continued expanding even after 2007. Actually, the trading
frequency continues increasing even after the crisis. Table 2.3 summarises some basic
information about the trade frequency of the CDS market. The average number of
daily trades is provided for the top 1000 single-name CDSs and index CDSs. As can
be seen, single-name CDSs trade 4.3 times per day per reference entity during June
2009 to March 2010. This number then increased to nearly 5 times per day per
reference entity. Besides, sovereign CDSs trade more frequently than corporate CDSs.
P a g e | 43
Trade frequency increased during the sample period for both sovereign and corporate
CDSs, however, trades for sovereign CDSs increased much more than trades for
corporate. Furthermore, the index CDSs are traded much more than single-name
CDSs (20 times per day vs. 5 times per day).
Table 2.3 Trade Frequency in the CDS Market
June - Sep 2011 June 2009 - March 2010
Number.
of ref.
entities
Avg. No. of trades
per day per ref.
entities
Number of
ref. entities
Avg. No. of trades
per day per ref.
entities
Top 1000 single-
name CDSs 1000 4.9 996 4.3
Corporate 934 4.3 934 4.1
Sovereign 66 13.5 62 8
Index CDSs 137 20.2 117 15.7
Source: Depository Trust & Clearing Corporation (DTCC)
Table 2.4 listed some basic statistic information about the size structure of the CDS
market. We can see that $5 million is the most frequently traded notional size for
single-name CDSs while the most frequently traded notional size for index CDSs is
$25 million. The average trade size for index CDSs is $55.5 million and is much
larger than the average trade size for single-name CDSs. This is mainly because of
two large outliers, namely iTraxx Europe indices and CDX.NA.IG, which drive up the
average trade size. Similar statistics with regards to the low trade frequency and high
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trade size can also be found in studies such as Amadei et al. (2011) and Chen et al.
(2011) amongst others.
Table 2.4 Trade Size in the CDS Market
Number of
ref. entities
Mean trade size
(million US $)
Median trade size
(million US $)
Modal trade size
(million US $)
Top 1000 single-
name CDSs 898 6.6 6.3 5
Corporate 839 6.4 5.8 5
Sovereign 59 10.5 10 7.1
Index CDSs 86 55.5 45 25
Source: Depository Trust & Clearing Corporation (DTCC). Sample period is June to
September 2011.
2.3 Credit Spreads and Measures for Credit Risk
Credit risk of the issuer of a fixed income security is described by quality ratings
submitted by agencies such as S&P or Moody’s. This risk also impacts the net income
– the credit spread. In general, there are two basic credit spreads that provide
information on credit risk, namely CDS spreads and bond yield spreads. The bond
spread is a traditional measure of credit risk, which is the difference between
corporate bond yields and government bond yields. Unlike bond spreads, the CDS
spread does not require a benchmark risk-free rate. It can be used directly to measure
the credit exposure of the CDS buyer on the underlying reference asset. The data for
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both spreads can be achieved by subscription to services such as Bloomberg,
DataStream or other third-party data providers.
The traditional approach to measure credit risk derives models for the spread
dynamics and estimates credit curves. Extensive literature has been developed for
credit risk pricing and risk measurement (see Section 2.4 for detail on credit risk
modelling). In contrast, with the help of credit spreads and index products, pricing
credit risk and default correlation is left to the markets. The following section
provides a brief introduction of four sets of instruments that can be used to
measure/proxy credit risk, starting from the two basic credit spreads: bond yield
spreads and CDS spreads, and then moving to another spread that is commonly used
as a measure of credit risk for the general economy, namely TED spread. After that,
we move to discuss the core indicator of credit risk provided by rating agencies – the
credit rating. Finally, a detailed description on the credit spread data will be provided.
2.3.1 Credit Default Swap Spreads
The CDS premium (spread) is the payment from protection buyer to insurance against
a certain credit event. The CDS spread is usually expressed as a percentage of the
notional amount, therefore, the payment for protection against default is calculated as
the credit spread times the notional value of the CDS contract. The CDS premium is
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usually paid quarterly. For example, assume two parties (protection buyer and
protection seller) entered into a CDS contract in January 2012. The CDS contract has
a notional amount of $10 million and maturity date of January 2017. The 5-year CDS
spread for the underlying reference entity “X” is 40 basis points (0.4% of the notional
amount). Therefore, the protection buyer must pay $40,000 to the protection seller
each year (or $10,000 per quarter) until the maturity of the CDS (January 2017)
unless there is a credit event. If default occurs during the period January 2012 –
January 2017, the protection seller must either pay the protection buyer the full face
value of the bond, or pay the protection buyer a cash value (recovery payment) which
equals to the difference between the notional amount and the current market value of
the underlying income security.
As can be seen from the above example, the CDS spread is often measured in basis
points, and is the annual premium paid by the CDS buyer for the protection against
default. Due to the nature of CDSs, the CDS spread are used widely by financial
institutions and regulators to monitor how the market views the credit risk of a
reference entity on which the CDS contract is built. There are extensive studies on
exploring the determinants of CDS spreads, such as Collin-Dufresne and Goldstein
(2001) amongst others. More recent research focuses on the effect of the financial
crisis. As related to this thesis, we will discover the dynamics and determinants of
CDS spreads and their relationship with some fundamental financial variables such as
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interest rates and stock returns, during a longer period including the recent crisis.
More details can be found in Chapter 3 and Chapter 5.
2.3.2 Bond Yield Spreads
Corporate bonds offer a higher return than other income securities such as Treasuries.
The nature of the bond is that they are not secured by collateral. Therefore, when
investing in a bond, one should be concerned with both interest rate risk and credit
risk, with the latter refers to the probability that the issuer of the bond may default on
its obligations.
The bond yield is a figure that measures the return on a bond, which can be viewed as
the interest rate of the bond. The bond yield spread is the difference between the bond
yield and a risk-free benchmark rate (usually proxied by the U.S. Treasury rate with
the same maturity). As such, the bond yield spread reflects the extra income the
bondholder receives for bearing the default risk associated with the underlying
reference entity. The bond spread is recognised as another widely used credit spread
other than CDS spreads.
The bond spread is hard to predict because it depends on the issuer as well as the
overall market condition. Typically, an upgrade of the credit rating on a specific bond,
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for example, from Moody’s Baa1 to Aaa, will narrow the bond spread as a result of
the decrease in the probability of default. If we assume that the risk-free interest rate
is consistent, the yield of this upgraded bond will go down, and the price of the bond
will increase accordingly. As such, the yield of lower-rated bonds is greater than the
yield of higher-rated bonds.
The relationship between yield, price and yield spread is an important part to
understanding how bond yield spreads affects bondholders. The relationship between
price and yield can be summarised as when the price rises, the yield drops, and vice
versa. The bond price is also influenced by the interest rate. The relationship between
bond prices and interest rates can be summarised as when the interest rate rises, the
bond price drops, and vice versa. Therefore, an increase in the interest rate raises the
yield of older bonds and making them equivalent to these newly issued bonds with
higher coupons. By adding the bond yield spread into the system, we know that an
increase in bond prices can either be caused by the decrease in interest rates or
narrowed credit spreads (if interest rates keep steady); therefore, the bondholder will
benefit from relatively steady or decreasing interest rates. Meanwhile, widening credit
spreads and rising interest rates will have a negative effect on bond prices. Therefore,
investors should be more careful with bonds that have abnormally narrow yield
spreads, since narrow yield spreads may indicate overprice of bonds. However, bonds
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with higher yield spread offer the prospect of a narrowing credit spread and an
increasing price, which will be beneficial to bondholders.
Theoretical models suggest that the bond spread should equal to the CDS spread of
the same reference entity. Research on bond and CDS spreads includes investigating
the long-run equivalence and the short-run dynamics, such as Blanco et al. (2005),
Zhu (2006), or exploring the property of the CDS-bond basis. As related to this thesis,
a more detailed research on the relationship between bond spreads and CDS spreads
will be provided in Chapter 4.
2.3.3 TED Spreads
The TED spread is the difference between interest rates on Treasury Bills (T-bills)
and those on Eurodollar Bills. In simple terms, the TED spread is calculated as the
difference between interest rates on a three-month US T-bill and three-month
Eurodollar Bills as represented by the London Interbank Offered Rate (LIBOR). The
TED spread can be used to indicate the credit risk for the general economy. Since the
Treasury bill represents the interest rate offered by the US government and is
considered to be risk free, while the LIBOR is the rate at which banks lend to each
other. Thus, the spread of the two interest rates represents the risk of lending to
commercial banks rather than lending to the US government. A rise in the TED
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spread implies an increased risk for interbank loans, thus people prefer to invest in
safer alternatives, such as US T-bills. When default risk is higher, banks also tighten
their constraints on lending money to other counterparties by demanding a higher
return on their loans. Similarly, a decrease in the TED spread indicates a decrease in
default probability on interbank loans.
Research on the TED spread is rather limited. Most studies use TED spread as a
liquidity factor, such as Lekkos (2007), Hui and Chung (2011) and Ding and Pu
(2012). Other studies use the TED spread as a proxy for counterparty risk, such as
Cardarelli et al. (2011), Ng (2012) and Levich (2012). Given the fact that the TED
spread and the CDS spread are so persistent during the crisis (see Figure 6.1 in
Chapter 6), I further extend the TED spread literature by providing an advanced
analysis of the relationship between the two spreads in Chapter 6.
2.3.4 Credit Ratings
In the case that credit spreads are not observable or not available for investors to
assess the potential credit exposure for reference entities. An alternative choice is to
employ a model (see Section 2.4 for more details on credit risk modelling) to
calculate the credit spread. Or use credit ratings provided by agencies or credit
P a g e | 51
services such as S&P or Moody’s as an effective measure for the credit risk of
underlying entities (Hull, 2005).
Basically, the credit rating describes the creditworthiness of an issuer. Rating agencies
such as S&P, Fitch or Moody’s provide ratings for most debt issuers. Rating agencies
established their own letter systems to describe the creditworthiness of debt issuers.
Table 2.5 shows an example of the rating categories used by three different rating
agencies: S&P, Fitch and Moody’s. As can be seen, the rating system used by
Moody’s is slightly different comparing to the other two in terms of letter defining.
Moody’s uses Aaa to rate companies with highest creditworthiness (lowest probability
of default) and uses C for the poorest. Besides, all three agencies provide ratings on a
more detailed scale. As can be seen, in Moody’s rating system, the Aa rating has three
further categories: Aa1, Aa2, Aa3, which allow for a more accurate measure for
companies with different credit quality.
Most studies on investigating the credit derivatives market are associated with the
analysis of credit ratings for underlying reference entities. Analysis is usually
conducted for different rating groups. For example, Collin-Dufresne et al. (2001)
grouped credit spreads by different ratings. In contrast, when investigating the
determinants of CDS spreads, I conduct the analysis at the sector level rather than
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ratings. This is mainly due to the nature of the CDS spread data that has been used in
this thesis, which will be introduced in the next section.
Table 2.5 The Rating Table
Number Definition S & P Moody’s Fitch
Investment Grade
10 Prime, maximum safety AAA Aaa AAA
9.5 Very high grade/quality AA+ Aa1 AA+
9 "" AA Aa2 AA
8.5 "" AA- Aa3 AA-
8 Upper medium quality A+ A1 A+
7.5 "" A A2 A
7 "" A- A3 A-
6.5 Lower medium grade BBB+ Baa1 BBB+
6 "" BBB Baa2 BBB
5.5 "" BBB- Baa3 BBB-
Number Definition S & P Moody's Fitch
Speculative grade
5 Speculative BB+ Ba1 BB+
4.5 "" BB Ba2 BB
4 "" BB- Ba3 BB-
3.5 Highly speculative B+ B1 B+
3 "" B B2 B
2.5 "" B- B3 B-
2 Substantial risk CCC+ Caa1 CCC+
1.5 In poor standing CCC Caa2 CCC
1 "" CCC- Caa3 CCC-
0.5 Extremely speculative CC Ca CC
0 Maybe in or extremely close to default C+,C,C- C C+,C,C-
0 Default D D
Source: S&P, Moody’s and Fitch
P a g e | 53
2.3.5 Credit Spreads Data
As pointed by Fabozzi and Mann (2011), investors pay more attention to the changes
in perceived credit risk rather than the level of the risk for the underlying security.
Therefore, I investigate the credit spread change rather than its actual level. As
mentioned, the data for different credit spreads can be obtained by subscription to
services such as DataStream, Bloomberg or other data providers. Our CDS spreads
data as well as other credit spreads and financial variables are all obtained from
Thomson DataStream, which is a professional data provider for economic research.
2.3.5.1 CDS Indices
The CDS index is a portfolio constructed by first putting together a series of selected
reference names9 and then taking the arithmetic average of CDS rates for these names
included. There are economy-wide CDS indices such as investment grade CDS index.
There are also indices for particular industrial sectors. One of the major provider for
underlying index CDSs is Markit, which developed a series of index CDSs products:
the iTraxx indices have European and Asian reference entities as constituencies, while
the CDX indices have North American and Emerging Markets reference entities as
9 Reference name: the issuer of a debt instrument on which one is buying or selling default insurance.
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constituencies. Both iTraxx and CDX indices provide a wide range of sub-indices
with difference industrial sectors, geography regions and maturities. Among them,
iTraxx for Europe and Asia and CDX index for the United States are the two most
liquid CDS indices, while the most frequently traded indices are the CDX.NA.HY on
US high-yield firms and the CDX.NA.IG on US investment grade firms. Other
indices include LCDX (US), ABX (US), LexV (Europe), CMBX (US), MCDSX (US)
and SOvX (US). Index CDSs have different trading rules and contract features
compare to single-name CDSs. Appendix provides a brief introduction to the above
indices.
2.3.5.2 CDS Index Spread Data
Other than these index CDSs used as underlying, non-trading CDS indices have also
been developed for the purpose of asset allocation across a portfolio and trend
identification. The main CDS data used in the thesis is the Thomson DataStream CDS
sector indices. DataStream is a famous data provider owned by Thomson Financial,
where a family of CDS index spread data is available. The CDS sector indices are
non-trading indices and adapt the DJ/FTSE Industry Classification Benchmark (ICB)
supersectors10 as their standard to define different industrial sectors. The CDS sector
10 The ICB uses a system of 10 industries, partitioned into 19 supersectors, which are further divided into 41
sectors, which then contain 114 subsectors.
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index then reflects the overall performance of a basket of 5-year corporate single-
name CDSs within a given sector.
Table 2.6 summarised the Thomson DataStream CDS sector indices with regional
subdivisions. As described by the developer, the spread is calculated using the most
liquid single-name CDSs (5-year CDSs), the sector indices “are equally weighted and
reflect an average mid-spread calculation of the given index’s constituents.11 The
proprietary indices are rebalanced every six months to better reflect liquidity in the
CDS market” (Thomson financial limited 2008). The indices source data are obtained
from CMA Datavision, and history goes back to 1st January 2004. There are ten
industrial sectors included for the UK CDS sector indices: banks, basic Resource,
food and beverage, industrial goods and services, insurance, media, retail,
telecommunications, travel and leisure, and utilities.
The CDS sector index has been widely used cross various chapters in this thesis
(except Chapter 4, in which the analysis is conducted for single-name CDSs rather
than CDS indices) to investigate the properties of CDS spreads. Using the CDS sector
index has several advantages and benefits to market participants. First, it can help to
conduct analysis at the sector level, rather than at the single name or more generic
market level, to develop and determine investment decision. Second, using the sector
11 Current and historical constituent lists are available from Datastream.
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CDS indices can help investigate the performance of a single CDS versus its sector’s
performance. Furthermore, since the CDS sector indices adapt the DJ/FTSE Industry
Classification Benchmark (ICB) supersectors as the standard to define different
industrial sectors, it can help to monitor the relationship and correlation between
equity prices and CDS spreads as well as the relationship between the same sectors in
difference countries or regions.
Table 2.6 Thomson DataStream CDS Sector Indices
ICB Supersector Region
US Europe UK Japan
Automobiles & Parts USAUTCD EUAUTCD JPAUTCD
Banks USBANCD EUBANCD UKBANCD
Basic Resources USBASCD EUBASCD UKBASCD JPBASCD
Chemicals USCHECD EUCHECD JPCHECD
Construction & Materials USCONCD EUCONCD JPCONCD
Financial Services USFINCD EUFINCD JPFINCD
Food & Beverage USFOOCD EUFOOCD UKFOOCD
Health Care USHEACD
Industrial Goods & Services USINDCD EUINDCD UKINDCD JPINDCD
Insurance USINSCD EUINSCD UKINSCD
Media USMEDCD EUMEDCD UKMEDCD
Oil & Gas USOILCD EUOILCD
Personal & Household Goods USPERCD EUPERCD JPPERCD
Retail USRETCD EURETCD UKRETCD
Technology USTECCD EUTECCD JPTECCD
Telecommunications USTELCD EUTELCD UKTELCD JPTELCD
Travel & Leisure USTRACD EUTRACD UKTRACD JPTRACD
Utilities USUTICD EUUTICD UKUTICD JPUTICD
Source: DataStream. Note: Empty cells denote that there were not enough
constituents to meet the minimum requirement to construct an index
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Although it is easy to describe the concept of the credit spread, there remain
numerous problems regarding the credit spread data which affects the informativeness
of credit spreads with regards to credit risk. For example, using the bond yield spread
data has the following difficulties: first, regardless the use of corporate or sovereign
bonds, liquidity is a problem. Since bonds are relatively illiquid, it is hard to obtain
reliable transaction data and credit spreads therefore reflect other non credit risk such
as liquidity risk. Many corporate bonds are callable, puttable or convertible. With
these special features, changes in bond yield spread are not purely associated with
credit risk. However, most of these problems can be solved by the careful selection of
data.
2.4 Credit Risk Modelling
Generally speaking, there are two main approaches for credit risk modelling. Models
from the two main approaches can both be used to price credit sensitive products such
as corporate bonds and credit default swaps. The first approach is called structural-
form models and originates from the option pricing theory proposed by Black and
Scholes (1973). Merton (1974) proposed a basic structural model for credit risk
pricing. This has then been extended by Black and Cox (1976), Geske (1977),
Longstaff and Schwartz (1995) and Zhou (1997) amongst others. In the structural-
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form approach, firm’s economic fundamentals such as the firm’s leverage, the asset
volatility and the risk-free interest rate are the main factors that affect the firm’s
default probability. It is an obligation for the firm to default when its asset falls below
its liability. The second approach is represented by models of Cox, Ingersoll and Ross
(1985), Jamshidian (1989), Longstaff and Schwartz (1992), Health et al. (1992) and
Jarrow and Turnbull (1995). In these models, instead of considering firm specific
variables, the price of the credit risk is modelled using a stochastic process with an
exogenous hazard rate.
Both approaches can be used to price credit sensitive products such as CDS spreads or
bond yield spreads. Jarrow and Protter (2004) suggested that the differences between
these two approaches can be characterised by different information received by the
modeller. In the structure approach, the modeller is assumed to know all firms’
specifications such as the firm’s asset value and its liability. Under such condition, the
modeller is in the same position as the firm’s manager and therefore the firm’s default
is predictable in most cases. By contrast, the reduced-form models assume that the
modeller has only limited information about the firm’s condition, and, consequently,
predicting if or when the firm will default may not be possible. Jarrow and Protter
(2004) argued that the structural-form models can be transferred to reduced-form
models by using the information set observed by the market instead of what is
observed by the firm’s management.
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2.4.1 Basic Models for Pricing A Credit Default Swap
As discussed before, a credit default swap is an instrument used by a bond issuer in
order to recover losses caused by a default. For the buyer, periodic payments will be
made to the seller either until the maturity of the underlying asset or until the time of
default. The recovery payment can either be a fixed amount or the difference between
the recovery value and the face value of the underlying asset. By understanding this,
the following function can be used to describe the value of the CDS:
M)tatob(default+notionalR)tuntildefaultob(no=V Δ
N
SwapiCDS  PrPr
1
(2.1)
where CDSV is the value of the CDS, SwapR is the swap rate, M is the recovery
payment at the time of default, i is the index of the payment and N is the number of
payments. Since the payout is always corrected by the interest rate, the influence of
the interest rate should be added into Equation 2.1. Thus, Equation 2.1 can also be
written as:
M])tatob(default)r(u)du(
+notionalR)tuntildefaultob(no)r(u)du(E[=V
τ
N
SwapiCDS



 
Prexp
Prexp
1 (2.2)
The above function is a basic model for pricing credit default swaps. It has many
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applications as it can be transformed into various different models to determine both
the probability of default and the payment payable on default.
2.4.2 From A Structural Form Approach
Merton (1974) presented a structural model without the stochastic interest rate, where
the firm’s asset value follows a geometric Brownian motion. Black and Cox (1976)
introduced a new model to capture the event of default. They define H as the default
level, which is a pre-defined fixed value for the firm’s assets and can be written by a
term structure function. Leland (1994) and Leland and Toft (1996) developed models
which capture the level of default by either the equity value or the firm’s asset value.
In the model developed by Rich (1994), the default level is considered to be a fixed
constant. The probability with no default until time i is expressed as a function of a
firm’s asset value and the default level:
)
tσ
tμVH)N(
σ
μV()
tσ
tμ+VHN()tuntildefaultob(no
i
i
i
i
i



 02
00 //2Hexp/Pr (2.3)
where Vt i is the firm’s asset value at time i. H is the default level and
2/2σdr=μ 
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Therefore, the first half of Equation 2.1 can be expressed as:
notionalRN Swap  (2.4)
While in the second half, the value of recovery payment is assumed as a discount on
the face value and a function of time t . However, in most cases this value is known as
a discount on the firm’s assets at the time of default. Moreover, the firm’s asset value
can be obtained directly from the default level H . Under the above assumption, the
second part of Equation 2.1 can be written as:
ΔΔΔΔ t)dth()tpayment(H=M)tatob(default  Pr (2.5)
where )th( Δ is the first passage time density of the process v at the default level H ,
and has the following expression:
)τσ
τσ
)τσ+(μ+)V(Hn(
τσ
)V(H=)th(
2
Δ 
 0
3
0 /ln/ln
(2.6)
Since v is a jump-diffusion process, the default probability will drop to zero when
the time to maturity approaches zero. Therefore, the structural approach suggests that
the following factors are the ones which would influence the credit risk under a
classic structural model: the interest rate, the time to maturity of the underlying asset,
the firm’s asset value and volatility, and the time to maturity of the CDS.
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From the above discussion, we know that structural models require the firm’s asset
and volatility as inputs which are normally unobservable. Besides, in the structural-
form approach, default is treated as a predictable event. Since the firm’s asset is
assumed to follow a continuous diffusion process. Zhou (1997), Zhou (2001) and
Hilberink and Rogers (2002) therefore proposed models that incorporate jumps in the
asset value process. More recent extensions such as Duffie and Lando (2001) and
Giesecke (2004) proposed models to eliminated the predictability of default by
introducing so-called incomplete information models which assume the modeler to
have incomplete information about the firm’s asset process and default boundary.
2.4.3 From A Reduced Form Approach
The above drawbacks of structural-form models have lead to the introduce of
reduced-form models. In a reduced form model, the default probability is decided by
the hazard rate h(t) . This was first introduced in Jarrow and Turnbull (1995). Besides,
Lando (1994) used the same definition to obtain the value of the CDS as introduced
by Equation 2.1: regular payments before the default, and total recovery payment at
the time of default.
The first part can be expressed as the value of a contingent claim that makes a
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periodic payment when there is no default:
λ(s)ds)X]+r(s)ds(T)E[>P(τ=T)]>P(τ)Xr(s)ds([E Qt   expexp (2.7)
where λ is the intensity of a Poisson process. The second part of Equation 2.1 can be
written as:
)])dsλ(u)du+(r(u)(Z(s)λ(s)[T)E>P(τ
=)Z(τr(s)ds([E
Q
t
Q
t
 



exp
)]exp
(2.8)
where Z(s) is the difference between the face value and the recovery value, and τ is
the time to default.
A significant amount of research has shown that the hazard rate is dependent on a
number of variables which include macroeconomic factors and firm specific factors.
Jarrow and Turnbull (2000) derived a function for the hazard rate:
(t)Wβσ+r(t)a+S(t)a=λ(t) 110 1 (2.9)
In the above function, the hazard rate is explained as a function of the stock price
index and the interest rate; 0a , 1a and β are constants; r is the interest rate and W
is a random Brownian motion.
In conclusion, the reduced form approach is different from the structural form
approach in the way that they model default risk. People can either use a jump
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diffusion structural process or use a reduced model with a hazard rate to investigate
the factors that may influence the credit risk.
2.5 Applications of Credit Derivatives
2.5.1 The Determinants of Credit Spreads
CDS spreads and bond spreads are both measures of credit risk. A large group of
studies has explored different models for credit spread and identifies their
determinants. As introduced in Section 2.4, these studies can be divided into two sub-
groups. The first group is so called structure-form models, which try to explore the
relation between firm’s asset process and credit risk. The second group is so called
reduced-form models, which models the default probability using a hazard rate.
Other than these theoretical approaches on credit risk pricing, empirical applications
assume that credit risk can be modelled as a functional form that relates to the credit
spread and other variables (Duffie and Singleton, 2003). These models used historical
price information to explore the determinants of observed CDS and bond spreads and
to access the importance of credit risk to other variables. Moreover, empirical
literature on the application of structure models usually found that there are strong
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links between firm specific factors and observed credit spreads. These studies include
Collin-Defresne et al. (2001), Boss and Scheicher (2002), Longstaff et al. (2005),
Chen et al. (2007), Di Cesare and Guazzarotti (2010) and Darwin et al. (2012) among
others.
2.5.2 CDS Spreads vs. Bond Spreads
Both CDS spreads and bond spreads are credit spreads. However, working on CDS
spreads with respect to bond spreads has at least three advantages. First, using CDS
spread does not require introducing another markets into the analysis, since the CDS
market already quotes in terms of a spread. In contrast, to calculate the bond spread,
benchmark risk-free rates are needed, such as U.S. Treasuries, which is subject to its
own specific factors. For example, in the United States, tax is deducted from the bond
yields while Treasuries are tax free; it therefore makes the bond spread an imperfect
measure for credit risk. Second, CDS contracts are rather standardised, while bonds
are featured by specific characteristics such as coupon, embedded options or any
specific features such as puttable, callable or convertible, or being subordinate or
structured, which make comparisons between bond spreads difficult. Finally, as
mentioned by Di Cesare and Guazzarotti (2010, p9), CDS quotes are “less prone to
supply and demand effect than the bond market, which is constrained by the physical
nature of bonds.”
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Other than the above, Stowe (2010) suggested that CDS spreads should be used in the
valuation of the credit risk rather than bond spreads. Besides, Hull (2005) found that
CDS spreads reflect a change in credit status for the reference entity more efficiently.
Moreover, empirical studies such as Blanco et al. (2005) and Zhu (2006) showed that
the CDS market leads the bond market in the price discovery process.
Earlier empirical work on credit default swap usually focus on two issues: the
determinants of credit spread changes and the relationship between credit default
swap spreads and bond yield spreads. Theoretical studies show that the CDS spread
should equal to the bond spread. The theoretical equivalence relationship between the
bond spread and the CDS spread is described in Duffie’s model (1999). The basic
arbitrage relationship between the CDS spread and the bond spread can be expressed
as the following: first, an investor buys an investment grade bond with a yield to
maturity of ݕ. In the meantime, he buys a CDS contract for the underlying bond.
Assume that the CDS spread ݌ is an annual premium and can be expressed as a
percentage of the notional principle of the CDS contract, then the investor’s net
income can be expressed as ݕ− ݌. According to the non-arbitrage theory, there
should be a risk-free note with rate ݎequals to the net return ݕ− ݌. If ݕ− ݌< ݎ, the
arbitrage strategy can be expressed as shorting the investment grade bond, shorting
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the CDS and buying the risk-free note. If ݕ− ݌> ݎ, then the arbitrage strategy
becomes buying the investment grade bond, buying the CDS and shorting the risk-
free note.
As related to the above, in a perfect market with no frictions, the CDS spread should
equal to the bond spread and the CDS-bond basis should be zero. If the CDS-bond
basis is positive or negative, there would be arbitrage opportunities between the two
markets. More recent research tries to explain the determinants of the CDS-bond basis,
such as De Wit (2006), Fontana (2011) and Bai and Collin-Defresne (2012).
Moreover, evidence on the price discovery process has also been studied although the
results are mixed. Generally speaking, most of the papers such as Blanco et al. (2005)
and Zhu (2006) found there is a theoretical non-arbitrage equilibrium relationship
between the bond market and the CDS market, though short-term interactions suggest
that CDS spreads and bond spreads might deviate from parity. Many papers,
especially these on corporate sectors, found that bond spreads tend to adjust more
rapidly than the CDS spread in reflecting the timely information. Hence, the CDS
market plays a leading role in the price discovery process. However, other papers like
Ammer and Cai (2011), found that the bond market leads the CDS market. Rest
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papers found mixed evidence for the price discovery process in CDS and bond
markets, such as Chan-Lau and Kim (2005) and Fontana and Scheicher (2010).
2.5.3 The CDS Market during the Turmoil
The recent subprime crisis has hit the Western world extremely badly and even today
continues to shake the confidence of the markets and consumers. The subprime
mortgage market, which was considered to be one of the fundamental causes of the
credit crisis, created huge uncertainty about the future of the financial markets and led
people to question western capitalism, upon which the market economy was based.
Given that this uncertainty remains high, this is likely to continue to hold back the
prospects for economic recovery. Therefore, a systematic description of the operation
of the credit derivatives markets during the turmoil becomes extremely important to
monetary policymakers and financial regulators to better understand the market
behaviour.
The credit crisis has strongly affected the financial markets since 2007 and continues
to weigh heavily on confidence, causing uncertainty for the market going forward. For
2008, and in all likelihood for 2009, firms and banks in the US and European Union
found themselves financially exposed as a result of credit tightening (Chorafas, 2009).
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There was a period of time before the crisis, when the banks and financial institutions
assumed that the loans to the financial counterparties were a direct measure of the
credit risk. Today, this assumption is only valid in part because banks now have
double exposure to credit risk: one is from the classic default; and the other is from
the credit spread connected to the financial instruments.
This credit spread is mainly sourced from credit default swaps, a most popular credit
derivative in recent financial markets, which has been used as an insurance-type
financial instrument to protect default. However, rather than fulfill its promises, the
credit default swaps (CDS) exceeded subprime mortgages in terms of their potential
to wreak economic and financial destruction. The CDS market started to increase
since 2003. By the end of 2007, there is about $5 trillion worth of corporate debt
insured by $62 trillion of credit default swaps. The size of the CDS market then fell to
£38.6 trillion by the end of 2008. The fluctuation of the market size and the CDS price
dramatically affected other financial markets. This kind of impact brought by the CDS
variable is far-reaching, and is very difficult to foresee as well. Most economists and
investors simply saw a considerable profit from the figures while ignoring the
potentially enormous risk associated with the increasing prices.
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2.6 Conclusion
The recent financial crisis has revealed several shortcomings within the practice and
structure of the CDS market. The purpose of this thesis is to explore how the CDS
have played during the most recent development of the CDS market, especially in the
period of the financial crisis. I started from extending the two main issues focused by
earlier empirical studies on credit derivatives markets: the determinants of CDS
spreads and the relationship between bond and CDS markets, with a special focus on
the effect of the current crisis. Then I further explored properties of CDSs and their
relationship with other financial variables such as interest rate changes, stock returns
and changes in the probability of default. Finally, I discussed the relationship between
CDSs and another credit spread: TED spread.
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Appendix:
A list of CDS Markit Indices is presented below:
CDX (US): Most liquid baskets of names covering North American Investment Grade,
High Yield, and Emerging Markets single name credit default swaps.
iTraxx: Most liquid baskets of names covering Europe, Asia, Australia and Japan
LCDX (US): North American benchmark for first lien leverage loan CDS. 100
reference entities, referencing 1st lien loans listed on the Syndicated Secured List.
LevX: European benchmark for leveraged loans CDS. They are constructed from the
universe of European corporates with leveraged loan exposures.
ABX (US): The 20 most liquid CDS on US home equity ABS. The ABX.HE index is
used by banks and asset managers that want to hedge asset-backed exposure or take a
position in this asset class.
CMBX (US): A synthetic index referencing 25 commercial mortgage-backed
securities. The CMBX Indices were created in response to the rapid pace of growth in
the CDS of CMBS market, providing investors with a standardized tool to gain
exposure to this asset class.
MCDX (US): These indices refer to U.S. municipal credits covering revenue and
general obligations.
SovX: Family of sovereign CDS indices covering countries across the globe.
P a g e | 78
Chapter 3
The Dynamics and Determinants of UK CDS
Index Spreads before and during the Turmoil
3.1 Introduction
Over the last two decades, there have been considerable amount of research on
developing and extending theoretical credit risk pricing models. However, fewer
studies have been done on empirically testing these models. So far, the reason for
investigating the dynamics and determinants of the UK credit default swap market can
be summarised as follows: first, the UK corporate bond and credit default swap
market that lags the US market, has developed stronger and more liquid before the
subprime crisis. The size and the market value of UK credit derivatives have
experienced significant development over the last decade. Second, the UK CDS
market has achieved considerable growth over the last ten to fifteen years. However,
the current crisis that started in mid-2007 has significantly impacted on the UK bond
and CDS market. Thus, it is important to identify the dynamics and determinants of
credit risk for the period of the current crisis. Third, Basel II Accord suggested that
credit risk pricing models can be used to settle capital requirements. However, certain
assumptions need to be made before using these models, such as what variables need
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to be considered for inclusion and the relationship between credit risk and market
variables, for example, the interest rate. Finally, banks and financial sectors use credit
spreads to extract information from bonds, such as default probability, and to access
the general functioning of financial markets (credit rationing and sectoral versus
macroeconomic effects) (Van Landschoot, 2004). Having a better understanding of
the dynamics and determinants of credit risk will help banks and financial sectors to
extract more accurately of such information.
Research on the determinants of credit risk has drawn much attention over the last
decades. The traditional way of assessing credit risk was by looking at bond yield
spreads, that is spreads between corporate and government bonds. A list of
representative papers that focus on the determinants of bond yield spreads is:
Longstaff and Schwartz (1995), Duffee (1998), Pedrosa and Roll (1998), Collin-
Dufresne, et al. (2001), Elton et al. (2001), Avramov et al. (2007), Chen et al. (2007),
Van Landschoot (2008), and Dbouk and Kryzanowski (2010). The majority of these
studies focus on the US bond market (see, for example, Longstaff and Schwartz,
1995; Duffee, 1998; Collin-Dufresne et al., 2001; Elton et al., 2001; Avramov et al.,
2007). In addition, there are also a few studies based on the European bond market:
Boss and Scheicher (2002) and Van Landschoot (2004). Obviously, the reason that US
and Euro markets have been chosen as the research targets is that these two markets
are relatively large and mature. However, among them, most of the published studies
examine the determinants of credit spread changes for individual bonds. Except for
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the studies by Pedrosa and Roll (1998) and Dbouk and Kryzanowski (2010), in which
these studies investigate the determinants of credit spread changes for portfolios.
Although the bond yield spread has traditionally been used as a proxy for credit risk,
there has been a huge development of credit instruments, such as credit derivatives,
that are designed to allow financial institutions to manage credit risk more efficiently.
Among them, credit default swaps (CDSs) have proved most successful. Because
corporate and government bonds differ in a variety of ways,12 the CDS spread is more
efficient than the bond yield spread in measuring credit risk. Earlier empirical work
on credit derivative swap usually focus on two issues: the relationship between CDS
spreads and bond yield spreads (see, for example, Blanco et al., 2005; Zhu, 2006;
Coudert and Gex, 2011),13 and the determinants of CDS spread changes (see, for
example, Benkert, 2004; Abid and Naifar, 2006b; Alexander and Kaeck, 2008;
Ericsson et al., 2009; Greatrex, 2009; Di Cesare and Guazzarotti, 2010; Dieckmann
and Plank, 2012).
The aim of this chapter is to contribute to the literature by analysing the dynamics and
determinants of the UK CDS market and how the current financial crisis has affected
the way that credit risk is priced in the UK CDS market. Consequently, I divided this
chapter into two main sections: the first section focuses on systematic influence by
12 see Duffee (1998) for more detail
13 A detailed description of the relationship between CDS spread and bond spread will be given in Chapter 4
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investigating the term structure of CDS index spreads with special focus on the bank
sector and the second section discusses the external determinants of CDS sector index
spreads. More specifically, the term structure of the UK bank sector CDS index
spread has been specified by eight nested stochastic differential equations and a non-
nested Chan, Karolyi, Longstaff and Sanders (CKLS) model, while the sensitivity of
CDS sector index spread changes to other financial elements has also been tested by a
regression model. A small set of theoretical determinant of default risk such as interest
rate factors and equity related factors has been included in the model. Besides,
whether the results are in line with theoretical predictions have been discussed.
Finally, a further analysis on residuals and a robustness check on the US CDS market
have been implemented.
This chapter has several major differences compare to previous studies which built up
its contributions to the literature. First, this chapter focuses on CDS spread changes
rather than corporate bond yield spreads. While most research on determinants of
credit spreads focus on the corporate bond market. Working on CDS spreads with
respect to bond spreads has several advantages. First, using CDS spread does not
require introducing other markets into the analysis, since the CDS market already
quotes in terms of a “spread”. Moreover, CDS contracts are rather standardised, while
bonds are featured by specific characteristics, which make comparisons between bond
spreads difficult. Finally, CDS quotes are “less prone to supply and demand effect
than the bond market, which is constrained by the physical nature of bonds” (Di
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Cesare and Guazzarotti, 2010, p9).14
Second, previous research on the determinants of CDSs uses levels instead of changes
in spreads. This chapter, however, uses changes in CDS spreads rather than levels,
since stationary tests suggest that CDS spread levels are non-stationary while CDS
spread changes are stationary. Therefore, from a statistic point of view, using CDS
spread changes instead of levels is important to avoid the spurious regression problem.
Third, previous studies have examined a shorter period due to the limited data
availability or have used data from the early stage of CDS markets and did not test for
the most recent developments. To the best of my knowledge, only Di Cesare and
Guazzarotti (2010), Dieckmann and Plank (2012), Annaert et al. (2012) and
Breitenfellner and Wagner (2012) focused on performance of the CDS market for the
time period of the current financial crisis. Di Cesare and Guazzarotti (2010) analysed
the determinants of CDS spread changes for a large sample of US non-financial
companies from January 2007 to April 2010 while Dieckmann and Plank (2012) and
Annaert et al. (2012) focused on Euro sovereign CDS markets and Euro bank CDS
markets respectively. This chapter however focused on performance of the CDS
market for a longer period from 2004 to 2009 with special attention to the time period
before and during the subprime financial crisis. Its contribution to the analysis of the
14 See Section 2.5.2 for more details
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CDS market during the turmoil, is a key motivation and a major principle to help
financial reforms.
As can be seen, none of the above studies performed tests on the UK CDS market.
Therefore, the fourth difference is that this chapter analyses the dynamics and
determinants of CDS spread changes between 2004 and 2009 for the UK CDS market,
while most of the empirical studies on the determinants of CDS spread changes
concentrate on the US market (see, for example, Benkert, 2004; Ericsson et al., 2009;
Greatrex, 2009; Di Cesare and Guazzarotti, 2010). Empirical studies on the
determinants of UK CDS spreads are rather limited and mainly focus on the time
series properties of sovereign CDS spreads (see, for example, Abid and Naifar, 2006b;
Dieckmann and Plank, 2012). The credit default swap is a widely traded financial
product, and is actively traded before and during the subprime crisis. The UK credit
default swap spreads increased dramatically during the financial crisis due to the
increased credit risk. Thus, an investigation of the price movement and its
determinants is necessary. Moreover, the analysis of the UK CDS market will provide
policy makers and investors with regional specific results.
Fifth, I conduct the analysis at the sector level by analysing the dynamics and
determinants of CDS sector indices, rather than at the individual CDS level or more
generic market level. By focusing on the sector level, this chapter tests how the
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sensitivity of CDS index spread changes to financial elements differs between
different industrial sectors in the UK. To my best knowledge, this is the first paper to
investigate the dynamics and relation between CDS spread changes and financial
variables at the sector level. Such information could be useful to make tactical asset
allocation across a portfolio, since the CDS market often captures market information
faster than the equity market (Fung et al., 2008). It is also helpful for the management
of portfolio risk and to view the performance of CDS spread portfolios. Besides, by
investigating indices instead of individual bonds, the analysis is confined to the
systematic competent shared by individual bonds (Pedrosa & Roll, 1998).
The sixth difference lays on the factors that are statistically tested as the determinants.
Unlike other studies, this paper does not focus on firm specific factors such as firm’s
asset value and firm’s leverage information, since it focuses on the sector level rather
than individual corporate CDSs. Instead, I select a small set of variables that literature
has found have an impact on the CDS spread, including four interest rate factors and
four equity factors, and empirical results show that the estimated coefficients are
consistent with theory with regards to the sign and significance. By focusing on a
small amount but relatively important factors, we not only simplified our analysis
procedure but also achieved competitive results compare to studies that have a longer
list of variables as the determinants of CDSs.
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Finally, most of the existing literature on the determinants of CDS spreads focus on
exploring external factors that would influence the credit spread. To the best of my
knowledge, only Van Landschoot (2004) discussed both systematic and external
determinants. However, he focused on the US bond yield spread and his results did
not reveal the recent development of the credit market. In contrast, this chapter also
analysed both internal influences and external determinants. However, this chapter
focuses on the UK CDS market and examines a period before and during the
subprime crisis. The dynamics of CDS spreads is captured by term structure models
which were originally used for asset pricing. I compared nine stochastic differential
equations in their abilities to price credit risk. By using the discrete forms of these
functions, the form of each function can easily be specified.
The main term structure model is developed by Chan et al. (1992) and the initial
purpose of this model is to capture the dynamics of the short-term rate. However, it
can also be used in connection with a variety of asset pricing models as a general
model to capture the default-free term structure. It nests several term structure models
such as Vasicek (1977) and Cox et al. (1985). By discussing the term structure of
CDS spreads, we avoid using bond yield spread as a direct measure for credit risk.
The disadvantage of using the term structure model to investigate the spread
movement of CDSs is that we solely focus on the systematic factors while ignore the
external factors. Thus, further analysis is implemented by a time-series regression
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model to investigate the sensitivity of CDS spread changes to other financial
elements.
The data set consists of weekly observations of industrial specific CDS indices
generated for 10 UK financial and industrial sectors based on the Thomson Reuters
Composite CDS data from January 2004 to December 2009. The Thomson
DataStream CDS Sector Indices utilise the Thomson Reuters Industry Classification
as their basis and reflect the price performance of a basket of five-year CDS within a
given sector. The five-year CDS index spread for UK bank sector is used to estimate
the term structure of UK credit default swap spread.
The results on the estimation of the dynamics of CDS spreads are as follows: After
specifying eight nested term structure models as well as a non-nested generalised
CKLS model, I found weak evidence of mean reversion across these models. This
finding is interesting since from an economic point of view, mean reversion makes
sense. However, empirically, it turns out that mean reversion is not particularly true
for the UK CDS spread, which may suggest that mean reversion is not an important
feature for the UK CDS spread dynamics. The generalised CKLS model provides the
best estimation results and reveals a negative speed of mean reversion. When
observing the relationship between the volatility of CDS spreads and the level of CDS
spreads, I found that the volatility responds directly to the levels of the CDS spread.
Furthermore, the estimated results show that systematic factors have poor ability in
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capturing the self-adjustment of price anomalies. Therefore, I further explored the
sensitivity of CDS spread changes to external factors.
The results on the determinants of CDS spread changes are as follows: suggested by
the structural models of credit risk pricing, I found the interest rate change, the stock
return and the probability of default significantly influence credit spread changes
before and during the turmoil. The sign for these variables are generally consistent
with theoretical predictions. The model can explain approximately 20% of the
variation in the CDS spread as suggested by the adjusted 2R . This total explanatory
power is so far comparable with other studies such as Collin-Dufresne et al. (2001).
Although UK industrial sectors differ significantly in terms of size and market value
of credit default swaps, empirical results for different industrial sector CDS spreads
are quite similar. The principal component test also reveals that there still exists an
unobserved component that is not captured by the regression model. This may suggest
that the low adjusted
2R is rather due to a systematic effect on the CDS index spread
than the noisy data.
The results are quite in line with the robustness check performed with the US data.
This is an interesting finding as the US CDS market is more developed than the UK
CDS market and differs significantly in terms of market value, total notional amount
and the total number of CDSs. The most significant difference between the two
markets lies on the results on interest rate factors. The reason might be that the US
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interest rate policy is more active than UK and the interaction between US Treasuries
and CDSs is stronger than it is in the UK fixed income market. One of the limitations
of this chapter is that only linear relationships have been considered in order to
simplify the model estimation. Therefore, a detailed investigation of the non-linear
relationship will be provided in Chapter 5.
This chapter is organised as follows: Section 2 provides a brief review of the relevant
literature. Section 3 and 4 describes some basic description of single-factor term
structure models and the methodology. Section 5 describes the data. Section 6 and 7
describes the estimated results for the dynamics and determinants of CDS spreads,
Section 8 concludes the chapter.
3.2 Literature Review
The theoretical linkage between market variables and the credit spread has been
established by structural credit risk models. The literature on pricing credit risk
originated from Merton (1974) and Geske (1977), who developed a basic credit risk
model of bond pricing. Following the structural approach, Longstaff and Schwartz
(1995) developed a new model to price credit spread options based on a mean-
reverting process. Leland and Toft (1996) examined whether the firm’s optimal capital
structure can choose the character of its debt. Collin-Dufresne and Goldstein (2001)
concluded that firm’s asset level will adjust its debt and generate a mean-reverting
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process. They proposed a structural model with stochastic interest rates to capture
mean reversion. The above research assumes that default event occurs when a firm’s
assets falls below its debt. In contrast, Jarrow and Turnbull (1995) and Duffie (1999)
introduced a stochastic process for the arrival time of default. Duffie and Singleton
(1999) presented a reduced-form model to capture the term structure of a defaultable
bond. Hull and White (2000) then built a reduced-form model which includes more
than one underlying asset with a non-perfectly correlated default. In addition, Zhou
(1997) combined the advantages of structural and reduced-form models and
developed a jump-diffusion process for the firm’s asset value to allow for sudden
default.
More recent developments on credit risk pricing models focus on the extension of the
fundamental structural and reduced-form models and the pricing of credit derivatives.
Metwally and Atiya (2002) proposed a Monte Carlo method for pricing barrier
options when the underling follows a jump-diffusion process. Frey and Runggaldier
(2010) studied a reduced-form model under incomplete information. They used
filtering technique for pricing corporate equity and debt in reduced-form models
under partial information. Ruf and Scherer (2011) extended Metwally and Atiya
(2002) with an arbitrary jump-diffusion model for pricing of corporate bonds.
Empirical research on investigating the linkages between credit spreads and market
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variables are twofold. Earlier research on this topic has focused on the testing of the
theoretical structural and reduced-form models. This research has identified factors
that can explain why observed spreads are much higher than spreads that are predicted
by theoretical models. Elton et al. (2001) identified expected default, state taxes and
risk premiums for common stocks as the main components of credit spreads. Eom et
al. (2004) empirically tested five structural models of Merton (1974), Geske (1977),
Longstaff and Schwartz (1995), Leland and Toft (1996), and Collin-Dufresne and
Goldstein (2001) using 182 individual corporate bond samples for the period of 1986-
1997. Their results suggest that the Merton model underestimates credit spreads while
others seem to overpredict spreads on average. Maclachlan (2007) extended the study
of Eom et al. (2004) by empirically testing the above five models as well as a constant
elasticity of variance model. He found that the Merton model provides the best
accurate prediction. However, unlike Eom et al. (2004), he did not find significant
diversity in model prediction errors. Furthermore, he found the extended Merton
(1974) and the Collin-Dufresne and Goldstein (2001) models account for 43 percent
of the variation in the credit spread and he also found exogenous factors significantly
influence the perdition errors. Results from Eom et al. (2004) and Maclachlan (2007)
both suggested the bond spreads predicted by theoretical models are either too high or
too low. Cremers et al. (2008) used a structural jump-diffusion model to examine
whether jump risk premia can explain the credit spreads.
Given the failure of most structural models to generate sizeable credit spreads,
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researchers have investigated the ability of reduced-form model to explain the credit
spread. Bakshi et al. (2006) investigated the systematic and firm-specific factors using
the reduced-form model proposed by Duffie and Singleton (1999). The factors that
have been analysed in this study include book-to-market ratio, leverage, equity-
volatility, profitability, and distance to default. Dionne et al. (2010) re-examined the
default risk in corporate bond spreads by assuming that the bond spreads can be
totally explained by the recovery rate and the default probability. Dionne et al. (2011)
examined the ability of macroeconomic factors to explain the yield spread changes in
the context of reduced-form models. Collin-Dufresne et al. (2010) suggested that
reduced-form models attribute a large fraction of credit spreads.
3.2.1 Literature on Determinants of Bond yield spreads
Empirical testing of the structural and reduced-from models focuses on the ability of
default factors to explain the bond spreads. Then, having observed that the bond
spreads predicted by theoretical models are generally lower than observed spreads,
research has turned its direction to investigate the original determinants of credit risk.
Thus, more recent research focuses on explaining credit spread in a purely statistical
way by regressing (level or changes of) credit spreads on (level or changes of) factors
that are suggested by theoretical structural or reduced-form models that are relevant in
determining credit spreads. The advantage of this approach is that it allows any single
fundamental factor that would influences credit spreads to be estimated directly.
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The traditional way of assessing credit risk was by looking at the bond yield spreads,
that is the spreads between corporate and government bonds. Research on the
determinants of bond spreads mainly focus on the US bond market. Collin-Dufresne
et al. (2001) used industrial bond transaction data to investigate the determinants of
credit spread changes. The data they used consists of monthly observations from 207
US reference entities from 2001 to 2003. They found that variables suggested by
theoretical models that determine credit spread have rather lower explanatory power
and only explain 25% of bond spread changes. They suggested the remaining
unexplained portion is mostly driven by a common risk factor. They concluded that
changes in credit spreads are mainly driven by supply and demand shocks and are not
influenced by credit-risk and liquidity factors. More recently, Avramov et al. (2007)
examined a set of factors that suggested by structural models that would influence the
CDS spread and found over 67 percent (54 percent) of the credit spread changes can
be explained for low-grade (medium-grade) bonds. Gemmill and Keswani (2011)
found that systematic influence make less contribution to bond credit spreads. Instead,
they found that idiosyncratic factors are strongly related to sizes of spreads. Most of
the above studies used the OLS regression method for estimating and testing the
determinants. Unlike the above, Bhar and Handzic (2011) used state-space
methodology to examine the factors that drives the variation of the bond yield spread.
Apart from research that focuses on the US market for the determinants of bond yield
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spreads, there are also a few studies based on the European bond market. Boss and
Scheicher (2002) examined the determinants of the bond credit spread in the euro
area. They found that the level and slope of the default risk term structures are the
most important factors that determine the credit spreads. In addition, stock returns and
their volatility, the bond yields and liquidity risk also cause changes in the credit
spreads. Van Landschoot (2004) investigated the Euro term structure of bond yield
spreads. He demonstrated an internal relationship between the changes in the credit
spreads and the characteristics of the bonds such as ratings and maturities. He then
investigated the determinants of the credit spreads and found that lower rated bonds
are more easily affected by financial and macroeconomic variables. His results
indicated that the influences from those factors are strongly dependent on the bond
characteristics. Van Landschoot (2008) then compared the euro and US yield spread
dynamics and found that euro yield spreads are strongly affected by the US yield level
and yield slope.
Obviously, the reason that research focuses on US and Euro markets is that these two
markets are relatively large and mature. Studies of the determinants of bond yield
spreads on other markets are rather limited. Batten and Hogan (2003) examined the
credit spread innovations on Australian dollar denominated Eurobonds and Australian
government bonds. They found that negative changes of the risk-free interest rate are
always accompanied with positive changes in credit spread. Darwin et al. (2012)
again examined the determinants of Australian corporate bonds. They found that both
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liquidity and default risk are priced into credit spreads. Nakashima and Saito (2009)
explored the determinants of credit spreads calculated from 2305 individual Japanese
corporate bonds over interest swap rates. They found that the economy-wide effects
cancel the firm-specific factors to some extent for some subsample period. Kagraoka
(2010) again extracted information from 340 Japanese corporate bonds and used panel
technique to find a time-varying common risk factor which influences corporate yield
spreads.
Regardless the region that researchers implemented their investigation, most of the
studies examine the determinants of credit spread for individual bonds. Only a few
studies investigate the determinants of credit spread changes for portfolios. Pedrosa
and Roll (1998) examined the systematic determinants of credit spreads for 60 credit
portfolios that are characterised by bond industrial groups. Batten et al. (2005)
investigated credit spreads and used three different rating classes and four maturities
to group bonds into portfolios. Wu and Zhang (2008) tested the effects from various
macroeconomic factors on bond yield spreads across different maturities and credit
rating groups. Lepone and Wong (2009) focused on the Australian bond market,
studying the empirical determinants of eight bond yield spread changes categorised by
four different rating and four different maturity groups. They found that interest rate
and the slope of the yield curve are the two most important factors that influence the
credit spread. Dbouk and Kryzanowski (2010) examined the explanatory power of
bond yield spread changes for credit portfolio of 10 maturity groups for financial
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sectors.
3.2.2 Literature on Determinants of CDS spreads
Although the credit spread between corporate and government bonds has traditionally
been used as a proxy to credit risk, there are other instruments that have been used to
assess the credit risk, for example, the CDS spread is another widely used credit
derivatives. Other credit instruments, such as the TED spread, which is calculated by
the three-month US Treasury rates and three-month Eurodollars rates, can also be
used as an indicator of credit risk. A detailed discussion on different forms of
measurements of credit risk can be found in Section 2.3. Amongst various credit
instruments, credit default swaps (CDSs) have proved most successful. Working on
CDS spreads has at least four advantages with respect to using credit spreads between
corporate and government bonds. First, the CDS spread is more straightforward than
the bond spread as it does not require a benchmark rate in the analysis, such as
government bonds, which is subject to its own factors. Second, CDS contracts are
rather simple and standardized, while bonds are characterized by features like
coupons, puttable, callable, convertible, subordinate or structured, and so on, which
make comparisons difficult. Third, due to the fact that CDSs are derivative securities,
CDS quotes should be less prone to demand and supply effects than bonds. Finally, in
countries such as the US, corporate and government bonds differs in a variety of
ways. For example, corporate bonds are subject to state tax while government bonds
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are not, which makes the calculated spreads less accurate.
This chapter discusses the determinants of CDS spreads for portfolios for the recent
financial crisis from two aspects: systematic and external determinants. The
systematic effects for market credit portfolios are described by the term structure of
CDS index spreads while the external effects are measured by the sensitivity of CDS
index spreads to factors such as interest rates, stock returns and the probability of
default. Most of the existing literature on the determinants of CDS spreads focus on
exploring external factors that would influence the CDS spread. To the best of my
knowledge, only Van Landschoot (2004) discussed both systematic and external
determinants. However, he focused on the bond yield spread and his results did not
reveal the recent development of the credit market. Thus, this chapter aims to address
the gap by considering the most recent development of CDS market for both internal
and external determinants. The corresponding literature is also divided into two
groups: the literature on the term structure model, and the literature on the
determinants of CDSs.
3.2.2.1 Term Structure Models
The term structure models for contingent claims can be divided into three approaches.
The first approach is so called single-factor models. This includes the most widely
used single-factor model proposed by Chan, Karolyi, Longstaff and Sanders (CKLS,
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1992). There are also a few restricted models proposed before CKLS with imposed
restrictions on model parameters, such as Meton (1973), Vasicek (1977), Dothan
(1978), Brennan-Schwartz (1977), Cox-Ingersoll-Ross Variable Rate (CIR VR, 1980),
Cox-Ingersoll-Ross Square Root (CIR SR, 1985), and Cox-Ross Constant Elasticity
of Variance (CEV, 1975). Besides, Chan et al. (1992) proposed a more general model
by removing all the parameter restrictions and set a common framework for the term
structure models. These above models are theoretical fundamentals of the term
structure of asset pricings. In this chapter, these above mentioned models will be used
to capture the systematic determinants of the UK CDS index spread. The other two
approaches for term structure models are volatility models (see, for example, the
GARCH model developed by Bollerslev, 1986), and multifactor models (see, for
example, Brennan and Schwartz, 1982; Longstaff and Schwartz, 1992).
Earlier empirical studies on the term structure of credit spreads are based on the
discussions of corporate bond spreads. Sarig and Warga (1989) investigated the term
structure of discounted-bonds and reported findings that are consistent with the
theoretical approach proposed by Merton (1974). Taurén (1999) compared a series of
bond price models and confirmed the work of Brennan and Schwartz (1980), which
suggested that the credit spread should be mean-reverting and log-normally
distributed. Van Landschoot (2004) investigated both the term structure and the
determinants of credit spreads. To explore the term structure of defaultable bonds, he
used an extended Nelson-Siegel (NS) model and found this model produces better
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estimation to the original NS model. Trueck et al. (2004) investigated the term
structure of bond spreads and CDS spreads for different rating classes and maturities.
They also discussed rating and maturity effects and different responses from credit
default swaps and corporate bond spreads. More recent studies focus on the term
structure of CDS spreads due to the fast development of the CDS market. Han and
Zhou (2011) investigated the relationship between the stock returns and the term
structure of CDS spreads. They found that the CDS slope can positively predict
changes in the CDS spread. However, the information suggested by the slope of CDS
is incorporated within the stock price. Adler and Song (2010) adjusted the bond yield
spreads by the term structure of CDS premiums. They specified the default intensity
process by a CIR type term structure model and estimated the parameters with a
standard quasi-maximum likelihood (QML) method.
3.2.2.2 Determinants of CDS Spreads
Similar to the studies on the determinants of bond yield spreads, studies on the
determinants of CDS spreads can also be organised by regions. Most of the empirical
studies on the determinants of CDS spread changes concentrate on the US market.
Benkert (2004) used panel data of 120 U.S. dollar denominated CDSs to discover the
effects of historical and option-implied equity volatility on CDS premia. Fabozzi et al.
(2007) analysed CDS spreads from 1372 US entities and tested various fundamental
variables on the pricing of CDSs. Wu and Zhang (2008) investigated the credit
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spreads by using credit default spread data across different rating classes, maturities
and industrial sectors in the US. They used a no-arbitrage theory to build a link
between the economic factors, the term structure of the Treasury yields and the credit
spread, and they found that the credit spread has a stronger relationship to the bond
slope than to the interest rate. Ericsson et al. (2009) extracted quotes for a wide range
of US non-financial and utility. They found volatility and leverage have substantial
explanatory power to CDS spreads. Greatrex (2009) used monthly data of CDS spread
changes for 333 US firms. He found that the factors account for 35% of the CDS
spread variation. Zhang et al. (2009) used weekly CDS series of 307 US entities. They
found that the volatility risk accounts for almost half of the variation in CDS spread
level while the jump risk forecast 19% of the variation.
Empirical studies on the determinants of UK CDS spreads are rather limited and
mainly focus on the time series properties of sovereign CDS spreads. Abid and Naifar
(2006b) investigated the determinants of CDS rates using linear regression. They
classified credit default swaps into 11 countries (including UK) and 13 industrial
sectors. Dieckmann and Plank (2012) investigated 18 European sovereign CDS
markets (including UK CDS market) for the period of the current financial crisis.
Apart from the research that has been done to investigate the determinants of CDS
spreads, there have also been studies exploring the characteristics of other spreads in
the credit market. Meng and Ap Gwilym (2008) focused their research on the factors
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that influence the bid-ask credit default swap spreads, and found that demand-supply
pressure and inventory risk have a significant impact on the bid-ask spread changes.
Lindset and Westgaard (2007) explored the relationship between the excess spread
and the determinants for the US bond market from 1919 to 2006. They found that the
volatility of the stock market is an important determinant for the excess spread.
3.2.3 Comparison of Previous Studies
There is extensive literature on the determinants of credit risk. Comparison of
previous literature can generally be carried out from the following aspects:
 Bond yield spreads vs. CDS spreads
 Changes vs. levels
 Single-name CDSs vs. Portfolios
 Sample periods
 Regions
 Factors
In contrast with studies on bond credit spread, this chapter focuses on investigating
the CDS market rather than the corporate bond market. Meanwhile, previous research
has investigated the determinants of CDSs, some used CDS spread levels instead of
changes; others examined a relatively shorter sample period or did not consider the
more recent development of the CDS market. This chapter however, focuses on the
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CDS spread changes since stationary tests shows that CDS spread levels are non-
stationary while CDS spread changes are stationary. Moreover, this chapter
investigated the properties of CDS spread at the sector level, instead of firm level or
more generic market level, and provide results for the UK CDS market. The most
important of all, this chapter has investigated both the internal influences and external
determinant of the CDS spread.
This chapter analyses how the current financial crisis has affected the way that credit
risk is priced in the UK CDS market. Most existing literature uses data from an earlier
stage of the CDS market and only a few studies take into account the most recent
developments. To the best of my knowledge, only Di Cesare and Guazzarotti (2010),
Dieckmann and Plank (2012), Annaert et al. (2012) and Breitenfellner and Wagner
(2012) focus on performance of CDS market for the time period of the current
financial crisis. Di Cesare and Guazzarotti (2010) analysed the determinants of CDS
changes for US non-financial companies. They compared the results for two
subperiods: the pre-crisis period and the crisis period, and they found during the crisis
period, CDS spreads were more sensitive to the leverage level while volatility has lost
its power. Dieckmann and Plank (2012) analysed the European sovereign CDSs since
the beginning of the financial crisis. However, they focused on the performance of
sovereign CDSs and provided results at market level rather than sector level. Annaert
et al. (2012) focused on Euro bank sector only and examined CDS spread changes for
32 Euro banks. Breitenfellner and Wagner (2012) examined the factors that can
P a g e | 102
influence the aggregate iTraxx European CDS spreads before, during and after the
recent subprime crisis. The data that has been used is the iTraxx CDS indices with a
regional focus on Asia and Euro Area, which also includes four subindices: the iTraxx
Senior Financials, the iTraxx HighVol, the iTraxx Non-Financials index, and the
iTraxx Subordinated Financials. As can be seen, none of the above studies analysis the
determinants of CDS spreads for UK market at the sector level. Therefore, this
chapter address this particular gap by providing a comprehensive analysis on the
dynamics and determinants of the UK sector CDS spread.
Comparison of results from the above studies is quite difficult for a number of
reasons. First, these studies used different types of data. Di Cesare and Guazzarotti
(2010) and Annaert et al. (2012) conducted their analysis at the individual CDS level.
Di Cesare and Guazzarotti (2010) analysed the determinants of CDS changes for US
non-financial companies while Annaert et al. (2012) focused on Euro bank CDSs.
Dieckmann and Plank (2012) conducted their analysis at the market level. They
analysed the performance of sovereign CDSs on 18 European countries. Each
sovereign CDS is contracted by individual CDS contracts that belong to the Western
Euro sovereign CDS market. Unlike the above, Breitenfellner and Wagner (2012)
used iTraxx CDS indices that based on the European CDS market. Second, frequency
of observations varies across these studies. Furthermore, results can also be affected
by number of variables used in regressions and type of regression that has been used.
In addition, when comparing these studies, a difference should be noticed on whether
P a g e | 103
empirical analysis is performed using level or changes of variables. Before the
empirical analysis on the determinants of CDSs, a brief comparison of the studies that
focused on the performance of the CDS market for the period of the current financial
crisis is presented in Table 3.1.
Table 3.1 Empirical Comparison of Previous Studies on the
Determinants of CDS Spreads for the Period of the Current
Financial Crisis
Di Cesare
and
Guazzarotti
(2010)
Dieckmann
and Plank
(2012)
Annaert et
al. (2012)
Breitenfelln
er and
Wagner
(2012)
This chapter
(2012)
Data type time series panel panel time series time series
CDS data individual
CDSs for
US non-
financial
companies
CDSs for
Euro
sovereign
CDSs for
32 Euro
banks
iTraxx
europe CDS
bechmark
index and 4
subindices
DataStream
UK CDS
indices for
10 industrial
sectors
Level or
changes
changes level and
changes
changes changes changes
Sample
period
01.2002 -
03.2009
01.2007 -
04.2010
12.2003 -
09.2010
06.2004 -
08.2010
01.2004 -
12.2009
Market US non-
financial
Euro
sovereign
Euro bank Euro UK
Results
categorised
by
industrial
sectors,
leverage and
liquidity
period,
country,
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3.2.4 A Brief Review of General Factors
Since the question with regards to which variables to be included in the regression
model is always a concern for researchers and academicians, therefore, this section
will provide a brief review of the general factors that have found to be important in
previous studies. In practice, the factors that have found in empirical studies as the
determinants of credit risk include both macroeconomic variables and financial
market variables. These variables contain useful information about the state of the
economy, but also have a tremendous amount of noise in the data. It is insufficient to
consider one or a few of these variables. However, incorporating all the variables into
the regression model is also unrealistic. Therefore, a thorough discussion of any
general factors that have found to be important in previous literature is of critical
importance.
3.2.4.1 Interest Rate Factors
The interest rate is a fundamental variable in structural models of default. Thus, it
becomes a relevant factor in the pricing of risky debt. However, only a few studies
allow for a time variation in the interest rate. For example, Longstaff and Schwartz
(1995) showed that the interest rate would have a positive influence on the changes of
risk-neutral drift that describes the firm’s asset value process and reduces the
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probability of default. Therefore, we would expect a negative influence from the
interest rate on the credit spread. As suggested by the structural credit risk modelling
in Section 2.4.1, the risk neutral drift, which can be considered as the firm’s asset
value process, is equal to the risk-free interest rate. Thus, the increase of the interest
rate will give a positive impact on the firm’s asset value. This will then reduce the
default probability and credit spread. On the other hand, the lower interest rate is
always related to the higher credit spread and is always associated with a weaker
economic environment. As listed in Longstaff and Schwartz (1995), the interest rate
will have a strong impact on these bonds which have a higher leverage to maturity.
Moreover, since lower ratings are always associated with higher debt levels, the
interest rate is expected to have a stronger impact on the bonds which have a lower
rating.
i. Changes in Long-Term Government Bond Yields
The stochastic interest rate has been discussed extensively in theoretical works that
concentrate on credit risk modelling. Previous literature suggests a negative
relationship between the credit spread and the long-term government bond yield. As
described in Merton (1974), the higher yield on the corporate bond would lead to an
increase in the risk neutral drift for the firm’s asset value, and therefore increase the
time distance to default. From the Merton model, if the volatilities of the yield are the
same on both high and low rated companies, then the long-term government bond
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yield will be negatively related to the credit spread. Other than Merton (1974),
theoretical approval of the negative relationship between the credit spread and the
interest rate are also provided in Longstaff and Schwartz (1995) and Duffee (1998)
among others. Longstaff and Schwartz (1995) estimated the relation between Treasury
yields and credit spreads. They argued the rise of the interest rate is always
accompanied by the rise of the firm’s value. Therefore, the probability that the firm’s
value falls below its debt level decreases. Thus, they concluded that increased interest
rates lower the default risk of the underlying entity and lead to a narrowing credit
spread. Duffee (1998) found that the negative relation between CDS spreads and
interest rates are stronger for callable bonds.
On the other hand, most empirical works on credit default pricing models are based
on ratings or leverage information while excludes the effects from the stochastic
interest rate. The limited literature that tested the relationship between interest rates
and credit spreads focus on the size and significance of the coefficient of interest rate
across various regression models.
Collin-Dufresne et al. (2001) found that credit spreads of reference entities with lower
ratings are more negatively related to interest rates than entities with higher ratings.
Fridson and Jónsson (1995) did not find a significant connection between credit
spreads of high-yield bonds and Treasury rates. Ericsson et al. (2009) found the
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coefficients on the government bond yield are remarkably similar for size and
direction across regression analysis on both levels and differences. Learning from the
above, I found that the empirical findings on the relationship between credit risk and
interest rates are mixed. This is largely due to the difference in ratings of the
corresponding bonds and the different time period that is considered.
In the above empirical studies, the interest rate has generally been used as one of the
several factors that explains the variation in credit spreads. Research on investigating
purely the relationship between credit spreads and interest rates are limited.
Christiansen (2002) investigated the correlation relationship between credit spread
indices and interest rates by applying the constant conditional correlation model of
Bollerslev (1990). He found that credit spreads have a negative relation with both the
level and the slope of the interest rate. However, this relationship does not hold on
macroeconomic announcement days. The result of Papageorgiou and Skinner (2006)
are quite similar to that of Christiansen (2002), where a negative relationship is found
between the credit spread and both the level and the slope of the interest rate.
However, they use industrial bonds instead of indices. Furthermore, they tested bonds
for different ratings and found that the negative relation is relatively stable through
time. This finding is somehow different from others such as Collin-Dufresne et al.
(2001), where the relationship is found to change with the credit rating. Unlike the
above, Lin and Curtillet (2007) obtained a slightly positive relation for credit spreads
of AA rated bonds. However, while considering the interest rate lagged two periods, a
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non-negligible positive correlation has been found between the interest rate and the
credit spread. Chen et al. (2011b) applied a different methodology by using a
nonlinear filter technique. Their results suggest that the credit spread can be affected
by the interest rate contemporaneously as well as subsequent changes.
ii. Changes in the Volatility of the Long-Term Government Bond
Other than interest rate changes, interest related factors such as volatilities and yield
slopes have also been considered as the determinants of credit spreads in some
literature. Collin-Dufresne et al. (2001) reported that the square of the 10-year
government bond yield adds significant explanatory powers to the regression model
and is an important determinant of the credit spread. They found a negative relation
between the square yield of the ten-year government bond and credit spreads for
bonds that have higher ratings and shorter maturities. They also found a positive
relation between the ten-year government bond and credit spreads for bonds that have
lower ratings and shorter maturities, and for all bonds that have longer maturities.
Their result is consistent with Longstaff and Schwart (1995)’s credit risk pricing
model, which shows that the impact from the volatility of the government bond yield
can be either positive or negative. Van Landschoot (2008) compared the results from
Euro and US corporate bond markets. He found that higher interest rate volatilities
significant increase US corporate bond yield spreads. This effect is, however, not
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significant for Euro corporate bond yield spreads.
In contrast to the studies on US corporate bond markets, Batten and Hogan (2003) and
Lepone and Wong (2009) investigated the Australian bond market. In their studies, the
squared change in the level of Australian government bond market has also been
considered to capture the nonlinear effect of interest rate. Lepone and Wong (2009)
found that a negative relation is generally held between the squared change of
government bonds and credit spreads across all rating and maturity classes. However,
the results provided by Batten and Hogan (2003) are rather mixed. They divided the
sample period into three subperiods and found positive relations between interest rate
volatilities and credit spreads for the first subperiod from 1995 to 1996 while negative
relations for the other two subperiods (1996-97 and 1997-98).
iii. The Slope of the Yield Curve
The slope of the yield curve is defined as the spread between a long-term bond yield
and a short-term bond yield. Although the yield slope has not been mentioned directly
in most theoretical structural models, we would still expect a significant impact from
the slope of the yield curve on future short-term risk-free interest rate due to the fact
that it indicates the future economic condition.
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Empirical results with regards to the significance and sign of the yield slope on credit
spreads are rather mixed. Empirical studies such as Collin-Dufresne et al. (2001),
Batten and Hogan (2005), Scheicher (2008), Bhar and Handzic (2011) found that the
yield slope does not add additional explanatory power to the variation in credit
spreads. This is surprising since the risk-free yield curve is widely used to indicate the
future economic condition by market participants.
Whereas, other empirical works suggest that the slope of the yield curve is strongly
correlated with the credit spread. Lepone and Wong (2009) found that changes in the
interest rate and changes in the yield slope are the most important determinants of
Australian bond spread changes. However, the total explanatory power is much lower
when the model is estimated for bonds maturing beyond three years, and they
suggested that this may be due to the lack of outstanding bonds with maturities
beyond three year in Australian market. Estrella and Hardouvelis (1991) found that a
positive yield slope is associated with increases in economy activities. Therefore,
decreases in yield slope should also be associated with a higher possibility of
economic depression, which in turn reflect in widening credit spreads. Furthermore,
Estrella and Mishkin (1996) found that among the various financial determinants, the
slope of the yield curve seems to have the highest explanatory power. They found that
the decrease of the slope will cause an increase in the probability of recession.
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This above idea is supported by empirical studies on the determinants of credit risk
such as Christiansen (2002) and Papageorgiou and Skinner (2006), where credit
spreads is found significant negatively related to both levels and slopes of the interest
rate. Furthermore, Fabozzi et al. (2007) investigated the determinants of CDSs and
found that the estimated coefficient for the yield slope is significant and negative for
all sample period except for 2001. Other than the above studies, Chen et al. (2007),
Pan and Singleton (2008) among others also explored a negative sign for the yield
slope.
On the other hand, empirical research also observed significant positive impact from
the yield slope on credit spreads. Di Cesare and Guazzarotti (2010) found that the
coefficients for the slope of the yield, whose signs are theoretically uncertain, are
positive. Miloudi and Moraux (2009) offered some clear evidence of a significant
relation between the credit spread and the yield slope. They found both positive and
negative signs for the yield slope.
To conclude, empirical studies on the determinants of credit spreads show that the
sign for the yield slope is uncertain. On the one hand, higher value in the yield slope
indicates higher future interest rates, which should in turn have a negative influence
on the credit spread. On the other hand, the rise of the future interest rate may reduce
the profit of the company and in turn widen the credit spreads.
P a g e | 112
3.2.4.2 Equity-Related Variables
The empirical studies on the determinants of credit spreads usually not only focus on
the explanatory power of interest rates to the variation of credit spreads, but also the
explanatory power from other variables such as the price and volatility of the stock
market.
i. Equity Return
As indicated by the structural model, the firm’s leverage ratio plays a major role in
measuring the firm’s debts. The leverage ratio is defined as the ratio of firm’s debts to
its assets. Hence, an increase of the leverage ratio indicates an increase in the default
risk and a decrease of the firm’s asset value. Therefore, we would expect a negative
relation between the firm's asset value and the credit spread.
Empirically, it is common to test the relation between the credit spread and the
leverage by examining the firm’s asset value instead of the leverage. By setting the
debt at a certain level, it becomes necessary to investigate the relationship between the
credit spread and the firm's asset value. With the presumed negative relation between
the firm's asset value and the credit spread, it is clear that the higher the firm’s asset
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value, the lower the credit spread and vice versa.
Black and Scholes (1973) found that the firm’s equity can be expressed by the firm’s
asset value. Since firm’s asset values are sometimes difficult to measure, research
therefore turns its direction and use the equity return as an alternative proxy for the
return on firm’s overall assets. Hence, an increase in the equity should be associated
with an increase in the firm’s asset value and has a negative impact on the credit
spread.
Equity return as an important determinant of credit risk has been indicated by
structural-form models of credit risk pricing such as Merton (1997), along with
various extensions including Shimko et al. (1993), Leland (1994), Longataff and
Schwartz (1995), and Leland and Toft (1996). The above studies theoretically
approved the feasibility of using the equity price instead of the firm’s asset value in
Merton’s model. Besides, using the equity return to explain the variation in credit risk
can also be found in reduced-form models such as Jarrow and Turnbull (2000), where
the default rate is associated with the stock price index.
Empirical studies on the relationship between the equity market and the credit spread
are mostly performed at the individual firm level. Kwan (1996) explored the relation
between stock returns and bond spreads over Treasury at the firm level. Their results
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are consistent with theoretical findings that stock returns have negative impacts on
bond yield spreads. Forte and Peña (2009) examined the linkages between stock
market implied credit spreads, bond yield spreads and CDS spreads for 17 North
American and European corporates from September 2001 to June 2003. Their results
indicate that stocks lead CDSs and bonds in most of the cases. Norden and Weber
(2009) tested the relationship between the bond, CDS and stock markets. They
extended the VAR analysis by cointegration tests to explore the lead-lag relationship
between CDS spreads, bond spreads and equity returns. Their results also suggest that
equity returns are negatively correlated with CDS spread changes and bond spread
changes. Trutwein et al. (2011) used event study methodology to explore the
relationship between jumps in CDS spreads and stock returns. Their findings suggest
that jump events in CDS spreads have a strong but asymmetric impact on stock
returns. The significance and direction of this impact is found in relevant to whether
the CDS spread widens or contracts, and the time period that the credit event occurred.
Research on the performance of credit portfolios has also become popular in recent
years, since using market indices can diversify away the idiosyncrasies of individual
securities.15 Fung et al. (2008) employed the VAR model to test the lead-lag relation
between CDX indices and US stock indices. Their results indicate that the stock
market seems to lead both the high-yield CDX index and investment-grade CDX
index. Chan-Lau and Kim (2005) examined the relation and price discovery between
15 For more details, see Acharya and Johnson (2007)
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CDS, bond and stock markets for emerging markets. In contrast to the empirical
findings on corporate issuers, they did not find enough evidence for the equilibrium
relationship between bond, CDS and stock markets.
In conclusion, the influence of the equity price is twofold. On the one hand, the equity
price changes will reflect the economic condition. On the other hand, due to the
definition of the firm’s leverage ratio, if the firm’s debt level is constant, an increase
in the equity price will always be associated with a decrease of the default risk and the
credit spread.
ii. Equity Volatility
Another equity-related factor that would influence the credit risk is the volatility of
the firm's asset value. One reason is that as the volatility becomes higher, it is more
likely for the firm’s asset level to fluctuate below its debt, therefore increase the
default probability and widen the credit spread.
Campbell and Taksler (2003) found that the credit spread is positively related to the
equity volatility. Wu and Zhang (2008) analysed the effect from a set of
macroeconomic factors including real output growth, inflation and market volatility.
They found that the financial market volatility has a strong positive influence on the
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term structure of the credit spread. Cremers et al. (2008) introduced a new measure
for volatility based on individual stock options. They found that the volatility has
good explanatory power for credit spreads when explaining the time-series and cross-
sectional variation bond yield spreads. Bhar and Handzic (2011) also found that the
equity volatility positively correlated with credit spreads and the credit exposure
increases with declining credit quality. Hibbert et al. (2011) also found a positive
effect on spread changes of corporate bonds over treasuries by testing a daily sample
from US corporate bond market.
Unlike the above studies, Zhang et al. (2009) focused on CDS spread rather than bond
credit spread. By using the equity volatility and jump risk to explain the CDS spreads,
they found the volatility is able to explain 48% of CDS spread variations while the
jump risk accounts for 19% of the spread level. Abid and Naifar (2006a) examined the
non-linear relationship between the equity volatility and CDS spreads by introducing
the copula method. They found the equality volatility has higher impact for CDSs
with lower ratings.
All the findings from the above studies are consistent with Merton's (1974) model that
the default probability and the credit spread increase with higher asset volatility. For
the effect of the current financial crisis, Di Cesare and Guazzarotti (2010) found that
the credit spread is much more sensitive to the leverage level while volatility has lost
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its power when the credit spread is calculated from theoretical Merton models. Instead
of testing the sensitivity of equality volatility to credit spreads in a single regression
model, Trutwein and Schiereck (2011) tested the lead-lag relationship between CDS
spreads, equity prices and implied option volatility for a range of sizeable US firms by
applying a VAR model. They found that the CDS and equity markets become more
integrated during the financial turmoil. Besides, they confirmed the positive
relationship between CDS spread changes and option implied volatilities. Schreiber et
al. (2012) employed the VAR model to study the lead-lag relationship between CDS
spreads and equity prices as well as implied equity volatility. Their analysis is based
on daily data of the iTraxx Europe CDS index and the Dow Jones equity index from
June 2004 to April 2009. Their results for the pre-crisis period confirmed the common
finding that asset volatility and CDS spreads are positively correlated. However, for
the crisis period, the relationship between equity volatility and credit spread changes
becomes insignificant.
As a conclusion, the theoretical positive relationship between the equity volatility and
the credit spread has been approved in many studies. While the majority of them
found a significant impact from the equity volatility on credit spread for non-crisis
periods, others found that the volatility factor becomes insignificant or lost its power
during the crisis.
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3.2.4.3 Other General Factors
Most of the earlier discussion on dynamics of bond and CDS spreads and their
relationship with financial variables, such as interest rates and stock returns, used
regression analysis. In such framework, interest rates and stock returns are treated as
the explanatory variable. These studies include: Pedrosa and Roll (1998), Collin-
Dufresne et al. (2001), Abid and Naifar (2006b), Van Landschoot (2008), Ericsson et
al. (2009), Greatrex (2009), Di Cesare and Guazzarotti (2010) and Dieckmann and
Plank (2012). In these studies, interest rates and stock returns are both found
negatively correlated with bond or CDS spreads. However, in these studies, other
financial variables, such as liquidity, inflation, real output growth, are also analysed
along with interest rates and stock returns.
i Liquidity
After observing the failure of the determinants from structure models of default in
explaining either the level or the variation of credit spreads, a list of recent studies
focus on using liquidity factors to explain credit spreads. Measures that are used in
previous literature to proxy for the liquidity risk vary. Commonly used proxies for the
liquidity risk includes: the bid-ask spread, a bond's age, trading frequencies,
outstanding amount and time to maturity.
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Collin-Dufresne et al. (2001), Duffie and Singleton (1997) and Campbell and Taksler
(2003) all assumes that the unexplained portion in the variation of credit spread might
be subjected to the liquidity. Longstaff et al. (2005) suggested that the illiquidity of
bonds might be a reason for the failure of structural model factors to capture the
variation of credit spreads. They confirmed a strong time variation for non-default
component which is related to both bond specific factors and illiquidity measures,
such as bid-ask spreads and issue size,. Chen et al. (2007) tested a list of liquidity
measures including bid-ask spread, maturity, age of bonds and amount outstanding.
They found that less liquidity bonds are always associated with higher yields, and the
improvement in liquidity will significantly reduce the yield spreads. Their findings
also adjusted the concerns from previous literature that the structural model
determinants can not fully explain the both the level and the change of credit spreads.
De Jong and Driessen (2012) found that the liquidity premium account for 1.5% of
the variations for speculative-grade bonds and 0.6% for investment-grade bonds.
Many studies also found that by adding liquidity factors into the regression model, it
greatly improves the explanatory power to the credit spread. These studies include:
Boss and Scheicher (2002), Benkert (2004), Van Landschoot (2004), Cremers et al.
(2008) and Breitenfellner and Wagner (2012).
The above studies keen on extracting the liquidity effect from the bond credit spread.
On the other hand, there is no reason to believe that the CDS spread should exhibit the
P a g e | 120
same relationship with liquidity as bond spreads. Fabozzi et al. (2007) explored the
liquidity component of credit risk in CDSs. They found that CDSs that trade with
higher liquidity have wider spreads. Scheicher (2008) investigated the determinants of
CDS index trances and found that liquidity factors plays an important role in the
pricing of credit risk since the start of the turmoil. Meng and Ap Gwilym (2008)
investigated the determinants of liquidity in the CDS market by looking at the CDS
bid-ask spread. By considering a list of possible factors that influence the bid-ask
spread, they found that demand-supple pressure, volatility, downgrade-watch status,
price clustering are positively related to liquidity while notional amount has a
negative impact on liquidity.
3.3 The Single-factor Term Structure Models
This chapter aims to investigate the dynamics and determinants of CDS spreads. The
dynamics of CDS spreads is captured by eight single factor term-structure models as
well as an unrestricted CKLS model proposed by Chan et al. (1992). The stochastic
differential equation (SDE) that developed to describe the term structure of asset rates
can be specified as
݀ݎ= (ߙ+ ߚݎ)݀ݐ+ ߪݎఊܼ݀ (3.1)
where r is the asset rate; ߛdefines the sensitivity of the variance in relation to the
interest rate level, which is also named as the level of interest rate elasticity; Z is a
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standard Brownian motion; dZ represents the increment to a Weiner process; (ߙ+ ߚݎ)
defines the drift rate and ߪݎଶఊdefines the variance rate of unexpected interest rate
changes. In the above model, ݎ଴ is assumed to be a fixed positive constant. Besides,
the parameters ߙ, ߪ and ߛ are assumed to be non-negative.
For estimation purpose, Equation 3.1 can be discretised as:
∆ݎ௧ = ݎ௧− ݎ௧ି ଵ = ߙ+ ߚݎ௧ି ଵ + ߝ௧ (3.2)
ܧ[ߝ௧|Ω௧ି ଵ] = 0 and ܧ[ߝ௧ଶ|Ω௧ି ଵ] = ℎ௧ଶ = ߪଶݎ௧ି ଵଶఊ
From the above equation, it can be seen that the asset rate process is mean reverting if
β<0. The value of β therefore shows the speed of mean reversion with which the
curve evolves towards its long-run mean. The more negative the ߚ, the faster that ݎ
responds to deviations from the long-run mean.
Furthermore, we can rewrite ( α + βr ) as ߢ(r − θ ), and Equation 3.1 can be
transformed to
݀ݎ= ߢ(r − θ)݀ݐ+ ߪݎఊܼ݀ (3.3)
where θ = − ఈ
ఉ
, which can be recognised as the long-run mean of asset rates.
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Equation 3.1 has various different forms by setting restrictions on its parameters. For
example, the CIR model which is proposed by Cox-Ingersoll-Ross (1985) has the
following expression:
݀ݎ௧ = (ߙ+ ߚݎ௧)݀ݐ+ ߪݎ௧ଵ/ଶ݀ ௧ܼ (3.4)
Correspondingly, the discretised version of the above model can be rewritten as
∆ݎ௧ = ݎ௧− ݎ௧ି ଵ = ߙ+ ߚݎ௧ି ଵ + ߝ௧ (3.5)
ܧ[ߝ௧|Ω௧ି ଵ] = 0 and ܧ[ߝ௧ଶ|Ω௧ି ଵ] = ℎ௧ଶ = ߪଶݎ௧ି ଵ
In this section, eight nested models and a full CKLS model will be discussed. The
model restrictions and specifications are presented in the following table.
Table 3.2 A List of Term Structure Models and Their
Specifications
Model હ ઺ ો ઻ Specifications
1 Merton(1974) * 0 * 0 dr=αdt+σdZ 
2 Vasicek(1977) * * * 0 dr=(α+βr)dt+σdZ 
3 CIR SR(1985) * * * 1/2 dr=(α+βr)dt+σݎ
భ
మdZ
4 CIR VR(1980) 0 0 * 3/2 dr=σݎ
య
మdZ
5 Black-Scholes GBM(1973) 0 * * 1 dr=βrdt+σr dZ 
6 Brennan-Schwartz(1980) * * * 1 dr=(α+βr)dt+σrdZ 
7 Cox-Ross CEV(1975) 0 * * * dr=βrdt+σݎఊdZ
8 Dothan(1978) 0 0 * 1 dr=σr dZ 
9 Unrestricted CKLS(1992) * * * * dr=(α+βr)dt+σݎఊdZ
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Table 3.2 shows a list of the models which will be analysed in this chapter, including
Merton (1974), Black-Scholes Geometric Brownian Motion (1973), Vasicek (1977),
Dothan (1978), Brennan-Schwartz (1980), Cox-Ingersoll-Ross Variable Rate (CIR
VR, 1980), Cox-Ingersoll-Ross Square Root (CIR SR, 1985), and Cox-Ross Constant
Elasticity of Variance (CEV, 1975) and Chan, Karolyi, Longstaff and Sanders (1992).
The above model has a common feature that the entire term structure is decided by the
asset rate ݎ. Therefore, these models are often recognised as single-factor models.
As can been seen from Table 3.2, Model 1 has restrictions on mean reversion
parameter (β=0) and assumes that there is no relation between the volatility and the
asset rate level. Model 2 is a so called Ornstein-Uhlenbeck process which is proposed
by Vasicek (1977). Both the Merton and Vasicek models assume a constant variance.
Model 3 is the CIR SR process with restricted parameter ݎbeing set to 0.5 within
which framework the asset rate level hold a linear relation with the variance. Compare
to Model 3, Model 4 removes the mean reversion feature and the relation between the
level of the asset rate and the instantaneous variance is nonlinear. Model 5 is proposed
by Black and Scholes (1973) where the volatility responds to the level of asset rate.
Model 6 allows full features of mean reversion. Model 7 is the CEV process. Model 8
is proposed by Dothan (1978) which again removes the mean reversion feature.
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Finally, the last model is proposed by Chan, Karolyi, Longstaff and Sanders (1992)
(therefore also known as the CKLS model) and is the general model which nests all
the above models. The CKLS model is the initial model for the term structure of asset
rates. It was found that when models are fitted into a common framework, they could
be nested and it becomes easier to compare their performance in capturing the term
structure of short asset rates.
All models commence with the CKLS model, which nests, through parameter
restrictions, other traditional term structure models. All the above models have a
common feature that the volatility is assumed as a function of the level of rates.
Thereby, the strength of the relationship between the volatility and the rate level is
determined by the elasticity parameter ߛ.
For example, the parameter ߛ is assumed to be zero in the models of Merton (1974)
and Vasicek (1977), which indicates that the volatility does not respond to the rate
level and the asset rate has a constant volatility. Besides, in models such as CIR SR
(1985), CIR VR (1980), GBM (1973), Brennan-Schwartz (1980) and Dothan (1978),
the parameter ߛ is assumed as a constant. The CIR SR model assumes that the
volatility of asset rates responds to the square root of the rate level (ߛ=0.5). The CIR
VR model assumes that the volatility responds to the cube of the rate level. The rest
models, including the model of Black-Scholes GBM (1973), Brennan-Schwartz (1980)
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and Dothan (1978), assume that the volatility responds directly to the rate level. Thus,
the higher the ߛ, the more sensitive that the volatility responds to the rate level.
Finally, the CEV (1975) model, which is similar to the CKLS model, does not impose
any restrictions to ߛ.
3.4 Methodology
As was mentioned earlier, this chapter aims to present results for both the systematic
and external determinants of the CDS index spreads of different industrial sectors in
UK. This chapter is therefore designed to have two sections. In the first section, the
systematic determinants are presented by nine term structure models. The term
structure of the UK CDS index spread will be analysed in order to explore the
relationship between the CDS spread and its historical variables. The second part will
be based on a regression framework, as most of the studies in the determinants of
credit risk, such as Collin-Dufresne et al. (2001), Benkert (2004), Greatrex (2009), Di
Cesare and Guazzarotti (2010) and Dieckmann and Plank (2011). The advantage of
this approach is that it allows any single fundamental factor that would influence CDS
spreads to be estimated directly.
The UK Bank Sector CDS index spread is used in the term structure analysis. Since
banks are major players in the CDS market and have the highest total notional amount
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bought and sold. To obtain the parameters of term structure models of CKLS (Chan,
Karolyi, Longstaff and Sanders, 1992), I implemented the Generalised Method of
Moments (GMM), an estimation method proposed by Hansen (1982) to specify the
model parameters. The basic principal of GMM is to choose model parameters to fit
the moment conditions in the data set as closely as possible. The moment conditions
for the CKLS model are based on equations of ܧ[ ε୲ ∣ Ω୲ି ଵ ] = 0 and ܧ[ ε୲ଶ ∣∣ Ω୲ି ଵ ] =
ℎ௧
ଶ = ߪଶݎ௧ି ଵଶఊ , which are set under the condition that error term ε୲ is uncorrelated with
the explanatory variable r୲ି ଵ. Therefore, the moment conditions are also called the
Orthogonality Condition of CKLS model. The additional moment condition is to
restrict the error terms which are not auto-correlated.
Compare to the Maximum Likelihood method (ML), which is another widely used
method to estimate term structure models, the GMM has a few advantages
(Jagannathan et al., 2002): first, it is much more straightforward to use GMM than
ML method. The only information it requires is the moment condition while the ML
estimation method requires the distribution information. Furthermore, the GMM
method is able to ascertain if there are more moment conditions than model
parameters which will lead to misspecification of the model, while ML method
requires a testing of issues on a model basis. Besides, Brailsford and Maheswaran
(1998) argued that the Maximum Likelihood estimation cannot be applied to non-
nested models and the comparison test cannot be built in the method of ML. Despite
all these advantages, one should bear in mind that when distribution assumptions are
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set, ML method tends to generate the most efficient estimation results while GMM
may not.
In the second section, the determinants of the CDS index spreads are examined.
Firstly, I computed the Ordinary Pearson correlation and the Spearman’s Rank
correlation between industrial sector CDS index spreads and economic variables that
CDS spreads should related to. Then, I implemented an autoregression test on CDS
spreads to see if any autocorrelation exists. This step is essential, since one of the
conditions to process OLS for regression is that error terms are uncorrelated. After
that, for each individual CDS spread index, a time-series regression model is set
between the CDS spread change and a set of explanatory variables (the determinants).
I use the CDS spread change rather than the level, since the OLS estimation requires
that both the dependent and independent variables are stationary. The overall
explanatory power which is judged by the adjusted 2R will be provided to see
whether the model is correctly specified. Furthermore, the residual for
heteroscedasticity (White test), autocorrelation (Durbin Watson Test), and normality
(Jarque-Bera test) will be tested. Finally, an analysis of the residuals will be provided
using the principal components test. For the robustness check, a same test will be
carried out for the US area.
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3.5 Data Description
The main purpose of this chapter is to explain the dynamics and determinants of the
UK CDS market during the turmoil. I use weekly time series for the UK five-year
CDS sector index16 over the period from January of 2004 to October 2009. The CDS
spread, which is also known as the CDS premium, is the periodic payment made by
the CDS buyer to the CDS seller. The CDS index spread is a portfolio which is
constructed by a series of single-name credit default swap spreads. CDS indices are
fairly new instruments that enable investors to measure the exposure of credit risk for
credit portfolios.
The CDS sector index data is obtained from DataStream database, a Thomson
Financial product, and has been used by investors and academicians as a trusted
source of CDS data.17 The maturity of sector CDSs ranges from 1 to 10 years, but the
five-year credit default swap is the most frequently traded (Chen, et al., 2011a). Basis
points are used for the CDS index spread. Ten individual CDS sector indices have
been selected which include: Bank Sector, Basic Resources Sector, Food and
Beverage Sector, Industrial Goods and Services Sector, Insurance Sector, Media
Sector, Retail Sector, Telecommunication Sector, Travel and Leisure Sector, and the
Utilities Sector. As described by DataStream: "Based on the most liquid term (5-year
16 A detailed description of the CDS sector index has been provided in Section 2.3.5.2.
17 see Chen et al. (2011a), p410; it has also been used as a reliable CDS data in other studies, see for example,
Hammoudeh, et al. (2011), Dumontaux and Pop (2012) and Vergouwen (2012)
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CDS), the sector indices are equally weighted and reflect an average mid-spread
calculation of the given index’s constituents. The proprietary indices are rebalanced
every six months to better reflect liquidity in the CDS market." Current and historical
constituent lists of each sector index can be achieved from DataStream.18
The UK bank CDS sector index has been used to analysis the dynamics of the CDS
spread, since bank subsector is a major player in the CDS market and accounts for a
large portion of the total notional amount CDSs bought and sold in the UK. In the
meantime, a small set of factors has been selected as the determinants of CDSs,
including four interest rate factors and four equity factors. Liquidity may play a role
in the pricing of credit risk, however, this chapter, like other similar studies, abstracts
from this influence. The spread changes are used and are captured by the first
difference of the logarithm of the CDS sector index. Same as CDS index spreads, I
use the first difference of the logarithm of the 10-year UK government bond yield,
MSCI UK equity index, and the Fitch Solutions’ Western Euro PD index to proxy the
changes in interest rates, the stock return and the changes in the probability of default.
Besides, the volatility of both interest rate and stock markets and the slop of the yield
curve have also been considered. The above data are collected from DataStream as
well. Sections below will give a detailed introduction to the factors that will be tested
in this chapter.
18 more details see Section 2.3.5.2
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3.5.1 Interest Rate Factors
i Changes in the 10 Years Government Yield Curve
Structural models of default suggest that the interest rate is a relevant factor in the
pricing of credit risk. Hence I use the weekly series of the yield curve for the ten-year
government yield curve as a proxy for the risk-free interest rate. For the UK market,
the time series of weekly yield changes of the ten-year benchmark bond are
constructed from the most recent issues of UK ten-year government DataStream
stored yield curves.
ii Changes in the Volatility of the 10-year Government Yield
Curve
Collin-Dufresne et al. (2001) reported that the square level of the ten-year benchmark
yields was an important determinant of credit spread. In this chapter, the volatility of
the ten-year benchmark bond yield curve is used in order to capture the non-linear
relationship between the yield curve and the CDS spread.
One option to establish the volatility of the changes is to use the square level of
changes in the 10 year government yields as an approximation. There are however
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other methods to generate volatility series such as estimating the volatility based on a
GARCH (1, 1) model. In this chapter, I calculate the historical volatility using the
following method: firstly, weekly changes of the yield curve are calculated. Then,
average changes over different time periods are obtained. For the historical volatility
over the last three months, I calculate the standard deviation using the daily changes
and the average changes. The final volatility used in the regression is the annualised
deviation by multiplying the square root of 252.
The volatilities are generated over a three-month period and a six-month period. I set
two time horizons for historical volatility series since sometimes the volatility over
the last few months is different from the volatility over a longer time period. Each
observation represents the historical average volatility over a certain period of time. It
measures how far the yield swings from the average value over a certain period. For
example, if the volatility of the government bond over a three-month period is 6%,
then one can expect that the government bond with a yield of 10% to fluctuate
between 16% and 4% over a three-month period.
iii Changes in the Slope of the Government Yield Curve
The slope of the yield curve is defined as the differences between a long-term and a
short-term government bond series. Like other studies, the slope is calculated as the
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spread between the UK ten-year government bond yield and the UK two-year
government bond yield.
3.5.2 Equity-related Factors
i Stock Market Index Returns
As described in Kwan (1996), lagged variables for the UK stock market can impact
credit spreads and yield changes. Therefore, weekly returns lagged by one week of the
MSCI equity index are used for the UK area as a proxy for the UK equity return. As
described by DataStream, the MSCI equity index reflects the full breadth of
investment opportunities within the equity markets and offers a better choice of
market segments than other indices such as S&P.
ii Changes in the Volatility of the Stock Market
I use the volatility of the MSCI UK equity index to proxy the volatility of the UK
equity market. I use the historical volatility series over two different time horizons
(three-month and six-month) to proxy the time variation of the volatility. To calculate
the historical volatility, I first generate stock index changes and then calculate the
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average changes over a certain period (three months and six months in this case).
Then for each observation, I calculate the standard deviation. It is sensible to mention
that all of the historical volatilities used in this chapter have been annualised by
multiplying the square root of 252.
iii Changes in the Probability of Default
The CDS can be considered as a protection against default risk. This financial
instrument is used by the protection holder to recover losses in the event of a default.
The compensation that the protection buyer pays to the protection seller is defined as
CDS premium or CDS spread. By studying the CDS spread, an implied risk of default
can be measured. Therefore, the CDS spread changes will continuously reflect the
implied probability of default.
From Section 2.4 and Equation 2.1, we can easily observe a relationship between the
probability of default and the CDS. Now we consider a simple case to show how CDS
is related to the probability of default. Assume that the protection buyer hold a 1-year
CDS contract and the total premium is paid up front. Therefore, the protection buyer
is expected to pay S, while his expected pay-off is P(1 − R), where P represents the
probability of default, and R is the recovery rate. When two parties enter a CDS
contract, S is set so that the value of the CDS transaction is zero. We can then simplify
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the relationship between the value of the CDS and the default probability using the
following equation:
S = P(1 − R) (3.6)
The above function suggests that with a 50% recovery rate, the probability of default
is twice as high as the CDS spread. However, this benchmark model is not exactly
ture even though it gives a good indication of the relationship between the CDS
spread and the probability of default. Consequently, a further investigation is needed
to discover the relationship between these two variables.
There are other studies that have considered the probability of default as a
determinant of credit spreads. For example, Dbouk and Kryzanowski (2010) tested
the sensitivity of credit spread to variables such as GDP, inflation and the default
probability. In their study, the probability of default is derived from the one-year
transition matrix19 in the USA.
Unlike their study, I use Fitch Solutions' probability of default indices as an indicator
of the regional probability of default. As described by the data issuer, this index takes
account of equity information as well as debt ratios and the market value of the
company’s asset value base. By stripping away the leverage effects and looking at the
market value of the company’s assets, it reduces a great deal of the equity market
19 More details about transition matrix can be found in Section 2.1.2
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noise and offers inherently more insight on the probability of default, as a firm’s
assets are intrinsically less volatile than equity values.
FitchSotions' probability of default index is generated from FitchSolutions' EIR
(Equity Implied Rating and Probability of Default) model, which generates PDs for
individual reference entities via an option-based barrier model. The changes in these
PDs provide leading information about changes in the credit quality of a debt issuer
(Liu, et al., 2007; Reyngold, et al., 2007). The PD index can be interpreted as the
likelihood of a default event occurring in a specified horizon (Liu and Gupton, 2008).
It is computed as the average of individual firm's probability of default weighted by
their outstanding debt. By simply pooling individual probability of default together,
this index becomes a good estimator for segment credit risk. However, since no single
firm's probability of default can dominate the performance of the index and a big rise
in one firm's probability of default can be offset by others. Therefore, the PD index
reflects the systematic credit risk rather than firm specific risk (Liu and Gupton,
2008).
The probability of default indices are used to help investors assess credit risk and
estimate the potential corporate bond losses at the regional level. The Fitch PD indices
are available for different regions such as Western Europe and North America, and are
highly correlated with the actual corporate defaults. Here, I use the five-year Western
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Europe PD index to proxy the probability of default effect for the UK market. The
purpose of examine this relationship is to give investors a relevant benchmark on how
the regional default risk would influence changes in the UK CDS spread.
Table 3.3 The Determinants and the Expected Signs
Variables Description Expectedsign
CDS
index
spread
i
tCDS
CDS index spreads for each individual industrial
group that is included in my sample observation.
10,,2,1 i
n/a
Interest
rate
factors
10
tr
Ten-year government DataStream stored yield
curve
-
M
rt
Vol3 Volatility of 10-year government DataStream
stored yield curve over 3 month period
+ or -
M
rt
Vol6 Volatility of 10-year government DataStream
stored yield curve over 6 month period
+ or -
tSlope
The slope of yields between 10-year and 2-year
government DataStream stored yield curve
+ or -
Equity
related
variables
tS MSCI equity index return -
M
st
Vol3 Volatility in the MSCI equity index return over
3 month period
+
M
st
Vol6 Volatility in the MSCI equity index return over
6 month period
+
tPD
Regional probability of default index: West
Euro PD index for UK market, and North
American index for US market
+
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3.6 Results for the Dynamics of CDS Spreads
3.6.1 A Brief Review of the CDS Dynamics before and
during the Turmoil
As mentioned in Section 3.5, I use weekly observations of five-year UK bank CDS
index spreads from 2004 to 2009 to examine the dynamics of CDS spreads. Figure 3.1
displays two linear graphs for both the level and log changes of UK bank sector CDS
spreads from 2004 to 2009. The first figure shows that the CDS spread fluctuated
widely from 2007 onwards while was relatively smooth before 2007. The significant
rise of the spread after 2007 are mainly due to the subprime crisis, when banks started
to default and were required by CDS seller to pay more premiums for protections
against the risk of default. Due to the different dynamic patterns before and during the
turmoil, I use the log change to capture the spread change since log changes are more
significant than the first difference in this case.
The lower part of Figure 3.1 shows the log difference of the UK bank CDS index
spread from 2004 to 2009. We can see an increased volatility after 2007, which
reveals that the CDS spread was seriously impacted by the financial crisis and became
unstable. On the other hand, the increased volatility suggests that market participants
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began to lose faith to banks due to the potential increase of credit risk within banks
and financial institutions.
Figure 3.1 CDS Spread Level and the Log Difference
3.6.2 Estimation Results for the CIR and CKLS Models
Table 3.4 displays some basic descriptive statistics of the UK bank CDS index spread.
Basis points are used for the CDS spread. An auto-regression test is performed to test
the autocorrelation with lag length 1 - 6. Results below suggest that a strong
autocorrelation relationship exists for the logarithm of the CDS spread and, therefore,
the original time series cannot be processed for regression. Thus, I took the log return
of CDS spreads to remove the autocorrelation and to avoid the spurious regression
problem. Again the auto-regression test shows that there is no autocorrelation for the
log return and the transformed series can be processed for regression.
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Table 3.4 Descriptive Statistics of CDS Spreads
log(S(t)) log(S(t))-log(S(t-1))
Mean 3.1747 0.0084
St_d 1.2951 0.1134
Rho_1 0.9962 -0.0617
Rho_2 0.9928 0.1740
Rho_3 0.9880 0.1014
Rho_4 0.9825 0.0724
Rho_5 0.9763 -0.0175
Rho_6 0.9702 -0.0173
As mentioned earlier, the GMM estimation method will be used in the estimation
process. In the CIR version, the model is restricted to gamma = 0.5, which indicates
that there is a linear relation between the variance and the level of the interest rate.
Equation 3.4 and Equation 3.5 have given the original CIR model and the discretised
version that is used in the estimation. Table 3.5 displays the estimates and the
standard errors of three parameters in the CIR discretised model that capture the
dynamics and the term structure of CDS spreads. For economics purposes, the long-
run mean and the speed of mean-reversion are also calculated.
As can been seen, the model exhibits insignificant drift parameter ߙ. Also, the mean
reversion parameter ߚ = -0.07129, suggesting there is only weak evidence of mean
reversion to the long-run mean. Although the sign of ߚ is negative, it is not
statistically significant as suggest by the p-value of the t-test. Therefore, the mean
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reversion feature does not appear to be an important feature for the UK bank CDS
spread during the sample period.
Table 3.5 Estimation Results from the CIR Model
GMM PARAMETER ESTIMATES
Parameter Coefficient Std Error Null t-statistics p-value
alpha 0.672859 0.760427 0 0.88 0.3762
beta -0.07129 0.238426 0 -0.3 0.7649
sigma^2 0.209994 0.045568 0 4.61 0
J-stat = 0.0014 Prob[Chi-sq.(1) > J] = 0.9701
Constraints: gamma= 0.5000
Long-run mean, theta = 943.8721%
Speed of adjustment, kappa = 0.0713
Volatility parameter, sigma = 0.4583
Cond. Vol. parameter, gamma = 0.5000
Average Cond. Volatility = 11.0946%
In contrast, the CKLS model does not have any restriction on model parameters,
therefore is often regarded as a more general model than other term structure models.
Compare with the CIR results, we can see that the restriction of gamma = 0.5 is
accepted. One way to see this is that the p-value for model over-identification test for
the CIR model is 0.9701. Another way to see this is from a t-test for the parameter
gamma in the CKLS model. Here, I assume the null for the CKLS model parameters
is [0 0 0 0.5] and the output shows that the p-value for the gamma is 0.9702 which
suggests that gamma = 0.5 is accepted.
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Table 3.6 Estimation Results from the CKLS Model
GMM PARAMETER ESTIMATES
Parameter Coefficient Std Error Null t-statistics p-value
alpha 0.656199 0.882068 0 0.74 0.4569
beta -0.06864 0.24909 0 -0.28 0.7829
sigma^2 0.206248 0.109399 0 1.89 0.0594
gamma 0.506982 0.187129 0.5 0.04 0.9702
Long-run mean, theta = 956.0349%
Speed of adjustment kappa = 0.0686
Volatility parameter, sigma = 0.4541
Cond. Vol. parameter, gamma = 0.5070
Average Cond. Volatility = 11.0843%
3.6.3 Comparison of Nine Term Structure Models
In addition to CIR and CKLS models, estimation results for all nine nested term
structure models are also displayed. A list of model specifications can be found in
Table 3.7. This section therefore provides a study on the term structure of UK bank
CDS spreads by covering a period for both the tranquil times and the recent financial
crisis. Thus, this research builts up the contribution on testing and examining different
term structure models.
Table 3.7 shows the estimation results for the discretised version of nine term
structure models, including model parameters, test settings and test statistics. The
upper part of Table 3.7 shows estimated model parameters for all nine nested models,
and the lower part shows some test statistics. The data used in the estimation consists
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of weekly changes in the UK bank CDS index spread, for the period from 01/01/2004
to 31/12/2009.
It can be seen that β are generally negative across all models, except β = 0.0997 in the
model of Cox-Ross CEV and β = 0.1067 in the model of Brennan-Schwarz, from
which we get weak evidence of mean reversion for the CDS spread. Even though, in
most of the cases, the sign is the correct one, β is statistically insignificant from zero,
which may suggest that mean reversion is not an important feature for the UK CDS
spread dynamics. The low mean reversion speed along with the increasing price for
credit risk, contributes to the steeply upward slope term structure observed for the
CDS spread data.
This finding is important, since from an economic point of view, mean reversion
makes sense. For example, when CDS spreads are high, buyers are required to pay
more than the actual default risk, therefore, the purchase demand and economic
activities decline. This will bring down the premium. The same economic behaviour
occurs when CDS spreads are low. However, it turns out that empirically the mean
reversion feature is not particularly true for UK spread dynamics.
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Table 3.7 GMM Estimation Results for Nine Diffusion Models
alpha beta sigma^2 gamma
Full 0.6562 -0.0686 0.2062 0.507
(-0.8821) (-0.2491) (-0.1094) (-0.1871)*
Merton 0.6511 0 0.5095 0
(-0.3879) (-0.1305)*
Vasicek 1.0217 -0.1141 0.5354 0
(-0.8705) (-0.2476) (-0.1415)*
CIR SR 0.6729 -0.0713 0.21 0.5
(-0.7604) (-0.2384) (-0.0456)*
Dothan 0 0 0.0494 1
(-0.0102)*
GBM 0 -0.0327 0.0486 1
(-0.0924) (-0.0111)*
Brennan-Schwarz -0.4437 0.1067 0.0466 1
(-0.659) (-0.2325) (-0.0115)*
CIR VR 0 0 0.0091 1.5
(-0.0024)*
CEV 0 0.0997 0.1549 0.5867
(-0.1138) (-0.071) (-0.1762)*
J_Test20 p-value d.o.f21 (Rଶ )22
Full 0 0 0.0269
Merton 6.2155 0.0447 2 0
Vasicek 6.0678 0.0138 1 0
CIR SR 0.0014 0.9701 1 0.0262
Dothan 4.5316 0.2095 3 0.0713
GBM 4.6747 0.0966 2 0.069
Brennan-Schwarz 4.352 0.0370 1 0.0633
CIR VR 13.4734 0.0037 3 0.0756
CEV 0.5496 0.4585 1 0.03
*significant level at 5%
Note: Models are based on the Equation ofࢊ࢘= (ࢻ + ࢼ࢘)ࢊ࢚+ ࣌࢘ࢽࢊࢆ
20 J-statistics (J-test) is a test approach of GMM method (Lars Peter Hansen, 1982).GMM is a generalization of the
method of moments. J-test states that when the number of moment conditions is greater than the dimension of the
parameter vector, the model is described as over-identified. If the result is over-identified, it allows us to double
check whether the model’s moment conditions fit the data very well or not.
21 The number of independent pieces of information that go into the estimate of a parameter is called the degrees of
freedom (d.o.f.).
22 R^2 is the coefficient of determination and is a measure of volatility forecasting capability and the global fit of
the model.
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The weak evidence of mean reversion may be caused by the following reasons and in
particular connected with the abnormal behaviour of the CDS spread during the
subprime crisis. While in the crisis period, the increasingly rapid rate of CDS
premiums leads the CDS buyer to a more risky position, since the payoffs of CDSs
will only be honoured if the CDS seller is solvent. This then reduces the total trading
volume of CDS contracts as risk aversion drives away the asset allocations in the CDS
market. Accordingly, the CDS premium has to climb to an even higher level to attract
more investments. The increasingly CDS spread maybe also caused by the herding
behavior, which describes the simultaneous investment behaviours across markets
(Chiang et al., 2007), as the crisis grew in public awareness and force investors and
traders to deleverage and close positions and follow others economic activities.
A common feature observed for the nine term structure models is that the mean
equation parameters ߙ and ߚ are insignificant, indicating that any comparison
between these stochastic differential equations will relay on the specification of the
conditional variance. On the other hand, when restrictions are set on ߛ, all estimates
for ߪଶ are significant. However, when ߛ is unrestricted in the CEV and CKLS models,
the parameter ߪଶ is insignificant. Estimates from the Cox-Ross CEV model and the
unrestricted CKLS model present the same level of dependence on the volatility of
CDS spreads, with an estimated value of ߛ equal to 0.5867 and 0.507 respectively.
The asset rate level ߛ in both models is significant, which suggests that for the UK,
the variance of unexpected CDS spreads in the UK bank sector is highly related to the
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CDS spread level. Recall that parameter ߛdescribes the sensitivity of the volatility of
rates on the level of rates (elasticity parameter). Therefore, the CKLS model implies
that as CDS spreads increase, volatility increase accordingly.
We also found that that the CEV model, which imposes the restriction of ߙ=0 but
removes the restriction on ߛ, have a very similar ߛ estimate as presented by the CKLS
model, indicating that the decision on inclusion or exclusion the drift parameter ߙ will
not affect the estimate of ߛ. This is also confirmed by the model misspecification test
provided by the p-value of the Hansen’s J-test. The p-value of the model over-
identification test suggests that the Merton, Vasicek, Brennan-Schwarz and CIR VR
models are marginally accepted at the 5% level. The Black-Scholes GBM model and
the Dothan model are partly accepted. The two models which stand-out are CIR SR
and the CEV. The result suggested that these two models are well specified and can
not be distinguished from the general CKLS model. This finding suggested that any
restriction imposed on ߙ and β is invalid, and will cause the misspecification problem
for the models.
Rଶis a measure of volatility forecasting capability. From Table 3.7, the CIR VR
model has the highest value of Rଶ= 0.0756, which indicates that approximately 7.56%
of the variation in the Cox-Ross CEV model can be explained. The value of Rଶis
generally low across all models, which suggests a weak total explanatory power for
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existing models. Some models have Rଶ =0 or close to zero, indicating that no ‘linear’
relationship exists between the response variables and explanatory variable. In other
words, all models exhibit a constant curve with the selected data (slope=0,
intercept=mean of y). The explanatory power of the models can be affected by models
themselves or by the behaviour of the CDS spread during the crisis.
3.7 Results for the Determinants of CDS Spreads
Section 3.6 provides a detailed analysis of the term structure of CDS spreads, where a
set of useful results are obtained but the selected term structure models can only
explain a small portion of the valuation in CDS spread changes. A large portion
remains unexplained and might be determined by external variables. This leads us to
seek alternative approaches for explaining CDS spread changes. In this section, an
investigation of the determinants of the CDS index spread will be provided by using
the regression analysis, where a set of external factors will be used to explain the
variation in CDS spreads.
3.7.1 Summary Statistics
Table 3.8 and 3.9 reports the summary statistics for ten UK sector CDS index spreads.
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A list of these industrial sectors has been given in Table 2.6. The statistics are
presented for both the level and the log-difference. It can be seen that the mean and
median of the change in spreads are approaching zero, which indicates that the spread
of the CDS is fairly sticky. The variances of the CDS spread across different industrial
sectors have no clear patterns. The sizes of the CDS spread also vary across ten
industrial sectors and over the sample period. Among the ten industrial sectors, the
UK basic resource sector has the largest average spread, indicates the UK basic
resource sector is more risky than the other UK sectors in the sample period.
Meanwhile, the UK bank sector has the smallest average spread, indicating the default
risk for bank industry is low. Besides, the price volatility of the basic resource sector
is larger than other industrial sectors, indicating a large fluctuation in the spread level.
Table 3.8 Descriptive Statistics for the Level of CDS Index
Spreads
Level of the CDS Spread
Mean Median Max Min Std.Dev Skewness Kurtosis Jarque-Bera Probability
UKBANCD 54.17 12.9 231.79 4.75 63.56 1.02 2.58 54.41 0
UKBASCD 257.06 129.23 1472.03 51.07 308.38 2.35 7.63 545.28 0
UKFOOCD 58.960 43.25 193.02 24.95 37.12 1.45 4.14 122.39 0
UKINDCD 131.57 115.27 479.52 52.78 81.25 2.13 7.53 485.67 0
UKINSCD 112.97 35.67 944.57 8.9 181.88 2.57 9.3 830.46 0
UKMEDCD 87.98 45.76 374.89 29.17 83.95 1.87 5.56 257.63 0
UKRETCD 113.78 61.36 595.61 28.36 106.6 1.79 5.99 273.14 0
UKTELCD 168.05 170.88 338.42 73.23 47.44 0.56 3.3 16.8 0
UKTRACD 186.15 129.25 533.55 62.47 110.57 1.18 3.4 71.9 0
UKUTICD 105.26 77.37 349.48 34.94 72.73 1.48 4.48 136.62 0
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Table 3.9 Descriptive Statistics for the Log-difference of CDS
Index Spreads
Log Difference of the CDS spread
Mean Median Max Min Std.Dev Skewness Kurtosis Jarque-Bera Probability
UKBANCD 0.01 0 0.48 -0.53 0.11 0.17 7.27 229.24 0
UKBASCD 0 0 0.42 -0.55 0.10 0.01 7.35 236.02 0
UKFOOCD 0 0 0.25 -0.27 0.07 -0.13 4.33 22.910 0
UKINDCD 0 0 0.35 -0.30 0.08 0.30 60 116.93 0
UKINSCD 0 0 0.60 -0.39 0.10 0.8 8.09 355.54 0
UKMEDCD 0.01 0 0.31 -0.23 0.08 0.66 5.31 88.120 0
UKRETCD 0.01 0 0.4 -0.24 0.09 0.85 5.64 123.05 0
UKTELCD 0 0 0.62 -0.45 0.09 0.88 14.39 1659.15 0
UKTRACD 0 0 0.36 -0.27 0.07 0.49 5.17 70.940 0
UKUTICD 0 0 0.37 -0.23 0.08 0.83 6.1 154.82 0
Table 3.10 Auto-regression Test for Dependent Variables
Constant B1 B2 B3 B4 R^2 DW
UKBANCD 0.01 -0.08 0.17 0.13 0.06 0.05 1.99
t-Stat. 0.83 -1.36 2.87* 2.22* 1.01
UKBASCD 0 0.05 0.12 0.03 0.13 0.05 1.99
t-Stat. 0.13 0.91 2.13* 0.6 2.3*
UKFOOCD 0 0.04 0.21 -0.01 0.05 0.05 1.99
t-Stat. 0.5 0.74 3.58* -0.14 0.82
UKINDCD 0 0.04 0.16 0.02 0.09 0.04 1.97
t-Stat. -0.06 0.74 2.74* 0.37 1.59
UKINSCD 0 0.19 0.12 0.15 0.01 0.11 1.99
t-Stat. 0.24 3.19* 2.09* 2.48* 0.11
UKMEDCD 0 0.04 -0.02 0.08 0.04 0.01 2
t-Stat. 0.87 0.68 -0.35 1.29 0.73
UKRETCD 0.01 0.03 0 -0.02 0.05 0 2
t-Stat. 1.02 0.47 0.05 -0.26 0.89
UKTELCD 0 -0.04 0.05 -0.03 -0.06 0.01 2.01
t-Stat. 0.43 -0.7 0.83 -0.44 -1.03
UKTRACD 0 0.06 0.11 -0.06 0 0.02 1.99
t-Stat. 0.57 1 1.94 -1.01 0.06
UKUTICD 0 0.06 0.15 0.02 -0.02 0.03 1.99
t-Stat. 0.29 1.1 2.62* 0.3 -0.42
*: Significant level: 5%
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Table 3.11 Auto-regression Test for Independent Variables
Constant B1 B2 B3 B4 R^2 DW
GVUK03(CM10) 0 -0.04 0.01 -0.05 0.01 0 1.99
t-Statistics -0.76 -0.67 0.25 -0.86 0.12
GVUK03(3M) 0 -0.06 -0.03 0.09 -0.06 0.02 2
t-Statistics 0.36 -1.08 -0.57 1.55 -1.02
GVUK03(6M) 0 -0.05 -0.01 0.19 -0.01 0.04 2
t-Statistics 0.34 -0.82 -0.13 3.3* -0.22
GVUK03(CM10)-GVUK03(CM02) 0.01 1.04 -0.06 0.11 -0.09 0.99 2
t-Statistics 0.87 17.83* -0.68 1.27 -1.58
MSUKAML 0 -0.11 0.09 -0.15 -0.08 0.05 1.98
t-Statistics 0.29 -1.83 1.59 -2.49* -1.28
MSUKAML(3M) 0 0.07 0.08 0.06 0.02 0.02 1.99
t-Statistics 0.36 1.13 1.46 0.95 0.32
MSUKAML(6M) 0 -0.01 0.08 0.1 0.01 0.02 2
t-Statistics 0.38 -0.22 1.37 1.79 0.23
FPNA05Y 0 0.27 -0.05 0.1 0.06 0.09 2.01
t-Statistics 0.79 4.62* -0.78 1.71 1.04
*: Significant level: 5%
The Jarque-Bera test suggests that both the level and the log difference of the CDS
spread are non-normal. The distribution for the log difference is skewed to the right
for all series except the food and beverage sector, which has a negative skewness. The
positive skewness indicates that the sample period contains a higher frequency of
positive weekly changes than negative weekly changes. The UK telecommunications
sector has the largest kurtosis among the ten industrial sectors, suggesting for a
heavier tail than other sectors.
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To examine the determinants of CDS index spreads, I first carried out a stationary test
for all series. The Phillips-Perron (PP) unit root test is used and the result suggests
that all UK sector CDS index spread changes are stationary. Furthermore, an
autoregression test is used to examine the possible auto-correlation in the dependent
variable (the CDS spread changes) and independent variables, including four interest
rate factors and four equity factors.23 The autoregressive model has 4 lags. Results
suggest that all dependent variables are not auto-correlated with variables of one-lag
period ahead excluding the UK insurance sector. The CDS spread for the UK
insurance sector is highly correlated with variables of one-lag, two-lag and three-lag
periods ahead, indicating that the spread is inefficient, which means that changes in
the UK insurance sector CDS spread can be predicted based on its historical variables.
And the predictable change could mean a potential excess return for investors in the
long-run.
3.7.2 Correlations and Rank Correlations
Table 3.12 presents correlation coefficients between CDS index spread levels and
levels of the external factors. Correlations between the log difference of the CDS
spread and the log difference of corresponding factors are also presented in Table
3.13. In addition to the ordinary (Pearson) correlation, the Spearman’s rank
23 see section 3.5 data description for details about the factors that have been used in the analysis
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correlation had also been calculated, so that both linear and nonlinear correlation
relationships are measured.
The rank correlation is used to provide a better measure than Pearson's correlation.
Since Pearson’s correlation is only suitable for linear correlation relationships, it
seems to overstate the correlations for some of the industrial sectors, indicating a
possible misspecification problem. Besides, the rank correlations are non-parametric
measures as they are independent of the margins. Since one of the advantages of rank
correlations is that they are measured in terms of ranks, and they are preserved under
any monotonic transformation such as the log transformation. Thus, the rank
correlation is considered as a better measure for the correlation structures.
Results presented in Table 3.13 show that CDS spread changes are negatively
correlated with interest rate changes and stock returns, which is consistent with
theoretical predictions of Merton (1974) that increases in CDS spreads are associated
with decreases in interest rates and equity prices. Furthermore, positive correlation
coefficients are found for CDS spread changes and changes in the probability of
default, which indicates that an increase in the default probability will increase the
CDS spread. Moreover, the three correlation measures have the same sign across
different industrial sectors although actual values of the correlation coefficient are
slight different.
P a g e | 152
Besides, volatility series and changes in the CDS spread follow a weak positive
correlation relationship. The only exception is the UK bank sector, where a negative
relationship is found between CDS spread changes and market volatilities. The slope
of the yield curve has a weak negative relation with CDS spread changes. Apart from
this, the sign and strength of the correlation for other industrial sectors are very
similar. It is also noteworthy that results from rank correlation measurements are
similar to that measured by ordinary correlation measurements.
For the level correlations, significant positive correlations are observed between
interest rate volatilities and CDS index spreads, especially for the three-month interest
rate volatility, whose coefficients are higher than the six-month interest rate volatility.
For some of the industrial sectors such as the UK insurance sector and the UK media
sector, the correlation coefficients are as high as 0.9. This positive relationship also
holds significantly between CDS index spreads and volatilities of the stock market.
For the two volatility series from the stock market, they both have high correlations
with CDS spreads with coefficients over 0.7. Finally, I observed a significant positive
correlation relationship between the CDS index spread and the probability of default
index.
After comparing the correlation for levels and correlation for changes, I found that
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the level exhibits a higher correlation than changes. For example, the average
correlation for level measured by Pearson's correlation between the CDS spread
level and interest rate level is 0.59, while the average correlation for changes for
the same measure is only 0.25. Excepted for interest rate changes, stock returns
and changes in the probability of default, changes in the CDS spread have a very
weak correlation with other variables. This finding is consistence with empirical
findings provided by Dieckmann and Plank (2012), where stronger relationship is
found between CDS spreads and other variables by using levels instead of
changes.
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Table 3.12 Correlations and Rank Correlations between CDS Spread Levels and the Determinants
Level
Correlation
UKBANCD UKBASCD UKFOOCD UKINDCD UKINSCD UKMEDCD UKRETCD UKTELCD UKTRACD UKUTICD
GVUK03(CM10) -0.59 -0.67 -0.55 -0.64 -0.72 -0.69 -0.55 -0.48 -0.47 -0.56
GVUK03(3M) 0.8 0.88 0.82 0.82 0.93 0.91 0.79 0.5 0.77 0.82
GVUK03(6M) 0.85 0.81 0.77 0.71 0.87 0.87 0.72 0.39 0.72 0.76
GVUK03(CM10)-GVUK03(CM02) 0.77 0.82 0.77 0.75 0.83 0.86 0.73 0.44 0.68 0.77
MSUKAML -0.39 -0.66 -0.55 -0.66 -0.61 -0.57 -0.46 -0.43 -0.38 -0.52
MSUKAML(3M) 0.64 0.85 0.86 0.85 0.76 0.84 0.89 0.64 0.86 0.87
MSUKAML(6M) 0.79 0.94 0.89 0.88 0.93 0.95 0.88 0.59 0.87 0.89
FPNA05Y 0.81 0.92 0.87 0.85 0.92 0.93 0.83 0.56 0.78 0.84
Rank correlation
GVUK03(CM10) -0.38 -0.42 -0.25 -0.5 -0.38 -0.43 -0.38 -0.49 -0.27 -0.35
GVUK03(3M) 0.79 0.72 0.72 0.71 0.77 0.7 0.79 0.47 0.71 0.76
GVUK03(6M) 0.82 0.81 0.74 0.81 0.83 0.77 0.72 0.42 0.73 0.8
GVUK03(CM10)-GVUK03(CM02) 0.79 0.87 0.72 0.8 0.86 0.64 0.53 0.39 0.48 0.77
MSUKAML -0.52 -0.75 -0.5 -0.73 -0.65 -0.5 -0.28 -0.4 -0.24 -0.54
MSUKAML(3M) 0.64 0.49 0.67 0.41 0.59 0.62 0.69 0.39 0.78 0.67
MSUKAML(6M) 0.63 0.51 0.66 0.41 0.6 0.7 0.64 0.32 0.81 0.68
FPNA05Y 0.77 0.88 0.76 0.83 0.86 0.73 0.6 0.53 0.56 0.78
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Table 3.13 Correlations and Rank Correlations between CDS Spread Changes and Changes of Determinants
Log Difference
Correlation
UKBANCD UKBASCD UKFOOCD UKINDCD UKINSCD UKMEDCD UKRETCD UKTELCD UKTRACD UKUTICD
GVUK03(CM10) -0.3 -0.15 -0.3 -0.26 -0.28 -0.24 -0.23 -0.25 -0.23 -0.28
GVUK03(3M) -0.02 0.14 0.05 0.11 0.08 0.12 0.02 0.1 0.09 0.11
GVUK03(6M) 0.07 0.08 0.01 0.06 0.06 0.07 -0.05 0.11 0.04 0.12
GVUK03(CM10)-GVUK03(CM02) -0.05 -0.03 -0.07 -0.08 -0.06 -0.01 -0.05 -0.04 -0.09 -0.1
MSUKAML -0.3 -0.36 -0.41 -0.44 -0.37 -0.37 -0.38 -0.4 -0.49 -0.42
MSUKAML(3M) -0.07 0.25 0.15 0.2 0.1 0.16 0.1 0.15 0.22 0.21
MSUKAML(6M) -0.05 0.25 0.13 0.17 0.13 0.16 0.12 0.18 0.23 0.23
FPNA05Y 0.21 0.38 0.18 0.32 0.29 0.25 0.26 0.26 0.32 0.28
Rank Correlation
GVUK03(CM10) -0.28 -0.18 -0.31 -0.26 -0.22 -0.21 -0.26 -0.26 -0.25 -0.29
GVUK03(3M) -0.01 0.1 0.08 0.13 0.07 0.08 -0.05 0.09 0.1 0.08
GVUK03(6M) 0.04 0.06 0.05 0.04 0.04 0.07 -0.07 0.05 0.04 0.04
GVUK03(CM10)-GVUK03(CM02) -0.01 0 -0.01 -0.03 -0.04 0.01 -0.03 -0.01 -0.05 -0.05
MSUKAML -0.38 -0.42 -0.42 -0.48 -0.32 -0.36 -0.37 -0.47 -0.47 -0.4
MSUKAML(3M) -0.05 0.12 0.08 0.1 0.03 0.08 0.06 0.07 0.14 0.07
MSUKAML(6M) 0 0.13 0.07 0.09 0.1 0.12 0.07 0.1 0.14 0.11
FPNA05Y 0.3 0.42 0.27 0.37 0.27 0.28 0.34 0.36 0.38 0.31
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3.7.3 Regression Results
In this chapter, we assume that the determinants of CDS spreads can be explained by
the following equation:
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(3.7)
By setting the above equation, it is assumed that the residuals will have a zero mean
and constant variance, and follow an independent and identically distributed (i.i.d.)
order. The descriptions of the individual variables and the corresponding signs are
available from Table 3.3. CDS index spread for the following ten industrial sectors are
examined: Bank, Basic Resource, Food and Beverage, Industrial Goods and Services,
Insurance, Media, Retail, Telecommunications, Travel and Leisure and Utilities.
I used the OLS regression method on weekly changes of the CDS index spread to
explore the determinants which would influence CDS spread changes. The regression
results with adjusted 2R are presented in Table 3.14. It can be seen that the model can
explain approximately 20% of the variation in the CDS spread. Compare to other
studies such as Collin-Dufresne et al. (2001), which models 23% of the CDS spread
variation, the same explanatory power is achieved by fewer model parameters. The
total explanatory powers are different across ten industrial sectors. The UK travel
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sector has the highest adjusted ܴଶ, suggesting a closer relationship between UK travel
sector CDS index spreads and the explanatory variables.
Table 3.14 Regression Results for the UK CDS Market
UKBA
NCD
UKBA
SCD
UKFO
OCD
UKIN
DCD
UKIN
SCD
UKME
DCD
UKRE
TCD
UKTE
LCD
UKTR
ACD
UKUT
ICD
Intercept 0.01 0 0 0 0 0 0.01 0 0 0
GVUK03(CM10) -0.95* -0.3 -0.54* -0.5* -0.77* -0.44* -0.53* -0.52* -0.32* -0.55*
GVUK03(3M) -0.12 0.03 0 0.01 0.01 0.03 -0.01 0.01 0.01 0
GVUK03(6M) 0.17 0.04 -0.07 -0.01 -0.01 0.01 -0.19 0.08 -0.05 0.1
GVUK03(CM10)-
GVUK03(CM02) -0.01 0 -0.01 -0.01 -0.01 0 -0.01 0 -0.01* -0.01*
MSUKAML -1.01* -0.7* -0.83* -0.93* -0.87* -0.74* -0.93* -0.89* -1* -0.75*
MSUKAML(3M) -0.07 0.1 0.06 0.08 -0.01 0.05 0 0.02 0.06 0.06
MSUKAML(6M) -0.27* 0.05 -0.06 -0.08 -0.01 -0.02 -0.03 0.02 -0.01 0.02
FPNA05Y 0.41* 0.61* 0.05 0.32* 0.44* 0.21* 0.29* 0.23* 0.22* 0.23*
R-squared 0.19 0.22 0.21 0.25 0.2 0.18 0.19 0.2 0.29 0.25
Adjusted R-squared 0.18 0.2 0.2 0.24 0.18 0.15 0.17 0.18 0.27 0.23
F-statistic 9.02 10.32 10.07 12.66 9.17 7.84 8.64 8.97 14.66 11.89
Prob(F-statistic) 0 0 0 0 0 0 0 0 0 0
Durbin-Watson stat 2.09 2.06 1.95 1.96 1.65 1.88 1.93 2.06 1.96 1.93
JB 210.08 462.18 18.04 175.21 223.13 47.15 118.85 2203.17 38.11 99.68
Heteroskedasticity
Test: White 0.59 1.04 1.82 0.72 1.15 0.77 0.52 0.32 0.7 0.38
Ramsey RESET Test: 0.06 0.38 0.84 0.1 0.89 0.02 0.98 2.92 1.41 1.45
*: Significant at 5% level
Similar to other studies on the determinants of CDS spread changes, the total
explanatory power for the regression model is low, suggesting that a large portion of
credit default swap spreads variation remains unexplained. This leads us to believe
that there might be some common external factors which would influence the
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variation in CDS spreads that are not captured by the existing model.
Table 3.14 also provides some residual statistical tests for heteroscedasticity,
autocorrelation and normality. In addition, a test for the model specification is
provided using the RESET test. All test statistics can be found in Table 3.14.
3.7.3.1 Interest Rate Factors
The estimated coefficients for interest rate changes are significant across the ten
industrial sectors. The negative sign which is observed is consistent with the
prediction in theory, such as Longstaff and Schwartz (1995), Duffee (1998) and
Collin-Dufresne et al. (2001).
On the other hand, the volatility of the interest rate holds an insignificant relationship
with CDS spread changes. The historical three-month volatility has insignificant
positive impacts on changes of the CDS spread, with the exceptions of the UK bank
sector and the UK retail sector, where a negative relation is held. The relationship
between changes of the CDS spread and the historical six-month volatility is
insignificant as well. Among the ten industrial sectors, there are five with positive
impacts, and the rest show negative impacts. This result is also consistent with other
empirical studies that were discussed in Section 3.2.4.1, which found that the impact
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from the volatility of interest rates can be either positive or negative.
The yield slope does not have significant explanatory power to the variation of the
CDS spread. This is surprising since the treasury curve is commonly used to indicate
the future economic condition. The reason behind this might be the yield slope has no
useful information beyond what is already provided by the combination of interest
rate levels, volatility and equity-related factors. Besides, the period from 2004 to 2009
contains highly contrast relation between the CDS spread and the yield slope due to
the financial crisis. The UK CDS spreads was dramatically widening since August
2007 while in the meantime, inflation, low growth and stagflation leads to short-term
interest rate reaching historical low. Hence, a strong positive relationship between the
yield slope and the CDS spread is observed at the end of the sample period, which is
in contrast to the negative relation that is found in Papageorgiou and Skinner (2006).
3.7.3.2 Equity Related Factors
It is conceded by most researchers that the credit default swap rate will be more
sensitive to the interest rate rather than other factors related to the firm’s asset.
However, it seems not true since we found the stock return hold a stronger relation
with CDS spread changes than interest rates. Table 3.13 show that all coefficients for
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stock index returns are significant and negative, which indicates that a strong negative
relationship exists between stock returns and changes in the CDS index spread.
The influences from volatilities on stock are also tested by setting different time
intervals. Similar to the volatility of interest rates, both three-month and six-month
stock market volatilities are calculated and tested separately. The three-month
volatility has an insignificant positive impact on CDS spreads, excluding the UK bank
sector and UK insurance sector. The six-month volatility has insignificant positive
coefficients, with UK basic resources sector, telecommunications sector and utilities
sector as the exceptions. Therefore, influences from volatilities of stock market are
rather mixed. Besides, the impact from equality volatility becomes insignificant for
the period before and during the crisis. This might due to the large fluctuations in
market volatility that have characterised the subprime crisis, which have made this
indicator less accurate for the long-term asset volatility.
All regression coefficients for the probability of default index are significant with the
only exception from the UK food and beverage sector. The results indicate a strong
positive link between changes in the CDS spread and changes in the probability of
default.
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3.7.4 Analysis of Residuals and Robustness Check
The empirical literature so far supports both the size and significance of financial
variables that influence the CDS spread. However, empirical results from the OLS
regression suggest that these variables alone are not sufficient to fully explain the
changes in CDS spreads. Therefore, further investigation is needed to explore the
common components that cannot be explained by the regression model. Besides, by
reviewing empirical methods that were used to obtain these conclusions, we cannot
ignore the fact that the determinants could be strongly correlated. Normally, when we
process a regression analysis, the explanatory variables are uncorrelated. A number of
problems can occur when the explanatory variables are highly correlated, one of
which can be the issue of multicollinearity. An introduction to multicollinearity can be
found in Stewart (1987) and Walker (1989). Since it may cause a number of problems
for OLS regression, one possible solution is to combine the highly correlated
explanatory variables as a principal component and then redo the regression on the
principal components. However, there are also drawbacks for the principal component
regression. One of the main drawbacks is that it is not interpretable due to the fact that
the original variables are replaced by new variables, and there might be no
relationship between the principal components and the dependent variable.
The purpose of the principal component analysis is to transform a number of
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correlated factors to a reduced number of uncorrelated factors that will account for
most of the variance in the observed variables. The use of principal components as the
explanatory variables has advantages such as that the explanatory variables are
uncorrelated. However, it also has shortcomings such as results of the regression
might not be interpretable. In the following section, a principal components analysis is
implemented to show the variation of the dependent variable.
Since the adjusted 2R suggests that the regression model used in the previous section
can only explain about 20% of the valuation in CDS index spreads, I therefore use the
residuals obtained from the regression models for principal component analysis. If the
regression model is well specified, then the residuals from the regression will not be
contemporaneously correlated, as the common factors have already been accounted
for by the explanatory variables. Therefore, the residuals can be considered as a
factor, which is not captured by the various explanatory variables. I have listed the
first two principal components for both the difference in the CDS index spread and
the residuals obtained from the regression. It shows a large portion of the residual
valuation is driven by a common factor. The major common factor can explain more
than 50% of the valuation. This indicates that there exists a common component
which is not produced by the regression model. This common factor influences the
CDS index spread across different industrial sectors and is not captured by the
regression model.
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Table 3.15 Principal Components Analysis
This table reports the results of a principal component analysis on CDS index spreads
across 10 different UK industrial sectors. The results report on the differences
between CDSs and the residuals obtained from regression. The eigenvectors of the
first two components and the percentage of the variance are reported.
Difference of CDS Residuals
First Component Second Component First Component Second Component
0.24 0.72 0.22 0.69
0.28 -0.41 0.27 -0.36
0.34 0.15 0.36 0.16
0.35 -0.17 0.36 -0.17
0.30 0.38 0.29 0.44
0.33 0.04 0.34 0.07
0.30 0.04 0.30 0.02
0.31 -0.21 0.31 -0.24
0.35 -0.20 0.36 -0.21
0.34 -0.17 0.34 -0.18
Proportion
60% 9% 52% 10%
The robustness check has been done by three additional tests. Firstly, I tested the
model by adding non-linear effects into the regression model. I also regressed the
squared changes of the interest rate, the stock return, and squared changes of the
probability of default, and it did not seem to add significant additional explanatory
power to the model. Secondly, a test was done by using lagged explanatory valuables,
and again it did not change the overall result. Thirdly, the same test was carried out on
the US market. The regression results have been presented in Table 3.16 and Table
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3.17. I found the estimated results for UK and US markets are quite similar. This is an
interesting finding as we know that the US CDS market is more developed than the
UK CDS market. The most significant difference between the two markets is the
effect from interest rate factors. The reason for this might be that the US interest rate
policy is more active than that in the UK and the interaction between Treasuries (US
government bonds) and CDSs is stronger than it is in the UK fixed income market.
Table 3.16 Robustness Check: Regression Results - US Market
USBAN
CD
USBAS
CD
USFOO
CD
USINDC
D
USINSC
D
USMED
CD
USRETC
D
USTELC
D
USTRA
CD
USUTIC
D
Intercept 0.02 0.01 0.01 0 0.01 0.32 1.1 0.59 0.18 0.09
GVUS03(CM10) -0.39* -0.28 -0.34* -0.64* -0.32* 0.05* -1.76* -2.45* -3.32 -0.22*
GVUS03(3M) -0.30* -0.02 0.08 0.12* -0.13 0.14 0.23* 1.99 1.02 1.55
GVUS03(6M) 0.51* 0.08 -0.02 -0.13 0.26 0.12 0.17 -0.86 -0.41 -0.24
GVUS03(CM10)-
GVUS03(CM02) -0.01 0 0 0 0 0.97 -0.88 0.25 0.27 0.52
MSUSAML -2.56* -1.46* -0.67* -0.57* -1.66* 0.00* -3.36* -5.72* -7.09* -2.63*
MSUSAML(3M) -0.04 0.11 0.05 0.13* -0.01 0.87 0.39 0.15 1.28 0.34*
MSUSAML(6M) 0.05 -0.43* 0.04 -0.06 0.11 0.41 1.32 0.8 -0.68 0.87
FPNA05Y -0.57* 0.51* 0.25* 0.42* 0.11 0.55 -0.94 2.44* 1.83 1.39*
R-squared 0.24 0.12 0.25 0.27 0.26 0.1 0.28 0.33 0.1 0.34
Adjusted R-squared 0.22 0.09 0.23 0.25 0.24 0.08 0.26 0.31 0.08 0.32
F-statistic 11.45 4.74 11.98 13.59 12.52 4.16 14.38 17.71 4.06 18.91
Prob(F-statistic) 0 0 0 0 0 0 0 0 0 0
Durbin-Watson stat 2.49 2.3 1.75 1.96 2.03 2.41 2.07 1.88 2.46 1.84
JB 1.45E+03
1.97E+0
5
1.92E+0
2
5.97E+
03
8.73E+
01
7.49E+0
3
3.63E+
02
1.06E+
01
3.20E+0
2
1.43E+
01
Heteroskedasticity Test:
White 6.04 0.31 1.62 1.64 1.12 2.32 3.06 1.21 0.88 3.91
Ramsey RESET Test: 0.04 0.28 5.96 0.52 5.51 0.26 2.41 5.8 1.29 1.65
*: Significant at 5% level
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Table 3.17 Robustness Check: Principal Components Analysis –
US Market
This table reports the results of a principle components analysis on CDS index
spreads across 10 different US industrial sectors. The results reports for the
difference of CDs and the residuals obtained from regression. The eigenvectors of the
first two components and the percentage of the variance are reported.
Difference of CDS Residuals
First Component Second Component First Component Second Component
0.29 0.39 0.28 0.41
0.23 -0.56 0.21 -0.49
0.39 -0.07 0.41 -0.05
0.33 -0.18 0.34 -0.14
0.29 0.52 0.25 0.60
0.23 -0.31 0.22 -0.35
0.37 -0.04 0.39 -0.04
0.38 -0.04 0.39 -0.06
0.20 0.36 0.17 0.25
0.38 -0.05 0.39 -0.05
Proportion
0.52 0.09 0.42 0.11
3.8 Conclusion
The analysis of the determinants of credit risk has drawn much attention over the last
decades. Traditional way of assessing credit risk was by looking at the bond yield
spread. While most studies focus on the US market, this chapter contributes to the
literature by analysing both the dynamics and determinants of UK CDS index spread
and how the current financial crisis has affected the way that credit risk is priced in
the UK CDS market. By studying a large time-series sample of UK sector CDS
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spread over a diverse period, covering both tranquil time and the current subprime
crisis, we expand the empirical evidence of the determinants of UK sector CDS index
spreads in general and the dynamics of bank CDS spreads in particular.
The dynamics of CDS spreads are examined by eight nested term structure model and
a generalised diffusion model of Chan, Karolyi, Longstaff and Sanders (CKLS)
(2012). By comparing different term structure models, I found initial support for the
generalised model, which provides a reliable description of the dynamics of CDS
spreads. I also found weak evidence of mean reversion for the UK bank CDS spread.
This finding is interesting since from an economic point of view, mean reversion
makes sense. However, empirically, it turns out that mean reversion is not particularly
true for the UK CDS spread, which may suggest that mean reversion is not an
important feature for the UK CDS spread dynamics. The low mean reversion speed
may caused by the steeply upward slope term structure observed for the CDS spread
data due to the increase of the credit risk during the turmoil period.
When observing the relationship between the volatility of CDS spreads and the level
of CDS spreads, I found that the elasticity paramter ߛ=0.5 is accepted and is
statistically significant, indicating that the volatility responds directly to the levels of
the CDS spread. Furthermore, any restrictions on model parameter ߙ and ߚ will cause
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misspecification problem, suggesting us to use more flexible and equally reliable
models for the dynamics of CDS spread.
Meanwhile, the selected term structure models can only explain a small portion of the
valuation in CDS spread changes. I therefore further investigated the determinants of
the CDS index spread by using the regression analysis, where a set of external factors
are selected to explain the variation in CDS spreads, including four interest rate
factors and four equity factors.
Further analysis suggests that interest rate changes, stock market returns and changes
in the probability of default are the three most important factors that would influence
credit spread changes. Generally, our results show that the factors suggested by
theoretical approaches are able to explain CDS spreads to some extent. Although a
number of explanatory variables are significant to the changes of CDS spreads, there
still exists an unobserved component that is not captured by the regression model.
This leads us to believe that the low adjusted 2R is caused by the systematic effect on
the CDS rather than the noisy data.
By investigating the dynamics and determinants of CDS spread, supervisory
authorities and central banks can use financial information such as the stock return,
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the term structure of interest rate, and the market volatility to guide their monetary
policies. Especially during the financial crisis, such information on market variables
can provide timely information of real financial stress and depending on the signals, a
wide range of policies can be made.
Further research could be done by investigating the nonlinear effects of these
explanatory variables on changes of the CDS index spread.24 Similar to other spreads,
such as bond yield spreads, the CDS spread may also affected by other factors, such
as liquidity, risk aversion or systematic risk. Since this chapter excludes the influence
of liquidity, the chapter may benefit from adding contribution to the current debate
about the role of liquidity on the CDS spread.
24 see Chapter 5 for more details about testing the nonlinear affect on CDS index spreads
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Chapter 4
Modelling Dynamic Linkages between the
Bond and Credit Derivative Swap Markets
during the Turmoil
4.1 Introduction
As mentioned in Chapter 3, earlier empirical work on credit default swap usually
focused on two issues: the determinants of credit spread changes and the relationship
between CDS spreads and bond spreads. The analysis of the determinants of bond and
CDS spreads are aimed the exploring the common factors that affect both spreads.
These common factors that simultaneously affecting different credit sensitive products
are likely to create a long-run relationship between them. The previous chapter
discussed the dynamics and determinants of CDS spreads before and during the
turmoil. And this chapter will provide a detailed discussion of the linkages between
CDS and bond markets.
The analysis of the relationship between bond and CDS markets has drawn much
attention over the last ten year. Basically speaking, this relationship is examined from
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two aspects: the CDS-bond basis and the relevant importance for CDS and bond
markets with regards to price discovery.
The CDS-bond basis is described as the difference between the CDS spread and the
bond yield spread. A so-called “basis trade” can be implemented if the CDS-bond
basis is sufficiently large. Hence, the bond yield spread is meant to equal to the CDS
spread for no-arbitrage reasons. The theoretical equivalence relationship between the
two markets has been proved in many studies (see, for example, Duffie, 1999; Hull
and White, 2000). However, in practice, the CDS spread can hardly be equal to the
bond spread. Empirical research shows that the basis, which is known as the
difference between the CDS spread and the bond yield spread, is never equal to zero,
for a number of reasons (see, for example, Hull et al., 2004; Blanco et al., 2005; Zhu,
2006; Adler and Song, 2010; Chen et al., 2010; Ammer and Cai, 2011; Nashikkar et
al., 2011; Lin et al., 2011). For research on corporate bond markets before crisis and
most sovereigns, the basis is usually found to be positive (see, for example, Blanco et
al., 2005; Zhu, 2006; Baba and Inada, 2009). Therefore, an arbitrage trading can be
constructed based on the positive basis.
Another issue on linkages between bond and CDS markets relates to the issue of
which market leads the price discovery process. A number of studies find that CDS
markets lead bond markets (see, for example, Blanco et al., 2005; Zhu, 2006; Forte
and Pena, 2009; Baba and Inada, 2009). They believe that there is a great tendency for
the volatility in the CDS market to spillover to the bond market. The explanation is
that when the default risk rises for these corporate bonds, bond holders will purchase
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protection against the rise of the default risk so the demand for CDSs increases. This
then leads to higher interest rates for newly issued bonds. However, due to the short-
term inefficiencies, the above direction may have changed from bonds to CDSs in
times of financial distress. Thus, it would be interesting to see whether this is the case
for the period of the current financial crisis.
The literature on investigating the relationship between bond and CDS spreads can
generally be divided into three groups. The first group of studies emphasises the
relationship between corporate bonds and their underlying CDS spreads (see, for
example, Longstaff et al., 2005; Blanco et al., 2005; Zhu, 2006; Baba and Inada,
2009). The second group focuses on the behaviour of sovereign CDSs and
government bonds (see, for example, Adler and Song, 2010; Delis and Mylonidis,
2011; Ammer and Cai, 2011; Li and Huang, 2011; Aktug et al., 2012). The last group
incorporates the stock market in the analysis (see, for example, Norden and Weber,
2004; Forte and Peña, 2009; Meng et al., 2009; Coudert and Gex, 2010).
This chapter belongs to the first group of studies and the aim of this chapter is to
contribute to the literature by analysing how the current financial crisis has affected
the relationship between CDS and bond markets. Although the linkages between the
two markets have been extensively studied, there is no study focusing on how the
current financial crisis has affected the corporate bond market. Besides, this chapter
tries to answer whether credit risk is priced equally between the bond market and the
CDS market. This question has important implications as the worldwide trading
action on credit derivative products, such as credit default swaps, could potentially
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create arbitrage opportunities across different markets. There is, therefore, a chance
that the prices for credit products are priced incorrectly, and the reasons for this vary.
One of the major reasons is the asymmetric information received by the protection
buyer and the seller. Furthermore, since the trading of credit products has been very
active in recent years, it is therefore crucial that the price of credit products is
correctly measured. This chapter also tries to address the price discovery process on
the two credit spreads. There may be arbitrage opportunities due to the price
difference of credit risk, suggesting that the bond and CDS markets should be closely
linked. It would be interesting to see some evidence on whether the newly developed
credit derivatives market is better than the larger and more mature bond market in
reflecting the price changes of credit risk. In addition, to reduce or eliminate the loss
associated with default, bond holders need to sign a CDS contract for protection. If
both markets are highly correlated in the long-run, there will be less diversification in
reflecting the credit risk than if the two markets operating independently.
Similar to the existing literature, this chapter has two objectives. Firstly, I will study
the behaviour of the CDS-bond basis – the difference between CDS and bond spreads
– for a list of US investment-grade firms. Second, I will examine the lead-lag
relationship between the bond spread and the CDS spread. The aforementioned
objectives are achieved using the following procedure. First, I select corresponding
bond data to generate five-year synthetic bond spreads and match them with five-year
CDS spreads. The data set consists of weekly CDS and bond spreads for US
corporates for the period from January 2007 to December 2008. I use five-year credit
default swap data as it has the most liquidity maturity in the CDS market (Blanco et
al., 2005). The empirical analysis will be started by using a cointegration test to
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explore the long-run relationship between the CDS market and the bond market, in
which CDS spreads and bond spreads are used as proxies for assessing the credit risk.
Besides the theoretical equilibrium relationship between the two markets, the
causality relationship has also been highlighted in previous papers. Zhu (2006) found
that a two-way causality relationship exists between the two markets. It also suggests
that these two markets have a strong connection and could affect each other. If one
market has a fluctuation, the behaviour of the other market will reflect this, and so the
existence of such causality relationship is very important for hedging purposes.
Thereby, a causality test is also necessary in exploring the dynamic relationship
between the CDS market and the bond market.
Furthermore, I will analyse the short-term dynamic interaction between bond yield
spreads and CDS spreads by undertaking a price discovery process. This is done by
applying a Vector Error Correction Model (VECM). Lehmann (2002) defined the
price discovery as a process to determine the true market price by adding efficient and
timely incorporation information to market prices. Here, the purpose of undertaking
this process is to find out which market price provides more timely information. The
theoretical model indicates that both the bond market and the CDS market appear to
price the credit risk equally. However, it would be helpful to understand which market
is more efficient in responding to the price information. If the two markets appear to
respond the price information differently, there might be opportunities for traders to
take advantage from the price differences raised from the asymmetric responses. Thus,
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in the last section, I will explain which market leads the price discovery process and
provides more timely information.
This chapter makes two contributions to the literature: first: I analyse the “basis”,
which is the difference between CDS spreads and the spreads of the underlying
corporate bonds, and find somewhat different results than in the previous literature.
Second, I focus on how the current financial crisis has affected the dynamic linkages
between CDS and bond spreads. Although there are extensive studies on the same
topic, most of them use data from an earlier stage of the CDS market and only a few
discuss the most recent development. The limited literature that incorporates the
influence of the current financial crisis mainly focuses on sovereign CDSs and their
underlying government bonds. Delis and Mylonidis (2011) used data for the Southern
European countries to examine the dynamic interrelation between sovereign CDSs
and government bonds during the recent financial turmoil. Li and Huang (2011) and
Ammer and Cai (2011) investigated the price discovery process of sovereign CDSs
and bond yield spreads for emerging markets. There are no published studies focused
on the performance of US corporate bonds and the corresponding CDSs during the
turmoil. Thus, this study’s findings fill the particular gap in this domain.
Our analysis is most closely to that of Blanco et al. (2005), Zhu (2006) and Fontana
(2011) for corporate bond markets. Similar to the above studies, this chapter also
focuses on the dynamics of bond and CDS markets and their relationship, but differs
in various ways. First, in contrast to Blanco et al. (2005) and Zhu (2006), this study
implements a different time period (from January 2007 to December 2008) and tries
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to incorporate the influence of the current financial crisis. Second, compared with
Fontana (2011), although both studies focus on CDS and bond markets during the
recent financial crisis, his study covers a substantially longer time period (January
2006 to August 2009) and a richer source of reference entities (37 US firms in
Fontana (2011) and 24 US firms in this chapter). Besides, different methodologies are
used. Fontana (2011) explained the dynamics of the CDS-bond basis by a number of
financial variables. He used regression method to explore the impact of the
explanatory variables on CDS-bond basis spreads. This study adopts cointegration and
VECM model to explore the price discovery process for CDSs and bonds.
Our results on dynamic linkages between bond and CDS markets during the turmoil
are as follows: first, previous research found that the theoretical equilibrium
relationship is broadly accepted. However, the short term dynamics, especially for the
position of each market in price discovery, are shown to be considerable (see, for
example, Chan-Lau and Kim, 2005; Norden and Weber, 2004; Blanco et al., 2005;
Zhu, 2006). Our results show that the “basis” between CDS and bond has become
persistently negative since the onset of the financial crisis of 2007/08.
This might be caused by several reasons: first, the “flight-to-quality” effects (for
example, the migration of funds to safer investment option). Due to the deterioration
of financial market conditions during the financial crisis, investors and financial
institutions have cut their positions on corporate bonds, which leds to a decrease in
transactions in the corporate bond market, and therefore drive the bond yield up. In
the meantime, government bonds are chosen as a safer investment option. Hence, the
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market distress lowers government bonds in the period of the crisis as a result of the
increased demand for government bonds and drive bond spreads up. The second
possible explanation about the negative basis lies on the CDS spread. Since CDS
sellers have become very risky during the crisis period, the “basis trade” is potentially
exposed to counterparty risk. In fact, the payoffs of CDSs will be honoured only if the
CDS seller is solvent. This has thereby lowered the CDS premium with respect to the
actual default risk. Third, the overall severe economic condition will force the
company to deleverage and close their positions to reduce the risk of default. In a
situation that the bond market is illiquid, the increased supply will put pressure on
bond prices and may drive the basis even negative. However, in a well functioning
market, this effect is expected to be temporary as the arbitrage trading will soon drive
CDS and bond spreads to parity.
Second, the cointegration relationship is observed for most reference entities (20 out
of 24 when the Treasury rate is used, 18 out of 24 when the swap rate is used).
Compare to other studies such as Zhu (2006), where a “restricted” version of
cointegration was used to test the equivalence relationship between bond and CDS
markets as predicted by theory, our result shows that the theoretical equivalence does
not hold during the financial crisis. However, when use an “unrestricted” version, as
presented in Blanco et al. (2005), which allows any linear combination of bonds and
CDSs to be stationary, the result shows that most reference entities are cointegrated,
and the theoretical parity is presented by an equilibrium relationship. Furthermore, the
results for the lead-lag relationship are mixed: 10 reference entities (11 when swap
rate is used) show the evidence that the CDS market leads the price discovery process
and 8 reference entities (4 when swap rate is used) show that bond market leads the
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CDS market. For the rest of the reference entities, there is no clear evidence of a lead-
lag relationship. In contrast, Blanco et al. (2005) and Zhu (2006) found that CDS
spreads lead bond spreads in the price discovery process during non-crisis period.
There are a few studies show the possible explanation for the deviation from parity.
First, non-arbitrage assumption might not be hold during the financial crisis. In many
cases, it is costly or not possible to short the corporate bond, so arbitrage opportunities
can not be exploited (Blanco et al., 2005). Second, as noted by Blanco et al. (2005)
and Ammer and Cai (2011), the cheapest-to-deliver (CTD) option has remarkable
effect to market prices. Third, Adler and Song (2010) argued that the reason for the
loss of parity between bond and CDS spreads might be the use of the coupon-paying
fixed rate bond. And they argued that the parity relationship will be hold if the
underlying bond is floating rate notes priced at par. Finally, liquidity premium is also
a common factor as suggested by many studies such as Chen et al. (2010), Fontana
and Scheicher (2010), Nashikkar et al. (2011) and Lin et al. (2011).
The analysis of the “basis” and parity relationship is of particular interest because the
arbitrage trading will drive it close to zero. Hence, analysing the “basis” can help
traders and investors have a better understanding of market function and information
transmission across the two markets which trade the same source of credit risk. Also,
the discussion of the price discovery process should be useful to those who concerns
price discovery for credit risk and seeking opportunities from arbitrage activity, such
as traders, investors, policy-makers and regulators. Our results also contribute to these
market participants, such as investors, traders and policy makers, whose decision is
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depend on actual price information for different markets for the purpose of hedging,
trading or monitoring the credit risk.
This chapter is organised as follows: Section 2 provides a brief review of the relevant
literature. Section 3 introduces the theoretical equivalence relationship between the
two spreads. Section 4 and 5 describes the data and methodology. Section 6 shows the
empirical finding suggested by the CDS-bond basis while exploring the price
discovery process for both CDSs and bonds. Section 7 concludes the chapter.
4.2 Literature Review
There are extensive studies on the relationship between bond and CDS markets. In
theory, the CDS spread should be equal to the credit spread of corporate and
government bonds. This equivalence relationship has been proved by many theoretical
studies. Duffie (1999) derived the theoretical equivalence of CDS and bond spreads.
He demonstrated the basic arbitrage strategy which is contracted by a risk-free note
and a risky floating rate bond plus a CDS contract of the same maturity. He also
showed that the difference between the bond yield and the risk-free product must
equal to the spread of the CDS for non-arbitrage reasons. Therefore, the CDS-bond
basis, which is described as the difference between the credit default swap spread and
the bond spread, must equal to zero in this ideal case. Hull and White (2000) tested
whether the arbitrage strategy would affect the valuation of credit default swap and
extended Duffie (1999)’s study by applying the methodology with real data.
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Empirical studies on the relationship between bond and CDS markets mainly focus on
two issues: explaining the CDS-bond basis and investigating the issue of which
market leads the other in the price discovery process. The relevant literature can
generally be divided into three groups. The first group of studies emphasises the
relationship between corporate bonds and their underlying CDS spreads. The second
group focuses on the behaviour of sovereign CDSs and government bonds. The last
group incorporates the stock market in the analysis.
4.2.1 Literature on Links between Corporate Bonds and
their Underlying CDSs
Longstaff et al. (2003) is the first study that investigates the linkages between bond
and their underlying CDSs. Their research focused on whether credit protections are
priced consistently between the CDS market and the bond market. They found that
credit risk as suggested by the bond spread is much higher than what is implied by the
CDS, and that one reason for the higher cost was probably the tax-related and
liquidity components of corporate bonds. They also found adjustments in stock and
CDS markets will always lead to adjustments in bond markets. Hull et al. (2004) then
examined the relationship between bond yields and CDSs and to which extent the
credit rating announcements participant in the CDS market. Longstaff et al. (2005)
showed the price differential between the CDS and bond markets is largely caused the
illiquidity of corporate bond markets. Apart from these studies, other studies focus on
exploring which market is more important in the price discovery process. Blanco et al.
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(2005) showed the parity relationship broadly holds between the CDS and bond
market. Their results are based on a small sample of 33 US and European investment-
grade firms. They found a clear leadership for the CDS in the price discovery process.
Compared to Blanco et al. (2005), Zhu (2006) used a sample that covers a
substantially longer period (Zhu: 1999-2002 vs. Blamco et al.: 2001-2002) and
studied an international sample of 24 reference entities. He found the CDS market and
bond market are equally important while implementing a Granger causality test.
However, when the VECM is used, he found that the CDS market leads the bond
market in the price discovery process. More recently, Baba and Inada (2009) studied
the Japanese mega-banks during the period from April 2004 to December 2005 using
the bond and CDS spread. Similar to the above studies, they found the CDS market
leads the bond market in the price discovery process. They also found that there exists
significant volatility spillovers from the CDS market to the bond market which is
mainly caused by stronger reaction of the CDS spread to some financial and bank-
specific variables. Nashikkar et al. (2011) focused on the CDS-bond basis only and
they investigated the interaction between bond and CDS markets by explaining the
dynamics of the basis with liquidity factors.
The above studies use data from an earlier stage of the CDS and corporate bond
markets. To the best of my knowledge, only Fontana (2011) focused on the period of
the current financial crisis. However, he studied the dynamics and determinants of the
CDS-bond basis while this chapter puts more effort on explaining the interaction
between CDS and bond markets. Besides, although both studies focus on CDS and
bond markets during the recent financial crisis, his study covers a substantially longer
time period (January 2006 to August 2009) and a richer source of reference entities
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(37 US firms vs. 24 US firms). Moreover, different methodologies are used. Fontana
(2011) explained the dynamics of CDS-bond basis by a number of financial variables.
He used regression method to explore the impact of the explanatory variables on CDS
and bond spreads. However, this chapter adopts cointegration and VECM models to
explore the price discovery process for CDSs and bonds. Bai and Collin-Dufresne
(2012) investigated the variation of the CDS-bond basis with both time series and
cross-sectional regression. They tested a large sample of individual companies during
the crisis and found the previous results documented in earlier studies such as Blanco
et al. (2005) that the CDS market tends to lead the bond market changed dramatically
during the crisis.
4.2.2 Literature on Links between Sovereign CDSs and
Government Bonds
Other than these studies focused on corporate bond and CDS markets, research on
sovereign bond and CDS markets also attracts lots of attention in recent years. There
are a few reasons why research on sovereign credit risk has become popular. First,
Comparing to other borrowers, sovereigns are the largest in the world. Comparing to
their corporate counterparts, sovereigns have larger issues, longer maturities and more
liquidity. Second, the reaction to the financial distress is somehow different to the
corporate. Countries that have financial difficulties generally do not proceed to
bankruptcies or ever liquidate their assets. Instead, sovereign defaults are always
followed by debt restructuring or exchange offers. Third, sovereign markets tend to be
affected less by the asymmetric information received by market participants. Most of
the relevant information about the overall economic condition and the state of
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government can be obtained more efficiently than in the corporate market. Therefore,
prices for sovereign credit instruments tend to reflect timely information more quickly.
This could affect the results of the price discovery process and the dynamic
relationship between credit default swaps and bonds.
Due to the above reasons, research on sovereign CDS markets obtained somewhat
different results. Küçük (2010) tested CDS data from January 2004 to May 2008 and
found a large positive CDS-bond basis which suggests that the credit risk implied by
CDS is much higher than the underlying bond. However, in most of the studies on the
corporate bond market, the basis is found to be negative. Adler and Song (2010)
tested Emerging Market Sovereigns and found that the CDS-bond basis also turns
strongly positive and the theoretical parity relationship between CDSs and bonds,
which is found in previous literature, is mostly rejected. Ammer and Cai (2011) used
a CDS sample for the period from February 2001 to March 2005, and also found
somewhat different dynamic relationship between CDS and bond spreads than in the
previous literature. Overall, they found that the bond market leads more often than
what has been reported in Blanco et al. (2005) and Zhu (2006). They explained these
differences by the effect of the “cheapest-to-deliver” (CTD) option. Aktug et al. (2012)
selected a sample data that covers a relatively longer period (from 2001 to 2007) for
30 emerging markets. In contrast with the corporate studies, their results also
suggested that the bond market plays the dominant role in price discovery. However,
when considering the lead-lag relationship, the CDS market is more important than
the bond market.
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More recent studies focus on how the current financial crisis has affected the
relationship between sovereign bond and CDS spreads. Delis and Mylonidis (2011)
performed a series of rolling Granger causality test by selecting data from four
Southern European countries. They found that CDS spreads Granger cause
government bond spreads after the 2007 crisis. Fontana and Scheicher (2010)
investigated the dynamics of the CDS-bond basis. They found that CDS spreads are
on average above bond spreads. However, the results for price discovery are mixed: in
half of the sample countries, the CDS market leads the bond market and in the other
half, price discovery is found in the bond market. Palladini and Portes (2011) also
studied the dynamic linkages between sovereign CDSs and bonds during the turmoil.
Generally speaking, the cointegration test they performed confirms the theoretical
equivalent relationship between CDS and bond markets, and the VECM analysis
shows that the CDS market moves ahead of the bond market in the price discovery
process during the turmoil. Their results are quite similar to those that are found in
corporate studies, such as Blanco et al. (2005) and Zhu (2006). Li and Huang (2011)
examined twenty sovereign CDS spreads, along with their underlying bonds for the
crisis period. They found that sovereign CDSs play a more dominant role in price
discovery than before. Calice et al. (2011) used a vector autoregression model which
incorporating both the normal spread and the liquidity spread (proxied by the bid-ask
spread) of bonds and CDSs. They found that the CDS market does hold the leadership
in most of the cases during the crisis. They also found a positive lagged transmission
from the liquidity spread of CDSs to the bond spread.
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4.2.3 Literature on Links between Bond, CDS and Stock
Markets
Another series of studies that are relevant to links between bond and CDS markets
incorporate the analysis of the stock market. Chan-Lau and Kim (2005) is the first
amongst them, which examined the relationship and the price discovery process
between the three markets for emerging markets. In contrast to the empirical findings
on corporate issuers, they did not find enough evidence for the equilibrium
relationship between bond, CDS and stock markets. As for the price discovery process,
their results are also mixed. Forte and Peña (2009) studied the linkages between bond
yield spreads, CDS spreads and stock market implied credit spreads, for 17 North
American and European non-financial firms from September 2001 to June 2003.
Their results indicate that the stock market leads CDSs and bonds in most of the cases.
It also confirms results from other studies on the corporate bond market that CDSs is
more important in price discovery than bonds. Norden and Weber (2009) analysed the
three markets for the period from 2000 to 2002. Similar to the above, they also found
that the stock market leads other two markets. Besides, they found that changes in
CDS spread Granger cause changes in bond spread and the CDS market lead the price
discovery process more often than the bond market. Meng et al. (2009) studied
volatility transmission among the bond, CDS and stock markets. Their findings
suggest that volatility transmission is more significant from the equity market to the
bond market than from the CDS market. Besides, the bond market has the most strong
volatility transmission than the other two.
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The study for the performance of the three markets during financial turmoil is rather
limited. Coudert and Gex (2010) studied the linkage between CDSs, bonds and
equities during the 2005 GM and Ford crisis and tried to explore whether the usual
relationship that held for a non-crisis period were also affected by the crisis. Their
results suggest that the CDS leads the bond for price discovery, which is similar to
previous studies such as Blanco et al. (2005) and Zhu (2006). Related to the stock
market, they found that the stock market leads the CDS market. However, the links
among these markets were strongly affected by the 2005 crisis, and were somewhat
disconnected during the crisis.
4.2.4 Comparison of Previous Literature
Research on the linkages between CDS spreads and bond spreads has so far focused
on two issues. First is the analysis of the CDS-bond basis and second is the parity
relationship between bond and CDS markets. These two issues are of particular
interest because the arbitrage trading will drive the CDS-bond basis close to zero.
Hence, analysing the basis can help traders and investors have a better understanding
of market function and information transmission across the two markets which trade
the same source of credit risk. Also, the discussion of the price discovery process
should be useful to those who concern the price discovery for credit risk and seeking
opportunities from arbitrage activity, such as traders, investors, policy-makers and
regulators.
Due to different types of data used in the analysis, the literature on the dynamics and
linkages between bond and CDS markets can be divided into three large groups. The
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first group used data for corporate bonds and their underlying CDS spreads. The
second group used data for sovereign CDSs and government bonds. The last group
incorporates the stock market in the analysis. This chapter however, belongs to the
first group of studies. I constructed five-year bond spreads from 24 US reference
entities and matched them with five-year CDS spreads. For the purpose of comparison,
the two credit derivatives need to have the same remaining maturity. However, in
reality, the CDS and the underlying bond are rarely traded at exactly the same
remaining maturity. Therefore, some calculations will be needed for matching the two
maturities. In this chapter, I used interpolation and yield curve estimation to generate
the five-year bond. 26 Apart from the data, the different results found in various
literature can also be caused by the different methodologies that used in each study.
Generally speaking, cointegration is used for analysing the long-run relationship
between CDS and bond markets. For the short-term dynamics and the lead-lag
relationship, the VECM and the Granger Causality test is always used. Table 4.1
compares the most relevant studies for corporate CDSs and their underlying bonds.
The purpose of this comparison is to display the main results from different group of
studies and show the difference in this chapter from previous work, which set up the
contribution. In Table 4.1, this chapter is compared with three other articles that focus
on corporate bond markets before crisis. All papers use cointegration method to
analysis the long-term relationship between bond and CDS markets. Furthermore, it
appears that this chapter is the only article that focuses on the relationship between
corporate CDS and their underlying bonds during the financial crisis. With regards to
the method for generating the five-year bond spread, I use linear interpolation and
26 See Section 4.5.1 for details of how to generate the five-year bond.
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selection methods similar to other studies such as Blanco et al. (2005) and Zhu (2006)
for the bond data.
Table 4.1 Comparison of Previous Papers on Linkages between
Corporate Bonds and their Underlying CDSs
Corporate before crisis Corporate sincecrisis
Blanco et al.
(2005) Zhu (2006)
Baba and Inada
(2009) This chapter
Data
Time Period 01/2001 to
06/2002
01/1999 to
12/2002
04/2004 to 12/2005 01/2007 to
12/2008
Reference
Entities
33 US and
European IG
firms
24 US IG firms 13 Japanese banks 24 US IG firms
Methodology
Bond Spread
Estimation
Interpolate
five-year bond
spreads
Interpolate
five-year bond
spreads
10-year maturity
when issued for
bond ,no
interpolation
method is used
Interpolate five-
year bond
spreads
Long-term
Relationship
Cointegration Cointegration Cointegration Cointegration
Lead-lag
Relationship
VECM
Hasbrouck and
Gonzalo-
Granger
Granger
causality,
VECM
Gonzalo-
Granger
VECM
Hasbrouck and
Gonzalo-Granger
VECM, Granger
causality and
Gonzalo-Granger
Results
Basis Positive (close
to zero)
Positive (close
to zero)
Positive Negative
Long-term
Relationship
26 out of 33
cointegrated
(unrestricted)
15 out 24
cointegrated
(restricted)
cointegrated in most
cases
(unrestricted)
2 out of 24
cointegrated
(restricted)
18 out of 24
cointegrated
(unrestricted)
Price
Discovery
CDS leads
bond
CDS lead bond CDS lead bond Mixed results
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The differences start with the results for the CDS-bond basis. In corporate bond and
CDS market, the basis is described as the CDS spread minus the bond spread. For
sovereigns, the basis is defined as the sovereign CDS spread minus the corresponding
government bond spread. To perform a basis trade, investors have to set up a risk free
portfolio combined by a bond and its underlying CDS in order to gain if there is a
significant price difference. In the case that a negative CDS-bond basis is observed,
investors have to buy the bond and buy CDS protection. For a positive CDS-bond
basis, investors have to short the CDS and sell the underlying bond. The above two
cases are summarised in the following table.
Table 4.2 Summary of the “Basis Trade” Strategy
CDS > Bond Spread CDS < Bond Spread
“Positive Basis” “Negative Basis”
Arbitrage Strategy Sell CDS and Bond Buy CDS and Bond
Observed for Corporates before crisis and
most sovereigns
Corporates since crisis (This
chapter)
In comparison with the positive basis that were observed in studies for corporates
before crisis and most sovereigns, this chapter found a consistent negative basis for
most of the reference entities throughout the sample period which is mainly caused by
the “flight-to-quality” effects (for example, the migration of funds to safer investment
option). Since during the financial crisis, investors have cut their positions on
corporate bonds, which lead a decrease in transactions in the corporate bond market,
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and therefore drive the bond yield up. In the meantime, government bonds are chosen
as a safer investment option. Hence, the market distress lowers government bonds in
the period of the crisis as a result of the increased demand for government bonds and
thus drive bond spreads up.
The second difference lies on the results of the long-term relationship. In Table 4.1,
all papers use the cointegration test to show the long-term relationship. However, it
should be noted that Zhu (2006) have worked with a “restricted” version of
cointegration, which tests the equivalence relationship between bond and CDS
markets as predicted by theory. Others use an “unrestricted” version, which allows
any linear combination of bonds and CDSs to be stationary. I present results for both
“restricted” and “unrestricted” version of cointegration. The results show that when
adding restrictions to the cointegration, there are 2 reference entities show the
evidence of the theoretical equivalence. However, 20 (18 when swap rate is used to
proxy the risk-free rate) out of 24 reference entities are cointegrated when restrictions
have been removed.
There are a few studies show the possible explanation for the deviation from parity.
First, non-arbitrage assumption might not be hold during the financial crisis. In many
cases, it is costly or not possible to short the corporate bond, so arbitrage opportunities
can not be exploited (Blanco et al., 2005). Second, as noted by Blanco et al. (2005)
and Ammer and Cai (2011), the cheapest-to-deliver (CTD) option has significant
impact on the market price. Third, Adler and Song (2010) suggested that the reason
for the loss of parity between bond and CDS spreads might be the use of the coupon-
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paying fixed rate bond. And they argued that the parity relationship will be hold if the
underlying bond is floating rate notes priced at par. Finally, liquidity premium seems
also to be a major factor as suggested by many studies such as Chen et al. (2010),
Fontana and Scheicher (2010), Nashikkar et al. (2011) and Lin et al. (2011).
Another difference that is listed in Table 4.1 lies on the results for price discovery. For
these studies that focus on the time period before crisis, such as Blanco et al. (2005),
Zhu (2006) and Baba and Inada (2009), the results show that the CDS market leads
the bond market in price discovery. However, this chapter found the results for the
parity relationship and integration for bond and CDS markets are mixed: when
Treasury is used as the risk-free rate, the results show that 10 reference entities have
clear evidence that CDS market leads the price discovery process and 8 reference
entities shows evidence that price discovery is observed in the bond market. When use
swap rate as the risk-free rate, the results become that 11 entities suggest that CDS
leads bond and only 4 entities suggest that bond lead CDS. The rest of the entities do
not have a clear sign for the price discovery process.
4.3 Theoretical Equivalence on Pricing Credit Risk
The basic arbitrage relationship between the CDS spread and the bond spread can be
expressed as the following: first, an investor buys an investment grade bond with a
yield to maturity of ݕ. In the meantime, he buys a CDS contract for the underlying
bond. Assume that the CDS spread ݌ is an annual premium and can be expressed as a
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percentage of the notional principle of the CDS contract, then the investor’s net
income can be expressed as ݕ− ݌. According to the non-arbitrage theory, there
should be a risk-free note with rate ݎequals to the net return ݕ− ݌. If ݕ− ݌< ݎ, the
arbitrage strategy can be expressed as shorting the investment grade bond, shorting
the CDS and buying the risk-free note. If ݕ− ݌> ݎ, then the arbitrage strategy
becomes buying the investment grade bond, buying the CDS and shorting the risk-free
note. In a highly efficient market with non-arbitrage opportunity, the bond spread
ݕ− ݎshould equal to the CDS spread ݌.
The above relationship can also be theoretically affirmed. The following section
builds the theoretical hypothesis that is empirically tested in this chapter. The
theoretical equivalence relationship between the bond spread and the CDS spread is
described in Duffie’s model (1999), where the interest rate is assumed to be a constant.
In a CDS contract, the CDS buyer is required to continuously pay a regular payment
(  ) to the CDS seller before maturity if no default occurs. When default occurs, the
CDS buyer is entitled to a recovery payment from the CDS seller to cover the losses.
This payment is calculated as the difference between the face value of the CDS
contract (the face value is set to 100 to simplify the process) and the current market
value of the bond ( tM ). To simplify the procedure, I also assume that there is no
payment for the CDS buyer to receive upon default.
In the structural-form approach, if q(t) is defined as the risk neutral default
probability of an underlying asset at time t , then 
t
0
)s(q-1Q(t) is the risk neutral
survival probability at time t . Under this framework, the protection seller continues to
P a g e | 203
receive a premium  at time N21 t,,t,t  before default. On the other hand, the bond
holder receives a coupon payment ( c ) at the same frequency. Under the risk neutral
valuation principle, the CDS spread satisfies the following condition:
 



N
0 t
rt
N
1i
i
rt dt)t(q)M100(e)t(Qe ii  (4.1)
where r is the risk-free rate. In the above equation, 


N
1i
i
rt )t(Qe i represents the
present value of the premium paid by the CDS buyer. At the time of default, the CDS
buyer is entitled to a recovery payment tM100 to cover the losses. Therefore,
 

N
0 t
rt dt)t(q)M100(e i represents the present value of this recovery payment. Due to
the non-arbitrage theory, both sides of the equation should match each other to ensure
that no arbitrage exists.
Under the same principle, the current price of a par fixed bond can be expressed as
follows:



 
N
0 t
rt
N
rt
N
1i
i
rt dt)t(qMe)t(100Qec)t(Qe100P iNi (4.2)
The above function shows the method to price a defaultable bond. The first two parts
represents the total gain from the bond if no default takes place. This consists of the
total discounted coupon payment plus the discounted par value of the bond. The last
part is the discounted future market value of the bond.
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Now consider the following investment strategy. First, short a defaultable bond and
purchase a fixed rate risk-free product. We construct a portfolio which has a zero net
value. Under the no-arbitrage theory, the following function can be derived:
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Compared to Equation 4.2 the first three items of the above equation represent the
present value of shorting the fixed par defaultable bond, and the rest is the present
value of the risk-free product. Compared with Equation 4.1 and Equation 4.3 which I
used to price the CDS and bond, the following function can be derived:
rc  (4.4)
Equation 4.4 suggests that the CDS spread is equal to the bond yield spread. The
arbitrage argument rests on a number of assumptions: First, the argument assumes that
the holders are prepared to take the following investment portfolio: short the corporate
bond, buy the risk-free note and short the CDS when rc  . As par floating bonds
are rare, I assume that the interest rates are constant, however, in reality, the interest
rate moves randomly. Also, I assume that there is no counterparty risk and there are
no tax and liquidly reasons that might affect the price of the bond. All these reasons
suggest that in practice the equivalence relationship may not hold for the two markets.
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4.4 Econometric Methods
I use the same econometric methods that used in other studies such as Blanco et al.
(2005) and Zhu (2006) for the relationship between the bond spread and the CDS
spread. A detailed comparison between previous literature and this chapter can be
found in Section 4.2.4. Econometric methods such as cointegration analysis, VECM
and Granger causality test are selected to be implemented in this chapter. More
specifically, I compared the differences of the two spreads to show whether the
theoretical equivalence relation between the two credit risk measures holds during the
crisis. The cointegration approach is used to test the long-run equilibrium relationship
and the VECM model is used to show the short-term dynamics between the bond
market and the CDS market.
The cointegration test was put forward by Engle and Granger (1987). This test is used
for the purpose of obtaining the long-run relationship between two non-stationary
time series. The test can be done by the following steps: first, check the non-stationary
property for the bond spread and the CDS spread by applying the unit root test such as
ADF or PP test to assess whether these two series are stationary.
If both series are non-stationary, then, we can process to the second step to check the
residual’s non-stationary property. This step is achieved by implementing a linear
regression between the above two series and save the residuals. If the unit root
hypothesis is rejected and the residuals are stationary, then we can conclude that bond
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spreads and CDS spreads are cointegrated. The theoretical modelling framework and
the no-arbitrage theory discussed in the previous section suggest that the two spreads
hold an equilibrium relationship in the long-run. The existence of the arbitrage
opportunity can be examined by investigating the differences between these two
spreads. Therefore, if the two spreads follow I(1)27, and the difference between the
two spreads is stationary, then the equilibrium relationship is not rejected and no
arbitrage opportunity exists between the CDS and bond markets over the long-run.
After establishing the long-run relationship between the bond and CDS markets, the
Granger causality test is used to show the direction of the dynamic linkages. The
function below describes the Granger causality relationship between two financial
assets X and Y :
i
p
1i
1ii
p
1i
1iit YXcX   



 (4.5)
If a causality relationship exists between Y and X , then the value for some  are not
equal to zero; if there is no causality relationship, all  are equal to zero. Therefore,
we can define a Granger causality relationship using the following hypothesis:
0:H p21o    . The standard F- test can be used to test the hypothesis. If
the above hypothesis is rejected, then Y Granger causes X and vice versa.
However, it should be noted that the above Granger causality model is used to test
two stationary time series. When testing the Ganger causality with two cointegrated
27 “if the series must be differenced exactly k times to achieve stationarity then the series is I(k), so that a
stationary series is I(0)”(Banerjee et al., 1993, p7).
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variables, the above model should be adjusted to an error correction model. The error
correction model is a special method used in exploring the long-run relationship as
well as the short-term dynamic behaviour between two cointegrated financial time
series. The basic ECM model is
tqtqtptpttt XXYYetY     0111 (4.6)
The above function shows a linear relationship for the differences of Y on a linear
combination of Y from lag 1 to lag p, and a linear combination of X from lag 1 to
lag q. It also contains a deterministic trend and the residual term 1te . This special
regression can be done by two steps: the first step is to generate the residual term 1te .
This can be done by running a regression between Y and X , and then saving the
residuals. The second step is to run the above regression between Y and the
independent variables. In terms of the Granger causality with cointegrated time series,
Equation 4.6 suggests that X does not Granger cause Y, if 0p21    .
Besides, the discussion of the Granger causality leads naturally to the concept of the
Vector Autoregression model, since the causality relationship has two directions: X
Granger cause Y and vice versa. When the cointegration relationship holds, an
appropriate way to exam the short term dynamics between two financial variables is
to implement the Vector Error Correction Model (VECM). The VECM is also a
fundamental tool in exploring the price discovery process between the bond market
and the CDS market. In this chapter, the VECM is written in the following forms:
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∆bond୲=λଵ(CDS୲ି ଵ− β − αbond୲ି ଵ) + ෍ ωଵ୨∆CDS୲ି ୨୮
୨ୀଵ
+ ෍ γ
ଵ୨
∆bond୲ି ୨
୮
୨ୀଵ
+ε
ଵ୲
(4.7)
∆CDS୲=λଶ(CDS୲ି ଵ− β − αbond୲ି ଵ) + ෍ ωଶ୨∆CDS୲ି ୨୮
୨ୀଵ
+ ෍ γ
ଶ୨
∆bond୲ି ୨
୮
୨ୀଵ
+ε
ଶ୲
(4.8)
whereε
ଵ୲
andε
ଶ୲
are independent and identically distributed (i.i.d.). In the above
equations, both bond spreads and CDS spreads are assumed to be non-stationary and
are cointegrated with each other. Furthermore, if ߚ = 0 and α = 1 , then the two
equations constitute a vector autoregression model with an additional term of lagged
basis spreads.
Engle and Granger (1987) proposed the Granger Representation Theorem which
suggests that if two financial series are cointegrated, then a VECM can be used to
describe their relationship and there must be a causality relationship in at least one
direction. The coefficient λ
ଵ
and λ
ଶ
measure the degree of contribution to price
discovery, and suggest which particular market leads the other in price discovery and
which market follows to adjust pricing discrepancies. As described by Engle and
Granger (1987), the CDS market will adjust itself to the equilibrium level only if
λ
ଶ
< 0<0 and is statistically significant. On the other hand, the bond market will
adjust the price discrepancy to its correct level only ifλ
ଵ
> 0 and is statistically
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significant. Ifλ
ଵ
does not have the correct sign and is not statistically significant,
then the bond market will not adjust to the long-run equilibrium relationship. In this
situation, if the CDS market adjusts to the correct long-run equilibrium level, then, we
will conclude that the bond market leads the CDS market and is more important in
price discovery. In the case that both are significant and have the correct sign, then
both markets contribute to price discovery. In such cases, if the absolute value ofλ
ଵ
is large thanλ
ଶ
, then it suggests that the bond market adjusts faster than the CDS
market. In other words, the CDS market leads the bond market, and vice versa.
4.5 Data Description
This chapter investigates the dynamics relationship between CDS and bond markets
during the subprime financial crisis. Therefore, we need a data sample that contains
both the CDS spread and the bond spread on the same entity that have the same
maturity. The bond data used in this chapter is the five-year corporate bond spread
which is calculated as the difference between the five-year corporate bond yield and
the benchmark risk-free rate. The time series CDS spread and the bond yield data is
obtained directly from DataStream. However, there is no bond that has exactly the
same maturity of five years as the CDS spread for any observation date. Therefore, I
construct a synthetic five-year bond yield, by interpolating the yield of a bond with
lower maturity and the yield of a bond with higher maturity. The use of the five-year
CDS spread is similar to many studies such as Blanco et al. (2005), Zhu (2006),
Coudert and Gex (2011), since “it is the most traded maturity for CDSs” (Coudert and
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Gex, 2011, p8) and “is by far the most liquidity maturity in the CDS market” (Blanco
et al., 2005, p2260). The selection of the reference entity has to pass a list of
constraints, which will be described in the following section. Each reference entity
must have both bond and the underlying CDS data available. After the filtration, I am
able to obtain 24 pairs of CDSs and bonds of the same maturity. The data sample are
weekly and from January 2007 to December 2008.
The five-year corporate CDS spread is provided by DataStream. The CDS data in
DataStream comes from CMA (Credit Market Analysis), and the history of available
data goes back to 1st January 2004. "CMA receives CDS spreads from a range of
market contributors. These contributors consist of both buy and sell side institutions
active in the fixed income markets such as asset managers, hedge funds and banks.
These active market participants provide CMA with both real-time and delayed prices
of executed trades, firm or indicative bid/offers on a specific entities (e.g. company or
emerging market), tenors, seniorities (ranking of the debt receiving moneys in case of
default) and restructuring types (definition of what constitutes a default, ISDA
agreement types). To ensure the highest level of accuracy, CMA checks these prices
against previous quotes and validates those using related securities and news. For less
liquid entities where market activity is infrequent, CMA calculates the fair CDS
spread using a proprietary issuer/sector curve model that derives an appropriate curve
using known liquid CDS spreads, bond spreads and ratings data" (Thomson Reuters).
Both the CDS spread and the bond spread is measured by the basis point. CDS data
used in this study is the mid rate (spread), which corresponds to the average of ‘CDS
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premium bid’ and ‘CDS premium offered’. Besides, senior CDS spreads are used
since senior offers better data coverage than subordinated. 28
4.5.1 Corporate Bond Yields Data
As mentioned earlier, there is no bond that has the same maturity of five years as the
CDS spread. Therefore, I use the interpolation method to construct a synthetic five-
year bond yield. The five-year bond spread is then calculated as the difference of the
synthetic five-year bond yield and the benchmark risk-free rate. Before filtration, the
bond used in this chapter must have the following properties:
 Bonds should be dollar-denominated and SEC-registered dollar-denominated, this
could enable us to avoid the currency exchange problems and potential issues
caused by particular economic circumstances existing between countries;
 They must not include any option characteristics such as being puttable, callable
or convertible;
 They must not have any specific features such as being subordinate or structured;
 They must be fixed coupon bonds and must not have any special features such as
having floating-rate notes or sinking fund provisions;
 Larger issues always have priority.
28 These are the datatypes available for CDS provided to Datastream by CMA: SM Mid Rate: This shows the mid
rate spread between the entity and the relevant benchmark curve. The rate is expressed in basis points. This is the
default datatype. SB Bid Rate: This shows the bid rate spread between the entity and the relevant benchmark curve.
The rate is expressed in basis points. SR Offer Rate: This shows the offer rate spread between the entity and the
relevant benchmark curve. The rate is expressed in basis points. VV Observed/Derived Indicator: This shows the
type of price used in calculating the bid and offer rate. The score is expressed numerical as 1 or 2. 1 is the
numerical value for an observed market spread and 2 is for a derived spread.
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After imposing the above restrictions, I use a similar algorithm that described in Hull
et al. (2004), Longstaff (2005), Blanco et al. (2005) and Zhu (2006) to identify and
select candidate bonds for each reference entity. The five-year generic reference bond
is constructed as follows.
 For each reference entity, I select two bonds that have passed the above
restrictions, while ensuring that the selected bonds must also have the underlying
five-year CDS spread data available from the DataStream database.
 The selected bonds must meet the following conditions: One of the bonds should
have a maturity shorter than five years counted from the first observation. In this
chapter, the lower limit range is from 1st January 2010 to 31th December 2011.
 The other bond should have a maturity longer than five years as counted from the
last observation. In this chapter, the upper limit range is from 1st January 2014 to
31th December 2015.
 In the event that more than two bonds are in the selection range, the bond which
has a closer maturity to the mid-point of my sample will be chosen.
 If there is no bond that passes the above selection process, however, there is a
reference bond whose remaining maturity is between 3.5 years and 5.5 years, then,
the yield of this bond will be used as an alternative choice to proxy the five-year
bond yield.

The DataStream database provides a good source of bonds and credit default swaps
data. Therefore, after imposing all the restricted conditions, I am able to obtain 24
reference entities that have both the bond and the underlying CDS data available.
Table 4.3 summarises the basic information of the 24 reference entities including the
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full name and the industrial sector (financial or corporate) for each entity. Among
them, 13 are financial institutions and the remaining 11 reference entities are large
corporations.
Table 4.3 List of the Reference Entities
This table lists the reference entities in my sample, together with some basic
descriptive information.
Firm Name Sector
AMERICAN INTERNATIONAL AMERICAN INTERNATIONAL GROUP INCORPORATED Financial
BANK OF AMERICA BANK OF AMERICA CORPORATION Financial
BERKSHIRE HATHAWAY BERKSHIRE HATHAWAY FINANCE CORPORATION Financial
BOEING BOEING CAPITAL CORPORATION Financial
CARDINAL HEALTH CARDINAL HEALTH INCORPORATED Corporate
CITIGROUP CITIGROUP INCORPORATED Financial
CVS CVS CAREMARK CORPORATION Corporate
DUPONT DUPONT (EI) DE NEMOURS AND COMPANY Corporate
GOLDMAN SACHS GOLDMAN SACHS GROUP INCORPORATED Financial
JOHNSON CONTROLS JOHNSON CONTROLS INCORPORATED Corporate
JPMORGAN JPMORGAN CHASE and COMPANY Financial
KROGER KROGER COMPANY Corporate
LOWE'S LOWE'S COMPANIES INCORPORATED Corporate
MERRILL LYNCH MERRILL LYNCH and COMPANY INCORPORATED Financial
MORGAN STANLEY MORGAN STANLEY Financial
PRUDENTIAL PRUDENTIAL FINANCIAL INCORPORATED Financial
SAFEWAY SAFEWAY INCORPORATED Corporate
SUNOCO SUNOCO INCORPORATED Corporate
UNITED TECHNOLOGIES UNITED TECHNOLOGIES CORPORATION Corporate
VALERO ENERGY VALERO ENERGY CORPORATION Corporate
WACHOVIA WACHOVIA CORPORATION Financial
WALT DISNEY WALT DISNEY COMPANY Corporate
WELLPOINT WELLPOINT INCORPORATED Financial
WELLS FARGO WELLS FARGO and COMPANY Financial
After the selection of two bond yields for each reference entities, the daily yield has
been downloaded from DataStream. I then applied the linear interpolation method to
generate the five-year bond yield curve. The linear interpolated yield is generated by:
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where 1Y and 2Y are the yields of the two selected bonds, one has a lower maturity,
and the other has a higher maturity. 1T and 2T are the maturities of the two bonds. 3T
is the maturity of the five-year bond, if one year has 52 weeks, then this is equal to
260.
4.5.2 Benchmark Yields Data
The five-year bond spread is calculated as the difference between the yield of the five-
year synthetic bond and the benchmark risk-free rate. The most widely used risk-free
rate is the Treasury rate issued by the US government. Given the particular nature of
US Treasury that it is backed by the US government, it is considered by most
investors as the safest investment option. In this chapter, I use US government bonds
(Treasuries) with a constant maturity of five years as the benchmark risk-free rate.
The main reason to use Treasury rate as the risk-free rate is that it is issued and
secured by the US government, and can therefore be considered as free from default.
However, the Treasury yield can still be affected by many factors such as taxation,
liquidity and regulation. Feldhütter and Lando (2008) found that the swap rate is
better than the Treasury to proxy the risk-free interest rate. Therefore, in this chapter,
the five-year swap rate has also been used as an alternative benchmark risk-free rate
to generate the bond spread. The five-year Treasury rate and the five-year swap rate
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can be obtained from DataStream. However, there are some missing variables in the
sample period for the swap rate, where this is the case, linear interpolation method has
been used to fill in these missing variables.
4.5.3 Summary Statistics
As discussed in the above section, I use two different benchmark risk-free rates to
generate the bond spread. The calculation of the bond spread can be expressed as:
Treasury
ttTreasury YYS  (4.10)
Swap
ttSwap YYS  (4.11)
where TreasuryS is the bond spread over Treasury, SwapS is the bond spread over swap
rate and tY is the synthetic bond yield of the reference entity. I also denote the
benchmark Treasury rate and the swap rate as TreasurytY and
Swap
tY .
Table 4.4 summarises the basic statistical information for the bond yield and the CDS
spread, and Table 4.5 summarises the basic statistical information for the two different
bond spreads. All spreads are measured in basis points. It can be found that for most
reference entities, the two spreads have large kurtosis and positive skewness.
Therefore, the distribution of the credit spread is skewed to the right and has thick
tails. Besides, the means and volatilities of the bond spread are larger than the means
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and volatilities of the CDS spread, suggesting that these reference bonds have lower
credit risk than the underlying credit default swap. Comparing the two different
measures of the bond spread, the bond spread over swap has a relatively lower means
and volatility compare to the bond spread over Treasury, and is more close to the
means and volatility of the underlying CDS spread. This confirms the finding of
Feldhütter and Lando (2008) that the swap rate is better than Treasury to proxy the
risk-free interest rate.
Figure 4.1 shows the linear plot of the bond spread over swap and the CDS spread for
the 24 reference entities. CDS spreads and bond spreads are shown to be linked during
the sample period for most reference entities. Both bond spreads and CDS spreads
show strong co-movement in 2007, which may indicate an equilibrium relationship
between the two spreads. In late 2008, both spreads increased dramatically and
fluctuated widely, this is consistent with the general economic condition that default
risk increases for most reference entities during the crisis. Overall, the bond spread
increases faster than the CDS spread since July 2008, and the two spreads seem to be
deviated from parity for most of the reference entities in late 2008.
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Figure 4.1 CDS Spreads and Bond Credit Spreads over Swap for
24 Reference Entities
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Table 4.4 Summary Statistics – Bond Yields and CDS Spreads
Bond Yields CDS spreads
Firm Mean Std.Dev Max Median Min Skewness Kurtosis Mean Std.Dev Max Median Min Skewness Kurtosis
AMERICAN INTERNATIONAL 7.48 5.31 27.23 5.36 4.58 2.45 7.9 273.6 496.34 2460.7 86.1 9.3 2.86 10.79
BANK OF AMERICA 5.36 0.86 8 5.36 3.66 0.78 4.16 69.8 52.63 200.8 62.5 8.6 0.57 2.35
BERKSHIRE HATHAWAY 4.93 0.26 5.4 4.93 4.33 -0.29 2.21 76.13 96.49 380.6 32.6 6.5 1.94 6.01
BOEING 5.43 0.55 6.49 5.45 4.16 -0.39 2.4 60.92 77.98 326.3 28.2 6 1.89 5.84
CARDINAL HEALTH 5.66 0.85 8.7 5.49 4.46 1.89 6.37 46.03 22.21 132.3 37.5 9.8 1.12 4.1
CITIGROUP 5.78 1.06 10.06 5.4 4.46 2 6.74 96.59 82.51 354.2 82.2 7.1 0.8 2.94
CVS 5.52 0.72 8.53 5.38 4.4 1.89 7.21 51.92 31.07 159 50.2 15.4 1.34 4.96
DUPONT 5 0.53 6.46 5.04 3.7 0.04 3.01 41.29 36.61 211.9 27.8 9.1 2.43 9.63
GOLDMAN SACHS 5.81 1.2 10.6 5.46 4.35 1.88 5.99 117.8 106.13 475.8 85.2 21.2 1.49 4.42
JOHNSON CONTROLS 5.68 1.39 11.58 5.33 4.26 2.82 10.77 102.24 131.17 566 40.8 19.3 2.26 7.39
JPMORGAN 5.38 0.48 6.9 5.36 4.42 0.68 3.96 68.35 45.09 192.5 64.2 14 0.54 2.44
KROGER 5.7 0.69 7.88 5.59 4.52 1.49 5.3 57.73 22.55 135 52.5 28.5 1.24 4.39
LOWE'S 5.12 0.67 7.37 5.15 3.64 0.66 4.64 60.3 42.56 180.8 54.5 10.7 0.82 2.83
MERRILL LYNCH 6.18 1.03 9.69 5.71 5.16 1.36 4 144.35 105.41 440 141.2 16.5 0.59 2.58
MORGAN STANLEY 6.56 2.37 15.64 5.63 4.75 2.15 6.44 170.71 194.37 1082.6 111.6 23 2.58 11.08
PRUDENTIAL 5.95 1.7 12.49 5.4 4.51 2.31 7.29 180.14 273.68 1248.3 71.5 10.2 2.27 7.31
SAFEWAY 5.55 0.61 7.73 5.54 4.16 1.13 5.54 57.36 25.24 149.2 49.5 27.7 1.35 4.55
SUNOCO 5.76 0.96 8.42 5.66 4.05 1.37 4.82 125.98 110.36 473.8 68.5 30.5 1.33 4.1
UNITED TECHNOLOGIES 4.83 0.57 6.04 4.94 3.61 -0.08 2.04 40.51 31.56 150 30.4 10 1.76 6.21
VALERO ENERGY 5.37 0.88 8.41 5.16 4.2 1.9 6.17 99.88 83.97 347 69.3 20.6 1.34 4.19
WACHOVIA 6.27 1.81 14.36 5.46 4.86 2.2 8.1 118.4 110.65 596.7 106.2 11 1.42 5.76
WALT DISNEY 4.97 0.61 6.57 4.95 3.82 0.22 2.43 36.76 26.42 131.8 30.6 8.2 1.5 5.46
WELLPOINT 5.77 0.85 9.64 5.57 4.63 2.12 7.95 96.46 94.08 400 56 8 1.58 4.97
WELLS FARGO 5.99 1.74 13.04 5.38 4.23 2.07 7.23 65.7 49.33 190.4 62.5 6.4 0.43 2.1
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Table 4.5 Summary Statistics - Bond Spreads
Bond Spreads over Treasury Bond Spreads over Swap
Firm Mean Std.Dev Max Median Min Skewness Kurtosis Mean Std.Dev Max Median Min Skewness Kurtosis
AMERICAN INTERNATIONAL 386.79 583.29 2446.43 161.81 52.88 2.23 6.85 312.54 570.49 2351.43 84.19 -2.95 2.27 6.98
BANK OF AMERICA 174.9 134.1 523.03 132.07 63.53 1.57 4.16 100.64 120.8 428.03 50.66 4.33 1.79 4.76
BERKSHIRE HATHAWAY 131.8 79.32 359.93 127.07 30.99 0.86 3.53 57.54 65.47 295.59 38.67 -25.15 1.54 5.87
BOEING 181.79 75.01 377.41 144.95 110.51 1.47 4.38 107.53 63.41 315.59 85.45 43.5 1.94 5.94
CARDINAL HEALTH 205.12 146.57 646.84 173.19 78.44 1.63 4.91 130.86 133.54 554.84 92.36 23.67 1.93 5.78
CITIGROUP 216.75 173.28 728.99 180.93 49.86 1.2 3.58 142.49 157.2 633.99 100.27 1.26 1.38 3.97
CVS 190.63 128.03 581.67 181.24 68.93 1.56 4.69 116.37 114.62 467.67 94.76 23.12 1.9 5.5
DUPONT 138.81 90.02 397.89 131.65 51.11 1.54 4.62 64.55 77.52 306.89 41.01 0.17 2 5.89
GOLDMAN SACHS 219.37 180.79 782.98 165.57 56.09 1.57 4.41 145.11 166.62 687.98 85.5 11.05 1.77 4.94
JOHNSON CONTROLS 206.43 198.24 984.71 187.16 74.86 2.64 9.72 132.17 189.48 893.71 96.16 14.73 2.91 11.01
JPMORGAN 176.47 106.76 436.79 159.72 54.31 0.85 2.84 102.21 90.31 344.79 80.06 9.31 1.18 3.52
KROGER 208.75 127.71 557.31 185.32 86.27 1.5 4.38 134.49 114.52 465.31 104.53 42.08 1.82 5.28
LOWE'S 150.64 102.74 458.41 135.82 62.32 1.78 5.23 76.38 90.65 356.41 47.33 8.46 2.16 6.24
MERRILL LYNCH 256.25 177.29 692.23 233.4 57.25 0.65 2.4 181.99 159.33 597.23 151.27 7.53 0.77 2.59
MORGAN STANLEY 294.3 298.19 1286.57 192.89 72.16 1.8 5.02 220.05 284.79 1191.57 113.12 14.9 1.9 5.29
PRUDENTIAL 234.22 234.41 1077.71 173.25 59.08 2.05 6.43 159.96 222.77 986.71 94.91 9.3 2.24 7.16
SAFEWAY 193.82 117.33 550.3 161.35 81.57 1.6 5.1 119.56 104.71 457.71 83 20.61 2.01 6.37
SUNOCO 215.21 150.32 672.47 170.5 98.41 1.81 5.39 140.95 138.99 605.7 87.85 39.36 2.09 6.37
UNITED TECHNOLOGIES 121.58 78 350.34 102.42 47.68 1.79 5.35 47.32 67.9 280.98 22.88 -9.75 2.22 6.73
VALERO ENERGY 175.42 151.8 589.34 147.07 25.62 1.58 4.72 101.17 138.68 529.34 61.54 -28.38 1.87 5.62
WACHOVIA 265.36 242.82 1166.09 200.24 57.59 1.52 4.85 191.1 226.67 1045.09 123.77 5.29 1.63 5.14
WALT DISNEY 135.32 87.26 375.39 115.53 63.93 1.81 5.15 61.06 76.35 276.77 31.52 -4.9 2.13 6.02
WELLPOINT 215.95 155.74 740.03 193.13 60.65 1.46 4.93 141.7 142.24 649.03 114.1 14.48 1.81 6.09
WELLS FARGO 237.6 229.47 1059.2 152.1 58.17 1.67 4.97 163.35 214.47 941.2 77.3 1.17 1.78 5.24
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4.6 Linkages between the CDS Market and the
Bond Market
4.6.1 The CDS-Bond Basis
This section studies the behaviour of the CDS-bond basis for the 24 reference entities
that listed in Table 4.3. Since the non-arbitrage assumption is an important concept in
the pricing of the financial instruments, it is worth to examine to what extend the
theoretical equivalence relationship between the bond spread and the underlying CDS
spread have held in the recent financial crisis. The investigation would particularly be
interested to investors and traders, since whenever the different between the CDS and
bond spread is significant, no matter it is positive or negative, it is profitable to
implement an arbitrage trading, by buying (selling) the credit risk in the CDS market
and selling (buying) the credit risk in the bond market.
Figure 4.1 demonstrates a direct description of the relationship between the CDS
spread and the bond spread over swap. I found that the two spreads have common
trends for most reference entities. However, the price discrepancies were increasing
with the increase of both spreads in late 2008 for most reference entities. The speed of
the increase is different for the bond spread and the CDS spread as well. For some
reference entities, such as American International and Boeing, a clear comovement
through the entire sample period can be observed. For other entities such as Berkshire
Hathaway and Prudential, the CDS spread seems to be higher the bond spread. For the
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rest entities, bond spreads were higher than CDS spreads especially in late 2008. The
mixed findings on the comovement relationship lead to a further testing on the basis
for each individual reference entity and the average basis spread, which will give us a
clearer idea on the price discrepancies between the two markets. The following
equations define two basis spreads which are calculated by two different benchmark
risk-free rates.
)( Tt
bond
t
CDS
t
bond
T
CDS
t
T
t YYSSSBasis  (4.12)
)( Swapt
bond
t
CDS
t
bond
Swap
CDS
t
Swap
t YYSSSBasis  (4.13)
where CDStS is the five-year credit default swap spread,
bond
TS is the five-year bond
spread over Treasury, bondSwapS is the five-year bond spread over swap, bondtY is the five-
year reference bond yield, TtY is the five-year Treasury rate and
Swap
tY is the five-year
swap rate.
Figure 4.2 Average Basis and Average Absolute Basis across 24
Reference Entities
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Average Absolute Basis
Table 4.6 shows the average weekly basis spread and the average absolute weekly
basis spread for the year 2007 and 2008 for each reference entity. The average weekly
basis spread is calculated as the historical mean of weekly basis spreads for each
reference entity. Compare to the basis spread, the absolute basis spread provides
information on volatility of the price discrepancy. The time series curves of the
average basis spread and average absolute basis spread across 24 reference entities are
also provided in Figure 4.2, which is calculated as the average of the basis spread for
24 reference entities on each sample date. As shown in Figure 4.2, the mean average
absolute basis raised simultaneously for both swap and Treasury, indicating an
increase in price discrepancies between the two markets. The absolute basis over swap
is lower than the absolute basis over Treasury and is much closer to 0, indicating that
there are less price discrepancies while using swap rate. This might suggest that the
swap rate performs better than the Treasury rate to proxy the risk-free rate.
Table 4.6 shows that the average basis spread is persistently negative during the
financial crisis when the Treasury rate is used as the benchmark risk-free rate. This
0
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finding is somehow different from other studies on the corporate CDS market, such as
Blanco et al (2005), Zhu (2006) and Baba and Inada (2009), where a positive basis
spread is found for the bond and CDS markets for the non-crisis period. When swap
rate is used to proxy the risk-free rate, the price discrepancies (measured by the basis
spread) become smaller. Especially for 2007, the average basis spread over swap rate
for most reference entities are closer to zero. For example, the average basis spread
over swap and its absolute value for the two markets are only -7.19 and 15.45 for
2007. While the two spreads are -64.92 and 65.76 when using Treasury as the
benchmark rate. This again confirms that the benchmark risk-free rate is better proxies
by the swap rate. The failure of the Treasury as the benchmark risk-free rate may be
caused by the special tax status of Treasuries. Since in the US, tax is deduced from the
bond yields while Treasuries are tax free.
Compare the two average basis spread in 2007 and 2008 for each reference entity, I
found that the average basis spread is stronger and more negative for 2008, except for
Berkshire Hathaway and Prudential, where a positive average basis spread is found.
This indicates that CDS and bond spreads deviated from the theoretical equivalence
relationship during the crisis. The persistent negative basis found in this chapter has
great implications to investors and traders, since they believe that the price
discrepancies are risk-free and the arbitrage opportunity will be short-lived. The
average absolute basis spread is much stronger in 2008. For example, the average
absolute basis over Treasury is 65.76 in 2007, while the same basis jumped to 162.06
in 2008. This indicates a lager price discrepancy in 2008 and greater potential gains
from the basis trade.
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The large negative CDS-bond basis which prevailed for such a long period might be
caused by several reasons. First, it might be caused by the “flight-to-quality” effects.
The flight-to-quality effect refers to a financial phenomenon that the migration of
funds to a safer investment option. Since the deterioration of the corporate bond
market during the subprime crisis, bond holders have to cut their positions. This is
either because of the high risk of default on certain bonds or the illiquidity of the bond
price. According to the basic laws of supply and demand, the bond yield will go up as
a result of the decreased demand. In the meantime, government bonds such as US
Treasuries are considered to be a safer investment option. With the purchase of the
government bond instead of the corporate bond, the corporate bond spread eventually
goes up.
The second reason that causes the negative basis may lie on the trading of the credit
default swap. When a negative basis trade takes place, investors have to buy the bond
and buy CDS protection for the underlying bond. However, investors who purchase a
CDS contract are potentially exposed to counterparty risk. Since the CDS premium
will only be honored if the CDS seller is solvent, there is risk that the actual premium
will not be honored as CDS dealers have become very risky during the crisis. In fact,
the CDS seller might lower the CDS premium with respect to the actual default risk.
Since the negative basis is observed for a very long period and across different
reference entities, this can not be considered as a short-lived arbitrage opportunity.
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Compare to the average basis spread of 2007, the basis spread in 2008 is even more
negative. The more negative basis maybe caused by the herding behavior as the crisis
grew in public awareness and force investors and traders to deleverage and close
positions. Chiang et al. (2007) described herding as the simultaneous investment
behaviours across markets. Since in an illiquid bond market, increased supply will put
pressure on bond prices, therefore increase the bond yield, and the bond spread might
become larger than what implied by the actual default risk. However, in a well
functioning market with easy access to capital information, this effect is considered to
be temporary as arbitrage behavior will soon drive CDS spreads and bond spread to
parity.
The negative basis has significant implications to investors and traders, since
whenever the difference between CDS spreads and bond spreads is sufficient large, it
is profitable to implement a basis trade by buying or selling the credit risk from the
bond market and selling or buying the credit risk from the derivatives market. Based
on the fact that the basis spread is sufficient large and persistent negative during the
crisis period, it is profitable to implement a negative basis trade. The negative basis
trade that described in Section 4.3 suggests that the arbitrage strategy should be
buying a risk-free note, shorting the five-year bond and shorting the five-year credit
default swap. Since the synthetic bond yield is constructed by the yield of a bond with
time to maturity less than five years and the yield of a bond with time to maturity
more than five years, then the arbitrage trade in this case becomes buying a risk-free
note, shorting both bonds (with higher and lower maturities) and shorting the five-
year credit default swap. The weight of each bond in the portfolio should be as
follows:
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ܻ = య்ି భ்
మ்ି భ்
ଶܻ + మ்ି య்
మ்ି భ்
ଵܻ (4.14)
where ܻ is the five-year synthetic bond yield, 1Y and 2Y are the yields of the two
selected bonds, one has a lower maturity, and the other has a higher maturity. 1T and
2T are the maturities of the two bonds. 3T is the maturity of the five-year bond.
In a well-functioning market, the above arbitrage behaviour is believed to force the
CDS spread equals the bond spread and push the basis spread back to zero. However,
during the most turbulent period of the financial crisis from 2008 onwards, the basis is
becoming more negative. The results are very suggestive to the role of limits to
arbitrage. Since the flight to quality has driven CDS spreads and bond spreads apart,
investors and traders were having difficulties to judge a sizable arbitrage opportunity.
Besides, arbitrage traders declined sharply due to risk aversion and the bankruptcies
of several major financial intuitions such as Lehman. Therefore, the financial crisis
has had an adverse impact on both the CDS market and the bond market. Similar
evidence of limits of arbitrage is also reported in Fontana and Scheicher (2010) and
Bai and Collin-Dufresne (2012) for the basis between sovereign CDS spreads and the
underlying bond spread.
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Table 4.6 Price Discrepancies between the CDS Market and the
Bond Market
Treasury Rate Swap Rate
Average Basis Average Absolute Basis Average Basis Average Absolute Basis
Firms 2007 2008 2007 2008 2007 2008 2007 2008
AMERICAN INTERNATIONAL -54.24 -173.28 54.24 183.05 4.33 -83.03 12.78 147.27
BANK OF AMERICA -63.45 -147.55 63.45 147.96 -4.89 -57.3 14.4 82.78
BERKSHIRE HATHAWAY -54.6 -56.77 54.6 72.72 3.97 33.48 11.08 52.46
BOEING -117.92 -123.86 117.92 123.86 -59.35 -33.61 59.35 45.45
CARDINAL HEALTH -76.02 -243.77 76.02 243.77 -17.45 -153.52 18.66 153.52
CITIGROUP -60.2 -181.27 60.2 181.27 -1.63 -91.02 9.61 99.95
CVS -75.28 -203.36 75.28 203.36 -16.71 -113.11 17 113.11
DUPONT -40.97 -134.92 60.82 134.92 -2.26 -44.67 9.57 52.61
GOLDMAN SACHS -56.02 -147.99 56.02 147.99 2.55 -57.74 10.85 74.66
JOHNSON CONTROLS -73.66 -135.31 73.66 135.31 -15.09 -45.06 16.2 65.74
JPMORGAN -62.21 -154.9 62.21 154.9 -3.64 -64.65 9.59 67.81
KROGER -77.66 -225.79 77.66 225.79 -19.1 -135.54 19.24 135.54
LOWE'S -61.17 -120.07 61.17 120.26 -2.6 -29.82 9.07 59.21
MERRILL LYNCH -52.55 -172.4 52.55 172.4 6.02 -82.15 13.29 95.21
MORGAN STANLEY -60.18 -188.22 60.18 192.65 -1.62 -97.97 15.27 128
PRUDENTIAL -64.25 -43.71 64.25 108.58 -5.69 46.54 9.09 81.42
SAFEWAY -73.55 -200.59 73.55 200.59 -14.98 -110.34 19.15 110.86
SUNOCO -74.17 -104.58 74.17 104.82 -15.61 -14.33 16.56 63.79
UNITED TECHNOLOGIES -57.62 -104.97 57.62 104.97 0.95 -14.72 7.49 47.15
VALERO ENERGY -35.29 -116.58 35.44 116.58 23.28 -26.33 23.8 57.43
WACHOVIA -62.52 -233.02 62.52 234.86 -3.96 -142.77 8.93 165.18
WALT DISNEY -63.89 -133.89 63.89 133.89 -5.33 -43.64 11.2 55.59
WELLPOINT -72.72 -167.17 72.72 167.17 -14.16 -76.92 14.46 81.28
WELLS FARGO -68.06 -277.75 68.06 277.75 -9.49 -187.5 14.13 193.02
Price Discrepancies -64.92 -157.99 65.76 162.06 -7.19 -67.74 15.45 92.88
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4.6.2 Long-term Relationship between the Bond Market
and the CDS Market
Section 4.6.1 discussed the price discrepancies between corporate CDS spreads and
bond spreads. I explained the causes of the persistent negative basis and the effect of
the financial crisis. As suggested by the CDS-bond basis, the CDS spread and the
bond spread deviated from the theoretical equivalence relationship since the onset of
the crisis. In the following section, I will use the cointegration test to find out whether
a consistent long-run relationship exists between the bond spread and the CDS spread.
The cointegration method and the error correction model have been used widely to
explore the lead-lag relationship between two financial markets. In this chapter, I use
both the unrestricted cointegration model in Blanco et al. (2005) and Baba and Inada
(2009), and the restricted version described in Zhu (2006) to explore the long-run
relationship between the bond market and the CDS market. As discussed in Section
4.3, the bond spread and the CDS spread should have an equivalence relationship as
described in Equation 4.4. In the bivariate case, if the two spreads are cointegrated in
the long-run, we can write the cointegration relationship as:
c୲= α୧p୧୲+ β୧+ ε୲ (4.15)
where α୧ is the cointegration parameter and β୧ is the intercept. In addition, ε୲
represents the residual term from the regression model of ܿon ݌. In the case that the
bond spread ܿequals to the CDS spread ݌, the cointegration parameter α୧should close
to 1 and the residual term ε୲ should be collinear to the basis spread as defined in
Equation 4.12 and 4.13.
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I start the investigation of the long-run relationship with a general cointegration
framework by first testing the stationary property of the two spreads. If both ݌ and c
are non-stationary and the residuals from the regression model of c on ݌ are stationary,
then c and ݌ are said to be cointegrated. The above cointegration test is recognised as
the Engle-Granger test. In this chapter, I use the ADF (Augmented Dickey–Fuller)
test and the PP (Phillips-Perron) test without a trend to check the residuals. If the
value of the test statistics exceeds the critical value, the null hypothesis that it has a
unit root cannot be rejected. Then the series contains a unit root and are said to be
non-stationary. To achieve this, first, I denote c୲ as the bond spread, and test its
stationary properties. Then, I test the stationary properties for its first-order
differences. In most cases, taking the first order difference will help to generate a
stationary series. In the meantime, a same test for the stationary property will be
applied to the first difference of the CDS spread. The test results show that both the
bond spread and the CDS spread are non-stationary, but their first order differences
are stationary as listed in Table 4.7.
Furthermore, I adopted both the restricted setting in Zhu (2006) and the unrestricted
setting in Blanco et al. (2005) and Baba and Inada (2009) to test the cointegration
relationship. In Zhu (2006)’s model, α୧ is restricted to 1 and β୧ is restricted to 0.
Therefore, the residuals from the regression model are collinear to the basis spread. If
the basis spread is stationary, then CDS spreads and bond spreads are cointegrated in
the same way as suggested by theoretical models.
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Table 4.7 provides results for both the restricted and the normal cointegration test.
Results for the 24 reference entities are presented. The significant level is set to 5%
and the Schwarz information criterion (SIC) is used to determine the lag length. The
result shows that when a restricted version is used, only the CDS spread for American
International Group (AIG) and Boeing are cointegrated with the bond spread,
suggesting that for these names, the CDS spread equals the bond spread over the long-
run. This result is different from Zhu (2006), where 14 (12 if the Treasury rate is used)
are cointegrated under the restriction that α୧= 1 and β୧= 0. This is largely due to the
different sample period used in the analysis: 1999 - 2002 in Zhu (2006) and 2007-
2008 in this chapter. Therefore, our finding suggests that the theoretical equivalence
relationship does not hold during the financial crisis for most reference entities.
Furthermore, Blanco et al. (2005) argued that the restriction on β୧should not be set to
0, since the use of swap rate or Treasury rate to proxy the risk-free rate is imperfect.
This might be another reason that only 2 names are found have a stationary basis over
the long run.
However, when use an unrestricted version, which allows any linear combination of
bond spread and CDS spread to be stationary, there are 20 (if the Treasury rate is used)
reference entities fit into the category of a cointegration relationship. Moreover, 18
reference entities (if swap rate is used) hold a cointegration relationship. Overall, the
cointegration test provide some evidence that the two spreads have the same trend,
meaning that there are no arbitrage opportunity over the long run. The additional test
also provides support for the parity relation as an equilibrium relation.
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The derivation from the theoretical equivalence relationship between CDS spreads
and bond spreads as suggested by the restricted version of cointegration relation might
be caused by the following reasons: first, non-arbitrage assumption might not be hold
during the financial crisis. In many cases, it is costly or not possible to short the
corporate bond, so arbitrage opportunities can not be exploited (Blanco et al., 2005).
Second, there are drawbacks when use the restriction that α୧= 1 and β୧= 0, since the
use of swap rate or Treasury rate to proxy the risk-free rate might be imperfect.
Blanco et al. (2005) found that the two spreads appear to price risk equally over the
long-run, at least up to a constant that possibly reflects mismeasurement of the risk-
free rate. Third, as noted by Blanco et al. (2005) and Ammer and Cai (2011), the
cheapest-to-deliver (CTD) option has some effect on the market price. Forth, Adler
and Song (2010) suggested that the reason for the loss of parity between CDSs and
bonds might be the use of the coupon-paying fixed rate bond. And they argued that
the parity relationship will be hold if the underlying bond is floating rate notes priced
at par. Finally, liquidity premium is also a major factor as suggested by many studies
such as Chen et al. (2010), Fontana and Scheicher (2010), Nashikkar et al. (2011) and
Lin et al. (2011).
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Table 4.7 Long-term Relationship of the Credit Spread between Bond Market and CDS Market
Treasury Swap
Firm CDS Credit Spread Basis Residual Cointegration When α୧= 1 and β୧= 0 CDS Credit Spread Basis Residual Cointegration When α୧= 1 and β୧= 0
AMERICAN INTERNATIONAL I(1) I(1) I(0) I(0) Yes Yes I(1) I(1) I(0) I(0) Yes Yes
BANK OF AMERICA I(1) I(1) I(1) I(1) No No I(1) I(1) I(1) I(1) No No
BERKSHIRE HATHAWAY I(1) I(1) I(1) I(1) No No I(1) I(1) I(1) I(0) Yes No
BOEING I(1) I(1) I(0) I(0) Yes Yes I(1) I(1) I(0) I(0) Yes Yes
CARDINAL HEALTH I(1) I(1) I(1) I(0) Yes No I(1) I(1) I(1) I(0) Yes No
CITIGROUP I(1) I(1) I(1) I(0) Yes No I(1) I(1) I(1) I(0) Yes No
CVS I(1) I(1) I(1) I(0) Yes No I(1) I(1) I(1) I(0) Yes No
DUPONT I(1) I(1) I(1) I(0) Yes No I(1) I(1) I(1) I(0) Yes No
GOLDMAN SACHS I(1) I(1) I(1) I(0) Yes No I(1) I(1) I(1) I(0) Yes No
JOHNSON CONTROLS I(1) I(1) I(1) I(0) Yes No I(1) I(1) I(1) I(0) Yes No
JPMORGAN I(1) I(1) I(1) I(0) Yes No I(1) I(1) I(1) I(0) Yes No
KROGER I(1) I(1) I(1) I(0) Yes No I(1) I(1) I(1) I(0) Yes No
LOWE'S I(1) I(1) I(1) I(1) No No I(1) I(1) I(1) I(1) No No
MERRILL LYNCH I(1) I(1) I(1) I(0) Yes No I(1) I(1) I(1) I(0) Yes No
MORGAN STANLEY I(1) I(1) I(1) I(0) Yes No I(1) I(1) I(1) I(0) Yes No
PRUDENTIAL I(1) I(1) I(1) I(1) No No I(1) I(1) I(1) I(1) No No
SAFEWAY I(1) I(1) I(1) I(0) Yes No I(1) I(1) I(1) I(0) Yes No
SUNOCO I(1) I(1) I(1) I(0) Yes No I(1) I(1) I(1) I(0) Yes No
UNITED TECHNOLOGIES I(1) I(1) I(1) I(0) Yes No I(1) I(1) I(1) I(1) No No
VALERO ENERGY I(1) I(1) I(1) I(0) Yes No I(1) I(1) I(1) I(1) No No
WACHOVIA I(1) I(1) I(1) I(0) Yes No I(1) I(1) I(1) I(1) No No
WALT DISNEY I(1) I(1) I(1) I(0) Yes No I(1) I(1) I(1) I(0) Yes No
WELLPOINT I(1) I(1) I(1) I(0) Yes No I(1) I(1) I(1) I(0) Yes No
WELLS FARGO I(1) I(1) I(1) I(0) Yes No I(1) I(1) I(1) I(0) Yes No
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4.6.3 Short-Term Dynamics of the Price Linkage
Compared to the previous literature on the linkages between the two markets, such as
Blanco et al. (2005) and Zhu (2006), results for the long-run relationship suggest that
the bond market and the CDS market hold an equilibrium relation, however, the
theoretical equivalence relation is challenged due to various reasons including the
effect of crisis, the mismeasurement of the risk-free rate, the cheapest-to-deliver
option and the liquidity issue. When prices for credit risk from the two markets are
different, potential arbitrage opportunities exist. To exam the arbitrage relation,
relatively quick adjustment to equilibrium is expected. In the following section, I
focus on the short-term dynamic behaviour with a focus on the lead-lag relationship
between the CDS and bond markets, to find out which market moves faster in
reflecting the pricing changes.
To achieve this, I first run a Granger causality test between the two series for the 24
reference entities. A detailed discussion of the Granger causality test can be found in
Section 4.4. The model for Granger causality test between two cointegrated variables
is described in Equation 4.6. Throughout the test, the first order difference is used.
This is because all spreads for the 24 reference entities are I (1) variables as suggested
by Table 4.7. Therefore, by taking the first order difference, the causality relationship
is tested between two stationary variables. The OLS regression is performed to
estimate the following model:
tqtqtptpttt XXYYeY     0111 (4.16)
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The above model is an error correction model, by looking at the p-value of individual
coefficients of Δܺ, it is easy to identify a Granger causality relationship between the
two spread changes. General speaking, the identification of the Granger causality
relationship can be processed in two ways: either by carrying a t-statistics for each
individual coefficient  , or by implementing an F-statistics for all the coefficients .
For example, under 5% significant level, if all p-values for coefficient  are less than
0.05, then the Granger causality relationship that Δܺ Granger cause Δܻ does not hold.
Therefore, we can conclude that Δܺ does not Granger cause Δ .ܻ Since the causality
relationship can be held for both directions, it can either be the bond spread change
does not Granger cause the CDS spread change or vice versa. Thus, I present test
results for both directions in Table 4.8.
The results of the Granger causality test can be directly generated from statistics
packages such as E-views. The lag length is chosen by using the Akaike information
criterion (AIC), the Bayesian information criterion (BIC) and the Schwarz
information criterion (SIC). I use weekly data so there is enough evidence of the
causality relationship for smaller lags. The P values are present to indicate the
existence of a Granger causality relationship. From Table 4.8, I found significant
evidence of the Granger causality relationship for most reference entities. There are
15(20) out of 24 reference entities that have evidence of Granger causality relation
from the CDS market to the bond market, and 16(14) for the opposite direction. Also,
12(12) out of 24 reference entities have two way Granger causality relationships
between the CDS market and bond market.
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Table 4.8 Granger Causality Relationship between the Bond
Market and the CDS Market
Treasury Swap
Firm CDS does not GrangerCause Bond
Bond does not
Granger Cause CDS
CDS does not Granger
Cause Bond
Bond does not
Granger Cause CDS
AMERICAN INTERNATIONAL 0.64133 0.0011* 0.63822 0.003*
BANK OF AMERICA 1.50E-21* 4.10E-12* 5.50E-05* 2.50E-24*
BERKSHIRE HATHAWAY 0.19221 0.06991 0.03692* 0.30927
BOEING 2.20E-06* 0.02245* 0.00606* 0.15736
CARDINAL HEALTH 0.49723 0.13681 0.00028* 0.44051
CITIGROUP 1.40E-28* 2.40E-08* 2.50E-33* 0.00034*
CVS 0.00974* 0.03747* 6.60E-06* 0.00266*
DUPONT 0.00011* 0.60589 0.0128* 0.04649*
GOLDMAN SACHS 2.70E-12* 1.10E-32* 1.20E-36* 1.90E-13*
JOHNSON CONTROLS 2.30E-06* 6.60E-17* 6.40E-07* 2.40E-11*
JPMORGAN 1.70E-19* 0.0719 1.90E-15* 0.00276*
KROGER 0.40268 0.64539 0.00201* 0.35925
LOWE'S 0.37977 0.00035* 0.046* 0.34403
MERRILL LYNCH 4.50E-28* 0.00044* 1.60E-23* 0.008*
MORGAN STANLEY 1.50E-14* 1.50E-34* 1.00E-15* 1.80E-32*
PRUDENTIAL 0.08287 0.01289* 0.01613* 0.17997
SAFEWAY 0.03317* 8.00E-05* 0.00126* 0.00043*
SUNOCO 0.28379 0.00069* 0.23327 1.20E-05*
UNITED TECHNOLOGIES 0.13709 0.14106 0.20588 0.55777
VALERO ENERGY 8.40E-05* 0.13577 0.03618* 0.25974
WACHOVIA 0.89846 0.0721 0.91562 0.05174
WALT DISNEY 0.00039* 0.0013* 0.00042* 0.12151
WELLPOINT 1.10E-07* 0.00443* 4.00E-07* 0.00093*
WELLS FARGO 0.00048* 0.00247* 0.0003* 0.00381*
Total 15 16 20 14
Note: Significant level 5%
The Granger causality test suggested a clear link between the bond market and the
CDS market. However, the result on the direction of this link is mixed. Therefore, a
further test on the linkage between the two markets is carried out by the VAR (Vector
Auto-regression) model and VECM (Vector Error Correction Model) on bond spreads
and CDS spreads. The VECM has advantages in describing both the long-run
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consistency and the short-run dynamics. By focusing on the lead-lag relationship
between the two markets, it helps to investigate the price adjustment process between
the two markets. The bond spread and the CDS spread data for 24 reference entities
are all I (1) variables and most of them are cointegrated in the long-run. Thus, by
applying the VECM, it helps in ascertaining which market provides more timely
information on the pricing of the credit risk.
To start the investigation, I adopted the following setting for the bond spread and the
CDS spread:
∆bond୲=λଵ൫CDS୲ି ଵ−β−αbond୲ି ଵ൯+ωଵଵ∆CDS୲ି ଵ +ωଵଶ∆CDS୲ି ଶ+γ
ଵଵ
∆bond୲ି ଵ +γଵଶ∆bond୲ି ଶ+εଵ୲
(4.17)
∆CDS୲=λଶ൫CDS୲ି ଵ−β −αbond୲ି ଵ൯+ωଶଵ∆CDS୲ି ଵ +ωଶଶ∆CDS୲ି ଶ
+γ
ଶଵ
∆bond୲ି ଵ +γଶଶ∆bond୲ି ଶ +εଶ୲
(4.18)
where εଵ୲ and εଶ୲are independent and identically distributed (i.i.d.).
Since both bond spreads and CDS spreads are non-stationary and are cointegrated for
most reference entities, for these reference entities that have a cointegration
relationship, the VECM will be applied. Furthermore, for these reference entities
where bond spreads and CDS spreads are cointegrated under the restrictions that α = 1
and β = 0, an adjusted VECM will be analysed by adding an additional term of the
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basis spread into the above functions instead of the residual term from the regression
model of the CDS spread level on the bond spread level.
As introduced in Section 4.4, the coefficient in the above function indicates which
market provides more timely information and moves faster to adjust the price
discrepancies between the bond market and CDS market. The coefficients λଵ and λଶ
also measure the degree of contribution to the price discovery, and suggest which
particular market is in the leading position in price discovery and which one moves
after to adjust price to the long-term equilibrium. From the properties of the error
correction model proposed by Engle and Granger (1987), I summarise the following:
 If λଵ > 0 and is statistically significant, the bond market adjusts itself to the
equilibrium level. Meanwhile, if λଶ>0 or is statistically insignificant, then the
CDS market leads the bond market.
 If λଶ<0 and is statistically significant, the CDS market adjusts itself to the
equilibrium level. Meanwhile, if λଵ<0 or is statistically insignificant, then the
bond market leads the CDS market.
 If λଵ > 0  and is statistically significant, in the meantime, if λଶ<0 and is
statistically significant, then both markets contribute to price discovery. In this
case, we use the method proposed by Gonzala and Granger (1995) to assess
which market leads the other.
The results of the VECM can be found in Table 4.9. Results are presented for the 21
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reference entities that have clear evidence of a cointegration relationship as suggested
by the results from Section 4.6.2. Among them, there are 11(11) reference entities
whose λଵ are positive under the 5% significant level, which suggests that the bond
market adjusts itself to correct the price discrepancies. Similarly, there are 10(6)
reference entities whose λଶ are negative under the 5% significant level, indicating that
the CDS market adjusts to correct the price discrepancies. Furthermore, 3(2) entities
show that both λଵ  and λଶ have the right sigh and are statistically significant,
suggesting that both market contribute to the price discovery.
When both λଵ and λଶ are significant and have the right sign (λଵ > 0ܽ݊݀λଶ < 0), then
the absolute value of the two coefficients are compared. Since the coefficient λଵ and λଶ
measure the speed of adjustment, the higher the absolute value is, the faster the
corresponding market adjusts to the equilibrium level. Similar to the above, the speed
of adjustment could also be measured by the ratio λభ
λభିλమ
. proposed by Gonzala and
Granger (1995). Hence we have
λଵ = r(λଵ−λଶ) => ஛భି஛మ = ୰ଵି୰=|஛భ||஛మ| (4.19)
The ratio of the speed of adjustment can be interpreted as “the fraction of overall
movements in credit risk compensation led by initial movements in CDS premiums
(as opposed to appearing initially in movements in bond spreads) based on the
estimated VECM” (Ammer and Cai, 2011, p382). Since 0 ≤ ݎ≤ 1 , we have the
following relationship:
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Equation 4.19 indicates the contribution of each market to the price discovery with
respect to the value of λ . If r > 0.5 , the CDS market leads the bond market in
determining the credit risk price while the bond market moves after the CDS market
to adjust the price discrepancies. If r < 0.5, it indicates that the CDS market adjusts
faster to the equilibrium level than the bond market and the bond market leads the
CDS market. If the value of r is close to 0.5, then both markets have the same
adjustment speed.
Therefore, the lead-lag relationship between the CDS and bond markets can be
summarised as follows: amongst the 21 reference entities which have a clear evidence
of the cointegration relationship, there are 8(9) entities whose λଵ > 0 and is
statistically significant while λଶ is statistically insignificant, suggesting that CDS
market leads the bond market. Besides, there are 7(4) entities whose λଶ<0 and is
statistically significant while λଵ is statistically insignificant, suggesting that bond
market leads the CDS market.
For the remaining reference entities, there are 3(2) entities that both λଵ and λଶ have
the right sigh and are statistically significant. For these reference entities, I compare
the ratio λభ
λభିλమ
and found that 2(2) have evidence that bond market adjust faster than
the CDS market. Therefore, the CDS market leads the bond market for these reference
entities and is more important in price discovery. In total, 10 (11) entities show that
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CDSs lead bonds and 8(4) entities show that bond markets lead CDS markets. The
rest entities do not have a clear evidence of the lead-lag relationship. The average
ratio of 21 reference entities is 0.689 (0.716 when swap rate is used), suggesting that
overall the CDS market adjusts less rapidly and generally leads the bond market while
the bond market follows the CDS market and adjust its price to the equilibrium level.
In contrast to other corporate studies such as Blanco et al. (2005) and Zhu (2006),
where a clear leadership is found for the CDS market, our results suggest that the
financial crisis has affected the efficiency of the corporate markets, and the bond
market started to challenge the predominant role of the CDS market in price
discovery, but the CDS market still matters more.
4.7 Conclusion
Previous literature suggests that the CDS spread moves closely to the bond spread.
However, studies on the relationship between CDS markets and bond markets either
focus on sovereign CDS markets or have not included the period of the financial
turmoil. Besides, results on the basis spread and the lead-lag relationship are rather
mixed. Therefore, this chapter fills the particular literature gap by investigating the
dynamic linkage between corporate CDS markets and bond markets during the current
financial crisis. Similar to the existing literature, I also examined the linkage from two
aspects: the CDS-bond basis and the lead-lag relationship between the two markets.
The CDS-bond spread has significant implications on the arbitrage opportunity which
might exist when the credit risk from the two markets are not priced equally. The
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lead-lag relationship provides information on the price discovery process. Moreover,
it answers how CDS spread and bond spread adjust to the long-run relationship.
With these questions in mind, I selected 24 US reference entities which have the five-
year CDS spread data available and matched it with a synthetic five-year bond spread.
The datasets are from DataStream with the sample period from January 2007 to
December 2008. I first tested the theoretical relationship between CDS and bond
markets by analysing the basis spread. I documented that, during the financial crisis of
2007/08, CDS and bond spread for US corporate entities deviated from parity and are
persistently negative. This result is different with most empirical comparisons of
corporate CDS and bond spreads, such as Hull and White (2000), Longstaff et al.
(2005), Blanco et al. (2005) and Zhu (2006), which concluded that the arbitrage
trading forces the CDS spread to be approximately equal to the underlying bond
spreads. Explanations of the persistent negative basis are summarised as the flight-to-
liquidity, the counterparty risk from CDS sellers, the herding behaviour and the role
of limits of arbitrage.
Second, the cointegration method and VECM model are use to explore the long-run
relationship and short-run dynamics between the two markets. I found that CDS
spreads and bond spreads are linked through a long-run equilibrium relationship. For
the lead-lag relationship, the results are mixed, which is similar to what suggested in
Chan-Lau and Kim (2005) and Aktug et al. (2012). In total, CDS markets lead bond
markets in price discovery for 10 (11) entities, and 8(4) entities show that bond
markets lead CDS markets. The rest entities do not have a clear evidence of the lead-
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lag relationship. However, the average GG measure suggests that CDS markets
generally leads bond markets which is consistent with what is reported by Blanco et al.
(2005). In contrast to the period before crisis, there was only limited trading activity
in CDS markets that would affect price discovery and the lead-lag relationship, our
results suggest that the financial crisis has affected the efficiency of the corporate
markets, and the bond market started to challenge the predominant role of the CDS
market in price discovery, but the CDS market still matters more.
The analysis of the “basis” and parity relationship is of particular interest because the
arbitrage trading will drive it close to zero. Hence, analysing the “basis” can help
traders and investors have a better understanding of market function and information
transmission across the two markets which trade the same source of credit risk. Also,
the discussion of the price discovery process should be useful to those who concerns
the price discovery for credit risk and seeking opportunities from arbitrage activity,
such as traders, investors, policy-makers and regulators. Our results also contribute to
these market participants, such as investors, traders and policy makers, whose
decision is depend on actual price information for different markets for the purpose of
hedging, trading or monitoring the credit risk.
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Table 4.9 Test for the Speed of Adjustment
Treasury Swap
Firm ࣅ૚ t statistics ࣅ૛ t statistics ratio ࣅ૚ t statistics ࣅ૛ t statistics ratio
AMERICAN INTERNATIONAL 0.029 1.009 -0.011 -0.348 0.722 0.050 1.427 -0.011 -0.278 0.822
BERKSHIRE HATHAWAY 0.033** 4.355 -0.003 -0.344 0.922
BOEING 0.0143 1.285 -0.003 -1.845 0.976 0.008 1.081 -0.007 -1.778 0.520
CARDINAL HEALTH 0.0220 0.921 -0.030** -2.768 0.424 0.042 1.418 -0.025* -2.524 0.624
CITIGROUP 0.096** 4.430 -0.029 -0.948 0.765 0.100** 4.896 -0.030 -1.115 0.768
CVS 0.016 0.574 -0.015** -4.007 0.511 0.019 0.596 -0.037** -3.377 0.343
DUPONT 0.004 0.161 -0.054** -4.538 0.061 0.058* 2.056 -0.048** -4.106 0.546
GOLDMAN SACHS 0.091** 3.720 -0.043 -1.407 0.681 0.079** 3.519 -0.031 -1.160 0.721
JOHNSON CONTROLS 0.101** 5.863 -0.022 -1.550 0.819 0.095** 5.594 -0.005 -0.411 0.949
JPMORGAN 0.052** 3.485 -0.041* -2.376 0.556 0.043* 2.440 -0.033* -2.216 0.571
KROGER 0.009 0.403 -0.005** -3.914 0.657 0.052 1.587 -0.045** -3.817 0.534
MERRILL LYNCH 0.051** 5.213 -0.003 -0.201 0.939 0.047** 4.694 -0.005 -0.350 0.897
MORGAN STANLEY 0.091** 3.547 -0.014 -0.606 0.869 0.080** 3.317 -0.010 0.465 0.888
SAFEWAY 0.004 0.139 -0.001** -4.595 0.861 0.019 0.550 -0.049** -4.235 0.281
SUNOCO 0.043** 2.587 -0.008 -1.193 0.846 0.048** 2.824 -0.003 -0.483 0.947
UNITED TECHNOLOGIES 0.005* 2.270 -0.008** -3.465 0.391
VALERO ENERGY 0.030 0.941 -0.033** -3.276 0.479
WACHOVIA 0.599* 2.230 0.002 0.367 0.997
WALT DISNEY 0.003 0.411 -0.001* -2.068 0.699 0.014 1.649 -0.004 -0.778 0.765
WELLPOINT 0.039* 2.231 -0.030* -2.552 0.566 0.076** 3.505 -0.016 -1.403 0.825
WELLS FARGO 0.503** 3.131 -0.015 -1.584 0.970 0.461** 3.022 -0.014 -1.507 0.971
*: 5% significant level
**:1% significant level
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Chapter 5
Linkages between CDS Spreads, Interest
Rates, Stock Prices and the Default
Probability – A Nonlinear Approach
5.1 Introduction
As discussed in Section 2.4, theoretical relationship between credit spreads and other
variables are established by the structural-form approach of credit risk modelling such
as Merton (1974), Geske (1977) and Longstaff and Schwartz (1995). In these models,
default is triggered by the event that the firm’s asset drops below its debt level.
However, empirical testing of these models shows that credit spreads are likely to be
underestimated by theoretical models. Thus, research has turned its direction to
investigate the original determinants of the credit risk, testing for alternative
hypothesis.
Chapter 3 provides a detailed discussion about the systematic and external
determinants of credit default swap spreads in a purely statistics way by regressing
changes in CDS spread on factors that are suggested by theoretical structural models
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that would influence credit spreads. I found that interest rate changes and stock
returns are the two most important determinants of CDS spreads, and they both have
negative effects on CDS spread changes. In addition, changes in the probability of
default show a significant and positive impact on CDS spread changes. The empirical
literature that described in Chapter 3 provides supports to structural models with
regards to the significance and sign of theoretical variables in the regression model.
However, more recent studies provide evidence that these variables as suggested by
theoretical structural models can not fully explain the dynamics of credit spreads. For
example, Collin-Dufresne et al. (2001) regressed credit spread changes on equity
returns and volatilities, Treasury yield changes, and the slope of the yield curve.
However, these factors are found to have very low total explanatory power
(approximately 20%) to the variation of credit spreads.
Besides, results in Chapter 3 are from a linear model, the nonlinear effects from each
factor have not been considered. Furthermore, the econometrics methods which have
been used in Chapter 3 to investigate determinants, such as correlation analysis or
linear regression, all have drawbacks to some extent. For example, the linear
correlation test assumes that a linear relationship exists between two variables, and a
finite variance is given to these variables as one of the conditions for establishing the
definition of correlation. Besides, Embrechts et al. (1999) demonstrated some
shortages in the Gaussian process in capturing the non-normal joint distribution such
as tail dependence. In reality, because of its tractable properties for computation, the
Gaussian process is used in many aspects of finance, such as hedge funds, managing
portfolios, pricing derivatives and risk management. However, most financial returns
highlight the existence of fat tail behaviour. Thus, the linear correlation cannot be
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used to describe the fat tail dependence structure due to the non-normality of error
distribution. This is because if two financial series are linearly correlated, the joint
distribution will be an elliptical distribution (for example, a bivariate normal
distribution) and it is uniquely determined by the correlation coefficient and the
distributions of the two margins. However, elliptical distribution can only be used
when variables are symmetric. That is to say, the linear correlation coefficient and the
responding elliptical distribution can only be used to describe the linear correlation as
well as the symmetric property. Thus, using a linear correlation coefficient may
mislead us while capturing the non-linear relationship between two variables.
Given the above limitations on the results in Chapter 3, the aim of this chapter is
therefore to study the CDS spread and their relationships with market variables by
using a more flexible and stable tool for analysing the nonlinear dependence structure.
The market variables that I focus on are interest rate changes, equity returns and
changes in the probability of default, which are found to be strongly related to CDS
spread changes in Chapter 3.
The relationship between credit spreads and market variables has been discussed
extensively, especially for variables such as interest rate changes and stock returns,
which are expected to vary with aggregate credit spread indices. In general, a negative
relationship is found between credit spread changes and treasury yield changes. A list
of representative studies that show strong empirical evidence of this negative
relationship includes: Longstaff and Schwartz (1995), Fridson and Jónsson (1995),
Pedrosa and Roll (1998) ,Duffee (1998), Collin-Dufresne et al. (2001), Avramov et al.
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(2007), Van Landschoot (2008) and Ericsson et al. (2009). A negative relationship
between stock returns and credit spread changes are also found in the following
studies: Collin-Dufresne et al. (2001), Abid and Naifar (2006b), Ericsson et al. (2009),
Di Cesare and Guazzarotti (2010) and Dieckmann and Plank (2012). For changes in
the probability of default, Dbouk and Kryzanowski (2010) suggested that a positive
relationship should be held with CDS spread changes. However, the above studies
only show the size and significance of the relationship between credit spreads and the
three variables by adapting the linear regression model. More recent studies explore
the dynamics of CDS spreads and their relationship with interest rates and equity
prices using the cointegration analysis. The purpose of these studies is to explain the
lead-lag relationship between CDS market and other market variables. These studies
include: Wagner et al. (2005), Fung et al. (2008), Norden and Webber (2009), Forte
and Peña (2009), Miloudi and Moraux (2009), Hammoudeh and Sari (2011).
Either the regression or the cointegration analysis belongs to the linear approach, and
has all the drawbacks of the linear model as discussed above. Thus, more recent
studies try to incorporate nonlinear methods into analysis. Chen et al. (2011b) adopted
a nonlinear filtering technique to investigate the relationship between credit spreads
and interest rates. Abid and Naifar (2005, 2006a) explored the nonlinear relationship
between CDS spreads and stock returns by using a copula approach. Chen et al. (2008)
again used copula technology to describe the dependence structure between Japanese
corporate CDS returns and the kurtosis of the equity return. Gatfaoui (2010)
investigated the dependence structure between CDX indices and other financial
indices by using copula. Naifar (2011a) focused on the ability of Archimedean copula
and its applications to the iTraxx CDS index.
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Copula has been used in the above studies as a more advanced technique to describe
the dependence structure between financial variables. Sklar (1959) defined copulas as
“functions that join one-dimensional distribution functions together to form
multivariate distribution functions.” They removed the restrictions on linear
correlation, that the joint distribution must be an elliptical distribution. Copulas not
only solve the non-linear, non-elliptical problem, but also extend the bivariate world
to multivariate dimensions. Another prominent advantage that is described by Nelsen
(2006) is that, Copula Theory can be applied to any marginal distribution without
worrying about their joint distribution, and each marginal distribution can be different.
By taking the nonlinear relationship into account, the objective of this chapter is then
to use the copula method to explore the dependence structure between UK credit
default swap spread indices and market variables at the sector level, paying extreme
attention to the period from 2004 to 2009. Five copula functions are used to test the
dependence structures in this chapter, including two elliptical copulas and three
Archimedean copulas. Besides, I adopt the nonparametric approach of Genest and
Rivest (1993), and the semiparametric approach of Genest et al. (1995) to estimate
copula parameters. For the nonparametric estimation method, one-to-one mappings
are found between the copula parameter and the Kendall’s rank correlation coefficient.
Thus, the copula parameter can be estimated without considering the marginal
distribution of each financial asset. On the other hand, the semiparametric estimation
method requires the estimation of the marginal distribution by an empirical
distribution function (EDF), and then estimates the copula parameter by maximising
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the pseudo-likelihood function. After the estimation of copula parameters, I expose
method for choosing the best copula function that fits the data. The effect of the
subprime financial crisis has also been discussed. By dividing the sample period into
two subperiods: the pre-crisis period and the crisis period, I focus on examine the
CDS market, the interest rate market and the stock market and test whether
dependence structures changed during the subprime crisis.
Given the advantages of using copula, this chapter therefore makes four contributions
to the literature. First, this chapter provides a better specification by using copula to
describe the dependence structure between CDS spreads and three market variables:
the interest rate change, the equity return and the change in the probability of default.
Before this chapter, there are three streams of methods that have been used widely to
discover the relationship between CDS spreads and market variables. The first stream
used regression to discover the determinants of credit default swaps changes. These
studies includes: Collin-Dufresne et al. (2001), Abid and Naifar (2006b), Ericsson et
al. (2009), Di Cesare and Guazzarotti (2010) and Dieckmann and Plank (2012).
However, they found that variables from other markets have only limited explanatory
power to the changes of CDS spreads. The second stream of studies used Vector
Autoregressive (VAR) method to model the relationship between CDS spreads and
financial variables. In these studies, the role of the CDS market is usually compared
with two or more markets, such as Fung et al. (2008) and Norden and Webber (2009).
The third stream of research presented the interactions between the CDS spread and
variables from other markets in a more complex form by adopting the cointegration
analysis. The most representative studies in this stream are Forte and Peña (2009),
Miloudi and Moraux (2009) and Hammoudeh and Sari (2011), where the relationship
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between CDSs, stocks and interest rates has been discussed. The aim of these articles
is to find the lead-lag relationship between the CDS market and other markets.
All these studies have contributed to the understanding of the dynamics of CDS
spreads. However, further investigation is needed for several reasons. First, the
conventional methods used in the above studies may lead to incorrect identification or
specification of dependencies between CDS spreads and financial variables. For
example, most of the above papers combined a correlation analysis to explore the
dependence structure. However the use of the correlation is limited in most cases
since it provides partial and inaccurate measure for the dependence structure.
Second, the shortcoming is even evident when extreme movements of financial data
need to be modeled. Since observed financial returns are always characterised by fat-
tailed distribution, the normality assumption that used in the above studies is typically
violated. Although as pointed by Longin and Solnik (2001), extreme value theory
(EVT) provides an alternative approach to model the extreme comovement between
financial assets, the results can be restrictive without the identification of the
boundaries of extreme values and the specification of the marginal distribution. The
copula method has however offered a better solution for the choice of boundaries as
well as marginal distributions. Besides, it provides better dependence structures that
can not be captured by correlation-based models.
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Finally, although results on the relationship between credit spreads and market
variables has been improved by using the CDS spread instead of the bond yield spread,
the results are rather inconsistent with regards to the significance and sign of the
directional link or even the lead-lag relationship. The mixed findings may be caused
by the unstable relationship over time and specific factors that come from financing
restructures and regulations. Therefore, this chapter describes the dependence
structures between these markets during a period from 2004 to 2009 and an industry
focus on major industrial sectors in the UK in order to control for the two causes. This
chapter also compared the dependence structure before and during the crisis period
and specified the reason with regards to why and how changes occur.
The second contribution is that I use market indices, which have not been used in
previous studies, instead of individual CDSs and stocks, to remove the effect of the
idiosyncrasies from each security. According to Acharya and Johnson (2007), the
increased premium in the credit default swap market depends on negative market
news and shocks that received by individual entities. Thus, the insider trading29 may
affect the overall direction of the relationship for the information flow between CDS
and equity if the idiosyncrasies have not been removed. Therefore, using market
indices is extremely important for investors of CDSs, as market indices are important
indicators and benchmarks for investors to evaluate single-name investments.
The third contribution is that other than studies on the arbitrage relation between
sovereign CDS spread and government bond spread during the period of the current
29 Insider trading is the trading of a corporation's stock or other securities (e.g. bonds or stock options) by
individuals with potential access to non-public information about the company.
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financial crisis, the relationships between CDS index spreads and long-term
government bonds regarding different industrial sectors have not received much
attention in the literature. The limited articles that focus on the relationship between
CDS spreads and interest rates either uses the regression or cointegration methods to
show significance and direction that interest rate influence CDS spreads (for example,
Collin-Dufresne et al., 2001; Ericsson et al., 2009; Hammoudeh and Sari, 2011) or use
nonlinear method other than copula, such as Chen et al. (2011b).
The final contribution is that in contrast to studies that use copula to explore the
dependence structure between financial variables, this is the first article that uses
financial CDSs at the sector level and focus on the relation between CDS spread, the
stock market and long-term government bond market. This chapter is also the first
article that attempts to discern the dependence structures in the period from 2004-
2009 with particular attention to the effect of the crisis. In contrast to studies which
focus on the firm level, the results provided by this chapter will be more beneficial to
portfolio managers and policy-makers.
The results on dependence structures between CDS spreads, interest rates, stock
returns and the probability of default are as follows: first, interest rate changes and
stock returns are both negatively dependent with CDS spread changes, which suggests
that the decrease in interest rates or equity prices should generate a widening spread.
The student’s t copula has been chosen as the best fit for the two dependence
structures, followed by the Gaussian copula, indicating that there might be significant
tail dependence for the bivariate distributions in our sample. However, for the
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dependence structure between the interest rate and the CDS spread, Gaussian copula
performs better than the student’s t copula at least for the basic resource sector, the
telecommunications sector and the utility sector. Learning from the results of the
semi-parametric and non-parametric estimation methods, it is clear that the CDS
index spread of UK food and beverage firms has the strongest negative effects on the
long-term government bond yield, while the CDS index spread for UK travel sector
has the strongest negative impact on the equity return.
This result has several implications: first, the negative impact can be explained by the
deterioration of financial markets. During the financial crisis, the increasingly rapid
rate of CDS premiums leads the CDS buyer to a more risky position, since the payoffs
of CDSs will only be honoured if the CDS seller is solvent. This then reduces the total
trading volume of CDS contracts as risk aversion drives away the asset allocators.
Accordingly, the CDS premium has to climb to an even higher level to attract more
investments. In the meantime, government bonds and stocks can be considered as
safer investment options at times of elevated risk in those industrial sectors. Hence,
the increased demand for government bonds and stocks drive their prices down. With
more assets being allocated in stock and long-term bond markets, it reduces the
demand for CDSs and simultaneously increases the CDS premium in this order.
Second, the extreme movements that captured by the student’s t copula may suggest
the necessarity of regulating for these unregulated over-the-counter CDSs. This is
currently being raised as the major principle of financial reforms.
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The second key result is that, the dependence structure between CDS spread changes
and changes in the probability of default is positive and asymmetric, and with right
tail dependence, since the goodness-of-fit test suggests that the Gumbel copula is the
best fit for the dependence structure. This indicates that the protection seller asks for
higher credit default swap premium to compensate the higher credit risk indicated by
the higher default probability during the turmoil. Meanwhile, with CDS spreads and
the probability of default increase simultaneously, the right tail dependence becomes
significant.
The third key result is that I emphasise the finding that the stock return displays the
strongest dependency to CDS spread changes than the other two variables, which
underlines the fact that CDS spreads are more sensitive to stock returns than the other
two variables. The similar result has also been confirmed in the studies of
Hammoudeh and Sari (2011). No matter which copula function is used, the UK travel
sector has higher dependent coefficients in comparison with other industrial sectors,
which suggests that the extreme movements influence the CDS spread more for UK
travel sector than for other industrial sectors.
The final key result is that contagion effect is found between the CDS market and the
interest rate market as well as the CDS market and the stock market. CDS spread
changes during the crisis are more closely related to interest rate changes and stock
returns, supporting Forbes and Rigobon (2002)’s argument that contagion exists if
there is a significant increase in the cross-market correlation during the financial crisis.
Since the student’s t copula is the best model for most industrial sectors, this suggests
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that once contagion happens, the CDS spread will be more severely affected by
interest rates and stock returns.
This chapter also has several practical implications: first, identification of the
relationship between financial assets is a major component in risk management and
derivatives pricing. The copula method used in this chapter can provide solutions for
these dependence structures that can not be captured by correlation-based models.
Thus, our findings can provide useful information to people such as traders, investors,
policy-makers and regulators who are interested to see the recent developments of
credit derivatives markets where the normality assumption are not applicable.
Besides, studying the relation between CDS indices and other market variables has
several implications for credit management. First, this chapter provides direct
quantitative results that can be used for dynamic portfolio management. Second, our
empirical findings support previous studies’ conclusion on the key components of
CDS spreads. Finally, such investigation could interest financial intuitions that
involved in the credit market. “This is related to the Basel II capital adequacy
requirement since disentangling credit risk dynamics from other market interactions
could limit redundant capital charges” (Miloudi and Moraux, 2009, p106). Besides,
the results are useful for decision-makers, such as policy-makers and portfolio
managers, who are interested in financial relationships at the sector level rather than
individual firm level.
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This chapter is organised as follows: Section 2 provides a brief review of the relevant
literature. Section 3 introduces some mathematical background to the definition of
copulas and their main properties. Section 4 discusses different kinds of copulas that
are used in this chapter to model dependence structures, including the Gaussian
copula, the student’s t copula and three Archimedean copulas. Section 5 illustrates the
non-parametric and semi-parametric methods for estimating copula parameters. Some
basic statistical information about the sample data is presented in Section 6. Section 7
presents the empirical results of the parameter estimation. The last section concludes
this chapter.
5.2 Literature Review
5.2.1 The Relationship between CDS Spreads and
Interest Rates
Earlier research of the empirical relationship between credit spreads and interest rate
focuses on the size and significance of the coefficient of interest rate across various
regression models. The purpose of these studies is to find out the determinants of the
credit risk. Longstaff and Schwartz (1995) estimated the relation between Treasury
yields and credit spreads. They argued the rise of the interest rate is always
accompanied by the rise of the firm’s value. Therefore, the probability that the firm’s
value falls below its debt level decreases. Thus, they concluded that increased interest
rates lower the default risk of the underlying entity and lead to a narrowing credit
spread. Duffee (1998) found that the negative relation between CDS spreads and
interest rates are stronger for callable bonds. Collin-Dufresne et al. (2001) found that
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credit spreads of reference entities with lower ratings are more negatively related to
interest rates than entities with higher ratings. Fridson and Jónsson (1995) did not find
a significant relationship between credit spreads of high-yield bonds and Treasury
rates. Ericsson et al. (2009) found the coefficients on the government bond yield are
remarkably similar for size and direction across regression analysis on levels and
differences. Learning from the above, I found that the empirical findings on the
relationship between credit risk and interest rates are mixed. This is largely due to the
difference on ratings of the corresponding bonds and the different time period that is
considered.
The empirical studies on the determinants of credit spreads usually not only focus on
the explanatory power of interest rates to the variation of credit spreads, but also the
explanatory power from other variables such as the price and volatility of the stock
market. Research on investigating purely the relationship between credit spreads and
interest rates are limited. Christiansen (2002) investigated the correlation relationship
between credit spread indices and interest rates by applying the constant conditional
correlation model of Bollerslev (1990). He found that credit spreads have a negative
relation with both the level and the slope of the interest rate. However, this
relationship does not hold on macroeconomic announcement days. The result of
Papageorgiou and Skinner (2006) are quite similar to that of Christiansen (2002),
where a negative relationship is found between the credit spread and both the level
and the slope of the interest rate. However, they use industrial bonds instead of
indices. Furthermore, they tested bonds for different ratings and found that the
negative relation is relatively stable through time. This finding is somehow different
from others such as Collin-Dufresne et al. (2001), where the relationship is found to
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change with the credit rating. Unlike the above, Lin and Curtillet (2007) obtained a
slightly positive relation for credit spreads of AA rated bonds. However, while
considering the interest rate lagged two periods, a non-negligible positive correlation
has been found between the interest rate and the credit spread. Chen et al. (2011b)
applied a different methodology by using a nonlinear filter technique. Their results
suggest that the credit spread can be affected by the interest rate contemporaneously
as well as subsequent changes.
Although research on the determinants of the credit risk consist of credit spreads, the
CDS spread has however been considered as a better alternative. Therefore, another
stream of research focuses on the relationship between the sovereign CDS spread and
the government bond spread. Adler and Song (2010) investigated the sovereign CDS
for counties in Latin America and found that the theoretical equivalence relationship
between CDS spreads and bond spreads is mostly rejected. Ammer and Cai (2011)
selected a sample for sovereign CDSs from 2001 to 2005. They found that the
government bond market generally leads the sovereign CDS market. This finding is
somehow different from what has been reported in studies of corporate bond market,
such as Blanco et al. (2005) and Zhu (2006), where both suggest that the CDS market
plays a dominant role in the price discovery process. Aktug et al. (2012) examined a
relatively larger sample (30 emerging markets) and longer period (from 2001 to 2007).
They obtained a very similar result to that of Ammer and Cai (2011), that government
bonds lead sovereign CDSs.
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There are other studies that focus on the lead-lag relationship between government
bonds and CDSs; however, these studies concentrate on how these two markets
perform during the crisis period. Palladini and Portes (2011) employed cointegration
analysis and their results confirm the theoretical equivalence relationship between
CDS and bond markets. Li and Huang (2011) found that sovereign CDSs play a more
significant role in price discovery process. Calice et al. (2011) again confirmed that
the CDS market does have the leadership in most of the cases during the crisis.
Besides, they found a positive lagged transmission from the liquidity spread of CDSs
to the bond spread.
5.2.2 The Relationship between CDS Spreads and Stock
Returns
i. Studies on Single-issue CDSs
Before the discussion on the relation between the CDS market and the stock market
became popular, there was a considerable amount of research investigates the
relationship between bond yield spreads and stock returns at the individual firm level.
Kwan (1996) used the time series regression analysis to explore the relationship
between stock returns and the bond spreads over Treasury at the firm level. Their
results are consistent with theoretical findings that stock returns are negatively
correlated with bond spreads. Besides, they found that the stock return appears to lead
the changes in bond yields. In contrast to the findings above, Hotchkiss and Ronen
(2002) employed a VAR model to test the efficiency of bond and stock prices for
individual bond issuers from 1995. Their results are based on daily and hourly data.
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They found that the lead-lag relationship between the two markets is not significant.
Therefore, they concluded that both markets are equally information efficient.
The above studies used credit spreads obtained from corporate bonds. Unlike them,
Kang and Kang (2009) used credit spreads of individual firms implied by the
structural credit risk model of Merton (1974) and showed several advantages of using
model-implied credit spreads to the spread that obtained from corporate bonds. They
tested the effect of credit risk on stock returns and their results indicate that the credit
risk factor exhibits significant positive premiums on the stock market.
Although the bond credit spread had traditionally been used to proxy for credit risk,
the limitations of corporate bond yields in capturing the pure credit risk are notable in
several aspects. In countries such as the United States, corporate and government
bonds differ in a variety of way. For example, corporate bonds are subject to state tax
while government bonds are not, which makes the calculated spreads less accurate.
Given the recent introduction of single-issue CDSs and the availability of relevant
data, empirical research on the relationship between CDS spreads and stock returns
has become popular.
Acharya and Johnson (2007) investigated insider trading in the CDS market. They
found significant information revelation in the CDS market. However, they found no
evidence of influence from the asymmetric information on either prices or liquidity in
both markets. Forte and Peña (2009) examined the dynamic linkages between stock
market implied credit spreads, bond yield spreads and CDS spreads for 17 North
American and European non-financial firms from September 2001 to June 2003.
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Their results indicate that the stock market leads CDSs and bonds in most of the cases.
It also confirms the result from other studies on corporate bond market that CDSs is
more important in the price discovery process than bonds. Norden and Weber (2009)
examined the relationship between CDS, bond and equity markets. Their data set
consists of 58 international firms during the period from 2000 to 2002. Moreover,
they extended the VAR analysis by cointegration tests to explore the lead-lag
relationship between CDS spreads, bond spreads and equity returns. Their results
suggest that equity returns are negatively associated with changes in CDS and bond
spreads. Meng et al. (2009) studied volatility transmission among the bond, CDS and
stock markets. Their findings suggest that volatility transmission is more significant
from the equity market to the bond market than from the CDS market. Besides, the
bond market has the most strong volatility transmission than the other two.
The empirical evidence on the relationship between CDS and stock markets in the
literature is commonly contributed to the different time periods investigated. Recent
studies are more interested in exploring how the current financial crisis has affected
this relationship. Trutwein and Schiereck (2011) tested the lead-lag relationship
between CDS spreads, equity prices and implied option volatility for a range of
sizeable US firms by applying a VAR model. They found that the CDS and equity
markets become more integrated during the financial turmoil. Besides, they confirmed
the positive relationship between CDS spread changes and option implied volatilities.
Their results show that a regime dependent relationship exists between the CDS and
equity markets.
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Coudert and Gex (2010) studied the linkage between CDSs, bonds and equities during
the GM and Ford crisis in 2005 by employing the cointegration ayalysis and the
VECM model. The purpose of their study is to explore whether the usual relationship
that hold for a non-crisis period was also affected by the crisis. Their results suggest
that the CDS market leads the bond market for price discovery, which is similar to
previous studies such as Blanco et al. (2005) and Zhu (2006). Relates to the stock
market, they found that the stock market leads the CDS market. However, the links
among these markets were strongly affected by the 2005 crisis, and were somewhat
disconnected during the crisis.
Unlike the above, Trutwein et al. (2011) used event study methodology to explore the
relationship between jumps in CDS spreads and stock returns. In contrast to the above
studies, their findings suggest that jump events in CDS spreads have a strong but
asymmetric impact on stock returns. The significance and direction of this impact is
found in relevant to whether the CDS spread widens or contracts, and the time period
that the credit event occurred.
ii. Studies on CDS indices
All the above studies examine the dynamics of single-name CDSs and their
relationship with equity market at the individual firm level. Research on the
performance of CDS indices has also become popular in recent years, since using
market indices can diversify away the idiosyncrasies of individual securities.30 Fung
et al. (2008) employed the Vector Autoregressive (VAR) model to test the lead-lag
30 For more details, see Acharya and Johnson (2007)
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relation between US stock indices and CDX indices. Their results indicate that the
stock market seems to lead both the investment-grade CDX index and the high-yield
CDX index. Chan-Lau and Kim (2005) examined the relation and price discovery
between CDS, bond and stock markets for emerging markets. In contrast to the
empirical findings on corporate issuers, they did not find enough evidence for the
equilibrium relationship between bond, CDS and stock markets.
More recent papers focus on links between CDS and stock markets during the
financial crisis. Similar to Fung et al. (2008), Schreiber et al. (2012) employed the
VAR model to study the lead-lag relationship between CDS spreads and equity prices
as well as implied equity volatility. Their analysis is based on daily data of the iTraxx
Europe CDS index and the Dow Jones equity index from June 2004 to April 2009.
Their results for the pre-crisis period confirmed the common finding that asset prices
and CDS spreads are negatively correlated. However, for the crisis period, the
relationship between equity returns and credit spread changes becomes insignificant.
Others use different estimation methods to explore the relation between the CDS
market and the stock market. Naifar (2011b) investigated the determinants of default
risk premium during the 2006 to 2009 turmoil by using the iTraxx Japan CDS index
spreads. He analysed the relationship between CDS indices and stock market
conditions by two-state Markov switching models. He found that CDS indices
become more sensitive to the stock market condition during the crisis and there is
strong evidence of regime dependent between the stock market and changes of default
premium. Grammatikos and Vermeulen (2012) used daily data for two stock market
indices (financial and non-financial) from 2003 to 2010 and explained the daily return
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using a GARCH model. After split the sample period into two subperiods: the pre-
crisis period (2003-2007) and the crisis period (2007-2010), they found that after
Lehman fails, stock index returns for financials are more dependent on changes in
Greek CDS spreads with respect to the pre-crisis period.
5.2.3 The Relationship between CDS Spreads, Interest
Rates and Stock Returns
Most of the earlier discussion on dynamics of bond and CDS spreads and their
relationship with financial variables, such as interest rates and stock returns, used
regression analysis. In such framework, interest rates and stock returns are treated as
the explanatory variable. These studies include: Pedrosa and Roll (1998), Collin-
Dufresne et al. (2001), Abid and Naifar (2006b), Van Landschoot (2008), Ericsson et
al. (2009), Greatrex (2009), Di Cesare and Guazzarotti (2010) and Dieckmann and
Plank (2012). In these studies, interest rates and stock returns are both found
negatively correlated with bond or CDS spreads. However, in these studies, other
financial variables, such as the volatility of the stock return and various
macroeconomic factors are also analysed along with interest rates and stock returns.
There are only limited studies that investigate solely the relationship between CDS
spreads, interest rates and stock returns. Wagner et al. (2005) investigated the
comovements between credit spread changes, changes in interest rates and equity
returns under the regression framework. In contrast to the studies of Duffee (1998)
and Collin-Dufresne et al. (2001), where a negative relation is found between credit
spreads and interest rates, they found that a significant positive relation for Eurobonds
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with long maturity. With respect to the stock market, an insignificant relation is found
between spreads and asset value changes, which may suggest that asset-value
mechanism may not play a dominant role in the determinants of credit spreads.
Miloudi and Moraux (2009) provided an empirical analysis of the daily S&P credit
spread indices. The cointegration analysis was used to investigate the long-run
relationship between the credit spread index, the Treasury market and the stock
market. They found that the sensitivity of credit spread indices to the stock market is
higher for the lower rating. The results for the determinants of credit spreads show
that Treasury and stock markets impact the short-run dynamics but the one-day lagged
deviation only has limited explanatory power for the long-run relation.
Hammoudeh and Sari (2011) studied the dynamics of US CDS index spreads at the
sector level and their relationship with interest rates and stock returns from 2004 to
2009. They presented their results under Autoregressive Distributed Lag (ARDL)
frameworks while paying extreme attention to the crisis period from 2007 to 2009.
Their first model consists of five variables which include three financial sector CDS
spreads, the S&P 500 and the 10-year government bond. Their second model replaced
the 10-year government bond with the six-month government bond. Their results
indicate that the cointegration relationship only hold in the case of the long-term
government bond, which suggest that the comovement between these variables is not
very stable. Besides, among the three financial sector CDS index spreads, only the
financial services’ CDS spreads has significant negative impact on the long-term
government bond.
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5.2.4 Comparison of Similar Studies
In contrast to these studies that focus on the relationship between CDSs, interest rates
and stock returns, this chapter implements a different methodology by applying
copula and the advantages of using copula have been mentioned at an earlier stage of
this chapter. Besides, although the result for the above relations has been greatly
extended by using the CDS spread instead of the bond spread, the results are rather
inconsistent with regard to the significant and sign of the directional link or even the
lead-lag relationship. The mixed findings may be caused by the instable relationship
over time and industrial specific factors that come from financing restructures and
regulations. Therefore, this chapter describes the dependence structures between these
markets during a shorter period from 2004 to 2009 and focuses on major industrial
sectors in the UK in order to control for the above mentioned issues.
There are a few studies that explore the dynamics of the CDS market and the
dependence structure with other financial variables using copula. Abid and Naifar
(2005, 2006a) studied the relationship between CDS spreads and the volatility of the
stock market for the Japanese market. The stock volatility is estimated by a GARCH
(1,1) model and the dependent structure is captured by three Archimedean copula
functions. They found that the dependence is strongest for the lowest rating class.
Chen et al. (2008) investigated the dependence structure between the kurtosis of the
equity return distribution and the return of the credit default swap. They estimated the
dependence by three copulas functions: the Gaussian, the student's t, and the Gumbel
copulas. Same as Abid and Naifar (2005, 2006a), their results are based on the
Japanese market. The results indicate that the the CDS return have a positive and
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asymmetric dependence with the kurtosis of the equity return. Since the kurtosis can
be regarded as a proxy for jump risk, the results also indicate that CDS returns with
lower ratings are more sensitive to jump risk than those with higher ratings.
Naifar (2011a) studied the relation between the credit default swap and the kurtosis of
the equity return as well. Besides, he incorporated the equity volatility into analysis.
Unlike Chen et al. (2008), he used the iTraxx CDS index spreads instead of individual
CDS contracts and he focused on the nonlinear relationship between the default
premium and the stock market condition for the Australian market. He employed
three Archimedean copulas: Gumbel, Clayton, and Frank to model the dependence
structure. The significant tail dependence between default risk premiums and the jump
risk that was found in his studies reveals the existence of extreme movements in both
markets and the possibility of huge loss in the stock market. Naifar (2012) extended
the above study by adding the equity volatility into analysis.
Dupuis et al. (2009) investigated the CDS prices for portfolios and examined the
dependence between CDS returns and equity returns by two elliptical copulas and
three Archimedean copulas. In contrast to other studies that use CDS indices such as
CDX or iTraxx as an input for the dependence models, they constructed two CDS
portfolios. The first portfolio consists of the five largest US auto manufacturers and
the second portfolio includes five high-yield issuers from different industrial sectors.
However, their results are robust to the choice of copulas.
Gatfaoui (2010) investigated the dependence structure between CDX indices and two
other market fundamental indices: the Dow Jones Composite Index as a proxy of the
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market price, and the CBOE DJIA Volatility Index as a proxy of the market volatility.
They also selected six copula functions to capture the dependence structure. Their
results suggest that the default risk is negatively dependent with the market price
while positively dependent with the market volatility.
The differences between their research and this chapter lie on either the copula
functions that has been selected or the different markets that is focused. Besides, the
differences also lie on the CDS spread that has been used. Table 5.1 compares the
relevant copula studies on the CDS market.
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Table 5.1 Comparison of Previous Papers on the Dependence Structure between CDSs and Other Financial
Variables using Copula
Abid and Naifar
(2005, 2006a)
Chen et al.
(2008)
Dupuis et
al. (2009)
Gatfaoui (2010) Naifar (2011) this chapter
CDS Spread
Data
Daily data for 43
reference
entities
Monthly data for
46 reference
entities
Daily data
for 3
industrial
sector
portfolios
Daily data for 8 CDX
index spreads
iTraxx Australia
CDS index spreads
Daily data for 10
industrial sector CDS
index spreads
Market Japan Japan U.S. U.S. Australia UK
Period 03/2004 to
12/2004
04/2004 to
06/2005
2005 09/2005 to 08/2006 03/2006 to
11/2009
01/2004 to 12/2009
Copula
Functions
Gumbel,
Clayton, Frank
Gaussian,
Student's t,
Gumbel
Gaussian,
Student's t,
Gumbel,
Clayton,
Frank
Ali-Mikhail-Haq (AMH),
Farlie-Gumbel-
Morgenstern (FGM),
Gumbel, Clayton, Frank,
Joe
Gumbel, Clayton,
Frank
Gaussian, Student's t,
Gumbel, Clayton,
Frank
Methodology Nonparametric
and
semiparametric
estimation
Semiparametric
estimation,
goodness-of-fit
test
p-value test
for equality
Nonparametric
estimation
Nonparametric
estimation
Nonparametric and
semiparametric
estimation, goodness-
of-fit test
Primary
Focus
The CDS spread
and the stock
return volatility
The CDS return
and the kurtosis
of the equity
return
distribution
The CDS
return and
the equity
return
The CDX spread and U.S
financial market price
(proxied by Dow Jones
Composite Index (DJCI)
return)and volatility
(proxied by CBOE DJIA
Volatility Index (VXD))
Five-year iTraxx
CDS index levels,
Stock index levels,
Kurtosis of index
return distribution
CDS spread changes
and their relationship
with interest rate
changes, equity
returns, and the
changes in probability
of default
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5.2.5 A Brief Empirical Literature Review of Copula
Studies
There were very few practical applications of copulas before the 1990s. As a
consequence, the investigation of copulas had been restricted to the field of
mathematics until the late 1990s when a number of statisticians showed an interest in
implementation. Nelsen (2006), who gave an all-around description of copulas from a
mathematical perspective, is one notable example. Before long, however, some
academics detected the potential of applying copulas in the field of finance. As soon
as copulas and their potential applications were introduced, they became a popular
research trend in finance in the area of dependence structures. Hence, copulas have
become a buzzword in asset (credit derivatives) pricing and risk management articles
during the last decade. Embrechts et al. (2002) are some of the pioneers who have
used copulas to model financial dependences and apply them to various subjects such
as portfolio management and risk management. In terms of asset pricing with copulas,
Cherubini et al. (2004) made a significant contribution to the advent of multivariate
option valuation using copulas.
A number of traditional financial theories consider the correlation method to be a
measure of dependence, including the CAPM (Capital Asset Pricing Model, Sharpe,
1964) and the APT (Arbitrage Pricing Theory, Ross, 1976). However, the potential
applicability of correlation as a method is not universal. Embrechts et al. (1999)
pointed out that simple mathematical correlation is only valid for linear associations.
Moreover, linear correlation is only able to describe dependence for multivariate and
elliptically distributed risks in multivariate settings (Harvey and Siddique, 1999).
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However, the financial innovation of modern complex financial products such as the
large variety of credit derivatives presents nonlinear, non-elliptical dependence
structures and even tail dependence arising from an extreme event. The unpredictable
and changeable financial market scenario suggests that these kinds of phenomena are
likely to happen much more frequently. Therefore, the collapse of classical
assumptions has driven people to explore new and advanced methodologies.
Vaz de Melo Mendes and Martins de Souza (2004) achieved a sound measurement of
financial risk by modelling the dependence structure of multivariate financial data
using copulas. They chose and calibrated the fitted copulas for each kind of
dependence and undertook a simulation of practical data. A copula based method has
been developed by Galiani (2003) to model default dependence when pricing Basket
Default Swaps (BDS) and Collateralized Debt Obligations (CDO). Galiani’s study
demonstrated that tail dependence could lead to significant differences in measuring
portfolio default and losses. Chen et al. (2008) selected three types of copulas
(Gaussian, Student’s t and Gumbel) to specify the dependence between CDS returns
and the kurtosis of equity returns. An interesting conclusion of their study is that the
Gumbel copula emerges as the best copula through the goodness-of-fit test, while the
student’s t copula is ranked second. Bartram et al. (2007) demonstrated that Gaussian
copulas were competent in terms of capturing time varying, non-linear associations.
Along with increasingly developed research on copulas, experts are now no longer
content with just forming a joint distribution using copulas, but are seeking to
understand how well a copula fits the data. Genest et al. (2009) conducted a review of
the literature on the application of goodness-of-fit tests on different copula functions.
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This review, which provides guidance for researchers, concludes that the majority of
researchers used a double parametric bootstrap procedure. Panchenko (2005) created
a goodness-of-fit test which is based on positive definite bilinear forms for both
bivariate and multivariate copulas. Kole et al. (2007) extended goodness-of-fit tests to
any copulas of any dimension and conducted a direct test to show that the differences
in adapting different copulas’ functions are obvious. Researchers should be
circumspect in distinguishing and selecting the appropriate copulas as a means of
specifying the marginal distribution and joint distribution.
Embrechts et al. (1999) demonstrated the fallacies of using linear correlation methods
to describe dependence in risk management. Furthermore, the collapse of classical
elliptical distribution assumptions has been demonstrated not only in the literature but
also by the empirical studies mentioned above. Therefore, the linear correlation is not
appropriate for measuring associations between variables. This idea represents the
rationale and motivation behind this chapter, and underscores why it is important to
look for more accurate descriptions of the dependence structure between variables.
Based on the copula methods introduced by Nelsen (2006), Embrechts et al. (2003)
firstly applied comprehensive copula knowledge to the field of Integrated Risk
Management and this led to the innovation of market risk measurement and
management. Therefore, the fundamental mathematical and statistical approach and
basis of this research is appropriate for the purposes of this chapter.
According to the brief literature review discussed above, the question of making a
choice between the different functional forms of copulas is still an open one. Bartram
et al. (2007) and Chen et al. (2008) showed that different copulas performed
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differently when they were applied to empirical data. This is the reason why part of
the theory enhancement will focus on clearly defining the different types of copulas.
Moreover, the use of goodness-of-fit tests is the other focus for academics (see, for
example, Panchenko, 2005; Kole et al., 2007; Genest et al., 2009). They devoted
much effort to developing a practical and reliable test for copulas since there has been
no widely accepted approach until now. As a result, the other objective of this chapter
has been to develop a practical goodness-of-fit test which can be used to judge the
copula model.
5.3 Copula Theory
The concept of copulas which can be traced back to the mid of 20th century is
originally found in mathematics. It was in 1959 that Abe Sklar proposed and
published his well-known Sklar theorem which is crucial when copulas are applied to
construct a joint distribution with consideration of the dependence structure between
marginal distributions. It is much more straightforward to grasp the definition of
copulas from its Latin meaning which is “a link, tie, or bond”. Hence, copulas are
defined as functions that join one-dimensional distribution functions together to form
multivariate distribution functions (Sklar, 1959).
As mentioned in the introduction, the Sklar theorem is perhaps the most important
reference source regarding copulas, and has been used widely in all applications of
copulas. The Sklar theorem helps to construct a unique joint distribution for marginal
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distributions. Based on Embrechts et al. (1999, 2002), Alexander (2009) and Nelson
(2006), the Sklar theorem could be summarised as the following:
If there is an n-dimensional distribution ܪ with marginal distributions (margins)
ܨଵ(ݔ), … ,ܨ௡(ݔ), then there must be a copula function ܥ which satisfies
ܪ(ݔଵ, … ,ݔ௡) = ܥ(ܨଵ(ݔ), … ,ܨ௡(ݔ)) (5.1)
If ܨଵ(ݔ), … ,ܨ௡(ݔ) are all continuous, the copula function will be unique and vice
versa. Conversely, if ܥ is an n-dimensional copula and ܨଵ(ݔ), … ,ܨ௡(ݔ) are
distribution functions, then the function ܪ is an n-dimensional distribution function
with margins ܨଵ(ݔ), … ,ܨ௡(ݔ),
ܥ(ܨଵ(ݔ), … ,ܨ௡(ݔ)) = ܪ(ݔଵ, … ,ݔ௡) (5.2)
Take a bivariate form of the Sklar theorem as an example: Given any marginal
distributions ܨଵ(ݔ)ܽ݊݀ܨଶ(ݔ) , there is a unique copula to join them as
ܥ(ܨଵ(ݔ),ܨଶ(ݔ)) . For the specific case where ݔଵ and ݔଶ are independent,
thenܥ൫ܨଵ(ݔ),ܨଶ(ݔ)൯= ܨଵ(ݔଵ)ܨଶ(ݔଶ). Relying on this theorem, once the distributions
of n time series data sets are determined and an appropriate copula function is chosen,
their joint distribution can be calculated conveniently.
By definition, the cumulative distribution function (CDF) describes the probability
ܲݎ(ܺ ≤ ݔ). Thus, ܨ௑(ݔ) is located in the interval [0, 1], where ܺ is the random
variable, and ܨ௑ is the continuous distribution function of ܺ. Then the distribution
function will be uniquely distributed in the interval [0, 1].
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The transformation procedure from ܺ to ܨ௑(ݔ) is known as the Probability Integral
Transformation procedure, which converts random variables from any distribution to
random variables that have a uniform distribution. It has been widely used as a
fundamental tool in statistics. In practice, the copula for random variables (ܺ,ܻ) is a
function which links the margins of each random variable to form their joint
distribution C(ܨ௑(ݔ),ܨ௒(ݕ)). Therefore, in order to obtain the dependence structure
(joint distribution), we only need to choose an appropriate copula for these margins.
Using copula method to model the dependence structure has several advantages. First,
they removed the restrictions set by linear correlation, that the joint distribution must
be an elliptical distribution. Second, copula theory allows each variable to have
different marginal distributions. For example, the first marginal distribution can be a
student’s t distribution, and the second can be a Gaussian distribution and the third
can be a Generalised Error Distribution (GED). Therefore, copula extends the
bivariate world to multivariate dimensions. Third, in most financial applications, in
order to simplify the calculation, it is always assumed that the joint distribution is a
multivariate normal distribution or a multivariate t distribution. However, these
assumptions are not always true. For example, research shows that the daily premium
for exchange rates follows a student’s t distribution, and different exchange rates have
different degrees of freedom. Unless their degrees of freedom are very close to each
other, it is hard to describe the joint distribution for two different exchange rates by
using a simple distribution, such as a bivariate t distribution. Copula addresses this
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problem by linking marginal distributions without worrying about their joint
distribution.
5.3.1 Constructing Marginal Distributions
The above transformation procedure provides an efficient way to construct dependent
bivariate distributions. In reality, there are two methods for constructing dependent
distributions that have been used widely. The first one is called the IMF (Inference
Functions for Margins) method which transforms the dependent random variables by
probability integral transformation functions. The second method is called CML
(Canonical Maximum Likelihood). Instead of using the appropriate cumulative
distribution function to transform each variable, all the data is transformed by the
empirical distribution function.
In the following section, I will provide an example to demonstrate the transformation
process. First, I generated two pairs of random variables from bivariate normal
distribution. As introduced above, I used the normal CDF (cumulative distribution
function) to convert 1000 normally distributed random variables to 1000 random
variables that are uniformly distributed in the interval [0, 1]. If X has a normal
distribution, then the CDF of ܻ =Φ(ܺ) is
ܲݎ(ܻ ≤ ݕ) = Pr Φൣ(ܺ) ≤ ݕ൧= Pr ቂܺ ≤Φିଵ(ݕ)ቃ= ݕ (5.3)
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and that is the CDF of a uniform(0,1) random variable. In the above case, in order to
convert the margins to a uniformly distributed series, I used the corresponding CDF
function in the transformation procedure. This procedure is known as the IMF method.
Also, if the distribution of each margin is unknown, the empirical distribution
function can be applied to generate the uniformly distributed data.
ݑො௜௧ = ܨ෠௜(ݔ௜௧) = ଵ்ାଵ∑ ܫ൛ݔ௜௝≤ ݔ௜௧ൟ,்௝ୀଵ ∀ݐ, ݅= 1, … ,݊ (5.4)
Figure 5.1 Generate N (0,1) Random Variable and Transform to
Uniform
5.3.2 Constructing Bivariate Densities
In order to show the potential of the copula functions for modelling the dependence
structure, I plotted the bivariate densities of two generated random variables captured
by four different copula functions. I assumed that the marginal distribution for each
random variable followed a standard normal distribution N(0,1). The ability to capture
the dependence structure by different choices of copula functions is visually presented
in Figure 5.2. In the following example, I chose two Elliptical copulas and two
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Archimedean copulas to model the dependence structure while limiting the linear
correlation coefficient to 0.5 in all cases.
The upper part of Figure 5.2 shows two elliptical contours: bivariate normal density
and bivariate student’s t density while the lower part of Figure 5.2 contains two
densities from the Archimedean copula family which shows some flexibility that
another copula family can provide. We can see the densities for a normal copula is
symmetric while the student’s t copula is symmetric but is significant in tail
dependence. Both densities for the Clayton copula and the Gumbel copula are
asymmetric.
Figure 5.2 Bivariate Densities Captured by Different Copulas
Normal copula,  = 0.5
-2 -1 0 1 2
-2
-1
0
1
2
Student's t copula, = 0.5, = 3
-2 -1 0 1 2
-2
-1
0
1
2
Clayton copula, = 1
-2 -1 0 1 2
-2
-1
0
1
2
Gumbel copula,  = 1.5
-2 -1 0 1 2
-2
-1
0
1
2
P a g e | 285
The Clayton copula is significant in its left tail dependence and the Gumbel copula is
best at capturing the right tail dependence. Also, I provided the dependence measures
of each distribution in Table 5.2. ߬௎ and ߬௅are the upper and lower parts of the tail
dependence defined as a limitation of quantile dependence.
Table 5.2 Dependence Measures for Different Copulas
Gaussian Student’s t Clayton Gumbel
࣋ 0.5 0.5 0.5 0.5
࢙࣋ 0.4878 0.4512 0.4664 0.4755
࣎ 0.3370 0.3333 0.3273 0.3272
࣎ࢁ 0.0000 0.3100 0.0000 0.4126
࣎ࡸ 0.0000 0.3100 0.5000 0.0000
Feature Symmetry Tail Dependence Left Tail Right Tail
Figure 5.2 and Table 5.2 show some variety in densities provided by each copula
function; the restriction that the marginal distribution for each joint density is normal
and the linear correlation coefficient is 0.5 has been imposed. The uses of copula
functions have important implications in financial economics. For example, most
financial assets exhibit tail dependence. The Clayton copula has a lower dependence
of 0.5, indicating significant dependence between two extreme negative returns. The
Gumbel copula has an upper dependence of 0.41, suggesting that it is better at
capturing extreme events in joint positive returns.
5.4 Copula Functions
A detailed introduction to the copula family can be found in Cherubini et al. (2004)
and Nelsen (2006). Generally speaking, there are two large copula families: implicit
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(elliptical) copulas and Archimedean copulas. Each has its own family members and
distinguishing properties. In the following, a brief description of bivariate copulas is
provided.
5.4.1 Elliptical Copulas
The Elliptical copulas are known for having a better performance with dependence
structure problems. They consist of the Gaussian copula and the student’s t copula.
i. Bivarite Gaussian (Normal) Copula
The Gaussian (normal) copula function is the most basic and fundamental copula
function and becomes the most common tool in finance (Alexander, 2009). The
Gaussian copula function can be expressed as
ீܥ
ೌ
ఘ (ݔ,ݕ) = ∫ ∫ ଵ
ଶగ(ଵିఘమ)భ/మ exp {ି(௦మିଶఘ௦௧ା௧మ)ଶ(ଵିఘమ) }థషభ(௬)ି∞థషభ(௫)ି∞ ݀݀ݏ ݐ (5.5)
where ߩ is the correlation coefficient and the margins of the copula all follow normal
distribution. ߶ିଵ(ݔ) is the inverse of the standard normal distribution.
ii. Student’s t Copula
Nelsen (2006) pointed out that the student’s t copula differs markedly for low
dependencies or tail dependence. Consequently, compared with the normal copula,
the student’s t copula always performs better in empirical studies. The student’s t
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copula can capture the asymmetric dependence structure while the dependence
structure captured by the Gaussian copula is symmetry. The function for student’s t
copula is as follows:
ܥ௧
௩,ఘ(ݔ,ݕ) = ∫ ∫ ଵ
ଶగ(ଵିఘమ)భమ௧ೡషభ(௬)ି∞௧ೡషభ(௫)ି∞ {1 + (௦మିଶఘ௦௧ା௧మ)௩(ଵିఘమ) ି(௩ାଶ)/ଶ݀݀ݏ ݐ (5.6)
where ߩ is the correlation coefficient, and ݐ௩ିଵ(ݑ) is the inverse of the standard t
distribution with degree of freedomݒ.
5.4.2 Archimedean Copulas
Archimedean copulas have a common feature in that they are all generated from a
monotonic increasing convex function ߶(ݑ). If ߶(ݑ) satisfies limఌ→∞ ߶(ߝ) =∞ and
߶(1) = 0, when ߶(ݑ) is determined, the Archimedean copula can be constructed as:
ܥ(ݑ,ݒ) = ߶ିଵ(߶(ݑ) + ߶(ݒ)) (5.7)
In contrast to elliptical copulas, Archimedean copulas are famous for their flexibility
and ability to capture the asymmetric dependence structure. For instance, two
Archimedean copulas, namely the Clayton copula and Gumbel copula, capture lower
tail dependence and upper tail dependence respectively (Alexander, 2009). Empirical
studies show that Archimedean copulas fit the market data better than elliptical
copulas (see, for example, Hamilton et al., 1989; Chen and Fan, 2004; Chen and Fan,
2006). A detailed explanation of Archimedean copulas can be found in Appendix.
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5.4.3 Other Measures of Dependence
Linear correlations have been used widely to measure the linear relationship between
two random variables. However, the linear correlation such as Pearson correlation is
only a linear measure for the dependence structure, therefore, it can not be used to
capture the nonlinear relationship and fat tail distribution that exist in most financial
assets. Compared to the linear correlation, the rank correlations are less sensitive to
heavily tailed distribution.
i. Pearson’s Linear Correlation
The term ‘correlation’ is perhaps one of the most common yet not fully understood
concepts in the field of finance. Pearson’s linear correlation is the most common
measure of its kind and the reasons for this are obvious. It is easy to calculate and it is
a metric of linear associations (Embrechts et al., 1999).
Assuming ܺ,ܻ are two random variables, then their linear correlation coefficient can
be measured by:
ߩ(ݔ,ݕ) = ௖௢௩(௫,௬)
ඥ௏௔௥(௫)ඥ௏௔௥(௬) (5.8)
where ܸܽݎ(ݔ) and ܸ ܽݎ(ݕ) are the variances of ݔ and ݕ and ݋ܿݒ(ݔ,ݕ) is the
covariance. Embrechts et al. (1999) also addressed the shortcomings of using linear
correlation: first, the variable ݔ and ݕmust be finite or linearly correlated. Second, if
the two random valuables are considered to be independent of each other, then the
linear correlation coefficient is zero. However, if the correlation coefficient is zero, it
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does not imply that the two random variables are uncorrelated. Finally, if a nonlinear
transformation is applied, the linear correlation is not preserved.
ii. Concordance
If the asset return is not assumed to have elliptical distribution, Pearson’s linear
correlation is an inaccurate and misleading measure of association between two return
series (Alexander, 2009). Under this circumstance, another tighter definition of
dependence named concordance has been introduced. This is a kind of measurement
which concerns the strength of the dependence structure. Simply put, concordance (or
positive dependence) exists if ߩ(ݔ,ݕ) > 0; or discordance (or negative dependence)
exists if ߩ(ݔ,ݕ) < 0 .
iii. Rank Correlation
The linear correlation coefficient expresses the linear dependence between two
random variables, and when a non-linear transformation is applied, the linear
correlation is not preserved. In this case, rank correlation is more suitable for
capturing the dependence of two transformed random variables. A rank correlation
coefficient measures the correspondence between two rankings and assesses its
significance (Cherubini et al., 2004). Generally speaking, rank correlation is a
measure of assessing the degree of dependence between two rankings. In the rank
correlation estimation, the two original sets of random valuables are converted into
ranks. So when we apply any monotonic transformation to the original set of random
variables, their ranks remain the same, and the rank correlation is preserved. Thus,
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rank correlation is more useful than linear correlation in describing the dependence
between two random variables as rank correlation is invariant under any
transformation which means it allows the random variables to have any form of
marginal distributions.
Rank correlation is widely used as an alternative to linear correlation when measuring
the dependence between two non-elliptical distributions. This is because “rank
correlations are invariant under monotonic transformations and the sensible handling
of perfect dependence” (Embrechts et al., 2002, p17). There are two typical rank
correlation coefficients: Spearman's rho rank correlation and Kendall's tau rank
correlation.
Spearman's ߩ is named after Charles Spearman. The estimation of Spearman’s rho is a
non-parametric process. The main function to calculate the coefficient of Spearman’s
correlation is
ߩ= 1 −
଺∑ௗ೔
మ
௡(௡ିଵ) (5.9)
where ௜݀= ݔ௜− ݕ௜. ݔ௜ and ݕ௜are ranks that have been converted from the original
random variables ܺ௜ and ௜ܻ, and n is the number of observations. Kendall's τ is
named after Maurice Kendall. The estimation of Kendall'sτ is also a non-parametric
process. By measuring the associated rankings, it provides the significance of
correspondence and the strength of tabulations. Assume we have two sets of random
variables ݔ௡ and ݕ௡, and each has n observations. Thus, we have n pairs of data sets(ݔ௜,ݕ௜), i = n), i=n. Then for any pair of data sets (ݔ௜,ݕ௜) and (ݔ௝,ݕ௝) (i>j), if ݔ௜> ݔ௝
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and ݕ௜> ݕ௝, then these two pairs are said to be concordant. Conversely, if ݔ௜< ݔ௝
and ݕ௜< ݕ௝, then these two pairs are said to be discordant. The function to calculate
the coefficient of Kendall's correlation is
߬= ௡೎ି௡೏
௡೎ା௡೏
= ௡೎ି௡೏భ
మ
௡(௡ିଵ) (5.10)
In the above function, ௖݊ stands for the number of concordant pairs, and ௗ݊ stands for
the number of discordant pairs. ଵ
ଶ
(݊݊− 1) is the total number of pairs for comparison
which is equal to the number of concordant pairs plus the number of discordant pairs.
So if the number of concordant pairs is larger than the number of discordant pairs, it
indicates that the two data sets are consistent. In the case of ݔ௜= ݔ௝ or ݕ௜= ݕ௝, the
pair is said to be neither discordant nor concordant. A detailed comparison of different
measures for dependence structure is provided in Table 5.3.
Table 5.3 Comparison of Measures of Associations
Pros Cons
Linear correlation Easy to calculate
Inaccurate;
Use of it must be within
the standard i.i.d.
restriction.
Rank correlation
(Spearman’s ૉ and
Kendall's ૌ)
Non-parametric;
Metrics of concordance
associations;
Useful for calibration
Not sensitive to tail
observations.
Copula correlations
Non-linear, normal
distribution restriction;
Can be used in
multivariate world;
Valid for asymmetric, tail
dependence structure.
Not easy to calibrate;
Complex technique.
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5.5 Methodology
In this chapter, the non-parametric method of Genest and Rivest (1993) and the semi-
parametric method of Genest et al. (1995) will be used to estimate the copula
parameters. Five copula functions including two ellipitical copulas and three
Archimedean copulas are selected to capture the dependence structure between CDSs
and interest rates, stock prices and the probability of default. Therefore, an important
assumption of this chapter is that the data used below can be well captured by these
copula functions.
5.5.1 Nonparametric Approach
i. Elliptical Copulas
The elliptical copulas to be estimated in this chapter are the Gaussian copula and the
student’s t copula. Deheuvels (1979) showed that for the bivariate normal, step by
step mappings exist between the elliptical copula parameters and Kendall’s tau rank
correlation. For the elliptical copulas, there are a few equations of one to one
mappings for Kendall’s tau, Spearman’s rho, and the linear correlation coefficient.
߬= ଶ
గ
arcsin(ߩ)݋ݎߩ= sin (ఛగ
ଶ
) (5.11)
ߩ௦ = ଺గ arcsinቀఘଶቁ݋ݎߩ= 2sin (ߩ௦గ଺) (5.12)
For example, an estimation of the Spearman’s ߩ is
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ߩො= ଵଶ
்మିଵ
∑ ∑ ൬ܥመቀ
௧భ
்
, ௧మ
்
ቁ൰−
௧భ௧మ
்మ
்
௧మୀଵ
்
௧భୀଵ
(5.13)
From Equation 5.5 and Equation 5.6, we know that there is only one parameter for the
Gaussian copula, which is the linear correlation coefficient and there are two for the
student’s t copula: the linear correlation coefficient and the degree of freedom.
Therefore, using the relationship between Spearman’s rho ߩ௦ and the linear
correlation coefficient ߩ, the parameter for the elliptical copula can be estimated by
using ߩ= 2sin (ߩ௦గ଺). The same as above, the copula parameter can also be estimated
through Kendall’s tau by using ߩ= sinቀఛగ
ଶ
ቁ.
ii. Archimedean Copula
Genest and Rivest (1993) proposed direct functions to capture the relationship
between the Archimedean copula and Kendall’s tau. They showed the mapping
between the copula parameter of each Archimedean copula and Kendall’s tau
correlation coefficient. The theory presented by Genest and Rivest (1993) is:
Theorem: Let (ܺ,ܻ) be a pair of random variables whose distribution ܪ is of the
form [ܥ஍ (ݔ,ݕ) = Φିଵ{Φ(ݔ) +Φ(ݕ)}] for some Φ, then ߬= 4∫ ஍ (௧)஍ ᇲ(௧)݀ݐ+ 1ଵ଴ .
Their findings are summarised in Table 5.4. We can see that the parameters for the
Gumbel copula and the Clayton copula are strictly positive, while the parameter for
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the Frank copula does not have any restriction. Based on the third column of Table 5.4,
the corresponding copula parameters associated with Kendall’s tau can be estimated
by reversing provided equations. The functions which are used to calculate the
corresponding copula parameters are: ீߠ ௨௠ ௕௘௟= ଵଵିఛ; ߠ஼௟௔௬௧௢௡ = ଶఛଵିఛ and ߠி௥௔௡௞ is
given by [ଵି஽భ(ఏಷೝೌ೙ೖ)]
ఏಷೝೌ೙ೖ
= ଵିఛ
ସ
, where ܦଵ(ߠ) is the Debye Function defined as D୬(x) =
୬
୶౤
∫
୲౤
౪ୣି ଵ
୶
଴
. Along with the existing knowledge of Kendall’s tau, the parameter of the
Archimedean copula can be estimated using the above functions.
Table 5.4 Families of Archimedean Copula
Family Range of ࣂ ઴ (࢛) ࣎
Gumbel ߠ ∈ [1,∞) (−݊ܮ (ݑ))ఏ ߠ− 1
ߠ
Clayton ߠ ∈ [0,∞) ݑିఏ − 1 ߠ
ߠ+ 2
Frank ߠ ∈ (−∞,∞) −݈݊ ݁ିఏ௨ − 1
݁ି ఏ − 1 1 − 4ߠ[1 − ܦଵ(ߠ)]
Note: ܦଵ(ߠ) is the Debye Function Defined as ܦ௡(ݔ) = ௡௫೙ ∫ ௧೙௘೟ି ଵ௫଴ .
5.5.2 Semi-parametric Approach
Genest et al. (1995) proposed a semi-parametric method to estimate the copula
parameters without specifying their marginal distribution. They indicated that the
maximum likelihood function cannot be used to estimate copula parameters because
of the semi-parametric nature of the estimation process. Therefore, they proposed a
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pseudo-likelihood method without knowing the distribution of the observations and
the uniformly distributed margins are estimated through the empirical distribution
function.
This process can be done in two steps: first, transforming the original data set into
uniformly distributed random variables using the empirical distribution function; then,
maximising the Pseudo log-likelihood function and estimating the copula parameter.
It is relatively simple to get the likelihood function for the joint distribution. In a
bivariate case, the likelihood function is:
ܮ௫௬(ߠ) = ܮ௫(߮) + ܮ௬(ߛ) + ܮ௖(߮,ߛ, )݇ (5.14)
where ߮,ߛ,݇ are the corresponding marginal distribution and copula parameter. If we
define the marginal distribution of the random variable (ܺ௜, ௜ܻ) to be ܨ௜(ܺ௜;߮) and
ܩ௜(ݕ௜;ߛ), then the maximum likelihood estimation can be done in two steps:
Step one:
ො߮≡ ܽ݃ݎ max
ఝ∈ோು
∑ ln ௜݂(ݔ௜;߮)௡௜ୀଵ (5.15)
ߛො≡ ܽ݃ݎ max
ఊ∈ோು
∑ ln ௜݃(ݕ௜;ߛ)௡௜ୀଵ (5.16)
Step two:
෠݇= ܽ݃ݎ max
௞∈ோು
∑ ln ௜ܿ( ௜݂(ݔ௜; ො߮), ௜݃(ݕ௜;ߛො); )݇௡௜ୀଵ (5.17)
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5.6 Data Description
The objective of this chapter is to study the nonlinear relationship between CDS
spread changes and the movement of three market variables: interest rates, stock
prices and the probability of default. As this chapter can be regarded as an extension
of Chapter 3, all the data are the same as that have been used in Chapter 3. I use daily
time series for the UK five-year CDS sector index31 for ten industrial sectors over the
period from the beginning of 2004 to the end of 2009. “The CDS sector index
maturity ranges from 1 to 10 years, but the five-year CDS is the most frequently
traded” (Chen, et al., 2011a, p410). Basis points are used for the CDS index spread
and the changes in CDS spreads are captured by the first difference of the logarithms
of the CDS sector index (the log return). Same as CDS index spreads, I use the first
difference of the logarithm (the log return) of the 10-year UK government bond yield,
MSCI UK equity index, and the Fitch Solutions’ Western Euro PD index32 to proxy
the changes in interest rates, the stock return and the changes in the probability of
default. All the data is sourced from DataStream.
To test if the copula approach is suitable for the data, I first tested the normality of the
four time series. By applying the Jarque-Bera test to the sample data, I found that all
the p-values of the Jarque-Bera are less than the 5% significance level. Thus, the non-
normal consideration for the distribution of the sample data is justified. Because of the
non-normality property, the linear correlation cannot be used to describe the
31 A detailed description of the CDS sector index has been provided in Section 2.3.5.2.
32 The Western Euro PD index is used to proxy the probability of default for UK firms. See Chapter 3 for the
detailed description about the data.
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dependence structure between these variables. Therefore, a copula method is
necessary, since it is capable of assessing the irregular, nonlinear relationship.
Table 5.5 and Table 5.6 summarises the descriptive statistics of the quartile
information for the CDS spreads, the three determinants and the empirical marginal
distributions after transformation. One of the important properties of quartile
distribution is that it divides the observations into four groups and each group has the
same number of observations. Thus, the first quartile Q1 suggests that the probability
that the random variables will be less than Q1 is 25%; and the last quartile Q4
suggests that the probability that the random variable will be larger than Q4 is also
25%. The Kolmogorov-Smirnov test compares the margins with a U[0,1] distribution
after the empirical transformation. The null hypothesis of the KS test is that the
observations follow a specific distribution. All the values of the KS test are equal to
one which indicates that each margin follows a uniform distribution.
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Table 5.5 Statistics for CDS Spread Changes and their Empirical Transformation
Panel A: Statistics for CDS Spread Distribution
UKBANCD UKBASCD UKFOOCD UKINDCD UKINSCD UKMEDCD UKRETCD UKTELCD UKTRACD UKUTICD
Q0-Min -0.46731 -0.44327 -0.12482 -0.28018 -0.20358 -0.17116 -0.31429 -0.32535 -0.13943 -0.17401
Q1-25% -0.01855 -0.01644 -0.01445 -0.01318 -0.01612 -0.01384 -0.01586 -0.01413 -0.01573 -0.01475
Q2-Median 0 -0.00085 -0.00055 -0.00131 0 -0.00086 0 -0.00088 -0.00044 -0.00097
Q3-75% 0.022832 0.016281 0.014444 0.012417 0.015221 0.013701 0.016255 0.013674 0.014113 0.013686
Q4-Max 0.357756 0.269721 0.16273 0.226785 0.269873 0.1757 0.266742 0.640413 0.188454 0.234689
Panel B: Statistics for Empirical Transformation of CDS Spread Changes
UKBANCD UKBASCD UKFOOCD UKINDCD UKINSCD UKMEDCD UKRETCD UKTELCD UKTRACD UKUTICD
Q0-Min 0.000639 0.000639 0.000639 0.000639 0.000639 0.000639 0.000639 0.000639 0.000639 0.000639
Q1-25% 0.250319 0.250319 0.250319 0.250319 0.250319 0.250319 0.250319 0.250319 0.250319 0.250319
Q2-Median 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
Q3-75% 0.749681 0.749681 0.749681 0.749681 0.749681 0.749681 0.749681 0.749681 0.749681 0.749681
Q4-Max 0.999361 0.999361 0.999361 0.999361 0.999361 0.999361 0.999361 0.999361 0.999361 0.999361
P-Value (KS test) 1 1 1 1 1 1 1 1 1 1
Note: There are 10 industrial sectors: Banking, Basic Resources, Food and Beverages, Industrial Goods and Services, Insurance,
Media, Retail, Telecommunications, Travel and Leisure Sector and Utilities. Panel A provides the descriptive statistics of the CDS
return. Q0 ~ Q4 represent the minimum value, the first quartile (25%), the median value (50%), the third value (75%) and the
maximum value, respectively. Panel B represents the descriptive statistics of the corresponding empirical distribution from the
empirical distribution transformation function. The Kolmogorov-Smirnov test (KS test) compares the probability integral
transformation of the margins with a U[0,1] distribution.
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Table 5.6 Statistics of Determinates and Their Empirical
Transformation
Panel A: Statistics of CDS Determinates' Distribution
GVUK03(CM10) MSUKAML FPNA05Y
Q0-Min -0.09906 -0.09158 -0.05196
Q1-25% -0.0062 -0.00484 -0.00448
Q2-Median -6.77E-05 0.000247 0
Q3-75% 0.005637 0.005632 0.003497
Q4-Max 0.068939 0.092649 0.05506
Panel B: Statistics of Empirical Transformation of CDS Determinates
GVUK03(CM10) MSUKAML FPNA05Y
Q0-Min 0.000639 0.000639 0.000639
Q1-25% 0.250319 0.250319 0.250319
Q2-Median 0.5 0.5 0.5
Q3-75% 0.749681 0.749681 0.749681
Q4-Max 0.999361 0.999361 0.999361
P-Value (KS test) 1 1 1
Note: There are 3 indices to represent the changes in interest rates, the stock return and
the changes in the regional probability of default. Panel A provide the descriptive
statistics of the returns. Q0 ~ Q4 represent the minimum value, the first quartile (25%),
the median value (50%), the third value (75%) and the maximum value, respectively.
Panel B represent the descriptive statistics of the corresponding empirical distribution
from the empirical distribution transformation function. The Kolmogorov-Smirnov test
(KS test) compares the probability integral transformation of the margins with a U [0, 1]
distribution.
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5.7 Empirical Results
5.7.1 Non-parametric Estimation
I first presented three scatter plots in Figure 5.3 for UK bank CDS index spread changes
and three market variables: changes in ten-year UK government bond yields, MSCI UK
equity index returns, and Western Euro PD index changes. The scatter plots show that all
three dependence structures are nonlinear. By plotting the scatter diagrams for all the ten
industrial sectors, the nonlinear relationship between CDS spread changes and three
market variables can be confirmed. I also calculated the Pearson’s correlation, and
compared its value with another two rank correlations. Table 5.7 lists the correlation
parameters for three measures: the Pearson’s correlation coefficient, the Spearman’s rho
and the Kendall’s tau.
As Pearson’s correlation is only suitable for linear correlation relationships, it seems to
overstate the correlations for some of the industrial sectors, indicating a possible
misspecification problem. The rank correlations are non-parametric measures as they are
independent of the margins. As discussed earlier, one of the advantages of rank
correlations is that they are measured in terms of ranks, and are preserved under any
monotonic transformation such as the log transformation. Since most financial assets are
non-stationary and require some transformation, the rank correlation is considered as a
better measure for the dependence structures.
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The results presented in Table 5.7 show that CDS spread changes are negatively
correlated with interest rate changes and stock returns. Furthermore, positive correlation
coefficients are found for CDS spread changes and changes in the probability of default,
which indicates that an increase in the default probability will increase the CDS spread.
Moreover, the three correlation measures have the same sign although actual values of
the correlation coefficient are slight different. Among the ten industrial groups, I found
that the UK industrial goods and services sector has the highest correlation coefficient
value, which suggests a stronger link between CDS spreads for UK industrial goods and
services sector and other market valuables. However, as discussed above, linear
correlation and rank correlations have shortcomings and can not be used to assess the
non-linear relationships. Therefore, in the following section, a copula based model is
used to capture the nonlinear relationship between CDSs and its determinants.
Since the range of copula parameter ߠ for Archimedean copula is restricted,33 the Gumbel
copula and the Clayton copula can only be measured when the value of Kendall’s ߬is
located in [0,1]. However, the Frank copula can measure the dependence structure
regardless of the value of .߬ Therefore, for the interest rate and the stock return, only the
Frank copula is used to represent the Archimedean copula since both Kendall’s ߬are
negative. While for the probability of default, I calculated all three Archimedean copulas.
The copula parameters are presented in Table 5.8.
33 See Table 5.4 for details
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Table 5.8 indicates that interest rate changes and stock returns are both negatively
dependent with CDS spread changes, which suggests that the decrease in interest rates or
equity prices should generate a widening spread. The result is consistent with the findings
of Collin-Dufresne et al. (2001). The negative relationship implies the deterioration of
financial markets and provides some insights of the correlation of price movements in
different markets. During the financial crisis, the increasingly rapid rate of CDS
premiums leads the CDS buyer to a more risky position, since the payoffs of CDSs will
only be honoured if the CDS seller is solvent. This then reduces the total trading volume
of CDS contracts as risk aversion drives away the asset allocators. Accordingly, the CDS
premium has to climb to an even higher level to attract more investments. In the
meantime, government bonds and stocks can be considered as a safer investment option
at times of elevated risk in those industrial sectors. Hence, the increased demand for
government bonds and stocks drive their prices down. With more assets being allocated
in stock and long-term bond markets, it reduces the demand for CDSs and simultaneously
increases the CDS premium in this order.
Results suggested by the copula parameter estimates are similar to what is suggested by
the regression model in Chapter 3. By analysing each industrial sector separately, it
seems that the qualitative results about the significance and sign of the relationship are
similar for all sectors, while the quantitative results are somewhat different, as suggested
by different values of copula parameters.
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The stock return displays the strongest dependency to CDS spread changes than the other
two variables, which underlines the fact that CDS spreads is more sensitive to stock
returns than the other two variables. For instance, the estimated parameters between
CDSs and stocks for UK bank sector are -0.23, -0.23 and -1.38 for the Gaussian, the
student’s t and the Frank copula. However, the estimated copula parameters are only -
0.14, -0.14 and -0.83 for the dependence structure between CDSs and interest rates and
0.18, 0.18 and 1.13 for the dependence structure between CDSs and probability of default.
The above result has also been confirmed in the study of Hammoudeh and Sari (2011).
No matter which copula function is used, the UK travel sector has higher parameter
estimates for the dependence structure between CDS spread changes and stock returns in
comparison with other industrial sectors, which suggests that the extreme movements in
the stock market influence the CDS spread more for UK travel sector than for other
industrial sectors. Due to the stronger linkage between the CDS market and the stock
market, the financial service industry has take advantage of this to make investment
decisions. As mentioned by Fung et al. (2008, p43), “the GFI group, an inter-dealer
brokerage, designed the MarketHub for cross-asset analytics between the credit and
equity markets.” The GFI group believes that CDS markets deliver greater efficiency
than stock markets and can be treated as a leading indicator to credit risk. Therefore, as
suggested by the GFI group, stock holder should be more cognizant to the news and
activities in CDS markets.
P a g e | 304
Table 5.8 also suggests that changes in the probability of default have a positive
dependency with CDS spread changes. Fung et al. (2008) argued that there are some
connections between CDSs, stock and the probability of default. Basically, followed by
the deterioration of a firm’s financial condition, the default probability of a firm’s bond
will increase. Therefore, in efficient markets, stock prices and bond prices will go down
while CDS spreads on corporate bonds will go up. Our results confirmed Fung et al.’s
(2008) argument about the relationship between CDS spreads, stock prices and the
probability of default. Besides, the nonparametric estimation result is also consistent with
the result from the rank correlation with regards to the sign of each dependence structure.
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Figure 5.3 Scatter Plot before and after Transformation for UK
Bank Sector
CDS and Interest Rates
CDS and Stock Returns
CDS and Regional PD
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Table 5.7 Measures of Association between CDS and Its Determinates
Pearson's Ordinary
UKBANCD UKBASCD UKFOOCD UKINDCD UKINSCD UKMEDCD UKRETCD UKTELCD UKTRACD UKUTICD
GVUK03(CM10) -0.184126 -0.141957 -0.215146 -0.202881 -0.125721 -0.201006 -0.180823 -0.162028 -0.199873 -0.180057
MSUKAML -0.266292 -0.239481 -0.327536 -0.365204 -0.19275 -0.333094 -0.309465 -0.314357 -0.402224 -0.33698
FPNA05Y 0.111189 0.187975 0.13371 0.220786 0.190432 0.180661 0.168374 0.157799 0.210244 0.171402
Spearman's Rank Correlation
UKBANCD UKBASCD UKFOOCD UKINDCD UKINSCD UKMEDCD UKRETCD UKTELCD UKTRACD UKUTICD
GVUK03(CM10) -0.136341 -0.176116 -0.198134 -0.197464 -0.143085 -0.178762 -0.187533 -0.179367 -0.195912 -0.167407
MSUKAML -0.22016 -0.304149 -0.302421 -0.365507 -0.186152 -0.307201 -0.298693 -0.384164 -0.395823 -0.318444
FPNA05Y 0.165039 0.208787 0.173576 0.263848 0.20157 0.185703 0.208057 0.203165 0.227414 0.175844
Kendall's Tau
UKBANCD UKBASCD UKFOOCD UKINDCD UKINSCD UKMEDCD UKRETCD UKTELCD UKTRACD UKUTICD
GVUK03(CM10) -0.091774 -0.11769 -0.134756 -0.133455 -0.097921 -0.120822 -0.126519 -0.120732 -0.132786 -0.11243
MSUKAML -0.150712 -0.207086 -0.207109 -0.254522 -0.127116 -0.212077 -0.205816 -0.268354 -0.273426 -0.219873
FPNA05Y 0.113027 0.140376 0.117995 0.180203 0.136624 0.12729 0.141857 0.137507 0.15483 0.11931
Note: There are 10 industrial sectors: Banking, Basic Resources, Food and Beverages, Industrial Goods and Services, Insurance,
Media, Retail, Telecommunications, Travel and Leisure Sector and Utilities.
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Table 5.8 Copula Parameter Estimates: A Non-Parametric Approach
Panel A CDS spreads and Interest Rates
UKBANCD UKBASCD UKFOOCD UKINDCD UKINSCD UKMEDCD UKRETCD UKTELCD UKTRACD UKUTICD
Gaussian -0.143659 -0.183815 -0.210098 -0.208099 -0.153209 -0.188649 -0.197430 -0.188511 -0.207070 -0.175688
Student's t -0.143659 -0.183816 -0.210097 -0.208099 -0.153208 -0.188649 -0.197430 -0.188511 -0.207071 -0.175688
Frank -0.831651 -1.071269 -1.230994 -1.218754 -0.888207 -1.100455 -1.153687 -1.099617 -1.212462 -1.022367
Panel B CDS spreads and Stock Returns
UKBANCD UKBASCD UKFOOCD UKINDCD UKINSCD UKMEDCD UKRETCD UKTELCD UKTRACD UKUTICD
Gaussian -0.234533 -0.319584 -0.319617 -0.389236 -0.198350 -0.327002 -0.317692 -0.409157 -0.416413 -0.338550
Student's t -0.234533 -0.319584 -0.319618 -0.389236 -0.198349 -0.327002 -0.317693 -0.409157 -0.416413 -0.338550
Frank -1.381975 -1.931576 -1.931802 -2.419696 -1.159279 -1.981680 -1.918865 -2.567628 -2.622590 -2.060501
Panel C CDS spreads and Regional PD
UKBANCD UKBASCD UKFOOCD UKINDCD UKINSCD UKMEDCD UKRETCD UKTELCD UKTRACD UKUTICD
Gaussian 0.176612 0.218720 0.184287 0.279298 0.212964 0.198616 0.220989 0.214319 0.240815 0.186316
Student's t 0.176611 0.218720 0.184287 0.279297 0.212965 0.198617 0.220989 0.214320 0.240816 0.186317
Frank 1.127430 1.163299 1.133780 1.219814 1.158244 1.145856 1.165307 1.159430 1.183194 1.135473
Clayton 0.254860 0.326599 0.267561 0.439628 0.316488 0.291712 0.330614 0.318859 0.366388 0.270947
Frank 1.027913 1.283976 1.074112 1.665998 1.248576 1.160903 1.297971 1.256899 1.421224 1.086357
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5.7.2 Semi-parametric Estimation
The estimation results of the copula parameters using the method proposed by Genest et
al. (1995) are presented in Table 5.9. Results from the semi-parametric approach show
that CDS spread changes are positively dependent with changes in the probability of
default and are negatively dependent with interest rate changes and stock returns.
Although the same conclusion is found for both approaches (the non-parametric approach
and the semi-parametric approach), we get slightly different copula parameters in value
for the three dependence structures. The results from the nonparametric and semi-
parametric estimation methods are similar to the predictions as suggested by the
theoretical structural models that the decrease of stock prices and interest rates causes
escalation in credit risk and substantial widening spreads in credit derivatives.
Learning from the results of the nonparametric and semi-parametric estimation methods,
those market participants such as portfolio managers should be clear about the fact that
the CDS index spread of UK food and beverage firms has strongest negative impacts on
the long-term government bond yield, while the CDS index spread for UK travel sector
has the strongest negative impact on the equity return. The UK food and beverage sector
has the highest copula parameters for the dependence structure between CDS spreads and
interest rates, indicating a stronger dependence structure in this sector. For instance,
Table 5.9 shows that the estimated parameters between CDS spread changes and interest
rates changes for UK food and beverage sector are -0.22, -0.22 and -1.27 for the Gaussian,
student’s t and frank copulas. However, the parameters are only -0.15, -0.15 and -0.91 for
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the UK insurance sector. Hence, the interest rate affects CDSs more for the food and
beverage sector than for the insurance sector. For the dependence structure between CDS
spread changes and stock returns, the copula parameters for UK travel sector are -0.42, -
0.42 and -2.66 for the Gaussian, student’s t and frank copulas, while the parameters are
only -0.20, -0.20 and -1.2 for UK insurance sector. Again, we conclude that the stock
return affects the CDS more for the travel sector than for the insurance sector.
In order to provide further insight into dependence structures between CDSs and interest
rates, stocks and the probability of default, I computed the log-likelihood of each copula
function, and then a goodness-of-fit test is implemented to suggest the most preferred
copula function. The best fitting copula is selected by comparing the negative log-
likelihood calculated by the Akaike information criterion (AIC) test. From the ML
(maximized log-likelihood) estimates that are calculated through the semi-parametric
estimation method, I computed the AIC value for each copula using
ܣܫܥ = −2ܮ൫ߠ,෡ݔ൯+ 2ݍ (5.18)
where ݍ is the number of parameters in the copula model. For the Gaussian and
Archimedean copulas, ݍ= 1. And for the student’s t copula, ݍ= 2 since the student’s t
copula have two parameters: the copula parameter and the degree of freedom. Table 5.10
shows the results of the goodness-of-fit test for all five copula functions across ten
industrial sectors. For interest rates and stock returns, only three copulas (the Gaussian
copula, the student’s t copula and the Frank copula) are presented, while for CDSs and
Regional PD, all the five copulas are presented.
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Suggested by the goodness-of-fit test, the student’s t copula is the best fitting model for
both the dependence structure between CDSs and interest rates and the dependence
structure between CDSs and stocks, followed by the Gaussian copula. However, for the
dependence structure between the interest rate and the CDS spread, Gaussian copula
performs better than the student’s t copula at least for the basic resource sector, the retail
sector and the utility sector. The student’s t copula which is preferred to capture the
above two dependences may suggest the fact that investors in these markets are more
ready to take action under severe economic conditions than under normal economic
conditions, therefore a symmetric dependence structure with heavy tails should be
expected to describe the relationship between CDSs and interest rates and the relationship
between CDSs and stocks under good and bad market conditions. Besides, the extreme
movements that captured by the student’s t copula may point to the need for regulating
these unregulated OTC CDSs. This is currently one of the major principles of financial
reforms.
The dependence structure between the CDS spread changes and the changes in the
probability of default is asymmetric, and with right tail dependence, since the goodness-
of-fit test suggests that the Gumbel copula is the best fit for the dependence structure
except for the UK food and beverage sector. This indicates that the protection seller asks
for higher credit default swap premium to compensate the higher credit risk indicated by
the higher default probability during the turmoil. Meanwhile, the upper tail dependence
becomes significant as CDS spreads and the probability of default increase
simultaneously.
P a g e | 311
Given the estimated copula parameters, the corresponding copula densities can also be
expressed. Therefore, to further explore the dependence structure, I also plotted the
surface of the copula density in Figure 5.4 and 5.5. Student’s t copula densities are
plotted in Figure 5.4 for the dependence structure between CDS spread changes and
interest rate changes and the dependence structure between CDS spread changes and
stock returns for three industrial sectors: the bank sector, the food and beverage sector
and the basic resource sector. As can be seen, CDS spread changes are negatively
dependent with the interest rate changes and stock returns. Moreover, remarkable spikes
are observed in the upper and lower tails for all copulas which suggests that investors
should pay more attention to the extreme co-movement in the above markets. For the
same dependence structure, the plot does not indicate a significantly change between
different industrial sectors, since the copula parameter is very close for different sectors.
Figure 5.5 shows the dependence structure between CDS spread changes and changes in
the probability of default for the entire sample. Both the student’s t density and the
Gumbel density are presented for UK bank, food and beverage and basic resource sectors.
Positive dependence can be observed for all sectors. The Gumbel copula is preferred as a
better measure to capture the dependence as suggested by the goodness-of-fit test.
Compared to the student’s t copula density, the Gumbel density is more capable to
capture the right tail dependence. The right tail dependence becomes significant as CDS
spreads and the probability of default increase simultaneously. This indicates that the
protection seller asks for higher credit default swap premium to compensate the higher
credit risk indicated by the higher default probability.
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Table 5.9 Copula Parameter Estimates: A Semi-parametric Approach
Panel A CDS spreads and Interest Rates
UKBANCD UKBASCD UKFOOCD UKINDCD UKINSCD UKMEDCD UKRETCD UKTELCD UKTRACD UKUTICD
Gaussian -0.1639 -0.1817 -0.2203 -0.2189 -0.1489 -0.2037 -0.2021 -0.1955 -0.2094 -0.1865
Student's t -0.1539 -0.1839 -0.2171 -0.2184 -0.1497 -0.2007 -0.2033 -0.1957 -0.2110 -0.1865
(10.9664) (85.6364) (9.1099) (18.1343) (7.5874) (13.4336) (55.9351) (18.4391) (21.8491) (35.0602)
Frank -0.8527 -1.0751 -1.2679 -1.2472 -0.9090 -1.1366 -1.1727 -1.1243 -1.2391 -1.0387
Panel B CDS spreads and Stock Returns
UKBANCD UKBASCD UKFOOCD UKINDCD UKINSCD UKMEDCD UKRETCD UKTELCD UKTRACD UKUTICD
Gaussian -0.2392 -0.2986 -0.3313 -0.3849 -0.1965 -0.3383 -0.3258 -0.3956 -0.4154 -0.3436
Student's t -0.2363 -0.3134 -0.3284 -0.3903 -0.2004 -0.3350 -0.3236 -0.4089 -0.4183 -0.3432
(5.9840) (9.1687) (8.5016) (5.8515) (6.0140) (5.8851) (6.5167) (5.4251) (11.1103) (6.3355)
Frank -1.4228 -1.9500 -1.9886 -2.4913 -1.2000 -2.0530 -1.9715 -2.6534 -2.6592 -2.1212
Panel C CDS spreads and Regional PD
UKBANCD UKBASCD UKFOOCD UKINDCD UKINSCD UKMEDCD UKRETCD UKTELCD UKTRACD UKUTICD
Gaussian 0.1539 0.2102 0.1643 0.2579 0.2020 0.1893 0.2024 0.1996 0.2274 0.1798
Student's t 0.1635 0.2144 0.1691 0.2657 0.2041 0.1943 0.2108 0.2031 0.2321 0.1821
(15.2769) (25.9130) (37.2502) (16.3770) (98.1339) (12.2051) (15.6122) (35.4342) (21.8803) (39.1283)
Gumbel 1.1224 1.1593 1.1135 1.2018 1.1504 1.1445 1.1518 1.1536 1.1718 1.1359
Clayton 0.0937 0.1464 0.1304 0.2234 0.1376 0.1448 0.1731 0.1210 0.1883 0.1001
Frank 1.0464 1.2938 1.0815 1.6776 1.2733 1.1785 1.3093 1.2609 1.4257 1.0924
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Table 5.10 Log Likelihood and Goodness-of-Fit Test
Panel A CDS spreads and Interest Rates
UKBANCD UKBASCD UKFOOCD UKINDCD UKINSCD UKMEDCD UKRETCD UKTELCD UKTRACD UKUTICD
Gaussian
InL -21.31 -26.28 -38.94 -38.44 -17.54 -33.15 -32.63 -30.50 -35.10 -27.71
AIC -40.61 -50.57 -75.88 -74.88 -33.09 -64.30 -63.26 -59.00 -68.20 -53.41
Student's t
lnL -25.97 -26.40 -45.65 -40.16 -29.14 -35.74 -32.81 -32.38 -36.33 -28.20
AIC -47.94 -48.81 -87.30 -76.32 -54.29 -67.47 -61.62 -60.75 -68.65 -52.40
Frank
lnL -15.11 -24.66 -32.74 -32.08 -16.94 -26.48 -28.62 -26.27 -31.58 -22.66
AIC -28.22 -47.31 -63.47 -62.17 -31.87 -50.96 -55.25 -50.53 -61.17 -43.32
Panel B CDS spreads and Stock Returns
UKBANCD UKBASCD UKFOOCD UKINDCD UKINSCD UKMEDCD UKRETCD UKTELCD UKTRACD UKUTICD
Gaussian
InL -46.11 -73.07 -90.99 -125.46 -30.81 -95.12 -87.79 -133.17 -148.23 -98.33
AIC -90.22 -144.14 -179.98 -248.93 -59.61 -188.24 -173.59 -264.35 -294.46 -194.65
Student's t
lnL -63.66 -84.09 -99.59 -144.81 -48.66 -111.22 -102.68 -157.87 -153.80 -114.62
AIC -123.33 -164.18 -195.19 -285.62 -93.33 -218.44 -201.37 -311.74 -303.60 -225.24
Frank
lnL -40.77 -76.92 -78.34 -118.11 -29.08 -82.12 -76.64 -132.14 -136.17 -87.88
AIC -79.55 -151.84 -154.67 -234.21 -56.16 -162.23 -151.27 -262.28 -270.35 -173.76
Panel C CDS spreads and Probability of Default
UKBANCD UKBASCD UKFOOCD UKINDCD UKINSCD UKMEDCD UKRETCD UKTELCD UKTRACD UKUTICD
Gaussian
InL -18.75 -35.35 -21.40 -53.84 -32.58 -28.56 -32.74 -31.82 -41.56 -25.73
AIC -35.50 -68.70 -40.81 -105.67 -63.17 -55.12 -63.48 -61.64 -81.12 -49.46
Student's t
lnL -21.60 -36.51 -21.87 -56.18 -32.65 -32.57 -35.22 -32.35 -42.97 -26.13
AIC -39.19 -69.02 -39.75 -108.37 -61.31 -61.14 -66.44 -60.70 -81.94 -48.26
Gumbel
lnL -26.78 -45.94 -22.39 -63.10 -39.08 -36.57 -37.57 -42.12 -49.41 -35.03
AIC -51.57 -89.88 -42.77 -124.20 -76.16 -71.13 -73.13 -82.23 -96.83 -68.06
Clayton
lnL -4.55 -10.71 -8.57 -23.19 -9.65 -10.91 -15.02 -7.29 -17.49 -5.12
AIC -7.10 -19.42 -15.14 -44.39 -17.30 -19.82 -28.04 -12.58 -32.98 -8.23
Frank
lnL -22.75 -35.36 -24.45 -57.20 -33.86 -28.35 -35.33 -33.16 -42.13 -25.01
AIC -43.49 -68.72 -46.90 -112.41 -65.72 -54.70 -68.67 -64.31 -82.26 -48.02
Note: Figures on the left side display the joint density between CDS spread changes
and interest rate changes for UK bank, basic resource and food and beverage sectors.
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Figure 5.4 Copula Probability Density Plot Captured by the
Student’s t Copula for the Period from 2004 to 2009
Figures on the right side display the joint density between CDS spread changes and
stock returns for UK bank, basic resource and food and beverage sectors.
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Figure 5.5 Copula Probability Density Plot Captured by the
Student’s t Copula and the Gumbel Copula from 2004 to 2009
Note: Figures on the left side display the Student’s t density between CDS spread
changes and changes in the probability of default for UK bank, basic resource and
food and beverage sectors. Figures on the right side display the same densities
captured by the Gumbel copula.
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5.7.3 The Effect of the Financial Crisis
Since the data includes the period of the recent financial crisis, I also examined the
time period before and during the financial crisis to investigate if there is any change
of the dependence structure. The use of July 2007 as the starting date of the subprime
crisis has been recognised in most of the existing literature, such as Dungey (2009)
and Celık (2012). Therefore, I defined the time period before July 2007 as the pre-
crisis period, and the time period since July 2007 as the crisis period.
Because of the nonnormal property of our data, I used the semiparametric procedure
to estimate the parameters in copula models. The further investigation is focused on
the following three markets: the CDS market, the interest rate market and the stock
market. The estimation results for copula parameters for the two subperiods are
presented in Table 5.11. Panel A and B of Table 5.11 show that all copula parameters
are negative except for UK bank sector before the crisis. Panel C shows that copula
parameters for the dependence structure between CDS spread changes and changes in
the probability of default are positive.
Furthermore, the estimation results reveal a dramatic change for the dependence
structure before and during the financial crisis, as suggested by the significant change
of the copula parameter. For example, the copula parameters for the dependence
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structure between CDS spread changes and interest rate changes for UK bank sector
for the pre-crisis period are 0.01, 0.01 and 0.04, while the copula parameters for the
same dependence structure for the crisis period are -0.27, -0.28 and -1.67. Therefore,
the CDS spread change is more negatively correlated with the interest rate and the
stock return during the crisis period. The strong comovement may be caused by
financial integration and mutual trading between the CDS, interest rate, and stock
markets during the financial crisis.
Results from both the pre-crisis period and the crisis period are generally in line with
the theoretical prediction of the Merton model for credit risk. An interesting finding is
that the relation between changes of the CDS spread and the interest rate is positive
for UK bank sector for the pre-crisis period. A possible explanation for the positive
relationship are portfolio flows from UK bank CDSs to government bonds (and vice
versa), which temporarily dominate fundamental relations as those predicted by credit
risk models. Besides, the more negative dependence that found between CDS spread
changes and stock return is inconsistent with the finding of Schreiber et al. (2012),
where they found the commonly predicted negative relation fails to hold during the
crisis period. This may be caused by the difference in the type of data and different
data frequency used in this chapter.
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The association between CDS spread changes and other market variables, such as
interest rate changes and stock returns, are higher for the crisis period than the pre-
crisis period, supporting Forbes and Rigobon (2002)’s argument that contagion exists
if there is a significant increase in the cross-market correlation during the financial
crisis. Actually, the rise in the correlation between the returns of two risky assets is
often considered as the key symptom of contagion (De Gregorio and Valdés, 2001;
Baig and Goldfajn, 2002). Therefore, the much stronger dependences during the crisis
period may indicate that there are potential financial contagions.
Moreover, regardless of the sample period and the copula function, the difference
between estimated copula parameters before and during the financial crisis for UK
bank sector are relatively larger than most industrial sectors, indicating that UK bank
CDS spread are more vulnerable to contagion effect from interest rates and stock
returns. In contrast, the estimated parameter for UK basic resource sector has the
smallest difference, which may indicate that the UK basic resource sector is better
able to maintain its overall credit condition.
For the dependence structure between the interest rate and the CDS spread, Gaussian
copula performs better than the student’s t copula for the basic resource sector, the
retail sector and the utility sector, indicating that the tail dependence is not evident
between CDS spread for the above sectors and interest rate. The student’s t copula is
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the best model for the rest industrial sectors, suggesting that once contagion happens,
the CDS spread for the rest industrial sectors will be more severely affected by
interest rate than the basic resource sector, the retail sector and the utility sector.
In addition to these insights related to contagion, the difference between the copula
parameter before and during the crisis listed in Table 5.11 also suggests the
dependence structures significantly changed for the pre-crisis period and the crisis
period. This raises a serious issue. Since if dependence structures between CDS
spread changes and variations of market variables are unstable, the use of any amount
of historic data to calculate correlations would be unreliable. However, if the relations
are stable, varying slowly from period to period, correlations calculated by using
historical information are considered to be more precise (Papageorgiou and Skinner,
2006). Therefore, the inclusion of longer sample period would generally improve the
estimation results. The variation in correlations on the other hand also suggests that
dependence structures between CDS spreads and market variables must be re-
estimated frequently in order to give the right size and direction. This is currently
recognised as one of the drawbacks for the static copula.
Figure 5.6 and 5.7 plots the surface of the copula density before and during the
financial crisis. Student’s t copula densities are plotted for the dependence structure
between CDS spread changes and interest rate changes and the dependence structure
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between CDS spread changes and stock returns for three industrial sectors: the bank
sector, the food and beverage sector and the basic resource sector. As can be seen, the
dependence structure significantly changed during the subprime crisis. Figure 5.6
shows that for all copula densities, there were no tail dependence between CDS
spread changes and interest rate changes before the crisis. However, the dependence
structure changed remarkably, and significant tail dependence for all copula are
observed during the crisis period. Similar results can be found in Figure 5.7,
remarkable spikes are observed during the crisis for the dependence between CDS
spread changes and stock returns, indicating that stock returns are more sensitive to
extreme changes in the CDS spread during the crisis.
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Table 5.11 Copula Parameter Estimates: Pre-Crisis Period and Crisis period
Panel A: Interest Rate
UKBANCD UKBASCD UKFOOCD UKINDCD UKINSCD UKMEDCD UKRETCD UKTELCD UKTRACD UKUTICD
Gaussian Pre-Crisis 0.01 -0.12 -0.12 -0.09 -0.06 -0.03 -0.04 -0.10 -0.12 -0.10
Crisis -0.27 -0.24 -0.28 -0.29 -0.20 -0.30 -0.30 -0.26 -0.27 -0.25
Difference -0.29 -0.12 -0.16 -0.20 -0.13 -0.27 -0.25 -0.16 -0.15 -0.15
Student's t Pre-Crisis 0.01 -0.12 -0.12 -0.09 -0.07 -0.03 -0.05 -0.10 -0.11 -0.08
Crisis -0.28 -0.25 -0.29 -0.30 -0.21 -0.30 -0.30 -0.26 -0.27 -0.25
Difference -0.29 -0.12 -0.17 -0.21 -0.14 -0.27 -0.26 -0.16 -0.16 -0.17
Frank Pre-Crisis 0.04 -0.63 -0.69 -0.52 -0.40 -0.18 -0.28 -0.50 -0.61 -0.39
Crisis -1.67 -1.59 -1.76 -1.83 -1.30 -1.91 -1.85 -1.59 -1.76 -1.58
Difference -1.71 -0.95 -1.07 -1.31 -0.90 -1.73 -1.57 -1.09 -1.15 -1.20
Panel B: Stock
UKBANCD UKBASCD UKFOOCD UKINDCD UKINSCD UKMEDCD UKRETCD UKTELCD UKTRACD UKUTICD
Gaussian Pre-Crisis -0.06 -0.30 -0.20 -0.30 -0.10 -0.15 -0.12 -0.32 -0.30 -0.26
Crisis -0.36 -0.32 -0.41 -0.43 -0.25 -0.44 -0.45 -0.44 -0.50 -0.41
Difference -0.30 -0.01 -0.22 -0.13 -0.15 -0.29 -0.33 -0.12 -0.20 -0.15
Student's t Pre-Crisis -0.06 -0.31 -0.20 -0.31 -0.10 -0.15 -0.12 -0.33 -0.30 -0.26
Crisis -0.37 -0.35 -0.42 -0.45 -0.28 -0.45 -0.47 -0.46 -0.51 -0.42
Difference -0.31 -0.04 -0.22 -0.14 -0.18 -0.30 -0.35 -0.13 -0.20 -0.16
Frank Pre-Crisis -0.39 -1.80 -1.06 -1.82 -0.54 -0.85 -0.68 -2.01 -1.85 -1.47
Crisis -2.41 -2.21 -2.78 -2.99 -1.75 -3.04 -3.14 -3.08 -3.43 -2.71
Difference -2.02 -0.41 -1.72 -1.17 -1.21 -2.19 -2.46 -1.07 -1.58 -1.24
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Figure 5.6 Copula Density Plot for CDS Spread Changes and
Interest Rate Changes for both the Pre-Crisis and the Crisis
Period
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Figure 5.7 Copula Density Plot for CDS Spread Changes and Stock
Returns for both the Pre-Crisis and the Crisis Period
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5.8 Conclusion
In Chapter 3, I investigated the systematic and external determinants of credit default
swap spreads in a purely statistical way by regressing CDS spreads on factors that are
suggested by theoretical structural models that would influence CDS spreads.
However, the results in Chapter 3 along with other studies that investigate the
determinants of CDS spreads are from linear models, the nonlinear effects from each
factor have not been considered. Besides, methods that used in the above studies are
discussed to have drawbacks and limitations to some extent. Furthermore, results
from previous research on investigating the relationship between CDS spreads,
interest rates and stock returns are rather inconsistent with regards to the significance
and sign of the directional link or even the lead-lag relationship. The mixed findings
may be caused by the unstable relationship over time and specific factors that come
from financing restructures and regulations. Therefore, this chapter aims at examining
the nonlinear dependence structure between the CDS spread and market variables
using a more stable and flexible method and describes the dependence structures
during a period from 2004 to 2009 and an industry focus on major industrial sectors in
the UK in order to control for the two causes.
This chapter differs from prior studies in several aspects. First, I examine the market-
wide dependences instead of firm-level relationships, because the latter is primary
driven by firm-specific factors and events. Beside, the focus on the index/portfolio
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enables us to discover a clearer relationship between CDS and market variables at the
aggregate level. Second, this chapter implements a different methodology by applying
copula. I use the copula method to investigate the dependence structure between CDS
sector index spread changes and interest rate changes, stock returns and changes in the
probability of default. Two elliptical copulas and three Archimedean copulas are used
and both the nonparametric method of Genest and Rivest (1993) and the
semiparametric method of Genest et al. (1995) are adopted to estimate the copula
parameters. Then a goodness-of-fit test is implemented to select the most appropriate
copula. The effect of the subprime financial crisis has also been discussed. By
dividing the sample period into the pre-crisis period and the crisis period, I test
whether dependence structures changed during the subprime crisis.
The results of this chapter provide a comprehensive analysis of the dependence
structure between CDS spread changes and three market variables: interest rate
changes, stock returns and changes in the probability of default. Some of our
conclusions reinforce previous findings on the determinants of the CDS spread in
Chapter 3, whereas others provide new insights into the relations. In general, the
estimation results suggest that CDS spread changes are negatively dependent with
interest rate changes and stock returns. The negative relationship is consistent with
previous studies such as Collin-Dufresne et al. (2001). Furthermore, the student’s t
copula performs generally better than the other copula functions in capturing the
above dependence structures. This result shed some lights on the relationship between
P a g e | 326
the price movements in the above markets. Besides, the extreme movements that
captured by the student’s t copula may point to the fact that it is necessary to regulate
these OTC CDSs. This is currently one of the major principles of financial reforms.
The dependence structure between the CDS spread changes and the changes in the
probability of default is positive and asymmetric, and with right tail dependence. This
indicates that the protection seller asks for higher credit default swap premium to
compensate the higher credit risk indicated by the higher default probability during
the turmoil. The findings of this chapter can provide useful information to people such
as traders, investors, policy-makers and regulators who are interested in credit
derivative markets where the normality assumption is typically violated. Besides,
implications are relevant for decision-makers, such as policy-makers and portfolio
managers, who are interested in financial relationships at the sector level rather than
individual firm level.
By comparing dependence structures before and during the crisis, dramatic changes
for the dependence structure are observed, as suggested by the significant change of
the copula parameter. More specifically, the CDS spread change is more negatively
correlated with the interest rate and the stock return during the crisis period. The
stronger comovement may be caused by financial integration and mutual trading
between the CDS, interest rate, and stock markets during the financial crisis. The
much higher association during the crisis period supports Forbes and Rigobon
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(2002)’s argument that contagion exsits if there is a significant increase in the cross-
market correlation during the financial crisis.
This chapter also has several practical implications: first, identification and
specification of dependence structures between financial assets is a key component in
managing portfolio, pricing of derivatives and risk management. The copula method
used in this chapter can provide solutions for these dependence structures that can not
be captured by correlation-based models. Thus, our findings can provide useful
information to people such as traders, investors, policy-makers and regulators who are
interested in credit derivative markets where the normality assumption is typically
violated. Besides, studying the relation between CDS indices and other market
variables has several implications for credit management: First, this chapter provide
direct quantitative results that can be used for dynamic portfolio management. Second,
our empirical findings support previous studies’ conclusion on the key components of
CDS spreads. Finally, such investigation could interest financial intuitions that
involved in the credit market. “This is related to the Basel II capital adequacy
requirement since disentangling credit risk dynamics from other market interactions
could limit redundant capital .charges” (Miloudi and Moraux, 2009, p106). Besides,
implications are relevant for decision-makers, such as policy-makers and portfolio
managers, who are interested in financial relationships at the sector level rather than
individual firm level.
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Appendix
Family of Archimedean Copulas
i. Gumbel Copula (Gumbel, 1960)
ܥ(ݑ,ݒ) = exp (−[(− lnݑ)ఏ + (− lnݒ)ఏ]ଵ/ఏ)
ݑ and ݒ are uniformly distributed on the domain [0,1]. ߠ is the parameter used to
describe the dependence between the two variables.
ii. Clayton Copula (Clayton, 1978)
ܥ(ݑ,ݒ) = max ([ݑିఈ + ݒିఈ − 1]ଵఈ , 0)
Again, ݑ and ݒ are uniformly distributed on the domain [0, 1]. ߙ is the parameter used
to describe the dependence between the two variables.
iii. Frank Copula (Frank, 1979)
ܥ(ݑ,ݒ) = − 1
ߠ
ln (1 + ൫݁ ିఏ௨ − 1൯൫݁ ିఏ௩− 1൯
݁ି ఏ − 1
)
Similarly,ݑ and ݒ are uniformly distributed on the domain [0, 1]. ߠ is the parameter
used to describe the dependence between the two variables.
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Chapter 6
Dynamic Linkages in Credit Risk between the
Money Market and the Derivatives Market
6.1 Introduction
In Chapter 2, we had a detailed discussion of credit risk and various forms of its
measurements. Generally speaking, credit risk or default risk refers to the probability
that the issuer of a fixed income security may default. The credit risk is often
measured by the credit spread, which has several alternative forms available to market
practitioners, such as bond yield spreads, credit default swap spreads, TED spreads or
option-adjusted spreads. The first two spreads draw the highest attention from
academicians and economists. A detailed discussion of the relationship between bond
yield spreads and CDS spreads has also been provided in Chapter 4. However, the
TED spread, which is calculated as the difference between LIBORs and US Treasury
rates, remained as a forgotten part of the financial landscape until the recent financial
crisis, when it started to receive its share of investigation.
In this chapter, I will analyse the relationship between another two credit spreads: the
TED spread and the CDS spread. The TED spread is the difference between interest
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rates on Treasury Bills (T-bills) and those on Eurodollar Bills. In simple terms, the
TED spread is calculated as the difference between the interest rates on a three-month
US T-bill and three-month Eurodollar Bills as represented by the London Interbank
Offered Rate (LIBOR). The TED spread can be used to indicate the credit risk for the
general economy. This is because the Treasury bill represents the interest rate offered
by the US government and is considered to be risk free, while the LIBOR is the rate at
which banks lend to each other. Thus, the spread of the two interest rates represents
the risk of lending to commercial banks rather than lending to the US government. A
rise in the TED spread implies an increased risk for interbank loans, thus people
prefer to invest in safer alternatives, such as US T-bills. When default risk is higher,
banks also tighten their constraints on lending money to other counterparties by
demanding a higher return on their loans. Similarly, a decrease in the TED spread
indicates a decrease in default probability on interbank loans.
Research on investigating the TED spread is rather limited and most of the empirical
studies used the TED spread as a measure of funding liquidity. A list of representative
studies includes: Lekkos (2007), Beber et al. (2010), Chung and Chan (2010), Cornett
et al. (2011), Chudik and Fratzscher (2011), Hui and Chung (2011), Brennan et al.
(2012), Fratzscher (2012) and Ding and Pu (2012). Besides, a few studies use the
TED spread as a proxy for counterparty risk, such as Cardarelli et al. (2011), Ng
(2012) and Levich (2012). Other studies use the TED spread to explain the variation
of financial markets, such as interest rate markets (see, for example, Ito, 2007) or
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stock markets (see, for example, Lashgari, 2000). Research that investigates the
dynamics of TED spreads is mostly through investigating the behaviour of Treasury
rates and Eurodollar (LIBOR) rates. Tse and Booth (1996) employed the GARCH
model to analyse the volatility spillover between US Treasury and Eurodollar interest
rates. Hammoudeh et al. (2011) examined the asymmetry and adjustment to the long-
run equilibrium of the TED spread by investigating the movements of LIBORs and
Treasury rates for three maturities.
However, none of these studies have examined the relationship between the TED
spread and the CDS spread. Besides, results in Chapter 3 as well as other studies on
the determinants of the credit spread changes, such as Collin-Dufresne et al. (2001),
Cremers et al. (2008) and Ericsson et al. (2009), all suggest that there are unobserved
common factors in credit spread changes. The missing factors, that affected the credit
spreads across different ratings and industrial sectors, are considered as the causes of
correlated credit losses. Thus, understanding the correlation between the above two
spreads is crucial for setting capital requirements for banks and pricing credit products
that heavily exposed to correlation in credit risk. There are a few studies that focus on
investigating the correlation in credit risk, such as Elizalde (2005) and Pu and Zhao
(2012). However, these studies put more emphasis on exploring the determinants of
credit risk correlation (the unobservable factors), instead of investigating the
dependence structure between different credit risk measures. Moreover, these studies
used a relatively shorter sample period and failed to include the recent period of
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turmoil. Therefore, a thorough understanding of correlated default risks between
different markets is of critical importance.
Another reason that makes understanding the credit risk correlation particularly
important for the current economic climate is that it shows the degree of credit
contagion, which is a major phenomenon during severe economic downturns. Credit
contagion refers to the credit deterioration from one market to the other (Avellaneda
and Wu, 2001). In this chapter, contagion is defined as a significant increase in the
cross-market correlation during the financial crisis (Forbes and Rigobon, 2002).
Actually, the rise in the correlation between the returns of two risky assets is often
considered as the key symptom of contagion (De Gregorio and Valdés, 2001; Baig
and Goldfajn, 2002). Therefore, it is necessary to compare the correlation between the
returns of TED spreads and CDS spreads during the pre-crisis period to the crisis
period. According to the definition of contagion, if the two spreads are moderately
correlated during the relatively stable period (the pre-crisis period), and the cross-
market correlation rise significantly due to a shock to one market, this would then
generate contagion. However, if the two spreads are highly correlated during the pre-
crisis period, even if they continue to be highly correlated afterwards, this may not
generate contagion. In other words, there will be contagion effect only if the cross-
market correlation rises significantly in the crisis period.
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The increased integration of financial markets makes credit contagion even common,
especially during the financial turmoil. Intuitively, contagion is viewed as a major
shock or event in which there is a significant but temporary increase in the linkages
between different financial markets (Longstaff, 2010). Therefore, I identify two sub-
periods. The period before July 2007 is defined as the pre-crisis period, and the period
after July 2007 is defined as the crisis period. Furthermore, I hypothesise that if the
TED spread and the CDS spread exhibited a higher degree of dependence during the
crisis period, then the two spreads will be more vulnerable to contagion effects.
The literature on contagion is too extensive to be reviewed fully here. Recent
empirical literature has shown evidence for contagion in equity markets. These studies
include: Longin and Solnik (2001), Forbes and Rigobon (2002), Chiang et al. (2007),
Cho and Parhizgari (2008), Li et al. (2008), Khan and Park (2009), and Bouaziz et al.
(2012). Besides, a few recent studies focus on contagion in credit derivatives markets.
The first stream of studies focus on the credit contagion spreads over different
countries (see, for example, Chen et al., 2011; Aloui et al., 2011; Celık, 2012; 
Kalbaska and Gątkowski, 2012). The second stream of studies focus on the linkages 
between different financial institutions (see, for example, Jorion and Zhang, 2009;
Kim et al., 2010; Barro and Basso, 2010; Coudert and Gex, 2010; Pais and Stork,
2011; Chakrabarty and Zhang, 2012). The last stream of studies put more effort on
investigation contagion between various financial markets (see, for example, Jorion
and Zhang, 2007; Longstaff, 2010).
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This chapter belongs to the last stream of studies. It aims to: (1) determine whether
the dependence structure between the two credit risk measures (the TED spread and
the CDS spread) changed over time before and during the subprime crisis; (2)
investigate how the credit risk, which is measured by the above two spreads, was
related; (3) examine whether the subprime crisis has resulted in increased cross-
market linkages between the money market and the derivatives market and (4) test
whether these two markets are particularly vulnerable to contagion effects. These
questions are important since the derivatives market plays a key role in asset pricing
and risk management. Given the fact that default correlations are negatively related to
the health of the economy (Grundke, 2010), correlations between the above two
markets are expected to have increased during the subprime crisis. However, the
increased correlation coefficient does not provide complete information about the
default risk dependence structure. It is not obvious with respect to whether and how
the dependencies change over time during the crisis.
Since the TED spread could measure the credit risk in the money market, and the
CDS spread for the derivatives market, the broad objective of this chapter is therefore
not only to identify an increased correlation between the money market and the
derivatives market, but also to study the dynamic linkages of the credit risk between
these two markets. To achieve this, A Multivariate Generalised Autoregressive
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Conditional Heteroscedasticity (MVGARCH) model and twelve different copulas are
presented, including three time-varying copulas. More specifically, the first model
uses the Dynamic Conditional Correlation (DCC) approach on standardised residuals,
where standardised residuals are generated by appropriate GARCH models. The
second model is again based on GARCH estimates for marginal distributions.
However, I use a time-varying Gaussian copula for the joint distribution to capture
any non-linear dynamic linkages. The CDS data used in this chapter is the UK bank
CDS index spread with five-year maturity. By calculating the time-varying
correlations between daily index returns of CDS spreads and TED spreads, if a
significant rise in correlation is found during the crisis, then we can conclude to
contagion effects.
A major advantage of using DCC-GARCH model is the detection of possible changes
in conditional correlations, which is extremely important for detecting investors’
behaviours in response to financial news and innovations. Besides, Forbes and
Rigobon (2002) pointed out that the volatility needs to be adjusted in correlations.
They found that if the volatility of one asset increases dramatically, its correlation
with the other asset will increase as well. This may even occur when the underlying
linkages between the two assets remain constant. Therefore, they developed a
volatility adjusted correlation to detect the “shift-contagion”. Unlike Forbes and
Rigobon (2002), the DCC-GARCH model continuously adjusts the correlation for the
time-varying volatility. This is because the DCC model estimates the correlations of
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the standardised residuals and so accounts for heteroscedasticity directly (Chiang et
al., 2007). Since the dynamic conditional correlation does not have any bias for
volatility, it provides a superior measure for correlation.
On the other hand, the copula methods have notable advantages for analysing the
dependence structure between financial returns by adopting a non-linear, non-normal
distribution and providing a higher degree of flexibility. Consequently, the copula
functions have become very popular in both theoretical and empirical research in
recent years. Similar to the DCC model, the copula method has also been widely used
in measuring financial contagions (see, for example, Rodriguez, 2007; Ye and Miao,
2008; Horta et al., 2010; Manner and Candelon, 2010; Durante and Jaworski, 2010;
Jayech and Zina, 2011; Aloui et al., 2011; Wen et al., 2012; Ye et al., 2012). However,
it should be noted that in most of these studies, the copula parameter has been
considered as a constant quantity while a substantial amount of the literature shows
that it is more realistic to model the dependence structure of the financial markets as
time-varying. Wen et al. (2012) measured contagion between the energy market and
the stock market using four time-varying copula functions. Besides, Manner and
Candelon (2010) proposed a new approach based on time-varying copula to test the
presence of contagion.
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In addition to the above advantages, previous literature on contagion usually divides
the sample period into a number of sub-periods, and then calculates the correlation for
each sub-period (see, for example, Forbes and Rigobon, 2002; Coudert and Gex,
2010). The existence of contagion is concluded by comparing the correlation for
different time period. The dynamic conditional correlation and the time-varying
copula method overcome this problem by analysing the underlying dynamics for the
entire period.
This chapter makes several contributions to the literature. First, there are still
insufficient studies in understanding the behaviour of the TED spread. The LIBOR
and the corresponding TED spread was brought up into the financial spot light only
after the 2007 financial crisis. The TED spread has not been adequately studied in the
literature. To my knowledge, this is the first paper studies the dynamic relationship
between the TED spread and the CDS spread. Therefore, this chapter contributes to
the literature of the interest rate spread.
Second, this chapter uses two relatively advanced methods to investigate the credit
contagion between two different markets. Although the DCC model has been seen in
several recent studies, such as Chiang (2007), Cho and Parhizgari (2008), Naoui et al.
(2010), Celık (2012) and Bouaziz et al. (2012), to identify the contagion effect and to 
address the heteroskedasticity problem raised by Forbes and Rigobon (2002), the
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DCC models in these studies often assume the bivariate normality of asset returns.
This assumption neglects the fat tail behaviour in most financial returns and ignores
the non-linearity of the contagion phenomenon. To overcome this limitation, this
study uses the student’s t distribution for residual distribution in the DCC model. I
also verify the results by applying a time-varying Gaussian copula. In comparison
with the DCC model used in the above studies, the advantages of copula are obvious,
since copula can be used to describe nonlinear dependences, while correlation is only
a linear measure of dependence.
Third, unlike this chapter, most of the copula-related empirical studies focus on
modelling dependence structures between financial assets, such as stock returns or
exchange rates (see, for example. Breymann et al., 2003; Malevergne and Sornette,
2003; Dobrić and Schmid, 2007; Kole et al., 2007; Chen et al., 2008; Dupuis et al., 
2009; Gatfaoui, 2010; Naifar, 2011). Besides, the majority of these studies suggest
that for market risk sensitive financial products, the student’s t copula is more
appropriate to capture the dependence structures. However, in these studies, it is not
obvious whether these dependencies, as measured by the copula function, changed
over time during the financial crisis. The gap is filled by this chapter in which I
identified a time-varying copula that adequately describes the dependence structure
between the returns of the UK bank CDS index spread and the TED spread. Besides, I
obtain somewhat different results than the previous literature. My results suggest that
the time-varying Gaussian copula is preferred in capturing the time-varying
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relationship between the CDS spread and the TED spread, which in most of the other
studies, is rejected as an adequate model for describing the dependencies.
Forth, I found widely different patterns of the dynamics of the CDS spread and the
TED spread and investigated how their dependencies response to the credit events that
occured during the sample period. Explanations with regards to why and how of these
changes occured have also been provided in this chapter. These results and
explanations are believed to be helpful for investors, policy makers and portfolio
managers.
Our results on the dynamic linkages between CDS spreads and TED spreads are as
follows: first, both DCC and copula methods show strong evidence that the
dependence structure between the daily index returns of UK bank CDS spreads and
TED spreads vary strongly across time. This finding, which holds for both estimation
methods, suggests that linkages between CDS and TED spreads must be re-estimated
frequently in order to give the right size and direction. This is especially important for
bank monetary policy makers and portfolio managers as they may take different
actions depending on the dynamic linkages between these two spreads.
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Second, for the pre-crisis period, both the DCC model and copula model show a clear
pattern that the conditional correlation coefficients varying between positive and
negative but have a slight upward trend. However, it is clear that correlations
considerably increased and were more pronounced since the start of the financial
crisis in 2007. The conditional correlation coefficients were dynamic and reached a
peak in 2008. The much stronger and significant linkage between money market and
derivatives market during the crisis period can be interpreted by the contagion effect.
This is consistent with the standard definition of financial contagion and provides
strong support to Forbes and Rigobon’s (2002) argument that contagion exists if
cross-market comovement increases significantly after the shock.
Third, suggested by the empirical results from DCC and copula models, three
different phases are identified for the dependence structure during the crisis period.
The first phase shows a dramatic increase in cross-market correlation due to the
spread of credit deterioration soon after the financial crisis started. The second phase
shows a continued high correlation. This period starts from the end of 2007 and end in
late 2008. The results and implications shed some light about the nature of the
contagion mechanism in financial markets. The last phase shows a decrease in cross-
market correlation between the money market and the derivatives market. However,
through the analysis of the different movements of the two spreads, I propose that the
eurozone debt crisis plays an important role in the dynamics of the UK bank CDS
spread in the last phase. I argue that the credit contagion may back though the
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eurozone sovereign debt crisis to the UK CDS market. Financial contagion could be
harmful to the healthiness of the economy due to its instability. Therefore, the
findings are important for policy makers and government regulators. Especially for
policy makers, the result suggests that they should seek ways to close contagion
channels and decrease the instability of the financial system.
Our results also have a few practical implications. First, followed by the tremendous
development in credit risk modelling, financial institutions are now required to
manage the credit risk of their overall portfolios. The most important insight is that
financial risk needs to be measured in the context of a portfolio instead of on a stand-
alone basis. Therefore, a good understanding of the correlation of credit risk is of
crucial importance to portfolio management. For the financial industry, these results
can be used to construct better diversified credit portfolios, which are of particular
interest to bank risk managers and bank regulators.
Second, the empirical findings of this chapter can be used to improve the specification
of credit risk correlation. Although the empirical results in themselves, which suggest
that the correlation between two financial assets will increase during financial crisis,
are perhaps not new, this confirmation supports the proposed hypothesis that if the
returns of the TED spread and the CDS spread exhibited a higher degree of
dependence, then the money market and the derivatives market will be more
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vulnerable to contagion effects during the crisis. Meanwhile, the methodology that
used in this chapter to explore the dynamic linkages between CDS and TED spreads
can be adopted in other similar settings in future research. Besides, since the issue of
financial contagion is of fundamental importance for monetary policy, asset pricing,
portfolio management and risk measurement, the findings of this chapter may be of
interest to investors, policy makers and portfolio managers.
The rest of the chapter is organised as follows. Section 2 describes the relevant
literature. Section 3 and 4 discusses the methodologies that used in this chapter. Some
basic statistic information about the sample data and the dynamics of the TED spread
and the CDS spread are discussed in Section 5. Section 6 and 7 presents the empirical
results of DCC-GARCH and Copula-GARCH model. The last section concludes this
chapter.
6.2 Literature Review
6.2.1 Literature on the TED Spread
As I mentioned earlier, the LIBOR and the corresponding TED spread has started to
receive attention only since the financial crisis that began in 2007. “Only a handful of
economists, and no other academics, have ever looked in any detail at LIBOR, and
even the financial press didn’t show much interest in how LIBOR is calculated until
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this spring” (MacKenzie, 2008, p11). In most of these studies, the TED spread is often
used as one of the fundamental factors to explain various financial phenomena.
Typically, the TED spread is used to capture the counterparty risk in the overall
banking system. Cardarelli et al. (2011) examined some fundamental factors that lead
to economic downturns. By paying extreme attention to the impact of banking distress,
they used a banking-related financial stress index, which is constructed by the slope of
the yield curve, the TED spread and the beta of banking sector, and proposed an
analytical framework to assess its impact on real economy. Levich (2012) investigated
the impact of counterparty risk and trading activities on currency markets. He found
that the TED spread as a measure of counterparty risk among banks, as well as trading
costs, are the result of the increased market share of currency futures trading.
However, since the TED spread is calculated as the differences between 3-month
Eurodollar bill rates and 3-month Treasury bill rates, it also measures the rate of
return the banks are requiring over the T-bills to lend to other banks. Therefore, a list
of the studies also treated the TED spread as a measure of funding liquidity in the
general market. Ito (2007) investigated the role of four determinants of swap spreads
in Japan: the TED spread, the corporate bond spread, the interest rate and the slope of
the yield curve. Chung and Chan (2010) again used the TED spread as the liquidity
premium and examined its impact on the US swap spread. Cornett et al. (2011)
investigated whether the tight liquidity condition, as measured by the TED spread,
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would force banks with high liquidity exposure to reduce new lending more than
banks with low liquidity risk exposure. They found that the management of the
liquidity crisis led to a decline in credit supply. Hui and Chung (2011) selected a
number of macroeconomic variables as determinants of the 10-delta implied volatility
where the TED spread is used to represent the funding liquidity constraint.
Chudik and Fratzscher (2011) used the TED spread as a proxy for liquidity measure
and the VIX index as a measure for risk appetite. Their results indicate that liquidity
shocks had more impact on advanced economies during the financial crisis, while
emerging market economies were affected more by the risk appetite. Fratzscher (2012)
tested the effect from TED and VIX, as measures for global liquidity and risk on
capital flows, for both the crisis period and the recovery period. Brennan et al. (2012)
estimated the buy- and sell-order illiquidity on a sample of NYSE stocks. By studying
the time-series properties of buy and sell liquidity measures and examined their cross-
sectional determinants, they found that buy and sell liquidity measures are positively
correlated with the TED spread and the VIX index. Ding and Pu (2012) investigated
the market linkages across the U.S. stock, bond and CDS markets during the per-crisis,
crisis, and recovery period. By including the TED spread and the VIX index as two
exogenous factors in a VAR model, they found that the impact from liquidity on
market linkages is absorbed by volatility.
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The above studies used the TED spread as either a measure for liquidity risk or a
measure for counterparty risk. In these studies, the TED spread was examined as one
of the determinants to explain market variables or the variation of another financial
variable. Research on investigating the property of the TED spread itself is rather
limited and mostly through investigating the behavior of Treasury rates and
Eurodollar/LIBOR rates. Tse and Booth (1996) examined the volatility spillover
between the US Treasury bill and the Eurodollar bill by employing a GARCH model.
Their results suggest that the lagged TED spread change is the main factor that drives
the volatility process. Shrestha and Welch (2001) explored the relationship between
Treasury bill rates and Eurodollar bill rates by a fractional cointegration analysis.
They found that the null hypothesis of a stationary fractional cointegration
relationship between Treasury bill rates and Eurodollar bill rates cannot be rejected.
Similar to that of Shrestha and Welch (2001), Lee et al. (2007) found evidence of
fractional cointegration relationship between Treasury bills and Eurodollars as well.
Besides, they found that higher conditional yield volatility leads to a wider TED
spread.
Recent studies on the dynamic relationship between the US Treasury and Eurodollar
markets focus on their performance during financial turmoil. Lin et al. (2010)
investigated the lead-lag relationship between the two rates before and after the stock
market crashes in October 1987 and October 1989. Their results confirm the lead-lag
relationship between T-bills and Eurodollar bills. Moreover, they found that there
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exists a volatility asymmetry in both markets and volatility spillovers to the other
market after the stock market crashes. Hammoudeh et al. (2011) studied the
asymmetry and adjustment to the long-run equilibrium for the TED spread for three
maturities. Their results show strong evidence that the TED spread adjusts asymmetry
to the long-run equilibrium. In contrast to the above, Chiang et al. (2008) focused on
the extreme behaviour of the TED spread. By employing the extreme value theory
(EVT), they found the distribution of the TED spread is asymmetric and fat-tailed.
6.2.2 Literature on Credit Risk Correlation
Although there is lots of TED-related research after 2007, none of them have
examined the relationship between the TED spread and the CDS spread. Therefore,
this chapter aims to fill the gap by providing a detailed discussion of the dynamic
linkages between the TED spread and the UK bank CDS index spread for the pre-
crisis period and the crisis period. There are also a few studies that discussed the
relationship between the TED spread and other financial indices. For example,
Cheung et al. (2010) provided a detailed discussion of the relationship between the
TED spread and global stock markets by using the vector auoregressive (VAR) model,
the Granger causality test and the Vector Error Correction Model (VECM). Their
results suggest that the linkages between international stock markets become stronger
during the financial crisis. By incorporating the effect from the TED spread, they also
found that while the shocks from the US stock market on other global stock markets
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increased at least two times, the impact from the TED spread on other stock markets
increased by at least five times. This finding confirms the role of the TED spread as a
“fear” indicator and adjusts to new information quickly during the turmoil.
The relationship between the TED spread and the CDS spread also provides us with
information about how default risk from different markets is correlated during the
financial turmoil. This is because the TED spread can be used as a proxy to the credit
risk for the money market while the CDS spread can represent the credit risk for the
derivatives market. The analysis of default risk dependence is crucial for setting
capital requirements for banks and pricing credit products that heavily exposed to
correlation in credit risk. Grundke (2010) examined the default correlation by
modelling the dependence structures between six DJ iTraxx subindices using copulas.
He found that the dependence structure increased during the crisis. Wang and Moore
(2012) modelled the default correlation that measured by credit default swaps
between 38 developed and emerging countries and the US. By employing the DCC
model, they found that the increased DCCs are attributable to the adverse stock
market movement. Pu and Zhao (2012) investigated the determinants of credit risk
correlation. By testing a set of firm-specific, industry and macroeconomic factors,
they found a large part of credit default swap spreads variation remains unexplained.
By adding a time dummy variable to the regression model, they successfully
identified the missing factors, which are considered to be the cause of default
correlation.
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6.2.3 Literature on Credit Contagion
Research on default correlations is always associated with the analysis of the credit
contagion effect. Especially for the current economic climate, credit contagion
becomes a major phenomenon during severe economic downturns. The literature on
contagion is too extensive to be reviewed fully here. Therefore, this section will only
provide a brief literature review for the most recent studies on credit contagions
associated with credit derivatives markets.
The empirical literature on the credit contagion can generally be divided into three
large groups. The first group focuses on credit contagions spread over different
countries. Chen et al. (2011) investigated the default correlations between CDS
markets in Latin American countries. Using the copula method, they found that the
dependence between sovereign CDS markets increased during the financial crisis.
Moreover, they found that the degree of contagion is related to the creditworthiness of
a country. Kalbaska and Gątkowski (2012) explored the credit contagion between 
Eurozone sovereign CDS markets of PIIGS (Portugal, Ireland, Italy, Greece and
Spain), France, Germany and the UK for the period of 2005-2010. Their results show
strong evidence of the contagion effect since the launch of the 2007 crisis.
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While the first group focuses on the contagion effects among different countries, the
second group focuses on the contagion spreads between different financial institutions.
Jorion and Zhang (2009) provided the first empirical test on contagion through
counterparty risk. They found that the announcements of bankruptcy could have a
negative impact on stock returns and lead to an increased CDS spreads for creditors.
The companies that are more exposed to default risk are more likely to be affected by
the financial distress later. They concluded that the fear of counterparty defaults may
be an explanation of the sudden worsening of credit crisis after Lehman’s bankruptcy.
Barro and Basso (2010) studied the credit contagion through counterparty risk as well.
They designed a model that incorporates the counterparty risk for a network of firms
and investigated the model behaviour to study the credit contagion effect on the loss
distribution of a portfolio of bank loans. Chakrabarty and Zhang (2012) provided a
clean setting to test two credit contagion channels: counterparty risk and information
transmission. Their results support the significance of counterparty risk while the
evidence for information transmission is mixed.
Coudert and Gex (2010) used a sample of 226 CDSs on major US and Euro firms to
study the contagion effect during the GM and Ford crisis in 2005. Their results
suggest a significant rise in correlation during the crisis period but show little
evidence for the “shift-contagion” defined by Forbes and Rigobon (2002). Kim et al.
(2010) paid special attention to the contagion that happened within the Asian CDS
markets. By selecting data from 38 corporate names from the Asia-ex-Japan region,
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they found the global repricing of credit risk is the major channel for contagion to
spread into Asian credit markets. Pais and Stork (2011) implemented their research on
a sample of the 55 largest exchange-listed financials in the Australian banking and
property sectors. By using the extreme value theory, they found that the firms in the
banking sector exhibits the highest dependence with the firms in the property sector.
Besides, credit contagion happens not only within but also between these two sectors.
Chou (2012) used the Autoregressive Conditional Duration (ACD) model to test the
significance of credit contagion. By using a data sample of listed and over-the-counter
reference entities in Taiwan, he successfully tested his model and found that the ACD
model can help to capture the contagion effect of credit events.
The last group of studies focuses on investigating contagion effects between various
financial markets. Jorion and Zhang (2007) examined the credit contagion spreads
between the credit default swap market and the stock market. By defining positive
correlations as contagion effects and negative correlations as competition effects, they
found strong evidence of contagion effects for Chapter 11 bankruptcies and
competition effects for Chapter 7 bankruptcies. Langstaff (2010) conducted an
empirical research on the asset-backed collateralized debt obligations (CDOs). He
found strong evidence of contagion between the CDO market and other markets such
as the ABX market. He also found that the contagion during the subprime crisis is
mainly through the liquidity and risk premium channels, rather than a correlated
information channel. Guo et al. (2011) investigated the contagions happened amongst
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the stock market, the CDS market, the real estate market and the energy market during
the recent financial crisis. Their results suggest that the variation of CDSs and stocks
are mainly driven by oil prices and shocks from stock market. While the energy
market appears to be the main driving factor for the stock market movements, the
impacts from CDSs on real estate market are not significant as expected.
6.2.4 Comparison of Previous Literature
This chapter belongs to the last group of studies introduced above. The major
difference lies between this chapter and various other studies is that this chapter is the
first that studies credit contagion between the LIBOR market and the CDS market.
Besides, this chapter uses two relatively advanced methods to investigate credit
contagion between these two markets.
The question with regards to which model is the best to capture the contagion effect
has, in fact, always been a topic for researchers. To date, many different models have
been used to explore the contagion effect. However, there are still limitations and
drawbacks for the existing literature on the empirical research of financial contagion.
Earlier tests on contagion are based on correlation coefficients, such as King and
Wadhwani (1990) and Ramchand and Susmel (1998). However, Longin and Solnik
(2001) and Forbes and Rigobon (2002) as well as many others argued that the test of
contagion that based on the correlation coefficient is not adequate as it does not
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consider the heteroskedasticity problem when measuring correlations. Besides, since
contagion is defined as a significant increase in cross-market correlation, the existence
of contagion must involve a dynamic increment in correlations. Otherwise, if the two
markets continue to be highly correlated, this will be considered as interdependence
(Forbes and Rigobon, 2002).
To overcome the limitations in the existing literature, recent studies have employed
the multivariate GARCH model to measuring time-varying conditional correlations.
Chiang et al. (2007) applied a dynamic conditional correlation model to nine Asian
stock indices for the period from 1990 to 2003. By studying the conditional
correlation series, they successfully identified two phases for the Asian crisis. Besides,
they found that the structure of dynamic correlations respond sensitively to the
sovereign credit rating. Cho and Parhizgari (2008) again focused on the contagion
happened in the 1997 East Asian financial crisis. They defined contagion as the
statistical break as measured by the shifts of the means and medians of DCCs.
Therefore, the existence of contagion is tested using means and medians difference
tests. Their findings show strong evidence of the existence of contagion in the Asian
equity markets.
The subprime crisis also provides a good source to study the contagion. Naoui et al.
(2010) used the DCC model to test financial contagion in the current crisis. They used
daily stock indices from six developed countries and ten emerging countries from
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January 2006 to February 2010. Their results show an amplification of dynamic
conditional correlations from August 2007. Bouaziz et al. (2012) studied the
contagion effects between the US stock market and the stock markets of developed
countries. By using the DCC Markov Switching GARCH model, they found evidence
of volatility spillovers in crisis period. Furthermore, they also found DCCs
significantly increased during the crisis period. Unlike the above studies that focus on
stock markets, Celık (2012) investigated the contagion effect between foreign 
exchange markets for 20 developed and emerging countries during the subprime crisis.
By using the DCC-GARCH model, they found evidence of contagion for most of the
developed and emerging countries during the crisis. Besides, they found that
emerging countries seem to be more influenced by contagion than developed
countries.
The DCC models used above have addressed the heteroskedasticity problem raised by
Forbes and Rigobon (2002) and provide a mechanism to measure the time-varying
conditional correlations between different markets. However, these DCC models
assume the bivariate normality of asset returns. This assumption ignores the fat-tailed
distribution in asset returns. To overcome the above limitation, this chapter uses
student’s t distribution for residual distributions in the DCC model. Besides, I
implement a Glosten-Jagannathan-Runkle GARCH (GJR-GARCH) model which
considers a stylised factor that is not contemplated by the GARCH model. It
empirically observes the fact that negative shock has stronger impact on future
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variance than positive shocks. Moreover, I use both DCC model of Engle (2002) and
DCC model of Tse and Tsui (2002) to verify the results. Table 6.1 compares the
relevant studies on contagion effect using the dynamic conditional correlation model.
Bae et al. (2003) found that contagion is an event that is characterised by nonlinear
changes of market association. However, neither the linear correlation, or the more
advanced VAR or VECM, or even the recent multivariate GARCH models have
considered nonlinearity of the contagion phenomenon (Wen et al., 2012). Therefore, I
also verify the results by applying a time-varying Gaussian copula. In comparison
with the above methods, copula can describe nonlinear dependence, while correlation
is only a linear measure of dependence. In particular, an extended time-varying copula
model with a conditional joint distribution can be used to calculate conditional means,
variances, and correlations as well as the temporal paths of other dependence
measures, such as tail dependence and rank correlations (Patton, 2006a).
There are also a few studies that used the copula method to study the contagion effect.
Rodriguez (2007) modelled the dependence structure of five East Asian stock indices
and four Latin American stock indices, and studied the contagion effect by applying
the switching-parameter copulas during the Mexican crisis. This model allows the
copula parameters to change with the states of the variance to identify shifts in the
dependence structure. He found evidence of changing dependence during the financial
turmoil. Moreover, increased tail dependence and asymmetry was found for the Asian
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countries, while symmetry and tail independence was found for the Latin American
countries. Aloui et al. (2011) used several copula functions to capture the dependence
structure between Brazil, Russia, India, China and the US. Their results suggest that
the correlation between US and countries that are highly dependent on commodity
prices is higher than for countries that are highly influenced by financial products.
Wang et al. (2011) investigated the dependence structure between the Chinese stock
market and other major stock markets. The results from the time-varying copula show
that the Chinese market has the highest level of dependence with markets in Japan and
the Pacific. Ye et al. (2012) applied the change point analysis on Archimedean copula
functions to investigate the dependence structures between the US S&P 500 index and
five Asian stock markets. Their results show that there is a significant change point
existed between the US market and all Asian stock market except Taiwan.
There are also a few studies on contagion beyond the stock market that used the
copula method. Chen et al. (2011) investigated the default correlations between CDS
markets in Latin American countries. Using the copula method, they found that the
dependence between sovereign CDS markets increased during the financial crisis.
Moreover, they found that the degree of contagion is related to the creditworthiness of
a country. Wen et al. (2012) applied the time-varying copula to test the contagion
effect between energy and stock markets during the recent financial turmoil. They
found a significant increase in the level of dependence between oil and stock after
Lehman’s bankruptcy. Moreover, they found all the market pairs have tail dependence
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and are symmetry. Similar to this chapter, Kenourgios et al. (2011) used both copula
and DCC method to study the contagion. More specifically, he used the Asymmetric
Generalised Dynamic Conditional Correlation (AG-DCC) model to capture the
contagion in five financial crisis for four emerging markets and two developed
markets. The empirical results confirm the contagion in each examined crisis.
Most of these studies focus on the contagion in stock markets, while this chapter pays
special attention to the credit contagion between international money market and the
UK CDS market, which is recognised earlier as the main difference. With regards to
the methodology, this paper is related to the above studies in that it also models the
dependence structure using copula with time-varying parameters. But unlike these
authors, I use both the DCC and copula to model the dependence structure. Besides,
my model allows the return distribution to follow the skewed student’s t distribution
by Hansen (1994) in the time-varying Gaussian copula model. Table 6.2 compares the
relevant studies on contagion effect using the copula method.
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Table 6.1 Comparison of Previous Papers on Contagion Effect using the DCC Model
Chiang et al.
(2007)
Cho and
Parhizgari (2008)
Naoui et al. (2010) Bouaziz et al. (2012) Celık (2012) This chapter
Data Daily returns of
stock indices
Daily returns of
stock indices
Daily returns of stock
indices
Weekly returns of stock
indices
Daily US dollar per
local currency rates
Daily return for TED
and CDS index of UK
bank sector
Sample Period 01/1990 to
03/2003
01/1996 to
03/2005
01/2006 to 02/2010 01/2004 to 10/2010 01/2005 to 08/2009 01/2004 to 10/2009
Market Nine Asian stock
markets
Eight Asian stock
market
Stock markets for Six
developed countries
and ten emerging
countries
American stock market,
and stock markets for 5
developed countries
Foreign exchange
markets for 20
developed and
emerging countries
International money
market and UK CDS
market
Model AR(1)-DCC-
GARCH(1,1)-N
AR(1)-DCC-
GARCH(1,1)-N
AR(1)-DCC-
GARCH(1,1)-N
AR(1)-DCC-Markov
Switching -GARCH(1,1)-
N
AR(1)-DCC-
GARCH(1,1)-N
ARMA(1,1)-DCC-GJR-
GARCH(1,1)-t and
time-varying
Gaussian copula
DCC Model Engle (2002) Engle (2002) Engle (2002) Engle (2002) Engle (2002) Engle (2002) and Tse
and Tsui (2002)
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Table 6.2 Comparison of Previous Papers on Contagion Effect using the Copula Method
Rodriguez
(2007)
Aloui et al.
(2011)
Wang et al.
(2011)
Ye et al. (2012) Wen et al. (2012) Chen et al.
(2011)
Kenourgios et
al. (2011)
This Chapter
Data Daily returns
of stock
indices
Daily returns
of stock
indices
Daily returns
of stock
indices
Daily returns
of stock
indices
Spot oil
prices and
S&P500 index
Daily
sovereign CDS
spread
Daily returns of
stock indices
Daily return for
TED and CDS
index of UK bank
sector
Sample
Period
01/1993 to
06/1998
03/2004 to
03/2009
2000 to 2009 01/2006 to
07/2008
12/2005 to
11/2010
2001 1995-2006 01/2004 to
10/2009
Market Asian and
Latin
American
stock markets
Stock
markets for
emerging
countries
and the US
Chinese stock
market and
other major
world stock
markets
Asian and the
US stock
markets
The world energy
market and the
US stock market
Latin
American CDS
markets
Emerging and
developed
stock markets
International
money market
and the UK CDS
market
Methods Time-varying
copula
Static copula Time-varying
copula
Static copula Time-varying
copula
Static copula Time-varying
copula and
DCC
Time-varying
copula and DCC
Model for
Marginal
Distributions
AR(1)-
SWARCH(2,1)-
t
GARCH-M-
skewed t
GJR-
GARCH(1,1)-
AR(1)-t
Empirical
distribution
function (EDF)
GJR-GARCH(1,1)-
AR(1)-skewed t
Empirical
distribution
function (EDF)
GJR-regime
switching-
GARCH-MA-t
GJR-GARCH(1,1)-
ARMA(1,1)-
skewed t
Copula
Models
A mixture
copula of
Frank, Clayton
and Gumbel
Gumbel
extreme
value copula
Gumbel,
Clayton, and
SJC
Clayton, AMH,
Frank, Gumbel
DCC Gaussian,
DCC Student's t,
Time-varying
Clayton
Gaussian,
Student's t,
Gumbel
Time-varying
Gaussian
copula
Time-varying
Gaussian copula
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6.3 Methodology for Copula Approach
6.3.1 Copula Function
In this chapter, I employ both the copula and DCC approaches to model the
dependence structure between the returns of the UK bank CDS index spread and the
TED spread. Twelve conditional copulas including three time-varying copulas are
selected to model the conditional dependence. Modelling dependence structure
between financial returns is a difficult task when the dynamics of these returns are
complicated. For example, when the distribution of the returns is non-normal, it is
often hard to specify the joint distribution constructed by two or more return series.
Therefore, the copula method has been used, which allows the dependence structure
to be obtained by two separate marginal distributions and a copula function that
connects these two margins.
A brief review of the copula theory has already been given in Chapter 5. We recall
that the copula parameter, which is a key measure of the copula that links the two
separate marginal distributions, depends on historical information provided by a
lagged return series. Let ܺଵ and ܺଶ be two random variables with marginal cumulative
distribution function ܨ௜(ݔ௜) = Pr(ܺ௜≤ ݔ௜) ,݅= 1,2. The joint distribution function is
denoted as ܪ(ݔଵ,ݔଶ) = Pr ( ଵܺ ≤ ݔଵ,ܺଶ ≤ ݔଶ) . In the case described here, the
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marginal distribution functions ܨ௜(ݔ௜) are easy to describe while the joint distribution
ܪ(ݔଵ,ݔଶ) may be harder to obtain. Under these circumstances, the copula can be used
as a link to connect the marginal to the multivariate distribution function. In Sklar’s
theorem, the copula function is defined over the marginal(s) so that ܪ(ݔଵ,ݔଶ) =
ܥ(ܨଵ(ݔଵ),ܨଶ(ݔଶ)).
6.3.2 Estimation Methods for Copula Functions
In Chapter 5, we had a brief discussion of the estimation methods for static copula,
where the copula parameter is treated as having a constant value. However, it is more
realistic to consider the copula parameters to be time-varying, as the dependence
structure between two financial assets often varies over time. In this chapter, the
dependence structure between the returns of the TED spread and the CDS spread is
captured by the time-varying Gaussian copula. Patton (2006a, b) proposed a method
to estimate the time-varying copula by assuming current dependence relies on past
dependence information and the historical average difference in the cumulative
probability of the two financial series. Other studies on the time-varying copula
include Rodriguez’s (2007), who proposed a time-varying mixture copula to describe
the dependence structure between two financial assets. This mixed copula is built by
setting the weight of each copula and marginal distribution to follow a two stage
switching process.
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Empirical copula research mainly focuses on the association between financial
markets. Abid and Naifar (2005) discussed the dependency between stock return
volatility and the CDS in the Japanese market by applying two different copula
estimation procedures. Canela and Collazo (2012) examined cross-market
dependency in six Latin American markets using four single Archimedean copulas
and a mixed copula. Empirical research has also focused on the application of the
time-varying conditional copula. Jondeau and Rockinger (2006) discussed
dependence structure using Hansen’s (1994) GARCH model to show the asymmetries
in correlations and found the dependency between different market indices increases
in extreme events. The GARCH model has also been used widely to describe the
marginal distribution of different financial indices. Bartram et al. (2007) used a GJR-
GARCH model for marginal distribution and the Gaussian copula for joint
distribution to describe the dependency relationship between European stock markets.
Zhang et al. (2009) examined the financial dependency between the two largest stock
markets in China: the Shanghai and Shenzhen stock markets. They used the copula
approach to examine the dependence of returns, while the EGARCH model was used
to analyse the volatility linkages.
In this Chapter, I use the two-step maximum likelihood framework proposed by
Newey and McFadden (1994) and Patton (2006a) to estimate copula parameters. In
this framework, the bivariate density function of ଵܺ and ܺଶ is defined as ௜݂(ݔ௜),݅=
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1,2. In the first stage of the estimation, the parameters of the marginal distributions
are estimated from a univariate time series:
ߠ෠௜= arg max∑ ݋݈݃ ݂௜(ݔ௜)௡௧ୀଵ ,݅= 1,2 (6.1)
Then the second stage is to estimate the copula parameters:
ߠ෠௖ = arg max∑ ݋݈݃ ௧ܿ( ଵ݂(ݔଵ), ଶ݂(ݔଶ))௡௧ୀଵ (6.2)
Patton (2006a) showed that the two stage estimation yields asymptotically efficient
results than the one stage ML estimate.
6.3.3 The Marginal Distribution Model
i. The Residual Distribution
In the above two step estimation process, the first stage of the estimation is to estimate
the marginal distributions. In this chapter, the marginal model for copula estimation
builds on the skewed t distribution for innovations. As the residuals from the GARCH
model estimate are known to be generally non-normal, this leads to the consideration
of a new fat-tailed distribution for innovations. Hansen (1994) proposed a variant
GARCH model, where the first four movements are conditional time-varying. The
skewed t distribution is close to a student’s t distribution. However, it allows the
distribution to be asymmetric while maintaining the assumption of a zero mean and
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unit variance. It is conditional upon historical information provided by the previous
values of the realisations. The distribution is defined as:
݀(ݖ|ߟ,ߣ) = ቐܾܿ (1 + ଵఎିଶ(௕௭ା௔ଵିఒ )ଶ)ିആశభమ ݂݅ ݖ< − /ܾܽ
ܾܿ (1 + ଵ
ఎିଶ
(௕௭ା௔
ଵାఒ
)ଶ)ିആశభమ ݂݅ ݖ≥ − /ܾܽ (6.3)
where ܽ≡ 4ܿߣ ఎିଶ
ఎିଵ
, ܾ≡ 1 + 3ߣଶ− ܽଶ , ܿ≡
୻(ആశభ
మ
)
ඥగ(ఎିଶ)୻(ആ
మ
) and ߟ is the degree of
freedom, 2 < ߟ< ∞,and −1 < ߣ< 1.
The skewed student’s t distribution is also a generalised student’s t distribution and
has the following properties. If ߣ= 0, then the skewed student’s t distribution is
simplified as a traditional student’s t distribution. If ߣ is infinite, this generalised
student’s t distribution is closer to a normal distribution.
The traditional student’s t distribution is very similar to the normal distribution.
However, it has fatter tails than the normal distribution, which means it captures more
extreme events. With an increase in the degree of freedom, the student’s t distribution
is closer to the normal distribution. However, the traditional student’s t is symmetric,
which may ignore the returns high movements. The introduction of the skewed
student’s t distribution justifies the process. When ߣ> 0, the density of the skewed
student’s t is skewed to the right, and when ߣ< 0, it is skewed to the left.
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ii. Asymmetric GARCH Models
The GARCH model has been widely used to generate the marginal distribution in
copula estimations. One of the primary restrictions of the GARCH model is the
assumption that both good and bad news has the same impact on current volatility.
This is because in the ARCH and GARCH models, the lagged error term in the
variance equation is squared and consequently, therefore positive and negative errors
have the same weight in the variance.
In order to remove this assumption, various studies have proposed models to capture
the asymmetric effect of volatility. The asymmetric effect refers to features not
captured by either the ARCH or GARCH models. The research into the effect of
asymmetry originates from Nelson (1991). Nelson (1991) assigned different weights
to positive and negative residuals and also called this feature the leverage effect since
the operating leverage of companies should be responsible for the asymmetric effect
of “good” and “bad” news on their share prices. One of the most popular models for
capturing this asymmetry is provided by Glosten, Jagannathan and Runkle (1993),
who allowed the negative effects from returns to be captured by a dummy variable.
Zakoian (1994) set the threshold to help recognise various impacts from returns.
P a g e | 373
In a financial time series analysis, the asymmetric effect refers to the phenomenon
that a “bad” extreme event, for example, a sudden drop in asset prices, tends to
increase the volatility of the asset price more than an increase of the same magnitude.
There are basically two types of GARCH model that are widely used to capture the
asymmetric effect, one of which is the exponential GARCH (EGARCH) model
proposed by Nelson (1991). One of the possible specifications of the EGARCH model
is given by
ln(ߪ௧ଶ) = ߱ + ߚ ln(ߪ௧ି ଵଶ ) + ߛ ఓ೟షభ
ටఙ೟షభ
మ
+ ߙ[|ఓ೟షభ|
ටఙ೟షభ
మ
− ܧ
|ఓ೟షభ|
ටఙ೟షభ
మ
] (6.4)
where ߛ< 0, and ߙ >0.
The above model has several advantages compared to the simple GARCH model.
Firstly, the GARCH model has non-negative constraints on its model parameters
because the conditional variance is always positive. Thus, the parameters in the
variance models are usually required to be positive. This is because if one of the
coefficients is negative, then a large lagged squared error attached with a coefficient
will probably produced a negative conditional variance. Therefore, taking the log of
the conditional variance into the model removes the restrictions of non-negative
parameters in the model, since the conditional variance is always positive even if the
parameters are negative. Secondly, the EGARCH model allows for the asymmetric
effect. The EGARCH model (above) has three terms. The first term ln(ߪ௧ି ଵଶ ) is the
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lagged innovation. The second term ߛ ఓ೟షభ
ටఙ೟షభ
మ
represents the sign effect, while the last
term represents the size effect. If there is an asymmetric effect, then, ߛ will be
negative.
In the EGARCH model, by modelling a specific term from the natural logarithm of
the conditional variance to the original GARCH model, the asymmetric effect is
expressed by the term multiplied by ߠ to allow the sign of error to affect the
conditional variance. However, there is an easier way to capture the asymmetric effect
by using a dummy variable. The original idea was proposed by Glosten, Jagannathan
and Runkle (1993), therefore, this kind of model is referred to as a GJR-GARCH
model.
The GJR-GARCH model is an extension of the GARCH model by adding a dummy
variable to show the possible asymmetries. Glosten, Jagannathan, and Runkle (1993)
identified two types of returns by setting an indicator ܫ௧ି ଵ. The GJR-GARCH(1,1)
model can be expressed as
ܧ(ߝ௧ଶ) = ℎ௧ (6.5)
where ℎ௧ = ߙ଴ + ߚଵℎ௧ି ଵ + ߙଵߝ௧ି ଵଶ + ߙଵ∗ߝ௧ି ଵଶ ܫ௧ି ଵ, and ܫ௧ି ଵ = ൜1݂݅ ߝ௧ି ଵ < 00݂݅ ߝ௧ି ଵ ≥ 0.
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The above model suggests that if ߙଵ∗ ≥ 0 , then the negative error terms have a
stronger effect on the future value of volatility. In this chapter, I focus on the GJR
model because it is easy to capture the asymmetric effect from credit default swap
spreads and TED spreads. Besides, the negative news is believed to affect the returns
of CDS and TED spreads more than the good news during the financial crisis.
6.4 Methodology for DCC approach
6.4.1 The Development of the Methodologies
Modelling time series volatility has attracted much more attention since the
introduction of the ARCH and GARCH models. Engle (1982) proposed the
Autoregressive Conditional Heteroskedasticity (ARCH) model, which has been
widely used to estimate conditional volatility. The ARCH model adopts an
autoregressive structure for past residuals to explain current volatility and the
clustering phenomenon. Bollerslev (1986) improved the ARCH model by adopting
lagged conditional variance terms. This improved model is called the Generalised
ARCH (GARCH) model.
At the same time, modelling and understanding the co-movements and linkages
between the returns becomes important for modelling volatility. Thus, the
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MVGARCH models have been developed to capture the potential links between the
returns. Since the development of the methodology, the question with regards to what
features a good MVGARCH model should have always been a concern for
researchers. Generally, a good MVGARCH model should be flexible in order to
capture the dynamic conditional variances and co-variances. Then, to simplify the
model’s estimation process, the model should not involve too many parameters or
lose too much generality. However, models that have fewer parameters may not be
able to capture the dynamics of the conditional variance and covariance as well as the
dynamics of the linkages. Thus, a good balance between simplification and
specification is needed. Finally, imposing positive definiteness is important in model
specification because the covariance matrices need to be defined as positive definite.
There are two ways to achieve this. One is to impose restrictions and conditions under
which the conditional variance and covariance matrices are positive definite. Another
way to achieve this is to adjust the model’s structure so that a positive definite
conditional variance and covariance matrices are implied directly.
In the following section, I will introduce two main categories of MVGARCH models.
The first is represented by the Vector GARCH (VECH) models and BEKK-GARCH
models. In these models, the conditional variance and covariance matrices are
modelled directly. In the second category, the conditional variance and correlations
are modelled instead of the covariance matrices. The Constant Conditional
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Correlation GARCH (CCC-GARCH) model and Dynamic Conditional Correlation
GARCH (DCC-GARCH) models are representatives of the second approach.
In extending the GARCH model to a multivariate setting, Bollerslev et al. (1988)
proposed the Vector-GARCH model. In this model, every variance and covariance in
the variance-covariance matrix ܪ௧ is a function of all lagged elements in ܪ௧ as well
as squared returns and cross product returns. The VECH(݌,ݍ) model can be written as
ℎ௧ = ܿ+ ∑ ܤ௝ℎ௧ି ௝௣௝ୀଵ + ∑ ܣ௝ߟ௧ି ௝௤௝ୀଵ (6.6)
where ߟ௧ = ݁ݒ ℎܿ(ݎ௧ݎ௧ᇱ), ℎ௧ = ݁ݒ ℎܿ(ܪ௧) and ݁ݒ ℎܿ(. ) indicates an operator that piles
on the lower triangular portion of a ܰ × ܰ symmetric matrix to form a new (ܰ ×(ܰ + 1)/2) × 1 vector, c is a (ܰ(ܰ + 1)/2) × 1 vector, and ܣ௝ and ܤ௝ are ܰ(ܰ +1)/2 × ܰ(ܰ + 1)/2 matrices. Because the covariance matrices ܪ௧ is symmetrical,
thus, ݁ݒ ℎܿ(ܪ௧) contains all the unique elements of the covariance matrices. However,
the estimation process for the Vector-GARCH model becomes complicated if the
value of ܰ is large. For example, even in the bivariate case ܰ = 2, the VECH(1,1) ,
the model gives
ܪ௧ = ቎ℎଵଵ,௧ℎଵଶ,௧
ℎଶଶ,௧቏= ൥ ଵܿଶܿଷܿ൩+ ൥ ଵܾଵ ଵܾଶ ଵܾଷଶܾଵ ଶܾଶ ଶܾଷଷܾଵ ଷܾଶ ଷܾଷ൩቎
ℎଵଵ,௧ି ଵ
ℎଵଶ,௧ି ଵ
ℎଶଶ,௧ି ଵ቏+ ൥ ଵܽଵ ଵܽଶ ଵܽଷଶܽଵ ଶܽଶ ଶܽଷଷܽଵ ଷܽଶ ଷܽଷ൩቎ ݎଵ,௧ି ଵ
ଶ
ݎଵ,௧ି ଵݎଶ,௧ି ଵ
ݎଶ,௧ି ଵଶ ቏
(6.7)
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The Vector-GARCH has clear advantages for its generalisability and flexibility. It
also has some disadvantages. One is that ܪ௧ is not guaranteed to be positive definite
for all t, or for ܪ௧ to be positive definite for all t. Also, in the above model, there are
21 parameters to estimate; for ܰ = 3, the number of parameters to estimate increases
to 78, and for ܰ = 4 , 210 parameters need to be estimated. Thus, designing the
estimation procedure becomes a problem when there are a large number of variables.
To simplify the estimation procedure of the Vector-GARCH model, Bollerslev et al.
(1988) presented a diagonal VECH model where the matrices ܣ௝ and ܤ௝ are diagonal
matrices. In this model, they assume that the value of ℎ௜௝,௧ depends only on the past
value of ℎ௧ and past values of ߝ௜௧ߝ௝௧. As the matrix of ܣ௝ and ܤ௝ are assumed to be
diagonal, this dramatically reduces the number of parameters that need to be
estimated. Bollerslev and Ghysels (2006) suggested that it is possible to find the
conditions for the covariance matrices to be positive definite. However, because ܣ௝
and ܤ௝ are diagonal, this does not allow interaction between the conditional variances
and covariances. Thus, the BEKK model was proposed to solve this problem. The
BEKK model was proposed by Engle and Kroner (1995) whereby a special model
structure is constructed to make sure a positive covariance matrix is defined. It can be
regarded as a restricted version of the Vector-GARCH model. The simplest BEKK
model is BEKK(1,1), which can be written as:
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൤
ℎଵଵ௧ ℎଵଶ௧
ℎଶଵ௧ ℎଶଶ௧
൨=൤ ଵܿଵ 0
ଵܿଶ ଶܿଶ
൨
ᇱ
൤ ଵܿଵ
0
ଵܿଶ ଶܿଶ
൨
+൤ ଵܾଵ ଵܾଶ
ଶܾଵ ଶܾଶ
൨
ᇱ
൤
ℎଵଵ,௧ି ଵ ℎଵଶ,௧ି ଵ
ℎଶଵ,௧ି ଵ ℎଶଶ,௧ି ଵ൨൤ ଵܾଵ ଵܾଶଶܾଵ ଶܾଶ൨
+ቂ ଵܽଵ ଵܽଶ
ଶܽଵ ଶܽଶ
ቃ
ᇱ
ቈ
ߝଵ,௧ି ଵଶ ߝଵ,௧ି ଵߝଶ,௧ି ଵ
ߝଵ,௧ି ଵߝଶ,௧ି ଵ ߝଶ,௧ି ଵଶ ቉ቂ ଵܽଵ ଵܽଶଶܽଵ ଶܽଶቃ (6.8)
Compare to the VECH model, the number of parameters to estimate is reduced to 11,
thus, compared to the 21 parameters in the VECH model, the BEKK model involves
fewer calculations in the estimation process. For a larger number of variables, the
advantages are more significant. In addition, the number of parameters in BEKK can
be further reduced if both ܣ௜௝.௞ and ܤ௜௝,௞ matrices are diagonal. However, the BEKK
model has drawbacks like the VECH model, as although the number of parameters is
reduced, the generality is decreased as well. The fewer parameters the model has, the
less general the model is. There are also specific BEKK models like the diagonal
BEKK model or scalar BEKK model. Each BEKK model can be regarded as a special
VECH model, whose covariance matrix is positive definite.
Bollerslev (1990) introduced the CCC-GARCH model to simplify the process of
estimation. This model is based on the strong assumption that the correlation between
variables is fixed. In this model, the conditional correlation matrix of the return series
is constant, and can be decided by the following equation:
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ܪ௧ = ܦ௧ܴ ܦ௧ (6.9)
where ܦ௧ = ݀݅ܽ ݃ቆℎଵ௧భమ , … , ℎே௧భమ ቇ, ܴ = ൥ 1 ⋯ ߩଵே⋮ ⋱ ⋮
ߩேଵ ⋯ 1
൩.
From the above function, the off-diagonal elements of ܪ௧ can be expressed as
[ܪ௧]௜௝= ℎ௜௧భమ ℎ௝௧భమ ߩ௜௝,݅≠ ,݆ 1 < ,݆݅≤ ܰ (6.10)
The simplest CCC model can be expressed as:
൤
ℎଵ௧ ℎଵଶ௧
ℎଶଵ௧ ℎଶ௧
൨= ൦ℎଵ௧ଵଶ 0
0 ℎଶ௧
ଵ
ଶ
൪൤
1 ߩଵଶ
ߩଶଵ 1 ൨൦ℎଵ௧ଵଶ 0
0 ℎଶ௧
ଵ
ଶ
൪
= ൦ ℎଵ௧ଵଶ ℎଵ௧ଵଶ ߩଵଶ
ℎଶ௧
ଵ
ଶ ߩଶଵ ℎଶ௧
ଵ
ଶ
൪൦
ℎଵ௧
ଵ
ଶ 0
0 ℎଶ௧
ଵ
ଶ
൪
= ቎ ℎଵ௧ ℎଵ௧భమ ℎଶ௧భమ ߩଵଶ
ℎଵ௧
భ
మ ℎଶ௧
భ
మ ߩଵଶ ℎଶ௧
቏ (6.11)
So that we have:
ℎଵଶ௧= ℎଵ௧
భ
మ ℎଶ௧
భ
మ ߩଵଶ (6.12)
In the above model, the conditional variance is always modelled as a GARCH(݌,ݍ)
model, so that this produces:
ℎ௜௧ = ߱௜+ ∑ ܣ௜௝ߝ௜(௧ି ௝)ଶ௤௝ୀଵ + ∑ ܤ௜௝ℎ௜(௧ି ௝)௣௝ୀଵ (6.13)
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Based on the CCC model, Jeantheau (1998) presented an extended version of the
CCC-GARCH model. In the ECCC-GARCH, the assumption that ܣ௝ and ܤ௝ are
diagonal has been removed.
6.4.2 The DCC Model of Engle
Engle (2002) assumed that the conditional correlation matrix varies over time. The
covariance matrix is defined as
ܪ௧ = ܦ௧ܴ ௧ܦ௧ (6.14)
where ܦ௧ = ݀݅ܽ ݃ቆℎଵଵ௧భమ , … , ℎேே௧భమ ቇܴ௧ = ൥ 1 ⋯ ߩଵே⋮ ⋱ ⋮
ߩேଵ ⋯ 1
൩ and the conditional
correlation ܴ௧ is given as
ܴ௧ = (݀݅ܽ ݃ܳ௧)ିଵ/ଶܳ௧(݀݅ܽ ݃ܳ௧)ିଵ/ଶ (6.15)
where the positive symmetric matrix ܳ௧ is given as
ܳ௧ = (1 − ܽ− )ܾΨ+ ܽߝ௧ି ଵߝ௧ି ଵᇱ + ܾܳ௧ି ଵ (6.16)
where ߝ௜௧ = ௜݁௧/ඥℎ௜௜௧ is the standardized error, Ψ is the ܰ × ܰ unconditional
correlation matrix of ߝ௧. Both ܽ is positive, and ܾ is non-negative scalar parameters
satisfying ܽ+ ܾ< 1 . The advantage of the DCC model is that it simplifies the
estimating procedure for a large number of parameters while it reduces the loss of
generality.
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6.4.3 The DCC Model of Tse and Tsui
Tse and Tsui (2002) proposed a different dynamic conditional correlation model
which adopts past conditional correlations and residuals to provide a better
description of future correlations. In this model, the covariance matrix is defined as:
ܪ௧ = ܦ௧ܴ ௧ܦ௧ (6.17)
where ܦ௧ = ݀݅ܽ ݃ቆℎଵଵ௧భమ , … , ℎேே௧భమ ቇ= ൥ 1 ⋯ ߩଵே⋮ ⋱ ⋮
ߩேଵ ⋯ 1
൩and the conditional correlation
ܴ௧ is defined as
ܴ௧ = (1 − ߠଵ− ߠଶ)Ψ+ ߠଵΨ௧ି ଵ+ θଶR୲ି ଵ (6.18)
where ߠଵ and ߠଶ are non-negative numbers satisfying ߠଵ + ߠଶ ≤ 1. Ψ is a constant
positive parameter matrix whose diagonal elements equal to 1 .And Ψ௧ି ଵ is a
correlation matrix of the past standardised residuals.
6.4.4 Estimation of the DCC Model
In this chapter, I analyse the returns ݕ௧ of the TED spread and the CDS index spread,
which are defined as the first difference of each index. Let ݕ௧ = [ݕଵ,௧ݕଶ,௧]ᇱbe a vector
of returns of the two indices, with the assumption of normal distributed returns, the
Autoregressive Moving Average (ARMA) model can be written as
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ݕ௧ = ܿ+ ߙߝ௧+ ߚߝ௧ି ଵ + ߛݕ௧ି ଵ (6.19)
where ߝ௧ = [ߝଵ,௧ߝଶ,௧]ᇱ~normal(0, H୲), t = 1,2
In the variance equation of DCC-GARCH, H୲= {h୧}, i = 1,2, the variance equation
can be expressed as
H୲= D୲R୲D୲ (6.20)
where ܦ௧ = ݀݅ܽ ݃(ඥℎ௜,௧) is a 2*2 diagonal matrix, which represents the time-varying
standard deviations in the univariate GARCH model; R୲= ൛ρ୧,୨ൟ, i, j = 1,2 is the
correlation matrix, ℎ௜,௧ follows a GARCH(݌,ݍ) process, which can be written as
ℎ௜,௧ = ݓ௜+ ∑ ߙ௜,௣ߝ௜.௧ି ௣ଶ௉௜௣ୀଵ + ∑ ߚ௜,௤ℎଵ,௧ି ௤ொ௜௤ୀଵ ,݅= 1,2 (6.21)
where ߙ௜,௣ and ߚ௜,௤ are the parameters of the GARCH model.
I initially employed the DCC-GARCH model proposed by Engle (2002). The
difference between the DCC model of Engle (2002) and the other DCC models is the
different specifications of ܳ௧. The DCC model of Engle can be illustrated as
ܴ௧ = (݀݅ܽ ݃ܳ௧)ିଵ/ଶܳ௧(݀݅ܽ ݃ܳ௧)ିଵ/ଶ (6.22)
ܳ௧ = (1 − ܽ− )ܾΨ+ ܽߝ௧ି ଵߝ௧ି ଵᇱ + ܾܳ௧ି ଵ (6.23)
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where ߝ௜௧ = ௘೔೟ඥ௛೔೔೟ is the matrix for standardised residuals, Ψ is the unconditional
correlation matrix of ݑ௧ , and both ܽ and ܾ are non-negative scalar parameters
satisfying ܽ+ ܾ< 1.
Here, I have (݀݅ܽ ݃ܳ௧)ିଵ/ଶ = ቈඥݍଵଵ 00 ඥݍଵଶ቉, and the conditional correlation
coefficient between the TED and CDS is ߩଵଶ,௧ = ௤భమ
√௤భభ√௤భమ
.
With the normal-distributed assumption on returns in the mean equation, a likelihood
function can be applied. The log likelihood for the estimator can be expressed as:
ܮ= −
12෍ {2 log(2ߨ) + 2 ݋݈݃ |H୲| + ߝ௧ᇱH୲ିଵߝ௧}்
௧ୀଵ
= −
12෍ {2 log(2ߨ) + 2 ݋݈݃ |D୲R୲D୲| + ߝ௧ᇱܦ௧ିଵH୲ܦ௧ିଵߝ௧}்
௧ୀଵ
= −
12෍ {2 log(2ߨ) + 2 ݋݈|D୲R୲D୲| + ߝ௧ᇱܴ௧ିଵߝ௧}்
௧ୀଵ
= −
12෍ {2 log(2ߨ) + ݋݈݃ |ܴ௧| + 2log|ܦ௧| + ߝ௧ᇱܴ௧ିଵߝ௧}்
௧ୀଵ
= −
12෍ {2 log(2ߨ) + 2log|ܦ௧| + ݎ௧ᇱܦ௧ିଵܦ௧ିଵݎ௧+ ݋݈݃ |ܴ௧| + ߝ௧ᇱܴ௧ିଵߝ௧்
௧ୀଵ
− ߝ௧
ᇱߝ௧}
(6.24)
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The DCC model uses the Quasi-Maximum Likelihood (QML) interpretation to
estimate the parameters. Let ߠ be the parameters in ܦ, and ߶ be the parameters in ܴ.
Then the log likelihood estimator can be split into two parts: a correlation term and a
volatility term.
ܮ(ߠ,߶) = ܮ௩(ߠ) + ܮ௖(ߠ,߶) (6.25)
where ܮ௩ is the volatility term and
ܮ௩(ߠ) = − ଵଶ∑ {2 log(2ߨ) + 2log|ܦ௧| + ݎ௧ᇱܦ௧ିଵܦ௧ିଵݎ௧}்௧ୀଵ (6.26)
ܮ௖ is the correlation term
ܮ௖(ߠ,߶) = − ଵଶ∑ { ݋݈݃ |ܴ௧| + ߝ௧ᇱܴ௧ିଵߝ௧− ߝ௧ᇱߝ௧}்௧ୀଵ (6.27)
Here, the estimation of the DCC can be separated into two steps: first, estimate the
lagged effect of volatility on each variable; second, obtain the lagged effect of the
correlation between the variables.
With an optimal parameter set provided by most packages like Ox Metrics, the log
likelihood function can be easily maximised. The two-step estimation approach tries
to find the estimator ߠ෠that fulfil the following requirement
ߠ෠= arg max {ܮ௩(ߠ)} (6.28)
then applies the results from the first step to the likelihood function of R୲ to find the ߶,
which leads to
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max {ܮ௖(ߠ,߶)}
The results show that the maximum of the second step is a function of the estimators
from the first step. Under reasonable regular conditions, the consistency of the second
step is given by the consistency of the first step (Engle, 2002). The advantage of the
DCC model is that it has a huge capacity to process large numbers of variables while
reducing any loss of generality.
6.5 Data and Summary Statistics
I examine the dynamic linkages between the TED spread and the UK bank CDS index
spread and investigate the credit contagion between international money market and
the UK CDS market. The data set includes daily TED spreads which is calculated as
the difference between the three-month US Treasury Bill rate and the three-month
Eurodollar rate as represented by the LIBOR. The TED spread can be obtained
directly from the Thomson DataStream. Besides, the DataStream CDS index spread
for UK bank sector was used to represent the overall condition of banks in the credit
default swap market in the UK.34 The sample period runs from 1st January 2004 to 31st
December 2009. The TED spread and the CDS spread are measured by basis points,
with summary statistics in Table 6.3. The returns used in this chapter are calculated as
ቀ
௉೟ି ௉೟షభ
௉೟షభ
ቁ∗ 100 where ܲ௧ is the spread level measured by basis points.
34 A detailed description of DataStream CDS sector index spread can be found in Chapter 2
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Table 6.3 shows that both rates are positively skewed, indicating the presence of
asymmetry towards positive values. The kurtosis for both sets of rates is positive,
indicating a leptokurtic distribution. The J-B statistics shows the rejection of a normal
distribution, which is consistent with the statistics for skewness and kurtosis.
Table 6.3 Summary Statistics
Mean Max Min S. Dev. Skewness Kurtosis J.B.
TED 70.5 501 10.94 66.67 2.64 12.51 7722.09
CDS 57.64 235.21 4.63 64.62 0.89 2.3 236.81
R.TED 0.95 143.48 -66.18 14.07 2.11 20.9 22051.4
R.CDS 0.24 71.58 -47.61 5.56 1.39 31.12 52077.7
Note: The table shows summary statistics of TED spread and CDS index and their
returns. The sample period covers 1 Jan 2004 to 31 Dec 2009 and has 1565 daily
observations.
Since the rise in correlation between two risky assets is often considered as the key
symptom of contagion (De Gregorio and Valdés, 2001; Baig and Goldfajn, 2002), it is
necessary to compare the correlation between the TED spread and the CDS spread
during the pre-crisis period to the crisis period. In the literature, identification of crisis
period is always a difficult decision (Celık, 2012). Most of the existing literature, for 
P a g e | 388
example, Dungey (2009) and Celık (2012), used 17 July 2007 as the starting date of 
the subprime crisis as this is the announcement day of problems related to Bear
Stearns hedge funds. Therefore, in this chapter, the period before 17 July 2007 is
defined as the pre-crisis period, and the period after 17 July 2007 is defined as the
crisis period.
6.5.1 The TED Spread Dynamics
A review of the dynamic of the TED spread during the sample period provides
anecdotal evidence that the TED spread reflects the healthiness of the general
economy. From 2004 to early 2007, the TED spread was as low as 11 basis points.
This occurs when banks are considered strong and in good financial health. By
contrast, the TED spread reached 400 basis points in early October 2008 after a series
bank and financial institution bankruptcies, notably, Fannie Mae (Federal National
Mortgage Association) and Freddie Mac (Federal Home Loan Mortgage Corporation)
and then AIG (American International Group, Inc.) and Lehman Brothers. On 10th
October 2008, the TED spread hit a new high of 501 basis points, reflecting the
breakdown in interbank loans.
In Figure 6.1, I plotted the time series variation of both the CDS spread and the TED
spread from the beginning of 2004 to the end of 2009. Both spreads started to increase
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since July 2007. The crisis of the UK derivatives market may has as much potential as
a financial contagion as the subprime meltdown. After July 2007, CDS spreads
continuously expanded and fluctuated at a very high level. In contrast, when the TED
spread reached its highest point in October 2008, it started to fall back to the normal
level.
The difference between the market behaviour of the two spreads may arise from the
financial policies to the two markets in the period after the financial crisis. We recall
that the TED spread is the difference between the 3-month LIBOR and the 3-month
T-bill rate, while the LIBOR is a primary benchmark that estimated by large global
banks operating in London financial markets for short term interest rates around the
world. Member banks35 are international in scope, therefore, the TED spread responds
to the global financial policy closely. As the TED spread is an important indicator of
the health of international financial markets, the governments, such as the US and UK
government, was keen to take measures to adjust the spread back to its standard
historical level. After the financial crisis began, the banks and financial institutions
were unwilling to lend money to each other, thus the priority of the governments was
to restart the interbank market.
35 Eighteen banks for example currently contribute to the fixing of US Dollar Libor. The panel contains the
following member banks: Bank of America, Bank of Tokyo-Mitsubishi UFJ, Barclays Bank, BNP Paribas,
Citibank NA, Credit Agricole CIB, Credit Suisse, Deutsche Bank, HSBC, JP Morgan Chase, Lloyds Bank,
Rabobank, Royal Bank of Canada, Société Générale, Sumitomo Mitsui Bank, Norinchukin Bank, Royal Bank of
Scotland, UBS AG.
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Figure 6.1 TED Spread and CDS Spread Daily Index and Their
Returns from 1 Jan 2004 to 31 Dec 2009
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As the consequence of the subprime crisis, a series of government bailouts were
implemented to stabilise the financial system. The Troubled Asset Relief Program
(TARP) was announced on 3 October 2008, followed by the United Kingdom bank
rescue package and government interventions of several other Western European
countries, such as Belgium, France, Germany, Ireland, Luxembourg, and the
Netherlands. Market approval of these government policies can be seen as the TED
spread dropped from about 400 to 200, and continued to drop to below 100 after 2009
as the banks became more confident about lending to each other. On the other hand, it
also shows that the banks did not urgently need money for themselves as a result of
the government interventions.
6.5.2 The CDS Spread Dynamics
However, the UK bank CDS index spread shows a different pattern. Since the
Northern Rock suffered a bank run 36 and approached the Bank of England for
financing in September 2007, the situation in the UK banking system has becoming
worse. On 17 September 2008, very shortly after the Lehman fails, the Scottish
banking group HBOS agreed to an emergency acquisition by Lloyds TSB. Therefore,
the UK bank CDS index spread subsided. However, on the same day, the TED spread
36 A bank run (also known as a run on the bank) occurs in a fractional reserve banking system when a large number
of customers withdraw their deposits from a financial institution at the same time and either demand cash or
transfer those funds into government bonds or precious metals or a safer institution because they believe that
financial institution is, or might become, insolvent.
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exceeded 300 bps, breaking the record set after the Black Monday crash of 1987, as
banks are seeking cash to store up finances.
On earlier October 2008, the CDS spread continued to drop from over 200 to 89.46 as
a result of the United Kingdom bank rescue package. However, the drop is very
immediate and short-lived. While the TED spread start to fall down to the historical
average value from its highest level on 10 October 2008 as a result of a series of
government interventions, the CDS spread continued to fluctuate at a high level, at an
average of 150 basis points.
This can be explained by the different responds from the two spreads to the
government interventions. For example, the TARP and the 2008 United Kingdom
bank rescue package released the funding constraints amongst bank industry by
injecting sufficient funds to the banks’ balance sheet. The aim of these plans is to
restore market confidence and providing a range of loans and interbank lending.
Therefore, it has a direct impact on the TED spread since the TED spread started to
drop from its highest level on 10 October 2008. However, the British bank rescue plan
did not bring the UK bank CDS index spread back to normal. The CDS spread
continued to fluctuate at a high level, at an average of 150 basis points. This may
because that the British bank rescue plan differs from the TARP, in that the UK
government aim to purchase shares in the banks while the American programme is
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aimed at tackling the immediate funding shortfall. Therefore, the bank rescue package
actually transfers the default risk onto government balance sheets. We can see the
drop of the UK CDS spread in a short period of time due to fact that the potential
default risk has been transferred. In the long-term, the risk is put back onto the banks
since many banks have exposure to European counties that are facing fiscal problems
as a result of the bank rescue packages and the substantial increased sovereign default
risk. According to the Wall Street Journal, UK banks have $193 billion of exposure to
Ireland. Many international bond mutual funds also have sizeable exposure to
sovereign debt of Portugal, Ireland, Greece and Spain as well. Therefore, contagion
risks are back. And investors have to pay more as fears grow over UK banks’
exposure to the eurozone debt crisis. Another explanation for the high UK bank CDS
index spread after the government interventions is that the market believes that the
UK bank rescue package did not actually change toxic assets into good ones, so the
risk of bankruptcy for banks was still high, as was the CDS price.
6.5.3 GARCH Preparations
Before proceeding to GARCH estimates, I first performed a Lagrange Multiplier (LM)
test for autocorrelation or the Breusch-Godfrey test to assess the autocorrelation
property in returns and test for the presence of GARCH. The Breusch-Godfrey test is
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used to detect autocorrelations of the more general and higher order form, such as 4th
or 5th autocorrelations. The basic idea for operating this test is described as follows:
The first step is to decide the order of autocorrelation; the second step is to perform an
OLS regression test of ݕ against ݔ and save the residuals; the regression function
should be
ݕ௧ = ߙ+ ߚݔ௧+ ݑ௧ (6.29)
Next, a regression analysis is performed on the residuals from the last step against the
explanatory variable ݔ௧, and the lagged variables ݑ ; the ݍ value is ݑ௧ି ଵ+⋯+
ߜ௤ାଵݑ௧ି ௤+ߝ௧. Finally, the test statistics are calculated. The test statistics are the Chi-
squared ߯ଶ test statistics. This test statistic is calculated as ܴܶଶ , where ܶ is the
number of observations in the regression equation and ܴଶ is the R-squared in the
auxiliary regression. The results of the LM test are presented in Tables 6.4, 6.5 and
6.6.
Table 6.4 shows the autocorrelation test for the residuals of an ARMA(0,0). The test
statistics is calculated as ܰ ∗ ܴଶ, where N is the number of observations. The null
hypothesis of the test is that there is no autocorrelation. The p-value is the probability
that residuals are independent. I set the significant level to be 5% in this case. Since
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the p-value is 0 for up to lag 4, I can reject the hypothesis that there is no
autocorrelation. Thus the result shows that there is autocorrelation in the residuals.
One advantage of this test is that it can be used to test higher orders of autocorrelation.
Since the above test shows that there is autocorrelation in the residuals, I estimate an
ARMA(1,1) model to remove the autocorrelation. Table 6.5 presents the LM test for
an ARMA(1,1). The statistics are the same estimated statistics presented in Table 6.4
and the p-value is the probability that the residuals are independent. The test shows
that there is no residual autocorrelation up to lag 4, which indicates ARMA(1,1) is
better than ARMA(0,0).
Next, I tested the data for the presence of GARCH, which can be done by calling the
LM-BG test on the square of the error, where the statistics are from the Chi-squared
߯ଶ test described above and the p-values are the associated probabilities that the
squares of the residuals are independent. The result shows the null hypothesis of no
auto-correlation in the squares at the 10% level should be rejected. Therefore, we can
process to the GARCH estimation.
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Table 6.4 Autoregression Test Using LM Method
TED CDS
Statistics P-Value Statistics P-Value
LM(1) 83.3372 0 12.4533 0.00042
LM(2) 104.359 0 12.6566 0.00179
LM(3) 123.247 0 12.8764 0.00491
LM(4) 130.734 0 12.8833 0.01186
Table 6.5 Estimate an ARMA(1,1) Model to Remove Residuals
Autoregression
TED CDS
Statistics P-Value Statistics P-Value
LM(1) 0.02236 0.88112 2.27E-06 0.9988
LM(2) 0.23189 0.89053 0.00459 0.99771
LM(3) 2.7358 0.43418 0.30307 0.95945
LM(4) 3.17057 0.5297 0.39082 0.98322
Table 6.6 Residuals Test for the Presence of GARCH
TED CDS
Statistics P-Value Statistics P-Value
LM(1) 61.0016 5.66E-15 130.293 0
LM(2) 66.1777 4.22E-15 133.541 0
LM(3) 66.8215 2.04E-14 145.282 0
LM(4) 67.3268 8.32E-14 148.783 0
LM(5) 70.6856 7.38E-14 149.842 0
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6.6 Estimation Results for the DCC-MVGARCH
Model
6.6.1 Select Residual Distribution
In the above section, the sharp increase in the TED spread and the CDS spread during
the subprime crisis tends to suggest a positive answer about the contagion between the
two spreads. In order to test the contagion effect, I first applied the Multivariate
GARCH models proposed by Engle (2002) and Tse and Tsui (2002) for the time
period before and during the subprime debt crisis. The estimation process is
performed in two steps: first, estimate the univariate GARCH models; second,
estimate the DCC parameters. For the first step, I estimated the univariate
ARMA(1,1)-GJR-GARCH models for returns of the two spreads. I considered a range
of distributions for the innovations, including the Normal, Student’s t and Generalised
Error Distribution.
Table 6.7 Estimate GJR-GARCH Parameters
TED CDS
Normal T-dist GED Normal T-dist GED
Cst(M) 0.178 0.217 0.250 Cst(M) -0.031 -0.109 -0.078
AR(1) 0.310 0.305 0.334 AR(1) 0.419 0.345 0.308
MA(1) -0.449 -0.458 -0.439 MA(1) -0.31 -0.247 -0.214
Cst(V) 1.343 2.938 2.146 Cst(V) 0.142 0.518 0.291
ARCH(Alpha1) 0.115 0.158 0.130 ARCH(Alpha1) 0.130 0.243 0.156
GARCH(Beta1) 0.861 0.819 0.832 GARCH(Beta1) 0.891 0.825 0.854
GJR(Gamma1) 0.091 0.115 0.106 GJR(Gamma1) -0.027 -0.008 -0.020
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The above table shows the estimated parameters from the GJR-GARCH model for
TED and CDS spreads. As can be seen, the estimation is carried out on different
residual distributions. I used three distributions in the estimation process: Normal,
Student’s t and GED. The first three parameters are from the mean equation of
ARMA(1,1) and the last four parameters are from the conditional variance equation. I
found that all the parameters are very close in the three distributions. However, for the
TED spread, the student’s t distribution has the largest GJR parameter as well as the
Normal distribution in the CDS spread, which indicates that a negative error would
have more impact on the future value of volatility.
Table 6.8 Residual Distributions Test
TED CDS
Statistic Asymp Reject Null? Statistic Asymp Reject Null?
P-value P-value
Normal 0.064 0.000 1 Normal 0.082 0.000 1
T-dist 0.023 0.385 0 T-dist 0.023 0.373 0
GED 0.028 0.184 1 GED 0.020 0.582 0
Significant level: 20%
After this, I carried out a Kolmogorov Smirnov (KS) test to assess the null hypothesis
that the errors are from a given distribution and to see if the model is adequate. The
test can be carried out in two steps. First, I fitted the GARCH models using three
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different kinds of errors: Normal-distributed, T-distributed, and GED-distributed.
Then, I used the KS test three times to see if the distribution was sufficient. The
results for the six univariate GARCH models are presented as well as the KS test for
the model distribution. I found that for the t distribution, the KS test suggests the
distribution is sufficient at the 35% significance level, thus I accept the null
hypothesis that the model is adequate. For the normal distribution, I reject the null
hypothesis for the correct distribution. For the GED distribution, I accept the null
hypothesis at the 15% significance level for TED spread but reject for CDS at this
significant level. Thus, I will use the t distribution in the univariate GARCH
estimation.
Many other studies that used DCC approach to investigate the contagion effect, such
as Chiang (2007), Cho and Parhizgari (2008), Naoui et al. (2010), Celık (2012) and 
Bouaziz et al. (2012), assume the bivariate normality of asset returns. This assumption
neglects the fat tail behaviour in most financial assets and ignores the non-linearity of
the contagion phenomenon. The use of student’s t distribution for the residual
distribution overcomes this limitation as it captures the fat fail behaviour in most of
the financial assets.
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6.6.2 Estimate the DCC-MVGARCH Model
The marginal distribution model of the DCC-GJR-ARMA-GARCH model can be
expressed as:
The conditional marginal for TED:
்ܴா஽ ,௧ = ߙଵ + ߚଵ்ܴா஽ ,௧ି ଵ + ߛଵ்ߝ ா஽ ,௧+ ߜଵ்ߝ ா஽ ,௧ି ଵ
ℎ்ா஽ ,௧ = ଵ݃ + ݉ ଵℎ்ா஽ ,௧ି ଵ + ଵ்݊ߝ ா஽ ,௧ି ଵଶ + ߶ଵ ௧ܵି ଵ்ߝ ா஽ ,௧ି ଵଶ (6.30)
The conditional marginal for CDS:
ܴ஼஽ௌ,௧ = ߙଶ + ߚଶܴ஼஽ௌ,௧ି ଵ + ߛଶߝ஼஽ௌ,௧+ ߜଶߝ஼஽ௌ,௧ି ଵ
ℎ஼஽ௌ,௧ = ଶ݃ + ݉ ଶℎ஼஽ௌ,௧ି ଵ + ଶ݊ߝ஼஽ௌ,௧ି ଵଶ + ߶ଶ ௧ܵି ଵߝ஼஽ௌ,௧ି ଵଶ (6.31)
where and ௧ܵି ଵ = ൜0݂݅ ߝ௧ି ଵ < 01݂݅ ߝ௧ି ଵ ≥ 0, ்ߝ ா஽ ,௧ି ଵ~ݐ(ߟ,ߣ).
In this context, let ௜ܼ௧ be the standardised residuals of the univariate GARCH model
presented above, the standardised residuals are then used to calculate the DCC
parameters. In this chapter, I implemented the two DCC models proposed by Tse and
Tsui (2002) and Engle (2002).
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Figure 6.2 Standardised Residuals Generalised from Student’s t
Distribution
is the matrix for standardised residuals, is the unconditional variance matrix of , and
both and are non-negative scalar parameters satisfying . The advantage of using the
DCC approach is that it automatically detects of the possible changes in conditional
correlations, which is extremely important for detecting investors’ behaviours in
response to financial news and innovations. Besides, as pointed by Forbes and
Rigobon (2002), the volatility needs to be adjusted in correlations. Therefore, they
developed a volatility adjusted correlation to detect the “shift-contagion”. Unlike
Forbes and Rigobon (2002), the DCC-GARCH continuously adjusts the correlation
for the time-varying volatility. This is because the DCC model estimates the
correlations of the standardised residuals and so accounts for heteroscedasticity
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directly (Chiang et al., 2007). Therefore, the DCC model provides a superior measure
for correlation.
Table 6.9 DCC Estimation
Panel A: DCC Model of Tse and Tsui (2002)
Coefficient Std.Error t-value t-prob
rho 0.007641 0.13348 0.05724 0.9544
alpha 0.006596 0.003318 1.988 0.047
beta 0.990548 0.008196 120.9 0
degree of freedom 3.889352 0.17009 22.87 0
Log-likelihood -10003.3
Panel B: DCC Model of Engle (2002)
Coefficient Std.Error t-value t-prob
rho -0.08771 2.0374 -0.04305 0.9657
alpha 0.004848 0.014915 0.325 0.7452
beta 0.995142 0.043484 22.89 0
degree of freedom 3.88497 0.22133 17.55 0
Log-likelihood -10002.9
6.6.3 Interpretation of DCC-GARCH Results
The results of the DCC estimation of Tse and Tsui (2002) and Engle (2002) can be
found in Table 6.9. Panel A displays the results concerning the estimated model using
Tse and Tsui (2002). Panel B contains the results for the model proposed by Engle
(2002). The lower part of both panels reports the log likelihood test statistics of the
model. The results of my research reveal a large persistence of conditional correlation
process beta, with alpha+beta very close to 1 in both cases. The evidence from the
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DCC estimates suggests that the big shock has led to small correction in the
covariance (the oncoming mutual fluctuation) between markets.
From Figure 6.3, we observed strong time-varying conditional correlations between
the TED spread and the CDS spread. This finding, which holds for both estimation
methods, suggests that linkages between CDS and TED spreads must be re-estimated
frequently in order to give the right size and direction. This is especially important for
bank monetary policy makers and portfolio managers as they may take different
actions depending on the dynamic linkages between these two spreads.
For the pre-crisis period, both DCC model show clear pattern that the conditional
correlation coefficients were time-varying. From 2004 to 2007, the correlations
between the two markets are very weak and oscillated around zero but following a
slight upward trend. In the Tse and Tsui (2002) approach, the correlations vary
between positive and negative, which reveals an uncertain co-movement relationship
between the two indices. These correlations fluctuated in intervals of [-0.1, 0.1] with
an upward trend. In Engle’s approach, the correlations between 2004 and 2007
increase with a negative relationship before 2006 and a positive relationship after
2006.
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However, it is apparent that correlations between the returns considerably increased
and are more pronounced since the start of the financial crisis in 2007. It is also
evident that the correlations are fairly higher during the crisis period. Figure 6.3
shows that the time-varying conditional correlation between the returns of the TED
spread and the CDS spread increased over the period 2007-2009, and I obtained a
very similar result from the two DCC models. The conditional correlation coefficients
are dynamic and reach a peak in 2008. According to the Forbes and Rigobon (2002),
contagion is defined as a significant increase in the cross-market correlation during
the financial crisis. Therefore, I conclude that there is contagion effect between the
TED spread and the CDS spread.
There is no harm to statistically identify the contagion effect. To do this, I apply the t-
statistic test used in many studies such as Celık (2012). The basic idea of the t-
statistical test is to compare the conditional correlation coefficient means of the crisis
period and the pre-crisis period and check if they are different. The null hypothesis of
the t-statistics is set to
ܪ଴:ߩ௖௥௜௦௜௦ = ߩ௣௥௘ି௖௥௜௦௜௦
where ߩ is the average of the conditional correlation coefficients in the per-crisis and
crisis periods. If the t-statistics is significantly greater than the critical value, then the
null hypothesis is rejected. Therefore, we can confirm the existence of contagion
effect. The result of the t-statistics suggests that the null hypothesis can be rejected.
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Therefore, the evidence of the contagion effect between the TED spread and the CDS
spread during the subprime crisis is clear.
After 2007, the financial crisis gave a significant rise to the conditional correlation
between these two indices, and the correlation shot up to 0.2 and fluctuated widely.
Both approaches show the correlations increased before crisis and they moved notably
higher during the crisis. While the correlations narrowed in early 2009, they persisted
at a level between 0.05 and 0.1. This finding is consistent with most of the research
showing evidence that the dependence of the financial indices will increase in a crisis.
Suggested by the empirical results, three different phases are identified for the
dependence structure during the crisis period. The first phase shows a dramatic
increase in cross-market correlation due to the spread of credit deterioration soon after
the financial crisis started. This result provides a number of insights about the nature
of the mechanisms driving credit contagions across markets during the subprime crisis.
Assume that investors hold positions from both the TED spread and the CDS spread,
contagion happens when default risk significant raised in one market, where investors
suffered heavy losses. In an environment of highly diversified portfolio management,
these investors or even funding managers would have to put up with a reduction of
wealth and withdraw their funds from other risky assets or promptly liquidating their
positions on other markets (Coudert and Gex, 2010; Longstaff, 2010). For example,
the huge increase in default risk indicated that the cost of insuring against default on
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UK banks was growing. Therefore, investors had suffered losses year-to-date and
ended up by selling their positions on other markets. In an illiquidity market such as
the LIBOR market, this also affects their competitors who hold similar positions to
suffer losses on their portfolios, and therefore “forced to sale” their positions. This
then drives up the TED spread as a result of the reduced cash-flow in the LIBOR
market.
Besides, credit concerns also seem to be a major part of the story. Typically, the TED
spread is used to capture the counterparty risk in the overall banking sector. However,
as the US Treasury bill is always considered to be free from risk, it should be noted
that the TED spread may also reflect liquidity or flight-to-quality risk. Therefore,
another channel may go through the updating of investors’ preferences. As a crisis hit
one market, investors will realise the risk that involved in other financial assets. Since
default risk is considered to be increasing in both markets, investors who lose
confident towards the international banking system will choose other safer
investments, such as Treasury bills. This will drives up the Eurodollar rate and pulls
down T-bill rate. Beside, as they all do it simultaneously, this results an increased
CDS and TED spread at the same time.
There is also some unusual sharp decrease in the DCC parameters right after the start
of the financial crisis. However, these are very immediate and short-lived. These
quick and temporary decreases suggested by both approaches could be attributed to
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the need for quick rebalancing and adjustment of portfolios as explained by Kaminsky
et al. (2001).
The second phase shows a continued high correlation. This period starts from the end
of 2007 and end in late 2008. This can be explained by the herding behaviour as the
crisis grew in public awareness. The statistical results from DCCs and copula show
some variations of correlations during this period, casting some doubt on the benefit
of portfolio diversification. Here the contagion and herding behaviour is distinguished
in the sense that contagion refers to the sign of a significant increase in cross-market
correlation, while herding describes the simultaneous investment behaviours across
markets with high correlation coefficients between markets (Chiang et al., 2007).
Given the increasing uncertainty about the fundamental value of financial assets
during the financial crisis, investors are likely to follow the investment choice made
by others. Any public news about one market may be interpreted as information
regarding the entire economy. Therefore, we would consistently see high correlation
in the second phase.
The last phase shows a decrease in cross-market correlation between the money
market and the derivatives market. At this moment, banks still hesitated to lend to
each other not knowing the detail of the other’s balance sheet. Everyone knew there
were many bad assets hiding behind banks’ balance sheets which could trigger
another default. This period starts from late 2008, when a series of monetary policy
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actions were announced. The most representative one is the Troubled Asset Relief
Program (TARP) set by the U.S. government on October 2008. The initial purpose of
this programme was to buy up all the bad loans, mortgage loans, backed securities and
collateralized debt obligations (CDO) from banks’ balance sheets. Others like the
2008 United Kingdom bank rescue package and bank rescue packages initialised by
several other Western European countries, such as Belgium, France, Germany, Ireland,
Luxembourg, and the Netherlands, all have similar purpose that these plans aim to
restore market confidence and providing a range of loans and interbank lending. Since
the TARP and bank rescue packages injected funds into banks’ balance sheets, it
relieves the funding constraints between banks and brings the TED spread down. A
direct result can be seem from the TED spread since the TED spread start to drop
from its highest level on 10 October 2008.
On the other hand, the British bank rescue plan did not bring the UK bank sector CDS
index spread back to normal. The CDS spread continued to fluctuate at a high level, at
an average of 150 basis points. This may because that the British bank rescue plan
differs from the TARP, in that the UK government aim to purchase shares in the
banks while the American programme is aimed at tackling the immediate funding
shortfall. Therefore, the bank rescue package actually transfers the default risk onto
government balance sheets. We can see the drop of the UK CDS spread in a short
period of time due to fact that the potential default risk has been transferred. In the
long-term, the risk is put back onto the banks since many banks have exposure to
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European counties that are facing fiscal problems as a result of the bank rescue
packages and the substantial increased sovereign default risk. Contagion risk is back.
Investors have to pay more as fears grow over UK banks’ exposure to the eurozone
debt crisis. Besides, these monetary policy actions do not turn bad assets into good
ones. Therefore, the default risk for UK banks was still high and was reflected in the
high CDS spreads. Due to the different movements of the two index returns, the
correlation therefore decreased in the last phase.
This finding is especially important for policy maker due to the instability of financial
contagion. Besides, it also suggests that contagion effect may not end even we see a
decrease in cross-market correlation between two specific markets. For the UK CDS
market, the contagion risk is back through the increase of the eurozone sovereign
default risk. Therefore, policy makers should seek ways to close contagion channels
and decrease the instability of the financial system.
In Figure 6.4, I also plotted the conditional covariance estimated from the above DCC
models. Although these two plots are slightly different, they both indicate the
correlation covariance varied over time and there were some huge upward trends in
the financial crisis between 2007 and 2009. This indicates that the extreme events had
some positive effects on the correlation covariance.
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Figure 6.3 Time-varying Conditional Correlation Estimated by
DCC model
Phase 1
Phase 2
Phase 3
Phase 1
Phase 2
Phase 3
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Figure 6.4 Conditional Covariances Estimated by DCC model
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6.7 Copula Estimation
6.7.1 Conditional Marginal Model
Bae et al. (2003) found that contagion is an event that is characterised by nonlinear
changes of market association. However, neither the linear correlation, or the more
advanced VAR or VECM, or even the recent multivariate GARCH models have
considered the nonlinearity of the contagion phenomenon (Wen et al., 2012).
Therefore, I also verify the results by applying the copula method. In comparison with
the above methods, copula can describe nonlinear dependence, while correlation is
only a linear measure of dependence. In particular, an extended time-varying copula
model with a conditional joint distribution can be used to calculate conditional means,
variances, and correlations as well as the temporal paths of other dependence
measures, such as tail dependence and rank correlations (Patton, 2006a).
The conditional volatility GARCH model has been widely used to capture stylised
facts such as volatility clustering (Berkowitz and O’Brien, 2002). In this study, I used
the GJR-GARCH to model the marginal distribution and to capture the asymmetric
effect on volatility. Furthermore, I considered a new distribution for innovations by
introducing the skewed student’s t distribution as an innovation for the log likelihood
estimation.
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The marginal distribution models are estimated by maximising the following log
likelihood function of the skewed student’s t distribution:
ܮ= ݊ ݋݈݃ Γቀఎାଵ
ଶ
ቁ−
௡
ଶ
log(η) − ݊ ݋݈݃ ൬Γቀఎ
ଶ
ቁ൰− ݊ ݋݈݃ (ߪ) − ఎାଵ
ଶ
∑ logቀ1 + ఌ೔మ
ఎఙమ
ቁ௡௜ୀଵ +
∑ log ( (݂ݖ௜|ߟ,ߣ))௡௜ୀଵ (6.32)
The estimation results of the log likelihood function heavily rely on the distribution of
the innovation, thus, I employed a KS test to assess the null hypothesis that the errors
are from a given distribution and tested whether the model is correctly specified. The
results show that the skewed t distribution had the lowest p-value across the
distributions.
The skewed t distribution is defined by Equation 6.3. The model of the marginal
distribution can be written as ARMA(1,1)-GJR-GARCH-ST and has the following
expression:
The conditional marginal for TED:
்ܴா஽ ,௧ = ߙଵ + ߚଵ்ܴா஽ ,௧ି ଵ + ߛଵ்ߝ ா஽ ,௧+ ߜଵ்ߝ ா஽ ,௧ି ଵ
ℎ்ா஽ ,௧ = ଵ݃ + ݉ ଵℎ்ா஽ ,௧ି ଵ + ଵ்݊ߝ ா஽ ,௧ି ଵଶ + ߶ଵ ௧ܵି ଵ்ߝ ா஽ ,௧ି ଵଶ (6.33)
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The conditional marginal for CDS
ܴ஼஽ௌ,௧ = ߙଶ + ߚଶܴ஼஽ௌ,௧ି ଵ + ߛଶߝ஼஽ௌ,௧+ ߜଶߝ஼஽ௌ,௧ି ଵ
ℎ஼஽ௌ,௧ = ଶ݃ + ݉ ଶℎ஼஽ௌ,௧ି ଵ + ଶ݊ߝ஼஽ௌ,௧ି ଵଶ + ߶ଶ ௧ܵି ଵߝ஼஽ௌ,௧ି ଵଶ (6.34)
where and ௧ܵି ଵ = ൜0݂݅ ߝ௧ି ଵ < 01݂݅ ߝ௧ି ଵ ≥ 0, ்ߝ ா஽ ,௧ି ଵ~ܵܶ (ݖ௜|ߟ,ߣ).
Table 6.10 Result of the Univariate Conditional Marginal Model
TED CDS
Coefficient Std.Error Coefficient Std.Error
Cst(M) 0.117158 0.16587 -0.04175 0.084371
AR(1) 0.306114** 0.051578 0.346131** 0.14461
MA(1) -0.45817** 0.044632 -0.24635* 0.13652
Cst(V) 3.112293** 1.5113 0.509824** 0.22646
ARCH(Alpha1) 0.16411** 0.05278 0.234068** 0.070284
GARCH(Beta1) 0.813816** 0.04582 0.825915** 0.047503
GJR(Gamma1) 0.124948** 0.061959 -0.00866 0.053732
Asymmetry -0.03836 0.030801 0.040544 0.02875
Tail 3.461987** 0.32474 2.861991** 0.24683
Statistics P-value Statistics P-value
Box Pierce Q(5) 48.329 0 8.85208 0.031324
Box Pierce Q(10) 91.727 0 10.6006 0.225369
Box Pierce Q^2(5) 3.75099 0.289639 1.17664 0.758613
Box Pierce Q^2(10) 6.94759 0.542298 4.62156 0.797152
Log likelihood -5759.5 -4200.81
Note: **indicates significant at 5% level, *indicates significant at 10% level
Table 6.10 presents the estimation results of ARMA(1,1)-GJR-GARCH-ST of the two
univariate conditional marginal models. I found that both TED returns and CDS
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returns exhibit a similar pattern. Both have a positive autocorrelation parameter and a
negative moving average variance parameter. Both have similar ARCH and GARCH
parameters, although the asymmetric variance parameter is only significant for the
TED return series. With respect to the distribution, the skewness parameter is
insignificant in both margins, with -0.038 for TED and 0.041 for CDS, while the tail
parameter, which represents the degree of freedom, is significant for both series.
6.7.2 Goodness-of-Fit Test for Copula models
The conditional marginal densities generated by the above GARCH model were then
used to estimate the copula function. I employed Patton’s (2006a) two-step estimation
methods to find the copula parameters of twelve different copulas, including three
time-varying copulas, Table 6.11 presents the Akaike Information Criterion (AIC) and
Bayesian Information Criterion (BIC) values in order to determine the preferred
function. It can be seen that the time-varying copulas perform better because the
dependence between the two financial assets changes over time. Moreover, the time-
varying Gaussian copula achieved the lowest AIC and BIC value, which suggests the
time-varying Gaussian copula, is the best copula model to link the two margins. Since
the time-varying Gaussian copula is the best copula function to describe the dynamic
linkages of the two series, it suggests that the dependence between the two markets
changes over time.
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Table 6.11 Copula Estimation
Whole Sample Negative LL AIC BIC
Time-varying
Time-varying Gaussian copula -10.8976 -21.7914 -21.7811
Time-varying SJC copula -6.9532 -13.8987 -13.8782
Time-varying rotated Gumbel copula -6.87181 -13.7398 -13.7295
Static
Symmetrised Joe-Clayton copula -6.06645 -12.1303 -12.1235
Student's t copula -5.67485 -11.3471 -11.3403
Normal copula -5.5899 -11.1785 -11.1751
Rotated Clayton copula -5.5327 -11.0641 -11.0607
Plackett copula -4.59931 -9.19734 -9.19392
Frank copula -4.5697 -9.13812 -9.1347
Clayton's copula -2.92881 -5.85634 -5.85292
Gumbel copula -1.5772 -3.15312 -3.14969
Rotated Gumbel copula 2.610979 5.223235 5.226657
According to Patton (2006a), the time-varying parameter ߩ௧ has the following
expression:
)8.0
10
6.36.1( 1
10
1


  t
i
ititt vu 
(6.35)
where Λ(ݔ) = ଵି௘షೣ
ଵା௘షೣ
is the logistic transformation function to transfer ߩ௧∈ [−1,1].
The above equation contains information about the valuation of ߩ௧ . It is also
recognised as an Autoregressive (AR) process with a linear combination of the
previous absolute difference |ݑ௧ି ௜− ݒ௧ି ௜| which also provides a white noise
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innovation term. This means the higher the previous absolute difference |ݑ௧ି ௜− ݒ௧ି ௜|
is, the lower the dependence parameter is, and vice versa.
Figure 6.5 shows the conditional correlation from the time-varying Gaussian copula
estimated by Patton’s two-step methodology for the period 1 Jan 2004 to 31 Dec 2009.
All the parameters from the time-varying normal copula are found to have
significantly changed in the sample period. I found a relatively similar result to the
DCC models. The three phases that has been identified using the DCC models can
also be clearly identified using the time-varying Gaussian copula. I also found the
observations are mainly below the static value of the Gaussian copula in the pre-crisis
period. While in the crisis period, observations are mainly above the line indicated by
the static normal copula. The static value of the Gaussian copula can be considered as
the average of the time-varying copula parameters. Hence, evidence of an increased
correlation and the contagion effect after the finical crisis is clear. The figure shows a
significant rise in correlations after 2007, with the static correlation parameter at
0.0844. This result further confirmed what I obtained from the DCC-GARCH
estimation, where the correlations changed from positive to negative before July 2007,
and the correlations increased dramatically after July 2007, even close to 0.30 at some
points in late 2007.
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Figure 6.5 Conditional Correlation Estimation for Time-varying
Normal Copula from 2004 to 2009
6.8 Conclusion
The LIBOR and the corresponding TED spread was brought up into the financial spot
light only after the 2007 financial crisis. The TED spread has not been adequately
studied in the literature. There is no study to address credit contagion in relating to the
TED spread. Therefore this chapter aims to fill this gap by analysing the dynamics of
the TED spread and CDS spread and their relationship during the subprime crisis. It
aims to answer whether the subprime crisis resulted in increased cross-market
linkages between the money market and the UK derivatives market and test whether
these two markets were particularly vulnerable to contagion effects.
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I examine the dynamic linkages between the UK bank CDS index spread and the TED
spread and the contagion effect of global financial crisis for the period from 2004 to
2009. Both the DCC-GARCH and Copula-GARCH models are employed which have
some advantages over other methodologies. Main findings of the analysis are as
follows: As a result of the analysis, the evidence of credit contagion has been found
during the subprime crisis between the international money market and the UK CDS
market. Besides, three different phases can be identified for the dependence structure
during the crisis period. The first phase shows a dramatic increase in cross-market
correlation and the second phase shows a continued high correlation. The results shed
some light about the nature of the contagion mechanism in financial markets. The last
phase shows a decrease in cross-market correlation between the money market and
the UK CDS market. However, through the analysis of the opposite movements of the
two spreads, I argue that the credit contagion may back though the eurozone
sovereign debt crisis to the UK CDS market.
Financial contagion could be harmful to the healthiness of the economy due to its
instability. Therefore, the findings are important for policy makers and government
regulators. Especially for policy makers, the result suggests that they should seek
ways to close contagion channels and decrease the instability of the financial system.
The findings of this paper may also be of interest to investors and portfolio managers,
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as financial institutions are now required to manage the credit risk of their overall
portfolios. The high conditional correlation during the crisis period implies that the
potential gain by taking advantage of the diversification by holding a portfolio
consisting of the two spreads may decrease.
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Appendix
Functions of the copulas used in this chapter are presented below:
Normal (Gaussian) copula
ܥே (ݑ,ݒ;ߩ) = Φఘ(Φିଵ(ݑ), Φିଵ(ݒ))
ேܿ (ݑ,ݒ;ߩ) = 1
ඥ1 − ߩଶ
݁ݔ݌ቊ
Φିଵ(ݑ)ଶ+Φିଵ(ݒ)ଶ− 2ߩΦିଵ(ݑ)Φିଵ(ݒ)
2(1 − ߩଶ)
+ Φିଵ(ݑ)ଶΦିଵ(ݒ)ଶ2 ቋ
ߩ ∈ (−1,1)
Clayton copula
ܥ஼(ݑ,ݒ;ߠ) = (ݑିఏ + ݒିఏ − 1)ିଵ/ఏ
஼ܿ(ݑ, ;ߠ) = (1 + ߠ)ݑݒିఏିଵ(ݑିఏ + ݒିఏ − 1)ିଶିଵ/ఏ
ߠ ∈ [−1,∞)\{0}
Student’s t copula
ܥ்(ݑ,ݒ;ߩ, )߭ = జܶ,ఘ( జܶିଵ(ݑ), జܶିଵ(ݒ))
்ܿ (ݑ,ݒ;ߩ, )߭ = Γቀߥ+ 22ቁݐజ൫ܶ జିଵ(ݑ)൯ିଵݐజ൫ܶ జିଵ(ݒ)൯ିଵ
߭ߨΓቀ
߭2ቁඥ1 − ߩଶ
× (1 + ( జܶିଵ(ݑ)ଶ + జܶିଵ(ݒ)ଶ− 2ߩ జܶିଵ(ݑ) జܶିଵ(ݒ)
(߭1 − ߩଶ) )ି(జାଶ)/ଶ)
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where జܶିଵ is the inverse cdf of a student’s t, ݐజ is the pdf of a student’s t, జܶ,ఘis the
bivariate student’s t cdf and ߩ ∈ (−1,1),ݒ> 2
Plackett copula
ܥ௣௖(ݑ,ݒ|ߠ) = ቄ1 + (ߠ− 1)(ݑ+ ݒ) − [൫1 + (ߠ− 1)(ݑ+ ݒ)൯ଶ− 4ݑݒߠ(ߠ− 1)]ଵ/ଶቅ× [2(ߠ− 1)]ିଵ
where ߠ> 1 implies positive dependence, ߠ< 1 implies nagitive dependence and
ߠ= 1 implies independence.
Gumbel copula
ܥ௚௖(ݑ,ݒ|ߙ) = ݁ݔ݌൛−[(− lnݑ)ఈ + (− lnݒ)ఈ]ଵ/ఈൟ
The upper tail dependence equals 2 − 2ଵ/ఈ
SJC copula
ܥ௃஼൫ݑ,ݒห߬ ௎߬௅ = 1 − (1 − {[1 − (1 − ݑ)఑]ିఊ+ [1 − (1 − ݒ)఑]ିఊ − 1}ିଵ/ఊ)ଵ/఑൯
where ߢ= 1/ logଶ(2 − ߬௎), ߛ= 1/ logଶ(߬௅) and ߬௎ ∈ (0,1) ߬௅ ∈ (0,1)
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Chapter 7
Conclusion
7.1 Main Findings of the Thesis
The organisation of this thesis had been based on attempts to answer four sets of
questions which were posed in Chapter 1. Thus, the key findings of this thesis are
presented in the form of answers to these research questions.
Question Set 1: What is the relationship between CDS spread and its historical
variables, and what are the determinants of the CDS spread? What is the relationship
between CDS spread level and volatility? Does the sign and explanatory power
consistent with theoretical suggestions?
The relationship between CDS spread and its historical variables are presented by the
term structure models to capture the dynamics of CDS spreads. After specifying eight
nested term structure models as well as a non-nested generalised CKLS model, I find
weak evidence of mean reversion across these models. The low mean reversion speed
along with the increasing price for credit risk, contributes to the steeply upward slope
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term structure observed for the CDS spread data and suggests that mean reversion
may not an important feature for UK CDS spread dynamics. The generalised CKLS
model provides the best estimation results and reveals a negative speed of mean
reversion. When observing the relationship between the volatility of CDS spreads and
the level of CDS spreads, I found that the volatility responds directly to the levels of
the CDS spread. Furthermore, the estimated results show that systematic factors have
poor ability in capturing the self-adjustment of price anomalies.
The results on the determinants of CDS spread changes are as follows: suggested by
the structural models of credit risk pricing, I find the interest rate change, the stock
return and the probability of default significantly influence credit spread changes
before and during the turmoil. The sign for these variables are generally consistent
with theoretical predictions. The model can explain approximately 20% of the
variation in the CDS spread as suggested by the adjusted 2R . This total explanatory
power is so far comparable with other studies such as Collin-Dufresne et al. (2001).
Although UK industrial sectors differ significantly in terms of size and market value
of credit default swaps, empirical results for different industrial sector CDS spreads
are quite similar. The principal component test also reveals that there still exists an
unobserved component that is not captured by the regression model. This may suggest
that the low adjusted
2R is rather due to a systematic effect on the CDS index spread
than the noisy data.
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Question Set 2: How does the price of credit risk in the CDS market interact with
prices in the bond market? Was the credit risk price derived in equal measure from
these two markets during the turmoil? Which market responds more efficiently to
changes in prices?
The relationship between the CDS market and the bond market are presented by three
different but related tests. The test of the CDS-bond basis shows a persistently
negative basis since the onset of the financial crisis of 2007/08. Explanations of the
persistent negative basis are summarised as the flight-to-liquidity, the counterparty
risk from CDS sellers, the herding behaviour and the role of limits of arbitrage. And
the deviation from parity has significant practical implications on arbitrage
opportunities through shorting investment grade bonds, buying a CDS and buying a
risk-free product. Although the theoretical equivalence does not hold during the
financial crisis as suggested by the empirical results, there is however clear evidence
for the existence of a cointegration relationship between the two spreads over the
long-run. Further examinations were made by vector error correlation models.
Furthermore, the results for the lead-lag relationship are mixed: 10 reference entities
(11 when swap rate is used) show the evidence that the CDS market leads the price
discovery process and 8 reference entities (4 when swap rate is used) show that the
bond market leads the CDS market.
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Question Set 3: If linear combination is not sufficient for describing the relationship
between CDSs and market variables such as the interest rate and the equity price, is
there a better measure that can be used to describe the dependency structure between
these variables? If so, how good is it?
This question was raised after the discussion in Chapter 3 where I explored a set of
factors and their poor explanatory power to the change of CDS spreads. Due to the
non-linear, non-normality property contained in the data sets, using a linear
relationship may fail to capture the correct relationship. Thus, copula theory was
applied to solve the non-linear, non-elliptical problem. I implemented two estimation
methods to estimate the copula parameters. Although the same dependence structure
can be seen for both approaches, the values of the copula estimates from two
approaches are slightly different. De Matteis (2001) compared the two methods and
neither method seemed more convenient than the other. However, the non-parametric
approach is more easily applicable when heavy tail behaviour is significant in the data.
From the estimation results, I found that interest rate changes and stock returns are
both negatively dependent with CDS spread changes. The student’s t copula has been
chosen as the best fit for the two dependence structures, followed by the Gaussian
copula, indicating that there might be significant tail dependence for the bivariate
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distributions in our sample. The dependence structure between CDS spread changes
and changes in the probability of default is positive and asymmetric, and with right
tail dependence, since the goodness-of-fit test suggests that the Gumbel copula is the
best fit for the dependence structure.
I further emphasise the finding that the stock return displays the strongest dependency
to CDS spread changes than the other two variables, which underlines the fact that
CDS spreads is more sensitive to stock returns than the other two variables. Finally,
contagion effect is found between the CDS market and the interest rate market as well
as the CDS market and the stock market. CDS spread changes during the crisis are
more closely related to interest rate changes and stock returns, supporting Forbes and
Rigobon (2002)’s argument that contagion exists if there is a significant increase in
the cross-market correlation during the financial crisis. Since the student’s t copula is
the best model for most industrial sectors, this suggests that once contagion happens,
the CDS spread will be more severely affected by interest rates and stock returns.
Question Set 4: Is there any comovement between the CDS market and the traditional
money market? How does credit risk reflected in the derivatives market interact with
credit risk in the money market? And how credit contagion spread between these two
markets?
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I used the TED spread to measure credit risk in the money market and the CDS index
spread for the derivatives market. The linkages between the two markets were
measured by DCC-GJR-GARCH models and a time-varying copula model. Both
DCC and copula methods show strong evidence that the dependence structure
between the daily index returns of UK bank CDS spreads and TED spreads vary
strongly across time. This finding, which holds for both estimation methods, suggests
that linkages between CDS and TED spreads must be re-estimated frequently in order
to give the right size and direction.
For the pre-crisis period, both the DCC model and copula model show a clear pattern
that the conditional correlation coefficients varying between positive and negative but
have a slight upward trend. However, it is clear that correlations considerably
increased and were more pronounced since the start of the financial crisis in 2007.
The conditional correlation coefficients were dynamic and reached a peak in 2008.
The much stronger and significant linkage between money market and derivatives
market during the crisis period can be interpreted by the contagion effect.
Besides, three different phases were identified for the dependence structure during the
crisis period. The first phase shows a dramatic increase in cross-market correlation
and the second phase shows a continued high correlation. The results shed some light
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about the nature of the contagion mechanism in financial markets. The last phase
shows a decrease in cross-market correlation between the money market and the UK
CDS market. However, through the analysis of the opposite movements of the two
spreads, I argue that the credit contagion may back though the eurozone sovereign
debt crisis to the UK CDS market.
7.2 Limitations and Suggestions for Future
Research
This research has covered a wide range of issues relating to the correlations and
linkages in credit risk. The answers to these research questions are important because
credit risk is longstanding, and still the biggest risk that concerned by banks.
Furthermore, with the new credit products developed in the financial market, credit
risk has spread out to other market segments. Thus, a systematic description of the
operation of the credit market during the turmoil has become extremely important to
monetary policymakers and financial regulators to understand credit market behaviour.
However, considering the following limitations, future research could be done to
improve the thesis:
First, the data: The data used in this thesis only covers a small period, aiming to
examine the correlations and linkages for credit risk during a specific period of the
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subprime crisis (2004-2009). In Chapter 4 in particular, the dataset only covers the
crisis period (2007-2009). Since the number of observations is limited, results
obtained can only represent the CDS behaviour during this particular time period.
Further research could be done by expanding the dataset and provide a more general
result for the empirical research. Also, in this thesis, I used CDS sector indices to
capture credit risk in order to provide investors a more industrial specific result at the
sector level to offer different investment possibilities across different industrial
sectors. The results may vary across different sectors according to their financial
performance and the fundamental differences in each sector. Also the results may be
affected by the different financial regulations set for each industrial sector. It is also
worth doing further investigation into the differences according to different industrial
sectors. Moreover, this thesis ignored the effect of credit ratings due to the focus of
the research. The thesis could also benefit from adding credit rating effect by testing
the dynamics and determinants of CDS spread for different rating groups.
Second, the methodology: Although I have examined the influence of various
observable factors on the CDS spread, the total explanatory power of the regression
model as presented in Chapter 3 for the determinants of CDS spreads is still low. A
large part of the variation of CDS is caused by an unobserved systematic factor.
Further research could be done by adding some macroeconomic variables, such as
GDP (Gross Domestic Product) and inflation or other variables with a potential
impact on the CDS spread, and see if they could add extra explanatory power to the
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model. Due to the special time period used in the thesis, liquidity could be an issue
that also affect the performance of the CDS spread. Since this chapter excludes the
influence of liquidity, the chapter may benefit from adding contribution to the current
debate about the role of liquidity in the CDS spread.
Copula models were proposed to capture the linkages between the CDS and its
determinants. In Chapter 5, the bivariate copula is used to capture the dependence
structures. Future research could expand the bivariate world to multivariate
distribution since more than two conditional margins are involved in the analysis.
Thus, a copula vine may be more appropriate for the model due to its capacity to
assess multivariate distribution through a vine. Further research could be done on
applying the multivariate copula-vine function, which could be identified with a
sequence of conditional distributions.
P a g e | 442
References
Collin-Dufresne, P., Goldstein, R. and Martin, J. (2001) 'The Determinants of Credit
Spread Changes', The Journal of Finance, 56(6), 2177-2207.
De Matteis, R. (2001) Fitting Copula to Data, unpublished thesis Swiss Federal
Institute of Technology Zurich.
Forbes, K. and Rigobon, R. (2002) 'No Contagion, Only Interdependence: Measuring
Stock Market Comovements', The Journal of Finance, 57(5), 2223-2261.
