Abstract-A recently proposed novel approach to asynchronous wireless random packet networking [1] promises great enhancements in system performance. In this paper, mathematical and simulation results are presented which confirm the predictions made in [1]. It is shown that the penalty in choosing random spreading sequences over orthogonal ones in terms of channel capacity vanishes quickly as the processing gain increases. The superiority of the proposed packet format over Spread ALOHA is demonstrated by showing that the new access method is no longer collision limited and packets can overlap without being destroyed using joint detection at the base station receiver. As a result, assuming sufficient multiuser detector resources, outages are shown to be primarily caused by overloading the channel. The problem of exploiting the joint channel capacity can be addressed by the nodes, without complicated interaction with the base station. First results obtained by using a simple positive ACK scheme and low complexity rate finding algorithms in each of the nodes are presented which achieve up to 70% of the channel's theoretical capacity limit.
I. INTRODUCTION
State-of-the-art wireless communication networks use sophisticated base stations together with complex nodes to coordinate ongoing transmissions. Advanced algorithms are necessary to control channel access such as the allocation of spreading sequences in CDMA networks. In [1] , the authors presented a novel system idea for an uncoordinated, fully asynchronous multiple access wireless random CDMA packet switched network that can greatly enhance system performance and simultaneously reduce complexity in the nodes. The system uses a novel packet format with a very short common header and a much longer payload portion. The headers are all spread with the same spreading sequence, which is known to the base station, and contain the spreading information used to encode the payload portion of the packet. The payload spreading sequences are chosen independently and randomly by the transmitting nodes. The known header sequence will allow the base station to detect ongoing concurrent transmissions and to recover timing information for each packet. The performance of this system is no longer collision limited and overlapping packets will not be destroyed -a fact that immensely reduces packet delays and retransmissions initiated by higher protocol layers [1] . Applying joint detection capabilities at the base station greatly increases system throughput.
In this paper, we focus on the physical layer behavior of this system, where throughput and delay are the major Quality of Service (QoS) parameters. We demonstrate that the proposed scheme promises to maximize/minimize both towards their theoretical limit. On the physical level, the only remaining limiting factor is the information theoretic channel capacity. The major task of the networks' nodes is finding transmission rates with minimal interaction with the base station which exploit a large portion of the channel's capacity. We present a low complexity solution to this problem and simulation results for a basic rate finding algorithm.
We will first demonstrate that as the length of the spreading sequence N or the number of users K gets large, the effects of random spreading on the variation in channel capacity diminishes quickly and the channel becomes deterministic. Consequently, there is no need for any interaction with the base station in terms of spreading code assignments. We will also motivate a new point of view on the channel capacity and the cumulative rates of a CDMA packet network. Then, we show by simulation that the novel packet format outperforms classical, ALOHA limited systems. This is due to the fact that in the new scheme, packet collisions are non destructive due to the random spreading and overlapping packets are not destroyed. Consequently, a large increase in system throughput can be achieved if joint detection is applied at the base station. Packet loss is now due to rate violations, for example, if the aggregate system rate exceeds the channel's theoretical capacity or the number of active packets exceeds the hardware limited multiuser detector capabilities at the base station.
As a matter of fact, there is no need for an arbiter to assign and preserve bandwidth in order to exploit channel capacity. By using a positive ACK scheme and non-optimized simple low complexity rate finding algorithms at the nodes, we can achieve efficiencies in the order of 60 − 70% of the aggregate channel capacity. Using these results, we demonstrate that the transition from the complex base station centric network setup to a less complex network that does not rely on central arbitration is not only possible but brings along significant improvements in system performance and lower complexity in the nodes.
In essence, our scheme realizes the potential promised by Telatar and Gallager [3] regarding the increase in achievable throughput using joint detection capabilities and feedback from the base station. We can achieve this with a low complexity uncoordinated multiple-access system, in contrast to the complicated state-of-the-art CDMA technology espoused by the 3GPP consortium [7] .
II. MATHEMATICAL BACKGROUND

A. On the Variance in Channel Capacity
In our system model, we assume that the number of active packets at the base station changes dynamically as the sum of the packet arrivals of multiple independent Poisson processes. We furthermore assume perfect power control and an AWGN channel so average channel capacity per user per dimension is directly determined by the number of simultaneously active packets and the random spreading sequences. We will now show that the penalty introduced by random sequences on the capacity vanishes quickly. Telatar [2] calculated the capacity of a random matrix channel and Shi et al. showed in [4] how Teletar's idea can be extended to calculate the variance of the capacity. In review,
The average capacity per user per dimension can be obtained as [2] :
where L i j (·) are the Laguerre polynomials of order k and the PDF of the first eigenvalues λ can be found accordingly to [2] and [4] . In order to find the second order moment, we need to integrate the joint PDF [4] :
The variance in capacity per user per dimension follows accordingly:
and we see that the variance of the average capacity per user per dimension decreases as normalized capacity as a measure of the channel variation can be found as:
where C sum denotes the sum capacity of the CDMA system. Figure 1 presents theoretical as well as simulation results for the normalized average capacity per user per dimension for N =5 and K max = 30. In other words, the penalty in choosing random spreading sequences over orthogonal ones on channel capacity [6] as well as on the variance in average channel capacity per user per dimension becomes negligible as the number of simultaneously active users K or the length of the spreading sequence N become moderately large.
B. On Channel Capacity of a CDMA Packet Network
In the proposed system, with negligible impact of random spreading and assuming a constant channel, any change in channel capacity is determined by the change in number of active packets K. For a given number of packets, the theoretical capacity limit can be calculated [6] . Apart from the theoretical limit, the rates of all active nodes will add to the sum rate of the network. If this sum rate is above the theoretical channel limit, error-free transmission becomes impossible. We require that the cumulative rate is smaller than the Shannon limit of the channel:
As soon as an additional packet i + 1 is transmitted, the theoretical channel capacity limit is increased by some capacity increment ∆C packet . We can therefore rewrite the sum rate as:
So, upon transmission, each packet contributes some rate increment to the channel. Also, after transmission, channel capacity is reduced by the same rate. This motivates the idea that each active packet brings along its own "personal rate" or capacity increment necessary for its successful decoding without violating the theoretical channel capacity limit. Finding the 0-7803-7954-3/03/$17.00 ©2003 IEEE.
nodes "personal rates" can be seen as finding and determining the point of optimal operation of the system.
III. NETWORK SIMULATION SETUP
In this section, we will show that in the proposed system, in contrast to ALOHA, packet collisions do not limit system throughput any more, and, due to the random spreading, packets can overlap without being destroyed. As a result, joint detection capabilities at the base station can be utilized to improve system performance. The task of efficient networking access is now to harness the channel capacity by finding rates for the individual nodes which together approach the channel's capacity. We present a basic algorithm that allows the network nodes to find their own rates independently. The efficiency of such protocols is measured by the ratio of the cumulative average rate achieved to the sum capacity of the channel.
A. Basic functionality of the nodes
In our simulation, ten independent and identically configured nodes attempt to send packet data to a central base station. All nodes are driven by independent Poisson processes which generate packets with the given header and payload duration. The packet duration is the sum of the fixed header and payload lengths. These assumptions are not exactly true, since the packet duration time is the time the channel is occupied by a packet and may be determined by the packet's rate -which will be changed by the node as a function of time and channel utilization. The result is an asynchronous system. This asynchronicity, however, is a very important performance factor for the proposed system. Due to the spreading, headers that do not overlap at the chip level but are otherwise received simultaneously can be recovered if a suitable detector is used at the base station. This common header access is, in fact, identical to the concept of Spread ALOHA [5] , which uses common spreading for the entire packet. For the simulation, we use a packet-synchronous system. However, we model some level of asynchronicity by placing the headers randomly with uniform distribution within the packet. The minimal resolution and the collision vulnerable time is one header duration per packet. A collision happens when two or more headers overlap at the base station. Since each node can send at most one packet at a time, the maximum number of simultaneously active packets at the base station will be ten. We assume perfect power control and a constant noise variance of σ 2 = 1. At the time of initial transmission, each node transmits a packet at the minimal rate R min . Since the rates are linked to the processing gain N , R min is chosen to be 1 2N . After transmitting a packet, the node waits for an acknowledgement (ACK) from the base station (for detailed base station behavior see Section III-B). If after waiting for the acknowledgement time, no ACK has been received, the node assumes the packet has been lost due to a rate violation. For the next transmission, the node will decrease its "personal rate" by some value which is empirically determined to be 1 10N . However, if an ACK was received successfully, for the following transmission, the node will increase its "personal rate" by Fig. 2 . Node state-diagram, functionally relevant details only described procedure, the nodes will decide on their "personal rates" for every single transmission. In order to find valid rates quickly, it is necessary to co-ordinate the initial rate, the rate decrement and the rate increment values. After analyzing initial simulations, it became evident that depending on the traffic scenario, dynamic rate findings can be unnecessary -sum efficiencies may even be slightly worse. The node behavior is shown in the node state-diagram in Figure 2 .
Finding optimal values for all parameters or finding an optimal algorithm was beyond the scope of this paper. Interactions with the base station are limited to sending the packet and waiting for the ACK.
B. Basic functionality of the base station
In Section II, system throughput has been defined as the sum rate of all packets. We assumed that as long as this sum rate stays below the channel capacity limit, it will be usable to the network's nodes. However, the sum rate can also be limited by the number of jointly detectable packets at the base station. Given that the sum rate is below the capacity limit, maximizing possible throughput means that the base station has to be able to decode all simultaneously active packets. If this cannot be guaranteed, the system will not be able to achieve channel capacity and rate efficiencies will be poor. According to this and assuming no collision occurred, the base station will NOT send an ACK, if either a) the transmitted packet exceeds its multiuser detector limit (MDL) which will, in the current model, lead to the loss of all the other ongoing transmissions as well; or b) the sum of the chosen rates by all nodes exceeds the capacity limit of the channel at that time. Assuming successful packet reception, the base station decides on the allowable "personal rates" by adding up the rates of all received packets. In case the joint detection capability of the 0-7803-7954-3/03/$17.00 ©2003 IEEE.
base station is exceeded, it will not be able to detect new packets which then, of course, cannot be acknowledged.
IV. SIMULATION RESULTS
For all simulations the header duration L h was set to 10µs and the payload duration L d was set to 10ms, resulting in an
of 1000 (for further explanations regarding header lengths see [1] ) and the arrival rate λ of the packet processes is given in packets/packet duration. For traffic scenario 1, values of λ were chosen to be between 0.01 and 8, simulating "lazy" and "busy" nodes. These parameters resulted in a total number of simultaneous packet arrivals at the base station between 3 and 9. For the high load traffic scenario 2, all nodes were set to λ = 80, guaranteeing a constant maximum load of 10 packets. If not mentioned otherwise, it is assumed that the base station can decode all ongoing transmissions simultaneously. Both traffic scenarios have been chosen arbitrarily and future work will include realistic wireless traffic measurements. Simulation results for each one of the experiments will be presented in two plots from the base station's perspective. In the first plot we will display the theoretical channel capacity limit in contrast to the sum of the "personal rates" as independently chosen by the nodes that can result in a capacity violation. In the second plot, the single "personal rates" and the resulting sum rates that equal the maximum achievable system throughput using the given algorithm are presented. As soon as the chosen sum rates exceed channel capacity, the resulting sum rates will collapse.
By comparing the proposed system to Spread ALOHA, we will demonstrate that due to the novel packet format, we can avoid packet collisions even at high loads and therefore outages are only caused by channel effects. For the following experiment, we refer back to Spread ALOHA [5] as benchmark, demonstrating the superiority of separating the packet into a header and a payload portion. For the Spread ALOHA simulation, the entire packet has been spread with a common spreading sequence. In Spread ALOHA, collisions will occur as soon as two packets overlap at the symbol level. In our packet synchronous model, this means that a collision will occur as soon as two or more packets arrive simultaneously during one packet duration. The result are the well known performance degradations of ALOHA as can be seen in Figure 3 . In the Spread ALOHA limited system, cumulative throughput is zero due to header collisions. In contrast to that, Figure 4 shows the performance of the proposed system for scenario 1 -no collisions occurred. Since at lower loads, collisions are even less likely we can deduce that packet collisions are negligible for the proposed system.
After showing that packet collisions do not have an impact on system performance any more, we demonstrate the achievable increase in system throughput using joint detection capabilities at the base station. Figure 5 shows simulation results for scenario 1, with a system that is joint detection limited in order to demonstrate the inferiority of accessing schemes that rely on collision avoidance. The maximum number of nine simultaneous transmissions is confronted with a MDL of one packet at a time. The results for usable channel capacity should be compared to wireless packet switched networks as embodied in the IEEE 802.11b standard [8] where due to the necessity of collision avoidance, only one user can be active at a time. The resulting sum efficiency per dimension as compared to the theoretical channel capacity limit is only 3%. It is evident that sufficient joint detection capabilities are a necessity in order to exploit the capacity of the channel. The new system is not collision limited and due to the random spreading, packets can overlap without being destroyed. Therefore, the use of a multiuser detector can greatly increase system throughput. We again refer to Figure 4 in contrast to Figure 5 , both are based upon scenario 1, but in Figure  4 , the MDL matches the number of simultaneously active packets. It can be seen that in this case we can achieve a large portion of the theoretical channel capacity limit. Packet loss is only caused when the sum of all "personal rates" exceeds the channel capacity limit. The good efficiency is due to the fact that the nodes' rate estimate matches the channel 0-7803-7954-3/03/$17.00 ©2003 IEEE. characteristics better and better the more the impact of random spreading becomes negligible as N becomes large (here: N =60). The attempted sum rate stays close to the theoretical capacity limit. However, as soon as the sum rates exceed the capacity limit, throughput collapses. Our goal is to maximize system throughput. The nodes will constantly try to optimize rate efficiencies by increasing their "personal rates" after successful reception of an ACK. If the sum rates already come close to the theoretical channel capacity limit, it is preferable to stop further increase in the "personal rates". By selectively NOT sending an ACK when the capacity limit is approached, the base station could reset some of the transmitting nodes to a decremented "personal rate" which results in a safe sum rate distant from the theoretical channel limit. By this, excesses of the capacity limit can be reduced, the resulting sum rate will not collapse and sum efficiency will be increased. Finally, in order to demonstrate that the novel accessing method resembles a congestion channel, we simulate a constantly fully active system. The resulting sum rate exhibits "personal rates" which are periodically too aggressive, see Figure 6 . Again, system performance can be increased with a "selective ACK" scheme as mentioned before. The explanation to why the performance of our system comes close to channel capacity for three very different scenarios can be found in Section II-A,B.
V. CONCLUSION
We showed that using the novel packet format proposed in [1] , achievable throughputs of random packet access systems can be extended towards the theoretical limit of the channel. This maximizes the achievable Quality of Service levels on the wireless link. In contrast to state-of-the-art wireless CDMA networks with their complex central arbitration, the presented de-centralized network setup uses low complexity nodes and a simplified base station protocol. We demonstrated that the problem of harnessing channel capacity can be addressed by independent nodes using a simple rate finding algorithm with positive acknowledgements. We showed that an initial basic algorithm of low complexity can achieve sum rate efficiencies between 60 − 70% of the theoretical channel capacity for diverse traffic scenarios. Performance could be further increased with a more selective ACK scheme. This new approach represents a fundamentally new concept to random multiple packet access systems. As Telatar and Gallager correctly point out in [3] , so far, there have been two largely distinct approaches to multi-access communications. A collision resolution approach that focuses on the random arrivals and does not take channel characteristics into account and an information-theoretic approach that ignores the random arrival of messages. Using our scheme, we showed that the problem actually reduces to the information-theoretic limits of the channel. Packet collisions do not play a limiting role any longer and channel throughput is only limited by the quality of the rate finding algorithms as a function of the channel and user environments as well as the joint detection capabilities of the base station. Future work will focus on finding better rate algorithms and investigate the effects of the proposed "selective ACK" scheme on sum rate efficiencies.
