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Re´sume´ – Dans ce papier, nous traitons le proble`me de la maximisation du de´bit d’un syste`me multi-utilisateurs, utilisant un sche´ma d’aligne-
ment d’interfe´rence sur un canal a` interfe´rence, pour des valeurs de rapport signal a` bruit finies. Nous de´finissons des matrices de changement
de base des pre´codeurs e´le´mentaires qui pre´servent l’alignement d’interfe´rence et maximisent le de´bit global en fonction du re´cepteur utilise´.
Ensuite, nous proposons une me´thode ite´rative de re´solution du proble`me d’optimisation. Les re´sultats de simulation montrent un gain de de´bit
global par rapport aux sche´ma de re´fe´rence.
Abstract – This paper addresses the problem of maximization of the network sum-rate in a multiser interference channel using interference
alignment scheme at the transmitter nodes. We firstly define at each transmitter a combination matrix that try to modify the precoding vectors
within its precoding subspace. Then we propose an iterative algorithm that aim at maximizing the network sum-rate. Numerical results enable
us to evaluate the performance of the proposed algorithm and to compare it with other designs.
1 Introduction
La principale limitation des syste`mes de transmission multi-
utilisateurs est l’interfe´rence. La re´duction d’interfe´rence consti-
tue donc un enjeu de taille pour le de´veloppement des com-
munications en ge´ne´ral et plus particulie`rement sans fils. Elle
est classiquement traite´e par des techniques dites orthogonales
(acce`s multiple a` re´partition dans le temps, en fre´quence ou
encore par code) qui conduisent a` une capacite´ asymptotique
par utilisateur inversement proportionnelle au nombre d’utili-
sateurs. Les travaux de Maddah et al. et Cadambe et al. ont
marque´ un ve´ritable tournant. Les auteurs de ces travaux ont
de´montre´ que la capacite´ asymptotique du canal a` interfe´rence
e´tait e´gale a` K/2, ou` K est le nombre d’utilisateurs [1, 2]. Ils
ont e´galement propose´ un sche´ma de pre´codage dit d’Aligne-
ment d’Interfe´rence (AI) qui atteint asymptotiquement la ca-
pacite´ maximale. L’alignement d’interfe´rence est un sche´ma
de transmission qui permet en re´ception pour chaque destina-
taire d’obtenir le signal de´sire´ et la totalite´ des interfe´rences
dans deux sous-espaces line´airement inde´pendants. Ainsi, le
re´cepteur peut e´liminer les interfe´rences en appliquant un de´tec-
teur line´aire de type forc¸age a` ze´ro. Le sche´ma d’AI de´fini en
[1] ne permet pas d’atteindre le de´bit maximal pour des Rap-
ports Signal a` Bruit (RSB) finis. Notre travail a donc pour ob-
jectif d’accroıˆtre le de´bit en optimisant les matrices de pre´codage
tout en pre´servant l’AI.
Le proble`me de pre´codage dans un canal a` interfe´rence a
de´ja` e´te´ traite´. Le but vise´ par les me´thodes envisage´es e´tait la
de´finition de matrices de pre´codage selon un crite`re pre´cis (mi-
nimisation de l’erreur quadratique moyenne (MEQM), maxi-
misation du rapport signal a` interfe´rence plus bruit, minimi-
sation des interfe´rences, maximisation du de´bit total...) [4, 3,
5, 6]. Dans cet article, nous proposons une nouvelle approche,
dont le point de de´part est la de´finition de matrices de pre´coda-
ge respectant les conditions d’AI. Par la suite, cette matrice
permet de de´finir des vecteurs de base de chaque pre´codeur
de telle sorte que l’information mutuelle soit maximise´e pour
des valeurs de RSB finies, tout en pre´servant l’alignement d’in-
terfe´rence. Nous conside´rons les re´cepteurs de type MEQM
et de type Forc¸age a` ze´ro (FZ). Pour les re´cepteurs de type
MEQM, nous proposons un algorithme qui de´termine les vec-
teurs de base d’une fac¸on ite´rative. Pour les re´cepteurs de type
FZ, nous montrons que les vecteurs de pre´codage peuvent eˆtre
optimise´s en utilisant les me´thodes propose´es pour les syste`mes
MIMO mono-utilisateur.
Le reste de cet article est organise´ comme suit. La section
2 de´crit le mode`le du syte`me et le sche´ma utilise´. Ensuite, la
section 3 de´finit les vecteurs de changement de base de fac¸on a`
maximiser l’information mutuelle du syste`me pour les re´cepteu-
rs de type MEQM et ZF. Les re´sultats de simulations sont pre´se-
nte´s dans la section 4. La section 5 conclut le papier.
Notations : Les lettres majuscules en gras et les lettres mi-
nuiscules en gras de´signent les matrices et les vecteurs, res-
pectivement. Pour la matrice transpose´e, transpose´e conjugue´e
et conjugue´e on utilise (.)t, (.)H et (.)∗, respectivement. |.| et
tr(.) repre´sentent le de´terminant et la trace. L’ope´rateur vec(.)
symbolise la vectorisation d’une matrice.
FIG. 1 – Canal a` interfe´rence dans un mode`le SISO (single
input single output) a` K utilisateurs.
2 Mode`le du syste`me
Nous conside´rons un canal a` interfe´rence avec K utilisa-
teurs. Chaque e´metteur produit un message inde´pendant des-
tine´ a` un canal de´die´. Les coefficients du canal suivent une
distribution Gaussienne, complexe, circulaire syme´trique. Le
signal rec¸u au k-ie`me re´cepteur est de´fini comme
yk = HkkVksk +
∑
j 6=k
HkjVjsj + zk, (1)
ou` Hkj ∈ CN×N repre´sente la matrice du canal entre l’e´metteur
j et le re´cepteur k, Vj ∈ CN×d repre´sente la matrice de pre´codage
a` l’e´metteur j, sj est le vecteur d’information de dimension d
e´mis par le j−e`me e´metteur. zk est le bruit complexe gaussien
circulaire syme´trique de moyenne nulle et de variance unite´
rec¸u au re´cepteur k. Les matrices Vj sont conc¸ues afin de sa-
tisfaire les conditions d’AI. Nous ne nous limitons pas a` un
sche´ma d’AI pre´cis. Si le canal e´le´mentaire entre un utilisa-
teur et son destinataire est de type MIMO (multiple input mul-
tiple output), N correspond au nombre d’antennes. S’il est de
type SISO (single input single output), N correspond a` l’ex-
tension canal. Nous proposons dans ce sche´ma d’introduire a`
chaque e´metteur une matrice de changement de base Cj avec
j ∈ {1, · · · ,K}. Le signal rec¸u est donc obtenu par
yk = HkkVkCksk +
∑
j 6=k
HkjVjCjsj + zk. (2)
Nous de´finissons Cj comme e´tant une matrice dans C de di-
mensions dj×dj , et de rang plein. Notre objectif est de de´terminer
les matrices Cj pour j ∈ {1, · · · ,K} qui maximisent l’infor-
mation mutuelle totale du syste`me. L’expression de l’informa-
tion mutuelle de´pend du type de de´codage suppose´ en re´ception.
Dans ce qui suit nous conside´rons un de´tecteur line´aire, soit de
type MEQM, soit unitaire de type forc¸age a` ze´ro (FZ) suivi
par un organe de de´cision de type Maximum de Vraisemblance
(MV) pour extraire les symboles du signal.
3 Maximisation de l’information mutuelle
Dans cette section, nous pre´sentons les expressions de l’in-
formation mutuelle totale (i.e. de´bit total) dans un canal a` in-
terfe´rence pour les deux types de re´cepteurs MEQM et FZ. En-
suite, nous cherchons les vecteurs de changement de base de
chaque e´metteur qui maximisent l’expression du de´bit total.
Pour un re´cepteur MEQM, nous montrons que l’information
mutuelle individuelle entre un e´metteur et son propre destina-
taire de´pend de l’ensemble des matrices Cj . De ce fait, nous
nous dirigeons vers la maximisation de la somme des informa-
tion mutuelles plutoˆt que l’information mutuelle individuelle.
Par contre, pour un re´cepteur FZ qui e´limine les interfe´rences
survenant des autres utilisateurs, la maximisation de l’informa-
tion mutuelle individuelle est e´quivalente a` la maximisation de
l’information mutuelle totale du syste`me.
3.1 De´codeur MEQM
Sous l’hypothe`se de de´codeurs MEQM et d’un signal source
gaussien, et en partant de la de´finition de l’information mu-















ou` H¯kj = HkjVj , et p repre´sente le rapport signal a` bruit.
Dans la fonction donne´e en (3), les variables sont les Cj . Nous
supposons qu’a` chaque e´metteur, la puissance maximale infe´rieure
a` une constante p. La conception se re´sume donc par le proble`me












= N, k ∈ K.
(4)
Il est difficile de trouver une solution analytique a` ce proble`me.
Nous proposons un algorithme ite´ratif qui calcule la solution en
appliquant la me´thode de descente du gradient, avec une fonc-
tion de couˆt multi-variable. Pour ce faire, nous optimisons la
fonction suivant une variable, les autres variables e´tant fixe´es,
et ainsi de suite. L’algorithme propose´ est de´crit ci-apre`s
1. Initialiser les matrices C¯(0)k de dimensions d× d avec la
matrice identite´ pour tous les e´metteurs k
2. Pour k=1 :K





qui est donne´ par la matrice Jacobienne de R.





3. Re´pe´ter l’e´tape 2 jusqu’a` la convergence
La matrice Ck est obtenue apre`s normalisation de la matrice
originale C¯k comme suit
Ck =
√






ce qui garantit le respect de la condition de normalisation donne´e
en (4). L’application de l’algorithme ci-dessus ne´cessite le cal-




















































Le pas d’optimization µ est choisi de fac¸on a` garantir une conver-
gence plus rapide. Dans [8], deux me´thodes de recherche du
pas ont e´te´ propose´es : la me´thode exacte et la me´thode ap-
proche´e. La premie`re me´thode consiste a` calculer le pas qui
maximise la fonction du couˆt. La deuxie`me me´thode est utilise´e
quand la solution analytique n’est pas triviale. La deuxie`me
me´thode a e´te´ applique´e dans l’algorithme ci-dessus. L’algo-
rithme ite´ratif est suppose´e avoir converge´ de`s que le gradient







R|| < ǫ (7)
ou` qu’un nombre d’ite´rations maximal est atteint.
Le proble`me d’optimisation de´crit ci-dessus, n’est pas un
proble`me convexe. Mais comme les matrices a` optimiser va-
rient dans la direction du gradient, la convergence vers un maxi-
mum local est garantit.
3.2 De´codeur unitaire FZ suivi d’un de´tecteur
ML
Dans cette partie, nous conside´rons le re´cepteur FZ unitaire
qui supprime toutes les interfe´rences dans un sche´ma d’AI.













ou` U0k est la matrice d’e´limination des interfe´rences. D’abord,
nous choisissons U0k comme e´tant une matrice unitaire afin de
ne pas augmenter le niveau de bruit. Ensuite, nous cherchons
U0k de telle sorte que U0k
∑
j 6=k HkjVjCjsj soit e´gal a` ze´ro.
Dans ce contexte, U0k est de´fini a` partir des vecteurs de base qui
engendrent l’espace orthogonal a` l’espace des interfe´rences. La
de´compostion en valeur singulie`re (SVD) [9] est donne´e par le
























FIG. 2 – Comparaison de de´bit total moyen obtenu par le
sche´ma d’AI ite´ratif en [4], le sche´ma d’AI propose´ en [10, 7]
avec les optimisations propose´s, et le sche´ma de pre´codage pro-
pose´ en [3].


























. Par la suite, U0Hk est une matrice qui
engendre l’espace orthogonal a` l’espace des interfe´rences. Le
syste`me est donc e´quivalent a` une transmission MIMO entre le
k-ie`me e´metteur et le k-ie`me re´cepteur. Les matrices de change-
ment de base peuvent eˆtre optimise´es en utilisant les techniques
utilise´es en communication MIMO point-a`-point.
4 Re´sultats de simulation
Dans nos simulations, nous e´valuons le de´bit total moyen
des sche´mas propose´s en fonction de RSB en dB. Nous avons
conside´re´ un sche´ma d’AI dans un canal SISO a` 3 utilisateurs.
Nous avons applique´ les optimisations propose´es au sche´ma
d’AI introduit en [10] et optimise´ par une solution analytique
en [7]. Ce sche´ma optimise´ est compare´ avec le sche´ma d’AI
ite´ratif propose´ en [4], et le sche´ma qui conc¸oit les pre´codeurs
afin de maximiser le rapport signal sur interfe´rence plus bruit
(SINR) [3]. Les simulations portent sur 1000 re´alisations du
canal. Les coefficients sont suppose´s i.i.d. complexes gaussiens
circulaires syme´triques de moyenne nulle et de variance unite´.
Le nombre de symboles e´mis par chaque e´metteur vaut res-
pectivement : d1 = 2, d2 = 1, d3 = 1. Nous utilisons les
abre´viations suivantes dans ce qui suit
– IA-Num : Le sche´ma d’AI propose´ en [10] et optimise´ par
une solution analytique en [7] combine´ avec l’optimisa-
tion propose´e en section 3.1.
– IA-CFO : Le sche´ma d’AI propose´ en [10] et optimise´
par une solution analytique en [7] avec des vecteurs de
pre´codage orthonormalise´s i.e. e´quivalent a` un FZ.
– IA-Iter : le sche´ma d’AI ite´ratif propose´ en [4].
– Max-SINR : le sche´ma propose´ en [3] qui conc¸oit les pre´c-
odeurs de telle sorte que le rapport signal sur interfe´rence
plus bruit (SINR) soit maximise´.
La figure 2 montre un gain important du sche´ma propose´ par
rapport au sche´ma ite´ratif IA-Iter pour des vecteurs de pre´codage
de longueurN = 3. Nous observons par exemple que le sche´ma
IA-Num surpasse le sche´ma IA-Iter avec un gain d’environ
2 bits/s/Hz a` un RSB de 16dB, et ce gain augmente avec le
RSB. En comparant le sche´ma IA-Num avec le sche´ma IA-
CFO, nous remarquons un gain d’environ 0.5 bits/s/Hz pour
des faibles RSB. Ce gain diminue quand le RSB augmente, et
devient ne´gligeable pour des forts RSB. D’autre part, nous re-
marquons que le sche´ma IA-Num posse`de des performances si-
milaires a` celles du sche´ma Max-SINR qui cherche les vecteurs
de pre´codage de fac¸on a` maximiser le SINR pour un RSB=
30dB. Ce qui implique que le sche´ma d’AI avec les optimisa-
tions propose´es est a` peu pre`s optimal au sens de la maximisa-
tion de l’information mutuelle dans un canal a` interfe´rence. Par
contre, pour des faibles RSB, les performances sont en-dessous
du sche´ma Max-SINR. Ce dernier apporte un gain maximal
d’environ 1.2 bits/s/Hz pour une valeur de RSB= 14dB.
La figure 3 illustre la rapidite´ de convergence de l’algorithme
ite´ratif propose´ en Section 3.1. Elle montre l’e´volution du de´bit
total moyen en fonction du nombre d’ite´rations. Nous obser-
vons que pour N = 3, la convergence se fait en deux ite´rations
pour des valeurs de RSB de 15dB et 25dB. Cette convergence
rapide de´montre l’intereˆt du sche´ma propose´, surtout que les
algorithmes ite´ratifs e.g. IA-Iter et Max-SINR comme d’autres
algorithmes, demandent plusieurs centaines d’ite´rations pour
atteindre la convergence, comme illustre´ en [5]. Quand N aug-
mente, la convergence sera plus lente. Par exemple, pour un
RSB de 15dB la convergence est quasi atteinte de`s l’ite´ration
15. Les meˆmes re´sultats sont encore obtenus pour RSB= 25dB.
5 Conclusion
Dans cet article, nous avons optimise´ un sche´ma d’aligne-
ment d’interfe´rence en modifiant les vecteurs de description
des pre´c-odeurs e´le´mentaires, de sorte a` maximiser le de´bit
global du syste`me multi-utilisateurs. L’information mutuelle
a` maximiser de´pend du de´tecteur utilise´ pour supprimer l’in-
terfe´rence multi-utilisat-eurs. Un algorithme ite´ratif est pro-
pose´ afin d’obtenir les matrices de changement de base sous
l’hypothe`se d’un de´tecteur MEQM. Les simulations mene´es
avec un de´tecteur MEQM ou FZ montrent l’augmentation du
de´bit par rapport au sche´ma de re´fe´rence.
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