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1 Introduction
The variance-covariance matrix of a multivariate normal distribution is usually estimated
by the sample variance-covariance matrix, which is distributed as Wishart distribution.
Let S be distributed according to Wishart distribution Wp(ν,Σ), where p (≥ 2) is the
dimension, ν (≥ p) is the degree of freedom, and Σ is the variance-covariance matrix of
the original multivariate normal distribution.
In many situations of multivariate analysis, such as principle component analysis,
canonical correlation analysis, we need to estimate the eigenvalues of Σ rather than Σ
itself. Also, many test statistics in multivariate analysis have distributions determined
solely by the eigenvalues of Σ because of their invariance property under some natural
transformations.
For the estimation of the eigenvalues of Σ, the corresponding sample eigenvalues of
S are usually used, but their distribution is quite complicated and makes it difficult
to obtain mathematically clear results. Especially in a decision theoretic approach we
encounter difficulty since we essentially need the calculation of the risk (the expectation
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of a loss) with respect to the distribution of the eigenvalues for finite degrees of freedom
ν. Mainly because of this difficulty, there exist only a few literature which directly deal
with the estimation of the eigenvalues from the standpoint of the decision theory. Dey
(1988) and Jin (1993) derive estimators which dominate the traditional estimators under
the (non-scale-invariant) quadratic loss function. In view of the decision theory, one of
the important tasks is to derive an admissible estimator, but it has been an unsolved
problem so far. The aim of this paper is the derivation of an admissible estimator. For
the proof of admissibility, we adopted the method of Gosh and Singh (1968), in which
they proved the admissibility of an estimator for the reciprocal of the scale parameter of
Gamma distributions using “Karlin’s method” (Karlin (1958)).
Here we formally state the framework. Let λ1 ≥ . . . ≥ λp > 0 denote the eigenvalues
of Σ, while l1 ≥ . . . ≥ lp > 0 are the eigenvalues of S. As is well known, the distribution
of l = (l1, . . . , lp) depends only on λ = (λ1, . . . , λp). For an estimator
ψ(l) = (ψ1(l), . . . , ψp(l)),
we measure the loss by the scale-invariant squared error loss function
p∑
i=1
(ψi(l)− λi)
2/λ2i =
p∑
i=1
(ψi(l)/λi − 1)
2. (1)
2 Main Result
Before stating the main result as a theorem, we introduce some notation. For a vector
x = (x1, . . . , xp) and a set of powers α = (α1, . . . , αp) the monomial x
α1
1 . . . x
αp
p is denoted
by xα. If α = α1 = · · · = αp is common, we denote the monomial by xα. Let H =
(hij) denote a p-dimensional orthogonal matrix. The group of p dimensional orthogonal
matrices is denoted by O(p) and µ is the invariant probability measure on O(p). Since
we mainly work with the reciprocal of the population eigenvalue, tj = λ
−1
j (j = 1, . . . , p),
more often than λj itself, we define the following notation for convenience.
T
b
a = {t = (t1, . . . , tp) | (0 ≤) a < t1 ≤ · · · ≤ tp < b (≤ ∞)},
G(l) = l(ν−p−1)/2
∏
i<j
(li − lj),
F (t|l) =
∫
O(p)
exp
(
−
1
2
p∑
i=1
p∑
j=1
tiljh
2
ij
)
dµ(H),
∂iF (t|l) =
∂F (t|l)
∂ti
, i = 1, . . . , p.
The density function f(l|t) of l is given by
f(l|t) = K tν/2 G(l) F (t|l), (2)
where K is a constant (not depending on l and t). Our main result is given as follows.
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Theorem 1 For 1 ≤ i ≤ p, let
ψ∗i (l) = −
(ν
2
+ 1
)−1 ∫
T∞0
∂iF (t|l) tν/2−1 t2i dt∫
T∞0
F (t|l) tν/2−1 t2idt
.
The estimator ψ∗(l) = (ψ∗1(l), . . . , ψ
∗
p(l)) is admissible with respect to the loss function
(1).
Remark: From the argument on p.201 of Stein (1956), we see that ψ∗ is admissible in the
whole class of estimators of population eigenvalues, including estimators which also use
the sample eigenvectors.
Proof of this theorem is given in Section 4.
Notice that ψ∗i (l)(1 ≤ i ≤ p) can be rewritten as
ψ∗i (l) =
p∑
j=1
τij(l)lj, (3)
where
(ν + 2)τij(l) =
∫
T∞0
∫
O(p)
h2ij exp
(
−1
2
∑p
s=1
∑p
k=1 tslkh
2
sk
)
tν/2−1 t2i dµ(H)dt∫
T∞0
∫
O(p)
exp
(
−1
2
∑p
s=1
∑p
k=1 tslkh
2
sk
)
tν/2−1 t2i dµ(H)dt
(4)
It is easily seen that τij(l) (1 ≤ i, j ≤ p) is scale-invariant, that is, τij(cl) = τij(l) for any
positive constant c. Furthermore τij ’s are nonnegative and
p∑
j=1
τij(l) =
1
ν + 2
,
since
∑
j h
2
ij = 1. This means that ψ
∗(l) = (ψ∗1(l), . . . , ψ
∗
p(l)) is an estimator which
shrinks l/(ν + 2).
ψ∗i (l) (1 ≤ i ≤ p) has another useful expression;
ψ∗i (l) =
( p∑
j=1
τ˜ij(l)
)
li (5)
where
τ˜ij(l) = τij(l)
lj
li
(1 ≤ i, j ≤ p).
τ˜ij(l) is again bounded and scale-invariant. (Lemma 8 in Section 4.)
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Table 1: p = 2
ν = 5 ν = 20 ν = 50
λ risk of ψ∗ risk of ϕ∗ risk of ψ∗ risk of ϕ∗ risk of ψ∗ risk of ϕ∗
(1.0, 1.0) 0.623 0.776 0.184 0.263 0.077 0.114
(1.0, 0.8) 0.584 0.689 0.160 0.203 0.065 0.078
(1.0, 0.6) 0.565 0.637 0.169 0.180 0.080 0.074
(1.0, 0.4) 0.587 0.624 0.199 0.185 0.086 0.078
(1.0, 0.2) 0.628 0.634 0.197 0.186 0.077 0.077
(1.0, 0.01) 0.643 0.633 0.240 0.188 0.151 0.079
(1.0, 0.001) 23.271 0.632 15.299 0.188 14.044 0.078
3 Some simulation studies
In this section, we report a simulation result which illustrates the behavior of the ad-
missible estimator ψ∗(l) = (ψ∗1(l), . . . , ψ
∗
p(l)) compared to the simple estimator ϕ
∗(l) =
l/(ν + 2) and the m.l.e. estimator l/ν.
Using the variable transformation,
t1 = r1u, t2 = r2u, . . . , tp−1 = rp−1u, tp = u
we can easily notice that (4) equals∫
R10
∫
O(p)
h2ij(
1
2
∑p
s=1
∑p
k=1 rslkh
2
sk)
−(pν/2+2)r
ν/2−1
1 · · · · · r
ν/2−1
p−1 r
2
i dµ(H)dr∫
R10
∫
O(p)
(1
2
∑p
s=1
∑p
k=1 rslkh
2
sk)
−(pν/2+2)r
ν/2−1
1 · · · · · r
ν/2−1
p−1 r
2
i dµ(H)dr
, (6)
where r = (r1, . . . , rp−1) and R
1
0 = {r | 0 < r1 < · · · < rp−1 < 1}. For given p, ν, l, we cal-
culated τij(l) (1 ≤ i, j ≤ p) using 1000 random points uniformly distributed respectively
on O(p) and R10.
We carried out a simulation for p = 2 and p = 3. In each case, ν equals 5, 20, 50, and
several patterns of population eigenvalues λ are given. We used 10000 Wishart random
matrices for the risk calculation for each p, ν,λ. Table 1 and 2 show the simulation results.
Since the m.l.e. estimator is always outperformed by ϕ∗(l) = l/(ν + 2), we omit its risk.
We notice that if the population eigenvalues are close to each other, then the estimator
ψ∗ performs better than ϕ∗, while as population eigenvalues get dispersed, the risk of
ψ∗ rapidly increases. Especially when the smallest eigenvalue reaches 0.001 (p = 2) or
0.01 (p = 3), its risk diverges. This indicates the admissibility of ψ∗ is acquired by the
good performance when population eigenvalues are similar at the expense of the poor
performance when they are scattered.
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Table 2: p = 3
ν = 5 ν = 20 ν = 50
λ risk of ψ∗ risk of ϕ∗ risk of ψ∗ risk of ϕ∗ risk of ψ∗ risk of ϕ∗
(1, 1, 1) 0.942 1.475 0.261 0.523 0.102 0.226
(1, 0.5, 0.25) 0.820 1.060 0.279 0.278 0.145 0.114
(1, 0.1, 0.01) 5.281 1.079 9.666 0.294 13.246 0.120
(1, 1, 0.5) 0.866 1.269 0.258 0.369 0.132 0.154
(1, 0.5, 0.5) 0.863 1.092 0.270 0.335 0.135 0.149
(1, 1, 0.1) 1.002 1.234 0.353 0.367 0.198 0.155
(1, 0.1, 0.1) 1.006 1.120 0.276 0.360 0.127 0.153
(1, 1, 0.01) 41.145 1.233 20.654 0.370 18.899 0.156
(1, 0.01, 0.01) 11.869 1.135 9.718 0.365 7.173 0.155
4 Proofs
In this section we give a proof of Theorem 1. Since the proof is long and complicated,
first we give an outline of the proof for readability. Then we give a full proof in a series
of lemmas. Long proofs of some lemmas are given in Appendix.
An outline of the proof. Assume that some estimator ψ(l) = (ψ1(l), . . . , ψp(l)) dom-
inates ψ∗(l) = (ψ∗1(l), . . . , ψ
∗
p(l)). Then for all t ∈ T
∞
0 ,
p∑
i=1
t2i
∫
L
(ψi(l)− t
−1
i )
2f(l|t)dl ≤
p∑
i=1
t2i
∫
L
(ψ∗i (l)− t
−1
i )
2f(l|t)dl, (7)
where L = {l|l1 ≥ · · · ≥ lp > 0}. The right side of (7), the risk of ψ∗(l), is always finite
((18) of Lemma 1). Together with this finiteness, (7) leads to the inequality
p∑
i=1
Ti(t) ≤ 2
p∑
i=1
t2i
∫
L
(ψ∗i (l)− ψi(l))(ψ
∗
i (l)− t
−1
i )f(l|t)dl, (8)
where
Ti(t) = Ti(t1, . . . , tp) = t
2
i
∫
L
(ψi(l)− ψ
∗
i (l))
2f(l|t)dl. (9)
We also denote
Tim(a; b) = Ti(a, . . . , a︸ ︷︷ ︸
m
, b, . . . , b︸ ︷︷ ︸
p−m
). (10)
We will show that (8) implies
∑p
i=1 Ti(t) ≡ 0 and hence ψ(l) is almost surely equal to
ψ∗(l) on L. We integrate the both sides of (8) w.r.t. the measure t−1dt = (
∏p
j=1 t
−1
j )dt1 . . . dtp
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over Tba (0 < a < b <∞). Then we have
p∑
i=1
∫
Tba
Ti(t) ≤ 2
p∑
i=1
∫
L
(ψ∗i (l)− ψi(l))
∫
Tba
(ψ∗i (l)− t
−1
i ) t
2
i f(l|t) t
−1 dt dl. (11)
The interchange of the integrals is guaranteed by (19) in Lemma 1.
Let
Hi(l; a, b) =
∫
T∞0
∂iF (t|l) tν/2−1 t2i dt∫
T∞0
F (t|l) tν/2−1 t2idt
∫
Tba
F (t|l) tν/2−1 t2i dt−
∫
Tba
∂iF (t|l)t
ν/2−1t2idt
= −
(ν
2
+ 1
)
ψ∗i (l)
∫
Tba
F (t|l) tν/2−1 t2i dt−
∫
Tba
∂iF (t|l)t
ν/2−1t2i dt. (12)
Then each integral of the right-hand side of (11) is decomposed as follows;∫
L
(ψ∗i (l)− ψi(l))
∫
Tba
(ψ∗i (l)− t
−1
i ) t
2
i f(l|t) t
−1 dt dl = Ri(a, b) + Ii(a, b),
where
Ri(a, b) = −K
(ν
2
+ 1
)−1 ∫
L
(ψ∗i (l)− ψi(l))G(l)Hi(l; a, b)dl,
Ii(a, b) = −K
(ν
2
+ 1
)−1 ∫
L
(ψ∗i (l)− ψi(l))G(l)
×
[∫
Tba
∂iF (t|l) t
ν/2−1 t2i dt+
∫
Tba
(ν
2
+ 1
)
F (t|l) tν/2−1 ti dt
]
dl.
Ii(a, b) is bounded by the integral I˜i(a, b) defined as
I˜i(a, b) = K
(ν
2
+ 1
)−1 ∫
L
|ψ∗i (l)− ψi(l)|G(l)
×
∣∣∣∣
∫
Tba
∂iF (t|l)t
ν/2−1t2i dt+
∫
Tba
(ν
2
+ 1
)
F (t|l)tν/2−1ti dt
∣∣∣∣ dl. (13)
Lemma 4 says that there exist constants cim (i = 1, . . . , p, m = p − 1, p) which are
independent of a, b and satisfy
I˜i(a, b) ≤
p∑
m=p−1
cim T
1/2
im (a; b).
Consequently with c = 2maxi,m cim we have
p∑
i=1
∫
Tba
Ti(t) t
−1 dt ≤ c
p∑
i=1
p∑
m=p−1
T
1/2
im (a; b) + 2
p∑
i=1
Ri(a, b) (14)
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Figure 1: Relations among lemmas and Theorem 1
If we substitute r−1 and r (r ≥ 1) respectively into a and b in (14), we have
p∑
i=1
∫
T(r)
Ti(t) t
−1 dt ≤ c
p∑
i=1
p∑
m=p−1
T
1/2
im (r
−1; r) + 2
p∑
i=1
Ri(r
−1, r), (15)
where T(r) = Trr−1. By Lemma 10 there exists a constant M such that
Tim(r
−1; r) ≤M, 1 ≤ ∀i ≤ p, 0 ≤ ∀m ≤ p, ∀r ≥ 1.
Since
lim
r→∞
Ri(r
−1, r) = 0 (16)
by Lemma 11, the continuity of Ri(r
−1, r) implies that Ri(r
−1, r) is also bounded on the
region r ≥ 1 for each i. Therefore the left-hand side of (15) is bounded and hence the
increasing sequence limr→∞
∫
T(r)
Ti(t) t
−1 dt converges for each i. This means∫
T∞0
Ti(t) t
−1 dt <∞. (17)
By Lemma 12, the inequalities (15), (16) and (17) imply
Ti(t) = 0, a.e. in T
∞
0 , 1 ≤ i ≤ p.
Hence ψi(l) = ψ
∗
i (l) a.e. on L, 1 ≤ i ≤ p. (End of outline.)
The following lemmas (see Figure 1 for their relation to Theorem 1) constitute a full
proof of Theorem 1.
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In the following Et[·] denotes the expected value w.r.t. the distribution of the eigen-
values of Wishart matrix S with ν degrees of freedom and the population eigenvalues
(t−11 , . . . , t
−1
p ). We often use the inequality (x − y)
2 ≤ 2x2 + 2y2, x, y ∈ R, to bound an
integral from above. diag(a1, . . . , ap) denotes a diagonal matrix with diagonal elements
a1, . . . , ap. If A1, . . . , Ak are square matrices of appropriate sizes diag(A1, . . . , Ak) denotes
a block-diagonal matrix.
Lemma 1
p∑
i=1
t2i
∫
L
(ψ∗i (l)− t
−1
i )
2f(l|t) dl <∞ (18)
p∑
i=1
∫
Tba
∫
L
|ψ∗i (l)− ψi(l)||ψ
∗
i (l)− t
−1
i |f(l|t) dl t
−1 t2idt <∞ (19)
Proof. The integral in (18) can be written as Et[
∑p
i=1(ψ
∗
i (l) − t
−1
i )
2t2i ]. It suffices to
prove Et[(ψ
∗
i (l))
2] < ∞ for each i. From (3) we have (ν + 2)ψ∗i (l) ≤
∑p
j=1 lj = trS and
Et[(trS)
2] <∞.
Now we will prove (19). The integral can be written as∫
Tba
p∑
i=1
t2iEt[|ψ
∗
i (l)− ψi(l)||ψ
∗
i (l)− t
−1
i |] t
−1 dt.
Since the closure of Tba is a compact region and the integrand is continuous in t on the
closure of Tba, it suffices to prove
∑p
i=1Et[|ψ
∗
i (l)− ψi(l)||ψ
∗
i (l)− t
−1
i |] < ∞. By Cauchy-
Schwartz inequality, the following relationship holds.
p∑
i=1
Et[|ψ
∗
i (l)− ψi(l)||ψ
∗
i (l)− t
−1
i |] ≤
p∑
i=1
Et[(ψ
∗
i (l)− t
−1
i )
2 + |ψi(l)− t
−1
i ||ψ
∗
i (l)− t
−1
i |]
≤
p∑
i=1
Et[(ψ
∗
i (l)− t
−1
i )
2]
+
p∑
i=1
{
Et[(ψ
∗
i (l)− t
−1
i )
2]
}1/2 {
Et[(ψi(l)− t
−1
i )
2]
}1/2
≤
p∑
i=1
2Et[(ψ
∗
i (l)− t
−1
i )
2].
The last inequality holds since ψ(l) dominates ψ∗(l).
Lemma 2 Let α > 0, β > 0 and b > a > 0. Then∫ b
a
exp(−xβ)xαdx ≤
[α+1]∑
j=0
(α)j
βj+1
aα−j exp(−aβ),
where [x] is the largest integer that is not larger than x and (α)j = α(α−1) · · · (α− j+1)
is the falling factorial.
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Proof. Note that (α)j ≥ 0 for 0 ≤ j ≤ [α+1] and (α)[α+2] ≤ 0. By integration by parts∫ b
a
exp(−xβ)xαdx =
1
β
(aα exp(−aβ)− bα exp(−bβ)) +
α
β
∫ b
a
exp(−xβ)xα−1dx
= . . .
=
[α+1]∑
j=0
(α)j
βj+1
(
aα−j exp(−aβ)− bα−j exp(−bβ)
)
+
(α)[α+2]
β [α+2]
∫ b
a
exp(−xβ)xα−[α+2]dx
≤
[α+1]∑
j=0
(α)j
βj+1
aα−j exp(−aβ).
Lemma 3 Let x = (x1, . . . , xp), X = {x|(0 <)a ≤ x1 ≤ · · · ≤ xp ≤ b(< ∞)}, αi > 0,
βi > 0, i = 1, . . . , p. Then ∫
X
xα exp
(
−
p∑
i=1
βixi
)
dx
is bounded by a linear combination of finite terms each of which has the form
βγ a
∑p
i=1(αi+γi+1) exp
(
−a
p∑
i=1
βi
)
,
with some integer vector γ = (γ1, . . . , γp). The coefficients of the linear combination are
positive and independent of a, b, βi(i = 1, . . . , p).
Proof. By enlarging the region of integral to the direct product [a, b]p, we have
∫
X
xα exp
(
−
p∑
i=1
βixi
)
dx ≤
∫ b
a
xα11 exp(−β1x1)dx1 × · · · ×
∫ b
a
xαpp exp(−βpxp)dxp.
Applying Lemma 1 to each term on the right-hand side, we obtain the lemma.
Lemma 4 Let I˜i(a, b) be defined as in (13). Then for 1 ≤ i ≤ p,
I˜i(a, b) ≤
p∑
m=p−1
cim T
1/2
im (a; b)
with some constants cim (m = p− 1, p) which are independent of a, b.
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Proof.
I˜i(a, b) = K
(ν
2
+ 1
)−1 ∫
L
|ψ∗i (l)− ψi(l)|G(l)
×
∣∣∣∣∣
∫
Ti
(∏
j 6=i
t
ν/2−1
j
)[
F (t|l)tν/2+1i
]ti=ti+1
ti=ti−1
dtˆi
∣∣∣∣∣ dl, (20)
where
tˆi = (t1, . . . , ti−1, ti+1, . . . , tp),
T
i = {tˆi|t0(≡ a) < t1 ≤ · · · ≤ ti−1 ≤ ti+1 ≤ · · · ≤ tp < tp+1(≡ b)}.
(20) is bounded by I˜i1 + I˜i2, where
I˜i1 =
K
ν/2 + 1
∫
L
|ψ∗i (l)− ψi(l)|G(l)
∫
Ti
(∏
j 6=i
t
ν/2−1
j
)
F (t|l)
∣∣∣∣
ti=ti+1
t
ν/2+1
i+1 dtˆidl
I˜i2 =
K
ν/2 + 1
∫
L
|ψ∗i (l)− ψi(l)|G(l)
∫
Ti
(∏
j 6=i
t
ν/2−1
j
)
F (t|l)
∣∣∣∣
ti=ti−1
t
ν/2+1
i−1 dtˆidl.
First we prove the lemma for the case i 6= 1, p. Let ys =
∑p
j=1 ljh
2
sj . Then the inner
integrals of I˜i1 and I˜i2 are rewritten respectively as∫
O(p)
∫
Ti
∏
j 6=i,i+1
t
ν/2−1
j t
ν
i+1 exp
(
−
1
2
( ∑
s 6=i,i+1
tsys + ti+1(yi + yi+1)
))
dtˆidµ(H) (21)
∫
O(p)
∫
Ti
∏
j 6=i,i−1
t
ν/2−1
j t
ν
i−1 exp
(
−
1
2
( ∑
s 6=i,i−1
tsys + ti−1(yi + yi−1)
))
dtˆidµ(H). (22)
If we use Lemma 3, the inner integrals of (21) and (22) are seen to be bounded by linear
combinations (whose coefficients are nonnegative and independent of a, b, ys(s = 1, . . . , p))
of such terms as
a
∑
1≤s6=i≤p(α˜s+γs+1)
∏
s 6=i
y˜γss exp
(
−
a
2
∑
1≤s 6=i≤p
y˜s
)
,
where for (21),
α˜s = ν/2− 1, y˜s = ys, if 1 ≤ s 6= i, i+ 1 ≤ p, (23)
α˜s = ν, y˜s = yi + yi+1, if s = i+ 1.
and for (22),
α˜s = ν/2 − 1, y˜s = ys, if 1 ≤ s 6= i, i− 1 ≤ p, (24)
α˜s = ν, y˜s = yi + yi−1, if s = i− 1.
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Consequently I˜i1 and I˜i2 are bounded by linear combinations of finite terms each of which
has the form
Ka
∑
1≤s6=i≤p(α˜s+γs+1)
∫
L
∫
O(p)
|ψ∗i (l)− ψi(l)|G(l)
∏
s 6=i
y˜γss exp
(
−
a
2
∑
1≤s 6=i≤p
y˜s
)
dµ(H)dl,
(25)
where α˜s, y˜s, 1 ≤ s 6= i ≤ p are given by (23) (for I˜i1) or (24) (for I˜i2), respectively. Besides
the coefficients in the linear combination are nonnegative and independent of a, b.
By Cauchy-Schwartz inequality, (25) is bounded by
a{
∑
1≤s6=i≤p α˜s+γs+1}−νp/2−1A1/2B1/2, (26)
where
A = Kaνp/2+2
∫
L
∫
O(p)
(ψ∗i (l)− ψi(l))
2G(l) exp
(
−
a
2
∑
1≤s 6=i≤p
y˜s
)
dµ(H)dl,
B = Kaνp/2
∫
L
∫
O(p)
∏
s 6=i
y˜2γss G(l) exp
(
−
a
2
∑
1≤s 6=i≤p
y˜s
)
dµ(H)dl.
First consider the case for Ii1. From (23), (9) and (2), we notice that
A = Tip(a; b). (27)
For the calculation of B, let X = (xij) ∼Wp(ν,Σ). We easily notice that
B = E
[∏
s 6=i
x˜2γsss
∣∣Σ = a−1Ip],
where Ip is the p× p identity matrix and
x˜ss =
{
xss if 1 ≤ s 6= i, i+ 1 ≤ p,
xss + xs−1 s−1 if s = i+ 1.
Therefore, with some constant K˜ (independent of a, b),
B = K˜a−2
∑
1≤s6=i≤p γs . (28)
From (23), (27), and (28), it follows that (26) is equal to
K˜1/2a{
∑
1≤s6=i≤p α˜s+1}−νp/2−1T
1/2
ip (a; b) = K˜
1/2T
1/2
ip (a; b).
Now we consider the case for Ii2. Similarly to the case Ii1,
A = Tip(a; b) (29)
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and B = E
[∏
s 6=i x˜
2γs
ss
∣∣Σ = a−1Ip], where X = (xij) ∼Wp(ν,Σ) and
x˜ss =
{
xss if 1 ≤ s 6= i, i− 1 ≤ p,
xss + xs+1 s+1 if s = i− 1,
hence
B = K˜a−2
∑
1≤s6=i≤p γs . (30)
with some constant K˜ (independent of a, b). From (24), (29), and (30),
(26) = K˜1/2a{
∑
1≤s6=i≤p α˜s+1}−νp/2−1T
1/2
ip (a; b) = K˜
1/2T
1/2
ip (a; b).
Finally we consider the case where i = 1 or p. Since the both cases are quite similar
in the process of the proof, we only state a proof for the case i = p. If i = p the
above argument for I˜i2(= I˜p2) still holds as it is and we only have to modify the part for
I˜i1(= I˜p1). The inner integral of I˜p1 equals∫
O(p)
∫
Tp
∏
1≤j≤p−1
t
ν/2−1
j exp
(
−
1
2
∑
1≤s≤p−1
tsys
)
bν/2+1 exp
(
−
b
2
yp
)
dtpˆ dµ(H). (31)
By Lemma 3, the inner integral of (31) is bounded by a linear combination (whose co-
efficients are nonnegative and independent of a, b, ys(s = 1, . . . , p)) of such terms (the
number of terms are finite) as
a
∑p−1
s=1 (αs+γs+1)bαp+γp+1
p−1∏
s=1
yγss exp
(
−
1
2
(
a
p−1∑
s=1
ys + byp
))
,
and
αs =
{
ν/2 − 1 if 1 ≤ s ≤ p− 1,
ν/2 if s = p.
(32)
Consequently I˜p1 is bounded by a linear combination of finite terms such as
Ka
∑p−1
s=1 (αs+γs+1)b(αp+γp+1)
∫
L
∫
O(p)
|ψ∗p(l)− ψp(l)|G(l)
( p∏
s=1
yγss
)
× exp
(
−
1
2
(
a
p−1∑
s=1
ys + byp
))
dµ(H)dl. (33)
By Cauchy-Schwartz inequality, (33) is bounded by
a{
∑p−1
s=1 αs+γs+1}−ν(p−1)/2bαp+γp−ν/2A1/2B1/2, (34)
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where
A = Kaν(p−1)/2bν/2+2
∫
L
∫
O(p)
(ψ∗p(l)− ψp(l))
2G(l) exp
(
−
1
2
(
a
p−1∑
s=1
ys + byp
))
dµ(H)dl,
B = Kaν(p−1)/2bν/2
∫
L
∫
O(p)
p∏
s=1
y2γss G(l) exp
(
−
1
2
(
a
p−1∑
s=1
ys + byp
))
dµ(H)dl.
Similarly as before it turns out that
A = Tp p−1(a; b), B = K˜a
−2
∑p−1
s=1 γsb−2γp ,
where K˜ is a constant independent of a, b. Consequently (34) equals
K˜1/2a{
∑p−1
s=1 αs+1}−ν(p−1)/2bαp−ν/2T
1/2
p p−1(a; b) = K˜
1/2T
1/2
p p−1(a; b).
Lemma 5 For 1 ≤ i ≤ p,∫
L
|ψ∗i (l)− ψi(l)|G(l)
∫
Tba
F (t|l)tν/2−1ti dt dl ≤ c
′
i T
1/2
i (a, . . . , a)
with some constant c′i which is independent of a, b.
Proof. Putting ys =
∑p
j=1 ljh
2
sj, we see that the integral of the lemma equals∫
L
|ψ∗i (l)− ψi(l)|G(l)
∫
O(p)
∫
Tba
tν/2−1ti exp
(
−
1
2
p∑
s=1
tsys
)
dtdµ(H)dl.
By Lemma 3, the most inner integral is bounded by a linear combination (its coefficients
are independent of a, b) of the terms whose forms are
yγa
∑p
j=1(β˜j+γj+ν/2) exp
(
−
a
2
p∑
j=1
yj
)
,
where
β˜j =
{
0, if j 6= i,
1, if j = i.
By Cauchy-Schwartz inequality,
a
∑p
j=1(β˜j+γj+ν/2)
∫
L
∫
O(p)
|ψ∗i (l)− ψi(l)|G(l) y
γ exp
(
−
a
2
p∑
j=1
yj
)
dµ(H)dl
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is bounded by A1/2B1/2, where
A = aνp/2+2
∫
L
(ψ∗i (l)− ψi(l))
2G(l)
∫
O(p)
exp
(
−
1
2
trHLH ′aIp
)
dµ(H)dl,
with L = diag(l1, . . . , lp), while
B = aνp/2+2
∑p
j=1 γj
∫
L
∫
O(p)
G(l) y2γ exp
(
−
1
2
trHLH ′aIp
)
dµ(H)dl.
We notice from (9) and (2) that A = (1/K)Ti(a, . . . , a). Let X = (xij) ∼Wp(ν,Σ), then
B = K−1a2
∑p
j=1 γjE
[ p∏
j=1
x
2γj
jj
∣∣∣∣Σ = a−1Ip
]
= K−1E
[ p∏
j=1
x
2γj
jj
∣∣∣∣Σ = Ip
]
,
which is independent of a, b.
At this point we need preliminaries about a partition before stating the next two
lemmas. We partition (1, . . . , p) into k blocks;
1st block (m0 + 1, · · · , m1),
2nd block (m1 + 1, . . . , m2),
...
kth block (mk−1 + 1, · · · , mk),
(35)
where
m0 = 0 < m1 < m2 < · · · < mk = p.
Let [i], i = 1, . . . , p, denote the number of the block containing i, i.e.,
[i] = s, if and only if ms−1 + 1 ≤ i ≤ ms.
〈s〉, t = 1, . . . , k means the group of all the elements which belong to the sth block, i.e.,
i ∈ 〈s〉, if and only if ms−1 + 1 ≤ i ≤ ms.
We also use the notation m¯s = ms −ms−1, s = 1, . . . , k, for the block sizes.
Lemma 6 and Lemma 7 are just needed to prove Lemma 8. However these lemmas are
useful in themselves since they give the asymptotic distribution of multivariate exponential
type distributions under the block-wise dispersion of population eigenvalues.
Lemma 6 Let each p×p orthogonal matrixH = (hij) be partitioned as (56). There exist
positive numbers δ1 and δ2(< 1) which are independent of H such that every orthogonal
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matrix H has a series of pair (is, js), s = 1, . . . , ω which satisfy the following three
conditions.
1. 1 ≤ is, js ≤ p and [is] > [js].
2. h2isjs ≥ δ1.
3. If i (1 ≤ i ≤ p) is not contained in
⋃
1≤s≤ω
[m[js]−1 + 1, is], then
∑
j∈[i]
h2ij ≥ 1− δ2,
where [s, t] means the interval of integers from s to t.
Note that the lemma includes the case that ω = 0, where the third condition
∑
j∈[i] h
2
ij ≥
1− δ2 for all i (1 ≤ i ≤ p) is the only condition to be satisfied.
We give a proof of this lemma and Lemmas 7,8 below in Appendix.
We still assume the partition (35) for the next lemma. In addition, we introduce
another condition and notation for the lemma. Let Λ(n) = diag(λ
(n)
1 , . . . , λ
(n)
p ), n =
1, 2, . . . be the moving parameter matrix and we suppose that each λ
(n)
i (i = 1, . . . , p, n =
1, 2, . . .) is decomposed as
λ
(n)
i = ξ
(n)
i α
(n)
[i] , ξ
(n)
i > 0, α
(n)
[i] > 0,
and
lim
n→∞
ξ
(n)
i = ξi(> 0), i = 1, . . . , p, (36)
lim
n→∞
α
(n)
[i] /α
(n)
[j] = 0, 1 ≤ [j] < [i] ≤ k. (37)
µs is the invariant probability measure on O(m¯s). Ds,Ξs,ds (s = 1, . . . k) are the
submatrix or subvector of
D = diag(d1, . . . , dp) Ξ = diag(ξ1 . . . , ξp), d = (d1, . . . , dp)
respectively defined by the above-mentioned partition rule. Ds means the region given by
{ds = (di)i∈〈s〉|dms−1+1 ≤ · · · ≤ dms}.
Lemma 7 Suppose ν(> 0), ai, i = 1, . . . , p are given so that ai > (m[i]−1 − ν)/2 (1 ≤
i ≤ p). We also suppose bij(≥ 0), 1 ≤ [j] < [i] ≤ k and cij(≥ 0), 1 ≤ j < i ≤ p, [i] = [j]
are given. Let
K(n) =
( p∏
i=1
(α
(n)
[i] )
−ν/2
)( ∏
[i]>[j]
α
(n)
[i] /α
(n)
[j]
)1/2
. (38)
As n→∞, the integral
(K(n))−1
∫
T∞0
∫
O(p)
p∏
i=1
(
tiλ
(n)
i
)ai ∏
[i]>[j]
(
h2ijtiλ
(n)
j
)bij ∏
[i]=[j],i>j
(
h2ij
)cij
× tν/2−1 exp
(
−
1
2
trH ′THΛ(n)
)
dµ(H)dt (T = diag(t1, . . . , tp)) (39)
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converges to
K0 K¯
k∏
s=1
∫
Ds
∫
O(m¯s)
∏
i∈〈s〉
deii
∏
[i]=[j]=s,i>j
(
Hss
)2cij
(i−ms−1)(j−ms−1)
× exp
(
−
1
2
trH ′ssDsHssΞs
)
dµs(Hss)dds ×
∏
[i]>[j]
∫ ∞
0
x2bij exp
(
−
1
2
x2
)
dx.
K0 is a constant which is independent of ai, bij , cij, while
K¯ =
p∏
i=1
ξ
ai−(p−m[i])/2
i , ei = ai −m[i]−1/2 + ν/2 − 1 (i = 1, . . . , p).
Lemma 8 τ˜ij(l) (1 ≤ i, j ≤ p) is a bounded and scale-invariant function on L = {l|l1 ≥
· · · ≥ lp > 0}.
Lemma 9 Et[(liti)
2] is bounded in t ∈ T∞0 .
Proof. In the proof of Lemma 1 of Takemura and Sheena (2005), it is shown that
P (tili ≥ x | t) ≤ P (χ
2
ν(p−i+1) ≥ x), ∀x ≥ 0, ∀t ∈ T
∞
0 ,
where χ2ν(p−i+1) is a chi-square random variable with ν(p− i+1) degrees of freedom. Then
Et[(liti)
2] = 2
∫ ∞
0
xP (tili ≥ x)dx ≤ 2
∫ ∞
0
xP (χ2ν(p−i+1) ≥ x)dx = E[χ
4
ν(p−i+1)].
Lemma 10 Ti(t), i = 1, . . . , p, are bounded in t ∈ T∞0 .
Proof. First notice that
p∑
i=1
Ti(t) =
p∑
i=1
t2iEt[(ψi(l)− ψ
∗
i (l))
2] =
p∑
i=1
t2iEt
[(
(ψi(l)− t
−1
i )− (ψ
∗
i (l)− t
−1
i )
)2]
≤ 2
p∑
i=1
t2iEt[(ψi(l)− t
−1
i )
2] + 2
p∑
i=1
t2iEt[(ψ
∗
i (l)− t
−1
i )
2]
≤ 4
p∑
i=1
t2iEt[(ψ
∗
i (l)− t
−1
i )
2] = 4
p∑
i=1
Et[(ψ
∗
i (l)ti − 1)
2].
The last inequality holds since ψ dominates ψ∗. Therefore it suffices to show that
Et[(ψ
∗
i (l)ti)
2] is bounded in t. From (5), we have
ψ∗i (l)
2t2i =
( p∑
j=1
τ˜ij(l)
)2
l2i t
2
i .
From Lemma 8 and Lemma 9, the expectation of the right-hand side is bounded.
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Lemma 11
lim
(a,b)→(0,∞)
Ri(a, b) = 0
Proof. Let Hi(l; a, b) be defined in (12). Using the monotone convergence theorem, we
easily notice that Hi(l; a, b) converges to zero as (a, b)→ (0,∞). Clearly
(ψ∗i (l)− ψi(l))G(l)Hi(l; a, b) ≤ 2 |ψ
∗
i (l)− ψi(l)|G(l)
∫
T∞0
|∂iF (t; l)| t
ν/2−1t2i dt.
If the integral ∫
L
|ψ∗i (l)− ψi(l)|G(l)
∫
T∞0
|∂iF (t; l)| t
ν/2−1t2idtdl (40)
is finite, then by the dominated convergence theorem
lim
(a,b)→(0,∞)
Ri(a, b) = −K
(ν
2
+ 1
)−1
lim
(a,b)→(0,∞)
∫
L
(ψ∗i (l)− ψi(l))G(l)Hi(l; a, b)dl
= −K
(ν
2
+ 1
)−1 ∫
L
(ψ∗i (l)− ψi(l))G(l) lim
(a,b)→(0,∞)
Hi(l; a, b)dl
= 0.
We will prove that (40) is finite. It suffices to show that the following integral is bounded
in r ≥ 1: ∫
L
|ψ∗i (l)− ψi(l)|G(l)
∫
T(r)
|∂iF (t; l)| t
ν/2−1t2idtdl,
where T(r) = {t|r−1 < t1 ≤ . . . ≤ tp < r}. Since∫
T(r)
|∂iF (t; l)| t
ν/2−1t2i dt
= −
∫
Ti(r)
(∏
j 6=i
t
ν/2−1
j
)∫ ti+1
ti−1
(∂iF (t; l)) t
ν/2+1
i dti dtˆi
tˆi = (t1, . . . , ti−1, ti+1, . . . , tp)
T
i(r) = {tˆi|t0(≡ r
−1) < t1 ≤ · · · ≤ ti−1 ≤ ti+1 ≤ · · · ≤ tp < tp+1(≡ r)}
= −
∫
Ti(r)
(∏
j 6=i
t
ν/2−1
j
)[
F (t|l)tν/2+1i
]ti=ti+1
ti=ti−1
dtˆi +
(ν
2
+ 1
)∫
T(r)
tν/2−1ti F (t|l) dt,
the following equation holds.∫
L
|ψ∗i (l)− ψi(l)|G(l)
∫
T(r)
|∂iF (t; l)| t
ν/2−1t2i dt dl
= −
∫
L
|ψ∗i (l)− ψi(l)|G(l)
∫
Ti(r)
tν/2−1
[
F (t|l)tν/2+1i
]ti=ti+1
ti=ti−1
dtˆi dl
+
(ν
2
+ 1
)∫
L
|ψ∗i (l)− ψi(l)|G(l)
∫
T(r)
tν/2−1ti F (t|l) dt dl. (41)
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The first integral on the right-hand side of (41) is bounded by∫
L
|ψ∗i (l)− ψi(l)|G(l)
∣∣∣∣∣
∫
Ti(r)
(∏
j 6=i
t
ν/2−1
j
)[
F (t|l)tν/2+1i
]ti=ti+1
ti=ti−1
dtˆi
∣∣∣∣∣ dl
= K−1
(ν
2
+ 1
)
I˜i(r
−1, r) (see (20)) (42)
and the right-hand side is bounded in r ≥ 1 by Lemma 4 and Lemma 10. Similarly by
Lemma 5 and Lemma 10, the second term on the right-hand side of (41) is bounded in
r ≥ 1.
Lemma 12 The inequalities (15), (16) and (17) imply
Ti(t) = 0, a.e. in T
∞
0 , 1 ≤ i ≤ p.
Proof. We consider the terms on the right-hand side of (15). Fix i (1 ≤ i ≤ p) and
m = p− 1 or p. Consider the following change of variables t→ (x, r) in each integration
in (17), where r and x = (x1, . . . , xp−1) are defined as{
r = tp, x1 = tptp−1, xs =
tp−s
tp−s+1
, s = 2, . . . , p− 1, if m = p− 1,
r = t−1p , xs =
tp−s
tp−s+1
, s = 1, . . . , p− 1, if m = p.
(43)
Conversely{
t1 = x1 · · ·xp−1r−1, t2 = x1 · · ·xp−2r−1, . . . , tp−1 = x1r−1, tp = r, if m = p− 1,
t1 = x1 · · ·xp−1r−1, t2 = x1 · · ·xp−2r−1, . . . , tp−1 = x1r−1, tp = r−1, if m = p.
(44)
We denote t expressed in terms of x and r in (44) by t(x, r; p−1) and t(x, r; p) respectively
for the cases m = p− 1, p. The domain of integral T∞0 is shifted to{
0 < xs ≤ 1, s = 2, . . . , p− 1, 0 < x1 ≤ r2, if m = p− 1,
0 < xs ≤ 1, s = 1, . . . , p− 1, 0 < r if m = p.
(45)
We can easily notice that Jacobian, J(t→ (x, r)) is given by{
r−p+1
∏p−1
s=1 x
p−1−s
s , if m = p− 1,
r−p−1
∏p−1
s=1 x
p−1−s
s , if m = p,
(46)
and that {
t−1 = rp−2
∏p−1
s=1 x
s−p
s , if m = p− 1,
t−1 = rp
∏p−1
s=1 x
s−p
s , if m = p.
(47)
From (45), (46) and (47), we have for m = p− 1, p∫
T∞0
Ti(t) t
−1 dt =
∫
Rp−1+
p−1∏
s=1
x−1s
∫ ∞
0
Im(x, r)Ti(t(x, r;m))r
−1drdx, (48)
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where the indicator function Im(x, r) is given by
Im(x, r) =
{
I(xs ≤ 1, 2 ≤ s ≤ p− 1)I(x1 ≤ r
2), if m = p− 1,
I(xs ≤ 1, 1 ≤ s ≤ p− 1), if m = p− 1.
For a while, we consider an inequality with respect to Ti(t). We decompose Ti(t) as
Ti(t) = T
(1)
i (t) T
(2)
i (t),
where
T
(1)
i (t) = t
ν/2t2i
T
(2)
i (t) = K
∫
L
(ψi(l)− ψ
∗
i (l))
2l(ν−p−1)/2
∏
s1<s2
(ls1 − ls2)
×
∫
O(p)
exp
(
−
1
2
p∑
s1=1
p∑
s2=1
ts1ls2h
2
s1s2
)
dµ(H)dl (49)
For the two points
t(1) = t(x(1), r;m) = t(x
(1)
1 , . . . , x
(1)
p , r;m), t
(2) = t(x(2), r;m) = t(x
(2)
1 , . . . , x
(2)
p , r;m)
defined by (44) with x(1),x(2) such that x
(1)
j ≤ x
(2)
j (j = 1, . . . , p−1), we have the following
inequality
Ti(t
(2)) = T
(1)
i (t
(2)) T
(2)
i (t
(2)) ≤ T (1)i (t
(2)) T
(2)
i (t
(1)) =
T
(1)
i (t
(2))
T
(1)
i (t
(1))
Ti(t
(1)). (50)
Notice that T
(1)
i (t
(2))/T
(1)
i (t
(1)) is independent of r, since it has the form
∏p−1
j=1(x
(2)
j /x
(1)
j )
αj
with some constant αj ’s.
Let N = {x|c ≤ xj ≤ 1, j = 1, . . . , p− 1} with some constant 0 < c < 1. If we apply
the inequality (50) to the two points
t(1) = t(x, r;m), x ∈ N , t(2) = t(1, r;m), 1 = (1, . . . , 1︸ ︷︷ ︸
p−1
),
we have
Ti(t(1, r;m)) ≤ Rim(x)Ti(t(x, r;m)), ∀x ∈ N , (51)
where
Rim(x) =
T
(1)
i (t(1, r;m))
T
(1)
i (t(x, r;m))
.
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Now we evaluate integral (48) using the inequality (51). Since Ti(t(1, r;m)) = Tim(r
−1; r),
for any x ∈ N , ∫ ∞
1
Tim(r
−1; r)r−1dr ≤
∫ ∞
1
Rim(x)Ti(t(x, r;m))r
−1dr. (52)
Notice that if x ∈ N , then
Im(1, r) = I(r ≥ 1) ≤ I(r ≥ x
1/2
1 ) = Im(x, r)
and the compactness of N implies that there exists some c∗(> 0) such that
Rim(x) ≤ c
∗.
Combined with (52), this means that for ∀x ∈ N ,∫ ∞
1
Tim(r
−1; r)r−1dr ≤ c∗
∫ ∞
0
Im(x, r)Ti(t(x, r;m))r
−1dr. (53)
Suppose that there exist δ(> 1) and ǫ(> 0) such that
Tim(r
−1; r) > ǫ for ∀r > δ,
then ∫ ∞
δ
Tim(r
−1; r)r−1dr > ǫ
∫ ∞
δ
r−1dr =∞,
which implies that the integral on the right-hand side of (53) also diverges. This fact to-
gether with (48) implies
∫
T∞0
Ti(t)t
−1dt =∞, which is a contradictions to (17). Therefore
we can conclude that for any δ(> 1) and ǫ(> 0), there exists r such that r > δ and
Tim(r
−1; r) ≤ ǫ.
This enables us to construct a series rj(j = 1, 2, . . .) such that rj →∞ and
Tim(r
−1
j ; rj)→ 0 (54)
as j →∞. This folds for any i (1 ≤ i ≤ p) and m (m = p− 1, p). From (16), we have
lim
j→∞
Ri(r
−1
j , rj) = 0, 1 ≤ ∀i ≤ p. (55)
It follows from (15), (54) and (55) that
p∑
i=1
∫
T∞0
Ti(t)t
−1dt = 0.
Therefore Ti(t) = 0, a.e. in T
∞
0 , 1 ≤ i ≤ p.
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5 Appendix
Here we give proofs of Lemmas 6, 7 and 8. Correspondingly to the partition stated before
Lemmas 6, we make the following partition of a p× p matrix A = (aij);
A =

 A11 · · · A1k... . . . ...
Ak1 · · · Akk

 , Ast : m¯s × m¯t matrix, 1 ≤ s, t ≤ k. (56)
For a vector a = (a1, . . . , ap), the corresponding partition is given by (a1, . . . ,ak).
Proof of Lemma 6. We use the notationH(s, . . . , t) (s ≤ t) as the principle submatrix
that consists of the blocks Hij, s ≤ i, j ≤ t. Namely H(s, . . . , t) consists of all the
elements hij such that s ≤ [i], [j] ≤ t. From now on if we refer to a “submatrix”, it only
means a principle submatrix that consists of the blocks.
Choose a small enough positive number δ0. We define the term “separable” with δ0.
Consider a submatrix H(s1, . . . , sρ). If for some i (1 ≤ i ≤ ρ), the squared sum of
blockwise-off-diagonal elements
∑
s1≤[j]≤si,si+1≤[i]≤sρ
h2ij are smaller than δ0, we call this
matrix “separable” (into H(s1, . . . , si) and H(si+1, . . . , sρ)). If we make a repetitive
separation, starting with H itself, finally we have a series of submatrices (not necessarily
unique)
H(1, . . . , s1), H(s1 + 1, . . . , s2), · · · ,H(sκ−1 + 1, . . . , sκ),
(1 ≤ s1 < · · · < sκ = k), each of which is unseparable. Though these matrices are not
necessarily orthogonal, if the lemma holds for each of them, obviously it also holds forH
itself. We easily notice that there exists a positive constant c (independent of H) such
that {∑
1≤[j]≤s1
h2ij > 1− cδ0 for any i such that 1 ≤ [i] ≤ s1,∑
1≤[i]≤s1
h2ij > 1− cδ0 for any j such that 1 ≤ [j] ≤ s1,
...{∑
sκ−1+1≤[j]≤sκ
h2ij > 1− cδ0 for any i such that sκ−1 + 1 ≤ [i] ≤ sκ,∑
sκ−1+1≤[i]≤sκ
h2ij > 1− cδ0 for any j such that sκ−1 + 1 ≤ [j] ≤ sκ.
Therefore we only have to prove the lemma for H under the condition that H is not
necessarily orthogonal but unseparable and satisfies the conditions∑
1≤j≤p
h2ij > 1− cδ0, 1 ≤ ∀i ≤ p, (57)∑
1≤i≤p
h2ij > 1− cδ0, 1 ≤ ∀j ≤ p.
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First consider the case k = 1, namely H is a single block matrix. If we put δ2 = (c+1)δ0,
then (57) implies ∑
j∈[i]
h2ij =
∑
1≤j≤p
h2ij ≥ 1− δ2, 1 ≤ ∀i ≤ p.
The lemma holds as the case ω = 0.
Now we suppose k ≥ 2, where H consists of multiple blocks. First since H is unsep-
arable, we have ∑
[i]=k,1≤[j]≤k−1
h2ij ≥ δ0,
which means there exists some i’s (∈ 〈k〉) such that∑
1≤[j]≤k−1
h2ij ≥ δ0m¯
−1
k .
Put the largest i as i1 among i’s that satisfy (5). Furthermore (5) guarantees the existence
of j (1 ≤ [j] ≤ k − 1) such that
h2i1j ≥ δ0m¯
−1
k m
−1
k−1.
Put this j as j1. The way i1 is chosen implies∑
1≤[j]≤k−1
h2ij < δ0m¯
−1
k , if i1 < i ≤ p,
which means if i1 < i ≤ p,∑
[j]=k
h2ij =
∑
1≤[j]≤k
h2ij −
∑
1≤[j]≤k−1
h2ij
>
∑
1≤[j]≤k
h2ij − δ0m¯
−1
k =
∑
1≤j≤p
h2ij − δ0m¯
−1
k
> 1− cδ0 − δ0m¯
−1
k (because of (57)). (58)
We proceed to the second step. From unseparability of H ,∑
[j1]≤[i]≤k,1≤[j]≤[j1]−1
h2ij ≥ δ0.
This means for some (i, j) such as [j1] ≤ [i] ≤ k, 1 ≤ [j] ≤ [j1]− 1,
h2ij ≥ δ0m
−1
[j1]−1
(p−m[j1]−1)
−1. (59)
Choose the smallest j (and, if necessary, the largest i) among (i, j)’s that satisfy (59) and
put these i, j to be i2, j2 respectively.
Repeat the “second step” until [js] reaches 1. (Note that [js] is strictly decreasing as
the step is repeated). Finally we have a series of (is, js), s = 1, . . . , ω, where [jω] = 1,
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and [js] ≤ [is+1] (s = 1, . . . , ω − 1). Obviously (is, js) satisfies the first condition of the
lemma and the condition
h2i1j1 ≥ a1, a1 = δ0m¯
−1
k m
−1
k−1,
h2isjs ≥ as, as = δ0m
−1
[js−1]−1
(p−m[js−1]−1)
−1, s = 2, . . . , ω.
Note as ≥ δ0p−2, 1 ≤ ∀s ≤ ω. If we define δ1 as δ1 = δ0p−2, then the second condition is
satisfied.
Finally we consider the third condition of the lemma. Notice that [js] ≤ [is+1] implies
m[js]−1 + 1 ≤ is+1, hence
[1, p]
/ ⋃
1≤s≤ω
[m[js]−1 + 1, is] = [( max
1≤s≤ω
is) + 1, p] ⊂ [i1 + 1, p].
Therefore if i /∈
⋃
1≤s≤ω[m[js]−1 + 1, is], then i1 + 1 ≤ i ≤ p. From (58), for such i,∑
j∈[i]
h2ij =
∑
[j]=k
h2ij ≥ 1− δ2,
since δ2 = (c+ 1)δ0 ≥ (c+ m¯
−1
k )δ0.
Proof of Lemma 7. In a small neighborhood, an orthogonal matrix H has its
strictly (left-)lower part (hij)i>j as its coordinate function; H has one-to-one correspon-
dence to (hij)i>j , and (hij)i≤j is a C
∞ function of (hij)i>j. Since O(p) is compact,
we have a finite coordinate neighborhoods, (O(τ), φτ ), τ = 1, . . . T for O(p) such that
φτ (H) = u = (uij)i>j, uij = hij(i > j) for H ∈ O
(τ) or conversely
hij =
{
uij if 1 ≤ j < i ≤ p,
hτij(u), if 1 ≤ i ≤ j ≤ p,
(60)
where hτij(u) is C
∞ function on Uτ = φτ (O(τ)).
Let Jτ (u) denote the Radon-Nikodym derivative of µ with respect to the R
p(p−1)/2-
dimensional Lebesgue measure, i.e. Jτ (u)du = dµ(H). Actually
dµ(H) = c0
∧
i<j
(hi)
′dhj,
where hi (i = 1, . . . , p) is the ith column of H and c0 is a constant. If we build in (60)
and the fact
dhij =
{
duij if 1 ≤ j < i ≤ p,∑
s>t
∂hτij
∂ust
dust if 1 ≤ i ≤ j ≤ p,
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into the above wedge product, Jτ (u)du is obtained. If we use the partition of unity ιτ (H)
subordinate to O(τ) (τ = 1, . . . , T ), the integral (39) is rewritten as
(K(n))−1
T∑
τ=1
∫
T∞0
∫
Rp(p−1)/2
ιτ (H
(τ)(u))Jτ(u)
p∏
i=1
(
tiλ
(n)
i
)ai ∏
[i]>[j]
(
u2ijtiλ
(n)
j
)bij
×
∏
i>j,[i]=[j]
u
2cij
ij
p∏
i=1
t
ν/2−1
i exp
(
−
1
2
tr(H(τ)(u))′TH(τ)(u)Λ(n)
)
dudt, (61)
where H(τ)(u) = (hij) is given by (60).
Consider further change of variables (t,u) → (d, q), where d = (d1, . . . , dp) and
q = (qij)i>j, given by
di = tiα
(n)
[i]
qij =
{
uij if i > j, [i] = [j],
uijt
1/2
i (λ
(n)
j )
1/2 = uijd
1/2
i (ξ
(n)
j )
1/2(α
(n)
[j] /α
(n)
[i] )
1/2 if [i] > [j].
The Jacobian is given by
J
(
(t,u)→ (d, q)
)
= J(t→ d)J(u→ q)
=
p∏
i=1
(α
(n)
[i] )
−1
∏
[i]>[j]
d
−1/2
i (ξ
(n)
j )
−1/2(α
(n)
[i] /α
(n)
[j] )
1/2
=
p∏
i=1
(α
(n)
[i] )
−1
p∏
i=1
d
−m[i]−1/2
i
p∏
j=1
(ξ
(n)
j )
−(p−m[j])/2
∏
[i]>[j]
(
α
(n)
[i] /α
(n)
[j]
)1/2
. (62)
Notice that
p∏
i=1
(
tiλ
(n)
i
)ai
=
p∏
i=1
(
diξ
(n)
i
)ai
=
p∏
i=1
daii
p∏
i=1
(ξ
(n)
i )
ai (63)
p∏
i=1
t
ν/2−1
i =
p∏
i=1
d
ν/2−1
i
p∏
i=1
(α
(n)
[i] )
−ν/2+1 (64)
∏
[i]>[j]
(u2ijtiλ
(n)
j )
bij =
∏
[i]>[j]
q
2bij
ij . (65)
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From (62), (63), (64) and (65), the integral (61) equals
p∏
i=1
(
ξ
(n)
i
)ci T∑
τ=1
∫
(R+)p
∫
Rp(p−1)/2
ID(n)(d) ιτ (H
(τ)(u))Jτ (u)
×
p∏
i=1
deii
∏
[i]>[j]
q
2bij
ij
∏
i>j,[i]=[j]
q
2cij
ij
× exp
[
−
1
2
{ k∑
s=1
( ∑
i,j∈〈s〉,i>j
q2ijdiξ
(n)
j +
∑
i,j∈〈s〉,i≤j
(
h
(τ)
ij (u)
)2
diξ
(n)
j
)
+
∑
[i]>[j]
q2ij +
∑
[i]<[j]
(
h
(τ)
ij (u)
)2
diξ
(n)
j
(
α
(n)
[j] /α
(n)
[i]
)}]
dqdd, (66)
where R+ is the positive part of R, ci = ai−(p−m[i])/2, ei = ai−m[i]−1/2+ν/2−1, (i =
1, . . . , p) and ID(n)(d) is the indicator function of the region
D(n) =
{
d | d1(α
(n)
[1] )
−1 ≤ . . . ≤ dp(α
(n)
[p] )
−1
}
.
The notation u in the integrand is an abbreviation of u(q,d, ξ(n),α(n)) (ξ(n) and α(n)
respectively means ξ(n) = (ξ
(n)
1 , . . . , ξ
(n)
p ) and α(n) = (α
(n)
1 , . . . , α
(n)
p )) which is specifically
given by
uij =
{
qij if i > j, [i] = [j],
qijd
−1/2
i (ξ
(n)
j )
−1/2(α
(n)
[i] /α
(n)
[j] )
1/2 if [i] > [j].
(67)
In order to evaluate (66), we use Lemma 6. By the lemma, every orthogonal matrix
H has a set of pairs (is, js)(s = 1, . . . , ω) that satisfy the conditions of Lemma 6. Define
Tij(H), 1 ≤ j < i ≤ p as an indicator function as follows;
Tij(H) =
{
1 if (i, j) = (is, js), 1 ≤ ∃s ≤ ω,
0 otherwise.
Then everyH has an index of (Tij(H))1≤j<i≤p. Since the existence of (is, js)(s = 1, . . . , ω)
may not be unique,H can have more than one index number. However if we put a prefer-
ence order among all possible (2p(p−1)/2) index numbers, the index is uniquely determined.
By this index, we can naturally partition O(p) into the subsets O(τ˜) (τ˜ = 1, . . . , 2p(p−1)/2).
Let the corresponding partition of unity be denoted by ι˜τ˜ (H). Now (66) is expressed as
p∏
j=1
(
ξ
(n)
i
)ci T∑
τ=1
p(p−1)/2∑
τ˜=1
Iτ τ˜ ,
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where Iτ τ˜ is given by∫
R+
p
∫
Rp(p−1)/2
ID(n)(d) ιτ (H
(τ)(u)) ι˜τ˜ (H
(τ)(u))Jτ (u)
×
p∏
i=1
deii
∏
[i]>[j]
q
2bij
ij
∏
i>j,[i]=[j]
q
2cij
ij
× exp
[
−
1
2
{ k∑
s=1
( ∑
i,j∈〈s〉,i>j
q2ijdiξ
(n)
j +
∑
i,j∈〈s〉,i≤j
(
h
(τ)
ij (u)
)2
diξ
(n)
j
)
+
∑
[i]>[j]
q2ij +
∑
[i]<[j]
(
h
(τ)
ij (u)
)2
diξ
(n)
j
(
α
(n)
[j] /α
(n)
[i]
)}]
dqdd.
Now we focus on Iτ τ˜ . Take large enough n. Suppose (d, q) satisfies
ID(n)(d) ιτ (H
(τ)(u(q,d, ξ(n),α(n)))) ι˜τ˜ (H
(τ)(u(q,d, ξ(n),α(n)))) > 0. (68)
Then ι˜τ˜ > 0 impliesH
(τ)(u) has a sequence (is, js), s = 1, . . . , ω that satisfy the conditions
of Lemma 6. First suppose i ∈
⋃
1≤s≤ω[m[js]−1 + 1, is] (say I(τ˜)), then for some s,
m[js]−1 + 1 ≤ i ≤ is, (69)
h2isjs = u
2
isjs(q,d, ξ
(n),α(n)) = q2isjsd
−1
is
(
ξ
(n)
js
)−1(
α
(n)
[is]
/α
(n)
[js]
)
≥ δ1. (70)
(69) implies
[i] ≥ [js]. (71)
(70) is equivalent to
dis ≤ δ
−1
1 q
2
isjs
(
ξ
(n)
js
)−1(
α
(n)
[is]
/α
(n)
[js]
)
. (72)
Moreover the fact ID(n) > 0 implies
di ≤ disα
(n)
[i] /α
(n)
[is]
. (73)
From (71), (72) and (73), if i ∈ I(τ˜), then
di ≤ δ
−1
1 q
2
isjs
(
ξ
(n)
js
)−1α(n)[i]
α
(n)
[js]
≤ δ−11 q
2
isjs
(
ξ
(n)
js
)−1α(n)[js]
α
(n)
[js]
≤ δ−11 q
2
isjsξ
−1 ≤ δ−11 ξ
−1
∑
[j1]>[j2]
q2j1j2 ,
where in the third inequality we used the fact there exists a positive number ξ such that
ξ ≤ ξ(n)i for all i (1 ≤ i ≤ p) and all large enough n. Consequently
Iτ˜ (d, q) = 1 (74)
under the condition (68), where Iτ˜ (d, q) is the indicator function of the region{
(d, q)
∣∣∣∣ di ≤ δ−11 ξ−1 ∑
[j1]>[j2]
q2j1j2, ∀i ∈ I(τ˜)
}
.
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On the other hand, if i /∈ I(τ˜), the condition 3 of Lemma 6 guarantees∑
j∈[i]
h2ij ≥ 1− δ2,
which means
k∑
s=1
( ∑
i,j∈〈s〉,i>j
q2ijdi +
∑
i,j∈〈s〉,i≤j
(
h
(τ)
ij (u)
)2
di
)
=
p∑
i=1
di
( ∑
j∈[i],i>j
q2ij +
∑
j∈[i],i≤j
(h
(τ)
ij (u))
2
)
≥
∑
i/∈I(τ˜)
di
(∑
j∈[i]
h2ij(u)
)
≥ (1− δ2)
∑
i/∈I(τ˜)
di. (75)
We also notice that ιτ > 0 implies that if i > j, [i] = [j], then{(
H(τ)(u)
)
ij
}2
= u2ij = q
2
ij ≤ 1.
Therefore under the condition (68)
IQ(qd) = 1, (76)
where IQ(qd) is the indicator function of qd = (qij)i>j,[i]=[j] with respect to the region
{qd|q2ij ≤ 1, 1 ≤ j < i ≤ p, [i] = [j]}. From (74) and (76), the following relations hold.
ιτ ι˜τ˜ ID(n) = ιτ ι˜τ˜ ID(n) Iτ˜ IQ ≤ Iτ˜ IQ. (77)
Since Jτ (u) is bounded on a compact set, the integrand of Iτ τ˜ is bounded by
c ID(n)(d) ιτ (H
(τ)(u)) ι˜τ˜ (H
(τ)(u))
p∏
i=1
deii
∏
[i]>[j]
q
2bij
ij
∏
i>j,[i]=[j]
q
2cij
ij
× exp
[
−
1
2
{
ξ
k∑
s=1
( ∑
i,j∈〈s〉,i>j
q2ijdi +
∑
i,j∈〈s〉,i≤j
(
h
(τ)
ij (u)
)2
di
)
+
∑
[i]>[j]
q2ij
}]
(78)
with some constant c.
From (75), (77) and (78), we notice that the following function f(d, q) dominate the
integrand of Iτ τ˜ ;
f(d, q) = c Iτ˜ (d, q) IQ(qd)
p∏
i=1
deii
∏
[i]>[j]
q
2bij
ij
∏
i>j,[i]=[j]
q
2cij
ij
× exp
{
−
1
2
ξ(1− δ2)
∑
i/∈I(τ˜ )
di
}
exp
{
−
1
2
∑
[i]>[j]
q2ij
}
.
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We have∫
R+
p
∫
Rp(p−1)/2
f(d, q) dq dd
= c
∫
Rp(p−1)/2
IQ(qd)
( ∏
i>j,[i]=[j]
q
2cij
ij
)[∫
Rp1
( ∏
i/∈I(τ˜)
deii
)
exp
{
−
1
2
ξ(1− δ2)
∑
i/∈I(τ˜)
di
}
dd(1)
×
∫
Rp2
∏
i∈I(τ˜)
deii Iτ˜ (d, q)dd
(2)
] ∏
[i]>[j]
q
2bij
ij exp
{
−
1
2
∑
[i]>[j]
q2ij
}
dq, (79)
where d(1) = (di)i/∈I(τ˜), d
(2) = (di)i∈I(τ˜), p1 = #{1 ≤ i ≤ p|i /∈ I(τ˜ )}, p2 = #{1 ≤ i ≤
p|i ∈ I(τ˜)}. Since ei > −1,∫
Rp1
∏
i/∈I(τ˜)
deii exp
{
−
1
2
ξ(1− δ2)
∑
i/∈I(τ˜ )
di
}
dd(1)
is finite (say M0) and independent of q, while∫
Rp2
∏
i∈I(τ˜)
deii Iτ˜ (d, q)dd
(2) =
∏
i∈I(τ˜)
∫ c(q)
0
deii ddi
(
c(q) = δ−1ξ−1
∑
[i]>[j]
q2ij
)
=
∏
i∈I(τ˜)
cei+1(q)
∫ 1
0
xeidx
(
di → x = di/c(q)
)
=
∏
i∈I(τ˜)
cei+1(q)Mi
(
Mi =
∫ 1
0
xeidx <∞
)
.
It turns out that (79) equals
c M0
∏
i∈I(τ˜)
Mi (δ1ξ)
−
∑
i∈I(τ˜)(ei+1)
×
∫
Rp˜2
∏
[i]>[j]
q
2bij
ij
(∑
[i]>[j]
q2ij
)∑
i∈I(τ˜)(ei+1)
exp
(
−
1
2
∑
[i]>[j]
q2ij
)
dqo
×
∫
Rp˜1
∏
i>j,[i]=[j]
q
2cij
ij IQ(qd)dqd,
where qo = (qij)[i]>[j] and p˜1 =
∑k
s=1 m¯s(m¯s − 1)/2, p˜2 =
∑
[i]>[j] m¯im¯j . This integral is
obviously finite since bij ≥ 0 ([i] > [j]), ei + 1 > 0 (1 ≤ i ≤ p), cij ≥ 0 (i > j, [i] = [j]).
The finiteness of (79) guarantees the use of dominated convergence theorem. Therefore
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as n→∞, Iτ τ˜ converges to∫
R+
p
∫
Rp(p−1)/2
ιτ (H
(τ)(u∗)) ι˜τ˜ (H
(τ)(u∗))Jτ (u
∗)
×
k∏
s=1
IDs(ds)
p∏
i=1
deii
∏
[i]>[j]
q
2bij
ij
∏
i>j,[i]=[j]
q
2cij
ij
× exp
[
−
1
2
{ k∑
s=1
( ∑
i,j∈〈s〉,i>j
q2ijdiξj +
∑
i,j∈〈s〉,i≤j
(
h
(τ)
ij (u
∗)
)2
diξj
)
+
∑
[i]>[j]
q2ij
}]
dqdd, (80)
where
u∗ = lim
n→∞
u(q,d, ξ(n),α(n))
= lim
n→∞
(ud,uo)
(
u = (ud,uo), ud = (uij)i>j,[i]=[j], uo = (uij)[i]>[j]
)
= ( lim
n→∞
ud, lim
n→∞
uo) = (qd, 0) (see (67))
and IDs(ds) is the indicator function of the region
Ds = {ds = (di)i∈〈s〉|dms−1+1 ≤ · · · ≤ dms}.
If we change the notation as qd → ud, (80) equals∫
Rp+
∫
Rp˜1
∫
Rp˜2
ιτ (H
(τ)((ud, 0))) ι˜τ˜ (H
(τ)((ud, 0)))Jτ ((ud, 0))
×
k∏
s=1
IDs(ds)
p∏
i=1
deii
∏
[i]>[j]
q
2bij
ij
∏
i>j,[i]=[j]
u
2cij
ij
× exp
[
−
1
2
{ k∑
s=1
( ∑
i,j∈〈s〉,i>j
(
H(τ)((ud, 0))
)2
ij
diξj
+
∑
i,j∈〈s〉,i≤j
(
H(τ)((ud, 0))
)2
ij
diξj
)
+
∑
[i]>[j]
q2ij
}]
dqo dud dd. (81)
O˜(p) = {H|Hss (1 ≤ s ≤ k) are all orthogonal matrices} is the subgroup of O(p).
H ∈ O˜(p) if and only if all the off-diagonal blocks (Hst, s 6= t) are zero. Therefore we
can identify O˜(p) with the product group O(m¯1)× · · · × O(m¯k). Notice that
H =H(τ)((ud, 0)) (82)
is in O˜(p).
Consider the following transformations of H ∈ O˜(p);
H →HH∗, (83)
H →H∗H , (84)
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whereH∗ = diag(H∗11, . . . ,H
∗
kk) ∈ O˜(p). If we consider these transformations on O(m¯1)×
· · · × O(m¯k), they are equivalent respectively to
Hss →HssH
∗
ss, s = 1, . . . , k, (85)
Hss →H
∗
ssHss, s = 1, . . . , k. (86)
The unique invariant probability measure on O(m¯1) × · · · × O(m¯k) with respect to the
both transformations (85) and (86) is
µ1 × · · · × µk,
where µs is the uniform probability measure on O(m¯s) (s = 1, . . . , k).
Now we examine the measure on O(τ) ∩ O˜(p) given by Jτ ((ud, 0))dud through (82).
Jτ ((ud, 0))dud is derived from Jτ (u)du by imposing the condition uo = 0. We easily
notice that under the condition uo = 0, c0
∧
i<j(hi)
′dhj(= Jτ (u)du) equals
±c0
k∧
s=1
∧
1≤i<j≤m¯s
(h
(s)
i )
′dh
(s)
j ,
where h
(s)
i (i = 1, . . . m¯s) is the ith column ofHss. This differential form gives the invariant
measure on O˜(p) with respect to the both transformations (83) and (84). Therefore
Jτ ((ud, 0))dud gives the invariant measure (w.r.t (85) and (86)) on{
(H11, . . . ,Hkk) ∈ O(m¯1)× · · · × O(m¯k)
∣∣diag(H11, . . . ,Hkk) ∈ O(τ)},
which is equal to K0µ1 × · · · × µk with some constant K0. (Note that K0 is independent
of ai, bij , cij, τ .) Consequently (81) is equal to
K0
∫
Rp+
∫
O(m¯k)
· · ·
∫
O(m¯1)
∫
Rp˜2
ιτ (diag(H11, . . . ,Hkk)) ι˜τ˜ (diag(H11, . . . ,Hkk))
×
k∏
s=1
IDs(ds)
p∏
i=1
deii
∏
[i]>[j]
q
2bij
ij
k∏
s=1
∏
[i]=[j]=s,i>j
(
Hss
)2cij
(i−ms−1)(j−ms−1)
× exp
(
−
1
2
k∑
s=1
trH ′ssDsHssΞs
)
× exp
(
−
1
2
∑
[i]>[j]
q2ij
)
dqo
k∏
s=1
dµs(Hss) dd. (87)
Adding up (87) over all τ ’s and τ˜ ’s, we have
K0
k∏
s=1
∫
Ds
∫
O(m¯s)
∏
i∈〈s〉
deii
∏
[i]=[j]=s,i>j
(
Hss
)2cij
(i−ms−1)(j−ms−1)
× exp
[
−
1
2
(
trH ′ssDsHssΞs
)]
dµs(Hss)ddsb×
∏
[i]>[j]
∫ ∞
0
q
2bij
ij exp
(
−
1
2
q2ij
)
dqij.
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Proof of Lemma 8. The property of scale-invariance is obvious from its definition.
We will prove the boundedness. For the case i ≤ j, it is obvious;
τ˜ij(l) = τij(l)
lj
li
≤ τij ≤
1
ν + 2
.
Now we suppose that i > j. We notice
(ν + 2)τ˜ij(l) =
I1(l)
I2(l)
, (88)
where
I1(l) =
∫
T∞0
∫
O(p)
(h2ijtilj)(tili)t
ν/2−1 exp
(
−
1
2
trH ′THL
)
dµ(H)dt,
I2(l) =
∫
T∞0
∫
O(p)
(tili)
2tν/2−1 exp
(
−
1
2
trH ′THL
)
dµ(H)dt,
with T = diag(t1, . . . , tp), L = diag(l1, . . . , lp). Furthermore we notice that I1(l)/I2(l) is
equal to I˜1(l˜)/I˜2(l˜), where
I˜1(l˜) =
∫
T∞0
∫
O(p)
(h2ijtil˜j)(til˜i)t
ν/2−1 exp
(
−
1
2
trH ′THL˜
)
dµ(H)dt,
I˜2(l˜) =
∫
T∞0
∫
O(p)
(ti l˜i)
2tν/2−1 exp
(
−
1
2
trH ′THL˜
)
dµ(H)dt,
with l˜t = lt/l1(t = 1, . . . , p), l˜ = (l˜1(≡ 1), l˜2, . . . , l˜p) and L˜ = diag(l˜1(≡ 1), l˜2, . . . , l˜p).
We will prove that I˜1/I˜2 is bounded on L˜ = {l˜|1 ≥ l˜2 ≥ . . . ≥ l˜p > 0}. First let
(l˜2, . . . , l˜p) be parameterized as follows;
rt = l˜t+1/l˜t, t = 1, . . . , p− 1,
equivalently
l˜t =
t−1∏
s=1
rs, t = 2, . . . , p. (89)
L˜ is equivalent toR = {r = (r1, . . . , rp−1)|1 ≥ rt > 0 (t = 1, . . . , p−1)}. It suffices to show
that I˜1(l˜(r))/I˜2(l˜(r)) is bounded on R, where l˜(r) is given by (89). It is easily proved
that I˜1(l˜(r))/I˜2(l˜(r)) is continuous on R. If we can expand I˜1(l˜(r))/I˜2(l˜(r)) continuously
over R¯ = {r = (r1, . . . , rp−1)|1 ≥ rt ≥ 0 (t = 1, . . . , p − 1)}, then the expanded function
is continuous on a compact region R¯, hence is bounded. Therefore we only have to show
that for an arbitrary sequence r(n) = (r
(n)
1 , . . . , r
(n)
p−1) and r ∈ R¯ such that
lim
n→∞
r
(n)
t = rt, 1 ≤ t ≤ p. (90)
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I˜1(l˜(r
(n)))/I˜2(l˜(r
(n))) converges to a certain value which depends only on r.
Now choose an arbitrary sequence r(n) = (r
(n)
1 , . . . , r
(n)
p−1) that satisfies (90). Let k − 1
denote the number of rt’s in (90) that are equal to zero. If rt > 0, 1 ≤ ∀t ≤ p− 1, then
the continuity of I˜1(l˜(r))/I˜2(l˜(r)) on R guarantees
lim
n→∞
I˜1(l˜(r
(n)))/I˜2(l˜(r
(n))) = I˜1(l˜(r))/I˜2(l˜(r)).
From now on we suppose that k ≥ 2. We define ms(s = 0, . . . , k) so that
rmi = 0, i = 1, . . . , k − 1,
m0(= 0) < m1 < . . . < mk(= p). (91)
Based on the partition (91), we apply Lemma 7 to I˜1(l˜(r
(n)))/I˜2(l˜(r
(n))). Let Z = {s|rs =
0, 1 ≤ s ≤ p− 1} = {s|s = mt, 1 ≤ ∃t ≤ k − 1}. Let l˜t(r
(n)) be decomposed as
l˜t(r
(n)) ≡
t−1∏
s=1
r(n)s = ξ
(n)
t α
(n)
[t] ,
where
α
(n)
[t] =
∏
1≤s≤t−1,s∈Z
r(n)s , ξ
(n)
t =
∏
1≤s≤t−1,s/∈Z
r(n)s .
Notice that if [t] = u,
α
(n)
[t] =
u−1∏
s=1
r(n)ms .
ξ
(n)
t and α
(n)
[t] satisfy the conditions (36) and (37) respectively;
lim
n→∞
ξ
(n)
t =
( ∏
1≤s≤t−1,s/∈Z
rs
)
(≡ ξt) > 0, 1 ≤ t ≤ p,
lim
n→∞
α
(n)
[t1]
/α
(n)
[t2]
= lim
n→∞
[t1]−1∏
s=[t2]
r(n)ms = 0, 1 ≤ [t2] < [t1] ≤ k.
I˜1(l˜(r
(n)))/I˜2(l˜(r
(n))) equals I∗1/I
∗
2 , where
I∗1 = (K
(n))−1I˜1(l˜(r
(n))), I∗2 = (K
(n))−1I˜2(l˜(r
(n))),
and K(n) is given by (38). Now we can apply Lemma 7. First if [i] > [j], then as n→∞,
I∗1 converges to
K0 K¯
k∏
s=1
∫
Ds
∫
O(m¯s)
∏
t∈〈s〉
dett exp
(
−
1
2
trH ′ssDsHssΞs
)
dµs(Hss)dds
×
∏
[t1]>[t2]
∫ ∞
0
x2bt1t2 exp
(
−
1
2
x2
)
dx,
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where
K¯ =
(∏
t6=i
ξ
−(p−m[t])/2
t
)
ξ
1−(p−m[i])/2
i ,
et =
{
1−m[i]−1/2 + ν/2− 1 if t = i,
−m[t]−1/2 + ν/2− 1 if t 6= i,
bt1t2 =
{
1 if t1 = i, t2 = j,
0 otherwise.
(92)
If [i] = [j], i > j, we rewrite I∗1 as(
l˜j(r
(n))/l˜i(r
(n))
)
(K(n))−1
×
∫
T∞0
∫
O(p)
h2ij
(
ti l˜i(r
(n))
)2 ( p∏
s=1
tν/2−1s
)
exp
(
−
1
2
trH ′THL˜
)
dµ(H)dt.
The fact
lim
n→∞
l˜j(r
(n))
l˜i(r(n))
= lim
n→∞
ξ
(n)
j
ξ
(n)
i
=
ξj
ξi
and Lemma 7 implies that I∗1 converges to
K0 K¯ (ξj/ξi)
k∏
s=1
∫
Ds
∫
O(m¯s)
∏
t∈〈s〉
dett
∏
[t1]=[t2]=s,t1>t2
(
Hss
)2bt1t2
(t1−ms−1)(t2−ms−1)
× exp
(
−
1
2
trH ′ssDsHssΞs
)
dµs(Hss)dds ×
(∫ ∞
0
exp
(
−
1
2
x2
)
dx
)∑
s>t m¯sm¯t
,
where
K¯ =
(∏
t6=i
ξ
−(p−m[t])/2
t
)
ξ
2−(p−m[i])/2
i , (93)
et =
{
2−m[i]−1/2 + ν/2− 1 if t = i,
−m[t]−1/2 + ν/2− 1 if t 6= i,
(94)
with bt1t2 as in (92). On the other hand, using Lemma 7 again, we notice that I
∗
2 converges
to
K0 K¯
k∏
s=1
∫
Ds
∫
O(m¯s)
∏
t∈〈s〉
dett exp
(
−
1
2
trH ′ssDsHssΞs
)
dµs(Hss)dds
×
(∫ ∞
0
exp
(
−
1
2
x2
)
dx
)∑
s>t m¯sm¯t
,
where K¯ and et are respectively given by (93) and (94). Consequently we notice that in
either case, I∗1/I
∗
2 converges to a certain value which is dependent only on r.
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6 Discussion
We briefly mention two points for further improvement on the estimation of population
eigenvalues.
1. Though the new estimator ψ∗(l) is admissible and performs better than traditional
estimators when population eigenvalues are close to each other, its performance is very
poor when the population eigenvalues are largely dispersed. In view of practice, it would
be wise to use another estimator when the population eigenvalues are known to be widely
dispersed. For the estimators which is superior when the population eigenvalues are
dispersed, see Takemura and Sheena (2005) and Sheena and Takemura (2007).
2. Recently the case where ν < p draws much attention in the estimation of variance-
covariance matrix. One of the useful tools is a shrinkage estimator for large p and small
ν. Since ψ∗(l) is a shrinkage estimator, it may behave reasonably even if some sample
eigenvalues degenerate to zero. At present we are uncertain whether it is possible or not
to make a similar proof for the admissibility based on the singular Wishart density (see
Uhlig (1994) ).
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