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Abstract 
The purpose of this thesis is to quantify the effect of selection for disease resistance on the 
epidemiology of microparasitic infection in pigs, combining quantitative genetics and 
epidemiology using computer simulation. Two methods of selection are investigated: 
continuous selection at an arbitrary rate of progress and resistance gene introgression. 
Selection is simulated on a 500 sow farrow-to-finish farm with selection taking place in 
the sires used to provide semen. 
A discrete-time model is introduced which expands that of De Jong (1994) allowing 
reduced susceptibility to infection to be included. The benefits of selection for disease 
resistance are measured by the effect on the basic reproductive ratio, R 0, which describes 
the expected number of secondary cases from a single infected individual. Two functions 
of R0, the maximum and total proportions of pigs infected during simulated epidemics, are 
used to demonstrate the benefits of the different selection implementations. The model 
shows that although the reduction, under selection, in R 0 is linear, the reduction in the 
proportions of infected animals is not. For a highly infectious pathogen, it may take many 
years of selection before the benefits are seen on the farm. This is not the case for the 
gene introgression implementation, where the time taken for the population to be free from 
epidemics has an upper limit set by the time it takes to introgress the resistance alleles. 
The gene introgression model provides an indication of the proportion of a population that 
need to be resistant for that population to be protected from epidemics. Unless the 
pathogen is extremely infectious it is not necessary that the whole population is resistant 
For example, when R0 = 5.0 for the population prior to selection, the proportion that need 
to be resistant to protect the population is 0.82 and when R 0 = 10.0, the proportion is 0.95. 
The thesis then introduces a stochastic epidemic model, which allows the spread of 
infection through the farm to be investigated in more detail. Simulations are summarised 
by the probability of an epidemic, and if one should occur whether it is minor, dying out 
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without intervention, or major. The models demonstrate the importance of farm structure, 
the probability of an epidemic being dependent on where it originates on the farm. 
The distribution of the estimate of R0 is investigated using bootstrap methodology. When 
many simulations are used, the standard error of the estimate for R 0 is small, suggesting 
that the mean value for the estimator of R 0 is being accurately estimated. The variability 
in the estimate of R0 is investigated by generating disease transition matrices on differing 
numbers of simulations. When the estimate of R 0 is based on a small number of 
simulations, there is high variability in the outcome. This shows that when an estimate of 
R0 is made, based on a single observational study or experiment, it is likely to have 
considerable error. 
The potential of the models is demonstrated with a detailed investigation of the 
consequences of selection for resistance on transmissible gastroenteritis. The model 
assumes an arbitrary rate of genetic improvement. For the population prior to selection, 
R0 is estimated as 2.24 (s.e. = 0.2). The total and maximum proportions of pigs infected 
during an epidemic are 0.65 and 0.13 respectively. It is shown that under selection, the 
probability of a major epidemic starts to fall soon after the first improved piglets are born. 
However, the probability of a minor epidemic initially increases and only starts to drop 
when R0 falls below 1. Although major epidemics do not occur when R 0 is less than 1, 
minor epidemics continue to occur until R0 approaches zero. 
The models depend on reasonable estimates of the epidemiological parameters of the 
pathogen/host population of interest, e.g. rate of disease transmission, length of the 
infectious period and mortality rates. A method for estimating these parameters is 
demonstrated for porcine reproductive and respiratory syndrome. The estimate for the 
basic reproductive ratio obtained based on observational studies lies between 9.5 and 11.5 
with the probability that the introduction of PRRSV to farrow-to-finish pig herd results in 
an epidemic being in excess of 0.8. 
The models developed contribute to the tools necessary for animal breeders to make 
informed decision about when it might be appropriate to selection for resistance. 
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1. INTRODUCTION 
1.1 General Introduction 
This thesis addresses issues related to the selection of pigs for resistance to infectious 
diseases as a means of controlling potential disease problems. Selection for disease 
resistance is being applied to several species, for example mastitis in cattle 
(Heringstad, et al., 1996), nematodes in sheep (Woolaston and Piper, 1996) and 
Marek's disease in chickens (Yonash et al., 1999), but so far little practical work has 
been done in pigs. However, some experiments have been conducted which 
demonstrate the potential, as described below. 
Disease resistance may be either broad-based or specific. Broad-based disease 
resistance is determined by the ability of the host to mount effective immune 
responses. In this respect, eight generations of Yorkshire pigs were successfully 
selected for broad-based resistance by Mallard et al. (1998). High line pigs had high 
antibody and cell-mediated immune responses. On challenge with Mycoplasma 
hyorhinis, serum antibody increased more rapidly and was of higher titre in the high 
line pigs. In generations 0 to 7, high line pigs had a higher rate of gain than low line 
or control pigs, with high line pigs ready for market 10 days earlier. This 
improvement in production traits may be directly related to lower incidence of 
subclinical disease although the authors suggest that perhaps a founder effect may 
have played a role. The high line pigs also had increased levels of arthritis which 
may have resulted from more severe inflammation based on antigen-specific cell-
mediated immune responsiveness. Recently published results (van Steenberger and 
Visscher, 1999), where pig disease problems were classified into intestinal, 
locomotory, respiratory and "other", clearly demonstrate differences between sire 
families in disease incidence in commercial pigs. Relating such observations to 
immunological measurements on the boar will be a major step in enabling selection 
for disease resistance in a more general sense. 
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Developments in the field of genome mapping are identifying genes or chromosomal 
regions that impart resistance to specific pathogens in pigs. For example, a locus on 
chromosome 13 encoding the porcine intestinal receptors for Escherichia coli K88ab 
and K88ac has been demonstrated (Edfors-Lilja et al., 1995) and on chromosome 6, 
a locus or loci specifying receptors for F18 fimbriated Escherichia coli have been 
identified (Vogeli et al., 1996). 
However, although it is clearly possible to breed pigs for resistance to various 
diseases, the benefits to breeders and farmers of using pigs that have been selected 
for disease resistance are unclear. This thesis investigates those benefits. An answer 
will be sought to the question of how reducing susceptibility to infectious disease 
affects the incidence and severity of epidemics on farrow-to-finish pig farms. 
This Introduction describes some major pig diseases and reviews the genetics of 
disease resistance, the epidemiology of infectious disease and epidemic models. A 
knowledge of all these subjects is necessary to successfully address the question of 
breeding for disease resistance. 
1.2 Diseases of Pigs 
Pigs suffer from many types of infectious disease. This thesis deals with 
microparasitic infections that reproduce within the body of the host and are 
transmitted without the need for intermediate hosts. Of particular interest are 
bacteria and viruses. The consequences for the pig of being infected by a 
microparasite vary from none at all to death. 
Three diseases that will be considered in detail in this thesis are transmissible 
gastroenteritis (TGE), pseudorabies and porcine respiratory and reproductive 
syndrome (PRRS). These diseases are all highly infectious and cause high mortality 
in piglets. 
TGE is a highly contagious enteric viral disease of pigs. There is no effective 
treatment for the infection (Hone, 1994). Symptoms include dehydration, vomiting, 
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severe diarrhoea and high mortality in piglets under 2 weeks of age. Pigs of all ages 
can be susceptible to TGE but mortality in those over 5 weeks of age is very low. 
When a pig is infected by TOE it enters a latent phase that lasts for up to 3 days with 
no clinical sign. Infected pigs shed virus for about 2 weeks (Saif and Bohl, 1986). 
Currently there is no vaccine for TOE virus and since the disease can be carried by 
starlings, prevention is difficult. However, in 1986 porcine respiratory coronavirus 
(PRCV) emerged as a new pathogen. PRCV, believed to be a mutant of TGE, causes 
mainly subclinical infection with no mortality (Sestak etal., 1996). Pigs that become 
infected with PRCV have a high degree of immunity to TOE although they are not 
fully protected (van Nieuwstadt et al., 1989). The result has been virtual eradication 
of TGE in some parts of the world although outbreaks do still occur (Anon, 1996). 
Most economic losses occur if the outbreak is at farrowing time. TOE often goes 
undiagnosed when it occurs in fattening or adult swine as the clinical signs are mild, 
consisting of inappetence and diarrhoea of a few days duration. 
Pseudorabies is an acute infection characterised by central nervous system 
disturbance. Pseudorabies virus (PRV) is a herpesvirus and can replicate in hosts 
already carrying specific antibodies. Initial signs of infection are increased 
temperature and anorexia, and in pigs less than 4 weeks of age, death is common 
within 72 hours of infection. In pigs over 5 months of age, death is rare (Gustafson, 
1986). If the mothers of pre-weaned piglets have either been vaccinated against, or 
been infected with, pseudorabies virus then the piglets will have maternal immunity 
acquired with the colostrum (Bouma, 1997). 
There are vaccines for pseudorabies which are used to reduce the clinical symptoms 
of the infection but as several studies have shown, vaccination does not prevent 
infection (Vannier et al., 1991). Previously infected or vaccinated pigs merely 
require higher levels of virus for reinfection to occur (Smith and Grenfell, 1990). 
However, pseudorabies virus eradication by intensive area-wide vaccination is 
feasible if accompanied by zoo-sanitary measures including prevention of the 
introduction of PRV-infected stock. The disease is not a major cause of revenue loss 
generally (Gustafson, 1986). 
Porcine respiratory and reproductive syndrome virus (PRRSV) will be discussed 
further in Chapter 5. PRRS is a relatively recent disease which first appeared in the 
USA in the 1980s and spread to Europe in 1990 (Done et al., 1996). Clinical signs 
of PRRS can be broken into 3 phases (Jones-Lang et al., 1997): Initial, climax and 
final. The initial phase lasts 1 to 3 weeks and consists of fever, loss of appetite, 
lethargy, depression and respiratory distress. The climax phase may continue for 8 to 
12 weeks. Infected sows are liable to premature farrowing, increased stillbirths, 
mummies and weak piglets and an increase in pre-weaning mortality occurs. During 
the climax phase, nursery pigs also exhibit clinical signs of PRRS. The severity is 
determined in part by the herd's prevailing health status, management practices, and 
the pig-flow system. Secondary infections become more prevalent and are often 
more severe. The final phase is characterised by either enzootic signs or a return to 
pre-PRRS production levels. Chronic or enzootic PRRS develops within 3 months of 
the initial outbreak. 
Clark (1996) recommends that if a herd is to remain PRRS free, then all breeding 
stock and semen should be purchased from PRRS free herds - animals should not be 
purchased on the basis of sero-negativity alone. Owners of small seropositive herds 
free from clinical PRRS are advised to purchase breeding stock from seropositive 
herds and vaccinate purchased animals upon entry to isolation facilities. Owners 
with large seropositive herds should immunise their breeding herds against PRRSV. 
1.3 Genetics of Disease Resistance 
1.3.1 General Principles 
A host is susceptible to a parasite if it cannot eliminate the parasite before it becomes 
established. A host is resistant if its physiological status can prevent the 
establishment or survival of the parasite (Schmidt and Roberts, 1996). Woolaston 
and Baker (1996) define resistance as 'the ability of a host to initiate and maintain 
responses to suppress the establishment of parasites and/or eliminate the parasite 
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load'. In order to select animals for resistance, there must be genetic variation 
between animals in their response to disease. The fact that some breeds within a 
species are more resistant to infection than others provides strong evidence that 
breeding for resistance is feasible. For example, in an experiment to investigate the 
susceptibility of British sheep breeds to bluetongue disease, infected Soay sheep died 
before showing clinical signs whereas Dorset Horn and Merino developed severe 
clinical signs before death (Jeggo et al., 1986). 
To take advantage of the variation between animals this genetic variation must be 
measurable. Measuring resistance is difficult and fraught with problems. Immune 
response, e.g. presence of antibodies to antigens, may give a method of measuring 
genetic variation in response to infection. However, a problem with selection on 
antibody presence, even when that does impart resistance, is that selection for a good 
response to one antigen does not necessarily mean a superior reaction to another 
antigen. Presence of receptors on cells that allow viral or bacterial infection is 
another measurable quantity. A locus on chromosome 13 encoding the porcine 
intestinal receptors for Escherichia coli K88ab and K88ac has already been 
mentioned (Edfors-Lilja et al., 1995), as has a locus on chromosome 6 controlling 
resistance to F19 fimbriated Escherichia coli, the causative agent of oedema disease 
and post weaning diarrhoea (Vogeli et al., 1996). These intestinal receptors 
constitute one component of innate resistance. 
Selection for disease resistance could be aimed at one or more of the following: 
• Influencing immune responsiveness 
• Altering the physiology of the animal preventing infection in the first place by, 
for example, changing cell receptors (Eaton and Gray, 1995) 
• Reducing the amount of parasite that an infected animal sheds thus reducing the 
force of infection against susceptible individuals 
• Preventing viral replication after cell penetration (Eaton and Gray, 1995). 
• Increasing the response to vaccination. 
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Cameron (1997) defines genetic improvement as the process of selecting animals of 
higher genetic merit than average to be parents of the next generation, such that the 
average genetic merit of their progeny will be higher than the average of the parental 
generation. Selection can be done on the basis of phenotypic measurement of 
resistance, a genetic test based on known genes or markers, or a combination of both. 
Selection for disease resistance on the basis of animal phenotype is not 
straightforward. Obtaining the parameters necessary to estimate resistance requires 
good field measurement of the disease status of the animals under selection or their 
relatives. The incidence of infectious disease is strongly influenced by 
environmental factors such as exposure to the pathogen (Soller and Andersson, 
1998). The measured response to infection depends on exposure to the pathogen 
which may differ greatly from individual to individual. The phenotypic variation 
between individuals thus reflects degree of exposure as well as response to infection. 
Another problem with field measurements is that the pathogen is not always present 
in the environment. One solution is to use the results of challenge experiments 
where animals are kept in highly controlled environments and challenged with 
uniform quantities of pathogen. Such experiments, however, are expensive. 
Identification of genes, with specific alleles which influence susceptibility to 
infectious disease, has opened up the possibility of rapid elimination programmes. 
Introgressing such alleles into a population is an alternative to phenotypic selection 
methods. 
Genome maps of human and mouse have identified many candidate genes for disease 
resistance traits in domestic animals. Once a candidate gene has been tested in the 
species of interest and markers for the gene(s) identified, it can be incorporated into 
the population. If the favourable alleles of the gene are in the population already, 
then marker-assisted selection techniques will help to produce a resistant population. 
Alternatively, if the alleles have to be introduced from a donor population, then 
marker-assisted introgression techniques have to be used. If the donor population is 
less productive or the genetic identity of the recipient population is to be retained, 
care needs to be taken to reduce, by identification of appropriate markers, 
incorporation of alleles that belong to the donor population which are linked to the 
genes of interest. 
1.3.2 Lessons from Mice 
A considerable amount of work has been done on the genetic basis of resistance to 
viral diseases in mice. Immune response genes were discovered in mice over 30 
years ago (Benacerraf et al., 1967). As long ago as 1984, genes that modulate virus 
infection had been shown to exist for at least eight families of virus (Brinton et al., 
1984). In many instances, a single genetic locus is responsible for the difference 
between susceptible and resistant strains. These loci are associated with particular 
strains of virus, providing more evidence that resistance to each virus must be 
selected for rather than selection for general disease resistance. However, Skamene 
et al. (1982) observed that natural resistance of mice to infection with Salmonella 
lyphimurium, Leishmania donovani and Mycobacterium bovis is regulated by what 
is now known to be the Nramp 1 gene on chromosome 1. These microorganisms are 
taxonomically and antigenically distinct and selection for resistance to any of these 
pathogens would result in resistance to them all. Mx proteins display antiviral 
activity against pathogenic RNA viruses (Haller et al., 1998). Resistance to 
influenza is conferred by a single gene, Mxl which is not normally expressed. 
Although there is evidence that individual loci may control resistance to disease, it is 
likely that for some diseases, disease resistance should be treated as a trait with 
quantitative characteristics (Raadsma, 1995). 
1.3.3 Examples in Domestic Animals 
A considerable amount of work has been done investigating a variety of diseases in 
sheep, cattle, pigs and poultry. Consideration will be given here to a number of the 
better documented examples. Nematode resistance in sheep has attracted a good deal 
of attention. Stear et al. (1996) describe the factors that account for the variation in 
resistance to infection by Ostertagia circumcincta among sheep within a flock. 
These factors include dam, sire, sex, date of birth and history of exposure to 
infection. Bishop et al. (1996) used heritability estimates of log transformed faecal 
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egg count to demonstrate that genetic variation exists between sheep for acquired 
immunity to infection. It has been shown that in Merino sheep, resistance to 
Haemonchus contortus is a heritable trait and that the sheep respond to selection 
(Woolaston and Piper, 1996). Woolaston and Baker (1996) describe three 
approaches for including resistance in breeding programs. These are breeding for: 
• resistance (reduced parasite numbers, as determined by faecal worm egg count); 
• resilience (production during parasitism); 
• number of treatments required during parasitism. 
Heritability estimates for faecal egg count are generally in the range 0.2-0.4 (Gray, 
1995), 0.09 for resilience (Albers et al., 1987) and 0.05-0.14 for reduced treatments 
(Bisset etal., 1994). 
Morris (1998) reviewed 12 sheep and 3 cattle selection experiments in New Zealand 
and Australia. These experiments cover a wide range of disease traits resulting from 
infection by both micro- and macro-parasites: resistance to nematode parasites, facial 
eczema, ryegrass staggers, bloat, bodystrike, dermatophilosis and cattle ticks. Morris 
(1998) estimated the average single-record heritability across all diseases and all 
flocks/herds to be 0.28, comparable with production traits such as milk yield, body 
weight or fleece weight. Major genes have been implicated for resistance or 
susceptibility to nematodes, bloat and cattle ticks. 
In turkeys, it is possible to improve antibody response to Newcastle disease virus and 
Paste urella multocida by selection for improvement in antibody response to each 
antigen (Sacco et al., 1994). 
Resistance to Marek's disease in chickens was recognised as a genetic trait more than 
60 years ago (Calnek, 1985). Since then the disease has received much attention. 
Afraz et al. (1994) bred four generations of White Leghorn chickens using divergent 
selection on the basis of delayed-type hypersensitivity wattle reaction to BCG 
antigen. High and low line animals were selected for high and low wattle reaction 
respectively. Significant differences between lines were measured for resistance to 
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Marek's disease. In the fourth generation, disease incidence in the high and low 
lines was 69.8% and 37.5% respectively. Mortality was 30.1% for the high line and 
10.9% for the low line. These results are based on 63 birds in the high line and 64 in 
the low. In a genome-scan using 127 genetic markers covering approximately 68% 
of the genome, seven significant quantitative trait loci (QTL) and seven suggestive 
QTL have been associated with one or more Marek's disease traits (Yonash et al., 
1999). Each QTL accounted for 2-10% of the variation in resistance and, in general, 
resistance was dominant. 
Mallard et al. (1998) present the results of eight generations of selection for high and 
low immune responsiveness in Yorkshire pigs. Selection was based on estimated 
breeding values of antibody and cell-mediated immune responses. Divergence 
between the lines was seen between generations 1 to 3 with little or no response after 
generation 4. High line pigs had significantly higher antibody responses to various 
antigens with the generation 4 and 8 high line pigs suffering significantly less 
peritonitis and pleuritis following infection with Mycopiasma hyorhinis. These pigs 
did, however, have more severe arthritis. This was possibly as a result of the 
formation of immune complexes or more severe inflammatory responses based on 
antigen-specific cell-mediated immune responses. The high line pigs had higher rate 
of live-weight gain than the low line and control pigs. It is considered that this may 
be due to lower incidence of subclinical disease helping to maintain appetite and 
preventing energy diversion to other body systems. Alternately it may be due to 
indirect effects on genes which regulate growth, or because of a founder effect. 
Neonatal diarrhoea is largely caused by Escherichia coil strains. E. coli adheres to 
the intestinal mucosa facilitating the colonisation of the small intestine. The 
adhesion is promoted by adhesins such as K88, K99, 987P and F107 (Edfors-Lilja et 
al., 1986). Seliwood et al. (1975) observed that the phenotype lacking the receptor 
for E. co/i K88ac was resistant. The loci encoding the porcine intestinal receptors 
for E. co/i K88ab and K88ac were assigned to chromosome 13 by linkage analysis 
using a three-generation pedigree (Edfors-Lilja et al., 1995). Presence of the 
receptor resulted in poorer daily gain during the first weeks of life but had a 
beneficial influence on daily lean growth during the fattening period (Edfors-Lilja et 
al., 1986). 
Oedema disease and post-weaning diarrhoea occur in pigs aged 4 to 12 weeks and 
are also caused by E. coli (Vogeli et al., 1996). The fimbriae F18 has been 
associated with oedema disease and post-weaning diarrhoea Susceptibility to 
colonisation by an E. coli strain with fimbriae Fl 8ab is controlled by a dominant 
allele. The Fl8ab receptor gene (ECF18R) has been mapped to chromosome 6. 
The foregoing examples covering a wide variety of animals and diseases demonstrate 
that selection for disease resistance is feasible. However, the examples do not 
necessarily demonstrate that selection for disease resistance is worthwhile. To 
address this question we must turn to disease epidemiology. 
1.4 Introduction to Epidemiology 
Epidemiology is the study of disease in populations and of factors that determine its 
occurrence. There are five objectives of epidemiology: 
• determination of the origin of a disease whose cause is known 
• investigation and control of a disease whose cause is either unknown or poorly 
understood 
• acquisition of information on the ecology and natural history of a disease 
• assessment of the economic effects of a disease and analysis of the costs and 
economic benefits of alternative control programmes 
• planning and monitoring of disease control programmes. 
This thesis is concerned with the last of these objectives, considering the effect of 
genetic improvement of pigs on the epidemiology of infectious diseases and how 
genetic improvement may be incorporated into disease control programmes. 
In 1760 David Bernoulli (quoted in Anderson and May, 1992) applied mathematics 
to the study of infectious diseases. He evaluated the effectiveness of the techniques 
of variolation against smallpox, hoping to influence public health policy. This 
appears to be the first attempt to apply mathematics to epidemiology. In 1840 
William Farr fitted a normal curve to smoothed quarterly data on smallpox deaths. 
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Hamer (1906) postulated that the course of epidemics depends on the contact rate 
between susceptible and infected individuals, one of the most important concepts in 
epidemiology. This is the 'mass action principle' where the net rate of spread of 
infection is assumed to be proportional to the density of susceptibles multiplied by 
the density of infectives. Ronald Ross (1908) translated the problem from a discrete-
time model to a continuous-time framework in his work on the dynamics of malaria. 
The two most fundamental parameters of any epidemiological model are the 
transmission coefficient and the recovery rate. The transmission coefficient is 
defined as the expected number of new infections per infectious individual per 
susceptible individual per unit of time. The recovery rate is the inverse of the period 
for which an individual remains infectious and is defined as the expected number of 
recoveries per unit of time. 
1.4.1 Threshold Theory 
A fundamental theory in epidemiology is the threshold theory (Kermack and 
McKendrjck, 1927). This states that for an epidemic to occur the contact rate 
between the susceptibles and infectives has to be above a certain threshold value. 
The contact rate depends on the density of the population. The threshold value also 
depends on the infectivity of the parasite and the susceptibility of the host. For most 
pathogens and hosts, contact rates and susceptibility and infectivity levels are 
unknown and, therefore, so is the threshold value associated with these parameters. 
The definition of infectivity used in this thesis is 'the amount of pathogen shed by an 
infected individual' (Dc Jong et al., 1994). This contributes to the force of infection 
against susceptible individuals and is, perhaps, under genetic control. Reducing the 
susceptibility and/or the infectivity of the host may, arguably, change the 
epidemiology of the disease. If it is possible to reduce susceptibility or infectivity far 
enough then it will be possible, in principle, to interrupt the disease process entirely. 
The threshold theory is encapsulated in the quantity R, the effective reproductive rate 
of the microparasite. At equilibrium, R = 1 and each infectious individual passes on 
the infection to one susceptible individual. If we assume that the host population is 
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homogeneously mixed then the number of secondary cases is linearly proportional to 
the probability that any one random contact is with a susceptible individual. Of 
particular interest to epidemiologists is the basic reproductive ratio, R0. R0 is the 
expected number of secondary infections caused by the introduction of a single 
infected individual into a population of totally susceptible individuals. When only a 
fraction x of the population is susceptible then the effective reproductive rate, R, is 
defined as R = R0x (Anderson and May, 1992). If x is the population proportion 
that is susceptible at equilibrium then Rox* = 1. If R0 is less than 1, then the 
expectation is that an epidemic will not occur. If R0 is greater than 1 then the 
infection is expected to spread and an epidemic will occur. When R0 is larger than 1, 
for the establishment of a parasite there is the further requirement that the population 
size N exceed a certain threshold magnitude, NT (Anderson and May, 1992). 
R0  has been estimated for transmissible gastroenteritis (TGE), to be approximately 
4.0 for fattening pigs and 2.0 for breeding herds (Hone, 1994). Thus, the 
introduction into a breeding herd of a single individual infected with TGE virus, will 
result in approximately 2 secondary infections. These, in turn, will result in 2 more 
infections each, and so on. 
1.4.2 The need for the modelling approach 
There are three obvious advantages to modelling rather than experimentation. 
Firstly, models may be developed and run at low cost, especially when compared to 
the cost of performing experiments involving epidemics. Secondly, models 
(sometimes) produce results quickly. Thirdly, models allow exploration of a wider 
range of scenarios. If a selection experiment were implemented to improve disease 
resistance in pigs, it would be one year before the first generation of selected pigs 
was ready to breed to produce the second generation. Several generations are 
required to see the benefits of selection for disease resistance, involving years of 
work. 
Less obvious, perhaps, are the benefits of using models to investigate complex 
biological systems. The act of writing down the factors which influence the system 
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of interest may reveal complexities that are not obvious. If a model is developed that 
includes several different factors,, each contributing to the outcome, then it can be 
relatively simple to determine the effect of each factor on that outcome. The 
relationships between the factors can be investigated in a way that would not be 
possible without a mathematical model. 
An example of using models to investigate different phenomena is provided by Dc 
Jong (1995) where two interpretations of epidemic models are described - true mass 
action and pseudo-mass action. In the simplest case, both models include two classes 
of animals, S. susceptible animals, and I, infected animals. Both models assume that 
the density of the population is constant. The two models differ in that one includes 
population size in the estimation of infection spread, the other does not. In the true 
mass action model, the rate of change of I is proportional to SIN where N is the 
number .of animals in the population. In the pseudo-mass action model, the rate of 
change of I is proportional to SI. The outcome of the two models can be different. 
For example, the basic reproductive ratio is independent of population size under the 
true mass action implementation whereas the transmission coefficient is inversely 
proportional to the population size. Under the pseudo-mass action assumptions, the 
basic reproductive ratio increases with increasing population size but the 
transmission coefficient is constant. The decision as to which formulation is most 
applicable to a particular host/parasite depends on the specific setting. It is necessary 
to set up the model and compare the outcome of the model with field data. 
1.4.3 Parameters Involved in Epidemic Models 
The most common parameters used in epidemic models are birth rate, mortality rate, 
infection rate, infectious periods and disease dependent mortality. More complex 
models may include length of latent period and, where applicable, rate of loss of 
immunity. 
In a modern intensive farm, birth, mortality and contact rates are easily obtained or 
defined. Estimating the length of latent and infectious periods is usually not 
problematic and these periods are well known for many diseases. However, these 
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parameters are usually estimated across the whole population and, for example, 
information about how a parameter depends on age is generally not available. 
Serological testing can give estimates for possible loss of immunity after a disease 
outbreak. 
The most difficult parameter to estimate is the transmission coefficient which 
frequently is estimated by iteration. A model is developed and various values used 
for the transmission coefficient until a model that reflects the observed situation is 
achieved. 
1.4.4 Modelling Infectious Disease 
This section looks at different epidemic models, starting with simple models, then 
introducing complexity. Both deterministic and stochastic models will be discussed. 
Watt et al. (1995) define deterministic models as mathematical models that assume 
that the parameters and variables are not subject to random variation and that the 
state variables are continuous quantities. Stochastic models are defined as 
mathematical models that take into consideration the effects of random variation in 
one or more parameters or variables. The predictions of these models are therefore 
probability distributions rather than single points. 
The simplest of epidemic models make several assumptions, some of which make 
them rather unrealistic. These often include: 
• The disease is transmitted only by contact between an infected individual and a 
susceptible individual 
• There is no latent period for the disease, hence the disease is transmitted 
instantaneously upon contact 
• All susceptible individuals are equally susceptible and all infected individuals are 
equally infectious 
• The population is fixed in size 
The first and last assumptions are also common to more sophisticated models. 
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1.4.4.1 Detemiinistic Models 
One of the simplest epidemic models is the Reed-Frost model (Frost, 1976). The 
population comprises susceptible (S), infected (C) and immune animals (I). 
Assuming the period of infectiousness is short and the latent period constant, then the 
infection spread occurs in stages. The relationship between the number of cases and 
the number of susceptibles over time is 
C,.i=S1(1_qCt) 	 (1.1) 
where C+ is the number of cases at time t + 1, St is the number of susceptibles at 
time t and q is the probability of an individual failing to make effective contact. The 
time interval, t, is usually taken to be the latent period of the infectious agent. The 
immune group is the total number of animals which were infected in the previous 
periods, i.e. I+ = I + C. When (1 - q)S> 1 the epidemic can continue. Otherwise, 
the infected animal(s) will recover before the infection can spread. The model 
assumes that all animals are equally susceptible and equally infectious. The model 
requires information about successful contacts between infected and susceptible 
animals. Such information is not available for most pathogens and is usually 
estimated empirically from observed epidemics. De Jong (1995) points out that this 
model is not a true mass action model as it fails to take account of the population 
size. The true mass action formulation of the Reed-Frost model (equation 1.1) is 
C, 1 = S,(1 - -,OCTIIV 
	
(1.2) 
In this formulation, the infection rate depends on the population size, N. The 
parameter q has been replaced by a function of 13,  the expected number of infections 
per infectious individual per susceptible individual per day, assuming that T = one 
day. 
Figure 1.1 shows the progress of an epidemic using the Reed-Frost formulation with 
q = 0.996, t = one day and an initial population of 1000 animals, one of which is 
infected. The figure shows that within 8 days, the epidemic is over but that not all 










Figure 1.1. Epidemic curve simulated using Reed-Frost Model, q = 0.996, N = 1000 
Replacing q with 0 = 4 provides the true mass action result. The results of the two 
formulations are very similar. Table 1.1 lists the number of animals in each category 
at each time step of the epidemic. The product of the probability of making a 
successful contact and the susceptible population size is in the final column. 
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Table 1. 1. Numbers of Susceptible, Infected and Immune Animals and the 
probability that an infected animals makes a successful contact multiplied by the 
number of susceptible animals at each time step during an epidemic simulated using 
the Reed-Frost model 
Time t No of Infected 
Animals Ct 
No of Susceptible 
Animals St 
No of Immune 
Animals I 
(l-q)S 
0 1 1000 0 4 
1 4 996 1 3.98 
2 16 980 5 3.92 
3 60 920 21 3.68 
4 197 722 81 2.88 
5 395 327 279 1.31 
6 260 67 674 0.27 
7 44 24 934 0.09 
8 4 20 977 0.08 
9 0 20 981 0.07 
The epidemic starts to decline when the probability of making an effective contact 
(1 -q) multiplied by the number of susceptible animals in the population falls below 1, 
which as can be seen in table 1. 1, occurs after 5 days. The epidemic could not start 
in the first place if this was true for the population at time t = 0. 
A more common, but less simple, model for disease transmission is the Kermack-
McKendrick model, which is also known as the Susceptible, Infectious, Removed 
(SIR) model. In these models, the population, of constant size N, comprises 
susceptible (5), infective (J) and removed (R) individuals. The infectious class is 
usually denoted by I but to avoid confusion with the fraction of the population ever 
infected (I) described later, shall be denoted by J here. Animals are removed from 
the infectious class, either by recovering or dying, at a rate y  and susceptibles are 











—=7(1 	 (1.5) 
The transmission coefficient, 13, combines factors, including contact rates, that affect 
transmission rates and can thus be tailored to suit different episodes of the same 
disease. These factors may be epidemiological, environmental or social. However, 
direct measurement of 13 is essentially impossible for most infections (Anderson and 
May, 1992). 
Examining the rate of change of the number of infected individuals in the population 
more closely (equation 1.4), it can be seen that dJ/dt> 0 if and only if the number of 
susceptibles at time t, S(t) > 'y/3. As there are no new susceptible individuals 
introduced to the population, if S(0) <yIj3, where S(0) is the number of susceptibles 
in the population at time 0, then dJ/dt < 0 for all t and there will not be an epidemic. 
A problem with the model is that the susceptibility of all susceptible individuals is 
equal and infected individuals are all equally infectious. The requirement that no 
new individuals are allowed to enter the population also makes it unrealistic in many 
situations, particularly that such as a farm. 
In a closed population with no recruitment of new susceptible animals, any epidemic 
will eventually die out. Of interest as the maximum proportion of the population that 
will be infected at any one time (y) and the total proportion infected during an 
epidemic (I). Anderson and May (1992) demonstrate how these values can be 
obtained for a closed population. Let s(t) be the proportion of the population that is 
still susceptible at time t and j(t) the proportion that is infected at time t. ?(t) is the 
force of infection at time t and is related to 13  by X(t) = f3J(t), and assuming that in the 
early stages of the epidemic that s = 1 Anderson and May (1992) define 
ds/dt = X(t)s(t) 
	
(1.6) 
dldt='y?(t)(Ros(t)— 1) 	 (1.7) 




dj/ds = -1 + l/(Ros) 	 (1.8) 
Under the assumptions stated above (i.e. s(0) 1 and J(0) = 0) this integrates to give 
j(t) = 1 — s(t) + (ln(s(t))IR (1.9) 
Substituting s = hR0 (when dAldt = dJ/dt = 0 in 1.7) into 1.9 gives the point at which 
the proportion of the population that is infected is at a maximum, Ymax  
Ymax= 1-(l+ln(Ro))/Ro 	 (1.10) 
Also from 1.9, letting t —+oo, then j — 0 and s —* (1 - I) where (1 — I) is the 
proportion of the population that remains susceptible at the end of the epidemic and I 
is the proportion of the population that are infected during the course of the 
epidemic. Then I is related to R0 by 
I = 1 — exp(-Rol) 	 (1.11) 











Figure 1.2. Relationship between R0 and I and Ymax. 
For fattening pigs with TGE, R0 is estimated to be 4.0 (Hone, 1994) so the maximum 
proportion infected at one time is expected to be 0.4 and 98% of the animals will 
eventually succumb to infection, if no intervention is made. The remaining 2% will 
still be susceptible to the infection. 
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The model can be extended to allow heterogeneous populations to be investigated. 
For example, age-specific transmission rates can be built in by considering each age 
class separately. The above equations then become: 
as as 
—+— = –13(a)S(a,t)J 	 (1.12) 
at ôa 
alai 
= /3(a)S.J(a,t) –y(a)J(a,t) 	 (1.13) 
at aa 
aR aR 
—+—=y(a)J 	 (1.14) 
at aa 
where 13(a) = transmission coefficient 
y(a) = per capita recovery rate 
The recovery rate may or may not be age-specific. This model allows diseases such 
as pseudorabies to be modelled more realistically. Very young pigs are far more 
susceptible to pseudorabies than mature animals. Other possible extensions allow for 
disease-dependent and -independent mortality and migration where, usually, all new 
animals are considered to be susceptible. In these circumstances it is no longer true 
that if S(0) <,y/13 then there will be no epidemic. 
This model can be incorporated into either a deterministic or stochastic framework 
and modified to include other classes such as latent individuals, that is individuals 
which have been infected but as yet are not infectious. The advantage of the 
deterministic model is that it allows the biological process being modelled to be 
written down in mathematical terms that can be understood relatively easily. The 
equations given above for the SIR model are not difficult to follow and it is easy to 
see what happens when the parameters are changed. For example, increasing the rate 
at which animals recover, y, it can be seen immediately that the number of infectious 
animals decreases and the number of susceptible animals which become infected also 
decreases. 
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Deterministic models give point estimates for the different classes of animals. The 
advantage of stochastic models is that they give probability density functions for 
various outcomes, e.g. for the numbers of animals in each class and the probability of 
an epidemic. Probability density functions for the proportion of the population that 
is infected by time t, or, conversely, the time until a given proportion of animals 
become infected can also be estimated. 
1.4.4.2 Stochastic Models 
A simple stochastic model (Renshaw, 1991) for the spread of disease through a 
population is given below. Let X(t) = number of susceptibles and Y(t) = number of 
infectives in the population at time t. In the time interval (t, t + h), for small h, we 
have the following transition probabilities 
Pr{(X,Y)-+(X-1,Y+1)} =J3XYh 	infection 
Pr{(X,Y) -* (X, Y - 1)} 	= yYh 	, recovery 
where 13  is the transition rate for infection and y is the transition rate for recovery. 
The probability that, at time t, there are i susceptibles and j infectives is thus 
p1 (t) = Pr{X(t) = i, Y(t) = j)  and 
p, (t + h) = fJh(i + 1)(j - 1)p+- (t) + (J + l)p,+ (t) + [1 - (fl/ + j)h]p (t) 	(1.15) 
Dividing both sides by h and letting h tend to zero provides the following differential 
equation. 
dp / dt = fi(i + 1)(j - l)p+,_ (t) - (flu + y)jp, (t) + y(j + l)p, 1 (t) 	 (1.16) 
This equation is intractable and the problem is simplified by treating infection spread 
as a 'birth and death' process equating infection to birth and recovery to death. If we 
start with Y = 1 infectives then transition rates I3XY are close to nI3Y  for small Y, n 
being the population size. Setting y/13p  then if n:5 p a major outbreak, i.e. one that 
does not die out quickly, cannot occur. If n> p an outbreak occurs with probability 
p/n that it is minor, i.e. dies out quickly, and 1-p/n that it is major. The average size 
of an epidemic, starting with the number of inlectives, a, is approximately an/(p - n) 
if n < p and (p/n)a[ap/(n - p)] + [1 - (p/n)a](r - a) if n> p where r is the unique 
positive root of a - r + n[1 - exp(-r/p)] = 0. The average time of the epidemic is Taw 
y'1og(a + n). 
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These results apply only to a situation where the population is homogeneous. It is 
possible to extend the results to model heterogeneous populations and allow for 
changes in an animal's susceptibility due, for example, to age. However, the results 
given above cannot be applied directly to such a model. 
1.4.4.3 Modelling Heterogeneous Populations 
De Jong et al. (1994) developed an algorithm that calculates the value of R0 for a 
general infection introduced into a highly structured pig farm situation with a 
heterogeneous population. The model is deterministic, giving a point estimate for 
R0. The farm is modelled as a closed system with sows being replaced by stock 
reared on the farm. The algorithm can be used to model farms of any type or size 
assuming that the structure can be clearly defined and that the population density on 
large farms is the same as that on small farms. 
In the model pigs are allocated to 'types' and stay that type for a fixed period of time. 
The type describes the physiological status of an animal, which determines how 
susceptible or infectious it is. The algorithm makes use of the contact between pigs, 
the path pigs take through the farm and their infection-independent survival 
probability. All these parameters depend on the pig type. Each type of pig has a 
value for 'susceptibility', g, and an 'infectivity', f These may be changed as 
infection progresses or remain constant throughout infection, depending on the 
biology of the disease. For example, piglets are often more susceptible to a 
particular infection than adult pigs. Probability of infection may be calculated from 
susceptibility as 1 -exp(-g,At) where is the concentration of infectious material and 
At is the exposure time. Figure 1.3 shows how the probability of infection increases 
as the time of exposure to infectious material changes. If susceptibility to disease is 
fixed at 0.5 then for an exposure time of 1 unit, the probability of infection never gets 
above 0.2 even when the concentration of infectious material is high. When 
exposure time is 100 units, the probability of infection becomes 1 for low 
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Figure 1.3. Effect of concentration of infectious material on probability of infection. 
g, = 0.5, exposure time from top line to bottom line = 100, 10, 5, 2 and 1 time unit. 
The algorithm starts by introducing an infected animal of type 1, defined as the index 
case. This pig is followed round the farm for the duration of the infection as it 
infects other pigs. A matrix, E, is formed containing the sum of infection shed by the 
index case as it makes contact with other pigs. The total amount of infection 
depends on the probability that the pig leaves its current type alive and on the length 
of time since the start of the infection. The procedure is repeated for all types of pig. 
The disease transition matrix (De Jong et al., 1994), M, summarises the disease 
transmission and is given by 
y  M =Jgc11 e, (1.17) 
for all i and j, where Cii  is the contact between type i and type 1, mij is the expected 
number of secondary cases of type i caused when the index case is type] and n is the 
number of types. The dominant eigenvalue of M, is R 0 (De Jong et al. 1994) 
1.4.4.4 Models of Specific Pig Diseases 
Several models of infectious diseases in pigs have been developed. These have been 
used to estimate amongst other things, transmission rates and culling strategies. 
Outlines of these models are given in Sections 1.4.4.4.1 to 1.4.4.4.3. 
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1.4.4.4.1 Deterministic Model for Transmissible Gastroenteritis 
Hone's (1994) deterministic model of disease transmission for transmissible 
gastroenteritis has a population defined by susceptible (S), latent (L), infectious (1) 
and immune (R) individuals. The model allows immune animals to lose their 
immunity and become susceptible again. The changes in the number of animals in 
each state can be described by the following differential equations: 




411 =ciL-(b+a+v+c)I (1.20) 
dt 
'!-. =aR +vI-(b +w+c)R (1.21) 
dt 
where a is the per capita birth rate, b is the disease independent death rate, c is the 
per capita culling rate, 3 is the transmission coefficient, a is the inverse of the latent 
period, a is the mortality rate from the disease, v is the recovery rate and w is the rate 
of loss of immunity. Migration of pigs occurs at a rate i and all new pigs are 
assumed to be susceptible. 
Hone (1994) uses this model, parameterised with published data, to describe the 
transmission of TGE. It is used to estimate 
• Delay before detection of TGE; 
• The effect of the disease in populations of breeding pigs, finishing pigs and feral 
pigs. 
No consideration is given to the age of the pigs, genotype, innate immunity or 
vaccination. Infectivity and susceptibility are assumed to be constant for all pigs and 
contact between pigs is assumed equal across all pigs. This means that the number 
of new infections in a given time interval produced by a given number of infectious 
pigs increases without limit in direct proportion to the number of susceptible pigs. 
Should the number of susceptible pigs exceed the threshold host number (KT) then 





The number of secondary cases per infectious pig, R0, is S/KT. This is derived from 
equations 1.19 and 1.20 by setting dL/dt and dL'dt to zero, as is the case when R 0 = 1. 
Some of the parameters for the model are known from vast experience in pig 
husbandry. Adult sows produce about 10 live piglets/litter and 2-2.4 litters/year. In 
breeding herds, birth rate per sow (a) is assumed to be 20/365 = 0.0548/day. Death 
rate in the absence of disease is assumed to be 17% per year, b = 0.0005/day. The 
latent period for TGE is estimated as 18-72 hours (Mohanty and Dutta, 1981), and 
infected pigs shed virus for 2-3 weeks. The mean recovery rate is therefore 
0.057/day (Saif and Bohi, 1986). Mortality in adult pigs is estimated to be 10% and 
95% for piglets in the first outbreak (Ferris, 1971). Mortality rate is taken as 
instantaneous mortality (im) divided by duration of the infectious period. For the 
fattening herd, im -ln( 1 -(disease induced mortality))/duration of infectious period = 
-ln(0.9)/1 7.5 = 0.006/day. This ignores the high mortality rate amongst piglets 
during an outbreak. Parameters are estimated for (i) all pigs and (ii) finishing pigs. 
Estimates of transmission coefficients were obtained by iteration, fitting the model 
until the results matched those observed. Loss of immunity was assumed to take 
place 3 months after infection, or post-weaning for uninfected piglets. The model 
predicted R0 > 1 for both fattening herds (R0 = 4) and breeding herds (Ro 2). These 
estimates are for outdoor herds and are likely to underestimate the spread of TGE for 
closed intensive farming methods. 
1.4.4.4.2 Deterministic Model for Pseudorabies 
Smith and Grenfell (1990) used a fully age-structured deterministic model of the 
population biology of a pseudorabies epizootic in a farrow-to-finish operation to 
examine the disease-related change in productivity following an initial disease 
episode. The model allows two classes of susceptible pig; one made up of pigs that 
have never been exposed to pseudorabies virus (PRY), the other of previously 
infected pigs. As PRY survives in the environment, environmental sources of virus 
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are included. The model assumes constant population size with culled sows being 
replaced by guts reared on the farm. 
The model purports to demonstrate that there is a threshold density for susceptible 
individuals below which the virus will eventually be eliminated from the herd. With 
this result, test and removal strategies will hasten virus elimination when herd 
density is already below the threshold density. The authors conclude that the most 
important determinants of virus persistence are herd size and the density at which 
sows are maintained. Enzootic infection is more likely in breeding herds with >66 
SOWS. 
This is possibly inconsistent with the findings of Bouma et al. (1995) who provided 
an experimental demonstration which showed that infection does not depend on 
population size. Four groups of vaccinated pigs were held in pens where the density 
of animals was the same in all sets of pens. One group contained 9 pigs, two 
contained 10 pigs and the fourth had 40 pigs. At the start of the experiment the pigs 
were all vaccinated with a vaccine that reduces clinical symptoms but does not 
prevent infection. Then half the pigs in each group were selected at random and 
inoculated intranasally with pseudorabies virus. Transmission of virus was estimated 
using a stochastic SIR model and estimates of transmission did not differ between the 
groups. If the spread of infection did depend on population size, it would be 
expected that the estimate of transmission would be higher in the large group than in 
the small ones. In these experiments Bouma et al. (1995) demonstrated that PRV 
can spread even in small populations and that transmission of PRV apparently does 
not depend on population size. The possibility remains, however, that transmission 
of PRY depends on the density of the population. 
1.4.4.4.3 Stochastic Model of Pseudorabies 
Damrongwatanapokin (1993) used a stochastic model to determine the effectiveness 
of different strategies for the elimination of pseudorabies from swine farms of 
various sizes. The model, simulating spread of disease over a 250-week period, 
demonstrated that there are five possible results from the introduction of a single 
infected individual into a farm: 
• The single infected individual does not cause an epidemic 
• PRV spreads rapidly through the herd and is eliminated by 250 weeks 
• PRV outbreak recurs as PRV prevalence declines 
• PRV prevalence remains high through the 250 weeks 
• PRV appears to spread slowly and the prevalence is low through the 250 weeks 
The model allowed pigs to have differing contact rates and mimicked the population 
dynamics and individual animal's movements in confined breeding units. The 
conclusions of the investigation are, as might be expected, that the probability of 
virus elimination increases as culling rates or segregation of infected animals 
increases. If segregation is combined with aggressive culling, the probability of 
eliminating PRV from a herd is higher than if only segregation or culling is used. 
This is in agreement with the findings of Smith and Grenfell (1990). 
1.4.4.5 Genetic Epidemiological Models 
A genetic epidemiological model (GEM) is an epidemiological model which 
includes information about host genotype in determination of the transmission 
coefficient or susceptibility/infectivity of the host. This is a very new area with few 
published examples. 
Bishop and Stear (1997) developed a GEM for modelling responses to selection for 
resistance to gastro-intestinal parasites in sheep. Their model incorporates between-
animal variation for pasture intake, the proportion of larvae ingested from the pasture 
which survive to become adults, the fecundity of the mature worm with density 
dependent control and the worm mortality rate. Each component is partitioned into 
genetic, permanent and temporary environmental components which are age 
dependent. When the model was used to mimic responses to selection for resistance 
to infection in the lamb, the response to selection was curvilinear with responses 
initially being large and then declining over time. The initial response to selection 
was higher than predicted by quantitative genetic theory because the epidemiology of 
the disease changed as the animals' genetic resistance improved. Correlating pasture 
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contamination levels across years resulted in even greater apparent responses to 
selection 
Stringer etal. (1998) described a mathematical model of the dynamics of scrapie in a 
sheep flock. The model assumes that susceptibility to scrapie is governed by a single 
locus with susceptible and resistant alleles. Susceptibility is assumed to be partially 
dominant giving three genotypes. These are: fully susceptible, partially susceptible 
and fully resistant. The model does not include the effect of selection for resistance. 
Rather, it estimates the duration and spread of infection within a population where 
natural selection occurs due to mortality of fully susceptible animals. The model 
predicts that the epidemic will be terminated by a reduction in the relative frequency 
of susceptibility alleles. The frequency of the susceptibility alleles predicted at the 
end of the outbreak is nonzero as the density of susceptible sheep in the population 
falls below the threshold necessary to sustain the outbreak. 
1.5 Discussion 
There is a large amount of information on disease biology, on genetics of disease 
resistance and on epidemiology and modelling epidemics. This information has 
rarely been combined to enable an overall breeding strategy to be stringently 
formulated and assessments of the consequences made. 
Epidemiological models can provide a vast amount of information about how disease 
will spread through a population (Renshaw, 1991, Anderson and May, 1992, De Jong 
et al., 1994). The effects of control strategies can be incorporated into these models 
providing estimates of the benefits of, say, vaccination against a pathogen or culling 
in the presence of the pathogen (Bouma et al., 1997, Smith and Grenfell, 1990). 
Expected economic costs of disease can be estimated by modelling disease 
dependent mortality or the effect of disease on productivity (Thrusfield, 1995). 
What modellers have failed to provide so far is an estimate of the effect of breeding 
animals for reduced susceptibility on the epidemiology of microparasitic infectious 
disease. Models of nematode infection in sheep have demonstrated that the genetic 
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resistance of sheep regulates disease epidemiology (Barnes and Dobson, 1990). The 
more resistant sheep lead to lower pasture larval contamination and these sheep 
require fewer anthelmintic treatments to keep parasite burdens below a pre-defined 
threshold. Resistant sheep put fewer parasites back onto the pasture which lowers 
the challenge to all sheep, resulting in lower parasite contamination with even lower 
challenge, and so on. Including information about host resistance in epidemic 
models will also allow this phenomenon to be investigated for microparasitic 
infections. 
Genetic epidemiological models may be used to investigate how an epidemic affects 
the population at different stages during the selection process. The probability of an 
epidemic, proportion of animals infected, duration of epidemics and disease 
dependent mortality are all dependent on the epidemiological parameters of the 
disease. As genetic selection for resistance changes these parameters, subsequent 
changes in the outcomes can be quantified. Therefore, genetic epidemiological 
models should make it possible for animal breeders to make informed decisions 
about when it is appropriate to implement a selection programme including disease 
resistance. 
Accurate estimates of the epidemiological parameters of the disease need to be 
obtained before this is possible. Estimation of the rate of genetic progress in 
reduction of population susceptibility is particularly difficult. One of the objectives 
of this thesis is to provide the information necessary to make a decision on whether 
or not the effort required to obtain these parameter estimates is worthwhile. 
Assuming that selection for disease resistance is possible, it is unlikely that it will be 
possible to produce a resistant population and then to forget about disease. It is 
highly probable that, under selection pressures from the now highly resistant host, 
the pathogen will co-evolve. This may well require identification of, and selection 
for, new resistance traits in the host and so on. 
The next chapter develops a genetic epidemiological model at the simplest realistic 
level for a structured pig farm. It describes a discrete-time genetic epidemiological 
model investigating the effect of selection for disease resistance on the basic 
reproductive ratio and the proportion of pigs infected during an epidemic. 
In Chapter 3, a generic stochastic epidemic model is developed for a heterogeneous 
pig population and the output that can be obtained from this type of model is 
described. Chapter 4 then expands this model to incorporate selection for disease 
resistance using transmissible gastroenteritis as a case study. 
Chapter 5 demonstrates the use of stochastic epidemiological models as a tool for 
parameter estimation. Porcine respiratory and reproductive syndrome is a recent 
disease and it is used to illustrate the problems associated with parameter estimation 
and the type of information that is required to obtain these estimates. 
Chapter 6 is a general overview of the thesis looking at the benefits and problems 
with GEMs and discussing what needs to be done next. 
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2 'Discrete-Time Genetic Epidemiological Models (GEMs) 
2.1 Introduction 
There is substantial evidence that resistance to many diseases has a genetic 
component, examples of which are given in Chapter 1. Studies show that selection 
for resistance is feasible, should suitable traits describing resistance be identified. 
However, moving from this position to predicting the consequences and benefits of 
selection is a difficult step. Altering host genotype for resistance will alter the 
transmission of disease through the population, hence the challenge faced by each 
animal. Thus there is an interaction between host genotype and the epidemiology of 
the disease. Therefore, to quantify the effects of selection, it is necessary to use 
epidemiological models to describe the disease dynamics. 
The aim of this chapter is to outline a genetic-epidemiological model (GEM) for 
quantifying the effect of selection for disease resistance traits on the epidemiology of 
disease in domestic animals. The model is applied to a hypothetical viral disease in a 
population of pigs. The model is implemented in two ways: to investigate selection 
for reduced susceptibility/infectivity to a disease and introgression of a major 
resistance gene. The results are presented and their implications discussed. 
The discrete-time model adapts the methodology of De Jong et al. (1994) as 
described in the previous section. The model calculates the values of the basic 
reproductive ratio, R0, for a general infection introduced into a highly structured pig 
farm with a heterogeneous population. The model described in this chapter uses the 
methodology of De Jong et al. (1994), but incorporates genetic improvement with 
respect to resistance to disease. 
'The material in this chapter has been published in Animal Science, 1999, 69, (543-551) 
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2.2 Materials and Methods 
2.2.1 Farm Structure and Basic Algorithm 
Disease spread on a 500 sow farrow-to-finish pig farm is modelled in this thesis. 
The farm structure is outlined in Figure 2.1. Each box denotes a class of animal and 
shows how long the animal is in that class. The proportion of animals moving from 
one class to the next is given on the solid arrows. Dashed arrows indicate where 
there is contact between classes of animals, e.g. between nursing sows and their 
piglets. Within the classes of animals, all the pigs are assumed to be housed in one 
shed, with the exception of the gestating sows that are housed in four separate sheds. 
The total number of animals in each class is given in brackets. Each of the elements 
of this figure represents a parameter of the model and can be changed to model a 
different type of farm structure when appropriate. The farm is modelled as a closed 
system with sows being replaced by stock reared on the farm. In the current 
structure, 25 sows are artificially inseminated each week with semen from selected 
sires. The algorithm can be used to model farms of any size assuming that the 
structure can be clearly defined and that the population density is defined. 
Pigs on the farm are allocated to 'types' and stay that type for a fixed period of time. 
In the models described, the pigs are of a particular type for a period of one week. 
Pig 'type' is nested within pig class. If a pig stays in a particular class for 16 weeks, 
there are 16 types for that class. The type describes the physiological status of an 
animal, which determines how susceptible or infectious it is, the disease-
independent mortality and contact between pigs of different types. In the specified 
model, the only location where pigs of different types make contact is in the nursing 
phase. Each sow is expected to have 11 piglets so 8.3% of the animals in the shed 
are sows and 91.7% are piglets. The contact between these sows of type i and their 
piglets of typej is Cfl = 1 assuming that the sows mainly have contact with their own 
piglets; the contact rate between nursing piglets and nursing sows is cy = 0.083 and 
between piglets cfl = 0.917. Pigs also have a 'type-age', which records how long 
they have been their current type. The proportion of pigs moving from one type to 
another needs to be included in the model, in the form of a redistribution (transition) 
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matrix. For example, piglets are assumed to have a disease-independent mortality 
rate of 0.1, so the proportion of piglets that move to the nursery is 0.9. It is a 
requirement of the model that the dominant eigenvalue of the redistribution matrix is 
1.0. It takes 50 weeks from the time of insemination until the resulting gilts are used 
as breeding stock. During 4 of those weeks, piglets are housed with their mothers. 
The requirement to specify all 54 types as distinct categories arises when genetics is 
incorporated into the model (see below), as piglets born in week i may be genetically 
superior with respect to disease resistance than those born in week i—l. 
Mating Sows 	I 0.85 	I Gestating Sows 	I Contact Rate 
1 week (25) 16 week (340) 
Proportion Moving 
Between Groups 
1.0 	 1.0  
Awaiting Oestrus 	 Nursing Sows 	L 1.0 1 Nursing Piglets 7 weeks (30) 	 4 weeks (85) 4 weeks (935) 
0.02 	 I 0.9 
Finishing Pigs 	1.0 	Nursery Pigs 
16 weeks (3366) 14 	 6 weeks (1262) 
Figure 2.1. Sample farm structure 
This work considers a disease with a 2-week infectivity (eg pseudorabis), and 
assumes arbitrary values for susceptibility (g) and infectivity (t). 
The algorithm starts by introducing an infected animal of type 1, defined as the index 
case. This pig is followed round the farm for the duration of the infection as it 
infects other pigs. A matrix, E, is formed containing the sum of infection shed by the 
index case as it makes contact with other pigs. The total amount of infection 
depends on the probability that the pig leaves its current type alive and the length of 
time since the start of the infection. Infectivity is currently modelled to be constant 
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thoughout the infectious period but this could be altered to allow it to change during 
the infectious period. The procedure is repeated for all types of pig. The definition 
of each element of the disease transition matrix (De Jong et al. 1994), M, is given by 
equation 1.17 
m 	 (1.17) 
where cii  is the contact between type i and type 1, my is the expected number of 
secondary cases of type i caused when the index case is typej and n is the number of 
types. The dominant eigenvalue of M, is Ro. Since Ro S max fjg1  it is only 
necessary to model selection against the product of susceptibility and infectivity. 
The total proportion of animals ever infected, I, and the maximum proportion of 
animals infected at one time, Ymax  are calculated from R0 as follows (equations 1.10 
and 1.11): 
Ymax = 1 -(1 +ln(R))IRo 	 (1.10) 
I = 1 - exp(-Rol) (1.11) 
These equations give estimates of the expectations for the total and maximum 
proportions of animals infected assuming a homogeneous, unstructured population. 
Two implementations are discussed. The first assumes genetic progress (/.G) in the 
product susceptibility x infectivity (gil))  which would be achieved by phenotypic 
selection of sires from, say, the result of challenge experiments. The second assumes 
that an allele conferring resistance has been identified and is introgressed into the 
population. 
2.2.2 Introduction of Genetic Improvement 
2.2.2.1 Selection Mode!, assuming continuous genetic variation 
Genetic improvement in the product of g andf is assumed to be at a constant rate AG, 
and achieved by the use of selected sires. Initially, improvement is only through the 
sires but when guts reared on the farm are used to replace sows, improvement comes 
from both the sire and the dam. The gilts are randomly selected from the finishing 
pigs. Thus given initial levels for the product of infectivity and susceptibility 
(fg),ej,i, the next cohort of sires (fk) have levels given by 
(f)new = (fg)curren, - AG 1(fg),n,,jai 	 (2.1) 
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where (fg)rrent  is the current level in the population for the product of infectivity and 
susceptibility and AGt is the increment in improvement, expressed as a proportion, 
for the relevant time period t. Piglets born in week i are assumed to be genetically 
superior, with respect tofg, to those born in week i-i, so each week of pigs (i.e. each 
type) are assigned different values for the product of susceptibility and infectivity. 
The effect of genetic improvement on the genetic variance of susceptibility or 
infectivity was not considered. 
The algorithm implicitly assumes that susceptibility and infectivity are uncorrelated. 
In reality, they are likely to be correlated although, for most diseases, there appears 
to be no data suggesting what this correlation is. For the population prior to 
selection, 
E(fg) = fg + cov(f, g) 	 (2.2) 
where r is the phenotypic correlation and apj and (YPg  are the phenotypic standard 
deviations for infectivity and susceptibility respectively. It is assumed, for 
illustrative purposes, that GPPPg  =1. To include correlation in the model it was 
assumed that selection was for reduced susceptibility and that selecting for reduced 
susceptibility had a correlated effect on the infectivity level of the progeny. The 
correlated response in infectivity (CR1) to selection applied to susceptibility is given 
by 
CR1= rgaAj/aA gRg 	 (2.3) 
where Rg is the response to selection in susceptibility (Falconer and Mackay, 1996), 
rg is the genetic correlation and QAJ  and aAg are the genetic standard deviations of 
infectivity and susceptibility. It is assumed that GPJCYPg = (YAJICYAg and r = rg Thus the 
next cohort of pigs have infectivity levels given by 
fnew = fcurrent - (anew - gcurren:)rpc3pjapg 	 (2.4) 
where gnew - grren: is the improvement is susceptibility. 
The following implementations were investigated for a disease assumed to have a 2-
week infectious period, 
• considering highly and moderately infectious diseases, assuming f and g to be 
uncorrelated 
• alteringfg for different classes of animals 
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• including a correlation betweenf and g 
• altering husbandry options 
For each option, selection was practised until R0 was less than 1.0, and the impact of 
a hypothetical epidemic of the disease was quantified by calculating R 0, I and Ym  at 
each time point, using equations 1. 17, 1.10 and 1.11. 
2.2.2.2 Intro gression of a major gene 
A model was developed which allowed the effect of introgression of a major 
recessive resistance gene to be investigated. It is assumed that the farm population is 
homozygous for the dominant susceptibility gene but that sires are selected from a 
population homozygous for the resistance gene. Pigs on the farm have susceptibility 
level g until they have two copies of the resistance gene when susceptibility is set to 
an arbitrary, low, level. The estimation of R0 is based on the mean susceptibility of 
each type rather than the individual susceptibility values. It is assumed that a sow 
with one copy of the resistance gene will pass that gene on to the piglets with 
probability of /2. The results presented for R0, I and y,( are the means of 100 
simulations, sampling piglet genotypes from a binomial distribution with p = 0.5. 
The model was also used to estimate the proportion of pigs which need to possess 
two copies of the resistance allele in order to ensure that an epidemic would not 
occur in the presence of the infectious agent, for diseases with different R0 values. 
This addresses the question of the penetration of the resistance gene required to make 
the population safe from epidemics. 
2.3 Results 
2.3.1 Selection Model 
Initially, the highly infectious disease scenario is considered. Prior to selection, at 
time = 0, the product of susceptibility and infectivity (fk)  is 10.0 and R0 is 9.8 
indicating a severe epidemic. This models a disease such as PRRS. Genetic 
improvement is assumed to be 1% of the initial fg per annum, thus fg is reduced at 
the same absolute rate throughout the selection process. Figure 2.2 shows the 
reduction in R0 as selection proceeds. Each point on the line denotes the outcome if 
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an epidemic occurs, i.e. if an infected pig is introduced to the population at that point 
in time. For these parameters and assumptions it takes 95 years of selection until R0 
< 1 and the population is expected to be free from epidemics, should the infectious 
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Figure 2.2. Effect of selection on R0, for a highly infectious disease and genetic 
progress of 1% per annum 
How the hypothetical epidemic affects the population at each time point can be seen 
in figure 2.3. At time = 0, before selection starts, all the pigs would succumb to the 
infection (I) but at no time during the epidemic would more than 70% be infected 
(Ymax). There would only be a small reduction in the proportion of animals infected 
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Figure 2.3. Effect of selection on the expected proportion of pigs infected during 
hypothetical epidemics, for a highly infectious disease (Initial R 0 = 9.8) 
Comparing figure 2.3 with figure 1.2, it can be seen why this is the case. When R0 is 
greater than 3, I, the total proportion of animals infected during the course of the 
epidemic, is very close to 1. Starting with R0 = 10, it takes 75 years for selection to 
reduce R0 to 3. However, once R0 is less than 3, a small reduction infg gives a large 
reduction in I. 
Figure 2.4 shows the proportions of infected animals during an epidemic for a 
disease with much lower initial levels of susceptibility and infectivity but with the 
same absolute rate of genetic improvement as for the highly infectious disease 
discussed previously. The population starts with fg = 2.0; the corresponding basic 
reproductive ratio for this population structure is 1.9. This is a disease such as 
transmissible gastroenteritis. The effect of selection on the proportion of pigs 
infected during an epidemic is immediate as the population starts on the steep section 
of figure 1.2. For such a disease, the population is expected to be free from 
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Figure 2.4. Effect of selection on the expected proportion of pigs infected during 
hypothetical epidemics for a moderately infectious disease (Initial R 0 = 1.9) 
The correlation between susceptibility and infectivity was assumed to be zero in the 
previous results. This may not be the case. To model the effect of correlation 
between the traits, selection is applied to susceptibility with a correlated response in 
infectivity for the case of the highly infectious disease. Assuming a correlation 
between the traits can be seen to have a small influence on the dynamics of the 
unselected population, but potentially it has a major influence on the time taken to 
reduce R0 to less than 1.0. Figure 2.5 shows the results for the extreme cases of the 
correlation of 1.0 or —1.0. In the example given, it can be seen that a positive 
correlation can reduce this time by 10 years for a population that is initially highly 
susceptible. Although the degree of correlation between susceptibility and infectivity 
has an effect on the outcome of the model, it seems likely that the experimental effort 
required to estimate the correlation coefficient would probably be too great to be 
worthwhile. Note that when the correlation between infectivity and susceptibility is 
negative, the initial value for R 0 is smaller than when the correlation is positive. This 
is because the mean product of susceptibility and infectivity is reduced by the 
correlation between the traits as described in Section 2.2.1. 
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Figure 2.5. Effect of correlations between infectivity and susceptibility on selection 
responses in R0, for a highly infectious disease 
The effects of altering animal husbandry options was investigated. During the 
investigation, the initial fg is the same for all pigs and all scenarios. The effect of 
removing finishing pigs earlier, at 10 weeks rather than 26 weeks of age, has no 
effect on either the time taken until the population is free from epidemics, should a 
disease be introduced, or R0 . It might be expected that removing pigs from the farm 
would reduce the consequences of the introduction of infectious material. However, 
Bouma et al. (1995) showed experimentally that transmission of pseudorabies virus 
within pig populations is independent of population size assuming constant 
population density. Next, the farm structure was modified so that gestating sows 
were either all housed together or housed in 16 sheds, one for each week of gestating 
sows. This alteration has little effect on the outcome of a hypothetical epidemic 
whenfg is constant across the farm. However, for a disease where gestating sows are 
far more susceptible and infectious than other pigs (fg = 10.0 for gestating sows and 
2.0 for all other animals) R0 is influenced by differences in contact rates. When the 
gestating sows are housed together, R 0 is 9.3 and when they are housed apart, R0 is 
6.5. This investigation is, however, affected by the small number of pigs in each 
shed (i.e. 21) when the sows are housed apart. 
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2.3.2 Introgression Model 
When introgressing a major recessive resistance gene into the farm population 
described in figure 2.1, it takes less than 5 years to produce a completely resistant 
herd. Figure 2.6 shows the gene frequency and the frequency of pigs possessing two 
copies of the resistance gene. It takes 50 weeks for piglets with one copy of the gene 
to be used as breeding stock and a further 160 weeks for the population to be 
homozygous for the resistance gene. The discontinuity in figure 2.6 occurs when the 
first batches of heterozygous piglets begin to have their first farrowing and the first 
homozygote piglets are born. As the proportion of farrowing sows carrying the gene 
increases, the gene frequency accelerates again. If homebred sows were not retained, 
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Figure 2.6. Frequency of major recessive gene conferring resistance, during an 
introgression programme 
The rate of introgression is independent of the disease being considered. Figure 2.7 
shows the total proportion on animals infected during a hypothetical epidemic, 
should the epidemic occur, at each point during the introgression process for two 
different diseases. Initially R0 is 2.0 or 10.0 at the start of the introgression process. 
Although the benefits are seen earlier in disease with low fg, the difference in the 
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time taken to remove the likelihood of epidemics from the population is only slightly 
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Figure 2.7. Total proportion of pigs infected during a hypothetical epidemic (I) when 
introgressing a resistance gene for either moderately or highly infectious diseases. 
Initial R0 for the diseases are 2.0 (dashed line) and 10.0 (heavy line) 
The apparent discontinuities in the total proportion of pigs infected are caused by the 
contacts structure defined between animals. Where groups of pigs differing in 
susceptibility, are in direct contact, the susceptible animals lessen the impact of the 
resistant animals. For example, the discontinuity seen between 175 and 200 weeks 
for the curve describing R0 = 10.0 is a result of several types (weeks) of nursery pigs 
being in contact with each other, some types being predominantly resistant and 
others predominantly susceptible. If the contact structure is altered such that there is 
no contact between types then this recurring discontinuity disappears. 
An important question is the proportion of the population that must be homozygous, 
that is must be resistant, to protect the population against epidemics, for diseases 
which have different initial R0 values. The proportion of the population that must be 
resistant is estimated by the proportion of homozygotes in the population when R0, 
following introgression, falls below 1.0. For example, it can be seen from figure 2.7 
that when R0 is 2.0 in the base population, it take 150 weeks of introgression to 
42 
produce a population where an epidemic is unlikely to occur in the presence of the 
pathogen. Figure 2.6 shows that 150 weeks into the introgression process, the 
proportion of the population that is resistant is approximately 0.6. The required 
proportion of resistant pigs in the population was estimated for pathogens producing 
R0 values in the base population ranging from 1.0 to 20.0, and is plotted in figure 2.8. 
The horizontal axis shows R0 when the population does not possess the resistance 
allele. The lines show the proportion required to be resistant for that population to be 
free from epidemics in the presence of the infectious agent. If p is this proportion, 
then the relationship is described empirically by the following equation: 
p = 0.9629 - 1.26e°5 Ro (2.5) 
where 0.9629 is the simulated proportion of the population that must be resistant 
when R0 is 20. This value asymptotes to 1 when R0 is very large (>100). Although 
this was estimated for the farm structure outlined in figure 2. 1, the result is very 
similar to that given by Anderson and May (1992) where the proportion of the 
population that has to be vaccinated to prevent epidemics, P, is estimated 
as Pc = 1 - (1/Ro). Pc values are also plotted in figure 2.8 for comparison. The main 
feature of this result is that for most diseases it is not necessary for the entire 
population to be genetically resistant, and for diseases with a low R0 less than half 
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Figure 2.8. Proportion of resistant pigs necessary to reduce baseline R0 to below 1 
for simulated data, p = 0.9629-1 26exp(-0.5Ro) and Pc = I - hR0 
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2.4 Discussion 
This chapter presents a discrete-time epidemic model which can be used to estimate 
the effect of genetic selection for reduced susceptibility and infectivity on the 
epidemiology of microparasitic (e.g. viral) infectious disease in pigs. Two 
approaches were modelled: selection of pigs demonstrating reduced susceptibility 
and/or infectivity and introgression of a major resistance gene. No consideration was 
given to how selection could be achieved. The models provide information about the 
possible effect of selection for resistance to a particular pathogen on the 
epidemiology of the disease it causes, assuming we can identify traits to select. 
The results suggest that in the case of a highly infectious disease and continuous 
genetic variation, phenotypic selection would not be a worthwhile approach to 
reducing the likelihood of epidemics. However, for a moderately infectious disease, 
the model shows that potential epidemics could be eliminated within a reasonable 
amount of time. Altering the farm structure by reducing the number of pigs on the 
farm has little effect on, R0, the basic reproductive ratio, defined as the expected 
number of secondary cases caused by the index case. However, if the index case is 
unable to make sufficient contacts, that is, if the number of animals falls below a 
disease specific threshold, R0 will not reach its potential. It seems unlikely, however, 
that removing a large number of animals from a farm has no influence on the 
outcome of the introduction of infection on.a farm. What that effect is cannot really 
be quantified by the current formulation and is considered more fully in Chapter 3. 
Altering the contact rate between the animals can have a large influence on the 
progress of an epidemic. When the gestating sows were much more susceptible that 
the other types on the farm and were housed in a single shed, containing 336 pigs, 
instead of 16 separate sheds each containing 21 pigs, there was a significant increase 
in the basic reproductive ratio. This demonstrates the importance of the threshold 
value for population size on R0 . 
If a major resistance gene were identified for a particular disease, introgression of the 
gene would quickly be effective regardless of the initial levels of susceptibility and 
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infectivity in the population. Introgression of a resistance gene is possible and 
several loci imparting resistance have been identified. For example, Edfors-Lilja et 
al. (1995) demonstrated that loci encoding the porcine intestinal receptors for 
Escherichia co/i K88ab and K88ac are on chromosome 13. Pigs lacking the 
intestinal receptor for K88 antigen have been demonstrated to be resistant to 
infection with K88-positive enteropathogenic E. coli (Edfors-Lilja et al., 1986). 
This is an example where the beneficial alleles could feasibly be introgressed into 
commercial pig populations. 
The proportion of pigs required to possess and express these beneficial alleles to 
protect the population as a whole is estimated to be considerably less than 1 for a 
disease such as transmissible gastroenteritis, where R0 is estimated at about 4.0 in 
fattening pigs (Hone, 1994). The proportion of animals on a farm which need to be 
resistant to eliminate the possibility of an epidemic in the presence of the infectious 
agent provides a useful guideline to farmers and breeders alike. This result is in 
accordance with the result for the proportion of the population that needs to be 
vaccinated for that population to be protected from a pathogen (Anderson and May, 
1992). It also potentially provides insight into the evolution of disease-resistance 
alleles and the selection pressures placed on these alleles in natural populations. It 
has been observed that even when resistance genes exist within a population, these 
genes frequently do not go to fixation. It has been hypothesised that this is because 
there is a cost associated with resistance (Webster and Woolhouse, 1999). However, 
in addition to the cost of resistance, the selection pressure on the resistance gene may 
decline dramatically at gene frequencies considerably less than 1.0. No 
consideration has been given in this thesis to the possible effect on production traits, 
for example age at maturity, or fitness, associated with increased resistance which 
might be considered as costs. 
Although selection, as modelled, results in a linear decline in R0, the consequences of 
the selection are non-linear. Selecting animals that have reduced susceptibility or 
infectivity reduces the amount of infectious material that is in the environment when 
an infection occurs. This decreases the force of infection on unselected animals. 
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Thus by reducing the proportion of susceptible animals in the population, the 
probability of an epidemic falls. This phenomenon results in a marked interaction 
between host genotype and disease epidemiology. In the case of a highly infectious 
disease, the benefits of selection are insignificant until selection has been underway 
for many years as the force of infection is still high until R0 falls below 3. 
As the models are currently formulated, they can be used to obtain information about 
how large an epidemic will be but no consideration is given to the effect of 
intervention in a veterinary context. Expansion of the models to make them useful 
from a predictive veterinary context is conceptually possible, and would be useful 
once selection or introgression programmes are underway. 
Previous epidemiological models of infectious disease in pigs have quantified the 
effect of an epidemic in a static population (e.g. Hone, 1994; Grenfell and Smith, 
1990). Little, if any, attention was paid to the genetics of the animals in those 
models. Experimental evidence exists which shows that pigs can be selected for 
disease resistance or related traits (Mallard et al., 1998), but no attempt has been 
made to estimate the effect of improved resistance on disease epidemiology. 
Genetic-epidemiological models of the spread of nematode infection in sheep have 
quantified the interaction between the disease epidemiology and the genetics of the 
animals (Bishop and Stear, 1997). This sheep model has demonstrated that by 
reducing the force of infection within the flock the effects of, and responses to, 
selection are greater than predicted by quantitative genetic theory. Of considerable 
interest to animal breeders and epidemiologists alike, is the generality of this finding. 
The current model highlights the non-linear impact of altering host genotype on the 
disease epidemiology at the population level. In a model of the dynamics of scrapie 
in a sheep flock, Stringer et al. (1998) predict that a scrapie outbreak is likely to lead 
to a reduction of scrapie susceptible allele frequency but that this frequency will not 
go to zero. This is in agreement with the result presented in Section 2.3.2, Figure 2.8 
where it was demonstrated that the proportion of resistant pigs in a herd need not be 
1.0 for that herd to be free from epidemics. In the Stringer etal. (1998) model, the 
reduction in susceptible allele frequency occurs because homozygous susceptible 
46 
sheep have higher age-dependent per capita mortality which drives the selection 
process. 
In conclusion, a model has been developed which allows the effects of selection for 
resistance to infectious disease to be assessed. The results of the model show that 
altering the genetics of individual animals affects the epidemiology of the disease at 
the population level. It is clear from the results that introgressing a major resistance 
gene can rapidly produce a population likely to be free of the disease, regardless of 
the infectiousness of the disease. The model can be applied to any microparasitic 
infection and to any farm structure. 
The drawbacks of these discrete-time models are that they cannot easily be used to 
investigate the effect of disease dependent mortality or the effect of selection for 
resistance traits on productivity traits. It is not possible to put a time scale on events 
or to estimate the possible variability in R0. These issues will be addressed in the 
next chapter. 
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3 Developing Stochastic Epidemiological Models 
3.1 Introduction 
The discrete-time genetic epidemiological model described in chapter 2 provides 
insight as to the overall effect of selection for reduced susceptibility to infection. 
The results were presented in the form of the basic reproductive ratio and the 
proportions of pigs that would be infected should an epidemic occur. The drawbacks 
of these discrete-time models are that they cannot easily be used to investigate the 
effect of disease dependent mortality or the effect of selection for resistance traits on 
productivity traits. It is not possible to put a time scale on events to estimate how 
long an epidemic might last or, for example, how many pigs will be infected during 
the first month. The results are point estimates rather than sampling distributions so 
it is not possible to estimate the possible variability in R0. 
In an attempt to obtain more information about the epidemic process, a stochastic 
epidemic model was developed. A stochastic model provides a more detailed 
illustration of the epidemic process allowing estimation of the probability of an 
epidemic, whether the epidemic will be major or minor and epidemic duration as 
well as the basic reproductive ratio and the proportion of pigs infected. It also allows 
estimation of the distribution of the outcomes. The models developed in this chapter 
are built upon those described by Renshaw (1992). 
Stochastic epidemic models have been previously published for farm animal 
diseases. Bouma et aL (1995) used a stochastic susceptible-infectious-recovered 
(SIR) model to estimate the transmission of pseudorabies virus from the number of 
contact-infections in an experiment aimed at demonstrating the importance of 
population size in disease transmission. Innocent (1998) used a stochastic model to 
simulate the spread of bovine viral diarrhoea virus through a closed dairy herd and to 
investigate the effect of different management practices on disease status. The 
population modelled by Innocent (1998) was heterogeneous, according to age and 
whether or not the animals were persistently infected, with different transmission 
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rates for different classes of animal. The model estimates the percentages of immune 
animals in each class after the first year of the epidemic and at endemic equilibrium. 
Different removal rates for persistently infected cattle were then investigated. 
Although these models fulfil the aims of the experimenters, neither takes full 
advantage of the information available from the output such models provide. This 
chapter aims to demonstrate more fully the extent to which stochastic models can be 
used to investigate the outcome of an epidemic in a population. 
The chapter starts by introducing a simple stochastic epidemic model for a 
homogeneous population. This model is then expanded to allow heterogeneity in the 
population as is required for the genetic stochastic epidemiological model described 
in Chapter 4. The chapter investigates the effect of the transmission coefficient, 
recovery rate and where on the farm an outbreak occurs in the epidemic process. 
The probability of an epidemic for different transmission and recovery rates is 
investigated. A method is developed, based on the construction of a next-generation 
matrix, for obtaining an estimate of the basic reproductive ratio, R0, and the results 
are used to estimate the distribution of R0. The total and maximum proportions of 
pigs infected are estimated both directly from the model output and using the basic 
reproductive ratio. 
3.2 Basic Methodology 
3.2.1 Simple Stochastic Epidemiological Model 
A stochastic model is a mathematical model that take into consideration the effects of 
random variation in one or more parameters or variables. The predictions of these 
models are therefore probability distributions rather than single points. The 
mechanics of stochastic epidemic models can be illustrated by examining the 
simplest such model - the stochastic susceptible-infectious-recovered (SIR) model. 
In Section 3.3 the model will be extended to include farm structure. In Chapter 4 the 
model will be extended further to include more necessary parameters to model 
genetic selection for disease resistance. 
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The parameters in the simplest stochastic epidemic model are 
• Transmission coefficient, 3 
• Recovery rate, y 
The transmission coefficient is analogous to the product of infectivity and 
susceptibility used in the discrete-time model described in Chapter 2, denoting the 
rate at which susceptible animals become infected and is the expected number of new 
infections per infectious pig per susceptible pig per day. The recovery rate is the 
reciprocal of the infectious period and is the expected number of recoveries per 
infected pig per day. 
A stochastic epidemic model simulates the epidemic process as a series of random 
events in space and time with the probability of specific events defined by the 
parameters. There are two components to a simple stochastic epidemiological 
model. The first is the time until the next event, the second is the event type 
(Renshaw, 1991). Calculation of the inter-event time and event type are 
demonstrated in Sections 3.2.1.1 and 3.2.1.2. This simple model can then be 
expanded to allow diseases with more complex epidemiology to be investigated as 
illustrated in Section 3.3. 
3.2.1.1 Inter-event Time 
The mean time until the next event is a function of the total number of infected 
individuals on the farm, Y, the total number of susceptible individuals in contact with 
infected animals, X, 0, and y. Looking at an infection from which no pig ever 
recovers so that y = 0, the inter-event time is the time until the next infection. P is 
the mean number of new infections per infectious pig per susceptible pig per day. 
For a particular population with X susceptible pigs and Y infectious pigs then the 
mean number of new infections per day is OXY. If we assume that these infections 
occur at evenly spaced intervals throughout the day then the mean time until the next 
infection in the presence of infection (i.e. Y > 0) is 1/(mean number of infections per 
day), or 
Mean inter-event time = 1/XY 	 (3.1) 
The inter-event time is exponentially distributed with mean given in (3.1). To 
simulate variables drawn from this distribution, the random [0, 1] variable g, is used 
and the stochastic inter-event time is given by (3.2) 
Inter-event time = -ln(g)/(YX) 	 (3.2) 
For a disease where pigs recover at a rate y, the inter-event time is adjusted to include 
the possibility of more events, i.e. infections and recoveries. The inter-event time 
now becomes 
Inter-event time = -ln(g)/(Y(y + OX)) 	 (3.3) 
For example, when 0 = 0.0005 and y. = 0.05 and we have one infectious pig in a shed 
with 100 susceptible animals then 1/I3XY  =20 and l/y =20 and we would expect one 
new infection every 20 days and one recovery every 20 days. The mean inter-event 
time given by (3) is 1/Y(y + 3X) = 1/0.1 = 10 so we expect an event, either an 
infection or a recovery, every 10 days. When Y = 0, the time until the next event is 
not defined. 
Figure 3.1 shows how the inter-event time depends on the epidemiological 
parameters. The figures use a fixed number of susceptible and infected individuals 
with the random number, g, fixed at 0.5. Figure 3.1(a) shows that increasing the 
transmission coefficient, for a fixed recovery rate, also decreases the inter-event 
time. As the transmission coefficient increases, more animals become infected 
during a given time period. Figure 3.1(b) shows that the inter-event time decreases 
as recovery rate increases, for a fixed transmission coefficient. Thus as the recovery 
rate increases more animals recover in a given time period. Equation 3.1 shows that 
the inter-event time is highly dependent on the numbers of susceptible and infectious 
animals in the population. Increasing either X or Y reduces the inter-event time and 
as the number of infectious animals on the farm increases, the expected time until 
another susceptible individual succumbs to the infection decreases. 
This is the pseudo-mass action implementation where the infection rate is 
proportional to the number of animals in the population. For the true mass action 
model, where the number of infections caused by an individual is independent of the 
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population size, the inter-event time has mean II(13*XY/N) or l/(Yi + 13*XYIN) 
when pigs recover at a rate y.  The transmission coefficient is denoted by 13 to 
differentiate it from the 13  of the pseudo-mass action model as in the true mass action 
model, 13* depends on the population size. 
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Figure 3.1. The effect of (a) transmission coefficient (lines represent recovery rates) 
and (c) recovery rate (lines represent transmission coefficient) on the inter-event time 
for a population with 24 susceptible sows and one infected. (b) and (d) are for a shed 
with 207 susceptible finishing pigs and one infected. 
The inter-event time depends on the formulation used. For the pseudo-mass action 
model, the inter-event time is highly dependent on the numbers of susceptible and 
infectious animals in the population. Increasing either X or Y reduces the inter-event 
time and as the number of infectious animals on the farm increases, the expected 
time until another susceptible individual succumbs to the infection decreases. This 
is not the case for the true-mass action model, as it depends on the density of the 
animals. 
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3.2.1.2 Modelling Infection or Recovery 
The model starts off with a single infected individual (the index case). The inter-
event time is calculated as described above for a population with one infected 
animal. The next step is to decide what the first event should be. This could be 
either that the infected animal infects another animal or that it recovers. The event 
type is determined utilising the number of event possibilities. It comprises (a) the 
product of the number of infectious animals x the number of susceptible animals x 
the transmission coefficient and (b) the number of infected animals x the recovery 
rate. Thus if there are X = no of susceptible animals and Y = no of infectious 
animals then 
a3XY 	 (3.4) 
b=yY 	 (3.5) 
The total number of possible events is a + b = Y(13X + y). The probability that the 
event is an infection is 
XYfY(X + y) 	 (3.6) 
and a recovery is 
'yY/Y(X + y) 
	
(3.7) 
Writing R0 = 3/-y and cancelling the Y's, these equations may alternatively be written 
as 
R0X/(R0X+l) 	 (3.6a) 
1/(R0X+1) (3.7a) 
To determine the event type, equations 3.6 and 3.7 are calculated. A [0,1] random 
number g2 is generated and compared with equation 3.6. If g2 is less than the result 
obtained in 3.6 then the next event is the infection of a susceptible animal, otherwise 
it is the recovery of an infected animal. As before, when Y = 0, the next event type 
is not defined for this simple model. 
Figure 3.2 shows the effect of changing P and y on the probability of the event being 
an infection. As expected, increasing the transmission coefficient, for constant 
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recovery rate, increases the probability of infection and increasing the recovery rate, 
i.e. decreasing the infectious period, for constant transmission coefficient, reduces 
the probability of the next event being an infection. For the pseudo-mass action 
model, the probability of infection increases as the number of susceptible animals per 
infected animal increases as can be seen by comparing figure 3.2(a) with figure 





0,4 	 -0.05 
-0.1 
0.2 







S 	 -0.0001 
::
-0.001 







0.0001 0.0003 0.0005 0.0007 0.0009 
Transmission Coefficient 
0.8 




0.01 0.03 0.05 0.07 0.09 
Recovery Rate 
Figure 3.2 The effect of (a) transmission coefficient (lines represent different 
recovery rates) and (b) recovery rate (lines represent different transmission 
coefficients) on the probability of infection in a shed containing 24 susceptible sows 
and one infected. (c) and (d) are for a shed containing 207 susceptible finishing pigs 
and one infected. 
For the true mass action formulation, the probability of infection effectively reaches 
a maximum when the population size is greater than 60 animals for a wide range of 
transmission and recovery rates. Figure 3.3 illustrates the probability of infection for 
different population sizes when the transmission and recovery rates are 0.01. 
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Figure 3.3. Probability of infection for true-mass action model, 0 = 0.01 and y = 0.01 
3.3 Full Epidemiological Model 
3.3.1 General Principles 
The description given in sections 3.2.1.1 and 3.2.1.2 above can be extended to allow 
heterogeneity between pigs as follows. Assume there are n types of pigs. A pig of 
type i has a transmission coefficient Pi and a recovery rate yj and the contact between 
animals of type i and type j is given by a matrix with elements c. The inter-event 
time is now 
—1n(r)1(Yy 1 +fl1 c11 YX 1 ) 	 (3.8) 
1=1 	 1=1 j=1 
summing over all i and j and where r is a random number in [0, 1]. It can be seen 
from this equation that the transmission coefficient, as defined, is a characteristic of 
the infected pig and its ability to spread infection. Altering equation 3.8 setting Pi to 
3j would allow the effect of reduced susceptibility to be modelled. Another 
alternative would be to replace Pi with some function f(pi,I3j)  which models 
transmission as a function of the infectivity of the infected pig and the susceptibility 
of the susceptible pig. 
55 
For the results presented in this chapter the transmission coefficient and recovery 
rates are assumed to be constant for all types of pig and hence equation 3.8 reduces 
to —ln(r)/(yY1 
1=1 	i=1 j=1 
To determine the next event type, the sum Y(j)(((j)X(i)C(ij) + y(j)) summing over i, 
j, = 1, 2, ..., n is calculated. If we denote this sum by RATE then the probability that 
the next event is infection of a pig of type i by a pig of type j is given by 
(j)X(i)Y(j)C(ij)/RATE 	 (3.9) 
for all i, j and the probability that the next event is recovery of a type j animal 
Y(j)i(j)IRATE (3.10) 
for all j. In the simple stochastic model used in this chapter, equations 3.9 and 3.10 
reduce to f3X(i)Y(j)C(ij)/RATE and Y(j)yIRATE respectively. 
The deterministic formulation describing such epidemic models is as follows: 
.9X/ & + 8X/ aa = -{J31(a,r) + u(a) ± c(a))X(a,t) i-a(a)(X(a,t) + Y(a,t) + R(a,t)) (3.11) 
Y/& + aY/ôa = fl -(u(a)+y(a)+ c(a))Y(a,t) 	 (3.12) 
ÔR/ôr + ôRIôa = yY-(p(a)+c(a))R(a,r) 	 (3.13) 
In this representation, the different types of pig are denoted by a, X(a,t), Y(at) and 
R(a,t) being the number of susceptible, infected and recovered pigs of type a at time 
t. 3 is the transmission rate y  is the recovery rate for type a pigs, t(a) is the disease-
independent mortality rate for type a and a(a) is the expected number of births in 
pigs of type a. All pigs are born into the susceptible class though it could be 
modified to allow pigs born to previously infected sows to be born into the recovered 
class. In the farm structure described below, the only type with disease independent 
mortality is the nursing piglets and the birth rate is zero for all types apart from the 
first group of nursing sows. c(a) is the culling rate for a pig of type a and in the 
structure given below is zero for all pigs apart from the last group of finishing pigs. 
The population is structured in such a way that the population size is constant at all 
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time, thus the birth rate is balanced by the disease-independent death rate and the 
culling rate. 
The full stochastic model is illustrated by modelling infection on a 500 sow farrow-
to-finish pig farm. The same basic structure that was used in Chapter 2 is used here. 
In summary, there are 54 types of pig, the type describing the physiological status of 
an animal, which determines how susceptible or infectious it is, the disease-
independent mortality and contact between pigs of different types. Pigs also have a 
'type-age', which records how long they have been their current type. It takes 50 
weeks from the time of insemination until the resulting gilts are used as breeding 
stock. During 4 of those weeks, piglets are housed with their mothers. The 
requirement to specify all 54 types as distinct categories arises when genetics is 
incorporated into the model (see Chapter 4), as piglets born in week i may be 
assumed to be genetically different (e.g. superior) with respect to disease resistance 
than those born in week i—l. In the current model, the genetic contribution to disease 
resistance is not included. However, the farm structure described is used so that its 
influence on the epidemic process can be investigated. 
The farm structure used is illustrated in Figure 3.4. Each week 25 sows are 
inseminated. A proportion of these become pregnant and enter the gestating sheds. 
There are four gestating sheds on the farm, each containing 84 sows. Gestation lasts 
16 weeks and then the sows move to the farrowing shed where they spent the next 
four weeks with their piglets. They then return to the insemination stage. Sows are 
replaced at a rate of 45% per annum. The piglets are modelled as having 10% pre-
weaning mortality. At weaning the piglets are moved to the nursery for six weeks 
and then onto the finishing shed for 16 weeks. A proportion of the finishing pigs are 
retained on the farm to replace sows as they are removed. These gilts spend 7 weeks 
acclimatising to the micro-flora on the farm until they come into oestrus. 
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Figure 3.4. Sample farm structure 
The model is implemented by introducing a single infected pig, denoted by the index 
case, of type 1. The inter-event time is calculated and the type of the first event is 
determined. The epidemic runs until either there are no more infected animals on the 
farm or the epidemic has lasted for one year. Then a type 2 index case is introduced 
and the process is repeated. This is done for all possible index case types. The total 
number of infected pigs is recorded and used to determine the proportion of pigs 
infected and whether or not an epidemic has occurred and in the event of an epidemic 
occurring whether or not it is minor or major (see Section 3.3.2). The number of pigs 
of type i infected by the index case when it is type j is stored in a matrix for future 
use (see Section 3.3.3). 
3.3.2 Probability of Epidemic 
By recording the number of simulations that result in an epidemic, the probability 
that an epidemic will occur can be determined. The model was implemented such 
that the number of animals infected (i) during the infectious period of the index case 
was counted. If i = 1 at the end of the simulation there was no epidemic, if i> 1 but 
the epidemic dies out within 1 year then we have a minor epidemic, otherwise the 
58 
epidemic is classed as major. The figure of 1 year was selected on the grounds that 
the endemic stage of the epidemic, should it occur, will be well established by this 
time. Figure 3.5 illustrates the difference between minor and major epidemics. 
- Major Epidemic 
Minor Epidemic 
[its 	Ii 	.115 	351 
Time since Epidemic 
Began (Days) 
Figure 3.5 Examples of a minor and a major epidemic. 
It has been shown previously (Renshaw, 1991) that the probability of an epidemic 
depends on whether or not the number of susceptible animals (X) in the population, 
given one infected individual, is less or greater than the ratio y/3. If X <y/13  there 
will not be an epidemic, if X ~: y/3 the there will be a minor epidemic with 
probability ('y/f)/X and a major epidemic with probability 1 - (?/)/X. These 
equations can be used to describe an epidemic process involving an homogeneous 
population where all animals are in direct contact. The solutions to these equations 
are not directly applicable to the current situation where we are dealing with a 
heterogeneous population and the number of susceptible animals with which the 
single infected animal (the index case) is in contact, changes with time. 
Consideration should be given to the number of occurrences of a no/minor/major 
epidemic for each of the different index case types. As mentioned above, the 












some of the types there are as few as 15 animals in contact (active guts). The 
probability of infection for this type is much lower than for the finishing pigs where 
there are 3366 animals in contact. The outcome of simulations by index case type 
provide insight into the dependence of the probability of no epidemic, minor or 
major epidemic on population size and farm structure. 
3.3.3 Basic Reproductive Ratio 
In an attempt to quantify the results of a particular parameter set in a single value, R0, 
the output from the model was used to construct a next-generation matrix M. This 
was achieved by running the model once for each animal on the farm, each animal in 
turn being the index case, and collecting the number of secondary infections in type I 
pigs when the index case was initially type j. Thus the element m y of M is the 
number of secondary infections in type i animals caused by the an index case of type 
j. The math element of the matrix obtained is divided by the number simulations 
performed for each index case j, and the dominant eigenvalue, R0, calculated. The 
matrix obtained is equivalent to that used in the discrete-time epidemic model used in 
Chapter 2 with each element being the average number of secondary infections 
caused by an index case of type j in type i pigs. 
The exact process is as follows: an index case of type 1 is introduced on to the farm 
and when an infection occurs that is caused directly by the index case, the event is 
stored in the first column of the matrix. As the index case moves round the farm, as 
dictated by the farm structure given in Figure 3.4, the type of animal in which the 
secondary infection occurs changes but the infection is attributed to the type that the 
index case was when it became infected. Thus when a type 1 animal (a mating sow) 
is successfully inseminated and moves to the gestating sheds, any infections she 
causes in the gestating sheds are attributed to a mating sow. The index case is 
monitored and when it recovers, the process stops. This is repeated for each 
possible index case type on the farm. 
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3.3.4 Total and maximum proportions of infected pigs 
There are two possible methods for determining the total and maximum proportions 
of pigs infected during an epidemic. The first, described in chapter 1, is based on the 
theoretical relationships with the basic reproductive as follows (equations 1.10 and 
1.11): 
Yrnax 1 -(1 +ln(R0))1R0 	 (1.10) 
I = 1 - exp(-R01) 	 (1.11) 
These equations assume an homogeneous, unstructured population. 
The second uses the output of the simulation directly. The total proportion is 
calculated by counting the total number of pigs infected and dividing that total by the 
total number of susceptible pigs on the farm during the simulation. The maximum 
proportion infected at any one time is obtained by calculating the proportion of 
animals infected at each stage of the epidemic. 
In order to compare the estimates for the proportions of pigs infected using the 
stochastic epidemic model with those predicted by the equations based on the value 
of R0, a simulation was run where the animals on the farm were all in direct contact. 
3.3.5 Distribution of Estimator of R0 
The discrete-time epidemic model gives a single value for R 0 whereas the stochastic 
model gives a different estimate for each set of simulations. To estimate the standard 
error of the estimate of R 0, bootstrapping on the disease transition matrix was 
applied. The bootstrap method (Efron, 1982) allows nonparametric estimation of 
statistical parameters of quantities that are not available due to the mathematical 
intractability of the quantity of interest. The method involves repeated sampling with 
replacement of the data used to obtain the parameter under investigation. The 
standard error of the estimate of R0 was obtained by repeated sampling, with 
replacement, of the number of secondary infections caused by each type of animal. 
One sample was drawn for each animal on the farm. The samples were used to 
construct a new disease transition matrix from which P. 0 was estimated. This process 
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was repeated 1000 times. The distribution of the 1000 bootstraps gives an estimate 
of the distribution of R0, the mean of the distribution being the mean estimate of R0 
and the standard deviation being the standard error of the estimate of R0. 
To investigate the distribution of the estimate of R0 values obtainable from this 
stochastic model, as opposed to the accuracy of the mean estimate of R0, a different 
approach was used. A simulation was performed where the disease transition matrix 
was constructed using a single epidemic for each type of pig. Again, 1000 
simulations were performed to provide the estimate for the distribution of the 
estimate of R0. This gives an indication of the possible range of values for Ro given 
a particular set of parameters. 
The two techniques together allow determination of the accuracy of the estimate of 
the mean R0, as well as the distribution of the estimate for R0. 
3.3.6 Effect of Farm Structure on the Stochastic Epidemiological Model 
In order to investigate the effect altering the farm structure on R0, two strategies were 
adopted. The first involved altering piglet retention time and the second changed the 
housing policy for sows. These were seen as a realistic alterations as different farms 
remove piglets at different ages and house sows together rather than in multiple 
sheds. The models allow the effect of changing the number of pigs on the farm and 
the contact between pigs to be investigated. 
The implementations investigated are: 
• Removing piglets at 3 weeks of age (Model 1) 
• Removing piglets at 12 weeks of age (Model 2) 
• As described in Section 3.3.1 with finishing pigs kept for 16 weeks (Model 3) 
• All gestating sows housed in a single shed rather than in four sheds. 
The piglets necessary to replace the sows are retained in each model. 
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3.3.7 Parameter Space Investigated 
Three transmission rates (3 = 0.0001, 3 = 0.0005 and 0 = 0.001) and three recovery 
rates, representing diseases with infectious periods of 100, 20 and 10 days, were 
investigated. Results are presented both as the average for the whole population and 
broken down according to index case type. 
Unless otherwise stated, results are based on a total of 5400 simulations for each set 
of parameters allowing 100 simulations per index case type. 
3.4 Results 
3.4.1 Probability of an Epidemic 
The probabilities that a pathogen will cause no epidemic, a minor or a major 
epidemic are presented in Table 3.1. 
Table 3.1. Probability of no eoidemic. minor or major eoidemic 






0.0001 0.01 0.51 0.13 0.35 
0.0001 0.05 0.88 0.12 0.00 
0.0001 0.1 0.95 0.05 0.00 
0.0005 0.01 0.15 0.01 0.85 
0.0005 0.05 0.44 0.10 0.46 
0.0005 0.1 0.64 0.29 0.07 
0.001 0.01 0.08 0.00 0.92 
0.001 0.05 0.27 0.02 0.71 
0.001 0.1 0.44 0.08 0.48 
These results are for the farm as a whole, averaged across all types of pig. The results 
show that when the infection rate (3) is low then the period for which pigs remain 
infectious (l/y) must be large if there is to be a major epidemic but that when 13 is 
large, the probability of a major epidemic is large unless the pigs are infectious for 
only a short period of time. 
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It is difficult compare the results in Table 3.1 with actual pathogens as there appears 
to be no published data available about the probability of an epidemic for any 
pathogens. Such probabilities are very hard to estimate because if the introduction of 
infectious material on a farm results in either no epidemic, or even a minor epidemic, 
it is likely that this will go unrecorded. Generally, the infectious period for a 
pathogen is known, but as the transmission coefficient is extremely hard to estimate, 
it is difficult to allocate the rows of Table 3.1 to particular infections. However, the 
parameters are known for transmissible gastroenteritis (see Chapter 4). Hone (1994) 
estimated the transmission coefficient to be 0.0007 and the recovery rate to be 0.057. 
The simple stochastic model described above estimates that the probability of no 
epidemic for these parameters to be 0.53 with minor or major epidemics occurring 
with probability 0.14 and 0.33 respectively. 
Table 3.2 shows the probability of each case (no epidemic, minor or major epidemic) 
according to index case type for disease with an infectious period of 100 days. Table 
3.3 presents the same results for a disease with an infectious period of 20 days. To 
obtain the results for these tables, the relative contribution of each type of pig to the 
farm population was used to derive the probability that an epidemic starts, given that 
the index case is of that type. For example, the probability that a mating sow causes 
an epidemic is calculated from the proportion of epidemics where the index case is a 
mating sow times the number of mating sows divided by the population size. 
Table 3.2. Probability of No/Minor/Major epidemic by index case type from 
stochastic simulation (R OMOOL 'v =001 






Mating Sow 0.92 0.04 0.04 
Gestating Sow 1 0.93 0.04 0.03 
Gestating Sow 2 0.88 0.05 0.07 
Gestating Sow 3 0.79 0.07 0.15 
Gestating Sow  0.76 0.08 0.16 
Nursing Sow 0.79 0.08 0.13 
Nursing Piglet 0.40 0.11 0.50 
Nursery Pig 0.41 0.13 0.47 
Finishing Pig 0.54 0.15 0.31 
Acc. Gilt 0.98 0.02 0.01 
Active Gilt 0.94 0.05 0.01 
The probability that an index case causes a major epidemic depends on whether or 
not that index case is in a position to infect a group which is made up of a large 
number of animals, which depends on the infectious period. When the index case is, 
say, a mating sow, and the infectious period is short, any infectious animals will have 
recovered before the infection has the opportunity to reach the nursery pigs. This is 
not the case for the gestating sows in group 3. Some of these sows will give birth 
within the next 5 weeks. Their piglets will be exposed to the infectious agent and 
still be infectious when they come in contact with the nursery pigs. The results show 
that when the index case belongs to a class of animal with few members then there is 
no epidemic but if the index case can infect, directly or otherwise, piglets or growing 
pigs (nursery or finishing pigs) then the probability of an epidemic increases 
dramatically. For the farm structure used in these models, the high risk classes are 
sows in the second half of gestation, nursing sows, piglets and growing pigs. The 
importance of the infectious period can be seen by comparing Table 3.2 with Table 
3.3 where the transmission rate is the same but the infectious period is far shorter. 
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Table 3.3. Probability of No/Minor/Major epidemic by index case type, from 
stochastic simulation (R= 00001 v =0 0 ' 






Mating Sow 1.00 0.00 0.00 
Gestating Sow 1 1.00 0.00 0.00 
Gestating Sow 2 1.00 0.00 0.00 
Gestating Sow 3 0.99 0.01 0.00 
Gestating Sow 4 0.96 0.04 0.00 
Nursing Sow 0.87 0.13 0.00 
Nursing Piglet 0.86 0.14 0.00 
Nursery Pig 0.87 0.13 0.00 
Finishing Pig 0.87 0.13 0.00 
Acc. Gilt 1.00 0.00 0.00 
Active Gilt 1.00 0.00 0.00 
For an infection with an infectious period of 20 days and a relatively low 
transmission rate as in Table 3.3, the probability of a major epidemic is zero and only 
classes of animal with or in contact with large numbers of animals suffer from minor 
epidemics. 
For comparison purposes the results based on the expected probabilities, given in 
Section 3.3.2 for the homogeneous population in a single contact group, are provided 
in Table 3.4. The difference between the results in Table 3.2 and 3.4 for the 
probability of no epidemic or minor or major epidemics is caused by the farm 
structure. It is informative, however, to note that the group with the highest risk 
category predicted by both methods is the nursing piglets, and that the groups with 
large numbers of animals pose more of a risk than small groups. 
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Table 3.4. Expected probability of No/Minor/Major epidemic by index case type, in 
unstructured homogeneous po ulation ( 0.000 1, 'y =0.01) 






Mating Sow 1 0 0 
Gestating Sow 1 1 0 0 
Gestating Sow 2 1 0 0 
Gestating Sow 3 1 0 0 
Gestating Sow  1 0 0 
Nursing Sow 1 0 0 
Nursing Piglet 0 0.43 0.57 
Nursery Pig 0 0.47 0.52 
Finishing Pig 0 0.47 0.52 
Acc. Gilt 1 0 0 
Active Gilt 1 0 0 
3.4.2 Basic Reproductive Ratio 
The results of the estimation of R0 are presented in Table 3.5. The results show that 
as the infectious period increases, that is as the recovery rate decreases, R0 increases. 
Conversely, for a fixed infectious period, the more infectious the pathogen, the 
higher the value of R0 predicted. For a given recovery rate/transmission coefficient, 
the increase in R0 as the transmission coefficient/recovery rate increases is very close 
to linear. 
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Table 3.5. The basic reproductive ratio from stochastic simulation 
R 
0.0001 0.01 1.45 
0.0001 0.05 0.39 
0.0001 0.1 0.19 
0.0005 0.01 5.89 
0.0005 0.05 2.01 
0.0005 0.1 1.02 
0.001 0.01 7.38 
0.001 0.05 3.81 
0.001 0.1 2.11 
3.4.3 land Ymax 
In order to obtain asymptotic estimates of the total proportion of animals likely to be 
infected (I) during the course of an epidemic, the epidemic has to last for a very long 
time. Figure 3.6 shows how I and the current proportion of animals infected change 
as a typical epidemic proceeds. Although the maximum proportion of pigs infected 
during the course of an epidemic (Ym)  occurs early in the epidemic, it takes many 
years for the total proportion of pigs infected (I) during an epidemic to reach a 
maximum. Neverthless, I has reached 90% of its final value after 15 months and 
95% within 3 years. The parameters used to generate Figure 3.6 were 0 = 0.0005 
and y = 0.01. The corresponding value for the basic reproductive ratio, given in 
Table 3.6 is 5.89. The theoretical expectation of the total proportion of pigs infected 
during the course of such a major epidemic is 0.9997 and for the maximum 
proportion is 0.5332, using the formulae which assume homogeneous unstructured 
populations. The theoretical expectation overestimates the total proportion of pigs 
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Figure 3.6 Proportions of infected animals during a major epidemic (0.0005, 
y=O.Ol), from stochastic simulation. 
Figure 3.7 shows the estimates for I and Ym  predicted by the stochastic model for 
different values of R 0. The results are the mean of 5 simulations each of which was 
stopped when the increase in the total proportion of pigs infected was less than 0.1% 
over a period of one year. Only simulations that resulted in major epidemics were 
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Figure 3.7 Comparison of I and y ma,, obtained from stochastic simulation and from 
expectation based on Ro 
The difference between the two sets of curves is due to the fact that those based on 
R0 assume an homogeneous population of pigs in direct contact. It seems likely that 
the farm structure plays a major role in the spread of infection. To investigate further 
the effect of farm structure on the proportion of pigs infected, a model was 
implemented where the pigs were all in direct contact. The results of this 
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Figure 3.8 Comparison of proportions of pigs infected from simulation with expected 
proportion infected based on R0 for all pigs in direct contact 
It can be seen in Figure 3.8 that the proportions of pigs infected as predicted by the 
stochastic model is in close agreement with the theoretical expectation. Comparing 
figures 3.8 and 3.7 it is clear that dividing the population into discrete groups alters 
the proportion of pigs infected during an epidemic, with the effect depending upon 
R0. 
3.4.4 Distribution of Estimator of R0 
The results of 1000 bootstraps on the disease transition matrix are given in Table 3.6. 
The standard error is small for all the parameter sets suggesting that the mean value 
for the estimator of R0 is being accurately estimated. However, there is an indication 
that as the estimator of R 0 increases, the standard error also increases. The 
correlation between the estimator of R0 and the standard error is 0.9. 
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Table 3.6. Estimator of R0 and the standard error of estimator of 





of Estimator or 
Ro 
0.0001 0.01 1.46 0.034 
0.0001 0.05 0.37 0.012 
0.0001 0.1 0.21 0.009 
0.0005 0.01 5.97 0.073 
0.0005 0.05 1.94 0.040 
0.0005 0.1 1.01 0.032 
0.001 0.01 7.34 0.066 
0.001 0.05 3.79 0.063 
0.001 0.1 2.09 0.046 
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Figure 3.9. Histogram of the estimator of R0 from 1000 bootstraps on the disease 
transition matrix when 13 = 0.0005 and 'y = 0.01 
The Kolmogorov-Smirnov goodness-of-fit test for these data give a p-value of >0.15 
demonstrating that the normal distribution gives an adequate description of the data. 
This is as would be expected under the Central Limit Theorem, as each point in the 
histogram is based on the average of 5890 individual epidemics. 
71 
The results for the distribution of the estimator of R0 based on 1000 disease transition 
matrices obtained from a single epidemic per index case type are presented in Table 
3.7. The maximum value of the estimator obtained from the simulations is included. 
Table 3.7. Mean estimator of R0, standard deviation and the maximum estimate 
obtained for R0 from 1000 simulations using disease transition matrix, 
based on one enidernic ner tvne 
Mean 
Estimator 




0.0001 0.01 1.65 0.59 4.56 
0.0001 0.05 0.90 0.48 2.45 
0.0001 0.1 0.66 0.53 2.00 
0.0005 0.01 6.23 0.96 9.63 
0.0005 0.05 2.60 0.79 6.38 
0.0005 0.1 1.66 0.68 4.00 
0.001 0.01 7.73 0.92 10.68 
0.001 0.05 4.57 1.02 8.49 
0.001 0.1 2.97 0.89 6.22 
The estimate of R0 for these simulations is consistently higher than that obtained by 
bootstrapping. The standard deviation is also correlated with the estimator of R0 (r = 
0.82). The reason for the increase in the estimate for the mean value of R0 can be 
seen from the skewness of the distribution shown in Figure 3.10. Figure 3.10 is a 
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Figure 3.10 Histogram of the estimator of R0 from 1000 simulations with the disease 
transition matrix based on one epidemic per type when 0 = 0.0005 and y = 0.01 
The normality tests for these data fails to accept the hypothesis that these data come 
from a normal distribution (p <0.01). The distribution is skewed with a higher than 
expected number of large estimates for R 0 . 
3.4.5 Effect of Farm Structure on the Stochastic Epidemiological Model 
The effect of farm structure on the results of the stochastic epidemiological model 
was investigated by: 
• Removing piglets at 3 weeks of age (Model 1) 
• Removing piglets at 12 weeks of age (Model 2) 
• As described in Section 3.3.1 with finishing pigs kept for 16 weeks (Model 3) 
• All gestating sows housed in a single shed rather than in four sheds (Model 4) 
The piglets necessary to replace the sows are retained in each model. One epidemic 
was simulated per animal on the farm to obtain estimates for R0. Results are the 
mean of 20 estimates for R. Table 3.8 gives the mean and standard errors for the 
estimate of R0 for the three different piglet retention times. 
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Table 3.8. Effect of altering farm structure on R0 
Model R0 SE(Ro) 
1 1.00 0.008 
2 2.59 0.014 
3 2.72 0.019 
4 2.74 0.040 
The results show the importance of farm structure on the outcome of the introduction 
of infectious material on a farm. When there are large groups of animals within a 
single shed as is the case in models 2 and 3, the probability of an epidemic and R0 are 
both higher then when the piglets are removed prior to or at weaning (model 1). The 
difference between the 2 "d  and 3"' models is not very large, demonstrating that 
removing the finishing pigs early does not have a great influence on R0. When there 
are no growing or finishing pigs on the farm, as in model 1, the estimate for R0 is 
significantly lower. This is in agreement with Hone (1994) who estimated that R0 
would be approximately 2 on a breeding farm but 4 on a finishing farm. 
When all the gestating sows were housed in a single shed (model 4) the value 
obtained for the estimate of R0 of 2.74 (SE = 0.04) is directly comparable to that of 
model 3. This suggests that increasing the number of sows in direct contact from 84 
to 336 does not significantly increase R0. 
3.5 Discussion 
The aim of this Chapter has been to develop a simple stochastic model, applicable to 
a structured farm, and to investigate the properties of this model and the information 
it provides. The model used is flexible and allows many aspects of the spread of 
disease to be examined in detail. The influence of disease transmission and recovery 
rate on the probability of epidemics, numbers of pigs infected and the basic 
reproductive ratio have all been investigated. 
The models used are somewhat unrealistic in that the only epidemiological 
parameters included are transmission coefficient and recovery rate. However, other 
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parameters can easily be incorporated and this is done in Chapter 4. This section 
consists of a more general discussion of the results obtained in this chapter and 
suggests possible additions. 
3.5.1 Model Parameters 
The models described in the Chapter assume that pathogens do not have any latent 
period, give life-long immunity to infected animals and do not cause the death of the 
host. Although an heterogeneous population is modelled, the parameters in all 
simulations are constant across all types of animals. To model a specific disease, if 
appropriate the model can allow different types of animals to have different recovery 
rates or different susceptibility to infection. 
3.5.2 Probability of Epidemic 
The probability that an epidemic occurs and whether that epidemic is likely to be 
major or minor provides a useful tool for estimating the risk associated with a 
particular farm structure and a particular pathogen. The investigation highlighted the 
risk areas on the farm - sheds containing large numbers of pigs. In the absence of 
disease-dependent mortality, if a substantial number of the nursery pigs become 
infected, it is unlikely that an epidemic will die out without intervention, making the 
probability of a major epidemic high and creating an endemic residing in the nursery 
and finishing pigs. 
The major hurdle to accurate estimation of the probability of a major epidemic for a 
particular pathogen is the lack of epidemiological parameter estimates. 
3.5.3 Basic Reproductive Ratio 
The model provides estimates of the basic reproductive ratio based on a disease 
transition matrix as described by De Jong et al. (1994). The accuracy of the estimate 
of R0 is highly dependent on the number of simulations performed but when a large 
number is used the results are very accurate. The distribution of the estimator of R0 
based on one epidemic per index case type demonstrates the variability in the 
estimate for R0. Unless estimates for the epidemiological parameters are available, it 
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is not possible to calculate R0. Therefore, when R0 is based on field studies from a 
single epidemic, it is likely to be estimated with considerable error. Unless estimates 
for the epidemiological parameters are available, it is not possible to calculate R0. 
Chapter 5 describes the methodology required to obtain parameter estimates for one 
example: porcine reproductive and respiratory syndrome (PRRS). 
3.5.4 Proportions of Pigs Infected 
The estimates for the total proportion of pigs infected during the course of a major 
epidemic, 1, demonstrate that the farm structure has a major influence on the outcome 
of the introduction of infection. When compared to the values predicted based on the 
value of R0, which assumes an homogeneous population of pigs all in direct contact, 
the estimates of the total proportion of pigs infected are generally lower for high R0 
values. When the simulation was repeated for a farm with all pigs in direct contact it 
was clear that the farm structure was the cause of the difference. 
The model is flexible and can easily be modified to different situations. This 
flexibility is necessary as importance of farm structure on the proportion of pigs 
infected demonstrates that the results obtained are not general but specific to the farm 
modelled. 
3.5.5 General 
The model developed potentially has several uses and applications. Although not 
demonstrated in this chapter, it is clear that the model would be useful in assessing 
possible disease eradication strategies. This could be done by altering the farm 
structure and changing the contact between pigs. The effect of allowing pigs to be 
introduced from outside the farm, vaccination or culling of infected animals can all 
be investigated, in addition to selection strategies. Damrongwatanapokin (1993) 
used a stochastic model as a guide to the possible usefulness of different strategies 
for the control of pseudorabies. The model developed uses a heterogeneous 
population of pigs with 4 different herd sizes with an all-in-all-out farrowing room. 
Transmission is modelled using 'distance decay' allowing the probability of infection 
to depend on the distance between infected and susceptible pigs. The results of 
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Damrongwatanapokin's model suggest that population size is an important factor in 
determining whether or not an infectious agent will become endemic in a herd. 
Although this was not directly tested in the models described in this chapter, 
endemics only occurred if the infection reached large groups of pigs. 
Bouma et al. (1995) investigated whether the transmission of pseudorabies virus, 
expressed as the reproduction ratio, R, depends on population size. The hypothesis 
being tested is that if transmission depends on population size then increasing the 
population size by a factor of 4 should increase the transmission rate by a factor of 4. 
To investigate transmission, 3 groups of 10 pigs and one group of 40 pigs were 
vaccinated with non-expressing PRV. Half the pigs in each group were inoculated 
with a strain of PRV that does express. These pigs were then returned to their group 
thus exposing the other half of the group to virus. The number of secondary 
infections in each group was then counted. In the 3 groups of 10 pigs, 2 pigs became 
infected in one of the groups and 1 pig in the other 2. In the group of 40 pigs, 4 pigs 
were infected. A stochastic model was used to investigate the results of the 
experiment. The model assumes that the transmission rate for the small groups is 
known and then, given that transmission rate, estimates the expected final size of the 
infected population for the group of 40 pigs. Two models were used, true mass 
action which assumes that transmission is independent of population size and pseudo 
mass action which assumes transmission is dependent on the numbers of infected and 
susceptibles in the population. The models were used to compare the predictions of 
the expected number of secondary infections. The conclusion reached by Bouma et 
al. (1995) is that the true mass action model correctly predicted the number of 
individuals infected in the groups of 40 pigs and the pseudo mass action 
overestimated it. The result suggests that R is independent of population size. 
Although this result, which suggests that R is a property of the pathogen and host 
rather than the population size, is attractive, it is based on a single experiment and 
merits further verification. It is interesting to note that the total proportion of 
secondary infections is between 0.1 and 0.2 in all the experiments. In contrast to the 
results of Bouma et al. (1995), the models in this chapter use the pseudo-mass action 
implementation. This is not seen as a critical assumption as the total population size 
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is constant throughout, although types belong to different sizes of sub-population. If 
the generality of the independence of R on the population size is correct, it suggests 
that the results presented in this chapter would hold for a farm with a similar 
structure but a different size. 
Stochastic models have also been developed for human disease situations. For 
example, Loundes and de Arazoza (1999) and Tan and Ziang (1999) used stochastic 
models to estimate the expected size and time of the peak of HIV epidemics. 
In the farm situation there are many factors (e.g. weather, hygiene, disease-dependent 
mortality) which affect the spread of infectious material that are not included in the 
model and hence the estimate of R0 obtained by modelling, no matter how accurate, 
can only be used as a guideline. The model provides insight into the epidemic 
process that is more informative than a single statistic such as the basic reproductive 
ratio. 
Other assumptions that the models described in the chapter contain are that pigs that 
are infected become infectious immediately with no incubation period for the 
pathogen. All animals are equally infectious and equally susceptible and animals do 
not die as a result of infection. These assumptions could easily be removed. In the 
next chapter, where the effect of selection for resistance to transmissible 
gastroenteritis is modelled, many of these assumptions are altered in order to give a 
realistic model for this specific disease. 
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4 Stochastic Genetic Epidemiological Models 
4.1 Introduction 
Chapter 3 described a stochastic epidemic model for predicting the outcome of an 
epidemic on a closed farrow-to-fmish pig farm. This chapter describes a stochastic 
genetic epidemic model that extends the model described in chapter 3 by 
incorporating selection for disease resistance. The model demonstrates the influence 
of host genotype on the outcome of introducing infected pigs onto a farm. As was 
discussed in chapter 1, susceptibility to micro-parasitic infection is a trait that is often 
controlled, to some extent, by host genotype and hence can be reduced by selection. 
In the models described in this chapter, selection is aimed at reducing the 
transmission coefficient so that with each generation, the expected number of new 
infections per infectious individual per susceptible individual falls. The model is 
used to estimate the effect of selection by examining: 
• Base population epidemiology 
• The basic reproductive ratio, R0 
• Probability of an epidemic 
• Proportion of pigs infected 
• Death rate 
• Duration of epidemics 
The model is illustrated using transmissible gastroenteritis (TGE), a disease that has 
been modelled previously by Hone (1994). TGE was selected because the 
parameters for the model have already been estimated allowing direct comparison of 
the results with previously published data. TOE is a highly contagious enteric viral 
disease of pigs for which there is no effective treatment (Hone, 1994). Symptoms 
include dehydration, vomiting, severe diarrhoea and high mortality in piglets less 
than 2 weeks of age. There is no information about host genetics for susceptibility to 
TGE - the model is based on a hypothetical genetic control of susceptibility. 
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4.2 Methodology 
4.2.1 Model Parameters 
The farm structure used for the models described in this chapter is the same as that 
used in Chapter 3. To illustrate the full stochastic genetic epidemiological model, a 
model of transmissible gastroenteritis was developed. The model used parameters 
described by Hone (1994). The parameters used are: 
Transmission coefficient = 0.0007/day 
Recovery Rate 	= 0.057/day 
Latent Period =2 days 
Mortality rate 	= 0.006/day for pigs over 4 weeks of age 
0.1712/day for piglets 4 weeks of age or less 
Loss of immunity 	= 0.0031/day 
The differential equations describing the model used by Hone are given in Chapter!. 
These have been extended to allow for the different types of pig as follows: 
oX/at + OX/Oa = -f3(a)X(a,t)Y(a,t) + a(a)(X(a,t) + L(a,t) + Y(a,t)) 	
(4.1) 
- (b(a) + c(a))X(a, t) + wR(a, t) 
OL / at + OL / Oa = f3(a)X(a, t)Y(a, t) - (b(a) + o + c(a))L(a, t) 	 (4.2) 
OY / at + OY / Oa = crL(a, t) - (b(a) + s(a) + y(a) + c(a))Y(a, t) 	 (4.3) 
OR / at + OR / Oa = a(a)R(a, t) + yY(a, t) - (b(a)+w(a) + c(a))R(a, t) 	 (4.4) 
where (3(a) is the transmission coefficient for a pig of type a, s(a) is the disease-
dependent mortality rate, y(a) is the recovery rate, a is the rate at which latent pigs 
become infected and is constant for all types. b(a) is the disease-independent 
mortality rate and a(a) is the expected number of births of pigs of type a. c(a) is the 
culling rate for a pig of type a. The rate of loss of immunity is w, and is constant for 
all types. X(a,t), Y(a,t), L(at) and R(at) are the numbers of susceptible, infectious, 
infected but not yet infectious(e.g. latent) and recovered (or immune) animals 
respectively belonging to age class a at time t. 
The stochastic implementation of the model follows the methodology described in 
Chapter 3. As the model includes host genotype, each type of pig potentially has a 
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different value for the transmission coefficient. The recovery rate and latent period 
are assumed to be constant across all types. The inter-event time is thus 
—ln(g)/(yY 1 +Ye 1 +/33 c,Y,Xx 3 + al: L 1 +wR1 )where g is a random 
1=1 	i=1 	1=1 j=I 	 1=1 	i=1 
number in [0, 1], 'y is the recovery rate, (, is the transmission coefficient for a pig of 
type j and Cfl is the contact rate between type j and type i pigs, ei is the disease 
dependent mortality rate for a pig of type i. w is the rate of loss of immunity and a is 
the rate at which latent pigs become infectious. Lj is the number of latent animals of 
type i and R1 is the number of recovered (or immune) animals of type i. 
The calculation of the next event type is obtained as described previously. The sum 
Y(J)U3(i)X(i)C(iJ) + 'y(j) + + aL(i) + wR(i), 1, j = 1, 2, ..., n is calculated and is 
denoted by RATE. The probability that the next event is the infection of a pig of 
type i by a pig of type j, moving that pig to the latent class, is given by 
3(i)X(i)Y(j)C(i,j)/RATE (4.5) 
for all i, j. The probability that it is the movement of a latent pig to the infectious 
class is given by 
aL(i)/RATE 	 (4.6) 
for all i and that the next event is recovery of a type j animal is 
yY(j) IRATE 	 (4.7) 
for all j. The probability that the next event is the death of a type j pig is 
c(j)Y(j)IRATE 	 (4.8) 
for all j and that it is the loss of immunity of a previously infected pig is 
wR(i)/RATE 	 (4.9) 
for alli. 
4.2.2 Introducing Genetics 
Two models were developed with selection strategies similar to those described in 
Chapter 2. The first, discussed in section 4.2.2.1 assumes continuous genetic 
variation and applies selection to the transmission coefficient, reducing the expected 
number of infections per infected pig per susceptible pig per unit time. The rate of 
reduction is assumed to be relative to that of the base population. Section 4.2.2.2 
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introduces the second method based on introgressing an allele, which confers 
resistance to pigs possessing two copies. 
To simulate a population where the transmission coefficient depends on the genotype 
of the individual pigs, a base population is generated where each animal has a 
transmission coefficient phenotype made up of a genetic component, an 
environmental component and a maternal component. The mean genetic component 
for the base population is constant across types, although it could be type dependent. 
It is drawn from a normal distribution with standard deviation dependent on the 
heritability of the trait, h2, and the coefficient of variation for the population. Thus, if 
the phenotypic standard deviation is SD then the genetic standard deviation is 
I(1 2)*SD. The maternal and environmental components are drawn from a normal 
distribution with mean zero and standard deviation I(m2)*SD  and  I(1m2 h2)*SD 
respectively, where m 2 is the maternal effect. For simplicity, the maternal 
component is considered to be constant for all types and ages of pigs. If the resulting 
phenotypic value for any animal is less than zero, then it is reset to zero. 
Estimates of the genetic parameters for the transmission coefficient of the base 
population are: 
• Mean genetic component = 0.0007 
• Heritability, h2 = 0.3 
• Coefficient of variation, CV = 0.75 
• Maternal variance component, m 2 = 0.1 
• Environmental variance component = 0.6 
The coefficient of variation was set to 0.75 to reflect the variability often seen in 
disease resistance traits. 
4.2.2.1 Selection Model, assuming continuous genetic variation 
Genetic improvement in the transmission coefficient is assumed to be at a constant 
rate AG, and achieved by the use of selected sires, coming from a separate 
population, e.g. the nucleus of a breeding company. In the nucleus the expected 
relative response to selection is h2*CV* [ilL], where i is the selection intensity and L 
is the generation interval. Reasonable values for i and L are 0.4 and 2.2 years 
respectively, corresponding to our assumed rate of improvement, AG, of 4% of the 
initial value per annum. 
Initially improvement is only through the sires but when guts reared on the farm are 
used to replace sows, improvement comes from both the sire and the dam. The gifts 
are randomly selected from the finishing pigs. Thus given initial levels for the 
transmission coefficient, [)ijj, the next cohort of sires, have expected levels 
given by 
= pmmt -  AG13 	 (4.10) 
where pc t is the current level in the population for the transmission coefficient and 
AG1  is the increment in improvement, expressed as a proportion, for the relevant time 
period t. Sire genotypes are therefore drawn from a normal distribution with mean 
given in equation 4.9 and genetic standard deviation 4(h2)*SD. SD is the sire 
population mean multiplied by the coefficient of variation. Piglet genotypes are 
given by V2(3g + g) + mendelian sampling term, where Jg is the genetic 
component of the sire transmission coefficient, (3g (j is the genetic component of the 
dam transmission coefficient and the mendelian sampling term is drawn from a 
normal distribution with a mean of zero and genetic standard deviation 4(0.5h2)*SD. 
SD is taken as the farm population mean multiplied by the coefficient of variation. 
All piglets born to a common dam have a common maternal component. The 
consequences of the Bulmer effect, i.e. the reduction in variance and heritability 
caused by selection are not included in the model. The estimate for 0 used to 
simulate epidemics is the mean transmission coefficient of each type rather than the 
individual values. 
4.2.2.2 lntrogression Model 
A stochastic model investigating the effect of introgression of a major recessive 
resistance gene was developed. The introgression process is the same as that used in 
the discrete-time model described in Chapter 2. The base population is simulated as 
for the continuous selection model. It is assumed that the farm population is 
homozygous for the dominant susceptibility gene but that the sires are selected from 
a population homozygous for the resistance gene. Pigs on the farm have 
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transmission coefficient 3 until they have two copies of the resistance gene when 3 is 
set to an arbitrary, low, level. Again, the estimate for 3 used to simulate epidemics is 
the mean transmission coefficient of each type rather than the individual values. It is 
assumed that a sow with one copy of the resistance gene will pass that gene on to the 
piglets with probability of /2. Thus, piglet genotypes are sampled from a binomial 
distribution with p = 0.5. 
4.2.3 Selection Procedure 
Selection for resistance was simulated in the pig farm using both the continuous 
selection and gene introgression models. In the base population, and every 52 weeks 
for the continuous selection model, and every 5 weeks for the gene introgression 
model, epidemics were simulated by introducing the pathogen onto the farm, i.e. by 
creating index cases. At each time point R0 was estimated using the method 
described in Chapter 3. Once R0 reached a value of 0.1 the selection process was 
stopped, because the probability of there being no epidemic is close to unity at this 
point. The results presented for both selection methods are based on the outcome of 
10 simulated base population. Furthermore, for each base population and at each 
time point, 10 simulations (index cases) were performed for each of the 54 types of 
pig, making a total of 5400 simulations at each time point. 
4.2.4 Probability of Epidemic 
The methodology described in Section 3.3.2 was used to estimate the probability of 
an epidemic on the introduction of TGE, by means of an index case. Epidemics that 
lasted for one year were deemed to be major epidemics and the process was stopped. 
4.2.5 Basic Reproductive Ratio 
To obtain estimates for the basic reproductive ratio the same strategy was used as 
described in Section 3.3.3. Initially, a base population was generated. This 
population was immediately exposed to transmissible gastroenteritis to obtain the 
baseline estimate. 
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4.2.6 Total and maximum proportions of infected pigs 
The total (I) and maximum (Y.)  proportions of pigs infected during each epidemic 
were obtained directly from simulation. The total proportion is calculated by 
counting the total number of pigs infected and dividing that total by the total number 
of susceptible pigs on the farm during the simulation. The maximum proportion 
infected at any one time is obtained by calculating the proportion of animals infected 
at each stage of the epidemic. As the model is implemented to simulate epidemics 
that last for a maximum of one year, the estimates based on the model are 
underestimates of the equilibrium values for these parameters. The standard error of 
R0 was calculated using the methodology of Section 3.3.5. 
4.2.7 Epidemic Duration and Mortality 
The duration of simulations that resulted in either no epidemic or a minor epidemic 
was collected to investigate the effect of reduced transmission coefficient on the 
length of each of these outcomes. 
The effect of selection for reduced susceptibility on disease-dependent mortality was 
investigated by storing the number of deaths as selection proceeds. 
4.3 Results 
4.3.1 Continuous Selection Model 
4.3.1.1 Base Population 
When the base population was exposed to transmissible gastroenteritis R 0 was 
estimated as 2.24 (s.e. = 0.2). The maximum and total proportions of pigs infected 
during an epidemic, based on R0 using equations 1.10 and 1.11 were 0.85 and 0.19 
respectively. Table 4.1 summarises the results for the base population. 
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Maximum No of Deaths 1 1 1696 
Maximum No of Cases 1 4 18110 
Total proportion infected during epidemic 0 0.00053 0.65 
Maximum proportion infected at one time 0 0.00038 0.13 
The standard errors for the estimates of the probability of an epidemic are small 
reflecting the accuracy of the model given the number of simulations. The values 
given for the total and maximum proportion of pigs infected during a minor epidemic 
are the average total and maximum proportions of the population that became 
infected before the epidemic died out and are included to demonstrate that a minor 
epidemic may well go unnoticed. The total proportion of pigs infected during minor 
epidemics of 0.00053 corresponds to three pigs. In 75% of cases, the introduction of 
an infected pig will have almost no consequences. 
4.3.1.2 Transmission Coefficient 
The effect of selection on the transmission coefficient is shown in figure 4.1. The 
figure shows values of the simulated transmission coefficient for the sire, the new 
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Figure 4.1 Reduction in transmission coefficient as selection for resistance to TGE 
proceeds 
The population and piglet coefficient decrease at the expected rate but are lagged by 
the time taken for the improved piglets to give birth. 
4.3.1.3 Ro 
Figure 4.2 shows the effect of selection for resistance to transmissible gastro-enteritis 
on R0 for the 10 different base populations with the mean value of R 0 (black line). 
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Figure 4.2 Effect of selection for resistance to TOE on R0, from stochastic 
simulation 
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Figure 4.2 shows that rate of the reduction in R0 starts to tail off after selection has 
been underway for approximately 25 years because of the reduction in variance in 
the transmission coefficient as it approaches zero. As selection proceeds the variance 
of the transmission coefficient, which is proportional to the current mean, decreases, 
resulting in reduced variability in the simulations. 
4.3.1.4 Probability of No/Minor/Major Epidemic 
Figure 4.3 shows the reduction in R0 and the probability of no epidemic, minor or 
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Figure 4.3 Effect of selection for resistance to TGE on R 0 and the probability of no 
epidemic, minor epidemics or major epidemics 
Within two years of the start of the selection process the probability that there will be 
no epidemic on introduction of infection starts to increase and the probability that 
there will be a major epidemic decreases. However, until Ro falls below one, the 
probability that there will be a minor epidemic increases. This is because the 
population is less susceptible and can tolerate an increase in the number of infectious 
pigs before a major epidemic occurs (see Section 4.3.1.5). Thus, as selection 
proceeds, the number and size of minor epidemics will initially increase. Once 
selection for a reduced transmission coefficient has produced a population where R0 
is less than one the probability of a major epidemic falls to zero. However, minor 
epidemics can still occur. 
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The outcome of introducing an infectious pig onto the farm depends on the type of 
the pig. Figure 4.4 shows the probability of (a) major epidemics, (b) minor 
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Figure 4.4 Probability of (a) major epidemics, (b) minor epidemics by index case 
type (heavy black line indicates mean for all pigs) 
Figure 4.4(a) shows that the probability of an epidemic is greater for classes of pigs 
containing large numbers of animals. As selection proceeds the probability falls for 
all classes, reaching zero after approximately 15 years. The class of pigs at most risk 
of causing an epidemic is the nursery pigs and this is the case throughout the 
selection process. Mating sows and gilts contribute very little to major epidemics. 
These two classes each contain less than 30 pigs. 
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Figure 4.4(b) shows that the relative rankings, for minor epidemics, of the different 
types changes under selection. Initially, the class most likely to cause a minor 
epidemic is the gestating sows. This is a small class with the potential to infect 
piglets. However, if these infected piglets have recovered before they are weaned 
then the epidemic will die out resulting in a minor rather than a major epidemic. As 
selection proceeds, the larger classes, with reduced susceptibility, now cause the 
majority of the minor epidemics. 
4.3.1.5 	land Ymax 
Figure 4.5 shows the mean estimates for the total (I) and maximum (Ym) 
proportions of pigs infected during the course of an epidemic under selection. The 
results are based on the value of R0 within each replicate, which assumes a 
homogeneous population in a single group. The mean for R0 is included in the 
figure. Again, each point on the graph represents the outcome of the introduction of 
infectious material at that point in time. During the epidemic process, the selection 
process ceases. 
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Figure 4.5 Effect of selection for resistance to TGE on R0, the total (I) and 
maximum (Ym)  proportions infected during an epidemic, based on R0 
Figure 4.6 presents the same results, I and Ymax,  obtained directly from the stochastic 
model. Only major epidemics were used to estimate the total and maximum 
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Figure 4.6 Total (I) and maximum (y) proportion of pigs infected during major 
epidemics of one-year duration obtained directly from stochastic simulation, and R0 
The behaviour of the curves obtained by the two methods is very similar. However, 
the model predicts that approximately 66% of the pigs will be infected during the 
first year of an epidemic, before selection starts, compared with 85% when assuming 
a homogeneous population of pigs all in direct contact. The difference between the 
results obtained from the model and those predicted by the equations based on the 
value of R0 are due in part to the farm structure as demonstrated in Chapter 3 but also 
because all major epidemics were stopped after one year, before asymptotic values 
are reached. 
Figure 4.7 shows the values for total and maximum proportion of pigs infected 
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Figure 4.7 Effect of selection for resistance to TGE on R0 and the total (I) and 
maximum (Ym)  proportions of pigs infected during minor epidemics 
At no point do more than 1% of pigs become infected during minor epidemics. 
Initially the proportion of pigs infected is less than 0.001, representing approximately 
6 pigs, but as selection proceeds, this increases to a maximum of 0.008, or about 50 
pigs. When R0 is greater than one, a reduction in the maximum and total proportion 
of pigs infected in major epidemics corresponds to an increase in the proportions 
infected in minor epidemics. This is because the reduced susceptibility of pigs 
allows a greater number of infected pigs to be present before an epidemic becomes a 
major epidemic. That is, the force of infection has to be greater for pigs of reduced 
susceptibility before a major epidemic can occur. Even when R0 is less than one, a 
small number of pigs still become infected. 
4.3.1.6 Mortality 
Figure 4.8 shows the effect of selection on the proportion of susceptible animals that 
die during minor or major epidemics. In the event of no epidemic occurring, it is still 
possible that the index case dies. In this case, the proportion of susceptible animals 
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Figure 4.8 Proportion of the susceptible population that die due to infection with 
TGE during minor and major epidemics as selection proceeds 
As expected, the proportion of the population that dies during an outbreak of 
transmissible gastroenteritis is a scaled version of the proportion of the population 
that becomes infected in the first place. 
4.3.1.7 Epidemic Duration 
Figure 4.9 shows how the duration of minor epidemics changes under selection. The 
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Figure 4.9 Average duration of simulations of TGE epidemics resulting in either no 
epidemic or minor epidemics as selection proceeds 
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As the transmission coefficient falls, the duration of minor epidemics increases. This 
is because an infectious agent can be present in the population for longer before a 
susceptible pig succumbs without a major epidemic occurring. Once R0 has been 
reduced by selection to 1.0, the duration of minor epidemics starts to fall. 
The duration of simulations that result in no epidemic is tending towards the 
infectious period of the pathogen. In the absence of latent periods and disease 
dependent mortality, ultimately, with zero transmission coefficient, the duration of 
these simulations would have a mean that was identical to the infectious period. 
4.3.2 Gene Introgression Model 
Figure 4.10 gives the gene and homozygote frequencies as introgression proceeds. 
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Figure 4.10 Frequency of major recessive gene conferring resistance, during an 
introgression programme 
The discontinuity in Figure 4.10 occurs when the first batches of heterozygous 
piglets begin to have their first farrowing, and the first few homozygote piglets are 
born. As the proportion of farrowing sows carrying the gene increases, the change in 
gene frequency accelerates again. 
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The effect of introgressing a resistance allele on the transmission coefficient is 
shown in figure 4.11. The lines represent the mean transmission coefficient for the 
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Figure 4.11. Reduction in piglet and population transmission coefficient as 
introgression proceeds 
The first signs of reduction in the transmission coefficient occur after 68 weeks when 
the first piglets carrying one copy of the allele give birth to resistant piglets with two 
copies of the allele. The reduction is not large as the replacement rate for sows is 
45% per annum corresponding to around 4 sows per week. Approximately 50% of 
these piglets will be resistant, i.e. about 22 piglets out of 231. As more and more 
sows are replaced with piglets possessing the resistance allele, more resistant piglets 
are born. This can be seen from the piglet transmission coefficient as it drops in 
stages as the allele spreads through the whole population. The decline in the 
population transmission coefficient is smoother but still shows slight irregularities as 
introgression proceeds. The population transmission coefficient reaches that of the 
sires after approximately 200 weeks. 
The epidemiological parameters for the base population were very similar to those 
described in section 4.4.1. Initially R 0 = 2.20 (s.e.0.2). 
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Figure 4.12 shows the mean values for the basic reproductive ratio and the 
probability that the introduction of an infected animal causing no epidemic, a minor 
Time Since Start of 
Introgression (Weeks) 
Figure 4.12 R0 and probability of no epidemic, minor or major epidemics during a 
program to introgress a recessive allele conferring resistance to TGE 
The results are very similar to those obtained in the continuous selection program. 
However, the rate of response is very much higher with the basic reproductive ratio 
falling below one within three years of the commencement of the introgression 
process. Under this implementation, the population will be free from major 
epidemics after approximately 3 years but not free from minor epidemics until the 
introgression process is complete. 
Figure 4.13 shows the probability of no epidemic, a minor or a major epidemic when 
the index case is a piglet up to one week of age. The steps seen in the reduction in 
transmission coefficient (Figure 4.11) are clearly seen in this figure, reflected in the 
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Figure 4.13 Probability that week old piglets cause no/minor/major epidemics 
during a program to introgress a recessive allele conferring resistance to TOE 
Figure 4.14 shows the mean values for the basic reproductive ratio and the total and 
maximum proportions of pigs infected during an epidemic obtained directly from the 
stochastic model. 
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Figure 4.14 The basic reproductive ratio, total and maximum proportions of pigs 
infected during introgression of a gene conferring resistance to TOE 
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Again, the response in R0 and the proportion of pigs infected is very similar in shape 
to that seen when continuous selection was applied, apart from the time-scale. 
4.4 Discussion 
4.4.1 Base Population 
The model assumes that there is no intervention by the farmer in the event of an 
epidemic. Under this assumption, the baseline result for the basic reproductive ratio 
is in reasonable agreement with the estimate obtained by Hone (1994) of 2.0 for a 
breeding farm. Hone's estimate for a finishing farm is 4.0 and the result of 2.24 
(2.20 under introgression implementation) obtained by the current models of a 
farrow-to-finish farm lies within these. The total proportion of pigs infected prior to 
selection depends very much on whether the infection becomes endemic or not. In 
minor epidemics where the infection dies out within the first year, the total and 
maximum proportions of pigs infected during the epidemic is very small. In major 
epidemics, which were stopped after one year, the total proportion infected is 
estimated as 65% with a maximum of 12% infected at any one time. As would be 
expected, the results for the two different selection processes are very similar for the 
base population. 
The probability of an epidemic is estimated at 0.45. Thus, the model suggests that in 
55% of cases, introduction of an infected animal onto a farm will not result in an 
epidemic. Chapter 3 highlights the dependence of epidemics on the index case type. 
If the index case is a nursery pig, then the probability that this animal causes an 
epidemic will be higher than 0.45 (Figure 4.7(a)). If an infected animal arrives on a 
farm, the probability that a major epidemic occurs is estimated at 0.25. 
Pritchard (1982) reported that in 53% of herds with more than 250 sows, TGE is 
likely to become endemic. These were frequently associated with herds that retained 
finishing pigs. This is in good correspondence with the results for the base 
population where 56% of epidemics become endemic. 
98 
4.4.2 Transmission Coefficient 
Figure 4.1 and Figure 4.11 show the reduction in the transmission coefficient as 
selection proceeds for the two selection processes. Under the continuous selection 
implementation, the sire transmission coefficient follows the expected transmission 
coefficient very well. The population and piglet coefficients decrease at the expected 
rate but are lagged by the time taken for the improved piglets to give birth. 
However, once the sire transmission coefficient has been reduced to zero, the piglet 
transmission coefficient, and hence the population transmission coefficient also, 
starts to level out taking a further 6 years to reach zero. This is because the variance 
of the transmission coefficient is dramatically reduced. The consequence of this in 
predicting the effect of selection for disease resistance on the epidemiology of 
infectious disease is, possibly, that the model may under-estimate the speed at which 
the probability of minor epidemics die out. The probability of a major epidemic falls 
to zero when the transmission rate is around 0.0003, so the epidemiological 
consequences of over-estimating the transmission rate as it approaches zero are 
therefore trivial. 
The effect of gene introgression on the transmission coefficient is very different. 
The sows on the farm are replaced at a rate of 45% per annum and this replacement 
can be seen in the stepwise nature of the reduction in transmission coefficient (Figure 
4.11). The rate at which the transmission coefficient falls is far greater than under 
continuous selection, falling to zero within 5 years. 
4.4.3 Basic Reproductive Ratio, I and Ymax 
For the continuous selection model, under the assumptions of farm structure and rate 
of genetic progress, the basic reproductive ratio, R0 is initially 2.24 falling to 1.0 in 
the 17th year of selection. The decline in R0 is linear until it starts tail off because of 
the decline in variance. As selection proceeds the variance of the transmission 
coefficient, which is proportional to the mean, decreases, resulting in reduced 
variability in the simulations. 
The maximum and total proportions of pigs infected were calculated yearly 
throughout the continuous selection process. The estimate of the proportions 
infected based on the basic reproductive ratio was higher than that predicted by the 
model. 
4.4.4 Probability of No/Minor/Major Epidemics 
Initially the probability that the introduction of transmissible gastroenteritis fails to 
cause an epidemic is 0.55 and this increases almost immediately under both selection 
implementations. The probability of a major epidemic falls immediately and has 
reached zero by the time R0 is one. The probability of a minor epidemic starts to 
increase peaking when R0 is one and then falls to zero as R0 approaches 0. The 
increase in the probability of a minor epidemic is caused by the failure of epidemics 
to become major as the transmission coefficient decreases. Although constant for 
major epidemics, the relative risk of different types of pig causing a minor epidemic 
changes as selection proceeds. 
The dependence of the type of epidemic on type of the index case is illustrated by 
Figure 4.7. When the index case belongs to a group of pigs with a small number of 
animals (mating and gestating sows and guts) the probability of a major epidemic is 
close to zero throughout the selection process. When the index case is part of a 
large group (nursery and finishing pigs) more than 50% of simulations result in a 
major epidemic in the base population. This is in good agreement with Hone's 
(1994) observation that the threshold number of susceptible pigs for TGE 
establishment is between 90-160. Under the assumptions of the model, the 
probability that an index case will cause a major epidemic falls to zero for all types 
of pig within 20 years. 
Turning to the gene introgression model, initially, as with the phenotypic selection 
model, the proportion of simulations that result in a major epidemic is approximately 
0.24. The effect of introgressing a resistance allele on the probability of no epidemic 
or minor or major epidemics is shown in figure 4.11. Again there is no improvement 
until more than one year into the introgression program. Within three years, the 
probability of a major epidemic has fallen to zero. The proportion of pigs which are 
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homozygous for the resistance allele by this point is 0.76 suggesting that if 76% of 
pigs are resistant to transmissible gastroenteritis, then with the farm structure 
described in Chapter 3, the population will be free from the risk of major epidemics. 
However, the population is not free from minor epidemics until the introgression 
process has been completed. 
4.4.5 Mortality 
Transmissible gastroenteritis is a disease, which causes high mortality in pigs. 
Although selection was not directed at mortality, the proportion of infected pigs that 
die during major epidemics starts to fall immediately. Initially, 6.2% of animals died 
during major epidemics (averaging 1700 pigs). By the time selection has been 
underway for 17 years, it is predicted that an average of 20 pigs, (maximum 275) will 
die as a result of the introduction of transmissible gastroenteritis. This is because of 
reduced transmission of infection and not as a result of reduced mortality in the pigs. 
4.4.6 Duration of Epidemics 
The duration of major epidemics was fixed in both selection implementations. For 
the continuous selection implementation, the duration of minor epidemics increased 
as selection proceeded until Ro was less than one. The proportion of pigs infected 
during minor epidemics also increased with the total proportion increasing much 
more than the maximum proportion demonstrating that the epidemics lasted longer, 
as is seen in Figure 4.9. However, as no more than 12 pigs were infected at any one 
time, these epidemics may go unnoticed despite the fact that they may for as long as 
3 months. 
4.4.7 General Discussion 
A stochastic genetic epidemiological model has been described that illustrates the 
potential of this type of model, using transmissible gastroenteritis. Both continuous 
selection and gene introgression implementations are introduced. 
The model produces an abundance of information about the way that an epidemic 
might affect a population. The effect of where the epidemic strikes the farm can be 
investigated. The model is flexible and can be modified to allow different farm 
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structures, different transmission coefficients for each type of animal or other 
epidemiological parameters such as disease dependent mortality. 
These models provide a tool for animal breeders, allowing decisions to be made as to 
when selection for disease resistance is worthwhile. Chapter 2 demonstrated that, in 
the case of a highly infectious disease, selection is unlikely to provide benefits in the 
short, or even medium, term. These models provide a useful tool for investigating 
the cost/benefit/risk associated with a particular pathogen and deciding then whether 
or not to proceed with a breeding program. 
The model demonstrates that the effect of selection for disease resistance on the 
epidemiology of infectious diseases is not straightforward but that the benefits of 
selection will be seen before the population is entirely resistant. This is an important 
point because the effort required in taking resistance genes to fixation may be 
considered by many as too great, or too much selection for other traits will have to be 
foregone. 
Apart from the basic reproductive ratio, none of the epidemiological indicators 
investigated behaved in a linear way under reduction in the transmission coefficient. 
As was demonstrated in chapter 2, the response in the proportion of pigs infected 
depends on the initial value of the reproductive ratio. When a pathogen is highly 
infectious, there is no reduction in the proportion of pigs infected until well into the 
selection process. For a pathogen such as TGE where the initial reproductive ratio is 
less than 3, the response is seen immediately but the total proportion of pigs infected 
and the probability of a major epidemic fall more rapidly as time passes. 
Unfortunately, there is currently no way of validating the results presented in this 
Chapter. Although breeding programs aimed at increasing disease resistance do 
exist, the sort of information presented in this chapter has not been investigated. Nor 
have any models investigating the effect of selection for resistance on a fully 
structure pig farm been published. However, the non-linear responses seen have 
been observed in models of selection for resistance to nematode parasites (Bishop 
and Stear, 1997). The responses to selection for reduced faecal egg count were twice 
that predicted by quantitative genetic theory, due to the altered disease epidemiology. 
The dynamics of scrapie in a sheep flock were modelled by Stringer et al. (1998). 
Susceptibility is modelled by partially dominant allele, r. There are three genotypes, 
rr, rR and RR which are fully susceptible, partially susceptible and resistant. Their 
model predicts that during a scrapie epidemic, the susceptible allele will decline in 
frequency but that the epidemic will die out before the frequency has reached zero. 
This is in agreement with the result presented in Section 4.3.2 where the probability 
of an epidemic reaches zero before the gene introgression process is complete. 
The model described in this Chapter assumes that each animal within a group is in 
contact with all other animals within the group. For an infection that is transmitted 
by direct contact this may not be a valid assumption. Even for air-borne infections, 
the probability of infecting a near neighbour is likely to be higher than infecting an 
animal remote to the index case. It is also assumed that the pathogen can only be 
transmitted directly from one animal to another and that there is no major impact of 
infection residing in the environment. Further, it is assumed that in the event of the 
death of an animal, infection from that animal is no longer possible from the instant 
of death. Again this is unlikely to be valid. These assumptions could be altered 
allowing, for example, an environmental source of infection to be present or residual 
infection to remain for a period on the death of an animal. However, these additions 
are unlikely to change the general results of the effect of selection for disease 
resistance. 
The effect of introducing pigs onto the farm has not been considered in this chapter 
and would be a worthwhile extension as the genotypes, with respect to the 
transmission coefficient, of the new animals is unlikely to be the same as those bred 
on the farm. 
Hone (1994) used previous knowledge of pig production systems to obtain the 
parameter estimates used in this chapter. Birth rates, disease-independent mortality 
and culling rates were based on those of the average breeding piggery. Disease 
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parameters were estimated from observing the progress of TGE. The most difficult 
parameter to estimate was the rate of disease transmission, which was estimated by 
comparing predictions of the model with observed results from two herds. The 
approach used was estimate the rate of disease transmission was to fit the predicted 
patterns of weekly piglet deaths to what has been reported. The rate of loss of 
immunity is influenced by the age at initial infection and the severity of challenge. 
Again, therefore, the value for loss of immunity of 0.0031/day was selected by Hone 
(1994), by comparing the observed and predicted deaths. 
This is the process that will be applied in Chapter 5 for the estimation of 
epidemiological parameters for porcine reproductive and respiratory syndrome. 
Published veterinary and epidemiological observations will be used to assist in a 
structured exploration of the parameter space to build as realistic a model of PRRS as 
is possible. It is hoped that this model will provide new insight into the disease 
dynamics. 
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5 Estimation of Epidemiological Parameters for Porcine 
Reproductive and Respiratory Syndrome 
5.1 Introduction 
5.1 .1 General 
The previous three chapters demonstrate epidemiological models for quantifying the 
possible result of infection on a farrow-to-finish farm. Chapter 4 used the 
epidemiological and animal husbandry parameter estimates of Hone (1994) to outline 
a stochastic genetic epidemiological model of transmissible gastroenteritis (TOE). 
This chapter describes the steps taken in the development of a stochastic 
epidemiological model of porcine reproductive and respiratory syndrome (PRRS). 
MRS differs from TOE in that it has a direct, quantifiable effect of sow productivity, 
i.e. sows infected with PRRSV suffer from reproductive failure reducing farrowing 
rates. 
Currently, there are no published models of the spread of PRRSV through a herd. It 
is only with such a model that the dynamics of the infection can be investigated. The 
first step in the model development is to estimate the epidemiological parameters of 
PRRS. 
5.1.2 Estimation of Epidemiological Parameters 
The method of parameter estimation used in this chapter is based on observational 
studies. The literature contains many descriptions of PRRS outbreaks and the 
information contained in these descriptions is used to estimate the epidemiological 
parameters necessary to produce a model for predicting the spread of PRRSV 
through a herd. The method is similar to that used by Hone (1994) when estimating 
the epidemiological parameters for TOE. Smith and Grenfell (1990) similarly 
produced a deterministic mathematical model of the population biology of 
pseudorabies. Some of their model parameters, e.g. culling rate, were estimated from 
knowledge of farm management strategies. Some parameters were based on the 
results of experimentation, e.g. infectious period. Others, e.g. transmission rates, 
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were estimated from the model comparing model output with the expected behaviour 
of a pseudorabies epidemic. 
A more sophisticated approach was used by Anderson et aL (1996) in an attempt to 
derive estimates of the age-stratified incidence of infection with bovine spongiform 
encephalopathy (BSE) in British cattle. This required information about the age-
dependent exposure and susceptibility of cattle which depend on time-dependent 
levels of exposure. After the ban on the use of animal feeds containing animal-
derived products was introduced in 1988, the exposure level changed but depended 
on the effectiveness of the ban. The exposure level is age-dependent because the 
intake of supplementary feed containing meat and bone meal changes with the age of 
the animal. The parameters required to estimate incidence of infection are the 
incubation period, maternal and feed borne transmission, host demography, age-
dependent exposure and susceptibility to infection. 
The model developed by Anderson et al. (1996) predicted the probability of the onset 
of BSE at a particular age for an animal born at a particular time. This depends on 
the probability that an animal born at that time is infected, the age-dependent cattle 
survivorship function, the probability distribution function for age at infection, the 
time-dependent feed-risk function and the probability distribution function for the 
incubation period as well as the probability that a case diagnosed was reported. The 
mean incubation period was estimated from observation of the average age at onset, 
assuming that most animals acquire infection soon after birth. Experimentation 
demonstrated the dose-dependence of the incubation period. The variance of the 
incubation period, the age-dependent infection rate and the time-dependent feed-risk 
function were estimated using maximum likelihood methods. The likelihood was 
maximised under various assumptions for the probability of cases being reported and 
the distributions of age at infection and incubation period and then used to select the 
model that gave the best fit to observed trends in BSE. 
This method of parameter estimation requires a large volume of data. Anderson et 
al. (1996) used data from the Central Veterinary Laboratory BSE database from 1986 
106 
to 1996 to estimate, amongst other things, the reporting delay from diagnosis to entry 
on the database. Demographic parameters were based on the numbers of cattle in the 
UK from 1974 to 1995. This amounts to data on several million animals, of which 
161412 were confirmed as infected with BSE by June 1996. 
Although the approach used in this chapter depends on the comparison of model 
output with observational reports on individual epidemics, it is felt that the stochastic 
model used to obtain the output allows a detailed comparison to be made. Aspects of 
the spread of infection that cannot easily be investigated with a deterministic model 
allow finer tuning of the epidemiological parameter estimates, e.g. infectious period, 
than might otherwise be possible. 
5.1.3 Background to PRRS 
The disease is of current major economic importance causing severe losses in 
affected farms. The consequences of a PRRS epidemic include high piglet mortality, 
increased mortality in sows, nursery and finishing pigs, increased premature 
farrowing, abortion and reduced farrowing rate in infected sows. Understanding and 
controlling the disease is of immediate importance to the pig industry. 
Factors that affect the progress of PRRSV through a population include virus strain, 
temperature, air quality, age at time of infection, breed, concurrent pathogenic 
infections and antibody dependent enhancement (Zimmerman et al., 1997). 
Antibody dependent enhancement is the condition in which antibodies mediate and 
enhance infection rather than providing protection. Yoon et al. (1993) reported that 
after challenge with a homologous strain, pigs with subneutralizing levels of 
PRRSV-specific antibodies developed higher levels of viraemia and for longer 
duration than pigs without antibodies against PRRSV. There are many strains of the 
virus, which differ greatly in virulence, making any model strain specific (Mengeling 
et al., 1996). Subclinical infections have been reported and are attributed to virus 
strain and prevailing health status of infected farms (Jones-Lang et al., 1997). 
Unfortunately, the actual strain causing any particular epidemic is not generally 
recorded. Infected pigs housed in optimum conditions of space, temperature and air 
quality, such as in a research environment, generally flourish. Severe signs are more 
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likely in large herds and when pigs are purchased and not quarantined (Done et al. 
1996). These factors complicate estimation of epidemiological parameters for 
PRRSV. 
5.2 Methodology 
5.2.1 Description of Epidemiological Parameters 
As described in Section 5.1.3, PRRS is an infection which affects the population in 
many ways. A review of the literature on the subject was used to select the 
epidemiological parameters necessary to model PRRS epidemics. As already stated 
the disease is characterised by high levels of infection, high mortality in piglets, 
nursery and finishing pigs and low mortality in sows as well as a reduction in 
farrowing rate. Infected pigs do not become infectious immediately but once they 
are, they remain so for an indeterminate length of time. Piglets of previously 
infected sows have a degree of immunity to PRRSV which is lost on weaning. Thus 
the parameters needed to model PRRS are: 
• Transmission rate 
• Latent period 
• Infectious period/Recovery rate 
• Disease dependent mortality 
• Reduction in reproductive efficiency 
• Loss of immunity 
5.2.1.1 Transmission Rate 
No information is available to directly estimate the transmission coefficient. The 
spread of the disease in the USA demonstrates that it has a high degree of 
transmissibility (Zimmerman et al. 1997). In 1980 none of the serum samples 
collected from Iowa swine were positive for PRRSV antibodies. In 1985 the PRRSV 
was present in one of the herds tested and by 1990 a serological study involving 87 
farms found that 83% of herds tested were infected. Seminal transmission of 
PRRSV has been reported (Gradil et al., 1996). The magnitude of the transmission 
coefficient is indicated by the number of pigs infected during an epidemic. This is 
expected to be between 75-95% (Done et al., 1996; Albina, 1997). Approximately 
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75% of sows tested become seropositive within 3 weeks of the disease being 
suspected and approximately 90% within 3 months (Terpstra et al. 1992). Chung et 
al. (1997) conducted an epidemiological study of PRRS within 8 intensive farrow-to-
finish pig farms. PRRSV was isolated from 70 to 100% of 6-8 week old pigs. This 
coincides with the lowest levels of maternal immunity. Pigs 6 to 9 weeks old are 
thought to be a major reservoir for PRRSV in farrow-to-finish pig herds (Chung et 
al., 1997). 
It is clear from the literature that the transmission rate for PRRSV is likely to be very 
large. The range of transmission rates to be investigated is 0.0005 to 0.008. This 
includes the transmission rate estimated by Hone (1994) for transmissible gastro-
enteritis (0.0007) which is also considered to be highly infectious. 
5.2.1.2 Latent Period 
The length of the latent period is not reported. Yoon et al. (1993) detected virus in 
faecal samples from experimentally infected pigs two days post-infection. However, 
some pigs did not shed virus until seven days after being infected. Factors affecting 
the latent period appear to be the strain, dose and route of virus (Done et al., 1996). 
Latent periods of 2 days and 7 days will be used in the models developed in Section 
5.2.3 
5.2.1.3 Infectious Period 
Reports on the length of the infectious period are highly variable. Zimmerman et al. 
(1992) reported transmission by direct contact between susceptible pigs and sows 
infected more than 14 weeks earlier. Albina (1997) suggests that virus shedding for 
such extended periods of time are the exception rather than the rule. Yoon et al. 
(1993) experimentally infected 4 pigs and introduced susceptible pigs to these 
principal pigs at various time periods in an attempt to quantify how long an infected 
pig can infect others. Two out of four pigs introduced on day 24 post-infection 
became infected. No virus was detected from either nasal swabs or faeces from any 
of the pigs involved in the experiment after 40 days. It is concluded that the quantity 
of virus shed late in infection is low and that pigs infected at the late stages of 
infection are less viremic and are viremic for a shorter time. Clinically normal 
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carriers are considered as an important source of virus. Clark (1996) hypothesises 
that guts infected with PRRS virus could be sero-negative when they enter the 
breeding herd, yet may still be carrying PRRS virus with the potential to infect other 
breeding animals. 
The infectious periods investigated lie in the range 20 days to 100 days. 
5.2.1.4 Mortality 
Reports on peak piglet mortality suggests that it ranges between 1 6%-50% with 
individual litters experiencing between 80-100% mortality (Stevenson et al. 1993, 
Clark, 1996, Pejsak et al. 1997, Jones-Lang et al. 1997). Mortality rates of between 
40% and 70% will be investigated. 
Sow mortality is less reported, but Clark (1996) noted that in an outbreak in a 600 
sow herd, 2-3% of sows died. Pejsak and Markowska-Daniel (1997) reported 2.2% 
mortality in an outbreak of PRRS in a large swine farm in Poland. Sow disease-
dependent mortality will be fixed at 2% in the models developed in this chapter. 
Mortality in young pigs is reported to be between 10 and 30% (Chung et al., 1997, 
Pejsak and Markowska-Daniel, 1997). 
5.2.1.5 Reproductive Efficiency 
Losses due to abortions, premature farrowing, increased mummies and stillbirths are 
characteristic of PRRS. The percentage of infected sows farrowing prior to the 110th 
day of pregnancy is between 5 and 30% (Jones-Lang et al., 1997, Pejsak et al., 
1997). Farrowing rate has been reported to be reduced to 47.7% (from 80.5%) and 
not to return to normal 12 months after the start of an outbreak (Pejsak and 
Markowska-Daniel, 1997). However, losses of piglets because of stillbirth, 
mummification of pre-weaning mortality has been reported to peak at 75%, with 
individual litters containing 0-100% (!) stillborn (Jones-Lang et a!, 1997). The stage 
of gestation at which a sow is infected is important in the outcome of the pregnancy. 
Sows infected immediately after insemination may have reduced conception rates but 
produce uninfected litters, whereas sows infected artificially at 30 days gestation 
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suffered reproductive failure (Lager et a!, 1997). Clark (1996) reported that sows 
infected in the second half of gestation usually had a lowered farrowing rate. 
It is expected that the proportion of live births will drop to 57% of the normal levels. 
The proportion of live births depends on the reduction in farrowing rate and the 
number of sows that become infected. If the reduction in farrowing rate is not large 
enough or insufficient numbers of sows are becoming infected, the proportion of live 
births is too high to give a realistic model for PRRS. The number of sows infected 
depends on the transmission rate and the length of the infectious period. Increasing 
either will increase the number of sows infected. Reports suggest that as many as 
90% of sows may be infected during the first 3 months of an epidemic. This 
suggests that the reduction in farrowing rate needs to be between 45 and 70% i.e. 
individual sows have their litter size reduced by between 45-70%. 
5.2.1.6 Immunity 
Immunity to PRRS is generally reported to be long lasting (Zimmerman et a!, 1997, 
Jones-Lang, 1997, Lager et a!, 1997). Lager et al. (1997) experimentally infected 
sows and found homologous immunity to last for at least 600 days. However, 
apparently recovered pigs can function as a source of infection for sero-negative pigs 
for at least 6 months. 
Piglets born to infected sows appear to be protected from infection and, in 
persistently infected herds, young pigs generally, become infected after colostral 
antibodies have been lost (Albina et a!, 1994). In herds with sero-positive sows, 
problems often have been limited to the nursery and/or finishing pigs (Bøtner, 1997). 
Piglets of previously infected sows receive colostral antibodies on suckling. Chung 
et a! (1997) tested piglets for PRRSV antibodies and found that all piglets were sero-
negative prior to the intake of colostrum and all but 2 out of 117 piglets had 
seroconverted one week later. The level of maternal antibodies remains high for up 
to four weeks, declining to approximately 8% by the age of six weeks. However, 
there is evidence to suggest that the presence of these antibodies may actually 
enhance rather than inhibit the susceptibility of porcine alveolar macrophages to 
PRRSV (Bøtner, 1997). Thus, although piglets are modelled as being resistant if 
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they are born to infected sows, this protection is not 100% and is lost post-weaning. 
In chronically infected herds, infection is maintained in the growing and finishing 
pigs (Bøtner, 1997). 
All piglets born to previously infected but recovered sows are assumed in this model 
to be immune until they move to the nursery sheds when their susceptibility is set to 
that of the rest of the herd. 
5.2.1.7 Other Factors 
Factors which are not directly built into the model as parameters but which can be 
deduced from the model output are duration of epidemics and reduction in the 
number of weaned pigs. Done et al. (1996) reports that majority of epidemics last 
between 3 and 5 months. Albina (1997) however, found that in 11 out of 19 
epidemics, virus circulation lasted for 16 months. Endemics can occur with infection 
residing in the nursery and finishing pigs (Done et al, 1996). In such endemically 
infected herds, the majority of piglets (80-100%) are sero-negative at weaning but 
sero-positive by 8-10 weeks of age. It is suggested that the long duration of some 
epidemics indicates short duration of active immunity (Albina, 1997). 
Pejsak and Markowska-Daniel (1997) and Clark (1996) presented observational 
studies of MRS outbreaks. Their results suggest that the nursing sheds are clear of 
infection within 3 months. 
5.2.2 Animal Husbandry Parameters 
The farm structure used in the previous Chapters is also used here. Again, pigs were 
allocated to 54 types. Each week, 25 sows (type 1) are inseminated and it is assumed 
that insemination, in the absence of infection, is successful in 21 of these sows. 
Gestation lasts 16 weeks (types 2-17) with sows being held in four sheds. After this, 
sows move to the nursery for four weeks (types 18-21) each giving birth to 11 piglets 
(types 22-25). These piglets have disease-independent mortality of 10%. The 
survivors move to the nursery for six weeks (types 26-31) and then on to the 
finishing shed (types 32-47) for sixteen weeks. The culling rate for finishing pigs 
leaves sufficient guts to replace sows at a rate of 45% per annum. The guts are 
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moved back to the mating area where they spend four weeks acclimatising to the 
farm micro-flora (types 48-51) and then three weeks pass before they come into 
oestrus (types 52-54). 
In the presence of PRRSV, which causes high mortality in some types of pig and 
causes reproductive failure in sows, the proportion of animals moving from one type 
to the next is frequently less than that described above. However, pigs that survive 
until their type-age is one week are modelled to move on to the next type, where 
appropriate. Assuming that 5 finishing pigs survive to 16 weeks of age, then the 
number of guts retained on the farm from those finishing pigs is sufficient to replace 
the sows at the required rate of 45%. The model does not retain extra gilts to allow 
for mortality in the sows. 
5.2.3 Estimation of Epidemiological Parameters 
The models developed in Chapters 3 and 4 were used to give as complete a 
description of MRS as possible using the parameters described in Sections 5.2.1.1 to 
5.2.1.6 with the farm structure detailed in Section 5.2.2. 
The parameter space investigated is listed in Table 5.1. Initially, the latent period, 
and mortality rates were set to the minimum values given in Table 5.1. The 
transmission rate was initially set to 0.0005 and increased in steps of 0.0005 to 0.008. 
At the same time, the infectious period, initially set to 20 days, was increased in steps 
of 10 days. This was repeated for the maximum values for the latent period and 
mortality rates. 
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Table 5.1 Range of Epidemiological Parameters 
Parameter Minimum Maximum 
Transmission rate 0.0005 0.008 
Latent Period 2 days 7 days 
Infectious Period 20 days 100 days 
Mortality Piglet 40% 70% 
Nursery/Finishing Pig 20% 30% 
Sow 2% 
Reduction in Farrowing Rate 45% 70% 
Piglet Loss of Immunity 28 days 
The models were set to simulate 10 epidemics per type, lasting for at most one year. 
During the initial investigations, 9 different types were selected to be the index case. 
These were sows in each of the sow contact groups, the first index case being a 
mating sow, the next four being a gestating sow in each of the four sheds and the 
final four were one of the nursing sows in each of the four groups. Data collected 
were: the number of new infections per week according to the class e.g. mating sow, 
gestating sow, nursing sow, nursing piglet, nursery pig, finishing pig or gilt, the 
number of deaths each week according to class and the average number of births per 
week. These data were combined to obtained the total loss in weaned piglets. 
In order to estimate the basic reproductive ratio, R0, for PRRS, 10 simulations were 
performed with each of the 54 types described in Chapter 2 allocated as the index 
case. Thus the estimate for R 0 is based on the average number of secondary 
infections for 540 epidemics. 
5.3 Results 
5.3.1 Exploration of Parameter Space 
5.3.1.1 General 
As with transmissible gastro-enteritis, three types of outcome were observed on the 
introduction of the index case. Either the index case recovered immediately, a small 
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number of animals were infected and then the epidemic died out, or the epidemic 
continued until the simulation stopped at the end of one year. These three outcomes 
are classified as no epidemic, a minor epidemic or a major epidemic respectively. 
It was immediately clear that the mortality rates for piglets of 40%, and nursery and 
finishing pigs of 20% were too low. The expected levels of mortality range from 16-
50% for piglets and 10-30% for nursery and finishing pigs, but the lowest values 
listed in Table 5.1 produced maximum values of 16% for piglets and 10% for nursery 
and finishing pigs. Mortality rates, when reset to 70% for piglets and 30% for 
nursery and finishing pigs produced higher numbers of deaths for the nursery and 
finishing pigs for all simulations. 
There was no obvious effect of latent period. 
The parameters selected for further investigation are thus: 
Transmission coefficient - 0.0005 to 0.008 in steps of 0.0005 
Latent period —2 days 
Infectious period —20 days to 100 days in steps of 10 days 
Piglet mortality - 70% 
Sow mortality —2% 
Growing pig mortality (combining nursery and finishing pigs) - 30% 
Reduction in farrowing rate —45-70% 
To produce a reasonable model for PRRS, the observed levels of infection and 
disease-dependent mortality must be reproduced. Reports suggest that between 75-
95% of pigs are expected to be infected during an epidemic. It is reported that 75% 
of sows are infected within the first 3 weeks and 90% within 3 months. In the farm 
structure used, the sows are separated into 9 shed and it is not possible, under the 
assumption that infection is spread by direct contact, for 75% of the sows to be 
infected within 3 weeks. However, it is estimated that approximately 90% of sows 
will be infected within 3 months and this level of infection is observed for some 
simulations. It is expected that 16-50% of piglets will die during epidemics and 10- 
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30% of nursery and finishing pigs. The results are assessed on the basis of the mean 
proportion for the simulations that result in major epidemics. So, for example, 
models where the mean proportion of animals infected is less than 75% were 
rejected. Similarly, if the mean proportion of sows infected within the first 3 months 
of simulations that resulted in major epidemics is less that 80% then the model is 
rejected. 
5.3.1.2 Proportion of Pigs Infected 
For all the transmission rates greater than 0.0005, and all the infectious periods 
modelled, the expected total proportion of pigs were infected. However, not all 
combinations of transmission rate and infectious period produced a level of 75% 
infection. For example, when the infectious period was set to 20 days, the 
transmission rate had to be greater than 0.0025 before 75% of pigs were infected 
during major epidemics, but when the infectious period was 100 days, 75% of pigs 
became infected for a transmission rate of 0.001. 
When the infectious period was less than 40 days, the simulations did not produce 
the required levels of sow infection. As the infectious period increases, the expected 
infection level is seen at lower levels of the transmission rate. When the infectious 
period is 90 days, a transmission rate of 0.0035 produces a mean infection level of 
82% in the sows within 3 months of the start of the epidemic. 
The final selection for values for the transmission rate and infectious period are listed 
in Section 5.3.5. 
5.3.1.3 Mortality 
Peak piglet mortality is expected to be between 16 and 50%. That is, between 16 and 
50% of all piglets are expected to die during an epidemic, rather than 16-50% of 
infected piglets. This is observed for simulations with an infectious period of 30 
days or greater and when the transmission coefficient is in the range 0.001-0.004. It 
is interesting to observe that when the transmission rate is high and the infectious 
period is long, piglets are immune early in the epidemic due to the high proportion of 
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sows that are infected for these parameter values. As a result, the expected level of 
piglet mortality is not seen. 
It is expected that between 10 and 30% of nursery and finishing pigs will die on 
exposure to the PRRS virus. The mortality rate of 30% selected produces a 
maximum of 24% mortality with all transmission rates and infectious periods 
producing the expected levels of between 10 and 30%. 
It is expected that the proportion of piglets weaned will drop to approximately 65% 
of the normal level. Simulations that produced a mean reduction in the proportion of 
piglets weaned of less than 0.3 were rejected. This reduction was achieved for all 
transmission rates greater than 0.001. 
5.3.1.4 Duration 
In order to give a reasonable approximation to PRRS, the epidemic should not last 
within the sows and nursing piglets for more than 3 months. When the transmission 
rate is less than 0.002, the infection does not clear from the nursing sheds within 
three months, as there are never more than a small number of animals infected at any 
one time. As the transmission rate increases, for long infectious periods, the 
infection returns to the nursing sheds sporadically throughout the endemic phase. 
This is because sows that have been infected many days before can cause secondary 
infections within the nursing shed more than once. Although recurrence of acute 
clinical signs has been reported, (De Jong et al., 1991 cited by Done et al. 1996), 
such cyclical behaviour in the nursery sheds has not been described for PRRS. 
Simulations that caused such behaviour are therefore excluded. The expected 
behaviour is only observed for low infection levels and high infectious periods or 
vice versa. 
5.3.1.5 Summary 
The probability of a major epidemic is dependent on the index case type, as was 
demonstrated for transmissible gastroenteris. However, in the event of a major 
PRRS epidemic occurring, then the outcome is very similar for all types. For a 
parameter set to give a good approximation for the spread of PRRSV through a 
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population, it needs to satisfy all the criteria specified in Sections 5.3.1.2 to 5.3.1.4. 
This requires a balance between the transmission rate and the infectious period so 
that the expected piglet mortality can be achieved whilst maintaining the required 
level of sow infection. Fixing piglet mortality at 70%, growing pig mortality at 30% 
and with a latent period of 2 days, the transmission rates and recovery periods 
selected for further exploration are given in Table 5.2. 
Table 5.2 Infectious periods and transmission rates selected for detailed 
investigation of PRRS 
Transmission Rate Infectious Period 
0.0055 50 days 
0.0055 70 days 
0.007 30 days 
0.0075 40 days 
0.008 40 days 
5.3.2 Analysis of Chosen Parameters 
Table 5.3 gives the value for the basic reproductive ratio, and the total proportion of 
pigs infected during major epidemics, i.e. epidemics that did not die out and were 
stopped after one year for the chosen combinations of parameters. 
Table 5.3 Estimates for R 0 and total proportion infected during major PRRSV 
epidemics for different infectious periods and transmission rates 
Model Total Proportion 
Infected 
R0 
0.0055/50 days 0.81 9.69 
0.0055/70 days 0.81 9.60 
0.007/30 days 0.76 11.20 
0.0075/40 days 0.81 11.08 
0.008/40 days 0.81 11.41 
All the values for R0 presented in Table 5.3 lie between 9.6 and 11.4 and, for four out 
of five models, there is no difference in the expected proportion of pigs infected. 
The results demonstrate the highly infectious nature of PRRSV and illustrate the 
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difficulty in selecting accurate estimates for the infectious period or transmission rate 
based on observational data alone. It is it difficult to state that any particular model 
is better than any other. Reports for the length of the infectious period are very 
varied as can be seen by the range investigated. However, the results show that in 
order to model PRRS, either the infectious period must be long and the transmission 
rate (relatively) low or the infectious period must be short and the transmission rate 
high. 
A more detailed description of the epidemic process is given for two of the models 
described above. Table 5.4 gives the probability of an epidemic for the parameter 
values that gave the smallest value for R0, i.e. infectious period of 70 days with a 
transmission rate of 0.0055, and Table 5.6 gives the same data for the largest value of 
R0  when the infectious period is 40 days and the transmission rate is 0.008. Tables 
5.5 and 5.7 shows how outcomes of the epidemics depend on the index case type. 
The results are based on 40 epidemics per index case type. 
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Table 5.4. Probability of No/Minor/Major epidemic for PRRS by index case type 
c..,m.. t kct' c nn1ticin (R= 00055- i = 0.0143) 







Mating Sow 0.13 0.00 0.87 
Gestating Sow 1 0.10 0.01 0.89 
Gestating Sow 2 0.07 0.01 0.92 
Gestating Sow 3 0.08 0.01 0.91 
Gestating Sow 4 0.08 0.01 0.91 
Nursing Sow 0.07 0.03 0.90 
Nursing Piglet 0.05 0.01 0.94 
Nursery Pig 0.03 0.01 0.96 
Finishing Pig 0.12 0.02 0.86 
Gilt 0.21 0.03 0.76 
Overall 0.10 0.02 0.88 
As with transmissible gastroenteritis, the probability that a major epidemic occurs 
depends on where the infection arrives on the farm. However, the probability of a 
major epidemic is greater that 0.75 for all types of pig, confirming the highly 
infectious nature of the virus. The probability that an epidemic starts and then dies 
out is never greater than 0.05. This is partly because of the extremely long infectious 
period used to obtain the data in Table 5.4. Pigs are infectious for 70 days allowing 
all types to spread infection to the nursing piglets. 
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Table 5.5 Description of Infection and Mortality in PRRS epidemics by index case 













Mating Sows 0.82 0.82 0.68 0.13 0.18 
Gestating Sows 1 0.82 0.80 0.67 0.13 0.18 
Gestating Sows 2 0.82 0.79 0.66 0.15 0.18 
Gestating Sows 3 0.82 0.80 0.68 0.13 0.18 
Gestating Sows  0.82 0.79 0.72 0.11 0.18 
Nursing Sows 0.82 0.80 0.71 0.11 0.18 
Nursing Piglets 0.75 0.87 0.79 0.08 0.17 
Nursery Pigs 0.75 0.88 0.79 0.08 0.17 
Finishing Pigs 0.71 0.87 0.78 0.09 0.16 
Gilts 0.81 0.87 0.72 0.12 0.18 
Overall 0.77 0.84 0.74 0.11 0.17 
The models were selected on, amongst other things, the basis of the five criteria 
listed in Table 5.5. At least 75% of the population had to be infected during an 
epidemic. This is the case overall, and for most of the index case types. Although it 
is not the case of the finishing pigs, it must be remembered that almost 97% of the 
finishing pigs are taken from the farm, removing a large source of infection. A 
minimum of 80% of sows must be infected within 3 months of an epidemic starting. 
Again this occurs for most of the index case types. The expected reduction in piglets 
weaned and piglet death, however, are observed only if the index case is a sow. 
When the index case is not a sow, a large proportion of sows is infected early in 
gestation. Such sows are assumed to have no reproductive failure. These sows will 
also have recovered before giving birth. Piglets born to recovered sows are immune 
until they are weaned, reducing the proportion of piglet deaths. The total proportion 
of growing pig losses is within the range quoted in the literature. 
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Table 5.6. Probability of No/Minor/Maj or epidemic for PRRS by index case type 
from stochastic simulation (13= 0.008,  y  0.025) 







Mating Sow 0.25 0.05 0.70 
Gestating Sow 1 0.11 0.08 0.82 
Gestating Sow  0.11 0.02 0.88 
Gestating Sow 3 0.09 0.04 0.87 
Gestating Sow 4 0.06 0.01 0.94 
Nursing Sow 0.11 0.03 0.87 
Nursing Piglet 0.01 0.00 0.99 
Nursery Pig 0.02 0.00 0.98 
Finishing Pig 0.11 0.02 0.88 
Guts 0.23 0.08 0.69 
All Types 0.10 0.03 0.87 
Under the implementation detailed in Table 5.6, the infectious period is considerably 
shorter than for Table 5.4, at 40 days. Again the importance of where an epidemic 
starts is demonstrated. The probability that a major epidemic occurs when the 
infection is introduced in sows in late gestation or in young pigs is more than 0.90. If 
the infection is introduced to the guts or mating sows, it is considerably lower. For 
the two models, the probabilities that there will be no epidemic, a minor or a major 
epidemic are very similar overall but with considerable differences within the index 
case types. The shorter infectious period used for the results in Table 5.6, reduces 
the probability that some types can cause secondary infections amongst the nursing 
piglets and nursery pigs which is an important factor in the probability of a major 
epidemic. 
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Table 5.7 Description of Infection and Mortality in PRRS epidemics by index case 













Mating Sows 0.80 0.78 0.68 0.11 0.20 
Gestating Sows 1 0.81 0.83 0.66 0.10 0.20 
Gestating Sows 2 0.82 0.81 0.65 0.12 0.21 
Gestating Sows 3 0.82 0.80 0.65 0.13 0.21 
Gestating Sows 4 0.82 0.81 0.69 0.11 0.21 
Nursing Sows 0.81 0.83 0.71 0.08 0.20 
Nursing Piglets 0.78 0.75 0.81 0.05 0.18 
Nursery Pigs 0.79 0.71 0.83 0.05 0.15 
Finishing Pigs 0.74 0.71 0.82 0.06 0.11 
Gilts 0.79 0.88 0.72 0.08 0.20 
Overall 0.79 0.77 0.75 0.08 0.17 
In this model with the short infectious period, for all index case types, more than 
70% of pigs will be infected during major epidemics. If the infection originates in 
the nursery or finishing pigs, fewer sows become infected and again, there are fewer 
piglet deaths. 
The results for the two models are very similar. Both estimate that the probability of 
a major epidemic occurs is greater than 0.85 and if a major epidemic occurs, then 
around 75% of the population will become infected. In both models, the major 
reservoir for PRRSV is the nursery pigs. This is in agreement with the situation 
observed by Chung et al. (1997). 
The maximum for the peak in the percentage of piglets dying in a single week during 
an epidemic was around 32% for both models. This is considerably less than the 
50% reported by Pejsak et al. 1997 and more than the 16% reported by Stevenson et 
al. (1993). The overall average is around 10% although when the index case is a 
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sow, the average is slightly higher. Piglet mortality is undoubtedly affected by the 
presence of concurrent infections, a factor which is not included in the model. In the 
absence of information providing a more detailed description of PRRS, it is not 
possible to choose either model as being the more realistic representation. It is 
possible that neither model gives a good description as the models have been 
developed without regard to viral strain, temperature or presence of secondary 
infections. The transmission rate is also assumed to be constant for all ages of pig 
and that transmission is by direct contact. Although experimental evidence suggests 
that this is the most likely method for viral spread, the experiments conducted to 
investigate methods of spread are not conducted under the conditions seen on a farm. 
The results of such experiments do not allow for the possibility that different strains 
of virus may survive for different periods of time outside the host. Aerial 
transmission is reported as an important route of spread with reports of transmission 
over distance of up to 20 km (De Jong etal. 1991, cited by Albina, 1997). 
Albina (1997) suggested that the long duration of some epidemics indicates the short 
duration of active immunity. These models demonstrate that this is not necessarily 
the case, with epidemics being perpetuated by the constant influx of susceptible 
piglets in the nursery. 
The variability of the estimate for R0 was investigated for a model with an infectious 
period of 40 days and a transmission rate of 0.008. 500 transition matrices were 
constructed, each based on 20 simulations per index case. Figure 5.1 is a histogram 
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Figure 5.1 Distribution of R0 for Porcine Reproductive and Respiratory Syndrome 
(13=0 . 008 , y = 0.025) 
The expected value for Ro is 11.4 which is very close to that obtained when only 20 
simulations were conducted. The range of values obtained gives estimates of R 0 of 
between 10.4 and 12.4. Each result is based on 1080 epidemics and, as would be 
expected, the distribution is approximately normal. 
5.4 Discussion 
This Chapter describes the steps taken to estimate the epidemiological parameters for 
porcine reproductive and respiratory syndrome. The methodology used in similar to 
that described by Hone (1994) in his investigation of transmissible gastroenteritis. 
The method makes used of published accounts of PRRS outbreaks, building a model 
and comparing the model output with observed behaviour. 
The basic reproductive ratio is estimated to be between 9.7 and 11.4 and the 
probability that a major epidemic will occur in the presence of PRRS estimated to be 
greater than 0.85, overall. The type of the index case has a small effect on the 
outcome, with the probability of a major epidemic lying in the range 0.69 and 0.99. 
The model reproduces many generally observed properties of PRRS epidemics 
including mortality rates and proportions of pigs infected. The model highlights 
some factors that influence the spread of infection. For example, as pre-weaned 
piglets are immune, endemics are maintained by the flow of susceptible piglets into 
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the nursery sheds. This feature has been reported (Done et al., 1995) and is key in 
perpetuating PRRS on farms. It has been suggested that the clinical characteristics of 
PRRS for an individual animal depend on the dose of virus they receive (Yoon et al., 
1993). Pigs infected by other animals late in the infectious period can demonstrate 
no clinical signs. This possibility has not been included in the model, mortality 
being held constant for all pigs at all stages of the epidemic. 
The models were selected because they satisfied the various criteria discussed in 
Sections 5.3.1-5.3.4. These criteria assume that the behaviour described for actual 
PRRS epidemics is reproduced by the farm structure used. For example, reports 
suggest that between 75-95% of pigs are infected during an epidemic. Simulations 
that produced less than 75% infection were rejected. However, the level of infection 
depends on the farm structure, as was demonstrated in Chapter 3. 
Due to the large number of factors that affect the outcome of PRRSV infection, the 
parameters estimated in this chapter might not be applicable to more than a small 
range of farms. To make the model more specific, the transmission coefficient and 
recovery rate both need to be adjusted to reflect the virus strain, farm size and farm 
management scheme. The possibility that the length of the infectious period and the 
transmission rate are dependent on the age of the infected pig could also be 
incorporated. Yoon et al. (1993) observed that young pigs can be infectious for at 
least 35 days but Christianson et al. (1993) report that sows shed virus for around 9 
days. However, there are other reports of infection spread from sows infected 99 
days earlier (Zimmerman et al., 1997). 
The model provides a tool for investigating elimination strategies. The effect of 
altering the farm structure to allow isolation of animals, vaccination or culling of 
animals can be determined. The model suggests that unless a single allele conferring 
resistance to PRRSV is identified, selection for resistance to PRRSV would not be a 
useful control strategy for PRRS. The high value of R0 for PRRS requires more than 
90% of the population to be resistant for the population to be free from epidemics. 
Although the probability of a major epidemic would start to fall immediately under 
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selection, the time taken for this to fall to zero would be long. However, if a single 
gene conferring resistance were to be identified, it would be possible, under the farm 
structure described above and the introgression strategy described in Chapter 4, to 
produce a resistance population within 5 years. 
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6 General Discussion 
6.1 Aims and Outline of Thesis 
The aim of this thesis is to investigate the possible benefits of genetic selection for 
disease resistance as a method for controlling potential disease problems. The thesis 
draws on knowledge from the fields of genetics, animal breeding and epidemiology, 
the use of each being outlined in Chapter 1. 
Chapter 1 presents evidence that selection for disease resistance is feasible should 
appropriate traits be identified. Examples of selection for resistance to disease are 
presented and experiments which indicate the potential of selection for disease 
resistance in pigs are discussed. The identification of genes or chromosomal regions 
that influence susceptibility to infectious diseases, has opened up the possibility of 
rapid disease elimination programmes. Introgressing such alleles, if available, into a 
population would provide an alternative to phenotypic selection methods. 
The step of moving from the assertion that selection for resistance to infectious 
diseases is feasible to quantifying the possible benefits is taken via epidemiological 
models that allow genetic predisposition to be included as a parameter. 
Epidemiological models are reviewed in Chapter 1. 
Two types of epidemiological models are used in this thesis. A discrete-time model 
developed by De Jong et al. (1994) is modified to include genetic information about 
pigs with respect to disease resistance traits, and the model development and results 
are presented in Chapter 2. In Chapter 3 a stochastic epidemiological model is 
developed and is extended in Chaper 4 to include genetic information relating to 
disease resistance traits. 
Perhaps the most difficult part of epidemiological modelling is parameter estimation. 
The most common parameters used in epidemic models are birth rate, mortality rate, 
infection rate, infectious period and disease dependent mortality. More complex 
models may include length of latent period and, where applicable, rate of loss of 
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immunity. Frequently, epidemiological parameters are estimated from observational 
studies. This is the method used in Chapter 5 which describes the steps taken in 
estimating the epidemiological parameters for porcine reproductive and respiratory 
syndrome (PRRS). Estimates of the basic reproductive ratio, R 0, for PRRS based on 
the epidemiological parameters obtained lie in the range 9.7 - 11.4. The probability 
of a major epidemic occurring in the presence of PRRSV is estimated to be in excess 
of 0.85. If sufficient data are available, it is possible to use more formal statistical 
methodology estimating not only the epidemiological parameters themselves but also 
their distribution and the distribution of parameters that influence them. Anderson et 
al. (1996) used such a procedure to estimate the incidence of BSE in British cattle. 
6.2 Genetic Epidemiological Models 
A genetic epidemiological model (GEM) is defined in this thesis as an 
epidemiological model that includes information about host genotype in 
determination of the transmission rate or susceptibility/infectivity or some other 
disease parameter of the host. The genetic epidemiological models presented in this 
thesis are used to investigate how an epidemic affects a population at different stages 
during the selection process. The probability of an epidemic, proportion of animals 
infected, duration of epidemics, disease dependent mortality all depend on the 
epidemiological parameters of the disease. As genetic selection for resistance 
changes these parameters, subsequent changes in the outcomes can be quantified. 
The results of the genetic epidemiological models presented provide a decision 
making tool for animal breeders allowing informed decisions to be made about when 
it is appropriate to implement a selection programme including disease resistance. 
6.2.1 Farm Structure 
The models developed in this thesis use a single farm structure and it is clear from 
the results that the outcome of the introduction of infectious material on a population 
is critically dependent on that structure. This is also the case for the models of 
nematode infection in sheep developed by Bishop and Stear (1997 and 1999). For a 
breeder to take full advantage of the models, they would have to be modified to 
ensure that the structure reflects that of the farm of interest. Assuming that the farm 
structure can be clearly defined, this is a straightforward modification. 
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The farm structure models the farm as a closed system with replacement sows being 
reared on the farm. This could be modified to allow the sows to be brought in. 
Different replacement strategies could then be investigated as to their effect on 
spread of infection as the transmission rate is changed by the introduction of different 
genotypes. 
Another alteration of farm structure would be to include sires either as being housed 
on the farm or simply as a source of infection. The models used in this thesis assume 
that the sires are remote from the farm and the possibility of infection spreading from 
the sires to the farm is not considered. This is not a realistic assumption in some 
circumstances as the spread of infection via semen has been demonstrated for some 
pathogens e.g. PRRSV. 
6.2.2 Model assessment 
Two types of model were used to assess the effect of selection for resistance on 
disease epidemiology. The discrete-time model provides a rapid tool for estimating 
the basic reproductive ratio, R 0. However, the greater flexibility of the stochastic 
model allows estimation of other characteristics of the spread of infection. For 
example, the model can be used to estimate the probability of an epidemic and the 
number of pigs of different classes that will be infected at different stages during an 
epidemic. It can also show that when an epidemic occurs, whether it will be major or 
minor. 
The discrete-time model is used to illustrate the possible effect of selection on R0, I 
and Ymax.  The estimates obtained for I and ym,,x are based on R0. In Chapter 3 it is 
demonstrated that these are likely to be overestimates for most values of R 0, as they 
assume that the population is homogeneous and all animals are in direct contact. 
However, under the continuous selection implementation, the model provides useful 
insights into the possible effect of selection for disease resistance. In the case of 
genes conferring resistance, the model was used to estimate, for an initial value of 
R0, the proportion of the population that needs to be resistant for that population to 
be free from epidemics. The results compare well with those of Anderson and May 
(1992) for the proportion of the population that need to be vaccinated. 
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Under the assumptions of the model and with the continuous selection scenario, the 
model demonstrates that if the pathogen is highly infectious then the time until any 
benefits of selection can be observed is likely to be too long to make selection 
worthwhile. This is because when R0 > 3, approximately 99% of pigs will, 
ultimately, be infected during the course of an epidemic. If initially R 0 is say, 10, it 
may take many years to reduce below 3. If, however, R0 is less than 3 then the 
benefits of selection should be observed as soon as the first piglets with increased 
resistance are born. Few estimates for R 0 are available for domestic livestock 
diseases, though Hone (1994) estimated that, for transmissible gastroenteritis, R 0 was 
around 2 on a breeding farm and approximately 4 on a finishing farm. 
The stochastic model was used, in Chapter 4, to assess the usefulness of genetic 
selection for eradicating transmissible gastroenteritis. The model demonstrated that 
the location on the farm of a pig is vitally important in determining the outcome of 
the introduction of an infected pig. When that pig belongs to a group made up of a 
large number of animals, the risk of an epidemic is much higher than when it belongs 
to a small group. 
6.2.3 Variability in R0 
In Chapter 3 the variability in R0 was demonstrated. This shows that when an 
estimate of R0 is made, based on a single observational study or experiment, it is 
likely to have considerable error that might result in erroneous decisions being taken 
about vaccination or culling strategies. 
6.3 Epidemiological Perspectives 
This section discusses epidemiological issues associated with the implementation of 
the models described in this thesis. As they stand, the models apply to microparasitic 
infection in pigs. Possible extensions are suggested. 
6.3.1 Parasites 
The models described in this thesis are suitable for investigating microparasitic 
infection. They would not be appropriate, without modification, for investigating 
macroparasites where the lifecycle of the parasite and the way the host responds to 
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infection by the different stages of the parasite are important in determining the 
outcome of disease. An example is infection by nematode parasites. Modifications 
required to model macroparasites would involve, perhaps, introducing the different 
parasite stages as 'types' as was done for the host. Then, the transmission rate would 
depend on the type of the parasite as well as the host, as the immune responsiveness 
of the host may differ for each stage of the parasite. Parasite mortality would be a 
necessary addition to model the improvement in resistance of the host. 
Similarly parasites such as ticks, which introduce a multiplicity of diseases to the 
host, could not be investigated directly using these models. However, with 
modification, it would be possible to investigate dual or multiple microparasitic 
infections. In Chapter 5, parameter estimates were obtained for porcine reproductive 
and respiratory syndrome (PRRS). It was assumed that PRRS virus was directly 
responsible for the high mortality rate observed in the presence of the disease. This 
is not a complete description of the disease, as secondary infections cause much of 
the mortality associated with PRRS. The models could estimate the outcome of 
infection with PRRSV in the presence of other pathogens, if accurate estimates of 
transmission and disease dependent mortality were available. 
6.3.2 Hosts 
It would not be difficult to modify the models to investigate disease resistance in 
species other than pigs. So long as the contact rate between the hosts, the birth, 
death and culling rates can be clearly defined, any population can be modelled. Thus 
it would not be difficult to use the models to investigate, for example, bovine viral 
diarrhoea virus infection. 
6.3.3 Sources of Infection 
An assumption of the models described in this thesis is that the only source of 
infection is infected pigs. This is unlikely to be the case, particularly for diseases 
where the pathogen is shed in faeces. However, including alternative sources of 
infection is theoretically possible. The main problem would arise in determining the 
level of infection residing in the environment. Once it has been estimated, the level 
of environmental contamination, which is a function of host genotype and genotype 
132 
by epidemiology interactions, would be reduced by selection for disease resistance. 
Sources of environmental contamination where the reservoir of infection is very 
large, such as infection by ticks, would not be under the control of genotype by 
epidemiology interactions. The benefits of selection for resistance to a pathogen 
introduced by ticks would be as predicted by quantitative genetic techniques. An 
example is given by van der Waaij et al. (2000). Including semen as a source of 
infection would be straightforward and would be implemented by including an extra 
'type' in the farm structure. 
6.3.4 Other Control Strategies 
The models would be useful for investigating different husbandry, intervention or 
culling strategies to control the spread of disease within the framework of a selection 
program, or otherwise. The models described could be used to investigate the 
efficacy, at the population level, of different vaccination strategies. Wilkie and 
Mallard (1999) found that pigs selected for high immune responsiveness had higher 
serum antibody following vaccination than either controls or pigs selected for low 
immune responsiveness. Thus, the combination of selection for immune 
responsiveness and vaccination may provide a useful tool in controlling disease. The 
models presented in this thesis could be modified to investigate just how useful these 
combined methods might be. The models in Chapter 3 demonstrate that not all 
animals need to be resistant for the population to be free from epidemics. Informed 
allocation of resistant genotypes across the farm, to keep the basic reproductive ratio 
for each sub-population below 1, is another possible control strategy that could be 
investigated with these models. 
6.3.5 General 
In Chapter 2 it is demonstrated that the proportion of the population that need to be 
resistant such that the population is expected to be free from epidemics is less than 1. 
It is likely that this applies to natural populations as well - natural selection pressures 
on disease resistance traits will be dramatically reduced, as the force of infection on 
susceptible animals falls, before resistance genes reach fixation. 
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6.4 Animal Breeding Perspectives 
Before a breeding program is implemented to select for disease resistance many 
issues have to be resolved. Demonstrating that selection for a particular pathogen is 
likely to be successful and effective is one step in the decision making process. 
Other aspects are considered in this section. 
6.4.1 Cost 
The decision to select for disease resistance depends on the demonstration that any 
selection programme will produce, within a reasonable amount of time, a population 
that will be free from the threat of epidemics. However, the benefits of such a 
programme need to be balanced against the costs. 
Apart from the financial costs associated with the genetic testing necessary to select 
sires with improved resistance, the possible reduction in productivity needs to be 
considered. Under the continuous selection assumption, if production traits are 
correlated with resistance traits, then the selection for disease resistance traits will 
have a direct effect on those production traits. Such evidence has been provided by 
Mallard et al. (1998) who noted an increase in daily gain in pigs selected for 
generalised disease resistance. The correlated response need not be positive, 
however, and the literature provides examples of both positive and negative. The 
cost with regard to production traits that are negatively correlated with disease 
resistance traits needs to be considered. However, the simple act of selection for 
disease resistance means that less selection pressure can be applied to production 
traits, irrespective of the relationship between the traits. 
The problem of the optimal weighting to be given to disease resistance traits versus 
production traits has not been solved. The added complexity of the genotype by 
epidemiology interaction means that standard selection indexes may not apply. 
The situation is different under the gene introgression scenario. In this instance, 
alleles, possibly from a donor population entirely different to the recipient 
population, are being introduced. Once the introgression process is complete, it may 
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be necessary to eliminate unwanted donor alleles that influence production traits. 
van der Waaij and van Arendonk (1999) used a deterministic model to compare 
different strategies on the genetic and economic consequences of introgressing 
disease resistance genes. This model demonstrates that, depending on initial breed 
differences and female reproductive capacity, it can be economically feasible to 
create a hybrid that is resistant to disease and more productive that the donor 
population. In the situation described by van der Waaij and van Arendonk (1999) 
selection takes place amongst a nucleus herd and will be carried out before the 
resistance alleles are introduced into the breeding herd as modelled in this paper. In 
the nucleus herd, the use of markers can be used to minimise the impact of the rest of 
the donor's genes. For some pig diseases, e.g. oedema disease, which is caused by E. 
coli, resistance alleles can be found within the population containing the susceptible 
pigs. Whether the allele to be introgressed exists in the desirable population or has to 
be introgressed in, there will be a cost in terms of genetic progress foregone for the 
production traits. 
6.4.2 Selection Methods 
Two selection methods are implemented in these models. The first assumes 
continuous selection, at arbitrarily chosen rates of genetic progress, aimed at 
reducing the susceptibility of individuals to infection. In the second, the population 
is improved by introgression of a recessive resistance allele. No consideration is 
given to how selection is to be achieved, although examples of traits where selection 
has been successfully applied are given, as are examples of alleles conferring 
resistance to E. coli. 
Gene introgression programmes usually rely on selecting animals for markers that 
are associated with the favourable alleles. The probability that a pig possessing the 
required marker also possesses the favourable allele is assumed, in the model 
described in this thesis, to be 1. This is not necessarily true and depends on the 
distance on the chromosome between the marker and the disease resistance gene. 
However, it would not be difficult to modify the model to allow the probability of the 
selected pigs possessing the required alleles to be less than 1. 
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It is possible that a major resistance allele may not confer complete resistance. In 
this case, it may be necessary to use marker-assisted selection techniques that 
combine phenotypic information, where available, with marker information to obtain 
a resistant population. 
6.5 Final Comments 
The first step in implementing a program of selection for disease resistance is to 
identify traits that are heritable and that have a role in the spread of disease. It is then 
necessary to determine the biological parameters that are required for the models. 
Information about the expected rate of genetic progress, the mechanism of resistance 
i.e. under single or multiple gene control, the method of infection spread i.e. by direct 
contact, air-borne etc, are necessary to provide a complete model for a particular 
host/pathogen scenario. Estimates of the epidemiological parameters e.g. 
transmission rate, recovery rate, disease-dependent mortality are also important. If 
this information can be provided, the models will give a detailed description of the 
expected rate of improvement in eradication of epidemics and highlight areas of the 
farm that are at particular risk of causing an epidemic. The necessary proportion of 
the population that needs to be resistant for that population to be free from epidemics 
can also be estimated. 
The models will be able to provide a framework in which to investigate control 
strategies for the spread of infectious diseases and allow decisions to be made about 
whether or not selection for resistance to a particular pathogen is worthwhile. 
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Abstract 
A genetic epidemiological model (GEM) for investigating the effect of selection for disease resistance on th 
epidemiology of infectious diseases is presented and applied to a pig breeding scenario. Fundamental to the model i 
RO, the basic reproductive ratio. R0 is the expected number of secondary infections caused by a single infection. If R 
is greater than 1, there will be an epidemic. The aim of the model is to quantify the effect of selection on R 0 and th 
consequences this has on disease epidemiology. Two implementations are presented: selection for reducei 
susceptibility/infectivity to a disease and introgression of a major resistance gene. The results suggest that th 
effects of selection for reduced susceptibility/infectivity are critically dependent on the ipfectiousness of the disease 
Under the assumptions made in the model, for a disease with a low infection level, it takes approximately 15 year 
of selection until R0 is less than I and the population is safe from epidemics should the infectious agent be present 
For a highly infectious disease, this time may be as long as 100 years. For gene introgression, the population I 
expected to be free from epidemics within 5 years and the time to reduce RO to less than I is largely independent o 
the disease being considered. With gene introgression, the proportion of the population which needs to be resistan 
to ensure that R0 is less than one is shown to be a function of the initial R0 for the disease. Although selection, a, 
modelled, results in a linear decline in R, the reduction in the proportion of animals infected during an epidemic I 
non-linear. The selection process reduces the amount of infectious material that is in the environment when a 
infection occurs and this decreases the force of infection on unselected animals. This phenomenon results in 
marked interaction between host genotype and disease epidemiology. Thus, the results of the model show tha 
altering the genetics of individual animals affects the epidemiology of the disease at the population level. The mode 
can be applied to any farm structure and any microparasitic infectious disease. - 
Keywords: disease resistance, epidemiology, genetics, pigs, R1 . 
Introduction 
There is substantial evidence that resistance to many 
diseases has a genetic component. For example, 
experiments in domestic species have shown-that 
there are genetic differences in response 4o disease 
challenge. (e.g. Bumstead and Barrow, 1988). 
Heritabilities have been estimated for traits involved 
in resistance to a wide variety of diseases and 
generally range between 0-1 and 0-3 (Morris, 1998; 
Bishop et al., 1996; Sacco et al., 1994). Selection 
experiments have shown that it is possible to take 
advantage of these genetic differences in resistance 
(e.g. Morris, 1998; Mallard et al., 1998; Afraz et al., 
1994). Finally, genes or quantitative trait loci 
influencing response to infection have been 
demonstrated (e.g. Hu et al., 1993; Sellwood, 1979; 
Edfors-Lilja et at., 1995). 
These studies show that selection for resistance i 
feasible, should suitable traits describing resistanc 
be identified. However, moving from th 
demonstration that selection for resistance is feasible 
given suitable resistance traits, to predicting th 
consequences and benefits of selection, is a difficu] 
step. Altering host genotype for resistance will alte 
the transmission of disease through the populatior 
hence the challenge faced by each animal. Thus ther 
is an interaction between host genotype and th 
epidemiology of the disease. Therefore, to quantif 
the effects of selection, it is necessary to us 
epidemiological models to describe the diseas 
dynamics. Epidemic models which either include th 
effect of host genotype or describe the consequence 
of altering host genotype are outlined by Barge 
(1989), Windon (1990), Roberts and Heesterbee 
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(1995), Bishop and Stear (1997), Eady et al. (1997) for 
gastrointestinal macroparasitic infection in sheep 
and by Stringer et al. (1998) for scrapie. Apart from 
these sheep examples we are not aware of any 
models combining host genotype and disease 
epidemiology to predict the consequences of 
selection for disease resistance. 
The aim of this paper is to outline a genetic-
epidemiological model (GEM) for quantifying the 
effect of selection for disease resistance traits on the 
epidemiology of disease in domestic animals. The 
model is applied to a hypothetical viral disease in a 
population of pigs. The model is implemented in two 
ways: to investigate selection for reduced 
susceptibility/ infectivity to a disease and the 
introgression of a major resistance gene. The Results 
are presented and their implications discussed. 
Material and methods 
Basic framework 
The starting point for the genetic-epidemiological 
model is a consideration of disease epidemiology. 
The key concept in describing the transmission of 
disease through a population is R0, the basic 
reproductive ratio. R0 was defined by Diekmann et 
al. (1990) as the expected number of secondary cases 
produced by the introduction of an infected 
individual, during the course of its infectious period, 
into an otherwise completely susceptible population. 
The discrete-time epidemic model of de Jong et al. 
(1994) can be used to calculate the basic reproductive 
ratio for a heterogeneous population of animals. Two 
functions of R 0  which are intuitively easier to grasp 









Figure 1 Relationship between R0 and I (—) and ymax ( -- 
the course of an epidemic and Ymax'  the maximum 
proportion infected at any one time during the 
epidemic (Anderson and May, 1992). I and are 
related to R0 as follows: 
I = I - exp(-R01) 
1 + ln(R,) 
Yrux 	 R0 
If R0  < 1 then both I and y are defined to be zero. 
Figure 1 shows the relationship between R0 and I and 
y. Both I and y are small for small R0 but when 
the basic reproductive ratio is greater than 3, nearly 
all the individuals in the population will be infected 
by the end of the epidemic, provided there is no 
intervention. 
Diekmann et al. (1990) showed that R0 is the 
dominant eigenvalue of the so-called next generation 
operator, a transition-type matrix describing the flow 
of the disease through the population. This matiix is 
described by de Jong et al. (1994). The elements of the 
matrix, M are given by 
mij = fgc 11 e, 	 (1) 
where j  is the mean infectivity level of animals of 
type i, g1  is the mean susceptibility level of animals of 
type j, c 1  is the contact rate between type i animals 
and type 1 animals and e11 is the amount of infection 
spreading from a type I animal to a type j animal. 
Definitions of animal types are given below, for the 
case of a pig farm. 
Susceptibilit' is a function of the probability that an 
individual will become infected when exposed to a 
concentration of infectious material 4 for a period of 
length At. De Jong et al. (1994) states that the 
probability that an individual will become infected is 
given by 
1 - exp(-4t) 
Infectivity is defined as the amount of infection 
spread by an infected animal. The calculation of 
contact rates is described below. 
Farm structure 
Disease spread on a 500 sow farrow-to-finish pig 
farm is modelled in this paper. The farm structure is 
outlined in Figure 2. Each box denotes a class of 
animal and shows how long the animal is in that 
class. The proportion of animals moving from one 
class to the next is given on the solid arrows. Dashed 
arrows indicate where there is contact between 
classes of animals, e.g. between nursing sows and 
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Figure 2 Sample farm structure. 
their piglets. Within the classes of animals, all the 
pigs are assumed to be housed in one house, with the 
exception of the gestating sows that are housed in 
four separate houses. The total number of animals in 
each class is given in brackets. Each of the elements 
of this figure represents a parameter of the model 
and can be changed to model a different type of farm 
structure when appropriate. The farm is modelled as 
a closed system with sows being replaced by stock 
reared on the farm. In the current structure 25 sows 
are artificially inseminated each week with semen 
from selected sires. The algorithm can be used "
, 
 to 
model farms of any size assuming that the structure 
can be dearly defined and that the population 
density is defined. 
Pigs on the farm are allocated to 'types' and stay in 
that type for a fixed period of time. In the models 
described, the pigs are of a particular type for a 
period of one week. Pig 'type' is nested within pig 
class. If a pig stays in a particular class for 16 weeks, 
there are 16 types for that class. The type describes 
the physiological status of an animal, which 
determines how susceptible or infectious it is, the 
disease- independent mortality and contact between 
pigs of different types. In the specified model, the 
only location where pigs of different types make 
contact is in the nursing phase. Each sow is expected 
to have 11 piglets and therefore 8.3% of the animals 
in the house are sows and 917% are piglets. The 
contact between these sows of type i and their piglets 
of type j is c.1 = 1 assumes that the sows mainly have 
contact wit1 their own piglets; the contact rate 
between nursing piglets and nursing sows is 
c,1 = 0083 and between piglets c 1 0917. Pigs alsc 
have a 'type-age', which records Wow long they have 
been their current type. The proportion of pigs 
moving from one type to another needs to b 
included in the model, in the form of a redistributior 
(transition) matrix. For example, piglets are assumec 
to have a disease-independent mortality rate of 01, 
so the proportion of piglets that move to the nurser 
is 09. It is a requirement of the model that the 
dominant eigenvalue of the redistribution matrix is 
10.. It takes 50 weeks from the time of inseminatior 
until the resulting gilts are used as breeding stock 
During 4 of those weeks, piglets are housed witi 
their mothers. The requirement to specify all 54 type 
as distinct categories arises when genetics i 
incorporated into the model (see below), as piglet 
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born in week -i may be assumed to be genetically 
superior with respect to disease resistance than those 
born in week 1-1. 
Incorporating genetics 
The purpose of the model described in this paper is 
to quantify the effect of genetic selection on disease 
epidemiology. The model builds upon that of de 
Jong et al. (1994) incorporating assumed genetic 
information about the susceptibility and infectivity 
of the pigs. The traits upon which selection is carried 
out are infectivity (f) and susceptibility (g). Equation 
I shows that R0 depends on the product fjg,, and it is 
this product that is altered to mimic genetic 
improvement. No consideration has been given to 
the possible co-evolution of the parasite during the 
selection process. 
Model 1: selection for reduced susceptibility/infectivity. 
Genetic improvement in the product of g  and f is 
assumed to be at a constant rate AG, and achieved by 
the use of selected sires. No selection takes place 
within the herd. Initially improvement is only 
through the sires but when guts reared on the farm 
are used to replace sows, improvement comes from 
both the sire and the dam. Thus, given initial levels 
for the product of infectivity and susceptibility 
(f9) initiai' the next generation of sires (f9)new have 
levels given by 
(1g)new = (fg) — Gt(fg)jai 
where (fg)nent is the current level in the population 
for the product of infectivity and susceptibility and 
AG t is the increment in improvement expressed as a 
proportion for the relevant time period t. Piglets 
born in week i are genetically superior, with respect 
to 19' to those born in week i-i, so that each week of 
pigs (i.e. each type) is assigned different values for 
the product of susceptibility and infectivity. 
The algorithm implicitly assumes that susceptibility 
and infectivity are uncorrelated. In reality, they are 
likely to be correlated although there are little data 
suggesting what this correlation is. For the 
population prior to selection, 
fg = 	+ r,,O,, a Pg 
where r, is the phenotypic correlation and a pf and apg 
are the phenotypic standard deviations for infectivity 
and susceptibility, respectively. It is assumed, for 
simplicity, that apyapg  = 1. To include the correlation 
in the model it was assumed that -selection was for 
reduced susceptibility and that selecting for reduced 
susceptibility had a correlated effect on the 
infectivity level of the progeny. The correlated 
response in infectivity (CR1) to selection applied to 
susceptibility is given by 
CR1 = rgaAf/aA gRg 
where Rg is the response to selection in susceptibility 
(Falconer and Mackay, 1996), r is the genetic 
correlation and cyAf and GA9 are the two genetic 
standard deviations. It is assumed that apj / 
Pg = aAf / aAg where - apj and CJpg are the phenotypic 
standard deviations of infectivity and susceptibility 
respectively and r = Tg . Thus the next generation of 
pigs have infectivity levels given by 
mewfcurrent - 	- gt)Tpapj" ( pg 
where 9new - gcurrent is the improvement in 
susceptibility. 
The following implementations were investigated for 
a disease modelled to have a 2-week infectious 
period, e.g. pseudorabies (i) considering highly and 
moderately infectious diseases, assuming f and § to 
be uncorrelated; (ii) altering fg  for different classes of 
animals; (iii) including a correlation between f and g; 
(iv) altering husbandry options. 
For each implementation, selection was practised 
until R0 was less than 10 and the impact of a 
hypothetical epidemic of the disease was quantified 
by calculating R, I and Y,nax at each time point. 
Model 2: introgression of a major gene. A model was 
developed which allowed the effect of introgression 
of a major recessive resistance gene to be 
investigated. It is assumed that the farm population 
is homozygo.is for the dominant susceptibility gene 
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Figure 3 Effect of selection on R, for a highly infectious 
disease and genetic progress of 1% per annum. 
-- 	 Gerietic-epidemiological model for disease resistance 
	 54 
homozygous for the resistance gene. Pigs on the farm 
have suséeptibility level g until they have two copies 
of the resistance gene when susceptibility is set to an 
arbitrary, low, level. It is assumed that a sow with 
one copy of the resistance gene will pass that gene on 
to the piglets with probability of 1/2. The results 
presented for 4 I and y, are the means of 100 
simulations, sampling piglet genotypes from a 
binomial distribution with p = 0-5. 
The model was also used to estimate the proportion 
of pigs that need to possess two copies of the 
resistance allele in order to ensure that an epidemic 
would not occur in the presence of the infectious 
agent. This addresses the question of the penetration 
of the resistance gene required to make the 
population safe from epidemics. 
Results 
Model I 
Initially, the highly infectious disease scenario is 
considered. Prior to selection, at time = 0, the 
product of susceptibility and infectivity (fg) is 10-0 
and R0  is 98 indicating a severe epidemic. This 
models a disease such as hog cholera. Genetic 
improvement is assumed to be 1% of the initialfg per 
annum, thus fg is reduced at the same absolute rate 
throughout the selection process. Figure 3 shows the 
reduction in R0 as selection proceeds. Each point on 
the line denotes the outcome if an epidemic occurs, 
i.e. if an infected pig is introduced to the population 
at that point in time. For these parameters and 
assumptions, it takes 95 years of selection until R0 <1 
and the population is expected to be free from 
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Figure 4 Effect of selection on the expected proportion of 
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Figure 5 Effect of selection on the expected proportion ol 
pigs infected during hypothetical epidemics for 
moderately infectious disease (initial R0 = 20). -1; ---  
Yrnnr 
How the hypothetical epidemic affects tht 
population at each time pint can be seen in Figure 4 
At time =0, before selection starts, all the pigs woulc 
succumb to the infection (I) but at no time during thi 
epidemic would more than 70% be infected (Yrnax) 
There would only be a small reduction in thi 
proportion of animals infected during the course of 
hypothetical epidemic until selection has beer 
underway for many years. 
Comparing Figure 4 with Figure 1, it can be seer 
why this is the case. When R0 is greater than 3, I, th 
total proportion of animals infected during thi 
course of the epidemic, is very close to 1. Startinl 
with R0 = 10, it takes 75 years for selection to reduci 
R0 to 3. However, once R 0 is less than 3 the result of 
small reduction infg gives a large reduction in I. 
Figure 5 shows the proportions of infected animal 
during an epidemic for a disease with much lowe 
initial levels of susceptibility and infectivity but wit] 
the same absolute rate of genetic improvement as fo 
the highly infectious disease discussed previously 
The population starts with fg = 20; th 
corresponding basic reproductive ratio for thi 
population structure is 1-9. This is a disease such a 
transmissible gastroenteritis. The effect of selectioi 
on the proportion of pigs infected during ai 
epidemic is immediate as the population starts o: 
the steep section of Figure 1. For such a disease, th 
population is expected to be free from epidemin 
should the infectious agent be present, in less than 1 
years. 
The correlation between susceptibility and infectivit 
was assumed to be zero in the previous results. Thi 
may not be the case. To model the effect 
correlation between the traits, selection is applied 
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Figure 6 Effect of correlations between infectivity and 
susceptibility on selection responses in R 0 for a highly 
infectious disease. ---r=-1,--------r=0 ------- r=1. 
susceptibility with a correlated response in 
infectivity for the case of the highly infectious 
disease. Assuming a correlation between the traits 
can be seen to have a small influence on the 
dynamics of the unselected population but it has a 
major influence on the time taken to reduce R0 to less 
than 1. Figure 6 shows the results for the extreme 
cases of the correlation between 10 or -10. It can be 
seen that a positive correlation can reduce this time 
by 10 years for a population that is initially highly 
susceptible. Although the degree of correlation 
between susceptibility and infectivity has an effect 
on the outcome of the model, it seems likely that the 
experimental effort required to estimate the 
correlation coefficient would probably be too great to 
be worthwhile. 
The effects of altering animal husbandry options was 
investigated. During the investigation, the initialfg is 
the same for all pigs and all scenarios. The effect of 
removing finishing pigs earlier, at 10 weeks rather 
than 26 weeks of age, has no effect on either the time 
taken until the population is free from epidemics, 
should a disease be introduced, or on R0. This is to be 
expected, assuming that the animals retained on the 
farm are held at the same density as for the original 
farm structure. Bouma et al. (1997) showed 
experimentally that the probability of an epidemic is 
independent of population size assuming constant 
population density. Next, the farm structure was 
modified so that gestating sows were either all 
housed together or housed in 16 houses, one for each 
week of gestating sows. This alteration has little 
effect on the outcome. of a hypothetical epidemic 
when fg is constant across the farm. However, for a 
disease where gestating sows are far more 
susceptible and infectious than other pigs (fg = 100 
for gestating sows and 20 for all other animals), R0 is 
influenced by differences in contact rates. When the 
gestating sows are housed together, R0 is 9S and 
when they are housed apart, R0 is 65. 
Model 2 
When introgressing a major recessive resistance gene 
into the farm population described in Figure 2, it 
takes less than 5 years to produce a completely 
resistant herd. Figure 7 shows the frequency of pigs 
possessing either one or two copies of the resistance 
gene. It takes 50 weeks for piglets with one copy of 
the gene to be used as breeding stock and a further 
160 weeks for the population to be homozygous for 
the resistance gene. The discontinuity in Figure 7 
occurs when the first batches of heterozygous piglets 
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Figure 7 Frequency of major recessive gene conferring 
resistance, during an introgression programme. - Gene 
frequency; - - - - Homozygote frequency. 
Figure 8 Total proportion of pigs infected during a 
hypothetical. epidemic (I) when introgressing a resistance 
gene for either moderately or highly infectious diseases. 
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homozygote piglets are born. As the proportion of 
farrowing sows carrying the gene increases, the gene 
frequency accelerates again. - 
The rate of introgression is independent of the 
disease being considered. Thus the benefits of 
selection are seen after the first homozygotes are 
born. Figure 8 shows the total proportion of animals 
infected during a hypothetical epidemic, should the 
epidemic occur, at each point during the 
introgression process for two different diseases - 
initial R0 values of 20 or 100 at the start of the 
introgression process. Although the benefits are seen 
earlier in disease with low fg,  the difference in the 
time taken to remove the likelihood of epidemics 
from the population is only slightly more than 1 
year. 
The apparent discontinuities in the total proportion 
of pigs infected seen in Figure 8 are caused by the 
contact structure defined between animals. Where 
groups of pigs differing in susceptibility are in direct 
contact, the susceptible animals lessen the impact of 
the resistant animals. For example, the discontinuity 
seen between 175 and 200 weeks for tl!te  curve 
describing R0 = 100 is a result of several types 
(weeks) of nursery pigs being in contact with each 
other, some types being predominantly resistant and 
others predominantly susceptible. If the contact 
structure is altered such that there is no contact 
between types then this recurring discontinuity 
disappears. 
An important question is the proportion of the 
population that must be homozygous to protect the 
population against epidemics, for diseases which 
have different initial R0 values. This is estimated 
from when R0 following introgression, falls below 
1.0. This required proportion was estimated for 
R0 in base population 
Figure 9 Proportion of resistant pigs necessary to reduce 
baseline R0 to below 1 for simulated data, p = 0•9629 - 
1.26exp(45R0) and Pc = I - 1/ R0 .... Simulation; - p; 
Pc.  
initial R0 values ranging from 10 to 200 and i 
plotted in Figure 9. The horizontal axis shows 1 
when the population does not possess the resistanc 
allele. The lines show the proportion required to b 
resistant for that population to be free fror 
epidemics in the presence of the infectious agent. If 
is this proportion, then the relationship is describe 
empirically by the following equation: 
p = 0.99 - 1.26e 5RO 
where 09629 is the proportion of the population thi 
must be resistant when R0 is 20. This valu 
asymptotes to I when R0 is very large (>100 
Although this was only estimated for the fart 
structure outlined in Figure 2, the result is ver 
similar to that given by Anderson and May (199 
where the proportion of the population that has to li 
vaccinated to prevent epidemics, P,  is estimated a 
= 1 - (1 /R). P values are also plotted in Figure 
for comparison. The main feature of this result is thi 
for most diseases, it is not necessary for the entir 
population to be genetically resistant and fc 
diseases with a low Re,, less than half the populatio 
needs to be resistant. 
Discussion 
This paper presents a discrete-time epidemic mod 
which can be used to estimate the effect of genet 
selection for reduced susceptibility and infectivity o 
the epidemiology of microparasitic (e.g. vira 
infectious disease in pigs. Two approaches wet 
modelled: selection of pigs demonstrating reduce 
susceptibility and/or infectivity; introgression of 
major resistance gene. No consideration was given 
how selection could be achieved. The modi 
provides information about the effect of selection f 
resistance to a particular pathogen on tl 
epidemiology of the disease it causes. As it 
currently formulated, it cannot be used to quantil 
the effect of a second pathogen on the population. 
The results suggest that in the case of a high] 
infectious disease, phenotypic selection would not I 
a worthwhile approach to reducing the likelihood 
epidemics. However, for a moderately infectiot 
disease, the model shows that potential epidemb 
could be eliminated within a reasonable amount 
time. If a major resistance gene were identified for 
particular disease, introgression of the gene wou] 
be quickly effective regardless of the initial levels 
susceptibility and infectivity in the populatio 
Introgression of a resistance gene is possible au 
several loci imparting resistance have bet 
identified. For example, Edfors-Lilja et al. (199, 
demonstrated that loci encoding the porcir 
intestinal receptors for Escherichia coli K88ab au 
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K88ac are -ow :chromosome 13. Pigs lacking the 
intestinal receptor. for K88 antigen have been 
demonstrated to be resistant to infection' with K88-
positive enteropathogenJ.c E. coli (Edfors-Lilja et al., 
1986). This is an example where the beneficial alleles 
'could feasibly be introgressed into commercial pig 
populations. The proportion of pigs required to 
possess and express these beneficial* . alleles is 
estimated to be considerably less than I for a disease 
such as transmissible gastroenteritis where R0 is 
estimated at about 40 in fattening pigs (Hone, 1994). 
The proportion of animals on a farm which need to 
be resistant to eliminate the possibility of an 
epidemic in the presence of the infectious agent 
provides a useful guideline to farmers and breeders 
alike. It also potentially provides insight into the 
evolution of disease-resistance alleles and the 
selection pressures placed on these alleles in natural 
populations. 
Although selection, as modelled, results in a linear 
decline in R, the consequences of the selection are 
non-linear. Selecting animals that have reduced 
susceptibility or infectivity reduces the amount of 
infectious material that is in the environment when 
an infection occurs. This decreases the force of 
infection on unselected animals. Thus by reducing 
the proportion of susceptible animals in the 
population, the probability of an epidemic falls. This 
phenomenon results in a marked interaction between 
host genotype and disease epidemiology. In the case 
of a highly infectious disease, the benefits of selection 
are insignificant until selection has been underway 
for many years, as the force of infection is still high 
until R0 falls below 3. 
As the models are currently formulated, they can be 
used to obtain information about how large an 
epidemic will be but no consideration is given to the 
effect of intervention in a veterinary context. 
Expansion of the models to make them useful from a 
predictive veterinary context is conceptually possible 
and would be useful once selection or introgression 
programmes are underway. 
Previous epidemiological models of infectious 
disease in pigs have quantified the effect of an 
epidemic in a static population (e.g. Hone, 1994; 
Grenfell and Smith, 1990). Little, if any, attention is 
paid to the genetics of the animals in these models. 
Experimental evidence exists which shows that pigs 
can be selected for disease resistance or related traits 
(Mallard et al., 1998) but no attempt has been made 
to estimate the effect of improved resistance on 
disease epidemiology. Genetic-epidemiological 
models of the spread of nematode infection in sheep 
have quantified the interaction between the disease 
epidemiology and the genetics of the animals 
(Bishop and Stear, 1997). This sheep model has 
demonstrated that by reducing the force of injection 
within" the flock the effects of and responses to, 
selection are greater than predicted by quantitative 
genetic theory. Of considerable interest to animal 
breeders and epidemiologists alike, is the generality 
of this finding. This current model highlights the 
non-linear impact of altering host genotype on the 
disease epidemiology at the population level. 
In conclusion, a model has been developed which 
allows the effects of selection for resistance to 
infectious disease to be assessed. The results of the 
model show that altering the genetics of individual 
animals affects the epidemiology of the disease at the 
population level. It is clear from the results that 
introgressing a major resistance gene can rapidly 
produce a disease-free population, regardless of the 
infectiousness of the disease. The model can be 
applied to any microparasitic infection and to any 
farm structure. 
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