Abstract-Broadcast is a scalable way of disseminating data because broadcasting an item satisfies all outstanding client requests for it. However, because the transmission medium is shared, individual requests may have high response times. In this paper, we show how to minimize the average response time given multiple broadcast channels by optimally partitioning data among them. We also offer an approximation algorithm that is less complex than the optimal and show that its performance is near-optimal for a wide range of parameters. Finally, we briefly discuss the extensibility of our work with two simple, yet seldom researched extensions, namely, handling varying sized items and generating single channel schedules.
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INTRODUCTION
BROADCAST is a means by which a single server can transmit data to an unlimited number of clients in a scalable way [3] , [4] . Unlike unicast transmission, broadcast is scalable because a single transmission of an item satisfies all outstanding requests for it. Sample broadcast applications include stock tickers [12] , telephone directory services [4] , and any push-oriented Web page delivery services [2] . Such scalability is important given the increasing use of portable devices for wireless data services and the limited amount of available bandwidth.
One problem with data broadcast, however, is that best case performance is bounded. Because a broadcast channel is shared, some clients receive unwanted data before accessing desired data. This problem is exacerbated when data access is skewed. In this case, the penalty for transmitting unpopular data is greater because of the number of clients that consider their transmission a waste increase.
Two solutions have been proposed in the literature. One solution is to allocate bandwidth to explicitly cater to requests for unpopular data on-demand. Only popular data are broadcast [8] , [17] , thereby decreasing their average interarrival times. The second solution, which does not preclude the first, involves skewing the data broadcast so that more popular data are broadcast more frequently [1] , [18] .
In this paper, we focus on the latter problem of skewing the amount of bandwidth allocated to broadcast items. Unlike most previous work, which assumes only a single broadcast channel, this work assumes that there are multiple disjoint physical channels. Such an architecture has wider applicability. For example, in wireless communications, cells contain many frequencies on which data are transmitted. Similarly, multicast data dissemination can also be considered a form of multiple disjoint channel broadcast.
Furthermore, there are some definite advantages that accrue from multichannel broadcast. The use of multiple channels allows better fault tolerance, configurability, and scalability [14] . For example, servers with multiple channel ability can assume the workload of other crashed servers in the same cell or broadcast over another channel in the same cell.
Previous work on allocating data over multiple channels has been motivated by applications such as multimedia quality of service [9] , network contention reduction [10] , as well as access delay reduction [18] . However, little work has been done on partitioning the data among multiple channels [13] , [14] , the topic of this paper.
We address the multiple channel allocation problem and provide algorithms to allocate data to these channels in a way that reduces the average expected delay of a request. We start in Section 2 by describing how our work fits into other work on data dissemination. In Section 3, we state our architectural assumptions and formalize the allocation problem. We discuss the allocation problem in more detail and describe techniques to generate an optimal solution, as well as a simpler approximation in Section 4. Section 5 describes the results of performance tests. Extensions to our basic model can be found in Section 6. Concluding remarks and a description of future work are in Section 7.
RELATED WORK
Past work on minimizing average expected delay times for broadcast data has focused primarily on single channel bandwidth allocation. This work, done largely by the networking research community, seeks to minimize average expected delay times through dynamic scheduling. Typically, at each tick, each item is given a priority based on its rate of explicit requests and last transmission time [18] . The item with the highest priority is transmitted.
Research in the database community on broadcast tends to focus on data integrity [15] , client-side cache management [1] , and indexing [6] , rather than average expected delay performance per se. For instance, version information can be periodically transmitted to guarantee mutual consistency among items. Such works rely on predictable cyclic data transmission.
Much of the work done in bandwidth allocation therefore precludes that done in the database community and vice versa. For example, the dynamic broadcast scheduling makes prebroadcast of indexing information impossible. On the other hand, cyclic data scheduling typically uses bandwidth inefficiently. The algorithms described in this paper result in broadcast programs that are both cyclic and effectively use bandwidth, making it applicable to both bodies of work described above.
Some recent work aimed at minimizing average expected delay has addressed the issue of allocating data to multiple channels. The most obvious algorithm, F LAT [1] simply allocates an equal number of items to each channel. Other algorithms include those that skew the amount of data allocated to each channel. V F k [13] uses a tree-like structure to heuristically guide data allocation. Another skewed-allocation algorithm, which we call BP , is based on bin-packing and equalizes the access probability of each channel [14] . Among these three algorithms, there is a tradeoff between complexity and performance. F LAT is trivial to compute (OðKÞ, where K is the number of channels), but offers the worst performance. V F k gives good performance for a wide range of parameters, but is expensive to compute (OðKN 2 log KÞ, where N is the number of items). BP lies somewhere in between in terms of both complexity (OðN log NÞ) and performance.
ARCHITECTURAL ASSUMPTIONS
In this paper, we describe a framework for data allocation over multiple broadcast channels that reduces the average expected delay of a request. We use this framework to optimally solve the problem. We also offer a cheaper approximation that avoids the performance/simplicity tradeoff, mentioned in Section 2. In order to present our algorithms, we first formally describe our architectural assumptions. We assume that there are K channels in a broadcast area, each denoted C i ; 1 i K. A database is made up of N unit-sized items, denoted d j ; 1 j N. Each item is broadcast on one of these channels, so channel i broadcasts N i items,
Each channel cyclically broadcasts its items. Time is slotted into units called ticks, which are defined as the amount of time necessary to transmit a unit of data. Each item d i is assigned an access probability, p i . Requests are for single items and assumed to be exponentially distributed, so p i does not vary from tick to tick. See Fig. 1 .
We also assume that clients know a priori the contents of the channels. In practice, however, some index information must be made available to clients. We make this simplifying assumption because the indexing problem is orthogonal to the allocation problem. Details on multichannel indexing, however, can be found in [14] , [16] .
Problem Statement
Expected delay, w i , is the expected number of ticks a client must wait for the broadcast of item i. Average expected delay is the number of ticks a client must wait for an average request and is computed as the sum of all expected delays, weighted by their access probabilities:
When N i items are cyclically broadcast on channel i, the expected delay in receiving an item j on this channel is w j ¼ Ni 2 . With K channels, AED can be rewritten as:
Our goal is to allocate database items to K channels in a way that minimizes MCAED. The canonical allocation technique, called flat design, allocates an equal number of items to each channel. With flat design, N i ¼ N K ; 8i, and, from (2), MCAED ¼ N 2K . In this paper, we discuss skewed design, where items are placed on varying sized channels, depending on their popularities. Skewed design has been shown to be better than flat design at reducing MCAED [1], [13] .
Example. Consider a set of N ¼ 6 items, fA; B; C; D; E; F g, with the access probabilities shown in Table 1 .
Given K ¼ 2 channels, flat design results in an MCAED of 6 2Â2 ¼ 1:5. On the other hand, consider skewed design, allocating fA; Bg to one channel and fC; D; E; F g to the other. In Table 2 , we show that a skewed design results in a lower MCAED.
DATA ALLOCATION
In this section, we present techniques for allocating data to channels that reduce the MCAED (2) of an item. We show how to optimally solve this problem using dynamic programming, then offer a cheaper, yet similarly effective approximation.
Optimal Allocation with the DP Algorithm
Our goal is to allocate N items to K disjoint subsets, minimizing MCAED. Stated in this way, the allocation problem is a partitioning problem, which can be optimally solved using dynamic programming. As stated in [5] , dynamic programming requires the following two properties:
1. Optimal substructure. That is, an optimal solution is made up of optimal solutions to subproblems. (A subproblem in this case is the further partitioning of a given partition.) We prove this property in [20] . 2. Overlapping subproblems. Solutions are based on results of solutions to subproblems and the number of subproblems is polynomial in the input size. We now use the following property to discuss how this problem has overlapping subproblems.
Theorem 4.1. In an optimal solution, for any two partitions, C i ; C j , if
Proof. Assume that we have an optimal solution C 1 ; . . . ; C K .
Without loss of generality, assume there exists C i ; C j where jC i j < jC j j, and 9ðd k 2 C i ; d l 2 C j ) where p k < p l . Now, assume that we exchange d k with d l in the two partitions. The change in cost is: 
The exchange results in a better solution, contradicting the optimality assumption. The last part of the theorem is proven similarly. t u Theorem 4.1 states that, in an optimal solution, more popular items are in smaller partitions. We can therefore order the items by popularity, then find an optimal solution by optimally "splitting" this set K À 1 times. This result further implies that, for any partition, the search space to optimally split each partition is linear and temporary results can be reused. In other words, this partitioning problem has overlapping subproblems. Given the two properties described above, we can use dynamic programming to construct an optimal solution. Define C ij as the AED of a channel containing items i through j.
Let opt sol i;K be the optimal solution (i.e., minimum MCAED) for allocating items from i through N on K channels. The optimal solution for items i through N given one channel is then opt sol i;1 ¼ C i;N . We can now express the optimal MCAED with the following recurrence:
Using dynamic programming to minimize the recurrence above requires OðKN 2 Þ time and OðKNÞ space to keep track of partial solutions. We refer to this algorithm as DP .
A Cheaper Approximation
Although DP yields an optimal solution, its time and space complexity may preclude it from practical use. For example, depending on the application, redesign may occur frequently or, as in the DAT ACY CLE case, the size of the problem may be large [4] -data sets may be many orders of magnitude higher than those of wireless applications. We therefore offer an alternative, significantly cheaper algorithm, called GREEDY . Implementation details can be found in [20] .
Similar to algorithms found in [7] , [11] , GREEDY finds the split point among all the partitions that decreases cost (MCAED, from (2)) the most. This process is repeated until there are K partitions.
Algorithm 4.1 GREEDY input: set of N unit sized items ordered by popularity, K partitions begin numP artitions :¼ 1; while numP artitions < K do Let point k be the split point that most reduces SCAED for each partition k. Let point 0 be the point k that most reduces MCAED.
Create a split at point 0 .
numP artitions :¼ numP artitions þ 1; od end Example. Consider the problem of allocating the set of N ¼ 6 items from the example in Section 3 to K ¼ 3 channels. Using the GREEDY algorithm, the first split occurs between items 2 and 3 and the second occurs between items 1 and 2. These two splits reduce the average expected delay from 3 ticks to 0.95 ticks. See Fig. 2 .
GREEDY also runs very quickly. We have omitted implementation details, but, in [20] , we show that the complexity of GREEDY is OððN þ KÞ log KÞ.
Redesign Using GREEDY
The broadcast environment changes with time due to changing physical configurations as well as changing user behavior. In this section, we describe how a broadcast server using GREEDY can adapt to changes in the number of channels available and the set of broadcast items.
Adding and removing channels is a trivial operation, considering the nature of the GREEDY algorithm. Adding a channel requires an additional iteration of GREEDY , whereas removing one requires undoing the last split.
Furthermore, items may change their popularities so that some may be inserted or deleted from the broadcast, as discussed in [17] . We discuss the case of insertion, but the case of deletion is similar. The new item is added to the correct position in the broadcast and popularities are normalized so that P p i ¼ 1. We then update split points where necessary. However, we can reuse many old split results. We can do this since multiplying the popularities of all items by a constant factor does not affect the results of an optimal split (as shown in [20] ). Although this technique has a similar worst-case complexity to recomputing the entire solution from scratch (OðN log NÞ in the worst case), in the amortized sense, it is better.
PERFORMANCE RESULTS
In this section, we measure compute times and MCAEDs of the algorithms mentioned in this paper. Compute time is important for operations such as initial allocation and redesign. MCAED is important for query response time. Due to space limitations, only a subset of results are presented. The algorithms we compare are listed in Table 3 .
Our parameter ranges, shown in Table 4 , are similar to those used in other broadcast work [1] , [2] , [4] , [15] . In the table, control value is the parameter value when it is a dependent variable and step indicates how much the parameter changes for each trial when it is independent. 
Compute Time
All algorithms are implemented as described by their respective authors. We report the average of five trials. Experiments are run on an Intel 8 Â 550 MHz Pentium III Xeon, with 4 GB RAM, running Redhat Linux 6.2.
As expected, except for F LAT , the compute times of all algorithms increase with database size, as shown in Fig. 3a . DP and V F K are orders of magnitude slower. DP requires too much memory (OðKNÞ) and V F K has a high complexity (OðKN 2 log KÞ).
Experiments varying the number of channels yield similar results (not shown).
Average Expected Delay
In this section, we measure average expected delay while varying the number of channels (K), the size of the database (N), and popularity skew (Â). 
TABLE 4 Parameter Values Used in Performance Evaluation
When we vary the number of items, as shown in Fig. 3b , we see that the average expected delay of the four non-F LAT algorithms is consistently better. V F K and GREEDY are close to optimal (DP ), whereas BP is only marginally better. Relative improvement is consistent with increasing database size.
When we vary the skew, in Fig. 4a , we see that when there is no skew (Â ¼ 0), F LAT is optimal, and all algorithms result in the same average expected delay. F LAT is relatively worse with increasing Â as the other algorithms allocate more bandwidth to popular items. GREEDY and V K K are consistently near-optimal, whereas BP only offers marginal improvement.
In our final set of experiments, we vary the number of channels (in Fig. 4b ) from K ¼ 4 to K ¼ N ¼ 2; 500, the theoretical upper limit on channels. Interestingly, the performances of both BP and V F K are worse relative to F LAT as the number of channels increases. BP overallocates data attempting to equalize channel access probability, whereas V F K 's heuristics overly limit the search space. GREEDY , however, is consistently close to DP . Besides pedagogical reasons, we give one example as to why examining all values of K is important in Section 6.
EXTENSIONS
In this section, we briefly describe two areas of ongoing work not discussed in the partitioning work cited so far in this paper. The first involves handling varying sized items and the second involves generating single-channel schedules. Due to lack of space, we do not present performance results here, but some are available in [19] .
A result from [18] suggests that we can optimally partition a set of varying sized items by ordering them by pi li (where l i is the size of the item) instead of just p i . GREEDY can then be run without further modification. Items with similar pi li values tend to be in the same partitions and are therefore allocated the same relative bandwidths.
We are also studying the generation of predictable and bandwidth-efficient single channel schedules. Our method takes a partitioned set of data and multiplexes each onto a single channel [19] . At each tick, partitions cyclically put a unit of data onto the channel. The average expected delay of this schedule is therefore:
Because SSCAED is not a convex function of K, in general, all numbers of partitions, K 2 ½1; N, must be tried in order to minimize its value. The value of a partitioning algorithm being simple (e.g., GREEDY ) is therefore enhanced.
CONCLUSION AND AREAS OF FUTURE WORK
In this paper, we address the problem of allocating data to multiple disjoint broadcast channels in order to minimize average expected delay (MCAED). We start by describing properties of this problem that allow us to use dynamic programming (DP ) to optimally solve it. These properties allow us to design a greedy algorithm (GREEDY ) that gives near-optimal results.
As shown in Section 5, the GREEDY algorithm has a good performance/simplicity tradeoff compared to other algorithms. F LAT is simple to compute, but results in an MCAED up to 40 percent higher than that of GREEDY . V F K has nearoptimal MCAED for most parameters, but it takes orders of magnitude more time to compute than GREEDY , making it a poor choice for online redesign (Section 4.3) and single-channel schedule generation.
Broadcast is a scalable way of disseminating data and broadcast scheduling, proposed in this paper, adds performance to scalability, making the technique even more viable. Nevertheless, it is just a small part of our larger vision of tomorrow's wireless infrastructure. Besides the work mentioned in Section 6, we are also exploring ways of analyzing, filtering, indexing [19] , and caching streamed data for efficient search and querying. Although much work remains to be done, this paper takes important steps toward understanding some of the new design considerations we are facing.
