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SELF-SIMILAR k-GRAPH C*-ALGEBRAS
HUI LI AND DILIAN YANG∗
Abstract. In this paper, we introduce a notion of a self-similar action
of a group G on a k-graph Λ, and associate it a universal C*-algebra
OG,Λ. We prove that OG,Λ can be realized as the Cuntz-Pimsner algebra
of a product system. If G is amenable and the action is pseudo free, then
OG,Λ is shown to be isomorphic to a “path-like” groupoid C*-algebra.
This facilitates studying the properties of OG,Λ. We show that OG,Λ
is always nuclear and satisfies the Universal Coefficient Theorem; we
characterize the simplicity of OG,Λ in terms of the underlying action;
and we prove that, whenever OG,Λ is simple, there is a dichotomy: it
is either stably finite or purely infinite, depending on whether Λ has
nonzero graph traces or not. Our main results generalize the recent
work of Exel and Pardo on self-similar graphs.
1. Introduction
Let G be a discrete (countable) group, and (E, r, s) be a finite directed
graph with no sources. In [10], Exel-Pardo introduced a notion of a self-
similar action of G on E, which naturally generalizes the notion of self-
similar groups (see, e.g., [24]). The main object they were interested in is
OG,E, which is a unital universal C*-algebra generated by a unitary rep-
resentation of G and a Cuntz-Krieger representation of E, such that these
two representations are compatible with the given self-similar action (G,E).
Surprisingly, this construction embraces many important and interesting C*-
algebras, such as unital Katsura algebras [15, 16] and certain C*-algebras of
self-similar groups constructed by Nekrashevych [25]. To study OG,E , Exel-
Pardo in [10] associated the self-similar action (G,E) an inverse semigroup
SG,E. It turns out that its tight groupoid Gtight(SG,E) plays a vital role in
the study of OG,E in [10]. To be a little bit more precise, Exel-Pardo showed
that OG,E is isomorphic to C
∗(Gtight(SG,E)). So studying OG,E pinpoints
Gtight(SG,E). Thus there is no surprise that the paper [10] heavily depends
on the machinery on inverse semigroups developed in [8, 9]. Among other
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results, in [10] Exel-Pardo characterized the minimality and topological prin-
cipality (resp. local contractingness) of Gtight(SG,E), and so the simplicity
(resp. pure infiniteness) of OG,E when G is amenable.
To give a more concrete description of Gtight(SG,E), Exel-Pardo associated
a given pseudo free self-similar action (G,E) a “path-like” groupoid GG,E.
This is a subgroupoid of a tail equivalence with lag group Gˇ ⋊ρ Z, where
Gˇ is the corona G∞/G(∞) and ρ is the “right shift”. So the new feature
here is that the lag is not an integer as graph C*-algebras, but an element
of Gˇ⋊ρ Z. Then it is shown that Gtight(SG,E) is isomorphic to GG,E.
In this paper, we introduce self-similar group actions on k-graphs, which
are higher-dimensional analogues of self-similar group actions on directed
graphs. In higher-dimensional cases, in general the construction of the in-
verse semigroup SG,E in [10] mentioned above does not apply, and so un-
like [10] one can not apply the machinery in [8, 9]. Our strategies are
the following. As in [10], we associate a “path-like” groupoid GG,Λ, called
a self-similar path groupoid, to a given self-similar action of a group G
on a k-graph Λ. This generalizes the construction of GG,E in the directed
graph case. Then we make full use of GG,Λ directly. To obtain that OG,Λ
is isomorphic to C∗(GG,Λ), we first construct a product system XG,Λ over
N
k. It turns out that we have the following relations: OG,Λ ∼= OXG,Λ ,
NOXG,Λ ։ OG,Λ, and OG,Λ ։ C
∗(GG,Λ). Then invoking a deep result
on the uniqueness on the Cuntz-Nica-Pimsner algebra NOXG,Λ of Carlsen-
Larsen-Sims-Vittadello in [5], we are able to prove that NOXG,Λ is isomor-
phic to C∗(GG,Λ), and so all four associated C*-algebras are isomorphic to
each other: OG,Λ ∼= OXG,Λ
∼= NOXG,Λ
∼= C∗(GG,Λ). Through C∗(GG,Λ), we
show that if the self-similar action is pseudo free and G is amenable, then
(i) OG,Λ is always nuclear and satisfies the Universal Coefficient Theorem
(UCT) [34]; (ii) the simplicity of OG,Λ can be characterized in terms of the
action itself and Λ; (iii) when OG,Λ is simple, OG,Λ has a dichotomy: it is
either stably finite or purely infinite. In particular, whenever OG,Λ is simple
and purely infinite, it is classifiable by its K-theory thanks to the Kirchberg-
Phillips classification theorem [17, 29]. We should mention that (ii) and (iii)
are proved by applying some recent important results on the C*-algebras of
groupoids (e.g., [2, 3, 31]). On the way to our main results, we also obtain
that GG,Λ is amenable as well.
To summarize, our main results are the following:
Theorem (Theorems 4.4 and 5.9). Let Λ be a k-graph such that Λ0 is finite,
and G be a self-similar group on Λ. Then we have the following:
(i) OG,Λ ∼= OXG,Λ .
(ii) If, furthermore, G is amenable and the action is pseudo free, then
OG,Λ ∼= OXG,Λ
∼= NOXG,Λ
∼= C∗(GG,Λ).
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Theorem (Theorems 6.6 and 6.13). Let G be an amenable group, and Λ
be a k-graph with Λ0 finite. Suppose that G has a pseudo free self-similar
action on Λ. Then
(i) OG,Λ is nuclear and satisfies the UCT;
(ii) OG,Λ is simple ⇔ Λ is G-cofinal and G-aperiodic.
Suppose that OG,Λ is simple. Then OG,Λ is either stably finite or purely
infinite. More precisely,
(iii) OG,Λ is stably finite ⇔ Λ has nonzero graph traces;
(iv) OG,Λ is purely infinite ⇔ Λ has no nonzero graph traces.
The paper is structured as follows. In Section 2, some necessary back-
grounds which will be used later are provided. The notions of self-similar
group actions on k-graphs and their associated C*-algebras are introduced
in Section 3. Some basic properties are also given there. To a given self-
similar action of a group G on a k-graph Λ, in Section 4 we associate a
product system XG,Λ over N
k, whose Cuntz-Pimsner algebra is isomorphic
to OG,Λ. This will be very useful when we realize OG,Λ as a groupoid C*-
algebra in Section 5. More precisely, in Section 5, when a given self-similar
action (G,Λ) is pseudo free, we construct a “path-like groupoid” GG,Λ, which
plays an indispensable role in studying OG,Λ. The main result there is that
OG,Λ ∼= OXG,Λ
∼= NOXG,Λ
∼= C∗(GG,Λ) when G is amenable. Finally, in Sec-
tion 6, with the aid of some recent important results on the C*-algebras of
groupoids (see, e.g., [2, 3, 31]), the properties of OG,Λ are studied in detail.
Notation and Conventions. Let us end this section by fixing our notation
and conventions.
Throughout this paper, k is a fixed positive integer which is allowed to
be ∞. For any semigroup P , let P k (resp. P (k)) denote the direct product
(resp. direct sum) of k copies of P (they coincide if k < ∞). Let N be
the set of all nonnegative integers, and {ei}
k
i=1 be the standard basis of N
k.
For n,m ∈ Nk, we use n ∨ m (resp. n ∧ m) to denote the coordinatewise
maximum (resp. minimum) of n and m. For z ∈ Tk and n =
∑k
i=1 niei, we
use the multi-index notation zn :=
∏k
i=1 z
ni
i .
Finally, G always stands for a discrete countable group, whose identity is
written as 1G.
2. Preliminaries
In this section, we provide some necessary background which will be
needed later.
2.1. Groupoids. In this subsection we recall the background of groupoid
C*-algebras studied by Renault in [32].
A groupoid is a set Γ such that there exist a subset Γ(2) of Γ×Γ, a product
map Γ(2) → Γ, (γ1, γ2) 7→ γ1γ2, and an inverse map Γ→ Γ, γ 7→ γ
−1 satisfy-
ing the following properties: (γ−1)−1 = γ for all γ ∈ Γ; (γ, γ−1), (γ−1, γ) ∈
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Γ(2) for all γ ∈ Γ; if (γ1, γ2), (γ2, γ3) ∈ Γ
(2), then (γ1γ2, γ3), (γ1, γ2γ3) ∈ Γ
(2)
and (γ1γ2)γ3 = γ1(γ2γ3); (γ1γ2)γ
−1
2 = γ1 and γ
−1
1 (γ1γ2) = γ2 for all
(γ1, γ2) ∈ Γ
(2). Moreover, there are range and source maps r, s : Γ → Γ
defined by r(γ) := γγ−1 and s(γ) := γ−1γ, respectively. Denote by Γ(0) :=
s(Γ) = r(Γ) the unit space of Γ. Furthermore, Γ is called a topological
groupoid if Γ is a topological space such that the product and inverse maps
are both continuous.
Throughout this paper, by locally compact groupoids, we mean second
countable, locally compact, Hausdorff topological groupoids.
Let Γ be a locally compact groupoid. Γ is said to be e´tale if its range and
source maps are both local homeomorphisms. A subset E ⊆ Γ is called a
bisection if the restrictions r|E and s|E are both homeomorphisms onto their
images. An e´tale groupoid is called ample if it has a basis of compact open
bisections. Let Γ be an e´tale groupoid. Given u ∈ Γ(0), let Γu := s
−1(u)
and Γu := r−1(u). Then Γuu := Γu ∩ Γ
u is called the isotropy group at u. Γ
is said to be topologically principal if the set of units whose isotropy groups
are trivial is dense in Γ(0). A subset U ⊆ Γ(0) is said to be invariant if for
any γ ∈ Γ, s(γ) ∈ U implies r(γ) ∈ U . Γ is said to be minimal if the only
open invariant subsets of Γ(0) are ∅ and Γ(0).
Let Γ be an e´tale groupoid. For f, g ∈ Cc(Γ), define
‖f‖I := sup
u∈Γ(0)
{ ∑
γ∈r−1(u)
|f(γ)|,
∑
γ∈s−1(u)
|f(γ)|
}
;
f · g(γ) :=
∑
s(β)=r(γ)
f(β−1)g(βγ); and f∗(γ) := f(γ−1).
Then ‖ · ‖I is a norm, which is called the I-norm, and Cc(Γ) is a ∗-algebra.
A ∗-representation π of Cc(Γ) on a Hilbert space is said to be bounded if
‖π(f)‖ ≤ ‖f‖I for all f ∈ Cc(Γ). Define ‖f‖ := suppi ‖π(f)‖, where π runs
through all bounded ∗-representations of Cc(Γ). Then ‖ · ‖ is a C*-norm on
Cc(Γ), and the completion of Cc(Γ) under the ‖ · ‖-norm is called the (full)
groupoid C*-algebra, denoted as C∗(Γ).
2.2. Type semigroups. In this subsection, we briefly introduce type semi-
groups of ample groupoids from [31], which is a generalization of type semi-
groups arising from discrete group actions on compact Hausdorff spaces from
[33] (also cf. [38]).
Let S be a unital abelian semigroup. One can associate S a pre-order ≤,
which is called the algebraic ordering, as follows: for s1, s2 ∈ S, s1 ≤ s2 if
there exists t ∈ S such that s1 + t = s2. S is said to be almost unperforated
if for s1, s2 ∈ S and n,m ∈ N, we have ns1 ≤ ms2, n > m imply s1 ≤ s2;
and purely infinite if 2s ≤ s for all s ∈ S.
It is straightforward to see that purely infinite ⇒ almost unperforated.
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Definition 2.1. Let Γ be an ample groupoid. Define an equivalence ∼Γ on
Cc(Γ
(0),N) as follows: for f, g ∈ Cc(Γ
(0),N),
f ∼Γ g if f =
n∑
i=1
1s(Ei) and g =
n∑
i=1
1r(Ei)
for some compact open bisections E1, . . . , En of Γ. The type semigroup
S(Γ) of Γ is defined to be S(Γ) := Cc(Γ
(0),N)/ ∼Γ. The equivalence class
of f ∈ Cc(Γ
(0),N) in S(Γ) is written as [f ].
The following theorem was proved independently by Bo¨nicke-Li in [2] and
by Rainone-Sims in [31].
Theorem 2.2. Let Γ be a minimal, topologically principal, amenable, ample
groupoid with the compact unit space. Then C∗(Γ) is stably finite if and only
if there exists a faithful tracial state on C∗(Γ). Furthermore, suppose that
S(Γ) is almost unperforated. Then C∗(Γ) is either stably finite or purely
infinite.
2.3. k-Graph C*-algebras. In this subsection, we recap the background
of k-graph C*-algebras from [18].
A k-graph is a countable small category such that there exists a functor
d : Λ → Nk satisfying the factorization property : for µ ∈ Λ, n,m ∈ Nk with
d(µ) = n + m, there exist unique α, β ∈ Λ such that d(α) = n, d(β) =
m, s(α) = r(β), and µ = αβ. Let (Λ1, d1) and (Λ2, d2) be two k-graphs. A
functor f : Λ1 → Λ2 is called a graph morphism if d2 ◦ f = d1.
Let Λ be a k-graph. For µ ∈ Λ, let |µ| :=
∑k
i=1 d(µ)i. For n ∈ N
k,
let Λn := d−1(n). For A,B ⊆ Λ, define AB := {µν : µ ∈ A, ν ∈ B, s(µ) =
r(ν)}. For µ, ν ∈ Λ, define Λmin(µ, ν) := {(α, β) ∈ Λ×Λ : µα = νβ, d(µα) =
d(µ) ∨ d(ν)}.
Let Λ be a k-graph. Then Λ is said to be row-finite (resp. without sources)
if |vΛn| <∞ (resp. vΛn 6= ∅ ) for all v ∈ Λ0 and n ∈ Nk.
Throughout this paper, all k-graphs are assumed to be row-finite and with-
out sources.
Example 2.3. Define Ωk := {(p, q) ∈ N
k × Nk : p ≤ q}. For (p, q), (q,m) ∈
Ωk, define (p, q) · (q,m) := (p,m), r(p, q) := (p, p), s(p, q) := (q, q), and
d(p, q) := q − p. Then (Ωk, d) is a row-finite k-graph without sources.
Definition 2.4. Let Λ be a k-graph. Then a family of partial isometries
{Sµ}µ∈Λ in a C*-algebra B is called a Cuntz-Krieger Λ-family if
(i) {Sv}v∈Λ0 is a family of mutually orthogonal projections;
(ii) Sµν = SµSν if s(µ) = r(ν);
(iii) S∗µSµ = Ss(µ) for all µ ∈ Λ; and
(iv) Sv =
∑
µ∈vΛn SµS
∗
µ for all v ∈ Λ
0, n ∈ Nk.
The C*-algebraOΛ generated by a universal Cuntz-Krieger Λ-family {sµ}µ∈Λ
is called the k-graph C*-algebra of Λ.
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Let Λ be a k-graph and let {Sµ}µ∈Λ be a Cuntz-Krieger Λ-family. A
strongly continuous homomorphism α : Tk → Aut(C∗(Sµ)) is called a gauge
action if αz(Sµ) = z
d(µ)Sµ for all z ∈ T
k and µ ∈ Λ. By the universal
property of OΛ, there exists a gauge action γ for {sµ}µ∈Λ.
The following theorem is the gauge-invariant uniqueness theorem for k-
graph C∗-algebras.
Theorem 2.5. Let Λ be a k-graph and let {Sµ}µ∈Λ be a Cuntz-Krieger Λ-
family which admits a gauge action. Then the homomorphism h : OΛ →
C∗(Sµ) induced from the universal property of OΛ is an isomorphism if and
only if Sv 6= 0 for all v ∈ Λ
0.
Let Λ be a k-graph. Then a graph morphism from Ωk to Λ is called an
infinite path of Λ. Let Λ∞ denote the set of all infinite paths of Λ. For µ ∈ Λ,
define the cylinder Z(µ) := {µx : x ∈ Λ∞, s(µ) = x(0, 0)}. Endow Λ∞ with
the topology generated by the basic open sets {Z(µ) : µ ∈ Λ}. Each Z(µ) is
compact, so Λ∞ is second countable, locally compact, Hausdorff, and totally
disconnected. Λ∞ is compact if and only if Λ0 is finite. Finally define the
path groupoid of Λ by
GΛ := {(µx, d(µ) − d(ν), νx) ∈ Λ
∞ × Zk × Λ∞ : s(µ) = s(ν), x ∈ s(µ)Λ∞}.
For µ, ν ∈ Λ with s(µ) = s(ν), let Z(µ, ν) := {(µx, d(µ) − d(ν), νx) : x ∈
s(µ)Λ∞}. Endow GΛ with the topology generated by the basic open sets
Z(µ, ν). Then GΛ is an ample groupoid and each Z(µ, ν) is a compact open
bisection.
Hjelmborg in [13] introduced the notion of graph traces for directed graphs
(see also [36]). Pask-Rennie-Sims generalized this notion to k-graphs in [27]
as follows. Let Λ be a k-graph. A function gt : Λ0 → [0,∞) is called a graph
trace if gt(v) =
∑
µ∈vΛp gt(s(µ)) for all v ∈ Λ
0, p ∈ Nk. The graph trace gt
is said to be faithful if gt(v) 6= 0 for all v ∈ Λ0.
2.4. Product systems over Nk. In this subsection we recap some back-
ground on product systems over Nk from [5, 11, 35].
Let A be a C*-algebra. A C*-correspondence over A (see [11, 12]) is a
right Hilbert A-module X together with a ∗-homomorphism φ : A→ L(X),
which gives a left action of A on X by a · x := φ(a)(x) for all a ∈ A and
x ∈ X. X is said to be essential if span{φ(a)(x) : a ∈ A, x ∈ X} = X.
Let A be a C*-algebra. A product system over Nk with coefficient A is a
semigroupX =
⊔
n∈Nk Xn, where eachXn is an essential C*-correspondences
over A with φn(A) ⊆ K(Xn), such that the following properties hold: X0 =
A; the multiplication X0 · Xn (resp. Xn · X0) is implemented by the left
(resp. right) action of A on Xn for all n ∈ N
k; Xn · Xm ⊆ Xn+m for all
n, m ∈ Nk; there is an isomorphism Φn,m from Xn ⊗A Xm onto Xn+m
for n,m ∈ Nk, where Xn ⊗A Xm denotes the balanced tensor product, by
sending x⊗ y to xy for all x ∈ Xn and y ∈ Xm.
SELF-SIMILAR k-GRAPH C*-ALGEBRAS 7
Let A,B be C*-algebras, let X be a product system over Nk with co-
efficient A, and let ψ : X → B be a map. For n ∈ Nk, denote by
ψn := ψ|Xn . Then ψ is called a representation of X if ψn is a linear
map for all n ∈ Nk;ψ0 is a homomorphism; ψn(a · x) = ψ0(a)ψn(x) for all
n ∈ Nk, a ∈ A, x ∈ Xn;ψn(x)
∗ψn(y) = ψ0(〈x, y〉A) for all n ∈ N
k, x, y ∈ Xn;
and ψn(x)ψm(y) = ψn+m(xy) for all n,m ∈ N
k, x ∈ Xn, y ∈ Xm. In ad-
dition, if ψ is a representation, then for n ∈ Nk there exists a unique ho-
momorphism ψ
(1)
n : K(Xn) → B such that ψ
(1)
n (Θx,y) = ψn(x)ψn(y)
∗ for all
x, y ∈ Xn.
Notation 2.6. Let A be a C*-algebra, and X be a product system over Nk
with coefficient A. For a ∈ A, denote by La ∈ K(X0) such that La(b) := ab
for all b ∈ A. For p, q ∈ Nk, when p 6= 0, define a homomorphism ιqp :
L(Xp)→ L(Xq) by
ιqp(T ) :=
{
Φp,q−p ◦ (T ⊗ id) ◦ Φ
−1
p,q−p if p ≤ q
0 otherwise .
When p = 0, define a homomorphism ιqp : K(Xp) → L(Xq) by ι
q
p(La) :=
φq(a).
For p ∈ Nk, define a closed two-sided ideal of A by
Ip :=
{⋂
06=q≤p ker(φq) if p 6= 0
A otherwise .
We then obtain a C*-correspondence over A by X˜p :=
⊕
q≤pXq · Ip−q. For
p, q ∈ Nk, define the following homomorphisms.
ι˜qp :L(Xp)→ L(X˜q), ι˜
q
p(T ) :=
⊕
r≤q
ιrp(T )|Xr ·Iq−r if p 6= 0,
ι˜qp :K(Xp)→ L(X˜q), ι˜
q
p(T ) :=
⊕
r≤q
ιrp(T )|Xr ·Iq−r if p = 0.
Definition 2.7. Let A,B be C*-algebras, X be a product system over Nk
with coefficient A, and ψ : X → B be a representation.
1. ψ is said to be Cuntz-Pimsner (or CP) covariant if
ψ0(a) = ψ
(1)
p (φp(a)) for all p ∈ N
k, a ∈ A.
2. ψ is said to be Cuntz-Nica-Pimsner (or CNP) covariant if
(i) ψ
(1)
p (T )ψ
(1)
q (S) = ψ
(1)
p∨q(ι
p∨q
p (T )ι
p∨q
q (S)) for all p, q ∈ Nk, T ∈ K(Xp),
S ∈ K(Xq);
(ii) for any finite set {Tpi : pi ∈ N
k, Tpi ∈ K(Xpi)}
n
i=1, if there ex-
ists p ∈ Nk satisfying
∑n
i=1 ι˜
q
pi(Tpi) = 0 for all q ≥ p, we have∑n
i=1 ψ
(1)
pi (Tpi) = 0.
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The Cuntz-Pimsner algebra OX (resp. Cuntz-Nica-Pimsner algebra NOX)
is the C*-algebra generated by a universal CP (resp. CNP) covariant rep-
resentation jcp (resp. jcnp) of X ([11, Proposition 2.9] and [35, Proposi-
tion 3.12]).
Proposition 2.8. Let X be a product system over Nk with coefficient A. If
ψ : X → B is a CP covariant representation, then ψ is also CNP covariant.
Proof. First of all, the condition in Definition 2.7 2.(i) follows from [11,
Proposition 5.4].
To see that the condition in Definition 2.7 2.(ii) is also satisfied, let us
fix a finite set {Tpi : pi ∈ N
k, Tpi ∈ K(Xpi)}
n
i=1 such that there exists
p ∈ Nk satisfying
∑n
i=1 ι˜
q
pi(Tpi) = 0 for all q ≥ p. We may assume that
p1 = 0, Tp1 = La for some a ∈ A, and p2, . . . , pn 6= 0. Then there exists
q ≥ p∨ p1 ∨ · · · ∨ pn such that
∑n
i=1 ι
q
pi(Tpi) = 0 (as the q-th summand). So
φq(a) +
∑n
i=2 ι
q
pi(Tpi) = 0. Notice that φq(a) ∈ K(Xq) (which is required in
our definition). By [20, Proposition 4.7], ιqpi(Tpi) ∈ K(Xq) for all 2 ≤ i ≤ n.
Since ψ is CFP covariant, similar to the proof of [30, Lemma 3.10], we get
ψ(1)q (φq(a)) +
n∑
i=2
ψ(1)q (ι
q
pi
(Tpi)) =
n∑
i=1
ψ(1)pi (Tpi) = 0.
Therefore ψ is CNP covariant.
Let X be a product system over Nk with coefficient A, and let ψ be a
representation ofX. A gauge action is a strongly continuous homomorphism
α : Tk → Aut(C∗(ψ(X))) such that αz(ψn(x)) = z
nψn(x) for all z ∈ T
k, n ∈
N
k, x ∈ Xn.
Theorem 2.9 ([5, Corollary 4.12]). Let X be a product system over Nk with
coefficient A, and ψ be a CNP covariant representation of X which admits a
gauge action. Denote by h : NOX → C
∗(ψ(X)) the homomorphism induced
from the universal property of NOX . Suppose that h|jcnp,0(A) is injective.
Then h is an isomorphism.
3. Self-Similar k-Graphs
In this section, we introduce self-similar group actions on k-graphs and
their associated C*-algebras. The work of this section was inspired by Exel-
Pardo [10].
Definition 3.1. Let Λ be a k-graph. A bijection ϕ : Λ → Λ is called an
automorphism of Λ if
(i) ϕ(Λn) ⊆ Λn for all n ∈ Nk;
(ii) s ◦ ϕ = ϕ ◦ s and r ◦ ϕ = ϕ ◦ r.
Denote by Aut(Λ) the group of all automorphisms of Λ.
Let G be a (discrete countable) group. We say that G acts on Λ if there
is a group homomorphism ϕ from G to Aut(Λ). For g ∈ G and µ ∈ Λ, we
often simply write ϕ(g)(µ) as g · µ.
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We should mention that the above notions are different from those in [18].
Definition 3.2. Let Λ be a k-graph, andG be a group acting on Λ. Then the
action is said to be self-similar if there exists a restriction map G×Λ→ G,
(g, µ) 7→ g|µ, such that
(i) g · (µν) = (g · µ)(g|µ · ν) for all g ∈ G,µ, ν ∈ Λ with s(µ) = r(ν).
(ii) g|v = g for all g ∈ G, v ∈ Λ
0;
(iii) g|µν = g|µ|ν for all g ∈ G,µ, ν ∈ Λ with s(µ) = r(ν);
(iv) 1G|µ = 1G for all µ ∈ Λ;
(v) (gh)|µ = g|h·µh|µ for all g, h ∈ G,µ ∈ Λ.
Moreover, Λ and G are called a self-similar k-graph over G and self-similar
group on Λ, respectively.
Definition 3.3. Let Λ be a self-similar k-graph over a group G, and H
be a subset of Λ0. Then H is said to be G-hereditary if s(HΛ) ⊆ H and
G ·H ⊆ H.
Notice that H is hereditary in the usual sense, and that it naturally
induces a self-similar action of G on HΛ.
Definition 3.4. Let Λ be a self-similar k-graph over a group G. Then Λ is
said to be G-strongly connected if (G · v)Λw 6= ∅ for all v,w ∈ Λ0.
Obviously, if Λ is strongly connected, then it is G-strongly connected.
Lemma 3.5. Let Λ be a self-similar k-graph over a group G. Then
(i) g|µ · s(ν) = g · s(ν) for all g ∈ G,µ, ν ∈ Λ with s(µ) = r(ν);
(ii) g|µ · s(µ) = g · s(µ) for all µ ∈ Λ;
(iii) g|−1µ = g
−1|g·µ for all g ∈ G,µ ∈ Λ.
Proof. (i) This can be seen from the following:
g · s(ν) = g · s(µν) = s(g · (µν)) = s(g|µ · ν) = g|µ · s(ν).
(ii) This is a special case of (i).
(iii) This follows from (g|µ)(g
−1|g·µ) = (gg
−1)|g·µ = 1G = (g
−1g)|µ =
(g−1|g·µ)(g|µ).
Let Λ be a k-graph. Put Λe :=
⋃k
i=1 Λ
ei . Then the following lemma
shows how one can extend an action of G on Λ0 ∪Λe with a restriction to a
self-similar action of G on Λ.
Lemma 3.6. Let Λ be a k-graph, and G be a group. Suppose that G acts
on the set Λ0 ∪ Λe, and that there is a restriction map G ×
(
Λ0 ∪ Λe
)
→
G, (g, x) 7→ g|x, satisfying the following properties:
(i) G · Λn ⊆ Λn for all n ∈ {0, ei : 1 ≤ i ≤ k};
(ii) s(g · µ) = g · s(µ) and r(g · µ) = g · r(µ) for all g ∈ G,µ ∈ Λe;
(iii) g|µ · s(ν) = g · s(ν) for all g ∈ G,µ ∈ Λ
e, ν ∈ Λ with s(µ) = r(ν);
(iv) (g · µ)(g|µ · ν) = (g · α)(g|α · β) for all g ∈ G,µ, ν, α, β ∈ Λ
e with
µν = αβ;
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(v) g|v = g for all g ∈ G, v ∈ Λ
0;
(vi) g|µ|ν = g|α|β for all g ∈ G,µ, ν, α, β ∈ Λ
e with µν = αβ;
(vii) (gh)|µ = (g|h·µ)(h|µ) for all g, h ∈ G,µ ∈ Λ
e.
Then there exists a unique self-similar action of G on Λ with the restriction
map | : G× Λ→ G extending the given action and the given map |.
Proof. For µ ∈ Λ with |µ| = 2, write µ = µ1µ2 with µ1, µ2 ∈ Λ
e. For g ∈ G,
put g · µ := (g · µ1)(g|µ1 · µ2) and g|µ := g|µ1 |µ2 . It is not hard to see that
both g · µ and g|µ are well-defined. Inductively, we extend the given action
and restriction to Λ. It is easy to check that they satisfy Definition 3.2
(i)-(v) are satisfied. Therefore the extensions yield a self-similar action of G
on Λ.
Let Λ be a self-similar k-graph over a group G. For g ∈ G and x ∈ Λ∞,
we define
(g · x)(p, q) := g|x(0,p) · x(p, q) for all (p, q) ∈ Ωk,
g|x(p) := g|x(0,p) for all p ∈ N
k.
Then g · x ∈ Λ∞ and g|x is a function from N
k to G. The following lemma
gives some basic properties of g · x and g|x.
Lemma 3.7. Let Λ be a self-similar k-graph over a group G. Then
(i) for g ∈ G, the map Λ∞ → Λ∞, x 7→ g · x is a homeomorphism;
(ii) the map G×Λ∞ → Λ∞, (g, x) 7→ g · x induces a group action of G
on Λ∞;
(iii) σp(g · x) = g|x(0,p) · σ
p(x) for all g ∈ G, p ∈ Nk and x ∈ Λ∞;
(iv) g · (µx) = (g · µ)(g|µ · x) for all g ∈ G, µ ∈ Λ and x ∈ s(µ)Λ
∞.
Proof. The proofs of (i) and (iv) are straightforward. In what follows, we
only prove (ii) and (iii).
(ii) Let g1, g2 ∈ G, x ∈ Λ
∞ and (p, q) ∈ Ωk. Using Definition 3.2 (1), we
have
(g1 · (g2 · x))(p, q) = g1|g2·x(p,q)((g2 · x)(p, q))
= g1|g2·x(p,q)(g2|x(0,p) · x(p, q))
= (g1g2)|x(0,p) · x(p, q)
= ((g1g2) · x)(p, q).
(iii) For p ∈ Nk and (s, t) ∈ Ωk, repeatedly using Definition 3.2 (5) gives
σp(g · x)(s, t) = (g · x)(s + p, t+ p)
= g|x(0,s+p) · x(s+ p, t+ p)
= g|x(0,s+p) · σ
p(x)(s, t)
= g|x(0,p)|σp(x)(0,s) · σ
p(x)(s, t)
= (g|x(0,p) · σ
p(x))(s, t).
We are done.
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We now associate a self-similar k-graph a universal C*-algebra.
Definition 3.8. Let Λ with |Λ0| <∞ be a self-similar k-graph over a group
G. Define the self-similar k-graph C*-algebra OG,Λ to be the universal unital
C*-algebra generated by a family of unitaries {ug}g∈G and a Cuntz-Krieger
family {sµ}µ∈Λ satisfying
(i) ugh = uguh for all g and h ∈ G;
(ii) ugsµ = sg·µug|µ for all g ∈ G and µ ∈ Λ.
In other words, the self-similar k-graph C*-algebra OG,Λ is generated by a
‘universal’ pair (u, s) of representations, where u is a unitary representation
of G and s is a representation of the k-graph C*-algebra OΛ, such that u
and s are compatible with the given self-similar action (i.e., (ii) holds). The
remark below shows that OG,Λ exists nontrivially: sµ 6= 0 and ug 6= 0 for all
µ ∈ Λ and g ∈ G.
Remark 3.9. For µ ∈ Λ and g ∈ G, define
Sµ(δx) :=
{
δµx if s(µ) = x(0, 0)
0 otherwise ,
Ug(δx) := δg·x.
By Lemma 3.7, one can check that {Sµ}µ∈Λ is a Cuntz-Krieger Λ-family
in B(ℓ2(Λ∞)) and {Ug}g∈G is a family of unitaries in B(ℓ
2(Λ∞)) satisfying
Definition 3.8 (i)-(ii). Observe that Sv 6= 0 and Ug 6= 0 for all v ∈ Λ
0, g ∈ G.
So sµ 6= 0 and ug 6= 0 for all µ ∈ Λ, g ∈ G.
In the sequel, we give some examples of OG,Λ.
Examples 3.10. Let Λ with |Λ0| <∞ be a self-similar k-graph over a group
G.
1. Suppose that G is trivial. Then OG,Λ ∼= OΛ.
2. Suppose that g|µ = g for all g ∈ G and µ ∈ Λ. Let {tµ}µ∈Λ be the
Cuntz-Krieger Λ-family of OΛ. Then there exists a homomorphism
α : G → Aut(OΛ) such that Φ(g)(tµ) = tg·µ for all g ∈ G,µ ∈ Λ.
It follows easily that OG,Λ ∼= OΛ ⋊α G.
3. Suppose that Λ is a 1-graph. Then OG,Λ is the C*-algebra studied
by Exel-Pardo in [10], which includes Katsura algebras ([16]) and
C*-algebras of self-similar groups constructed by Nekrashevych
([23, 25]).
4. Suppose that Λ is a single-vertex k-graph. For 1 ≤ i ≤ k, let ni :=
|Λei |, and Λei = {xi
s
}ni−1
s=0 . Suppose that for any µ ∈ Λ, h ∈ G, there
exists g ∈ G such that g|µ = h. Then OG,Λ is isomorphic to the
boundary quotient C*-algebra Q(Λ ⊲⊳ G) due to [22, Theorem 3.3].
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In particular, when G = Z and
1 · xi
s
= xi(s+1) mod ni if 0 ≤ s ≤ ni − 1
1|xi
s
=
{
0 if 0 ≤ s < ni − 1
1 if s = ni − 1
xi
s
xj
t
= xj
t′
xi
s′
if 1 ≤ i < j ≤ k, s+ tni = t
′ + s′nj,
we studied OZ,Λ intensively in [22].
The last two examples actually provide the main motivation of this paper.
The following is a C*-algebra version of Lemma 3.6, whose easy proof is
omitted.
Lemma 3.11. Let Λ be a self-similar k-graph over a group G with |Λ0| <∞.
Suppose that {Ug}g∈G is a family of unitaries and {Sµ : µ ∈ Λ
0 ∪ Λe} is a
family of partial isometries in a unital C*-algebra B satisfying
(i) {Sv}v∈Λ0 is a family of mutually orthogonal projections;
(ii)
∑
v∈Λ0 Sv = 1B;
(iii) S∗µSµ = Ss(µ) for all µ ∈ Λ
e;
(iv) SµSν = SαSβ if µ, ν, α, β ∈ Λ
e with µν = αβ;
(v) Sv =
∑
µ∈vΛn SµS
∗
µ for all v ∈ Λ
0, n ∈ {ei : 1 ≤ i ≤ k};
(vi) Ugh = UgUh for all g, h ∈ G;
(vii) UgSµ = Sg·µUg|µ for all g ∈ G,µ ∈ Λ
0 ∪ Λe.
Then there exists a unique Cuntz-Krieger Λ-family {Tµ : µ ∈ Λ} in B such
that Tµ = Sµ for all µ ∈ Λ
0 ∪ Λe and UgTµ = Tg·µUg|µ for all g ∈ G,µ ∈ Λ.
Proposition 3.12. Let Λ be a self-similar k-graph over a group G with
|Λ0| < ∞. Then span{sµugs
∗
ν : µ, ν ∈ Λ, g ∈ G, s(µ) = g · s(ν)} is a dense
∗-subalgebra of OG,Λ.
Proof. First notice that s(µ) 6= g · s(ν) then sµugs
∗
ν = 0 as
(sµugs
∗
ν)
∗sµugs
∗
ν = sνug−1s
∗
µsµugs
∗
ν = sνug−1ss(µ)ugs
∗
ν = sνsg−1·ss(µ)s
∗
ν.
It follows from Definition 3.8 that the given linear span is closed under the
multiplication. Also, for µ ∈ Λ and g ∈ G, we have sµ = sµu1Gs
∗
s(µ) and
ug =
∑
v∈Λ0 sg·vugsv. Therefore this linear span is dense in OG,Λ.
4. Realizing OG,Λ as a Cuntz-Pimsner Algebra
Let Λ be a self-similar k-graph over a group G with |Λ0| < ∞. In this
section, we shall construct a product system XG,Λ over N
k such that its
Cuntz-Pimsner algebra OXG,Λ is isomorphic to OG,Λ.
Suppose that a group G acts on a k-graph Λ with |Λ0| <∞ self-similarly.
Then the action restricts to an action of G on Λ0, say ϕ. Let C(Λ0) be the
set of all complex-valued functions on Λ0. Then we obtain a C*-dynamical
system (C(Λ0), G, ϕ) such that ϕ(g)(δv) = δg·v for all g ∈ G, v ∈ Λ
0. Denote
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by AG,Λ := C(Λ
0) ⋊ϕ G, and let {j(δv), j(g)}v∈Λ0 ,g∈G be the generator set
of AG,Λ (see [39, Theorem 2.61]).
Recall that AG,Λ is a right Hilbert AG,Λ-module ([20]). For each µ ∈ Λ,
define a closed AG,Λ-submodule of AG,Λ by
AµG,Λ := j(δs(µ))AG,Λ = span{j(δs(µ))j(g) : g ∈ G}.
Then, for p ∈ Nk, we form a right Hilbert AG,Λ-module as follows:
XG,Λ,p :=

⊕
µ∈Λp
AµG,Λ if p 6= 0
AG,Λ if p = 0 .
Notice that two distinct paths µ, ν ∈ Λp with s(µ) = s(ν) produce two copies
in XG,Λ,p. To avoid confusion, let us from now on write χµ ∈ XG,Λ,p by
χµ(ν) :=
{
j(δs(µ)) if µ = ν
0 otherwise .
One nice property of XG,Λ,p is given below.
Lemma 4.1. L(XG,Λ,p) = K(XG,Λ,p) for every p ∈ N
k.
Proof. This is clearly true if p = 0 as AG,Λ is unital. But for p 6= 0, one
has 1L(XG,Λ,p) =
∑
µ∈Λp Θχµ,χµ since∑
µ∈Λp
Θχµ,χµ(χνaν) =
∑
µ∈Λp
χµ〈χµ, χνaν〉 =
∑
µ∈Λp
χµχ
∗
µχνaν = χνaν
for all ν ∈ Λp.
Now we endow each XG,Λ,p with the C*-correspondence structure over
AG,Λ. If p = 0, then XG,Λ,0 = AG,Λ, and so it is a C*-correspondence over
AG,Λ. For p 6= 0 and for v ∈ Λ
0, define πG,Λ,p(j(δv)) ∈ L(XG,Λ,p) to be the
projection onto the closed AG,Λ-submodule
⊕
µ∈vΛp A
µ
G,Λ. For g ∈ G, define
UG,Λ,p(g) ∈ U(L(XG,Λ,p)) by
UG,Λ,p(g)
(
χµaµ
)
= χg·µj(g|µ)aµ for all µ ∈ Λ
p, aµ ∈ A
µ
G,Λ.
It is easy to check that (πG,Λ,p, UG,Λ,p) is a covariant homomorphism of
the C*-dynamical system (C(Λ0), G, ϕ). That is, UG,Λ,p(g)πG,Λ,p(δv) =
πG,Λ,p(δg·v)UG,Λ,p(g) for all g ∈ G and v ∈ Λ
0. Then there exists an
essential homomorphism φG,Λ,p : AG,Λ → L(XG,Λ,p) = K(XG,Λ,p). So
this gives XG,Λ,p a left AG,Λ-module structure. Therefore, XG,Λ,p is a C*-
correspondence over AG,Λ.
The identity in the following lemma turns out to be very useful.
Lemma 4.2. For 0 6= p ∈ Nk, we have
j(g) · χµ = χg·µj(g|µ) for all g ∈ G and µ ∈ Λ
p.
Proof. It follows directly from the definition of UG,Λ,p.
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Define
XG,Λ := ∐p∈NkXG,Λ,p.
For p ∈ Nk, the multiplications XG,Λ,0 ·XG,Λ,p and XG,Λ,p ·XG,Λ,0 are defined
to be the left and right actions of AG,Λ on XG,Λ,p, respectively. For nonzero
p, q ∈ Nk, for µ ∈ Λp, ν ∈ Λq, and for g, h ∈ G, the multiplication is given
as follows:
(χµj(g)) · (χνj(h)) :=
{
χµ(g·ν)j(g|νh) if s(µ) = r(g · ν),
0 otherwise .
Under the above multiplication, one can check that XG,Λ is a product system
over Nk with coefficient AG,Λ.
Let jcnp : XG,Λ → NOXG,Λ be the universal CNP covariant representation
of XG,Λ. It follows easily that {jcnp(j(δv)), jcnp(j(g)), jcnp(χµ) : v ∈ Λ
0, g ∈
G,µ ∈ Λ \ Λ0} generates NOXG,Λ .
Proposition 4.3. Keep the above notation. Then there exists a surjective
homomorphism h from NOXG,Λ onto OG,Λ.
Proof. By the universal property of AG,Λ, there exists a homomorphism
ψ0 : AG,Λ → OG,Λ such that ψ0(j(δv)) = sv, ψ0(j(g)) = ug for all v ∈ Λ
0
and g ∈ G. For 0 6= p ∈ Nk, define a map ψp : XG,Λ,p → OG,Λ by
ψp
∑
µ∈Λp
χµaµ
 := ∑
µ∈Λp
sµψ0(aµ).
By piecing {ψp}p∈Nk together we obtain a representation ψ of XG,Λ into
OG,Λ.
For a ∈ AG,Λ, we compute that
ψ(1)p (φG,Λ,p(a)) = ψ
(1)
p
φG,Λ,p(a) ∑
µ∈Λp
Θχµ,χµ

= ψ(1)p
∑
µ∈Λp
ΘφG,Λ,p(a)χµ,χµ

=
∑
µ∈Λp
ψp(φG,Λ,p(a)χµ)ψp(χµ)
∗
=
∑
µ∈Λp
ψ0(a)sµs
∗
µ
= ψ0(a).
So ψ is CP covariant. By Proposition 2.8, ψ is CNP covariant. Hence there
exists a unique homomorphism h : NOXG,Λ → OG,Λ such that h ◦ jcnp = ψ.
Clearly h is also surjective.
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The above result will be strengthened when the action is required to be
pseudo free (see Definition 5.3 and Theorem 5.9). However, without pseudo
freeness, it turns out that OG,Λ is isomorphic to the Cuntz-Pimsner algebra
OXG,Λ of XG,Λ.
Theorem 4.4. Keep the above notation. Then OXG,Λ
∼= OG,Λ.
Proof. Let ψ be the CP covariant representation of XG,Λ constructed in
Proposition 4.3. Then there exists a unique homomorphism h′ : OXG,Λ →
OG,Λ such that h
′ ◦ jcp = ψ.
Conversely, define
Sµ := jG,Λ,d(µ)(χµ) for all µ ∈ Λ,
Ug := jG,Λ,0(j(g)) for all g ∈ G.
One can verify that {Sµ}µ∈Λ is a Cuntz-Krieger family, that {Ug}g∈G is a
family of unitaries, and that they satisfy Definition 3.8 (i)-(ii). By the uni-
versal property of OG,Λ, there exists a unique homomorphism ρ : OG,Λ →
OXG,Λ such that ρ(sµ) = Sµ, ρ(ug) = Ug for all µ ∈ Λ, g ∈ G. It is straight-
forward to see that h′ ◦ ρ = id, ρ ◦ h′ = id. Therefore OG,Λ and OXG,Λ are
isomorphic.
5. Realizing OG,Λ as a Groupoid C*-algebra
Let Λ be a self-similar k-graph over a group G. In this section, we first
associate it a “path-like” groupoid GG,Λ. To make GG,Λ a (locally compact)
ample groupoid, we have to require that the self-similar action be pseudo
free (see Definition 5.3). Our main result here is that OG,Λ ∼= OXG,Λ
∼=
NOXG,Λ
∼= C∗(GG,Λ) if |Λ
0| < ∞ and G is amenable. This will play a very
important role in next section.
Let G be a group. Denote by C(Nk, G) the set of all maps from Nk to G,
which is a group under the pointwise multiplication. For f, g ∈ C(Nk, G),
define f ∼ g if there exists z ∈ Zk such that f(p) = g(p) for all p ≥ z.
Then ∼ is an equivalence relation on C(Nk, G). Denote by Q(Nk, G) the
quotient group C(Nk, G)/ ∼. As usual, if f ∈ C(Nk, G), then we write
[f ] ∈ Q(Nk, G).
For z ∈ Zk, f ∈ C(Nk, G) and p ∈ Nk, define a translation
Tz(f)(p) :=
{
f(p− z) if p− z ∈ Nk
1G if p− z /∈ N
k.
Then Tz yields an automorphism, still denoted by Tz, on Q(N
k, G). More-
over, T : Zk → AutQ(Nk, G), z 7→ Tz, is a homomorphism. So one can
form the semidirect product Q(Nk, G)⋊T Z
k.
5.1. Self-similar path groupoids GG,Λ. Let Λ be a self-similar k-graph
over a group G. For g ∈ G and x ∈ Λ∞, recall from Section 3 that g ·x ∈ Λ∞
and g|x ∈ C(N
k, G). The following identity will be frequently used later.
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Lemma 5.1. Let Λ be a self-similar k-graph over a group G. Then
[g|µx] = Td(µ)([g|µ|x]) for all g ∈ G, µ ∈ Λ, x ∈ s(µ)Λ
∞.
Proof. For p ∈ Nk big enough (say p ≥ d(µ)), one has g|µx(p) = (g|µ)|x(p−
d(µ)) = Td(µ)((g|µ)|x)(p), as desired.
Definition 5.2. Let Λ be a self-similar k-graph over a group G. The self-
similar path groupoid, which is a subgroupoid of Λ∞×(Q(Nk, G)⋊T Z
k)×Λ∞,
is defined to be
GG,Λ :=
{
(x; [f ], p − q; y) :
σp(x) = f(p) · σq(y),
f(p+ n) = f(p)|σq(y)(n) ∀n ∈ N
k
}
.
One can check that
GG,Λ :=
{(
µ(g · x);Td(µ)([g|x]), d(µ) − d(ν); νx
)
:
g ∈ G,µ, ν ∈ Λ,
with s(µ) = g · s(ν)
}
.
This description will actually be very useful later.
For g ∈ G,µ, ν ∈ Λ with s(µ) = g · s(ν), define
Z(µ, g, ν) :=
{
(µ(g · x);Td(µ)([g|x]), d(µ) − d(ν); νx) : x ∈ s(ν)Λ
∞
}
.
Endow GG,Λ with the topology generated by the basic open sets
BG,Λ :=
{
Z(µ, g, ν) : g ∈ G,µ, ν ∈ Λ, s(µ) = g · s(ν)
}
.
In order to make GG,Λ a nice locally compact groupoid, we have to intro-
duce the following condition.
Definition 5.3. Let Λ be a self-similar k-graph over a group G. Then the
self-similar action is said to be pseudo free if for any g ∈ G,µ ∈ Λ, we have
g · µ = µ and g|µ = 1G =⇒ g = 1G. In this case, Λ is called a pseudo free
self-similar k-graph over G.
Lemma 5.4. Let Λ be a self-similar k-graph over a group G. Suppose that
for any g ∈ G and µ ∈ Λe, we have g · µ = µ and g|µ = 1G =⇒ g = 1G.
Then the action is pseudo free.
Proof. It is straightforward to prove the lemma by the induction on |µ|.
Lemma 5.5. Let Λ be a pseudo free self-similar k-graph over a group G.
Then for any g, g˜ ∈ G,µ ∈ Λ, we have g ·µ = g˜ ·µ and g|µ = g˜|µ =⇒ g˜ = g.
Proof. This follows from
(g˜−1g)|µ = g˜
−1|g·µg|µ = g˜
−1|g˜·µg˜|µ = (g˜
−1g˜)|µ = 1G|µ = 1G.
We are done.
The following corollary will be useful later.
Corollary 5.6. Let Λ be a pseudo free self-similar k-graph over a group G.
Then for any g, g˜ ∈ G,x ∈ Λ∞, we have g · x = g˜ · x and [g|x] = [g˜|x] =⇒
g˜ = g.
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Proof. Notice that, for p ∈ Nk big enough, one has
g|x(0,p) = g˜|x(0,p) and g · x(0, p) = g˜ · x(0, p).
Then Lemma 5.5 applies.
Using the terminology in [10], then the above corollary says that pseudo
freeness implies the following property: every 1G 6= g ∈ G has at most
finitely many minimal strongly fixed paths.
Theorem 5.7. Let Λ be a pseudo free self-similar k-graph over a group
G. Then GG,Λ is an ample groupoid, and BG,Λ consists of compact open
bisections.
Proof. We shall only prove that BG,Λ is a base of GG,Λ, and that GG,Λ is
Hausdorff. The proofs of the other properties are easy and omitted.
To see that BG,Λ is a base of GG,Λ, let
(µg · x;Td(µ)([g|x]), d(µ) − d(ν); νx) ∈ Z(µ, g, ν) ∩ Z(µ
′, g′, ν ′).
Then there is some x′ ∈ Λ∞ such that
(µg · x;Td(µ)([g|x]), d(µ) − d(ν); νx)
=(µ′g′ · x′;Td(µ′)([g
′|x′ ]), d(µ
′)− d(ν ′); ν ′x′) ∈ Z(µ′, g′, ν ′).
So from νx = ν ′x′ one has x = αy and x′ = α′y with y ∈ Λ∞ and (α,α′) ∈
Λmin(ν, ν ′). Combining this with µg ·x = µ′g′ ·x′ gives µg ·(αy) = µ′g′ ·(α′y).
Thus µg · α(gα · y) = µ
′g′ · α′(g|α′ · y). In particular, µg · α = µ
′g′ · α′. This
implies (g · α, g′ · α′) ∈ Λmin(µ, µ′) and
g|α · y = g|α′ · y.
Also, it follows from Td(µ)([g|x]) = Td(µ′)([g
′|x′ ]) that Td(µ)([g|αy ]) = Td(µ′)([g
′|α′y]).
By Lemma 5.1, one has that
Td(µ)+d(α)([g|α|y]) = Td(µ′)+d(α′)([g
′|α′ |y]).
But d(µ) + d(α) = d(µ′) + d(α′) as µg · (α) = µ′g′ · (α′) and Td(µ)+d(α) is an
automorphism on Q(Nk, G). So
[g|α|y] = [g
′|α′ |y].
Since the action is pseudo free, we deduce that
g|α = g
′|α′
by Corollary 5.6. Thus
Z(µ, g, ν) ∩ Z(µ′, g′, ν ′) =
⋃
(α,α′)∈F
Z(µg · α, g|α, να),
where
F =
{
(α,α′) ∈ Λmin(ν, ν ′) :
(g · α, g′ · α′) ∈ Λmin(µ, µ′),
g|α = g
′|α′
}
.
Therefore, we have shown that BG,Λ is a base of GG,Λ.
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We now show that GG,Λ is Hausdorff. For this, let us fix two distinct points
u := (µ(g ·x);Td(µ)([g|x]), d(µ)−d(ν); νx) and u
′ := (µ′(g′ ·x′);Td(µ′)([g
′|x′ ]),
d(µ′)− d(ν ′); ν ′x′) in GG,Λ.
Case 1: µ(g · x) 6= µ′(g′ · x′). Then there is p ≥ d(µ) ∨ d(µ′) such that
µ(g · x)(0, p) 6= µ′(g′ · x′)(0, p). So
µg · x(0, p − d(µ))g|x(0,p−d(µ)) · σ
p−d(µ)(x)(0, p − d(µ))
= µ(g · (x(0, p − d(µ))σp−d(µ)(x))(0, p)
6= µ′(g′ · (x(0, p − d(µ′))σp−d(µ
′)(x′))(0, p)
= µ′g′ · x′(0, p − d(µ′))g′|x′(0,p−d(µ′)) · σ
p−d(µ′)(x′)(0, p − d(µ′)).
Then Z(µ(g ·x(0, p−d(µ)), g|x(0,p−d(µ)) , νx(0, p−d(µ))) and Z(µ
′(g′ ·x′(0, p−
d(µ′)), g|x′(0,p−d(µ′)), ν
′x′(0, p − d(µ′))) separate u and u′.
Case 2: d(µ) − d(ν) 6= d(µ′) − d(ν ′). This is directly from the definition
of Z(µ, g, ν).
Case 3: νx 6= ν ′x′. This is proved similar to Case 1.
Case 4: Td(µ)([g|x]) 6= Td(µ′)([g
′|x′ ]). From Case 1 - Case 3 above, we can
assume that µ(g · x) = µ′(g′ · x′), d(µ)− d(ν) = d(µ′)− d(ν ′), and νx = ν ′x′.
Then, as above, there exist α ∈ s(ν)Λ, α′ ∈ s(ν ′)Λ, y ∈ s(α)Λ∞ such that
(α,α′) ∈ Λmin(ν, ν ′), (g · α, g′ · α′) ∈ Λmin(µ, µ′), x = αy, x′ = α′y, and
g|α · y = g
′|α′ · y. We claim that Z(µg · α, g|α, να) and Z(µ
′g′ · α′, g′|α′ , ν
′α′)
separate u and u′. To the contrary, let us assume that there exists z ∈
s(α)Λ∞ satisfying g|α · z = g
′|α′ · z and Td(µ)([g|αz ]) = Td(µ′)([g
′|α′z]). Then,
as above, we conclude g|α = g
′|α′ by Corollary 5.6. Repeatedly applying
Lemma 5.1 yields
Td(µ)([g|x]) = Td(µ)([g|αy ]) = Td(µ)+d(α)([g|α|y])
= Td(µ′)+d(α′)([g
′|α′ |y]) = Td(µ′)([g
′|α′y])
= Td(µ′)([g
′|x′ ]).
This is clearly a contradiction. Therefore GG,Λ is Hausdorff.
5.2. OG,Λ ∼= OXG,Λ
∼= NOXG,Λ
∼= C∗(GG,Λ). Let Λ be a pseudo free self-
similar k-graph over a group G. Our goal of this subsection is to show that
OG,Λ ∼= OXG,Λ
∼= NOXG,Λ
∼= C∗(GG,Λ) if |Λ
0| <∞ and G is amenable.
Lemma 5.8. Let Λ be a pseudo free self-similar k-graph over a group G.
Then for g ∈ G and µ, ν ∈ Λ, we have
(i) 1∗
Z(µ,g,ν) = 1Z(ν,g−1,µ);
(ii) 1Z(µ,1G,s(µ)) · 1Z(ν,1G,s(ν)) = 1Z(µν,1G,s(ν)) if s(µ) = r(ν);
(iii) 1∗
Z(µ,1G,s(µ))
· 1Z(µ,1G,s(µ)) = 1Z(s(µ),1G,s(µ));
(iv) if s(µ) = g · s(ν) and r(γ) = s(ν), then
1Z(µ,1G,s(µ)) · 1Z(g·γ,g|γ,γ) · 1
∗
Z(ν,1G,s(ν))
= 1Z(µ(g·γ),g|γ ,νγ);
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(v) if s(µ) = s(ν), then
1Z(v,g,g−1·v) · 1Z(µ,1G,ν) =
{
1Z(g·µ,g|µ,ν) if v = r(g · µ)
0 otherwise.
Proof. The proof is straightforward but tedious, and left to the reader.
Theorem 5.9. Let Λ be a pseudo free self-similar k-graph over an amenable
group G with |Λ0| <∞. Then
OG,Λ ∼= OXG,Λ
∼= NOXG,Λ
∼= C∗(GG,Λ).
Proof. By Theorem 4.4, it remains to show that OG,Λ ∼= NOXG,Λ
∼=
C∗(GG,Λ). For µ ∈ Λ and g ∈ G, define
Sµ := 1Z(µ,1G,s(µ)) and Ug :=
∑
v∈Λ0
1Z(v,g,g−1·v).
One can check that there exists a homomorphism π : OG,Λ → C
∗(GG,Λ)
such that π(sµ) = Sµ and π(ug) = Ug for all µ ∈ Λ and g ∈ G. In what
follows, we show that π is actually surjective. For this, it suffices to show
that 1Z(µ,g,ν) is in the range of π. In fact, we have
SµUgS
∗
ν =
{
1Z(µ,g,ν) if s(µ) = g · s(ν),
0 otherwise.
To see this, by Lemma 5.8 one has
SµUgS
∗
ν((α(h · x);Td(α)([h|x]), d(α) − d(β);βx))
=UgS
∗
ν((µy; [1], d(µ); y)
−1(α(h · x);Td(α)([h|x]), d(α) − d(β);βx))
=UgS
∗
ν((y;Td(α)−d(µ)([h|x]), d(α) − d(β) − d(µ);βx)) (if µy = α(h · x))
=1Z(s(ν),1,ν)((z; [g
−1|g·z], 0; g · z)(y;Td(α)−d(µ)([h|x]), d(α) − d(β) − d(µ);βx))
(if µy = α(h · x))
=1Z(s(ν),1,ν)((z; [g
−1|g·z]Td(α)−d(µ)([h|x]), d(α) − d(β) − d(µ);βx))
(if y = g · z)
=1⇔ (α(h · x);Td(α)([h|x]), d(α) − d(β);βx) ∈ Z(µ, g, ν)
by noticing that [g−1|g·z]Td(α)−d(µ)([h|x]) = [1]⇔ Td(µ)([g|z]) = Td(α)([h|x]).
Let c : GG,Λ → Z
k be the “degree mapping” defined by
c(µ(g · x);Td(µ)([g|x]), d(µ) − d(ν); νx) := d(µ)− d(ν).
Then c is a continuous 1-cocycle. By [32, Proposition 5.1], there exists
a strongly continuous homomorphism α : Tk → Aut(C∗(GG,Λ)) such that
αλ(f)(x) = λ
c(x)f(x) for all λ ∈ Tk, f ∈ Cc(GG,Λ) and x ∈ GG,Λ. Let ψ be
the CNP covariant representation of XG,Λ to OG,Λ obtained in the proof of
Proposition 4.3. Observe that π ◦ ψ is a CNP covariant representation of
XG,Λ to C
∗(GG,Λ), which generates C
∗(GG,Λ). Also, α is a gauge action for
π ◦ ψ.
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Since G is amenable, by [4, Proposition 4.1.9] there exists a faithful con-
ditional expectation E1 : A→ C(Λ
0) such that
E1(j(δv)) = j(δv), E1(j(δv)j(g)) = 0 for all v ∈ Λ
0, 1G 6= g ∈ G.
Since GG,Λ is ample, by [32, Proposition 4.8] there exists a conditional
expectation E2 : C
∗(GG,Λ) → C0(G
(0)
G,Λ) such that E2(f) = f |G0G,Λ for all
f ∈ Cc(GG,Λ). It is straightforward to see that π ◦ ψC(Λ0) is injective. Since
ϕ is pseudo free, one has E2(Ug) = 0 for 1G 6= g ∈ G. Then
π ◦ ψ|C(Λ0) ◦ E1 = E2 ◦ π ◦ ψ|AG,Λ .
By [14, Proposition 3.11], π ◦ ψ is injective on AG,Λ. Therefore by Theo-
rem 2.9, π ◦ h is an isomorphism. Since h and π are both surjective, h and
π are both isomorphisms.
The above proof can be summarized pictorially as follows:
XG,Λ OG,Λ
NOXG,Λ
OXG,Λ
C∗(GG,Λ)
ψ //
jcnp
::ttttttttttttttt
jcp
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏ ::tttttttttttttt
pi◦h
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
?
h′
OOOO
h

pi //
AG,Λ C(Λ0)
C∗(GG,Λ) C∗(G
(0)
G,Λ)E2
//
pi◦ψ|AG,Λ

pi◦ψ|C(Λ0)

E1 //
5.3. The embedding of OΛ and G into OG,Λ.
Proposition 5.10. Let Λ be a self-similar k-graph over a group G with
|Λ0| <∞. Then there exists an injective homomorphism ι : OΛ → OG,Λ.
Proof. The universal property of OG,Λ induces a strongly continuous homo-
morphism γ : Tk → Aut(OG,Λ) such that γz(sµ) = z
d(µ)sµ and γz(ug) = ug
for all z ∈ Tk, µ ∈ Λ, g ∈ G. It yields a gauge action α : Tk → Aut(C∗(sµ))
such that αz(sµ) = z
d(µ)sµ for all z ∈ T
k, µ ∈ Λ. By Theorem 2.5 and
Remark 3.9, we obtain an injection ι from C∗(Λ) to OG,Λ.
Proposition 5.11. Let Λ be a pseudo free self-similar k-graph over an
amenable group G with |Λ0| < ∞. Then AG,Λ embeds into OG,Λ. Hence
C∗(G) and G also embed into OG,Λ.
Proof. By the proof of Theorem 5.9, π ◦ ψ|AG,Λ is an injective homomor-
phism from AG,Λ in C
∗(GG,Λ). Again by Theorem 5.9, there exists an em-
bedding ι : AG,Λ → OG,Λ such that ι(j(δv)) = sv and ι(j(g)) = ug for all
v ∈ Λ0 and g ∈ G.
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6. Nuclearity, Simplicity, and a Dichotomy of OG,Λ
Let Λ with |Λ0| < ∞ be a pseudo free k-graph over an amenable group
G . In this section, we study the properties of OG,Λ in detail. We prove
that OG,Λ is always nuclear and satisfies the UCT; characterize when OG,Λ
is simple; and show that there is a dichotomy for OG,Λ if it is simple: it is
either stably finite or purely infinite. In particular, when OG,Λ is simple and
purely infinite, then it is classifiable by its K-theory thanks to the Kirchberg-
Phillips classification theorem [17, 29].
6.1. Nuclearity and simplicity of OG,Λ.
Definition 6.1. Let Λ be a self-similar k-graph over a group G. Then Λ is
said to be G-cofinal if for any x ∈ Λ∞ and v ∈ Λ0, there exist p ∈ Nk, µ ∈
Λ, g ∈ G such that s(µ) = x(p, p) and g · v = r(µ).
Clearly, if Λ is cofinal in the usual sense, then it is G-cofinal. We give
a characterization of the G-cofinality in terms of finite paths, which is a
generalization of [21, Proposition A.2].
Proposition 6.2. Let Λ be a self-similar k-graph over a group G. Then Λ
is G-cofinal if and only if for any v,w ∈ Λ0, there exists p ∈ Nk such that
(G · v)Λs(µ) 6= ∅ for all µ ∈ wΛp.
Proof. First of all, suppose that ϕ is G-cofinal. To the contrary, let us
assume that there exist v,w ∈ Λ0 such that for any p ∈ Nk, there exists
µ ∈ wΛp satisfying (G ·v)Λs(µ) = ∅. If k <∞, then there exists a sequence
{µn}
∞
n=1 ⊂ wΛ such that for any n ≥ 1,
• d(µn) = n(e1 + · · · + ek);
• µn+1 = µnν for some ν ∈ Λ; and
• for any p ∈ Nk, there exists λ ∈ s(µn)Λ
p such that (G·v)Λs(λ) = ∅.
If k = ∞, then there exists a sequence {µn}
∞
n=1 ⊂ wΛ such that for any
n ≥ 1,
• d(µn) = n(e1 + · · · + en);
• µn+1 = µnν for some ν ∈ Λ; and
• for any p ∈ Nk, there exists λ ∈ s(µn)Λ
p such that (G·v)Λs(λ) = ∅.
In either case, we obtain x ∈ Λ∞ satisfying that for any p ∈ Nk, (G ·
v)Λx(p, p) = ∅, which contradicts with the G-cofinality condition.
Conversely, suppose that for any v,w ∈ Λ0, there exists p ∈ Nk such
that (G · v)Λs(µ) 6= ∅ for all µ ∈ wΛp. Fix v ∈ Λ0 and x ∈ Λ∞. By
the assumption, there exists p ∈ Nk such that (G · v)Λs(µ) 6= ∅ for all
µ ∈ x(0, 0)Λp. So (G · v)Λx(p, p) 6= ∅. Hence ϕ is G-cofinal.
Proposition 6.3. Let Λ be a pseudo free self-similar k-graph over a group
G. Then GG,Λ is minimal if and only if Λ is G-cofinal.
Proof. Suppose that GG,Λ is minimal. Fix x ∈ Λ
∞ and v ∈ Λ0. Let F :=⋃
g∈G r(s
−1(g · x)), which is a nonempty closed invariant subset. Since GG,Λ
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is minimal, F = G0G,Λ. Then Z(v) ⊂ F . So there exist g ∈ G, γ ∈ s
−1(g · x)
such that r(γ) ∈ Z(v). Let us assume that γ = (µ(g˜ · y),Φd(µ)([g˜|y]), d(µ)−
d(ν), νy), where νy = g · x and s(µ) = g˜s(ν). So
s(µ) = g˜s(ν) = g˜r(y) = g˜(s(g · x(0, d(ν))) = g˜gx(d(ν), d(ν)).
Thus
s((g˜g)−1µ) = x(d(ν), d(ν)) and r((g˜g)−1µ) = (g˜g)−1v.
Therefore, ϕ is G-cofinal.
Conversely, suppose that ϕ is G-cofinal. Fix a nonempty open invariant
subset U . Then there exists µ ∈ Λ such that Z(µ) ⊂ U . For x ∈ Λ∞,
since ϕ is G-cofinal, there exist p ∈ Nk, ν ∈ Λ, g ∈ G such that s(ν) =
x(p, p), g · s(µ) = r(ν). Let
γ : = (x(0, p)(g−1|ν)
−1(g−1|ν · σ
p(x)); [Tp(g|g−1·ν)], p − d(µ(g
−1 · ν));
µg−1 · ν(g−1|ν · σ
p(x)))
= (x; [Tp(g|g−1·ν)], p − d(µ(g
−1 · ν));µ(g−1 · (νσp(x)))).
Note that γ ∈ GG,Λ as
x(p, p) = s(x(0, p)) = s(ν) = (g−1|ν)
−1s(µg−1 · ν)
= (g−1|ν)
−1r(g−1|νσ
p(x)) = r(σp(x)).
Then s(γ) ∈ U . So r(γ) = x ∈ U as U is invariant. Since x is arbitrary,
U = Λ∞. Hence GG,Λ is minimal.
Definition 6.4. Let G be a self-similar group over Λ. Then Λ is said
to be G-aperiodic if for any v ∈ Λ0 there exists x ∈ vΛ∞ such that for
g ∈ G, p, q ∈ Nk, if g 6= 1G or p 6= q then σ
p(x) 6= g · σq(x).
It is easy to see that the G-aperiodicity of Λ implies the aperiodicity of
Λ.
Proposition 6.5. Let Λ be a pseudo free self-similar k-graph over a group
G. Then GG,Λ is topologically principal if and only if Λ is G-aperiodic.
Proof. Firstly suppose that GG,Λ is topologically principal. Suppose that ϕ
not is G-aperiodic, for a contradiction. Then there exists v ∈ Λ0 such that
for any x ∈ vΛ∞ there exist g ∈ G, p, q ∈ Nk with g 6= 1G, σ
p(x) = g · σq(x)
or p 6= q, σp(x) = g · σq(x). Fix such x ∈ vΛ∞.
Case 1. There exist g ∈ G, p, q ∈ Nk such that p 6= q, σp(x) = g · σq(x).
Since p 6= q, clearly (x; [Tp(g|σq(x))], p − q;x) 6= (x; 1Q(Nk ,G), 0;x).
Case 2. There exist g ∈ G, p, q ∈ Nk such that g 6= 1G and σ
p(x) =
g · σq(x). We may assume that p = q by Case 1. Since ϕ is pseudo
free, [Tp(g|σq(x))] 6= 1Q(Nk,G) by Corollary 5.6. So (x; [Tp(g|σq (x))], 0;x) 6=
(x; 1Q(Nk ,G), 0;x). This yields Z(v)∩{y ∈ Λ
∞ : the isotropy at y is trivial} =
∅, which contradicts the assumption that GG,Λ is topologically principal.
Hence Λ is G-aperiodic.
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Conversely, suppose that Λ is G-aperiodic. If GG,Λ were not topolog-
ically principal, then there would exist µ ∈ Λ such that Z(µ) ⊂ Λ∞ \
{y ∈ Λ∞ : the isotropy at y is trivial}. Fix x ∈ µΛ∞. There exist α, β ∈
Λ, g ∈ G, y ∈ Λ∞ with s(α) = r(g · y), s(β) = r(y), α(g · y) = βy = x
such that [Td(α)(g|y)] 6= 1Q(Nk,G), implying g 6= 1G or d(α) 6= d(β). From
α(g · y) = βy = x, it follows that y = σd(β)(x) and g · y = σd(α)(x). So
σd(β)(x) = g−1σd(α)(x). This contradicts the G-aperiodicity of Λ. Therefore
GG,Λ is topologically principal.
Theorem 6.6. Let Λ be a pseudo free self-similar k-graph over an amenable
group G with |Λ0| <∞. Then
(i) OG,Λ is nuclear and satisfies the UCT;
(ii) OG,Λ is simple if and only if Λ is G-cofinal and G-aperiodic.
Proof. (i) Since G is amenable, AG,Λ is amenable. By [1, Theorem 3.21],
OXG,Λ is amenable. It follows from Theorem 5.9 that bothOG,Λ and C
∗(GG,Λ)
are amenable. By [4, Corollary 5.6.17, Theorem 5.6.18, Corollary 9.4.4], GG,Λ
is amenable and C∗(GG,Λ) ∼= C
∗
r(GG,Λ). Since GG,Λ is amenable, C
∗(GG,Λ)
satisfies the UCT ([37]), and so does OG,Λ by Theorem 5.9 again.
(ii) This directly follows from [3, Theorem 5.1], Theorem 5.9, Proposi-
tion 6.3, and Proposition 6.5.
From the above proof, we get the following by-product.
Proposition 6.7. Let Λ be a pseudo free self-similar k-graph over an amenable
group G with |Λ0| <∞. Then GG,Λ is amenable and C
∗(GG,Λ) ∼= C
∗
r(GG,Λ).
Remark 6.8. Theorem 6.6 and Proposition 6.7 generalize [10, Theorem
16.1, Corollary 10.16, Corollary 10.18] when the action is pseudo free.
6.2. A dichotomy for OG,Λ. The following four lemmas are inspired by
some results in [28].
Lemma 6.9. Let Λ be a pseudo free self-similar k-graph over a group G with
|Λ0| <∞. Then for µ, ν ∈ Λ with s(µ) = s(ν), we have [1Z(µ)] = [1Z(ν)] in
S(GG,Λ).
Proof. This follows from 1Z(µ) = 1r(Z(µ,1G,ν)) and 1Z(ν) = 1s(Z(µ,1G,ν)).
Lemma 6.10. Let Λ be a pseudo free self-similar k-graph over a group G
with |Λ0| <∞. Then for v,w ∈ Λ0, for g ∈ G, we have (g · v)Λw 6= ∅ =⇒
[1Z(w)] ≤ [1Z(v)]. Hence if Λ is G-strongly connected then [1Z(w)] ≤ [1Z(v)]
for all v,w ∈ Λ0.
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Proof. Fix µ ∈ (g · v)Λw. Then Z(g−1 ·µ, g−1, w) is a compact open subset
of GG,Λ. Observe that
1Z(v) = 1Z(g−1·µ) +
∑
ν∈vΛd(µ)\{g−1·µ}
1Z(ν)
= 1r(Z(g−1·µ,g−1,w)) +
∑
ν∈vΛd(µ)\{g−1·µ}
1Z(ν),
and
1s(Z(g−1·µ,g−1,w)) +
∑
ν∈vΛd(µ)\{g−1·µ}
1Z(ν) = 1Z(w) +
∑
ν∈vΛd(µ)\{g−1·µ}
1Z(ν).
So by Lemma 6.9
[1Z(w)] +
[ ∑
ν∈vΛd(µ)\{g−1·µ}
1Z(ν)
]
= [1r(Z(g−1·µ,g−1,w))] +
[ ∑
ν∈vΛd(µ)\{g−1·µ}
1Z(ν)
]
= [1s(Z(g−1·µ,g−1,w))] +
[ ∑
ν∈vΛd(µ)\{g−1·µ}
1Z(ν)
]
= [1Z(v)].
Thus [1Z(w)] ≤ [1Z(v)].
Lemma 6.11. Let Λ be a pseudo free self-similar k-graph over a group G
with |Λ0| <∞. Suppose that Λ is G-strongly connected and that there exist
v ∈ Λ0 and p ∈ Nk such that |vΛp| > 1. Then S(GG,Λ) is purely infinite.
Proof. It suffices to show that for any µ ∈ Λ, 2[1Z(µ)] ≤ [1Z(µ)]. Take
µ1 6= µ2 ∈ vΛ
p. Then for µ ∈ Λ, due to Lemmas 6.9 and 6.10, we have
2[1Z(µ)] = 2[1Z(s(µ))] (by Lemma 6.9)
≤ [1Z(s(µ1))] + [1Z(s(µ2))] (by G-strong connectedness)
= [1Z(µ1)] + [1Z(µ2)] (by Lemma 6.9)
≤ [1Z(v)] (as r(µ1) = r(µ2) = v)
≤ [1Z(s(µ))] (by Lemma 6.10)
= [1Z(µ)] (by Lemma 6.9).
So S(GG,Λ) is purely infinite.
Lemma 6.12. Let Λ be a pseudo free self-similar k-graph over a group G
with |Λ0| < ∞. Suppose that Λ is G-cofinal. Then S(GG,HΛ) is isomorphic
to S(GG,Λ) for any nonempty G-hereditary subset H ⊆ Λ
0.
Proof. Notice that (HΛ)∞ is a compact open subset of Λ∞. For f ∈
C((HΛ)∞,N), denote by f˜ the extension of f to Λ∞, which is zero out-
side (HΛ)∞. It is straightforward to see that there exists an injective
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homomorphism π : S(GG,HΛ) → S(GG,Λ) such that π([f ]) = [f˜ ] for all
f ∈ C((HΛ)∞,N). In order to prove that π is surjective, we only need to
show that for µ ∈ Λ, [1Z(µ)] is in the image of π. Pick an arbitrary v ∈ H.
Since ϕ is G-cofinal, by Proposition 6.2, there exists p ∈ Nk, such that
(G · v)Λs(ν) 6= ∅ for all ν ∈ s(µ)Λp. Write s(µ)Λp = {νi}
n
i=1. Then for
1 ≤ i ≤ n, let gi ∈ G,αi ∈ Λ such that αi ∈ (gi · v)Λs(νi)(⊆ HΛ). By
Lemma 6.9, we have[
1Z(µ)
]
=
n∑
i=1
[
1Z(µνi)
]
=
n∑
i=1
[
1Z(αi)
]
=
n∑
i=1
π
(
[1Z(αi)]
)
,
where Lemma 6.9 is used the above second “=” as s(µνi) = s(αi). Therefore
π is surjective.
Theorem 6.13. Let Λ be a pseudo free self-similar k-graph over an amenable
group G with |Λ0| < ∞. Suppose that OG,Λ is simple. Then OG,Λ is either
stably finite or purely infinite. More precisely,
(i) OG,Λ is stably finite if and only if Λ has nonzero graph traces;
(ii) OG,Λ is purely infinite if and only if Λ has no nonzero graph traces.
Proof. By Theorem 5.9, it is equivalent to prove that C∗(GG,Λ) has the
given dichotomy when it is simple. But if C∗(GG,Λ) is simple, it then follows
from Propositions 6.3 and 6.5 that GG,Λ satisfies the conditions required in
Theorem 2.2.
(i) We first suppose that C∗(GG,Λ) is stably finite. By Theorem 2.2,
there exists a faithful tracial state τ on OG,Λ. Define gt : Λ
0 → [0,∞) by
gt(v) := τ(sv). It is straightforward to see that gt is a faithful (in particular,
nonzero) graph trace on Λ.
Conversely, suppose that there exists a nonzero graph trace gt on Λ. By
[32, II.4.8] and Proposition 6.7, there exists a faithful conditional expectation
E2 : C
∗(GG,Λ) → C0(G
(0)
G,Λ) such that E2(f) = f |G(0)G,Λ
for all f ∈ Cc(GG,Λ).
Since there is an isomorphism π from OG,Λ onto C
∗(GG,Λ) by Theorem
5.9, E2 ◦ π =: E gives a faithful conditional expectation from OG,Λ onto
span{sµs
∗
µ : µ ∈ Λ} such that, for µ, ν ∈ Λ, g ∈ G with s(µ) = g · s(ν), one
has
E(sµugs
∗
ν) =
{
sµs
∗
µ if µ = ν, g = 1G
0 otherwise .
Also, there exists a bounded linear functional φ : span{sµs
∗
µ : µ ∈ Λ} → C
satisfying φ(sµs
∗
µ) = gt(s(µ)). Define τ := φ ◦ E. It is straightforward to
see that τ is a nonzero trace. Normalizing τ yields a faithful tracial state
on OG,Λ (the faithfulness follows from the simplicity of OG,Λ). Therefore by
Theorem 2.2 OG,Λ is stably finite.
(ii) By Theorem 2.2, it suffices to show that S(GG,Λ) is purely infinite.
Since Λ0 is finite, as in [28], we can find a cycle µ with d(µ) ≥ (1, . . . , 1) ∈ Nk.
Let x = µ∞ ∈ Λ∞, and v := x(0, 0). Define H := {w ∈ Λ0 : (G ·v)Λw 6= ∅},
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which is a nonempty G-hereditary subset of Λ0. By Lemma 6.12, we only
need to show that S(GG,HΛ) is purely infinite. Since C
∗(GG,Λ) is simple, Λ
is G-cofinal and G-aperiodic by Theorems 5.9 and 6.6. It is straightforward
to see that HΛ is also G-cofinal and G-aperiodic. So there exist v0 ∈ H
and p ∈ Nk such that |v0Λ
p| > 1. (Otherwise, HΛ is periodic, implying G-
periodic). Fix w ∈ H. Since HΛ is G-cofinal, there exists p ∈ Nk such that
(G · w)Λx(p, p) 6= ∅. By the property of x, we deduce that (G · w)Λv 6= ∅.
Thus, HΛ is G-strongly connected. By Lemma 6.11, S(GG,HΛ) is purely
infinite. Therefore we are done.
Remark 6.14. Theorem 6.13 generalizes [10, Corollary 16.3], which says
that a simple self-similar (directed) graph C*-algebra is always pure infinite,
and so there is no dichotomy in the rank-1 case. In fact, by Theorem 6.13,
it is sufficient to show that, for a 1-graph Λ, Λ has no nonzero graph traces
if OG,Λ is simple. To see this, notice that if OG,Λ is simple, then Λ is G-
aperiodic, and so aperiodic, by Theorem 6.6. Thus every cycle of Λ has an
entry. This forces that Λ has no nonzero graph traces (also cf. [26]).
Combining Theorem 6.13 and [7, Theorem 1.1], one can get more explicit
characterizations for stable finiteness and pure infiniteness of OG,Λ. For
this, we must introduce some new notation (see [7]). Let Λ be a k-graph.
Denote by NΛ
0
the set of functions from Λ0 to N with the finite support,
which is a unital abelian semigroup, and MΛ0(N) the set of functions from
Λ0 × Λ0 to N. For T ∈ MΛ0(N), we regard T as an endomorphism of
Z
Λ0 such that (Tx)(v) =
∑
w∈Λ0 T (v,w)x(w) for all x ∈ Z
Λ0 , v ∈ Λ0. For
p ∈ Nk, v, w ∈ Λ0, define Tp(v,w) := |vΛ
pw| and T tp(v,w) := |wΛ
pv|.
Corollary 6.15. Let G be an amenable group, and Λ be a pseudo free self-
similar k-graph over G, which is G-cofinal and G-aperiodic. Then OG,Λ
is stably finite if and only if (
∑
i∈F Im(1 − T
t
ei
)) ∩ NΛ
0
= {0} for any finite
subset F ⊆ {1, . . . , k}, and OG,Λ is purely infinite if and only if for any finite
subset
∑
i∈F Im(1− T
t
ei
)) ∩NΛ
0
6= {0} for any finite subset F ⊆ {1, . . . , k}.
As an immediate consequence of Theorems 6.6 and 6.13, we have
Corollary 6.16. Let Λ be a pseudo free self-similar k-graph over an amenable
group G with |Λ0| < ∞. Suppose that Λ is G-aperiodic, G-cofinal, and has
no nonzero graph traces. Then OG,Λ is a Kirchberg algebra.
There are a lot of interesting topics to continue the study of this paper.
In a forthcoming paper, we will investigate the KMS states of OG,Λ (the
recent work [6, 19] is related to the rank-1 case).
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