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Abstract
The problem of monitoring an electric power system by placing as few measurement devices in the system as possible is closely
related to the well-known domination problem in graphs. In 1998, Haynes et al. considered the graph theoretical representation of
this problem as a variation of the domination problem. They deﬁned a set S to be a power dominating set of a graph if every vertex
and every edge in the system is monitored by the set S (following a set of rules for power systemmonitoring). The power domination
number P(G) of a graph G is the minimum cardinality of a power dominating set of G. In this paper, we present upper bounds on
the power domination number for a connected graph with at least three vertices and a connected claw-free cubic graph in terms of
their order. The extremal graphs attaining the upper bounds are also characterized.
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1. Introduction
We consider only ﬁnite undirected graphs without loops or multiple edges. Let G = (V ,E) be a graph with vertex
set V and edge set E. The order of G is n = |V |. The neighborhood N(v) of a vertex v is the set of all vertices
adjacent to v, and the closed neighborhood of v is N [v]= {v} ∪N(v). For a set X ⊆ V , write N(X)=⋃v∈XN(v) and
N [X] =⋃v∈XN [v]. The X-private neighborhood of a vertex v ∈ X is the set pn(v,X) = N(v)\N(X\{v}), whose
elements are called the X-private neighbors of v. External X-private neighbors are those X-private neighbors not in
X. The maximum degree of the vertices of G is denoted by (G). We use (G) to denote the number of components
of G. For two graphs G and G′, if G is isomorphic to G′, we write GG′. The subgraph of G induced by X is denoted
by G[X]. A graph is claw-free if it does not contain K1,3 as an induced subgraph. For terminology and notation not
given here, the reader is referred to [3,6].
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Electric power companies need to continually monitor their system’s state as deﬁned by a set of state variables. One
method of monitoring these variables is to place phase measurement units (PMUs) at selected locations in the system.
Because of the high cost of a PMU, it is desirable to minimize the number of PMUs while maintaining the ability to
monitor (observe) the entire system. A system is said to be observed if all of the state variables of the system can be
determined from a set of measurements (e.g., voltages and currents).
Let G = (V ,E) be a graph representing an electric power system, where a vertex represents an electrical node
(a substation bus where transmission lines, loads, and generators are connected) and an edge represents a transmission
line joining two electrical nodes. The problem of locating a smallest set of PMUs to monitor the entire system is a
graph theory problem closely related to the well-known vertex covering and domination problems. A PMU measures
the state variable (voltage and phase angle) for the vertex at which it is placed and its incident edges and their end
vertices (these vertices and edges are said to be observed.) The other observation rules are as follows:
1. Any vertex that is incident to an observed edge is observed.
2. Any edge joining two observed vertices is observed.
3. If a vertex is incident to a total of k > 1 edges and if k − 1 of these edges are observed, then all k of these edges are
observed.
A set S ⊆ V is a dominating set in a graph G = (V ,E) if every vertex in V \S has at least one neighbor in S, that
is, N [S] = V . The domination number of G, denoted by (G), is the minimum cardinality of a dominating set of G.
Considering the power system monitoring problem as a variation of the dominating set problem, we deﬁne a set S to
be a power dominating set (PDS) if every vertex and every edge in G is observed by S. The power domination number
of G, denoted by P(G), is the minimum cardinality of a power dominating set of G. A dominating set (respectively,
power dominating set) of G with minimum cardinality is called a (G)-set (respectively, P(G)-set).
Since all vertices and edges of G are observed if and only if all vertices of G are observed, in this paper we shall
use the following equivalent deﬁnition for power domination. A subset S ⊆ V is a power dominating set of G if all
vertices of V can be observed recursively by the following rules: (i) all vertices in N [S] are observed initially, and (ii)
if an observed vertex u has all neighbors observed except one neighbor v, then v is observed (by u).
While domination has been studied extensively (see [4,6,7]), power domination is only introduced and studied
very recently (see [1,2,5,8]). In particular, Haynes, Hedetniemi, Hedetniemi, and Henning [5] showed that the power
domination problem is NP-complete even when restricted to bipartite graphs or chordal graphs, and provided a linear
algorithm to solve the PDS for trees. They also proved that P(T )n/3 for a tree T of order n3.
In this paper, we show that P(G)n/3 for any connected graphG of order n3, and P(G)n/4 for any connected
claw-free cubic graph G of order n. The extremal graphs attaining these upper bounds are also characterized.
2. General graphs
In this section we establish an upper bound on the power domination number of a connected graph in terms of its
order, and characterize the graphs attaining this bound. First, we give two useful lemmas.
Lemma 1 (Haynes et al. [5]). For any graph G ∈ {Kn,Cn, Pn,K2,n}, P(G) = 1.
Lemma 2 (Haynes et al. [5]). Every graphGwith(G)3 has a P(G)-set in which every vertex has degree at least 3.
Let T be the family of graphs obtained from connected graphs H by adding two new vertices v′ and v′′ to each
vertex v of H and new edges vv′ and vv′′, while v′v′′ may be added or not.
Theorem 3. If G = (V ,E) is a connected graph of order n3, then P(G)n/3 with equality if and only if G ∈
T ∪ {K3,3}.
Proof. If (G)2, then G = Pn or Cn. The theorem follows from Lemma 1 easily. We now assume (G)3. By
Lemma 2, G contains a P(G)-set in which every vertex has degree at least 3. Among all these P(G)-sets, let S be
chosen so that (G[S]) is minimum.
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Claim 3.1. Each vertex v in S has at least two external private neighbors, that is, |pn(v, S)\S|2.
Suppose to the contrary that there exists a vertex v ∈ S such that |pn(v, S)\S|1. If v is adjacent to some vertex in
S, let S′ = S\{v}. Note that v and its neighbors except for possibly one are all observed by S′. This vertex, if exists, is
then observed by v. Hence, S′ is a PDS of G with |S′|< |S|, a contradiction. So v is an isolated vertex in G[S], that
is, N(v) ⊆ V \S and |N(v)\S|3. Choose a vertex u ∈ N(v)\pn(v, S) and let S′′ = (S\{v}) ∪ {u}. Then v and its
neighbors except for possibly one are all observed by S′′. This vertex, if exists, is then observed by v. Thus S′′ is a
P(G)- set of G with (G[S′′])<(G[S]), which contradicts the choice of S.
Therefore, G has at least 3|S| vertices which implies that P(G)n/3.
On the other hand, it is easy to verify that all graphs G in T ∪ {K3,3} satisfy P(G) = n/3. Conversely, assume
that G is a connected graph with P(G) = n/3. For each vertex v ∈ S, by Claim 3.1 and P(G) = n/3, it follows that
|pn(v, S)\S| = |N(v)\S| = 2 and N [S] = V . This implies that G[S] has no isolated vertices, as any vertex in S has
degree at least 3. Let S = {v1, v2, · · · , vn/3}, and let N(vi)\S = {ui1, ui2} for i = 1, 2, . . . , n/3.
If no vertex in {ui1, ui2} is adjacent to a vertex in {uj1, uj2} for all i = j , then G ∈ T. We now assume that
ui1uj1 ∈ E for some i = j . For the case when vi or vj , say vi by symmetric, is adjacent to some vk ∈ S\{vi, vj }, let
S′ = (S\{vi, vj })∪ {uj1}. Then S′ is a PDS, since initially all vertices except possibly ui2 and uj2 are all observed and
these two vertices can be observed in turn by vi and vj . But |S′|< |S|, a contradiction. Now assume that G[{vi, vj }] is
a component in G[S].
If |S|3, then {ui1, ui2} or {uj1, uj2} has a vertex adjacent to a vertex in {uk1, uk2} for some vk ∈ S\{vi, vj },
say ui1uk1 ∈ E. Again, (S\{vi, vk}) ∪ {uk1} is a PDS of size smaller than S, a contradiction. Now, assume that
S = {vi, vj }, and so V = {vi, vj , ui1, ui2, uj1, uj2}. Suppose uj1uj2 ∈ E, then {uj1} is a PDS of size smaller than S,
a contradiction. So uj1uj2 /∈E. Similarly, we have ui1ui2 /∈E. Suppose uj1ui2 /∈E, then {vj } is a PDS of size smaller
than S, a contradiction. Hence, uj1ui2 ∈ E. Similarly, we have ui1uj2 ∈ E. Suppose ui2uj2 /∈E, then {vj }is a PDS of
size smaller than S, a contradiction. So ui2uj2 ∈ E. Therefore, GK3,3. 
Corollary 4. If each component Gi of a graph G of order n contains at least three vertices, then P(G)n/3 with
equality if and only if each component Gi ∈T ∪ {K3,3}.
3. Claw-free cubic graphs
In this section, we restrict our attention to connected claw-free cubic graphs of order n. We present an upper bound
on p(G) for a connected claw-free cubic graph in terms of its order, and characterize the extremal graphs.
The diamond is the graph D obtained from the complete graph K4 by deleting one edge. For each positive integer k,
let Dk be the connected claw-free cubic graph formed from k disjoint copies of D by joining pairwise 2k vertices of
degree two as shown in Fig. 1. Note that D1 is just K4. LetA= {Dk| k1}.
Theorem 5. If G= (V ,E) is a connected claw-free cubic graph of order n, then P(G)n/4 with equality if and only
if G ∈A.
Proof. For the case of n = 4, we have G = K4 and so the theorem holds. We may then assume that n5. Let S be a
P(G)-set of G such that G[S] has as few edges as possible, and under this condition that |N [S]| is as large as possible.
To complete the proof, we ﬁrst give ﬁve claims.
Claim 5.1. S is independent in G.
Fig. 1. The graph Dk .
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Fig. 2. Edge v1v2 is forced, and the third neighbor of v1 is in N(S).
Fig. 3. Edges u2v3 and v1v2 are forced, and the third neighbor of v1 is in N(S).
Suppose to the contrary that uv ∈ E for vertices u, v ∈ S. Then, |pn(v, S)\S|2 for otherwise |pn(v, S)\S|1
implying that S\{v} is a PDS of size smaller than S. Let pn(v, S)\S = {w, x}. Since N(v) = {u,w, x} but u is not
adjacent to w or x, the claw-freeness of G implies that wx ∈ E. Let S′ = (S\{v})∪ {w}. It is easy to check that S′ is a
P(G)- set of G with G[S′] having edges fewer than G[S] by at least one, which contradicts the choice of S.
For any vertex v ∈ S, let N(v) = {v1, v2, v3}. By the claw-freeness, G[N(v)] has at least one edge. Also it cannot
have three edges, otherwise G[N [v]] is a component of 4 vertices in G which violate the connectedness of G. A vertex
v is called type i if G[N(v)] has exactly i edges, where i = 1, 2.
Claim 5.2. |N(u) ∩ N(v)|1 for any two distinct vertices u and v in S.
Suppose to the contrary that |N(u)∩N(v)|2, sayu1=v1 and u2=v2. By the claw-freeness,N(v) is not independent
which implies that either v1 or v2, say v1, has all its neighbors in N [S]. Therefore, S\{u} is a PDS of G as u can be
observed by u1 and then u3 observed by u. This is a contradiction.
Claim 5.3. Suppose u and v are two distinct vertices in S such that u1 = v3 and u1u2 ∈ E. Then v is a type 1 vertex
such that v1v2 ∈ E, {v1, v2} ⊆ pn(v, S) and N(v1) ⊆ N [S].
Since v3 = u1 is adjacent to u, u2 and v already, it is not adjacent to v1 or v2. By the claw-freeness at vertex v, we
have v1v2 ∈ E, see Fig. 2. Suppose either v1 or v2, say v1, is not a private neighbor of v. Then, S\{v} is a PDS of G as
v can be observed by v3 and then v2 observed by v. This is a contradiction. So, {v1, v2} ⊆ pn(v, S). As v1v2 ∈ E, it is
the case that S′ = (S\{v})∪ {v1} is also a P(G)- set of G. Since v1 is an S- private neighbor of v, the number of edges
of G[S′] is no more than that of G[S]. Also, N [S] ⊆ N [S′]. By the maximality condition on S, we have N [S] =N [S′]
which gives N(v1) ⊆ N [S]. Note that the third neighbor of v1, other than v and v2, is forced to be in N(S).
Claim 5.4. Suppose u and v are two distinct vertices in S such that u1v3 ∈ E and u1u2 ∈ E. Furthermore, u3 is
adjacent to two vertices x and y not in N [u] with at least one, say x, of {x, y} having N [x] ⊆ N [S]\{u, u2}. Then
u2v3 ∈ E and v is a type 1 vertex such that v1v2 ∈ E, {v1, v2} ⊆ pn(v, S) and N(v1) ⊆ N [S]. See Fig. 3.
To see u2v3 ∈ E, suppose to the contrary that u2v3 /∈E. Note that the claw-freeness at vertex v3 and each of {v, u1}
(⊆ N(v3)) has exactly degree 3, hence it must be the case that v3 is adjacent to either v1 or v2. Clearly, y ∈ N [x] by
the claw-freeness at vertex u3. Then S\{u} is a PDS as u1 can be observed by v3 and u3 by x, and then u observed by
u3 and u2 by u. This is a contradiction and so u2v3 ∈ E. The proof of the rest part of the claim is precisely the same
as that for Claim 5.3 except that v3 is observed by u1 ﬁrst.
Claim 5.5. N [x] ∩ N [y] = ∅ for any two distinct vertices x and y in S.
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By Claims 5.2 and 5.3 using u = x and v = y, we may assume that they are as in Fig. 2 by the claw-freeness of G.
That is, x1 = y3, x1x2 ∈ E, y1y2 ∈ E and N(y1) ⊆ N [S]. Let v0 = x and v1 = y. Choose a maximum r such that
there are distinct vertices v0, v1, . . . , vr of S with the property that vi1v
i
2 ∈ E for 0 ir and {vi1vi+13 , vi2vi+13 } ⊆ E
for 1 ir − 1 and N(vr1) ⊆ N [S]. Note that such r exists as we at least can choose r = 1. According to Claim 5.4,
{vr1, vr2} ⊆ pn(vr ), so we can let the third neighbor of vr1, other than vr and vr2, is vr+13 for some vr+1 ∈ S. By Claim
5.3 ( when r =1) or Claim 5.4 (when r2) using u=vr−1 and v=vr , we have a longer sequence v0, v1, . . . , vr , vr+1.
By the maximality of r,it is the case that vr+1 =vi for some0 ir . By the degree constraints, vr+1 =v0.Apply Claim
5.4 again by using u = vr and v = vr+1 = v0 = x gives that the third neighbor of x1,other than x and x2, is in N(S)
rather than y since {x1, x2} ⊆ pn(x, S) by Claim 5.4, a contradiction.
We are now ready to prove the theorem. As each N [v] has exactly 4 vertices, Claim 5.5 implies that G has at least
4|S| vertices and so P(G)n/4.
On the other hand, P(Dk) = k = n/4 as we can choose a vertex in each diamond of Dk to power dominate Dk , and
this is necessary since we cannot power dominate the vertices of degree three in a diamond from outside. Conversely,
suppose P(G) = n/4 = k. By Claim 5.5, V is a partition of N [v]’s with v ∈ S.
For a type 2 vertex v in S, its closed neighbor N [v] induces a diamond. So, if all vertices in S are of type 2, then it is
easy to see that G is Dk . Now assume that S has at least one a type 1 vertex. Choose a maximum r such that there are
distinct type 1 vertices v1, v2, . . . , vr with vi1v
i
2 ∈ E for 1 ir and {vi1vi+13 , vi2vi+13 } ⊆ E for 1 ir − 1. Now vr1
is adjacent to vr and vr2 and some vertex in N(vr+1) for some vr+1 ∈ S\{vr}, say vr1vr+13 ∈ E. By Claim 5.4, vr+1 is
a type 1 vertex in S with vr+11 v
r+1
2 ∈ E. By the maximality of r , the vertex vr+1 is equal to some vi . But it is possible
only for i=1 by the degree constraints. In fact,N [{v1, v2, . . . , vr}] induces aDr . The connectedness ofG then implies
that G = Dr .
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