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A fundamental question in many-body physics is how closed quantum systems reach equilibrium.
We address this question experimentally and theoretically in an ultracold large-spin Fermi gas
where we find a complex interplay between internal and motional degrees of freedom. The fermions
are initially prepared far from equilibrium with only a few spin states occupied. The subsequent
dynamics leading to redistribution among all spin states is observed experimentally and simulated
theoretically using a kinetic Boltzmann equation with full spin coherence. The latter is derived
microscopically and provides good agreement with experimental data without any free parameters.
We identify several collisional processes, which occur on different time scales. By varying density and
magnetic field, we control the relaxation dynamics and are able to continuously tune the character
of a subset of spin states from an open to a closed system.
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I. INTRODUCTION
The relaxation of closed quantum systems towards
equilibrium is a fundamental problem in many-body
physics. It is particularly challenging to fully under-
stand this macroscopic process on the basis of micro-
scopic properties [1–4]. Here, ultracold atomic quantum
gases provide an exceptional experimental platform due
to the nearly perfect isolation from their environment
and the excellent control on a microscopic level. In par-
ticular, the possibility to prepare well-defined states far
from equilibrium, as well as widely tunable Hamiltonians,
has recently attracted a lot of attention, e.g. prether-
malization [5–7], relaxation in strongly interacting lat-
tice systems [8–12] and the interplay between thermal
and condensate fraction of multicomponent bosons have
been studied [13].
Spinor quantum gases are of particular interest since
the spin offers an additional degree of freedom, giving rise
to complex dynamics involving different relaxation pro-
cesses on different time scales. Ultracold bosonic quan-
tum gases have been intensively studied and exhibit a
rich variety of effects such as texture formation and spin
dynamics in spinor Bose-Einstein condensates [14–18],
which can be well described theoretically using a multi-
component Gross-Pitaevskii-Equation [19–21]. Recently,
collective spin dynamics was also observed in a thermal
Bose gas [22]. Fermions, in contrast, are governed by
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Pauli blocking and reveal a different behavior. So far,
most experiments studied spin 1/2 fermions e.g. the
BEC-BCS crossover [23, 24], thermodynamic and trans-
port properties [25, 26], collective excitations [27, 28] and
magnetic ordering [29–32]. Spin-related phenomena in
multi-component Fermi gases (F > 1/2) have been in-
vestigated only recently, in the context of spin-mixing
dynamics on individual sites of an optical lattice [33], or
collective coherent excitations in a trapped system [34–
36]. The latter has been proven to be well described
within a Boltzmann equation. The question, how a large-
spin fermionic many-body system reaches an equilibrium
state via relaxation involving spin and spatial degree of
freedom, has not been addressed.
In this paper, we study the relaxation dynamics of a
trapped fermionic quantum gas of 40K atoms with large
spin of F = 9/2. Starting from an initial mixture with
only a few spin states occupied, we observe a rich relax-
ation dynamics leading to a redistribution of the atoms
among all available spin states. We study the interme-
diate regime between the collisionless and the hydrody-
namic limit. In the collisionless limit, interactions are
weak and can be taken into account on a mean-field level,
while the hydrodynamic limit is characterized by stronger
interactions which ensure local equilibrium. The dynam-
ics in this intermediate regime is governed by different
processes on very different time scales. We identify these
processes by deriving a Boltzmann equation from the mi-
croscopic Hamiltonian of the large-spin system. This ap-
proach describes the time evolution of the system on the
level of single particles in contact with the bath of the
many-body system [37, 38]. This corresponds to the in-
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FIG. 1. Schematic description of the relaxation process in a large-spin Fermi gas involving spin and spatial degrees of freedom.
(a) The ten spin states of 40K. (b) A typical spin-changing collision in the center-of-mass frame and another collision forbidden
by the Pauli exclusion principle. (c) Top: Initially all atoms are prepared in a binary spin mixture m = ±1/2. Spin-changing
collisions distribute atoms among all other spin states until an approximately balanced population is reached. The Fermi
energies for each two-component subsystem is lower than the initial Fermi energy. Bottom: Time evolution of the spatial
density for each spin component.
tuitive expectation that the system acts as a bath for its
own subsystems.
We present a detailed comparison between numerical
simulations and experimental data and find good agree-
ment. Our analysis includes the dependence of the relax-
ation on density as well as on magnetic field. Whereas
a higher density enhances the spin relaxation, we find a
suppression of spin-changing processes at large magnetic
fields due to the quadratic Zeeman shift. The latter ef-
fect can be used to control the loss of particles from the
subsystem defined by the initially occupied spin com-
ponents into the initially empty spin states. Generally,
we observe that the relaxation within a subset of spin
states, driven by incoherent spin-conserving collisions,
happens on a much faster time scale than the redistribu-
tion among the spin components due to spin-changing in-
coherent collisions. The reason is that the spin-changing
collisions are driven by the relatively small part of the
interactions that breaks the SU(10) symmetry between
the spin states. Thus, we encounter a situation similar
to prethermalization [7], where first a prethermal state
is reached, approximately conserving the initial occupa-
tions of the single spin states, before the redistribution
among all spin states due to slight symmetry breaking
sets in. This separation of time scales also allows us to
monitor the increase of (effective) temperature within the
subsystem of the initially populated spin states, as it is
caused by dissipation into empty spin states.
II. RELAXATION PROCESSES IN A
LARGE-SPIN SYSTEM
We perform measurements in a quantum degenerate
gas of fermionic 40K, which has total spin F = 9/2
in its hyperfine ground state, yielding ten spin states
m = −9/2 . . . + 9/2, as depicted in FIG. 1(a). We
prepare an atomic sample with two spin states occu-
pied (see Appendix A 1 for details), confined in a spin-
independent dipole trap. Due to the broken SU(N) sym-
metry in 40K resulting from spin-dependent scattering
lengths, spin-changing collisions can occur. A micro-
scopic collision process is depicted in FIG. 1(b): Two
particles collide and exchange both spin m and momen-
tum k: (|m1, k1〉 + |m2, k2〉 → |m′1, k′1〉 + |m′2, k′2〉). The
total spin S, the total magnetization M = m1 + m2 as
well as the total momentum k1 +k2 have to be conserved
in this process. As a particular fermionic feature, the
Pauli exclusion principle has to be obeyed, i.e. m1 6= m2
and m′1 6= m′2. The interplay between the differential
quadratic Zeeman energy ∝ m21 + m22 − m′21 − m′22 and
interaction energy determines whether spin-changing col-
lisions are likely or suppressed. In the presence of spin-
changing collisions, the atoms will in general relax into a
steady state with population in all ten spin states. Hence,
preparation of an initial non-equilibrium state with only a
few spin states populated will lead to complex dynamics,
in which more and more spin states are gradually occu-
pied (see FIG. 1(c)). It is a compelling question how the
system relaxes towards a steady state.
In FIG. 2 we show exemplarily an experimentally ob-
tained time evolution of the spin occupations in our sys-
tem. Here, the initial spin configuration is a superposi-
tion of all ten spin states created by rotating a mixture of
the states m = ±1/2 using rf-pulses [36]. We can clearly
identify three different processes occurring on three dif-
ferent time scales: (i) We observe coherent spin-changing
oscillations with a periodicity on the order of hundred ms.
(ii) These oscillations are damped with a rate on the or-
der of several hundred ms. (iii) Beyond this, we observe a
slow redistribution among the ten spin states on a much
longer time scale on the order of tens of seconds.
In the following, we derive a Boltzmann equation,
which reproduces the experimentally observed effects and
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FIG. 2. (a) Measurement of damped spin oscillations and
subsequent relaxation towards equilibrium (b), observed in
a 3D fermionic quantum gas with large spin. Depicted is
the time evolution of the relative populations of all spin-
components ±m, starting from an initial superposition of all
ten spin states. For the exact experimental configuration,
see Appendix A 1. Solid lines are guides-to-the-eye. Note the
three time scales of (i) the spin oscillations, (ii) their damping
and (iii) the subsequent relaxation of the total system. The
redistribution among all spin states occurs on a time scale
of 10 s. The magnetic field is B = 0.17 G, particle number
N = 4.9× 105 and temperature T/TF = 0.22.
enables us to distinguish, which scattering processes are
responsible for each effect. We show that the coherent
oscillation (i) are a mean-field effect driven by forward
scattering, where {k1, k2} = {k′1, k′2}. Their damping (ii)
is dominated by spin-conserving non-forward collisions
{k1, k2} 6= {k′1, k′2} and {m1,m2} = {m′1,m′2}, which
lead to a momentum redistribution within the Fermi
sea without changing the spin configuration. The long-
term redistribution (iii) is governed by non-forward spin-
changing collisions, which change the momentum distri-
bution within the Fermi sea as well as the spin config-
uration {k1, k2} 6= {k′1, k′2} and {m1,m2} 6= {m′1,m′2}.
The abovementioned Boltzmann equation includes
all these collision processes and captures the non-
equilibrium dynamics in a general fashion, applicable to
trapped weakly-interacting gases with arbitrary spin. In
this approach, the single-particle dynamics is treated as
an open system in contact with the environment repre-
sented by all the other particles. An approach for de-
riving a Boltzmann equation was applied successfully to
the description of spin dynamics in liquid Hydrogen and
Helium [39–45] and later in spin 1/2 Fermi gases [46, 47].
In this paper we generalize this approach to one- and
three-dimensional systems with large spin, accounting for
the quadratic Zeeman effect (QZE). In general, a kinetic
equation or Boltzmann equation is used to describe the
time evolution of the single-particle density matrix ρˆ. It
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FIG. 3. Numerical simulation of coherent oscillations, damp-
ing and relaxation in the 1D case. The initial spin configu-
ration is the same as in FIG. 2. Axial trapping frequency is
ωx = 2pi×84 Hz and radial frequencies are ωy,z = 2pi×47 kHz,
particle number N = 100 per tube at temperature T/TF = 0.2
and magnetic field B = 1.5 G. As in FIG. 2, we observe three
time scales related to oscillations, damping and relaxation.
has the form
d
dt
ρˆ− 1
i~
[
ρˆ, Hˆ0
]
= Icoll [ρˆ] . (1)
Here, Hˆ0 denotes the single-particle Hamiltonian
Hˆ0 =
pˆ2
2M
+
1
2
Mω2xˆ2 +QSˆ2z , (2)
which contains the kinetic energy, the harmonic trap-
ping potential and the quadratic Zeeman splitting Q
induced by a homogeneous magnetic field. The term
Icoll [ρˆ] on the right hand side of (1) is called the
collision term and is derived from two-particle con-
tact interaction. Due to total spin conservation, col-
lisions are best described in the basis of total spin
|S,M〉 = ∑m1,m2 |m1,m2〉〈m1m2|SM〉 with the short
notation for Clebsch-Gordan coefficients 〈m1m2|SM〉 ≡
〈F,m1;F,m2|S,M〉, which we use throughout this pa-
per. In general, scattering in each channel of total spin
S depends on a different s-wave scattering length aS .
Due to antisymmetrization of the total wave function,
s-wave scattering with odd S is forbidden. Thus for
40K there are five different scattering lengths present for
S = 0, 2, 4, 6, 8 [33]. In each collision channel defined
by |S,M〉, particles interact with a contact interaction
of strength g3DS =
4pi~2
M aS , which is used in all 3D cal-
culations. We also consider a 1D system, in which the
motion in two transversal directions is frozen out com-
pletely by a tight trapping potential (characterized by ra-
dial frequencies ωx,y) such that the effective 1D contact
interaction parameter is given by g1DS = 2~
√
ωyωzaS (see
appendix A 1 for details). The notation gS ≡ g1DS for
this quantity is used throughout this paper. In 40K, the
aS range from 120 to 170 Bohr radii.
4We obtain an explicit expression for the collision term
in (1) using the method originally developed by Lhuillier
and Laloe¨ [43, 44, 46] for transport properties in Helium.
In this approach, collisions are treated as single “atomic
beam” experiments, where the colliding particles are as-
sumed to be uncorrelated before and after a collision,
reminiscent of Boltzmann’s original molecular chaos hy-
pothesis, but the scattering process itself is treated on a
full quantum level. This approximation is valid for di-
lute gases where the mean time between collisions is long
and the particle number is large. In this regime, binary
collisions can be described by the T -matrix, which con-
nects the two-body density matrices before and after a
collision. Subsequently, the description is reduced to a
single-particle level by tracing out the second particle,
similar to tracing out a thermal bath in studies of colli-
sional decoherence [37, 38].
We calculate the kinetic equation (1) in its phase-space
representation, where the single-particle density matrix
ρmn(x, x
′) is expressed by the Wigner function
Wmn(x, p) =
∫
dy
2pi~
e
ipy
~ ρmn(x+
y
2 , x− y2 ). (3)
Note that we performed the transformation only with
respect to the spatial degrees of freedom. With respect
to spin, denoted by the indices, it retains the form of a
single-particle density matrix. The derivation is carried
out in detail in section IV and involves a semiclassical
gradient expansion of the Wigner function in position
and momentum space leading to an equation in matrix
form given by
d
dt
W (x, p) + ∂0W (x, p) +
i
~
[
QS2z + V
mf(x),W (x, p)
]− 1
2
{
∂xV
mf(x), ∂pW (x, p)
}
= Icoll(x, p) (4)
where the collision integral reads
Icollmn (x, p) = −
M
~2
∑
abl
{∫
q2>1
dq
U˜malb√
q2 + ∆mlab
Wan(x, p)Wbl(x, p− q) +
∫
q2>2
dq
U˜nalb√
q2 + ∆nlab
Wma(x, p)Wlb(x, p− q)
}
+
M
~2
∑
abcdl
∫
q2>3
dq
UmalbUncld√
q2 + ∆mnlabcd
Wac(x, p− 12 (q −
√
q2 + ∆mnlabcd))Wbd(x, p− 12 (q +
√
q2 + ∆mnlabcd)).
(5)
Here, we define the coupling constants
Uacbd =
∑
S,M
gS 〈ab|SM〉 〈SM |cd〉 (6)
U˜acbd =
∑
S,M
g2S 〈ab|SM〉 〈SM |cd〉 (7)
and denote energy shifts induced by the quadratic Zee-
man splitting as ∆abcd = 4MQ(a
2 + b2 − c2 − d2) and
∆mnlabcd = 2MQ(m
2 + n2 + 2l2 − a2 − b2 − c2 − d2).
The infrared cutoffs are given by 1 =
MUmalb
~ −∆mlab,
2 =
MUnalb
~ −∆nlab and 3 = MUnalb2~ (Umalb + Uncld) −
∆mnlabcd.
Equation (4) contains several terms, each describing
a different dynamical process. The free particle motion
in the trap is described by ∂0 =
p
M ∂x −Mω2xx∂p. The
leading interaction term appears in the commutator [·, ·].
The commutator drives coherent spin dynamics through
the interplay of the quadratic Zeeman effect and a spin-
dependent mean-field potential resulting from forward
scattering:
V mfmn(x) = 2
∑
ab
UmnabNab(x), (8)
a function of the density N(x) =
∫
dpW (x, p). In our
large-spin system, described by several scattering lengths
aS , it is helpful to decompose the mean-field potential (8)
into two contributions. The first contribution is symmet-
ric with respect to all N spin states and proportional to
the mean scattering length. It conserves the occupations
of the different spin components. The second term con-
tains that part of the interactions that breaks the SU(N)
symmetry between the spin states and describes spin-
changing processes. It depends on differences of scatter-
ing lengths only and is, thus, typically much smaller than
the symmetric term. The commutator in Eq. (4) van-
ishes unless the Wigner function possesses off-diagonal
elements indicating spin coherence. Moreover, the sym-
metric spin-conserving mean-field interactions can only
contribute if the Wigner function describes an inhomo-
geneous spin state.
The mean-field potential also appears in the anticom-
mutator {·, ·}. This term results from the subleading
order of the semiclassical gradient expansion (where also
the spin-independent trapping potential appears) and it
is generally smaller than the commutator. It describes
spin-dependent forces, that modify the kinetics in the
trap. The collision integral (5) describes effects beyond
mean-field that result from non-forward scattering and
generates a dynamics that appears incoherent on the
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FIG. 4. Comparison of spin relaxation for 1D and 3D. The
initial spin configuration is a mixture of m = ±1/2. (a) Ex-
perimental data in a 1D geometry (circles) compared to nu-
merical results (lines) from the 1D Boltzmann equation (4)
and (dots) from a 1D version of the single-mode approxima-
tion (9). Axial trapping frequency is ωx = 2pi × 84 Hz and
radial frequencies are ωy,z = 2pi × 47 kHz, particle number
N = 100 per tube at temperature T/TF = 0.2 and magnetic
field B = 0.12 G. Inset: The system approaches a steady
state for longer times. (b) Experimental data (circles) in a 3D
configuration compared to calculations (lines) in single-mode
approximation (9), ~ω = 2pi × (33, 33, 137) Hz, N = 1.3 × 105
and T/TF = 0.15 at B = 0.34 G.
level of a single-particle description. It is quadratic in
the scattering lengths. Again we have to distinguish be-
tween SU(N) symmetric spin-conserving collision pro-
cesses on the one hand and spin-changing collisions on
the other. The latter processes are described by those
terms for which the quadratic Zeeman shifts ∆ are non-
zero and they are much smaller than the former, since
they depend on the relatively small differences between
the scattering lengths only.
The 1D equation (4) allows for a numerical treatment
with standard methods. An exemplary result is depicted
in FIG. 3, and shows the relaxation dynamics starting
from the same initial superposition as in FIG. 2, but in a
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FIG. 5. Density dependence of the spin relaxation rate in
3D, with an initial mixture of atoms in m = ±1/2. The
spin-changing rate is obtained by fitting the solution of cou-
pled rate equations to experimental (points) and theoretical
(lines) data. Theoretical values are obtained using the single-
mode approximation using Eq. (9). The magnetic field is
B = 0.11 G. We experimentally tune the density by chang-
ing the particle number, keeping the temperature constant at
T/TF = 0.26.
1D setup. The comparison of the two figures allows us to
assign each of the three different processes visible to one
of the terms in the Boltzmann equation: (i) The coherent
oscillations are driven by the commutator in (4), which
is linear in differences of scattering lengths and describes
forward collisions. (ii) The damping of coherent phenom-
ena arises from the spin-conserving part of the collision
integral (5), which is quadratic in the scattering lengths.
We have checked that spatial dephasing is not responsible
as it is suppressed by the dynamically induced long-range
nature of mean-field interactions induced by the rapid
particle motion in the trap [36, 48]. (iii) The long-term
relaxation originates from the spin-changing non-forward
collisions in the collision term, quadratic in differences
of scattering lengths. Spin-conserving forward scattering
does not play a role in the dynamics, it only has a notice-
able effect, if spatial symmetry is broken by a magnetic
field gradient, as in studies of spin-waves [28, 35, 46],
which is not the case in our setup. The anticommuta-
tor in Eq. (4) leads to a mean-field driven correction to
the trapping potential which is however negligible in the
experiments considered here.
The collision integral (5) enables us to determine
whether our system is in the collisionless, hydrodynamic
or an intermediate regime. The average collision time in
the 3D setup τ3D ∼ (4pia2npvT )−1 [47], with the relevant
scattering length a, peak density np and thermal veloc-
ity vT =
√
kBT/M , ranges from ∼ 30 ms to ∼ 150 ms
for spin-conserving collisions and ∼ 3 s to ∼ 15 s in the
spin-changing case. Compared to the average trapping
frequency of ω¯ = (ωxωyωz)
1/3 ≈ 2pi × 58 Hz, we ob-
tain values for ω¯τ3D between 11 and 55 for the spin-
6conserving collisions and between 1100 and 5500 in the
spin-changing case. The lowest and highest values of
ω¯τ3D are reached for the lowest and highest densities
shown in FIG. 5 respectively. This means we may ap-
proach the hydrodynamic regime, where the collision rate
is larger than ω¯ and local equilibrium can be established.
On the other hand our system becomes almost collision-
less regarding the spin-changing collisions. Generally we
are in an intermediate regime. In the 1D case, colli-
sion times τ1D ∼ (npωyωza2/vT )−1 are on the order of
0.35 ms and 35 ms respectively, meaning that ωτ1D ∼ 0.2
and ωτ1D ∼ 20, concerning spin-conserving and spin-
changing collisions respectively. Hence with respect to
the former, the system would be hydrodynamic. How-
ever, it is still in an intermediate regime regarding the
redistribution of particles among the spin states driven
by spin-changing collisions.
III. DISSIPATIVE REDISTRIBUTION OF SPIN
OCCUPATIONS
In the following, we focus on the long-term spin relax-
ation shown in FIG. 2(b) and FIG. 3, while recent exper-
iments have studied spin oscillations and their damping
[36]. In order to restrict the dynamics to this process, we
initially prepare a spin mixture consisting of only the spin
states m = ±1/2 without coherences. In this case, the
coherent oscillations driven by the commutator in Eq. (4)
are absent and the Wigner function Wmn remains diago-
nal at all times. In the following we investigate theoret-
ically and experimentally this spin relaxation dynamics
in 3D as well as 1D systems. For a direct comparison
between theory and experiment, we realize a 1D system
employing a deep 2D optical lattice, which confines the
atoms into tight elongated tubes [8, 49] as described in
Appendix A 1. As shown in FIG. 4(a), the system gradu-
ally occupies all spin states and evolves towards a state of
almost equal spin populations on a time scale of millisec-
onds. As a key result, we can well reproduce the experi-
mentally observed dynamics using the full 1D Boltzmann
equation without free parameters.
For harmonically trapped 3D systems, where all trap
frequencies are about equal, we derive the full 3D ver-
sion of equation (4) as well [see Eq. (28) in section IV].
However, numerical simulations of this equation are too
demanding numerically. Nevertheless, the trap-induced
motion of the particles is considerably faster than mean-
field or relaxation dynamics, which averages the spa-
tial dependence of the interaction via dynamically cre-
ated long-range interactions. The Wigner function then
approximately separates into a product Wmn(x,p, t) ≈
Mmn(t)·f0(x,p) [22, 36, 48]. The spatial part is assumed
to be time independent and given by the initial equilib-
rium distribution f0(x,p) = (exp(
1
kBT
[ p
2
2M +
1
2M(ω
2
xx
2 +
ω2yy
2 +ω2zz
2)−µ]) + 1)−1. We substitute this expression
into the 3D kinetic equation (28) with the appropriate
collision term. Hence, for negligible magnetic fields we
find an equation for the matrix Mmn(t) given by
d
dt
Mmn = −λ
∑
abcd
T abcdmn MacMbd, (9)
where
T abcdmn =
M
4pi~4
(
U˜ ′mabdδnc + U˜
′
ncbdδma −
∑
l
U ′malbU
′
ncld
)
and
λ =
1
N
∫
dr
∫
dp
∫
dq|q|f0(r,p)f0(r,p− q). (10)
The 3D coupling constants are given by
U ′acbd =
4pi~2
M
∑
S,M
aS 〈ab|SM〉 〈SM |cd〉 (11)
and
U˜ ′acbd =
16pi2~4
M2
∑
S,M
a2S 〈ab|SM〉 〈SM |cd〉 . (12)
Note that in the 1D case the single-mode ap-
proximation has a similar form given by T abcdmn =
M
~2
(
U˜mabdδnc + U˜ncbdδma −
∑
l UmalbUncld
)
.
For both single-mode approximations, the quadratic
Zeeman shift has been neglected in the above equations,
which are thus valid for small magnetic fields only (See
Appendix G for full equations). In FIG. 4 we compare
results from a single-mode approximation with experi-
ments in a harmonically trapped Fermi gas yielding a sur-
prisingly good agreement without free parameters. Note
the qualitatively comparable behavior on different time
scales of milliseconds for 1D and seconds for 3D. On
the contrary the damping of the coherent spin oscilla-
tions visible in FIG. 2(a) and FIG. 3 is not described by
this approach. This results from the assumption for the
single-mode approximation that it completely neglects
the multi-mode character of the fermionic many-body
system and thus cannot account for spatial redistribu-
tion via lateral scattering events.
The high degree of control over all crucial parameters
allows for a detailed investigation of the spin redistri-
bution. To obtain further insight into the relaxation
mechanisms, we measure the relaxation dynamics (as ex-
emplarily shown in FIG. 4) for different densities while
keeping T/TF constant. With higher density the colli-
sion rate increases and the relaxation process accelerates,
as shown in FIG. 5. The measured rates correspond to
the redistribution of the initially populated components
m = ±1/2 into m = ±3/2,±5/2 and are well reproduced
using the single-mode approximation (9). The rate of
spin-changing collisions increases with increasing density
in accordance with the density dependence of the integral
λ (10).
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FIG. 6. Dependence of spin relaxation on magnetic field. (a)
Experimental data, obtained from a 3D experiment (circles)
and theoretical results from a single-mode approach (lines).
Spin populations are measured after 2 s. (b) Spin popula-
tions after 2 ms, as obtained from full 1D simulations. The
inset sketches how the interplay of differential QZE and Fermi
energy determines the probabilities for lateral spin-changing
collisions.
As a second important parameter of the system, we
investigate the influence of the magnetic field on the
relaxation process. As the Zeeman energy of an atom
pair changes during a spin-changing collision, a strong
magnetic field suppresses this process by increasing the
energy difference between the initial and final spin con-
figuration. In FIG. 6(a), we depict the experimentally
obtained populations of the spin components after 2 s
as a function of the magnetic field strength (see Ap-
pendix A 2 for details) and compare them to single-mode
[FIG. 6(a)] and 1D calculations [FIG. 6(b)] after 2 ms.
In both cases, the general behavior is very similar and
shows a suppression of spin-changing collisions for large
magnetic fields. Spin configurations with high values of
|m| are energetically significantly separated from the ini-
tially populated m = ±1/2 and are only occupied at very
low field strengths. By changing the magnetic field we
can thus tune the magnitude of spin-changing collisions
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FIG. 7. Temperature increase due to spin redistribution. (a)
Time evolution of the temperature difference between a closed
(high magnetic field at B = 7.6 G) and a maximally open
system (low magnetic field at B = 0.12 G). The shaded area
serves as a guide-to-the-eye. The particle number is N =
3.9× 105 at an initial temperature T = 0.24TF = 65 nK. (b)
Results from a simulation of the 1D equation (4) at magnetic
fields B = 0.1 G and B = 8 G. The method used to obtain
the temperature is discussed in Appendix H.
relative to the unaffected spin-conserving collisions up
to a complete suppression. This gives us the possibility
to view the m = ±1/2 subsystem as a dissipative two-
component Fermi gas with a tunable loss mechanism.
We have further investigated the time evolution of the
temperature of this subsystem exposed to losses induced
by these spin- and momentum changing collisions. We
compare two experiments: On the one hand, we perform
an experiment at a high magnetic field (B = 7.6 G),
where spin-changing collisions are suppressed. On the
other hand, we perform a second experiment at a low
magnetic field (B = 0.12 G) with strong spin relaxation.
In both cases the system is in the hydrodynamic limit
with respect to external degrees of freedom due to the
comparatively large spin-conserving interactions. Hence
we make the assumption, that at each time the subsys-
tems are close to an intermediate equilibrium state with
8a well-defined temperature. On the other hand, spin-
changing collisions are at least two orders of magnitude
weaker and very slowly change the particle number in
each subsystem. This situation is reminiscent of prether-
malization, first a ”prethermal” state is reached under
the assumption of conserved quantities, which on a much
longer time scale are actually not fully conserved due to
a ”slightly broken symmetry”, leading eventually to full
thermalization [7]. Here, the role of the nearly conserved
quantities is played by the occupation numbers of the ten
spin states, which change only on a very long time scale.
We measure the time evolution of the temperature of the
initially populated m = ±1/2 components and compare
the temperatures for both cases described above. For
large magnetic fields we observe a small heating rate,
which we mainly attribute to inelastic photon scatter-
ing. However, at low magnetic fields, the heating rate is
significantly increased. In FIG. 7(a), we plot the tem-
perature difference to extract the heating contributions
solely generated by spin-changing collisions. This addi-
tional increase in temperature is due to hole creation in
the Fermi sea [50] by scattering into the unoccupied spin
states. We initially prepare a very cold two-component
Fermi sea, with only few unoccupied trap levels below
the Fermi energy. Losses through spin-changing colli-
sions “perforate” this Fermi sea with holes, such that the
experimentally obtained temperature increases. Numeri-
cal simulations using the Boltzmann equation (4) confirm
the experimentally observed heating induced by redistri-
bution [see FIG. 7(b)].
IV. MICROSCOPIC DERIVATION OF A
LARGE-SPIN BOLTZMANN EQUATION
In this section, we describe the derivation of the 1D
Boltzmann equation (4) in more detail. The reader not
immediately interested in the details may skip this sec-
tion and proceed directly to the conclusions. We fol-
low previous work on the theoretical description of spin-
polarized systems of H or He [43], called the Lhuillier-
Laloe¨ transport equation. We extend it to describe a 1D
system with large spin, several scattering channels and
a quadratic Zeeman effect. We consider this approach
to be suitable for our purpose for a couple of reasons.
The entire equation is derived from a microscopic col-
lisional approach, so the collision term is not based on
phenomenological assumptions. We avoid the use of a
relaxation time approximation, widely used to describe
damping in bosonic and fermionic systems [51–53], where
the collision term is approximated by Icoll [W ] =
Weq−W
τ ,
with a relaxation time τ . The reason is that for a mul-
ticomponent system determining the equilibrium state
Weq is very challenging. Also due to the interplay of
many different scattering lengths we expect not one but
many different relaxation times for each spin component.
Our approach allows to better understand the relaxation
process itself, rather than merely its effect on other pro-
cesses. Furthermore, from a technical point of view, our
approach remains quadratic in the Wigner function so it
can be numerically simulated using the same standard
techniques as the collisionless case [28, 47, 48].
The idea behind the approach of Lhuillier-Laloe¨ is to
interpret the collision integral as the change rate of the
state of a single particle ρˆ→ ρˆ′ due to binary collisions
Icoll =
ρˆ′ − ρˆ
∆t
. (13)
Here ∆t is the elapsed time interval, which is short com-
pared to any relevant macroscopic dynamics of the sys-
tem, but nevertheless is longer than the duration of a
single collision, which is thus considered to be effectively
instantaneous. This quantity will drop out and not ap-
pear in the final kinetic equation. With this in mind, we
treat collisions in the asymptotic limit, where they are
described by the Heisenberg S-matrix. It relates the two-
body density matrix of both scattering particles before
a collision ρˆ(1, 2) with the one after a collision ρˆ(1, 2)′.
Here (1, 2) label the quantum numbers of particles 1 and
2 in first quantization. We obtain
ρˆ(1, 2)′ = Sˆρˆ(1, 2)Sˆ†. (14)
In order to arrive at a single-particle description we trace
out particle 2 later. We next assume that particles in-
volved in a collision are uncorrelated, ρˆ(1, 2) = ρˆ(1) ⊗
ρˆ(2), both before and after the collision, an assumption
justified for a system with a large number of particles.
This assumption in fact corresponds to Boltzmann’s orig-
inal molecular chaos hypothesis (Stosszahlansatz). For
the desired single-particle density matrices before and af-
ter a collision we obtain
ρˆ(1) =
1
2
Tr2{(1 − Pex)ρˆ(1)⊗ ρˆ(2)(1 − Pex)} (15)
ρˆ′(1) =
1
2
Tr2{(1 − Pex)Sˆρˆ(1)⊗ ρˆ(2)Sˆ†(1 − Pex)} (16)
where we account for the indistinguishability of particles
with the operator Pex exchanging the quantum numbers
of particles 1 and 2. Due to fermionic statistics it comes
with a minus sign. This ansatz yields the following ex-
pression for the collision integral
Iˆcoll ≈ 1
∆t
Tr2
{
1 − Pex√
2
[
Sˆρˆ(1)⊗ ρˆ(2)Sˆ†
−ρˆ(1)⊗ ρˆ(2)] 1 − P
ex
√
2
}
. (17)
The S-matrix is related to the T -matrix via Sˆ = 1−2piiTˆ
such that Eq. (17) becomes
Iˆcoll ≈ 2pi
∆t
Tr2
{
1−Pex√
2
[
iTˆ ρˆ(1)⊗ ρˆ(2)− iρˆ(1)⊗ ρˆ(2)Tˆ †
+2piTˆ ρˆ(1)⊗ ρˆ(2)Tˆ †
] 1−Pex√
2
}
. (18)
9This expression then has to be evaluated in the phase-
space representation. Before performing the trace opera-
tion, we compute the two-body Wigner transform of the
expression in braces in Eq. (18). This is a very lengthy ex-
ercise we demonstrate in detail in Appendix B, as well as
the subsequent trace, shown in Appendix C. In the course
of these calculations, we require the elements of the S-
matrix. In the center-of-mass system they are given by
〈1 : k, a; 2 : −k, b|Tˆ |1 : k′, c; 2 : −k′, d〉 =
− 2piiδ (k − k′ +Qabcd)
× 〈1 : a, 2 : b|Tˆ (k, k′)|1 : c, 2 : d〉, (19)
where k, k′ denote the incoming and outgoing wave-
vectors of the particles, and m,n;m′, n′ incoming and
outgoing spins respectively. The delta-function assures
energy conservation, k =
~2k2
2µ denotes kinetic energy
with reduced mass µ = M2 andQabcd ≡ Q(a2+b2−c2−d2)
the shift in the quadratic Zeeman energy induced by a
spin-changing collision. The on-shell T -matrix Tˆ (k, k′)
depends formally on the relative wave-vectors k, k′, but
for our case of s-wave scattering, the dependence is only
on the modulus. As they are related by energy conser-
vation |k′| =
√
k2 +Qabcd, effectively the dependence
is only on k or k′. The QZE-shift vanishes for spin-
conserving collisions, hence it is absent in the spin 1/2
case and has the effect that scattering processes with a
large Qabcd are suppressed, because the T -matrix decays
∼ 1/|k′| for large |k′|. For 40K, the splitting is given
by the quadratic part of the Breit-Rabi-Formula [54],
Q = − 2µ2B(gJ−gI)2B293ahfs , with the Bohr magneton µB, nu-
clear and electronic g-factors gI , gJ and hyperfine struc-
ture coefficient ahfs [55].
To account for the spin-dependent interactions we sep-
arate the T -matrix into channels of total spin S and mag-
netization M and obtain elements
〈1 : a, 2 : b|Tˆ (k, k′)|1 : c, 2 : d〉 ≡ Tabcd(k, k′)
=
∑
SM
TS(k, k
′) 〈ab|SM〉 〈SM |cd〉 . (20)
For a 1D system, the expression for a T -matrix in the
channel with a coupling constant gS is
TS(k, k
′) =
1
2pi
ik′ 2~
2
M
1− ik′ 2~2MgS
. (21)
In each scattering channel we perform a low energy ex-
pansion in the coupling constant gS → 0 up to second
order, to maintain the unitarity of the S-matrix. Since
for the 1D case, the expansion in powers of gS is ac-
companied by factors of (k′)−1, we artificially create a
singularity in the imaginary part of the T -matrix in this
procedure. We remedy this problem by choosing a cutoff
|k′| < MgS2~2 , which is the distance between zero and the
maximum of the imaginary part of the T -matrix (see Ap-
pendix D for more details). This step is unnecessary in
the 3D case discussed by Lhuillier and Laloe¨ [43, 44, 46].
The result is then given by
TS(k, k
′) ≈ gS
2pi
−
{
0 if |k′| < MgS2~2
iMg2S
4pi~2k′ + . . . if |k′| ≥ MgS2~2
(22)
or respectively
Tabcd(k, k
′) ≈ Uacbd
2pi
−
{
0 if |k′| < MUacbd2~2
iMU˜acbd
4pi~2k′ + . . . if |k′| ≥ MUacbd2~2
.
(23)
The leading terms linear in gS correspond to forward
scattering, the quadratic terms to backward (lateral in
higher dimensions) scattering processes. We do not ex-
plicitly denote the spin-dependent cutoff in equations
(5),(26) and (27), where it is used in the integrals over q.
The expansion of the T -matrix is performed in addi-
tion to a semiclassical gradient expansion of the Wigner
function (see Appendix E for details) to first order in
the linear terms and to zero order in the quadratic ex-
pressions. During this procedure we encounter squares of
delta functions whose interpretation is described in Ap-
pendix F. Finally we obtain a collisional integral, con-
sisting of three parts
Icollmn (x, p) = I
mf
mn(x, p) + I
T
mn(x, p) + I
T 2
mn(x, p), (24)
where Imf is linear in aS and contains the forward scat-
tering part of collisions leading to phase-shifts,
Imfmn(x, p)=−
i
~
∑
l
[
V mfnl (x)Wml(x, p)−Wlm(x, p)V mfln (x)
]
+
1
2
∑
l
{
∂xV
mf
nl (x)∂pWml(x, p)+∂pWlm(x, p)∂xV
mf
ln (x)
}
.
(25)
It coincides with the interaction term obtained from the
treatment of the same problem on a simpler mean-field
level [28, 48]. Due to its effect as a non-linear modi-
fication of the trap and magnetic field, in Eq. (4) we
have separated this term from the collisional integral and
added it to the free motion of the particles in the ex-
ternal fields. The quadratic terms, which form Eq. (5)
contain backward scattering, including momentum ex-
change between particles. They appear as dissipation on
the single-particle level and are given by
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ITmn(x, p) = −
M
~2
∑
abl
[∫
q2>1
dq
U˜malb√
q2 + ∆mlab
Wan(x, p)Wbl(x, p− q) +
∫
q2>2
dq
U˜nalb√
q2 + ∆nlab
Wma(x, p)Wlb(x, p− q)
]
(26)
IT
2
mn(x, p) =
M
~2
∑
abcdl
∫
q2>3
dq
UmalbUncld√
q2 + ∆mnlabcd
Wac(x, p− 12 (q −
√
q2 + ∆mnlabcd))Wbd(x, p− 12 (q +
√
q2 + ∆mnlabcd)).
(27)
The integration domain cutoffs around q = 0, coming from Eq. (23) are given by 1 =
MUmalb
~ − ∆mlab, 2 =
MUnalb
~ −∆nlab and 3 = MUnalb2~ (Umalb + Uncld) −∆mnlabcd. The corresponding result for a full 3D calculation (see
[46] for the case of spin 1/2) reads
d
dt
Wmn(r,p) +
[
p
M
· ∇r −M
(
ω2xx, ω
2
yy, ω
2
zz
) · ∇p + iQ~ (n2−m2)
]
Wmn(r,p)
+
i
~
∑
l
[
V mfnl (r)Wml(r,p)−Wlm(r,p)V mfln (r)
]
− 1
2
∑
l
{∇rV mfnl (r) · ∇pWml(r,p) +∇pWlm(r,p) · ∇rV mfln (r)} = Icollmn (r,p). (28)
The mean-field potential is given by V mfmn(r) = 2
∫
dp
∑
ab U
′
mnabWab(r,p) and the collision term reads
Icollmn (r,p) = −
M
4pi~4
∫
dq
{∑
abc
(√
q2 + ∆mcabU˜
′
macbWan(r,p)Wbc(r,p− q)
+
√
q2 + ∆abncU˜
′
anbcWma(r,p)Wcb(r,p− q)
)
− 1
2pi
∫
dΩ
∑
abcdl
√
q2 + ∆mnlabcdU
′
malbU
′
ncldWac(r,p− 12 (q − p′)Wbd(r,p− 12 (q + p′)
}
(29)
where p′ = eΩ
√
q2 + ∆mnlabcd and eΩ denotes the unit vector corresponding to solid angle dΩ.
A physical interpretation of this expression can be ob-
tained by looking at the origin of the individual terms.
The upper two lines of Eq. (29) originate from the second
order of the expansion of the T -matrix (23), describing
the intensity shift in the forward scattered wave [43, 46],
while the first order only describes a phase shift and ap-
pears in the mean-field terms in (28). The bottom line
of (29) contains all lateral scattering processes, hence the
explicit angular dependence. In our formalism, the cou-
pling constants U , U˜ include all particle indistinguisha-
bility and exchange contributions, which are discussed in
greater detail in [43].
V. CONCLUSION
We have presented a novel approach to study relax-
ation dynamics in a closed quantum system, exploiting
the unique properties of a large-spin Fermi sea. For this
system, we have derived a multicomponent kinetic equa-
tion without phenomenological assumptions nor prior
knowledge of the equilibrium state. As a key result, we
find that this approach is well suited for the quantita-
tive description of weakly interacting fermionic many-
body systems with large spin. Both, the comparison of
numerical simulations with full spatial resolution to a
1D experiment as well as the comparison of a simplified
single-mode approximation to a 3D experiment yield a
very good agreement without free parameters. We iden-
tify different collisional processes on different time scales
and identify spin relaxation as the slowest dynamical
process of the system. A variation of the density and
the geometry of the system changes the respective spin
relaxation rates by several orders of magnitude, rang-
ing from a few milliseconds to several seconds. By tun-
ing the magnetic field, we can precisely control the cou-
pling strengths of individual collision channels, allowing
to tune the character of a subsystem of two spin compo-
nents within the large-spin Fermi sea continuously from
an open to a closed system. The spin relaxation mani-
fests itself in a perforation of the Fermi sea accompanied
with a temperature increase.
Our results broaden the understanding of many-body
relaxation dynamics. In particular, the fermionic char-
11
acter of the system underlines its model character for
various systems in nature. The possibility to monitor
different spin components individually allows to employ
the large-spin Fermi sea for novel studies of decoherence
and relaxation processes in quantum many-body systems.
Furthermore, spin relaxation dynamics might play an im-
portant role for proposed fermionic large-spin phenom-
ena, e.g. quantum-chromodynamic-like color superfluid-
ity or large-spin texture formation.
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Appendix A: Experimental details
1. Preparation
We sympathetically cool spin-polarized 40K atoms in
the state |F = 9/2,m = 9/2〉 down to a temperature of
typically 0.1TF in a magnetic trap, using bosonic
87Rb as
a buffer gas. Subsequently we transfer the atoms into a
crossed circular-elliptical optical dipole trap operated at
a wavelength of λ = 812 nm. Using radio-frequency (rf)
pulses and rf-sweeps, we create a spin mixture, which we
evaporate to quantum degeneracy by lowering the power
of the dipole trap exponentially in 2 s. This results in a
sample with particle numbers of the order of N ∼ 105 at
temperatures of T = 0.1 − 0.2TF. After the evaporation
we compress the trap again to avoid particle loss during
the experiments, realizing typical trapping frequencies of
~ω = 2pi × (33, 33, 137) Hz. By varying the evaporation
sequence and including additional waiting times, we can
control the initial temperature and particle number in-
dependently in the same trap geometry. This allows us
to modify the density while keeping T/TF approximately
constant. Typically, a balanced mixture of atoms in spin
states m = ±1/2 is used as initial state throughout this
paper. To study the spin-changing dynamics, we switch
the magnetic field to low values. In FIG. 2, beyond this,
a coherent superposition of several spin states is prepared
by applying subsequently a rf-pulse at low magnetic field
corresponding to a spin rotation of θ = 0.44 (see [36]
for more details). The 1D configuration used in FIG. 4
(a) is realized by adiabatically ramping up a 2D opti-
cal square lattice over 150 ms. The lattice is created
by two orthogonal retro-reflected laser beams at wave-
length λ = 1030 nm with a 1/e2 radius of 200µm de-
tuned with respect to each other by several tens of mega-
hertz. The lattice depth is 25Erecoil with Erecoil =
~2k2L
2M ,
where kL =
2pi
λ . This creates an array of 1D tubes,
where a single tube can be described as a harmonically
trapped system with frequencies ωx = 2pi × 84 Hz and
ωy,z = 2pi × 47 kHz. With a particle number of N ≈ 100
and EF = 2pi~ × 37 kHz, the radial trapping frequencies
fulfill ~ωy,z > EF and at a temperature kBT = 0.2EF,
we can neglect a possible population of excited radial
modes, hence we create a true 1D system. The exten-
sion of the radial ground state is around 1378 Bohr radii
and thus one order of magnitude larger than the scat-
tering lengths [33]. We thus neglect the possibility of a
confinement-induced resonance [56], and use the effective
coupling constants g1DS = 2~
√
ωyωzaS .
2. Measurement
The relative populations of spin components are mea-
sured as follows: We release the atoms from the trap in
an inhomogeneous magnetic field to separate the spin
components during a time-of-flight expansion of typi-
cally 18.5 ms. We count the number of atoms in each
spin component with resonant absorption imaging. For
comparison, we measure the total number of particles as
well as the temperature independently without the Stern-
Gerlach field to avoid distortions of the particle cloud
during the time-of-flight. The numbers given in this pa-
per correspond to the initial temperature and particle
number. In FIG. 7(a), in order to extract the change
in temperature over time, we determine the temperature
only in one spin component, circumventing deviations
associated with the imbalance of the spin mixture. For
instance, to measure the temperature in m = 1/2 we
apply a sequence of linearly polarized microwave pulses
with a duration of 50µs to transfer all significantly occu-
pied spin components m 6= 1/2 into the F = 7/2 hyper-
fine manifold of 40K. In the other hyperfine manifold the
atoms are not resonant with the detection light and are
thus obscured during the absorption imaging process.
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Appendix B: Two-body Wigner transform
Because the T -matrix depends only on the relative wave vectors we evaluate Eq. (18) in the center-of-mass frame.
We introduce the notation
R =
1
2
(x1 + x2), r = x1 − x2,
P = p1 + p2, p =
1
2
(p1 − p2), (B1)
to denote center-of-mass and relative positions and momenta versus the coordinates of particles 1 and 2 denoted by
subscript. We denote by W (T,T
2) the two-body Wigner transform of the part of Eq. (18) linear in the T -matrix
2pii1−P
ex√
2
[
Tˆ ρˆ(1)⊗ ρˆ(2)− ρˆ(1)⊗ ρˆ(2)Tˆ †
]
1−Pex√
2
and the quadratic part 4pi2 1−P
ex√
2
[
Tˆ ρˆ(1)⊗ ρˆ(2)Tˆ †
]
1−Pex√
2
respec-
tively. We obtain
WTijmn(r,R, p, P ) =
−i
2pi~2
∫
dK
∫
dκeiKReiκr〈K+, k+, i,m|1 − P
ex
√
2
Tˆ ρˆ(1)⊗ ρˆ(2)1 − P
ex
√
2
|K−, k−, j, n〉+ h.c. (B2)
WT
2
ijmn(r,R, p, P ) =
1
~2
∫
dK
∫
dκeiKReiκr〈K+, k+, i,m|1 − P
ex
√
2
Tˆ ρˆ(1)⊗ ρˆ(2)Tˆ † 1 − P
ex
√
2
|K−, k−, j, n〉 (B3)
where we introduced the wave-vectors K± = P~ ± K2 and k± = p~ ± κ2 . We insert two complete bases∫
dK1
∫
dk1
∑
ab |K1, k1, a, b〉〈K1, k1, a, b| and
∫
dK2
∫
dk2
∑
cd |K2, k2, c, d〉〈K2, k2, c, d| to the left and right of the
tensor product of density matrices. The dependence of the T -matrix on the relative wave-vector only makes the
integration over K1,2 trivial. We substitute from (19) the expression
〈K1, k1, a, b|Tˆ |K2, k2, c, d〉 = δ (k1 − k2 +Qabcd)Tabcd(k1, k2) (B4)
for the elements of the T -matrix into above expressions and obtain
WTijmn(r,R, p, P ) =
−i
2pi~2
∫
dK
∫
dκ
∫
dk1
∫
dk2e
iKReiκr
∑
abcd
〈K+, k+, i,m|1 − P
ex
√
2
Tˆ |K+, k1, a, b〉
× 〈K+, k1, a, b|ρˆ(1)⊗ ρˆ(2)|K−, k2, c, d〉〈K−, k2, c, d|1 − P
ex
√
2
|K−, k−, j, n〉+ h.c.
=
−i
4pi~2
∫
dK
∫
dκ
∫
dk1
∫
dk2e
iKReiκr
∑
abcd
δ(k+ − k1 +Qimab) (δ(k2 − k−)δcjδdn − δ(k2 + k−)δncδjd)
× (Timab(k+, k1)− Tmiab(−k+, k1)) 〈K+, k1, a, b|ρˆ(1)⊗ ρˆ(2)|K−, k2, c, d〉+ h.c. (B5)
for the linear term and
WT
2
ijmn(r,R, p, P ) =
1
2~2
∫
dK
∫
dκ
∫
dk1
∫
dk2e
iKReiκr
∑
abcd
δ(k+ − k1 +Qimab)δ(k2 − k− +Qcdjn)
× (Timab(k+, k1)− Tmiab(−k+, k1))
(
T ∗jncd(k−, k2)− T ∗njcd(−k−, k2)
) 〈K+, k1, a, b|ρˆ(1)⊗ ρˆ(2)|K−, k2, c, d〉
(B6)
for the term quadratic in the T -matrix. The elements of the tensor product of density matrices are obtained from the
Wigner functions by an inverse Wigner transform
〈K+, k1, a, b|ρˆ(1)⊗ ρˆ(2)|K−, k2, c, d〉 = ~2
∫
dR′
∫
dr′e−iKR
′
ei(k2−k1)r
′
×Wac(R′ + r′2 , P+~k1+~k22 )Wbd(R′ − r
′
2 ,
P−~k1−k2
2 ). (B7)
and we substitute this expression into the collision term. This produces a delta function
∫
dKeiK(R−R
′) = 2piδ(R−R′)
and after carrying out the integration over K and R′ we obtain
WTijmn(r,R, p, P ) =
−i
2
∫
dκ
∫
dk1
∫
dk2
∫
dr′eiκrei(k2−k1)r
′∑
abcd
(δ(k2 − k−)δcjδdn − δ(k2 + k−)δncδjd)
× δ(k+ − k1 +Qimab) (Timab(k+, k1)− Tmiab(−k+, k1))Wac(R+ r
′
2 ,
P+~k1+~k2
2 )Wbd(R− r
′
2 ,
P−~k1−~k2
2 ) + h.c.
(B8)
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and
WT
2
ijmn(r,R, p, P ) = pi
∫
dκ
∫
dk1
∫
dk2
∫
dr′eiκrei(k2−k1)r
′∑
abcd
δ(k+ − k1 +Qimab)δ(k2 − k− +Qcdjn)
× (Timab(k+, k1)− Tmiab(−k+, k1))
(
T ∗jncd(k−, k2)− T ∗lncd(−k−, k2)
)
Wac(R+
r′
2 ,
P+~k1+~k2
2 )Wbd(R− r
′
2 ,
P−~k1−~k2
2 )
(B9)
Appendix C: Trace over second particle
In order to trace out particle 2 as described in (18) we return from the center-of-mass frame to he lab frame by
substituting equations (B1) back into (B9). The trace over particle 2 means performing the operation I
(T,T 2)
ij (x1, p1) =
1
∆t
∫
dx2
∫
dp2
∑
mn δmnW
(T,T 2)
ijmn (r,R, p, P ) on each term. Introducing the notations q = 2~k, p′1 = p1 − q−~(k1+k1)2
and p′2 = p1 − q+~(k1+k2)2 we arrive at the following expressions for the collision term:
ITij(x1, p1) =
−i
2∆t
∫
dκ
∫
dk1
∫
dk2
∫
dr′
∫
dr
∫
dqeiκrei(k2−k1)r
′ ∑
abcdl
δ(k+ − k1 +Qilab)
(δ(k2 − k−)δcjδdl − δ(k2 + k−)δlcδjd) (Tilab(k+, k1)− Tliab(−k+, k1))Wac(x1 − r−r′2 , p′1)Wbd(x1 − r+r
′
2 , p
′
2) + h.c.
(C1)
and
IT
2
ij (x1, p1) =
pi
∆t
∫
dκ
∫
dk1
∫
dk2
∫
dr′
∫
dr
∫
dqeiκrei(k2−k1)r
′ ∑
abcdl
δ(k+ − k1 +Qilab)δ(k2 − k− +Qcdjl)
× (Tilab(k+, k1)− Tliab(−k+, k1))
(
T ∗jlcd(k−, k2)− T ∗ljcd(−k−, k2)
)
Wac(x1 − r−r′2 , p′1)Wbd(x1 − r+r
′
2 , p
′
2). (C2)
Appendix D: One-dimensional large-spin T-matrix
In the one-dimensional two-body scattering problem
in the center-of-mass frame with Hamiltonian H =
−~2
2µ
d2
dx2 + gSδ(x) the wave function is ψ(x) = e
ikx +
fk′e
ik′|x|, from which follows fk′= −11−i~2k′/µgS for the scat-
tering amplitude. The scattered wave function ψsc(k
′) =
fk′e
ik′|x| and T -matrix are related through the Green’s
function ψsc(k
′) = G(k, k′)T (k′, k), which in 1D is given
by
G(x) =
2µ
~2
∫
dk′
eik
′x
k2 + k′2 + i0+
= 2pi
iµ
~2k
eik|x| (D1)
such that
TS(k, k
′) =
1
2pi
ik′ 2~
2
M
1− ik′ 2~2MgS
. (D2)
In the presence of a quadratic Zeeman shift Q there is
a difference in modulus of incoming and outgoing wave-
vectors |k′| =
√
k2 +Q. Here and throughout this paper,
if the argument of the square root becomes negative for a
negative Q the T -matrix vanishes and with it the entire
collision term.
A problem absent in the 3D case is encountered during
the low-energy expansion of (D2). The imaginary part of
the T -matrix is given by
ImTS(k, k
′) =
1
2pi
k′ 2~
2
M
1 + k
′24~4
M2g2S
(D3)
and an expansion in powers of gS produces a singularity
for k′ = 0, since
ImTS(k, k
′) =
1
2pi
g2SM
2~2k′
+ . . . (D4)
This singularity is artificial and we use a cutoff to cir-
cumvent it. We choose the cutoff to be the maximum of
ImT at k′ = MgS2~2 , as depicted in FIG. 8. So we use the
expression
TS(k, k
′) ≈ gS
2pi
−
{
0 if |k′| < MgS2~2
iMg2S
4pi~2k′ + . . . if |k′| ≥ MgS2~2
. (D5)
to expand the T -matrix.
Appendix E: Semiclassical gradient expansion
In order to further simplify the expressions (C2) we
assume the Wigner function to vary only slowly in space
compared to single-particle wave-functions. This as-
sumption means that local contributions to the collision
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FIG. 8. Comparison of the imaginary part of the T -matrix
(D3) (red) with the expansion (D4) (green) for a small cou-
pling constant gS . To avoid the singularity at k
′ = 0 we
choose TS = 0 inside the region |k′| ≤ MgS2~2 indicated by the
black line. The wave vector is scaled in terms of the trapping
frequency: ktrap =
√
Mω/~.
term dominate and we perform a Taylor expansion for
the spatial coordinate
Wij(x1 − r±r′2 , p) = Wij(x1, p)− r±r
′
2 ∂x1Wij(x1, p) + . . .
(E1)
therefore the expansion of the product of Wigner func-
tions in (C2) reads
Wac(x1 − r−r′2 , p′1)Wbd(x1 − r+r
′
2 , p
′
2) =
Wac(x1, p
′
1)Wbd(x1, p
′
2)− r2∂x1 (Wac(x1, p′1)Wbd(x1, p′2))
+ r
′
2 Wbd(x1, p
′
2)∂x1Wac(x1, p
′
1)
− r′2 Wac(x1, p′1)∂x1Wbd(x1, p′2) + . . . (E2)
Together with the expansion of the T -matrix above we
must be careful to expand the collision term in two small
parameters in a meaningful way. One small parame-
ter is the coupling constant proportional to the s-wave
scattering length. The other one is related to the gra-
dient expansion. Its magnitude is determined by the
Fermi or thermal wavelength compared to the variation
of the Wigner function determined by the system size.
To maintain the unitarity of the S-matrix, we expand
the T -matrix to second order. This means we will obtain
terms linear in aS from I
T
ij(x, p) and quadratic terms from
ITij(x, p) and I
T 2
ij (x, p). We expand the terms linear in aS
up to first order in gradients and the terms quadratic
in aS to zero order, keeping only the local term. This
amount to a semi-classical approximation of the theory.
In this case we substitute Wac(x1 − r−r′2 , p′1)Wbd(x1 −
r+r′
2 , p
′
2) ≈ Wac(x1, p′1)Wbd(x1, p′2) into (C2), which
means that further delta functions
∫
dr′ei(k2−k1)r
′
=
2piδ(k2 − k1),
∫
dreiκr = 2piδ(κ) appear. We introduce
renamed variables k± → k, k1 → k′, x1, p1 → x, p and
p± ≡ p− ~(k±k′) the local parts of the collision integral
become
ITij(x, p) =
−i2pi
∆t
∫
dq
∫
dk′
∑
abcdl
δ(k − k′ +Qilab)
× (δ(k − k′)δjcδld − δ(k + k′)δlcδjd)
(
Uialb − iMU˜ialb~2k′
)
×Wac(x, p−)Wbd(x, p+) + h.c. (E3)
and
IT
2
ij (x, p) =
2pi
∆t
∫
dq
∫
dk′
∑
abcdl
δ(k − k′ +Qilab)
× δ(k′ − k +Qcdjl)UialbUjcldWac(x, p−)Wbd(x, p+).
(E4)
Appendix F: Squares and products of delta functions
In scattering theory, the square of a delta function of
energy appears frequently, when terms quadratic in the
T -matrix are involved. A well-known interpretation of
this is [δ(E)]
2 ≈ ∆t2pi~δ(E), where ∆t denotes the elapsed
time interval, which is quasi-infinite when compared to
the duration of a single scattering event but neverthe-
less short compared to other relevant dynamics, like re-
laxation or the trapping period. This approximation is
obtained by using the Fourier representation of the delta
function
δ(E) =
1
2pi~
∫
dte
i
~Et (F1)
such that
[δ(E)]
2
= δ(E)
1
2pi~
∫
dte
i
~Et = δ(E)
1
2pi~
∫
dt
≈ δ(E) 1
2pi~
∫
∆t
dt =
∆t
2pi~
δ(E) (F2)
This can also be applied to products of the form δ(k −
k′)δ(k − k′) since
δ
(
~2k2
2µ
− ~
2k′2
2µ
)
δ(k − k′) =
=
µ
~2|k′|δ(|k| − |k
′|)δ(|k| − |k′|)δsgn(k),sgn(k′)
=
~2|k′|
µ
δsgn(k),sgn(k′)
[
δ
(
~2k2
2µ
− ~
2k′2
2µ
)]2
≈ ~|k
′|∆t
2piµ
δsgn(k),sgn(k′)δ
(
~2k2
2µ
− ~
2k′2
2µ
)
=
∆t
2pi~
δ(k − k′) (F3)
We modify this approximation to take into account the
shift Q in the quadratic Zeeman energy after a spin-
changing collision. In our calculations two situations ap-
pear. In the first, coming from (F3), there is only one
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shift and we must be careful that only the delta-function
with the shift comes from a T -matrix where we can ap-
proximate the integration area with the interval ∆t:
δ(k − k′)δ(k − k′ +Q)
≈ δ(k − k′) 1
2pi~
∫
∆t
dte
i
~ (k−k′+Q)t
= δ(k − k′) 1
2pi~
∫
∆t
dte
i
~Qt/
=
∆t
2pi~
δ(k − k′)sinc
(
Q∆t
2~
)
. (F4)
In the second case, both delta-functions originate from
the energy conservation of the T -matrix
δ(k − k′ +Q1)δ(k − k′ +Q2)
=
1
(2pi~)2
∫
∆t
dt
∫
∆t
dt′e
i
~ (k−k′+Q1)te
i
~ (k−k′+Q2)t′
=
1
(2pi~)2
∫
∆t
dt
∫
∆t
dt′e
i
~ ((k−k′ )(t+t′)+Q1t+Q2t′)
=
2
(2pi~)2
∫
∆t
du
∫
∆t
du′e
i
~ (k−k′ )ue
iQ1
2~ (u−u′)e
iQ2
2~ (u+u
′)
=
2
(2pi~)2
∫
∆t
du
∫
∆t
du′e
i
~ (k−k′+
Q1+Q2
2 )ue
i
2~ (Q2−Q1)u′
≈ ∆t
2pi~
δ
(
k − k′ + 12 (Q1 +Q2)
)
sinc
(
Q2 −Q1
2~
∆t
)
.
(F5)
The time interval ∆t that appears in front cancels with
the one introduced at the beginning (18) and for the sinc-
function we assume it to be small such that sinc→ 1.
Appendix G: Single-mode approximation with QZE and in 1D
Taking the quadratic Zeeman effect into account, the expressions for the single-mode approximation (9) become
slightly more complicated. The equation of motion is now given by
d
dt
Mmn = − M
4pi~4
{∑
abl
(
λ
′(1)
mlabU˜
′
malbManMbl + λ
′(1)
nlabU˜
′
nalbMmaMlb
)
−
∑
abcdl
λ
′(2)
mnlabcdU
′
malbU
′
ncldMacMbd
}
, (G1)
where the two now separate integrals λ(1,2) are spin-dependent and given by
λ
′(1)
abcd =
1
N
∫
dr
∫
dp
∫
dq
√
q2 + ∆abcdf0(r,p)f0(r,p− q), (G2)
and
λ
′(2)
mnlabcd =
1
N
∫
dr
∫
dp
∫
dq
√
q2 + ∆mnlabcdf0(r,p)f0(r,p− q), (G3)
respectively, where the infrared cutoff described in Appendix D must be employed.
The single-mode approximation can also be applied to the 1D system, from the Boltzmann equation (4). Equation
(G1) changes to
d
dt
Mmn = −M~2
{∑
abl
(
λ
(1)
mlabU˜malbManMbl + λ
(1)
nlabU˜nalbMmaMlb
)
−
∑
abcdl
λ
(2)
mnlabcdUmalbUncldMacMbd
}
, (G4)
and the other expressions become
λ
(1)
abcd =
1
N
∫
dx
∫
dp
∫
q2>1,2
dq
f0(r, p)f0(r, p− q)√
q2 + ∆abcd
, (G5)
and
λ
(2)
mnlabcd =
1
N
∫
dx
∫
dp
∫
q2>3
dq
f0(r, p)f0(r, p− q)√
q2 + ∆mnlabcd
, (G6)
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respectively, with the equilibrium distribution
f0(x, p) =
{
exp
[
1
kBT
(
p2
2M
+
1
2
Mω2x2 − µ
)]
+ 1
}−1
. (G7)
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FIG. 9. Overlap between a non-interacting equilibrium distri-
bution (G7) and the Wigner function during the simulations
performed to obtain the temperatures in FIG. 7(b).
A comparison of 1D single-mode results with the full 1D
Boltzmann equation shows good agreement for pure spin
relaxation as shown in FIG. 4.
A further inclusion of the coherent oscillations de-
scribed by the commutator in Eq. (4) into the single-
mode equation shows that while the oscillations them-
selves are reproduced with high accuracy [36], the damp-
ing of coherent oscillations such as in FIG. 3 is not cap-
tured well. We attribute this to the fact that damping
is driven by the much stronger spin-conserving collisions
and affects more strongly the individual phase-space dis-
tributions of the spin states, which are taken to be con-
stant in time in the single-mode approximation. Thus
we consider it necessary to use the full 1D Boltzmann in
these cases.
Appendix H: Concept of temperature in FIG. 7
Under the assumptions stated at the end of section
III, we extract a temperature from our 1D numerical
simulations as follows. At each time, we have the full
Wigner function available, and can compare the Wigner-
function of e.g. the m = 1/2 component W 1
2
1
2
(x, p, t) ≡
W (x, p, t) to a non-interacting equilibrium distribution
f0(x, p) (G7). This distribution is determined by parti-
cle number
N =
∫
dx
∫
dpf0(x, p), (H1)
and trap energy
E =
∫
dx
∫
dp
(
p2
2M
+
1
2
Mω2x2
)
f0(x, p), (H2)
but also equivalently by temperature and chemical poten-
tial. Hence, we calculate at each time the particle number
and trap energy of W (x, p, t) and generate a Fermi distri-
bution f0(x, p, t) = f0(N(t), E(t)) = f0(µ(t), T (t)) with
the same values for N and E. The temperature of this
distribution is plotted in FIG. 7(b) as an estimate for the
temperature of W . The overlap between this equilibrium
distribution and the Wigner function,
R(t) =
∫
dx
∫
dpf0(x, p, t)W 1
2
1
2
(x, p, t)∫
dx
∫
dpW 1
2
1
2
(x, p, t)W 1
2
1
2
(x, p, t)
, (H3)
is plotted in FIG. 9 and for the times we consider main-
tains sufficiently large values.
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