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Resonant activation is one of classical effects demonstrating constructive role of noise. In resonant activation
cooperative action of barrier modulation process and noise lead to the optimal escape kinetics as measured by
the mean first passage time. Resonant activation has been observed in versatilities of systems for various types
of barrier modulation processes and noise types. Here, we show that resonant activation is also observed in 2D
and 3D systems driven by bi-variate and tri-variate α-stable noises. Strength of resonant activation is sensitive
to the exact value of the noise parameters. In particular, the decrease in the stability index α results in the
disappearance of the resonant activation.
PACS numbers: 05.40.Fb, 05.10.Gg, 02.50.-r, 02.50.Ey,
I. INTRODUCTION
Typically noise is considered as an unwanted disturbance to
data. In many cases, sophisticated filtering methods have been
developed in order to purify recorded signals. Paradoxically,
presence of noise can be also beneficial. Last decades have
witnessed growing interest in the so called noise induced phe-
nomena, i.e. various types of effects which occur because of
the presence of noise. In complex realms, not fully known in-
teractions can be approximated by noise. Consequently, noise
can be used to simplify effective description of dynamical sys-
tems when the detailed character of interactions is unknown or
too complicated for exact methods.
Among noise induced effects stochastic resonance [1, 2]
and resonant activation [3, 4] are considered as seminal exam-
ples of effects demonstrating constructive role of fluctuations,
which put our understanding of the role of noise into new di-
rection. The growing number of studies examining various
systems perturbed by noise demonstrated that high efficiency
of dynamical systems can originate due to fluctuations. In
stochastic resonance weak periodic signals are amplified by
noise. The optimal noise level results in maximal signal am-
plification, as measured by the signal to noise ratio or spectral
power amplification [1]. Consequently, weak sub-threshold
signals become detectable. Resonant activation is an effect
of the optimal noise assisted escape over fluctuating potential
barrier. Combined action of noise and barrier modulation pro-
cess results in the shortest (minimal) escape time — mean first
passage time.
The most common, as well as the simplest, approximation
of complex interactions is Gaussian white noise, which is used
as an archetypal process modeling complex interactions of a
test particle with its environment. Gaussian white noise ap-
proximation works perfectly well when interactions are inde-
pendent and bounded. Both these assumptions, i.e. bounde-
ness and whiteness, can be violated resulting in more general
non-Markovian and non-Gaussian processes. Such extensions
∗Electronic address: kszczepaniec@th.if.uj.edu.pl
†Electronic address: bartek@th.if.uj.edu.pl
allow for description of more complex realms. In this con-
text, the special role is played by white α-stable noises which
are capable to describe out-of-equilibrium systems displaying
heavy-tailed fluctuations [5–10] and outliers. Growing num-
ber of experimental observations [11–17] demonstrate that
heavy-tailed fluctuation are ubiquities in the nature. Experi-
mental observations have advances theoretical models based
on α-stable noises stimulating research on stochastic reso-
nance [18–21] and resonant activation [21–30] in systems
driven by more general than Gaussian white noise or even in
non-Markovian realms [31].
Within the current manuscript the resonant activation phe-
nomenon driven by bi-variate and tri-variate α-stable noises
is studied. Such an extension not only allow to study resonant
activation in non-equilibrium realms but also explore role of
increasing spatial dimensionality. The studied model is pre-
sented in Section II. Section III discusses obtained numerical
results. The paper is closed with concluding remarks (Sec-
tion IV).
II. MODEL
α-stable densities are limiting distribution for sums of inde-
pendent identically distributed random variables, even in situ-
ations when variables are characterized by the infinite second
moment. Properties of α-stable variables: invariance under
convolution, power-law asymptotics and self-similarity make
them especially suited for modeling of out-of-equilibrium sit-
uations when heavy tailed fluctuations are observed.
The random variable X is said to be stable, if any linear
combination of two independent copies of the variable is dis-
tributed according to the same distribution up to rescaling and
shift, i.e.
AX(1) +BX(2)
d
= CX +D, (1)
where d= denotes equality in distributions. The random vari-
able X is called strictly stable if D = 0. Finally, a random
variable is α-stable if Eq. (1) holds with C = (Aα + Bα)1/α
where 0 < α 6 2. The characteristic function of α-stable ran-
dom variables can be determined by the defining Eq. (1). The
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2Eq. (1) can be straight forward extended into higher dimen-
sions in such a case X = (X1, . . . , Xd) represents a random
vector in Rd.
The main scope of the current article is to study resonant
activation in 2D and 3D systems driven by bi-variate and tri-
variate α-stable noises. First, the archetypal model of resonant
activation is presented (Sec. II A). Next, the RA model is ex-
tended into 2D (Sec. II B). In addition, the basic information
about multi-variate α-stable noises is included.
A. Resonant activation in 1D systems
Typically resonant activation has been studied in 1D realms
or in 2D systems which can be reduced to 1D models with
entropic barriers [32–34]. The motion of a particle is confined
to a finite interval, e.g. [0, 1]. A particle starts its motion at
the reflecting boundary, i.e. x(0) = 0. At the other end of
the interval there is an absorbing boundary, i.e. every time a
particle reaches the boundary or passes over the boundary it is
immediately removed from the system. The particle motion is
described by the Langevin equation
dx
dt
= −V ′(x, t) + σξ(t), (2)
where −V ′(x, t) is a time dependent force acting on a test
particle and ξ(t) is Gaussian white noises (〈ξ(t)〉 = 0 and
〈ξ(t)ξ(s)〉 = δ(t−s)). As in the seminal Doering Gadoua pa-
per [3], V (x, t) is a time dependent linear potential switching
dichotomously between two configurations V±(x) character-
ized by two distinct heights H±, i.e. V±(x) = H±x. Initially,
a test particle is located at the origin and the configuration of
the potential is set to V+(x, t) or V−(x, t) with equal probabil-
ities. It is assumed that the dichotomous process is Markovian
and has the same switching rates. More precisely, it takes two
values a± and it is described by a single parameter γ which is
the rate of the potential switching
a+
γ ↑ ↓ γ
a−
. (3)
The dichotomous process takes two possible values only
and stays constant for the exponentially distributed time.
The autocorrelation of the dichotomous process is 14 (a+ −
a−)2 exp [−2γt], see [35, 36].
The first possible generalization of the model described by
Eq. (2) is to replace the Gaussian white noise with the more
general white α-stable Le´vy type noise ζ(t)
dx
dt
= −V ′(x, t) + σζ(t), (4)
or
dx = −V ′(x, t)dt+ σdLα,0(t). (5)
Increments of a symmetric α-stable motion Lα,0(t) are in-
dependent and distributed according to a symmetric α-stable
density with the characteristic function φ(k) = E
[
eikX
]
given by [5, 37]
φ(k) = exp
[
−σα|k|α
(
1− iβsignk tan piα
2
)
+ iµk
]
(6)
for α 6= 1 and
φ(k) = exp
[
−σ|k|
(
1 + iβ
2
pi
signk ln |k|
)
+ iµk
]
(7)
for α = 1. α ∈ (0, 2] is the stability index, β ∈ [−1, 1] is the
asymmetry (skewness) parameter, σ > 0 is the scale param-
eter and finally µ ∈ R is the location parameter. The closed
formulas for α-stable densities are known only in a limited
number of cases: α = 2 – normal distribution, α = 1 with
β = 0 – Cauchy distribution and α = 1/2 with β = 1 – Le´vy-
Smirnoff distribution. In general, symmetric α-stable densi-
ties with α < 2 have the power-law asymptotics of |x|−(α+1)
type.
For α < 2, the Langevin equation (4) is associated with the
set of following (space) fractional time dependent diffusion
equations [38–41]:
∂p±(x, t)
∂t
=
[
∂
∂x
V ′±(x) + σ
α ∂
α
∂|x|α
]
p±(x, t) (8)
∓ γp±(x, t)± γp∓(x, t),
where p±(x, t) are probabilities to find a particle in the vicin-
ity of x if the potential is in the V±(x) configuration. In
Eq. (9), ∂
α
∂|x|α denotes the Riesz-Weil fractional space deriva-
tive defined by the Fourier transform
F
[
∂α
∂|x|α f(x)
]
= −|k|αF [f(x)] . (9)
For α = 2, the standard diffusion equation is recovered, i.e.
∂α
∂|x|α → ∂
2
∂x2 . Boundaries impose additional constraints on
the probability densities p±(x, t) due to reflection at x = 0
and absorption at x = 1. For α = 2, these boundary condi-
tions are local [36], otherwise they are non-local [42, 43]. The
mean first passage time can be calculated as [3, 44]
τ =
∫ ∞
0
dt
∫ 1
0
[p+(x, t) + p−(x, t)] dx. (10)
B. Resonant activation in 2D systems
The resonant activation setup can be extended to higher di-
mensions in the straight forward manner
dr
dt
= −∇V (r, t) + σζ(t), (11)
where −∇V (x, t) is a time dependent force acting on a test
particle and ζ is a multi-variate white α-stable noise. Alterna-
tively, it is possible to use the incremental notation
dr = −∇V (r, t)dt+ σdLα(t). (12)
3Increments of the 2D α-stable motion Lα(t) are independent
and distributed according to the bi-variate α-stable density
which is a special d = 2 example of multi-variate α-stable
densities. As in 1D case a white α-stable noise ζα(t) is a for-
mal time derivative of the α-stable motion Lα(t). The char-
acteristic function φ(k) = E
[
ei〈k,X〉
]
of the α-stable vector
X = (X1, . . . , Xd) in Rd is given by [5]
φ(k) =
 exp
{
− ∫
Sd
|〈k, s〉|α [1− isign(〈k, s〉) tan piα2 ]Γ(ds) + i〈k,µ0〉} for α 6= 1,
exp
{
− ∫
Sd
|〈k, s〉|α [1 + i 2pi sign(〈k, s〉) ln(〈k, s〉)]Γ(ds) + i〈k,µ0〉} for α = 1, (13)
where 〈k, s〉 represents the scalar product, Γ(·) stands for the
(finite) spectral measure on the unit sphere Sd of Rd and µ0
is a vector in Rd, see [5].
The spectral measure Γ(·) replaces asymmetry (β) and
scale (σ) parameters which characterize 1D α-stable densi-
ties, see Eqs. (6) ans (7). Consequently, the spectral measure
Γ(·) includes information about symmetry and width (scale)
of multi-variate α-stable densities, see [5]. Multi-variate α-
stable density is symmetric if the spectral measure is symmet-
ric. Usually, components of multi-variate α-stable variables
are dependent [5]. Here, we will use bi-variate and tri-variate
α-stable variables with uniform spectral measures only, i.e.
continuous spectral measures which are constant on the unit
sphere S2 or S3.
Equation (11) can be integrated numerically using the
stochastic Euler method [37, 45, 46]. Random numbers dis-
tributed according to multi-variate α-stable densities can be
generated using methods described in [5, 47]. Nevertheless,
trajectories of α-stable motions can be also approximated by
other methods [48, 49]. In general, the shape of α-stable mo-
tions is determined by properties of the multi variate α-stable
densities.
For uniform spectral measures, analogously like in 1D, the
Langevin equation (11) can be associated with the following
(space) fractional Smoluchowski-Fokker-Planck equation
∂p±(r, t)
∂t
= ∇ · [∇V±(r)p±(r, t)]− σα(−∆)α/2p±(r, t)
∓ γp±(r, t)± γp∓(r, t), (14)
where −(−∆)α/2 is the fractional Riesz-Weil derivative
(laplacian) defined by its Fourier transform [50]
F
[
−(−∆)α/2p(r, t)
]
= −|k|αF [p(r, t)] . (15)
The drift term∇ · [∇V±(r)p±(r, t)] originates due to the de-
terministic force F±(r) = −∇V±(r) acting on a test parti-
cle. In Eq. (14) the drift term has the standard form, but the
diffusive term depends on the noise type. For the bi-variate α-
stable noise with the uniform spectral measure the diffusion
term is given by the fractional laplacian −(−∆)α/2, see [50].
In general, exact shape of the diffusion term is determined by
the spectral measure Γ(·), see [50].
The 2D resonant activation is studied for the escape from
the disk with the absorbing edge. Initially a test particle is
located in the center of the disk. The potential dichotomously
switches between two configurations V±(r) = V±(x, y) =
H±
√
x2 + y2. Thus, the force acting on a test particle is
F±(x, y) = −∇V±(x, y) = −H±
[
x√
x2 + y2
,
y√
x2 + y2
]
.
(16)
Consequently, the force is a 2D analog of a 1D linear force.
Due to non-local boundary conditions, the mean first passage
time is calculated trajectory-wise using Monte Carlo methods.
The first passage time is defined as
τ = min{t > 0 : r(0) = 0 and |r(t)| > 1}, (17)
i.e. it is the earliest time when a particle leaves the prescribed
domain of motion, i.e. disk of radius R = 1. The particle
starts its motion at r = 0 and the absorbing boundary is lo-
cated at |r| = 1. The mean first passage time is the average
first passage time 〈τ〉.
III. RESULTS
Resonant activation is the effect of the optimal noise as-
sisted escape kinetics over a fluctuating potential barrier. Its
presence is manifested by the minimal value of the mean first
passage time, which is typically used to measure efficiency
of the escape kinetics. More precisely, for a fixed value of
the noise parameters it is possible to optimize escape kinet-
ics by adjusting the rate of the barrier modulation process. In
the situation, when potential switches dichotomously between
two distinct configurations V±(r) the optimization of the bar-
rier modulation process is performed by adjusting the rate γ
characterizing the switching (transition) rate. Examination of
the mean first passage time reveals that the resonant activa-
tion phenomenon is observed for the escape from 2D domains
driven by bi-variate α-stable noises.
Figure 1 presents the mean first passage time (left panel),
median of the first passage time density q0.5 (middle panel)
and the inter-quantile width q0.9−q0.1 of the first passage time
density (right panel). Various rows correspond to decreasing
values of the stability index α (α ∈ {1.9, 1.7, 1.5, 1.3, 1.1})
(from top to bottom). The potential is dichotomously switch-
ing between two configurations V±(r) = V±(x, y) =
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FIG. 1: Performance measures of the 2D resonant activation: mean first passage time 〈τ〉 (left column), median of the first passage time
distribution q0.5 (middle column) and inter-quantile width of the first passage time distribution q0.9 − q0.1 (right column). Various rows
correspond to decreasing values of the stability index, α, α ∈ {1.9, 1, 7, 1.5, 1.3, 1.1} (from top to bottom). The potential dichotomously
fluctuates between V±(r) = H±r = H±
√
x2 + y2 configurations withH+ = 8 andH− = 0. The system is driven by the bi-variate α stable
noises. Red dashed lines in the left column present low switching and high switching rate asymptotics. Error bars in the left panel represent
standard deviation of the mean.
H±
√
x2 + y2 with H+ = 8 and H− = 0. Examination of
the mean first passage time demonstrates that the resonant ac-
tivation is presented for all values of the stability index α > 1.
With the decreasing value of the stability index α the strength
of resonant activation weakens. Finally, for α < 1 and studied
potentials V±(r), the effect of resonant activation disappears
completely, see Fig. 2.
Resonant activation is the property of the system at hand but
5its presence affects the shape of the first passage time density.
Therefore, resonant activation can be quantified by some of
measures which characterize width or location of the first pas-
sage time density [31]. Changes in the efficiency of the escape
kinetics affects characteristics of the first passage time density.
Consequently, not only the mean value (mean first passage
time) can be used as an indicator of the resonant activation.
One can rely on the median of the first passage time density
which is depicted in the middle panel of Fig. 1. The median
location is not very sensitive to the changes in the switching
rate γ of the dichotomous process. It clearly indicates differ-
ent character of slow (small γ) and high (large γ) switching
rate asymptotics. Nevertheless, median location confirm pres-
ence of the resonant action for α / 2 only. Better sensitivity
display the inter-quantile width (q0.9 − q0.1) of the first pas-
sage time density, which provides the information about the
width of the interval containing 80% of first passage times.
The inter-quantile width, in accordance with the mean first
passage time, clearly demonstrates non-monotonous depen-
dence on the switching rate γ. The minimal value of the inter-
quantile width corroborate that escape kinetics is the most op-
timal, i.e. the first passage time density has the minimal width.
 0.04
 0.06
 0.08
 0.1
 0.12
-6 -4 -2  0  2  4  6
lo
g 1
0 
 
〈 τ
 〉 
log10 γ
 0.36
 0.38
 0.4
 0.42
 0.44
 0.46
-6 -4 -2  0  2  4  6
lo
g 1
0(q
0.
9 
-
 
q 0
.1
)
log10 γ
 0.03
 0.04
 0.05
 0.06
 0.07
 0.08
 0.09
-6 -4 -2  0  2  4  6
lo
g 1
0 
 
〈 τ
 〉 
log10 γ
 0.36
 0.37
 0.38
 0.39
 0.4
 0.41
 0.42
 0.43
-6 -4 -2  0  2  4  6
lo
g 1
0(q
0.
9 
-
 
q 0
.1
)
log10 γ
 0.02
 0.03
 0.04
 0.05
 0.06
-6 -4 -2  0  2  4  6
lo
g 1
0 
 
〈 τ
 〉 
log10 γ
 0.36
 0.37
 0.38
 0.39
 0.4
-6 -4 -2  0  2  4  6
lo
g 1
0(q
0.
9 
-
 
q 0
.1
)
log10 γ
FIG. 2: Performance measures of the 2D resonant activation: mean
first passage time 〈τ〉 (left column) and inter-quantile width of the
first passage time distribution q0.9 − q0.1 (right column). Various
rows correspond to decreasing values of the stability index, α, α ∈
{0.9, 0, 7, 0.5} (from top to bottom). The potential dichotomously
fluctuates between V±(r) = H±r = H±
√
x2 + y2 configurations
with H+ = 8 and H− = 0. The system is driven by the bi-variate
α stable noises. Red dashed lines in the left column present low
switching and high switching rate asymptotics. Error bars in the left
panel represent standard deviation of the mean.
Figure 2 demonstrates quantifiers of the resonant activation
for α < 1. The left panel of Fig. 2 displays the mean first
passage time while the right presents the inter-quantile width
of the first passage time density. Various rows correspond to
various values of the stability index α (α ∈ {0.9, 9.7, 05})
(from top to bottom). For α < 1, both the mean first passage
time and the inter-quantile width indicate disappearance of the
resonant activation in the system at hand.
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FIG. 3: Performance measures of the 3D resonant activation: mean
first passage time 〈τ〉 (left column) and inter-quantile width of the
first passage time distribution q0.9 − q0.1 (right column). Vari-
ous rows correspond to decreasing values of the stability index α
α ∈ {1.9, 1, 5, 1.1, 0.9} (from top to bottom). The potential dichoto-
mously fluctuates between V±(r) = H±r = H±
√
x2 + y2 + z2
configurations with H+ = 8 and H− = 0. The system is driven by
the tri-variate α stable noises. Red dashed lines in the left column
present low switching and high switching rate asymptotics. Error
bars in the left panel represent standard deviation of the mean.
The dichotomous modulation of the potential V±(r) results
in two limiting asymptotics. On the one hand, for a very low
switching rate γ the changes in the potential are so slow that
a random walker practically does not see the potential modu-
lation. On the other hand, for a high switching rate γ changes
in the potential are so rapid that the effective height of the
potential barrier is equal to the average height of the poten-
tial barrier, i.e. the potential is equal to the average potential
V (r) = 12 [V−(r) + V+(r)] and the force acting on a parti-
cle is equal to the average force. These two asymptotic limits
are reconstructed in the mean first passage time. For γ → 0
the mean first passage time is equal to the average of mean
first passage times over both barrier configurations, because
fluctuations of the potential barrier are slower that average es-
cape time and the potential essentially stays constant during
6escape. Analogously, for γ →∞, the mean first passage time
is equal to the mean first passage time over an average po-
tential barrier, because fluctuations of the potential barrier are
so fast that a random walker experiences the average poten-
tial. These asymptotic properties are recorded regardless of
the presence of the resonant activation, see Fig. 1 and 2 which
show limiting behavior of the mean first passage time (dashed
red lines).
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FIG. 4: Strength of resonant activation as measured by the relative
depth of: mean first passage time 〈τ〉 and inter-quantile width q0.9−
q0.1 for 2D (top panel) and 3D (bottom panel) setups.
In addition to 2D systems 3D models were considered. In
particular, the tri-variate α-stable noise driven escape from the
sphere over a fluctuating potential barrier V±(r) = H±r =
H±
√
x2 + y2 + z2 has been studied. Fig. 3 presents the
mean first passage time (left panel) and the inter-quantile
width (right panel). In the same manner like in the 2D case,
the whole surface of the sphere is absorbing and a random
walker starts its diffusive motion in the sphere center, i.e.
r(0) = 0. The sphere radius, R, is R = 1. In the 3D case,
analogously like in the lower number of dimensions, resonant
activation disappears with the decreasing value of the stability
index α. This can be confirmed both by the examination of
the mean first passage time and the inter-quantile width, see
Fig. 3. Moreover, increase in the system dimensionality fur-
ther facilitate escape kinetics in comparison to 2D systems.
The strength of the resonant activation can be characterized
by the deviation of the minimal value of a given quantifier
from the lowest asymptotics of that quantifier, i.e.
∆(u) = min{u(γ = −∞), u(γ =∞)} −min(u), (18)
where u could be the mean first passage time, 〈τ〉, or the inter-
quantile width, q0.9 − q0.1. Such a characteristics quantifies
the separation of the minimum (if it exists) of a given charac-
teristics from its lower asymptotics, i.e. from minimum of its
value at low (γ → 0) and high (γ → ∞) switching rate γ.
Fig. 4 corroborate that with decreasing of the stability index
α minima of resonant activation quantifiers become less sepa-
rated from lower asymptotics and finally the effect of resonant
activation disappears. The disappearance of the resonant acti-
vation for α < 1 is manifested by small, fluctuating deviations
of the minimal value of resonant activation measures.
IV. SUMMARY AND CONCLUSIONS
Resonant activation is one of typical effects demonstrating
constructive role of noise. The phenomenon of resonant acti-
vation is not only observed in 1D systems but also in higher di-
mensional systems perturbed by multi-variate α-stable noises.
Detailed studies of noise facilitated escape kinetics from a
disk confirmed presence of resonant activation for a 2D ana-
log of the classical resonant activation setup, i.e. escape from
a bounded domain subject to the noise and external dichoto-
mous force. Presence of the optimal escape kinetics can be
corroborated not only by the mean first passage time analysis
but also by inspection of quantiles of the first passage time
density. With the decreasing value of the stability index α
the effect of resonant activation weakens. Finally, for small
values of the stability index, resonant activation disappears.
The same type of behavior is observed for the escape from the
sphere over a fluctuating potential barrier.
Here, the resonant activation was studied for the simplest
2D and 3D setups possible, i.e. escape from a disk or a
sphere with absorbing boundaries driven by bi-variate or tri-
variate α-stable noises with uniform spectral measures. Con-
sequently, it is possible to choose other spectral measures
Γ(·), e.g. non-uniform or discrete, which affect properties of
noise induced jumps. Finally, it is also possible to consider
other shapes of 2D domains, different boundary conditions or
potentials.
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