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Abstract
We consider the complexity of nding weighted homomorphisms from intersection graphs of curves
(string graphs) with n vertices to a xed graph H . We provide a complete dichotomy for the problem:
if H has no two vertices sharing two common neighbors, then the problem can be solved in time
2O(n2/3 logn), otherwise there is no algorithm working in time 2o(n), even in intersection graphs of
segments, unless the ETH fails. This generalizes several known results concerning the complexity of
computational problems in geometric intersection graphs.
Then we consider two variants of graph homomorphism problem, called locally injective homomor-
phism and locally bijective homomorphism, where we require the homomorphism to be injective or
bijective on the neighborhood of each vertex. We show that for each target graph H , both problems can
always be solved in time 2O(
√
n logn) in string graphs.
For the locally surjective homomorphism, dened analogously, the situation seems more complicated.
We show the dichotomy theorem for simple connected graphs H with maximum degree 2. If H is
isomorphic to P3 or C4, then the existence of a locally surjective homomorphism from a string graph
with n vertices to H can be decided in time 2O(n2/3 log3/2 n), otherwise, assuming ETH, the problem
cannot be solved in time 2o(n).
As a byproduct, we obtain results concerning the complexity of variants of homomorphism problem
in Pt-free graphs – in particular, the weighted homomorphism dichotomy, analogous to the one for
string graphs.
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1 Introduction
The theory of NP-completeness gives us tools to identify problems which are unlikely to admit polynomial-
time algorithms, but it does not give any insight into possible complexities of problems that are considered
hard. For example, the best algorithms we know for most canonical problems like 3-Coloring, Independent
Set, Dominating Set, Vertex Cover, Hamiltonian Cycle, are single-exponential, i.e., with complexity
2O(n) (n will always denote the number of vertices in the input graph). On the other hand, in planar graphs
these problems are still NP-complete, but they admit subexponential algorithms (i.e., working in time 2o(n)).
Indeed, most canonical problems in planar graphs admit a certain “square-root phenomenon”, i.e., can be
solved in time 2O˜(
√
n)1. The core building block in construction of subexponential algorithms for planar
graphs is the celebrated planar decomposition theorem by Lipton and Tarjan [36], which asserts that every
planar graph has a balanced separator of size O(
√
n).
To argue whether those algorithms are asymptotically optimal and, in general, to prove meaningful
lower bounds on the complexity of hard problems, we need a stronger assumption than “P 6= NP”. Such
a stronger assumption, commonly used in complexity theory, is the Exponential Time Hypothesis (ETH)
by Impagliazzo and Paturi [28], which implies that 3-Sat with n variables cannot be solved in time
2o(n). For example, assuming the ETH, 3-Coloring, Independent Set, Dominating Set, Vertex Cover,
Hamiltonian Cycle cannot be solved in time 2o(n) in general graphs or in time 2o(
√
n) in planar graphs.
Thus the algorithms we know are asymptotically tight, unless the ETH fails.
A natural direction of research is to consider restricted graph classes and try to classify problems
solvable in subexponential time. Geometric intersection graphs provide a rich family of graph classes,
which are potentially interesting from the point of view of ne-grained complexity, as they lie “in between”
planar graphs and all graphs. For a family S of sets, we dene its intersection graph, whose vertices are in
one-to-one correspondence to members of S , and two vertices are adjacent if and only if their corresponding
sets intersect. We will be interested in intersection graphs of sets of geometric objects in the plane.
For example, in unit disk graphs, i.e., intersection graphs of unit-radius disks in the plane, Independent
Set, Hamiltonian Cycle, Vertex Cover can be solved in time 2O˜(
√
n) [1, 39, 16], and k-Coloring can
be solved in time 2O˜(
√
nk) for every k [29, 3]. All these bounds are essentially tight under the ETH, up
to polylogarithmic factors in the exponent. Many algorithms for (unit) disk graphs use the fact that disk
intersection graphs also have small separators. Indeed, Miller et al. showed that the intersection graph of a
family of n disks, such that at most k of them share a single point, has a balanced separator of size O(
√
nk)
[43]. This was later generalized to intersection graphs of families of arbitrary convex shapes that are fat,
i.e., with bounded ratio of the radius of the smallest enclosing circle to the radius of the largest enclosed
circle [48].
It is perhaps interesting to note that, by the celebrated kissing lemma by Koebe [30], every planar graph
is an intersection graph of interior-disjoint disks. Note that in such a representation each point is contained
in at most two disks, so the separator theorem for disk graphs implies the planar separator theorem.
In this paper we are interested in intersection graphs of non-fat geometric objects. In particular, we will
investigate string graphs, i.e., intersection graphs of continuous curves in the plane (see Kratochvíl [31, 32])
and segment graphs, i.e., intersection graphs of straight-line segments (see Kratochvíl and Matoušek [34]).
We can restrict the representation even further and consider k-DIR graphs, which are intersection graphs
of segments using at most k distinct slopes [34]. It is known that planar graphs form another subclass of
segment graphs [7, 19].
1in the O˜(·) notation we suppress polylogarithmic factors
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General string separator theorems have been proven by Fox and Pach [17] and Matoušek [41]. The
following, asymptotically tight version, was shown by Lee [35].
Theorem 1 (Lee [35]). Every string graph withm edges has a balanced separator of size O(
√
m). It can be
found in polynomial time, if the geometric representation is given. 
Observe that since planar graphs are string graphs and have linear number of edges, Theorem 1 implies
the planar separator theorem.
Using the string separator theorem, Fox and Pach [18] showed that Independent Set (and thus Vertex
Cover) can be solved in subexponential time in string graphs. Combining Theorem 1 with their approach
gives the complexity 2O˜(n2/3). The algorithm is a simple win-win strategy: either we have a vertex of large
degree and we branch on choosing it to the solution or not, or all degrees are small and thus there exists a
small balanced separator, which allows us for one step of divide & conquer. Recently, Marx and Pilipczuk
[39] used a dierent approach to obtain a 2O(
√
n)pO(1) algorithm for Independent Set in string graphs,
where p is the number of geometric vertices in the representation.
While the algorithm of Marx and Pilipczuk seems dicult to generalize to other problems, Bonnet and
Rzążewski [6] showed that the win-win strategy of Fox and Pach can be successfully applied to obtain
subexponential algorithms for 3-Coloring, Feedback Vertex Set, and Max Induced Matching. Quite
surprisingly, they showed that for every k > 4, k-Coloring cannot be solved in time 2o(n), even in 2-DIR
graphs, unless the ETH fails. They also showed that assuming the ETH, Dominating Set, Independent
Dominating Set, and Connected Dominating Set do not admit subexponential algorithms in segment
graphs, and Cliqe does not admit such an algorithm in string graphs.
This shows that the complexity landscape in string and segment graphs appears to be much more
interesting than in planar graphs or intersection graphs of fat objects. In order to understand which
problems can be solved in subexponential time, it would be especially desirable to obtain full dichotomy
theorems for some natural families of problems, instead of proving ad-hoc results for single problems.
A natural language to describe these families in a uniform way is provided by graph homomorphisms.
For graphs G and H (with possible loops), a homomorphism from G to H , denoted by h : G → H , is
an edge-preserving mapping from the vertex set of G to the vertex set of H (see the book by Hell and
Nešetřil [25]). A homomorphism h : G → H will be often called an H-coloring of G and we will think
of vertices of H as colors. Note that the notion of homomorphisms is exible and allows us to impose
additional restrictions, such as vertex/edge lists [11, 26] or vertex/edge weights [22]. This way many
well-known problems can be formulated as problems of nding a homomorphism to a certain graph H ,
possibly with additional constraints. For example, k-Coloring is equivalent to a homomorphism to Kk,
and Independent Set is equivalent to a weight-maximizing homomorphism to H = 1 0 (numbers
denote weights of vertices of G mapped to particular vertices of H).
Weighted homomorphisms. Let H = (V (H), E(H)) be a xed graph (with possible loops), and
consider the following computational problem called WHom(H). The instance consists of a graph G =
(V (G), E(G)), a weight function w : (V (G) × V (H)) ∪ (E(G) × E(H)) → R, and an integer k. For
simplicity we also allow −∞ as a weight, but this can be avoided by shifting all weights and using a
suciently small integer to represent the weight corresponding to a forbidden choice. For a homomorphism
h : G → H and for any X ⊆ V (G) ∪ E(G) we dene the weight of X by wh(X) =
∑
x∈X w(x, h(x)).
The weight of h is dened aswh(V (G)∪E(G)). We ask if there exists a homomorphism fromG toH whose
total weight is at least k. It is straightforward to see that this problem generalizes some well-studied variants
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of graph homomorphism problem, including List Homomorphism [11] and Min Cost Homomorphism
[22].
We show the following dichotomy theorem for WHom(H) in string graphs.
Theorem 2. Let H be a xed graph.
(a) If H has no two vertices with two common neighbors, then theWHom(H) problem can be solved in time
2O(n2/3 logn) for string graphs with n vertices.
(b) Otherwise, theWHom(H) problem in NP-complete and cannot be solved in time 2o(n) for segment graphs,
unless the ETH fails.
Very recently Groenland et al. [21] observed that if H has no two vertices with two common neighbors,
then WHom(H) can be solved in time 2O(
√
n) in Pt-free graphs, for every xed t. Note that there are string
graphs with arbitrarily long induced paths, and there are Pt-free graphs that are not string graphs.
The algorithm proving Theorem 2 (a) is a slight adaptation of the win-win approach by Fox and Pach
[18], later extended by Bonnet and Rzążewski [6], and Groenland et al. [21]. The proof of part (b) is
divided into a few cases, depending on the structure of H . In our reductions we try not to use the whole
expressibility of the WHom(H) problem, but aim to obtain hardness even for some natural special cases.
All hardness proofs follow the same pattern – we start with a grid-like arrangement of segments, inducing
a clique or a biclique, and then add constant-size gadgets to encode a specic problem. Note that this
requires the objects to be non-fat and gives some intuition why problems in segment graphs tend to be
harder than in intersection graphs of fat objects, and how the hardest instances look like. Finally, all graphs
we construct are actually Pt-free for some xed t, which, along with the result of Groenland et al. [21],
gives the following dichotomy theorem for Pt-free graphs.
Theorem 3. Let H be a xed graph.
(a) If H has no two vertices with two common neighbors, then for all xed t theWHom(H) problem can be
solved in time 2O(
√
n) for Pt-free graphs with n vertices.
(b) Otherwise, theWHom(H) problem is NP-complete and cannot be solved in time 2o(n) for Pt-free graphs
with n vertices for some xed t, unless the ETH fails.
Locally constrained homomorphisms. Interesting variants of graph homomorphism problems can be
obtained by imposing some additional constrains on the neighborhood of each vertex. A homomorphism h
from G to H is called locally injective (locally bijective, locally surjective) if for every v ∈ V (G) it induces an
injective (bijective, surjective, resp.) mapping between the neighborhood of v and the neighborhood of h(v).
Locally bijective homomorphisms have been studied from combinatorial [15, 13] and computational point
of view [38, 12, 8, 14]. Let LIHom(H), LBHom(H), and LSHom(H) denote, respectively, the computational
problems of determining the existence of a locally injective, bijective, and surjective homomorphism from a
given graph to H .
Some well-known graph problems can be expressed as locally constrained homomorphism. For example,
locally injective homomorphism to the complement of the k-vertex path appears to be equivalent to k-
L(2, 1)-labeling, i.e., a mapping from the vertex set of the input graph to the set {1, 2, . . . , k}, in which
adjacent vertices get labels diering by at least 2, and vertices with a common neighbor get dierent labels
[20, 24]. If H is the complete graph Kk , then LIHom(H) is exactly the k-coloring of the square of the graph
[49, 37]. Finally, if H is a complete graph with k vertices, where every vertex has a loop, then LIHom(H) is
equivalent to the injective k-coloring [27, 23], in which the only restriction is that no two vertices with a
common neighbor get the same color.
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We show that, unlike WHom(H), both LIHom(H) and LBHom(H) can always be solved in subexponential
time in string graphs.
Theorem 4. For every xed graph H , the LIHom(H) problem and the LBHom(H) problem can be solved in
time 2O(
√
n logn) in string graphs.
The LSHom(H) problem appears to be much harder. In particular, we show the following dichotomy for
simple graphsH with ∆(H) 6 2 (observe that if |H| 6 2, the problem can trivially be solved in polynomial
time).
Theorem 5. Let H be a connected simple graph with ∆(H) 6 2 and |H| > 3.
(a) If H ∈ {P3, C4}, then the LSHom(H) problem can be solved in time 2O(n2/3 log3/2 n) for string graphs,
even if geometric representation is not given.
(b) Otherwise, the LSHom(H) problem cannot be solved in time 2o(n) in 2-DIR graphs, unless the ETH fails.
We also show that LSHom(H) cannot be solved in subexponential time for H = . Note that none
of the graphs H , for which we obtain negative results for LSHom(H) problem, has two vertices with two
common neighbors. Thus they are all “easy” cases of WHom(H).
Representation and robust algorithms. When dealing with geometric intersection graphs, we need
to be careful, whether the input consist of the graph along with the representation, or just the graph
(with a promise that a geometric representation exists). This distinction might be crucial, since nding a
representation is often a computationally hard task.
Recognizing string and segment graphs was shown to be NP-hard by Kratochvíl [34], and Kratochvíl
and Matoušek [33], respectively. However, for a very long time it was unclear whether these problems are
in NP. This is because there are string graphs, whose every representation requires exponential number of
crossing points [33] and there are segment graphs, whose every representation requires points with double
exponential coordinates [34, 42]. Finally, Schaefer, Sedgwick, and Štefankovič showed that recognizing
string graph is in NP [46], while recognizing segment graph appears to be complete for the complexity
class ∃R [47, 40]. This is a strong indication that the problem might not be in NP.
For these reasons, it is desirable for an algorithm not to require explicit representation. Such algorithms
are called robust – they either compute a solution, or report that the input graph does not belong to the
required class. All algorithms presented in the paper are robust, but can be made slightly faster, if the
representation is given. On the other hand, all hardness results hold even if the graph is given along with
the geometric representation.
2 Weighted homomorphism problem
In this section we prove Theorem 2. Let us rst discuss the notation and some preliminary observations.
For every vertex v of graph G, let NG(v) denote the set of neighbors of v in G and for any V ′ ⊆ V (G) let
NG(V ′) =
⋃
v∈V ′ NG(v). Let dG(v) = |NG(v)|. If the graph is clear from the context, we will omit the
subscript G and simply write N(v) and d(v). By ∆(G) we denote maxv∈V (G) d(v).
Let us recall the denition of WHom(H). The instance consists of a graph G, an integer k, and a weight
function w : (V (G)× V (H)) ∪ (E(G)× E(H)) → R. For a homomorphism h : G → H and for any
X ⊆ V (G)∪E(G) we dene the weight ofX bywh(X) =
∑
x∈X w(x, h(x)). The weight of h is dened as
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wh(V (G) ∪ E(G)). We ask if there exists a homomorphism, whose weight is at least k. A homomorphism
h : G→ H will be often called a coloring of G and we will think of vertices of H as colors.
We will say that H (with possible loops) has property (?), if it does not contain any pair of vertices u, v
such that |N(u) ∩N(v)| > 2. Note that if H is loopless, then it has property (?) if and only if it does not
contain a copy of C4 as a (non-necessarily induced) subgraph.
2.1 Algorithm
In this section we prove statement (a) of Theorem 2.
Theorem. Let H be a xed graph. If H has no two vertices with two common neighbors, then theWHom(H)
problem can be solved in time 2O(n2/3 logn) for string graphs with n vertices. y
Proof. LetG be a graph andw be a weight function. We will nd a homomorphism fromG toH of maximum
total weight (if one exists). Actually, we will assume that we are additionally given lists L : V (G)→ 2V (H),
and we ask for a homomorphism respecting these lists. Note that this is not really necessary, as list can be
expressed with appropriate choice of weights, but this requires modifying the weight function and makes
the argument more complicated. Dene N := ∑v∈V (G) |L(v)|. Let ` := 2|H|, note that there are at most `
possible lists L(v).
We start with preprocessing the instance. For any two adjacent vertices u and v of G, if L(v) contains
a vertex b ∈ V (H), which is non-adjacent to every vertex from L(u), we can safely remove b from L(u).
Moreover, if there exists a vertex v ∈ V (G), such that L(v) is a singleton, say L(v) = {a}, then we can
map v to a and remove it from G. We repeat these steps while possible, this clearly takes only polynomial
time, as N 6 n|H|. Due to this step, we can assume that every list has at least two elements and for every
uv ∈ E(G) and every a ∈ L(v) there exists a′ ∈ L(u) such that aa′ ∈ E(H).
First, consider the case that G has a vertex v such that d(v) > n1/3. It means that there is a list L,
which is assigned to at least n1/3/` neighbors of v. We observe that there exist a ∈ L(v) and b ∈ L such
that ab 6∈ E(H). Indeed, due to the preprocessing step, |L(v)| > 2 and |L| > 2. So if every element of L(v)
is adjacent to every element of L, then the property (?) is violated.
We branch on assigning a to v: either we remove a from L(v) or we color v with a and update the lists
of neighbors of v by removing from them every non-neighbor of a. In particular, we will remove b from
lists of at least n1/3/` neighbors of v. Let F (N) be the complexity of this step, clearly is it bounded by the
following:
F (N) 6F (N − 1) + F (N − n1/3/`) 6
(
n1/3/`+ 1
)N`/n1/3
62O(N logn/n1/3) 6 2O(n2/3 logn).
In the other case we have that every vertex of G has degree at most n1/3. This means that G has O(n4/3)
edges, so, by Theorem 1, there exists a balanced separator S of size O(n2/3). We can nd S in polynomial
time using the geometric representation, or by exhaustive guessing in time nO(n2/3) = 2O(n2/3 logn), if the
geometric representation is not given. Then, we consider all possible H-colorings of S and run one step of
a standard divide and conquer algorithm. The complexity of this step is nO(n2/3) = 2O(n2/3 logn) and so is
the total combined complexity of the algorithm.
Observe that even if the input graph G is not a string graph, but has an appropriate structure of
separators, the algorithm can still give the correct answer in time 2O(n2/3 logn). Otherwise, the exhaustive
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search for a separator will fail and we can report that G is not a string graph. This means that the presented
algorithm is robust. Moreover, the algorithm can be easily adapted to count all feasible solutions.
2.2 Hardness results
Now we show that property (?) is essential for the existence of subexponential algorithms: for all remaining
graphs H , an algorithm solving WHom(H) for string graphs in subexponential time would contradict the
ETH. To begin with, observe that we can express the property (?) in terms of forbidden subgraphs.
Observation 6. A graph has property (?) if and only if it does not contain any of the seven graphs shown on
the Figure 1 as an induced subgraph. 
(a) (b) (c) (d) (e) (f) (g)
Figure 1: Characterization of property (?) by forbidden induced subgraphs.
Note that to prove Theorem 2 (b), it is enough to show hardness of WHom(H) for graphs H shown
in Fig. 1. Indeed, let H be an induced subgraph of H ′ and consider an instance (G,w, k) of WHom(H).
Dene w′ : V (G)×V (H ′)∪E(G)×E(H ′)→ R as follows: for x ∈ V (G)∪E(G), if a ∈ V (H)∪E(H),
then w′(x, a) = w(x, a), otherwise w′(x, a) = −∞. Note that (G,w′, k) is an instance of WHom(H ′),
equivalent to the instance (G,w, k) of WHom(H).
We prove Theorem Theorem 2 (b) for the graph (a) in Section 2.2.1, for (b) in Section 2.2.2, and for all the
remaining cases in Section 2.2.3. Note that the problem of nding a homomorphism to K4 (the graph (g)) is
exactly 4-Coloring. It is known that assuming the ETH, this problem does not admit a subexponential
algorithm, even for 2-DIR graphs [6].
2.2.1 Maximum Cut.
In this section,H is the graph (a) from Fig. 1. Note that any function h : V (G)→ V (H) is a homomorphism
and thus determining the existence of a homomorphism with just vertex lists and weights is trivial. However,
it becomes more interesting if we include the edge weights.
We denote the vertices of H by a and b, so we have E(H) = {aa, ab, bb} (see Fig. 2). We also dene
the weight function as follows. Let w(v, u) = 0 for every (v, u) ∈ V (G)× V (H), and for every e ∈ E(G)
we set w(e, aa) = w(e, bb) = 0 and w(e, ab) = 1. Note that the value of w(e, f) does not depend on e, so
w is in fact an edge-weighting of H (see Fig. 2).
1
a
0
b
0
Figure 2: Graph H with its corresponding weights dened by w
Observe that the weight of a homomorphism h : G → H equals the number of edges mapped to ab.
Thus nding a homomorphism of maximum weight is equivalent to partitioning the V (G) into two subsets,
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so that the number of edges crossing this partition is maximized. Such a set of edges is called a cut in G
and the computational problem of nding the maximum cut is denoted by Max Cut.
Thus for our result, it is enough to show the hardness of Max Cut on segment graphs.
Theorem 7. There is no algorithm solving Max Cut for segment graphs G on n vertices in the time 2o(n),
unless the ETH fails.
To prove Theorem 7, we present a sequence of linear reductions, starting from a well-known problem
PosNAE 3-Sat. In PosNAE 3-Sat, for a given set of variables U and clauses C , such that every clause
contains at most 3 variables and all of them are non-negated, we ask if there exists a truth assignment
f : U → {0, 1} such that for every clause c ∈ C we have that f(c) = {0, 1}. It is known that, if we assume
the ETH, there is no algorithm to solve PosNAE 3-Sat on n variables in time 2o(n), even if each variable
occurs at most 3 times. We start with the following lemma.
Lemma 8. There is no algorithm solvingMax Cut in time 2o(n) for graphsG on n vertices, even if ∆(G) 6 6,
unless the ETH fails.
Proof. Let Φ = (U,C) be a PosNAE 3-Sat formula such that U = {u1, . . . , un} and C = {c1, . . . , cm}.
We can assume that all clauses are distinct and each clause ci contains 2 or 3 variables, as if |ci| = 1, then
clearly the satisfying assignment does not exist. Let m2 and m3, respectively, be the number of clauses of
each cardinality.
For Φ, we construct a graphG, in which ∆(G) 6 6 and |V (G)| = O(n). For every variable ui we create
a variable vertex xi. For every 2-element clause c = (ui, uj), we add an edge xixj . For every 3-element
clause c = (ui, uj , uk), we add a gadget containing six new vertices l1, r1, l2, r2, l3, r3 and nine new edges
in a way that (l1, xi, r1, l2, xj , r2, l3, xk, r3) induce a 9-cycle (see Figure 3 (a)).
Let us now show that Φ is satisable if and only if G has a cut of size at least m2 + 8m3. First, assume
that Φ is satisable. Let f be a satisfying assignment and let us dene the cut (A,B) of G. For every i, we
set xi ∈ A i f(ui) = 0. Since f is a satisfying assignment, all edges coming from 2-element clauses are in
the cut. If v is not a variable vertex, observe that it is adjacent to exactly one variable vertex xi, and we set
v ∈ A i f(ui) = 1. This way, since f is satisfying, in each clause gadget we have eight edges in the cut,
which gives m2 + 8m3 in total (see Figure 3 (b)).
Now let (A,B) be a cut in G of size at least m2 + 8m3. This means it has size exactly m2 + 8m3, as
|E(G)| = m2 + 9m3 and there are m3 edge-disjoint cycles C9 in G. Moreover, exactly 8 edges from each
clause gadget belong to the cut, so exactly two adjacent vertices are in the same part of cut. This gives us
that for every clause at least one of its variable vertices is in A and at least one is in B (see Figure 3 (b)).
Also, as the cut has size m2 + 8m3, all edges from 2-element clause gadgets must belong to the cut as well.
So the truth assignment f : U → {0, 1} such that f(ui) = 0 i xi ∈ A satises Φ.
a)
xi xj xk
l1
r1 l2 r2 l3
r3
b)
xi xj xk
l1
r1 l2 r2 l3
r3
Figure 3: (a) A construction of gadget for a clause c = (ui, uj , uk) and (b) a maximum cut in this gadget.
Finally, we observe that as each variable occurred in at most 3 clauses, we have m 6 3n, so |V (G)| 6
n+ 6m = O(n), which completes the proof.
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We say that a cut (A,B) of G is a bisection, if |A| = |B|. We will use the following lemma, which says
that Max Cut remains hard for graphs G of bounded degree, even if every maximum cut in G is a bisection.
Lemma 9. Assuming the ETH, there is no algorithm solving Max Cut in time 2o(n) for a graph G on n
vertices, even if ∆(G) 6 7 and every maximum cut in G is a bisection.
Proof. Let (G, k) be an instance of Max Cut, such that ∆(G) 6 6 and |V (G)| = n. Construct a graph
F as follows: take a copy of G, denoted by G′, and for each its vertex v add a vertex v′ and an edge vv′.
Clearly, |V (F )| = 2n and ∆(F ) 6 7.
First, we observe that if (AF , BF ) is a maximum cut of F , then it is a bisection. Assume the opposite, i.e.,
(AF , BF ) is a maximum cut such that |AF | < |BF |. As |V (G′)| = |V (F ) \V (G′)|, there exists v ∈ V (G′),
such that v, v′ ∈ BF . Note that (AF ∪ {v′}, BF \ {v′}) is a cut of larger size, a contradiction.
Now let us show that graph G has a cut of size at least k if and only if there exists a bisection in F
of size at least n + k. Assume that (A,B) is a cut in G of size at least k. Let (AF , BF ) be a cut in F
such that every vertex v of G′ is in AF i v ∈ A, and every vertex v′ ∈ V (F ) \ V (G′) is in AF i its
neighbor is in B. Note that (AF , BF ) is a bisection, because |AF | = |BF | = |A|+ |B|. There are at least k
edges between AF ∩ V (G′) and BF ∩ V (G′) and another n edges between V (G′) and V (F ) \ V (G′), so
(AF , BF ) is a bisection of F of size at least n+ k. For the converse, assume that (AF , BF ) is a bisection
in F of size at least n + k. Observe that at most n edges in F do not belong to E(G′), which means
(AF ∩ V (G′), BF ∩ V (G′)) is a cut of G of size at least k.
This, combined with Lemma 8, completes the proof.
Finally, we are ready to prove Theorem 7.
Theorem 7. There is no algorithm solving Max Cut for segment graphs G on n vertices in the time 2o(n),
unless the ETH fails.
Proof. Let (G, k) be a given instance of Max Bisection, such that ∆(G) 6 7 and every maximum cut in G
is a bisection. Let V (G) = {v1, . . . , vn} and m := |E(G)|. We provide an instance G∗ of Max Cut, where
G∗ is a segment graph, such that G has a bisection of size at least k if and only if G∗ has a cut of size at
least n2 + 32n+ 4m+ 2k, which equivalently means that there exists a homomorphism from G to H of
weight at least n2 + 32n+ 4m+ 2k.
We start constructing G∗ with two sets X = {x1, . . . , xn} and Y = {y1, . . . , yn} of segments. The
segments of each set intersect in a single point, and all segments altogether are arranged in a grid-like
manner (see Figure 4).
...
. . .
n
n
Crossing point of X
Crossing point of Y
Figure 4: First step of the construction of G∗.
For each vertex vi of G, we add a vertex gadget on the intersection of xi and yi. It contains a set Di
of 16 parallel non-overlapping segments, crossing both xi and yi (see Figure 5). For each edge vivj of G
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we dene an edge gadget on the intersection of xi and yj by putting two additional segments αij and βij ,
crossing each other and, respectively, xi or yj . Note that each edge of vivj of G is represented by two edge
gadgets, one on the intersection of xi and yj , and another one on the intersection of xj and yi. Dene
Ei :=
⋃
vj∈N(vi){αij , βij}.
(a)
16
xi
yi (b)
xi
yj
αij
βij
Figure 5: (a) A vertex gadget for vi ∈ V (G) and (b) an edge gadget for vivj ∈ E(G).
We say a homomorphism h : G∗ → H is pretty, if the following properties are satised:
P1. |h(Di)| = 1 for every vi ∈ V (G),
P2. h(xi) = h(yi) and h(xi) 6∈ h(Di) for every vi ∈ V (G),
P3. h(αij) 6= h(xi) and h(βij) 6= h(yj) for every vivj ∈ E(G).
Claim. If there exist a homomorphism h : G∗ → H of weight p, then there exists a pretty homomorphism
from G∗ to H of weight at least p.
Proof of Claim. Consider a homomorphism h : G∗ → H . Note that recoloring all segments in Di to the
color other than h(xi) does not decrease the weight, so we can assume that P1 holds for h. So suppose that
P2 does not hold and let vi be a vertex for which h(xi) 6= h(yi), without loss of generality h(xi) = a. Let
A (B, resp.) be the set of segments from (X ∪ Y ) \ {xi, yi}, that are mapped to a (b, resp.) by h.
Case 1: If |A| > |B|, then consider a homomorphism h′ : G∗ → H , obtained from h by recoloring xi to b
and all segments in Di to a. We will show that wh′(E(G∗)) > wh(E(G∗)). Clearly, the weight can dier
only on edges which have at least one endpoint in the set Di ∪ {xi, yi}, denote the set of these edges by
E′. First, let us count the edges from E′ that were mapped to ab by h, i.e., that contribute to wh(E(G∗)).
There are |A| + |B| + 1 such edges with both endpoints in X ∪ Y , 16 with one endpoint in Di and at
most 14 with one endpoint in Ei, which gives at most |A|+ |B|+ 31 in total. Now let us count the edges
from E′ that are mapped to ab by h′. There are 2|A| such edges with both endpoints in X ∪ Y , 32 with
one endpoint in Di and some number (possibly zero) of edges with one endpoint in Ei. Observe that
wh′(E(G∗))− wh(E(G∗)) > (2|A|+ 32)− (|A|+ |B|+ 31) > 0.
Case 2: If |A| < |B|, then we consider a homomorphism h′ : G∗ → H , obtained from h by recoloring yi to
a and all segments in Di to b. With the reasoning analogous to the one in Case 1, we show that the weight
of h′ is at least the weight of h.
After at most n such recolorings, we receive a homomorphism satisfying P1 and P2, so now we will
assume that P1 and P2 hold in h. Suppose that there is vivj violating P3. Again, we recolor some segments
to obtain a new homomorphism h′. If h(xi) = h(yj), then we recolor αij and βij to the color other than
h(yi). If h(xi) 6= h(yj), then we color αij with the color h(yj), and βij with the color h(xi). Again, observe
that the weight of h′ is not lower than the weight of h and h′ still satises P1 and P2. Repeat this for every
edge which does not satisfy P3. This way, after at most 2m steps, we obtain a pretty homomorphism. 
Now let us show that G has a bisection of size at least k if and only if there exists homomorphism from
G∗ to H of weight at least n2 + 32n+ 4m+ 2k, i.e., a cut in G∗ of size at least n2 + 32n+ 4m+ 2k.
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First assume there exists a bisection (AG, BG) of G of size at least k. Let us dene a homomorphism h :
G∗ → H . For every vi ∈ AG, we set h(xi) = h(yi) = a, and for every vi ∈ BG, we set h(xi) = h(yi) = b.
Moreover, for every i, we color all segments from Di with the color other than h(xi). Finally, note that
every αij and every βij has exactly one neighbor in X ∪ Y , and we color it with the color other than the
color of this neighbor.
Let us count edges mapped to ab. Clearly, there are n2 such edges with both endpoints in X ∪ Y , and
another 32n in vertex gadgets. For every i, j, such that vivj is in the cut (AG, BG), we get another three
edges mapped to ab from the edge gadget, which gives 6k in total (recall that each edge is represented
twice). If vivj is not in the cut, then only two edges from each edge gadget are mapped to ab, which gives
4(m− k) edges in total. Summing up, the weight of h is n2 + 32n+ 4m+ 2k.
Now let h : G∗ → H be a homomorphism of weight at least n2 + 32n+ 4m+ 2k. According to Claim
1, we can assume that h is pretty. Dene a partition (AG, BG) of V (G) in the following way: if h(xi) = a,
then vi ∈ AG and if h(xi) = b, then vi ∈ BG. Let k′ be the number of edges between the sets AG and BG.
As h is pretty, we can easily count the edges mapped to ab. There are at most n2 such edges between
the vertices of X ∪ Y , 32n edges with one endpoint in ⋃i∈[n]Di, and 4m + 2k′ edges with at least one
endpoint in
⋃
i∈[n]Ei. This means that h has weight of at most n2 + 32n+ 4m+ 2k′. As we assumed that
the weight is at least n2 + 32n+ 4m+ 2k, this implies that k′ > k. This means that there exists a cut in G
of size at least k. As we know that each maximum cut of G is a bisection, we know that there also exists a
bisection of G of size at least k.
To complete the proof, we observe that G∗ has 18n+ 4m 6 30n = O(n) vertices.
2.2.2 Minimum odd-cycle transversal.
Now let us consider the case when H is the graph (b) in Figure 1. This time we will consider a vertex-
weighted variant. Denote the vertices of H by a, b, c, where a is the vertex with the loop. All edge-weights
are set to 0. For vertex weights, for every v ∈ V (G) we set w(v, b) = w(v, c) = 1 and w(v, a) = 0. Note
that again the weights do not depend on the choice of v, so we can think of w as a vertex-weighting of H
(see Figure 6).
0
a1b
1c
Figure 6: Graph H with its corresponding weights dened by w
We observe that nding a homomorphism of maximum weight is equivalent to the problem of nding the
maximum number of vertices ofGwhich induce a bipartite subgraph, or, equivalently, the minimum number
of vertices, whose removal destroys all odd cycles. This problem is known as Odd Cycle Transversal. We
will show the following.
Theorem 10. The Odd Cycle Transversal problem in 2-DIR graphs with n vertices cannot be solved in time
2o(n), unless the ETH fails.
Proof. This time we will reduce from the Independent Set problem, which cannot be solved in time 2o(n),
even if the input graph has a bounded maximum degree. Let (G, k) be an instance of Independent Set,
such that V (G) = {v1, . . . , vn}, |E(G)| = m = O(n). We will construct a segment graph G∗, which
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admits a homomorphism to H of weight at least 7n+ 2m+ k if and only if G has an independent set of
size at least k.
We start the construction of G∗ with introducing the set X = {x1, . . . , xn} of disjoint, parallel,
horizontal segments and the set Y = {y1, . . . , yn} of vertical segments, such that X and Y form a grid.
For every vertex vi, on the intersection of xi and yi we add a vertex gadget shown on Figure 7 (a). Let
Di = {d1, . . . , d7}. For every i, j, such that vivj ∈ E(G), on the intersection of xi and yj we add an edge
gadget shown on Figure 7 (b). Note that again each edge is represented by two edge gadgets.
xi
yid1 d2
d3
d4d5
d6
d7
(a)
xi
yi
eij(b)
Figure 7: (a) A vertex gadget for vi ∈ V (G) and (b) an edge gadget for vivj ∈ E(G).
We say that a homomorphism h : G∗ → H is pretty, if
P1. h(eij) ∈ {b, c} for every vivj ∈ E(G),
P2. h(xi) = a i h(yi) = a for every vi ∈ V (G).
P3. if h(xi) = h(yi) = a, then wh(Di) = 7, otherwise wh(Di) = 6.
Claim. Let p > 7n+ 2m. If there exist a homomorphism h : G∗ → H of weight p, then there exists a pretty
homomorphism from G∗ to H of weight at least p. y
Proof of Claim. First, observe that it is impossible that {b, c} ⊆ h(X). Indeed, in such a case we would
have h(Y ) = {a}, and for every vi ∈ V (G) such that h(xi) ∈ {b, c}, the total weight of Di is at most 6.
Since the total weight of all segments in edge gadgets is at most 2m, we obtain that p 6 n+ 6n+ 2m, a
contradiction. Analogously we can show that {b, c} 6⊆ h(Y ). Thus, by symmetry, we may assume that
h(X) ⊆ {a, b} and h(Y ) ⊆ {a, c}.
Assume that P1 is not satised. Let E′ be the union of sets {eij , xi, xj , yi, yj} over all i, j violating
P1, i.e., for which eij = a. We will show that we can recolor some vertices from E′ in order to obtain
a homomorphism h′ with weight at least p, satisfying P1. We will use the iterative procedure described
below; if the color of some vertex is not specied, it means that it is not changed.
Step 1. For any eij ∈ E′ such that h(xi) = a or h(yj) = a set h′(eij) = b or h′(eij) = c, respectively.
Observe that h′ is a homomorphism and clearlywh′({eij}) > wh({eij}), so the total weight is not decreased.
Step 2. For any eij ∈ E′ such that h(eji) ∈ {b, c} observe that h(xj) = a or h(yi) = a. If h(xj) = a, then
set h′(yj) = a and h′(eij) = c. Otherwise, set h′(xi) = a and h′(eij) = b. After that, go back to the Step 1.
Note that h′ is a homomorphism and wh′({yj , eij , xi, eij}) = wh({yj , eij , xi, eij}).
Step 3. If there is still some eij ∈ E′, observe that h(xi) = h(xj) = b and h(yi) = h(yj) = c and
h(eij) = h(eji) = a. Set h′(xi) = h′(yi) = a and h′(eij) = h′(eji) = b, then go back to the Step 1. We
note that h′ is a homomorphism and wh′({xi, yi, eij , eji}) = wh({xi, yi, eij , eji}).
We may change colors of vertices from (X ∪ Y ) ∩ E′ more than once, but we always remove eij from
E′ and thus the procedure terminates after at most 2m steps. Thus from now on we may assume that P1
holds for h.
Now assume that P2 does not hold, without loss of generality suppose that h(xi) = b and h(yi) = a.
Observe thatwh(Di) 6 6. Leth′ be obtained fromh by recoloring the segmentxi to the color a, the segments
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d1, d3, d5, d6 to the color b, and the segments d2, d4, d7 to the color c. Clearly, h′ is a homomorphism and
its weight is at least the weight of h. Moreover, if P1 holds for h, then it holds in h′ as well. After at most n
such recolorings we obtain a homomorphism satisfying P1 and P2.
Finally, suppose that P3 is violated for some i. If h(xi) = h(yi) = a, we can safely color d1, d3, d5, d6
to b and d2, d4, d7 to c. If h(xi) = b and h(yi) = c, then note that at least one segment from the gadget
must be colored to a. We can color d7 with a and other segments from Di with b and c. Note that this does
not decrease the weight. We repeat this step while possible, and after at most n steps we obtain a pretty
homomorphism. 
Now let us show that G has an independent set of size at least k if and only if there exists a homomor-
phism G∗ → H of weight at least 7n+ 2m+ k. First, let I be an independent set in G, such that |I| > k.
Dene a mapping h : V (G∗)→ {a, b, c} as follows. For every vi ∈ I , we color d7 to a and xi, d3, d4, d6 to
b and yi, d1, d2, d5 to c. For every vi /∈ I we set xi, yi to a and d1, d3, d5, d6 to b and d2, d4, d7 to c. Note
that for every edge vivj we either have h(xi) = a or h(yj) = a, so we can always color eij with the color b
or c. Observe that the weight of such dened h is at least 2k + 6k + 7(n− k) + 2m = 7n+ 2m+ k.
Now assume that there exists a homomorphism h : G∗ → H of weight at least 7n + 2m + k. By
Claim 2 we can assume that h is pretty. Let I be the set of vertices vi of G, such that h(xi) = b and
h(yi) = c. If I is not independent, then there exist vivj ∈ E(G), such that h(xi) = h(xj) = b and
h(yi) = h(yj) = c. But then observe it implies that h(eij) = h(eji) = a, which contradicts the fact that h
is pretty. Let k′ be the size of I and compute the weight of h. Since h is pretty, every eij contributes to
the total weight. Moreover, 2k′ vertices from (X ∪ Y ) contribute to the weight. Finally, for every vi ∈ I
we have wh(Di) = 6 and for every vi /∈ I we have wh(Di) = 7. Summing up, the total weight of h is
2m+ 2k′ + 6k′ + 7(n− k′) = 7n+ 2m+ k′. Since this is at least 7n+ 2m+ k, we conclude that k′ > k
and thus I is an independent set with at least k vertices.
Finally, we observe that |V (G∗)| 6 2n+ 7n+ 2m = O(n), which completes the proof.
2.2.3 Other cases.
Now we show the hardness result, when the target graph isC4, i.e., the graph (c) in Figure 1. This is actually
the only place we use (almost) full expressibility of the WHom(H) problem, i.e., the fact that edge weights
may vary for dierent vertices of G. The graph created in the reduction will be a complete bipartite graph
and most information will be encoded by the edge weights. Note that this is quite similar to the observation
by Bodlaender and Jansen that Weighted Max Cut is NP-complete even for complete graphs [4].
Theorem 11. The WHom(C4) problem in 2-DIR graphs with n vertices cannot be solved in the time 2o(n),
unless the ETH fails.
Proof. Again, we will show a reduction from Independent Set. The proof is analogous to the proof of
Theorem 10, but simpler. However, this time we will make use of edge weights.
Let a, b, c, d be consecutive vertices of C4. We will build an instance G∗ of WHom(C4). To dene vertex
weights, we set w(v, a) = w(v, b) = 1 and w(v, c) = w(v, d) = 0 for every v ∈ V (G∗) (see Figure 8).
Let (G, k) be an instance of Independent Set with V (G) = {v1, . . . , vn} and |E(G)| = m = O(n).
Exactly like in section 2.2.2, we build a grid from two sets X = {x1, . . . , xn} and Y = {y1, . . . , yn}, each
containing n disjoint parallel segments. There are no additional gadgets this time, only edge weights dened
as follows. For every i ∈ [n], we set w(xiyi, e) = 0 if e ∈ {ab, cd} and w(xiyi, e) = −∞ otherwise. For
every i, j, such that vivj ∈ E(G), we set w(xiyj , e) = 0 if e ∈ {cb, cd, ad} and w(xiyj , ab) = −∞. All
remaining edge weights are set to 0.
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0 0
a
d
b
c
Figure 8: Graph C4 with its corresponding vertex weights dened by w.
We claim that G has an independent set of size at least k if and only if there exists a weighted list
homomorphism h : G∗ → C4 of weight at least 2k. Note that in order to obtain a homomorphism with
positive weight, no edge can obtain the weight −∞. So edge weights are actually edge lists. First, suppose
there exists an independent set I of size at least k in G. We dene a mapping h as follows. For every i, such
that vi ∈ I , we set h(xi) = a and h(yi) = b. For every i, such that vi /∈ I , we set h(xi) = c and h(yi) = d.
Note that h is a homomorphism from G∗ to C4. Moreover, if vi ∈ I , then h(xiyi) = ab and if vi /∈ I , then
h(xiyi) = cd, so always wh(xiyi) 6= −∞. Also, note that for every edge xiyj of G we have h(xiyj) 6= ab,
because I is an independent set. This means that no edge gets weight −∞ in h. Clearly the weight of h is
at least 2k.
Now assume that there exists a homomorphism h : G∗ → C4 with weight at least 2k, respecting the
lists. Observe that G∗ is bipartite, so one of its bipartition classes must be mapped to {a, c} and another
one to {b, d}. Without loss of generality assume that h(X) ⊆ {a, c}. Dene a subset I of the vertices of G
as follows: vi ∈ I if and only if h(xi) = a. Let k′ := |I|. We need to show that I is an independent set and
k′ > k.
First, observe that for every vi ∈ V (G) we have that h(xiyi) ∈ {ab, cd}, so h(xi) = a if and only if
h(yi) = b. This means there are 2k′ vertices of G∗ mapped to a or b. The weight of h is at least 2k, so
k′ > k. To show that I is independent, assume that there exists vivj ∈ E(G) such that {vi, vj} ⊆ I . It
means that h(xi) = a and h(yj) = b, but then the weight of ab in h is −∞, a contradiction. So G has an
independent set of size at least k.
To complete the proof, note that graph G∗ has 2n vertices.
Note that Theorem 11 implies the hardness for all graphs H that contain C4 as a subgraph. It is because
we can set the edge weights related to vertices and edges which do not belong to C4 to−∞. This completes
the proof of Theorem 2 (b).
3 Locally injective and locally bijective homomorphism
Now let us turn our attention to two other variants of the graph homomorphism problem, i.e., locally
injective and locally bijective homomorphism. Recall that for a xed H , the LIHom(H) (LBHom(H), resp.)
problem asks if a given graphG admits a homomorphism h toH with a restriction that for every v ∈ V (G),
the mapping h is injective (bijective, resp.) on the set NG(v). Local injectivity can be equivalently seen as
“no two vertices of G with a common neighbor may be mapped to the same vertex of H”. Moreover, every
locally bijective homomorphism is also locally injective.
We show that unlike the WHom(H), both LIHom(H) and LBHom(H) can be solved in subexponential
time on string graphs for every H . The crucial observation is all yes-instances have bounded degree.
Theorem 4. For every xed graph H , the LIHom(H) problem and the LBHom(H) problem can be solved in
time 2O(
√
n logn) in string graphs.
Proof. First, we prove the statement for LIHom(H), and then for LBHom(H).
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Locally injective homomorphisms. To ensure consistency of solutions found in recursive calls, we
will solve a more general problem. First, every vertex v of G is equipped with a list L(v) of vertices of H ,
and we ask for a locally injective homomorphism respecting these lists. Second, we are given a subset X
of vertices of G and a function σ : X → 2V (H). We require that in a solution h, for every vertex v ∈ X
it holds that h(NG(v)) = σ(v), i.e., σ(v) is the set of colors appearing on the neighbors of v. Clearly, if
L(v) = V (H) for every v, and X = ∅, then we obtain the LIHom(H) problem. The algorithm will be
recursive and the constrains related to the set X will be checked at leaves of tree of recursive calls.
Observe that if G has a vertex with degree larger than |H|, there is no way to map in an injective way.
Thus in this case we immediately report a no-instance. So let us assume that every vertex has degree at
most |H|, which means that G has O(|H|n) edges and thus, by Theorem 1, there is a balanced separator S
of size O(
√
m) = O(
√
n), which can be found in time 2O(
√
n logn) by exhaustive search or in polynomial
time, using the geometric representation. Let V1, V2 be sets such that V (G) = V1 unionmulti V2 unionmulti S, there is no
V1-V2-path in G− S, and V1, V2 6 c′ · n for a constant c′.
Let h be a xed (unknown) solution. For each v ∈ S, we exhaustively guess the color h(v) (respecting
the list L(v)) and the sets σ1 := h(NG(v)∩V1) and σ2 := h(NG(v)∩V2), respecting σ(v), if v ∈ X . Note
that, as h is locally injective, σ1 and σ2 are disjoint. Then recursively solve the problem in G1 := G[V1 ∪S]
and G2 := G[V2 ∪ S]. In the recursive calls we set L(v) = {h(v)} for every v ∈ S. Moreover, we include
each such v in X and set σ(v) = σ1 in the recursive call for G1 and σ(v) = σ2 in the call for G2. This
ensures that no vertex from S has two neighbors of the same color, one in each ofG1, G2. The total number
of recursive calls is at most (|H| · 3|H|)|S| = 2O˜(
√
n) and the complexity of the whole algorithm is also
2O(
√
n logn).
Locally bijective homomorphisms. The proof follows very similarly to the previous case. It varies
only in the part in which we guess the colors of vertices belonging to the separator S. Again, let h be a
xed, unknown solution. Observe that as h is locally bijective, each vertex v of G must be mapped by h to
a vertex of equal degree. To ensure that, when guessing the color of v ∈ S, we just remove from L(v) all
elements a for which dG(v) 6= dH(a).
As mentioned, locally injective homomorphisms generalize some well-studied graph labeling problems,
so Theorem 4 implies the following.
Corollary 12. For any xed k, (i) the k-L(2, 1)-labeling, (ii) the k-coloring of the square of a graph, (iii) the
injective k-coloring, can be solved in time 2O˜(
√
n) in string graphs. 
On the other hand, as every planar graph is a segment graph [7, 19], hardness results for planar graphs
can be used to derive ETH-lower bounds for LIHom(H) – in particular, the following ones follow from
the hardness results for k-L(2, 1)-labeling [10], 7-coloring of the square of a graph [37], and injective
3-coloring [2].
Theorem 13 (Eggemann et al. [10], Ramanathan, Lloyd [37], Bertossi, Bonuccelli [2]). Unless the
ETH fails, there is no algorithm for LIHom(H) in segment graphs working in time 2o(
√
n), where H is (i) the
complement of a path with at least 4 vertices, (ii) a complete graph with 7 vertices, (iii) a triangle with additional
loop on its every vertex. 
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4 Locally surjective homomorphism
In this section we consider the problem of locally surjective homomorphism, denoted by LSHom(H). For
a xed graph H , the LSHom(H) problem asks whether a given graph G admits homomorphism to H ,
which is surjective on NG(v) for every v ∈ V (G). In other words, if h(v) = a, then every neighbor of
a must appear on some neighbor of v. If there exists a locally surjective homomorphism from G to H ,
we denote this fact by by G s−→ H . For a homomorphism h : G → H we say that a vertex v is happy if
h(NG(v)) = NH(h(v)). Clearly h is locally surjective if every vertex of G is happy.
We aim to prove Theorem 5, i.e., prove a dichotomy for simple target graphs H with ∆(H) 6 2. Let us
start with a simple observation, that will be used many times.
Observation 14. Let h : G s−→ H and δ(H) > 1. For every v ∈ V (G) it holds that:
a) degG(v) > degH(h(v)). In particular, if degG(v) = 1, then degH(h(v)) = 1,
b) if degG(v) = degH(h(v)) = 2, then h(v1) 6= h(v2) for distinct neighbors v1, v2 of v. 
4.1 Paths
In this section, the the target graph is a path Pk with consecutive vertices 1, 2, . . . , k.
First, let us discuss the case, when k = 3. Let G be an instance of LSHom(P3). By Theorem 14 a) we
can assume that G does not have isolated vertices. We can also assume that an input graph G is bipartite
with bipartition classes X and Y , as otherwise any homomorphism to P3 cannot exist. Moreover, in any
homomorphism, one of bipartition classes, say Y , will be entirely mapped to 2. Note that since no vertex
is isolated, vertices of X will always be happy. Thus G s−→ P3 if and only if one can color vertices of X
with two colors (1 and 3), so that every vertex from Y has at least one neighbor in each color. We observe
that this is exactly the Not All Eqal Sat problem, where G is an incidence graph of the input formula.
From this we conclude that LSHom(P3) does not have a subexponential algorithm in general graphs, but is
solvable in polynomial time in planar graphs (since Planar Not All Eqal Sat is in P, see Moret [44].
Moreover, the list variant of LSHom(P3) in planar graphs in NP-complete, see Dehghan [9].
The win-win approach of Theorem 2 (a) cannot be directly applied for LSHom(P3), as there is no good
branching on a high-degree vertex. Instead, we will use the following result.
Theorem 15 (Lee [35]). There is a constant c > 0 such that for every t > 1, it holds that every Kt,t-free
string graph on n vertices has at most c · n · t log t edges.
Now we can show that LSHom(P3) can be solved in subexponential time in string graphs.
Theorem 16. LSHom(P3) can be solved in time 2O(n
2/3 log3/2 n) for string graph onn vertices, even if geometric
representation is not given.
Proof. We assume an instance graph G has no isolated vertices and is bipartite, with bipartition classes
X and Y . Note that G is a yes-instance if and only if there is a homomorphism hX : G s−→ P3, such that
hX(X) = {1, 3} and hX(Y ) = {2}, or homomorphism hY : G s−→ P3, such that hY (Y ) = {1, 3} and
hY (X) = {2}. Let us assume that X is mapped to {1, 3}, the algorithm will be called twice with roles of
X and Y switched. Again, we will solve a more general problem, in which we dene an additional function
σ : Y → 2{1,3} and ask for an existence of a homomorphism h : G→ P3, such that σ(y) ⊆ h(NG(y)) for
every y ∈ Y . Clearly, if σ ≡ {1, 3}, then we obtain the LSHom(P3) problem.
First, we observe that if G has at most c3 · n4/3 logn edges (where c is a constant from Theorem 15),
then we can nd a balanced separator S of size O(n2/3 log1/2 n) in time 2O(n2/3 log3/2 n). Denote by V1, V2
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the sets such that V (G) = V1 unionmulti V2 unionmulti S and there is no V1-V2-path in G− S. We exhaustively guess h(x)
for every x ∈ S ∩X and the partition σ1 unionmulti σ2 of σ(y) \ h(NG(y) ∩ S) for every y ∈ S ∩ Y . Then, for
every possibility, we consider graphs G1 := G[V1 ∪ S] and G2 := G[V2 ∪ S], in which vertices of S are
already colored. For every y ∈ S ∩ Y we set σ(y) = σ1 if y ∈ V (G1) or σ(y) = σ2 otherwise. Then,
for every x ∈ S ∩ X , we remove h(x) from σ(y), for every neighbor y of x, and nally we remove x
from the instance. If there exists y for which σ(y) = ϕ, we also remove y. Then, if any isolated vertex
x ∈ X appears, we remove it too, as it means that σ(y) of its every neighbor y was already empty, so the
color of x does not matter. We call the algorithm recursively for graphs G1 and G2, together with their
corresponding functions σ. Note that G1 or G2 may contain an isolated vertex y ∈ Y with σ(y) 6= ϕ,
in this case we terminate the current recursive call. Observe that the total number of recursive calls is
2|X∩S| · 4|Y ∩S| = 2O(n2/3 log1/2 n) and the overall complexity of this step is 2O(n2/3 log3/2 n).
If G has more than c3 · n4/3 logn edges, we know from Theorem 15 that it has a bipartite subgraph
Kn1/3,n1/3 . We nd it exhaustively in time nO(n
1/3) = 2O(n1/3 logn). Let X ′ ⊆ X and Y ′ ⊆ Y be its
bipartition classes. We branch on three possibilities. Either we set h(x) = 1 for every x ∈ X ′, or h(x) = 3
for every x ∈ X ′ or we choose x1, x2 ∈ X ′ and set h(x1) = 1 and h(x2) = 3. In rst two cases we can
proceed to the graph G−X ′ (and remove h(X ′) from σ(y) of every y ∈ N(X ′)), and in the last case we
can remove Y ′, together with x1 and x2 (also adjusting the function σ for their neighbors), as all elements
of Y ′ are happy. Denote by F (n) the complexity of this step and observe that
F (n) 6 2O(n1/3 logn) + 2F (n− n1/3) + n2/3F (n− n1/3) 6 2O(n2/3 logn),
so the total complexity of algorithm is also 2O(n2/3 log3/2 n).
For paths with at least 4 vertices, the existence of subexponential algorithms are unlikely.
Theorem 17. For any k > 4, the LSHom(Pk) problem on 2-DIR graphs with n vertices cannot be solved in
time 2o(n), unless the ETH fails.
Proof. Let k > 4 be xed. We reduce from 3-Sat, consider an instance Φ of 3-Sat with variables u1, . . . , un
and clauses c1, . . . , cm. We assume that every variable u appears at least once as positive and once as
negative literal. Indeed, otherwise we can set its value and remove it from the formula, along with all
clauses containing u.
For each occurrence of a variable ui in a clause, we introduce a vertical occurrence segment x. We
denote the sets of positive and negative occurrence segments of ui by Xi and X˜i respectively. Let X =⋃
i∈[k](Xi ∪ X˜i). We place the elements of X in a following order: leftmost segments from X1, then the
ones from X˜1, X2, X˜2, etc. Moreover, each segment is slightly shorter than the one on its left (see Figure
12 (a)). For each clause cp, we introduce a horizontal clause segment yp, intersecting all segments from X .
Let Y = ⋃p∈[m] yp. We also we add a vertical path T = (t1, . . . , t2k−1) on the right side of the picture. For
each y ∈ Y we introduce a horizontal segment y′ on the right side of y, which intersects y and t1. Let Y ′
be the set of all these segments y′. For every x ∈ X we add a horizontal path (q1, . . . , qk−3) such that q1
intersects x and qk−3 intersects tk.
For each ui we add a variable gadget on top of its occurrence segments. It is a path (ri1, . . . , ri2k−3)
such that ri1 (ri2k−3, resp.) intersects all segments from Xi (X˜i, resp., see Figure 9 (a)). Now consider an
occurrence segment xi, and let cp be the clause containing this particular occurrence of a variable. On the
intersection of xi with yp we introduce a membership gadget, containing two segments αi and βi, crossing
each other and xi or yp, resp. Also, we add a path (s1, . . . , s2k−4) such that s1 and s2k−4 also intersect αi
and βi, resp. (see Figure 9 (b)). Let Ei be the set of segments of the membership gadget of xi.
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Figure 9: Construction of gadgets for both Theorems 17 and 19. (a) A variable gadget for H = Pk. If
H = Ck, then the path should contain k − 1 segments. (b) A membership gadget. The path between αi
and βi contains 2k − 4 segments if H = Pk or k − 2 segments if H = Ck. If H = C3, the only segment
from the path is placed on αi in a way that it intersects βi but not xi.
Assume that there exists h : G s−→ Pk. We will show the satisfying truth assignment ϕ of Φ. First, note
that without loss of generality h(t2k−1) = 1, as deg(t2k−1) = 1. From Obs. 14 b) we get that h(tk) = k
and h(t1) = 1. It implies that h(Y ′) = 2 and, by Obs. 14 b), h(Y ) = 3. Moreover, as h(tk) = k, then for
every x ∈ X its corresponding path between x and tk can be colored in only one way, and h(X) = 2.
Also, for every vi ∈ V (G) it holds that {h(ri1), h(ri2k−3)} = {1, 3}. Dene ϕ as follows: if h(ri1) = 1, then
ϕ(ui) = 1, if h(ri2k−3) = 1, then ϕ(ui) = 0. Assume that there exists a clause cp, which is not satised by
ϕ, and let xi, xj , xl be the occurrence segments corresponding to the literals of cp. As all literals of cp are
false, the neighbors of xi, xj , xl in their variable gadgets are mapped to 3. To make xi, xj , xl happy, we
need to have h(αi) = h(αj) = h(αl) = 1, which implies that h(βi) = h(βj) = h(βl) = 2. But then yp is
not happy, a contradiction.
Now we show that if Φ has a satisfying assignment ϕ, then there exists h : G s−→ Pk . We set the coloring
h of all segments of G, which do not belong to variable or membership gadgets, exactly like in previous
step. If ϕ(ui) = 1, we set h(ri1) = 1 and h(ri2k−3) = 3. Otherwise, h(ri1) = 3 and h(ri2k−3) = 1. In both
there is only way to color the path (ri2, . . . , ri2k−4) in a locally surjective way.
Observe that every xi ∈ X which is adjacent to ri1 if ϕ(ui) = 1 or to ri2k−3 if ϕ(ui) = 0 is already happy.
In this case we set h(αi) = 3 and h(βi) = 4, and color s1, s2, . . . , s2k−4 with 2, 1, 2 . . . , k−1, k, k−1, . . . , 5
(or 2, 1, 2, 3 for k = 4). If the neighbor of xi ∈ X is not mapped to 1 (i.e., xi corresponds to a false literal),
we must make it happy by setting h(αi) = 1, which implies that h(βi) = 2. We color the path s1, . . . , s2k−4
with 2, 3, . . . , k − 1, k, k − 1, . . . , 3. This makes all segments inside Ei happy.
Finally, observe that each since ϕ is a satisfying assignment, each clause cp contains a true literal xi,
and thus yp has a nieghbor βi mapped to 4, so each variable segment is happy. This means that h is a locally
surjective homomorphism.
4.2 Cycles
In this section we assume that the target graph is a cycle with consecutive vertices 1, 2, . . . , k (so 1 is
adjacent to k). Let us start with the case k = 4.
Theorem 18. LSHom(C4) can be solved in time 2O(n
2/3 log3/2 n) for string graph on n vertices, even if a
geometric representation is not given.
Proof. Again, we assume that an instance graph G is bipartite with bipartition classes X and Y , without
isolated vertices. Clearly in any solution h we either have h(X) = {1, 3} and h(Y ) = {2, 4}, or h(X) =
{2, 4} and h(Y ) = {1, 3}.
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Figure 10: An overall construction of G for (a) path P5 and (b) cycle C5. The red segments stands for T ,
blue ones are the elements of Y ′. Black rectangles are variable gadgets with details shown on Figure 9 (a).
Violet squares are membership gadgets with details shown on Figure 9 (b).
Let us show that there exists h : G s−→ C4 such that h(X) = {1, 3} if and only if there exist h1, h2 :
G
s−→ P3 for which h1(X) = h2(Y ) = {1, 3} and h1(Y ) = h2(X) = {2}. First, consider h : G s−→ C4
such that h(X) = {1, 3}, which implies that h(Y ) = {2, 4}. Dene h1(z) = 2 if z ∈ Y and h1(z) = h(z)
otherwise. Dene h2(z) = 2 if z ∈ X and h1(z) = h(z) − 1 otherwise. Clearly, h1, h2 : G → P3 and
h1(X) = h2(Y ) = {1, 3}. Assume h1 is not locally surjective, i.e., there exists v which is not happy. Note
that if v ∈ X , then v must be an isolated vertex, a contradiction. If v ∈ Y and, without loss of generality,
h1(N(v)) = {1}, this means that h(N(v)) = {1}, again, a contradiction, because h is locally surjective.
Analogous argument works for h2.
Now assume that there exist h1, h2 : G s−→ P3 such that h1(X) = h2(Y ) = {1, 3}. For every z ∈ X let
h(z) := h1(z) and for every z ∈ Y let h(z) := h2(z) + 1. Observe that h(X) = {1, 3} and h(Y ) = {2, 4},
so h is a homomorphism. Assume it is not locally surjective, and v is not happy. Without loss of generality
let h(v) = 2 and h(N(v)) = {1}. This means that h1(v) = 2 and, as h1 was locally surjective, there is
u ∈ N(v) for which h1(u) = 3. But u ∈ X , so h1(u) = h(u) = 3, a contradiction.
To solve LSHom(C4), we run the algorithm from Theorem 16 twice, switching the roles of X and Y .
We return true for LSHom(C4) if both calls return true.
The total running time is 2O(n2/3 log3/2 n).
It appears that existence of subexponential algorithms for remaining k is unlikely.
Theorem 19. Let k > 3, k 6= 4. There is no algorithm solving LSHom(Ck) on a 2-DIR graph with n vertices
in time 2o(n), unless the ETH fails.
Proof. Again, we reduce from 3-Sat. Assume that every variable u appears at least once as a positive and
once as a negative literal. Our construction is similar to the one in the proof of Theorem 17, we just change
the length of some paths. We construct the sets X , Y and Y ′ in the same way. Each variable gadget is now
a path (ri1, . . . , rik−1) such that ri1 and rik−1 intersects also all segments from Xi and X˜i respectively. In
each membership gadget Ei the path between αi and βi has now k − 2 segments. Also the path T has
length k − 2 and still each y′ ∈ Y ′ intersects t1. For every x ∈ X , we add a single segment x′, intersecting
x and tk−2 (instead of a path, see Figure 9 (a)). Denote the set of these segments x′ by X ′.
We show that G s−→ Ck i Φ is satisable. Assume that there exists h : G s−→ Ck. Let us start with
analyzing its structure, the argument will be split into two cases.
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First consider k > 5. By symmetry of Ck , we can assume that h(t1) = 1 and h(t2) = k. By Theorem 14
b), it implies that h(tk−2) = 4. Vertices t1 and tk−2 must be happy, so there exist x′ ∈ X ′ and y′ ∈ Y ′, such
that h(x′) = 3 and h(y′) = 2, which means h(x) = 2 and h(y) = 3 for their corresponding neighbors
x ∈ X and y ∈ Y . Note that if there exists z′ ∈ X ′ such that h(z′) = 5, then its neighbor z from X must
be mapped to 6 (or 1, if k = 5). However, then h(x) is not a neighbor of h(y) = 3, a contradiction.
If k = 3, then, by symmetry, we assume that h(t1) = 1 and h(y′) = 2 for some y′ ∈ Y ′. By Obs. 14 b),
note that h(y) = 3 for the neighbor y of y′. If there is some x′ ∈ X ′, such that h(x′) = 2, then its neighbor
x must be mapped to 3, which is impossible since h(y) = 3.
In both cases we obtain that every segment from X ′ is mapped to 3 and every segment from X is
mapped to 2. Analogously we can show that h(Y ′) = 2 and h(Y ) = 3.
For each i, we have {h(ri1), h(rik−1)} = {1, 3}. We dene ϕ(ui) = 1 if h(ri1) = 1, otherwise ϕ(ui) = 0.
Suppose that ϕ does not satisfy Φ. Let cp be an unsatised clause. Since h is locally surjective, yp is happy,
so it has a neighbor βi such that h(βi) = 4 (or h(βi) = 1 if k = 3). It implies that h(αi) = 3 and thus the
neighbor of the occurrence segment xi in the variable gadget is mapped to 1. Therefore xi corresponds to a
true literal, a contradiction.
Now assume that ϕ is a satisfying assignment for Φ. We dene the coloring h of all vertices of G except
the ones in variable or membership gadgets exactly as above. For each variable ui, if ϕ(ui) = 1, we set
h(ri1) = 1, otherwise h(rik−1) = 1. We color remaining vertices of vertex gadgets in the only possible
way. Observe that every xi ∈ X which has a neighbor ri1 or rik−1 mapped to 1 is already happy, so we
can set h(αi) = 3 and h(βi) = 4 (or h(βi) = 1 if k = 3), and color all remaining vertices of Ei such that
h(Ei) = [k]. Such vertices xi corresponds to true literals. If xi still has no neighbors mapped to 1, we
need to set h(αi) = 1, which implies h(βi) = 2. Note that this coloring can be extended to the remaining
segments in the membership gadget. Observe that a clause segment yp is happy only if it has a neighbor βi
mapped to 4 (or 1 for k = 3), and recall that for such βi, the segment xi corresponds to a true literal. As
ϕ is a satisfying assignment, such literal exists in each clause, so all vertices of Y must be happy, which
means h is locally surjective.
4.3 One more hard graph
Finally, let us consider the graph H in Fig. 11 (left). We will show the following.
a b z
q1 q2 q3
p1 p2 p3
Figure 11: A graph H (left) and a clause gadget (right).
Theorem 20. Assuming the ETH, there is no algorithm solving the LSHom(H) on a segment graph with n
vertices in time 2o(n).
Proof. We reduce from 3-Sat. Consider a 3-Sat formula Φ with variables u1, u2, . . . , un and clauses
c1, c2, . . . , cm, each of which is an alternative of exactly three literals. Again, we may assume that each
variable u appears at least once as a positive and at least once as a negative literal.
Let us construct a segment graph G, which is an instance of LSHom(H). For each variable ui we
introduce two variable segments xi and yi, intersecting each other. The segment xi will correspond to
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positive appearances of ui, while yi will correspond to the negative ones. For each clause we introduce a
clause gadget depicted in Fig. 11 (right). The segments p1, p2, p3 correspond to literals of the clause.
For every appearance of ui in a clause cj , we add an occurrence segment intersecting the appropriate
segment of xi, yi and one of p1, p2, p3 in the gadget encoding the clause cj . The occurrence segments do
not intersect other variable segments and segments in clause gadgets, but may intersect each other. Finally,
for every occurrence segment s we add two segments e and f , such that f intersects only e, and e intersects
only s and f . The overall picture of the construction is shown in Fig. 12.
Figure 12: A construction in Theorem 20. Clause gadgets are drawn in black, variable segments in green,
occurrence segments in blue, and their corresponding segments in red.
Let us show that Φ is satisable if and only if G has a locally surjective homomorphism to H . First,
suppose that Φ is satisable and let ϕ be a satisfying truth assignment. Let us dene a mapping h : V (G)→
{a, b}. For each variable ui, if ϕ(ui) is true, then h(xi) = a and h(yi) = b, otherwise h(xi) = b and
h(yi) = a. For each occurrence segment s, and its corresponding segments e, f , we set h(s) = b, h(e) = b,
and h(f) = a. Now consider a clause gadget corresponding to a clause cj . Since ϕ is a satisfying assignment,
cj has at least one true literal, let is be k-th literal in cj for k ∈ {1, 2, 3}. We set h(pk) = b and h(qk) = a.
Moreover, we set h(pi) = a and h(qi) = b for i 6= k. Finally, we set h(z) = b. It is straightforward to see
that h is a homomorphism to H . Let us now show that it is locally surjective.
First, we observe that each variable segment is happy. Indeed, recall that h(xi) 6= h(yi) and that each
of xi, yi intersects at least one occurrence segment, which is mapped to b. Now consider an occurrence
segment s with its corresponding segments e, f . The segment f is happy, because it is adjacent to e, which
is mapped to b. The segment e is also happy, since it is adjacent to f and s, which are mapped to a and b,
respectively. Moreover, s is adjacent to e, so to make it happy, it needs to be adjacent to a vertex mapped to
a. If the literal corresponding to s is true, then such a vertex is either xi or yi. So assume that s corresponds
to a literal that is false. Note that this literal is not satisfying any clause, so s intersects some pk in a clause
gadget, such that h(pk) = a. Therefore s is always happy. Finally, since each occurrence segment is mapped
to b, it is straightforward to see that each segment in a clause gadget is also happy. This shows that h is
locally surjective.
For the other direction, suppose that h is a locally surjective homomorphism from G to H . Consider
an occurrence segment s with its corresponding segments e, f . Note that since f is happy, it must that
h(f) = a and h(e) = b. Now, since e is happy, we must have h(s) = b. Now consider the variable segments
for a variable ui. Note that they only intersect each other and occurrence segments. Thus, to make them
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happy, one of xi, yi must be mapped to a and the other one to b. For each variable ui, we set ϕ(ui) true if an
only if h(xi) = a. Let us show that ϕ satises Φ. Suppose the contrary, i.e., there is a clause cj which is not
satised by ϕ, i.e., all segments corresponding to literals of cj are mapped to b. Consider the segments in the
clause gadget corresponding to cj . Note that in order to make the occurrence segments happy, we need to
set h(p1) = h(p2) = h(p3) = a. Since h is a homomorphism, we need to have h(q1) = h(q2) = h(q3) = b.
Now, to make q’s happy, we need to have h(z) = b. However, this way z is not adjacent to any segment
mapped to a, so it is unhappy, a contradiction.
5 Consequences for Pt-free graphs
Let us start with proving Theorem 3.
Theorem 3. Let H be a xed graph.
(a) If H has no two vertices with two common neighbors, then for all xed t theWHom(H) problem can be
solved in time 2O(
√
n) for Pt-free graphs with n vertices.
(b) Otherwise, theWHom(H) problem is NP-complete and cannot be solved in time 2o(n) for Pt-free graphs
with n vertices for some xed t, unless the ETH fails.
Proof. Recall that part (a) was proven by Groenland et al. [21]. We will show that the proof of Theorem 2
(b) implies Theorem 3 (b). Let us consider again the problem WHom(H), forH shown in Figure 1 (a). We go
back to the proof of Theorem 7 and observe that the longest induced path of each instance G∗ has at most
6 vertices (if vivi′ , vjvj′ are disjoint edges of G, then it is the path βii′ , αii′ , xi, yj , αjj′ , βjj′)). Clearly, this
means that there is no algorithm solving Max Cut (and thus WHom(H) for H in Figure 1 (a)) in time 2o(n)
on P7-free graphs on n vertices, unless the ETH fails. Moreover, if instead of gadgets we used edge-weights,
as in the proof of Theorem 11, we obtain hardness of WHom(H) for complete graphs. Note that complete
graphs are P3-free, and clearly the problem is polynomially solvable on P2-free graphs.
Analogously we can conclude that, assuming the ETH, there is no subexponential algorithm for
WHom(H) for H shown in Figure 1 (b). Note that the instance constructed in the proof of Theorem 10 is
always P13-free, and substituting gadgets with appropriate edge weight gives the hardness for complete
bipartite graphs. For the remaining graphs in Figure 1, the instance constructed in the proof of Theorem 11
is also complete bipartite. Note that complete bipartite graphs are P4-free, and for all graphs H in Figures 1
(b) – (g), WHom(H) is polynomially solvable for P3-free graphs.
In particular, we obtain the following result, answering an open problem of Bonamy et al. [5].
Corollary 21. Odd Cycle Transversal problem is NP-complete and cannot be solved in time 2o(n) in P13-free
graphs, unless the ETH fails. 
Bonamy et al. [5] considered also a closely related problem Independent Odd Cycle Transversal,
where we additionally require that the removed set of vertices is independent. Interestingly, the hardness
result of Corollary 21 does not carry over to this problem. Indeed, Independent Odd Cycle Transversal
is equivalent to nding a 3-coloring of the input graph, in which the size of one color class is minimized. It
is straightforward to see that this problem can be stated as WHom(K3), where the weight associated with
one vertex is 0, the weights associated with two other vertices are 1, and all edge weights are 0. Thus, by
Theorem 3, we obtain the following.
Corollary 22. For every xed t, the Independent Odd Cycle Transversal problem can be solved in time
2O(
√
n) for Pt-free graphs on n vertices. 
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Let us also point out that applying the approach of Theorem 4 to a Pt-free graph yields a polynomial
algorithm (for xed H). Indeed, a Pt-free graph with maximum degree at most |H| has at most t · |H|t
vertices, which is a constant, and thus the problem can be brute-forced in constant time.
Moreover, we observe that also proofs in the Section 4 give corollaries for Pt-free graphs. Indeed, the
graphs constructed in Theorem 5 (b) are Pt-free for some t (depending on k). The longest induced path in
the graph constructed in the Case 1 of the proof has at most 10k vertices: it contains four vertices from
X , 2(k − 1) vertices from two variable gadgets, 2(k − 3) vertices from two paths joining elements of X
with tk , 2(2k− 3) vertices from two membership gadgets and the vertex tk itself. The longest induced path
in graph constructed in the Case 2 of the proof has 4k + 3 vertices: again, four vertices from X , 2(k − 1)
vertices from two variable gadgets, two vertices from X ′, 2(k − 1) vertices from two membership gadgets
and the vertex tk itself. From this we conclude that if H is an irreexive graph with ∆(G) 6 2 then for
some constant t the subexponential algorithm for LSHom(H) for Pt-free graphs does not exist, unless the
ETH fails. Finally, note that the construction in the proof of Theorem 20 can be modied so that all vertices
corresponding to occurrence segments form a clique. After this modication the graph might not be a
segment graph anymore, but it is P12-free.
6 Further research directions
Let us conclude the paper with pointing out some directions for further research. First, it would be
interesting to obtain a complexity dichotomy for the problems of nding a homomorphism and a list
homomorphism from a string graph to a xed graph H . Next, we think that obtaining a full complexity
dichotomy for LSHom(H) in string graphs is an exciting (and probably dicult) task. Let us mention that
the NP-hardness proof by Fiala and Paulusma [14] implies that if H is a connected graph with at least two
edges, then LSHom(H) cannot be solved in subexponential time in general graphs.
Finally, recall that our hardness proofs for LSHom(H) imply hardness for LSHom(H) in Pt-free graphs.
We think it is interesting whether LSHom(P3) (and thus LSHom(C4), as they are closely related) can be
solved in subexponential time in Pt-free graphs.
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