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Abstract
In this work a simultaneous localisation and mapping system, SLAM,
has been constructed which can incorporate inertial measurement unit,
IMU, data such as accelerometer and gyroscope data to estimate the met-
ric scale and the relationship to the gravity vector of the SLAM solution.
The system can perform accurate pose predictions at 100 Hz based on IMU
data and previous camera poses. An improved KLT-tracker has been de-
vised that is less sensitive to rotations and which exploits predicted camera
poses to limit the search region of features in a new image. The resulting
system is lightweight enough to be able to be run on a Raspberry Pi 3.
An UAV has also been constructed using 3D printing and CNC circuit
milling to create the electronics. In addition to this, control algorithms
for the UAV have been created.
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1 Introduction
Recently unmanned aerial vehicles, UAV:s, capable of using cameras for visual
input have received a lot of attention. The cameras grant the vehicle information
about its motion such as travelling direction, orientation and current position
relative to landmarks. In addition to this the cameras give information about the
immediate environment such as doors, windows, buildings and people, which is
vital in the exploration of unknown environments. For instance, understanding
that an object is a door and that it is possible to pass through it is very useful. In
other words the cameras allow the vehicle to see its surrounding and understand
where it is and the possibility to act on information about objects without having
to physically touch them.
The abundance of informations that can be extracted from a camera in combina-
tion with the flexibility of an aerial vehicle has lead to many interesting use-cases
such as using swarms of drones in 3D light shows as in the opening ceremony in
the winter Olympics 2018 in Pyongyang, using small UAV:s to cover large areas
in search and rescue missions, remote exploration of dangerous environments,
exploration and navigation in GPU denied environments such as indoors, to
complement other sensors in scenarios where object avoidance is necessary, to
create 3D reconstructions of buildings and environments for the purpose of e.g.
architecture. The possibilities are almost endless.
There exists a large amount of research on the topic and several diﬀerent meth-
ods to tackle the problem. However, the problem of creating a fully autonomous
unmanned areal vehicle which can operate in a general environment is, as of yet,
not completely solved.
1.1 Computer vision
Computer vision is a very broad topic and this work will be limited to the
simultaneous localization and mapping problem, SLAM. In the computer vision
SLAM problem the current pose and the structure of the surrounding world is
estimated simultaneously using several images of the world. There are several
methods to this and they can be roughly divided into feature based and direct
methods.
1.1.1 Feature based methods
In feature based methods distinct features such as points or lines corresponding
to eg. corners or edges are extracted form the images. These features correspond
to 3D points in the current scene and are tracked throughout the image sequence
to form feature correspondences. From the correspondences both the structure
of the world and the pose of each camera when an image was captured, can be
estimated.
Filter solutions to the feature based SLAM problem, such as FASTSLAM [14,
p.302-306], were among the first to be created. In such solutions the pose and
the landmarks were all a part of a state vector. For each new image the state
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vector and covariance matrix were updated in addition to the state vector being
increased with newly observed landmarks. These solutions suﬀered form issues
such as linearisation errors building up in the solution, intractability when the
number of landmarks became large, and diﬃculty to associate seen landmarks
with previously seen landmarks when the camera returns to a previous scene,
also called loop closing. In addition to this the constant update of both land-
marks and pose requires large amount of computation power even if the camera
exhibits little or not motion and thereby adds little information the system.
In keyframe based solutions features that are extracted form an image are stored
in a keyframe. These keyframes and the correspondences between them are
then used to partly triangulate map points, estimate the the camera poses and
to perform refinement in a batch formulation. In the batch formulation all or a
subset of keyframes are used to form an estimate of the camera poses and the
world structure simultaneously. It has been shown that keyframe based methods
are more accurate than filter based methods at the same computational cost [6].
One of the most representative keyframe based system is the well known PTAM
(Parallel Tracking And Mapping) system created by G. Klein and D. Murray [3].
The system was one of the first to separate the tracking of the camera motion and
the mapping of the environment into two threads. PTAM uses FAST corners
[8] as features and a small pixel patch around the FAST corners to describe
the features. The patches are correlated to patches associated to mapped 3D
points when performing pose estimation, and to previously seen features in
other keyframes when performing triangulation. For each image captured the
features are collected in a frame and if certain conditions are met, the frame
will be stored as a keyframe to be used in triangulation and bundle adjustment
in the mapping thread. The system performs well in small environments and
has been used in AR applications. One of the shortcomings of the system is
that it cannot handle large loop closures since the system cannot take drift
into account. Drift in this case is the gradual pose estimation error that builds
up due to noise in the images, noise in the detected feature location, round of
errors, etc. If the camera moves far away from a scene and then returns, this
drift could have accumulated to the extent that the already triangulated 3D
points of the scene when projected into the current camera estimate appear far
from where they are detected in the image.
Another well known keyframe based system is the ORB-SLAM system [6]. This
system builds on many of the novelties of PTAM but also on other works such as
the place recognition work of Gálvez-López and Tardós [10], the scale-aware loop
closing strategy of Strasdat et al [11] and the use of covisibility information in
large scale operation [12] and [13]. This has lead to a system that can operate in
large environments eﬃciently while still being able to close large loops and have
been demonstrated to outperform PTAM. Contrary to PTAM, ORB-SLAM
uses features called ORB:s [7]. These are in, similarity to PTAM’s features,
based on the FAST corner detector, however instead of using a small image
patch to describe the feature, a 256-bit binary descriptor is calculated from the
patch. It is this descriptor that is used later on to perform feature matching and
since it is a binary vector it can very quickly be compared using the Hamming
norm. One of the novelties with the ORB-SLAM system is that it has a very
generous keyframe generation policy which allows it to quickly incorporate new
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feature points in the map, and a clever culling strategy to remove keyframes
containing large amounts of redundant information. This keeps the number of
keyframes bounded when observing the same view. The system performs local
bundle adjustment every time a new keyframe is added which benefit from the
keyframe culling due to the reduced number of keyframes. The system has in
similarity to PTAM two separate threads for camera tracking and mapping,
however it has an additional thread that performs loop closing, allowing the
system to close large loops without aﬀecting the performance of the rest of the
system.
A third method is described in [17] that is neither filter based nor keyframe based
and is not really a SLAMmethod but rather an Odometry method since only the
camera velocity is estimated and no map is created. This method is mentioned
since it can robustly estimate the velocity of the camera using only features seen
in the previous and current frame. This makes for a very interesting use-case
where an UAV can be thrown into the air and directly start to navigate without
the need for finding an initial camera solution and triangulating 3D points. The
system is described as throw and go due to this capability.
1.1.2 Direct methods
Contrary to the feature based methods, direct methods do not extract individual
features from the images. Rather the whole image or subsections thereof are
used. One popular method, as described in [15], is to use an RGB-D camera
and using the depth information in an reference image to calculate which pixels
in the current image corresponds to the same pixels in the reference image given
an estimate of the current camera pose. Using this mapping the error in the
pixel intensity, called the photometric error, can be formed. Assuming that
the projection of the same 3D point in the two views have the same intensity,
called the photo consistency constraint, the current camera pose estimate is
updated such that the total sum of the squared intensity error, or some other
cost function, becomes as small as possible. When the optimal pose estimate
has been found all the pixels in the current image has been aligned with the
pixels in the reference image and this has therefore aptly been called image
alignment. A similar method exists where the 3D points in the two views are
aligned instead, which is more computationally demanding according to [15].
Direct methods are usually much more computationally demanding compared
to feature based methods, since they operate over a large amount of pixels for
each new image. However in the work of J. Engel, T. Schöps and D. Cremers
[16], which describes a semi-dense approach to image alignment, the resulting
system is able to run entirely on the CPU, without the need of an GPU, at
real-time performance.
In [18] which is described to be in-between feature based and semi-dense direct
methods, a small subset of image patches are extracted and associated with
depth information. These patches are then used in an initial image alignment
where the resulting pose estimate is used to find more accurate feature matches.
These are then used to perform a final pose refinement. The system is described
to achieve very high processing rates and less drift compared to other direct or
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feature based methods.
1.2 Bundle adjustment
Due to noise in the images and feature detection, the SLAM system will gradu-
ally build up drift. To compensate for the noise and to significantly reduce the
drift, bundle adjustment can be performed. That is, all or a subset of camera
poses and image measurements are taken into account to find a solution which
minimizes a total geometric error. This can be performed in several ways and
often approximate solutions are used to decrease the computational burden.
In the work [26] full bundle adjustment is described. In this all the camera
poses and mapped 3D points are adjusted, except for the initial camera pose,
to minimize the total re-projection error in all images. This is often considered
the golden standard that all other bundle adjustment methods are compared
to. The full bundle adjustment is often to computationally demanding to use
in a online system and therefore the problem is often reduced to using only a
few camera poses and 3D points in the optimization as in [6].
An often used adjustment method is pose graph optimization [36]. In this
method each pose forms a node in a graph. Edges are then formed between nodes
representing constraints between poses. These result from odometry measure-
ments and landmarks observed between poses. The constraints are expressed
as a probability distributions over the relative transforms between poses. These
constraints can be contradictory due to the observation noise. The goal is to find
the configuration of poses that best satisfies all the constraints. This method
can be implemented eﬃciently and is used in many of the state of the art SLAM
system. A benefit with pose graph optimization is that it only optimizes over
camera poses, excluding landmarks. This significantly decreases the number
of parameters to optimize. Another benefit is that, since it only uses relative
transformation constrains in the optimization, the system is independent of the
sensors used after the graph has been constructed.
Another approximative method, used in this work, is global epipolar adjustment
[25]. In this method epipolar constraints are formed between keyframes. Then
the poses of the cameras associated with the keyframes are updated such that
the total epipolar constraint error between corresponding features is minimized.
This method can be made very fast and does not use any structure in the
optimization. This reduces the number of parameters to optimize significantly
compared to optimizing all 3D points as well. In addition to this, it can be made
independent of the number of feature correspondences between keyframes. This
is done by reducing the epipolar constraint errors between two keyframes to a
9⇥ 9 cost matrix.
1.3 Filtering
Filtering appears in many contexts and here it will be used to perform state
estimation of dynamic systems. Physical objects follow the laws of nature and
thereby models describing their motions can be derived. Assuming that we have
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noisy measurements of a process and we which to gain an state estimate of this
process, this motion model can be used to constrain the estimate to what is
supported by the model.
There exist several methods for doing this among the most popular are the
Kalman filer [23, p.121-129] assuming a linear process dynamics, Extended
Kalman Filters [23, p.129-130] when the system is non-linear but can be lin-
earised well around an operating point, Unscented Kalman filter [21] when the
non-linear characteristics are more severe and particle filters [24] when the model
is non-linear to the degree that the previous are not useful and there is a need
to be able to handle non-Gaussian noise.
The Kalman filter assumes a linear process model and Gaussian noise and can
under these conditions be shown to be an optimal predictor. The Extended
Kalman filter [23, p.129-130], EKF, works on the same principle as the kalman
filter with the diﬀerence that the state is predicted using the non-linear model
and the covariance matrix is updated and the Kalman gain matrix is calcu-
lated using the linearised process and measurement model around the current
state estimate. Due to the linearisation of the covariance matrix may not be
propagated correctly [22].
The unscented kalman filter[21], UKF, works diﬀerently compared to the ex-
tended Kalman filter. In this filter sigma points centred around the current
state estimate is used to to propagate the mean and the covariance the state
through the process model and measurement model requiring no linearisation.
This filter has the tendency to capture the covariance information better than
the extended kalman filter.
The particle filter [24], in similarity to the unscented Kalman filter, propagates
particles though the motion model where the particles are drawn from a special
proposal distribution. At each propagation the particles are re-sampled such
that only particles that are likely to describe the current measurements are kept
to any great extent. This method has the benefit of not requiring linearisation
and arbitrary noise distributions can be handled directly by the framework.
However it suﬀers form feasibility problems when the number of states are more
then just a few, due to the large number of particles needed to describe the
distribution of the state. This is often referred to as the curse of dimensionality.
In the work [5] the error state Kalman filter, ESKF, is described which is similar
to the Extended Kalman filter, however without the large linearisation errors
that typically occur when updating the state estimate and covariance matrix in
such filters. The filter works by separating the motion dynamics into a small
signal and large signal model, where the large signal model describes the nominal
motion dynamics and the small signal model describes the state error. It is the
the state error that this filter tries to estimate and only this model that becomes
linearised. Since the error is assumed to be small at all times this model can
be linearised well around the current state estimate without large linearisation
errors.
The ESKF and the UKF filters are the two filters that will be used in this
work. The ESKF filter will be used in conjunction with the vision algorithm to
estimate the scale and orientation of the SLAM solution relative to the gravity
direction and in addition this, to make predictions of the next camera pose to
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enable more robust feature tracking and pose estimation. The UKF filter will
be used to estimate parameters of a motor-propeller system and to filter the
motor speed velocity and to detect outliers in the motor velocity sensor input.
1.4 Non-linear least squares
Another approach to finding state or parameter estimations from noisy mea-
surements is to collect all measurements in a batch and solve for the states or
parameters that results in the total least squared error [14, p.47-52]. The error
is formed between the measurements and the predicted values given the process
model and the parameters or estimated states. This is the method that is used in
the bundle adjustment methods described above. In the full bundle adjustment
the parameters are the camera poses and 3D points, and the measurements are
the locations in the images where the projected 3D points are detected.
1.5 Ambiguity in computer vision
Assuming that calibrated cameras are used, meaning that characteristics such
as focal length, principal point, pixel skew and lens distortions of the cam-
eras are known, the SLAM solution can only be determined up to a similarity
transformation [19]. This means that the solution can be rescaled, rotated and
translated and still have the same re-projections in the observed images. This
implies that the solution will not have a metric scale, one unit of length could
correspond to a centimetre or one meter, and the solution will have no knowledge
of the gravity direction.
This is a problem when using the SLAM solution in control applications, since
the real metric error could be arbitrary large depending on the scale of the
SLAM solution. The same error in two diﬀerent runs of the system in the same
environment could lead to very diﬀerent energy magnitudes in the control signal
which could lead to instability. Additional errors would occur if a path planer
specifies paths in a metric scale. Then the UAV would follow a scaled version
of this trajectory that could be far away from the desired trajectory. That
the gravity direction is unknown also poses a problem, since this quantity is
necessary to make motion predictions using an accelerometer.
There exist several solutions to the scale and orientation ambiguity problem. If
some structure is known beforehand with known scale and orientation, then this
structure could be used to initialize the SLAM system. If stereo cameras are
used the scale of the solution can be determined, however not the relationship
to the gravity direction. If accelerometer data is available, then both the scale
and the relationship to the gravity vector can be determined, however it would
still be impossible to determine the relationship to north, south, est or east.
This does not have any impact on the dynamics of the UAV and could be left
arbitrary as long as kept fixed.
As mentioned above filtering techniques could be used to solve the scale ambi-
guity and the relationship to the gravity vector. In [5] an error state kalman
filter is proposed to find the gravity vector and to perform pose estimation. This
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filter has been slightly adapted in this work to estimate the scale as well. The
scale can also be estimated using neural networks as described in [46].
Instead of using filtering techniques, batch formulations could be used. This
is done in the work [37] describing pre-integration theory. In this approach
IMU data is pre-integrated between keyframes to form motion constraints. A
non-linear optimizer is then used to find the: scale, gravity direction, velocity,
position, orientation and accelerometer and gyroscope biases that best describe
the SLAM and IMU data.
In Visual-Inertial Monocular SLAM with Map Reuse [38] pre-integration theory
is used to make an updated version of ORB-SLAM which that can exploit
inertial information to estimate the mentioned unknowns and to form motion
constraints in bundle adjustment and tracking.
In [56] both the filtering and bundle adjustment approaches are used. Here a
Kalman filter is maintained at the front-end, keeping track of camera pose and
landmarks exploiting IMU data. A loop closing task and a bundle adjustment
task operates in the back-end which uses pre-integration theory to estimate the
scale, gravity and a refined solution. A feedback mechanism is used to balance
the front-end and back-end.
1.6 OpenCV
OpenCV [27] is an open source computer vision library that provides algorithms
and solutions to common computer vision problems, such as feature extraction,
image warping, image format conversions, resection, fundamental matrix esti-
mation, optical-flow ect. This makes creating new computer vision applications
tremendously easier compared to when all these features had to be implemented
by hand and focus can be placed on research.
The OpenCV features that will be used in this work is: image conversion from
RGB to gray-scale, tangential and barrel distortion compensation, image warp-
ing, fundamental matrix estimation, the KLT-tracker, the PNP camera resector
and the ORB feature extractor.
1.7 Control theory
To allow for autonomous flight of the UAV, feedback control is used. The
principle of feedback control is to use the error between measured state and
desired state to output a control signal which moves the process in the direction
of the desired state and thereby reducing the error.
The UAV that is used is a quadcopter which will be described in more detail
later on in section 6. The process of the quadcopter is highly non-linear and
there exists several ways to construct suitable control laws. In [42] a non-linear
quaternion based controller is proposed to control the orientation of the UAV.
This controller has the benefit of being Globally asymptomatically stable and
can easily be extended to perform position feedback. Since it uses quaternions
it does not suﬀer from singularity issues which occur for Euler-angle based
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controllers. This controller works on the principle of time scale separation where
the angular velocity and rotor speeds are assumed to be controlled orders of
magnitude faster then the orientation and can thus be considered instant. It
uses the quaternion error between the desired orientation as input to a angular
velocity controller. This error is proportional to the rotation vector rotating the
quadcopter to the desired orientation.
In [43] another controller is proposed which circumvents the need for controlling
the orientation when performing position control. This controller uses dynamic
inversion in an outer position control loop to give reference values to a inner
angular velocity controller. Since the controller does not need an orientation
control loop it has increased transmission bandwidth in the position control.
2 Aim
The aim of this work is to construct a SLAM system that can incorporate
IMU data to make pose prediction and to estimate the metric scale and gravity
direction, while being light-weight enough to run on a mobile platform such as
an UAV.
2.1 Disposition
The work begins with an introduction to rotation representation and analysis.
It then proceeds with an introduction to the various computer vision theories
and algorithms used in the SLAM system. After this the constructed SLAM
system is described in detail. Next the UAV hardware that the SLAM system
runs on is described along with a short description of the control system. In
the following section the results of SLAM system is presented, such as pose
prediction capability, scale estimation accuracy and solution drift. A concluding
chapter then follows with a discussion of the results and what can be improved.
3 Rotations
Rotations in three dimensional space are used in various parts of the system
and here will be a short introduction to analysing rotations in three dimensions.
For further information read [5] which this section is based on.
The group of rotations that will be described belongs to SO(3) which is the
group of rotations around the origin that operate under composition in three
dimensional space. In other words the rotations are always performed around
the origin of the current coordinate system and the composition R1 ⇤ R2 of
rotations R1 and R2 always result in a valid rotation belonging to SO(3).
Rotations in SO(3) are linear transforms that preserve both the angle between
vectors, their norm and their relative orientation. Thereby the following must
hold for a valid rotation operator r(v) where v is a vector
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kr(v)k =
q
r(v)T r(v) =
p
vT v = kvk, 8v 2 <3, (1)
r(v)T r(w) = vTw = kvkkwk cos(↵), 8v, w 2 <3, (2)
u⇥ v = w () r(u)⇥ r(v) = r(w), 8v, w, u 2 <3. (3)
This implies that the group of rotations SO(3) does not form a linear space. It
is not possible to sum two rotations multiplied by arbitrary constants and still
satisfy all the equations above. This is one of the main issues and diﬃculties
with working with rotations and why special care needs to be taken to describe
rotations in filtering and control problems.
3.1 Rotation matrices
Rotations belonging to SO(3) can be described by rotation matrices R 2 <3⇥3
r(v) = Rv. (4)
Rotation matrices have the characteristics that
RTR = I, (5)
RT = R 1, (6)
detR = 1 (7)
and these traits can be shown to be equivalent to the rotation statements above.
Applying a rotation v0 = Rv to a vector v can be interpreted in two ways.
Either it can be seen as the vector rotates in a fixed coordinate frame or it
can be seen as a coordinate system change where the vector is fixed and the
coordinate system is rotated in the opposite direction compared to the other
case. The second view will be used often to describe the orientation of various
parts of the system compared to the world coordinate system. To describe such
a coordinate change the following notation will be used
vw = Rw bvb, (8)
where Rw b describes a coordinate change from the body coordinate system b
to the world coordinate system w. This can also be seen as a transform where
vector vb in the body coordinate system is transformed to the corresponding
vector vw in the world coordinate system.
There will be a need for describing the time derivative of rotations since they
will be used to describe a dynamic object, the UAV. It can be shown that the
relation RTR = I is suﬃcient to find the derivative
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ddt
(RTR) = R˙TR+RT R˙ =
d
dt
(I) = 0 (9)
R˙TR =  RT R˙. (10)
Since R˙TR =  RT R˙, R˙TR must be skew-symmetric:
[!]⇥ ⌘
24 0  wz wywz 0  wx
 wy wx 0
35 (11)
The set of skew-symmetric 3⇥ 3 matrices is denoted so(3) and is called the Lie
algebra of SO(3). A skew-symmetric matrix has three degrees of freedom and
therefore a one to one mapping ! 2 <3 $ [!]⇥ can be made between the vector
! and the skew-symmetric matrix [!]⇥.
Thereby (10) can be written as
RT R˙ = [!]⇥, (12)
R˙ = R[!]⇥. (13)
Consider when R = I, then R˙ = [!]⇥. Thereby the set so(3) can be seen as the
tangent space of SO(3). If ! is constant then (13) has the solution
R(t) = R(0)e[!t]⇥ . (14)
Since both R(t) and R(0) are rotation matrices, e[!t]⇥ must be a valid rotation
matrix to. If v = ! t denotes the rotation vector encoding the full rotation
over the period, we have
R = e[v]⇥ . (15)
This is the well known exponential map which describes the relationship ele-
ments in so(3) to SO(3)
exp : so(3)! SO(3); [v]⇥ ! exp([v]⇥) = e[v]⇥ . (16)
A similar mapping from rotation vectors in <3 to SO(3) can also be defined,
Exp : <3 ! SO(3); v ! Exp(v) = e[v]⇥ , (17)
with the trivial relation to the previous map: Exp(v) = exp([v]⇥).
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3.2 Rotation vector
Every composition of rotations can be decomposed to a single rotation around
a certain vector, called the rotation vector. The magnitude of the vector deter-
mines the angle of rotation and the direction determines the axis the rotation is
performed around. As seen in the previous section the rotation matrix is defined
from the rotation vector through Exp(v). It can be shown that if v =  u, where
u is a unitary vector and   is the angle of rotation, then Exp(v) is
R = R{v} = Exp(v) = I + sin( )[u]⇥ + (1  cos( ))[u]2⇥. (18)
The inverse relationship to exp([v]⇥) does also exist, that is going form a rotation
matrix to the corresponding skew-symmetric matrix in so(3)
log : SO(3)! so(3);R! log(R) = [ u]⇥, (19)
where u and   can be found by
  = arccos(
trace(R)  1
2
), (20)
u =
(R RT )_
2 sin( )
. (21)
Here •_ is the inverse mapping of [•]⇥, in other words the mapping from a
skew-symmetric matrix to a vector representing the matrix. The corresponding
inverse relationship going form rotation matrix to rotation vector can then be
defined as
Log : SO(3)! <3;R! Log(R) = log(R)_ =  u. (22)
3.3 Quaternion
It is well known that the product of two complex numbers can describe rotations
in two dimensions. To achieve the same the thing in three dimensions the
quaternion was introduced.
The quaternion is an extension of the complex numbers where instead of having
two dimensions, quaternions are of dimension four
Q = a+ bi+ cj + dk 2 H, (23)
where a, b, c, d 2 < and i, j, k are three imaginary units and H is the set of
quaternions. i, j, k are defined such that
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i2 = j2 = k2 = ijk =  1, (24)
which defines a right handed quaternion.
The quaternion can be represented in vector form and in this work the following
representation will be used
q ,

qw
qv
 
=
2664
qw
qx
qy
qz
3775 , (25)
where qw signifies the real part and qx, qy, qz the imaginary part.
The product of two quaternions, p and q, can be calculated as
p⌦ q =

pwqw   pTv qv
pwqv + qwpv + pv ⇥ qv
 
. (26)
Due to the cross product one can see that the quaternion product is not com-
mutative
p⌦ q 6= q ⌦ p. (27)
The same is true for rotation matrices and in general for all rotation operators.
In other words the order of rotations matter.
The identity quaternion q1 with respect to the quaternion product must fulfil
q1 ⌦ q = q ⌦ q1 = q. This can be shown to correspond to
q1 = 1 =

1
0v
 
. (28)
As with complex numbers, the conjugate of a quaternion also exists and is
defined by
q⇤ ,

qw
 qv
 
, (29)
which has the following properties
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q ⌦ q⇤ = q⇤ ⌦ q =

q2w + q
2
x + q
2
y + q
2
z
0v
 
, (30)
(p⌦ q)⇤ = q⇤ ⌦ p⇤. (31)
From this the quaternion norm is defined as
kqk , pq ⌦ q⇤ =
q
q2w + q
2
x + q
2
y + q
2
z 2 <. (32)
The inverse quaternion q 1 is defined such that
q ⌦ q 1 = q 1 ⌦ q = q1, (33)
where q1 is the identity quaternion. The inverse quaternion can be calculated
as
q 1 = q⇤/kqk2. (34)
Quaternions can be used to describe more than just rotations, however to be
able to describe a valid rotation it can be shown that the quaternion must have
the norm one. Thereby the inverse of a quaternion describing a rotation is
simply the conjugate
q 1 = q⇤. (35)
Given a quaternion q and a vector x, the rotated vector x0 is calculated as

0
x0
 
= q ⌦

0
x0
 
⌦ q⇤. (36)
Thus to be able to rotate a vector x it must be converted to a purely imaginary
quaternion. Since this involves just extending the vector with a zero element,
this conversion will be implied and the notation
x0 = q ⌦ x⌦ q⇤ (37)
will be used.
In a similar manner as was described for rotation matrices, the quaternion
derivative can be found to be
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q˙ = q ⌦

0
⌦
 
, (38)
where
⇥
0 ⌦T
⇤T 2 Hp. Hp is the set of purely imaginary quaternions. At
the origin q = 1 the relation becomes q˙ =
⇥
0 ⌦T
⇤T 2 Hp. Thus the set Hp
constitutes the the tangent space, or on other worlds Lie Algebra, of SO(3).
To make notations easier we will write ⌦ =
⇥
0 ⌦T
⇤T . If ⌦ is constant this
diﬀerential equation can be integrated as
q(t) = q(0)e⌦t. (39)
Since both q(t) and q(0) are unit quaternions then so is e⌦t. Defining V , ⌦ t
and setting q(0) = 1, we have
q = eV , (40)
which defines the mapping exp(V ) from Hp to S3 where S3 is the space of
rotations represented by unit quaternions. I can be shown that eV , where V =⇥
0 ✓uT
⇤T and u is a unit vector, can be calculated as
q = eV =

cos(✓)
sin(✓)u
 
. (41)
Given an rotation vector v =  u, it can be shown that V = ✓u =  u/2 encodes
the corresponding quaternion through the mapping above. This means that we
can define the mapping from rotation vectors to quaternions directly as
Exp : <3 ! S3 : v ! Exp(v) = ev/2 =

cos( /2)
sin( /2)u
 
, (42)
with the trivial relation to the previous map Exp(v) , exp(v/2). Since V =
✓u =  u/2, the relationship between the angular velocity vector ! in the body
frame to ⌦ is ! = 2⌦ 2 <3, thus equations (38) and (40) can be rewritten as
q˙ =
1
2
q ⌦ !, (43)
q = e!t/2, (44)
where ! above is the corresponding pure quaternion ! =

0
!
 
2 Hp. The
resulting quaternion will transform vectors in the body frame to the world frame
14
xw = qw b ⌦ wb ⌦ q⇤w b (45)
and the quaternion can be seen to represent a rotation that would rotate the
coordinate axis in the world frame to the coordinate axis of the body frame in
the world frame.
The inverse relationship going from a quaternion to rotation vector can found
as
Log(q) = u , (46)
  = 2arctan(kqvk, qw), (47)
u = qv/kqvk. (48)
3.4 Jacobian of the rotation
The derivative of a rotation of a vector v with respect to v can be shown to be
@(q ⌦ v ⌦ q⇤)
@v
=
@(Rv)
@v
= R. (49)
Another useful Jacobian is the right Jacobian of SO(3). Define the minus op-
erator in SO(3) as
   = r2  r1 , Log(r 11   r2) = Log(RT1 R2) = Log(q 11 ⌦ q2), (50)
where r1 and r2 are elements of SO(3) and   is their composition. The operator
returns the rotation increment as a vector    in tangent space so(3). Using this
operator the following derivative can be defined
Jr(✓) =
@  
@ ✓
, lim
 ✓!0
r(✓ +  ✓) r(✓)
 ✓
, (51)
where Jr(✓) 2 <3⇥3 is known as the right Jacobian of SO(3). This derivative
maps small variations in the parameter space around ✓ to variations in the
tangent space so(3) at the point r(✓).
Using the right Jacobian of SO(3) the derivative of a rotation of a vector a with
respect to the rotation vector  ✓ can be calculated as
@(q ⌦ a⌦ q⇤)
@ ✓
=
@(Ra)
@ ✓
=  R{✓}[a]⇥Jr(✓) (52)
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4 Computer vision
4.1 Camera description
In this work the camera will be modelled as a pinhole camera [29] with tangential
and radial distortions [33]. A pinhole camera can be seen as a box with an small
hole (the pinhole) at one side, where the image is formed on the opposite side
as in figure 1
Figure 1: Pinhole camera (image taken from [29])
All light-rays that correspond to a point on the image must have passed through
the pinhole. Therefore the direction of the ray can be found by forming a line
that passes through both the image point and the pinhole. By moving the
image-plane in-font of the camera, as depicted in figure 1, the same ray can be
found as before, where C (camera centre) signifies the pinhole and x the point
in the image. The resulting image will now not be inverted, which is convenient
since this is how we experience the world.
If we let e0x, e0y and e0z in figure 1 define the camera coordinate system and place
the image-plane at z = 1, the viewing ray from the camera centre to the 3D
point X =
⇥
X 01 X 02 X 03
⇤T can be parametrized as
C + s(X   C) = sX, s 2 <, (53)
since C =
⇥
0 0 0
⇤T . The projection of X onto the image plane will be the
intersection of the viewing ray and the image plane. We therefore need to find
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the s such that sX =
⇥
x y 1
⇤T . The only solution to this is s = 1/X 03 if we
assume X 03 6= 0
24xy
1
35 = sX = 1
X 03
24X 01X 02
X 03
35 =
24X 01/X 03X 02/X 03
1
35 . (54)
To incorporate camera translation and rotation into the projection model we
can first perform a coordinate system transformation from the world coordinate
system to the camera coordinate system. When the 3D point is expressed in
the cameras coordinate system the projection onto the camera image plane can
be performed as above.
The coordinate transformation is performed by first rotating the world coordi-
nate system to the camera system and then displacing the resulting system by
the amount the camera has moved in this system. The transformation can be
encoded in a 3⇥ 4 matrix
 x =
⇥
R t
⇤
X = PX, (55)
where X =
⇥
X 01 X 02 X 03 1
⇤T is the 3D point in the world coordinate system
expressed in homogeneous coordinates, R encodes the rotation from the world
coordinate system to the camera system, t encodes the translation in the camera
system, x is the projection and   is the depth such that  x = X 0 where X 0 is
the 3D point in the cameras coordinate system. P represents the camera.
The resulting projections will be in normalized image coordinates. To relate the
projections to pixel coordinates the calibration matrix needs to be known. This
matrix
K =
24 f s xp0 f yp
0 0 1
35 (56)
represent the focal length f , aspect ratio  , skew s and principal point (xp, yp)
of the camera. Thus to represent the projection of X in pixel coordinates the
following relation is used
 x = K
⇥
R t
⇤
X = PX, (57)
where P in this case represents an un-normalized camera.
Most cameras are not pinhole cameras and will not perfectly follow this model.
Two distortions that appear in real cameras are radial and tangential distortion
[33]. Examples of radial distortions are displayed in figure 2.
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Figure 2: Distortion examples [61],[62]
To incorporate the distortion eﬀects, the camera model above is extended as
 
24xy
1
35 = ⇥R t⇤X, (58)
x00 = x
1 + k1r2 + k2r4 + k3r6
1 + k4r2 + k5r4 + k6r6
+ 2p1xy + p2(r
2 + 2x2), (59)
y00 = y
1 + k1r2 + k2r4 + k3r6
1 + k4r2 + k5r4 + k6r6
+ p1(r
2 + 2y2) + 2p2xy, (60)24uv
1
35 = K
24x00y00
1
35 , (61)
r2 = x2 + y2, (62)
where k1, k2,k3, k4,k5, k6 are radial distortion coeﬃcients p1 and p2 are tan-
gential distortion coeﬃcients. (u, v) is the projection of X in pixel coordinates
in the distorted camera. When the distortion coeﬃcients are known an in-
verse mapping from the distorted to the undistorted image can be found that
only depends on the coeﬃcients. The undistorted image will follow the pin-
hole camera model. The undistortion can be accomplished using OpenCV:s
initUndistortRectifyMap and remap functions [33].
4.2 Essential matrix
Given an observation of a 3D point in one camera the corresponding observation
in a second camera will be restricted to be on a line called an epipolar line [31].
This is illustrated in figure 3.
This line depends only one the relative camera poses between the first and
second camera and where the 3D point was observed in the first camera. Not
where the 3D point actually is in 3D space. Depending on where the 3D point is,
it will appear at diﬀerent points on the epipolar line. The dependency between
the camera poses can be summarized in an matrix called the essential matrix E
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Figure 3: Epipolar line (image taken from [31])
Eij = Ri
"
Tj   Ti
kTj   Tik
#
⇥
RTj , (63)
where j and i represents the first and the second camera respective. Ri and Rj
represents the rotations of the camera pair and Ti and Tj the respective camera
centres. The essential matrix is only determined up to a scale and the term
kTj   Tik is not strictly necessary to form the matrix, however it will be used
later on.
The epipolar line is then formed by
le = Eijxj , (64)
where xj is the observation of the 3D point in the first view in normalized
coordinates. The corresponding point xj in normalized coordinates in the second
view i will then be on the line and satisfy
xTi le = x
T
i Eijxj = 0. (65)
This is called the epipolar constraint. The essential matrix has the property
that it has two identical singular values and one singular value equal to zero.
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There exists a similar relationship between observations in un-normalized coor-
dinates, in pixels, that is given by the fundamental matrix F . The relationship
between the essential matrix and the fundamental matrix and the epipolar con-
straint is
Fij = K
 T
i EijK
 1
j , (66)
xTi Fijxj = 0, (67)
where Ki and Kj are the calibration matrices for respective camera and xi and
xj are in pixel coordinates. Similar to the essential matrix, the fundamental
matrix has two non-zero and one zero singular values, however in this case the
non-zero singular-values do not have to be equal.
4.3 DLT
Given an overdetermined equation system
AX = 0, (68)
where, due to noisy measurements and round oﬀ errors, there exists no solution
X that simulations satisfy all equations. Then a method called direct linear
transformation, DLT, can be used to solve for the X which is the closest to sat-
isfy this system [30]. The method finds the vector X with satisfies the following
properties
X = arg min
kvk=1
kAvk = arg min
kvk=1
vTATAv. (69)
The requirement that kvk = 1 can always be enforced since cAX = A(cX) = 0
describes the same system. Requiring kvk = 1 also prevents the trivial solution
v = 0. It can be shown that this solution can be found by computing the
singular-value decomposition of A
A = USV T (70)
and extracting the solution as the last column of the matrix V
X = V (:, end). (71)
There will always be two solutions to (69) since kAvk = kA( v)k and kvk =
k vk. Thus special care need to be taken to select the correct solution depending
on the situation.
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4.4 Resection
If at least six 3D points, or three if the camera is calibrated, and their projec-
tions in the current camera are known, then the corresponding camera pose can
be estimated. This is called camera resection [30]. This is illustrated in the
following equations
 1x1 = PX1 (72)
 2x2 = PX2 (73)
... (74)
 NxN = PXN (75)
where Xi, xi, i = 1, . . . , N are the known 3D points and projection points
respectively and P is the unknown camera and  i, i = 1, . . . , N are unknown
depths. There exist several ways of solving this problem and one such way is to
rewrite the equations above as
26666666666666664
XT1 0 0  x1 0 0 · · ·
0 XT1 0  y1 0 0 · · ·
0 0 XT1  1 0 0 · · ·
XT2 0 0 0  x2 0 · · ·
0 XT2 0 0  y2 0 · · ·
0 0 XT2 0  1 0 · · ·
XT3 0 0 0 0  x3 · · ·
0 XT3 0 0 0  y3 · · ·
0 0 XT3 0 0  1 · · ·
...
...
...
...
...
...
. . .
37777777777777775
| {z }
M
26666666664
p1
p2
p3
 1
 2
 3
...
37777777775
| {z }
v
=
26666666666666664
0
0
0
0
0
0
0
0
0
...
37777777777777775
, (76)
(77)
where pi, i = 1, .., 3 are the rows of the matrix P
P =
24pT1pT2
pT3
35 . (78)
Due to noise there is usually not an exact solution to these equations. To find
the vector v that is the closest in an algebraic sense to the solution, direct linear
transform (DLT) can be used. Since this method minimizes the algebraic error
(it tries to find a vector v closest to the null-space of M) and not a geometric
error, the solution is often suboptimal [20].
To find an optimal solution, the estimate from the DLT method could be used
as an initial guess in an iterative refinement procedure, such as Levenberg-
Marquardt, which minimizes a geometric error over P . Such an error could be
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the re-projection error. This error is the diﬀerence between where a 3D point
is detected in an image and where it is projected using the current camera
estimate.
This is done in OpenCV:s resection function solvePnPRansac [33] with the itera-
tive option. The function performs an additional outlier rejection step. Outliers
are 3D points that have been incorrectly matched to feature points.
4.5 Triangulation
Given known cameras Pi, i = 1, . . . , N and observations of the 3D point X
in these views xi, i = 1, . . . , N the point X can be estimated. This is called
triangulation. A minimum of two cameras is needed where the camera centres
do not coincide and where the point has been observed. As with resection there
exist several ways to perform triangulation. One such way is to formulate the
problem as a set of linear equations AX = 0 and then use DLT to find X as
described in [34].
In the two camera case the following holds
 x = PX, (79)
 0x0 = P 0X, (80)
where x, x0, P and P 0 are the known observations and camera matrices. Since
x and PX are located on the same line the cross-product between them is zero
x ⇥ (PX) = 0. This gives a set of equations, where two of them are linearly
independent
x(pT3X)  (pT1X) = 0, (81)
y(pT3X)  (pT2X) = 0, (82)
x(pT2X)  y(pT1X) = 0, (83)
where pTi are the rows of P . As can be seen these equations are linear in X.
The corresponding equations exists for the second camera as well. Selecting two
of the equations for each camera the following equation system can be formed
2664
xpT3   pT1
ypT3   pT2
x0p03
T   p01T
y0p03
T   p02T
3775
| {z }
A
X = 0, (84)
where X can be found by performing DLT. To incorporate more than two cam-
eras, the corresponding two equations for each additional camera need simply
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be appended to the end of matrix A. As with the case of resection, this method
does not minimize any geometric error and is therefore not guaranteed to find
optimal solutions. However, the more cameras that are used the more con-
strained the 3D point is and the better the triangulation will be. This is the
method used in this work.
4.6 Estimating the essential matrix
Assuming that a multitude of normalized point correspondences between two
view j and i are known, xjk and x
i
k, k = 1, · · · , N . Then the essential matrix
relating the views can be estimated [31]. This can be done by row-stacking the
essential matrix Eij as eij and calculating the Kronecker product mkij = xki ⌦xkj
between feature correspondences and stacking them as
Mij =
266664
m(p1)Tij
m(p2)Tij
...
m(pN )Tij
377775 . (85)
Then the following will hold
Mijeij = 0. (86)
However, in practice features are not perfectly known and therefore there a
solution satisfying (86) does usually not exists. DLT can be used to find the
closest eij to the null-space of Mij . From the estimated eij the essential matrix
can now be constructed. As was mentioned in section 4.2 a valid essential matrix
must have two identical non-zero singular values and one zero singular value.
This is not guaranteed by the solution found by DLT. The closest such matrix
can be found by
Eij = USV
T , (87)
E˜ij = Udiag(1, 1, 0)V T , (88)
where E˜ij is the corrected essential matrix.
The matrix Eij has nine entries but only eight degrees of freedom since the scale
is arbitrary. Therefore this method is called the eight point algorithm since a
minimum of eight point correspondences are needed.
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4.7 Camera pair from essential matrix
Assuming that the essential matrix Eij and feature correspondences xjk and x
i
k,
k = 1, · · · , N between two views are known, a camera pair can be extracted
from the essential matrix [32].
Assuming that the first camera is is described by the following camera matrix
P1 =
⇥
I 0
⇤
(89)
and by introducing the matrix W
W =
240  1 01 0 0
0 0 1
35 , (90)
it can be shown that the second camera found as one of the following four camera
matrices
P 12 =
⇥
UWV T u3
⇤
, (91)
P 22 =
⇥
UWV T  u3
⇤
, (92)
P 32 =
⇥
UWTV T u3
⇤
, (93)
P 42 =
⇥
UWTV T  u3
⇤
, (94)
where U and V are extracted from the singular-value decomposition of Eij
Eij = USV
T . (95)
Here u3 is the third column of U . It can be shown that only one of the four
alternatives results in a camera pair that has all the 3D points in-front of both
cameras. To find the correct camera pair, the 3D points for all the alternatives
can be triangulated and the correct camera can be selected as the pair with
most points in front of both cameras.
An additional requirement is that det(UV T ) = 1. If it is not the rotation matrix
in camera two will not be valid. If det(UV T ) =  1, then this can be solved by
changing the sign of the matrix V . This is equivalent with scaling the essential
matrix with  1, which is valid since the matrix is only determined up to a scale.
The assumption that P1 =
⇥
I 0
⇤
can always be made since this only requires
a similarity transformation of the 3D points and cameras.
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4.8 Reconstruction ambiguity
Assuming that calibrated cameras and normalized image coordinates are used
 ijxij =
⇥
Ri ti
⇤
Xj = PiXj . (96)
Then it can be shown that the reconstruction can only be determined up to a
similarity transform
H =

sQ v
0 1
 
, (97)
where s is a scalar, Q a rotation matrix, and v a translation. Given a solution
Pi and Xj and applying the similarity transform H, we get [30]
 ij
s
xij =
⇥
Ri ti
⇤ sQ v/s
0 1/s
 
H 1Xj =
⇥
RiQ
1
s (Riv + ti)
⇤
X˜j = P˜iX˜j . (98)
Since RiQ are valid rotations, the matrices P˜i are valid camera matrices. The
cameras P˜i and 3D points X˜j form a valid solution since they give the same
re-projections as Pi and Xj .
4.9 GEA
In this section the approximative bundle-adjustment method called global epipo-
lar adjustment [25] will be explained. The idea of the method is to use the
epipolar constraint between views as an error metric and to try to find camera
poses such that the total epipolar constraint error becomes as small as possible.
Since the method only optimize over the camera poses, the number of param-
eters are few compared to when all 3D points are included as parameters as
well.
Each view contains a set of feature points and has a camera pose associated with
it. As mentioned in section 4.2 feature points in diﬀerent views corresponding to
the same 3D point should satisfy the epipolar constraint. However, due to noise
in the images, feature detection and camera pose estimation this will in general
not be true. There will be an error between features and the corresponding
epipolar lines. The total squared sum of all these error can be expressed as
Ce =
X
i,j
X
p[i,j]
⇣
x(p)Ti Eijx
(p)
j
⌘2
, (99)
where i, j signify diﬀerent views, p[i, j] the set of 3D points observed in both
i and j, x(p)j and x
(p)
j corresponds to observations of these points and Eij the
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essential matrix between view i and j. The essential matrix was described above
and is repeated here again:
Eij = Ri
"
Tj   Ti
kTj   Tik
#
⇥
RTj (100)
The goal is to update the camera poses such that Ce becomes as small as
possible. To prevent the solution from converging to the trivial solution where
all Ti are equal, the matrix is scaled with kTj   Tik.
By forming the vector m(p)ij = x
(p)
i ⌦x(p)j and the vector eij by row-stacking the
essential matrix, each term x(p)Ti Eijx
(p)
j can be rewritten as a the dot product
m(p)Tij eij . In this case ⌦ means the Kronecker product. A matrix Mij
Mij =
266664
m(p1)Tij
m(p2)Tij
...
m(pN )Tij
377775 . (101)
can be formed by stacking the m(p)ij vectors for all the feature correspondences
between view i and j. This is the same matrix as described in section 4.6. The
cost function in (99) can now be rewritten as
Ce =
X
i 6=j
kMijeijk2 =
X
i 6=j
eTijM
T
ijMijeij . (102)
The matrix Mij will be of dimension nij ⇥ 9 where nij is the number of feature
correspondences between view i and j. However, the matrix product MTijMij
will be of dimension 9⇥ 9. Thereby, there exists a 9⇥ 9 matrix M˜ij such that
MTijMij = M˜
T
ijM˜ij . This matrix can be computed in various ways. One such
way is to use the QR decomposition
Mij = QR, (103)
MTijMij = R
TQTQR = RTR =
⇥
RT1 0
⇤ R1
0
 
= RT1 R1. (104)
Thus M˜ij can be selected as the non-zero upper triangular part of R in the
QR-decomposition: M˜ij = R1. This matrix is called the reduced measurement
matrix or cost matrix. The cost function can now finally be rewritten as
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Ce =
X
i 6=j
eTijM˜
T
ijM˜ijeij . (105)
The number of residuals that each view pair generates has now been reduced
from nij to 9. This significantly reduces the number of computations needed in
optimization.
The matrix Mij and M˜ij depends only on the feature correspondences between
two views and thereby remain the same even if the camera poses are updated.
This means that they can be computed once and then be reused each time
refinement is performed. This has the added bonus that new cost matrices M˜ij
need only be calculated for constraints between the very latest view and the
previous views. The rest have already been calculated.
To perform the optimization the Ceres solver [35] will be used. The benefit with
this solver is that it can automatically and very eﬃciently calculate the Jacobian
and Hessian of the optimization problem. It does this by using special numbers
called Jets. This means that only the cost function needs to be specified to
perform the optimization.
4.10 KLT-tracker
In the KLT tracker [39], image patches around feature points are tracked across
two consecutive images. In the simplest case the patch is modelled as having
moved by a pure translation between the images. This translation d is estimated
by finding the d that minimizes the squared error between the patches. This
involves iteratively Taylor series expanding the patch error around the current
displacement and finding the optimal additional displacement. This only works
for relatively small patch displacements. To allow for larger displacements a
pyramid scheme according to [40] can be used. The patch displacement is found
by using the estimate in a courser scale as an initial estimate in the next finer
scale.
If the pure translation assumption is made, the tracker is sensitive to rotations.
The patch can diﬀer significantly if rotated and thereby the displacement that
minimizes the patch-diﬀerence may end up far form the true. The translation
assumption may also cause problems if the camera has moved far between two
images. This is because the corresponding patch in the second image may have
been significantly warped due to the 3D structure around the feature point
and the camera motion. Thus the method is only good for a relatively small
movement and rotation between frames. This can be alleviated by including an
aﬃne transformation estimation for each patch. However, the small movement
assumption usually holds for video data with suﬃcient frame rate.
To make the tracker more robust to camera motion, IMU data can be used as
described in [41]. Another method to make the tracker more robust to rotations
has been created in this work and can be found in section 5.4.
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5 Vision system
5.1 Coordinate systems
Figure 4 defines the local coordinate system of the IMU and the camera.
Figure 4: Displays the local coordinate systems of the IMU and the camera on
the UAV
Here it can be seen that the camera centre and the IMU does not coincide and
that they are expressed in diﬀerent coordinate systems. The transform from the
IMU to the camera coordinate system is
Tcam imu = s
⇥
Rcam imu  Rcam imudimu
⇤
(106)
where Rcam imu transforms vectors from the IMU to the camera orientation
and dimu is the displacement in meters between coordinate systems expressed
in the IMU coordinate system. The inverse transformation is
Timu cam =
1
s
⇥
RTcam imu dimu
⇤
(107)
where
Rcam imu =
240  1 00 0  1
1 0 0
35 (108)
dimu =
⇥
0.07 0  0.018⇤T (109)
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and the scale s depends on the SLAM solution. dimu has been measured using
a ruler and may not be very precise.
The world coordinate system for the camera and the IMU is defined in figure 5.
This is the initial pose of the IMU and the camera at the start of the system. All
other poses are relative to these. Since the pose is arbitrary, the gravity direction
in this coordinate system is not known and can therefore not be assumed to be
aligned with the z-axis. The relationship between the two world coordinate
systems is the same as in (106) and (107).
Figure 5: Displays the world coordinate systems of the IMU and the camera.
This world coordinate system is defined as the initial pose of the camera and
IMU when the vision system starts.
5.2 System overview
The vision system comprises of four tasks that are run in parallel. These are
frame capture, pose and feature tracking, bundle adjustment and sensor fusion.
5.2.1 Vision system flowchart
A flowchart of the vision system is given in figure 6.
5.2.2 Frame capture
In the frame capture task, new frames are continuously extracted form the video
buﬀer of the camera and converted to gray scale images. Each time a new frame
is extracted and converted it replaces the previous frame. This ensures that
when the tracker task has finished processing the previous frame and requests
a new, it will receive the latest frame. This task is only necessary since there
exists no way of directly extracting the latest frame from the video buﬀer trough
the OpenCV API. By continuously performing the extraction as soon as a new
frame is available, one can be certain that frames do not build up in the video
buﬀer and cause an unwanted delay.
29
Capture frame
Read 
filter state
Track features
Extract features
Resect camera Find initial solution
Refine initial solution
TriangulateKeyframe
Filter tracked points
Refine solution
Triangulate
Update
 tracked points
Update filter
Update
 tracked points
Filter tracked points
In separate thread
Wait for
new frame
NoYes
No
Yes
Figure 6: Flowchart of vision system
5.2.3 Pose and feature tracking
When the pose and feature tracking task is ready for a new frame, it will retrieve
the latest frame from the frame capture task and the latest predicted pose from
the sensor fusion task. When both the frame and predicted pose has been
retrieved the task proceeds to undistort the frame, as mentioned in section 4.1,
and to track features observed in the previous frame using the KLT-tracker. If
the sensor fusion filter has had enough time to converge, the predicted pose will
be used in the tracking algorithm to predict where tracked feature points will
appear. This reduces the necessary search space for the KLT-tracker and makes
tracking more robust to fast motions. The predicted pose will also be used to
make the tracking algorithm more robust to rotations. In the next step new
ORB-features will be extracted from the current frame if certain conditions are
met.
Depending on if the system has already found an initial solution or not it will
either move on to estimating the current camera pose, or it will try to find an
initial solution. Assuming that an initial solution has already been found the
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current camera pose is resected from known 3D to feature point correspondences.
If the sensor fusion filter has converged the predicted pose will be used as an
initial guess in the resection.
When resection has been performed all the features and the camera pose are
collected as together as a keyframe candidate. If certain conditions are met,
the keyframe is passed to the bundle adjustment task. Otherwise it is rejected.
In the next step the currently tracked feature points are filtered from outliers.
Then the points that are associated with 3D points will be updated if the bundle
adjustment task has performed an refinement. Finally the current camera pose
estimate will be sent to the sensor fusion task.
5.2.4 Bundle adjustment
The bundle adjustment task is responsible of refining the solution using several
keyframes at the same time. This is done to reduce the rate of accumulated
drift and to prevent the solution from diverging.
The approximative bundle adjustment, global epipolar adjustment, described
in section 4.9, is used to perform the refinement. It was selected for its speed,
allowing several keyframes and epipolar constraints to be used in the optimiza-
tion with reasonable time. However the number of keyframes and constraints
can not be allowed to grow indefinitely. Therefore only a window of the latest
keyframe poses are optimized over. The constraints that each keyframe can
form between other keyframes is limited to a number of the strongest connected
neighbouring keyframes. The connection between keyframes is the amount of
corresponding features they share.
The method is as mentioned structureless and does not optimize over the 3D
points. This means that after a refinement all the 3D points seen in the
keyframes need to be re-triangulated. Otherwise the refinement will not be
visible in the pose and feature tracking task, which relies on the triangulated
3D points to perform resection.
5.2.5 Sensor fusion
To be able to make pose predictions and to estimate the scale and gravity
direction of the reconstruction, IMU data is fused together with pose data from
the camera resection. The fusion is done in a separate thread and performs
predictions at the rate of the IMU.
The IMU delivers accelerometer and gyroscope data at 100 Hz. This data is fed
into an error state kalman filter that integrates the data in a large signal model
and propagates the covariance of the error using a small signal error model.
Each time the pose and tracking task starts processing a new frame it takes a
snapshot of the current state and covariance of the filter. All new IMU data
from this point until the point when the new frame has been processed will,
both be stored in an array and integrated in the filter.
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When a camera pose update is ready the snapshot of the state and covariance
is restored in the filter and the previous state and covariance is rejected. The
filter is then updated using the pose information. After this all the stored IMU
data is replayed as input to the filter to form the current state estimate.
This is done to deal with the delay the processing time of new frames incur,
while still delivering orientation and position estimates at 100 Hz to the position
control algorithm. This means that the position update to the control algorithm
only depends in the IMU rate and is independent of the frame rate used in the
SLAM solution.
This is illustrated in figure 7.
Figure 7: Filter estimation
5.3 Initial solution extractor
To perform resection, 3D points need to have been triangulated, but to perform
triangulation at least two cameras need to be known. At the start of the system
neither is known. To solve this chicken and the egg problem, an initial camera
pair is found by using the method described in section 4.7. This solution is then
refined using the GEA method and the 3D points are triangulated.
The method in 4.7 requires feature correspondences between two views to esti-
mate the essential matrix. These are found by extracting ORB:s in a view and
then tracking them across views using the KLT-tracker as described above.
To be able to find a good approximation of the essential matrix, two condi-
tions need to be satisfied. The camera must have moved by a suﬃcient amount
between views and the scene must not be a flat surface. Since only the fea-
ture points and their movement across views are available, a suitable condition
to whether the cameras has moved suﬃciently is the average feature motion
between views. If the average motion is suﬃciently high the systems tries to
estimate a valid essential matrix. However, if the camera performs a pure rota-
tion the feature motion will also be high, but a valid essential matrix cannot be
estimated.
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To detect if a pure rotation has occurred or if the scene is a plane, the singular-
values of the estimated essential matrix can be investigated. This matrix should
have two singular-values close to being identical and one singular-value equal to
zero. This is tested by
Eij = Udiag( 1, 2, 3)V T , (110)
f( 1, 2, 3) =
(
0, k 1  2k 1 > ths OR  3 > thz,
1, otherwise
(111)
where ths and thz are the relative similarity and zero value threshold respec-
tively. If the function returns zero the essential matrix estimation is rejected
and the system starts over.
As a final step to prevent bad initialization, the triangulated points calculated
form the extracted camera pair are re-projected in both cameras. If a re-
projection is too far away from the corresponding feature, the 3D point will
be rejected. If the remaining 3D points are less then a threshold, the solution
will be rejected and the initialization system starts over.
5.4 Feature Tracker
In the feature tracker, points are tracked in-between the previous and current
image. This is performed using the KLT-tracker. As described in section 4.10
the tracker uses patches around the feature points in the previous image to find
the corresponding patches in the second image. Using the pose prediction from
the sensor fusion task, a starting point for where a feature patch should appear
can be found by projecting the corresponding 3D point. This enables features
to be tracked even when the camera exhibits fast motion. If the predicted
feature location is less than 4 pixels away from where it was located in the
previous picture, the last feature location is used as an initial guess instead of
the prediction. This is due to the predication error is approximately 3-4 pixels
when the system is almost stationary.
If the rotation around the viewing axis is not small, the tracking will start
to perform poorly. The tracked points can be observed to follow a circular
path intersecting the original feature location. This issue has impacts on the
whole system, such as tracking loss, poor resection and triangulation and faster
accumulated drift. To deal with this issue, the predicted pose is used to rotate
the current image back to the same rotation around the viewing axis as the
previous image.
This rotation can be calculated by aligning the viewing direction of the current
camera with that of the previous and then calculating the angle between the
x-axis of these cameras. Given R1 and R2 where R1 is the orientation of the
camera in the previous view and R2 is the orientation in the current view, this
rotation can be calculated as
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R1w b = R
1T , (112)
R2w b = R
2T , (113)
z1 = R
1
w b(:, 3), (114)
z2 = R
2
w b(:, 3), (115)
Raligned = R{z2, z1}R2w b, (116)
x1 = R
1
w b(:, 1), (117)
xaligned = Raligned(:, 1), (118)
v =
xaligned ⇥ x1
kxaligned ⇥ x1k , (119)
✓ = (v · z1) arccos(xaligned · x1), (120)
where R{z2, z1} is the rotation that rotates the vector z2 to z1 and ✓ is the
rotation around the viewing direction from the previous camera to the current
camera expressed in radians. To compensate for the rotation, the current image
is rotated  ✓ radians around the principle point. Positive values for a rota-
tion corresponds to counter-clockwise rotations. The notation R(:, i) is matlab
notation and means the i:th column of R.
When the rotation compensation and tracking has been performed, the tracked
feature points will be rotated back ✓ radians around the principle point to
be consistent with the current camera. Before the rotation compensation is
performed the current image is copied. When the tracking has been done this
image then replaces the previous image.
5.5 Feature Extractor
The feature extractor is responsible of extracting new ORB features when nec-
essary and from parts of the image where they are required. The extraction is
fairly computationally heavy and is not performed on every frame. It is only ex-
ecuted if the total feature count is less than a threshold and if a certain number
of frames has passed since the last extraction.
As a first step all currently tracked features are used to form a mask where not
to search for features in the image. This is created by assigning the mask the
value zero in a square area around each feature point. This prevents the ORB
extractor from extracting new features at or close to tracked features. This
has the eﬀect that the extractor finds features in areas of the image with a low
concentration of tracked features, which is a desirable eﬀect when moving the
camera to a new scene.
Each extracted feature has a Harris Sih score associated with it describing how
strong of a corner it is. The KLT-tracker is sensitive to the type of feature
that is tracked and achieves best performance tracking corners. Therefore the
features are sorted according to the score in a descending order. Features with
a score lower than the best score times a quality factor qf , Sih < Sbesth qf are
discarded. This is similar to the approach taken in [57].
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The extractor usually finds clusters of features very close to each other at distinct
areas of the image. This is undesirable since two features close to each other
can be hard to separate when tracking and could potentially be mixed up. To
alleviate this problem, feature points that are close to other feature points are
removed, keeping the features with the highest score. This is done by iteratively
adding the strongest feature to a vector T and removing all features too close
to this element.
The remaining extracted points are then given a unique id and added to the set
of tracked points.
5.6 Tracked point filtering
There is always a risk the tracking of a feature point fails. When this happens
it could either result in that the KLT-tracker stops tracking the feature or the
tracker could continue to track what it thinks to be the feature. The first case
is not a huge problem since a new feature could be extracted to replace the
lost feature. The second case is a bit more severe since this would mean that
the tracked feature point will not correspond to the same 3D point throughout
views. Thus these will be outliers.
Since the tracker tracks patches across consecutive images there may also build
up a drift in the patch that is tracked. This will cause point-tracking inconsis-
tencies similar to the second case if the drift becomes large.
To deal with the second problem a classification strategy is used. After each
camera resection, the fundamental matrices are formed between the current
view and that of a number Nf keyframes that are strongly connected to the
view. Then for each corresponding feature point between views, the epipolar
distance is calculated:
le =
⇥
a b c
⇤T
= Fijxj , (121)
d =
|xTi le|p
a2 + b2
, (122)
where xi is the feature point in the current view, xj the corresponding point in
a keyframe j, Fij the fundamental matrix relating the views and d the distance
to the epipolar line. If this distance is greater than a threshold, the feature is
classified as an outlier and thereafter discarded from the tracked points.
5.7 Bundle-adjustment
In the bundle adjustment several keyframes are used to find a solution close to
the optimal.
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5.8 Keyframe definition
A keyframe consists of a camera pose and a set of features seen in the corre-
sponding view, each with a unique id within the set. The features are organized
as a hash map, where the key is the feature id. This allows the system to very
eﬃciently, on average O(1), find corresponding features in-between keyframes.
This is needed when calculating the cost matrices for the GEA optimization,
when performing triangulation of 3D points and when performing outlier detec-
tion as described above.
5.8.1 Keyframe selection
Ideally all views should be used in the bundle adjustment, however this is not
computationally tractable. Therefore a subset of the views is selected to be
used in the adjustment. This subset should be as small as possible to allow for
fast bundle adjustment, while still retaining suﬃcient amount of information to
adequately constrain the solution. This is implemented as a couple of conditions
that a frame has to satisfy to be added as a keyframe.
Case one:
· The distance between all of the keyframe cameras and the current camera is
further than 20% of the average point depth in the current scene
· At least 20 frames have passed since the last keyframe
Case two:
· The ratio between tracked mapped points and and all tracked features is below
85 %
· The distance between the last keyframe camera and the current camera is
further than 10% of the average point depth in the current scene
· At least 5 frames have passed since the last keyframe
Case Three
· The current number of keyframes is zero.
The three cases specify diﬀerent situations. The first case is used when the
camera moves around in almost the same scene. In this case new keyframes
should always be suﬃciently separated from each other such that they do not
contribute with to much redundant information. The second case occurs when
the camera moves away from one scene to another. In this case it is important
to add new keyframes quickly such that there are keyframes with features both
from the old scene and the new scene. There is still a requirement on the
movement of the camera, since triangulation cannot be done using two cameras
with coinciding centres. The final case occurs when the initial solution is added.
The average distance to the scene points is used to allow keyframe insertion to
adapt to the current scale of the view. Thus when the camera is close to an
object, keyframes will be inserted more often with respect to the camera motion
compared to when the camera is far from an object.
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5.8.2 Adding a keyframe
Each time a new keyframe is added, feature correspondences are formed be-
tween this keyframe and a number of previous keyframes. These feature cor-
respondences and the corresponding camera pair are stored in an object called
a constraint. The keyframe is then filtered from outliers as described above,
using the fundamental matrices relating the frames. Next the cost matrices for
the GEA optimization are calculated for each constraint object. The keyframe
is then stored in a hash-map with the keyframe id as the key. The constraint
objects are stored in a vector along with the previous constraint objects. As new
keyframes are added to the set, older keyframes outside a certain age window
will be marked as fixed. They will help to constrain the solution even if they
are not allowed to update their camera pose.
To enable a fast lookup of the keyframes that contain a certain feature, a second
feature-to-keyframe hash-map is used. This stores the feature id as the map key
and a set of the ids of the keyframes in which it appears as the map object. The
final step when adding a keyframe is to insert its id in the sets corresponding
to the features the keyframe contain.
5.8.3 Finding strongly connected keyframes
When a new keyframe is added or when point filtering is performed, previous
keyframes that share many of the current frames feature points need to be found.
This is achieved by creating a hash-map with the keyframe ids as keys and the
number of feature correspondences shared with the current frame as objects.
The map is created by iterating over all the features in the current frame.
For each feature, the set of keyframes it appears in is found form the feature-
to-keyframe map. For each keyframe id included in the set, the corresponding
element in hash-map is increased by one. When all features have been processed
the resulting map will contain the set of keyframes sharing correspondences with
the current view and by what degree.
The keyframe ids in this map is then sorted into a vector in descending order
depending on the number of feature correspondences. Then at most N of the
strongest connected keyframes are selected according to this vector, where N
depends on the situation. In addition to being strongly connected, a keyframe
must also be suﬃciently far away from the current keyframe. This is to prevent
the term kTi Tjk from being close to zero and thereby cause a near-zero division
in the optimization.
5.8.4 Global epipolar adjustment
In the global epipolar adjustment, the camera poses are updated such that the
total epipolar constraint error becomes as small as possible across all keyframes.
The calibrated cameras as described in section 4.1
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Pi =
⇥
Ri ti
⇤
(123)
are parametrized by 12 elements, however they only have 6 degrees of freedom.
This is due to that R must be a rotation matrix and t a translation vector. Thus
the camera is over parametrised and this parametrisation is hard to use in op-
timization since non-linear constraints need to be enforced during optimization
to make the R matrix valid.
To solve this a minimal parametrisation is used. The camera rotation is parametrised
using a rotation vector ui as described in 3.2 and the camera centre Ti is used
to parametrise the camera position. The latter parametrisation is a choice of
mere convenience since this the camera centre is used in the cost-function. The
camera can now be recovered as
P =
⇥
R{ui}  R{ui}Ti
⇤
, (124)
where R{ui} can be calculated using (18).
The Ceres solver [35] is used to solve the adjustment problem. When performing
the adjustment the constraint objects created when adding new keyframes are
used. From them the cost matrices and the camera pairs are added to a certain
object used by the solver API. If one of the cameras in a pair is fixed, then this
is signalled to the solver and the corresponding parameters will not be updated.
If both cameras in a pair are fixed, then the corresponding constraint object is
removed since it will only appear as a constant term in the cost function.
5.8.5 Triangulation
After each refinement, triangulation is performed using the keyframes that were
included in the refinement. Only these keyframes are used because they will
be close to epipolar consistent. Keyframes not used in the refinement may,
due to drift, not be consistent and thereby cause poor triangulation results.
The triangulation is performed as described in section 4.5. To prevent the
triangulation of each point from taking to long, only a maximum of N keyframes
are used for each point.
Certain conditions need to be satisfied before a triangulated point will be added
to the map even if it has been seen in a few keyframes. The quality of triangu-
lation depends heavily on how well separated the cameras are compared to the
distance to the point. To decide when a point has been observed suﬃciently well,
the following strategy is used: The baseline b¯ and the midpoint distance d¯ is
calculated for each camera pair among the cameras viewing the point. Then the
camera pair yielding the largest baseline is selected. If the following condition
is true
f(d¯, b¯) =
(
0, kd¯kkb¯k > thtrig
1, otherwise
, (125)
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Figure 8: Triangulation
the point is considered to have been observed well enough and the triangulation
is accepted and added to the map of triangulated points. Otherwise the point
will be rejected. Figure 8 illustrates the triangulation set-up where c1 and c2 are
the camera centres and d¯ is the midpoint vector to the point P . The baseline
and midpoint distance are calculated as
c¯ = c2   c1, (126)
d¯ = (P   c1)  c¯/2, (127)
b¯ = c¯  c¯ · d¯
d¯ · d¯ d¯. (128)
Due to the risk of outliers even after feature point filtering has been perform, the
triangulated point is re-projected into each camera used in the triangulation.
If the re-projection error is larger than a threshold in any of the cameras, the
point is rejected.
5.9 Sensor fusion
In the sensor fusion task an error state kalman filter as described in [5] is used to
combine data from an IMU with that of the SLAM system to perform state and
parameter estimation. The states that are estimated are the position, velocity
and orientation of the camera. The parameters that are estimated are the scale
of the SLAM solution in meters, the gravity direction in the solution and the
gyroscope and accelerometer bias.
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The filter solves the parameter estimation problem in two steps. In the first step
the accelerometer bias is assumed to be constant and equal to an initial guess
and is not estimated. When the filter has converged close to the correct a scale
and gravity direction, the filter starts estimating the accelerometer bias as well,
leading to refined state and parameter estimates. The reason for this division is
that the accelerometer bias and gravity direction are hard to separate and are
diﬃcult to estimated if both initial guesses are far away from the truth.
5.9.1 ESKF
In the error state kalman filter the true state, xt, is partitioned into a nominal
state x, and a error state  x such that
xt = x   x, (129)
where   signify a composition operator. If the state is a part of a vector-space,
  is the normal addition operator. If not,   is an operator that incorporates
 x into xn such that the relation above holds. For instance for quaternions
qt = qn ⌦  q,   implies the quaternion product.
The filter works by integrating accelerometer and gyroscope data into the nom-
inal state x. This integration does not take into account of noise and modelling
errors, which will lead to an accumulation of error in the nominal state. These
errors are collected in the error state  x. The error state is of small signal mag-
nitude and can be properly modelled by a time variant linear dynamic system,
which is calculated from the nominal state vector. The error state is estimated
using the Error-State Kalman Filter which incorporates the sensor noise and
modelling errors.
In parallel with the integration of the nominal state, Gaussian prediction of the
error state is performed. Since the error state always has a mean of zero and is
unobservable from accelerometer and gyroscope data, the error state predictions
will always be zero and only the covariance is propagated. Additional data such
as GPS or vision data is needed to make the error state observable. When these
arrive, filter correction can be performed and the error state can be estimated.
This is typically performed at a much slower rate than the predictions. The
correction provides an Gaussian estimate of the error state and this is then
injected into the nominal state. The error state is then reset to zero since the
error between the nominal and true state is now mean zero. The error-state’s
covariance matrix is updated to reflect the reset. The system repeats like this
forever.
5.9.2 States
The states are very similar to those described in [5] with the addition of a scale
state st. The state for the accelerometer bias is removed in the first filtering
step as described above. The states are
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pt = p+  p, (130)
vt = v +  v, (131)
qt = q ⌦  q, (132)
gt = g +  g, (133)
abt = ab +  ab, (134)
wbt = wb +  wb, (135)
st = s+  s, (136)
where pt, vt, gt are the position, velocity and gravity direction in the world
coordinate system. qt is a quaternion from the body to the world system and
abt, wbt are the accelerometer and gyroscope biases. The dynamics of the bias
terms and the scale are modelled as slow randomMarkov walks, with covariances
aw, !w and sw.  q = Exp( ✓/2) is the quaternion corresponding to the error
 ✓ in the tangent space. The scale is modelled as a random Markov walks to
account for scale drift in the SLAM solution.
5.9.3 IMU data
The IMU gives accelerometer and gyroscope data and these are modelled as
!m = ! + !bt + !n, (137)
am = R
T
t (at   gt) + abt + an. (138)
! is the angular velocity in the body frame, !bt a slowly changing bias term and
!n is zero mean Gaussian noise. am is the measured acceleration in the body
frame and at and gt is the true acceleration in the world frame, RTt converts the
measurement from the world frame to the body frame, abt a slowly changing
bias term and an is zero mean Gaussian noise.
5.9.4 Nominal state kinematics
The nominal state is integrated according to the following model
p p+ v t+ 1
2
(R(am   ab) + g) t2 (139)
v  v + (R(am   ab) + g) t (140)
q  q ⌦ q{(!m   !b) t} (141)
ab  ab (142)
!b  !b (143)
g  g (144)
s s (145)
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where R = R{q} is the rotation matrix corresponding to the quaternion q.
5.9.5 Error state kinematics
The error state system is given as
 p  p+  v t (146)
 v   v + ( R[am   ab]⇥ ✓  R ab +  g) t+ Vi (147)
 ✓  RT {(!m   !b) t} ✓    !b t+⇥i (148)
 ab   ab +Ai (149)
 !b   !b + ⌦i (150)
 g   g (151)
 s  s+ Si (152)
where Vi, ⇥i, Ai and Si are random impulses modelled by Gaussian processes,
with zero mean and covariance matrices obtained by integrating an, wn, aw, !w
and sw over a time step  t.
Vi =  
2
an t
2I (153)
⇥i =  
2
!n t
2I (154)
Ai =  
2
aw tI (155)
⌦i =  
2
!w tI (156)
Si =  
2
sw tI (157)
The error state kinematics can be expressed in matrix form as
 x = Fx(x, um) xˆ+ Fii (158)
where
um =

am
!m
 
, i =
266664
Vi
⇥i
Ai
⌦i
Si
377775 , x =
2666666664
p
v
q
ab
!b
g
s
3777777775
,  x =
2666666664
 p
 v
 ✓
 ab
 !b
 g
 s
3777777775
(159)
and
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Fx =
2666666664
I I t 0 0 0 0 0
0 I  R[am   ab]⇥ t  R t 0 I t 0
0 0 RT {(!m   !b) t} 0  I t 0 0
0 0 0 I 0 0 0
0 0 0 0 I 0 0
0 0 0 0 0 I 0
0 0 0 0 0 0 1
3777777775
(160)
Fi =
2666666664
0 0 0 0 0
I 0 0 0 0
0 I 0 0 0
0 0 I 0 0
0 0 0 I 0
0 0 0 0 0
0 0 0 0 1
3777777775
(161)
The ESKF prediction can now be written
 xˆ Fx(x, um) xˆ (162)
P  FxPFTx + FiQiFTi (163)
where the prediction  xˆ will always be zero since  xˆ has mean zero. Thus only
the covariance propagation need be calculated. Qi is
Qi =
266664
Vi 0 0 0 0
0 ⇥i 0 0 0
0 0 Ai 0 0
0 0 0 ⌦i 0
0 0 0 0 Si
377775 (164)
5.9.6 Measurement equation
The SLAM system outputs noisy measurements of the current orientation and
scaled position of the camera centre. To express the orientation measurements
in the IMU coordinate systems
qm = q{RTcam imuRTcamRcam imu}. (165)
is calculated. Here qm transforms vectors form the local coordinate system of the
IMU to the IMU world coordinate system as defined in figure 5. Rcam transforms
vectors in the camera world coordinate system to the local camera coordinate
system. This is why the transpose is taken. For convenience the camera centre
position is expressed in the orientation of the IMU world coordinate system
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pm = R
T
cam imupc (166)
however with the same displacement and scale. pc is the camera centre position
in the camera world coordinate system. The resulting measurements can now
be expressed as
qm = qt ⌦ q {  } = q{✓}⌦  q{ ✓}⌦ q {  } (167)
pm = st
⇥
I  dimu
⇤ pt +R{qt}dimu + p 
1
 
(168)
= st(pt +R{qt}dimu   dimu + p ) (169)
where pt is the position of the IMU in the IMU world coordinate system 5.
The term R{qt}dimu accounts for the distance from the IMU position to the
camera centre. The scale st and displacement dimu represents the transform to
the un-rotated world camera coordinate system as described in (166). p  is the
position noise in the metric scale, modelled as a Gaussian distribution with zero
mean.    is the orientation noise in the tangent space modelled as a Gaussian
distribution with zero mean. q  is the corresponding quaternion perturbation.
Hereafter dimu will be called d for easier notation.
Since q is given form predictions using the nominal model, the orientation mea-
surement equations can be rewritten as
q⇤ ⌦ qm =  q{ ✓}⌦ q {  }. (170)
Now taking logarithm of this equation we have:
Log(q⇤ ⌦ qm) = Log( q{ ✓}⌦ q {  }) ⇡  ✓ + J 1r ( ✓)   ⇡  ✓ +    (171)
where in the final step it has been used that  ✓ is assumed to be small. This
results in a Jacobian close to the identity matrix. Thus using this measurement
function, the output is linear in the error state. The resulting measurement
function can now be expressed as
y = h(x,  x, p  ,   ) =
(
st(pt +R{qt}d  d+ p )
 ✓ +   
(172)
where the second row has been calculated through (171).
The filter correction equations are
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K = PHT (HPHT +HvV H
T
v )
 1, (173)
 xˆ K(y   h(xˆt)), (174)
P  (I  KH)P, (175)
where V is the covariance matrix of the noise    and p  . Since the filter estimates
the error states, the measurement matrix H is defined relative to these
H ⌘ @h
@ x
    
xt=x, xˆ=0
=

sI3 0  sR{✓}[d]⇥Jr(✓) 0 0 0 p+Rd  d
0 0 I3 0 0 0 0
 
.
(176)
The corresponding noise propagation matrix, Hv, is
Hv =
"
@h
@p 
0
0 @h@  
#
=

sI 0
0 I
 
. (177)
When the error state has been estimated, the nominal state is corrected as
x x   x. (178)
The error state is then reset to zero using the reset function
 xˆ g( x) =  x  xˆ, (179)
where  is the inverse of  . The ESKF reset operation is thus
 xˆ 0 (180)
P  GPGT (181)
where G is the Jacobian matrix defined by
G , @g
@ x
    
 xˆ
=
24I6 0 00 I  [ 12 xˆ]⇥ 0
0 0 I10
35 (182)
For a more thorough derivation of the eskf filter see [5].
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Figure 9: Quadcopter diagram
6 Quadcopter
A qaudcopter, as referred to in this work, is an aerial vehicle which is lifted and
propelled by four rotors as described in figure 9
where a right handed coordinate system has been defined for the body of the
quadcopter, with x-axis along the heading direction, y-axis to the left and z-
axis pointing upward. In addition to the coordinate system, figure 9 defines the
rotation direction of each of the four rotors, and a camera with principal axis
along the x-axis. This will be the UAV used in this work.
Figure 10 defines the global coordinate system.
Figure 10: Global coordinate system
The global coordinate system is a right handed system with the z-axis parallel
to the gravity vector and in the opposite direction. The x- and y-axis form the
plane perpendicular to the z-axis. These axes are left arbitrary and are not
related to north, south, east or west.
46
6.1 Quadcopter dynamics
The quadcopter is modelled as a rigid body and follows the Newton-Euler rigid
body equations[1, p. 167]
mI 0
0 Icm
  
v˙b
!˙b
 
+

!b ⇥mvb
!b ⇥ Icmwb
 
= F b, (183)
where m is the mass, Icm is the moment of inertia and vb and wb are the linear
velocity and angular velocity respectively in the body frame. F b is an external
wrench force applied at the centre of mass and specified in the body coordinate
system.
If the linear motion is described in the global coordinate system and the angular
motion in the body coordinate system, the corresponding equations become
mI 0
0 Icm
  
v˙w
!˙b
 
+

0
!b ⇥ Icmwb
 
=

Fw
⌧
 
, (184)
,
where vw is the linear velocity and Fw is a force applied at the centre of mass,
where both are defined in the global coordinate system. ⌧ is the torque applied
around the x-, y- and z-axis in the body coordinate system.
Each rotor, as indicated in figure 9, generates a thrust Ti which depends on the
angular velocity !i of the rotor and can be approximately described by[2]
Ti = k!
2
i , (185)
where k is a constant. In addition, each rotor generates a torque ⌧Mi around its
axis and approximately depends on !i according to
⌧Mi = b!
2
i , (186)
where b is a constant.
The total thrust T b generated by the rotors is approximately
T b =
24 00P4
i=1 Ti
35 =
24 00P4
i=1 kw
2
i
35 , (187)
where T b is expressed in the body frame, and the total torque ⌧ generated by
the rotors is approximately
⌧x = Lxk( !21 + !22   !23 + !24), (188)
⌧y = Lyk( !21   !22 + !23 + !24), (189)
⌧z = b( !21 + !22 + !23   !24), (190)
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where Lx and Ly are the perpendicular distance from the corresponding x- and
y-axis to to the rotors.
Equation (184) can now be expressed as
v˙w = ~g +
1
m
Rw bT b, (191)
!˙b = I 1cm(⌧   !b ⇥ Icm!b), (192)
where ~g =
⇥
0 0  g⇤T is the gravity vector and Rw b describes the orientation
of the quadcopter as a coordinate change form the body frame to the world
frame.
Introducing  i = !2i the total thrust and torque generated by the rotors can be
expressed through a matrix relation as
2664
⌧x
⌧y
⌧z
T b
3775 =
2664
 Lxk Lxk  Lxk Lxk
 Lyk  Lyk Lyk Lyk
 b b b  b
k k k k
3775
2664
 1
 2
 3
 4
3775 , (193)
which in turn can be inverted to describe the mapping from ⌧ and T b to  i,
where !i can be found by requiring that !i   0.
The quadcopter is assumed to be symmetric around the axis and therefore the
inertia matrix I will have the form
24Ixx 0 00 Iyy 0
0 0 Izz
35 . (194)
The values Ixx, Iyy and Izz are estimated by constructing a pendulum of the
quadcopter as indicated in figure 11.
The Inertia around this axis is then estimated using the connection between the
oscillation period and the inertia [45, p.475]
T = 2⇡
s
I
MgD
(195)
where T is the time period, M is the mass of the quadcopter, g the gravity
constant, D is the distance from the rotation axis to the centre of mass and I
the inertia around the rotation axis. This holds for small angles.
The inertia around the centre of mass is then estimated by using the parallel
axis theorem [45, p.297]
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Figure 11: Inertia estimation by using period time of pendulum
I = Icm +Mh
2 (196)
where M is the mass of the object, h is the distance from the rotation axis to
the centre of mass and Icm is the inertia around the centre of mass parallel to
the rotation axis. Icm is the inertia sought after and corresponds to Ixx, Iyy
and Izz depending on how the quadcopter is oriented.
6.2 Rotor dynamics
In paper [28] a model of the dynamics of the electric speed controller, esc, and
motor is described. For a low induction motor the following model serves as a
suﬃcient approximation
Jr!˙ =  Ks   KmKe
R
!  Kr!2 + Km
R
u, (197)
where Jr, Ks, Km, Ke, R, Kr are unknown parameters characterizing the motor
and the esc, ! is the angular velocity of the rotor and u is the voltage input.
This model has been further simplified in this work by neglecting Ks which
represents friction in the motor and is thereby assumed to be small. By reducing
the remaining parameters to bunched parameters, the following model is found
49
!˙ =  a!   b!2 + cuˆ. (198)
In this model uˆ is the input to the esc. The esc accepts a PWM signal where
uˆ specifies the high time of the signal. The high time encodes the percentage
of voltage applied to the motor of the total voltage delivered by the batteries.
Thereby the signal uˆ and u only diﬀers in a scaling factor which is included in
c. These parameters are estimated by collecting rotor velocity and input signal
data and then using nlgreyest in Matlabs System identification toolbox [44].
6.3 System overview
The UAV consists of four main parts: a raspberry pi that is connected to a cam-
era which runs the computer vision system and orientation control loop, a small
ARM micro processor which is in charge of controlling the rotors, an android
app which can communicate with the UAV and send orientation commands and
finally a data collection system which collects data about various sensor values
and state estimations for system identification and analysis later on. This is
illustrated in figure 12.
ARM Raspberry PI
Rotor
Android app
Camera
Rotor
Rotor Rotor
Sense Hat MPU-9150
Data Collector
Figure 12: Overview of the system
As of the moment the position control algorithm is only implemented in simu-
lation. This is mainly due to time restriction.
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6.4 Hardware
6.4.1 Android app
The developed android app is displayed in figure 13.
Figure 13: Picture of android app
This app can give orientation commands to the quadcopter by tilting the phone.
The tilt controls pitch and roll and by using the slider to the right the yaw can
be controlled. The slider to the left controls the output thrust of the motors.
6.4.2 Raspberry pi
A Raspberry Pi 3 [49] is used to perform all of the computer vision tasks in
addition to control the orientation of the UAV. The Raspberry Pi has a quad
core processor, a GPU, 1 GB of ram and a 32 GB hard-drive. The machine runs
a Linux distribution called raspbian which has been patched with a real-time
pre-emptive kernel-patch which allows the system to have real-time performance.
The time critical tasks such as communication, the controllers, sensor retrieval
and the sensor fusion task are executed in real-time threads while the other are
run in normal threads.
6.4.3 Raspi camera
The Raspi camera is specially developed for the raspberry pi and can be con-
nected to a Camera Serial Interface, CSI, port for fast and eﬃcient image cap-
ture. This camera has been augmented with a fish eye lens as displayed in figure
14
6.4.4 Teensy 3.1
The Teensy 3.1 [48] is an ARM cortex M4 based micro controller. This controller
runs a small real-time operating system called FreeRTOS which allows for thread
creation and task synchronization. The controller is in charge of controlling and
estimating the rotor velocity speed and to retrieve motion data from an inertial
measurement unit, MPU9150, which outputs accelerometer and gyroscope data.
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Figure 14: Pi camera [47] with fish-eye lens
6.4.5 Optical sensor
To estimate the rotor velocity, a system using optical sensors has been devel-
oped. The system consist of four optical sensors that measure reflectance and
a threshold circuit that can convert analogue reflectance measurements to a
digital signal zero-one signal.
The optical sensors are mounted adjacent to a motor and can sense when a
painted white patch on the motor passes the sensor. When the white patch
passes the sensor it gives a value close to zero. Otherwise it will give a value
close to the input voltage. This sensor is displayed in figure 15.
Figure 15: Optical sensor
The threshold circuit converts all voltages above a threshold to one and those
below to zero, giving a clear digital impulse of when the white patch passes. This
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signal is then used for frequency counting in the micro-controller to estimate
the rotor velocity. Figure 16 displays the sensors and threshold circuit mounted
on the quadcopter. The threshold circuit is indicated in the red square at the
top.
Figure 16: Optical sensors on the UAV
6.4.6 Sense hat
The Raspberry Pi Sense Hat [50] is a device that easily interafaces with a Rasp-
berry Pi which contains a multitude of sensory equipment, there among an IMU.
This IMU is used in combination with the RTIMULib [51] library to estimate
the orientation of the quadcopter. This orientation estimate is used in the the
orientation control loop.
6.4.7 MPU9150
The IMU, MPU9150 [52], developed by InvenSense is used in the computer
vision system to perform pose prediction and scale and gravity direction esti-
mation. This IMU is a popular choice in quadcopter builds and comes with an
incorporated digital processing unit that produce quaternion estimates. How-
ever in this work this capability is ignored and only the accelerometer and
gyroscope data is used from the sensor. The reason why both the sense hat
and the MPU9150 is used is that the former could not deliver samples at a rate
higher than 50 Hz reliably. The reason for this is still unknown. Therefore the
MPU9150 was used to get data at a sampling rate of 100 Hz.
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6.5 Final UAV build
The quadcopter build is displayed in figures 17 and 18.
Figure 17: Picture of quadcopter
Figure 17 displays the front face of the quadcopter with the fish-eye camera
directed towards the photographing camera. The protruding box at the top
of the quadcopter is the battery casing. This protects the Lipo-batteries at
impacts. The small plastic casings close to the motors are the optical sensors.
Figure 18: Picture of quadcopter
6.6 Rotor velocity controller
The rotor velocity controller is a PI controller [54] with a feed-forward term of
the control signal needed at steady state. The process of the rotor is given in
(198) and from this the input signal at steady state can be found as
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0 =  a!ref   b!2ref + c ˆuref , (199)
ˆuref =
a!ref + b!2ref
c
. (200)
Thereby the controller becomes
e = !ref   !, (201)
u = Ke+ I + ˆuref , (202)
r = sat(u)  u, (203)
I  I + Kh
Ti
e+
h
Tr
r, (204)
where K is the gain parameter, Ti is the time constant of the integration part,
sat(u) a saturation function function and Tr the integral reset term.
6.6.1 Filtering and outlier rejection
A signal from an optical sensor triggers an interrupt in the Teensy micro pro-
cessor. The time diﬀerence between two consecutive interrupts is then used to
calculate the frequency of the rotor. This estimate is noisy and an unscented
kalman filter is used to estimate rotation speed and to continuously estimate a
and c in 198. This is done at the same rate as the rotor velocity control.
Outliers may occasionally occur and the prediction of the next rotation velocity
sample, yˆ, along with the prediction covariance, Pv, is used to statistically
classify if a measurement as an outlier according to [14, p.187]
T =
(y   yˆ)2
Pvv
, (205)
f(T ) =
(
1, T > thoutlier
0, Otherwise
, (206)
where y is the measurement and thoutlier the outlier threshold. If f(T ) returns
one, the measurement is an outlier. The interrupts can occur at any time and
may not be synced with the control thread. Therefore yˆ is a convex combination
of the current estimate and the predicted value, where the inter-period time is
used to make the combination
yˆ = (1  td
h
)ypred +
td
h
ylast. (207)
td is the elapsed time since the last control thread update, ypred is the predicted
value of the at the next update and ylast the estimated value at the last update.
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6.7 Angular velocity controller
The dynamics of the angular velocity of the quadcopter is given in (192) and
can be rewritten as
⌧ = Icm!˙
b + !b ⇥ Icm!b. (208)
The rotor velocity controller is assumed to be fast enough such that ⌧ can be
considered to be the input to the system. If the control law
⌧ = Icmu
0(!,!ref ) + !b ⇥ Icm!b (209)
is used, also known as feedback linearization [55, p.505], the dynamics become
Icmu
0(!,!ref ) + !b ⇥ Icm!b = Icm!˙b + !b ⇥ Icm!b, (210)
u0(!b,!ref ) = !˙b. (211)
The control u0(!,!ref ) can be found using linear methods such as LQ [53, p.271]
u0(!b,!ref ) = L(!ref   !b), (212)
where L is the gain matrix. The total control law becomes
⌧ = IcmL(!ref   !b) + !b ⇥ Icm!b. (213)
6.8 Orientation controller
The orientation controller is quaternion based and is described in [42]. The
controller calculates the quaternion error qe between the desired orientation qr
and the current orientation q
qr = q ⌦ qe, (214)
qe = q
⇤ ⌦ qr. (215)
The imaginary part of the error quaternion is proportional to the rotation vector
from the current to the desired orientation, which can be seen from equation
(42). The quaternion error is used to form the control law
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! =
2
⌧
sgn(qe,0)qe,1:3, (216)
where ! is angular velocity commands, ⌧ the time constant of the controller and
sgn(x) is the sign function. Thus the angular velocity command will be propor-
tion to the rotation vector from the current to the desired orientation. sgn(qe,0)
is necessary since two quaternions q and  q represent the same orientation and
therefore should yield the same control signal. This controller can be shown to
be globally asymptotically stable.
6.9 Position controller
In the position controller it is assumed that the orientation and thrust of the
motors can be controlled much faster than the position of the quadcopter. Thus
the orientation and thrust can be considered as inputs to the quadcopter process
at this level. This leads to the simplified dynamics
p˙w = vw, (217)
v˙w = ~g +
1
m
Rw bT b, (218)
ignoring the rotation dynamics. Assuming that T and q can be set almost
instantly we can introduce the control input u,
p˙ = v, (219)
v˙ = u, (220)
and form a linear controller using e.g. LQ as above
u = L(

pref
vref
 
 

p
v
 
). (221)
Now qcmd and T bcmd can be found from u
u = g +
1
m
Rw b{qcmd}T bcmd, (222)
u  g = acmd = 1
m
Rw b{qcmd}T bcmd. (223)
Thus we want to find qcmd and T bcmd such that qcmd aligns the thrust vector
with acmd and kT bcmdk = mkacmdk. How this can be done is described in [42] as
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Icmd,z = acmd/kacmdk, (224)
↵ = arccos(Iquad,z · Icmd,z), (225)
qe =
"
cos(↵2 )
sin(↵2 )
⇣
Iquad,z⇥Icmd,z
kIquad,z⇥Icmd,zk
⌘# , (226)
qcmd = q ⌦ qe, (227)
T b =
⇥
0 0 mkacmdk
⇤T
. (228)
7 Results
The developed system can perform simultaneous localization and mapping on
a mobile platform with low computational power. In this case a raspberry pi.
Drift in the SLAM system can be reduced by using global epipolar adjustment.
The system takes advantage of IMU data to make pose predictions at the rate
of 100 Hz and to give a metric scale to the solution. The relation to the gravity
vector and the gyroscope and accelerometer biases are be estimated. Accurate
predictions of future feature point re-projections can be made, and are used to
limit the search area for the KLT tracker. A method to make the KLT tracker
more robust to rotations by using IMU data has been created.
7.1 Reconstruction of Kitchen/Living-Room
Figure 19 displays an image of the kitchen/living-room area that the SLAM
system has been tested in.
Figure 19: Picture of kitchen/living-room. The scene is sligthly diﬀerent during
the test. All the drawers have been closed and the boxes on the counters have
been removed.
In figure 20 and 21 a reconstruction of parts of a kitchen and living room has
been created using the SLAM system. The first figure is a top view of the
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reconstruction in the SLAM coordinate system where the z-axis has not been
rotated to be aligned with the gravity vector.
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Figure 20: Top view of reconstruction of kitchen/living-room with a trajectory
in a coordinate system where the z-axis is not aligned with the gravity vector.
The 3D points are represented as blue points. The blue trajectory is the camera
centre positions and the red arrows are the viewing direction of the camera.
The same is true for the second image with the diﬀerence that this reconstruction
is viewed through a diﬀerent angle. The blue dots represent 3D points and the
blue trajectory the camera centre positions. The red line represent the viewing
direction.
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Figure 21: The same reconstruction as above viewed from an angle to the left.
Here the kitchen area correspond to the top portion of the view and the middle
section correspond to the desk and wall on the opposite side.
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In figure 22 the trajectory of the IMU position and not he camera centre is
displayed. Here the z-axis has been aligned with the gravity direction and the
estimated scale has been used to express the trajectory in meters. The width
between opposite straight paths in the left to right direction has been measured
to be approximately 4.4  4.6 meters using a tape ruler.
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Figure 22: A top view of the estimated trajectory of the IMU in the solution.
The z-axis of the coordinate system has been aligned with the gravity vector
and the trajectory has been scaled to meters using the estimated scale. The
width of the trajectory in left to right direction has been measured using a tape
ruler to be approximately 4.4  4.6 meters.
During the recording the camera has moved in a rectangular shape starting and
ending at the oven seen at the far end in figure 19.
The estimated scale is given in figure 23
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Figure 23: The estimated scale of the solution as a function of time in seconds.
The right plot spans the entire acquisition time and the left plot only span the
first few seconds. The scale converges within 5 seconds.
From the figure it can be seen that the scale converges to the final value send =
6.4142 from an initial guess of 6 within a few seconds. That they were this close
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is purely coincidental and a bit unfortunate since it is does not show that the
initial guess of the scale need not be close to the true scale and it is hard to see
the convergence time. Another example of the scale estimation will be given in
the next section in figure 40, better illustrating the scale convergence.
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Figure 24: The components of the gravity vector in the SLAM solution coordi-
nate system. The right plot spans the entire acquisition time and the left plot
only span the first few seconds. It can be seen that the gravity vector converges
within two seconds.
In figure 24 the gravity direction estimation can be seen. This is the direction
of the gravity vector in the SLAM solution. It can be seen from the right plot
that the gravity vector converges within two to three seconds.
Figure 25 displays the accelerometer bias estimation. In this figure it can be seen
that the accelerometer bias is kept fix the first 15 seconds as described above.
It can be seen that the bias estimations stay within certain regions throughout
but that there seem to be a correlation between the estimations.
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Figure 25: The estimated accelerometer bias vs. time in seconds. The fist 15
seconds correspond to the phase when the bias is kept fixed. It can be seen that
the biases stay within certain regions but that there seem to be a correlation
between them.
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The gyroscope bias is presented in figure 26. The bias estimate converges within
6 seconds and remain close to the converged value throughout.
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Figure 26: The estimated gyroscope bias vs. time in seconds. The bias esti-
mate converge within 6 seconds and remain very close to the converged value
throughout.
It can be seen from the figures that the bias is almost constant throughout the
entire acquisition time.
Figure 27 and 28 displays the eskfs filters ability to predict and estimate camera
poses. The first figure illustrates the estimated curve of the camera centre as a
blue line. Above this line the measured camera centre position from the SLAM
system has been superimposed in orange. It can be seen that the lines match
very well throughout. In the second figure the estimated quaternion describing
the orientation is displayed as a blue line. This line has been superimposed by
the quaternion values measured form the SLAM system. It can be seen here as
well that the lines match very well.
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Figure 27: Displays the measured and predicted camera centre position in me-
ters. The z-axis of the coordinate system has not been aligned with the gravity
vector. The blue line corresponds to the estimated and predicted camera centre
position. The orange line to the measured camera center position.
Since the filter performs predictions while it waits for the SLAM to finish pro-
cessing a new frame, both predictions and corrections are visible in the data.
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Figure 28: Displays the measured and predicted camera orientation in quater-
nion components. The z-axis of the coordinate system has not been aligned with
the gravity vector. The blue line corresponds to the estimated and predicted
orientation. The orange line to the measured camera orientation.
However the error is to small to be visible in the plots. Figure 29 displays
zoomed in versions of the above plots for the position in the x direction and
the qx quaternion component. The predictions and corrections appear as small
bumps on the curves. From the zoomed figures it can be seen that the bumps
are small compared to the prediction distance between camera updates. This is
especially true for the orientation prediction where the bumps are hardly visible
even at a substantial zoom-in.
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Figure 29: The first plot displays a zoomed in portion of the curve along the
x-axis of the figure 27 above. The measured positions are the orange stars. The
predictions and corrections are visible as small bumps on the line. The second
plot shows a zoomed in portion of the qx quaternion component in the figure 28
above. The measured values are given as orange stars.
The figure 30 displays a histogram of the processing time the SLAM system
required for each new frame. The data was collected while streaming the desktop
of the Raspberry Pi to a phone. This has a negative impact on the processing
speed of the system. Nevertheless, the histogram shows a clear peak at 100
milliseconds allowing for an average frame-rate of 10 Hz. The streaming was
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done to gain visual feedback of how the system was operating for evaluation
purposes.
Figure 30: Histogram of the processing time the SLAM system requires for each
new frame while streaming a live video feed of the Raspberry Pi desktop to a
phone.
7.2 Motion capture
The SLAM system has been tested in a motion-capture system which gives a
very accurate ground-truth of the cameras trajectory. The results are presented
here. Slight performance optimization in the code has lead to a faster system
when this data was recorded.
Figure 31 displays the trajectories the SLAM system and the motion capture
system recorded in meters. The coordinate systems representing the trajec-
tory are both aligned with the gravity vector, however with diﬀerent origo and
orientation around the z-axis.
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Figure 31: A top-view of the trajectories in meters the SLAM system and
the motion capture system recorded. The coordinate systems representing the
trajectory are both aligned with the gravity vector with diﬀerent origo and
orientation around the z-axis. The right trajectory is illustrates the motion
capture recording and the left the slam recording.
These trajectories have been aligned by hand and superimposed in figure 32
such that the beginning of the curves are close.
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Figure 32: Aligned motion capture trajectory (red) and the SLAM trajectory
(blue). A rigid transform between the systems has been found by hand that
transforms the SLAM trajectory to the motion capture coordinate system. No
scale adjustment has been done. The trajectories are given in meters
The alignment has been done by finding a rigid transform that transforms the
trajectory given by the SLAM system to the coordinate system of the motion
capture system. No scale adjustment has been performed.
The iterative closest point, ICP, algorithm has been performed on the aligned
curves in figure 32 to find the transform that results in the least sum of squared
error distance, RMSE, between the curves. The resulting curves and RMSE
between the aligned trajectories are illustrated in figure 33. The RMSE error is
⇡ 3.2 centimetres.
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Figure 33: Aligned motion capture trajectory (red) and the SLAM trajectory
(blue) using ICP algorithm. No adjustment to the scale has been preformed.
The trajectories are given in meters. The RMSE error is ⇡ 3.2 centimetres.
65
Figure 34 displays a plot of the camera centre trajectory estimated by the eskf
filter superimposed with camera centre measurements. Here the world coordi-
nate system has been aligned with the gravity vector.
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Figure 34: Trajectory of the camera centre in meters estimated by the eskf filter
superimposed with camera centre measurement. The time is in seconds and the
world coordinate system has been aligned with the gravity vector.
The time region between t = 30 to t = 50 correspond to the upper left region
in figure 33. This region is zoomed-in in figure 35.
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Figure 35: Zoomed in trajectory of the camera centre in meters estimated by
the eskf filter superimposed with camera centre measurement. The time is in
seconds.
Here it can be seen that the filter has a steady error between estimated and
measured camera centre position of at most approximately 6 centimetres. This
is the order of magnitude of the deviation seen in the region in the figure 33.
The plot of the estimated orientation with camera orientation measurements
superimposed can be seen in figure 36. The orientations are relative to the
world coordinate system which has been aligned with the gravity vector.
From the figure it can be seen that the quaternion estimate seems to diverge
after t = 57 seconds. However this is not the case. What has happened is that
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Figure 36: Plot of the estimated orientation with camera orientation measure-
ments superimposed. The orientations are relative to the world coordinate sys-
tem which has been aligned with the gravity vector
the sign of the quaternion has changed, but this quaternion represent the same
rotation as the quaternion with the opposite sign. In other words q and  q
represent the same rotation.
The filters ability to predict the pose of the camera at the next frame acquisition
is illustrated in figure 37
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Figure 37: Displays the average prediction error of feature locations superim-
posed with the average pixel movement of the features. The diﬀerence between
the predicted location and the final location for all the projected 3D points form
the average prediction error. The amount pixels the features corresponding to
the 3D points have moved between consecutive frames form the average move-
ment. If the prediction distance from the location in the previous frame is less
than 4 pixels, the prediction is set to the previous location
Here the predicted camera pose is used to project known 3D points into the
current view. The projections are used as initial feature location guesses and
the KLT-tracker then finds the best patch match. The diﬀerence between the
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predicted location and the final location for all the projected 3D points forms
the average prediction error. The amount pixels the features corresponding
to the 3D points have moved between consecutive frames form the average
movement. If the prediction distance form the location in the previous frame is
less than 4 pixels the prediction is set to the previous location. It can be seen
that for low average pixel movements the predictive capability does not reduce
the search in the KLT tracker much. However, for large average pixel motion
which correspond to large rotation or motion, the average pixel search distance
is significantly reduced.
The estimated gyroscope and accelerometer bias are illustrated in figure 38. It
can be seen that the accelerometer bias converges to a reasonable value and
remain within a small region of this value throughout the acquisition. It can
also be seen that the gyroscope bias converges quickly to values close to those
in figure 26 and remains almost constant throughout.
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Figure 38: The estimated accelerometer (left) and gyroscope biases (right). It
can be seen that the accelerometer bias converge to a reasonable value and
remain within a small region of this value throughout the acquisition. It can
also be seen that the gyroscope bias converge quickly to values close to those in
figure 26 and remain almost constant throughout.
The gravity direction estimation can be seen in figure 39
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Figure 39: The estimation of the gravity direction in SLAM solution. It can be
seen that the estimate converge quickly as observed in the previous reconstruc-
tion in figure 24 and the estimate remains almost constant throughout.
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It can be seen that the estimate converge quickly as observed in the previous
reconstruction in figure 24 and the estimate remains almost constant through-
out.
As promised above another example of scale estimation is given here. Figure
40 illustrates the scale estimation of the SLAM solution in the motion capture
laboratory. Here it can be seen that the scale once again converge in approxi-
mately 5 seconds and remains very close the the converged value thereafter. It
can also be seen that the scale converge even if it is not close to the initial guess.
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Figure 40: The estimated scale of the solution as a function of time in seconds.
The right plot spans the entire acquisition time and the left plot only span the
first few seconds. The scale converges within 5 seconds.
A very small incline in the scale estimation of ⇡ 0.002 per second can be seen
in the figure.
Finally the figure 41 displays a histogram of the processing time the SLAM
system required for each new frame.
Figure 41: Histogram of the processing time the SLAM system requires for each
new frame while streaming a live video feed of the Raspberry Pi desktop to a
phone.
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This data was collected while streaming the desktop of the Raspberry Pi to a
phone. Despite this the system can now operate at an average frame rate of
approximately 14 Hz. The streaming was done to gain visual feedback of how
the system was operating for evaluation purposes.
8 Analysis of results
In this section the results will be analysed. The analysis i divided in to subcat-
egories.
8.1 SLAM reconstruction
Figures 20 and 21 demonstrate the reconstruction of the kitchen/living-room
and the camera motion during the recording. From the picture in figure 19 we
expect to see some structure representing the kitchen area where the oven, fridge,
dishwasher and sink are and some structure on the opposite side representing
the desk and wall. These can be seen from the reconstructions. However, it can
be somewhat hard to see much of the detail due to the sparse reconstruction.
Nevertheless one can see some wall like structure representing the kitchen and
some rectangular structure inside the camera motion trajectory that correspond
to the desk and wall to the left in figure 19.
If one examines the trajectory in figure 22 it can be seen that even after a fairly
long trajectory the final position estimate comes close to the starting position of
the trajectory. This corresponds well with the true trajectory since the camera
started out facing the oven in the kitchen and the recording finished with the
camera facing the oven.
Comparing the motion capture ground truth trajectory and the SLAM tra-
jectory in figure 33 one can see that the trajectories correspond well to each
other. Since these were calculated completely independent from each other it
strengthens the validity of the created SLAM system. The RMSE error between
the curves is approximately 3.2 centimetres. Since this error has been calculated
after aligning the curves such that the this error is minimal, it may be a slight
misrepresentation of the true error. Nonetheless, one can still draw the con-
clusion that the error is of this order of magnitude. The drift in the solution
can be concluded to be small, since the error is this small. No loop closure is
performed, thus this drift is nevertheless expected. The drift can roughly be
observed in figure 32 where the trajectories starts to diverge slightly at the end
of the recording. The drift may in this case be excessively large since the align-
ment was done by hand. Still, it is only in the order of magnitude of a couple
of centimetres.
8.2 Pose Predictability
The pose prediction and tracking capabilities of the filter is illustrated in figures
27, 29, 28, 34, 36 and 35. In these figure one can see that the camera pose can be
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tracked and predicted very well since the estimated pose and the SLAM update
poses are close at all times. The exception is at the very beginning where the
scale and gravity direction has not yet converged.
The largest observed error can be seen in figure 35. Here a steady error of
approximately 6 centimetres can be observed. This could be a result of the re-
section and tracking algorithm having problems finding accurate camera poses
which in turn would lead to a higher noise in the pose measurements or incon-
sistencies with the data from the IMU. The filter assumes that that all pose
measurements have the same noise-level and may therefore have diverged a bit
at this portion. The filter can be seen in the figure to converge to the measured
camera poses at a later time again. This can also be seen in the motion capture
data where the tracking error becomes larger at the top left corner in figure 33,
to then converge back close to the ground truth data. The region with the larger
error in 33 corresponds to the region in 25 where the tacking error occurred.
One can observe that a corresponding error in the orientation prediction and
estimation is not visible. The conclusion that can be drawn from this is that
orientation is easier to calculate in the resection than translation and that the
sensor-noise in the gyroscope is lower than that of the accelerometer.
The usefulness of the pose predictions in the slam system lies in that the pred-
icated pose can be used to re-project known 3D points, giving an initial guess
of where they should appear. Then the KLT-tracker need only perform a small
displacement search for the true feature location if the prediction was accurate.
Figure 37 illustrates that this works in practice. Here it can be seen that for
large pixel movements the error in prediction is smaller than the pixel distance
between the previous location and the current. Had no prediction been available
this distance would have been the same as the prediction error distance. Intu-
itively, this means that the tracker becomes less sensitive to large inter-frame
motion, where otherwise the large feature displacement could cause a tracking
error.
8.3 Scale estimation
The system can be seen to estimate the scale very quickly and consistently as
displayed in figure 40 and 23. The scale can be observed to converge within 5
seconds and then remains more or less the same throughout the recording. The
question if this scale truly is the scale relating the SLAM solution to the metric
scale can be answered in figure 33. Here the ground truth trajectory is given in
meters and it can be seen that the SLAM trajectory aligns very well with this
without the need for changing the scale. As mentioned before, the RMSE error
between the trajectory is in the order of centimetres while the trajectory has
been subject to drift which inevitably occur. Thus the conclusion can be drawn
that the scale estimation is accurate.
A small slope in the scale estimation in figure 40 could be observed. The reason
behind this could be be the rate of drift of the scale in the SLAM solution. As
mentioned before, this drift is inevitable since the system as of yet does not
perform loop closure. The scale drift will not be apparent in figure 33 since
the filter has tracked the scale change and automatically adapted the position
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estimate. However, other deformations could occur due to drift in position and
orientation. The largest increase occurred around t = 30 to t = 50. From
the position plot in figure 34 this corresponds with the part where the small
tracking error occurred. This is also the part where the SLAM trajectory can
be observed to diﬀer the most from the ground truth in figure 33. This increase
of drift in the scale could indicate that the SLAM system had problems with
estimating camera poses in this region and may therefore have introduced faster
scale drift.
8.4 Gravity estimation
Figure 24 and 39 demonstrates that he gravity direction can be estimated. They
show that the direction can be estimated very fast, within 2 seconds, and that
the estimate stays more or less the same throughout the recording.
An interesting aspect of estimating the gravity direction is that the drift in two
degrees of freedom of the orientation of the SLAM solution should be visible in
the gravity direction estimation. This is because, as the xy-plane of the solution
rotates, the gravity direction undergo a similar rotation. Thus as the solution
drifts so should the gravity estimation change direction. Rotations parallel to
the gravity direction will however not be visible since this does not cause a
change in direction. A very small downward slope of the gx and gz can be
observed in figure 39. This could indicate this gradual orientation drift.
In figure 24 it can also be seen that some of the accelerometer bias estimation
variations appear in the gravity vector as well, however to a marginal extent.
This is not as visible in the second case. Here the bias estimation seems to
converge better. That some of the bias is injected into the gravity vector is
expected since these quantities appear almost the same in the filter equations.
8.5 Bias estimation
Figure 38, 25 and 26 illustrates the bias estimations. From the figures it can be
seen that the gyroscope bias converge quickly and robustly in both cases. What
is even more interesting is that they converge to almost the same values in both
cases and change only very slightly during the recording. Since the prediction
errors in the orientation are very small and that the gyroscope biases remain
stable throughout, indicates that the bias estimation is accurate.
The accelerometer bias seems to be a bit harder to estimate. This can be seen
from the figure25 since the values fluctuate fairly much and there seems to
be a correlation between the bias estimations. It also seems that the gravity
direction estimation tend to absorb some of the bias. As mentioned before this is
understandable since the gravity and accelerometer bias enter the measurements
almost the same. An additional reason why the accelerometer bias is more
diﬃcult ot estimate than the gyroscope bias is that the accelerometer bias has
to be integrated twice to be visible in the position data while the gyroscope bias
only need to be integrated once to be visible in the orientation data. Another
reason may also be that the transform between the IMU coordinate system and
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the camera coordinate system is only roughly calibrated. Inaccuracies here may
end up aﬀecting the bias estimation. Noise in the pose measurements from he
SLAM system and the IMU sensors may also make it more diﬃcult due to the
small magnitude the bias has. Nevertheless, the accelerometer bias estimation
in figure 38 seems to be accurate since it is almost constant and of the same
magnitude of the bias found in 25.
8.6 Viability in feedback control
Important aspects when it comes to feedback control is that measurements are
available at a high rate and at regular intervals. Due to that he filter can make
pose predictions at the rate of 100Hz independent of the processing speed of
the SLAM system this is achieved. As stated earlier these pose predictions are
accurate and can for the purpose of feedback control be considered suﬃcient.
That the system can achieve a relatively high frame-rate of on average 14 Hz
as indicated by 41. This means that relatively fast motions can be allowed
while still being able to map a new environment. Changes in the position of a
quadcopter requires a tilt of the body. Since the KLT-tracker has been modified
to cope with rotations, this is no longer a problem. There are however still some
robustness issues with the SLAM system where the tracking of the camera pose
is occasionally lost either due to insuﬃcient number of tracked points or outliers.
In conclusion the SLAM system should be viable as a part of a position control
system, however continued work need to be done to improve on the robustness
of the system.
9 Conclusion
The purpose of this thesis was to construct a SLAM system that can operate
on the restricted hardware of a mobile platform. In addition to this the SLAM
system should able to take advantage of IMU data to make pose predictions
and to estimate the metric scale and gravity direction of the resulting solution.
From the results and the discussion it has been shown that all of these has been
achieved.
9.1 Future work
The goal of the thesis has been achieved, however much can still be improved.
One significant feature the system lacks is loop-closure. This means that the
system cannot compensate for accumulated drift even when previous scenes are
revisited. There exists many ways of preforming loop-closure but one main
requirement is that features seen in previous scenes must be associated with
features in the current scene. The system extracts orb features for this pur-
pose. A similar strategy as in ORB-SLAM [6] could then be used in the future.
Another closely related feature which is not implemented is re-localisation. Re-
localisation is necessary in the when all mapped points are lost from tracking
and resection cannot be performed.
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The system may sometimes have problems adding new points to the map at
suﬃcient speed. This results in that it can be hard to move to new unmapped
areas. It is largely caused by the restrictive keyframe insertion policy. This
in turn means that the system is restrictive about the triangulation of new
3D points. To solve this a more generous keyframe insertion policy could be
used which enables fast incorporation of new 3D points. Then a keyframe
culling strategy could be used later on, to remove keyframes with redundant
information, similar to that of ORB-SLAM [6]. Another strategy would be to
continuously estimate 3D points at every frame instead of every keyframe. Then
conditions based on observing suﬃciently many new 3D points could be used
in the keyframe insertion. This may lead to new 3D points becoming available
quickly in resection. A downside with this strategy would be that the 3D points
will be estimated from frames that may all have a small baseline, leading to a
poor triangulation. Using keyframes satisfying a distance requirement between
frames will usually have larger baselines.
Only point features are used in the system. There usually exists many other
features in the images such as lines, textured patches, curves and conics which
all could be used to estimate the camera pose as described in [58]. The clear
benefit with using more kinds of features is that it increases the possibility
that suﬃciently many features of good quality can be observed in the images.
Another benefit with using more kinds of features is that points are very local
and are easy to loose track of due to scale and perspective changes. Large
features such as lines, curves and large image patches are more global and should
be easier to detect even during large camera motion since they make-up larger
portions of the images.
As of the moment the IMU data is only used to predict the camera pose when
the next image is taken. This pose is used to make predictions of the feature
locations in tracking and as an initial pose estimate in resection. However, the
IMU data could be used directly as a cost term in the resection refinement
to constrain the possible poses. A similar cost term could probably be used
constrain the patch movements in a modified KLT-tracker and to perform a
pre-warping of image patches. Currently, after the predictions has been made,
the KLT-tracker operates completely independent of the IMU data. The IMU
data could also be used in the bundle-adjustment using pre-integration theory
as described in [37], however this time modified to work with the GEA method.
As stated in the [25] the optimization method cannot handle camera motion
along a straight line. To deal with ts issue a similar method using the trifocal
tensor [60] could probably be used. This tensor can be estimated using linear
methods, can handle motion on a line and puts constraints of the scale of the
translation. In the work [59] an incremental strategy to bundle adjustment has
been proposed which can find and update only the relevant poses in the cost
function. Since only necessary parameters are updated the system becomes
more eﬃcient. This strategy could probably be used favourably to increase the
number of feasible keyframes used in the GEA adjustment.
The tracker used in the system tracks patches across consecutive images. This
means that after a while the patch that is tracked may have drifted from the
patch that was originally tracked. This would eventually cause inconsistency
with the estimated point. To alleviate this problem a strategy using several
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images as reference images of the same patch could be used to find the patch
giving the best match for all. Here the patch structure could be estimated or
assumed to be a plane such that it can be warped with respect to the camera
poses.
As of the moment, the uncertainty in the structure estimation and the feature
detection is not considered in the pose estimation. To make the system more ro-
bust to poor triangulation and tracking, the uncertainty should be incorporated
in the future. Features and structure that are certain should aﬀect the pose
more than those that are uncertain. The information about the uncertainty
of the pose would also be of benefit in the esfk filter. Currently it assumes
constant noise levels. This could be troublesome if the system occasionally has
much lower or higher noise levels because the filter will place the wrong amount
of belief on the measurements compared to the IMU data and motion model.
The triangulation is not optimal in the current implementation and no bundle
adjustment with respect to the mapped points is done. This probably introduces
noise and pose estimation errors which contributes to the drift in the solution.
To solve this a local bundle adjustment step could be performed once in a while
in a separate thread. Since the GEA solution should be near optimal this should
be feasible. Another solution would be to avoid triangulation altogether and
perform structureless camera estimation using the trifocal-constraint [60]. This
would mean that no points need to be triangulated and thus the uncertainty in
triangulation will not aﬀect the pose estimation.
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