Event Extraction with Generative Adversarial Imitation Learning by Zhang, Tongtao & Ji, Heng
Event Extraction with Generative Adversarial Imitation Learning
Tongtao Zhang and Heng Ji
Computer Science Department
Rensselaer Polytechnic Institute
{zhangt13, jih}@rpi.edu
Abstract
We propose a new method for event ex-
traction (EE) task based on an imitation
learning framework, specifically, inverse
reinforcement learning (IRL) via genera-
tive adversarial network (GAN). The GAN
estimates proper rewards according to the
difference between the actions committed
by the expert (or ground truth) and the
agent among complicated states in the en-
vironment. EE task benefits from these dy-
namic rewards because instances and la-
bels yield to various extents of difficulty
and the gains are expected to be diverse –
e.g., an ambiguous but correctly detected
trigger or argument should receive high
gains – while the traditional RL models
usually neglect such differences and pay
equal attention on all instances. Moreover,
our experiments also demonstrate that the
proposed framework outperforms state-of-
the-art methods, without explicit feature
engineering.
1 Introduction
The event extraction (EE) task focuses on extract-
ing structured event information (i.e., a structure
of event trigger and arguments, “what is happen-
ing”, or “who or what is involved”) from unstruc-
tured texts.
In the past decade, many EE models and ap-
proaches have brought forth encouraging results
by retrieving additional related text documents (Ji
and Grishman, 2008; Li et al., 2011; Song et al.,
2015), introducing rich features of multiple cate-
gories (Hong et al., 2011; Li et al., 2013; Zhang
et al., 2017b), incorporating relevant information
within context(Liao and Grishman, 2010; Judea
and Strube, 2016) and adopting novel frame-
works (Chen et al., 2015; Feng et al., 2016;
Nguyen et al., 2016; Huang et al., 2016).
Most of supervised models seek the best map-
ping from features to labels based on the training
documents. However, there are still challenging
cases: e.g., in the following sentences “... the dis-
obedience campaigns began last week.” and “...
Washington’s anger with European resistance to
the campaign was focused more on Paris” from
two different documents on the similar topics on
anti-war activities, the word campaign can trigger
either a Demonstrate in the former sentence or
an Attack event in the latter. With probabilis-
tic approaches, the classifiers may prefer the cat-
egory that appears more frequently in the train-
ing set. Some methods may incorporate contex-
tual information, e.g., the Arrest events often
co-occur with Demonstrate events in the same
document, but both documents mention Arrest.
Considering the process of how human anno-
tators/readers understand the documents, a major
difference between human methodology and these
algorithms is that human do not always follow sta-
tistical results. An incident with low frequency
does not always imply that it is less important and
human is able to reason on these corner cases if
they benefit significantly more than other. In or-
der to simulate this process, a possible solution for
those difficult cases is to assign more “weights”,
or rewards in terms of Reinforcement Learning
as we utilize in our proposed framework.
Reinforcement Learning (RL) has been widely
applied in Artificial Intelligence and robotics and
recent applications of RL has defeated top hu-
man players in go (Silver et al., 2016), shogi and
chess(Silver et al., 2017). Although these achieve-
ments are still far from “Artificial General Intel-
ligence” or “Strong AI”, it still reveals a promis-
ing direction of solving problems by emulating hu-
man. Inspired from the previous successes, we
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RL Terms Notations EE Terms in supervised methods
Agent A Extractor
Expert E Ground truth from Human Annotators
Policy pi Event model
Environment e Data set, corpus, documents or shared features
State s Features specified for a subtask
Action a Labels: event types, argument roles
Reward r or R Loss functions, which stimulate the models to update
Table 1: A mapping table demonstrating the counterparts or equivalent concepts between reinforcement
learning and EE approaches with supervised learning.
model EE into a reinforcement learning problem.
The agent (or extractor in this work) tags the en-
tities and triggers, and detects the relation (argu-
ment roles) between the entities and triggers. The
extractor commits those actions with expectations
of highest rewards according to its experience dur-
ing training phase.
However, the original reinforcement learning
methods are notoriously inefficient. The extrac-
tor requires huge amount of trials and errors es-
pecially when rewards are inappropriate, and re-
ward shaping (enrich reward values with regard to
states and actions) can be prohibitively expensive.
To tackle the problem, we adopt imitation learn-
ing – specifically, inverse reinforcement learning –
to estimate the reward function, and apply the es-
timated reward function to the original reinforce-
ment learning framework. This framework man-
ages to issue proper rewards to the extractor, es-
pecially for those challenging triggers and argu-
ments. The rewards are estimated by a Generative
Adversarial Network (GAN) which takes the input
of the expert (ground truth from annotators) and
extractor as well as the states. The GAN ensures
the highest reward for the expert at a certain state
and the extractor attempts to imitate the expert by
pursuing the highest rewards.
The main contributions of this paper can be
summarized as follows:
1. We apply reinforcement learning framework
to event extraction and we demonstrate that a
proper and dynamic reward function which is
estimated from states and actions ensures more
optimal performance in a complex RL task.
2. Without excessive feature engineering, our pro-
posed framework outperform state-of-the-art
approaches based on explicit feature extraction.
3. We also prove that shared parameters and em-
beddings across multiple EE subtasks in neural
networks can improve the performance.
2 Task and Term Preliminaries
We follow the previous work (Li et al., 2013;
Nguyen et al., 2016) to conduct the EE task:
jointly detect the trigger words and arguments si-
multaneously and, specifically in our framework,
with shared parameters in neural network struc-
ture, following the schema of Automatic Content
Extraction (ACE)1 .
We model the joint EE task into a reinforce-
ment learning problem, and we briefly introduce
the terms of RL and their counterparts/equivalence
in EE in Table 1.
In all, we describe the extractor’s tasks as fol-
lows: Given a sentence, our extractor scans the
sentence and determines the boundaries of entities
and event triggers. In the meanwhile, the extractor
also takes entities in the same sentence and deter-
mine the relations between triggers and entities –
a.k.a argument roles. During the training epochs,
generative adversarial networks estimate rewards
which stimulate the extractor to pursue the most
optimal policy (model).
Figure 1 demonstrates the diagram of the EE
task where the extractor is emulating from the ex-
pert and the procedure of dynamic reward esti-
mation on an example: the extractor commits a
wrong action (labeling trigger “resignation” as an
End-Org event) in early epochs, and the GAN
expands the margins between the rewards issued
on correct and wrong actions; these rewards guide
the extractor to discover the correct action.
1https://en.wikipedia.org/wiki/Automatic content extraction
Figure 1: A diagram for ACE event extraction task. The lower half denotes a process where the extractor
selects the event type for trigger word “resignation” at different epochs. Reward function values are
estimated from generative adversarial networks (GAN) and influence the decision of the extractor.
3 Framework Overview
3.1 Sequence Labeling with Q-Learning
Given a sentence X = {x1, x2, . . . , xn} which
consists of n tokens, the extractor aims to search
the correct action for the tth token xt in a given
search space.
aˆt = argmax
at
Qsl(st, at), (1)
where at denotes the action of labeling a token xt
and can be considered as a BIO label2. st denotes
a state, Qsl(·, ·) is a value function denoting the
values of actions at state st.
Qsl(st, at) = fsl(st|s1, . . . , st−1, a1, . . . , at−1;θsl)
(2)
where fsl(·) is state function parametrized by θsl.
Equation 2 denotes that the extractor will deter-
mine its next action based on the previous states
and actions.
Each state st can be formulated as:
st = fe(X, t;θe) (3)
where fe(·) is environment function.
Figure 2 demonstrates the neural network struc-
ture for sequence labeling. Equations 3 implies
that the extractor scans through the whole sen-
tence, therefore, we use a Bi-LSTM (Hochre-
iter and Schmidhuber, 1997), which extracts fea-
tures – or environment embeddings in Figure 2 –
from word embeddings in the whole sentence from
both directions. We also utilize a single-direction
LSTM to extract state embeddings as Equation 2,
followed by Fully-Connected layers to represent
2In this work, we use BIO style, e.g., “B-PER” indicates
the token is the first token in a person entity, “I-Trigger”
means that the token is inside an event trigger, and “O” de-
notes a “None” label.
the Q function in Equation 1. Note that the pre-
vious Q function values, which determine the pre-
vious actions {at−1, . . . , a1}, come from previous
hidden output of the single-direction LSTM.
We utilize Q-Learning (Watkins and Dayan,
1992) to train and optimize the values in Equa-
tion 2 to infer the most optimal policy pi∗:
pi∗(s) = argmax
a
Q(s, a) (4)
and we can also have
pi∗(s) = argmax
θsl,θe
fsl(fe(X;θe);θsl) (5)
At each step t, an action at will be issued with
a reward rt = R(st, at) with regard to the state
st. In Q-learning, the value function Q(·, ·) is the
expected value of the sum of future rewards.
Qpi(st, at) = E[Rt], (6)
where
Rt =
n∑
k=t
γk−trk. (7)
γ is the discount factor which determines the in-
fluence among current and future rewards.
To pursue the most optimal policy in Equa-
tion 4, we use Bellman Equation
Qpi
∗
sl (st, at) = rt + γmaxat+1
Qsl(st+1, at+1) (8)
We can iteratively update the Q functions by
minimizing the mean squared error:
E[(rt+γmax
at+1
Qsl(st+1, at+1)−Q(st, at))2] (9)
and update the parameters in Equation 5. Since
we have a neural network structure, we follow the
Figure 2: Structure overview of neural network for Section 3.1. Details about word embeddings will be
introduced in Section 5.1
Figure 3: Update of Q function values with Equa-
tion 8, with reward r = ±1 for correct/wrong ac-
tions and discount factor λ = 0.01
optimization schema in Deep Q-Network (Mnih
et al., 2015) to update the parameters θsl and θe
and we use Adam Optimizer (Kingma and Ba,
2014) to update the parameters.
Figure 3 demonstrates the process of updating
the Q function.
3.2 Event Extraction with Policy Gradient
Similar to Equation 1, the extractor selects the best
action (event type) for a trigger, which is the ttr th
token in the sentence:
aˆtr = argmax
atr
Qtr(str, atr), (10)
and we also have
Qtr(str, atr) = ftr(str;θtr), (11)
where ftr(·) is parametrized by θtr and similarly
we have
str = fe(X, ttr;θe), (12)
where str denotes a trigger state.
Finally the extractor explores actions on argu-
ment roles, given a pair of trigger and argument
candidate xtar .
aˆar = argmax
aar
Qar(sar, aar), (13)
and
Qar(sar, aar) = far(sar;θar). (14)
The state sar should consider the trigger as well
as the sequence label of the argument candidate,
because there are constraints in argument role la-
beling, e.g., a PER is never assigned with a Place
role. We have an argument state
sar =< fe(X, ttr;θe),fe(X, tar;θe), atar ,d >,
(15)
where d denotes the dependency relation between
the trigger token xttr and the argument token xtar .
We utilize another RL algorithm, Policy Gradi-
ent (Sutton et al., 2000) to determine the actions of
selecting an event type for a trigger and assigning
an argument role (or non-role) on the entity in the
same sentence including the trigger.
Different from Equation 6, the Q function in 10
and 13 is regarded as a probability distribution:
Q(s, a) = P (a|s), (16)
while they share the same goal of maximizing the
expected value of sum of discounted rewards as
Equation 6, and we follow
∇θe,θevE[Rt] = E[∇θe,θev logP (a|s)Rt] (17)
to directly optimize the policy, where θev denotes
the parameters for trigger classification θtr or ar-
gument role labeling θar.
To pursue Equation 17, we minimize
− logP (a|s) ∗Rt. (18)
From Equation 18 we can acknowledge that,
when the extractor commits a correct action, the
reward encourages P (a|s) to substantially in-
crease; and when the action is wrong, the reward
will be smaller or even negative, leading to a less
increased or decreased P (a|s).
Figure 4 shows the network structure and pro-
cess of update with policy gradient.
We also use Adam Optimizer to update the pa-
rameters. Note that Equations 9 and 18 of all sub-
tasks – sequence labeling, event type classifica-
tion and argument role labeling – jointly update
the environment parameters θe and input embed-
dings (see Section 5.1), the weights in the neu-
ral network are shared and information from later
subtasks (event type and argument role) is able to
provide feedback to the earlier sequence labeling.
4 Generative Adversarial Imitation
Learning
By default the reward function R(s, a) can be
R(s, a) =
{
c1 if the action is correct
c2 if the action is wrong
, (19)
Figure 4: Network structure and updating process
with policy gradient, the column of “trend” de-
notes the changes of P (a|s) after policy gradient
optimization/search in Equation 18.
where c1 and c2 are constants and c1 > c2.
However, the labels on tokens, trigger type and
argument roles in the EE task are complex, and the
values of R(s, a) are expected to be diverse and
dynamic. For example, the extractor is expected
to receive lower rewards if it labels a trigger token
as entity than when it entirely misses the trigger to-
ken. The RL frameworks applied on entity relation
extraction (Feng et al., 2017; Zhang et al., 2017a)
provide a set of predefined reward values. Such
parameter settings are vulnerable and the tuning
procedure is very expensive and inefficient. More-
over, since the states in our framework are sampled
from continuous space, we expect that the reward
function should be continuous and differentiable
as well.
Therefore, instead of adopting arbitrarily prede-
fined, discrete yet risky reward values, we utilize
inverse reinforcement learning, which estimates
reward functions from the difference between the
expert policy and the trained policy.
The IRL ensures that the highest rewards are is-
sued to the expert unless the extractor commits ex-
actly the same actions.
EpiE [Rt] ≥ EpiA [Rt] (20)
Such estimation and assessment on the differ-
ences among the expert and extractors can be con-
sidered as “adversary”, hence, we adopt Gener-
ative Adversarial Imitation Learning (GAIL) (Ho
and Ermon, 2016), which is based on Generative
adversarial network (GAN) (Goodfellow et al.,
2014). The core idea of GAN is establishing a
generator to output fake data instances and a dis-
criminator to distinguish them from real data. The
output of the discriminator D(·) ∈ [0, 1] indicates
the probability of the input data instance being real
data, while in our framework, D(·) indicates the
probability of the input actions and states being
from the expert. We ensure:
EpiE [D(s, a)] ≥ EpiA [D(s, a)] (21)
According to Equation 20, we can regard the out-
put of the discriminator as an estimation on the
reward function value R(s, a).
In pursuit of Equation 21, we utilize the object
function as (Ho and Ermon, 2016):
minimize max
D∈(0,1)S×A
EpiA [logD(s, a)]
+ EpiE [log(1−D(s, a))]−H(pi), (22)
where H(·) indicates an entropy regularizer
H(pi) = −
∑
s,a
ppiA(a|s) log ppiE (a|s) (23)
Generally, the discriminator D(·) is a neural
network activated by a sigmoid function bounded
in (0, 1) and we perform a linear transformation on
the sigmoid function to bound the reward function
value in (−1, 1)
R(s, a) = 2D(s, a)− 1 (24)
Figure 5 illustrates the input and output of the
discriminator.
We apply Adam Optimizer to update the param-
eters in the discriminator. It is crucial to indicate
that the discriminator networks (1 for sequence la-
beling, 1 for trigger classification and 33 for ar-
gument role detection) are independent from the
LSTMs and optimization on those networks does
not directly impact the parameters in the LSTMs.
In contrast, LSTMs utilize the rewards – the output
of those discriminator networks – to update them-
selves as presented in Section 3.
5 Input and Exploration
5.1 Inputs and Dropouts
We use the following word embedding techniques
to represent tokens in the input sentence.
• Token surface embeddings: for each unique to-
ken in the training set, we have a look-up dictio-
nary which is randomly initialized and updated
in the training phase. These embeddings repre-
sent the surface forms of the input tokens.
Figure 5: The example input (state, actions), struc-
ture and output (reward values with regard to ac-
tions) of discriminator.
• POS embeddings: We apply Part-of-Speech
(POS) tagging (Toutanova et al., 2003) on the
sentences. The POS tags of the tokens also have
a look-up dictionary similar to the one for token
surfaces.
• Pretrained embeddings: We also acquire em-
beddings trained from a large and publicly avail-
able corpus. These embeddings preserve se-
mantic information of the tokens and they are
not updated in the training phase.
We concatenate these embeddings and feed them
into the Bi-LSTM network as Figure 2 illustrates.
In order to robustly deal with noisy test data,
e.g., instances with out-of-vocabulary (OOV) to-
kens, we utilize Dropout on the input data during
the training phase. We intentionally set an “OOV”
token, which holds an entry in the look-up dictio-
nary. We randomly mask some known tokens in
the training sentences with the “OOV” token. We
also set an all-0 vector on pretrained embeddings
of randomly selected tokens – these tokens are se-
lected independently regardless of OOV-masking.
However, POS input will be preserved at all times,
because they are typically closed sets of labels.
5.2 Exploration Strategies
During the test procedure, the extractor will com-
mit an action according to the Q-function values
in Equation 1, 10 and 13. In the training phase,
we adopt -greedy strategy: we set a probability
threshold  ∈ [0, 1) and uniformly pick up a num-
ber ρ ∈ [0, 1]
aˆ =
{
argmaxaQ(s, a), if ρ ≥ 
Randomly pick up an action, if others
In this way, the extractor is able to explore all
possible actions in the search space, especially on
some challenging instances or states.
Parameters Value
Discount factor γ 0.01
Hidden layer sizes (all FC and LSTM) 256
Token surface embedding dimension 200
PoS embedding dimension 100
Pretrained embedding dimension 200
Fixed rewards (RL baseline only) ±1
Probability threshold  0.1
Dropout rate 0.05
Learning rate (for all Adam Optimizers) 0.001
Table 2: Parameters in the experiments
6 Experiments
6.1 Experiment Setup
To evaluate the EE performance with our pro-
posed approach, we utilize ACE2005 documents
excluding informal documents from cts and un
as mentioned in previous ACE EE work (Li et al.,
2013; Nguyen et al., 2016). We also follow their
training, development and test splits and adopt the
same criteria of the evaluation:
• A trigger is correct if its event type and offsets
find a match in the ground truth.
• An argument is correctly labeled if its event
type, offsets and role find a match in the ground
truth.
We tune the parameters according to the F1 score
of argument labeling and the parameters are pre-
sented in the Table 2.
For pretrained embeddings, we train a
Word2Vec (Mikolov et al., 2013) model from
English Wikipedia articles (January 1st, 2017),
with all tokens preserved and a context window of
5 from both left and right.
6.2 Results and Analysis
Table 3 demonstrates the comparison with state-
of-the-art frameworks (Li et al., 2013; Nguyen
et al., 2016) as well as our own baseline with fixed
rewards. In these frameworks, the extractor has
ground-truth annotation on entities.
We can conclude that the RL approach with
fixed rewards does not outperform the other ap-
proaches. From Figure 6 we see that at ear-
lier epochs, the fixed reward approach achieves
higher performance than GAIL approach: the ex-
tractor receiving fixed rewards acts with a more
“aggressive” exploration strategy, but quickly con-
verges and fluctuates around a performance limit;
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Figure 6: The F1-scores on argument labeling
with epoch numbers.
while the extractor receiving dynamic rewards
from GAIL acts in a more “conservative” way: it
starts with 3 epochs where every token is tagged as
“None” and neither triggers nor arguments are de-
tected. When the discriminator networks perform
steadily, the extractor gradually acquires more op-
timal policies and commits more correct actions
and finally outperforms the fixed reward approach.
Regarding the comparison with other state-of-
the-art frameworks, we can find that the perfor-
mance of trigger labeling is better than the other
frameworks. Figure 7 illustrates the curves of re-
wards with regard to two actions (Demonstrate
and Attack) on the “the disobedience cam-
paigns began last week” example mentioned in
Section 1. In early epochs, the reward for tagging
the word as Demonstrate is slightly larger than
the one for Attack, but the extractor still com-
mits Attack action until the 23rd epoch, during
which the margin expands. This observation meets
our expectation – repeating errors on the same in-
stance will be considered as “difficult” and the re-
ward margin between correct and wrong actions
increases; and margin remains stable after the ac-
tion for the instance is correct.
The performance of argument labeling is
slightly better than the other frameworks. We still
have advantage that we do not need excessive ex-
plicit feature engineering work in our proposed
framework.
In Table 4, we also compare our approach with
another approach based on explicit feature engi-
neering from (Li et al., 2014) where the extrac-
tor is required to jointly extract entities, event trig-
gers and argument roles using many linguistic re-
sources. Our framework achieves better results
than state-of-the-art, with a significant difference
at 95% confidence interval using Z-test.
Tasks Trigger Identification Trigger Labeling Argument Identification Role Labeling
Metric P R F1 P R F1 P R F1 P R F1
JointIE(Li et al., 2013) 76.9 65.0 70.4 73.7 62.3 67.5 69.8 47.9 56.8 64.7 44.4 52.7
JRNN(Nguyen et al., 2016) 68.5 75.7 71.9 66.0 73.0 69.3 61.4 64.2 62.8 54.2 56.7 55.4
RL (our approach) 74.7 65.4 69.8 71.2 63.2 66.9 57.7 56.4 57.0 57.3 42.9 49.1
GAIL (our approach) 76.4 68.2 72.1 74.2 65.3 69.5 66.2 51.4 57.8 65.6 48.7 55.9
Table 3: Performance comparison with State-of-the-Art frameworks on ground-truth entity annotation of
ACE2005.
Tasks Trigger Identification Trigger Labeling Argument Identification Role Labeling
Metric P R F1 P R F1 P R F1 P R F1
JointIE – – – 65.6 61.0 63.2 – – – 60.5 39.6 47.9
GAIL(Our Approach) 74.1 58.8 65.6 73.5 58.2 64.9 58.9 46.1 51.7 56.1 43.9 49.8
Table 4: Performance on joint event extraction (no ground-truth annotation) comparison with State-of-
the-Art framework from (Li et al., 2014) on ACE2005.
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Figure 7: Change of rewards w.r.t. event type ac-
tions on the trigger “campaign” .
Tasks Trigger Labeling Role Labeling
Metric P R F1 P R F1
Trigger-only 46.8 35.2 40.2 40.4 16.4 23.3
Trig.+Ent. 74.2 65.3 69.5 65.6 48.7 55.9
Table 5: Performance between extractors trained
with different schema in sequence labeling.
Table 5 shows another scenario where the ex-
tractor is trained on triggers only in sequence la-
beling task and takes ground truth entity annota-
tion as argument labeling for event extraction. The
results drop drastically. Based on this observation,
we can conclude that the extractor benefits from
the parameter and embedding shared from train-
ing process with entity extraction, even thought it
is not required to extract entities during test phase.
7 Related Work
We acknowledge that reinforcement learning has
been recently applied to a few information ex-
traction tasks. (Narasimhan et al., 2016) uses
RL to acquire additional data; and (Feng et al.,
2017; Zhang et al., 2017a) apply RL solely on en-
tity relation detection and their entity detection is
still based on a supervised method from (Huang
et al., 2015), and these cascade frameworks do not
share parameters. Our framework fully utilizes RL
methods on an end-to-end procedure, and parame-
ters and embeddings are shared and jointly trained
across subtasks.
The term imitation learning can also refer to be-
havior cloning or data aggregation (Ross et al.,
2011; Vlachos, 2013; Chang et al., 2015). In
these frameworks, the agent indirectly imitates
the expert by recovering the cost function from
the expert or estimating the mapping function
from the data/state features to expert action, while
the IRL frameworks (sometimes apprentice learn-
ing) (Abbeel and Ng, 2004; Syed et al., 2008; Syed
and Schapire, 2008; Ziebart et al., 2008; Baram
et al., 2017) directly focus on reward functions.
8 Conclusion
In this paper we are apply imitation learning – a re-
inforcement learning framework – on event extrac-
tion. The performance benefits from dynamic re-
ward values and the proposed framework reduces
the requirement of linguistic feature engineering.
Our current framework is built upon model-free
RL approaches, indicating that the agent (extrac-
tor) observes states after committing actions. Our
future work will focus on exploring model-based
RL frameworks, where extractor will actively pre-
dict states before committing actions.
References
Pieter Abbeel and Andrew Y Ng. 2004. Apprentice-
ship learning via inverse reinforcement learning. In
Proceedings of the twenty-first international confer-
ence on Machine learning. ACM.
Nir Baram, Oron Anschel, Itai Caspi, and Shie Man-
nor. 2017. End-to-end differentiable adversarial im-
itation learning. In International Conference on Ma-
chine Learning.
Kai-Wei Chang, Akshay Krishnamurthy, Alekh Agar-
wal, Hal Daume III, and John Langford. 2015.
Learning to search better than your teacher.
Yubo Chen, Liheng Xu, Kang Liu, Daojian Zeng, Jun
Zhao, et al. 2015. Event extraction via dynamic
multi-pooling convolutional neural networks. In
Proceedings of 2015 Annual Meeting of the Asso-
ciation for Computational Linguistics.
Xiaocheng Feng, Lifu Huang, Duyu Tang, Bing
Qin, Heng Ji, and Ting Liu. 2016. A language-
independent neural network for event detection. In
Proceddings of the 54th Annual Meeting of the As-
sociation for Computational Linguistics.
Yuntian Feng, Hongjun Zhang, Wenning Hao, and
Gang Chen. 2017. Joint extraction of entities and re-
lations using reinforcement learning and deep learn-
ing. Computational intelligence and neuroscience,
2017.
Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza,
Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron
Courville, and Yoshua Bengio. 2014. Generative ad-
versarial nets. In Advances in neural information
processing systems.
Jonathan Ho and Stefano Ermon. 2016. Genera-
tive adversarial imitation learning. In D. D. Lee,
M. Sugiyama, U. V. Luxburg, I. Guyon, and R. Gar-
nett, editors, Advances in Neural Information Pro-
cessing Systems. Curran Associates, Inc.
Sepp Hochreiter and Ju¨rgen Schmidhuber. 1997. Long
short-term memory. Neural computation, 9(8).
Yu Hong, Jianfeng Zhang, Bin Ma, Jianmin Yao,
Guodong Zhou, and Qiaoming Zhu. 2011. Using
cross-entity inference to improve event extraction.
In Proceedings of 2011 Annual Meeting of the Asso-
ciation for Computational Linguistics.
Lifu Huang, T Cassidy, X Feng, H Ji, CR Voss, J Han,
and A Sil. 2016. Liberal event extraction and event
schema induction. In Proceedings of the 54th An-
nual Meeting of the Association for Computational
Linguistics: Human Language Technologies (ACL-
16).
Zhiheng Huang, Wei Xu, and Kai Yu. 2015. Bidirec-
tional lstm-crf models for sequence tagging. arXiv
preprint arXiv:1508.01991.
Heng Ji and Ralph Grishman. 2008. Refining event
extraction through unsupervised cross-document in-
ference. In Proceedings of 2008 Annual Meeting of
the Association for Computational Linguistics.
Alex Judea and Michael Strube. 2016. Incremental
global event extraction. In Proceedings of COLING
2016, the 26th International Conference on Compu-
tational Linguistics: Technical Papers.
Diederik P Kingma and Jimmy Ba. 2014. Adam: A
method for stochastic optimization. arXiv preprint
arXiv:1412.6980.
Hao Li, Heng Ji, Hongbo Deng, and Jiawei Han. 2011.
Exploiting background information networks to en-
hance bilingual event extraction through topic mod-
eling. In Proc. of International Conference on Ad-
vances in Information Mining and Management.
Qi Li, Heng Ji, Yu Hong, and Sujian Li. 2014. Con-
structing information networks using one single
model. In Proceedings of the 2014 Conference on
Empirical Methods on Natural Language Process-
ing.
Qi Li, Heng Ji, and Liang Huang. 2013. Joint event
extraction via structured prediction with global fea-
tures. In Proceedings of 2013 Annual Meeting of the
Association for Computational Linguistics.
Shasha Liao and Ralph Grishman. 2010. Using doc-
ument level cross-event inference to improve event
extraction. In Proceedings of 2010 Annual Meeting
of the Association for Computational Linguistics.
Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Cor-
rado, and Jeff Dean. 2013. Distributed representa-
tions of words and phrases and their compositional-
ity. In Advances in neural information processing
systems.
Volodymyr Mnih, Koray Kavukcuoglu, David Silver,
Andrei A Rusu, Joel Veness, Marc G Bellemare,
Alex Graves, Martin Riedmiller, Andreas K Fidje-
land, Georg Ostrovski, et al. 2015. Human-level
control through deep reinforcement learning. Na-
ture, 518(7540).
Karthik Narasimhan, Adam Yala, and Regina Barzilay.
2016. Improving information extraction by acquir-
ing external evidence with reinforcement learning.
arXiv preprint arXiv:1603.07954.
Thien Huu Nguyen, Kyunghyun Cho, and Ralph Grish-
man. 2016. Joint event extraction via recurrent neu-
ral networks. In Proceedings of 15th Annual Con-
ference of the North American Chapter of the Asso-
ciation for Computational Linguistics: Human Lan-
guage Technologies.
Ste´phane Ross, Geoffrey Gordon, and Drew Bagnell.
2011. A reduction of imitation learning and struc-
tured prediction to no-regret online learning. In Pro-
ceedings of the fourteenth international conference
on artificial intelligence and statistics.
David Silver, Aja Huang, Chris J Maddison, Arthur
Guez, Laurent Sifre, George Van Den Driessche, Ju-
lian Schrittwieser, Ioannis Antonoglou, Veda Pan-
neershelvam, Marc Lanctot, et al. 2016. Mastering
the game of go with deep neural networks and tree
search. nature, 529(7587).
David Silver, Thomas Hubert, Julian Schrittwieser,
Ioannis Antonoglou, Matthew Lai, Arthur Guez,
Marc Lanctot, Laurent Sifre, Dharshan Kumaran,
Thore Graepel, et al. 2017. Mastering chess
and shogi by self-play with a general rein-
forcement learning algorithm. arXiv preprint
arXiv:1712.01815.
Zhiyi Song, Ann Bies, Stephanie Strassel, Tom Riese,
Justin Mott, Joe Ellis, Jonathan Wright, Seth Kulick,
Neville Ryant, and Xiaoyi Ma. 2015. From light to
rich ere: annotation of entities, relations, and events.
In Proceedings of Workshop on EVENTS: Definition,
Detection, Coreference, and Representation, work-
shop at the North American Chapter of the Associa-
tion for Computational Linguistics Conference.
Richard S Sutton, David A McAllester, Satinder P
Singh, and Yishay Mansour. 2000. Policy gradi-
ent methods for reinforcement learning with func-
tion approximation. In Advances in neural informa-
tion processing systems.
Umar Syed, Michael Bowling, and Robert E Schapire.
2008. Apprenticeship learning using linear pro-
gramming. In Proceedings of the 25th international
conference on Machine learning. ACM.
Umar Syed and Robert E Schapire. 2008. A game-
theoretic approach to apprenticeship learning. In
Advances in neural information processing systems.
Kristina Toutanova, Dan Klein, Christopher D Man-
ning, and Yoram Singer. 2003. Feature-rich part-of-
speech tagging with a cyclic dependency network.
In Proceedings of the 2003 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics on Human Language Technology-
Volume 1. Association for Computational Linguis-
tics.
Andreas Vlachos. 2013. An investigation of imitation
learning algorithms for structured prediction. In Eu-
ropean Workshop on Reinforcement Learning.
Christopher JCH Watkins and Peter Dayan. 1992. Q-
learning. Machine learning, 8(3-4).
Hongjun Zhang, Yuntian Feng, Wenning Hao, Gang
Chen, and Dawei Jin. 2017a. Relation extraction
with deep reinforcement learning. IEICE TRANS-
ACTIONS on Information and Systems, 100(8).
Tongtao Zhang, Spencer Whitehead, Hanwang Zhang,
Hongzhi Li, Joseph Ellis, Lifu Huang, Wei Liu,
Heng Ji, and Shih-Fu Chang. 2017b. Improving
event extraction via multimodal integration. In Pro-
ceedings of the 2017 ACM on Multimedia Confer-
ence. ACM.
Brian D Ziebart, Andrew L Maas, J Andrew Bagnell,
and Anind K Dey. 2008. Maximum entropy in-
verse reinforcement learning. In Twenty-Third AAAI
Conference on Artificial Intelligence, volume 8.
Chicago, IL, USA.
