A recent advance in suf cient conditions for a weak local minimum in the Bolza optimal control problem is used to develop a practical procedure for applying second-order necessary conditions and suf cient conditions. For a system with n state variables, a transition matrix method is used to transform a test for the unboundedness of an n £ £ n matrix solution of a Riccati equation into a test for a scalar being zero. This allows routine testing of second-order conditions, including the Jacobi no-conjugate-point necessary condition. Four example problems are analyzed: a simple minimum-time problem, the shortest path between two points on a sphere, a multiobjective spacecraft trajectory optimization, and an application of Hamilton's Principle to a circular orbit in an inversesquare gravitational eld. In those examples for which second-order conditions are violated and an analytical solution does not exist, a genetic algorithm is used to determine a near-optimal solution.
Introduction

C
ALCULUS of Variations and Optimal Control Theory have played very important roles in solving optimization problems de ned by a performance (cost) functional, differential, and algebraic constraint equations, and associated boundary conditions.Requiring the rst variation of the performance functional to vanish leads to the well-known rst-order necessary conditions for an optimal solution. 1 ¡ 4 These necessary conditions allow one to identify candidates for optimality, called stationary or extremal solutions in order to distinguish them from solutions that have been proven to be optimal. To determine if a stationary solution is indeed optimal, one can formulate suf cient conditionsthat, if satis ed, guarantee that the solution is at least locally optimal. But, unlike necessary conditions, failing a suf cient coondition test is inconclusive, and there may exist a solution that is optimal even though it does not satisfy the suf cient conditions. This article develops a procedure for testing second-order necessary conditionsand suf cient conditions and applies them to several example optimal control problems. It is a summary of more extensive results and examples presented in Refs. 5-7. This procedure is based on Refs. 8 and 9, which present new suf cient conditions for a weak local minimum of the Bolza optimal control problem. The minimum is said to be weak (as opposed to strong) if both the control and state variations (as opposed to only the state variations) are assumed to be small. An example problem that has both a weak and a strong minimum is given in the Appendix.
Wood's derivationis more complete and straightforwardthan previous work, and his formulation requires computation of fewer matrix elements. It is also less restrictive than previous theory, e.g., Bryson and Ho 2 ( rst published in 1969) and the improvements made in Wood and Bryson. 10 However, the suf cient conditions derived include the solution of a matrix Riccati equation be bounded. This is dif cult to test numerically because a bounded but rapidly increasing solution can stop the numerical integration and give the false impression that the solution is unbounded.If the solution does become in nite at some point, that point is either the location of a conjugate point or may indicate the presence of a conjugate point elsewhere. An alternative approach by Levin 11 and Prussing 12 is to use a transition matrix to solve the matrix Riccati equation. In the procedure developed in this article, the test for an unboundedmatrix is replaced by a test for a (scalar) determinant being zero. The concept of the loss of rank of a matrix as an indication of the existence of a conjugate point appears in other formulations that are based directly on the state-adjoint system.
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First-Order Necessary Conditions
Consider a system described by
where x(t ) is an n-dimensional state vector and u(t ) is a continuous and unconstrained m-dimensional control vector. Initial conditions are speci ed by
and a (q + 1)-dimensional terminal constraint vector exists:
Note that a scalar terminal constraint is represented by q = 0. In Refs. 6 and 8 only a scalar terminal constraint (q = 0) is considered. In that case the problem is considerably simpler because control variations can be treated as arbitrary without concern for controllability. This is because the scalar terminal constraint either explicitlyspeci es the nal time or implicitlydeterminesit by acting as a "stopping condition. " 8 Multiple terminal constraints(q > 0) are considered in Refs. 7 and 9 and require a slightly more complicated suf cient condition test. Both cases are discussed in this article.
Considerthe problemof minimizinga cost functionalof the Bolza form
L[x(t ), u(t ), t ] dt (4) It is convenient to de ne an augmented terminal function as
where m is a (q + 1)-dimensional constant Lagrange multiplier vector. The Hamiltonian function is de ned as
where k (t ) is an n-dimensional adjoint vector. The well-known rst-order necessary conditions 2 are Eqs. (1-3) and
241 where a subscript on a function denotes a partial derivative with respect to that argument and the superscript * denotes the value on the stationary solution. Equation (9) represents a weak form of the Minimum Principle 1, 2 that applies for small variations in an unconstrained control vector (consistent with a weak variation in the cost) and may result in only a local minimum of the Hamiltonian. However, for large allowed variations in the control, the Minimum Principle provides a global minimum of the Hamiltonian and (if the second-order optimality conditions are satis ed) a strong local minimum of the cost. 17 A strong local minimum is not necessarily the global minimum, but in the example problem in the Appendix the strong local minimum cost is unique and is therefore the global minimum cost.
As explained in Refs. 8 and 9, a speci ed nal time is conveniently handled as a terminal constraint in contrast to the treatment in Ref. 2 , where it is treated as a control parameter. If the nal time is unspeci ed, one component of the vector m in Eq. (5), taken to be the last component m q + 1 for convenience, can be chosen so that the change in the cost caused by a small change in the nal time is equal to zero. This results in the (scalar) necessary condition
where
and
In addition, one terminal constraint from Eq. (3), taken to be the last component W q + 1 , can be used to relate a small change in t f to a change in the state at t ¤ f , assuming that a nontangency condition is satis ed given by
If necessary, the constraints are renumbered so that the last component satis es Eq. (11) . This results in only q terminal constraints to be considered from the standpoint of controllability.
A solution satisfying the rst-order necessary conditions given by Eqs. (1-3) and (7-10) is said to be a stationary solution.
Scalar Terminal Constraint (q = 0)
Wood 8 developedsuf cient conditionsfor a weak local minimum of the Bolza problem with a scalar terminal constraint that can be summarized as follows.
Consider the Riccati equation for the n £ n matrix S(t )
with boundary condition
Note that if the scalar terminal constraint speci es the nal time, only the rst term on the right-hand side of Eq. (17) is nonzero. Suf cient conditions for a minimum cost with scalar terrminal constraint (q = 0) can be states as follows:
Theorem 1: Let the functionu
, be a stationarysolution to the optimal control problem with a scalar terminal constraint. 17, 18 in the case of a scalar terminal constraint.
Multiple Terminal Constraints (q > 0) Wood 9 developed suf cient conditionsfor a weak local minimum of the Bolza problem with multiple terminal constraints that can be summarized as follows.
Consider a time t 1 such that t 0 · t 1 < t ¤ f . Form a Riccati equation for the n £ n matrix S(t ) and related matrices R(t) and Q(t ) for
and form a Riccati equation for S(t):
where A 0 (t), A 1 (t), and A 2 (t ) are given by Eqs. (13) (14) (15) . The boundary conditions are
where and
and the boundary condition for Eq. (21) is
Here, W q + 1 denotes the last component of W , andW denotes the rst q components of W . Note that if W q + 1 explicitly speci es the nal time, only the rst terms on the right-hand sides of Eqs. (23) and (25) are nonzero.
Suf cient conditions for a minimum cost with multiple terminal constraints (q > 0) can be stated as follows:
f be a stationary solution to the optimal control problem with multiple termi- To summarize, Eq. (18) is solved by backward integration using S f of Eqs. (22) and (23) . If one rst chooses t 1 to be t 0 and S(t ) is nite on [t 0 , t ¤ f ] , then the suf cient condition is satis ed. However, if S(t) is in nite at some point t 1 , another value of t 1 is chosen such that t 1 < t 1 < t ¤ f . Equation (21) is then solved using S(t 1 ) from Eq. (27) . This is depicted in Fig. 1 By contrast with suf cient conditions, second-order necessary conditions are that H uu (t ) be positive semide nite and that no conjugate points exist. These are the classical Legendre-Clebsch and Jacobi necessary conditions in the Calculus of Variations. In the multiple terminal constraint case an unbounded S(t) on [t 0 , t 
Second-Order Test Procedure
As shown in Refs. 2, 11, and 12, an n £ n matrix Riccati equation can be solved by determining the transition matrix for a 2n-dimensional linear system:
where in this application the 2n £ 2n coef cient matrix is
One can determine the 2n £ 2n transition matrix U using ÇU = PU , where (30) in terms of the n £ n partitions shown with boundary conditions at the nal time
Using the multiple terminal constraint case as an example, the solution of the matrix Riccati equation can be written in the form
Analogous expressions for S(t ) are
is unboundedat time t c . The test for the unboundedness of the n £ n matrix S(t) [or S(t ) ] is replaced by a test for the (scalar) determinant of X (t) [or X(t )] being zero. This is a simple, practical test. Note that X (t ) is actually a factor of the matrix S ¡ 1 (t ), and the test for unboundednessof S(t ) has been replaced by an equivalent test for the singularity of S ¡ 1 (t ). To summarize, the second-order suf cient conditions (Theorem 2) and the procedure for testing for a weak local minimum with multiple terminal constraints are
Euler-Lagrange equation:
Optimality condition:
Strengthened Legendre-Clebsch condition:
No-conjugate point condition:
The necessary conditions for a weak local minimum are identical to the preceding with the exception that H uu be only positive semide nite.
For a scalar terminal constraint (q = 0) Theorem 1 applies, which is equivalent to t 1 = t 0 , and the matrix X(t ) is not evaluated. The q = 0 case requires a one-step process to examine X (t ), whereas the q > 0 case requires a second step of examining X(t ) if X (t ) is singular because a new value for t 1 must be introduced for which 
This is actually a minimum distance problem recast as a dynamic system. The rst-order necessary conditions provide constantheading stationary solutionshaving nal times t
is evident that the optimal solution is t
but it is informative to apply second-order conditions to both stationary solutions. First stationary solution is t
From Eqs. (1-6)
Thus H uu is positive, and the strengthened Legendre-Clebsch condition (41) is satis ed. One must next test for the existence of a conjugate point.
The niteness of S(t ) is determined using the matrix X (t ) of Eq. (33). The matrix P of Eq. (29) is calculated to be
and the corresponding state transition matrix (30) is determined to be
The value of S f is calculated using Eq. (17), and Eq. (33) 
2 is positive at t = 0 and increases linearly to Det[X (t )] = 1 at t ¤ f = b. So Det[X (t)] always has the same sign and is nonzero on 0
Therefore, the no-conjugate point condition is satis ed, and the stationary solution t
satis es the secondorder necessary conditions and suf cient conditions. The solution
Using a similar procedure as just stated, one determines m = ¡ a,
The X matrix is determined to be
2 is negativeat t = 0 and increases linearly to
] is zero at a time t c for which 0 < t c < t ¤ f = a, which means that the stationary solution contains a conjugate point and is therefore nonoptimal.
The speci c location of the conjugate point is t c = (a 2 ¡ b 2 )/ a. If the initial point were chosen at t 2 > t c in Fig. 3 , then the stationary solution t ¤ f = a at [a, 0], h = 0 is an optimal path because it does not contain a conjugate point. But, if the initial point is chosen at t 3 < t c , then that stationary solution is no longer the optimal path because it contains a conjugate point at t c .
The conjugatepoint in this problemhas an interestinggeometrical interpretation.It is not the focus of the ellipse, but is always closer to the ellipse center than the focus. The conjugate point is the center of curvature of the ellipse where it crosses the major (x 1 ) axis, which means that the osculatory circle to the ellipse has its center at the conjugate point x 1 = t c .
This osculatory circle matches both the slope and the curvature of the ellipse at
It is the latter point that is signi cant because all circles centered on the x 1 axis match the slope. The fact that the curvature is also matched means that there are neighboring straight lines from the conjugate point to points on the ellipse near x 1 = a with x 2 6 = 0 that have the same length (cost) as the line from x 1 = t c to x 1 = a, x 2 = 0 . This illustrates the property of same-cost neighboringextremal paths from the conjugate point to the terminal constraint discussed in Refs. 17 and 18, an important property of a conjugate point.
This problemis an excellentexample of the reasonfor the (Jacobi) no-conjugate-point necessary condition. In Fig. 3 paths B-C and B-D have the same length because the conjugate point at B is the center of curvatureof the elliptic arc at point C. Thus paths A-E-B-C and A-E-B-F-D have the same length. Assume path A-E-B-C has the minimum distance from point A to the ellipse. But straight-line segment E-F is shorter than the path E-B-F. Thus path A-E-F-D is shorter than path A-E-B-F-D, whose length is the same as A-E-B-C. Thus path A-E-B-C, containing the conjugate point at B, cannot be the minimum distance path from point A to the ellipse.
The The minimum distance path between two points on a sphere is a classical demonstration of a conjugate point. In this example, there are two terminal constraints: speci ed values of u f and h f (u is longitude, h is latitude), i.e., the location of the nal point. The initial point is taken to be u = h = 0.
To nd the shortest path between two points, one chooses a coordinate system with the nal point speci ed by u = u ¤ f and h = 0. As stated in Ref. 2, the problem is to determine u(u ) to minimize
with dh / du = u, i.e., the control variable is the slope of the path. From Eq. (6)
There are two terminal constraints:
and the stationary solution is easily determined to be h = u = 0. For this solution H uu = 1 and the strengthenedLegendre-Clebsch condition (41) is satis ed. One must next test for conjugate points. Because the last component of the terminal constraint w q + 1 = w 2 speci es the terminalvalue of the independentvariable,only the rst term on the right-hand-sideof Eq. (23) is nonzero, and the boundary condition is calculated to be The transition matrix is determined to be
Because S f = 0 for this example, Eq. (33) simpli es to
For an arbitrary u The value of u 1 must be chosen to be larger than u 1 = u ¤ f ¡ p / 2 to avoid the singularity in the interval on which X (u ) is de ned. This is illustrated in Fig. 4 .
The analytical solution to Eqs. (18) (19) (20) with boundary conditions determined by Eqs. (22) (23) (24) (25) (26) 
From Eq. (27)
Then X (u ) is determined to be Note that the existence of a conjugate point and its location is independent of the speci c value of u 1 .
As shown in Ref. 2 for u ¤ f > p , a path can be found that results in a negative value of the second variation of the cost (and therefore a lower cost than the stationary path). It is
which yields the negative value of the second variation: Consider a two-dimensional orbit transfer problem with a timevarying thrust provided by a power-limited rocket engine. The spacecraft position is described by polar coordinates with origin at the center of the attracting body as shown in Fig. 5 . The thrust angle b (measured relative to the local horizontal) and the magnitude of thrust acceleration C are the control variables. This example has a scalar terminal constraint, namely, the speci ed nal time.
The equations of motion arë
where C r and C h are the radial and tangential components of thrust acceleration. 
The value of the polar angle can be computed using Çh = v h / r , but h is not needed as a state variable.
In this examplethe cost functionalis de ned to be a multiobjective performance index that depends on the total energy at a speci ed nal time t f and the amount of fuel consumed. The objective is to increase the total energy with a penalty on fuel consumption.A cost is de ned that is a linear combination of the negative of the total energy at the nal time t f and the fuel consumed:
In Eq. (64) j is a positive weighting factor for the integral term, which is a measure of fuel consumption for a power-limited rocket engine. 19 Note that the equations of motion must be augmented to include a computation of fuel consumption.
To calculate the amount of fuel consumed, a new variable a is de ned by
This allows the fuel term in Eq. (64) to be computed by integrating the differential equation (65) along with the state equations (63a-63c). Note that a is not a state variable; it is merely a convenient way to evaluate the fuel consumed. The variable a is actually the power-to-mass (PTM) ratio 19 of the engine:
For this system, the adjoint variables corresponding to the state variables are k
, and the Hamiltonian (6) becomes
The optimality condition (9)
yields two equations:
Equation (69b) yields the thrust angle for the stationary solution:
Equation (69a) then provides the thrust acceleration magnitude for the stationary solution as
For the numerical solution canonical units are used. These are a normalized system of units based on a reference circular orbit. The radius of the reference circular orbit is de ned to be one distance unit (DU). If one de nes a time unit (TU) such that the reference orbit period is 2p TU, then the value of the gravitational parameter l has the convenient numerical value of 1 DU 3 / TU 2 . To determine a value for the nal energy and an initial state for comparison with other solutions, a nal state is arbitrarily chosen to be a circular orbit of radius of 10 DU. The nal state vector
and the value of the nal energy E f = ¡ 0.05. Because the only terminal constraint is the speci ed nal time,
and the boundary conditions
for the adjoint variables given by Eq. (8) are
One can then determine the stationary solution by numerically integrating the equations of motion (63a-63c) backward from the nal time to the initial time using the nal state [Eq. (72)], the thrust acceleration angle and magnitude [Eqs. (70) and (71)], and the remaining necessarycondition(7) with boundarycondition(73b). The speci ed value of the nal time is taken to be t is chosen to be j = 100 . This value of the weighting factor gives approximately equal weight to the energy and fuel terms in the cost. The resultingstationarysolution for the trajectoryis shown in Fig. 6 , with the motion occuring in a counterclockwise direction forward in time.
The numerical integration of the trajectory and the tests for the second-orderconditions were performed using the package ODE. 20 This package uses a modi ed divided difference form of the Adams predictor-correctorintegration formulas with local extrapolation. It adjusts the order of the integrator and the step size to satisfy the speci ed local error. The integration was performed on an IBM RS/6000 J30 with absolute and relative errors of 10 ¡ 7 . Backward integration of the state and adjoint equations from the nal conditions generates a stationary solution with the initial state (Fig. 6 ) and the amount of fuel consumed as follows:
The inital value a (0) shown in Eq. (74e) corresponds to a starting value a (95) = 0 for the backward numerical integration. This is equivalent to an initial value a (0) = 0 and a nal value a (95) = 0.000732 as a measure of fuel consumed. The nal value of the energy is determined from Eq. The second-orderconditions conditions applied to this trajectory yield
which becomes, using Eqs. (67, 69a and 69b);
which is positive de nite and the strengthened Legendre-Clebsch condition (41) is satis ed. The (3 £ 3) matrix X (t ) is computed by backward numerical integration along with the state and adjoint equations, and the result for the determinant of X (t) is shown in Fig. 7 for 0 · t · 95. Note that Det[X (t )] = 0 at t = 38.6 TU. Because there is a scalar terminal constraint, this means that the stationary solution contains a conjugate point and is nonoptimal, which implies that for the same initial state that resulted from the backward numerical integration there exists a solution in a weak, local neighborhood of lower cost for the same speci ed nal time. Note that for this trajectory all of the rst-order necessary conditions for an optimal solution are satis ed, but the trajectory is determined to be nonoptimal.
Near-Optimal Trajectory Obtained by a Genetic Algorithm
A genetic algorithm (GA) 21, 22 is used to obtain a near-optimal trajectory for the same initial state and nal time. The term near optimal is used because a GA is well-suited to determine approximate locations in its search space where low-cost solutions exist, but it does not typically yield a highly accurate solution. Details on the particular GA used and its application to this problem are given in Refs. 5-7. The tness function that the GA seeks to maximize is the reciprocal of the cost J in Eq. (64).
The GA reached the cost of the stationary solution (0.1232) at the ninth generation.As shown in Table 1 , the results obtained after 100 generationsprovide a cost signi cantly lower (0.1057) than the stationary solution. The GA trajectory has higher nal orbit energy (¡ 0.0294) than the stationary solution (¡ 0.05), but the GA solution uses a little more fuel to achieve the higher nal energy.
The near-optimal trajectory obtained by the simple GA is shown in Fig. 8 , with the motion occuring in a counterclockwise direction forward in time. When compared with the nonoptimal stationary solution shown in Fig. 6 for the same initial state (near the origin) and the same nal time, the GA solutionis seen to be a tighter-wound spiral with very different nal state. Thus the GA has, because of its large search space, determined a solution not in the weak, local neighborhood of the nonoptimal stationary solution, but one that is quite different. So there apparently exists more than one local optimal solution, and the GA has located the lowest cost solution it can nd.
The GA solution has a higher nal kinetic energy and a smaller nal radius, indicatingthat the optimal strategy is apparentlyto constrain the potentialenergyfrom growing while increasingthe kinetic energy.This is qualitativelysimilar to the maximum nal energy trajectory with constant thrust acceleration described in Ref. 23 .
Example 4: Hamilton's Principle for a Circular Orbit (n = q = 2)
In classicalmechanics Hamilton's Principle states that the natural motion of a conservativedynamicalsystem occurs in such a way that the action has a stationary value. 24 The action is the time integral of the system Lagrangian L, de ned as the difference between kinetic and potential energies T ¡ U. To determine whether the stationary value of the action is a minimum, one can apply the second-order conditionsconsidered in this article. The example problem analyzed is a circular orbit in an inverse-squaregravitational eld, using polar coordinates and canonical units.
First, one determines a path that renders the action integral stationary while moving a spacecraft from (r 0 , h 0 ) = (1, 0 deg) to (r f , h f ) = (1, 538.6 deg) for a speci ed nal time t f = 9.4 TU. These conditions are satis ed by a circular orbit for an elapsed time corresponding to slightly less than 1.5 orbital periods.
Considering the control variables to be the velocity components, the equations Ç x = f describing the circular orbit of r = 1 are
For this problem the action integral is
Note that this example problem has three terminal constraints (q = 2). The nal position (r f , h f ) and nal time t f are speci ed:
As before, it is convenient to de ne the last component to specify the nal time.
For this system the adjoint variables are k
and the
Hamiltonian function is
From the optimality conditions (9), (78a, 78b), and (81)
and H uu = I 2 > 0. Thus, the strengthened Legendre-Clebsch condition (41) is satis ed. The values of A 0 , A 1 , and A 2 are determined by Eqs. (13) (14) (15) as
Finally the matrix in Eq. (29) is obtained as
The matrices U x x and U xk are determined to be
Because the speci ed nal time is taken to be the last component of the constraint vector (80), as in Examples (2) and (3), only the rst term on the right-hand side of Eq. (23) is nonzero. As in Example (2), one initially chooses the value of t 1 to be t 0 .
The matrix X (t ) is determined from X = U x x + U xk S f with S f = 0 2 to be
Det[X (t)] = cos(t ¡ t f ) and the value of t 1 is obtained by setting cos(t1 ¡ t f ) = 0 to yield t1 = t f ¡ p / 2. For t f = 9.4 the value of t 1 = 7.8 . Therefore as in the multiple terminal constraint, Example (2), one needs to investigate the matrix X (t) by choosing a value of t 1 such that t 1 < t 1 < t f .
The analytical solution to Eqs. (18) (19) (20) with boundary conditions given by S(t f ) = 0 2 , R(t f ) = I 2 , and Q(t f ) = 0 2 is obtained using Mathematica 25 :
The value of S(t 1 ) is then
The numerator of Det[X (t )] set equal to zero yields (independentof the value of t 1 )
where g = (t ¡ t f )/ 2 and ¡ 3t cos g + 3t f cos g + 8 sin g = 0 (93a) which yields 3 4 g = tan g (93b)
Solutions to Eq. (92) occur at multiples of the orbit period prior to the nal time and indicate the locations of conjugate points. To determine solutions to Eq. (93b), note that intersectionsof a straight line through the origin having slope less than unity with the tangent function occur on every branch of the tangent curve except the rst.
The two solutions of Eq. (93b) closest to the nal time are determined numerically to be t f ¡ t = 2.8135p (8.8389 rad = 506.43 deg) and 4.8906p (15.3643 rad = 880.31 deg) (Ref. 26) . So for t f = 9.4 a conjugate point exists at t c = 9.4 ¡ 8.8389 = 0.5611, and the circular orbit violates the no-conjugate-point condition if the nal angle exceeds 506.43 deg. The alternate path, which has a lower cost (value of the action), is determined by a GA and is described in the following section.
The conjugate points in this example have an interesting interpretation. They occur at the same times as the singularities of the matrix @r(t f )/ @v(t) , which is one of the partitions of the (positionvelocity) state transition matrix evaluated along the circular orbit. 27 This partition is the matrix that must be inverted to determine a velocity variation d v(t ) at any time t to satisfy a speci ed position variation at the nal time d r(t f ). Nonexistence of this inverse indicates that an arbitrary nal position variation cannot be achieved for that time.
Orbit Determined by a GA
When the circular orbit contains a conjugate point, there exists an alternate orbit of lower cost (action). A GA is used to determine this alternate orbit, which must connect the same initial and nal positions(but not the velocities) for the same terminal times. Details of the GA and its application are given in Refs. 5-7.
The only difference on the alternate orbit is its initial velocity. The initial velocity components are chosen by the GA, and the resulting orbit is determined by integrating the equations of motion. Simultaneously, the action rate is integrated to determine the value of the action, denoted by a (t f ) = J of Eq. (79).
The integrated equations are
The objective of the GA is to choose values for the two initial velocity components, expressed in terms of initial velocity magnitude v 0 and angle b 0 . Then the initial state is described by In contrast to Example 3 where only the nal time was speci ed, the tness function to be maximized by the GA needs to include penalty functions that force the nal position components to be equal to those on the circular orbit. The nal position is speci ed by r = 1 DU and h = 3.12 rad (178.6 deg = 538.6 deg ¡ 360 deg). The cost (to be minimized) is given by the variable J in Eq. (84), and the GA tness function (to be maximized) is chosen to be
where the weighting factors 0.05 and 0.1 were determined by trial and error. For comparison, the value of the cost (action) for the circular orbit r = 1, u 1 = 0, and u 2 = 1 is calculated from Eq. (79) as 3 2 t f = 3 2 9.4 = 14.1. After the ninth generation GA determines a near-optimal orbit of signi cantly lower cost than the circular orbit, as shown in Table 2 . This GA orbit is the less-than-one-revoluti on elliptic orbit shown in Fig. 9 . Note that the value of the cost (action) on the elliptic orbit is 7.5, considerably less than the value on the circular orbit of 14.1.
The alternate orbit between the same points in space at the same terminal times has an interestinginterpretationin terms of Lamberts Problem 27 in orbitalmechanics,which is the determinationof the orbit that connectstwo speci ed pointsin a speci ed time. The circular orbit is a multirevolutionsolutionto Lambert's Problem: the transfer time of 9.4 TU is equal to a complete orbit period (2p = 6.28 TU) plus the time required to travel through another 178.6 deg, which is 3.12 TU. By contrast the GA orbit is a less-than-one-revolution orbit between the same endpoints and nal time.
The interpretationof the conjugate point in this example is that it represents the minimum time for which a multirevolution solution exists for the same endpoints and nal time as a less-than-onerevolution orbit. This is veri ed using the procedure outlined in Refs. 28 and 29. The connectionbetween the singularity of the transition matrix partition and the minimum time for a multirevolution orbit was observed by Stern.
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Conclusions
An ef cient procedure is developed for applying second-order necessary conditions and suf cient conditions for a weak local minimum in the Bolza optimal control problem with scalar or multiple terminal constraints.This procedure tests for the existence of a conjugate point by solving a linear system of equations to determine if a (scalar) determinant is zero. Four example problems are analyzed to illustrate this procedure. Under some conditions solutions that satisfy the rst-order necessary conditions for an optimal solution contain a conjugate point and are therefore nonoptimal. Lower cost optimal or near-optimal solutions are then determined either analytically or using a genetic algorithm.
Appendix: Weak Minimum vs Strong Minimum
For the following problem, based on an example in Ref. 31 the stationary solution satis es the second-order necessary conditions and suf cient conditions for a weak local minimum. However, this problem also has a strong minimum that is the global minimum. The problem, for which n = q = 1, is as follows:
Minimize:
with Çx = u x(0) = 0 x(t f ) = 0.8
The nal time t f is speci ed to be equalto 1, resultingin two terminal contraints (q = 1). The Hamiltonian function (6) is given by
and the augmented terminal function (5) is
Equations (7) and (8) Note that the control is discontinuous and represents a strong variation. The corresponding solution for the state is x(t ) = t 0 · t · 0.9 (A13a)
x(t ) = 1.8 ¡ t 0.9 · t · 1 (A13b) with the cost J ¤ = 0, the (strong) global minimum cost.
