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Abstract 
Traditionally, most of the effort in fitting full rank linear regression 
models has centered on the study of the presence, str~ngth and form of rela-
tionships between the measured variables. As is now well-known, least squares 
regression computations can be strongly influenced by a few of the cases in 
a data set, and a fitted model may more accurately r,~flect unusual features 
of those cases rather than the overall relationships between the variables. 
It is of interest, therefore, for an analyst to be able to find influ·ential 
cases, and, based on them, make decisions concerning their usefulness in a 
problem at hand. 
Based· on an empirical influence function, we re1Tiew methodologies for 
studying the influence of individual cases on a regression problem and 
put a number of possible measures that have been proposed into a general 
framework. We then consider the study of the simultaneous influence of 
several cases, including important computational considerations. Several 
additional issues are also discussed. We conclude with a carefully worked 
J 
~ple, using data from the Florida Area Cumulus Experiments (FACE) on 
cloud seeding. 
Key words: Linear models; influence functions; distance measures; robustness; 
ridge regression; residual plotting; outlier tests; cloud seeding. 
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1. Introduction 
The problems we consider arise in the context of the linear model 
y = xa + e 
where Y is an nxl vector of responses, Xis an nxp matrix of known 
constants, Bis a pxl parameter vector, and e is an nxl vector of errors. 
Data analyses based on this model usually center on the presence, form 
(1.1) 
and strength of relationship between the response and independent variables 
(columns of X). Estimation, hypothesis testing, model selection and pre-
diction are typical concerns. 
Recently, interest in the role that individual observations or cases play 
in controlling an analysis has increased. (Here, ob13~rvation or case refers 
to an individual response, yi, in combination with the associated design_ 
point, or row of X.) Individual cases or goups o:f cases 
can exert a substantial influence on the analysis 
and yet go undetected when the residuals are examined. A case may be judged 
"influential" if important features of the analysis are altered substantially 
when the case is deleted. Clearly, failure to detect such cases can 
result in severe loss of information. For example, in a clinical trial, one 
patient with background that is different from that of the bulk of the 
patients may have a large effect on estimation and h•:!nce results may 
reflect this one case, and not accurately portray the. data as a whole. 
Also, investigations of the causes of influential cases may lead to fresh 
insights into experimental methodologies.. For 
example, an influential observation may be an indication of a region in the 
independent variable space with inadequate coverage. 
2 
An important tool in the study of influential cases· is an empirical 
version of Hampel's influence function (1974). The influence function 
itself may be used to portray the potential effect of possible design 
points on estimators. Robust methods have been proposed that lead to 
bounded influence functions (e.g. Andrews, et al., 1972). Our use of the 
empirical influence function is somewhat different. We consid~r the least 
A T -1 T 
squares estimator a~ (XX) X Y as a fixed point and then, given the 
observed data, we ask how an alternative estimator of a would compare to 
A 
B if either the data were modified, or the· estimation method were changed. 
In this way the influence function is used to study the sensitivity of the 
least squares estimator rather than to find alternative estimation 
techniques. 
A 
Let BA be an estimator of a based either on a modified data set or 
an alternative estimation technique (e.g., ridge regression). The empirical 
~ 
.. 
influence function, IA, is defined to be p 
A A 
I = B -B A A (1.2) 
In general, IA is a p-vector, and functions of IA of lower dimension can 
be profitably studied. For the moment, assume that interest centers on 
A 
B itself, rather than some function of it (such as a single component, a 
prediction at a point, etc.). For some inner product matrix Mand scale 
A A 
factor c, the distance, DA(M,c), between BA and Bis taken to be 
T 
IAMIA 
DA(M,c) = 
C 
(1. 3) 
In this paper, we study (1.3), and statistics derived from it, for varying 
choices of A, M, and c. The most fruitful approach we have found is in looking 
-: 
------------- ...... ----- ·-·---
.... ------------------
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at the effects of deleting single cases from the dataone at a time, as reviewed 
in Section 2. In Section 3; we proceed to the probl•am of studying the effects 
of simultaneous deletion of several cases. Section 4 contains methods for 
studying regression problems when a linear transform,a.tion of S is of 
interest. Section 5 contains a discussion of ridge ·regression, and Section 6 
contains some coDDD.ents on computation. Finally, in the last section we present 
an example in some detail, using data from the Florida Area Cumulus Experiments 
(Woodley, .et al. 1977) on cloud seeding. 
··-··---·. --------------------------
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2. Deleting One Case at a Time 
In this section, we review statistics for study:lng the impact on 
,.. 
a of individual cases taken one at a time. We assum1a the model (1. 1) 
with rank(X) = p, Cov(e) 0 cr 2I. The least squares 1?stimator of a 
,.. 
using the full data is therefore B = (XTX)-lXTY; the full sample estimate 
of a 2 is s 2 ~ YT(I-X(XTX)-lXT)Y/(n-p). One measure of the impact of the 
T"' T i-th case is simply the i-th residual r. = y; - x. 8; where xi is the 
l. l. 1 
i-th row of x. Very loosely speaking, cases with large r. have 
l. 
been considered as ones for which the model fails either due to incorrect 
functional form or because of an outlier in y. As we shall see, this 
notion can be formalized through the use of empirical influence functions. 
We shall need some additional notations: A subscript "(i)" added to 
a quantity means "with the i-th case deleted." Thus. for example, 
T X(i) is an (n-1) x p matrix derived from X by deleting the i-th row X, 
"' T -1 T 
S(i) = (X(i)X(i)) X(i)y(i) , etc. Also of importance is the pro-
T -1 T jection matrix V = X(X X) X, an n x n rank p matrix that projects onto 
the column space of X. Elements of V are denoted v1J; in this section, 
the diagonal entries v are of special interest. ii 
The empirical influence function (1.2) for a(i) is given by 
,.. ,.. 
I 1 = (S(i) - 8) 
and the distance function (1.3) is given, for some Mand c, by 
,.. ,.. T ,.. ,.. 
(S(i)-8) M(S(i)-8) 
D. (M,c) = --------------1 C 
(2.1) 
(2.2) 
"Large" values of D1(M,c) would correspond to cases that, when deleted, 
result "in large movement in the estimate of a. 
"large" will be addressed shortly. 
The problem of defining 
• 
. . .. •.. . . -···· ····--- ····- -----·- - --------
5 
We shall call a case with a large value of D. (M,c) influential for 
l. 
estimating a relative to (M,c). 
One natural choice for Mand care (XTX) and ps2 respectively, although 
others are possible. The resulting statistic, suggested by Cook (1977) is 
(2.3) 
Form (2.3) has a useful geometric interpretation~ as the magnitude 
of the distance between 8 and S(i) may be assessed by comparing Di(XTX,ps2) 
to the probability points of the central F with p and n-p degrees of 
freedom. This is equivalent to st~dying the least squares confidence ellipsoids for 
S based on the full data, and finding the ellipsoid that passes through 
T 2 The F distribution is used only to transform D1 (x X, ps) to a more 
familiar. scale. 
Also, (2.3) may be rewritten in the form 
T 2 c,i)- irc,i)- Y) n1((X X), ps) a 2 ps 
(Bingham 1977) suggesting that, in the estimation space, is, 
2 
aside from the scale factor ps , the ordinary squa,~ed Euclidean distance that 
the fitted vector moves when the i-th case is deleted from the data. 
Because of the relationship between Sand B(iY computing and using 
T 2 the D1(X X, ps) can be remarkably easy. All of the necessary results can 
be derived as a special ·case of the Sherman-Morrison-Woodbury formula: 
(XTX)-lx ix! (XTX) -l 
(2. 4) 
· which can be used to show (Cook (1977); Bingham (1977)) 
T -1 (XX) x 1r 1 
1-vii 
6 
It follows immediately that 
Di(X X, ps) = p _ l-v .. 
s11-vii i~ 
(2.5) T 2 1 ( r i ) 
2 
( . vii ) 
We define ti= ri/s/1-vii to be the studentized 
. ' 
residual since var(ri) ~ 
cr2 (1-vii). Thus. 
D/XTX, ps2) = ! (ti) (1:;~J (2.6) 
D1(XTX, ps2) is a product of three terms from the full data: a scale 
-1 2 I factorp , aresidual term ti' and vii (1-vii). As each of these last two 
is important, we discuss them separately. 
2.1 Looking at the vii. The term v11/(l-vii) in (2.6) was 
,.. 
interpreted by Cook (1977) as the ratio Var(yi)/Var(ri), a measure of the 
relative precision of estimation at xi. Hoaglin and Welsch (1978) have 
also discussed the vii (which they call hi) in some detail. Cases with 
large values of vii are potentially influential cases since v1i/(l-vii) 
will be large. Hoaglin and Welsch call cases with large values of vii 
leverage points, and we follow their example: 
A case with a large value of vii is called a high leverage 
case. 
The vii can be usefully viewed as being a dista11ce measure in the 
X-space, since vii measures the distance from x·i to K (or the orig_in if 
T 
regression is through the origin) relative to the inner product XX. 
Using (2.4), one can show that 
T T -1 vii 
xi(X(i)X(i)) xi= 1-vii (2. 7) 
Thus, vi1/(l-v11) is the distance from xi to the center of the remaining 
n-1 cases in the sample. The vii are also related to the Mahalanobis distance, 
MD., by MD.~ (n-l)(v .. -1/n). Adding the assumption of multivariate 
l. l. l.l. 
normality, Welsch and Kuh (1977) note that (n-p)(v11-1/n)/(p-l)(l-v11)-
is distributed as F with (p-1, n-p·) degrees of freedom. 
i, 
·a 
7 
The term vii/(1-vii) may be interpreted also as the total change 
in the variance of prediction at the points 
x1 is deleted, 
x . , j :: 1, ••• n, when 
J 
TA TA z 
v11/(l-v11) 0 [1 Var(xja) - 1 Var(xja(i))]/a 
This may be verified by first noting that 
1 TA TA 2 TA TA 2 
02 Var(xjB - xjB(i)) = vij/(1-vii) =[Var(xjS) - Var(xjS(i))]/cr 
2 Next, summing over·j a l, ••• n and using the property that Evij • v1i j 
produces the desired result. 
Other properties of the vii can be derived from the fact that V 
is a projection matrix. Since rank(V) = p = trace(V) = Evii=p. 
Also 1/n ~vii~ 1/c where c is the number of rows in X that are 
T identical to Ki. Assuming that the intercept is in the model, 
8 
and µ1 ~ µ~ ••• ~ µp-l are the eigenvalues of the corrected cross 
product matrix for the data, and P1 , ••• , Pp-l are the corresponding 
eigenvectors, then by the spectral decomposition of the corrected 
cross product matrix, 
1. p-1 
v .. ==-+ E 
ii n . R,-1 
(2.8) 
and 
as the angle between P1 and (x1-i), then 
cos(Sp x) = 
R. 1 
PT(x -x) 1 i 
2 
. k-1 cos ~p nXi 
-T - N 
(2.9) 
v1.·1.· = 1 + (xi-x) (x.- x) E 
'ii' 1. 1=1 µR. (2.10) 
Thus, vii is large if (1) x1 is far from x that is; it is well removed 
from the bulk of the cases, and (2) xi is substantially in a direction of 
an eigenvector corresponding to a very small eigenvalue of the corrected 
cross product matrix. On the other hand, if (X1-x) is small, v11 will be 
small regardless of its direction. Contours of constant vii are ellipsoids 
T 
centered at x with axes given by the eigenstructure of XX. 
2.2 Studentized residuals. The studentized residuals are a marked 
improvement over the r 1 because they are insensitive to variations in 
2 Var(e1) = a (1-vii) if the model fit is correct (Behnken and Draper 1972). Also, the 
t. are a monotonic transformation of the likelihood ratio test that the i-th 
1 
case is an outlier (Cook 1979). Specifically, in the model 
9 
Y O XS+ eu1 + e (2.11) 
where ui is the i-th unit vector, the normal theory likelihood ratio 
test for 8 = 0 is given by 
2 
ri 
F =------i (2.12) 
where, under normality, F1 - F(l, n - p - 1), ignoring the multiple test 
problem. However, the non-centrality parameter of F i given e ;: o is 
given by n = 82(1 - v1i)/2a
2 (Cook 1979), and outliers with large vii, 
e.g. at unusual points in the sample space, will be relatively difficult to 
detect. Since is an increasing function of p, as the size of a 
model increases, the power of F. will decrease. 
1. 
A case will be called a potential outlier if F1 (or equivalently, 
ti) is large. 
2.3. Residual Plots. Because the vactances of the ti are all the 
same (if the model is correct, with no outliers), residual plots using the 
t 1 rather than the ri are more readily interpretable, since the plotted values 
are all on the same scale. The only disadvantage to using the studentized 
residuals is that they are slightly correlated with 'the fitted values y1 • 
However, in our experience this slight correlation i;s negligible. 
2.4 Discussion. The distance measure (2.6) measures the total 
impact of the i-th case on the estimation. A point near the center of 
the data (vii small) is unlikely to be influential even if the case is 
a potential outlier. On the other hand, leverage cases are likely to be 
influential whether or not the case is a potential outlier, since 
V / (1 - V •• ) ii 1.1. is unbounded, and 
2 t. is a random variable with mean near 
l. 
1 if the i-th case is not an outlier and mean generally greater than 1 
if it is an outlier. Clearly, a complete analysis requires computation of 
three quantities for each case: 
T 2 D. (X X, ps ) • 
l. 
---------- - -· -- .. -- -··· -- ··- .. -----. 
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Since only outliers corresponding to cases with large values of vii 
will have significant impact on the estimation of S, in testing 
for outliers we may wish to take advantage of our relative lack of interest 
in cases with small values of For example, if the Bonferroni 
inequality is applied to the F distribution to get significance levels 
for the outlier test, then we may choose to apporti,on probability of 
errors unequally, giving smaller critical values to cases with larger 
values of vii, and larger critical values to cases with small vii. 
This is mathematically permissible since the distribution of the outlier 
test depends on the random distribution of the vector Y, not on the 
(assumed fixec:0 values of the In large samples, this method, when 
formalized, may result in substantial increases in power for the outlier 
test at the high leverage points. 
2.5. Alternative choices of M, c. In the general form for the 
distance measure (2.2), the choice of M and c was left arbitrary, 
as obviously many options other than Mm XTX, 2 c = ps are reason-
able. Table 1 lists some choices, and the reference, if any, where the 
alternative was suggested. Although no detailed comparison for the differ-
ing M and c has been made, it is likely that any choice 
for M, c such that Di.6M,c) is location/scale invariant 
(excluding, therefore M=I, c=ps2) would give a~prox:imately- the s-ame informati'On. 
The last line of Table 1 gives a statistic proposed by Andrews and 
Pregebon (1978). They have considered the problem of looking at the im-
portance of the i-th case in a different way. The deter-
• 
, _________________ - - "-• ··---·- -- ·---
Cl 
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minant of a cross product matrix is an important criterion in experimental 
designs, with large values being associated with good designs, since the 
square root of the determinant is proportional to the inverse of the 
volume of the resulting confidence ellipsoid. With this in mind, they adjoin Y 
to X and define ·X* = (Y X) and X*(i) = (Y(i) X(i)) • Then they 
suggest looking at the ratio 
det(X*~i) X*(i)) 
R. (X*) = ------------------
1 det(X*T X*) 
(2.13) 
R1(X*) corresponds to the proportion of the total volume generated by 
X* that is not due to the i-th case. "Distant" or unusual sets of cases 
will tend to have Ri(X*) small, while cases in the "middle" of the data 
will account for little volume. Ri(X*) will measure information similar 
I 
to the distance measures based on (1.2). It should be noted, however, that 
(2.13) is invariant with respect to specification of the response variable 
y • 
In the sequei, only the distance measure T 2 Di(X X, ps) will be 
discussed in detail, since the other reasonable choices for (M, c) lead 
to essentially analogous statistics. For simplicity of notation, we shall 
write Di T 2 for Di(X X, ps ). 
----------------- ----- -------- -- --------------
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Table 1. 
Measure M C Reduced form Reference 
(NDFBETAS) 2 [diag(XTX)-l]-l 2 n - 2 
x!<xTx)-~(XTX)-1xi 
s (i) p Fi Welsch and 
1 - V •• Kuh (1977) 
11 
(DFFITS) 2 - XTX 2 n - 2 
vii 
s (i) F. Welsch and 
p 1 1 - V Kuh (1977) ii 
XTX 2 1 t2 vii Di s Cook (1977) p i 
T 2 
2 1 - vii 
x(i)x{i) s .! tiv ii p 
T 2 1 
x(i)x(i) s (i) p Fi vii 
T T -2 
2 2 x1(X X) x1 I s ti 
1 - v11 
(n - P - t~) 
-
-
1 . (1 - '!'.ii) Andrews and 
. n - P Pregibon (197 8) 
a 
13 
3. Many cases at a time. 
The one at a time statistics can be expected to provide the majority of 
the information needed to carry out the analysis neeided. However, in some data 
sets, subsets of cases can be jointly influential, hut if taken one at a time the 
cases are not influential. Consider, for example, Figures la and lb. In Fig. 
la, if point A or point B were deleted, the fitted model may not change very 
much. If both are deleted, however, estimates of parameters may show severe changes 
Conversely, in Fig. lb, if C or Dis deleted, the fitted line will change; if 
C and Dare both deleted, the line will stay about the same. 
The generalization of the distance measure for deleting several cases 
requires some additional notation and some algebra. Let them-vector ! index 
a set of m cases that are to be deleted. The subscript "(i)" will mean 
" d " rt "with the m cases indexed in 1 deleted, an i without parentheses 
-
will mean with only the cases indexed by i remaining. So, for example, 
vi will be them x m submatrix of V formed by tne intersection of the rows 
and columns indexed in i , and r. is the m X 1 vector of residuals for 
-
1 
the cases indexed in :!. • The empirical influence function is 
~ 
A ,.. 
(3.1) 
T 2 
and the distance function Di(X X, ps) = n1 is 
D =-----------i 
(3.2) 
ps2 
The geometric interpretation of D1 is identical to that of Di. An influential 
subset for estimating B would have D. large. 
1 
~ 
~ 
---··- . - . . 
- . --- - ... ·- •· ····-····---··--·-··-------------------------
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A'~ 
• 
. ., 
B 
• 
• 
• 
• • 
• 
• • 
• 
7-,, 
Figure la. Cases A and Bare jointly influential, but not 
individually influential. 
D ,'i:I 
• • 
• • • • 
• • • • 
• •••• 
• 
-t.,C 
t. 
Figure lb.· Cases C and Dare singly influential but not 
jointly influential. 
• 
! 
.: 
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A convenient formula for D. 
1 
can be derived from the result (Bingham 
-(1977)) 
A A T -1 T -1 
S(i)- S =-(XX) X1(I-V1) ri 
~ ~ ~ ~ 
so that 
D = i 
-
T -1_ -1 
ri(I-Vi) -Vi(I-Vi) r 1 
~ ~ ~ ~ ~ 
ps2 
Methods for computing (3.4) are discussed in Section 6. 
(3.4) 
Further insight into D 
1 
is obtained by applying the spectral decomposi-
tion to Vi: There is an m x m orthoginal matrix rand an m x m diagonal 
matrix~= diag (A1, • • 
V.:: rTAr 
. , A), with O < ). < •• ~ <) < 1, such that 
m - 1 - - m-
1 
(3.5) 
-The two cases A =land A< 1 must be treated separatE!ly. If A = 1 then 
m m m 
the inverses in (3.4) do not exist, and, if the cases indexed by~ are 
removed from the data, the resulting data is rank deficient, and a unique 
A 
estimator B(i) does not exist. In a sense, therefore, if A = 1, 
m 
D = ~. If A< 1, then we can rewrite (3.4) as i m 
Di 
= 
= 
r7 (rTr - rTAr)-lrTAr (rTr - fTAf)-1r. 
1 1 
- -
2 ps 
T -1 -1 (fr1) (I - A) A(I-A) (rr1) 
- - . 
2 ps 
(3.6) 
16 
Letting gT = (gl, • • • , gm)= rri 
T -1 -1 
= g (I-A) A(I-A) g (3. 7) 
2 ps 
= ------i.----ps2 
Now, each gR. is a linear combination of the elements of ri, and Var(g) = 
Var(rri) = a2 rrT(I-A)rrT = a2 (I-A). Thus, the gi are uncorrelated and 
Setting 
each h.e, is identically distributed. Then (3.7) may be rewritten 
m A· 
D =.!. I: h 2 Jl, ~ p R.=l Jl l-A1 
The resemblance of (3.9) to (2.6) is striking. 2 The role of the ti is 
2 
assumed by the h1 and vii/(l-vi1) are replaced by the A.e,/(l-A1). In 
(3.8) 
(3.9) 
(3.9), a sum over m orthogonal directions is required; in (2~6), m = 1. 
One generalization of the squared studentized residuals tom cases 
T -1 2 2 is given by ri (I-Vi) ri/s = Eh1 . A likelihood ratio test that them 
- -
cases are an outlying set, under normal theory (Gentleman and Wilk (1975)) can be 
computed as 
F = i 
(n-p-m) Dii 
2 
n-p-m Di1 
The nominal distribution of Fi is F(m, n-p-m). 
-. 
(3.10) 
The information contained in the A1/ (l-A1) is mf~asured by the heterogeniety 
in the eigenvalues A1 , ••• , Am. A simple summary for this heterogeniety is 
the condition number of v1 , defined by Ki= iAm/A1 • Although this quantity 
• 
' 
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is somewhat less informative than all of the A1/(l-A1) , the condition 
number may be easier to compute and interpret. 
potential leverage subsets. 
3.1 Looking at the D1 • 
Subsets with large are 
The principal goal in examining subsets of m > 1 cases is to find 
groups of cases that, while not influential individually, are influential 
when taken as a group. Finding influential subsets that include cases that 
are individually influential adds little information because the observed 
influence of the subset will be due in part to the influence of the single 
influential case. Conversely, finding an uninfluential subset that includes 
one or more cases that are singly influential would not decrease the interest 
in those cases. Thus, candidates for inclusion in subsets will 
have small values of D1 , but they may well have relatively large values of 
or ti • 
Because of the enormous amount of co~puting necessary for finding the 
$ubsets with large Di, a systenunatic approach is required. We assume 
that the one at a time statistics vii and r. are available in computer 
1. 
memory while the off diagonal elements of V, the Vij are not. 
We can tben compute an upper bound for D. , and only if this 
l 
bound is sufficiently large must the 
For the first upper bound, since 
(3.7) can be approximated by 
But 
1 Am 
D. < -2 2 1 
- ps (1 - A ) 
m 
T 
• r r =-i i 
Di be computed exactly. 
;: /(1-A ) 2 > An/(1-An/ 
m m - N N 
i=l, .•. ,m, 
Hence 
A 
m D. <----
1. - 2 
- (1 - A ) 
m 
2 ps 
18 
(3 .11) 
For (3.11) to be useful, A must be replaced by an approximation that 
m 
can be computed without need for explicitly finding A 
m 
The easiest approx-
imation to use is A < tr(V.) assuming tr(V1) _< 1, so that m - l. 
or, equivalently 
tr(V 1) 
... 
E v. 1 i€i l. 
D < 2 1- (l - I: V. i) 
ie:i l. 
-
2 
1-: ri 
i€i 
-
2 ps . 
I: 2 ri 
id 
-
2 ps 
(3.12) 
Approximation (3.12) depends only on the one at a t:!tme statistics, giving a 
potentially different upper bound for each ! . Fol~ any subset with tr (V 1) > 1, 
a better approximation to >.. 
m 
is required. This, in turn, requires formation 
of Vi. If m is small (2 or 3) exact computation of: Di is probably as efficient 
as obtaining an approximation for A. 
m 
For a fixed m, let T = max( I: vi.) 
i igf l. 
-
each, i varies over all subsets of m under condiseration. Two upper 
bounds for the right side of (3.12) are then 
D. < 2 
1.- (1 - tr(V.)) 
l. 
and, if T < 1, 
R2 
2 ps 
(3.13) 
(3.14) 
r 
• 
-
..... - ~- ·--··-------------· 
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These last two may be combined to give 
(3.15) 
Note that (3.12) ~ (3.13) ~ (3.15) , and (3.12) < Cl.14) < (3.15) • If 
m ~ 1, all four approximations are exact. 
These four approximations can be used to study systematically all 
* * subsets of size m, by first choosing a cutoff D , perhaps D = F(.50; p,n-p). 
The four inequalities can be applied in the order (3.15), then (3.14) or (3.13), 
nnd then (3.12). If (3.12) is not satisfied, then D1 must be computed 
exactly. These computations will be facilitated by ordering the vii and the 
t. , largest to smallest for each. 
l. 
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4. Linear Combinations 
In this section we extend the previous discussion to accomodate the 
situation in which q linearly independent combinations of the elements 
of a are of interest. This may be desirable when, for example, interest 
centers on a selected subset of B. Also, once an influential observation 
has been found using Di it may be desirable to isolate the effects on 
,. 
the individual components of B. 
,. ,. 
Let W =LS, where L is a qxp rank q matrix. The distance, 
Di(W) , between W and W(i) a LB(i) is defined to be 
Di (W) 
-
" ·" T T -1 T -1" " 
<w - w(i)) [L(X X) L] <w - ~(i)) 
= ~ ~ 
2 qs 
Note that this is a special case of the distance function D.(M, c) 
1 
obtained by choosing 2 ca qs and 
Bingham (1977) has shown that the numerator of D1(~) can be 
written as 
qs2Di(~) = ri(I - Vi)-1xi(XTX)-1M(XTX)-1x!<r - Vi)-1r~ 
- - -
(4.1) 
(4.2) 
(4.3) 
where M is given by (4.2). Apparently, further simplification is not 
possible without additional contraints on L. However, direct computation 
of Di(~) will probably be unnecessary for most i: Since 
(XTX)=\i(XTX)-½ is idempotent it follows from (4.3) that qs2D1(w) ~ ps2Di 
and, therefore, 
Di(,,,) < .E. D 
't' - q i 
(4.4) 
; 
,. 
• 
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for all i and $. Thus, if Di is negligible, Di($) must be 
negligible also. The result (4.4) was mentioned by Cook (1979) for the 
case m = 1 . 
4.1 Predictions. If q = 1 and L is a vector of carrier values 
then Di($) measures the distance between the prediction at L using the 
i-th case and the prediction at L without the i-th case and (4.3) 
simplifies to (Cook, 1977) 
(4.5) 
where p(•, •) denotes the correlation coefficient. When the i-th case is 
deleted the maximum movement (as measured by D.($)) in a prediction occurs 
l. 
at x .• Of course, (4.5) applies also to situations in which a single 
l. 
component of a is of interest. 
4.2. Subsets of S. Suppose without loss of generality that the last 
q components of a are of interest, and partition X = (x1 x2) where 
x1 is n x (p-q) arid x2 is n x q. Thus, L = (0, I) , and q 
0 
0 0 
where M is given by (4.2). Substitution in (4.3) yields 
(4.6) 
T -LT 
where U = x1 cx1x1) -x1 , so Ui is an m x m submatrix of u 
Alternatively, (4.6) can be written as 
(4. 7) 
Thus, when a single case 1s deleted (m m 1) 
2 
t. V - u 
Di(lV) = i2 ii ii 
qs 1 - V ii 
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(4.8) 
The influence of a single case on a selected subset of B may therefore 
be determined from the result of two separate regressions on the full data. 
4.3 Ignoring the intercept. If interest centers on all coefficients 
except the intercept, then p - q c 1 , uii 
Di (lV) = 
2 
ti 
p - 1 
Vii - 1/n 
1 - V •• ii 
e 1/n and (4.8) reduces to 
(4.9) 
Unless special importance is attached to the constant term or predictions are 
of interest, it may be desirable to use (4.9) as an exploratory· tool for 
isolating influential observations, although there will be little difference 
between (4.9) and Di for moderately large data sets. 
Expression (4.9) can be~written as 
rt~ l [(n - p) (vii - 1/n)] 
D/"1> = L~ _ ~.. (p - .1)(1 -vii) 
Recall that when the carriers are assumed to have a multivariate normal 
(4.10) 
distribution the second factor on the right-hand-side of (4.10) is distri-
buted as F(p - 1, n - p) (Welsch and Kuh, 1977). In addition, it is 
easily verified that the first factor has a beta distribution with parameters 
1/2 and (n - p - 1)/2, B(l/2, (n - p - 1)/2) , arid that the two factors arc 
independent. It follows that the distribution of D.(1V) when the intercept 
i 
alone is ignored is the product of independent B(l/2, (n - p - l~/2) and 
F(p - 1, n - p) random variables. 
6 
i>-
#' 
,., 
'" 
a 
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5. Ridge Regression 
With some modification, the results of the previous sections may be 
applied directly to ridge estilDation. In this section w.e suggest distance 
measures for comparing ridge and least squares estimations and for the 
detection of influential observations in ridge regresison. Only ordinary 
ridge regression is considered. The extension to generalized ridge 
regression is immediate, although somewhat more detailed. 
The ordinary ridge estimate, B , of a for ;some k > 0 is given by 
(5.1) 
" Of course, if k = 0 then S = 8 Usually k is chosen as a function of 
the data; however, for the purposes of the discussion the manner in which 
k is chosen is irrelevant. 
The ridge estimate may be considered a least squares estimate arising 
when the original data set is modified in a special way: Let ••• , a p 
T denote a set of p orthogonal vectors such that ai a1 = k • For example, without 
'£ loss of generality take t~e ai's to be v'k times the eigenvectors of X ~. Let 
T A denote a pXp matrix whose i-th row is ai. It is straightforward to verify 
that 8 is the least squares estimate of 8 from the fictitious model 
Z = WB + e (5 .2) 
It follows immediately that all 
previous results hold with Y and X replaced by Z and W, respectively. 
However, in the case of ridge regression it is not clear that M = W~v is 
an appropriate inner product matrix. 
--··------------- . ··-··-----------------------
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5.1 Comparing Ridge and Least Squares Estimators. It seems 
natural to compare a and a 
since the choice M = XTX, c = ps2 bases the comparison on the confidence 
ellipsoids associated with 6 while the appropriate interpretation for 
T M =WW is not apparent. Thus, we suggest using 
(5. 3) 
as a distance measure for comparison of least squares on ordinary ridge 
estim..-itcs. 
To simplify (5.3), we note that S is obtained by adding p fictitious 
data points (while the estimates considered previously are obtained by deleting 
points), so a formula for updating regression estimates is required. The re-
quired formula can be derived from a result given by Plackett (1965), and 
DR k = STAT(I + A(XTX)-lAT)-1A(XTX)-lAT(I + A(XTX)-lAT)-1AB 
, 
2 ps 
(5.4) 
Since the columns of A are ~ time the eigenvectors :of XTX, this last 
equation is simply 
Here, A 
and 
is a diagonal matrix with entries 
1. is the i-th eigenvalue of 
1 
2 1/(k + ti) , 
XTX. Expression 
(5.5) 
1, • • • ,P 
(5.5) makes 
routine comparison of ridge and least squares estimators for many values of 
k relatively simple. 
,,. 
.. 
., . ··- --------- .. ___________ _ 
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6. Computational Considerations 
The statistics discussed in this paper are all based on a few elementary 
2 building blocks, namely s, the residuals, and submatrices and elements of 
T -1 T the projection matrix, V = X(X X) x; for the one at a time statistics, only 
the diagonal elements vii of V are needed. Since most regression programs 
currently compute residuals, we shall concentrate on the computation of 
elements of V. Details necessary for actually implementing algorithms may be 
found in Stewart (1973); also see Seber (1977) for a statistical approach 
to least squares computations. All matrix operations not specifically given 
here may be carried out using UNPACK, a set of FORTRAN subroutines from 
the Argonne National Laboratory (Dongarra, et. al. 1977), to be publicly 
released in late 1978. 
Individual elements of V, the v ij, are easily C<>mputed from the 
Cholcsky (square root) factorization of (x1x). As long as (XTX) is full 
rank, we can find a full rank pxp upper triangular matrix R such that 
once R is available, computation of v ij is done usin:~ the result 
T T -1 
vij = x1(x X) xj 
T T -1 
= x/R R) xj 
T -1 -T 
= (xiR )(R xj) 
-T T -T 
a (R xi) (R xj) • 
-T -T To compute vij' therefore, one needs only to compute R xi and R xj; vij is 
then the inner product of two p-vectors. Although the triangular matrix RT 
is easily inverted, this can be avoided by back substitution (Seber 1977, p.303). 
-------------- --· . ····--- .. --·. ------------------
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In most applications, it will be convenient to compute and save the vii 
whenever the residuals r 1 are computed and saved; both can be computed in the 
same pass through the data. The other one at a time statistics, t., F., 
1. 1. 
D. , etc. are then computed using the formulae in earlier sections of this 
1. 
paper. 
For the several at a time statistics, the first consideration is obtaining 
Vi , an mxm submatrix of V. Since keeping V, an nxn matrix, ~t:plicitly in 
storage on a computer is often impractical, v1 must be computeu for each i 
of interest. Obviously, this can be accomplished by repeated uqe of the 
method outlined in the last paragraphs: for an mxm submatrix, using 2p registers 
-T -T 
as scratch to accumulate R x1 and R xj, m(m-1)/2 back solutinns and m(m-1)/2 
inner products are required; less computation is possible at the expense of 
increased storage. 
Alternatively, if computations are initially do11e using the QR factorization, 
V may be easily obtained. Given X of rank p, we can find an nxn orthogonal 
i ·· 
matrix Q and a pxp upper triangular matrix R such that 
If we partition Q = (Q1 Q2), where Q1 is nXp, then one can show (Seber (1971), 
p. 304; Stewart (1973), Chapter 7) that 
V = Q QT 1 1 
Thus q1 represents a compactification of the nXn matrix as the nxp matrix Q1 , 
and, if Q1 can be stored on the machine, a simple algorithm for computing v1j 
is available. T If qi is the i-th row of Q1 , then 
-----------------------. ·-- ·····. ---- -- - ·--- ..... ---· 
._ 
" 
,. 
e 
27 
Unfortunately, this is a row oriented algorithm and therefore it may be 
relatively inefficient on some computers. 
Once V~ is computed the statistics tf)and D. can be computed as well. 
l. 
-
F(i) is best computed in two steps. First, compute 
t2 = 
i 
T -1 
ri (I-Vi) r 1 
- 2... oc 
ms 
-1 
where a= (I-Vi) ri is computed hy back substitution; since mis usually 
small, this computation can be carried out be finding the Cholesky factorization 
2 T 2 
of (I-Vi). ti is computed as a r! divided by ms. F(!)iscomuted as 
a= 
2 2 F(·)= (n-m-p)t./(n-p-mt.) • 
l. l. -l. 
-· -
Finally D(i)is 
-1 -(I-Vi) ri and 
2 
computed in a manner analogous tot! by first finding 
then computing the quadratic form aTVia/ps2 • If computation 
-
of D. ('¥) is desired, the necessary modifications are ,~asily worked out. 
l. 
·---------------- ·-· -·-·····---------
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7. Florida Area Cumulus Experiment (FACE). 1975. 
7.1 Description and Initial Considerations 
Judging the success of cloud seeding experiment.s intended to increase 
rainfall is an important statistical problem. Results from past experiments 
are mixed. It is generally recognized that, dependi:ng on various contributing 
environmental factors, seeding can produce an increa:se or decrease in rain-
fall, or have no effect. Moreover, the critical factors controlling the 
response are, for the most part, unknown. This fund.a.mental treatment-unit 
nonadditivity makes judgments about the effects of seeding difficult. 
In 1975 the Florida Area Cumulus Experiment (~\CE) was conducted to 
determine the merits of using silver iodide to produce rainfall increases 
and to isolate some of the factors contributing to the treatment-unit 
nonadditivity (Woodley et al., 1977). The target consisted of an area of 
about 3,000 square miles to the north and east of Coral Gables, Florida. In 
this experiment, 24 days in the summer of 1975 were judged suitable for 
seeding based on a daily suitability criterion of S - Ne~ 1.5, where 
S (seedability) is the predicted difference between the maximum height of 
a cloud if seeded and the same cloud if not seeded, and Ne is a factor 
which increases with conditions leading to naturally rainy days. (For a 
more detailed description see Woodley et al., 1977.) Generally, suitable 
days were those on which the seedability is large and the natural rainfall 
early in the day is small. On each suitable day, the decision to seed was 
based on unrestricted randomization; as it happened, 12 days were seeded and 
12 were unseeded. 
The following variables were measured on each suitable day: 
Echo Coverage (C) -- Percent cloud cover in the experimental 
area, measured using radar in Coral 
Gables, Florida 
Prewetness (P) -- Total rainfall in the target area one 
hour before seeding (in cubic meters x 107) 
• 
--------------- --·- . ··------
Echo Motion (E) -- a classification indicating a moving 
radar echo (1) or a stationary radar 
echo (2) 
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Response Variable (Y) -- the amount of rain that fell in the target 
area for a six-hour period on each suitable 
day (in cubic meters x 107) 
The data as presented by Woodley et al. (1977) are reproduced in Table 3 • 
We. have also included the variable 
Time Trend (T) -- Number of days after the first day of 
the experiment (June 16, 1975 • 0) 
This variable is potentially relevant because there may be a time trend in 
natural rainfall or modification in the experimental techniques. 
In addition to selecting days based on suitability (S - Ne) , the 
investigators attempted to use only days with C ~ 13 percent. A disturbed 
day was defined as C > 13. From Table 3, the first two experimental 
days are disturb~<l with the second day being hig~ly disturbed (C • 37.9 
percent). Because of its very large echo coverage value, it can be anti-
cipated that case 2 will be a high leverage case. We may suspect that the 
process under study may differ under the conditions of case 2. Therefore, 
case 2 will be deleted from the primary analysis. The effects of including 
case 2 will be presented later. 
Initially, we shall adopt the model 
LY= S0 + S1A + f32T + S3(s - Ne)+ s4c + f35LP + f36E 
+ B13(Ax(s - Ne))+ 814(AXC) + B15(AXLP) + a16(AXE) 
where LY= log10Y and LP= log10P. 
(7 .1) 
This model contains all linear terms and all cross products between action 
(Am 1 for seeded days, A~ 0 for unseeded days) and the base carriers. The 
cross product terms are to model the possibility of treatment-unit nonadditivity. 
--· -------·--·-· -- ·--·· . -·· 
... .. .. ·- .. ~ -·-- .... _ .. _ .. ____ -----------·-..... ·-----~-
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Table 3 
Measurements from FACE, 1975 
CASE A T s C p E SA CA PA EA y 
1 0 0 1.75 13.40 .274 2 0 0 0 0 12.as 
2 1 1 2.70 37.90 1.267 1 2.70 37.90 1.267 1 5.52 
3 1 3 4. 10 3.90 .198 2 4.10 3.90 .198 2 6.29 
4 0 4 2.35 5.30 .526 1 0 0 0 0 6.11 
5 1 6 4.25 7.10 .250 1 4.25 7.10 .250 1 2.45 
6 0 9 1.60 6.90 .018 2 0 0 0 0 3.61 
7 0 18 1.30 4.60 .307 1 0 0 0 0 .47 
8 0 '")C" .:..;;J 3.35 4.90 .194 1 0 0 0 0 4.56 
9 0 27 2.85 12.10 .751 1 0 0 0 0 6.35 
10 1 28 2.20 5.20 .084 1 2.20 s.20 .084 1 5.06 
11 1 29 4.40 4.10 .236 1 4.40 4.10 .236 1 2.76 
12 1 32 3. 10 2.00 .214 1 3.10 2.00 .214 1 4.05 
13 0 33 3.95 6.80 .796 1 0 0 0 0 5.74 
14 1 35 2.90 3.00 .124 1 2.90 3.00 .124 1 4.84 
15 1 38 2.05 7.00 .144 1 2.05 7.00 .144 1 11.86 
16 0 39 4+00 11.30 +398 1 0 0 0 0 4.45 
17 0 53 3.35 4.20 .237 2 0 0 0 0 3.66 
18 1 55 3.70 3.30 .960 1 3.70 3.30 .960 1 4.22 
19 0 56 3.BO 2.20 .230 1 0 0 0 0 1.16 
20 1 59 3.40 6.50 .142 2 3.40 6.50 .142 2 5.45 
21 1 65 3. 15 3.10 +073 1 3 • 15 3. 10 .073 1 2.02 
22 0 68 3.15 2.60 .136 1 0 0 0 0 .82 
23 1 82 4.01 8.30 .123 1 4.01 8.30 .123 1 1.09 
24 0 83 4.65 7.40 .160· 1 0 0 0 0 .28 
A= Action (0 = not seeded, 1 = seeded) 
T = Time in days (June 16, 1975 = 0) 
S = S-Ne = Seeding Suitability Criterion 
C = Echo Coverage in Percent 
P = Prewetness (in cubic meters x 107) 
E = Echo. Motion (1 = moving radar echo, 2 = statiom1ry radar echo) 
I 
SA= (S-N ) X A 
e 
CA= C X A 
PA= p X A 
EA = E X A 
-
y = Rainfall 7 (in cubic meters x 10) --
,. 
··- ·---·-·· ······· ..... ------------------· ·····-··. 
Because of the limited degrees of freedom available, higher order terms 
in any of the base carriers have not been included. The response variable 
and prewetness were transfored to logarithms because these are volume 
measures whereas others (eg. S-Ne) are linear and because we expect non-
constant variances in the original scale. (Residual plots in the untrans-
formed scale confirm the need for a transformation.) 
The main goal of our analysis is to describe the difference, llLY, 
between predicted rainfall for seeded days and unseeded days, 
Thus, the additive effect a1 and the four possible interaction terms are 
of primary interest. The prediction of rainfall by itself is of secondary 
interest. Table 4 gives the least square estim3tcs and their estimated 
standard errors for the coefficients in (7.1) as well as the estimate for a 
few selected subset models to be discussed later. From the first column of 
Table 4, a1 , a2, s6 and a13 are apparently distinguishable from zero, while 
others appear unnecessary. However, before the model is refined, the impact 
of each case on the estimated coefficients needs to be assessed. Because of 
the special interest in fhe coefficients of (7.2), we consider both the 
overall distance measure Di and the distance meansui:·e Di ( ljJ) corresponding 
T to the subset$ = (S1,s13,a14 ,S15 ,B16>. 
7.2 Case Analysis: Full Model 
1/2 · Table 5 gives ri, ti, vii' Fi. (see 2.12), Di and Di($) for the full 
model without case 2. The largest two values of each statistic except vii 
listed in Table 5 correspond to cases 7 and 24, both unseeded days with 
unusually low rain fall recorded. 1/2 The values of Fi for i ~ 7,24 and the 
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(7 .2) 
Table 4 
Estimated Coefficients, Standard Erro~s and 
Root Mean Squared Error (&~SE) for Selected Data 
Sets and Models 
Cases Deleted 
Coefficient (2) (2,7,24) (2,7,24) (2,7,24) 
" Bo 
" 81 (A) 
" 82 (T) 
" 83(S-Ne) 
" S4 (C) 
" S5 (LP) 
" S6 (E) 
" 813 (AXS-N e) 
" 814 (AXC) 
" 815 (AXLP) 
" 816 (AXE) 
" RMSE (a) 
a 
-0.291 0.417 0.492 (0.498)b (0.400) (0.129) 
2.244 1.426 1.294 
(0.819) (0.510) (0.190) 
-0.009 -0.006 -0.007 
(0.003) (0.002) ; (0.001) 
0.136 0.006 
(0.114) (0.085) 
0.025 0.030 
(0.028) (0.015) 
0.436 0.341 
(0.266) (0.146) 
0.573 0.265 
(0. 2 61) (0.135) 
-0.465 -0.333 
(0.178) (0.107) 
-0.011 -0.023 
(0.057) (0.028) 
-0.049 0.073 
(0.443) (0.224) 
-0.291 0.050 
(0.354) (0.178) 
0.291 0.139 
a Estimated coefficient 
b Estimated standard error 
* 
* 
0.022 
(0.010) 
0.399 
(0.083) 
0.301 
(0.074) 
-0.326 
(0.052) 
* 
* 
* 
0.122 
Tenn omitted from computations 
0.436 
(0.145) 
1.381 
(0.216) 
-0.006 
(0.001) 
* 
0.028 
(0.012) 
0.379 
(0. 087) 
0.295 
(0.074) 
-0.319 
(0.053) 
-0.021 
(0.024) 
* 
* 
0.123 
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(7,24) 
0.400 
(0.142) 
1.458 
(0.206) 
-0.006 
(0.001) 
* 
0.030 
(0.012) 
0.357 
(0.035) 
0.293 
(0.075) 
-0.309 
(0.053) 
-0.045 
(0.012) 
* 
* 
0.124 
------------------ . . 
studentized residual plot given in Figure 2 suggest that these cases do not 
conform to the assumed model. Using a Bonferroni inequality, the p-value 
corresponding to the outlier test for case 7 is 0.055. The most likely 
candidate for a pair of outliers is (7,24) and the associated F-statistic 
can be computed to be 21.21 on 2 and 10 degrees of freedom. The Bonferroni 
p-value is 0.064. Although (7,24) is evidently an outlier pair, it has 
little influence on the least squares estimate of B or~, D(7, 24) = 0.455. 
" 
and, removal of (7,24) will move B only to the edge of a 10% confidence 
ellipsoid. 
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As an alternative to deleting cases 7 and 24, (that is, modeling them with 
indicator vectors) we could consider attempting to expand the model to include 
additional terms in the base carriers. For example, if a variable (S-Ne) 2 
is added to the model, then the residuals for both cases 7 and 24 becomes 
relatively small. However, the influence measure for these two cases on the 
parameter estimate for lP* = {(S-Ne/}is n7 24 (lP*) = 19. 71, which suggests that , . 
including this variable has little effect other than. providing an alternative 
model for cases 7 and 24. While in this problem we prefer to delete these 
cases, in other problems adaing a different variable may be preferable. 
The most influential pair of observations is (3,20) , D(3 , 20) = ~ that 
is, when these observations are removed the model becomes rank deficient and 
a unique least squares estimate of B does not exist. The deficiency arises 
because A and Ex A are idential after cases 3 and 20 are removed. This 
situation could also have been detected by noting that in the raw data cases 
3 and 20 are the only ones with a "2" in the Ex A column, although in large 
data sets such examinations become impractical. Alt:ernatively, an inspection 
of the correlations between the residuals would have revealed the problem 
since the residual correlation for (3,20) is -1.0. Although cases 3 and 20 
CASE(i) r. l. 
1 -.072 
3 -.124 
4 .211 
5 -.258 
6 .158 
7 -.510 
8 .343 
9 .1.38 
10 -.204 
11 .110 
12 -.090 
13 .121 
14 .039 
15 .094 
16 .079 
17 -.086 
18 .OBl 
19 .010 
20 +124 
21 +109 
22 .149 
23 .121 
24 -.541 
T 
* 'P ::: <a1, 
TABLES 
Univariate Case Statistics for the Full 
Model with Case 2 Deleted 
F~/2 ti vii D. l. l. 
-.383 .s00 .369 .018 
-.714 .646 .699 .00s 
.872 .307 .863 .031 
-1.366 .578 1.423 .232 
1.190 .793 1+213 +492 
-2.643 .560 3.916 +810 
1.322 +208 1+370 .042 
.604 .386 .587 .021 
-.889 .379 .880 .044 
.468 .354 +452 .011 
-.352 +234 .338 .003 
.492 .286 +475 +009 
+154 .256 .148 .001 
.497 .583 .481 .031 
.339 .365 .326 .006 
-.622 .777 +606 .123 
.713 .848 .698 .257 
.042 .21.>1 .04() .ooo 
.714 .646 +699 .085 
.543 .529 +527 .030 
.614 +301 .597 .015 
.720 +669 .704 .095 
-2.519 .455 3.512 .482 
613' 814' 61s' 616) 
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* Di (qi) 
.000 
.052 
+018 
+206 
.357 
.737 
.050 
.009 
.052 
.010 
.004 
.000 
.001 
.050 
.004 
.144 
.363 -~ 
.ooo 
.099 
.043 
+014 
.116 
.380 
.::: 
ti 
Figure 2 
Studentized Residuals, ti' vs. Predicted 
Values, yi, from the Full Model with 
Case 2 Deleted 
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are jointly influential, they are individually uninfluential and there 
is no apparent reason to doubt their authenticity. No other pair has a 
serious influence on 8 or~. 
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At this point, we choose to delete pair of suspected outliers, (7,24). 
The second column of Table 4 gives the estimated coefficients for the full 
model without (2,7,24). Note that three of the estimated coefficients are 
negative. 61 is approximately half of its previous value. Table 6 
gives the univariate case statistics for the full model without (2,7,24) and 
the corresponding studentized residual plot is given in Figure 3. The residual 
plot is well-behaved and the univariate case statistics reveal no problems or 
anomalies. Inspection of the pairwise case statistics reveals no joint 
.outliers and, of course, (3,20) is· still the most influential pair. However, 
in addition, there is a second pair which is highly influential, D(4 , 16) = 7.1 
and D(4, 16)(~) = 9.0. Individually these cases are uninfluential. The high 
joint influence appears to be the result of a large residual correlation, 
+0.89. Since the residual correlation is positive, cases 4 and 16 probably 
lie on opposite sides of the center of the data, nearly on the same ray (Cook, 1979). 
· While we have identified the fact that removing these cases may lead to sub-
stantially different conclusions, we have no real need or justification for 
doubting the usefulness of these two cases. Our strategy is to leave them in 
for further analyses, and at later steps continue to monitor their influence. 
7.3 Final Model (cases 22 7 and 24 deleted) 
The final model was selected by calculating all possible subset regressions 
(Furnival and Wilson (1974)) and selecting the best 5 using Mallow's C p 
criterion as an approximation to a mean square error of prediction criterion 
(Bingham, Cook and Weisberg (1978)). Two final models were chosen. The third 
'. -
r. CASE(i) l. 
1 -.060 
3 -.050 
4 .051 
5 -.142 
6 +045 
8 .209 
9 -.049 
10 -.150 
11 .135 
12 -.078 
13 .089 
14 .049 
15 .123 
16 -.017 
~ 17 .015 
18 .006 
19 -.138 
20 .050 
21 .034 
22 -.144 
23 .023 
* 
tJl = <al, 
TABLE 6 
Univariate Case Statistics for the Full 
Model with Cases 2,7 and 24 Deleted. 
t. F~/2 V. • Di l. l.l. l. 
-.688 .606 .668 .066 
-.610 .653 .590 .064 
+633 .670 .613 .074 
-1.598 +594 1.756 .340 
+741 .809 .723 .212 
1.714 .234 1+935 .002 
-.470 .436 .451 .016 
-1.374 .382 1.447 .106 
1.200 .355 1.240 +073 
-.642 .234 .622 .011 
.764 .303 .747 +023 
+410 +256 .392 .005 
1+370 .584 1.442 .239 
-.207 .648 .196 .007 
+244 .805 +232 .022 
+119 .855 +113 .ooa 
-1.184 .297 1.212 .054 
.610 .653 .590 .064 
.358 • ~536 +342 .013 
-1.345 .409 1+410 .114 
.287 .681 .274 .016 
813' 614' 61s' 1316) 
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Figure 3 
Studentized Residuals, ti, vs. Predicted 
~ 
Values, yi, from the Full Model with 
Cases 2,7 and 24 Deleted 
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column of Table 4 gives the estimated coefficients for the model we 
consider "best" and the fourth column gives those for a possible second choice. 
The two models differ by the presence of the Axc(a14) term. The estimates 
of the coefficients in common to the two models are quite close. Also, note 
" that IB14 1 is less its standard error and, thus, contributes little and 
might be judged unnecessary. 
The univariate case statistics for the "best" model are given in Table 7. 
The univariate case statistics and residual plot all appear well-behaved. The 
bivariate cases statistics were inspected also and again no problems were 
noted. In particular, (3,20) and ~,16) are no longer influential: The ExA 
term has ·been deleted and the residual correlation fc»r (4,16) is now -0.06. 
As a check on the influence of (3,20) and (4,16), the best 5 models using 
the C criterion were computed without various combitLations of these points; 
p 
our final model was always among the best 5. Evidently, these points have 
little influence on the terms in the final solution. 
In the final model, the estimated predicted difference ilY (see 7.2) 
contains the seeding effect and only one of the four possible interaction 
terms, 
liLY = 1.29 - .33(S-Ne) (7.3) 
Note that the coefficient of the seeding suitability criterion, S-Ne, is 
negative and, thus, the predicted difference in rainfall decreases as S-Ne 
increases. According to this result, seeding produces a decrease in rainfall 
when S-Ne > 3.91. A plot of (7.3) along with the 95% simultaneous prediction 
bands computed using the Scheffe method is given in Figure 4. 
In short, contrary to the experimenters' prior opinion, there is evidence 
to suggest that optimal seeding occurs if the seeding suitability criterion 
is low! 
--------··------ .• 
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TABLE 7 
ri t. CASE(i) l. 
1 -.054 -.592 
3 -.037 -.407 
4 .015 .141 
5 -.187 -1.934 
6 .068 .915 
8 .200 1.881 
9 -.026 -.263 
10 -.165 -1.673 
11 .142 1.393 
12 -.051 -.451 
1 ~3 .075 .689 
14 .()72 .642 
15 .090 .957 
16 .026 .251 
17 -.022 -.233 
18 +045 .453 
19 -.151 -1.430 
20 .045 .473 
21 .062 .577 
22 -.140 -1.377 
23 -.016 -.199 
Univariate Case Statistics for the 
Final Model with Cases 2,7 and 24 
Deleted 
vii 
Fl/2 
i Di 
.438 .577 .039 
.446 .395 .019 
.278 .136 .001 
.372 2.177 .316 
.628 .910 .202 
+176 2.097 .100 
.318 .254 .oos 
.351 1.802 .216 
.304 1.446 .121 
.158 .438 .005 
• 1 '"17 .675 .017 
.164 .628 .012 
.405 .954 .089 
.263 .242 .003 
.422 .225 .006 
.348 .440 .016 
.253 1.492 .099 
.401 .459 .021 
.214 .563 .013 
.310 1.427 .122 
.556 .192 .007 
* 
.Di(\IJ) 
.002 
.013 
.001 
.596 
.1.12 
.178 
.ooo 
.405 
.296 
.005 
.011 
.010 
.233 
.001 
.003 
+008 
.159 
.014 
.002 
.193 
.ooa 
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Figure 4 
Predicted Difference 6LY vs. S-Ne 
from the Final Model 
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7.4 Case 2 
Recall that case 2 was deleted at the outset on the grounds that it 
would probably be influential and that it may not conform to the process 
under study. The F-statistic for testing the fit of case 2 to the final 
model of section 7.3 has the value 16.00 and 1 and 16 degrees of freedom 
and the associated p-value is 0.001. However, it is possible that case 2 
can be explained by one of the deleted terms. To check on this possibility, 
the previous analysis was repeated with case 2 included. 
All qualitative conclusions reached in the analysis without case 2 remain 
valid with case 2. Also, as expected, case 2 is highly influential. For 
example, in the full model after deleting the outlier pair (7,24) the dis-
tance measure for case 2 is n2 = 3.25. 
The primary difference between the two analyses is in the final models. 
The last column of Table 4 gives the estimated coefficients for the model 
judged best using C when case 2 is present. A comparison of the last p 
three columns of Table 4 suggests that case 2 is influential for only the 
Axe term. This is confirmed by the distance measures for the subsets 
T (S14) and ~l = CS0, s1, 62, s4 , s6, s13) from the final model, n2cs14) = 4.15 
and n2(~1) = 0.57. Evidently, the AXC term is needed to model case 2 only. 
The predicted difference from the final model with case 2 is 
~LY= 1.46 - 0.31(5-Ne) - 0.045C (7.4) 
This suggests, in addition to previous conclusions, that the effect of seeding 
decreases with increasing cloud cover. Admittedly,this conclusion seems odd. 
Finally, the full model with case 2 was fit using Huber's proposal 2 
(1973) robust estimator with a variety of truncation points. The scale was 
chosen as median [lril/0.6745] and lHckel's proposal 2 (1975) was used as 
/, 
-. 
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the stepping method with Andrew's median estimate (1974) as a starting value. 
The results are generally consistent with previous conclusions. For example, 
the estimated predicted difference after 15 iterations with truncation 
point 1.0 is 
~LY= 1.53 - 0.3l(S-Ne) - 0.045C - 0.061LP - 0.053E 
and the scale estimate is 0.127. 
-.1,:------.... 
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