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Abstrakt
Práce popisuje různé metody vkládání chyb, princip systémových volání v operačním sys-
tému Linux a nástroj Systemtap. Hlavním cílem práce je návrh a implementace aplikace
pracující na principu vkládání chyb do systémových volání pomocí nástroje Systemtap. Re-
alizovaná aplikace si nejprve automaticky identifikuje existující systémová volání s jejich
chybovými návratovými hodnotami, kterými jsou potom nahrazovány původní návratové
hodnoty systémových volání.
Abstract
This work describes different methods of fault injection, the principles of system calls in
operating system Linux and the Systemtap tool. The main aim of thesis is design and
implementation of the application that work on the principle of fault injection into the
system calls using Systemtap tool. Implemented application automatically identifies the
existing system calls with the error return values, which are then replaced the original
system calls return value.
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Kapitola 1
Úvod
Testování systémů patří mezi významnou součást vývoje software. Většina velkých a vý-
znamných projektů do testování vkládá nemalé množství prostředků, zatímco u malých
projektů bývá často opomíjeno. Testování softwarových aplikací je zaměřeno především na
hledání chyb v návrhu a implementaci. Hledání chyb se prování různými metodami a jednou
z těchto metod softwarového testování je i vyvolávání chyb (fault injection).
Vyvolávání chyb se často používá k simulování neobvyklých situací, které jsou za nor-
málních podmínek těžko realizovatelné. Existuje mnoho různých metod vyvolávání chyb,
z nichž jednou je změna vnitřních hodnot v programu. Tento přístup je i v této práci, která
se konkrétně zabývá změnou návratových hodnot systémových volání.
Cílem této práce je navrhnout aplikaci pro operační systém Linux, která bude schopna
testovat programy pomocí metody vkládání chyb v systémových voláních. Aplikace má
změnit původní návratovou hodnotu na novu, která bude simulovat chybu v systémovém
volání. Cílem tedy je zjistit, jak se testovaná aplikace zachová v situaci, pokud nastane
zvolená chyba. Kromě toho si aplikace má sama automaticky najít, jaké existují v operačním
systému systémová volání a jaké jsou jejich návratové hodnoty. K implementaci vkládání
chyb je použit linuxový nástroj Systemtap.
Práce je rozdělena do následujících kapitol. První kapitola stručně uvádí základní po-
jmy, které souvisejí s vyvoláváním chyb a testováním. Objasníme si pojmy jako je chyba
nebo softwarové testování. Druhá kapitola popisuje vyvolávání chyb, rozděluje vyvolávání
chyb podle způsobu realizace a uvádí nástroje, které využívají vyvolávání chyb. Kapitola
je zaměřena především na softwarové metody, které jsou stěžejní pro tuto práci. Další kapi-
tola se věnuje jádru operačního systému Linux, konkrétně vysvětluje, jak pracují systémová
volání. Kapitola 5 se věnuje nástroji Systemtap. Podrobněji seznámí čtenáře s architektu-
rou Systemtapu, způsobem překladu jeho skriptů a ukázkou použití. Kapitola je především
zaměřena na principy Systemtapu, které jsou využity v práci. V kapitole 6 se věnuji automa-
tické identifikaci existujících systémových volání a jejich návratových hodnot v operačním
systému Linux. Kapitola 7 se zabývá návrhem aplikace. V první části jsou uvedeny poža-
davky na výslednou aplikaci a v druhé pak samotný návrh. Kapitola 8 se věnuje samotné
implementaci systému. Popisuje základní princip jednotlivých částí realizované aplikace
a vysvětluje problémy, které bylo potřeba řešit během návrhu a implementace. Poslední
kapitola se zabývá testováním. Uvádí realizované testovací příklady, které byly implemen-
továny, a výsledky testování na existujících aplikacích. Příloha obsahuje návod na použití
realizované aplikace pro vyvolávání chyb.
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Kapitola 2
Základní pojmy
Tato kapitola stručně popisuje základní pojmy, které souvisí s testováním aplikací a s vy-
voláváním chyb. Objasníme si pojmy jako je chyba nebo testování. Pojmy budou zaměřeny
spíše na softwarové testování.
2.1 Porucha, chyba, selhání
V této části objasním rozdíl mezi poruchou, chybou a selháním [1].
• Porucha (fault)1 je fyzická závada, nedokonalost nebo vada, která může vzniknout jak
v hardwarových komponentách, tak softwarových. Příkladem chyby může být např.
zkrat v elektrickém obvodu nebo dělení nulou v softwarovém programu.
• Chyba (error) je odchylka od přesnosti nebo správnosti a vznikne jako reakce na
poruchu. Například se může jednat o chybné napětí na obvodu, které bylo způsobeno
zkratem v obvodu, nebo velmi velké číslo, které vzniklo reakcí na dělení nulou.
• Selhání (failure) je neschopnost systému nebo jeho součásti provést jeho požadované
funkce ve stanoveném požadavku na výkon. Pokud neošetříme chybu dojde k selhání
systému.
Obrázek 2.1: Vztah mezi poruchou, chybou a selháním
2.2 Softwarová chyba (porucha)
Softwarová chyba může vzniknout během kterékoliv fáze vývoje software: během specifikace
požadavků, návrhu, implementace, testování nebo instalace. Většina z těchto chyb bývá
1Porucha, pro níž existuje anglický termín fault, se často překládá jako chyba. V češtině se častěji používá
místo porucha termín chyba, a tak i v této práci se bude používat chyba a tedy i termín vkládání chyb.
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skrytá v kódu a a objeví se zejména až v průběhu provádění neobvyklých operací. Takové
chyby je pak těžké dohledat, ale hlavně odstranit. I když se snažíme zopakovat stejnou
podmínky, při kterých už jednou chyba nastala, můžeme být neúspěšní, protože chyba
může být závislá na velmi zvláštním načasování vztahů mezi jednotlivými komponentami
[1].
Softwarové chyby můžeme rozdělit do následujících kategorií:
• Chybná funkce: nesprávná nebo chybějící implementace, k nápravě poruchy (chyby)
vyžaduje změnu návrhu.
• Chyba algoritmu: nesprávná nebo chybějící implementace, která k nápravě nepotře-
buje změnu návrhu, ale pouze úpravu algoritmu
• Chyba časování/serializace: chybějící nebo nesprávná serializace sdílených zdrojů.
Vyžaduje implementovat určité mechanismy pro zabránění tohoto druhu chyby (např.
výlučná sekce v operačních systémech)
• Špatná kontrola chyb: chybějící nebo nesprávná kontrola dat, chybné cykly nebo pod-
míněné příkazy
• Chyba přiřazení: nesprávně přiřazená hodnota nebo přiřazení úplně chybí
2.3 Testování software
Testování software [15] je prováděno za účelem získat informace o kvalitě. Snažíme se zjistit,
zda software odpovídá jeho požadavkům a zda pracuje správně. Testovací techniky jsou
zaměřeny převážně na spouštění programu za účelem najít softwarové chyby, ale nemusí to
být pravidlem.
Testování softwaru, v závislosti na testovací metodě, lze provádět kdykoliv během pro-
cesu vývoje. Většina testů ale nastane až poté, co byli stanoveny všechny požadavky a byl
dokončen proces kódování. Testování software můžeme rozdělit podle různých kategorií.
Podle toho jestli je k provedení testu potřeba spustit software rozdělujeme testování na:
• Statické testování, které nevyžaduje spouštění testované aplikace a tudíž s ním můžeme
začít ještě před vytvořením spustitelného prototypu.
• Dynamické testování, které vyžaduje spuštění testovaného software. Provádí se hlavně
pomocí vkládání různých vstupů aplikaci a pozorování jejich výstupů.
Další dělení je podle toho, jestli vyžadujeme během testování zdrojové kódy.
• Černá skříňka (black box). Při tomto testování se zaměřujeme pouze na vstupy a
výstupy softwaru bez jakékoliv znalosti zdrojových kódů.
• Bílá skříňka (white box). Při tomto testování známe zdrojové kódy programu a tes-
tování je zaměřeno právě na ně. Máme lepší přehled o tom, kde může nastat chyba.
Podle toho jestli jsou testy prováděny softwarem nebo člověkem rozlišujeme tyto metody
testování:
• Automatické testování, které je vhodné hlavně v případě spouštění velkého množství
testů nebo v případě zátěžových testů.
• Manuální testování, které se použije v případě, že vyžadujeme lidské ohodnocení testu,
nebo když provádíme různé přístupy, které není možné automaticky opakovat.
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Kapitola 3
Vkládání chyb
Vkládání chyb (vyvolávání chyb, fault injection) zahrnuje úmyslné vkládání chyb a poruch
do počítačového systému za účelem zjištění jeho reakce. Vyvolávání chyb se ukázala být
účinnou metodou testování systémů při vývoji, ale i při pozorování stávajících systémů
v přítomnosti poruch.
Vyvolávání chyb je často řazeno mezi metody testování, i když to není testování v tra-
dičním smyslu. Tradiční testování se snaží zjistit, jestli implementace odpovídá zadaným
požadavkům, což vyžaduje definice správného výstupu. Bez těchto požadavků nemůžeme
určit, jestli je software správný nebo chybný.
Vyvolávání chyb je obecně neschopné určit správnost software, protože do kódu jsou
vloženy odlišnosti a program běží v pozměněném stavu. To znamená, že není možné určit,
jestli kód produkuje správný výstup. Vyvolávání chyb je ale schopné určit, jaký výstup
software produkuje za neobvyklých okolností [8].
Podle způsobu implementace rozlišujeme dva typy vyvolávání chyb: softwarové a hard-
warové. Volba použité metody vyvolání chyby závisí na typu chyby, kterou potřebujeme
vyvolat. Např. pokud budeme chtít mít nějakou trvalou hodnotu na určitém místě v ob-
vodu, tak použijeme určitě hardwarové vyvolávání chyb. Softwarové vyvolávání bychom
mohli např. použít při simulaci poškození určitých dat.
Pro úplnost je v práci uvedeno i hardwarové vyvolávání chyb.
3.1 Vyvolávání chyb v hardware
Realizace vyvolávání chyb v hardwaru vyžaduje dodatečný hardware, který se stará o vklá-
dání chyb do cílového systému. Hardwarové vyvolávání se typicky provádí na tranzistorové
úrovni. V závislosti na chybě a jejím umístění rozlišujeme dva typy vyvolávání chyb v hard-
waru: s kontaktem a bez kontaktu.
3.1.1 Hardwarové vyvolávání chyb s kontaktem
Hardwarové vyvolávání chyb s kontaktem má fyzický kontakt s cílovým systémem (vyvo-
lává změny napětí a proudu). Tato metoda využívá přímý kontakt s piny obvodu, proto
se anglicky často nazývá
”
pin-level injection“. Jedná se pravděpodobně o jednu z nejpouží-
vanějších metod vkládání chyb v hardware. Rozlišujeme dva typy změny napětí a proudů:
aktivní sondy a vkládání soketů.
Metoda aktivních sond dodává elektrický proud přes sondy připojené na piny, čímž se
mění proud na pinech. Při přidávání proudu na pinech cílového zařízení je potřeba dávat
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pozor, aby proud nebyl příliš velký a nedošlo k poškození cílového zařízení [3].
Druhou metodou je vkládání soketů. Tato metoda vloží soket mezi cílový hardware a
desku plošných spojů. Soket pak vkládá chyby do cílového hardware úpravou analogových
hodnot, reprezentují logické hodnoty. Signály na jednotlivých pinech můžou tvořit logický
součet nebo součin s předešlými signály nebo se signály na přilehlých pinech [16].
3.1.2 Hardwarové vyvolávání chyb bez kontaktu
Hardwarové vyvolávání chyb bez kontaktu nemá žádný fyzický kontakt se sledovaným sys-
témem. Místo toho produkuje externí zdroj nějaký fyzikální jev, jako je iontové záření nebo
silné elektromagnetické pole. Výhodou této techniky je, že napodobuje přirozené fyzikální
jevy, v jejichž blízkosti se může testovaný systém nacházet. Oproti tomu má tento systém
velkou nevýhodu, protože nelze přesně určit, kdy a kde přesně nastane chyba [3].
3.2 Vyvolávání chyb v software
Vyvolávání chyb v software je na rozdíl od vyvolávání chyb v hardware novější a populárnější
metoda, protože nevyžaduje žádný dodatečný hardware. Kromě toho může být použita na
konkrétní cílové aplikace a operační systémy. Pokud testujeme aplikaci nachází se vyvolávání
chyb v samotné aplikaci nebo mezi aplikací a operačním systémem. Jestliže je cílem samotný
operační systém musí být vyvolávání chyb vestavěno v operačním systému, protože je velmi
obtížné přidat vrstvu mezi hardware a operační systém.
Ačkoliv je softwarový přístup mnohem flexibilnější, má také nedostatky [3]:
• Nelze vyvolávat chyby v místech, které jsou softwaru nepřístupné.
• Softwarové nástroje mohou zvýšit zatížení nebo dokonce změnit strukturu původního
softwaru.
• Dlouhá doba přístupu k hardwaru může způsobit, že některé chyby nemusí být za-
chyceny (krátkodobé chyby na sběrnici a CPU).
Vyvolávání chyb v software můžeme rozdělit na dvě kategorie: vyvolávání chyb na nízké
úrovni a na vysoké úrovni.
3.2.1 Softwarové vyvolávání chyb na nízké úrovni
První vzniklo softwarové vyvolávání chyb na nízké úrovni, které je odvozeno od hardwaro-
vého vyvolávání chyb. Je to proto, že i samotné testování bylo zaměřeno na nízkou úroveň
blízkou hardwaru než na testování samotných aplikací. Proto také mnoho vkládaných chyb
simuluje hardwarový problém. Vkládání chyb na této úrovni je většinou prováděno za běhu
aplikace. Často je potřeba před kompilací přidat do aplikace mechanismus, který později
zajistí vyvolání chyby. Existují následující možnosti spuštění: časovač, výjimky a vložení
kódu [3].
Časovač
Nejjednodušší metodou je použití časovače. Jakmile vyprší nastavená doba, vyvolá se vložení
chyby, konkrétně se generuje přerušení, které vyvolá chybu. Časovač může být jak hard-
warový, tak softwarový. Metoda nevyžaduje složité úpravy v cílové aplikaci a ani neovlivní
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zátěž systému. Pokud máme hardwarový časovač je potřeba ho spojit s vektorem obsluhy
přerušení. Vzhledem k tomu, že tato metoda pracuje na základě času a ne na konkrétní
události nebo stavu systému, produkuje nepředvídatelné poruchy a chování programu. Je
však vhodná pro emulaci přechodné nebo občasné poruchy v hardwaru.
Výjimky
Výjimka může být hardwarová nebo softwarová. Na rozdíl od časovače výjimku lze apli-
kovat vždy, když nastane určitá událost nebo podmínka. Softwarová výjimka se nastaví
na určitou instrukci, na které chceme vyvolat chybu. Když se pak výjimka spustí, gene-
ruje se přerušení, které předá řízení obsluze přerušení a ta vyvolá chybu na dané instrukci.
Obdobně hardwarová výjimka vyvolá vložení chyby v okamžiku, kdy zpozoruje, že nastala
konkrétní událost. Obě metody (softwarová i hardwarová) musí být spojeny s vektorem
obsluhy přerušení.
Vložení kódu
V této metodě jsou nové instrukce přidány do cílového programu a umožňují, aby vyvolání
chyby nastalo dříve, než konkrétní sledovaná instrukce. Na rozdíl od metody využívající
výjimky může být vkládání chyb součástí cílového programu a může běžet v uživatelském
režimu a ne v systémovém.
3.2.2 Softwarové vyvolávání chyb na vysoké úrovni
Základní koncept softwarového vyvolávání chyb na vysoké úrovni je podobný konceptu
samotného provádění výpočetního procesu. Výpočetní proces ve své nejčistší podobě je
přechod od vstupu k výstupu, kde v průběhu celého procesu vznikají přechodné stavy.
Vyvolávání chyb prostě přidá přechod do jiného vnitřního stavu, a pak pozorujeme, jaký
vliv má tento přechod na výstup. Obrázek 3.1 nám ukazuje zjednodušenou reprezentaci
výpočetního procesu a jeho části: vstup, výstup, dílčí komponenty a vnitřní stav dat [8].
Obrázek 3.1: Schéma výpočetního procesu
V této zjednodušené podobě vyvolávání chyb může být aplikováno na vstupy, dílčí kom-
ponenty v kódu a na vnitřní stav dat. Vše aplikujeme proto, abychom viděli, co se v pro-
gramu stane. Výsledný efekt můžeme pozorovat na různý místech, jako např. na výstupu
programu nebo na vnitřním stavu dat uvnitř programu. Vždy když upravíme kousek kódu,
vnitřní data nebo vstup se snažíme, aby nastala neobvyklá, nepravidelná situace. Vyvolá-
vání chyb se nám snaží odpovědět na otázku, co se stane, pokud nastane tato neobvyklá
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situace [8]. Neobvyklou situací může být např. méně častá hodnota v proměnné (hodnota
0 nebo null) nebo provedení větve programu, která se za normálních okolností neprovede
(nastane nějaká chyba).
Důležitým požadavkem během vyvolávání chyb je, aby testovaný program obdržel po-
volený vstup. Pokud použijeme vyvolávání chyb a na vstupu budou chybné hodnoty, tak
testování ztrácí význam.
Stejně jako vstup je důležitý i výstup. Výstupní události musí být dobře definované,
abychom je mohli sledovat. Protože jestli je chování programu správné, můžeme určit pouze
tehdy, pokud víme co od něj očekáváme.
Implementační záležitosti
Před samotným testováním pomocí vyvolávání chyb je vhodné zjistit, jestli je tento způsob
použitelný v daném případě. Na rozdíl od tradičního testování, vyvolávání chyb se spíše
používá, pokud již máme dostatečně stabilní kód. Vyvolávání chyb může být totiž velmi
nákladné a museli bychom ho dělat vždy znovu, když vznikne nová verze programu. Mezi
pravidla pro rozhodování, zda je kód vhodný pro testování pomocí vyvolávání chyb, patří [8]:
1. Kód musí jít přeložit (zkompilovat)
2. Kód musí být deterministický, což znamená, že vždy pro stejný vstup vrací stejný
výstup.
3. Kód nesmí obsahovat nekonečné cykly. Pokud kód běží nepřetržitě, musí alespoň
existovat rozumný způsob, jak zjistit, kdy jeden běh kódu končí a druhý začíná.
Do kódu je většinou potřeba přidat tzv. řídící kód, který buď simuluje chybu nebo spíše
častěji sleduje, jaký efekt bude mít vložená chyba na kód. Tento kód může být přidán
manuálně nebo pomocí speciálních nástrojů a může být přidán jak do zdrojového kódu, tak
do assembleru nebo binárního kódu. Nezáleží na tom, kam ho přidáme, ale musí tam tento
kód být dříve, než dojde k samotnému spuštění testované aplikace.
Před přidáním řídícího kódu do programu se první musíme ještě rozhodnout, kde se
bude řídící kód vykonávat. Existují dvě alternativy řídícího kódu: rušivý a nerušivý. Rušivý
řídící kód je vložen celý přímo do testovaného kódu. Tento nový kód pak bude proveden
společně s původním kódem, protože je v něm kompletně zakompilován. Je to jednodušší
cesta, kterou ale v některých případech nemůžeme použít. Přidaný kód samozřejmě zvýší
počet instrukcí a procesor pak potřebuje více taktů na jeho vykonání, což může způsobit
problémy v systémech pracujících v reálném čase. Kromě více potřebných taktů se změní
výrazně i velikost samotného programu, což může být zase problém u vestavěných systémů,
které nemívají příliš velkou dostupnou paměť. V těchto případech je lepší použít nerušivý
řídící kód [8].
Nerušivý řídící kód také přidá nové instrukce do kódu. Cílem je ale přidat velmi málo
kódu (instrukcí), které budou zajišťovat předávání nezpracovaných dat vnějšímu systému.
Nerušivý řídící kód proto není tak náročný na dodatečně přidané požadavky na čas a prostor
pro kód (instrukce). Vyžaduje ale většinou dodatečné prostředky, které budou zpracovávat
předaná data. Tímto prostředkem může být např. druhý program, který bude běžet na
jiném procesoru [8].
Kód není jediné místo kam můžeme vkládat chybu. Ve velkých systémech bude určitě
lepší vkládat chybu do rozhraní mezi softwarové komponenty než do příkazu ve zdrojovém
kódu. Pokud vložíme chybu do rozhraní, které nese informaci z nějaké komponenty, tak
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budeme simulovat chybu této komponenty. Tato metoda nám umožní brát softwarové kom-
ponenty jako černé skříňky a ignorovat tedy kód uvnitř. To se hodí hlavně v případě, pokud
testujeme systém složený z komponent, ke kterým nemáme zdrojové kódy. V tomto případě
je toto asi jediná možnost jak vyvolat chybu. Protože se objevuje mnoho systémů složených
z již hotových komponent, ke kterým není zdrojový kód, je toto možnost jak testovat vliv
této komponenty na náš systém [8].
Je zde ale problém s aplikováním této metody na systémy s neznámým zdrojovým
kódem, protože nemůžeme přesně definovat správný výstup systému. Nevíme přesně jaké
události můžou v systému nastat, a tak ani nevíme na co máme systém testovat.
Kromě toho, kde se bude kód vykonávat, bychom ještě měli brát v úvahu, na jaké úrovni
budeme kód přidávat, tedy jestli budeme přidávat příkazy do zdrojového kódu napsaném
ve vysokoúrovňovém jazyce nebo ve strojovém kódu (assembleru). Přidávání příkazů do
strojového kódu nám dovolí vyvolávat více různých chyb, které ve vysokoúrovňových ja-
zycích nelze vyvolat. Volba úrovně záleží hlavně na tom, za jakým účelem budeme chtít
chyby vyvolat. Pokud budeme chtít vyvolat chyby, které může způsobit programátor zvo-
líme spíše vkládání chyb do zdrojového kódu napsaného v jazyce, který použil programátor.
Pokud bychom použili strojový kód, mohli bychom způsobit neobvyklé chování programu,
kterého při programování na vyšší úrovni nelze dosáhnout. Vkládání chyb do strojového
kódu bychom mohli použít např. pokud bychom chtěli simulovat chyby způsobené překla-
dačem [8].
Metody vyvolávání chyb
Při vyvolávání chyb na vysoké úrovni se většinou vkládají chyby do zdrojového programu
před samotnou kompilací. Jedná se jak o přidávání, změnu, tak i mazání kódu. Jedním
z hlavních požadavků této metody je, že přidaný, upravený nebo odstraněný kód musí
změnit buď výstup, nebo vnitřní stav testovaného programu pro aspoň jeden testovací
případ. Bez tohoto požadavku by vyvolané chyby neměly žádný vliv na sémantiku programu
a testování by bylo zbytečné. Při testování se takové případy často vyskytují, ale předem
je nemůžeme zjistit, a tak nám zbytečně zvyšují náklady a prodlužují testování [7].
Existují dva klíčové přístupy simulování chyb: přímá změna kódu tzv. mutační testování
a úprava vnitřního stavu programu při jeho vykonávání.
Mutační testování zahrnuje testování modifikovaného (zmutovaného) zdrojového kódu
a je primárně určeno k testování malých individuálních modulů programu. Rozlišujeme dvě
formy mutačního testování: silné mutační testování a slabé, které je sice méně důsledné, ale
více efektivní než silné mutační testování.
Silné mutační testování je založeno na třech předpokladech [2]:
1. Vyvolané chyby jsou jednoduché změny zdrojového kódu testovaného programu.
2. Změněné programy jsou velmi podobné původním správné verzi programu.
3. Testovací sady, které rozliší originální program a jednoduché variace, musí být dosta-
tečně citlivé pro rozlišení komplexních chyb.
Mutované programy jsou vytvořeny jednoduchým syntaktickými změnami originálního
programu. Například operátor == (rovná se) může být změněn na != (nerovná se), což nám
umožní dostat se do jiné větve programu.
V mutačním testování je automaticky vytvořeno velké množství mutovaných verzí pů-
vodního programu. Každá mutovaná verze je pak spuštěna s originální testovací sadou.
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Obrázek 3.2: Princip mutačního testování
Mutant je zabit pokud je jeho výstup jiný než výstup z originálního programu. Jestliže
mutant i originální program produkují stejný výstup, pak buď sada testovacího případů
není dostatečná nebo mutant je funkčně shodný s originálem. Takový funkčně identičtí mu-
tanti nemůžou být zabiti. Žádná automatická procedura nemůže rozhodovat, jestli jsou dva
výstupy duplicitní [2].
Tento způsob testování vyžaduje vytvoření obrovského množství mutovaných programů.
Tyto programy musí být všechny překompilovány a spuštěny, což vyžaduje rozsáhlé vý-
početní zdroje.
Při použití slabého mutačního testování je výstup z mutovaného a z originálního pro-
gramu porovnán ihned po zmutované části programu a ne až po dokončení celého běhu
programu. Stav bývá tedy porovnán ihned po vykonání zmutované instrukce nebo základ-
ního bloku. Slabé mutační testování je tedy méně nákladné a více efektivní než silné mutační
testování [2].
Druhou metodou softwarového vyvolávání chyb je modifikace vnitřního stavu programu.
Abychom mohli provést modifikaci vnitřního stavu na jinou hodnotu, než právě má, musíme
do kódu přidat speciální funkci, která tuto změno zajistí. Nejčastěji se přepisují v programu
definované proměnné nebo data, která bývají předávány do a z funkcí. Modifikací těchto
dat simulujeme vnitřní efekty vadné logiky nebo jakékoliv jiné neobvyklé události, které by
mohly mít vliv na vnitřní stav software [7].
Tyto funkce, které přepisují vnitřní hodnoty programu se nazývají poruchové funkce.
Poruchové funkce patří mezi tzv. rušivý řídící kód. Tato funkce může vnitřní data změnit
třemi způsoby [8]:
1. Negovat jeden nebo více bitů dat bez ohledu na sémantiku nově vzniklých dat.
2. Nová hodnota bude funkcí původní hodnoty. Nová hodnota bude reprezentovat smyslu-
plná data.
3. Úplně ignorovat původní hodnotu. Místo ní zvolit náhodnou hodnotu, která nemá
žádný vztah k původní hodnotě.
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Ať změníme data, kterýmkoliv způsobem, cílem většinou bývá, aby funkce automaticky
vyvolala chybu, která bude simulovat chybu programátora.
Poruchová funkce nejčastěji vezme původní data, která jsou jí předána jako parametr,
a vrací novou hodnotu. Například pokud budeme chtít změnit hodnotu proměnné a po
následujícím výpočtu:
a = a + 1
můžeme nahradit původní příkaz následujícím kódem:
a = a + 1
a = newvalue(a)
kde newvalue() je poruchová funkce, která může být umístěna kdekoliv v programu.
3.3 Ostatní metody vyvolávání chyb
Kromě softwarového a hardwarového vyvolávání chyb exitují ještě další metody vyvolávání
chyb. První metodou je vyvolávání chyb založené na simulaci, které zahrnuje vytvoření
module testovaného systému na základě analýzy. Testování potom probíhá na vytvořeném
modelu. Simulační modely jsou obvykle vytvořeny pomocí jazyků pro popis hardware jako
je VHDL nebo Verilog. Výhodou tohoto způsobe je, že nepotřebujeme žádný speciální
hardware, ale zase musíme počítat ze zdlouhavým vývojem modelu systému.
Další metodou je hybridní způsob, který kombinuje dvě nebo více technik vyvolávání
chyb. Při kombinaci např. softwarového a hardworového vyvolávání chyb můžeme využit
výhody obou metod: univerzálnost softwarového řešení a přesnost hardwarového řešení [1].
3.4 Obecný systém pro vyvolávání chyb
Na obrázku 3.3 můžeme vidět schéma obecného systému pro vyvolávání chyb. Tento mo-
del tvoří dobrý základ pro prostředí vyvolávající chyby. Každá implementace systému pro
vyvolávání chyb může samozřejmě obsahovat svoje vlastní komponenty.
Obrázek 3.3: Systém pro vyvolávání chyb [3]
Kromě cílového (testovaného) systému obsahuje model vyvolávač chyb (fault injector),
knihovnu chyb (fault library), generátor zatížení (workload generator), knihovna zatížení
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(workload library), řadič (controller), monitor (monitor), sběrač dat (data collector) a da-
tový analyzátor (data analyzer).
Vyvolávač chyb vyvolává chyby v cílovém systému tak, že vykonává příkazy od generá-
toru zatížení. Může existovat jako samostatný hardware nebo software a může podporovat
různé typy chyb. Monitor sleduje plnění příkazů a iniciuje sběr dat z testovaného systému,
pokud je potřeba. Sběrač dat provádí online sběr dat, které produkuje testovaný systém,
a předává je datovému analyzátoru, který provádí zpracování a analýzu dat. Datový ana-
lyzátor může klidně zpracovávat data oﬄine. Knihovna chyb obsahuje různé typy chyb,
umístění chyb, čas vzniku chyby a různé hardwarové nebo softwarové struktury. Obdobně
knihovna zátěže obsahuje různé příklady zátěže cílového systému. Poslední součástí je řadič,
který ovládá celý proces vyvolávání chyb. Řadič je v podstatě program, který může běžet
na cílovém systému nebo i na samostatném počítači [16].
3.5 Existující nástroje pro vkládání chyb
Nástrojů pro vkládání chyb existuje velké množství. V této části práce popíše existující
nástroje, které se podobají navrhované aplikaci. První nástroj je určen pro operační sys-
tém Linux, ostatní pak pro operační systém Windows. Návrh zde prezentované aplikace se
částečně inspiruje popsanými nástroji.
3.5.1 Syscalltrack
Syscalltrack [10] je konzolová aplikace pro operační systém Linux, která dovoluje uživatelům
sledovat vyvolávání systémových volání v operačním systému Linux. Na vstupu se stanový
pravidla určující, která systémová volání budou sledována a jaká akce se provede u daného
systémového volání. Akce se mohou provést buď před vyvoláním systémového volání, nebo
po návratu hodnoty ze systémového volání. Může se provést například zaznamenání volání
do logu, vnucení chyby (chybového návratové kódu) nebo pozastavení spouštění procesů.
Nástroj pracuje v systémovém režimu a využívá dva moduly jádra. První modul obsta-
rává
”
únos“ systémových volání, což znamená, že nahradí systémové volání jinou funkcí.
Druhý modul se stará o filtrování systémových volání podle pravidel získaných z uživatel-
ského režimu [10].
Syscalltrack podporuje většinu systémových volání linuxového jádra verze 2.4, které je
již dnes trochu starší. Vypadá to, že vývoj tohoto nástroje již dále nepokračuje.
Syscalltrack je šířen pod licence GNU Genral Public Licence verse 2.
3.5.2 Holodeck
Holodeck je nástroj na vyvolávání chyb určený na testování aplikací v operačním systému
Windows. Nástroj má grafické uživatelské rozhraní a vkládání chyb je srozumitelné i pro
méně zkušeného uživatele. Holodeck umožňuje vyvolávat chyby jako je nedostatek paměti,
porušení síťového spojení, nelze najít soubor atd. Kromě samotného vkládání chyb obsa-
huje Holodeck mnoho dalších přídavných funkcí, jako je např.vypisování komplexních zpráv
o testování, automatické a náhodné generování testů, sledování vnitřních dějů uvnitř apli-
kací nebo vestavěný debugger [11].
Holodeck zapouzdřuje testovanou aplikaci využitím tzv. HEAT (The Hostile Environ-
ment Application Tester) technologie, což je vrstva mezi aplikací a operačním systémem.
Pro aplikaci se pak Holodeck chová jako operační systém.
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Holodeck je komerční nástroj, ale existuje i zkušební verze zdarma. Více informací lze
nalézt [11].
3.5.3 Canned heat
Canned HEAT je program hodně podobný nástroji Holodeck. Program má grafické uživa-
telské rozhraní a je určený pro operační systém Windows. Vkládané chyby má rozděleny do
tří kategorií: síť, paměť a disk. V každé kategorii má předdefinované chyby, které se můžou
v testované aplikaci vyvolat. Umožňuje vložit chyby jako např. nedostatek paměti, zamče-
nou paměť, nedostatek místa na disku, odpojenou síť nebo chybný CRC součet. Kromě vklá-
dání těchto chyb, může nastavit maximální velikost dostupné paměti, maximální velikost
dostupného místa na disku a maximální rychlost sítě. Nástroj umožňuje kromě testování
nově spuštěné aplikace, začít testovat i běžící proces [9].
Canned HEAT, jak již název napovídá využívá stejnou technologii jako nástroj Holodeck
a to HEAT technologii. Nástroj je zdarma a můžeme ho získat spolu s knihou How to Break
Software: A Practical Guide to Testing [9].
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Kapitola 4
Linux a jeho systémová volání
Jádro je součást operačního systému, která běží v systémovém režimu a má přístup k pri-
vilegovaným hardwarovým registrům. V GNU/Linuxu1 je jádro v podstatě komprimovaný
binární soubor, který se po startu počítače nahraje do paměti a začne detekovat hardware,
inicializovat souborový systém a další nutné součásti potřebné pro běh operačního systému.
Linuxové jádro je monolitického typu s moduly. Jádro monolitického typu znamená, že se
jedná o jeden velký program, který obsahuje všechny funkční součásti, jež mají přístup do
všech datových struktur jádra. Pokud bychom chtěli v monolitickém jádře použít např. nový
hardware, jehož ovladač nemáme v jádře, museli bychom znovu nakonfigurovat a přeložit
celé jádro. Naštěstí umožňuje Linux dynamicky zavést a odpojit součásti jádra (moduly)
podle toho, jak je zrovna potřebuje. Linuxové moduly jsou části kódu, které můžou být
dynamicky nahrány do jádra kdykoliv po startu počítače. Většina modulů jsou ovladače
zařízení jako je síťový ovladač nebo souborový systém.
4.1 Systémová volání
Systémová volání (systém call) jsou využívány uživatelskými programy k volání služeb jádra
operačního systému, ke kterým nemají přímý přístup. Uživatelský program často požaduje
nějaké informace od hardware, ale nemůže je získat přímo, a tak žádá operační systém, aby
mu je poskytl. Tato žádost se provádí pomocí vhodných systémových volání.
Systémová volání jsou na většině systémů zprostředkována pomocí nějaké knihovny,
která se nachází mezi uživatelskými programy a operačním systémem. V Linuxu se obvykle
jedná o implementaci GNU knihovny jazyka C (GNU C library, zkráceně označovánou jako
glibc). Tato knihovna existuje mezi operačním systémem a aplikacemi a zvyšuje přenositel-
nost aplikací.
Pojem systémové volání se pak často nesprávně používá na funkce standardní knihovny
C, které zapouzdřují samotné systémové volání (často mají stejný název). Volání knihovní
funkce nezpůsobí přepnutí do systémového režimu, ale je to většinou obyčejné volání pod-
programu. Skutečné systémové volání přenese kontrolu do jádra a je více závislé na plat-
formě než abstraktní knihovní funkce. Například open je funkce knihovny glibc, která volá
systémové volání open.
Způsob, jakým jsou systémová volání implementována, záleží na procesoru, nejčastěji
však pomocí přerušení nebo výjimek. Oba způsoby nuceně přepnou kontext do nové pro-
cedury nebo úlohy. Například u procesorů řady x86 se k přesunu z uživatelského do systé-
1GNU/Linux se často zkracuje pouze na Linux, a tak ve zbytku práce bude psát pouze Linux
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Obrázek 4.1: Systémové volání využívající přerušení (voláno systémové volání getpid) [5]
mového režimu využívá softwarové přerušení. Každé systémové volání je do jádra multiple-
xováno pomocí jednoho kontaktního místa. K identifikaci konkrétního systémového volání
slouží registr EAX. Argumenty systémového volání jsou na platformě x86 umístěny v regis-
trech EBX, ECX, EDX, ESI a EDI. Když se nahraje index přerušení a všechny argumenty,
je vyvoláno softwarové přerušení, jejímž výsledkem je spuštěním funkce system call. Tato
funkce obslouží systémové přerušení stanovené v registru EAX. Po několika jednoduchých
testech je skutečné systémové volání vyvoláno pomocí system call table a indexu obsaže-
ného v EAX. Po ukončení systémového volání se řízení přenese do syscall exit a voláním
resume userspace se vrátí do uživatelského režimu. Provádění pokračuje v knihovně C,
která se pak vrátí do uživatelské aplikace [5]. Průběh systémového volání je znázorněn na
obrázku 4.1.
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Kapitola 5
Systemtap
Systemtap je nástroj pro operační systém Linux, který umožňuje uživatelům sledovat cho-
vání operačního systému. Pomáhá při odhalování chyb, monitorování výkonu nebo k poro-
zumění funkčnosti systému. Systemtap je licencován pod GPL a běží na většině platforem.
Byl vytvořen společnostmi Hitachi, IBM, Intel, Oracle a Red Hat .
Systemtap je aplikace spouštěná z příkazové řádky, jejímž vstupem je skript napsaný
ve speciálním jazyce podobném jazyku C. Skript má strukturu event-action, tedy obsahuje
akce, které se spustí pokud nastane určitá událost. Výstupem je většinou text vypsaný na
standardní výstup. Systemtap je konzolová aplikace, ale existuje k ní i grafické uživatelské
rozhraní. Toto rozhraní se ale v této práci nebudu používat.
Hlavní účel Systemtapu je sledování událostí, které nastanou v systému během urči-
tého časového úseku. Sledování probíhá tak, že pokud nastane určitá událost, je zavolán
odpovídající obslužná funkce, který provede nějakou úlohu. Nejčastěji sledované události
v systému jsou: vstup a výstup z funkce, vypršení časovače nebo příjem síťových paketu.
Obslužná funkce je typicky použita ke sbírání a zobrazení kritických dat při výskytu
události. Mezi sbírané data mohou patřit např. parametry funkcí, návratové hodnoty funkcí,
obsah paměťových míst atd.
5.1 Architektura Systemtapu
Systemtap využívá k sledování jádra již vytvořené technologie. Jedná se o Kprobes a kernel
markers.
5.1.1 Kprobes
Kprobes je API, které dovoluje vývojářům vytvořit moduly jádra vkládající breakpointy a
sondy (probes) do jádra operačního systému. Tyto moduly jsou dynamicky zaváděny, takže
není potřeba překompilovat jádro ani znovu zavést operační systém. Existují tři typy sond:
Kprobes, Jprobes a kretprobes, známe také pod pojmem return probes. Kprobes umožňují
vkládat sondy na jakoukoliv instrukci v těle funkce. Jprobes se vkládají na začátek funkce
a umožňují přístup k argumentům funkce. Poslední typ, jak již název napovídá, sonduje
konec funkce a její návratovou hodnotu. Systemtap využívá dva typy sond: Kprobes a return
probes [13].
Při registraci Kprobes se vytvoří kopie sondované instrukce a první bajty jsou nahra-
zen breakpointem. Jakmile CPU narazí na breakpoint, uloží se obsah registrů a řízení se
předá Kprobes. Kprobes spustí
”
pre handler“, kterému se předá adresa struktury a který
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uloží obsah registrů. Poté se provede krokování kopie sondované instrukce. Po dokončení
sondování se spustí
”
post handler“ a pokračuje se ve vykonávání instrukce následující po
sondované instrukci.
Kretprobe zavede sondu na začátku funkce obdobně jako Kprobes. Když se pak sondo-
vaná funkce zavolá, Kretprobes získá návratovou adresu a nahradí ji adresou tzv.
”
trampo-
liny“.
”
Trampolina“ je libovolný kód, nejčastěji to však bývá NOP (no operation) instrukce.
Při ukončení funkce se pak návratová hodnota uloží na adresu
”
trampoliny“ místo na pů-
vodní adresu a je zavolán funkce pro obsluha dané sondy.
5.1.2 Kernel markers (značky v jádře)
Kernel markers jsou speciální body v důležitých částech jádra, které mohou volat funkce,
jež provádí sondování. Můžou se nacházet ve dvou stavech on (zapnuto) a off (vypnuto).
Pokud se nachází ve stavu off, nebudou mít žádný efekt, pouze způsobí menší zpoždění.
Pokud jsou ale ve stavu on, zavolá se funkce vázaná na značku. Po ukončení funkce se
pokračuje instrukcí za značkou [12].
5.2 Průběh zpracování skriptu Systemtapu
Systemtap očekává na vstupu skript s příkazy. Skript definuje sondy a úlohy, jež se mají
vykonat pokud dojde ke spuštění dané sondy. Během provádění skriptu musí Systemtap
vykonat několik kroků: zkontrolovat správnost skriptu, přeložit skript, aby mohl být spuštěn
v jádře, spustit program a nakonec vygenerovat výstup. Jak tyto úlohy probíhají a jaké jsou
jejich výstupy je znázorněno na obrázku 5.1.
Překlad skriptu se skládá ze tří částí: analýza, zpracování a nakonec samotný překlad.
Nejprve se provede analýza, kde se zkontroluje, jestli kód neobsahuje syntaktické a sé-
mantické chyby. Výstupem této fáze je syntaktický strom. Během fáze zpracování jsou vy-
řešeny všechny reference a závislosti. Jedná se hlavně o naimportování tzv. tapsetů, což jsou
knihovny napsané v Systemtapu (více o tapsetech v kapitole 5.5). Další součástí této fáze
je nalezení adres a proměnných odkazovaných ve skriptu a umístění sond do požadovaných
funkci. Poslední fází překladu je přetransformování výstupu ze zpracování do zdrojového
kódu v jazyce C [4].
Jakmile je zdrojový skript přeložen do jazyka C, může být zkompilován do modulu,
který je poté dynamicky nahrán do jádra. Když se modul načte do jádra, modul se spustí
a začne vkládat sondy na správná místa. Jakmile se při vykonávání dostane na sondu,
vykonávání se přeruší a zavolá se odpovídající handler sondy. Modul pokračuje v čekání
na další sondy dokud se skript neukončí nebo dokud neobdrží signál SIGINT. Poté dojde
k odstranění sond a odpojení modulu od jádra [4].
5.3 Použití Systemtapu
Systemtap se spouští příkazem stap, který v sobě obsahuje dva příkazy: stap a staprun.
Příkaz stap je zodpovědný za vytvoření modulu podle funkcí zadaných ve skriptu. Druhá
aplikace, staprun, obstarává načtení modulu do jádra a samotné spuštění. Kvůli tomu, že
modul musí být načten do jádra je potřeba spouštět Systemtap jako uživatel root. Pokud
nechceme využívat práva roota, můžeme uživatele, kteří budou používat Systemtap, přidat
do skupiny stapdev nebo stapusr.
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Obrázek 5.1: Průběh provádění skriptu [4]
Skript v jazyce Systemtapu se skládá ze dvou sekcí: sondovací funkce a funkce. Sondovací
funkce se zavolá, pokud nastane událost, na kterou je sonda zaměřena. Klasické funkce jsou
volány z ostatních funkcí (většinou sondovacích). Ukázka jednoduchého skriptu je níže 5.1.
Skript obsahuje funkci is open creating, která vrací hodnotu 1, pokud soubor neexistuje
a je potřeba ho vytvořit, jinak vrací 0. Dále skript obsahuje sondovací funkci, která sonduje
systémové volání sys open. Tato funkce volá is open create, které předá mód otevření
získaný ze systémového volání, a podle výsledku vypíše na stdout odpovídající zprávu.
Podrobný popis skriptovacího jazyka Systemtap nemá smysl v mé práci uvádět. Po-
drobnější informace můžete najít v [4] nebo [14].
function is_open_creating:long (flag:long)
{
CREAT_FLAG = 4
if (flag & CREAT_FLAG)
{
return 1
}
return 0
}
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probe kernel.function(‘‘sys_open’’)
{
creating = is_open_creating($mode)
if (creating)
printf(‘‘Creating file %s\n’’, user_string($filename))
else
printf(‘‘Opening file %s\n’’, user_string($filename))
}
Příklad 5.1: Ukázka skriptu v nástroji Systemtap
5.4 Vyvolávání chyb pomocí Systemtapu
Protože tato práce se zabývá hlavně problematikou fault injection, konkrétně vkládáním
návratových hodnot do funkcí, je zde uvedeno, jak se tento problém řeší pomocí Systemtapu.
Níže uvedený příklad 5.2 ukazuje sondu zaměřenou na návrat ze systémového volání
sys mkdir. Pokud se pokusíme vytvořit adresář, jehož jméno bude obsahovat řetězec
”
my-
dir“, tak se návratová hodnota změní na hodnotu 1, a adresář se nevytvoří. Skript je potřeba
spouštět s přepínačem -g, což znamená, že se Systemtap spustí v guru módu (více o guru
módu viz kapitola 5.6).
probe syscall.mkdir.return
{
if (isinstr(user_string($pathname), ‘‘mydir’’))
$return = 1
}
Příklad 5.2: Ukázka vkládání chyby
5.5 Tapset
Tapsety jsou v Systemtapu knihovny obsahující předdefinované funkce a sondy, které můžou
být použity v jiných skriptech. Můžou složit např. ke zjednodušení složitých skriptů nebo
v situaci, kdy jsou části skriptu závislé na různé verzi jádra nebo architektuře. Mnoho funkcí
a sond běžně používaných v Systemtapu je naprogramováno v tapsetech. Tapsety instalo-
vané v systému lze nalézt v adresáři /usr/share/systemtap/tapset, který se prohledává
během překladu skriptu, takže není potřeba explicitně vkládat tapsety do skriptu. Pokud
vytvoříme své vlastní tapsety, můžeme adresář, kde se nachází, zahrnout do prohledávání
pomocí přepínače -I u příkazu stap.
probe usb.submit_urb = kernel.function("usb_submit_urb")
{
urb = $urb
dev = $urb->dev
flags = $mem_flags
}
21
probe usb.submit_urb
{
printf("usb_submit_urb called on device at %x\n", dev)
}
Příklad 5.3: Příklad definice sondy v tapsetu a její použití
V kódu uvnitř funkcí a sond definovaných v tapsetu můžeme vytvořit nové proměnné
obsahující hodnoty extrahované z funkcí jádra. Tyto proměnné pak můžeme použít ve
skriptu používajícím náš tapset.
5.6 Guru mód
V guru módu není poskytována běžná ochrana dat a paměti, a tak lze modifikovat data
uvnitř funkcí a v paměti, což nám dovolí vložit jinou návratovou hodnotu systémovému
volání.
Kromě toho nám dovolí používat pokročílé funkce Systemtapu, jako je např. vkládání
kódu v jazyce C do Systemtapových skriptů. Kód v jazyce C se většinou vkládá do těla
funkce, kde je ohraničen závorkami %{ a %}. Pro předávání návratové hodnoty a parametrů
funkce mezi Systemtapem a jazykem C se používá struktura THIS. K parametrům funkce se
přistupuje přes THIS->param a návratová hodnota funkce se vkládá do THIS-> retvalue.
Pokud chceme spustit Systemtap v guru módu, musíme použít přepínač -g.
function foo:long (bar:long)
%{
printk(KERN_EMERG "Bar: %d\n", (int) THIS->bar);
THIS->__retvalue = 0;
%}
probe syscall.write
{
printf("%d\n", foo($fd))
exit()
}
Příklad 5.4: Použití jazyka C v Systemtapu
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Kapitola 6
Identifikace návratových hodnot
systémových volání
Navrhovaná aplikace bude potřebovat znát, která systémová volání v operačním systému
existují. Kromě toho bude potřeba, aby aplikace věděla, jaké existují ke každému systémo-
vému volání návratové hodnoty a jména konstant těchto návratových hodnot pro snadnější
identifikaci chyby. Jednou z variant, jak aplikaci předat existující systémová volání, je vy-
tvořit předem konfigurační soubor obsahující všechna systémová volání a jejich návratové
hodnoty. Protože na každé platformě existují trochu jiná systémová volání, musel by pro ka-
ždou platformu existovat jiný konfigurační soubor. Proto by bylo vhodnější, aby si aplikace
dokázala tyto volání sama automaticky zjistit předtím, než začne s testováním.
Pro automatické zjištění systémových volání a jejich návratových hodnot se nabízejí
následující řešení:
• Zjistit systémová volání a jejich návratové hodnoty přímo z operačního systému, kon-
krétně z hlavičkových souborů, kde by měly být určitě nadefinované.
• Zjistit systémová volání a jejich návratové hodnoty přímo z nástroje Systemtap, pří-
padně pomocí nástroje strace, který se využívá pro sledování systémových volání.
Oba zmíněné nástroje znají ke každé návratové hodnotě jméno její konstanty, tudíž
musí někdy tuto informaci zjistit. Možná, že oba nástroje získají návratové hodnoty
z hlavičkových souborů operačního systému a tato varianta je stejná jako předchozí.
• Zjistit systémová volání a jejich návratové hodnoty z manuálových stránek. V manuá-
lových stránkách určitě najdeme ke každému volání aspoň důležité návratové hodnoty.
V následující části práce budou jednotlivé možnosti rozvedeny a bude uvedeno, která
možnost byla vybrána a proč.
6.1 Návratové hodnoty z hlavičkových souborů
Nejlepší variantou se jeví získat hodnoty z hlavičkových souborů operačního systému. Nej-
prve je potřeba zjistit seznam všech systémových volání. Pro volání systémových volání
se používá makro syscallX() nebo u novějších verzí jádra funkce syscall(). Po na-
hlédnutí do manuálových stránek (man 2 syscall a man 2 syscall) zjistíme, jak se toto
makro (funkce) používá a které hlavičkové soubory jsou potřeba. Po prozkoumání hla-
vičkových souborů zjistíme, že seznam všech systémových volání lze získat ze souboru
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/usr/include/bits/syscall.h nebo /usr/include/asm/unistd 32.h (případně /usr/
/include/asm/unistd 64.h pro 64 bitovou architekturu).
Poté můžeme zjistit návratové hodnoty systémových volání. Nejjednodušší metodou je
použití nástroje grep pomocí něhož vyhledáme existující chybovou konstantu, kterou zís-
káme např. v manuálových stránkách ke konkrétnímu systémovému volání. Po podrobném
prozkoumání zjistíme, že konstanty společné pro všechny systémová volání jsou definované
ve dvou souborech. V prvním souboru /usr/include/asm-generic/errno-base.h se na-
chází konstanty, jež jsou společné pro všechny platformy, a v druhém souboru /usr/include/
/asm-generic/errno.h jsou konstanty pro naši konkrétní platformu. Z těchto souborů tedy
snadno získáme názvy konstant a jejich hodnoty. Získané hodnoty jsou kladná čísla, ale sys-
témová volání většinou vrací jejich zápornou hodnotu.
K určení konkrétních hodnot ke každému systémovému volání jsem se pokusil opět
pomocí nástroje grep. Ale i po nahlédnutí do zdrojových souborů jádra jsem zjistil, že by
to bylo příliš složité, ne-li nereálné, protože tyto hodnoty nejsou nikde pohromadě.
6.2 Návratové hodnoty z nástroje Systemtap nebo strace
V rámci práce proběhl pokus u obou nástrojů s cílem zjistit, odkud berou název kon-
stanty u výpisu při testování systémových volání. Po prozkoumání zdrojových souborů
bylo zjištěno, že oba nástroje mají tyto konstanty nadefinované ve svých zdrojových soubo-
rech, které se vyskytují ve více verzích pro různé platformy. Oba nástroje při testování zjistí
návratovou hodnotu systémového volání a k této hodnotě si ve svých souborech dohledají
odpovídající jméno konstanty.
Použití stejného principu jako v těchto nástrojích bylo zavrženo, protože se nejedná
o automatické zjištění návratových hodnot, ale o použití předem dohledáných návratových
hodnot a použití více konfiguračních souborů.
6.3 Návratové hodnoty z manuálových stránek
Seznam všech návratových hodnot lze získat z manuálových stránek syscalls(2). Snadno
lze získat i seznam jmen konstant návratových hodnot systémových volání z errno(3).
V manuálových stránkách ale nenalezneme konkrétní číselné hodnoty k těmto konstantám.
Na rozdíl od předchozích metod zde můžeme však získat jednotlivé chybové návratové
hodnoty (přesněji jejich názvy) ke konkrétním systémovým voláním. Manuálové stránky
jsou ale k funkcím knihovny glibc, a ne přímo k systémovým voláním, takže v sekci k ná-
vratovým hodnotám funkcí (RETURN VALUE) najdeme většinou, že funkce vrací při chybě
hodnotu -1 a nastaví proměnou errno. Chybové návratové hodnoty musíme hledat v sekci
ERRORS.
Při získávání hodnot z manuálových stránek si ale musíme uvědomit, že manuálové
stránky nemusí být na všech distribucích úplně stejné. Proto je vhodné prohlédnout co
nejvíce různých manuálových stránek a přizpůsobit vyhledávání odpovídajících hodnot tak,
aby bylo co nejvíce univerzální.
6.4 Výsledné získání návratových hodnot
Jak je z předcházejících možností patrné nejlepší volbou pro získání systémových volání a je-
jich návratových hodnot je použití hlavičkových souborů. Na rozdíl od použití manuálových
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stránek bude zajištěno, že výsledek bude vždy stejný. Přiřazení jednotlivých návratových
hodnot ke konkrétním systémovým voláním ale nelze z hlavičkových souborů získat, a tak
se budou muset tyto hodnoty přiřadit s využitím manuálových stránek.
6.5 Jiné architektury
Jak již bylo zmíněno aplikace by měla být schopná běžet i na jiných architekturách, než je
Intel x86. Proto bylo potřeba otestovat navržený způsob zjišťování systémových volání a
jejich návratových hodnot i na jiných architekturách. Pro testování byla vybrána architek-
tura PowerPC, která využívá procesory typu RISC, a architektura s390x, což je mainframe
od firmy IBM. Vybrány byly tyto platformy, protože mi k nim byl umožněn ve firmě Red
Hat vzdálený přístup.
Testováním se ověřila známá fakta, že na některých architekturách existuje několik
specifických systémových volání a že některá systémová volání naopak chybí. Podobně i
konstanty návratových hodnot existují pro každou architekturu trochu jiné, případně mají
jinou hodnotu.
Kromě toho se přišlo na zajímavé zjištění, že některá systémová volání i přesto, že
existují nejsou nadefinována v hlavičkovém souboru /usr/include/bits/syscall.h ani
/usr/include/asm/unistd 32.h. A nejsou ani v dalších hlavičkových souborech, které
jsou přímo naincludované v těchto souborech. Protože na každé platformě to je jiné, bylo
by velmí obtížné zjistit úplně všechna systémová volání na libovolné platformě. Proto ani
navrhovaná aplikace se nebude pokoušet zjisti úplně všechna systémová volání, ale pouze
volání nadefinovaná v hlavičkovém souboru /usr/include/bits/syscall.h, kde by měly
být nejdůležitější volání.
Získání hodnot chybových konstant z hlavičkového souboru a jejich přiřazení ke kon-
krétním systémovým voláním podle manuálových stránek proběhlo na testovaných archi-
tekturách v pořádku.
25
Kapitola 7
Návrh aplikace
Cílem práce je navrhnout aplikaci pro vyvolávání chyb v systémových volání využívající
infrastrukturu Systemtapu. Uživatel by mohl přímo pro testování použít nástroj Systemtap,
ale jeho skriptovací jazyk je příliš rozsáhlý a méně zkušeným uživatelům by mohl činit
potíže. Hlavním požadavkem tedy je umožnit méně zkušeným i pokročilejším uživatelům
snadné a srozumitelné testování systémových volání. V této kapitole se nejprve podíváme
na požadavky na aplikaci, a poté se zaměříme na samotný návrh aplikace.
7.1 Specifikace požadavků
Před samotným návrhem bylo potřeba si stanovit požadavky na danou aplikaci. Některé
požadavky plynou již ze zadání a předchozích částí práce. V následující sekci se budu snažit
sepsat všechny důležité požadavky na navrhovanou aplikaci:
• Jednoduché a srozumitelné uživatelské rozhraní. Uživatel by měl být schopen se během
krátké chvíle zorientovat v uživatelském rozhraní a dokázat aplikaci ihned spustit a
používat bez zdlouhavého čtení manuálu.
• Nezávislost na architektuře. Aplikace by měla běžet na libovolné architektuře, na
které poběží operační systém Linux se Systemtapem. Měla by se přizpůsobit existují-
cím systémovým voláním, protože na různých architekturách se vyskytují trochu jiná
volání.
• Schopnost otestovat libovolný program. Aplikace by měla umožnit otestovat libovolný
program i bez dostupných zdrojových kódů. Také by nemělo záležet na použitých pře-
pínačích u testované aplikace. S využitím nástroje Systemtap by nemělo být obtížné
tento bod splnit.
• Testovat libovolné systémové volání. Aplikace by měla umožnit testovat libovolné
systémové volání, které existuje na dané architektuře. Tomuto systémovému volání by
měla jít vnutit libovolná chyba, která u něj může nastat. Nemělo by ale být dovoleno
vnutit chybovou hodnotu, která u vybraného volání nemůže v systému nastat.
• Dovolit najednou vložit chybu do více systémových volání. Pokud bude chtít uživa-
tel testovat aplikaci na více různých chyb, mělo by mu to být umožněno otestovat
najednou.
26
• Informace o ději uvnitř aplikace. Uživatel by měl být informován o tom, v kterém sys-
témovém volání dochází k vyvolání chyby, jaká byla jeho původní návratová hodnota
a případně jaká je jeho nová návratová hodnota.
• Modulární. Aplikace by se měla skládat z modulů s jednoznačným rozhraním. Pokud
by byl nalezen např. lepší způsob automatického získání návratových hodnot systé-
mových volání (z předchozí kapitoly), nemělo by být obtížné tento modul nahradit
novým.
• Uživatelské rozhraní. Nezáleží jestli bude aplikace implementována jako konzolová
nebo s grafickým uživatelským rozhraním, ale měla by být oddělena výpočetní logika
od uživatelského rozhraní.
7.2 Návrh programu
I když nebylo vyžadováno grafické uživatelské rozhraní, bylo nakonec rozhodnuto pro jeho
implementaci, z důvodu jednoduššího a intuitivního ovládání.
Výsledný program by měl být vhodný, jak pro méně zkušeného uživatele, tak i pro
pokročilého uživatele, jemuž by měl umožnit otestovat libovolné systémové volání. Proto
jsem programu navrhl dva režimy práce. První režim bude vyvolávat základní chyby a
uživatel nebude muset znát důkladně systémová volání a jejich návratové kódy. Vnitřní
logika bude tedy uživateli částečně skryta. Pro tento režim byla vybrána systémová volání,
které se často vyskytují v aplikacích a které by mohl uživatel chtít testovat. Ke každému
volání pak byly vybrány nejdůležitější chyby, které u nich můžou nastat.
Chyby, které lze v tomto režimu vkládat, jsou zobrazeny v tabulce 7.1. V prvním sloupci
tabulky je uvedena kategorie, do které patří odpovídající chyba. V druhém sloupci je popis
chyby, který je uveden i v aplikaci. V dalším sloupci je chyba, která se vnutí vybranému
systémovému volání a v posledním sloupci jsou uvedeny systémová volání, do kterých se
tato chyba bude vkládat. Jak můžeme vidět některé chyby se vkládají do více systémových
voláních.
V druhém režimu práce si bude moct uživatel vybrat libovolné systémové volání a ná-
vratovou hodnotu, která mu bude vnucena. Uživateli budou samozřejmě nabídnuta pouze
systémová volání a jejich návratové hodnoty, která existují na dané architektuře. Tyto hod-
noty budou získány při startu aplikace způsobem popsaným v kapitole 6. Aby se nemusely
pokaždé prohledávat hlavičková soubory a manuálové stránky, uloží se tato data při prvním
spuštění do souboru. Při příštím spuštění se pak už jen načtou ze souboru, což urychlí start
aplikace.
Protože uživatel může chtít testování někdy zopakovat, umožní aplikace nastavené sys-
témové volání s s chybami uložit do souboru pro pozdější znovupoužití.
Jednoduché schéma aplikace je na obrázku 7.1. Skládá se z následujících částí: modul
pro identifikaci a klasifikaci systémových volání a jejich návratových hodnot, modul pro
načítání a ukládání dat do souboru, modul pro generování skriptu pro Systemtap, modul
pro spuštění a sledování testování a hlavní řídící část. Součástí je i grafické uživatelské
rozhraní, které není ve schématu zahrnuto. V následující části budou popsány jednotlivé
moduly.
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Kategorie Chyba Chyba podle errno Systémová volání
File Permission denied EACCES open, creat, rmdir,
manage- mkdir(at), chmod,
ment fchmod, link(at)
File does not exist ENOENT open, creat, rmdir,
mkdir(at), chmod,
fchmod, link(at)
Too many open files EMFILE open, creat
File exists EEXIST open, creat, rmdir,
mkdir(at), chmod,
fchmod, link(at)
File/dir is in use EBUSY rmdir
Directory not empty ENOTEMPTY rmdir
Too many links EMLINK link
Network Network is unreachable ENETUNREACH connect
Connection timed out ETIMEDOUT connect
Connection refused ECONNREFUSED connect, recv,
recvform, recvmsg
Connection reset ECONNRESET send, sendto,
by peer sendmsg
Message too long EMSGSIZE send, sendto, sendmsg
Endpoint is already EISCONN connect, send,
connected sendto, sendmsg
Endpoint is not ENOTCONN send, sendto,
connected sendmsg, recv,
recvfrom, recvmsg
Process Permission is denied EACCES execve
Process not found ENOENT execve
Exec format error ENOEXEC execve
Insufficient kernel ENOMEM execve, fork
memory
Accesing a corrupted ELIBBAD execve
library
Executable was open ETXTBSY execve
for writing
Memory No memory is ENOMEM mmap, mmap2,
available munmap
Invalid access EACCES mmap, mmap2,
munmap, mprotect
Memory locked EAGAIN mmap, mmap2,
munmap, mprotect,
mremap, brk
Read/Write Bad file descriptor EBADF read, write
Low-level I/O error EIO read, wrie
File too large EFBIG write
No space left on device ENOSPC write
Tabulka 7.1: Vybraná systémová volání v základním režimu
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Obrázek 7.1: Schéma navrhované aplikace
7.2.1 Modul pro identifikaci a klasifikaci systémových volání
Modul pro identifikaci a klasifikaci systémových volání vyhledává existující systémová volání
a jejich návratové hodnoty. Princip tohoto modulu je vysvětlen v kapitole 6. Modul nejprve
získá z hlavičkových souborů seznam všech systémovoých volání a seznam všech návratových
hodnot. Poté postupně prochází všechna systémová volání. Ke každému volání nejprve
zjistí jméno souboru, v němž je uložena jeho manuálová stránka. Poté v tomto souboru
vyhledá v sekci ERROR všechny chyby, které u něho můžou nastat. Pro jistotu ještě otestuje
jestli jsou nalezené hodnoty v seznamu všech návratových hodnot získaných z hlavičkových
souborů.
7.2.2 Modul pro načítání a ukládání dat do souboru
Tento modul umožní uživateli uložit si předdefinované chyby do souboru a znovu je později
načíst. Část pro načítání v sobě obsahuje lexikální a syntaktický analyzátor, které rozděli
vstupní soubor na jednotlivé tokeny a zkontrolují syntaxi vstupu. Formát souboru je uveden
až v části implementace spolu s problémy, které bylo potřeba řešit.
7.2.3 Modul pro generování skriptu pro Systemtap
Modul slouží pro vytvoření skriptu, který bude předán Systemtapu. Pro základní režim se
genruje skript jiným způsobme než pro pokročilý režim. V základním režimu totiž víme,
které chyby se můžou vkládat, a tak je skript v podstatě celý předchystám. Zatímco v po-
kročílem režimu musíme celý skript vygenerovat, protože předem nevím, která systémová
volání budou testována a jaké jim budou předávany hodnoty.
7.2.4 Modul pro spuštění a sledování testování
Tento modul spouští vygenenerovaný skript pomocí nástroje Systemtap. Po spuštění pak
kontroluje průběh testování a sleduje, případně upravuje výstup ze Systemtapu. Modul
musí umět zareagovat pokud testovaná apliakce skončí a musí umět i testovanou aplikaci
ukončit, pokud si to uživatel vyžádá.
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7.2.5 Řídící modul
Řídící modul propojuje jednotlivé moduly a stará se o správný chod aplikace. Nejrpve je
potřeba zjistit existující sytémová volání a jejich návratové hodnoty, proto se první volá
modul pro identifikaci a klasifikaci systémových volání. Poté systém potřebuje znát, které
chyby bude vkládat. Tyto hodnot získá, buď přímo od uživatele nebo z již uloženího souboru.
Jakmile získá vkládané chyby, můžeme vygenerovat skript pro System. Poté se může přejít
k samotnému testování, což obsatará modul pro spuštění a sledování testování. Po dokončení
testování je řízení předáno zpět řídícímu modulu, který může být uživatelem ukončen nebo
může pokračovat dalším testem.
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Kapitola 8
Implementace
Tato kapitola se věnuje popisu jednotlivých částí implementace a problémům, které bylo
potřeba řešit. Program je implementována ve dvou formách, první jako konzolová aplikace
a druhá jako aplikace s grafickým uživatelským rozhraním. Obě dvě aplikace pracují na
stejném principu a využívají stejné moduly. Nejprve je uveden princip jejich společných
částí a na závěr jsou popsány stručné charakteristiky každé implementace a její odlišnosti.
8.1 Použité nástroje
Hlavním nástrojem je samozřejmě Systemtap. Systemtap se ale používá pouze pro samotné
vyvolávání chyb. Na ostatní činnosti, jako je zpracování vstupního souboru, získání sys-
témových volání nebo implementace uživatelského rozhraní musel být použit jiný nástroj.
Byl vybrán jazyk Python.
Python je dynamický objektově orientovaný skriptovací programovací jazyk. Je vyvíjen
jako open-source a jeho interpret je dostupný pro většinu běžných platforem (Linux, Win-
dows, Mac). Často je označován jako jazyk vhodný pro začátečníky kvůli jeho přímočaré
syntaxi, ale i přesto v něm lze efektivně vyvíjet rozsáhlé plnohodnotné aplikace včetně gra-
fického uživatelského rozhraní. I přesto, že je interpretovaný, je jeho výkon dobrý a mezi
interpretovanými jazyky patří mezi nejrychlejší.
Na vývoj grafického uživatelského rozhraní byla vybrána knihovna GTK+, na které je
vystavěno linuxové prostředí Gnome. V pythonu existuje knihovna PyGTK, která umožňuje
použití GTK v jazyce python. Většina běžných linuxových distribucí PyGTK v sobě již
obsahuje nebo nabízí balíček pro snadnou instalaci. Knihovna byla vybrána hlavně kvůli
dobré podpoře v operačním systému Linux a také kvůli dobře zpracovanému a dostupnému
tutoriálu. Knihovna je šířena pod licencí LGPL.
8.2 Vyvolávání chyb v Systemtapu
V této části jsou popsány možné způsoby využití Systemtapu v aplikaci, které byly navrh-
nuty, a jaký způsob byl nakonec implementován.
8.2.1 Univerzální skript
První možností, která byla původně implementována je vytvoření jednoho univerzálního
skriptu pro Systemtap. Tomuto skriptu pak bude předáno jméno systémového volání a
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případně další parametry, podle kterých se rozezná konkrétní systémové volání. Ve skriptu
tedy bude existovat jedna společná sonda pro vkládání chyb (viz příklad 8.1).
probe syscall.*.return
{
// @1 obsahuje jméno systémového volání
if (name == @1)
{
// fault injection
}
}
Příklad 8.1: Společná sonda pro všechna systémová volání
Tento způsob by byl mnohem jednoduší, ale obsahuje řadu nevýhod. Jednou z nevýhod
je, že překlad takového skriptu trvá příliš dlouho, i když vkládáme chybu pouze do jednoho
systémového volání. Systemtap nerozezná při překladu (ani nemůže), do kterého volání
bude hodnota vložena, a tak se musí odpovídající sonda vložit do všech volání, což trvá
příliš dlouho.
Druhou nevýhodou je obtížné vkládání chyb za běhu, které je řešeno v kapitole 8.4.
Při použití této metody by povolování jednotlivých systémových volání za běhu bylo příliš
složité, ne-li nereálné. Mohli bychom pouze povolit vkládání do všech systémových volání
najednou. Tento způsob nebyl příliš vhodný, a proto se přešlo na generování systemtapových
skriptů pro každé vkládání (spuštění programu).
8.2.2 Generování skriptu
Generování skriptu je sice složitější, ale má své výhody. Hlavní výhodou je rychlost překladu
skriptu pro Systemtap. Při tomto způsobu se ve skriptu generují pouze sondy pro konkrétní
systémová volání, do kterých se budou vkládat chyby. Při překladu skriptu se tedy vloží
odpovídající sondy pouze do zvolených volání, a tak je překlad mnohem rychlejší.
Další výhodou je snadnější vkládání chyb za běhu aplikace, protože již při generování
víme, která volání budou obsažena ve skriptu. Proto můžeme pro všechny tyto volání vyge-
nerovat i procfs sondy, které nám umožní povolovat vkládání chyb za běhu do konkrétních
volání.
Takže pro každé zadané systémové volání budeme mít jednu procfs sondu a jednu sondu
pro návrat (return) z volání.
8.3 Identifikace (rozpoznání) systémových volání
Protože uživatel bude chtít vkládat chybu do konkrétního systémového volání a ne pouze
do všech volání stejného jména, bylo potřeba tyto volání nějak odlišit. Jednou z variant je
rozlišit volání podle významného parametru např. u systémového volání open podle jména
souboru nebo u volání kill podle zaslaného signálu. Implementačně je tato možnost ale
příliš náročná, protože bychom museli projít všechna (nebo aspoň nejdůležitější) volání a
vybrat u každého významný parametr. Lepší variantou je rozlišit volání pomocí libovolného
parametru nebo i více parametrů, kde nebude záležet na jméně parametru systémového
volání, ale na pořadí parametrů.
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Implementace v Systemtapu vyžaduje, abychom u každého volání získali jeho parametry.
V Systemtapu máme v sondě každého volání přístupné proměnné obsahující hodnoty od-
povídajících parametrů, např. u volání open máme proměnnou filename nebo mode. Tyto
proměnné ale využít nelze, protože jsou u každého volání jiné. Druhou možností je získat
tyto hodnoty z proměnné argstr, která obsahuje všechny parametry v jednom řetězci. Bude
ale potřeba tyto hodnoty dostat ze získaného řetězce. Systemtap obsahuje nějaké funkce
pro práci z řetězci, ale žádná mi úplně nevyhovovala, a tak jsem si navrhl vlastní funkci,
kterou jsem napsal ve vestavěném jazyce C. Funkce postupně vrací hodnoty parametrů,
dokud nedojde na konec řetězce. Protože je funkce napsána v jazyce C bude i rychlejší,
než kdyby se použily kombinace funkcí přímo ze Systemtapu (funkce v Systemtapu jsou
také napsány v jazyce C a umístěny do tapsetů). Při generování skriptu se požadované
hodnoty parametrů umístí do konkrétní sondy a za běhu se pak porovnají s hodnotami
získanými z proměnné argstr. Parametry se tedy nerozpoznávají podle jména, ale podle
pořadí, v jakém jsou umístěny ve funkci systémového volání.
8.4 Vkládání chyb za běhu
Program umožňuje uživateli povolit a zakázat vkládání chyb za běhu testované aplikace.
Tato možnost má řadu výhod. Jednou z hlavních výhod je, že můžeme začít vkládat chyby až
testovaný program rozumně naběhne, což by se nám jinak v některých případech nemuselo
vůbec podařit. Kromě toho můžeme za běhu zakázat jednu chybu a povolit jinou, což nám
umožní rychlejší testování, protože jinak bychom museli znovu spustit testování a tím by
došlo i znovu k překladu systemtapového skriptu. K implementaci vkládání chyb za běhu
je využito procfs.
Procfs (/proc [6] file system) je speciální soborový systém v linuxovém jádře. Je to
virtuální systém, který není spojen s žádným blokovým zařízením, ale který existuje pouze
v operační paměti. Soubory v procfs existují pro účely ladění ale hlavně proto, aby uživa-
telské programy měly přístup k některým informacím z jádra. V procfs můžeme například
najít informace o všech běžících procesech (/proc/ČÍSLO PROCESU).
V Systeamtapu je vkládání chyb za běhu implementováno pomocí procfs sond. Pokud
je tato sonda implementována v systemtapovém skriptu vytvoří se pro ni speciální soubor
v /proc/systemtap/MODNAME/, kde MODNAME je jméno modulu. Jméno souboru je podle
názvu určeném ve skriptu. Pro procfs pak existují dva typy sond: read a write. Sonda read
reaguje na to, pokud se někdo pokusí číst ze souboru v /proc/systemtap/MODNAME/ a sonda
write reaguje pokud někdo zapíše do tohoto souboru. Tyto sondy obsahuji proměnnou
$value, která pří čtení obsahuje data, která uživatel čte, a při zápisu obsahuje data, která
uživatel zapisuje.
Potom pomocí sondy write můžeme naimplementovat povolování a zakazování systé-
mových volání. Pokud do souboru dané sondy zapíšeme např.
”
1“, dojde k povolení vkládání
chyb, pokud zapíšeme
”
0“ nebo něco jiného dojde k zakázání vkládání chyb.
V prezentované implementaci má každé systémové volání v systemtapovém skriptu svoji
procfs.write sondu a tedy i svůj vlastní soubor v /proc/systemtap/MODNAME/. Do to-
hoto souboru pak nezapisuji
”
1“ ani
”
0“ ale jméno chybové konstanty, např. ENOEMT nebo
EPERM. Tím umožním Systemtapu rozeznat, kterou chybovou hodnotu může do daného vo-
lání vložit. Tato možnost znemožní vkládat více chybových hodnot do jednoho systémového
volání. V některých případech by toto možnost byla vhodná, např. pokud bychom pro otví-
rání souborů pro čtení a pro zápis chtěli vkládat jiné chyby. Někdy by zase ale mohlo nastat
nepředvídatelné chování, pokud bychom např. do jednoho systémového volání bez rozlišení
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global enable
probe procfs("filename").write
{
if ($value == "1")
enable = 1
else
enable = 0
}
probe syscall.open.return
{
if (enable == 1)
{
// fault injection
}
}
Příklad 8.2: Povolení vkládání chyb pomocí procfs sondy
pomocí parametrů vložili více návratových hodnot, Systemtap by vložil jednu z nich, ale mi
bychom nemohli předpovídat kterou. Proto není uživatelům umožněno vkládat najednou
do jednoho systémového volání více návratových hodnot.
8.5 Vstupní soubor
Vstupní soubor popisuje paravidla podle, kterých se budou vkládat chyby do systémo-
vých volání. Vstupní soubor slouží hlavně pro konzolovou aplikaci. V aplikaci s grafickým
uživatelským rozhraním se tento soubor také používá a to k uložení nastevených chyb v po-
kročilém režimu vkládání chyb. Formá souboru byl navrhnut tak, aby byl jednoduchý a
srozumitelný. Jeho tvar je:
SYSCALL ( ARG1, ..., ARG6 ) = ERROR
kde SYSCALL je jméno systémového volání, ERROR je chybová konstanta podle errno např.
ENOENT nebo EPERM, a ARG1, ... ARG6 jsou argumenty systémového volání. Argumenty ne-
musí být zadány. Pokud chceme zadat např. druhý argument, ale první může být libovolný,
použijeme místo prvního argumentu znak
”
-“.
mmap () = ENOMEM
mkdir ("/home/user/directory") = EEXIST
open (-, O_WRONLY) = EACCES
Systémová volání mohou mít až šest parametrů. Pokud některé volání obsahuje méně
parametrů a uživatel zadá více parametrů, program mu nezahlásí žádnou chybu. V system-
tapovém skriptu se pak pouze budou tyto parametry porovnávat s neexistujícími (prázd-
nými) argumenty, takže nikdy nedojde ke shodě a chyba tedy nebude nikdy vložena do
daného volání.
Při návrhu se uvažovalo ještě o jednom způsobu zápisu vstupu, kde by se nemusel
používat znak
”
-“ místo argumentů, na kterých nám nezáleží. Formát byl následující:
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SYSCALL ( NAME1=ARG1, ..., NAME6=ARG6 ) = ERROR
kde NAME1, ..., NAME6 jsou jména parametrů systémového volání. V tomto případě by
nezáleželo na pořadí předaných argumentů a stočilo by uvést jen ty, které nás zajímají.
Příklady uvedené u první možnosti zápisu přepsaná pomocí tohoto způsobu zápisu, by
vypadaly následovně:
mmap () = ENOMEM
mkdir (pathname="/home/user/directory") = EEXIST
open (flags=O_WRONLY) = EACCES
Důvod proč není tento způsob zápisu použit je složitá implementace. Ke každému sys-
témovému volání bychom museli zjistit jména všech jeho parametrů. Tyto jména bychom
mohli zjistit např. z manuálových stránek společně s chybami ke každému systémovému
volání, ale problém by byl s porovnáváním s parametry v Systemtapu. V Systemtapu sice
lze získat proměnné s hodnotami parametrů, ale tyto jména jsou jiné než v manuálových
stránkách. Pokud bychom ale znali jejich pořadí, mohli bychom je porovnat stejně jak je
popsáno v kapitole 8.3. Hlavní důvod proč není tato metoda implementována, je že by pro-
gram byl ještě více závislý na manuálových stránkách a všechny manuálové stránky nemusí
být stejné.
Parsování vstupního souboru je implementováno pomocí Scanneru z knihovny pro práci
s regulárními výrazy. Tomuto Scanneru stačí předat regulární výrazy pro jednotlivé tokeny
a funkce, které se provedou pokud je nalezen odpovídající token.
8.6 Vypisování informací o vkládané chybě
V aplikaci bylo potřeba navrhnout způsob, jakým bude uživatel informován o aktuálně
vkládané chybě. Tato informace by měla obsahovat jméno systémového volání, původní
návratovou hodnotu a novou návratovou hodnotu. V konzolové aplikaci se tato informace
vypisuje na standardní výstup a v aplikaci s grafickým uživatelským rozhraním je tato
informace vypsána do textového pole.
Informaci o původní návratové hodnotě můžeme získat pouze přímo ze Systemtapu.
Proto v systemtapovém skriptu v každé return sondě přibyl výpis této informace na stan-
dardní výstup. V aplikaci s grafickým uživatelským rozhraním je ale potřeba tuto informaci
odchytnout a zobrazit v uvedeném textovém poli. Aby se poznalo, že se jedná o danou in-
formaci je řádek výpisu na začátku označen dvěma znaky $ Výstup ze Systamtapu má
následující formát:
$$SYSCALL () = OLD_RET_VAL OLD_RET_NAME -> NEW_RET_VAL NEW_RET_NAME
kde SYSCALL je jméno systémového volání, OLD RET VAL je původní návratová hodnota,
OLD RET NAME je jméno původní návratové hodnoty (uvede se pouze pokud systémové volání
vracelo chybu), NEW RET VAL je nová návratová hodnota a NEW RET NAME je jméno nové
návratové hodnoty. Výpis tedy může vypadat následovně:
$$open () = 5 -> -13 EACCES
kde systémové volání open vracelo původně hodntu 5, která byla nahrazena hodnotuo -13,
což určuje chybu EACCES (Přístup zamítnut).
Aplikace s grafickým uživateslkým rozhraním, pokud nalezne odpovídající řádek, od-
straní počáteční dva znaky o výpiše tuto informaci do textového pole.
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8.7 Konzolová aplikace
Konzolová aplikace vznikla jako vedlejší produkt. První byla celá funkcionalita implemen-
tována pouze jako konzolová aplikace. Jakmile byla tato konzolová aplikace funkční, přidalo
se k ní grafické uživatelské rozhraní. Konzolová aplikace by tedy nemusela ve finální verzi
existovat, ale její použití se někdy může hodit více než aplikace s grafickým rozhraním, a
proto byla zachována.
Vstupem je soubor popsaný výše v kapitole 8.5. Aplikace spracuje vstupní soubor a vy-
generuje k němu skript pro Systemtap. Každé systémové volání zadané na vstupu obsahuje
ve skriptu jednu sondu pro vstup do volání a jednu pro výstup z volání (return).
Konzolová aplikace nepodporuje vkládání chyb za běhu a kontrola vkládaných chyb není
tak přísná jako u aplikace s grafickým uživatelským rozhraním. Konzolová aplikace nám
tedy umožní vkládat najednou i více chyb do jednoho systémového volání. Je na uživateli,
aby zajistit při vkládání více chyb do jednoho systémové volání, aby toto vkládání bylo
odlišeno pomocí parametrů systémových volání, jinak může dojít k neočekávanému chování
(nevíme, která chyba se vloží). Nekontroluje ani, jestli dané systémové volání může vložit
požadovanou chybu. To se může hodit v situaci, kdy odpovídající chyba není nalezena
v manuálových stránkách a přesto bychom ji chtěli použít.
Jak již bylo uvedeno, konzolová aplikace není hlavním výstupem práce, ale v některých
případech může být užitečná.
8.8 Aplikace s grafickým uživatelským rozhraním
Aplikace s grafickým uživatelským rozhraním vychází z konzolové aplikace, ale i přesto
bylo potřeba některé části trochu upravit a přizpůsobit. Princip hlavních částí ale zůstal
zachován.
Aplikace s grafickým rozhraním obsahuje dva režimy vyvolávání chyb. První režim na-
zvaný Základní (anglicky Basic) obsahuje základní chyby rozdělené do několika kategorií:
síťové, paměťové, práce se soubory a další (více kapitola 7.2). Najednou může být vložena
pouze jedna chyba z vybrané kategorie. Při práci v tomto režimu nemusí uživatel nic na-
stavovat a může hned přejít k testování. Uživatel pouze volí, která chyba bude aktuálně
vložena do testovaného programu. V tomto režimu zvládne testování i méně zkušený uži-
vatel, protože nepotřebuje znát systémová volání. Celá logika je před ním skryta.
V základním režimu se pro Systemtap generuje soubor, který je vždy na jedné archi-
tektuře stejný. Do skriptu se pouze předávají návratové hodnoty, které se získaly z hlavič-
kových souborů, a informace o povolených chybách od začátku testování. Poté se pouze
pomocí procfs sond za běhu povolují a zakazují jednotlivé chyby.
Druhý režim nazvaný Pokročilý (anglicky Advanced) pracuje obdobně jako konzolová
aplikace. Uživatel si nejprve vybere systémová volání a chyby, které v nich bude vyvolávat,
případně může předat systémovým voláním i argumenty pro rozlišení stejných volání. Uži-
vatel tedy musí znát systémová volání. Potom obdobně jako v základním režimu si může
uživatel během testování povolit nebo zakázat jednotlivé chyby. Najednou může povolit
pouze jednu chybu ke každému systémovému volání, aby nedošlo k neočekávanému stavu.
Pokud by uživatel chtěl někdy stejný test zopakovat, může si nastavená systémová vo-
lání spolu s chybami uložit do souboru, který má stejný formát jako vstupní soubor pro
konzolovou aplikaci. Do souboru se neukládá informace o aktuálně povolených chybách,
protože toto nastavení bude uživatel během testování ve většině případů měnit. Skript pro
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Systemtap se generuje stejně jako u konzolové aplikace pouze každé volání obsahuje navíc
procfs.write sondu, která zajišťuje povolování a zakazování vkládání chyb.
Podrobný popis grafického uživatelského rozhraní nemá smysl uvádět. Detaily lze nalézt
v příloze v návodu k použítí aplikace.
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Kapitola 9
Testování
Aplikace byla testována, jak na sadě jednoduchých testovacích příkladů, které byli speciálně
vytvořeny, tak i na reálných běžně používaných programech. V první částí této kapitoly jsou
uvedeny informace o sadě testovacích příkladů a v druhé části pak výsledky z testování na
reálných programech.
9.1 Sada testovacích příkladů
Pro většinu kategorií chyb v základním režimu práce byl vytvořen jednoduchý testovací
program, na kterém se ověřila funkčnost aplikace. Poté byli tyto aplikace použity i pro
pokročilý mód. Testovací programy byly implementovány v jazyce C.
9.1.1 Testování chyb pro práci se soubory
Pro testování chyb pro práci se soubory (File management) byla vytvořena jednoduchá
aplikace, která testuje systémové volání open. Aplikace se v cyklu snaží otevřít soubor,
který byl předán jako první argument příkazového řádku. Pro samotné otevírání souborů
nebylo použito přímo systémové volání open, ale byla použita funkce fopen() z knihovny
jazyka C. Pokud se aplikaci nepodaří soubor otevřít, vypíše pomocí knihovny errno chybu
na standardní chybový výstup.
9.1.2 Testování chyb pro práci s pamětí
Pro testování chyb při práci s alokocí paměti byla vytvořena aplikace, které v cyklu alokuje
paměť. Alokace začíná na 128 kB a postupně alokovanou paměť zvětšuje. Alokace se provádá
pomocí funkce malloc. Tato funkce volá systémové volání mmap2 jen v případě, pokud
se alokuje více paměti. Proto se začíná s alokací od 128 kB. Pokud se paměť nepodaří
naalokovat vypíše se pomocí knihonvy errno chyba na standardní chybový výstup.
Při testování touto aplikací se ukázalo, jak je užitečné vkládání chyb za běhu. Pokud
zadáme, aby se chyba vkládala ihned po startu aplikace, tak aplikace ani pořádně nenastar-
tuje, vrátí chybu a ukončí se. Je to způsobeno tím, že si aplikace sama při startu alokuje
paměť, tedy volá systémové volání mmap2.
Při určování velikosti paměti, při které již funkce malloc volá systémové volání mmap2,
a nepřiřazuje pouze předalokovanou paměť jsem našel chybu, z kterou jsem počítal, že se
někde objeví. Zjistil jsem, že se nevloží chyba do systémového volání brk, i když by měla.
Je to způsobeno tím, že pro systémové volání brk nejsou v mých manuálových stránkách
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chyby v sekci ERROR a tudíž je program nenajde. A protože program vždy kontroluje,
jestli může být daná chyba vložena do zadaného systémového volání, tak nemůže tuto
chybu podle mých manuálových stránek nikdy vyvolat.
9.1.3 Testování chyb pro práci se vstupem a výstupem
Pro testování chyb pro práci se vstupem a výstupem (read/write) byla vytvořena jednodu-
chá aplikace, která testuje systémové volání write. Aplikace v cyklu vypisuje čísla od 0 do
9 na standardní chybový výstup. Pro výpis se nepoužívá přímo systémové volání write, ale
funkce jazyka C fprintf(). Aby byl zajištěn okamžitý výpis na standardní výstup musela
být přidána ještě funkce fflush(), která zajistí vyprázdnění vyrovnávací paměti. Tak jako
u všech testovacích příkladů, při chybě vypíše chybu na standardní chybový výstup.
Při testování systémového volání write byla zjištěna zajímavá situace. I když volání
zahlásí vnucenou chybu, tak přesto vypíše zadané číslo na standardní výstup. Protože je
tento problém obsáhlejší věnuji se mu v samostatné podkapitole 9.3.
9.1.4 Testování chyb při práci se sítí
Pro testování síťových chyb byly vytvořeny aplikace klient a server, které mezi sebou komu-
nikují pomocí protokolu UDP. Aplikace tedy testuje systémová volání sendto a recvfrom.
Klient posílá serveru malá písmena abecedy a server posílá klientovi velká písmena abecedy.
Obě aplikace vypisují informace od přijatých a odeslaných datech na standardní výstup. A
tak jako u všech testovacích příkladů, při chybě se vypíše chybové hlášení pomocí errno na
standardní chybový výstup.
9.1.5 Testování chyb při práci s procesy
Pro testování procesů nebyla vytvořena žádná testovací aplikce. Protože program umožňuje
sledovat pouze jeden proces a protože většina chyb je zaměřena na systémové volání execve,
které nahradí aktuální proces novým, mohli bychom v testovacím programu pouze spustit
(nahradit) jeden proces. Procesy jsem tedy testoval hlavně při spouštění nových aplikací,
kdy se vždy volá systémové volání execve.
9.1.6 Testování chyb v pokročilém režimu
Práce v pokročilém režimu se první otestovala pomocí testovací sady pro základní režim.
Dále byla vytvořena testovací aplikace, na které se bude dobře ukazovat porovnávání ar-
gumentů systémových volání. Testovací aplikace vytvoří pomocí systémového volání mkdir
nejprve adresář aaa. Poté tomuto adresáři mění práva pomocí systémového volání chmod.
Nejprve nastaví práva na čtení pouze pro vlastníka (0400), pak na čtení pro skupinu (040)
a nakonec na čtení pro ostatní (04). Jakmile toto aplikace provede, tak po sobě uklidí a ad-
resář odstraní pomocí systémové volání rmdir. Poté se celý cyklus opakuje, akorát pracuje
s adresářem bbb. K tomuto testu je předpřipravený soubor z chybami. Můžeme otestovat
např., že se nepodaří vytvořit pouze adresář aaa nebo že se nepodaří nastavit práva na
čtení pro vlastníka apod.
Na tomto testovacím příkladu můžeme vidět porovnávání pomocí argumentů systémo-
vých volání. Při použití ověříme, že se porovnávají pouze textové řetězce a tudíž potře-
bujeme přesně vědět jaký argument je systémovému volání předán. V testovací aplikaci
např. při změně práv použiji konstantu S IRUSR, ale systémové volání má v argumentu
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číslo 0400. Proto potřebujeme znát přesnou hodnotu, kterou se můžeme dozvědět např.
pomocí nástroje strace.
9.2 Testování reálných aplikací
Kromě uměle vytvořených programů pro snadné testování byla aplikace otestována i na
reálných aplikacích. Vybrány byli aplikace, které jsou běžně používané a nebylo je potřeba
doinstalovávat.
Velmi užitečnou aplikací pro testování se ukázal nástroj ping. Snadno se na něm testo-
valy síťová systémová volání jako např. connect, sendto nebo recvfrom. Výhodou je, že
nástroj běží pořád v cyklu, což nám umožní otestovat postupně různé chyby, dokud nástroj
na některé chybě nehavaruje. To se při testování ale nestalo. Nástroj se pouze ukončil, když
se nemohl spojit s DNS serverem a nevěděl, kterou adresu má pingnout, což ale není chyba.
Síťová systémová volání jsem otestoval ještě na aplikaci google-chrome. Postupně jsem
zkoušel načítat nové stránky s různou chybou. Většinou se aplikace google-chrome chovala
dobře, ale pokud jsem vložil chybu do systémového volání connect, tak google-chrome se
neočekávaně ukončil. S chybou v systémovém volání connect google-chrome ani nenastar-
toval.
Systémová volání pro práci se soubory jsem např. testoval na aplikaci gedit. Otestoval
jsem zde systémová volání jako je open, read nebo write. Testovací aplikace i gedit se
chovaly podle očekávání.
Při ladění porovnávání systémových volání podle parametrů byla aplikace často testo-
vána na konzolových příkazech jaké je např. mkdir nebo rmdir.
Aplikace byla otestována ještě na dalších aplikacích jako je např. ls, chmod, totem nebo
evolution. Během těchto testů ale nebyly nalezeny žádné zajímavé chyby.
U všech testovaných aplikací jsem zkoušel vkládat různé chyby hned po spuštění testu.
Při vložení chyby jako nedostatek paměti nebo u některých vložených systémových volání
s procesy aplikace vůbec nenastartovaly, což se dalo předpokládat, ale opět se ukázalo jak
je důležité vkládat chyby až za běhu.
Během testování reálných aplikací nebyla nalezena žádná významnou chyba v testo-
vaných programech ani v testovací aplikaci. V několika výjimečných případech testovací
aplikace zhavarovala i s testovanou aplikací a to hlavně při dlouhodobém testování paměťo-
vých systémových volání.
9.3 Nekonzistentní stavy
Během testování bylo zjištěno, že během vkládání chyb do systémových volání dochází
v operačním sytému k nekonzistentním stavům. Např. jak již bylo uvedeno u systémového
volání write. Pokud mu vnutím nějakou chybu, tak program zahlásí chybu, ale také se
zapíše požadovaná hodnota do souboru (na výstup nebo někam jinam). Je to způsobeno
tím, že jádro operačního systému dané systémové volání provede správně, ale návratová
hodnota, předávaná z jádra operačního systému do uživatelské aplikace, je změněna na
jinou. Potom dochází k různým stavům v jádře a v uživatelské aplikaci. Jádro má informaci
o tom, že se operace povedla, zatímco aplikace, že se nepovedla. Pokud aplikace pokračuje
dál v práci, tak to může v některých případech způsobit další potíže.
Například u již zmíněného volání write nebo read. Pokud zavoláme volání read, tak já-
dro přečte požadovanou informaci, ale k programu se dostala informace, ze se to nepodařilo.
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Pokud pak aplikace bude chtít znovu číst, bude předpokládat, že se to poprvé nepovedlo a
že se budou číst původní data, ale ve skutečnosti se předchozí operace vydařila, takže se
přečtou data následující.
Jiným příkladem může být situace, kdy použijeme např. zámky na otevřené soubory.
Pokud aplikujeme na otevřený soubor zámek, operace se podaří, ale aplikace si bude myslet,
že se to nezdařilo. Potom tento soubor zůstane zamknutý a aplikace ho neodemkne, protože
neví o tom, že je soubor zamknutý.
Zajímavé by bylo navrhnout řešení tohoto problému. Jednou možností by např. bylo
po provedení systémového volání vrátit situaci do původního stavu. Pokud např. přečteme
něco ze souboru a programu oznámíme, že se to nepovedlo, tak bychom se mohli vrátit
na původní pozici v souboru před začátkem čtení. Nebo po použití zámku na otevřený
souboru tento zámek zase zrušit. Při použití tohoto způsobu řešení by ale muselo být každé
systémové volání ošetřeno zvlášť. Nemuseli bychom ale řešit úplně všechna systémová volání
ale hlavně ta nejkritičtější.
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Kapitola 10
Závěr
Práce se zabývala vývojem nástroje pro vkládání chyb do systémových volání v operač-
ním systému Linux. V první části se věnovala teoretickým znalostem, které bylo potřeba
nastudovat na další pokračování práce. Byli rozebrány různé techniky vkládání chyb nejen
pomocí softwarových metod, ale i hardwarových. Dále byl popsán nástroj Systemtap, po-
mocí něhož bylo realizováno vkládání chyb. Další části byl návrh aplikace, jehož součástí
byla i automatická identifikace systémových volání a jejich návratových hodnot. Poslední
částí práce byla samotná implementace navržené aplikace. Nejprve byla vytvořena konzo-
lová aplikace, ke které bylo později přidáno grafické uživatelské rozhraní.
Navržená aplikace pak byla důkladně otestována jak na uměle vytvořených testovacích
programech, tak na reálných aplikací. Během testování se ukázalo, jak důležité je, že apli-
kace umí vkládat chyby za běhu. Kromě toho byla ověřena ne úplně dokonalá identifikace
návratových hodnot systémových volání pomocí manuálových stránek. Dále se během tes-
tování přišlo na to, že při použití vkládání chyb do systémových volání dochází v systému
k nekonzistentním stavům, tedy že testovaná aplikace může mít chybné informace o ak-
tuálním stavu v systému. Během testování nebyly objeveny žádné závažné chyby, jak ve
vyvíjeném nástroji, tak ani v testovaných aplikacích.
Práce byla zadána a realizována ve spolupráci s firmou Red Hat. Reakce firmy Red Hat
jsou víceméně pozitivní. Kladně hlavně hodnotí, že je aplikace konzistentní a použitelná
v praxi a že má aplikace celkem dobrý základ, který bude určitě dále rozšiřován. Negativně
hodnotí, že by práce mohla mít implementováno ještě nějaké rozšíření jako je např. složitější
porovnávání systémových volání podle jejich parametrů nebo vyřešenou nekonzistenci, která
vzniká v systému. Výsledná aplikace ale celkem splnila jejich očekávání.
Další vývoj by byl především zaměřen na již zmíněné problémy. Jednalo by se hlavně
o vyřešení nekonzistentních stavů, které vznikají během vkládání chyb. Jedním z řešeních
by např. bylo po vložení chyby navrátit se v jádře do stavu před systémovým voláním.
Dalším rozšířením, které již bylo zmíněno je složitější porovnávání systémových volání podle
parametrů. Užitečné by například bylo u číselných parametrů implementovat možnost, kdy
uživatel bude chtít parametr větší nebo menší než požadovaná hodnota nebo když bude
chtít porovnat parametr pouze podle jednoho bitu.
Zajímavým rozšířením by byli i kompletní automatické testy. Na vstupu bychom za-
dali pouze testovaný program a nástroj by postupně otestoval všechna systémová volání
uvnitř programu na všechny zjištěné návratové hodnoty. Na výstupu bychom pak získaly
informace, na kterých systémových voláních aplikace selhala.
Kromě rozšíření realizované aplikace by bylo možné použít pouze jádro aplikace a kom-
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pletně předělat způsob testování. Zajímavou možností by např. bylo umožnit uživateli upra-
vit výstup z nástroje strace a tento upravený výstup poslat na vstup testovací aplikace, která
by v testovaném programu provedla akce podle upraveného výstupu.
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Příloha A
Obsah CD
Přiložené CD obsahuje následující adresáře:
• src - adresář se zdrojovými kódy
• test - adresář s testovacími programy
• zprava - adresář s technickou zprávou
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Příloha B
Manuál k programu
Nástroj se používá k vyvolávání chyb v systémových voláních v operačním systému Linux.
Nástroj obsahuje konzolovou aplikaci i aplikaci s grafickým uživatelským rozhraním. Obě
verze programu je potřeba spouštět v terminálu jako uživatel root.
B.1 Požadavky
• operační systém Linux
• nástroj Systemtap
• Python verze 2
• knihovna PyGTK (pouze aplikace s GUI)
• manuálové stránky (alespoň sekce 2)
B.2 Konzolová aplikace
Konzolová aplikace se spouští následovně:
./fi-cmd.py -i INPUT -c COMMAND
kde INPUT je vstupní soubor s pravidly a COMMAND je aplikace, která se bude testovat (pokud
obsahuje argumenty je třeba psát do uvozovek).
Příklad:
./fi-cmd.py -i vstup.txt -c "mkdir new_dir"
B.2.1 Struktura vstupního souboru
Vstupní soubor předaný pomocí přepínače -i se skládá z pravidel pro jednotlivá systémová
volání. Pro jedno konkrétní systémové volání vypadá pravidlo následovně:
SYSCALL_NAME (ARG1, ARG2, ..., ARG6) = RETURN_CODE
kde
• SYSCALL NAME je jméno systémového volání.
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• ARG1 .. ARG6 jsou argumenty systémového volání, argumenty nemusí být zadány.
Pokud chceme zadat např. pouze třetí argument místo předchozích argumentů pou-
žijeme znak ”-”, pokud chceme zadat např. pouze první, tak následující argumenty
nemusí být zadány (není potřeba ani znak ”-”).
• RETURN CODE je návratová hodnota, kterou chceme vnutit systémovému volání např.
ENOENT, EPERM, EACCES.
Příklad:
• open(-,O RDONLY) = EACCES vnutí všem systémovým voláním open, které budou
otvírat soubor pro čteni, návratovou hodnotu EACCES (přístup odmítnut).
• mkdir = EEXIST vnutí všem systémovým voláním mkdir návratovou hodnotu EEXIST
(soubor již existuje).
V jednom souboru může být samozřejmě více pravidel pro různá systémová volání.
B.3 Aplikace s grafickým uživatelským rozhraním
Aplikace s grafickým uživatelským rozhraním se spouští příkazem:
./fi-gui.py
První spuštění trvá déle, protože aplikace hledá existující systémová volání a jejich návra-
tové hodnoty.
Aplikace pracuje ve dvou módech. První mód tzv. Základní (Basic) má předchystané
chyby, které lze rovnou vkládat do testovaného programu. Zatímco v druhém módu tzv.
Pokročilém (Advanced) si musíme první vybrat, do kterých systémových volání budeme
vkládat chyby a jaké budou tyto chyby. Přepínaní mezi módy se provádí pomocí položky
Mode v menu aplikace.
B.3.1 Společná čast pro oba módy
V horní části okna aplikace máme společný panel pro ovládání testované aplikace. V levé
části horního panelu máme dvě textová pole, horní je určeno pro cestu k testované aplikaci
a spodní je určeno pro případné argumenty předávané testované aplikaci. Pokud testujeme
aplikace, jejíž cesta je určena v systémové proměnné PATH, nemusíme zadávat kompletní
cestu, ale stačí zadat pouze její název. Aplikace umožňuje testovat pouze jeden proces.
Pokud testovaná aplikace vytvoří další podprocesy, nebudou se vkládané chyby vztahovat
na tyto podprocesy.
V pravé části horního panelu máme dva tlačítka. Tlačítko Run pro spuštění testované
aplikace a tlačítku Terminate, které ukončí běh testované aplikace. Po spuštění testování
se musí nejprve předpřipravit chyby uvnitř programu, což trvá nějakou dobu. O tom, že se
něco děje nás informuje progressbar pod tlačítky.
Pod tlačítky máme barevný puntík (viz obrazek B.1), který nás informuje o stavu testo-
vání. Pokud je puntík červený testování nezačalo nebo již skončilo. Pokud je puntík zelený
testování je spuštěno. Kromě toho máme vedle ještě informační text, který nám oznamuje,
že testování běží (Running) nebo bylo ukončeno (Stopped). Při překládání systemtapového
skriptu je text nahrazen progressbarem.
Ve spodní části okna můžeme vidět Log, kam se vypisují informace o právě vyvolané
chybě. Formát vypisované informace je následující:
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Obrázek B.1: Informace o stavu testování: Zastaveno - Překlad skriptu - Spuštěno
SYSCALL () = OLD_RET_VAL OLD_RET_NAME -> NEW_RET_VAL NEW_RET_NAME
kde
• SYSCALL je jméno systémového volání, v kterém byla vyvolána chyba
• OLD RET VAL je původní návratová hodnota
• OLD RET NAME je jméno konstanty původní návratové hodnoty (pokud návratová hod-
nota není chyba, tak tato hodnota chybí)
• NEW RET VAL je nová návratová hodnota
• NEW RET NAME je jméno konstanty nové návratové hodnoty
Například:
open () = 5 -> -13 EACCES
což znamená, že systémové volání open vrátilo původně hodnotu 5, tato hodnota byla ale
nahrazena hodnotou -13, která značí chybu EACCES (Přístup zamítnut).
Informace o vyvolaných chybách se vždy při novém spuštění testované aplikace vymažou.
B.3.2 Základní mód
Obrázek B.2: Aplikace v základním módu
V základním módu máme předchystané chyby, které jsou rozděleny do následujících
kategorií:
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• File management - správa souborů
• Network - práce se sítí
• Process - práce s procesy
• Memory - práce s pamětí
• Read/Write - operace čtení a zápisu
Předchystané chyby se při spuštění zatím nikam nevkládají. Ke vložení odpovídající
chyby dojde až zatrhneme odpovídající RadioButton u chyby. Chyby můžeme vybrat před
spuštěním testované aplikace, ale i za běhu aplikace. Z každé kategorie může být najednou
vybrána (vložena) maximálně jedna chyba. Do Logu se nám vypisují informace o aktuálně
vyvolané chybě (více viz výše).
B.3.3 Pokročilý mód
Obrázek B.3: Aplikace v pokročilém módu
Do pokročilého módu se dostaneme přes menu Mode - Advanced. V pokročilém módu
si musíme nejprve vybrat systémová volání a návratové hodnoty, které jim budou vnuceny.
Systémové volání se přidá pomocí tlačítka Add fault. Po stisku tohoto tlačítka se nám
zobrazí nový dialog. Pomocí comboboxu si vybereme systémové volání, do kterého budeme
chtít vložit chybu. Poté se nám vedle v tabulce zobrazí možné návratové hodnoty, které
v tomto volání lze vyvolat. Pomocí checkboxu v prvním sloupci se vybereme návratové
hodnoty, která budeme chtít tomuto volání vnutit.
Pod vybraným jménem systémového volání máme šest textových polí, do nichž můžeme
zadat argumenty, které chceme ,aby mělo testované volání. Pokud je nezadáme budou chyby
vloženy do všech systémových volání tohoto jména.
Pokud máme zadány všechny požadované parametry, můžeme kliknout na tlačítko Add.
V hlavním okně v tabulce se nám zobrazí všechny chyby (návratové hodnoty), které jsme
vybrali. Pomocí tlačítka Add fault můžeme přidat obdobně další volání a návratové hodnoty,
které v nich budeme vyvolávat. Můžeme zvolit znovu i systémové volání, které jsme už
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jednou vybrali, ale nemůžeme u něho vybrat návratovou hodnotu, kterou jsme u něho ji6
jednou vybrali. Pomocí tlačítka Remove fault můžeme vybranou chybu odstranit.
A jako u Základního módu, aby se chyba v testovaném programu vyvolala musíme
ji nejprve vybrat. To můžeme udělat pomocí RadioButton ve sloupci Enable. U každého
systémového volání můžeme najednou vložit pouze jednu chybu. Opět se nám do Logu
vypisují informace o aktuálně vyvolané chybě.
Vybraná systémová volání a chyby, které do nich budeme vkládat si můžeme uložit
do souboru. Jednoduše v menu zvolíme File - Save as (nebo Save) a zadáme jméno sou-
boru. Příště pak můžeme uloženou konfiguraci načíst pomocí menu File - Open. Načtenou
konfiguraci můžeme změnit a opět uložit pomocí menu File - Save.
B.4 Použití testovacích příkladů
K aplikaci je vytvořeno několik jednoduchých programů na testování, které umožní uživateli
seznámit se s aplikací. Testovací programy většinou opakují nějakou činnost v cyklu. Mezi
jednotlivými opakováními cyklu je většinou časová prodleva 3 s, aby se mohla vložit/změnit
chyba.
B.4.1 Testovací aplikace open
Aplikace je určena k ukázce jak testovat systémové volání open. V cyklu se snaží otevřít
soubor pro čtení, pokud se ho podaří otevřít, tak ho uzavře a snaží se ho otevřít znovu.
Použití
V nástroji pro testování zadáme cestu k programu open. Do pole pro argumenty zadáme
název souboru, který se bude otevírat. Tento soubor nemusí třeba ani existovat. Poté spus-
tíme testování pomocí tlačítka Run. Jakmile je skript pro vkládání chyb přeložen (zmizí
progressbar), můžeme vkládat požadovanou chybu z kategorie File management. V logu
můžeme sledovat vkládané chyby a v terminálu pozorovat chybová hlášení, které testovaný
program vypisuje. Program můžeme ukončit tlačítkem Terminate.
B.4.2 Testovací aplikace write
Aplikace je určena k ukázce testování systémového volání write. V cyklu aplikace vypisuje
na standardní výstup čísla (od 0 do 9).
Použití
V nástroji pro testování zadáme cestu k programu write. Poté spustíme testování pomocí
tlačítka Run. Jakmile je skript pro vkládání chyb přeložen (zmizí progressbar), můžeme
vkládat požadovanou chybu z kategorie Read/Write. V logu můžeme sledovat vkládané
chyby a v terminálu pozorovat chybová hlášení, které testovaný program vypisuje. Program
můžeme ukončit tlačítkem Terminate.
B.4.3 Testovací aplikace memory
Aplikace je určena k ukázce testování systémového volání mmap2. V cyklu (5krát) aplikace
alokuje paměť. Začíná na 128 kB a postupně velikost zvětšuje. Pokud se paměť podaří
naalokovat, tak ji zase uvolní.
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Použití
V nástroji pro testování zadáme cestu k programu memory. Poté spustíme testování pomocí
tlačítka Run. Jakmile je skript pro vkládání chyb přeložen (zmizí progressbar), můžeme
vkládat požadovanou chybu z kategorie Memory. V logu můžeme sledovat vkládané chyby a
v terminálu pozorovat chybová hlášení, které testovaný program vypisuje. Program můžeme
ukončit tlačítkem Terminate.
B.4.4 Testovací aplikace net
Aplikace je určena k ukázce testování systémového volání sendto a recvfrom. Skládá se
ze dvou částí: klient a server. Klient zasílá serveru malá písmena abecedy a server zasílá
klientovi velká písmena abecedy. Obě aplikace cyklí donekonečna. Na standardní výstup
aplikace vypisují přijatá a odeslaná data.
Použití
V nástroji pro testování zadáme cestu k programu klient nebo server. Klient očekává dva
parametry, adresu serveru (localhost) a port, server očekává pouze port. První spustíme
server a pak klienta (jeden v konzoli a druhý v nástroji pro testování). Jakmile je skript pro
vkládání chyb přeložen (zmizí progressbar), můžeme vkládat požadovanou chybu z kategorie
Network. V logu můžeme sledovat vkládané chyby a v terminálu pozorovat chybová hlášení,
které testovaný program vypisuje. Program můžeme ukončit tlačítkem Terminate. Druhý
program v terminálu ukončíme pomocí kláves Ctrl + C.
B.4.5 Testovací aplikace dir
Aplikace je určena k ukázce testování systémového volání mkdir a chmod. Aplikace byla na-
vržena pro demonstraci testování v pokročilém režimu, kde se zadávají i parametry jednot-
livých systémových volání. Aplikace vytvoří adresář se jménem aaa, kterému pak postupně
mění práva na čtené pro vlastníka, čtení pro skupinu a čtení pro ostatní. Nakonec tento
adresář smaže a celá operace se opakuje, akorát se pracuje s adresářem bbb.
Použití
Přepneme se do pokročilého režimu pomocí menu Mode - Advanced. Pak zadáme cestu k
programu dir a pomocí menu File - Open otevřeme soubor dir.fi, který obsahuje předchys-
tané chyby. Poté spustíme testování pomocí tlačítka Run. Jakmile je skript pro vkládání
chyb přeložen (zmizí progressbar), můžeme vkládat požadovanou chybu. Z předchystaných
chyb můžeme např. zkusit vložit chybu pouze do systémového volání mkdir pro adresář
aaa, nebo do systémového volání chmod pouze při změně práv na čtení pro vlastníka.
Pozn. Adresáře se vytváří s právy 0777, práva pro čtení vlastníka jsou 0400, pro čtení
skupiny 040 a pro čtení ostatních 04.
B.4.6 Testovací aplikace cmd mkdir
V adresáři cmd mkdir se nenachází přímo testovací aplikace, ale je zde soubor mkdir.fi,
který slouží k ukázce použití konzolové aplikace Při spuštění aplikace s tímto vstupem
vložíme chybu EACCES do systémového volání mkdir, které bude vytvářet adresář se jménem
bbb.
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Použití
Konzolovou aplikaci spustíme následovně:
./fi-cmd.py -i mkdir.fi -c "mkdir bbb"
a v terminálu můžeme sledovat vyvolanou chybu. Pokud zkusíme vytvořit adresář s jiným
jménem, tak se chyba do systémového volání nevloží.
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