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Abstract
This paper is concerned with voting processes on graphs where each vertex holds one of
two different opinions. In particular, we study the Best-of-two and the Best-of-three. Here at
each synchronous and discrete time step, each vertex updates its opinion to match the majority
among the opinions of two random neighbors and itself (the Best-of-two) or the opinions of
three random neighbors (the Best-of-three). Previous studies have explored these processes on
complete graphs and expander graphs, but we understand significantly less about their properties
on graphs with more complicated structures.
In this paper, we study the Best-of-two and the Best-of-three on the stochastic block model
G(2n, p, q), which is a random graph consisting of two distinct Erdo˝s-Re´nyi graphs G(n, p) joined
by random edges with density q ≤ p. We obtain two main results. First, if p = ω(log n/n) and
r = q/p is a constant, we show that there is a phase transition in r with threshold r∗ (specifically,
r∗ =
√
5 − 2 for the Best-of-two, and r∗ = 1/7 for the Best-of-three). If r > r∗, the process
reaches consensus within O(log log n+ log n/ log(np)) steps for any initial opinion configuration
with a bias of Ω(n). By contrast, if r < r∗, then there exists an initial opinion configuration with
a bias of Ω(n) from which the process requires at least 2Ω(n) steps to reach consensus. Second,
if p is a constant and r > r∗, we show that, for any initial opinion configuration, the process
reaches consensus within O(log n) steps. To the best of our knowledge, this is the first result
concerning multiple-choice voting for arbitrary initial opinion configurations on non-complete
graphs.
Key words: Distributed voting, consensus problem, random graph
1 Introduction
This paper is concerned with voting processes on distributed networks. Consider an undirected
connected graph G = (V,E) where each vertex v ∈ V initially holds an opinion from a finite set.
A voting process is defined by a local updating rule: Each vertex updates its opinion according to
the rule. Voting processes appear as simple mathematical models in a wide range of fields, e.g. so-
cial behavior, physical phenomena and biological systems [37, 35, 4]. In distributed computing,
voting processes are known as a simple approach for consensus problems [24, 27].
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1.1 Previous work
The synchronous pull voting (a.k.a. the voter model) is a simple and well-studied voting process [38,
29]. In the pull voting, at each synchronous and discrete time step, each vertex adopts the opinion
of a randomly selected neighbor. Here, the main quantity of interest is the consensus time, which
is the number of steps required to reach consensus (i.e. the configuration where all vertices hold
the same opinion). Hassin and Peleg [29] showed that the expected consensus time is O(n3 log n)
for all non-bipartite graphs and for all initial opinion configurations, where n is the number of
vertices. Note that, for bipartite graphs, there exists an initial opinion configuration that never
reaches consensus.
The pull voting has been extended to develop voting processes where each vertex queries multiple
neighbors at each step. The simplest multiple-choice voting process is the Best-of-two (two sample
voting, or 2-Choices), where each vertex v ∈ V randomly samples two neighbors (with replacement)
and, if both hold the same opinion, adopts it1. Doerr et al. [22] showed that, for complete graphs
initially involving two possible opinions, the consensus time of the Best-of-two is O(log n) with high
probability2. Likewise, the Best-of-three (a.k.a. 3-Majority) is another simple multiple-choice voting
process where each vertex adopts the majority opinion among those of three randomly selected
neighbors. Several researchers have studied this model on complete graphs initially involving k ≥ 2
opinions [8, 7, 10, 26]. For example, Ghaffari and Lengler [26] showed that the consensus time of
the Best-of-three is O(k log n) if k = O(n1/3/
√
log n).
Several studies of multiple-choice voting processes on non-complete graphs have considered
expander graphs with an initial bias, i.e. a difference between the initial sizes of the largest and the
second largest opinions. Cooper et al. [14] showed that, for any regular expander graph initially
involving two opinions, the Best-of-two reaches consensus within O(log n) steps w.h.p. if the initial
bias is Ω(nλ2), where λ2 is the second largest eigenvalue of the graph’s transition matrix. This result
was later extended to general expander graphs, including Erdo˝s-Re´nyi random graphsG(n, p), under
milder assumptions about the initial bias [15]. Recall that the Erdo˝s-Re´nri graph G(n, p) is a graph
on n vertices where each vertex pair is joined by an edge with probability p, independent of any
other pairs. In [16], the authors studied the Best-of-two and the Best-of-three on regular expander
graphs initially involving more than two opinions. In [3, 32], the authors studied multiple-choice
voting processes on non-complete graphs with random initial configuration.
Recently, the Best-of-two on richer classes of graphs involving two opinions have been studied.
Previous works proved interesting results which do not hold on complete graphs or expander graphs.
Cruciani et al. [18] studied the Best-of-two on the core periphery network, namely a graph consisting
of core vertices and periphery vertices. They showed that a phase transition can occur, depending
on the density of edges between core and periphery vertices: Either the process reaches consensus
within O(log n) steps, or remains a configuration where both opinions coexist for at least Ω(n) steps.
Cruciani et al. [19] studied the Best-of-two on the (a, b)-regular stochastic block model, which is a
graph consisting of two a-regular graphs connected by a b-regular bipartite graph. Under certain
assumptions including b/a = O(n−0.5), they showed that, starting from a random initial opinion
configuration, the process reaches an almost clustered configuration (e.g. both communities are in
almost consensus but the opinions are distinct) within O(log n) steps with constant probability,
then stays in that configuration for at least Ω(n) steps w.h.p. They also proposed a distributed
community detection algorithm based on this property.
1If the graph initially involves two possible opinions, this definition matches the rule described in Abstract.
2In this paper “with high probability” (w.h.p.) means probability at least 1− n−c for a constant c > 0.
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1.2 Our results
This paper considers the stochastic block model, a well-known random graph model that forms
multiple communities. This model has been well-explored in a wide range of fields, including
biology [11, 36], network analysis [5, 28] and machine learning [2, 1], where it serves as a benchmark
for community detection algorithms. The study of the voting processes on the stochastic block
model has a potential application in distributed community detection algorithms [6, 9, 19]. In this
paper, we focus on the following model which admits two communities of equal size.
Definition 1.1 (Stochastic block model). For n ∈ N and p, q ∈ [0, 1] with q ≤ p, the stochastic
block model G(2n, p, q) is a graph on a vertex set V = V1∪V2, where |V1| = |V2| = n and V1∩V2 = ∅.
In addition, each pair {u, v} of distinct vertices u ∈ Vi and v ∈ Vj forms an edge with probability
θ, independent of any other edges, where
θ =
{
p if i = j,
q otherwise.
Note that G(2n, p, q) is not connected w.h.p. if p = o(log n/n) [25]. Throughout this paper, we
assume p = ω(log n/n), in which regime each community is connected w.h.p.
In this paper, we first generate a random graph G(2n, p, q), and then set an initial opinion
configuration from {1, 2}. Let A(0), A(1), . . . be a sequence of random vertex subsets where A(t) is
the set of vertices of opinion 1 at step t. For any A ⊆ V , the consensus time Tcons(A) is defined as
Tcons(A) := min
{
t ≥ 0 : A(t) ∈ {∅, V }, A(0) = A
}
.
We obtain two main results, described below.
Result I: phase transition. Observe that, if p = q = 1, then G(2n, 1, 1) is a complete graph and
the consensus time of the Best-of-two is O(log n), from the results of [22]. On the other hand, the
graph G(2n, 1, 0) consists of two disjoint complete graphs, each of size n, meaning that, depending
on the initial state, it may not reach consensus. This naturally raises the following question: Where
is the boundary between these two phenomena? This motivated us to study the consensus times
of the Best-of-two and the Best-of-three on G(2n, p, q) for a wide range of r := q/p, and led us to
propose the following answers.
Theorem 1.2 (Phase transition of the Best-of-three on G(2n, p, q)). Consider the Best-of-three on
G(2n, p, q) such that r := qp is a constant.
(i) If r > 17 , then G(2n, p, q) w.h.p. satisfies the following property: There exist two positive
constants C,C ′ > 0 such that
∀A ⊆ V of ∣∣|A| − |V \A|∣∣ = Ω(n) :
Pr
[
Tcons(A) ≤ C
(
log logn+
log n
log(np)
)]
≥ 1−O
(
n−C
′)
.
(ii) If r < 17 , then G(2n, p, q) w.h.p. satisfies the following property: There exist a set A ⊆ V with∣∣|A| − |V \A|∣∣ = Ω(n) and two positive constants C,C ′ > 0 such that
Pr [Tcons(A) ≥ exp(Cn)] ≥ 1−O
(
n−C
′)
.
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Theorem 1.3 (Phase transition of the Best-of-two on G(2n, p, q)). Consider the Best-of-two on
G(2n, p, q) such that r := qp is a constant.
(i) If r >
√
5−2, then G(2n, p, q) w.h.p. satisfies the following property: There exist two positive
constants C,C ′ > 0 such that
∀A ⊆ V of ∣∣|A| − |V \A|∣∣ = Ω(n) :
Pr
[
Tcons(A) ≤ C
(
log logn+
log n
log(np)
)]
≥ 1−O
(
n−C
′)
.
(ii) If r <
√
5−2, then G(2n, p, q) w.h.p. satisfies the following property: There exist a set A ⊆ V
with
∣∣|A| − |V \A|∣∣ = Ω(n) and two positive constants C,C ′ > 0 such that
Pr [Tcons(A) ≥ exp(Cn)] ≥ 1−O
(
n−C
′)
.
Note that the upper bound Tcons(A) = O(log log n + log n/ log(np)) is tight up to a constant
factor if log n/ log(np) ≥ log log n. To see this, observe that there exists an A ⊆ V such that Tcons(A)
is at least half of the diameter. In addition, it is easy to see that the diameter of G(2n, p, q) is
Θ(log n/ log(np)) w.h.p. [25].
We also note that the consensus time of the pull voting is O(poly(n)) for any non-bipartite
graph [29]. To the best of our knowledge, Theorem 1.2 and Theorem 1.3 provide the first nontrivial
graphs where the consensus time of a multiple-choice voting process is exponentially slower than
that of the pull voting.
Result II: worst-case analysis. The most central topic in voter processes is the symmetry
breaking, i.e. the number of iterations required to cause a small bias starting from the half-and-
half state. Here, we are interested in the worst-case consensus time with respect to initial opinion
configurations. To the best of our knowledge, all current results on worst-case consensus time of
multiple-choice voting processes deal with complete graphs [22, 7, 10, 26]. All previous work on
non-complete graphs has involved some special bias setting (e.g. an initial bias [14, 15, 16], or
a random initial opinion configuration [3, 19, 32]). In this paper, we present the following first
worst-case analysis of non-complete graphs.
Theorem 1.4 (Worst-case analysis of the Best-of-three on G(2n, p, q)). Consider the Best-of-three
on G(2n, p, q) such that p and q are positive constants. If qp >
1
7 , then G(2n, p, q) w.h.p. satisfies
the following property: There exist two positive constants C,C ′ > 0 such that
∀A ⊆ V : Pr [Tcons(A) ≤ C log n] ≥ 1−O
(
n−C
′)
.
Theorem 1.5 (Worst-case analysis of the Best-of-two on G(2n, p, q)). Consider the Best-of-two on
G(2n, p, q) such that p and q are positive constants. If qp >
√
5− 2, then G(2n, p, q) w.h.p. satisfies
the following property: There exist two positive constants C,C ′ > 0 such that
∀A ⊆ V : Pr [Tcons(A) ≤ C log n] ≥ 1−O
(
n−C
′)
.
Based on these theorems, an immediate but important corollary follows.
Corollary 1.6. For any constant p > 0, the Best-of-two and the Best-of-three on the Erdo˝s-Re´nyi
graph G(n, p) reach consensus within O(log n) steps w.h.p. for all initial opinion configurations.
Recall that the Best-of-two and the Best-of-three on G(n, p) has been extensively studied in
previous works but these works put aforementioned assumptions on initial bias.
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Figure 1: Four types of zero areas are illustrated. The sink areas do not appear if r > 1/7.
1.3 Strategy
Known techniques and our technical contribution. Consider a voting process on a graph
G = (V,E) where each vertex holds an opinion from {1, 2}, and let A be the set of vertices holding
opinion 1. In general, a voting process with two opinions can be seen as a Markov chain with
the state space {1, 2}V . For A ⊆ V , let A′ denote the set of vertices that hold opinion 1 in the
next time step. Then, |A′| = ∑v∈V 1v∈A′ is the sum of independent random variables; thus, |A′|
concentrates on E[|A′| | A].
If the underlying graph is a complete graph, the state space can be regarded as {0, . . . , n} (each
state represents |A|). Therefore, E[|A′| | A] is expressed as a function of |A|, e.g. in the Best-of-two,
E[|A′| | A] = f(|A|) := |A|(1 − ( |A|n )2) + (n − |A|)( |A|n )2 = n(3( |A|n )2 − 2( |A|n )3). Doerr et al. [22]
exploited this idea for the Best-of-two and obtained the worst-case analysis for the consensus time
on complete graphs. Somewhat interestingly, we also have E[|A′| | A] = f(|A|) in the Best-of-three.
Cooper et al. [14] extended this approach to the Best-of-two on regular expander graphs. Specif-
ically, they proved that E[|A′| | A] = f(|A|)±O() for all A ⊆ V , where  = (n, λ2) = o(n) is some
function using the expander mixing lemma. This argument assumes an initial bias of size Ω(). In
another paper, Cooper et al. [15] improved this technique and proved more sophisticated results
that hold for general (i.e. not necessarily regular) expander graphs.
In this paper, we consider G(2n, p, q) on the vertex set V = V1∪V2. Let Ai := A∩Vi for A ⊆ V
and i = 1, 2. We prove that G(2n, p, q) w.h.p. satisfies E[|A′i| | A] = Fi(|A1|, |A2|) ± O(
√
n/p) for
all A ⊆ V in the Best-of-three, where Fi : N2 → N is some function (i = 1, 2). See (2) for details.
We show the same result for the Best-of-two (51). Here, our key tool is the concentration method,
specifically the Janson inequality (Lemma A.15) and the Kim-Vu concentration (Lemma A.16).
High-level proof sketch. Consider the Best-of-three on G(2n, p, q), and let A(0), A(1), . . . be a
sequence of random vertex subsets determined by A(t+1) := (A(t))′ for each t ≥ 0. Consider a
stochastic process α(t) = (α
(t)
1 , α
(t)
2 ) ∈ [0, 1]2 where α(t)i = |A(t) ∩ Vi|/n for i = 1, 2. Our technical
result in the previous paragraph approximates the stochastic process α(t) by the deterministic
process a(t) defined as a(t+1) = H(a(t)) and α(0) = a(0) for some function H : [0, 1]2 → [0, 1]2 (See
(4) and Figure 2). The function H induces a two-dimensional dynamical system, which we call the
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induced dynamical system. Using this, we obtain two results concerning α(t).
First, we show that, for any initial configuration, the process reaches one of the zero areas (a
neighbor of a fixed point of H) within a constant number of steps. To show this, in addition to the
approximation result, we used the theory of competitive dynamical systems [30].
Second, we characterize the behavior of α(t) in zero areas. The zero areas depend only on
r = q/p, and are classified into four types using the Jacobian matrix: consensus, sink, saddle and
source areas (see Figure 1 for a description). In consensus areas, we show that the process reaches
consensus within O(log log n+log n/ log(np)) steps. In sink areas, we show that the process remains
there for at least 2Ω(n) steps, and also that sink areas only appear if r < 1/7. In saddle and source
areas, we show that the process escapes from there within O(log n) steps if p is a constant by using
techniques of [22]. Intuitively speaking, in these two kinds of areas, there are drifts towards outside.
To apply the techniques of [22], we show that Var[|A′i|] = Ω(n) in the area if p is constant, which
leads to our worst-case analysis result. Indeed, any previous works working on expander graphs
did not investigate the worst-case due to the lack of variance estimation.
These arguments also enable us to study the Best-of-two process, which implies Theorem 1.3.
1.4 Related work
The consensus time of the pull voting process is investigated via its dual process, known as coalesc-
ing random walks [29, 13, 17]. Recently coalescing random walks have been extensively studied,
including the relationship with properties of random walks such as the hitting time and the mixing
time [31, 39].
Other studies have focused on voting processes with more general updating rules. Cooper
and Rivera [17] studied the linear voting model, whose updating rule is characterized by a set of
n × n binary matrices. This model covers the synchronous pull and the asynchronous push/pull
voting processes. However, it does not cover the Best-of-two and the Best-of-three. Schoenebeck
and Yu [40] studied asynchronous voting processes whose updating functions are majority-like
(including the asynchronous Best-of-(2k + 1) voting processes). They gave upper bounds on the
consensus times of such models on dense Erdo˝s-Re´nyi random graphs using a potential technique.
Organization. First we set notation and precise definition of the Best-of-three in Section 2. After
explaining key properties of the stochastic block model in Section 3, we show some auxiliary results
of the induced dynamical system in Section 4. Then we derive Theorems 1.2 and 1.4 in Section 5.
Our general framework of voting processes and results of the general induced dynamical systems
are given in Sections 6 and 7, respectively. Then we give proofs for key properties of the stochastic
block model in Section 8 and results of the general induced dynamical system in Section 9. In
Section 10, we show Theorems 1.3 and 1.5, and we conclude this paper in Section 11.
2 Best-of-three voting process
For an ` ∈ N, let [`] := {1, 2, . . . , `}. For a graph G = (V,E) and v ∈ V , let N(v) be the set of
vertices adjacent to v. Denote the degree of v ∈ V by deg(v) = |N(v)|. For v ∈ V and S ⊆ V , let
degS(v) = |S ∩N(v)|. Here, we study the Best-of-three with two possible opinions from {1, 2}.
Definition 2.1 (Best-of-three). Let G = (V,E) be a graph where each vertex holds an opinion
from {1, 2}. Let
fBo3(x) :=
(
3
3
)
x3 +
(
3
2
)
x2(1− x) = 3x2 − 2x3.
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For the set A of vertices holding opinion 1, let A′ denote the set of vertices that hold opinion 1 after
an update. In the Best-of-three, A′ = {v ∈ V : Xv = 1} where (Xv)v∈V are independent binary
random variables satisfying
Pr[Xv = 1] = f
Bo3
(
degA(v)
deg(v)
)
.
For a given vertex subset A(0) ⊆ V , we are interested in the behavior of the Markov chain
(A(t))∞t=0, i.e. the sequence of random vertex subsets determined by A(t+1) := (A(t))′ for each t ≥ 0.
Let Ai := Vi∩A for A ⊆ V and i = 1, 2. Since |A′i| =
∑
v∈Vi Xv, the Hoeffding bound (Lemma A.9)
implies that the following holds w.h.p for i = 1, 2:∣∣|A′i| −E[|A′i|]∣∣ = O(√n log n). (1)
3 Concentration result for the stochastic block model
In this paper, we consider the Best-of-three on the stochastic block model G(2n, p, q) (Defini-
tion 1.1). Then, E [|A′i|] in (1) is a random variable since G(2n, p, q) is a random graph. Here, our
key ingredient is the following general concentration result for G(2n, p, q).
Definition 3.1 (f -good G(2n, p, q)). For a given function f : [0, 1] → [0, 1], we say G(2n, p, q) is
f -good if G(2n, p, q) satisfies the following properties.
(P1) It is connected and non-bipartite.
(P2) A positive constant C1 exists such that, for all A,S ⊆ V and i ∈ {1, 2},∣∣∣∣∣∣
∑
v∈S∩Vi
f
(
degA(v)
deg(v)
)
− |S ∩ Vi|f
( |Ai|p+ |A3−i|q
n(p+ q)
)∣∣∣∣∣∣ ≤ C1
√
n
p
.
(P3) A positive constant C2 exists such that, for all A ⊆ V , S ∈ {A, V \A, V } and i ∈ {1, 2},
∑
v∈S∩Vi
f
(
degA(v)
deg(v)
)
≤ |S ∩ Vi|f
( |Ai|p+ |A3−i|q
n(p+ q)
)
+ C2|A|
√
log n
np
.
Theorem 3.2 (Main technical theorem). Suppose that f : [0, 1] → [0, 1] is a polynomial function
with constant degree, p = ω(log n/n) and q ≥ log n/n2. Then G(2n, p, q) is f -good w.h.p.
Note that the proof of (P1) is not difficult since p = ω(log n/n) and q ≥ log n/n2 [25]. Proving
(P2) and (P3), however, is more challenging: we show these in Section 8.
From Theorem 3.2, G(2n, p, q) is fBo3-good w.h.p. Hence, we consider the Best-of-three on an
fBo3-good G(2n, p, q). From (P2) and (P3), we have
E[|A′i|] =
∑
v∈Vi
fBo3
(
degA(v)
deg(v)
)
= nfBo3
( |Ai|p+ |A3−i|q
n(p+ q)
)±O
(√
n
p
)
+O
(
|A|
√
logn
np
) (2)
for all A ⊆ V and i = 1, 2. Here, we remark that (P3) is stronger than (P2) if |A| is sufficiently
small. This property will play a key role in the proof of Proposition 4.5.
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Idea of the proof of Theorem 3.2. We consider the property (P2). Note that we may assume
f(x) = xk for some constant k w.l.o.g. since it suffices to obtain the concentration result for each
term of f . For simplicity, let us exemplify our idea on the special case of k = 3. It is known that
deg(v) = n(p + q) ± O(√np log n) holds for all v ∈ V w.h.p. (see, e.g. [25]). This implies that∑
v∈S
(
degA(v)
deg(v)
)3
=
1±O(
√
logn/np)
(n(p+q))3
·∑v∈S degA(v)3 holds for all S,A ⊆ V . Indeed, it is not difficult
to see that the term O(
√
log n/np) can be improved to O(
√
1/np) (see Section 8.1).
The core of the proof is the concentration of
∑
v∈S degA(v)
3. Note that
∑
v∈S degA(v) =∑
v∈S
∑
a∈A 1{s,a}∈E counts the number of cut edges between S and A. For fixed S and A, the
Chernoff bound yields the concentration of it since each edge appears independently. Similarly,
the summation
∑
v∈S degA(v)
3 =
∑
v∈S
∑
a,b,c∈A 1{v,a},{v,b},{v,c}∈E counts the number of “cross-
ing stars” between S and A. However, the Chernoff bound does not work here due to the de-
pendency of the appearance of crossing stars. Fortunately, we can obtain a strong lower bound
using the Janson inequality (Lemma A.15) as follows: For S,A,B,C ⊆ V , let W (S;A,B,C) :=∑
v∈S degA(v) degB(v) degC(v). From the Janson inequality and the union bound on S,A,B,C ⊆
V , we can show that W (S;A,B,C) ≥ E[W (S;A,B,C)]− O(n3.5p2.5) holds for all S,A,B,C ⊆ V
w.h.p. On the other hand, it is easy to check that
W (S;A,B,C) = W (V ;V, V, V )−W (V ;V, V, V \ C)−W (V ;V, V \B,C)
−W (V ;V \A,B,C)−W (V \ S;A,B,C).
The Kim-Vu concentration (Lemma A.16) yields W (V ;V, V, V ) ≤ E[W (V ;V, V, V )] + O(n3.5p2.5)
since we do not consider the union bound here. For the other terms, we apply the lower bound
by the Janson inequality. Then, we have a strong concentration result that
∑
v∈S degA(v)
3 =
W (S;A,A,A) = E[W (S;A,A,A)]±O(n3.5p2.5) holds for all S,A ⊆ V w.h.p. Finally, we estimate
the gap between E[W (S ∩ Vi, A,A,A)] and |S ∩ Vi|(|Ai|p+ |A3−i|q)3. See Section 8 for details.
4 Induced dynamical system
Let αi :=
|Ai|
n , α
′
i :=
|A′i|
n and r :=
q
p . Suppose that r is a constant. Then, for an f
Bo3-good
G(2n, p, q), it holds w.h.p. that∣∣∣∣α′i − fBo3(αi + rα3−i1 + r
)∣∣∣∣ = O
(√
1
np
+
√
log n
n
)
(3)
for all A ⊆ V and i = 1, 2 since (1) and (2) hold.
Throughout this paper, we use α = (α1, α2) and α
′ = (α′1, α′2) as vector-valued random vari-
ables. Equation (3) leads us to the dynamical system H, where we define H : R2 → R2 as
H : a 7→ (H1(a), H2(a)), (4)
and Hi(a1, a2) := f
Bo3
(
ai+ra3−i
1+r
)
.
By combining (3) with the Lipschitz condition (see Appendix A.2), it is not difficult to show
the following result; see Section 6 for the proof.
Theorem 4.1. Consider the Best-of-three on an fBo3-good G(2n, p, q), starting with the vertex set
A(0) ⊆ V holding opinion 1. Let (α(t))∞t=0 be a stochastic process given by α(t) = (α(t)1 , α(t)2 ) and
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d*1
d*4
d*2
(a) r = 1/6
d*1
d*2
d*3
d*4
(b) r = 1/9
Figure 2: The induced dynamical system H of (4). The points d∗i are the fixed points given in (8).
Here, the horizontal and vertical axes correspond to α1 and α2, respectively. We can observe two
sink points in (b), but none in (a).
α
(t)
i = |A(t) ∩ Vi|/n. Let H be the mapping (4) and define (a(t))∞t=0 as{
a(0) = α(0),
a(t+1) = H(a(t)).
(5)
Then there exists a positive constant C > 0 such that
∀0 ≤ t ≤ no(1),∀A(0) ⊆ V : Pr
[
‖α(t) − a(t)‖∞ ≤ Ct
(
1√
np
+
√
log n
n
)]
≥ 1− n−Ω(1).
Broadly speaking, Theorem 4.1 approximates the behavior of α(t) by the orbit a(t) of the
corresponding dynamical system H. We call the mapping H the induced dynamical system. Indeed,
the same results as (2) hold for the Best-of-two voting. Therefore, analogous results of Theorem 4.1
hold, which enable us to analyze the Best-of-two on G(2n, p, q) via its induced dynamical system.
The dynamical system H of (4) is illustrated in Figure 2.
To make the calculations more convenient, we change the coordinate of H by
δ = (δ1, δ2) := (α1 − α2, α1 + α2 − 1).
Note that δ1 and δ2 axes are corresponding to the dotted lines of Figure 1. Let u :=
1−r
1+r . Then we
have
E[δ′i | A] = Ti(δ1, δ2) +O
(
1√
np
)
,
where
T1(d1, d2) :=
ud1
2
(
3− (ud1)2 − 3d22
)
, T2(d1, d2) :=
d2
2
(
3− 3(ud1)2 − d22
)
. (6)
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This suggests another dynamical system T (d) = (T1(d), T2(d)). Here, we use d = (d1, d2) as
a specific point and δ = (δ1, δ2) as a vector-valued random variable. Consider δ
(t) = (δ
(t)
1 , δ
(t)
2 )
and (d(t))∞t=0, where d(0) = δ
(0) and d(t+1) = T (d(t)) for each t ≥ 0. From Theorem 4.1, it holds
w.h.p. that
‖δ(t) − d(t)‖∞ ≤ Ct
(
1√
np
+
√
log n
n
)
(7)
for sufficiently large constant C > 0, any 0 ≤ t ≤ no(1) and any initial configuration A(0) ⊆ V . For
notational convenience, we use δ′ := δ(t+1) for δ = δ(t). Similarly, we refer d′ to T (d).
Note that δ satisfies |δ1|+|δ2| ≤ 1. In addition, the dynamical system T is symmetric: Precisely,
T1(±d1,∓d2) = ±T1(d1, d2) and T2(±d1,∓d2) = ∓T2(d1, d2) hold. In Lemma 4.2, we assert that
the sequence (d(t))∞t=0 is closed in
S := {(d1, d2) ∈ [0, 1]2 : d1 + d2 ≤ 1}.
From now on, we focus on S and consider the behavior of δ around fixed points. A straightfor-
ward calculation shows that d′ = d ∈ S if and only if d ∈ {d∗1,d∗2,d∗3,d∗4}, where
d∗i :=

(0, 0) if i = 1,(√
3u−2
u3
, 0
)
if i = 2 and u ≥ 23 ,(√
1
4u3
,
√
4u−3
4u
)
if i = 3 and u ≥ 34 ,
(0, 1) if i = 4.
(8)
Here, we provide auxiliary results needed for the proofs of Theorems 1.2 and 1.4. The proofs
of these results are presented in Sections 7 and 9. For x ∈ R2 and  > 0, let B(x, ) = {y ∈ R2 :
‖x− y‖∞ < } be the open ball. For d = (d1, d2) ∈ R2, let 〈d〉+ := (|d1|, |d2|) ∈ R2.
Lemma 4.2 (S is closed). For any d ∈ S, it holds that d′ ∈ S.
Proposition 4.3 (Orbit convergence). For any sequence (d(t))∞t=0, limt→∞〈d(t)〉+ = d∗i for some
i ∈ {1, 2, 3, 4}. In addition, if u < 34 and a positive constant κ > 0 exists such that the initial point
d(0) = (d
(0)
1 , d
(0)
2 ) ∈ S satisfies |d(0)2 | > κ, then limt→∞〈d(t)〉+ = d∗4.
Proposition 4.4 (Dynamics around d∗2). Consider the Best-of-three on an fBo3-good G(2n, p, q)
such that r = q/p < 1/7 is a constant. Then there exists a positive constant  = (r) satisfying
Pr
[〈δ′〉+ 6∈ B(d∗2, ) ∣∣ 〈δ〉+ ∈ B(d∗2, )] ≤ exp(−Ω(n)).
In particular, Tcons(A) = exp(Ω(n)) w.h.p. for any A satisfying 〈δ〉+ ∈ B(d∗2, ).
Proposition 4.5 (Towards consensus). Consider the Best-of-three on an fBo3-good G(2n, p, q)
such that r = q/p is a constant. Then, there exists a universal constant  = (r) > 0 satisfying the
following: Tcons(A) ≤ O(log log n + log n/ log(np)) holds w.h.p. for all A ⊆ V with min{|A|, 2n −
|A|} ≤ n.
Proposition 4.6 (Escape from fixed points). Consider the Best-of-three on an fBo3-good G(2n, p, q)
such that p and q are constants. If q/p > 1/7 and |δ(0)2 | = o(1), then it holds w.h.p. that |δ(τ)2 | > κ
for some τ = O(log n) and some constant κ > 0.
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Intuitive explanations for Propositions 4.4 to 4.6. In Propositions 4.4 to 4.6, we consider
the behavior of α(t) around the fixed points (8). Let H be the induced dynamical system and let
J be the Jacobian matrix of H at a fixed point a∗ with two eigenvalues λ1, λ2. If the eigenvectors
are linearly independent, we can rewrite J as J = U−1ΛU , where Λ := diag(λ1, λ2) and U is
some nonsingular matrix. Let β := U(α− a∗). Roughly speaking, if α is closed to a∗, the Taylor
expansion at a∗ (i.e. H(α) ≈ a∗ + J(α− a∗)) yields
E[β′ | A] = U(E[α′ | A]− a∗) ≈ U(H(α)− a∗) ≈ Λβ.
In other words, β′i ≈ λiβi. If max{|λ1|, |λ2|} < 1− c for some constant c > 0, we might expect that
‖β‖ = Θ(‖α − a∗‖) is likely to keep being small. Here, we do not restrict this argument on the
Best-of-three. We will prove Proposition 7.2, which is a generalized version of Proposition 4.4. If
max{|λ1|, |λ2|} > 1 + c for some constant c > 0, the norm ‖β‖ seems to become large in a small
number of steps. We will exploit this insight and prove Proposition 7.8, which immediately implies
Proposition 4.6. Indeed, for consensus areas (i.e. a∗ ∈ {(0, 0), (1, 1)}), the induced dynamical
systems of the Best-of-three and the Best-of-two satisfy λ1 = λ2 = 0. Then, the Taylor expansion
yields ‖α′ − a∗‖ ≈ O(‖α − a∗‖2). This observation and the property (P3) lead to the proof of
Proposition 7.3 as well as Proposition 4.5.
5 Derive Theorems 1.2 and 1.4
Here, we prove Theorems 1.2 and 1.4 using Propositions 4.3 to 4.6.
Proof of Theorem 1.2. If r > 17 and A
(0) ⊆ V satisfies ∣∣|A(0)| − n∣∣ = Ω(n), then we have |d(0)2 | =
|δ(0)2 | > κ for some constant κ > 0. Next, for any constant  > 0, Proposition 4.3 implies 〈d(l)〉+ ∈
B(d∗4, ) for some constant l = l(). From (7), we have 〈δ(l)〉+ ∈ B(d∗4, ) for sufficiently large n. Set
 be the constant mentioned in Proposition 4.5. Then, from Proposition 4.5, it holds w.h.p. that
Tcons(A
(0)) ≤ l + Tcons(A(l)) ≤ O(log log n+ log n/ log(np)).
If r < 17 , Proposition 4.4 yields Tcons(A
(0)) ≥ exp(Ω(n)) w.h.p. for any A(0) ⊆ V with δ(0) ∈
B(d∗2, ), where  > 0 is the constant from Proposition 4.4. This completes the proof of (ii).
Proof of Theorem 1.4. If |δ(0)| = o(1), then Proposition 4.6 yields that |δ(τ)| > κ for some constant
κ > 0 and some τ = O(log n). Then, from Theorem 1.2, we have Tcons(A
(τ)) ≤ O(log log n +
log n/ log(np)). Thus, Tcons(A
(0)) ≤ τ + Tcons(A(τ)) ≤ O(log n).
Theorems 1.4 and 1.5
Propositions 4.6 and 10.5 Propositions 4.4 and 10.3 Propositions 4.5 and 10.4
Theorems 1.2 and 1.3
Propositions 4.3 and 10.2
Proposition 7.8 Proposition 7.2 Proposition 7.3
Theorems 3.2 and 6.2
Lemmas 8.1 to 8.6
The Janson inequality and
the Kim-Vu concentration
Competitive dynamical systems
Figure 3: The organization of our proofs.
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6 Polynomial voting processes
Using Theorem 3.2, we can prove the same results as Theorem 4.1 for various models including the
Best-of-two. Hence, in this paper, we do not restrict our interest to the Best-of-three: Instead, we
prove general results that hold for polynomial voting process on G(2n, p, q).
Definition 6.1 ((f1, f2)-polynomial voting process). Let G = (V,E) be a graph where each vertex
holds an opinion from {1, 2}. Let f1, f2 : [0, 1]→ [0, 1] be polynomials. For the set A of vertices with
opinion 1, let A′ denote the set of vertices with opinion 1 after an update. In the (f1, f2)-polynomial
voting process, A′ = {v ∈ V : Xv = 1} where (Xv)v∈V are independent binary random variables
satisfying
Pr[Xv = 1] =
f1
(
degA(v)
deg(v)
)
(v ∈ A, i.e. v has opinion 1)
f2
(
degA(v)
deg(v)
)
(v ∈ V \A, i.e. v has opinion 2)
.
In other words,
Pr[v ∈ A′ | A, v has opinion i] = fi
(
degA(v)
deg(v)
)
for i = 1, 2. Polynomial voting process includes several known voting models including the Best-
of-two, the Best-of-three, and so on. For example, f1(x) = f2(x) = f
Bo3(x) = 3x2 − 2x3 for the
Best-of-three. For the Best-of-two, f1(x) = 2x(1 − x) and f2(x) = x2. We can define induced
dynamical system for any polynomial voting process on G(2n, p, q) via the following result:
Theorem 6.2 (Theorem 4.1 for polynomial voting processes). Let f1 and f2 be polynomials
with constant degree. Consider an (f1, f2)-polynomial voting process, on an f1-good and f2-good
G(2n, p, q) starting with vertex set A(0) ⊆ V of opinion 1. Let (A(t))∞t=0 be a sequence of random
vertex subsets defined by A(t+1) := (A(t))′ for each t ≥ 0. Let (α(t))∞t=0, where α(t) = (α(t)1 , α(t)2 )
and α
(t)
i = |A(t) ∩ Vi|/n. Define a mapping H = (H1, H2) as
Hi(a1, a2) = aif1
(
ai + ra3−i
1 + r
)
+ (1− ai)f2
(
ai + ra3−i
1 + r
)
for i = 1, 2.
Define (a(t))∞t=0 as a(0) = α(0) and a(t+1) = H(a(t)) for each t ≥ 0. Then, there exists a constant
C > 0 such that
∀0 ≤ t ≤ no(1),∀A(0) ⊆ V : Pr
[
‖α(t) − a(t)‖∞ ≤ Ct
(
1√
np
+
√
log n
n
)]
≥ 1− n−Ω(1).
Remark that the mapping H of Theorem 6.2 is the induced dynamical system.
Proof. For any polynomial voting process, the cardinality |A′i| can be written as the sum of inde-
pendent random variables:
|A′i| =
∑
v∈Vi
Xv.
Thus, if we fix A ⊆ V , the Hoeffding bound (Lemma A.9) implies that (1) holds w.h.p. Since
E[|A′i|] =
∑
v∈Vi
E[Xv] =
∑
v∈Ai
f1
(
degA(v)
deg(v)
)
+
∑
v∈V \Ai
f2
(
degA(v)
deg(v)
)
,
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the property (P2) and (1) lead to
‖α′ −H(α)‖∞ ≤ C1
(
1√
np
+
√
log n
n
)
for some constant C1 > 0.
Note that the function H satisfies the Lipschitz condition. Hence, a positive constant C2 exists
such that
‖H(x)−H(y)‖∞ ≤ C2‖x− y‖∞
holds for any x,y ∈ [0, 1]2 (see Appendix A.2). Let α(t) = (α(t)1 , α(t)2 ) be the vector-valued stochastic
process and a(t) = (a
(t)
1 ,a
(t)
2 ) be the vector sequence given in (5). Then, we have
‖α(t) − a(t)‖∞ = ‖α(t) −H(α(t−1)) +H(α(t−1))−H(a(t−1))‖∞
≤ ‖α(t) −H(α(t−1))‖∞ + C2‖α(t−1) − a(t−1)‖∞
≤ C2‖α(t−1) − a(t−1)‖∞ + C1
(
1√
np
+
√
log n
n
)
≤ Ct
(
1√
np
+
√
log n
n
)
,
where C is sufficiently large constant.
7 Results of general induced dynamical systems with applications
to the Best-of-three
Now let us focus on the orbit (α(t))∞t=1 such that H(α(0)) = α(0) holds, where H is the induced
dynamical system. In this case, Theorem 6.2 does not provide enough information about the
dynamics. In dynamical system theory, a natural approach for the local behavior around fixed
points is to consider the Jacobian matrix. Recall that, the Jacobian matrix J of a function H :
x 7→ (H1(x), H2(x)) at a ∈ R2 is a 2× 2 matrix given by
J =
(
∂Hi
∂xj
(a)
)
i,j∈[2]
.
In the following subsections, we will investigate the local dynamics from the viewpoint of the
maximum singular value and eigenvalue of the Jacobian matrix.
In contrast to the local dynamics, it is quite difficult to predicate the orbit of general dynamical
systems since some of them exhibits so-called chaos phenomenon. Therefore, the proof of the orbit
convergence (e.g. Proposition 4.3) is not trivial. Fortunately, the induced dynamical system of
the Best-of-three on G(2n, p, q) is competitive, a well-known nice property for predicting the future
orbit [30] (see Appendix A.4 for definition). In Section 7.4, we use known results of competitive
dynamical systems to show Proposition 4.3. It should be noted that the same argument leads to
the orbit convergence for the Best-of-two as we shall discuss in Section 10.
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7.1 Sink point
We begin with defining the notion of sink points. Recall that the singular value of a matrix A is
the positive square root of the eigenvalue of A>A (see Appendix A.1 for formal definition and basic
properties).
Definition 7.1 (sink point). Consider a dynamical system H. A fixed point a∗ ∈ R2 is sink if the
Jacobian matrix J at a∗ satisfies σmax < 1, where σmax is the largest singular value of J .
Proposition 7.2. Consider an (f1, f2)-polynomial voting process on an f1-good and f2-good G(2n, p, q)
such that r = qp is a constant. Let H be the induced dynamical system. Then, for any sink point
a∗ and any sufficiently small  = ω(
√
1/np),
Pr
[
α′ 6∈ B(a∗, ) ∣∣α ∈ B(a∗, )] ≤ exp(−Ω(2n))
holds.
In particular, let
τ := inf
{
t ∈ N : α(t) 6∈ B(a∗, )
}
be a stopping time. Then, τ ≥ exp(Ω(2n)) holds w.h.p. conditioned on α(0) ∈ B(a∗, ) for any 
satisfying  = ω(max{1/√np,√log n/n}).
7.2 Fast consensus
Suppose that the Jacobian matrix at the consensus point (i.e. α ∈ {(0, 0), (1, 1)} is the all-zero
matrix. Then, we claim that the polynomial voting process reaches consensus within a small
number of iterations if the initial set A(0) has small size.
Proposition 7.3. Consider an (f1, f2)-polynomial voting process on an f1-good and f2-good G(2n, p, q)
such that pq is a constant. Suppose that the Jacobian matrix at the point α = (0, 0) is the all-zero
matrix.
Then, there exists a constant C1, C2, δ > 0 such that
Pr
[
Tcons(A) ≤ C1
(
log log n+
log n
log np
)]
≥ 1− n−C2
for all A ⊆ V satisfying |A| ≤ δn.
To show Proposition 7.3, we prove the following result which might be an independent interest:
Proposition 7.4. Consider a polynomial voting process on a graph G of n vertices. Suppose that
there exist absolute constants C, δ > 0 and a function  = (n) = o(1) such that
E[|A′|] ≤ C|A|
2
n
+ |A|
holds for all A ⊆ V satisfying |A| ≤ δn.
Then, there exist positive constants δ′, C ′, C ′′ such that
Pr
[
Tcons(A) ≤ C ′
(
log log n+
log n
log −1
)]
≥ 1− n−C′′
holds for all A ⊆ V satisfying |A| ≤ δ′n.
It should be noted that in Proposition 7.4, we do not restrict the underlying graph G to be
random graphs.
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7.3 Escape from a fixed point
Consider an (f1, f2)-polynomial voting process on an f1-good and f2-good G(2n, p, q) such that p
and q are constants. Let a∗ ∈ R2 be a fixed point of the induced dynamical system H. Let J
be the Jacobian matrix of H at a∗ and λ1, λ2 be its eigenvalues. Let ui be the eigenvector of J
corresponding to λi. Suppose that u1,u2 are linearly independent. Then, we can rewrite J as
J = U−1ΛU,
where Λ = diag(λ1, λ2) and U = (u1 u2)
−1. For a fixed point a∗ ∈ R2, let β = (β1, β2) be a
vector-valued random variable defined as
β = U(α− a∗). (9)
Roughly speaking, from the Taylor expansion of H at a∗, we have
E[β′] ≈ Λβ
if ‖β‖∞ is sufficiently small. Thus, |β′i| ≈ |λi||βi|.
Recall that B(x, R) is the open ball of radius R centered at x. If |λi| > 1 for some i ∈ [2], one
may expect that α(τ) 6∈ B(a∗, 0) holds for any A(0) ⊆ V and for some constant 0 > 0. We aim to
prove this under some assumptions.
Assumption 7.5 (Basic assumptions). We consider an (f1, f2)-polynomial voting process on an
f1-good and f2-good G(2n, p, q) for constants p ≥ q ≥ 0. Let a∗ be a fixed point and J be the
corresponding Jacobian matrix satisfying
(A1) The eigenvectors u1 and u2 are linearly independent.
(A2) A positive constant 0 exists such that Var[α
′
i | A] ≥ Ω(n−1) for all i ∈ {1, 2} and all A ⊆ V
of α ∈ B (a∗, 0).
(A3) The matrix J contains an eigenvalue λ satisfying |λ| > 1.
Under Assumption 7.5, we can define the random variable β of (9). Further, we put the
following.
Assumption 7.6. In addition to Assumption 7.5, we assume that there exists a positive constant
∗ satisfying the followings:
(A4) There exist two positive constants 1, C such that
|E[β′i | A]| ≥ (1 + 1)|βi| −
C√
n
holds for any A ⊆ V of ‖β‖ ≤ ∗ and any i ∈ [2] of |λi| > 1.
(A5) For any i ∈ [2] of |λi| ≤ 1,
Pr[|β′i| ≤ ∗ | |βi| ≤ ∗] ≥ 1− n−Ω(1).
Sometimes, it might be not easy to check the conditions of Assumption 7.6. In this paper, we
provide the following alternative condition which is easy to check:
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Assumption 7.7. In addition to Assumption 7.5, we assume the following:
(A6) The eigenvalues λ1, λ2 of J satisfies |λi| 6= 1 for all i ∈ [2].
Based on the assumptions, we prove the following result:
Proposition 7.8 (Escape from source and sink areas). Let a∗ be a fixed point satisfying either
Assumption 7.6 or 7.7. Then, there exist τ = O(log n) and a constant ′ > 0 such that the
followings hold w.h.p.:
(i) ‖β(τ)‖∞ > ′, and
(ii) |β(τ)j | ≤ ′ for any j ∈ [2] of |λj | ≤ 1.
7.4 Application to the Best-of-three
In this section, we will prove the results of Section 4. Consider the Best-of-three. The Jacobian
matrix of the dynamical system of (6) is
J =
3
2
(
u(1− (ud1)2 − d22) −2ud1d2
−2u2d1d2 1− (ud1)2 − d22
)
. (10)
Let Ji be the Jacobian matrix at d
∗
i , where d
∗
i is the fixed points (8). A straightforward calculation
yields
Ji =

3
2
(
u 0
0 1
)
if i = 1,
3
(
1− u 0
0 1u − 1
)
if i = 2 and u ≥ 23 ,
1
2
(
1 −
√
4u−3
u
−√4u− 3 1u
)
if i = 3 and u ≥ 34 ,(
0 0
0 0
)
if i = 4.
(11)
Depending on the eigenvalues λ1 ≥ λ2 of Ji, the property of d∗i changes as shown in Table 1.
Table 1: Each cell (c1, c2) represents the property of the eigenvalues λ1 ≥ λ2 of the corresponding
Jacobian matrix. Precisely, the sign ci represents whether λi is larger than 1 or not. For example,
(+, 1) indicates that λ1 > λ2 = 1. If (+,−) or (+,+), we may apply Proposition 7.8. Indeed, cells
with (−,−) correspond sink points in this model. Note that d∗2 is saddle if 23 < u < 34 but is sink
if 34 < u ≤ 1.
points 0 < u < 23 u =
2
3
2
3 < u <
3
4 u =
3
4
3
4 < u ≤ 1
d∗1 (+,−) (+, 1) (+,+) (+,+) (+,+)
d∗2 undefined (+, 1) (+,−) (1,−) (−,−)
d∗3 undefined undefined undefined (1,−) (+,−)
d∗4 (−,−) (−,−) (−,−) (−,−) (−,−)
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Proof of Lemma 4.2. If (d1, d2) ∈ S, we have 3d22 + (ud1)2 ≤ max{3, u2} ≤ 3 and d22 + 3(ud1)2 ≤
max{1, 3u2} ≤ 3. Hence, we have d′1 ≥ 0 and d′2 ≥ 0. Let x = 1+d1+d22 and y = 1+d2−d12 .
Then, (d1, d2) ∈ S implies 12 ≤ x ≤ 1 and 0 ≤ y ≤ 1. In addition, a simple calculation yields
d′1 + d′2 = 3
(
x+ry
1+r
)2 − 2(x+ry1+r )3 ≤ 1, where r = 1−u1+u . Note that 0 ≤ x+ry1+r ≤ 1 and the function
f : z 7→ 3z2 − 2z3 satisfies f(z) ≤ f(1) = 1 for all 0 ≤ z ≤ 1.
Proof of Proposition 4.4. It is straightforward to check that the points d∗2 and −d∗2 are sink. There-
fore, Proposition 4.4 immediately follows from Proposition 7.2.
Proof of Proposition 4.5. Note that J4 is the all-zero matrix and the same holds at −d∗4. Let
 > 0 be sufficiently small constant. If A satisfies |A| ≤ n, apply Proposition 7.3. If A satisfies
|A| ≥ (2− )n, apply Proposition 7.3 for V \A.
Proof of Proposition 4.6. Suppose that u < 34 (or equivalently, r >
1
7) and that p ≥ q ≥ 0 are con-
stants. We prove that Tcons(A) = O(log n) for any A = A
(0) ⊆ V . Consider the stochastic process
(δ(t))∞t=0. From Propositions 4.3 and 4.5, it suffices to show that |δ(τ)2 | > 1 holds w.h.p. for some
constant 1 > 0 and some τ = O(log n). To this end, we use Proposition 7.8. From Proposition 4.3,
we may assume
δ(0) ∈
⋃
i∈{1,2}
B(d∗i , 2) (12)
for any constant 2 > 0. We check the condition (A2) of Assumption 7.5. To this end, we show the
following result:
Theorem 7.9 (Concentration of the variance for the Best-of-three). Consider the Best-of-three on
fBo3-good G(2n, p, q). Then, two constants C1, C2 > 0 exist such that
∀A ⊆ V, ∀i ∈ {1, 2} :
∣∣∣∣Var [|A′i| ∣∣A]− n · g( |Ai|p+ |A3−i|qn(p+ q)
)∣∣∣∣ ≤ C2√np ,
where g(x) := fBo3(x)(1− fBo3(x)).
Proof. That variance Var[|A′i| | A] can be represented as
Var[|A′i| | A] =
∑
v∈Vi
Pr[v ∈ A′](1−Pr[v ∈ A′]) =
∑
v∈Vi
fBo3
(
degA(v)
deg(v)
)(
1− fBo3
(
degA(v)
deg(v)
))
.
Therefore, Theorem 7.9 immediately follows from property (P2).
From Theorem 7.9, a straightforward calculation leads to
Var[α′i | A] =
1
n2
Var[|A′i| | A]
=
(3z2i − 2z3i )
(
1− (3z2i − 2z3i )
)
n
±O
(
1√
n3p
)
=
z2i (3− 2zi)(1− zi)2(2zi + 1)
n
±O
(
1√
n3p
)
,
where zi =
ai+ra3−i
1+r . If |δ2| < 1 − 3 (or equivalently, 3 < |a1 + a2| < 2 − 3) for some constant
3 > 0, we have Var[α
′
i] = Ω(n
−1). Hence, the statement (A2) holds for every δ satisfying δ ∈⋃
i∈{1,2}B(d
∗
i , 2) with sufficiently small constant 2 < 1 mentioned in (12).
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The case of u 6= 23 . If u 6= 23 , then both d∗1 and d∗2 satisfy Assumption 7.7: From (11), both of
these points satisfies the condition (A1) and (A3) of Assumption 7.5, and the condition (A6) of
Assumption 7.7 (here, we use u 6= 23).
Suppose that u < 23 . Then the fixed point d
∗
2 does not exist and thus we assume δ
(0) ∈ B(d∗1, 2).
From Proposition 7.8, we have |δ(τ)2 | > 2 for some τ = O(log n) (note that β = (β1, β2) of (9) is
given by β = δ and the eigenvalues satisfy 0 ≤ λ1 < 1 < λ2).
Suppose that u > 23 . Both eigenvalues of J1 are strictly larger than 1. Hence, for d
∗
1, Proposi-
tion 7.8 implies that either |δ(τ)1 | > 2 or |δ(τ)2 | > 2 holds for some τ = O(log n) if δ(0) ∈ B(d∗1, 2).
If the former holds with |δ(τ)2 | = o(1), then δ(τ+T ) ∈ B(d∗2, 2) holds for some constant T = T (2)
since d′1 > d1 holds whenever 0 < d1 <
√
3u−2
u3
and d2 = 0. Note that, at the point d
∗
2, the Jacobian
matrix J2 has eigenvalues λ1, λ2 satisfying 0 < λ1 < 1 < λ2. Moreover, in look at (9), we have
β = δ − d∗2. Thus, Proposition 7.8 yields that |δ(τ
′)
2 | > 2 holds for some τ ′ = O(log n) and for any
δ(0) ∈ B(d∗2, 2).
The case of u = 23 . In this case, we have d
∗
1 = d
∗
2 = (0, 0). We claim that this point satisfies
(A4) and (A5) and then apply Proposition 7.8.
Let 2 > 0 be sufficiently small constant mentioned in (12). The Jacobian matrix J1 = J2 has
eigenvalues 1 and 32 . Suppose that ‖δ(0)‖∞ ≤ 2 for sufficiently small constant 2 > 0. Then, we
have
|E[δ′2 | A]| =
∣∣∣∣δ22 (3− 3(uδ1)2 − δ22)
∣∣∣∣±O(n−0.5)
≥ |δ2|
(
3
2
−O2→0(2)
)
−O(n−0.5)
≥ 1.49|δ2| −O(n−0.5).
This verifies the assumption (A4). On the other hand, for any δ of |δ1| ≤ 2, we have∣∣E[δ′1 | A]∣∣ = ∣∣∣∣uδ12
∣∣∣∣ ∣∣3− (uδ1)2 − 3δ22∣∣±O(n−0.5)
≤ |δ1|
∣∣∣∣1− 427δ21
∣∣∣∣+O(n−0.5)
≤ |δ1|
(
1− 4
27
δ21
)
+O(n−0.5). (13)
By applying the Hoeffding bound (Lemma A.9) to the random variables δ1 = α1 − α2 and δ2 =
α1 + α2 − 12 , we obtain
Pr
[|δ′i −E[δ′i]| ≥ t] ≤ exp (−Ω (nt2)) .
In particular, letting t =
√
logn
n , we have
δ′i = E[δ
′
i]±O
(√
log n
n
)
(14)
holds w.h.p. We claim that
Pr
[|δ′1| ≤ 2 ∣∣ |δ1| ≤ 2] ≥ 1− n−Ω(1)
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holds, which is equivalent to (A5). From (13) and (14), if |δ1| ≤ 2, we have
|δ′1| ≤ |δ1| −
4
27
|δ1|3 + C
√
log n
n
for sufficiently large constant C > 0 and large n. If |δ1|3 ≥ 27C4
√
logn
n , we have |δ′1| ≤ |δ1| ≤ 2
holds w.h.p. If |δ1|3 < 27C4
√
logn
n , we have |δ′1| = O
(√
logn
n
)
≤ 2 holds w.h.p.
Thus, from Proposition 7.8, we have |δ(τ)2 | > 2 w.h.p. for some τ = O(log n). This completes
the proof of Theorem 1.4.
Proof of Proposition 4.3. If u = 1, we have
d′1 + d
′
2 = f(d1 + d2),
d′1 − d′2 = f(d1 − d2),
where f : z 7→ 12z(3− z2). Since f(z) > z for z ∈ (0, 1), we have limt→∞ d(t) ∈ {(0, 0), (0, 1), (1, 0)}.
In addition, if d
(0)
2 > 0 then d
(t)
2 → 1 as t→∞.
Suppose that 0 ≤ u < 1. We use basic results of competitive dynamics (see Appendix A.4).
We first claim that the map T : S → S is competitive and it satisfies the conditions (C1) to (C4)
described in Appendix A.4. Then, we apply Theorem A.17 and complete the proof of the first
statement. To this end, we consider the Jacobian matrix J given in (10).
The condition (C1) follows from Lemma A.19: it is straightforward to check that the Jacobian
matrix (10) satisfies the condition of Lemma A.19. To verify the condition (C2), we use the Inverse
Function Theorem (Theorem A.3). We claim that det J > 0 for any d ∈ S \ {(0, 1)}. Indeed, in
look at (10), we have
det J =
9u
4
(1− (ud1 − d2)2)(1− (ud1 + d2)2) ≥ 9u
4
(1− ud1 − d2)4 > 0 (15)
for (d1, d2) ∈ S \ {(0, 1)}. Hence, for any d ∈ S \ {(0, 1)}, an inverse mapping T−1(d) is defined.
Moreover, it is straightforward to check that T (x) = (0, 1) if and only if x = (0, 1). Consequently,
T is injective. The condition (C3) immediately follows from the definition (6). To condition (C4)
follows from Lemma A.20 and (15). Now we apply Theorem A.17 and complete the proof of the
first claim of Proposition 4.3.
To obtain the second claim of Proposition 4.3, we show that d′2 > 0 whenever (d1, d2) ∈ S
satisfies d2 > 0 (here, d2 > 0 means that d2 > c for some constant c > 0; we do not deal with the
case of d2 ≥ o(1)). This follows from a simple calculation
d′2 ≥
d2
2
(3− 3d21 − d22) ≥
d2
2
(3− 3d1 − d2) ≥ d22 > 0.
8 Proof of the f-goodness of the stochastic block model (Theo-
rem 3.2)
In this section we show Theorem 3.2. In Section 8.1, we show that the property (P2) is obtained
from Lemma 8.1.
19
Lemma 8.1. For a vertex set V with |V | = N , let (Ie)e∈(V2) be
(
N
2
)
independent binary random
variables. Let p := maxe∈(V2)
E[Ie]. Suppose that Np ≥ 1. For ` + 1 vertex subsets S0, S1, . . . , S`,
let
W (S0;S1, . . . , S`) :=
∑
s∈S0
∏
i∈[`]
degSi(s),
Wˆ (S0;S1, . . . , S`) :=
∑
s∈S0
∏
i∈[`]
E[degSi(s)]
where degS(v) =
∑
s∈S\{v} I{v,s} for S ⊆ V and v ∈ V .
Then two positive constants C1, C2 exist such that the following holds with probability 1−N−C1:
∀S0, S1, . . . , S` :
∣∣W (S0;S1, . . . , S`)− Wˆ (S0;S1, . . . , S`)∣∣ ≤ C2N(Np)`−1/2.
Our proof of Lemma 8.1 consists of three parts. First, we give a concentration ofW (Lemma 8.3).
Next, we give an upper bound on the discrepancy between E[W ] and Wˆ (Lemma 8.4). At the end,
we show Lemma 8.2 which plays a key role in showing Lemmas 8.3 and 8.4.
8.1 Reduction to W
Proof of (P2) of Theorem 3.2 via Lemma 8.1. Let f(x) =
∑`
j=0 cjx
j . For notational convenience,
let xv =
degA(v)
deg(v) , x¯v =
E[degA(v)]
E[deg(v)] and xˆ =
|Ai|p+|A3−i|q
n(p+q) . Then from the triangle inequality, it holds
that ∣∣∣∣∣∣
∑
v∈S∩Vi
(
f(xv)− f(xˆ)
)∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
∑
v∈S∩Vi
(
f(xv)− f(x¯v)
)∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
v∈S∩Vi
(
f(x¯v)− f(xˆ)
)∣∣∣∣∣∣ . (16)
For the second term of the right hand of (16), two positive constant C1, C2 exist such that∣∣∣∣∣∣
∑
v∈S∩Vi
(
f(x¯v)− f(xˆ)
)∣∣∣∣∣∣ ≤
∑
v∈S∩Vi
|f(x¯v)− f(xˆ)| ≤ C1
∑
v∈S∩Vi
|x¯v − xˆ| ≤ C2 |S ∩ Vi|
n
≤ C2.
The second inequality follows from the Lipschitz condition of f (c.f. Appendix A.2). The third
inequality holds since E[deg(v)] = (n− 1)p+ nq and (|Ai| − 1)p+ |A3−i|q ≤ E[degA(v)] ≤ |Ai|p+
|A3−i|q for any v ∈ Vi.
For the first term of the right hand of (16), since
(
degA(v)
deg(v)
)j
−
(
E[degA(v)]
E[deg(v)]
)j
=
(
E[deg(v)]j − deg(v)j) (degA(v)deg(v) )j + (degA(v)j −E[degA(v)]j)
E[deg(v)]j
for any j and v ∈ V , we have∣∣∣∣∣∣
∑
v∈S∩Vi
(
f(xv)− f(x¯v)
)∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑`
j=1
cj
∑
v∈S∩Vi
(
(xv)
j − (x¯v)j
)∣∣∣∣∣∣
≤
∑`
j=1
|cj |
((n− 1)p)j
∣∣∣∣∣∣
∑
v∈S∩Vi
(
E[deg(v)]j − deg(v)j) (xv)j
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
v∈S∩Vi
(
degA(v)
j −E[degA(v)]j
)∣∣∣∣∣∣
 .
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Note that E[deg(v)] = (n− 1)p+ nq ≥ (n− 1)p for any v ∈ V . Since∣∣∣∣∣∣
∑
v∈S∩Vi
(
E[deg(v)]j − deg(v)j) (xv)j
∣∣∣∣∣∣ ≤ maxU⊆V
∣∣∣∣∣∑
u∈U
(
E[deg(u)]j − deg(u)j)∣∣∣∣∣
= max
U⊆V
∣∣∣∣∣∣W (U ;
j︷ ︸︸ ︷
V, . . . , V )− Wˆ (U ;
j︷ ︸︸ ︷
V, . . . , V )
∣∣∣∣∣∣
and
∑
v∈S∩Vi
(
degA(v)
j −E[degA(v)]j
)
= W (S ∩ Vi;
j︷ ︸︸ ︷
A, . . . , A) − Wˆ (S ∩ Vi;
j︷ ︸︸ ︷
A, . . . , A), we obtain
the claim from Lemma 8.1. Note that, for any S ⊆ V , a ∈ RV and x ∈ [0, 1]V , |∑s∈S asxs| ≤
maxU⊆V |
∑
u∈U au| since
∑
s∈S:as≤0 as ≤
∑
s∈S asxs ≤
∑
s∈S:as≥0 as.
Now we introduce the following lemma, which we will use in Sections 8.2 and 8.3.
Lemma 8.2. Let V be a set of |V | = N vertices and fix l + 1 subsets S0, S1, . . . , Sl ⊆ V . For any
s = (s0, s1, . . . , sl) ∈ S0 × S1 × · · · × Sl, define
U(s) := {si : i ∈ {0} ∪ [l]}.
Consider
∑
s∈S p
|F(s)|, where p ∈ [1/N, 1], S ⊆ S0 × S1 × · · · × Sl and
F : S0 × S1 × · · · × Sl → 2(
V
2).
Suppose that the following three conditions hold for any s ∈ S: (1) |F(s)| ≤ k, (2) F(s) ⊆ (U(s)2 )
and (3) the graph G(s) =
(
U(s),F(s)) is connected. Let L ⊆ {0} ∪ [l] be the set of indices such
that Si ∩ Sj = ∅ for any i, j ∈ L (i 6= j). Then∑
s∈S
p|F(s)| ≤ Bl+1N(Np)k
∏
i∈L |Si|
N |L|
where Bl denotes the l-th Bell number.
The l-th Bell number Bl is the number of possible partitions of a set with l labeled elements. It
is known that Bl <
(
0.792l
ln(l+1)
)l
for all positive integer l [20].
8.2 Concentration of W
Lemma 8.3. Suppose the same setting of Lemma 8.1. Then two positive constants C1, C2 exist
such that the following holds with probability 1−N−C1:
∀S0, S1, . . . , S` :
∣∣W (S0;S1, . . . , S`)−E[W (S0;S1, . . . , S`)]∣∣ ≤ C2N(Np)`−1/2.
Proof. For `+ 1 vertex subsets S0, S1, . . . , S`, let
S := {(s0, s1, . . . , s`) : s0 ∈ S0, si ∈ Si \ {s0} for every i ∈ [`]}
and for any s = (s0, s1, . . . , s`) ∈
∏`
i=0 Si = S0 × S1 × · · · × S`, let
F (s) :=
{{s0, si} : i ∈ [`]} \ {s0}.
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For example, F
(
(a, b, a, c, d, b, f, a)
)
=
{{a, b}, {a, c}, {a, d}, {a, f}}. Then,
W (S0;S1, . . . , S`) =
∑
s0∈S0
∏
i∈[`]
 ∑
si∈Si\{s0}
I{s0,si}
 = ∑
s∈S
∏
i∈[`]
I{s0,si} =
∑
s∈S
∏
e∈F (s)
Ie. (17)
Lower bound on W . First, we claim the following: Two positive constants C3, C4 exist such
that
Pr
[
∀S0, S1 . . . , S` : W (S0;S1, . . . , S`) ≥ E[W (S0;S1, . . . , S`)]− C4N(Np)`−1/2
]
≥ 1−N−C3 .
(18)
To obtain (18), we apply Janson’s inequality (Lemma A.15) to (17). Then we have
Pr [∃S0, S1, . . . , S` : W (S0;S1, . . . , S`) ≤ E[W (S0;S1, . . . , S`)]− t]
≤ (2N)`+1 exp(− t2
2∇(S0;S1, . . . , S`)
)
≤ exp
(
(`+ 1)N − t
2
2∇(S0;S1, . . . , S`)
)
(19)
where
∇(S0;S1, . . . , S`) =
∑
s∈S,s′∈S:
F (s)∩F (s′) 6=∅
E
 ∏
e∈F (s)
Ie
∏
e′∈F (s′)
Ie′
 .
Thus it suffices to show that ∇(S0;S1, . . . , S`) = O(N(Np)2`−1). Since maxe∈(V2) E[Je] = p, it holds
that
∇(S0;S1, . . . , S`) =
∑
s∈S,s′∈S:
F (s)∩F (s′)6=∅
E
 ∏
e∈F (s)
Ie
∏
e′∈F (s′)
Ie′
 ≤ ∑
s∈S,s′∈S:
F (s)∩F (s′)6=∅
p|F (s)∪F (s
′)|. (20)
To bound (20), we apply Lemma 8.2 which we will prove in Section 8.4. Consider 2` + 2 vertex
subsets S′0, S′1, . . . , S′2`+1 where S
′
i := Si mod (`+1). For any i ∈ {0} ∪ [2`+ 1], let
S := {(s0, s1, . . . , s2`+1) ∈ S× S : F ((s0, . . . , s`)) ∩ F ((s`+1, . . . , s2`+1)) 6= ∅} ⊆ 2`+1∏
i=0
S′i,
F(s) := F ((s0, . . . , s`)) ∪ F ((s`+1, . . . , s2`+1)) for any s = (s0, s1, . . . , s2`+1) ∈ 2`+1∏
i=0
S′i.
Then for any s ∈ S, G(s) = (U(s),F(s)) is a connected graph and |F(s)| ≤ 2`− 1. Thus, for any
i∗ ∈ {0} ∪ [`], Lemma 8.2 with letting l = 2`+ 1, k = 2`− 1 and L = {i∗} yields∑
s∈S,s′∈S:
F (s)∩F (s′) 6=∅
p|F (s)∪F (s
′)| =
∑
s∈S
p|F(s)| ≤ B2(`+1)N(Np)2`−1
|S′i∗ |
N
= B2(`+1)|Si∗ |(Np)2`−1. (21)
Equations (20) and (21) imply the following statement: For any ` + 1 vertex subsets S0, S1, . . . S`
and for any i∗ ∈ {0} ∪ [`],
∇(S0;S1, . . . , S`) ≤ B2(`+1)|Si∗ |(Np)2`−1 ≤ B2(`+1)N(Np)2`−1. (22)
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Thus by substituting t = C4N(Np)
`−1/2 with C4 =
√
2(`+ 1 + C3)B2(`+1) to (19), we obtain the
claim (18).
Upper bound on W . To complete the proof of Lemma 8.3, we combine the claim (18) and the
following claim: Two positive constants C5, C6 exist such that
Pr
[
∀S0, S1 . . . , S` : W (S0;S1, . . . , S`) ≤ E[W (S0;S1, . . . , S`)] + C6N(Np)`−1/2
]
≥ 1−N−C5 .
(23)
To show the claim, we consider the following expression of W . For any S0, S1, . . . , S`, let W0 :=
W (S0;S1, . . . , S`) and let Wi := W (
i︷ ︸︸ ︷
V ;V . . . , V , Si, Si+1, . . . , S`) for each i ∈ [`+ 1]. Since Wi+1 −
Wi = W (
i︷ ︸︸ ︷
V ;V, . . . , V , V \Si, Si+1, . . . , S`) for any i ∈ {0}∪[`+1] and
∑`
i=0(Wi+1−Wi) = W`+1−W0,
we have
W (S0;S1, . . . , S`) = W (
`+1︷ ︸︸ ︷
V ;V, . . . , V )−
∑`
i=0
W (
i︷ ︸︸ ︷
V ;V, . . . , V , V \ Si, Si+1, . . . , S`). (24)
We can apply (18) for the second term of the right hand of (24). Now we try to get an upper bound
on W (
`+1︷ ︸︸ ︷
V ;V, . . . , V ). For the notational convenience, let Y = W (
`+1︷ ︸︸ ︷
V ;V, . . . , V ). Let Si = V for every
i ∈ {0} ∪ [`] and let
E := {F (s) : s ∈ S} .
From (17), we have
Y =
∑
s∈S
∏
e∈F (s)
Ie =
∑
F∈E
|{s ∈ S : F (s) = F}|
∏
e∈F
Ie.
Thus applying Kim-Vu inequality (Lemma A.16) to Y yields
Pr
[
|Y −E[Y ]| ≥
√
`! max
A⊆(V2)
E[YA] max
A⊆(V2):A 6=∅
E[YA](8λ)
`
]
≤ 2 exp(2 + 2(`− 1) logN − λ) (25)
where
YA =
∑
F∈E:
F⊇A
|{s ∈ S : F (s) = F}|
∏
e∈F\A
Ie =
∑
s∈S:
F (s)⊇A
∏
e∈F (s)\A
Ie.
Now, we give an upper bound on E[YA]. Since maxe∈(V2)
E[Je] = p, it holds that
E[YA] =
∑
s∈S:
F (s)⊇A
E
 ∏
e∈F (s)\A
Ie
 ≤ ∑
s∈S:
F (s)⊇A
p|F (s)\A| =
∑
s∈S:
F (s)⊇A
p|F (s)|−|A|.
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If A = ∅, a direct application of Lemma 8.2 with letting l = k = ` and L = ∅ yields
E[YA] = E[Y ] ≤
∑
s∈S
p|F (s)| ≤ B`+1N(Np)`. (26)
Note that |F (s)| ≤ ` and G(s) = (U(s), F (s)) is a connected graph for any s ∈ S ⊆∏`i=0 Si.
Now we consider the case |A| = κ ≥ 1. Let V (A) be the set of vertices induced by the edge set
A ⊆ (V2). If F (s) ⊇ A for some s ∈ ∏`i=0 V , the graph G′ = (V (A), A) is a star graph and hence
|V (A)| = |A|+1 = κ+1. Let V (A) = {a0, a1, . . . , aκ}. Now consider (`+1)+(κ+1) vertex subsets
S′0, S′1, . . . S′`+κ+1 where S
′
i = Si for any 0 ≤ i ≤ ` and S′i = {ai−(`+1)} for any `+ 1 ≤ i ≤ `+ κ+ 1.
Let
S :=
{
(s0, s1, . . . , s`+κ+1) ∈ S×
κ∏
i=0
{ai} : F
(
(s0, . . . , s`)
) ⊇ A} ⊆ `+κ+1∏
i=0
S′i,
F(s) := F ((s0, . . . , s`)) for any s = (s0, s1, . . . , s`+κ+1) ∈ `+κ+1∏
i=0
S′i.
Note that, for any s ∈ S, the graph G(s) = (U(s),F(s)) is connected and |F(s)| ≤ `. Thus
Lemma 8.2 with letting l = `+ κ+ 1, k = ` and L = {`+ 1, `+ 2, . . . , `+ κ+ 1} (note that ai 6= aj
for any i 6= j and ∏`+κ+1i=`+1 |S′i| = ∏`+κ+1i=`+1 |{ai−(`+1)}| = 1) yields
E[YA] ≤
∑
s∈S:
F (s)⊇A
p|F (s)|−|A| =
1
pκ
∑
s∈S
p|F(s)| ≤ 1
pκ
B`+κ+2N(Np)`
∏`+κ+1
i=`+1 |S′i|
Nκ+1
≤ B2(`+1)(Np)`−κ.
(27)
Combining (26) and (27), we have
max
A⊆(V2):|A|≥1
E[YA] ≤ max
A⊆(V2):|A|≥1
B2(`+1)(Np)`−|A| = B2(`+1)(Np)`−1,
max
A⊆(V2)
E[YA] = max
{
max
A⊆(V2):|A|≥1
E[YA],E[d`(V )]
}
≤ B2(`+1)N(Np)`.
Thus from (25) with λ = (2(`−1) +C7/2) logN and C8 =
√
`!B2(`+1)(16(`−1 +C7/2))`, we obtain
Pr
[
|Y −E[Y ]| ≥ C8
√
N(logN)`(Np)`−1/2
]
≤ 2e2/NC7 . (28)
Combining (24), (18) and (28), the following holds with probability at least 1− 2e2/NC7 − 1/NC3 :
∀S0, S1, . . . , S` :
W (S0;S1, . . . , S`) ≤ E[W (S0;S1, . . . , S`)] + C9
√
N(logN)`(Np)`−1/2 + (`+ 1)C4N(Np)`−1/2.
Thus we obtain the claim (23) and combining the claims (18) and (23) complete the proof of
Lemma 8.3.
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8.3 Discrepancy between the expected value and the ideal value
Lemma 8.4. Suppose the same setting of Lemma 8.1. Then for any vertex subsets S0, S1, . . . , S`
and for any i∗ ∈ {0} ∪ [`], a positive constant C exists such that∣∣∣E[W (S0;S1, . . . , S`)]− Wˆ (S0;S1, . . . , S`)∣∣∣ ≤ C|Si∗ |(Np)`−1.
Proof of Lemma 8.4. We show∑
s∈S0
∏
i∈[`]
E[degSi(s)] ≤ E[W (S0;S1, . . . , S`)] ≤
∑
s∈S0
∏
i∈[`]
E[degSi(s)] + B`+1|Si∗ |(Np)`−1
for any i∗ ∈ {0} ∪ [`]. The first inequality follows directly from the FKG inequality (Lemma A.14)
since degSi(s) is a monotone increase function on (Ie)e∈(V2)
for every i. Now we show the second
inequality. We write each element s ∈ S as s = (s0, s1, . . . , s`). Since E[W (S0;S1, . . . , S`)] =∑
s∈S E
[∏
i∈[`] I{s0,si}
]
, we have
E[W (S0;S1, . . . , S`)] =
∑
s∈S:
|F (s)|=`
E
∏
i∈[`]
I{s0,si}
+ ∑
s∈S:
|F (s)|≤`−1
E
∏
i∈[`]
I{s0,si}
 .
For the first term, since si 6= sj for any i, j ∈ [`] (i 6= j) if |F (s)| = `, we obtain
∑
s∈S:
|F (s)|=`
E
∏
i∈[`]
I{s0,si}
 = ∑
s∈S:
|F (s)|=`
∏
i∈[`]
E
[
I{s0,si}
] ≤∑
s∈S
∏
i∈[`]
E
[
I{s0,si}
]
=
∑
s∈S0
∏
i∈[`]
E[degSi(s)].
For the second term, from Lemma 8.2,
∑
s∈S:
|F (s)|≤`−1
E
 ∏
e∈F (s)
Ie
 ≤ ∑
s∈S:
|F (s)|≤`−1
p|F (s)| ≤ B`+1|Si∗ |(Np)`−1.
Note that G(s) = (U(s), F (s)) is a connected graph for any s ∈ S.
8.4 Proof of key lemma (Lemma 8.2)
To complete the proof of Lemma 8.1, we show Lemma 8.2 in this section.
Proof of Lemma 8.2. It is easy to see that
∀s ∈ S : |U(s)| − 1 ≤ |F(s)| ≤ k
since G(s) =
(
U(s),F(s)) is a connected graph from the assumption. Hence we have∑
s∈S
p|F(s)| ≤
∑
s∈S
p|U(s)|−1 =
∑
s∈S:|U(s)|≤k+1
p|U(s)|−1 ≤
∑
s∈∏li=0 Si:|U(s)|≤k+1
p|U(s)|−1. (29)
To estimate above, we introduce the following notations. For any (l + 1)-dimensional vector s =
(s0, s1, . . . , sl) ∈ S0 × S1 × · · · × Sl, let
R(s) :=
{{j ∈ {0} ∪ [l] : sj = si} : i ∈ {0} ∪ [l]}.
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For example, R
(
(a, b, a, c, d, b, f, a)
)
=
{{0, 2, 7}, {1, 5}, {3}, {4}, {6}}. Note that R(s) is a partition
of {0} ∪ [l]. From the definition, we have |R(s)| = |U(s)|. For example, |U((a, b, a, c, d, b, f, a))| =
|{a, b, c, d, f}| = 5 = |R((a, b, a, c, d, b, f, a))|. Let Rl be the family of all partitions of {0} ∪ [l]. For
example,
R2 =
{{{0}, {1}, {2}},{{0}, {1, 2}},{{1}, {0, 2}},{{2}, {0, 1}},{{0, 1, 2}}}.
Note that |Rl| = Bl+1. Then we have
∑
s∈∏li=0 Si:
|U(s)|≤k+1
p|U(s)| =
∑
R∈Rl:
|R|≤k+1
∑
s∈∏li=0 Si:
R(s)=R
p|U(s)| =
∑
R∈Rl:
|R|≤k+1
p|R|
∣∣∣∣∣
{
s ∈
l∏
i=0
Si : R(s) = R
}∣∣∣∣∣ . (30)
From the definition of R(s), for any r ∈ R(s), si = sj for any i, j ∈ r. Thus∣∣∣∣∣
{
s ∈
l∏
i=0
Si : R(s) = R
}∣∣∣∣∣ = ∑
s∈∏li=0 Si:
R(s)=R
1 ≤
∑
s0∈S0
∑
s1∈S1
· · ·
∑
sl∈Sl
∏
r∈R
∏
i,j∈r
1si=sj ≤
∏
r∈R
∣∣∣∣∣⋂
i∈r
Si
∣∣∣∣∣ . (31)
For example, consider four vertex subsets S0, S1, S2, S3, let R =
{{0, 1}, {2}, {3}} ∈ R3 and let
l = {i∗} ⊆ {0} ∪ [3] where i∗ ∈ {0} ∪ [3]. Then (31) means that∣∣∣∣∣
{
s ∈
3∏
i=0
Si : R(s) = R
}∣∣∣∣∣
= |{(s0, s1, s2, s3) ∈ S0 × S1 × S2 × S3 : s0 = s1, s0 6= s2, s0 6= s3, s2 6= s3}|
≤
∑
s0∈S0
∑
s1∈S1
∑
s2∈S2
∑
s3∈S3
1s0=s1 ≤ |S0 ∩ S1||S2||S3| =
∏
r∈{{0,1},{2},{3}}
∣∣∣∣∣⋂
i∈r
Si
∣∣∣∣∣ .
For an index i ∈ {0} ∪ [l], let ri be the element of R such that ri 3 i. Now let us consider the set
L described in the statement (of Lemma 8.2). First we assume that there exist i, j ∈ L with i 6= j
such that both i and j in the same r∗ = ri = rj ∈ R. In this case, since Si ∩ Sj = ∅ from the
definition of L, we have
∏
r∈R
∣∣∣∣∣⋂
i∈r
Si
∣∣∣∣∣ =
∣∣∣∣∣⋂
i∈r∗
Si
∣∣∣∣∣ ∏
r∈R\r∗
∣∣∣∣∣⋂
i∈r
Si
∣∣∣∣∣ = 0. (32)
Now we assume that ri 6= rj for any i, j ∈ L. Then since |{ri : i ∈ L}| = |L| and R = {ri : i ∈
L} ∪R \ {ri : i ∈ L}, we have
∏
r∈R
∣∣∣∣∣⋂
i∈r
Si
∣∣∣∣∣ = ∏
i∈L
∣∣∣∣∣∣
⋂
j∈ri
Sj
∣∣∣∣∣∣
∏
r∈R\{ri:i∈L}
∣∣∣∣∣∣
⋂
j∈r
Sj
∣∣∣∣∣∣ ≤
(∏
i∈L
|Si|
)
N |R|−|L|. (33)
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Finally, by combining (29) to (33), we obtain
∑
s∈S
p|F(s)| ≤ 1
p
∑
R∈Rl:
|R|≤k+1
p|R|
∣∣∣∣∣
{
s ∈
l∏
i=0
Si : R(s) = R
}∣∣∣∣∣
≤ 1
p
∑
R∈Rl:
|R|≤k+1
p|R|N |R|
∏
i∈L |Si|
N |L|
≤ 1
p
(∏
i∈L |Si|
N |L|
)
(Np)k+1
∑
R∈Rl:
|R|≤k+1
1
≤ |Rl|
(∏
i∈l |Si|
N |L|
)
N(Np)k = Bl+1
(∏
i∈L |Si|
N |L|
)
N(Np)k.
Note that the third inequality follows since Np ≥ 1 from the assumption.
Proof of Lemma 8.1. Combining Lemmas 8.3 and 8.4, we obtain the proof.
8.5 Proof of (P3) of Theorem 3.2
The property (P3) is obtained by the following two lemmas.
Lemma 8.5. Suppose that 0 ≤ q ≤ p = ω(log n/n). Then two positive constants C1, C2 exist such
that G(2n, p, q) satisfies the following with probability 1−O(n−C1):
∀v ∈ V : | deg(v)− n(p+ q)| ≤ C2
√
np log n.
Proof. Applying the Chernoff bound (Lemma A.8),
Pr [∃v ∈ V : |deg(v)− n(p+ q)| > t]
≤
∑
v∈V
(
exp
(
− t
2
3 E[deg(v)]
)
+ exp
(
− t
3
)
+ exp
(
− t
2
2 E[deg(v)]
))
≤ n
(
2 exp
(
− t
2
6np
)
+ exp
(
− t
3
))
≤ 2 exp
(
log n− t
2
6np
)
+ exp
(
log n− t
3
)
.
Note that E[deg(v)] = (n − 1)p + nq for any v ∈ V and E[deg(v)] ≤ n(p + q) ≤ 2np. Thus we
obtain the claim letting t = C2
√
np log n since t = C2
√
np log n ≥ C log n for some constant C.
Lemma 8.6. Suppose that 0 ≤ q ≤ p = ω(log n/n). Let S(A) = {S ∩ U : S ∈ {A, V \ A, V }, U ∈
{V1, V2, V }
}
for A ⊆ V . For any constant `, two positive constants C1, C2 exist such that G(2n, p, q)
satisfies the following with probability 1−O(n−C1):
∀A ⊆ V,∀S0, . . . , S`−1 ∈ S(A) :∣∣W (S0;S1, . . . , S`−1, A)− Wˆ (S0;S1, . . . , S`−1, A)∣∣ ≤ C2|A|√log n(np)`−1/2.
Proof.
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Lower bound. First we claim the following: Two positive constants C3, C4 exist such that the
following holds with probability 1− n−C3 :
∀A ⊆ V,∀S0, . . . , S`−1 ∈ S(A) :
W (S0;S1, . . . , S`−1, A) ≥ Wˆ (S0;S1, . . . , S`−1, A)− C4|A|
√
log n(np)`−1/2. (34)
From Janson’s inequality (Lemma A.15) and (22) with a constant C5 and C6 =
√
2(C5 + 1)B2(`+1),
we have
Pr
[ ∃A⊆V,
∃S0,...,S`−1∈S(A) : W (S0;S1, . . . , S`−1, A) ≤ E[W (S0;S1, . . . , S`−1, A)]− C6|A|
√
logN(Np)`−1/2
]
≤
(
N
|A|
)
|S(A)|` exp
(
−2(C5 + 1)B2(`+1)|A|(logN)(Np)
2`−1
2B2(`+1)|A|(Np)2`−1
)
≤ 9` exp (|A| logN − (C5 + 1)|A| logN) ≤ 9`/NC5 . (35)
Thus combining (35) and Lemma 8.4 yields the claim (34).
Upper bound. Now we show the following claim: Two positive constants C7, C8 exist such that
the following holds with probability 1− n−C7 :
∀A ⊆ V,∀S0, . . . , S`−1 ∈ S(A) :
W (S0;S1, . . . , S`−1, A) ≤ Wˆ (S0;S1, . . . , S`−1, A) + C8|A|
√
log n(np)`−1/2. (36)
From the same discussion of (24),
W (S0;S1, . . . , S`−1, A) = W (
`︷ ︸︸ ︷
V ;V, . . . , V , A)−
`−1∑
i=0
W (
i︷ ︸︸ ︷
V ;V, . . . , V , V \ Si, Si+1, . . . , S`−1, A) (37)
since W` −W0 =
∑`−1
i=0(Wi+1 −Wi). Thus we consider an upper bound on W (S0;S1, . . . , S`−1, A).
Let dmax := maxv∈V deg(v). Since
∑
v∈V degA(v) =
∑
a∈A deg(v), we have
W (
`︷ ︸︸ ︷
V ;V, . . . , V , A) =
∑
v∈V
deg(v)`−1 degA(v) ≤ d`−1max
∑
v∈V
degA(v) ≤ d`−1max
∑
a∈A
deg(a) ≤ d`max|A|.
From Lemma 8.5, it holds with high probability that
d`max =
(
n(p+ q) +O(
√
np log n)
)`
=
(
n(p+ q)
)`(
1 +O
(√
log n
np
))
.
The second equality holds since (log n)/(np) = o(1) and ` is a constant. Hence we have
W (
`︷ ︸︸ ︷
V ;V, . . . , V , A) ≤ d`max|A| = |A|
(
n(p+ q)
)`(
1 +O
(√
log n
np
))
≤ Wˆ (
`︷ ︸︸ ︷
V ;V, . . . , V , A) +O(|A|
√
log n(np)`−1/2). (38)
Note that Wˆ (
`︷ ︸︸ ︷
V ;V, . . . , V , A) = |A|((n − 1)p + nq)`. Thus we obtain the claim (36) by applying
(34) and (38) to (37). Combining the claims (34) and (36) complete the proof of Lemma 8.6.
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Proof of (P3) of Theorem 3.2. Let dmin := minv∈V deg(v). Then for any j ∈ [`],
∑
s∈S∩Vi
(
degA(s)
deg(s)
)j
≤ d−jmin
∑
s∈S∩Vi
degA(s)
j = d−jminW (S ∩ Vi;
j︷ ︸︸ ︷
A, . . . , A).
From Lemma 8.5, it holds with high probability that
d−jmin =
(
n(p+ q)−O(
√
np log n)
)−j
=
(
1 +O
(√
log n
np
))(
n(p+ q)
)−j
.
The second equality holds since (log n)/(np) = o(1) and j ∈ [`] is a constant. Thus from Lemma 8.6,
we have
∑
s∈S∩Vi
(
degA(s)
deg(s)
)j
=
(
1 +O
(√
log n
np
))Wˆ (S ∩ Vi;
j︷ ︸︸ ︷
A, . . . , A)
(n(p+ q))j
+O
(
|A|
√
log n
np
)
≤ |S ∩ Vi|
( |Ai|p+ |A3−i|q
n(p+ q)
)j
+O
(
|A|
√
log n
np
)
.
Note that |S∩Vi|(|Ai|p+|A3−i|q)
j
(n(p+q))j
= |S∩Vi|(|Ai|p+|A3−i|q)n(p+q)
( |Ai|p+|A3−i|q
n(p+q)
)j−1 ≤ |A|p(p+q) ≤ |A|. Thus we
obtain the claim.
9 Proofs of general results of dynamical systems
In this section, we consider a polynomial voter process according to f1 and f2 on G(2n, p, q) that
is both f1-good and f2-good. Moreover, we assume that q/p is a constant. Let H = (H1, H2) :
[0, 1]2 → [0, 1]2 be the induced dynamical system. Throughout this section, probability and expec-
tation are taken over the voter process unless otherwise noted.
9.1 Proof of stationary dynamics around a sink point (Proposition 7.2)
We begin with establishing two auxiliary results.
Lemma 9.1. For any  = ω(
√
1/np), there exists an absolute constant C > 0 satisfying
Pr
[‖α′ −H(α)‖∞ ≥ ] ≤ O(exp(−C2n)).
Proof. From (2) and  = ω(
√
1/np), we have
Pr
[‖α′ −H(α)‖∞ ≥ ] ≤∑
i∈[2]
Pr
[
||A′i| −E[|A′i|]| ≥ n−O(
√
n/p)
]
≤
∑
i∈[2]
Pr
[
||A′i| −E[|A′i|]| ≥
n
2
]
for sufficiently large n. Hence, from the Hoeffding inequality (Lemma A.9), we have
Pr
[
||A′i| −E[|A′i|]| ≥
n
2
]
≤ O (exp (−C2n)) .
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Lemma 9.2. Let x∗ be a sink point of H. Then, for sufficiently small  > 0, there exists a constant
K = K(H) > 0 such that
inf{‖H(x)− y‖∞ : x ∈ B(x∗, ),y 6∈ B(x∗, )} ≥ K.
Proof. Let x∗ be a sink point and J be the Jacobian matrix of H at x∗. From the Taylor expansion
(see, e.g. Theorem 12.15 of [34]), we have
H(x) = H(x∗) + J(x− x∗) +Ox→x∗(‖x− x∗‖22)
= x∗ + J(x− x∗) +Ox→x∗(‖x− x∗‖22). (39)
By the property of singular value (Proposition A.2), there exist constants ,K > 0 such that, for
any x ∈ B(x∗, ), it holds that
‖H(x)− x∗‖2 = ‖H(x)−H(x∗)‖2 ≤ σmax‖x− x∗‖2 +Ox→x∗(‖x− x∗‖22)
≤ (1−K)‖x− x∗‖∞ < (1−K).
Consequently, for any y 6∈ B(x∗, ), we have
 ≤ ‖y − x∗‖∞ ≤ ‖H(x)− y‖∞ + ‖H(x)− x∗‖∞ < ‖H(x)− y‖∞ + (1−K).
Equivalently, we obtain ‖H(x)− y‖∞ > K.
Proof of Proposition 7.2. Let a∗ be a sink point of H. From Lemma 9.2, we can take a constant
K > 0 satisfying K ≤ inf{‖H(x)− y‖∞ : x ∈ B(a∗, ),y 6∈ B(a∗, )}. Then, Lemma 9.1 implies
Pr
[
α′ 6∈ B(a∗, ) | α ∈ B(a∗, )] ≤ Pr [‖α′ −H(α)‖∞ > K]
≤ exp(−Ω(2n)).
For any T , the union bound over the time t = 1, . . . , T leads to
Pr
[
∃t ∈ {1, . . . , T} : α(t) 6∈ B(a∗, )
∣∣∣α(0) ∈ B(a∗, )] ≤ T exp(−Ω(2n))
and thus, the stopping time τ satisfies τ ≥ exp(Ω(2n)) w.h.p. if  = ω(max{√log n/n,√1/np}).
9.2 Proof of fast consensus results (Propositions 7.3 and 7.4)
Derive Proposition 7.3 from Proposition 7.4 It suffices to check the condition of Propo-
sition 7.4 for  = (n) = Θ
(√
logn
np
)
. Using (P3) and the Taylor expansion (39), there exists
C = C(H) such that
E[|A′i|] = nHi(α1, α2)±O
(
|A|
√
log n
np
)
≤ nC
(
(α1 + α2)
2 + |A|
√
log n
np
)
= C
|A|2
n
+ C|A|
√
log n
np
holds if ‖α‖ ≤ δ for sufficiently small constant δ.
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Proof of Proposition 7.4 We prove Proposition 7.4. Let n = |V (G)|. Suppose that there exist
absolute constants C, δ > 0 and a function  = (n) such that (n) = o(1) and E[|A′|] ≤ C|A|2n +|A|
holds for all A ⊆ V of |A| ≤ δn. Note that we may assume (n) = Ω(√log n/n): If  = o(√log n/n),
we have log n/ log −1 = O(1) and we will obtain the claim by applying Proposition 7.4 with letting
 =
√
log n/n.
Take a positive constant δ′ such that
10
(
CM2
n
+ M
)
≤M, (40)
δ′ ≤ min
{
δ,
1
16C
}
(41)
hold for any 0 ≤M ≤ δ′n. We can take such constant δ′ > 0 since  = o(1) and thus the inequality
(40) holds if the ratio Mn is sufficiently small.
Consider A(0), A(1), . . . given by the voting model such that |A(0)| ≤ δn. To exploit the assump-
tion of the expectation, we first claim that |A(t)| ≤ δ′n ≤ δn holds w.h.p. for all t = 0, . . . , no(1). Let
B(t) be the event that |A(i)| ≤ δn for all i = 0, . . . , t. Note that B(0) holds. Consider Pr[B(t+1)|B(t)].
If E[|A′|] ≥ log n, the Chernoff bound ((i) of Lemma A.7) implies
Pr
[
|A′| ≥ 10
(
C|A|2
n
+ |A|
) ∣∣∣∣ |A| ≤ δ′n] ≤ Pr [|A′| ≥ 10 E[|A′|]] ≤ exp(−103 log n
)
≤ n−3.
Then, for |A| ≤ δ′n, it holds with probability 1−O(n−3) that
|A′| ≤ 10
(
C|A|2
n
+ |A|
)
≤ |A| ≤ δ′n. (42)
Here, we used (40) with letting M = |A|. If E[|A′|] ≤ log n, from the Chernoff bound ((iii) of
Lemma A.7), we have
|A′| ≤ 6 log n = o(δ′n) (43)
with probability at least 1−O(n−3). From (42) and (43), we obtain Pr [B(t+1) ∣∣B(t)] ≥ 1−O(n−3)
for each t and thus B(t) holds for t = n0.01 with probability 1−O(n−2.99).
Now we look at |A(t)|. Note that
E[|A′| | |A| ≤ δ′n] ≤
{
2C|A|2
n if

Cn ≤ |A| ≤ δ′n,
2|A| if 0 ≤ |A| ≤ C .
Thus let us consider the following two cases.
Case I: Cn ≤ |A|(t) ≤ δ′n. From the Chernoff bound ((iii) of Lemma A.7), we have
Pr
[
|A(t+1)| ≥ 12C|A
(t)|2
n
∣∣∣∣∣B(t)
]
≤ 2−Ω(logn).
In the last inequality, we used |A(t)| ≥ Cn = Ω(
√
n log n). Hence, conditioned on B(t) and |A|(i) ≥

Cn (i = 0, . . . , t), it holds w.h.p. that
|A(t)| ≤ 12C(|A|
(t−1))2
n
≤ n
12C
(
12C|A(0)|
n
)2t
≤ 0.75
2tn
12C
.
Here, we used (41). Therefore, for some τ1 = O(log log n), |A(τ1)| ≤ C holds w.h.p.
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Case II: 0 ≤ |A(t)| ≤ Cn. Conditioned on |A(0)| ≤ Cn, we claim that E[|A(τ2)|] ≤ n−Ω(1) for
some τ2 = O(log n/ log 
−1). Note that this completes the proof of Proposition 7.4 since Pr[A(τ2) 6=
∅] ≤ E[|A(τ2)|] = n−Ω(1) from the Markov inequality.
To show the claim, we exploit the property that E[|A′| | A] ≤ 2|A| if |A| ≤ Cn. Before using
this, we show that |A(t)| ≤ Cn holds for all t = 1, . . . , no(1). Conditioned on |A| ≤ Cn, we have
E[|A′|] ≤ 2|A| ≤ O(2n) and thus the Chernoff bound ((iii) of Lemma A.7) yields
Pr
[
|A′| ≥ 
C
n
∣∣∣|A| ≤ 
C
n
]
≤ 2−Ω(n) = n−Ω(1).
Therefore, |A(t)| ≤ Cn holds for all t = 0, . . . , no(1). Let C(t) be the event that |A(i)| ≤ Cn holds
for all i = 0, . . . , t. Then, from the tower property of the conditional expectation, we have
E[|A(τ2)| | C(τ2)] ≤ E[E[|A(τ2)| | A(τ2−1), C(τ2)] | C(τ2)]
≤ E[2|A(τ2−1)| | C(τ2)]
≤ (2)τ2 · n
C
≤ n−Ω(1)
for some τ2 = O(log n/ log 
−1). This shows the aforementioned claim as well as completes the
proof of Proposition 7.4.
9.3 Proof of the escape result (Proposition 7.8)
In this section, we prove Proposition 7.8. Let a∗ be a fixed point satisfying Assumption 7.5. The
proof of Proposition 7.8 consists of two parts: We derive Proposition 7.8 from Assumption 7.6
and 7.7.
Recall the random variable β defined in (9). From the definition (9), each element βi of β can
be rewritten as
βi =
2∑
j=1
uijαj − (Ua∗)i, (44)
where we let U = (uij). Each element uij of the matrix U does not depend on n. Hence, the
Hoeffding bound (Lemma A.9) implies
Pr[|β′i −E[β′i]| ≥ t] ≤ exp
(−Ω(t2n)) . (45)
From Theorem 4.1 and the Taylor expansion (39), we have
E[β′ | A] = E[U(α′ − a∗) | A]
= U(H(α)− a∗) +O
(
1√
np
)
· 1
= UJ(α− a∗) +
(
Oα→a∗(‖α− a∗‖2∞) +O
(
1√
np
))
· 1
= Λβ +
(
O‖β‖→0(‖β‖2∞) +O
(
1√
np
))
· 1.
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Hence, the i-th element βi of β = (β1 β2)
> satisfies
|E[β′i]| = |λi‖βi|+O‖β‖→0(‖β‖2∞) +O
(
1√
np
)
. (46)
It is convenient to consider the behavior of β instead of α. Note that α → a∗ implies β → 0
and vice versa since the matrix U is nonsingular. By substituting t = Θ
(√
logn
n
)
to (45), for
sufficiently large constant C > 0, it holds w.h.p. that∣∣|β′i| − |λi||βi|∣∣ ≤ C‖β‖2∞ + C√ log nn . (47)
Derive Proposition 7.8 from Assumption 7.6 Suppose that the fixed point a∗ satisfies As-
sumption 7.6. Let I>1 := {i ∈ [2] : |λi| > 1} and I≤1 := [2] \ I>1. Fix a sufficiently large constant
K > 0 and let ∗ be the constant mentioned in Assumption 7.6. Define
A1 =
{
A ⊆ V : ‖β‖∞ ≤ ∗ and |βj | < K
√
log n
n
for all j ∈ I>1
}
,
A2 =
{
A ⊆ V : ‖β‖∞ ≤ ∗ and |βj | ≥ K
√
log n
n
for some j ∈ I>1
}
,
A3 = {A ⊆ V : ‖β‖∞ > ∗ and |βj | ≤ ∗ for all j ∈ I≤1} .
We claim that, for each i = 1, 2 and any A ∈ Ai, there exists τ = O(log n) satisfying
Pr
[
A(τ) ∈ Ai+1
∣∣A(0) = A] ≥ 1 − n−Ω(1). This completes the proof of Proposition 7.8 under As-
sumption 7.6.
Case I: A(0) ∈ A1. Let f(A) := bnmax{|βi| : i ∈ I>1}c and m = K
√
n log n. We use Corol-
lary A.13 to show A(τ) ∈ A2 for some τ = O(log n). Here, we use A1 as B of Corollary A.13. Note
that A ∈ A1 implies f(A) < m.
From (44) and (A2), we have Var[|βi| | A] =
∑
j∈[2] u
2
ij Var[αj | A] = Ω(n−1). Here, note that,
for every i ∈ [2], there exists j ∈ [2] such that uij 6= 0, since otherwise, it contradicts to the fact
that the matrix U is nonsingular. Thus, from Corollary A.11, it holds that, for any constant h > 0,
there exists a positive constant C1 < 1 such that Pr[f(A
′) < h
√
n | f(A) ≤ m] < C1. This verifies
the condition (1′) of Corollary A.13.
Now we check the condition (2′). Let z ∈ [2] be the least index satisfying |βz| = max{|βi| : i ∈
[2]}. Suppose that A ∈ A1 satisfies f(A) = bn|βz|c ≥ h
√
n for sufficiently large constant h > 100C1
(recall that the constant 1 is mentioned in (A4)). Then, from (A4), we have
|E[β′z | A]| ≥ (1 + 0.991)|βz|+ 0.011|βz| −
C√
n
≥ (1 + 0.991)|βz|.
Thus, from the Hoeffding inequality (Lemma A.9), we obtain
Pr[f(A′) < (1 + 0.981)f(A) | A] ≤ Pr
[
f(A′) <
1 + 0.981
1 + 0.991
E[f(A′)]
∣∣∣∣A] ≤ exp(−Ω(f(A)2n
))
holds for every A ∈ A1 satisfying f(A) ≥ h
√
n. This verifies the condition (2′).
Finally, we check the condition (3′) of Corollary A.13. From (A5), it holds that
Pr[A′ 6∈ A1 and f(A′) < m | A ∈ A1] ≤ Pr[∃j ∈ I≤1, |β′j | > ∗ | A ∈ A1] ≤ n−Ω(1).
Therefore, from Corollary A.13, we have f(A(τ)) ≥ m = K√n log n (i.e. A(τ) ∈ A2) holds
w.h.p. for some τ = O(log n).
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Case II: A(0) ∈ A2. Suppose that A(0) ∈ A2 and let j ∈ I>1 be the index satisfying |βj | >
K
√
logn
n . We remark that K is sufficiently large. From (A4) and (47), we have |β′j | ≥ (1 +
0.991)|βj |. Thus, for some τ = O(log n), we have |β(τ)j | > ∗. Moreover, from (A5), we have
|β(τ)i | ≤ ∗ for all i ∈ I≤1. Therefore, A(τ) ∈ A3 holds w.h.p.
Derive Proposition 7.8 from Assumption 7.7 Suppose that the fixed point a∗ satisfies As-
sumption 7.7. Let
I<1 := {i ∈ [2] : |λi| < 1},
I>1 := {i ∈ [2] : |λi| > 1}.
From (A6), we have I<1 ∪ I>1 = [2]. Moreover, there exists some constant  > 0 such that
||λi| − 1| > 3 (48)
holds for every i ∈ [2]. For A ⊆ V , let z = z(A) ∈ [2] be the least index satisfying |βz| = ‖β‖∞.
We use four constants: In (47) and (48), we defined C and . Let K := C and 
′ := C . Consider
four events
B1 =
{
A ⊆ V : K
√
log n
n
< ‖β‖∞ ≤ ′ and z(A) ∈ I<1
}
,
B2 =
{
A ⊆ V : ‖β‖∞ ≤ K
√
log n
n
}
,
B3 =
{
A ⊆ V : K
√
log n
n
< ‖β‖∞ ≤ ′ and z(A) ∈ I>1
}
,
B4 =
{
A ⊆ V : ‖β‖∞ > ′ and |βj | ≤ ′ for all j ∈ I<1
}
.
We claim that, if A(0) ∈ Bi, then A(τ) 6∈ ∪1≤j≤iBj holds w.h.p. for any i ∈ {1, 2, 3} and some
τ = O(log n). This completes the proof of Proposition 7.8 under Assumption 7.7.
Case I: A(0) ∈ B1. Suppose A(0) ∈ B1. We argue that, if A(t) ∈ B1, then either A(t+1) ∈ B3 or
‖β(t+1)‖∞ ≤ (1− )‖β(t)‖∞ holds w.h.p. For any j ∈ I<1, the bound (47) yields that
|β′j | ≤ (1− 3)‖β‖∞ + C‖β‖2∞ + C
√
log n
n
≤ (1− )‖β‖∞ − 2‖β‖∞ + C′‖β‖∞ + C
√
log n
n
= (1− )‖β‖∞ − ‖β‖∞ + C
√
log n
n
≤ (1− )‖β‖∞ − (K − C)
√
log n
n
≤ (1− )‖β‖∞
holds w.h.p. If A(t+1) 6∈ B3, then ‖β′‖∞ = |β′j | for some j ∈ I<1; thus, we have ‖β′‖∞ ≤ (1−)‖β‖∞
w.h.p. Therefore, for some τ = O(log n), either A(τ) ∈ B2 or A(τ) ∈ B3 holds w.h.p.
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Case II: A(0) ∈ B2. Suppose A(0) ∈ B2. Our strategy is to apply Corollary A.13. We will prove
the following result in the last part of this subsection.
Lemma 9.3. Conditioned on A ∈ B2, the followings hold w.h.p.:
(i) For every i ∈ I<1, it holds that |β′i| ≤ K
√
logn
n .
(ii) there exists a constant h > 0 such that, for every i ∈ I>1,∣∣∣∣E [β′i ∣∣∣∣A, |βi| ≥ h√n
]∣∣∣∣ ≥ (1 + )|βi|.
Let m = K
√
n log n and define f(A) := bn ·maxi∈I>1 |βi|c. Suppose that f(A(τ)) ≥ K
√
n log n
holds w.h.p. for some τ = O(log n). Then, we have A(τ) 6∈ B1 ∪ B2 w.h.p. since |β(τ)i | ≤ K
√
logn
n
holds w.h.p. for any i ∈ I<1. Here, we used (i) of Lemma 9.3. To show f(A(τ)) ≥ K
√
n log n, we
check the condition (1′) to (3′) of Corollary A.13 and then apply it.
First, we check the condition (1′) of Corollary A.13. We use the same argument described in
the Case I in Section 9.3. From (44), we have Var[β′i | A] ≥
∑2
j=1 u
2
ij Var[α
′
j | A]. Moreover, for
every i ∈ [2] there exists j ∈ [2] such that uij 6= 0, since otherwise, it contradicts to the fact that
U is nonsingular. From (A2), we have Var[β′i | A] = Ω(n−1); thus, from Corollary A.11, it holds
that, for any constant h > 0, there exists a positive constant C1 < 1 such that Pr[f(A
′) ≥ h√n |
f(A) ≤ m] < C1.
We check the condition (2′) of Corollary A.13. For every i ∈ I>1, Lemma 9.3 yields
|E[β(t+1)i | A(t) ∈ B2]| ≥ (1 + )|β(t)i |. (49)
In look at (44), from the Hoeffding inequality (Lemma A.9), it holds for any set A(t) ∈ B2, any
index i ∈ I>1 and any constant ′ > 0 that
Pr[|β′i| ≤ (1− ′)|E[β′i]|] ≤ exp
(−Ω (′2 E[β′i]2n)) ≤ exp(−Ω(′2 f(A)2n
))
. (50)
From (49) and (50), by letting ′ = 2(1+) , we obtain
Pr
[
|β(t+1)i | ≤
(
1 +

2
)
· |β(t)i |
∣∣∣A(t) ∈ B2] ≤ Pr [|β′i| ≤ (1− ′) · |E[β′i | A(t) ∈ B2]|]
≤ exp
(
−Ω
(
f(A)2
n
))
.
In other words, for any A ∈ B2 satisfying f(A) ≥ h
√
n for some constant h > 0, we have
Pr
[
f(A(t+1)) <
(
1 +

2
)
f(A(t))
∣∣∣A(t) = A] ≤ exp(−Ω(f(A)2
n
))
.
Finally, we check the condition (3′) of Corollary A.13. From Lemma 9.3, we have
Pr[A(t+1) 6∈ B2 ∧ f(A(t+1)) ≤ m | A(t) ∈ B2] ≤ Pr
[
∃j ∈ I<1 : |β′j | > K
√
log n
n
∣∣∣∣∣A ∈ B2
]
≤ n−Ω(1).
Now we are ready to apply Corollary A.13. Thus, there exists τ = O(log n) such that f(A(τ)) ≥
K
√
logn
n and |β
(τ)
j | ≤ K
√
logn
n hold w.h.p. for every j ∈ I<1. Consequently, A(τ) ∈ B3 ∪ B4 holds
w.h.p.
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Case III: A(0) ∈ B3. Suppose that A(0) ∈ B3. From (47), it holds w.h.p. that
|β′z| ≥ |λz||βz| − C‖β‖∞ − C
√
log n
n
≥ (1 + )|βz|+ (|βz| − C|βz|2) +
(
|βz| − C
√
log n
n
)
≥ (1 + )|βz|.
Moreover, for any j ∈ I<1, it holds w.h.p. that
|β′j | ≤ (1− 3)‖β‖∞ + C‖β‖2∞ + C
√
log n
n
≤ (1− )|βz|
These imply that A(t+1) 6∈ B1 ∪ B2 holds w.h.p. whenever A(t) ∈ B3. Let τ be the stopping time
given by τ := min{t : A(t) 6∈ B3}. Then, ‖β(t+1)‖∞ ≥ (1 + )‖β(t)‖∞ holds w.h.p. for all t < τ .
Therefore, we have A(τ) ∈ B4 with τ = O(log n), and |β(τ)j | ≤ ′ for all j ∈ I<1.
Proof of Lemma 9.3. Suppose A ∈ B2 and recall the definition K = C . For any i ∈ I<1, the
bound (47) yields that
|β′i| ≤ (1− 3ε)K
√
log n
n
+K2
log n
n
+ C
√
log n
n
≤ C
ε
√
log n
n
− 2C
√
log n
n
+K2
log n
n
≤ K
√
log n
n
holds w.h.p. This completes the proof of the statement (i).
Now we consider the statement (ii). Suppose that A ∈ B2 and |βi| ≥ C · 1√n (we expect h = C ).
For i ∈ I>1, the bound (46) implies |E[β′i]| ≥ |λi||βi| − C‖β‖2∞ − C√n . Since ‖β‖∞ ≤ K
√
logn
n and
|βi| ≥ h√n = C · 1√n , we have
C‖β‖2∞ ≤
CK log n
n
≤ |βi| (for sufficiently large n),
C√
n
≤ |βi|.
This leads to |E[β′i]| ≥ (1 + )|βi|, which completes the proof of the statement (ii).
10 Best-of-two voting process
This section is devoted to show Theorems 1.3 and 1.5. To this end, we investigate the induced
dynamical system of the Best-of-two. Let α := |A|n , αi :=
|Ai|
n , α
′
i :=
|A′i|
n and r :=
q
p . Suppose
that r is a constant. Let fBo21 (x) := 2x(1− x) and fBo22 (x) := x2. Observe that the Best-of-two is
the polynomial voter process according to fBo21 and f
Bo2
2 . Then, on an f
Bo2
1 -good and f
Bo2
2 -good
G(2n, p, q), it holds w.h.p. that∣∣∣∣α′i − αifBo21 (αi + rα3−i1 + r
)
− (1− αi)fBo22
(
αi + rα3−i
1 + r
)∣∣∣∣ = O
(√
1
np
+
√
log n
n
)
(51)
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for all A ⊆ V and i = 1, 2.
For convenience of calculation, we change the coordinate of H by
δ = (δ1, δ2) := (α1 − α2, α1 + α2 − 1).
Note that δ1, δ2 are random variables. Let u :=
1−r
1+r . Then we have
E[δ′i | A] = Ti(δ1, δ2) +O
(
1√
np
)
,
where
T1(d1, d2) :=
d1
2
(
(2u+ 1)− (ud1)2 − (2u+ 1)d22
)
, T2(d1, d2) :=
d2
2
(
3− u(2 + u)d21 − d22
)
. (52)
This suggests another dynamical system T (d) = (T1(d), T2(d)). We use d = (d1, d2) as a specific
point and δ = (δ1, δ2) as a vector-valued random variable. Consider δ
(t) = (δ
(t)
1 , δ
(t)
2 ) and (d
(t))∞t=0,
where d(0) = δ(0) and d(t+1) = T (d(t)) for each t ≥ 0. For notational convenience, we use δ′ :=
δ(t+1) for δ = δ(t). Similarly, we refer d′ to T (d). Note that δ satisfies |δ1| + |δ2| ≤ 1 since
α ∈ [0, 1]2. Moreover, the dynamical system T has symmetry on d1 = 0 and d2 = 0. Hence, we
focus on the set
S := {(d1, d2) ∈ [0, 1]2 : d1 + d2 ≤ 1}.
The sequence (d(t))∞t=0 is closed in S as follows:
Lemma 10.1. For any d ∈ S, it holds that d′ ∈ S.
The proof is the same as that of Lemma 4.2 and we omit in this paper.
We will consider the behavior of δ around fixed points. Note that d′ = d ∈ S holds if and only
if d ∈ {d∗i }4i=1, where
d∗i :=

(0, 0) if i = 1,(√
2u−1
u2
, 0
)
if i = 2 and u ≥ 12 ,(√
u2+u−1
(u+1)2
,
√
1
u(u+1)2
)
. if i = 3 and u ≥
√
5−1
2 ,
(0, 1) if i = 4.
(53)
The Jacobian matrix J at (d1, d2) is given by
J =
1
2
(
2u+ 1− 3(ud1)2 − (2u+ 1)d22 −2(2u+ 1)d1d2
−2u(u+ 2)d1d2 3− u(2 + u)d21 − 3d22
)
. (54)
Let Ji be the Jacobian matrix at d
∗
i . From (54), a straightforward calculation yields
Ji =

1
2
(
2u+ 1 0
0 3
)
if i = 1,(
2− 2u 0
0 1−u
2
u
)
if i = 2 and u ≥ 12 ,
− 1
(1+u)2
(
1+u−4u2−8u3+u4+3u5
2u
(2u+1)
√
u2+u−1√
u
u(u+ 2)
√
u3 + u2 − u 3−3u−8u2−2u3+3u4+u52u
)
if i = 3 and u ≥
√
5−1
2 ,(
0 0
0 0
)
if i = 4.
(55)
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Table 2: Each cell (c1, c2) represents the property of the eigenvalues λ1 ≥ λ2 of the corresponding
Jacobian matrix. Precisely, the sign ci represents whether λi is larger than 1 or not. For example,
(+, 1) indicates that λ1 > λ2 = 1. If (+,−) or (+,+), we may apply Proposition 7.8. Indeed, cells
with (−,−) correspond sink points in this model. Note that d∗2 is saddle if 23 < u < 34 but is sink
if 34 < u ≤ 1.
points 0 < u < 12 u =
1
2
1
2 < u <
√
5−1
2 u =
√
5−1
2
√
5−1
2 < u ≤ 1
d∗1 (+,−) (+, 1) (+,+) (+,+) (+,+)
d∗2 undefined (+, 1) (+,−) (1,−) (−,−)
d∗3 undefined undefined undefined (1,−) (+,−)
d∗4 (−,−) (−,−) (−,−) (−,−) (−,−)
Depending on the eigenvalues λ1 ≥ λ2 of Ji, the property of d∗i changes as shown in Table 2.
In this section, we prove the following analogous results as Propositions 4.3 to 4.6. Recall that, for
d = (d1, d2) ∈ R2, 〈d〉+ := (|d1|, |d2|) ∈ R2.
Proposition 10.2 (Convergence of the orbit). For any sequence (d(t))∞t=0, limt→∞〈d(t)〉+ = d∗i for
some i ∈ {1, 2, 3, 4}. Furthermore, if u <
√
5−1
2 and a positive constant κ > 0 exists such that the
initial point d(0) = (d
(0)
1 , d
(0)
2 ) ∈ S satisfies |d(0)2 | > κ, then limt→∞〈d(t)〉+ = d∗4.
Proof. If u = 1, the dynamical system given in (52) is the same as that of the Best-of-three of (6)
and thus we are done.
Suppose that 0 ≤ u < 1. The proof of this case depends on several results presented in
Appendix A.4. We first claim that the map T : S → S is competitive (see Appendix A.4 for
definition). Then, we apply Theorem A.17 and complete the proof of the first statement. To this
end, we verify that the map T satisfies the conditions (C1) to (C4) described in Appendix A.4. The
condition (C1) follows from Lemma A.19: it is straightforward to check that the Jacobian matrix
(54) satisfies the condition of Lemma A.19. We use the Inverse Function Theorem (Theorem A.3)
to verify the condition (C2). To this end, we claim that detJ > 0 for any d ∈ S \ {(0, 1)}. In view
of (54), let
f(d1, d2) := det J
=
1
4
((2u+ 1− 3u2d21 − (2u+ 1)d22)(3− u(2 + u)d21 − 3d22)− 4u(u+ 2)(2u+ 1)d21d22)
≥ f(d1, 1− d1) = 1
4
d21(−1 + u) · h(d1),
where h(θ) := 3(−1 + u)(1 + u)2θ2 + 12(1 + u)2θ − 4(3 + 7u + 2u2). A simple calculation yields
h′(θ) = 6(2− (1− u)θ)(1 + u)2 > 0 for θ ∈ [0, 1] and thus
h(θ) ≤ h(1) = −3(1− u3)− 7u(1− u) < 0.
Here, recall that u < 1. Therefore, if d1 > 0, we have
det J = f(d1, d2) ≥ f(d1, 1− d1) = 1
4
d21(−1 + u)h(d1) > 0.
It is straightforward to see that f(0, d2) = 0 if and only if d2 = 1. In other words, we have
det J = f(d1, d2) > 0. (56)
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for any (d1, d2) ∈ S \ {(0, 1)}. Consequently, for any d ∈ S \ {(0, 1)}, an inverse mapping T−1(d)
is defined. Moreover, it is straightforward to check that T (x) = (0, 1) if and only if x = (0, 1).
Therefore, T is injective and we verified the condition (C2). The condition (C3) follows immediately
since we already have the Jacobian matrix (54). To condition (C4) follows from Lemma A.20 and
(56). Now we apply Theorem A.17 and complete the proof of the first claim of Proposition 10.2.
To obtain the second claim, we show that d′2 > 0 whenever (d1, d2) ∈ S satisfies d2 > 0. This
follows from a simple calculation
d′2 ≥
d2
2
(3− 3d21 − d22) ≥
d2
2
(3− 3d1 − d2) ≥ d22 > 0.
Proposition 10.3 (Dynamics around sink points). Consider the Best-of-two on G(2n, p, q) that is
both fBo21 -good and f
Bo2
2 -good. Suppose that r = q/p <
√
5− 2 is a constant. Then, there exists a
positive constant  = (r) satisfying
Pr
[
δ′ 6∈ B(d∗2, )
∣∣ δ ∈ B(d∗2, )] ≤ exp(−Ω(n)).
In particular, Tcons(A) = exp(Ω(n)) holds w.h.p. for any A ⊆ V satisfying 〈δ〉+ ∈ B(d∗2, ).
Proof. From (55), it is easy to check that both d∗2 and −d∗2 are sink. Then, Proposition 10.3 follows
from Proposition 7.2.
Proposition 10.4 (Towards consensus). Consider the Best-of-two on G(2n, p, q) that is both fBo21 -
good and fBo22 -good. Suppose that r = q/p is a constant. Then, there exists a universal constant
 = (r) > 0 satisfying the following: Tcons(A) ≤ O(log log n + log n/ log(np)) holds w.h.p. for all
A ⊆ V with min{|A|, 2n− |A|} ≤ n.
Proof. Since J4 is the all-zero matrix, Proposition 10.4 immediately follows from Proposition 7.3.
Proposition 10.5 (Escape from fixed points). Let p, q are constants and consider the Best-of-two
on G(2n, p, q) that is both fBo21 -good and f
Bo2
2 -good. If q/p >
√
5−2 and |δ(0)2 | = o(1), then it holds
w.h.p. that |δ(τ)2 | >  for some τ = O(log n) and some constant  > 0.
Proof sketch. The proof is the same as that of Proposition 4.6 and we just present the sketch. We
first show the following claim:
Claim 10.6 (Concentration of the variance for the Best-of-two). Consider the Best-of-two on
G(2n, p, q) that is both fBo21 -good and f
Bo2
2 -good. Then, two constants C1, C2 > 0 exist such that
∀A ⊆ V, ∀i ∈ {1, 2} :∣∣∣∣Var [|A′i| ∣∣A]− |Ai|g1( |Ai|p+ |A3−i|qn(p+ q)
)
− (n− |Ai|)g2
( |Ai|p+ |A3−i|q
n(p+ q)
)∣∣∣∣ ≤ C2√np ,
where gi(x) := f
Bo2
i (x)(1− fBo2i (x)) for i = 1, 2.
Proof. That variance Var[|A′i| | A] can be represented as
Var[|A′i| | A] =
∑
v∈Vi
Pr[v ∈ A′](1−Pr[v ∈ A′]) =
∑
v∈Ai
g1
(
degA(v)
deg(v)
)
+
∑
v∈Vi\Ai
g2
(
degA(v)
deg(v)
)
.
Therefore, Claim 10.6 immediately follows from the property (P2) and Theorem 3.2.
39
From Claim 10.6, we have Var[α′i | A] = Ω(n−1) if min{α1, 1 − α1, α2, 1 − α2} = Ω(1). This
verifies the condition (A2) of Assumption 7.5. We consider two cases: u 6=
√
5−1
2 and u =
√
5−1
2 .
Suppose that u 6=
√
5−1
2 . Then both d
∗
1 and d
∗
2 satisfy Assumption 7.7 and we can apply Propo-
sition 7.8. Suppose that u =
√
5−1
2 . In this case, we have d
∗
1 = d
∗
2 = (0, 0). This point satisfies
conditions (A4) and (A5) of Assumption 7.6 and apply Proposition 7.8.
Proof sketches of Theorems 1.3 and 1.5. Combining Propositions 10.2 to 10.5, the proofs
of Theorems 1.3 and 1.5 follow from the same argument as that of Theorems 1.2 and 1.4 (see
Section 7.4).
11 Concluding remark
In this paper we studied the Best-of-two and the Best-of-three voting processes on the stochastic
block model G(2n, p, q). Here, we first generate G(2n, p, q), then set an initial opinion configura-
tion and observe the voting process. We presented phase transition results on r = q/p for both
processes. In addition, if p ≥ q > 0 are constants, we proved that the consensus time is O(log n)
for arbitrary initial opinion configurations. In the proof, we combined the theory of dynamical
systems and our technical result Theorem 6.2 which approximates the stochastic processes by the
corresponding appropriate deterministic processes. To estimate the probability which the process
reaches sink areas from the source area is future work to consider an application of these processes
to distributed community detection algorithms. For an application to distributed community de-
tection algorithms, it is significant to estimate the probability that the voting process reaches the
sink areas (in particular, starting from the source area). This is a possible future direction of this
paper.
Note that Theorem 6.2 is allowable for any polynomial function with constant degree. For
example, consider the Best-of-(2k + 1) voting process for a positive constant k. This process is
defined by f1(x) = f2(x) := Pr[Bin(2k+1, x) ≥ k+1] =
∑2k+1
i=k+1
(
2k+1
i
)
xi(1−x)2k+1−i. Theorem 6.2
guarantees ‖α(t) − a(t)‖∞ ≤ Ct(
√
1/np+
√
log n/n) for this process. Moreover, using Lemma 8.1,
it is not difficult to extend Theorem 6.2 to voting processes on general stochastic block models
that has c1 communities each of size Ω(n) and initially involving c2 opinions, where c1, c2 denote
arbitrary positive constants. This setting yields induced dynamical systems of dimension more
than two. The Jacobian matrix would be helpful to investigate several properties including the
exponential time lower bound (Proposition 7.2), the fast consensus (Proposition 7.3) and escape
result (Proposition 7.8) since the proofs of Sections 9.1 to 9.3 work for induced dynamical systems
with higher dimension. Unfortunately, it may not be easy to specify other properties (e.g. zero
areas, convergence properties, . . . ) of (a(t))t∈N corresponding to such processes. This problem is
left for future work. Also, the worst-case analysis of the consensus time for sparse random graphs
remains open in this paper.
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A Tools
A.1 Linear algebra tools
Definition A.1 (singular value). For a real matrix A ∈ Rm×n, singular values σ1, . . . , σm of A are
nonnegative square roots of eigenvalues of AA>. We write σi(A) when we specify A. In particular,
the maximum singular value, denoted by σmax, is the largest value among all singular values.
Proposition A.2. For a real matrix A ∈ Rm×n, it holds that
σmax = max
v∈Rn:‖v‖2=1
‖Av‖2,
where the norm ‖ · ‖2 is the `2 norm.
In particular, it holds that
‖Av‖2 ≤ σmax‖v‖2
for any vector v ∈ Rn.
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A.2 Real analysis tools
The Inverse Function Theorem. The Inverse Function Theorem is a fundamental result in
real analysis and can be seen in many textbooks [23, 34].
Theorem A.3 (The Inverse Function Theorem, (See, e.g. Theorem 12.17 of [34] and Theorem
1A.1 of [23])). Let f be a continuously differentiable function from an open set U ⊆ Rk into Rk.
Suppose that the Jacobian matrix J at p ∈ U is invertible. Then there is a neighborhood V of p
such that the restriction of f to V is invertible. Moreover, the Jacobian matrix of f−1 at p is given
by J−1.
Lipschitz condition
Definition A.4. Consider a function H : S → T , where S ⊆ Rm and T ⊆ Rn are closed sets. The
function H satisfies the Lipschitz condition if there exists a universal constant C > 0 such that
‖H(x)−H(y)‖∞ ≤ C‖x− y‖∞
holds for any x,y ∈ S.
It should be noted that the definition of the Lipschitz condition does not depends on the norm
‖ · ‖ on Rn. The following is a well-known result in real analysis.
Proposition A.5 (Exercise 1D.3 of [23]). Let O ⊆ Rk be an open set and S ⊆ O be a compact
convex subset of O. Suppose that H : O → Rk is continuously differentiable on an open set O.
Then H is Lipschitz continuous on C and
‖H(x)−H(y)‖∞ ≤ max
p∈S
σmax(Jp)‖x− y‖∞,
where Jp is the Jacobian matrix at p.
Corollary A.6. Let H : Rm → Rn be a function given by
H(x) = (H1(x), . . . ,Hn(x)),
where Hi(x) = Hi(x1, . . . , xm) is a polynomial on x1, . . . , xm for all i ∈ [n]. Then, H satisfies the
Lipschitz condition on [0, 1]m.
A.3 Probabilistic tools
Lemma A.7 (Chernoff bound (See, e.g. Theorem 10.1, Corollary 10.4 and Theorem 10.5 of [21])).
Let X1, X2, . . . , Xn be independent random variables taking values in [0, 1]. Let X =
∑n
i=1Xi.
Then the following hold:
(i) for any δ ≥ 0,
Pr[X ≥ (1 + δ) E[X]] ≤ exp
(
−min{δ, δ
2}E[X]
3
)
.
(ii) for any δ ∈ [0, 1],
Pr[X ≤ (1− δ) E[X]] ≤ exp
(
−δ
2 E[X]
2
)
.
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(iii) for any k ≥ 2e E[X],
Pr [X ≥ k] ≤ 2−k.
Here, e denotes the Napier constant.
Lemma A.8 (Additive Chernoff bound (See, e.g. Theorems 10.10 and 10.11 of [21])).
Let X1, X2, . . . , Xn be independent random variables taking values in [0, 1]. Let X =
∑n
i=1Xi.
Then for any δ ≥ 0,
Pr[X ≥ E[X] + δ] ≤ exp
(
−1
3
min
{
δ2
E[X]
, δ
})
,
Pr[X ≤ E[X]− δ] ≤ exp
(
− δ
2
2 E[X]
)
.
Lemma A.9 (Hoeffding bound (See, e.g. Theorem 10.9 of [21])). Let X1, X2, . . . , Xn be independent
random variables. Assume that each Xi takes values in a real interval [ai, bi] of length ci := bi− ai.
Let X =
∑n
i=1Xi. Then for any δ > 0,
Pr [X ≥ E[X] + δ] ≤ exp
(
− 2δ
2∑n
i=1 c
2
i
)
,
Pr [X ≤ E[X]− δ] ≤ exp
(
− 2δ
2∑n
i=1 c
2
i
)
.
Lemma A.10 (Berry-Esseen (See, e.g. [41])). Let X1, X2, . . . , Xn be independent random variables
such that E[Xi] = 0, E[X
2
i ] > 0, E[|Xi|3] < ∞ for all i ∈ [n] and
∑n
i=1 E[X
2
i ] = 1. Let X =∑n
i=1Xi and let Φ(x) =
1√
2pi
∫ x
−∞ e
−y2/2dy (the cumulative distribution function of the standard
normal distribution). Then
sup
x∈R
∣∣Pr [X ≤ x]− Φ(x)∣∣ ≤ 5.6 n∑
i=1
E[|Xi|3].
Corollary A.11. Let X1, X2, . . . , Xn be n independent random variables such that Var[X] 6= 0
and |Xi −E[Xi]| ≤ C <∞ for all i ∈ [n] where X =
∑n
i=1Xi. Then for any x ∈ R,∣∣∣∣∣Pr
[
X −E[X]√
Var[X]
≤ x
]
− Φ(x)
∣∣∣∣∣ ≤ 5.6C√Var[X] .
Proof. For all i ∈ [n], let
Zi :=
Xi −E[Xi]√
Var[X]
,
Z :=
∑
i∈[n]:E[Z2i ]>0
Zi =
∑
i∈[n]
Zi.
Note that E[Z2i ] = 0 ⇐⇒
∑
z z
2 Pr[Zi = z] = 0 ⇐⇒ Pr[Zi = 0] = 1. Then, for all i ∈ {j ∈
[n] : E[Z2j ] > 0}, it is easy to check that E[Zi] = 0, E[Z2i ] > 0, and E[|Zi|3] ≤ C
3
Var[X]3/2
< ∞.
Furthermore, ∑
i∈[n]:E[Z2i ]>0
E[Z2i ] =
∑
i∈[n]
E[Z2i ] =
∑
i∈[n] E[(Xi −E[Xi])2]
Var[X]
= 1.
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Thus we can apply Lemma A.10 to Z and it holds that∣∣∣∣∣Pr
[
X −E[X]√
Var[X]
≤ x
]
− Φ(x)
∣∣∣∣∣ =
∣∣∣∣∣Pr
[
n∑
i=1
Zi ≤ x
]
− Φ(x)
∣∣∣∣∣
= |Pr [Z ≤ x]− Φ(x)|
≤ 5.6
∑
i∈[n]:E[Z2i ]>0
E[|Zi|3]
≤ 5.6C√
Var[X]
n∑
i=1
E[Z2i ] =
5.6C√
Var[X]
.
Lemma A.12 (Lemma 4.5 of [12]). Consider a Markov chain (Xt)
∞
t=1 with finite state space Ω and
a function f : Ω → {0, . . . , n}. Let C3 be arbitrary constant and m = C3
√
n log n. Suppose that
Ω, f and m satisfies the following conditions:
(1) For any positive constant h, there exists a positive constant C1 < 1 such that
Pr
[
f(Xt+1) < h
√
n
∣∣ f(Xt) ≤ m] < C1.
(2) Three positive constants , C2 and h exist such that, for any x ∈ Ω satisfying h
√
n ≤ f(x) < m,
Pr [f(Xt+1) < (1 + )f(Xt) |Xt = x] < exp
(
−C2 f(x)
2
n
)
.
Then f(Xτ ) ≥ m holds for some τ = O(log n).
Corollary A.13. Consider a Markov chain (Xt)
∞
t=1 with finite state space Ω and a function f :
Ω → {0, . . . , n}. Let C3 be arbitrary constant and m = C3
√
n log n. Consider a set B ⊆ Ω such
that
B ⊆ {x ∈ Ω : f(x) < m}.
Suppose that Ω, f,m and B satisfy the following conditions:
(1′) For any positive constant h, there exists a positive constant C1 < 1 such that
Pr
[
f(Xt+1) < h
√
n
∣∣ f(Xt) ≤ m,Xt ∈ B] < C1.
(2′) Three positive constants , C2, h exist such that, for any x ∈ B satisfying h
√
n ≤ f(x) < m,
Pr [f(Xt+1) < (1 + )f(Xt) |Xt = x] < exp
(
−C2 f(x)
2
n
)
.
(3′) For some constant C4 > 0,
Pr [Xt+1 6∈ B and f(Xt+1) < m |Xt ∈ B] ≤ O(n−C2).
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Then,
Pr [f(Xτ ) ≥ m | X0 ∈ B] ≥ 1− n−Ω(1)
holds for some τ = O(log n).
Proof. Let Ω′ = B∪{a, b} be the state space with two special states a and b. We consider a Markov
chain (X ′t)∞t+1 on Ω′ by
Pr[X ′t+1 = x | X ′t = y] =

Pr[Xt+1 = x | Xt = y] if x, y ∈ B,
Pr[Xt+1 6∈ B ∧ f(Xt+1) < m | Xt = y] if x = a and y ∈ B,
Pr[f(Xt+1) ≥ m | Xt = y] if x = b and y ∈ B,
1 if x = y ∈ {a, b}.
In other words, the special state a corresponds to the event “f(x) < m and x 6∈ B ”, and b does
“f(x) ≥ m”.
Suppose that X ′0 ∈ B and let τ ′ = min{t : X ′t 6∈ B} > 0 be the stopping time. Then, the above
definition of X ′t naturally yields a coupling (Xt, X ′t)t<τ ′ satisfying Xt = X ′t for t < τ ′.
Let f ′ : Ω′ → {0, . . . , n} be a function given by
f ′(x) =
{
f(x) if x ∈ B,
n if x ∈ {a, b}.
Then, the Markov chain (X ′t) on Ω′ and the function f ′ satisfies the conditions (1) and (2) of
Lemma A.12. Hence, for some τ = O(log n), it holds that X ′τ ∈ {a, b}. We insist that X ′τ = b, that
is, f(Xτ ) ≥ m. Indeed, from the condition (3′), we have
Pr[X ′τ = a | X ′0 ∈ B] ≤ τ ·O(n−c2)
≤ n−Ω(1).
We say a function f : {0, 1}M → R is monotone increasing if f(x) ≤ f(y) whenever x =
(x1, . . . , xM ),y = (y1, . . . , yM ) ∈ {0, 1}M satisfies xi ≤ yi for every i = 1, . . . ,M .
Lemma A.14 (FKG inequality, Theorem 21.5 of [25]). For a given set [M ] = {1, 2, . . . ,M},
let I1, I2, . . . , IM be independent binary random variables. Then for any two monotone increase
functions f, g : {0, 1}M → R, it holds that
E[f(I)g(I)] ≥ E[f(I)] E[g(I)]
where I = (I1, I2, . . . , IM ) ∈ {0, 1}M .
Lemma A.15 (Janson’s inequality (Theorem 21.12 of [25])). For a given set [M ] = {1, 2, . . . ,M},
let I1, I2, . . . , IM be independent binary random variables. Now, let (F1, F2, . . . , FN ) be a family of
N subsets of [M ] (Fi ⊆ [M ] for every i ∈ [N ]) and let
Y :=
∑
i∈[N ]
∏
e∈Fi
Ie.
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Then, it holds for any t ≤ E[Y ] that
Pr [Y ≤ E[Y ]− t] ≤ exp
(
− t
2
2∇
)
where
∇ :=
∑
i∈N,j∈N :
Fi∩Fj 6=∅
E
∏
e∈Fi
Ie
 ∏
e′∈Fj
Ie′
 .
Lemma A.16 (The Kim-Vu concentration (Main Theorem of [33])). For a given set [M ] =
{1, 2, . . . ,M}, let I1, I2, . . . , IM be independent binary random variables. Now, let E ⊆ 2[M ] be
a collection of subsets of [M ] (F ⊆ [M ] for all F ∈ E) and let
Y =
∑
F∈E
w(F )
∏
e∈F
Ie,
where w(F ) are positive coefficients. For a subset A ⊆ [M ], define YA as
YA =
∑
F∈E:
F⊇A
w(F )
∏
e∈F\A
Ie.
If the polynomial Y has degree at most k (i.e. maxF∈E |F | ≤ k), then for any positive λ > 1, it
holds that
Pr
[
|Y −E[Y ]| ≥
√
k! max
A⊆[M ]
E[YA] max
A⊆[M ]:A 6=∅
E[YA](8λ)
k
]
≤ 2 exp(2 + (k − 1) logM − λ).
A.4 Competitive dynamical systems on R2
In this paper, we consider discrete-time dynamic systems given by a map: For a map T : S → S
and x ∈ S, we discuss whether the orbit {Tn(x)}n≥0 converges to a fixed point or not. For general
dynamical systems, it is typically difficult to predicate the asymptotic behavior of an orbit since
it sometimes exhibits chaos. This section is devoted to introduce planar competitive dynamical
systems, which includes the induced dynamical systems explored in this paper. Our dynamical
systems are defined on R2. The definitions and results in this section follow from [30].
For two points x = (x1, x2) and y = (y1, y2), we write x ≤K y if both x1 ≤ y1 and y2 ≤ x2
hold. For S ⊆ R2, a map T : S → S is competitive if T is monotone with respect to the relation ≤K
(i.e. T (x) ≤K T (y) whenever x ≤K y). We use x ≤ y for the usual component-wise comparison
(i.e. x ≤ y if xi ≤ yi for i = 1, 2). Throughout this section, we let
S = {(x, y) ∈ R2 : x ≥ 0, y ≥ 0, x+ y ≤ 1}
and our map T : S → S is supposed to satisfy the following conditions:
(C1) T is competitive.
(C2) T is injective.
(C3) T is C1.
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(C4) The inverse map T−1 is monotone with respective to the ordinal relation ≤.
A point x is a fixed point if T (x) = x. The following result asserts the convergence of the orbit
{Tn(x)}n≥0 for any initial point x ∈ S:
Theorem A.17. Suppose that a map T : S → S satisfies the conditions (C1) to (C4). Then, for
any point x ∈ S, the limit limn→∞ Tn(x) exists and the limit is a fixed point of T .
Proof. For two points x = (x1, x2) and y = (y1, y2), we write x  y if x1 < y1 and x2 < y2. We
use the following known result:
Theorem A.18 (Theorem 5.28 of [30]). Suppose that a competitive map T : S → S satisfies the
following:
x ≤ y for any x,y ∈ S of T (x) T (y).
Then, for any x ∈ S, the sequence (Tn(x))n≥0 converges to some fixed point of T
For any points x,y ∈ S of T (x)  T (y), the conditions (C2) and (C4) yield that x =
T−1(T (x)) ≤ T−1(T (y)) = y. Therefore, we can directly apply Theorem A.18.
The following results provide useful criterions for the conditions (C1) and (C4) of T :
Lemma A.19. A map T : S → S is competitive if, for any point x ∈ S, the Jacobian matrix J at
x is of the form
J =
(
j11 j12
j21 j22
)
with j11, j22 ≥ 0 and j12, j21 ≤ 0.
Proof. Let T (x) = (T1(x), T2(x)) for x = (x1, x2) ∈ S. From the assumption on the Jacobian
matrix, the function Ti is nondecreasing on xi and is nonincreasing on x3−i. With this in mind, for
any (a, b), (c, d) ∈ S of (a, b) ≤K (c, d), we have
T1(a, b) ≤ T1(c, b) ≤ T1(c, d),
T2(a, b) ≥ T2(a, d) ≥ T2(c, d).
In other words, T (a, b) ≤K T (c, d).
Lemma A.20. Suppose that a map T : S → S satisfies (C1) to (C3), and that the Jacobian matrix
of T at x has a positive determinant for any x ∈ S \ {(0, 1)}. Then, T satisfies (C4).
Proof. Let U := T−1 and U(x) = (U1(x), U2(x)) for x = (x1, x2) ∈ S. By the Inverse Function
Theorem (Theorem A.3), the Jacobian matrix K of U at x ∈ S \ {(0, 1)} is given by the inverse of
that of T . Thus, we have
∂Ui
∂xj
(x) ≥ 0
for any x ∈ S\{(0, 1)}. Hence the functions U1(x1, x2) and U2(x1, x2) are nondecreasing on both x1
and x2. Therefore for any two points (a, b), (c, d) ∈ S of (a, b) ≤ (c, d), we have U1(a, b) ≤ U1(c, d)
and U2(a, b) ≤ U2(c, d) (note that if (a, b) = (0, 1) then (c, d) must be (0, 1) and we are done).
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