This paper links the current subprime mortgage crisis to a decline in lending standards associated with the rapid expansion and changes in the structure of this market. We show that lending standards declined more in areas that experienced faster credit growth. We also find that the entry of new lenders contributed to the decline in lending standards. The results are robust to controlling for house price appreciation, mortgage securitization, and other economic fundamentals, and to several robustness tests controlling for endogeneity. The results are consistent with the predictions of recent models based on asymmetric information, and shed light on the relationship between credit booms and financial instability.
I. INTRODUCTION
The recent global financial turmoil has placed the U.S. subprime mortgage industry in the spotlight. Over the last decade, this market has expanded rapidly and witnessed the entry of new major players, evolving from a small niche segment to a major portion of the U.S. mortgage market.
Anecdotal evidence suggests that this trend was accompanied by a decline in credit standards and excessive risk taking by lenders (e.g., FitchRatings, 2007) . Indeed, the rapid expansion of subprime lending is seen by many as a credit boom gone bad, as evidenced by increased delinquency rates of subprime mortgages and insolvency problems at major mortgage lenders.
Yet, few attempts have been made to link empirically lending standards in the subprime mortgage market to its rapid expansion. How did lending standards change over the expansion?
How did changes in local market structure affect lender behavior during the boom? To answer these questions, we use data from over 50 million individual mortgage applications combined with information on local and national economic variables.
Our main finding is that the credit expansion in the subprime mortgage market led to a decrease in lending standards, as measured by a decline in application denial rates and a significant increase in loan-to-income ratios not explained by an improvement in the underlying economic fundamentals. Specifically, denial rates declined more and loan-to-income ratios rose more in areas where the number of loan applications rose faster. These areas subsequently experienced a sharper increase in delinquency rates (Figure 1 ), in a pattern reminiscent of boombust cycles in emerging markets (e.g., Sachs, Tornell, and Velasco, 2006; Caballero and Krishnamurthy, 2006) . Indeed, some have compared the current crisis in the U.S. mortgage market to major financial crises in developed countries and emerging market economies that also experienced credit booms (Reinhart and Rogoff, 2008) .
We also find that changes in market structure affected lending standards. Denial rates declined more in areas with a larger number of competitors. Specifically, incumbents' lending standards were negatively affected by the entry into local markets of new financial institutions.
We interpret this as evidence that local lenders were "forced" to cut lending standards when facing competition from new entrants, which as it appears often enjoyed lower costs of funding.
Recent work shows that house price appreciation (e.g., Demyanyk and Van Hemert, 2007) and asset securitization (e.g., Keys et al., 2007; Mian and Sufi, 2007) helped fuel the subprime crisis. Therefore we control for these factors in our analysis and show that, while increased recourse to securitization and the housing boom contributed to the decline in denial rates, our main results on the relationship between lending standards and credit expansion are robust to these additional controls.
Our results are consistent with recent theories suggesting that strategic interaction among asymmetrically informed banks may lead banks to behave more aggressively and take on more risks during booms than in tranquil times (e.g., Ruckes, 2004 , Dell'Ariccia and Marquez, 2006 , and Gorton and He, 2008 . 1 The subprime mortgage market provides an almost ideal ground for testing such theories because it is a less developed credit market with significant informational asymmetries. Subprime borrowers are generally riskier, more heterogeneous, can post less collateral, and have shorter or worse credit histories (if any) than their prime counterparts. At the same time, the wealth of information available and the geographical variation ( Figure 2 ) in this market allow us to control for several factors, such as changes in the pool of loan applicants, difficult to account for when analyzing aggregate credit growth.
The evidence in this paper has important policy implications in that it highlights the dangers to financial stability stemming from credit booms. In particular, the paper highlights that there is a credit quality element in lending cycles. It also sheds light on the origins of the current U.S. financial crisis by establishing a link between credit growth and lending standards in the subprime mortgage market, and by identifying changes in the structure of local credit markets as factors amplifying this decline in lending standards.
We obtain our results using an empirical model where, in addition to taking into account changes in economic fundamentals, we control for changes in the distribution of applicant borrowers and for the potential endogeneity of some of the explanatory variables. Specifically, we develop a two-stage regression framework, explained in detail later on, that exploits individual loan application data to control for changes in the quality of the pool of loan applicants. We focus on loan applications rather than originations to reduce further the concern about simultaneity biases. For further robustness, we run an instrumental variable specification of our model, where we instrument the subprime applications variable with the number of applications in the prime market.
The rest of the paper is organized as follows. Section II reviews the related literature.
Section III provides a description of the data and introduces some stylized facts. Section IV describes our empirical methodology and central hypotheses. Section V presents the results.
Section VI presents robustness tests of our main results. Section VII concludes.
II. RELATED LITERATURE
Several studies examine the interaction between economic fluctuations and changes in bank credit (Bernanke and Lown, 1991 , Kiyotaki and Moore, 1997 , Peek and Rosengren, 2000 , Calomiris and Mason, 2003 , and Matsuyama, 2007 and the link between financial development and economic volatility more generally (Raddatz, 2003 , Kroszner et al., 2007 , and Ranciere et al., 2008 . 2 However, little evidence has been collected on how lending standards relate to credit booms. Asea and Blomberg (1998) find that loan collateralization increases during contractions and decreases during expansions, while Lown and Morgan (2003) show that lending standards are associated with innovations in credit. Jimenez, Salas, and Saurina (2006) find that during booms riskier borrowers obtain credit and collateral requirements decrease.
A few papers have examined the recent boom from a house-price perspective, while not strictly focusing on the subprime market (Himmelberg et al., 2005, and Case and Shiller, 2003) .
The literature on subprime mortgages has instead largely focused on issues of credit access and discrimination and on what determines access to subprime versus prime lenders. Our loan level analysis builds on a model from Munnell et al. (1996) who show that race has played an important, although diminishing, role in the decision to grant a mortgage. A few papers examine how local risk factors affect the fraction of the market that uses subprime lending (PenningtonCross, 2002) . Other studies focus on how borrowers choose a mortgage and on their decision to prepay or default on a loan (Campbell and Cocco, 2003, and Cutts and Van Order, 2005) .
A few recent papers focus on how securitization affects the supply of loans (Loutskina and Strahan, 2007) and mortgage delinquencies. Demyanyk and Van Hemert (2007) find that delinquency and foreclosure rates of subprime borrowers are to a large extent determined by high 2 See Levine (2005) for a review of this literature.
loan-to-value ratios. Mian and Sufi (2007) link the increase in delinquency rates to a disintermediation-driven increase in loan originations, while Keys et al. (2007) find that loans that are easier to securitize default more frequently. While we control for the effect of mortgage securitization, our focus is on the link between credit expansion and lending standards.
III. DATA AND DESCRIPTIVE STATISTICS
We combine data from several sources. Our main set of data consists of economic and demographic information on applications for mortgage loans. We use additional information on local and national economic environment and on home equity loan market conditions to construct our final data set.
The individual loan application data come from the Home Mortgage Disclosure Act (HMDA) Loan Application Registry. Relative to other sources, including LoanPerformance and the Federal Reserve Bank's Senior Loan Officer Opinion Survey, this dataset has the important advantage of covering extensive time-series data on both the prime and subprime mortgage markets. The availability of data on the prime mortgage market provides us with a control group generally unavailable to studies focusing on aggregate credit or securitized pools of subprime loans. By comparing prime and subprime mortgage lenders we are also able to identify differences between the two lending markets. Given the different risk profiles of the prime and subprime markets, we include variables that proxy for the risk characteristics of a loan application to enhance comparability of the results across the two markets.
Enacted by Congress in 1975, HMDA requires most mortgage lenders located in metropolitan areas to collect data about their housing-related lending activity and make the data publicly available. 3 The HMDA data covers a broad set of depository and nondepository financial institutions. Whether an institution is covered depends on its size, the extent of its activity in a metropolitan statistical area (MSA), and the weight of residential mortgage lending in its portfolio. 4 Comparisons of the total amount of loan originations in the HMDA and industry sources indicate that around 90 percent of the mortgage lending activity is covered by the loan application registry (Table 1) .
Our coverage of HMDA data starts from 2000 and ends in 2006. This roughly corresponds to the picking up of both the housing boom and the rapid subprime mortgage market expansion ( Figure 3 ). HMDA data does not include a field that identifies whether an individual loan application is a subprime loan application. In order to distinguish between the subprime and prime loans, we use the subprime lenders list as compiled by the U.S. Department of Housing and Urban Development (HUD) each year. HUD has annually identified a list of lenders who specialize in either subprime or manufactured home lending since 1993. HUD uses a number of HMDA indicators, such as origination rates, share of refinance loans, and proportion of loans sold to government-sponsored housing enterprises, to identify potential subprime lenders.
Since 2004, lenders are required to identify loans for manufactured housing and loans in which the annual percentage rate (APR) on the loan exceeds the rate on the Treasury security of 3 The purpose of the Act was two-fold: enhance enforcement of anti-discriminatory lending laws and disseminate information to guide investments in housing. 4 Any depository institution with a home office or branch in an MSA must report HMDA data if it has made a home purchase loan on a one-to-four unit dwelling or has refinanced a home purchase loan and if it has assets above an annually adjusted threshold. Any nondepository institution with at least ten percent of its loan portfolio composed of home purchase loans must also report HMDA data if it has assets exceeding $10 million. Under these criteria, small lenders and lenders with offices only in non-metropolitan areas are exempt from HMDA data reporting requirements. Therefore, information for rural areas tend to be incomplete. Yet, U.S. Census figures show that about 83 percent of the population lived in metropolitan areas over our sample period, and hence, the bulk of residential mortgage lending activity is likely to be reported under the HMDA. A first look at our data suggests that rapid growth in subprime loan volume was associated with a decrease in denial rates on subprime loan applications and an increase in the loan-to-income ratio on the loans originated by subprime lenders (Figure 4 ). These casual observations lend some support to the view that rapid credit growth episodes tend to be associated with a decline in lending standards. In the next sections, we explore these relations in a more formal setting. Table 2 presents the name and definitions of the variables we use and the data sources. denied, while about one-fourth of all loans are extended by subprime lenders. As expected, the denial rate of subprime lenders is much higher (about 2.5 times) than the denial rate of prime lenders.
IV. EMPIRICAL METHODOLOGY
We rely on two main indicators of lending standards: the application denial rate and the loan to income ratio. We focus primarily on regressions at the MSA level. We control for changes in the economic environment in the MSA by including variables that have been shown to be good predictors of loan denial decisions at the individual level (see Munnell et al., 1996) , such as average income, income growth, the unemployment rate, and the self-employment rate. We include a measure of house price appreciation to take into account the role of collateral. number of competing lenders is a proxy for the competitive conditions in the MSA. Finally, we include the number of loan applications as a measure of credit expansion. We find this variable preferable to the number of loans originated or the growth in credit volume as it is arguably less endogenous to the dependent variable (i.e., denial rates). Endogeneity may remain a concern to the extent that potential borrowers might be deterred from applying for a loan if denial rates are generally high in their area. For this reason, we also estimate an instrumental variable specification of the model (details later on). In addition, we control for time-invariant MSA specific factors and for time-variant nationwide factors by including MSA and time fixed effects.
We estimate the following linear regression model:
where DR it is the average denial rate of mortgage loan applications for home purchase and refinance purposes in MSA i in year t. 7 It is computed as the number of loan applications denied divided by the total number of all loan applications in a given MSA using loan-level data at individual banks, and hence, takes on values between 0 and 1. 8 All explanatory variables are also measured at the MSA level. AVGINC denotes average income, INCGROW is income growth, UNEMP is unemployment rate, SELFEMP is self-employment rate, POP is the log of total population, COMP is the number of competing lending institutions, HPAPP is the annual change in house price appreciation, and APPL is the log of the number of loan applications. The error 7 Main results are unaltered when we exclude loans for refinance purposes. 8 We estimate regression equation 1 using ordinary least squares as well as using truncated regression methods. The results remain the same.
term ε it has the standard properties. MSA and time fixed effects control for time-constant regional idiosyncrasies and nationwide changes in economic conditions.
Our main variable of interest is the log of the number of loan applications (APPL), our proxy for credit expansion. Our working assumption is that if banks did not change their lending standards during the credit boom, the variable measuring credit expansion should not be statistically significant after controlling for the other factors affecting the banks' decision to lend or not. If instead banks lent more leniently in regions and times of fast credit expansion, we should find a negative and significant coefficient for this variable. it profitable not to screen out bad borrowers and grant credit to all borrowers indiscriminately.
While this equilibrium of reduced lending standards is efficient (i.e., maximizes aggregate surplus for banks and borrowers), the reduction in screening results in a banking system with a deteriorated loan portfolio, enhancing the probability of financial instability with potentially negative welfare consequences. Reductions in lending standards are thus not necessarily beneficial for society as a whole.
Our first control variable is house price appreciation. This variable is computed over the same period as the denial rates, although the results are not sensitive to using one-period lagged changes in house price appreciation. We expect this variable to have a negative coefficient. Price increases raise the net worth of borrowers, reducing their default risk. At the same time, lenders may gamble on a continued housing boom to evergreen potentially defaulting borrowers.
The next five variables control for the general economic and demographic conditions in the MSA. We expect areas with higher per capita income and income growth to have lower denial rates; areas with higher unemployment rates and larger proportions of self-employed people, whose income tends to be more volatile, to have higher denial rates; and areas with larger populations, proxying for market size, to have lower denial rates.
Finally, the number of competing lenders in the MSA (COMP) is meant to capture the effects of competition on lending standards. Since theory does not deliver unambiguous predictions of the number of competing lenders on lending standards 9 , we do not have a strong prior on the sign of this coefficient. Theoretical models focusing on adverse selection (e.g., Broecker, 1990, and Riordan, 1993) predict that an increase in the number of competing lenders in a market may have the perverse effect of increasing lending interest rates and tighten banks' lending standards. However, when local borrowers have an informational advantage, the threat of new entry may also induce incumbents to cut standards and trade loan quality for market shares.
In an extension of our main specification, we test for these effects by focusing on the behavior of incumbent lenders when new lenders entered local markets. To that purpose we augment the model in equation (1) with a variable measuring the market share of new entrants.
We compute the market share in terms of number of loan applications, not originations, to limit concerns about endogeneity. We expect the coefficient on the entrants variable to be negative since we already control for the adverse selection effect by including the number of competing lenders in the region.
For robustness purposes, we construct an alternative denial rate-based measure of lending standards. We borrow and augment the empirical model presented in Munnell et al. (1996) to estimate bank's loan approval decision with individual application data, though we do not have all variables they consider. Specifically, we do not have data on borrower credit scores. We augment their specification by including several new variables, including whether or not the loan is being used for refinancing purposes and whether or not the household income of the loan applicant is below the poverty line (as applicable in the year of loan application). We expect the latter to be particularly important in the case of subprime loans because applicants for subprime loans tend to have low income. We estimate the following logit specification at the loan application level for the year 2000:
where j denotes loan application j, k denotes lender k, α k denotes lender-specific fixed effects, and D jk is a dummy variable that takes a value of one if lender k denied loan application j in year 2000, and zero otherwise. All explanatory variables are measured at the loan application level.
INC is applicant income, LIR is the loan-to-income ratio, POV is a dummy variable denoting whether or not the applicant income is below the poverty line for a family of four, REFIN is a dummy variable denoting whether or not the purpose of the loan is to refinance an existing loan,
OCC is a dummy variable denoting whether or not the property financed by the loan is intended for owner occupancy, F is a dummy variable indicating whether or not the applicant is female, B is a dummy variable indicating whether or not the applicant is black, and W is a dummy variable indicating whether or not the applicant is white (the default option being of Hispanic origin).
Next, we use the estimated coefficients of equation (2) to forecast the denial rate for mortgage applications in subsequent years, and aggregate the residuals of this regression at the MSA level. Finally, we use this constructed measure of prediction errors as the dependent variable for our main model. The advantage of this two-stage regression approach over using simple, unadjusted denial rates is that it takes into account changes in the pool of applicant borrowers that are difficult to control for at the MSA level.
As an alternative measure of lending standards, we consider the average loan-to-income ratio in the MSA. Other things equal, an increase in this ratio would signal a looser attitude in banks' decisions to grant loans. We estimate the following regression model:
where the set of explanatory variables is the same as in equation 1.
V. EMPIRICAL FINDINGS
We find robust evidence that lending standards eased in the subprime mortgage industry during the fast expansion of the past few years. After controlling for economic fundamentals, lenders appear to have denied fewer loan applications and to have approved larger loans. Results for the denial rate regression, controlling for MSA fixed effects, are in Table 4 . Column (1) reports results for all lenders, while columns (2) and (3) report results separately for either only prime lenders or subprime lenders (where subprime lenders are defined according to the annual list compiled by the HUD). This sample breakdown between prime and subprime lenders allows us to identify different characteristics of the two lending markets, including differences in the evolution of lending standards.
Most coefficients have the expected sign. Starting from our main variable of interest, in the subprime mortgage market, the denial rate was negatively and significantly associated with the number of loan applications in the MSA. Given that we are including MSA fixed effects and thus effectively estimating regressions in first differences, this result suggests that the lending boom (as captured by changes in the number of applications) was associated with a reduction in lending standards (as captured by changes in denial rates). In the prime market, however, denial rates are positively and significantly associated with the number of applications, consistent with the notion that the lending standards in the prime market were tightened as applications grew.
This suggests different credit boom dynamics in these two markets. In the subprime market, the decline in standards associated with the rise in the number of applications is consistent with theories of intermediation where asymmetric information among lenders plays an important role.
In the prime market, the publicly available credit history of borrowers makes these frictions less likely to be relevant, and the tightening of standards in reaction to a growing number of applications may reflect an expected deterioration in the quality of the pool of applicants. Indeed, the coefficient for the prime market loses significance when we control for changes in the characteristics of the applicant pool (see below).
Turning to the other coefficients, in both markets a faster rate of house price appreciation was associated with lower denial rates. This reflects the positive effect of higher borrower net worth on creditworthiness but, as discussed before, may also be consistent with lenders gambling to some extent on speculative borrowers. Notably, this effect was much more pronounced in the subprime relative to the prime mortgage market where both these factors are likely to be more relevant. Denial rates in both markets are also lower in MSAs where applicants tend to have higher income. In the subprime mortgage market, denial rates were lower in more competitive markets as measured by the number of competitors in the MSA. This coefficient was, instead, not statistically significant for the prime market. The rest of the control variables have the expected sign, but are generally not significant.
The greater effect of the credit boom, house appreciation, and bank lender competition on denial rates in the subprime market relative to its prime counterpart suggests that the decrease in lending standards was associated with different forces in these two markets. In the subprime market, the evidence is consistent with a decline in standards linked to lenders' strategic interaction under asymmetric information and speculative behavior. In contrast, for the prime market, it is more difficult to reject the hypothesis of a fundamental-driven decline in lending standards. This is consistent with our prior that, relative to fundamentals, the deterioration in lending standards was more pronounced in the subprime mortgage market where the class of borrowers tends to be riskier than in the prime market. 
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The economic effect of our main findings is substantial. From regression (3) in Table 4 , it follows that changes in the number of loan applications (a proxy for credit expansion) have a particularly strong effect on denial rates in the subprime market. For example, a one standard deviation increase in the log of the number of applications reduces MSA-level denial rates of subprime lenders by 4 percentage points, which is substantial compared to a standard deviation of subprime denial rates of 8 percentage points. The effect of applications on denial rates is significantly more negative in the subprime market than in the prime market. In fact, the effect is positive and significant in the prime market. A one standard deviation increase in the number of competitors reduces MSA-level subprime denial rates by 3 percentage points, slightly smaller than the effect of applications though still substantial. For the prime market, we obtain no significant relationship between denial rates and the number of competitors. Finally, a comparison of coefficients across regressions (2) and (3) shows that a one standard deviation increase in house price appreciation reduces MSA-level denial rates by 2 percentage points in the subprime market compared to only 1 percentage point in the prime market (compared to a standard deviation of denial rates of about 7 percent in both markets).
VI. ROBUSTNESS A. Changes in the Pool of Applicant Borrowers
Changes in the pool of applicant borrowers not captured by aggregate controls could partly explain our findings on the association between the number of applications and denial rates. The results, however, are broadly the same when, following the two-step approach described above, we control for changes in the underlying borrower population using data on individual borrower characteristics.
To this end, we first identify in Table 5 (Panel A) which characteristics are likely to explain the decision on a loan application. We follow earlier studies on mortgage lending to form a list of variables that would account for the economic factors that might shape the financial institution's decision. 12 These regressions are based on a sample of close to 5 million loan applications in 2000, and include lender-specific fixed effects. The regression coefficients presented are odds ratios, hence a coefficient greater than one indicates that the application is more likely to be denied for higher values of the independent variable.
We find that loan applications are more likely denied if borrowers have low income, though this effect is only significant in the prime mortgage market. Applications with higher loan-to-income ratios, denoting riskier loans, are more likely denied in the subprime mortgage market, as expected, though we find the opposite effect in the prime mortgage market. Taken together, these results indicate that applicant income affects lending decisions in a nonlinear fashion, and differently in prime and subprime markets. This is in part because applicants with higher incomes, who primarily apply for prime loans, also tend to apply for larger loans. Loan applications are also more likely denied for male applicants in the subprime market and for female applicants in the prime market, while applications of African-American descent are more likely denied in both markets (as compared to white applicants or applicants of Hispanic descent). White applicants also appear to be less likely denied a mortgage in the prime market.
Finally, loan applications for refinancing purposes are more likely denied, while owner occupation does not significantly affect the loan denial decision.
Next, we estimate the regression model with the MSA-level aggregated prediction errors from the model estimated in Panel A of Table 5 as the dependent variable. The results of these regressions (all of which include MSA fixed effects) are reported in Panel B of Table 5 . These results, where we abstract from certain borrower characteristics that determine a lender's decision on a loan application, are broadly consistent with the findings in Table 4 . Again, we find that denial rates in both prime and subprime markets tend to deteriorate more in areas with a stronger acceleration in house price appreciation. Subprime denial rates also respond negatively to an increase in competition, as measured by an increase in the log of the number of competitors, and to an increase in the number of loan applications, capturing the expansion of the credit market. A t-test of coefficient differences indicates that the coefficient for subprime lenders is statistically significantly different from the one for prime lenders.
B. Size Effects
The relationship between lending standards and credit expansion appears to depend on the size of the market as well as the size of the boom itself. Table 6 shows that the coefficient of log number of applications is larger and more significant when our baseline specification is estimated on subsamples of MSAs with the number of applications above the median and the growth rate of applications above the median. Furthermore, the relationship is not significant in markets that experienced negative application growth (Table 6 , column 3).
Additionally, we confirm that the relationship between the growth in the number of applications and standards was stronger in relatively large markets in a specification interacting our growth variable with the log of the MSA population, using the log of MSA population as an alternative proxy for market size (not reported). While the linear coefficient for the growth variable is positive and significant, the overall relationship is negative for essentially all markets and becomes significant for markets above the 25th percentile of the population distribution.
These results indicate that the link between credit expansion and lending standards is most pronounced in relatively large markets and in markets that experience rapid credit growth.
C. Effects of Entry and Changes in Market Structure
As the subprime mortgage market expanded, its market structure changed and experienced entry by new players, including large financial institutions that had previously not been active in this market. We further refine our analysis by assessing the impact on denial rates of credit expansion by new entrants.
In Table 7 we report the results of our analysis of the effects of entry by new players on incumbent lending standards. Consistent with asymmetric information theories of competition in credit markets implying that an increase in the number of competing institutions increases adverse selection (Broecker, 1990, and Riordan, 1993) , we find that an increase in the number of entrants (i.e., competing institutions) increases the denial rates of incumbent institutions in the overall mortgage market (column 1). In this regression, we use the market share of entrants, computed as the sum of each entrant's share in total loan applications, rather than the simple number of entrants, to control for the size of each entrant and capture overall market power of entrants.
The evolution of denial rates in the subprime mortgage market, in contrast, supports the notion of incumbents cutting their lending standards in reaction to the entry of new competitors (column 3). As the industry expanded and more subprime lenders entered specific metropolitan areas, denial rates by incumbent lenders went down. We take this as direct evidence of a reduction in lending standards in this market. We find a similar, though much less pronounced, effect in the prime market (column 2). The finding also supports the view that relatively smaller local lenders were "forced" to cut lending standards to remain competitive against national institutions that entered their markets with lower costs of funding. On average, entrants appear to have had a statistically significant advantage on this front. Total interest expense divided by total liabilities, a proxy for cost of funding, was 2.7 percent for entrants as opposed to 2.9 percent for incumbents (the difference being larger in MSAs that experienced larger growth rates in loan applications). Denial rates of incumbent institutions are unlikely to affect the entry of new lenders to the extent that they reflect underlying applicant fundamentals. Thus, by focusing on the effect of new entrants on the denial rates of incumbent lenders we are able to assess the independent effect of market entry (and expansion) on incumbent lending standards. That said, high denial rates could conceivably attract entry if they reflect collusion among incumbent lenders rather than the underlying fundamentals in the MSA. However, a close-to-zero correlation between the incumbent denial rate level (lagged) and our entry variable suggests that this is unlikely to be the case. The evidence in this section suggests that, as for small business lending (see Petersen and Rajan, 2002) , information technology may have reduced but has not eliminated the importance of geography in the mortgage market.
D. Identification Issues
One should be careful in interpreting the estimated coefficients as causal relationships. As proxy for credit market expansion, the loan application series has arguably a smaller endogenous component than the loan origination series. That said, at least in theory, there remains some potential for reverse causality to the extent that potential borrowers may be deterred from applying for a loan if denial rates are generally high in their locale.
While our focus on total applications (rather than applications in the subprime market only) partly assuages the potential for an endogeneity bias, for further robustness we estimate an instrumental variable (IV) specification of our model. In this particular specification, we use the log of applications in the subprime market as our main regressor, but we instrument it with a variable constructed using immigration data. 14 To be more specific, we use tax records from the (continued) 14 In another specification not reported here, we instrument the log of applications in the subprime market with the log of the number of prime applications. These two series are highly correlated (the correlation coefficient is over 0.8), while, at least in theory, there should not be a direct negative link between the denial rate in the subprime IRS to determine the number of new residents in an MSA and the total income reported by these new residents. Then, we construct the instrumental variable as the log of the number of immigrants to the MSA divided by the average income level of the immigrants. The idea is that residents that are new to an area tend to be the ones applying for a mortgage loan yet their tendency to apply for a subprime loan is lower the richer they are. At the same time, it is very unlikely that immigrants' choice of new residence depends on the lending standards in that area, implying that this should be a valid instrument for applications in the subprime market. For comparison purposes, we also include the OLS regression of the specification that includes the number of applications in the subprime market.
These OLS and IV results are presented in columns (1) and (2) of Table 8 . The IV estimates broadly confirm our earlier results, suggesting that our findings are not the product of an endogeneity bias. The F-test of excluded instruments supports the choice of our instrument.
The evidence supports the notion of a negative causal link between an increase in the number of applications and denial rates in the subprime market.
Similarly, house price changes may be affected by lending standards to the extent that a decline in standards and an increase in the local supply of mortgages leads to an increase in demand for housing. To address this concern, we consider a specification where we lag the house price variable one period. The results, presented in column (3) of Table 6 , confirm our earlier findings that denial rates are negatively affected by (lagged) house price appreciation.
market and the number of applications in the prime market. If anything, this relationship should be positive, as higher denial rates in the subprime market would make the prime market more attractive. Indeed, the correlation between the denial rates in the subprime and prime markets in our sample is only about 0.1, suggesting that denial rates in both markets are largely independent from one another. This specification also delivers similar results.
However, some concern about endogeneity between denial rates and house price appreciation remains since it is conceivable that the expectation of a decline in standards, and hence, of an increase in the supply of mortgage liquidity, may trigger speculative pressures on the housing market. To address such concern we need an instrumental variable for house price appreciation. We obtain this instrumental variable from the work by Crowe (2008) , who finds that in MSAs with a larger portion of the population belonging to Evangelical churches house prices tend to rise disproportionately faster when the "Rapture Index" rises. 15 This index maps current events into a subjective probability of an imminent coming of a time of "extreme and terrible" events and as such is independent from denial rates at the MSA level. We can then use the interaction term of the share of Evangelicals in the MSA population and change in the Rapture Index as an instrument for house price appreciation. The results of this exercise are reported in column (4) of Table 6 and confirm our original estimates.
E. Alternative Proxies for Credit Expansion and Lending Standards
We now turn to alternative proxies for credit expansion and lending standards. First, we estimate our baseline model using the number of originated loans and the total loan volume as alternative measures of credit market expansion, obtaining similar results (Table 8 , columns 5 and 6).
Next, we turn regressions with the loan-to-income (LTI) ratio as dependent variable. As mentioned earlier, LTI ratios can be regarded as an alternative proxy for lending standards. We run separate regressions for average MSA-level LTI ratios in the prime market and the subprime market but only report results for the subprime market (Table 8 , column 7). We find that higher average LTI ratios are associated with lower unemployment rates and are more common in high income areas and where there is a larger percentage of the population that is self employed.
Turning to our variables of interest, the results indicate that LTI ratios grow with the number of loan applications, particularly in the subprime market, confirming the link between credit expansion and lending standards. The effect of competition is also confirmed with higher LTI ratios in MSAs with larger number of competing lenders. The house price appreciation variable enters only significantly in the subprime market regression, suggesting that LTI ratios in the prime market are not much affected by house price appreciation. In the subprime market, LTI ratios are strongly positively associated with house price appreciation.
F. Asset Securitization
The increased ability of financial institutions to securitize mortgages over the past decade may have contributed to both the expansion of the mortgage market and the documented decline in denial rates. We want to make sure that our main results are not driven by asset securitization, which has been the focus of studies by Mian and Sufi (2007) and Keys et al. (2007) . In Table 8 , column 8, we explore how the increasing recourse to securitization of mortgages has affected denial rates in the subprime mortgage industry by augmenting our main specification with a variable measuring the percentage of loans in an MSA that are sold within a year from origination. For each originated loan in the HMDA database, the variable "Purchaser type" denotes whether the loan was kept on the books of the originating institution or sold through a private sale to another financial institution. We use this information to compute the share of loans sold within a year from origination and use this as a proxy for the ability to securitize loans in a given MSA. Given that the share of sold loans changes dramatically over the period, we The results indicate that denial rates were lower in MSAs where a greater proportion of originated loans were sold within one year from origination, consistent with findings by Mian and Sufi (2007) and Keys et al. (2007) . This effect was more pronounced during the second part of the sample period, when securitization of subprime loans increased dramatically.
VII. DISCUSSION AND CONCLUSIONS
This paper provides robust evidence that the recent rapid credit expansion in the subprime mortgage market was associated with easing credit standards. We link the change in lending standards to two main factors. First, we find evidence that standards declined more where the credit boom was larger. This lends support to the assertions that rapid credit growth episodes tend to breed lax lending behavior. Second, we find that competition played a role. Lending standards declined more in regions where a large number of previously absent institutions entered the market. We establish the latter result using variables that capture the effect of new entrants on the denial rates of incumbent lenders. This approach allows us to assess the independent effect of changes in local market structure on lending standards.
We further present evidence consistent with existing work that disintermediation played a role in altering the supply of credit, with denial rates declining more in regions where larger portions of the lenders' loan portfolios where sold to third players. Finally, lower denial rates were associated with rapid house price appreciation, consistent with the notion that lenders relaxed credit conditions on the ground of expected gains in the value of housing collateral.
Our results are robust to a number of alternative specifications, including controlling for economic fundamentals using out-of-sample data and using alternative measures of lending standards. The results are also robust to using instrumental variables to identify the independent effect of the number of applications and changes in house prices on loan denial rates. This mitigates concerns that our results are confounded by endogeneity between loan denial rates and the volume of loan applications. Finally, the effects we identify for the subprime market are either much weaker or absent in the prime mortgage market, lending additional support that the deterioration in lending standards was more pronounced in the subprime mortgage market. Our evidence suggests that while in the prime market lending standards were largely determined by underlying fundamentals, for subprime loans lending market conditions and strategic interactions played an important role in lending decisions.
From a policy perspective, our results are relevant for the ongoing debate on the procyclicality of bank regulation and its impact on bank risk-taking (e.g., Kashyap, Rajan, and Stein, 2008, and Adrian and Shin, 2008) . To the extent that during booms standards decline more than justified by economic fundamentals, our findings are consistent with the view that bankers have "an unfortunate tendency" to lend too aggressively at the peak of a cycle. 16 That said, credit booms may still be beneficial. While, in light of the recent financial turmoil, it is easy to argue that standards were excessively lax, it is much harder to assess the benefits associated with greater access to credit, and hence, the net welfare effect of the subprime expansion. Notes: Panel A displays the results of logit regressions using loan application-level data in 2000, where dependent variable is 1 if the loan application is denied and 0 if it is approved. The reported coefficients are odds ratios; hence, a coefficient greater than 1 indicates that the application is more likely to be denied for higher values of the independent variable. All regressions include lender fixed effects (not reported). Robust standard errors clustered by lender are in brackets. In Panel B, the dependent variable, prediction error, is calculated as the MSA-level average of the actual denial rate minus the MSA-level average of the denial rate predicted based on the logit regressions in Panel A. In each year, the coefficients obtained on the 2000 data are used to predict the probability of denial for a loan application. The average of these predicted values is the predicted denial rate. For detailed definitions of the independent variables, see Table 2 . All regressions are OLS and include MSA fixed effects and year fixed effects (not reported). Robust standard errors are in brackets. * denotes significance at 10%; ** significance at 5%; *** significance at 1%. (1) is the same as the one in Table 4 , column 3, reproduced here for easy comparison. Regression (2) uses only the observations where the number of applications in the MSA exceed the sample median of 11,000. Regression (3) uses only the observations where both the number of applications and the growth in number of applications exceed the sample medians (11,000 and 13 percent for MSAs with number of applications above median, respectively). For detailed definitions of the independent variables, see Table 2 . All regressions are OLS and include MSA fixed effects (not reported) and year fixed effects. Robust standard errors are in brackets. * denotes significance at 10%; ** significance at 5%; *** significance at 1%.
Subprime lenders (1) is the MSA-level weighted-average denial rate of incumbent mortgage lenders, weighted by the size of each institution in terms of number of loan applications received. Dependent variable in regression (2) is the weighted-average denial rate of incumbent prime mortgage lenders. Dependent variable in regression (3) is the weighted-average denial rate of incumbent subprime mortgage lenders. Incumbent institutions are those that were active in the MSA at the start of the year. Entrants are those that entered the MSA during a given year. We consider each year that an institution entered the MSA an actual entry, even if the institution had entered and then exited the MSA. Market share of entrants is the market share in loan applications received by entrants. Market share of entrants into prime market is loan applications received by entering prime mortgage lenders as a fraction of loan applications received by all subprime mortgage lenders. Market share of entrants into subprime market is loan applications received by entering subprime mortgage lenders as a fraction of loan applications received by all subprime mortgage lenders. All regressions include MSA fixed effects (not reported) and year fixed effects. Robust standard errors are in brackets. * denotes significance at 10%; ** significance at 5%; *** significance at 1%. (7) is the MSA-level weighted-average denial rate of subprime mortgage lenders, weighted by the size of each institution in terms of number of loan applications received. Dependent variable in regression (7) is the average loan-to-income ratio of loans originated by subprime mortgage lenders. In regression (1), log number of applications is replaced with the log number of subprime applications. In regression (2), log number of domestic immigrants scaled by their average income is used as an instrument for log number of subprime applications. In regression (3), house price appreciation is replaced with its lagged value. In regression (4), the interaction of the proportion of evangelicals in the MSA and the rapture index is used as an instrument for house price appreciation. In regressions (5) and (6), log number of originations and log volume of originated loans, respectively, are used instead of log number of applications. In regression (8), proportion of loans sold, the securitization measure, is the ratio of the number of loans sold within a year of origination to the total number of loans approved in the MSA. A variable constructed as the interaction of proportion of loans sold and a dummy variable that is 1 for years 2004, 2005, and 2006 is also included. For detailed variable definitions, see Table 2 . Regressions (1),
, (5), (6), (7), and (8) are estimated using OLS and regressions (2) and (4) are estimated using instrumental variables. All regressions include MSA fixed effects and year fixed effects (not reported). Robust standard errors are in brackets. We also report the p-value of the F-test of excluded instruments. * denotes significance at 10%; ** significance at 5%; *** significance at 1%. 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 Change in loan-to-income ratio Change in loan volume
