We prove that any Kantorovich potential for the cost function c = d 2 /2 on a Riemannian manifold (M, g) is locally semiconvex in the "region of interest", without any compactness assumption on M , nor any assumption on its curvature. Such a region of interest is of full µ-measure as soon as the starting measure µ does not charge n − 1-dimensional rectifiable sets.
that an optimal π exists, and it is contained in the c-subdifferential of a c-convex function ψ (see [ This fact implies in particular that the set {φ < +∞} has full µ-measure. Now, to complete the "classical" strategy in order to show existence and uniqueness of optimal maps, one needs to prove that φ is differentiable µ-a.e. Indeed, this allows to show that ∂ c φ(x) is a singleton for µ-a.e. x, which implies that the optimal plan π is concentrated on the graph of a function T . Moreover, such a function can be characterized µ-a.e. by the formula ∇ x c(x, y)| y=T (x) = −∇φ(x) ⇔ T (x) = exp x (∇φ(x)) (1.2) (cfr. [4, Theorem 4.3] or [7, Proposition 1.15 ], see also [8, Theorem 8] ). However, in [4, 5] the authors could not exactly complete the program described above, since they were not able to show that the function φ (which is also called Kantorovich potential) is differential µ-a.e. Indeed, since in the infimum appearing in (1.1) y varies in a non-compact set, φ does not a priori inherit the local semiconvexity property of the functions x → − d(x,y) 2 2 . Hence their strategy has been to prove a weaker statement, namely that φ is approximately differentiable µ-a.e., which turns out to be enough for obtaining existence and uniqueness of the optimal map. Moreover, at least when µ is absolutely continuous with respect to the volume measure, (1.2) holds provided one replaces ∇ by the approximate gradient∇ (see [4, Complement 3.4] ). The aim of this paper is to fill the gap on the regularity of φ, showing that without any assumption on the manifolds nor on the measures µ and ν, the potential φ is always locally semiconvex on the "region of interest". More precisely, we show the following:
Theorem 1 Let φ be a Kantorovich potential as above, set D := {φ < +∞} and let Ω be the interior of D. Then φ is locally semiconvex in Ω, ∂ c φ(x) is non-empty for any x in Ω, and ∂ c φ is locally bounded in Ω. Moreover, D \ Ω is (n − 1)-rectifiable.
Once the above theorem is proved, the existence and uniqueness of an optimal map T whenever µ does not charge (n − 1)-rectifiable sets follows in a standard manner (see for instance [8, Lemma 7] or [4, Theorem 3.1]). Moreover (1.2) holds µ-a.e., which allows to deduce (thanks to the fact that a semiconcave function is twice differentiable vol-a.e.) that T is differential µ-a.e. provided µ vol (see [3, Paragraph 2] and [5, Proposition 3.4] ). This last fact is important in order to compute the Jacobian of T and to obtain a change of variable formula (see [3, Corollary 4.7] ) which turns out to be useful for many different application in Riemannian geometry. We refer to [9] for a more complete presentation of the subject and more references.
The next section is devoted to the proof of the above theorem. At the end of the section, we will also discuss some possible extensions of the above result to the case c = d p /p (p > 1), and to cost functions arising by minimizing a particular class of Tonelli Lagrangian. Moreover, we also make some general comments on how to deduce existence and uniqueness of optimal maps once the result is known in the compact case.
As a last comment, let us say that the approach we are going to describe is strongly inspired by a discussion made by Villani in [9, Chapter 10], where the author introduces the assumptions (H∞ 1 ) and (H∞ 2 ), and he proves that if the cost function satisfies these assumptions, then a result closely related to ours holds (see [9, Theorem 10 .24]). The point is that it is unclearat least to us -whether the squared distance satisfies those assumptions or not (in particular, the problem is in checking (H∞ 2 )). Still, at least in the case c = d p /p or for costs coming from some special Tonelli Lagrangians, it is possible to conclude. We invite the reader to compare the proof of our result with the one of [9, Theorem 10.24] .
Notice also that an approach similar to ours already appeared in [6, AppendixC] .
Proof of the main theorem
Recall that D := {φ < +∞} and Ω is the interior of D. We divide the proof in three steps.
• Step 1: φ is locally bounded in Ω. Since φ is defined by a supremum of continuous functions (see (1.1)), the fact that φ is locally bounded from below is immediate. Hence we only need to prove the bound from above. We argue by contradiction, and we assume the existence of a sequence x n → x ∈ Ω such that φ(x n ) → +∞. For every n ∈ N, let us choose y n ∈ M a point such that
In particular, as c =
we deduce that c(x, y n ) → +∞, which further implies
→ M be a minimizing geodesic parameterized by arc-length connecting x n to y n . Since d(x n , y n ) → +∞, any geodesic γ n is defined at least on an interval [0, ], for some > 0. Let us define the following set:
(Observe that in an Euclidean space C n would just be a cone with height and basis of radius /2.) We claim that inf
Indeed, if d(x, γ n (t)) ≤ t/2 for some t ∈ [0, ], thanks to the triangle inequality and (2.1) we have
2)
where at the second line we used the identity d(γ n (t), y n ) = d(x n , y n ) − t. Thanks to the above inequality, we obtain that
which proves the claim. Now, letting n → +∞ and assuming sufficiently small (say, 1/10 of the minimal injectivity radius in a neighborhood of x), it is easy to see by a simple compactness argument that the following holds: let v ∈ T x M be a limit point forγ n (0) ∈ T xn M (in some chart around x), and set
Then, up to subsequences, C n → C ∞ in the Hausdorff distance, and φ ≡ +∞ in the interior of C ∞ . Since x ∈ C ∞ , this contradicts the fact that x ∈ Ω, and concludes the proof.
• Step 2: D \ Ω is (n − 1)-rectifiable. This fact is a simple consequence of the proof of Step 1: assume that x ∈ D \ Ω, and let {x n } ⊂ D c be a sequence converging to x. Then, choosing a sequence {y n } ⊂ M such that ψ(y n ) − c(x n , y n ) ≥ n (this can always be done as φ(x n ) = +∞), we deduce that inf Cn φ ≥ n − 1 (compare with (2.3)), so that φ ≡ +∞ in the interior of a "cone" C ∞ with vertex at x, height and width /2 (see (2.4)). Hence we have proved that at every point x ∈ D \ Ω there exists an open cone of fixed height and width, with vertex at x, which is contained outside D, and thus outside D \ Ω. Then, it is a well-known result in geometric measure theory that D \ Ω is (n − 1)-rectifiable, i.e. contained in a countable union of Lipschitz surfaces (see for instance the proof of [1, Theorem 2.61] or the one of [9, Theorem 10.48]).
• Step 3: ∂ c φ(x) is non-empty and bounded as x varies in a compact subset of Ω. In particular, φ is locally semiconvex in Ω.
Let K ⊂⊂ Ω, take x ∈ K, and let y ∈ M be such that φ(x) ≤ ψ(y) − c(x, y) + 1.
We claim that d(x, y) is uniformly bounded, independently of y. Indeed, assuming without loss of generality d(x, y) ≥ 1, as in the proof of Step 1 we can consider the point γ( ) on the (unit speed) geodesic from x to y, where ≤ dist(K, Ω c )/2. Then, by (2.2) we get
Since by Step 1 φ is uniformly bounded on the set
the claim follows. The proof of Step 3 is now easy: thanks to (1.1) the function ψ(y) is upper semicontinuous. Hence, if x ∈ K and {y k } ⊂ M is a maximizing sequence for φ, in the sense that
then by compactness (recall that d(x, y k ) is uniformly bounded) there exists a point y such that
Since the opposite inequality is always true, we obtain that equality holds and y ∈ ∂ c φ(x). Moreover dist(K, y) ≤ C 0 for some constant C 0 depending only on K. Hence
and the semiconvexity of φ in the interior of K follows. This concludes the proof of the main theorem.
Remark 2 (The case c = d p /p) The above result can be easily extended to the case c(x, y) =
, p > 1. Indeed the only difference arises in the proof of (2.2), where by using the inequality
Once one has the above inequality, the rest of the proof follows with no changes. Let us however point out that, since x → d p (x, y)/p is not semiconcave in the classical sense (i.e. distributional locally second derivatives bounded from above) but only with a modulus of semiconcavity ω(t) = t p−1 (see [4, Appendices A and B] ), the potential function will only be ω-semiconvex, which is however enough for the potential to be differentiable out of a countably (n − 1)-rectifiable set. c(x, y) = inf
(c) there exist a convex superlinear function θ : R + → R + , with θ(0) = 0, and A 1 , A 2 , A 3 positive constants, such that
Indeed, the only main difference consists in the choice of the cone C n and the proof of (2.2): if x ∈ M , and (x n ), (y n ) are like in Step 1, we consider γ n : [0, 1] → M to be a minimizer for L going from x n to y n , that is
and we set
where η, > 0 are small constants to be chosen. Let now x ∈ M be such that d(x, γ n (t)) ≤ η t for some t ∈ [0, ], and take σ : [0, t] → M a constant-speed minimizing geodesic connecting γ n (t) to x. Then |σ(τ )| σ(τ ) = d(x n , γ n (t))/t ≤ η d(x, γ n (t))/t, and thanks to the above assumptions on L we get
where at the last step we used Jensen's inequality to estimate the second term. We now observe that, since θ(0) = 0 and θ is convex, θ(η s) ≤ η θ(s) for all s ≥ 0. Hence, if we choose η = 1/(2A 2 ) we have
and arguing as in (2.2) we obtain
This estimate allows to prove that if φ(x n ) → +∞, then there exists a cone with (locally) fixed height and width, and with vertex at x, such that φ ≡ +∞ inside this cone. This allows to prove Steps 1 and 2. To get Step 3, we have to show that, if Remark 4 (Compact vs. non-compact) Let us point out that, if one is simply interested in knowing that the optimal transport map exists and is unique, without having any information on its structure (namely, that is induced by a Kantorovich potential through the first formula in (1.2)), then the argument for passing from the compact to the non-compact case is pretty simple (what we are going to say is not new -e.g. the argument was used already in [2, Theorem 6.2.10] -still we believe it is worth to repeat it here). Assume indeed that existence and uniqueness of optimal maps is known whenever µ and ν are compactly supported (together with some suitable assumptions on µ). Then, in the general case, one simply takes an optimal plan π and consider its restriction to K n × K n , where {K n } is an increasing sequence of compact sets such that ∪ n K n = M . If µ n and ν n denote the first and second marginal of π n := π (Kn×Kn) π(Kn×Kn) respectively, then it is well-known that π n is an optimal transport plan between them (see for instance [9, Theorem 4.6] ). Hence any π n is concentrated on a graph, and letting n → +∞ also π has to be concentrated on a graph. This proves the existence. Moreover the fact that any optimal plan is concentrated on a graph immediately implies uniqueness, as a linear combination of optimal plans is still optimal.
