In this paper, we propose the first practical algorithm to minimize stochastic composite optimization problems over compact convex sets. This template allows for affine constraints and therefore covers stochastic semidefinite programs (SDPs), which are vastly applicable in both machine learning and statistics. In this setup, stochastic algorithms with convergence guarantees are either not known or not tractable. We tackle this general problem and propose a convergent, easy to implement and tractable algorithm. We prove O(k −1/3 ) convergence rate in expectation on the objective residual and O(k −5/12 ) in expectation on the feasibility gap. These rates are achieved without increasing the batchsize, which can contain a single sample. We present extensive empirical evidence demonstrating the superiority of our algorithm on a broad range of applications including optimization of stochastic SDPs.
Introduction
We propose a convex optimization method for the following stochastic composite optimization template:
where X ⊂ R n is the convex compact problem domain, and A ∈ R n → R d is a given linear map.
Here, E Ω f (·, Ω) : X → R denotes a smooth convex function (Lipschitz continuous gradient); and g : R d → R ∪ {+∞} is a proximalfriendly non-smooth convex function. We also let g to be the indicator function of a convex set (which is non-Lipschitz continuous), hence our template also covers affine constraints. Ω is a random variable defined on some probability space and we denote its samples by ω. Our template covers both finite sum and online learning problems.
We can solve (1) by using the powerful operator splitting schemes, assuming that we can efficiently project a point onto X (cf. and the references therein). In many applications, however, this assumption is not grounded. For instance, projection onto semi-definite cone requires a full eigendecomposition, which can impose a computational burden (with its cubic cost) even for medium scaled problems with a few thousand dimensions.
SDPs in stochastic and online settings can be cast into our template, hence our approach has countless applications including clustering, optimal power-flow, streaming PCA, kernel learning, blind deconvolution, community detection and convex relaxation of combinatorial problems amongst many others.
Despite its practical significance, the literature for problem (1) is surprisingly restricted. To our knowledge, there is no known practical method for solving (1) when the projection onto X is computationally expensive. This paper specifically bridges this gap, motivated by the stochastic SDPs where the projection is the computational bottleneck. Hazan and Kale [2012] proposes an online variant that requires O(1/ε 4 ) iterations to achieve an ε accurate solution when g is not smooth but Lipschitz continuous. Hazan and Luo [2016] introduces a stochastic-CGM method with variance reduction achieving complexity of O(1/ε 3 ) when the expected objective is smooth and Lipschitz continuous. Crucially, they require an increasing batch size increasing with the iteration k as Θ(k). This is particularly troublesome as slow rates make the algorithm impractical when the batchsize grows so much faster than the convergence rate. Reddi et al. [2016] proves a O(1/ε 2 ) rate in the non convex setting with batchsize growing as Θ(k). Goldfarb et al. [2017] shows linear convergence for strongly convex objectives with batchsize growing exponentially. Lan et al. [2017] shows a complexity O(1/ε 2 ) in the case of non-smooth but Lipschitz continuous regularizer but requires O(1/ε 4 ) calls to the additional weak separation oracle and increasing batch size. Lan and Zhou [2016] shows a complexity of O(1/ε 2 ) with an increasing batch size and non-smooth but Lipschitz continuous regularizer.
To our knowledge, the first and the only work with a rate for the stochastic CGM without increasing the batchsize is Mokhtari et al. [2018] , which has complexity of O(1/ε 3 ). Furthermore, they argue that it might not be possible to obtain a faster rate with a small batchsize. This possibility remains an open question beyond the goal of this paper. None of the above approaches can handle non-Lipschitz g such as indicator functions.
In recent years, CGM has also been extended for more complex deterministic problem templates. Lan [2014] introduces a CGM variant for non-smooth minimization based on Nesterov's smoothing technique which is not suitable to solve (1). extends CGM for composite problems and problems with affine constraints and proves the optimal complexity O(1/ε 2 ) but is not applicable to (1) in the online setting. Lu and Freund [2018] proposes a template similar to ours (convex stochastic function with deterministic non-smooth and indicator regularizer) and shows how it can be applied for lasso, ridge regression, sparse logistic regression and matrix completion. They show a complexity of O(1/ε) assuming increasing batchsize. They do not have further constraints except the indicator function for the CGM domain and crucially assume that the standard lmo is efficient. This is orthogonal to our scenario in which there are additional indicator function constraints other than the compact convex domain. In our problem setting the lmo can not be solved efficiently, preventing the application of their approach. Gidel et al. [2017] proposes a deterministic CGM variant for the smooth convex-concave saddle point problems where both variables are obtained via the lmo. Gidel et al. [2018] also proposes a CGM method based on the augmented Lagrangian achieving a rate of O(1/ √ k) in the case of Ax = 0 in feasibility gap and O(1/k) in Lagrangian residual which does not imply convergence in the objective residual. Furthermore, these results do not apply to the stochastic setting.
To the best of our knowledge, this paper proposes the first stochastic-CGM extension for solving problems with non-smooth terms and/or affine constraints in addition to the typical convex compact domain.
Following the insights of Mokhtari et al. [2018] , we do not increase the batchsize per iteration. Interestingly, the non-smooth regularizer does not dramatically impact the convergence rate which remains asymptotically as good as the one for stochastic smooth objectives.
The closest approach to our template is the one of Garber and Kaplan [2018] which concurrently propose a variance reduced solution to an approximation of (1). Contrary to our approach, their algorithm only solves a smoothed approximation of (1) (see Definition 1 Section 4.1) and therefore does not cover our template.
Review of Smoothing
Nesterov Smoothing for Lischitz Continuous Penalties: The technique described in Nesterov [2005] consists in a the following smooth approximation of a Lipschitz continuous function g as:
where β > 0 controls the tightness of smoothing and g * denotes the Fenchel conjugate of g
It is easy to see that g β is convex and 1 β smooth. Optimizing g β (z) guarantees progress on g(z) when g(z) is L g -Lipschitz continuous as:
The challenge of smoothing an affine constraint consists in the fact that the indicator function is not Lipschitz. Therefore, g * does not have bounded support so adding a strongly convex term to it does not guarantee that g and its smoothed version are uniformly close.
Homotopy Smoothing for Indicator Penalties: In order to smooth constraints which are not Nesterov smoothable, consider an Homotopy transformation on β which can be intuitively understood as follows. If β decreases during the optimization, optimizing g β (z) will progressively become similar to optimizing g(z). Therefore, the iterate will converge to the feasibility set.
Using the Homotopy smoothing, the objective of Equation (1) is replaced by the following approximation:
Let y * β k be:
with the last equality due to the Moreau decomposition.
Note that often prox β k g (Ax) is easy to compute (for example when g(z) is an affine constraint) but the projection on X is not. Therefore, suggests to follow the same iterative procedure of the CGM which queries a Linear Minimization Oracle (lmo) at each iteration:
Moreover, we can compute the gradient of F β k as long as prox β k g (Ax) is easy to compute. Indeed:
The solution of the lmo is then combined to the current iterate with a convex combination, so that the next iterate is guaranteed to be a member of X . In the deterministic setting this technique comes with a reduction in the rate from O(1/k) to O(1/ √ k).
Stochastic Homotopy CGM
Unfortunately, computing the gradient of E Ω f (x, Ω) as in Equation (4) can be expensive. In practical applications, it is desirable to rely only on stochastic estimates of the gradient without increasing the batchsize during the optimization. Therefore, we assume that we can only sample a single sample ω of Ω per iteration without loss of generality. The minibatch adaptations follow straightforwardly. We assume that the variance of the stochastic gradient is bounded above by σ 2 , i.e.:
Under this assumption, Mokhtari et al. [2018] shows that the lmo with the following the gradient estimate
guarantees that the stochastic CGM converges with rate O(1/k 1 3 ) for a smooth objective. Note that his is not an unbiased estimate of the gradient. Instead, using arguments from Mokhtari et al. [2018] (the proof is adapted to our different stepsize sequence) we obtain the following convergence bound for the gradient estimator:
Lemma 1. For any k ≥ 1 the estimate of the gradient computed in Algorithm 1 satisfies:
Unfortunately, the convergence analysis of their algorithm critically relies on the smoothness of the objective function, i.e., it is only valid when g = 0 or the indicator function can be included in the lmo optimization problem. Our approach is depicted in Algorithm 1.
Algorithm 1 Stochastic Homotopy CGM (SHCGM)
Input: x 1 ∈ X , β 0 > 0, d 0 = 0 for k = 1, 2, . . . , do η k = 9/(k + 8)
This algorithm comes with a surprising theoretical consequence which has tremendous practical impact as we show that the additional non-smooth penalty does not affect the asymptotic convergence rate.
Bounding the Smoothed Objective
In the analysis, we focus on isolating the effect of the stochasticity of the gradient from the effect of the non-smooth term. By doing so, the rate is dominated by the presence of the stochastic gradient and the non-smooth part has no asymptotic cost.
Our approach is critical as the smoothing of the indicator effects also the optimization of the smooth term. This can be easily seen from the computation of v k in Algorithm 1. When k increases, the gradient of the smoothed indicator dominates the accumulated gradient estimator of the objective. Therefore, we have to avoid a disruptive interaction between the two terms that would make the rates impractically slow.
We begin the analysis by bounding ∇F β k (x k ), s k − x k for a fixed iteration as follows:
Lemma 2. For any given iteration k ≥ 1 of Algorithm 1 the following relation holds:
In the regular CGM setting only the suboptimality in E Ω f (x, Ω) would be present. Now, we also have additional terms, one depending on the quality of the gradient estimator in the lmo call and the others relating to the feasibility of the current iteration. Note that all these terms are decoupled. With this result, we can bound the smoothed gap
Theorem 3. The sequence x k generated by Algorithm 1 satisfies the following bound for k ≥ 1:
Discussion: We note that Theorem 3 does not certify the convergence of x k to a solution, since the bound is on the
in Corollary 8 when g is Lipschitz continuous and in Corollary 5 when g is the indicator function. The presence of the non-smooth term affects the rate only in the constant β 0 A 2 , without impacting the asymptotic rate. This result has important practical consequences as it allows to decompose a difficult optimization domain in tractable parts without changing the rate. For example, say that X can be written as A ∩ B (both convex and compact) and that the lmo is intractable on X but is tractable on A and B separately. Then we efficiently call the lmo on the joint variable [x, y] ∈ [A, B] enforcing the indicator constraint x = y.
Since the gradient estimator is biased we do not recover the standard O 1 √ k of when the variance of the stochastic gradient vanishes. This requires additional work which is beyond our scope.
Proof Sketch: We elaborate on our proof technique. We start bounding the progress through smoothness:
Then, we apply Lemma 2 on the linear term and relate F β k (x k ) with F β k−1 (x k ) using the arguments of Lemma 10 of Tran-Dinh et al. [2018] :
With an appropriate choice for the decaying rule of β k and η k and subtracting F from both sides we obtain:
Finally, we take the expectation, apply Lemma 1 and conclude the proof by induction.
Discussion: By optimizing F β , the smoothing impacts the optimization of the smooth part as well. The key argument in the proof is a careful decoupling of the stochasticity of the gradient and the smoothing term.
This approach makes sure that the convergence rate is dominated by the slowest term in (6) after taking the expectation. Since the dominating term comes from the stochastic gradient, the smoothing does not make the optimization harder as compared to the setting of .
As a result, splitting the constraints into parts in which projections are efficient and parts in which the lmo is efficient comes at no asymptotic cost. Finally, the convergence rates can be deduced from Theorem 3 using simple arguments from when g is Lipschitz continuous and when it is not.
Convergence Rates
The literature on stochastic non-smooth CGM assumes Lipschitz continuity on g (see Section 2), which is a special case here. Indeed, using the same technique of we can prove the following.
Corollary 4. Assume that g : R d → R is L g -Lipschitz continuous. Then, the sequence x k generated by Algorithm 1 has the following convergence bound:
Discussion Convergence rates for stochastic CGM with Lipschitz continuous g are already known in the literature, see Hazan and Kale [2012] , Lan et al. [2017] , Lan and Zhou [2016] . Our rate is not faster than the ones presented in Lan et al. [2017] , Lan and Zhou [2016] but is the only rate for stochastic CGM with non-smooth but Lipschitz regularizer with a constant batch size. Whether is possible to achieve a faster rate without increasing the batch size remains open.
In the case where g is a non-Lipschitz continuous indicator function, the aforementioned rates do not hold. Instead, we can provide the following rate:
Corollary 5. Assume that g : R d → R is the indicator function of a simple convex set K. Then, the sequence x k generated by Algorithm 1 satisfies:
Discussion: The asymptotic rate in the objective matches the one of Mokhtari et al. [2018] , as if the indicator constraint was not present. The rate in feasibility is only O(k − 1 12 ) worse than the one with full gradient information . This is the first known rate to solve the problem (1) without projections on X .
Inexact Oracles
In practice, finding an exact solution can be expensive, especially when it involves a matrix factorization. Therefore, algorithms which are robust against inexact oracles are crucial in practice.
Even when the penalty is not present, we are not aware of approximate oracle rates in the framework of Mokhtari et al. [2018] . Due to the accumulation of the stochastic gradient, the deterministic definitions of inexact oracle are applicable to the stochastic case with the non-smooth penalty Lacoste-Julien et al. [2013] , Locatello et al. [2017a,b] .
Additive Error
At iteration k, for the given v k , we assume that the approximate lmo returns an elements k ∈ X such that:
for some δ > 0, where s k is the exact lmo solution.
We now present the convergence guarantees of Algorithm 1 when the exact lmo is replaced with the approximate oracle with additive error.
Corollary 6. Assume that g is L g -Lipschitz continuous. Then, the sequence x k generated by Algorithm 1 for k ≥ 1 with approximate lmo (7) satisfies:
We can optimize β 0 from this bound if δ is known.
Corollary 7. Assume that g is the indicator function of a simple convex set K. Then, the sequence x k generated by Algorithm 1 with the lmo (7) satisfies:
Multiplicative Error
The additive error requires the accuracy of lmo to increase as the algorithm progresses Jaggi [2013] . This is restrictive in practice as it forces to invest more and more effort in the solution of the lmo problem.
For this reason, multiplicative error is often preferred, even though it adds the quality of the lmo as a hyperparmeter Locatello et al. [2017a] , which we consider:
where δ ∈ (0, 1] and s k is the exact lmo solution.
We now present the convergence guarantees of Algorithm 1 when the exact lmo is replaced with the approximate oracle with multiplicative error (8) Corollary 8. Assume that g is L g -Lipschitz continuous. Then, the sequence x k generated by Algorithm 1 with the lmo (8), and modifying η
satisfies:
We can optimize β 0 from this bound if δ is known. satisfies:
Numerical Evidence
This section presents the empirical performance of the proposed method. As a baseline for the stochastic k-means and online covariance matrix estimation, we compare our algorithm against the Homotopy CGM as it is the only projection free method that handles affine constraints even though it is not stochastic. In the stochastic matrix completion, we compare against the Stochastic Three-Composite Convex Minimization algorithm (S3CCM) Yurtsever et al. [2016] to show that our approach is favorable at scale since it avoids projections. We also compare against the stochastic Frank-Wolfe (SFW) of Mokhtari et al. [2018] without the additional constraints. With this comparison, we empirically validate that adding the indicator constraints on SFW does not impact the convergence rate of the objective as predicted by the theory.
Stochastic k-means Clustering
In our first numerical experiment, we consider the semidefinite programming formulation of k-means clustering problem introduced by Peng and Wei [2007] :
where β represents the number of clusters, 1 denotes the vector of ones, X ≥ 0 enforces entry-wise non-negativity, and D is the Euclidean distance matrix. This problem formulation is considered by Mixon et al. [2017] and the codes shared online, which are later used by . We also base our experiment on this problem setup, which uses 1000 instances from MNIST dataset LeCun and Cortes. For details of preprocessing we refer to Mixon et al. [2017] . Different than the original setup, we use stochastic gradients for our algorithm: We randomly choose 100 datapoints at each iteration and feed SHCGM with the distance matrix of this subset of datapoints. This corresponds to observing 1 percent of entries of D at each iteration.
To the best of our knowledge, SHCGM is the first stochastic conditional gradient method which can solve (9). Consequently, we use the deterministic method HCGM as the baseline in Figure 1 . In general, HCGM cannot be used for stochastic SDPs and therefore is only applicable in the deterministic setting when all the data is available at each iteration. Note that SHCGM uses 1 percent of the entries of D at each iteration in contrast to HCGM, which uses exact gradient information. Nevertheless, SHCGM achieves similar rates as HCGM, even overperforms HCGM in late iterations.
Online Covariance Matrix Estimation
Estimating covariance matrices is a key problem in multivariate statistics with applications in many fields including gene microarrays, social network, finance, and climate analysis, among many others Richard et al. [2012] , Schäfer and Strimmer, Fan et al. [2016, 2014] In the large-scale setting, we receive data as a stream of points in time. The classical deterministic approach first collects data for some fixed amount of time, and then trains an empirical risk minimization model using the data collected.
This approach has its obvious limitations. First, it is not clear how much data is enough to precisely estimate the covariance matrix a priori. Second, data can be simply too large to store, or work with. Last but not least, data might be sensitive, and it might be preferable not to store it.
To address all these issues, we can adopt stochastic and online learning settings. In this case, we use each data point once as it arrives and then discard it.
In this section, we consider an instance of simultaneously sparse and low-rank matrix recovery template:
This template covers covariance matrix estimation problem, as well as graph denoising, link prediction and many others Richard et al. [2012] .
This problem falls into (1) by choosing A as the identity, g as the indicator of 1 norm-ball of radius β 2 , and X as the intersection of positive semidefinite cone and trace norm-ball of radius β 1 (we call this as PSD trace constraint in the sequel). In this case, our algorithm calls lmo of the PSD trace constraint, and the projection oracle for 1 norm ball.
Our test setup is as follows: First, we create a block diagonal covariance matrix Σ ∈ R n×n using 10 blocks of the form φφ where entries of φ are drawn uniformly from [−1, 1]. This creates a sparse matrix Σ of rank 10. We stream observations of Σ in the form ω i ∼ N (0, Σ). We fix the problem dimension n = 1000. Figure 4 : Training Error, Feasibility gap and Test Error for movielens 100k. Adding the additional constraint improves convergence in feasibility while maintaining the convergence rate.
We study two different test setups: In Figure 2 , we compare SHCGM with the deterministic method. Stochastic method starts with the arrival of the first data point, whereas the deterministic approach waits until enough data is acquired.
For the deterministic approach with 10, 50, 100 and 200 datapoints. Although this approach converges fast up to some accuracy, the objective value gets saturated at some estimation accuracy. We can also read the empirical rates of SHCGM from Figure 2 as approximately O(k −1/2 ) in the objective residual and O(k −1 ) in the feasibility gap, better than expected.
When we can store large enough data, stochastic methods can leverage minibatches. Figure 3 compares the deterministic approach with 200 datapoints with the stochastic approach with minibatch size of 200.
Stochastic Matrix Completion
We consider the problem of matrix completion. The problem can be written as follows
where Ω is a subset of the ratings (i.e., the norm gets computed only on a subset of the ratings). We consider the stochastic setting where we only compute the gradient wrt a small batch of ratings.
We first compare Algorithm 1 with the Stochastic Frank-Wolfe (SFW) algorithm of Mokhtari et al. [2018] on the MovieLens 100k dataset Harper and Konstan [2016] which contains 100 thousand integer ratings between 1 and 5 of 943 movies from 1682 users. The difference between the two algorithms in this case is that SFW can not handle the additional constraint 1 ≤ X ≤ 5. While SFW will still eventually improve in feasibility as the observed ratings are only between 1 and 5, it is not possible to incorporate this information without sacrificing the theoretical convergence or the efficiency of the oracle. The goals of this comparison is to show that we can explicitly include the indicator function constraint without impacting the convergence rate of the stochastic objective.
We smooth the 1 ≤ X ≤ 5 constraint using our framework with β 0 = 1. We arbitrarily set the nuclear norm constraint β 1 = 10000 and we sample 1000 observation per stochastic gradient without tuning.
In Table 1 we compare the Root Mean Squared Error (RMSE) of 5 different training and test set (70/30 split, we report mean and standard deviation of the different runs) and in Figure 4 we report train and test error and the feasibility gap: X − proj [1, 5] (X) F . By proj [1, 5] (X) we mean that each entry of the matrix X is projected to be between 1 and 5.
As expected, SFW does not converge in feasibility. Furthermore, adding the additional constraint does not change the convergence of the training error while improving the test error.
In Figure 5 we report result on the movielens 1m dataset with 30/70 train/test split for the SHCGM with β 1 = 10000, 100 samples per iteration, β 0 = 1 compared against the Stochastic Three-Composite Convex Minimization algorithm (S3CCM) Yurtsever et al. [2016] with γ = 0.01 applied to the problem 10. As expected, algorithms that require a full projection are not attractive at scale. 
Conclusions
We introduced a scalable and easy to implement CGM-type method for solving stochastic convex optimization problems with affine constraints and demonstrated empirical superiority of our approach in various numerical experiments. We also showed that our algorithm provably converges to an optimal solution of (1) with O(k −1/3 ) and O(k −5/12 ) rates in the objective residual and feasibility gap respectively. Surprisingly, incorporating the affine constraint does not change the convergence in objective residual in both theory and practice. Our method is robust with respect to inexact oracles and does not require increasing batchsize to reduce the variance. The possibility of a faster rate without increasing batchsize and an adaptive approach with O(k −1/2 ) rate when fed with exact gradients remain open.
A Convergence Rate
We first prove some key lemmas. This section builds on top of the analysis of Mokhtari et al. [2018] and the homotopy CGM framework. All these results are for the inexact oracle with additive error, the exact oracle case can be obtained setting δ = 0.
Lemma 10. For any given iteration k ≥ 1 of Algorithm 1 the following relation holds:
where δ ≥ 0 is the accuracy of the inexact lmo with additive error.
Proof.
where Equation (11) is the definition of inexact oracle with additive error, Equation (12) is because s k is a solution of min x∈X d k + A ∇g β k (Ax k ), x , Equation (13) is Cauchy-Schwarz and the Equation (14) is the definition of diameter. Now, convexity of Ω) . From Lemma 10 in [Tran-Dinh et al., 2018] we have that:
Therefore:
Lemma' 1. For any k ≥ 1 the estimate of the gradient computed in Algorithm 1 satisfies:
Proof. This lemma simply applies Lemma 1 and Lemma 17 of Mokhtari et al. [2018] to our different stepsizes. We report all the steps for clarity and completeness. First, we invoke Lemma 1:
where we used ρ k = 4 (k+7) 2 3
. Now, Lemma 17 of Mokhtari et al. [2018] gives the following solution:
A.1 Proof of Theorem 3
We prove Theorem 3 with the oracle with additive error. The proof without additive error can be obtained with δ = 0.
Theorem' 3. The sequence x k generated by Algorithm 1 satisfies the following bound for k ≥ 1:
Proof. Note that Theorem 3 can be obtained as a special case setting δ = 0. First, we use the smoothness of F β k to upper bound the progress. Note that F β k is (
where s k denotes the atom selected by the lmo, and the second inequality follows since s k ∈ X . We now apply Lemma 10 and obtain:
Now, using Lemma 10 of Tran-Dinh et al. [2018] we get:
and therefore:
We combine this with (18) and subtract F from both sides to get
Let us choose η k and β k in a way to vanish the last term. By choosing η k = 9 k+8 and β k = β0
We now compute the expectation, use Jensen inequality and use Lemma 1 to obtain the final recursion:
Now, note that:
For simplicity, let C δ := 81 2 D 2 X (L f + β 0 A 2 )(1 + δ) + 9D X √ Q and E k+1 := EF β k (x k+1 ) − F . Then, we need to solve the following recursive equation:
Let the induction hypothesis for k ≥ 1 be:
For the base case k = 1 we need to prove E 2 ≤ C δ . From Equation (20) we have E 2 ≤ C δ (9) 4 3 < C δ as 9 4 3 > 1 Now:
Corollary' 4. Assume that g : R d → R is L g -Lipschitz continuous. Then, the sequence x k generated by Algorithm 1 satisfies the following convergence bound for k ≥ 1:
Proof. The proof is trivial and the technique comes from . We report it for completeness. If g : R d → R ∪ {+∞} is L g -Lipschitz continuous from equation (2.7) in Nesterov [2005] and the duality between Lipshitzness and bounded support (cf. Lemma 5 in Dünner et al. [2016] ) we have:
Using this fact, we write:
We complete the proof by adding EE Ω f (x k+1 , Ω) − F to both sides:
Corollary' 5. Assume that g : R d → R is the indicator function of a simple convex set K. Then, the sequence x k generated by Algorithm 1 satisfies:
Proof. We adapt to our rate the proof technique of Theorem 4.3 in . From the Lagrange saddle point theory, we know that the following bound holds ∀x ∈ X and ∀r ∈ K:
Since x k+1 ∈ X and taking the expectation, we get
This proves the first bound in Corollary 5.
The second bound directly follows by Theorem 3 as
. Now, we combine this with (22), and we get − y Edist(Ax k+1 , K)
This is a second order inequality in terms of Edist(Ax k , K). Solving this inequality, we get
B Inexact Oracle with Multiplicative Error
Lemma 11. For any given iteration k ≥ 1 of Algorithm 1 the following relation holds:
where δ ∈ (0, 1] is the accuracy of the inexact lmo with multiplicative error.
where the Equation (23) is the definition of inexact oracle with multiplicative error, Equation (24) is because s k is a solution of min x∈X d k + A ∇g β k (Ax k ), x , Equation (25) is cauchy-schwarz and Equation (26) is the diameter definition noting that (1 − δ)x k + δx ∈ X as it is a convex combination of elements in X .
where we used ρ k = 4 (δ(k−2)+9) 2 3
Proof. First, we use the smoothness of F β k to upper bound the progress. Note that F β k is (
wheres k denotes the atom selected by the approximate lmo with multiplicative accuracy, and the second inequality follows sinces k ∈ X .
Using Lemma 11 we get: Now, using (19) , we get
We combine this with (29) and subtract F from both sides to get
Let us choose η k and β k in a way to vanish the last term. By choosing η k = 9 δ(k−1)+9 and β k = β0 (δ(k−1)+9) 1 2
for k ≥ 1 with some β 0 > 0, we get (1 − η k )(β k−1 − β k ) − η k β k < 0. Hence, we end up with
Now, note that: Therefore:
For simplicity, let C := 81 2 D 2 X (L f + β 0 A 2 ) + 9D X √ Q and E k+1 := EF β k (x k+1 ) − F . Then, we need to solve the following recursive equation:
The base case k = 1 is trivial as from (30) we have E 2 ≤ (1 − δ) E 1 + C 9 4 3 ≤ E 1 + C 9 4 3 ≤ E 1 + C δ Proof. We adapt to our rate the proof technique of Theorem 4.3 in . From the Lagrange saddle point theory, we know that the following bound holds ∀x ∈ X and ∀r ∈ K: f ≤ L(x, r, y ) = E Ω f (x, Ω) + y , Ax − r ≤ E Ω f (x, Ω) + y Ax − r , Since x k+1 ∈ X , we get after taking the expectation
. Now, we combine this with (31), and we get − y Edist(Ax k+1 , K)
This is a second order inequality in terms of Edist(Ax k , K). Solving this inequality, we get Edist(Ax k+1 , K) ≤ 2β 0 y δ(k − 1) + 9 + 2 2 · 9 1 3 ( C δ + E 1 )β 0 (δ(k − 1) + 9) 5 12 .
