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Abstract
We modified a streamlined-based simulator based on the work of Batycky et al. (1997)
[7] to solve CO2 transport in aquifers and oil reservoirs. We then use this to propose
design strategy for CO2 injection to maximise storage in aquifers and to maximise both
CO2 storage and enhanced oil recovery (EOR) in oil reservoirs.
We first extended Batycky et al. (1997) [7]’s streamline simulator from two phases
(aqueous phase and hydrocarbon phase) and two components (water and oil) to a three-
phase (aqueous phase, hydrocarbon phase and solid phase) and four-component (water,
oil, CO2 and salt) simulator specialized for CO2 injection. We solved CO2 transport
equations in the hydrocarbon and aqueous phases along streamlines and in the direction
of gravity. To capture the physics of CO2 transport, in the hydrocarbon phase, we used
the Todd-Longstaff (1972) [112] model to represent sub-grid-block viscous fingering. We
implemented a thermodynamic model of mutual dissolution between CO2 and water and
resulting salt precipitation [104; 105]. The resultant changes in porosity and permeability
due to chemical reaction and salt precipitation were also considered. We accounted for two
cycles of relative permeability hysteresis (primary and secondary drainage and imbibition)
by applying two different trapping models: Land (1968) [69] and Spiteri et al.(2005) [103].
Therefore, relative permeability changes and variations in the trapped non-wetting phase
saturations due to hysteresis can be updated on a block-by-block basis.
We then used this streamline-based simulator to design CO2 storage in aquifers. We
propose a carbon storage strategy where CO2 and brine are injected into an aquifer
together followed by brine injection alone. This renders 80-95% of the CO2 immobile
in pore-scale (10s µm) droplets within the porous rock; over thousands to billions of
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years the CO2 may dissolve or precipitate as carbonate, but it will not migrate upwards
and so is effectively sequestered. The CO2 is trapped during the decades-long lifetime
of the injection phase, reducing the need for extensive monitoring for centuries. The
method does not rely on an impermeable cap rock to contain the CO2; this is only a
secondary containment for the small amount of remaining mobile gas. Furthermore, the
favorable mobility ratio between injected and displaced fluids leads to a more uniform
sweep of the aquifer leading to a higher storage efficiency than injecting CO2 alone. This
design was demonstrated through one-dimensional simulations that were verified through
comparison with analytical solutions. We then performed simulations of CO2 storage in a
North Sea aquifer. We design injection to give optimal storage efficiency and to minimise
the amount of water injected; for the case we study, injecting CO2 with a fractional
flow between 85 and 100% followed by a short period of chase brine injection to give
the best performance. Sensitivity studies were conducted for different rock wettabilities
and comparison with the Land trapping model. We found that the effectiveness of our
proposed strategy is very sensitive to the estimated residual CO2-phase trapping.
We then extended our study of the design of CO2 storage in aquifers to oilfields. We
again constructed analytical solutions to the transport equations accounting for relative
permeability hysteresis. We used this to design an injection strategy where CO2 and
brine are injected simultaneously followed by chase brine injection. We studied field-
scale oil production and CO2 storage for different CO2 volumetric fractional flowrates.
While injecting at the optimum WAG ratio gives the fastest oil recovery, this allows
CO2 to channel through the reservoir, leading to rapid CO2 breakthrough and extensive
recycling of the gas. We propose to inject more water than optimum. This causes the
CO2 to remain in the reservoir, increases the field life and leads to improved storage of
CO2 as a trapped phase. Again, a short period of chase brine injection at the end of the
process traps most of the remaining CO2.
Finally, we investigated the effect of salt (halite) precipitation during dry, supercritical
CO2 injection using our modified streamline-based simulator. In this study, pseudo one-
dimensional and two-dimensional homogeneous and heterogeneous systems were used to
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study the sensitivity of different parameters, which include relative permeability, grid
size and brine salinity to salt precipitation. In our three-dimensional model, based on
a geological model of a CO2 injection site, we constructed a near wellbore fine grid
model with almost 1.5 million grid cells. Simulations were conducted successfully, and
we found that salt precipitation can be a very important effect to consider when dry
CO2 is injected into a high salinity reservoir. In this reservoir, after only 2 years of CO2
injection, about 20% of permeability of the reservoir was reduced, which will seriously
reduce the injectivity of the injector and fluid flow within the reservoir.
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Chapter 1
Introduction
Carbon Capture and Storage (CCS), the collection of CO2 from industrial sources and
its injection underground, could contribute significantly to reductions in atmospheric
emissions of greenhouse gases [50]. Possible sites for injection include coalbeds, deep
saline aquifers and depleted oil and gas reservoirs. In this work, we focus on CO2 storage
in aquifers and oil reservoirs because aquifers have the greatest storage potential and oil
reservoirs can provide additional hydrocarbon production.
CO2’s physical and chemical properties are different from other hydrocarbon fluids and
so research on the numerical modelling of CO2 transport is ongoing. Current simulators
have the limitation of being unable to capture reservoir heterogeneity and multiphase
flow properties in order to accurately predict migration in geological formations. Once
CO2 has been injected, the principal public and environmental concern is related to the
long-term fate of the stored CO2, i.e can it be guaranteed that the CO2 will remain
underground for hundreds to thousands of years? Therefore, the aim of this study is to
extend and use our own simulator, based on that of Batycky et al. (1997) [7], to solve for
CO2 transport and then use this to design injection strategies for CO2 storage in aquifers
and oil reservoirs, with the aim to ensure that the majority of CO2 injected is trapped
by capillary forces and cannot escape from the reservoirs.
We start by reviewing the relevant research on CO2 storage in geological formations,
especially in aquifers, oil reservoirs and gas reservoirs (Chapter 2). Then, in Chapter 3,
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we use a finite difference, grid-based simulator ECLIPSE, to study CO2 injection in a
North Sea oil reservoir, Maureen, with different injection scenarios. In Chapter 4, we dis-
cuss briefly the fundamentals of streamline-based simulation and describe mathematical
models for the relevant physics that we put into the streamline-based simulator. We then
use this simulator to model CO2 injection in a heterogenous North Sea aquifer, where
we design an injection scheme to maximise secure CO2 storage (Chapter 5). We also
study the sensitivity of rock wettability on trapping and compare Spiteri et al.(2005)
[103]’s model with the traditional Land’s (1968) [69] model. In Chapter 6, we extend
our injection design to oilfields in order to maximise both CO2 storage and enhanced oil
recovery. In Chapter 7, we test the effect of salt precipitation on an ongoing project to
inject CO2 into an aquifer. We finally conclude and discuss future work in Chapter 8.
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Chapter 2
Literature review
2.1 Introduction
Global warming is regarded as one of the most pressing environmental issues facing
modern society. This rise in the average surface temperature has been attributed to the
greenhouse effect, which has been exacerbated by the general increase in atmospheric
CO2, a major greenhouse gas. To combat these concerns the reduction of carbon dioxide
emissions with novel technologies is necessary. One such method involves the injection of
CO2 into geological formations through a process known as carbon capture and storage
(CCS). This chapter will review the physical and chemical mechanisms governing the
injection of CO2 into underground systems and the most recent simulation studies on the
ultimate fate of the injected CO2.
2.1.1 Global warming and greenhouse gases
According to the UN Intergovernmental Panel on Climate Change (IPCC), the average
global temperature has risen 0.6 ± 0.2 ◦C since the late 19th century, as shown in Fig.
2.1 and may increase by 1.4 to 5.8 ◦C by 2100 [50]. This will result in sea level rise and
different patterns of precipitation worldwide. Also, there will be an increase in the ocean
acidity because CO2 dissolved in water forms a weak acid. These changes may lead to
an increase in extreme weather events such as floods, droughts, heat waves, hurricanes,
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decreases in agricultural yields, or even biological extinctions.
Figure 2.1: Recorded global average temperatures as compiled by the Climatic Research
Unit of the University of East Anglia and the Hadley Centre of the UK Meteorological
Office [118].
Global warming is the result of a strengthening greenhouse effect caused primarily by
a man-made increase in greenhouse gases. The gaseous components of the atmosphere
that are known to contribute to the greenhouse effect and include water vapour, carbon
dioxide, ozone and methane. Human activities raise levels of greenhouse gases primarily
by releasing carbon dioxide, which is known to be a major anthropogenic greenhouse gas.
The atmospheric concentration of CO2 has increased 40 % from its level of 280 ppm in
pre-industrial times to 380 ppm, as shown in Fig. 2.2.
The increase in atmospheric CO2 is primarily due to the combustion of fossil fuels for
energy production [41]. There are therefore three options to mitigate increases in the
atmospheric concentration of CO2.
• Reducing carbon intensity by replacing fossil fuels with renewable or carbon-free
energy sources, such as nuclear energy
• Improving energy efficiency
• Carbon capture and storage
Fossil fuels currently provide about 75% of the world’s energy and will probably remain
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Figure 2.2: Monthly average of atmospheric CO2 concentration [73].
its major source until the end of this century, making the first suggestion difficult to realise
[83]. The mitigation of the volume of CO2 emissions into the atmosphere will therefore
require a strategy involving carbon capture and storage.
2.1.2 Carbon capture and storage
Carbon capture is best used at large stationary sources such as power stations and
industrial plants, as shown in Fig. 2.3. The process requires the separation of CO2 from
impurities like acidic gases or particulates and compression for transport and underground
injection. The CO2 is transported from the source to the storage sites via pipeline or
tankers.
Possible CCS strategies include storage in the deep ocean, injection into geological
structures or precipitation as a solid carbonate. Geological formations are regarded as
the most viable and environmentally acceptable of these options. Potential structures
that have been considered in the literature are:
• Depleted oil reservoirs
• Depleted gas reservoirs
• Deep saline aquifers
• Unmineable coalbeds
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Figure 2.3: Typical process of CCS, which shows available storage sites from power
stations [31].
We are interested in CO2 storage in the first three systems, as such this literature review
will focus on these geological sites. Injecting CO2 into depleted oil and gas reservoirs has
the primary advantage of being economically beneficial to oil and gas production com-
panies who seek to increase their recoverable reserves [20]. CO2 flooding is an effective
tertiary recovery mechanism that uses established injection infrastructure and the vast
technological experience of the oil industry to extend the profitability of many reservoir
systems. While suitable formations are easily located, they have the distinct disadvan-
tage of being inequitably distributed geographically [83]. Compared with oil and gas
reservoirs, deep saline aquifers are widely distributed throughout the globe, although
often have poorly characterised geology. These systems could therefore be used for the
disposal of anthropogenic CO2 in locations where there are no suitable oil or gas reservoir
alternatives.
2.2 Carbon storage in geological formations
The storage of CO2 within geological formations was first proposed in the late 1970s
[45]. However, genuine research into this area only started in the early 1990s. Since then
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significant progress has been made in the technologies available for predicting the fate of
injected CO2. This has allowed a large body of work to be produced and the feasibility
of CO2 disposal in several aquifers systems to be determined.
Two classical studies have been performed on structures in Norway and the Alberta
Basin, Canada. The first successful CO2 sequestration field test in a brine-bearing for-
mation was performed in the Sleipner gas field in the Norwegian North Sea [51]. In the
Sleipner project, CO2 was stripped from the produced natural gas and injected into a
sand layer called the Utsira formation. The injection started in October 1996 and CO2
is injected at a rate of 1 million tonnes per year. Over 10 million tonnes of CO2 have
been injected so far without any significant operational problems observed in the capture
plant or in the injection well [111; 62].
Another field test of CO2 sequestration was conducted in a high permeability brine-
bearing sandstone of the Frio Formation beneath the Gulf Coast of Texas, USA [48]. 1,600
tonnes of CO2 were injected 1,500 m below surface starting in October 2004, followed by
monitoring and assessment.
The Weyburn field project in Canada [71] was the first to study CO2 storage as both
an enhanced oil recovery (EOR) technique and a storage method. The Weyburn project
is an good example to prove that oil reservoirs are attractive candidates for subsurface
CO2 storage.
Another CCS project already in operation is in Algeria. The In Salah Gas project
comprises a phased development of eight gas fields located in the Ahnet-Timimoun Basin
in the Algeria Central Sahara [99]. CO2 removed from the produced gas is injected into
the formation, which provides storage of 1.2 million tonnes per year.
In the UK, a large-scale CO2 injection project into a depleted oil field - the Miller Field,
in the North Sea was planned with the purpose of CO2 storage in addition to EOR [76].
Natural gas from the North Sea would be converted to hydrogen and carbon dioxide,
using the hydrogen to make low carbon electricity and pumping the carbon dioxide back
into the reservoir of the Miller field. It was announced that an extra 40 million barrels of
oil would be produced over a 20 year period by injecting about 1.25 million tonnes/year
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CO2 into the field. However, although it has been thoroughly studied, this project was
not implemented because of financial constraints.
Similar projects are also planned in Norway, where Shell and Statoil recently launched
their plan for a project to use CO2 captured from a large natural gas fired power plant and
methanol production facility at Tjeldbergodden in Mid-Norway for enhanced oil recovery
offshore at the Shell operated Draugen field and later at the Statoil operated Heidrun
field [33]. This so called CO2 value chain project aims store CO2 underground, while at
the same time achieving increased oil recovery and electricity supply. It is estimated that
2.5 million tonnes of CO2 can be separated by the capture facility per year.
According to the Intl. Energy Agency (IEA) Greenhouse R&D Program, oil and gas
reservoirs have an estimated CO2 storage capacity of about 920 Gt while deep saline
aquifers could store between 400 to 10,000 Gt [41]. This is compared to annual global
CO2 emissions of 25 Gt. Although there are significant uncertainties in these estimates,
geological formations clearly have a large storage potential.
Geological formations used for storage are permeable rocks at relatively high pressure
and temperature. The CO2 will generally be injected underground as a super-critical fluid
(the critical pressure of CO2 is 7.38 MPa corresponding to normally-pressured reservoir
depths of around 800 m; the critical temperature is 31◦C), as shown in the CO2 phase
diagram, Fig. 2.4. As such it will be much denser than it is at atmospheric conditions
(see Fig. 2.5). Typical density in formations of greater than 800 m depth range from
500-900 kgm−3.
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Figure 2.4: CO2 density-pressure phase diagram (1 bar = 0.1 MPa) [118].
Figure 2.5: CO2 density and viscosity at subsurface conditions. It is assumed that the
surface temperature is 15◦C and increase by 30◦C for each km increases in depth, while
pressure increases by 10 MPa/km [34].
30
The CO2 will still be less dense than the formation fluids and this will cause the
sequestered gas to migrate to the top of the rock layer because of buoyancy forces. As we
are interested in the long term trapping of the CO2 for hundreds to thousands of years,
it is imperative that the structure chosen prevents the gas from escaping. Apart from
providing a vertical flow barrier through a geological seal, the system also has various
subsurface interactions, such as capillary trapping, dissolution and chemical reactions
that will control the migration and distribution of CO2 within the subsurface [20]. These
processes should therefore be considered during the design of CO2 storage projects.
2.3 Simulation of CO2 Sequestration
Monitoring CO2 in the reservoir during and after injection is necessary to ensure that
the CO2 is retained in the formation. Two methods for monitoring the subsurface move-
ment of CO2 are reservoir simulation and geophysical studies.
Reservoir simulations predict the CO2 distribution in the system during and after injec-
tion so that effective management decisions can be made [20]. Geophysical measurement
techniques such as seismic, electrical and gravity measurements provide regional, cross-
well or single well mapping of the CO2 saturation in the field.
From an engineering point of view, flow simulation is imperative for the design of CO2
sequestration schemes. Simulations allow the development of an injection strategy that
maximises the storage volume of the reservoir while minimising the risk of leakage. This
method provides engineers with predictions of the flow paths and distributions of the
CO2 within geological formations so that an efficient design can be carried out. However,
in order to obtain a representative simulation of the project, detailed information on
the physical and chemical mechanisms that occur during the sequestration process is
necessary.
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2.3.1 Physical processes
Gravity Segregation The density and viscosity of CO2 is much lower than the for-
mation water. When injected into an aquifer CO2 tends to migrate to the top of
the formation through high permeability paths under buoyancy forces and accumu-
late beneath the top seal. This is called gravity segregation [34]. This process is
illustrated in the Fig. 2.6. Although this experiment shows gravity displacement
between gas and oil, a similar process is expected between gas and water because
both oil and water have a higher density than gas.
Figure 2.6: Displacement of oil by gas under the influence of gravity. The gas moves in
from the top of the core, since the pressure difference due to the density contrast between
the phases is bigger than capillary pressure. This process continues until gas and oil are
in gravity/capillary equilibrium [100].
Capillary trapping (residual CO2 trapping) The capillary trapping mechanisms oc-
cur more rapidly than other sequestration mechanisms, such as dissolution and
chemical reaction. Trapping occurs during simultaneous two-phase flow in porous
media and plays an important role in the migration and distribution of CO2 [103].
Snap-off is the dominant trapping mechanism in water-wet media experiencing a
capillary-dominated flow regime [103]. Snap-off is where – at the pore scale – water
fills narrow regions of the pore space, leaving ganglia of CO2 surrounded by water
in large pore spaces. As the contact angle increases (intermediate-wet and oil-wet),
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the non-wetting phased is trapped by bypassing, where water tends to advance in
a connected front with piston-like advance in throats and cooperative pore-filling.
This renders the CO2 immobile. During the injection of CO2, the saturation of gas
(non-wetting phase) in the reservoir increases as the gas phase migrates upwards
due to buoyancy forces. This migration will continue after injection gas has been
trapped in a drainage process at the leading edge of the CO2 plume as it rises. On
the other hand at the trailing edge, water will displace gas in an imbibition process,
eventually causing snap-off and consequent trapping of the gas phase. This causes
a trail of residual, immobile CO2 left behind the upwardly migrating plume (see
Fig. 2.7) and trapped as immobile pore-scale droplets surrounded by water (see
Fig. 2.8) [32; 30]. The macroscopic modelling of this process requires a model that
captures relative permeability hysteresis [38].
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Figure 2.7: Schematic of the trail of residual CO2 that is left behind due to snap-off as
the plume migrates upwards [103].
Figure 2.8: Trapped non-wetting phase in a sandstone: non-wetting phase is blue, rock
is green and the wetting phase is grey. The image is a two-dimensional slice through a
three-dimensional image obtained using micro CT scanning with a resolution of 3.85 µm
[30]. We propose an injection strategy where CO2 is stored as a trapped non-wetting
phase in deep aquifers.
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Dissolution Due to the solubility of CO2, a portion of injected CO2 will dissolve in
the formation water. The amount of CO2 that dissolves in water is a function
of pressure, temperature and salinity of the aqueous phase. This process occurs
through mass transfer from the CO2 phase to the aqueous phase whenever the
phases are in contact [75]. Water can also dissolve in CO2, which could dry out the
brine and result in solid salt precipitation [60; 94]. Details of CO2/water mutual
dissolution and salt precipitation effect are discussed in Chapter 7. There are three
mechanisms that contribute to the dissolution of CO2 in the formation water [34].
First, the diffusion of CO2 within the aqueous phase, allowing more CO2 from the
gas phase to be dissolved in the aqueous phase. Second, chemical reaction between
dissolved CO2 and the host rock may occur, which will dissolve or precipitate
carbonate minerals. Third, there is a convective mixing effect, which is regarded
as the dominant mechanism for CO2 dissolution, as it is orders of magnitude faster
than the others and it enhances the overall dissolution of CO2. Convective mixing
arises when the density of water saturated with CO2 is approximately 1 % greater
than unsaturated water [35]. When the CO2 saturated water layer is thick enough,
a density instability will occur and plumes of CO2 saturated water will migrate
downwards, slowly diluting as they go, which can accelerate the mixing process
(see Fig. 2.9).
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Figure 2.9: This figure shows a laboratory Hele-Shaw model demonstrating the fingering
that occurs due to a density instability in a porous medium [35].
Chemical reaction When dissolved in water CO2 will form a weak acid which can re-
act with the host rock to precipitate secondary carbonates. This process is called
mineral trapping and has the effect of immobilizing the CO2 for geological time [34].
However, the mineral trapping of CO2 varies with rock type, gas pressure, temper-
ature, porosity and mineral composition. In addition, laboratory experiments and
numerical simulation indicate that these chemical reactions will induce transient
and spatially dependent changes in the rock permeability and porosity [117]. The
time scale for mineral trapping is of the order of thousands to millions of years
making this one of the slowest of the sequestration mechanisms [119].
Deep saline aquifers
From an engineering point of view, the key issues of CO2 disposal in aquifers are
associated with: 1. identification and characterization of suitable aquifer formations, 2.
the available storage capacity, 3. the presence of a cap rock of low permeability, 4. the
rate at which CO2 can be disposed [93].
The balance between up-dip migration, dissolution and residual gas trapping contribute
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to the ultimate distance that injected CO2 will migrate [35]. Eventually, CO2 will dis-
tribute in a mobile layer underneath the cap-rock or become trapped at the residual gas
saturation.
Another key question in any aquifer injection project is the characterization of the
subsurface system. Aquifers with a large volume, reasonable permeability, a geological
top seal and good pressure communication over long distances are better for CO2 disposal
as large volumes of CO2 can be injected without a significant increase in aquifer pressure
or risk of leakage [101]. Successful field tests and simulation studies show that large-scale
CO2 injection into a saline aquifer is feasible for the storage of CO2 for hundreds to
thousands of years.
Oil reservoirs
Oil reservoirs are the most attractive storage location as they have trapped hydrocar-
bons over geological time, and so are known traps for CO2, and due to the economic
benefit from enhanced oil recovery (EOR)[20].
EOR CO2 has been used for EOR for more than 30 years. The mechanism involved
in EOR by CO2 injection is miscible flooding [68]. Miscible displacement between
crude oil and CO2 is caused by the extraction of hydrocarbon from the oil into
the CO2 and the dissolution of the CO2 into the oil. CO2 is highly soluble in
oil. Dissolution of CO2 into the oil can not only increase oil saturation (containing
dissolved CO2) above the residual saturation to enable the oil to flow, but also
reduce the viscosity of oil resulting in better mobility [28]. Light and intermediate
molecular weight hydrocarbon fractions, as well as the heavier gasoline and gas
oil fractions, are vaporised into the CO2 front. Consequently, vaporising-gas drive
miscibility with CO2 can occur with few or no C2 to C6 components present in the
crude oil.
The efficiency of the EOR technique depends on the reservoir pressure. CO2 is
miscible with reservoir oil at pressures above its Minimum Miscibility Pressure
(MMP) [84]. The degree of miscibility is also affected by CO2 purity, reservoir
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temperature and oil composition - the heavier the oil the higher the MMP.
The sweep efficiency of this process depends on the viscosity ratio between oil
and CO2. A disadvantage of CO2 flooding is that an unfavourable mobility ratio
between the oil and CO2 can aggravate the effects of the preferential flow paths
that exist in the system by channelling the injected gas through the reservoir fluid.
Screening criteria [109; 110] have thus been proposed to select reservoirs that are
suitable for CO2 injection as an EOR technique. Taber [109] estimates that this
process can be widely applied in both sandstone and carbonate formations with a
variety of permeabilities and thickness of hydrocarbon bearing zones.
CO2 storage CO2 can be stored in zones where CO2 replaces reservoir oil or water.
The fraction of the pore space that can be occupied by injected gas is controlled
by reservoir heterogeneity, gravity segregation and displacement efficiency of the
injected gas [87].
However, in EOR projects efforts must be made to minimise the amount of CO2
that is injected to recover the oil. For CCS, injection needs to be optimised to
increase both CO2 storage and oil recovery. The following strategies have been
suggested in the literature for the various situations considered [87]:
• Using horizontal wells or partial completions for both injector and producer
• Injection of CO2 into an aquifer below the reservoir
• Injection into the capillary transition zone
• Water alternating gas (WAG) injection
A key limiting factor for both oil production and CO2 storage is the cycling of produced
gas. A detailed and accurate description of the permeability distribution in the reservoir is
required to predict the breakthrough time of injected CO2 at production wells accurately
and the amount of CO2 produced with the oil [83].
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Gas reservoirs
In gas reservoirs, CO2 could be used for pressure maintenance or for condensate va-
porisation [83]. The basic transport mechanism involved in these processes would be
convective diffusion or mechanical dispersion, and molecular diffusion [8]. In gas reser-
voirs containing condensate banks the efficiency of the recovery mechanism is increased
by the vaporisation of light hydrocarbons in the condensate by the CO2 or by the de-
velopment of multi-contact miscibility with the two-phase gas and condensate mixtures
within the system [54]. CO2 storage in gas reservoirs has the added advantage that the
molar density of CO2 is higher than CH4 at typical reservoir conditions and so all CO2
produced from burning the CH4 extracted from the reservoir could be injected and stored
in the same system with there still being additional volume available for storage of CO2
from other sources.
For both CO2 storage and pressure maintenance purposes, the key issue is the mixing
of the injected CO2 with CH4 in the reservoir and the resulting CO2 concentration in
the produced gas. Ideally, there is minimal mixing between CO2 and CH4. If CO2 is
injected in a gravity-stable manner, the dispersive mixing is small at the field scale [18].
2.3.2 Trapping mechanisms
The principal public and environmental concern over CCS is related to the long-term
fate of the CO2: can it be guaranteed that the CO2 will remain underground for hundreds
of thousands of years? Four trapping mechanisms have been proposed to secure long-term
CO2 storage:
• Structural and stratigraphic trapping
• Capillary trapping (residual CO2 trapping)
• Solubility trapping
• Mineral trapping
The trapping contribution of the four mechanisms as a function of time is plotted in
Fig. 2.10.
As we have discussed in the section above, mechanisms to ensure CO2 remains trapped
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Figure 2.10: Trapping contribution of different trapping mechanisms as a function of time
(source: IPCC SRCCS 2005).
underground are related to the physical and chemical processes when CO2 migrates. To
date, CO2 storage has relied on an impermeable seal at the top of the formation to trap
the CO2 in both oilfields [53], such as Weyburn [71], and aquifer injection, such as Sleip-
ner [62]. Therefore, structural and stratigraphic trapping plays an important role
for securing CO2 storage as shown in Fig. 2.10. This may be a reliable storage mech-
anism only in well-characterized sedimentary basins and in oil and gas reservoirs where
hydrocarbons have been trapped for geological time. However, it is still problematic in
general, where there it is possible that the top seal could leak, have gaps or be penetrated
by wells through which the CO2 could escape to the surface [16]. While it may be possible
to speed up the other three trapping mechanisms, it will be very difficult to change the
geological structure of the formation.
Over time the injected CO2 will dissolve into the formation brine, as discussed in the
last section. Dissolved CO2 increases the brine density; as a consequence this CO2-laden
water will sink slowly and will not reach the surface, which is solubility trapping.
However, the timescale for this process with natural aquifer flows is thousands of years
[35; 44]. Mineral trapping is the most secure mechanism as CO2 becomes part of the
solid after chemical reaction. However, it could take thousands to billions of years, which
makes mineral trapping least important on the hundred to thousand year timescales we
are interested in.
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The most rapid method to immobilize the CO2 is by capillary trapping (residual
CO2 trapping), which is the main focus of this thesis. Details of the implementation
of this mechanism numerically in a streamline-based simulator and its application to
injection design are discussed in Chapters 5 and 6.
2.3.3 Literature review of recent simulation studies
• Deep saline aquifers
Ennis-King and Paterson [34; 35] proposed that convective mixing is the dominant
mechanism for the dissolution of injected CO2 in the formation water. Linear stability
analysis was employed to estimate theoretically the time required to form the density
instability that causes convective mixing to occur. This time was shown to depend on
the permeability of the system and has a range of a single year to hundreds of years. It
should be noted that this time is much smaller than the total time for CO2 dissolution.
A multiphase flow simulator TOUGH2 which models the solubility of CO2 in water as a
function of temperature, pressure and salinity was used in their work. Their simulations
were conducted on a 2D coarse grid using the geological parameters of the Petrel sub-basin
in Australia (see Figs. 2.11 and 2.12). Although there was good agreement between their
theoretical analysis and numerical simulation, it is believed that a representative relative
permeability model and the fine-scale resolution of the fingering process are required to
provide a reliable simulation of the process.
41
Figure 2.11: Distribution of dissolved
CO2 for Kv/Kh = 0.01 after 14,400
years. The width of the simulation cell
is 500 m, and only the top 80 m is shown
[35].
Figure 2.12: Distribution of dissolved
CO2 for Kv/Kh = 0.1 after 2,100
years.The width of the simulation cell is
500 m, and only the top 80 m is shown
[35].
Spiteri et al. [103] applied relative permeability hysteresis to the modelling of CO2
sequestration. They proposed a new formulation for trapping and waterflood relative
permeability by using pore-network simulation to predict the trends in trapping and
relative permeability hysteresis. From their investigation they found that hysteresis is
the most important factor in the prediction of the migration and final distribution of the
CO2 (see Fig. 2.13). During secondary imbibition process water will trap the trailing
edge of the injected CO2 plume. They also provided two favorable injection strategies to
enhance CO2 trapping: operating at high injection rates or alternatively injecting water
and CO2.
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Figure 2.13: Water saturation distribution after 50 years from the beginning of CO2
injection. Left: results from the case without hysteresis. Right: results from the case
with hysteresis [103].
Pruess et al. [93] studied the amount of CO2 that can be trapped within the various
phases (gas, aqueous and solid) that exist under various conditions in typical disposal
aquifers. They introduced a “capacity factor”, CFg,l,s for the gas, liquid and solid phase
which is defined as the fraction of aquifer pore volume that is accessible to CO2. Pre-
liminary evaluations were made for sequestration capacity using volumetric estimates.
This took into account the real gas density, viscosity and the pressure, temperature and
salinity dependence of CO2 dissolution into the aqueous phase. However, in their analysis
of the gas phase, hydrodynamic instability, reservoir heterogeneity, capillary effects and
other factors were neglected.
Kumar et al. [67] used the GEM simulator to study the most important CO2 storage
mechanisms under realistic physical conditions (see Figs. 2.14 and 2.15). They analyzed
the effect of aquifer properties and mineralization related factors on predicted gas satu-
ration 1,000 and 10,000 years after CO2 injection. They found that a significant fraction
of the CO2 was trapped as residual gas. They applied Hoitz’s correlation [47] between
residual gas saturation and porosity in each grid block during their simulation. They also
showed that mineralization is much slower than the other processes.
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Figure 2.14: Gas saturation at 50 years
(enlarged vertical slice through the in-
jection well in x-z direction) [67].
Figure 2.15: Gas saturation at 1000
years (enlarged vertical slice through the
injection well in x-z direction) [67].
Obi and Blunt [80] developed a streamline-based model incorporating equilibrium mass
transfer between phases and rate-limited reaction to study CO2 sequestration in a deep
saline aquifer (see Fig. 2.16). They modelled advection due to the movement of CO2 in
its own phase, dissolution and transport of aqueous CO2, and porosity and permeability
changes due to reaction. Advective movement was accurately modelled by a streamline
simulator. Diffusion and dispersion were modelled using an operator splitting technique.
Their simulation on a fine-scale geological model illustrated that while dispersion can
have an impact on the shape of contaminant plumes at the field scale, the advective
transport of CO2 was dominated by high permeability channels.
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Figure 2.16: CO2 saturation for a three-dimensional simulation with dissolution and
reaction. A vertical slice through the center of the field is shown. (a) The saturation
after 20 years of injection. (b) The saturation after 200 years [80].
A Best Practice Manual [46] summarized the SACS project, which is a research and
demonstration project to monitor and model the underground CO2 sequestration opera-
tion taking place at the Sleipner West gas field, offshore Norway. Their simulations were
carried out with two different 3D simulators, Simed q and Eclipse 100 after injection.
For all time-scales, the density and viscosity difference between brine and CO2 are the
dominating fluid parameters. Results of simulations of the long-term fate of CO2 in a
large-scale model showed that most CO2 accumulates in one bubble under the cap seal of
the formation a few years after the injection and the migration is only controlled by the
topography of the cap seal. The maps of the bubble as function of time are shown in Fig.
2.17. Convective mixing is thought to have a pronounced effect, which is illustrated in
the Fig. 2.18. They also studied the geochemical impact and proposed that geochemical
reactions are strongly time-dependent due to the wide range of reaction kinetics, thus the
precise characterization of the baseline conditions is very important.
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Figure 2.17: Maps of the CO2 bubble migration under the top of the sand wedge as
function of time. CO2 dissolution has been neglected [46].
Figure 2.18: Concentration profiles in a 10 × 13.6 m segment just below the CO2 brine
contact. We see a meta-stable diffusion front with convectional plumes gradually develop.
This convection gives a significant contribution to the dissolution [46].
Bryant et al. [17] studied the impact of buoyancy-dominated multiphase flow on CO2
sequestration in deep saline aquifers. They simulated the buoyancy-driven immiscible
displacement of CO2 by fingering in a series of fine-grid models. They found that buoy-
ancy instability has very little effect on the uniformity of the displacement front. As a
consequence of spatially heterogeneous rock properties (permeability, drainage capillary
pressure curve and anisotropy), the CO2 rises along preferential flow paths. This research
supports their “inject low and let rise” strategy.
Hesse et al. [44] provided a scaling analysis of the migration of CO2 after injection
in saline aquifers. They demonstrated that CO2-plume evolution can be divided into an
early stage-CO2 invasion into the full thickness of the aquifer and a later stage-plume
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spread along the top of the aquifer, which was confirmed by their numerical analysis.
They also discussed the effect of residual trapping during plume migration, where they
found that residual trapping can be the dominant trapping mechanism in a sloping aquifer
(Fig. 2.19). Their method could estimate the distance the CO2-plume migrates, which
is of great interest for site selection.
Figure 2.19: The evolution of a CO2-plume in a large regional aquifer with a small slope.
The volume of mobile CO2-plume is reduced by residual trapping until it is exhausted
and reaches its maximum migration distance [44].
Ide et al. [49] studied the effect of gravity, viscous and capillary forces on the amount
and timing of residual trapping for CO2 storage in saline aquifers. They presented a
series of simulations on a two-dimensional, vertical cross section with different injection
schemes to test the influence of the parameters mentioned above. Their simulation results
showed that gravity, capillary pressure and aquifer inclination all play an important role
in the amount of CO2 trapped. They also proposed a WAG injection scheme to increase
CO2 trapping.
• Depleted oil reservoirs
Jessen et al [53] discussed several aspects of CO2 injection for both oil recovery and
CO2 storage. In their simulations, they assumed the gas was first contact miscible and
gas-liquid relative permeabilities were made straight lines with endpoint values of 1. They
studied the effects of heterogeneity, fluid mobility and gravity segregation (see Fig. 2.20).
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They found that the following points should be investigated to increase CO2 storage.
Firstly, in order to maintain an appropriate MMP, the injection gas composition should be
adjusted to maximise CO2 concentration. Well completions should be carefully designed
to create injection profiles that reduce the adverse effects of preferential flow of injected
gas through high permeability zones (Fig. 2.21). Secondly, water injection, including
timing, injection rates and WAG ratio should be optimised to minimise gas cycling and
maximise gas storage (Fig. 2.22). Thirdly, we should consider aquifer injection to store
CO2 that would otherwise flow rapidly to producing wells if reinjected in the oil zone.
Finally, reservoir repressurization after the end of the producing life of the field should
also be taken into account. They also studied the fluid characterization for miscible EOR
projects with CO2 sequestration using their equation of state (EOS) model [55]. They
showed that incorporating detailed heterogeneity had a large impact on the results, but
they only studied a model with 20,000 grid blocks.
Figure 2.20: Simulation maps from a black-oil simulation of gas injection showing the
(a) effect of heterogeneity flow field, (b) effect of heterogeneity and mobility, (c) effects
of heterogeneity, mobility and gravity [53].
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Figure 2.21: Oil production and CO2 storage versus time for black oil cases. (a) Injector
completed over the entire reservoir column. (b) Injector completed in the bottom three
grid blocks [53].
Figure 2.22: Oil production from waterflood and WAG schemes [53].
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Krumhansl et al [66] studied geological sequestration of CO2 in a depleted oil reservoir.
They considered binary interactions between crude oil components and CO2 using the
Soave-Redlich-Kwong equation of state and the bicarbonate-rich brine’s reactions with
the reservoir rock. The simulation results, Figs. 2.23-2.25, indicated that the volume of
CO2 dissolved in the water was smaller than that present in its own phase and a significant
decrease in permeability of the system resulted from mineral precipitation. They also
built a geochemical reaction path model, which primarily focused on the impact of the
increase in CO2 pressure on the solubility of anhydrite and calcite and determined that
this solubility is a strong function of the pressure. However, their simulations were only
on a model with 7,168 grid blocks.
Figure 2.23: Distribution
of gaseous CO2 1 year after
injection was stopped [66].
Figure 2.24: Distribution
of liquid CO2 1 year after
injection was stopped [66].
Figure 2.25: Distribution
of aqueous CO2 1 year af-
ter injection was stopped
[66].
Bachu et al [2] studied the effect of an underlying aquifer on the estimation of oil
recovery and CO2 storage capacity. Produced water-oil ratio and gas-oil ratio were shown
to be indicative of the strength of the underlying aquifer. Through material balance
analysis on 19 oil pools, if the reservoir pressure is only allowed to increase to the initial
pressure, the CO2 storage capacity is reduced on average by 3 % for a weak underlying
aquifer and by 50 % for a strong underlying aquifer.
Malik and Islam [71] provided detailed results of a comprehensive reservoir simulation
study that used a fully compositional model to optimise the injection/production strate-
gies of CO2 in the Weyburn field, Canada. Their study indicated that horizontal injection
wells were efficient for CO2 flooding as they increased both the volume of recovered oil
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and the volume of CO2 stored. The presence of contaminants in the injection gas, mainly
N2, was modelled in the system and this is believed to have resulted in the inefficient
displacement of the reservoir oil due to the decrease in solubility and diffusivity of CO2
in the hydrocarbon phase. The underlying aquifer was also shown to have a significant
impact on the oil production and CO2 storage capacity.
Kovscek and Cakici [64] tested different injection scenarios using the compositional
simulator Eclipse 300 to co-optimise carbon dioxide storage and oil recovery on a coarse
synthetic reservoir model. Their studies further confirmed the importance of WAG in-
jection. The well control used in the producers was GOR (producing gas-oil ratio) so
that gas cycling was reduced. They then proposed to inject solvent (CO2 and C2 − C4)
initially until half of the oil in place had been recovered to obtain maximum oil recovery
and then switch to pure CO2 injection to allow the maximum sequestration.
Ghomian et al. [43] studied the effect of relative permeability hysteresis on both CO2
storage and oil recovery using a compositional simulator, GEM. In their simulations, they
used a modified Land’s trapping model, which matched simulation results and experimen-
tal data from Jerauld et al.[52]. Their 2D and 3D simulation (with 16,800 grid blocks)
results showed that relative permeability hysteresis has a significant effect on CO2 storage
and oil recovery during WAG injection. They also tested the influence of WAG ratio,
CO2 slug size and reservoir heterogeneity. Their economic analysis showed that there is
no significant reduction of profit when CO2 storage was maximised while oil production
was not.
• Depleted gas reservoirs
Calabrese et al [18] studied the various physical and chemical processes occurring during
CO2 storage in a depleted gas field by analyzing the sensitivity of storage efficiency to
molecular diffusion, mechanical dispersion, solubility, injection rate and purity of the
injection fluid. Their simulation results indicated that low injection rates increased the
storage volume of the system and that both reservoir heterogeneity and dissolution into
the aqueous phase have a significant impact on the amount of CO2 that can be stored.
Sobers et al [102] investigated the effects of phase behavior on CO2 sequestration in de-
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pleted gas reservoirs, including dry gas, wet gas and retrograde gas. Pressure-temperature
diagrams and two-phase flash calculations were employed to analyze the phase behavior.
They observed that CO2 has a drying effect on wet and retrograde gas mixtures and a
wetting effect on dry gas, which means that the condensable hydrocarbons in wet and
retrograde gas mixtures will be removed and dry gas will have more methane. They de-
rived an equation to obtain a relationship between the mole fraction of CO2 and pressure
to estimate the compressibility factors (Z-factor). The results showed that CO2 low-
ers the Z-factor of all gas types, which is favorable for CO2 storage because decreasing
compressibility factors increases storage capacity.
Jikich et al [56] conducted a simulation study of the injection strategy and operational
parameters on both enhanced gas recovery and CO2 sequestration. Their simulation
results showed that the highest methane recovery can be obtained by CO2 injection after
primary recovery. They also found that injecting CO2 at a higher pressure via horizontal
wells aids CO2 storage, but lowers methane recovery.
Al-Hashami et al [1] examined how various reservoir and operating parameters affect
gas recovery and geological storage of CO2, including the effects of diffusion and solubility.
They found that gas diffusion plays an important role in CO2 mixing with primary gas
in place, but depends on the diffusion coefficient. A correlation of the solubility of CO2
in water developed by Chang et al [23] was employed to study the effects of dissolution.
Simulation results showed that the dissolution of CO2 in formation water is beneficial for
delaying CO2 breakthrough. Their work also indicates the advantage of CO2 injection
into an underlying aquifer.
2.4 Summary
Based on the literature study, it is evident that geological formations have the potential
to be used for CO2 storage and that CCS should be a part of any effort to reduce the emis-
sions of CO2 into the atmosphere. Despite the oil industry’s considerable experience with
CO2 injection in enhanced oil recovery, a number of challenges still exist. Among these is
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the need for a clear understanding of the ultimate fate of the injected CO2 to ensure that
it remains trapped underground. As such, precise and accurate simulation technologies
must be developed and employed to predict the transport of CO2 underground.
Recent research has the following limitations:
• Inability to study fine-scale geological models. Most simulation studies have
used very coarse grid blocks, which can not capture reservoir heterogeneity. Therefore,
there is a need to simulate the migration and distribution of CO2 precisely on fine-scale
models using an appropriate simulator. The previous studies were in 2D or only had up
to 20,000 grid blocks. We will study CO2 storage in million-cell models.
• Overly complex geochemistry. Geochemical models of CO2 sequestration have
been built by many researchers. They involve a large amount of complex chemical re-
actions with many parameters that are uncertain within several orders of magnitude.
Although changes of porosity and permeability were attributed to these reactions, their
rates are very slow when compared with other processes in the system. Some simula-
tion studies even found that the precipitation of CO2 contributed little to the storage of
immobile CO2 [80; 119]. Thus, a simple geochemical model with representative reaction
rates may be sufficient for reservoir simulation.
• Poor characterization of multiphase flow properties. Accurate multiphase flow
properties, such as relative permeability are key to understanding the physical processes
involved in CO2 transport, particularly trapping. Based on this review of the literature,
the characterization of these properties has not previously been appropriately under-
takenusing empirical models with little physical basis [67; 43], which may have lead to
incorrect simulation results.
In this thesis we will study CO2 injection into aquifers and oil reservoirs. We first
used conventional grid-based simulation to assess the EOR and storage potential of CO2
injection. Then we extended streamline-based simulation to address the first and third
points listed above.
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Chapter 3
Simulation of CO2 storage in a North
Sea field using grid-based simulation
3.1 Introduction
Geological formations are regarded as potential storage sites for CO2 from anthro-
pogenic sources. As such in this chapter we will study CO2 storage in oil reservoirs. The
first task of this work was therefore to study the criteria for field injection of CO2 with
the dual aims of maximising carbon dioxide storage and enhancing oil recovery. To this
end, we performed a study, using a conventional simulator, ECLIPSE 100, to model the
injection of high-pressure, supercritical CO2 into a North Sea field, Maureen.
A relatively fine grid geological model with 177,120 (72×82×30) grid blocks was used
in this simulation study [72]. The initial oil distribution and horizontal permeability dis-
tribution are shown in Figs. 3.1 and 3.2 respectively. This system was initially treated
as a new prospect in which CO2 was injected from the start of the reservoir develop-
ment. Following this, we water flood the reservoir according to the production history
of Maureen and history matched the Maureen model to reproduce the published values
of final oil and water production. We then used this model to study several possible
“post-abandonment” CO2 injection strategies which are discussed below.
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Figure 3.1: Initial oil saturation distribution of the Maureen Field.
Figure 3.2: Permeability (permX) distribution of Maureen Field.
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3.2 Reservoir simulation
3.2.1 Field description and fluid properties
The Maureen field is an abandoned oil reservoir, which consists mainly of submarine
fan sandstones. It is located in Block 16/29a of the UK Sector of the North Sea under
a water depth of 99 m. The production of Maureen started in 1983 and the field was
abandoned in 1999. Maureen has a STOIIP (Stock Tank Oil Initially In Place) of 417
million barrels and contains light to medium oil with a density in the range of 850 kg/m3
- 876 kg/m3 (30.1◦ - 35◦ API). A summary of the properties of the Maureen field are
listed in the table below.
Reservoir Properties
Reservoir Area 7200 m×6000 m×457 m
Net to Gross Ratio 60 % - 84 %
Average Porosity 18 % - 22 %
Average Permeability 50mD - 1000mD
Average Water Saturation 26 % - 39 %
Temperature 116 ◦C
Reservoir Pressure 26.5 MPa
Oil Water Contact 2640m
Formation Volume Factor 1.37 rb/stb
Fluid Properties
Oil Gravity 850 - 876 kg/m3
Oil Viscosity 7.3×10−4 Pa s
Oil Compressibility 1.5×10 −3 /MPa
Water Viscosity 0.00035 Pa.s
Water Density 1050 kg/m3
Water Compressibility 4.15×10 −4 /MPa
Rock Compressibility 2.9×10 −3 /MPa
CO2 Viscosity 6×10 −5 Pa.s
CO2 Density 731 kg/m
3
Gas Oil Ratio 311 scf/stb
Bubble Point Pressure 14.2 MPa
Table 3.1: Summary of Maureen reservoir properties [72].
3.2.2 Simulation results and discussion
In the simulation study, first-contact miscible gas injection was assumed. To use this
method the minimum miscibility pressure (MMP) for CO2 injection must be known. At
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and above this pressure the supercritical, liquid-like CO2 can become multiple contact
miscible with the oil at reservoir temperature. This would then form a single liquid-
phase and produce very high displacement efficiency. To model the miscible fluid the
Todd-Longstaff mixing model was used during simulation [112]. This equation is an
empirical treatment of the effects of viscous fingering of the miscible components in the
hydrocarbon phase and requires modification of the viscosity and density calculation [68].
In this study water alternate gas (WAG) injection was mainly considered as a technique
to enhance oil recovery (EOR). This process can be shown in the following schematic
graph, Fig. 3.3.
Figure 3.3: Schematic of a water alternate gas (CO2) flooding process [68].
During the WAG process, CO2 is initially injected into the reservoir, where it mixes
completely with the oil, giving a very high displacement efficiency. This is then followed
by a slug of water used to drive the solvent towards the production well. This method is
widely applied in the oil industry and is regarded as the most efficient method to enhance
oil recovery - even more so than water or gas injection alone.
In the simulator we used, ECLIPSE 100, the injection phase cannot be specified as
CO2. Therefore, we input injecting “gas” but with CO2 properties. E100 does not
account for CO2 dissolution in the aqueous phase. The purpose of this study is to
illustrate the potential CO2 storage and EOR - later in the thesis we will perform a
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more detailed analysis using streamline-based simulation. We briefly describe the results
below. We label the injected CO2 as “gas” even though it is a super-critical fluid at
reservoir conditions. An example of input deck is shown in Appendix C.
• New prospect
In order to determine the effect of injecting CO2 in a newly discovered field, a simulation
study was conducted using the initial reservoir properties of Maureen and several injection
strategies including injection from day one.
In the simulation, there are 7 producers including 5 vertical wells and 2 horizontal wells
at the centre area of the reservoir surrounded by 5 injectors. Fig. 3.4 shows the well
positions.
Figure 3.4: Well positions used for simulations of the Maureen Field.
The following different injection scenarios were simulated.
Base cases
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Scenario 1 : Water injection.
Scenario 2 : Gas injection.
WAG injection
Scenario 3 : Water and gas were injected into the bottom layers using vertical injection
wells from the first day of production.
Scenario 4 : Gas injection after 10 years of water flooding.
Scenario 5 : Water was injected into the bottom layers and gas into the top layers.
Scenario 6 : Water and gas were injected into the bottom layers using horizontal injec-
tion wells.
Scenario 7 : Water was injected into the bottom layers through vertical segment, while
gas was injected through the horizontal segment of the injection wells.
The simulation results of cumulative oil production and the volume of CO2 stored are
shown in the following bar chart, Fig. 3.5. The volumes of CO2 are converted from Mscf
to STB at reservoir conditions.
Figure 3.5: Comparison of volume of CO2 stored and the cumulative oil production (STB)
for different scenarios.
Simulation results suggest that horizontal WAG injection is most favorable for CO2
storage as it reduces the cycling of gas and also enhances oil recovery as shown by scenario
6 and 7. In this study of the Maureen field, the use of CO2 and water injections through
horizontal wells increased oil recovery by 5-10%. This represents up to £2 billion of
revenue from increased oil production while storing over 55 million tones of CO2. This is
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equivalent to the total CO2 produced in a year by over 5 million people in the UK or all
the CO2 produced from all activities from the population of London in a year. It shows
the large potential of CO2 storage by injecting CO2 to boost oil production in a newly
discovered oil field.
• History matching
According to the production history, three major parameters: the total oil production,
total water injection and total water production were history matched by adjusting the
size of the aquifer model during waterflooding. Since the field was abandoned, the current
state of the field is more important for further CO2 injection simulation. The actual and
simulated production are in good agreement (within ±5%), as shown in Fig. 3.6, which
indicates a successful history match for the primary and secondary mechanisms.
Figure 3.6: Comparison of the historical data and history matching results.
The current oil in place of Maureen is 192.7 million barrels with a recovery factor
of 53% before abandonment. After 7 years abandonment, this field was evaluated for
redevelopment in 2006 using CO2 injection. Using the history matched model, some of
the scenarios simulated are listed below.
Base cases
Scenario 1 : Water injection.
Scenario 2 : Gas injection at the bottom of the reservoir.
Scenario 3 : Gas injection at the top of the reservoir to form a gas cap.
WAG injection
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Scenario 4 : Water and gas were injected into the bottom layers with a WAG ratio of
1:1.
Scenario 5 : Water and gas were injected into the bottom layers with a WAG ratio of
2:1.
Scenario 6 : Water was injected into the bottom layers and gas into the top layers.
Scenario 7 : Water was injected into the bottom layers through vertical segment, while
gas was injected through the horizontal segment of injection wells.
The simulation results for enhanced oil production and the amount of CO2 stored are
shown in the following bar chart, Fig. 3.7. The volume of CO2 are converted form Mscf
to STB at reservoir conditions.
Figure 3.7: Comparison of volume of CO2 stored and the enhanced oil production
(MSTB) for different scenarios.
Our history-matched model suggest similar results as when we simulate this field as a
new prospect. This study showed that although an abandoned oil field can be used as
a storage site for CO2 and produce residual oil at the same time, the amount of CO2
stored is lower when compared with CO2 injection in a new prospect due to the delay in
injection.
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3.2.3 Summary
WAG flooding appears to be the most beneficial injection strategy for CO2 storage and
enhanced oil recovery. New prospects provide a large capacity for CO2 storage. When
CO2 is used in tertiary recovery in a depleted oil field, the recovery factor is about the
same as new prospects, the storage capacity is less. Therefore, CO2 injection early in the
field life can benefit both storage and enhanced oil recovery.
EOR and CO2 storage are discussed further in Chapter 6, where streamline-based simu-
lation is used to design an injection strategy in a field that has already been waterflooded.
This initial study is instructive, but is limited in the refinement of the geological model
that can be used and ignores several important physical effects, including CO2 dissolu-
tion and different capillary trapping models. To incorporate these phenomena, we need
to modify our in-house reservoir simulator, which is discussed in the next chapter.
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Chapter 4
Streamline-based simulation for CO2
transport
4.1 Introduction
As discussed in the literature review, many current reservoir simulators are unable to
couple the physical processes of CO2 migration with a full geological model containing
detailed heterogeneity. This research proposes an alternative in which a streamline-based
simulator is used to combine the advantages of grid-based simulation with the speed of
particle tracking methods [27].
The research streamline code that was used in this work was originally developed by
Batycky et al [6] at Stanford University and extended by Obi and Blunt [80; 81] at Impe-
rial College to include diffusion, dispersion, simple dissolution and rate-limited reaction,
with porosity and permeability alteration for CO2 storage into aquifers. In this work
we will extend this code to simulate miscible gas injection into oil and include hysteresis
in the hydrocarbon phase relative permeability and a thermodynamic model of mutual
dissolution between CO2 and water with resulting salt precipitation.
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4.2 Streamline method
A streamline can be defined as a path following the instantaneous fluid velocity within
a reservoir system. The streamline approach first defines these flow paths and then
models fluid displacement along them by generating numerical solutions to the governing
fluid-flow equations in one dimension [81]. This technique decouples the computation of
saturation and the pressure variation in time and space. Using a finite difference method,
the pressure field is initially solved using a specific time step which is independent from
that used in the saturation solution. The velocity field is then computed from the pressure
field and the streamlines are traced according to the method of Pollock (1988) [90]. The
new saturation field is then updated several times using a smaller time step than that
originally used for the pressure field [7]. This process can be demonstrated using the
schematic diagram below, Fig. 4.1.
Figure 4.1: Schematic graph of the streamline saturation solution.
4.3 Mathematical model
The pressure solver is unchanged from previous work by Batycky (1997) [6] and Obi
(2004) [81] and is not reiterated here. We now develop the fluid flow equations for
transport along a streamline. The governing flow equation of a component, i, with np
phases flowing in a porous medium is defined by Lake [68] as:
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np∑
j=1
[
∂
∂t
(φXi,jρjSj) +∇ · (Xi,jρj ~qj − φρjSj ~~Di,j · ∇Xi,j) = QsρjXi,j
]
(4.1)
where Qs is the volumetric flow rate of any sources or sinks, Xi,j is the mass fraction of
a component i in phase j, Sj is the saturation, ρj is the density of j
th phase,
~~D is the
dispersion tensor and φ is the porosity of the porous medium. ~qj is the phase velocity
defined by Darcy’s law:
~qj = −
~~K
µj
· (∇Pj + ρjg∇d) (4.2)
where
~~K is the permeability of the porous medium, µ is the viscosity, Pj is the pressure
of jth phase, d is the depth and g is the gravitational constant. Assuming incompressible
flow, each component appears in its own phase Xi,j = δij, negligible dispersion, capillary
pressure and source/sink term, Eq. 4.1 can be simplified to:
∂(φSj)
∂t
+ ~qt · ∇fj +∇ · ~Gj = 0 j = 1, ..., Np (4.3)
with fj being the standard Buckley-Leverett fraction flow term given by:
fj =
krj/µj
Σ
Np
m=1kmj/µm
(4.4)
and ~Gj is the velocity due to gravity segregation of the j phase:
~Gj = − ~~K · krk
µk
fj(ρk − ρj)~g∇h (4.5)
where krk and µk are the relative permeability and viscosity of the k
th phase.
The time-of-flight (TOF) is defined as the time required for a neutral tracer particle to
move a distance, s, along a streamline [7]. Mathematically, the time-of-flight, τ , can be
expressed as:
τs =
∫ s
0
φ(ζ)
|qt(ζ)|dζ (4.6)
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τ is a key concept in streamline simulation. The time-of-flight can be applied to the
three-dimensional transport equation as a coordinate transform. This decomposes it into
a series of 1D equations which can be solved along the streamlines. Ignoring gravity, we
can substitute Eq. 4.6 into Eq. 4.3 to give:
∂fw
∂τ
+
∂Sw
∂t
= 0 (4.7)
This equation is solved along streamlines to model the displacement in heterogeneous
media.
4.4 Solution for CO2 transport by streamline-based
methods
We extend the current streamline method to study the storage of CO2 in oil reservoirs.
This work aims to accurately predict the transport of CO2 in the subsurface by taking
into account all appropriate physical and chemical processes. In this model, we assume
FCM (First Contact Miscible), supercritical CO2 injection. This implies that the injected
CO2 and oil will form a single hydrocarbon phase on contact. This is a simplification of
the true physics. We also consider mutual dissolution between CO2 and water (CO2 into
aqueous phase and water into hydrocarbon phase) and the resulting salt precipitation and
mineral precipitation of CO2 due to chemical reaction with a simple geochemical model.
The resultant changes in porosity and permeability are also included in our formulation.
Geomechanical effects are not included in the model.
In our model, there are three incompressible phases (aqueous (water), hydrocarbon and
solid) and four components (CO2, oil, water and salt) (Fig. 4.2). CO2 exists in all the
phases, and the contribution of CO2 to the solid phase is due to chemical reactions with
reservoir rocks. Oil is in the hydrocarbon phase only and water is in both hydrocarbon
and aqueous phases. Salt is in the aqueous phase due to the salinity of the brine and exists
in the solid phase if the precipitation of solid salt occurs due to water evaporisation into
the hydrocarbon phase. Partitioning of components between the phases will be discussed
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in more detail later.
Figure 4.2: Schematic graph of the phases and components in streamline-based simulation
for CO2 transport.
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4.4.1 Transport model
Simulation procedure
Figure 4.3: Flowchart of the simulation procedures.
1. Each phases’ saturation and component concentrations, reservoir permeability and
porosity are defined on the underlying grid.
2. Volume balance is invoked over all phases, a system of linear pressure equations is
developed and solved using an algebraic multigrid method [106].
3. The velocity at each cell face is calculated with Darcy’s law at the pressure from
step 2. Streamlines are then traced across the grid using the method of Pollock (1988)
68
[90]. All grid blocks must have at least one streamline going through them.
4. Saturation, concentrations and porosity defined on the grid are mapped onto stream-
lines and discretized in equal increments of the time of flight ∆τ .
5. Saturation and concentrations are solved for along streamlines, ignoring phase equi-
librium, chemical reaction and gravity segregation.
6. Saturation and concentrations solutions are mapped onto the underlying grid.
7. Fluid segregation due to gravity is simulated on the grid using an operator splitting
technique [15]. Saturation and concentrations are updated considering only movement
due to gravity segregation.
8. Dissolution is modelled. Saturation, concentrations and porosity are updated by
invoking phase equilibrium.
9. Chemical reactions step take place. Porosity is updated again. Finally permeability
will be updated due to the porosity change.
As mentioned in the introduction, we modified the code based on the work of Batycky
[6] and Obi [81]. Appendix A shows an example of input file. Our code shares the
basic features of the streamline method (steps 1, 2, 3 and 4), in the core part of the
simulation (steps 5, 6, and 7) new routines were written. We verified our numerical
solver by comparing simulation results with analytical solutions, which are discussed in
Chapter 5 and 6. We also confirmed that the new code gave the same pressure and
saturation solutions as the old version.
Choosing the time step for the pressure solver is based on the optimisation of compu-
tation time and accuracy. Smaller time steps can predict the reservoir performance more
accurately, but makes the simulation more time-consuming. Sensitivity studies were per-
formed before each simulation study to choose the appropriate time step. An example
below shows the sensitivity analysis for a 3D reservoir simulation we will describe in
Chapter 5. In this example, we simulated 3 years of CO2 injection for three cases with
different time steps: 0.5 years per time step, 1 year per time step and 1.5 years per time
step. The total mass of CO2 in the aqueous phase during injection are compared for
these three cases in Fig. 4.4. It is clear that 1 year time step should be chosen: using a
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smaller time step does not affect the results.
Figure 4.4: Comparison of the total mass of CO2 in the aqueous phase as a function of
injection time for cases with different time step sizes.
Model description
We solve Eq. 4.3 separately for the hydrocarbon and aqueous phases by using an
operator splitting technique. The conservation equation for incompressible waterflooding
without gravity is:
∂(φSw)
∂t
+ ~qt · ∇fw = 0 (4.8)
where, S is the saturation, qt is the total Darcy velocity and φ is the time dependent
porosity.
We first solve Eq. 4.8 along the streamlines assuming that the porosity is constant and
ignoring chemical reaction, dissolution and gravity segregation. Hence, after applying the
time-of-flight transform, we obtain for the CO2 concentration in the hydrocarbon
phase:
∂(CchSh)
∂t
+
∂(fhf(Cch))
∂τ
= 0 (4.9)
where Cch is the concentration of CO2 in the hydrocarbon phase measured in mass per
70
unit volume for this time step. If we simulate CO2 injection into an aquifer, the model
will assume the hydrocarbon phase containing 100% CO2 and Eq. 4.9 will not be solved.
Sh is the saturation of the hydrocarbon phase, which is equal to 1-Sw. fh is the fractional
flow of the hydrocarbon phase, which is given by:
fh =
krh/µh
krh
µh
+ krw
µw
(4.10)
where the subscript w labels the aqueous phase, kr, is the relative permeability of phase
j, and fh + fw =1. µ is the viscosity, which is calculated as discussed in section 4.4.5.
f(Cch) in Eq. 4.9 is the solvent fractional flow (in this case it is CO2), which can be
obtained from the Todd-Longstaff model for miscible viscous fingering [112; 12].
f(Vch) =
Vch
Vch +
1−Vch
Me
(4.11)
f(Cch) = ρCO2 × f(Vch) (4.12)
Vch = Cch/ρCO2 (4.13)
Me = (µo/µc)
1−ω (4.14)
where Vch is volume fraction of CO2 in the hydrocarbon phase, which can be converted
from Cch by Eq. 4.13 and ρCO2 is the density of CO2. Me is the effective mobility which is
a function of oil viscosity (µo), solvent (CO2) viscosity (µc) and ω, the mixing parameter
in the Todd-Longstaff model which ranges from 0 to 1.
For CO2 concentration in the aqueous phase, Eq. 4.7 can be expressed as:
∂(CcwSw)
∂t
+
∂(fwCcw)
∂τ
= 0 (4.15)
where Ccw is the CO2 concentration in the aqueous phase in mass per unit volume, Sw
is water saturation and fw is the fractional flow of the aqueous phase.
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We also solve for the water concentration in the hydrocarbon phase due to
mutual dissolution between CO2 and water, which is expressed as:
∂[C˜whCchSh]
∂t
+
∂[fhf(Cch)C˜wh]
∂τ
= 0 (4.16)
where C˜wh is the solubility of water in CO2 in the hydrocarbon phase and has units of
mass fraction. Therefore, the water concentration in CO2 in the hydrocarbon phase, Cwh,
can be calculated by:
Cwh = C˜wh × Cch (4.17)
We then solve for the salt concentration in the aqueous phase after pure water
dissolves in CO2:
∂(CswSw)
∂t
+
∂(fwCsw)
∂τ
= 0 (4.18)
where Csw is the salt concentration in the aqueous phase.
Before considering dissolution and reaction, we solve for the water saturation, Eq. 4.7,
CO2 concentration in the hydrocarbon phase, Eq. 4.9, CO2 concentration in the aqueous
phase Eq. 4.15, water solubility in hydrocarbon phase and salt concentration in the
aqueous phase Eq. 4.18 along streamlines. In finite difference form, using single-point
upstream weighting, this gives:
S
n+ 1
4
wi = S
n
wi −
∆t
∆τ
(fnwi − fnwi−1) (4.19)
C
n+ 1
4
chi =
Snhi
S
n+ 1
4
hi
Cnchi −
∆t
∆τS
n+ 1
4
hi
[fnchif
n
Cchi
− fnchi−1fnCchi−1 ] (4.20)
C
n+ 1
4
cwi =
Snwi
S
n+ 1
4
wi
Cncwi −
∆t
∆τS
n+ 1
4
wi
[fnwif
n
Ccwi
− fnwi−1fnCcwi−1 ] (4.21)
C˜
n+ 1
4
whi =
SnhiC˜
n
whi
Cnchi
S
n+ 1
4
hi
C
n+ 1
4
chi
− ∆t
∆τS
n+ 1
4
hi
C
n+ 1
4
chi
[fnchif
n
Cchi
C˜nwhi − fnchi−1fnCchi−1 C˜
n
whi−1 ] (4.22)
C
n+ 1
4
whi = C˜
n+ 1
4
whi C
n+ 1
4
chi (4.23)
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C
n+ 1
4
swi =
Snwi
S
n+ 1
4
wi
Cnswi −
∆t
∆τS
n+ 1
4
wi
[fnwif
n
Cswi
− fnwi−1fnCswi−1 ] (4.24)
where the subscript i labels the cell in the discretization along a streamline, n is the time
step and the subscript n+ 1
4
represents the updated saturation and concentration due to
advection only.
4.4.2 Gravity solution
Gravitational effects are added to the streamlines by operator splitting of Eq. 4.3 into
two parts. The 1D streamline equations are first solved with the streamlines traced in
the direction of the total velocity. We then account for gravity by solving the following
equation along vertical gravity lines [7]:
∂Sj
∂t
+
1
φ
∂Gj
∂z
= 0 (4.25)
with the solution for the saturation being given by:
S
n+ 1
2
wk = S
n+ 1
4
wk −
∆tg
φk∆zk
(G
n+ 1
4
k+ 1
2
−Gn+
1
4
k− 1
2
) (4.26)
Figure 4.5: A 1D vertical discretization of an oil/water problem.
As shown in Fig. 4.5, if we consider three nodes of a vertical two-phase oil/water system
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where oil is less dense than water, G
n+ 1
4
k+ 1
2
can be written as:
G
n+ 1
4
k+ 1
2
=
(Knz,k+1k
n+ 1
4
ro,k+1)(K
n
z,kk
n+ 1
4
rw,k )(ρ
n+ 1
4
wk − ρn+
1
4
ok+1)g
(µwKnz,k+1k
n+ 1
4
ro,k+1) + (µ
n+ 1
4
o Knz,kk
n+ 1
4
rw,k )
(4.27)
where the water properties are evaluated at the kth node and the oil properties are
evaluated at the k + 1th node.
After CO2 injection, the densities of both hydrocarbon and aqueous phases will be
changed. Therefore, the concentration of CO2 in both the hydrocarbon and aqueous
phase will be updated after gravity mixing is accounted for.
Vertically, the mass conservation of CO2 in the hydrocarbon phase can be expressed
as:
∂(CchSh)
∂t
− ∂(f(Cch)G)
∂z
= 0 (4.28)
Then, the CO2 concentration in the hydrocarbon phase along the vertical line will be:
C
n+ 1
2
chk
=
S
n+ 1
4
hk
S
n+ 1
2
hk
C
n+ 1
4
chk
+
∆t
φkS
n+ 1
2
hk
∆z
[f(C
n+ 1
4
chk+1
)G
n+ 1
4
i+ 1
2
− f(Cn+
1
4
chk
)G
n+ 1
4
k− 1
2
] (4.29)
Analogous to equation Eq. 4.29, water concentration in the hydrocarbon phase along
the vertical line can be solved by:
C˜
n+ 1
2
whk
=
S
n+ 1
4
hk
S
n+ 1
2
hk
C˜
n+ 1
4
whk
C
n+ 1
4
chk
+
∆t
φkS
n+ 1
2
hk
∆z
[C˜
n+ 1
4
whk+1
f(C
n+ 1
4
chk+1
)G
n+ 1
4
k+ 1
2
− C˜n+
1
4
whk
f(C
n+ 1
4
chk
)G
n+ 1
4
k− 1
2
]
(4.30)
C
n+ 1
2
whk
= C˜
n+ 1
2
whk
C
n+ 1
2
chk
(4.31)
In the aqueous phase, CO2 concentration and salt concentration can be calculated by
the equations below respectively.
C
n+ 1
2
cwk =
S
n+ 1
4
wk
S
n+ 1
2
wk
C
n+ 1
4
cwk +
∆t
φkS
n+ 1
2
wk ∆z
[C
n+ 1
4
cwk+1G
n+ 1
4
k+ 1
2
− Cn+
1
4
cwk G
n+ 1
4
k− 1
2
] (4.32)
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C
n+ 1
2
swk =
S
n+ 1
4
wk
S
n+ 1
2
wk
C
n+ 1
4
swk +
∆t
φkS
n+ 1
2
wk ∆z
[C
n+ 1
4
swk+1G
n+ 1
4
k+ 1
2
− Cn+
1
4
swk G
n+ 1
4
k− 1
2
] (4.33)
Then, the Cn+
1
2 values will be used for phase equilibrium and chemical reactions. n+ 1
2
labels the time step once advection and gravity are accounted for.
4.4.3 Dissolution model and phase equilibrium
Phase equilibrium is imposed on concentrations mapped on the underlying grid. For
computational efficiency, phase equilibrium is not computed on streamlines.
Thermodynamic model
We implemented the thermodynamic model that relates mutual dissolution between
CO2 and water after the advective and gravity steps. Mutual dissolution between CO2
and water is dependent on pressure, temperature and salinity of the brine. Spycher et al
[104; 105] developed a thermodynamic model that matches the experimental data very
well. This model is valid in the temperature range of 12◦C to 110◦C and pressures up to
600 bar (60 MPa). We use this model to predict the equilibrium composition of CO2 in
the aqueous phase and H2O in the hydrocarbon phase.
The following equations summarize this model and its parameters. The water mole
fraction in the CO2-rich phase (yH2O) and the CO2 mole fraction in the aqueous phase
(xCO2) at a given pressure and temperature are respectively expressed as:
A =
K0H2O
ΦP
exp(
(P − P 0)V¯H2O
R(T + 273)
) (4.34)
B =
ΦP
55.508γ′xK
0
CO2
exp(−(P − P
0)V¯CO2
R(T + 273)
) (4.35)
yH2O =
(1−B)55.508
(1/A−B)(υmsalt + 55.508) + υmsaltB (4.36)
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xCO2 = B(1− yH2O) (4.37)
where, K0 is the thermodynamic equilibrium constant for either CO2 or H2O at temper-
ature T (in ◦C) and reference pressure P 0 = 105 Pa, which are calculated by the following
equations:
log(K0H2O)T,105Pa, = −2.209 + 3.097× 10−2T − 1.098× 10−4T 2 + 2.048× 10−7T 3 (4.38)
log(K0CO2)T,105Pa, = 1.189 + 1.304× 10−2T − 5.446× 10−5T 2 (4.39)
γ
′
x is the activity coefficient for aqueous CO2. It is unity when no salt is present and can
be computed by the following equation when there are salts present.
γ
′
x = exp[(−1.0312 + 0.0012806(T + 273) +
255.9
T + 273
)msalt
− (0.4445− 0.001606(T + 273)( msalt
msalt + 1
)]
(4.40)
P is the total pressure in Pa (1 bar = 0.1 MPa) and R is the gas constant with the
value of 8.314 JK−1mol−1. V¯ is the average partial molar volume of each phase over
the pressure range P 0 to P , V¯CO2 = 3.26 × 105 m3/mol and V¯H2O = 1.81 × 105 m3/mol.
msalt is the molality of salt in brine. Molality is defined as the number of moles of the
solute divided by the mass of the solvent in kilograms. Therefore, the molality of salt in
brine is an input parameter, which can be calculated from the salinity of the brine. υ is
the stoichiometric number of ions contained in the dissolved salt (i.e., 2 for NaCl, 3 for
CaCl2, etc.). Φ is the fugacity coefficient of each component in CO2-rich phase, which is
computed using an equation of state (Redlich-Kwong equation [98]) and the appropraite
mixing rules [92].
We then convert xCO2 and yH2O from mole fraction to mass fraction and determine
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KCO2 and KH2O, which will be used in the phase equilibrium step.
Phase equilibrium
We consider equilibrium between the phases and update the concentration of the four
components in the different phases through mass balance. We assume that there is no
volume change as components partition between the phases.
We assume the CO2 dissolved into the aqueous phase comes from the CO2 in the
hydrocarbon phase and theH2O dissolved in the hydrocarbon phase comes from the water
fraction in the aqueous phase. Therefore an equilibrium between them will be reached
after dissolution, with the concentration of CO2 in the aqueous phase and concentration
of H2O in hydrocarbon phase being calculated by:
Cn+1cwi = KCO2C
n+1
chi
(4.41)
Cn+1whi = KH2OC
n+1
chi
(C˜n+1wh = KH2O) (4.42)
We consider the total mass of the four components in different phases and track them at
each step of the phase equilibrium calculation to make sure the mass of each component
is balanced. Total masses of CO2 (MC), H2O (MW ), oil (Mo) and salt (Ms) at each step
are calculated as:
MC = φ(SwCcw + (1− Sw)Cch) (4.43)
MW = φ(Swρw + (1− Sw)C˜whCch) (4.44)
MS = (φ
0 − φ)ρsalt + φSwCsw (4.45)
MO = φ(ρoil(1− Sw)) (4.46)
where ρw is the pure water density, which is 1000 kg/m
3. φ0 is the initial porosity of the
reservoir. ρsalt and ρoil are the density of salt (NaCl) and density of pure oil respectively.
The flowchart in Fig. 4.6 describes how we update the variables during phase equi-
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librium. There are three main steps we considered: H2O dissolving into CO2, salt pre-
cipitation or solid salt redissolving into the aqueous phase and CO2 dissolving into the
aqueous phase. Detailed explanations follow in the flowchart.
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Figure 4.6: Flowchart describing the calculation of different variables after phase equilib-
rium.
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(1) If the mass of water present is smaller than the mass that can dissolve in the
hydrocarbon phase (φ
n+ 1
2
i KH2O ≥Mn+
1
2
wi ), all the pure water dissolves in the hydrocarbon
phase and solid salt is precipitated at phase equilibrium. Therefore, the new water
saturation Sn+1wi equals 0 and porosity, φ
n+1
i , decreases due to salt precipitation.
(2) If the mass of water present is larger than the mass that can dissolve in the hydro-
carbon phase (φ
n+ 1
2
i KH2O < M
n+ 1
2
wi ), the water concentration in the hydrocarbon phase
is KH2OC
n+ 1
2
chi . According to mass conservation, M
new
wi = M
old
wi , we then update water
saturation, S
n+ 3
4
wi , after dissolution of water in the hydrocarbon phase. This is another
intermediate saturation as it will be updated again in step (12). We can also obtain an in-
termediate value of salt concentration (C
n+ 3
4
swi ) in the aqueous phase after pure water leaves
the brine from mass balance. The new salt concentration is given by (M
n+ 3
4
si = M
n+ 1
2
si ).
n+ 3
4
labels the time step accounting for advection, gravity and dissolution.
(3) If the intermediate value of salt concentration in the aqueous phase (C
n+ 3
4
swi ) is larger
than the salt concentration in saturated NaCl brine (Csatswi), there will be solid salt precip-
itated from the aqueous phase. Then the porosity of the system will be decreased and the
salt concentration in aqueous phase will be fully saturated, which gives an intermediate
porosity φ
n+ 7
8
i . Calculation of C
sat
swi is given by the following equation [91].
Wt.%NaCl = 26.218 + 0.0072T + 0.000106T 2 (4.47)
where Wt.% NaCl is NaCl’s percentage mass fraction in brine which will be converted to
Csatswi, T is temperature with the units of
◦C.
(4) If the intermediate value of salt concentration in the aqueous phase (C
n+ 3
4
swi ) is
smaller than the salt concentration in saturated NaCl brine (Csatswi), there will be no solid
salt precipitated from the aqueous phase. However, if solid salt exists already, it will
redissolve in the brine solution.
(a) If the current porosity (φ
n+ 1
2
i ) is smaller than the initial porosity (φ0), it means
that there is salt available to dissolve in brine. (If φ
n+ 1
2
i = φ0, no salt is available and
nothing will be changed.) Then we update the porosity from salt mass balance to obtain
an intermediate value of porosity (φ
n+ 3
4
i ). We then consider how much salt will redissolve.
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(b) If the intermediate porosity (φ
n+ 3
4
i ) is smaller than the initial porosity, some or all
of the solid salt will redissolve into the aqueous phase to form a salt saturated brine with
solid salt remaining in the system.
(c) If the intermediate porosity (φ
n+ 3
4
i ) is equal to the initial porosity, all the salt will
redissolve into the aqueous phase, but the brine is still not fully saturated. Therefore,
the new porosity equals to the initial porosity and the salt concentration in the aqueous
phase is updated.
(5) Finally we consider dissolution of CO2 in the aqueous phase. We solve two si-
multaneous equations to obtain the new CO2 concentration in the hydrocarbon phase
(Cn+1chi ) and the new water saturation (S
n+1
wi ). The first equation maintains CO2 mass
balance before and after equilibrium. The second one considers the change in volume of
the aqueous phase: the volume of CO2 entering the aqueous phase is the same as the
volume change of aqueous phase. ρC is the CO2 density in the aqueous phase, which will
be discussed in section 4.4.5. Then we update the new CO2 concentration in the aqueous
phase (Cn+1cwi ) and the new H2O concentration in the hydrocarbon phase (C
n+1
whi ) using
Eqs. 4.41 and 4.42.
4.4.4 Geochemical model
After the fluid phase equilibrium step, we consider rate-limited mineral precipitation.
The chemical reaction model is developed by Obi [81] and it was assumed that the
reaction proceeds by the dissolution of primary minerals, followed by the precipitation of
a secondary material.
CO2 +XO −→ XCO3 (4.48)
where CO2 is only the dissolved CO2 in the aqueous phase, XO is the primary mineral
and XCO3 is the secondary mineral that is precipitated. This simple reaction model is
assumed to be independent of the concentration of all components, so it will occur as long
as the CO2 is dissolved. The porosity change caused by mineral precipitation is governed
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by the following equations:
∂φ
∂t
= −(1− ms
mo
)Tr = −κφ (4.49)
where Tr is the transfer of material to the solid phase due to reaction. κ is a rate constant
with a range between 10−17 and 10−10s−1 using typical solid molar densities. Therefore,
significant precipitation will occur over time-scale 1/κ, or around 300 to 3 billion years
[81]. In the simulator we compute
φn+1i = φ
n+ 7
8
i e
−κ∆t if Mn+1C ≥ meffφ
n+ 7
8
i (1− e−κ∆t) (4.50)
φn+1i = φ
n+ 7
8
i −
MnewC
meff
if Mn+1C < meffφ
n+ 7
8
i (1− e−κ∆t) (4.51)
where
meff =
ms
1− ms
mo
. (4.52)
ms is the molar density of the precipitated solid phase with units of moles per unit volume,
mo is the molar density of the primary material and meff is the effective molar density
of solid (based on calcite).
The permeability change is calculated using the following equation [117]:
Kn+1i = K
n
i
(
φn+1i
φni
)3.4
. (4.53)
We solve chemical reaction on the grid base instead of along streamlines to enhance
computational efficiency. Since the reaction rate is very low - the time constant is typically
thousands to billions of years - computing the effect of reaction every year on the grid is
sufficient to give accurate results [81]. A more detailed analysis of time scales for different
physical and chemical process is given in Section 4.5.
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4.4.5 Phase properties
Since we do not consider compressibility, the densities and viscosities of CO2 and oil
in their own phase will be constant. We use Pruess et al.’s [93] tabular equation of
state to calculate density and viscosity of CO2, which has been verified by experimental
data. Their correlations are shown in Figs. 4.7 and 4.8. Mixture density and viscosity
calculation are discussed in the sections below.
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Figure 4.7: Contour diagram of CO2 density (1 bar = 0.1 MPa) [93].
Figure 4.8: Contour diagram of CO2 viscosity (1 bar = 0.1 MPa) [93].
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Density
In the hydrocarbon phase, for the mixture density, we use ideal mixing:
ρm = Vaρa + Vbρb (4.54)
where ρm is the mixture density of either in the hydrocarbon phase or aqueous phase.
Va is the volume fraction of one component and ρa is ‘a’ component’s density, ρb is ‘b’
component’s density and Va + Vb = 1.
In the hydrocarbon phase, the CO2 density is the same as CO2’s density in its own
phase, while in the aqueous phase, dissolved CO2 (ρcd)’s density will be changed. ρcd is
calculated as a function of temperature as shown in the equations below, which are from
the correction for molar volume of dissolved CO2 at infinite dilution developed by Garc´ıa
(2001):
Vφ = (37.51− 9.585× 10−2T + 8.740× 10−4T 2 − 5.044× 10−7T 3)× 10−6 (4.55)
ρcd =
MCO2
Vφ
(4.56)
where Vφ is the molar volume of CO2 in units of m
3/mol, temperature T is in ◦C, MCO2
is the molecular mass of CO2 with the value of 0.044 kg/mol, and ρcd has the units of
kg/m3.
Viscosity
In the hydrocarbon phase, the effective oil and solvent (CO2) viscosities are defined
using the following equations:
µoe = µ
1−ω
o µ
ω
m (4.57)
µse = µ
1−ω
s µ
ω
m (4.58)
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where ω is the mixing parameter and the fully mixed viscosity µm is given by:
µm =
(
1− Vch
µ
1/4
o
+
Vch
µ
1/4
s
)−4
. (4.59)
where Vch is the CO2 volume fraction in hydrocarbon phase.
We then can obtain an effective viscosity µh using:
µh =
(
Vch
µse
+
1− Vch
µoe
)−1
. (4.60)
In the aqueous phase, we ignore any viscosity change with composition.
4.4.6 Relative permeability model
We account for wettability differences within the reservoir, so the relative permeability
curves vary in the reservoir due to different rock types. We extend the code to allow more
than one relative permeability curve to be used in the simulation.
We firstly define N region numbers within the reservoir and then assign those numbers
to each grid block as an input. Each region number corresponds to a different relative
permeability curve and resultant fractional flow curve. This allows us to assign the relative
permeability on a block-by-block basis to capture hysteresis and accurately represent
hydrocarbon trapping.
We implemented two trapping models: Land [69] and the new trapping model proposed
by Spiteri et al.[103]. The detailed equations and the impact of trapping on the simulation
of CO2 storage are discussed in Chapter 5.
4.5 The influence of different physical and chemical
effects on transport
In this section we estimate the relative importance of different physical and chemi-
cal effects on transport. This discussion helps to motivate the use of streamline-based
simulation in this thesis.
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We use the same approach as described in Blunt (2007) [14] to estimate the impact of
different physical and chemical effects on the transport by deriving dimensionless ratios
between different effects.
A time scale for fluid displacement in the system due to advection is:
ta =
φL
qt
(4.61)
where φ is porosity, L is the distance between injector and producer, and q is a represen-
tative Darcy velocity.
The time for gravitational segregation is:
tg =
µc∆z
Kv∆ρg
(4.62)
where Kv is the vertical permeability, ∆ρ is the density difference between two fluids, µc
is the viscosity of CO2, ∆z is the vertical distance of the system and g is the gravitational
acceleration.
Therefore, the ratio of advective forces to gravity is:
Rag =
φKv∆ρgL
µcqt∆z
(4.63)
To find a representative value we take the original model 2 of SPE 10. This model will
be used in Chapter 5 and 6. Kv/Kh = 0.1. The average horizontal permeability is
about 500 mD; Kv = 5× 10−14 m2. The average porosity of the reservoir is 0.2. The
density difference between CO2 and brine is 440 kg/m
3. g=9.8 m/s2. ∆z = 52 m. The
well spacing, L, is about 380 m. µc = 6×10−5 Pa.s. The fluid velocity qt is about 4.6
× 10−6 m/s for the injection rate we study. After substituting all the values into Eq.
4.63, Rag equals to 0.1, which means that comparing with advection, the effect of gravity
segregation effect is fairly small. Operator splitting is required to account for gravity
segregation.
The case we will study in Chapter 5 and 6 have a relatively high injection rate into a very
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heterogeneous reservoir with large-scale correlations with some vertical communication.
In such cases, flow predominantly follows streamlines, since advection dominates, making
our choice of simulation technique ideal.
The time for diffusion across the system is:
td =
L2
Dm
(4.64)
Therefore, the ratio of advection to diffusion is:
Rad =
φDm
qtL
(4.65)
where Dm is the molecular diffusion coefficient with a typical value of 10
−9, which gives
Rad = 1 × 10−7. Therefore, it is a valid assumption to ignore diffusion in our simulations.
The time for chemical reaction and the ratio of time scales for advection to chemical
reaction are:
tc =
1
κ
(4.66)
Rca =
κφL
qt
(4.67)
where κ is the chemical reaction rate with a range between 10−17 and 10−10s−1. There-
fore, the chemical reaction rate is extremely small, which further confirms that it is not
necessary to solve chemical reaction along the streamlines - periodically accounting for
this effect on the grid between pressure solves should be sufficient.
Mutual dissolution of CO2 and water is assumed to be an instantaneous process. How-
ever, the amount of dissolution is small. The two ratios below show the solubility of
CO2 in water compared to the pure CO2 density, R1, and the solubility of water in CO2
compared to the water density, R2. Both of these ratios are small, and so again do not
dominate the behaviour.
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R1 =
Solubility of CO2 in water at initial reservoir pressure (27MPa)
Pure CO2 density at initial reservoir conditions
=
55
710
= 0.08
(4.68)
R2 =
Solubility of water in CO2 at initial reservoir pressure (27MPa)
Pure water density
=
20
1000
= 0.02
(4.69)
We now evaluate the influence of compressibility. The dimensionless ratio Rγ of com-
pressibility to advective forces is [14]:
Rγ ≈ γ∆P (4.70)
where ∆P is the pressure change across the reservoir and γ is the compressibility, which
defined as the equation below.
γ =
1
ρ
∂ρ
∂P
(4.71)
The pressure change of our simulations in Chapter 5 is from 27 MPa (the constant
initial reservoir pressure) to 29-33 MPa which are the maximum reservoir pressures for
water and CO2 injection at different ratios. Chapter 5 describes a displacement type
calculation under different reservoir conditions to those encountered in Chapter 7. We
will take the maximum pressure change, ∆P = 33-27 = 6 MPa. We then refer to Fig.
4.6, where we can find that the CO2 density is 770 kg/m
3 at 33 MPa and 710 kg/m3
at 27 MPa. Therefore, at 27 MPa, γ ≈ 2 × 10−8 Pa−1, which is larger than the typical
compressibility of oil (10−9 Pa−1) and water (5 × 10−9 Pa−1). As a consequence, Rγ =
0.06, which means that we might have up to 6% error estimates of volume in the near
wellbore region. Ignoring compressibility is the main approximation in our code. As
mentioned in the future work, it is possible to include compressibility in this simulator,
which would improve its accuracy [5].
Based on our analysis above, advection is the dominant physical effect. Streamline-
based simulation is well known as the best tool to simulate advection-dominated trans-
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port. Therefore, this simulator is appropriate for the cases we study.
4.5.1 Summary
We have extended the streamline code to simulate CO2 storage. The code has the
capability to model CO2 storage in both aquifers and oil reservoirs. We use the Todd &
Longstaff model to represent sub grid-block viscous fingering, account for mutual dissolu-
tion between CO2 and water, and also include rate-limited precipitation that affects both
porosity and permeability. This code represents a substantial improvement on previous
models in capturing the appropriate physical and chemical processes involved in CO2
transport within an oil reservoir or aquifer. In the following chapters we use this code to
design CO2 storage in aquifers to maximise storage and oil reservoirs to maximise both
CO2 storage and oil recovery.
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Chapter 5
Design of Carbon Dioxide Storage in
Aquifers
5.1 Introduction
Aquifers that provide a clear structural trap, such as Sleipner [62], can store mobile
CO2 safely. However, many aquifers do not have such a clearly-defined structure and
it is prudent to consider an injection design that does not rely entirely on impermeable
barriers.
As discussed in Chapter 2, the most rapid method to immobilize the CO2 is by capillary
trapping. Recent simulation studies have highlighted the importance of this mechanism
to CO2 storage and have suggested that through a combination of aquifer flow, chase
brine injection and buoyancy-driven upwards migration, much or all of the CO2 could be
trapped before it reaches the top seal [34; 67; 80; 58; 49; 43]. While this is appealing,
relying on just buoyancy-driven flow assumes that there is more-or-less uniform upwards
movement with significant trapping as water re-invades the pore space. This is unlikely
to be the case in a heterogeneous formation.
There is one well-established method by which a non-wetting phase is rendered immobile
in a short (years to decades) timescale: waterflooding. Abandoned oil and gas fields often
contain hydrocarbon once well-connected in the pore space, but which is now almost
91
entirely at trapped residual saturation.
While the concept of trapping and residual saturation is familiar in the oil industry,
there is remarkably little data on the amount of non-wetting phase trapping, particularly
in systems that are not strongly water-wet, when three phases are present, or when the
initial saturation of the non-wetting phase is low [52]. All three of these situations are
likely to pertain in CO2 storage in aquifers and oilfields. To date the most sophisticated
numerical assessments of CO2 storage have used the Land trapping model [69] with the
Killough model [59] for the resultant hysteretic relative permeabilities. This approach
is only applicable for strongly water-wet systems, while recent experimental evidence
suggests that CO2/brine systems are weakly water-wet to intermediate-wet [22].
We suggest the use of waterflooding to render the CO2 immobile during the injection
phase of storage: we design a process such that 90% or more of the injected CO2 is
trapped. This second injection phase is an imbibition process that leads to the trapping
of CO2 - the non-wetting phase - as immobile pore-scale droplets surrounded by water,
see Fig. 2.8 [32; 30]. Hence we can guarantee that on abandonment the vast majority
of the CO2 will remain underground for geological time; any remaining mobile CO2 may
indeed be contained by a top seal, but this is a secondary, not a primary, containment
mechanism.
We propose injecting CO2 and brine together to improve the storage efficiency of the
injection process. Through this is counter-intuitive, simulation studies imply that only
around 2% of the pore space will contain CO2 if it is injected alone [80]; injecting CO2 and
water reduces the mobility contrast between the injected and displaced phases leading to
a more uniform sweep of the reservoir [68]. This is followed by chase brine injection that
rapidly traps the injected CO2.
We design an injection strategy that maximises the storage efficiency in aquifers and
minimises the total amount of brine injected. We study different possible injection
processes using streamline-based simulation that accurately captures the effects of reser-
voir heterogeneity [7]. We incorporate a recently-proposed model for trapping and relative
permeability hysteresis [103] that is anchored on pore-scale modelling and experimental
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data [79; 113] and which is applicable to weakly water-wet media.
Leonenko and Keith (2008) [70] have proposed injecting brine to dissolve all the injected
CO2. Through this strategy is unquestionably secure, this would severely limit the storage
capacity of an aquifer. We suggest that a shorter period of brine injection is sufficient to
trap the CO2 securely as a residual phase.
5.2 Streamline-based simulator for CO2 storage and
the trapping model
5.2.1 Relative permeability and trapping model
In each grid block of the simulator we record the maximum CO2 saturation that has
been reached, Smaxg . We first compute the amount of gas that could be trapped, Sgt,
during a waterflood cycle. Then for any intermediate value of the gas saturation between
Smaxg and Sgt, the trapped gas (CO2) saturation, we find the flowing (untrapped) satu-
ration, Sgf . We used two trapping models. One is the classic Land trapping model [69],
where Sgt and Sgf are computed as:
Sgt =
Sgi
1 + CSgi
(5.1)
Sgf =
1
2
[
(Sg − Sgt) +
√
(Sg − Sgt)2 + 4
C
(Sg − Sgt)
]
(5.2)
where Sgi is the initial gas saturation, or the saturation at the flow reversal, and C is
the Land trapping coefficient. The Land coefficient is computed from the bounding gas
invasion and waterflood curves as follows:
C =
1
Sgt,max
− 1
Sg,max
(5.3)
where Sgt,max is the maximum trapped gas saturation, and the Sg,max is the maximum
gas saturation. When the Land model is used, the experimentally measured Smaxgt on
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Berea Sandstone is employed.
We also used a new trapping model [103], which can overcome the inability of the
existing trapping models to capture the trends observed in intermediate-wet and oil-wet
media.
Sgt = αS
max
g − βSmaxg (5.4)
Sgf =
1
2β
{
α− 1 +
√
(α− 1)2 + 4β[Sg − Sgt + γ(Sg − Sgt)(Sg − Smaxg )]
}
(5.5)
α, β and γ are empirical fitting parameters chosen to match the results of pore-scale
simulation for waterflooding at different contact angles [113], which can be found in the
following plots [103] (Figs. 5.1 and 5.2).
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Figure 5.1: Parameters α and β of Eqs. 5.1 and 5.2 as a function of contact angle for a
network model of Berea sandstone [103].
Figure 5.2: Parameter γ of Eq. 5.2 as a function of contact angle for a network model of
Berea sandstone [103].
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Recent experimental work has demonstrated that CO2/brine systems are not necessarily
strongly water-wet: the dissolution of CO2 into the brine decreases the pH and affects the
interfacial charge balance resulting, in some cases, in weakly water-wet conditions [22].
So far measurements have only been made for drainage; in waterflooding the contact
angles will be higher (representing even less water-wet conditions) because of surface
roughness. We assume an average contact angle of 65◦ - this is consistent with the
available experimental evidence [22], as well as the effective contact angles necessary to
match oil/water experiments in sandstones [113]. In Eqs. 5.4 and 5.5, this gives α = 1,
β = 0.5 and γ = 0.0. A sensitivity analysis for contact angles in the range from 20-100 ◦
is also included in our study (see section 5.5). Compared to the traditional Land model,
Eq. 5.4 predicts much larger trapped saturations for intermediate values of Smaxg .
Then using a Carlson [19] model, we assume that we can compute the relative perme-
ability for gas during water (brine) injection from the primary drainage relative perme-
ability as a function of the flowing saturation (see also Blunt [13]):
kimbibitionrg (Sg) = k
Primary drainage
rg (Sgf ) (5.6)
We use a primary drainage relative permeability for Berea sandstone derived from
pore-scale modelling that matches the Oak [79] experimental measurements. We do not
consider hysteresis in the aqueous phase relative permeability.
During streamline-based simulation, grid-block properties are mapped along stream-
lines. Along each streamline we solve the governing transport equations on a one-
dimensional (1D) grid. For each cell face in the 1D streamline grid, we record which
grid block in the underlying 3D model that it resides in. Then to compute the flux across
this face, we use the relative permeabilities with the appropriate grid-block value of Smaxg .
5.3 One-dimensional results - base case
To understand the behavior of our proposed injection scheme, we use the new trapping
model with a contact angle of 65◦ for CO2/brine systems as our base case. We first present
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a series of fine-grid 1D simulation and analytical results. The parameters used are shown
in Table 5.1: we allow CO2 to dissolve in brine, but do not allow water to enter the CO2
(gas) phase. The solubility of water in CO2 is very small compared with CO2’s solubility
into water [104] so it does not have a significant impact on our proposed strategy. At
our reservoir conditions, the injected CO2 is supercritical. We ignore dispersion, reaction
and geomechanical effects and assume incompressible flow.
We consider injection of CO2 and brine simultaneously followed by the injection of
brine only. Fig. 5.3 shows the mobility ratio between the injected CO2 plus brine and
the formation brine as a function of the injected fraction of CO2. We assume that the
injected brine is saturated with CO2; while this affects the density of the aqueous phase,
we assume that it does not affect the viscosity. The arrows indicate reservoir-condition
CO2-phase injected volumetric fractional flows, fgi, of 0.85 and 0.5. Injecting CO2 alone,
i.e. fgi=1, results in a mobility ratio of more than 8, leading to channeling and fingering
in a 3D displacement and a low sweep efficiency. If fgi is approximately 0.85 or lower,
the displacement is stable; this will result in a better sweep efficiency and more efficient
storage of CO2.
Properties
CO2 viscosity 6 ×10−5 Pa.s
Brine viscosity 5 ×10−4 Pa.s
Temperature 80◦C
Reference pressure 27 MPa
CO2 solubility (mole fraction) at 27 MPa 0.0228
Porosity 0.15
1D simulation parameters
Darcy velocity 1
15
m/day
3D simulation parameters
CO2 injection rate 1.065×106 kg/day
Chase brine injection rate 1500 m3/day
CO2 density 710 kg m
−3
Brine density 1050 kg m−3
Brine density saturated with CO2 1061 kg m
−3
Table 5.1: Parameters used in the simulations. The values for CO2 and brine properties
are from Spycher et al. [104] and Obi and Blunt [80].
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Figure 5.3: The ratio of the mobility of injected brine and CO2 to the formation brine
as a function of the injected CO2-phase volume fraction, fgi. At high fgi the injected
mixture is much more mobile than the brine because of the low viscosity of CO2 in its
own phase. At lower fgi interfaces between the two phases block the pore space leading
to a mobility ratio less than one, indicating a stable displacement that will lead to more
efficient storage in three dimensions. Also shown is the mobility ratio between brine and
the originally injected composition for the subsequent chase brine injection. The chase
brine mobility is lowered due to the trapping of non-wetting fluid (CO2) in the pore space.
There is a wide range of fgi where both displacements are stable.
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Fig. 5.4 shows the drainage and waterflood CO2-phase fractional flows, fg. The initial
injection of CO2 and brine will follow the drainage curve and in 1D the solution will be
a Buckley-Leverett solution [68]: a shock followed by a rarefaction for high values of the
injected fractional flow. Chase brine injection will follow the waterflood curves and CO2
will be trapped. Note that the fractional flow falls sharply, indicating that the gas is
rapidly trapped.
The secondary imbibition fractional flow curves do not exhibit a characteristic ’S’ shape
because of the relationship between the saturation and the flowing saturation in the
trapping model. Fig. 5.4 shows that the imbibition fractional flow curves are concave
everywhere that the gas phase is flowing. The shape of these curves means that chase
brine injection will result in a shock from the maximum CO2 saturation attained to its
trapped value: the steep slope indicates that this shock will move very quickly.
Fig. 5.5 shows a comparison of numerical and analytical solutions for an injected
fractional flow, fgi, of 0.5 - from Fig. 5.3 this represents a stable displacement. The
numerical solution uses 3,000 grid blocks. There are 1,000 days of brine and CO2 injection
followed by 50 days of chase brine injection. Also shown in Fig. 5.5 are analytical
solutions to the governing transport equations generated using a Riemann solver adapted
to accommodate relative permeability hysteresis [95; 85], see Appendix B. The pore-
network model relative permeabilities were fitted to low-order polynomials to ensure
a continuously differentiable fractional flow curve; for the 3D simulations the discrete
network-model values were used with linear interpolation between points.
The theory underlying these solutions is similar to Furati [40] except that we consider
hysteresis in only the gas phase relative permeability and include dissolution of CO2 into
the aqueous phase. Partitioning of components between the phases has been neglected
in previous research on analytical solutions with hysteresis [9; 40; 74; 114]. Noh et al.
(2007) [77] have constructed analytical solutions for a multicomponent system applied
to CO2 injection with relative permeability hysteresis, but do not account for different
amounts of trapping.
Fig. 5.5 indicates that the CO2 invades the reservoir with a fast moving shock front;
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Figure 5.4: Relative permeability curves kr (top) and the CO2-phase fractional flow fg
as a function of CO2 (gas) saturation, Sg (bottom). The primary drainage curve (dark
blue) is shown together with waterflood curves starting at different initial (maximum)
gas saturations, Sgi. The trapping and relative permeability model Eqs. 5.4 ,5.5 and
5.6 are used. Note that the waterflood fractional flow falls very rapidly for secondary
imbibition, which will result in the swift trapping of CO2 with a fast-moving chase brine
front. Near the injection well most CO2 is trapped for high values of fgi.
100
however, the chase water front moves more than 10 times faster. The analytical solution
predicts that in only 89 days the chase water will catch up with the CO2 front and all the
gas will be trapped. Near the injection well the gas saturation is zero since the chase brine
dissolves the trapped CO2. This dissolution front moves with velocity less than 1/100th
the speed of the injected brine, since the solubility of CO2 in brine in these solutions is
relatively low. The agreement between analytical and the numerical results is very good,
validating the numerical solver.
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Figure 5.5: The one-dimensional saturation profile where brine and CO2 injected with a
fractional flow of 0.5 for 1,000 days is followed by 50 days of brine injection alone: the
injection well is at a distance of zero. Near the injection well all the CO2 has dissolved.
Beyond this there is a chase water front that is moving much faster than the leading
CO2 front. After 89 days the chase water will have trapped all the CO2. Numerical and
analytical solutions are shown and are in good agreement.
Fig. 5.6 shows solutions for fgi=0.85. Here the leading front is a Buckley-Leverett
shock followed by a rarefaction. As before, we have 1,000 days of mixed brine and CO2
injection followed by 50 days of chase brine. Again, the CO2 is rapidly trapped. The
agreement between numerical and analytical solutions is excellent.
It is clear from this 1D analysis that chase brine injection could be an effective and
rapid method to trap CO2: the chase brine front traps all the CO2 and moves much
more rapidly than the injection front. Using Land and Killough models for trapping and
relative permeability hysteresis would lead to slightly less trapping and a slower chase
brine front (see section 5.5): the model we use is consistent with available experimental
data, but further work is required to establish appropriate relative permeabilities. The
dissolution of CO2 near the injection well has the added advantage of ensuring that
the CO2 will not escape back up the well when it is abandoned. However, in 3D, the
aqueous and CO2 phases may not travel in the same direction because of the effects of
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Figure 5.6: Profiles corresponding to Fig. 5.5, but with an injection fractional flow of 0.85.
Here the leading CO2 shock is followed by by a rarefaction. Again, within a relatively
short time all the CO2 will be rendered immobile.
heterogeneity and buoyancy and so the process may be less efficient.
5.4 Three-dimensional results - base case
We performed a series of fine-grid 3D simulations of CO2 storage and trapping. The
model we used was based on the second, and more complex, case presented for SPE10
[25]. This model is used to represents a heterogeneous sandstone North Sea aquifer. It
has a dimension of 6400 m×8800 m×170 m; there are 1.2 million grid blocks given by
60×220×85 in the x, y and z directions respectively. Fig. 5.7 shows the permeability field
and well placement. CO2 and brine are injected into one corner of the field, while brine
is produced from the other corner to prevent pressure from building up in the aquifer
and to provide a source of injection brine. The reservoir volume of brine produced is
equal to the reservoir volume of fluids injected. The simulations stopped before CO2
breakthrough. Injection increases the average pressure in the reservoir from 27 MPa to
29-33 MPa depending on the injection scheme. We assume that this does not affect the
mechanical properties of the rock.
In all the simulations we inject the same total amount of supercritical CO2 (7.8 Mt =
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Figure 5.7: The permeability field and well placement for the three-dimensional simula-
tions presented. In all the simulations we inject a total of 7.8 Mt of CO2 over 20 years
together with various amounts of brine. This is followed by chase brine injection at a
rate of 1500 m3/day (0.6 Mt/year).
7.8×109 kg) over 20 years (0.39 Mt/year) simultaneously with different amounts of brine.
We subsequently inject chase brine at a rate of 1500 m3/day (0.6 Mt/year). One year of
chase brine injection corresponds to the injection of a mass that is 0.08 of the total mass
of CO2 injected.
We define the trapping efficiency as the fraction of the injected mass of CO2 that is
either trapped by capillary forces or dissolved. We perform a series of simulations, in
each we inject a different fractional flow of CO2 and then inject chase brine until the
trapping efficiency is at least 95%. We assess the efficiency of the process in two ways.
First, we measure the storage efficiency. This is the fraction of the reservoir pore volume
filled with CO2. We take a box in the reservoir that just contains all the injected CO2
in its own phase. We compute the mass of CO2 in both its own phase and dissolved in
the box. We divide this by the mass of CO2 that would be contained in the box if all
the pore space were filled with CO2. This gives us the storage efficiency [80]. The second
measure is the amount of brine required to render a given fraction of the CO2 immobile.
The ideal injection scheme has a high storage efficiency yet requires very little brine to
trap the CO2.
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Figure 5.8: Saturation profiles for a three-dimensional simulation with an injected CO2
fractional flow of 0.85: trapped CO2 (left) and mobile CO2 (right). 20 years of CO2
and brine injection is followed by 2 years of chase brine injection. Note that extensive
channeling leads to a low storage efficiency and a small amount of mobile CO2 accumulates
at the top of the reservoir due to buoyancy effects, but that the chase brine does rapidly
and effectively trap the vast majority of the CO2.
Fig. 5.8 shows the 3D saturation profile after 2 years of chase brine injection for fgi
= 0.85. While the sweep efficiency is low and the injected gas clearly rises to the top of
the formation and channels along high permeability streaks, the chase brine displacement
does tend to follow the CO2 and the vast majority of the CO2 is rapidly trapped, leaving
only a relatively small amount of mobile CO2. 95% of the CO2 will be trapped after
approximately 1,500 days (4.1 years) of chase brine injection.
Fig. 5.9 shows the storage efficiency near the end of the simulation (when the trapping
efficiency is 90%) and the ratio of the mass of brine to CO2 injected as a function of fgi.
The storage efficiency is highest for fgi around 0.85 at about 9%, which is significantly
better than the storage efficiency of CO2 injection alone at only 3%. If just CO2 is
injected, then the maximum CO2 saturation reached in regions of the field contacted by
the CO2 is large and hence locally the trapped saturation is high. However, from Fig.
5.3, the mobility contrast is also high, resulting in a poor sweep efficiency. If, in contrast,
fgi is low, then the sweep efficiency is higher, since the mobility contrast is less than one.
However, locally the trapped saturation - see Fig. 5.4 - is lower. The optimal combination
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Figure 5.9: The storage efficiency is highest for intermediate values of fgi due to the
competing effects of sweep efficiency (highest for mobility ratios less than one - see Fig.
2) and local trapped saturation. The total volume of brine needed to trap a given fraction
of the CO2 decreases with increasing fgi, but the volume of chase brine is minimised
around fgi=0.85.
of sweep efficiency and local trapped saturation occurs near the largest fractional flow for
which the injection is still stable - from Fig. 5.3 this is around fgi = 0.85.
The minimum total amount of brine needed to trap a given fraction of the CO2 occurs
for fgi = 1. Since the chase brine front moves so rapidly, most brine is co-injected with
the CO2; clearly this is minimised when fgi = 1 and no water at all is injected initially.
Fig. 5.9 also shows the storage efficiency and brine injected where just chase brine is
considered. The minimum volume of chase brine to trap most of the CO2 occurs for fgi
= 0.85.
These simulations indicate that a combination of brine and CO2 injection can lead to
a storage design where the vast majority of the CO2 is trapped after a relatively short
period of chase brine injection and with a storage efficiency that is higher than for CO2
injection alone. The results suggest that the optimal combination of storage efficiency and
cost (related to the amount of brine injected for a fixed amount of CO2 stored) is found
for an injected CO2 fractional flow in the range 85 - 100%. A simple design criterion is
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to choose the injection fractional flow such that the displacement is just stable and then
during chase water injection to inject approximately 25% of the mass of CO2 stored.
Our simulation studies, in a very heterogeneous system, indicate that this approach will
enable at least 90% of the CO2 to be trapped.
5.5 Sensitivity study
Our injection strategy has been based on a trapping model with a relatively high
residual CO2-phase saturation. In this section we explore the sensitivity of our results to
different estimates of the amount of trapping as a residual phase.
5.5.1 Different contact angles for the new trapping model
To examine the sensitivity of our injection strategy to uncertainties in contact angle,
we ran a series of simulations for contact angles between 20-100◦ for waterflooding using
the same reservoir and trapping models as before. Table 5.2 shows the parameters used
in the trapping model, Eqs. 5.4 and 5.5. We assume that the primary drainage relative
permeability curve is the same in all cases. fgi = 0.85 will give a mobility ratio of one
between injected CO2 and brine and the formation brine. However the mobility ratio
between brine and the originally injected CO2 composition for the subsequent chase
brine injections will change for different contact angles as the trapped CO2 saturation
will change. Fig. 5.10 shows the mobility ratio between brine and the original injection
composition for chase brine injection for different contact angles. This indicates that
stable flow occurs for all cases due to the trapping of non-wetting fluid (CO2) in the pore
space.
Fig. 5.11 shows the primary drainage and secondary waterflood CO2-phase fractional
flow for a maximum gas saturation of fgi = 0.85 for different contact angles. Again, we
find that although in other cases (especially 20◦ and 100◦), the slopes of the imbibition
fractional flow curves are less steep than the base case (65◦), a fast-moving chase brine
front will still form.
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Contact angle α β γ
20◦ 0.79 0.36 -1.0
40◦ 1.0 0.60 -0.75
65◦ (base case) 1 0.5 0
80◦ 1.0 0.70 1.35
100◦ 0.99 1.065 1.60
Table 5.2: Parameters used in the Spiteri et al. [103] trapping model, Eqs 5.4 and 5.5.
Figure 5.10: Mobility ratio between brine and the originally injected composition for the
subsequent chase brine injection. For all contact angles between 20◦ and 100◦, the whole
range of fgi give stable displacements.
In all the 3D simulations, we simulated injecting supercritical CO2 at fgi = 0.85. All
the reservoir and injection conditions were the same as the base case with the exception of
the parameters in the relative permeability model. Fig. 5.12 shows the ratio of the mass
of chase brine injected to the mass of CO2 injected as a function of trapping efficiency.
Although our base case gives the best scenario for our injection strategy, we still can
see from Fig. 5.12 that a significant amount of CO2 has been trapped by chase brine in
a reasonable time. For example, the worst case, 100◦ contact angle, still shows 80% of
the CO2 trapped in 5 years.
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Figure 5.11: The CO2-phase fractional flow fg as a function of CO2 (gas) saturation, Sg.
Waterflood CO2-phase fractional flow curves start at fgi = 0.85 for the different contact
angles indicated. In all cases the waterflood fractional flow falls steeply, indicating rapid
trapping.
Figure 5.12: Ratio of the mass of chase brine injected to the mass of CO2 injected as
a function of trapping efficiency. The base-case (65◦) needs the least amount of brine
as it has the highest maximum trapped CO2 saturation - see Fig. 5.11. The chase
brine injection time for a given trapping efficiency for different contact angles is inversely
related to the maximum trapped CO2 saturation. Note that when there is no chase brine
injected, the trapping efficiency is around 15% which is due to dissolution of CO2.
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5.5.2 Land trapping model and experiments
We next performed a series of simulations where the amount of trapping is given by the
Land model [69] to compare the efficiency of our design strategy for different trapping
models. We again used the same reservoir model and fluid properties. We looked at
three sets of published experimental data. We first studied the case where the maximum
trapped CO2 saturation (non-wetting phase) was 37%, obtained on a Berea sandstone
core [79] for an oil/water system (Land Berea in Figs. 5.13-5.16). Second, Suekane et
al. [108] found that the maximum trapped saturation measured for supercritical CO2
in Berea sandstone was 27.5% (Exp.1 in Figs. 5.13-5.16). Last, oil/water core flood
experiments on an unconsolidated sandpack (Exp.2 in Figs. 5.13-5.16) found a maximum
non-wetting phase saturation of 13% [88]. The value of maximum trapped saturation
from 37% for a consolidated rock with a wide pore-size distribution to 13% for a uniform
sand represents a plausible range of possible amounts of trapping likely to be encountered
during CO2 storage. The parameters used in the Land model are given in Table 5.3. Fig.
5.13 shows the relationship between initial saturation and trapped saturation for the
three systems studied and the base case. We see that less CO2 is trapped with the Land
model, particularly for intermediate values of Sgi.
Case Sgt,max Sg,max C
Land Berea 0.37 0.76 1.387
Land Exp.1 0.275 0.76 2.321
Land Exp.2 0.13 0.73 6.322
Table 5.3: Parameters used in the Land [69] trapping model, Eqs. 5.1 - 5.3.
We assume that the primary drainage relative permeabilities are the same as in the
previous examples for all cases. Figs. 5.14 and 15 show the mobility ratio and imbibition
fractional flow compared to the base case.
Although we still can obtain a stable displacement during the imbibition process, the
Land model gives much lower trapping than the base case, resulting in slower moving
chase brine fronts. Results of reservoir simulations using the Land trapping models are
shown in Fig. 5.16. Comparison between the Land model and the base case shows that
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Figure 5.13: Plot of Sgi vs Sgt for Land models with different maximum trapped satura-
tions compared to the base case.
Figure 5.14: Mobility ratio between brine and the originally injected composition for
subsequent chase brine injection. There is still a wide range of fgi with stable displacement
for all the cases, with the exception of Land Exp.2, which has a small range of mobility
higher than 1 at fgi below 0.4.
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Figure 5.15: The CO2-phase fractional flow fg as a function of CO2 (gas) saturation,
Sg. Waterflood CO2-phase fractional flow curves start at fgi = 0.85 for all three cases.
Waterflood fractional flows using the Land model are less steep than for the base case,
but the chase brine fronts still move substantially faster than the leading CO2 front.
Figure 5.16: Ratio of the mass of brine injected to the mass of CO2 injected as a function
of trapping efficiency. Since the Land models trap less than the base case, more brine
is required to obtain a given trapping efficiency. However, 80% of the CO2 injected can
be trapped in Land Berea model after four years of chase brine injection and more than
70% trapping efficiency after five years’ injection for the case of Land Exp.1.
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less CO2 is trapped, consistent with the lower local trapped saturations. However, for
Land Berea, our injection strategy can reach 80% trapping efficiency after four years of
chase brine injection and more than 70% trapping efficiency after five years’ injection
for the case of Land Exp.1. Land Exp.2 gave the least trapping, which indicates the
importance of further experimental work to obtain the correct maximum trapped CO2
saturation for cases of interest.
5.6 Discussion
We have proposed a design strategy for CO2 storage in aquifers. CO2 and formation
brine are injected simultaneously followed by chase brine. The injection of CO2 and brine
together mitigates the mobility contrast between injected and displaced fluids, leading
to higher storage efficiencies than injecting CO2 alone. The chase brine renders the CO2
trapped and a relatively short period of injection is sufficient to trap the vast majority of
the CO2. In the examples we studied the chase brine front moved between 1.8 to 10 times
faster than the injected CO2. Once trapped, the CO2 may slowly dissolve or precipitate,
but it cannot escape.
Producing and injecting brine does require energy. We estimate that only 4× 10−7 kg
CO2 is generated by energy consumption when 1 kg brine is injected, which is negligible
[29; 63]. Considering the expense of drilling and completing a well, pumps and associated
controls, the capital cost of brine production and injection is likely to be less than 3%
of the capital cost of the full CCS project including the cost of carbon capture [50; 70].
Therefore, the energy penalty and cost related to our injection scheme is a small fraction
of overall cost of CCS.
We demonstrated this design through a combination of 1D and 3D streamline-based
simulations that incorporate a state-of-the-art trapping and a relative permeability hys-
teresis correlation based on pore-scale modelling verified by experiment and assuming,
based on recent measurements, that the CO2/brine system is not strongly water-wet.
Sensitivity studies for different rock wettability, different trapping models, and exper-
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imental data further validated our injection strategy, while indicating the importance
of the measurement of correct maximum trapped CO2 saturation for a given aquifer to
predict the efficiency of trapping accurately. Further work is required to obtain better
experimental data and to extend the study to oilfields [97]-see Chapter 6.
Based on these results, we suggest that an optimal injection strategy can be obtained by
applying the largest injection fractional flow of CO2 such that the mobility contrast with
the formation brine is favorable, followed by the injection of at least 25% of the stored
mass of CO2 as chase brine. For a plausible range of trapped saturations this approach
will trap the majority of the CO2, providing long-term storage security. Though it is
counter-intuitive, this strategy will store more CO2 securely than CO2 injection alone.
5.7 Summary
We have proposed a carbon storage strategy in aquifers where CO2 and brine are
injected into an aquifer together followed by brine injection. This renders 80-95% of the
CO2 immobile while having a much better storage efficiency than CO2 injection alone.
Sensitivity studies of trapping were conducted with different rock wettability and different
trapping models. This study showed that the effectiveness of our proposed strategy is
very sensitive to the estimated residual CO2-phase saturation.
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Chapter 6
Design of Carbon Dioxide Storage in
Oilfields
6.1 Introduction
CO2 flooding has been used worldwide as a tertiary Enhanced Oil Recovery (EOR)
mechanism for more than 30 years, particularly for reservoirs with pressures above the
minimum miscibility pressure (MMP) where miscible displacement would occur. The
ideal reservoirs for miscible CO2 flooding usually have oil densities ranging from 29
◦ to
48◦ API (882-788 kg/m3) and reservoir depths from 760 m to 3700 m below the surface
[109]. CO2 flooding has the disadvantage that the unfavorable mobility ratio between the
oil and CO2 can result in early CO2 breakthrough because of channeling of CO2 through
the reservoir fluids. Water alternate gas (WAG) injection can be successfully applied
to improve the sweep efficiency and delay early CO2 breakthrough [68]. However, CO2
flooding EOR projects have been designed to minimise the amount of CO2 injected to
recover the oil, since the CO2 costs money to transport and inject, while for Carbon
Capture and Storage (CCS), injection strategies should maximise both CO2 storage and
oil recovery. It has been recommended by other researchers that the fluids be injected
at the optimal WAG ratio, the injection gas composition be adjusted to reach the MMP,
while the well type and completions are designed to maximise both oil recovery and CO2
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storage [53; 64; 71].
In this chapter, we extend our study of the design of carbon dioxide storage in aquifers
(Chapter 5) to mature, waterflooded oilfields. We used our modified streamline-based
simulator to solve CO2 transport with the physics discussed in Chapter 4. We apply the
trapping model introduced in Spiteri et al. (2005) [103] with the same parameters as in
the base case of Chapter 5, representing a weakly water-wet reservoir.
6.2 Reservoir description and fluid properties
As in Chapter 5, we use model 2 of SPE 10 reservoir description to represent a sector
of a North Sea sandstone oil reservoir. This model has dimensions 366 m×670 m×52 m
with 1,122,000 grid cells given by 60×220×85 in the x, y and z directions respectively
[25]. For this study we place one injector in the centre of the reservoir and four producers
at the four corners, as shown in Fig. 6.1. The injector is controlled by injection rate
and producers are controlled using a bottom hole pressure (BHP) constraint. Despite
the simultaneous injection of two fluids, no problems with injectivity were encountered
at the rates used.
We use the primary drainage relative permeability curve measured for Berea sandstone
[79], as shown in Fig. 6.2. The initial oil saturation is 0.759, which is the maximum
hydrocarbon saturation the system could reach during a secondary drainage process. We
compute the hydrocarbon relative permeability during imbibition and secondary drainage
based on the primary drainage curve in Fig. 6.2, the trapping model of Spiteri et
al. (2005) and Eqs. 5.4-5.6. We assume that the oil/water relative permeability and
CO2/water relative permeabilities are the same. Other reservoir and fluid properties are
listed in Table 6.1. Note that the CO2 viscosity is 50 times lower than oil and more than
ten times lower than water. The CO2 will tend to be very mobile at high saturation;
an effective storage design will depend on managing injection to keep the CO2 at low
saturation and low mobility so that it stays in the reservoir.
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Figure 6.1: The permeability field and well placement for the three-dimensional simula-
tions presented.
Figure 6.2: Relative permeability during primary drainage and imbibition [79].
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Property Value
Temperature 353K (80 ◦C)
Reference pressure, BHP 27 MPa
Reservoir pore volume 2.55×106 m3
Initial water saturation 0.241
Original oil in place 1.94×106 m3
Water density 1050 kg/m3
Water viscosity 5×10−4 Pa.s
Oil density 850 kg/m3
Oil viscosity 3×10−3 Pa.s
CO2 density 710 kg/m
3
CO2 viscosity 6×10−5 Pa.s
Brine density saturated with CO2 1061 kg/m
3
Table 6.1: Reservoir and fluid properties.
6.3 Results and discussion
6.3.1 One-dimensional simulations and analytical solutions
To understand the displacement process and to validate our numerical model, we first
ran a series of 1D simulations. We used 8000 grid blocks, with a total system size of
24,000 m×300 m×50 m with a Darcy velocity of 2
3
m/day. The fluid parameters used
are shown in Table 6.1. We ignore dissolution, dispersion and reaction. The system is
initially at the maximum initial oil saturation. We first waterflood the system until all
the grid cells reach the residual oil saturation of 0.471. We then inject CO2 and brine
simultaneously (SWAG) followed by brine injection only. We assume that the injected
brine is fully saturated with CO2 and that does this not affect the viscosity of the brine.
Fig. 6.3 shows the water/oil fractional flow (blue) and water/CO2 fractional flow (red)
curves based on the imbibition relative permeabilities in Fig. 6.2 and fluid properties in
Table 6.1. The slope of the dashed lines indicates the dimensionless CO2 front velocity
when different WAG ratios are injected. The steep water/oil fractional flow curve at high
water saturation leads to a mobile oil bank that moves rapidly ahead of the CO2 front.
The optimal WAG ratio in this tertiary process is defined as the injected water fractional
flow when the water and CO2 fronts move at the same speed. It is found by finding the
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Figure 6.3: Water fractional flow, fw, as a function of water saturation, Sw, during
secondary imbibition (waterflooding). The blue curve is the water/oil fractional flow and
red curve is the water/CO2 fractional flow. The slope of the dashed lines indicate the
dimensionless velocity of the CO2 front when different WAG ratios are injected (fw=0.15,
0.3, 0.4 and 0.5 are shown). The optimal WAG ratio is found from the line that is
tangent to the water/oil curve and has a value of 0.15 (15% volume fraction water injected
indicated by the horizontal dashed line). Note that at relatively high water saturation,
both water/oil and water/CO2 fractional flow curves are extremely steep, which indicate
very high wavespeeds.
line that is tangent to the oil/water curve [68] and has a value of fw = 0.15 - see Fig. 6.3.
This is equivalent to an injection CO2 fractional flow, fci = 0.85. Chase brine injection
will shock down the water/CO2 fractional flow curve (red) from Sw = 1 − Sor = 0.529
falling to fw = 0.0 at the water residual. Again the slope of this line will be steep,
indicating that the chase brine will move very rapidly and quickly trap all the injected
CO2.
Fig. 6.4 shows a comparison of numerical and analytical solutions for an injected
fractional flow fci of 0.7 (WAG ratio = 0.3). Details of the construction of analytical
solutions can be found in Appendix B. After waterflooding to residual oil, brine and
CO2 are injected simultaneously for 1100 days followed by chase brine injection. In this
example, chase brine was injected for 5 days. Fig. 6.4 shows the hydrocarbon saturation
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as a function of distance. The injector is at a distance 0 and producer is 24,000 m away. A
long, fast-moving oil bank is formed ahead of the injected CO2 (a constant state followed
by a rarefaction); it travels more than ten times faster than the CO2 front. The chase
brine front, behind the CO2, is also moving much faster than the leading CO2. After only
12 days, chase brine will have trapped all the CO2. Numerical and analytical solutions
are in good agreement, validating the numerical solver [68; 95].
Fig. 6.5 shows the solution for fci = 0.5. This profile is shown after 1100 days of brine
and CO2 injection and 2 days of chase water injection. Again, the mobile oil front is
much faster than the mobile CO2 front. Chase brine will trap all the CO2 injected in 8
days.
Figure 6.4: One-dimensional hydrocarbon saturation profile for CO2 and brine injection
into residual oil. Injection of CO2 at a fractional flow of fci of 0.7 for 1100 days is followed
by 5 days of chase brine injection. The mobile oil bank moves very rapidly. The CO2
front is followed by the chase brine, which also moves extremely fast, trapping all the
CO2 after only 12 days.
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Figure 6.5: Saturation profile corresponding to Fig. 6.4, but with an injection fractional
flow of 0.5. The advancing mobile oil front moves even faster in this case. The chase
water front is again moving much faster than the mobile CO2, indicating that the CO2
will be quickly trapped.
Our 1D analysis has shown that simultaneous CO2 and water injection (SWAG) is
an effective tertiary recovery mechanism. The injection of CO2 very rapidly leads to
incremental production of oil, albeit with a low fractional flow. In these cases we inject
more water than the optimum WAG ratio so that the injected brine moves ahead of the
CO2 front. As we show later, this impedes the movement of CO2 to the production wells
and leads to greater CO2 storage. Chase brine injection after SWAG can trap all the CO2
injected very rapidly in a residual phase. This conclusion is similar to that reached for
chase brine injection after CO2 injection in an aquifer [95], Chapter 5 - in both cases the
advancing brine front moves very rapidly. However, in a 3D system, the water and CO2
phases may not migrate in the same direction due to the effects of reservoir heterogeneity
and buoyancy. Therefore, the process may be less efficient.
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6.3.2 Three-dimensional simulations
We performed a series of fine-grid 3D simulations of CO2 storage and trapping. As in
the 1D simulations, we first waterflood the reservoir until the average watercut of the
four producers reaches 70%, which gives a recovery factor of 23.1%. The oil saturation
distribution after waterflooding is shown in Fig. 6.6.
Figure 6.6: Oil saturation distribution after waterflooding. Left: three-dimensional pro-
file. Right: two-dimensional cross section across the centre of the reservoir, where the
injection well is located.
We then inject CO2 and water together at different CO2 reservoir-volume fractional
flows, fci (1.0, 0.9, 0.85, 0.7, 0.6, 0.5, 0.4, and 0.3). For different fci, we inject CO2 at the
same rate (7.1×105 kg/day) with the volume of water necessary to make the appropriate
fractional flow of CO2. We assume that there is a cost and energy penalty associated
with recycling the CO2 and so we do not allow significant production of the gas. CO2
injection ceases when the total mass of CO2 produced is equal to 20% of the total mass
of CO2 injected. Then we inject chase brine at a rate of 1000 m
3/day. We account for
CO2 dissolution in brine, but do not allow water to enter the CO2 phase. We assume
that injected water is fully saturated with CO2 when they mix together in the wellbore.
All the wells are vertical and fully completed from the top to the bottom of the reservoir,
which maximises the miscible contact area between CO2 and oil.
We compute the mass of CO2 stored and oil production. We wish to maximise both CO2
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storage and oil production simultaneously. Fig. 6.7 shows the cumulative oil production
for different fci. For the same pore volume (PV) of fluids injected, the optimal WAG ratio,
fci = 0.85, has the maximum oil production. Lower fci (more water than the optimal
WAG ratio) results in a higher final oil recovery because injection continues for longer
period before there is significant production of CO2. In the lower fci cases, injected water
moves ahead of the injected CO2, leaving CO2 behind and minimising CO2 production.
Therefore, injection at lower fci (more water) reduces CO2 cycling and leads to better
ultimate oil recovery by extending the SWAG injection time.
Fig. 6.8 plots the mass of CO2 stored for different fci when CO2 injection ceases. The
optimal WAG ratio, fci = 0.85, does not store the maximum amount of CO2. More
CO2 is stored as fci decreases, although below 0.5 there is very little difference in the
storage capacity. Fig. 6.9 shows the ratio between the mass of incremental oil production
(this is the oil produced by SWAG minus the oil recovered by continuous waterflooding)
and the mass of CO2 stored. Again, the lowest fci (0.3) has the largest ratio, which is
simply because it has the longest injection time. However, for the same PV injected, fci
= 0.3 produces much less oil than higher fci - see Fig. 6.7. We suggest injecting more
water than the optimum ratio: this lowers the mobility of the CO2 in the reservoir and
leads to greater storage. However, a very low fci results in excessive water injection and
production: it is best to inject at about fci = 0.5 as this gives good CO2 storage and oil
production, while keeping the project life and water handling manageable.
Figs. 6.10 and 6.11 show the CO2 and oil volumetric fractions respectively at the end
of CO2 injection. The CO2 volumetric fraction is the hydrocarbon saturation times the
volume fraction of CO2 in the hydrocarbon phase; the oil volumetric fraction is the hydro-
carbon saturation times the oil volume fraction. Injecting more water than the optimal
WAG ratio retains the CO2 in the reservoir: the figures show efficient displacement of oil
in high permeability regions; the CO2 is then stored in these same portions of the field.
The moderate hydrocarbon saturation leads to a low fractional flow and so the CO2 is
relatively immobile, despite its low viscosity.
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Figure 6.7: Cumulative oil produced as a function of total injected pore volume (PVI)
(water and CO2) after initial waterflooding at different injection fractional flows indicated
on the legend. All recovery curves stop when the total production of CO2 is 20% of the
injected mass of CO2. 6.7(b) is an enlarged section of 6.7(a) showing the early-time
behavior.
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Figure 6.8: The mass of CO2 stored in the reservoir at the end of CO2 injection as a
function of injected fractional flow fci.
Figure 6.9: Ratio between the mass of incremental oil production and the mass of stored
CO2 at the end of CO2 injection as a function of the injected fractional flow fci.
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During chase brine injection, we define two trapping efficiencies: the fraction of the
injected mass of CO2 that is either trapped or dissolved (trapping efficiency I); and
the fraction of the stored mass of CO2 (CO2 in the reservoir) that is either trapped
or dissolved (trapping efficiency II). The 1D analysis indicates that chase brine is a very
effective way to render the CO2 immobile in a residual phase in the absence of dissolution.
In the 3D simulations we start to inject chase brine when 20% of the total injected CO2
has been produced. The simulation stops when trapping efficiency I no longer increases.
During chase brine injection the producers are still producing mobile CO2 and trapped
CO2 continues to dissolve into the injected brine. Hence, the stored mass can decrease,
leading to a decrease in trapping efficiency I. Fig. 6.12 plots the trapping efficiency as a
function of chase brine injection time. fci = 0.5 reach the highest trapping efficiencies in
only 50 days: over 95% of the CO2 underground is either dissolved or trapped and is very
unlikely ever to escape. The chase brine injection time for different cases corresponds to
the chase brine velocity in Fig. 6.3. The higher chase brine velocity, the faster CO2 is
trapped.
The storage efficiency can be defined as follows [80; 95]: it is the mass of CO2 stored
divided by the mass of CO2 assuming that it fills the entire pore space. This is calculated
by taking the stored mass from Fig. 6.8 and dividing by the reservoir pore volume
multiplied by the CO2 density (710 kg/m
3). For fci around 0.5, the storage efficiency is
approximately 17% at the end of chase brine injection. This is significantly better than
that achieved for aquifer injection using the same reservoir model [95], Chapter 5. The
reason for this is that we have a closed system in a reservoir that allows recycling of
produced CO2.
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Figure 6.10: CO2 volumetric fraction profile for fci = 0.5 at the end of CO2 injection in
three dimensions (left) and two-dimensional cross section across the injection well(right).
Figure 6.11: Oil volumetric fraction profile for fci = 0.5 at the end of CO2 injection in
three dimensions (left) and two-dimensional cross section across the injection well (right).
Fig. 6.13 shows the 3D saturation profile after 30 days of chase brine injection for fci
= 0.5. CO2 accumulates at the top of the reservoir and channels along high permeability
streaks. The chase brine tends to follow the CO2 to trap the vast majority of the injected
solvent very quickly, leaving only a relatively small amount of mobile CO2. After another
20 days chase brine injection (50 days in total), 76.5% of injected CO2 will be trapped,
which is 96.5% of the total mass of CO2 stored in the reservoir.
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Figure 6.12: Trapping efficiency I (left) and II (right) as a function of chase brine injection
time for fci = 0.85, 0.7, 0.6 and 0.5.
Figs. 6.14 and 6.15 show the cumulative oil and CO2 production during SWAG and
chase water injection for fci = 0.7 and 0.5 respectively. Dashed lines separate the pro-
duction during SWAG injection and chase water injection. During chase water injection,
the producers are still producing oil, however the water cut increases rapidly and CO2
production is significantly reduced because CO2 is trapped as an immobile phase by the
fast-moving injected water.
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Figure 6.13: CO2 volumetric fraction profiles for a three-dimensional simulation with an
injected CO2 fractional flow of 0.5: trapped CO2 (top) and mobile CO2 (bottom) showing
both the three-dimensional profile and two-dimensional cross section. 548 days of CO2
and brine injection together is followed by 30 days of chase brine injection. Note that
the chase brine effectively traps the majority of the CO2 near the wellbore and in high
permeability regions.
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Figure 6.14: Cumulative oil and CO2 production during SWAG and chase water injection
when fci =0.7.
Figure 6.15: Cumulative oil and CO2 production during SWAG and chase water injection
when fci =0.5.
6.4 Summary
We have extended streamline-based simulation to study CO2 transport in oil reservoirs.
We can simulate displacement in million-cell models using a standard PC. The simulator
incorporates a state-of-the-art trapping model and relative permeability hysteresis.
Our field-scale simulations have shown that the traditional optimal WAG ratio is not
ideal when both CO2 storage and enhanced oil recovery are important to an injection
scheme. The results indicate that injecting more water than the optimum 1D ratio during
WAG injection will significantly reduce CO2 cycling and store more CO2 in the reservoir.
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The optimal 3D ratio is found to be an injected CO2 fractional flow around 50% in this
case, considering the combination of CO2 stored, oil production and cost (related to the
amount of water injected and produced). Our proposed design criteria is to inject CO2
simultaneously with brine with a SWAG ratio more than the 1D optimal followed by chase
brine injection. Our simulation studies, in a very heterogeneous system, indicate that
more than 75% of the injected CO2 is trapped, or more than 90% of the CO2 underground
is trapped, with an overall storage efficiency of 17%, while the cumulative oil production
is almost twice the production that could be achieved through waterflooding alone.
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Chapter 7
A Case Study of Salt Precipitation
During CO2 Injection
7.1 Introduction
We investigate the effect of salt (halite) precipitation during dry, supercritical CO2 in-
jection using numerical reservoir simulation. In this study, a streamline based simulator
was modified to include the thermodynamic model (after Spycher et al. [104; 105]) for
CO2/water mutual dissolution - see Chapter 4 for the formulation. One-dimensional and
two-dimensional homogeneous and heterogeneous systems were used to study the sensi-
tivity of precipitation to different parameters, which include relative permeability, grid
size and brine salinity. Finally, in our three-dimensional model, based on the geological
model of a CO2 injection site, we constructed a near wellbore fine grid model with almost
1.5 million grid cells. 3D simulation results showed that salt precipitation can be a very
important effect to consider when dry CO2 is injected into a relatively high brine salinity
reservoir. In this reservoir, after only 2 years of CO2 injection, the permeability of the
reservoir may be reduced by about 20 %, which will seriously reduce the injectivity of
the injector and inhibit fluid flow within the reservoir. Treatment to reduce this effect
by injecting water (see Chapter 5 and 6) and future work are discussed.
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7.2 Simulation study
7.2.1 Introduction
One of the important physical mechanisms of CO2 injection into deep saline aquifers is
the mutual dissolution of CO2 and water, which means that CO2 can dissolve in formation
brine and at the same time, formation brine can evaporate into CO2. During the injection
of dry CO2, the salt (mainly halite) will eventually fully saturate the brine causing the
salt to start precipitating as a solid phase (Fig. 7.1). This solid precipitation could
significantly reduce the porosity and permeability of the porous medium. This problem
was first found around producing wells in gas reservoirs where high salinity brine is
present [61]. However, the phenomenon has not been fully studied for CO2 injectors in
CO2 storage operations.
Figure 7.1: Schematic of CO2/water mutual dissolution in porous media, where red is
CO2 in its own phase, blue is brine and white is solid salt.
Therefore, an advanced CO2/water mutual dissolution thermodynamic model was im-
plemented into our streamline code as discussed in Chapter 4. In this chapter, the effects
of salt precipitation during dry, supercritical CO2 injection are demonstrated using the
extended streamline simulator, which starts with 1D and 2D synthetic models and then
2D and 3D simulations on a reservoir model of a CO2 injection site.
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7.2.2 Data summary and analysis
PVT data
Since the ultimate goal of this work is to evaluate the effect of salt precipitation at a
CO2 injection site, data from the same field are used in all the simulations we studied.
Reservoir fluid properties, reservoir conditions and 1D simulation parameters are listed
in Table 7.1. The field site is a relative shallow aquifer in Ketzin Germany, where 0.06 Mt
CO2 will be injected over 2 years. The reservoir structure is an anticline, where CO2 is
injected in its flank. The formation is a deltaic clastic sequence with quartz and feldspar
as main mineral composites. The injection target is a cross-bedded sand between 642
and 700 m in depth.
Reservoir and Fluid Properties
Reservoir temperature 35 ◦ C
Reservoir pressure 7.5 MPa
CO2 density 309 kg/m
3
CO2 viscosity 2.55 ×10−5 Pa.s
Brine density 1134 kg/m3
Brine viscosity 7.93 ×10−4 Pa.s
Brine salinity 22% wt
Salt (NaCl) density 2160 kg/m3
Injection pressure < 8.6 MPa
Injection rate 1 kg/s
Injection time 2 years
1D simulation parameters
Permeability 200 mD
Porosity 0.2
Table 7.1: Summary of reservoir and fluids properties of a CO2 injection field site and
parameters used in 1D simulations.
CO2’s supercritical conditions are 31
◦C, 7.38 MPa. Therefore, for our reservoir con-
ditions, the CO2 is injected just at supercritical conditions. However, since our initial
reservoir condition is quite close to CO2’s supercritical conditions, the approximation of
supercritical (liquid like) CO2 is the largest uncertainty in our simulations. As shown
in Fig. 7.2, near supercritical conditions, especially in the gas and liquid two-phase re-
gion (the envelope shown in the figure), the density changes very dramatically, indicating
that the gaseous CO2 is quite compressible. Therefore, the density difference causes
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uncertainty on the buoyancy forces, which may significantly affect the fluid flow in the
reservoir. Since the pressure within the reservoir will keep increasing (maximum 8.6 MPa)
during injection, in our simulation CO2 is always at supercritical conditions but in the
real operation it may be in the gaseous phase.
Figure 7.2: CO2 density-pressure phase diagram (1bar = 0.1 MPa) [118].
The injection time for all the simulations was 2 years, which is the planned injection
duration for the first phase of this injection field. Due to local regulation and formation
conditions, the injection pressure cannot exceed 8.6 MPa. In the simulations, constant
pressure boundary (7.5 MPa) conditions are applied at the edge of the system to represent
an infinite-acting aquifer, which is similar to the approach used for simulation studies in
the Sleipner CO2 injection project [57] and other similar simulation work by Obi [81].
Spycher et al. [104; 105], developed the thermodynamic model of CO2 and water,
which match experimental data very well. This thermodynamic model was coded up in
our streamline simulator, which was discussed in Chapter 4. Solubility (in mole fraction)
of CO2 in water and water in CO2 at this reservoir’s temperature, 35
◦C as a function of
pressure (0-600 bar) is shown in Fig. 7.3.
The halite mass fraction in the formation brine increases as more water evaporates.
Once the solution becomes saturated, solid salt will appear in the pore space. The mass
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Figure 7.3: H2O mole fraction in CO2 phase (left) and CO2 mole fraction in aqueous
phase (right) (1bar = 0.1 MPa).
fraction of halite in the fully-saturated brine is a function of the formation temperature.
The relationships calculated from Potter et al.’s model are shown in Fig. 7.4 [91].
Figure 7.4: Mass fraction of NaCl in NaCl fully saturated brine at different temperatures.
Porosity and permeability change due to salt precipitation as discussed in Chapter 4.
In the simulation studies, the changes in both horizontal and vertical permeabilities are
updated. However, there is no change considered in relative permeability due to the lack
of experimental data or an appropriate mathematical model in the literature.
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Relative permeability
As there is a lack of relative permeability data from this reservoir, we initially used a
relative permeability, kr, measured in a CO2-water system similar to the Stuttgart forma-
tion [39]. The comparative data was derived for the Viking sandstone, a low permeability
clastic rock. However, as we can see from Fig. 7.5, this data gives an unphysically high
residual water saturation, which corresponds to a very low CO2 relative permeability.
This is a common problem in relative permeability experiments where either gravity
drainage was not considered or the core was not flushed long enough with CO2. For
these reasons, the results from Bennion et al. [10] are still disputed in the special core
analysis community. Another reason for the difficulty of getting CO2-water relative per-
meability is that the current relative permeability relations are built on the assumption
that fluids are immiscible, while CO2 and water are mutually soluble.
Figure 7.5: Drainage relative permeability experimental data from Viking sandstone,
where kro represents the CO2 relative permeability and krw the brine [10].
In order to get a reasonable relative permeability curve, theoretical relative permeability
models were used to fit the experimental data. Among them, the van Genuchten -
Mulaem model [116] for water relative permeability and Corey’s [26] model for CO2
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relative permeability gave the best fit. The equations below are showing these two models
and Fig. 7.6 shows the comparison between experimental data and the theoretical models.
van Genuchten:
krl =

√
S∗{1− [1− (S∗)1/λ]λ}2 Sl < Sls
1 Sl ≥ Sls
(7.1)
where krl is the brine relative permeability, Sls is the maximum brine saturation, Sl is
the brine saturation, Slr is the residual brine saturation, λ defines the curvature of the
relative permeability curves and S∗ = (Sl − Slr)/(Sls − Slr).
Corey’s:
krg =

1− krl Sgr = 0
(1− Ŝ)2(1− Ŝ2) Sgr > 0
(7.2)
where krg is the relative gas permeability, Sgr is the residual gas saturation and Ŝ =
(Sl − Slr)/(1− Slr − Sgr).
Figure 7.6: Relative permeability kr: Viking sandstone experimental data and van
Genuchten (krw) and Corey (krg) functions fit.
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In Fig. 7.6, the line labelled krg-Corey shows the relative permeability of CO2 using the
Corey model and the line labelled krw-van Genuchten shows the relative permeability of
brine using the van Genuchten - Mulaem model, with the following endpoints: Slr = 0.15;
Sls = 1; Sgr = 0.00001; λ = 0.96. The lines labelled krg-Viking and krw-Viking are the
experimental relative permeabilities of CO2 and brine respectively. The van Genuchten
function gives us the best fit of the water relative permeability and the Corey model gives
the best fit of the CO2 relative permeability, thus these corrections were used in all the
simulations.
7.3 Simulation results and discussion
7.3.1 Synthetic model
One-dimensional simulation
As salt precipitation is a near wellbore phenomenon, we used a 2D system in Cartesian
grid to represent a pseudo - 1D radial flow due to the limitation of our simulator which
does not use radial grids. We used a very fine-grid 2D system (50 m × 50 m square with
100×100×1 grid blocks) with grid block dimensions of 0.5 m×0.5 m×16 m in the x, y
and z directions respectively, as shown in Fig. 7.7. An injector was placed at the centre
of the system and the simulation was run for 2 years.
After only 2 years of injection, the absolute permeability drops by as much as 8.8%
due to the decrease in porosity, see Figs. 7.8 and 7.9. The solid salt volumetric frac-
tion is defined as the volume of the solid salt divided by the pore volume, while the
permeability reduction is calculated as the difference between the new permeability and
initial permeability divided by the initial permeability. Simulations using our streamline
simulator show that salt precipitation is a near-wellbore phenomenon. In this case, salt
starts precipitating after 370 days of dry CO2 injection.
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Figure 7.7: Schematic of the grid with the injector at the centre. The actual grid is 20
× 20 times finer than it showing in the figure.
It is also interesting to see that the salt gradually precipitates. The streamline code
attributes the porosity change to the solid phase, which results in the reduction of pore
space, while the saturation is only attributed to the non-solid phase. Mass conservation
is solved for CO2, pure water and salt, thus as the pore space is reduced and the CO2
injection rate remains the same, CO2 saturation increases ever so slightly instead of
the traditional piston like saturation profile of the non-wetting phase (see Fig. 7.10).
The increase of dry CO2 continues to vaporise the water in the brine, causing halite to
precipitate.
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Figure 7.8: Solid salt volumetric fraction as a function of distance from 1.25 years to 2
years. Injector is at distance 0.0.
Figure 7.9: Absolute permeability reduction as a function of distance from 1.25 years to
2 years. Injector is at distance 0.0.
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Figure 7.10: CO2 saturation as a function of distance away from injector from 1.25 years
to 2 years.
Two-dimensional homogenous simulation
Gravity effects are applied to the two pseudo 2D models with 10 layers and 32 layers
respectively, having a total thickness of 16 m. In the x-y direction, same as the pseudo
- 1D system, there are 10,000 grid blocks (100×100) with grid block dimensions of 0.5
m×0.5 m in x and y directions respectively (also see Fig. 7.7), while the grid thickness is
1.6 m for the 10 layer model and 0.5 m for the 32 layer model. An injector was placed at
the centre of the system perforated in all layers. The solid salt volumetric fraction and
absolute permeability reduction for both of the cases are shown in Fig. 7.11 below.
Fig. 7.11 shows that the salt precipitation is greatest near the wellbore. Although both
of the cases have solid salt up to 7 m from the wellbore, the finer-grid model exhibits
more halite precipitation at the top of the system. When gravity is important, buoyancy
forces will drive the CO2 to the top of the system. The higher the CO2 saturation,
the more salt that will be precipitated. Note that the salt precipitation front does not
differ greatly in the top and bottom layers. The salt precipitation not only reduces the
horizontal permeability, but also the vertical permeability. The vertical permeability
reduction affects the ability of CO2 to migrate upwards. Also, the bottom layers have
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Figure 7.11: Comparison of permeability reduction (%) and solid salt saturation distrib-
ution between the model with 10 layers (left) and model with 32 layers (right). In both
of the cases, solid salt can be found 7 meters away from the injector, but the case with
more layers shows more severe salt precipitation at the top of the system.
a slightly higher pressure than the top layers. Since the solubility of water into CO2
changes dramatically at lower pressures, see also Fig. 7.3, as little as a 1 bar (0.1 MPa)
difference could result in a large difference of water solubility in CO2 over our pressure
range (7.5 MPa - 8.6 MPa).
Fig. 7.12 shows that water vaporisation is also a pressure dependent process. The
higher the pressure in the system, more water that can be vaporised by the dry CO2 and
more salt precipitated. Therefore, the balance between pressure difference and buoyancy
forces controls the amount of salt precipitated. This phenomenon is more obvious in the
heterogeneous system, which is explained in the following sections.
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Figure 7.12: Comparison of CO2 saturation and pressure distribution in the near wellbore
region between the model with 10 layers (left) and model with 32 layers (right). Note
that the pressure fields of this two cases do not have significant difference, while the 32
layer system (right) has a larger CO2 saturation at the top of the reservoir, which causes
more salt precipitation.
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Two-dimensional heterogeneous simulation
CO2 injection was then tested in a heterogeneous system based on the geological struc-
ture of the Stuttgart formation [61]. A schematic of the geology in the vertical direction
is shown in Fig. 7.13 below and the grid in the x-y direction is the same as in the
homogeneous system.
Figure 7.13: Schematic of the 2D heterogeneous system. The yellow layers represent sand
bodies. The gray layers are shale layers between sand bodies, on the top and bottom.
Porosities and permeabilities for each layer are labelled in the figure.
The system has 5 layers in the z direction and called case (a). The sand bodies were
then refined further to study the effect of gravity and grid sensitivity and called in case
(b). Case (b) has in total 16 layers in the y direction (each 1 m thick) so that buoyancy
effects could be analyzed within the two main sand bodies. Finally case (c) had in total
32 layers in the y direction (0.5 m thick each), representing once more the two main sand
bodies. Simulation results for the solid salt and CO2 saturation for these three cases are
shown in Figs. 7.14 and 7.15.
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Figure 7.14: Comparison of solid salt volumetric fraction and permeability reduction (%)
in the near wellbore region for the base case (a) left, (b) middle and (c) right. The
fine-grid case (c) has much more salt precipitation than the other cases.
Figure 7.15: Comparison of CO2 saturation in the near wellbore region for the base case
(a) left, (b) middle and (c) right.
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We find that the salt precipitation is much greater in the fine-grid cases than in the
base case (a). This is due to the high numerical dispersion in the coarse grid. This is a
common problem in reservoir simulation where we often try to find the optimal balance
between the number of grid blocks and the computation time. Since the difference in
final solutions between cases (b) and (c) are not significant, one meter layer thickness
was recommended.
In case (a), when the slight pressure difference is excluded, we find higher salt pre-
cipitation in the top layers. Buoyancy forces drive the CO2 upwards and the top layers
are more saturated with CO2 than the bottom sand body in case (a). However, for case
(b) and (c) where the sand body layers were refined, the 2 sand bodies have almost the
same salt saturation fronts. As mentioned before, increased salt precipitation causes a
significant reduction in vertical permeability, which heavily affects the rising of the CO2.
Both case (b) and (c) showed more salt precipitated in the bottom sand body than in
the top sand body near the wellbore, which is due to the slightly higher pressure at the
bottom.
7.3.2 Reservoir model
We use the reservoir model data from the Ketzin project [39]. The original model
obtained was a geological model with the dimensions of 5000 m × 5000 m × 150 m. The
absolute permeability distribution is shown in Fig. 7.16.
Refined near wellbore model
We took a 1000 m × 1000 m × 25 m subsystem in the near wellbore region and further
refined the grid logarithmically. Fig. 7.17 below shows the grid structure in the x-y plane.
From the well (a represented by grid of 0.24 m × 0.24 m), in a 30 m × 30 m region, there
are 100 × 100 grid cells with 0.3 m × 0.3 m grid size. Then, from 30 m to 100 m, there
are 10 × 10 grid cells with 7 m × 7 m grid size. From 100 m to 1000 m, the grid is the
coarsest, with 30 m × 30 m and 30 × 30 grid cells in total. In the z-direction, we took
the perforation interval of 20 m and added 2.5 m shale zones to both the top and bottom
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Figure 7.16: Absolute permeability distribution of the full-field model.
of the system. Therefore, we have 25 layers with 1 m thickness in the z direction, see Fig.
7.17.
Since we down-scaled the original geological model, the permeability and porosity
needed to be refined as well. According to the x, y and z coordinate of the injection
well; the coordinate of each grid centre can be calculated based on the grid dimension.
Then this coordinate can be mapped back to the original geological model to obtain the
permeability and porosity value at this point. The permeability and porosity distribution
in the refined near wellbore model are shown in Fig. 7.18 below.
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Figure 7.17: Schematic of the near wellbore grid refinement in X-Y direction and Z
direction.
Figure 7.18: Horizontal permeability distribution (left) and porosity (right) of the refined
near wellbore model.
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Parameter sensitivity study
We took a 2D slice in the X direction from the middle of the refined 3D reservoir model
to test the effects of salinity and relative permeability on salt precipitation, as they are
controlling parameters to the precipitation process. Fig. 7.19 showed the porosity and
permeability distribution of this 2D slice.
Figure 7.19: Porosity (left) and horizontal absolute permeability (right) distribution of
the 2D slice at the centre of the reservoir.
a) Relative permeability
We compared the simulation results of the relative permeability curve using theoret-
ical functions (van Genuchten model for krw and Corey model for krg) and the Viking
sandstone experimental data, as shown in Fig. 7.20.
Figure 7.20: Comparison of the solid salt saturation and permeability reduction (%)
between the different relative permeability curves (theoretical function (left) and Viking
experiments (right)).
The results demonstrate the importance of relative permeability data. In the exper-
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imental data case the salt front spreads faster, but less salt is precipitated near the
wellbore. This can be explained by comparing the CO2 saturation distribution of the two
relative permeabilities cases at a distance from the wellbore of 44 m, see Fig. 7.21. This
is due to the high residual water saturation in the Viking experiments. This comparison
shows that without an accurate relative permeability curve the effect of salt precipitation
could be dramatically over- or under-estimated.
Figure 7.21: Comparison of CO2 saturation profile at near wellbore 44 m, between dif-
ferent relative permeability curves (theoretical function-left, Viking experiments-right).
b) Brine salinity
Salinity determines the time when the brine reaches the fully saturated condition and
as a consequence controls the time at which the solid salt will start appearing. We tested
the salt precipitation at different initial brine salinities to find the threshold value for our
reservoir conditions.
Fig. 7.22 shows that the threshold for salt precipitation lies at 17% salt mass fraction
in the brine. Several different salinities have been tested. The onset of salt precipitation
and the distance away from the injection point to the solid salt front after 2 years of dry
CO2 injection are listed in Table 7.2 below.
The aquifer salinity was found to be a key parameter. Our simulation results show
that the more saline the brine is, the earlier the salt precipitates and the more area is
impaired near the wellbore. Therefore, the brine salinity of a reservoir has to be known
in order to predict if salt precipitation will affect the injection operation.
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Figure 7.22: Comparison of solid salt distribution for different salinity (in salt mass
fraction).
Salinity Time (days) Distance (after 2 years, m)
22% 290 15
20% 363 9
18% 582 6.3
17.5% 673 3.9
17% 782 1.2
Table 7.2: Precipitation onset and distance to the injection point varies with different
brine salinities.
Three-dimensional simulation results and discussion
As our streamline simulator is not commercial software, the code has limitations on
the type of grid structure it can accept in three dimensions. In this case, active/inactive
cells are used to represent an inclined reservoir. Therefore, there were 1,491,075 cells
(141×141×75) in total of which 497,025 were active cells. Fig. 7.23 shows the changes
of solid salt volumetric fraction profile with time. Fig. 7.24 and Fig. 7.25 show the CO2
saturation distribution and pressure profiles after 2 years of dry CO2 injection.
After one year of dry CO2 injection, Fig. 7.23 shows that solid salt has precipitated
already in a relatively large area near the wellbore. Over time, as more CO2 is injected,
the area of solid salt expands and the solid salt volumetric fraction increases. CO2 is
buoyant and chooses the path of least resistance, which is the high permeability layer at
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the top of the reservoir. Therefore, the salt precipitation progresses towards the top of
the reservoir. Heterogeneity has a great impact on the distribution of salt precipitation.
In this reservoir, after only 2 years dry CO2 injection, permeability near the wellbore
is reduced by 20%. Since incompressible flow is assumed, the simulations might not
give an accurate pressure response in near wellbore region because higher pressure is
expected when including compressibility in the simulations. Therefore, quantitatively,
our simulation results may underestimate the amount of salt precipitated because higher
pressures would result in more water evaporating into the CO2 and hence there would be
greater salt precipitation.
This reservoir is quite shallow with a relatively low pressure and temperature (just above
the CO2 critical point). A deeper saline aquifer could have earlier and more severe salt
precipitation than this reservoir, because the solubility of water in CO2 is pressure and
temperature dependent; the greater the pressure and temperature the larger the solubility
(see Fig. 7.2 and Spycher et al (2005) [105]). The injection rate of this project (0.03
Mt/year) is quite small, compared with the Sleipner project at 1 Mt/year and the higher
injection rate could result in more solid salt precipitated. Therefore, salt precipitation
should be expected during dry CO2 injection in deep saline aquifers. However, since
this is a near wellbore effect, very fine grid blocks in the near wellbore region should be
applied in order to capture this phenomenon.
Treatments to mitigate the salt precipitation effect include fresh water injection before
CO2 injection to reduce the brine salinity in the near wellbore region. It could also be
minimised by applying the injection scheme we proposed in Chapter 5 to inject CO2 and
brine together, which could also improve the CO2 storage efficiency.
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Figure 7.23: Solid salt volumetric fraction distributions during dry CO2 injection at
different times: 1 year, 1.25 yeas, 1.5 years, 1.75 years, 1.875 years and 2 years.
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Figure 7.24: CO2 saturation distribution after 2 years of dry CO2 injection.
Figure 7.25: Pressure field after 2 years of dry CO2 injection.
7.4 Summary
The effects of salt precipitation were studied in 1D and 2D synthetic models and 2D
and 3D reservoir models. Our simulation results show that during dry CO2 injection,
solid salt can precipitate very rapidly in the near wellbore regions and cause up to a 20%
absolute permeability reduction. This will cause a significant decrease to the injectivity
of the well. Brine salinity and relative permeability were shown to be very important
parameters for this phenomenon.
However, this study is mainly for an ongoing CO2 injection project, which has a rel-
atively low pressure and temperature (7.5 MPa, 35◦C) when compared to conventional
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oil and gas reservoirs. As CO2/water mutual dissolution is a temperature and pressure
dependent process, salt precipitation is expected to increase in deeper reservoirs.
Salt precipitation should be considered as an important factor to include in the sim-
ulation of dry CO2 injection, especially in aquifers with a relatively high brine salinity
because of its potential to impair injectivity.
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Chapter 8
Conclusions and future work
8.1 Conclusions
We have extended a streamline based simulator to study CO2 transport in aquifers and
oil reservoirs. We can model displacements in million-cell models using a standard PC
and can capture the reservoir heterogeneity accurately. This makes this simulator a very
useful tool to assess CO2 injection projects. To do this an existing simulator was extended
to incorporate state-of-the-art models of trapping and relative permeability hysteresis
based on pore-scale modelling verified by experimental data. This work also included the
addition to the simulator of mutual dissolution between CO2 and water, with resultant
salt precipitation and consequent permeability and porosity changes. We also applied a
Todd & Longstaff model to represent sub-grid-block viscous fingering. The solution of
CO2 transport in aquifers and oil fields was then verified using 1D analytical solutions.
We then applied this simulator to design CO2 injection strategies in aquifers and oil
reservoirs. We demonstrate our injection scheme by simulating CO2 injection in a highly
heterogeneous million-grid-block model of a North Sea reservoir. The design criteria we
propose below are based on one generic description. Therefore, different behaviour may
be expected for different reservoir structures and depositional environments.
For aquifer injection, we proposed that CO2 and formation brine are injected simul-
taneously followed by chase brine, so that we do not rely on impermeable cap rock to
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contain the CO2. The injection of CO2 and brine together mitigates the mobility contrast
between injected and displaced fluids, leading to higher storage efficiencies than injecting
CO2 alone. The chase brine trapped the CO2 and a relatively short period of injection
is sufficient to trap the vast majority of the CO2; in the examples we studied the chase
brine front moved around ten times faster than the injected CO2. Once trapped the CO2
may slowly dissolve or react, but cannot escape. Our 3D simulation results indicated
that an optimal injection strategy was achieved by injecting the maximum fractional flow
of CO2 where the mobility contrast with the formation brine is favourable, followed by
the injection of at least 25% of the stored mass of CO2 as chase brine. For a plausible
range of trapped saturations this approach will trap the majority of the CO2, providing
long-term storage security. However, our sensitivity studies for different rock wettabil-
ities, different trapping models, and experimental data showed the importance of the
measurement of the correct maximum trapped CO2 saturation to predict the efficiency of
trapping accurately. Again, the conclusions are based on the reservoir model we studied.
We then studied CO2 storage and tertiary recovery in a heterogeneous oilfield. This
field allowed extensive channeling which led to early breakthrough of water and CO2. To
retain the CO2 in the reservoir, we proposed an injection strategy where CO2 and water
are injected simultaneously at a higher WAG ratio (more water) than the 1D optimum
value. Water moves ahead of the CO2, keeping the CO2 at low saturation and relatively
immobile in the reservoir. Where there are concerns over long-term storage security,
a brief period of chase brine injection is sufficient to render more than 90% of the CO2
underground trapped or dissolved with an overall storage efficiency of approximately 17%
for the case we studied.
Our simulator was also applied to an ongoing CO2 injection project to study salt
precipitation during dry CO2 injection. Our simulation results show that during dry CO2
injection, solid salt can precipitate very rapidly in the near wellbore region and cause up
to a 20% reduction in absolute permeability. This may cause a significant decrease in
the injectivity of the well. Brine salinity and relative permeability were shown to be very
important parameters for this phenomenon.
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8.2 Future work
8.2.1 Streamline-based simulation
Incompressible flow is one of our primary assumption in this simulator. However,
CO2 is still slightly compressible, even at supercritical conditions [93]. Therefore, it
is necessary to include compressibility to model the physics more correctly. Cheng et
al.(2006) [24] and Osako and Datta-Gupta (2007) [82] have developed a formulation
to solve for compressible streamline transport. Recent work by Beraldo et al. (2008)
[5] has implemented their work in the same streamline model as this work to solve for
density variations in oil reservoirs. Beraldo et al. (2008) used cumulative streamtube
volume as the distance coordinate to solve for fluid transport instead of time-of-flight,
which stabilized the computation and reduced mass balance errors [5]. Beraldo et al.
(2008) solved the concentrations of different oil compositions in the hydrocarbon phase,
which is similar to our approach to solve for the CO2 concentration in the hydrocarbon
phase. In oil reservoirs, CO2 usually has first contact miscibility with light oil, while the
compressibility of light oil is normally not negligible. Without considering compressibility,
the pressure field might not be predicted accurately, especially in near wellbore region.
Therefore, adding compressibility to solve CO2 transport in aquifers or in oil reservoirs,
will make this code more realistic and applicable to a wide range of cases.
Relative permeability is an important fluid property in reservoir simulation. However,
there has been very limited experiments on CO2/water or CO2/water/oil systems. So
far, most of the simulation studies use oil/water relative permeabilities. There is also a
lack of information on relative permeability changes due to CO2/water mutual dissolution
and salt precipitation. Therefore, further study is required to use more realistic relative
permeability curves and account for relative permeability changes with the development
of a mathematical model based on experiments. Of particular significance is the amount
of CO2 that can be trapped for different displacement histories and for different rock
types and wettability.
In this work, we have verified our simulator by comparing 1D numerical simulation
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with analytical solutions. The analytical solutions included dissolution, but not salt
precipitation. Therefore, 1D numerical simulation with salt precipitation effect should be
compared with analytical solution with salt precipitation when they are constructed.
The geological description is of great importance for the simulation of CO2 storage and
prediction of the long-term fate. A direct method to assess the uncertainty of geological
data on reservoir performance is to simulate the fluid flow in a number of possible reservoir
models and rank the results [63]. Streamline-based simulation can be a very powerful
tool here as it has a rapid computational speed while capturing much of the relevant
physics. Therefore, in the future, this code can be used to assess the impact of geological
uncertainty on the design criteria we proposed.
In this simulator, we applied the Todd&Longstaff model for the mixing of CO2 and
oil, but not for CO2 and brine. There is a need to develop a model, similar to the
Todd&Longstaff model for CO2 and brine to model implicitly the effects of viscous fin-
gering and dissolution at the sub-grid block scale.
8.2.2 Injection design
In this work, the CO2 injection design criteria in both aquifers and oil reservoirs are
only based on the simulation results of the SPE10 case. To verify our proposed injection
scheme, simulations should be conducted in other reservoir descriptions.
Our sensitivity analysis in Chapter 5 also showed that the amount of trapping is very
sensitive to the maximum trapped non-wetting phase saturation. We could extend this
analysis to oilfields. Therefore, as mentioned previously, better experimental data is
required in the future to validate the trapping model. Then, our injection scheme can be
further confirmed.
Last, and most importantly, we would like to apply our injection strategy at field sites,
comparing our simulation predictions with field data derived from production curves,
seismic surveys or other monitoring techniques. In particular, the value of combined brine
and CO2 injection in aquifers could be tested. This idea may prove a useful technique to
improve both storage efficiency and security.
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Appendix A
An example of the input deck for the streamline-based simulator
This version of the streamline-based simulator can simulate waterflooding, API track-
ing, CO2 injection in aquifers, miscible CO2/gas injection in oil reservoirs, dispersion and
diffusion. The common input files are: sim.dat, water.dat, oil.dat, well.dat, history.dat,
initial.dat, initpre.dat, porosity.dat, perm.dat and grid.dat. For the API tracking option,
an extra data file api.dat is required, for CO2 related injection, co2.dat, transport.dat,
fug co2.dat and fug h2o.dat are required and for dispersion and diffusion simulation,
transport.dat is required. An input deck for CO2 injection in aquifers are shown below.
sim.dat
* Method of moving a solution forward (a-analytical solution, n-numerical method).
n
* If n include, courant number (0 to 1)
* 1D solution grid refinement factor
0.8 1
* Type of simulation (API-API tracking, AQU-CO2 injection in aquifers, CNM-miscible
* CO2/gas injection in oil reservoirs, SAL-considering salt precipitation).
AQU
* Type of rock regions(CON-constant rock region, kr-more than 1 rock regions).
CON
* Type of transport process(DISPERSION-dispersion and diffusion simulation, REACTION-
* chemical reaction).
177
REACTION
* Type of trapping (NEW-Spiteri et al.2005’s trapping model and values of α, β and
* γ are required, LAN-Land trapping model and maximum gas saturation Sg,max with
* corresponding maximum trapped gas saturation Sgt,max are required, NOT-no trapping
* considered).
NEW
0.79 0.36 -1
* NX, NY, NZ. Number of grid blocks in each direction.
60 220 85
* Pressure solver to use (ITPACK or AMG)
ITPACK
* Porosity, KX(md), KY(md), KZ(md), DeltaX(m), DeltaY(m), DeltaZ(m). If values
* are zero, data will be read via files porosity.dat, perm.dat and grid.dat.
0.15 0 0 0 106.667 40 2
* Approximate number of total streamlines to launch
200000
* Simulation end time (days)
* Simulation start time - If using restart file
* Simulation dimensionless start time - If using restart file
* Next 4 numbers are for the automin timestep feature
* Max BLK move per time step - set to 0 to disable automin timestep
* Max wave speed anticipated - i.e.: Buckley-Leverett Shock
* First time step size
* Max time step size
10950 0 0 0 0 0 0
* Number of pressure solves from start time to end time
30
* Number of streamline traces per pressure solve
1
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* Number of TOF mappings per new streamline trace
1
* Read restart pressure files if they exist (Y/N)
N
* Do you want to save restart files (Y/N)
N
* Output grid block pressure data at each time step (Y/N)
N
* Output grid block saturation data at each time step (Y/N)
Y 1
* Approximate number of streamlines to output at each time step (MAX=90). If number
* is less than 1, no coordinates will be output
00
* Read initial pressure file if it exits (Y/N). IF Y, initpre.dat is required
N
water.dat
* Water density (kg/m3), viscoty (cp), salt density (kg/m3) and salt molarity
1050 0.5 2160 4.83
* Relative permeabilities (Sw VS. krw). If more than one rock regions, N tables are
* required corresponding to N rock regions.
2.40E-01 1.05E-07
2.90E-01 1.82E-04
3.40E-01 1.12E-03
3.90E-01 3.29E-03
4.40E-01 8.06E-03
4.90E-01 1.59E-02
5.40E-01 3.12E-02
5.91E-01 5.37E-02
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6.41E-01 8.74E-02
6.92E-01 1.26E-01
7.42E-01 2.19E-01
7.95E-01 2.89E-01
8.48E-01 4.02E-01
8.98E-01 5.77E-01
9.49E-01 8.39E-01
1.00E+00 1.00E+00
oil.dat
* Oil density (kg/m3) and oil viscosity (cp) (For API tracking, input 0.0 and api.dat is
* required.)
710 0.06
* Relative permeabilities (So VS. Kro). If more than one rock regions, N tables are
* required corresponding to N rock regions.
0.00E+00 0.00E+00
5.05E-02 1.00E-03
1.02E-01 1.32E-02
1.52E-01 2.68E-02
2.05E-01 4.85E-02
2.58E-01 8.52E-02
3.08E-01 9.88E-02
3.59E-01 1.69E-01
4.09E-01 2.52E-01
4.60E-01 3.29E-01
5.10E-01 4.59E-01
5.60E-01 6.03E-01
6.10E-01 7.12E-01
6.60E-01 8.48E-01
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7.10E-01 9.54E-01
7.60E-01 9.99E-01
well.dat
* Number of wells
2
* Each well has the following 10 entries
* 1. name = 6 characters max
* 2. type = I (injector) P (producer)
* 3. direction = X (horizontal well in x-direction) Y (horizontal well in y-direction) Z
* (vertical well)
* If direction = X then
* 4.-7. LOC1 = istart, LOC2 = iend, LOC3 = jloc, LOC4 = kloc
* IF DIRECTION = Y then
* 4.-7. LOC1 = iloc, LOC2 = jstart, LOC3 = jend, LOC4 = kloc
* IF DIRECTION = Z then
* 4.-7. LOC1 = iloc, LOC2 = jloc, LOC3 = ktop, LOC4 = kbottom
* 8. DW = wellbore diameter in meters
* 9. WF = well angle open to flow (fraction between 0 and 1)
* 10. skin = wellbore skin
INJ1 I Z 1 1 1 85 0.1 1 0
PROD1 P Z 60 220 1 85 0.1 1 0
history.dat
* Well constrain history file
* Each line must the following 9 entries
* 1. time in days
* 2. well name (6 characters)
* 3. constrain name (R-rate,P-pressure,S-shut in)
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* 4. constrain value (m3/day, kPa, null)
* 5. injection phase bring injected (0 to1.0)
* 6. injection phase (1-CO2/gas, 0-water)
* 7. CO2 concentration in injected aqueous phase
* 8. H2O concentration in injected hydrpcarbon phase
* 9. Salt concentration in in injected aqueous phase
* first entry must be time=0 days
0 INJ1 R 1738 0.15 1 60 0.0 0.0
0 PROD1 P 27000 0.0 0.0 0 0.0 0.0
7300 INJ1 R 1500 1.0 0.0 0.0 0.0 0.0
7300 PROD1 P 27000 0.0 0.0 0.0 0.0 0.0
initial.dat, perm.dat, porosity.dat and initpre.dat ’s input follows the grid blocks’
sequence of in X-direction first, then Y-direction and then Z-direction. The extra data
files for CO2 simulations are listed as below.
co2.dat
* CO2 density(kg/m3), viscosity (cp), and mixing parameter in the Todd-Langstaff model
* (0 to 1)
710 0.06 0
transport.dat
* DCF(m3/sec), AlphaL(m), AlphaTH(m), AlphaTV(m). If values are zero, data will be
* read via files diffusion.dat and dispersion.dat. This line is only read when transport
* type is dispersion.
0.0 0.0 0.0 0.0
* Chemical reaction and dispersion related parameters(TEMP(C), CaCO3 density(kg/m3),
* reaction rate, Ea, sm, ph). For CO2 related simulation, only first 3 parameters are read.
80 2650 1.6E-9 0.0 0.0 0.0
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fug co2.dat and fug h2o.dat are CO2 and H2O’s fugacity as a function of pressure
at certain temptation, which are used to calculate dissolution. The calculation of them
can be refer to Spycher et al. 2005 [104]. The input table is pressure VS. fugacity.
183
Appendix B
Construction of 1D analytical solutions
1D analytical solutions of CO2 injection into aquifers with phase partitioning, as shown
in Figs. 5.5 and 5.6 were constructed using the 1D MOC solver developed by LaForce
[85; 95]. For CO2 injection into oil reservoirs, phase partitioning was not considered.
This is therefore, a pure Buckley-Leverett type analysis, the details of which are shown
in Fig. 6.5 and discussed below, where CO2 and brine are injected simultaneously at
fw=0.5 into a residual oil system as a tertiary recovery process [68]. Fig. B-1 shows the
fractional flow curves used for calculation, which is the same as Fig. 6.3.
Figure B-1: Schematic of the construction for the 1D analytical solution to find fluids
velocities.
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As shown in Fig. B-1, when fw=0.5 is injected, the leading CO2 front dimensionless
velocity is the slope of the dashed line connecting the point (1,1) to point a. Point a
is the point at which fw=0.5 on the water/CO2 fractional flow curve as shown by the
horizontal solid line, corresponding to Sw = 0.527. Therefore, the dimensionless velocity
of CO2 front is calculated as:
Vca =
1− 0.5
1− 0.527 = 1.057 (B-1)
Point b is the intersection point of the dash line on the water/oil fractional curve with
a corresponding Sw = 0.516. The mobile oil dimensionless velocity at point b, Vob is the
tangent at point b on the water/oil fractional flow curve and has a value of 21.82. The
mobile oil front is a rarefaction following the water/oil fractional flow curve from point
b to end point c. Point c corresponds to the residual oil saturation (0.471) and has a
corresponding Sw = 0.529.
During chase brine injection, the chase brine dimensionless velocity Vcc, is a shock from
point c to point a as shown by the solid line with the arrow. This line has a slope of
312.5, which is equal to Vcc.
The dimensionless velocities are then converted to distance (m) by the equation below.
D(VD) =
VD × T × qD
φ
(B-2)
where D is distance from injector with the unit of metre, VD is dimensionless velocity
obtained from the fractional flow curve, φ is the porosity, T is injection time in days,
qD is the Darcy velocity with units of m/day, which can be calculated by the equation
below:
qD =
Q
Dy ×Dz (B-3)
where Dy is the grid block size in the y direction with unit of metres, Dz is the thickness
of the grid block in metres and Q is the flow rate with units of m3/day.
Fig. B-2 shows the solution using the analysis above to obtain the 1D saturation profile
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shown in Fig. 6.5.
Figure B-2: Saturation profile corresponding to Fig. 6.5, but with the saturations and
distance corresponding to the solutions constructed from Fig. B-1.
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Appendix C
An example of the input deck for ECLIPSE simulations
The example input deck is for the Scenario 7 in the ‘new prospect’ section. Grid,
permeability and porosity data are not shown here. The other input data are shown
below with the sequence of main data file, initial condition data, PVT data, SCAL data
(kr), well and schedule data and summery data.
main data file
—————————————————————————–
– Office Simulation File (DATA) Data Section Version 2005A Apr 19 2005 –
—————————————————————————–
– – File: RAN-HORIZON2-GASH-ALL(WV)(P)-1 E100.DATA – Created on:
08-Feb-2006 at: 14:41:52 – –
*****************************************************************************
– * WARNING
* – * THIS FILE HAS BEEN AUTOMATICALLY GENERATED.
* – * ANY ATTEMPT TO EDIT MANUALLY MAY RESULT IN INVALID
DATA. * – *****************************************************************************
RUNSPEC
TITLE Maureen Project
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START
1 ’JAN’ 2005 /
FIELD
UNIFOUT
GAS
OIL
WATER
NSTACK
20 /
MISCIBLE
1 20 /
MONITOR
RSSPEC
NOINSPEC
MSGFILE
1 /
DIMENS
188
72 82 30 /
EQLDIMS
1 100 100 1 20 /
REGDIMS
1 1 0 0 /
TABDIMS
1 1 20 20 1 20 20 1 /
WELLDIMS
14 111 3 14 /
GRID
GRIDFILE
2 /
INIT
INCLUDE ‘ran-horizon2-gasH-all(WV)(P)-1 gopp.inc’ /
INCLUDE ‘ran-horizon2-gasH-all(WV)(P)-1 ggo.inc’ /
INCLUDE ‘ran-horizon2-gasH-all(WV)(P)-1 gpro.inc’ /
INCLUDE ‘ran-horizon2-gasH-all(WV)(P)-1 goth.inc’ /
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PROPS
INCLUDE ‘ran-horizon2-gasH-all(WV)(P)-1 pvt.inc’ /
INCLUDE ‘ran-horizon2-gasH-all(WV)(P)-1 scal.inc’ /
REGIONS
INCLUDE ‘ran-horizon2-gasH-all(WV)(P)-1 reg.inc’ /
SOLUTION
INCLUDE ‘ran-horizon2-gasH-all(WV)(P)-1 init.inc’ /
SUMMARY
INCLUDE ‘ran-horizon2-gasH-all(WV)(P)-1 sum.inc’ /
SCHEDULE
INCLUDE ‘ran-horizon2-gasH-all(WV)(P)-1 sch.inc’ /
END
initial condition data
—————————————————————————–
– Office INIT (INIT) Data Section Version 2005A Apr 19 2005 –
—————————————————————————–
– – File: ran-horizon2-gasH-all(WV)(P)-1 init.inc – Created on:
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08-Feb-2006 at: 14:35:44 – –
*****************************************************************************
– * WARNING
* – * THIS FILE HAS BEEN AUTOMATICALLY GENERATED.
* – * ANY ATTEMPT TO EDIT MANUALLY MAY RESULT IN INVALID
DATA. * –
*****************************************************************************
– – OFFICE-INIT-HEADER-DATA – – –
—————————————————————————–
– Office INIT Keywords –
—————————————————————————–
– ECHO – END PVT DATA
———————————————————————–
——– THE REGIONS SECTION DEFINES HOW THE RESERVOIR IS SPLIT INTO
——– REGIONS BY SATURATION FUNCTION, PVT FUNCTION, FLUID IN PLACE
——– REGION ETC.
————————————————————————
——– THE SOLUTION SECTION DEFINES THE INITIAL STATE OF THE SOLU-
TION
——– VARIABLES (PHASE PRESSURES, SATURATIONS AND GAS-OIL RATIOS)
————————————————————————
– DATA FOR INITIALISING FLUIDS TO POTENTIAL EQUILIBRIUM –
DATUM DATUM OWC OWC GOC GOC RSVD RVVD SOLN –
–DEPTH PRESS DEPTH PCOW DEPTH PCOG TABLE TABLE METH EQUIL
– Equilibration Data Specification
8660 3880 8660 0 1* 1* 1* 1* 1* 1* 1*/
ECHO
RPTRST
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– Restart File Output Control
’BASIC=2’ /
– SWITCH ON OUTPUT OF INITIAL SOLUTION
RPTSOL
–Initialisation
Print Output
’PRES’ ’SOIL’ ’SWAT’ ’SGAS’ ’RS’ ’RV’ ’RESTART=1’ ’FIP=1’ /
MESSAGES
– Print and Stop Limits
3* 1000000 5* 1000000 2* /
PVT data
—————————————————————————–
– Office PVTN (PVTN) Data Section Version 2005A Apr 19 2005 –
—————————————————————————–
– – File: ran-horizon2-gasH-all(WV)(P)-1 pvt.inc – Created on:
08-Feb-2006 at: 14:35:44 – –
*****************************************************************************
– * WARNING
* – * THIS FILE HAS BEEN AUTOMATICALLY GENERATED.
* – * ANY ATTEMPT TO EDIT MANUALLY MAY RESULT IN INVALID
DATA. * –
*****************************************************************************
– OFFICE-PVTN-HEADER-DATA – –
—————————————————————————–
– Office PVTN Keywords –
—————————————————————————–
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– ECHO
– – Average values at pressure 3880
– Rs bubb pt. press
– Mscf/stb psia
–
– Constant Rs
–
–RSCONST
–
– Constant Rs
–
– 0.467 2061
–
– PROPS Reporting Options
–
RPTPROPS
–
– PROPS Reporting Options
–
’PVTO’ ’PVDO’ ’PVTW’ ’PVTG’ ’PVDG’ ’DENSITY’ ’GRAVITY’ ’SDENSITY’ ’ROCK’
’ROCKTAB’
/
ECHO
PVDG
–
– Dry Gas PVT Properties (No Vapourised Oil)
–
1210.5 2.558 0.0154
1684.2 1.771 0.0169
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2075.7 1.411 0.0185
2631.6 1.112 0.0211
3105.3 0.96 0.0234
3579 0.859 0.0257
/
–COARSEN
–1 72 1 82 1 30 36 41 15 /
–/
–RPTGRID
– 14*1 /
–GRIDFILE
– 2 /
——– THE PROPS SECTION DEFINES THE REL. PERMEABILITIES, CAPILLARY
——– PRESSURES, AND THE PVT PROPERTIES OF THE RESERVOIR FLUIDS
———————————————————————-
– Pref Bo Oil Comp Oil Visc Viscos
– psia rb/stb 1/psi
PVCDO
–
– Dead Oil PVT Properties
–
3880 1.334 1.078e-005 0.72 0
/
– Particular value for well 2x DST6 analysis
– Pref Bw Cw Vw Cvw
– psia rb/stb 1/psi cP 1/psi
–
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– Water PVT Properties
–
PVTW
–
– Water PVT Properties
–
3880 1.04786 2.86e-006 0.39 0
/
SDENSITY – – Miscible Gas Density –
0.611
/
————————————————————————
– PVT DATA Generated from Eclipse PVT Program
– ECLIPSE 100 DENSITY data
– Surface densities of Oil, Water and Gas:
– oil water gas
– lb/cuft lb/cuft lb/cuft
– Fluid Densities at Surface Conditions
GRAVITY
– Fluid Gravities at Surface Conditions –
30.1 1.05 0.732
/
ECHO
– ROCK COMPRESSIBILITY
– REF. PRES COMPRESSIBILITY
– Rock Properties
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ROCK
3880 2.41e-006
/
ECHO
TLMIXPAR
–
– Todd-Longstaff Mixing Parameters
–
1 1
/
SCAL data
—————————————————————————–
– Office SCAL (SCAL) Data Section Version 2005A Apr 19 2005 –
—————————————————————————–
– – File: ran-horizon2-gasH-all(WV)(P)-1 scal.inc – Created on:
08-Feb-2006 at: 14:35:44 – –
*****************************************************************************
– * WARNING
* – * THIS FILE HAS BEEN AUTOMATICALLY GENERATED.
* – * ANY ATTEMPT TO EDIT MANUALLY MAY RESULT IN INVALID
DATA. * –
*****************************************************************************
– – OFFICE-SCAL-HEADER-DATA – –
—————————————————————————–
– Office SCAL Keywords –
—————————————————————————–
SWFN
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– Water Saturation Functions
0.2 0 15
0.22 0.01 1*
0.3 0.03 4.3
0.4 0.06 2.7
0.5 0.1 2.3
0.6 0.15 1.95
0.7 0.22 1.25
0.75 0.27 0.95
1 1 0
/
SOF2
– Saturation Functions
0.2 0
0.22 0.0013
0.283 0.0201
0.346 0.0604
0.409 0.1215
0.472 0.2031
0.535 0.3049
0.598 0.4267
0.661 0.5683
0.724 0.7295
0.787 0.9103
0.8 0.95
/
well and schedule data
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—————————————————————————–
– Office Schedule (SCHED) Data Section Version 2005A Apr 19 2005 –
—————————————————————————–
– – File: ran-horizon2-gasH-all(WV)(P)-1 sch.inc – Created on:
08-Feb-2006 at: 14:35:44 – –
*****************************************************************************
– * WARNING
* – * THIS FILE HAS BEEN AUTOMATICALLY GENERATED.
* – * ANY ATTEMPT TO EDIT MANUALLY MAY RESULT IN INVALID
DATA. * –
*****************************************************************************
– – Off SCHED Units: ”FIELD”
RPTSCHED
’PRES’ ’SOIL’ ’SWAT’ ’SGAS’ ’FIP=1’ ’WELLS=1’ /
RPTRST
’BASIC=2’ /
– WELL SPECIFICATION DATA
– WELL GROUP LOCATION BHP PI
– NAME NAME I J DEPTH DEFN WELSPECS ’P1’ ’PROD’ 34 41 1* ’OIL’ 9* ’STD’
/ /
WELSPECS ’P2’ ’PROD’ 31 51 1* ’OIL’ 9* ’STD’ / /
WELSPECS ’P3’ ’PROD’ 39 50 1* ’OIL’ 9* ’STD’ / /
WELSPECS ’P4’ ’PROD’ 30 46 1* ’OIL’ 9* ’STD’ / /
WELSPECS ’P5’ ’PROD’ 39 45 1* ’OIL’ 9* ’STD’ / /
WELSPECS ’P6’ ’PROD’ 36 36 1* ’OIL’ 9* ’STD’ / /
WELSPECS ’P9’ ’PROD’ 26 27 1* ’OIL’ 9* ’STD’ / /
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WELSPECS ’I1’ ’INJ’ 18 24 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I2’ ’INJ’ 34 18 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I3’ ’INJ’ 21 39 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I4’ ’INJ’ 48 37 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I5’ ’INJ’ 30 59 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I6’ ’INJ’ 41 58 1* ’WATER’ 9* ’STD’ / /
– COMPLETION SPECIFICATION DATA
– WELL -LOCATION- OPEN/ SAT CONN WELL EFF SKIN D-FACTOR DIREC-
TION
– NAME I J K1 K2 SHUT TAB FACT ID KH X Y
COMPDAT ’P1’ 34 41 1 10 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’P2’ 31 51 1 10 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’P3’ 39 50 1 10 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’P4’ 30 46 1 10 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’P5’ 39 45 1 10 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’P6’ 27 36 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’P6’ 28 36 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’P6’ 29 36 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’P6’ 30 36 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’P6’ 31 36 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’P6’ 32 36 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’P6’ 33 36 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’P6’ 34 36 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’P6’ 35 36 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’P6’ 36 36 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’P9’ 27 27 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’P9’ 28 27 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’P9’ 29 27 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
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COMPDAT ’P9’ 30 27 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’P9’ 31 27 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’P9’ 32 27 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’P9’ 33 27 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’P9’ 34 27 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’P9’ 35 27 10 10 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I2’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I3’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I4’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I5’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I6’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
– PRODUCTION WELL CONTROLS
– WELL OPEN/ CNTL OIL WATER GAS LIQU RES BHP
– NAME SHUT MODE RATE RATE RATE RATE RATE
WCONPROD ’P1’ ’OPEN’ ’ORAT’ 6000 4* 2200 3* / /
WCONPROD ’P2’ ’OPEN’ ’ORAT’ 9000 4* 2200 3* / /
WCONPROD ’P3’ ’OPEN’ ’ORAT’ 7000 4* 2200 3* / /
WCONPROD ’P4’ ’OPEN’ ’ORAT’ 7000 4* 2200 3* / /
WCONPROD ’P5’ ’OPEN’ ’ORAT’ 8000 4* 2200 3* / /
WCONPROD ’P6’ ’OPEN’ ’ORAT’ 8000 4* 2200 3* / /
WCONPROD ’P9’ ’OPEN’ ’ORAT’ 8000 4* 2200 3* / /
WCONINJE ’I1’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I2’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I3’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I4’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I5’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I6’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
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–GCONINJE
–’FIELD’ ’WAT’ ’VREP’ 3* 1.0 /
WECON ’P*’ 350 1* 0.95 2* ’WELL’ 7* /
/
TSTEP 30 /
DATES 1 ’JAN’ 2006 / /
DATES 1 ’JAN’ 2007 / /
DATES 1 ’JAN’ 2008 / /
DATES 1 ’JAN’ 2009 / /
DATES 1 ’JAN’ 2010 / /
DATES 1 ’JAN’ 2011 / /
DATES 1 ’JAN’ 2012 / /
DATES 1 ’JAN’ 2013 / /
DATES 1 ’JAN’ 2014 / /
DATES 1 ’JAN’ 2015 / /
DATES 1 ’JAN’ 2016 / /
WELSPECS ’I1’ ’INJ’ 18 24 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I2’ ’INJ’ 34 18 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I3’ ’INJ’ 21 39 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I4’ ’INJ’ 48 37 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I5’ ’INJ’ 30 59 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I6’ ’INJ’ 41 58 1* ’GAS’ 9* ’STD’ / /
COMPDAT ’I1’ 18 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 19 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 20 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 21 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 22 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 23 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 24 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
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COMPDAT ’I1’ 25 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 26 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 27 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I2’ 34 18 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 19 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 20 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 21 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 22 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 23 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 24 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 25 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 26 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 27 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I3’ 21 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 22 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 23 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 24 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 25 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 26 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 27 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 28 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 29 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 30 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 48 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 47 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 46 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 45 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 44 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 43 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
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COMPDAT ’I4’ 42 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 41 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 40 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 39 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I5’ 30 59 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 58 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 57 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 56 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 55 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 54 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 53 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 52 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 51 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 50 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 58 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 57 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 56 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 55 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 54 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 53 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 52 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 51 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 50 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 49 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
WCONINJE ’I1’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I2’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I3’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I4’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I5’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
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WCONINJE ’I6’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
DATES 1 ’JAN’ 2017 / /
WELSPECS ’I1’ ’INJ’ 18 24 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I2’ ’INJ’ 34 18 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I3’ ’INJ’ 21 39 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I4’ ’INJ’ 48 37 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I5’ ’INJ’ 30 59 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I6’ ’INJ’ 41 58 1* ’WATER’ 9* ’STD’ / /
COMPDAT ’I1’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I2’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I3’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I4’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I5’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I6’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
WCONINJE ’I1’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I2’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I3’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I4’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I5’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I6’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
DATES 1 ’JAN’ 2018 / /
WELSPECS ’I1’ ’INJ’ 18 24 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I2’ ’INJ’ 34 18 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I3’ ’INJ’ 21 39 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I4’ ’INJ’ 48 37 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I5’ ’INJ’ 30 59 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I6’ ’INJ’ 41 58 1* ’GAS’ 9* ’STD’ / /
COMPDAT ’I1’ 18 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 19 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
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COMPDAT ’I1’ 20 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 21 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 22 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 23 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 24 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 25 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 26 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 27 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I2’ 34 18 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 19 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 20 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 21 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 22 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 23 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 24 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 25 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 26 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 27 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I3’ 21 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 22 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 23 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 24 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 25 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 26 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 27 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 28 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 29 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 30 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 48 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
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COMPDAT ’I4’ 47 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 46 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 45 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 44 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 43 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 42 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 41 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 40 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 39 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I5’ 30 59 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 58 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 57 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 56 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 55 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 54 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 53 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 52 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 51 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 50 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 58 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 57 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 56 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 55 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 54 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 53 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 52 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 51 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 50 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 49 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
206
WCONINJE ’I1’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I2’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I3’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I4’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I5’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I6’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
DATES 1 ’JAN’ 2019 / /
WELSPECS ’I1’ ’INJ’ 18 24 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I2’ ’INJ’ 34 18 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I3’ ’INJ’ 21 39 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I4’ ’INJ’ 48 37 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I5’ ’INJ’ 30 59 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I6’ ’INJ’ 41 58 1* ’WATER’ 9* ’STD’ / /
COMPDAT ’I1’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I2’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I3’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I4’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I5’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I6’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
WCONINJE ’I1’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I2’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I3’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I4’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I5’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I6’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
DATES 1 ’JAN’ 2020 / /
WELSPECS ’I1’ ’INJ’ 18 24 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I2’ ’INJ’ 34 18 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I3’ ’INJ’ 21 39 1* ’GAS’ 9* ’STD’ / /
207
WELSPECS ’I4’ ’INJ’ 48 37 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I5’ ’INJ’ 30 59 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I6’ ’INJ’ 41 58 1* ’GAS’ 9* ’STD’ / /
COMPDAT ’I1’ 18 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 19 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 20 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 21 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 22 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 23 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 24 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 25 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 26 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 27 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I2’ 34 18 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 19 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 20 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 21 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 22 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 23 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 24 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 25 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 26 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 27 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I3’ 21 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 22 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 23 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 24 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 25 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 26 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
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COMPDAT ’I3’ 27 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 28 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 29 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 30 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 48 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 47 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 46 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 45 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 44 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 43 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 42 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 41 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 40 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 39 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I5’ 30 59 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 58 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 57 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 56 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 55 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 54 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 53 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 52 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 51 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 50 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 58 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 57 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 56 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 55 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 54 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
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COMPDAT ’I6’ 41 53 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 52 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 51 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 50 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 49 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
WCONINJE ’I1’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I2’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I3’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I4’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I5’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I6’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
DATES 1 ’JAN’ 2021 / /
WELSPECS ’I1’ ’INJ’ 18 24 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I2’ ’INJ’ 34 18 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I3’ ’INJ’ 21 39 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I4’ ’INJ’ 48 37 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I5’ ’INJ’ 30 59 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I6’ ’INJ’ 41 58 1* ’WATER’ 9* ’STD’ / /
COMPDAT ’I1’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I2’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I3’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I4’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I5’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I6’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
WCONINJE ’I1’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I2’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I3’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I4’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I5’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
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WCONINJE ’I6’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
DATES 1 ’JAN’ 2022 / /
WELSPECS ’I1’ ’INJ’ 18 24 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I2’ ’INJ’ 34 18 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I3’ ’INJ’ 21 39 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I4’ ’INJ’ 48 37 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I5’ ’INJ’ 30 59 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I6’ ’INJ’ 41 58 1* ’GAS’ 9* ’STD’ / /
COMPDAT ’I1’ 18 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 19 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 20 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 21 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 22 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 23 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 24 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 25 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 26 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 27 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I2’ 34 18 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 19 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 20 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 21 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 22 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 23 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 24 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 25 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 26 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 27 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I3’ 21 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
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COMPDAT ’I3’ 22 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 23 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 24 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 25 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 26 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 27 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 28 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 29 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 30 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 48 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 47 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 46 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 45 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 44 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 43 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 42 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 41 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 40 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 39 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I5’ 30 59 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 58 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 57 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 56 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 55 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 54 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 53 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 52 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 51 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 50 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
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COMPDAT ’I6’ 41 58 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 57 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 56 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 55 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 54 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 53 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 52 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 51 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 50 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 49 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
WCONINJE ’I1’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I2’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I3’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I4’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I5’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I6’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
DATES 1 ’JAN’ 2023 / /
WELSPECS ’I1’ ’INJ’ 18 24 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I2’ ’INJ’ 34 18 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I3’ ’INJ’ 21 39 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I4’ ’INJ’ 48 37 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I5’ ’INJ’ 30 59 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I6’ ’INJ’ 41 58 1* ’WATER’ 9* ’STD’ / /
COMPDAT ’I1’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I2’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I3’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I4’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I5’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I6’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
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WCONINJE ’I1’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I2’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I3’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I4’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I5’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I6’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
DATES 1 ’JAN’ 2024 / /
WELSPECS ’I1’ ’INJ’ 18 24 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I2’ ’INJ’ 34 18 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I3’ ’INJ’ 21 39 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I4’ ’INJ’ 48 37 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I5’ ’INJ’ 30 59 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I6’ ’INJ’ 41 58 1* ’GAS’ 9* ’STD’ / /
COMPDAT ’I1’ 18 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 19 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 20 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 21 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 22 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 23 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 24 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 25 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 26 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 27 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I2’ 34 18 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 19 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 20 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 21 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 22 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 23 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
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COMPDAT ’I2’ 34 24 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 25 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 26 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 27 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I3’ 21 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 22 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 23 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 24 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 25 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 26 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 27 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 28 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 29 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 30 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 48 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 47 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 46 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 45 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 44 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 43 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 42 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 41 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 40 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 39 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I5’ 30 59 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 58 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 57 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 56 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 55 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
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COMPDAT ’I5’ 30 54 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 53 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 52 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 51 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 50 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 58 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 57 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 56 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 55 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 54 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 53 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 52 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 51 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 50 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 49 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
WCONINJE ’I1’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I2’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I3’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I4’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I5’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I6’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
DATES 1 ’JAN’ 2025 / /
WELSPECS ’I1’ ’INJ’ 18 24 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I2’ ’INJ’ 34 18 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I3’ ’INJ’ 21 39 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I4’ ’INJ’ 48 37 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I5’ ’INJ’ 30 59 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I6’ ’INJ’ 41 58 1* ’WATER’ 9* ’STD’ / /
COMPDAT ’I1’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
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COMPDAT ’I2’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I3’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I4’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I5’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I6’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
WCONINJE ’I1’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I2’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I3’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I4’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I5’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I6’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
DATES 1 ’JAN’ 2026 / /
WELSPECS ’I1’ ’INJ’ 18 24 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I2’ ’INJ’ 34 18 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I3’ ’INJ’ 21 39 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I4’ ’INJ’ 48 37 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I5’ ’INJ’ 30 59 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I6’ ’INJ’ 41 58 1* ’GAS’ 9* ’STD’ / /
COMPDAT ’I1’ 18 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 19 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 20 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 21 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 22 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 23 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 24 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 25 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 26 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 27 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I2’ 34 18 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
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COMPDAT ’I2’ 34 19 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 20 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 21 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 22 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 23 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 24 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 25 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 26 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 27 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I3’ 21 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 22 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 23 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 24 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 25 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 26 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 27 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 28 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 29 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 30 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 48 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 47 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 46 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 45 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 44 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 43 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 42 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 41 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 40 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 39 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
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COMPDAT ’I5’ 30 59 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 58 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 57 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 56 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 55 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 54 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 53 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 52 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 51 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 50 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 58 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 57 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 56 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 55 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 54 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 53 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 52 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 51 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 50 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 49 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
WCONINJE ’I1’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I2’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I3’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I4’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I5’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I6’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
DATES 1 ’JAN’ 2027 / /
WELSPECS ’I1’ ’INJ’ 18 24 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I2’ ’INJ’ 34 18 1* ’WATER’ 9* ’STD’ / /
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WELSPECS ’I3’ ’INJ’ 21 39 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I4’ ’INJ’ 48 37 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I5’ ’INJ’ 30 59 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I6’ ’INJ’ 41 58 1* ’WATER’ 9* ’STD’ / /
COMPDAT ’I1’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I2’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I3’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I4’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I5’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I6’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
WCONINJE ’I1’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I2’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I3’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I4’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I5’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I6’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
DATES 1 ’JAN’ 2028 / /
WELSPECS ’I1’ ’INJ’ 18 24 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I2’ ’INJ’ 34 18 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I3’ ’INJ’ 21 39 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I4’ ’INJ’ 48 37 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I5’ ’INJ’ 30 59 1* ’GAS’ 9* ’STD’ / /
WELSPECS ’I6’ ’INJ’ 41 58 1* ’GAS’ 9* ’STD’ / /
COMPDAT ’I1’ 18 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 19 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 20 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 21 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 22 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 23 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
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COMPDAT ’I1’ 24 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 25 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 26 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I1’ 27 24 20 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I2’ 34 18 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 19 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 20 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 21 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 22 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 23 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 24 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 25 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 26 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I2’ 34 27 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I3’ 21 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 22 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 23 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 24 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 25 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 26 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 27 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 28 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 29 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I3’ 30 39 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 48 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 47 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 46 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 45 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 44 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
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COMPDAT ’I4’ 43 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 42 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 41 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 40 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I4’ 39 37 30 30 ’OPEN’ 0 1* 0.333 3* ’X’ 1* / /
COMPDAT ’I5’ 30 59 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 58 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 57 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 56 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 55 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 54 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 53 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 52 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 51 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I5’ 30 50 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 58 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 57 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 56 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 55 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 54 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 53 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 52 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 51 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 50 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
COMPDAT ’I6’ 41 49 30 30 ’OPEN’ 0 1* 0.333 3* ’Y’ 1* / /
WCONINJE ’I1’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I2’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I3’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I4’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
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WCONINJE ’I5’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
WCONINJE ’I6’ ’GAS’ ’OPEN’ ’BHP’ 2* 5500 3* / /
DATES 1 ’JAN’ 2029 / /
WELSPECS ’I1’ ’INJ’ 18 24 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I2’ ’INJ’ 34 18 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I3’ ’INJ’ 21 39 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I4’ ’INJ’ 48 37 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I5’ ’INJ’ 30 59 1* ’WATER’ 9* ’STD’ / /
WELSPECS ’I6’ ’INJ’ 41 58 1* ’WATER’ 9* ’STD’ / /
COMPDAT ’I1’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I2’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I3’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I4’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I5’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
COMPDAT ’I6’ 2* 20 30 ’OPEN’ 0 1* 0.333 5* / /
WCONINJE ’I1’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I2’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I3’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I4’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I5’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
WCONINJE ’I6’ ’WATER’ ’OPEN’ ’RATE’ 18000 1* 5500 3* / /
DATES 1 ’JAN’ 2030 / /
DATES 1 ’JAN’ 2031 / /
END
summary data
—————————————————————————–
– Office Summary (SUM) Data Section Version 2005A Apr 19 2005 –
—————————————————————————–
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– – File: ran-horizon2-gasH-all(WV)(P)-1 sum.inc – Created on:
08-Feb-2006 at: 14:35:44 – –
*****************************************************************************
– * WARNING
* – * THIS FILE HAS BEEN AUTOMATICALLY GENERATED.
* – * ANY ATTEMPT TO EDIT MANUALLY MAY RESULT IN INVALID
DATA. * –
*****************************************************************************
– FAQR FGIR FGIT FGOR FGPR FGPT FOE FOE FOEIW FOPR FOPT FPR FVIR
FVPR FWCT FWIR RPTONLY RUNSUM SEPARATE WBHP / WGOR / WMCTL /
WOPR / WOPT / WWCT / WWIR / WWPR / PSSSO PSSSG FGIPG FGIPL PSSSW
—————————————————————————–
– End of Office Summary (SUM) Data Section –
—————————————————————————–
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