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ABSTRACT
Detection and recognition of objects in images is one of the most impor-
tant problems in computer vision. In this thesis we adhere to a traditional
bottom–up detection and recognition framework, where the objects are first
localized with a sliding window detector before being identified. We make
multiple contributions along this path. All of the contributions pertain to
the central theme of local image features.
We demonstrate improved object detection performance with our proposed
feature extraction process, which generalizes the traditional feature extrac-
tion methodology of pooling atomic appearance information (e.g., image gra-
dients) around pixels in localized histograms. In addition, we propose a
method to fuse two types of information sources in a locally discriminative
manner by leveraging local class-dependent correlations.
For the recognition task, we adopt a state–of–the–art metric learning
method and modify it to handle unknown identities.
Lastly, the computational improvements achieved through leveraging par-
allelism are brought together by the Vision Video Library (ViVid), which we
release as open source to the research community.
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CHAPTER 1
INTRODUCTION
Representing visual information is one of the fundamental problems of com-
puter vision. Generally the choice of representation is a significant factor af-
fecting the practical performance of algorithms. In recent years, several types
of image representations have emerged as popular choices in the computer
vision research community; these include, Gabor filters [1], Local Binary
Patterns (LBP [2]), and image gradients [3].
Perhaps the most well known image descriptor is the Scale Invariant Fea-
ture Transform (SIFT [3]), a two–step feature representation based on finding
affine and scale invariant key-points in an image and locally pooling the gra-
dient information around them. The practical success of SIFT has prompted
many variants of the local gradient pooling approach. Histograms of Ori-
ented Gradients (HOG [4]) descriptor is a variant of SIFT that does not
use affine invariant interest points. Instead, HOG computes histograms of
gradient orientations within each rectangle on a dense, regular grid in order
to capture locality information, which results in a very good performance
for detecting rigid objects. Gradient Location and Orientation Histogram
(GLOH [5]) makes use of log polar bins to introduce better description of the
content surrounding the interest region. Another variant is the PCA-SIFT
[6] descriptor, which projects local gradient information of a square patch
onto a low dimensional subspace spanned by the eigenvectors corresponding
to the principal components of highest value.
The widespread adoption of gradient information has several justifications.
Gradients are invariant to constant shifts in grayscale values around the
pixel. Further, evidence from investigating the visual system of primates
and humans revealed the presence of neurons that are highly sensitive to
register gradients of specific orientations and locations in the visual field [7].
It is suggested that this local pooling of gradient information is an important
contributor to affine invariant recognition properties of our visual systems
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[8]. In this thesis we ask the question whether a set of local descriptors
with more descriptive information than image gradients can be found. We
build a representation, whose atomic building blocks are grayscale invariant
and normalized patch exemplars. Similar to gradient filters, these patch
exemplars have very small support and have zero mean, preserving the affine
and constant illumination invariance properties of the gradient filters. We
test our proposed representation in an object detection setting and report
favorable results in challenging datasets.
It is probably impossible to find an image representation that suits all
needs [9]. As demonstrated in large scale visual classification challenges such
as ImageNet [10] and Pascal–VOC [11], combined utilization of different fea-
ture modalities yields superior results. In Chapter 3, within a sliding window
classifier object detection setting, we investigate the correlations of descrip-
tors that are from different modalities but are spatially close within the
sliding window. We show that by finding simultaneous projection directions
in which the projected feature descriptors obtain an ordering that respects
the class label, we can produce an augmented feature representation that im-
proves over the performance of naive concatenation of features with different
modalities.
In Chapter 4, we approach the within–category recognition problem in
the context of recognizing pedestrians. Through adopting a metric learning
framework, we demonstrate good within–category recognition performance
using local feature representations. One of our proposed innovations re-
places the local penalty in the cost function of metric learning with a uniform
penalty over the sample set. This allows us to learn a metric that is suitable
for making rejection decisions on queries that do not have a match in the
target dataset.
The proposed feature representation in Chapter 2 increases discriminative
performance at the cost of additional computational load. Fortunately, the
computational pattern of the feature representation consists of a lot of arith-
metic operations with high data locality. This pattern maps to the strengths
of graphical processing units (GPUs) very favorably. In Chapter 5, we de-
scribe GPU algorithms that yield a generous increase in performance with
respect to the CPU algorithms.
2
CHAPTER 2
A LEARNING FRAMEWORK FOR LOCAL
FEATURES
2.1 Introduction
Carefully engineered, gradient-based patch descriptors, such as HOG [12] and
SIFT [3], have become a staple of computer vision algorithms. Object detec-
tion, image classification, registration, and many other applications benefit
from local descriptors that enable robust correspondence. Due to their im-
portance, much research has gone into exploring variations on the feature
representations, normalization, and pooling of HOG and SIFT. Most efforts
take the simple gradient as the basic building block.
This work demonstrates that replacing gradient filters with a set of more
general, learned filters leads to major improvement in object detection and
interest point matching. The filters are small (i.e., 3× 3) which makes them
robust against affine transformations. Furthermore they are constrained to
be zero–mean and unit–norm, encoding the intuition that contrast is most
informative. The filters are learned by the proposed K–medoids clustering
method with a cosine similarity (or absolute cosine) on d × d patches that
are sampled with a bias favoring high-contrast patches. Local descriptors are
created by summing the filter responses within a small cell (e.g., 8× 8) and
applying L1–sqrt normalization. Our experiments support the importance of
these details, and we validate the general utility of our descriptor on several
datasets. On INRIA–Pedestrian, our descriptors outperform HOG with a
50% reduction in miss rate. By replacing HOG with our descriptor in the
latest Felzenszwalb et al. detectors [13], we improve results in PASCAL VOC
2007 for 15 out of 20 categories.
A key advantage of the proposed descriptor is that it can be directly inte-
grated into existing learning frameworks using similar block descriptors such
as [14] or multilevel pyramid–like representations (e.g., [15], [16]).
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In this chapter we will give a brief background of relevant image repre-
sentations, followed by a description of the filter learning process and an
explanation of the relation to HOG and SIFT. We will briefly touch on the
implementation details for efficient computation, which will be expanded in
Chapter 5. The experiments illustrate how to apply our representation to ob-
ject detection and interest point matching. We validate the design decisions
and demonstrate state-of-the-art performance on several datasets. Finally,
we conclude with a discussion of directions for further evaluation and devel-
opment.
2.2 Background
Efficient and robust representations of visual data are of major interest in
vision research and generally are one of the most important factors defining
the ultimate performance of algorithms. Simple wavelet–like filters, which
have shown very good performance in face [17] and pedestrian detection [18],
are one of the early examples of descriptors with both efficient computation
and high discriminative performance. When the contours of the object can
be successfully extracted, as with Shape Contexts of Belongie et al. [19],
a histogram of edge points, with log polar bins around the center of the
object, have shown good performance in matching and recognition. Ahonen
et al. [2] proposed binary representations of intensity changes around pixels
as a representation of local texture. The so–called Local Binary Patterns
are especially useful in applications where the texture is the main source of
information.
The most relevant type of representation to this work is the histogramming
of gradient orientations, which is inspired by Scale Invariant Feature Trans-
form (SIFT [3]), which was originally intended for resolving the problem of
keypoint correspondence. Many variants, such as PCA–SIFT [6] and Speed
Up Robust Features [20], have been proposed, improving on computational
efficiency. Some modifications to the binning strategy of SIFT have demon-
strated better affine and rotation invariance properties (e.g., Daisy descriptor
[21]). Furthermore, densely sampled variants of SIFT with no alignment for
orientation have been proven very useful for detection of objects with rea-
sonably rigid part configurations [12, 22].
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Recently, there has been interest in optimizing feature representations
through learning. LeCun et al. [23] have pioneered use of convolutional
neural networks for bottom–up learning of object detectors, where the first
learned layer consists of patch level filters. Dictionary based image represen-
tations can also be improved through iterative subgradient methods [24] or
through sparse coding [25]. However, such dictionary optimization methods
are difficult to apply in low level representations because of non–convexities
introduced through the use of various heuristics such as block-normalization
of histograms, max-clipping of bins and weighted histogramming. Further-
more, learning based methods tend to yield object or task specific represen-
tations, whereas the representation proposed in this work is general.
2.3 Overview
We propose a new feature transformation for encoding local blocks of image
information for discriminative purposes. Inspired by block-descriptors such
as HOG and SIFT, multiple local histograms of appearance information are
grouped and normalized together to form a local descriptor. The key dif-
ference from the aforementioned feature transformations is that the locally
pooled appearance information is not orientation histograms, but rather a
less restricted set of “snippets” of appearance, which we will call the patch
appearance dictionary (PAD).
2.3.1 Patch Appearance Dictionary
We propose to replace the gradient orientations with general filters, which
can be directly extracted from empirical data and thus can better capture
the statistical properties of the underlying visual structures.
The first step is to define a vocabulary of image patches through cluster-
ing. Staying faithful to gradient based image representations, we define the
similarity measure in the space of d× d image patches to be the dot product
of vectorized representations of the image patches:
s(pi,pj) = p
T
i pj, (2.1)
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where i and j denote the pixel indexes and p is the vectorized representation
of a d× d patch.
Dot product as the similarity measure is frequently utilized in the docu-
ment retrieval research under the term “cosine similarity” and is tied nat-
urally to the popular variant of the k-means algorithm known as spherical
k-means [26], which groups points based on their cosine similarity. This
method is different from regular k-means because the underlying probabil-
ity distribution of the points is no longer assumed to be mixture of k unit
variance Gaussians, and furthermore, as the name implies, spherical k-means
produces clusters on the unit hypersphere.
However, spherical k-means cannot be applied directly to build represen-
tations of local image patches, because unlike word frequency histograms
used in document retrieval, convolving the clustered patches with an image
does not necessarily produce positive or 0 responses. Hence the cosine sim-
ilarity is not guaranteed to be positive in all cases. This difference in data
domain does not affect the convergence of the spherical k-means clustering
algorithm because the objective function is still bounded, but presents the
practical question whether an image patch is more similar to a patch with 0
or a small positive correlation value than a patch with a very high negative
correlation (e.g., its contrast negative). Another way of thinking about this is
whether one prefers the representation to be contrast sensitive or insensitive.
In the former case, cosine similarity shall be used, while for the latter taking
the absolute value of the cosine similarity is appropriate. Using the abso-
lute cosine similarity is equivalent to assuming that for gradients with the
same orientation, the direction of dark-to-bright transition is not important
(Figure 2.1). In the case of pedestrian detection, Dalal and Triggs [12] have
shown that the direction of the contrast change is not relevant in detection of
objects with widely varying appearance such as pedestrians standing against
arbitrary backgrounds. Unless otherwise noted, we will assume the use of
absolute cosine similarity in the rest of the thesis.
In order to cluster image patches with absolute cosine similarity, we pro-
pose a modified spherical k-means algorithm using sample medoids as op-
posed to sample means. The spherical k-medoids algorithm is summarized
in Algorithm 1. The main motivation for using medoids instead of means is
the lack of definition for a meaningful center of mass of points when using
cosine similarity (Figure 2.2). However an additional advantage is obtained
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a) b) c)
Figure 2.1: Illustrated are three 128× 128 grayscale patches. Patch (b) is
the negative of patch (a) and patch (c) is the 90◦ rotated version of (b). All
patches are normalized to have magnitude equal to 1.0. The cosine
similarity between patches (a) and (b) is -1.0, while absolute cosine
similarity between them is 1.0. Both of their cosine similarities to patch (c)
are 0.
in terms of speed. Since the solution has to be a subset of initial points, the
local minima are quite stable. This leads to quick convergence in practice. In
our experience, we have found that the algorithm with 1 million initial points
quickly converges to a local minimum within 10–20 iterations regardless of
k.
Algorithm 1 spherical k-medoids clustering
Input: Set of exemplar points with unit norm to be clustered:
χ = {x1,x2, . . . ,xn}
Initialize K cluster centers M = {m1, . . . ,mk} by selecting K samples from
the set χ [27].
Initialize clustering fitness: C = 0
while 4C > 0 do
For each xi set yi = argmaxk | xTi mk |
Update each cluster k:
mk ← argmaxxi
∑
j I(k − yj) | xTi xj |
C ←∑i∑k I(k − yi) | xTi mk |
end while
Similar to the well known k-means algorithm, the first step in the outer
loop associates each exemplar with the maximally similar cluster center. In
the second step, for each cluster, the exemplar that is most similar to all other
exemplars assigned to the same cluster is chosen as the new cluster center.
Again, similar to k-means, k-medoids is also sensitive to initialization. In
order to remedy the effect of bad initialization, we pick the initial k centers
using a maximum dissimilarity criterion analogous to the k-means++ method
7
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Figure 2.2: Presented are two groups of points on the unit circle (Group 1
(green) and Group 2 (blue)). According to absolute cosine similarity, they
can be seen as forming one tight cluster, whereas under cosine similarity
there would be two clusters. In both cases, however, means of the points
will not lie on the unit circle and may end up further away from both
clusters when projected back on to the unit sphere. Medoids provide a
more stable alternative for determining exemplars for each clusters.
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[27].
The training set for dictionary learning is collected from a set of natural,
grayscale images. In our experiments we limited the size of this collection of
patches to be around one million, which seems to produce clusters with good
variety. Appearance prior of image patches in natural images is not uniform.
Smooth structures such as uniform patches or ramp discontinuities comprise
most types of patches. Unfortunately, from a discriminative standpoint such
patches are rarely interesting. Patches at shape discontinuities with sharp
edge content are far more useful from a discriminative standpoint. Thus
for dictionary learning, we perform a biased sampling of image patches to
form the set of exemplars. The probability of the patch being sampled as
an exemplar is proportional to the strength of the pixel intensity contrast
within the patch:
P
(pi)
sampling ∝ ‖pi − µ(pi)‖ , (2.2)
where µ(pi) denotes the average pixel intensity within the patch pi.
The modeling properties of the learned dictionaries can be readily observed
in Figure 2.3. With a learned dictionary size of 100 codewords (see Figures
2.4 and 2.5 for an example visualization), only less than 10% of randomly
sampled patches do not have a cluster center, whose dot product with the
patch is at least 80% of the patch magnitude. Also, the dictionary trained
with bias–sampled data is slightly better at modeling than the dictionary
trained with uniformly sampled patches. The effect of the biased sampling
becomes more apparent in Figure 2.6, where the same experiment in Figure
2.3 is repeated on bias–sampled data.
The modest gap of 100 item dictionaries with the HOG dictionary (Sec-
tion 2.3.2) is not surprising because, as the number of dictionary items ap-
proaches infinity, all patches should have an arbitrarily close dictionary neigh-
bor. However, even a trained dictionary of 9 items, where the size is equal to
the HOG dictionary, is still able to demonstrate significantly better modeling
performance.
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Figure 2.3: Visualization of patch modeling accuracy of representations.
Each curve shows the percentage of randomly sampled patches for which
there is at least one dictionary item, whose cosine similarity is at least the
value on the vertical axis.
Figure 2.4: Visualization of a patch dictionary of 3× 3 patches learned
using spherical k-medoids. The dictionary contains 100 elements and the
elements are ordered by the frequency with which appear in the training
set, with the most frequent dictionary item being on the top left and the
least frequent on the bottom right. The most frequent patches appear to be
horizontal and vertical boundary segments followed by diagonal boundaries
and line-like shapes. Corner–like and point–like segments make up the rest
of the words.
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Figure 2.5: Interpolated versions of patches in Figure 2.4 (for viewing
convenience).
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Figure 2.6: Same visualization as in Figure 2.3, except the modeling
accuracy is measured on the set of patches which are sampled with bias
(i.e., high contrast patches). The dictionary trained on biased data has the
better modeling power.
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2.3.2 Connection to Gradient Orientations
Gradient histogram based feature transformations can be thought of as dic-
tionary based representations of local image patches. To illustrate this, note
that image gradient orientations are computed through measuring the re-
sponses of two filters: hx and hy corresponding to horizontal and vertical
gradient filters. Equation 2.3 shows an example pair of commonly used gra-
dient filters.
hy =
0 −1 00 0 0
0 1 0
 , hx =
 0 0 0−1 0 1
0 0 0
 . (2.3)
Let h
(pj)
x be the response of the filter hx centered at the pixel pj. The
gradient orientation for the interval [−90◦, 90◦] at pixel pj is given by:
tan−1
(
h(pj)y /h
(pj)
x
)
. (2.4)
Quantizing this orientation information is equivalent to finding the maxi-
mally responding filter from the following set:
hn =
 0 − sin(θn) 0− cos(θn) 0 cos(θn)
0 sin(θn) 0
 (2.5)
θn =
180◦ × n
N + 1
, n ∈ {1, . . . , N}, (2.6)
where N is the number of quantization levels.
The histogram descriptor of one cell can be expressed as:
fn =
∑
pj∈cl
g(pj,hn) (2.7)
g(pj,hn) =
{
(pTj hn)
2, if n = argmaxm((p
T
j hm)
2)
0 else.
(2.8)
Note that this is essentially a histogram based representation, by doing
a locally constant estimation of 3 × 3 patch appearances. According to the
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default feature parameters, the appearance constant in the case of SIFT is
8 and for HOG it is 9, arguably small numbers for piecewise constant mod-
eling of a 9-dimensional signal. Further, since they all have the structure in
Equation 2.5, they are placed on a one–dimensional manifold (parameterized
by θ) on <9.
When studying SIFT and HOG closely, a general pattern of feature ex-
traction emerges. The first step usually involves extraction of some low level
image information, which is believed to be most effective in solving the par-
ticular vision task. In the next step this local information is spatially grouped
through a local histogramming process, which assigns these patches of local
information to a pre–defined vocabulary. As a last step, one frequently nor-
malizes local groups of these histograms. This process is useful for histograms
built using the magnitudes of local information patches as weights because
the normalization process ameliorates feature magnitude variations due to
changes in local contrast.
A common feature of the gradient orientation filters is that they are 0-
mean and they have unit norm. The unit norm property ensures that no
filter is biased in building the histogram, since the square correlation is used
as the similarity measure and the 0-mean property has biological justification
since it is well known that the human visual system is more sensitive to local
changes in the contrast than the absolute brightness of the signal [7].
2.4 Block Descriptor
The construction of the proposed descriptor is exactly the same as the con-
struction of widely used histogram based descriptors. The atomic units of
information for the descriptor are the “bag of word”–like histograms of dic-
tionary similarities for each pixel in a square group of pixels called cells. Each
block descriptor is the concatenation of c × c neighboring but disjoint cell
histograms. The location of these blocks can be defined on a dense rectan-
gular grid for rigid object detection applications, or they can be constructed
around interest points produced by an affine interest point detector.
To construct the descriptor for an image block, the image is first convolved
with all elements of the dictionary. Because of the 0-mean property, the ele-
ments of the dictionary can be used directly as filters and it is not necessary
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to subtract the mean from each patch. The image block region contains
c× c cells. For each pixel in these cells, the dictionary element with highest
similarity value is found and a weighted vote equal to this similarity value is
accumulated on the histogram bin on the corresponding cell. After concate-
nation of cell histograms in each block, the block descriptors are normalized
with respect to an appropriate norm (the selection of this norm is further
discussed in Section 2.5). The cell histograms are computed by pooling the
information from p× p pixels. In the case of SIFT, c = 4 and p = 4, whereas
the original HOG paper sets c = 2 and p = 8 for optimum performance on
the INRIA–Pedestrian dataset.
2.4.1 Computation and Memory
Dictionary sizes on the order of 100 can produce seemingly high–dimensional
representations. However the non-zero entries in the cell histograms are
upper–bounded by the number of sampled pixels in each of the cells. There-
fore, using a sparse vector representation yields a maximum of 2 × N units
of memory footprint per cell histogram, independent of the dictionary size.
GPU
Computation of the filter responses for each of the dictionary items can be
performed in parallel very efficiently using a GPU. Straightforward convolu-
tion is the preferred method for convolutions with small convolution kernels
up to 7 pixels wide [28]. Our CUDA version of the filterbank code performs
100 convolutions and reductions in approximately 25 ms on a GeForce GTX
560 for a 1000× 1000 image.
2.5 Evaluation
We test the performance of our descriptor on the INRIA–Pedestrian dataset
as well as on the 2007 dataset of the Pascal VOC.
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INRIA–Pedestrian
The INRIA–Pedestrian dataset contains 1208 training images of pedestrians
with their reflections along the vertical median axis. In addition, 566 images
of pedestrians and their axis reflections are provided for testing. The dataset
also contains negative training and testing images that do not contain any
people.
For training, we extract the block descriptors based on concatenation of
2× 2 cell histograms on a dense grid of 8× 8 pixels inside a 128× 64 window
centered around the pedestrian images. This constitutes our positive training
set consisting of 105 block descriptors of dimensions 2 × 2 × d, where d
is the size of the dictionary. Unless otherwise specified we set d = 100.
Negative features are collected from random 128 × 64 subimages from the
negative training set, which does not contain any images with people in
them. We learn the initial dictionaries from a set of one million 3× 3 image
patches randomly collected from the training set. First a support vector
machine classifier is learned with linear kernel. Then this classifier is used to
densely scan the negative training set to look for “difficult” samples, which
are falsely classified as pedestrians by this first stage classifier. A second
stage classifier is then trained using the initial training set with the addition
of all difficult samples detected by the first classifier. All of the SVM training
is performed through LIBLINEAR [29], which we have slightly modified to
increase memory efficiency tailored to take advantage of the sparse nature of
our proposed representation.
We verify the pedestrian detector by running it on 566 pedestrians (and
their mirrors) on the testing set, as well as all image windows of size 128×64
on the negative testing set at the original scales of the images and down-
scaled versions by a scaling step of 1.2 until a no object window can fit. The
window stride length is 8 both in horizontal and vertical directions, which
yields 2 million image windows with no pedestrians for testing. The results
are reported in the form of detection error tradeoff curves, where the loga-
rithmically scaled x-axis shows the false positives per image window on the
negative set versus the y-axis which plots the miss rate (1−true positive).
The first experiment (Figure 2.7) shows the effectiveness of the proposed
descriptor versus the standard HOG, which is implemented verbatim to the
description in [12].
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Figure 2.7: The proposed descriptor yields a false positive rate of 10−4
false positives per window at 6.5% miss rate.
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Figure 2.8: Normalization of cell histograms within each block is essential
for optimum performance. Since our histogram is large, a gentle norm like
L1− sqrt works better.
The normalization of the concatenated histograms in a block has a pro-
found effect on the performance. While authors in [30] found L2 normal-
ization to work the best on the normalization of the gradient orientation
histograms, L1–sqrt norm works significantly better in our case (Figure 2.8).
This can be explained by the high–dimensional structure and sparse nature
of our cell histograms. Normalizing with respect to the L2 norm reduces the
small values in the histogram too aggressively.
For the effects of the dictionary size on the overall detection performance,
conventional wisdom from bag-of-words research carries over, and is also re-
flected in our results, where larger dictionaries outperform smaller ones for
what is otherwise the same parametrization of the feature. The automati-
cally learned dictionary of about 9 words narrowly beats the HOG baseline,
which uses a manually constructed dictionary of 9 items long; however as the
dictionary size increases, the proposed descriptor becomes more discrimina-
tive. Figure 2.9 shows the miss rate at 10−4 false positives per window rate
for varying dictionary sizes. The returns start diminishing after 200 words
and, furthermore, increased computation becomes another consideration for
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Figure 2.9: The miss rate drops as larger dictionaries are utilized. However
the computational cost also increases linearly for histogram computation as
d convolutions are required for each feature transformation.
trade–off.
The size of the sampled patches also has a noticeable effect on the perfor-
mance. We tested 3× 3, 5× 5 and 7× 7 patch sizes for training dictionaries.
For a constant dictionary size of 100 and all other feature parameters kept
constant, in terms of the miss rate at 10−4 false positives per window op-
erating point, the 5 × 5 patch dictionary performed 2.53% worse than the
dictionary of 3× 3 patches, whereas the 7× 7 dictionary was the worst with
7.67% increase in miss rate over the 3 × 3 dictionary baseline. These find-
ings suggest that modeling more complex patches can become very difficult
very quickly as the patch size increases. Furthermore as the base patch size
increases, less and less variety can be captured in terms of local appearance
and texture properties.
Finally a visualization of the trained linear SVM classifier can be seen
on Figure 2.10. The most positively performing appearance resembles the
averaged human pose of the training images with the positive label. Slight
variations in pose, such as bent legs, are also successfully captured by the
learning stage.
18
a)
12
15
18
21
24
27
30
33
36
b)
10
12
14
16
18
20
22
24
c)
Figure 2.10: A visualization of the classifier trained on the
INRIA-Pedestrian dataset. (a) Spatial distribution of the positive classifier
weights. (b) Spatial distribution of the negative classifier weights. The
most distinguishing features of pedestrians are around the head and
shoulders area as well as around the feet. The negative weights are
distributed more uniformly, with a slight absence of weights around the
detection window boundaries, which are expected to be mostly background
regions regardless of the class label of the detection window. (c) The
collage of image blocks in the training samples with the highest response to
the classifier weights for the corresponding block.
Pascal VOC
Pascal VOC provides a challenging dataset and a good testbed for measur-
ing object detection performance. The authors of [14], which is one of the
state–of–the–art object detectors, opened the source-code of their parts based
object detector for free use. The original detector uses HOG, sign variant
(contrast sensitive) HOG and a texture measure as the base features of their
parts detectors. We modified the source code [13] of the parts based detector
to operate with the proposed feature transformation instead of the original
features. The local support of the atomic histograms was set to be 8 × 8
pixels, and the dictionary size was 50. For each cell we produced two his-
tograms, one with cosine similarity as the similarity measure and the other
with absolute cosine similarity. These contrast sensitive and insensitive rep-
resentations were finally concatenated to produce the final cell descriptor.
All other training parameters were kept fixed. As can be observed in Figure
2.11, our descriptor’s performance exceeds or matches the performance of the
baseline detector at all but 5 object categories.
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Figure 2.11: Relative performance difference in terms of average precision
on the Pascal VOC2007 classes over the baseline detector[13]. Training the
parts based detector with the proposed feature set increases the average
precision performance over the baseline parts based detector with HOG
family of features on most classes in the 2007 Pascal VOC dataset.
2.6 Conclusions
We have described a robust alternative to gradient orientation based im-
age features. Our new proposed feature transformation adopts many of
the carefully engineered properties of previous feature transformations (e.g.,
blockwise contrast normalization, locally constructed histograms), while im-
proving on the power of the unit histograms in representing the underlying
image appearance. The proposed method is directly applicable to all existing
methods using the aforementioned descriptors through a simple substitution.
As it is experimentally demonstrated, the proposed feature transform offers
robust performance on object detection tasks. We would like to further inves-
tigate whether similar performance gains can be obtained in other areas such
as keypoint correspondence problems and representations of spatio-temporal
data.
2.7 Future Directions
By noting that the dictionary size is generally much larger than the vectorized
patch dimensionality, we propose to take advantage of an efficient binary
search structure such as kd-Trees [31]. The kd-Tree is one of the most popular
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representational structures for efficient nearest neighbor search. The basic
idea is to partition the search space into separate bins, which can be accessed
through traversing a binary search tree, whose internal nodes contain simple
thresholding tests for a particular component of the query vector. From a
feature space standpoint, the root node of the tree partitions the space into
two, and the two children corresponding to each of these subspaces from
the root partitioning respectively further partition these into two partitions.
When a leaf node is encountered during the tree traversal, all of the points in
the leaf are compared to the query point and the closest point is determined.
However, the closest point found in this binary search is not necessarily the
nearest neighbor of the query point. The kd-Tree algorithm with Euclidean
distance measure tests for this by checking whether the bin boundary is closer
to the query point than the current nearest neighbor, and repeating this test
recursively at every internal node visited. If true, the test is repeated for all
unvisited children of the node, searching for a closer nearest neighbor than
the current. A similar test can be applied with cosine similarity search, where
we can define an upper bound on the maximum similarity a sample can have
in the unvisited bins. Theoretically, the proposed method can speed up the
lookup of the best matching filter from O(N) time to O(log(N)) time with
respect to the size of the dictionary. However, the practical performance
depends on the distribution of the filters in the feature space, which remains
to be experimentally verified.
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CHAPTER 3
LEVERAGING LOCAL CORRELATIONS
3.1 Representing Multi–Modal Data
It is essential for the success of a general object detection approach to utilize
more than a single visual cue. The usage of multiple modalities has been
addressed previously in the literature through methods ranging from naive
concatenation to more advanced methods, which take the individual nature
of different topologies of feature spaces with different modalities into account.
Naive concatenation is the simplest method of feature combination, but can
yield good results with good selection of feature modalities. Wang et al.
[32] showed a successful combined feature approach for a human detection
application, in which they form an augmented descriptor by concatenating
HOG and LBP descriptors.
Naive concatenation is oblivious to the fact that different types of features
may require different strategies for comparison. For example, with histogram
type data, domain specific distance (or similarity) measures such as Baht-
tacharyya distance [33], Earth Mover’s Distance [34], Intersection Kernels
[35] and Pyramid Match Kernels [36] are known to produce more robust
similarity information than simple Lp norms. With image type data, where
location of features is also discriminant, a Spatial Pyramid Kernel [16], which
takes rough spatial correspondence information into account, may produce
more favorable results. In a support vector machine setting, this can be
addressed by combining multiple feature–specific kernels [37, 9, 38].
An unsupervised feature fusion method has been introduced by Fu et al.
[39], in which a low–dimensional feature representation is learned from mul-
tiple feature sets.
In this chapter we address the problem of feature fusion from a novel stand-
point. We reason that at the local level, co-occurrence information between
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feature modalities can be leveraged to produce discriminative information.
We achieve this by finding canonical correlations of sub-features that have
roughly the same spatial support in the image domain. In this work, our
contributions are twofold. First, we introduce a novel feature fusion method
using a class aware canonical correlation analysis of to extract co-occurrence
information of local features from two separate modalities. Furthermore, we
show that the generalization properties of the local correlation analysis can
be improved with a max-margin formulation.
3.2 Feature Combination through Canonical
Correlations
An important issue that arises in the context of multiple features is how
to take advantage of meaningful correlations and co-occurrence patterns be-
tween two types of seemingly unrelated data. Our approach involves canon-
ical correlation analysis [40], a standard method for finding correlations be-
tween two datasets. Starting with feature representations of the same object
instance in two different modalities, we would like to reduce these represen-
tations onto a real line, where the class label ordering is respected as much
as possible (Figure 3.1).
Suppose X1 and X2 are (n× d1) and (n× d2) matrices respectively. Each
row represents a single feature descriptor extracted from a given location in
the training image (e.g., a specific location in the dense feature grid). In
our case these would be Patch Appearance Dictionary features introduced
in Chapter 2 and LBP descriptors for blocks, which we describe in Section
3.2.3. Note that the block descriptor is not the full feature but a subset
of it with a certain spatial support region. The term n is the number of
training images, while d1 and d2 are dimensions of the two types of features
respectively. For the sake of notational simplicity, assume that both X1 and
X2 are already centered around the respective row means. The goal is to
find two vectors, z1 and z2, such that the transformations X1z1 and X2z2
are maximally correlated. Formally we maximize the following expression:
ρ =
(X1z1)
TX2z2)
‖X1z1‖2 ‖X2z2‖2
. (3.1)
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Figure 3.1: The goal of class aware canonical correlation analysis is to find
a mapping from two separate feature spaces onto the real line that respects
the class ordering.
Scaling any of the two terms in the denominator does not change the
correlation value. Therefore, both can be constrained to be equal to unity.
‖X1z1‖2 = ‖X2z2‖2 = 1. (3.2)
Finally, the Lagrangian for maximizing the correlation is formulated as
follows:
L(αx, αy, z1, z2) =z
T
1 Σ(1,2)z2−
α1
2
(x1
TΣ(1,1)x1)− α2
2
(x2
TΣ(2,2)x2),
(3.3)
where we have defined the Σ matrices as (Σ(i,j) = X
T
i X
T
j ). Evaluating the
Kuhn-Tucker conditions on L(α1, α2, z1, z2) yields the generalized eigenvalue
problems (Equations 3.4 and 3.5) after a few basic algebraic manipulations
outlined in [40].
(ΣT(1,2)Σ
−1
(1,1)Σ(1,2) − α2Σ(2,2))z2 = 0 (3.4)
(ΣT(1,2)Σ
−1
(2,2)Σ(1,2) − α2Σ(1,1))z1 = 0 (3.5)
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which can be solved in closed form for z1 and z2 respectively.
3.2.1 Augmented Feature Representation through CCA
For discriminative analysis it is not enough that the two different features
are transformed to be maximally correlated. It is also necessary that the
samples from two different classes get mapped to the different extremes of
the correlation range. This means features from samples in one class get
mapped to achieve maximum positive correlation values, whereas features
from the other class get mapped to achieve a maximally negative correlation
value. Thus we introduce a weak discriminative criterion to the canonical
correlation analysis through a simple sign change when building the feature
matrices X1 and X2, namely:
X1 =
[
X
(class1)
1
X
(class2)
1
]
X2 =
[
X
(class1)
2
−X(class2)2
]
. (3.6)
Note that when the number of samples from two classes are unbalanced,
this formulation is heavily biased towards the dominant class. This is the case
in many object detection problems involving the sliding window approach
(labeling is expensive, negatives are cheap). To alleviate this fact, we only use
a subset of the samples from the negative class. To get a good representation
of difficult cases, we collect the negative samples that are identified as false
positives after the first round of classifier training with PAD+LBP (PAD
and LBP concatenated) features. The details of the hard negative sample
harvesting are discussed in Section 3.3.
At the training stage we compute the pairwise canonical correlation anal-
ysis bases separately for all pairs of PAD and LBP block descriptors that are
extracted from the same blocks in the image sub-rectangle. Pairwise correla-
tions of the transformed block descriptors and their pairwise products with
each other are used to form a new feature vector, which is then augmented
to the original PAD+LBP feature vector.
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3.2.2 Max-Margin Canonical Correlations
Although an effective method, the CCA representation proposed in Section
3.2.1 has no protection against over-fitting to the training data and therefore
the generalization performance may suffer. While the training data obtains a
clear separation of classes in almost every block, this separation is much less
pronounced in the testing set. We propose a new formulation for extracting
meaningful feature correlations by combining two powerful ideas: canonical
correlation analysis and the maximum margin principle. The maximum mar-
gin principle stems from the intuition that when there are infinite separators
for two given separable clouds of points (Figure 3.2), the separator, which
maximizes the margin between the two point clouds (Figure 3.3), shall have
the optimum generalization properties. This intuition is tightly connected to
structural risk minimization [41]. Although a rigorous justification has not
been worked out [42], empirical evidence from many studies suggests that
maximum margin separators have very favorable generalization performance.
To incorporate the max–margin criterion into the canonical correlation anal-
ysis setting, we propose the following cost function:
min
z1,z2
‖z1‖2 + ‖z2‖2 + λ
∑
i
[1− yi(x(1)Ti z1)(x(2)Ti z2)], (3.7)
where x
(1)
i and x
(2)
i are the two feature vectors from the first and second
feature modalities, i denotes the sample index, yi denotes the sample label,
and z1 and z2 are the CCA projection directions. The cost function is non–
convex in z1 and z2; however, it can iteratively converge to a local minimum
if z1 and z2 are fixed in an alternating fashion. When either projection
direction is fixed, it is reduced to a standard quadratic programming form,
which can be efficiently solved by any available SVM solver. The convergence
to a local minimum is guaranteed because Equation 3.7 is lower–bounded by
0 and alternating iterations monotonically reduce the cost.
To illustrate the effectiveness of max-margin formulation we compute the
CCA features on positive samples and randomly collected negative samples
on the testing set for both max-margin CCA and the CCA method from
the previous section. For each of the local blocks where the CCA features
are computed, we model the features computed on the positive and neg-
ative classes with Gaussian distributions and measure the symmetric KL–
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Figure 3.2: For perfectly separable classes A and B, there are infinitely
many separators between Separator 1 and Separator 2.
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Figure 3.3: A maximum margin hyperplane is the unique separator that
maximizes the margin between the two classes.
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Figure 3.4: KL divergence values between the estimated Gaussian
distributions of the CCA features on positive and negative samples in the
testing set. The divergence values are sorted for each curve separately.
Therefore bin indices do not correspond.
divergence [43] between them as an estimate of the discriminative power of
the CCA feature from the particular block. As shown in Figure 3.4, the
max-margin method produces more distinctive distributions for both classes,
suggesting better discriminative power.
3.2.3 Features
We conduct experiments by fusing two feature types. The first is the Patch
Appearance Dictionary introduced in Chapter 2. The second is the Local
Binary Patterns (LBP [2]). In the following section we will briefly describe
the LBP feature extraction process.
Local Binary Patterns
Local binary patterns (illustrated in Figure 3.5) are powerful descriptors
of local texture information. The basic descriptor characterizes the texture
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Figure 3.5: Illustration of LBPr1n8 feature extraction process for a single pixel.
For simplicity of illustration the sampling pattern is not circular, but rather
consists of the 8 neighbors of the center pixel. For the given 3× 3 image
patch (a), the sampling points with higher grayscale value than the center
pixel are assigned the bit 1 (b). A binary number is formed by
concatenation of the bits.
appearance around a given pixel by first defining a circular sampling pattern.
The grayscale image value is measured on equally spaced locations on this
circle. A grayscale value is linearly interpolated if the particular sampling
location falls on a non-integer pixel coordinate. Subsequently the sampled
grayscale values are compared to the grayscale image value at the center
pixel. The ones that are greater than or equal to the pixel’s grayscale value
are assigned the bit 1 and the rest 0. These bits are concatenated as if they
were the digits of a binary number, which constitutes the binary pattern of
this pixel. The LBP descriptor is defined by several parameters:
R = sampling radius (3.8)
P = number of sampling locations (3.9)
u = maximum number of 0-1 transitions (3.10)
The first two parameters R and P are already defined. The last parameter
u determines the maximum number of 0–1 transitions allowed in the binary
pattern. All binary patterns with 0–1 transitions exceeding the threshold
u are labeled as non–uniform patterns. For example, if u = 2 the binary
pattern 01001011 would be counted as a non–uniform pattern because it has
three 0–1 transitions, whereas 11100101 would be a regular binary pattern.
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Typically the last step of LBP feature extraction consists of building local
histograms of regular binary patterns.
3.3 Experiments
To quantize the contribution of the LBP features as well as the feature fusion
approach through CCA, we test the system on the same INRIA–Pedestrian
detection setting from Chapter 2. To obtain all classifiers in the results, we
follow a two–stage training strategy. At the first stage we use features from
all positive training images as well as five times as many negative features to
train a linear SVM classifier. In the second stage we augment the negative
set with all false positives, which the classifier trained in the first stage picks
up in the entire set of negative training images.
We set the size of the pedestrian images to 64 columns horizontally and 128
rows vertically. We set the cell size N to be (8× 8) for both PAD descriptors
and LBP descriptors. Thus a detection window of size (128×64) will contain
(16×8 = 128) cells in total. The block size M is set as (2×2) and we extract
normalized block descriptors from every grid location in the cell grid. In
total we obtain (15× 7 = 105) block descriptors for both feature modalities.
The LBP feature parameters are set to R = 1, P = 8 and u = 2, which
were experimentally shown in [32] to be a good parameterization of the LBP
feature for the INRIA–Pedestrian dataset. For u = 2, the number of regular
LBP patterns is 55, which yields a 56–dimensional histogram including the
bin for non–uniform binary patterns. Subsequently the block descriptors
of LBP are 56 × 4 dimensional. The PAD descriptors from Chapter 2 are
used directly. We use the 100 element PAD, yielding 400–dimensional block
descriptors.
The performance of the feature combinations is outlined in the Figure 3.6.
The simple combination of LBP and PAD features already yields a significant
improvement over the baseline PAD detection performance: the miss rate is
reduced to about 11% at 10−5 false positives per window. Our proposed
CCA augmentation further reduces the miss rate to just below 10% at the
same operating point.
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Figure 3.6: Receiver operating characteristic curve for pedestrian detection
performance on the test set.
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3.4 Conclusions
We have introduced a method for augmenting combined feature representa-
tions with values extracting the discriminative correlations between the fea-
ture values with close spatial support. Experimental results on the INRIA–
Pedestrian dataset suggest that the augmented canonical correlation values
can improve the generalization performance of fused representations. Future
research directions can investigate whether multiple canonical correlation di-
rections can be extracted from the same location. This is already achievable
in the discriminative CCA method, which yields min(d1, d2) canonical corre-
lation projection pairs, when d1 and d2 are the dimensions of the fused feature
types; however, the generalization performance is limited as remarked. It
should also be possible to extract multiple canonical correlation projections
through the max–margin method by remarking that the proposed cost func-
tion is not convex. Thus, initializing it with different projection directions
obtained with discriminative CCA could reveal different local minima.
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CHAPTER 4
RECOGNITION THROUGH METRIC
LEARNING
Viewpoint invariant recognition of pedestrians is a problem that appears in
numerous contexts in computer vision scenarios such as multi-camera track-
ing, person identification with an exemplar image or re-identification of an
individual upon re-entering the scene after some time. This is a key problem
and has been drawing attention in recent years with the advance of visual
tracking and widespread deployment of surveillance cameras, which have ne-
cessitated continuous tracking and recognition across different cameras even
with significant time and location differences. Our approach handles the
long time delay case: recognition of the same individual without the tem-
poral and spatial information associated with the images of the pedestrians.
By learning an appropriate distance metric we achieve high recognition with
high accuracy. Although we demonstrate it in the context of this problem,
the learned metric is general and can be applied to aid data association in
other tracking scenarios.
Several attempts have been made to tackle the recognition problem in
the context of matching pedestrians by their appearance only. Park et al.
[44] perform recognition by matching color histograms extracted from three
horizontal partitions of the person image. Hu et al. [45] have modeled the
color appearance over the silhouette’s principal axis. However, finding the
principal axis requires robust background subtraction and is error prone in
crowded situations. Matching spatio-temporal appearance of segments have
been considered by Gheissari et al. [46]. Yu et al. [47] introduced a greedy
optimization method for learning a distance function. Gray and Tao [48] de-
fined the pedestrian recognition problem separate from multi-camera tracking
context and provided a benchmark dataset (VIPeR, see Figure 4.1) for stan-
dardized evaluation. Their method transforms the matching problem into a
classification problem, in which a pair of images is assigned a positive label if
they match (i.e., belong to the same individual) or a negative label otherwise.
34
Figure 4.1: Representative image pairs from the VIPeR dataset (images on
each column are the same person). The dataset contains many of the
challenges observed in realistic conditions, such as viewpoint and
articulation changes as well as significant lighting variations.
This classifier is learned in a greedy fashion using AdaBoost. The weak clas-
sifiers are decision stumps on individual dimensions of histograms of various
features within a local rectangle in the person image. The rectangles span
the entire horizontal dimension, while they are densely sampled vertically
over all positions and sizes. Note that in the context of nearest neighbor
classification, the {+1,−1} labeling scheme of the matches vs. non-matches
creates a naturally unbalanced learning problem with N vs. N2 samples in
two classes respectively (N = number of training points). Also worth not-
ing is that the two methods [47, 48], which learn the pairwise comparison
function, achieve this through greedy optimization, which is not globally op-
timal and furthermore makes indirect use of covariances in the feature space.
Our method not only is globally optimal but also has an explicit covariance
modeling of features.
The contributions of this work are the following: (1) We apply a large
margin nearest neighbor approach to the pedestrian recognition problem to
achieve significantly improved results, (2) we define a novel cost function
for learning a distance metric specifically for nearest neighbor problems with
rejection. In addition we show that despite using only color as the appearance
feature, our method is robust under significant illumination changes.
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4.1 Metric Learning
In this section, we briefly introduce the metric learning framework of Wein-
berger and Saul [49] for large margin nearest neighbor (LMNN) classifier.
The goal is to learn a Mahalanobis metric where the squared distances are
denoted by
DM(~xi, ~xj) = (~xi − ~xj)TM(~xi − ~xj), (4.1)
D1/2M is a valid distance if and only if M is a symmetric positive-semidefinite
matrix. In this case M can be factored into real-valued matrices as M = LTL.
Then, an equivalent form for (4.1) is
DL(~xi, ~xj) = ||L(~xi − ~xj)||2. (4.2)
LMNN learns a real-valued matrix L that minimizes the distance between
each training point and its K nearest similarly labeled neighbors (Equation
4.3), while maximizing the distance between all differently labeled points,
which are closer than the aforementioned neighbors’ distances plus a constant
margin (Equation 4.4).
εpull(M) =
N∑
i,j i
DM(~xi, ~xj), (4.3)
εpush(M) =
∑
i,j i
N∑
k=1
(1− yik) [1 +DM(~xi, ~xj)−DM(~xi, ~xk)]+ (4.4)
Here, yik is an indicator variable which is 1 if and only if ~xi and ~xj belong
to the same class, and yik = 0 otherwise. The j  i notation means that ~xj
is one of the K similarly labeled nearest neighbors of ~xi (i.e., ~xj is a target
neighbor of ~xx). Note that for εpull to be a continuous and convex function, it
is necessary that the K target neighbors of each training sample be fixed at
the initialization. In practice they are determined by choosing the K nearest
neighbors by Euclidean distance.
The ~xk in Equation 4.4 for which yik = 0 are called the impostors for ~xi.
The expression [z]+ = max(z, 0) denotes the standard hinge loss. Although
this hinge loss is not differentiable at z = 0, we did not observe any conver-
gence issues. Nevertheless it is always possible to replace the standard hinge
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loss with a smooth approximation [50].
The affine combination of εpull and εpush through the tuning parameter µ
1
(Equation 4.5) defines the overall cost, which essentially maximizes the mar-
gin for K nearest neighbor classifier by pulling together identically–labeled
points and repelling differently labeled ones (impostors).
εLMNN(M) =(1− µ)
∑
i,j i
DM(~xi, ~xj)
+ µ
∑
i,j i
N∑
k=1
(1− yik) [1 +DM(~xi, ~xj)−DM(~xi, ~xk)]+ .
(4.5)
4.1.1 Nearest Neighbor with Rejection
In this section we introduce our LMNN-R framework for doing K nearest
neighbor classification with the option of rejection. As a practical example
for this problem, consider the person re-identification task, where given an
image of a pedestrian, one would like to determine whether the same person is
in the current scene or not. The target set of the people in the scene may not
contain the query person. One way to adapt the nearest neighbor classifier
to the problem of re-identification is to adopt a universal threshold (τ) for
maximum allowed distance for matching image pairs. If the distance of the
nearest neighbor of the query in the target set is greater than τ , one would
deem that the query has no match in the target set (rejection). Conversely,
if there is a nearest neighbor closer than τ , then it is called a match. What
we have just described is the 1 nearest neighbor with rejection problem. This
problem can be extended to the K nearest neighbor case, in which a label
is assigned through majority voting of P nearest neighbors within τ , where
P ≤ K. If P = 0 the classifier will refuse to assign a label.
The introduction of the option to refuse label assignment necessitates a
distance metric that allows the use of a global threshold in all localities of the
feature space. One method would be to assume unimodal class distributions
as proposed by Xing et al. [51]. Their objective function maximizes the
distance between all sample pairings with different labels, while a constraint
is imposed on the pairs of similarly labeled points to keep them closer than
1All reported experiments use µ = 0.5 for both LMNN and LMNN-R.
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a universal distance. This model was proposed for learning a distance metric
for k-means clustering. It does not directly apply to our problem formulation.
One drawback is the situation when similarly labeled samples do not adhere
to a unimodal distribution (e.g., two islands of samples with same labels).
Another problem is the lack of margin in their formulation, which is essential
for good generalization performance in classification. A cost function, which
emphasizes local structure, is more suitable in our case.
We adopt the LMNN cost function (Equation 4.5), which minimizes the
distance between each training point and its K nearest similarly labeled
neighbors (Equation 4.3), while maximizing the distance between all differ-
ently labeled points, which are closer than the aforementioned neighbors’ dis-
tances plus a constant margin (Equation 4.4). The margin imposes a buffer
zone to ensure good generalization. It is this local property that makes the
LMNN metric learning very suitable to nearest neighbor classification. Note
that the distance to determine the impostors is varying for each training
point ~xi (Equation 4.4). We replace this with a universal distance: a dis-
tance proportional to the average distance of all K nearest neighbor pairs
in the training set (Equation 4.6). LMNN-R cost function forces the closest
impostors of a training point to be at least a certain distance away, deter-
mined by this average which is only weakly affected by where its own K
nearest neighbors are (Figure 4.2). The net effect of this modification is that
now we can use a universal threshold on pairwise distances for determining
rejection, while still approximately preserving the local structure of the large
margin metric learning. The only requirement for the loss function to be
convex is that the K nearest neighbor structure of the training points needs
to be pre–defined. However, extensions such as multi-pass optimization [49]
proposed to alleviate this problem for LMNN apply to LMNN-R also.
R =
λ
NK
∑
m,l m
DM(~xm, ~xl) (4.6)
εLMNN-R(M) = (1− µ)εpull(M) + µε∗push(M) (4.7)
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(a) LMNN
(b) LMNN-R
Figure 4.2: Illustration contrasting our proposed approach with [49]. Note
that the point configurations for (a) and (b) are the same. For a given
training point (yellow), the target neighbor (red) is pulled closer, while the
impostors (blue) are pushed away. (a) To determine the impostors, the
LMNN cost function uses a variable distance from the training point
depending on the proximity of the target neighbors; (b) LMNN-R, on the
other hand, forces the impostors out of a universal distance from the
training point, while simultaneously attracting target neighbors.
ε∗push(M) =
N∑
i=1
N∑
k=1
(1−yik)
[
1 +
λ
NK
( ∑
m,l m
DM(~xm, ~xl)
)
−DM(~xi, ~xk)
]
+
,
(4.8)
The LMNN-R cost (Equation 4.7) can be minimized as a semidefinite
program, which is formulated by writing ε∗push as a constraint through the
introduction of slack variables, or it can be minimized by following the gradi-
ent directly and projecting M back to the semidefinite cone at each iteration
(iterative sub-gradient projection as in [49]).
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4.2 Experiments
We demonstrate the performance of our method on the VIPeR dataset [52],
which is a specifically constructed dataset for the viewpoint invariant pedes-
trian recognition problem. This dataset contains images of 632 unique pedes-
trians and a total of 1264 images composed of two views per pedestrian seen
from different viewpoints. The images are captured outdoors under uncon-
trolled lighting. Therefore, there is a great deal of illumination variance in
the dataset, including between the images belonging to the same pedestrian
(e.g., the first and last columns in Figure 4.1). Compared to the previously
available datasets (see [48]), the VIPeR dataset has many more unique sub-
jects and contains a higher degree of viewpoint and illumination variation,
which makes it realistic and more challenging (Figure 4.1).
4.2.1 Methodology
As done in [48], we randomly split the set of pedestrians into two halves:
training and testing. The LMNN and LMNN-R frameworks learn their re-
spective distance metric using the training set. For testing, each image pair
of each pedestrian in the test set is randomly split to query and target sets.
The results are generated using the pairwise distance matrix between these
query and target subsets of the images in the test set. For thoroughness, we
report our results as an average over 10 train-test splits. When reporting an
average is not appropriate, we report our best result out of the 10 splits.
We follow the same evaluation methodology of [48] in order to compare our
results to theirs and other benchmark methods. We report results in the form
of cumulative matching characteristics curve (CMC), re-identification rate
curve and expected search time by a human operator. In addition, we also
provide an average receiver operator characteristic curve to demonstrate the
improvement of the LMNN-R method over LMNN for automated recognition.
4.2.2 Image Representation
The images in the dataset are 128 pixels tall and 48 pixels wide. We use color
histograms extracted from 8x24 rectangular regions to represent the images.
The rectangular regions are densely collected from a regular grid with 4 pixel
40
spacing in the vertical and 12 pixel spacing in the horizontal direction. This
step size is equal to half the width and length of the rectangles, providing an
overlapping representation.
For the color histograms, we use RGB and HSV color spaces and extract
8-bin histograms of each channel separately. We tried several combinations
for all of the mentioned parameters and found that these numbers worked
reasonably well through our preliminary experiments. We concatenate the
histograms extracted from an image and obtain a feature vector of size 2232
for RGB and HSV representations each. The combined representation is
simply the concatenation of these two. Dimension reduction through PCA
is applied to these high-dimensional vectors to obtain subspaces of specific
dimensionality. This step is necessary to reduce redundancy in the color
based representation and to filter out some of the noise. The reported results
are obtained with 20–, 40– and 60–dimensional representations. We have
observed that we get diminished returns above 60 dimensions.
To account for the illumination changes we experiment with a simple color
correction technique where each RGB channel of the image is histogram-
equalized independently to match a uniform distribution as close as possible
in `1 norm. Since in the cropped images, a significant number of the pixels
belong to the pedestrian, this is a reasonable way of performing color correc-
tion. We also experimented with brightness and contrast correction methods,
as well as histogram equalizing the V channel of the HSV images. However,
they were not able to perform as well as the described RGB histogram equal-
ization method.
4.2.3 Results
Recognition
We present the recognition performances as CMC curves in Figure 4.3. This
curve, at rank score k, gives us the percentage of the test queries whose
target (i.e. correct match) is within the top k closest match. As it is not
appropriate to take the average of CMC curves over different random splits
of the dataset, we report the CMC of a single split where the normalized
area under the curve is maximum. This corresponds to using “RGB+HSV”
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Figure 4.3: Cumulative matching characteristics (CMC) curve for our
method and others. This result is obtained using a combined HSV and
RGB representation in a 60 dimensional subspace learned with PCA.
features reduced to 60 dimensions via PCA and using our proposed approach
LMNN-R. We outperform all previously reported results.2 An explanation
of the methods used to obtain these previous results is as follows. “Chance”
refers to random matching, “Template” refers to pixelwise sum-of-squared
distances matching. “Histogram” and “Hand Localized Histogram” refer to
the method by Park et al. [44], and “Principal Axis Histogram” refers to the
method of Hu et al. [45]. “ELF 200” (or just “ELF” in the remaining of the
text) refers to the work of Gray et al. [48].
CMC curves can be summarized using the “expected search time” measure
defined in [48]. Assuming that a human operator reviews a query image’s
closest matches sequentially according to their distance from the query and
assuming an average review time of 1 s per image, the total expected search
time for finding the correct match would be the average rank of the target.
Our method’s expected target rank is 23.7, which is an improvement of over
15% with respect to the state-of-the-art 28.9 (see Table 4.1).
To evaluate the performance of LMNN and LMNN-R over all different
combinations of parameter and feature choices, we use the normalized area
under the CMC curves. Table 4.2 shows the mean and standard deviation of
2Results of other methods are from [48] courtesy of D. Gray.
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Table 4.1: Expected search times for LMNN-R and other methods.
Method Expected Search Time (in seconds)
Chance 158.0
Template 109.0
Histogram 82.9
Hand Localized Histogram 69.2
Principal Axis Histogram 59.8
ELF 28.9
LMNN-R 23.7
these values over 10 random splits of the dataset. Best results are obtained
using RGB and HSV together on original (non-color corrected) images. RGB
alone performs worse than HSV alone, which is expected because HSV is more
robust to variations in intensity of the lighting.
Since the dataset has a significant degree of illumination variation, one
expects that color correction should help increase the matching accuracy.
While this is true for the plain `2 norm (i.e. no learning), it is not the case
for learned metrics of LMNN and LMNN-R. A possible explanation for this
can be made by realizing that the histogram equalization process is a non–
linear transformation of the data. While improving the performance of the
marginal cases for simple matching by Euclidean distances, this procedure
may affect the average transformation that image pairs undergo in realis-
tic scenarios, such that this transformation cannot be reliably modeled by
LMNN and LMNN-R methods anymore. Therefore we suggest letting the
learning algorithm handle the color correction issues.
For the number of reduced dimensions, 60 is slightly better than 40. And
LMMN-R gives slightly better results than LMNN in general.
In the previous re-identification experiments, we assume that the target
set will have a match for the query image. This is not the case in many prac-
tical scenarios as often it is not known whether the query person is in view.
Therefore we also show the receiver operator characteristic curve (ROC) for
cases where one would like to detect the query pedestrian in a target set of
pedestrians. The detection performance is measured by comparing the true
positive rate vs. the false positive rate, which shows, for a given recall rate
(true positive), what fraction of non–matching images in the target set will
be returned as false positives. Due to the universal threshold, the LMNN-R
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Figure 4.4: The receiver operator characteristic curve showing the true
positive vs. the false positive rate of our system.
method with properly selected λ parameter was able to outperform LMNN
by about 4% at a false positive rate of 10% (Figure 4.4).
Re-identification
This is another measure for evaluating the performance of pedestrian match-
ing methods. It is the probability of finding a correct match as a function
of the number of possible targets. A formal definition can be found in [52].
Figure 4.5 shows the re-identification rates of our method and the previous
methods.
Execution times
We implemented LMNN and LMNN-R in MATLAB3 and although we have
not employed the active set method which was designed to make LMNN
more efficient (described in [49]), our code runs reasonably fast in practice.
For the VIPeR dataset, a typical training session takes 160 s and finding the
target of a query pedestrian takes only 1.2 ms on a 2GHz Intel Core2–Duo.
3The MATLAB code for LMNN and LMMN-R optimization as well as replicating the
experiments is available by request.
45
Figure 4.5: Re-identification rate vs. the number of targets for our method
and others.
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CHAPTER 5
COMPUTATION AND PARALLEL
PROCESSING
5.1 Introduction
Graphics processing units (GPU) were first developed as specialty hardware
for computationally intensive 3D rendering tasks. Recently, owing to the
introduction of device programming frameworks such as Compute Unified
Device Architecture (CUDA [53]) and Open Computing Language (OpenCL
[54]), programmers have been granted highly granular control over a ma-
jority of the compute capabilities of the GPUs, paving the way for much
general purpose computing to be executed on GPUs with potentially big
performance gains. GPUs by design typically consist of many computation
elements that operate in parallel, allowing many tasks to be executed si-
multaneously. In comparison, single–core central processing units (CPUs)
do most processing serially, with a few exceptions such as branch prediction
[55] or memory and instruction prefetching [56], which aim to decrease the
CPU wait states through speculating about the states of execution in the
immediate future. The tradeoffs for the GPU many–core execution are sev-
eral. First, the memory and cache available to each execution elements are
very limited in comparison to CPUs; furthermore, the current architectures
operate with on–board memory (hereafter called “device memory”), which
is separate from the main memory of the computer (hereafter called “host
memory”). This duality of memory structures necessitates the transfer of
the relevant data between the host and the device, which can potentially
negate the performance gains obtained by parallelism. Lastly, although the
processing cores on the GPUs can operate in parallel, this does not necessar-
ily mean they can operate fully independently. Grouping of instructions and
carefully designed memory access to maximize the throughput of the memory
bandwidth are required in order to make optimum use of the computational
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capabilities of the GPUs.
In summary, we can identify several properties of algorithms, to assess
their suitability for execution on massively parallel architectures: (1) the
computation must consist of bits of execution which can be mapped to inde-
pendent regions of the data, (2) the cumulative time spent on computation
must exceed the time spent on data transfer to make it worthwhile, (3) the
GPU execution kernel must be small and should follow a mostly deterministic
code path with little to no branch divergence.
Fortunately, many examples in computer vision fit the described condi-
tions well. Within the spectrum of all computer algorithms, most computer
vision algorithms tend to reside on the computationally heavy side, gener-
ally expanding the given image data into a larger, more descriptive structure
(e.g., feature description, scale space pyramid, Markov random field) before
reducing it to the desired output. Typically, the expansion stage involves a
lot of image processing and the reduction stage involves pattern recognition
tasks, both which are data parallel on several levels. On a deeper level (e.g.,
a single image), one can frequently identify parts of algorithms, in which dif-
ferent chunks of the data can be distributed onto the parallel computational
resources and be processed either completely or almost independently. For
example, in the basic convolution operation, the filter response at a partic-
ular image location only depends on the contents of the image block that
is as large as the filter’s support at that location. Thus, assuming the filter
kernel is already cached, the data reads of two convolution computations at
locations more than the filter size apart in either direction are completely
independent.
In this section we concentrate on processor–level parallelism. However, it
should be noted that an orthogonal direction of parallelism is also possible in
computer vision. In most applications such as indexing, retrieval, detection
and image segmentation, there is no dependency between different images
in a given dataset. Subsequently there is no need for communication be-
tween parallel tasks when they are distributed on individual images. Under
these “embarrassingly parallel” [57] conditions it is not difficult to realize
gains proportional to the number of computation units operating in parallel.
Software frameworks such as MapReduce [58] make this kind of distributed
computing paradigm possible.
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5.2 Introduction to ViVid
The Video Processing Library (ViVid) has been conceptualized as a frame-
work to utilize massively parallel processing capabilities of GPUs to aid the
Image Formation and Processing Lab’s participation in TRECVid Surveil-
lance Event Detection Evaluations in 2008 and 2009 [59, 60]. Since then, we
have successfully used ViVid on the analysis of image sets as well. ViVid
has been organized with the intention that vision researchers will be the
primary end users, specifically, researchers who would benefit from using
performance optimized computational primitives in their algorithm design
and testing process.
ViVid is organized in two levels (Figure 5.1): the high–level Python inter-
face, which is used for scripting and prototyping, and the low–level C++/CUDA
interface that is used to facilitate high–performance computing.
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Figure 5.1: ViVid organization. External libraries are utilized at all levels
for code reuse and to extend the capabilities.
The Python scripting layer enables access to an extensive range of tools in
Python’s extensive scientific ecosystem. SciPy with NumPy can be used for
fast manipulative and arithmetic operations on array type data, and there is
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an ever growing list of compatible libraries which can be useful for pattern
recognition under the Scipy project. Matplotlib offers a strong alternative to
Matlab’s plotting capabilities. PyTables is an open source project for storing
data in hierarchical data format (HDF5 [61]), which is specifically designed
for efficient access to large datasets, which are frequently encountered in com-
puter vision. Lastly wxPython is a tool for building cross-platform graphical
user interfaces. In an ideal setting, the end users are only exposed to ViVid’s
Python scripting layer, where they can rapidly define the overall program flow
and incorporate modules and functions from C++ and CUDA performance
layers at will.
In the following sections we outline ViVid’s capabilities relevant to local
feature computation and processing. We concentrate on performance opti-
mizations on NVIDIA GPUs, which can be programmed through CUDA. In
the next section we will give a brief introduction to the CUDA computa-
tion model, and the individual discussions of algorithms to follow will make
frequent references to terminology specific to the CUDA paradigm.
5.3 GPU Execution Model
A CUDA capable NVIDIA GPU has a certain number of multiprocessors
each of which has a given number of stream processors. For instance, the
test bed of the experiments in this thesis is a GeForce GTX560, which has
336 stream processors uniformly distributed over 7 multiprocessors.
Each multiprocessor has one instruction decoder, which means we cannot
treat the stream processors of a multiprocessor as independent computation
cores. Rather, the same set of instructions, called the kernel, needs to be run
simultaneously on a group of stream processors in a multi-threaded fashion.
This group of threads constitutes a thread block. Each thread block executes
the same kernel, preferably on a different section of the data. The number of
threads per block is given by the number BLOCK SIZE, whereas the number
of thread blocks is given by the number GRID SIZE. The threads in a block
are executed logically in parallel but not necessarily physically in parallel.
Only threads within a warp are guaranteed to execute physically in parallel.
The warp size is currently 32 for all CUDA capable devices. The grouping of
threads in blocks is the main idea behind the scalability of CUDA because
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these blocks can be distributed for simultaneous execution depending on the
number of available multiprocessors in a given system.
On a CUDA capable GPU, there are several levels of memory, each with
a range of availability with respect to individual threads. This availability is
generally inversely correlated with the latency of the specific memory. For
instance the global device memory is available for read/write access to all
threads, but the access latency can consume up to 400-600 clock cycles.
The on–chip shared memory is only available to threads within a thread
block, but in general has very low latency. The registers are exclusive to
individual threads, but the access is virtually free. There are two additional
globally available memories with their own caches, which can enable fast
access. These are the constant read-only memory (currently limited to 64
KB) and the texture memory.
5.4 Operations
In this chapter we will describe the parts of ViVid that are relevant to the
proposed feature extraction mechanism (Figure 5.2). Specifically, we address
three modules:
1. Filterbank: Convolving a bank of filter kernels against the image and
measuring the filter similarity or distance at every image location and
finding the argmax (or argmin for distance).
2. Block Histogramming: Building histograms from local data.
3. Pairwise Distance: Measuring the pairwise distances or similarities be-
tween two sets of vectors.
All of the timings provided are computed on the same computer with a
quad–core 2.67 GHz Intel i5-750 Lynnfield CPU. The system memory is 16
GB. The operating system is GNU-Linux x86 64 with kernel version 3.1.4-1-
ARCH. An NVIDIA GeForce GTX 560 with 1GB DDR3 device memory is
connected through the PCI-e×16 port. A propitiatory Linux display driver,
version number 290.10 from NVIDIA Corporation, is used.
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Figure 5.2: Overview of a typical feature extraction process and optimized
parts contributed by ViVid. Each operation block provided by ViVid is
associated with the corresponding processing step in the block above.
5.4.1 Filtering with a Filterbank
In this problem, we are concerned with finding the most similar filter in a
d–long bank of c× c filters at every square patch of equal size in the image.
This is similar to the convolution algorithm, whose GPU implementation
has been addressed in several studies [62, 28]. The convolution operation is
bandwidth bound for small filters, while it is compute bound for large filters
[63]. Typically for the feature transform proposed in Chapter 2, the filter
sizes are small, which suggests that our problem could be bandwidth bound
as well. Yet, our problem differs from convolution because it consists of d
convolution patterns followed by a reduction for selecting the best matching
filter index and the corresponding similarity value at every pixel. Since d is
generally large, this pushes us well into the compute bound realm.
The Algorithm
In our GPU implementation, we store the filterbank in the constant device
memory. As stated in Section 5.3, this is currently limited to 64 KB for
CUDA capable NVIDIA GPUs. Maximum size of the filterbank in terms
of the number of filters that can fit into the constant memory for a given
filter kernel size is outlined in Table 5.1. The constant device memory has
a dedicated cache which facilitates fast access to filter coefficients by the
threads.
The BLOCK SIZE is set to 16 × 16, and for each thread block a (N +
filter size − 1) × (N + filter size − 1) shared memory block is allocated for
loading an image patch of corresponding size. N is a multiple of BLOCK SIZE.
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Table 5.1: Maximum number of filters that can be stored in the constant
device memory, assuming single precision floating point coefficients.
Filter Size 3× 3 5× 5 7× 7
Maximum Filterbank Size 1,820 655 334
Table 5.2: Raw timings (µs) for filtering operations with a given filter
support size.
CPU Intel i5-750 GPU GeForce GTX560
Filterbank Size Single-threaded Multi-threaded
100× 3× 3 287,295.1 67,802.7 1,602.48
100× 5× 5 596,630.4 151,968.0 10,530.6
100× 7× 7 1,150,230.6 290,569.5 20,695.8
The extra padding is necessary, such that we can compute the filter responses
for an N × N region. Since we are compute-bound, it is important to keep
the maximum number of threads busy. In each block, the shared memory
is first populated by the threads simultaneously reading from the device
memory. Next, each thread computes the filter responses to N×N pixels and
determines the index of the most similar filter along with the corresponding
index. These two values are recorded back to the device memory.
Timings
We tested filterbank filtering against a straightforward implementation on
the CPU. Multithreading on the CPU is achieved through OpenMP by par-
allelizing the outermost loop. In both GPU and CPU implementations, inner
loops are unrolled whenever possible. The benchmarks shown in Table 5.2
demonstrate that the pattern of heavy local computation with very little
memory communication is rather favorable for the GPU and a clear advan-
tage is reflected in the timings.
5.4.2 Block Histogram
Block histogramming refers to building histograms from local image data
with small support. The support regions are usually placed on a regular
grid on an image. Staying faithful to the parameterization of the feature
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transform introduced in Chapter 2, we set the local support size to be 8× 8
image patches, which are densely placed over the image.
The histogramming process can be broken down into two steps. In the
first step, the corresponding histogram bin is identified for each data item.
In the second step, this bin value is incremented according to the weighting
scheme. The first step is basically a nearest neighbor search. This is a well
studied problem and efficient structures have been designed to speed up the
search for various scenarios depending on the nature of the data [64]. In
this section, we address the second step of histogramming and assume the
histogram bin associations for all data items have already been resolved.
Histogramming on the GPU
Parallelization of histogramming is an interesting problem because of irregu-
lar access patterns for accumulation. Several works have investigated viable
GPU algorithms for building histograms from full images [65, 66]. On a
GPU, multiple blocks of threads can be launched simultaneously. This be-
havior naturally suggests a program flow, where several blocks of threads
are launched and each block, with its multiple threads, builds one histogram
for one image block. There are two obvious algorithmic patterns for this
scenario: scatter and gather.
In the gather pattern, all threads read all data items but only increment
the histogram bins when the data items read fall into the disjoint region
of the histogram for which they are responsible (Figure 5.3). The gather
pattern avoids all possible write collisions, but the tradeoff is that all threads
will read all data items, which is not a real improvement over straightforward
serial implementation.
In scatter pattern the input data will be distributed evenly to worker
threads, who then increment the corresponding bin out of a total of G his-
togram bins, as dictated by the data items (Figure 5.4). This in theory
could give a speed–up linear in the number of available worker threads (P );
however, this is hindered by collisions that occur when two of the threads
want to increment the same histogram bin at a given iteration. In such cases
the accumulation must be serialized in order to avoid race behavior. The
collision problem at a high level is similar to the birthday paradigm, where
the question is, out of P people in a room, are there two or more people
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Figure 5.3: Gather strategy for multi-threaded histogramming. Individual
processing threads read all data items but only accumulate to a sub-section
of the histogram.
Data Items
Threads
Histogram
Figure 5.4: Scatter strategy for multi-threaded histogramming. The data is
divided among individual processing threads. Threads accumulate values to
all histogram bins. Collisions (marked by black circles) can create race
conditions and therefore must be accounted for.
who have the same birthday. The expected number of birthday (or thread)
collisions (C) in this case is [67]:
C = P (P − 1)/(2G) (5.1)
However, image structures such as gradients or visual words are non–
uniformly distributed and frequently follow a power law distribution. Figure
5.5 illustrates averaged block histograms of 8×8 image patches for three data
sources. The first source is the image grayscale values. The second source
is the histogram of patch appearances with a Patch Appearance Dictionary
size of 100. Scattering data items with such distributions will often cause
collisions and therefore performance penalties which in some cases may end
up in large serialization penalties. However, relative to grayscale intensity
histogramming, there are fewer collisions when using Patch Appearance Dic-
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Figure 5.5: Averaged block histograms from 8× 8 blocks of a typical
image. All histograms are 100 bins long. Before averaging the histograms,
values have been sorted from high to low.
tionaries. Furthermore, the number of collisions can be greatly reduced with
a slight loss of fidelity in local histograms. Note that in PAD representation
the local histograms are weighted, with the weights equal to the absolute
cosine similarity to the most similar dictionary item. Because the filters are
0 mean, in smooth image patches, which constitute most of the patches in
natural images, this similarity is going to be very close to 0. Thus we can
take advantage of this fact by not performing an add operation when the
similarity value is less than a predetermined threshold (Figure 5.6).
The Algorithm
Encouraged by the relatively low number of expected collisions within blocks,
the proposed block histogramming algorithm follows the scatter pattern,
taking advantage of the hardware atomics for handling bin collisions. It
is natural to think that the BLOCK SIZE should be equal to the size of the
image patch. That way each block could build precisely one histogram.
The number of active blocks per multiprocessor is limited to 8, which yields
8 × 64 = 512 threads per multiprocessor. The maximum number of active
threads per multiprocessor is 1536 however, resulting in a block occupancy
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Figure 5.6: Expected number of N–way writes in a group of 32 threads,
which execute in parallel. N = 1 means there are no collisions. On average,
histogramming PAD features cause fewer collisions than grayscale
histograms. The number of collisions can be further reduced by not
accumulating values from pixels with low contribution.
of 512
1536
= 33%. According to CUDA C Best Practices Guide [68] block
occupancy figures less than 50% may lead to underutilization of resources.
To increase the block occupancy we set the BLOCK SIZE to 16 × 16. This
means each thread block will be building 4 histograms. A shared memory
block of 4 × MAX HISTOGRAM SIZE is allocated for fast local access. We set
MAX HISTOGRAM SIZE to 500, which almost completely fills the shared mem-
ory limit per block. The MAX HISTOGRAM SIZE does not impose a limit on
the size of the histograms we can handle, however, because histograms larger
than 500 bins can still be processed through multiple invocations of the ker-
nel, each time building a different 500 bin subset of the histogram.
Each thread reads the assignment value (i.e., the target bin index) of a sin-
gle pixel in the image block and the corresponding weight. If the weight value
is larger than a threshold τ , the corresponding bin in the block histogram is
incremented through the invocation of atomicAdd(), which guarantees ac-
curate summation in the case of collisions. Finally, the threads transfer the
block histograms from the shared memory to the device memory (Algorithm
2).
Timings
We provide the timing comparison against a straightforward multi-threaded
CPU implementation using OpenMP. The CPU implementation consists of
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Algorithm 2 Block histogramming kernel
Allocate 4 temporary histograms (Htemp) of size MAX HISTOGRAM SIZE and
initialize the values to 0.
Read histogram assignments bi,j and weights wi,j from the corresponding
16× 16 image block.
if wi,j > τ then
atomicAdd(Htemp[.][bi,j], wi,j)
end if
Transfer Htemp to device memory.
Table 5.3: Raw timings (µs) for building histograms.
CPU Intel i5-750 GPU GeForce GTX560
Histogram Size Single-threaded Multi-threaded Exact Approx
100 1,746.7 637.8 150.0 126.5
200 1,771.0 668.9 162.4 138.4
300 1,918.6 713.2 172.2 148.6
each thread building a separate histogram from a different block on the image
data. Table 5.3 shows the run-times for GPU and CPU implementations.
This is the raw time it takes to build the histograms (e.g., total kernel time
for the GPU). Any other overhead such as the time it takes to transfer the
image data from the CPU to the GPU device is not accounted for. The multi-
threaded implementation on the CPU yields a performance improvement
almost proportional to the number of CPU cores. The GPU is the best
performer with about 150 µs total kernel time for 100 bins. The approximate
method yields an additional speed–up of 25 µs.
5.4.3 Pairwise Distance
Pairwise operations on elements of two sets are extremely common patterns
used in many algorithms. One of the prime examples is matrix multipli-
cation, where one computes the dot product of all the rows of one matrix
against the columns of another. The pairwise dot product can be replaced
by any pairwise vector operator τ (τ := <m ×<m → <) to give rise to arbi-
trary distance measures, similarity transforms. For example, the radial basis
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function, a popular support vector kernel, can be expressed as
Krbf(x,y) = exp(−γτ(x,y)) (5.2)
τ(x,y) =‖ x− y ‖2 (5.3)
The typical work flow of the general pairwise vector operation is outlined
in Algorithm 3.
Algorithm 3 Straightforward pairwise operation
Input: sets of vectors A (m1 × n) and B (m2 × n)
Output: C (m1 ×m2)
for i = 1 to m1 do
for j = 1 to m2 do
ci,j = τ(ai,:, bi,:)
end for
end for
For large collections of large vector sets, pairwise operations start quickly
and become prohibitively expensive because of the sheer number of atomic
operations involved in the computation. Loop tiling (Figure 5.7) is a parallel
algorithm, very well suited to address this problem on massively parallel
processing units. The basic idea is to break up the data into smaller subsets,
which can be processed independently and accumulate the results in the
corresponding subset of the output. This results in a net gain because threads
are utilized to move the data into fast shared memory, thereby reducing
the global memory access by a factor of BLOCK SIZE. Furthermore, threads
process the subsets by computing the pairwise distances of subvector pairs
concurrently. The loop tiling algorithm is outlined in Algorithm 4.
The loop tiling operation is simple, yet one of the best manifestations
of leveraging true computing power of GPUs due to lack of branches in the
atomic computation kernels and very low number of idle threads at any given
instance. The performance gain is reflected in our benchmark in Table 5.4.
For this benchmark, we measure the Euclidean distance between two sets
of 1000-dimensional vectors. The number of vectors in each set is varied,
which should result in a quadratic increase in processing time in a serial
implementation. The multithreaded CPU implementation is realized through
OpenMP. The multithreaded CPU version results in a speed–up almost equal
to the number of CPU cores utilized. However, the GPU implementation
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Figure 5.7: Visualization of loop tiling operation. The worker threads
concurrently read square–shaped (of dimension BLOCK SIZE) sub-matrices
of A and B. After this, each thread is responsible for applying the specified
pairwise operation to a row of the sub-matrix from A and a column of the
sub-matrix from B. Figure courtesy of NVIDIA CUDA Programming
Guide [?].
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Algorithm 4 Pairwise vector operations on two sets of vectors via loop tiling
Input: sets of vectors A (m1 × n) and B (m2 × n)
Output: C (m1 ×m2)
Initialize: BLOCK SIZE× BLOCK SIZE threads indexed by {ti, tj}
Partition A and B into disjoint BLOCK SIZE × BLOCK SIZE submatrices
indexed by {i{a/b}, j}
for j = 1 to j(max) do
for all submatrices Aia,j and Bib,j do
for all threads (ti, tj) do
Read one element of Aia,j and Bib,j into the device shared memory
Cia,ib [ti, tj]← Cia,ib [ti, tj] + τ(Aia,j[:, ti],Bib,j[:, tj])
end for
end for
end for
Table 5.4: Raw timings (µs) for computing the pairwise distances of two
N ×N matrices.
CPU Intel i5-750 GPU GeForce GTX560
Histogram Size Single-threaded Multi-threaded CUDA
100× 100 2,414.0 772.7 101.4
500× 500 300,257.4 72,191.5 8,682.7
1000× 1000 2,410,599.8 599,843.1 66,637.6
through loop tiling is the best performer in all cases by a large margin.
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CHAPTER 6
CONCLUSIONS AND FUTURE
DIRECTIONS
In this thesis we have investigated object detection and recognition problems
through the context of local image features. This bottom–up approach lets us
formulate a robust and descriptive feature transformation that preserves the
positive qualities of popular and successful gradient operators. Our descrip-
tors show promising performance in object detection tasks. This favorable
performance prompts the question whether the descriptors can be useful in
other areas such as registration, wide baseline matching and texture recogni-
tion. One potential drawback is the computational burden that we alleviated
through utilizing GPUs. For processing on the CPUs, an option is to utilize
binary search trees to speed up processing at the pixel level.
We extended our study of local descriptors in two directions. In Chapter
2 we proposed a method for extracting discriminative correlations of local
features of different types. The correlation values obtained from this method
can be augmented into the existing features to boost detection performance.
In Chapter 3, we demonstrated a metric learning framework for solving recog-
nition problems using local feature representations.
To facilitate good computational performance, we have produced GPU al-
gorithms that show an order of magnitude improvement on the average over
the CPU equivalents. One drawback of the current code base is that our
algorithms are written in CUDA language, which is more or less exclusive
to NVIDIA devices. Availability of GPUs from other vendors and the emer-
gence of multi-core CPUs necessitate the porting of our code base to these
platforms. A reasonable direction of the port is OpenCL, which is a unifying
framework for coding parallel devices and is supported as a standard by all
major high–performance processor vendors.
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