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CHAPTER 3 
 
 
METHODOLOGY 
 
 
3.1 INTRODUCTION 
 
This chapter explains the methodology of the conventional as well as the proposed 
method. The former utilizes Multivariate Statistical Process Monitoring (MSPM) System, 
which basically developed based on the procedures of Principal Component Analysis 
(PCA) technique. Meanwhile, the structure of the proposed system applies the integration 
of Multiple Linear Regression (MLR) into the original MSPM framework and that to be 
used for data prediction. This newly introduced monitoring system is still depending on the 
PCA to mainly compress the multivariate data. 
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 In general, this chapter is divided into four main sections starting briefly with the 
introduction. Next, the PCA-MSPM procedures (Framework I) is explained and 
subsequently followed by the new procedures of MLR-PCA-MSPM (Framework II).  All 
the model development for PCA and MLR-PCA are from the MATLAB toolbox. Then, the 
description of the Tennessee Eastman Process (TEP) case study which has been utilized to 
demonstrate the capability of the monitoring system that implemented in this study which 
the data was generated from a simulation work due to Chiang et al., (2001).  
This chapter also presents description of the real case study, Multiple Input Multiple 
Output (MIMO) training system pilot plant which has been setup in Universiti Malaysia 
Pahang, Malaysia. As to ensure the true strength of the proposed monitoring system, 
MIMO plant was chosen, which conceptually represents the real plant operation data that 
originally produced through this project. The process contains several of fault cases, which 
are found suitable to be applied in this research. 
 
3.2 FRAMEWORK I: PCA-MSPM SYSTEM PROCEDURES 
 
The complete original procedures of the conventional MSPM framework can be obtained 
from Macgregor and Kourti (1995) as well as Raich and Cinar (1996), whereby it can be 
separated into two main phases as shown in Figure 3.1 (Yunus, 2012). From Figure 3.1, 
the first phase is related to the model development of NOC data whereas the second 
facilities for monitoring of the new process data.  
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Figure 3.1: Generic MSPM Framework based on PCA. 
 
3.2.1  PHASE I PROCEDURES 
 
The first step of the first phase basically involves with collection of NOC data Xmxn (m: 
variables, n: samples), which normally conducted off-line based on the historical process 
data archive. The data are then standardized to zero mean and unit variance by using 
equation (3.1) until equation (3.3). All the procedures are due to MacGregor and Kourti, 
(1995); Nomikos and MacGregor, (1995) and Jackson, (2005). PCA typically utilizes 
variance-covariance or a matrix correlation measure of the normal operating condition 
(NOC) data matrix as the basis in developing the compressed multivariate configuration. 
According to Chiang et al., (2001), data standardization relates to capturing the data 
variation that extracted from the mean of data variables and scales it to unit variance. The 
data variables can be standardized by applying equation (3.1): 
PHASE II 
8. False Alarm Rate, Fault 
detection and 
identification 
5. Collection of the new 
process data 
6. Development of new data 
scores. 
7. Formulation of monitoring 
statistics for new data. 
1. Collection and 
standardization of 
historical NOC data 
2. Development of PCA 
model for NOC data 
3. Formulation of monitoring 
statistics for NOC data 
4. Calculation of control 
limits 
PHASE I 
