The Matroid Secretary Problem, introduced by , is a generalization of the Classical Secretary Problem. In this problem, elements from a matroid are presented to an on-line algorithm in a random order. Each element has a weight associated with it, which is revealed to the algorithm along with the element. After each element is revealed the algorithm must make an irrevocable decision on whether or not to select it. The goal is to pick an independent set with the sum of the weights of the selected elements as large as possible.
Introduction
Dynkin [7] introduced the Classical Secretary Problem: There are n candidates for a secretarial post. Precisely one of them has to be selected for the post. The candidates are interviewed sequentially in a random order. After each interview a score is given to the candidate just interviewed. The goal is to select a candidate with the maximum score. But there is one "catch". Once a candidate has been interviewed, the decision on whether to hire the candidate or not has to be taken before the next candidate is interviewed. If that candidate is hired then the interview process stops. If the candidate is not hired, then the next candidate is interviewed, and the candidate that was not hired cannot be hired subsequently. Because of this "catch", the best that can be done is to maximize the probability of picking the best candidate. Lindley [12] and Dynkin [7] gave an algorithm that hires the best candidate with probability at least 1/e. For the results in this paper we need an equivalent formulation of the problem, which we describe next.
Classical Secretary Problem: Given a randomly ordered sequence of n elements, each with a positive weight, design an on-line algorithm for picking an element of the sequence that maximizes the expected weight of the chosen element.
A natural generalization is to allow k secretaries to be hired. Now the goal is to hire the best k candidates. This problem is known as the k-Secretary Problem. Babaioff et al [4] generalized it even further to the Matroid Secretary Problem. In this problem there is a matroid (U, I). Each element x ∈ U has a non-negative weight wt(x) and each S ∈ I has weight x∈S wt (x) . The algorithm has access to the matroid via an oracle that on input set S ⊆ U replies whether S ∈ I or not. The elements and their weights are revealed one at a time in a random order. As each element is revealed, a decision whether to select or reject it, must be made subject to the following constraints: the decision to select or reject is irrevocable; the decision must be made before the next element in the sequence is revealed; the set of selected elements must belong to I at all times. The algorithm's payoff is the weight of the set of selected elements. The goal is to maximize the expected payoff. The competitive-ratio of the algorithm is the ratio of the maximum weight of a set in I to the expected payoff.
Babaioff et al. [4] established a connection between the Matroid Secretary Problem and mechanism design. Essentially they show that each algorithm for a specific family of matroids can be converted into a Truthful Mechanism for what they call corresponding matroid domain. In the same paper they gave an algorithm for the Matroid Secretary Problem that achieves a competitive-ratio of O(logρ), where ρ is the rank of the matroid. Since then this problem has received significant attention. Yet, no algorithm with a better competitive-ratio has been found (until this paper). It has however often been conjectured that a constant competitive-ratio is achievable.
Related results: Although to our knowledge, the best known competitive-ratio for the Matroid Secretary Problem is the one presented in this paper, significantly better results are known when there are certain restrictions on either the matroid structure or the weights of the elements.
For example, constant-competitive-ratio algorithms have been obtained for specific families of matroids like graphic matroids [4] , transversal matroids of bounded left degree, and their truncation [4] , uniform/partition matroids [2, 10] , transversal matroids [6, 11] and Laminar matroids [9] . There are also some constant-competitive-ratio results when various restrictions are imposed on the weights of the elements. For example, if the weights of the elements are randomly assigned, then there is a constant-competitive-ratio algorithm [13] .
Many other generalizations of the Classical Secretary Problem have also been studied, for example, the Submodular Secretary Problem [5] and the Knapsack Secretary Problem [2] . For a detailed survey of this field, please refer to [8] and [3] .
Our result:
We give an algorithm for the Matroid Secretary Problem that has a competitiveratio of O( √ log ρ). This may be an indication that the Matroid Secretary Problem actually admits a constant competitive-ratio.
Overview of our algorithm
This overview refers to a number of matroid properties that are formally defined in the following section. In order to simplify the exposition of the algorithm we set OP T to be the maximum weight of an independent set in the matroid. It is assumed that the weights of all the elements of the matroid are powers of 2. In the worst case this results in doubling the competitive-ratio of our algorithm. The advantage of this assumption is that it enables the partitioning of the elements into sets, called buckets, where each bucket is a maximal set of matroid elements that have the same weight. The main algorithm we present utilises three separate algorithms. The first we call the classical algorithm since it is the algorithm described in Lindley [12] and Dynkin [7] for the Classical Secretary Problem. The second we call the simple algorithm and the third we call the protection algorithm.
The main algorithm consists of two parts of which only one is used. The decision as to which one is made by a toss of a fair coin. The first part is simply the classical algorithm. The second part consists of two phases. In the first phase approximately half of the elements of the matroid are revealed without any of them being selected. In the second phase either the simple algorithm or the protection algorithm is deployed. The choice of which algorithm to deploy is done according to the knowledge about the elements revealed in the first phase.
The goal of the first part of the algorithm is to ensure the claimed competitive-ratio when the matroid has an element with a "large" weight, where by "large" we mean at least as large as the expected payoff of the algorithm. The second part of the algorithm is to ensure the claimed competitive-ratio when the matroid does not have a "large" element.
The assumption that there is no element of "large" weight is vital for the proof of correctness of the second part of the algorithm. Under this assumption, we show that there exist two sets of buckets, Core-Buckets and Good-Buckets, which satisfy a number of crucial properties: GoodBuckets is a superset of Core-Buckets; the cardinality of Good-Buckets is O(log ρ) (recall that ρ is the rank of the matroid); the rank of each bucket in Good-Buckets is "large" enough to enable us to use a combination of concentration inequalities and the union bound; the sum of rank of a bucket times weight of an element in it over all buckets in Core-Buckets is Ω(OP T ). These properties enable us to show, for example, that with high probability the rank of the set of elements revealed in the first phase is at least ρ/3. This is used to show that with high probability by the end of the first phase the algorithm has a good approximation of ρ. Hence from here until the end of the overall description, we assume that ρ is known.
The importance of Core-Buckets and Good-Buckets stems from the fact that in the first phase the algorithm selects a set of buckets called Selected-Buckets, and we show that, with high probability, Selected-Buckets is a superset of Core-Buckets and is a subset of Good-Buckets. In the second phase the algorithm selects elements only from Selected-Buckets. We use the fact that Selected-Buckets includes Core-Buckets in order to upper bound the competitive-ratio. The fact that Selected-Buckets is a subset Good-Buckets implies that the concentration results we prove for Good-Buckets also hold for Selected-Buckets.
We now explain what the algorithm does in the second phase, starting with an explanation of how the simple algorithm works. This explanation is followed by a description of how and why the main algorithm uses the simple algorithm. The simple algorithm receives a subset of SelectedBuckets from the first phase of the main algorithm. It then starts revealing the remaining elements, selecting an element, provided it is in one of the given buckets and that adding it to the set of all previously selected elements results in an independent set.
There are two ways the simple algorithm may be employed. The first is when the first phase of the main algorithm gives the simple algorithm a set consisting of a single bucket. In this case the set of elements revealed in the first phase that are in this bucket, contains an independent subset with a large weight. If this had been known in advance, then the simple algorithm could have been used with this bucket on the elements revealed in the first phase. This would have ensured the required payoff. This is because all of the elements in the given bucket have the same weight. Thus, the simple algorithm, described here, coincides with the greedy algorithm for matroids when applied only on the elements of the given bucket that were revealed in the first phase. However, although we do not know this in advance, since the bucket given is in Good-Buckets the concentration results for Good-Buckets imply that the subset of the buckets elements, revealed in the second phase, is similar with high probability.
The second way the simple algorithm is used is as follows. The first phase of the main algorithm gives the simple algorithm a "special" subset of the Selected-Buckets. The union of these "special" buckets contains an independent subset of large weight that consists of elements u of the following type: each element u was revealed in the first phase; {u} forms an independent set together with any independent subset of elements that were revealed in the first phase and are contained in the union of the "special" buckets. Note that this implies that if we had used the simple algorithm on the elements that were revealed in the first phase and contained in the union of the "special" buckets, then every element such as u would have been selected. However, although we do not know this in advance, since the "special" buckets are Good-Buckets the concentration results for Good-Buckets imply that the subset of elements in the "special" buckets, revealed in the second phase, is similar with high probability.
Note that the simple algorithm will be employed if a bucket like the one described in the first way exists, or if a "special" set of buckets as described in the second way exists. If many such sets exist, then one of them is selected arbitrarily in the first phase of the main algorithm and this is the set given to the simple algorithm. If no such sets exist then the protection algorithm is used.
The protection algorithm is more involved than the simple algorithm and hence a more detailed intuition appears together with its pseudo-code. Here we shall describe some of the key ideas it incorporates. Assume that we had a "magic" oracle that can provide a basis for every Bucket. In an algorithm we could use this oracle as follows. When deciding whether to select a candidate element we act as follows: select the element only if the rank of the set obtained by adding the element to the set described next is larger the rank of this set. The set is the union of all elements already selected and all the elements that are of larger weight than the candidate and in bases given by the "magic" oracle. This ensures that it will never be the case that an element will not be selected because it forms a dependent set together with elements of lower weight that have already been selected. This holds since if indeed such a set of lower weight elements existed, then its union with all the bases of buckets of larger element weight that were given by the "magic" oracle is dependent. This in turn means that one of these lower weight elements was not selected, hence a contradiction. Thus the bases given by the "magic" oracle "protect" elements from elements of smaller weight.
In reality such a "magic" oracle does not exists. So instead of the basis given by the "magic" oracle we use a union of a number of buckets. This union may not include a basis for the protected bucket, yet it is similar in a manner that will be described later when we present the algorithm. We shall show that such sets exist if the sets needed for the simple algorithm to be used do not exist.
Preliminaries
We use [α] to denote {1, . . . , α } for any non-negative real α. We use N to denote the non-negative integers, N 0 the non-negative even numbers and N 1 the non-negative odd numbers. All logarithms are base 2.
Properties of Matroids

Definition 1 Let (U, I) be an ordered pair, where U is a set of elements and I is a family of subsets of U, then (U, I) is a matroid if the following holds
• If A ∈ I and A ⊂ A, then A ∈ I
• If A, A ∈ I and |A | > |A|, then there exists a ∈ A \ A such that (A ∪ {a}) ∈ I.
We call the sets in I, independent sets, and any independent set that is maximal is called a basis of U.
From here on (U, I) is a fixed matroid and n = |U|. We also have a fixed weight function wt from U to the non-negative reals. For every u ∈ U we refer to wt(u) as the weight of u. For any V ⊆ U we define wt(V ) = u∈V wt(u). We shall assume that all the weights are powers of 2. That is, we round any value to the largest power of 2 that is smaller than it. In the worst case this results in doubling the competitive-ratio of our algorithm.
Definition 2 [Rank,Υ,OPT, OP T ]
For every U ⊆ U we define Rank(U ) = max{|I| | I ∈ I ∩ 2 U }. We set Υ = log Rank(U) . For every U ⊆ U we define OP T (U ) = max{wt(I) | I ∈ I ∩ 2 U }. We write just OP T when U = U and set OP T to be the smallest power of 2 that is at
This definition of OP T was chosen in order to simplify the exposition. Observe that OP T ≥ OP T .
Definition 3 [Buckets] For every integer i we set
B i = {u ∈ U | wt(u) = OP T 2 i }. For every set of integers S we define B S = i∈S B i .
Definition 4 [CoreBs, GoodBs ]
CoreBs is the set of all i ∈ log Υ 2 + 11, 2Υ such that
GoodBs is the set of all i ∈ log Υ 2
In all the propositions until the end of this subsection it is assumed that Υ > 2 64 and max{wt(u) | u ∈ U} < OP T 2 16 √ Υ
. Hence we omit this from their statement.
Proposition 5 i∈CoreBs OP T (B
Proof. Let α = 
by Definition 2 and Definition 4,
to prove the proposition we only need to show that i∈ [3] 
, where the first inequality is because for every i we have that Rank(B i ) ≤ 2 Υ and the last inequality is because Υ > 2 64 .
Among other things the following Propositions are used to bound the effect of using concentration inequalities.
Proposition 6 For every
i, j, k, T , where k ≥ j ≥ 4 √ Υ and k − j ≤ √ Υ, and i ∈ T ⊆ [j, k] ∩ GoodBs, we have that Rank(B i ) 3/4 ≥ Rank(B T ).
Proof.
The weight of every element in B T is at least
Proposition 7 For every
T ⊆ GoodBs∩[4 √ Υ, 2Υ] we have that i∈T 16·Υ·Rank(B i ) 3/4 · OP T 2 i ≤ OP T 2 20 Υ 2 .
Proof.
Since |T | ≤ 2Υ, it is sufficient to prove that for every i ∈ T we have that 16
, where the last inequality is because i ≥ 4 √ Υ and Υ > 2 64 .
Permutations of U
Let π : U → [n] be a uniformly selected bijection and selected according to the Binomial distri-
Definition 8 [L,R Buckets] For every integer i we set B
We next define an event A which contains all the conditions required for proving that the algorithm we present works. We use both the Chernoff and the Talagrand inequalities in order to prove that A holds with sufficiently high probability. 
Definition 9 [Event A] Let A be the event that L is such that the following holds. For every i, j, k, T , where i ∈ GoodBs, and k
≥ j ≥ 4 √ Υ and k − j ≤ √ Υ , and T ⊆ [j, k] ∩ GoodBs, we have that 1. Rank(L) ≥ Rank(U ) 3 , i∈CoreBs OP T (B L i ) ≥ OP T 16 , 2. |Rank(B L i ) − Rank(B R i )| ≤ 4 · log (Υ) · Rank(B i ), 3. |Rank(B L T ) − Rank(B R T )| ≤ 8 · Υ · Rank(B T ), 4. if i ∈ T , then |Rank(B L T \{i} ∪ B R i ) − Rank(B L T )| ≤ 8 · Υ · Rank(B T ).
Proof.
The proof follows from union bound and Proposition 19, Proposition 16 and Proposition 17, which are all proved further on.
From here until the end of this subsection, we shall assume that Υ > 2 64 and max{wt(u)
. Hence we will omit this from the statements of the propositions appearing next. To prove that with high probability conditions 2, 3 and 4 of event A hold, we use an application of Talagrand's concentration inequality which appears in chapter 7 section 7 of Alon and Spencers second edition of the book The Probabilistic Method [1] . Denote the elements of U by u 1 , . . . , u n . For every i ∈ [n] let Ω i be the probability space consisting of the complementing events u i ∈ L and The following theorem is an adaptation of Theorem 7.7.1 from [1] to our needs.
Theorem 12
If h is Lipschitz and f -certifiable, then for x selected uniformly from Ω and all b, t,
We shall use Theorem 12 for the Rank function. To do so we need the following two facts. For
Fact 13 Rank V is Lipschitz and f -certifiable, where f (x) = x for every x ∈ Ω.
We abuse notations and treat L as if it was an element in Ω (that is, an indicator function for L).
Fact 14 L is distributed uniformly over 2 U .
Proof.
Let T ⊆ U. The probability that L = T is the probability that |L| = |T | times the probability that the elements of T are selected to be in L. This is
Lemma 15 Let V ⊆ U and m be the median value of Rank V (x) over all x ∈ Ω, then for every
Proof. To prove the lemma we apply Theorem 12 twice. In both times we take h ≡ Rank V and f to be the identity function. In the first time we set b = m to get
In the second time we set b = m + t √ m to get
where the first inequality is because δ > 0 since t > 2. The lemma follows by the union bound.
Proposition 16
With probability at least 15/16, for every i ∈ GoodBs we have that
Proof.
Fix i ∈ GoodBs. Let m be the median of the value of Rank(
√ m, with probability at most e 2−2 log Υ ≤ 2 −6 Υ −1 , where the inequality is because Υ > 2 64 .
Thus, by the union bound with probability at least 31/32 for every i ∈ GoodBs we have that
Note that for our purposes there is no difference between B R i and B L i , since there is a trivial bijection between every possible L and every possible R. Consequently, the same proof implies that with probability at least 31/32 for every i ∈ GoodBs we have that |Rank(B R i ) − m| ≤ 2 · log (Υ) √ m. Now by applying the union bound and the triangle inequality proposition follows.
Proposition 17 With probability at least 15/16, for every i, j, k, T , where
• √ m, with probability at most e 2−2Υ ≤ 2 −10 Υ −3 2 −Υ .
Proof. Fix i, j, k, T . Let m be the median of the values of Rank(B
Since Υ > 2 64 , the union bound implies that with probability at least 63/64 for every i, j, k, T as in the proposition we have that |Rank(B L T \{i} ∪B R i )−m| ≤ 2·Υ √ m. Note that the for our purposes there is no difference between B R T and B L T , since there is a trivial bijection between every possible value of L and every possible value of R. Thus same proof implies that with probability at least 63/64 for every i, j, k, T , as in the statement of the proposition, we have that |Rank(B L T ) − m| ≤ 2 · Υ √ m and the same for Rank(B R T ). Now by using the union bound and the triangle inequality the proposition follows.
We next prove that Condition 1 of event A holds with high probability. To do so we need the Chernoff inequality which requires the following fact that is an immediate result of Fact 14.
Fact 18 For every i and u ∈ B i independently, u ∈ B L
i with probability
Proposition 19 Rank(L) ≥ Rank(U)/3 and i∈CoreBs OP T (B L i ) ≥ OP T
16 with probability at least 15/16.
Proof.
Let Z be a basis for U. By Fact 18 for every z ∈ U independently z ∈ L with probability 1/2. Hence by the Chernoff inequality |Z ∩ L| ≥ Rank(U)/3 with probability at least 1 − e −Rank(U )/18 > 31/32, where the inequality is because Υ > 2 64 .
For every i ∈ CoreBs let Z i ⊆ B i be an optimal basis for B i . Fix i ∈ CoreBs. By Fact 14 for every z ∈ Z i independently, z ∈ L ∩ Z i with probability 1/2. Since Rank(B i ) ≥ 
The Main Algorithm
Theorem 20 Let P be the set returned by Algorithm 1, then the expected value of OP T (P ) is Ω(
OP T √ Υ
).
The proof of this theorem appears immediately before Subsection 4.1. The pseudo-code for Algorithm 1 appears further on and is essential for understanding what is written in this text. Note that all the matroid related operations used in Algorithm 1 can be done by using only an oracle to the matroid.
In the first line of Algorithm 1 it is decided whether to employ the classical algorithm or not. If the classical algorithm was not employed, then Algorithm 1 proceeds to the initialization of sets and the revealing of about half the matroids elements. The set of revealed elements is denoted by L since it is selected exactly as L is selected in the preliminaries. Once L is known the algorithm proceeds to computing the parameters OP T and Υ. These parameters are computed so that with high probability OP T = OP T and Υ = Υ. This is done mostly in order to simplify notations. At Line 9 the algorithm picks Selected-Buckets. Line 10 is used for checking whether there exists a set of buckets, for the simple algorithm as described in Section 2. If there does not exist such a set, then the protection algorithm is employed. If there exist such sets, then the algorithm selects an arbitrary one and proceeds to the simple algorithm, which consists of Line 12. 3. Reveal the first elements without selecting any of them, set L to be all the elements revealed 4. Select ξ ∈ {0, 1, 2, 3} and η ∈ {0, 1, 2}, each independently and uniformly
6. Set OP T to be 2 ξ times the smallest power of 2 that is at
10. If there do not exist κ 1 , κ 2 that satisfy the following, then proceed to Algorithm 4.1 
Proof. By Line 1 with probability 1/2 the classical algorithm is employed (see Lindley [12] and Dynkin [7] ). Assume that this is indeed the case. As a result, with probability at least 1/e, a maximum weight element is returned. 
Proposition 22
Proof.
Assume event A holds. Thus, we have
≤ OP T and the fact that ξ is selected uniformly at random from {0, 1, 2, 3}, with probability 1/4 we have that OP T = OP T . As L ⊆ U we have that Rank(L) < Rank(U) . Since event A holds, by the definition of Υ, Υ and the fact that η is selected independently and uniformly at random from {0, 1, 2}, implies that with probability 1/3 we have that Υ = Υ. Finally, since Theorem 10 asserts that the probability that event A holds is at least 13 16 , we conclude the proposition. From here on we assume the following assumption holds unless explicitly stated otherwise. Hence we do not state that the assumption holds in any of the succeeding propositions, lemmatta and theorems. 
By definition for every i ∈ CoreBs we have that i ∈ [ log Υ 2
+ 11, 2Υ] and
. Hence by Line 9 for every i ∈ CoreBs we have that i ∈ SelectedBs.
, we get that i ≥ 
Lemma 25 If Line 12 was reached, and κ
2 = κ 1 < 4 √ Υ, then OP T (P ) ≥ OP T 2 16 √ Υ .
Proof.
Set i = κ 1 . Since the condition of Line 10 is satisfied, we know that
. Now as i ∈ SelectedBs we have that i ≥ log Υ 2 + 11 and
, where the second inequality is because event
Theorem 26 If Line 12 was reached, and κ
Proposition 24 asserts that Rank(P ) = Rank(B R M ) and thus,
Since event A holds and SelectedBs ⊆ GoodBs, by Proposition 23, we have that
and therefore together with (1)
According to Line 10b
By Proposition 6 and Proposition 7
The theorem follows from (2), (3) and (4). . If the condition in Line 10 does hold, then P is the set returned by Algorithm 4.1, which appears in the following subsection. By Theorem 27, which also appears in the following subsection, we have that OP T (P ) ≥ OP T 2 16 √ Υ .
Proof of Theorem 20 Recall that OP T ≥ OP T by definition. By Proposition 21, if Υ
< 2 64 or max{wt(u) | u ∈ U } > OP T 2 16 √ Υ , then OP T (P ) ≥ min{ OP T 2 16 √ Υ ,
The Protection Algorithm
The pseudo-code for Algorithm 4.1 (the protection algorithm) appears further on and is essential for understanding what is written in this text. Note that all the matroid related operations used in Algorithm 4.1 can be done by using only an oracle to the matroid. Algorithm 4.1 starts by creating a partition of SelectedBs into sets (T ub j s) bounded in a range of size at most √ Υ (recall that we assume that Υ = Υ). Elements will be selected from either buckets whose index is in T ub j s, where j is odd, or from buckets in T ub j 's, where j is even, but not both. The decision on which of the two options is selected is made on Line 3.
The importance of the T ub j s is that they replace the magic oracle described in Section 2. Specifically, the fact that Algorithm 4.1 was employed implies the following. For each T ub j if OP T (L T ub j ) is sufficiently large there exists i such that OP T (L i ) is sufficiently large and the following holds:
(on Line 4c), where t(i) is the index of the T ub that contains i as defined in the pseudo-code. Thus, L T ub t(i) \{i} could have been used in order to protect L i in the same manner as was done with a basis given by the magic oracle described in Section 2. Regretfully, L T ub t(i) \{i} is only known after all the elements of L i are revealed. However, all is not lost since the concentration results implies that L T ub t(i) \{i} can be used to protect R i .
The exact manner in which the protection is implemented can be seen in Line 6a. Observe that each T ub is used to protect exactly one Bucket. That is only elements from such protected buckets are selected and elements from other buckets are ignored. Thus ideally we would have wanted the T ubs to have a range that is as small as possible. Nonetheless the range of each T ub is Θ( Υ), since having a smaller range would increase the competitive ratio of the simple algorithm.
Note that using protection may cause damage by preventing the selection of elements from buckets of lower element weight. In Proposition 32 we show that using this damage is bounded damage because of the following. Every protected bucket has a rank that is significantly larger than that of the union of all elements used to protect buckets of larger element weight. 
Proof.
In Lemma 29, which we prove further on, we show that for every i ∈ S we have that Algorithm 2 Protection Algorithm
there exist i ∈ T ub j that satisfy the following pick one of them arbitrarily and do S ←− S ∪ {i}
T ub t(i)
Since the condition of Line 4c is satisfied, for every i ∈ S we have that
Proposition 32, which we prove further on, asserts that
for every i ∈ S. Now by the fact that SelectedBs ⊆ GoodBs by Proposition 23, Proposition 6 and Proposition 7 imply that
Finally by Proposition 31, which we prove further on, we have
and the theorem follows.
Proposition 28 Let i ∈ S, then
Rank(P ∪ Heavy t(i) ∪ B R i ∪ k∈S,k<i B R k ) = Rank(P ∪ Heavy t(i) ∪ k∈S,k<i B R k ).
Proof.
Assume for the sake of contradiction that the proposition does not hold. Let Z be a basis and subset of P ∪ Heavy
there exists z ∈ Z ∩ B R i such that {z} ∪ P ∪ Heavy t(i) ∪ k∈S,k<i B R k is independent. Yet this cannot happen since z satisfies the condition on Line 6a of Algorithm 4.1 and hence z ∈ P .
Lemma 29 Let
We also have
As a result of the condition in Line 5a, we get that
By Equation 5 and Equation 6 we get that
The lemma follows since event A holds.
Proof.
Let T be the set of all
. Assume for the sake of contradiction that T ub j ∩ S = ∅. Since for every i ∈ T the conditions in Line 4a and Line 4b hold, we infer that for every i ∈ T the condition in Line 4c does not hold. Thus, for every i ∈ T we have that Rank(B L
Observe that i∈T ub
As a direct result of (7) and (8) and the fact that T ⊆ T ub j we get that
This implies that the condition in Line 10b of Algorithm 1 is not satisfied, which implies that Algorithm 4.1 was not executed. Hence a contradiction.
Proposition 31 i∈S OP T (B
L i ) ≥ OP T 2 8 √ Υ .
Proof.
Let T be the set of all j such that T ub j ∩ S = ∅. By Line 4b and Lemma 30 we have
where the second inequality is because |T ub t(i) | ≤ √ Υ for every i ∈ S, by Line 2a. Together with (9) and (10) we get
The proposition follows, since event A holds and hence by Proposition 23 we have that CoreBs ⊆ SelectedBs ⊆ GoodBs and thus 
Since the conditions of Line 4a and Line 4b, hold we know that OP T (B L i ) ≥ 
OP T 4|T ub t(i)
|2
Consequently, Rank(Heavy t(i)
The proposition follows since Υ ≥ 2 64 .
