Advances in high-throughput mapping of 3D genome organization have enabled genome-wide characterization of chromatin interactions. However, proximity ligation based mapping approaches for pairwise chromatin interaction such as Hi-C cannot capture multi-way interactions, which are informative to delineate higher-order genome organization and gene regulation mechanisms at singlenucleus resolution. The very recent development of ligation-free chromatin interaction mapping methods such as SPRITE and ChIA-Drop has offered new opportunities to uncover simultaneous interactions involving multiple genomic loci within the same nuclei. Unfortunately, methods for analyzing multi-way chromatin interaction data are significantly underexplored. Here we develop a new computational method, called MATCHA, based on hypergraph representation learning where multiway chromatin interactions are represented as hyperedges. Applications to SPRITE and ChIA-Drop data suggest that MATCHA is effective to denoise the data and make de novo predictions of multiway chromatin interactions, reducing the potential false positives and false negatives from the original data. We also show that MATCHA is able to distinguish between multi-way interaction in a single nucleus and combination of pairwise interactions in a cell population. In addition, the embeddings from MATCHA reflect 3D genome spatial localization and function. MATCHA provides a promising framework to significantly improve the analysis of multi-way chromatin interaction data and has the potential to offer unique insights into higher-order chromosome organization and function.
Introduction
Interphase chromosomes in higher eukaryotic cells are folded and packaged in the nucleus, leading to higher-order chromatin interactions in three-dimensional (3D) space that are key to understanding gene regulation and cell function (Kumaran et al., 2008; Bonev and Cavalli, 2016) . Advances in highthroughput mapping of nuclear genome organization by capturing pairwise interactions between proximal genomic loci, e.g., Hi-C (Lieberman-Aiden et al., 2009; Rao et al., 2014) and ChIA-PET (Fullwood and Ruan, 2009; Tang et al., 2015) , have enabled genome-wide characterization of 3D genome features, including loops (Rao et al., 2014; Tang et al., 2015) , topologically associating domains (Dixon et al., 2012; Nora et al., 2012) , A/B compartments (Lieberman-Aiden et al., 2009 ) and subcompartments (Rao et al., 2014; Xiong and Ma, 2019) . However, one limitation of the proximity ligation based methods is that they capture interactions between genomic loci that are in close proximity to directly ligate and are unable to reveal chromatin interactions that are beyond the distance of direct ligation (Beagrie et al., 2017; Quinodoz et al., 2018) . More importantly, most widely available Hi-C and ChIA-PET data only measure pairwise interactions and cannot delineate multiple chromatin loci that interact simultaneously in the same nucleus (Kempfer and Pombo, 2019) .
Very recently, new technologies such as SPRITE (Quinodoz et al., 2018) and ChIA-Drop have been developed to capture simultaneous interactions among multiple genomic loci within individual nuclei. Based on the SPRITE data, Quinodoz et al. (2018) reported that the interchromosomal chromatin interactions can be partitioned into distinct active and inactive hubs. ChIA-Drop, on the other hand, allows the detection of multi-way chromatin interactions mediated by specific proteins . For example, from RNA PolII ChIA-Drop data, potential co-regulated genes can be characterized. These recently developed methods have demonstrated the unique properties of the 3D genome architecture that can only be manifested by multi-way chromatin interactions (Beagrie et al., 2017; Quinodoz et al., 2018; .
However, there are a number of unsolved challenges in analyzing multi-way chromatin interaction data. First, existing methods for analyzing SPRITE and ChIA-Drop data typically have strong assumptions that would lead to loss of information from the original data. For example, Peakachu (Salameh et al., 2019) extracts chromatin interactions from multi-way interaction data by simply decomposing clusters into a pairwise contact matrix to directly apply methods developed for Hi-C and ChIA-PET, which causes a dramatic loss of higher-order contact information. Recently, MIA-Sig was developed to remove noise and call significant chromatin complex in ChIA-Drop data based on the assumption that the genomic distance of a true multi-way interaction should be more evenly spaced and if a genomic locus is far from other loci within the droplet then it is likely contamination. This assumption, however, may introduce errors and has yet to be further evaluated and confirmed . Second, the observed frequencies for clusters with a larger number of loci are much lower than smaller ones, making it increasingly more difficult to reliably denoise the data based on frequencies only. For example, in Quinodoz et al. (2018) , combinations of 1Mb genomic bins (referred to as k-mers) were required to be observed at least in 5 SPRITE clusters (occurrence frequency ≥ 5) to be further considered. However, when analyzing multi-way interactions with larger size and higher resolution, the cut-off for frequencies of larger k-mers would be much harder to determine because of their low occurrence. Third, the number of multi-way interaction datasets and their quality remain limited, but no reliable predictive method is currently available to either denoise the data or to make de novo multi-way interaction predictions. In-deed, in order to fully realize the potential of the emerging multi-way chromatin interaction data, it is imperative to have new algorithms that can extract important patterns by addressing the aforementioned challenges.
Here we develop a new generic computational framework, called MATCHA (Multi-wAy inTeracting CHromatin Analysis), for the analysis of multi-way chromatin interaction data. We consider the 3D genome as a graph where nodes are genomic bins and edges connecting bins represent chromatin interactions between bins. When an interaction involves more than two nodes, it is referred to as a hyperedge and the graph containing hyperedges is called a hypergraph (Berge, 1984; Zhou et al., 2007) . In other words, we model each multi-way interaction as a hyperedge. MATCHA takes multi-way chromatin interaction data as input and extracts patterns from the corresponding hypergraph. The patterns are represented as embedding vectors for each genomic bin that reflect the properties of 3D chromatin structures. The model can further predict the probability for a group of genomic bins having simultaneous interactions, for either denoising the dataset or making de novo predictions. Taken together, MATCHA is a new computational method based on hypergraph representation learning for the analysis of multi-way chromatin interaction data that can provide new insights into nuclear genome structure and function. Source code of MATCHA can be accessed at: https://github.com/ma-compbio/MATCHA. ( i, j, k ) ... ( i, j, k, l ) Positive samples ( j, k, m ) ... ( i, j, k, m ) Zhang et al. (2020) ). The input of the model contains groups of nodes with node features, ( x 1 , x 2 , .., x k ). The tuple passes through fully-connected layers and multi-head attention layers to generate static and dynamic node embeddings, respectively. Then a pseudo euclidean distance is calculated for each pair of static/dynamic embeddings which would be turned into probability scores between 0 to 1. The final probability score indicating whether this group of nodes (1, 2, ..., k) would form a hyperedge is calculated by average pooling. We remark that in the last step we use our recently developed model, Hyper-SAGNN (Zhang et al., 2020) , instead of other previously developed graph representation learning methods for several reasons. The hyperedge prediction problem (the formal definition can be found in the Methods section) is equivalent to learning the function p that takes tuples of node features (x 1 , ..., x k ) as input and produces the probability of these nodes forming a hyperedge. Since the number of genomic bins involved in a multi-way interaction varies, the constructed hypergraph would be a non-k-uniform hypergraph. Moreover, there is no intrinsic order in each hyperedge; in other words, the function p should satisfy p(x 1 , ..., x k ) = p(shuffle(x 1 , ..., x k )) where shuffle() represents random shuffling of the order of the nodes involved in the hyperedge. None of the graph representation learning methods for pairwise interactions (such as DeepWalk (Perozzi et al., 2014) and node2vec (Grover and Leskovec, 2016) ) or previously developed hyperedge prediction methods (such as DHNE (Tu et al., 2018) and HEBE (Gui et al., 2016) ) can handle our situation because they either cannot model higher-order information within hyperedges or require fixed-sized and ordered input. We recently developed Hyper-SAGNN (Zhang et al., 2020) for the general hypergraph representation learning problem and it is applicable to homogeneous and heterogeneous hypergraphs with variable hyperedge sizes. We demonstrated in Zhang et al. (2020) that Hyper-SAGNN achieves state-of-the-art performance in multiple applications.
Results

Overview of the MATCHA algorithm
MATCHA accurately predicts multi-way chromatin interactions with different sizes
We first briefly describe the data we used in this work and the construction of hypergraphs. The SPRITE data are from the GM12878 lymphoblastoid human cell line Quinodoz et al. (2018) . The RNAPII enriched ChIA-Drop data are from Drosophila S2 cells . Unless otherwise stated, we used 1Mb resolution for the SPRITE data and 5kb resolution for the RNAPII ChIA-Drop data to build the hypergraph. The details of data processing are described in the Methods section. In Table 1 , we list the number of different sized hyperedges for both datasets grouped by the occurrence frequency. As expected, the number of hyperedges decreases with the larger size of hyperedge and larger occurrence frequency cut-off. To balance the number of hyperedges over different sizes in SPRITE data, we selected hyperedges that have occurrence frequency ≥ 8 for hyperedges with the size of 3, ≥ 3 for hyperedges with the size of 4, and ≥ 2 for hyperedges with the size of 5. This resulted in around 600k hyperedges of size 3, 700k hyperedges of size 4, and 500k hyperedges of size 5. Note that using a more stringent standard to define hyperedges would lead to higher accuracy, but this also leads to smaller training samples and potential bias because hyperedges with larger occurrence frequency tend to have smaller genomic distance. For the RNAPII ChIA-Drop data, all hyperedges are "intra" as the inter-chromosomal reads were filtered in the original ChIA-Drop pipeline. As mentioned in the Methods section and shown in Table 1 , the remaining number of hyperedges decreases more dramatically for RNAPII ChIA-Drop data as compared to SPRITE. We therefore used 2 as the cut-off for hyperedges of all sizes. We evaluated MATCHA based on the hypergraph constructed from the SPRITE data with 80% of the hyperedges as the training samples and 20% of them as the testing samples. We quantified the performance by AUROC (area under the receiver operating characteristic) and AUPR (area under the precision-recall curve) scores on the testing dataset. Both metrics were calculated for hyperedges with different sizes separately to provide a comprehensive assessment. The performance is shown in Table 2 . We found that MATCHA is able to make accurate predictions across hyperedges with different sizes. We observed lower AUROC and AUPR score for hyperedges of size 5, which may be caused by the lower occurrence frequency cut-off for larger hyperedges. We also performed the evaluation based on the hypergraph constructed from RNAPII ChIA-Drop data. Our method again achieves strong performance in terms of the prediction of hyperedges. However, we observed a different trend of performance versus the size of hyperedge compared with the results from SPRITE, which could be due to the uniform cutoff we used for RNAPII ChIA-Drop data whereas we used a lower cut-off for larger hyperedges for the SPRITE data. Overall, this evaluation suggests that MATCHA is able to accurately predict hyperedges solely based on a fraction of the hyperedges derived from multi-way chromatin interaction data. 
MATCHA can denoise multi-way chromatin interaction data
Next, we sought to ask if MATCHA can be used to assess whether the clusters with occurrence below the cut-off are real interactions. As a proof-of-principle, we first predict the probability of triplets (3-way interactions) from the occurrence frequency category of 2, 3-4 and 5-7 in Table 1 . Note that here we used triplets with occurrence frequency ≥8 as training data. We evaluated the predicted probabilities by comparing with the Hi-C contact matrix. The rationale of this evaluation is that if certain groups of genomic loci simultaneously interact frequently in the cell population, it is expected to see that Hi-C can capture pairwise interactions between each pair of genomic bins. We first decomposed all the triplets in the training data (triplets with occurrence frequency ≥8) into pairwise edges and identified the corresponding entry in the Hi-C contact matrix. We then calculated the average value of these entries for intra-chromosomal interactions and inter-chromosomal interactions, respectively. These two averaged values were then used to binarize the Hi-C contact matrix and build the Hi-C graph. All the triplets were grouped by the predicted probability score where each group is further categorized by the number of Hi-C edges within the triplets (see Fig. 2A where we also include the positive samples used to train the model as a reference). As shown in Fig. 2A , triplets assigned with higher probability scores are typically enriched with Hi-C edges. For triplets with probability scores >0.9, there are more than 40% that have all three pairwise interactions supported by Hi-C edges.
We then assessed the effectiveness of our method for denoising the RNAPII ChIA-Drop data. Similar to the denoising evaluation on the SPRITE data, we trained the model on hyperedges with occurrence frequency ≥2 as positive samples and then predicted probability scores for all the observed triplets to evaluate the reliability of the predictions by counting the number of in situ RNAPII ChIA-PET edges (data from ) within the triplets. We specifically compared the triplets filtered by the predicted probability score versus the triplets filtered by occurrence frequency. As shown in Fig 2B- C, we found that by using our method for denoising, we can identify more triplets with more ChIA-PET support than simply using occurrence frequency. In addition, although a higher probability cut-off would lead to fewer triplets, it would also result in a higher percentage of triplets that have at least 2 ChIA-PET edges between pairs of genomic bins.
Together, these results demonstrate the great potential of MATCHA as a denoising method. By training the model on a relatively small set of reliable hyperedges, MATCHA can more reliably remove false-positive hyperedges by predicting the probability score for the nodes whose occurrence frequencies are non-zero but not high enough to be confidently assigned as positive samples. As compared to filtering by occurrence frequency, MATCHA has a more principled approach to identify reliable hyperedges.
MATCHA makes de novo predictions of multi-way chromatin interaction
We then asked whether MATCHA is able to make de novo predictions, i.e., to predict new hyperedges that are not observed in the original data. Because the hypergraph constructed by RNAPII ChIA-Drop only contains intra-chromosomal hyperedges and has a maximum 1D genomic distance for interactions, it is therefore possible to practically enumerate all the combinations of triplets. We specifically excluded the observed triplets from this triplet set and obtained probability scores based on MATCHA. We again evaluated the reliability of the predictions by comparing to RNAPII ChIA-PET data. In Fig 2D, we found that the triplets with higher probability scores again are more enriched with ChIA-PET edges as compared to all potential triplets. Based on the support from ChIA-PET edges, these triplets with high probability score predicted by MATCHA could potentially be true multi-way interactions that are missed by the original ChIA-Drop data (i.e., false negatives). Note that the fraction of triplets with only 1 ChIA-PET edge is larger than those with 2 or 3 ChIA-PET edges, but this is likely caused by the limited coverage of the RNAPII ChIA-PET data. Specifically, for the data used in this work, there are more than 2M clusters identified from the RNAPII ChIA-Drop data but only around 200K edges from the RNAPII ChIA-PET data. However, the tendency that triplets with higher predicted probability scores would obtain more support from RNAPII ChIA-PET edges demonstrates the potential of MATCHA in making de novo predictions from existing data. Based on the model trained from the observed multiway interactions, MATCHA is able to make de novo predictions of hyperedges, which could help reveal potential multi-way chromatin interactions undetected in the original data, further showing the advantage of MATCHA as a predictive model compared with other denoising approaches.
MATCHA improves overall data quality of SPRITE and ChIA-Drop
To further assess the performance of MATCHA for denoising and de novo prediction, we used MATCHA to generate a denoised pairwise contact map and compared to either the original contact map or the ones from other data sources with higher coverage. We first evaluated MATCHA on the SPRITE data from GM12878. To achieve a more detailed comparison, we changed the resolution from 1Mb to 100Kb while the other processing procedures remained the same. All pairs of genomic bins were used as input for MATCHA to predict the probabilities of being pairwise interactions, i.e., a "probability map". We then calculated the element-wise product of the "probability map" and the original contact map, which becomes the denoised contact map. To show the impact of denoising, we compared the original and the denoised SPRITE contact maps to the Hi-C contact map in GM12878. Fig. 3A shows the heatmap comparison of the original and the denoised SPRITE versus Hi-C on chromosome 1, respectively. We found that the denoised SPRITE contact map produced by MATCHA, while preserving similar neardiagonal structures, contains much less noise and clearer patterns for long-range interactions. These off-diagonal patterns based on MATCHA also correspond well with the Hi-C contact map. Detailed quantification of the similarity between the original and the denoised SPRITE versus Hi-C is shown in The measurement includes the SCC with different maximum distance, Pearson correlation score and Spearman correlation score. "SCCk" stands for the SCC that considers the first k diagonals of the contact matrix. Fig. 3B , where we utilized the stratum adjusted correlation coefficient (SCC) used in HiCRep (Yang et al., 2017) ) with different maximum distance, Pearson correlation score, and Spearman correlation score. The denoised contact map achieves higher scores for all similarity metrics than the original SPRITE contact map compared with the Hi-C contact map. In particular, the advantage is more pronounced with metrics that take into account long-range interactions (Fig. 3B ). Next, we generated the denoised contact map for the ChIA-Drop data at 20kb resolution. Here we used the ChIA-Drop data without ChIP enrichment (data from ) to compare with the Hi-C data for Drosophila S2R+ (Szabo et al., 2018) . Specifically, we compared the denoising results with a recently published ChIA-Drop denoising method, MIA-Sig . Fig. 3C shows the heatmap comparison of the original ChIA-Drop contact map versus the denoised contact maps by MIA-Sig and MATCHA, respectively. Similar to what we observed from the SPRITE data, as compared to the original contact map, both MATCHA and MIA-Sig make the chromatin interaction features clearer. In particular, for long-range interactions, both MIA-Sig and MATCHA remove more interactions as compared to the original ChIA-Drop data. However, the contact map produced by MATCHA yields even clearer patterns, especially for long-range contacts. We also used various metrics to assess the similarity between the contact map of Hi-C and the maps of denoised ChIA-Drop. As shown in Fig. 3D , MATCHA consistently achieves higher similarity scores with Hi-C as compared to the original contact map and the contact map produced by MIA-Sig. We also observed that, for the similarity scores that takes long-range interactions into account (SCC-250, SCC-500), MIA-Sig performs even worse than the original ChIA-Drop contact matrix, whereas MATCHA consistently outperforms the original ChIA-Drop contact matrix.
Taken together, these results further demonstrate that, by more reliably identifying multi-way chromatin interactions, MATCHA improves the overall data quality of SPRITE and ChIA-Drop.
MATCHA can distinguish multi-way interactions from pairwise interaction cliques
The hyperedges defined from multi-way interaction data and the cliques defined from pairwise interaction data are drastically different. In particular, a hyperedge represents simultaneous interaction among chromatin loci in a single nucleus whereas a clique simply represents the presence of all pairwise interactions from a group of chromatin loci in a cell population. In other words, cliques do not have the single nucleus resolution. To test if MATCHA can effectively differentiate between hyperedges and cliques, we generated cliques based on Hi-C edges (referred to as Hi-C cliques) and required that the cliques satisfy the 1D genomic distance greater than 5Mb (same as the SPRITE data; see Methods). We provided these cliques to the trained model and evaluated the results by comparing to SPRITE. To prevent the model from "cheating" by memorizing all training data to achieve better performance, we reduced the number of training samples from 80% to 20% of the hyperedges, which were excluded in the following evaluation. After training the model, we predicted the probability score for the Hi-C cliques and grouped them based on the score. As shown in Fig. 4A , for Hi-C clique groups with higher probability scores, the percentage of cliques that are supported by SPRITE data is significantly higher than the groups with a lower score. Moreover, we also observed that the fraction of cliques that occur 3-7 times in SPRITE data, which were not included in the training data, are more enriched in groups with higher probability scores as well. This analysis suggests the ability of MATCHA to distinguish potential multi-way interactions from cliques based on population Hi-C data.
We further assessed if these Hi-C cliques with high probability scores indeed interact in the same nuclei by comparing with single cell Hi-C (scHi-C) data (Ramani et al., 2017) . For the contact matrix of each single cell, we created an edge for each non-zero entry and then collected all cliques that satisfy the 1D genomic distance constraint (referred to as scHi-C cliques). These scHi-C cliques indicate that all pairwise interactions between these three bins happen in the same nucleus. In Fig. 4B , we found that of all the scHi-C cliques that overlap with the Hi-C cliques, about 70% of them are in the group with a probability score greater than 0.9, which makes up less than 20% of the Hi-C cliques. On the other hand, the Hi-C cliques with less than 0.3 probability scores account for more than 70% but only overlap with less than 20% of the scHi-C cliques. These results suggest that among all the Hi-C cliques, those received higher probability scores from MATCHA are enriched with multi-way interactions while the rest correspond to combinations of pairwise interactions within a cell population.
In Fig. 4C, we show an example of a Hi-C clique that receives a high probability score from MATCHA and overlaps with the scHi-C clique but was not defined as positive sample based on the occurrence frequency from SPRITE. The three regions predicted by MATCHA to form a triplet hyperedge are close to A1 and A2 active subcompartments (Rao et al., 2014) . We refer to these three regions as the left, middle, and right anchor regions in Fig. 4C . Based on the super-enhancer annotations for GM12878 (Hnisz et al., 2013) , one super-enhancer is at the right anchor region, which also belongs to the A2 subcompartment. By comparing to the expressed genes in these three anchor regions and the transcriptional regulatory network (Marbach et al., 2016) , we found that the transcription factor GLIS1 expressed in the middle anchor region regulates 7 genes in the left anchor region. Additional motif scan by FIMO (Grant et al., 2011) confirmed the existence of two GLIS1 binding motifs with p-value 1.34 × 10 −5 and 1.02 × 10 −5 , respectively, within the super-enhancer at the right anchor region. Therefore, this potential three-way interaction among a super-enhancer, transcriptional factor, and target genes may reflect a higher-order module of chromatin interaction and transcriptional regulation (Stadhouders et al., 2019; Tian et al., 2020) . We further analyzed the triplets from SPRITE with relatively low occurrence frequency (i.e., not positive samples) and found four each observed only twice that are close to this triplet (+/-2Mb for each anchor point), supporting the MATCHA prediction.
Collectively, these results demonstrate that the higher-order relationships in the multi-way chromatin interaction data are more than the combination of pairwise interactions and that MATCHA is able to model and predict multi-way contacts properly, leading to potential new insights into the interplay between transcription regulation and 3D genome organization.
Embeddings produced by MATCHA reflect 3D genome function and spatial localization
To further demonstrate that MATCHA reliably extracts chromatin interaction patterns from the constructed hypergraph, we analyzed the embeddings produced by MATCHA trained from the SPRITE data. We first demonstrated the impact of the Mix-n-Match autoencoder (see Methods) by replacing it with the standard paired autoencoder. The model reached similar performance in predicting hyperedges, as expected. We then visualized the learned embeddings by projecting them to two-dimensional space with PCA. Each data point in Fig. 5A represents one 1Mb genomic bin with colors indicating the chromosome to which it belongs. We found that the embeddings of genomic bins based on the standard autoencoder form clusters according to the chromosome, making it impossible to make meaningful comparisons.
We then evaluated the embeddings from MATCHA with the Mix-n-Match autoencoder by predicting the DNA replication timing based on Repli-seq signals. We binned the two-fraction Repli-seq signals to 1Mb resolution, and applied genome-wide z-score normalization. A linear regression model was trained with odd-numbered chromosomes and tested on the even-numbered chromosomes. The predicted value versus true signal value is shown in Fig. 5B , where a strong correlation can be observed (Pearson correlation = 0.85), suggesting that the MATCHA embeddings reflect the replication timing program, which is a fundamentally important genome function. Because the embeddings are enriched with the information extracted from the multi-way chromatin interaction data, even simple models like linear regression can reach a high correlation score. We tried more complicated regression models such as random forest regression and found the correlation score was similar to that achieved with linear regression.
We further asked if these embeddings capture Hi-C subcompartments, which are spatial genome segregation patterns in cell nucleus (Rao et al., 2014) . Since the original subcompartment annotation is at 100Kb resolution, we converted it to the 1Mb resolution by a "voting scheme". Specifically, for each 1Mb, there are 10 labels from 100Kb subcompartment annotations. When more than half of the labels belong to the same group, that 1Mb is labeled as the corresponding subcompartment. Otherwise, that bin would be removed in the next step. We also excluded the very small subcompartment B4 which only exists on chromosome 19. More than 95% of the bins received subcompartment labels. We again projected the embeddings to two-dimensional space using PCA and visualized the projected embedding vectors with annotations of subcomparments (Fig. 5C ). We found that overall the genomic bins belonging to the same subcompartment are obviously clustered together. Since the subcompartment annotations reflect the spatial segregation pattern of the genome with a gradual change, as expected, there is no clear separation between clusters. This again demonstrates that by including the Mix-n-Match autoencoder, the bins are no longer clustered into groups merely based on the chromosome from which they come. Additionally, we quantitatively evaluated the consistency between embedding vectors with subcompartments by training a logistic regression to classify the genomic bins based on the embedding vectors. We used half of the genomic bins as training data and made sure that the bins from the same chromosome either appear all in the training data or all in the testing data. For the testing set, a simple logistic regression model can make accurate predictions with the micro-F1 (accuracy) score of 0.82 and the macro-F1 score of 0.80.
These results demonstrate that the Mix-n-Match autoencoder scheme in MATCHA is effective in forming genome-wide embeddings, which successfully capture genome structure and function based on multi-way interaction data.
Discussion
Recent advances of ligation-free, genome-wide chromatin interaction mapping methods such as SPRITE (Quinodoz et al., 2018) and ChIA-Drop provide new perspectives on 3D genome and function by revealing multi-way contacts within the same nuclei (Kempfer and Pombo, 2019) . However, computational methods that can fully utilize the potential of such multi-way chromatin interaction data remain underdeveloped. In this work, we developed MATCHA, a new multi-way chromatin interaction analysis framework based on hypergraph representation learning. We demonstrated that MATCHA can effectively extract multi-way chromatin interactions. Specifically, the method is able to make accurate predictions for multi-way interacting genomic loci to denoise the original data. We also showed the effectiveness of MATCHA by comparing with additional datasets such as Hi-C and ChIA-PET as well as its potential of identifying new multi-way interactions missed by the original data.
MATCHA has several algorithmic novelties: (1) To our knowledge, this is the first method that analyzes the multi-way chromatin interaction data based on hypergraph representation learning. MATCHA has strong promise in capturing the embeddings of multi-way interaction and can also be used to denoise input data. (2) We incorporated our recently developed Hyper-SAGNN (Zhang et al., 2020) , a hypergraph representation learning paradigm into MATCHA. Specifically, we designed a novel feature generation method and a biologically-motivated negative sampling approach to make the model better suited for multi-way chromatin interaction. (3) We also enhanced the scalability of MATCHA with an efficient Bloom filter data structure that allows accurate and efficient negative sampling.
MATCHA can be further improved to better characterize higher-order interactions among different components in the nucleus. Although we mainly focused on analyzing the multi-way interaction among different genome loci (i.e. a homogeneous hypergraph as the nodes are all genomic bins), MATCHA can be extended to incorporate other constituents in the cell nucleus in addition to chromatin (e.g., proteins and RNAs) as a heterogeneous hypergraph based on emerging datasets such as RNA-DNA SPRITE (Quinodoz et al., 2018) . Our hypergraph representation learning method Hyper-SAGNN can effectively learn the embeddings for heterogeneous hypergraphs (Zhang et al., 2020) . In addition, we chose to train MATCHA using multi-way interaction data only in this work, but the model can easily include other functional genomic signals as features of the corresponding genomic bins. This would in principle extend the existing work on predicting pairwise chromatin loops based on functional genomic data (Huang et al., 2015; Whalen et al., 2016; Zhang et al., 2018; Kai et al., 2018; Zhang et al., 2019) . Finally, the multi-way chromatin interactions extracted by MATCHA could also be the foundation to connect transcriptional regulation and 3D genome organization (Stadhouders et al., 2019; Kim and Shendure, 2019; Tian et al., 2020) . Indeed, data from GAM (Beagrie et al., 2017) and SPRITE (Quinodoz et al., 2018) revealed the abundance of three-way interactions involving super-enhancer and active genes. Promoters may also act as enhancers to regulate other genes Engreitz et al., 2016) . The recent data based on ChIA-Drop also uncovered three-way interactions among promoters that have imbalanced gene expression level in which the promoters with lower transcription level might act as enhancers. These observations further suggest the importance of investigating chromatin interactions in a non-pairwise manner. Taken together, we believe that MATCHA provides an effective algorithmic framework for the modeling and analysis of multi-way chromatin interaction data with the potential to advance our understanding of nuclear organization.
Methods
Definitions of hypergraph and the hyperedge prediction problem
Hypergraph A hypergraph is defined as G = (V, E), where V = {n 1 , ..., n n } represents the set of nodes in the graph, and E = {e i = (n (i) 1 , ..., n (i) k )} represents the set of hyperedges. For any hyperedge e, it connects two or more nodes (|e| ≥ 2). If all the hyperedges in a hypergraph contain the exact same number of nodes |e i | = k, ∀e i ∈ E, it is referred to as a k-uniform hypergraph.
The hyperedge prediction problem
The hyperedge prediction problem aims to learn a function p that can predict the probability of a group of nodes (n 1 , n 2 , ..., n k ) forming a hyperedge (Zhang et al., 2020) :
where s, typically chosen as 0.5, is the threshold to binarize the continuous probability score into a label indicating the existence of the corresponding hyperedge. As n i is just the id for the corresponding node, to make the problem numerically tractable, it is natural to assume that the features of nodes X = { x 1 , ..., x k } are known. This makes it possible to rewrite the function as:
where the transformation of features f (x i ) can be considered as the embedding vectors for the node n i .
Data processing
The GM12878 DNA SPRITE cluster files on hg38 (Quinodoz et al., 2018) were downloaded from the 4DN data portal: https://data.4dnucleome.org. We also downloaded the processed RNAPII enriched ChIA-Drop data and ChIA-Drop data of Drosophila S2 cell from GSE109355 . When creating the contact matrix for the SPRITE data, we used the same procedure in Quinodoz et al. (2018) for balancing the weight of each pairwise interaction with the size of the original SPRITE cluster. The contact matrix was further normalized by matrix balancing. For the ChIA-Drop data, we did not perform further normalization after decomposition. The GM12878 in-situ Hi-C data on hg38 were downloaded from the 4DN data portal. We used KR matrix balancing for normalization. Two fraction Repli-seq data were also obtained from the 4DN data portal. The single cell Hi-C (scHiC) data of GM12878 were downloaded from GSE84920 (Ramani et al., 2017) . For the scHi-C data, the aligned paired-end reads were converted to hg38 using UCSC liftOver. The alignment was then binned to produce the contact matrix for each single cell. To reduce the sparsity of the contact matrix, we applied linear convolution to each with a window size of 1 and step size of 1. The RNAPII enriched ChIA-PET data were downloaded from the same GSE repository as the ChIA-Drop data . The processed in-situ Hi-C data for Drosophila S2 cell were downloaded from GSE99104 (Szabo et al., 2018) .
Constructing hypergraphs based on multi-way chromatin interaction data
For the SPRITE data, nodes in the graph represent non-overlapping 1Mb genomic bins (bins at the centromere are discarded). When certain genomic bins share multiple SPRITE clusters, we connect the corresponding nodes using a hyperedge. Note that we chose to focus on hyperedges with the size of 3 to 5 because they are more abundant in the dataset and can be filtered with high occurrence frequency to have enough number of samples for the model training. Specifically, we decomposed SPRITE clusters with size less than or equal to 25 into subsets of the corresponding size and counted the frequency of each combination of genomic bins (referred to as k-mer in the SPRITE paper (Quinodoz et al., 2018) ). To reduce the number of k-mers to be considered, we focused on relatively distal interactions by requiring the minimum intra-chromosomal genomic distance >5Mb. We further used different occurrence frequency cut-off for different sized hyperedges to balance the average size of hyperedges. Note that in this work we did not include SPRITE clusters with size larger than 25 to reduce the processing time for decomposing clusters into hyperedges.
For the RNAPII ChIA-Drop data, a similar data processing procedure was applied with the resolution of 5Kb to generate hyperedges of size 3 to 5. Compared to SPRITE, k-mers in ChIA-Drop usually have smaller occurrence frequency; we therefore chose to use a uniform cut-off of 2 to define hyperedges and do not constrain the genomic distance. Since ChIA-Drop data only contains intra-chromosomal clusters, as a proof-of-principal, we evaluated our MATCHA method on ChIA-Drop data of chr2L and chr2R in the Drosophila genome.
Labeled data generation
The Hyper-SAGNN model in MATCHA (see later section) was trained to be a binary classifier for the existence of the hyperedge among a group of nodes (Fig. 1A) . The positive samples are the observed hyperedges in the constructed hypergraph while the negative samples are groups of nodes unobserved as the hyperedge. We can in principle generate random combinations of genomic bins and consider them as negative samples; however, this would oversimplify the prediction task because most of the randomly generated negative samples can be identified by simple metrics, e.g., whether it contains interchromosomal interactions or the 1D genomic distance. We therefore designed the following new procedure to generate negative samples by changing a small fraction of the nodes in the positive samples. For each positive sample of size k, the number of nodes to be altered n is sampled from a zero truncated binomial distribution with parameter k and a hyperparameter p, which is equivalent to altering each node in the positive samples independently with probability p while making sure at least one node would change, i.e., n ∼ Zero-Truncated Binomial(k, p)
(3)
Smaller p would lead to smaller averaged difference between positive and negative samples, producing more difficult negative samples. Here we chose p=0.5 which leads to 1.7 to 2.5 expected difference between positive and negative samples for hyperedges of size 3 to 5. We then randomly selected n nodes and changed each of them. We required that the changed node is from the same chromosome to make the problem harder. We further made sure that this sample satisfies the genomic distance constraint. Specifically, for SPRITE, the minimum intra-chromosomal 1D distance within a group of nodes should be larger than 5 bins (same as the positive samples). For ChIA-Drop, we ensured that the changed node is within the ±20 bins to make the distance profile of positive and negative samples similar to each other. Note that we did not use the genomic distances as features in MATCHA, but this feature can be easily incorporated into our model to potentially further improve performance. Finally, we assessed if this modified sample happens to be the same as any other positive samples. If that happened, we repeated the above process until having a negative sample satisfying all conditions (see an efficient approach we implemented for this work in later section). For each batch of positive samples, we generated 3 times the amount of negative samples. The negative samples were generated dynamically for each training and evaluation epoch instead of being generated beforehand. This approach allows a more accurate characterization of the negative samples and prevents potential over-fitting.
A new Mix-n-Match autoencoder for node features generation
Here we describe our approach to generating the features for the nodes in the hypergraph, i.e., X = { x 1 , ..., x k }. Although we can use functional genomic signals on the genomic bins (such as ChIP-seq for histone marks or transcription factors) as the node features, to demonstrate the generalization ability of this approach to cell types where these signals are inadequate, we developed a framework that generates features based on the hypergraph only ( Fig. 1A) .
We first decompose each hyperedge in the training data into pairwise interactions and create a corresponding adjacency matrix A. The i-th row of A, denoted by a i , shows the neighborhood structures of the node n i , which then passes through an auto-encoder-like neural network to produce x i = Encoder( a i ). A decoder with symmetric structure is applied to reconstruct a i from x i . The corresponding mean-squared reconstruction error is added to the final loss term as a regularization term. The same strategy has been used in previous graph/hypergraph representation learning methods (Tu et al., 2018; Wang et al., 2016) and also in our recent work Hyper-SAGNN (Zhang et al., 2020) , i.e,
Note that, although this approach decomposes each hyperedge into pairwise interactions, the contact matrix is passed through the encoder which makes non-linear transformation of the input to be used as the node features for the predictions of higher order interactions. This significantly differs from the earlier work that decomposes the hyperedges into a contact matrix and studies the contact matrix directly. However, for networks constructed by chromatin interaction data, this encoder based approach does have a shortcoming. Data including Hi-C and SPRITE that have both intra-chromosomal and interchromosomal interactions usually contain more intra-chromosomal interactions. In other words, for each row in the genome-wide contact matrix, a small fraction of the columns (intra) receive more weight while a large fraction of the columns (inter) are much sparser and noisier. If we use the corresponding row in the genome-wide contact matrix as the feature, nodes from the same chromosome would have a more similar feature as compared to nodes from different chromosomes. Although this would not have a negative impact on hyperedge prediction, as nodes from different chromosomes indeed have very different spatial neighborhood structure in the graph, it may not be appropriate for analyzing the embedding vectors, as the model learned for one chromosome cannot generalize to the other ones. We therefore designed a new method called "Mix-n-Match autoencoder". A similar structure has been proposed in the computer vision field for image translation . For a genome with n chromosomes, we denote C ij as the part of the genome-wide contact matrix corresponding to interactions between chromosome i and j. We use n encoder and n decoder where the i-th encoder Encoder i takes vector of size N i and produces a hidden vector of size d h , where N i represents the number of bins in chromosome i. The Decoder i works the other way around as the input size is d h . However, instead of making the encoder and decoder work in a paired manner (as described above), it is randomly paired (as the name 'Mix-n-Match' suggests). Specifically, for a node k from chromosome i, the k-th row in the intra-chromosomal contact matrix C ii (denoted as C (k) ii ) is taken as the input for Encoder i to produce feature x k . Then a random chromosome j, j = i, is selected with the corresponding decoder Decoder j to reconstruct the k-th row in the inter-chromosomal contact matrix C ij from the input x k . The new reconstruction loss for node k is therefore defined as:
By adding this reconstruction loss to the final loss term, the model would make the embeddings for nodes from different chromosomes to be well "blended" as the same decoder j would be applied to nodes from all the other chromosomes to reconstruct inter-chromosomal interactions to chromosome j.
The Hyper-SAGNN architecture for hypergraph representation learning
The detailed description of this part of the method can be found in our recent work Zhang et al. (2020) . The structure of the neural network for Hyper-SAGNN is shown in Fig. 1B . The input to the model can be represented as tuples, i.e., ( x 1 , x 2 , ..., x k ). Each tuple first passes through a position-wise feed forward network to produce ( s 1 , s 2 , ..., s k ), where s i = f ( x i ). f represents the transformation of the neural network to x i . We refer to each s i as the static embedding for node i since it remains the same for node i independent to the given tuple. The input also passes through another transformation to produce a new set of node embedding vectors ( d 1 , d 2 , ..., d k ), where d i = g( x i | ( x 1 , x 2 , ..., x k )). We refer to each d i as the dynamic embedding because it depends on all the node features within this tuple. The transformation to produce dynamic embeddings is the multi-head self-attention layer (Vaswani et al., 2017 ) (see below):
Given a group of nodes ( x 1 , x 2 , ..., x k ) and weight matrices W Q , W K , W V to be trained that represent the linear transformation of features before applying the scaled dot-product attention (Vaswani et al., 2017) , the attention coefficients that indicate the pairwise importance of nodes are computed. These coefficients are then normalized through softmax to produce the final pairwise importance score:
α ij = exp(e ij ) 1≤l≤k exp(e il )
The dynamic embeddings are defined as the weighted sum of linear transformed features with a nonlinear activation function:
We further calculate the Hadamard power (element-wise power) of the difference of the corresponding static/dynamic pair for each node, which is subsequently passed through a one-layered neural network with sigmoid as the activation function to produce a probability score p i . Finally, all the output p i ∈ [0, 1] are averaged to produce the final result p, i.e.,
The Hyper-SAGNN model is trained to minimize the binary cross-entropy loss. The training procedure is terminated when it reaches a predefined number of training epochs or the performance stops improving on an individual validation set.
Optimizing memory consumption via probabilistic data structure
One important practical issue in the negative sampling process (mentioned above) is that we ensure the generated negative samples do not overlap with known positive samples. Although one might argue that this process is unnecessary, as the probability for randomly generated negative samples being the same as a positive sample is small, this probability can increase greatly due to our stringent negative sampling strategy. Indeed, we found that the average number of trials for generating a non-overlapping negative sample is larger than 2.5 with the maximum trial number being more than 300. A similar technique has been developed in previous hypergraph representation learning methods (Tu et al., 2018) where a dictionary is maintained to keep the record of all positive samples. However, maintaining a dictionary in memory consumes enormous resources and significantly increases runtime for building it. This problem becomes even more significant when the number of hyperedges exceeds 2 million for SPRITE (as compared to 100K in the dataset that previous methods used (Tu et al., 2018) ).
To reduce the memory consumption while maintaining an acceptable query runtime, we utilized the Bloom filter (Bloom, 1970) to keep track of the observed hyperedges. The Bloom filter is a type of data structure that returns whether an element is a member of a set and has several advantages. First, it is highly memory-efficient at the cost of producing potential false positives. However, this will have little impact for our purpose if we assume the false positive samples from the Bloom filter are distributed relatively evenly in the negative samples. Here, we control the error rate to be less than 10 −3 by setting the number of hash functions and the size of the bit array. Second, it has constant runtime for the adding operation, which leads to a shorter wait time before the actual training process. In the extreme case, when it is not possible to maintain the Bloom filter in memory, we use the memory-mapped Bloom filter which allows us to keep the data structure in the hard disk and query (Debnath et al., 2011) . Finally, the query process is still efficient as compared to searching algorithms over the training data.
In our implementation, before the labeled data generation step, we built a Bloom filter that stores all the positive samples and "potential" hyper-edges. For SPRITE, these are k-mers that have occurrence frequency greater than 2 but smaller than the chosen cut-off. For ChIA-Drop, these are k-mers that have occurrence frequency equal to 1. These samples cannot be classified into either positive or negative samples based on the current data, so these are excluded in the performance evaluation. By incorporating the Bloom filter into the implementation, our method is able to deal with large datasets or hyperedges of larger size efficiently. This would greatly enhance the scalability in practice.
