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Abstract
In this paper we consider convex subordination chains (c.s.c.) and alpha-prestarlike subordination chains
(α-p.s.c.) over (0,1] on the unit disc in the complex plane. We obtain sufficient conditions for a mapping
f (z, t) to be an α-p.s.c. over (0,1], which generalize a well-known result of Ruscheweyh [St. Ruscheweyh,
Convolutions in Geometric Function Theory, Les Presses de l’Université de Montreal, 1982]. We also obtain
sufficient conditions for injectivity for nonanalytic mappings on the unit disc, and give certain examples of
α-c.s.c. over (0,1] on the unit disc.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries
Let U(0, r) be the open disc with center at zero and radius r , and let U be the open unit disc
in the complex plane. Also let A denote the set of analytic functions on U . A function f ∈ A
is normalized if f (0) = 0 and f ′(0) = 1. We denote by S the class of normalized univalent
functions in A. For α ∈ [0,1), let Sα and Kα be the subclasses of S consisting respectively of
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belongs to Sα if and only if
zf
′(z)
f (z)
> α, z ∈ U.
Moreover, a normalized function f ∈A belongs to Kα if and only if

(
1 + zf
′′(z)
f ′(z)
)
> α, z ∈ U.
By the well-known Alexander theorem (see [1]), f ∈ Kα if and only if zf ′(z) ∈ Sα .
If g(z) = a + bf (z), b = 0, a, b ∈ C, with f ∈ Kα , then g is said to be a not necessarily
normalized convex function of order α, and we write g ∈ K+α . The function h(z) = bf (z), b = 0,
with f ∈ Sα , is said to be a not necessarily normalized starlike function of order α; we write
h ∈ S+α . Obviously,

(
1 + zg
′′(z)
g′(z)
)
> α and zh
′(z)
h(z)
> α, z ∈ U.
Moreover, f ∈ K+α ⇔ zf ′(z) ∈ S+α .
Let α ∈ [0,1) and f ∈A be a normalized analytic function on U . We say that f is prestarlike
of order α if and only if
f ∗ z
(1 − z)2−2α ∈ Sα,
where f ∗ g denotes the Hadamard product of two analytic functions f and g. Also let Rα be
the class of prestarlike functions of order α. It is well known that (see [8, p. 49])
K0 = R0 ⊂ Rα ⊂ Rβ, 0 < α < β < 1,
and that R1/2 = S1/2. On the other hand (see [8, p. 54])
Rα ⊆ S if and only if α  1/2,
and f,g ∈ Rα implies f ∗ g ∈ Rα for 0 α < 1 (see [8, p. 49]).
Let R+α be the class of not necessarily normalized prestarlike functions of order α defined by
g ∈ R+α if g(z) = a + bf (z), b = 0, a, b ∈ C, with f ∈ Rα . If f,g ∈ R+α then
f ∗ z
(1 − z)2−2α ∈ S
+
α and f ∗ g ∈ R+α .
If M is a set in the complex plane C, let co(M) denote the closed convex hull of M .
A deep result concerning the convolution for prestarlike and starlike functions of order α is
given in the following theorem due to Ruscheweyh (see [8, p. 54]).
Theorem 1. For 0 α < 1 let f ∈ Rα , g ∈ Sα , F ∈A. Then
f ∗ g · F
f ∗ g (U) ⊆ co
(
F(U)
)
. (1)
Note that in Theorem 1 we may replace the condition f ∈ Rα by f1 ∈ R+α and g ∈ Sα by
g1 ∈ S+α , respectively.
Recall that if f,g ∈ A, we say that f is subordinate to g (f ≺ g) if there is a Schwarz
function v (i.e. v ∈A, |v(z)| |z|, z ∈ U ) such that f = g ◦ v.
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(univalent subordination chain) if f (0, t) = const, f (·, t) is univalent on U for t  0, and
f (·, s) ≺ f (·, t) for 0 s  t < ∞.
Definition 2. Let J be an interval in R, c ∈ C and α ∈ [0,1/2). A mapping f = f (z, t) :U ×
J → C is called an α-prestarlike subordination chain over J if the following conditions hold:
(i) f (0, t) = c and f (·, t) ∈ R+α for t ∈ J ;
(ii) f (·, t1) ≺ f (·, t2) for t1, t2 ∈ J , t1  t2.
In particular, if α = 0, one obtains the notion of a convex subordination chain (see [8]). On
the other hand, if in Definition 2 the condition (i) is replaced by the following condition:
(i′) f (0, t) = c and f (·, t) ∈ K+α for t ∈ J ;
then we obtain the notion of a convex subordination chain of order α (c.s.c. of order α) over J ,
for α ∈ [0,1/2).
The following sufficient criterion for a function f to be a c.s.c. over (0,1) was obtained by
Ruscheweyh (see [8]):
Theorem 3. Let f = f (z, t) :U × [0,1) → C be a continuous function. Let c ∈ C and f (·, t) ∈
K+0 , 0 < t < 1, be such that f (z,0) = f (0, t) = c for t ∈ (0,1) and z ∈ U . If for any γ ∈ R, thefunction
Wγ (z) = 
[
eiγ f
(
eiϕ, t
)]
, z = teiϕ,
has no local maximum in U , then f (z, t) is a c.s.c. over (0,1).
Remark 4. Under the assumptions of Theorem 3, the associated function Wf :U → C,
Wf (z) =
{
f ( z|z| , |z|), z ∈ U \ {0},
c, z = 0,
is injective in U .
Note that Theorem 3 combined with the Hopf maximum principle, yields the following result
due to Ruscheweyh (see [8, p. 90]):
Theorem 5. Let f ∈ K+0 . Then
sf (z, t) = 1 − t
2
1 + t2 tzf
′(tz)+ f (tz), z ∈ U, t ∈ (0,1],
is a c.s.c. over (0,1].
Moreover the function of class C1(U) defined by
Wf (z) = 1 − |z|
2
1 + |z|2 zf
′(z)+ f (z), z ∈ U,
is injective in U .
466 G. Kohr et al. / J. Math. Anal. Appl. 332 (2007) 463–474Let a : (0,1] → [0,∞) be a function of class C1 on (0,1) and continuous on (0,1] and let
f ∈ K+0 be fixed. In the second section we determine a large class of functions a as above such
that if f ∈ K+0 then
sf,a(z, t) = a
(
t2
)
tzf ′(tz)+ f (tz), z ∈ U, t ∈ (0,1], (2)
is a c.s.c. over (0,1], and if a : [0,1] → [0,∞) then the function Wf,a :U → C given by
Wf,a(z) = a
(|z|2)zf ′(z)+ f (z), z ∈ U, f ∈ K+0 , (3)
is injective on U . In a more general setting we also obtain a class of convenient functions a such
that if f ∈ R+α and α ∈ [0,1/2), then the function sf,a,α(z, t) given by
sf,a,α(z, t) = fa,α(z, t) ∗z f (z), z ∈ U, t ∈ (0,1],
is an α-p.s.c. over (0,1]. Here ∗z stands for the Hadamard product with respect to the variable z
and
fa,α(z, t) = a(t
2)tz + 1 − tz
(1 − tz)2−2α , z ∈ U, t ∈ (0,1].
The treatment of this problem in terms of the Hopf maximum principle for elliptic PDEs be-
comes for some technical reasons a hard problem. Our choice is to use the convolution theory
for analytic functions and the well-known Loewner differential equation for univalent subordina-
tion chains. We also obtain sufficient conditions for injectivity for nonanalytic functions on the
unit disc. Finally we shall give certain examples of α-p.s.c. over (0,1] on the unit disc. Other
interesting results related to c.s.c. can be found in [6,10].
2. Convex and α-prestarlike subordination chains
Let Wf,a be the associated function generated by sf,a given by (3), with f ∈ K+0 . Then Wf,a
is in the class C1(U). A sufficient condition for injectivity for complex functions of class C1(U)
is given in the following result due to Mocanu (see [4,5]). We use the following notation. If f is
a function of class C1 on a domain D in C, let Jf (z) be the complex Jacobian determinant of f
at z. Also, if F and g are functions of class C1 on D, let
I (F,g) =
∣∣∣∣∣
∂F
∂z
∂F
∂z
∂g
∂z
∂g
∂z
∣∣∣∣∣ .
We say that f ∈ C1(D) is a convex function if f is injective in D and f (D) is a convex domain.
It is easy to see that if g is analytic on D, then
I (F,g) = −∂F
∂z
g′(z) and I (F,g) = ∂F
∂z
g′(z).
We have
Lemma 6. [4,5] Let D ⊆ C be a domain and F ∈ C1(D). Assume there exists a convex function
g ∈ C1(D) such that
I (F,g) > ∣∣I (F,g)∣∣, z ∈ D. (4)
Then F is injective on D and JF (z) > 0, z ∈ D.
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Theorem 7. Let f ∈ K+0 and a : [0,1) → (0,∞) be a function of class C1 on [0,1). If ta′(t)−1/2, t ∈ [0,1), then the function Wf,a(z) given by (3) is injective on U .
Proof. Let us consider F(z) = Wf,a(z), i.e.
F(z) = a(|z|2)zf ′(z)+ f (z), z ∈ U,
g = f ∈ K+0 and D = U in Lemma 6. Then one obtains
∂F
∂z
= a′(|z|2)|z|2f ′(z)+ a(|z|2)(f ′(z)+ zf ′′(z))+ f ′(z),
∂F
∂z
= a′(|z|2)z2f ′(z), I (F,f ) = −a′(|z|2)z2(f ′(z))2,
I (F,f ) = ∣∣f ′(z)∣∣2[1 + a′(|z|2)|z|2 + a(|z|2)(1 + zf ′′(z)
f ′(z)
)]
, z ∈ U.
The convexity of f implies
I (F,f ) > ∣∣f ′(z)∣∣2(1 + a′(|z|2)|z|2), z ∈ U.
Taking into account the relation ta′(t)  −1/2 for t ∈ (0,1), we deduce that the inequality (4)
holds, and thus F is injective on U by Lemma 6. 
Remark 8. In particular, the function
a(t) = 1 − t
1 + t , t ∈ [0,1),
in the Ruscheweyh example [8], satisfies the previous inequality. Other functions which satisfy
the assumptions of Theorem 7 and limt↗1 a(t) = 0 are
a(t) = 1
c
(
1 − tc
1 + tc
)
, t ∈ [0,1), c 1;
a(t) = ln
(
2
1 + t
)
, t ∈ [0,1);
a(t) = e−kt − e−k, t ∈ [0,1), k > 0.
Consequently, if f ∈ K+0 , then the functions
F(z) = 1
c
(
1 − |z|2c
1 + |z|2c
)
zf ′(z)+ f (z), z ∈ U ;
F(z) = ln
(
2
1 + |z|2
)
zf ′(z)+ f (z), z ∈ U ;
F(z) = (e−k|z|2 − e−k)zf ′(z)+ f (z), z ∈ U ;
are injective on U .
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continuous on (0,1]. Suppose that
ta′(t)−1
2
+ α, t ∈ (0,1).
Let fa,α(·, t) : U → C, t ∈ (0,1], be defined by
fa,α(z, t) = a(t
2)tz + 1 − tz
(1 − tz)2−2α , z ∈ U, t ∈ (0,1].
Then fa,α(·, t) ∈ K+α , ∀t ∈ (0,1], if and only if a(1) = 0.
Proof. By elementary computations, we obtain the following relations:
∂fa,α
∂z
(z, t) = t
(1 − tz)3−2α
[
(1 − 2α)(a(t2)− 1)tz + a(t2)+ 1 − 2α],
∂2fa,α
∂z2
(z, t) = 2t
2(1 − α)
(1 − tz)4−2α
[
(1 − 2α)(a(t2)− 1)tz + 2a(t2)+ 1 − 2α].
Set
F(z, t) = 1 + z
∂2fa,α
∂z2
(z, t)
∂fa,α
∂z
(z, t)
= −1 + 2α + 3 − 2α
1 − tz −
1
1 − a1(t2)tz , z ∈ U,
where
a1(t) = (1 − 2α)(1 − a(t))
a(t)+ 1 − 2α , t ∈ (0,1].
We remark that −1 a1(t) 1.
First, assume fa,α(·, t) ∈ K+α , t ∈ (0,1]. Then F(z, t) > α, and this implies that
lim
t→1
z→−1
F(z, t) α,
which is equivalent to a(1) 0. Since a(t) 0, t ∈ (0,1), we must have a(1) = 0.
We now assume that a(1) = 0. We have:
−a(t) = a(1)− a(t) =
1∫
t
a′(s) ds

1∫
t
(
−1
2
+ α
)
1
s
ds = 1 − 2α
2
ln t, t ∈ (0,1].
It follows that
a
(
t2
)
−(1 − 2α) ln t, t ∈ (0,1]. (5)
We next prove that fa,α(·, t) ∈ K+α . It is equivalent to the following condition
F(z, t) > α, z ∈ U, t ∈ (0,1], α ∈ [0,1/2),
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
(
−1 + α + 3 − 2α
1 − teiϕ −
1
1 − a1(t2)teiϕ
)
 0, t ∈ (0,1], ϕ ∈ R, α ∈ [0,1/2),
or
A(t, x,α) = −1 + α + (3 − 2α)(1 − tx)
1 + t2 − 2tx −
1 − a1(t2)tx
1 + a1(t2)t2 − 2a1(t2)tx  0,
t ∈ (0,1], α ∈ [0,1/2), where x = cosϕ ∈ [−1,1]. Since A(t, x,α) has the form:
A(t, x,α) = B(t,α)x +C(t,α)
P (t, x,α)
,
where P(t, x,α) 0, t ∈ (0,1], x ∈ [−1,1], α ∈ [0,1/2), it is sufficient to show that
A(t,−1, α) 0 and A(t,1, α) 0,
i.e.
A(t,1, α) = −1 + α + 3 − 2α
1 − t −
1
1 − a1(t2)t  0
and
A(t,−1, α) = −1 + α + 3 − 2α
1 + t −
1
1 + a1(t2)t  0, t ∈ (0,1], α ∈ [0,1/2).
Since a1(t2) ∈ [−1,1] and the function
x → −x
1 − x2t2 , t ∈ (0,1),
is decreasing on [−1,1], it follows that
A(t,1, α)−A(t,−1, α) = 2t
(
3 − 2α
1 − t2 −
a1(t2)
1 − a21(t2)t2
)
 2t
(
3 − 2α
1 − t2 −
1
1 − t2
)
> 0, t ∈ (0,1), α ∈ [0,1/2).
It remains to prove that:
A(t,−1, α) 0, t ∈ (0,1], α ∈ [0,1/2).
In view of (5), we obtain
a1
(
t2
)

(
1 + (1 − 2α) ln t)/(1 − ln t)
and
A(t,−1, α)A1(t, α) := −1 + α + 3 − 2α1 + t −
1 − ln t
1 − ln t + t (1 + (1 − 2α) ln t) ,
t ∈ (0,1], α ∈ [0,1/2).
Let Q : (0,1] × [0,1/2) → (0,∞) be the function given by
Q(t,α) = (1 + t)(1 + t − (1 − (1 − 2α)t) ln t).
Then we have
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Q(t,α)
[−2αt(1 − t) ln t − (t2 − 4t + 1) ln t + 1 − t2]
 1 − α
Q(t,α)
g(t),
where
g(t) = −(t2 − 4t + 1) ln t + 1 − t2, t ∈ (0,1].
Since g is a decreasing function on (0,1], one obtains
A(t,−1, α) 1 − α
Q(t,α)
g(1) = 0, t ∈ (0,1]. 
We now observe that the mapping sf,a(·, t) given by (2) can be written as a Hadamard product:
sf,a(z, t) = a
(
t2
) tz
(1 − tz)2 ∗z f (z)+
1
1 − tz ∗z f (z)
= a(t
2)tz + 1 − tz
(1 − tz)2 ∗z f (z) = fa,0(z, t) ∗z f (z).
Under the assumptions of Lemma 9, for α = 0, it follows that fa,0(·, t) ∈ K+0 . Moreover, if
we suppose that f ∈ K+0 , one obtains sf,a(·, t) ∈ K+0 , in view of a well-known result due to
Ruscheweyh and Sheil-Small [9]. We will see that under the same conditions, sf,a(z, t) is even a
c.s.c. over (0,1]. In fact, we obtain a more general result, as follows:
Theorem 10. Let α ∈ [0,1/2) and a : (0,1] → [0,∞) be a function of class C1 on (0,1) and
continuous on (0,1]. Suppose that a(1) = 0 and ta′(t)  −(1 − 2α)/2, t ∈ (0,1). Let f ∈ R+α
and let sf,a,α :U × (0,1] → C be given by
sf,a,α(z, t) = fa,α(z, t) ∗z f (z), z ∈ U, t ∈ (0,1], (6)
where
fa,α(z, t) = a(t
2)tz + 1 − tz
(1 − tz)2−2α , z ∈ U, t ∈ (0,1]. (7)
Then sf,a,α(z, t) is an α-p.s.c. over (0,1].
In order to prove this result, we need to use some auxiliary results. The first result is due to
C. Pommerenke [7] (see also, e.g., [2,3]).
Lemma 11. The mapping f (z, t) = a1(t)z + a2(t)z2 + · · · , with a1(t) = 0 for t  0, and
limt→∞ |a1(t)| = ∞, is a subordination chain if and only if there exist constants r ∈ (0,1] and
M > 0 such that
(i) f (·, t) is analytic on U(0, r) for each t  0, f (z, ·) is locally absolutely continuous on
[0,∞) for each z ∈ U(0, r), and satisfies∣∣f (z, t)∣∣M∣∣a1(t)∣∣, for |z| < r and t  0;
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[0,∞) for each z ∈ U , such that p(z, t) > 0 for z ∈ U , t ∈ [0,∞) and
∂f
∂t
(z, t) = z∂f
∂z
(z, t)p(z, t) a.e. t ∈ [0,∞), ∀z ∈ U.
The following lemma is of independent interest.
Lemma 12. For fixed α ∈ [0,1/2), let gα(z, t) = a0 + a1(t)z + · · · with a1(t) = 0, t  0, and
limt→∞ |a1(t)| = ∞, be a convex subordination chain of order α. Let f (z) = b0 + b1z + · · · ,
with f ∈ R+α . Then fα(·, t) defined by:
fα(z, t) = gα(z, t) ∗z f (z), z ∈ U, t  0,
is an α-prestarlike subordination chain over [0,∞).
Proof. We have gα(·, t) ∈ K+α ⊆ K+0 = R+0 ⊆ R+α , α ∈ [0,1/2), t  0. If f ∈ R+α then fα(·, t) ∈
R+α , t  0 and b1 = 0. We have
fα(z, t) = a0b0 + a1(t)b1z + a2(t)b2z2 + · · · , t  0, z ∈ U,
with a1(t)b1 = 0, t  0; limt→∞ |a1(t)b1| = ∞. On the other hand, fα(·, t) is analytic on U .
Since gα(·, t)− a0 is a c.s.c. of order α, it follows that there exists r ∈ (0,1) such that∣∣gα(z, t)− a0∣∣M∣∣a1(t)∣∣, for |z| r.
Let z ∈ C be such that |z| r2. It follows that there exists some λ ∈ [0,1] and θ ∈ [0,2π), such
that z = λ2r2eiθ . Using the integral representation for the Hadamard product
fα(z, t)− a0b0 =
(
gα(z, t)− a0
) ∗z f (z)
and the growth theorem for f we obtain:∣∣fα(λ2r2eiθ , t)− a0b0∣∣
= 1
2π
∣∣∣∣∣
2π∫
0
[
gα
(
λreis, t
)− a0]f (λrei(θ−s))ds
∣∣∣∣∣
 1
2π
2π∫
0
M
∣∣a1(t)∣∣ r
(1 − r)2 ds =
M
b1
r
(1 − r)2
∣∣a1(t)b1∣∣= M1(r)∣∣a1(t)b1∣∣, t  0,
i.e. ∣∣fα(z, t)− a0b0∣∣M1∣∣a1(t)b1∣∣, t  0, |z| r2.
Similarly, taking into account the fact that gα(z, ·) − a0 is locally absolutely continuous on
[0,∞), |z|  r , it follows that fα(z, ·) − a0b0 is also locally absolutely continuous on [0,∞)
for each z ∈ U(0, r2).
It remains to prove that

[
∂fα
∂t
(z, t)
/
z
∂fα
∂z
(z, t)
]
 0, a.e. t  0, ∀z ∈ U(0, r).
Since f ∈ R+α and z ∂gα ∈ S+α by Alexander’s theorem, it follows in view of Theorem 1 that∂z
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∂t
z
∂fα
∂z
(U) = f ∗
∂gα
∂t
z ∂
∂z
(f ∗ gα)
(U) =
f ∗ z ∂gα
∂z
·
∂gα
∂t
z
∂gα
∂z
f ∗ z ∂gα
∂z
(U) ⊆ co
( ∂gα
∂t
z
∂gα
∂z
)
.
Since gα(·, t) is a c.s.c. of order α, we have

(
∂gα
∂t
(z, t)
/
z
∂gα
∂z
(z, t)
)
 0, a.e. t  0, |z| < r.
Hence the desired result holds, in view of Lemma 11. This completes the proof. 
Proof of Theorem 10. Let us define
f˜a,α(z, t) =
⎧⎨
⎩
a(t2)tz+1−tz
(1−tz)2−2α , t ∈ (0,1],
1 − t + t
(1−z)1−2α , t > 1,
= 1 + a˜1(t)z + a˜2(t)z2 + · · ·
where
a˜1(t) =
{
t (a(t2)+ 1 − 2α), t ∈ (0,1],
t (1 − 2α), t > 1.
We remark that a˜1(t) t (1 − 2α) > 0, t > 0 and limt→∞ |a˜1(t)| = ∞.
Then by Lemma 9, f˜a,α(·, t) ∈ K+α , t > 0, and for a fixed r0 ∈ (0,1), f˜a,α(z, ·) is absolutely
continuous on (0,∞) for each z with |z| r0. Moreover, by the growth theorem∣∣f˜a,α(z, t)− 1∣∣M(r0)∣∣a˜1(t)∣∣, |z| r0, t > 0.
We prove that f˜a,α(z, t) is even a c.s.c. of order α over (0,∞). A straightforward computation
yields:
(a)
∂f˜a,α
∂t
/(
z
∂f˜a,α
∂z
)
= 1
t
[
1 + 2t
2a′(t2)(1 − tz)
a(t2)(1 + (1 − 2α)tz)+ (1 − 2α)(1 − tz)
]
:= M(z, t), t ∈ (0,1];
(b)
∂f˜a,α
∂t
/(
z
∂f˜a,α
∂z
)
= 1
t (1 − 2α)
1 − z − (1 − z)2−2α
z
:= N(z, t), t > 1.
(a) The mapping M(·, t) ∈ K+0 , t ∈ (0,1], has the real coefficients, so it is enough to prove
that
M(1, t) 0 and M(−1, t) 0, t ∈ (0,1].
Using the hypothesis 2t2a′(t2)+ 1 − 2α  0, t ∈ (0,1], we obtain
M(1, t) a(t
2)(1 + t (1 − 2α))
a(t2)(1 + t (1 − 2α))+ (1 − 2α)(1 − t)  0, t ∈ (0,1],
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M(−1, t) a(t
2)(1 − t (1 − 2α))
a(t2)(1 − t (1 − 2α))+ (1 − 2α)(1 + t)  0, t ∈ (0,1],
respectively.
(b) The mapping N(·, t), t > 1, can be written in the form
N(z, t) = 1
t
(
1 − (1 − α)z − 2(1 − α)
∞∑
k=2
2α(2α + 1) · · · (2α + k − 2)
(k + 1)! z
k
)
,
z ∈ U , t > 1, α ∈ [0,1/2).
It follows that
N(z, t)N(1, t) = 0, z ∈ U, t > 1.
Now we are ready to apply Lemma 12 to obtain that
s˜f,a,α(·, t) = f˜a,α(·, t) ∗ f, t > 0,
is an α-p.s.c. over (0,∞), which implies that
sf,a,α(·, t) = fa,α(·, t) ∗ f, t ∈ (0,1],
is an α-p.s.c. over (0,1]. 
Remark 13. In particular, if α = 0, ta′(t)−1/2, a(1) = 0, a(t) 0, t ∈ (0,1], then
sf,a(z, t) = a
(
t2
)
tzf ′(tz)+ f (tz)
is a c.s.c. over (0,1].
Note that if α = 1/2, the conditions
ta′(t)−1
2
+ 1
2
= 0, a(1) = 0, a(t) 0, t ∈ (0,1],
imply that a(t) ≡ 0 on (0,1]. Then
fa,1/2(z, t) ≡ 1, sf,a,1/2(z, t) = f (0) = const, z ∈ U, t ∈ (0,1],
and hence in this case we do not have an univalent subordination chain, since any function
sf,a,1/2(·, t) is constant for each t ∈ (0,1].
The following α-p.s.c. over (0,1] satisfy the assumptions of Theorem 10:
sf,α(z, t) = −((1 − 2α) ln t)tz + 1 − tz
(1 − tz)2−2α ∗z f (z), f ∈ R
+
α ;
sf,α(z, t) =
1−2α
c
· 1−t2c1+t2c tz + 1 − tz
(1 − tz)2−2α ∗z f (z), f ∈ R
+
α , c > 0;
sf,α(z, t) = (1 − 2α)(exp(−kt
2)− exp(−k))tz + 1 − tz
(1 − tz)2−2α ∗z f (z), f ∈ R
+
α , k > 0.
We remark that Theorem 10 can be equivalently reformulated in terms of the coefficients of the
appropriate mappings:
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given by f (z) =∑∞k=0 akzk , z ∈ U , then
sf,a,α(z, t) = a0 +
∞∑
k=1
(−1)k−1Ck−1−2+2α
ka(t2)+ 1 − 2α
k
tkzk
is an α-prestarlike subordination chain over (0,1].
Remark 14. If α = 0, ta′(t)−1/2, a(1) = 0 and a(t) 0 for t ∈ (0,1], we can apply succes-
sively Lemma 12 for n-times, to obtain that
snf,a,0(z, t) =
a(t2)tz + 1 − tz
(1 − tz)2 ∗z f (z) ∗z · · · ∗z f (z)︸ ︷︷ ︸
n-times
, z ∈ U, t ∈ (0,1],
is a c.s.c. over (0,1] for n = 1,2, . . . , or equivalently
snf,a,0(z, t) = an0 +
∞∑
k=1
(
ka
(
t2
)+ 1)ank tkzk
is a c.s.c. over (0,1] for n = 1,2, . . . .
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