An embedding of a graph G (into its complement G) is a permutation on V (G) such that if an edge xy belongs to E(G) then (x) (y) does not belong to E(G). If there exists an embedding of G we say that G is embeddable or that there is a packing of two copies of the graph G into complete graph Kn. In this paper we discuss a variety of results, some quite recent, concerning the relationships between the embeddings of graphs in their complements and the structure of the embedding permutations.
Introduction
We shall use standard graph theory notation. We consider only ÿnite, undirected graphs G = (V (G); E(G)) of order n = |V (G)| and size |E(G)|. All graphs will be assumed to have neither loops nor multiple edges. If a graph G has order n and size m, we say that G is an (n; m)-graph. An embedding of G (in its complement G) is a permutation on V (G) such that if an edge xy belongs to E(G), then (x) (y) does not belong to E(G). In others words, an embedding is an (edge-disjoint) placement (or packing) of two copies of G (of order n) into the complete graph K n .
The following theorem was proved, independently, in [2, 5, 23] .
Theorem 1. Let G = (V; E) be a graph of order n. If |E(G)| 6 n − 2 then G can be embedded in its complement. The example of the star S n shows that Theorem 1 cannot be improved by raising the size of G even in the case when G is a tree. However, in this case we have the following theorem, proved in [6] and illustrated by Fig. 1 , which completely characterizes those graphs with n vertices and n − 1 edges that are embeddable.
Theorem 2. Let G = (V; E) be a graph of order n. If |E(G)| 6 n − 1 then either G is embeddable or G is isomorphic to one of the following graphs: K 1;n−1 , K 1;n−4 ∪ K 3 with n ¿ 8,
The general result known on embeddings of (n; n)-graphs is the following theorem proved in [9] . Theorem 3. Let G = (V; E) be a graph of order n If |E(G)| = n then either G is embeddable or G is isomorphic to one of the graphs of Fig. 2 .
These results has been improved in many ways. In this survey, we are interested in these improvements of Theorem 1 that deal with some additional properties of packing permutations.
The main references of the paper and of other packing problems are the last chapter of BollobÃ as's book [2] , the fourth Chapter of Yap's book [35] and the survey papers [31, 36] . 
Self-complementary graphs
A graph G is self-complementary (brie y, s-c) if it is isomorphic to its complement (cf. [20, 22] , or [12] ). It is clear that an s-c graph has n ≡ 0; 1 (mod 4) vertices. We extend the above deÿnition to the case where n ≡ 2; 3 (mod 4) as follows. A graph G of order n ≡ 2; 3 (mod 4) is almost self-complementary (or brie y, a-s-c) if G is of size 1 2 (( n 2 ) − 1) and G is a subgraph of its complement (see also [8] ).
We also say that there exists a packing of G; G; K 2 (into K n ) or that G is selfcomplementary in K n − e (cf. [7] )
In this paper, we shall use the term 'self-complementary' also in the case n ≡ 2; 3 (mod 4).
We are interested in s-c graphs because it is evident that subgraphs of s-c graphs are embeddable. It is known that for (n; k)-graphs with k 6 n − 1 the property 'to be embeddable' and the property 'to be a subgraph of a s-c graph' are in fact equivalent (see [1, 29] ). In all cases, the proofs use the cyclic structure of the packing permutation. The case of (n; n)-graphs is considered in [27] . Also in this case, the proof uses the cyclic structure of the packing permutation.
The following theorem characterizes the structure of m s-c permutation that is a permutation which transforms one copy of an s-c graph into another. The part concerning the cases n ≡ 0; 1 (mod 4) was proved in [20, 22] . The part concerning the cases n ≡ 2; 3 (mod 4) was proved in [8] . consists of a cycle of length 4h + 2, h ¿ 1, and the other cycles have lengths that are multiples of 4, and one ÿxed point.
As observed above, it is evident that subgraphs of s-c graphs are embeddable. In general the converse is not true. For instance, consider the graph on eight vertices (see Fig. 3 ) with vertex set V = {u; v; x 1 ; x 2 ; x 3 ; y 1 ; y 2 ; y 3 } and edge set E = {vx i ; vy i ; x i y i }, i = 1; 2; 3 (see Fig. 3 ). Thus, the vertex u is an isolated vertex, the vertex v is of degree 6 while the remaining vertices are of degree two. The permutation (uv)(x 1 x 2 x 3 ) provides an embedding permutation which is not however an s-c permutation, by the theorem above, because of the transposition (uv). On the other hand, in each embedding permutation the vertex v has to be mapped on u and none of vertices of degree two can be put onto v. Therefore, each embedding permutation contains a transposition in its cycle structure.
It is interesting to note that within (n; n)-graphs which are embeddable there is only one graph that is not a subgraph of an s-c graph: the graph F 0 drawn in Fig. 4 . Let be an embedding of F 0 . It is easy to see that the set of the images of the vertices {a; b; c; d} of K 4 must contain the vertices u, x, y and one of the vertices of K 4 . In this situation, the vertex z has to be mapped on itself, i.e. must have a ÿxed point, and therefore cannot be an s-c permutation.
So, we have the following theorem proved in [27] .
Theorem 5. Every embeddable graph of order n and size at most n is a subgraph of an s-c graph of order n except for the graph F 0 deÿned in Fig. 4 .
Three copies of a graph
By analogy with the deÿnitions of an s-c (a-s-c) graph, a graph G of order n ≡ 0; 1 (mod 3) is a 3-s-c graph if G is of size 1 3 ( n 2 ) and the complete graph K n can be decomposed into three edge-disjoint graphs each of them isomorphic to G.
A graph G of order n ≡ 2 (mod 3) is a 3-a-s-c graph if G is of size 1 3 (( n 2 ) − 1) and the graph K n − e can be decomposed into three edge-disjoint graphs, each of them isomorphic to G (see also [14, 25] for some related problems concerning the divisibility of graphs into isomorphic parts).
A packing of three copies of a graph G will be called a 3-placement of G. A packing of two copies of G, i.e. a 2-placement, is an embedding of G (in its complement G).
As in the previous section, it is evident that, if G is a subgraph of an 3-self-complementary graph, then there is a 3-placement of G.
We begin with a theorem about 3-placement of a graph, proved in [34] , which can be considered as an improvement of Theorem 1.
Theorem 6. Let G = (V; E) be a graph of order n. If |E(G)| 6 n − 2, then either there exists a 3-placement of G or G is isomorphic to
The following theorem improves Theorem 6 by specifying the permutation structure of the 3-placement of G (see [29] ).
Moreover, all cycles of have length 3, except for one of length one if n ≡ 1 (mod 3) or two of length one if n ≡ 2 (mod 3).
We are now going to consider the problem of the 3-placement of a tree T . Observe ÿrst that if there is a 3-placement of T in K n , then we obviously have
which implies n ¿ 6. Moreover, since the vertex v ∈ V (T ) such that d(v) = (T ) must be placed with two others vertices with degrees at least one, we must assume that (T ) 6 n − 3.
However, these obvious necessary conditions are not su cient as shown by the example of S 6 where, in general, S n is a tree obtained from S n−2 by inserting two new vertices on one edge (S n is a tree obtained from S n−1 by inserting one new vertices on an edge). This fact was ÿrst observed by Huang and Rosa [16] .
Wang and Sauer [26] proved the following theorem.
Theorem 8. Let T be a tree of order n, n ¿ 6, T = S n , T = S n and T = S 6 . Then there exists a 3-placement of T .
An independent proof of Theorem 8 which gives some information about the permutations deÿning the packing can be found in [31] (in [15] the authors mention another independent proof of this theorem). More precisely we have Theorem 9. If T = S 3k , k ¿ 3, then under the hypotheses of Theorem 8 there exists a permutation on V (T ) such that 0 ; 1 ; 2 deÿne a 3-placement of T and has all its cycles of length 3, except for one of length 1 if n ≡ 1 (mod 3) or two of length 1 if n ≡ 2 (mod 3), If T = S 3k , k ¿ 3, then there exists a permutation of V (T ) such that 0 ; 1 ; 2 deÿne a 3-placement of T and has all its cycles of length 3, except for three cycles of length 1.
Cyclically embeddable graphs
If an embedding of G is a cyclic permutation, we say that G is cyclically embeddable (CE for short).
Let us start by the following theorem, proved in [24] which has been used in the study of embeddings of (n; n − 1) graphs.
Theorem 10. Let G be a graph of order n. If |E(G)| 6 n − 2 then there exists an embedding of G in its complement such that has no ÿxed points, i.e. (x) = x for x ∈ V (G).
The above theorem cannot be improved by increasing the number of edges as shown by the graph K 1; 2 ∪ K 3 .
However, Theorem 10 can be improved in an other direction by specifying the structure of the packing permutation. In particular we have the following result proved ÿrst in [29] .
Theorem 11. Let G be a graph of order n. If |E(G)| 6 n − 2, then there exists a cyclic embedding of G.
As we have seen, if |E(G)| = n − 1, then there are graphs that are not embeddable and even in the case where a graph is embeddable, a ÿxed-point-embedding does not necessarily exist. However, if we assume in addition that G is a tree, we have the following result (cf. [30] ).
Theorem 12. Let T be a tree of order n. If T = S n then there exists a cyclic embedding of G.
The main tool in the study of cyclically embeddable graphs is the construction given below. Let G and H be two rooted graphs at u and x, respectively. (By a rooted graph we mean a graph with a speciÿed vertex.) The graph of order |V (G)| + |V (H )| − 1 obtained from G and H by identifying u with x will be called the touch of G and H and will be denoted by G · H . A similar operation consisting in the identiÿcation of a couple of vertices of G, say (u 1 ; u 2 ), with a couple of vertices of H , say (x 1 ; x 2 ) will be called the 2-touch of G and H and will be denoted by G : H . The graph G : H is of order |V (G)| + |V (H )| − 2. By deÿnition, the edge (u 1 ; u 2 ) belongs to E(G : H ) if u 1 u 2 ∈ E(G) or x 1 x 2 ∈ E(H ). (Of course, the deÿnition of the graph G : H depends on (u 1 ; u 2 ) and (x 1 ; x 2 ).)
Let be a cyclic permutation deÿned on V (G). For u ∈ V (G), we denote often the vertex (u) by u + and −1 (u) by u − . If the edge uu + belongs to E(G) then it is said to be of length one (with respect to ).
Two lemmas below (see [32] ) show how to get a cyclic embedding of a 'bigger' graph having cyclic embeddings of two 'smaller' graphs.
Lemma 13. Let G and H be two CE graphs rooted at u and x, respectively. Then the graph G · H is CE. Remark. A result holds also if "CE" is replaced by "embeddable" (see [11] ).
The proof of the following lemma can be found in [32] . Lemma 14. Let G and H be two CE graphs such that the vertices v; u of G and x; y of H are consecutive with respect to the cyclic embeddings of G and H, respectively. Suppose that the edges uu + and xx − as well as the edges yy + and vv − are not simultaneously present. Then the graph G : H obtained by identifying u with x and v with y is CE.
Remark. Observe that the condition at the edges uu + and xx − as well as the edges yy + and vv − are not simultaneously present is in particular fulÿlled if uv is an edge of G or xy is an edge of H . Fig. 5 gives an example of an application of Lemma 14.
It is easy to see that neither C 3 nor C 4 are embeddable and that the cycle C 5 is embeddable but not cyclically. However (see [32] ): Theorem 15. Let C n be the cycle of order n. If n ¿ 6, then there exists a cyclic embedding of C n .
The previous result can be somewhat generalized (see [32] ).
Theorem 16. The unicyclic graphs that are embeddable are also cyclically embeddable except for the ÿve graphs given below.
Consider now the case of the family of (n; n − 1)-graphs. As remarked above, the graphs K 1; 2 ∪ K 3 and K 1; 3 ∪ K 3 are embeddable but cannot be embedded without ÿxed vertices. It is interesting to note that all other (n; n − 1)-graphs that are contained in their complements can be embedded without ÿxed vertices. More precisely, we have the following theorem mentioned ÿrst in [24] . Then there exists a ÿxed-point-free embedding of G.
Somewhat surprisingly, with only one extra exceptional graph, we have a considerably stronger result (cf. [33] ).
Theorem 18. Let G be a graph of order n with |E(G)| 6 n − 1 and such that (a) G is not an exceptional graph of Theorem 2,
Then there exists a cyclic embedding of G.
The cyclic embeddings of (n; n)-graphs are studied in [13] .
Some labellings of a tree
The main motivation of the results discussed in this section is the following wellknown conjecture of BollobÃ as and Eldridge (see [2] ).
Conjecture 19. Let G 1 ; : : : ; G k be k graphs of order n: If |E(G i )| 6 n − k, i = 1; : : : ; k, then G 1 ; : : : ; G k are packable into K n :
The case k = 2 (which was the origin of the conjecture) was proved by Sauer and Spencer in 1978 in [23] . The case k = 3 was proved recently in [18] .
We have already mentioned some results that are related to the special cases of the above conjecture, namely the cases where instead of two or three graphs we can consider two or three copies of the same graph. The aim of this section paper is to consider another special case of the BollobÃ as and Eldridge conjecture. First of all we set k = n=2 . Observe that in this case the total number of edges we pack into K n is maximum. Next, because of the methods we use, we consider the case of the packing of k copies of a tree.
A packing of k copies of a graph G will be called a cyclic packing of G if there exists a permutation on V (G) such that the graphs G, (G), 2 (G); : : : ; k−1 (G) are pairwise disjoint. The main result of the paper [4] can be formulated as follows.
Theorem 20. Let T be a tree of size n=2 . Then there exists a cyclic packing of n=2 copies of T into K n .
The main tool in the proof of the above theorem is a special labelling (called: distinct length labelling (DLL)) of a graph T . This kind of labelling is deÿned in the paper; however, graph labellings are well-known and used in decomposition problems such as, for instance, the conjecture of Ringel that the complete graph K 2k+1 can be decomposed into 2k + 1 subgraphs that are all isomorphic to a given tree with k edges (see e.g. [10] ). We introduce some additional terminology. Let K k be a complete graph with vertex set {x 1 ; x 2 ; : : : ; x k }. Let G be a graph of order not greater than k. A DLL of a graph G in K k is an injection f from the vertices of G to the set {1; 2; : : : ; k} such that, when each edge uv is assigned the label min{f(u) − f(v); f(v) − f(u); (mod k)} (with the understanding that we choose residues in {0; 1; : : : ; k − 1}), the resulting edge labels (called: lengths) are distinct. Moreover, if k is even we assume that the label k=2 does not occur. Thus, there are exactly (k − 1)=2 admissible lengths. If we draw G in such a way that the vertex labelled i is identiÿed with x i , then the label of an edge is the distance between its ends on the cycle {x 1 ; x 2 ; : : : ; x k }. We shall assume that such an identiÿcation has been made. Let = (x 1 x 2 : : : x k ) be a cyclic permutation. It is easy to see that the image of an edge e has the same length as e. So, if G has a DLL in K k , then the permutation deÿnes a cyclic packing of k copies of G into K k .
Remark. Observe that a DLL in K 2k+1 of a tree of size k would imply the Ringel conjecture. A tree of size k with a DLL using only k + 1 labels {1; 2; : : : ; k + 1} is said to be graceful. The well-known Ringel-Kotzig Conjecture (Graceful Tree Conjecture) says that all trees are graceful (see [10] ).
Let now K k; k be a complete bipartite graph with vertex set partition L={x 1 ; x 2 ; : : : ; x k } and R = {y 1 ; y 2 ; : : : ; y k }. Let e = x i y j be an edge of K k; k . The length of e is given by j − i modulo k. Let G be a bipartite graph of size not greater than k. A DLL of G in K k; k is an injection f from the vertices of G to the set {L; R} × {1; 2; : : : ; k} such that 1. for each edge uv the ÿrst elements assigned to u and v are distinct, i.e. uv can be considered as an edge of K k; k ; 2. the lengths of all edges are distinct. Let = (x 1 x 2 : : : x k )(y 1 y 2 : : : y k ) be a permutation on vertex set of K k; k having two cycles. It is easy to see that the image of an edge e has the same length as e. So, if G has a DLL in K k; k , then the permutation deÿnes a cyclic packing of k copies of G into K k; k . Observe that in this case there are exactly k admissible lengths.
Remark. A DLL in K k; k of a tree of size k has been considered by Ringel et al. [21] as bigraceful labelling. They conjecture that all trees have bigraceful labellings which implies that K k; k is decomposable into k copies of any given tree with k edges.
Finally, we shall deÿne yet another labelling. Let now K 2k be a complete graph on 2k vertices. We partition the vertex set of K 2k into two parts L = {x 1 ; x 2 ; : : : ; x k } and R = {y 1 ; y 2 ; : : : ; y k }. A distinct length labelling of G into K k * K k (the join of two copies of K k ) is an injection f from the vertices of G to the set {L; R} × {1; 2; : : : ; k} such that 1. f can be considered (in a canonical way) as a DLL in K k for the subgraph of G induced by the edges having both ends labelled by the pairs with the same ÿrst element; 2. f can be considered as a DLL in K k; k for the subgraph of G induced by the edges having the ends labelled by the pairs with distinct ÿrst elements.
We shall consider G as a subgraph of K 2k and identify the vertices labelled by (L; i) with x i and the vertices labelled by (R; i) with y i . This will allow us to use 'geometric' terminology such as, for instance, crossing edge. As above, it is easy to see that the permutation = (x 1 x 2 : : : x k )(y 1 y 2 : : : y k ) deÿne a cyclic packing of k copies of G into K 2k .
Small permutations
Recall that for a graph G and an integer k ¿ 2, the graph G k is obtained from G by adding edges between all vertices x; y ∈ V (G) such that dist G (x; y) 6 k:
The following theorem is contained as a lemma in [28] (cf. also [3] ).
Theorem 21. Let T be a non-star tree of order n with n ¿ 3. Then there exists an embedding of T such that for every x ∈ V (T ), dist T (x; (x)) 6 3:
This theorem immediately implies the following.
Corollary 22. Let T be a non-star tree of order n with n ¿ 3. Then there exists an embedding of T such that (T ) ⊂ T 7 .
Since T 7 is, in general, a proper subgraph of K n , the last corollary can be considered as an improvement of the well-known fact that two copies of a non-star tree of order n can be packed into K n . Observe that the permutation property that we use is related to the graph that we pack.
Actually, a much stronger result holds (see [19] ). We have Theorem 23. Let T be a non-star tree of order n with n ¿ 3. Then there exists an embedding of T such that (T ) ⊂ T 4 .
We shall need some additional deÿnitions and notations in order to deÿne the properties of the permutation used in the proof of this result. Let x be a vertex of a tree T . The components of T − x are called neighbour trees of x. If y is any neighbour of x in T , we denote by T y the neighbour tree of x which contains y. Consequently, if we delete an edge e = xy of T , we obtain two components of T − e, respectively the neighbour tree T x of y and the neighbour tree T y of x.
