Introduction
Nonparametric tests are usually less powerful than corresponding tests designed for use on data that come from a specific distribution. Thus, you are less likely to reject the null hypothesis when it is false. The tests often require one to modify the hypotheses. For example, most nonparametric tests about the population center are tests about the median instead of the mean. The test does not answer the same question as the corresponding parametric procedure ([1]). The strength of a nonparametric test resides in the fact that it can be applied without any assumption on the form of the underlying distribution. It is good for data with outliers and work well for ordinal data (data that have a defined order) because it based on ranks of data ( [2] ).
Nonparametric test is a hypothesis test that does not require the population's distribution to be characterized by certain parameters. For instance, many hypothesis tests rely on the assumption that the population follows a normal distribution with parameters μ and σ. Nonparametric tests do not have this assumption, so they are useful when your data are strongly nonnormal and resistant to transformation. However, nonparametric tests are not completely free of assumptions about your data, but it may also require the data to be an independent random sample. For example, salary data are heavily skewed to the right, with many people earning modest salaries and fewer people earning larger salaries. Therefore, one can use nonparametric tests to analyse such type of data ( [3] ).
In nonparametric tests very few assumptions are made about the distribution underlying the data and, in particular, it is not assumed to be a normal distribution. Some statisticians prefer to use the term distribution-free rather than nonparametric to describe these tests ( [4] ). In this article some hypothesis tests were developed in situations where the data come from a probability distribution whose underlying distribution is normal or not and different sample size were considered for each case of an independent sample. If the observations from two samples are unrelated, then we have independent observations. For example, a test could be done to investigate whether there is a difference in test anxiety based on educational level (i.e., your dependent variable would be "test anxiety" and your independent variable would be "educational level", which has two groups: "undergraduates" and "postgraduates"). Unrelated samples, also called unpaired samples or independent samples, are samples in which the cases in each sample are different. Often we are investigating differences in individuals, which means that when comparing two samples, an individual in one sample cannot also be a member of the other sample and vice versa. An example would be gender, an individual would have to be classified as either male or female not both.
Nonparametric statistical tests are concerned with the application of statistical data in nominal or ordinal scale to problems in pure science, social science, engineering and other related fields. Most of the present analysis carried out by non science and science oriented researchers are based on parametric test, and it is often reasonable to assume that observations come from a particular family of distributions. Moreover, experience backed by theory, suggest that for measurements, inferences based on the assumption that observations form a random sample from some normal distribution may not be misleading even if the normality assumption is incorrect, but this is not always true. ( [5] ). Nonparametric tests often are used in conjunction with small samples, because for such samples the central limit theorem cannot be invoked. Nonparametric tests can be directed toward hypothesis concerning the form, dispersion or location (median) of the population. In the majority of the applications, the hypothesis is concerned with the value of a median, the difference between medians or the differences among several medians. This contrasts with the parametric procedures that are focused principally on population means. If normal model cannot be assumed for the data then the tests of hypothesis on means are not applicable. Nonparametric tests were created to overcome this difficulty. Nonparametric tests are often (but not always) based on the use of ranks; such as Kolmogorov Smirnov test, Wilcoxon rank test, Sign test, Mann Whitney U test, Kruskal Wallis test, etc ([6] , [7] ). The objectives of this study are in two forms: i. To examine the effect of non-normality on parametric independent t-test and the nonparametric tests of the Mann Whitney U test and Kolmogorov Smirnov test effect. ii. To examine the effects of sample size on the three test procedures based on type I error and power of test.
II. Materials And Methods
The materials used for the analysis were generated data using simulation procedures from selected continuous distributions. Since it is very difficult to get data that follows these distribution patterns, even if there is, it is very difficult to get the required number of replicates for the sample sizes of interest. The parametric (Independent t-test) and nonparametric (Mann Whitney U test and Kolmogorov Smirnov test), methods of analyzing independent sample were applied, to compare the performance of each test on the generated data from the Normal, Uniform, Exponential, Beta and Gamma distributions based on the underlying criteria for assessment
Simulation Procedures and Analysis
Random samples were simulated from Normal, Uniform, Exponential, Beta and Gammadistributions respectively for sample size of 5 10, 15, 25 and 30 which considered as small and moderate sample sizes respectively. Each test procedures were applied on the data sets at varying sample sizes and their Type I error and power of the tests were studied in each situation. At every replicate two samples were simulated independently from each distribution using the same parameters to form the required independent sample from the same population. The process was repeated 500 times for each independent sample size considered and results were displayed in table 1-5.
Criteria for Assessment and Test of Significance
Some decision must often be made between significance of a test or not. Turning the p-value into a binary decision allows us to examine two questions about the comparative value of statistical tests: i. What percent of significant results will a researcher mistakenly judge to be in significant? ii. What percent of reported significant results will actually be in significant? Indeed the number of rejecting H 0 when it is true is counted for type I error and number of times H 0 is accepted when it is true was recorded as power of the test from each statistic under study.
Student's Independent t-test
The independent t-test, also called the two sample t-test or student's t-test, is an inferential statistical test that determines whether there is a statistically significant difference between the means in two unrelated samples on the same continuous, dependent variable. The test also asks whether a difference between two samples' averages is unlikely to have occurred because of random chance in sample selection. A difference is more likely to be meaningful and "real" if (i) the difference between the averages is large, (ii) the sample size is large, and (iii) responses are consistently close to the average values and not widely spread out (the standard deviation is low) ( [8] ). Note that before performing any Independent t-Test the following assumptions must be satisfied: i. Independence: Observations within each sample must be independent (they don't influence each other) ii. Normal Distribution: The scores in each population must be normally distributed iii. Homogeneity of Variance: The two populations must have equal variances (the degree to which the distributions are spread out is approximately equal) Let 1 and 2 be two of observation from different population of individual i, then we obtain 
Kolmogorov-Smirnov Test
Suppose there are differences we wish to detect than can manifest themselves in the location (mean, median), the spread (scale, variance), or perhaps even in the shape of the two distributions. It would be helpful to have a test to detect "general" difference. The Kolmogorov-Smirnov test is such a test, it tests H0: The distributions are the same against H1: The distributions are not the same ( [10] ). Let the two samples 1 , 2 , … , and 1 , 2 , … , Denote F1(x) the cumulative distribution function (CDF) for the distribution of the first population and F2(y) the CDF for the second. Next, denote 1 the sample CDF for the first treatment and 2 be the sample CDF for the second treatment. The Kolmogorov-Smirnov statistic, denotes KS is found by = 1 − 2 The statistic is calculated by finding the maximum absolute value of the differences between the two independent sample CDFs. The hypothesis regarding the distributional form is rejected if the test statistic, KS, is greater than the critical value obtained from a table ( [11] ). These alternative formulations should be equivalent, but it is necessary to ensure that the test statistic is calculated in a way that is consistent with how the critical values were tabulated. 
III. Discussion Of Results
Tables 1 -5 and 7 -11 indicate results of analyses using the independent t-test, Mann Whitney U test and Kolmogorov Smirnov test on how the tests perform based on the type I error and power of the test, both being compared at the 5% level of significance for two tailed test in each case. The average of each value of the type I error and power of the test were calculated and recorded under each statistical test for easy comparison. Figure 6 and 12 displayed the results of the analysis on how the tests perform based on the type I error and power of the test.
The type I error of the independent t-test, Mann Whitney U test and Kolmogorov Smirnov test increases from normal distributions and started to decrease at sample size of 30 for independent t test and Kolmogorov Smirnov test as we can see in the table 1. However, the Kolmogorov Smirnov test increases in the type I error from the uniform, exponential and beta distributions, while independent t test and Mann Whitney U test type I errors decreases as the sample size increase for the respective distribution. Except that independent t test type I error value fluctuate from the exponential distribution as can be seen in table 3. For data generated from gamma distribution, the type I error for independent t test fluctuate as well. However, the Kolmogorov Smirnov test increases in the type I error for sample size 5 to 25, while Mann Whitney U test type I errors decreases as the sample size increase.
The Mann Whitney U test has the type I error that is closest to α from exponential and gamma distribution while the independent t-test has the type I error that is closest to α from normal, uniform and beta distributions. The Kolmogorov Smirnov tests has the lowest type I error from all distributions consider for this study (see table 6 ). The power of the independent t-test as well as that of nonparametric tests (Mann Whitney U test and Kolmogorov Smirnov tests) increases as the sample size increases for data generated from the five distributions consider for this study with values range from 0.6130 to 0.9230, 0.8770 to 0.9914, 0.1090 to 0.8940, 0.5190 to 0.9648 and 0.6090 to 0.9317 for normal, uniform, exponential, beta and gamma distributions from sample size of 5 to 30 respectively. The t-test test has the highest power from the data generated from normal, exponential and gamma distributions as shown in table 12 followed by Mann Whitney U test. In the data generated from uniform distribution Kolmogorov Smirnov test has the highest power followed by Mann Whitney U test, while the Mann Whitney U test has the highest power from beta distribution followed by the Independent t test. These can be seen clearly in the figure 2 presented above for the summary of the power of the tests.
IV. Conclusion
It was observed that the Mann Whitney U test has the highest power of the test from the data generated from beta distribution and therefore consider as the most powerful test in that respect while Kolmogorov Smirnov test has the highest power of the test from the data generated from uniform distribution as shown in table 12 and considered as the most powerful test for that distribution. Meanwhile, the independent t test was consider as the most powerful test from the data generated from normal, exponential and gamma distributions having the highest power of the test in that respect. However, there is no significant differences in the power of the tests when rounded to two decimal places, if they are compared based on the simulated data from the five selected distributions, using small sample sizes at the 5% levels of significance. Hence, the independent t-test is the most suitable test when the underline distribution is normal and when sample sizes are large for any distributions as reported in the table 1 -5 and 7 -11. However the two nonparametric tests are indeed alternative tests to t-test when the assumption of normality is not met for independent sample.
