Shrinking targets in parametrised families by Aspenberg, Magnus & Persson, Tomas
SHRINKING TARGETS IN PARAMETRISED FAMILIES
MAGNUS ASPENBERG AND TOMAS PERSSON
Abstract. We consider certain parametrised families of piecewise ex-
panding maps on the interval, and estimate and sometimes calculate
the Hausdor dimension of the set of parameters for which the orbit of
a xed point has a certain shrinking target property. This generalises
several similar results for -transformations to more general non-linear
families. The proofs are based on a result by Schnellmann on typicality
in parametrised families.
1. Introduction
Let T : M ! M be a dynamical system. In analogy to Diophantine
approximation, Hill and Velani [11] studied the set of points x 2 M such
that the orbit hits a shrinking target around another point y innitely often.
More precisely, they studied the set
fx 2M : d(Tn(x); y) < rn i.o. g;
where rn ! 0 as n!1. In their case, T is an expanding rational map on
the Riemann sphere, and M is the corresponding Julia set. They calculated
the Hausdor dimension of the set in the case rn = e
 fin.
This and similar sets have later been studied in several dierent settings,
for instance for -transformations by Bugeaud and Wang [6] and Bugeaud
and Liao [5].
One can also study other related sets, such as
f y 2M : d(Tn(x); y) < rn i.o. g;
for xed x, as was done for instance in [8], [16] and [21].
In this paper, we will consider a family of maps Ta, where a is a parameter.
For xed x and y, we consider the set of parameters a for which the orbit of
x hits a shrinking target around y innitely often, that is, we consider sets
of the form
f a : d(Tna (x); y) < rn i.o. g:
Sets of this kind were previously studied by Persson and Schmeling [22], in
the case where Ta are -transformations,
T : [0; 1]! [0; 1); x 7! x mod 1; ( > 1);
and x = 1 and y = 0. The motivation for studying the set
E = f : T(1) = jT(1)  0j  
 n i.o. g
came from the question how well the dynamics of T can be approximated
with subshifts of nite type.
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2 MAGNUS ASPENBERG AND TOMAS PERSSON
It was shown in [22] that the Hausdor dimension of E is
1
1+ . Later,
this result was generalised to arbitrary y in [15]. In [15], the point y was also
allowed to be a Lipschitz function of the parameter. There are also some
related results in [19].
In this paper we will generalise the results of [22] and [15] to families of
maps, more general than the -transformations. We will consider certain
parametrised families of piecewise expanding maps of an interval and prove
results analogous to those mentioned above. If Ta : [0; 1]! [0; 1], a 2 [a0; a1],
is the family of maps and X : [a0; a1] ! [0; 1] is a C1 function, then, under
some conditions, we prove that
1
1 + 
 dimHf a 2 [a0; a1] : jT
n
a (X(a))  yj < e
 Sn log jT 0aj(a) i.o. g  s;
where Sn log jT 0aj(a) =
Pn
k=1 log jT
0
a(T
k
a (X(a)))j and s is the root of a pres-
sure function. We show that in some cases, for instance for -transforma-
tions, the lower and upper bounds coincide, and hence the dimension is
1=(1 + ).
The proofs in [22] and [15] rely on the symbolic dynamics of the -trans-
formations, the so called -shifts. In our more general case, we nd it
inconvenient to use this method of proof. Instead, we shall rely on some
results by D. Schnellmann [23] on typical points in families of piecewise
expanding maps on the interval. Schnellmann studied a point X(a) and
its orbit fTna (X(a))g, and showed that under some conditions on X and
the family Ta, for almost all parameters a, the point X(a) is typical with
respect to (Ta; a), where a is an invariant measure absolutely continuous
with respect to Lebesgue measure. We say that a point x is typical with
respect to (Ta; a) if
1
n
n 1X
k=0
f(T ka (x))!
Z
f da; n!1;
whenever f is a continuous function.
The proof in Schnellmann's paper [23] uses the method introduced by
M. Benedicks and L. Carleson in [3]. We shall rely on this method, both
through Schnellmann's result and through some large deviation estimates
that we will carry out as a part of our proof. The method is usually used to
prove that certain properties of a family of dynamical systems hold for a set
of parameters with positive Lebesgue measure. Hence our use of Benedicks'
and Carleson's method is a non-typical use, in the sense that we use it
to investigate properties that only hold for a set of parameters with zero
Lebesgue measure.
2. Statement of results
We consider a parametrised family of maps Ta : [0; 1]! [0; 1], where a is
a parameter that lies in a closed interval [a0; a1]. For every a 2 [a0; a1], we
assume that the map Ta is uniformly expanding and piecewise C
1+Lip. (By
C1+Lip, we mean functions that are dierentiable, with Lipschitz continuous
derivatives.) It is then well known that there is a Ta-invariant probability
measure a that is absolutely continuous with respect to Lebesgue measure,
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see Wong [24]. The entropy of the measure a can be calculated by the
Rokhlin formula,
(1) ha =
Z
log jT 0ajda;
see Theorem 3 of [14].
Let X : [a0; a1] ! [0; 1] be a C1 function and x a point y 2 [0; 1]. We
will investigate the set of parameters a such that
jTna (X(a))  yj < e
 Sn log jT 0aj(a)
holds for innitely many n. Under some assumptions on the family Ta
and on the function X, we will prove that the set of such parameters has
Hausdor dimension which is bounded from above by the root of a pressure
function. We will use that for most parameters, Sn log jT 0aj  han and this
will allow us to prove that the Hausdor dimension is bounded from below
by 1=(1 + ).
We assume that Ta depends on a in a smooth way. More precisely, our
assumptions are as follows.
Assumption 1. There are smooth functions b0; : : : ; bp with
0 = b0(a) < b1(a) <    < bp(a) = 1
for every a 2 [a0; a1], such that the restriction of Ta to (bi(a); bi+1(a))
can be extended to a monotone C1+Lip function on some neighbourhood
of [bi(a); bi+1(a)].
Assumption 2. There are numbers 1 <    <1 such that
  jT 0a(x)j  
holds for all a 2 [a0; a1] and all x 2 [0; 1] n fb0(a); : : : ; bp(a)g. There is a
number L such that T 0a is Lipschitz continuous with constant L on each
(bi(a); bi+1(a)).
Assumption 3. For x 2 [0; 1], the mappings a 7! Ta(x) and a 7! T 0a(a) are
piecewise C1.
Assumption 4. The nth iterate of X(a) as a function of a will be denoted
by n(a), that is n(a) = T
n
a (X(a)). We assume that there is a constant c
and a number N such that
(2) c 1 <
 
0
n(a)
(Tna )
0(X(a))
 < c; a 2 [a0; a1]; n > N:
Assumption 5. There is a unique invariant measure a which is absolutely
continuous with respect to Lebesgue measure. The density is denoted by
ffia. On the support of a, the density ffia is bounded away from zero. We
assume that there is a constant fi such that
(3) fi < ffia < 1=fi on suppa; a 2 [a0; a1]:
Moreover, we assume that there is an open interval S such that S is contained
in the support of a for any a 2 [a0; a1].
It is now time to dene the topological pressure of the family Ta.
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Denition 1. Given a function (potential) ffi : [0; 1] ! R, the topological
pressure is dened as
P (ffi; [a0; a1]) = lim sup
n!1
1
n
log
X
In(a)
eSnffi(a);
where the sum is over the largest open subintervals of [a0; a1], on which n
is continuous, and Snffi(a) = supIn(a)
Pn
k=1 ffi  k.
Under these assumptions we prove the following theorem.
Theorem 1. Assume that Assumptions 1{5 hold and let  > 0.
Let s0 be the (unique) root of s 7! P ( s(1 + ) log jT 0aj; [a0; a1]). Then
dimHf a 2 [a0; a1] : jT
n
a (X(a))  yj < e
 Sn log jT 0aj i.o. g  s0
holds for every y.
Suppose X : [a0; a1] ! [0; 1] is such that X(a) is typical with respect to
(Ta; a) for almost all a 2 [a0; a1]. If S is an open interval such that S 
suppa for every a 2 [a0; a1], then there is an open and dense subset S0 of
S such that
1
1 + 
 dimHf a 2 [a0; a1] : jT
n
a (X(a))  yj < e
 Sn log jT 0aj i.o. g
holds for every y 2 S0.
The assumed typicality of X(a) for almost all parameters is the main
ingredient in the proof of the lower bound of Theorem 1. It will allow us to
conclude that for many large n the values of Tna (x) for dierent parameters
a are well distributed, so that there are plenty of parameters a for which
jTna (X(a)) yj < e
 Sn log jT 0aj  e han. It is not obvious if X(a) is typical
for almost all a, and in fact this need not be the case, for instance when X(a)
is a periodic point for all a. However, in the next section we mention some
explicit settings, originating from the work of Schnellmann [23], in which
this typicality does hold. Schnellmann's result is that in several settings,
it is possible to check Assumption 4 and show that it implies the almost
sure typicality of X(a). We will however need Assumption 4 also for other
purposes.
In the case that for each a, the derivative jT 0aj is constant, but possibly
depending on a, we can show that all the bounds in Theorem 1 coincide,
and we get the following corollary.
Corollary 1. Assume that Assumptions 1{5 hold. Let  > 0 and suppose
X : [a0; a1] ! [0; 1] is such that X(a) is typical with respect to (Ta; a) for
almost all a 2 [a0; a1]. Assume that x 7! jT 0a(a)j is constant for each a.
If S is an open interval such that S  suppa for every a 2 [a0; a1], then
there is an open and dense subset S0 of S such that
dimHf a 2 [a0; a1] : jT
n
a (X(a))  yj < e
 Sn log jT 0aj i.o. g =
1
1 + 
holds for every y 2 S0.
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3. Examples and Corollaries to Theorem 1
In this section, we will show some explicit examples for which Theorem 1
can be applied.
3.1. Fixed map. Using Theorem 1, we can conclude results for a xed map
as follows (see also [11], where a similar result is proven for a xed rational
map).
Corollary 2. If T is a xed map which is mixing with respect to an invari-
ant measure , satisfying the Assumptions 2 and 5, and  > 0, then
1
1 + 
 dimHfx 2 [0; 1] : jT
n(x)  yj  e Sn log jT
0j i.o. g  s0
holds for all y in the interior of supp, where s0 is the root of the pressure
P ( s(1 + ) log jT 0j).
Proof. Take Ta = T for all a 2 [0; 1] and put X(a) = a. Then X(a) is typical
for almost all a according to Birkho's Ergodic Theorem. Apply Theorem 1
to conclude the result for an open and dense set S0 in supp.
Take any open interval S  supp. By Lemma 4.4 in [18], since we
assume that T is mixing, for every interval I there is an N  0 such that
TN (I) ff S:
Letting I be one of the intervals in S0 we conclude that there is an N  0
such that for any y 2 S there is some y0 2 S0 such that TN (y0) = y. We
know that the result holds for y0. For a sequence of numbers n tending to
innity, we have for some zn between T
n(x) and y0 that
jTN+n(x)  TN (y0)j = j(TN )0(zn)jjTn(x)  y0j
 j(TN )0(zn)je Sn log jT
0j:
We note nally that j(TN )0(zn)j is bounded by some constant (for instance
by N ). It is clear from the proof of Theorem 1 that such constants will not
change the nal result. Hence the corollary follows. 
3.2. -transformations and generalised -transformations. Suppose
0 = t0 < t1 < t2 <    are such that limn!1 tn =1. Let T : [0;1) 7! [0; 1]
be a map such that for each n the map T : [tn; tn+1) 7! [0; 1] is an increasing
C2 map with T 0 > 1.
We will study the family dened by Ta(x) = T (ax), and we call such
families generalised -transformations. A simple example is the usual -
transformations for which T (x) = x mod 1 and T(x) = T (x) = x
mod 1,  > 1.
For families of generalised -transformations we have the following theo-
rem by Schnellmann.
Theorem 2 (Schnellmann, [23, Theorem 1.1]). Suppose T is such that
T (t+n ) = 0 for all n. If X : (1;1) ! (0; 1] is smooth with X
0(a)  0 for
all a 2 [a0; a1] and Ta(x) = T (ax), then the point X(a) is typical with
respect to (Ta; a) for almost all a 2 [a0; a1].
We can now conclude the following.
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Corollary 3. Suppose T is such that T (t+n ) = 0 for all n. Let Ta(x) =
T (ax), and assume that X : (1;1) ! (0; 1] is such that X 0  0. For any
1 < a0 < a1 and any open interval S with S  suppa for all a, if y 2 S,
then we have
1
1 + 
 dimHf a 2 [a0; a1] : jT
n
a (X(a))  yj < e
 Sn log jT 0aj i.o. g  s;
where s is the root of the pressure function P ( s(1 + ) log jT 0aj).
In particular, if jT 0j is constant, we have
dimHf a 2 [a0; a1] : jT
n
a (X(a))  yj < e
 Sn log jT 0aj i.o. g =
1
1 + 
:
Proof. This follows from Theorem 1 and results by Schnellmann [23], in-
cluding Theorem 2.
For the family Ta(x) = T (ax), it was shown by Schnellmann, that there is
a unique absolutely continuous invariant measure a, [23, Lemma 5.1], and
it was shown that the measure a has a density ffia [23, Section 5.2]. On
the support of a, the density ffia is bounded away from zero and for any
compact interval I  (1;1) there is a constant fi such that
fi < ffia < 1=fi on suppa; a 2 [a0; a1]:
Moreover, the support of a is an interval [0; L(a)], where L is a piecewise
constant function with isolated jumps.
The estimate (2) follows by [23, Section 5.1], and X(a) is typical with
respect to (Ta; a) for almost all a according to Theorem 2.
The remaining assumptions of Theorem 1 are clearly satised for the
family Ta(x) = T (ax). Now the corollary follows from Theorem 1. The fact
that we can let S be any open interval insuppa is explained in Section 8.3.

The condition (2) is sometimes dicult to check. In the case that X is
constant, things are simpler, as shown by the following lemma.
Lemma 1. Let Ta(x) = T (ax). Then Assumption 4 is fullled for large
enough a, if X 0(a) = 0 and X > 0.
The proof of Lemma 1 is in Section 9. The proof lets us also conclude the
following result.
Corollary 4. We can omit Assumption 4 in the assumptions in Theorem 1,
when X(a) is constant and T (X(a)) > 0.
Suppose now that X(a) and Ta are analytic in a. If X(~a) is pre-periodic
or periodic, then we say simply that X(a) is transversal near ~a if X(a) is
not pre-periodic or periodic for all a in any open neighbourhood of ~a. Under
these assumption we have the following. (See also [1], [2] and [3] where these
methods stems from.)
Corollary 5. If Ta is an analytic family and X(a) is analytic and transver-
sal in the above sense, then Assumption 4 is satised for all a in some
neighbourhood around ~a.
The proof of Corollary 5 is in Section 9.
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3.3. Negative -transformations. The negative -transformations are
maps Ta(x) = T (ax), with T (x) =  x mod 1 and a > 1. These maps
were for instance studied by Gora [10], Ito and Sadahiro [13], and Liao and
Steiner [17].
For any a > 1, there is a unique Ta invariant probability measure which
is absolutely continuous with respect to Lebesgue measure, [10, 13].
Corollary 6. Let [a0; a1]  (1;1) be an interval such that
2a(a  [a])  2  a > 0
holds for all a 2 [a0; a1]. Suppose X : [a0; a1] ! R is C1, with X 0(a) >
2 + aa 1 , and that y 2 [0; 1]. Then
dimHf a 2 [a0; a1] : jT
n
a (X(a))  yj < e
  log an i.o. g =
1
1 + 
:
Proof. The proof relies on an extension of the results of Schnellmann by
Persson [20, Corollary 1].
If X 0(a) > 2 + aa 1 , then Assumption 2 of [20] is satised. Let
 = 2(a  [a])  1;
and assume that  > 0. It then holds that, if I is a maximal interval of
continuity of Ta, then (
1 
2 ;
1+
2 )  Ta(I).
If moreover 2= < , then there exists an interval J of length 1=, such
that Ta(J) = [0; 1) and J  (
1 
2 ;
1+
2 ).
The conditions  = 2(a   [a])   1 > 0 and 2= <  can be written as
2a(a  [a])  2   > 0.
Now, Corollary 1 of [20] proves that X(a) is typical for almost all a, and
that Assumption 4 holds.
Theorem 1 now nishes the proof: For the parameters we are considering,
the support of a is [0; 1], see Gora [10]. The reason that we can consider
any y 2 [0; 1] is explained further in Section 8.3. 
For instance, the condition is satised for [a0; a1]  (
5+
p
41
4 ; 3), but it is
not satised for any value of a0 smaller than
5+
p
41
4 .
3.4. Tent maps. For ;  > 1, we dene the tent map T; : R! R by
T;(x) =

1 + x if x  0;
1  x if x > 0:
Let ;  : [a0; a1]! (1;1) be two non-decreasing C1-functions such that for
all a 2 [a0; a1] holds
0(a) > 0 for all a 2 [a0; a1] or (a0) = (a1);
0(a) > 0 for all a 2 [a0; a1] or (a0) = (a1)
and
1
(a)
+
1
(a)
 1:
We assume also that ((a0); (a0)) 6= ((a1); (a1)), and consider the family
Ta = T(a);(a) : [T(a);(a)(1); 1] ! [T(a);(a)(1); 1]. For each a there is a
unique T(a);(a)-invariant measure a which is absolutely continuous with
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respect to Lebesgue measure. Using results of Schnellmann [23, Section 7],
we can now state the following corollary of Theorem 1.
Corollary 7. Let  > 0. Then
1
1 + 
 dimHf a 2 [a0; a1] : jT
n
a (0)  yj  e
 Sn log jT 0aj i.o. g  s0
holds for an open and non-empty set of y, where s0 is the root of the pressure
P ( s(1 + ) log jT 0aj).
Proof. We consider
Ta = T(a);(a) : [T(a);(a)(1); 1]! [T(a);(a)(1); 1]:
That Ta is not dened as a map from [0; 1] to itself, is only a matter of a
coordinate change, and is unimportant. There is a unique invariant measure
a that is absolutely continuous with respect to Lebesgue, and satises all
required assumptions, see Schnellmann [23, Section 6{7].
By Schnellmann [23, Theorem 7.1], the point 0 is typical for almost all
parameters. The corollary follows from Theorem 1. 
3.5. Families of Markov maps. Schnellmann has proved that if Ta is a
family of Markov maps, then X(a) is typical for almost all a [23, Theo-
rem 8.1]. We say that Ta is a family Markov maps, if for each a, the map Ta
is Markov with respect to the partition 0 = b0(a) < b1(a) <    < bp(a) = 1
mentioned in Assumption 1. In this case we have the following result.
Corollary 8. Suppose that Ta is a family of Markov maps satisfying As-
sumptions 1, 2 and 3, and let X be a C1 map that satises Assumption 4.
Then, whenever S is an interval with S  suppa for every a 2 [a0; a1], we
have
1
1 + 
 dimHf a 2 [a0; a1] : jT
n(X(a))  yj  e Sn log jT
0
aj i.o. g  s0
for every y 2 S, where s0 is the root of the pressure function P ( s(1 +
) log jT 0aj).
In particular, if jT 0aj is constant for each a, then
dimHf a 2 [a0; a1] : jT
n(X(a))  yj  e Sn log jT
0
aj i.o. g =
1
1 + 
:
Proof. As mentioned above, Schnellmann has proved that X(a) is typical
for almost every a. Moreover, Assumption 5 holds in this case.
We can now almost conclude the corollary, but note that we state the
result for every y 2 S, and not only for a dense and open subset.
We have that n(In(a)) is uniformly large for every In(a), which is proved
as follows. By, if necessary, considering a smaller interval of parameters, we
may assume that the endpoints of the partition elements, the points bi(a),
are well separated, even for dierent parameters. More precisely, we may
assume that there is a number d > 0 such that for any two parameters a
and ~a, the points bi(a) and bi+1(~a) are at least separated by a distance d.
Now, since Ta is a Markov map for each a and since n is piecewise
monotone for large n by Assumption 4, the set n(In(a)) is an interval of
length at least d if n is large enough. Hence, there is a lower bound of the
lengths of the intervals n(In(a)).
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So, there is a lower bound on the lengths of the intervals n(In(a)), which
is a property that can be used to get an easier proof and a stronger result
in Theorem 1. We leave out the details here, and make comments on this
in the corresponding part of the proof of Theorem 1, see Sections 8.3. 
4. Bounded distortion
In the proof of Theorem 1, we shall make use of the following standard
bounded distortion estimate. The constant c in (2) can be chosen so that
for any a 2 [a0; a1], if I is an interval on which Tna is continuous then
(4)
(T
n
a )
0(x)
(Tna )
0(y)
 < c; x; y 2 I:
We shall also need a more general version of bounded distortion to compare
the derivatives for dierent parameters, see Lemma 4.1 of [23]. A conse-
quence of this lemma is that if I is an interval on which n : a 7! Tna (X(a))
is continuous, then
(5)

0
n(a)
0n(b)
 < c; a; b 2 I:
5. Proof of the Upper Bound
In this section we prove the upper bound of the dimension in Theorem 1,
as well as Corollary 1.
Take s such that P ( s(1 + ) log jT 0aj) < 0. We need to show that the
dimension is not larger than s.
For any n > 0, let fIn;kg be the partition of [a0; a1] into maximal intervals
on which n : a 7! Tna (X(a)) is continuous. For each interval In;k there is
a possibly empty maximal sub-interval I^n;k  In;k such that n(I^n;k) 
[y   e Sn log jT 0aj; y + e Sn log jT 0aj]. With this notation we have
E = f a 2 [a0; a1] : jT
n
a (X(a))  yj < e
 Sn log jT 0aj i.o. g  lim sup
n!1
[
k
I^n;k:
By bounded distortion, the derivative of n is essentially constant on I^n;k,
and moreover jn(I^n;k)j  2e
 Sn log jT 0aj. We may therefore estimate that
(6) jI^n;kj  c
0e (1+)Sn log jT
0
aj;
where c0 is a constant.
For any m, the set E is covered by the sets I^n;k, n > m. Therefore, if we
can show that for some s,
1X
n=1
X
k
jI^n;kj
s <1
then it follows that the Hausdor dimension of E is at most s. We have by
(6) that
1X
n=1
X
k
jI^n;kj
s 
1X
n=1
X
k
c0se s(1+)Sn log jT
0
aj:
By the denition of the pressure, it now follows that the dimension of E is
at most s.
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5.1. Proof of Corollary 1. Assume that jT 0aj is constant. Then the topo-
logical entropy of Ta is log jT 0aj. We can then conclude that for any " > 0,
the number of partition elements In(a) is bounded by e
(h++")n for large n,
where h+ = supa log jT
0
aj. Let h  = infa log jT 0aj. ThenX
In(a)
e s(1+)Sn log jT
0
aj  e(h++")ne s(1+)h n = e(h++" s(1+)h )n:
This shows that the root of the pressure is at most
h+
(1 + )h 
since " is arbitrary. By partitioning the parameter space [a0; a1] into small
pieces, we can then conclude that the Hausdor dimension is at most 1=(1+
).
6. Asymptotic behaviour
In this section, we assume that the Assumptions 1{5 hold, and that X(a)
is typical for a.e. a 2 [a0; a1].
Recall that S is such that S  suppa for every a 2 [a0; a1]. Whenever
y 2 S, we have by Assumption 5 that
inf
a2[a0;a1]
a(B(y; l))  fi l > 0;
holds for small l > 0. This will let us conclude the following lemma. Let 
denote Lebesgue measure.
Lemma 2. Let l > 0 be small,  > 0 and suppose that y 2 S. For any
subset   [a0; a1] there is an increasing sequence of numbers nk such that
f a 2  : Tnka (X(a)) 2 B(y; l) g 
fi l
2
jj; k = 1; 2; 3; : : :
Moreover, the frequency
f(n) =
1
n
#f k : n  nk  (1 + )n g
has the property that
f(n) 
fi l
4
;
for suciently large n.
Proof. For any k, the function
a 7! B(y;l)(T
k
a (X(a)))
is non-negative and bounded by one. Since X(a) is typical with respect to
(Ta; a) for almost all a 2 [a0; a1] according to the assumption of Theorem 1,
we have for almost all a 2 [a0; a1] that
1
n
nX
k=1
B(y;l)(T
k
a (X(a)))! a(B(y; l)); n!1;
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and by the dominated convergence theorem,
Z

1
n
nX
k=1
B(y;l)(T
k
a (X(a))) da!
Z

a(B(y; l)) da:
Since a(B(y; l))  fi l we now get that
1
n
nX
k=1
f a 2  : T ka (X(a)) 2 B(y; l) g
=
Z

1
n
nX
k=1
B(y;l)(T
k
a (X(a))) da!
Z

a(B(y; l)) da  fi ljj;
as n!1. Hence, the rst part of the lemma follows.
It follows from above that
(1+)nX
k=n
f a 2  : T ka (X(a)) 2 B(y; l) g 
7
8
fi ljjn
if n is large enough.
When k is such that
f a 2  : T ka (X(a)) 2 B(y; l) g 
fi l
2
jj;
we use the trivial estimate
f a 2  : T ka (X(a)) 2 B(y; l) g  jj:
Otherwise, we use the estimate
f a 2  : T ka (X(a)) 2 B(y; l) g 
fi l
2
jj:
Hence, by the denition of f(n), we have
(1+)nX
k=n
f a 2  : T ka (X(a)) 2 B(y; l) g  f(n)njj+ (n  f(n)n)
fi l
2
jj:
Combining these two estimates, it follows that
f(n)n(jj  
fi l
2
jj) 
3fi l
4
jjn:
This proves the desired estimate if l is suciently small. 
We now prove the following lemma, concerning the asymptotic growth of
the derivative of Tna and the entropy of the measure a for typical a.
Lemma 3. For any subset 0  [a0; a1] and any " > 0, there is a set   0
and a number N such that (0 n )  "(0) and
ha   " <
1
n
log j(Tna )
0(X(a))j < ha + "; n > N; a 2 :
Proof. This is a consequence of the Rokhlin formula (1) and the fact that
X(a) is typical for (Ta; a) for almost all a.
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If a is such that X(a) is typical, then
1
n
log j(Tna )
0(X(a))j =
1
n
n 1X
k=0
log jT 0a(T
k
a (X(a)))j
!
Z
log jT 0ajda = ha ; n!1;
by Birkho's Ergodic Theorem and the Rokhlin formula (1). Since this
convergence holds for almost all a 2 0, the lemma follows. 
7. Large deviations
Again, throughout this section, we assume that the Assumptions 1{5 hold,
and that X(a) is typical for a.e. a 2 [a0; a1].
We outline and develop the so called large deviation argument, rst in-
vented by M. Benedicks and L. Carleson in [4], also used in [2]. In order to
state the following lemmata we need a couple of denitions. We recall that
we write In(a) for the largest interval around the parameter a such that
n(a) is continuous on In(a). Those intervals are also called partition ele-
ments, and we say that In(a) is a partition element of generation n. In this
section we will actually write In(a) for the elements of a rened partition.
If a partition element is too long, then we partition it further into pieces
of length   jn(In(a))j  4cmax jT 0aj. The number  should be chosen
such that if In(a) is a partition element such that n(In(a))  2 then In(a)
contains at most 2 partition elements of generation n + 1. In particular,
n+1 is discontinuous on In(a) in at most one point.
We say that n is a return time for the parameter a if n is not continuous
on In 1(a). In this case, n(In 1(a)) has returned, or is a return. We say
that In(a) (or n(In(a))) is in escape position if n(In(a)) is of length at least
.
For the estimates to work below, we need to have jT 0aj  e5 (slightly less
than 150). If this is not the case, replace Ta with an iterate of Ta such that
this holds.
Denition 2 (Escape time). We consider three cases: If j(I(a))j  2
and there exists a p > 0 such that j+k(I+k(a))j  
2 for all 0  k < p
and j+p(I+p(a))j  , then we set
E(a; ) = 0:
If a is such that j+k(I+k(b))j <  for all k > 0, then we set E(a; ) =1.
(The set of those parameters have measure zero, which can easily be proved
using an argument by Hofbauer [12, Lemma 13].)
In all other cases than the two mentioned above, we set
E(a; ) = minf t > 0 : +t(I+t(a)) is in escape position g:
The number E(a; ) is called the escape time of a at .
Let  > 0. For a given parameter a, we set
n(a) =
s(a)X
j=1
E(a; j);
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where E(a; j), j = 1; : : : ; s are the consecutive escape times for a in the
time interval [n; (1 + )n], and j 2 [n; (1 + )n] are return times. With this
we mean the following. We always have j+1  j + E(a; j), and j+1 is
the smallest such j+1 such that j+1 is a return time for a and Ij+1 1(a)
is in escape position.
If In(a) is in escape position, very few parameters spend a big portion of
time escaping:
Proposition 1. If  is small enough, then there exists a number fi0 =
fi0(; i)  c01=3, 0 < fi0 < 1, such that for fi0 < fi1 < 1, whenever In(a) is
in escape position, we have
(f b 2 In(a) : n(b)  fi1n g)  e
 (fi1 fi0)njIn(a)j:
We will also need the following simple lemma.
Lemma 4. Given  > 0 and a number k 2 (0; ), there are constants c1 > 0
and K > 0 such that if I  In(a) is an interval with jn(I)j > k, then there
exists a 0 < k < K and a b 2 I such that jn+k(In+k(b))j >  and
jIn+k(b)j
jIj
> c1:
Proof. As long as jn+k(In+k(b))j < 2 for all b 2 In(a), there are at most 2
k
dierent partition elements of generation n + k inside I, one of which is at
least 2 k times as long as In(a), and which we denote by In+k(b). It follows
that
jn+k(In+k(b))j  c2
 ke5kk:
Hence, within a time K, depending only on , we will have a piece with
jn+k(In+k(b))j > , 0 < k < K, and it is clear that the partition element
In+k(b) will make up a proportion of In(a) that is bounded away from 0. 
To prove Proposition 1, we need the following lemma.
Lemma 5. Suppose that  is a return time for a and that j(I(a))j =
e r  . Then for some constant C > 0, we have
(f b 2 I(a) : E(b; ) = t g)  Ce
r t(5 log 2)jI(a)j:
Proof. Let t be xed and put
A := f b 2 I(a) : j+k(I+k(b))j < ; 0 < k < t g:
We will use the inclusion
f b 2 I(a) : E(b; ) = t g  A
and prove that (A)  Cer t(5 log 2)jI(a)j.
Take b 2 A and consider I+t(b). We recall the bounded distortion prop-
erty (4) and the fact that the parameter and space derivatives are compa-
rable, Assumption 4. We have
jI+t(b)j
jI(a)j
 c
j(I+t(b))j
j(I(a))j
= cerj(I+t(b))j
 c2erj+t(I+t(b))je
 5t  Cer 5t:
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For a xed t, we have at most 2t such intervals It(b) in A. (Since at every
step +k(I+k(b)) is cut into at most two pieces, by the denition of A and
the choice of .) Hence the measure of A is at most
2tmax jI+t(b)j  2
tCer 5tjI(a)j  Cer t(5 log 2)jI(a)j: 
Before we state the next lemma we introduce the notation A  B, mean-
ing that there exists a constant c > 1 such that
1
c
A  B  cA;
where A and B are two expressions depending on a number of variables.
Lemma 6. Suppose ! = I+k(a) and  is a return time, k > 0. Then for
all b 2 !,
j(!)jj(T
k
b )
0(T b (X(b)))j  j+k(!)j:
Proof. First note that by the fact that space and parameter derivatives are
comparable,
0+k(b)  (T
+k
b (X(b)) = (T
k
b )
0(T b (X(b))(T

b )
0(X(b)):
Hence, for b 2 !,
j+k(!)j  j!jj
0
+k(b)j  j!jj(T
k
b )
0(T b (X(b))jj(T

b )
0(X(b))j
 j!jj0(b)jj(T
k
b )
0(T b (X(b))j  j(!)jj(T
k
b )
0(T b (X(b))j: 
Lemma 7. Suppose  1(I 1(a)) is in escape position, and that  is a
return time for a. Then we haveZ
I 1(a)
eE(b;) db  jI 1(a)j(1 + ());
where ()  C01=3.
Proof. Note that I 1(a) is split by  into several pieces, each on which 
is continuous. There can be many pieces, who's images under  are at least
of length . We let !q, denote the union of these pieces. On !q we have
E = 0.
Left are at most two pieces, which we call !r;1 and !r;2. For these pieces,
the image n(!r) could be much smaller, where !r is one of !r;1 and !r;2. It
remains to estimate Z
!r
eE(b;) db:
Let !r be the one of the two pieces !r;1 and !r;2 for which the above integral
is largest.
Let j(!r)j = e r, where e r  4cmax jT 0aj. The larger piece will escape
directly in the next step, so therefore we consider only !r.
The set !r is subdivided into two sets:
!0 = fa 2 !r : E(; a) = 0g
!1 = fa 2 !r : E(; a) > 0g:
By denition !0 is again subdivided into two sets !0 = !
0
0 [ !
00
0 where !
00
0
is the set of parameters b that has  > j+k(I+k(b))j  
2 for all k > 0.
Hence !00 is the set of parameters which makes escape without becoming
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smaller than 2. These are good parameters since E(b; ) = 0 and we
now turn to !1. We subdivide !1 into intervals !j as follows. Suppose
j+kj (I+kj (b))j  
2 for the least possible kj > 0. Then put !j = I+kj (b).
Suppose that j+kj (I+kj (b))j = e
 rj . Note that rj  2, where  = e .
Set ! = I 1(a), so that j 1(!)j  .
Now apply Lemma 6 to !j and kj + 1, to get (b 2 !j)
j 1(!j)jj(T
kj+1
b )
0(b)j  j+kj (!j)j:
Hence,
j!j j
j!j

j 1(!j)j
j 1(!)j
=
j 1(!j)jj(T
kj+1
b )
0((b))j
j 1(!)jj(T
kj+1
b )
0((b))j

j+kj (!j)j
j 1(!)jj(T
kj+1
b )
0((b))j

e rj
j(T
kj+1
b )
0((b))j
;
where b 2 !j .
Now we get, using Lemma 5Z
I 1(a)
eE(b;) db = jI 1(a)j+
Z
!r;1[!r;2
eE(b;) db
 jI 1(a)j+ 2
Z
!r
eE(b;) db
 jI 1(a)j
+ 2
X
j
Z
fb2!j :E(b;)<rj=3g
eE(b;) db+
Z
fb2!j :E(b;)rj=3g
eE(b;) db
 jI 1(a)j+ 2
X
j

erj=3j!j j+
1X
t=rj=3
Cerj t(5 log 2)j!j j

 jI 1(a)j+
X
j

Cerj=3
e rj
j(T
kj
a )0((a))j
jI 1(a)j
+ C 0erj rj(5 log 2)=3
e rj
j(T
kj
a )0((a))j
jI 1(a)j

:
We want to x the lengths kj in the above sum. There are at most 2
k
small intervals !j that have xed kj = k. Recall that j(T
kj
a )0((b))j  e5kj .
Summing over the lengths kj = k instead we get
X
j

Cerj=3
e rj
j(T
kj
a )0((a))j
jI 1(a)j
+ C 0erj rj(5 log 2)=3
e rj
j(T
kj
a )0((a))j
jI 1(a)j


X
k
X
j;kj=k

Cerj=3
e rj
e5k
jI 1(a)j+ C 0erj rj(5 log 2)=3
e rj
e5k
jI 1(a)j

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
X
k
X
j;kj=k
jI 1(a)j(Ce 2rj=3 1e 5k + C 0e rj(5 log 2)=3e 5k)

X
k
jI 1(a)j(Ce 4=3 12ke 5k + C 0e 2(5 log 2)=32ke 5k)
 C 001=3:
Finally, Z
I 1(a)
eE(b;) db  jI 1(a)j(1 + C 001=3);
where () = C 001=3 ! 0 as  ! 0. 
We want to consider those parameters with exactly s escape situations in
a time interval [n; (1 + )n] for some n > 0, i.e. there are exactly s return
times  with  2 [n; (1 + )n].
Lemma 8. Let !s be the set of parameters in a given partition element
I(a), such that every parameter in !s has precisely s free returns after
escape situations in the time interval [n; (1 + )n]. ThenZ
!s
en(b) db  j!sj(1 + ())
s  j!sje
fi0n;
for fi0 =  log(1 + ())  c01=3.
Proof. We want to apply Lemma 7 s times. Note that !s is a union of inter-
vals, and for each parameter a 2 !s there is a nested sequence of intervals
!0j  !
0
1, where !
0
1 is an interval in !s, j = 1; : : : ; s and such that !
0
j+1  !
0
j .
We also include in the denition of !0j that j (!
0
j) is a return after an escape
situation, writing j = j(a) for the return times for the parameter a. So we
have jj 1(!0j)j  . Hence s(!
0
s) is the last return after escape situation
in the time interval [n; (1 + )n] for all parameters a 2 !0s. Since E(a; j 1)
is constant on !0j we get using Lemma 7 thatZ
!0s 1
eE(b;s 1)+E(b;s) db =
X
!0s!0s 1
eE(b;s 1)
Z
!0s
eE(b;s) db

X
!0s!0s 1
eE(b;s 1)(1 + ())j!0sj

Z
!0s 1
eE(b;s 1) db(1 + ())
 j!0s 1j(1 + ())
2:
Repeating this argument s times, it follows thatZ
!0
1
en(b) db  j!01j(1 + ())
s:
Taking the union over all such intervals !01 we getZ
!s
en(b) db  j!sj(1 + ())
s:
Since s  n we may choose  log(1 + ()) = fi0 and the lemma follows. 
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The proof of Proposition 1 is now short:
Proof of Proposition 1. If  is small enough, we have log(1 + ()) < 1, so
that we may choose fi1 satisfying fi0 =  log(1 + ()) < fi1 < 1.
By Lemma 8,
efi1n(f b 2 In(a) : n(b)  fi1n g) 
Z
f b2In(a):n(b)fi1n g
en(b)db

Z
In(a)
en(b) db  efi0njIn(a)j;
so
(f b 2 In(a) : n(b)  fi1n g)  e
 (fi1 fi0)njIn(a)j: 
Since we consider time intervals [n; (1 + )n] we can repeat Proposition 1
on every time interval starting with some (suciently large) N so that the
result holds for [(1 + )jN; (1 + )j+1N ] for j = 0; 1; : : :, and hence for all
n > N . We get the following corollary.
Corollary 9. If  is small enough and 0 <   1, then there exists a number
fi0 = fi0(; )  c01=3, 0 < fi0 < 1, such that for fi0 < fi1 < 1, whenever
In(a) is in escape position, we have for m  n that
(f b 2 In(a) : m(b)  3fi1m g)  2e
 (fi1 fi0)(1 )mjIn(a)j:
Proof. Since In(a) is in escape position we can apply Proposition 1 to the
interval [n; (1+)n]. Ideally, if for every parameter b 2 In(a), the partition el-
ement I(1+)n(b) is also in escape position, we could just apply Proposition 1
over and over again and get the result for every interval [(1+)jn; (1+)j+1n],
where j  0. However, it is not quite that easy.
Consider an interval IN (~a) in escape position, and the corresponding time
interval [N; (1 + )N ]. The set of parameters that have escape time larger
than fi1N inside this interval have Lebesgue measure that is an exponentially
small fraction of IN (~a), by Proposition 1. More precisely, if we put
F (~a;N) = f b 2 IN (~a) : I(1+)N t(b) is in escape position
for some 0  t  fi1N g;
then
(7) (F (~a;N)c)  e N(fi1 fi0)jIN (~a)j;
where F (~a;N)c stands for the complement of F (~a;N).
Hence, if we disregard from F (~a;N)c, we may apply Proposition 1 to
every partition element I(1+)N t in escape position at time (1+ )N   t, for
0  t  fi1N . We thereafter apply Proposition 1 to parameters in F (~b;M),
with time M in time intervals of the type [N(1+ )  t; (N(1+ )  t)(1+ )],
and so on.
Since t depends on the parameter we can follow a parameter b in In(a) and
apply Proposition 1 on a (nite) sequence of time intervals [nj(b); (1+)nj(b)]
where nj(b) = (1+ )nj 1(b)  tj 1(b) and 0  tj 1(b)  fi1nj 1(b). On each
new interval we loose e nj(fi1 fi0)jInj (b)j according to (7), which means that
the total measure of parameters we may have to delete (the corresponding
\bad" set F c), can be made arbitrarily small, if n = n1 is large enough.
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For a xed parameter ~b, every interval of the type [m; (1 + )m], where
m  n = n1, intersects at most two intervals of the type [nj(~b); (1+ )nj(~b)].
Suppose that [m; (1 + )m] intersects the intervals [nj(~b); (1 + )nj(~b)] and
[nj+1(~b); (1 + )nj+1(~b)]. Then nj  m  (1 + )m  (1 + )nj+1.
Consider now a partition element Inj(b)(b). We write
Inj(b)(b) = F (b; nj(b)) [ F (b; nj(b))
c
F (b; nj(b)) =
[
~b2F (b;nj(b))
Inj+1(
~b):
By (7), we have (F (b; nj(b))
c)  e nj(b)(fi1 fi0)jInj(b)(b)j and for each of the
intervals Inj+1(
~b) with ~b 2 F (b; nj(b)), we have by (7) that
(F (~b; nj+1(~b))
c)  e nj+1(~b)(fi1 fi0)jInj+1(~b)j  e
 nj(b)(fi1 fi0)jInj+1(~b)j:
Summing up, we see that the set of parameters in Inj (b) with escape time
at least fi1nj + fi1nj+1 in [nj ; nj+1(1 + )] has measure at most
2e nj(fi1 fi0)jInj+1(b)j:
Taking into account that nj  m  nj(1 + ), and nj+1  nj(1 + ) we have
fi1nj + fi1nj+1  fi1m+ fi1(1 + )m  fi1m+ fi12m = 3fi1m;
provided   1. Hence,
(f~b 2 Inj (b) : m(
~b)  3fi1m g)  2e
 nj(b)(fi1 fi0)jInj (b)j:
Therefore, since m  nj(b)(1 + ), we have
(f b 2 In(a) : m(b)  3fi1m g)  2e
 m fi1 fi0
1+ jIn(a)j:
This proves the desired estimate, since (1 + ) 1  1  . 
8. Proof of the Lower Bound
To prove Theorem 1, it remains to estimate the Hausdor dimension of
the set
E(y) = f a 2 [a0; a1] : jT
n
a (X(a))  yj < e
 Sn log jT 0aj for innitely many n g
from below.
Consider any sub-interval S1 of S and let l = jS1j. Let 0 < " < 1=2, and
 > 0. We choose fi0, fi1 and  > 0 so small that the conclusion of Corollary 9
holds, and so that
(8) 1 
3fi1

+
fi l
2
> 1:
This is possible since fi1 can be chosen arbitrary as long as fi0 < fi1 < 1 and
fi0  c01=3.
Because of (1), and the fact that a 7! a is continuous in the weak-*
topology, there is an h such that
(9) jh  ha j < " for all a 2 A  [a0; a1];
provided A is a suciently small interval. We take such an interval A of the
form A = In(a), such that In(a) is in escape position.
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We are going to prove that there is a non-empty open sub-interval B of
S1 such that for any y 2 B the set
(10)
EA(y) = f a 2 A : jT
n
a (X(a))  yj < e
 Sn log jT 0aj for innitely many n g;
has Hausdor dimension at least 1=(1+). Since S1 is arbitrary, this implies
that dimHE(y)  1=(1 + ) holds for a dense and open set of y 2 S.
Let Y = fy1; y2; : : : ; ypg be a set of points in S1 such that for any y 2 S1,
there is a yk with jy   ykj < 
2=4. We will rst prove that there is a y 2 Y
such that the set EA(y) satises
dimHEA(y) 
1
1 + 
(1  17"  ):
Since EA(y)  E(y), Y is nite and " > 0 is arbitrary, this shows that there
exists a y 2 Y such that dimHE(y)  1=(1 + ). Now, this implies that
there is an open and non-empty interval B  S1, such that for each y 2 B,
the set E(y) has Hausdor dimension at least 1=(1 + ). Indeed, if this is
not the case, then in any sub-interval of S1, however small, we can nd a
y such that dimHE(y) < 1=(1 + ). It is then possible to choose Y such
that the sets E(y1); : : : ; E(yp) all have Hausdor dimension strictly less than
1=(1 + ), which would yield a contradiction.
Hence, in order to prove that there exists an open and non-empty interval
B  S1, for which dimHE(y)  1=(1 + ) for all y 2 B, it suces to show
that
dimHEA(y) 
1
1 + 
(1  17"  ):
holds for at least one y 2 Y . We will do this below by constructing a Cantor
set C with
C 
[
y2Y
EA(y); dimHC 
1
1 + 
(1  17"  ):
8.1. Construction of a Cantor set. We will dene a sequence of families
of intervals Ik, k  0, such that
[Ik+1  [Ik
for all k and
C =
1\
k=1
[
Ik 
[
y2Y
EA(y):
For each J 2 Ik, we will dene a large integer n(J). The families Ik will
be constructed to have the following ve additional properties for k  1.
(Note that we do not necessarily have these properties for k = 0.)
(i) For any J 2 Ik holds
e (1+)(h+3")n(J)  jJ j  e (1+)(h 3")n(J);
and
(h  2")n  Sn(J) log jT
0
aj  (h+ 2")n; a 2 J:
(ii) For any J 2 Ik holds
#f I 2 Ik+1 : I  J g  e
(h 4")n(K); J ff K 2 Ik+1:
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(iii) For each I 2 Ik, there is a number m, such that for every J 2 Ik+1
with J  I, holds
m  n(J)  (1 + )m:
(iv) Let I 2 Ik and let m be as in (iii). If J1 and J2 are two dierent
elements of Ik that are subsets of I, then they are separated by at
least
e (h+3")(1+)m:
(v) Any J 2 Ik satises
jn(J)(J)j  k;
where k > 0 is a number that only depends on k.
Let I0 = fAg. We dene n(A) = n.
Suppose that we have constructed Ik 1 according to the properties (i){
(v) above. We then construct Ik as follows.
For any I 2 Ik 1 we will construct certain sub-intervals of I that will
belong to Ik. Let I 2 Ik 1 be xed.
By Lemma 4, there is a c1 = c1(k), a number 0 < r < K and an interval
~I such that jn(I)+r(~I)j >  and j~Ij  c1jIj.
By Lemma 3 and (9), there is a set A1  ~I and a number N , such that
(A1)  (1  ")(~I)  (1  ")c1jIj and
(11) h 2" <
1
n
log j(Tna )
0(x)j =
1
n
Sn log jT
0
aj < h+2"; n > N; a 2 A1:
By Lemma 2, there is a number M > N and a set A2  A1 such that
(A2)  (1  ")c1fi ljIj and that n(a) 2 S1 for a frequency fi l=2 of n > M .
Take an m > M such that
2e (fi1 fi0)(1 )m < "fil:
By Corollary 9, there is a set A3  ~I such that
(A3)  (1  "fi l)j~Ij
and m(b) < 3fi1m for all b 2 A3. This implies that for any a 2 A3 the
frequency of times t 2 [m; (1 + )m] such that jt(It(a))j  2 is at least
1  3fi1=.
Let A4 = A2 \ A3. Then (A4)  (1   2")fi lc1jIj, and since the sum
of the frequencies fi l=2 and 1 + 3fi1= is larger than 1 by (8), there is for
each a 2 A4 an m(a) 2 [m; (1 + )m] such that m(a)(Im(a)(a)) 2 S1 and
jm(a)(Im(a)(a))j  
2. We let m(a) be the smallest such number in the
interval [m; (1 + )m]. In this way we achieve that the partition elements
Im(a)(a) and Im(b)(b), for a; b 2 A2, are either disjoint or equal.
Since the set Y is 2=4-dense, each set m(a)(Im(a)(a)), a 2 A2, hits an
element of Y . Hence, since Y has p elements, there is at least one yj 2 Y
and a corresponding set A5  A4 with
(12) (A5)  p
 1(A4)  p 1(1  2")fi lc1jIj
and
B(yj ; 
2=4)  m(a)(Im(a)(a)):
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Since for a 2 A5, the set m(a)(Im(a)(a)) is of length at least 
2, and the
derivative of T
m(a)
a satises (11), we can conclude by (2) and (5) that
c 22e (h+2")m(a)  jIm(a)(a)j  c2e (h 2")m(a); a 2 A5:
Hence, by taking m large enough, and using that m  m(a)  (1 + )m, we
have
e (h+3")(1+)m  jIm(a)(a)j  e (h 3")m; a 2 A5:
We have [
a2A3
Im(a) ff A5;
so, by taking m suciently large,
#f Im(a)(a) : a 2 A5 ge
 (h 3")m  (A5)  p 1(1  2")c1fi ljIj  e "m:
Therefore,
(13) #f Im(a)(a) : a 2 A5 g  e
(h 4")m:
We are now ready to choose the intervals in Ik that are subsets of I. To
each Im(a)(a), with a 2 A5, there corresponds an interval J(a)  Im(a)(a)
with
m(a)(J(a)) = [yj   e
 (h+2")m(a); yj + e (h+2")m(a)]:
We let the intervals J(a) be the intervals in Ik that are subsets of I, and
put n(J(a)) = m(a).
By the bounded distortion and (11), the denition of the intervals J(a)
implies that
2c 1e (1+)(h+4")m(a)  jJ(a)j  2ce (1+)(h 4")m(a);
so if m is large enough we have
e (1+)(h+5")m(a)  jJ(a)j  e (1+)(h 5")m(a);
which proves (i). Property (ii) holds by (13).
Since for each a 2 A5, the interval J(a) is a subset of Im(a)(a) that is
much smaller than Im(a)(a), we can conclude that if J(a) and J(b) are two
intervals with a; b 2 A3, then they are separated by
e (h+4")(1+)m  e (h+4")(1+)m(a);
and m(a)=m(b)  1 + . This proves properties (iii) and (iv).
The procedure above is applied to all intervals I 2 Ik 1, and in this way
we get all intervals of Ik. By induction, we have constructed Ik satisfying
(i){(v).
In conclusion, we have constructed the families of intervals Ik, such that
the Cantor set
C = C(Y ) :=
1\
k=1
[
Ik
has the property that for every a 2 C, there are two sequences nk and jk
such that
jTnka (X(a))  yjk j  e
 (h+")nk  e Sn log jT
0
aj
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holds for every k. Clearly, since Y is nite, there is an y(a) 2 Y such that
jTnka (X(a))   y(a)j < e
 Snk log jT 0aj holds for innitely many k. This shows
that for each a 2 C there is a y 2 Y such that a 2 EA(y). In other words,
C 
[
y2Y
EA(y):
8.2. Estimating the Hausdor dimension. It remains to estimate the
Hausdor dimension of the Cantor set C, and show that
dimHC 
1
1 + 
(1  17"  ):
This will be done by dening a measure  with support in C, and using
the mass distribution principle. The measure  is dened as follows. For
any I 2 I0, we dene (I) = 1. Suppose that (I) has been dened for all
I 2 Ik 1. Then, if J 2 Ik and J  I 2 Ik 1, we dene (J) as follows. By
construction, the interval J is contained in the partition element In(J)(a),
a 2 J . We let Fk be the union of all such partition elements,
Fk =
[
a2K2Ik
In(K)(a):
We then dene (J) by
(14) (J) =
(In(J)(a)))
(I \ Fk)
(I); a 2 J:
By induction this denes (I) for any I 2 Ik, k  0, and  can be uniquely
extended to a Borel probability measure on [a0; a1].
Suppose that I 2 Ik for some k > 0. Let
(15) 0 < s <
1
1 + 
(1  17"  ) <
1
1 + 

h  13"
h+ 4"
  

:
We rst show that
(16) (I)  jIjs:
After we have done so, we will use this estimate to show a similar estimate
for a general interval I.
Let a 2 J 2 Ik 1 such that I  J . By (14) and the properties (i){(v),
we have
(I) =
(In(I)(a))
(J \ Fk)
(J) 
e (h 4")n(I)
e (h+4")(1+)n(I)e(h 5")n(I)
(J)
= e (h 13" (h+4"))n(I)(J)
 e (h 13" (h+4"))n(I)  jIjs;
where we used (15) and e (1+)(h+4")n(I)  jIj in the last step.
Let I  [a0; a1] be an interval, and suppose that (I) > 0. Then there is
a smallest number l  0 with the property that there exists an element of
Il that is a subset of I. Let J be an element of Il with J  I.
For any k < l, there is at most two and at least one element of Ik
with non-empty intersection with I. We suppose that there are exactly two
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intervals J1 and J2 in Il 1 with non-empty intersection with I. (The case
with only one such interval is simpler and can be treated in a similar way.)
We partition I into two parts I1 and I2, corresponding to J1 and J2, that
is we partition I so that
I = I1 [ I2; I1 \ I2 = ;;
I1 \ J2 = ;; I2 \ J1 = ;:
We may assume that J  J1 and hence J  I1. By (i), we then have the
estimates
(17) jIj  jI1j  jJ j  e
 (1+)(h+4")n(J):
Either (I2) = 0 or (I2) > 0. In the later case, there exists a smallest
number q such that there exists an interval J^ 2 Iq with J^  I2. We then
have the estimates
jIj  jI2j  jJ^ j  e
 (1+)(h+4")n(J^):
Since (I) = (I1) + (I2) we have
1
2
(I)  maxf(I1); (I2)g:
We will show that there is a constant c2, independent of I, I1 and I2 such
that
(I1)  c2jI1j
s; (I2)  c2jI2j
s:
It then follows that
(I)  2c2maxfjI1j
s; jI2j
sg  2c2jIj
s:
By the mass distribution principle, this shows that
dimHC  s:
We show that (I1)  c2jI1js. The corresponding inequality for I2 is
proved in a very similar way.
Take m such that m  n(!)  (1 + )m for all ! 2 Il that are subsets of
I1. This is possible by (iii).
Suppose rst that jI1j  e (h 4")m. We let ~I1 be the shortest interval
~I1 ff I1 such that if a 2 K 2 Il, then ~I1 contains In(K)(a). Hence ~I1 can
be obtained by slightly expanding the interval I1, and since any interval
In(K)(a) is at most as long as I1, we have jI1j  j~I1j  3jI1j.
By the denition of  we have
(I1) 
(~I1 \ Fl)
(J1 \ Fl)
(J1):
We now have by (12) and (16) that
(I1) 
j~I1j
p 1(1  2")fi lc1jJ1j
jJ1j
s

1
p 1(1  2")fi lc1
j~I1j
s

j~I1j
jJ1j
1 s
 c3jI1j
s:
24 MAGNUS ASPENBERG AND TOMAS PERSSON
In the case that e (h+4")(1+)m  jI1j < e (h 4")m, we have that I1 inter-
sects at most
jI1j
e (h+4")(1+)m
+ 2  3
jI1j
e (h+4")(1+)m
intervals from Il. We then have that
(I1)  e
 (h 4")m 3jI1j
e (h+4")(1+)m
1
(J1 \ Fl)
 3jI1j
se (h 4")m
e (1 s)(h 4")m
e (h+4")(1+)m
1
(J1 \ Fl)
 3jI1j
se (h 4")m
e (1 s)(h 4")m
e (h+4")(1+)m
1
e (h+4")(1+)me(h 5")m
 3jI1j
s;
if " and  are small enough.
Otherwise, we have by (17) that e (1+)(h+4")m  jI1j < e (h+4")(1+)m
and I1 intersects at most 2 intervals from Il. Then
(I1) 
2e (h 4")m
e (h+4")(1+)me(h 5")m
(J1)  2e
 (h+13"+(h+4"))m  2jI1js:
Hence, in all cases we have (I)  c2jIjs, where c2 = maxf3; c3g. This
proves that dimHC  s and hence nishes the proof.
8.3. Comments on families of -transformations and Markov maps.
Suppose that we are in the setting of Section 3.5, that is, Ta is a family of
Markov maps. In this case, we can avoid using the large deviation estimate
found in Corollary 9. This is because we have that n(In(a)) is large, and
one can use this to replace the use of Corollary 9. The eect is that it is
then possible to construct the Cantor set without rst choosing the nite
set Y , and in fact one can construct directly a Cantor set inside E(y) for
any desired y 2 S.
If the family Ta is a family of generalised -transformations, or negative
-transformations, then the same phenomenon takes place. For instance,
for -transformations, most of the images n(In(a)) will be intervals of the
form [0; b).
This comment explains why we get the lower bound for a potentially
larger set of y, in Corollaries 3, 6 and 8.
9. Proofs of Lemma 1 and Corollary 5
Proof of Lemma 1. In this proof, write x = X which is now constant and
does not depend on a. We consider the second iterate of x, namely T 2a (x) =
Ta(Ta(x)). Writing Ta(x) = T (ax) (recall n(a) = T
n
a (x)) one readily veries
02(a) =
@
@a
T (aT (xa)) = T 0(aT (ax))(T (ax) + axT 0(ax)):
Since both T (ax) and T 0(ax) are positive, and moreover a > 1 and x > 0 we
can easily choose a to fulll j02(a)j  (min(T
0
a(x)))
2. Let  = min log jT 0a(x)j.
Then 02(a)  e
2 . We now proceed by induction, to prove that the required
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assumption is satised (in fact, we mimic the proof of Proposition 4.6 in
[2]). As induction assumption, suppose that for some k  0, we have
0k+2(a)  e
(k+2)0 ;
where 0 = =2. From the above, this is true when k = 0. We prove that
(18) 0k+3(a)  e
(k+3)0 :
Writing T (a; x) = T (ax), we have the following recursion formula,
(19)
@Tn+1(x; a)
@a
=
@T (n(a); a)
@x
@Tn(x; a)
@a
+
@T (n(a); a)
@a
:
We have the explicit derivatives T 0a(x) = aT (ax) and
@
@aTa(x) = xT (ax).
From this and the recursion formula (19), together with the induction as-
sumption give
j02+k+1(a)j  jT
0
a(2+k(a))jj
0
2+k(a)j

1 
j@aTa(2+k(a))j
jT 0a(2+k(a))jj02+k(a)j

(20)
 j(T k+1a )
0(2(a))jj02(a)j
kY
j=0

1 
j@aTa(2+j(a))j
jT 0a(2+j(a))jj02+j(a)j

 e(k+1)e
02
kY
j=0
(1 
x
a
e 
0(2+j)):
Since a can be chosen arbitrarily much larger than x it is clear that the sum
(21)
1X
j=0
x
a
e 
0(2+j)
can be chosen arbitrarily small. Therefore, we may achieve,
j02+k+1(a)j  e
( 0)(k+1)e
0(2+k+1)
kY
j=0
(1 
x
a
e 
0(2+j))  e
0(2+k+1):
Since the induction assumption for k = 0 is true, (18) follows for all k  0.
Now, put
Qn(a) =
(Tna )
0(x)
0n(a)
:
Similar to (20) but without absolute values we get
02+k+1(a) = T
0
a(2+k(a))
0
2+k(a)

1 +
@aTa(2+k(a))
T 0a(2+k(a))02+k(a)

= (T k+1a )
0(2(a))02(a)
kY
j=0

1 +
@aTa(2+j(a))
T 0a(2+j(a))02+j(a)

Hence
(22) Q2+k+1(a) =
02+k+1(a)
(T 2+k+1a )0(x)
= Q2(a)
kY
j=0

1 +
@aTa(2+j(a))
T 0a(2+j(a))02+j(a)

:
Since the sum (21) can be made arbitrarily small, we may easily achieve
jQ2+k(a) Q2(a)j  jQ2(a)j=100;
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(for instance). Hence the space and parameter derivatives are comparable
and (2) is fullled. 
Note that the lemma can also be concluded from (18) using a result of
Schnellmann [23, Lemma 2.1].
As a matter of fact, the a dependence of the starting point x is illusory
when dealing with Hausdor dimension, since we can consider the function
T (Kax) for some large K, instead of increasing a. We then have
02(a) =
@
@a
T (KaT (Kax)) = T 0(KaT (Kax))(KT (Kax) +KaxT 0(Kax)):
If T (Kax) > 0 we can then conclude the same result as above, by taking K
suciently large. Since Hausdor dimension does not change under linear
maps we conclude Corollary 4.
Proof of Corollary 5. Suppose for simplicity that X(~a) belongs to a periodic
point p(~a) of period q = 1, i.e. a xed point and that ~a = 0. Of course
the xed point has to be repelling. If Ta is an analytic family of maps
then p(a) is analytic by the Implicit function theorem. Also the multiplier
a = T
0
a(p(a)) is analytic. We prove rst that 
0
n(a) grows exponentially for
a close to ~a where n is as large as possible but such that k(a) belongs to
some neighbourhood of p(a) for all k  n. Put
h(a) = X(a)  p(a);
for a close to ~a. By the transversality condition, h is not identically equal
to zero. We have that h(0) = 0 and hence
(23) h(a) = Kam + : : : ;
where K 6= 0 and m > 0. Recall that k(a) = T
k
a (X(a)). We now dene an
\error function" Ek(a) via the equation
(24) k(a) = h(a)
k
a + p(a) + Ek(a):
Arguing the same way as in [2] we dierentiate (24) and obtain
(25) 0k(a) = 
k
a

h0(a) + kh(a)
0a
a
+
p0(a) + E0k(a)
ka

:
The main point now is that h0(a) is the dominant term above. Since
Ta(X(a)) is close to p(a) for small a (remember h(0) = 0) we can use that
the map Ta is conjugate to the linear map la(x) = a(x  p(a)) + p(a) in a
neighbourhood of p(a). In other words, there exists a real-analytic map ffia,
mapping a neighbourhood of p(a) to itself, such that
ffia  Ta(z) = la(x)  ffia(z);
for z in a neighbourhood of p(a). Moreover, ffia and its inverse satisfy
ffia(z) = p(a) + z   p(a) +O((z   p(a))
2)
ffi 1a (z) = p(a) + z   p(a) +O((z   p(a))
2);
see e.g. [7, page 31{33].
The conjugation function ffia is valid in a small neighbourhood N (a) of
p(a), for a 2 U where U is a suciently small interval around ~a. We pick
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a neighbourhood N so that N  N (a) for all a 2 U . Let us choose some
0 <  < 1 such that
fx : jx  p(a)j  g  N ;
for all a 2 U . Then we choose n = n(a) as large as possible such that
jTna (X(a))  p(a)j = jffi
 1
a (l
n
a  ffia(X(a)))  p(a)j  :
Since ffia and ffi
 1
a are real-analytic, this implies that jl
n
a ffia(X(a)) p(a)j 
C and jX(a)  p(a)jjna j  C for some constant C. For a xed k, we get
T ka (X(a)) = ffi
 1
a (l
k
a  ffia(X(a))) = ffi
 1
a (p(a) + 
k
a(ffia(X(a))  p(a)))
= p(a) + ka(ffia(X(a))  p(a)) +O((
k
a(ffia(X(a))  p(a)))
2)
= p(a) + ka(X(a)  p(a) +O((X(a)  p(a))
2))
+O((ka(X(a)  p(a) +O((X(a)  p(a))
2)))2)
= p(a) + ka(h(a) +O(h(a)
2)) +O((kah(a))
2);(26)
as a! ~a. We also have
(27) n(a)(a) = T
n(a)
a (X(a)) = p(a) + 
n(a)
a h(a) + En(a)(a):
By assumption jh(a)jj
n(a)
a j = jX(a)   p(a)jj
n(a)
a j  C, so if  is small
enough we can compare equation (26) and (27), which shows that jEn(a)(a)j
is much smaller than j
n(a)
a h(a)j + jp(a)j, provided a 2 U and U is a suf-
ciently small interval around ~a. This shows that En(a)(a) is uniformly
bounded in a for some small parameter interval U .
By denition of n(a), we have that n(a) + 1 is the smallest integer for
which the inequality jTn+1a (X(a))   p(a)j   is not true. For a 2 U and
n = n(a) we then have
  jn(a)  p(a)j = j
n
ah(a) + En(a)j  =(2);
where  is dened in Assumption 2. Since jEn(a)(a)j is much smaller than
j
n(a)
a h(a)j, 
n(a)
a h(a) dominates and thus
n(a) log jaj+ log jh(a)j  log :
Hence for small a (close to ~a = 0) we have
n(a)    log jh(a)j:
Since 0a is a uniformly bounded real-analytic function for small deviations
from ~a, we get that jh0(a)j  jam 1j which is much larger than
n(a)jh(a)j  jh(a)jj log jh(a)jj;
see equation (23). Since also En(a)(a) is uniformly bounded, h
0(a) is the
dominant term in (25) for k = n(a) as a! ~a.
This means that
1
C
na  j
0
n(a)j  C
n
a
for n  j log jh(a)jj, where C > 1 is a constant. So in particular, 0n(a) is
comparable to (Tna )
0(X(a) for n  C1j log jh(a)jj. Moreover, j0n(a)j  en
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for some  > 0, for n  C1j log jh(a)jj and we can use the above argument
in the proof of Lemma 1 (see also Proposition 4.6 in [2]) to get
0N+k+1(a) = T
0
a(N+k(a))
0
N+k(a)

1 +
@aTa(N+k(a))
T 0a(N+k(a))0N+k(a)

= (T k+1a )
0(N (a))0N (a)
kY
j=0

1 +
@aTa(N+j(a))
T 0a(N+j(a))0N+j(a)

:
Since j0n(a)j and j(Tna )0(X(a))j grows exponentially and j@aTaj is bounded
where it is dened (there are nitely many points of discontinuity for Ta)
we can make the sum
1X
j=0
j@aTa(N+j(a)j
jT 0a(N+j(a))jj0N (a)j
arbitrarily small (by also choosing the deviation suciently small from ~a).
From this we get the desired result from the corresponding equation (22). 
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