We present and show applications of two new test statistics for deciding if one ARIMA model provides significantly better h -step-ahead forecasts than another, as measured by the difference of approximations to their asymptotic mean square forecast errors. The two statistics differ in the variance estimate whose square root is the statistic's denominator. Both variance estimates are consistent even when the ARMA components of the models considered are incorrect. Our principal statistic's variance estimate accounts for parameter estimation. Our simpler statistic's variance estimate treats parameters as fixed. The broad consistency properties of these estimates yield improvements to what are known as tests of Diebold and Mariano (1995) type. These are tests whose variance estimates treat parameters as fixed and are generally not consistent in our context.
Introduction
In this article, we make several contributions to the technology of testing whether two not necessarily correct time series models for an observed series have equal or differing h-step-ahead forecasting 1 ability as assessed by estimates of mean square h-step forecast error. This work is in the tradition of Meese and Rogoff (1988) , Findley (1990 Findley ( , 1991a , Diebold and Mariano (1995) and Rivers and Vuong (2002) . Our focus is on nonstationary ARIMA models, a type of model not considered in this earlier work. Our specific approach is derived from the goodness-of-fit testing methodology of McElroy and Holan (2009) with modifications to account for the consideration of more than one model and other features of the forecast comparison setting. We account for effects of parameter estimation, which only Rivers and Vuong (2002) do among the forecasting papers cited. In contrast to Rivers and Vuong, we provide explicit formulas for the asymptotic variance of our statistic (corresponding to the σ 2 n quantity of their Assumption 7), as well as an explicit consistent estimator of this variance. Also, our assumptions are more basic and therefore more transparent. These same advantages apply in relation to the results of West (1996) , which also account for parameter estimation but are focused on out-of-sample forecasting, from a perspective more connected with regression models.
Our tests, like those of the papers other than West's, are tests of in-sample forecast performance.
The approximation relation between our measure of model forecast performance (8) and the more customary average of squared forecast errors over the sample is derived in Section 2.1, after a review of some relevant aspects of ARIMA model forecasting. The central theoretical results of the paper are presented in Section 2.3, whose Theorem 1 provides the CLT and consistent estimator of its variance needed for our main test statistic (12). Section 2.4 presents results for the situation in which parameter estimation uncertainty is ignored, i.e., when estimated parameters are treated as constant. Here our consistent variance estimate simplifies, becoming reasonably straightforward to calculate for all ARIMA models, and is also applicable to the ARIMA model case of the test commonly referred to as the test of Diebold and Mariano (1995) . For this test, it provides a consistent alternative to the customary variance estimate, which is consistent only in effectively correct model situations. With h = 1, it also provides a consistent variance estimate, which had been lacking, for the time series generalization in Findley (1990) of the non-nested model comparison test statistic of Vuong (1989) .
In Section 3, after explaining why the size study of Diebold and Mariano (1995) is invalid, we present size and power studies of our test statistics and the Diebold-Mariano statistic together with an empirical study of the application of all three statistics to competing models for series from Box, Jenkins and Reinsel (1994) and Brockwell and Davis (2002) . The size and power studies favor both of our new test statistics over the Diebold-Mariano statistic. All of the studies favor most our statistic that accounts for parameter estimation.
The Appendix contains proofs and the derivations of some formulas, including auxiliary formulas for algebraically computing the variance estimate that accounts for parameter uncertainty. where the backshift operators B j operate on the t index.
The truncated filter forecast W t+h|t and its error W t+h − W t+h|t are obtained from the infinite past formulas given above by setting W t−j = 0 for j ≥ t. Denoting the filter in (2) by
it follows that, for the associated forecast Y t|t−h of Y t , the error process ε
Now we generalize the notation to let Ψ (B) in (3) denote the innovations filter of a not necessarily correct model for W t , the log of whose continuous spectral density is integrable. This condition guarantees the existence of a (unique) continuous Ψ e −iλ = 1 + ∞ j=1 ψ j e −ijλ satisfying π −π log Ψ e −iλ dλ = 0 and such that the model spectral density is equal to σ 2 Ψ e −iλ 2 for some σ 2 > 0, see Theorem VII of Pourahmadi (2001, p. 68) . (For an ARMA model considered for W t , Ψ(B) has the form Ψ(B) = Ω (B) Ξ −1 (B), where Ξ (B) is the AR polynomial and Ω (B) is the MA polynomial with no zeroes of magnitude less than one.) The only further requirement on the model is
Unless the true spectral density is given by f (λ) = σ 2 Ψ e −iλ 2 for some σ 2 > 0, then the series ε t will not be white noise and h−1 j=0 τ j B j ε t will generally not be a moving average process of order h − 1.
One measure commonly used to evaluate the h-step forecast performance of a model is the average of squared forecast errors n −1 n t=1 [ ε
2 , where now we let ε (h) t denote the forecast error either from the truncated predictor or from the standard finite-past predictor discussed, for example, in Section 3.3.1 of Findley, Pötscher and Wei (2004) . With either predictor, for an invertible ARIMA model, Proposition 4.1 of Findley (1991a) shows, under the assumption
that, as n → ∞, with E denoting expectation, this average converges in probability at the rate
The same is true for the expression on the right in
where I (λ) = n −1 n t=1 W t e −itλ 2 , the continuous-frequency periodogram of W t , t = 1, 2, . . . , n, see Lemma 3.1.1 of Taniguchi and Kakizawa (2000) . For the random variates in (6), in Section A.3 of the Appendix, we derive under (5) the stronger approximation result
These two rate-of convergence results assume that η (h) e −iλ comes from a model that does not change with n, i.e., that has fixed rather than estimated parameters. The same assumption is used by the Diebold-Mariano test statistics for the hypothesis of equal asymptotic h-step forecast accuracy, as we discuss in Section 2.4 below. It follows from (7) that either random variate in (6) can be used as the measure of the model's h-step-ahead forecast performance in Diebold-Mariano type tests. We will use the expression on the right in (6) because of the theoretical results that are available to derive asymptotic distributions of test statistics with this measure, including tests that account for the effects of parameter estimation.
Computing the Performance Measures
For computation, setting W = (W 1 , . . . , W n ) and g(λ) = η (h) e −iλ 2 , a more convenient form of the performance measure is given by
because, in the case of an invertible ARIMA model, standard procedures can be used to calculate and g(λ) can be regarded as the spectral density of an ARMA model with autoregressive polynomial Ω (B) and moving average polynomial of the form Φ (B) Ξ (B). Here Φ (B) has degree h−1 and coefficients that can be obtained recursively from the coefficient identity implied by Ψ (B) Ξ (B) = Ω (B) and the recursion for τ j for 0 ≤ j ≤ h − 1 given above. For example, in the case h = 2 and d ≥ 1,
As a result, after multiplying out Φ (B) Ξ (B) to obtain the AR coefficients, the entries γ j (g) =
e ijλ dλ of Γ(g) on r.h.s. of (8) are easily calculated with a standard recursive algorithm, see Brockwell and Davis (1991, p. 95) 
The Test Statistic
Consider a model with parameter vector θ whose spectral density f θ is such that log f θ is integrable for each θ ranging over a convex compact parameter set Θ. With Ψ θ (B) denoting the model's innovations filter, the model spectral density is assumed to have the form f θ (λ) = σ 2 Ψ θ e −iλ 2 with σ not functionally related to how θ determines Ψ θ e −iλ . Set η where D(k, h ) is the KullbackLeibler (KL) discrepancy:
(See Dahlhaus and Wefelmeyer (1996) for properties of QMLEs and MLEs in incorrect model situations.) With f denoting the true spectral density of W t , the pseudo-true value θ is, by definition, the minimizer of D(f θ , f ) over θ ∈ Θ, which we assume to be unique. It will be the asymptotic 1. W t is stationary, mean zero, Gaussian and purely nondeterministic, i.e.
2. Θ is compact and convex.
3. θ, the pseudo-true value of the model parameter θ, exists uniquely in the interior of Θ. 4. The model spectral density f θ (λ) is twice continuously differentiable in θ and is continuous in λ.
The weighting function
is twice continuously differentiable in θ, and continuous in λ.
6. The matrix M f (θ), which is the Hessian of the KL discrepancy between f θ and f , is nonsingular at θ = θ.
7. The first derivative of f θ (λ) is uniformly bounded and bounded away from zero (in λ).
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Apart from the Gausssian requirement, these assumptions are typical for the literature on this topic. The Gaussian assumption is needed for the theory to cover MLEs, as discussed in Dahlhaus and Wefelmeyer (1996) ; if only QMLEs are of interest, Gaussianity can be relaxed. If Θ specifies only invertible ARIMA models whose AR and MA polynomials have no common zeroes, then 4 and 5 hold. If, in addition, the correct model is specified by an interior point of Θ, then 3 and 6 also hold, see §10.8 of Brockwell and Davis (1991) . Further, when there is only a pseudo-true model in the interior of Θ, then 3 and 6 will continue to hold if its spectral density is sufficiently close to the true spectral density in the Kullback-Leibler sense, -see Ploberger (1982) . More generally, when 3 holds, it seems reasonable to expect that 6 usually will, too. Our goal is to compare the h-stepahead forecast performance of two fitted models with the correct differencing operator for the data that have parameters θ (i) in Θ (i) and unique pseudo-true values θ (i) , i = 1, 2. (The forecast lead h is the same for both models -otherwise we would not be evaluating them on the same footing.)
In the Appendix we establish the following result.
The statistics and null hypotheses we consider can be expressed in a unified and simple way in terms of functions of the form
in which f (λ) can be stochastic, as on the l.h.s. of (8), or nonstochastic. 
where V has the formula 
Our null hypothesis is that the pseudo-true models have equal asymptotic average squared h-step ahead forecast performance, defined as in (6),
which is the same as E η
. The two-sided alternative to (11), i.e.
Q( f , g 1 , θ (1) ) = Q( f , g 2 , θ (2) ) will be the focus in our empirical study, but one sided alternatives will be considered in the size study we present of our test statistic for (11),
When (11) holds as well as the assumptions of Theorem 1, and in (10), V > 0 , it follows that this statistic has a standard Gaussian limit distribution, T V L =⇒ N (0, 1). π] , the test based on T V will have adequate power for distinguishing between the h-step forecasting performance of the two models when √ n times the integral of this function is adequately large in magnitude in units of √ V . Recall that the pseudo-true values θ (1) and θ (2) are minimizers of the KL distance to the true spectrum f , and thus are associated with minimizing one-step-ahead mean square forecast error from each model. When h > 1, the function f ( g 1 − g 2 ) includes the multi-step-ahead performance of each model through the forecast error filter functions used to define g 1 andg 2 .
By replacing each model's g in Q (I, g, θ) with a positively weighted linear combination of functions g over several forecast leads h, one can assess model forecast performance over all of these leads simultaneously. Future research will examine this type of diagnostic, in order to find the models that forecast well at suite of future horizons -this is important for seasonal adjustment with X-12-ARIMA -see Findley, Monsell, Bell, Otto, and Chen (1998) -which extends the series with one or more years of forecasts before applying seasonal adjustment filters.
The Case of Constant Parameters
Meese and Rogoff (1988) seems to be the earliest article in which, for a stationary Gaussian series satisfying standard conditions, the limiting distribution under the null hypothesis (11) of the difference of average multi-step forecast squared errors (the l.h.s. of (6)) from two models is obtained together with an estimate of the variance of the distribution, and thereby a test statistic for the null hypothesis. The resulting test has become known as the Diebold-Mariano test through its appearance (with credit to Meese and Rogoff) in Diebold and Mariano (1995) . In these references, the limiting distribution was obtained by treating the forecast errors as stationary, which is the situation of errors ε
θ (2) of forecasts from the infinite past from models whose parameters θ (1) and θ (2) are constant rather than estimated. The assumed null hypothesis is thus
Unaware of the work of Meese and Rogoff, for the null hypothesis (13) and for a large class of stationary time series models, Findley (1991a) obtained a limiting distribution equivalent to theirs for the errors ε (h) t θ (i) from the standard finite-past predictors defined by constant parameters
but provided no estimator for the limiting variance, which we denote by V c , where the subscript c indicates the treatment of the parameters as constant. Meese and Rogoff's formula for V c will be presented below in (17) and shown to have the value
This is the variance that Theorem 1 yields for the constant parameter case under (13),
because the terms in (10) involving derivatives with respect to the parameters drop out. Theorem 1 provides a consistent estimate of V c ,
Thus we have a test statistic
The simplifications of the proof of Theorem 1 that result from using constant parameters show that T V c has an N (0, 1) limiting distribution when, along with conditions 1-3 of Theorem 1, the model spectral density and weighting functions are continuous functions of their parameters and also g 1 = g 2 holds, so that V c > 0. The same is true for the time series generalization of the non-nested model comparison test statistic of Vuong (1989) in Findley (1990) if the h = 1 instance of V c replaces the robust estimate of asymptotic variance used in this report's applications, which was not shown to be consistent.
In the case of competing ARIMA models, the model autocovariances on the right in (15) can be calculated by identifying the coefficients of the ARMA models whose spectral densities are g 2 1 , g 2 2 and g 1 g 2 and from these coefficients obtaining the autocovariances, as in Section 2.2. In the numerical studies below, the parameters treated as constant are Maximum Likelihood estimates from W 1 , . . . , W n . The calculation of V is much more complex because of its terms that involve derivatives.
To present Meese and Rogoff's formula for V c and their estimate V DM as described for general h by Diebold and Mariano (1995) (2) and observe that [ε
Thus, the null hypothesis (11) is equivalent to Ev t w t = 0, and n −1/2 times the difference of the average squared forecast errors is equal to n −1/2 n t=1 v t w t , whose normal limiting distribution under the null has the well-known variance formula
in the Gaussian case. In Section A.4 of the Appendix, we verify that
Motivated by the fact discussed above that with correct models, the h-step-ahead forecast errors
form a moving average process of order h − 1, Meese and Rogoff (1988) and Diebold and Mariano (1995, p. 257) propose the estimator of V c,M R = V c defined by
with sample cross-covariance estimates γ vv (r), γ ww (r), γ vw (r) γ vw (−r) defined by the observed in-sample forecast errors from the estimated models. This V DM converges to
which is to be regarded, and judged, as an approximation to V c . The equality V DM = V c holds only in very special situations. For example, it holds when the series being modeled is a moving average process of order less than h, or when both models being compared contain the correct model as a special case. However, in this correct model situation, at the asymptotic (true) parameter values, w t = 0 and V DM = V c = 0, a situation in which the test statistic proposed by these authors has not been shown to have a limiting distribution 1 . In the empirical results of the next section, for uniformity, the Diebold-Mariano test statistic is taken as
, which differs from their actual statistic to the extent of the effect of the approximation errors in (7) for both models. However, it has the
Remark. In the important case h = 1, which is also relevant for likelihood-ratio-based model selection, see Findley (1990) , we have V = V c because, for each model family, the vector b( θ) of Theorem 1 is zero. This happens because in this case, b(θ) is the gradient of (1/2π)
and the pseudo-true value θ minimizes this integral and lies in the interior of Θ by Assumption 3.
Thus, when h = 1, we can expect similar results from T V and T Vc with large enough samples.
Numerical Studies
First we report a size study of the statistics T V , T Vc , and T V DM obtained from the only kind of examples known to us of pairs of incorrect models for which the null hypothesis (11) is satisfied, namely pairs of autoregressive models like those described in Section 3 of Findley (1991b) involving models with coefficient gaps. For a misspecified autoregressive model, the pseudo-true coefficient vector and
for the case h = 1 both have simple general formulas. These facilitate finding non-nested pairs of incorrect autoregressive models withg 1 =g 2 such that for h = 1, the null hypothesis of equal AMSFEs
, and also V > 0. After the size study, we present simulationbased power studies, some of which involve nonstationary series and values h > 1. Pseudo-true coefficients are used in the evaluation of AMSFEs and asymptotic variances V c and V DM as well as V , because estimated rather than fixed coefficient are used with each simulation and series length, and the pseudo-true coefficients are the theoretical limit of the estimates from each data generating process (DGP). Therefore, the statistics T V , T Vc , and T V DM differ only in their denominators, which converge to the asymptotic standard errors √ V , √ V c , and √ V DM , respectively. These limit quantities will be shown to be good indicators of the relative power properties of the three statistics in finite samples. After the simulation studies (done with R), we present the results of applying T V , T V c , and T V DM to recommended and alternative models for some published time series.
Remark. The simulation results presented as size studies of T V DM in Section 3 of Diebold and Mariano (1995) are not valid for this purpose. They assume a series W t can exist that has two incorrect models with |ψ 1 | < 1 whose 2-step-ahead forecast errors processes are distinct invertible MA(1) processes with the same MA coefficient. There is no such W t : For models with |ψ 1 | < 1, for a given MA(1) forecast error polynomial Ω (B) = 1 + ω 1 B with |ω 1 | < 1, the MA(1) process is unique, being given by Ω (B) ε t where ε t is the innovations process of W t . Indeed, more generally,
is the innovations filter of W t and e t = ε t .
Size Studies
We use the easily verified fact that when fitting a possibly incorrect AR(p) model to the time series W t , the pseudo-true coefficient vectorξ = ξ 1 , . . . ,ξ p has the entries that minimize
. Thusξ is the solution to the Yule-Walker equation defined by W t 's true autocovariances, Γ( f )ξ = γ, where the covariance matrix is p − 1 dimensional and γ =
For an AR(1) model,ξ 1 = γ 1 ( f )/γ 0 ( f ), the lag one autocorrelation of W t . For the null hypothesis, we must find two different models such that the corresponding AMSFEs are equal, but without their spectra and weighting functions (evaluated at pseudo-true values) being equal -this excludes nested models, for example. Let an AR(1) be the first model, and let an AR(2) model with AR polynomial of the constrained form Ξ (B) = 1 − ξ 2 B be the second. This model's pseudo-true coefficient, the minimizer of 
The two AMSFEs will be equal when W t is such that γ 1 ( f ) = γ 2 ( f ). An MA(2) process of the form W t = (1 + 1/3B + 1/2B 2 )ε t has this property and, with Gaussian white noise, will be the "Null DGP" for our size study (its innovation variance is irrelevant for our purposes). It is easy to see that g 1 = g 2 at the pseudo-true values, so the asymptotic variances of the test statistics are non-zero. We will generate data from the Null DGP in order to assess the size properties of the statistics, for h = 1. Another choice of h, or a model with δ(B) = 1, would have different AMSFE formulas and would thereby require other constraints on f .
For the size study, we simulated 1,000 Gaussian time series from the Null DGP described above, with sample sizes n = 50, 100, 200. The three test statistics T V , T V c , and T V DM (for h = 1) were then applied and the coverage was computed. Nominal coverage was α = .05, .10; in Table 1 we give empirical coverage for each method, for both the left and right tails (the tests are considered as if one-sided, so the table entries should be compared against the limiting values of α = .05, .10 for each tail). There is very similar under-coverage for T V and T Vc at n = 50 with some asymmetry, which disappears as the data length increases. The similarity is expected because h = 1, so the statistics' denominators coincide asymptotically, 
None of the tests is grossly mis-sized, but the correctly normalized test statistic T V performs best.
Power Studies
We now present the results of simulation experiments to determine the probabilities that one-sided tests with the three test statistics reject the null hypothesis in favor of the model with smaller AMSFE in various stationary and nonstationary situations. Consider first the fitting of an AR (1) model to data from an MA(1) process W t with MA polynomial Ω (B) = 1+ ω 1 B (ω 1 = 0) and unit innovation variance, E ε 2 t = 1. In this situation, the AMSFE of the AR(1) model for h = 1 is (1 + ω 2 1 + ω 4 1 )/(1 + ω 2 1 ), which is always different from the AMSFE of the MA(1) model, E ε 2 t = 1. Hence, for comparing the h = 1 performance of AR(1) and MA(1) models, the null hypothesis is false. From the autoregressive representation ∞ j=0 (−ω 1 ) j W t−j = ε t , one expects it to be difficult to detect inadequacies of the AR(1) model when |ω 1 | is small. Indeed, for ω 1 = .2, .5, .8, the corresponding AR(1) AMSFE values are 1.0015, 1.05, and 1.2498, to be compared to the MA (1) AMSFE value E[ε 2 t ] = 1 for the correct MA(1) model. We therefore proceeded with power studies using ω 1 = .5, .8 and fitting the AR(1), MA(1), and MA(2) models to these processes, ignoring lower values like ω 1 = .2. We also omitted the comparison of MA (1) So we consider the comparison of AR(1) to MA(1) (in which the latter is favored, being correctly specified) as well as AR(1) to MA(2). These are similar situations, since in a sense the MA (2) is not incorrect, as it nests the true model. However, when ω 1 = .5 the null hypothesis is close to being satisfied, so the power should be close to the α levels. But when ω 1 = .8, the AMSFEs are sufficiently different that we can expect the power to be much higher (in favor of the moving average models against the autoregressive model). These observations are largely borne out by the results in Tables 4 and 5 . Of course, this discussion pertains to the h = 1 case; different AMSFEs are involved when h = 2 and when ARIMA data and models are considered with d = 1, 2.
We also look at something slightly different: we generate data from the MA(2) model W t = (1 + .25B + .5B 2 )ε t with unit innovation variance. Now both the AR(1) and MA(1) models are incorrect, because the MA(2) model is correct. Using the formula for AR(1) AMSFE given in Section 3.1, we obtain the value 1.205 -a medium discrepancy from the optimal AMSFE of 1.
Thus, in comparing the AR(1) and MA(2) fits, the latter is certainly favored, and we can expect decent power. Fitting an MA(1) to the MA(2) yields the pseudo-true value for the MA(1) model's coefficient in the form
the choice of ± being made so that the coefficient's magnitude is less than 1. For the particular MA(2), the MA(1) pseudo-true value is ω 1 = 1/6. The AMSFE formula is
times the innovation variance. In our case, this yields the AMSFE value 1.25. So if we compare the AR(1) and MA(1) (both are incorrect) fitted to this MA(2), the difference in AMSFEs is 1.205 − 1.25 = −.045, indicating a slight preference for the AR(1). We expect the power to be low 13 -perhaps even close to the nominal size for small samples -in this case. This is borne out by the results in Table 6 for d = 0. Note that we could also do comparisons of MA(1) to MA(2) fits (they are not nested in this case, since their AMSFEs differ), but this is omitted for uniformity of presentation.
For the power studies, we simulate from these DGPs and fit three models, making two comparisons as discussed above. We examine the sample sizes n = 50, 100, 200 and the α levels .05, .10 just as in the size study. We restrict the power calculation for the three statistics to the relevant tail (either left or right, depending on which model is favored), since if there is power in the positive direction there should be negligible power in the negative direction, and vice versa. When h = 1, the differencing order is irrelevant, but for h = 2 we consider d = 0, 1, 2. In general, the ordering of √ V , √ V c , and √ V DM from least to greatest is a good predictor of the power ranking from greatest to least of the associated tabled statistics. Further, because V DM is evaluated by its success as an approximation to V c , whenever
any appreciable power advantage for T V DM , such as is seen in the MA(2) DGP Table 6 for h = 1, should be viewed as an artefact of deficient approximation and disregarded. To see further evidence of the predictive power of the denominators, note the cells for h = 2 and d = 0, 1, 2 in Table 6 where the rare cases occur in which T V c has substantially greater power than T V . The corresponding cells of Table 3 show the largest values greater than 1.000 of √ V / √ V c in our study.
It also seems interesting that when √ V = √ V c , then T V usually has (slightly) greater power than T V c and when
To summarize the tabled results, the sample size 50 seems insufficient to discriminate between models, but at size 100 many of the tests have greater than 50% power. The results are quite supportive of T V and also supportive of T Vc over T V DM .
For this power study, the variances V and V c were calculated by expressing their integral representations (10) and (14) in terms of autocovariances of various ARMA models, in analogy with the procedure described in Section 2.2. The calculation of V DM similarly used an integral re-expression of the r.h.s. of (20) obtained with certain algebraic simplifications. Details are omitted for brevity.
Results for Published Time Series
To simplify our presentation of empirical results for nonstationary models, we define the ARMA component of an ARIMA(p,d,q) model for Y t to be its ARMA(p,q) model for
We now consider four data examples, three of which are taken from Box, Jenkins, and Reinsel For Series A (197 observations), the recommended nonstationary model is an ARIMA(0,1,1).
Restricting attention in the second column of Table 7 to those tests involving the ARMA(0,1) component (values in bold), one sees that all three test statistics find that the ARIMA(0,1,1) model forecasts significantly better at all leads than all competitors except the ARIMA(0,1,2), whose measured forecast performance is uniformly better but never in a statistically significant way.
Series B (369 observations) had an ARIMA(0,1,0) and ARIMA(0,1,1) as the recommended models. None of the test statistics were significant (for all the models considered in Table 7 , all the test statistics had values between −1 and 1), so the model choices of Box, Jenkins, and Reinsel (1994) are not confirmed by our diagnostics. Hence these numbers are omitted from Table 7 .
For Series C (226 observations), the ARIMA(1,1,0) and ARIMA(0,2,2) models are recom- Examination of the entries of Table 7 
Concluding Summary
We have introduced a new pair of test statistics for testing the null hypothesis that two competing incorrect, invertible ARMA or ARIMA-type models for a series have the same asymptotic mean square h-step forecast error. In the nonstationary case, the models are assumed to have the correct differencing operator. The numerators of both statistics are the same, being the difference of the mean square forecast error measures of the models. But they are conceptually different in that the models' parameters are treated as fixed in the simpler statistic T Vc and as sample-sizedependent (Quasi-)Maximum Likelihood estimates in the statistic T V , which the more complex standard deviation estimate in its denominator to account for parameter estimation. The simpler statistic improves the well-known Diebold-Mariano statistic, equivalent to T V DM in our notation, by providing a denominator that leads to a standard normal limiting distribution when the null hypothesis of equal asymptotic mean square forecast error is satisfied, as happens with the series of our size study. No series is known to exist for which for which T V DM has this property (see the Remark of Section 3). Regarding our more comprehensive statistic, its superior finite-sample and asymptotic results in our power study clearly reveal that accepting the parameters in the numerator of these statistics as estimates, and accounting for this fact appropriately in the denominator, often yields a statistic with smaller variability both asymptotically and in samples of moderate size.
R code is available from the first author (McElroy) for calculating the statistics for the general ARIMA case, including exact calculation of the first and second derivatives of functions of the model spectral densities required to account for parameter estimation as shown in formulas in the Appendix.
For the size study, we provided an example of an MA(2) series and simple pair of non-nested incorrect AR models for which the null hypothesis of equal asymptotic mean squared one-step-ahead forecast error holds in a non-degenerate way. In the study, the worst results were obtained for the Diebold-Mariano statistic, which was often quite oversized, whereas the new statistics showed a tendency to be moderately undersized.
Our empirical study of models for four published time series provided further evidence of the superior performance of T V over T Vc and T V DM . Our test with T V of models for four published time series formally justified the use of one or more of the models recommended by experts for these series in the application to forecasting at lead one and often at higher leads.
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Appendix
In this section we consider the asymptotic properties of statistics of the form
where g θ is some weighting function dependent on a parameter vector θ, and the sum is over the Fourier frequencies in (−π, π)\{0}. These functions g and f may or may not be random, depending on the context given below. To match the generality of McElroy and Holan (2009), in our general result, Theorem 2 below, f can be some integer power of the periodogram. In our forecasting application, where we take the first power, our results also apply (see Chen and Deo, 2000) to the approximation to Q n (f, g, θ) defined by (9) -in other words, the integral and the sum over Fourier frequencies are asymptotically equivalent when these formulas are linear in the periodogram. Consider the situation of evaluating L models, each with its own parameter vector
The corresponding model spectral densities will be denoted f θ (i) -which is an abuse of notation, since they depend on i directly in their functional form and not solely through the parameter θ (i) . The parameter vectors can be stacked together into one super-vector . . , θ (l) with values in the Cartesian product of the L compact parameter spaces Θ (i) .
We assume that each model satisfies that assumptions of Section 2.1. To simplify the notation, (i) ) is compared to the true process quantity
rather than a model-based estimate (as in Theorem 2 of McElroy and Holan (2009)), non-trivial modifications to the previous results are needed to establish it. The null hypotheses pertinent to each theorem are quite different; in the case of this paper two misspecified models are compared, and thus it is impossible to speak of an estimate of a correctly specified model. But in the case of McElroy and Holan (2009) , the null hypothesis is that the given model is actually correct, so it makes sense to compare the data to our estimate of that model. Hence the difference in theory, which results in non-trivial differences in the proofs; this is also the reason why the resulting variances are dissimilar -the formulas for the b vector being substantially different. Here we also consider the case of L models.
Theorem 2 Under conditions 1-6 with θ (i) the QMLEs (if they are MLEs, also assume condition
These entries are defined in terms of the following quantities:
Theorem 2 is stated very generally, where higher powers of the periodogram are allowed. Although this is not pursued further in this article, squares and higher powers can be used to facilitate more powerful tests (as discussed and demonstrated in an analogous situation in McElroy and Holan (2009)), and are related to the idea of using squared residual autocorrelations to test goodness-of-fit.
In this paper we are specifically interested in the case of two fitted models for the data, whose forecast performance we wish to compare. So we consider the case in which, for each i = 1, 2,
,i corresponds to the weighting function g defined by (8) and (3), where the dependency on θ (i) enters in through the innovations filter function Ψ θ (i) , which is substituted for Ψ in (3). (The forecast lead h is the same for both models -otherwise we would not be evaluating them on the same footing.) The model spectral densities are assumed to have the form
The entries of the asymptotic variance matrix are as follows:
Since Q(I, g i , θ (i) ) assesses the forecast error of each model, we construct our statistic from the difference of these quantities.
To establish Theorem 1 we then apply the vector (1, −1) to the joint convergence (A.1), obtaining the asymptotic variance formula
. This is easily shown to equal the limiting variance V of Theorem 1. The consistency of V -independent of whether the null or alternative hypothesis is true -then follows from conditions 2, 3, 4, 5, and 6 (as well as condition 7 if we are considering MLEs instead of QMLs), together with Lemma 3.1.1 of Taniguchi and Kakizawa (2000) . This concludes the derivation.
A.1 Proof of Theorem 2.
For each i we have
The first term expands to 1
) by Lemma 3.1.1 of Taniguchi and Kakizawa (2000), we
For the second term we have
Now by Theorem 3.1.2 of Taniguchi and Kakizawa (2000) ,
and hence
In order to prove Joint Convergence we use the Cramer-Wold device, so consider the dot product against the vector α = (α 1 , · · · , α L ) , which yields (up to terms tending to zero in probability)
.
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Consider weighting functions 
with the variance matrix given by V kl (α) equal to
. This establishes joint asymptotic normality of
) with variance matrix W , which has entries given as follows.
) with e i the ith unit vector. Also 
A.2 Implementation Details
We now discuss the implementation details for an ARMA(p,q) model. We need to compute estimates for W 11 , W 12 = W 21 , and W 22 , which requires the quantities p θ (i) ,i (λ) and b θ (i) ,i described in Theorem 1. Now in forming estimates, we replace all parameter vectors θ (i) with their MLEs θ (i) , and replace f 2 with I 2 /2 (division by two is necessary for unbiased estimation, as shown in McElroy and Holan (2009)). In a similar fashion the estimate of the Hessian matrix M f (θ (i) ) is constructed.
We proceed first to construct b θ (i) ,i , and then the Hessian matrix, and finally the quantities W kl .
We suppose that both models, after suitable differencings, yield ARMA models. As mentioned in section 2.1, the differencing operator is assumed to be correctly specified but the stationary models may both be incorrect. So let θ (i) = (θ (B), we see that it is equal to
The weighting function g θ (i) is then given by
using z = e −iλ as a convenient abbreviation. Clearly the above formulation of g shows that it can be thought of as the spectral density of an ARMA process, and hence its Fourier Transforms (FTs) are easily obtained; then applying (8) we at once obtain the numerator of our test statistic (12). As for the computation of b θ (i) ,i we must determine the gradient of g, along with its FTs. We denote the sum of a complex number ζ with its conjugate ζ via the notation ζ = ζ + ζ. Then we note
for 1 ≤ j ≤ q i , and for 1 ≤ j ≤ p i we have
Of course the derivative with respect to θ 
and c(z) = Φ(z) yields Table  3 following the discussion of Section 3.2. Table 4 for ARIMA(0,d,1) DGPs with MA(1) coefficient equal to .8. The statistic T V has the highest power and T Vc the second highest in the many instances of powers exceeding .500, which occur more often than not with n = 100 and every time but one with n = 200. The rankings of the statistics according to power in each comparison conform very well to what would be predicted from Table 3 following the discussion of Section 3.2.
DGP: MA (2) AR (1) Table 6 : The analogue of Table 4 for ARIMA(0,d,2) DGPs with coefficients .25 and .5. Some of the cells for h = 2 in Table 6 contain our study's rare instances in which has substantially greater power than T V . The rankings of the statistics according to power in each comparison largely conform to what would be predicted from Table 3 following the discussion of Section 3.2, where it is also explained why the appreciable power advantage of T V DM over T Vc and T V seen for h = 1 with AR(1) vs. MA(1) can be discounted. Table 7 : Test statistics obtained at various forecast leads (h = 1, 2, 3) for each series, comparing the ARIMA models having the two ARMA components indicated on the left-hand column. In the subsequent column headings, the differencing order d of the ARIMA models is shown below the name of the series being forecasted. In each cell, the first, second, and third rows correspond to the three variance normalizations: V , V c , and V DM . Values in bold highlight the comparisons with the recommended model(s). 34
