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ABSTRACT
The apparent sizes and brightnesses of galaxies are correlated in a dipolar pattern
around matter overdensities in redshift space, appearing larger on their near side
and smaller on their far side. The opposite effect occurs for galaxies around an
underdense region. These patterns of apparent magnification induce dipole and
higher multipole terms in the cross-correlation of galaxy number density fluctuations
with galaxy size/brightness (which is sensitive to the convergence field). This
provides a means of directly measuring peculiar velocity statistics at low and
intermediate redshift, with several advantages for performing cosmological tests of
GR. In particular, it does not depend on empirically-calibrated scaling relations like
the Tully-Fisher and Fundamental Plane methods. We show that the next genera-
tion of spectroscopic galaxy redshift surveys will be able to measure the Doppler
magnification effect with sufficient signal-to-noise to test GR on large scales. We
illustrate this with forecasts for the constraints that can be achieved on parametrised
deviations from GR for forthcoming low-redshift galaxy surveys with DESI and
SKA2. Although the cross-correlation statistic considered has a lower signal to noise
than RSD, it will be a useful probe of GR since it is sensitive to different systematics.
Key words: Large-scale structure of Universe – techniques: radial velocities
1 INTRODUCTION
Until recently, the application of General Relativity (GR)
to cosmology has represented a tremendous extrapolation of
the theory to distance scales far exceeding those over which
it has been subjected to precision tests. The most stringent
tests of GR remain those involving experiments in the So-
lar System (e.g. with the Cassini probe, lunar laser ranging,
and Earth-orbit frame dragging and equivalence principle
experiments; Bertotti et al. 2003; Williams et al. 2004; Will
2006; Everitt et al. 2011; Touboul et al. 2017), and obser-
vations of binary pulsar systems (Taylor & Weisberg 1982;
Taylor et al. 1992; Esposito-Farese 1996; Weisberg & Taylor
2005; Kramer et al. 2006; Wex 2014), all covering distances
substantially less than a parsec.
A host of new precision tests are starting to become
? e-mail: andrianomena@gmail.com
† e-mail: camille.bonvin@unige.ch
feasible that can greatly extend the range over which GR
has been validated, however (Damour & Taylor 1992; Baker
et al. 2015; Berti et al. 2015; Sakstein 2018). A notable ex-
ample is the recent detection of gravitational waves from bi-
nary black hole and neutron star coalescences by the LIGO
and VIRGO detectors (Abbott et al. 2016a, 2017b). All
of the events that have been observed so far appear to be
consistent with GR (Abbott et al. 2016b), thus extending
a subset of precision tests out to a comoving distance of
∼ 800 Mpc (z ' 0.2) for the most distant event seen so far
(Abbott et al. 2017a). This is sufficient to extend the enve-
lope of precision tests out into the Hubble flow, beyond the
gravitational environment dominated by our local cluster.
On larger scales and at higher redshifts, an extremely
wide variety of tests have been proposed, involving such di-
verse objects and observables as galaxy clusters and their
mass function; supermassive black holes embedded in galax-
ies; weak lensing distortions of galaxies, clusters, and the
CMB; and the redshift-space clustering of galaxies, includ-
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ing relativistic effects (Bonvin & Fleury 2018); see Berti
et al. (2015) for a review. These cover a broad range of
distance scales and gravitational environments, and can be
quite precise in some instances (e.g. for Chameleon mod-
els; Burrage & Sakstein 2016). A number of technical is-
sues stand in the way of attaining the comprehensive, high-
precision constraints that have been achieved in the Solar
System however. First, most of these tests depend on accu-
rately modelling complex astrophysical phenomena, which
introduces significant systematic uncertainties. Second, as-
tronomical measurements are inherently noisier, and re-
quire considerably more data to reach similar levels of pre-
cision to Solar System tests. Finally, possible deviations
from GR are more diverse and harder to parametrise in the
cosmological regime (c.f. the Parametrized Post-Newtonian
framework on Solar System scales; Will 2011), leaving many
tests effectively model-dependent.
To overcome these difficulties, cosmological tests of
GR are needed that are sufficiently sensitive and general
while being less susceptible to astrophysical systematics.
A particularly promising class of observables involve direct
measurements of the peculiar velocity field (e.g. Koyama
et al. 2009; Hudson & Turnbull 2012; Hellwing et al. 2014;
Mueller et al. 2015; Gronke et al. 2015; Johnson et al. 2016;
Ivarsen et al. 2016). Velocities are a sensitive probe of gravi-
tational physics, as they respond to changes in the effective
strength of gravity over long periods of time. Since most
non-GR theories are expected to modify the growth rate
of structure, they should therefore leave an imprint in the
cosmic peculiar velocity distribution. The equivalence prin-
ciple implies that freely-falling galaxies should all respond
to gravitational potentials in the same way, regardless of
their mass or type, so galaxy peculiar velocities should also
be unbiased with respect to the underlying dark matter dis-
tribution (at least to linear order on large scales; see Zheng
et al. 2015; Desjacques et al. 2016). This means that veloc-
ities do not depend on tracer-dependent bias terms, which
are an important source of uncertainty for other galaxy clus-
tering observables – particularly as they can be degenerate
with signatures of modified gravity (e.g. Baldi et al. 2014;
Barreira et al. 2014). Combinations of observables that have
similar bias-independent properties can be constructed in
principle, such as the EG statistic that combines galaxy den-
sity and lensing measurements (Zhang et al. 2007; Reyes
et al. 2010), but tracer-dependent quantities tend to re-
enter the resulting quantity in practice (Leonard et al. 2015;
Moradinezhad Dizgah & Durrer 2016).
While this makes direct velocity-based observables
cleaner in principle, most practical methods of measure-
ment reintroduce dependences on hard-to-model astro-
physical phenomena. The Tully-Fisher method (Tully &
Fisher 1977) commonly used at low redshifts relies on an
empirically-calibrated scaling relation between the luminos-
ity and circular velocity of a galaxy, for example. Simi-
larly, the fundamental plane and Faber-Jackson relations,
which are used to measure velocities from elliptical galax-
ies, are constructed from empirical relations between the lu-
minosity and stellar velocity dispersions (Faber & Jackson
1976; Djorgovski & Davis 1987). Furthermore, the kinetic
Sunyaev-Zel’dovich effect can be used to measure the veloc-
ities of galaxy clusters at higher redshifts, but only in a way
that is degenerate with the integrated optical depth of the
cluster, which must be modelled based on other measure-
ments (Bhattacharya & Kosowsky 2008; Mueller et al. 2015;
Alonso et al. 2016; Battaglia 2016). Nevertheless, these
methods have all been successfully used to make cosmo-
logical measurements in the past, including some that even
appear to show deviations from ΛCDM+GR (e.g. Kashlin-
sky et al. 2009; Watkins et al. 2009; Macaulay et al. 2011).
Concerns about astrophysical systematics have contributed
to scepticism of these anomalous results, however, which
remain contentious.
In this paper, we describe how tests of GR can be per-
formed using a different peculiar velocity observable called
Doppler magnification. Doppler magnification concerns the
effect of peculiar velocities on the apparent sizes of objects
in redshift-space. As shown in Bonvin (2008), a galaxy with
a component of its peculiar velocity directed away from us
is physically closer to us than a galaxy at the same redshift
with no peculiar velocity. As a consequence, the moving
galaxy appears larger than the one with no velocity, which is
akin to a magnification of the moving galaxy. Conversely a
galaxy with a peculiar velocity directed towards us is phys-
ically further away, which leads to its apparent demagnifi-
cation. The Doppler magnification contributes therefore to
the convergence, in addition to the standard gravitational
lensing contribution: for galaxies at low redshift, z ≤ 0.5,
Doppler magnification dominates, whereas for high redshift
galaxies, gravitational lensing dominates (Bonvin 2008). As
shown in Bacon et al. (2014), detecting galaxy peculiar ve-
locities from the convergence auto-correlation will be very
challenging. However by cross-correlating the convergence
with the galaxy density field, one can significantly enhance
the signal and reach a detectable level. In particular Bacon
et al. (2014) forecasted the constraints on cosmological pa-
rameters that can be obtained with the density-convergence
correlation, and showed that Doppler magnification is a
competitive large-scale structure observable. Bonvin et al.
(2017) subsequently showed that the optimal way to mea-
sure the density-convergence correlation is to fit for a dipole
and octupole. This can be intuitively understood by noting
that galaxies around an overdensity tends to move toward
it, which systematically magnifies galaxies in front of the
overdensity and demagnifies galaxies behind. Bonvin et al.
(2017) furthermore showed that the dipole and octupole are
dominated by Doppler magnification up to high redshift, of
order 1. In this paper, we build on these previous studies,
by showing that the Doppler magnification dipole can be
used to test GR.
This is similar in spirit to methods like the Tully-Fisher
effect, except we use a ‘statistical ruler’ (galaxy sizes) rather
than standard candles (see Kaiser & Hudson (2015) for a
discussion). The need to model the properties of the tar-
get galaxy population is also much reduced compared to
these methods. There is no need to separately calibrate an
empirical scaling relation for example, as the mean galaxy
size as a function of redshift can be measured from the
survey itself. Also, the galaxy bias does not enter into the
velocity-velocity term, which can be measured directly from
the octupole of the correlation function. Measurement sys-
tematics do of course remain (the size estimates can depend
on sensor characteristics, for example), but can at least be
mitigated through experimental design or high-fidelity in-
strumental simulations and calibration strategies. This goes
some way to achieving what the EG statistic originally sets
out to do – removing the bias dependence whilst also be-
ing sensitive to modified gravitational physics. Our method
slightly differs from Tully-Fisher measurements however,
MNRAS 000, 1–13 (2019)
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Figure 1. The geometrical set-up and definitions of various an-
gles used in the calculations.
due to the fact that our estimator is sensitive not only to
the impact of peculiar velocities on the galaxy sizes, but
also to their impact on the galaxy density field. It is there-
fore a hybrid method, combining direct velocity observables
with redshift-space distortions (RSDs). An immediate con-
sequence of this is that Doppler magnification depends on
both the velocity field and its gradient, whereas RSDs are
only generated by the gradient of the velocity. As discussed
in Section 2, this different behaviour implies a different sen-
sitivity of these two probes to modified gravity models, es-
pecially those with a growth of structure that depends on
scale. Doppler magnification is therefore complementary to
RSDs by construction as a probe of GR. Its only drawback
is that, due to uncertainties in the size measurements, it
will be measured with a considerably lower signal-to-noise
than RSDs.
The paper is organised as follows. In Section 2, we re-
view the Doppler magnification effect and how it can be
extracted from the cross-correlation of the galaxy density
and convergence fields, and show how the relevant quanti-
ties are affected by deviations from GR. We present fore-
casts for the detectability of deviations from GR with DESI
and SKA HI spectroscopic galaxy surveys in Section 3, and
then conclude in Section 4.
We use a flat ΛCDM+GR cosmology with cosmological
parameters h = 0.68, Ωcdm = 0.2548, Ωb = 0.048, ns = 0.96,
and σ8 = 0.83 as the fiducial model.
2 DOPPLER MAGNIFICATION IN
MODIFIED GRAVITY
In this section we briefly review the Doppler magnification
effect, and a method to extract it from the dipole of the
number count-convergence correlation function. We then
discuss how modifications to GR affect the Doppler dipole,
and study some illustrative examples of modified gravity
theories, and their effects on the number count-convergence
correlation.
2.1 Number count-convergence correlation
The Doppler magnification effect is observed in the cross-
correlation of the galaxy number count fluctuation, ∆, and
a suitable proxy for the convergence field, κ, which can
be constructed by combining size and magnitude measure-
ments (Schmidt et al. 2012; Casaponsa et al. 2013; Heavens
et al. 2013; Alsing et al. 2015a). We begin by calculating
the cross-correlation as a function of redshift and angle,
ξ∆κ = 〈∆(z, n)κ(z′, n′)〉 , (1)
where n denotes the direction of observation. This quantity
can be expanded in a hierarchy of multipoles around an
observed overdensity, with various correlations between the
density, velocity, and lensing terms contributing differently
to each multipole as a function of redshift.
At linear order, the galaxy number count fluctuation is
given by
∆(z, n) ' b δ − 1H ∂r (V · n) , (2)
where b is the local bias, H ≡ aH is the conformal Hubble
rate, r is the comoving distance of the galaxy and V · n is
the line-of-sight peculiar velocity of the galaxy. The second
term is the redshift-space distortion. We have neglected here
the lensing and relativistic corrections to ∆ (Yoo et al. 2009;
Bonvin & Durrer 2011; Challinor & Lewis 2011) since their
contribution to the cross-correlation is subdominant at low
redshift and on sub-horizon scales.1
The convergence contains two dominant contributions:
the standard weak lensing convergence, κg, and a Doppler
contribution (Bonvin 2008; Bacon et al. 2014)
κv ≡
(
1
rH − 1
)
V · n . (3)
Suppose that we look at a galaxy with a peculiar velocity
directed towards the observer, such that V · n < 0. This
galaxy is physically further away than a galaxy with the
same redshift and no peculiar velocity. The first term in
Eq. (3) is then negative, leading to a demagnification of
the galaxy. This term simply reflects the fact that a galaxy
which is further away appears smaller. The second term
however has the opposite sign. It is due to the fact that a
galaxy which is more distant is situated at a smaller value
of the scale factor. It experiences therefore a larger appar-
ent stretch, due to the expansion of the Universe between
emission and observation and appears larger. At small red-
shift the first term dominates, whereas at large redshift the
second one dominates. These two terms compensate around
z ' 1.6, leaving the size of the galaxy unchanged. Compar-
ing the Doppler term, with the gravitational lensing term,
we see that the first one dominates at low redshift z ∼< 0.5,
whereas the lensing term dominates at high redshift Bonvin
(2008).
Note that the convergence contains also a contribu-
tion from the peculiar velocity at the observer. This term
generates a local dipole, which can be subtracted from the
data. In any case, its contribution to the number count-
convergence correlation is expected to be completely negli-
gible because it affects the size of all galaxies around a given
overdensity in almost the same way, and it does therefore
1 The contribution from the relativistic corrections to the dipole
and octupole of 〈∆κ 〉 is suppressed by (d/r)2 (d being the pixels’
separation) with respect to the contribution from the standard
Newtonian terms in Eq. (2). The lensing contribution is strongly
subdominant at small redshift, similar to what was found in Bon-
vin et al. (2014).
MNRAS 000, 1–13 (2019)
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not contribute to a dipolar modulation around an overden-
sity (except when the separation becomes of the order of
the comoving distance r).
As shown in Bonvin et al. (2017), the correlation of κv
with ∆ has a distinctive dipolar structure. For a realistic
survey, this can be projected out and measured using an
estimator of the form (Bonvin et al. 2017)
ξdip(d) = aN
∑
i j
∆iκj cos βi jδK (di j − d), (4)
where aN is a normalisation factor, and the sum is over pairs
of pixels in the survey separated by a physical comoving dis-
tance di j . The angle βi j is the angle formed at ∆i between
the line-of-sight angle n and the direction vector to κj (see
Fig. 1). In what follows, we will refer to the quantity in
Eq. (4) as the ‘Doppler magnification dipole’. This estima-
tor provides an efficient way of isolating the κv contribution.
Projecting ∆κ onto a dipole does indeed strongly suppress
the gravitational lensing contribution κg up to redshift ∼ 1,
see Bonvin et al. (2017). Note that the cross-correlation be-
tween ∆ and κ also contains an octupole modulation, which
can be isolated by weighting the two-point function by the
Legendre polynomial P3(cos βi j ). As shown in Bonvin et al.
(2017), this octupole is however significantly smaller than
the dipole, and we therefore concentrate only on the latter
in the following.
As implied by Eqs. (3) and (4), the Doppler dipole
can be used as a probe of the line-of-sight peculiar veloc-
ity field. This is of particular interest in studies of modified
gravity theories, which generically alter the growth rate of
structure, f . Since at linear order we have V ∝ f , this sug-
gests that Doppler magnification can be used as an indepen-
dent probe of gravitational physics on cosmological scales.
Note that the correlation 〈∆κ〉 depends on f in a different
way than the standard redshift-space distortion terms in
the 〈∆∆〉 correlation, since κ ∝ V · n, whereas ∆ depends
on the velocity gradient ∂r (V · n). As such the sensitivity of
these two probes to modified gravity may be different, espe-
cially in the case where the growth rate is scale-dependent.
Doppler magnification is therefore expected to be highly
complementary to RSDs for probing GR. One drawback of
this probe is however that, due to difficulties in measuring
the size of galaxies, its signal-to-noise will be significantly
lower than that of RSDs.
In the following sections, we show how deviations from
General Relativity enter into the calculation of the Doppler
magnification dipole, and derive expressions for the dipole
(and higher multipoles) of the number count-convergence
correlation function in the presence of such effects.
2.2 Velocity potential and growth factor
While alternative theories of gravity can be extremely com-
plex in general, the vast majority can be described by a
handful of new functional degrees of freedom to linear order
in perturbations on an assumed FLRW background with an
effective dark energy equation of state w(z) (Amendola et al.
2013b; Baker et al. 2013; Gleyzes et al. 2013; Lagos et al.
2018). A further simplification can be made by applying
the quasi-static approximation, which neglects time deriva-
tives of any new gravitational degrees of freedom, and by
restricting our attention to scales much smaller than the
horizon (k  H). Under these assumptions, we follow the
common practice (e.g. (Pogosian et al. 2010)) and define
the Poisson-like equation relating the density and time-time
gravitational potential in Fourier space as 2
−k2Ψ = 4piGa2 ρ¯µ(a, k) δ, (5)
where µ(a, k) is an arbitrary function of scale factor
and wavenumber that encodes the modified gravitational
physics, and has the value µ = 1 in GR. A second mod-
ification also arises, in the form of a non-trivial ‘gravita-
tional slip’ relation relating the two potentials in the met-
ric, Φ = η(a, k)Ψ. The slip parameter η is again an arbitrary
function of time and scale, and η = 1 in GR. Finally, the-
ories of modified gravity can break Einstein’s equivalence
principle, generating modifications to Euler’s equation (see
Gleyzes et al. 2015). We do not consider this possibility here
and we assume that Euler’s and the continuity equations are
the same as in GR.
The growth equation for δ is determined by solving the
modified Bardeen equation on sub-Hubble scales (Pogosian
et al. 2010; Amendola et al. 2013a),
∂2δ
∂(ln a)2 +
(
2 +
∂ lnH
∂ ln a
)
∂δ
∂ ln a
=
3
2
(
H0
H
)2
Ωm
a3
µδ , (6)
where Ωm denotes the matter density parameter today.
From Eq. (6) we see that η does not enter into the growth
equations for δ on sub-Hubble scales. Moreover, since V is
directly related to δ by the continuity equation (Eq. (8)
below), the growth of V is also independent of η (see also
the evolution equation for V , Eq. (38) in Hall et al. (2013)).
Since δ and V are the only quantities contributing to the
Doppler magnification dipole in the regime we are inter-
ested in (where the lensing contribution is negligible), our
observable will be insensitive to η. Let us however mention
that this is specific to the choice of parameterisation chosen
here. In GR, the Poisson equation relates in fact the density
perturbation δ to the spatial component of the metric, i.e.
the potential Φ. In Eq. (5) we have modified the Poisson
equation, such that µ relates δ to the time component of
the metric, namely Ψ. Hence µ encodes both a deviation in
the growth of structure, and a difference between the two
gravitational potentials.
We write the solution to Eq. (6) in Fourier space in
terms of the usual ΛCDM transfer function T(k) and the
primordial scalar potential Ψp(k), such that
δ(k, z) = −2
3
(
k
H0
)2 T(k)D(z, k)
Ωmµ(z, k) Ψp(k). (7)
The growth factor D is found by solving Eq. (6) assuming
that at early times, deep in the matter era, density pertur-
bations grow linearly: D(k, aini) = aini, and [dD(k, a)/da]ini =
1. Inserting (7) into the continuity equation on sub-Hubble
scales
V(k, z) = − 1
k
Ûδ(k, z) , (8)
where a dot denotes a conformal time derivative, the veloc-
ity potential becomes
V(k, z) = G(k, z)T(k)Ψp(k) . (9)
The ‘velocity growth factor’ G is defined by
G(a, k) ≡ 2ak
3µH20Ωm
[(
D
a
) ·
+
D
a
(
H − Ûµ
µ
)]
. (10)
2 We assume the following metric convention throughout this
paper: ds2 = a2
[−(1 + 2Ψ)dτ2 + (1 − 2Φ)γi jdxidx j ] , and we use
the Fourier convention f (x, τ) = (2pi)−3
∫
d3ke−ik ·x f (k, τ).
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2.3 Multipoles of the correlation function
Combining ∆ with the Doppler convergence κv in Eq. (3)
we obtain
ξ∆κv (z, z′, θ) =
(
1
H(z′)r(z′) − 1
)
(11)∫
d3k
(2pi)3 e
ik ·(x′−x)G(z′, k)T2(k)P(k)i(kˆ · nˆ′)
×
[
2b
3Ωm
(
k
H0
)2 D(z, k)
µ(z, k) + (kˆ · nˆ)
2 k
H(z) G(z, k)
]
,
where P(k) denotes the primordial power spectrum
〈Ψp(k)Ψp(k ′)〉 = (2pi)3P(k)δD(k + k ′). Note that the primes
on redshift and direction in Eq. (11) refer to the pixel where
κ is estimated. The cross-correlation (11) is a function of θ
which is the angle between n and n′. We can re-express this
cross-correlation in terms of (z, d, β), where d is the comov-
ing distance between the galaxies and β is the orientation of
the pair with respect to the line-of-sight (see Fig. 1). Follow-
ing Szalay et al. (1998); Szapudi (2004); Papai & Szapudi
(2008); Montanari & Durrer (2012); Bonvin et al. (2017),
we expand the exponential and factors of kˆ · n in terms of
spherical harmonics, which allows us to integrate over the
direction of k. The cross-correlation then takes the simple
form
ξ∆κv (z, z′, θ) = 1
2pi2
(
1 − 1H(z′)r(z′)
)
× (12){[
2ν1 − 3ν3
10
(
1
3
+ cos 2β
)
+ λ1
]
cosα +
ν1 + ν3
5
sinα sin 2β
}
.
The angles α and β are defined in Fig. 1, and the functions
λ` and ν` , with ` = 1, 3, are given by
λ`(d, r, β) =
∫
dkk2 j`(kd) G(z′, k)T2(k)P(k) (13)
×
[
2b
3Ωm
(
k
H0
)2 D(z, k)
µ(z, k) +
1
3
k
H(z) G(z, k)
]
ν`(d, r, β) =
∫
dkk2 j`(kd)T2(k)P(k) kH(z) G(z, k)G(z
′, k) .
(14)
Note that the functions λ` and ν` depend not only on the
pixels’ separation d, but also on r and β through the evo-
lution of G(z′, k) with redshift.
To extract the dipole signal from Eq. (12), we write
z′, r(z′) and α explicitly as a function of (d, β, r(z)) and
weight the cross-correlation ξ by the Legendre polynomial
P1(cos β) (i.e multiplying Eq. (12) by cos β and integrate it
over β).
Eq. (12) can be simplified using the the flat-sky ap-
proximation and neglecting evolution between z and z′. In
the flat-sky approximation the line-of-sight to κ and ∆ are
approximated as parallel, such that α = β, see Fig. 1. We
then have cosα cos 2β = − cos β + 2 cos3 β and sinα sin 2β =
2 cos β − 2 cos3 β. As discussed in Bonvin et al. (2017), cor-
rections to the flat-sky approximation are suppressed by the
factor (d/r)2 in the dipole (since d/r corrections contribute
only to even multipoles). Similarly evolution corrections,
coming from the evolution of the functions H, r and G be-
tween z and z′ can be shown to scale as (d/r)2, multiplied by
the second redshift derivative of the functions. With this,
we find
ξ∆κv ' 1
2pi2
(
1 − 1Hr
) [(
λ1 +
4
15
ν1
)
P1(cos β) − 25 ν3P3(cos β)
]
,
(15)
where P` denote the orthogonal Legendre polynomials,
P1(x) = x, 2P3(x) = 5x3−3x. Since we have neglected the evo-
lution of G between z and z′, the functions λ` and ν` are now
independent of the orientation β, so that in the flat-sky ap-
proximation, the dipole signal is just given by the P1(cos β)
term in Eq. (15). As shown in Bonvin et al. (2017), the oc-
tupole, P3(cos β), is also detectable in future surveys, but
we do not consider it further here since its signal-to-noise
is significantly smaller than that of the dipole. In the fol-
lowing we will compare the flat-sky approximation with the
full-sky expression and show that the difference between the
two is significantly smaller than the variance of the dipole
at all relevant scales. However in the forecasts, we use the
full-sky expression for completeness.
The dependence of the dipole on the theory of gravity
is encoded in the functions λ` and ν` , which depend on
D, G and µ. Deviations from GR have two impacts on the
dipole. First, they change the evolution of the dipole with
redshift, via the redshift dependence of D, G and µ. And
second, they change the shape of the dipole as a function of
d. The k-dependences of D, G and µ do indeed modify the
integrals over k in Eqs. (13) and (14), leading to a different
scaling with d.
2.4 Modified gravity models
We now consider two parameterisations of µ that are rep-
resentative of some alternative theories of gravity. First we
consider a specialisation of the model presented in Planck
Collaboration XIV (2016)
µ(a, k) = 1 + E11ΩDE(a) . (16)
In this model, the growth is scale-independent, making this
also an effective dark energy parametrisation. The second
model we consider is an f (R)model studied in Giannantonio
et al. (2010); Hu et al. (2013)
µ(a, k) = 1
1 − 1.4 × 10−8(λ/Mpc)2a3
1 + 43λ
2k2a4
1 + λ2k2a4
. (17)
The resulting equation of motion from varying the modified
Einstein-Hilbert action with respect to the metric intro-
duces a scalar degree of freedom fR = df /dR, the scalaron,
whose Compton wavelength λ (in Eq. 17) at present can be
expressed in terms of its dimensionless counterpart B0 as
λ2 = B0/(2H20 ). The general expression of the dimensionless
Compton wavelength is given by (Song et al. 2007b)
B =
fRR
1 + fR
dR
dlna
(
dlnH
dlna
)−1
,
where fRR is the second derivative of f (R) with respect to
the Ricci scalar R. As highlighted in Song et al. (2007a), a
one parameter family of f (R) models labelled by B0 exists
for any given background expansion history.
In each of these two models we only have one additional
parameter to constrain, E11 or B0. Current constraints on
these parameters from Planck Collaboration XIV (2016) are
B0 < 8.6 × 10−5 (95% CL) and E11 = −0.30+0.18−0.30 (68% CL),
obtained from a combination of Planck CMB temperature,
polarisation, weak lensing, BAO, and RSD. In Fig. 2 (left
panel), we show the dipole at z = 0.15 for these two models –
solid green for the scale-independent model with E11 = 0.06;
and solid orange for the f (R) model with B0 = 0.1 – com-
pared to ΛCDM in solid black. The shaded regions show the
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Figure 2. The survey considered here is SKA2. Left: Full-sky dipole magnification (multiplied by d2) for ΛCDM (solid black), f (R)model
(solid orange) and scale-independent model (solid green) against separation d at z = 0.15. Dashed lines are the flat-sky counterparts.
Dark grey represents the errors when σκ = 0.3, light grey when σκ = 0.8. Right: Percentage difference between f (R) and ΛCDM is
shown for z = 0.15 (dashed blue) and z = 0.55 (dashed red). Percentage difference between the scale-independent model and ΛCDM is
shown by solid lines. In both panels we have chosen B0 = 0.1 and E11 = 0.06.
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Figure 3. Percentage difference in G(k, z) and in D(k, z)/µ be-
tween f (R) and ΛCDM at z = 0.15 and z = 0.55.
error bars on the dipole, calculated with the specifications
of a survey like SKA phase 2 (see Section 3 for details).
The light grey corresponds to an error on the convergence
of σκ = 0.8, whereas the dark grey is for σκ = 0.3. We see
that in the range 80 − 150 Mpc/h, deviations from the GR
prediction of the order of 15% for the scale-independent
model and ≥ 20% for the f (R) model are clearly visible in
the Doppler magnification dipole.
In this figure we also compare the flat-sky approxima-
tion (dotted lines) to the full-sky calculation, finding rea-
sonable agreement on relevant scales. In particular, the de-
parture from the flat-sky approximation happens at the
same scale in the three models, despite the different k-
dependence of their growth rate. Note that in the following
we will use the full-sky expression for the dipole, since the
surveys we are interested in will cover large areas of the sky,
allowing a measurement of the dipole up to large separa-
tions, where the flat-sky approximation breaks down.
In the right panel of Fig. 2, we plot the percent-
age difference between ΛCDM and the two models. In
the scale-independent model, the deviation does not de-
pend on separation d. As expected, the deviation decreases
towards higher redshift, due to the function ΩDE(a) in
Eq. (16), which suppresses deviations from GR at high
redshift. The f (R) model, on the other hand, has a dis-
tinct scale dependence. The function µ in Eq. (17) devi-
ates from GR at both large scales, where µ(a, k) → [1 −
1.4 × 10−8(λ/Mpc)2a3]−1, and small scales, where µ(a, k) →
4/3[1−1.4×10−8(λ/Mpc)2a3]−1. As a consequence, the dipole
exhibits departure from ΛCDM at both small and large sep-
arations. The scale at which µ transitions from one asymp-
totic value to the other is governed by the parameter B0.
In particular, decreasing B0 tends to shift this transition to
smaller scales. This would in turn shift the deviations in
the dipole to smaller scales. The f (R) model also has the
specificity to have a redshift dependence which depends on
separation: at small separations the deviations from ΛCDM
decrease with redshift, whereas at large separations they in-
crease with redshift. To understand this behaviour, we plot
in Fig. 3 the relative deviations between f (R) and ΛCDM
in the functions G(k, z) and D(z, k)/µ, which enter in the
dipole through Eqs. (13) and (14) and govern its redshift-
dependence. We see that at large k these two functions are
larger in f (R) than in ΛCDM. At small k however, these
functions are larger in ΛCDM. Looking at the amplitude of
these deviations, we see that both at small k and at large
k the amplitude decreases with redshift. This is somehow
expected since µ decreases with redshift. However, since
the deviations change sign, there is a transitional range in
between, where the deviations increase with redshift. Once
the functions are integrated over k to obtain the correlation
function, this transitional range seems to dominate at large
separation, leading to an overall increase in the deviations
with redshift.
For comparison, we plot in Fig. 4 the percentage differ-
ence in the monopole and the quadrupole of redshift-space
distortions (i.e. the monopole and quadrupole of 〈∆∆〉), in-
duced by the two models. We see that, for the f (R) model,
the relative deviations in the monopole of RSD are signif-
icantly larger than those in the dipole. The relative devia-
tions in the quadrupole on the other hand are quite similar
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Figure 5. Number density of spectroscopically-detected galaxies
as a function of redshift, for DESI (red) and SKA2 (blue).
to those in the dipole. This suggests that the f (R) model
generates larger deviations in the density than in the veloc-
ity. However, since modifications in the density are degener-
ate with the bias, the constraining power on B0 is expected
to be governed by deviations in the quadrupole.
Comparing Fig. 4 with Fig. 2, we also see that the
deviations in the dipole clearly increase with separation,
whereas those in the monopole and quadrupole have no
clear scale-dependence. This behaviour is related to the fact
that Doppler magnification is directly sensitive to peculiar
velocities, whereas RSD are sensitive to their gradient. As
a consequence the dipole contains a factor k/H less than
RSD, which gives more weight to larger scales. The dipole
is therefore particularly well adapted to test modifications
of gravity in the linear regime.
For the scale-independent model, we see that the devia-
tions in the RSD monopole and quadrupole are of the same
order of magnitude as those in the Doppler magnification
dipole. This is not surprising, since in this case the func-
tions D, µ and G can be taken out of the integrals over k.
The different weighting in k has consequently no impact on
the amplitude of the deviations, leading to similar results
for the three multipoles.
In the next section, we study forecasts for the overall
sensitivity to the B0 and E11 parameters.
3 FORECASTS FOR FUTURE GALAXY
SURVEYS
We now present predicted constraints on cosmological pa-
rameters in each model, using Fisher matrices, to show how
deviations from GR can be constrained with the Doppler
magnification dipole. We consider the set of parameters
h,Ωm,Ωb together with E11 for the scale-independent model
and B0 for the f (R)model. The fiducial values we choose are
those of ΛCDM+GR with h = 0.68, Ωm = 0.3028, Ωb = 0.048
and the MG parameters zero. We fix the other cosmological
parameters to their fiducial value: ns = 0.96, and σ8 = 0.83.
3.1 Galaxy survey specifications
We assess the ability of two spectroscopic galaxy redshift
surveys to constrain GR with Doppler magnification obser-
vations. The first, DESI (Wechsler & DESI Collaboration
2015), is expected to begin in 2018, and will yield multi-
ple spectroscopic galaxy samples from a 5-year survey over
a 14,000 deg2 footprint. The sample of most relevance to
Doppler magnification is the Bright Galaxy Sample (BGS),
which covers the redshift range 0.05 ≤ z . 0.4, with a me-
dian redshift of z ' 0.2. BGS galaxies will be selected from
existing r-band imaging from DECam and Bok 90Prime,
but g, z, and 3 − 4µm band imaging will also be available
(Wechsler & DESI Collaboration 2015). This provides mul-
tiple avenues for measuring the galaxy sizes to estimate κ,
while DESI itself will provide high-resolution spectroscopic
redshifts.
The second survey we consider is a HI galaxy survey
on Phase 2 of the Square Kilometre Array (SKA), which is
expected to enter operation in the late 2020s, potentially
yielding a deep hemispherical (∼20,000 deg2) survey on the
southern sky around 2030. Spectroscopic redshifts are esti-
mated from detections of the 21cm emission line of neutral
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Table 1. Fiducial value for the bias and number density n¯ in
(h/Mpc)3 for DESI and SKA2.
z b(z) DESI n¯(z) DESI b(z) SKA2 n¯(z) SKA2
0.15 1.447 0.1871 0.623 0.1972
0.25 1.524 0.0460 0.674 0.1154
0.35 1.605 0.0098 0.730 0.0687
0.45 1.689 0.0010 0.790 0.0417
hydrogen, while sizes can be estimated from imaging of ei-
ther resolved radio continuum emission, or cross-matched
optical counterparts of the radio galaxies. While an SKA2
galaxy survey is expected to be sample variance limited
over 0 ≤ z . 1.5, we will focus on the z ≤ 0.5 range here,
where the contamination from the lensing convergence is
negligible (as shown in Bonvin et al. (2017), in this regime
it reaches at most 7% at large separations ∼> 180 Mpc/h).
For both surveys, we bin the expected galaxy number
density into tophat redshift bins of width ∆z = 0.1, covering
the range 0.1 ≤ z ≤ 0.5. This quantity is shown in Fig. 5.
The DESI values are taken from DESI Collaboration et al.
(2016), while the SKA2 values are taken from Bull (2016).
For both surveys, we fix the bias in each redshift bin to
its fiducial value, given in Table 1. Constraints for other
upcoming surveys such as Euclid and LSST are broadly
similar to SKA2.
We use a Gaussianised Planck CMB prior in all our
analyses, constructed by calculating the covariance matrix
from the Planck Collaboration XIII (2016) MCMC chains,
and then forming an effective Fisher matrix by inverting
the resulting covariance matrix. This is used to constrain
the standard ΛCDM parameters only; constraints on the
modified gravity model parameters from the CMB are not
included (although see Planck Collaboration XIV (2016);
Planck Collaboration (2018) for Planck analyses that do
include them). It also excludes CMB lensing information.
The main reason for choosing to ignore information from
the CMB in this way is that we wish to focus on how the
Doppler magnification effect is able to directly constrain
modified gravity scenarios, rather than studying its role in
(e.g.) breaking degeneracies within the CMB-derived pa-
rameters to yield better constraints. Some information from
the CMB is nevertheless necessary to help fix the vari-
ous background parameters that would otherwise be poorly
constrained by Doppler magnification alone. A more holistic
analysis that includes information from contemporary sur-
veys (such as CMB lensing and redshift-space distortions)
is left for future work.
An expression for the covariance matrix was calculated
in Bonvin et al. (2017). It contains three types of contribu-
tions. First there is a contribution from cosmic variance: the
cosmic variance in the number counts ∆, the cosmic vari-
ance in the convergence κ, and the covariance between the
two (since they trace the same underlying perturbations).
Second, the covariance is affected by the shot noise in the
galaxy number counts, which depends on the number den-
sity of galaxies n¯. And finally it contains a contribution from
the intrinsic error on the size measurement, that we denote
by σκ . We obtain
cov[ξ∆κv ](z, d, d′) = 9
V
(
1 − 1Hr
)2 ( b2
5
+
2b f
7
+
f 2
9
)
f 2
× H
2
pi2
∫
dkP2δδ(k, z) j1(kd) j1(kd′)
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9
2
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`3p
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5
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f 2
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1
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4pi
σ2κ
n¯V
(
`p
d
)2
δK (d − d′) , (18)
where Pδδ(k, z) is the matter power spectrum at redshift z,
`p denotes the size of the cubic pixel in which we measure
∆ and V is the volume of the survey (or of the redshift bin
of interest). Note that in the calculation of the covariance
we account for correlations between different pixel’s separa-
tions, but we neglect correlations between different redshift
bins. Since the size of the bins that we use is relatively large,
this is a good approximation.
In the following we choose two representative values for
σκ = 0.3, 0.8. We refer the interested reader to Alsing et al.
(2015b); Bonvin et al. (2017) for a discussion on how the
value of σκ may change depending on the type of galaxies in
a given survey. In Fig. 6 we show the different contributions
to the error, as a function of separation (i.e.
√
cov(d, d)), for
two redshift bins of width 0.1 centered around z = 0.15 (left
panel) and z = 0.45 (right panel). The green dots are the
contribution from the first two lines of Eq. (18), which are
due to the cosmic variance of ∆ and of κ. The blue dots are
the contribution from the third line of Eq. (18), due to the
product of size measurement error σκ and cosmic variance
of ∆. The red dots are the contribution from the last line
of Eq. (18), due to the product of size measurement error
and shot noise. The black dots show the total. Comparing
the two panels, we see that the terms involving cosmic vari-
ance are significantly smaller at z = 0.45 than at z = 0.15
due to the larger volume covered at higher redshift. The
red dots are similar in the two panels, since shot noise is
sensitive to the total number of galaxies in the redshift bin,
which is very similar in the two bins displayed here: the
larger volume at z = 0.45 is compensated by a smaller num-
ber density. Note that increasing σκ enhances the blue and
red contributions, with respect to the green one. In Bonvin
et al. (2017), we neglected the pure cosmic variance contri-
bution (green dots), which is a reasonable approximation
for z ≥ 0.25, but not for the lowest redshift bin. We checked
however that this does not change the overall signal-to-noise
of the dipole.
3.2 Results
In this section, we present forecasts for how well Doppler
dipole measurements with DESI and SKA2 galaxy survey
will be able to constrain the scale-independent and f (R)
modified gravity parametrisations discussed above.
Since our expression for the dipole is based on linear
perturbation theory, we restrict our analysis to separations
d = 40-180 Mpc/h. In Fig. 7 we estimate the impact of non-
linearities on the dipole and we show that d ≥ 40 Mpc/h is
a conservative minimum separation, for which the effect of
non-linearities is less than 2%.3
The left panel of Fig. 8 shows the joint constraints in
3 To calculate the impact of non-linearities on the dipole we use
the following approximation: we use the linear continuity equa-
tion to relate the velocity to the density, and then we calculate
the non-linear density power spectrum with HaloFit. This proce-
dure is not correct, since in the non-linear regime the continuity
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Figure 6. Error on the dipole, calculated from Eq. (18), using the specifications of SKA2 and σκ = 0.3. The left panel shows the error
at z = 0.15 and the right panel at z = 0.45. The pixel size is `p = 4 Mpc/h. The green dots show the pure cosmic variance (first two
lines of Eq. (18)), the blue dots show the product of size measurement error σκ and cosmic variance of ∆ (third line of Eq. (18)), the
red dots show the product of size measurement error and shot noise (fourth line of Eq. (18)), and the black dots show the total.
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Figure 7. Percentage difference between the linear dipole and a
HaloFit-based approximation of the non-linear dipole (see foot-
note 3) in ΛCDM.
the f (R) model on Ωm and the parameter B0, marginalised
over the other parameters. The constraints are sensitive to
the value of the error on the size measurement: the con-
straints for σκ = 0.3 are better than those corresponding to
σκ = 0.8 by a factor of ∼ 2. It is worth pointing out that,
without a Planck prior, the value of σκ predominantly af-
fects the diagonal of the forecast parameter covariance ma-
trix, while it can affect both the resulting constraint and the
correlation between parameters when a prior is included.
The marginalised constraints on B0 (95% CL), obtained by
combining the Doppler magnification dipole with Planck,
are B0 < 1.2 × 10−5 with DESI and B0 < 5.7 × 10−6 with
SKA2, assuming σκ = 0.3. Including scales down to d =
20 Mpc/h tightens the constraints by one order of magni-
tude: B0 < 1.0 × 10−6 with DESI and B0 < 5.1 × 10−7 with
SKA2. This shows that the constraining power of the dipole
equation is modified. However, it allows us to evaluate at which
scales non-linearities become relevant.
is not too strongly degraded by limiting the analysis to lin-
ear scales.
For comparison, the current constraints on B0 from
Planck Collaboration XIV (2016) are B0 < 8.6 × 10−5
(95% CL), obtained from a combination of Planck CMB
temperature, polarisation, weak lensing, BAO, and RSD.
The Doppler magnification dipole is therefore expected to
improve the current constraints by one order of magnitude
with SKA2.
In the right panel of Fig. 8, we show the joint con-
straints for the scale-independent model on Ωm and the pa-
rameter E11, marginalised over the other parameters. The
marginalised constraints on E11 (68%CL), obtained by com-
bining the Doppler magnification dipole with Planck, are
E11 < 0.06 with DESI and E11 < 0.03 with SKA2, assuming
σκ = 0.3. Comparing with current constraints from Planck
Collaboration XIV (2016): E11 = −0.30+0.18−0.30 (68% CL), we
see that the Doppler magnification dipole is again expected
to improve the constraints by one order of magnitude.
To understand the different constraining power of the
Doppler magnification dipole versus RSD, it is first infor-
mative to compare the cumulative signal-to-noise of these
two probes. The signal-to-noise for the Doppler magnifica-
tion dipole within SKA2, for 0.1 ≤ z ≤ 0.5 and 40 ≤ d ≤
180 Mpc/h is of 70 for σκ = 0.3. For RSD, we can calculate
the signal-to-noise of the monopole and quadrupole, using
the specifications of the CMASS DR11 sample (Samushia
et al. 2014) used for the Planck constraints (Planck Col-
laboration XIV 2016). Using the publicly available code
COFFE (Tansella et al. 2018) to calculate the signal and
covariance matrices, we obtain a cumulative signal-to-noise
of 80 for 24 ≤ d ≤ 152 Mpc/h. This shows that the precision
with which the Doppler magnification dipole will be mea-
sured with SKA2 is similar to the precision of current RSD
measurements.
Since the deviations in the Doppler magnification
dipole are similar to those in the multipoles of RSD (see
Figs. 2 and 4), we would then expect similar constraints
on B0 and E11 from these two probes. The fact that we
find instead an order of magnitude improvement with the
Doppler magnification dipole is due to the fact that in
our analysis we fix the value of the bias. This automati-
cally breaks the degeneracy between modifications of grav-
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ity and bias evolution. On the other hand, RSD analyses
consider the bias as a free parameter. Combined measure-
ments of the monopole and quadrupole allow us then to
measure separately the combination b(z)D(z, k)/µ(z, k) and
f (z, k)D(z, k)/µ(z, k), and therefore to break the degeneracy
between bias evolution and modifications of gravity for a
given model. However, due to measurement uncertainty,
this degeneracy is in practice only partly broken, leading to
a degradation of the constraints compared to our analysis.
Our analysis is therefore in this sense too optimistic: includ-
ing the bias as a free parameter and marginalising over it
would degrade the constraints from the Doppler magnifica-
tion dipole. A full analysis should provide joint constraints
from the monopole, quadrupole and hexadecapole of RSD
and the Doppler magnification dipole. This would however
require to compute the covariance of the dipole with the
RSD multipoles, which is highly non-trivial and beyond the
scope of this paper. For this reason we assume that the bias
will be tightly determined by the RSD multipoles, and we
use the Doppler magnification dipole as an additional probe
of the growth rate.
Finally, let us mention that the Planck constraints on
B0 are highly sensitive to how a degeneracy between τ, As,
and B0 is broken. With Planck CMB measurements alone,
the upper limit is B0 < 0.79 (95% CL), which is reduced to
< 0.69 when BAO, Type Ia supernovae, and H0 (‘BSH’)
measurements are added. Further adding RSD measure-
ments reduces the upper limit to < 0.90 × 10−4 however
– an improvement of around four orders of magnitude! The
explanation for this dramatic improvement is that even rel-
atively weak constraints on structure formation (i.e. those
providing measurements of σ8(z)) are sufficient to break the
degeneracy with τ and As and therefore tightly constrain
B0. This effect is not captured by our forecasts, which only
use the Planck constraints as a prior on the standard cosmo-
logical parameters; if B0 were included in our Planck prior
Fisher matrix, a similar effect would be observed when com-
bined with the Doppler dipole Fisher matrix, as this also
constrains the growth rate of structure.
For completeness, forecast constraints on all parame-
ters of the scale-independent and f (R) models that we con-
sidered are shown in the left and right panels of Fig. 9
respectively.
The marginalised constraints on the B0 and E11 pa-
rameters are shown as a function of redshift in Tables 2
and 3 respectively. For both models, and both SKA and
DESI, the constraints are best in the lowest redshift bin,
and get gradually worse with increasing redshift. This be-
haviour is more pronounced for the constraints on B0 than
on E1. From Fig. 6 we see that the variance decreases with
redshift, due to the larger volume available, which reduces
the cosmic variance. On the other hand, the signal itself
also decreases with redshift due to the coefficient 1/(Hr)−1
in front of the dipole. The balance between these two ef-
fects is furthermore weighted by the strength of the devia-
tions from ΛCDM, which is different for the two models. In
both cases, the regime 0.1 ≤ z ≤ 0.5 is well adapted to the
analysis. This regime has also the advantage that the grav-
itational lensing contribution is always strongly suppressed
and can therefore be safely neglected. It is notable that the
predicted constraints from SKA2 are always around a fac-
tor of two better than for DESI, irrespective of the value
of σκ that is assumed. This is primarily due to the signifi-
cantly larger survey area of SKA2, despite it having a lower
Table 2.Marginalised constraints on the B0 parameter, obtained
at each redshift bin with two different values of σκ .
σκ z SKA2 (95% CL) DESI (95% CL)
0.3
0.15 < 7.15 × 10−6 < 1.55 × 10−5
0.25 < 1.04 × 10−5 < 2.32 × 10−5
0.35 < 1.60 × 10−5 < 3.56 × 10−5
0.45 < 2.49 × 10−5 < 5.61 × 10−5
0.8
0.15 < 1.56 × 10−5 < 3.60 × 10−5
0.25 < 2.48 × 10−5 < 5.72 × 10−5
0.35 < 3.95 × 10−5 < 9.03 × 10−5
0.45 < 6.25 × 10−5 < 1.44 × 10−4
number density than the DESI sample in the lowest redshift
bins.
In all of the cases we have considered so far, the
Doppler dipole measurement is strongly affected by the
intrinsic error on the galaxy size, σκ . This error is espe-
cially important at larger z, where the cosmic variance is
small and the intrinsic error becomes therefore the domi-
nant source of error (see Fig. 6). Fig. 10 shows results for
several different values of σκ , from the more optimistic value
of 0.3 that was used in the forecasts above, to a highly op-
timistic value of 0.01. The latter value is quite extreme,
and we make no claim that it can be achieved in practice
– galaxies are complex objects formed by messy nonlinear
processes, and so there will always be a significant amount
of scatter in the size distribution of any population (c.f.
Alsing et al. 2015b). There is some hope that galaxy sam-
ples (or proxy observables) can be selected to reduce the
scatter however; for example, the relationship between HI
mass and disk radius has a particularly low scatter of ≈ 0.06
dex (σκ ≈ 0.14) (Wang et al. 2016). As shown in Fig. 10,
the gain from reducing σκ from 0.3 to 0.1 is a factor of ∼2
for the f (R) model with B0 < 2.94 × 10−6, but only about
26% for the scale-independent model with E11 < 2.3 × 10−2
(95% CL). The prospects for reducing σκ even further are
unclear, as this would likely require a galaxy size measure-
ment method to be devised that does not inherently depend
on statistical galaxy size distributions, e.g. by using some
kind of non-statistical standard ruler. We are not currently
aware of any such method that could be used to make prac-
tical measurements however.
4 CONCLUSIONS
We have shown the potential of using the Doppler magni-
fication dipole, prescribed by Bonvin et al. (2017), to con-
strain departures from GR. To illustrate the sensitivity of
Doppler magnification to modified gravity, we have chosen
two toy models in the Parametrised Post-Friedmann for-
malism, one with a scale-independent growth rate, and one
f (R) model with a scale-dependent growth rate.
In the quasi-static regime within the scales of interest,
we have derived an expression for the peculiar velocity in
the two models. With our choice of parametrisation, the pe-
culiar velocity is sensitive to the function µ, which encodes
deviations in the growth equation (6).
We have then derived the cross-correlation between the
convergence and the galaxy number counts ξ∆κv in the two
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Figure 8. Joint marginalised constraints B0 − Ωm for the f (R) model (left) and E11 − Ωm for the scale-independent model (right).
Dashed blue and solid blue ellipses are 68% CL for the DESI survey, considering σκ = 0.8 and σκ = 0.3 respectively. Dashed red and
solid red ellipses are 68% CL for the SKA2 survey, using σκ = 0.8 and σκ = 0.3 respectively.
Figure 9. Constraints on all the parameters in the f (R) model (left) and the scale-independent model (right). All the ellipses are 68%
CL. Dashed blue corresponds to DESI with σκ = 0.8, solid blue to DESI with σκ = 0.3, dashed red corresponds to SKA2 with σκ = 0.8
and solid blue to SKA with σκ = 0.3.
Figure 10. Constraints on Ωm and the B0 parameter of the f (R) model (left) and E11 parameter of the scale-independent model (right)
for SKA2 + Planck (68% CL), for several different values of σκ .
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Table 3. Marginalised constraints on the E11 parameter, ob-
tained at each redshift bin with two different values of σκ .
σκ z SKA2 (95% CL) DESI (95% CL)
0.3
0.15 < 5.61 × 10−2 < 1.19 × 10−1
0.25 < 5.08 × 10−2 < 1.08 × 10−1
0.35 < 5.42 × 10−2 < 1.13 × 10−1
0.45 < 6.50 × 10−2 < 1.33 × 10−1
0.8
0.15 < 9.36 × 10−2 < 2.10 × 10−1
0.25 < 9.52 × 10−2 < 2.11 × 10−1
0.35 < 1.07 × 10−1 < 2.34 × 10−1
0.45 < 1.30 × 10−1 < 2.83 × 10−1
models, and we have compared it with that of GR. As ex-
pected, the difference between the scale-independent model
and GR is constant at all separations d. It is however red-
shift dependent, decreasing at higher redshift. On the other
hand, the scale-dependence of the f (R) model modifies the
shape of the dipole. The departure from GR exhibits then a
minimum at small separation and then constantly increases
towards large separation.
Since the Doppler magnification dipole should be de-
tected with a high signal-to-noise in SKA2 and DESI, we
have used these surveys to forecast constraints on the pa-
rameters E11 and B0 that encode deviations from GR in the
two models. We have found that for DESI the constraints
on B0 and E11 are expected to be similar to current RSD
constraints. The constraints from SKA2 are expected to be
one order of magnitude better. This improvement is how-
ever mainly due to the fact that we fix the bias in our
analysis.
We have used four tomographic bins to get the con-
straints on both B0 and E11. To investigate which tomo-
graphic bin provides the constraining power, we have com-
puted constraints as a function of redshift bin for the two
surveys and found that the resulting constraints decrease
with redshift, in other words the constraining power mainly
comes from the bin at low redshift (z = 0.15). Overall, con-
straints from SKA2 are approximately twice as tight as
those from DESI at all redshift bins.
To get an idea of how sensitive to the errors on size
measurement the constraints are, we have chosen optimistic
and pessimistic cases with σκ = 0.3, 0.8 respectively. We
have found that decreasing σκ from 0.8 to 0.3 improves the
constraints by a factor of 2. We have also explored how the
constraints vary if we decrease σκ from 0.3 to the (unreal-
istic) value of 0.01, finding an improvement by a factor of
∼ 10 for the f (R) model and by a factor of ∼ 1.6 for the
scale-independent model. This shows that the error on size
measurement is the dominant source of uncertainty in the
dipole.
Finally, let us mention that in our analysis we have
considered only two specific models: an f (R) model which
modifies the growth rate at both small and large scales, and
a scale-independent model. If on the other hand, we would
have modifications of gravity that are significant only at
large scales, then we would expect the Doppler magnifica-
tion dipole to be more sensitive to these modifications than
RSDs. As discussed above, the Doppler magnification dipole
has one factor of k/H less than RSD, making it especially
sensitive to modifications at large scales.
We conclude that the Doppler magnification dipole,
considering future surveys like SKA, has good prospects for
investigating modification of gravity on sub-horizon scales.
In the event that RSD measures a departure from GR in the
future, it will be crucial to check this result with an inde-
pendent probe. Our analysis shows that the Doppler mag-
nification dipole does provide an alternative way of testing
GR with peculiar velocities: despite having a lower signal
to noise than RSD, it is sensitive to different systematics
and is therefore complementary to RSD.
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