Introduction
Digital holography (DH) allows capturing of the complex field amplitude propagating from an object, rather than its intensity, thus providing threedimensional (3D) information. The recording process involves semiconductor-based imagers while the reconstruction is performed using numerical calculations on a computer [1] . DH is used in many areas including 3D imaging, digital holographic microscopy, aberration correction, holographic interferometry, and object topographic and tomographic imaging.
In this paper, we provide an overview of the theoretical aspects and present examples of applications of compressive sensing (CS) theory in DH. CS has been a rapidly growing signal acquisition paradigm since it was first introduced in 2004 [2] [3] [4] [5] . In contrast with the contemporary sensing paradigm, which attempts to sample as much data as possible, CS theory offers a mathematical framework which allows us to reconstruct the data from a substantially smaller number of measurements than those imposed by the Shannon-Nyquist theorem. This, in turn, enables the design of more efficient imaging configurations and the possibility to extract more information with existing and well-known imaging setups.
When designing or analyzing a system according to the CS theory, two main ingredients of the CS theory should be considered. The first one is the sparsifying operator typically used to transform the object from its spatial representation to another domain in which it has a sparse representation. If the object consists of a number of N pixels, the sparsifying operator is used to generate its lossless (or compressible) representation with only S coefficients. A signal that can be sparsified this way is often referred to as S-sparse signal. The sparsifying operator can usually be represented by some well-known mathematical transforms such as discrete cosine transform (DCT) or wavelets. The sparsity assumption is valid in many cases where natural objects are sensed and it is used in every modern digital image compression technique. The second ingredient to be considered is the sensing mechanism. The CS theory postulates that the object needs to be projected to a signal space, e.g., Fourier, random Gaussian projections, etc., that holds low similarity (referred to as low coherence) with the data's sparsifying operator. By satisfying this condition, the CS theory shows that the signal can be accurately reconstructed using only M OS log N samples. The signal reconstruction process is usually carried out by applying an algorithm designed to solve an ℓ 1 -norm minimization problem [2] [3] [4] [5] [6] .
The main body of theoretical CS literature has focused on random sensing mechanisms. The implementation of such random sensing mechanisms has been proposed in imaging applications [7] [8] [9] [10] [11] using spatial light modulators or phase masks. Such implementation is not trivial due to possible alignment and calibration issues. Single pixel sensing using random projection was also proposed, but this process requires about S log N time multiplexed exposures [12] [13] [14] [15] .
In this overview paper we focus on DH, which is shown to be a physically realizable, simple yet efficient CS mechanism. This suggests that we may use the different DH recording setups that were established since the introduction of holography back in 1948 by Gabor, and combine them with CS theory in order to improve holography applications and create new and exciting ones.
Sparsity-promoting object reconstruction has been applied in holography [16, 17] , but probably the first published formulation of holography as a CS problem was suggested by Brady et al. in [18] , where a single acquired Gabor hologram was used to infer a tomographic 3D datacube. Many compressive digital holographic sensing applications were subsequently demonstrated, using different setups and having different goals. Amongst them we may mention compressive Fresnel holography [19] , off-axis frequency shifting holography [20] , millimeter wave compressive holography [21] , off-axis holography of diffuse objects [22] , sectioning from optical scanning holography [23] , super-resolved wide field fluorescent microscopic holography [24] , recovery of an object from holography in low illumination conditions [25] , reduced scanning effort in incoherent multiple viewprojection holography [26] , video rate microscopic tomography [27] , the use of compressive holography to see through partially occluding objects [28] , singleshot acquisition of spatial, spectral, and polarimetric information using a single exposure acquired hologram [29] , and nanometer accuracy object localization [30] . This growing stream of publications shows the importance and future role of combining DH with the CS paradigm.
The rest of the paper is organized as follows: in Section 2, we present necessary CS preliminaries and an acquisition model for compressive digital holographic sensing. In Section 3, we overview several of the compressive DH sensing applications developed in our group: compressive Fresnel holography, reconstruction of partially occluded objects using a single acquired hologram, incoherent multiple view projection (MVP) holography, and also the compressive single exposure in-line (SEOL) setup with its advantages over compressive standard Gabor holography. We conclude in Section 4.
Compressive Digital Holography Acquisition Models

A. Compressive Sensing Preliminaries
This subsection presents a very brief CS overview necessary for following sections. Let us define the acquisition model by g Φf ΦΨα;
(
where g is our measurement (e.g., object's field), f is the input object, Φ is the sensing operator, Ψ is the sparsifying operator (e.g., wavelet), and α is an S-sparse signal. In the cases where we deal with 2D or 3D signals, the vectors f and g represent a lexicographic reordering of the object and measured data. Regarding dimensions, if g is an M dimensional vector and the object, f , is an N dimensional signal, then in the CS paradigm, M < N and S ≪ N. In order to understand when recovery of the S-sparse signal α is possible, we need to define the system's coherence parameter. There are several definitions for the coherence parameter, and in this work we use two of them, each one for its appropriate type of acquisition model. Compressive Sensing by Uniform Subsampling at Random. In this measurement scheme, we uniformly place our detectors at random in our measurement plane [4, 6] . Mathematically it is described as uniformly picking M out of N rows of Φ at random, where Φ is an N × N matrix describing the optical sensing operator in nominal sampling conditions. In this case, the appropriate coherence parameter definition is
where ϕ i is a row vector of Φ and ψ j is a column vector of Ψ. Thus, μ 1 measures the incoherence, or dissimilarity, between sensing and sparsifying operators. In the common case that Φ and Ψ are considered to be orthonormal bases it can be shown that 1= N p ≤ μ 1 ≤ 1 [4, 6] . According to the CS theory, the signal can be reconstructed by taking M uniformly at random projections obeying [4, 6] :
It is clear from Eq. (3) that the smaller μ 1 is, the smaller is the relative number of measurements required to allow accurate reconstruction of the signal. We note that the CS ratio, M=N, is actually the system compression gain. The "uniformly at random" sampling scheme describes situations when one wishes to design a system where only a relatively small number of detectors are allowed, e.g., the cost of each detector is substantial.
Compressive Sensing by Structured Subsampling. This sampling scheme refers to the case where we cannot idealize the subsampling mechanism to be randomly uniform or that the sensing operator cannot be considered as an orthonormal basis (prior to its subsampling). In this case, the coherence parameter should be calculated as follows [5] :
where ω i is the column vector of Ω ΦΨ and k · k 2 is the ℓ 2 norm. It can be shown that N − M=MN − 1 p ≤ μ 2 ≤ 1 and, using this definition, an S-sparse signal reconstruction guarantee is given by [5] :
As μ 2 gets smaller, we can accurately reconstruct higher dimensional S-sparse signals. The structured subsampling case is more suitable for describing sensing mechanisms where we wish to extract more information from a measurement where its subsampling mechanism is imposed by the physical attributes of a given system, as we shall see in the rest of the paper.
After describing the minimal number of samples needed, we shall briefly discuss the reconstruction method. Usually CS is carried out by solving an ℓ 1 -norm minimization problem stated in general as follows:
Algorithms solving Eq. (6) seek the solution with the smallest ℓ 1 -norm from all possible solutions for the signal sensing model g ΦΨα. Under the conditions of CS framework, the minimization of the ℓ 1 -norm gives the same solution as finding the smallest ℓ 0 -norm, i.e., the sparsest possible solution. Another extensively used minimization problem is formulated using total variation (TV) minimization [31, 32] as follows:
In recent years, many solutions have been proposed in order to efficiently solve problems similar to Eqs. (6) and (7), such as two-step iterative shrinkage/thresholding [33] , total-variation solver [34] , a solution for large-scale sparse reconstruction [35] , sparse reconstruction by separable approximation [36] , and many others. Most of these solvers can be found and freely downloaded from [37, 38] .
B. Compressive Digital Holographic Sensing
In this subsection, we discuss reconstruction of an object where the measurement is given by its Fresnel transform. Let us consider the 2D free-space propagation conditions in the Fresnel approximation. The input object f x; y is illuminated by a plane wave of wavelength λ and the complex values of a propagating wave are measured at a plane which lies at distance z away from the input plane such that:
In order to measure gx; y any of the well-known digital holographic recording techniques can be used [1] . The quadratic phase term expf jπx 2 y 2 =λzg determines the behavior of the Fresnel integral. At the Fraunhofer approximation regime as z → ∞, the Fresnel transform becomes the Fourier transform. Fourier transform is extensively used in CS literature as a sensing operator [4, 6, 39] because it holds low coherence with the canonical (unit) and several wavelet expansions [40] . This serves as the main motivation for applying CS in DH. However, as z → 0, the captured field is virtually identical to the object's field. In such a case, the coherence parameter between the object and hologram plane receives its maximal value, meaning that the CS ratio M=N → 1, i.e., the relative number of measurements, needs to be exactly the same as number of pixels representing the object. Thus we see that the Fresnel sensing basis is dependent on the reconstruction distance z and the wavelength λ; therefore, the performance of compressive digital holographic sensing depends on these parameters as well.
In order to analyze the dependence of compressive digital holographic sensing on z and other optical system parameters, a numerical evaluation of the Fresnel wave propagation shown in Eq. (8) is needed. To do so, we need to distinguish between near and far field numerical approximations [41] . The numerical near field approximation is given by:
where Δx 0 , Δy 0 are object and CCD resolution pixel size and F 2D is the 2D Fourier transform. We assume that the size of the object and sensor size are 
where Δx z λz= N p Δx 0 is the output field's pixel size.
Let us consider the case where one wishes to design a sensing system that samples the object's diffraction field at some distance away from it using a small number of detectors. In this case the sensing system is best described using the randomly uniform subsampling scheme. If the object is sparse in the spatial domain, i.e., Ψ I, it is shown in [42] that the number of compressive measurements which are needed to accurately reconstruct the object is given by:
where N F denotes the recording device Fresnel number N F N Δx 0 Δy 0 4λz . Equation (11) determines that, as the working distance gets larger, N F decreases, implying that fewer samples are required in order to reconstruct the signal accurately. It is also shown in [42] that when the near field approximation is not valid, the far field numerical approximation can be considered, and the number of required measurements is given by
which remains constant regardless of working distance. A detailed calculation of the coherence parameter, μ 1 [Eq. (3)], which yields Eqs. (11), (12) , can be found in [42] , along with supporting simulation.
A physical intuition about these results is illustrated in Fig. 1 and explained as follows: It is known that the object's diffraction pattern spatial spread is inversely proportional to its Fresnel number. Thus, as we move away from the object plane (and the Fresnel number decreases), each sample contains information about a larger portion of the object. This implies that discarding some of the samples is possible since the missing information can be extracted from other samples, practically reducing the number of samples which are required in order to accurately reconstruct the object.
When the object is not sparse in the spatial domain, i.e., the sparsifying operator Ψ ≠ I, the number of necessary measurements M may differ according to the coherence parameter μ 1 between the Fresnel transform and the sparsifying operator. Unfortunately, deriving analytical results such as those in Eqs. (11), (12) for other sparsifying operators can be extremely tedious. However, we would like to show that the trend of the analysis shown in [42] and predicted by Eqs. (11) and (12) is valid for other popular sparsifying transforms. In order to illustrate this, we have picked several popular sparsifying wavelet bases. In Fig. 2 , we show simulated results for the normalized samples number ratio M=S, obtained for a 1024 × 1024 USAF 1951 resolution target, where the sparsifying bases are Haar, Coiflet, and Symlet wavelet expansions, together with those obtained with the canonical representation Ψ I. In order to reflect only the dependence of the number of required samples, M, on z, the curves in Fig. 2 were normalized to the sparsity level, S, which may depend on the wavelet type being used (for example, in this simulation, the Haar expansion yielded S=N 0.017, the Coiflets expansion yielded S=N 0.024, the Symlet expansion yielded S=N 0.025, while S=N 0.21 for the canonical basis). It is witnessed from Fig. 2 that the ratio M=S obtained with various wavelet sparsifying operators Ψ share the same trend as predicted by Eq. (11) for Ψ I [42] , i.e., monotonically decreases with the working distance, z, until it approaches a constant asymptote, as predicted by Eq. (11). Figure 2 also shows that the lowest M=S ratio is achieved by the canonical sparsifying basis, as expected.
To conclude this section, we have demonstrated that acquiring the Fresnel diffraction field of an object using holographic techniques is an efficient sensing mechanism for the recovery of sparsely represented 2D images. Several applications that use these properties were already demonstrated in the literature. Some of them will be described in the following section.
Compressive Digital Holographic Sensing Applications
A. Hardware Design Using Compressive Fresnel Holography
In the previous section, we have presented the theoretical background underlying compressive digital holographic sensing. In this subsection, we consider holography-based applications which take advantage of the CS paradigm in order to substantially reduce the required number of detector pixels, while still maintaining the high reconstruction fidelity of the scene. These properties may be useful for reducing detector costs or scanning effort, or for extracting more information from a measurement. This may be of particular importance for holography in various spectral regimes, for incoherent holography, or for improving imaging performance.
Uniform random subsampling of a holographic recorded Fresnel field was considered for phaseshifting DH in [19] , and for frequency shifting and off-axis holography in [20] . In both demonstrations, multiple exposures were taken with only a fraction of the pixels used to reconstruct the image plane. The results in [20] were later extended in [25] for holography in low-illumination conditions at rapid frame acquisition speeds.
When considering the subsampling scheme in a compressive digital holographic system, one may want to take advantage of the spatial distribution of the sparse coefficients obtained according to the optical setup, and not to just uniformly place detectors at random across the sampling plane as prescribed by the conventional CS theory. In [19] , it was shown that better reconstruction results are achieved when the sampling process puts more emphasis on sampling near the origin of the recorded Fresnel hologram, and less emphasis as we move away from the origin, according to some (nonuniform) probability density function. Hints for the usefulness of such a sampling scheme may be found in [43] in the context of nonuniform regular sampling of Fresnel fields. In compressive digital holographic sensing, the choice for the nonuniformly random subsampling scheme is motivated in [19] via phase space analysis. Alternative motivation is also given in [44] . Both approaches can be intuitively explained by using the fact that more spatial information is concentrated at the center of the detector, or low frequency region, and it cannot be considered sparse in this region, while the average spatial information density decreases as we move away from the origin.
Here, we demonstrate a compressive digital holographic sensing off-axis experiment. We recorded a single shot off-axis Fresnel hologram of a 5 New Israel Shekel (NIS) coin, shown in Fig. 3(a) . The Fresnel backpropagation from the 1 order region of interest is shown in Fig. 3(b) . We then subsampled the hologram uniformly at random as shown in Fig. 3(c) , where 8% of the pixels were used. The reconstruction result from the uniformly random subsampled hologram using backpropagation is shown in Fig. 3(e) , while reconstruction using the CS approach is shown in Fig. 3(f) . The reconstruction is carried using the Haar basis with TV minimization [19] . Next, we repeated the procedure; however, this time the hologram was subsampled according to the proposed variable sampling scheme [see Fig. 3(d) ], using again only 8% of the pixels. The reconstruction result from the variable subsampled hologram using backpropagation is shown in Fig. 3(g) , while CSbased reconstruction results for this subsampled hologram are shown in Fig. 3(h) . The general advantage of CS over backpropagation is also evident when examining Fig. 3 . In order to provide a fair quantitative comparison between the subsampling schemes, we stopped both minimization procedures after the same number of iterations. While the region of interest PSNR difference is just about 1.8 dB, the visual quality of Fig. 3(h) is much improved in relation to Fig. 3(f) .
Compressive Fresnel holography can also be applied in order to extract superresolved information. We may note the work by Coskun et al. in [24] , where the inline holography framework was used to extract superresolved fluroscence beads and the more recent work by Liu et al. [30] , where a compressive digital holograhphy inline setup was used in order to localize a moving object at an accuracy of 1=45th the detector's pixel size.
Another application of compressive Fresnel holography is the reconstruction of multidimensional images (e.g., polarization, color, etc.) as proposed in [29] . The main idea in [29] is that, since compressive digital holographic sensing allows reduction in the number of sensors, multidimensional object information can be captured with a single camera. One can therefore reconstruct multidimensional data with a single shot and without the need of detection hardware for each dimension.
To conclude this subsection, compressive Fresnel holography allows the design of new holographic systems along with the possibility to extract more information from applied holographic recording systems.
B. Compressive Digital Holography for Reconstruction of an Object Set Behind a Partially Occluding Environment
The attempt to recover a target object which is partially occluded by other objects in the scene has been an active area of research in recent years. Most of the techniques involve multiaperture systems, commonly referred to as synthetic aperture systems [45] [46] [47] [48] [49] [50] . Using the multiaperture strategy, different views of the partially occluded object are obtained from which the object may be revealed with the help of appropriate synthesis algorithms.
In [28] , it was suggested to recast the partially occluded object recovery as a CS problem, where the sensing mechanism is based on the Fresnel transform of the object. The approach is briefly described in the following paragraphs.
The schematic optical setup is shown in Fig. 4 . Let us assume that the input object f x; y is illuminated with a coherent plane wave of wavelength λ. The object's wavefront propagates a distance z 1 and hits a partially occluding plane ox; y. The truncated and distorted wavefront propagates another distance z 2 until it reaches the CCD sensor. This wavefront can be recorded using various holographic techniques.
The occluded object wavefront can be described as follows:
After discretization and applying the numerical far field Fresnel approximation given in Eq. (10) together with standard numerical Fresnel back propagation for distance −z 2 we obtaiñ gpΔx z1 ; qΔy z1 opΔx z1 ; qΔy z1
The forward sensing model in Eq. (14) can be described as a subsampling or distortion (given by the fact that o is not a clear aperture) of the object's Fresnel wave propagation. In this sense it resembles the CS scheme. However, unlike conventional CS, real world occluding environments are most likely to preserve some sort of structure, and certainly cannot be modeled as randomly drawn samples from a uniform distribution. This suggests that our ability to accurately reconstruct the object should be determined by μ 2 and Eq. (5). For the numerical far field approximation, it is shown in [28] that the coherence parameter μ 2 is given by:
where ⊗ denotes the correlation operator, k · k 2 is the ℓ 2 -norm operator, andÔ is the two dimensional Fourier transform of o,Ô F 2D fog. The indices 0 ≤ m, l ≤ N − 1 denote the sensing matrix columns, as shown in Eq. (5). Equation (15) holds for the common case where Δx z1 λz 1 = N p Δx 0 [1, 41] , while for the more general formulation the reader is referred to [28] . The result in Eq. (15) formulates the coherence parameter dependence on the structural properties of the occluding plane. The number of S-sparse signal elements that can be accurately recovered is inversely proportional to μ 2 , according to Eq. (5). For example, if there is no occluding plane (i.e., no subsampling), thenÔ δm − l and, therefore, μ 2 → 0, which means any S-sparse (S ≤ N) signal can be recovered.
In the following, we illustrate the effectiveness of the method using a simulation. Real experimental results are given in [28] . The object, which is shown in Fig. 5(a) , is the 512 × 512 pixel resolution chart image with 5 μm pixels. A hologram recording process is simulated, where the occluding plane is composed from a totally opaque central region with an X shape [ Fig. 5(b) ] which occludes 44% of the propagated field area, where the nonopaque regions represent a complex random media. The distance between the object and the occluding plane was assumed to be 205 mm and the distance between the occluding plane and the CCD was 410 mm. The CCD is composed of 256 × 256, 20 μm pixels, which represent a 2 × 2 spatial averaging due to pixelization effect. Finally, noise is added such that the hologram's signal to noise ratio (SNR) is 30 dB. Naïve reconstruction from the subsampled, noisy hologram of the occluded object using numerical backpropagation is shown in Fig. 5(c) . By recasting the reconstruction as a compressive digital holographic sensing problem, a substantially more accurate object reconstruction can be obtained as shown in Fig. 5(d) , where the reconstruction was done using the Haar basis with TV minimization [19] .
Thus we have shown that, by using a CS formulation scheme for holographic imaging of objects located behind a complex, partially occluding media, an almost exact recovery is possible. This can be achieved using a single shot with an off-axis holography setup or a small number of nonmoving acquisitions using a phase-shifting holography procedure. The results are applicable to partially opaque, turbid, or nonlinear media, where its physical properties are known in advance, or can be extracted during the object sensing process [28] .
C. Simplifying Acquisition in Multiple View Projection Holography
Compressive digital holographic sensing was also demonstrated to dramatically improve the performance of MVP holography [51] . MVP holography is a method to obtain a digital hologram using a simple optical setup operating under spatially and temporarily "white" light illuminating conditions. The method requires only a conventional digital camera as a recording device. This avoids limitations often associated with coherent measurements such as using high coherence and high intensity sources and the requirement for stability of the optical setup.
The MVP method is basically divided into two steps as illustrated in Fig. 6 . The first one is a scene acquisition step, in which multiple views of the scene are acquired by a camera translation. This step usually involves a tedious scanning effort because it requires a separate camera exposure for each hologram pixel generation [51] . For instance, in order to record a hologram suitable for high definition display, 1080 × 1920 ≈ 2.07 × 10 6 projections should be acquired. The second step is referred to as the digital stage, where each view is digitally multiplied by a corresponding phase functions, and added afterwards. This process ultimately yields a digital Fourier or Fresnel hologram [51] .
It was shown in [26] that by adopting the compressive digital holographic sensing approach to MVP holography, a significant reduction of the scanning effort in the acquisition step is possible. This is because (as discussed in Section 2), it requires about only M S log N hologram pixels in order to accurately reconstruct the scene. Therefore, only M S log N different views in the MVP method need to be acquired instead of N views. Hence, an accurate reconstruction of the 3D scene can be obtained with only a fraction of the nominal number of exposures.
Another advantage of the application of compressive digital holographic sensing to MVP is the ability to improve the tomographic sectioning of the scene. In multiple aperture systems, the axial resolution increases linearly with the extension of the system's baseline typically defined by its synthetic aperture. This means that the resolution of MVP is linearly proportional to the number of acquired views. However, as shown in [26] , when using the compressive digital holographic sensing scheme, the axial resolution increases at a higher rate than the required number of projections, by a ratio of N=S log N.
In Fig. 7 , we illustrate the benefit of CS applied to MVP holography using the following numerical experiment: A synthetic object composed from the letters Compressive digital holographic sensing (CDHS) was generated, where the letters DH were placed at one plane and the letters CS were placed in a more distant plane. A MVP hologram was recorded using only 3,275 projections [one of the projections is shown in Fig. 7(a) ] which are just about 5% of the nominal number of the 256 × 256 projections required in the multiple-view projection holography method. The obtained hologram is illustrated in Fig. 7(b) . Reconstruction using standard numerical backpropagation from the subsampled hologram is shown in Fig. 7(c) , while an improved axial and lateral resolution 3D object reconstruction from the subsampled hologram using the CS approach is shown in Fig. 7(d) , where the reconstruction was carried using TV minimization.
D. Single Exposure Inline Digital Compressive Holography
SEOL holography recording setup was proposed in [52] . The SEOL DH was designed for capturing dynamic events in a scene, a micro-organism, or its movement [52] [53] [54] [55] . As illustrated in Fig. 8 , SEOL DH utilizes a Mach-Zehnder interferometer setup to record the Fresnel diffraction field of the 3D object in a manner similar to phase-shifting DH. However, in contrast to phase-shifting online DH techniques, SEOL DH uses only a single exposure. Prior works [52] [53] [54] [55] that employ the SEOL holography setup have applied image processing, image recognition, and statistical inference techniques in order to perform tasks such as recognition, tracking, and visualization of micro-organisms. Although it was shown that most interference terms, i.e., bias and twin image effects, can be reduced or neglected in SEOL digital holographic microscopy [54] , there are still reconstruction distortions due to out of focus object fields located in other object planes, which may impair the analysis tasks.
In [56] , the CS object reconstruction method is shown to improve reconstruction results from its SEOL recorded hologram. The improvement is achieved by looking at the holographic recording as a compressive process as it projects 3D information into 2D recorded data [57] . Thus, recasting the object reconstruction as a CS problem, the object can be reconstructed without interplane crosstalk distortions. The improvement is illustrated in the numerical experiment shown in Fig. 9 . A semitransparent 3D object is presented in Fig. 9 (a). The object is modeled Fig. 6 . Illustration of compressive MVP incoherent holography [26, 51] . Using a CCD camera located at distance z 0 from a scene, K log N projections (denoted by p i ) are captured. Each acquired projection is digitally multiplied and summarized by a corresponding complex function to generate a subsampled hologram. to consist of 3 axial planes, and each plane has a different uniform scattering coefficient. The SEOL hologram recording is simulated and sectioning is performed by utilizing the CS-based reconstruction [56, 57] . A recorded SEOL hologram is shown in Fig. 9(b) . The object field was contaminated with a random circular Gaussian noise such that the SNR was set to 10 dB. Figure 9(c) shows the depth plane reconstructions from that hologram. By comparing Fig. 9 (c) to Fig. 9(a) , it is noticed that the axial sectioning is poor, and the reconstructed object at a given depth plane is distorted by artifacts originating from other depth planes. By adopting the CS (with TV minimization) framework to SEOL holography, improved axial sectioning of the object is shown in Fig. 9(d) . More real experimental and numerical results can be found in [56] .
Another property of the SEOL holography setup is that it can be considered as a heterodyne system. This enables the recording of digital holograms with an improved SNR by proper control of the amplitude partition for the reference and object arms. The SNR is a figure of merit in DH, and generally its improvement yields enhanced lateral object resolution details [56, 58, 59] . Combining this property of the SEOL setup, while introducing the CS formulation, has yielded improved axial resolution in comparison to compressive reconstruction from a Gabor holographic recording [56] .
We conclude that the SEOL digital holographic setup, combined with the supporting CS framework, can be considered an almost ideal 3D object inference digital holographic based system; it offers the high resolution and large field of view associated with Gabor holography, and provides the robustness and sensitivity associated with off-axis holography setup, along the rapid frame acquisition rate associated with Gabor and off-axis configurations.
Conclusion
We have presented the aspects of CS and the theoretical framework needed for its application in DH. A brief survey of compressive digital holographic sensing applications was presented for the design of optical systems, imaging of an object through a complex random and/or partially opaque media, reducing scanning effort, improving tomographic resolution in an incoherent MVP holography, and improving sectioning ability in inline holographic setup using the SEOL holographic recording technique.
We believe that future mutual synergies between DH and CS will enable us to extract more information from existing holographic applications and the design of new optical setups, which utilize the compressive digital holographic sensing framework. 
