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Supersymmetrization: AKSZ and beyond?
Vladimir Salnikov∗
RMATH, University of Luxembourg,
6, rue Richard Coudenhove-Kalergi L-1359 Luxembourg
In this paper we describe multigraded generalizations of some constructions useful for math-
ematical understanding of gauge theories: we perform a near-at-hand generalization of the
Aleksandrov–Kontsevich–Schwarz–Zaboronsky procedure, we also extend the formalism of
Q-bundles introduced first by A. Kotov and T. Strobl. We compare these approaches study-
ing some supersymmetric sigma models important in theoretical physics.
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I. INTRODUCTION / MOTIVATION
In this paper we present a couple of closely related mathematical approaches to the problem of
supersymmetrization, coming from theoretical physics. The main motivation is to provide a conve-
nient framework for studying the geometry behind gauge theories, and in particular supersymmetric
ones. In the recent years there appeared several papers written by physicists where some theories
are studied through lengthy “by hand” computations. We think that most of those can fit to a
general framework heavily relying on multigraded geometry.
The main object of analysis will be sigma models — very informally speaking those are func-
tionals between source (world-sheet) and target manifolds equipped with some geometry. Phrased
like this, it is a very general and flexible framework to study gauge theories. The main question is
what geometric structures provide convenient tools for reflecting the physics of the problem. We will
present a near at hand generalization of the classical Aleksandrov–Kontsevich–Schwarz–Zaboronsky
procedure ([1]) to multigraded manifolds used as source and target. We will also see the multigraded
version of the approach of [20] to studying gauge theories using Q-bundles and Q-morphisms. Main
examples we give, are related to super Poisson sigma models and super Chern-Simons theory. They
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2show that even though the Q-bundle approach formally permits to reproduce the AKSZ scheme,
using both of them can give an enlightening description from various perspectives, depending on
what questions one asks oneself.
The paper is organized as follows: The next section is devoted to basic definitions from multi-
graded geometry, it is backed up by the appendix A, where classical notions from super/graded
geometry are sketched. Section III is a straightforward generalization of the classical AKSZ pro-
cedure, we pay special attention to analysis of admissible structures on the source and the target.
In section IV we briefly sketch the Q-bundle approach pointing out key differences related to sev-
eral gradings. Various applications of these approaches are presented in section V, namely we see
whether adding super degrees of freedom to the source or the target lead to non-trivial supersym-
metrization of given theories.
II. MULTIGRADED GEOMETRY
In this section we set up the definitions related to multigraded manifolds – they will be necessary
both for the generalized AKSZ construction and for the Q-bundle approach. For this, we combine
the notions of super- and graded manifolds to define all the necessary geometric data on multigraded
manifolds and discuss various compatibility questions. For the sake of completeness (and to fix the
notations) the classical notions from super and graded geometry are recalled in the Appendix A.
A. Multigraded manifold
The definition of a graded manifold given in the appendix can be naturally generalized to several
gradings following the idea of [15]. Consider a manifold equipped with two commuting homogeneity
structures h1 and h2, that is the corresponding homothety operators that satisfy
h1t ◦ h
2
u = h
2
u ◦ h
1
t .
The coordinate transformations should preserve the eigenspaces of these operators. Such a manifold
will be called bigraded. The data of two homogeneity structures gives rise to the following diagram
3of graded manifolds
E
h2 //
h1

E2
h2
0

E1
h1
0 //M
where hi0 are the restrictions of the corresponding homotheties. This construction corresponds to
the existence of two commuting Euler vector fields, one then can choose a coordinate system which
will correspond to eigendirections of both maps, that is homogeneous with respect to the double
Z× Z grading. In the same way one can define multiple Z-grading.
In what follows we will be interested in defining a slightly different case of a bigraded manifold
being a “graded manifold over a supermanifold”. We make this distinction between Z2 and Z
gradings voluntarily, to stress the fact that they are independent and in the applications have
different “nature”: Z2-grading comes from the physics of the problem and is related to description
of bosonic vs fermionic degrees of freedom, while the Z ones are parts of the geometric machinery
we use to efficiently describe the problem. The construction is morally similar to the one described
in the previous paragraph: the Z-graded will be encoded in an Euler vector field (or equivalently
homogeneity structure), with the only requirement that it should be even with respect to the Z2-
parity coming from the super grading of the manifold. This is the analog of the requirement of
commutation between the homogeneity structures.
Given a parity even Euler vector field, one can again choose the bi-homogeneous (w.r.t.
Z × Z2-grading) coordinate system and view the resulting bigraded manifold as a supermanifold
(Mn|m,OM ) (the respective (Z2) parity will be denoted by p(·)) with an extra Z-grading on the
level of the sheaf of functions (denoted by gh(·)). For a fixed coordinate system xi, i = 1, . . . , n+m
the Euler vector field reads ǫ = gh(xi)xi ∂
∂xi
. The modified structure sheaf can now be viewed as
O = ⊕iO
i, such that for any homogeneous function f – subsection of Oi gh(f) = i.
The algebraic structure is then defined in a similar way as in the ordinary Z-graded case with
the only remark that for all operations one needs to keep trace simultaneously of the parity p(·)
and of the grading gh(·). Here one should note, that there are two possible sign conventions when
treating the bigraded objects:
Bernstein – Leites:
xα · xβ = (−1)(gh(x
α)+p(α))(gh(xβ )+p(β))xβ · xα
4and Deligne:
xα · xβ = (−1)gh(x
α)gh(xβ)+p(α)p(β)xβ · xα
These two conventions are equivalent in a sense that there is an isomorphism ([11]) from an algebraic
structure defined by one of them to the algebraic structure defined by the other. The definition
of bigraded given above is more suitable for the Bernstein–Leites convention, but in the physics
literature the Deligne one is also used. For the latter one the bigraded manifolds are defined via
this isomorphism. In what follows we will prefer the Bernstein-Leites sign convention and also
sometimes instead of p(·) we will keep track of the total parity par(·) ≡ (p(·) + gh(·)) mod 2.
The direct generalization of this construction is the multigraded manifold, when one assigns the
grading to any coordinate: gr(xi) = (pi1, . . . , p
i
k, gh
i
1, . . . , gh
i
l) ∈ Z
k
2 ×Z
l. Both sign conventions are
easily generalizable to multiple gradings: in the former, one just takes the sum of all the degrees, no
matter if they are Z or Z2; and in the latter the scalar product of two lines of degrees. In principal
between various couples of the Z and Z2 in gr(x) there could be different sign conventions, but
given a homogeneous function f(x) it is important to be able to assign some total ghost grading
gh(f) ∈ Z to it and distinguish whether the element is even (i.e. commuting with anything) or
odd (two such elements anticommute) – this distinction is done naturally if all the conventions are
Bernstein–Leites, otherwise the above mentioned isomorphism should be used.
This definition is already enough for applications, although one can extend it to the case of
G-graded objects, G being an abelian semigroup equipped with two semigroup homomorphism
par : G → Z2, called parity, and gh : G → N called ghost number. To recover the previous
construction consider G = Z × Z2 with gh(n, α) = n, and par(n, α) = (n + α) mod 2. That
corresponds to a bigraded manifold defined above with the Bernstein-Leites sign convention for
commutation relations.
The space of homomorphisms between two multigraded manifolds is also naturally multigraded.
As in the Z-graded case the space of homomorphisms between two vector spaces is defined by
Hom(V,W ) =
⊕
g∈G
Homg(V,W ) or Hom(V,W ) =
⊕
g∈Zk
2
×Zl
Homg(V,W ) where Homg(V,W ) is the
space of all linear homomorphisms of degree g, f : V → W, f(V k) = W k+g. A morphism is then
a homomorphism preserving the total degree (g ∈ G or g ∈ Zk2 × Z
l depending on the setting). We
will however be sometimes interested in the homomorphisms preserving only some degrees, so this
notion is more subtle.
5Remark II.1 In principal one can just consider G = Z×Z2 from the very beginning when looking
at one G-graded manifold. The only subtlety is that when one considers a morphism between two
G-graded manifolds their parity parts need not be coherent, it means that to have a well defined
category one needs to incorporate both parities into G and distinguish the manifolds by the parity
morphisms. The construction certainly remains valid if the Z2 parity of all the G-graded manifolds
in the category coincides.
Example II.1 Let us consider the N × Z2 product manifold T [1]Σ × R
p|q (N means Z≥0 here);
T [1]Σ is a standard N-graded manifold and Rp|q a Z2 superspace. If C
∞(U) ⊗ Λ(θ1, ..., θn) is the
structure sheaf of T [1]Σ and C∞(R)p ⊗ Λ(ξ1, ..., ξq) the corresponding one for R
p|q, the parity and
ghost morphisms are given by:
par : fi1..ikj1..jlθ
i1...θikξj1 ...ξjl 7→ (k + l)mod2
gh : fi1..ikj1..jlθ
i1 ...θikξj1 ...ξjl 7→ k.
Remark II.2 In general the space of functions on multigraded and even just on Z-graded manifolds
can present some difficulties from the functional analytic point of view, see the discussions in [9,
10, 17].
By a direct analogy with the section A 2 a the multigraded manifolds form a category MGMan
with Hom(M,N) = Hom(ON ,OM ). Two forgetful functors are defined: into GMan (keeping only
the gh-grading) and into SMan (keeping only the par-parity); in both cases in the target category
smooth functions of the even (degree 0) variables are added to the sheaf of functions. The space
of maps between two multigraded manifolds M and N can be functorially defined similarly to the
proposition (A.1).
B. Q and P structures on multigraded manifolds
Definition II.1 A bigraded Q-manifold is a multigraded manifold endowed with a Q-structure –
a ghost degree gh = 1 par-parity odd homological (i.e. self-super-commuting) vector field.
Typical examples in this paper will be produced from the following manifolds:
(Σn|m, dde Rham on Σ) – supermanifold with the de Rham differential acting only on the even part;
6(G[1], dCE) – super Lie algebra with the super Chevalley-Eilenberg differential,
(T ∗[1]M,Qpi) – shifted cotangent bundle associated to a super Poisson manifold.
As in the standard setting, a symplectic structure (a non-degenerate closed two-form)
ω = dxiωijdx
j is even if par(ωij) = par(i) + par(j) and odd if par(ωij) = par(i) + par(j) + 1.
Definition II.2 A P -structure is a ghost degree gh = 1, par-parity even symplectic structure on a
multigraded manifold.
A typical example will be a degree 1, par-parity even form ω = dpidx
i canonically associated to
ΠT ∗M (or T ∗[1]M), M being a supermanifold.
Remark II.3 For multigraded manifolds with several Z gradings we will systematically specify
which combination of ghost degrees should be equal to 1.
As in the ordinary (Z-graded) case a symplectic structure defines a bracket of two functions
(f, g) := ιXf ιXgω, where Xf is the Hamiltonian vector field of f , that satisfies ιXfω = df . For the
case of a P -structure this bracket is the analog of a Gerstenhaber or BV bracket. For a degree 0
parity even symplectic structure it is a super Poisson bracket.
A vector field X is compatible with the symplectic form if LXω = 0, where the usual notion of
a Lie derivative extends to multigraded objects by the graded Cartan’s formula:
LX = ιXd + (−1)
par(X)dιX .
Remark II.4 In general the definition of a Lie derivative should be compatible with the chosen sign
convention. Namely, the sign rule is v⊗w = (−1)sign(v,w)w⊗ v permits to define LX := [ιX , d]sign,
where [·, ·] is the graded commutator governed by sign(·, ·). In the case of a multigraded manifold
with the Bernstein–Leites sign convention, and par(·) being the sum of all degrees, one recovers the
above formula for LX , which reduces to the usual Cartan’s formula in the ungraded case.
Definition II.3 A multigraded QP -manifold is a multigraded manifold with compatible Q and P
structures.
If Q is Hamiltonian, its Hamiltonian function Q is of ghost degree 0 and of even parity, and satisfies
(Q,Q) = 0 (master equation).
7C. Integration
Definition II.4 A partial measure µ on a multigraded manifold M is a linear functional on the
algebra of all functions on M taking values in the gh = 0-graded functions (i.e. gh(
∫
µf) = 0). A
partial measure is homogeneous of degree (−n) if for homogeneous elements gh(
∫
µf) = gh(f)−n.
A partial measure is called non-degenerate if it defines a non-degenerate bilinear form on the algebra
of functions. Given a vector field Q, the measure µ is Q-invariant if
∫
µQf = 0, ∀f . The parity
of the defined measure depends on the number of odd variables integrated out. A full measure on a
bigraded (multigraded) manifold is a partial measure which is real-valued (or valued in an auxiliary
Grasmann algebra).
Example II.2 In the case ofM = T [1]Σ×Rp|q for Σ an orientable manifold with canonical measure
vol and the associated berezinian Ber on T [1]Σ; if ρ the berezinian on Rp|q the total measure is just
given by the tensor product, i.e. µ = Ber⊗ ρ.
Remark II.5 Constructing homogeneous non-degenerate measures on generic multigraded mani-
folds is not an easy task. We shall comment on the possible obstructions below after having defined
the multigraded AKSZ construction.
III. MULTIGRADED AKSZ
In this section we will assemble the previous definitions to formulate the “multigraded” analogue
of the AKSZ construction ([1]).
A. QP -structure on Y X
Theorem III.1 Consider two multigraded manifolds X (source) and Y (target). Let the source
X be equipped with a Q-structure D and a D-invariant homogeneous (gh-degree −(n + 1)) non-
degenerate measure µ; the target Y equipped with a Q-structure Q, compatible with the symplectic
structure ω, such that gh(ω) = n and the parity is opposite to the parity of µ. Then the space of
(multigraded) maps Y X can be equipped with a QP -structure. Moreover if ω is exact one can define
a functional on Y X satisfying the classical master equation.
8Proof. We construct the QP structure on the space Y X following the scheme reviewed in [6].
Q-structure. Define Q˜ = Dˆ + Qˇ, where Dˆ(x, f) = df(x)D(x), Qˇ(x, f) = Q(f(x)). Since the
superdiffeomorphisms of source and target induce respectively left and right actions on Y X , they
supercommute. That is Q˜ is a self-super-commuting vector field of appropriate multidegree as Dˆ
and Qˇ are Q-structures by themselves.
P -structure. Consider the evaluation map ev : X×Y X → Y, (x, f) 7→ f(x). This permits to
define a P -structure (of ghost degree 1) on Y X : ω˜ = µ∗ev
∗ω. ω˜ is clearly closed, its non-degeneracy
and closedness are guaranteed by the properties of µ and ω.
Compatibility. With the same argument as in [6] we can show that if the hamiltonian function
of Q with respect to ω is S, then the hamiltonian function of Qˇ with respect to ω˜ is Sˇ = µ∗ev
∗S,
that is (Qˇ, ω˜) is a QP -structure. Since µ is D-invariant, L
Dˆ
µ∗ev
∗ = 0. It means that (Q˜, ω˜) equips
Y X with a QP -structure. Moreover, if ω = dτ , then Dˆ is hamiltonian, Sˆ = −ι
Dˆ
(µ∗ev
∗τ). And for
hamiltonian Q one can define S˜ = Sˇ + Sˆ, which satisfies the master equation (S˜, S˜)ω˜, where (·, ·)ω˜
is the Gerstenhaber bracket on Y X associated to ω˜.
Remark III.1 Although technically the construction is rather similar to the classical (not multi-
graded) case this simplicity is a bit misleading. The essential difference is in the definitions of
admissible ingredients (measure, symplectic structure, compatibility etc.) since we are working in
a larger category of multigraded manifolds. Even the existence of those structures for some nat-
ural examples is not a trivial statement – we shall be more precise on this in the following two
subsections.
B. Target: Classification of supersymplectic structures.
Note that for the arbitrary super target, that is whenM is bigraded: Z×Z2, or more generally
multigraded, since the Q-structure influences only the ghost grading, the procedure above doesn’t
produce any difficulties as soon as the notion of Q-morphisms between two multigraded manifolds
is well defined (see also [6]). It explains, for instance, the fact that the idea of viewing the super
Poisson sigma model in the language of Q-bundles works well (cf. subsections VA, VB below).
Let us understand what can be used as a target of the AKSZ in the multigraded case. Since
the key difference to the ordinary approach consists in decoupling the Z2 parity from the Z ghost
9grading, we can consider all possible supersymplectic structures on a multigraded manifold. We
can formulate the following “classification” result which is a straightforward generalization of [28].
Proposition III.1 Symplectic structures on degree 1 bigraded manifolds are in one-to-one corre-
spondence with super Poisson structures, on degree 2 bigraded manifolds – with Courant algebroids
over a super manifold.
Example III.1 We can thus provide some natural examples of gauge theories fitting into the bi-
graded AKSZ construction described above: Poisson sigma model for the target being a supermanifold
with a Poisson structure, and Chern–Simons theory with the target being a super Lie algebra (a
relatively simple particular case of Courant algebroid).
These models are particularly interesting since they include the description of supergravity in 1+1
and 1 + 2 space-time dimensions. For the analysis of the super-Poisson case and also some details
of the super-Chern–Simons case see the subsections VA and VB.
Remark III.2 The usual application of the AKSZ procedure, which is is to provide a “shortcut” to
construction of the Batalin-Vilkovisky action, can be thus implemented for these theories
C. Source: measure on multigraded manifolds
For the super source there is however a serious obstruction, namely the measure which is
homogeneous, non-degenerate and invariant with respect to a given Q-structure does not always
exist. More precisely the following proposition holds true:
Proposition III.2 If the (non-negatively) multigraded manifold M admits a non-degenerate ho-
mogeneous measure then its sheaf of functions contains only nilpotent or ghost degree 0 generators.
Proof. Suppose that a non-nilpotent element of positive ghost degree exists. As µ should be non-
degenerate, the induced scalar product on C∞(M) should be also non-degenerate. In particular, for
any polynomial pk of degree k in this element there exists a function gk, such that
∫
µpkgk 6= 0. Since
M is ghost Z≥0-graded and pk can be of arbitrary degree this is in contradiction with homogeneity
of µ.
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For instance in the classical setting the usual example of a source manifold is T [1]Σ (for an
ordinary manifold Σ) equipped with the ddeRham and ordinary berezinian measure. If we now
replace Σ by a supermanifold Σp|q, then the super de Rham differential applied to odd coordinates
of Σ produces precisely the commuting elements of ghost degree 1 forbidden by the proposition.
It would be interesting to understand the relation of the bigraded AKSZ construction to the ordi-
nary one, since the main motivation for applying it is the supersymmetrization of sigma model. Ap-
parently considering possible bigraded source manifolds projecting to T [1]Σ equipped with dde Rham
when ignoring the super variables one does not have much choice: at least in the small degree case
the associated Lie algebroid construction ([23]) results in something close to a direct product of
T [1]Σ ×R0|p we will later comment on such examples.
There are however non-trivial cases when for a supermanifold a compatible pair (Q,µ) exists.
Example III.2 Let us consider M = R0|n – a purely odd vector space equipped with a Q-structure.
This corresponds to an n-dimensional Lie algebra structure (via the Chevalley-Eilenberg differen-
tial). The standard berezinian measure on M is compatible with a given Q-structure if and only
if HnQ(G,R) = R. Indeed, if one views Q as the map defining the cochain complex, vanishing of∫
Qf for any f is equivalent to the image of Q : Λn−1G∗ → ΛnG∗ being trivial. As for the reason of
dimensions Q always maps ΛnG∗ to {0}, that is KerQ|ΛnG∗ = R, it is equivalent to H
n(G,R) = R.
One can notice that the Hn(G,R) = R is related to G being a nilpotent Lie algebra. If G is nilpotent,
the cohomology is of dimension one, i.e. not vanishing.
In general the existence of the admissible measure should be of some relation to modular class
of the Q-manifold ([30]).
A natural idea is to consider the source manifold being a product: something like T [1]Σ×R0|p, or
more general (N1×N2, Q+Q
′, µ⊗µ′) in order to “transfer” the second factor to the target. Then the
degrees should be compatible, i.e. for aQP -manifoldM,Q2, ω the degree of a symplectic form on the
space Maps(N2,M) should be gh(ω) + gh(µ2). For arbitrary product source manifolds the AKSZ
construction on maps N1 × N2 → M should give an equivalent result as on N1 → Maps(N2,M)
if it is defined for both of them. We will see some examples when for Q′ = 0 it leads to on-shell
equivalent theory, but this will be better formalized in terms of section IVB.
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IV. MULTIGRADED CHERN-WEIL CONSTRUCTION
This section is devoted to description of Q-bundles that appear naturally in the context of
gauging. Formally, the approach introduced in [20] is more powerful than the AKSZ procedure, in
the sense that the latter permits to reproduce the former in a particular case, and also permits to
treat more general theories not fitting into the AKSZ scheme. We will however not profit much
from this fact and rather view two approaches as complimentary ones, that is stressing different
properties of the studied models.
A. “Usual” formalism
The strategy is to encode the fields of a gauge theory in a degree preserving map ϕ between the
Q-manifolds: source (world-sheet) (M1, Q1) and target (M2, Q2). In general a degree preserving
map ϕ between two Q-manifolds fails to be a Q-morphism, that is F = Q1ϕ
∗ − ϕ∗Q2 6= 0. But we
can cure the situation by lifting the picture to the shifted tangent bundle of the manifolds M1 and
M2 and defining the map ϕ∗Q1 −Q2ϕ, f :M1 → T [1]M2 covering ϕ.
T [1]M1
ϕ∗ // T [1]M2
M1
Q1
OO
f
;;
✈
✈
✈
✈
✈
✈
✈
✈
✈
✈
✈
✈
✈
✈
✈
✈
✈
✈
✈ ϕ //M2
Q2
OO
Then f∗ is a Q-morphism between the Q-manifolds (M1, Q1) and (M˜, Q˜) = (T [1]M2,dDR+LQ2),
where dDR is the de Rham differential on M2. Moreover, one can trivially extend ϕ, and thus f
to a mapping M1 →M1 ×M2, and M1 →M1 × M˜ = Mˆ respectively (we denote them by the
same letters), Mˆ is equipped with the Q-structure Qˆ = Q1 + Q˜. This gives the following diagram
(M1 × M˜) 	 Qˆ
pr1
vv 
Q1 M1
f
66
ϕ //M1 ×M2
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The key idea is to consider the Q-bundle defined by the projection pr1 – gauge transformations can
be then parametrized by εˆ – vector fields on Mˆ of total degree −1, vertical with respect to pr1:
δε(f
∗·) = f∗([Qˆ, εˆ]·). (1)
This simply-looking equation (1) has interesting consequences. For example it permits to give
a geometric interpretation of gauge symmetries for important theories, like the Dirac sigma model
(DSM) defined in [19] and studied in [32]. One can also interpret the gauge invariance in terms
of equivariant Q˜-cohomology of M˜, and thus replace the procedure of gauging by searching for an
equivariantly Q˜-closed extension of a given superfunction: in [32] the DSM is obtained in such a
way, and details about the twisted Poisson sigma model ([21]) can be found in [31].
Remark IV.1 A natural question to ask is how generic is the situation when one can proceed
with the above construction. For the world-sheet manifold usually there is no problem: one often
considers T [1]Σ as the Q-manifold (cf. example A.1). For the target according to [16] the Q-
structure exists when the dimension of the world-sheet is not too small, and field equations satisfy
a certain type of Bianchi identities, which is not a very restrictive condition. For the world-sheet
dimension equal to two it has been shown in [18], that whenever gauging of the Wess-Zumino term
is not obstructed, one recovers, modulo eventual degeneracies, a “small” Dirac structure, and thus
a Q-structure associated to it.
Remark IV.2 In the examples that interest us, the functional is the integral over the world-sheet
of a pull-back by f∗ of some natural object on the target. In the case of the Poisson sigma model,
this object is just a symplectic form, in this sense one can recover the AKSZ formalism.
B. Multigraded generalization
We clearly see, that combining the previous subsection with the definitions of multigraded Q-
manifolds from section II one can already formulate the generalization of [20] in a rather straight-
forward way, and there is no need to spell this out. Let us however stress one more important idea
in the context.
One of the messages of [4] (that somehow preceded [20]) is that one can view the solutions
of the field equations of the Poisson sigma model as morphisms of Lie algebroids and the gauge
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transformations can be identified with the Lie algebroid homotopies. Since according to [38] Lie
algebroids correspond to degree 1 Q-manifolds, the statement about Lie algebroid morphisms is
nothing but the idea that field equations correspond to Q-morphisms. But the other part of
the statement actually gives more information about the sigma model, since it permits to give a
conceptual geometric explanation of gauge transformations by associating them to Q-homotopies.
One can again formulate the multigraded version of the above observation. Given a multigraded
Q-manifold (M,Q) the manifold (M × T [1]I,Q + dI) is also a multigraded Q manifold, therefore
let us give the following definition:
Definition IV.1 Two Q-morphisms ϕ0 and ϕ1 between (multigraded) Q-manifolds (M1, Q1) and
(M2, Q2) are called Q-homotopic if for I = [0, 1] there exists a Q-morphism ϕ : (M1 × T [1]I,Q1 +
dI)→ (M2, Q2) of (multigraded) Q-manifolds, the restriction of which to the boundary components
M1 × {0} and M1 × {1} coincides with ϕ0 and ϕ1 respectively.
Going through the proof of the proposition in [4] one sees that the gauge transformations generated
by a commutator of the total Q-structure with a degree −1 vertical vector field on the total target
correspond to Q-homotopies. This observation is important, since it permits to study the space
of solutions of the gauge theory not writing explicitly the functional, namely having encoded the
source and the target geometries into Q-structures, consider the space of solutions modulo gauge
transformations which is identified to Q-morphisms modulo Q-homotopies. This approach is useful
since sometimes in physical applications the functional is not known or ill defined, but the equations
of motion still have a geometric interpretation.
V. APPLICATION TO SUPERSYMMETRIC THEORIES
We are now going to apply the developed formalism to analysis of some supersymmetric theories.
Our main examples will include the graded Poisson sigma model and super Chern–Simons theory.
The choice of these examples is motivated by the fact that in the ordinary (not multigraded)
case both of them fit into the AKSZ scheme. We will see what happens if the source and/or the
the target are supersymmetrized, mathematically it means that smooth manifolds are replaced by
supermanifolds.
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A. Super-target PSM
First we recover the generalized super version ([35], [12]) of the Poisson sigma model ([33]).
Recall that in an ordinary setting the Poisson sigma model is a gauge theory where the target
space is a Poisson manifold. The field content is the following: scalar fields Xi : Σ → M , 1-form
(“vector”) fields: Ai ∈ Ω
1(Σ,X∗T ∗M). The action functional:
S =
∫
Σ
Ai ∧ dX
i +
1
2
πijAi ∧Aj ,
where πij are the components of the Poisson bivector onM . One can equivalently say, that it is the
functional on vector bundle morphisms from TΣ to T ∗M , this will give rise to degree preserving
maps in the construction below.
In the super version M carries also a Z2 grading, that is some of the fields X
i, Ai are Grassmann
valued. The Poisson bivector is now also non-trivially graded. Actually the two super versions are
not equivalent in the graded case: in [35] S =
∫
AidX
i− 12AiAjπ
ji, in [12] S =
∫
dXiAi+
1
2π
jiAiAj.
But both of them reduce (up to a total sign) to the usual Poisson Sigma model if all the fields are
Grassmann-even.
Definition
Let us note, that written as above the super Poisson sigma model is not well defined in the
sense that the super (non-trivially Z2-graded) fields are parametrized by variables on a real (purely
Grassmann-even) manifold Σ. The first point to clarify is the definition of the “base” maps Xi ∈
Map(Σ,M), where M is a supermanifold. The standard way to cure this problem is the approach
of P -points: one adds a parameter space – a supermanifold P to the source manifold. Now the
maps from P ×Σ to M are well-defined, as both the source and the target are in the same category
of supermanifolds. Then we can view Σ itself as a supermanifold (by chance purely even, but it
doesn’t make any difference) and use the fact that Hom(P × Σ,M) = Hom(P,Hom(Σ,M)) (see
[36] and the appendix A for details). This equality should be considered as the equality of sets for
all P running over the category of supermanifolds. The left-hand-side of it is an honest set and
it defines implicitly the space of maps, that interests us: Xi ∈ Hom(Σ,M). The next step is to
define the “one-form” fields Ai. The procedure is essentially the same as before, one just has to
remember, that the pull-back of bundles X∗T ∗M is also well-defined.
So we see that although the construction is rather complicated, formally one can just forget
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the parameter part of the source and view the fields as scalars and forms on Σ with appropriate
commutation relations, depending also on the super-grading of the variables onM . The same thing
is true for the integrand of the functional S which is always Grassmann-even: one just has to be
careful about the order of the factors, because as can be seen from the two examples of [35] and
[12], different orderings produce non-equivalent theories. If one wants to define the integral itself
one considers the Berezinian measure on the parameter space, but in fact it also doesn’t influence
much the “physical” part of the theory, meaning that the integration along an ordinary manifold Σ
can still be performed formally. The only thing to have in mind is that the result doesn’t have to
be a real number as in the ordinary case, but can be Grassmann valued (cf. also the definition of
partial and full measures) that is for example, S =
∫
ΣAi ∧ dX
i − 12AiAjπ
ij ∈ C∞(P ).
Sign conventions
We are going to discuss the case of ([12]) and briefly comment on ([35]). In both articles the
Deligne sign convention is used to synchronize the differential form degree (∈ Z) with the super
grading (∈ Z2), we will also comment on the Bernstein-Leites sign convention in this context. As
mentioned in section II, due to the isomorphism between two sign conventions one can even consider
mixing them for multiple gradings, so this is not a conceptual choice.
So, first turn to the Deligne sign convention. In the Q-language the target manifold will be
M2 = T
∗[1]M - the cotangent bundle to M with the Z degree of the fiber variables shifted by
1. For a super function on M2 there is a well defined notion of a super hamiltonian vector field,
related to the canonical even symplectic form ω = dxidpi
Xf = {f, } = (−1)
|f ||i| ∂f
∂pi
∂
∂xi
− (−1)(|f |+1)|i|
∂f
∂xi
∂
∂pi
where |f | is the Z2 parity of f . It permits us to construct a natural Q-structure on M2: Q = XΠ
for the hamiltonian superfunction Π = 12piπ
ijpj. Let us note that the order of terms in Π as well
as the order of indeces in πij is important, as in the super case all these terms are non-trivially
Z2-graded: |π
ij | = |i|+ |j|, πij = (−1)|i||j|+1πji. |Π| = 0, so in local coordinates
Q = πijpj
∂
∂xi
+
1
2
π
jk
,i pkpj
∂
∂pi
The condition of Q being homological is equivalent to the super Jacobi identity for the Poisson
bracket on M , that is vanishing of the Schouten bracket of π with itself. Having Q one performs
the lifting procedure described in section IV and obtains the Q-morphism f , that should now
preserve separately both gradings: Z, coming from the shifts of fibers in the bundles, and Z2,
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coming from Grassmann parity of the fields, that is with the same remark as before we permit odd
functions on a purely even manifold Σ.
Defined like this, f possesses some nice properties permitting to describe the ingredients of the
sigma model. For example, for the gauge fields Aα = f∗(qα), qα being any canonical coordinate
on the target M2, the field strengths will be just F
α = f∗(dqα), so one recovers naturally the
equations of motion of the sigma model obtained in ([12]) in the form f∗(dqα) = 0:
dXi + πijAj = 0, dAi +
1
2
π
jk
,i AkAj = 0
As well as the gauge transformations:
δεX
i = πijεj , δεAi = −dε−
1
2
π
jk
,i εkAj
where εi are the components of a vector field ε = εi
∂
∂pi
on M2, and ε˜, lifted then to T [1]M2.
Moreover, one can easily see, that the integrand of the functional
SgPSM =
∫
Σ
dXiAi +
1
2
πijAj ∧Ai,
could be obtained by partial integration of the pull-back of the symplectic form ω = dxidpi, that
was used to define the hamiltonian vector field.
As for the second case ([35]), let us only give the starting point of the construction. The main
difference in comparison to the previous picture is that now it is more convenient to consider left
derivatives instead of the right ones, that is consider the vector fields on M as a right module and
differential forms as a left module. Certainly, it creates some changes in the form of the hamiltonian
vector fields on M but modulo this, one can just repeat the procedure taking the symplectic form
ω = dpidx
i and the hamiltonian Π = 12pipjπ
ji, and immediately recover the sigma model ingredients
from ([35]).n
Let us note that in the picture described above we actually had to deal with three gradings: a
Z2 Grassmann parity of the coordinates on M , and two Z-gradings coming from the shifts of the
gradings in T [1]T ∗[1]M . In order to make the Q − bundle construction work, the sign convention
between the latter two has to be the Bernstein–Leites one. This is not in contradiction to any
of the multigraded constructions defined above: at worst one has to go through the mentioned
isomorphism for each commutation relation to define the total sign. But it is still slightly artificial
to use the Deligne one for the Z2-parity. So below we describe the supersymmetric version of the
PSM with the Bernstein–Leites sign convention for the double grading.
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We again consider the target manifold M = T ∗[1]M . Now a super hamiltonian vector field will
have the form:
Xf = {f, } = (−1)
|f |(|i|+1) ∂f
∂pi
∂
∂xi
+ (−1)(|f |+1)(|i|+1)
∂f
∂xi
∂
∂pi
Taking the hamiltonian superfunction Π = 12piπ
ijpj we construct a Q-structure on M
Q = XΠ = π
ijpj
∂
∂xi
+ (−1)|i|+|j|
1
2
π
jk
,i pkpj
∂
∂pi
Here |πij| = |i| + |j|, πij = (−1)(|i|+1)(|j|+1)πji. |Π| = 0. The condition of Q squaring to 0 again
amounts to the Jacobi identity.
With the same procedure as before we obtain the equations of motion:
dXi + πijAj = 0, dAi + (−1)
|i|+|j|1
2
π
jk
,i AkAj = 0
As well as the gauge transformations:
δεX
i = πijεj , δεAi = −dε− (−1)
|i|+|j|1
2
π
jk
,i εkAj
And pulling back the symplectic form ω = dpidx
i we obtain the functional
SgPSM =
∫
Σ
dXiAi −
1
2
πijAi ∧Aj
As before, this picture also obviously reduces to the ordinary one when all the variables are Grass-
mann even.
B. Super-target Chern-Simons theory
We are now going to apply the strategy of Q-bundles to the supersymmetric Chern-Simons
theory. In contrast to the ordinary case, described as an example in [20], we consider the target
manifold being a super Lie algebra G, that is its generators ξa will carry a Z2 grading (we will
denote it |a|).
To follow the logic, discussed above one needs to consider the target space as a Q-manifold. The
natural way to do it is to take the Z graded shift of it with the Chevalley-Eilenberg differential as
a Q-structure (cf. example A.2). I.e. (M, Q) = (G[1], dCE), where local coordinates on M are ξ
a
with a double grading (|a|, 1) ∈ Z2 ×Z. As we have discussed in the previous subsection it is more
natural to consider the Bernstein-Leites sign convention for treating the multiple gradings, so we
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will present the computations only using it, noting that in the “non-super” (i.e. |a| = 0,∀a) case
the model reduces to the ordinary theory.
Q = dCE = ξ
bξcCabc
∂
∂ξa
Q2 = 0 is equivalent to the (Super) Jacobi identity for G. Equations of motion have the form:
F = dA+ [A,A]gr = 0,
where [·, ·]gr denotes the commutator coherent with the bracket defined for multigraded vector
spaces and the chosen sign convention. And gauge transformations:
δεA
a = dεa + εbξcCabc
The functional reads
S =
∫
Σ
AdA+ < A, [A ∧A]gr >,
where again we should make a remark about integrating odd variables over an even manifold.
C. Supersymmetrizing the world-sheet of the PSM leads to on-shell equivalent theory
We now turn to analysis of supersymmetric source (world-sheet) manifold, that is instead of
Σ2 we consider explicitly Σ2|m - a supermanifold with m Grassmann variables. As mentioned
before, properly defining the functional in this setting is difficult, so we study the space of Q-
morphisms modulo Q-homotopies between the multigraded manifolds appearing naturally in the
context. Certainly, extending Σ produces extra degrees of freedom to our model, but they also
produce more gauge symmetries. It turns out, that the following proposition holds true:
Proposition V.1 The theory resulting from the source supersymmetrization of the PSM is on-shell
equivalent to the original (non-supersymmetric) one.
To prove the proposition, we want to show, that the degrees of freedom are not physical, that is
one can remove them on-shell by appropriate gauge fixing. Let us introduce local coordinates on
Σ2,m: σµ for the even variables, and σa for odd. Then, one can expand the fields with respect to
Grassmann variables:
a∗(xI) = XI = XI0 (σ
µ) + X˜I(σµ, σa), a∗(pI) = AI = A
0
I + A˜I , ε = ε0 + ε˜
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where the index I runs over all the variables on M , including the Grassmann-odd. This expansion
also changes other ingredients of the sigma model, i.e. all the functions of X should now be
considered as superfunctions. For example: πIJ(X) = {XI ,XJ} = πIJ(X0) + π
IJ
,KX˜
K [+ . . .]. We
are interested in infinitesimal super variations of X, so one can consider all the expansions up to
second order terms in X˜.
Saying, that the super variations can be removed by gauge fixing, we mean that one can find
ε˜, s.t. X˜I = δε˜X
I and A˜I = δε˜AI – this would precisely give the desired Q-homotopy. The first
condition means, that X˜I = πIJ ε˜J , and is easy to satisfy. To see that let us consider two extreme
cases: when π# is invertible and when it is absolutely degenerate, i.e. vanishes. In the first case we
just take ε˜J = (π
IJ)−1X˜I , while in the second ε˜J = 0 and the X˜
I cancels because of the equations
of motion, having the form dXI = 0. The general case is the combination of two, that is we use
the trivial ε˜ on the kernel of π and the appropriate construction on the complement to it. The only
problem we can face is in the neighborhood of the singularities of π, where we can not define these
two subspaces. In this case one needs a more subtle argument like, that the differential d respects
the image of π, that is because of the structure of the equations of motion for X we always have a
solution ε˜.
Having constructed ε˜ one needs to check, that it satisfies also−A˜I = dε˜+π
JK
,I ε˜KAJ . The proof of
it is direct computation, using the equations of motion, as well as the explicit expansion of π(X0+X˜)
and Jacobi identity for it, not forgetting, that we consider infinitesimal gauge transformations, i.e.
all the equations are up to second order terms in “˜” variables.
Remark V.1 This equivalence is easy to understand in the case of the most simple Poisson sigma
model, when π = 0. The integrand then reduces to the expression of the form AIdX
I , the field
equations become the conditions of closedness of 1-forms and gauging consist of modifying the 1-
form field by the exact 1-form. That is the space of solutions modulo gauge transformations is
described the the corresponding cohomology. But since the cohomology of a supermanifold coincides
with the one of its body manifold addition of super degrees of freedom extends the space of solutions
by homotopies. This is coherent with the on-shell equivalence result.
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D. Supersymmetrizing the world-sheet of Chern-Simons
In this subsection we consider the multigraded manifolds in the context of world-sheet super-
symmetrized version of the Chern-Simons theory. The resulting theory can be again formulated in
the language of Q-manifolds.
Let us consider the world-sheet manifold as being the product of two Q-manifolds (M0 ×
M1, Q0 + Q1) and the target manifold (M2, Q2). We want to “transfer” the second factor of
the product to the target. To get a reasonable theory one needs to consider a new target manifold
M2
M1 - a space of maps from M1 to M2. There is a natural way to define a Q-structure on that
target, therefore one can proceed with the construction.
In the example that interests us the initial world-sheet can locally be viewed as T [1](Σ×ΠRm)
with the trivial Q-structure on the second factor. Then the resulting target turns out to be finite
dimensional M ≡ (G ⊗R ∧R
m)[1] = (T [1])mG. This is actually a (super) Lie algebra, with the
bracket [η1u1, η2u2] = η1η2[u1, u2], that is one can define a natural Q-structure on it Q = DCE the
Chevalley-Eilenberg differential on the total target, then the construction works as before, but on
the extended target space. Therefore, we have proven the following proposition:
Proposition V.2 The source supersymmetrized Chern–Simons theory can be reformulated as the
target-supersymmetrized theory with an extended algebra.
The question of equivalence of the theories thus reduces to analysis of super Lie algebras.
E. AKSZ in supersymmetrization
In this subsection we perform a sort of “by hand” supersymmetrization of some particular ex-
amples of the Poisson sigma model with small number of odd coordinates on the source. Those
fit precisely to the multigraded AKSZ procedure, namely to the case of product manifolds we
mentioned in the end of section III.
PSM (1,0)-SUSY.
Consider one odd coordinate on the world-sheet, i.e. M˜1 = M1 ×M2 = T [1]Σ × R
0|1 with
local coordinates ϑµ(1, 0), σµ(0, 0), θ(0, 1), numbers in brackets denote respectively the Z-grading
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occurring from the shift of the fiber coordinates of the bundle T [1]Σ and Z2-parity coming from
the superextension. The target is the usual one M3 = T
∗[1]M for M being an ordinary manifold,
with local coordinates: pi(1, 0), x
i(0, 0), the first Z-grading in the brackets comes from the shift of
the fibers of the cotangent bundle, the second trivial Z2-parity is induced by the source parity.
For the fields consider the space Hom(M˜1,M3), the notation Hom means that only the Z-
grading is preserved. That is the scalar fields have the form Xi(0, 0) = Xi0(σ) + θX
i
1(σ) and the
1-form valued fields: Ai(1, 0) = A
0
iµ(σ)ϑ
µ + θA1iµ(σ)ϑ
µ =: A0i + θA
1
i
With the standard Berezin integration on M˜1 the odd functional has the form
S =
∫
dθ
∫
AidX
i =
∫
A0idX
i
1 +A
1
idX
i
0. (2)
Or more generally in the presence of the Poisson bivector
S =
∫
dθ
∫
AidX
i +
1
2
πijAiAj =
=
∫
A0idX
i
1 +A
1
idX
i
0 +
1
2
πij(X0)A
0
iA
1
j +
1
2
πij(X0)A
1
iA
0
j +
1
2
π
ij
,k(X0)X
k
1A
0
iA
0
j (3)
We can now use the multigraded AKSZ construction to identify
Hom(M˜1,M3) ≃ Hom(M1,Hom(M2,M3))
equipped with the appropriate structures. Namely, for our choice ofM2 = R
0|1 andM3 = T
∗[1]M ,
Hom(M2,M3) ≃ ΠT (T
∗[1]M) where Π stands for the Z2-parity shift of the fiber coordinates of the
tangent bundle, with local coordinates: ψi(1, 1), v
i(0, 1), pi(1, 0), x
i(0, 0). The AKSZ construction
defines on this space of maps a symplectic form dpidv
i+dψidxi, that is we identify ΠT (T ∗[1]M) ≃
ΠT ∗[1]ΠTM , this permits to recover (using the Stokes’ theorem) the functional (2).
If we now consider the case of the Poisson sigma model then on T ∗[1]M there is a non-trivial
Q-structure Q0 = piπ
ij ∂
∂xj
+ 12pipjπ
ij
,k
∂
∂pk
giving rise (again by multigraded AKSZ construction) to
a Q-structure on ΠT ∗[1]ΠTM :
Qext = θ
(
(ψiπ
ij ±
1
2
piπ
ij
,kv
k)
∂
∂xj
+ (
1
2
ψipjπ
ij
,k +
1
2
piψjπ
ij
,k +
1
2
pipjπ
ij
,klv
l)
∂
∂pk
+(piπ
ij)
∂
∂vj
+ (
1
2
pipjπ
ij
,k)
∂
∂ψk
)
This Q structure together with the symplectic form mentioned above permits to recover the func-
tional (3). To simplify the computations we can notice, that Qext = θLQ0. Also one can check that
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only the antisymmetry and the Jacobi identity for the original Poisson bivector is needed for this
operation (especially when using the Stokes’ theorem). This computation is certainly trivial in the
case of vanishing π.
PSM (1,1)-SUSY.
Let us follow the same scheme for M2 = R
0|2, i.e. two odd coordinates θν(0, 1). Similarly, for
the fields consider Hom(M˜1,M3).
Xi(0, 0) = Xi0 +X
i
νθ
ν +Xi2θ
1θ2, Ai(1, 0) = Ai0 +Aiνθ
ν +Ai2θ
1θ2
Integrating with the Berezinian the functional reads
S =
∫
dθ1dθ2
∫
AidX
i =
∫
A0idX
i
2 +Ai2dX
i
0 +Ai[νdX
i
µ]. (4)
Or more generally in the presence of the Poisson bivector
S =
∫
dθ1dθ2
∫
AidX
i +
1
2
πijAiAj =
∫
A0idX
i
2 +Ai2dX
i
0 +Ai[νdX
i
µ] +
+
1
2
πij(X0)Ai0Aj2 +
1
2
πij(X0)Ai2Aj0 +
1
2
πij(X0)Ai[µAjν] −
−πij,k(X0)X
k
[µAi0Ajν] +
(
1
2
π
ij
,kX
k
2 −
1
4
π
ij
,klX
k
[µX
l
ν]
)
Ai0Aj0 (5)
Let us consider the gauge transformations of the functional (4).
δεX
i = 0, δεAi = dεi
The same thing works for π 6= 0, but symmetries will be dependent:
δεX
i = εjπ
ji(X), δεAi = dεi + π
jk
,i (X)Ajεk
One can obtain the functionals (4, 5) by the AKSZ construction, more precisely again use the
fact that Hom(R0|1,M) ≃ ΠT (M). One should just be careful while iterating this procedure for
R
0|2 = R0|1 × R0|1. The space of maps is defined by
Hom(R0|2, T ∗[1]M) ≃ ΠTΠT (T ∗[1]M) ≃ T ∗[1]ΠTΠTM
For the second equality the identification works as follows.
The coordinates on ΠTΠT (T ∗[1]M):
ψ′i(1, 1, 1), v
′i(0, 1, 1), p′i(1, 0, 1), x
′i(0, 0, 1), ψi(1, 1, 0), v
i(0, 1, 0), pi(1, 0, 0), x
i(0, 0, 0)
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on T ∗[1]ΠTΠTM :
v¯′i(1, 1, 1), x¯
′
i(1, 0, 1), v¯i(1, 1, 0), x¯i(1, 0, 0), v
′i(0, 1, 1), x′i(0, 0, 1), vi(0, 1, 0), xi(0, 0, 0)
To make things more transparent we write in brackets independently the parities that come from two
Z2-parity shifts of fibers, the total Z2-parity is the sum modulo 2 of the second and the third number
in the brackets. Now identify the coordinates following the rule: q(0, a, b) ↔ q(0, a, b), q(1, a, b) ↔
q(1, a+1, b+1). That is the odd symplectic form is given by ω = dxidψ′i+dv
idp′i+dx
′idψi+dv
′idpi.
And for π 6= 0 the even Poisson structure corresponds to the double lift of the vector field Q.
Thus, with the multigraded AKSZ construction we are able to construct supersymmetrizations
for a certain class of Poisson sigma models, namely to those defined on the tangent bundle to a
Poisson manifold.
VI. CONCLUSIONS / DISCUSSION
We have seen in this paper, that supersymmetric sigma models can be successfully formulated
within the framework of multigraded geometry. One approach (generalization of the AKSZ pro-
cedure) permits to define functionals governed by symplectic forms on the target manifolds. But
even if not all the ingredients of the AKSZ construction are present the other (much more general)
approach of Q-morphisms and Q-homotopies permits to study the space of solutions for the physical
theory and establish some equivalence results.
It would be however interesting to find non-trivial examples when the generalized AKSZ proce-
dure produces a source supersymmetric theory that is not equivalent to any target supersymmetric
theory. We have noticed that one of the main issues in working with multigraded AKSZ procedure
is the existence of invariant measure on the source manifold. Several recent works may be useful in
the context. First, in [10] some details of differential calculus on Zn2 -graded manifolds are studied –
among others, the integration theory closely resembling the computation of residues is established.
Second, one is tempted to relax the compatibility conditions on the admissible objects in the AKSZ
scheme. For example in [37] the difference construction is supposed to replace the classical ap-
proach, a density on the source manifold is still part of the construction, but it does not look that
crucial. Another conceptual approach is related to derived algebraic geometry: the construction in
[7, 27] includes the classical AKSZ and may give some insight on the multigraded version.
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It can also be fruitful to apply the generalized equivariant cohomology to multigraded manifolds
with the motivation to recover and extend some characteristic classes appearing naturally in
the context of supersymmetric gauge theories (cf. the series of papers [25]). Another issue
which would be interesting to look at in the same spirit, is related to holomorphic analogs of
the mentioned constructions. On one hand in the recent years physicists were dealing with the
likewise constructions in the context of sigma models (cf. the papers [24]), on the other hand,
mathematicians were interested in it in the context of higher structures replacing the smooth
manifolds by algebraic, holomorphic, Kähler etc (cf. [5], [34]). It would be good to couple these
two subjects using graded geometry.
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Appendix A: Super and graded geometry
This appendix is given here for the sake of completeness of the paper and also to fix some
(standard) notations. We give a recollection of results from super/graded geometry following [3,
14, 15, 22, 28, 29].
1. Supermanifolds
Definition A.1 A supermanifold M is a ringed space (M0,OM ), where OM is a sheaf of commu-
tative superalgebras on M0, such that M0 is a Hausdorff topological space with a countable base, and
every point m ∈M0 has a neighborhood U0, such that the ringed space (U0,OM |U ) is isomorphic to
a superdomain U = (U0,OU ).
A morphism of supermanifolds ϕ : M → N is a morphism of the corresponding ringed spaces. The
set of morphisms will be denoted Hom(M,N). A morphism ϕ : M → N is called a diffeomorphism
if there exists an inverse morphism ϕ−1 : N →M . The global subsections of a sheaf OM are called
superfunctions on M . For a morphism ϕ : M → N , one denotes ϕ0 : M0 → N0 the corresponding
map of body manifolds, ϕ∗ : C∞(N) → C∞(M) the corresponding morphism of superalgebras (or
sheaves ON → OM ). The following theorem holds:
Theorem A.1 (Batchelor – Gawedzki, [2, 13]) For any supermanifold (M,OM ) there exists a
vector bundle E →M0 such that (M,O) ≃ ΠE (non-canonically isomorphic).
The points of the body M0 of a supermanifold are not enough to define all the structure of it,
there is however a way to formalize the usual intuition of viewing a manifold as a set of points,
namely so called parameter spaces. The idea ([22]) is that we can consider the families of properties
depending also on the odd parameters. For supermanifolds P,M,N a P -family of morphisms
ϕP : M → N is a morphism ϕ : P ×M → N . We can also consider an equivalent construction
ϕ′ : P ×M → P × N . Any morphism of supermanifolds ϕ : M → N can be considered as a pt-
family of morphisms, where[39] pt = R0|0. A P -family of points of a supermanifold M is a P -family
of morphisms ptP : pt→M , i.e. a morphism pt : P →M such a morphism is usually called simply
a P -point of a supermanifold M . Although a supermanifold is not defined by all its points it is
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defined by its P -points for all supermanifolds P . This concept is important for definition of some
objects in the context of supersymmetric sigma models, where we will mention it explicitly.
2. Graded geometry, Q-manifolds
a. Graded manifolds
Definition A.2 A graded vector space V is a collection of vector spaces V = ⊕Vi, i ∈ Z or i ∈ Z≥0.
For an element vi ∈ Vi we shall denote its grading by gh(vi) = i or |vi| = i. The notation gh is
chosen since the physical meaning that is often attributed to the Z-grading of a superfunction is
the so-called ghost number.
Given two graded vector spaces V and W it is natural to define a graded space Hom(V,W ) of
homomorphisms from V to W . The homomorphism ϕ : V → W is p-graded (ϕ ∈ Homp(V,W )) if
it maps Vi → Wi+p. The space Hom(V,W ) ≡ Hom0(V,W ) will be called the space of morphisms
from V to W . There is a canonical homomorphism shifting the grading by p, denoted usually by
[p]: (V [p])i = Vi−p. Since one usually assumes the base field to be of degree 0, the dual vector space
(Vi)
∗ is defined as (V ∗)−i.
Definition A.3 A graded algebra is a graded vector space A with multiplication: the operation
· : A⊗A→ A, compatible with the grading, i.e. · : Ap⊗Aq → Ap+q. A degree preserving homomor-
phism of algebras is called a morphism of graded algebras.
Since in what follows there will be sometimes several gradings in the construction, to avoid confusion
instead of writing “morphism” we will specify if a homomorphism preserves some grading.
The direct analog of the sign rule is applicable for the computations in the graded algebras: the
sign (−1)gh1gh2 appears when a gh1-graded element passes through a gh2-graded element. Following
this rule one defines the graded commutator [a, b] = ab−(−1)gh(a)gh(b)ba and the graded commutative
elements, when [a, b] = 0.
The graded symmetric algebra S(V ) over a graded vector space M is the quotient of the tensor
algebra over V by the graded commutator ideal. That is S(V ) is spanned by the polynomials
fν1...νkξ
ν1 . . . ξνk , where νi is a multiindex corresponding to the elements of Vi.
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Fix a graded vector space V and an ordinary manifold M0. Then defining the graded manifold
M morally is just extending the structure sheaf OM0 = C
∞(M0) by S(V ).
Definition A.4 A graded manifold M is a couple (M0,OM ), where M0 is a smooth manifold and
the sheaf of functions OM is locally isomorphic to C
∞(U0) ⊗ S(V ), where U0 is an open subset of
M0.
For a vector space V = V1 ⊕ · · · ⊕ Vk, k is called degree of V . Like for graded vector spaces, for
graded manifolds the top degree of the generators of the structure sheaf is called degree of a graded
manifold.
In contrast to the theorem (A.1) a graded manifold is not always locally described by a vector
bundle. More precisely the following theorem holds for non-negatively graded manifolds.
Theorem A.2 ([28]) Given a non-negatively graded manifold (M,OM ) there is a tower of fibra-
tions
M =Mn →Mn+1 → · · · →M1 →M0,
where any Mk is a graded manifold of degree at most k, for k > 0 Mk+1 →Mk is an affine bundle.
In view of the above theorem it is easy to see that one can also describe the grading by introducing
the Euler vector field ǫ = gh(xα)
∂
∂xα
. According to [14], global definition of the Euler vector field
on M is equivalent to the definition of a smooth action of the monoid R+ on M . More explicitly
given a homogeneous coordinate system on M (with the basis being the eigen directions of ǫ)
consider the action given by a homothety-type map h : R+ ×M → M such that (x
1, . . . , xN ) 7→
ht(x
1, . . . , xN ) ≡ (tgh(x
1)x1, . . . , tgh(x
N )xN ). In the converse direction the Euler vector field can be
recovered as ǫ = ∂
∂t
∣∣
t=1
ht.
Such a map h is called a homogeneity structure. In what follows we will actually prefer this
equivalent definition to (A.4), since defined like this the notion of a graded manifold permits a
rather straightforward generalization to multigraded. Morally one can choose a graded vector
space V consider a supermanifold M instead of M0, and define a graded manifold M over it by
extending the sheaf of functions OM by S(V ). We introduce the appropriate notion in the main
text.
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Graded manifolds form a category GMan with Hom(M,N) = Hom(ON ,OM ). One also has
a forgetful functor into the category SMan of supermanifolds taking the degree modulo 2. Note
that in the category SMan the sheaf OM is extended by the smooth functions of the even degree
variables[40].
Proposition A.1 ([29]) For fixed graded manifolds M and N the functor from GMan to Sets
given by Z → Hom(N × Z,M) is representable, i.e. there exists a graded manifold Hom(N,M),
such that Hom(N × Z,M) = Hom(Z,Hom(N,M)); its base Hom0(N,M) is Hom(N,M) viewed
as an infinite dimensional smooth manifold containing Hom(N0,M0).
In this setting taking N to be a point one recovers M as Hom(pt,M).
b. Q-manifolds
Definition A.5 A Q-manifold (differential graded manifold) is a graded manifold equipped with a
degree 1 vector field Q, which is homological, i.e. self-(super)-commuting:
[Q,Q] = 2Q2 = 0
An important result of [38] is that degree 1 Q-manifolds are in one-to-one correspondence with Lie
algebroids, therefore all the examples of Lie algebroids provide examples of Q-manifolds. Let us be
more explicit on this here.
Example A.1 Consider the fiber-linear coordinates of the tangent bundle TΣ of an ordinary
(smooth) manifold Σ as carrying degree plus one and those coming from the base as degree zero, we
obtain a Z-graded manifold, which usually is denoted by T [1]Σ. If we consider the grading only up
to 2Z, we obtain a supermanifold, usually denoted by ΠTΣ. Clearly differential forms on Σ become
just functions on T [1]Σ in this language, the form-degree mapping to the eigenvalue of the respec-
tive function with respect to the Euler vector field. The de Rham differential on Σ increases the
form-degree by one and squares to zero. It thus defines a Q-structure on T [1]Σ. In local coordinates
σµ of degree 0 and θµ = dσµof degree 1 the Q-structure reads Q = dDR = θ
µ ∂
∂σµ
.
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Example A.2 Another important example of a Q-manifold is given by a Lie algebra: in fact any
(odd) vector space V shifted in Z-degree by one which is equipped with a Q vector field is equivalent to
the definition of a Lie algebra structure on V . If we choose the degree 1 coordinates ξa on V [1], the
Q-structure reads dCE =
1
2C
a
bcξ
bξc ∂
∂ξa
, dCE is a so-called Chevalley-Eilenberg differential, defining
Cabc – the structure constants of the corresponding Lie algebra G. Permitting C
a
bc to be non-constant
functions on M one recovers the action Lie algebroid.
Thus Q-manifolds permit a unified description of important geometric and algebraic structures.
More involved examples of Q-manifolds can be constructed starting from Poisson manifolds M ,
where the cotangent bundle T ∗[1]M carries such a vector field Q canonically, or also by Courant
algebroids – we will discuss them later in the context of sigma models.
c. QP , NQP -manifolds
A non-negatively graded Q-manifold is sometimes called NQ-manifold.
As for an ordinary manifold a symplectic form is a closed non-degenerate 2-form. The grading
of coordinates induces the grading of the symplectic form.
Definition A.6 A P -structure is a degree 1 symplectic structure on a graded manifold.
A typical example is a 2-form ω = dpidx
i of degree 1 canonically associated to T ∗[1]M ; let us note
that here saying that ω is of degree 1, we distinguish the grading coming from the shift and the
differential form degree in the total Z-grading.
A vector field X is compatible with the symplectic form if LXω = 0, where the usual notion of
a Lie derivative extends to graded objects by a graded Cartan formula: LX = dιX +(−1)
gh(X)ιXd.
Definition A.7 A QP -manifold is a graded manifold with compatible Q and P structures.
One can naturally classify the NQP -manifold for small degrees, namely the following statement
holds true:
Proposition A.2 ([28]) Degree 1 QP -manifolds are in one-to-one correspondence with Poisson
manifolds; degree 2 QP -manifolds are in one-to-one correspondence with Courant algebroids.
30
[1] M. Alexandrov, M. Kontsevich, A. Schwarz, O. Zaboronsky, The geometry of the master equa-
tion and topological quantum field theory, Int. J. Modern Phys. A 12(7):1405–1429, 1997
(arXiv:hep-th/9502010).
[2] M. Batchelor, The structure of supermanifolds, Trans. Am. Math. Soc. 253 (1979), 329–338.
[3] I.N. Bernstein, D.A. Leites, V.V. Molotkov, V.N. Shander, Seminar on supersymmeties, MCCME,
2011.
[4] M. Bojowald, A. Kotov and T. Strobl, Lie algebroid morphisms, Poisson Sigma Models, and off-shell
closed gauge symmetries, J. Geom. & Phys. 54, 400 – 426 (2005).
[5] U. Bruzzo, V. Rubtsov:
Cohomology of skew-holomorphic Lie algebroids, Theoret. Math. Phys. 165 (2010) 1596-1607;
On localization in holomorphic equivariant cohomology, Central European Journal of Mathematics,
Vol. 10, Issue 4, pp 1442-1454, 2012.
[6] A. Cattaneo, G. Felder, On the AKSZ formulation of the Poisson sigma model, Lett.Math.Phys. 56
(2001) 163-179.
[7] D. Calaque, T. Pantev, B. Toen, M. Vaquie, G. Vezzosi, Shifted Poisson Structures and Deformation
Quantization, arXiv:1506.03699.
[8] A. Cattaneo, F. Schatz, Introduction to supergeometry, arXiv:1011.3401 [math-ph].
[9] T. Covolo, J. Grabowski, N. Poncin, Zn
2
-Supergeometry I: Manifolds and Morphisms, arXiv:1408.2755;
Z
n
2
-Supergeometry II: Batchelor-Gawedzki Theorem, arXiv:1408.2939.
[10] T. Covolo, S. Kwok, N. Poncin, Differential Calculus on Zn
2
Supermanifolds, final preparation.
[11] P. Deligne, J. Morgan, Notes on Supersymmetry (following Joseph Bernstein), In: Quantum Fields and
Strings: A Course for Mathematicians. AMS, IAS, 1999.
[12] M. Ertl, W. Kummer, T. Strobl, General two-dimensional supergravity from Poisson superalgebras,
hep-th/0012219, 2000.
[13] K. Gawedzki, Supersymmetries–mathematics of supergeometry, Ann. Inst. Henri Poincaré, vol XXVII,
4 (1977) 335–366.
[14] J. Grabowski, M. Rotkiewicz: Higher vector bundles and multi-graded symplectic manifolds, J.Geom.
Phys. 59 (2009), 1285-1305.
[15] J. Grabowski M. Rotkiewicz, Graded bundles and homogeneity structures, J. Geom. Phys. 62 (2011)
21-36.
[16] M. Grützmann, T. Strobl, General Yang-Mills type gauge theories for p-form gauge fields: From physics-
based ideas to a mathematical framework OR From Bianchi identities to twisted Courant algebroids,
arXiv:1407.6759.
[17] B. Jubin, N. Poncin, V. Salnikov, Differential graded Lie groups and their differential graded Lie
31
algebras, final preparation.
[18] A. Kotov, V. Salnikov, T. Strobl, 2d Gauge Theories and Generalized Geometry, Journal of High Energy
Physics, 2014:21, 2014.
[19] A. Kotov, P. Schaller, T. Strobl, Dirac Sigma Models, Commun.Math.Phys. 260 (2005) 455-480.
[20] A. Kotov, T. Strobl, Characteristic classes associated to Q-bundles, preprint arXiv:0711.4106v1
[math.DG].
[21] C. Klimcik, T. Strobl, WZW-Poisson manifolds, J.Geom.Phys. 43 (2002) 341-344
[22] D. Leites, Theory of supermanifolds, Petrozavodsk, 1983 (in Russian).
[23] K. Mackenzie, General Theory of Lie Groupoids and Lie Algebroids, Cambridge University Press 2005.
[24] I.V. Melnikov, E. Sharpe, hep-th/1110.1886;
V. Pestun, hep-th/0603145
M. Kreuzer, J. McOrist, I.V. Melnikov, M.R. Plesser, hep-th/1001.2104;
F. Bonechi, M. Zabzine, hep-th/0706.3164;
M. Sarisaman, hep-th/1012.5734;
J. Groeger, math-ph/1102.4920.
[25] A.J. Niemi, O. Tirkkonen, hep-th/9206033, hep-th/9301059, hep-th/9403126;
A.J. Niemi, K. Palo, hep-th/9305077, hep-th/9406068;
T. Kärki, A.J. Niemi, hep-th/9402041;
M. Miettinen, hep-th/9612209, hep-th/9606083.
[26] A. Nijenhuis, Jacobi-type identities for bilinear differential concomitants of certain tensor fields I, Indag.
Math. 17 (1955).
[27] T. Pantev, B. Toen, M. Vaquie, G. Vezzosi, Shifted Symplectic Structures, Publ. Math. IHES,
arXiv:1111.3209.
[28] D. Roytenberg, On the structure of graded symplectic supermanifolds and Courant algebroids, Quan-
tization, Poisson Brackets and Beyond, Theodore Voronov (ed.), Contemp. Math., Vol. 315, Amer.
Math. Soc., Providence, RI, 2002.
[29] D. Roytenberg, AKSZ-BV Formalism and Courant Algebroid-induced Topological Field Theories, Lett.
Math. Phys. 79:143-159, 2007.
[30] D. Roytenberg, conversation at CIRM, 2011.
[31] V. Salnikov, Graded geometry in gauge theories and beyond, Journal of Geometry and Physics, Volume
87, 2015.
[32] V. Salnikov, T. Strobl, Dirac Sigma Models from Gauging, Journal of High Energy Physics, 11/2013;
2013(11).
[33] P. Schaller, T. Strobl, Poisson Structure Induced (Topological) Field Theories, Mod.Phys.Lett. A9
(1994) 3129-3136.
[34] M. Stienon, P. Xu, J. Geom. Phys. 58 (2008), no. 1, 105-121;
C. Laurent-Gengoux, M. Stienon, P. Xu, math.DG/0707.4253.
32
[35] T. Strobl, Target-Superspace in 2d Dilatonic Supergravity, Phys.Lett. B460 (1999) 87-93.
[36] T. Voronov, Graded manifolds and Drinfeld doubles for Lie algebroids, In: Quantization, Poisson Brack-
ets and Beyond, Theodore Voronov (ed.), Contemp. Math, Vol. 315, Amer. Math. Soc., Providence, RI,
2002, p. 131-168.
[37] Th. Voronov, Vector fields on mapping spaces and a converse to the AKSZ construction, arXiv:1211.6319
[38] A. Vaintrob, Lie algebroids and homological vector fields, Uspekhi Mat. Nauk, 1997, Volume 52, Issue
2(314), Pages 161–162.
[39] “A point is a point – there is no point in this”, – P. S˘evera, talk at Poisson 2016 Conference.
[40] This is actually a rather deep analytic question that we address in [17]
