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A SURVEY OF PAIRED COMPARISONS 
INTRODUCTION 
The method of "paired comparisons" is based on a psychophysical 
measurement obtained by comparing two items of a single pair and 
denoting the preference of one item over the other. The psychological 
continuum is determined from just noticeable differences and the 
stimulus magnitudes have locations on this continuum. The problem, 
psychologically, concerns the association of a stimulus series with 
the discriminating processes of the organia~ making the comparison. 
If a uniform stimulus is repeated, fluctuations among the dis-
criminating processes ·is called the "discr iminal dispersion". The 
method could be very useful in measurement scaling procedures, if the 
results of a set of "t" stimuli, when presented in pairs, can be 
translated into a single scoring syst~~)(20)( 2l) 
There are a number of psychological and physical considerations 
related to the various methods of approaching this problem. These 
methods, discussed later in more detail, require assumptions that may 
or may not be justified. One practical aspect is that the less 
preferred item is not necessarily of poor quality. When comparison 
testing requires the judge to indicate the degree of preference -
i.e. ver,r much better, much better, better , same etc. - an optimum 
scoring system ha s not yet been devised. In performing an analysis 
of variance scoring methods make the assumptions necessary for the 
analysis questionable and these effects are not well understood. If 
i. 
judges become fatigued during the experiment, the independence of the 
observations and the homogeneity of variances are affected. Discrete 
scoring systems affect the error variances as well as the additivity 
of treatment and environmental effects. Discrete scales violate 
normality assumptions. If a uniform scale is determined from a 
minimum of tvro spaced standards, the extra testing may induce fatigue. 
It is also possible that psychological effects of subjective judging 
may affect additivity assumptions. The use of the analysis of 
variance without serious error is possible, but when in doubt ranking 
methods should be used if availablef19) 
In most preference problems scoring systems based on purely sub-
jective opinions of the judges are the only ones available. Scoring 
scales usually are set up arbitrarily w1 th values ranging to plus and 
minus symmetrically around the zero point. These indicate the range 
of scores from poor to excellent as in the following example. 
+3 excellent 
+2 very good 
+1 good 
0 average 
-1 slightly under average 
-2 under average 
-3 poor. 
Members of the scoring panel may or may not utilize the scoring system 
in the same way. Some may spread their scores over the whole range of 
values while others may util ize only a small segment of the scale. The 
ii. 
use of a predetermined standard can help to alleviate this problem. 
The binomial model, discussed in Section 2, does appear to have 
some advantages since it is based on only two assumptions: 1) in-
dependence of treatments, and 2) that true treatment ratings exist. 
This model also allows the experimenter to work under the apriori 
assumptions that standards of judging are unifor.m, that they vary by 
time, or by both time and judges. 
The design of the experiment is important and should be such that 
the sources of variation are controlled and yet be the simplest design 
that meets the requirements of the experiment. The incomplete block 
design appears to be particularly appropriate in many cases although 
the randomized block, the latin square, the split plot, the factorial 
and other more complex designs are also useful~ 5 ) 
It is well to point out that the results of the experiment depend 
not only on the design and the analysis of results, but also on the 
selection of judges who are to take part in t.'le experiment::--:*" "No 
refinement of statistical analysis can erase the blunder of selecting 
the judges in such a way that they cannot reasonably be regarded, at 
least as concerns their preferences for the items tested, as random 
samples from the population about which we desire to draw concl usions. 11 
Judges have been classified into four categories based on the type 
of judging required.-::-
-::- Reference (5) p. 23. 
-lH!- See Appendix for the Selection of Judges. 
-:HH:- Reference (19) p.399. 
iii. 
1) The detection of differences. This is for research purposes 
only, and a judge should be able to repeat his judgments. The per-
ceptive ability of the judge will necessarily affect the detection of 
differences. In this type of experiment from three to ten good judges 
seem preferable to a larger untried panel. 
2) Quality control. These are usually more experienced judges and 
not the preference selectors of the above group. Judges in this group 
are used for the maintenance of standards already established. 
3) Consumer preference. Large and untried groups are useful here. 
They should, however, be representative of the consumer population. 
Because of their inexperience, only a few items involving a simple 
test procedure should be undertaken. 
4) Quality evaluation. A very small number of official graders 
attempt to conform to a uniform scoring system over long periods of 
time. Here the absolute score is of primary interest whereas com-
parative scores for several products is usually sufficient in other 
types of panel testing. 
iv. 
l.l 
THE MOSTELLER-THURSTONE MODEL 
(15)(21) Basic Model and Assumptions. 
When stimuli are presented in the method of paired comparisons, 
they are presented in two's, or pairs, and each individual participat-
ing in the experiment is asked to discriminate preferentially between 
the two items. If there are t items to be compared, there are t(t-1) 
2 
sets of pairs not considering order. If order is differentiated, 
then there are t(t-1) comparisons or sets of pairs. These stimulus 
magnitudes can be thought of as occupying positions Si on a scale. If 
the distribution of stimulus i on the seale is assumed to be normal 
with mean S. and standard deviation ("discriminal dispersion") r:l., and 
~ 1 
if the distribution is assumed drawn w-ith unit area so that the 
probability may be inte~preted directly from the ordinates, with any 
suitable class intervals, then the probability density that any per-
cipient will experience the stimulus i at any specified effective 
value s, is the ordinate y of the probability curve at the point s. 
The probability that the same percipient will experience stimulus j 
at some value lower than S, is* 
1T. = Js 
J -<P 
dS 
There are two assumptions necessar,y for the model based on the 
normal distribution and they are: 
1) the variances of the different stimuli are equal. 
(} 2 - ,.,-2 j - v 
Reference (21) p.241. 
{1) 
1. 
2) the correlations of the different stimuli are equal. 
rOij :: (:J • 
If X. and X. are single sens&.tions of an individual to stimulus i 
J. J 
and stimulus j, then Xi - Xj can be assumed to be jointly normally 
distributed ~~th, 
mean xi:: si {i = 1,2, ••••• t) 
variance X. = 0 2 (X.) = P. {i = 1,2, ••••• t) and ]_ J. 
correlation X. and X. = f' .. = f {i,j = 1, 2, ••••• t). ]_ J lJ 
If rri?j is the percentage of times Xi exceeds Xj or is the probability 
* that xi exceeds xj then 
1 
where d. . = X. - Xj l.J J. 
and o--2 (d .. ) = 2.<f (1 - f?). l.J 
No1f assume 2 ?- (1 - A = 1. 
Then 
1:. 1 rri/l = "j 21r 
J. 
- ~· . - (S. - S. )j 
J. .] J. .1 
2 
- 1 z 2 
2 e dz 
- sj) 
where z has a normal distribution with unit variance and 0 mean. 
( 2 ) 
(3) 
The basic model and the fundamentals underlying this model can be 
.'(.* 
summarized as follows:" 
1) There is a set of stimuli located on a scale. 
* See Reference (15) p. 5. 
-~~ See Reference (15) p. 3. 
~. 
2) Each stimulus gives rise to a sensatidn when presented to an 
individual. 
3) The sensation distribution of a particular stimulus is nor.mal. 
4) Responses are to pairs of stimuli and are in the for.m of a 
preference. 
5) These paired sensations may be correlated. 
6) The problem is to space the stimuli (sensation means). 
1.2 Estimation of Parameters~l5) 
In actual practice only estimates of the true parameters are 
available. If a caret (-"') over a parameter designates that this is 
now an estimate of that parameter, then 
~ 
11i7j = 
"Y. 
A 
1 I:ij 2:Tr e 1 z2 2 dz (4) 
where the Dij are estimates of Dij = Si - Sj. B,y looking up the nor-
~ A 
mal deviates of 1Ti7 j we get the matrix of Dij• (It might be pointed 
out that the relationship Dij + Dik = Si - Sj + Sj - ~ = Dik does (5) 
,..... 
not hold for the parameter Dij.) 
Table I* 
Matrix of S. - S. 
l. J 
1 2 3 t 
1 ~- sl sl - s2 sl- s3 sl- st 
2 s2- sl s2 - s2 s2- s3 s2- st 
3 s3- sl s3 - s2 s3- s3 s3 - st 
t st- sl st - s2 st- s3 st- st 
Totals l:Si-t~ L::Si-ts2 LSi-ts3 L:si-tst 
- -Mean s- s1 s - s 2 s- s3 s-st 
* See Reference (15) p. 6. 
If one considers a matrix of Si - Sj' as in Table I, and if s1 is 
set = o, then s2 = (S - s1) - (S - s2) and s3 = (S - s1)-(S - s3) and 
"' the problem is to construct a set of estimates of the S. 's, called s. 
~ ~ 
To make this expression a minimum, take partial derivatives with 
1'\ 
respect to si. 
/\. /' ,A 
/1 ,.... "" /\ /1 /\ 
Since Dij = - Dji and Si - Sj = - (Sj - Si) and 
Dii = Si - Si = 0, only those terms above the main diagonal in the 
(6) 
matrix of Si - Sj need to be considered. Setting the derivative equal 
to zero* 
i-1 A t A 
L: D .. - L: DiJ. j=l J~ j=i+l 
(i=l, 2 ••••• t) 
/'\. /\ /'\_ 
Since D. J. = - D .• and D .. = o, then ~ J~ ~~ 
i-1 A. "" t "" t 1\ 
L: D .. + D .. + L: D .. = L: D .. j=l J~ ~~ j=i+l J~ J=l J~ 
and 
tl' " t" 
L: Sj- tSi = L: D .. (i=l,2, ••••• t) j=l j=l J~ 
A 
If s1 is set equal to zero, then distances will be measur ed from s1 . 
If we let 
A 
s. = ~ L: D. t 1\0 j=l Jl 't 
* Reference (15) p. 7. 
t 
- L: 
j=l Du/ Jt ' 
(7) 
(8) 
(9) 
(10) 
4-
-~ .. 
since 
t /\ t ,/1 
L: S. = L: D. 1 · i=l l. i=l J 
,A 
and L: L: Dji = o, 
i j 
then t l't L: n.l - t L: J;jll/ 
i=l J j=l ~ t 
and the equations are solved. 
1.3 Goodness of Fit~l)(l?) 
- L: D.. = tl\(~~ j=l Jl. t t 1'\ L: Dj. j=l l. 
To test the goodness of fit of this model based on the normal 
distribution, a comparison between estimated proportions and observed 
proportions is made. This can be done using the 'X 2 distribution 
.)t.~'~ 
where"" 
~ A ~ 
(11) 
(12) 
and~ i7j is the estimate of ~i>j derived from the si. Since the true 
1I • .,.. are not known, the 
l.,r J 
being true for (T i;j" 
.1\ 
observed~-?· have to be used, with the same 
l. J 
The hypothesis in this test for goodness of fit is the null 
hypothesis with the general alternative that this hypothesis is not 
true. This assumes additivity in that Dik = Dij + Djk" 
For example, if the standard deviations of three stimuli, S1, s 2, and 
s3 are the same 
t hen Dl2 = s2- sl 
Dl3 = s3- sl 
D23 = s3 - s2. 
* See Reference (15) p. 8. 
~~ See Reference (17) p. 207. 
(13) 
5 
If s1 is set equal to zero, 
then n23 = n13 - n12. 
However, sinee the comparison of stimuli ar e conducted independently, 
the additivity a ssumption may or may not hold~ Failure of the 
additivity assumption will increase ~ 2 on the average. Also l a ck 
of uniformity in the standard deviations will also increase the value 
of l 2 
An easier method of determining L 2 for thi s test of goodness 
of fit can be obtained from the inverse sign transformation~--::-
* ••here 
and 
A 
ei?j =arc sin ~ 
~ 
e.?. = ~ J arc sin "Y 
(J 2 /" 
= 821/n• e 
~ 
Tfi{j 
with (t-l)(t-2} degrees of freedom. 
2 
+ n, 
1.4 Extreme Stimuli and Nonhomogeneous~)(l6) 
Extr eme stimuli may be encountered in these paired compa risons. 
-'"' The difficulty is that a s the rr.~. tend to zero and unity, when ex-
~/J 
" treme stimuli are compared, large values of D. . are obt ained. This 
~J 
can be handled by excluding a+l numbers beyond for example 2.0 from 
the t able :~·->H~ 
* Reference (15) p. 209. 
** Reference (17) p. 68. 
*'A-* Reference (15) p. 8. 
6. 
(14) 
(15) 
(16) 
(17) 
If the matrix of differences Si - Sj above are defined in terms of 
the original standard deviations and if R. . is assumed to be 
~J 
·:<-s. - s . 
. ~ 
or R.j = S. - S. ~ ~ J 
y d--(j~ (I-to) 
Let .;L u:J..( 1 -P)-= I 
(i,j=l,2, ••.• n) 
where Od is of magnitude 
different from u-:_ -= C1" 
when i.. ./-& . 
The matrix of Rij is gi. ven in Table II. 
Table II 
1 2 3 . . . . . . . t 
1 sl- ~ sl- s2 sl- s3 . . . . . . . (sl - styo.; 
2 s2- ~ s2 - s2 s2 - s3 . . . . . . • (s2 - st,Vt?i 
3 s3- ~ s3 - s2 s3- s3 . . . . . . • (s3- sty~ 
t (st - s-Jo; (st - s2}f;; (st - s3y{i .. . . . . (St - 8t)ft 
As before S~, the total for i th column for this new matrix 
~ 
t-1 
fS'-! = 2: s. - ( t-1) s. + ( st - s. ) I u d ~ j=l J ~ ~ 
* t . 
st = ~2: sj - tst)/ od. 
~=1 
·::- Reference (16) p . 204 
* (i=l,2 •••. t-l) 
(18) 
(19) 
(20) 
(21) 
(22) 
7. 
Let St = 0 
then S~ = -Si [ t-1 + ~dl 
and S::} = t 
t-1 
2: 
j=l 
.., 
(i=l, 2 •••• t-l) ( 23) 
(24) 
If 1-re multiply 2 ().::. ( 1- (0 ) by - 1 
(t-1) - 1 thus changing the scale 
f actor, 
s. 
~ 
(i=l , 2 ••••• t-l) 
·~ s = t [ (l - 1. ) /< t-1 + 1. ) J 0 d o-d 
Since St = 0 
* [ st = t 1 I ll-(1 - Od) (t-1 + ~)JS • 
()d 
t-1 
2:: 
j=l 
(25) 
Thus all the Si a re properly spaced except St. wnen St i s cen-
trally loca ted with respect to the other means t he affect of ~not 
being the same a s ~. is small. 
~ 
1.5 The Incomplete Set of Comparisons~ll) (l4) 
It is also possible to obtain a solution for the S. values when 
~ 
each stimulus has not been paired w~th each other stimulus, or in 
other words when some of the da t a is missing. 
Starting with equation (6) of Section 1. 2 
t . . 
2:: = L:~J 
i?j [ 'D. . - < ~. - s. )] 2 , ~J ~ J 
where t .. indicat es summing over the available dat a , if this expression 
~J 
is differentia ted with respect to Si and s et e4ual to zer o a set of 
/' ti " ti " 
equations ti Si- L:j Sj = L:j Dij (i=l, 2, •••• t) (26) 
i s obtained. 
8. 
* This set of t equations can be expressed in matrix notation. 
If S is the column vector of elements Si' 
if 1 is a column vector of l's, 
if D is a matrix with elements Dij' with zeros for missing 
observations and zeros in the principal diagonal, 
if M is a matrix constructed as follows: 
enter -1 in M for each cell entry in D where data exists; 
enter zero in all other off diagonal cells; diagonal cells 
contain ti minus the number of observations in a row; and 
if Z = Dl, a column vector, the sum of the rows of matrix 
D, 
then t 1 Si - ~ Si = ~ Dij may be expressed as MS = z. j j 
If an element s1 is set equal to zero, a solution for the other 
elements is given b,y deleting the first element from Z and S and the 
first row and column from M giving 
1\1 81 = zl 
-1 81 = 1\1 zl .. 
with solution 
If N is a diagonal matrix with reciprocal of (t. + 1) a s the 
~ 
(27) 
(28) 
element in the i th diagonal cell and zero in each off diagonal cell, 
and L = matrix constructed from M qy putting zero wherever there is 
a zero in M 
since 
then 
and +l in all other cells, 
-1 M=N -L 
-1 z = N s - L SM 
* See Reference (11) p. 127 
(29) 
(30) 
9. 
If the origin of S can be chosen so that LS = 0 then S = NZ. However, 
since MJ:i is difficult to o.btain in the case of incomplete data an 
iterative procedure may be used. to obtain a quick solution. 
First take a trial set of S values, call the first set S(l). 
Then the discrepancies between predicted MS(l) and Z are found by 
(1) -~ (~ ) 
tcld.ng {Z-MS )= ME1 • Take the correction ~' and get S 2 = 
S(l) f NMEl, until discrepancies and corrective ter.ms are negligible. 
BRADLEY-TERRY MODEL 
2.1 Basic Model and Assumptionsf2) (5) 
Another approach to the analysis of paired comparisons is the model 
based on the binomial distribution. If rr1, •••••• rrt are assumed to be 
the true ratings of t treatments then 
e dz {1) 
has been defined from the normal distribution model. 
is used to define the locations of Si - Sj on a subjective continuum 
and if the squared hyberbolic density is substituted for the normal 
probability density, the~~* 
sech~ ~ dx 
~ (2) 
yields the binomial method of analysis. For moderate frequencies the 
two are indistinguishable. Consideration of differences among stimuli 
See Reference {11) p. 128 
Refer ence (5) p. 33 
10. 
should be based on the values of lnrr., since these occur on a linear 
l. 
scale and permit overall comparisons of the stimuli. 
The assumptions necessary for the binomial model are two: 
1) observations on pairs of stimuli are independent. 
2) true stimulus ratings ~. exist and the probability that ]. 
stimulus i obtains top rating when compared to stimulus j is 
rri 
Every rri' by definition, is greater than 0 and L)ri is assumed 
/\ 
equal to 1. Estimates of ~i (i=l,2 ••••• t) are ~i (i=l,2 •••• t) where 
t is the number of stimuli to be compared. Let each pair of cam-
parisons of stimulus i with stimulus j, be considered a block end let 
each rijk designate the rank of the ith stimulus in the kth repetition 
of the block in which stimulus i appears with stimulus j. Let n be 
the number of repetitions of the design ~nen one repetition is con-
sidered to be a set of all possible comparisons. Since in any one 
pair, one stimulus receives the rank 1 and the other stimulus receives 
the rank 2, rijk = 3 - rjik• The probability of a particular result 
* is 
(3) 
The likelihood function, when multiplication is performed for all 
comparisons within a repetition and for all n repetitions, becomes* 
Reference (2) p. 325 
11. 
L _:( 2n(t-l)- ~ ~ · r . . k 
- ~. ·~· k ~J ~ ~ J~~ )
-n + ~. • 
J 
(4) 
It is possible to perform repetitions of the design in groups, which 
is done when groups differ, then each group will have a likelihood 
o veR.d l) 
function as described above and theAlikelihood function will be a 
product of the group functions. 
2.2 Estimation of Parametersf2)(4)(7) 
The general hypothesis for the test is that of the null 
hypothesis where no stimulus rating is assumed different from any other 
stimulus* rating. 
H: ~- = 1/t (i=l,2 •••• t) 0 ~ 
with the alternate hypothesis of 
Ha: 7Ti==7r(h) (h=l,2 •••• m) (i = ~-l + 1, •••• sh) 
where s = o, s = t and~ (a - sh 1 ) ~(h) = 1. o m h n -
This means that within each of the groups (h=l, •••• m), the treatments 
have identical. ratings but may vary from one group to another. 
('\ 
The maximum likelihood estimate 7r(h) is obtained from the first 
order maximizing conditions on the logarithm of the likelihood 
function with a Lagrange multiplier used for the restraint on the 
A 
parameters. The estimates, 7r(h), are obtained from the equations~:-
~2n(t-1)("h-"h_1) - i!:+ 1 j~i ~ rijk- ~ n("h-"h-1)("h-"h-l-1J~~(h~ 
- n(sh-"h-1) f~ (sf _h::_1)/ [ ~(h)+icrJ = o (5) 
-lr Reference (2) p. 326 
12. 
where (h=l,2, •••• m) 
'\ . 
and L: (~ - -~ 1 ) 7T(h) = 0. h -
The general test statistic B, is a monotonic function of the 
->.~ likelihood r atio where 
B = n I: · (sh-~-l) (sf-sf_1 ) log \;(h) + ;(f) { {6) h<-f ( ) 
~ & J n 1 A -L: 2n(t-l)(~-~-1)- L: I: I: r .. k- -2 n(sh-sh 1 )(& -s, 1 -1) log 7T(h). h i=s. + 1 jr{ik lJ - 11 n-_ 
.tl-1 
There are hro alternative hypotheses of special interest. The 
first is for m =2, when there are t\;ro groups of items and becomes the 
comparison of two different stimuli. Here the alternative hypothesis is: 
H1 : V = 7r(i=l,2 •••• s); 7T . (1-S7T) (i=s + 1, .•.. t). 1 1 t-s 
The estimates of 7T can be simplified to 
...-. G 
7T = 2(s-t) + ns(t-s) 2 
where G is the number of times a treatment of the first group rallies 
above a treatment of the second group. 
The probability that stL~ulus i of the first group r anks above 
stimul us j of the second group in any of the n repetitions is** 
P(r .. =l) = 7T (t-s) . (i=l, 2 .... s) (j=s+l, •••• t). 
lJk l+(t-2s)7T (k=l •••• n) 
Substituting~ above for 7T gives 
Est. P(r .. k) lJ = G ns(t-s) • 
This reduces to the consideration of ns(t-s) binomial trials and is 
the well known sign test. 
* 
-~* 
Reference (2) p . 326 
Reference (4) p . 452 
(7) 
( 8) 
(9) 
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The second alternative hypothesis of interest is for m = t, when 
the number of groups is equal to the number of items. Here the 
alternative hypothesis is.: 
and 
~: no 1ri is assumed equal to any 'lfj ( i1J). 
·~­
The equations for estimating 1f become in this case 
(i,j=l,2, •••• t) 
Dr. = l l. 
where n 
a. = 2n(t-l) - ~ ~ r 1.J.k" 
l. J1i k 
.A (\ 
(10) 
(ll) 
To solve these equations for 7fi' estimates .of 7Ti are substituted into 
the equations and an iterative procedure followed until the relation-
ships hold. 
The test statistic B1 becomes 
B1 = n 1~ j log(;i1 + ;)-j) - f [2n ( t-1 )- j~i ~ rijk ~ log ;,' i. ( 12) 
/\ ·~-~ 
The main problem lies in the estimation of the 7f. 's. An ea sy method 
l. 
. A "' for obtaining the first estimates 7T. of the 7f., irrespective of the 
l. l. 
value of t and n is given by the relation 
/\, 
Tf. = l. 
1 
2:: _..!L - (t-2) 
J1i ailj 
, (1.3) 
where ailj is the number of times stimul us i was preferred to stimulus 
-:(- Reference (4) p. 327 
*~~Reference (7) p. 302 
14. 
j in n repetitions of the pair i, j. · This, however, has the dis-
advantage that as the ai? . deviate more from the expected value, the 
J .A 
more inaccurate first estimates of E. will become. 
~ 
/\ 
An improvement is obtained if all the rri' s were assumed equal, say 
/\ 1 
to 1ri • 
Since 
then 
.A 
L: rr. = 1 ~ 
.A /\ 1 
1Ti = 
(1-rr.) 
~---;~:..._. 
(t-1) 
/\ Substituting this value of rri into the original equations gives the 
.. ~c. 
estimate 
;. = a./ [n(t-1)2 - a. (t-2)1 ~ ~ ~ lj • 
A further improvement, determined empirically, can be obtained 
*'A-from the following considerations: 
Let 1. =[{t-1) R - vf] /t + ai (a .i) 
~ (t-1) R - w2 + ~ ai (a.i) 
2 
where R = L: a. 
~ 
~ 
a . = n (t-1) -a .• 
1\ 
(L: rr.) - 1 
i ~ 
. ~ ~ 
/\ ~ ~ 1\ 
.fl..n improved first estimate of rri' called rri is given by rri = rri - li 
/\. 
where rri is defined from equation (14) above. 
?~ Reference (7) p. 303 
.W)} Reference (7) p. 304, 305 
(14) 
(1.5) 
(16) 
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2.3 The Basic Test~ 2 )( 3 )(4)( 6)(9 )(l9 ){Z3 ) 
The test can be described in the following manner. Each pair of 
comparisons of stimulus i with stimulus j is r ated by the judges, 
where the preferred item is given the rank of 1 and the other item the 
rank of 2. From thes e results, tests of stimulus differences can be 
determined. Ei. ther of tvro situations may be encountered in per-
forming these tests, when more than one judge is used. The first 
case (1) is when all judges are consistent as a group in their 
stimulus ratings. The results are pooled into one overall set and the 
hypothesis to be tested is that all stimulus ratings are the same.* 
(i=l,2 •••• t) 
H(l): no 7Ti assumed equal to any 7Tj (i~j) 
with test statistic 
B1 = n L: . log(~.+~.) - L: \2 ~ (t-1) - L: ~ r .. 7 log; .• i<j ~ J i ( j~i k ~Jk) ~ 
Tables are available for 7T J B1 and . the significance of B1 for 
*-;~- .. :~~ 
values of n (the number of repetitio~)= 7 fort= 1, 5. 
The second case (2) is when a judge is consistent only as an 
individual thus dividing the results into g groups. The hypothesis 
to be tested is that within any one group (u) all stimulus ratings 
are the same!:-·::-
H : 7T. = 1/t o ~u 
H( 2): no 7Ti assumed equal to any 7Tj 1f. 
u (i~j) (u#1r) 
* See Reference (6) pps 377 
.;:--~ Reference (6) pps 388 
-lHH·l- Reference (2) pps 336 
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c g u c The test statistic for Case 2 is Bi ~ ~ B1 where B1 is the sum-
u;::l 
mation of the B1
1 s overall the groups. Tables for the prob~bility 
level of B~ are available for 2 groups when overall n ~ 4,6,8 or 10, 
for 3 groups with overall n ~ 6,9,12,15, for 4 groups overall 
. ) 
* n ~ 8,12,16,20, and for 5 groups w~th overall n ~ 10,15,20,25. 
Y--"t. 
The basis for determining the statistic B{"'and its probability, 
is the generation of all combinations of stimulus sums of ranks for 
any given number of stimuli and repetitions of the paired comparison 
design. The probability*·:~-;:~ of each combination may be obtained 
under the null hypothesis of equally true stimulus ratings. If three 
items are compared with two repetitions, the sums of ranks and 
probabilities are obtained as follows. The possible sets of rank 
sums for one repetition are 2, 3, 4 and 3, 3, 3. - Each of t he six 
permutations of the first set {2, 3, 4) has probability of 1/8 &nd ' 
the probability of. set 3, 3, 3 is 2/8. The stimulus sums of ranks 
for two repetitions and three stimuli are obtained b.1 adding 2, 3, 4 
and 3, 3, 3 in turn to corresponding elements in ~he sets of sums of 
ranks consisting of all permutations of 2, 3, 4 and also adding them 
to 3, 3, 3. The prt:JI:i4.'b;[~t.yof a given permutation equals the product 
of the basic probabilities of the combination and permutation. The 
~~-;~··:~ · 
procedure is illustrated in ~able III. 
~~ Reference {3) p. 502 
\ Lr/""<.~, 
** Equation~~) Section 2.2 
~~*-!" Reference (2) p. 328 
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TABLE III 
The generation of stimulus sums of ra~~s and probabilities 
for three stimuli and two repetitions. 
Prob-
abilities 1/8 1/8 1/8 1/8 1/8 l_L8 
Rank ; 
sums i 2,3,4 2,4,3 3, 2,4 3,4,2 4,2,3 4,3,2 
6/8 2,3,4 4,6,8 4,7,7 5,5,8 5,7,6 6,5,7 6,6,6 
2/8 i 3~3'L3 5.6.7 5.7.6 6.5.7 6~7. 5 . 7.5.6 7~6~5 
2/8 
3,3,3 
5,6,7 
6,6,6 
vllien sets of possible combinations are obtained along with their 
probabilities of occurrence, for each set substitution is made into 
. /\ 1'1 
the equations for estimating the rr. 's 8l'ld f r om the rr. 's the st ati stic 
~ . ~ 
B1 is obtained. 
The po;.rer"'~ of the test can be determined for l arge values of 
n from t he distribution of T = - 2lnA. 1•here A. is the likelihood 
ratio ~ 23 ~ . 
function (9). 
Tables are available with a 
B(A.t Cl J t-l , oo ) -= 
= .05 and ~ = . 01 for the 
(17) 
For Case (1) where results from judges are pooled into one 
overall set if*=pln~ = n(t-1) ln2 - 2B1 ln 10, ha s the X- 2 distri-
bution w~th t-1 degrees of freedom and parameter A. = ~ nt 3 ~ (18) 
i 
When the paired comparison test is consider ed a s performed by g 
groups, as in Case {2) 
~~c. 
·· T = -21nA. = nt ( t-1) 
c c 
* Reference (4) P• 459 
c ln2 - 2BJ. 1n 10, 
~k Reference (6) pps 377, 388 
**-:1- Reference ( 6) pps 451, 459, 468 
{19) 
18. 
For fixed ratios of n / , if T is the statistic associated with the 
u n u 
uth group where T = ~ T , from the additive property of/{ 2, it 
c 1 u 
follows that Tc ha s t~-)l 2 distribution with g(t-1 ) degrees of 
freedom and parameter A approximated by 
c 
(1T. - 1/t)2 J.U (20) 
Table IV sllimnarizes these r esults for the 2 ca ses. 
·"·(.. 
Table IV" 
Large Sample Limiting Distributions of -21nA 
Statistic r----~ 
Limiting 
Hypoth_e~s~i=s~----------~--=D=i~st~r~J.~·bu~t~i~o~n~--~ 
nt(t-l)ln2-2~lnl0 
H : rr. = 1/t 0 ). 
H(l): 7Ti f. 1T 
H : 1T. = 1/t 0 J.U 
H (2): 1T. f. 1T J.U U 
l- 2 t-1 
X2 g(t- 1) 
The relative efficiency of T and F (from an analysis of vari ance) 
are determined by comparing relati ve sample sizes for equal powers and 
equal alternatives. A comparison of their asymptotic efficiencies is 
given in the f ollowing table. 
Table 
Asymptotic Relative Efficienc~s (%) 
(T, paired comparisons; F, anal ysis of variance) 
t 2 3 4 5 
T to F j 63.7 j 47.7 ~ 42.4 139.8 
Refer ence (2) p. 332 
Reference (4) p. 465 
19. 
2.4 Test of Agreement~ 2)(4)( 6 )(l9) 
The data for sets of paired comparison tests may be obtained by 
running groups of experiments where there are considered t o be g 
groups wi. th n values in ee.ch group. Under these conditions it is 
u 
necessary to determine whether all results can be combined to form one 
g 
single group of n where n = ~ n , or whether groups should be con-
u 
u=l 
sidered separately. When the groups are combined, the assumption is 
that true stimulus r atings rr1 , u2 ••••• ~t exist a s the alternative 
hypothesis, for all groups of repetitions. When the same t r ue stimtlius 
ratings cannot be assumed as the alternative h~pothesis for all groups, 
a pooled analysis is not indicated. This is the case when true 
stimulus ratings exist for any one group, but these ratings may change 
f rom group to group. 
Values of rr. are obtained for each group and the likelihood ratio 
l. 
st atistic B~ for each u group is determined and the statistic ~ = 
g 
.,., rf 
L, -l • 
u=l 
It may be shown that B1~ B~ in all ca ses • The difference 
between the statistic of B1 and B~ is an indication of the con-
sistency of the rankings between diffe r-ent groups. This also can be 
considered as a test of the interaction of stL~uli with groups. 
To measure the consistency of ranking from group to group, the 
hypothesis to be tested is~ 
H . 
o· rr. = TT. for all i and u l.U l. 
rr. 1 u. for some i and u. 
l.U l. 
*Reference (6) p. 378 
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Then -2lnA3 = 2 (B1 - Bi) ln 10 ~mere A is the likelihood .r atio 
statistic. T3 = - 2lnA3 has the X 
2 distribution 1-d.th (g-J)(t-1) 
degrees of freedom, in the limit and parameter A3 approximated by 
1 3 g 2 2 A3 = 4 t ~ ~ n (rr. - rr.). i , u ~u ~ U=-L 
2.5 The Appropriateness of the Model~2)( 6) 
(21) 
It is possible to test the goodness of fit of the binomial model 
from the following considerations. Take the case for the simple 
paired compari son model for t stimuli and n homogeneous repetitions. 
When t wo stimuli si and sj 
stimulus i is ranked above 
"' 
are compared, the probability that 
1T. 
stimulus j, 11';--, • = ( ) , would be 
· -¥ J rr. + 'IT . 
~ J 
estimated. If 7Tilj' the estimate of rri/j ,can be obtained f r om the 
f requencies 
" tr~j = ailj/n' 
where a . ..,.. is the number of times stimulus i ranks above stimulus 
~!J 
j and n = a11 j + ajli is the number of times such a comparison is 
made. The likel i hood function 
where 
and 
-l~ Refer ence ( 6) p. 379 
(22 ) 
(23) 
21. 
The test of goodness of fit for Case (1), for homogeneous repeti-
tions (all data pooled into one set of comparisons), where~~ 
Ho: ~ i?j = ui/(ui + ~j) (i~j) {i,j=l,2 •••• t) 
If:J..: ~i.>j ~ 1Ti/(ui + uj) for some i and j) 
can be approximated from the likelihood ratio. The use of approximate 
maximum likelihood estimators results in the following: 
·ln L (;i? j j H
0
) =-B1 ln 10 
and 
The test for goodness of fit becomes 
-2lnA.I = 2 ~ E.av, · ln apJ· - n (~) ln n + B1 ln l;l Lih . J 'J 
which has the X 2 distribution with (~) - t + 1 degrees of 
freedom for large values of n. 
(24) 
(25) 
(26) 
An analagous procedure based on cell frequencies themselves may 
provide a useful equivalent. If t he expected cell frequencies are 
determined from 
{27) 
then the B1 and ~ relations previously defined become 
, 
Bl = -i~j ai7j log (ai?j~n) {28) 
and 
(29) 
* Reference {6) p. 379 
22. 
I 
By writing ai7j/ai?j = 1 + si?j and using only the first two terms 
of the series expansion, the follo1dng result is obtained: 
since 
when 
2: 
i;ij 
/s/ 
i7j 
( 
ai7 j Ei?j 
is small. 
= 0 
I 2 
- ai7j_) 
A similar test of goodness of fit can be obtained for the case 
when comparisons are considered as made up of n groups as in Case 2 • 
.. ~~ 
Here the hypothesis is: 
H: rr = rr . .~:.r ) (i;ij) {j=l, •••• t) 
o i7j/u lUr\uiu + rrju ( ) 
u:::l, •••• g 
Hrr= rr . ·; i rriu/~. + rr. )for some i and u. l7J U lU JU 
(30) 
considering the test of goodness of fit, Case 1, and that rankings by 
repetitions of the experiment are taken to be independent, the like-
lihood ratio statistic for Case II is 
g 
-2ln~I = -2 2: lnAru· (31) 
u=l 
This has the f..- 2 distribution with g ~ (~)-t + 1\ degrees of 
freedom for l arge values of nu. When cell frequencies are used, 
g / 2~ I -2lnAII ~ 2: 2: (a. 7 ./ -a . . 1 ) a.:.,.·; . 1 ·4· l J u l/J u .v<-J u 
· l= lrJ 
(32) 
~!- Reference (6) p . 381 
23. 
I 
' I
. 
I 
. 
I 
I 
The following table is useful in carrying out the test. 
TABLE VI 
sl s2 s3 
·' ' 
I 
. 
sl - B.p2 al7.3 
' 
= 4n- al?'2 - al73 
s2 a271 - a273 = 4n - a2?1 - a4?3 
s3 a3/l a3/2 - == 4n - a371 - a37:L 
Thus tests of goodness of fit may be determined from either the 
u / 
B1 or B1 statistic or the expected cell frequencies ai>j or 
/ 
ai?jju· 
I 
THE SCHEFFE MODEL 
3.1 . (18) Basic Model and Assumptions. 
Another approach to the method of paired comparisons is that 
of an analysis of variance. The method falls under the general 
theory of least squares and linear hypotheses and t he tests and 
point estimates are the optimum tests and estimates establ ished in 
that theory except for the significance tests for the main 
effects. All estimates of parameters, with the exception of o- 2 , 
are least squares estimates. The basis for the test is a preference 
scale of seven or more points: 
~~,:0(. (3) " " I prefer i to j strongly 
(2) I prefer i to j moderately 
(l) I prefer i to j slightly 
(0) No preference 
*Refer ence (6) P• 380 
-lH~Reference (18) p. 382 
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(-1) I prefer j to i slightly 
(-2) I prefer j to i moderately 
(-3) I prefer j to i strongly. 
If there are 11t 11 items to be compared, each pair i and j, is 
presented to 2J judges, J, judges in the order, i, j,and to J judges 
in the order j, i. Each judge will state his prefer ence and this is 
converted to a numerical score. The preference of i over j will be 
denoted by vijk for kth of the J judges presented with the pair i, j 
in the order i, j. The kth judge of the order 1, 2 will not be the 
same as the kth judge of the order 1, 3. It is assumed that each 
judge judges just one ordered pair, thus requiring 2 JK judges. 
The assumptions are: 
1) that all Vijk are independent random variables 
2) that error variances are homogeneous 
3) that stimulus and environmental effects are additive 
4) that for some purposes the Vijk are normally distributed. 
The score assigned by a judge on a fixed ordered pair can be 
* thought of as the sum of two components, 
a) one, a characteristic of the judge and representing 
his own average level and 
b) the other, the chance deviation of the judge from his 
own average. 
The mean prefer ence for item i over item j when presented in 
* the order i, j is 4 . . and the mean preference for i over j in ~J 
the order j , i is ~ j i • 
*Reference (18) P• 383 
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r ij is defined :: ~ (_A' ij -_/{ ji) which is the average (1) I 
of two means. The differ ence between the two means is 
So 2bij is the difference due to order of presentation in the 
mean preference of i over j. 
Thus r ij = - 'f ji and 0ij 
The expected value of V. "k is E(V .. k) = 1!/ •• + &.j. 1J 1J T 1J 1 
The expected value of the prefer ence of i over j in the order 
j, i 
E (-V .. k) = f .. - O .. J1 1J 1J 
The average order affect 0 = L: ' 1 b . ./K 1ihere the 1 1 denot es 
i<j 1J 
summation over all i and j with i<j. 2b mea sures the avera ge 
(2) 
(3) 
(4) 
( 5) 
advantage of an item i being in the order (i, j) r ather t han (j, i) 
aver aged over all 2K ordered in pairs. 
The hypothesis of "subtractivity" is that there exist par ameters 
~' t 2 •.•• tt characterizing the t items such that t he aver age 
preference ~ . . for i over j is the difference of the co r responding I 1J 
parameters; 
and 
"" The estimates -£... a r e given by 
J. 
1'1 
where ....V •• is defined as 0. I 11 
* Reference (18) p . 384 
(6) 
(7) 
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It them becomes possible to define 
the t . may be regarded as comparable to 
1. 
analysis of variance. 
t 
-l. = L: ..u 1. J./t and 1. j=l r 
the main effects in an 
Then f ij = -L1 - t j + Y . j where ¥ . . = -Y . . and 1. l.J J 1. 
t 
L: y ij = 0 ( i=l' 2 ••••• t) 
j=l 
The Y .. are given explicitly as 
l.J t t 
'(. j = If .. - L. ~ . h/t + L: 
J.. l.J h::l 1. h=l 
They are called deviations from subtractivity and are analagous 
to the interactions in a two-way layout. 
-~ If e. 'k is called the error in V .. k that is" l.J l.J 
then 
• 1 1" /) ·) + v: .. , ...... c.. + ( ~ - · -a) v . . D .=:- t--t- . --e. l. .J ....,._ u I <-J 
,_ 1 -e... ,_ a v r , ' () j ..... :t s IJ 
s'f"'J ,, _ _,S..£~--- ~y- .;J.;[ ~ ~ .-1 o 
1 s~ s~~--~~----~ §p 
3.2 The Estimation of Parameters~18) 
( 8) 
(9) 
(10) 
Under the underlying assumptions (not including the hypothesis 
of subtractivity), the least squares estimates of the parameters** 
are: 
* Reference (18) p. 386 
~-* Reference (18) p. 387 
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A J. ~ ~-. = 2:: v .. /J (it!j) (--4 .. · ::. 0) 
lJ k=l lJ~ ll 
"" t /\ 
t . = 2:: 1 . ./t 
l ·-1 lJ 
where lf .. = 0 ll J- . 
.....-.. . 
'{ ij = 'f' ij -
-"\ 
{ .. + 
l 
,/\ 
{ .. . 
J 
o- 2 (not a least squares estimate) is an unbiased estimate. 
/' 
() 2 = Se/ L2K(J-l)] where se is obtained f rom s'}-
in practice. 
The ana~ysis of variance is obtained from the following:* 
t t ,... 
S.u = J 2:: 2:: ./1 .. 2 
/ i=l j=l lJ 
/\ 2 
si.P = 2J L: " r ij 
I iLj 
L:" 
i <j 
t -"\ 
S,t = 2Jt i~l -t i2 
Sy-= 2J " ''/"' 2 £. '( "j i<;j l 
The error sum of squares 
where'' denotes sum over 
all i and j with i j 
t t J ~ 2 
S = 2: 2: E (Vijk - ~ ij) • 8 i=l j=l k=l 
·iteference (18) pp 387, 388 , 
28. 
(ll) 
(12) 
(13) 
(14) 
(15) 
(16) 
(17) 
(18) 
(19) 
(20) 
(21) 
(22) 
Total sum of squares 
t t J 2 
S = L L L Vijk 
I i=l j=l k=l 
These sums of squares satisfy the following identities: 
sD = ~ sr 
Sv = St s 
s = s, ~ e 
The additional formulae aTe sometimes necessary 
/\ 
s~'' = 2J L'' 
u i <j 
Variances are 
A. 2j Var ( 'f ij) = (f 2J.· 
A 
Var ( -L 1 ) :a-
2 (t-1)/(2Jt2) 
/\ " 
Var ( -t i - ,f j) = 0 2 /Jt 
Var a)) = 0 2 /2JK 
3.3 The Ba sic Test~lS) 
(23) 
(24) 
(25) 
(26) 
( 27) 
(28) 
(29) 
{30) 
(31) 
(32) 
The basic test is t hat of an analysis of variance for comparing 
t he stimulus means. If the normality a ssumption is added, the set of 
/\ 
estimates given above is statistically independent of cr 2 and t he 
set has a joint multivariate nonnal distribution. * The f our sums of 
squares S-t. , ~ , Sb, Se' aTe statistically independent. Sgi6f 2 
has the chi-square distri bution. If the hypothesis of subtractivity 
* Reference {18) p. 389 
I 
I 
! 
is satisfied (all Y . . = 0) then Sy / (} 2 is also chi-square; if the l.J 
main effects .t i are all zero sj 0 2 is chi-square;· if the order 
effects bij are all zero then s0jor2 is chi-square. 
The following table illustrates the subdivision of the total sum 
of squares: 
Source 
* Table VII 
Subdivision of Total Sum of Squares for Analysis 
of Variance Model 
Sum of Squares Degrees of Freedom 
!Main effects I S,t t- 1 I iDeviations from Sy- K-t,ll I Subtractivity 
I l I !Average preference s'+' K ,, 
Order effects s& K 
I 
Mea.'l'l.s 
I. 
$.... 2K 
Error se 2K (J-1) 
I Total sf"' 2KJ 
I 
I 
i 
I 
I 
! 
I 
It is possible to further subdivide the order effects as indicated 
in Table VIII. 
..'(...'t. 
Table VIII '"' 
Subdivision of S0 
I Sum of Squares I Source I 
I 
!Average order eff ect 
Differences among 
f order effects 
I 
!Order ef fects 
->} Reference (18) p. 389 
*~} Reference (18) p. 390 
2 J K '& 2 l 
S~/ I I 
so 
Degrees of Freedom 
1 
I 
K- 1 I 
K 
30. 
S,e , Sy- , 
If all t he & .• 
~J 
"'2 S011 , 2 JKo, and Se are all statistically independent. 
order = 0 t hen 
are ea_ual then Sb 1 '/tr 2. is chi-square. I f t he aver e.ge 
2 JKb2/~2 is chi-square with degrees of freedom in-
di cated in the t able. 
To determine t he significance of t he main effect s t he F value i s 
obtained in t he conventional way and its signi~icance determined from 
t he t able of F for (t-1) and 2K(J-l) degr ees of freedom r espectively. 
""' If t nis turns out to be signi f icant, fi·om the variance of t (-where 'f' = 
/\ ~ 
t . - -L .) and from the average prefer ence of i over j, it is possible 
1 J 
to compare the means of all the main effects by utili zing a multiple 
comparisons test. If Tukey~s test, which is more conservative than 
that of either Scheffe' or Duncan, i s used e.s an exampl e, then the 
"' ,;\. 
differ ence (Te 1 ) betrreen means -t i - t j = 'f' .. , that can be lJ 
tolerated at t he conf i dence level 1-e', 
·i:-
is T = a -v x 2/ (33) 
e' "1-e' a() 2JT , 
wher e ql - e'' is obtained f r om t ables of the studenti zed range qy 
t aking the value of ql-e ' from the t able of upper limits of q, and 
enter ing with the r ange equal to 2K(J-l ). All b statement s about 
"' ,.. 
the differences t i - tj are correct at the 1-e' confidence level. 
The confidence interval is given by'~ ..., 
_., · _] . -f I ~ --f--.£ . 4 ~- -_{ . +Te .1 
-R{, a e. - • a - , a 
3.4 Test of Hypothesis of Subtractivityf18) 
The hypothesis of subtractivity can be t ested f rom the anal ysis 
of vari£nce t able it self. The mean square for deviations from sub-
* Reference (18) p . 389 
** Reference (18) p. 393 
(34) 
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tractivity is divided by the mean square for error and the re sults 
determined from the conventional F t able. In the same way the 
significance of the order effects can be determined. If the deviations 
from subtractivity are found to be significant, or in other vrords, t hat 
" /':'-. 
the hypothesis of subtractivity is not upheld, t hen .t1 - -t-2 is no 
"' longer an unbiased estimate of 'f 12• 
1\ A .,A ,-'\ -~ether t 1 - .t2 or }U 12 is 
appropr i ate depends on whether the interest l ies in just the comparison 
of 1 wi~~ 2 or in the preference of 1 with 2 relative to all the other 
treatments.'' If relative preference is the main interest then .l1 - t 2 
is the correct estimate and the procedure is the same. 
3.5 The Special Case for Two Judges~18) 
For the above analysis to hold t here must be at least four judges 
per pair. If there are only two judges per pair the preceding model 
would give zero degrees of freedom for error. A model with fewer 
unknown parameters is used in this instance. This situation is 
analagous to the analysis of variance of a two-'1-ray layout ¥lith one 
observation per cell in which case we have to assume the interactions 
to be zero. Let us assume 1) the deviations Y" . • from S'\lbtractivity 
~J 
are zero 2) the order effects bij are all zero (often the most 
dangerous asstunption). .. !} .. ~~ The expected value of Vijk is now " 
= S '/(2JK-t) is our new u 2 
e 
* Reference (18) p. 395 
** Reference (18) p. 396 
(35) 
(36) 
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S I 
e 
t 
= 2: 
i=l 
t r ~"- "" "' ~ 
2: 2: ( v . . k - -t . + -tj -&)" j=l k=l ~J ~ 
and is calculated from 
"' 
se1 = sl' - S-t - 2JK~? 
The subdivision of the total sum of squares is given in Table IX. 
* Table IX 
Analysis of Variance for the Simplified Model 
.1 Source 
~~ Main effects !I 
Order effect 
rr::tal I 
Sum of Squares 
APPLICATIONS 
Degrees of Freedom 
t - 1 
1 
2JK-t 
2JK 
4.1 The Mosteller-Thurstone Model~l5)(l6)(l7) 
The follo~dng outline is useful for determining the relative 
positions of the stimuli s1 ••.••• st and to measure the goodness of 
** fit, based on the normal distribution. 
1. Set up pairs in coded form. 
,, 
2. Determine the 7r i ?j 1 s. 
A ~ 
3. From rr1 ~ table, obtain normal deviates zi?j. 
,A 
4. Solve for S. by sunmung columns and averaging. 
~ 
5. 
6. 
/' 
Set S1 = 0 t o obtain remaining scale values. 
,_- ~ ~ A. A 
UseS. to obtain z. 7 ., where z~~· = s1 - S .• ~ ~ J .uJ J 
* Reference (18) p. 397 
·!}* See Reference (17) p. 210 
33. 
(37) 
(38) 
::X ~ 7. Use z. 7 • to obtain rr . 7 . from table of normal integrals. ~ J ~ J 
8. 
9. 
10. 
~ A ~ A 
Compute e, e, 8 - 8 where 8 = arc sin ~ rr 
;r_2 ~ "' 2 . Determine from (8 - 8) /821 ~ n, vmere n = number 
-'\ 
from which rr. 7 . was determined. ~ J 
Look up result in X2 table with (t-l)(t-2) degrees of 
freedom. 
The following illustration is carried through the determination 
. ....._ A ::;; 
of s1 ••••• St. From the s1 ••••• St the zi?j can be obtained as in 6 
,A ~ 
above. If these are tabled as the 7T; 7 • 1 s were, then the 7T.7 . 's can ~ J ~ J 
be obtained from a normal integral table and the )( 2 value determined. 
Table X gives the proportion of all grunes that the team at the top of 
the column '-ron from those listed at the left. (1948). Each entry 
represents 22 games. (n=22). 
* Table X 
Proportion of Games Won by Teams at top of Column 
Clev. Bas. N.Y. Phil. Det. St.Lou. \.Jash. Chic. 
I !Clev. .478 .545 .273 .409 .364 .273 . 273 
l 
• 522 .364 .455 .318 .318 .318 .364 !Bas. 
N.Y. 
-455 .636 -455 .409 .273 .227 .273 
I 
.182 .364 !Phil. ~ • 727 • 545 .545 • 545 .273 
l ' 
IDet. I . 591 .682 .591 .455 • 500 .273 .264 
lst . I,ou •• 636 .682 .727 .818 .500 .545 .381 
!Wash. • 727 .682 .773 .636 .727 -455 .429 
I 
!Chic. .727 .636 .727 .727 .626 .619 .571 
/ \ /\. <" 
The above t able contains the 7T- ~ ·'s. From the 7Ti?j's the z. f.' s are ~' J ~ J 
determined from a table of nor.mal deviates. 
?1- Reference (17) p . 210 
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A. 
The main body of Table XI gives the zi?j values~ The si are listed 
across the last row at the bottom of this table. 
* Table XI 
Normal Deviates zi?. and S. ~ 
Clev. Bas. N.Y. Phil. Det. St.Lou. Wash. Chic. 
!Clev. -.055 +.113 -.604 -.230 -.348 -.604 -.604 
'Bas. +.055 -.348 -.113 -.473 -.473 -.473 
--348 
;N.Y. -.113 +.348 -.113 -.230 -.604 -.479 
-.604 I 
\Phil. -.6o4 +.118 +.113 +.113 -.908 -.348 
-.604 1 l 
~ Det. +.230 +.473 +.230 -.113 .ooo -.604 
--348 ' i 
' iSt.I,ou. +.348 +.473 +.604 +.908 .ooo +.113 
-.303 1 
t 
!Wash. +.604 +.473 +.749 +.348 +.604 -.113 
-.179 1 
ichic. +.604 +.348 +.604 +.604 +.304 +.303 +.179 
l 
!Total 
~ for +2.332 +2.173 +2.065 +0.917 +0.132 -2.143 -2. 486 -2.990 I Col. 
I si .2915 .2716 .2581 .1146 . • 0165 -.2678 -.3108 -.3738 I \ 
L~.2 The Bradley-Terry Model~ 2 ) (6) (S) (19) 
The procedure for applying the binomial model can be summarized a s 
follows: ·:PJo 
* 
.ito..H. ~"~ 
1. Set up pairs in coded for.m. 
2. Decode cards and add ranks for each judge. 
3. Determine B~ for each judge • . 
4. Deter.mine B1 for all judges combined. 
5. Determine consistency of judges from 2(B1 - B~) 1n 10 when 
c g u BI = L: Bl' g = no. of groups. 
u=l 
Reference (17), p. 211 
Refer ence (19) p. 2 
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6. Determine probabil ities from appropriate f ormulae. 
a) If judges are consistent as a group, get probability 
l evel for B1 • 
b) If judges are consistent only as individuals, get 
c probability level of Bi· 
7. Use T =-2lnA to determine appropriateness of the model. 
The following example •dll illustrate the technique. Three 
different rations were fed to hogs selected for similar characteri stics 
and from a limited number of litters. Ration A was a corn ration, 
ration B wa s corn with a small peanut addition and ration C was corn 
'~ th a large 'peanut addition. Roasts were prepared and pairs of 
samples coded for tasting by the judges. After preliminary training 
it was felt that t he judges could detect the eff ect of a peanut . 
ration on the flavor of the roasts. 
~~ 
the date. in Table XII each judge tasted five samples of 
each pair, giving a rank of 1 to the preferred roast and a rank of 2 to 
the other. 
l 
Table XII 
Result of Paired Comparisons Experiment 
{Bradley-Terry Model) 
Judge 1 
A B c 
A 
-
0 1 
B 5 - 2 
c 4 .3 -
B1 = 2.917 prob. .057 
*Reference (2) P• .3.3.3 
~i 
19 
1.3 
1.3 
Judge 2 
A B c l::ri 
-
2 l 13 
! 
.3 - 2 15 
I 4 .3 - 17 
B1 = 4.0.34 prob. .404 
.36. 
If the results of the two judges were poo1ed, then B1 == 8.797 and for 
n == 10 has the probabil ity 0.630. The value of B~ == 6. 951 has the 
probability level .069, indicating that differences between r oasts were 
not significant at least at the .05 level of significance. 
c ~- B1 == 8.7973- 6.9516 == 1.8459 and when the large sample approxi-
mation to ~2 is used this is significant at the .02 probability level 
and indicates poor agreement. The decision in this case is not to 
pool the results of the t>ro judges. 
-~ The second example Table XIII illustrates the test of goodness 
of fit of the Bradley-Terry model using both equations1 (27) (31). The 
judge performed 10 replicates of the design. 
Table XIII 
Results for One Judge with n == 10 
A B c z. 
r~ 
A 7(6.00) 5(6.00) 28 
B 3(4. 00) 6(5.00) 31 
c 5{4. 00) 4(5.00) 31 
The values in parenthesis are the expected cell frequencies from 
equation (:27 ) Section 2. 5. 1 2 was determined from equation (;( 15 ) , 
( ,X2 = 1. 24) and from equation (3o) , ( '!2 == 1. 23). This indicates 
close agreement for the model, since}r2 is not significant. 
4-3 The Scheffe Model~lS) 
An illustration of the analysis of variance method is obtained 
from a tasting experiment of four brands of food. Twenty-four judges 
-~ Reference ( 6) p. 384 
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tasted each of the six possible pairs, 12 in one order and 12 in the 
reverse order. The scoring was based on a seven point system such as 
that in section 3.1. The results are tabulated in a convenient f orm 
below. 
·:f. 
Table XIV 
Data from a Taste-Testing Experiment with 
! 
(i,j) 
(1,2) 
' (2,1) 
i (1 ,4) 
1 (4,1) 
I ( 2,3) 
(3,2) 
(2,4) 
(4,2) 
(3,4.) (4,3) 
Totals 
-3 
6 
2 
f 
' 3 
I 
l 1 i 2 ! 
I 
l 
' 5 
; 19 
t=4, 2J=24 
2 5 5 
4 3 l 2 
4 3 l 1 
2 
2 
1 
20 
l l l 5 4 
2 
1 
15 
1 
2 
4. 
1 
9 22 
4 4 
4 
1 7 
3 1 
32 27 
27 
-13 
-17 
22 
14 
- 2 
27 
- 8 
-1.417 l-1.625 
1.833 l 
1.167 i 
- .167 ~ 
. 2.250 
- .667 
l 1 
.6671 
The analysis of variance of the data is in Table XV. 
* Refer ence (18) p. 391 
38 
* Table XV 
Analysis of Variance of the Data of Table XIV 
Source Sum of Squares d. f. 
Symbol Value 
Main effects S-f, 259.2 3 
Deviations from Sy 8.6 3 
subtractivity 
Average preferences 
1 
&y 267.8 6 
Order effects s& 33.3 
I 6 I 
Means s....- 301.1 12 
Mean 
Square 
! 86.4 2.9 I 
5.55 
Error I se 357.9 132 2. 7111 
Total sf-' 659.0 144 
It can be seen ~hat the hypothesis of subtractivity is upheld 
in this experiment since the F ratio is below that for t he . 05 level 
of si gnificanqe. The main effects were significant at less than . 01 
l evel of signif icance and the value of T1 1 , e' = .05 is .620. 
-e 
Therefore at the 95% confidence level, the following statements a re 
correct: 
1.02 ~ 
-t l 
-
.30 ~ t l 
1 • .30 ~ 
-1:1 
-1.93 ~ 
-1:2 
- -34 ~ ,(,2 
-97 -= t 3 
* Reference (18) p. 391 
** Reference (U~) p • .394 
-t2 ~ 
•!}* 
2. 26 
t 2 L -94 
t 2 -!... 2.54 
t 3 
L. 
.69 --
t ~ .90 4 
{, !... 2.?1. 4 
I 
I 
39. 
These results indicate that t 1 and t3 are not significantly 
different from each other and that ~ and ~4 are not significantly 
different from each other. There is however, a significant dif-
ference between the two groups, t 1 , t 3 and -l 2, t 4• 
4. 4 Comparison of Tile Three Models P 3 ) 
To compare the techniques with one another, an experiment* 
was constructed from pictures developed by exposing a normal picture 
to various types of filters. Each pair of transparencies ¥ms pr o-
jected side by side and the observer indicated his preference. The 
two projectors were matched to give the se~e illumination. The pairs 
were then reversed to provide a test of order. The binomial, normal 
and ane~ysis of va riance techniques were then applied to the data. 
The results are in Table XVI. 
! 
I 
Table XVI 
Preference Ratings of the Methods indicated f or Four 
Different Pairs of Transparencies 
1 Red over 1 ~d over 1 Hed over 1 Red over 
Method 2 Blue 1 Blue 1 Magenta 1 Cyan 
) I Bradley .621 -540 .562 .7.3.3 Terry ) 
Thurstone) 
.610 .540 .;44 .729 Hosteller) 
Scheffe .616 .547 .549 .727 
ll 
l 
i 
j 
I 
*-~-Response scales are essentially the same and this would indicate 
that the selection of a method of analysis to be dependent upon other 
considerations. The normal di stribution model provides the simplest 
* Refer ence (13) p. 158 
-:H~ Refer ence (1.3) p . 62 
40 
solution to a scc~e response if that is the main objective. In the 
analysis of variance approach, the degrees of preference can be 
taken into consideration. The binomial model requires a winimum of 
a ssumptions to perform the analysis and so far has the most complete 
coverage in the analysis of the results although sinular results 
could be obtained from the other models with sui t able modifications:1 
41. 
Bl 
Be 
l 
Bu 
l 
D 
D .. l.J 
E 
G 
H 
0 
~ 
Io ) ) 
Il ) 
J 
K 
L 
Ll 
L 
0 
L 
N 
Nl 
GLOSSAlli OF TERMS 
t est statistic for binomial model Hhen m =t. 
g 
2: 
u==l 
test statistic for binomial model f or uth group. 
matrix. 
s. - s .• ]. J 
expected value. 
number of times a stimulus of first group r-anks above a 
stimul us of the second group. 
original hypothesis. 
alternative hypothesis. 
intercepts on ordinate axis for sequential analysi s . 
number of judges for one set of comparisons of t items not 
considering order. 
(t-l)(t /.). 
matrix. 
upper boundary line for decision p) p1 . 
lower boundary line for decision p < p • 
0 
likelihood function. 
diagonal matrix 1-d.th 1/(n. + l) a s elements of the ith di agonal ]. 
cel l , zeros elseY.rhere. 
matrix. 
l? (r .. k )probability that the ith stimul us of the fir st group r an..l{ s 
l.J above the jth stimulus of ti1e second group . 
R 2 ~-· ]. 
1.,2. 
R. . value of S. - S. '"hen ut f. 0. ~J . ~ J ~ 
S.( ')true position of stimulus i (or j) on a stimul us scale. 
~ or J 
S column vector. 
T -2lnA.. 
v. 'k ~J 
w 
X. 
~ 
z 
a .. 
~7J 
b 
d .. 
~J 
e 
e' 
f 
g 
h 
k 
1. 
~ 
preference of i over j for the kth judge in the pair ij in the 
order ij. 
Th.i - n(~). 
sensation t o stimulus i. 
Dl, a column vector equal to sum of rows of matrix D. 
means expected value of a. 
number of times stimul us i is preferred t o stLmulus j. 
n 
2n(t-l)-L L r. 'k" j 1 k ~J 
number of possible statements in a multiple comparisons test. 
X. - X .• ~ J 
error in vijk" 
conf idence level ofT ,. 
e 
group number f. h. 
munber of groups. 
group number. 
repetition number. 
(t-1) R - ~ /t + a. ~ 
{t-1) R - ~ + Ia. ~ 
a. 
a . 
-~ 
.~ . 
43-· 
ln 
log 
m 
n 
n 
u 
p 
r . "k lJ -
s 
X 
z 
" ' . ~ 
2:: ' ' 
a 
y- ij 
logarithm to the ba se e. 
logarithm to the base 10 . 
number of groups. 
number of repetitions. 
number of repetitions in group u. 
true proportion of corr ect decisions in a triangle t est. 
lower limit of p for acceptable judges. 
judges with abilities p1 will be selected. 
studentized range value at probability e'. 
rank of the ith stimulus in the kth repetition in block where 
i appears with j • 
slope of lines 1
0 
and 11 • 
number in group h. 
number of items to be compared. 
trial number. 
ln 7T i /7Tj 
ordinate probability curve of stimulus i -when area under curve 
is assumed = 1. 
has normal distribution with unit variance and 0 mean. 
product. 
means summed when one value of the argument is missing. 
denotes summation overall i and j wi t..l-J. i <. j. 
sum. 
probability of selecting an unacceptable judge. 
probability of rejecting an acceptable judge. 
deviations from subtractivity. 
i 
1 2 (,A'ij +~i). 
comes from ai/j/a' i?j = 1 + 
arc sin y-:;;:- . 
likelihood ratio statistic. 
e . .• 
~J 
means preference of i over j "When present ed in or der ij. 
true rating of a stimulus on a subjective continuum. 
corr elation coefficient. 
standard deviatmn (~ = variance). 
signifi es total in sum of squares. 
parameter characteri stic of the ith item. 
chi-square. 
over a letter means an e stimate of the t r ue parameter. 
means an estimate of the estimate. 
approximately equal to. 
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APPENDIX 
( 5 ) ( 12 }( 22) 
SELECTING JUDGES FOR A PAIRED COMPARISON EXPEP.IMENT 
The selection of judges can be made by triangle tests. In this 
t est the judge is required to pick the odd sample from a set of t hree 
samples. The procedure is simple and >men each judge i s required to 
perform a predetermined num-ber of the se comparisons, the best judge 
for a panel can be ea sily selected. 
Sequential analysis procedure s can be utili zed in t his sel ection 
of judges. If p i s the true pr oportion of correct decisions in a 
triangle test a ssmning the judge is to continue judging indefinitely, 
then p i s th e judge!s iiL"flerent ability. Judges with abilities l ess 
than p will be excluded from the panel and those with abilities 
0 
greater than p1 w~ll be select ed. The sequential an~~ysis requires 
the determination of t wo lines having a common slope with inter cepts 
I
0 
and I 1 on the ordinate axi s. These depend on t he speci f ications 
of p
0
, p1 , a and ''13 , 1-/he r e a is defined a s the probability of 
selecting an una ccept able judge and P: is defined as the probability 
of rejecting an accept able judge. 
If there a r e a l a r ge number of potent ial judges for t he eKperi-
:ment, t hen a can be made small, which ma.kes it very unlikely t hat 
an unaccept able judge will be included in the panel. ~' on t he other 
hand, can be made quite large, meaning that t he likelihood of rejecting 
a really good judge is not t oo linportant since there are pl enty of good 
judges from which to choose. Values of a and ~ a re usually equal to 
. 05 although other l evels me.y be used. Setting t he values of p
0 
and p1 
49. 
should be given careful consider ation since t hese va-:_ue s along 1-d.th a 
and ~ di r ectly affect t..i-J.e a ccept 2nce (or non-acce~Jtance) of judges 
and tl1e amount of trial te sting necessary t o make suitable se_ections. 
The t ype of test material also influences the selection of p c:.nd pl 
0 -
· since some l evels of p might be impractical for S!:::eci:E'ic tG:o t s . If 
ve-~u.:;s <.~ ··s set low, then the discri.TJlinating power of the judges is l ow 
c:.nd may introduce variability into the experiment. 
The common slope of the tlro l ines L
0 
and L1 is given by: 
s = 
The intercepts I 
0 
I = 0 
Il = 
1 
- Po log 
1- p 
log~- 1 - pl log 
and I 1 
Po 1 -
a re: 
log _lL __ 
1- a 
Po 
pl 1 - pl log __ - log ---=--
Po 1 - p
0 
log 1 - t:L 
a 1 log pl 
-
l og pl 
Po 1 - Po 
The average number (n) of tests it >-Till take to make a decision 
based on the ability, 9 , of the judge can be determined . 
* aver age sample number for a judge of ability p . 
\fuen p = o (no ability) 
log a 
E (n) = 
0 
1- a 
* R9f erence (5) p . 26 . 
E (n) is the p 
When p = Po 
(1-a) log § . + a log 1 - ~ 
E (n) = 1- a a 
Po 
log _!1_ l - pl Po + (1· - P.l.) l og 
Po 1 - Po 
\·Then p = p1 
(13 log I& + (l - f3) log 1 - f3: 
E (n) = 1 - a a pl p 1 - pl pl log...:.l_ + (l - pl) log---
Po l - p 0 
The control lines are: 
(tr) + I where tr = t r iel number = 1, 2,3 etc. 
0 
* To illustrate the selection of judges for an experiment, assume 
p
0 
= .40, p1 = .65, a = . 05, E~.nd f3' = . :)5. Using the formulae for s, 
I
0 
and I 1 , as given in this section 
L = .53 (tr) - 2.87 
0 
and 11 = .53 (tr) + 2.87. 
A graph can be constructed from these two lines and a sequential 
anr.lysis performed based on the number of correct selections from a 
triangle t est, i.e. selecting the odd one from a. set of three, t wo of 
which are alike . 
* Reference (5) p . 27 
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