Abstract
Introduction

24
Characterising the functions describing the dependence upon the environment of phenotypes 25 generated by specific genotypes is critical to understanding many aspects of evolution. These 26 functions, termed reaction norms (Schmalhausen, 1949; Woltereck, 1909) , are therefore the 27 subject of a great deal of interest from evolutionary biologists (Gupta and Lewontin, 1982 ; 28 Scheiner, 1993; West-Eberhard, 2003) . For example, characterisations of reaction norms can 29 be important for understanding how populations will respond to changing environments, 30 and so the extent to which non-evolutionary plastic responses and adaptive evolutionary 31 change can allow populations to persist (Chevin et al., 2010; Ghalambor et al., 2007) . In 32 microevolutionary studies, we may often be interested both in the mean reaction norm of 33 populations, and also in variation in reaction norms within populations (Nussey et al., 2005) . 34
Assessment of variation in reaction norms can in principle inform us of how traits will evolve 35 in response to selection across a range of environments (Kirkpatrick et al., 1990; Scheiner 36 and Callahan, 1999). 37
The true shapes of reaction norms are potentially complex, and any empirical analysis 38 will require a model of reaction norms (DeWitt and Scheiner, 2004; Gavrilets and Scheiner, 39 in say, the steepness of reaction norms among different genotypes in a population). 48
The primary goal of this paper is to examine how some of the most readily-applicable 49 statistical models of reaction norms can be used to make robust inferences about properties 50 of reaction norms. As examples of such reaction norm properties, we consider inference both 51 of properties of reaction norms of individual genotypes (or other genetic groupings such as 52 populations; e.g., focusing on their slopes, or the locations of their maxima), and properties of 53 families of reaction norms (e.g., variation in slopes, or variation in the locations of maxima). 54
The primary focus is on biological inference, but we draw extensively on the statistical 55 theory underlying different potential analytical approaches to studying reaction norms. In 56 some cases, we expand basic theory about regression analysis to yield new insights about 57 how specific, biologically-motivated, regression analyses may behave. We discuss biological 58 inference of properties of reaction norms in general, but we also specifically focus on on some 59 recent claims that have been made about the efficacy of different approaches. 60
Polynomial regression, and especially quadratic regression, is potentially very useful for 61 characterising reaction norms, and several authors have investigated theoretical and empir-62 ical properties of reaction norms using such functions as theoretical and statistical models 63 (e.g., Delpuech et al. 1995; Gavrilets and Scheiner 1993) . Two recent very firm claims about 64 analysis of reaction norms with polynomial functions are: (1) that the slope of a line con-65 necting mean phenotype in two environments is generally misleading about the form of a 66 reaction norm (Rocha and Klaczko, 2012) ; and (2) that quantities derivable from polynomial 67 regressions, such as the slope at any point, or measures of overall curvature, provide robust 68 inference of reaction norms (Rocha and Klaczko, 2014) . We show analytically, and with 69 numerical examples, that neither of these assertions is generally true. Nonetheless, we agree 70 that polynomial regression, perhaps especially quadratic regression, may be very useful for 71 biological studies of reaction norms. However, polynomial regression will be most useful if 72 applied with a somewhat more nuanced understanding of its strengths and limitations. 73 We also contrast two approaches to characterising variation in reaction norms. By "char-74
acterising variation", we refer to situations where we are not necessarily interested in specific 75 reaction norms, nor in comparisons of properties of two or few specific reaction norms, but 76 rather where we seek to assess variation in populations for aspects of reaction norms. For 77 example, we may be interested in how much variation in average slope, relative to variation 78 in mean values, occurs among the reaction norms of the genotypes segregating within some 79 population, or among populations within a species. There are two basic approaches in use 80 to quantifying such variation. In the first procedure, two steps are employed. First, data 81 from each genetic group (individual, genotype, inbred line, etc.) are subjected to statistical 82 analysis, for example, to regression analyses to determine slopes, as well as calculations of 83 line-specific means across environments. In the second step of the first approach, summary 84 statistics are calculated at the population level, providing, for example, measures of variance 85 in the means and slopes estimated in the first step. In the second type of approach, mixed 86 models, in particular, random regression mixed models, may be used to directly estimate 87 variance in reaction norm parameters. We show analytically how the two-step approach in-88 troduces biases into most inferences about variation in reaction norms, and we illustrate the 89 application of random regression mixed models, in detail, with an empirical example. We 90 also derive new measures of variation in phenotype arising from different aspects of reaction 91 norms, and show how these may be particularly useful for answering questions of current 92 interest in reaction norm research. 93
This paper is arrayed in several sections. In each, biologically-relevant results and the 94 more intuitive pieces of statistical theory upon which they rest are presented, while more 95 involved statistical theory is generally relegated to an extensive appendix. First, we consider 96 methods for characterising aspects of individual reaction norms, including the slope between 97 mean phenotype in two environments, and polynomial regression. We then turn our attention 98 to inference of variation in reaction norms. We compare the two-step and mixed model-based 99 approaches, present an empirical example, and derive new measures of variation in reaction 100 norm shape. In the discussion, we recapitulate our major points and address various common 101 threads. 
Slopes between two points
This simple assessment of reaction norm slope has two important properties. First, it is an 110 unbiased estimator of the average slope of a reaction norm between points a and b, weighting 111 all values of the environment between a and b equally. The slope of an arbitrary reaction 112
, where E[z|x] is the expected phenotype, z, given the value of 113 the environmental variable, x, at any given point, and f (x) is its derivative of the function 114 f (x), at point x. An average over a continuous variable can be obtained by integrating the 115 quantity to be averaged, i.e., f (x), over the range of the predictor variable (the environment, 116
x between a and b), while weighting by the probability density of x (in this case a uniform 117 density between a and b, which is
Simplifying this expression using basic algebra and calculus rules gives 119
Thus, regardless of the true form of the reaction norm function, i.e., of f (x), the very simple 120 expression in equation 1 gives the average slope of the reaction norm, weighting all values 121 between a an b equally. We will presently see that this ability to recover a major and 122 biologically relevant aspect of a reaction norm is not necessarily a property of other analytical 123 approaches, including some that have recently been advocated in the literature. 124
Second, the basic experimental design associated with the reaction norm analysis in equa-125 tion 1 can be shown to be optimal with respect to minimising statistical error in the inference 126 of the average slope. If a researcher can rear a set number of individual organisms across 127 a range of environments, it may be desirable for different purposes to raise them in two 128 environments, i.e., at x = a and x = b, or to divide the total sample size among additional 129 environments between a and b. 130
It may initially seem that raising organisms across a number of different environments, 131 calculating the slopes between adjacent environmental treatments, and averaging these slopes, 132
would give a better calculation of average slope over some total range of x. This is not the 133 case. The standard error of an estimated reaction norm slope between two points, s ab is 134
where Σ(z) denotes the sampling variance of an environment-specific estimate of mean pheno-135 type, i.e., the squares of the standard errors of the estimated means. The sampling variance 136 of the mean, under normality, is the variance divided by the sample size. The sampling vari-137 ance of s ab will be minimised when the quantity Σ(z a ) + Σ(z b ) is minimised, and if variances 138 are equal in environments a and b, this occurs if the total sample size is divided between the 139 two environments. If variances are not equal in the two environments, a design that increases 140 sample size in the environment with more variance will be optimal for minimising error in 141
If, alternatively, there were three environments, say x 1 , x 2 , and x 3 , the mean phenotype 143 in environment x 2 would appear in the calculation of s ab for both the intervals between x 1 144 and x 2 , and between x 2 and x 3 . This produces a negative sampling covariance between the 145 two estimates of s ab for adjacent ranges of x. Consequently, for the purposes of minimising 146 statistical error a single measure of s ab can give the most powerful possible estimate of the 147 average slope of a reaction norm between points x = a and x = b. That this design is optimal 148 with respect to minimising the sampling variance of the average slope is demonstrated more 149 rigorously in appendix section A.1. 150
Polynomial regression analysis of reaction norms 
In each fitted regression model, the intercept, a, and polynomial regression coefficients, i.e., b 1 , 160 b 2 and b 3 , will be those that minimise the variance of the residuals (e). Note that the values 161 of the intercept and common coefficients (e.g., b 1 ) may differ between models of different 162 polynomial order, fitted to the same data. 163
In application of polynomial regression, it is hoped that coefficients of the regression 164 model, or predictions from the fitted model, will reflect biologically relevant aspects of re-165 action norms. While polynomial regression may often be pragmatic, the conditions under 166 which coefficients of polynomial regression models will reflect specific, biologically relevant, 167 quantities such as the average slope of curvature are limited. Where there is a very simple 168 and general interpretation of s ab as the average slope of a true arbitrary reaction norm be-169 tween the points x = a and x = b, the conditions under which a polynomial regression can 170 provide a similar inference are much more limited. If the environmental variable is normally 171 distributed -both in the data analysed and in the relevant scenario in nature about which 172 we want to draw inferences, then the linear term (b 1 ) in a first-order quadratic regression 173 model gives the average slope. This can be demonstrated from Stein's lemma (Stein, 1973) , 174 where it has been shown that σ(xy) = σ 2 (x)E of specific distributions and their relevance in different situations, the fact that polynomial 219 regressions do not reflect only the reaction norm being studied, but also essentially arbitrary 220 features of a study design, should be strong reason for care in their interpretation. In ap-221 pendix section A.2, we demonstrate a simple example where the s ab metric can be useful, 222
and slopes of quadratic approximations of reaction norms may be less useful. 223
There are likely many scenarios where polynomial regression will provide pragmatic and 224 useful statistical models for studying reaction norms. While the reaction norm used forillustration in figure 1 is very plausible -indeed, this sort of functional form appears in 226 many discussions of thermal reaction norms (e.g., Kingsolver et al. 2004 ) -many studies 227
will not have to contend with the same degree on non-linearity. As a polynomial regression 228 more closely approximates the true function, predictions from the approximation will better 229 reflect aspects of the biology of the reaction norm. The degree of model complexity, i.e., 230 the degree of a polynomial reaction norm, is difficult to determine. Previous discussions of 231 polynomial reaction norms have suggested forward model selection. Such a procedure can be 232 inconsistent, i.e., can fail to converge on the "true" model (in the hypothetical situation where 233 the true model is included in the set of models that is considered), even when arbitrarily large 234 amounts of data are available. We elaborate on this property of forward model selection of 235 polynomial regression functions in appendix section A.3. 236
Assessing variation in reaction norms
237
Variation among reaction norms, for example genetic variation among species, families, clones 238 or inbred lines, is often assessed by first calculating metrics such as s ab , or by fitting poly-239 nomial regression functions, to each genetic unit (e.g., clone, genotype, sibship). In a second 240 step, variances (or other measures of variation) in s ab , or of regression parameters, are cal-241 culated. This basic procedure will exaggerate apparent levels of variation in any feature of 242 reaction norms, a principle that can be demonstrated with some simple theory about the 243 sampling variance of regression coefficients. 244
The sampling variance of the mean (the intercept in a linear model with a symmetric, 245 mean-centred covariate) is 246
(the square-root of which is the familiar formula for the standard error of a mean), and the 247 sampling variance of the slopes is 248
A derivation of this expression is given in the appendix, section A.4. 249
What is the significance of these sampling error variances? In the common two-step pro-250 cedure, where parameters such as line-specific slopes are first calculated, and then variances 251 (or other summary statistics) of those statistical estimates are subsequently calculated, sta-252 tistical noise in the first step gets interpreted as biological variation in the second step. The 253 amount of statistical variation that may be interpreted as biological variation in the linear 254 approximation term to a family of reaction norms is thus 3σ 2 r nr 2 . Since the residual variance is 255 always positive, the two-step assessment of variation in reaction norm parameters will always 256 be upwardly biased. Because the number of environments will typically be modest (n is 257 the number of points in the regression, and this is typically the number of environmental 258 treatments), this effect can be large. This effect of statistical error in step 1 to contribute to 259 the apparent variation in step 2 will occur in both inferences of average reaction norm slope 260 in estimates of s ab , and in regression-based approaches. given a normal covariate, x, are given in appendix section A.5. 279
A class of linear mixed models called random regression models exists specifically to sep-280 arate noise from real variation in families of regression coefficients. The simplest random 281 regression mixed model is a linear random slopes model, which can be written as 282
where z ij is the phenotypic observation of individual i from group (e.g., species, family, etc.) 283 j, where a and b are fixed regression parameters for the intercept and slopes, respectively, 284 where f j and g j are regression parameters (contrasts to a and b) for group j, x i is the 285 environment to which individual i was exposed and e i is a residual for individual i. As 286 before, the residuals are assumed to be drawn from a normal distribution e i ∼ N (0, σ 2 r ), and 287 furthermore, the group-specific regression parameters are also treated as random variables, 288
i.e., variables that belong to a bivariate normal distribution 289 2011), we hope that it is useful to clarify that its use represents more than a mere modernisa-294 tion of statistical approaches to studying reaction norms. Random regression can yield direct 295 inferences of variation in reaction norm parameters (e.g., of slopes), that would otherwise be 296 subjected to potentially biologically misleading statistical biases in two-step analyses. 297 A random regression model can be used to assess variation in reaction norms for any 298 analysis with multiple units of observation, and two or more (or a continuous range of) 299 environmental treatments. When applied to a study with two treatments, the linear random 300 regression mixed model specified by equation 5 yields unbiased estimates of the among-group 301 variance in intercepts, average slopes (i.e., this amounts to an analysis of variation in s ab ), 302
and their covariance. 303
When applied to a study with a range of environmental conditions, or with random 304 quadratic (or even higher order) terms, random regression mixed model analysis can be 305 used to recover meaningful information about variation in reaction norm shape. However the 306 caveats that apply to the interpretation of polynomial approximations to reaction norms in 307 general will also apply to inferences about variation in polynomial coefficients obtained by 308 random regression. With prudence, it is possible that random polynomial regression mixed 309 model analysis could be much more extensively used in analysis of variation in reaction 310
norms, and such analysis will certainly be preferable to two-step analytical approaches in 311 most circumstances. 312
Example application of a random regression mixed model 313
We applied quadratic random regression mixed model analysis to the data on reaction norms 314 replicates (vials) in a thermal gradient spanning 14
• C to 24
trait, the mixed model took the form 319
where z i,j represents the phenotype (spots or thorax length) measured on individual i belong-320 ing to strain j. The fixed effects, a, b 1 , and b 2 estimate the average reaction norm, conditional 321 on a fixed effect of sex. The random polynomial coefficients f j , g 1,j , and g 2,j for each line 322
and are assumed to be drawn from a multivariate normal distribution 323
with estimated covariance matrix Σ. Additionally, the replicate associated with individual i, 324 and the temperature in which it was raised, coded as a multi-level factor t i and the residuals, 325 e i , are all included as random effects with estimated variances. The temperature at which a 326
given individual was raised, t i was mean-centred by subtracting 19
• C. 327
The among-line covariance matrices of intercepts, slopes, and curvatures (table 1) variances, and covariances of quadratic reaction norm parameters. However, an approach 408 to develop formulae for such quantities seems clear. Given a function for calculating some 409 quantity (e.g., the location of an optimum) from a fitted reaction norm function, the vari-410 ance of that quantity can be approximated by taking the expectation of a Taylor series. It 411 is reasonable to feel that this is easier said than done. It may therefore be useful to provide 412 expressions involving some quantities that might be most useful. 413 Table 3 gives expressions for quantities that may be calculated from quadratic reaction 414 norm approximations: the environment of the maximum or minimum value, the maximum or 415 minimum value, and the mean (remembering that the intercept is not the mean of a quadratic 416 function, even if the covariate is mean centred) for different distributions of the environmental 417 covariate. Table 3 The quantities discussed in this and the previous section for summarising reaction norms 476 apply directly to families of quadratic regressions (and associated formulae in tables 2 and 477 3), especially as can be estimated with random regression approaches in linear mixed models. 478
The reasoning behind these could in principle be extended to other types of functions, for 479 example, to higher-order polynomials. In analyses of non-normal traits, e.g., with random 480 regression in generalised mixed models, quantities described here would apply on the under-481 lying latent scale (e.g., on the log scale in a Poisson model), which in many cases could be 482 very useful and biologically interpretable. 483
Discussion and Conclusions
484
We are neither advocating for, nor against, characterising reaction norm slope as the slope 485 of a line between two points, i.e., of s ab , on the reaction norm. We seek primarily to clarify 486 that this very simple statistic has a very specific interpretation (i.e., the average slope of the 487 reaction norm between points a and b) that holds regardless of the true shape of the reaction 488 norm. Few other statistics one might use to characterise reaction norms have interpretations 489 that holds so generally. This does not mean that s ab could not potentially be misleading. exactly the information that is needed, even if a reaction norm is highly non-linear, and there 494 are times when information is needed that s ab cannot provide. Understood correctly, there is 495 neither a "pessimistic" nor an "optimistic" view (Rocha and Klaczko, 2012) to be had about 496 s ab ; rather it is fit for some purposes and irrelevant to others. Additionally, it is of note that 497 the distribution of slopes and intercepts of straight-line reaction norms between two environ-498 ments has direct relationships to cross-environment phenotypic and genetic correlations (Via 499 and Lande, 1985) , another simple and robust relationship that does not necessarily hold for 500 more complex statistical models of reaction norms. 501
Similarly, while we have attempted to be very careful about the narrowness of the con-502 ditions under which coefficients of polynomial regressions can be interpreted as reflecting 503 specific properties of true reaction norms, we are neither advocating for, nor against, poly-504 nomial regression. In particular, we note that polynomial approximating functions depend 505 on the distribution of the covariate (i.e., the environmental variable), and cannot therefore 506 necessarily be interpreted solely as properties of reaction norms. More importantly, we have 507 noted that the slope of an approximation to a reaction norm at any specific point (i.e., Rocha 508 and Klaczko 2012's "local plasticity") is not necessarily a good representation of the slope 509 of the true reaction norm at that point. If a polynomial regression is sufficiently flexible 510 relative to the presumed complexity of a true reaction norm, then this technique is likely to 511 be valuable, even if it does not generally yield estimates of quantities that have such a simple 512 and general interpretation as estimates of s ab . We suspect that quadratic regression could 513 prove to be a very pragmatic model of many non-linear reaction norms. 514
Despite the previous claim that the Drosophila data in figure 2 support a contention that 515 reaction norms vary extensively in their curvature, it is fairly easy to see that this is not 516 the case. Taking into consideration that finite sample size for each line in each assayed 517 temperature causes statistical noise in each point in figure 2a,b, it is clear that there is very 518 little variation in reaction norm shape among lines. For abdominal spot number, the raw 519 data consist primarily of parallel lines. For thorax length, dispassionate visual inspection and 520 quantitative analysis shows that most of the variation is explained by the overall reaction 521 norm, and by variation within temperatures, not differences in reaction norms among lines. 522
Note that quantitative approaches (table 1, figure 5) support these contentions based on 523 the raw data. Since two-step analytical procedures have been widely used in the primary 524 literature, and even meta-analysis (Murren et al., 2014), it is not currently possible to judge 525 how flexible polynomial regressions might generally have to be to capture the most importantfeatures of (variation in) reaction norms. However, the analyses here are heartening and it 527 seems plausible, that with due consideration to the features of any particular study system, 528 that quadratic regressions, as advocated by (Rocha and Klaczko, 2014) , could indeed provide 529 pragmatic models of reaction norms in many cases. 530
However, we caution strongly against some of Rocha and Klazcko's (2014) specific sugges-531 tions for interpreting quadratic regressions. In particular, Rocha and Klazcko suggest that 532 the derivative of a quadratic, or other polynomial function at any specific point, which they 533 call "local reaction norm plasticity" could be a generally useful measure of reaction norm 534 shape at a particular point. However, this derivative need not necessarily closely reflect the 535 slope of a true reaction norm at that point, and it need not even be the correct sign (see also 536 appendix section 2, figures A.1 and A.2). Rocha and Klaczko (2014) also suggest that the 537 quadratic term can be used as a measure of "reaction norm shape", justified by the fact that 538 twice the value of the quadratic term is the second derivative of the quadratic function at 539 all points, and is therefore the average derivative of the quadratic function. This use seems 540
reasonable, but its application should be approached with awareness that the average deriva-541 tive or second derivative of the quadratic approximation to any function is only equal to the 542 average derivative or second derivative under two conditions. First, this equality holds if the 543 true function is indeed quadratic. Second, this equality holds if the environmental covariate 544 is normal. Virtually no studies of reaction norms have a normal covariate. In fact, investi-545 gators typically strive for covariate distributions that approach uniformity. So justification 546 for using curvature of a quadratic approximation as a measure of the curvature of a reaction 547 norm rests on a requirement that a quadratic function is a good approximation of the true 548 reaction norm. It seems that this requirement should frequently be closely enough met in 549 empirical systems for quadratic regression to provide useful measures of average reaction 550 norm curvature. 551
We do advocate more strongly for analyses that do not apply statistical procedures to 552 the outcomes of previous statistical procedures. Doing statistics on statistics will often lead 553 to misleading results, and is generally avoidable. Although some authors have begun to 554 use mixed model analysis (e.g., Dingemanse et al. 2010; Martin et al. 2011 ), multi-step ap-555 proaches are still common empirical practice. Furthermore, while the applicability of random 556 regression has been clearly demonstrated (Martin et al., 2011) , we hope it is useful to clarify 557 that it doesn't merely represent a modernisation of statistical approaches to studying reaction 558 norms. Rather, it allows pitfalls of two-step procedures to be avoided. When population-level 559 variation is inferred from the distribution of summary statistics of units of organisation that 560 have been analysed within that population, the apparent variation at the population-level 561 will invariably be upwardly biased by statistical noise (see also Morrissey 2016) . Given the 562 existence of random regression mixed models in widely-used software packages (e.g., lme4, of polynomial approximations to reaction norm functions depends on the closeness to which 566 they approximate true reaction norm functions, inferences from random regression mixed 567 models will also depend on the adequacy of a family of polynomial functions to describe 568 variation in reaction norms. 569
Additional benefits of mixed model-based analyses that we realised in our example anal-570 ysis also contribute to the utility of these methods. For example, we were able to account 571 for covariates (by fitting a fixed effect for sex), and possible sources of variation and non-572 independence among observations (by treating variation among replicate vials as random 573 effects). Furthermore, mixed-model analyses can very naturally account for unequal num-574 bers of observations in different environmental treatments, while such accounting is more 575 difficult in the two-step procedure (weighting by precision would be necessary, and it is not 576 clear if such an effort has ever been made in reaction norm studies). These seem like valuable 577 aspects of the analysis for ensuring the most complete and rigorous use of the available data, 578
and are relatively easily implemented in the mixed model framework. Furthermore, when 579 a low-order polynomial function does not fit a reaction norm well, mixed model analysis 580 may provide simple and powerful solutions. For example, the average reaction norm may be 581 handled with the fixed effects part of a model, using a high-order polynomial or some other 582 flexible regression function such as a spline regression (Wood, 2006) , while a relatively low-583 order model, such as a quadratic random regression, may still be pragmatic for describing 584 variation in reaction norms around the average function. 585
Linear mixed models, in particular the random regression mixed models considered here, 586 are among the simplest of types of hierarchical model that may be useful to analysis of 587 reaction norm shapes. Non-linear mixed models, and hierarchical models in general, could 588 potentially be used to provide direct inference of variation in parameters such as the locations 589 of maxima, and for coefficients of reaction norm models that are not based on polynomials. 590
Flexible models that can provide such inferences are becoming increasingly easy to implement, 591
for example with software such as jags (Plummer, 2010) Table 2 : Expressions for variance in environment-specific expected values of phenotype attributable separately to variation in reaction norm means, slopes, and curvatures (quadratic terms), for uniform and normal environmental covariates. All expressions assume that covariates are mean-centred. For the uniform distribution, r represents the range, i.e., where the centred uniform covariate has a range from −r to +r. For the normal covariate, the environmental variable's distribution is characterised by the standard deviation, σ.
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mean across environments three to five environmental units is the range over which data have been collected, these two 724 regressions will have opposite linear terms in a regression analysis where the covariate is not 725 centred. Figure B1 .1d depicts regression analyses of the same data, but with a mean-centred 726 covariate, where it is evident that the linear terms will have the same value, reflecting the 727 fact that the two approximating functions have the same slope at the mean value of the 728 covariate. The quantities by which reaction norm parameters must be multiplied to give expected 761 phenotype in any given environment are polynomial values corresponding to that environ-762 ment's numerical value. In the analyses of Drosophila reaction norms, the temperature data 763 were centred to a mean of 19
• C. So, the values of the polynomial function for, say, 16, 19 and 764
22
• C (the middle value and nearly the extremes of the temperature range, see figure 2), the 765 In general, a reaction norm approach will use fewer parameters than a character state 774 approach. In the Drosophila example, a description of the strain-level covariance matrix of 775 temperature specific phenotype would require estimation of a matrix with 66 parameters. 776
In this specific example with eight strains, these parameters could not be simultaneously 777 estimated. In fact, any pairwise covariance estimate should be regarded as tenuous giventhis level of replication across strains. In contrast, the quadratic reaction norm approach 779 estimates six parameters at the level of strain. One should still keep in mind that its inferences 780 are based the only eight strains, but all the information available is simultaneously used to 781 estimate a model with a more sensible number of parameters. In cases where there is sufficient 782 replication to support both character state and reaction norm approaches, their comparison 783 should be useful. For example, such comparisons could identify ranges of the environmental 784 covariate where a low-dimensional random regression model fits adequately or otherwise. 785
For smaller studies, visual comparison of random regression fits to raw data is probably best 786 (figure 2). 787
