Introduction
Nonlinear problems in optimization and differential equations usually require the estimation of the Jacobian matrix of a mapping F: Rn *Rm. For large scale problems, the Jacobian matrix is invariably sparse, and then estimation by differences is attractive because the number of function evaluations needed is often quite small. For example, if the Jacobian matrix is tridiagonal then only three function evaluations are needed. In this paper we consider the problem: Given a mapping F: Rn + Rm, what is the number of function evaluations needed to estimate the Jacobian matrix o F?
We assume that it is more efficient to evaluate F(x) than to evaluate seoarately the components f 1 (x),f 2 (x),.. .,fm(x) of F(x). If this assumption is not satisfied, then it may be desirable to estimate a sparse Jacobian matrix element by element. However, in many applications the components f 1 i have common sub-expressions, and then it is more efficient to approximate the
Jacobian matrix F'(x) by estimating F'(x)d for suitable choices of d. Note
that F'(x)d can be estimated, for example, by forward differences,
F(x+d) -F(x) = F'(x)d + o(idm) ,
or by central differences,
The problem of estimating a Jacobian matrix can thus be formulated in the following terms: For a given m by n matrix A, how many evaluations of Ad are required to uniquely determine all the elements of A? Curtis, Powell, and Reid [1974] made the crucial observation that if A is sparse then it may be possible to determine A in just a few evaluations of Ad. Moreover, Curtis, Powell, and Reid proposed an algorithm for estimating sparse Jacobian matrices. It turns out that their algorithm --the CPR algorithm --can be viewed as a graph coloring algorithm, and that this observation has important consequences. It has led us to investigate the properties of algorithms for estimating sparse Jacobian matrices, and we have shown that it is possible to improve significantly on the CPR algorithm.
Improvements in algorithms for the estimation of sparse Jacobian matrices are important because it is usually necessary to estimate many Jacobian matrices with the same structure.
For example, if an improvement allows a Jacobian matrix to be estimated with 3 fewer function evaluations and if the problem (e.g. solution of a system of nonlinear equations or differential equations) requires 100 evaluations of the Jacobian matrix, then an overall improvement of 300 function evaluations is achieved.
In Section 2 we show that it is possible to determine an m by n matrix A by coloring a related graph G(A).
We then study some of the special properties of the graph G(A) in Section 3, and in particular, we prove that obtaining an optimal coloring of G(A) is an NP-complete problem. Several graph coloring algorithms are presented in Section 4, and we demonstrate that these algorithms can perform poorly even on relatively simple graphs, and that this behavior is typical of graph coloring algorithms. On the other hand, we prove that the worse possible behavior on graphs of the form G(A) is considerably better than on general graphs. Moreover, in Section 5 we show that two of the algorithms are optimal for band graphs --a generalization of band matrices. The data structure used to implement the algorithms is described in Section 6, and numerical results for several algorithms are presented in Section 7.
The graph theory necessary to understand this paper is minimal, but for completeness it is presented as needed.
We have tried to use the same notation and terminology as Bondy and Murty [1976] .
If the Jacobian matrix is symmetric, then the techniques used in this paper can be improved, and we are currently investigating the techniques used by Powell and Toint [1979] for this case.
Estimation of Jacobians and Graph Theory
In the introduction we noted that the problem of estimating sparse Jacobian matrices can be formulated as follows: For a given m by n matrix A, obtain vectors d 1 ,d 2 ,...,dp such that Ad 1 ,Ad 2 ,...,Ad, determines A uniquely.
Specifying Ad 1 ,Ad 2 ,...,Ad% gives rise to a system of mp linear equations in the unknowns a 1 .
If there are t nonzeroes in A, then we want to obtain the a 1 's by satisfying T equations. Thus z < mp and this provides a lower bound on p. A better lower bound can be obtained by noting that each evaluation of Ad only gives rise to one equation in the unknowns in the ith row. If there are pi unknowns in the ith row then we must have pi < p and hence, max{pi: 1 < i < m} is a lower bound on the number of evaluations of Ad needed to determine A. where 6. is the jth component of d.
It is also possible to determine A indirectly, but this is the subject of future work. In this paper we only consider direct methods for determining A.
Problem.
Obtain vectors dl,d2 .,dp such that Ad 1 ,Ad 2 ... ,Ad determines A directly with the least value of p.
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To determine an m by n matrix A directly, Curtis, Powell, and Reid [1974] observed that a group of columns can be determined by one evaluation of Ad if no two columns in this group have a nonzero in the same row position. To see this, let a 1 ,a 2 ,...,an be the columns of A, and let {a.: j E C} be a group of columns such that no two columns in this group have a nonzero in the same row position. If
and it follows that if a 1 10 for some j E C then there is an index i such that (Ad) 1 = 6.a..
Thus all the columns a for j E C are determined by Ad.
In this paper we apply the above approach to the problem of estimating sparse Jacobian matrices.
This approach can be formalized as follows: A partition of the columns of A is a division of the columns into groups C 1 ,C 2 ,...,Cp such that each column belongs to one and only one group. A partition of the columns such that columns in a given group do not have a nonzero in the same row position is consistent with the direct determination of
A.
These definitions lead to the main problem of this paper.
Partition Problem. Obtain a consistent partition of the columns of A with the least number of groups.
We are interested in a consistent partition with the least number of groups since each group requires an evaluation of Ad. Stan Eisenstat [1980] has pointed out that in some cases it is possible to determine A directly with less than y(A) vectors where y(A) is the number of groups in an optimal partition. For example, if then it is clearly possible to determine A directly with less than y(A)
vectors. To illustrate this possibility, let
where D1 and D2 are nonsingular diagonal matri(.s of order n, and let
where z is an n-vector with nonzero components, D 3 is a nonsingular diagonal matrix of order n, and B is an n by n matrix with zero diagonal elements and nonzero off-diagonal elements. It is not difficult to show that y(A) = 2n , y(A 1 ) = 2 , y(A 2 ) = n , and thus A can be determined with only n+2 evaluations of Ad.
This example suggests that it may be worthwhile to investigate the general problem of determining A. In this paper we will show, however, that on practical problems the approach based on consistent partitions yields nearly optimal results. This point is discussed further in Section 7.
To attack the problem of minimizing the number of groups in a consistent partition of A, it is advantageous to establish a connection between the partition problem and a graph coloring problem. For this, let us recall some basic graph theory definitions.
A grah G is an ordered pair (V,E) where V is a finite and nonempty set of vertices, and the edges E are unordered pairs of distinct vertices. Thus
The vertices u and v are adjacent if (u,v) is an edge with endpoints u and v. The number of edges is denoted by JEl.
A p-coloring of a graph G is a function ": V + {1,2,...,p} such that 0(u) i *(v) if u and v are adjacent. If G has a p-coloring then G is p-colorable and the smallest p for which G is p-colorable is the chromatic number x(G) of G. A p-coloring is optimal if p = x(G). Once noted, the connection between the partition problem and the graph coloring problem is trivial, and yet it is important because the structure of the graph G(A) is invariant under row and column permutations of A, and thus it is easier to visualize algorithms for the graph coloring problem than for the partition problem.
In view of Theorem 2.1 the partition problem is equivalent to the following problem.
Graph Coloring Problem. Obtain an optimal coloring for G(A).
To illustrate the connection between estimation of Jacobian matrices and graph coloring problem, consider tridiagonal matrices. The graph G(A) for a tridiagonal matrix of order 10 is shown in Figure 2 .2, and it is clear that in general the chromatic number of G(A) is 3.
It follows that A can be Note that there is no loss of generality in assuming that A is nonnegative because only the sparsity pattern of A is relevant to the solution of the partition problem.
It is also worthwhile noting that the construction used to define G(A) is associated with intersection graphs in the graph theory literature (e.g. Harary [1969] , page 19).
Given a family F = {S 1 ,S 2 ...,Sn } of nonempty subsets of
the intersection graph of F has vertex set F and edge set E = {(S.,S.): i # j and Si n S. not empty} It is clear that if
then G(A) is isomorphic to the intersection graph of this family.
Properties of the Graph Coloring Problem
We have related the problem of determining a sparse matrix A to a graph coloring problem. In view of this relationship, it is important to study the graph coloring problem to see if any particular features are present which may facilitate the solution of this problem. In this section we investigate two related questions:
1.
Given a graph G with n vertices and a positive integer m, is there an m by n matrix A such that G(A) is isomorphic to G?
Since isomorphic graphs have the same structure, an appropriate 'answer to this question will allow us to relate properties about general graphs to properties about graphs of the type G(A).
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2.
Is the problem of determining the chromatic number of G(A) NP-complete?
We refer to Garey and Johnson [1979] for an excellent introduction to the theory of NP-complete problems. The crux of the matter is that NP-complete problems are difficult, and it is believed that NP-complete problems can only be solved by exponential algorithms.
To motivate our answer to the first question, consider the graphs in 
Definition. A graph G = (V,E) is covered by p cliques G
where Ei is the edge set of G 1 . To illustrate this definition consider the graph in Conversely, assume that G is a graph with n vertices v 1 ,v 2 ,...,vn, and that G can be covered by m cliques G 1 ,G 2 ,... ,Gm.
To complete the proof, define the m by n matrix A by setting
where Vi is the vertex set of G 1 and verify that G(A) and G are isomorphic.
We have already noted that the smallest number of cliques which cover a graph G is at most n(n-1)/?. This bound is almost optimal. Since a graph G can be covered by Lr 2 /4J cliques, Theorem 3.3 shows that it is possible to choose a matrix A of order n 2 such that G(A) is isomorphic to G. Thus, if an algorithm requires f(n) operations to produce an optimal coloring of any graph G(A) where A is a square matrix of order n, then this algorithm can produce an optimal coloring for any graph G with n vertices in f(n 2 ) ooerations. Since the general graph coloring problem is NP-complete, it
follows that the partition problem for square matrices is NP-complete, and thus optimal algorithms for this problem are likely to be exponential. What is needed is an algorithm which is optimal or nearly optimal in practice; this is the subject of the next section.
It is also worthwhile noting that even restricted graph coloring problems can be NP-complete. For example, the following two problems are known to be
for some constants a 1 and a2 with a 1 < 2.
For references to the literature on NP-complete graph coloring problems, consult Garey and Johnson [1979] .
4.
Graph Coloring Algorithms
The literature on graph coloring algorithms is extensive; see Brilaz [1979] for some references and recent work. However, some of the literature is not relevant. where p i is the number of nonzero elements in the ith row of A; algorithms for coloring G(A) which run in time proportional to n 2 are not acceptable. This requirement eliminates many coloring algorithms.
We now present a class of graph coloring algorithms and investigate some of the members of this class.
iagorithm. Let G = (V,E) be a graph with the vertices ordered v 1 ,v 2 ,.. .,vn. For k = 1,2,...,n the sequential algorithm assigns vk to the smallest possible color.
For graphs of the form G(A) it is natural to consider the vertices in the order a 1 ,a 2 ,...,an.
The sequential coloring algorithm with this ordering is precisely the Curtis, Powell, and Reid [1974] algorithm. Note, however, that the chromatic number of G(A) is independent of the ordering of the columns, but that the coloring produced by a sequential algorithm is dependent on the ordering of the vertices.
To illustrate this remark, consider bipartite graphs: A graph G = (V,E) is bipartite if and only if it is 2-colorable.
Equivalently, G = (V,E) is bipartite if and only if V is the union of two disjoint sets V 1 and V 2 such that any edge has one endpoint in V 1 and the other in V 2 . Bipartite graphs are particularly interesting because as noted in Section 3, deciding that a graph is 3-colorable is an NP-complete problem.
Consider now the bipartite graph (due to Johnson [1974] ) with vertex set is an SL ordering and that the sequential algorithm produces a coloring + such
Thus the SL ordering requires n+1 colors. On the other hand, it is clear that this graph is bipartite.
One of the interesting properties of the incidence degree (ID) ordering is that it is optimal for bipartite graphs. To define this ordering, assume that v 1 ,v 2 ,...,vk-1 have been selected and choose vk so that the degree of vk in the subgraph induced by {v 1 ,v 2 ,...,vkj is maximal. The incidence degree of vk is the degree of vk in this subgraph.
This ordering is based on the work of Brelaz [1979] .
To define the algorithm proposed by Brelaz, assume that the vertices v 1 ,v 2 ,...,vk-1 have been assigned to colors, and for any uncolored vertex v, define the saturation degree of v as the number of different colors adjacent to v. The algorithm of Brilaz now chooses vk as a vertex with maximal saturation degree and assigns vk to the smallest possible color. The reason for using incidence degree instead of saturation degree is that the calculation of the saturation degree for G(A) requires an excessive amount of time or space.
To prove that the ID ordering is optimal for bipartite graphs, it is convenient to introduce additional graph theory terminology.
A sequence of and since v 0 = v., it follows that 9 must be even.
Theorem 4.1. The sequential algorithm with the ID ordering is optimal for bipartite graphs.
Proof: Assume that the sequential algorithm with the ID ordering has used color 3 on a bipartite graph, and let w be the first such vertex. By the definition of the algorithm, w must be adjacent to vertices w 1 and w 2 , colored 1 and 2, respectively. Moreover, w 1 and w 2 must be connected by a path 
For n = 4, this graph is shown in Figure 4 .3. is an ID ordering, and that in this case the sequential algorithm uses n colors. The chromatic number of this graph is, however, 3.
U,
In a very interesting paper, Johnson [1974] considered thirteen coloring algorithms and showed that they all could fail miserably on 3-colorable graphs.
More precisely, Johnson showed that on a graph with n vertices, twelve of the coloring algorithms may require a 1 nx(G)
colors for some positive constant ai, and that for the thirteenth algorithm this bound could be improved to a2 log n]X(G)
for some positive constant a 2 . It turns out that for graphs of the form G(A), this bound can be improved still further. In particular, we show below that on G(A) any reasonable coloring algorithm requires at most
colors for some positive constant a 3 . This bound is optimal for the coloring algorithms that we have considered. In fact, since any graph G with n vertices can be covered by n 2 cliques, G is isomorphic to a G(A) where A is an n 2 by n matrix. In view of the examples presented in this section, it follows that the bound (4.6) is achieved for these examples.
To establish (4.6) we need a preliminary result.
Lemma 4.2. Consider any coloring algorithm for a graph G = (V,E) which produces a coloring " such that every vertex v is adjacent to vertices with where z is an n-vector with nonzero components, D is a nonsingular diagonal matrix of order n, and a is a nonzero scalar, then
for all permutation matrices P and Q, but
Also note that this example shows that the chromatic nun 1 r of G(A) may be much smaller than the bandwidth of G(A).
On the other hand, we show below that this is not the case if G(A) is a band graph.
Definition. Let G = (V,E) be a graph with n vertices. G is a band graph if
there is an ordering v 1 ,v 2 ,....,vn of the vertices of G such thit
The order v 1 ,v 2 ,...,vn is a natural ordering of the band graph.
One of the main reasons for introducing band graphs is that if A is dense within the band then G(A) is a band graph. Also note that given any graph G = (V,E), we can add edges and obtain a band graph with the bandwidth of G. The next result shows, in particular, that the chromatic number of a band graph is determined by the bandwidth of the graph.
Theorem 5.1. For any graph G,
Equality holds if G is a band graph. are pairwise adjacent and hence X(G) is at least 8+1.
The inequality in Theorem 5.1 is due to Papadimitriou [1976] . Strict inequality may hold if, for example, G is a star graph; that is, a graph with vertex set {v 1 ,v 2 ,..'Vn} and edge set
In general, it is easy to show that if A is the maximum degree of a graph G then
< 8(G).
The next result shows that the sequential algorithm may perform poorly on band graphs. 
Data Structures
The purpose of this section is to present a data structure which allows implementation of the sequential algorithms for G(A) in time proportional to
where p. is the number of nonzeroes in row i of the n by n matrix A. This bound is satisfactory because many computations with sparse matrices require a operations. For example, the computation of ATA can be done by noting that
where r 1 is the i th row of A, and hence requires m 1 mp (p"+1)
We assume that the ordered pairs (i,j) for which a 1 1 0 are provided by two arrays indrow and indcol. Thus, if T is the number of nonzero elements in A then
are the required pairs.
Given the arrays indrow and indcol, it is possible to sort these arrays (in time proportional to T) and define two arrays, ipntr and jpntr, so that the row indices for column j are {indrow(k): jpntr(j) < k < jpntr(j+1)} and the column indices for row i are
These four arrays define the data structure. Note that the sorting of indrow and indcol necessary to define ipntr and jpntr destroys the relative ordering of indrow and indcol, and now i = indrow(k), j = indcol(k) may not correspond to a nonzero entry in A.
The arrays indrow and jpntr (indcol and ipntr) provide a column-oriented (row-oriented) definition of the sparsity pattern of A.
It is evident that given either definition it is possible to obtain the other definition of the The above discussion indicates that it is possible to implement the coloring algorithms for G(A) so that they execute in time proportional to a. The details of these implementations, however, can be quite subtle and will be described elsewhere.
Numerical Results
In this section we present some of the results obtained with the coloring algorithms of Section 4 on a variety of problems of the form G(A).
We consider four algorithms:
CPR.
A sequential algorithm with the ordering a 1 ,a 2 ,...,an.
LFO.
A sequential algorithm with the LF ordering.
SLO.
A sequential algorithm with the SL ordering.
IDO.
A sequential algorithm with the ID ordering.
Given the matrix A, the coloring produced by CPR is well-defined, but with the other algorithms, ties may affect the coloring produced. Ties were broken arbitrarily in LFO and SLO, but in IDO it was helpful to break ties by scanning the list of vertices with maximal incidence degree and choosing a vertex (column) with the least number of nonzero elements.
For each problem we cite at least three statistics. These are the matrix Also recall that at the beginning of Section 2 we proved that MAXR is a lower bound on the number of evaluations of Ad needed to determine A by any method.
In some of the problems we generated sequences of uniformly distributed random numbers with the RAND function of L. Schrage [1979] . Given an integer seed, RAND generates a random number in (0,1) and changes the seed. Thus a sequence of random numbers can be generated by repeated calls to RAND.
We now consider the methods used to generate the sparsity patterns of the matrices. Note that it is only necessary to specify the pattern S = {(i,j): a 1 j # 0}
and that the numerical values of a.. are unimportant.
Random Matrices
We first tested the algorithms on matrices with a random sparsity pattern.
The performance of the algorithms on these problems may not be indicative of their performance in practical problems, but these problems may uncover undesirable behavior in the algorithms.
Given a density u in [0,1], we define a random sparsity pattern S as follows:
Generate a random number r in (0,1)
For each triple (m,n,p) we generated 5 random patterns and averaged the results. Table 1 The results in Table 1 indicate that with the exception of CPR, all algorithms perform similarly. CPR colors the graph in a random order, and Table 1 shows that strategic orderings are worthwhile.
Also note that on these problems the density of the graph is much larger than the density of the matrix. To explain this note that Prob {(a.,a.) c E} = 1 -( 1 -12)m and that for mp 2 K<1,
Thus the ratio of the density of the graph to the density of the matrix is at least 0.5mp. Finally, note that although MAXR is a lower bound on the chromatic number of G(A), this bound does not seem to be very sharp for these problems. 
Band Matrices
One of the reasons why the results for general random matrices may not be indicative of their behavior in practice is that the density of the graph is large relative to the density of the matrix.
It is possible to generate graphs G(A) with a smaller relative density by considering band matrices.
The idea is to generate a permutation of a band matrix with bandwidth 20+1. This can be done by first obtaining a random permutation n(1) ,n (2) , ... , wi(n) of the integers 1,2,.. .,n, and then an appropriate sparsity pattern S can be generated as follows: In this construction u is the density within the band.
For each triple
(n,8,u) we generated 5 patterns and averaged the results. The results in Table 2 show that on these problems CPR continues to perform poorly. LFO performs better than CPR but SLO and IDO perform better still. Also note that if the density of the graph is not too much larger than the density of the matrix, then the lower bound provided by MAXR is fairly sharp. The obvious conclusion is that SLO and 100 perform best overall.
It is particularly interesting that the difference between the lower bound MAXR and the results for SLO and IDO is on the average less than 1 color. Since MAXR is a lower bound on the number of evaluations of Ad needed to determine A by any method, this shows that these algorithms are nearly optimal. 
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All of the matrices in the naval problems are symmetric but the coloring algorithms ignore this feature; algorithms for determining sparse symmetric matrices will be discussed in another paper. To test the dependence of the algorithms on the ordering of the columns and to obtain a nonsymmetric set of test matrices, we permuted the columns of the naval matrices.
The permuted naval problems were obtained by considering the columns in the same order as in the tape provided by Everstine --it turns out that this leads to nonsymmetric matrices. Table 4 summarizes the results obtained by the algorithms.
The most striking feature of the results in Table 4 is that CPR is so dependent on the ordering of the columns while the other three algorithms are relatively insensitive. This can be seen at a glance by comparing the total number of colors required by the algorithms in each case. The totals for 
Harwell Problems
The fifth test consists of the matrices described by Duff and Reid [1979] of the Harwell Atomic Energy Research Establishment. There are 36 matrices in this collection, but matrices 33 through 36 have the same pattern, so only 33 matrices are used in our results. With the exception of matrices 1,2,3,9,10, all matrices in this collection are unsymmetric. Moreover, matrices 28,29,30, 31,32 are not square; their dimensions (m,n) are (219,85), (958,292), (331,104), (608,188), and (313,176), respectively. The numerical results of Section 7 show that the problem of evaluating a sparse Jacobian matrix can be attacked quite successfully as a graph coloring problem, and moreover, that the SL and ID orderings are nearly optimal for practical problems. In spite of their excellent performance, in some cases it may be possible to improve the performance of these algorithms. Consider, for example, the density pattern of a block tridiagonal matrix whose diagonal blocks are also tridiagonal and whose off-diagonal blocks are diagonal. Melgaard and Sincovec [1981] have shown that matrices with this pattern can be estimated (optimally) with 5 evaluations of Ad. It turns out, however, that our algorithms are not optimal for this pattern, although for the SL ordering it can be shown that in the worst possible case it requires 7 evaluations of Ad.
It may also be possible to improve on the graph coloring algorithms by using a hybrid approach.
To be more specific, consider problem 11 of the Harwell collection --the laser matrix. This matrix has one dense row with 124 nonzero elements, but the remaining rows have at most 58 nonzero elements. Our algorithms require 124 evaluations of Ad to determine the laser matrix A and this is optimal. However, if we could estimate the dense row separately, then the remaining problem only requires 58 evaluations of Ad.
The success of this approach depends on the cost of estimating the dense row. If (as assumed in the introduction) it is more efficient to evaluate F(x) than to evaluate the components f 1 (x),f 2 (x),...,fm(x) of F(x) separately, then this approach may not help, but if the component of F corresponding to the dense row is relatively easy to compute then a hybrid approach would be very helpful.
