The Metropolis algorithm for simulated annealing has been applied to earthquake location. The method combines linear and non-linear search techniques, and is able to locate events reliably and efficiently. A separation of the spatial and temporal components of the search improves performance. This arises from decoupling the strong correlation between depth and origin time and by taking advantage of the low computational cost of re-computing the misfit for multiple origin times. In addition, a method of generating new models is applied which progressively concentrates attention on more favourable regions while still allowing the algorithm to avoid local minima in the misfit function. In contrast to other non-linear algorithms there is no requirement to explicitly delineate bounds on the hypocentral coordinates.
INTRODUCTION
Techniques for earthquake location can be divided into two categories: local and global. Local methods use curvature information of some misfit surface to iteratively improve on an initial hypocentre. They are generally very fast, but have several disadvantages: the necessity of calculating derivatives, numerical instability in certain situations, a tendency to converge to local minima unless the starting location is sufficiently close to the global minimum, and difficulty in modelling different types of information (arrival times of multiple phases and array data) and of statistical functions describing earthquake residuals (Smith 1976; Buland 1976; Herrmann 1979 ; Lee & Stewart 1981; Anderson 1981; Lienert & Frazer 1983) . In contrast, global methods do not require derivative information, can use any type of information, or statistic, with little or no modification to the basic algorithm, and do not suffer from numerical instabilities. Their one drawback is an increase in computational cost. Global methods are either stochastic, such as genetic algorithms (Kennett & Sambridge 1992; Sambridge & Gallagher 1993) , or use contracting grids in the region of interest (Sambridge & Kennett 1986; Kenett 1992) . The recent grid search technique of Kennett (1992) is generally faster than a genetic algorithm and usually produces reliable locations. However, it is still significantly more expensive than local methods.
A global optimization method that has recently achieved considerable attention is simulated annealing (Kirkpatrick, Gelatt & Vecchi 1982 . In contrast to genetic algorithms, which use an analogy with biological systems, simulated annealing relies on an analogy with a thermodynamic system developed by Metropolis et al. (1953) . They studied the cooling of a large number of particles in a heat bath, where the internal energy of the system converges to its minimal value if the temperature is lowered sufficiently slowly. Kirkpatrick et 01. (1982, 1983) extended this work by treating the model coordinates as particles, the internal energy as the objective function to be minimized, and the temperature as a control variable. New models are created within a pre-defined neighbourhood in parameter space about the current best model. The method of moving about within the neighbourhood is known as the generator. Perturbed models are accepted with a probability which is dependent on the temperature of the system. When the generator is uniform, the acceptance criteria is of Boltzmann form and the temperature is lowered no faster than O[(logk)-'1, where k is the number of iterations, it has been shown that the algorithm will converge to the global minimum (Geman & Geman 1984) . In this paper it is shown that by exploiting information specific to the earthquake location problem, simulated annealing significantly out-performs existing non-linear techniques in terms of both accuracy and computational cost. The misfit surface is such that a minimization of the long-wavelength component of the misfit function followed by a minimization of the short-wavelength component will generally locate the global minimum. This means there are no large-scale, deep local minima far from the global minimum. By using a generator that is fairly uniform initially, but which becomes strongly biased towards generating nearby models later, advantage can be taken of this characteristic. Additionally, a separation between the spatial and temporal searches can be applied which takes advantage of the special status of origin time and its relationship to depth. The separation overcomes problems associated with the compatibility of many different depths and origin times with the available observations, and takes advantage of the relative low expense of computing the misfit for multiple origin times for a fixed spatial location.
Earthquake location is first set up as an optimization problem suitable for solution by a simulated-annealing technique. A non-uniform generator is then presented which overcomes the requirement of delineating bounds on the hypocentral coordinates. The spatial and temporal searches can then be separated, with a simulated-annealing technique applied to space and a golden section search (Whittle 1971) to origin time. Finally, the efficiency of the algorithm is illustrated on several real events (see Table 1 ). Error analysis is treated in a subsequent paper (Billings, Kennett & Sambridge 1994) .
LOCATION AS AN OPTIMIZATION PROBLEM
The data used in the location of an earthquake consists of the first arrival times of seismic phases at seismographs around the world and, where available, azimuth and slowness information. The hypocentre is assumed to be at the location that produces the best fit to the observations. The fit is determined by tracing rays through an assumed earth model, which in this study is the imp91 model of Kennett & Engdahl (1991) . The determination of the earthquake hypocentre is an optimization problem as for each point in the model space (the space of possible solutions) a number can be associated which determines the misfit of that location. The object of any optimization algorithm is to find the minimum (or maximum) functional value in the model space. Earthquake location can then be stated as a problem of finding that location which has the smallest misfit. The misfit is dependent on the nature of the errors in the earthquake location problem. An assumption of normally distributed errors is usually made even though it is known that earthquake residuals do not follow the normal law (Buland 1986 ). This simplifies the calculations considerably when derivatives have to be evaluated. However, the norm used in location can have as large an affect on the solution as changing the velocity model used t 6 calculate traveltimes (Sambridge & Kennett 1986; Kennett 1992) . With non-linear optimization algorithms there is no need to calculate derivatives; the only requirement is that the misfit statistic can be evaluated. Consequently, more realistic statistical distributions that are tolerant of large residuals can be used without modification to the basic algorithm. A robust statistic based on a generalized Gaussian or Lp norm with p = 1.25 has been found from empirical tests to give good results. For an Lp norm and observed data dobs with error (I, the misfit of the hypocentre m, with calculated data dcslc(m) is given by annealing of solids is made by equating the particles with the coordinates of the model space, the positions of the particles with the values of the mi, and the energy with the objective function value F(m). The state of the system is now specified by the values taken by the elements of m and the temperature becomes a control variable which we may still refer to as 'temperature' for convenience. For earthquake location the model space is the space of allowable values of the hypocentral coordinates, while F represents the misfit of calculated and observed arrival times given by eq. (1).
The simulated-annealing algorithm
There are two popular methods of simulated annealing. They are the Metropolis algorithm (Metropolis et af. 1953; Kirkpatrick et al. 1982 Kirkpatrick et al. , 1983 ) and the heat-bath algorithm (Rebbi 1984; Cruetz 1984; Rothmann 1986) . The Metropolis algorithm is a direct analogy of Metropolis et af.'s (1953) annealing of solids and it consists of the following; The algorithm is terminated either when a certain number of perturbations have been generated or the system goes through a specified number of sweeps without change.
The heat-bath algorithm differs from the Metropolis algorithm in the way that perturbed models are generated and accepted. Assume that coordinate mi has allowed values The efficiency of both the heat bath and the Metropolis algorithm compared with exhaustive search increases rapidly with the number of unknowns. Towards the end of the search using the Metropolis algorithm many models that are generated are rejected. Consequently, for large problems the heat-bath algorithm is supposed to be more efficient, even though each step of heat bath is k times more expensive than Metropolis. However, for small problems the heat-bath procedure is more expensive. Because only four model parameters are involved in earthquake location, the Metropolis algorithm is likely to be more computationally efficient.
Annealing schedule
The relative advantages and disadvantages of different annealing schedules have been the subject of intense debate (Geman & Geman 1984; Szu & Hartley 1987; van Laarhoven & Aarts 1987; Nulton & Salamon 1988; Matsuba 1989) . The debate has concentrated on the issue of whether simple annealing schedules suffice or whether fully automated schedules are required. Nulton & Salamon (1988) have developed a technique, known as the constant thermodynamic speed approach, which attempts to lower the temperature at an optimum rate. Information from previously generated steps is used to determine the rate of temperature decrease. However, in typical problems one would not expect to have gathered reliable statistics until a significant number of iterations have been performed. It shall be shown in this paper that for earthquake location the neighbourhood of the global minimum is usually located within 30-50 iterations. At this stage the nature of the annealing schedule is not really important as long as the temperature is kept sufficiently above zero (this point will be discussed in more detail in Section 5.2). In addition, many researchers argue that it is only necessary to lower the temperature sufficiently slowly. Consequently, a single annealing schedule with exactly the same starting temperature will be used for all events. Geman & Geman (1984) and Mitra, Romeo & Sangiovanni-Vincentelli (1985) prove that the Metropolis algorithm described above will converge to the global minimum if Iimk.+ Tk = 0 and Tk is lowered no faster than O[(log k)-']. A suitable choice for the annealing schedule is then To log 2 log (k + 1)
The one remaining parameter is To, which can be determined by trial and error.
Non-uniform generator
In the Metropolis algorithm new points are generated by perturbing the value of one coordinate while keeping all others fixed. Often a uniform generator is used, in which all models are equally likely to be generated regardless of their distance from the current model. In the initial stages of the search such a uniform selection of models is ideal as the global minimum may be far from the current model. However, as the search proceeds the region of the global minimum should have been located, implying that models closer to the current model are more likely to be favourable than models far away. This suggests the use of a non-uniform generator which is almost uniform in the early stages but progressively favours nearby models as the search proceeds.
Szu & Hartley (1987) use a temperature-dependent Cauchy distribution in their fast simulated annealing. Here a Gaussian generator with a temperature-dependent standard deviation is used. If the current base point is x = (xl, . . . , x,) and coordinate xi is perturbed, then the Simulated annealing for earthquake location 683 probability of generating yi is hypocentre ( x , y , z, t ) is obtained via
where the constant A is chosen to ensure that eq. (5) integrates to unity in the region under consideration. The standard deviation would initially be quite large, allowing a broad sampling of the model space. As the search proceeds the standard deviation is reduced, concentrating attention on nearby models. If this is done too quickly the method may get caught in a local minimum far from the true global minimum. The probability of generating points near the global minimum, while non-zero, would be very small. In contrast, by lowering the standard deviation too slowly the generator becomes essentially uniform.
In order to avoid having to tune two iteration-dependent parameters (i.e. the temperature and the standard deviation) the standard deviation will be chosen to depend only on the form of the annealing schedule, with no dependence on the initial temperature or the total number of iterations. Of course, the initial standard deviation, aio,
for each coordinate will have to be specified (e.g. for teleseismic events; 1" in latitude and longitude, 30km in depth and 6 s in origin time). The standard deviation at iteration k is then set equal to There are several advantages in using a non-uniform generator. Once a,, has been specified, the generator effectively defines parameters bounds and explicit delineation of hypocentral bounds is not required. A rough initial guess in the region of the earthquake is sufficient and this can be obtained by using some form of arrival order method (Anderson 1981; Sambridge & Kennett 1986 ). Additionally, the nature of the generator enables the algorithm to concentrate attention on favourable regions. In contrast, when using a uniform generator, computational effort is wasted on the evaluation of the misfit for very poor models far from the current base model.
SEPARATION OF THE SPATIAL A N D TEMPORAL SEARCHES
A separation of the spatial and temporal searches with a simulated-annealing algorithm applied to space simplifies the search for the global minimum of the misfit function. There are essentially three reasons why the separation would improve performance.
(1) There is a fundamental difference between origin time and the three spatial coordinates. This can be seen in linearized (first-order perturbation) treatments of the problem where a correction, (Ax, A y , Az, A t ) , to the ar ar a-
where r is the traveltime and X / a t = 1. One observes that the origin time, t, plays a different role to the spatial coordinates and this is reflected in the way it influences the misfit function.
(2) The computation of misfits for different origin times is computationally less expensive than for different spatial locations. Given N arrival times, the misfit of a proposed spatial location (x, y , z), with associated origin time, t, is
where tobS is the observed arrival time at the ith station, t?lc(x, y , z ) is the calculated traveltime to the ith station and I . I is the norm corresponding to the statistical function used to describe the residuals. The most expensive part of the computation of the misfit is calculating the traveltime from the proposed hypocentre to each station. Once these times have been calculated it is very easy to re-calculate the residuals for different origin times. Assuming the residuals for spatial location (x,y, z), origin time t , are re, ( x , y , z , t l ) = tpbs -[ t l + t?IC(x, y , z ) ] , (9) the residuals for the same spatial location but with origin time t , are easily re-calculated as;
The next step is to add the residuals in the manner defined by the norm being used (eq. 1); a process which requires much less computational effort than recalculating the misfit for a different spatial location.
(3) There exists a strong correlation. between depth and origin time. Increasing the depth of focus generally decreases the calculated travetime for stations at teleseismic distances, because seismic velocity generally increases with depth. However, for stations close to the epicentre the reverse is true because the waves travel virtually straight upwards. The epicentral parameters are largely constrained by the station geometry but the depth can be traded almost freely with origin time, with little effect on the misfit.
Consequently, many depths and times have similar misfits and hence fit the observations reasonably well. Because the misfit function in depth-time plane is complicated, it is hard to determine the optimum depth and origin time in standard location procedures. Separating the spatial and temporal searches can partially overcome this problem as determination of the best spatial location is decoupled from the temporal optimization, thus simplifying the misfit surface.
Previous authors have used a spatial-temporal separation in hypocentral location. Sambridge & Kennett (1986) used a golden section search (Whittle 1971) in origin time while minimizing the spatial location on a series of grids; however, no advantage was taken of the ease of re-computing in origin time. Kennett (1992) recognized this and used a series of contracting grids in the hypocentral parameters. For each spatial location on the grid the misfit for different temporal grid points is calculated rapidly by taking advantage of the low expense of temporal misfit re-computations. Here, a golden section search is performed in origin time for every spatial location.
The time can be completely separated from a simulated-annealing search on the spatial coordinates by determining the minimum origin time for every spatial location. Denoting the misfit function by F, the minimum origin time, top. for the spatial model ( x , y, z ) is that origin time which makes F(x, y , z , t) minimum. The misfit of the spatial model is then F(x, y , 2) = F(x, y , z , top).
The evaluation of the optimum time can be considered to be part of the cost of computing the misfit, effectively reducing the model space dimension by one. where tpbs is the arrival time of the ith arrival and f7lc is the calculated traveltime between the proposed spatial location and the seismic station.
To illustrate the benefit of the spatial temporal separation, consider the case where the simulated-annealing algorithm is being used with no spatial-temporal separation and the current model has the optimum latitude, x, , , and longitude, yo,, but not the optimum depth, z,,, and origin time, fop. Suppose that the origin time, t, is compatible with the current depth, z , implying that the misfit of the model, F(xop,yop. z , t ) , is small. Also suppose that during the next perturbation, the optimum depth estimate, zop, is generated which just happens to be highly incompatible with the current origin time (i.e. F(xop, yop, zop, t) large). The location with the optimum depth estimate will have a higher misfit than the location with the suboptimum depth estimate (i.e. F(xop, yo,, zop, t ) > F(xop. yop,z, t)) and is likely not to become the current model because of the acceptance criteria (eq. 3). For the algorithm with a spatial-temporal separation, the optimum depth estimate will always become the new model as the origin time is minimized after every perturbation, allowing the algorithm to locate the optimum depth more rapidly.
APPLICATION OF THE ALGORITHM
From applications of the algorithm with T kept at zero it has been found that local minima that affect convergence are clustered close to the global minimum, generally at distances less than 20-30km and depths of less than 10km. Consequently, the misfit surface for earthquake location is unimodal on a long-wavelength scale. Local minima present far from the global minimum are shallow and do not affect convergence of the simulated-annealing algorithm. The smooth long-wavelength structure can be seen in a contour of the misfit function in four slices through a simulatedannealing location of the Honshu earthquake using arrival times only (see Fig. 1 and Table 1 ). On this scale the misfit surface is smoothly increasing away from the reference location. The depth-origin time misfit surface can be more complicated; however, any effects of this have been removed from the spatial simulated-annealing search by the separation of the spatial and temporal searches.
Termination criteria
The termination criterion is usually specified as a fixed number of sweeps or after a certain number (e.g. 50) of iterations have been performed without changes. Here, a minimum of 120 iterations were performed in order to avoid situations where the base point has diverged away from the best model found. This can happen when the temperature is high in the early stages of the search, as poor locations have a greater probability of being generated and accepted. The algorithm is terminated when 50 sweeps (a total of 150 spatial misfit evaluations) are performed without the best model undergoing any improvement.
Initial temperature
Given the log annealing schedule of eq. (4) there is still one free parameter, the initial temprature To. It should be chosen to balance speed and performance. For To chosen too high the algorithm does not discriminate sufficiently between favourable and unfavourable regions of the model space. Alternatively, for To chosen too low the algorithm is prone to converging to a local minimum from which it is unable to escape. As the misfit surface in earthquake location is essentially unimodal on a long-wavelength scale To can be chosen to be quite low initially, allowing the algorithm to rapidly locate the promising large-scale regions of the modal space. It is only after the algorithm locates the region of the global minimum that it begins to interact with local minima. Consequently, To must be kept sufficiently above zero to avoid these local minima. In summary T,, is chosen to be as low as possible to achieve rapid convergence on a long-wavelength scale, but must be sufficiently high to avoid local minima close to the global minimum.
The initial temperature was determined by investigating the performance of the algorithm at different values of To for 10 separate events. For each event and each To, 10 locations were performed, each with a different string of random numbers to control acceptance, generation, etc. This means that for each T,, there are 100 separate locations. For the 10 locations for each event there will be 10 misfit values indicating the quality of the final location, and these are sorted into ascending numerical order, i.e. from best to worst. To compare performance at different initial temperatures the best locations were compared and the To that produced a location with a lower misfit was assigned a point. If the misfits were the same, no points were assigned to either T,,. The process was repeated for the second best performances and so forth. The initial temperature with the highest score is inferred to be the best To given the criteria used to locate the earthquake.
The relative performances for 100 locations for three initial temperatures, To = 0.005, 0.02, 0.1 are shown in Fig.  2 . The initial temperature of 0.02 is found to consistently produce higher-quality locations than either of the other two temperatures. Consequently, this temperature is chosen as the starting temperature for all earthquake locations performed in this study. The annealing schedule for this initial temperature is shown in Fig. 4. 
The evolution of the algorithm
The simulated-annealing algorithm presented here uses a Gaussian generator with a temperature-dependent standard deviation, which is controlled entirely by the form of the annealing schedule (eq. 6). Therefore, an initial standard deviation has decreased by a factor l/log (k + 1) after k iterations. Consequently, if the algorithm is initially searching broadly through the model space, attention is very rapidly focused on the immediate neighbourhood of the current base point. As the misfit surface is unimodal on a long-wavelength scale, the region of the global minimum can be rapidly located and such a restriction of attention is justified. Longitude Figure 3 shows the rapid location of the region of the global minimum for the Newcastle earthquake (Table 1) for four independent applications of the algorithm. Initial base models (solid circles) are randomly generated in a 2" X 2" X 60 km region centred on the reporting agencies location and subsequently evolved using the simulatedannealing algorithm. The actual path of the current model through the model space is quite complicated so only the current model after 50 iterations (solid triangle) is shown. The algorithm has in each case rapidly located the region of the global minimum. The initial standard deviation of the Gaussian generator is half of the range shown on each plot, i.e. 1" = 111 km in latitude and longitude, and 30 km in depth, and by 50 iterations has decreased to 26km in latitude and longitude and 7.5 km in depth. In all four cases, the approximation to the global minimum is within one standard deviation of the current model after 50 iterations.
The rapid location of the promising large-scale regions of Time (s) Fig. 4 with the log cooling schedule superimposed. The misfit decreases rapidly and by 30 iterations it is close to its final value. Convergence to the final location is achieved after 154 iterations. Notice how the algorithm continues to climb up the misfit surface, which would allow it to escape from a local minima if it had converged to one. An indication of the search pattern of the algorithm after the region of the global minimum has been located can be obtained by tracing the current model through the model space. Fig. 5 displays the evolution of the current model for the last 150 sweeps for a location of the hypocentre of an earthquake in Newcastle, Australia (see Table 1 ). The search is traced from the location marked with a solid dot, in the direction of the arrow, to the final location which is shown by a large triangle. The algorithm broadly samples this particular segment of the model space. Notice the occasional simultaneous changes in two coordintes, corresponding to the acceptance of more than one transition in a single sweep. However, the majority of changes appear to represent the acceptance of only one perturbation per -32.98 sweep. The depth-time plot is different as there is no simulated-annealing search in origin time. Instead the origin time is minimized every time a perturbation occurs and the near-linear dependence of depth on origin time is clearly evident.
Application of the algorithm to test events
The algorithm has been tested on a range of 15 events designed to illustrate different aspects of the location problem. These included events with teleseismic and/or regional data, different combinations of phases, array information (azimuth and slowness) and poor azimuthal coverage. Here the performance of the algorithm on three events (see Table 1 ) will be considered in detail.
The first event is a nuclear explosion in Eastern Kazakh for which accurate location parameters are available from published Russian sources (Borharov, Zelentsev & Mikhailov 1989) . It illustrates the teleseismic location of a shallow event, using P-wave arrivals only, where the determination of an accurate depth is usually difficult. The second event is an earthquake that occurred in Newcastle, Australia, and illustrates the regional location of an event with poor azimuthal coverage. The final event is for an earthquake in Honshu, Japan, for which azimuth and slowness information is available. The data for this event were recorded during the Group of Scientific Experts (GSETT2) experiment of April-June 1991. The inclusion of azimuth and slowness should change the character of the misfit surface, in particular the relationship between depth and origin time. This may possibly degrade the performance of algorithms relying on a spatial-temporal separation relative to algorithms without the separation.
When an estimate of a location is obtained it is difficult to determine the accuracy of this estimate. For a nuclear explosion, or a synthetic event, the true hypocentre is known and can be compared to the calculated location. However, the true location is generally not the best location under the criteria used to locate the nuclear explosion or synthetic event. This arises because the arrival times are subject to error, and the traveltimes are calculated relative to an approximation (usually 1-D) of the real earth and so the minimum of the misfit function may not lie at the true location. In addition, the statistical norm used to describe the residuals can have a large effect on the location (Kennett 1992) . Given a set of criteria for the location of an earthquake, an optimization algorithm attempts to find the global minimum, even though this location may not be the best hypocentre. However, additional errors associated with mislocation of the global minimum are minimized. The main indication of an algorithm's performance is then the value of the misfit at the final location. The lower the misfit, the more likely the model is an accurate estimation of the global minimum. Consequently, the object of any location algorithm is to find the location which has the lowest misfit. However, the lowest misfit is unknown, unless an exhaustive search of the model space has been performed, which is unfeasible. An alternative approach is to compare the performance of the algorithm against an existing technique that is known to produce consistent estimates of the location of the global minimum. A suitable choice is Kennett's (1992) grid search, which, while relatively expensive, is one of the most effective non-linear algorithms available for earthquake location. This procedure is a more efficient minimization scheme than the original version of Sambridge & Kennett (1986) , and has comparable performance to the genetic algorithms of Kennett & Sambridge (1992) and the modified genetic algorithms of Billings et ai. (1994) . In this method, the region of interest is broken up into a coarse grid and the grid point with the minimum misfit is chosen as the centre of a new, much smaller grid, and so on. The search is terminated when the distance between successive grid points is less than a certain pre-specified tolerance. The tolerance must be such that excess computational effort is not wasted in forming small improvements in the location, but must be small enough to allow the algorithm to produce accurate locations. Grid search produces a single location given a set of bounds on the hypocentral coordinates. In contrast, genetic algorithms are stochastic and produce different locations when controlled by different strings of random numbers. Consequently, grid search is a useful reference method.
Since simulated annealing is a stochastic method the performance can be dependent on the particular random realization. An unreliable algorithm would produce significantly different locations when the random numbers are changed. Consequently, in order to test reliability, the algorithm was run five times on each event with different random numbers.
The performance of grid search and the five runs of simulated annealing on the three test events are summarized in Table 2 . The misfit of the final location (and correspondingly the quality of the solution) is displayed for each event. Recall, the lower the misfit, the more likely the location is close to the global minimum and the better the performance of the algorithm. The simulated-annealing algorithm has consistently outperformed grid search on each of the three events implying that simulated annealing is a very effective location algorithm as grid search is efficient. In Table 2 . Performance of grid search and five runs of simulated annealing on the three events of particular, the performance of the algorithm is not degraded by including azimuth and slowness information which change the character of the misfit surface. Additionally, the algorithm is reliable as evidenced by the consistency of the misfit over the five separate runs. The small variation in performance with different random numbers is further evidenced by the clustering of locations for each event (Fig. 6 ). Fig. 6 plots the locations of each event relative to the location found by grid search for that event. All simulated annealing locations are tightly clustered with a variation of less than 2km in spatial location and 0.15 s in origin time. The tight clustering implies either that the algorithm has reliably located the global minimum to within a kilometre or so, or that the algorithm is consistently converging to a deep local minima. The latter possibility is extremely unlikely, as starting from widely separated initial locations (up to 2.5" = 280 km in distance across the surface and 60 km in depth) the algorithm has consistently located a region (shaded in Fig. 6 ) a few kilometres cubed in size. Except for the Honshu event (black diamonds in the figure) the spacing between different simulated annealing locations is much less than the spacing between the grid search location and the closest simulated-annealing location. Consequently, excluding this event, the grid search location appears to lie outside of the region of the global minimum. For Honshu the grid search location could conceivably represent an end member on the edge of the region around the global minimum.
The maximum difference between any of the five simulated-annealing solutions is 1.25 km X 0.025 s for Eastern Kazakh, 1.3 km x 0.1 s for Newcastle and 2.7 km X 0.1 s for Honshu. These are much smaller than the errors in locations that arise from imperfect measurement of arrival times and inaccuracies introduced by the reference earth model. Subject to these constraints the algorithm produces reliable and accurate estimates of the earthquake's location.
Cost of location
While the locations found using different sequences of random numbers are comparable, the number of iterations required to locate the global minimum is variable. For the Eastern Kazakh event the final location is found in between 120 and 184 sweeps (iterations) with an average of 133 sweeps (including the 50 sweeps required to terminate the algorithm). This means that, on average, simulated annealing needs 133 x 3 = 399 traveltime calculations to locate the global minimum, compared to approximately 720 calculations for grid search (constant for all events given a tolerance). For the Newcastle earthquake the minimum is more difficult to locate. Between 130 and 240 sweeps are required with an average of 219 X 3 = 657 traveltime calculations for each location. The Honshu event minimum is relatively easy to locate with between 120 and 151 sweeps required, with an average of 137 X 3 = 411 traveltime calculations. On each of the three events the simulatedannealing algorithm requires many less ray tracings than grid search to locate the final solution. Additionally, for each of these ray tracings less re-computations in origin time are required by simulated annealing because of a more efficient temporal search. The cost of simulated annealing is significantly less than grid search on a wide range of events as seen in the plot of relative cost for events with number of observations (Fig. 7) . For small events the cost is comparable with grid search, while for 10-25 observations it is 45-65 per cent as expensive. For 25-50 observations it has became 30-55 per cent as expensive and for more than 50 observations it is 20-30 per cent as expensive. The cost reduction is significant especially for events with large numbers of observations where the method is four to five times less expensive than grid search. This cost reduction is important as it makes the method more comparable in computational cost to linearized methods. While still slightly more expensive, the advantages of using more realistic statistics, multiple types of data (first arrivals, array data, waveforms), the lack of derivative computation, the absence of numerical instability and more accurate final locations make the method very attractive. In any case the method represents a significant improvement in computational cost over the major non-linear algorithms developed so far.
DISCUSSION A N D CONCLUSIONS
The main rival of simulated annealing for global optimization is genetic algorithms, which have previously been applied to earthquake location (Kennett & Sambridge 1992; Sambridge & Gallagher 1993) and have also been used with a spatial-temporal separation (Billings et al. 1994) . On a large number of events the simulated-annealing algorithm has been found to consistently outperform the above variants of genetic algorithms. It is up to 10 times faster than the standard genetic algorithm, and up to twice as fast as the modifications discussed in Billings et al. (1994) , and generally produces more reliable and accurate estimates of the global minimum. The simulated-annealing algorithms incorporation of additional problem-specific information (viz. long-wavelength minimization leads to fine-scale minimization) makes the algorithm more suited to the problem of earthquake location than these variants of genetic algorithms.
Many workers in the field of simulated annealing have found that automated annealing schedules improve performance (e.g. Nulton & Salamon 1988) . These annealing schedules are determined by building up information on the nature of the misfit surface. However, for the problem of earthquake location an automated annealing schedule is unlikely to improve performance due to the complexity of the problem and the size of the model space. The automated annealing schedules would be expected to improve performance in cases where the model space is much larger and more complex than in the current problem. In complex problems many more iterations are needed to locate the global minimum and in the process information will be obtained that can be used to form an optimum cooling schedule. For a problem such as earthquake location the region around the global minimum is usually found within 30-50 sweeps (90-150 spatial misfit evaluations) as can be seen in Figs 3 and 4 . With such a small number of iterations the statistics gathered on the nature of the misfit surface would not be expected to be very reliable. In addition, once the region around the global minimum hasbeen located the temperature only needs to be kept slightly above zero, allowing the algorithm to avoid local minima in this region.
The simulated-annealing algorithm is an effective and computationally efficient method for earthquake location. The time separation decreases the complexity of the model space in which the annealing algorithm searches, while the addition of a non-uniform generator allows the algorithm to rapidly locate the region of the global minimum and then focus attention on this region. This is because at high temperatures all locations are almost equally likely to be sampled but there is a bias towards accepting favourable locations. As the search proceeds, and the temperature decreases, the locations closest to the current location are most likely to be sampled. At this stage the algorithm has usually located the neighbourhood of the global minimum and better locations are most likely to be found nearby. If the current model is not near the global minimum it is still possible to locate it as locations far away have a non-zero probability of being generated. If the standard deviation of the generator were decreased too quickly this would be unlikely to occur. The good results obtained with the input parameters used here indicate the annealing schedule used to control the standard deviation is ideal.
The algorithm takes account of a specific piece of information that is also used by the grid search procedure, i.e. the misfit surface is such that the region of the global minimum can be located by minimization on a large scale before minimization on a small scale. The non-uniform generator takes advantage of this characteristic. The nearly uniform nature of the generator in the early part of the search allows the algorithm t o locate the promising large-scale region of the parameter space. Concentration is then directed at the small-scale structure within this region.
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A P P E N D I X
The golden section search (Whittle 1971 ) is for determination of the extremal values of a 1-D functional, and is essentially the equivalent of the bisection method for root finding. Given a function f(t), the golden section search works by first bracketing the minimum by finding a < b <c such that f ( b ) <f(c) and f(6) < f ( a ) . This is achieved by stepping downhill from an initial point, until the above condition holds. T h e golden section search then proceeds by choosing a new point x , between a and b or between b and c. Suppose the latter choice was taken. f(x) is evaluated and if f ( b ) < f ( x ) then the new bracketing triplet of points is a < b < x , otherwise the new bracketing triplet is b < x < c.
T h e process of bracketing is continued until the distance between the two outer points of the triplet is less than a pre-specified value. The value x is chosen so that the search is optimal in terms of the number of function evaluations. 
c -a
The next bracketing segment will therefore be of length W + Z, or 1 -W of the current one. Minimizing the worst-case possibility, Z should be chosen so that Eqs (A3) and (A4) yield 
