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ABSTRACT
Owing to the frequent occurrence of incomplete data in time series
analysis, we propose a discrete time model which is general enough to
handle missing observations, exogenous variables, nonstationarity and
time varying noises simultanously. The state space approach and Kalman
filtering technique are employed to evaluate the likelihood function of
this model. Special attention has been paid to the choices of initial
state vector and initial state covariance matrix of nonstationary time
series.It is found that different choices may have minor effect on the
likelihood and the parameter estimates. A reasonable and efficient
method for solving initial value problem is recommended in this study.
We apply the proposed model to the Hong Kong beach pollution data
and select appropriate models for the series according to the AIC
criterion. Some diagnostic checking procedures are employed to determine
the adequacy of the selected models. We also consider the continuous
time autoregressive model in its simpliest form and apply this model to








Review of various approaches for analyzing incomplete
time series
2
1.3 Beach pollution data
4
CHAPTER TWO. DISCRETE TIME STATE SPACE APPROACH TO NONSTATIONARY
TIME SERIES WITH EXOGENOUS VARIABLES
2.1 Introduction
9
2.2 The model and its Markovian representation
2.3 Evaluation of the likelihood function
2.4 Reparameterization and maximum likelihood estimation
2.5 Missing observations
16
2.6 Initial state vector and initial state covariance matrix
2.7 Model selection 24
CHAPTER THREE. APPLICATION OF THE DISCRETE TIME STATE SPACE
APPROACH TO THE BEACH POLLUTION DATA
3.1 Procedure for studying the beach pollution data
3.2 Some results of the study









4.2 Evaluating the likelihood function of a continuous
time AR model
4.3 Application of the continuous time AR model to the
beach pollution data
45
CHAPTER FIVE. DISCUSSION AND CONCLUSION
5.1 Discussion on the study 49









Extensive works have been done on the estimation and inference of
time series when the data are fully observed at equally spaced
intervals. However, when the problem of missing observations or
irregularly spaced time series is encountered, the methods for complete
data are no longer applicable without modification. As incomplete data
arise frequently, it becomes one of the most important problems in time
series analysis. It is the purpose of this study to find an appropriate
method to analyse incomplete time series and to apply this method to the
Hong Kong beach pollution data.
In this study, we shall concentrate our attention on two kinds of
modelling techniques. The first one is a discrete time ARIMAX model
(Integrated autoregressive moving average model with exogenous
variables) which will be discussed in detail in chapter two. The
application of this method to the beach pollution data is provided in
chapter three. The second one is a continuous time autoregressive model
and this method will be discussed in chapter four. Finally, comments on
the study and suggestions for further improvement will be given in
chapter five.
Now, we first give a brief review of the diversity of modern
approaches to analyse incomplete time series. In section 1.3, we give a
brief description of the Hong Kong beach pollution data and the
necessary procedure for data manipulation.
21.2. Review of various approaches for analyzing incomplete time series
Akaike (1980) and Akaike, and Makio (1980) introduced a very
flexible procedure for making seasonal and trend adjustment using
Bayesian approach, which is useful for handling discrete time series
with moderate missing.
Af ter the introduction of Minimal Markovian Representation for an
autogressive moving average process by Akaike (1974), Jones (1980a) used
this representation and Kalman recursive estimation technique to
calculate the exact likelihood function of a discrete time stationary
autoregressive moving average process with observational error. The
unknown parameters were estimated through maximizing the likelihood
function by a nonlinear optimization subroutine. Akaike's Information
Criterion (AIC) was then used for model identification. Furthermore, he
also discussed the calculation of intitial state covariance matrix and
reparameterization for stability. Tan (1982) further extended the ARMA
model to include exogenous variables using state space representation
and maximum likelihood estimation procedure.
For irregularly spaced data, it is necessary to consider continuous
time models. Jones (1980b) considered the problem of fitting continuous
time AR model with observational error to discrete data in both time and
frequency domain. The method was extended to multivariate first order
autoregression in Jones (1983).
To model nonstationary time series, Kitagawa (1981, 83) introduced
the Penalty smoothing approach which estimated a smoothing function
3f(n) when it was observed with observational noise w(n). Ansley and Kohn
(1983a) discussed the state space representation for nonstationary
model, constructed the likelihood of an ARIMA process with missing
observations, and used modified Kalman filter to compute the likelihood
function. However, the choice of initial state vector and initial state
covariance matrix have always been a great problem in modelling
nonstationary time series.
In addition to the state space approach and Kalman filter
technique, a different modelling approach was discussed by Robinson
(1977, 80). He described a procedure to evaluate the maximum likelihood
function of a process generated by a stochastic differential equation
with pure noise, and established the properties of strong consistency
and asymptotic normality of the estimates. Robinson (1983) extended his
work to a general model for a continuous time d-dimensional series
Y(t) and used Gaussian likelihoods to make inference on the parameters.
Dunsmuir (1981) investigated the various estimation schemes for missing
observations on the properties of the estimated parameters through
simulation.
For spectral and covariance function estimation, attempts to
construct spectrum estimates from unequally spaced data were given by
Jones (1962) and some numerical results were presented in Jones (1970).
Though it is much easier to estimate spectrum from equally spaced data
with missing observations (see Jones 1971), fequency domain methods can
lead to negative spectrum estimates at some frequencies. Masry (1983)
discussed the nonparametric estimation of the probability density f(x),
4covariance function R(t), and spectral density fr(w). In addition,
Marquardt and Acuff (1983) described a simple and efficient method for
direct quadratic spectrum estimation and discussed properties of the
method.
1.3. Beach Pollution Data
One of the most direct ways in which the Hong Kong's population
experience the problems of polluted water is when they visit any of the
Territory's bathing beaches. The beaches are often spoilt by litter and
refuse floating in the water, by polluted streams and drains flowing
across the beaches, and by nearby sewage discharges, etc. To reduce the
chance of catching disease from bathing at Hong Kong's beaches and
improve water quality, research projects have been carried out on
heavily used beaches, such as the Repulse Bay, Shek 0, Butterfly Beach
and Castle Peak Bay.
The data set that we are going to analyse is provided by the Hong
Kong Water Pollution Control Department. Water samples have been
collected from the selected beaches at unequally spaced time intervals
since 1972. The major indicators for water quality are given below: (see
Marine investigation into sewage discharges, brief report (1971), and
Environment Protection in Hong Kong (1981, 85))
(1) Dissolved Oxygen (DO)-- The oxygen which is dissolved in water,
usually expressed in milligrams per litre (mg/1), or parts per
million (ppm), or percentage of saturation. Inadequate dissolved
oxygen in water may contribute to an unfavourable environment for
5fish and other aquate life. The absence of dissolved oxygen ma3
result in the generation of obnoxious gases due to anaerobic
decomposition of organic matters. Usually,, lower than 50% of
saturation is considered to be unsatisfactory. Water. samples are
examined by the use of meters giving direct readings of dissolved
oxygen.
(2) Biochemical Oxygen Demand (BOD)-- The quantity of oxygen
required by bacteria while stabilizing decomposable organic
matters, under aerobic conditions, in a specified time and at a
specified temperature. The test is widely used to determine the
polluting strength of sewage in terms of the oxygen that is
required if discharged into natural watercouses, and is a major
parameter in evaluating the purification capacity of receiving
body of water.
(3) Suspended Solids (TURB)-- Solids which are in suspension in
sewage or water, and which could be largely removed by
sedimentation. This is an important parameter in assessing the
strength of sewage and polluted water.
(4) Feacal Coliform Count (FC)-- The Feacal coliform count per 100
ml of water is used as an index of pollution and is measured by
the membrane filtration method. According to the guidelines of
the World Health Organization, it is proposed that the public
will be informed when the Feacal coliform count at any beach
consistently exceeds 1000 per 100 ml of water.
6(5)
Total Coliform Count (TC)-- A group of bacteria predominantly
inhabiting the intestines of man or animal, but may occasionally
be found eleswhere. The number of organisms in a given volume of
water sample (usually 100 ml) is counted to indicate
water quality. This group of bacteria can also be used as a
biological indicator of feacal contamination.
As these objects are too small in size and too large in quantity to
be measured accurately, the occurrence of missing data or unreliable
measurement is inevitable. In addition, these variables fluctuate
violently and irregularly since they can easily be influenced by special
events. Moreover, the unit of measurement had been changed for some
variables during the observation period. For example, two kinds of
measurement units have been employed to the variable DO (dissolved
oxygen, milligrams per litre and percentage of saturation) but the
required information for unit conversion had not been recorded.
All of the above factors have contributed to the difficulties in
finding an appropriate model for the series. In this paper, only three
less problematic series are studied, they are: total coliform, feacal
coliform and biochemical oxygen demand found in Repulse Bay.
In addition to the above variables, we would like to introduce one
more variable to indicate whether the water sample is taken in swimming
or non-swimming season as it may have significant impact on water
quality. This variable will be treated as an exogenous variable in our
model.
7Before constructing a time series model, it is necessary to screen
the unreliable data and perform data transformation. As shown in figure
1.1, the data are widely spread. We perform a log transformation to
stabilize the variability of the data (see figure 1.2). Then two kinds
of modelling techniques are employed to fit the log transformed data.
Figure 1.1
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DISCRETE TIME STATE SPACE APPROACH TO NONSTATIONARY
TIME SERIES WITH EXOGENOUS VARIABLES
2-1-Introduction




(iii) nonstationarity and seasonality, and
(iv) time varying noises
The model can be considered as an extension of the works of
Jones(1980a), Kitagawa(1981, 83) and Tan(1982). We start with the
Akaike's Markovian representation of the model in section 2.2. In
section 2.3, we show how the Kalman recursive technique can be used to
evaluate the exact likelihood function value when we have complete data.
In section 2.4, we discuss the reparameterization procedure.
Modification due to missing observations is provided in section 2.5.
The initial state vector and initial state covariance matrix are given
in section 2.6. The AIC criterion for model selection is discussed in
section 2.7.
2.2.The model and its Markovian representation
Suppose the series {Xt) follows a Gaussian process and is governed
by an ARIMAX model (integrated autoregressive moving average with
exogenous variables) of order p, q, i.e.
(2.1)
where Wt refers to the value of the kth exogenous variable at time t.
Wj. (k=l,...,L) is assumed to be known for all t. A special exogenous
variable is a constant variable of one's. It is introduced to handle
the grand level effect. The roots of 1- X a, Z =0 are assumed to be
outside or on the unit circle. All the roots of 1+ h Z =0 are outside
the unit circle. The process is stationary only when all the
roots of 1- a Z =0 have norm larger than one and the only possible
exogenous variable is the constant variable.
Akaike (1974) used Markovian representation to formulate a
stationary time series. Jones (1980a) applied the Kalman filtering
technique to evaluate the likelihood function value of such models. Now
we extend their works to nonstationary time series with exogenous
variables.
To obtain a Markovian representation of X, it is necessary to
consider the structure of the predictors X,....' s, which is defined as
the projection of on the value of the time series anc the
noises (e.) up to time t. By convention, define bQ=l and b=0 for i0
or iq. Similarly let a0=l an a=0 for i0 or ip. Furthermore
H(.)=0 whenever kj. In this paper, the two notations X(t) and X are
used interchangeably. Similar notations are used for X(t|k) and
and the like.
For j0, the j-step ahead prediction is
(2.2)
Similarly, for jl we have
Thus for jl,
(2.3)




Let m=max(p,q+1). When j=m, from (2.2) X(t+j|t) can be expressed as a
linear function of Thus
Define state variable We
obtain a state space formulation of the ARIMAX model.
In matrix notation,
Z(t+1)=FZ(t)+Ge(t+1)+DW(t+m). (2.4)
The observed data y(t) is X(t) plus a time varying noise k v(t), that is
y(t)=x(t)+ktv(t).
When expressed in term of the state variable Z(t), we have the following
observation equation
That is
Also, we assume that
y(t)=HZ(t)+ktv(t) (2.5)
and
e(t) iid N(0, cr2)
v(t) iid N(0, R cr2)
v(t)'s and e(t)'s are independent.
2.3.Evaluation of the likelihood function
In this section, we assume that we have a complete set of
observation (y(t)}. As discussed in Jones (1980a), the likelihood
function can be calculated using Kalman recursive estimation.
Assume that all random variables entering the state and
observation equations are normal. It follows that
(Z(l),...,Z(t),y ,...,y)• is normally distributed. Let yt=(y1,...,yt).
Denote Z(t) given yJ by Z(t|j).
12
Define Then
To find the updating formulas for Z(t|j) and P(t|j), we need to
find the joint distribution of Z(t) and y(t) given observations up to




It follows that the updated state vector is
(2.6)
The updated P(t|t) matrix is
(2.7)
Let




where y(t|t 1)-HZ(111-1). Denote the residual of the one-step
prediction, y(t)-y(t|t-1) by y(t). The procedure for calculating the
likelihood function are as follows:
A
(a) Find the initial estimate Z(0|0) and P(0|0) (discussed in section
2.6).
(b) Repeat the following steps for t=0,1,2,...,n-1, where n is the
largest index of y.
(1) Find one-step prediction,
(2) Update the variance-covariance matrix of the prediction
(3) Find the one-step prediction value of the observation
(4) Use equations (2.8) and (2.9) to update our estimates of the
A
state vector and its covariance matrix, i.e. Z(t+l|t+l) and
P(t+l|t+l).
(5) Calculate the residual of one-step prediction
(6) The one-step prediction error variance of the process is
14
(c) As the errors are normally distributed, the likelihood for n
observations will be
Dropping the constant, -21n(likelihood), denoted as i, is
(2.10)
2.4. Rfinara«eterlz«tlon and Maximum likelihood estimation
Section 2.3 provides a way to calculate the exact -21n (likelihood)
function. Maximum likelihood estimates can then be obtained through
numerical minimization of -21n(likelihood) over the parameter space.
From (2.10),
Set it to zero. We have the cr2 that minimizes i is
Substituting it in (2.10) and dropping constants, we have
(2.11)
(2.12)
Minimization is performed in (2.12) instead of (2.10). (2.11) can
A
then be used to estimate r with y(i) and V(i) replaced by the
estimated values.
Direct optimization on (2.12) is not simple since the coefficients
of the AR and MA process are under constraints. Let
(2.13)
We assume that the roots of and are
outside the unit circle. This requirements are handled by the following
15
reparameterization (see Jones (1980a), Levinson (1947) and Durbin
(I960)). Let uand be unconstrainted parameters.








To insure a nonnegative estimate of R, we estimate s instead, where
s= ln(R). Given the values of u. and w., we can obtain a. and b. by
the above recursive equations. Then the minimization is done on u., w.
and s instead of a., b. and R.
2.5. Missing Observations
If y(t+l) is missing, the updated state vector is replaced by its
forecasted value, i.e.
The updated covariance matrix is replaced by
P(t+l|t+l)=P(t+l|t)
The corresponding term in equation (2.11) and (2.12) is skipped, and n
in equations (2.11) and (2.12) is replaced by the number of observed
y(t).
2.6. Initial State Vector and Initial State Covariance Matrix
The initial state vector Z(0|0) is assumed to be normally
distributed with mean Z(0|0), and covariance matrix P(0|0). To compute
the value of the likelihood function, we need to find Z(0|0) and P(0|0).
Since we observe y, y,..., y, y is just a symbol showing that we
do not have any data.
2.6.1 Initial state vector
Since is defined as
and we have
In general we require p parameters to find Z(0|0). They are
where i= 0,1,...,p-1. Then for j=p,...,m-l
(2.16)
This equation provides a recursive way to find E(X(j)) for any j in term
From (2.13), the number of unknown parameters
required here is:
17
where p is the autoregressive order,
d is the number of ordinary differencing,
d2 is the number of seasonal differencing, and
J is the period of the seasonal component
In the following paragraphs, we show that the number of parameters
can be reduced in some special cases.
Case 1: X(t) is stationary:
When X(t) is stationary, there must be no exogenous variable or
there is only one constant exogenous variable, say it is a constant
variable of one's. Furthermore the constants d and d in (2.13) are
zero. Now Z(0|0) has all its elements equal. When there is no
exogenous variable, the only choice of Z(0|0) is
When there is a constant variable of one's, Z(0|0) is
where and r is the coefficient associated with the
only exogenous variable. In this case no extra parameter is introduced
in initializing the state vector.
Case 2: No exogenous variable other than a constant variable of one's
Rewrite the model as
(2.17)
where B is the backward shift operator,
g(B) is a polynomial on B with order p., the roots of g(B)=0 are
assumed to be outside the unit circle,.
0(B) is a polynomial on B with order p and all the roots of
0(B) are on the unit circle. In fact, 0(B) can be
considered as the product of (1-B)dl and (l-BJ)d2,
and 0(B) is a polynoimal on B with order q and its roots are all
outside the unit circle.
The parameter r is fixed to zero when we have no exogenous





Consider E(X), i=0,1,...,p-l as parameters. We can express E(X) for
all t in term of these p parameters and
is the required initial state vector.
In this case, the number of parameters needed is reduced to p
instead of the p in the general case.




To find the value of the second term, let us express X. as
where h. is a function of which is
independent of i. Thus
We have
(2.19)
To find P(0|0), we need to compute Cov for different
i, j and k.
(1) Calculation of





Given the values of a. and b, the' s can be calculated by
(2.20) recursively. As a remark, Pk=gk+1' were s defined in
section 2.2.
(2) Calculation of Cov(X,X.)




As the covariance matrix of Xt is identical to that of, we only need
to find the covariance matrix of 24.
Case 1: is stationary
In this case 0(B)=1. Since is stationary, we can use the method
introduced by Akaike( 1978a) to find Cov(t,.). Now
for all t.
To find Cov it is equivalent to find Cov by




After finding from (2.20), the covariances CQ, C..., C can
be calculated by solving a set of p+1 linear equations generated by
equation (2.22). For qp, Cp+i»•••»cq can as0 be found using equation
(2.22).
The initial state covariance matrix P(0|0) is given by:
for ji0. (2.23)
Case 2: (t) is nonstationary
Let Assume that is at its stationary
condition. Denote and let
We have where
is a m+p by m+p matrix.
The covariance matrix of is denoted by M and
can be calculated by method discussed in case 1. Therefore X is subject
to the constraint that
Let us partition and S as follows
and S
where
Then the general form of
and
22
where T is p2 by (m+p matrix and Q is p2 by p2 positive definite
matrix.
The elements of T and Q are not necessary be free due to the
constraints introduced by the equation g(B)0(B)=0(B)e. To get some
ideas about what T and Q represent, let us denote
and
Then
The parameters in T and Q are for specifing the conditional
distribution of the initial states J. Any nonstationary time series
need to start in some previous time with some initial values. It is thus
natural to assume that the series start at time -t and the
initial states are ut unknown parameters.
Empirical results show that difference choice of t may have minor effect
on the likelihood. A simple choice is to let t=p. This assumption leads
to the restriction• It implies that Q=0 and T=0. Therefore
(2.24)
The covariance matrix of,..., can thus be obtained
from the lower right proportion of the matrix S2 1MS2' 1. For
comparison purpose, we have also considered the case of fixing 21 to I




Various models of order p,q are fitted to the data. For each model
AIC=-21n(maximum likelihood)+2(number of fitted parameter)
is calculated. The model with the smallest AIC is considered to be the
"best".
Chapter Three
APPLICATION OF THE DISCRETE TIME STATE SPACE
APPROACH TO THE BEACH POLLUTION DATA
3.1. Procedure for Studying the Beach Pollution Data
3.1.1 Model specification
Due to the special characteristics of the Hong Kong beach pollution
data, the most general type of model introduced in chapter 2 is used in
the model construction process. That is, the ARIMAX model with
observational error and missing data.
As we do not have a complete set of daily data, and the
observations are not taken at equal time interval, we consider the
monthly averages instead of the daily observed data when discrete time
modelling technique is employed. Let X(t) be the true monthly average,
i.e. the average of the beach pollution data for each day of the tth
month, and X(t) is governed by an ARIMAX model. As described in chapter
two
where W(t,l) is a constant variable of one's which is introduced to
handle the grand level effect. W(t,2) is an exogenous variable which
presumes only two values( W(t,2)= 1 for swimming season, and W(t,2)=
0 for non-swimming season).
Using similar notations as in chapter two, the system equation can
be specified in the following way
and the observation equation
y(t)=HZ(t)+K V(t)
where y(t) is the average of the observed data for the selected days of
the t-th month. Since the number of observations within a particular
month (M) are not equal throughout the observation period, and the
variance of y(t) (the estimate of X(t)) is proportional to 1M -1N
where is the number of days at month t. It is reasonable to select
Kt=lMt~lNt. Clearly, when Mt equals to Nt, X(t) is observed and is
equal to y(t). When M is zero, y(t) is missed.
When searching for the best model', it is necessary to limit the
possibilities to a reasonable class of models. The possible choices for
this study are:
Order of ordinary differencing
Order of seasonal differencing
AR order:
MA order:
No of input variable:
Constant (W(t,l)):
Observational error:







3.1.2 Choosing the initial state covariance matrix
To study the impact of initial state covariance matrix on the
likelihood function value and the estimates of parameters, we use the
following initial values (see section 2.6).
(i)
(ii)
(iii) The elements in T and Q are treated as free paramters and are
estimated through optimization procedure.
If the results come close to one another, then different choices
of initial state covariance matrix can only have minor effect on the
likelihood and it gives us more confidence to restrict to a zero
matrix.
3.1.3 Nonparametric approach for diagnostic checking
In addition to the visual inspection of a plot of the residuals, we
shall describe two nonparametric approachs which employ (i) the
autocorrelation function of the residuals, (ii) the spectral density of
the residuals.
(i) Autocorrelation check
For the complete data problem, it is well known that the estimated
autocorrelations of the residuals would be normally distributed about
zero with variance n if the model is adequate, and hence, with a
-12
standard error of n. Since there are missing observations and time
-12
varying noises, n can no longer be the standard error and is only
considered as a reference value. Also we need some nonparametric
procedures for estimating the autocorrelation function. As discussed in
W. Dunsmuir (1981), we let
if X(t) is observed
if X(t) is missed.
If the process is time homogeneous randomly missed. That is {a(t) is a
stationary random process independent of {X(t). The nonparametric
estimate of covariance is given by
(3.1)
where
For a zero mean process, ux=0-
estimated autocorrelation function becomes
(ii) Spectral estimate
A simple way to obtain the nonparametric estimate of spectrum for
unequally spaced or missing data is the Direct Quadratic Spectral
Estimation approach which was introduced by D.W. Marquardt and S.K.
Acuff (1983). The spectral estimates are given by
where w is the no. of cycles per unit time, W_ is the weight
represented by the (i,j)th element in the symmetric quadratic form
(3.2)
and
be the lag window for lag u, where Select
This is equivalent to the Hanning Window with weights (0.25, 0.5, 0.25).
The simplest form of the data spacing factor, F(t1t.), is





M is an arbitray multiplier (say M=0.1) and wM=(n-l)2T is the Nyquist
frequency associated with the average inter-point interval in the period
of observations. The end condition at t=T and t=0 are t =2T-t and
n+1 n
tQ=~t respectively.
The modified data spacing factor is used to place an upper bound on
the size of the weight wherever the data are sparse or contain large
gaps compared to Nyquist cycle length. Also it is necessary to give
constraint on w to protect against the extraordinarily large relative
weighting of the data points at the beginning and the end of long time
lags.
Finally T' is the effective record length and T'(w)= Z. d which is
smaller or at most equal to T,
where if equation (3.4) is used
if equation (3.3) is used.
3.2. Some results of the study
3.2.1 Variable TC (total coliform count per 100ml of water sample)
The series TC consists of 149 observations (monthly averages) and 4
of them are missing or removed due to unreliability. The plots of the
log transformed monthly averages and their autocorrelations suggest that
the series is nonstationary (see figure 3.1A and figure 3.IB).
Under the assumption that various models are fitted to the
data. Also various initial estimates are used to ensure that the true
minimum of -2 ln(likelihood) had been attained. AIC for some selected
models are shown in the following table:




























































































The best fit' according to the AIC criterion is an ARIMA (2,1,0)
process with observational error and input variable (swimming or non-
swimming season), i.e. model 6 of table 3.1. Then three choices of
initial state covariance matrix are employed to study the effect of
P(0|0) on the final estimates. To save computational time, only model 6
has been investigated. The results are given below.
(i) When 2= 0, the estimated parameters are:
ALPHA(1)= 1.717
ALPHA(2)= -0.980
Coefficient for input variable= 0.000356
2
Variance of the observational error (R cr)= 2.982
Parameters for initial state= 7.182; 6.687; 5.742
2
Variance of the error term (a)= 0.00106
F value= 763.492
AIC= 777.492
The model: (1-B)(1-1.717B+0.98B2)X =0.000356W(t,2)+et
(ii) When 2:= I and T= 0, the estimated parameters are:
ALPHA(1)= 1.717
ALPHA(2)= -0.980
Coefficient for input variable= -0.000147
2
Variance of the observational error (R cr)= 2.997
Parameters for initial state= 7.000; 6.445; 5.476
2




The model: (1-B)(1-1. 717B+0.98B2)X =-0.000147W(t,2)+e.
t
(iii) When the elements in T and Q are treated as unknpwn parametersf
ALPHA(1)= 1.721
ALPHA(2)= -0.985
Coefficient for input variable= 0.000322
Variance of the observational error (R cr)= 2.959
Parameters for initial state= 7.319; 6.890; 5.993
Variance of the error term (r)= 0.00108
F value= 759.909
AIC= 785.909
The model: (1-B)(1-1.721B+0.985B2)X =0.000322W(t,2)+e.
From the above figures, we can see that different choices of
initial state covariance have insignificant effect on the final
estimates. Though the third choice may result in the smallest -21n
(likelihood), it is not worthwhile to introduce large amount of
parameters to obtain little improvement in the maximum likelihood value.
In short, the first choice (21 =0) should be recommended as the most
efficient one in this case study since the total number of parameters
and the computational time are significantly reduced.
To check the appropriateness of the selected model, we use the
method introduced in 3.1.3. As the series is too noisy, a perfect fit1
cannot be easily obtained. Figure 3.2 shows that no special pattern can
be found in the residual series of the variable TC except that there are
some outliers which might have been caused by special events. Figure 3.3
shows that the residual spectrum has the properties of a white noise
process. Finally, from figure 3.4, the autocorrelations( lag 1 to lag
36) are inside the reference bounds' (i.e. +2J145 and -2 J145). We
conclude that the selected model is an acceptable one.
Figure 3.2
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3.2.2 Variable FC (feacal coliform count per 100ml of water sample)
The series FC consists of 149 observations and 8 of them are
missing or removed due to unreliability. Figure 3.5A and figure 3.5B
suggest that the series is nonstationary and differencing should be
employed. The following table gives information about some selected
models and the key information for model selection:
Table 3.2 AIC for the best models' with
model input constant obser. ordinary Seasonal AR MA AIC





































The best model' selected is an ARIMA (1,0,0)(0,1,0) process with




Variance of the observational error (R a)= 3.594
2




The estimated residuals, residual spectrum and residual
autocorrelation function are shown in figure 3.6, 3.7, 3.8 respectively.
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Figure 3.5B
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Figure 3.7


















0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Frequency
Time (monthly)
















Residual plot of FC
Figure 3.8






To give a complete picture of the field, we consider an alternative
approach for handling missing or unequally spaced data which was
introduced by Jones (1980b). He used recursive methods and state space
representations to fit continuous time autoregressive models with
observational error, and added constraints to ensure a stationary
solution. In this chapter, we first give a brief description of the
works of Jones. Its application to the beach pollution data is discussed
in section 4.3.
4.2. Evaluating the likelihood function of a continuous time AR model
Consider the p-th order continuous time AR process:
where X(t) denotes the jth derivative of X(t) with respect to time t.
e(t) is the continuous time white noise with spectral density tr. For
stationarity, the roots of A(Z)= .4oa .ZJ=0 are assumed to have negative
real parts.
As discussed in Kalman and Bucy (1961), the state space
representation of the model is
In matrix notation
The grand level effect can be removed from the estimation scheme by
first centering the data if the observations are taken at random time
intervals. More generally, it is included in the model as a constant to
be estimated. For simplicity, we assume that X(t) is observed with error
v(t) and a constant bias b. Then the observation equation becomes
That is Y(t)= HW(t)+ b+ v(t).





From Jones (1980b), the predicted state is given by
with the convention that is a special polynomial
function of a square matrix A.
If the matrix F has distinct eigenvalues, we can simplify the
recursive calculation of the likelihood function by first performing an
orthogonal rotation on the state vector. Decompose F into
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where A is a diagonal matrix of the eigenvalues of F and•
U is a pxp matrix of right eigenvectors of F. Then
and
Define the transformed state as
Instead of evaluating the likelihood function of the state vector
W(t), we consider the transformed state Z(t).
where UC=G
The observation equation becomes
where Then the prediction error of the transformed
state Z(t) due to e(t) is
Its (i,j)th element equals to
where A denotes the complex conjugate matrix of A.
The initial state covariance matrix of Z is
where deontes the complex conjugate transposed matrix. For stationary
processes, the initial state covariance matrix can be estimated by the
unconditional covariance matrix of the state vector (see Doob, 1953).
The (k,l)th element of P (0|0) is given by
w
for k,1=0,...,p-l
where Re(.) denotes the real part of the complex number and r's are the
roots of the characteristic equation
The state vector is assumed to be of zero mean and a natural
estimate of the initial state vector is
Z(0|0)= 0.0.
Given the initial state vector and the initial state covariance
matrix, we can start the recusive procedure. Similar to the discrete
case, we can compute the likelihood function value by using Kalman
recursive technique.
(1) Predict the state of Z(t)
is a diagonal matrixwhere
(2) Compute the covariance matrix of prediction
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(3) Predict the observation at time t,
k
(4) The updated estimate of the transformed state vector is the conditional
mean of Z(t) on YJ. That is
where
(5) Compute the updated covariance matrix
(6) The residual at each step of the recursion is given by
and the variance of the residual
(7) The -2 In likelihood is
and
The property of stability can be ensured when the following
reparameterization technique is used (see Jones 1980b). The roots of the
characteristic equation are grouped such that r2-i s complex
conjugate of r for 2kp.
Let a
ji
and a if p is odd.
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Then we have A(Z)
if p is even
if p is odd
The a' s are constrained to be positive by a log transformation. We
minimize -21n (likelihood) with respect to the a 's and R. Upon
convergence, the AR coefficients are obtained from the a 's. Finally,
Akaike's information criterion is used to determine the best' model for
the series.
4.3.Application of the continuous time AR model to the Beach Pollution Data
A plot of the variable BOD (biochemical oxygen demand) shows that
the series is quite stationary (see figure 4.1) and the method described
above may be appropriate. In this case, we model the daily observed
data rather than the estimated monthly averages. We limit the
possibilities to stationary models without exogeneous variables since
the inclusion of these factors is too complicated and involve a large
amount of computation. Various AR models with observational error were
fitted to the data. The following table gives some key results of the
fitted models.
Table 4.1 AIC for the best models

























The AR(1) model with observational error was selected as the best
fit according to the AIC criterion. The estimated values of the
parameters are given below:
AR coefficient:
Constant:











From figure 4.2, though no special pattern can be found in the
residual series, the outlier problem is remarkable. Figure 4.3 shows
that the residual spectrum is similar to that of a continuous time
white noise process. Moreover, an additional check for model adequacy is
provided in figure 4.4. The plots of data spectrum and model spectrum
suggest that a one pole model is necessary for the series. This would
correspond to a continuous time autoregession of order 1 and
observational error and agrees with the model selected according to the
AIC criterion.
Figure 4.1







Plot of Residual Spectrum( Qod)
Figure 4.4









5.1. Discussion on the study
The model introduced in chapter two is widely applicable as it can
be used to handle missing observations, nonstationarity, exogenous
variables and time varying noises simultaneously. The treatment of
missing data is straightforward since we only have to skip the
measurement update for the missing data. Furthermore, the state space
representation is very flexible. For example, the model can be extended
to a multiple ARIMAX model without too much difficulty. Finally, it is
the major contribution of this study to provide efficient and reasonable
estimates of initial state vector and initial state covariance matrix
for nonstationary time series.
Another contribution of this study is that it applies the discrete
time ARIMAX model to the beach pollution data and constructs
satisfactory models for the series. As the series are very noisy, we can
only claim that the selected models are the 'satisfactory ones' rather
than the 'optimal ones'. To improve the model, we may try more
alternatives, such as multiple ARIMAX model, or continous time ARIMAX
model etc..
There are some limitations of the proposed model. The introduction
of seasonal differencing requires large amount of unknown parameters. It
may be very time consuming and may lead to numerical unstability. Also
the properties of the estimated parameters, and a thorough procedure
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for model identification and diagnostic checking have not been fully
investigated. Finally, to model unequally spaced series, it is more
direct to use the continuous time.model than the averaging procedure and
time varying noises. However, the generalization of such kind of model
for nonstationary time series has not been well developed. To obtain
better estimates, we may consider some other alternative approaches.
Some suggestions are given in section 5.2
5.2. Alternative approaches for nonstationary time series
An alternative approach to the model discussed in chapter two is
that we may first handle the problem of nonstationarity by decomposing
the series into its trend and seasonal components. As discussed in
Akaike (1980), the series was decomposed into trend and seasonal
components by a Bayesian modelling. That is,
where T(t) is the trend component, S(t) is the seasonal component and
X(t) is the irregular component. Instead of simply minimizing the sum
of squares
he added the following requirements:
(i) Smoothness of the trend
The sum of squares of the differences Ti-Ti-1 or any higher order
differences is constrained to a small value. Let I be the selected
order. Then the Ith order difference is denoted as
where
that
For example, when 1=2, we have c= 2 and Notice
(ii) Smoothness of the seasonal component:
Let J be the period of the seasonal component. The sum of squares
of the difference S.-S. is constrained to be small.
1 l-J
(iii) Sum of S's within a period, i.e. should be
close to zero.
The ARMAX model is then applied to X(t) which is assumed to be a
stationary process. This mehtod can be considered as a prewhitening
procedure. It provides an easy way for making seasonal adjustment.
A more direct method for series decomposition was introduced by
Kitagawa (1981, 83). He introduced a smoothing function for handling
trend and seasonality. Since the state space model is very flexible, we
can modify his work to model the trend, seasonal effect, exogenous
variables, time varying noises and missing observations simultaneously.
Similar to the approach discussed in chapter two, the observed series






Define the state variable as






We obtain the following state space representation:
The system equation is
Z (t-r 1) =FZ (t) +Ge (t+ 1) +DW (t+m)
The observation equation is
y(t)=HZ(t)+Ktv(t)
Assume e.(t)'s and v(t)'s are independently and normally
distributed with zero mean and covariance matrices E and R respectively,
i.e.
v(t)iid N (0, R)
The model is unidentifiable since it will be invariant if T(t) is
replaced by T(t) plus a constant k, and S(t) is replaced by S(t) minus
k, so we add one more constraint. For example, let T(1)=0, or S(1)=0.
The likelihood function can be evaluated by similar procedure discussed
in chapter 2. To reduce numerical unstability, Kitagawa (1981)
suggested that the modified Kalnian filter (square root filter) should be
used instead of the ordinary filtering technique.
For irregularly spaced data, it may be more reasonable to consider
continuous time models. The continuous time autoregression discussed in
chapter four can be generalized to continuous time autoregressive
integrated moving average process (CARIMA)( see Jones 1984). A
CARIMA(p,d,q) process can be formulated as follow:
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It is assumed that d roots of are zero, while the
remaining roots of =0 and all the roots of =0 should be
distinct and have negative real parts
Though the formulation of the CARIMA model is straightforward, the
initial value problem and the evaluation of the likelihood function can
be very complicated and time consuming.
5.3. Conclusion
To model problematic time series, it is suggested that the state
space approach should be used since it is very flexible and allows easy
modifications according to the special requirements of the series being
studied. Though a very practical model has been proposed in this study,
there are still many opportunities for further research and development.
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