Abstract-This paper aims to extend the nonnegative matrix theory, which is widely employed for multiple integrator agents, to deal with the consensus control of generic linear multiagent systems (MASs) under directed dynamic topology. It is finally shown that the exponential consensus can be reached under very relaxed conditions, i.e., the directed interaction topology is only required to be repeatedly jointly rooted and the exponentially unstable mode of each individual system is weak enough. Moreover, a least convergence rate and a bound for the unstable mode of the individual agent system, both of which are independent of the switching mode, can be explicitly specified.
I. INTRODUCTION
One of the key problems in multi-agent consensus is to find the weakest possible conditions that need to be imposed on the interaction topology to guarantee the desired consensus behavior [2] , [4] , [6] - [8] , [13] , [15] , [16] , [25] . It is well known that to reach the consensus, having a rooted graph (also called having a directed spanning tree) is the weakest condition [16] on the fixed directed interaction topology, while having a repeatedly jointly rooted interaction topology is the weakest possible condition for the dynamic case [6] , [10] , [16] . Nonnegative matrix theory, in particular the product properties of infinite row-stochastic matrices [23] , is demonstrated being the most effective and popular analysis tool in dealing with the convergence analysis for a group of linearly coupled agents under dynamic topology [6] , [15] - [17] .
Very recently, much attention is switched to the coordination control of generic linear MASs which takes more general form and thus can be used to model more complicated scenarios in real applications. In this framework, each agent, referred to as generic linear agent for clarity, is modeled by the following dynamics:
where x i ∈ R n is the ith agent's state, B ∈ R n×m , u i ∈ R m is the control input for agents i. Different from integrator agents, the collective behavior of generic linear MASs is determined not only by the dynamical rules governing the isolated agents, modeled by e.g.,ẋ i (t) = Ax i (t) in this paper, but also by the interactions between the neighboring 1 J. Qin is with the Australian National University, Canberra, Australia jiahu.qin @anu.edu.au agents. This makes the coordination control for generic linear agents much more challenging than that for the integrator agents. Some efforts made towards tackling the consensus problem of system (1) by using static distributed feedback controller can be found in, e.g., [11] , [14] , [18] , [19] , [22] .
Consensus/synchronization under fixed interaction topology is investigated in [18] , [24] in discrete-time setting and in [14] , [19] in continuous-time setting. Similar to that required for integrator agents, having a rooted graph is shown to be the weakest condition that should be imposed on the interaction topology to guarantee the consensus. Considering, as mentioned earlier, the analysis techniques for integrator agents cannot be extended straightforwardly to the generic linear agents, [22] and [11] investigate the consensus problem for generic linear MASs under undirected dynamic topology using developed Lypaunov stability theory which, however, relies heavily on the symmetric property of the associated Laplacian matrix, and thus confining its applicability to the case with directed interaction topology. Specifically, interaction topology is required to be frequently connected in [22] , and this restrictive condition is later relaxed to a jointly connected one in [11] , which is only valid in a leader-following framework. One can easily observe from [11] that the proof technique does not work for the case without a leader.
Noting on one hand that real-world information exchanges between agents may be unidirectional and thus results in the directed interaction topology, and on the other hand that the leader-following scenario is a special case of the leaderless consensus to be considered, this paper aims to investigate the consensus control of generic linear MASs under a very general setting, i.e. leaderless consensus control under directed dynamic topology. The contribution of our work comparing to the existing ones comprising mainly the following two points:
(a) Totally different convergence analysis for generic linear MASs from the existing ones is used in our work. We attempt to bridge the gaps between the consensus analysis for integrator agents, see e.g. [6] , [15] , [16] , and that for generic linear agents under dynamic topology. Toward this end, nonnegative matrix theory, in particular the product properties of infinite row-stochastic matrices, is developed combined with some other matrix analysis techniques to deal with consensus of generic linear MASs. Instead of performing only the asymptotical consensus analysis, we consider in this paper the exponential consensus and further specify a least convergence rate under dynamic topology. This generalizes the existing convergence analysis in [6] , [15] , [16] to very general settings.
(b) Consensus control is investigated upon a very general setting. The weighting factors are allowed to change dynamically to model more practical dynamics and the interaction topology switches among an infinite set of weighted directed graphs as opposed to the finite undirected ones in [22] and [11] . Moreover, interaction topology is only required to be repeatedly jointly rooted. This extends the assumption on the interaction topology concerning dynamic case in [11] , [22] to a more general setting although at the cost of the full-state coupling between agents, it comes out with a more relaxed assumption on A than that in [11] , [22] . More specifically, A is allowed to have exponentially unstable mode and a upper bound for such unstable mode as well as the convergence rate can be specified as well.
II. PRELIMINARIES

A. Graph and Matrix Notation
The following notations will be used throughout the paper. Let | · | denote the 2-norm of a vector, and · F denote the Frobenius norm of a matrix. Identity matrix in R p×p is denoted by I p and zero matrix in R p×q by 0 p×q . Let 1 N (0 N ) be the column vector with all entries equal to 1 (0), Re(λ) be the real part of complex number λ. When the subscripts m and n are dropped, the dimensions of these vectors and matrices are assumed to be compatible with the context. Denote by M > 0 (M < 0) that M is symmetric positive (negative) definite. Denote by diag{A 1 , A 2 , . . . , A n } the block diagonal matrix with its ith main diagonal matrix being a square matrix A i , i = 1, . . . , n. A matrix M is said to be nonnegative if all its entries are nonnegative. Let ⊗ be the Kronecker product and the Kronceker product has the following property which will be used throughout the analysis.
Lemma 1: For any two matrices A and B, we have
The readers are referred to [9] for more properties concerning the Kronecker product.
A nonnegative matrix M is said to be row stochastic if all its row sums are 1. Let S d denote the set of N by N row-stochastic matrices with positive diagonal elements, and S d (v) denote the matrices in S d with each nonzero element being larger than or equal to v. A row-stochastic matrix M is called indecomposable and aperiodic (SIA) [23] if there exists a column vector v such that
Two nonnegative matrices M and N are said to be of the same type, denoted by M ∼ N , if they have zero elements and positive elements in the same places.
Given any The following is a result specifying the relation between functions δ(·) and λ(·).
Lemma 2: ( [23], Lemma 2) For any row-stochastic matrices P 1 , P 2 , . . ., P k , [5] . G is called a rooted graph or a graph has a directed spanning tree if there exists at least one node, called the root node, having a directed path to all other nodes.
B. Distributed Control Algorithm
The distributed feedback control law for agent i is considered as follows:
where a ij (t) > 0 if agent i can receive the information of agent j at time t while a ij (t) = 0 otherwise, and N i (t) = {j ∈ V : a ij (t) > 0} is the set of neighbors of agent i at time t. In particular, it is assumed that all the nonnegative and thus positive weighting factors a ij (t)'s are uniformly lower and upper bounded (i.e., a ij (t) ∈ [a,ā], where 0 < a <ā, if a ij (t) = 0). K ∈ R m×n is a state feedback matrix to be designed.
We say that consensus is achieved by using distributed control law (2) if there exists a feedback matrix K such that for any initial states x i (0),
III. MAIN RESULTS In this section, we aim to explore the product properties of infinite row-stochastic matrices together with some other matrix analysis techniques to prove that consensus can be achieved by using distributed control law (2) if the interaction topology is only required to be repeatedly jointly rooted.
Note that system (1) can be rewritten in the following compact forṁ
where L(t) is the Laplacian matrix of G(t), the interaction topology at time t. In fact, L(t) specifies exactly how the time-varying system (3) To state the main result, we need to recall a few definitions and some results. An infinite sequence of interaction topologies G(t 0 ), G(t 1 ), G(t 2 ), . . . , with the same node set is called repeatedly jointly rooted if there exists an infinite sequence of contiguous, nonempty, uniformly bounded time intervals [t ij , t ij+1 ), (t ij+1 − t ij < T ) j = 1, 2, . . . , starting at t i1 = t 0 , for which each finite set of digraphs [6] , [16] .
We proceed to recall some results for consensus of multiple integrator agents. Let Φ(t, t 0 ) denote the transition matrix corresponding to systeṁ
According to Lemma 4, each transition matrix Φ(t i , t i+1 ), i = 0, 1, . . ., is a row-stochastic matrix with positive diagonal elements. Considering the graph structure of the interaction topology, there are only finite number, say n 0 , of different types of 1Ḡ is infinite since the set consisting of the weighting factors is infinite. interaction topologies. As also stated in the proof of Theorem 2.33 in [17] , for each possible interaction topology, L(t) has the same structure across each interval
) and each transition matrix Φ(t i , t i+1 ) is of constant type over this interval for each possible interaction topology. This together with the fact that Φ(t i , t i+1 ) is a continuous function of l ij (t) (note that L(t) = [l ij (t)]) for t ∈ [t i , t i+1 ) and τ ≤ t i+1 − t i ≤ T implies that for each possible interaction topology, all the nonzero and hence positive elements of Φ(t i , t i+1 ) are uniformly lower bounded, say by µ i . Apparently, 0 < µ i < 1 since each Φ(t i , t i+1 ) is a row-stochastic matrix with positive diagonal elements. Let µ = min{µ 1 , . . . , µ n0 }, then 0 < µ < 1 and it follows straightforwardly that Φ(
With the above preparations, we are now in a position to present our main result. (N − 1)T by using distributed feedback controller (2) .
Denote by Ψ(t, t 0 ) the transition matrix corresponding to system (5), then x(t) = Ψ(t, t 0 )x(t 0 ). In what follows, we first prove that Ψ(t, t 0 ) = Φ(t, t 0 ) ⊗ e A(t−t0) . Noticing on one hand
and Ψ(t, t 0 )| t=t0 = I nN ; and on the other hand
Therefore, if follows straightforwardly that
Apparently, Ψ(t, t 0 ) is not row stochastic.
Let Φ ij denote the transition matrix corresponding to system (4) for the union [t ij , t ij+1 ), i.e.
The condition that interaction topologies across each interval [t ij , t ij+1 ) is jointly rooted implies that each Φ ij , j = 1, 2, . . . , is a SIA matrix with positive diagonal elements [6] , [16] .
With the above preparations, now consider
Obviously, W m is a word in the Φ's (Φ ∈ {Φ ij |j = 1, 2, . . .}) of length N − 1, it thus follows from Lemma 3 that each W m m = 1, 2, . . . , is a scrambling matrix, i.e., λ(W m ) < 1. On the other hand, note that there are at most T /τ subintervals in each interval [t ij , t ij+1 ) and each 
This in turn implies that
i.e., the rows of Φ(t ij+1 , t i1 ) approaches each other as j → ∞. This is equivalent to saying that Φ(t ij+1 , t i1 ) converges to a rank one matrix of the form 1v T [3] , or in other words
where O(·) stands for that Φ t ij+1 , t i1 − 1v
T F and δ Φ t ij+1 , t i1 are equivalent infinitesimal. Now we proceed to prove
It follows from Lemma 5 that there exists a γ > 0 and a positive integer M such that e
where T is the upper bound for all the intervals [t ij , t ij+1 ) and a is the maximum real parts of the eigenvalues of A. Thus, according to (6) and (7), to prove (8) , it suffices to prove
Noticing that 0 ≤ β < 1 and
it follows directly from the fact that the exponential decay dominates the polynomial inflation that if (9) holds. Now we proceed to prove
Let i +1 be the largest nonnegative integer satisfying t i +1 ≤ t, thus t−t i +1 ≤ T and t i +2 > t, the latter of which implies that ( + 1)T > t, i.e. > t T − 1. It follows from the fact that the transition matrix of system (4) is stochastic that
T and thus we have the inequality in (10) as shown on next page, where
is upper bounded, say by η, this is because t − t i +1 ≤ T and all the nonzero elements in L(t) are bounded; (11) is obtained from (10) by noting (6), (7), and Lemma 5, and (12) is obtained from (11) by noting t i +1 − t 0 ≤ t − t 0 and > t T − 1. This combined with the fact that the exponential delay dominate the polynomial inflation that if a <
approaches 0 at exponentially fast with the least rate of
That is, consensus for all the agents is achieved exponentially fast and the states of all the agents synchronize to v T ⊗ e A(t−t0) x(0). Remark 1: Although consensus can be reached via information exchanges between neighboring agents, the trajectory for the agents may be oscillating or even divergent, which is dependent on the location of the eigenvalues of A.
Remark 2: Theorem 1 in fact gives a rough upper bound for the exponentially unstable of A, i.e. a <
=O e
. Although such a bound may not be tight, but it is independent of the switching mode. Apart from that, Theorem 1 extends the work concerning integrator agents corresponding to A = 0 and B = I n in our work, see, e.g. Refs. [6] , [16] , to very general settings. Note that different from the asymptotical convergence results proved in those works, we prove the exponential consensus and can further specify the least convergence rate as well.
IV. SIMULATION EXAMPLE
We assume that there are a group of 5 agents and n = 3, i.e. each agents evolves in R 3 . Assume further that the interaction topology G(t) switches every 1s periodically, as shown in Figure 1 , from Ga to Gb, Gb to Gc, and then Gc to Ga. The union of Ga, Gb, and Gc has a spanning tree and thus the interaction topology is repeatedly jointly rooted. Moreover, to efficiently illustrate our result, we choose The following quantity is introduced to accurately investigate the process of consensus V. CONCLUSION We have studied in this paper the consensus control of generic linear multi-agent systems under directed dynamic topology. We have shown that via the full-state coupling among agents, consensus for all the agents can be achieved exponentially fast under a very general setting, i.e. the directed interaction topology is only required to be repeatedly jointly rooted and each individual system is allowed to have a sufficiently weak exponentially unstable mode. Further, we have specified a least convergence rate and a upper bound for such unstable mode, both of which are independent of the switching mode.
