Rigorous calculation of the Poynting correction, which describes the effect of pressure on the fugacity of a condensed phase, requires time-consuming evaluation of a thermodynamic potential such as the International Association for the Properties of Water and Steam (IAPWS-95) formulation for water. Simplifying approximations are used in many applications, but the error introduced by the approximations is seldom evaluated. In this work, first-order and second-order approximations were developed for the Poynting correction for both ice and liquid water (including supercooled liquid water), and their errors were evaluated by comparison to the full thermodynamic potentials. The range of conditions covered is from −100 °C to 200 °C at pressures to 20 MPa. Some implications for the calculation of the enhancement factor used in humidity metrology are discussed.
Introduction
Many problems of practical and scientific interest involve equilibrium between a gas phase and a condensed phase that is either nearly pure liquid water or pure ice. Thermodynamic equilibrium entails equality of the fugacity (or, equivalently, the chemical potential) of water between the coexisting phases. The solution of the phase-equilibrium problem typically requires the fugacity of the pure condensed phase at the temperature T and pressure p of the system; we denote this by pure w ( , ) f T p . pure w ( , ) f T p can be calculated if a thermodynamic potential is available that is valid at the conditions of interest, such as the International Association for the Properties of Water and Steam (IAPWS) standard for thermodynamic properties of fluid water [1, 2] or the IAPWS formulation for thermodynamic properties of ice Ih [3, 4] .
In practice, calculating fugacity from such thermodynamic potentials is unwieldy, and for other substances in the condensed phase no such potential may be available. A convenient alternative is to start with the pure-component fugacity at the saturation pressure, , the fugacity coefficient at saturation, is 1 for an ideal gas and typically slightly less than 1 for low and moderate pressures]. The key quantity then becomes the ratio of the fugacity at (T, p) to that at saturation: pure w pure sat w ( , ) ( , )
where Π is the Poynting correction. The Poynting correction is rigorously related to an isothermal integral of the molar volume from p sat to p:
where R is the molar gas constant and vw is the molar volume of the condensed phase (water or ice in this work). Equation ( 2) by itself does not provide much simplification, since it requires knowledge of the molar volume at all pressures from p sat to p. However, relatively simple approximations to Eq. (2) are widely used, such as assuming that vw is independent of pressure [making the integral in Eq. (2) a simple product]. The errors introduced by these approximations are typically asserted to be small (at least for pressures that are not too high), but no systematic examination of their magnitude has been conducted.
Because of the existence of complete and quantitatively accurate thermodynamic potentials for liquid water [1, 2] and for ice [3, 4] , it is now possible to provide quantitative evaluation of approximations to Eq. (2). In the following sections, we describe first-order and second-order approximations, and compare their performance against a rigorous calculation of the Poynting correction from the full thermodynamic potential. The comparisons are performed over a range of temperatures and pressures, including conditions where the condensed phase is metastable (supercooled) liquid water.
In addition, we will discuss the role of these approximations in the context of humidity metrology. It has recently been proposed [5, 6] to make use of fugacity-based measures for the traditional concept of relative humidity, which would provide more impetus for simple and accurate ways to calculate the fugacity of liquid water and ice.
Development of Approximations

Thermodynamic Background
A first-order approximation to the full Poynting correction is obtained by observing that liquid water and ice are nearly incompressible. This suggests that the molar volume vw can be approximated throughout the range of integration in Eq. (2) by its value at saturation, sat w v , producing a simple expression:
A second-order approximation is obtained by assuming that the change in molar volume with pressure can be described by a constant isothermal compressibility, 
Sources for Saturation Data
The saturated molar volume κ of ice, we computed values from the IAPWS thermodynamic potential [3, 4] . The ratio of each quantity to its value at the triple point was fitted to a rational polynomial, leading to the following forms: 
where the temperature variable is defined by τ = 1 − T/Tt, and the triple-point temperature Tt is 273.16 K.
The values of the saturated molar volume and isothermal compressibility for ice at the triple point [3, 4] . Table 1 gives the coefficients Ai, Bi, Ci, and Di for Eqs. (5) and (6) . Equations (5) and (6) reproduce the values from Refs. [3, 4] to better than 10 −4 % from 50 K to the triple-point temperature of 273.16 K, although the lowest temperatures are not explored in this work. [7] and adopted as an IAPWS Supplementary Release [8] . In order to be consistent with the way IAPWS-95 is constructed, we use in Eqs. (3) and (4) its mass-based value of the gas constant (Rm = 0.461 518 05 kJ kg −1 K −1 [1] ), and therefore also a mass-based specific volume that is the reciprocal of the liquid density at saturation given by Wagner and Pruss [7] . For sat T κ of liquid water, values computed from IAPWS-95 were fitted to sat,liq sat,liq ,t 8
where the temperature variable r is defined by r = (T − 225 K)/(10 K), with the coefficients Ni and exponents ti given in Table 2 . The isothermal compressibility for liquid water at the triple point is . Equation (7) The evaluation of the Poynting correction also requires the saturation pressure as a function of temperature, p sat (T). For liquid water above the triple point, the correlation given by Wagner and Pruss [7, 8] is straightforward and is in excellent agreement with the full solution of IAPWS-95. A similar highaccuracy representation of p sat (T) for ice is the IAPWS formulation described by Wagner et al. [9, 10] . v , values at temperatures down to 235 K were generated from IAPWS-95 (note that this is an extrapolation below its official range of validity) and fitted to 1 7 0.7 sat,liq 1 w sat,liq w,t exp 1 ( ) 1 100
where the temperature variable is s = (Tt − T)/(10 K) and the saturated liquid volume at the triple point is sat,liq w,t v = 1.000 207 52 × 10 −3 m 3 /kg. The coefficients Ei and exponents ci are given in Table 3 . As done for liquid water above the triple point, a mass-based specific volume is used for supercooled water to match the mass-based gas constant of IAPWS-95 [1] . For sat ( ) T T κ , Eq. (7) is used. For p sat , rather than extrapolate the correlation of Wagner and Pruss [7] , we use the correlation of Murphy and Koop [11] , because it was designed for this region. Note that, because p sat at these temperatures is small, the results for the supercooled liquid (and also for ice) are relatively insensitive to the vapor-pressure correlation used. 
Evaluation for Ice
The first-order and second-order Poynting corrections for ice were evaluated at temperatures from −100 °C to the triple point, at pressures up to 20 MPa. This range of conditions was chosen for its relevance to humidity metrology and to atmospheric and climate science. At each condition, we first evaluated the Poynting correction Π rigorously from the full thermodynamic potential for ice [3, 4] , using Eq. (1). In order to illustrate the magnitude of the Poynting correction, in Fig. 1 we plot its values over the range considered. We then evaluated the first-order Poynting correction from Eq. (3) and the second-order correction from Eq. (4). The relative errors in the first-order and second-order approximations are (Π1 − Π)/Π and (Π2 − Π)/Π, respectively. In Fig. 2 , we plot contours of the relative error in the first-order approximation multiplied by 10 6 (i.e., parts per million). Since much metrology takes place at pressures near atmospheric, in Fig. 3 we restrict the maximum pressure to 1 MPa in order to show more detail in this region. From Fig. 3 , the error in the firstorder approximation for ice is quite small (less than 0.01 × 10 −6 ) at pressures near 0.1 MPa, and it is less than 0.7 × 10 −6 for the entire range of Fig. 3 . Figure 2 shows that the error grows significantly larger at high pressures. In both figures, we see that, for a fixed pressure, the error becomes slightly larger at lower temperatures. The fact that the error is positive at all conditions results from the decrease of vw with pressure, so that assuming its value to be sat w v at all pressures overestimates the integral in Eq. (2). In Fig. 4 , we similarly plot the relative error in the second-order approximation for ice. Figure 4 indicates that Eq. (4) produces excellent results throughout the range studied, with the magnitude of the error only reaching 1 × 10 −6 at the highest pressures and lowest temperatures. The second-order errors are negative, meaning that the Poynting correction is underestimated; this is because ice becomes less compressible with increasing pressure. A low-pressure plot for the second-order approximation is not shown because its relative error below 1 MPa is tiny, with magnitude less than 0.0002 × 10 −6 for the entire region shown in Fig. 3 . 
Evaluation for Liquid Water
The first-order and second-order approximations were evaluated for liquid water at temperatures from 0 °C to 200 °C, again at pressures up to 20 MPa. Thermodynamic properties from the IAPWS-95 standard formulation [1, 2] were computed with a National Institute of Standards and Technology (NIST) Standard Reference Database [12] . Figure 5 shows a plot of the Poynting correction itself; the magnitude is similar to that shown for ice in Fig. 1 . Figure 6 shows the relative error in the first-order approximation over the entire range, while Fig. 7 shows the same quantity in more detail at pressures up to 1 MPa. The saturation curve p sat (T), where the Poynting correction is identically 1, is also plotted in Figs. 5-7. The behavior is similar to that shown in Figs. 2 and 3 for ice, except that the errors for liquid water at high pressures are more than twice as large. This is primarily due to the larger isothermal compressibility of liquid water compared to ice.
In Fig. 8 , we plot the relative error in the second-order approximation for liquid water over the same range of conditions. While the errors are larger than they were for ice (see Fig. 4 ), they are still quite small, except at the highest pressures and temperatures studied, where they reach −30 × 10 −6 . These larger errors are due to water's isothermal compressibility changing more quickly with pressure at high temperatures. The region of very small positive errors in Fig. 8 is not physically significant; it results from imperfect representation of the IAPWS-95 saturated liquid volume by the correlation of Ref. [7] . We again do not present a low-pressure plot for the second-order approximation; its errors for pressures below 1 MPa are less than 0.04 × 10 −6 for the entire region shown in Fig. 7 . 
Evaluation for Supercooled Liquid Water
It is common in the atmosphere for liquid water to exist as supercooled droplets, metastable with respect to an equilibrium ice phase. In humidity metrology, chilled-mirror instruments may produce coexistence of the vapor with a supercooled liquid rather than with ice. Therefore, it is valuable to examine the Poynting correction for these conditions. We examine conditions down to 235.15 K (−38 °C), which is not far above the lowest temperature at which metastable liquid can exist at atmospheric pressure [13] ; this limit was also chosen because of unphysical ripples in the saturated volume behavior calculated from IAPWS-95 when it is extrapolated below about 238 K. The upper pressure limit is again 20 MPa. Figure 9 shows the Poynting correction in this region; as expected, the values are similar to those for ice at the same conditions (Fig. 1) .
In Fig. 10 , we show the error in the first-order approximation, with Fig. 11 showing more detail for pressures below 1 MPa. As expected, the behavior is a continuation of Figs. 6 and 7 to lower temperatures. The error in the first-order approximation increases at lower temperatures, mainly due to the larger isothermal compressibility at these temperatures. The extrema in the contours near 236 K in Fig. 11 result from the aforementioned irregular behavior of IAPWS-95 when extrapolated to such low temperatures, and from the inability of Eq. (8) to perfectly reproduce that behavior.
In Fig. 12 , we plot the relative error in the second-order approximation, Eq. (4), for supercooled liquid water. The errors are small, but not as small as in the cases of ice and stable liquid water (especially at the lowest temperatures). This is because the isothermal compressibility is larger and varies more strongly with pressure for supercooled water. The unusual structure at the lowest temperatures is again due to small deviations between Eq. (8) and the behavior of IAPWS-95 in this region. Note that the contours lowest in magnitude in Figs. 8 and 12 do not exactly match at 273.16 K; this is because Eq. (8) (used for Fig. 12 ) and the correlation of Ref. [7] (used for Fig. 8 
Implications for Enhancement Factor Calculations
In many problems, for example in humidity metrology, the actual interest is not in the Poynting correction itself, but rather in the enhancement factor, of which the Poynting correction is only one part. The enhancement factor f is the ratio of the partial pressure of water in the vapor to the water saturation pressure at that temperature:
where yw is the equilibrium vapor-phase mole fraction of water. The enhancement factor measures the degree to which the amount of water in the vapor phase is "enhanced" due to the applied pressure (of air or another gas); the main contributors to this enhancement are the Poynting correction and the nonideality of the vapor phase. If the solubility of the gas in water is small, equating the fugacities of water in the vapor and liquid produces a relatively simple expression for the enhancement factor [14] :
( , , )
where xgas is the mole fraction of dissolved gas in the condensed phase (which will be zero for ice and can be computed from Henry's law for gases in liquid water at low and moderate pressures), Meaningful simplification of Eq. (10) must include approximations for both Π and vap w φ , and it is also desirable to minimize iteration. The work presented here will allow practitioners to evaluate the accuracy of approximations for Π; the second-order approximation should be adequate for almost all purposes, and at low pressures the first-order approximation is quite accurate. A straightforward expression of vap w φ from the virial expansion (truncated at the level of third virial coefficients) was recently presented by Feistel et al. [15] ; this expression should be accurate up to 5 MPa and can also be used to compute sat w φ . The combination of this work and that of Feistel et al. [15] yields a relatively simple expression for f. It still requires iteration, but a good initial guess can be obtained by assuming an enhancement factor of 1 and using the resulting vapor composition to compute vap w φ and xgas.
Conclusions
The accuracies of both the common first-order approximation and a second-order approximation to the Poynting correction have been examined for condensed phases of ice, stable liquid water, and supercooled liquid water. The first-order approximation is Eq. (3), with the volume at saturation given by Eq. (5) for ice, by the correlation of Wagner and Pruss [7] for liquid water at 273.16 K and above, and by Eq. (8) for liquid water below 273.16 K. The second-order approximation is given by Eq. (4), with the saturation volumes computed as in the first-order approximation and the isothermal compressibility at saturation given by Eq. (6) for ice and by Eq. (7) for liquid water.
Contour plots are given to illustrate the errors in both approximations as a function of temperature and pressure. At pressures below 1 MPa, the errors in the first-order approximation (Figs. 3, 7 , and 11) are small (less than 0.7 × 10 −6 for ice, less than 2 × 10 −6 for liquid water, and less than 7 × 10 −6 for supercooled liquid water). The errors in the second-order approximation at such pressures are negligible (less than 0.0002 × 10 −6 for ice, less than 0.04 × 10 −6 for liquid water, and less than 1 × 10 −6 for supercooled liquid water). Results are displayed for higher pressures, up to 20 MPa, where the errors grow larger, especially for liquid water, where the first-order errors are more than twice those for ice at the same pressure. The errors of the second-order approximation remain quite small, especially for ice, as can be seen in Figs. 4, 8 , and 12. The errors in the approximations are somewhat worse in general for supercooled liquid water, especially at very low temperatures where the isothermal compressibility becomes large.
In practice, it may be preferable to always use the second-order approximation, since it greatly reduces the error while retaining a relatively simple explicit form. The new correlations developed in this work for the volume and isothermal compressibility of ice at saturation, for the volume of supercooled liquid water at saturation, and for the saturated isothermal compressibility of liquid water (both stable and supercooled) enable straightforward calculation with these approximations.
While the figures in this paper have an upper pressure limit of 20 MPa, Eqs. (3) and (4) may be used at higher pressures and temperatures. In the Supplemental Material, we have supplied tables giving the Poynting correction and the errors of the first-and second-order approximations at pressures up to 100 MPa and temperatures up to 573.15 K. These tables may also be useful for finding a value of the error at a specific point for an uncertainty budget; such a value may be obtained by interpolation in the appropriate table. Interpolation may also be used to obtain values of the Poynting correction itself; such an approach is less convenient than the approximations evaluated here, but it could still be more convenient than implementing the full IAPWS thermodynamic potential for the calculation.
Supplemental Materials
• File ICE.txt contains comma-separated values of temperature (in K), pressure (in MPa), Poynting correction, relative error in first-order approximation to the Poynting correction (in 10 −6
), and
