for the presence of fecal contamination, the USDA-ARS Quality and Safety Assessment Research Unit has developed a real-time on-line fecal detection system with a food-grade National Electrical Manufacturers Association (NEMA 4) enclosure. Prior to in-plant trials, numerous efforts have been employed for the development of both image processing software and effective hardware implementation at poultry processing plants.
Previous research has demonstrated the potential of a multispectral imaging system as a tool for detecting fecal contaminant on the surface of poultry carcasses. The biggest challenge, however, is to eliminate or minimize false positives. Several efforts including both hardware and software solutions have been employed to resolve this problem. For example, a dynamic thresholding method has been developed for reducing false positive errors (Park et al., 2005; Park et al., 2007a) . Although this method could improve detection accuracy by eliminating false positives, it was not possible to implement an on-line system due to the complexity of updating the image data for training. A second approach to remove false positives was to use an additional optical trim filter in the near-infrared band (802 nm). Using a combination of three band ratios (517, 565, and 802 nm) with a decision-tree algorithm, most false positives caused by cuticles could be eliminated (Heitschmidt et al., 2007) . However, it was not easy to implement a real-time system because of the computation time required for three bands, as well as the cost of the additional optical filters. A third method to remove false positive errors was textural analysis in the spatial domain. This method was able to remove much of the salt-and-pepper noise as well as other false positives caused by cuticles when employed for pre-processing of raw spectral images prior to the image ratio (Park et al., 2008) .
However, due to the required processing speed (140 birds per minute), this method was not effective for on-line application without improving the computation time.
The objective of this study was to develop image processing methods for improving fecal contaminant detection accuracy, especially removing false positives, using a real-time on-line multispectral imaging system for inplant trials. To do this, we improved the image processing speed considering the computer memory capacity by modifying both the hardware and the software. We also tested and implemented additional image processing algorithms, including binning, median filtering, and morphological analysis in a real-time mode, which could not be used previously due to the limitation of processing speed.
MATERIALS AND METHODS

MATERIALS
In each of two image acquisition trials during February 2008, 24 clean birds were transported from a local poultry processing plant to the USDA-ARS Russell Research Center, Athens, Georgia, and feces and ingesta were collected from an additional eight New York dressed birds on site. For fecal collection, the gastrointestinal tract was separated into distinct areas using clamps, and contents were removed from the crop and gizzard (ingesta), duodenum, ceca, and colon. Contents were kept in plastic vials until applied to the carcasses for image acquisition. Figure 1 shows the real-time on-line multispectral imaging system set up for the experiments. For more details of the imaging system, see Park et al. (2007b) .
METHODS
System Development
All data analysis and algorithm development were first simulated using the Matlab environment (The Mathworks, Natick, Mass.), and then the real-time inspection software was implemented using the C ++ and Microsoft Foundation Class (MFC) environment. A Matlab-based simulator was built such that the simulator mimics the real-time inspection software. The simulator processed the raw image data.
The previous triggering mechanism of the fecal detection imaging system (Park et al., 2006; Park et al., 2007b) was not efficient in terms of computing resource management because the camera was triggered continuously by a continuous run mode, and the captured frames were continuously transferred to the frame grabber while the software was waiting for an external trigger signal from a photoelectric sensor. In this setup, synchronization between the triggering events from the sensor and to the camera was not guaranteed. This possible out-of-synchronization issue may cause a serious problem in high-speed applications or in a slow frame-rate mode. An even worse problem was caused by the software time delay implementation to adjust the outof-synchronization issue. The time delay determined by trialand-error caused an unnecessarily high CPU workload in the multithreading environment of the MFC.
To resolve the aforementioned issues, we changed the triggering mechanism of the camera to the external trigger mode. A simple circuit (basically a voltage divider) was built to input a trigger signal from the photoelectric sensor and to output a TTL signal into a camera's external trigger port. The software was also changed to an external trigger mode accordingly. The new triggering device was tested with an MS3100 camera with three optical filters: 517 nm (10 nm FWHM), 565 nm (10 nm FWHM), and 802 nm (40 nm FWHM) (Redlake, Tucson, Ariz.). Testing of the new triggering mechanism was done with a function generator that replaced the photoelectric sensor. Many different widths and speeds of TTL pulses for the sensor were tested to ensure the reliability and integrity of the system.
Band-Ratio Thresholding and Scatter Plot
A band-ratio image was normally obtained by two-band images that were acquired by a common-aperture multispectral camera. The resulting ratio data were processed for further analysis, for which thresholding was typically involved. Yoon et al. (2007a) developed an optimal thresholding technique for two-band ratio images and found a globally optimal threshold value for detecting contaminants, including feces and ingesta, on the surface of poultry carcasses. In their thresholding study, the operation of band-ratio thresholding with two-band images was interpreted as thresholding on data projected by a projection axis orthogonal to a linear decision boundary dividing points on a 2-D scatter plot ( fig. 2) . Dividing a 2-D space by a decision boundary, as shown in figure 2, is equivalent to the global thresholding operation on the ratio data to find fecal and ingesta contaminants. Equivalently, this 2-D linear classification problem was in fact a 1-D classification on a projection axis ( fig. 3 ). These pictorial representations revealed that one can design any type of 1-D or 2-D linear or non-linear classifiers (e.g., support vector machines and genetic algorithms) to optimally separate contaminant pixels from non-contaminant pixels (Webb, 2002; Yoon et al., 2007b) .
Cuticle Filter
In this research, we developed a software method, called a cuticle filter, to eliminate false positive errors caused by cuticle on the skin of poultry carcasses by analyzing estimated probability density functions (PDFs). Density estimation is a method to approximate the conditional PDF from measured data. Kernel density estimation is a nonparametric method for density estimation in which a kernel function, also called a Parzen window, is moved across the measured data to get an approximated density function (Webb, 2002) . In comparison to histogram-based density estimation, the kernel density estimation generates smoother density functions, leading to more accurate statistical modeling of sample data than histograms. The accuracy of the estimated statistical distributions depends on the kernel function and its bandwidth. In this study, kernel density estimation using a rectangle kernel function was used for data analysis. This software method is effective and inexpensive compared to the additional optical filtering method previously studied (Heitschmidt et al., 2007) . Figure 4 shows the new image processing paradigm applicable in real-time on-line mode. In contrast with the previous studies (Heitschmidt et al., 2007; Park et al., 2007b; Park et al., 2008) , this new paradigm includes pre-processing using a binning algorithm prior to the image ratio, and postprocessing with median filtering and morphological algorithms after thresholding. Previously, these additional image processing steps were not applicable in real-time due to the processing time constraint. However, after numerous system modifications, in both the hardware and the software, all these image processing steps would be possible with fast computing time.
Real-Time Image Processing
Binning Method
A CCD sensor is an array of square light-detecting regions. In addition, pictures can be taken by combining the information in adjacent pixels, making them one effective superpixel. Figure 5 represents a portion of a detector with squares outlined to indicate various binning modes.
The advantage of binning is that noise can be reduced. Whenever a CCD detector is exposed to light, there is always a certain amount of noise associated with the image. This noise may be random or systematic, and it also may come from multiple sources. The signal-to-noise (S/N) is a description of how much information an image contains. However, a drawback to binning is the loss of resolution. Smaller pixels detect more portions of an object. Since the S/N ratio of our camera is very low, binning can be useful in our application. It can be used to effectively increase the sensitivity. In addition, binning is a good method for focusing, because further image acquisition is greatly accelerated while providing greater sensitivity for real-time processing. An MS3100 camera having 1392 × 1040 pixels and 4.65 μm × 4.65 μm per pixel can appear to have 696 × 520 pixels and 9.3 μm × 9.3 μm per pixel with 2 × 2 binning. With 3 × 3 binning, the sensor appears to have 464 × 347 pixels with a size of 13.95 μm × 13.95 μm per pixel. At 4 × 4 binning, the sensor appears to have 348 × 260 pixels, resulting in 18.63 μm × 18.63 μm per pixel and 16 times more intensity with less noise.
Median Filtering Method
The median filter is a non-linear digital filtering technique to remove noise from images prior to performing further image processing steps. It is particularly useful to reduce speckle noise and salt-and-pepper noise, which is the case in our experiments. Median filtering is a spatial filtering operation, so it uses a 2-D mask that is applied to each pixel in the input image. Applying the mask means centering it in a pixel, and the value of desired brightness is the median value. This median value is determined by placing the brightness values in ascending order and selecting the center value. The main problem with median filtering is its high computation time, even with the most efficient sorting algorithms. We have tested and implemented a 5 × 5 median filter in our application (Gonzalez et al., 2004) .
Morphological Method
The fundamental operation of mathematical morphology is erosion. The erosion of an image can also be found by intersecting all translates of the input image by the reflection of the structuring element. Because the complementary operation to erosion is dilation, eroding an image can also be accomplished by dilating the complement of the image, while dilating an image can be accomplished by eroding the complement of the image. In other words, dilation expands the image foreground and shrinks its background, while erosion shrinks the image foreground and expands its background. The morphological opening of an image is simply erosion of the image, followed by dilation of the resulting eroded image (Gonzalez et al., 2004) .
RESULTS AND DISCUSSION
DATA ANALYSIS AND CUTICLE FILTERING
The 2-D probability density functions of feces and normal chicken carcasses were estimated, and their equi-probable contours are presented in figure 6 . As shown in the figure, both probability density distributions had similar shapes, but the two distributions were overlapped. This overlap implies that feces and normal carcasses may not be statistically separable. The estimated density function of the feces was different from the density function based on research with a hyperspectral image camera . The density distributions of the feces and the normal carcasses obtained by the multispectral camera (MS3100) were similar to a Gaussian distribution, whereas the density function of the feces obtained in the previous study using a hyperspectral camera was highly skewed, like a half dome. The dichroic coating in the multispectral camera was not accurate enough to produce identical central wavelengths and their bandwidths. Although it was not fully implemented for the real-time imaging system due to its complexity and long processing time, a non-linear quadratic classifier was designed, and its optimal solution (a non-linear decision boundary) is overlaid on the scatter plot. As shown in figureĂ6, the curved non-linear decision boundary, which differs from the linear decision boundary determined by a band-ratio threshold, may provide better separation between the two classes. This difference in separability could affect the performance of the real-time imaging system. The optimal decision boundary for this type of data in a real-time fecal detection application remains a question for research. The cuticle filter was designed by analyzing the data distributions and the scatter plots in the 2-D space. From figure 6 and 7a, it is evident that some normal carcass features were captured in the area determined by a band-ratio threshold. These pixels were caused by cuticles. The designed cuticle filter was based on filtering data on the projection axis, which is the same as the x-axis. In other words, this filter was simply a threshold applied to a singleband image. As a result of the cuticle filter, the final decision region was reduced from the triangle in figure 7a to the upperleft quadrant in figure 7b . A result of the cuticle filter is shown in figure 8 . The cuticle filter effectively removed the cuticles from the false positive pixels while minimizing the reduction of the fecal contaminants. A side-effect of the filter was some reduction of the true positive pixels. Figure 9 shows the variation in signal-to-noise (S/N) ratio with detector gain based on different gain settings at 5 ms exposure time. Overall, the S/N ratios were less than 30, which could generate a noisy signal when acquiring images in real-time. Even though the S/N ratio of the 802 nm band was a little higher than the others, the S/N ratio was consistent regardless of the gain setting of the camera. Because of the poor S/N ratios of the 565 and 517 nm bands, which were less than 25, the noisy images resulted in false positive errors compared to the hyperspectral images. Figures 10 and 11 show the results of image processing with various binning modes, filtering methods, and thresholding values at a gain of 20 and exposure time of 5 ms on moving birds. As shown in the figures, we observed that binning, filtering, and thresholding affected the performance of the imaging system in terms of both detection accuracy and false positives, which indicates that selection of optimum values for each parameter is important for detecting contaminants on poultry carcasses. Binning was able to eliminate salt-and-pepper noise ( fig. 10 ). In particular, median filtering (5 5 in this example) decreased the number of false positives from 20 to zero when a threshold value of 1.05 was selected.
SIGNAL-TO-NOISE RATIO OF DETECTOR
DETECTION ACCURACY ON MOVING BIRDS
FALSE POSITIVE ERRORS
False positive errors on the moving birds were generally associated with cuticles, carcass boundaries, and noise in the images. Although most boundaries were eliminated through the masking process, the cuticle filter, median filter, and morphological analysis were useful for removing false positive ( (549) with a threshold of 1.0 and 2 × 2 binning was reduced to only 26 (95.2% reduction) with a threshold of 1.05 and 4Ă× 4 binning ( fig. 12 ). In addition, median filtering was able to reduce FPs by eliminating salt-and-pepper noise from the raw images. As shown in figure 13 , the FP errors were reduced up to 55% with a threshold of 1.0 and 2 × 2 binning when 5 × 5 median filtering was employed. When the same image processing algorithms with a threshold of 1.05, 4 × 4 binning, and 5 × 5 median filtering were employed, the FPs were reduced up to 98.7%. Thus, contaminant detection accuracy was improved by eliminating FPs using optimal parameter values for the image processing algorithms. Figure 14 and 15 shows the performance of the morphological image processing algorithm on six moving birds at fixed parameter values of 20 gain, 1.05 threshold, and 4 × 4 binning. Although higher gain, threshold, and binning helped to eliminate FPs, salt-and-pepper noise still remained on moving birds, especially clean birds ( fig. 14a, 14c , and 14e). These noisy signals could be eliminated completely by adapting median filtering and additional morphological analysis and opening in this application ( fig. 15 ). Tables 1 and 2 summarize the performance of the multispectral imaging system in terms of contaminant detection accuracy with the updated image processing methods. The detection accuracy varied with parameter values of the image processing algorithms, including binning, thresholding, median filtering, and morphological analysis. As shown in table 1, overall contaminant detection accuracy on moving birds varied from 84.3% (threshold of 1.05 with 4 × 4 binning) to 97.8% (threshold of 1.0 with 2 × 2 binning). In this case, the false positive errors were 1.9% and 41.8%, respectively. Within the same binning, both detection accuracy and false positive errors decreased as threshold values increased. Similarly, within the same threshold, both detection accuracy and false positive errors decreased as binning increased. Although neither the overall detection accuracy nor false positive errors were affected by camera gain, the results of detection accuracy were slightly changed from 87.4% (4 × 4 binning with gain of 2) to 95.1% (2 × 2 binning with gain of 20). In this case, the false positive errors were 1.8% and 15.9%, respectively (table 2). Within the same binning, the detection accuracy and false positive errors were relatively consistent. Thus, overall performance of the system is trade-off between detection accuracy and false positive errors.
PERFORMANCE OF MORPHOLOGICAL IMAGE PROCESSING
DETECTION ACCURACY OF MULTISPECTRAL IMAGING SYSTEM
CONCLUSIONS
Image processing algorithms including binning, median filtering, and morphological analysis improved fecal contaminant detection accuracy by removing false positives in a real-time on-line multispectral imaging system. In particular, a 2-D probability density function performed well as a cuticle removal filter. The binning and median filtering methods were able to reduce false positives dramatically by eliminating most noisy pixels from the raw images. Thus, adaptive image processing methods were able to improve overall detection accuracy on moving birds from 84.3% to 97.8% depending on the optimum parameters selected. A combination of hardware and software changes improved the overall contaminant detection by removing false positives. Camera triggering instead of frame grabber triggering reduced image acquisition time by up to 333 ms, enabling software binning and additional morphological image processing to reduce false positive errors up to 98.7%. Thus, the USDA-ARS multispectral imaging system was able to detect contaminants with 91.6% accuracy and 3.3% false positive errors by selecting optimum image processing methods at the required processing speed of 140 birds per minute. However, the performance of the real-time on-line imaging system for fecal contaminant detection on poultry carcasses can be further improved by adopting a high-quality camera that has a higher signal-to-noise ratio.
