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摘要 :共现词提取在信息挖掘和自然语言处理中有着十分重要的地位。而传统的共现词提取方法仅仅局
限在单一的一种统计量上 ,其结果十分不精确 ,需要人工再进行整理。本文提出了一种基于词汇吸引与排斥
模型的共现词提取算法 ,并通过将多种常用统计量进行组合 ,改进了算法的效果。在开放测试环境下 ,所提取
的共现词其用户感兴趣度为 60187 %。将该算法应用于基于 Web 的共现词检索系统 ,在速度和共现词的提取
精度上均取得了比较好的效果。
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Co2occurrence Word Retrieval Based on the Lexical Attraction and Repulsion Model
GUO Feng ,LI Shao2zi ,ZHOU Chang2le ,LIN Ying ,LI Sheng2rui
(Computer Science of Department , Xiamen University , Xiamen , Fujian 361005 ,China)
Abstract : Co2occurrence word retrieval is very important in information mining and natural language processing. But tradi2
tional co2occurrence word retrieval methods used only a single statistic method , so the result is very imprecise , and needs
lots of manual collation. In this paper we present a co2occurrence words extraction algorithm based on the lexical attraction
and repulsion model , and combine some common statistical methods with the algorithm to improve its effect. In the open
test , our system’s Interesting performance is 60. 87 %. We show good performance in speed and precision when applied the
algorithm on a co2occurrence search system based on web.
Key words : computer application ; Chinese information processing ; co2occurrence ; lexical attraction and repulsion model ;
co2occurrence distance
1 　引言
当前 , Internet 作为一个巨大的信息资源库 ,正在以惊人的速度增长着。为了从这座信息
宝库中获得需要的知识 ,各种信息挖掘技术应运而生 ,而共现词作为其中的一项重要辅助技术
也在不断发展着。
所谓共现词 ,是指在文档中经常同时出现的词项。共现 (Co2occurrence) 类似于搭配 (Collo2
cation) ,但范围比搭配要广的多 :共现词可以是习惯搭配关系的词对 ;也可以是属于同一词类
的词对 ,例如 host 与 guest、tea 与 coffee 等 ;或者是在同一话题中经常出现的词对 ,例如 ,英国人
吃早饭时习惯喝茶 ,所以与 tea 同现的词项常会有 morning ,breakfast ,butter ,toast ,bacon ,eggs ,fork
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等。
共现信息对于自然语言处理有着重要的作用。共现信息能够提高信息抽取的效果[1 ] ;共
现信息也应用在文本分类系统中[2 ] ,例如在“政治新闻”一类的文档中 ,经常出现的共现词对有
















11 假设 ( s , t) 是在文本中出现的词对 , t 与 s 的距离为 k 个词 ,那么 t 是 s 的共现词的概率
将随着 k 的增加而指数下降。该性质可以使用单参数指数函数表示 : Pμ( x) = μe - μx
对应的离散函数[5 ]是 Pμ( k) = (1 - e - μ) e - μk (1)
21 当 k 等于某个阈值 , t 是 s 的共现词的概率达到最大值 ;当 k 小于该阈值时 , t 是 s 的共

























( k - i) (2)
31 当 k 足够大时 , t 是 s 共现词的概率将趋向于一个常量。使用公式可表示为 :
Pμ
1 ,μ2 , c
( x) = γ- 1 ( Pμ
1 ,μ2





, c ( k) = γ







( k - i) + c) (3)
在实际应用中 ,我们使用公式 (2) 来对共现词的出现概率进行计算 ,并使用 EM 算法对统
计的数据进行处理 ,以得到最合适的参数。假设θ∈Θ表示LAR Model 的参数 , P ( k) 是实验统
计的当距离为 k 时共现词对出现的概率。为了使得到的曲线适合统计的数据 ,我们需要找到
使下式达到最大值的θ: (θ) = ∑
k ≥0
P ( k) log Pθ( k) ,对于公式 (2) 即找到合适的 (μ1 ,μ2) ,使
(μ1 ,μ2) = ∑
k







( k - j) ) 有最大值。使用 EM 算法得到的迭代公式[5 ]
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为 :
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f ts - ξts
ξts (1 - ξts| N)
Studentπs t2Score TScore
f ts - ξts
f ts (1 - f ts| N)
频次 Freq f ts
评估词与词之间结合紧密度的统计量有
很多[6 ,7 ] ,在实验中 ,我们使用到的统计量有






给定词对 ( s , t) ,表 1 列出了使用的四种
统计量。其中 , f t 和 Pt 分别表示词 t 出现的频次和概率 , f ts和 Pts分别表示词对 ( s , t) 出现的频
次和概率。ξts则表示在词 t、s 独立的条件下词对 ( s , t ) 出现的期望值 ,于是有 :ξts = PtsN =
Pt PsN = f tf s| N ( N 为训练语料库规模) 。
这里通过加权策略进行组合 ,设第 i 种统计量对词对 ( s , t) 的评估值为 scorei ( ts) ,则四种
统计量的综合评估值为 :
score ( ts) = ∑
4
i = 1
( wt i ×scorei ( ts) ) (6)
　　其中 wt i 为第 i 种方法的权重 ,且满足约束条件 ∑
4





scorei ( sj) = score
3




( score 3i ( sk) )
2 (7)
　　其中 TS 是语料库 , sj 为属于 TS 的一个词对 , score
3
i ( sj) 和 scorei ( sj) 分别是归一前和归一
后第 i 种统计量对词对 sj 的评估值。
213 　LAR Model 与四种统计量的组合
为了更好的提高共现词抽取的性能 ,我们在使用四种统计量的基础上 ,应用了 LAR Mod2
el。对于词对 ( s , t) ,score ( ts) 表示使用四种统计量组合后对 ( s , t ) 是共现词的评估值 ,那么组
合了LAR Model 后的新的评估值表示如下 :
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　　在这里 , k 表示 s 与 t 的平均距离。
由于LAR Model 提供的 Pμ
1 ,μ2
( k) 值很小 ,所以新的评估值也减小了很多 ,为了适应新的








有意义 ;其次 ,利用词与词的互信息来统计共现词信息 ,并未考虑单个词本身的重要程度 ,容易
引入噪音 ,并且对统计量带来的影响比较大 ,所以在使用互信息来统计共现信息前 ,要先对文
本进行加工 ,滤去停用词 ,然后选择中高频词 (可通过设定阈值确定) 进行共现信息的统计计
算 ,有助于生成更合理的共现资源。
311 　测试集
在实验中 ,我们选择北京大学计算语言学研究所已经分好词并标注过的 1998 年 1 月的
《人民日报》作为训练语料库 ,人工整理在该语料库中出现频率大于 500 次的词序列 W1 , W2 ,




C C1 C2 C3 C4 C5 C6 C7 C8 C9 C10
社会主义 特色 市场经济 建设 现代化 精神文明 体制 邓小平理论 阶段 文化 制度




研究 理论 成果 问题 分析 科学 技术 深入 调查 开发 专家
⋯⋯
312 　LAR Model 参数的建立
根据表 2 中的数据 ,对所有的 ( Wi , Cj) 共现词对 ,统计实验所需的 P ( k) 值。实现的算法
如下 :
定义整形数组 Dis Match Array 　　/ / 其中 Dis Match Array[ k ]用于保存距离为 k 的共现词
/ / 对的出现次数 ,初始化置 0
定义整形数组 Dis Total Array / /其中Dis Total Array[ k ]用于保存距离为 k 的所有词对
/ / 的出现次数 ,初始化置 0
定义实形数组 P Array / / 其中 P Array[ k ]用于保存当距离为 k 时共现词对出现
/ / 的概率 ,初始化置 0
(1) 对所有的 Wi 进行如下步骤
在语料库中找到 Wi 所在的每个位置依次执行下列操作
a)将整数 k 置为 0
b)向前对每个词进行下列操作
i1 将 k 加一
ii1 如果该词是噪声 (包括标点符号 ,单纯的数字 ,助词 ,不常见词以及常见词等) ,则停止
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往下执行 ,返回 b 继续检查下个词
iii1 将 Dis Total Array[ k ]加一
iv1 如果该词不同于 W i ,且是 W i 的共现词 ,则将 Dis Match Array[ k ]加一 ;如果该词与
Wi 相等 ,则由人工判断是否共现词。
c)按照 a、b 的步骤类似的完成向后的搜索
(2)计算 P Array[ k ] = Dis Match Array[ k ]/ Dis Total Array[ k ]
实验所需要的参数 P ( k) 值即保存在数组 P Array 中。具体结果曲线如图 1 所示。
图 1 　横轴表示 Wi 与 Cj 的距离 k ,纵轴表示对应的 P ( k) 值 ,其中左图是当 Wi ≠Cj 时 ,右图为 Wi = Cj 时。
在实验中 ,我们发现对于共现词对 ( Wi , Cj) ,当 W i ≠Cj 时 ,排斥效果不明显 ;而当 W i = Cj
时就有比较明显的排斥效果。这说明对于不同的两个词 ,距离越近则组成共现词的概率越高 ;
而对于一篇文档中相同的两个词 ,排斥效果则阻止相隔太近的两个相同的词组成共现词。
将得到的 P ( k) 值代入到公式 (4) 、(5)中 ,通过迭代 ,最后收敛得到的参数值为
μ1 = 7 ,μ2 = 0102 　　　当 W i ≠ Cj 时
μ1 = 012 ,μ2 = 0102 当 Wi = Cj 时
313 　四种统计量各自的性能以及组合后的性能
在实验中 ,我们使用了查全率 (Recall) 和查准率 ( Precision) 来表示系统的性能。公式表示
为 :查准率 = 机器正确判定机器实际判定 ,查全率 =
机器正确判定
应有共现词数。在实际中 ,我们根据对训练语料库中频
次大于 500 的所有词 W i 分别进行共现词检索 ,得到共现词对序列 ( W i , Cj) ,对于每一个共现
词对如果在人工整理的共现词对列表中存在 ,则视为正确判定 ;而机器所检索的所有共现词对
的总和即机器实际判定 ;表 2 中所列的所有共现词对即为应有共现词数。






四种统计量单独运行的性能如表 3 所列 ,其中以 TScore 的性能最好、Freq 的性能最差。由
结果可以看出每种统计量存在着各自的问题 :对于MI ,容易提取出出现次数很少 ,但与检索词
02
表 3 　四种统计量单独运行的性能
方法 共现词数目 精确率 召回率 兴趣度
MI 2601 7213 % 7011 % 4112 %
ZScore 2756 7615 % 7617 % 4217 %
TScore 2671 8016 % 8119 % 4416 %
Freq 2413 6511 % 6110 % 3511 %
表 4 　四种统计量在组合时的权重
方法 MI ZScore TScore Freq










的范畴 ,因此自然会作为“中国”的共现词被抽取出来。同时表 3 的数据也表明部分共现词的
出现并不局限于特定的主题 ,在各种类型的文档中都有可能出现。
为了提高抽取共现词的能力 ,我们对四种统计量进行组合。在实验中 ,我们首先通过公式
(7)对四种统计量得到的评估值进行归一化 ,根据表 2 的数据和执行的结果使用遗传算法对公
式 (6)中的权重进行自动调整 ,最后得到的权重值如表 4 所示 :
将组合后的新的提取算法对训练集中词频大于 500 的词语进行共现词提取 ,共提取出了
2613 个共现词。经过对结果进行分析 ,发现 MI 和 Freq 方法经常出现的低频和高频词被抽取
出来的问题得到了很好的解决。实验得到的精确率是 88132 %、召回率是 89153 %、兴趣度是
55177 % ,相比单一的统计量有了明显的提高。
314 　LAR Model 与四种统计量的组合
为了将LAR Model 与四种统计量进行组合 ,我们使用了公式 (8) 所表示的评估值计算公
式 ,将组合后的新评估值应用于实验 ,共提取出了 2273 个共现词 ,比起没有组合 LAR Model 的
情况共现词数目少了 300 多 ,这是由于阈值的下降和距离较远的词对的评估值很低两方面的
原因造成的。因此一些经常出现在文章开头和结尾的常用词如“我国”、“新华社”、“电”等就会
被排除。同时实验结果表明召回率并不会因为提取的共现词的数目的减少而下降 ,最后的结
果为精确率 95175 %、召回率 96129 %、兴趣度 63166 % ,相对于没有使用LAR Model 的情况各项
指标均得到了提高。
315 　其他工作





分在训练集中无法找到 ,因此无法使用查准率和查全率进行评价 ,而只使用兴趣度 ( Interesting)
作为性能评价的指标。
为了比较各种统计方法在开放测试条件下的结果 ,表 5 列出了本文使用过的六种统计方
法以及对应的用户的兴趣度。从数据看出 ,Freq 方法所提取的共现词的数目比起其他的方法
少了许多 ,这是因为在开放测试条件下 ,用户要求检索的可能是低频词 ,因此对应的共现词的
出现次数也比较低 ,无法大于阈值 ,造成了提取的共现词数目的减少 ,同时其效果是最差的 ,对
用户阅读文章的帮助最小。最后通过四种统计方法的组合 ,并组合了 LAR Model 之后 ,检索的
结果就比较理想 ,达到了 60187 % ,这与训练集中的词检索的效果几乎一样好。这说明 ,该共
12










检索词的数目 100 100 100 100 150 200
提取的共现词数目 1295 1136 1172 871 1076 947
兴趣度 34121 % 29118 % 30152 % 17150 % 51177 % 60187 %
4 　结束语






由于在实验中 ,我们只针对训练集中词频大于 500 的词项进行统计 ,并且在计算共现信息
前滤去了低频词 ,所以对稀疏数据的共现词的抽取效果比较差 ,将来可以根据词项相似度原理
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