The aim of this study is to investigate the potential of ultraviolet/visible (UV/Vis) spectrometry as a complementary method for routine monitoring of reclaimed water production. Robustness of the models and compliance of their sensitivity with current quality limits are investigated. The following indicators are studied: total suspended solids (TSS), turbidity, chemical oxygen demand (COD) and nitrate. Partial least squares regression (PLSR) is used to find linear correlations between absorbances and indicators of interest. Artificial samples are made by simulating a sludge leak on the wastewater treatment plant and added to the original dataset, then divided into calibration and prediction datasets. The models are built on the calibration set, and then tested on the prediction set.
INTRODUCTION
Wastewater reuse is defined by the European Commission as 'the beneficial use of an appropriate quality of treated wastewater'. Thus the quality needed can differ according to the intended use of the treated water: agriculture, urban (e.g. road cleaning), industrial, environmental (e.g. wetland preservation) or even direct use as potable water (Wintgens & Hochstrat ) .
This issue is particularly of key importance in arid regions, where reclaimed water could be a reliable and ongoing resource. The importance and quality of the monitoring system should be adapted to the sanitary issues of intended use whilst minimizing the cost for the user. Since the use of the provided water may have a direct impact on human health, a continuous monitoring of the reliability of the production process is crucial. The main indicator recommended is Escherichia coli and other pathogens, faecal indicator bacteria or pathogen surrogates, but the monitoring frequency is limited due to practical and economic constraints (ISO ). Monitoring of important physicochemical indicators such as total suspended solids (TSS) or chemical oxygen demand (COD) is also limited to one or two measurements per day, which can lead to the nondetection of short-period anomalies. In this context, ultraviolet/visible (UV/Vis) spectrometry could be a simple, fast, and relevant alternative technique to estimate these physicochemical indicators (Thomas & Burgess ; Sánchez Rojas & Bosch Ojeda ; Jung et al. ) . The data may be used both to provide continuous information to the operator and to adjust in real time the production process.
The selection of indicators for treated wastewater quality in the framework of reuse varies by country. Concerning microbiological indicators, the most common are faecal and total coliforms, and may also include Escherichia coli, faecal enterococci and helminth eggs. Concerning physicochemical indicators, the most common are pH, turbidity, TSS, biological oxygen demand (BOD), and COD (Sanz & Gawlik ) . In France, the regulation defines four quality levels of treated wastewater depending on the intended use. The indicators chosen to define these levels are COD, TSS, E. coli, faecal enterococci, sulphate-reducing bacteria and RNA F-specific bacteriophages (JORF ).
UV-Vis spectrometry has been successfully tested for urban and industrial wastewater to estimate parameters such as TSS, BOD, COD, total organic carbon, or nitrate (Karlsson et al. ; Langergraber et al. ; Jeong et al. ; Qin et al. ; Platikanov et al. ; Salgado Brito et al. ; Lepot et al. ) . These effluents are usually characterized by high particulate and organic pollution (TSS above 50 mg/L, turbidity above 20 NTU and COD above 100 mg O 2 /L). The concentration range for nitrate is mostly between 2-16 mg N-NO 3 /L. Reclaimed water can be distinguished from these effluents by a lower amount of particulate and organic pollution. Indeed, effluent quality limits are generally between 10 and 35 mg/L for TSS, between 60 and 100 mg O 2 /L for COD, and between 0.2 and 10 NTU for turbidity, depending on country and intended use (State of California ; JORF ; Sanz & Gawlik ). Nitrate concentration is in the same range in reclaimed wastewater as in the effluents previously described. The work of Rieger et al. () falls into our range of concentration of interest. However, this study was conducted with a limited number of samples (44 for TSS and 12 for COD). Because of this low amount of samples, the validation step of the calibration procedure was not included. Moreover, the procedure for selection of wavelengths used for the calibration is not clearly described. A similar problem has been highlighted for most publications about UV/Vis spectrophotometry models (Lepot et al. ) .
The aim of this study was to investigate the potential of UV/Vis spectrometry as a complementary method for routine monitoring of wastewater treatment processes for reuse. The robustness of the models and compliance of their sensitivity with current quality limits were investigated. For this work, the selected indicators of reclaimed water quality were TSS, turbidity, COD and nitrate. Among the physicochemical water quality indicators, only those detectable by UV/Vis spectrometry without pre-treatment were selected. Nitrite was not included in the models as it was present in a very low concentration in the effluents considered. UV/Vis spectrometry can also be used for particle characterization and thus as an indirect estimator of microbial contamination ( Jung et al. ) . In karst water resources, good correlations were found between pathogen contamination and spectral absorption coefficient (SAC) at 254 nm (Stadler et al. ) . The SAC254 was used to detect the presence of humic substances that indicate a possible contamination by surface water. However, in a complex matrix such as reclaimed water, pathogens can either be dispersed in suspension or attached to the particles and/or among themselves. Thus direct correlation between pathogen contamination and UV/Vis spectra has not been found to date, even if coupling with other techniques such as granulometry seems promising (Jung et al. ) . BOD was not selected either, because of the complexity of the standard method, which limits the number of measurements. In the following sections, the experimental procedure for data acquisition and the different methods used for spectra exploitation are explained. Then, the results of the models obtained are discussed and their applicability for monitoring reclaimed water production processes is considered.
METHODS

Experimental platform and data acquisition
An experimental platform was set up in a wastewater treatment plant (WWTP) in the South of France. This WWTP is based on a conventional biological process scheme and treats mainly domestic discharges. Preliminary treatment consists of grids and removal of grease and sand. Secondary treatment is performed by activated sludge, with advanced treatment of nitrogen (nitrification, denitrification) and phosphorus (chemical precipitation) removal. The experimental tertiary treatment process consists of industrial pilots of sand filtration followed by UV disinfection. Almost 10% of the secondary effluent volume was treated. In this study, we focused on effluents at the inlet of the tertiary treatment ('secondary effluent') and at the outlet of the deep bed sand filter ('filtered effluent') ( Figure 1 ). The mean composition of the effluents is given in Table 1 (data were obtained by the routine monitoring of the process). Microbial contamination was measured by field methods (IDEXX Colilert and Enterolert).
Some precautions should be taken during the sampling campaign for the calibration procedure. First of all, changes in the influent composition should be investigated over a large representative period. In this study, data from the routine monitoring of the WWTP during a three-year period were studied. No significant change over time and no significant seasonal change were noted, except short time events such as heavy rainfalls. Hence, sample collection for the calibration should include the largest possible range of variability; in our case, the campaign spanned from October 2014 to May 2015. Another approach to enlarge the range of variability of the samples was to simulate artificial events by loading secondary effluent samples with different volumes of mixed liquor from the aeration tank of the WWTP (Figure 1 ). This liquor had a TSS content of 3.6 g/L with a standard deviation of 0.2 g/L (measured in triplicate). Ten samples were made, with a volume of sludge ranging from 0 to 1.6% of the sample volume. The composition of these samples ranged from 3.6 to 71.4 mg/L TSS, from 2.8 to 55.8 NTU, and from 12.1 to 71.4 mg O 2 /L COD. These values were assumed to be representative of anomalies previously observed in the WWTP.
Samples were collected once a day with a 1 L bucket and analysed within 2 hours. TSS were measured according to standard methods (AFNOR ). Turbidity was measured using a nephelometer (Turb 550 IR, WTW, Germany). COD and N-NO 3 were measured photometrically using Hach Lange kits LCK 414 and LCK 339 and a spectrometer (DR6000, Hach Lange, Germany). N-NO 3 was not measured on artificial samples.
For UV spectra acquisition, the UV/Vis spectrometer used was a DR6000 of Hach Lange (Germany) of 1 nm bandwidth (speed of 900 nm/min), with a quartz cell of 10 mm pathlength. The chosen scanning range was 200-400 nm (Thomas & Burgess ). Samples were diluted by a factor of 0.5 before analysis. Aberrant data were not taken in account. The raw dataset was divided into two sets: the calibration set and the prediction set. The models were built on the calibration set, and then tested on the prediction set. Samples were randomly allocated (random sampling without replacement) between each set.
Spectra exploitation with partial least squares regression
In order to find a correlation between an indicator value (dependent variable) and absorbances in the studied range of wavelengths (partially dependent variables or predictors), multiple linear regression presents two major drawbacks: (1) the number of samples to build the model must be superior to the number of predictors; and (2) predictor values can be very correlated (multi-collinearity), which leads to high variances and bias (Tenenhaus ) . Partial least squares regression (PLSR) is a dimension reduction technique that may address this issue, and it has been successfully used in the field of UV/Vis spectrophotometry (Lepot et al. ) .
It consists of finding 'new' variables (also called components), which are estimates of the predictors x p , and finding linear correlations between these components and the dependent variable y (Wold et al. ) . The first component t 1 is constructed as below (after normalization of the data):
The PLS algorithm extracts the scores w that best describe the covariance between x p and y (Jørgensen et al. ) . Then a simple regression is made of y on t 1 :
Then a new component can be constructed to explain the residual e, and this iterative procedure can be repeated depending on the number of components chosen. The objective is to best explain y while minimizing the residual e (Tenenhaus ). The choice of the number of components is of key importance for PLSR. The more components, the better the model fits the dataset used for its construction. However, too many components leads to a model with bad predictions when confronted with new data. The most relevant number of components is determined by a cross-validation procedure using the criterion Q 2 cum . This measures the global contribution of the h first components to the predictive quality of the model. It involves the PRESS (prediction error sum of squares) statistic, and the RSS (residual sum of squares) statistic for a model with one fewer component (h-1). The choice of the number of components of the model is made by maximizing Q 2 cum (with Q 2 cum ! 0:5)(Tenenhaus ).
In order to reduce the number of dependent variables, a Pearson's matrix of correlation coefficients was used first to discriminate the wavelengths that are the most correlated with the indicators of interest. Then, PLSR was applied on the selected range of wavelengths for each indicator.
Spectra exploitation with correlated component regression (PLS CCR)
The models built with PLSR were compared with a simple linear regression from the absorbance at one single predictor. To define this unique predictor, a correlated component regression (PLS-CCR) was made for each indicator studied. Its principle is similar to PLSR, but an iterative step-down algorithm enables removal of the least important predictors, to keep only one predictor at the end of the process (Magidson ) . The cross validation procedure implemented divides the calibration dataset into 6 groups with 100 repetitions.
Evaluation of the quality of the models (PLSR and PLS CCR)
Three criteria were then used to describe the quality of the models ( ; the Root Mean Square Error of calibration (RMSE cal ), and of prediction (RMSE pred ); and the Ratio of Prediction to Deviation (RPD). RMSE was calculated for calibration and prediction sets as follows:
where y i represents observed values,ŷ i represents predicted values and n is the number of values in the dataset. RPD is the ratio between the standard deviation of observed values of the prediction dataset and RMSE pred . A RPD below 1.5 corresponds to unreliable results, while between 1.5 and 2.0, the model can only distinguish samples that have high and low values. Between 2.0 and 2.5, the quantitative predictability is good. Above 3.0, the prediction model is very good. For spectra exploitation with PLS and PLS-CCR, all the analyses were performed using Excel (Microsoft, USA) and XLStat (Addinsoft, France) software.
RESULTS AND DISCUSSION
Definition of wavelength ranges for each indicator
A Pearson's matrix of correlation between each couple of variables studied is built. A Pearson's correlation coefficient value above 0.8 can be considered as significant. Results are presented in Figure 2 for both datasets studied. Significant wavelengths are between 240 and 400 nm for COD and TSS, and between 243 and 400 nm for turbidity ( Figure 2) . The importance of wavelengths above 240 nm tends to indicate the predominance of supracolloidal and settleable matter in the suspended solids (Azema et al. ) . COD also seems to be influenced by dissolved organic matter (254 nm), and possibly by phenols (270 and 
COD estimation
The PLSR model used for COD estimation is built from absorbance in the wavelength range 240-400 nm previously defined. The model has two components with good predictivity (Q 2 cum of 0.82). The coefficients of determination are around 0.80 for the calibration and prediction datasets, which indicates a quite strong model (Table 2) . RMSE are similar for calibration and prediction, and the RPD value is typical of a model having a good quantitative predictability. Artificial data stand for around 5.5% of the data for both datasets, but enable RPD to improve from 1.3 to 2.2 by increasing the amplitude of the data (Table 2 ).
The lower effluent quality limit for an unrestricted use of reclaimed water is 50 mg/L COD (Sanz & Gawlik ) . For this model, the 95% confidence interval around predicted values is close to 8 mg/L COD (Figure 3 ). Considering this confidence interval and typical values observed at the WWTP, a threshold of 35 mg/L COD can be considered as unusual if this parameter is estimated by UV/Vis spectrometry. Above this value, confirmation by normalized method should be performed.
The most relevant wavelength to estimate COD selected by the PLS-CCR step-down algorithm in the range 240-400 nm is 374 nm. The model built by simple linear regression from absorbance at this wavelength gives similar results to the PLSR model developed with the entire range (Table 2) . Thus a simple measurement at a single wavelength can be used to estimate COD with good predictivity for the effluents studied. A comparison between observed values and estimated values over 4 weeks is shown in Figure 4 for secondary and filtered effluents (part of the original dataset without artificial samples). The model allows the detection of a dysfunction during the second week, even if the COD peak is overestimated with the simple linear regression model (results are equivalent with the PLSR model).
TSS estimation
For TSS estimation, the PLSR model used from the same wavelength range has two components with good predictivity (Q 2 cum of 0.90). The coefficients of determination are around 0.90 for calibration and prediction datasets, which indicates a strong model (Table 2) . RMSE are similar for calibration and prediction, and the RPD value is higher than for COD and typical of a quite robust model. The slope of the correlation line for the prediction dataset is close to 1, showing no tendency to under or overestimation (Figure 3) . The input of artificial data is less decisive than for COD, because the amplitude of the TSS data (the range between the minimum and maximum values) for the secondary effluent is reasonable ( Table 2 ).
The lower effluent quality limit for an unrestricted use of reclaimed water ranges between 5 and 15 mg/L for TSS Figure 3 | Relationship between predicted and observed values for the calibration and prediction datasets. The results presented are related to PLSR models for COD, TSS and turbidity.
The grey lines represent the 95% confidence interval of the calibration. Triangular dots represent artificial data added to the original dataset (secondary and filtered effluents). (Sanz & Gawlik ) . Considering the 95% confidence interval of the PLSR model (around 7 mg/L TSS), UV/Vis spectrometry can be used for routine monitoring only for a target value of 15 mg/L TSS (Figure 3 ). In this case, an estimated value of 8 mg/L is relevant as an alert threshold.
The most relevant wavelength to estimate COD selected by the PLS-CCR iterative algorithm is also 374 nm. This wavelength may correspond to the physical response of particles with a diameter greater than 1 μm (Berho et al. ) . The PLSR model with absorbance between 240-400 nm and the simple linear regression model with absorbance at 374 nm give similar results for the effluents studied (Table 2 ). This simple model is able to detect a dysfunction, even if the peak is overestimated for the filtered effluent (results are equivalent with the PLSR model) (Figure 4 ).
Turbidity estimation
The PLSR model built from absorbance in the wavelength range 243-400 nm to estimate turbidity has two components with good predictivity (Q 2 cum of 0.93). The coefficients of determination are around 0.96 for calibration and prediction datasets, which indicates a very strong model. RMSE are equivalent for calibration and for prediction and they are low, which conducts to a very robust model with an RPD of 5.1 (Table 2) . Without artificial data, the model is significantly weaker (RPD of 3.4).
The effluent quality limit for an unrestricted use of reclaimed water is generally 2 NTU for turbidity (Sanz & Gawlik ) . This value is low and in the same order of magnitude that the 95% confidence interval of the PLSR model (Figure 3 ). Hence a threshold value of 2 NTU can be used if turbidity is estimated by UV/Vis spectrometry, but with a risk of non-detection of observed values just above this threshold.
The most relevant wavelength to estimate turbidity selected by the PLS-CCR algorithm is 373 nm, which is close to the selected wavelength for COD and TSS (374 nm). The PLSR model and the simple linear regression model give similar results (Table 2 ). In the example presented in Figure 4 , turbidity estimation from absorbance at 373 nm is relevant to detect a dysfunction during the second week of monitoring (results are equivalent with the PLSR model).
Nitrate estimation
A simple linear regression using absorbance at 208 nm (wavelength selected by the PLS-CCR algorithm) allows a good estimation of nitrate concentration, even higher than with the PLSR model built with absorbance in the wavelength range 200-233 nm (Table 2) , as is highlighted by the RPD values of 4.0 for PLSR and 5.0 by PLS-CCR. The coefficient of determination is higher for prediction (0.86) than for calibration (0.96), but the number of observations in the prediction dataset is very low (n ¼ 9). RMSE are low for both datasets and RPD value is representative of a very strong model that could be used for quantitative prediction (Table 2) . Even with a low number of data available for calibration and prediction (which might question the relevance of the model), these results are comparable with those obtained by Karlsson et al. () 
CONCLUSIONS
In this study, we proposed a detailed procedure to model effluent quality that is applicable to routine monitoring of wastewater treatment processes for reuse. It may be possible to find on the market UV-Vis probes for the indicators and for the range of concentration of interest in this study, but the calibration methodology is kept confidential by the provider. With the calibration procedure developed in this work, data acquisition and calibration are differentiated, and the user may choose simple portable spectrophotometers or UV/Vis probes without a calibration package.
The PLSR models developed from data on the WWTP studied were sufficiently robust and sensitive to be used on a reclaimed water production process for routine monitoring of COD and TSS. The confidence interval of the model for turbidity may be inappropriate to detect values just above the 2 NTU threshold generally used for high quality reclaimed water. However, a dysfunction of the process is often characterized by a peak of turbidity (5-10 NTU) detectable by the UV/Vis spectrometry monitoring system. The methodology is easy to implement, site-specific, robust (with the addition of artificial samples), and accessible for non-specialists with any statistics software (including open source).
Artificial samples can be made by simulating a sludge leak on the WWTP: different volumes (0-1.6% of the sample volume) of sludge from the aerated tank are added to the secondary effluent to increase COD, TSS and turbidity. The addition of these data to the amount of 5.5% of the original dataset enabled a significant increase in the robustness of the models.
The use of PLS-CCR enabled the testing of the opportunity to simplify the PLSR models, built from absorbance in a wide range of wavelengths, to a simple linear regression model built from absorbance at one single wavelength. In the case of the WWTP studied, correlations were found between absorbance at 373-374 nm and COD, TSS, and turbidity. These correlations may not be found in other WWTP effluents depending on their composition: dissolved organic matter, humic acids, phenols, suspended solids… Another correlation was found between absorbance at 208 nm and nitrate concentration. This correlation has been previously described for other effluents.
Even if the models developed may not be applied directly to other effluents, the described procedure can be applied to build a monitoring system: calibration of PLSR models with a representative dataset and addition of artificial samples in order to increase the amplitude of the data. The use of UV/Vis spectrometry as a routine monitoring tool for reclaimed water production enables: (1) reduction of the monitoring cost by limiting the use of normalized methods (requiring qualified staff and specific material); and (2) a significant increase in reactivity because of a radical change in the frequency of the measurements (from a daily basis to a 10-minute basis, for instance). By providing continuous information to the operator, constant quality control of the effluents is ensured, in the context of high public health concerns. A regulation loop could also be implemented in the production process, for instance by starting coagulant injection before the sand filter in case of degradation of the secondary effluent quality.
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