An electronic nose (EN) based system, which employs an array of four inexpensive commercial tin-oxide odour sensors, has been used to analyse the state of freshness of eggs. Measurements were taken from the headspace of four sets of eggs over a period of 20-40 days, two 'types of egg data' being gathered using our EN; one type of 'data' related to eggs without a hole in the shells and the other type of 'data' related to eggs wherein we made tiny holes in the shells. Principal component analysis, fuzzy C means, self-organizing maps and 3D scatter plots were used to define regions of clustering in multisensor space according to the state of freshness of the eggs. These were correlated with the 'use by date' of the eggs. Then four supervised classifiers, namely multilayer perceptron, learning vector quantization, probabilistic neural network and radial basis function network, were used to classify the samples into the three observed states of freshness. A comparative evaluation of the classifiers was conducted for this application. The best results suggest that we are able to predict egg freshness into one of three states with up to 95% accuracy. This shows good potential for commercial exploitation.
Introduction
One of the most important objectives in the food industry is that of achieving a uniform quality both of raw materials and of the final product. One of the main concerns of the egg industry is the systematic determination of egg freshness, because consumers may perceive variability in freshness as lack of quality [1] . How recently an egg was laid has a 1 Author to whom any correspondence should be addressed.
bearing on its freshness but is only one of a number of factors. Other factors include the temperature at which it is kept and the humidity also apparently plays an important role. These variables are so important that an egg one week old, kept under ideal conditions, may be fresher than an egg left at room temperature for one day. The ideal conditions are temperatures that do not go above 40
• F ( test is sometimes used to judge the thickness of eggshells for hatching purposes but this has no application in the context of the 'freshness of table eggs'. The most common Salmonella associated with food borne infections in humans is Salmonella enteriditis. There is always a chance that very small numbers of organisms could be present. This is especially the case in the context of the shells of free range or organic eggs. So it is best to keep eggs in the refrigerator. At normal room temperatures, these organisms can multiply very quickly to the point where they could cause problems. If eggs are kept in a refrigerator and used before typically some 21 days (shown by the date stamp on the shell), the risk is reduced to a minimum. By keeping to these recommendations, the risk from Salmonella in food is very low indeed. The organism only presents a danger to vulnerable humans-the very young, the elderly and pregnant mothers, or those whose immune system has been impairedand then only when present in substantial numbers. For these at-risk groups, the final precaution worth taking is to avoid the use of raw eggs in cooking and to ensure that eggs are thoroughly cooked before eating them [2] .
Present 'commercial' situation
The modern poultry industry is not satisfied with the traditional system for the handling and processing of eggs, which is based on candling-visual inspection of the eggs. The main parameters of the egg which are inspected during its quality evaluation are:
(1) freshness of the egg, (2) weight, density and shape (egg index, asymmetry) of the egg, (3) the state of the eggshell, (4) the size of the air cell, albumen and yolk quality, (5) Haugh unit (the ratio of albumen weight to yolk weight), and (6) the eggshell thickness [3].
More recently, non-destructive methods of determining egg freshness have been proposed. These methods include, 'optical and spectroscopic' methods. Spectrophotometry of shell colour, yolk colour, blood and meat spots present the first attempt to automate egg quality control [4, 5] .
All eggs are typically collected, graded, packed and delivered to the retail outlet within 48 h of being laid and carry a 'use by date' printed onto the shell of every egg, together with the Lion mark. Random samples are taken from every production run and tested in the laboratory to confirm their quality in terms of freshness, etc [2] .
However there are problems inherent to these approaches. Optical and spectroscopic methods rely upon expensive equipment. The recent application of carbon dioxide (CO 2 ) gas to eggshells for rapid cooling required the development of an economical method to measure CO 2 levels in eggs. Because of the viscous nature of egg components, direct measurements using a CO 2 ion select probe would not adequately measure dissolved CO 2 levels. Calibrated NIR systems and gas chromatography systems are available for CO 2 analysis. However, these are expensive and require periodic calibration [6] .
An attractive and alternative strategy for determining the state of freshness of eggs can potentially be achieved by sensing the organic aromatic volatiles emitted by eggs, by using electronic nose (EN) systems [7, 8] . EN systems appear to be very promising for non-destructively determining egg freshness for a number of reasons. The main ones are that EN systems are based on inexpensive, non-specific solid-state sensors, which are sensitive to the gases which are emitted by eggs. Furthermore, once an EN has been 'trained', it does not require a skilled operator and can potentially obtain results in times of the order of a few tens of seconds. In the EN system, a pattern recognition engine enables the system to perform complex aroma analysis of the sensor signals. Artificial neural networks (ANNs) have been extensively used to perform this pattern recognition, and good results have been reported previously in the classification of foodstuffs, such as beverages [9] , coffees [10] , fish and meat [11, 12] . The backpropagation trained multilayer perceptron (MLP) paradigm is the most popular pattern recognition method in aroma analysis today. Other promising techniques include learning vector quantization (LVQ), probabilistic neural network (PNN) and radial basis function network (RBF) [13] . In this paper, we report on the use of an EN, employing an array of four tinoxide sensors, in combination with a pattern recognition engine (MLP, LVQ, PNN and RBF), to predict the freshness of eggs. This paper includes sections concerned with experimental procedure, data analysis, comparative evaluation, assessments, discussions and conclusions.
Experimental procedures

Materials
Four sets of eggs were purchased in turn (over the period from November 2001 to April 2002) from a local supermarket. For each set, and without any additional manipulation, the eggs were placed into standard plastic food vessels (5 l). Figure 1 shows the experimental set-up. The vessels had two small holes in their covers, to allow the headspace to be analysed with the EN equipment. The ambient conditions (temperature and humidity) of the room in which the eggs were kept were monitored for the duration of the experiments. The temperature and humidity variations in the laboratory were typically 25 ± 15
• C and 30 ± 10%, over the period of the experiments. Monitoring is the important issue here because we wished to keep the experiment as simple as possible. We recorded temperature and humidity so that we could attempt to 'correct' for their effects if necessary. It did not prove to be so. We may look at this 'correction' later.
Test procedure
The sensor system comprises four tin-oxide odour sensors from the same manufacturer (see table 1) housed in a sensor chamber. The sensors were chosen on the basis of sensitivity of the sensors to different gases; the selected sensors are designed to respond to gases such as cooking vapours, ammonia, hydrogen sulfide, alcohol, toluene, xylene, etc, which are also specified by the manufacturer. The electrical conductance of the sensors varies in the presence of reducing/oxidizing gases. In general, the sensor conductance was found to increase as the eggs 'age'. A thin plastic tube was connected from the input to the sensor chamber to one of the two holes in the cover of both plastic vessels. A diaphragm pump (Vacuum Pump Manufacturing Co. Ltd, UK) was used to facilitate sampling of the headspace of the vessels. The headspace of the vessel containing the eggs (six eggs were used for each experiment) and the reference vessel were sampled in sequence as follows:
• Egg vessel: a sample measurement typically took 6 min to complete. The flow rate was 2 l min −1 . The sampling time was chosen to optimize the stability of the sensor response to the odour emitted by the eggs, as displayed on the computer screen. The air removed from the fruit vessel by the pump was replaced by air from the room.
• Reference vessel: here, the tube from the input to the sensor chamber was connected to an empty plastic vessel (reference vessel), and air from the room was then pumped into the sensor chamber from the vessel. In this way the sensors were allowed to return to their baseline level over a period of some 20 min after sampling the headspace of the egg vessel. This was to make sure that the EN system was responding to the egg aromas rather than to any residual smell of the plastic vessel.
One measurement comprises taking, alternatively, a headspace sample from the egg vessel followed by the reference vessel. During the process of the measurements, a sample of each sensor's resistance was taken every 5 s and stored in a data file for subsequent processing. The acquisition and storage system was controlled using LabVIEW©software (National Instruments Inc.) [14] .
Eggs-'characteristics'
Eggs typically contain about 6 g of protein of a quality so high that it is used as the standard by which other foods are measured. Eggs are also a rich source of vitamins, including A, E and K and a range of B vitamins such as B12, riboflavin and folic acid. Eggs also contain all eight essential amino acids and valuable minerals including calcium, zinc and iron. The yolk of an egg contains about 5 g of fat but only a small proportion of this is saturated fat-about 1.6 g.
White (albumen).
Albumen (egg white) accounts for most of an egg's liquid weight, about 67%. It consists of four opalescent layers of alternately thick and thin consistencies. The white of a freshly laid egg has a pH between 7.6 and 7.9 and an opalescent (cloudy) appearance due to the presence of CO 2 . As the egg ages the CO 2 escapes. This increases the pH. Egg white also becomes thinner as an egg ages because its protein changes in character. That is why fresh eggs broken onto a plate sit up tall and firm while older ones tend to spread out. The albumen of older eggs is more transparent than that of fresher eggs. Fresh egg whites coagulate in the range 62-65
• C: these temperatures decrease with increasing pH and hence age. This is why very fresh eggs require more time to cook than older eggs [15] . At the time of experiment, eggs were purchased from the supermarket as soon as possible after delivery. We had purchased six eggs for our four experiments. We conducted several trials to determine how many eggs to use. Six eggs were found to give us a good sensor response (we monitored the response on our computer screen). So we chose to use six eggs at a time. In the ideal case we would wish to be able to use just one egg. This and other combinations could be the focus of further work. The 'use by date' on the eggs was recorded. These dates were used as 'class references'. The 'use by date' is only really in practice a 'rough indication of freshness' because the supplier would include a clear margin of error to ensure that 'the egg did not go off too soon'. Egg white also becomes thinner as an egg ages because its protein changes in character. So for the proper classification and prediction of 'fresh' and 'un-fresh' the eggs' 'use by date' and dates of experiment were used as the class reference; (see sections 4.2 and 4.3).
Experiment
In summary the data sets gathered chronologically were
• Data set 1 (egg without hole): 980 data vectors were gathered over a period of 23 consecutive days.
• Data set 2 (egg with holes): 600 data vectors were gathered over a period of 30 consecutive days.
• Data set 3 (egg without hole): 586 data vectors were gathered over a period of 39 consecutive days.
• Data set 4 (egg with holes): 660 data vectors were gathered over a period of 21 consecutive days.
The eggs used for each data set were initially as fresh as possible. They would have experienced all sorts of variations prior to arrival in our laboratory. The number of days and samples were limited by practical circumstances though data collection continued 24 h/day, seven days/week, using our online EN data logger system. Eggshells are semi-permeable in nature. Gas emission from the egg is not totally restricted by its shell. So it is expected that the nature of our data from the experiment with the eggs without holes should be similar to the experiment with the eggs with the small holes we made in the shells for experimental purposes. Although our objective is to develop a non-destructive approach we felt it was necessary to find out whether or not the holes would be more effective. In order to evaluate the effect of the holes we performed experiments with eggs without holes and with holes. We typically made four equally spaced holes in the eggshells; so effectively the holes were ideally of the same size. The arrangements of the holes were similar from one experiment to the next.
Data analysis
Signal pre-processing
The choice of the data pre-processing algorithm has been shown elsewhere to affect the performance of the pattern recognition stage. In this case a difference model (i.e. static change in sensor resistance) was used: dR = R air − R odour . The complete egg data set was then normalized, by dividing each dR by the maximum value, to set their range to [0, 1]. This normalization was used for the MLP, LVQ, PNN and RBF networks. All of the neural networks were simulated using software developed in the MATLAB 6.1 environment (Math Works, USA) [16].
Data representation
As each of these four experiments were continued for some 20-40 days, so data representation was very important. Data sets 1 and 3 were fused as they were from the same 'type of egg', without holes. Similarly data sets 2 and 4 were fused, with holes. This data fusion was done because they were from the first two consecutive same types of experiments (corresponding data sets are data sets 1 and 3) which were with the 'eggs without holes'. Similarly data sets 2 and 4 were fused because they were from the last two consecutive same types of experiments which were with the 'eggs with holes'. So the data was stored in two data sets according to their nature, with or without holes. Conventional surface plots of these two normalized data sets are presented in figures 2(a) and (b), respectively. The surface plots for the data sets depict the nature of our egg data and the evolution of the detected organic materials in the eggs over the corresponding periods of time.
Data clustering
The use of principal component analysis (PCA), selforganizing map (SOM) and fuzzy C means (FCM) cluster analysis to explore clustering within the data sets is now discussed. Different 'cluster classification' methods were applied to verify that the categories established by each method were not arbitrary. The objective of using these methods was to establish classes according to the state of freshness of the eggs.
PCA analysis.
PCA is a linear method that has been shown to be effective for discriminating the response of an EN to simple and complex odours [17] . The method consists of expressing the response vectors in terms of a linear combination of orthogonal vectors. Each orthogonal (principal) vector accounts for a certain amount of variance in the data, with a decreasing degree of importance. PCA was used to investigate how the response vectors from the sensor array cluster in multisensor space. The objective of this analysis was to establish simple categories for the state of freshness of the eggs. The results of PCA, using the normalized data as described in the previous subsection, are shown in figures 3(a) and (b), respectively. Three principal components were kept, which accounted for 100% of the variance in data sets 1 and 3 (PC no 1, PC no 2 and PC no 3 accounted for 97.67, 1.85 and 0.41% of the variance, respectively). For the data sets 2 and 4, PC no 1, PC no 2 and PC no 3 accounted for 99.15, 0.48 and 0.32% of the variance, respectively. Three categories appear to be evident. It is very clear that the first principal component captures most of the information for both the data sets. So it is very difficult to draw any conclusion from PCA and it is also clearly evident that the sensors are correlated. PCA (along with SOM, FCM, etc) were used to help us to get a better understanding of the nature of our data. for sensors 1, 2, 3 and 4, respectively. From these loads it is evident that sensors 1, 3 and 4 were less correlated. We also calculated the correlation coefficients using the standard MATLAB function 'corrcoef' [16] and these correlation results were also indicative that sensors 1, 3 and 4 were less correlated. As mentioned before, the dates of purchase and 'use by dates' for the four sets of eggs were recorded and these were used to help us to define three categories as 'references' for the experiments. The categories are defined in table 2. It must be borne in mind that there will be some effect due to the fact that the eggs in the four sets were purchased at different times. Therefore, they are likely to be in different states of initial freshness. The 'decrease in freshness' is thus likely to vary from one set to another. This may, for example, be due to the fact that humidity and temperature were not ideally constant in the laboratory during the period over which the experiments were performed, though the temperature and humidity were monitored. Since a reasonable correlation exists between categories, it can be assumed that the categories established by PCA are consistent with different states of egg freshness. However, the intercategory boundaries are complex in shape (see figures 3(a) and (b)) and some patterns that belong to different categories apparently appear to have very similar scores. This effect may have been enhanced by our experimental approach, which has focused, in this initial work, on practicality of implementation. The multivariate data analysis suggests there are considerable spreads in the data. These spreads may be due to the drift in the sensor responses (as the four sets of data were gathered over five months). The categories established by the PCA cluster together measurements gathered with different egg sets. Furthermore, these categories show a good consistency with the eggs' 'use by date' and 'date of the experimentation periods' through the four sets of eggs. Therefore it can be concluded that the clustering is due to changes in the state of freshness of the eggs rather than in changes due to sensor drift. The occurrence of complex boundaries suggests that a non-linear classification method is needed to obtain a good performance in terms of pattern recognition, rather than linear PCA, see section 6.
FCM analysis.
FCM is a fuzzy data clustering and partitioning algorithm in which each data point belongs to a cluster according to its degree of membership [18] . With FCM, an initial estimation of the number of clusters is needed so that the data set is split into C fuzzy groups. A cluster centre is found for each group by minimizing a dissimilarity function [16] . The number of clusters was set to three to achieve 95% of 'correct' clustering, according to our 'reference' classes. It can be seen from these scatter plots that the three least correlated sensors are used (1, 3 and 4) . The three less correlated sensors were chosen by using PCA load values of each sensor and calculating correlation coefficients among the sensors using the MATLAB function 'corrcoef' [16] . See figures 4(a) and (b) for the positions of the FCM cluster centres within the 3D scatter plots of the whole data set.
SOM analysis.
SOM was applied to the data set in order to investigate clustering using the responses from the four sensors. A SOM network is a non-linear ANN paradigm, which is able to accumulate statistical information about data with no other supplementary information than that provided by the sensors [13] . 
A new approach
An innovative data clustering approach was investigated for these egg data by combining the 3D scatter plot, FCM and SOM networks. This is depicted in figures 5(a) and (b). In multisensor space, normalized data sets were represented using 3D scatter plots. From the FCM approach, a cluster centre is found for each group by minimizing a dissimilarity function [16] . These cluster centres were plotted in multisensor space. So combining the 3D scatter plots and FCM, cluster centres were properly located in multisensor space and also within the data. Thereafter a [3×1] SOM network was trained with 60% of the whole data set. After 5000 epochs it was clear that the three nodes were approaching the three cluster centres (estimated using FCM), which is more clearly evident from figures 5(a) and (b). So, using these three data clustering algorithms simultaneously, better 'classification' of data into different clusters was achieved.
Comparative evaluation of neural network-classification performance
Neural networks
The data sets were analysed using four supervised ANN classifiers, namely the MLP, LVQ, PNN and RBF paradigms. Training of the neural networks was performed with 60% of the whole data set. The remaining 40% of the whole data were used for testing the neural networks. These percentages were selected arbitrarily and were applied for all data sets. The aim of this comparative study was to identify the most appropriate ANN paradigm, which can be trained with the best accuracy, to predict the 'freshness of eggs'. Table 3 , summarizes the architectures of the neural networks, which we used for our experimental training and testing for egg freshness determination.
For MLP.
A MLP network (with learning rate equal to 0.3 and a momentum term equal to 0.4) with four inputs, four hidden and three output neurons was able to reach a success rate of 71% in classification.
For LVQ.
The networks had four input and three output neurons and a variable number of nodes in the competitive layer.
Two main stages were followed:
• Initially the network was trained with a learning rate equal to 0.01 and the conscience factor was set equal to one. With this latter option, the class winner is always moved towards the input vector (if it is in the right class) or moved away from the input vector (if it is in the wrong class).
• In this next stage, once a 'relatively good' solution has been found, by modifying the boundaries between zones where misclassifications occur, the solution is further refined. The learning rate was set to 0.0125.
LVQ was able to correctly classify 92% of the response vectors.
For RBF and PNN.
Neurons are added to the network until the sum-squared error (SSE) falls beneath an error goal (0.000 001) or a maximum number (40) of internal neurons was reached. It is important that the spread parameter be large enough so that the radial basis neurons respond to overlapping regions of the input space, but not so large that all the neurons respond in essentially the same manner [16] . For both the networks the spread parameter was set to 1.0.
PNN was able to correctly classify 90% of the response vectors whereas the RBF network's level correct classification was up to 95%.
Assessment of network performance
The MLP network required typically 20 000 training iterations, LVQ needed 3000 training iterations, RBF required only 170 training iterations and PNN needs only 180 training iterations. Thus, the time necessary to train MLP is much greater than that for RBF, PNN and LVQ. MLP takes ≈7 h for training with our egg data vectors whereas LVQ takes 2 h; PNN and RBF take 61 and 57 min, respectively, for complete training. These figures are based on an 866 MHz PC with a Pentium 3 processor. 
T-test
A t-test was performed to assess if RBF, PNN and LVQ were performing significantly better than the MLP in terms of the total number of patterns correctly classified. The null hypothesis H 0 demonstrated that there was no significant difference between the mean number of patterns misclassified by the RBF, PNN, LVQ and MLP. The hypothesis H 0 was rejected at the 5% significance level (t = 2.19 for RBF; t = 3.89 for LVQ, t = 4.49 for PNN).
Generalization ability
The objective here was to study how effectively the networks were able to predict the state of freshness of one of the egg data sets, when the set was not used for training the original neural network. In other words, to assess if the networks, once trained, were able to acquire the knowledge to classify the state of freshness of any new eggs. For this we generated some randomized combination of our data vectors. For training data vectors we fused some data vectors of the data sets from the eggs with holes and some data vectors of the data sets from the eggs without holes. We employed the same basic strategy for testing. This evaluation was performed in two stages as follows:
Stage 1. The patterns in sets 2 and 3 were used for training (735 patterns, where the three categories were represented, corresponding to category 1 (245 patterns), category 2 (245 patterns) and category 3 (245 patterns)) and the patterns in sets 1 and 4 were used to test the networks, 390 patterns corresponding to category 1 (130 patterns), category 2 (130 patterns) and category 3 (130 patterns). Under these conditions, RBF reached a performance of 95.0% in the classification of the test patterns; PNN a performance of 86%; LVQ a performance of 92%, and MLP achieved a performance of 67.1%.
Stage 2. The patterns in sets 1 and 4 were used for training (390 patterns, where the three categories were represented, corresponding to category 1 (130 patterns), category 2 (130 patterns) and category 3 (130 patterns)) and the patterns in sets 2 and 3 were used to test the networks, 735 patterns corresponding to category 1 (245 patterns), category 2 (245 patterns) and category 3 (245 patterns).
Under these conditions, RBF reached a performance of 93.0% in the classification of the test patterns; PNN a performance of 90%; LVQ a performance of 85.3%, and MLP achieved a performance of 71%.
Discussion
From table 3, we can conclude that there are two main reasons for the superior classification performance of the RBF, PNN and LVQ techniques compared to MLP. These reasons are:
• RBF, PNN and LVQ are able to adapt themselves to the distribution in databases where the number of patterns per category is uneven. Thus, while RBF, PNN and LVQ are able to classify most of the patterns corresponding to categories, MLP is less able to adapt to the uneven distribution of samples. • RBF and PNN are able to adjust their scale of generalization to match the morphological variability of the patterns. They were able to achieve a better performance than MLP in the separation of the categories.
• In the case of the LVQ algorithm, when a relatively good solution has been found, the situation can be further refined by modifying the boundaries between zones where misclassification occur.
Conclusions
Odour patterns from four different sets of eggs were gathered with an EN instrument. First, three different freshness categories were identified with the help of PCA, fuzzy clustering and SOM of the sensor responses. This observation is in good agreement with the three categories of egg freshness determined from the 'use by date' of the egg samples and the 'time periods' recorded during the course of the experiments. Then MLP, LVQ, RBF and PNN neural networks were applied to the classification of the state of freshness of the eggs. An accuracy of 95% was reached in the classification using RBF network (92% using LVQ). It was found that these performances compared favourably with that achieved with trained MLP (78%). Finally, the training time of RBF and PNN were found to be faster than MLP and LVQ. The generalization ability of the trained networks in the prediction of the state of freshness of new, and unknown, eggs was investigated. It was found that the networks had a good performance, reaching 95% accuracy in the classification of patterns belonging to previously trained categories. If a new and untrained category occurred during testing, RBF, PNN and LVQ associated these patterns to classes which were the nearest to the actual state of freshness and which were already known. All these characteristics make the RBF and PNN networks very attractive for pattern classification in the context of real instruments.
However, further work is needed to assess the long-term reliability of the system. The use of a commercial headspace auto sampler should help with the sampling process and thus improve system performance, resulting in a system which is more suitable for commercial application to continuous monitoring of egg freshness.
In conclusion, we believe that a RBF based EN provides an attractive means of identifying the freshness of 'commercial' eggs.
