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Abstract
Much of the structure of Lie groups has been implemented in several computer algebra packages,
including LiE, GAP4, Chevie, Magma and Maple. The structure of reductive symmetric spaces is very
similar to that of the underlying Lie group and a computer algebra package for computations related to
symmetric spaces would be an important tool for researchers in many areas of mathematics. Until recently
only very few algorithms existed for computations in symmetric spaces due to the fact that their structure is
much more complicated than that of the underlying group.
In recent work, Daniel and Helminck [Daniel, J.R., Helminck, A.G., 2004. Algorithms for computations
in local symmetric spaces. Comm. Algebra (in press)] gave a complete set of algorithms for computing
the fine structure of Riemannian symmetric spaces. In this paper we make the first step in extending these
results to general real reductive symmetric spaces and give a number of algorithms for computing some
of their fine structure. This case is a lot more complicated since it involves the intricate relations of five
root systems and their Weyl groups instead of just two as in the Riemannian case. We show first that this
fine structure can be obtained from the setting of a complex reductive Lie group with a pair of commuting
involutions. Then we proceed to give a number of algorithms for computing the fine structure of the latter.
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1. Introduction
Real reductive symmetric spaces are the homogeneous spaces G/H , where G is a reductive
Lie group and H is an open subgroup of the fixed point group of an involution σ of G. They
are of importance in mathematics and physics and are best known for their role in representation
theory (see for example Harish-Chandra (1984), O¯shima and Matsuki (1984), Delorme (1998)).
Reductive groups over algebraically closed fields have a natural fine structure of a root system
with its Weyl group coming from a maximal torus. If the group is defined over a field k which is
not algebraically closed then there is a second root system and Weyl group which characterizes
the k structure of the group. This additional fine structure comes from the root system of a
maximal k-split torus A of G together with its Weyl group and the multiplicities of the roots.
This fine structure of the two root systems with their Weyl groups and multiplicities of the roots
plays a fundamental role in all studies of reductive k-groups and their representations. Reductive
symmetric spaces have a similar fine structure, which plays an equally important role in the
study of these symmetric spaces and their applications as their counterpart in the group case.
However this fine structure is much more complicated since it involves the intricate relations of
five root systems instead of just one or two. To describe these we need a bit more notation. For
a subgroup K of G and a torus S in K let Kk denote the set of k-rational points, let Φ(S, K )
denote the set of roots of S in K and let W (S, K ) = NK (S)/ZK (S) denote the Weyl group
of S in K , where NK (S) is the normalizer in K of S and ZK (S) is the centralizer in K of S.
In the case that K = G we will also write Φ(S) for Φ(S,G) and W (S) for W (S,G). If S is
a k-split torus, then Φ(S,Gk) = Φ(S,G). The five root systems of a symmetric space are the
following. First there is the natural root system associated with these symmetric spaces. This
root system is the set of roots of a maximal k-split torus of G contained in the symmetric variety
Q = {xσ(x)−1 | x ∈ Gk} ' Gk/Hk . The k-split tori in Q are also called (σ, k)-split tori and in
Helminck and Wang (1993) it was shown that the set of roots of a maximal (σ, k)-split torus A
is actually a root system with Weyl group W (A) = NGk (A)/ZGk (A). The second root system is
that of a maximal σ -split k-torus A1 of G (i.e. σ(a) = a−1 for all a ∈ A1). It can be chosen to
contain A. Since this torus is (σ, k)-split over the algebraic closure k¯ it follows that Φ(A1) is a
root system with Weyl group W (A1) = NG(A1)/ZG(A1). The third root system comes from a
maximal k-split torus A2 of G, which again we can choose containing A. In Helminck and Wang
(1993) it was also shown that there exists a maximal k-torus T of G which contains A, A1 and
A2. This is called a σ -standard maximal k-torus. It gives us our fourth root system. Finally the
fifth root system is the subsystem Φ0 of Φ(A) consisting of those roots α ∈ Φ(A) for which the
corresponding reflection in the Weyl group has a representative in Hk . The Weyl group of Φ0
is precisely the subgroup W (A, Hk) = NHk (A)/ZHk (A) of W (A,Gk). The root systems Φ(A),
Φ(A1) and Φ(A2) can be identified with the projections of Φ(T ) to A, A1 and A2. Similarly, the
Weyl groups can be identified with the quotient of two subgroups of the Weyl group W (T ). The
root system Φ(A) can also be identified with the projections of Φ(A1) or Φ(A2) on A. Similarly,
theWeyl groupW (A,Gk) can be identified with the quotient of two subgroups of theWeyl group
W (A1) or the quotient of two subgroups of the Weyl group W (A2,Gk). The intricate relations
between all these root systems and their Weyl group plays a fundamental role in the study of
these symmetric spaces.
In the group case the fine structure related to the root systems with their Weyl groups
has been implemented in several symbolic computation packages, like Lie, Maple, GAP and
Magma. These packages have become an indispensable tool for scientists in many areas of
mathematics and physics. In Daniel and Helminck (2004), we made the first steps towards
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building a computer algebra package with which one can compute the fine structure of these
symmetric spaces by considering the case of Riemannian symmetric spaces. In this case there
are only two root systems instead of five. The algorithms in Daniel and Helminck (2004)
compute all their fine structure, including the restricted root systems with Weyl groups and
multiplicities. In this paper we give a number of algorithms to compute some of the fine structure
of the general real symmetric spaces. In Section 2 we will show that the fine structure of the
general real symmetric spaces is the same as that of a complex semisimple Lie algebra with
an ordered pair of involutions. A classification of these pairs of commuting involutions was
given in Helminck (1988). In this paper it is shown that the isomorphy classes of these pairs
of involutions can be represented by two invariants, one of which is the (σ, θ)-diagram (see
Section 3.4) which represents the action of the involutions on the root system and determines
four of the five restricted root systems. For g simple there are 88 types of local symmetric spaces
and the corresponding (σ, θ)-diagrams are called absolutely irreducible. For g not simple there
are additionally 83 types of local symmetric spaces for which the (σ, θ)-diagram is irreducible,
but not absolutely irreducible. Computing the fine structure for each of these 171 types of local
symmetric spaces can be broken up in the following steps:
(i) For each case, recover the action of the involutions on the original root system from the
(σ, θ)-diagram as given in Helminck (1988).
(ii) For each case, recover the action of each involution on the restricted root system of the other
involution from the (σ, θ)-diagram.
(iii) There are several projections (restrictions) by restricting root systems to smaller tori. In each
of the five cases that the roots of one torus are restricted to a smaller torus determine all the
positive roots that project down to each root in the base for the restricted root system.
(iv) For each case as in (iii) find representatives in the Weyl group of the larger torus for each
element in the (restricted) Weyl group of the smaller torus.
(v) Use the Weyl group representatives to find a complete list of positive roots in the restricted
root systems.
(vi) Determine all the positive roots of g that project down to each root in the base for the
restricted root system using the restricted Weyl group and the representatives in the original
Weyl group as in (iv).
For each of these steps one needs to develop algorithms to compute the corresponding structure.
In this paper we set up the proper framework to compute the fine structure of the 4 restricted
root systems and Weyl groups that can be derived from the (σ, θ)-diagram. Moreover we give
an outline of the algorithms for computing the various steps above. Finally we illustrate the
algorithms by working out an example. A complete description of the algorithms to compute the
fine structure in all cases will be discussed in a forthcoming paper.
2. Real symmetric spaces and pairs of commuting involutions
In this section we show that the fine structure of these symmetric spaces is the same as that of
an algebraic group with a pair of commuting involutions.
2.1. Relation between symmetric spaces and pairs of commuting involutions
Throughout this section G will denote a reductive group defined over a field k, Gk denotes the
set of k-points of G and we write g for the Lie algebra of G. If the base field k is the real numbers,
then the Galois group Γ has order 2. If δ 6= id ∈ Γ , then δ acts on the complex Lie algebra g of
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G as a conjugation, i.e. it has order 2 and it is linear with respect to addition and conjugate linear
with respect to scalar multiplication. We denote this conjugation by δ as well. The set of fixed
points gδ = {X ∈ g | δ(X) = X} of the conjugation δ is exactly the (real) Lie algebra of the
group GR. The Lie algebra gδ is called a real form of g and there is a one-to-one correspondence
between real forms of g and conjugations of g. Let σ ∈ Aut(GR) be a R-involution. We denote
the involution of gδ induced by σ also by σ . By extending the base field we can lift our involution
σ from GR to G and similarly from gδ to g. Since σ is an involution of gδ we can write gδ = h+q
as a sum of eigenspaces, i.e. h = {X ∈ gδ | σ(X) = X} and q = {X ∈ gδ | σ(X) = −X}.
The space q is called a local reductive symmetric space. From σ(gδ) = gδ it follows that σ and
δ commute. Instead of considering the action of σ on gδ one can consider the action of the pair
(σ, δ) on the complex Lie algebra g. This can be simplified even further by replacing δ with the
Cartan involution corresponding to gδ . This can be done as follows. Up to isomorphy there exists
a unique compact real form u defined by the fact that the Killing form is negative definite on u. In
particular there exists a compact real form which is δ and σ -stable, see Helminck (1988, 10.3).
Let τ be the conjugation of this compact real form u. The condition that u is δ and σ -stable is
equivalent to στ = τσ and δτ = τδ. Let θ = δτ = τδ. Since both δ and τ are conjugations
it follows that θ is an involution of gδ and g and θ |gδ is called a Cartan Involution of gδ . This
involution is characterized by the fact that k = gδ∩gθ = gδ∩u is a maximal compact subalgebra
of gδ . In this case we write gδ = k + p, where p = {X ∈ gδ | θ(X) = −X}. The involutions σ
and θ of g commute and there is a one to one correspondence between the isomorphy classes of
the pairs (σ, δ) of an involution and a conjugation commuting with it and the isomorphy classes
of pairs of commuting involutions (σ, θ) with θ a Cartan involution (see Helminck (1988)).
Conversely given any pair of commuting involutions (σ, θ) of g, then there exists a σ and θ -stable
real form g0 of g such that θ |g0 is a Cartan involution. This can be accomplished as follows. Let
u be a compact real form of g which is σ and θ -stable and let τ be its conjugation. Then δ = τθ
is a conjugation and θ |gδ is a Cartan involution of gδ . This establishes a bijective correspondence
between isomorphy classes of ordered pairs of commuting involutions of complex reductive Lie
algebras, isomorphy classes of involutions of real reductive Lie algebras, and isomorphy classes
of real reductive symmetric spaces.
2.2. Fine structure of reductive symmetric spaces
In this subsection we show that the fine structure of the reduced root systems withWeyl groups
and multiplicities for a reductive symmetric space is the same as that of a complex semisimple
algebraic group with an ordered pair of commuting involutions. We use the same notation as in
the introduction. For a σ -stable torus A let A+ and A− denote the maximal subtori of A such
that
σ |A+ = 1, σ |A− = −1,
where 1 is the identity map and −1 the map x 7→ x−1. Then we have the decomposition
A = A+A−.
Proposition 1 (Helminck and Wang (1993, Section 11)). Let σ and θ be commuting k-
involutions of G with θ a Cartan involution of G and let H be an open k-subgroup of Gσ .
Then we have the following:
(i) Any (maximal) θ -split k-torus of G is (maximal) (θ, k)-split.
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(ii) Given any σ -stable maximal k-split torus A of G, there is h ∈ H(k) such that hAh−1 is
θ -stable.
(iii) If two (σ, θ)-stable maximal k-split tori A1 and A2 are Hk-conjugate, then they are
(H ∩ Gθ )k-conjugate.
(iv) All (σ, θ)-stable maximal k-split tori A of G with maximal A+ (resp. A−) parts (with respect
to the involution σ ) are (Gσ ∩ Gθ )0k-conjugate.
(v) All maximal (σ, k)-split tori are Hk-conjugate.
A maximal k-torus will be called a (σ, θ)-standard maximal k-torus if it is (σ, θ)-stable,
contains a maximal (σ, θ)-split k-torus, a maximal σ -split k-torus and a maximal θ -split k-torus.
Corollary 1. Let σ and θ be commuting k-involutions of G with θ a Cartan involution of G. Then
any σ -standard maximal k-torus is (Gσ )0k-conjugate with a (σ, θ)-standard maximal k-torus.
Proof. Let S be a maximal (σ, k)-split torus of G and let C , M1, M2 denote the central,
anisotropic and isotropic factors of ZG(S) over k respectively. Then from Helminck and Wang
(1993, Lemma 4.5) it follows that M2 ⊂ H and if A is any maximal k-split torus of ZG(S), then
A is θ -stable and moreover CM1 ⊂ ZG(A). From this it follows that there exists a σ -standard
maximal k-torus. Then the result is immediate from Proposition 1.
Corollary 2. Let σ and θ be commuting k-involutions of G with θ a Cartan involution of G. If
T is a (σ, θ)-standard maximal k-torus of G, then we have the following:
(i) T θ− := {t ∈ T | θ(t) = t−1}0 is a maximal θ -split torus of G, which is also maximal k-split.
(ii) T σ,θ− := {t ∈ T | σ(t) = θ(t) = t−1}0 is a maximal (σ, θ)-split torus of G, which is also
maximal (σ, k)-split.
(iii)Φ(T θ−) = Φ(T θ−(k)) and W (T θ−) = W (T θ−(k)).
(iv) Φ(T σ,θ− ) = Φ(T σ,θ− (k)) and W (T σ,θ− ) = W (T σ,θ− (k)).
Proof. (i) follows from the definition of a (σ, θ)-standard maximal k-torus of G and
Proposition 1(i). A similar argument shows that T σ,θ− is maximal (σ, k)-split. Since T θ− and T
σ,θ
−
are k-split (iii)–(iv) are immediate.
These results show that it suffices to consider (σ, θ)-standard maximal tori with all the
restricted root systems and Weyl groups of the related subtori defined by the involutions and
not the tori and root systems with Weyl groups defined by the k-structure.
3. Root systems and Weyl groups of a symmetric space
In the previous section we showed that the fine structure of the real reductive symmetric spaces
is the same as that of a complex reductive algebraic group with an ordered pair of commuting
involutions. In the remainder of this paper we will determine algorithms to compute some of
their fine structure. For this it suffices to consider the local symmetric spaces.
3.1. Symmetric spaces
For the remainder of this paper G denotes a reductive algebraic group over an arbitrary
field k of characteristic not 2, σ , θ ∈ Aut(G) involutions, i.e. σ 2 = θ2 = id and write
K = {g ∈ G | θ(g) = g} the fixed point group of θ , Pθ = {gθ(g)−1 | g ∈ G} and similarly
H = {g ∈ G | σ(g) = g} the fixed point group of σ , Pσ = {gσ(g)−1 | g ∈ G}. The varieties Pθ
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and Pσ are called symmetric varieties or also reductive symmetric spaces. If G is semisimple, Pθ
and Pσ are also called semisimple symmetric spaces.
Let g denote the Lie algebra of G and denote the involutions of g induced by σ and θ also
by σ and θ . Then g = k ⊕ p, where k = {x ∈ g | θ(x) = x} is the Lie algebra of K and
p = {x ∈ g | θ(x) = −x} is the tangent space in the identity of Pθ . Similarly g = h⊕ q, where
h = {x ∈ g | σ(x) = x} is the Lie algebra of H and q = {x ∈ g | σ(x) = −x} is the tangent
space in the identity of Pσ . If σ and θ commute, then we can write g = h∩k⊕h∩p⊕k∩q⊕p∩q.
For the remainder of this paper we will assume that σ and θ commute.
3.2. Root space decomposition
If V is a vector space, then we denote its dual by V ∗. Let s be a toral subalgebra of the
Lie algebra g. For α ∈ s∗, let gα = {x ∈ g | [h, x] = α(h)x for all h ∈ s} and let
Φ(s) = {α ∈ s∗ | gα 6= 0}. The elements of Φ(s) are called roots and the subspaces gα are
called root subspaces. Then
g = g0 ⊕
∑
α∈Φ(s)
gα.
Here g0 = Zg(s) is the root space for α = 0, which is exactly the centralizer of s in g. For t a
maximal toral subalgebra in g we have t = g0 and dim gα = 1 for all α ∈ Φ(t).
Remark 1. For some s the set of roots Φ(s) is a (reduced) root system in the sense of Bourbaki
(1981). Examples are s = t a maximal total subalgebra, s = a0 ⊂ p a maximal toral subalgebra
of p (see Richardson (1982)) and s = a ⊂ p∩q a maximal toral subalgebra of p∩q (see Helminck
(1988)).
3.3. Root space decomposition for a local symmetric space
In the following we recall a number of results from Helminck (1988), which we will need for
our analyses of the fine structure of the symmetric space. Let a be a maximal toral subalgebra in
p ∩ q. We use the root space decomposition
g = g0 ⊕
∑
λ∈Φ(a)
gλ
with respect to a to find a basis for k ∩ h and p ∩ q. Here gλ = {x ∈ g | [t, x] = λ(t)x for all t ∈
a} and Φ(a) = {λ ∈ a∗ | λ 6= 0 and gλ 6= 0}. These root subspaces can be decomposed as a
sum of root subspaces of a maximal total subalgebra containing a, but also as sums of root
subspaces of a maximal θ -split (or σ -split) toral subalgebra containing a. To handle all these
decompositions at the same time we define first the following:
Definition 1. A maximal toral subalgebra t of g is called standard if it satisfies the following
conditions:
(i) t is (σ, θ)-stable, i.e. t = t+σ ⊕ t−σ = t+θ ⊕ t−θ , where t±σ = {x ∈ t | σ(x) = ±x} and
t±θ = {x ∈ t | θ(x) = ±x}.
(ii) t−σ is a maximal toral subalgebra in q.
(iii) t−θ is a maximal toral subalgebra in p.
(iv) a = t−σ ∩ t−θ = {x ∈ t | σ(x) = θ(x) = −x} is a maximal toral subalgebra in p ∩ q.
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Lemma 1 (Helminck (1988)). Let G, g, σ and θ be as above. Then we have the following:
(i) All maximal toral subalgebras in p ∩ q are conjugate under (Ad(H) ∩ Ad(K ))0.
(ii) Any maximal toral subalgebra in p ∩ q is contained in a standard maximal toral subalgebra
of g and all standard maximal toral subalgebra of g are conjugate under (Ad(H)∩Ad(K ))0.
Notation 1. Let a1, a2, and a be maximal toral subalgebras in q, p, and q ∩ p respectively. To
avoid confusion between roots, we reserve α for roots in Φ(t), β for roots in Φ(a1), γ for roots
in Φ(a2) and λ for roots in Φ(a).
3.3.1. Restrictions of Φ(t) to Φ(a1) and Φ(a2)
Let X0(σ ) = {χ ∈ R(t) | σ(χ) = χ} and Φ0(σ ) = Φ(t)∩ X0(σ ). Similarly we define X0(θ)
and Φ0(θ). Denote Xθ = R(t)/X0(θ), and Xσ = R(t)/X0(σ ) and define the projections:
(i) pi1 : X → Xσ by pi1(α) = 12 (α − σ(α)).
(ii) pi2 : X → Xθ by pi2(α) = 12 (α − θ(α)).
By abuse of notation we will also write pi1, resp. pi2 for the restrictions of pi1, resp. pi2 to Xθ , resp
Xσ .
Lemma 2. The second and third root system associated with the local symmetric space can be
found by methods in Daniel and Helminck (2004)
(i) Φ(a1) = pi1(Φ(t)− Φ0(σ )).
(ii)Φ(a2) = pi2(Φ(t)− Φ0(θ)).
3.3.2. Nice basis
Let R(t) = Zspan{Φ(t)} be the root lattice ofΦ(t) and E ⊂ t∗ be the Euclidean space spanned
by Φ(t), i.e. E = R(t)⊗Z R. Since h ∩ k, h ∩ p, k ∩ q, and p ∩ q decompose g orthogonally, we
are looking at the projection of E onto a∗. The next question is how are the roots in Φ(t), Φ(a1),
Φ(a2), and Φ(a) related?
Lemma 3. Let α ∈ Φ(t) with β = α|a1, γ = α|a2, and λ = α|a.
(i) β ∈ Φ(a1) ∪ {0} and gα ⊂ gβ .
(ii) γ ∈ Φ(a2) ∪ {0} and gα ⊂ gγ .
(iii) λ ∈ Φ(a) ∪ {0} and gα ⊂ gλ.
Lemma 4. For λ in Φ(a), λ = α|a = β|a2 = γ |a1.
Proof. Let λ = α|a and β = α|a1. We have [h, x] = α(h)x = β(h)x ∀ h ∈ a1. Now consider
the restriction β|a2. Since a = a1 ∩ a2, this is the same as considering the restriction β|a. We
have [h, x] = α(h)x = β(h)x = λ(h)x ∀ h ∈ a. Therefore, λ = β|a2. By similar arguments,
λ = γ |a1.
Let∆(t),∆(a1),∆(a2), and∆(a) be a bases for Φ(t), Φ(a1), Φ(a2), and Φ(a), respectively. For
λi ∈ Φ(a), we have that gλi = gαi1⊕· · ·⊕gαir = gβ j1⊕· · ·⊕gβ js = gγk1⊕· · ·⊕gγkt . We need to
find all roots in Φ(t), Φ(a1), and Φ(a2) that project to λi and all that project to zero. Likewise we
need to find all roots in Φ(t) that project to each βi ∈ Φ(a1) and γi ∈ Φ(a2). Ideally we would
like the natural projection map pi : g∗ → (p∩q)∗, defined by pi(α) = 14 (α−σ(α)−θ(α)+σθ(α))
to satisfy pi(∆(t)) = ∆(a). This will only be the case with a special choice of basis for Φ(t) (see
3.3.4).
Denote Φ0 = {α ∈ Φ(t) | α|a = 0}, Φ0(σ ) = {α ∈ Φ(t) | α|a1 = 0}, and
Φ0(θ) = {α ∈ Φ(t) | α|a2 = 0}.
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Proposition 2 (Helminck (1988)). Let t ⊇ a be a standard maximal toral subalgebra of g. Then
we have the following:
(i) Φ0 is a closed subset of Φ(t), i.e., Φ0 is a root system.
(ii) g0 = t⊕∑α∈Φ0 gα .
(iii) If α ∈ Φ0 then gα ⊂ k or gα ⊂ h.
(iv) Φ0 = Φ0(σ ) ∪ Φ0(θ).
3.3.3. Root systems and Weyl groups
σ |t and θ |t induce involutions on t∗ and hence on Φ(t). By abuse of notation, we will denote
the restricted involutions also by σ and θ . Conversely a pair of involutions (σ˜ , θ˜ ) of (R(t),Φ(t))
will be called admissible if there is a pair of involutions (σ, θ) of (g, t) such that θ induces θ˜ on
(R(t),Φ(t)), σ induces σ˜ on (R(t),Φ(t)) and such that t−σ ∩t−θ = {X ∈ t | σ(X) = θ(X) = −X}
is a maximal toral subalgebra contained in p ∩ q.
Lemma 5 (Helminck (1988)). Let X0(σ, θ) = {χ ∈ R(t) | χ − θ(χ)−σ(χ)+σθ(χ) = 0} and
Φ0(σ, θ) = Φ(t) ∩ X0(σ, θ). Then
(i) X0(σ, θ) and Φ0(σ, θ) are σ and θ -stable.
(ii) Φ0(σ, θ) is a closed subsystem of Φ(t).
(iii)Φ0(σ, θ) = Φ0.
Definition 2. For a subset S ⊂ Φ(t), we let W (S) denote the subgroup of W (Φ(t)) generated by
the reflections sα with α ∈ S.
Identify W0(σ, θ) with the subgroup W (Φ0(σ, θ)) of W (Φ(t)) and let W1(σ, θ) = {w ∈
W (Φ(t)) | w(X0(σ, θ)) = X0(σ, θ)}. Let Φ = pi(Φ(t) − Φ0(σ, θ)) denote the set of restricted
roots of Φ(t) relative to (σ, θ). Denote Xσ,θ = R(t)/X0(σ, θ) and define the projection:
pi : X → Xσ,θ by pi(χ) = 14 (χ − σ(χ)− θ(χ)+ σθ(χ)). All w ∈ W1(σ, θ) induce a mapping
pi(w) ∈ Aut(Xσ,θ ) such that pi(w(χ)) = pi(w)(pi(χ)). Define W = {pi(w) | w ∈ W1(σ, θ)}.
Notation 2. Let W (a) denote the Weyl group of the restricted root system Φ(a).
Proposition 3 (Helminck (1988)). Let Φ, W , etc. be as above. Then
(i) Φ = Φ(a).
(ii)W (a) = W ∼= W1(σ, θ)/W0(σ, θ).
Definition 3. W (a) is called the restricted Weyl group with respect to the action of (σ, θ) on
R(t).
3.3.4. (σ, θ)-ordering
Define a (σ, θ)-order on (R(t),Φ(t)) related to the action (σ, θ) by
if χ ∈ R(t), χ > 0, and χ /∈ X0(σ, θ), then σ(χ) < 0 and θ(χ) < 0.
A (σ, θ)-order on (R(t),Φ(t)) induces orders on X0(σ, θ) and Xσ,θ and vice versa.
Remark 2. A basis∆(t) for Φ(t) with respect to the (σ, θ)-order will be called a (σ, θ)-basis of
Φ(t) and we write ∆0(σ, θ) = ∆(t) ∩ Φ0(σ, θ).
Proposition 4. For a (σ, θ)-basis ∆(t), we have pi(∆(t) −∆0(σ, θ)) = ∆(a), where ∆(a) is a
basis for Φ(a).
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3.3.5. Restricted root systems and Weyl groups
The roots in Φ(a) can be computed as projections of roots in Φ(a1), Φ(a2), or Φ(t).
Let Xσ0 (θ) = {χ ∈ R(a1) | θ(χ)− χ = 0} and Φσ0 (θ) = Φ(a1) ∩ Xσ0 (θ). Similarly define
X θ0(σ ) and Φ
θ
0 (σ ). Note that pi
−1
1 (X
σ
0 (θ)) = X0(σ, θ) and pi−12 (X θ0(σ )) = X0(σ, θ). From this
we get:
Theorem 1. The restricted root system Φ(a) can be obtained in three ways.
(i) Φ(a) = pi(Φ(t)− Φ0(σ, θ)).
(ii) Φ(a) = pi2(Φ(a1)− Φσ0 (θ)).
(iii)Φ(a) = pi1(Φ(a2)− Φθ0 (σ )).
Let W σ1 (σ, θ) = {w ∈ W1(σ, θ) | w(X0(σ )) = X0(σ )}. Similarly define W θ1 (σ, θ).
Theorem 2. The restricted Weyl group W (a) can be obtained in three ways.
(i) W (a) ∼= W σ,θ = W1(σ, θ)/W0(σ, θ).
(ii) W (a) ∼= W θσ = W θ1 (σ, θ)/W0(σ, θ).
(iii)W (a) ∼= W σθ = W σ1 (σ, θ)/W0(σ, θ).
Proof. (i) follows similar as in the case of one involution and can also be found in Helminck
(1988).
(ii). Let W σ1 (θ) = {w ∈ W (a1) | w(Xσ0 (θ)) = Xσ0 (θ)}, W σ0 (θ) = {w ∈ W (a1) | w(χ) =
χ for all χ ∈ Xσ0 (θ)} and W σ1 (θ, t) = {w ∈ W (t) | w(X0(σ )) = X0(σ ) and pi1(w)(Xσ0 (θ)) =
Xσ0 (θ)}. Then W (a) ∼= W σ1 (θ)/W σ0 (θ). From pi−11 (Xσ0 (θ)) = X0(σ, θ) it follows that
pi1(w)(Xσ0 (θ)) = Xσ0 (θ) if and only if w(X0(σ, θ)) = X0(σ, θ). It follows that pi1(W σ1 (θ, t)) =
W σ1 (θ) and pi1(W0(σ, θ)) = W σ0 (θ). The result follows now from the observation that
W σ1 (θ, t) = W θ1 (σ, θ).
The proof of (iii) is similar as (ii).
Proposition 5 (Helminck (1988)). Let ∆ be a (σ, θ)-basis of Φ(t), w0(σ ), w0(θ) ∈ W0(σ, θ)
the involutions such that w0(σ )(∆0(σ )) = −∆0(σ ) and w0(θ)(∆0(θ)) = −∆0(θ). Let
σ ∗ = − id ◦ σ ◦ w0(σ ) and θ∗ = − id ◦ θ ◦ w0(θ). Then
(i) w0(σ ), w0(θ), σ ∗, θ∗ and − id commute.
(ii) σ ∗, θ∗ =
{
id
Dynkin diagram automorphism of order 2.
3.4. (σ, θ)-diagram
If (σ, θ) ∈ Aut(R(t),Φ) is a pair of commuting involutions and ∆ a (σ, θ)-basis of Φ,
then θ is determined by the quadruple (R(t),∆, ∆0(θ), θ∗), because θ = −θ∗w0(θ). We call
such a quadruple (R(t),∆,∆0(θ), θ∗) a θ -index. Similarly σ is determined by the quadruple
(R(t),∆,∆0(σ ), σ ∗). The sextuple (R(t),∆,∆0(σ ),∆0(θ), σ ∗, θ∗) is called a (σ, θ)-index.
These indices are an invariant for the isomorphy classes of pairs of commuting involutions (σ, θ).
As in Helminck (1988) we make a diagrammatic representation of the (σ, θ)-index of (σ, θ) by
coloring black those vertices of the ordinary Dynkin diagram of Φ, which represent roots in
∆0(σ ) ∪∆0(θ), and by giving the vertices of ∆0(σ ) ∪∆0(θ) which are not in ∆0(σ ) ∩∆0(θ)
a label σ or θ if σ(α) 6= α or θ(α) 6= α, respectively. The actions of σ ∗ and θ∗ are indicated by
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arrows. As in the case of θ -diagrams we omit the actions of σ ∗, θ∗ on X0(σ ), X0(θ), respectively
since these are completely determined by the root systems Φ0(σ ), Φ0(θ). This diagram is called
a (σ, θ)-diagram. An example in type E6 is:
e u
σ
u
σ
u
σ u
σ
e
σ ∗
6 6
Remark 3. The involutions of (R(t),Φ) can be recovered from the (σ, θ)-diagram by
θ = − id ◦ θ∗ ◦ w0(θ) and σ = − id ◦ σ ∗ ◦ w0(σ ).
To use these (σ, θ)-diagrams in the characterization of isomorphy classes of involutions,
we need a notion of isomorphism. Two (σ, θ)-diagrams (X,∆,∆0(σ1), ∆0(θ1), σ ∗1 , θ∗1 ) and
(X,∆′,∆′0(σ2),∆′0(θ2), σ ∗2 , θ∗2 ) are said to be isomorphic if there is a w ∈ W (Φ), which maps
(∆,∆0(σ1),∆0(θ1)) onto (∆′,∆′0(σ2),∆′0(θ2)) and which satisfies wθ∗1 (∆)w−1 = θ∗2 (∆′) and
wσ ∗1 (∆)w−1 = σ ∗2 (∆′).
Remark 4. The isomorphy classes of involutions of a semisimple Lie algebra correspond
bijectively with the isomorphism classes of θ -diagrams of admissible involutions of (R(t),Φ(t)).
For pairs of commuting involutions the (σ, θ)-diagrams do not completely characterize the
isomorphy classes. A second invariant is needed, which are the so called “quadratic elements”
(see Helminck (1988)). The (σ, θ)-diagram determines four of the five root systems related
to a symmetric space. To characterize the fifth root system, i.e. the subsystem Φ0 of Φ(a)
consisting of those roots α ∈ Φ(a) for which the corresponding reflection in the Weyl group has
a representative in HR, one needs these quadratic elements. In this paper we focus on developing
some of the algorithms needed to compute the four root systems that are determined by the
(σ, θ)-diagram. We intend to give algorithms for the remaining root system in a future paper.
A classification of pairs of commuting involutions, reductive algebraic groups, associated Lie
algebras, and their (σ, θ)-diagrams is given in Helminck (1988).
4. Outline of the algorithm
Step 0. We need to recover the action of both σ and θ on Φ(t) and explicitly determine each
λ. σ ∗ and θ∗ can be recovered from the (σ, θ)-diagram. We can compute w0(σ ) by ignoring
the action of θ on ∆(t) and considering the underlying (σ, id)-diagram. This diagram and the
w0(σ ) element can be found in the tables of Daniel and Helminck (2004). Similarly, we recover
the element w0(θ). Next we need to find the restricted σ and θ -diagrams that represent the
actions of the involutions on the restricted root systems Φ(a2) and Φ(a1). To find the restricted
θ -diagram we consider the Dynkin diagram of the restricted root system Φ(a1) with basis
∆(a1) = {β1, . . . , βk}. This Dynkin diagram can be found in Daniel and Helminck (2004) and
depends on g and σ .
Note that β =∑mβ1j=1 c jαi j and create the restricted θ -diagram in these steps.
(i) Color black any vertex β ∈ X0(θ).
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(ii) If θ∗ is a nontrivial Dynkin diagram automorphism we transfer the action of θ∗ to the
restricted θ -diagram. If θ∗ is nontrivial, we have that θ∗(αi j ) 6= αi j for some i . Denote
θ∗(β) =∑mβ1j=1 c jθ∗(αi j ).
Claim 1. θ∗(βi ) ∈ ∆(a1).
Proof. βi = pi1(α) for some α ∈ ∆(t). So βi = 12 (α − σ(α)). Since θ∗ commutes with w0(σ )
and σ ∗ we have θ∗(βi ) = 12 (θ∗(α) − σ(θ∗(α))) = pi1(θ∗(α)). All we have left to show is that
θ∗(α) 6∈ ∆0(σ ). α 6∈ ∆0(σ ) so α − σ(α) 6= 0 which implies that θ∗(α) − σ(θ∗(α)) 6= 0.
Therefore βi = pi1(θ∗(α)) ∈ ∆(a1).
Remark 5. Many of these restricted σ - and θ -diagrams are new to our computations, i.e.,
they were not dealt with in Daniel and Helminck (2004) and their fine structure must also be
computed.
Step 1. We compute the multiplicity of β, γ , and λ in each basis. To do this we need to introduce
a little notation.
Notation 3.
Φ(λ) = {α ∈ Φ(t) | α|a = λ}, mλ = |Φ(λ)|
Φσ (β) = {α ∈ Φ(t) | α|a1 = β}, mσβ = |Φσ (β)|
Φθ (γ ) = {α ∈ Φ(t) | α|a2 = γ }, mθγ = |Φθ (γ )|
Φ1(λ) = {β ∈ Φ(a1) | β|a = λ}, m1λ = |Φ1(λ)|
Φ2(λ) = {γ ∈ Φ(a2) | γ |a = λ}, m2λ = |Φ2(λ)|.
We compute Φσ (β),Φθ (γ ),Φ(λ),Φ1(λ) and Φ2(λ) for all β in ∆(a1), γ in ∆(a2), and λ in
∆(a), respectively.
Step 2. From Daniel and Helminck (2004) we have that W (a1) ' W1(σ )/W0(σ ) and W (a2) '
W1(θ)/W0(θ). Here we need to compute representatives w
β
i in W1(σ ) for sβi in W (a1) and w
γ
i
in W1(θ) for sγi in W (a2).
From Theorem 2 we have that W (a) ' W1(σ, θ)/W0(σ, θ) ' W σ1 (σ, θ)/W0(σ, θ) '
W θ1 (σ, θ)/W0(σ, θ). We compute representatives wi , w
σ
i , and w
θ
i in W1(σ, θ), W
σ
1 (σ, θ), and
W θ1 (σ, θ), respectively, for each sλi in W (a).
Step 3. We can compute the list of positive roots in Φ(a1) and Φ(a2) by using the Weyl group
representatives wβi and w
γ
i applied to all β in ∆(a1) and all γ in ∆(a2) and compute the list of
all positive roots in Φ(a) by using the Weyl group representatives wi (or wσi ,w
θ
i ) applied to all
λ in ∆(a).
Step 4. The next step is to compute the multiplicity of all roots in each restriction. A nice way to
do this is to note that
Φ(sλi (λ j )) = Φ(λ j − 〈λ j , λi 〉λi ) = wi (Φ(λ j ))
Φσ (sβi (β j )) = wβi (Φσ (β j )) Φθ (sγi (γ j )) = wγi (Φθ (γ j ))
Φ1(sλi (λ j )) = wσi (Φ1(λ j )) Φ2(sλi (λ j )) = wθi (Φ2(λ j ))
Essentially, we use the same Weyl group representatives that we used above in Step 3 to compute
the list of positive roots in each restriction, but this time we apply them setwise to the projection
spaces from Step 1.
508 J.R. Daniel, A.G. Helminck / Journal of Symbolic Computation 42 (2007) 497–510
Step 5. For each restriction, we write the root spaces as the direct sum of subsequent root spaces
using:
gβ =
mσβ∑
i=1
gαi where αi ∈ Φσ (β) gγ =
mθγ∑
i=1
gαi where αi ∈ Φθ (γ )
gλ =
mλ∑
i=1
gαi where αi ∈ Φ(λ) gλ =
m1λ∑
i=1
gβi where βi ∈ Φ1(λ)
gλ =
m2λ∑
i=1
gγi where γi ∈ Φ2(λ).
5. Example of algorithm
In this section we illustrate the algorithm by computing the first few steps in the case of
A5,49 (IIIb, II). Its (σ, θ)-diagram is (see Helminck (1988)):
u
σ
e u
σ
e
u
σ
e u
σ
e
 
u
σ
@6
?
6
?
6
?
6
?
σ ∗
Step 0. Here we start with the Lie algebra g = A9. σ is an involution of type IIIb, so we refer to
the tables of Daniel and Helminck (2004) and find that the w0 element for A(IIIb) is w0(σ ) = id.
Likewise θ is an involution of type II, we have w0(θ) = sα1sα3sα5sα7sα9 . We also notice that σ ∗
is a nontrivial Dynkin diagram automorphism of order 2, while θ∗ = id. So our involutions act as
σ = −σ ∗ and θ = −sα1sα3sα5sα7sα9 . First we will compute bases for the restricted root systems
Φ(a1) and Φ(a2).
Recall that Φ(a1) = pi1(Φ(t) − Φ0(σ )). The restricted base roots are pi1(α1) = pi1(α9) =
1
2 (α1 + α9) = β1, pi1(α2) = pi1(α8) = 12 (α2 + α8) = β2, pi1(α3) = pi1(α7) = 12 (α3 + α7) = β3,
pi1(α4) = pi1(α6) = 12 (α4 + α6) = β4, and pi1(α5) = α5 = β5. So ∆(a1) = {β1, β2, β3, β4, β5}
and the restricted θ -diagram that will complete our projection from Φ(a1) to Φ(a) isu e u e u
Recall that Φ(a2) = pi2(Φ(t) − Φ0(θ)). The restricted base roots are pi2(α2) = 12 (α1 +
2α2 + α3) = γ1, pi2(α4) = 12 (α3 + 2α4 + α5) = γ2, pi2(α6) = 12 (α5 + 2α6 + α7) = γ3, and
pi2(α8) = 12 (α7 + 2α8 + α9) = γ4. So ∆(a2) = {γ1, γ2, γ3, γ4}. The restricted σ -diagram that
will complete our projection from Φ(a2) to Φ(a) is
e e e e
σ ∗
? ?? ?
Recall that Φ(a) = pi(Φ(t) − Φ0(σ, θ)). Now letting pi : X → Xσ,θ act on ∆(t), we
find that pi(α2) = pi(α8) = 14 (α1 + 2α2 + α3 + α7 + 2α8 + α9) = λ1, and pi(α4) = pi(α6) =
1
4 (α3 + 2α4 + 2α5 + 2α6 + α7) = λ2.
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Since βi is a linear combination of elements in∆(t), the map pi2 : Xσ → Xσ,θ is well defined.
Letting pi2 act on all the restricted roots in ∆(a1), we find that pi2(β2) = 12 (β1 + 2β2 + β3) =
1
4 (α1 + 2α2 + α3 + α7 + 2α8 + α9) = λ1, and pi2(β4) = 12 (β3 + 2β4 + β5) = 14 (α3 + 2α4 +
2α5 + 2α6 + α7) = λ2.
Since γi is a linear combination of elements in ∆(t), the map pi1 : Xθ → Xσ,θ is well
defined. Letting pi1 act on all the restricted roots in ∆(a2), we find that pi1(γ1) = pi1(γ4) =
1
2 (γ1 + γ4) = 14 (α1 + 2α2 + α3 + α7 + 2α8 + α9) = λ1, and pi1(γ2) = pi1(γ3) = 12 (γ2 + γ3) =
1
4 (α3 + 2α4 + 2α5 + 2α6 + α7) = λ2. So ∆(a) = {λ1, λ2}.
Step 1. Now that we have explicitly computed each base root we will explore the structure of
Φ(a). We start by computing all the roots in each projection space Φσ (β),Φθ (γ ),Φ(λ),Φ1(λ)
and Φ2(λ) for all β in ∆(a1), γ in ∆(a2), and λ in ∆(a), respectively. In finding these sets, we
are computing the multiplicities mσβ , m
θ
γ , mλ, m
1
λ, and m
2
λ.
• For the restriction of Φ(t) to Φ(a1), we have Φσ (β1) = {α1, α9}, Φσ (β2) = {α2, α8},
Φσ (β3) = {α3, α7}, Φσ (β4) = {α4, α8}, and Φσ (β5) = {α5}. The multiplicities are mσβi = 2
for i = 1, . . . , 4 and mσβ5 = 1.• For the restriction of Φ(t) to Φ(a2), we have Φθ (γ1) = {α2, α2+ α3, α1+ α2, α1+ α2+ α3},
Φθ (γ2) = {α4, α4+α5, α3+α4, α3+α4+α5},Φθ (γ3) = {α6, α5+α6, α6+α7, α5+α6+α7},
and Φθ (γ4) = {α8, α7 + α8, α8 + α9, α7 + α8 + α9}. The multiplicities are mθγi = 4 for all i .• For the restriction of Φ(t) to Φ(a), we have Φ(λ1) = {α2, α8, α2+α3, α1+α2, α7+α8, α8+
α9, α1+α2+α3, α7+α8+α9} and Φ(λ2) = {α4, α6, α4+α5, α3+α4, α5+α6, α6+α7, α3+
α4 + α5, α5 + α6 + α7}. The multiplicities are mλi = 8 for all i .• For the restriction of Φ(a1) to Φ(a), We have Φ1(λ1) = {β2, β1+ β2, β2+ β3, β1+ β2+ β3}
and Φ1(λ2) = {β4, β3 + β4, β4 + β5, β3 + β4 + β5}. The multiplicities are m1λi = 4.• For the restriction of Φ(a2) to Φ(a), we have Φ2(λ1) = {γ1, γ4} and Φ2(λ2) = {γ2, γ3, γ2 +
γ3}. The multiplicities are m1λ1 = 2 and m1λ2 = 3.
Step 2. Here we need to compute representatives wβi in W1(σ ) for sβi in W (a1) and w
γ
i in W1(θ)
for sγi in W (a2). Moreover we need to compute representatives wi , w
σ
i , and w
θ
i in W1(σ, θ),
W σ1 (σ, θ), and W
θ
1 (σ, θ), respectively, for each sλi in W (a).
• Representatives in W1(σ ) for sβ1 , sβ2 , sβ3 , sβ4 , and sβ5 in W (a1) are wβ1 = sα1sα9 , wβ2 =
sα2sα8 , w
β
3 = sα3sα7 , wβ4 = sα4sα6 , and wβ5 = sα5 .• Representatives in W1(θ) for sγ1 , sγ2 , sγ3 and sγ4 in W (a2) are wγ1 = sα2sα1sα3sα2 , wγ2 =
sα4sα3sα5sα4 , w
γ
3 = sα6sα5sα7sα6 , and wγ4 = sα8sα7sα9sα8 .• Representatives in W1(σ, θ) for sλ1 and sλ2 in W (a) are wλ1 = sα2sα8sα1sα9sα3sα7sα2sα8 and
wλ2 = sα4sα6sα5sα3sα7sα4sα6sα3sα7sα5sα4sα6 .• Representatives in W σ1 (θ) for sλ1 and sλ2 in W (a) are wσλ1 = sβ2sβ1sβ3sβ2 and wσλ2 =
sβ4sβ5sβ3sβ4sβ3sβ5sβ4 .• Representatives in W θ1 (σ ) for sλ1 and sλ2 in W (a) are wθλ1 = sγ1sγ4 and wθλ2 = sγ2sγ3sγ2sγ3 .
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