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CLASSIFICATION OF THE CONGRUENCE CLASSES OF
A5n(n ≥ 6) WITH 2-TORSION FREE HOMOLOGY
ZHONGJIAN ZHU AND JIANZHONG PAN∗
Abstract. In this paper, we classify the congruence classes of F5
n(2)-polyhedra,
i.e. (n− 1)-connected, at most (n+ 5)-dimensional polyhedra with 2-torsion free
homology. The proof relies on the matrix problem technique which was developed
in the classification of representations of algebras and applied to homotopy theory
by Baues and Drozd.
1. Introduction
LetAkn(n ≥ k+1) be the subcategories of the stable homotopy category consisting
of (n − 1)-connected polyhedra, i.e. finite CW-complexes, with dimension at most
n + k; Fkn the full subcategory of A
k
n consisting of polyhedra with torsion free
homology groups; Fkn(2), the full subcategories of A
k
n consisting of polyhedra with
2-torsion free homology groups; Fkn(2,3), the full subcategories of A
k
n consisting of
complexes with 2 and 3 torsion free homology groups. All the above categories are
full additive if we consider the wedge of two polyhedra as the coproduct of two
objects. The classification problem of an full additive category is to find a complete
list of its indecomposable isomorphic classes.
Classifying homotopy types of Akn-polyhedra in stable range, i.e. with n ≥ k + 1,
is a classical and fundamental task of topology. Such polyhedra have been described
for k ≤ 3 [4], [6] and for k ≥ 4, their classification is a wild problem, i.e. contains
classification of representations of all finitely generated algebras over a field [3].
Baues and Drozd also consider the classification problem of Fkn(n ≥ k + 1). For
k ≤ 5, such indecomposable homotopy types have been described in [1], [2] or [9],
[11]. For k = 6, Drozd got tame type classification of congruence classes of homotopy
types, and proved that, for k > 6, this problem is wild in [10].
This is the third of a series of our papers devoted to the stable homotopy types
of Akn. In our first paper [12], we classify indecomposable homotopy types in F
k
n(2,3)
for k ≤ 6. Since Drozd shows that the existence of the polyhedra with 2-torsion
homology makes the classification problem ofAkn be wild [11], it is natural to classify
homotopy types with 2-torsion free homology in Akn for k = 4, 5, 6 while for k > 6
this classification problem is also wild. In our second paper [13], we get all the
indecomposable homotopy types of F4n(2) by matrix problem technique and this
classification problem is tame, i.e. not wild. And in this paper, we will classify all
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the indecomposable congruence classes of homotopy types in F5n(2) and find that this
classification problem is also tame. The classification problem of F6n(2) is still open
because of the highly complexity of the corresponding matrix problem.
Our main theorem, theorem 3, is given at the end of this article. Section 2 contains
some basic notations and facts about stable homotopy category. Section 3 introduces
the main technique: bimodule categories and matrix problem. In this section theo-
rem 1 and corollary 1 establish a connection between bimodule categories and stable
homotopy categories. Section 4 reduces the classification problem of F5n(2) to a ma-
trix problem (A ,G). In section 5, we 2-localize and 3-localize the matrix problem
(A ,G) to get (A (2),G(2)) and (A (3),G(3)) respectively. We use the known results
of indecomposable homotopy types of F5n in [2] to get the indecomposable isomor-
phic classes indA (2) of (A (2),G(2)) and use the representation theory of bunch of
chains [8] to get the indecomposable isomorphic classes indA (3) of (A (3),G(3)).
In section 6, indecomposable congruence classes of F5n(2) are obtained by combining
indecomposable isomorphic classes of A (2) with indecomposable isomorphic classes
of A (3). We give a most complicated example to show the detail procedures of
combination.
2. Preliminaries
In this paper, “Space” means a based space. Denote by [X, Y ] the set of homotopy
classes of continuous maps X → Y and by CW the homotopy category of polyhedra.
The suspension functor Σ : X 7→ X [1] (X [n] = ΣnX) defines a natural map [X, Y ]→
[X [n], Y [n]]. Set {X, Y } = lim
n→∞
[X [n], Y [n]]. If α ∈ [X [n], Y [n]], β ∈ [Y [m], Z[m]],
the class β[n] · α[m] ∈ [X [m + n], Z[m + n]] after stabilization is, by definition,
the product βα of the classes of α and β in {X,Z}. Thus we obtain the stable
homotopy category of polyhedra CWS. Extending CWS by adding formal negative
shifts X [−n](n ∈ N) of polyhedra and setting {X [−n], Y [−m]} := {X [m], Y [n]},
one gets the category S of [7], which is a fully additive category, and we denote it
by CWS too. By the Freudenthal Theorem([14] Theorem.6.26), it is easy to get that
the suspension functor
Σ : Xkn −→ X
k
n+1 (X
k
n = A
k
n,F
k
n,F
k
n(2))
is an equivalence for all n > k + 1 and a full representation equivalence (full, dense
and reflecting isomorphisms) for n = k + 1. We should note that if an additive
functor F : C → D is a full representation equivalence, denoted by C
F≃rep
−−−−→ D, then
it induces an 1-1 correspondence of indecomposable isomorphic classes of objects of
these two additive categories.
Let C be an additive category with zero object ∗ and biproducts A ⊕ B for any
objects A,B ∈ C, where X ∈ C means that X is an object of C. X ∈ C is decom-
posable if there is an isomorphism X ∼= A⊕ B where A and B are not isomorphic
to ∗, otherwise X is indecomposable. For example, X ∈ CW (resp. CWS) is in-
decomposable if X is homotopy equivalent (resp. stable homotopy equivalent ) to
X1 ∨X2 implies one of X1 and X2 is contractible. A decomposition of X ∈ C is an
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isomorphism
X ∼= A1 ⊕ · · · ⊕An, n <∞,
where Ai is indecomposable for i ∈ {1, 2, · · · , n}. The classification problem of
category C is to find a complete list of indecomposable isomorphism types in C and
describe the possible decompositions of objects in C.
Definition 1. We say two polyhedra X and Y are congruent if there is a polyhedron
Z such that X ∨Z ≃ Y ∨Z(actually, Z can always be chosen as a wedge of spheres
). We write X ≡ Y .
This is an equivalence relation on the objects of CW (CWS). We say the con-
gruence class [X ] indecomposable if X ≡ X1 ∨ X2 implies that one of X1, X2 is
contractible. From Theorem 4.26 of [7], it is easy to know that if X ≡ Y and X is
an object of Fkn(2)(resp. F
k
n), then so is Y and vise versa.
3. Techniques
Definition 2. Let A and B be small additive categories. U is an A-B-bimodule, i.e.
a biadditive functor Aop × B → Ab, the category of abelian groups. We define the
bimodule category El(U) as follows:
• the set of objects is the disjoint union
⋃
A∈A,B∈B U(A,B).
• A morphism α → β, where α ∈ U(A,B), β ∈ U(A′, B′) is a pair of mor-
phisms f : A→ A′, g : B → B′ such that gα = βf ∈ U(A,B′) (We write gα
instead of U(1, g)α and βf instead of U(f, 1)β).
Obviously El(U) is an (full) additive category if so are A and B.
Suppose A and B are two full subcategories of CW (or CWS), then we denote by
A†B the full subcategory of CW (or CWS) consisting of cofibers of maps f : A→ B,
where A ∈ A, B ∈ B. We also denote by A†mB the full subcategory of A†B
consisting of cofibers of f : A → B such that Hm(f) = 0 and denote by Γ(A,B)
the subgroup of {A,B} consisting of maps f : A→ B such that Hm(f) = 0, where
A ∈ A, B ∈ B. From Theorem 3.2 of [13], we have the following theorem and
corollary:
Theorem 1. Let A and B be two full subcategories of CWS, suppose that {B,A[1]} =
0 for all A ∈ A, B ∈ B. Consider H : Aop × B → Ab, i.e. (A,B) 7→ {A,B}, as
an A- B-bimodule. Denote by I the ideal of category A†B consisting of morphisms
which factor through both B and A[1], and by J the ideal of the category El(H)
consisting of morphisms (α, β) : f → f ′ such that β factors through f ′ and α factors
through f . Then
(1) the functor C : El(H)→ A†B (f 7→ Cf) induces an equivalence El(H)/J ≃
A†B/I.
(2) moreover I2 = 0, hence the projection A†B → A†B/I is a representation
equivalence.
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(3) In particular, let n < m ≤ n + k and denote by B˜ the full subcategory of
Fkn(2)(n ≥ k + 1) consisting of all (n − 1)-connected polyhedra of dimension
at most m and by A˜ the full subcategory of Fkn(2)(n ≥ k+1) consisting of all
(m− 1)-connected polyhedra of dimension at most n+ k − 1., then
El(H)/J
C ≃
−−→ A˜†B˜/I
P≃rep
←−−−− A˜†B˜.
gives a natural one-to-one correspondence between isomorphic classes of ob-
jects of El(H)/J and A˜†B˜. Fkn(2) is the full subcategory of A˜†B˜ consisting
of 2-torsion free polyhedra.
Corollary 1. Under conditions of Theorem 1, let H0 be an A-B-subbimodule of
H such that f1af2 = 0 whenever a ∈ El(H0), fi ∈ {Bi, Ai}(i = 1, 2). Denote by
A†H0B the full subcategory of A†B consisting of cofibers of a ∈ El(H0). IH0 =
Mor(A†H0B) ∩ I and JH0 =Mor(El(H0)) ∩ J . Then we have
(1) J 2H0 = I
2
H0
= 0;
(2) C : El(H0)
P≃rep
−−−−→ El(H0)/JH0
C ≃
−−→ A†H0B/IH0
P≃rep
←−−−− A†H0B.
If H0 = Γ : A
op × B → Ab, then A†H0B = A†mB.
Matrix problem Let A be a set of matrices which is closed under finite direct
sums of matrices and let G denote the set of admissible transformations on A . We
say A ∼= B in A if A can be transformed to B by admissible transformations, and
we say A is decomposable if A ∼= A1
⊕
A2 for nontrivial A1, A2 ∈ A . The block
matrices
(
A1
0
)
and
(
A1 0
)
are also thought to be decomposable. The matrix
problem (A ,G), or simply A , means to classify the indecomposable isomorphic
classes of matrices of A (denoted by indA ) under admissible transformations G.
Matrix problem (A ,G) is said to be equivalent to matrix problem (A ′,G ′) if there
is a bijective map ϕ : A → A ′ such that A ∼= A′ in A if and only if ϕ(A) ∼= ϕ(A′)
in A ′ and ϕ(A1
⊕
A2) = ϕ(A1)
⊕
ϕ(A2). It is clear that if two matrix problems are
equivalent, then there is a one-to-one correspondence between their indecomposable
isomorphic classes.
4. The reduction of the classification problem of F5n(2) (n ≥ 6)
In the following context, the tabulations
* * *
* * *
represent the matrices or block
matrices. For any category C, denote by indC the set of indecomposable isomorphic
classes of objects of C.
Let Mkt be the Moore space M(Z/t, k) , t, k ∈ N+ = {1, 2, · · · , }; C
l
η and C
l
η2 be
the cofiber of maps Sl−1
η
−→ Sl−2 and Sl−1
η2
−→ Sl−3 respectively, where η is the
suspension of the Hopf map.
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Take m = n+3 in Theorem 3.2(3) to get two full subcategories A˜ and B˜ of F5n(2),
i.e. A˜ = F1n+3(2), B˜ = F
3
n(2). So from [4]
indA˜ = {Sn+3, Sn+4,Mn+3pr | prime p 6= 2, r ∈ N+};
indB˜ = {Sn, Sn+1, Sn+2, Sn+3, Cn+2η , C
n+3
η2
, Cn+3η ,M
n
pr ,M
n+1
pr ,M
n+2
pr | prime p 6= 2, r ∈ N+}.
From Lemma 4.4 of [12] and Lemma 5.1 of [13], we get
{Mn+3pr , X} = 0 for X ∈ indB˜; prime p 6= 2, 3; r ∈ N+;
{Y,Mn+tps } = 0 for Y ∈ indA˜; t = 0, 1, 2; prime p 6= 2, 3; s ∈ N+;
{Y,Mn+23s } = 0 for Y ∈ indA˜; s ∈ N+.
Hence we get that
ind(A˜†B˜) = ind(A†B)∪{Mn+4pr ,M
n
pr ,M
n+1
pr ,M
n+2
qr | prime p 6= 2, 3; prime q 6= 2; r ∈ N+},
where A and B are full subcategories of A˜ and B˜ respectively such that
indA = {Sn+3, Sn+4,Mn+33r | r ∈ N+};
indB = {Sn, Sn+1, Sn+2, Sn+3, Cn+2η , C
n+3
η2
, Cn+3η ,M
n
3s,M
n+1
3s | s ∈ N+}.
By Theorem 1 (3), we get
Lemma 1. Let A and B be defined as above. Then
indF5n(2) = {X ∈ ind(A†B) | X is 2-torsion free } ∪ { M
n+4
pr ,M
n
pr , M
n+1
pr M
n+2
qr |
prime p 6= 2, 3, prime q 6= 2 and r ∈ N+}.
Let Γ : Aop×B → Ab, Γ(A,B) = {g ∈ {A,B} | Hn+3(g) = 0}, defined in section
3, be a sub-bimodule of A-B-bimodule H : Aop × B → Ab, H(A,B) = {A,B}.
Since the general case reduces to case with Hn+3 3-torsion free and another case
similar to it, which will be discussed briefly at the end of the paper, we will focus
on the classification of 2-torsion free polyhedra with Hn+3 3-torsion free.
By the similar proof as in Lemma 5.4 and Corollary 5.5 of [13], we have
Lemma 2. Let A and B be defined as above. Then
{X ∈ ind(A†B) | X is 2-torsion free, Hn+3X is 3-torsion free}
= {Mn+3pr | prime p 6= 2, 3, r ∈ N+} ∪ { C(f) is indecomposable | f ∈ El(Γ) },
where { C(f) is indecomposable | f ∈ El(Γ) } = ind(A†n+3B)
∼= indEl(Γ).
Compute Γ(A,B) for A ∈ indA, B ∈ indB and write them in matrix forms as in
[10]. For example
Γ(Mn+33r ,M
n
3s) =
Mn+33r :n+3 n+4
Mn3s :n Z/3 0
n+1 0 Z/3
; Γ(Mn+33r ,M
n+1
3s ) =
Mn+33r :n+3 n+4
Mn+13s :n+1 0 Z/3
n+2 0 0
;
Γ(Mn+33r , C
n+2
η ) =
Mn+33r :n+3 n+4
Cn+2η :n Z/3 0
n+2 0 0
; Γ(Mn+33r , C
n+3
η2
) =
Mn+33r :n+3 n+4
Cn+3
η2
:n Z/3 0
n+3 0 0
.
We can get following Table Γ(A,B).
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Table Γ(A,B)
B
A
Sn+3 Sn+4 Mn+33 :n+3 n+4 M
n+3
32 :n+3 n+4 M
n+3
33 :n+3 n+4 · · ·
Sn Z/24 0 Z/3 0 Z/3 0 Z/3 0 · · ·
Sn+1 Z/2 Z/24 0 Z/3 0 Z/3 0 Z/3 · · ·
Sn+2 Z/2 Z/2 0 0 0 0 0 0 · · ·
Sn+3 0 Z/2 0 0 0 0 0 0 · · ·
Cn+2η :n Z/12 0 Z/3 0 Z/3 0 Z/3 0 · · ·
n+2 0 0 0 0 0 0 0 0 · · ·
Cn+3
η2
:n Z/12 0 Z/3 0 Z/3 0 Z/3 0 · · ·
n+3 0 0 0 0 0 0 0 0 · · ·
Cn+3η :n+1 0 Z/12 0 Z/3 0 Z/3 0 Z/3 · · ·
n+3 0 0 0 0 0 0 0 0 · · ·
Mn3 :n Z/3 0 Z/3 0 Z/3 0 Z/3 0 · · ·
n+1 0 Z/3 0 Z/3 0 Z/3 0 Z/3 · · ·
Mn32 :n Z/3 0 Z/3 0 Z/3 0 Z/3 0 · · ·
n+1 0 Z/3 0 Z/3 0 Z/3 0 Z/3 · · ·
Mn33 :n Z/3 0 Z/3 0 Z/3 0 Z/3 0 · · ·
n+1 0 Z/3 0 Z/3 0 Z/3 0 Z/3 · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
Mn+13 :n+1 0 Z/3 0 Z/3 0 Z/3 0 Z/3 · · ·
n+2 0 0 0 0 0 0 0 0 · · ·
Mn+132 :n+1 0 Z/3 0 Z/3 0 Z/3 0 Z/3 · · ·
n+2 0 0 0 0 0 0 0 0 · · ·
Mn+133 :n+1 0 Z/3 0 Z/3 0 Z/3 0 Z/3 · · ·
n+2 0 0 0 0 0 0 0 0 · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
Objects of El(Γ) are represented by block matrices (γij) with finite dimension, where
block γij has entries from the (ij)-th cell of Table Γ(A,B). All these block matrices
form a matrix set A . Isomorphisms of El(Γ) can be represented by following admis-
sible transformations G which are obtained by computing {A,A′} for A,A′ ∈ indA
and {B,B′} for B,B′ ∈ indB as in Table 2 and Table 3 on page 9 of [10].
Admissible Transformations G:
Let Wx (resp. W
y) denote the x-horizontal (resp. y-vertical) stripe, where x ∈
{Sn, Sn+1, Sn+2, Sn+3, Cn+2η :n , C
n+3
η2 :n, C
n+3
η :n+1}
∐
{Mn3s :n,M
n
3s :n+1,M
n+1
3s :n+1 | s ∈ N+}
(resp. y ∈ {Sk | k = n+3, n+4}
∐
{Mn+33r :n+3, M
n+3
3r :n+4 | r ∈ N+}). Denote by W
y
x
the block corresponding to x-horizontal stripe and y-vertical stripe. Let dim Wx =
the number of rows in Wx, dim W
y = the number of columns in W y.
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(a) Elementary transformations of rows (columns) in each horizontal (vertical)
stripe;
(b) W S
n+3
< W S
n+4
; WM
n+3
3r :n+3 < W
Mn+3
3r
′
:n+3 < W S
n+3
; W S
n+4
< W
Mn+3
3r
′
:n+4 <
WM
n+3
3r :n+4, where r < r′;
(c) WSn+3 < WSn+2 < WSn+1 < WSn ; WSn < WCn+2η :n; 2WCn+2η :n < WSn ;
6WSn+2 < WCn+2η :n ;WCn+3
η2 :n
< WCn+2η :n; 2WCn+2η :n < WCn+3
η2 :n
; 6WSn+3 < WCn+3η :n+1;
2WCn+3η :n+1 < WS
n+1 ; WSn < WCn+3
η2 :n
; 2WCn+3
η2 :n
< WSn ;
WSn ,WCn+3
η2 :n
,WCn+2η :n < WMn
3s
′
:n
< WMn
3s :n
;
WMn
3s :n+1
< WMn
3s
′
:n+1
< WSn+1 < WCn+3η :n+1 < WM
n+1
3t
′
:n+1
< WMn+1
3t :n+1
where s < s′; t < t′;
(d) WMn
3s :n
∼WMn
3s :n+1
; WM
n+3
3r :n+3 ∼ WM
n+3
3r :n+4,
⋄ x < y means scalar multiples of rows (columns) of x-stripe can be added to
rows (columns) of the y-stripe; ax < y (a ∈ N+) means adding ak times of
a row (column) of x-stripe to a row (column) of y-stripe is admissible where
k is an any nonzero integer;
⋄ x ∼ y implies that dimx = dimy and it means that the transformations of
the x-stripe must be the same as those of the y-stripe.
Remark 1. When admissible transformations above are performed on block matrix
γ = (γij), where block γij has entries from (ij)-cell of Table Γ(A,B), we should note
that
(1) If (ij)-cell of Table Γ(A,B) is zero, then γij keeps being zero after admissible
transformations;
(2) Adding 1 ∈ Z/2 to an element a ∈ Z/24 gives a+ 12 in Z/24, since η3 is 12
in Z/24 = {Sn+3, Sn} ∼= {Sn+4, Sn+1}.
(3) The reason for 6WSn+3 < WCn+3η :n+1 and 6WS
n+2 < WCn+2η :n above is the Propo-
sition 6 (iii) of [15].
So we get a matrix problem (A ,G) above such that indA ∼= indEl(Γ) ∼= ind(A†n+3B).
5. The localization of categories and matrix problems
For any additive category C and prime p, we denote by C(p) the category with
the same set of objects, but with the sets of morphisms Z(p) ⊗ C(X, Y ), where
Z(p) = {m/n | m,n ∈ Z, p ∤ n}. Then we have the natural functor L(p) : C → C(p).
We call C(p) the p-localization of the category C.
For X ∈ CWS, we denote by P(X) the set of all primes dividing the order of one
of the stable homotopy groups pisk(X) with k ≤ dimX . We also use the notation
L(p)X to denote the p-localization of space X . The following theorem is from the
Theorem 1.5 of [10]
Theorem 2. For any two polyhedra X, Y ∈ CWS the following properties are equiv-
alent:
(1) X ≡ Y ;
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(2) L(p)X ≃ L(p)Y for all prime p;
(3) L(p)X ≃ L(p)Y for all prime p ∈ P(X ∨ Y ).
Since P(X) ⊂ {2, 3} for all X ∈ A†n+3B, from above theorem, in order to get
all indecomposable congruence classes of A†n+3B, we compute ind(A†n+3B)(2) (i.e.
indEl(Γ)(2)) and ind(A†n+3B)(3) (i.e. indEl(Γ)(3)), and then try to combine them
into indecomposable congruence classes of A†n+3B.
Replace Z/24 by Z/8, Z/12 by Z/4 and Z/3 by 0 in Table Γ(A,B) and then delete
the zero stripes, we get the following table which provide the matrix set A (2)
B
A
Sn+3 Sn+4
Sn Z/8 0
Sn+1 Z/2 Z/8
Sn+2 Z/2 Z/2
Sn+3 0 Z/2
Cn+2η :n Z/4 0
n+2 0 0
Cn+3
η2
:n Z/4 0
n+2 0 0
Cn+3η :n+1 0 Z/4
n+3 0 0
Admissible transformations G(2) are obtained from both the restriction of G on
the matrix set A (2) and the multiplications of a row(column) by an odd number a.
Then we get the matrix problem (A (2),G(2)) such that indA (2) ∼= ind(A†n+3B)(2).
Note that the matrix problem is just the same as the “2-localization” of the matrix
problem (A 5,G5) in [12], which satisfies indA 5 ∼= indF5n. By finding the corre-
sponding matrix forms of indecomposable F5n-polyhedra [2] in the matrix set A
5
and then 2-localizing them, we get the following list of indA (2).
List indA (2) :
Sn;Sn+1;Sn+2;Sn+3;Sn+4;Sn+5; Cn+4υ =
Sn+3
Sn υ
; Cn+5ω =
Sn+4
Sn+1 ω
;
Cn+2η =
Sn+1
Sn η
; Cn+3η =
Sn+2
Sn+1 η
; Cn+4η =
Sn+3
Sn+2 η
; Cn+5η =
Sn+4
Sn+3 η
;
Cn+3
η2
=
Sn+2
Sn η2
; Cn+4
η2
=
Sn+3
Sn+1 η2
; Cn+5
η2
=
Sn+4
Sn+2 η2
;
(ηυη)10=
Sn+3
Sn+2 η
Cn+2η :n υ
n+2 0
; (ηωη)11=
Sn+4
Sn+3 η
Cn+3η :n+1 ω
n+3 0
; (η2υη2)10=
Sn+3
Sn+1 η2
Cn+3
η2
:n υ
n+3 0
;
(η2υη)1
0
=
Sn+3
Sn+2 η
Cn+3
η2
:n υ
n+3 0
; (ηυη2)1
0
=
Sn+3
Sn+1 η2
Cn+2η :n υ
n+2 0
; (ηωη2)1
1
=
Sn+4
Sn+2 η2
Cn+3η :n+1 ω
n+3 0
;
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(υη2)0
0
=
Sn+3
Sn υ
Sn+1 η2
; (ωη2)0
1
=
Sn+4
Sn+1 ω
Sn+2 η2
; (υη)0
0
=
Sn+3
Sn υ
Sn+2 η
;
(ωη)0
1
=
Sn+4
Sn+1 ω
Sn+3 η
; (ηυ)1
0
=
Sn+3
Cn+2η :n υ
n+2 0
; (η2ωη2)1
1
=
Sn+3 Sn+4
Sn+1 η2 ω
Sn+2 0 η2
;
(η2υ)1
0
=
Sn+3
Cn+3
η2
:n υ
n+3 0
; (ηω)1
1
=
Sn+4
Cn+3η :n+1 ω
n+3 0
; (υη2ω)0
0
=
Sn+3 Sn+4
Sn υ 0
Sn+1 η2 ω
;
(η2ωη)11=
Sn+3 Sn+4
Sn+1 η2 ω
Sn+3 0 η
; (υη2ωη)00=
Sn+3 Sn+4
Sn υ 0
Sn+1 η2 ω
Sn+3 0 η
;
(υη2ωη2)00=
Sn+3 Sn+4
Sn υ 0
Sn+1 η2 ω
Sn+2 0 η2
; (ηυη2ω)10=
Sn+3 Sn+4
Cn+2η :n υ 0
n+2 0 0
Sn+1 η2 ω
;
(η2υη2ω)1
0
=
Sn+3 Sn+4
Cn+3
η2
:n υ 0
n+3 0 0
Sn+1 η2 ω
; (η2ω)1
1
=
Sn+3 Sn+4
Sn+1 η2 ω
;
(ηυη2ωη)10=
Sn+3 Sn+4
Cn+2η :n υ 0
n+2 0 0
Sn+1 η2 ω
Sn+3 0 η
; (η2υη2ωη)10=
Sn+3 Sn+4
Cn+3
η2
:n υ 0
n+3 0 0
Sn+1 η2 ω
Sn+3 0 η
;
(ηυη2ωη2)10=
Sn+3 Sn+4
Cn+2η :n υ 0
n+2 0 0
Sn+1 η2 ω
Sn+2 0 η2
; (η2υη2ωη2)10=
Sn+3 Sn+4
Cn+3
η2
:n υ 0
n+3 0 0
Sn+1 η2 ω
Sn+2 0 η2
where υ (ω) ∈ {1, 2, 4} ⊂ Z/8 above with row label Sn (Sn+1); υ (ω) ∈ {1, 2} ⊂ Z/4
above with row label Cn+2η :n , C
n+3
η2 :n (C
n+3
η :n+1).
Similarly, replace Z/24, Z/12 by Z/3, Z/2 by 0 in Table Γ(A,B), then we get
the matrix problem (A (3),G(3)) which satisfies indA (3) ∼= ind(A†n+3B)(3). Note
that in the matrix problem (A (3),G(3)), any row-transformation among Sn, Cn+2η :n ,
Cn+3
η2 :n horizonal stripes is admissible, so we can combine these three horizonal stripes
into one stripe, labeled by e0-stripe. Similarly, we also can combine S
n+1-stripe and
Cn+3η :n+1-stripe into one stripe, labeled by e
′
0-stripe. We should remark here that in
the remainder of the paper, the label e0 (resp. e
′
0) sometimes also means an element
of the set {Sn, Cn+2η :n , C
n+3
η2 :n} (resp. the set {S
n+1, Cn+3η :n+1}). In order to simplify
writing we also denote Mn3s :n-stripe by es; M
n
3s :n+1-stripe by e˜s; M
n+1
3s :n+1-stripe by
e′s; M
n+3
3r :n+3 by fr; M
n+3
3r :n+4 by f˜r; S
n+3-stripe by f0 and S
n+4-stripe by f ′0.
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Now the matrix problem (A (3),G(3)) becomes the following example of a bunch
of chains (cf. [5] or Appendix of [8]. We use the notations of the latter paper ):
E1 = {e0 < es′ < es, s < s
′}, F1 = {fr < fr′ < f0, r < r
′}
E2 = {e˜s < e˜s′ < e
′
0 < e
′
t′ < e
′
t, s < s
′, t < t′}, F2 = {f
′
0 < f˜r′ < f˜r, r < r
′}
with the following equivalence relation ∼
es ∼ e˜s, s ≥ 1, fr ∼ f˜r, r ≥ 1.
Let E = E1
∐
E2; F = F1
∐
F2; Xi = Ei
∐
Fi (i = 1, 2); X =
∐
iXi. For x ∈ X,
denote [x] the cardinal number of the set {y ∈ X|y 6= x, x ∼ y}, hence [x] ∈ {0, 1}.
We also write x− y if x ∈ Ei, y ∈ Fi or vice versa (for some i ∈ {1, 2}). We define
a word which is a sequence x1r1x2r2 · · ·xl−1rl−1xl with xi ∈ X and ri ∈ {∼,−} such
that (i) ri 6= ri+1; (2) xirixi+1(1 ≤ i < l) according to the definition of the relations
∼ and − given above; (3) if r1 = −(rl = −), then [x1] = 0 ([xl] = 0).
All the indecomposable isomorphic classes for the above bunch of chains are de-
scribed as “string objects” and “band objects”.
A string object is represented by a word defined above, and two string objects are
isomorphic if and only if the two words are inverse to each other (the inverse of the
word x1r1x2r2 · · ·xl−1rl−1xl is xlrl−1xl−1rl−2 · · · r2x2r1xl ). In the following we list
all the string objects and their corresponding matrix forms in the matrix problem
(A (3),G(3)):
List indA (3) :
• Type 1 : x1, xl ∈ E
(i) [x1] = 0, r1 = −, [xl] = 0, rl−1 = −, then l = 2t,
x1 − x2 ∼ x3 − x4 ∼ · · ·x2t−2 ∼ x2t−1 − x2t
x2 x3 x6 · · · xl−3 xl−2 xl−1
x1 1 0 0 ... 0 0 0
x4 0 1 0 ... 0 0 0
x5 0 0 1 ... 0 0 0
... ... ... ... ... ... ... ...
xl−4 0 0 0 ... 1 0 0
xl−3 0 0 0 ... 0 1 0
xl 0 0 0 ... 0 0 1
(ii) [x1] = 1, r1 =∼, [xl] = 0, rl−1 = −, then l = 2t+ 1,
x1 ∼ x2 − x3 ∼ x4 − · · ·x2t−1 ∼ x2t − x2t+1
x3 x4 x7 · · · xl−3 xl−2 xl−1
x1 0 0 0 ... 0 0 0
x2 1 0 0 ... 0 0 0
x5 0 1 0 ... 0 0 0
... ... ... ... ... ... ... ...
xl−4 0 0 0 ... 1 0 0
xl−3 0 0 0 ... 0 1 0
xl 0 0 0 ... 0 0 1
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(iii) [x1] = 1, r1 =∼, [xl] = 1, rl−1 =∼, then l = 2t,
x1 ∼ x2 − x3 ∼ x4 − · · ·x2t−2 − x2t−1 ∼ x2t
x3 x4 x7 x8 · · · xl−4 xl−3
x1 0 0 0 0 ... 0 0
x2 1 0 0 0 ... 0 0
x5 0 1 0 0 ... 0 0
x6 0 0 1 0 ... 0 0
... ... ... ... 0 ... ... ...
xl−1 0 0 0 0 ... 0 1
xl 0 0 0 0 ... 0 0
• Type 2 : x1, xl ∈ F
(i) [x1] = 0, r1 = −, [xl] = 0, rl−1 = −, then l = 2t,
x1 − x2 ∼ x3 − x4 ∼ x5 · · ·x2t−2 ∼ x2t−1 − x2t
x1 x4 x5 · · · xl−4 xl−3 xl
x2 1 0 0 ... 0 0 0
x3 0 1 0 ... 0 0 0
x5 0 0 1 ... 0 0 0
... ... ... ... ... ... ... ...
xl−2 0 0 0 ... 0 1 0
xl−1 0 0 0 ... 0 0 1
(ii) [x1] = 1, r1 =∼, [xl] = 0, rl−1 = −, then l = 2t+ 1,
x1 ∼ x2 − x3 ∼ x4 · · ·x2t−1 ∼ x2t − x2t+1
x1 x2 x5 · · · xl−4 xl−3 xl
x3 0 1 0 ... 0 0 0
x4 0 0 1 ... 0 0 0
x7 0 0 0 ... 0 0 0
... ... ... ... ... ... ... ...
xl−2 0 0 0 ... 0 1 0
xl−1 0 0 0 ... 0 0 1
(iii) [x1] = 1, r1 =∼, [xl] = 1, rl−1 =∼, then l = 2t,
x1 ∼ x2 − x3 ∼ x4 − · · ·x2t−2 − x2t−1 ∼ x2t
x1 x2 x5 x6 · · · xl−1 xl
x3 0 1 0 0 ... 0 0
x4 0 0 1 0 ... 0 0
x7 0 0 0 1 ... 0 0
x8 0 0 0 0 ... 0 0
... ... ... ... 0 ... ... ...
xl−4 0 0 0 0 ... 1 0
xl−3 0 0 0 0 ... 0 0
• Type 3 : x1 ∈ E, xl ∈ F ( x1 ∈ F, xl ∈ E)
(i) [x1] = 0, r1 = −, [xl] = 0, rl−1 = −, then l = 2t,
x1 − x2 ∼ x3 − x4 ∼ x5 · · ·x2t−2 ∼ x2t−1 − x2t
12 ZHONGJIAN ZHU AND JIANZHONG PAN∗
x2 x3 x6 · · · xl−4 xl−3 xl
x1 1 0 0 ... 0 0 0
x4 0 1 0 ... 0 0 0
x5 0 0 1 ... 0 0 0
... ... ... ... ... ... ... ...
xl−2 0 0 0 ... 0 1 0
xl−1 0 0 0 ... 0 0 1
(ii) [x1] = 1, r1 =∼, [xl] = 0, rl−1 = −, then l = 2t+ 1,
x1 ∼ x2 − x3 ∼ x4 · · ·x2t−1 ∼ x2t − x2t+1
x3 x4 x7 · · · xl−4 xl−3 xl
x1 0 0 0 ... 0 0 0
x2 1 0 0 ... 0 0 0
x5 0 1 0 ... 0 0 0
x6 0 0 1 ... 0 0 0
... ... ... ... ... ... ... ...
xl−2 0 0 0 ... 0 1 0
xl−1 0 0 0 ... 0 0 1
(iii) [x1] = 0, r1 = −, [xl] = 1, rl−1 =∼, then l = 2t+ 1,
x1 − x2 ∼ x3 − x4 ∼ x5 − · · ·x2t−2 ∼ x2t−1 − x2t ∼ x2t+1
x2 x3 x6 · · · xl−1 xl
x1 1 0 0 ... 0 0
x4 0 1 0 ... 0 0
x5 0 0 1 ... 0 0
x8 0 0 0 ... 0 0
... ... ... ... ... ... ...
xl−3 0 0 0 ... 0 0
xl−2 0 0 0 ... 1 0
(iv) [x1] = 1, r1 =∼, [xl] = 1, rl−1 =∼, then l = 2t,
x1 ∼ x2 − x3 ∼ x4 − · · ·x2t−3 ∼ x2t−2 − x2t−1 ∼ x2t
x3 x4 x7 x8 · · · xl−1 xl
x1 0 0 0 0 ... 0 0
x2 1 0 0 0 ... 0 0
x5 0 1 0 0 ... 0 0
x6 0 0 1 0 ... 0 0
... ... ... ... ... ... ... ...
xl−4 0 0 0 0 ... 0 0
xl−3 0 0 0 0 ... 1 0
We give some examples of string objects.
Type 1(i) e0 − f1 ∼ f˜1 − e˜3 ∼ e3 − f4 ∼ f˜4 − e
′
t (t = 0 or t ≥ 1)
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Mn+3
31
:n+3 n+4 Mn+3
34
:n+3 n+4
Sn,Cn+2η :n,Cn+3
η2 :n
1 0 0 0
Mn
33
:n+1 0 1 0 0
n 0 0 1 0
Sn+1,Cn+3η , or M
n+1
3t
:n+1 0 0 0 1
Type 2(ii) f˜3 ∼ f3 − e3 ∼ e˜3 − f˜4 ∼ f4 − e5 ∼ e˜5 − f˜3 ∼ f3
Mn+3
33
:n+4 n+3 Mn+3
34
:n+4 n+3 Mn+3
33
:n+4 n+3
Mn
33
:n 0 1 0 0 0 0
n+1 0 0 1 0 0 0
Mn
35
:n 0 0 0 1 0 0
n+1 0 0 0 0 1 0
Type 3(i) e′t − f˜3 ∼ f3 − e3 ∼ e˜3 − f˜4 ∼ f4 − e5 ∼ e˜5 − f
′
0 (t = 0 or t ≥ 1)
Mn+3
34
:n+4 n+3 Mn+3
34
:n+4 n+3 Sn+4
Sn+1,Cn+3η , or M
n+1
3t
:n+1 1 0 0 0 0
Mn
33
:n 0 1 0 0 0
n+1 0 0 1 0 0
Mn
35
:n 0 0 0 1 0
n+1 0 0 0 0 1
We call a word w = x1 ∼ x2 − x3 ∼ x4 − · · ·x4m−3 ∼ x4m−2 − x4m−1 ∼
x4m with x1 − x4m non-periodic cycle if it satisfies w 6= w
[k] for 0 < k < l, where
w[k] = xk+1rk+1 · · · rk−1xk. A band object, denoted by B(w, z, pi), is represented by
a non-periodic cycle w, a positive integer z and a unital irreducible polynomial pi 6= t
of degree v from Z/3[t]. The following is its matrix form in (A (3),G(3)):
x3 x4 x7 x8 · · · xl−1 xl
x1 0 0 0 0 ... 0 F
x2 I 0 0 0 ... 0 0
x5 0 I 0 0 ... 0 0
x6 0 0 I 0 ... 0 0
... ... ... ... ... ... ... ...
xl−4 0 0 0 0 ... 0 0
xl−3 0 0 0 0 ... I 0
where I is the identity matrix and F is the Frobenius matrix with the charac-
teristic polynomial pi. All blocks are of size zv × zv. The isomorphisms between
above band objects are described in Appendix of [8]. Hence we get the complete list
of indA (3) above.
6. Combining indA (2) and indA (3) into congruence classes
Some notations
In this section, the notation {A,B} means a set with two elements A,B in it.
• Note that maps Z/8×Z/3
T24−→ Z/24 , (a, b) 7→ 9a+16b and Z/4×Z/3
T12−→
Z/12 , (a, b) 7→ 9a + 4b are the inverse of the ring isomorphisms Z/24
L24−→
14 ZHONGJIAN ZHU AND JIANZHONG PAN∗
Z/8 × Z/3 , 1 7→ (1, 1) and Z/12
T12−→ Z/4 × Z/3 , 1 7→ (1, 1) respectively.
We denote both T24(u, v) and T12(u, v) by u[v].
• Call a stripe labeled by Moore spaceMoore-stripe, such asMn3s :n+1-horizonal-
stripe, Mn+33r :n+4-vertical-stripe, · · · .
• Let string object M ∈ indA (3). Let L = e0
∐
e′0
∐
{Sk | k = n+ 3, n+ 4}.
– Denote M by M(x) when M contains an x-row (or column ) x ∈ L.
– Denote M by M(x, y) or M(y, x) when M contains both x-row or x-
column and y-row or y-column, x, y ∈ L.
– if M contains only one x-row (column) with x ∈ L and contains no
y-column (row) with y ∈ L, then we call M e-type (f -type), denoted
by M(x)e (M(x)f ); If M contains nether x-row with x ∈ e0
∐
e′0 nor
y-column with y ∈ {Sk | k = n+ 3, n+ 4}, then we call M m-type.
– M(e0) (M(e
′
0)) means some element in {M(x)|x ∈ e0} ({M(x)|x ∈
e′0});M(e0)e (M(e
′
0)e) means some element in {M(x)e|x ∈ e0} ({M(x)e|x ∈
e′0});M(e0, e
′
0) orM(e
′
0, e0) means some element in {M(x, y) | x ∈ e0, y ∈
e′0};M(e0, S
n+3) orM(Sn+3, e0) means some element in {M(x, S
n+3) | x ∈
e0};M(e
′
0, S
n+4) orM(Sn+4, e′0) means some element in {M(y, S
n+4) | y ∈
e′0};
The example Type 1(i) above is M(e0, e
′
0) for t = 0 and M(e0)e for t ≥ 1;
example Type 2(ii) is a m-type; example Type 3(i) is M(e′0, S
n+4) for t = 0
and M(Sn+4)f for t ≥ 1.
• If there is a nonzero entry of matrix X ∈ indA (2) and a nonzero entry of
string object (matrix form)M(x) ∈ indA (3) in the same x-row or x-column,
then we call M(x) and X are connected by x or M(x) is connected to X by
x, denoted by M(x)−X or X −M(x);
• M(x, y) + X or X + M(x, y) means M(x, y) and X are connected by both
x and y. The following object with matrix form can be represented by
M1(Sn+3,Sn+4)+(υη2ω)00<
M2(Sn)e
M3(Sn+1,Sn+4)−C
n+5
η2
Sn+3 Sn+4 Mn+3
34
:n+3 n+4 Mn+3
35
:n+3 n+4 Sn+4
Sn υ 0 1 0 0 0 0
Sn+1 η2 ω 0 0 0 1 0
Mn
33
:n 1 0 0 0 0 0 0
n+1 0 1 0 0 0 0 0
Mn
35
:n 0 0 0 0 1 0 0
n+1 0 0 0 0 0 0 1
Sn+2 0 0 0 0 0 0 η2
;
• If X1, X2, · · · , Xl (Xi ∈ indA (2)
∐
indA (3) for i = 1, 2, · · · , l) are con-
nected together, then we also call the combination, denoted by X , “string”
or “string object”. If we remove some objects Xi1 , Xi2 , · · · , in the string
X , then we get a sub-string of X . For example, for the above string,
M1(S3,S4)+(υη2ω)00−M2(S
n)e is one of its sub-string by removing M3(S
n+1, Sn+4)
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and Cn+5
η2
; We call a string indecomposable if the matrix corresponding to
the string is indecomposable.
Method to combine
For a polyhedron X ∈ A†n+3B, let AX be a matrix in A realizing X and let
AX(p) be the corresponding matrices of L(p)X in A (p) (p = 2, 3). We are able to
transform AX(p) to A
′
X(p) which is a direct sum of some matrices listed in indA (p)
by admissible transformations. Then we combine A′X(2) and A
′
X(3) into a matrix
A′X ∈ A in the following way:
let w, u and v be the (i,j)-th entry of AX , A
′
X(2) and A
′
X(3) respectively, then
(i,j)-th entry of A′X =


u[v], if w ∈ Z/24 or Z/12 ;
u, if w ∈ Z/2 (implies v=0) ;
v, if w ∈ Z/3 (implies u=0) .
From Theorem 2, we know that the polyhedra represented by matrix A′X is congruent
to X .
Key points to split indecomposable congruent classes from a combined
matrix
(I) If the band object B(w, z, pi) or string object M which is m-type is a sum-
mand ofA′X(3), thenB(w, z, pi) (M) is also a summand ofA
′
X , since B(w, z, pi)
(M)is a matrix with only Moore-stripes and all entries in Moore-stripes of
A′X(2) are zero. So in the remainder of this section we just consider the case
that A′X(3) is a direct sum of string objects which are not m-types.
(II) A′X(3) above is a matrix with every row and every column having at most
one nonzero entry 1.
(III) Note that for a string object M ∈ indA (3), then M is one of m-type, e-type
and f -type or M ∈ {M(e0, e
′
0),M(e0, S
n+3),M(e′0, S
n+4),M(Sn+3, Sn+4)}.
IfM is e-type or f -type, then it can be connected to at most one polyhedron
in indA (2); if M ∈ {M(e0, e
′
0),M(e0, S
n+3), M(e′0, S
n+4), M(Sn+3, Sn+4)},
then it can be connected to at most two polyhedra in indA (2).
Let Z(e0,υ,ω)∈


{(ηυη2ωη)10,(ηυη
2ω)10,(ηυη
2ωη2)10}, e0=C
n+2
η :n;
{(υη2ωη)00,(υη
2ω)00,(υη
2ωη2)00}, e0=S
n;
{(η2υη2ωη)1
0
,(η2υη2ω)1
0
,(η2υη2ωη2)1
0
}, e0=C
n+3
η2 :n
.
;
Z(e0,Sn+1,υ)=


(ηυη2)1
0
, e0=C
n+2
η :n;
(υη2)0
0
, e0=Sn;
(η2υη2)1
0
, e0=C
n+3
η2 :n
.
; Z(e0,υ)∈


{(ηυ)1
0
,(ηυη)1
0
}, e0=C
n+2
η :n;
{Cn+4υ ,(υη)
0
0
}, e0=Sn;
{(η2υ)1
0
,(η2υη)1
0
}, e0=C
n+3
η2 :n
.
;
Z(e′
0
,ω)∈


{Cn+5ω ,(ωη
2)01,(ωη)
0
1}, e
′
0=S
n+1;
{(ηω)11,(ηωη)
1
1 ,(ηωη
2)11}, e
′
0=C
n+3
η :n+1.
; Z(ω)∈{(η2ω)1
1
,(η2ωη)1
1
,(η2ωη2)1
1
}
In order to simplify writing, let Sk denote Sn+k, Ckη denote C
n+k
η , C
k
η2 denote
Cn+k
η2
and let C4 ∈ {C4
η2
, C4η}, C
5 ∈ {C5
η2
, C5η}.
Now we are able to combine string objects in indA (3) with objects in indA (2)
to get the following list of indecomposable congruence classes.
List*
(1) Z(e0,υ,ω);
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(2) Z(e0,υ1,ω0)−M, M∈{M(S1)e,M(S1,e0),M(S4)f ,M(S
4,S3)};
(3) Z(e0,υ1,ω0)+M(S1,S4);
(4) M1−Z(e0,υ1,ω0)−M2, (M1,M2)∈{(M1(S1)e,M2(S4)f ), (M1(S
1)e,M2(S4,S3)), (M1(S1,e0),M2(S4)f ),
(M1(e0)e,M2(S3)f ), (M1(e0)e,M2(S
3,S4)), (M1(S3,e0),M2(S3)f )};
(5) M1(S1)e−Z(e0,υ1,ω0)−M2(S4,S3)−C4 and its sub-string by removing M1(S1)e;
(6) M1(S1)e−Z(e0,υ1,ω0)−M2(S4,S3)−C4
η2
−M3(S1)e;
(7) Z(e0,υ0,ω1)−M, M∈{M(S3)f ,M(e0,e
′
0
),M(e0)e,M(S3,S4)};
(8) Z(e0,υ0,ω1)+M(S3,e0);
(9) M1−Z(e0,υ0,ω1)−M2, (M1,M2)∈{(M1(e0)e,M2(S3)f ), (M1(e0)e,M2(S
3,S4)), (M1(e0,S3),M2(S3)f );
(10) M1(S3)f−Z(e0,υ0,ω1)−M2(e0,S
1)−C4
η2
−M3(S3)f and its sub-strings 1)by removing M3(S3)f ;
2) by removing M1(S3)f and M3(S3)f ;
(11) M1(e0)e−Z(e0,υ0,ω1)−M2(S3,S4)−C5 and its sub-string by removing M1(e0)e;
(12) Z(e0,υ0,ω0)−M, M∈{M(S1)e,M(S4)f ,M(e0)e,M(S
3)f};
(13) Z(e0,υ0,ω0)+M, M∈{M(S3,S4),M(S1,S4),M(S3,e0),M(S1,e0)};
(14) M1−Z(e0,υ0,ω0)−M2, (M1,M2)∈{(M1(S3)f ,M2(S
4)f ), (M1(e0)e,M2(S
3)f ), (M1(e0)e,M2(S
4)f ),
(M1(S1)e,M2(S3)f ), (M1(S
1)e,M2(S4)f ), (M1(e0)e,M2(S
1)e)};
(15) M1+Z(e0,υ0,ω0)−M2, (M1,M2)∈{(M1(e0,S1),M2(S3)f ), (M1(e0,S
1),M2(S3,e0)), (M1(e0,S1),M2(S4)f ),
(M1(e0,S1),M2(S4,e′0)), (M1(e0,S
3),M2(S1)e), (M1(S1,S4),M2(e0)e),(M1(S3,S4),M2(S1)e),
(M1(S3,S4),M2(S1,S4)),(M1(e0,S3),M2(S4)f )};
(16) M1+Z(e0,υ0,ω0)+M2, (M1,M2)∈{(M1(e0,S1),M2(S3,S4)), (M1(e0,S3),M2(S1,S4))};
(17) M1+Z(e0,υ0,ω0)<
M2
M3
for M1=M1(S1,e0), (M2,M3)∈{(M2(S3)f ,M3(S4)f ),(M2(S3)f ,M3(S4,e′0)),(M2(S3,e0),M3(S4)f )};
for M1=M1(S4,S3), (M2,M3)∈{(M2(e0)e,M3(S1)e),(M2(e0)e,M3(S1,S4)),(M2(e0,S3),M3(S1)e)};
for M1=M1(S1,S4), (M2,M3)=(M2(e0)e,M3(S3)f ); for M1=M1(S3,e0), (M2,M3)=(M2(S1)e,M3(S4)f );
(18) M1−Z(e0,υ0,ω0)<
M2
M3
where {M1,M2,M3} is a subset of {M(e0)e,M(S1)e,M(S4)f ,M(S3)f};
(19)
M1(e0)e
M2(S1)e
>Z(e0,υ0,ω0)<
M3(S3)f
M4(S4)f
;
(20) M1(e0,S1)+Z(e0,υ0,ω0)<
M2(S3)f
M3(S4,S1)−C4
η2
−M4(S3)f
and its sub-strings 1) by remov-
ing M4(S3)f ; 2) by removing M2(S3)f and M4(S3)f ;
(21) M1(S3,S4)+Z(e0,υ0,ω0)<
M2(e0)e
M3(S1,S4)−C5
and its sub-string by removing M2(e0)e;
(22) M1(S3,S4)+Z(e0,υ0,ω0)<
M2(S1)e
M3(e0,S3)−C4
η2
−M4(S1)e
;
(23) M1(S3,S4)+Z(e0,υ0,ω0)<
M2(S1)e
M3(e0,S3)−C4
and its sub-string by removing M2(S1)e;
(24) Z(e0,S1,υ);
(25) Z(e0,S1,υ1)−M, M∈{M(S1)e,M(S1,e0),M(S1,S4)};
(26) Z(e0,S1,υ1)−M(S1,S4)−C5;
(27) Z(e0,S1,υ0)−M, M∈{M(S1)e,M(S3,S4),M(S1,S4),M(e0)e,M(S3)f};
(28) Z(e0,S1,υ0)+M, M∈{M(e0,S3),M(e0,S1)};
(29) M1−Z(e0,S1,υ0)−M2, for M1∈{M1(S3)f ,M1(S4,S3)}, M2∈{M2(S1,S4),M2(S1)e}; for M1=M1(e0)e,
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M2∈{M2(S1)e,M2(S1,S4),M2(S3)f ,M2(S
3,S4)};
(30) M1+Z(e0,S1,υ0)−M2,(M1,M2)∈{(M1(S1,e0),M2(S3)f ), (M1(S
1,e0),M2(S3,S4)), (M1(S3,e0),M2(S1))};
(31) M1−Z(e0,S1,υ0)<
M2(e0)e
M3
, M1∈{M1(S3)f ,M1(S
4,S3)}, M3∈{M3(S1)e,M3(S1,S4)};
(32) M1(S3)f−Z(e0,S
1,υ0)<
M2(e0)e
M3(S1,S4)−C5
and its sub-string by removing M2(e0)e;
(33) X−M2(S4,S3)−Z(e0,S1,υ0)+M1(e0,S1), X=C5 or X=Z(e′0,ω0);
(34) X−M2(S4,S3)−Z(e0,S1,υ0)<
M2(e0)e
M3(S1)e
, X=C5 or X=Z(e′0,ω0);
(35) M3−Z(e′0,ω0)−M2(S
4,S3)−Z(e0,S1,υ0)+M1(e0,S1), M3∈{M3(e′0)e,M3(e0,e
′
0
)};
(36) M3(e′0)e−Z(e
′
0
,ω0)−M2(S4,S3)−Z(e0,S1,υ0)<
M2(e0)e
M3(S1)e
and its sub-string by removing
M2(e0)e;
(37) X−M2(S4,S3)−Z(e0,S1,υ0)<
M2(e0)e
M3(S1,S4)−C5
X=C5 and its sub-strings 1)by remov-
ing M2(e0)e; 2)by removing X and M2(S4,S3); 3)by removing X, M2(S4,S3) and
M2(e0)e;
(38) X−M1(S4,S3)−Z(e0,S1,υ0)−M2, M2∈{M2(e0)e,M2(S1)e}, X=C5 or X=Z(e′0,ω0);
(39) Z(ω);
(40) Z(ω1)−M(S3);
(41) Z(ω0)−M, M∈{M(S1)e,M(S1,e0),M(S3)f ,M(S
3,e0),M(S4)f };
(42) Z(ω0)+M, M∈{M(S1,S4),M(S3,S4)};
(43) M1−Z(ω0)−M2, for M1∈{M1(S1)e,M1(e0,S1)}, M2∈{M2(S3)f ,M2(S3,e0),M2(S4)f };
for M1=M1(S4)f , M2∈{M2(S3)f ,M2(S3,e0)};
(44) M1−Z(ω0)+M2, for (M1,M2)∈{(M1(S1),M2(S3,S4)), (M1(S3)f ,M2(S4,S1)), (M1(e0,S3),M2(S4,S1))};
(45) M1−Z(ω0)<
M2
M3(S4)f
, M1∈{M(S1)e,M(e0,S1)}, M2∈{M2(S3)f ,M2(S3,e0)};
(46) M4(S3)f−Z(e0,υ0)−M1(e0,S
1)−Z(ω0)<
M2(S3)f
M3(S4)f
and its sub-strings 1) by removing
M4(S3)f ; 2) by removing M3(S4)f ; 3) by removing M2(S3)f and M4(S3)f ; 4) by
removing M2(S3)f , M4(S3)f and M3(S4)f ;
(47) M3(S3)f−Z(e0,υ0)−M1(e0,S
1)−Z(ω0)+M2(S3,S4) and its sub-string by removing M3(S3)f ;
(48) Z(e0,v)
(49) Z(e0,v0)−M, M∈{M(e0)e,M(e0,e′0),M(S
3)f ,M(S
3,S4)};
(50) Z(e0,v0)+M(e0,S3);
(51) M1−Z(e0,v0)−M2, M1∈{M1(e0)e,M1(e′0,e0)},M2∈{,M2(S
3)f ,M2(S
3,S4)};
(52) M1(e0)e−Z(e0,v0)−M2(S3,S4)−X, X∈{Z(e′0,ω0),C
5
η ,C
5
η2
} and its sub-string by removing
M1(e0)e;
(53) M1(e0)e−Z(e0,v0)−M2(S3,S4)−Z(e′0,ω0)−M3(e
′
0)e and its sub-string by removing M1(e0)e;
(54) Z(e0,v0)<
M1(e0,e′0)
M2(S3,S4)
>Z(e′
0
,ω0)
(55) M1(S3)f−Z(e0,v0)−M2(e0,e
′
0
)−Z(e′
0
,ω0)−M3(S4)f and its sub-strings 1) by removing
M1(S3)f ; 2) by removing M3(S4)f ;
(56) M1−Z(e0,v0)−M2(e0,S1)−C4
η2
, M1∈{M1(S3)f ,M1(S
4,S3)};
(57) M1(e′0,e0)−Z(e0,v0)−M2(S
3,S4)−C5;
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(58) C5−M1(S4,S3)−Z(e0,v0)−M2(e0,S1)−C4
η2
;
(59) Z(e0,v0)−M2(e0,e′0)−X, if e′0=S1, then X=Z(e′0,ω0); if e′0=C
n+3
η :n+1, then X∈{Z(e′0,ω0),C4η2};
(60) M1−Z(e0,v0)−M2(e0,S1)−C4
η2
−M3, (M1,M3)∈{(M1(S3)f ,M3(S
3)f ), (M1(S
3)f ,M3(S
3,S4)),
(M1(S4,S3),M3(S3,S4))};
(61) M1−Z(e0,v0)−M2(e0,S1)−C4
η2
−M3(S3,S4)−C5, M1∈{M1(S3)f ,M1(S
4,S3)};
(62) C5−M1(S4,S3)−Z(e0,v0)−M2(e0,S1)−C4
η2
−M3(S3,S4)−C5;
(63) Z(e′0,ω);
(64) Z(e′0,ω0)−M, M∈{M(e
′
0)e,M(e
′
0,e0),M(S
4)f ,M(S
4,S3)};
(65) M+M(e′
0
,S4);
(66) M1−Z(e′0,ω0)−M2, M1∈{M1(e
′
0
)e,M1(e0,e′0)}, M2∈{M(S
4)f ,M(S
4,S3)};
(67) M1−Z(e′0,ω0)−M2(S
4,S3)−C4, M1∈{M1(e′0)e,M1(e0,e
′
0)} and its sub-string by removing
M1;
(68) M1−Z(e′0,ω0)−M2(S
4,S3)−C4
η2
−M3, M1∈{M1(e′0)e,M1(e0,e
′
0
)}, M3∈{M3(S1)e,M3(S1,e0)};
(69) C4η , C
4
η2
, C5η , C
5
η2
;
(70) C4
η2
−M, M∈{M(S1),M(S3)}; C4η−M(S
3); C5−M(S4);
(71) M1(S1)−C4
η2
−M2(S3);
(72) M1(S1)−C4
η2
−M2(S3,S4)−C5; M1−C4
η2
−M2(S1,S4)−C5, M1∈{M1(S3)f , M1(e0,S
3)};
(73) C5−M1(S4,S1)−C4
η2
−M2(S3,S4)−C5;
(74) C4
η2
−M−C5, M∈{M(S1,S4), M(S3,S4)}.
For the matrix form of the polyhedra above, with row label Cn+2η :n or C
n+3
η2 :n (C
n+3
η :n+1),
υ (ω) ∈ {1, 2, 3, 4, 6} ⊂ Z/12; υ0 (ω0) ∈ {3, 6} ⊂ Z/12; υ1 (ω1) ∈ {1, 2, 4} ⊂
Z/12. With row label Sn (Sn+1), υ (ω) ∈ {1, 4, 6, 8, 9, 10, 12} ⊂ Z/24; υ0 (ω0) ∈
{6, 9, 12} ⊂ Z/24; υ1 (ω1) ∈ {1, 4, 8, 10} ⊂ Z/24;
To prove the completeness of the list, one starts from A′X associated to any X
and compute its indecomposable summands by induction on the number of inde-
composable summands of A′X(2).
In the following we takeA′X(2) which contains a direct summand (υ0η2ω0)00 =
S3 S4
S0 υ0 0
S1 η2 ω0
as
an example (this is an example of Z(e0,S1,υ) ).
There may be entries 1 of matrix A′X(3) in the S
0-row, S1-row, S3-column, S4-
column of (υ0η
2ω0)
0
0, denoted by 11, 12, 13, 14 respectively; Here we consider the most
complicated case: all of 11, 12, 13, 14 exist and there are no entries
Sn+4
e′
0
1
and
S3
e0 1
of A′X(3)( other cases are easier, for example, if both
S4
e′
0
1
and
S3
e0 1
exist, we can move the entries 1 to the place
S4
S1 ω0
and
S3
S0 υ0
by admissible
transformations G(3), then (υ1η
2ω1)
0
0 splits out of A
′
X).
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S3 S4 M3
3r
:3 4 M3
3r
′
:3 4 ···
S0 υ0 0 11 0 0 0 0
S1 η2 ω0 0 0 0 12 0
M0
3s
:0 13 0
1 0 0
M0
3s
′
:0 0 0
1 0 14
0 0
Assume A′X(3) =
⊕
A′j(3), A
′
j(3) is a string object of indA (3) for any j.
Claim 1 M(e0, S
3) and M(e′0, S
4) (resp. M(e0, e
′
0) and M(S
3, S4) ) are direct sum-
mands ofA′X(3) simultaneously, then M(e0,S3)+(υ0η2ω0)00+M(e′0,S4) (resp. M(S1,S0)+(υ0η2ω0)00+M(S3,S4))
splits out.
proof of Claim 1. If A′j1(3) = M(e0, S
3) andA′j2(3) = M(e
′
0, S
4), then M(e0,S3)+(υ0η2ω0)00
+M(e′0,S
4) splits out since we can move 1 in e0-row of A
′
j1
(3) to S0-row of (υ0η
2ω0)
0
0 and
move 1 in e′0-row of A
′
j2
(3) to S1-row of (υ0η
2ω0)
0
0 by admissible transformations G(3);
Similarly, ifA′j1(3) = M(e0, e
′
0) andA
′
j2
(3) =M(S3, S4), then M(S1,S0)+(υ0η2ω0)00+M(S3,S4)
splits out of A′X ; 
From Claim 1, we only need to consider the following cases
(i) M1(S0,S1)+(υ0η2ω0)00<
M2(S3)
M3(S4)
, M2(S3)∈{M2(S3)f ,M2(S3,e0)}, M3(S4)∈{M3(S4)f ,M3(S4,e′0)}
(M2(S3,e0) and M3(S4,e′0) do not appear simultaneously);
(ii) M1(S3,S4)+(υ0η2ω0)00<
M2(S0)
M3(S1)
, M2(S0)∈{M2(S0)e,M2(S0,S3)}, M3(S1)∈{M3(S1)e,M3(S1,S4)};
(iii) M1(S1,S4)+(υ0η2ω0)00<
M2(S0)
M3(S3)
, M2(S0)=M2(S0)e, M3(S3)∈{M3(S3)f ,M3(S3,e0)}
(note that if M2(S0)=M2(S0,e′0), then it will be the case (i) by admissible
transformations);
(iv) M1(S0,S3)+(υ0η2ω0)00<
M2(S1)e
M3(S4)f
(this can split out of A′X , i.e. in (17) of List*);
(v)
M2(S0)e
M3(S3)f
>(υ0η2ω0)00<
M2(S1)e
M3(S4)f
(this can split out ofA′X , i.e. in (19) of List*).
By induction it suffices to find the indecomposable strings containing (υ0η
2ω0)
0
0 for
the case (i) above, and the other cases are similar.
If a matrix X ∈ indA (2) contains x1-row, · · · , xk-row and y1-column, · · · , yt-
column, then we denote it by X(x1, · · · , xk, y1, · · · , yt), where xi ∈ e0
∐
e′0, y ∈
{S3, S4} (hence k, t ≤ 2).
(i1) If M2(S3)=M2(S3)f , M3(S4)=M3(S4)f , then M1(S0,S1)+(υ0η2ω0)00<
M2(S3)f
M3(S4)f
splits out
of A′X .
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(i2) If M2(S3)=M2(S3)f , M3(S4)=M3(S4,e′0), then M1(S0,S1)+(υ0η2ω0)00<
M2(S3)f
M3(S4,e′0)
splits out
of A′X or else we have the string (♣) : M1(S0,S1)+(υ0η2ω0)00<
M2(S3)f
M3(S4,e′0)−X(e
′
0
)
.
Claim 2 If string (♣) is a substring of indecomposable string X , then X(e′0) dose
not contain S3-column, i.e. X(e′0) 6= X(e0, e
′
0, S
3, S4).
proof of Claim 2. Suppose that X(e′0) = X(e0, e
′
0, S
3, S4) in the later case of (i2).
Note that (υ0η
2ω0)
0
0 is connected to M3(S
4, e′0) by S
4, thus M3(S
4, e′0) is connected
to X(e0, e
′
0, S
3, S4) by e′0. X(e0, e
′
0, S
3, S4) maybe also connected to M4(S
3) by S3,
to M5(e0) by e0 and to M6(S
4) by S4.
By the Claim 1, M4(S
3) = M4(S
3)f . M5(e0) =M5(e0)e or M5(e0, e
′
0). M6(S
4) =
M6(S
4)f or M6(S
4, e′0). For M5(e0) = M5(e0, e
′
0) and M6(S
4) = M6(S
4, e′0) we
will show that the following “closed” string (z) can not be a sub-string of this
indecomposable string X , then by exchanging the nonzero entry 14 in the S
4-column
of (υ0η
2ω0)
0
0 and nonzero entry in the S
4-column of X(e0, e
′
0, S
3, S4) by admissible
transformations G(3) we find that X(e0, e
′
0, S
3, S4) and (υ0η
2ω0)
0
0 are not in the same
indecomposable string.
M6(S
4,e′
0
) X′
1
M ′
1
X′
2
X(e0,e
′
0
,S3,S4)
❢❢❢❢❢❢
❲❲
❲❲
❲❲
∗ (z)
M5(e0,e
′
0
) X ′n M
′
n−1
X′
n−1
where M ′i are string objects of indA (3), X
′
i ∈ indA (2).
Prove it by contradiction. Suppose that the above “closed” string (z) is a sub-
string of indecomposable string X . By Claim 1 M ′i 6= M
′
i(S
4, S3) and M ′i 6=
M ′i(e0, S
3). So S3-column can not appear in M ′i . From M6(S
4, e′0) we know that X
′
1
contains a e′0-row, so the sub-string X′1−M ′1 is X′1(e′0,S4)−M ′1(S4) or X′1(e0,e′0,S3,S4)−M ′1(e0),
which implies that M ′1 =M
′
1(S
4, e′0) or M
′
1(e0, e
′
0). Hence X
′
2 contains a e
′
0-row. By
the same analysis, we get M ′2 = M
′
2(S
4, e′0) or M
′
2(e0, e
′
0). Keep going, we will get
M ′i =M
′
i(S
4, e′0) orM
′
i(e0, e
′
0), andM
′
i is connected to X
′
i by e
′
0 (i = 1, 2, · · · , n−1).
Specially, M ′n−1 is connected to X
′
n by e
′
0. However M5(e0, e
′
0) is also connected to
X ′n by e
′
0, we get a contradiction.

From Claim 2, there are following two possibilities for X(e′0) in the string (♣).
• If X(e′0) contains S
4-column but not S3-column, i.e. X(e′0) = X(e
′
0, S
4), then it
is easy to observe that X(e′0, S
4) and (υ0η
2ω0)
0
0 are not in the same indecomposable
string by moving 14 to the S
4-column of X(e′0, S
4).
• If X(e′0) contains S
3-column but not S4-column, i.e. X(e′0) = X(e
′
0, S
3), then e′0
inM3(S
4, e′0) must be S
1 andX(e′0, S
3) = C4η2 . So M1(S
0,S1)+(υ0η2ω0)00<
M2(S3)f
M3(S4,S1)−C4
η2
splits out of A′X or else M1(S0,S1)+(υ0η2ω0)00<
M2(S3)f
M3(S4,S1)−C4
η2
−M4(S3)
. In the later case,
M4(S
3) =M4(S
3)f , and this string is indecomposable and it is in (20) of the List*.
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(i3) If M2(S3)=M2(S3,e0), M3(S4)=M3(S4)f , then M1(S0,S1)+(υ0η2ω0)00<
M2(S3,e0)
M3(S4)f
splits out
of A′X or else M1(S0,S1)+(υ0η2ω0)00<
M2(S3,e0)−X(e0,S3)
M3(S4)f
. But in the later case, X(e0, S
3)
and (υ0η
2ω0)
0
0 are not in the same indecomposable string. The proof is similar to
that of case (i2).
In conclusion, we get all the indecomposable congruence classes of A†n+3B:
1) Sn+k, 0 ≤ k ≤ 5, Cn+2η , C
n+3
η , C
n+3
η2
; 2) Mn+k3r , k = 0, 1, 4, r ∈ N+; 3) band
objects B(w, z, pi) and string objects in List indA (3); 4) string objects in List*.
For X ∈ F5n(2), if Hn+3X is not 3-torsion free, then the matrix AX realizing
X is also a block matrix with block γij which has entries from the (ij)-th cell of
Table Γ(A,B) except that the
Sn+3
Sn+3 Z
–block of AX is nonzero. Since X is
2-torsion free and Mn+33rq ≃M
n+3
3r ∨M
n+3
q ( M
n+3
q can split out of the cofiber where
odd number q is not divided by 3 ),
Sn+3
Sn+3 Z
–block of AX can be diagonalized
to diag(λ1, λ2, · · · , λt, 0, · · · , 0) with λi = 3
ri where ri is a nonnegative integer for
i = 1, 2, · · · , t.
We can use nonzero entry λi to make nonzero entries in Z/2-blocks of the same
row and the same column of AX zero. Moreover, we can also use λi to eliminate the
2-primary component of entries in Z/24-blocks or Z/12-blocks of the same column of
AX . Hence, AX contains the following sub-matrix under admissible transformations
Sn+3
Sn 8
Sn+3 3r
Cn+4
8
(r)
;
Sn+3
Sn+3 3r
Cn+2η :n 4
n+2 0
(η4)10(r)
;
Sn+3
Sn+3 3r
Cn+3
η2
:n 4
n+3 0
(η24)10(r)
;
Sn+3
Sn+3 3r
Mn
3s
:n 1
n+1 0
M(−,S3)(r)
where r ∈ N+.
Note that if AX contains C
n+4
8 (r) (resp. (η4)
1
0(r), (η
24)10(r)), then C
n+4
8 (r) (resp.
(η4)10(r), (η
24)10(r)) must be a direct summand of AX . While all indecomposable
polyhedra containing M(−, S3)(r) can be obtained by replacing M(−, S3) in string
objects X of List* with M(−, S3)(r) where M(−, S3) does not connect to any
element of indA (2) in X by Sn+3.
Therefore, we can get all the indecomposable polyhedra X ∈ indFn(2) with Hn+3X
not 3-torsion free, which are denoted by List**.
List**:
• Mn+33r , C
n+4
8 (r), (η4)
1
0(r), (η
24)10(r);
• all indecomposable polyhedra obtained by replacing M(−, S3) in string ob-
jects X of List* with M(−, S3)(r) where M(−, S3) does not connect to any
element of indA (2) in X by Sn+3;
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Combining with Lemma 1 and Lemma 2, we complete the classification of inde-
composable congruence classes of F5n(2).
Theorem 3 (Main theorem). The indecomposable congruence classes of F5n(2) are
as follows:
(i) Sn+k, 0 ≤ k ≤ 5, Cn+2η , C
n+3
η , C
n+3
η2
;
(ii) Mn+kpr , 0 ≤ k ≤ 4, prime p 6= 2, r ∈ N+;
(iii) band objects B(w, z, pi) and string objects in List indA (3);
(iv) string objects in List* and List**.
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