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A bstract
An investigation of the flow in the transition zone of marine ice sheet is con­
ducted, and is motivated by recent satellite observations of rapid changes in 
the West Antarctic Ice Sheet. This region may undergo prolonged retreat as 
a consequence of changes in sea level or climate. To gain insight into ice flow 
from a grounded ice sheet into a floating ice shelf, this thesis uses scale anal­
ysis and perturbation methods to solve analytically idealized ice sheet and ice 
shelf flows. In the transition zone, this ‘shallow ice’ approximation does not 
hold and cannot be used to simplify the governing equations. This transition 
zone problem does not appear to have an analytical solution, so a numeri­
cal analysis is necessary for gaining an understanding of the behavior of this 
region. The thesis presents a numerical model developed to solve the full 
steady-state Stokes equations on a two-dimensional domain, and to evaluate 
the position of the free surfaces. In the finite element model, ice density and 
temperature are treated as spatially homogeneous, ice rheology is considered 
linear, and the position of the flotation point is fixed. The hypothesis for ma­
rine ice sheet instability rests upon sea level controlling mass discharge at the 
flotation point. To test this hypothesis, we seek steady-state solutions for a 
range of mass fluxes, sea levels, and flow constrictions or back pressure. We 
demonstrate that for a given sea level, the number of steady-state solutions 
can be restricted by verifying that the simulations satisfy two contact inequal­
ities. The contact conditions reflect that for physically acceptable solutions, 
the compressive normal stress at the base of the grounded ice should exceed 
water pressure, and that the shelf surface should not get into contact with the 
bedrock. Violation of either conditions would result in grounding line migra­
tion. We find that when ice slides over the bedrock and for a given sea level, 
only one combination of mass flux, grounding line thickness and back pressure, 
satisfy the contact conditions. When ice is frozen to the bedrock, however, a 
range of mass fluxes, grounding line thicknesses and back pressures satisfy the 
contact conditions for a particular sea level. These results suggest that mass 
discharge at the grounding is an unique single valued function of sea level for 
sliding ice sheets, but this need not be the case for a frozen bed. To the extent 
that our simulations are applicable to real marine ice sheets, we conclude that 
sliding is the factor that affects their stability, and that Weertman’s instability 
hypothesis holds when basal sliding occurs.
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Chapter 1
Introduction
The recent Intergovernmental Panel on Climate Change reports increasing 
global sea level, temperature and greenhouse gases for the 21st century 
(Solomon et al., 2007), but we do not know how Antarctica will respond to 
these changes. For example, Mercer (1978) warns that an increase in atmo­
spheric CO2 content, could lead to deglaciation of the West Antarctic ice sheet, 
and result in a 5 m sea level rise. (A process termed marine ice sheet insta­
bility). As discussed in section 1.1, changes in Antarctica occur on a range of 
timescales, from thousands of years to decades.
Numerical models are a useful tool to understand past, current and future 
behaviors of ice sheets. The numerical simulations presented in section 1.2, 
however, give contradicting predictions for the response of marine ice sheets to 
external changes. The lack of agreement is partly due to the different model 
formulations of the transition between ice sheet and ice shelf flow. Marine ice 
sheet models simplify the Stokes equations, and it is not clear whether these 
models capture the stress transmission in the vicinity of the grounding line.
The disagreement in numerical simulations reflect the contradicting theories for 
marine ice sheets, which predict that they are unstable (Weertman, 1974), or 
stable (Hindmarsh, 1993). As explained in section 1.3, the crux of the argument 
for marine ice sheet instability, rests on whether grounding line position (and 
therefore mass flux at the grounding line) is an unique single valued function 
of sea level. This is the main question addressed by this thesis. In section 1.4, 
we provide an overview of the approach taken in this thesis to investigate the 
flow in a transition zone between grounded ice sheet and ice shelf.
10
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1.1 T h e A n ta rctic  ice  sh eet
Earth climate is regulated by a complex interaction between energy provided 
by the sun, which is either reflected back to space or absorbed by the climate 
system (namely, the atmosphere, land, ocean, cryosphere and living bodies). 
As illustrated in Figure 1.1, about 21% of incident solar radiation is reflected 
by clouds and aerosols, 6% by air and greenhouse gases, and 4% by the Earth’s 
surface. The remainder of incident solar radiation is absorbed by clouds (3%), 
by air (18%) and by the Earth (48%) (Barry and Chorley, 1992). This absorbed 
energy warms the climate system and is later reemitted in the form of long 
wave radiation, some of which will escape to space, but most of which will 
be absorbed by water vapor, carbon dioxide, and ozone. If this retention of 
energy did not occur, the current global mean surface temperature of 14°C 
would fall to — 19°C (Trenberth et al., 2007).
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Figure 1.1: The average annual latitudinal disposition of solar radiation in W m 2 (Barry 
and Chorley, 1992).
The Earth radiation balance can be altered via changes in incoming solar ra­
diation (due to variation in Earth’s orbit around the sun, for example), Earth 
albedo, and long wave radiations escaping to space. These have initiated a 
sequence of glacial and interglacial periods throughout Earth’s history. Ice 
sheets influence global climate by affecting planetary albedo, atmospheric and 
ocean circulation, and hydrological cycle (Clark et al., 1999). For example, ex­
panded ice cover increases planetary albedo, higher ice elevation affects wind 
flow, lower temperature generates sea ice growth, which in turn affects ocean 
circulation (Clark and Mix, 2002). The most recent glaciation, the Last Glacial 
Maximum (LGM), occurred about 20 000 years ago. The Northern and South­
ern hemisphere ice caps were much larger than at present. Ice covered Northern
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America, Europe and Russia, sea level was 120 to 135 m lower than present 
value (Clark and Mix, 2002).
The present day Antarctic ice sheet is the largest remaining ice mass on Earth 
from the last glaciation. With an area of 12.3 x 106 km2, and a volume of
25.4 x 106 km3, it contains enough water to raise sea level by 57 m (Lythe et al.,
2001). The East and West Antarctic ice sheets were not formed simultaneously. 
The East Antarctic ice sheet being formed 45 — 40 million years ago, and the 
West Antarctic ice sheet 29 — 22 million years ago (Anderson and Shipp, 2001). 
East Antarctica is grounded on a continent, most of its bed is above sea level, 
but this is not the case for West Antarctica (Figure 1.2 (A)). West Antarctica 
rests on a sea floor, which due to isostatic depression, becomes deeper towards 
the center of the ice sheet. Even after accounting for isostatic rebound, most of 
the bed would remain below sea level after removal of the ice load. As the ice 
flows from the interior of Antarctica towards the sea, its thickness decreases. 
A point is reached where the upward buoyancy force of the sea water can lift 
the ice, forming ice shelves. The flotation point between the grounded ice, 
and the ice shelf is termed the grounding line. Ice shelves that are confined 
in embayment, such as the Ross and Ronne-Filchner ice shelves, can be very 
large. At times, ice shelves come into contact with the sea floor, forming ice 
rumples and ice rises1. The observation of these large confined ice shelves, 
through which most of grounded Antarctic ice is lost, have led to the concept 
that ice shelves control the discharge of inland ice, and act as a “plug that is 
holding the ice sheet in place” (Thomas, 1979).
The different basal conditions of the grounded ice and ice shelves result in 
distinct flow behavior. Ice shelves behave like a drop of oil on water, for which 
longitudinal stresses are dominant. In contrast, grounded ice can be compared 
to honey, a slow viscous fluid, in which shear stresses are important. The con­
ditions at the ice-bedrock interface affect ice flow. Where ice temperature at 
the bed is below pressure melting temperature, ice is frozen to the bedrock, 
and motion can only occur by internal deformation. Basal sliding can occur 
where basal ice is at pressure melting point (leading to water formation), or 
over deformable sediments (Paterson, 1994). Ice flow within the interior of 
Antarctica is therefore very complex, as illustrated in Figure 1.2 (B). These 
surface balance velocities were estimated from surface slope, ice thickness and 
surface mass balance (Bamber et al., 2000). Mountain ranges act as barriers
Tee rises are separate flow centres, which can have surface heights of several hundred 
meters above the shelf upper surface. Ice rumples are smaller features, with surface elevations 
of tens of meters (van der Veen, 1999)
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Figure 1.2: Characteristics of Antarctica. A) Surface elevation and bedrock topography: 
below sea level (blue), above sea level (tan), mountains (brown) (Bentley, 1997). B) Surface 
balance velocities (Bamber et al., 2000). C) Temperature in °C (Connolley and Cattle, 
1994). D) Accumulation in dm y r-1 (Giovinetto and Zwally, 2000). E) LGM grounding line 
position, and time of retreat (Anderson et al., 2002). F) Rate of elevation change during 
1992-2003 (Wingham et al., 2006).
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to the flow of ice, but part of the East Antarctic ice sheet drains into the West 
Antarctic ice sheet through the Transantarctic Mountains. The relatively sta­
ble and inactive catchment areas, drain via tributaries which converge into 
regions of faster flow in the form of ice streams. The velocities of these ice 
streams vary greatly. For example, Institute ice stream which flows into the 
Filchner-Ronne Ice Shelf, is fed by four tributaries with a balance velocity of 
80 — 100 m yr-1 (Bamber et al., 2000). This is much smaller than typical ice 
stream velocities of 1500 — 2500 m yr-1 of Pine Island Glacier in West Antarc­
tica (Joughin et al., 2003). A very large portion of East Antarctica drains via 
very slow outlet glaciers, for example inland ice flowing into Ekstromisen ice 
shelf has measured surface velocities 70 m yr-1 which increase to 140 m yr-1 
at the grounding line (Mayer and Huybrechts, 1999).
The Antarctic climate is characterized by low surface temperatures due to its 
high latitude and high altitude. Being at the South pole, the amount of solar 
energy arriving at the surface is small, and high surface albedo of snow and ice 
reflect most of the incident solar radiation, as shown in Figure 1.1. The net ra­
diation balance is negative over Antarctica. The clear sky and dry atmospheric 
conditions mean that little heat is absorbed by the atmosphere (Peixoto and 
Oort, 1992). The annual mean temperature falls below —55°C in the interior 
of East Antarctica, and increases towards the coast, where temperatures re­
main well below freezing (Connolley and Cattle, 1994), as manifest in Figure
1.2 (C). Global mean surface temperatures have increased by 0.13 ±  0.03°C 
per decade over the last 50 years (Trenberth et al., 2007), temperatures over 
the Antarctic Peninsula have warmed by 0.56 ±  0.03°C per decade, but there 
is no evidence of wide warming or cooling over mainland Antarctica (Turner 
et al., 2005). In contrast, the mid troposphere has warmed over the past 30 
years, by 0.5°C per decade, during the Antarctic winter (Turner et al., 2006).
Mass input for Antarctica is dominantly in the form of surface accumula­
tion, while mass loss is dominated by iceberg calving. The distribution of 
snowfall strongly resembles that of temperature (Figure 1.2 (D)), with most 
precipitation at the coast, where a typical accumulation of 20 — 50 cm yr-1 is 
estimated. In contrast, the interior of East Antarctica receives less than 5 cm 
yr-1 (Giovinetto and Zwally, 2000). This is due to the cold air temperatures 
in the interior, which contain little water vapor and limit the amount of pre­
cipitation. Greater snowfall in coastal regions is also due to the proximity to 
a moisture source, and the steep surface gradients initiate precipitation. The­
oretical arguments predict ice loss or gain due to melting or freezing beneath 
ice shelves. These processes are affected by the salinity of sea water which
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lowers the freezing point of water (Doake, 1976). Ocean circulation and shelf 
cavity also play an important role on the location of melting and freezing at the 
ice-water interface (Jenkins and Doake, 1991). The cold surface temperatures 
inhibit surface melting (Zwally and Fiegles, 1994). The Antarctic ice sheet 
typically gains 2144 Gt yr-1 by accumulation, loses 2016 Gt yr-1 by iceberg 
calving and 544 Gt yr-1 by ice shelf melting (Jacobs et al., 1992).
Reconstruction of Antarctic ice sheet extent during the LGM, based on geo­
physical surveys, along with approximate age of grounding line retreat, is 
shown in Figure 1.2 (E). Growth and retreat of ice did not occur at the same 
time, or to the same extent for the East and West Antarctic ice sheets. In 
West Antarctica, advance of the grounding line reached the outer continental 
shelf for most regions. The retreat to the present position began 15 000 to 
12 000 years ago. In East Antarctica, grounding line advance stopped at mid 
continental shelf locations. Grounding line retreat was initiated between 25 
000 and 9 000 years ago. In some regions of East Antarctica, such as Queen 
Maud Land, the grounding line has little migrated since the LGM (Anderson 
et al., 2002). Since the LGM, the grounding line of the large Ross ice shelf 
in West Antarctica has retreated by 1300 km. The retreat was relatively con­
tinuous with a rate of 50 — 100 m yr-1, until it stopped at about 1000 km 
from the present grounding line. A later retreat began 7000 years ago, when 
the ice sheet had little or no ice shelf (Anderson and Shipp, 2001). This later 
retreat did not coincide with substantial sea level or climate forcing. Present 
day retreat rates of 30 m yr-1 for Kamb ice stream (during 1974 — 1984), 
and 450 m yr-1 for Van der Veen ice stream (during the last 30 years), led to 
the suggestion that continued retreat and possible disintegration could occur 
during the present interglacial period (Conway et al., 1999).
Satellite observations have provided valuable information on current changes 
in Antarctica. For example, the rate of elevation change of the Antarctic ice 
sheet can be evaluated with satellite altimetry (Wingham et al., 1998, 2006). 
As shown in Figure 1.2 (F), ice thickness has increased in many places, during 
1992 — 2003. Dronning Maud Land (K’-A’) or Wilkes Land (C-C’), in East 
Antarctica, are examples of growth driven by increased snowfall. However 
thickness has decreased over Cook (D-D’) and Totten glacier (C’-D), and this 
loss of mass could be related to estimated high basal melt at the grounding line 
of Totten glacier (Rignot, 2002). In West Antarctica some regions have also 
gained mass, such as Kamb ice stream (E’-E). The glaciers in the Admunsen 
sea sectors (G-H) have, on the other hand, lost a substantial amount of mass. 
This region was referred as the “weak underbelly of the West Antarctic ice
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sheet” by Hughes (1981) due to its unconfined ice shelf, and is considered 
prone to substantial retreat on human time scales (Oppenheimer, 1998).
One of the three glaciers of the Admunsen sea sectors, Pine Island glacier 
(PIG), has received a considerable amount of attention. PIG discharges more 
ice than any other West Antarctic ice stream (Vaughan et al., 2001). Between 
1992 — 1996, its grounding line retreated by about 5 ±  1 km over a 275 m wide 
region at the glacier centre, with a mean rate of 1.2 ±  0.3 km yr-1 (Rignot, 
1998). Between 1992 -  1999, PIG has thinned at the grounding line by 1.6 
±  0.2 m yr-1, its main trunk by 0.75 ±  0.07 m yr-1, while the remainder of 
the drainage basin thinned by 0.11 ±  0.01 m yr-1 (Shepherd et al., 2001). 
Rignot et al. (2002), related the strong thinning near the grounding line to an 
18% increase in ice flow acceleration, which was linked by a change in driving 
stress (Joughin et al., 2003). Other possible explanations for thinning at the 
grounding line, could be a change in oceanic condition (Rignot, 1998; Shepherd 
et al., 2004). Computer simulations can reproduce the pattern of thinning and 
acceleration, by either a reduction in inland basal shear stress (Schmeltz et al.,
2002) or a decrease in lateral and basal stresses resulting from thinning and 
grounding line retreat (Schmeltz et al., 2002; Payne et al., 2004).
These examples show that changes occur with very different time scales in 
Antarctica. The possible response of this ice sheet to changes in accumulation, 
sea level, and back pressure is the subject of the following section.
1.2 Num erical m odels of grounding line m i­
gration
To understand the response of marine ice sheets to external conditions, a num­
ber of numerical models have been developed. The models discussed below, 
do not include all existing marine ice sheet models, but are chosen to illustrate 
that at present, numerical models have not been able to shed light on the in­
stability hypotheses of marine ice sheets. We do not review three-dimensional 
models of the Antarctic ice sheet (for example, Huybrechts and Oerlemans 
(1990), Budd et al. (1994)). These models have coarse grid spacing (20 — 40 
km), and the transition zone is limited to a few grid points.
In general, no marine ice sheet model solves the full Stokes equation, and 
representations of the transition zone differ. The degree of complexity varies
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in the physics used to describe ice flow, particularly in the way sheet and 
shelf are coupled, for example whether the shelf is modeled at all, and in the 
treatment of grounding line migration. We shall not discuss the difference 
between model formulations in detail, choosing instead to focus on the nu­
merical results, which we will see give contradicting responses to changes in 
accumulation, back pressure and sea level. In the following discussion, “long” 
transition zone refers to cases where sliding is important and longitudinal devi- 
atoric stresses are included, while “sharp” transition zone indicates an abrupt 
change in basal conditions at the grounding line, such as frozen to freely flowing 
over water. However, longitudinal stresses are not taken into account in these 
sharp transition zones. These marine ice sheet models often consider three 
different bedrock topographies: flat, upward sloping or downward sloping.2
An increase in accumulation, generally leads to inland thickening. Ground­
ing line advance is limited for the sharp transition zone cases, irrespective of 
bedrock shape (Hindmarsh and Le Meur, 2001; Pattyn et al., 2006). In long 
transition zones, grounding line migration is much larger. A new equilibrium 
position is only reached when advance is inhibited by a reduction in back force, 
such that the length of ice shelves with fixed ice front, decreases with grounding 
line advance (Lingle, 1984). Migration can be reversible on downward sloping 
beds (Pattyn et al., 2006). A decrease in accumulation, on an upward slop­
ing bed and long transition zone, results in grounding line retreat and inland 
thinning. The retreat can be stopped when the shelf length increases, due to 
the increase in back pressure (Lingle, 1984).
A rise in sea level for a long transition zone, leads to grounding line retreat 
which is stopped by a decrease in thickness (van der Veen, 1985). Inland 
thickness, however, is not affected in the model simulations of Le Meur and 
Hindmarsh (2001). Grounding line retreat is sensitive to basal conditions: it 
increases with sliding, or bed slope for frozen grounded ice (there is a larger 
retreat with upward sloping beds compared to downward sloping beds).
A reduction in back pressure results in increased inland mass discharge 
(MacAyeal, 1989), with greater changes observed for wider ice streams, stickier 
bed and higher driving stress (Dupont and Alley, 2005). Thinning of inland ice 
and grounding line retreat, leads to marine ice sheet collapse (Lingle, 1984). 
In contradiction, a new steady state grounding line position is reached in the 
model of van der Veen (1985) for a long transition zone, and grounding line
2Upward sloping bedrocks have maximum depth below sea level at the centre of the ice 
sheet, and minimum depth below sea level at the grounding line. The converse applies for 
downward sloping beds.
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retreat increases with sliding (Pattyn et al., 2006). Sharp transition zones are 
little affected by reduction in back pressure (van der Veen, 1985).
Apart from the result that sharp transitions zones are less sensitive than long 
transition zones, the response of these models to atmospheric and oceanic 
changes strongly differs. Marine ice sheets are thought to be very sensitive to 
a reduction in buttressing (MacAyeal, 1989; Pattyn et al., 2006), and the West 
Antarctic ice sheet would not survive a major shelf thinning (Lingle, 1984). 
This opinion is rejected by van der Veen (1985), who consider a collapse due to 
shelf melting unlikely, and that marine ice sheets are stable, while Le Meur and 
Hindmarsh (2001) consider that marine ice sheets are in neutral equilibrium, 
and that grounding line retreat is not affected by changes in sea level.
This inability of numerical models to provide results that agree, was high­
lighted in 1997, during the European Ice Sheet Modelling Initiative. A com­
parison of marine ice sheet response to the same external conditions and forc­
ings yield different solutions (Huybrechts, 1998). More recently, Vieli and 
Payne (2005), after a detailed assessment of grounding line migration in nu­
merical models, concluded that at present no reliable models of grounding line 
migration exist. Models which calculated grounding line migration using flota­
tion conditions, seemed to favor instability. New equilibrium positions for the 
grounding line were obtained on down sloping beds, and the changes were not 
reversible, while no steady state was reached with flat or up sloping beds. In 
contrast, models which used a grounding line migration equation, could always 
reach a new steady state, and perturbations were reversible. Bed configuration 
did not affect the qualitative behavior as expected if marine ice sheets were in 
neutral equilibrium.
One of the problems encountered in marine ice sheet models, is that the effect 
of the transition zone between grounded ice and shelf is poorly understood. 
Our current lack of understanding of this region leads to a lack of consensus on 
how modelled ice sheets and ice shelves should be coupled. Detailed studies of 
transition zones are few, and we shall now turn our attention to these works.
1.3 M arine ice sheet instability
The first analysis of the junction between an ice sheet (in this case frozen to 
the bedrock) and an ice shelf, was presented by Weertman (1974). Although 
Weertman recognized that both ice sheet and ice shelf stresses were significant
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in the junction, it was assumed that the mass flux at the grounding line was 
controlled by shelf dynamics. With this approximation, the mass flux is then 
a function of sea level I, and thus a function of location x , since water depth 
above the sea floor varies with bedrock topography. Grounding line mass 
discharge, can therefore be expressed as q = q(l(x)). However, ice flux across 
the grounding line, is a result of accumulation ms, over the length of the 
grounded ice sheet. More specifically, q(x) = f * m s dx. For a steady grounding 
line position, these two mass fluxes must be satisfied simultaneously, resulting 
in an unique solution. Bedrock configuration plays a crucial role on whether 
steady grounding line exist, but more importantly, whether they are stable 
to external perturbations. A retreat of the grounding line into deeper water, 
requires an increase in mass discharge from q(l(x)), but results in a decrease 
in inland mass flux, leading to the concept of marine ice sheet instability.
However, Hindmarsh (1993, 1996) proposed that, since the transition zone is 
of limited longitudinal extent, the transition zone can be treated as a passive 
boundary layer, in which stress transmission between the grounded ice sheet 
and ice shelf does not need to be modeled and can be ignored. If there is 
no passive grounding of the ice shelf, the shelf does not constrain the flow of 
the ice sheet. In contradiction to Weertman, mass flux at the grounding line 
is then solely dependent on upstream accumulation and ice sheet dynamics, 
which does not depend on sea level. In consequence, an infinite number of 
steady state profiles for marine ice sheets can exist, with the implication that 
marine ice sheets are in neutral equilibrium. If the equilibria are stable, then 
the concept of marine ice sheet instability should be rejected.
This view is supported by the numerical simulations of Herterich (1987) and 
Lestringant (1994), who showed the transmission of velocities and stresses be­
tween grounded ice sheet and ice shelf. Herterich’s velocity profiles, for a fixed 
numerical domain and ice sheet frozen to the bedrock, are shown in Figure 
1.3. Typical ice sheet velocities are obtained up to the grounding line. Just 
downstream from the grounding line, strong velocity gradients are caused by 
the discontinuity in boundary conditions. The flow then turns into ice shelf 
flow. In the vicinity of the grounding line, vertical velocity is negative. Un­
like Herterich, Lestringant solved the full stokes equations; and the numerical 
domain was not fixed, but allowed to evolve to a steady state (Figure 1.4). 
Herterich and Lestringant have shown that flow transition between ice sheet 
and ice shelf is smooth, and occurs in a narrow region. However, they did not 
address whether their solutions were uniquely determined by sea level.
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0.2 v* 0
Figure 1.3: Contour plots of the horizontal (U) and vertical (V) velocity components within 
the transition zone, when the ice is frozen to the bedrock, the surface slope =  — 2 x 10-3 , 
and the shelf boundary =  10-5 yr-1 . The flow is directed from left to right (Herterich, 
1987).
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Figure 1.4: Free surface profile downstream from the grounding line. A) Upper surface. 
B) Lower surface (Lestringant, 1994).
The starting point of this thesis, was the work of Chugunov and Wilchinsky 
(Chugunov and Wilchinsky, 1996; Wilchinsky and Chugunov, 2000, 2001), who 
presented a scale analysis of ice sheet, transition zone and ice shelf. Chugunov 
and Wilchinsky showed that in the transition zone it was necessary to solve 
the full Stokes equations, and that an analytical solution near the grounding 
line was not possible due to the large deflection of the shelf lower surface. The 
transition zone is thus a free surface problem. This implies that the solutions 
obtained by Herterich (1987) are not solutions for the transition zone, due to 
the fixed domain. Although Lestringant (1994) recognized the importance of 
free surfaces, the solution resembles a slab of uniform thickness (Figure 1.4). 
The downstream flow does not thin like typical shelf profiles, a consequence 
of the imposed exit boundary condition, more specifically that of constant 
horizontal velocity.
Wilchinsky and Chugunov solved numerically the Stokes equations expressed 
in terms of stream function. The initial computational domain is rectangular, 
the shelf lower surface is treated as a free surface, but the upper surface is 
fixed throughout the computations. At the upper and lower surfaces three
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boundary conditions apply, one kinematic and two stresses, as we will see in 
chapter 2. However, the numerical procedure only requires two conditions on 
the fixed upper surface. Once numerical solutions are obtained, the upper 
surface profile is evaluated analytically, using the remaining third condition. 
In addition, Wilchinsky and Chugunov impose conditions on the shelf lower 
surface gradient, downstream from the grounding line, namely
db d2b 
dx dx2 ( i . i )
These conditions were not justified mathematically or physically, but allow 
Wilchinsky and Chugunov to conclude that there is an unique relationship 
between sea level and mass flux at the grounding line. Their numerical so­
lutions for the free surfaces, and horizontal velocity are shown in Figure 1.5. 
Again, the transition between the sheet and shelf regimes occurs in a very 
small region.
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Figure 1.5: A) Surface profile. Near field solutions (line a) for the glacier surface profiles 
differ from the far field ones (line c) in the region -1  < x < 2. The upper surface elevation 
dips in the vicinity of x =  0, which corresponds to the grounding line position. Sea level is 
labeled (b). B) Vertical velocity. The labels indicate the horizontal position of the velocity 
variation with height. (Wilchinsky and Chugunov, 2001).
One implication of (1.1), is that Weertman’s original statement of the problem, 
does not uniquely determine the position of the grounding line, so another 
physical condition is necessary. Natural candidates for such a condition are 
contact inequalities, introduced in the problem of subglacial cavitation, to 
determine the separation point of ice from bedrock (Lliboutry, 1968; Iken, 1981; 
Schoof, 2005). These water filled cavities form in the lee of bed obstacles, due to 
high pressure melting the ice. The contact inequalities are conditions for basal 
stress, and the cavity roof, that is the ice-water interface. Upstream from the 
separation point, where ice is in contact with the bedrock, compressive normal
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stress at the bed cannot be less than the cavitation pressure. Downstream from 
the separation point, cavity roof must be above the bedrock. Can these contact 
conditions provide the missing condition for the grounding line position, and 
therefore determine whether mass flux at the grounding line is an unique single 
valued function of sea level?
Two recent developments have occurred during this research. Both apply to 
transition zones in which grounded ice slides rapidly over the bedrock. In this 
case, shear stresses in the ice are small compared to those at the bed, and there 
is no need to solve the full Stokes equations. Hindmarsh (2006) showed that in 
this case, the boundary layer is no longer passive, and derived a condition for 
the sliding velocity and rate factor within the boundary layer. Satisfaction of 
this condition does not allow the existence of steady-state profiles. Instead the 
upper surface slope becomes increasingly negative inland, and blows up. This 
implies that some combinations of mass flux and thickness at the grounding 
line are not possible. When steady profiles exist, Hindmarsh still anticipates 
neutral equilibrium.
In contrast, Schoof (2007b) showed analytically that his contact conditions for 
the cavity separation point, allow the determination of a unique relationship 
between mass discharge at the grounding line and sea level. The implication is 
that marine ice sheets which slide rapidly over their bedrock, have a discrete 
set of steady state grounding line positions. Schoof (2007a) demonstrates nu­
merically that the stability of these profiles depends on the slope of the sea 
floor at the grounding line. Perturbations of steady state grounding line posi­
tion on an upward sloping bedrock result in grounding line migration, which 
only terminates on downward sloping beds, confirming Weertman’s instability 
hypothesis.
Nonetheless, when shearing within ice layers cannot be neglected, the ques­
tion of the stability of marine ice sheets remains open, because Weertman’s 
assumption that mass discharge at the grounding line is an unique function of 
sea level, has not yet been proven.
1.4 Thesis aims and objectives
The main aim of this thesis is to investigate the relationship between ground­
ing line mass discharge and sea level, in the case of a slow junction. Grounded 
ice motion is then characterized by shearing between ice layers, and it is nec­
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essary to solve the full Stokes equations in the transition zone (Chugunov and 
Wilchinsky, 1996).
We begin our investigation by developing a two-dimensional mathematical 
model for marine ice sheets. In chapter 2, we treat marine ice sheets as the 
flow of two fluids, ice is considered as a linear viscous fluid flowing over water, 
a denser but inviscid fluid. Scale analysis allows the description of the problem 
in terms of dimensionless parameters which characterize bedrock slipperiness, 
ice viscosity, water density, and whether the shelf is freely floating or con­
strained by some back pressure. The ‘shallow ice’ approximation is used to 
solve analytically idealized ice sheet and icc shelf flows. In the transition zone, 
this shallow ice approximation does not hold and cannot be used to simplify 
the governing equations. The transition zone does not appears to have an 
analytical solution, so we seek a numerical solution.
Chapter 3 presents a full Stokes finite element numerical model, developed to 
gain insight into the flow in the vicinity of the grounding line. The model also 
determines the position of free surfaces, which are found by iterative methods. 
This model is tested against analytical solutions, and published work. We 
demonstrate that the model handles singularity in the flow field suitably. We 
also confirm that the free surfaces are not influenced by domain size, mesh 
size, or initial starting profile.
In chapter 4, we simulate the flow in transition zones, using the numerical 
procedure described in chapter 3. We seek steady solutions for a range of 
mass fluxes, basal sliding, water density and back pressure, by varying the 
dimensionless parameters of chapter 2. The model assumes a fixed horizon­
tal bedrock upstream from the grounding line, but no bedrock topography is 
imposed downstream from the grounding line. The grounding line is fixed, 
and we do not impose Chugunov and Wilchinsky’s (1996) additional condi­
tion for the grounding line. This allows us to not place any constraint on the 
shelf basal deflections. Once a steady solution is reached, we check whether 
the contact conditions are satisfied. These contact conditions were introduced 
in the context of subglacial cavitations (Lliboutry, 1968; Iken, 1981; Schoof, 
2005), and express the fact that for a steady grounding line position, the basal 
compressive stress upstream from the grounding line must exceed equivalent 
water pressure at the bedrock. The shelf lower surface, should not come into 
contact with the assumed horizontal sea floor, downstream from the grounding 
line.
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The implications of the model results are discussed in chapter 5. In this chap­
ter, the limitations of our simple model are addressed, and suggestions for 
further work are presented. Conclusions to whether mass flux at the ground­
ing line is controlled by sea level are reached.
Chapter 2
Physical and m athem atical 
m odel of marine ice sheets
As stated in chapter 1, the aim of the work presented in this thesis is to gain 
insight into the behavior of transition zones between grounded ice sheets and 
floating ice shelves. In this chapter we present, in sections 2.1 and 2.2, the 
equations used to describe the flow of ice. Analytical solutions for the ice 
sheets and ice shelves regions are derived in sections 2.3 and 2.4. We seek 
solutions to the flow in the transition zone in section 2.5, and link the scale 
analysis of the ice sheet, ice shelf and transition zone in section 2.6.
2.1 Governing equations for ice flow
Fluid motion is described by the Navier-Stokes equations, which are based on 
three fundamental laws: conservation of mass, conservation of linear momen­
tum, and conservation of angular momentum:
dp
- £  + v . Pv  = o,
P^  +  p (V  ■ V )V  -  V . T  -  pF  =  0,
Tij = Tjii (2-1)
where p is the fluid density, V  the fluid velocity, T  the stress tensor, and F  
the body force acting on the fluid.
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When modeling ice flow, the Navier-Stokes equations can be simplified by 
assuming that the density of ice is constant everywhere (homogeneous), so the 
mass conservation reduces to the incompressible condition:
V . V  = 0. (2.2)
Ice is a very viscous fluid, the Reynolds number is therefore small. The term 
representing inertia, (V  • V )V , can be dropped from the linear momentum 
conservation, (2.12). We assume steady flow, therefore =  0. The linear 
momentum conservation then reduces to the Stokes equation:
V . T  +  pF  =  0. (2.3)
The stress T  is related to the deviatoric stress T '  via
Tij = - P S i j + T >ij, (2.4)
where P  is the pressure (P = —Tn/3), and Sij is the Kroenecker delta. For 
an incompressible material, it is the stress deviator and not the stress which 
causes deformation. Indeed laboratory experiments have suggested that ice de­
formations were independent of the hydrostatic pressure (van der Veen, 1999). 
Assuming that ice is homogeneous, isotropic, and incompressible, work by Nye 
and Glen in the 1950’s has led to a general flow law of ice, which relates the 
deviatoric stresses to the strain rates
fy = ATeFslT'ii with ^ i Q ^  +  g ) ,  (2.5)
where Tef f  is the effective stress (the second stress invariant) defined as 2Te2yy = 
T ' jT f , n is the flow law exponent, and A is a temperature dependent rate 
factor defined by the Arrhenius relation A = A0exp(—Q/RTP), where Tp is 
the temperature, R  the universal gas constant, and Q is the activation energy 
for creep. The value of the constant A0 depends on the pressure, on the 
crystal orientation in the case of anisotropic ice, on impurities in the ice, and 
account for differences in densities. The flow law exponent, n, can be estimated 
from laboratory measurement of the deformation of ice subject to stress (for 
example, Barnes et al. (1971)), or from field studies. Field measurements 
include for example, the measurement of closure rate of tunnels excavated in 
glaciers and boreholes (Nye, 1953; Paterson, 1977), or the study of deformation 
in ice shelves (Thomas, 1971). Laboratories measurements suggest that the
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flow law exponent should be taken as n = 3, however field measurements of 
ice sheets indicate that 2 < n < 3. When modeling ice flow, the accepted 
choice is n = 3, but often ice is first treated as a Newtonian fluid, with n = 
1. The origin of the flow law, and its limitations are well discussed in any 
glaciological textbooks (for example, van der Veen (1999), chapter 2; Paterson 
(1994), chapter 3).
2.2 A ssu m p tio n s and b ou n dary  con d ition s
The marine ice sheet considered here is in its simplest possible form; it is 
treated as a two-dimensional slow flow of ice, driven by gravity. Starting at 
the ice divide, the ice sheet flows over the bedrock up to the grounding line, 
where the ice mass starts floating into the sea water, as depicted in Figure 2.1. 
We assume that the bedrock is horizontal, and ignore isostatic adjustment of 
the bedrock. The shapes of the ice-air and ice-water interfaces (the upper and 
lower surfaces) are unknown, and are part of the solution that we are seeking. 
We take horizontal and vertical coordinates X  and Z, and set the origin at 
the ice divide. The grounding line position, X  =  X g, is kept fixed in space 
and time. The ice shelf front is positioned at X  = X /, and the sea surface 
at Z = L(X).  The upper surface is defined by to Z = S(X) ,  while the lower 
surface is Z  = B(X) .
Air
Ice
Sea
Flow direction
Bedrock X f
Figure 2.1: Ice sheet flowing over a flat bedrock. The ice divide is at X  =  0, the grounding 
line at X  =  X g, and ice front at X  =  X f .  The sea level (gray line) lies at Z  = L,  the upper 
surface at Z  = S,  and lower surface at Z  =  B.
It is assumed that ice is isothermal and the rheology linear, the rate factor in 
the flow law is a constant A  =  1/2/i, with p  the dynamic viscosity. Ice flow 
is constrained in a frictionless channel, so that there is no flow in the lateral 
direction, V, therefore iyy = 0, exy = 0, eyz = 0. Shear stresses generated by 
side walls such as mountain ridges for the ice sheet, and embayments for the 
ice shelf are ignored. Similarly the effect of adjacent ice moving with different
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velocities is neglected, therefore Tyy =  0, T'xy = 0, Tyz = 0. Under these 
assumptions, the governing equations simplify to
dU dW  
d X + dZ ~
o p  w  a r ^
ax ax az
dP dT’ dT'
a z + az + ax ~ Pi9’
w = ±_r  = _ ± r
ax 2/t “  2n zz’
1 (au aw \  J_
2 \a z  ax )  2n xz' ' '
In the above expressions, pi is the ice density, g the gravitational acceleration, 
U and W  are the horizontal and vertical components of the velocity.
The boundary conditions require that velocities and stresses are continuous 
across interfaces. At the upper surface, Z = S(X),  it is assumed that atmo­
spheric pressure can be neglected, so there is no traction,
T  • N s  = 0, (2.7)
where N s  = (~§§,  + 1 ) /  +  is the outward unit normal to the
surface. The mass flux through the surface Ms, in the form of accumulation or
ablation, is considered uniform over the length of the ice sheet. The kinematic 
condition yields
V  • N s  = Ma. (2.8)
The boundary conditions at the base of the ice, Z = B ( X ), depend on whether 
the ice is grounded on the bedrock or floating over water. As shown in Fig­
ure 1.2 (B), ice flow in ice sheets is very complex. Ice can either be frozen 
to, or slide over, the bedrock. Many complex theories for basal sliding have 
been developed since Weertman’s (1957) analysis of ice flowing over an ideal­
ized flat bed containing a regular array of cubic obstacles, which opposed ice 
motion. Sliding occurred due to regelation (pressure melting), and enhanced 
deformation due to normal stress generated by the obstacles. Lliboutry (1968) 
introduced the concept of cavitation, where ice loses contact with the bed 
downstream from obstacles, and this enhances basal sliding. If the bed is 
not perfectly lubricated, sliding with friction need to be considered (Morland, 
1976). These examples show that the processes affecting sliding velocities are 
very complex, even when assuming a hard bed, that is neglecting ice motion
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caused by sediment deformations. At present, a sliding law which includes all 
the feedback between ice deformation, temperature, water lubrication, sedi­
ment transport, does not yet exist. Ice sheet models generally use a Weertman 
type sliding law, which relates sliding velocity to basal shear stress T&, via
U = «Tbm, (2.9)
where m ~  2,3, and n a measure of bed slipperiness.
Having assumed a linear ice rheology, it follows to prescribe a simple linear 
sliding law. The condition that we impose on the grounded ice, upstream from 
the grounding line X  < X g, is therefore
U - n T b = 0, W = 0. (2.10)
Setting k = 0, we recover the no-slip condition, corresponding to ice frozen to 
the bedrock.
Downstream from the grounding line, X  > X g, the stress has to be equal to 
the water pressure, Pw = pwg{L — Z), pw being the water density:
T - N b  = - P wN b  (2.11)
/  2 \ 1 / 2with N b  = ( |^ ,  —l) /  ( l  +  ( |^ )  ) the unit normal to the lower surface. 
In addition, the kinematic condition provides
V  • N b  = M b, (2.12)
with the mass flux through the surface M b, in the form of basal melting or 
freezing.
At the ice divide, X  = 0, it is assumed that there is no mass flux and no shear 
stress
dWQ = 0, —  = 0. (2.13)
At the ice shelf front, we ignore calving effects. Ice motion is resisted by water 
pressure, and back pressure Pb
Txx = —Pw -  Pb. (2.14)
The equations and boundary conditions describing the flow of marine ice sheets 
have been set in this section. It only remains to seek solutions to this problem.
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The geometry of real ice sheets and ice shelves is such that their horizontal 
length scale exceeds their vertical length scale by several orders of magnitude. 
By assigning scales to flow field variables, scale analysis allows the determi­
nation of the dominant balances in the problem, and simplifies the governing 
equations and boundary conditions. This approach to finding solutions to the 
Stokes equations is not new in glaciology, and the simplified problem is called 
the shallow ice approximation. It has been used successfully by many, with 
for example Morland and Johnson (1980) for ice sheets, and Morland and 
Shoemaker (1982) for ice shelves. As mentioned in the introduction, the first 
scale analysis for the transition zone of a marine ice sheet was presented by 
Chugunov and Wilchinsky (1996). In the next three sections, a scale analysis 
for the ice sheet, ice shelf and transition zone will be presented. The scaling 
relationships between the variables will differ for the ice sheet, ice shelf and 
transition zone, reflecting the different flow regimes of these regions.
2.3 A nalytical solution to  ice sheets
Ice sheet flow can be compared to the flow of honey on a plate. This very 
viscous fluid is driven by gravity, causing a strong vertical shear to develop. 
The governing equations can be simplified using the shallow ice approximation, 
which is based on the fact that the length of an ice sheet is much greater 
than its depth. It is thus anticipated that the aspect ratio e = [<z]/[x] will 
be small ([x ] and [z] being the typical length and depth scales respectively), 
and the assumption that shear stress dominates, can be used to rescale the 
governing equations. The choice of variable scale is explained in Table 2.1, 
and corresponds to the following transformations:
U = [u}u, W — [*rna]w, X  — [x]x, ( Z ,B ,S )  = [z](z,b, s), (2.15)
Ma = [ms]ms, (/J, T) =  [p](p, r), T'xx = s2\p )t 'xx, T'xz = e\p}T'xz,
where capital letters are the unsealed values, the symbol [ ] denotes the scale, 
and lower cases letters are the scaled variable. The choices [p] =  pig[z\, [w] =  
[z \[Tx z \ / f L — [m s ] /e > [r x J  — £ [p \ i a n d  P =  'W I-z] allow a suitable balance of 
terms, and lead to a depth scale
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Variable From Order Scale
X X lx
Z, B, S z e[x
Ms [m,\ [m,]
P (2.63) ftflW PiSM
U (2.8) [m,][x]/[z] [m„]/e
u (2 .6 5 ) M M / M M M J/M
w (2-6,) M M /M £M
VX X (2 .6 4 ,5) M JM /M £2M
T'xz (2 .6 2 ) M M /M eM
Tb (2 .1 0 ) Kft/[z] k/ '/H
T (2.4) M M
Table 2.1: Determination of the scaling factors for the ice sheet 
problem. The choices e =  [z]/[x], [u] =  [z]\Txz\/fl ~  [m s]/e and 
[t 'xz\. — Pig[z\e have been used to obtain the last column entries.
and thus
* - a - ( 3 s r  <2 i 7 )
The values of [m s] and [x] can be deduced from observations, and that of p from 
experiments. Typical values for these constants are g = 9.81 m s~2, p ~  1025 N 
m - 2  s (van der Veen, 1986), pi = 917 kg m - 3  (MacAyeal and Barcilon, 1988). 
From a surveyed thickness profile of the East Antarctic Ice sheet (shown in 
Paterson (1994), Figure 11.4, p 244), we estimate [ar] ~  800 km, and assuming 
accumulation rate [raa] =  [ic] =  0.1 m y-1, we obtain [z] ~  3.8 km. This depth 
scale has the correct order of magnitude, since the ice divide thickness for the 
chosen example is ~  3.5 km , and this result in turn implies that e ~  0.004, 
which is small as previously assumed.
The scaling e = [z]/[a:] =  will not be valid at the ice divide, near
ice margins for land based ice sheets, and near the grounding line in the case 
of marine ice sheets. At the centre of the ice sheet, the surface gradients 
are smaller than for the rest of the ice sheet. The mass flux through the 
surface become large in comparison to the driving stress, so [ic] ~  [it]. Near 
ice margins, the surface gradients are very large, so the assumption that the 
aspect ratio is small no longer holds. As discussed by Fowler (1992), near the 
ice dome and ice land based margins longitudinal stresses cannot be neglected 
and the full Stokes equations need to be solved. Starting with the shallow ice 
expressions, Fowler showed the necessary local rescaling for these regions, but 
pointed out that these are just small corrections to the solution obtained by
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the shallow ice approximation. The scaling near the grounding line will be 
investigated in section 2.5.
Using the scaled relationship for the ice sheet, (2.15), the dimensionless equa­
tions for mass conservation, horizontal and vertical momentum conservation, 
and the flow law are
du dw
d x ^  dz
d 'P , „ 29 t xx  , d r 'xz n+  £ — h =  0,dx ox oz
d P  , , 2  ( d T 'zz , d T 'xzI i  zz  | ~ xz  I  _  1
d z +e  y a r  +  d x ) - 1'
du _  1 , _  1 ,
dx =  2 T“  =  ~ 2 T" '
1 ( du 2d w \  1 ,
2 \ d i +S ~di) ~ 2 Txz' ( ^
The scaled boundary conditions at the upper surface, z = s, are
9 / sds .
- ( - p  +  e  t x x ) —  +  t i z  =  0 ,
Txzdx  p +  £ r “
ds
- u —  + w = m s. (2-19)
In the above equations, the normalizing factor (present in the normal to the 
surface) has been set to 1, since it becomes when scaled ^l +  £2 ( ^ ) 2y  This 
term tends to unity when e is small.
The scaled boundary condition at the base of the ice sheet, z =  0, x < xg, 
yields
u -  prb =  0 , w =  0 . (2 .2 0 )
We seek solutions to all field variables in the form of a series expansion
oo
u(x, z, e) = ^  £lUi(x, z) = u0(x , z) -f eui (.x , z) +  e 2 u 2 ( x , z )  H--- (2.21)
i= 0
Substituting these expansions into the governing equations and boundary con­
ditions, will result in a hierarchy of boundary value problems for £, which can 
be solved in a consecutive order, by considering only terms of the same power
of £ at a time. The lead order equations are obtained by setting £ to zero, and
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are known as the shallow ice approximation. These new equations are much 
simpler, and will now be integrated to obtain ice sheet flow variables.
Integration of the vertical momentum (2 .I8 3 ) with respect to 2 , and application 
of the boundary condition (2 .1 9 2 ), provides the overburden pressure
P o  = s — z. (2.22)
Inserting this result in the horizontal momentum equation (2.182), followed by 
vertical integration, allows the determination of the shear stress
ds
dxrLz  =  i r : ( z -  *)■ (2-23)
The constant of integration was found from the upper surface condition (2.19i). 
The shear stress is greatest at the base, and increases linearly towards the 
surface where it vanishes. The horizontal velocity follows by integrating the 
flow law (2 .1 8 5) with respect to z, subject to the boundary condition at the 
base of the ice sheet (2 .2 0 i),
" ° =£ ((t - s z )  - 0 a )  ■ (2-24)
This expression is typical of Poiseuille flow, with the velocity being very small 
near the base, and increasing to a maximum as one reaches the surface. This 
result for the horizontal velocity is inserted in the continuity equation (2 .1 8 1 ), 
and integrating the resulting equation with respect to z, subject to boundary 
condition (2 .2 0 2), yields the vertical velocity
( d2s \  ( z3 sz2  ^ \  f  ds \ 1 z
w o = - \ w ) \ s ~ ^ ~ ^ z )  +  \ d i )  U + / j 2J -  (2 2 5 )
Using the flow law (2.184) and the expression for the horizontal velocity (2.24), 
the longitudinal deviatoric stress is
To obtain the surface profile, we need to first evaluate the horizontal and 
vertical mass fluxes. The horizontal mass flux is obtained by integrating the 
horizontal velocity over an ice thickness
qo{x)=/£((?■ sz)  - 0s) d z =£ H  -ps2)  ■ (2-27)
Chapter 2. Physical and mathematical model of marine ice sheets 34
Integrating the continuity equation (2.18i), and making use of the basal veloc­
ity conditions (2 .2 O2) and the kinematic condition at the upper surface (2.1 9 3 ), 
leads to the steady-state integral conservation law
If = (2-28)
which once integrated with respect to x , provides the vertical mass flux between 
the ice divide and any position x
qQ(x) = / m s dx = m sx. (2.29)
Jo
During the integration we have used the no mass flux condition at the ice 
divide. The surface profile can now be obtained by equating the vertical and 
horizontal mass fluxes
%, ( -  J  ~ /Js2) =  m' x ' 2^'30^
which upon horizontal integration yields the surface profile. In the case of a 
land base ice sheet, the thickness vanishes at the margin xm. Assuming that 
the ice sheet does not slide over the bedrock ((3 =  0 ), we obtain the standard 
Vialov profile (Paterson, 1994):
5 =  (—6ms(.T2 -  x2j y  . (2.31)
In the case of a marine ice sheet, with known thickness hg at the grounding 
line xg, we obtain
5 =  (-6 m a(x2 -  x2g) +  h*)* . (2.32)
The ice divide thickness, at x = 0, yields sd — (6msx2 +  hg) 4, or when un­
sealed Sd =  ( 4 • The latter is the same expression as Hindmarsh 
(1993), if one sets n = 1.
2.4 A nalytical solution to  ice shelves
In this section, the situation for unconfined ice shelves is considered, the back 
pressure Pb is therefore set to zero. The boundary conditions at the upper 
surface are the same as for the ice sheet, the upper surface is stress free, and 
the kinematic condition has to be satisfied. The bottom surface boundary
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conditions reflect the fact that the ice is now floating on water:
T  • N b  =  - P wN b (2.33)
where as before N b  is the normal to the base, Pw = pwg(L — Z) is the water 
pressure, L the sea level, and pw is the water density. As carried out for the 
ice sheet, the governing equations are non-dimensionalized by scaling analysis. 
However the scaling relations will be different for the ice shelf. In the ice sheet, 
the relationship between the shear stress and the normal deviatoric stress was 
[rxxl =  £[rxJ> which followed from the flow law. In the ice shelf however this is 
no longer true, and in order to satisfy the boundary condition at the base, it is 
necessary for [r'z] =  A proof is given in appendix A.l, page 110. This
is because ice shelves flow over water, and their motion can be compared to a 
drop of oil over water. Shear stresses are very small at the ice-water interface 
and vanish at the upper surface. Shear stresses in ice shelves cannot be large, 
and normal stresses (which were negligible in ice sheets) become important. 
The choice of scaling parameter £ =  [t£J/[p] reflects this assumption. As for 
the ice sheet, the geometry of the problem (the typical length scale being much 
larger than the typical depth scale), allows us to set £ =  [<z]/[a:]. This scaling 
will not be suitable near the grounding line (since there [a;] ~  [z]), nor near 
the ice front, since calving takes place there.
The ice shelf variables are thus scaled using
with as before \p] = pig[z], and the origins of the scaling relationship are shown 
in Table 2.2. The choice for the velocity scale [it] =  [t ,x][x]/pl = [ic]/£ leads to 
a depth scale
The Erebus Glacier tongue, a free floating ice shelf in East Antarctica, has 
surveyed length of 10 km, thicknesses at the grounding line of 337 m, 120 m at 
the ice front, and estimated accumulation of 1.2 m yr_1 (van der Veen, 1986). 
Choosing [x] = 10 km, and [ic] =  1 m yr-1, with the remaining constants taking 
the same values as for the ice sheet, we obtain [z] ~  321 m, and £ ~  0.03.
(2.35)
and aspect ratio
(2.36)
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Variable Prom Order Scale
V M M
Z, B, S W «M
Ms [ros] M J
P (2.63) p.sW p.sM
U (2.8) [ms\[x\l[z\ K>]/£
u (2 .64) M te J /M M M xl/M
w (2.6,) M M /M d«]
VXX (2 .62) K J  M /M €bl
Vx z (A.8 ) £Mxl ?2bl
t , p 6 (2.4) \p] [p]
Table 2.2: Determination of the scaling factors for the ice shelf 
problem. The choices £ —  [z]/[x], [u] —  [ x \ [ t ' x x ] / n  =  [ms]/£ and 
\ T x x \  ~  P i 9 [ z K  have been used to obtain the last column entries.
The scaled mass conservation, horizontal and vertical momentum, and flow 
law become
chi dw
dx ^  dz 
dp ( dP dr' \
+  ^ v = 0 ’
~d~z+ i l h + i  I h C - 1'
du _  1 , 1 ,
~di =  2 T“  =  ~ 2 Tzz'
1 (  du 2 dw \  , 1 ,
2  \ d z  + * f a  J  =  * 2Txz'  ^ ^
The scaled boundary conditions at the upper surface, z = s, are
ds
- ( - p  + i TL ) f a . + i r L  = o,
ds
. ds
- £ u —  + w = m a, (2.38)
and at the lower surface, z =  6, x > xg,
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As for the sheet, the shallow ice approximation sets £ =  0, and integrating the 
lead order vertical momentum provides an expression for the pressure
where the constant of integration was determined from the boundary condi­
tions at the upper surface (2 .3 8 2 ), P o ( z  = s) = 0. However, (2.392) gives 
p0(z — b) =  2^(1 -  6), hence
This is a statement of hydrostatic equilibrium, which could have been obtained 
by requiring that the pressure at the lower boundary due to the ice load is equal 
to the water pressure at the same depth. Typical values for the density of ice 
and sea water are pw ~  1028 kg m~3 and pi ~  917 kg m-3 (MacAyeal and 
Barcilon, 1988). The ratio ^  ~  1.12 is an 0(1) quantity, and therefore the 
normalized difference 5 =  Pw~P* = fin — \ ~  0.1 is small. This implies that
Pi Pi ^
10% of the floating ice is above the sea level, or that to 0(1) the upper surface 
lies at sea level. We can express this mathematically, and introduce the ice 
thickness above sea level sw,
where bw = I — b is the ice thickness below sea level. The upper surface is 
therefore s =  and the ice thickness is h = s —b = (£+ l)£v  Inserting the
result for the hydrostatic pressure (2.40) in the lead order horizontal equation 
(2.372), shows that in fact this term is of 0(£), since
T0zz  ~  ~ Toxx-  The relation Tqzz  ~  — Tqxx  follows from mass conservation. The 
0(£) horizontal momentum can thus be rewritten as
p0 = - z  + s (2.40)
(2.41)
f  1 Pw 1
Pi
^ - 1  ) ( l - b )  = 5bw, (2.42)
Pi
dp0 ds dsw
dx dx ^ dx (2.43)
and should thus be considered with the 0(£) horizontal momentum equation.
The 0(£) vertical momentum equation, — ^  =  0, indicates that px
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which upon vertical integration yields an expression for the shear stress
p -« )
The boundary condition for the shear stress at the base, (2.39i), simplifies 
t°  T0xz = 2toxx^ .  The necessary steps involve using the stress condition 
(2.392), and the relation p 1 ~  —Toxx- The shear stress at the lower boundary 
is therefore
r0xz(b) = -  2 QX )  bw = 2t0xx-f a -  (2-46)
Using (2.42), the upper surface gradient can be written in term of the lower 
surface, ^  and the above expression becomes after rearranging
dTpx* . dbw _  6 1 dbw
dx bw dx £ 2  dx
Integrating this result with respect to x  allows the determination of the devi­
atoric normal stress
roxx == £4^™' (2.48)
In writing (2.48), the integration constant has been set to zero. This choice is 
motivated by the concept that if an imaginary shelf of zero thickness existed, 
it would not have any normal stress (van der Veen, 1999). The shelf spreading 
rate follows from the flow law (2 .3 7 4 )
duo =  l ,  =  j _  h
dx 2 0x1 £ 8  £(<5 + 1 ) 8 ’ y ’
where we have used the result h =  (<5+l)i>„,. The horizontal velocity is therefore 
independent of depth. The vertical velocity follows from mass conservation and 
application of basal condition (2.39a)
—h db
w = W T T ) { z ~ b) + u d - x ~ mb (2'50)
As in the ice sheet case, the steady-state surface profile of the ice shelf is 
derived by requiring that the horizontal mass flux equals the vertical mass flux
dQ0 / 0  Mi—  = m s -  m b. (2.51)
Since the horizontal velocity is independent of depth, the horizontal mass flux 
is
q0 = J  u0dz = u0h. (2.52)
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If accumulation equals melting at the base, then m s — m b = 0, we need to solve
dq0 d du0 dh _—  -  — (,u0h) -  ~ ^ h  + u„—  -  0. (2.53)
Substituting the spreading rate by the expression derived in (2.49) and the 
expression for the horizontal velocity, u0 = q0h-1, (2.53) becomes
1 dh  _____ 8
h3 dx 8 £(£ +  l)<7o’
which provides upon horizontal integration, the shape of the ice shelf in steady- 
state
8{x -  X g )  1 " 1 /2h(x) 4«(<5 + 1 )qg +  ks
-2 (2.55)
where the constant of integration was determined by assuming that at the 
grounding line, x = xg, the ice thickness is hg and the mass flux is qg. If this 
expression is unsealed, we recover the solution of van der Veen (1999).
To conclude the treatment of the ice shelf, it is necessary to find a relationship 
between 8 and £. This can be carried out by evaluating the horizontal force 
balance in the ice shelf, which results in 8 ~  £ as shown in appendix A.2 , page 
111. The force balance is then
- b l  + 2(,T'Qxlbw = 0, (2.56)
and implies that r[ixx =  Abw, which is the result obtained earlier (see 2.48).
The stresses in ice shelves can now be determined. Scaling the relation between
stress, deviatoric stress and pressure, (2.4), we obtain =  —p8ij + 8t[-. The 
normal stress is therefore
rxx =  - p  + <Kr*, (2-57)
in the case of a freely floating ice shelf. When the flow is constrained by back
pressure, the normal stress is
rxx = ~p +  8t'Qxx -  p b. (2.58)
Inserting the results for p, and t'Qxx given by (2.40) and (2.48), and using
h = (8 + l)bw and £ =  8, we obtain
. . 8 h
txx =  ~{s - z )  + ^ -+  -  -  pb. (2.59)
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The shear stress follows from (2.45), and (2.48)
2.5 Scale analysis o f the transition  zone
In the vicinity of the grounding line, there is a region of transition between the 
different ice sheet and ice shelf flow regimes. It is expected that both shear 
and normal stresses are of the same order [t£ J  — [ r 'J , which requires solving 
the full Stokes equations. As the flow is still driven by gravity, the ratio of the 
deviatoric stresses and pressure will be small A =  [t'J/[p]. The length scale of 
transition zones is unknown, but is assumed to be smaller than the ice sheet 
and ice shelf length scales, so that [#] =  [z]. Using the following scaling, (see 
Table 2.3 for their origin),
(£/, W) = [u](u,w), (A, Z, B,S,  L) = [x](x, z,b, s,l), (2
( M s , M b) = [m j(m a,m 6), (P ,T ,P fc) =  [p](p,r,p6), ('T'XX, T ’XZ) = ^{v\(t 'x , i
with the pressure scale [p] =  Pig[z], velocity scale [u] =  [z\[t ' x^ \/p =  [iu], and 
depth scale [z] = > results in the scaled governing equations
du dw
d x ^ d z  
dp ( dr' dr' \
+  A - f* -  +  =  °>dx \  ox oz )
dp + x ( d l k  + ? l k \  - i
d z + X \ d z  + dx ) ~ h  
du 1 / _  1 /
dx  =  2Txx =  _ 2 r“ ’
1 ( du d w \  1
2 ( a z  +  9 x ) =  2 Txl' ^2 '62^
At the ice upper surface, the kinematic and stress free conditions apply. At the 
lower surface the boundary conditions are either the boundary conditions for 
the ice sheet x < xg, or the ice shelf x > xg, so the scaled boundary conditions
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Variable From Order Scale
X M [x
X, B , S M
Ms [mj Ms]
P (2 .6 3 ) Pi9[*\ p.sH
U (2 .6 5 ) M M / M M M s]/M
w (2 .6 ,) M M /M M
VX X (2 .6 4 ,5) M JM /M m
TL (2 .6 2 ) M M /M AM
Tb (2 .10) Kpt,/\[z] [z]
T ,Pb (2.4) [p] M
Table 2.3: Determination of the scaling factors for the transition 
zone problem. The choices [z] = [a;], [w] =  [ z] [ t ' x z \ /  p  — [u] and 
[ r 'z] =  [t'xx\ — Pig[z]A have been used to obtain the last column 
entries.
are
ds
- ( - p + A r ' J  —  +  At ' 2 =  0,
ds
~ XT'xzdx - P  +  Ar”  =  0,
ds [mJ- u —  + w  = — - m a, dx [u\
w  =  0, u — (3rb =  0,
/ - \ / \ f   pw . . db
( P+ Txx)g^ Tx z -  — (
A4 £ + P - A r ' 2 =  ^ - 6)
db [ras]
u -  w = -f^-rrib,
dx [u\
where (3 =  7 /i/A [z] arises from the scaling of the sliding law. We have left 
in the kinematic equations (2 .6 8 3 ,7), because at present we do not know 
what this quantity should be. We have assumed constant accumulation over 
the marine ice sheet, the accumulation scale is therefore determined by the ice 
sheet scaling. At present, we assume that is small, such that to lead order 
the right hand side of the kinematic equations are zero. We will show that this 
assumption is valid, when we link the sheet, shelf, and transition zone scales.
at z = s,
at z = s,
at z = s,
at z = 0 , X  < X g ,
at 2 — 6, X  >  X g ,
at 2 =  6, X  >  X g
at 2 =  6, x > xg.(2.63)
The lead order vertical momentum can be integrated with respect to z to get 
the lead order pressure
Po = ~ z  +  s , (2.64)
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where the constant of integration was found from (2 .6 3 2 ). However, as for 
the ice shelf, application of the lower surface condition for the pressure (2 .6 8 5 ) 
yields
This expression has already been encountered in the ice shelf scaling analy­
sis (see (2.41) page 37), and allows the determination of the upper surface 
thickness above sea level sw. Following the arguments shown in the ice shelf 
scaling analysis, the upper surface in the transition zone can be expressed as 
s = Xsw +  Z, which implies that to lead order the upper surface is flat and at 
sea level, as stated in Chugunov and Wilchinsky (1996). On this surface, there 
is no vertical velocity (from (2.63a), with =  0  and < <  1 ), and the shear 
stress vanishes (from (2.63i) combined with the assumption that 5 ~  A, and 
knowledge that po = 0 due to (2 .6 3 2 )). The correction to the flat upper sur­
face, sw, follows from the O(A) stress condition (2.632): ~{p\ -  sw) +  t'Qzz = 0, 
hence sw = p1 — Tqzz, and the upper surface profile is
The shape of the lower surface downstream from the grounding line is unknown, 
and requires solving the full Stokes equation. From equation (A.7), derived 
page 1 1 1  and used to establish the scaling relation between the deviatoric shear 
and normal stresses in ice shelves,
one can see that for the relations [ r 'J  ~  [t 'x], and [z\ ~  [a:] to hold, it is
surface deflections are therefore large, and result in a free surface problem 
depicted in Figure 2.2. The lower surface deflection cannot be solved by per-
the free surface, pressure and deviatoric normal stress are obtained, the upper 
surface correction follows from the analytical expression (2.66). This approach 
for gaining insight into transition zones, with a grounded ice sheet frozen to 
the bedrock, was taken by Chugunov and Wilchinsky (1996).
(2.65)
s — A sw +  I — A(pi — Tqzz) +  I. (2 .66)
(2.67)
necessary for the scaled surface gradient to be an 0(1) quantity. The lower
turbation methods, and have to be evaluated numerically. Once solutions for
To close the transition zone problem statement, it is necessary to prescribe 
matching conditions, which reflect the expectation that far from the grounding 
line, the flow tends to the ice sheet and ice shelf flows. This requires first finding
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No vertical velocity, No shear stress
z = 1
Sheet
flow
Shelf
flow
z = b
z = 0 t Water stressesxg
No vertical velocity 
Sliding law
F ig u re  2.2: Lead order transition zone problem. The upper surface is flat and set to sea 
level, while the lower surface downstream from the grounding line needs to be determined.
a relationship between the scales of the ice sheet, ice shelf, and transition zone, 
which is the aim of the following section.
2.6 Linking the scaling for the ice sheet, tran­
sition  zone, and ice shelf regions
To conclude the analytical analysis of marine ice sheets, we need to establish a 
relationship between the scales of the ice sheet, transition zone, and ice shelf. 
By requiring that the mass flux in the problem is conserved, we can find a 
relationship between e, and A.
Horizontal mass flux is obtained by integrating the horizontal velocity with 
respect to z, leading to a mass flux scale [q] =  [u][z\. In the ice sheet the 
velocity scale was set to [u] = [z][r'xz]/p, with [t'xz] =  s\p] and [p] =  Pig[z\ .  The 
ice sheet mass flux scale is therefore
The velocity scale in the transition zone was chosen [it] =  [z}[t 'xz\/p,  with 
lTxz] =  [Txx\ — [^p]> hence the mass flux scale in the transition zone is
[fe] = (2.68)
[ft.] =  A— f e ] 3. A4
(2.69)
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Finally, the velocity scale in the ice shelf was set to [u] =  [x] [t'x x ] / p ,  with 
[ r 'J  =  6 [p] and 8 =  [2 ] / [a;], so the mass flux scale in the ice shelf is
The mass flux in the problem becomes when scaled Q = [q3t]qst — [QtzlQtz — 
[qsf]qsf, so the relationship between e and A yields
The depth scales in the ice sheet, transition zone, and ice shelf are related via
[ft*] (eq*  V/3 c =  f  Qaf_\ 1/3 c [zaf] ( eqat\ 1/3
[zst] \Xqtz) 3U [zaf] \ ^ q t z )  s /’ [zat] \ q sf )
As discussed in the previous sections, typical values for the dimensionless pa­
rameters are e ~  0.001, A ~  8 ~  0.1, which implies that there is a change 
in depth scale in marine ice sheets. Assuming that qst ~  qtz ~  qsj, then 
(^ st ~  0.21 and ( sf  ~  2.15. If the depth scale in the ice sheet is [zat\ ~  3.8 km, 
then [ztz\ 818 m and [z sf ] ~  318 m. These values agree with observations of 
the grounding zone of Ekstromisen, East Antarctica, which has a thickness at 
the grounding line of 915 m (Mayer and Huybrechts, 1999).
If we substitute the definitions for e and [zat] (defined page 31), in (2.72i), we 
can express the depth scale in the transition zone in terms of known quantities
which is the same expression as Wilchinsky and Chugunov (2001). In the 
analysis for ice sheets, the velocity scale [wat] was set to the accumulation 
scale [mat] which is a measurable quantity. The horizontal length scale [xat] is 
also a known quantity. Following Chugunov and Wilchinsky (1996), we define
(2.70)
(2.71)
(2.72)
r _  13 e r _  13 1 /  W / *  V /7 K i M 1:>i|2V /4 ( [ m st\n[xst\ \
M  =  ^ [2stl =  s = (2'73)
£
so that the depth scale in the transition zone yields
[mat]p[xat]
(2.74)
Qo =  [mst][x3t] = f * 9 Msd X , the mass flux at the grounding line, and recover
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their expression for the depth scale at the grounding line
<!7s>
Similarly, the depth scale of ice shelf follows from
[  ]3  =  £ [ 2 a ( ] 3  =  ( 1 / 4  (  3 / 4  =  ( h s k M )  ,  ( 2 . 7 6 )
\ P i 9 [ x st]2 J  \  P i9  J  \  Pi 9  )
and making the substitution [zsf] =  S[xsf], we obtain
M  =  f ^ ) 1/!. (2.77)v pigS[xsf\ J
That is, a depth scale similar to Wilchinsky and Chugunov (2001).
To conclude our scale analysis of marine ice sheet, we can use the relationship 
between the depth scales of the ice sheet and transition zone, to obtain the 
order of the sheet scaled variables in terms of the transition zone scaling. These 
are obtained by rescaling the transition zone scaled variables to recover the 
sheet governing equations. For example, the substitution ztz =  ([zat]/[ztz])zst 
allows the rescaling of the depth (in transition zone scales) into scaled sheet 
variable. The rescaling relations, from the transition zone scales to the ice 
sheet and ice shelves scales, are shown in Table 2.4.
From Table 2.4, we can see how flow variables vary between the three distinct 
regions of marine ice sheets. In the transition zone scales, thickness in the 
vicinity of the grounding line are 0(1) quantities. Compared to transition zone 
thicknesses, ice sheet typical thicknesses are 0(1 /(,st) hence larger, while shelf 
thicknesses are 0(1/C,/) and therefore smaller. Ice sheet horizontal velocities 
~  0 ( ( st) are smaller than transition zone velocities, which are in turn smaller 
than ice shelf velocities (~  0(1/S(^)) .  Vertical velocities are higher in the 
transition zone in ice sheet or shelf regions, since these are ~  0(e (st) and 
~  0(1/Cs/) respectively. Deviatoric shear and normal stresses also increase in 
the transition zone, compared to the ice sheet and shelf regions. Ice sheet and 
shelf analytical solutions are expressed in transition zone scales in Table 2.5.
We can now justify our assumption of vanishing accumulation in the kinematic 
equation, scaled in the transition scales (2.63a). The accumulation scale in the 
problem is set by the ice sheet scaling. Thus starting with the kinematic
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Scales Order (transition zone scaling)
Variable TZ Sheet TZ Shelf
Z , L , B [ * * ] 1 /C .t 1 1 /C ./
X M 1 /fc C .t) 1 1 /(* C ./)
P Pifffaz] 1 /C .t 1 V C ./
Txx S\P tz] 1 1/C./
Txz &\ptz] c 1 V C af
u [Utz\ Cst 1 ! / ( * & )
w K J ^Cst 1 1/C2,
Table 2.4: Scaling relation for the transition zone and order of sheet, shelf and
transition zone scaled variable in terms of transition scales, e and d  have their usual 
definition. The rescaling from transition zone scaled depth to sheet scaled depth, uses
the transformation ztz = (1/Cst)zst, with Cst =  j—j =  ( f ) 1^ 3 ~  0.21 when e ~  0.001 
and S ~  0.1. Similarly, the transition zone to shelf scales conversion introduces
<>f =  f c i  =  ( x >1/3 ~ 2-15-
Variable Sheet From
V s — z (2.22)
u
-  / v , ^  ^  ~ “ )  ~ X ^  ,
(2.24)
w - x  (0) H  +  i  ( i ) 2 ( i + 0 * ) (2.25)
T 'xz (2.23)
T 'xx x ( 0 ) ( t - ^ - A / 3 S) - 1 ( | ) 2 (Z +  A/3) (2.26)
h (—6 msA(x2 -  x2p) +  h 4Q) l f 4 (2.32)
Variable Shelf From
V s — z (2.64)
u 1 (2.52)
w 8 I S + I ) ( z  b ) + U Z (2.50)
T 'xz
1 ( d s  6 d h \  /  \  
A \ d x  2 (5 + 1 ) d x  J V* ^ / (2.45)
T 'xx
I—b h 
4 —  4(5+ 1) (2.48)
h /  ( x - x „ )  , r - 2 V 1/2  \ 4 ( S + l ) q g ^ n 9 J (2.55)
T'xz ( a x  2 (5+ 1) d x )  z ) (2.60)
Txx ( S  Z ) +  4 (5 + 1 ) Pb (2.59)
Table 2.5: Ice sheet and shelf variables in transition zone scales.
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equation in the ice sheet scales (2.19a)
'U'st r\ “I-  'uist Tnai (2.78)
we rescale the sheet scaled variable into transition zone scaled quantities using 
Table 2.4, that is
Usi — — V>tz, ~~ Wtzi Zst Cst^tzi %st &Cst%tzi (2.79)
S>St £ist
to obtain
Now e ~  0.001, and (st ~  0.21, the product £(,st ~  0.00021 is indeed small. 
The scaled kinematic equation, in the transition scales, is therefore
To gain insight into the behavior of marine ice sheets it is necessary to solve 
the incompressible steady state Stokes equations, subject to different boundary 
conditions depending on whether the ice is grounded on the bedrock or floating 
over water. The upper and lower surface shapes are unknown, and are part 
of the solution that we wish to determine. Solving the full Stokes equations 
analytically is a very difficult task, however by considering a marine ice sheet as 
three separate flow regime: the ice sheet, transition zone, and ice shelf allows 
the determination of the key features of marine ice sheets. In the ice sheet 
and ice shelf, the geometry of the problem, and expected flow properties allow 
the simplification of the governing equation via scale analysis. Solutions for 
the flow field variables and surface profiles can be obtained. In the transition 
zone, scale analysis does not allow a simplification of the governing equations 
and the full Stokes equations need to be solved. The transition zone does not 
appear to have an analytical solution, hence the need to use numerics in order 
to shed light into the behavior of marine ice sheet. Far from the grounding 
line, it is expected for the flow field to tend to the ice sheet and shelf flow,
(2.80)
(2.81)
2.7 Chapter sum m ary
Chapter 2. Physical and mathematical model of marine ice sheets 48
and these solutions can be used as input-output conditions for the numerical 
model, which is developed in the following chapter.
Chapter 3
Form ulation of a numerical 
m odel for marine ice sheets
In this chapter, we develop a numerical model which will enable the study of the 
transition zone in marine ice sheets. The problem set up and solution method 
is described in section 3.1. The numerical model for the Stokes equations is 
developed in section 3 .2 , while the evaluation of the free surfaces from the 
kinematic equation is explained in section 3.3. Testing of the numerical model 
is carried out in section 3.4.
3.1 Problem  set up and boundary conditions
We have seen in chapter 2 that the shallow ice approximation does not hold 
in the vicinity of the grounding line. However, far from the grounding line, we 
expect the flow to tend to ice sheet and ice shelf flow, so we can assume that 
the flow is continuous between each region. Ice sheet and shelf solutions, once 
rescaled in the transition zone scales (Table 2.5, page 46), provide inflow and 
outflow conditions along with initial starting domain.
The bedrock underneath the ice sheet is taken as the horizontal, and the 
grounding line is set to x = 0, z = 0. Downstream from the grounding line, 
we place no constraint on the sea floor configuration. With an initial thickness 
at the grounding line hgi, the sea level lies at / =  hgi/(6 +  1). Both grounding 
line position and sea level will remain fixed throughout the computations.
49
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1.2 ' '  ^ Sea level.
o
-5 -4 -3 -2 -1 0 1 2 3 4 5
Distance from grounding line
Figure 3.1: Initial mesh for mass flux q =  0.333, hgi — 1, A =  0.1, S =  0.1. Sea level lies 
at z = 0.909, as indicated with the black line.
The ice sheet and ice shelf profiles become, when expressed in transition zone 
scales,
The starting mesh corresponding to mass flux at the grounding line qg =  0.333, 
A =  0.1, S = 0.1, and thickness at the grounding line hgi = 1, is shown 
in Figure 3.1. The mesh has nine evenly distributed nodes per ice thickness 
in the vertical direction (for an unit thickness, the spacing between nodes is 
Az = 0.125). The horizontal span is -5.5 < x < 5.5. The horizontal spacing 
varies according to distance from the grounding line and is gradually refined 
near the grounding line. Maximum horizontal spacing, A x  =  0.25, is set for 
—5.5 < x < —4, and 4 < x < 5.5, while the two ice lengths on either side of 
the grounding line have spacing Ax = 0.125.
h (-6 m sA(x2 -  x2g) +  h4giy ^  when x < xg,
h n r r v ^ r  + C ' 2)  when (3-i)
In this domain, we solve the Stokes equations, scaled in the transitions scales. 
The numerical model will solve the momentum equations expressed in terms 
of velocity and pressure,
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These follow by substituting deviatoric stresses by the flow laws, (2.624)5) page 
40, into the horizontal and vertical momentum equations (2 .6 2 2,3)-
At the upper surface, we prescribe the stress free condition
r  • ns =  0. (3.3)
On the lower surface, upstream from the grounding line (including the ground­
ing line node), we set velocity conditions (2.633). Downstream from the 
grounding line, we impose stress conditions (2.634)5). The conditions on the 
lower surface are therefore
w =  0, u — /3rb = 0, at z = 0, x < xg,
r  • nb = - (8  -1- 1)(/ -  b)nh, at z =  6 , x > xg. (3.4)
The sliding law is a Robin condition, where both velocity and basal shear 
stress are unknown. This choice is motivated by the expectation that in the 
vicinity of the grounding line, the basal shear stress will not equal grounded 
ice analytical expression, more specifically txz =  -y§%-
Inflow conditions are set to ice sheet velocities,
“  =  ~ s z )  ~ Xf)s
1 ( d2s \  ( z3 sz2 „ \  1 ( d s \ 2 f  z2
w =  +  U +/3zJ -  (3-5)
For outflow conditions, we prescribed shelf stresses,
5h
T*x =  - ( S - 2 )  +  i ( Y ^ 5 )  ' P I ”
( ds 8 d h \
T~  =  (3-6)
The solutions obtained on the guessed initial domain, will generally not satisfy 
the remaining kinematic conditions (2.633,6), which as shown page 47, becomes 
in the transition scales
at z = s,
at z = b, x > xg. (3-7)
ds
— U —  + 1 1 7  =  0, ox
9bu -  w =  0,
ox
Chapter 3. Formulation of a numerical model for marine ice sheets 52
These are used to update the free surfaces, with the method described in 
section 3.3, and will result in the computational domain for the next iteration. 
The iterative process of solving (3.2) subject to conditions (3.3), (3.4), (3.5), 
(3 .6 ), on the new domain is repeated until a steady state solution is reached, 
that is when the maximum change in variable is less than 1 0 -5.
The assumption of a fixed grounding line, allows us to ignore grounding line 
migration in the first instance. Once a steady state has been reached, we 
check whether the grounding line position would remain unaltered, had we 
considered grounding line migration. The grounding line advances, when the 
shelf lower surface gets into contact with the sea floor. Grounding line retreat 
would occur, if water pressure exceeds ice normal stress on the bedrock. As 
discussed in section 1.3, the contact conditions follow from the problem of
subglacial cavitation. In our problem set up, the contact conditions are
6 > 0 , when x > xg,
t z z+Pw<  0, when z = 0, x < xg. (3.8)
The basal normal stress, Tzz, follows from the definition (2.4), Tzz = —P  + 
T'zz = — P — T'xx, where we have used mass conservation for the substitution
T'zz — —Txx. In the transition scales, the basal normal stress
rzz = - P ~  Ar'x, (3.9)
is compared to water pressure,
pw = (6 + l)(l -  z). (3.10)
Having described the approach taken to model the flow in transition zone, we 
turn our attention to the actual finite element model, and determination of 
free surfaces. In the following discussion, variables are not scaled. Capital 
letters therefore no longer imply unsealed variables, as in this section and the 
previous chapter.
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3.2 F in ite elem ent form ulation o f the Stokes 
equations
The following sections lay the foundations of the numerical model, which for a 
given domain returns the velocity and pressure fields, by solving simultaneously 
mass and momentum equations.
3.2.1 Overview of the finite element method
The finite element approximation is based on the concept that the numerical 
domain, fJ, can be discretized by a mesh of finite elements. Within each 
element, the unknown function u is represented by an interpolating polynomial, 
or a finite series approximation fi, so that
N
u ~  u = '^2/ Uj(f)j, (3-11)
j=1
where Uj are the undetermined coefficients, whose values we wish to find. The 
shape function (or basis function), is a known polynomial, and N is the
number of nodes inside the domain and on the boundary. The aim of the
finite element method is to determine the unknown coefficients such that the 
approximation ft is as close as possible to the true solution u. Since u is an 
approximation of the desired solution u, when substituting u by u in the partial 
differential equation
L u - f  = 0, (3.12)
where L represents any operator, one will get an error, or residual,
R = Lu — f.  (3.13)
The aim of the method of weighted residuals is to select the undetermined 
coefficients, such that the residual is minimized. This is accomplished by 
setting the integral, over the numerical domain fi, of the residual to zero
f RdQ = 0. 
Jn
(3.14)
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However this generates only one equation for the N unknowns Wj, so the resid­
ual is weighted by the w{ to get one equation per unknown:
The method of weighted residuals can be viewed as a scheme in which residuals 
are forced to zero by making them orthogonal to the complete set of functions 
Wi. This follows from noticing that the above equation is in fact the definition 
for the orthogonality of the two functions R  and Wi. In the Galerkin method 
the weighting function is chosen to be equivalent to the basis function, but an 
other possibility could be to use the Dirac delta function. This later choice of 
weighting function is referred to as the collocation method. The advantage of 
the Galerkin method is that in certain cases (such as the steady Stokes equa­
tions) it provides the same discretized equation as the Rayleigh-Ritz method, 
a method based on variational calculus (Lapidus and Pinder, 1999).
In developing the discretized equations, applying the divergence theorem al­
lows the reduction of the order of the highest derivative, along with incorporat­
ing the Neumann boundary condition (traction conditions) into the problem. 
This will be seen later on during the derivation of the Galerkin formulation 
of the Stokes problem. The integral formulation of the original equations is 
often referred as the ‘weak formulation’, because the original set of governing 
equations and boundary conditions are only satisfied in an averaged integral
3.2.2 Weak formulation of the Stokes.equations
The Stokes equations can be expressed in term of many different variables, and 
therefore many possible finite element castings of the Stokes equations exist. 
In the previous chapter we introduced a formulation in terms of deviatoric 
stresses and pressure, but the number of primary unknowns can be reduced 
by using, for example, the stream function and vorticity 77. This choice can 
be computationally attractive, as the stream function automatically satisfies 
mass conservation, thereby reducing the number of equations to be solved 
simultaneously to V2^  =  —rj and V 2?7 =  0.
Different variations of the Stokes equations are discussed in section 10.1 of 
Lliboutry (1987). For our model, we chose a mixed formulation with the 
primary unknowns being velocity and pressure. The model will therefore solve
(3.15)
sense.
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simultaneously the horizontal and vertical momentum equations along with the 
mass conservation equation. Although computationally expensive, this choice 
allows a simple implementation of the boundary conditions encountered in our 
problem, and can be easily extended to include a non-linear flow law.
To obtain the weak formulation for the steady Stokes equations corresponding 
to (3.2), we follow the procedure for the Navier-Stokes equations described in 
section 3.12 of Gresho and Sani (2000), but exclude the advection term, and 
the time derivative. Starting with the horizontal momentum equation
V - r x + gx = 0, (3.16)
where gx and rx are the horizontal components of gravity and of the stress 
tensor respectively, the first step is to multiply by a weighting function (j) and 
integrate over the domain fi:
jJn <f>(S7 ■ rx + gx)dQ = 0. (3.17)
The vector identity V • (</>Vtx) = V</> • rx + cj)V • rx is used to rewrite the integral 
equation as
/  V • (0Vrx)df2 — /  V</> • rxdfl + /  (f>gxdFl = 0. (3.18)
Jn Jn Jn
Application of the divergence theorem on the first term of the above equation 
yields
/  (f>n-Txd r ~  /  V0 • rxdfl +  /  (f)gxdfl = 0 , (3.19)
Jr Jn Jn
where T is the boundary of the domain. This step allows the introduction of
the Neumann boundary condition since n  • rx =  Fx is the applied traction in
the x-direction. The horizontal component of the stress tensor, expressed in
term of viscosity, velocity and pressure is
/  du \  ( du d v \
rx =  e^ 2 /i- - Pj + e ^ -  +  - J .  (3.20)
Inserting this definition for rx in (3.19), expanding the dot product, and sep­
arating the unknown and known forcing terms, results in
[  ( d(f>du d(j)du\ f  d(f) dv
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The weak formulation of the vertical momentum equation is obtained by fol­
lowing the same steps. Beginning with
V • rz +  gz = 0, (3.22)
where gz and rz are the z-components of gravity and of the stress tensor, the 
latter defined as
f  du d v \  (  dv \  , ,*■■=**•(& +as)+c*(2/‘&-jy {3-23)
results in the following expression for the weak form of the vertical momentum 
equation
f  ( d(f)dv d(f)dv\ f  d(f)du
Jn \ 2^ z d - z  +  dQ + Ja t idx~dz
-  J  = J  <t>9zdO. + J  4>Fzdr ,  (3.24)
with n  • tz = Fz the applied traction in the ^-direction.
Finally, the weak formulation of the mass conservation is simply
f , ( d u d v \
where -0 is a weighting function related to the pressure.
Boundary conditions that are appropriate to this weak form of the momentum 
and mass conservation equations are velocity conditions (Dirichlet conditions 
on TD) and traction conditions (Neumann conditions on TN). Thus suitable
boundary conditions for u on the boundary T =  are either
u = u on r£ , 
du \  ( du d v \  ^n  • t x = nx ^2/z—  -  p j  +  nzp +  —  J = Fx on . (3.26)
Similarly, the boundary conditions for v on the boundary T — can
take the forms
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Pressure boundary conditions are not allowed, otherwise the conservation of 
mass would no longer hold (Gresho and Sani, 1987).
3.2.3 Galerkin discretization of the Stokes equations
So far the weak formulation of the momentum equations and mass conservation 
are in the continuum. The domain is discretized using a mesh of finite elements, 
and the aim is to find a solution for the velocity and pressure field at each node. 
The velocity and pressure are therefore expressed as linear combinations of 
unknown coefficients Uj, Vj, pj and known basis functions ipf
where u , and v approximate the imposed Dirichlet condition. For the hori­
zontal velocity, Mu is the number of Dirichlet nodes, while Nu is the number 
of remaining nodes (interior and Neumann nodes). Mv and Nv correspond to 
the vertical velocity. Np is the total number of pressure nodes, since there is 
no Dirichlet condition for the pressure. The basis functions for the velocity (f)j 
and pressure ifjj are not the same for reasons discussed in the following section.
To complete the discretization of the problem, the weighting functions need to 
be defined. Here we implement the Galerkin method, by restricting the weight­
ing functions to the spaces of approximation functions used for the velocity 
and pressure fields:
u
j=i 
N v
J = 1 
M v
V
V (3.28)
$ = <f>i i =  1,2, . .  Nv,
=  fa i = 1,2, . . . ,  Np. (3.29)
Inserting these approximations for the velocity, pressure, and test function, in 
the weak formulations (3.21), (3.24), (3.25), will result in a system of algebraic
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equations, with one set of equations per unknown:
2 K x +  K z K zx Cx
(K ZX)T 2K z +  K x Cz
(<CX)T (CZ)T 0
where the superscript T indicates transpose. u = ( i q , uNu)T,
(i>i,. . . ,  v N v ) t , p =  (pi, •••,Pnp)T are the unknown nodal velocity and pressure 
vectors. The viscous matrices K x, K z, K zx are defined as
(3.30)
v -
K x /Jn /*- K ? - = [ u ^ ^ j nn dx dx ’ u dz dz ■dU- K‘f  t , .  Or
The pressure gradient matrices Cx, Cz are
cs = - / ^ dQi c ^ = -  t/ O *' JJn
d<t>i
dz
dQ.
(3.31)
(3.32)
their transposes are divergence matrices since gradF = —div.
The forcing vectors / x, f z include the Dirichlet and Neumann boundary con­
ditions and the body force
f t  =  [  4>iFxdV +  [  <f>i9xdto -  [  \p2  
J r Jn Jn L
d<j>i du d(j)i du d(f>i dv
dx dx ^  ^  dz dz ^  ^  dz dx
f  . _ JTn f  . f  [ _ d(f>i dv d(j>i dv d(j>i duf i =  (f>iFzdT + /  4>igzdfl — / |//2— —  + p — —  + pi—
Jr Jn Jn dz dz dx dx
f r = Jn
dx dz 
du dv 
dx dz
dQ,
dQ,
dfl.
(3.33)
The sparse vector f m accounts for the Dirichlet boundary condition. The 
evaluation of these known matrices depends on the chosen element, and is 
shown in appendix B.2. Implementation of the Robin boundary condition, 
u — (3txz = 0, will slightly alter the matrix formulation (3.30), as demonstrated 
in appendix B.3, but will still result in the system of linear equations
KU  =  F, (3.34)
whose solution U is obtained by Gaussian elimination.
When the ice rheology is not Newtonian, the only difference is that the viscosity 
is no longer a constant, but a function of the velocity. In Glen’s flow law, the
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deviatoric stress is related to the strain rate via
T-j =  2 piij with iij =
1 /  dui duj (3.35)
2 \ d x j  dxi
The viscosity is
1 o • —ii =  —Be n A 2
(3.36)
and the effective strain rate
2
(3.37)
The viscosity is thus a function of the strain rate, and hence a function of 
velocity. The definitions of the stress tensor are still (3.20), and (3.23) so the 
derivation of the weak formulation of the Stokes equation remains the same 
as in the case of linear rheology. However the viscous matrices K x , K z ,  K zx  
in (3.31) depend on the viscosity, so the matrix formulation of the problem 
(3.30) is now non-linear
One way to solve this system of algebraic equations is via iterative methods 
such as Picard iteration (Quarteroni and Valli, 1994).
3.2.4 Choice of element and shape functions
The computational domain is divided into triangular elements, and within 
an element there are many possible ways to approximate the velocity and 
pressure. However not all combinations lead to stable and convergent velocity 
and pressure fields. The incompressibility condition requires the velocity field 
to be divergence free, and in order to satisfy this, the pressure might become 
unstable and take spurious values. This is because of the form of the matrix
where M  is a square matrix of dimensions ( N u  +  N v )  x ( N u  +  N v ),  and G  is 
a rectangular matrix with dimensions (N u  + N v )  x ( N p ).  It is necessary for 
N u +  N v >  N p , so that there are more momentum than continuity equations. 
Otherwise, the velocity will be overconstrained, and the matrix will be singular.
K ( U ) U  =  F . (3.38)
M
G T
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The solution if it exists, may therefore be non unique. It can be shown that 
if ker G = 0, then the matrix is not singular. To have ker G = 0, the velocity 
and pressure interpolations (or basis functions) need to satisfy a compatibility 
condition, called the Ladyzhenskaya-Babuska-Brezzi (LBB) condition. Any 
element passing this stability test will converge optimally and without spurious 
pressure behavior. A complete discussion and description of the LBB condition 
can be found in Brezzi and Fortin (1991), or Quarteroni and Valli (1994).
The simplest triangular element with continuous pressure and velocity approx­
imation is the linear-linear (or I \  -  I \ )  element shown in Figure 3.2 (A). This 
element does not pass the LBB condition and is known to result in unsta­
ble pressure, unless it is stabilized, for example by weakening the divergence 
condition (that is, solving instead V • U =  e/(p), Gresho and Sani (2000)). 
Arnold et al. (1984) have shown that by adding a bubble function to the ve­
locity, the new element satisfies the LBB condition and stabilizes the pressure. 
This element, called the MINI element (see Figure 3.2 (B)), is the element 
implemented in the model developed for this research.
Figure 3.2: Location of nodal velocities (circle) and pressure (square) in the A) P\ — P\ 
element, B) MINI element.
In the MINI element, the pressure and velocity are approximated via
3
P(x,z) =
1
3
U(x,z) =Y^Uj(i>j (x,z) + ub(f>b(x ,z )} (3.39)
j=i
with the shape functions associated with each node placed on a vertex, (f>j(x, z ), 
given by
*5(*. *) =  Oj + b ^  + cjz (3.40)
The coefficients dj, bj, Cj, are chosen such that the shape functions satisfy 
(f)j(xi,Zi) = 6ij. The shape function corresponding to a given node takes on 
maximum value of one over the node, and decreases linearly to zero at the 
remaining nodes, as illustrated in Figure 3.3 (A). The bubble shape function,
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0j,(:r, z), is the product of the nodal shape functions
<h(x,z) =  270i (x,z)fa(x,z)</>3(x,z). (3.41)
The factor of 27 ensures that 0*> =  1 at the centroid, and the product of 0 i, 02, 
03 gives zero contribution for 0*, on the boundaries of the element (see Figure 
3.3 (B)). The properties of the MINI element are explored in details in section 
B.l of appendix B.
Figure 3.3: Shape functions (shaded) in a MINI element. A) Shape function 4>\{x,z) 
associated with node 1. B) Bubble shape function, (j>b.
where w , and u are the velocities on the surface. The free surfaces are deter­
mined by iterative methods, we thus need to establish a recurrence relation 
which will project the solution for the surface at the end of a time step, using 
known values of the velocities and surface at previous time steps. The cho­
sen method is the “two step Lax-Wendroff” method. This section is based on 
chapter 19 of Press et al. (1992), and chapter 6 of Lapidus and Pinder (1999).
In this method, the time and space derivatives are approximated by finite dif­
ference methods, in which the derivatives follow from truncated Taylor series. 
Time is discretised into a series of equal steps A£, while the horizontal spacing 
between nodes is Ax.  At a time step n and position corresponding to nodal 
value j , the space derivative is approximated by central differencing of the
A )  z B )  z
3.3 D eterm in a tio n  o f  free surfaces
The free surfaces are determined by seeking steady solutions to the kinematic 
condition
(3.42)
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surface at adjacent nodes
f)hn hn — hn onj _  nj+i nj -1 (3.43)
dx 2Ax
while the time derivative is approximated by forward differencing with a twist: 
dhj  ft"+1 -  h] K"+1 -  |  (ft"+1 +
dt A t  A t
(3.44)
The substitution of ft" by its average |  (ft"+1 +  />"_,) stabilizes the forward 
Euler method. As it stands, inserting the approximations for the derivatives
(3.43) and (3.44) in the kinematic condition, constitute the Lax-Wendroff re­
currence relation:
= w"At -  unA t  ( ft?+12~ xfe?~1)  +  I  (A?+i +  hU )  ■ (3-45)
However this method suffers from strong numerical dissipation. One way to 
reduce the amplitude damping of the Lax-Wendroff scheme, is to introduce a 
half time step tn+1/ 2 , and half step points corresponding to new
mesh positions £ 7- 1/ 2 , £ 7+ 1 /2  respectively (see Figure 3.4). The half step point 
values of hn+}(? and are calculated with the Lax-Wendroff recurrencej - l / 2  j  + 1/ 2 ’
relation:
hT-m  =  \^ U  + -  \ ( uU  +  +n)A t + 1 W  + ’
h7 t $  =  s K + 1 + wD At -  + uD A t  +  J  (*”+1 + hn) ■
(3.46)
Central differencing for the space and time derivatives is then carried out for 
the point
hn+1 - h n ( “  hT\/2 \
- 1________ L =  w n -  u n I • 3 1 _____ 3 1  I ( 3  47)
2At  W’ 3 \  2A x  J  [6An
which leads to the two step Lax-Wendroff recurrence relation
h]+1 = 2w"Af -  2u]At  ,+1/22A xJ~1/2 ) +  h7- (3-48)
Stability analysis of this equation shows that this recurrence relation is stable
if the Courant condition, uAt < A x , is satisfied (Press et al., 1992).
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Time
n +1
n +1/2
n
>  Space
j+1j -1/2 j +1/2
Figure 3.4: Illustration o f th e  tw o step  Lax-W endroff m ethod. T h e half steps p oints are 
show n in gray. Black lines connect points that are used in the calculation  o f space derivatives, 
w hile gray lines correspond to  tim e derivatives (P ress et al., 1992).
3.4 T estin g  th e  num erical m od el
The first test for the numerical model is a check that the basic differential 
equations,
du dw
a i + d r - 0.
dp d2u d2u
dp d2w d2w
~ Y z + ^ +M^ = 0 ' (3.49)
are properly resolved. We do so by investigating the solutions for the velocity in 
a simple Poiseuille flow, when either Dirichlet or Robin boundary conditions 
are prescribed. In the second test, we are concerned with the resolution of 
singularities: the sharp change in basal boundary condition on either side of 
the grounding line is expected to lead to a pressure singularity at the grounding 
line. The model is tested against a stick-slip flow, which gives rise to a pressure 
singularity. The third test focusses on the determination of free surfaces from 
the kinematic equation
dh. dh
(3.50)
 
~di =  w ~ ud i '
The model is subjected to the die-swell problem, which combines Stokes equa­
tion and free surfaces. In the final set of tests, we focus on the transition zone, 
and investigate the effects of domain length, mesh discretisation, and initial 
domain. We also check that mass and momentum are conserved.
Chapter 3. Formulation of a numerical model for marine ice sheets 64
3 .4 .1  P o i s e u i l le  f lo w
A simple test for our numerical model consists of a flow in a channel, driven 
by a horizontal pressure gradient, subject to boundary conditions
u — /3rxz = 0 , w =  0 at z = 0,
rxz = 0, w =  0 at z = s, (3.51)
where the shear stress is related to the velocity via rxz =  /i|^ , with p the 
viscosity. The problem under consideration is depicted in Figure 3.5.
Txz=0, w=0
u - pXxz =0. w=0 4
F igure 3.5: Problem set up for Poiseuille flow. PS stands for (3.532).
In Poiseuille flow, there is no vertical motion. The governing equations (3.49) 
reduce to
du
d x ~  '
d2u dp 
^ d z 2 dx (3.52)
An analytical solution is obtained by integrating (3.522) twice with respect to 
z, and application of the boundary conditions, results in
( \ dp ( ^TX2 ( x , Z )  =  f a ( Z - S ) ’
- i s  (£-")-»!•
w(x:z) = 0. (3.53)
The numerical velocity fields corresponding to a pressure gradient ^  =  —2, 
viscosity p — 5, channel height 5 =  1, grid spacing A x  = A y  =  0.1, and f3 =  0 
or (3 =  0.1 are shown in Figure 3.6.
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F igure 3.6: Velocity flow field in Poiseuille flow. The lower boundary condition is set to
A) u =  0, B) u — 0txz — 0 with 0  =  0.1.
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F igure 3.7: Difference between analytical and numerical solutions for the horizontal ve­
locity A), C), and vertical velocity B), D). Panels A) and B) correspond to the case with 
imposed Dirichlet conditions, while in C) and D) a Robin condition (with 0  =  0.1 was 
prescribed at the lower boundary.
In the case where f3 =  0, the lower boundary is a Dirichlet condition u = 0. 
The numerical horizontal velocity increases with height, and reaches maximum 
value 0.2 at the upper surface. The vertical velocity should be zero everywhere, 
but the numerical value ranges between —3.19 x 10-5, and 1.12 x 10~5. The 
differences between analytical and numerical velocities are displayed in Figure 
3.7 (A) and (B). The maximum disagreements are 6.75 x 10-5 and 3.19 x 10-5 
for the horizontal and vertical velocities respectively. The strongest differences 
are in bands adjacent to the boundary walls (of width comparable to two 
elements), and correspond to adjustment to the imposed boundary conditions.
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The effect of setting Robin boundary conditions is now considered. With p = 
0.1, the numerical horizontal velocity varies between 0.2 and 0.4, as expected 
from the analytical solution. The vertical velocity takes values between 2.12 x 
10-4 and 5.69 x 10-4. Comparing the numerical results with the analytical 
solutions (see Figure 3.7 (C) and (D)), the differences in velocities are again 
of order 10-5, except for the two corners at the lower boundary. There, the 
maximum differences are —0.0013 for u, and 5.69 x 10~4 for w. These corners 
are the junction between the inflow-outflow Dirichlet conditions (where the 
velocity is known), and the lower boundary with Robin condition (where the 
velocity is unknown). As shown in Figure 3.8, the change in condition only 
affects the first and last Robin nodes at the lower boundary.
0.24
0.22a
0.2
0 1 2  3 4
x
F igure 3.8: Effect of changing the type of boundary condition, at a corner, on the horizontal 
velocity. Shown are numerical (blue dots) and analytical (red circles) velocity nodal values 
over the domain length, and at heights z = 0, z =  0.1.
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3 .4 .2  S t ic k - s l ip  f lo w
The Poiseuille flow problem studied in the previous section, has shown that 
the numerical velocities are in good agreement with the analytical solutions. 
We now would like to test how the model responds to singularities in the flow 
field, and consider a stick-slip flow presented in Figure 3.9. The change in 
lower boundary condition will give rise to a pressure singularity.
Txz=0, w=0
Txz=l, w=0 Txz=0, w=0
B)
n  0.5
•2 -15 -05 0.5 1.5
F igure 3.9: A) Problem set up for stick-slip flow. B) Velocity flow field.
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Unlike the Poiseuille flow problem, the governing equations cannot be simpli-
fied, and we seek solutions to the full Stokes equations, subject to 
conditions
w = 0, 1 dpu = p dx ( R > at inflow,
w = 0, Tr z = o, at outflow,
w =  0, Txz =  0, at z = 1,
w =  0, Txz =  1, at x < 0, z = 0,
w = 0, Txz =  0, at x  > 0, z =  0. (3.54)
To simplify the problem, we work in Fourier space. The governing equations 
and boundary conditions are Fourier transformed using
/ OO
f{x)eik*dx. (3.55)
-oo
The governing equations are then
• i - du)- i k u  +  —  =  0, 
dz
• » - » o ~ d2'«ikp -  k pu  +  = 0,dz1
dp , ,  „ d2w- — - k  fiW + i i ~  = 0, (3.56)
and the boundary conditions yield
w — 0 , f xz =  0 , at z =  1 ,
w = 0 , txz = 7rS(k) -  7 , at z =  0 . (3.57)k
The condition for the shear stress at the lower boundary contains a delta 
function. We therefore need to find solutions which include delta functions. 
We do so by dividing the problem into two parts, and seek solutions for k = 0,
and k 0 separately. This distinction will allow us to find solutions which are
only non zero at k = 0, namely delta functions. The solution to the problem 
in the Fourier domain, is then the sum of the solutions to the cases k =  0, and
k ^  0, whose determination is carried out in appendix D, and result in the
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following expressions
k sinh(A:)
fc^ O fc=0
. k cosh(&2 ) +  zk sinh(/c) sinh(/c — kz) — sinh(A:) cosh(A;2: — k)
uik.z) = —i --------------------------------- —---- , 9 ■ .------------------------------
2/u&2smh (k )
 ^   y.  — ■' ........——✓
k^O
+ H? + ™ ~ 4 )  *(fc);
k = 0
sinh(kz) — z smh(k) cosh(k — kz)
W{k' Z) =  2fik sinh ( f c ) ---------- '
>_________________  v__’_______________ / fc=0
k^O
(3.58)
The transformation back to the space domain uses the inverse Fourier trans­
form
1 f°° ~
f i x )  = — J  f(k)e~ikxdk. (3.59)
As the expressions for p(k,z), u(k,z),  w(k ,z ), are complex, their inverse 
Fourier transform is evaluated numerically using Mathematica. However, this 
is only possible for functions that are not singular. For example, the pressure 
is singular as k approaches the origin. We can see this by evaluating the limit
cosh (k — kz) 1
kSo k sinh(/c) =  ~ k ? ’ 3^ '60^
which is singular as k —> 0. A remedy is to remove the singularity by sub­
tracting a function with the same singular behavior, but whose inverse Fourier 
transform can be evaluated analytically. We then obtain a smooth function, 
which can be inverse Fourier transformed numerically. The neglected singu­
lar behavior is then reintroduced, by adding the analytical expression to the 
numerical expression. For the pressure, we can evaluate the inverse Fourier 
transforms of p(k =  0 , 2:), and —1/k2, to obtain
1 f ° °  T
Po(x ) = 7T  /  in6{1)(k)e~lkxdk =
J — OO "
pi(x)=h r  ^ ~ e~ikx,ik=isgnx- (3-6i>
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Our semi-analytical expression for the pressure is then
p(x) =  IF T N k sinh(A;)
where IFTN[ ] denotes the numerical inverse fourier transform.
The numerical solution for the velocity flow field, is shown in Figure 3.9 (B),
The transition from Poiseuille flow velocities to plug flow velocities is gradual. 
The horizontal velocity in the vicinity of the singular point, is presented in 
Figure 3.10. The difference between semi-analytical and numerical solutions 
is maximum at the lower boundary, where the disagreement is ~  5 x 10~3.
Figure 3.10: Horizontal velocity in stick-slip flow. A) Numerical solution. B) Difference 
between semi-analytical and numerical solution.
The pressure singularity at the origin is studied in Figure 3.11. For display 
purpose, the infinite semi-analytical pressure was set to —1.5 at the origin. 
This choice does not significantly alter the solution as x —> 0. In Figure 3.11 
(C), the semi-analytical and numerical solutions start to differ at a radius 
of 0.2 from the singular point (which is equivalent to 4 nodes when the grid 
spacing is 0.05). This region is also where the mesh size affects the resolution, 
as a coarser mesh (Ax  = Az = 0.01) smoothes the singularity in Figure 
3.11 (D). For both meshes, the numerical pressure is overestimated by 0.3-0.5 
at nodes adjacent to the singular point, and underestimated at the singular 
point. The modeled pressure at the origin is —1.05 and —1.27 for the coarse 
and fine meshes respectively. The pressure solution upstream from the origin 
only deviates from the semi-analytical solution at one node from the singular 
point. Downstream from the origin, the numerical pressure takes 4 nodes to 
adjust before returning to the semi-analytical solution.
and correspond to simulation with §f =  — 1, /* =  1, * =  1, Ax = A z  =  0.05.
N
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F igure 3.11: Pressure in stick-slip flow. A) Semi-analytical solution. B) Numerical solution 
when A x = A z  =  0.05. C) Difference between seini-analytical and numerical solution. D) 
Pressure on the lower boundary. Black line is the semi-analytical solution, red circles and 
blue dots are the numerical solution for mesh spacing A x = A z  =  0.1, and A x = A z — 0.05 
respectively.
3 .4 .3  D ie - s w e l l  f lo w
Laboratory experiments have shown that a steady liquid discharge exiting a 
tube, swells up when in contact with the open air. The problem of determining 
the liquid free surface, called the die-swell problem, is a well studied numeri­
cal problem, which we will use to test the combination of solving the Stokes 
equation and determining the steady state position of the free surface.
Within the tube, the flow is a Poiseuille flow which turns into plug flow far 
downstream from the contact line. At the liquid-air interface, it is assumed 
that there is no stress. At the midplane of symmetry, which is the lower surface 
of our problem, it is assumed that there is no shear stress and no vertical flow. 
The initial numerical domain is chosen to be a rectangle of unit thickness and 
width of four thicknesses. The contact line is placed in the middle of the 
domain at the upper boundary, that is xc =  0, z =  1. The problem set up 
is depicted in Figure 3.12 (A). When the pressure gradient in the upstream 
Poiseuille flow is =  -4 , and the viscosity is set to p =  1, the boundary 
conditions are
w =  0, u =  —2 (z2 — 1), at inflow,
w =  0, Txz =  0, at outflow,
g II o Txz = at
o'II
£ II o u — 0, at x < 0, z  =  1,
cTIIb-£ at x > 0, z = h,
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where r  is the stress tensor, and h the free surface height, which we wish to 
determine.
z u=0, w=0 n.T =0
Txz=0, w=0
B)
1
N
0.5
0
2  -15 ■05 0 0.5 1.5 2
F igure  3.12: A) Problem set up for die-swell flow. B) Final numerical domain, and velocity 
flow field.
The method for solving this problem is to impose these conditions, on a guessed 
initial domain and solve for the flow field. The kinematic condition at the free 
surface, ^  -  w = 0, will then be used to update the free surface, which
will become our new best estimate of the domain. The process is repeated
until steady state positions are located, which will be the case when =
— + w = 0. This iterative method is called Picard iteration. To avoid 
large mesh distortion as the free surface is updated, the nodal spacing in the 
vertical direction is redistributed evenly at the end of each iteration. To ensure 
that the resulting free surfaces are not affected by the chosen finite difference 
implementation (the two step Lax-Wendroff method, presented in section 3.3), 
we introduce a finite element casting of the kinematic condition. This method 
follows Burnett (1987), and is described in appendix C.
The final mesh obtained with the two step Lax-Wendroff method is shown in
Figure 3.13 (A). Superimposed is the final free surface corresponding to the 
finite element method. The mesh spacing was set to Arc =  A z  =  0.1, and 
the time step was At  =  0.05. After 80 iterations, the maximum change in 
surface, velocities and pressure between two iterations was less than 10“4, and 
the iterative process was stopped. Both methods are in close agreement with 
the maximum difference between the two surfaces equal to 0.002. The swell 
ratio, that is the ratio of outflow to inflow thicknesses is 1.23. This value 
is significantly larger than the ratio of 1.12 obtained in the finite difference 
simulations of Dutta and Ryan (1982), shown in Figure 3.13 (B).
The solutions for the vertical and horizontal velocities are compared to the 
result of Dutta and Ryan (1982) in Figure 3.14. The velocities show similar 
patterns: at half a thickness before the contact point, the horizontal veloc­
ity begins to decrease, and the vertical velocity increases. The maximum in
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Figure 3.13: Final mesh for the die-swell problem. A) Lax-Wendroff simulations (actual 
mesh) and free surface obtained with the finite element method (red dots). B) Final mesh 
of the finite difference model of Dutta and Ryan (1982).
vertical velocity occurs just after the contact point. The quantitative results 
differ, with the solutions from the finite element model higher than the finite 
difference model.
n  0 .5 -
Figure 3.14: Velocity simulations for the die-swell problem. A) and B) Horizontal velocity. 
C) and D) Vertical velocity. Panels A) and C) are the results from the finite element model, 
while panels B) and C) is the solution from Dutta and Ryan (1982).
If we change the no slip condition at the solid wall to the Navier slip condition, 
u—(3txz = 0, we can test whether the Robin condition affects the determination 
of free surfaces. To accommodate the change in condition at the solid wall, 
the inflow condition needs to be altered to u = —2(z2 — 1) + 4/3. The free 
surfaces obtained in the case where [3 = 0.0001, and (3=1,  are compared to 
the no slip surface in Figure 3.15. The resulting free surfaces with both finite 
element and finite difference methods are in good agreement. With small slip 
coefficient, the free surface tends to the no slip surface. As the slip increases, 
the surface deflections are less pronounced, and the swell ratio drops to 1.02. 
This phenomenon was observed by Silliman and Scriven (1980), who report a 
swell ratio of 1.2 when (3 < 10~4 (and with the no slip condition), and a smaller 
swell ratio of 1 when (3 = 1. These finite element results where obtained in the
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case of Stokes flow and no surface tension, hence the same conditions as our 
model, but the free surface was determined by satisfying the no normal stress 
condition.
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F igure 3.15: Effect of the Navier slip condition on the free surface. A) Two step Lax- 
Wendroff. B) Finite Element. Shown are solutions when /3 = 0 (black), /3 =  0.0001 (red 
dots), and /? =  1 (blue dots).
3 .4 .4  T e s t s  fo r  t h e  t r a n s i t io n  z o n e
In this section, we present a variety of tests on the numerical simulations of 
the transition zone. The first set of tests investigates the effect of the mesh on 
free surfaces, for two dimensionless mass fluxes in the junction, q =  0.343, and 
q = 0.830. As illustrated in Figure 3.16 (A - B), shelf length does not seem to 
greatly affect the solutions. For both mass fluxes, the free surfaces are difficult 
to distinguish. Basal deflection in the vicinity of the grounding line is little 
altered, indicating that setting the shelf length to 5.5, should not affect our 
results. These profiles were obtained by setting the initial domain to shallow 
ice solutions.
The second test investigates the effect of setting the initial domain downstream 
from the grounding line equal to a rectangular slab of unit thickness. We only 
show the final solution for the lower shelf surfaces, as these vary more than the 
upper surfaces. As manifest in Figure 3.16 (C - D), both simulations terminate 
at similar solutions. The shelf initial domain, therefore does not affect the 
free surface determination. Starting the computations with the shallow ice 
solution, simply speeds up the process. The iterative process with the shallow 
ice initial domain, terminated in less than half of iterations required with the 
initial rectangular slab.
The effect of successive mesh densification is also illustrated in Figure 3.16 (C 
- D). The solution from mesh spacing Ax = 0.125, deviates from the smaller
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Figure 3.16: Effect of the mesh on the free surfaces for mass fluxes q =  0.343 (left panels), 
and q =  0.830 (right panels). (A-B) Thickness profiles for shelf length 5.5 (blue), 7.5 (red), 
9.5 (light blue). (C-D) Shelf lower surface deflection for mesh spacing Ax = 0.125 (blue), 
Ax =  0.0625 (red), Ax = 0.025 (green), and initial shelf from the shallow ice approximation. 
Initial rectangular shelf with Ax =  0.125 (black dots).
meshes (Ax =  0.0625 and Ax =  0.025) which are difficult to distinguish. 
However, since all solutions show the same general behaviors, we keep mesh 
size at Ax =  0.125 as it is the least computer intensive.
Once a steady state profile has been reached, we test whether mass and mo­
mentum are conserved. For example, by evaluating mass flux through the 
domain boundaries, we can test that the total mass loss by the system is bal­
anced by mass gain. In Figure 3.17 (A), we evaluate nodal mass flux, V ■ Nai 
where Ns is the outward normal to the boundary nodes. As expected from our 
boundary condition, the only mass flux through the domain in Figure 3.17 (A), 
correspond to inflow and outflow nodes. (Inflow nodes have negative velocity 
in this Figure, because the outward normal is negative). The sum of all nodal 
mass flux is —3.3 x 10-8, indicating that mass is conserved.
In the model, the unknown velocity, and pressure are obtained by solving the 
matrix equation KU = F, where as described in section 3.2.3, U is the un­
known vector, F  contains the prescribed boundary conditions, and matrix K
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represents element interactions. The solution is obtained by Gaussian elimi­
nation. The test in Figure 3.17 (B), evaluates that the matrix manipulations 
in the model do not introduce spurious results, by checking that for each node 
KU — F = 0. In Figure 3.17 (B), KU — F ~  10-16, the “large” scattering 
corresponds to velocity nodes at the vertex of the triangular element (Pi — Pi 
component of the MINI element, see section 3.2.4), but we do not know why 
this is the case.
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F igure 3.17: Checks on the steady state solution for q = 0.343. A) Nodal mass flux on the 
boundary, V ■ N a, where Na is the outward normal. B) Evaluation of KU -  F.
3.5 C hapter sum m ary
In this chapter, we have presented the numerical procedure which will be used 
to gain insight into the flow in the transition zone of marine ice sheets. The 
numerical model contains two different components. The first part solves the 
full Stokes equations, for a given numerical domain. The primary unknowns 
are velocity and pressure, approximated in the numerical domain using a MINI 
element. The second component updates free surfaces, using the kinematic 
condition. This step is implemented with the two step Lax-Wendroff method. 
The iterative process terminates when steady solutions are reached, that is 
when velocities and pressures vary less than 10-5 between two iterations.
This chapter also presented testing of the numerical model. Numerical veloci­
ties and pressure are in good agreement with analytical solutions. The model 
can handle pressure singularity in stick-slip flow. Its resolution depends on 
the mesh size for the 2-4 nodes adjacent to the singular point. To test the 
determination of free surfaces, a die-swell flow was simulated. We verified 
that the outcome was not affected by the choice of numerical method (finite
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difference compared to finite element). We showed that shelf length, initial 
computational domain, and mesh refinement did not generally alter the final 
steady state profiles. These tests gave us confidence of the model suitability 
for investigating the flow in the transition zone of marine ice sheets, which is 
the aim of the following chapter.
Chapter 4
Num erical sim ulations of 
transition zones
In this chapter, we investigate ice flow in transition zones using the numerical 
procedure described in section 3.1. The approach taken seeks steady solu­
tions for a fixed grounding line position and sea level. We then check whether 
the simulations are physically acceptable, which will be the case if the con­
tact conditions are satisfied. Upstream from the grounding line, basal normal 
stress must exceed equivalent water pressure for these depths, rzz +  pw < 0 . 
Downstream from the grounding line, the shelf lower surface must not get 
into contact with the sea floor, b(x) > 0. In the first instance, we model freely 
floating ice shelves, and prescribe two different basal conditions upstream from 
the grounding line: frozen (section 4.1) or sliding (section 4.2). We then turn 
our attention to the effects of varying water density (section 4.3), and back 
pressure (section 4.4).
4.1 Grounded ice frozen to  bedrock
To simulate the no slip behavior, we set (3 to zero in inflow condition and at 
the lower boundary upstream from the grounding line. The condition on the 
lower surface, u = 0, is implemented as a Dirichlet condition. All grounded 
ice motion is caused by internal deformations (shearing). We analyze flow 
variables for one mass flux in details in section 4.1.1, and look at the effect 
of varying mass flux in section 4.1.2. In these simulations, there is no back 
pressure. We set A =  [t'J/[p] =  0.1, and £ — pw/pi — 1 =  0.1.
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4.1.1 Case study: q =  0.343
The model simulations obtained with the starting mesh shown in Figure 3.1 
page 50, corresponding to initial mass flux q = 0.333, are displayed in Figure
4.1 and compared to analytical solutions in Figure 4.2. These analytical solu­
tions for the ice sheet and ice shelf variables in the transition zone scales are 
summarized in Table 2.5, page 46. In the comparison of the numerical and 
analytical solutions, the analytical values are displaced vertically, so that the 
surface geometry in both solutions matches. The final mass flux is q = 0.343, 
due to changes in the upper surface, which affect the inflow condition.
Sea level lies at I = 0.909, and the numerical thickness at the grounding line 
is hg = 0.995. The final mesh (Figure 4.1 (A)) shows a distinctive dip just 
downstream from the grounding line. After one unit length, the upper surface 
has returned to the hydrostatic thickness, and the shallow ice surface (Figure
4.2 (A)). Upstream from grounding line, the upper surface matches the shallow 
ice surface. The shelf ice-water interface is lower than the shallow ice surface, 
with highest disagreement spanning two unit lengths downstream from the 
grounding line. Thereafter the numerical solution tends to the shallow ice 
profile.
The pressure increases linearly with depth, from a value of zero at the upper 
surface to a maximum value of p = 1.33 at the lower surface (Figure 4.1 
(B)). This behavior is expected from the analytical pressure: p =  s — z. At 
the grounding line, there is a pressure singularity, which is better seen in 
Figure 4.2 (B). On the lower boundary, the numerical pressure increases by 
0.1 over a distance of 0.1 upstream from the grounding line, before dropping 
to -0.15 at the grounding line. The drop in pressure takes on maximum value 
of -0.255 downstream of the grounding line, and lasts for half a unit length 
before returning to the analytical solution. The pressure singularity affects 
pressure values at all heights in the region —0.1 < x  < 0.5, with the strongest 
influence on heights less than 0.4. This corresponds to two nodes above the 
grounding line. Mesh refinement narrows this region, an effect illustrated in 
Figure 4.3, which will be discussed later.
The horizontal velocity, shown in Figure 4.1 (C), has maximum values at the 
upper surface. Upstream from the grounding line, the velocity is typical of 
Poiseuille flow and the difference compared to ice sheet velocity is negligi­
ble (see Figure 4.2 (C)). Downstream from the grounding line, the velocity 
becomes constant with height, as expected from Plug flow. The shallow ice
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Figure 4.1: Model simulation for mass fiux q =  0.343, A = 0.1, and <5 = 0.1. A) Final 
mesh, sea level (black), and hydrostatic thickness (green dots). B) Pressure, p. C) Hori­
zontal velocity, u. D) Vertical velocity, w. E) Shear deviatoric stress, t 'xz. F) Longitudinal 
deviatoric stress, r'xx .
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F igure 4.2: Comparison between model simulation and shallow ice analytical solution, for 
mass flux q=0.343, A =  0.1, and 8 =  0.1. A) Numerical surface profiles (blue), shallow 
ice profile (red dots). Difference in B) Pressure, Ap =  p -  psia. C) Horizontal velocity, 
Au = u -  iLsia. D) Vertical velocity, Aw  =  w -  w3ia■ E) Shear stress, At 'xz — r'xz -  Txzsia. 
F) Longitudinal deviatoric stress, At 'xx = txx -  Txxsia. The analytic expressions used for 
evaluating the differences, are shown in Table 2.5, page 46.
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F igure  4.3: Effect of mesh refinement on the pressure. A) Pressure at the lower boundary 
for reference mesh Ax =  0.125 (red circles), and refined meshes with Ax =  0.0625 (blue 
dots), Ax =  0.025 (black line). Panels B) and C) are pressure in region -1  < x < 1, 
0 < z < 0.4, for meshes with Ax = 0.125, and Ax = 0.025 respectively.
expression found by dividing mass flux by thickness, closely matches the nu­
merical solution. The change from ice sheet velocity to ice shelf velocity occurs 
in the region —0.2 < x < 0.8.
In Figure 4.1 (D), the vertical velocity increases in the vicinity of the grounding 
line in a region — 1 < x < 2 before returning to its negligible ice sheet and 
shelf values. Velocities below the downward portion of the dip in the upper 
surface are strongly negative, while the reverse is seen in the upward portion 
of the dip.
The deviatoric shear stress increases with depth and surface gradient, upstream 
from the grounding line, as expected from ice sheet stress, and becomes neg­
ligible when ice flows over water (Figure 4.1 (E)). For x < 0, basal shear 
stress increases towards the grounding line, where it reaches maximum value 
of t'xz ~  1.58. Downstream from the grounding line, up to x < 1 in Figure 4.2 
(E), the shear stress is larger than the expected shelf value.
Longitudinal deviatoric stress, shown in Figure 4.1 (F), is negligible upstream 
from the grounding line, and closely compares to ice sheet expression up to 
x =  —0.2 (Figure 4.2 (F)). For x > 1, the shelf stress is recovered. Below 
the upper surface dip, and for heights z > 0.2, the stress is negative, hence 
compressive. This is in contrast with the region 0 < : r < 0 . 5 , 0 < 2 < 0 . 2 ,  
where maximum positive stress occurs (r'xx ~  1.56 on the lower boundary). In 
this example, the numerical solutions reproduce shallow ice approximations, 
except in the region —0.2 < x < —1.
Turning our attention to the pressure in the vicinity of the grounding line, 
whose behavior as the mesh is refined, is shown in Figure 4.3. The pressure 
singularity is better resolved as the mesh is densified. On the lower boundary
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Figure 4.4: Evaluation of upstream contact condition on z =  0, x < xg. A) Pressure.
B) Normal deviatoric stress. C) Upstream contact condition. The stress is defined as 
rzz — -p  -  At 'xx, and water pressure is given by pw =  (6 +  1)(/ — z) = 1. Shown are results 
for meshes A x  = 0.125 (red circles), A x  =  0.0625 (blue dots), A x = 0.025 (black line).
(Figure 4.3 (A)), the pressure resulting from the reference mesh deviates from 
the refined mesh solutions between —0.25 < x < 0.725. The variations with 
height become negligible for z > 0.15, as seen in Figure 4.3 (B) and (C). The 
difference in pressure is therefore local, and does not affect the wider solution. 
This behavior was seen in the case study of the pressure singularity arising in 
stick-slip flow (recall Figure 3.11 page 70). The inaccuracy in the pressure, in 
the vicinity of singular points, is a result of insufficient mesh resolution. The 
pressure affects the stress solution at nodes adjacent to the grounding line, 
and therefore the upstream contact condition. This is shown in Figure 4.4, 
where pressure, longitudinal deviatoric stress and water pressure at the lower 
boundary are combined to yield rzz +  pw. The upstream compressive stress 
exceeds water pressure, for all nodes with the exception of the grounding line 
node due to the pressure singularity. For clarity, we will no longer show the 
stresses corresponding to three nodes closest to the grounding line, as these do 
not affect the observed behavior.
4 .1 .2  E ffe c t  o f  v a r y in g  m a s s  f lu x
We now turn to the situation where different mass fluxes occur in the transition 
zone, for fixed sea level I = 0.909. The corresponding final numerical profiles 
for mass fluxes q = 0.237, q = 0.343, q =  0.474, q = 0.830, and contact 
conditions are shown in Figure 4.5. The thicknesses at the grounding line 
tend to the hydrostatic thickness of unity, since they are in order of increasing 
mass flux: 0.975, 0.995, 1.014, 1.07. All upper surface profiles dip below 
the hydrostatic thickness downstream from the grounding line. This effect 
can last up to x = 2 for the largest mass flux. Although not shown, the 
numerical ice-water interfaces converge to the shelf analytical solutions, far
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Figure 4.5: Effect of varying the mass flux q. A) Surface profiles. B) Upstream contact 
condition. C) Downstream contact condition. Shown are q =  0.237 (light blue), q =  0.343 
(dark blue), q = 0.474 (red), and q =  0.830 (green).
from the grounding line. The behavior of the shelf deflections close to the 
grounding line, however, differs. As mass flux is increased, the shelf lower 
surface deflections diminish. The profile corresponding to mass flux q = 0.474 
is flat until x ~  0.5, before deflecting upwards. The profile from the largest 
mass flux, dips below z = 0 from 0 < x < 1.6, a behavior which would not 
have been possible, had we insisted on a flat sea floor downstream from the 
grounding line. The downstream contact condition (Figure 4.5 (C)), is violated 
for q = 0.830, barely satisfied for q = 0.474, and satisfied with q = 0.343, and 
q = 0.237.
The upstream contact condition is satisfied for all mass fluxes (Figure 4.5 
(B)). As mass flux decreases, the magnitude of the normal stress drops, due to 
smaller upper surface, and therefore pressure at the bed. The stress however 
remains compressive and greater than water pressure. Whether these behaviors 
are reproduced, when grounded ice slides over the bedrock, is investigated in 
the following section.
4.2 G rounded  ice slid ing  over bedrock
In this section, we introduce sliding at the base of grounded ice, using the Robin 
condition u—^ t  ^=  0. Velocity and basal shear stress are unknown on the lower 
boundary, upstream from the grounding line. Grounded ice motion becomes 
a combination of internal deformations and sliding. We begin by comparing
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one solution in detail to analytical solutions in section 4.2.1. We then look at 
the effects of varying the sliding coefficient on the solution in sections 4.2.2, 
and 4.2.3. As for the no slip simulations of the previous sections, we choose 
A =  0.1, S =  0.1, and consider a freely floating ice shelf.
4.2.1 Case study: q =  0.801, (3 =  5
Numerical solution for mass flux q = 0.801, and sliding coefficient (3 =  5, 
are placed in Figure 4.6 and compared to shallow ice solutions in Figure 4.7. 
The initial thickness at the grounding line is set to unity, and sea level lies 
at I = 0.909. The surface profile shown in Figure 4.6 (A) dips below the 
hydrostatic thickness from the grounding line up to x  =  1.5. The grounding 
line thickness is 0.9843. In Figure 4.7 (A), the shelf lower surface deviates 
from the analytical solution between 0 < x  < 2, due to smaller exit angle and 
deflection.
The pressure in the transition zone, is dominated by the overburden pressure 
p = s — z. As seen in Figures 4.6 (B) and 4.7 (B), the pressure in the vicinity
of the grounding line (—0.3 < x < 0.5, 0 < z < 0.4) is smaller than the
overburden pressure, with a maximum difference of 0.15.
Horizontal velocities, on the grounded portion of the problem, are typical of 
deformation due to shearing between ice layers (see Figure 4.6 (C)). The small­
est velocity occurs on the lower boundary, but this gradually increases from 
0.45 to 0.6 as the flow approaches the grounding line. The velocity increases 
with height to take its maximum value on the upper surface. With the ex­
ception of the region corresponding to the dip in the upper surface, the upper 
surface velocity increases throughout the modeled region. Downstream from 
the grounding line, x  > 0.5, velocity becomes constant with depth, as expected 
from Plug flow.
The behavior of the vertical velocity, shown in Figure 4.6 (D), resembles the 
case where grounded ice was frozen to the bedrock (Figure 4.1 (D)). The 
velocity becomes increasingly negative as the flow tends to the grounding line, 
and reverses sign downstream from the grounding line. This upward motion 
corresponds to the buoyancy effect experienced by the ice.
Turning our attention to Figure 4.6 (E), the shear stress is highest in the 
grounded region, and negligible over the water. Upstream from the ground­
ing line, shear stress increases with depth. On z = 0, the shear stress in-
Chapter 4. Numerical simulations of transition zones 85
1.2
n>
5  0.8
rCp
0.4
Distance from grounding line
8  0.8
-4 -2 0 2 4
Distance from grounding line
-4 -2 0 2 4
Distance from grounding line
w
0.08
0.04
0
-0.04
-0.08
-4 -2 0 2 4
Distance from grounding line
-4 -2 0 2 4
Distance from grounding line
-4 -2 0 2 4
Distance from grounding line
Figure 4.6: Model simulation for mass flux q =  0.801, (3 — 5, A =  0.1, and 6 =  0.1.
A) Final mesh, sea level (black), and hydrostatic thickness (green dots). B) Pressure, p.
C) Horizontal velocity, u. D) Vertical velocity, w. E) Shear deviatoric stress, r'xz. F) 
Longitudinal deviatoric stress, r'xx.
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F igure 4.7: Comparison between model simulation and shallow ice analytical solution, for 
mass flux q =  0.801, (3 =  5, A =  0.1, and <!i =  0.1. A) Numerical surface profiles (blue), 
shallow ice profile (red dots). Difference in B) Pressure, Ap — p -p Sia■ C) Horizontal velocity, 
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F) Longitudinal deviatoric stress, A r 'x =  r'xx -  rxxsia. The analytic expressions used for 
evaluating the differences, are shown in Table 2.5 page 46.
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creases toward the grounding line, as observed with the horizontal velocity. 
The variations in shear stress on the lower boundary, t x z ( x  = —5.5) = 0.65 
to t ' xz ( x  =  —0.125) =  0.95, are less pronounced than the frozen simulations. 
In Figure 4.1 (E), basal shear stress varies between r'xz{x =  —5.5) =  0.5 and 
t 'x z ( x  =  -0.125) = 1.5.
The longitudinal deviatoric stress, displayed in Figure 4.6 (F), is maximum at 
the grounding line, and is higher downstream from the grounding line, com­
pared with the upstream region. However on either side of the grounding line, 
in the region —0.5 < x < 0.5, 0 < z < 0.2, longitudinal deviatoric stress takes 
similar values. This was not the observed behavior of the frozen simulations, 
where it remained negligible upstream from the grounding line (see Figure 4.1
(F)).
From Figure 4.7, we estimate that the respective ice sheet and ice shelf so­
lutions, do not hold between — 1 < x < 1. This region is larger than the 
no sliding case, shown in Figure 4.2, where the disagreement occurred within 
-0.2 < x < 1.
The contact conditions are satisfied for this model simulation. The shelf lower 
surface barely touches the horizontal sea floor, and in Figure 4.8, the normal 
stress is greater than the water pressure. As for the no slip simulations, mesh 
refinement does not alter the far field solution. Only the behavior in the 
vicinity of the grounding line differs, and successive mesh refinement yields 
solutions which converge.
We now turn our attention to the effect of (3. How small does (3 need to 
be to obtain solutions which tend to the no slip simulations? Conversely, how 
large should (3 be for shear stresses to become negligible (and therefore internal
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deformation), such that upstream motion is dominated by sliding? The surface 
profiles, deviatoric longitudinal and shear stresses, obtained with (3 = 0.1 tend 
to the no slip simulations (Figure 4.9). Similarly, horizontal velocities in the 
junction (Figure 4.10 (A)), reproduce the no slip solutions shown in Figure
4.1 (C). For larger values of the sliding coefficient, the solutions diverge from 
the no slip cases, as illustrated with (3 =  1. As (3 increases, basal shear stress 
drop, while longitudinal stresses increase. When (3 =  50, upstream horizontal 
velocities are no longer characteristic of shear driven deformations. This is 
manifest in Figure 4.10 (B), where velocity variations with height become 
small, as expected from tensile deformations.
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Figure 4.9: Effect of varying the sliding coefficient /?, on surface profile (A), and basal 
deviatoric stresses (B). Shown are (3 = 0 (blue), /? =  0.1 (red), (3 = 1 (black), (3 = 25 
(green), (3 = 50 (light blue). In panel (B), longitudinal deviatoric stresses are represented 
by solid lines, and shear stresses by dashed lines.
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Figure 4.10: Effect of varying the sliding coefficient (3 on horizontal velocities. A) (3 = 0.1.
B) (3 = 50.
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4.2.2 Fixed sliding coefficient, varying mass flux
We now investigate the effect of fixed sliding coefficients, and seek solutions 
for different mass fluxes. The results corresponding to (5 =  5, and mass fluxes 
q = 0.272, q = 0.803, q =  1.733, are shown in Figure 4.11. The shelf lower 
surface does not touch the sea floor for mass fluxes smaller or equal to q = 
0.803. For larger mass fluxes, the downstream condition is violated. The 
upstream condition is infringed with mass flux q = 0.272, as the water pressure 
is greater than the stress on z = 0, — 1 < x < 0. The two larger fluxes 
satisfy the upstream condition. This phenomena is also observed in Figure
4.12, corresponding to (3 = 15, and mass fluxes q = 0.709, q = 1.62, q =
2.13. The upstream condition is only met with the two larger fluxes, but 
these do not satisfy the downstream condition. In this example, the only case 
which simultaneously fulfills both conditions, when the sea level is at 0.909, 
corresponds to q = 0.803, (3 — 5.
4.2.3 Fixed mass flux, varying sliding coefficient
In the previous section, the contact conditions were simultaneously satisfied 
with q = 0.803, (3 = 5, hg = 0.984. Do solutions with similar values of 
mass flux, obtained with different sliding coefficients, still satisfy the contact 
conditions? The results shown in Figure 4.13, for (3 =  1 and (3 = 18, yield 
mass fluxes q = 0.822 and q = 0.818, and grounding line thickness hg = 1.02 
and hg = 0.964.
As the sliding coefficient is increased, the upper surface gradient and thick­
ness upstream from the grounding line decrease. This is because, as sliding 
increases, smaller surface gradients are necessary to maintain similar fluxes. 
When (3 = 18, the downstream condition is satisfied, however, the upstream 
condition is not. The converse is observed with (3— 1. These results suggest 
that for a given sea level, only one mass flux (obtained with the correct com­
bination of ice thickness at grounding line, and sliding coefficient) satisfy the 
contact conditions.
To check this hypothesis, we vary the sliding coefficient by 10%. Simulations 
with (3 = 4.5, 5.5, generate mass fluxes q = 0.759, 0.846, and grounding line 
thickness hg = 0.9835, 0.9850. As illustrated in Figure 4.14, this 10% variation 
in sliding coefficient yields surface profiles that are little altered, and as a result, 
the contact conditions are still satisfied.
Chapter 4. Numerical simulations of transition zones 90
o f  -0.1
- 0.2
-0.3
0.4
D istance from grounding line
- 0.1
-2 0 2 
Distance from grounding line
4-4 0.2 0.4 0.6 0.
D istance from grounding line
Figure 4.11: Effect of varying mass flux with fixed /3 — 5, A =  0.1, and <5 =  0.1. A) 
Surface profile. B) Upstream contact condition. C) Downstream contact condition. Shown 
are q =  0.272 (red), q =  0.803 (green), q = 1.733 (blue).
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Figure 4.12: Effect of varying mass flux with fixed /5 =  15, A =  0.1, and 8 =  0.1. A) 
Surface profile. B) Upstream contact condition. C) Downstream contact condition. Shown 
are q =  0.709 (red), q =  1.602 (green), q =  2.13 (blue).
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Figure 4.14: Effect of a 10% change in sliding coefficient. A) Surface profiles. B) Upstream 
contact condition. Shown are q = 0.759 {(3 = 4.5, red), q = 0.803 (/3 = 5, blue), q = 0.846 
(/3 = 5.5, green).
Chapter 4. Numerical simulations of transition zones 92
4.3 Effect o f varying water density
We ,now consider the effect of varying water density in outflow and shelf lower 
surface boundary conditions. This change in parameter, implemented via 8, 
alters the sea level in our model. Sea level is given by I = hgi/(8  +  1), where 
hgi is the initial thickness at the grounding line, taken to be unity in our 
simulations. By definition, 8 =  p w/ p i  — 1, so an increase in water density 
results in an increase in £, but a drop in sea level.
To investigate the effect of varying 8, when the no slip condition is prescribed, 
we initiate the computations with the numerical profile corresponding to mass 
flux q = 0.343 and 8 = 0.1, which we studied in detail in section 4.1.1. The 
resulting surface profiles and contact conditions for 8 =  0.03, 8 = 0.07, 8 = 
0.1, £ =  0.15, 8 = 0.2, and 8 = 0.25, are displayed in Figure 4.15. As 8 
increases, the upper surface in the transition zone drops, and the shelf lower 
surface deflections become more positive, resulting in a thinner shelf with 
increased mass flux. Longitudinal deviatoric stresses are little altered upstream 
from the grounding line (Table 4.1). Downstream from the grounding line, 
however, these increase, resulting in higher shelf spreading rate and therefore 
shelf thinning. The converse is observed when we decrease 8, this corresponds 
to a sea level rise. This different response to variations in water density can be 
explained by the outflow condition (3.6i), with the back pressure set to zero:
. 8h
TXX =  ~ { S  ~  Z )  + 4(1 + 8)'
The ratio 8/(1 +  <$) increases with 8, such that larger 8 reduces txx, hence the 
force opposing the flow, and the shelf thins.
Returning to the contact conditions, the profile corresponding to 8 = 0.03, or 
sea level 0.97, violates the downstream conditions. As 8 increases, the down­
stream condition becomes satisfied, but the difference between compressive 
stress on the bedrock and water pressure also decreases. The upstream condi­
tion is nearly violated when £ =  0.2, and clearly not satisfied when 8 = 0.25, 
corresponding to sea levels 0.833 and 0.8 respectively.
Similar behavior is observed when grounded ice slides over the bedrock, as 
illustrated in Figure 4.16. Starting with the surface profile obtained with 
q = 0.803, (3 = 5, 8 =  0.1, we set <5 to 0.03, 0.06, 0.15, and 0.25. The shelf 
lower surface drops with 8, only rising above z =  0 at x = 0.5 with 8 — 0.06, 
and becomes negative until x = 1.4 with 8 =  0.03. Those two cases therefore
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Figure 4.16: Effect of varying 8, when ft = 5. A) Surface profiles. B) Upstream contact 
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violate the downstream contact condition. An increase in 8 results in thinner 
upstream sheet and shelf. The downstream condition is therefore met, but 
the upstream condition is weakened. It is just satisfied with 8 = 0.15, and 
becomes violated with 8 = 0.25. If we project the line associated with tzz + pw 
in Figure 4.16 (B), water pressure would exceed normal stress at x  =  —0.3.
Grounded ice frozen to bedrock
8 I P w  (kg rn 3) h g Q r x x ( x  =  - 3 -5 ) r 'a(x = 3.5) Tex
0.03 0.971 944.51 1.025 0.318 0.027 0.045 -0.304
0.07 0.934 981.19 1.010 0.330 0.030 0.097 -0.145
0.1 0.909 1008.70 0.995 0.343 0.032 0.124 -0.108
0.15 0.869 1054.55 0.984 0.350 0.034 0.158 -0.076
0.2 0.833 1100.40 0.968 0.361 0.037 0.186 -0.060
0.25 0.800 1146.25 0.956 0.370 0.039 0.209 -0.049
Grounded ice sliding over bedrock
8 I P w  (kg in 3) h g q TZ*(* = -3.5) t'*(* = 3.5) T ex
0.03 0.970 944.51 1.014 0.745 0.058 0.048 -0.371
0.06 0.943 972.02 1.004 0.766 0.062 0.130 -0.256
0.1 0.909 1008.70 0.984 0.803 0.070 0.156 -0.186
0.15 0.869 1054.50 0.977 0.817 0.072 0.208 -0.140
0.25 0.800 1146.25 0.952 0.862 0.082 0.284 -0.097
Table 4.1: Sea level I =  \/{5  +  1), water density pw — {5 + \)pi with ice density
P i  —  917 kg m~3, numerical thickness at the grounding line hg, mass flux in the 
transition zone q , mean longitudinal deviatoric stress t x x , and outflow condition t x x , 
for different S.
4.4 Effect of back pressure
We now investigate the effect of a constriction to ice shelf flow, by including 
back pressure in the outflow condition (3.6i). Considering first the no slip 
situation, we start with the profile corresponding to q = 0.343, 8 = 0.1, and 
set back pressure to pb =  0.025 and Pb = 0.037. As illustrated in Figure 
4.17, increasing back pressure generates higher upper surface profiles. The 
grounding line thickness hg = 0.995 for Pb = 0 becomes hg = 1.008 and 
hg = 1.025 when pb = 0.025 and Pb = 0.037. The change in back pressure 
strengthens the upstream condition, as the stresses on the lower boundary 
become more compressive. This is due to the rise in upper surface, which 
results in higher overburden pressure. The decrease in upper surface gradients, 
at the entry of the numerical domain, yields smaller mass fluxes through the 
junction.
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Figure 4.17: Effect of back pressure for mass flux q =  0.343, no-slip. A) Surface profiles. 
B) Upstream contact condition. C) Downstream contact condition. Shown are pb =  0 (blue), 
Pb — 0.025 (red), pb =  0.037 (green).
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Figure 4.18: Effect of back pressure for mass flux q =  0.272, /3 =  5. A) Surface profiles. B) 
Upstream contact condition. C) Downstream contact condition. Shown are pb = 0 (blue), 
Pb = 0.025 (red), pb — 0.037 (green).
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Longitudinal deviatoric stress in the grounded portion of the problem is little 
altered by this change in back pressure (Table 4.2). However, downstream 
from the grounding line, the tensile stress diminishes by two orders of mag­
nitude, and the shelf lower surface displays a strong response to this change 
in spreading rate. The surface deflection decreases as back pressure increases, 
such that the downstream contact condition is violated.
The effect of back pressure on surface profiles, mass fluxes, and stresses is 
similar when sliding is present. As shown in Figure 4.18, the simulations for 
q =  0.272, (3 = 5, S = 0.1, Pb = 0, did not satisfy the upstream contact 
condition. An increase in back pressure to — 0.025, 0.037, has little effect 
on longitudinal deviatoric stresses upstream from the grounding line. The 
basal normal stress however becomes more compressive with inclusion of back 
pressure, due to increased upper surface. The upstream contact condition is 
therefore closer to being satisfied with the largest back pressure, but the shelf 
surface then violates the downstream condition. In this example none of the 
simulations satisfy the two contact conditions simultaneously, indicating that 
the uniqueness of the solution for a given sea level remains.
Grounded ice frozen to bedrock
Pb hg (1 T'x x {x = - 3 .5 ) Tx*(* = 3.5)
0 0.995 0.343 0.032 0.124
0.025 1.008 0.331 0.030 0.041
0.037 1.025 0.318 0.027 0.009
Grounded ice sliding over bedrock
Pb kg Q T'x x {x = - 3 .5 ) T 'x (x =  3.5)
0 0.957 0.272 0.018 0.111
0.025 0.971 0.250 0.014 0.026
0.037 0.992 0.213 0.009 0.0004
Table 4.2: Numerical thickness at the grounding line hg, mass flux in the transition 
zone q, and mean longitudinal deviatoric stress t 'xx, for different back pressures pb.
4.5 Chapter sum m ary
In all solutions shown for the transition zone, the thickness at the grounding 
line tends to the hydrostatic thickness. However, the upper surface down­
stream from the grounding line, shows a dip below the hydrostatic thickness. 
This phenomenon occurs over one unit length for the smallest mass fluxes, and
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over two unit lengths for larger mass fluxes. This effect is due to the change 
in basal conditions, that is from restricted slip to free slip. This behavior is 
observed in full Stokes models with linear rheology (Chugunov and Wilchin- 
sky, 1996), and non-linear rheology (Lestringant, 1994). Analytical analysis of 
ice flowing over a fixed rigid bed, and subject to no slip-free slip transition at 
the bed, also report this effect (Barcilon and MacAyeal, 1993). Depressions 
in the upper surface of marine ice sheet, downstream from the grounding line 
have been observed over Rutford Ice Stream (Vaughan, 1994), as illustrated 
in Figure 4.19. The numerical lower shelf surface deflections are large, the 
transition zone problem is therefore a genuine free surface problem.
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Figure 4.19: Surface elevation and tidal deflection profile over Rutford Ice Stream ground­
ing zone, evaluated from GPS measurements. The grounding line is at 0. Stand cracks are 
cracks in the upper surface (Vaughan, 1994).
The length of the transition zone can be estimated by comparing the disagree­
ment between numerical and shallow ice variables. In section 4.1.1, where 
a no slip condition was prescribed, solutions deviated over —0.2 < x < 1. 
When sliding is implemented on the same initial profile (with sliding coeffi­
cient (3 = 5, section 4.2.1), the region of disagreement spans — 1 < x < 1. 
These results indicate that the transition from ice sheet to ice shelf regime, 
occur over a length comparable to grounding line thickness, as expected from 
the scale analysis of section 2.5, and as shown in the results of Chugunov and 
Wilchinsky (1996). Sliding increases the length of the transition zone, as ob­
served in the simulations of Herterich (1987). The most noticeable difference 
is the longitudinal deviatoric stresses, which are negligible upstream from the 
grounding line when ice is frozen to the bedrock, but cannot be ignored when 
basal sliding occurs.
An increase in back pressure, or sea level (due to water density), affects the 
mass flux in the problem, and the shape of the surface profiles. Upstream from 
the grounding line, growth in thickness yields more compressive basal normal
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stresses, and, as a result, the upstream contact condition strengthens. Lon­
gitudinal stresses on the grounded portion of the problem, are however little 
affected by this constriction to ice shelf flow. The shelf response is very sensi­
tive to changes in back pressure or sea level. Longitudinal stresses diminish as 
the resistance to the flow is increased. Shelf spreading rate is therefore reduced 
compared to the freely floating shelf, and this results in increase in thickness. 
The downstream contact condition thus becomes violated.
Varying the sliding coefficient, alters grounded ice motion. For a small amount 
of sliding (f3 < 0.1), the motion is dominated by internal shearing, and the 
numerical solutions tend to the no slip simulations. As /3 increases, motion is a 
combination of shearing and tensile deformations. For large sliding (f3 > 50), 
the shearing component of deformation becomes negligible.
For a given sea level, a range of mass fluxes satisfy the contact conditions 
simultaneously, when upstream ice is frozen to the bedrock. This is illustrated 
in the cluster of points in Figure 4.20 (A), where mass flux at the grounding 
line is plotted against grounding line thickness. The solutions which do not 
satisfy the upstream contact condition (q < 0.185), have very low upper surface 
gradients, and the numerical grounding line thickness is much smaller than 
hydrostatic thickness. As mass flux increases, the shelf lower surface deflections 
drop, tending to the sea floor. Large mass fluxes (q > 0.553), violate the 
downstream condition.
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F igure 4.20: Mass flux against grounding line thickness for varying sea level. A) Grounded 
ice frozen to bedrock. B) Grounded ice sliding over bedrock. Color indicates whether both 
contact conditions are satisfied (blue), downstream condition violated (green), upstream 
condition infringed (red). Sea level (*) is 0.909, and (+) represents varying sea level due to 
water density.
Chapter 4. Numerical simulations of transition zones 99
When basal sliding occurs, the number of mass fluxes which satisfy the contact 
conditions is limited to a 10% variation in sliding coefficients (ft = 4.5, 5, 5.5), 
yielding mass fluxes q = 0.759, 0.803, 0.846, and grounding line thicknesses 
hg = 0.983, 0.984, 0.985, when sea level lies at I =  0.909 (Figure 4.20 (B)). 
Similar fluxes obtained with f3 «  5 do not satisfy the downstream condition, 
while solutions for (3 >> 5 infringe the upstream condition.
The numerical simulations therefore indicate an unique relationship between 
mass flux, grounding line thickness, back pressure, and sea level when grounded 
ice slides over the bedrock. This uniqueness between mass flux and sea level, no 
longer holds for upstream ice frozen to the bedrock. The distinction between 
the no slip and sliding results will be investigated in the concluding chapter.
Chapter 5
D iscussion and conclusion
In this concluding chapter a review of the main results is given, and we discuss 
the observed distinct behaviors arising from the no slip and sliding simulations. 
Suggestions for further development of the numerical model are presented, and 
the chapter is completed with conclusions for the transition zone of marine ice 
sheets.
5.1 R eview  of the present work
The numerical simulations presented in this thesis correspond to a two- 
dimensional flow of a viscous fluid over a rigid base, onto a denser but inviscid 
fluid, with the aim of determining whether the level of the denser fluid above a 
rigid bed, uniquely determines the mass flux of the viscous fluid. The problem 
is a free surface problem, the interface between the two fluids and the upper 
surface of viscous fluid are part of the solution that we are seeking.
The investigation started with a scale analysis, which allowed the casting of 
the governing equations and boundary conditions in non-dimensional form, 
and the description of the problem in terms of four free parameters. These 
controlled the amount of back pressure, bed slipperiness, fluid viscosity, and 
density ratio of the two fluids. The scale analysis also provided inflow and out­
flow conditions for the full Stokes numerical model. The model assumed linear 
viscosity, and steady state solutions were determined by iterative methods. 
Rigorous testing of the model was carried out. Unfortunately, the solutions 
suffer from singularities at the grounding line, but as demonstrated by mesh 
refinement, the modeled behaviors are clear and robust.
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Once confident that the numerical model was suitable for this investigation, 
steady solutions were sought for a range of mass flux, upstream bed slipperi­
ness, water level, and back pressure. The point of flotation was fixed in space, 
and unlike Chugunov and Wilchinsky (1996), we did not impose conditions 
on the lower free surface downstream from the flotation point (the grounding 
line). These conditions for gradient and curvature of the lower surface,
9b d2b n
dx ~  d x * ~  ' ( ^
were not justified physically or mathematically, but allowed Chugunov and 
Wilchinsky to conclude that mass discharge at the flotation point was uniquely 
determined by the inviscid fluid level.
By not placing any constraint on the lower free surface at the flotation point, 
we obtain many mass fluxes for a given water level. The range of steady 
state solutions can be restricted by introducing two contact conditions to the 
problem. The first condition applies downstream from the grounding line, 
where the lower surface must not get in contact with the sea floor. The second 
condition reflects the stress distribution upstream from the grounding line. In 
all the numerical simulations, the normal stress tzz is compressive at the base 
of the grounded ice. However, this normal stress does not always exceed the 
water pressure which would prevail at that location if no ice were present. In 
the event of sea water infiltrating between ice and bedrock, cases which do not 
satisfy the upstream condition, tzz +  pw < 0 ,  would result in grounding line 
retreat, due to water lifting the ice.
Application of the contact conditions gives results which suggest that there 
exists an unique relationship between mass flux and sea level, when ice slides 
over the bedrock, but this is not the case when the ice is frozen to the bedrock. 
When no back pressure is prescribed, sea level is fixed to I = 0.909, and basal 
sliding occurs, the surface profiles which satisfy the contact conditions are dif­
ficult to distinguish (Figure 4.14, page 91), and seem to satisfy Chugunov and 
Wilchinsky’s condition (5.1). These profiles correspond to a 10% change in slid­
ing coefficient (/? =  4.5, 5, 5.5), yielding mass fluxes q = 0.759, 0.803, 0.846, 
and grounding line thicknesses hg = 0.983, 0.984, 0.985. However for the prob­
lem considered by Chugunov and Wilchinsky, the no slip case, there is a range 
of mass fluxes with varying grounding line thickness, which satisfy both contact 
conditions simultaneously, namely 0.237 < q < 0.474 and 0.975 < hg < 1.015. 
These profiles are distinct (Figure 4.5, page 83), and the lower surfaces depart 
from the horizontal bed with finite angles, such that surface gradient at the
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Figure 5.1: Corner flow problem considered by Michael (1958).
r>2 L
grounding line appears to be discontinuous. Imposing the condition, = 0, 
would limit the range of allowable mass fluxes, since only the largest mass flux 
satisfies (5.1), but there is no obvious physical reason behind this condition.
In fact, asymptotic analysis of a Stokes flow at a corner (Figure 5.1), indicates 
that the surface gradient must be flat downstream from the contact point. 
Michael (1958) shows that the separation angle 0 for a viscous fluid at a straight 
edge must satisfy
cos(20) - 1  =  0. (5.2)
The angle 0 between the rigid boundary and the free surface is therefore 7r, and 
thus H = 0. This is not an additional condition, but one that is required for 
simultaneous satisfaction of the no slip condition on the rigid boundary, and 
the three scalar conditions of no shear or normal stress and no mass flux at the 
free surface. This asymptotic solution is directly applicable to the Die-swell 
problem, but as illustrated in Figure 3.13 page 72, the separation angle appears 
discontinuous. The apparent disagreement between local analytical solution, 
and numerical simulations or laboratory experiments for the Die-swell problem, 
is well known (Nickell et al., 1974).
Michael’s solution is applicable to the grounding line problem. (Our stress 
boundary condition contains water pressure, but it is balanced by hydrostatic 
pressure, so the no normal stress condition applies in the vicinity of the floata­
tion point.) His solution for the stream function ^  =  Ar3!2 (c o s(f)-c o s(f)) , 
implies that the stress solutions are tqq =  |T /ur-1/2 (sin(y) -I- sin(|)), and 
Trr = Apr~!/2 (^rsin (y ) +  5sin(|)). Both of these stresses vanish on 0 = 0, 
which implies that at the grounding line rzz +pw = 0. However, the numerical 
simulations only show this behavior for the smallest mass flux satisfying the 
contact conditions, whose lower surface deflection has the smallest radius of 
curvature (Figure 5.2). As mass flux increases, so does the curvature of the 
lower surface.
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F igure 5.2: Comparison of no slip and sliding simulations. Frozen simulations: A) Up­
stream contact condition. B) Lower shelf surface. Shown are mass fluxes q = 0.237 (light 
blue), q = 0.343 (dark blue), q — 0.474 (red), and q = 0.830 (green). Sliding simulations: 
C) Upstream contact condition. D) Lower shelf surface. Shown are mass fluxes q ~  0.8, 
obtained with = 0.1 (light blue), 0  = 1 (blue), 0 = 5 (green), and 0 = 18 (red). Meshes 
used: A x  = 0.125 (crosses), A x  = 0.0625 (dots), and A x  = 0.025 (solid line).
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The behavior of rzz +  pw as x —» 0, is altered and shows an inflection, such 
that the local solution departs from the linear decay of the far field solution. 
This appears to be a real feature of the solution, as illustrated by successive 
mesh refinement. This suggests the presence of a boundary layer, in which the 
inner solution differs from the far field solution, the latter is described by the 
shallow ice approximation. We speculate that the size of the boundary layer 
and radius of curvature are related. For small boundary layer and radius of 
curvature, Michael’s solution would hold. As the length of the boundary layer 
increases (hence larger radius of curvature, and J p  =  0), the local behavior is 
altered, and no longer described by Michael’s analysis.
It is possible that the recent solution of Fontelos and Munoz (2007), for mov­
ing grounding line and zero contact angle, might be applicable to our problem. 
This solution has the same trial solution for the stream function as Michael, 
but the moving grounding line alters the kinematic boundary condition on the 
shelf lower surface. The solution for the stream function, xjj = CV3/2/ 1/2 (0 ), 
therefore differ because /i/2(0) does not vanish on 6 = it (unlike Michael). 
Unfortunately, the form of / 1/2 (^) is not explicitly given and due to time con­
straint it was not possible to work through Fontelos and Munoz derivations. 
The non vanishing stream function on 9 = ir, allows Fontelos and Munoz to 
conclude that the shelf basal deflection in the vicinity of the grounding is de­
scribed by b(x) = Cx3/2 +  o( x3/2). It is therefore possible that this asymptotic 
solution, describes our numerical behaviors as x  —» 0.
It is not clear whether Michael’s solution holds in the case of basal sliding, but 
the profiles which satisfy the contact conditions have a far field solution which 
indicates that rzz +  pw = 0 and Q  = 0 at the grounding line. As the sliding 
coefficient decreases, the upstream basal stress begins to behave like the no 
slip simulations, that is the downward deflections as x  —► 0 becomes noticeable 
with /3=1.  As illustrated in the previous chapter, for (3 < 0.1, the solutions are 
difficult to distinguish from the 110 slip simulations. This implies that sliding 
introduces an additional length scale to the problem, which is a function of 
viscosity and bed slipperiness, since j3 = . The distinction between no slip
and sliding situations could therefore arise from this new length scale, but we 
cannot be certain about this. Firm conclusions for this distinction, requires 
a detailed asymptotic analysis in the vicinity of the grounding line, which at 
present does not exist.
Varying back pressure, and sea water density (incorporated in 8 = ^  — 1) 
could alter the dynamics of our problem, and therefore affect qualitatively
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the solution. (In the same manner that, during scale analysis of grounded 
ice sheets, the horizontal partial derivative of longitudinal deviatoric stress 
is neglected in the horizontal momentum equation. This gives solutions for 
which the driving pressure gradient is balanced by shear stresses). We find 
that both back pressure, and water density, act as constriction in downstream 
flow, due to the increase in outflow condition t xx, with increasing back pressure 
or decreasing 8. The quantitative solutions do change, the results are thicker 
shelfs and upstream inland ice, hence we obtain smaller mass fluxes due to 
smaller upper surface gradients. However, the qualitative nature of the solution 
(and the behavior of t zz  +  p w  as x —> 0) is not altered. When sliding occurs, 
only a unique combination of back pressure (and therefore mass flux), satisfies 
simultaneously the contact conditions, for a given sea level. In contrast, a range 
of mass fluxes can be accommodated when the no slip condition is prescribed. 
Similar results are obtained when altering water density. Water density in 
oceans varies with temperature, salinity, and pressure. Typical surface values 
ranges between 1020 to 1029 kg m~3. Deep in the oceans, density can reach 
up to 1050 kg m~3 (Pinet, 1992), thus in reality 8 does not deviate far from 
0 . 1.
5.2 Lim itations and further work
The treatment of ice motion was limited by the assumption of linear rheology 
and sliding law. The Weertman sliding law used in this model, relates basal 
stress to sliding velocity. This type of sliding law, however, only applies when 
basal sliding is due to the presence of a thin film of water between ice and 
bedrock. Basal sliding can also occur due to sediment deformation. Fast 
flowing ice stream Van der Veen, which discharges into Ross ice shelf, is known 
to flow above several meters of wet deforming till (Alley et al., 1987). Till 
deformation was, in the first instance, modeled as a viscous fluid (Alley et al., 
1987), but laboratory tests on sediments suggest that till should be modeled 
as a compressive-coulomb-plastic material (that incorporates shear strength, 
porosity and normal effective stress (Tulaczyk et al., 2000)). This illustrates 
that even if one. implemented a non-linear Weertman type sliding law, other 
sliding laws exist and could be implemented in our model.
To consider the effect of more realistic flow laws, the numerical model pre­
sented in chapter 3, can easily be extended to include non-linear rheology. 
The Galerkin discretisation of the Stokes equations remains the same, but the
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viscosity is now a function of velocity. The matrix formulation is non-linear in 
the unknown velocity, K{U)U = F, and can be solved via iterative methods. 
A non-linear rheology, might alter the solution at the grounding line, because 
areas with large deviatoric stresses would have small viscosity.
Ice viscosity also depends on temperature, warm soft ice deforms more easily 
than cold ice. In the simulations of Schoof (2007a), temperature has a strong 
influence on steady grounding line position. In our model, the grounding line 
would be at pressure melting temperature, and this could release the build up 
of stress, weakening the upstream contact condition. Including temperature, 
would allow more realistic boundary conditions, such as basal melting and 
freezing. On the grounded portion, increased basal melting may lead to faster 
sliding and strain rate, thereby allowing the ice to thin (Budd and Warner, 
1996). In the event of water temperature being higher than pressure melting 
point, significant basal melting can occur near the grounding line (Doake, 
1976). Indeed, melting at the base of ice shelves in the vicinity of grounding 
lines, has been estimated to range between 4 m yr-1 in the Ronne-Fichner ice 
shelf, and up to 40 m yr-1 for Pine Island Glacier (Rignot and Jacobs, 2002). 
However, circulation of water beneath ice shelves is complex, and can also lead 
to freezing of ice, as observed in Amery ice shelf (Fricker et al., 2001). Both 
processes could affect shelf geometry and downstream contact condition.
Should the pressure singularity remain with a non-linear temperature depen­
dent rheology, then other physics might need to be included at the grounding 
line, because stress and pressure singularities do not occur in nature. Material 
under high stress tend to deform or crack. The release of stress at the ground­
ing line, might occur by ice fracturing in response to tidal motion. Crevasses 
have been observed at the upper and lower surfaces of ice shelves (Jezek et al., 
1979). These cracks can have respective depths du ~  (1 — )h and di ~  0.5h, 
where h is the ice thickness (Hughes, 1975). Although the weight of the ice 
above the cracks will tend to close the lower surface cracks, these can be large 
due to sea water infiltration. Sea water might freeze, and result in crack clo­
sure, but brine diffusion will weaken this region (Lliboutry, 1971).
Even after implementing non-linear flow laws, and more realistic boundary 
conditions1, the application of the model to simulate real marine ice sheet 
would remain questionable. The reason is that marine ice sheets are three- 
dimensional, and by assuming a two-dimensional flow, we have neglected lat­
1One could follow Mayer and Huybrechts (1999), and use as boundary conditions field 
observations of surface elevation, accumulation and stresses.
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eral effects. In practice, shear stress generated by adjacent ice flowing at 
different velocities, or due to side walls, might have an important effect on the 
stress distribution at the grounding line.
Assuming that a three-dimensional model, reproduces the observed distinct 
behaviors between sliding and no slip, and that back pressure does not alter the 
qualitative dynamics, one is tempted to conclude that back pressure does not 
stabilize marine ice sheets, or that unlike Thomas’ (1979) opinion, a bounded 
ice shelf does not behave like a plug holding the ice sheet in place. However, 
a retreat in grounding line position, could result in a longer shelf, which in 
turn could result in increased back pressure. This illustrates one caveat of 
our model, which assumes a fixed grounding line position in space and time. 
Grounding line migration, based on the contact conditions, should really be 
addressed when assessing the stability of marine ice sheets.
As grounding line migration is incorporated into our model, it then makes sense 
to include a more realistic bedrock topography instead of our flat bedrock. We 
would then also be in a position to address issues such as the effect of horizontal 
and temporal variations in bed slipperiness, or “sticky spots” (Bentley, 1998). 
Evidence for the existence of sticky spots is reviewed by Stokes et al. (2007), 
and are caused by bedrock bumps, areas with no deformable till, regions of 
well drained till (variations in water content), and basal freezing of subglacial 
meltwater. One could envisage a situation where grounding line retreat, based 
upon the contact conditions, is stopped by a change in bed slipperiness, or a 
switch from sliding to frozen conditions.
Just as important as the question of stability, grounding line migration could 
be used to assess how fast changes occur, and this could help us to understand 
the observed rapid changes in the Amundsen sea sector. As the complexity of 
the model increases, one drawback is that the clearness of our results might 
be lost. This is one advantage of investigating the factors affecting transition 
zones with a simple model.
5.3 Conclusions
The main question addressed by this thesis has been whether mass flux at the 
grounding line of marine ice sheets is uniquely determined by sea level, as pos­
tulated by Weertman (1974). The ice shelves of East Antarctica are generally 
fed by slow moving grounded ice, a motion which also describes catchment ar­
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eas of fast flowing ice streams. (Should the grounding line of these ice streams 
retreat inland, the transition zone might become a slow junction). Slow inland 
ice motion is dominated by shear stresses, while in ice shelves longitudinal 
stresses are important. A study of this type of transition zone, which is the 
aim of this thesis, requires solving the full Stokes equations. Previous detailed 
studies (Herterich, 1987; Lestringant, 1994; Mayer and Huybrechts, 1999) have 
shown the transmission of stress in this region, but have not addressed the re­
lationship between mass discharge and sea level.
We treat the transition zone as the flow of two fluids. Ice is modeled as 
a linear viscous fluid, which flows over a rigid bedrock upstream from the 
fixed grounding line. Downstream from the grounding line, we treat water 
as a denser but inviscid fluid. We find that the transition zone is indeed a 
narrow region, of width comparable to grounding line thickness. The length 
of the transition zone increases with sliding. The change from ice sheet to 
ice shelf regime is not abrupt, the flow adjusts gradually. The thickness at 
the grounding line is comparable to the hydrostatic thickness, and this does 
not allow us to determine the position of the grounding line uniquely, another 
condition is necessary.
We examine whether contact conditions allow the determination of stable 
steady state solutions. These conditions follow from Lliboutry (1968); Iken 
(1981); Schoof (2005), who considered the effect of cavitation on glacier slid­
ing. The contact conditions reflect the fact that for a stable steady state, the 
shelf surface should not get into contact with the sea floor. Upstream from the 
grounding line, the compressive normal stress on the bedrock should exceed 
water pressure. Violation of these conditions, would result in grounding line 
migration.
We find that the contact conditions identify an unique relationship between 
sea level and mass flux when ice slides over the bedrock. This solution has con­
tinuous lower surface profile at the grounding line, so would satisfy Chugunov 
and Wilchinsky’s (1996) condition on the surface gradient. When ice is frozen 
to the bedrock, the contact conditions do not allow us to identify a single mass 
flux for a given sea level. Similarly, it is not clear whether Chugunov and 
Wilchinsky’s condition would single out one solution, because it is difficult to 
establish whether the lower surface profiles have continuous surface gradient. 
The curvature of the profiles differ, so an asymptotic solution in the vicinity 
of the grounding line might provide the missing condition for the lower surface 
curvature.
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To the extent that our simulations are applicable to marine ice sheets, and 
should the observed behaviors be reproduced with a non-linear rheology, then 
we conclude that the fact that marine ice sheets can slide over their bedrock is 
the factor which affects their stability. Weertman’s instability hypothesis holds 
in this case, a result recently demonstrated by Schoof (2007b,a) for transition 
zones characterized by rapid sliding. On the other hand, marine ice sheets 
frozen to the bedrock are more stable. The non-unique relationship between 
mass flux and sea level, suggests that the size of marine ice sheets is not con­
trolled by sea level. In this case, Hindmarsh (1993) concept of neutrally stable 
marine ice sheet, could well be correct for ice sheets frozen to the bedrock. 
Changes in sea level and back pressure, yield solutions with different surface 
profiles, but the distinct behaviors between frozen and sliding situations re­
main. These results could explain why the grounding lines surrounding the 
East Antarctic ice sheet have migrated less than their West Antarctic contra- 
parts since the last glacial maximum, and why changes can be observed on a 
short time scale in fast flowing ice streams such as Pine Island glacier.
Our model simulations have shown that although longitudinal stresses are neg­
ligible in the grounded portion of the transition zone, they cannot be neglected 
in the vicinity of the grounding line. Full Stokes models, with free surfaces and 
contact inequalities, are not often used to study glaciological problems with a 
change in stress regime. This type of model has recently been used to formu­
late sliding laws in the presence of cavities (Gagliardini et al., 2007). Possible 
applications include the investigation of observed stick-slip behavior of West 
Antarctic ice streams Van der Veen and Bindschadler (Bindschadler et al., 
2003; Anandakrishnan et al., 2003). The flow of these ice streams fluctuates as 
a response to tidal motion, but the physical mechanism is poorly understood. 
Another example is the discharge of subglacial lake observed in central East 
Antarctica from changes in ice surface elevations (Wingham et al., 2006). The 
problem becomes understanding how ice flow varies when the subglacial lake 
pressure changes, as well as understanding the factors initiating lake drainage.
A ppendix A  
Scaling analysis
In this appendix we derive a relationship between the shear and normal devi- 
atoric stress scales in an ice shelf, and find a relationship between the ice shelf 
aspect ratio £ and 8, the normalized difference in ice and water densities.
A .l  R elationship  betw een  [r'J and [r'J in an 
ice shelf
In this section, we would like to establish a relationship between the shear 
stress and normal deviatoric stress scales. Starting with the stress boundary 
condition at the lower surface:
T  • N b  = - PwN b , (A.l)
where, as before, N b  is the normal to the base, Pw — pwg(L — Z) is the water
pressure, and pw is the water density. This boundary condition becomes, when
expanded,
( - P  +  T L ) ^  -  T „  =  —pwg{L  -  B )
+ p ~ t '" =  Pw(j{L ~ B )- (A-2)
The pressure can be removed from these equations by writting (A.22) as
p  = pmg ( L  -  B )  - T 'J P  +T' l z . . (A.3)
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Inserting this result in (A 2i) leads to 
( ~ p wg(L - B ) + T ' xz H  -  n ,  4-TIX)  § §  -  =  —pwg(L -  B ) | J .  (A.4)
This equation can simplified by using — r z z  = t ' x , which follows from mass 
conservation, so that
T x> ( f f ) ’ +- 2 ^ | f  -  =  0- (A-5)
Rearranging this expression gives
v  -  2T** dB
Scaling this expression lead to
r ,  W  =  ^ K x K x  [z ] db
The shallow ice approximation introduces the parameter £ =  j^ j into the above 
equation
By assumption the surface gradients; are of 0(1), so (A8) indicates that [t'xz\  = 
iVxxl
A .2 R elationship  betw een  S  and £ in an ice 
sh elf
To conclude the treatment of the ice shelf, it is necessary to find a relationship 
between S and £. This can be carried out by evaluating the horizontal force 
balance in the ice shelf:
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Substituting the definitions for the water pressure Pw = pwg(L — Z), and the 
normal stress Txx = — P  +  T' the force balance is
[ L pwg{L — Z )d Z  = — [  ( - P  + T'xx) dZ. (A.10)
J B J B
which becomes, when scaled,
f  ^ L(l ~ z ) dz = -  [  (~P + t TL ) dz - (A.ll)Jb Pi Jb
The next step is to perturb all the variables, by seeking solutions as asymptotic 
expansions oo
(p,s,b,r'xx) =  ^2C(Pi,Si,bi,Tixx). (A .12)
i—0
The horizontal force balance yields
[  — (I — z)dz  = f  (p0 +  £(pi -  r'0xx) +  £2(p2 -  t [ xx) +  0 (£ 3)) dz. (A.13) 
Jb Pi Jb
Evaluating the force due to the water pressure, we obtain (ignoring terms of 
0 (£3))
f Pf ( l - z ) d z =  ? f l z  l i - ^
Jb Pi Pi Pi 2
=  ~—l(l — b0 — £bi — £262) — (/2 — (6q +  2£b0bi +  £2&2))
Pi ^Pi
-  « * ■ - ? ) )  <Ai4>
— y  — £ b w b\  +  i 2 ( b \  — y ) +  S ^ y  — £ b w bi  +  £ ? ( b \  — y
where bw = I — b0, and the last step has used the relation — = S +  1.Pi
Turning our attention to the right hand side of the force balance, we evaluate 
first the contribution from the lead order pressure, p0 = (s — z), and express 
the upper surface using s =  £sw +  /, where sw is the thickness above sea level 
(see page 37). This thickness will be perturbed, and to simplify the notation,
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we drop the suffix w.
/ podz  =  / (s — z) dz  =  s z \ lb
Jb Jb
Jl Isz \b
I b’
— (^  +  <CS0 +  £2<sl)(^ +  £s0 +  C2-S‘l ~ t}0 — &1 — £ ^ 2)
~ 2 ^  ^s° £2,Sl)2 2 ^°  ^  ^2^ 2 2^ 
=  +  £ (bobi +  l(—bi +  So) ~ 5o&o) +
£2 ~  +  b0b2 +  +  s0 — s0&i  ^ . (A.15)
In the ice shelf analysis we found that p\ ~  — Tqxx and that Tqxx is independent 
of 2 . The contribution from the 0(£) term is therefore
[  C(Pi -  T0XX) dz =  -  f 2 ^ xxdz = - 2 ^ xxz\t 
Jb  Jb
— ~2£Tbxx(l +  +  £2Si — b0 — £bi — t,2b2)
=  - ^ L x b w - ^ r ^ i s o - b i ) .  (A.16)
Although not discussed in the shelf analysis, it can be shown that p2 ~  —t[xx, 
with t[xx independent of depth. The contribution from the 0(£2) term yields
/  £2(P2 -  t[xx) dz = -  f  2^T[xxdz = - 2 ^ 2T[xxz\l 
Jb Jb
— ~2€2t ' ixx(1 +  £so +  £2<si — bo — £bi — ^2b2)
= - 2  e r [ xxbw. (A-17)
Combining the contributions from (A.15), (A.16), (A.17), the right hand side 
of the force balance is to 0 (£3)
~2 +  £ (bobi +  l(—bi +  s0) — s0&o — 2rbxxbw)
+£2 y  +  b0b2 +  -J +  s0 — s0&i — 2tqxx(sq — bi) — 2 r ^ b j ' j  . (A. 18)
The last modification to this term makes use of the relations £s0 =  Sbw and 
byj   I 60.
~2 +  £ (~bwbi — 2rQXXbw) +  Sb2w — S2^ -  +  £6 (bw — bwbi — 2TQXXbw) +
$?. (^ b0b2 +  y +  2ro*z&i _  2 T\ xxbJ'j • (A. 19)
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We can now evaluate the force balance, by equating (A. 14) to (A. 19):
~  ~ £,bwbi +  £2(f>2 ~ -  t,bwbi +  -  y ) ^
= y  +  « ( “ M i  -  2r'0xxbw) + Sbl -  S2^  +  SS (by, -  6rot, -  2r’xxbw)
+?2 0>ol>2 + y  +  2tqix(>1 -  2 t [xxA,„) . (A.20)
Which simplifies to
0  =  - ^  +  2 ^ xbw +  ^  +  ?<5 ( - 6 , .  +  2 r ' x x 6 ro)
+ £2 (^2  +  &i -  b0b2 -  2rbxxbi +  2 r[xxbw) +  S£2(bl +  bi/2). (A.21)
Comparing the terms in (A.21), and thinking of the physical implications, one 
can determine the relationship between £ and J. If £ is greater than £, say 
£ ~  £2,then the leading term in the force balance is
\b 2w =  0. (A.22)
This is only true if either bw = 0 or 8 = 0. For the former to take place then 
the implication is no ice shelf, and for the later to hold requires Pi = pw. This 
is not a good approximation of the physical world, since pw ~  1028 kg m-3
and pi «  917 kg m-3. Another possibilty for the force balance would be for
£ to be greater than 5, say £2 ~  5. In this case the force balance becomes, to 
lead order,
^ < xxbw = 0. (A.23)
For this relation to hold then either £ =  0, which implies that there are no 
surface gradients, or bw = 0 which implies there is no shelf. A final possibility 
would be for Tqxx = 0, corresponding to no normal deviatoric stress. However 
this choice is not suitable because normal deviatoric stress gradients play an 
important role in ice shelves. For these reasons £ can not be greater than 5. 
The only possible relation between these two small parameters is for £ ~  8. 
The force balance is then
- f  £  +  ^r'0xxbw = 0 (A.24)
and implies that r'Qxx = ^ b w, which is the result obtained earlier (see 2.48). 
It is thus possible to conclude th a t^  ~  5.
A ppendix B
M IN I elem ent and form ulation  
of elem ent m atrices
The MINI element is a triangular element with continuous velocity and pres­
sure approximations. Introduced by Arnold et al. (1984), the MINI element 
satisfies the LLB conditions (page 60), and therefore results in stable velocities 
and pressure. In this appendix, we show in detail the properties of this ele­
ment (section B.l), which allow the evaluation of the element matrices arising 
in the Galerkin formulation of the Stokes problem (section B.2). The matrix 
entries for vertex nodes are well known, and can be found in many finite el­
ement textbook, such as Burnett (1987). The contribution from the bubble 
function, is however not clearly stated in the literature, so the matrix entries 
presented in this appendix have been evaluated from “scratch”. Finally the 
implementation of the Robin boundary condition is discussed in section B.3.
B .l  The M INI elem ent
The MINI element is based on a simple straight-sided triangular element (called 
Pi —Pi), which has a node at each vertex. The Pi — Pi element is well described 
in the literature, with chapter 13 Burnett (1987) forming the basis of this 
section.
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In the MINI element, the pressure and velocity are approximated via
3
P(;x, z) =  ^ 2  (-T’z ) and
j=i
3
U(x, z) = '^ 2 u j (/)j (x, z) + u b(j)b{x,z) (B.l)
j=1
with the shape functions associated with each vertex, j , given by
a,- +  bjX +  CaZ _  .
z) = -------^ 4 ----------  3 = 2>3- (B-2)
The coefficients are defined as
CLj =  x kzi -  x t z k _  j
bj =  z k -  zt 2
Cj — X[ x k
1 Xi Zi 
1 X2 Z2 
1 X3 z 3 
= area of element
(B.3)
The subscripts j, h,l refer to the vertices, so for the shape function (j)\{x, z) 
illustrated in Figure B.l  (A), j  = 1 , k =  2 , I = 3. At node 1, (f>i(xi,zi) =  1 , 
and the shape function decreases linearly to 0  on the triangle edge defined by 
node 2 and 3. Therefore the vertex shape functions are identical to the area 
coordinates of a triangle L1} L2, L3 (see Figure B .l  (B)). The property (f)j = Lj 
will be used when evaluating element matrices which require integration of 
the shape function, since area coordinates provide the following integration 
formula over the area A of a triangle
//, < B 4 >
For the side of a triangle, the integration formula is
I.
where Lij is the length between position i and j.
The bubble shape function, (f)b(x,z), is the product of the vertex shape func­
tions
M x >z) =  2 7<M^ z)<t>2(x, z)<f>3{x, z). (B.6 )
(fib(x ,z ) is equal to 1 at the center of the element (due to the factor 27), and 
vanishes at the element boundary.
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o' i
F igure B .l:  A) Shape function <t>i(x,z) associated with node 1. B) Area coordinates.
The derivatives of the vertex shape function are constant within an element, 
since from (B.2):
d<t>j d
dx dx 
d(f>j _  d 
dz dz
dj + bjx +  CjZ
2A
cij +  bjX +  CjZ 
2 A
_ bj
2 A'
2L  
2 A'
_ C3 (B.7)
At any position within an element the following relationships hold
01 +  02 +  03 =  1 j
[01 + 02 +  03] — 0,
d_ 
dx
[01 +  02 +  03] =  0. (B.8)
For the bubble function, the derivatives are
d r , /  d d \  dd>2 <90 3 \
=  [27010203] — 27 ( “^ 0 2 0 3  +  “7^70103 +  ) ’
d r , ( dd>\ dd>2 deb* \
=  [27010203] =  27 ( -^ -0 2 0 3  +  +  “7^-0102J  ■
d(f>b
dx
d<t>b
dz (B.9)
On the domain boundary, the shape function from interior nodes and the 
bubble function vanish. The boundary shape function can be viewed as a line 
between two nodes, and can be defined as
i / \ x j+ i i ( \ x  x j
M x ) =  ~r 0j+i(x) =xj+i xj x j+ i x j
(B-10)
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x j P x j+i X
Figure B.2: Linear shape function on a boundary. The gradient of 4>j is positive on the 
edge ei, but negative on edge e2.
The derivative is still constant, but its sign depends on the position of the 
node on the edge, as illustrated in Figure B.2. In the case where the node is 
at the end of the edge e\ , the derivative of (f)j is a negative quantity:
However, for edge e2, 4>j corresponds to the node at the beginning of the edge, 
and its derivative is a positive quantity:
B.2 Evaluation of m atrices
The matrix formulation of the Stokes problem (3.30) contains the following 
viscous submatrice
d&j   4* j (xj ) 1)  _1 (B .ll)
d&j   4*j (xj +1) (ftj {xj )  ______ 1 (B. 12)
X j_|_i X j  X j + i  Xj
(B.13)
the pressure gradient matrices
Appendix B. MINI element and formulation of element matrices 119
i = 1,2,3; 
3 = 1,2,3;
i =  1,2,3; 
j  = b; f
i = b; 
j  = b;
K x =*7
" A dfa dfa 
** dx dx
0
/ d<j>i d<t>i , d<f>2 d<j>2 \
81M  ( % 3% , % ,% ,  I 
10 I /
' dx dx dx dx '
K z = o
dfa dfa 
^  dz dz
0 / dcj)i dfa , d<t>2 dfa \  81M  f %3%3 )
10 \ S i J i ,  S k S k  /
\  T  Si 9i T  8i 8i /
K ?•* = dfa d4>j 
M dz dx
0 81/M /  +  \^  dz dx ' dz dx \
20 t  )
T able  B .l :  Entries of the viscous matrices for the MINI element. The gradients of
the shape function are ^  and (see page 117). bj, Cj, and the area A
are defined in (B.3). The same results are obtained when i = b, j  = 1,2,3.
and the forcing vectors / x, / z, f m
fi =  [  hFxdT  +  [  <f>i9xdfl -  f
Jr Jn Jo
f z = [  ct>iFzdT+ f  4>i9zdM ~ f
Jr Jn Jn
d<t>i da d(f)i du dfa dv 
2 / ^ — — —— b  P ~ z .— q — b  pdx dx dz dz
o d fadv t d fadv t 
2/i——— b P~z—  b p
dz dx 
dfa du
dz dz dx dx
f ?  = (  A
Jn
dx dz
du dv 
dx dz
cm,
dO,
dfl.
(B.15)
These matrices and vectors are evaluated for each element and assembled, that 
is, the contribution from each element is added together. These matrix entries 
depend on the choice of element and weighting functions, so their evaluations 
will make use of the properties of the MINI element described in the previous 
section. The step by step evaluation of K \ Cg, and f f  is shown in the 
following sections. The remaining matrices will not be derived, (the procedure 
is similar to the examples shown), Ibut their entries are given in Table B.l for 
the viscous matrices, Table B.2 for the pressure matrices, and Table B.3 for 
the forcing vectors.
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i — 1,2,3; 
j  — 1)2,3;
i = 6; 
j  = 1) 2,3;
A d(f>i 
3 dx
9 A d(f)j 
20 dx
<% =
A d(f>i 
3 dz
9 A dcf)j 
20 dz
Table B.2: Pressure matrices entries for the MINI element. The gradients of the
shape function are ^  and (see page 117). bj ,  Cj ,  and the area A are
defined in (B'.3).
» = 1,2,3; i  =  b;
f t  =
Agx | Fx Lij
- E  % u j t i A rxd^d^j_ . d4>i d<f>j J dx dx dz dz 2 0
f f  =
Agz | Fz Lij 
3 2
-  £ &  v j / i A
E f r w A g g
o d<t>i d(f>j . d(j>i def)j 
dz dz dx dx
9 A g z 
20
ST =
A  dipi A  d f a  
3  d x  + 2 ^ v i  3  d z
3=1 j = 1
0
Table B.3: Entries of the forcing vector for the MINI element. The area A  is defined 
in (B.3), and is the length of the element between nodes i  and j .  g x and g z are the 
components of the body force, here gravity. Fx and Fz are the values of the horizontal 
and vertical force. M u and M v are Dirichlet nodes (see page 57).
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B.2.1 Viscous m atrix K f ;•
In this section, we illustrate in detail the evaluation of the viscous matrix Kf, 
for a typical MINI element
Starting with the contribution from the shape functions associated with the 
vertex (when i = 1,2,3 and j  = 1,2,3), we know that the gradient of the 
shape function is constant within an element (see page 117), and can thus be 
taken out of the integral. This is also the case for the viscosity since we are 
only considering constant viscosity:
In the case where a bubble function is present, for example when i = 6, j  = 
1,2,3, we begin with
Substituting the derivatives of the bubble shape functions with (B.92), we 
obtain
(B.16)
To evaluate f f A d xd z , we use (B.4) with k = I = m  = 0:
L? L? Lo dxdz = 2A (B.17)
The viscous matrice is therefore
= p A ^ - ^ -  when i — 1,2,3; j  = 1,2,3. (B.18)J ox ox
(B.19)
Z</J/~dx\~dx J J  92(p3ax az + J J  <Pi<P3ax a z + —  JJ fa fcdx dz'j
(B.20)
The integral dz is evaluated from (B.4), in this case k =  1,1 =
1, m = 0 \
11 L\ L\ Ll dx dz = 2A- ^ — 51— _  = 4  (b.21)
J J a 1 2 3 (1 + 1+ 0 + 2)! 12 v !
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The same result will be obtained for f J A (f>2(f>3dxdz, and f f A (fiifodx dz. Thus 
the expression for K b- becomes
27nAd<j>} (d<j>! dfa d<t>3\  . .
12 dx \  dx dx dx )
However from (B.8), we know that ^  ^  =  0, thus K b- =  0. The
same result will be obtained for K f b, that is when i = 1,2,3 , j  = b, so the 
contribution to the viscous matrix when one of the shape function is a bubble 
function is
i = b; j  = 1,2,3 
i = 1,2,3; j  = b
K?j = 0 when { , . (B.23)
When both shape functions are bubble functions (i = b,j = 6), we need to 
evaluate
H / ~ t d~ t d x d z - ( a 2 4 )
Substituting for the derivative of the bubble function, (B.9 2 ), we obtain
ILK bb- I I 2 7 2 v ( +  +  ~ t x ^ 2
103  +  ^ 0 1 0 2 )^ dxdzdx dx dx
(B.25)
and multiplying out lead to
KZ, =  27V IL (  9- t 9- t m  + 3+3+ I dxdz.\ d- t 9-t<t>^ 3 + 9- t B- t ^ z  + 9- t 9- t m
(B.26)
Using (B.4) to integrate terms such as f f A ( j^^dx  dz (here k = 0, / =  2, m =  2), 
and f f A (f>i(f)2(f>ldx dz (thus k =  1, / =  1, m  = 2), gives
IL
IL
r 0 r2 . 2  .1 0! 2! 2! 2/1L. L2 Li d x d z  = 2/17-— -— -— —  = ——,
A 3 (0 + 2 + 2 + 2)! 180
1M I 2! A
L\ L\ Li dx dz  =  2A-■.------—  ---   = ------. (B.27)
a \  (1 + 1 + 2 +  2)! 180 v ’
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Substituting these results and collecting the terms, the expression for K bb 
reduces to
=  8 1 p A  /  d ^ i  d<fh 8^ 2 8 ^ 2  %  9 ^ 3  8^ _ 8 ^ 2  %  ( t y z  \
bb 10 \  8x 8x 8x 8x 8x 8x 8x 8x 8x 8x 8x 8x )
(B.28)
The element matrices corresponding to the viscous terms K*j = Jn p ^ ^ - d Q ,  
and K** = are evaluated in the same manner and the resulting
expressions are shown in Table B .l.
B.2.2 Pressure gradient m atrix (7?
The pressure gradient matrix, which we wish to evaluate is
c % =  -  I  (B.29)
Starting with the case corresponding to i = 1 ,2 , 3, j  = 1 ,2 , 3, we begin with
c t, =  ~ J J A ^ t ^ i dxdz = J J ^ j d x d z .  (B.30)
The integral is evaluated from (B.4) with k = 1, / =  0, m  = 0:
leading to
=  when i =  1’ 2 - 3; i  =  1>2 - 3- (B -32)
For i = b, j  = 1,2,3, we need to evaluate
c » = - 1 L i t  *idxdz 
=-27 I I a  ( + + ^j dx dz ' b^'33)
Choosing for example j  = 1, and rearranging lead to
Cm = -27 J J  (pi'h'P'idxdz + JJ 4>\<t>3dx dz +  JJ tftfadx d z \  .
(B.34)
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Evaluation of the integral (B.4) in the cases where k = I = m  = 1, or k = 
2, 1 = 0, m =  1 results in
f f  L\ L \ L \ d x d z  =  2A - — *!B1! = 4 ,
J J a 1 2 3 (1 + 1+ 1 + 2)! 60’
J l  L% L1dx dz = 2^ (2  + 0+1 + 2)! =  S ’ (B'35)
so that we have
r*  -  - 9 7  f ! * L ±  i _i_ ^ 3  2A \ m  „fi,
61 V &r 60 dx  60 dx 6 0) '  ^ ^
This expression can be simplified using ^  ^  ^  which follows from
(B.8), to get
-  -9 7  f ^  , %  2A /  502 _  d 0 i \  _  9^4d0i , R  7 v
61 \  dx 60 dx 60 \  dx dx J 60 /  20 dx
The general result is therefore
c *j = S i t e  when i = b ’ j = i ’ 2,3’ b^ '38^
Finally, the case when i = b, and j  — b is considered. Inserting the definition 
of the bubble functions, we get
c » = - J J M <t>bdxdz
= — 272 f  (  ( ^ 0 2 0 3  +  ^ 0 1 0 3  +  ^ 0 1 0 2 ^  0 1 0 2 0 3 ^  ^J J a  V Ox dx dx J
d<t>l f  f  i  i 2 / 2 j  j  , ^ 0 2  f  f  ,2± ±2 j  j  , ^ 0 3= —27M JJ 4>i(})l(f)ldx dz +  JJ (flfocfydx dz +  JJ tfttfefadx dz
(B.39)
Integral terms, such as ( fr i^ ^ d x  dz with /c =  1, / =  2, ra =  2, are simply
J L L i L l i ''d’ d z - 2 A ( i A + f + 2 ) , - w » -  ' b « i
Therefore
^  _  27M /3 0 ,  %  d03\
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B.2.3 Forcing vector f f
The forcing vector is a combination of the Neumann boundary condition and 
the contribution from the body force
fi = [  4>iFxdT +  [  (f>igxdn. (B.42)
Jr Jn
This section will therefore show how the Neumann and Dirichlet boundary 
conditions are implemented.
In the integral for the body force,
[  (pigxdQ, (B.43)
Jn
gx is the horizontal component of the gravity vector, and therefore a constant. 
This term can be taken out of the integral and we thus need to evaluate 
H a fadxdz. The case when i = 1, correspond to k = 1, / =  0, m =  0, which 
from (B.4) result in
f f  L\L°2 L° dxdz = 2A - — ^!0!° ! =  4 - (B.44)
J J a (1 +  0 +  0 +  2)! 3 v '
The same answer will be obtained for i =  2 or i = 3. The. contribution from
the body force is thus
J J  (f>igxdx dz = when i = 1,2,3. (B.45)
In the case corresponding to the bubble function, i = b, we substitute for 
the expression containing the product of the three shape functions ((f)i, 02, <^3) 
defined in (B.6):
gx I L  (fibdx dz = 27 gx J  J  (pifafadx dz. (B.46)
From (B.4), with k = 1, 1 = 1, m = 1, we obtain
f f  L\ L\ L\ dx dz = 2A-------— —— -  =  — (B.47)
J J a (1 +  1 +  1 +  2)! 60 v J
and therefore
J J  (f)igxdxdz = when i =  b. . (B.48)
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The contribution from the Neumann boundary condition is
<f>iFxd ri (B.49)
where Fx is the applied traction on the element boundary, taken to be the 
value at the mid-point of the element side (following Burnett, 1987). It is thus 
treated as a constant when the integral is evaluated from (B.5), with k =  1, 
1 =  0:
1 L) L°d s  = Ly 1’0! ^  (B.50)3 (1 + 0  + 1)! 2 v '* 3
such that
j: (f>iFxds FxLi when i = 1,2,3 (B.51)
where as before Lij is the length of the element side between node i and j .  
There is no contribution from the bubble function, since it vanishes at element 
boundaries.
When the element contains a Dirichlet node, the value of the velocity is known 
for this node so there is no row entry for this node in the matrix K. However 
this velocity enters the matrix equation for all non Dirichlet nodes of elements 
sharing this Dirichlet node, via the integral
/Jn dfa du d<f>i du d(f)i dv 2 / i — — — - - - - - - f -  / i — — — - - - - b  / idx dx dz dz dz dx dQ. (B.52)
Inserting the definitions for u = and # — Y ljI=\vj i j  (Pa§e 57), the
integral becomes
M u n
/
3=1 J a
d ^ d ^  dfa d<j>j
dx dx dz dz dft
Afx? p
/
3=1 J»
dfa d(j)j 
dz dx dtt. (B.53)
These entries are the same as the viscous matrices, so we can use the results 
in Table B.l and write down
f  L  du d(f>i du d4>i di) 
Jn [ ^  dx dx ^  ^  dz dz ^  ^  dz dx
dfl
Mu
-
j=i dx dx 
0 when i = b.
d(f)i d(f)j dcfti ddj 
2 — + dz dz
M v
-
j -1
d(\)j d(pj 
dz dx when i = 1,2,3 
(B.54)
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B .3 Im plem entation of Robin boundary con­
dition
In the Robin boundary condition
u -  (3txz = 0 (B.55)
both the velocity and its derivative are unknown. It is therefore necessary to 
alter the weak form of the horizontal momentum equation ((3.21) page 55) in 
order to implement this boundary condition. Following Silliman and Scriven 
(1980), we begin with (3.21):
f  ( d<f)du d(f)du\ f  d(f) dv
L {2^ a~x + »TzTz} + WTzdi*1
-  J  p ^ d a  = J  <l>gxdn + J  4>FxdT (B.56)
and recall the definition of the traction
/  du \  ( du d v \
Fx =  n  • rx =  nx I 2//—  -  p J +  nzii I —  +  —  J =  nxrxx +  nzrxz. (B.57)
The boundary integral containing the traction can therefore be split into its 
normal and tangential components
J  (f)FxdT = j  4>nxrxxdr  +  J  (f)nzTxzdV. (B.58)
Because this term is now unknown, we shift it to the left hand side of the 
equation and obtain
f  f  d(j)du d(f)du\ f  d(f) dv
/„  { >ld i  Yx +  ll~d~z ~dz j  +  Jn
f  f  4*W'x'TxxdY f  (f)TLzTxzdY =  f  4>gxdQ. (B.59)
«/ n J r  J r  q
Using the Robin condition we know that rxz =  u/(3, and by definition rxx =
du 
dx — p. Substituting these lead to
f  ( d(f)du d(f)du\ f  d(j)dv f  d(f>
L  \ 2 ,ld~xYx + * T z T z  } + I  "fete*1 ~ ) a PTxda
-  \ 2 f i ^  -  p )  dT -  J  = J  <f>gx<ffi. (B.60)
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The Galerkin discretization of this equation follows the procedure described in 
section 3.2.3, and result in the matrix formulation
' 2K x +  K z +  R1 +  R2 K zx Cx +  R3 " u \ f x
(K ZX)T 2 k z +  K x Cz < r
(CX)T (CZ)T 0 „ p J
which is the same matrix as before, except for the three new terms R 1, R2, R3 
defined as
R 1 = -  J  R2 =  -  J  2pnx(f)i~^dT, R3 = J  n ^ ^ j d T .
r r r (B.62)
These matrices only have non-zero entries when the element is on a boundary
where the Robin condition is set. The evaluation of these integrals uses the
triangle formula (B.5), so for Rl and R3 we need to evaluate f r fa^jdT. When 
i = j , we take k = 2, / =  0:
In the case where i W j ,  k — 1, / =  1:
/ ' ^ - ^ ( T T r b i - T  (BW|
The matrix entries for R 1 can therefore be summarized as
i f  nz f — if  4 when i — j
R  (B.65)
Jr P [ when i W j
Similarly the matrix R3 is
R *  =  [  n x M j d r  =  \  w h e n  i = j
Jr 3 I ^  when V '
In the matrix R2, the gradient of the shape function is a constant = ±  jj-, 
with the sign depending on whether j  is at the beginning or the end of the edge 
over which the integral is evaluated. The definition of ”beginning” and ’’end” 
of an edge is discussed page 118, where the path integral around the element 
boundary is taken in the anticlockwise direction. The integral is evaluated
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taking k = 1, / =  0:
[ J h\L]ds = lHj -— =  k i .
Ji ■ 1 11 (1 +  0 +  1)! 2
The matrix entries of R2 are simply
r2 _  _  f  2/in ^ =  J  ~VUx when 3 beginning of edge 
Jr dx 1 finx when j  at end of edge
A ppendix C 
Galerkin m ethod for evaluating  
free surfaces
In this appendix, we present an alternative determination of free surfaces, 
based on the finite element method. To cast the kinematic condition into finite 
element formulation, we follow chapter 11 of Burnett (1987). Considering at 
present the spatial discretization, we start by forming the weak form of the 
kinematic equation
where ^ is a weighting function. The unknown surface, h(pc, £), is approximated 
with the known basis functions corresponding to the linear shape function (see 
Figure C.l)
(C.l)
Xj +1 Xj
. (C.2)
The weak form thus becomes
which is in matrix form
(C.4)
where
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j+i
x
Xj
F ig u re  C .l :  Linear shape functions, 4>j(x) used in the approximation of the kinematic 
condition.
We can now deal with the temporal part of the problem, where the differential 
equation will be approximated by a recurrence relation. The weak form is
£  (c.e)
where (f)n+1(t) is the weighting function corresponding to the time. At time 
step n, the surface is again approximated by a linear shape function
h(t) = hn<j>n(t) +  hn+1(f)n+1(t) (C.7)
where
m+1 _  / / _  m
r(t) = r~i > r +1(t) =At A t  ’ A t  =  t
n+1 ±nr ,
and therefore
(C.8)
(C.9)
The weak form thus becomes
ptn+1
Jtn M ( X t{h]n + X t{/!}n+1)  +  c  +  h'+1<F*1W) -  W O }
(C.
(j)n+1(t)dt
0)
and leads to the recurrence relation
( i tM +1°) wn+1 = I {F>"+1{F}n+1+( i A/ - \c) w" ■ ( c -n )
With this recurrence relation, there is no restriction on the time step, as sta­
bility analysis indicates that this recurrence relation is unconditionally stable 
(Burnett (1987), chapter 11).
A ppendix D
A nalytical solution to  the  
stick-slip problem
In this appendix we show the derivation of the analytical solution to the stick- 
slip problem considered in section 3.4.2. The equations that are to be solved 
are in Fourier space
, . dw - i k u  +  —-  =  0 , dz
•i - , 2 92uikp -  k f iu +  f i— -  =  0,ozz
subject to boundary conditions
u) — 0, txz =  0, at 2  =  1,
ic =  0, txz =  7r6(k) — at z — 0. (D-2)
When seeking solutions to this problem, we treat separately the cases where 
k =  0, and k ^  0. This distinction will allow us to find a family of solution 
which vanishes when k ^  0, that is delta functions. These solutions must 
satisfy the shear stress condition at 2  — 0, which contains a delta function.
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D .l  General solutions for p(fc, z ) ,  u { k , z ) ,  w ( k , z )  
when k  ^  0
In this section we look for solutions which are non zero for a range of k, and 
begin by seeking a solution for the pressure. By differentiating the horizontal 
momentum equation (3.492) with respect to x , the vertical momentum (3.49a) 
with respect to z, and adding the resulting equations together, it can be shown 
that the pressure satisfies
V 2p =  0. (D.3)
The Fourier transform of the Laplacian is
- *■ *>+g - o .  (D.l)
which has general solution
p(fc, z) = A(k)ekz + B(k)e~kz. (D.5)
A solution for the horizontal velocity is obtained by inserting the result for 
the pressure in the Fourier transform of the horizontal momentum equation
(D. 12).
B2u
- k 2fiu +  n —  =  - ik (A {k )ekz + B(k)e~kz). (D.6)
This has general solution
u(k, Z) = ~  (A(k)ekz -  B{k)e~kz) +  C{k)ekz + D(k)e~kz. (D.7)
Repeating the above process for the vertical momentum equation (D. 13), re­
sults in
f) li)
- k 2nw +  n — J  = k(A(k)ekz -  B{h)e- kz). (D.8)
A solution for the vertical velocity is therefore
w{k, z) = (A(k)ekz + B(k)e-kz) + E{k)ekz + F(k)e~kz. (D.9)
The velocities must satisfy mass conservation, and this allows us to reduce 
the number of unknown coefficients. Inserting the expressions for u(k, z), and
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w(k,z)  into (D .li) leads to
(D.10)
which is satisfied when the terms inside the brackets vanish. This will be the 
case when
=  —k(—iC(k) + E(k)) and = k{iD(k) +  F(k)). (D .ll)
2^Lt
The velocities can therefore be rewritten as
u{k, z) = ekz (C(k) + kzC(k) + ikzE{k)) + e~kz (D(k) -  kzD(k) + ik zF (k )) , 
w(k, z) = ekz (E(k) -  kzE{k) + ikzC(k)) + e~kz (F(k) + kzF(k) + ikzD (k)).
(D.12)
The coefficients C(k), D(k), E (k ) and F(k) will be determined through the 
boundary conditions for the vertical velocity and shear stress. The shear stress, 
txz = fi ( l r  +  I t ) ,  has Fourier transform
duTxz(k, z) = p —  -  ikpw. (D.13)
Inserting the expressions for the velocity, and rearranging, one obtains
f xz{k, z) = 2pekz (kC(k) +  zk2C(k) +  ik2zE{k))
+2pe~kz ( -kD (k )  +  zk2D{k) -  ik2zF(k)) . (D.14)
of the boundary conditions (D.2) provide 
E(k) +  F(k) = 0,
ek(E(k) -  kE(k)  +  ikC(k)) +  e~k(F(k) +  kF(k) +  ikD(k)) = 0, 
2pk(C(k) — D{k)) =  —i / k ,
2pek(kC(k) +  k2C(k) +  ik2E(k))
2pe~k( -k D (k )  +  k2D{k) -  ik2F(k)) = 0. (D.15)
Application
w(k, 0) =  
w(k, 1) = 
Txz(k"> 0) 
Txz{ki 1)
+
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The first equation gives E(k) = —F(k), the remaining three equations are cast 
in matrix form
ikek ike~k ( 1  — k)ek — ( 1  + k)e k f C(k) '
/
2 fik —2pk 0 { m ► =  <
2pk(l +  k)ek 2jik(—l +  k)e~k i^fik2 cosh(A;) { m , V
0
-i/k
0
whose solution is
D(k) = i{: \ t e2[ - ? k ) , E(k) =
1
8/ifc2sinh (k ) 8/ifc2sinh (k) 4pk  sinh2(fc) 
(D.16)
The pressure (D.5), and velocity (D.12), are now known in the Fourier space
p(k,z) =
u(k , z) =  —i 
w(k , z) =
cosh (k — kz) 
k sinh(A;)
kcosh(kz) +  zk sinh(k) sinh(/c — kz) — sinh(fc) cosh(A;2: — k)
2pk2 sinh2(A:) 
sinh(A:2:) — zsinh(/c) cosh(k — kz) 
2pksmh2(k)
(D.17)
D.2 General solutions for p ( k , z ) ,  u { k , z ) ,  w ( k , z )  
w hen k  =  0
The inverse Fourier transform of a function at the origin, k = 0, relates to the 
solution at x —> ± 0 0 . These solutions are important since they correspond to 
the flow at the inlet-outlet of our problem. We thus look for solutions who 
only exist at the origin, such as delta functions.
Following the steps taken in the previous section, we begin by seeking a solution 
for the pressure, which must satisfy the Fourier transform of the Laplacian 
(D.4). Taking as a trial solution
00
p(k,z)  =  ^ p n{z)8{n\ k )  (D.18)
n = 0
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where indicates the nth derivative of the delta function, and substituting 
in the Laplacian, results in
d2p£ ; z) - k * p ( k , z ) = j r ^ ^ 6 ( nH k ) - k 2j r Pn(z)6W(k)
71=0 71=0
71=0 71=2
(D.19)
The change from n = 0 to n = 2, in the summation for the second term, 
follows from the relation
771'
fcn5(m)(fc) =  ( -1 )" 7---------- <5(m- n)(fc) if m > n(rn — n)\
= 0 if m < n (D.20)
given in Lighthill (1958), page 29.
When n =  0 or n =  1, the problem simplifies to seeking solutions to
=  0 (D.21)azl
which is satisfied by pn(z) = anz +  bn. When n = 2, the problem becomes
-  k2p2(z)6<~2\ k )  = 0. (D.22)
From (D.20) we have k28 ^ (k )  = 25(k), thus (D.22) can be rewritten as
-  2P2(*)<5(fc) =  0. (D.23)
Following Lighthill (1958), the linear independence of delta functions yield in 
our case ^  = d ’ so (D.22) becomes
_  2p2(z ) m  =  0  ( D . 2 4 )
We have seen in (D.21) that =  0, so P2 (z) =  0 is the only possibility.
These steps will be true for all n > 1, leading to pn(z) = 0 when n > 1. The
general solution for the pressure at the origin is therefore
fi{k, z) — (A) +  B0z)6(k) +  (C0 +  D0z)5^(k). (D.25)
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We now turn our attention to the vertical velocity, and insert our expression 
for the pressure in the Fourier transform of the horizontal momentum (£712)
+ =  _ ik((A0 + B0z)S(k) + (C0 + D0z )S ^ ( k )),
=  i(C0 +  D0z)S(k) (D.26)
where the relation (D.20) has been used to kill the first term (since kd(k) = 0),
and transform the second term with k 6 ^ (k )  = —S(k). We seek solutions of
the form
o o
u(k,z) = ^ 2 ‘Un(z)S('n)(k), (D.27)
71= 0
so the differential equation reads
00 ~  ( f - ' i t  ( z )
- k 2p ' ^ 2 un{z)6(n)(k) S^ n\ k )  =  i(C0 +  D0z)S(k) (D.28)
71= 0  71 =  0
or
o o  o o  >2 /  \
- k 2n ^ 2 u n(z )5 ^(k )  =  i(C0 + D0z)S(k) (D.29)
71= 2  71= 0
since k28(k) = k28^  =  0 from (D.20).
When n =  0, we need to solve
f i ? - ^ 6 ( k )  = t(Co +  Daz)6(k), (D.30)
integrating twice with respect to z gives the solution
ua(z) = Z- [ f0 + E0z + ^ -  + j  . (D.31)
For n = 1, the differential equation reduces to
=  0. (D.32)
which has solution
u 1(z) = - { H 0 + G0z).  (D.33)
A4
We do not need to consider cases when n > 1, because the linear independence 
of delta function will require the coefficients to vanish. The general solution
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for the horizontal velocity is therefore 
u(k, z) = — ( f 0 +  EqZ -I  ----1---- -—^ 8{k) +  ~ {H0 +  Goz ) <^(&). (D.34)
To obtain a solution for the vertical velocity we substitute, in the Fourier trans­
form of the vertical momentum equation (D.l), the solution for the pressure 
(D.25)
- k 2pw(k, z) +  ' = Bo6(k ) +  Dot{1)ik )- (D.35)
Inserting solutions of the form
oo
w(k,z) = ^ 2 w n{z)S^n\ k )  (D.36)
n =0
in the differential equation for the vertical momentum equation, gives
oo oo ,2 / \
- f c V Y , w n(z)S^(k)- + 7*2 <*(n)W  =  BoS(k) + D0SU(k). (D.37)dz2
71 =  2  71= 0
When n = 0 or n = 1, the problem takes on the form
( k )  =  ( k ) (D.38)
which is solved by expressions of the type wn(z) =  +  bnz 4- cn). For the
same reasons as for the vertical velocity, we do not need to seek solutions for 
n > 1. The general solution for the vertical velocity is
w{k, z) =  — ( j 0 4- IQz -|---- -—^ S{k)-\~— V^>o 4- K 0z -I  —^ $^(A;). (D.39)
The fourier transform of the mass conservation {D.l x), allows the reduction of 
unknown coefficients in the velocity solutions:
r - d™0 =  —iku  +  ——dz
i,k  X 1
=  — {Ho 4- G qz) 8 ^ { k )  H—  (/o 4- B qz) 8{k)  -I—  { K q 4- D qz) {k)p p p
= 1 ( - iH0 + I0 + z(-iG o + B0))S(k) + - ( K 0 + Daz ) S ^ ( k ) (D.40)P p
which requires / 0 =  iH0, B 0 =  iG0, and D0 = K 0 — 0. The remaining 
coefficients will be determined from the boundary conditions for the vertical
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velocity and shear stress. In this problem, the fourier transform of the shear 
stress (D.13) becomes
Txz(k ,z ) = p ^ - i k p w ,
= i(E0 +  L0)8{k) +  iC0zS(k) -  iB0S{1){k). (D.41)
The boundary conditions (D.2) are
w(k, 2 =  0) =  -  (J06(k) + L0Sm (k)) =  0, 
A4
w(k, z =  1) — — ( Jq +  /o H— — ^  $(k)  H— L o 8 ^ ( k )  =  0, 
p  \  I  J  p
2  =  0) =  i(E0 + L0)5(k) -  iB06m (k) = irS(k), 
rx2(k,z  = l) =  i(E0 + L 0)S(k) + iC0S ( k ) - i B 0SW (k) = 0, (D.42)
and provide C0 = — E0 = in , J0 = L0 = B0 = I0 = 0. The expressions for the 
pressure and velocity reduce to
p(k,z) = A0S(k) +  ind^^k),  
u(k , z) = i  ^iF0 + nz -  n ^ j  8(k),
w(k,z)  =  0. (D.43)
where the two remaining unknowns, A0 and F0, will now be determined from 
the inflow conditions and requires the inverse Fourier transform of our solu­
tions.
The inverse Fourier transform of the pressure
1 A r
z ) =  ^  J  ( M * )  +  i7r8{1)(k)) e~lkxdk = —  -  - .  (D.44)
The unknown A0 is therefore an arbitrary constant, which is set to 0.
For the horizontal velocity, we need to evaluate
z) =  —— J  e~lkxdk (D.45)u(
1 ( iF0 z z2
to obtain
= tJ- (d-46)
Before we can determine the constant F0 from the inflow Poiseuille boundary 
condition, we need to evaluate the inverse Fourier transform of the limiting
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behavior of u(k ^  0, z) as k —► 0, as this term also contributes to the solution 
for u(x,z)  as x —► ±oo. By expressing the terms in (D.172) as Taylor series, 
it can be shown that the limit is
Bm *  0, z) = ^  ( - |  +  22 -  (D.47)
This in turn has inverse Fourier transform
~ ^ x \ \ + 2 z ~ Z J Sgn D^ '48^
At the inflow of our numerical domain, when x  < 0, sgn (x) = —1, the hori­
zontal velocity is
1 ( iF 0 z  z 2 \  1 ( 2u(x, z) — — I —--- h     I +  —  I —-  +  2z
p \2 t t  2 4 J 4/i \  3
which requires F0 =  in order to obtain the prescribed inflow velocity u = 
^ (^ z — y ^ , since we have set ^  =  — 1.
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