This paper focuses on how the probability can affect on the Ad Hoc routing protocols and especially on AODV regarding energy consumption. The evaluation of the performance of AODV with different Message Forwarding Probability based on the mechanism that AODV protocol uses in order to forward the message in all nodes of the network. The evaluation of AODV protocol was carried out using Network Simulator-2 (NS-2), on ten scales of probability. The outcome of this evaluation showed that using smaller probability than that of the original AODV protocol has, we can have better results on power consumption.
Introduction
Mobile Ad Hoc networks (MANETs) are rapidly evolving as an important research area of wireless mobility. MANET is a dynamically self-organizing network without supported infrastructure or central administrator. The main characteristic of MANET is that the network topology changes very fast and unpredictably in which mobile nodes moves to and from other wireless networks without any fixed access point where routers and hosts move constantly, so the topology dynamically changed [1] .
Therefore, frequent change of the network topology is rough challenge for many important issues, such as increasing overhead, limited bandwidth and energy loss. In order to reduce the power consumption on the AODV protocol we suggest a heuristic method that reduces the routing messages and therefore we get low routing load and low energy consumption. By this way we propose to change dynamically the probability of route message forwarding and therefore to reduce the average consumed energy of all nodes, the number of dropped packets of all the nodes, the total amount of data received/transmitted from the nodes over time [1] [4] .
There are many protocols [5] that have been developed in the last years for non-centralised networks, e.g. Temporally Order Routing protocol (TORA) [5] , Dynamic Source Routing protocol (DSR) [6] , On-Demand Distance Vector protocol (AODV) [7] , Destination-Sequenced Distance-Vector Routing protocol (DSDV) [8] , Optimized Link State Routing protocol (OLSR) [9] . In all the above routing protocols some need to keep the routing information from every node to any other node in the network, while some other try to create routes on an on-demand situations. By keeping information regarding the route needs an enormous portion of network capacity, although most of this information is used very rare. On the other hand, the on-demand routing protocols there is a lag on creating the route and while trying to create the route an overhead caused and therefore energy depletion.
This research focuses on AODV routing protocol and specifically aimed at limiting the routing message overhead and hence power consumption and prolonging battery life. This will be accomplished by decreasing any redundant broadcasting from the nodes with predefined probability.
AODV Protocol -A Brief Description
AODV Error! Reference source not found. is a reactive routing protocol that establishes a route to a destination on-demand. That is, a route is established only when it is required by a source node for transmitting data packets. This is beneficial in mobile ad-hoc networks since up-to-date knowledge of all routes from every node implies large communication overhead. The routing mechanism of AODV consists of two processes:
• Route discovery
• Route maintenance.
When the source node wants to send information to a node and there in no valid route, it start the process to discover the route by sending the route request (RREQ) packet to all nodes using a simple flooding technique [10] (Fig. 1) . A destination node increases the sequence number in the following cases:
• Before it starts the search process for new route, it increases its sequence number. In this way, it protects against possible conflicts with previously defined routes to the source.
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• When it intends to start sending a RREP, it has to renew its own sequence number to the maximum of its current sequence number ( ) and the destination sequence number in the RREQ packet. 
The routing table entries and lists of precursor
When a node receives a control packet (routing packet) from its neighbour, or creates, or renews a path to a particular destination or subnet, it searches in its routing table for a valid entry for this destination.
If there is no record in the table it creates a new one. The sequence number is defined by the information contained in the control packet.
The sequential number is renewed at the following cases:
• When the value is higher than that in the recorded routing table, that is:
if ( ) is sequence number of node i in the routing table, if it receives a new number
• When the value is the same as in the record, but the sum of the required steps (number of hops) is smaller than that in the table, that is: 
Route Request Query
A node distributes a RREQ packet if there is a route request to a destination. This can happen if the destination is not known in advance or if a path was invalid or becomes inactive. The value of the destination sequential number that is copied to a routing table, is contained in the packet and is associated with the last number received. The exact number is increased when a priority RREQs messages is sent.
If sq N , is the sequence number to the destination node j, then: sq N = sq N + n 67 87 9: where n 67 87 9: is the priority number of received RREQs message.
The RREQ >? field is increased from a value of 1 except the last RREQ >? that is used by the current node. Each node maintains only one RREQ >? , the source node enters the RREQ >? and the IP address of the source of RREQ for PATH_DISCOVERY_TIME. PATH_DISCOVERY_TIME procedure of the RREQ mechanism, that is used to prevent nodes from responding to the same RREQ message it has already processed.
If (@@AB CD ) = 1 then (@@AB CD ) E./ = (@@AB CD ) E + 1, n=i,..1, 1 ≤ 4 where i is the number of current node and RREQ >? field is to be used by the current node.
The communication between a source and a destination is duplex. That means that the destination has to have a route to the source. To achieve this efficiently, the creation of a RREP by an intermediate node is accompanied about the route to the source.
The RREP packet has the following main parts: In addition AODV also has a route maintenance process. After the route discovery process and the discovered route is in use, the intermediate nodes together with the active route maintain an up-to-date list of their one-hop neighbours using a periodic exchange of "hello" packets. If the route becomes inactive, e.g. no battery life, a timer is activated to inform the network about the expiration of this route.
When the routing agent of a node becomes aware of a link breakage for an active route, a Route Error (RERR) packet is generated and disseminated to the appropriate nodes participating in the route's formation. When the RERR packet reaches the source node a new route discovery is initiated.
AODV uses a simple flooding method for route discovery where a source node transmits to all nodes in the vicinity. Each node checks whether it has received this message before. If it had, then the message will be dropped, if not then the message is re-transmitted to all neighbouring nodes. This process continues until all nodes get the message. However, this method increases the network traffic and depletes battery power.
A probabilistic message forwarding scheme (a forwarding scheme that uses a probability to choose the number of nodes to forward the messages) could be used that will reduce the routing message overhead and hence power consumption of AODV. This can be achieved by reducing any redundant broadcasting from the nodes with a predetermined probability. The most important factor in this scheme is the forwarding probability.
The NS-2 simulation software package that will be used for this research follows a specific pattern to calculate the power consumption. The Energy Model [11] starts with an initial energy,F , for each node which decreases with every packet that is transmitted. Let the reduction in power when transmitting and receiving be denoted by DTxE and DRxE, respectively. These values depend on the amount of power spent per unit time when transmitting,F GH , and receiving,F IH , and the time duration in each of these modes, J GH and J IH . When the energy level becomes zero, then no more packets can be transmitted or received by the node.
Proposed AODV Modification
This paper proposes the following modifications to AODV protocol:
Assume that there are N nodes in the network and n is the number of nodes in the neighbourhood of a transmitting node.
In normal AODV route message forwarding, if a node is forwarding a packet then all the n neighbours will try to forward the message again. If P 7L is the power consumed when receiving a route control message and P 9L is the power consumed when forwarding a route control message, then all n nodes will spend P M power equal to P M = (P 9L + P 7L ) * 4.
If P is the sum of total initial power of the n neighbouring nodes, then the total remaining power of the neighbouring node remaining is
If probabilistic route message forwarding scheme is used, for example, assume that only 50 % of the nodes are allowed to forward the message at any instance based on probability 0.5, this means that only E R nodes will receive and forward the message. This means that the network residual power will be
If we compare Eq.(1) and Eq.(2), the latter will preserve the battery power and double the lifetime of the network. For the development and application of the probabilistic approach, the author will investigate the application of Bayesian principles in formulating the routing probability [12] .
Studies will also be carried out to modify AODV to use density based probabilistic route message forwarding with dynamic probability so that only a certain percentage of the n neighbours will forward the message based on the density of its neighbours. And if the density is high then P GOGP, is expected to be much higher than that of Eq.(2). The following Table 1 , illustrates the nomenclature used in the analysis. 
Simulations Configuration
The aim of these simulations is to analyze the AODV protocol which has originally 1.0 probability by comparing it in different message forwarding probability (0.1 to 1.0) for its efficiency in terms of power as well as throughput. This has been made by measuring the energy with respect to different network size and taking into consideration the remaining battery power. The simulation tool that has been used in this study is ns2 [11] .
Parameters of the Simulation
The following Table 2 summarizes the settings of the parameters applied in all the conducted simulations. The performance of the AODV routing protocol with network size varying from 10 to 100 nodes with probability (0.10 to 1.0) have been assessed. In all the cases, only two senders Constant Bit-rate (CBR) over User Datagram Protocol (UDP) and two receivers (null sink) have been used.
Indices considered for Evaluation [13]
The following performance indices are used in the evaluations that follows:
Number of Packets dropped:
This is the number of data packets that are not successfully sent to the destination during the transmission. In this study the time versus number of packets dropped have been calculated.
Consumed Power:
The number of nodes in the network versus average consumed battery power is considered as a metric.
Throughput:
The throughput metric measures how well the network can constantly provide data to the sink.
Throughput is the number of packet arriving at the sink per ms.
MAC Load:
This is the ratio of the number of MAC layer messages propagated by every node in the network to the number of data packets successfully delivered to all destination nodes. In other words, the MAC load is the average number of MAC messages generated to each data packet successfully delivered to the destination.
Dropped Packets:
This is the number of nodes in the network versus agent level total dropped packet.
Network Load:
Provides information regarding the availability and the reliability of the network. Figure 2 shows that in small and medium size networks the consumed power, using 0.1 and 0.5 RREQ forwarding probability, is less than using 1.0 RREQ forwarding probability, which uses the original AODV protocol. For large networks, RREQ forwarding probability of 0.6 and 0.8 provides very good results as it consumes less energy than the other RREQ forwarding probabilities. Figure 3 shows that for large networks and all network sizes, RREQ forwarding probability of 0.8 provides, on average, the best performance, with a battery power consumption of 2.845 x 10 3 Joules. . This is followed by a network with a RREQ forwarding probability of 0.6 which achieves an average battery power consumption of 2.853 x 10 3 Joules. Probability. Figure 4 shows that in small and medium size networks, RREQ forwarding probability of 0.1 performs even better than networks in which all nodes broadcast the RREQ (probability of 1.0). For large networks and all network sizes, RREQ forwarding probability of 0.8 provides, on average, the best performance with a throughput of 5.405 kbps. This is followed by a network with a RREQ forwarding probability of 0.4 which achieves an average throughput of 5.248 kbps. This shows that network performance is not adversely affected by reducing the number of nodes that rebroadcast messages. Figure 5 shows that for large networks, RREQ forwarding probability of 0.8 provides, on average, the best performance, with a throughput 5.405 kbps. This is followed by a network with a RREQ forwarding probability of 0.4 which achieves an average throughput 5.276 kbps.
Results and Analysis

Figure 4:
Average network throughput against the number of nodes for different RREQ Forwarding
Probability.
Figure 5:
The average throughput against the number of nodes for average RREQ Forwarding Probability. Figure 6 shows that the MAC Load presents very good results (is low) in small and medium size networks when the RREQ forwarding probability is 0.3 and 0.5 respectively, while for probabilities of 0.7 and 0.9 the MAC Load is very low in large scale networks. For small networks and all network sizes (Fig.(7) ), RREQ forwarding probability of 0.3 provides, on average, the best performance with a MAC Load of 63.63. Probability. Figure 8 shows that using 0.3 and 0.5 RREQ forwarding probability in small and medium scale networks the number of dropped packets is small. Meanwhile in large scale network, the number is small for probabilities of 0.7 and 0.9. For small networks and all network sizes (Fig.(9) ), RREQ forwarding probability of 0.3 provides, on average, the best performance with the number of dropped packets as low as 70847.1.
Figure 8:
Average dropped packets against the number of nodes for different RREQ Forwarding
Figure 9:
The average dropped packets against the number of nodes for average RREQ Forwarding Probability. Figure 10 confirms that when the RREQ forwarding probability is 0.3, 0.5 and 0.8 the network traffic is reduced, while when the probability is 0.1, 0.2, 0.6 and 1.0 the network traffic is increased. The best performance, on average, is obtained when the RREQ forwarding probability is 0.3 ( Fig.(11) ) which has an average network load of 41.024. Also when the RREQ forwarding probability is 0.3 the network is more reliable as it find the routes faster and is also available providing data to the sink. The average network load against the number of nodes for average RREQ Forwarding Probability.
Conclusion and Future Work
This study has evaluated AODV ad-hoc routing protocol in different message forwarding probability taking into consideration power consumption. Overall, the findings show that the energy consumption and throughput in small size networks with 30 nodes and using 0.3 or 0.4 probability did reveal very good results. Moreover for medium and large ad-hoc networks (more than 30 nodes) the probability close to 0.8 reduces the energy consumption satisfactorily. Whilst experimenting with modified AODV protocol in NS-2, using density based probabilistic route message forwarding with dynamic probability so that only a certain percentage of the n neighbours will forward the message based on the density of its neighbours will provide better results in terms of power consumption and remaining power.
