Abstract: Computer simulations are routinely executed to predict the behavior of complex systems in many fields of engineering and science. These computer-aided predictions involve the theoretical foundation, numerical modeling, and supporting experimental data, all of which come with their associated errors. A natural question then arises concerning the validity of computer model predictions, especially in cases where these models are executed in support of high-consequence decision making. This article lays out a methodology for quantifying the degrading effects of incompleteness and inaccuracy of the theoretical foundation, numerical modeling, and experimental data on the computer model predictions. Through the method discussed in this paper, the validity of model predictions can be judged and communicated between involved parties in a quantitative and objective manner.
Introduction
Computer-aided predictions support high-consequence decisions in many areas of engineering and science, including the development of public policy (Markow 1984) , the preparation of safety and security procedures (Johnson and McLean 2008; Chow et al. 2006) , and the determination of legal liabilities (Rowland and Rowland 1995) . Given the impact of computer simulations on society, validation of computer model predictions is a topic of great importance and widespread interest.
According to American Institute of Aeronautics and Astronautics (AIAA) (1998), validation is defined as "the process of determining the degree to which a model is an accurate representation of the real world from the perspective of the intended uses of the model." The development of computer models that are validated against experimental evidence requires a theoretical foundation, numerical modeling, and experimental data, all of which come with their associated errors. Thus, despite how sophisticated they might be, computer models only provide an approximation of real life phenomena (Christie et al. 2005) . Code developers, analysts who use these codes, and decision makers who rely on the results all have a need to assess the level of confidence that can be placed on model predictions (Hemez et al. 2010) .
The predictive capabilities of a model can be evaluated by comparing the computer model predictions to experimental data (Trucano et al. 2006) . Invariably, during such comparisons, disagreements are observed between model predictions and experiments. Assuming that experiments are conducted with rigor (i.e., without bias errors) and experimental uncertainty cannot be reduced further, these disagreements can be attributed to three distinct factors related to the computer model: (1) inaccuracy in the way mathematical equations are solved (numerical uncertainty), (2) imprecision in the way model parameters are defined (parameter uncertainty), and (3) inexactness and incompleteness in the way engineering principles are modeled, referred to in this paper as model form error (structural uncertainty) (Draper 1995) . All practical problems present a mixture of these three factors; however, determining the relative importance of each is not a trivial task, because a sharp interface does not always exist between these three factors. For example, the uncertainty associated with modeling a boundary condition depends on the selected representation of the boundary (structural uncertainty), and the input parameters entered to define the boundary condition (parameter uncertainty). Therefore, each of these three sources of uncertainty must be studied to quantify their degrading effects on the predictive capabilities of a computer model (Christie et al. 2005) .
The first factor requires verifying the accuracy of the numerical calculations of the computer model. For example, verifying inaccuracies caused by improper spatial or temporal resolution for the solutions of systems of partial differential equations. Numerical uncertainty is of great importance, because an exact computer model (third factor) with perfectly precise model parameters (second factor) would still yield incorrect solutions when the equations are solved incorrectly (Christie et al. 2005 ). Numerical uncertainty is typically addressed through code and solution verification activities focusing specifically on the model output of interest (Hemez and Kamm 2008) . Such verification activities precede any comparisons or correlations of the model predictions with experimental data. Therefore, an investigation of this first factor, i.e., verifying that the model yields convergent solutions within the domain of interest, is considered a 1 prerequisite to investigations of the second and third factors (Roy and Oberkampf 2010) .
The second factor confronts imprecise model parameters, which are either caused by natural variability, thus resulting in irreducible uncertainty (aleatory), or caused by lack of knowledge, thus resulting in reducible uncertainty (epistemic) (Trucano et al. 2006) . Imprecise model parameters have been frequently addressed in the published literature, in which agreement between computer models and experiments is improved through an iterative process known as parameter calibration or knob tuning. In parameter calibration, disagreements between model predictions and experiments are reduced by calibrating (or tuning) the uncertain parameters of the model. This, of course, requires an a priori definition for the desired level of agreement between the model and experiments and an a priori knowledge regarding the plausible values (or ranges) for the input parameters. Such calibration activities are completed either in a deterministic manner, typically using optimization-based methods (Zhang et al. 2009a, b; Ma and Abdulhai 2001; Zakermoshfegh et al. 2008; Wang et al. 2008) or in a stochastic manner, typically within the context of Bayesian Statistics (Campbell 2006; Higdon et al. 2004 Higdon et al. , 2008 . Studies that improve model agreement with experiments solely based on parameter calibration rely on a fundamental but unwarranted premise that the model form, i.e., the theoretical foundation, is exact.
This exact model form premise, which brings up the third factor, is routinely violated through unavoidable assumptions, approximations, and idealizations that must be established in common engineering problems caused by the unavoidable lack of knowledge. One such example of a lack of knowledge is assuming a linear behavior for a system, whereas the dominant behavior is indeed nonlinear. Many such examples can be listed in practical engineering problems. Invariably, models are inexact and model form error exists because of the inaccuracy and incompleteness as to how engineering principles are modeled. Such ubiquitous inexactness results from various sources. For structural engineering problems, for instance, these sources include but are not limited to approximations of the geometry, assumptions of idealized constitutive behavior, and the implementation of idealized boundary and/or initial conditions. The degree to which established assumptions and modeling decisions are incorrect determines the severity of the structural uncertainty (also known as model form error). Therefore, solely calibrating the input parameters of a model to better match the experiments without considering structural uncertainty may yield mathematically viable but physically incorrect solutions. The danger is that errors could be compensating for each other, in which case, the model parameters may be tuned to incorrect values that result in a model which seemingly reproduces the experimental data. Because this third factor is more difficult to reconcile than parameter uncertainty, it has been frequently overlooked in the published literature (Trucano et al. 2006) .
In this paper, the authors demonstrate a methodology in which the two aforementioned issues, imprecise model parameters (second factor) and inaccurate model form (third factor), are treated simultaneously. Although the code and solution verification activities (first factor) are beyond the scope of this discussion, for the case study applications discussed in this paper, the governing equations have been verified a priori to yield convergent results across the domain of interest.
In this paper, a new term is introduced, discrepancy, which represents the best estimate of structural uncertainty (or model form error). Discrepancy, which accounts for the inherent inexactness of the computer model with respect to reality, is represented as a mathematical function independent from the computer model, and in this particular case is approximated with a polynomial.
The discrepancy is defined by first choosing the proper polynomial order for the available experimental dataset. Next, the training of the polynomial coefficients is formulated as an optimization problem. Once properly trained, this independent discrepancy polynomial helps to elucidate the incompleteness and inaccuracy of the model form. Therefore, the methodology proposed in this article has three distinct benefits: (1) it prevents parameter calibration from converging to incorrect values and thus aids in reducing parameter uncertainty; (2) it supplies an independent estimate of structural uncertainty throughout the domain of applicability and thus supplies a quantitative metric for predictive capability of a computer model; and (3) it suggests formalism in determining completion of not only model development and coding activities but also experiment-based calibration and bias correction efforts. Widespread use of the methodology formalized in this paper can help the engineering and science community to increase the usefulness of computer models and to gain confidence in the computer model outputs. Here, confidence in prediction refers to evaluation of prediction error in the settings where experimental data is not available considering all sources and quantification of uncertainties and lackof-knowledge (Hemez and Ben-Haim 2004) . Confidence can be established, for instance, by quantifying the inherent bias in model predictions away from tested settings (see Atamturktur et al. 2011 ) studied in this paper by using the independent discrepancy polynomial.
In this article, the authors first introduce the relevant terminology and present an overview of the mathematical framework for the proposed approach. Then, the application of the methodology is demonstrated on a linear 2-degrees of freedom (2-DOF) massspring-damper dynamical system. In this example, the modeler is assumed to be uninformed about the precise values of the spring constants and unaware of the inherent viscous damping in the system. Through the framework introduced in this paper, model incompleteness caused by the absence of the dampers is inferred, and the precise values for the spring constants are determined. The demonstration is extended to nonlinear systems and the procedure is applied to a 4-DOF mass-spring-damper dynamical system. In this example, the modeler is assumed to be uninformed about the precise value of spring constants and unaware of the nonlinearity inherent in the system. Here, the model incompleteness caused by incorrectly assumed linear behavior is inferred, and the precise values of the spring constants are estimated, simultaneously. In conclusion, the major findings are discussed, emphasizing the limitations and proposing future directions for this research.
Mathematical Formulation
The ultimate goal of this study is to simultaneously infer values for the imprecise input parameters and identify incompleteness and inaccuracy of the model form. This goal is accomplished by exploiting the availability of the experimental information. In this section, the authors overview the terminology and introduce an approach to simultaneously calibrate model parameters and bias-correct model predictions. First, the fundamental equations behind the approach are introduced. Next, the degrading effects of model form error on the predictive abilities of a computer model are demonstrated by using a simple proof-of-concept example. Lastly, the mathematical formulation of the methodology is explained.
Background
The computer model y sim can be defined as a functional relation between input parameters and output responses as follows:
where ðx; θÞ = input parameters of the simulation model; and M and y sim = the output response. The variable x indicates a subset of the model input parameters that define the domain of applicability. Typically, these parameters are known to the analyst and can be controlled during experimental testing. in this paper, x is referred to as the control parameters. The variable θ also indicates a subset of model input parameters, those that cannot be controlled during experimental testing. The variable θ is referred to as the calibration parameters, which represents parameters that are inherently uncertain and exhibit significant influence on the outcome of interest. Therefore, variable θ represents the parameters that are selected for parameter calibration.
Based on the equality initially proposed by Kennedy and O'Hagan (2001) , the following relations exist between truth and the experimental data, y obs :
where ζðx i Þ = the true response of the actual physical system; ∈ ðx i Þ = the experimental error; and n = number of available experiments. In this study, the experimental error term is defined as a zero-mean Gaussian random variable, which, of course, is best justified by the central limit theorem. If it is assumed the experiments are conducted with rigor (i.e., without bias), the experimental error can be considered to be a summation of a large number of independent processes. According to the central limit theorem, these sources collectively converge to a normal distribution (Hogg and Craig 1978) . In Eq. (2), the authors envision having more than one control parameter that defines the domain of applicability, within which the code is executed to obtain predictions. The authors also envision having more than one output. Similarly, the experimental data y obs can be univariate, multivariate or in a functional form ζðxÞ ¼ y sim ðx; θÞ þ ΨðxÞ ð 3Þ
The true response of the actual physical system, ζðxÞ, in Eq. (2), is represented as the summation of (unavoidably) inexact computer simulation, y sim , and the corresponding model form error, ΨðxÞ, (Eq. 3). Eq. (3) is also consistent with the formulation adapted by Higdon et al. (2007 Higdon et al. ( , 2008 . In this configuration, model form error has the same units as the computer model output or as the experimental measurements. By substituting the truth defined in Eq. (3) into Eq. (2)
A simple interpretation of Eq. (4) is that reality can be reproduced by bias-correcting the computer model if the degree to which the model is incorrect is known, i.e., if model-form error is known throughout the domain of applicability. However, model form error is only known at settings at which experiments are conducted (of course, this statement disregards experimental uncertainty, which will be discussed separately).
The unavoidable lack of knowledge while building computer models is schematically represented in Fig. 1 for a model with one control parameter (plotted on the x-axis) and one output response (plotted on the y-axis). In Fig. 1 , the mean model predictions are represented with dashed lines, whereas the truth function is represented with a solid line. Even though the model follows the general shape of the truth function, a level of disagreement between the computer model and truth exists. Here, squares represent mean values of the experiments, which are conducted at discrete settings across the domain defined by the parameter x. Only at these settings can the distance between the model predictions and the experiments be quantified, i.e., model form error (circles in Fig. 1 ). At all other values of x, the level of this disagreement needs to be estimated, in this paper referred to as discrepancy. Of course, how well the discrepancy model is trained and thus how well the discrepancy model represents true model form error, depends heavily on the quality and quantity of experimentŝ ζðxÞ ¼ y sim ðx; θÞ þ δðxÞ ð 5Þ
Therefore, for a given computer model with prior knowledge of the input parameter values and experimental data, Eq. (5) presents the best estimate of truth,ζðxÞ, in terms of model predictions, y sim ðx; θÞ, and the discrepancy term, δðxÞ. In Eq. (5), that model form error in Eq. (4) (dash-dot line in Fig. 1 ) is replaced with the best estimate of model form error, i.e., discrepancy bias, δðxÞ (dotted line in Fig. 1 ).
Discrepancy Model
Discrepancy is estimated by constructing a model that closely fits the known values of model form error at discrete experimental settings. The best-fitted function can then be exercised to estimate discrepancy at untested settings. For this purpose, a functional model, also known as an interpolator, suitable for representing the discrepancy model must first be selected. This functional model will, of course, have additional coefficients that are initially unknown. These additional coefficients introduced by the selected model must also be trained with the available experimental data points. Therefore, Eq. (5) takes the following form:
ζðxÞ ¼ y sim ðx; θÞ þ δðx; αÞ ð 6Þ
where the symbol, δ indicates the discrepancy model. Recall that θ indicates model input parameters representing physical attributes of the phenomena of interest. In contrast, α indicates the nonphysical coefficients of the discrepancy model that must be inferred from the experimental data
Although the discrepancy model can be represented in many forms, in this manuscript, a polynomial function of pth order, as given in Eq. (7), is selected. This polynomial function, which exhibits continuity and differentiability, is widely used in approximation theory. However, the proposed approach for training the discrepancy model is versatile in that in place of the function given in Eq. (7), any smoothly-varying differentiable function can be implemented. In Eq. (7), the variable x represents the control parameter, originally introduced in Eq. (1).
Training the Discrepancy Model
In this paper, the aim is to simultaneously reduce parameter uncertainty (the second factor) and correct for structural uncertainty (the third factor). The problem is formulated as one of optimization, in which the order of the discrepancy polynomial is chosen based on available experimental data. The current section discusses the formulation of the optimization, and the following sections will discuss details of implementation. For a given set of computer model predictions and discrepancy terms, the goal is to infer parameter values and discrepancy models that, when combined, reproduce the experimental data. Therefore, with the optimization algorithm, the aim is to minimize the difference betweenζðxÞ and y obs ðxÞ, which are, indeed, the prediction errors of the model, representing the model incompleteness and inexactness. From Eq. (6) 
where n = the number of available experiments as originally introduced in Eq. (2). This configuration allows for simultaneously incorporating parameter uncertainty and structural uncertainty (model form error) into the training process. Eq. (9) considers the experimental error given that y obs is the summation of the truth and experimental error [recall Eq. (2)]. A clear advantage of casting this problem in an optimization framework is the versatility in implementing any optimization algorithm ranging from gradient-based mathematical algorithms to nongradient probabilistic-based search algorithms (Plevris and Papadrakakis 2011) . Of course, for this approach to be successful, a suitable optimization algorithm must be employed. The choice of one method over another is guided by the computational requirements, solution time, and the desire to reduce the possibility of the solution converging to local minima. Therefore, the use of stochastic and global search based algorithms offers an advantage, because the risks of converging to a local minimum are reduced. Optimization algorithms that are applicable for the proposed methodology include but are not limited to simulated annealing (Kirkpatrick et al. 1983; Van and Aarts 1987) , harmony search (Lee and Geem 2004; Geem et al. 2001) , genetic algorithms (Goldberg 1989) , particle swarm optimization (He et al. 2004; Eberhart and Kennedy 1995) , and ant colony optimization (Dorigo et al. 1999) .
In this manuscript, the particle swarm optimization (PSO) algorithm initially proposed by Eberhart and Kennedy (1995) is adapted. The PSO is a probabilistic-based search algorithm inspired by the movement behavior of animals to find food sources (Tsoulos and Stavrakoudis 2010) . This method falls under the general category of swarm intelligence, which entails population-based optimization algorithms (Parsopoulos and Vrahatis 2007) . The PSO is a robust optimization technique well-suited for nonlinear, nonconvex, and discontinuous domains (Plevris and Papadrakakis 2011).
In PSO, the whole population is called a swarm with each individual in the swarm called a particle. In this study, a swarm size of 25, a social acceleration coefficient of 1.3, and cognitive acceleration coefficient of 2.8 are used. These coefficients control the distance a particle will move in a single iteration of the optimization process (Eberhart and Shi 2001) . The threshold value for the objective function, which determines when the search is terminated, is taken as 0.001.
Problem Description: 2-DOF System
In this section, the methodology introduced earlier on a 2-DOF, one-dimensional linear dynamic system is demonstrated. The output of interest is time-dependent, meaning that the control parameter, x, is time. The true system consists of two lumped masses with springs and dampers, as shown in Fig. 2 . Here, a scenario is investigated in which the analyst is unaware of the presence of damping inherent in the system and is uninformed about the exact values for the stiffness constants [ Fig. 2(b) ]. Therefore, the calibration parameters, θ, which have physical meaning, are the two stiffness constants of the springs, k 1 and k 2 , and the discrepancy model represents incompleteness of the model caused by the missing dampers.
First, synthetic experimental data is generated from the true structure, in which the dampers are included, and correct parameter values for the spring stiffness constants are known (see Table 1 ). In this true structure, a virtual sensor has been connected to each mass to acquire the synthetic experimental data. The generated experimental data is in the form of the time-varying displacement response of each mass caused by an initial displacement imposed on the first mass.
The linear equilibrium equations of the true system are formulated as follows:
To solve Eqs. (10) and (11), an appropriate time integration scheme must be applied with proper time discretization (recall Fig. 2 . 2-DOF dynamical system: (a) the true system with dampers; (b) incomplete model without dampers 
the discussion regarding numerical uncertainty in the Introduction). In this study, the Backward Euler (BE) method of integration is implemented. The solution is obtained by evaluating the displacement, velocity, and acceleration for the time steps from t n to t nþ1 in the following forms:
where the time step size is defined as Δt ¼ t nþ1 − t n . The system equations assume the following matrix form: 2 6 6 6 6 6 6 6 6 6 6 4 
In Eq. (14), the time step size is defined as Δt ¼ 0.01 s and the problem is solved over the time span of t ¼ 0.0-10.0 s.
The incomplete computer model is obtained by removing the dampers in the system, as given in Fig. 2(b) . This is accomplished by setting the damping factors, c 1 and c 2 , given in Eq. (14), to zero. Moreover, as the analyst is assumed to be uninformed about the correct values of the spring stiffness constants, the model predictions are obtained with candidate values of the stiffness constants, k 1 and k 2 ; therefore, for the problem investigated in this paper, Eq. (9) is rewritten in the following form:
where the subscripts exp and sim = quantities obtained from experiments and the model, respectively. Eq. (15) aims to calibrate the imprecisely known stiffness constants for the two springs, k 1 and k 2 , and simultaneously define the discrepancy model, δðt; αÞ. Again, n refers to the number of experimental data points available to explore the domain of applicability.
In Eq. (16), because the discrepancy is represented with a p th order polynomial, there are a total of 2ðp þ 1Þ coefficients to represent the discrepancy model for each individual mass. Also, because there are two additional calibration parameters representing the stiffness of the springs, k 1 and k 2 , a total of 2 þ 2ðp þ 1Þ parameters must be inferred from the experimental data. These parameters are sought by minimizing the objective function given in Eq. (15). The proposed method is implemented on the 2-DOF dynamical system given in Fig. 2 for three different scenarios of increasing complexity. It first begins with an exact model with uncertain parameters but disregards the presence of experimental errors altogether, and subsequently considers experimental error. Lastly, all three factors are considered: the inexactness of the model, uncertainty in input parameters, and experimental errors.
It is envisioned that a modeler, uninformed about the precise value of an input parameter, would still have an opinion regarding the range within which the mean value for this parameter would fall. Therefore, in all three scenarios, initial starting values for k 1 and k 2 are taken as random numbers within the ranges of 30 < k 1 < 50 and 15 < k 2 < 25. Confinement of these initial starting values into tighter ranges may reduce the optimization time. For the discrepancy model the initial starting values for the coefficients of the polynomial are taken as zero. The upper and lower bounds for the starting values for these coefficients are defined as þ0.1 and −0.1.
To train model form errors for this 2-DOF system, 5th order polynomials are used, and the number of available experimental data points is taken as n ¼ 100. Next, the potential influence of the polynomial order on the calibrated values and the influence of the amount of experimental data points on the output are evaluated.
Exact Model with Uncertain Parameters without Experimental Errors
In this section, the model is assumed to be exact (δ ¼ 0) and the experimental errors are neglected (ϵ ¼ 0). The problem is then reduced to knob tuning of imprecise parameters to make the model match the experiments, an exercise reported numerous times in published literature. Therefore, the experimental data synthesized from the true model is exploited to retrieve only values for the spring stiffness constants, k 1 and k 2 . The experimental data used for this purpose is a time-varying displacement response and is plotted in Fig. 3 .
By using the aforementioned procedure, the calibrated values of k 1 and k 2 are obtained. To ensure the calibration is not influenced by the starting values, the process is repeated 20 times, each with different initial starting values for the spring constants. The mean Table 2 . The error between the calibrated values and true values for k 1 and k 2 are 7.5 × 10 −4 and 9.5 × 10 −4 % of the true values, respectively. Moreover, the spread of the calibrated values for spring constants, k 1 and k 2 , for 20 restarts of the procedure are significantly low, with a CoV of 0.023 and 0.017%, respectively, demonstrating the robustness of the implemented procedure.
As seen, when the model is exact and experimental information is available with certainty, the lack of knowledge regarding the precise values of input parameters can be successfully remedied through calibration activities.
Exact Model with Uncertain Parameters and with Experimental Errors
In this section, the scenario investigated previously is extended by incorporating the presence of experimental errors. Experimental errors are represented as Gaussian distributions with a mean of zero. The standard deviation of the experimental errors is defined in the percentage of the mean absolute value of the time-varying displacements of the masses. The influence of various levels of experimental errors is investigated by gradually increasing the standard deviation of experiments from 1-10% of the mean absolute value of displacements for a given time step (see, for instance, Fig. 4 for synthesized experimental data with 10% experimental error). In each case, the calibration process is restarted 20 times with different initial values for the two calibration parameters, i.e., spring constants k 1 and k 2 . Table 2 reports the mean and standard deviation of these 20 results for each of the calibrated spring stiffness parameters for varying levels of experimental error. Table 2 demonstrates that as experimental errors increase, the CoV of the calibrated spring constants and the deviation of the mean value of spring constants from true values increase. Although such an increase is expected, this deviation from the true values remains significantly low compared to the experimental variability. For instance, for the worst case scenario, when the experimental uncertainty is 10%, the deviation is 0.12% of the true value for the first spring and 0.2% for the second.
Inexact Model with Uncertain Parameters and Experimental Errors
In this scenario, the imprecision of model parameters, experimental variability, and the inexactness of the simulation model are confronted. In this paper, the model developer is assumed to be uninformed about the precise values of the stiffness constants and unaware of the inherent damping in the system. Experimental data synthetically generated from the truth model are used to simultaneously retrieve the stiffness constants of the springs and train the discrepancy model that represents the lack of damping in the system. The input data used for these true and inexact models is given in Table 3 , and the time history displacement response of both the true and inexact model is shown in Fig. 5 . In this paper, training the discrepancy model means the coefficients necessary to define the polynomial must be inferred from the experimental data.
By deploying the optimization-based procedure discussed previously, both the calibrated values for the spring stiffness constants and the coefficients for the discrepancy model are obtained. Parameters in the inexact model (without dampers) The optimization procedure is repeated 20 times, each with different starting points for the spring constants. The mean and standard deviation statistics are calculated and presented in Table 4 . In the worst case scenario, where the experimental errors are 10% of the mean values, the difference between the calibrated and true values of k 1 and k 2 are only 0.25 and 0.13% of the true values, respectively. In Table 4 , the standard deviations of the calibrated stiffness constant values remain less than 0.5% of the true values, regardless of the experimental uncertainty. Therefore, it can be concluded that the procedure is robust and thus applicable even in the presence of experimental uncertainty. Aside from ensuring the convergence of calibration parameters to their true values, it must also be ensured that the trained discrepancy model yields a realistic picture of model incompleteness. Fig. 6 compares the discrepancy model trained by using a 5th order polynomial with the true model form error. Although the trained discrepancy models follow the general shapes of the true model form errors, a level of disagreement between the two lines exists. This disagreement demonstrates that the selected function for the discrepancy model is not flexible enough to properly represent the true model form error. Thus, a question naturally arises regarding the choice of the order of the polynomial for the discrepancy model, which will be investigated in the next section. Table 4 lists the calibrated values for spring constants, k 1 and k 2 , when the model incompleteness is proactively considered. If the model incompleteness is not considered, the calibration of input parameters would compensate for the model incompleteness and thus the solution converges to mathematically correct values but physically incorrect solutions. Table 5 demonstrates this scheme, where the procedure completed to obtain Table 4 is repeated without considering the discrepancy term. In Table 5 , the differences between the calibrated and calculated values of k 1 and k 2 are 2.37 and 1.73% of the true values, respectively (these differences are 0.25 and 0.13% when discrepancy is considered). This tenfold increase in errors between the calibrated and true values of spring constants demonstrates the importance of including a discrepancy term.
Selection of the Suitable Polynomial Order for Discrepancy Model
In Fig. 6 , it is observed that the discrepancy model trained with a 5th order polynomial is not a proper representation of the true model form error, which, in this case, represents the incompleteness of the model caused by the lack of damping in the simulation model. The 2-DOF example, investigated in the previous section, is a controlled example, where the model form error can be calculated and a suitable polynomial order can be selected. In reality the true model form error is unknown, making the selection of a suitable polynomial order difficult. Of course, keeping the polynomial order low reduces the number of nonphysical coefficients to be estimated and thus reduces the computational demands. However, one must make sure a high enough polynomial order, and thus a flexible enough function, is used to capture the true model form error.
In Fig. 7 , the role of the selected polynomial order is investigated by increasing the polynomial order from zero to seven using four different sets of experiments. The vertical axis represents a deviation from truth, which corresponds to the area between the true model form error and the trained discrepancy model for the entire time domain. The horizontal axis is the order of polynomial that is used to represent the discrepancy term. In Fig. 7 , numerically increasing the order of polynomials up to one less than the number of experiments (0 < p ≤ n − 1) reduces the enclosed area between the two curves, and thus improves the fidelity of the trained discrepancy model to the true model from error. Beyond the (n − 1)th order, the discrepancy model starts to be excessively flexible and over-fits the available experimental data points, and the deviation from truth increases. Therefore, a suitable polynomial order directly relies on the available experimental data. This expected observation leads to an investigation of the effect of the number of available experimental data points in the next section. 
Importance of Experimental Data Availability
The number of available experimental data points has a direct influence on the accuracy of the trained discrepancy model and calibrated values. Fig. 8 plots the fidelity of the trained discrepancy model to the true model form error, as the number of available experimental data points increases from 5 to 50. Here, if too low of a polynomial order is used for the discrepancy model, additional experimental measurements do not result in a substantial improvement in fidelity. As the polynomial order is increased and the discrepancy model is allowed to be more flexible, additional experiments allow a better representation of the model form error.
Problem Description: 4-DOF Nonlinear System
In this section, the approach on the nonlinear 4-DOF dynamical system shown in Fig. 9 is demonstrated, where the nonlinearity manifests itself in the nonlinear stiffness constants. Similar to the 2-DOF example presented previously, experimental data is synthesized as the displacement response collected with virtual sensors from each mass caused by an initial boundary condition applied to the first mass.
The relevant equilibrium equation of the dynamical system without external force is formulated in the matrix form as follows: 
By implementing the Backward Euler (BE) method [Eqs. (12) and (13)] in Eq. (17), the displacement, velocity, and acceleration equations for the time steps from t n to t nþ1 can be obtained by solving for Eq. (18) 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 
The nonlinearity of the springs constants are defined as a function of initial length and the deformed length of the springs:
where l = the initial length of the undeformed spring; k = stiffness of the spring; and Δl = difference between the length of the deformed and the undeformed spring. Because the deformed length of the spring varies in time, the spring stiffness constant also changes in every time step. For the structure investigated in this paper, the following relationships are assumed to define the nonlinearity in the springs:
where k 0 is the spring constant as Δl → 0. The true values for the input parameters and initial conditions are given in Table 6 . The model developer is assumed to be unaware of the inherent nonlinearity in the springs and uninformed about the precise values for the spring constants. Therefore, the true model has nonlinear springs as given in Eqs. (20)- (22), whereas the inexact model has linear springs. The time dependent displacements of the four masses obtained by the true model and incomplete model are shown in Fig. 10 . The incomplete model cannot identically reproduce the true displacements because important information regarding the nonlinearity in the system is absent from the mathematical equation. The objective function for solving the calibration problem in this problem is formulated as follows:
where j = index referring to the responses of j th sensor. Time step size is defined as Δt ¼ 0.01 s, and the problem is solved over the time span of t ¼ 0.0-10.0 s.
In this problem, a total of n ¼ 100 experimental data points are assumed to be available. To represent the discrepancy model, a 5th order polynomial is implemented. In the optimization procedure, the initial values of the k j (j ¼ 1; : : : ; 4) are taken as random numbers within the range of 0.75k j < k j < 1.25k j (j ¼ 1; : : : ; 4). Fig. 7 . Influence of the polynomial order on trained discrepancy Fig. 9 . 4-DOF dynamical system 
a Initial length of the all springs. In this section, the inexactness of the model form caused by the linearity assumption, the uncertainty in the four stiffness constants, and the presence of experimental uncertainty is evaluated concurrently. By using the previously overviewed approach, the statistics of the calibrated values for the spring constants are obtained for 20 different repeats (Table 7) . The k eff in Table 7 represents the effective spring constants in the inexact linear model, which compensates for the nonlinear behavior of the springs in their corresponding displacement range. The mean values of the calibrated spring values are in close agreement with the true values. In the worst case scenario, when the experimental uncertainty is 10%, the highest deviation is 0.04% of the true value for the first spring, 0.17% for the second spring, 0.36% for the third spring, and 0.29% for the fourth spring. Table 7 shows that an increase in experimental errors leads to an increase in the CoV of the calibrated values of the spring constants, the highest CoV being 0.734% of the true value for the third spring when the experimental uncertainty is highest. Moreover, Fig. 11 presents the satisfactory agreement between the true model form error and the trained discrepancy model throughout the time domain of interest.
Effects of Number of Sensors
Here, the effects of the number of sensors on calibrated values of spring constants and inferred discrepancy model are evaluated. In the previous section, although the experimental data is assumed available from each mass through virtual sensors, such a rich experimental campaign may be unavailable in practical applications. Therefore, a question of interest is the success of the method when data is only available from a limited number of sensors. Table 8 shows the results of the investigations regarding the success of the parameter calibration and bias correction method discussed previously, when data from only a limited number of sensors are available. Results indicate that decreasing the number of sensors leads to a decrease in the accuracy of the inferred model parameters. For instance, when data from all four sensors are available, the first spring constant is calibrated with a deviation of 0.049%; when only one sensor is available, this deviation increases to 1%. Similarly, as the number of sensors decreases, as expected, the CoV of the calibrated values for the spring constants increases to levels as high as 7.8% for the fourth spring constant when only one sensor is available. Percentage calculated with respect to mean of k.
