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Abstract - We give a short survey of several pair-wise local and 
global sequence alignment algorithms, together with their 
comparative analysis. The analysis includes type of the algorithm, 
its time and space complexity, main characteristics, application 
for local or global alignment, is the algorithm heuristic 
or optimal, etc. 
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I.  INTRODUCTION 
 
One of the oldest and most performed computational task in 
bioinformatics is sequence alignment. Sequence alignment can 
be used for multiple purposes, like: annotation of newly 
sequenced genomes, estimation of evolutionary distances, for 
producing an approximation and simplification of the history of 
mutations and evolutionary events, etc. The results from 
alignment show matching bases, positions where base 
substitutions has occurred and positions of bases’ deletions and 
insertions. The goal is to find the alignment with optimal 
matching score. For alignment, a scoring function is used, 
awarding matches and penalizing mismatches and gaps.   
Algorithms for sequence alignment can be optimal or 
heuristic. The number of possible alignments of two sequences 
grows exponentially with the lengths of the sequences. 
Recently there are many algorithms for short-read 
alignment against a single reference, which are not subject of 
this paper. 
In this paper we give a comparative analysis of several  
known local and global pair-wise sequence alignment 
algorithms. Some good surveys can be found in [7, 16, 23]. 
 
II. DEFINITIONS 
Let   be a finite alphabet. Let ܣ and ܤ be the two sequences 
that have to be aligned, and let ܣ = ܽଵܽଶ…ܽ௡ and ܤ =ܾଵܾଶ…ܾ௠, where ܽ௜ , ௝ܾ ∈ Σ.  
For applications in bioinformatics, three most used 
alphabets are DNA alphabet Σ = {ܣ, ܥ, ܩ, ܶ}, RNA alphabet Σ = {ܣ, ܥ, ܩ, ܷ}, and amino acid alphabet Σ ={ܣ, ܴ, ܰ, ܦ, ܥ, ܳ, ܧ, ܩ, ܪ, ܫ, ܮ, ܭ,ܯ, ܨ, ܲ, ܵ, ܶ,ܹ, ܻ, ܸ}  with 20 
letters. So, sequences are DNA, RNA and proteins. 
A global pairwise alignment S of two sequences ܣ and ܤ 
results from inserting gaps in ܣ or ܤ or in the both sequences, 
and after inserting, both sequences are with same length. This 
means that all letters and gaps in each sequence have to be 
aligned. Two gaps can not be aligned, because the semantic 
meaning of a gap is base deletion in the first sequence and base 
insertion in the other sequence. Global pairwise alignment, can 
be generalized to multiple alignment of a set {ܣଵ, ܣଶ, … , ܣ௞} of 
k sequences, which results from inserting gaps in each sequence ܣ௜, so after inserting, all k sequences are with same length. 
Multiple alignment algorithms are not subject of this paper. 
A local pairwise alignment S of two sequences ܣ and ܤ of 
different lengths, identifies local regions of similarity, or 
matching substrings between them.   
Alignment can be seen as simplified representation of the 
evolutionary history that separates two sequences ܣ and ܤ. 
Allowed mutations are: simple point mutations, where single 
character change in the sequence occurs; insertions, where one 
or more consecutive characters are inserted in the sequence; and 
deletions, where one or more consecutive characters are 
removed from the sequence. Other types of mutations, as 
duplications and rearrangements are also possible, but are not 
included in the algorithms for sequence alignment. 
In order to find the optimal alignment, a score for match, 
mismatch and gap insertion is defined. One can use PAM 
approach [11], BLOSUM approach [17] or by using simple 
scoring function  which assigns different values, 1 and 2 for 
each character match and mismatch in the sequences, and 
assigns p as gap penalty for each gap. If the gap penalty for the 
first position of substring of gaps is different from subsequent 
positions, we speak about affine gap penalty, otherwise, if it is 
same for all positions of gaps, we speak about linear gap 
penalty. If alignment has gaps, it is gapped alignment, opposite 
to un-gapped alignment, which is without gaps. 
Algorithms for pairwise sequence alignment can be divided 
in two distinctive classes: optimal and heuristic algorithms. 
Optimal algorithms always find the optimal alignment/s, and 
these algorithms are deterministic. All optimal algorithms for 
sequence alignment use the technique of dynamic 
programming, which is applicable because every partition of 
the optimal alignment of ܣ and ܤ is the optimal alignment of 
the corresponding subsequences from ܣ and ܤ. The main 
characteristic of these algorithms is the quadratic O(nm) time 
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complexity. They differ mostly by their space complexity, and 
best optimal algorithms decreases the space complexity from 
quadratic to linear.  
Heuristic algorithms promise to find reasonable good 
(suboptimal) alignments, or to find the optimal alignment 
reasonably often. For the sake of this reduction, they obtain 
linear time and/or space complexity. These algorithms work in 
two phases for local alignment. In the first, so called 
preprocessing phase, matching positions of the highly similar 
regions X and ܻ are identified as seeds, and in the second phase, 
the seeds are extended to local alignment and the scoring 
function is calculated. Usually, not every initial seed is 
extended to full alignment, instead, many of them are discarded 
by filtering, which results in the lower runtime. Also, for 
heuristic algorithms exist a fraction of good alignments for 
which no seed is found, and they form false negative rate. 
Bigger false negative rate, means lower sensitivity for the 
algorithm. Li et al [24] showed that problem of choosing the 
optimal seed is NP-hard. Brejova et al [6] defined so called 
vector seed as generalization of many different seeds.  
Definition 1 [6] Vector seed is an ordered pair ܳ = ሺ�, �ሻ, 
where � = ሺ�ଵ, �ଶ, … , �௟ሻ is the seed vector of real numbers and � is the seed threshold value. ܺ = ሺݔଵ, ݔଶ, … , ݔ௡ሻ hits the seed ܳ at position p if ∑ (�௜ ∙ ݔ�+௜−ଵ)௟௜=ଵ ≥ �. The number of nonzero 
positions of in the vector � is the support of the seed. 
Similarly as seeded local alignment, exists so called anchor-
based global alignment, based on heuristic approach that works 
in three phases. In the first phase, similar regions called anchors 
are identified, in the second, some anchors are chosen, and in 
the third phase, other regions between the anchors are aligned. 
The quality of the final alignment/s depends on the selection of 
anchors, and anchors are much more easily selected when the 
sequences are homologous, i.e. similar sequences with a 
common evolutionary origin.  Two popular seed/anchor-based 
alignment techniques use hash table and suffix/prefix trie, such 
as suffix tree [35], enhanced suffix array [1] and FM-index [14]. 
When hash table is used, in the preprocessing phase, for each 
seed with length k in the sequence A its position in a given array 
is calculated by hashing function. Afterwards, one can go 
through the other sequence B and find the positions of seeds in 
linear time. The primary advantage of suffix/prefix tries is that 
alignment of multiple copies of the same substring is done once 
because they collapse on unique path in the trie, compared to 
hash tables, where the alignment is performed for each copy. 
Suffix trees can be built and searched in linear time and linear 
space. All three techniques of suffix/prefix tries has the same 
linear time complexity, but memory requirements differ - suffix 
tree requires 12-17B per nucleotide, suffix array requires 6.25B 
and FM-index requires 0.5-2B per nucleotide [23]. 
Some of the presented algorithms have parallel versions, 
like MPI-LAGAN [36], which is parallel version of LAGAN 
[8]. Also, some of the algorithms have their version for multiple 
sequence alignment, such as LAGAN again. 
III. ALGORITMS AND THEIR ANALYSIS 
First algorithms for local and global sequence alignment 
use dynamic programming for obtaining optimal alignment.  
A. Optimal sequence alignment algorithms 
Needleman-Wunsch pioneering algorithm [27] appeared in 
1970 and it is an optimal algorithm for global sequence 
alignment, based on dynamic programming. It has unfavorable 
O(nm) time and space complexity. Scores are specified by the ሺ݊ + ͳሻ × ሺ݉ + ͳሻ matrix ܵ = [ ௜ܵ,௝] of similarity. The first 
row is obtained by the formula ܵ଴,௝ = � ∙ ݆, and the first column 
is obtained by the formula ௜ܵ,଴ = � ∙ ݅. The values of the 
remaining cells are computed by the following formula: 
 
௜ܵ,௝ = ݉ܽݔ { ௜ܵ−ଵ,௝ + �௜ܵ,௝−ଵ + �௜ܵ−ଵ,௝−ଵ + �ሺܽ௜ , ௝ܾሻ 
 
After completion of the matrix, the highest score is the 
optimal score, and it can be found in the last cell ܵ௡,௠. The 
optimal alignment is constructed by tracing back from the last 
cell to the cell ܵ଴,଴. 
Other global sequence alignment algorithms try to reduce 
the space complexity to be less then quadratic. Hirschberg [18] 
algorithm is in fact, divide and conquer version of the previous 
algorithm, and it has linear space complexity. It stores only 
current and previous row of the Needleman-Wunsch matrix. In 
each step, the algorithm finds partitioning point ሺݔ, ݕሻ, which 
divide the two sequences ܣ and ܤ into subsequences ܣ = ܣ௟ܣ� 
and ܤ = ܤ௟ܤ�. This point provide obtaining an optimal global 
sequence alignment of ܣ and ܤ, by concatenating the optimal 
global alignments of  subsequences ܣ௟  and ܤ௟ , and 
subsequences ܣ� and ܤ� . 
Another improvement of Needleman-Wunsch is given by 
Fickett [15]. It tries to reduce the time complexity by reordering 
the calculation of matrix values, in order to avoid wasted 
computation. 
Smith-Waterman [32] algorithm is based on Needleman-
Wunch approach, without negative values in the cells, 
generating optimal gapped local alignment. It has the same 
quadratic time and space complexity. The first row and column 
of the ሺ݊ + ͳሻ × ሺ݉ + ͳሻ matrix ܵ = [ ௜ܵ,௝] are initialized to 
zero, and the other values are computed by: 
 
௜ܵ,௝ = ݉ܽݔ {  
௜ܵ−ଵ,௝ + �௜ܵ,௝−ଵ + �௜ܵ−ଵ,௝−ଵ + �ሺܽ௜ , ௝ܾሻͲ  
 
The optimal local alignment is obtained by tracing back 
from the cell with the highest score to the first zero cell.  
B. Heuristic pair-wise local sequence alignment algorithms 
Instead of finding one optimal alignment, Waterman and 
Eggert [34] came up with an idea of identifying k suboptimal 
local alignments, in O(knm) time and quadratic space. Huang 
and Miller [19] presented linear-space variant of the Waterman-
Eggert algorithm. 
FASTA [25, 29] is the first seed-based alignment algorithm 
based on hashing. In the first stage a look up for matching 
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substrings of length k (called hot-spots) is conducted. For 
indexing hot-spots between query and database sequence, a 
hash table is employed. Consecutive hot-spots form continuous 
diagonals in dynamic programming matrix. By choosing 10 
best diagonal runs of consecutive hits from the matrix and 
performing gapped alignment in order to align perfectly 
matching regions, using variant of the Smith-Waterman 
algorithm, local gapped alignment is produced. With FASTA, 
seeds with length less then k could be missed. Since the 
algorithm employs matrix, the space complexity is O(nm). The 
average time complexity of the algorithm is ܱ ቀ௡௠|Σ|�ቁ. 
BLAST (Basic Local Alignment Search Tool) [2, 3] is 
heuristic approach for searching a database of protein or DNA 
sequences against target query sequence. A list of similar 
sequences regarding the query is reported as an output. By 
breaking the query sequence in overlapping words of size k  (the 
default value for k is 3), for each word at position p in the query 
a list of words of the same size, scoring at least T with the p-
word is generated. During the second phase, the database is 
scanned for list words’ hits. By extending hits in the both 
directions, until the score of the alignment significantly drops, 
a local pairwise alignment (ungapped or gapped, depending on 
whether gaps’ insertion is permitted or not during the extension 
phase) is generated. BLAST has the same time complexity as 
dynamic programming algorithms O(nm), but since non-
significant local alignments are discarded, its running time is 
about 500 time faster than standard dynamic programming 
algorithms. Since lookup table of size |Σ|௞ is stored in the 
memory, BLAST overall space complexity is ܱሺ|Σ|௞ + ݊݉ሻ. 
BLAT (BLAST-Like Alignment Tool) [20] is pairwise 
alignment algorithm that runs about 500 times faster when 
aligning mRNA/DNA sequences and about 50 times faster 
when aligning protein sequences, compared to the pre-existing 
tools. Searching for exact or almost exact hits, BLAT is less 
sensitive than BLAST. Due to the reduced sensitivity, BLAT is 
not recommended tool for searching more distantly related 
sequences, but when it comes to closely related sequences, 
better time performance results are obtained in comparison to 
BLAST. During the search stage, three different strategies are 
used in order to find homologous regions: searching for perfect 
hits, allowing at least one mismatch between two hits and 
searching for multiple perfect matches, which are in close 
proximity to each other.   
PatternHunter [26] introduced spaced seeds, building at 
first an index of A for this model of seeds. Spaced seeds require 
exact match on k positions, which do not have to be 
consecutive. It is more sensitive than BLAST and BLAT, with 
the same time and memory complexity.  
BLASTZ [31] is the fastest of all algorithms in BLAST 
family. Main speedup is obtained by removing all substring 
repeats in the sequences. BLASTZ uses so called transition 
seeds of length k, with at most one transition from one to other 
character, which are extended in both directions without gaps, 
until score drops below some threshold value t1. Afterwards, it 
performs gapped alignments called zones, with score above 
other threshold value t2. For the regions between zones, the 
previous procedure is repeated with smaller value of k and 
smaller thresholds. 
YASS [28] is a variant with tradeoff between FASTA and 
BLAST. It uses small exact repeats obtained by hashing as 
seeds and multiple seed criterion that allows an arbitrary 
number of possibly overlapping seeds. Afterwards, an 
extension is performed, using new criterion called group 
criterion, based on the total nucleotide size of the group. 
BWT-SW [22] uses FM-index [14] and Burrows-Wheeler 
Transform (BWT) for emulating suffix trie and obtaining better 
storage complexity. Authors reported  ܱሺ݊଴.6ଶ8݉ሻ  time 
complexity for ungapped alignment. They also stated “how to 
modify the dynamic programming to allow pruning but without 
jeopardizing the completeness”. 
FLAG [33] generates local alignment in linear time and 
space, when two homologous sequences are aligned. For each 
overlapping window, the longest matching region is found as a 
seed, being afterwards extended to local alignment. The 
algorithm uses a clever way, without have to perform too many 
unnecessary matching checks for obtaining the “best” local 
alignment. 
C. Heuristic pair-wise global sequence alignment algorithms  
MUMmer [12] is the first widely used and efficient anchor-
based global alignment algorithm for two genome sequences. It 
uses suffix tree data structure to find maximal unique matches 
(MUMs) between ܣ and ܤ, providing O(n+m) time complexity 
and linear space complexity. MUMs are unique if they occur 
exactly once in each of the sequences. After finding all MUMs, 
the algorithm sort them according to their position in the 
sequences, then picks the longest set of non-conflicting 
anchors, and aligns the regions between the chosen anchors 
with Smith-Waterman algorithm. It is open-source now and it 
has better computational time for homologous sequences, 
because in that case, Smith-Waterman works less. MUMmer 
additionally locates all single nucleotide polymorphisms, large 
inserts, significant repeats, tandem repeats and reversals. Its 
subsequent two versions are described in [13] and [21]. An 
additional option of MUMmer 3.0 is the identification of all 
maximal matches, including non-unique ones, what increases 
the storage and computational time for creating the output file. 
GLASS (GLobal Alignment SyStem) [4] is slower, but 
more sensitive algorithm than MUMmer. It starts by finding all 
common K-mers in two sequences. For building alignments, 
only non-overlapping and non-crossing K-mers with score 
above some threshold value T are considered. For the regions 
between the K-mers, the same algorithm is performed 
recursively for smaller values of K (K takes one of the values 
20, 15, 12, 9, 8, 7, 6 and 5). At the end, remaining regions are 
aligned using standard dynamic programming algorithm. 
Another anchor-based global alignment algorithm that uses 
suffix tree, is AVID [5]. The suffix tree is built for the 
concatenation of two sequences with a special character N 
between them. The suffix tree is searched for maximal repeated 
substrings in linear time. A maximal repeated substring that 
crosses the boundary between the two sequences represents a 
maximal match between the two sequences. An anchor set is a 
collection of non-overlapping, non-crossing matches with 
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length at least half the length of the longest match. The matches 
are sorted at first, and for selecting good anchors with score 
above some threshold, a variant of Smith-Waterman algorithm 
is used, similarly to GLASS. For alignment of regions between 
the anchors, AVID makes a recursive calls to the same previous 
process, and previously discarded shorter matches are 
reconsidered for anchoring in the later rounds. The recursion 
ends when there are either no remaining bases to be aligned, or 
there are no significant matches in the remaining sequences. If 
these remaining sequences are short, they are aligned using the 
Needleman-Wunsch algorithm, but if they are long, the lack of 
anchor indicates no significant alignment between them. AVID 
has good performances only for homologous sequences. 
LAGAN (Limited Area Global Alignment of Nucleotides) 
[8] heuristics use anchors build by chaining an ordered subset 
of local alignments, which are obtained by seeding strategy 
with allowed mismatches in the seed. Every local alignment is 
built from more than one short seeds using CHAOS algorithm 
[9]. Global alignment is obtained by applying CHAOS 
recursively in the areas with sparse anchors, so that each 
consecutive pair of anchors is separated by a distance smaller 
than a given maximum, which leads to one rough global map. 
Afterwards, the Needleman-Wunsch algorithm is performed on 
the limited area around the rough global map [8]. Sensitive 
anchoring scheme of LAGAN, makes it suitable for close and 
distantly related sequence pairs. 
SPA (Super Pair-wise alignment) [30] is fast global 
alignment algorithm for homologous sequences, with reduced 
time and space complexity to O(m), without sacrificing too 
much accuracy. By measuring the percent of local similarity 
within shifting window of size k, all positions where 
nucleotides’ deletions occurred can be identified. If by addition 
of gap/s at concrete position/s, the percent of local similarity 
within the shifting window is increased over certain threshold, 
that the insertion of gap/s is permitted.  
Vmatch [1] is a variant of MUMmer where suffix tree data 
structure is replaced with enhanced suffix array. The name 
enhanced suffix array stands for data structures built of suffix 
array and additional tables. The time complexity remains the 
same, but the memory requirements are drastically reduced. 
Sequence alignment is only one feature of the software Vmatch. 
 
IV. CONCLUSIONS 
Our analysis is summarized in the Table 1. There are several 
described algorithms that are not included, due to the fact that 
their time and storage complexity is difficult to be computed.  
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 Table 1. Analysis of local and global sequence alignment algorithms 
 
Algorithm Year Characteristics Time 
complexity 
Space 
complexity 
Local vs 
global 
alignment 
Optimal vs 
heuristic 
algorithms 
Needleman-
Wunsch 1970 
Dynamic 
programming O(nm) O(nm) global optimal 
Hirschberg 1975 
Dynamic 
programming 
with divide and 
conquer 
O(nm) O(m) global optimal 
Smith-
Waterman 1981 
Dynamic 
programming O(nm) O(nm) local optimal 
Waterman-
Eggert 1987 
Dynamic 
programming 
O(knm) 
k-number of 
suboptimal 
alignments 
O(nm) 
 
local heuristic 
Huang-Miller 1991 Dynamic programming O(nm) O(m) local heuristic 
FASTA 1985 
Consecutive 
seeds of length 
k and hash table 
ܱ (݊݉|Σ|௞) O(nm) local heuristic 
BLAST 1990 
Consecutive 
seeds of length 
k and hash table 
O(nm) ܱሺ|Σ|௞ + ݊݉ሻ local heuristic 
BLAT 2002 
Seeds with 
allowed 0, 1, or 
2 mismatches 
O(nm) ܱሺ|Σ|௞ + ݊݉ሻ local heuristic 
PatternHunter 2002 Spaced seeds 
and hash table O(nm) ܱሺ|Σ|௞ + ݊݉ሻ local heuristic 
BLASTZ 2003 
Removed 
repeats, 
transition seeds 
O(nm) ܱሺ|Σ|௞ + ݊݉ሻ local heuristic 
BWT-SW 2008 FM-index 
ܱሺ݊଴.6ଶ8݉ሻ 
ungapped 
alignment 
 local heuristic* 
FLAG 2013 
Extending of 
the longest 
consecutive 
seeds 
O(m)* 
homologous 
sequences 
O(m)* 
homologous 
sequences 
local heuristic 
MUMmer 1999 Anchors and 
suffix tree O(n+m) O(n+m) global heuristic 
AVID 2003 Anchors and 
suffix tree O(n+m) O(n+m) global heuristic 
SPA 2003 Measure of local similarity O(m) O(m) global heuristic 
Vmatch 2004 
Anchors and 
enhanced suffix 
array 
O(n+m) O(n+m) global heuristic 
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