Abstract-Compressive sensing (CS) is a new approach to simultaneous sensing and compressing that is highly promising for fully distributed compression in wireless sensor networks (WSNs). While a wide investigation has been performed about theory and practice of CS for individual signals, real and practical cases, in general, involve multiple signals, extending the problem of compression from 1-D single-sensor to 2-D multiple-sensors data. In this paper the two most prominent frameworks on sparsity and compressibility of multidimensional signals and signal ensembles, Distributed compressed sensing (DCS) and Kronecker compressive sensing (KCS), are investigated. In this paper we compare these two frameworks against a common set of artificial signals properly built to embody the main characteristics of natural signals. We further investigate how, in a real deployment, DCS can be used to reduce the power consumption and to prolong lifetime. In particular an extensive analysis is performed using real commercial off-the-shelf (COTS) hardware evaluating how different kind of compression matrices can affect the jointly reconstruction, trying to achieve the better tradeoff between quality and energy expenditure.
I. INTRODUCTION

I
N a typical wireless sensor network (WSN), the usual communication pattern consists of a very large number of small and low-cost devices that periodically collect and transmit data to one or few data sinks through multihop transmissions [1] , [2] .
Multihop is fundamental for large networks where the transmission range is smaller than the area to cover. The problem with multihop transmissions is that in large monitoring WSNs these generate a tremendous amount of sensor readings that have to be delivered to a collecting data sink [3] . Due to the energy spent in receiving and forwarding data, advanced hardware and software solutions have been proposed recently. From hardware point of view, energy neutral design have been increasing in the development of WSNs [4] - [6] , and energy harvesting technologies are used to collect energy from ambient sources [7] - [9] . From software point of view, algorithms are needed to reduce the amount of data circulating within the network to increase the network lifetime [10] , [11] . Data compression is in general one of the best techniques used to minimize expensive data transmissions [12] . In particular, compressed sensing (CS) is a new approach to simultaneous sensing and compression that promises a potentially large reduction in sampling and computational costs [13] - [15] . CS seeks to represent the signal of interest using a small number of linear, nonadaptive measurements. The compression comes from the fact that the number of these measurements is usually smaller than the number of samples needed if the signal is sampled at the Nyquist frequency [16] . The main requirement for CS is that the signal to compress has to be sparse in some basis to be able to recover the original signal from the shorter compressed version.
CS has gained prominence in the signal processing community with the works of Candès [14] , Romberg, Tao [17] , and Donoho [13] who demonstrated how a signal, that has a sparse representation in one basis, can be recovered from a small set of measurements onto a second measurement basis that is incoherent with the first.
While a rich literature has been produced about theory and practice of CS for single mono-dimensional signals (i.e., [18] ), practical cases involve multiple signals, extending the problem of compression from 1-D single-sensor to 2-D multiple-sensors data. Climate, habitat and infrastructure monitoring are among the most important applications that are inherently multidimensional and in which a number of distributed nodes observes related phenomena and reports it to a central data sink [19] . In all the cases where sensors are near each other, the signals are quite similar and the nodes produce correlated outputs, therefore we can expect that the ensemble of signals has a certain kind of joint structure. This intersignal and intrasignal correlation can be exploited to further compress data saving on communication costs.
The two most prominent frameworks dealing with sparsity and compressibility of multidimensional signals and signal ensembles are distributed compressive sensing (DCS) [20] , [21] and Kronecker compressive sensing (KCS) [22] . In both these frameworks a number of sensors sample signals that are each individually sparse in some basis but also correlated from sensor to sensor. Each sensor independently compresses its own signal using CS and then it transmits the resulting compressed vector to a single collection point. Under certain conditions the decoder at the sink can jointly recover all the signals with good reconstruction quality. DCS and KCS differ both in the conditions 1551-3203 © 2013 IEEE under which the reconstruction is optimal or achievable and in the recovery procedures.
In this paper, we first compare the two frameworks and investigate how, in a real deployment, the compressed sensing techniques for signal ensembles can be used to reduce the power consumption and prolong lifetime. An extensive analysis is performed using real COTS hardware evaluating how different kind of compression matrices can affect the joint reconstruction, trying to achieve the best tradeoff between quality and energy expenditure.
In the following section, related works are presented while in Section III a mathematical background for CS, DCS, and KCS is introduced. In Section IV, DCS and KCS are compared using synthetic signals able to incorporate the main characteristics of real natural signals. In Section V, data-set from a real deployment is introduced and compressibility is evaluated using DCS. In Section VI, the problem of the implementation of DCS is addressed and, using COTS hardware, an energy-efficient implementation of compression algorithm is presented. Finally, in Section VII, performance of DCS using a particular kind of energy-efficient compression matrix is investigated and in Section VIII are the conclusions.
II. RELATED WORKS
The problem of data gathering and compression using CS in WSNs is widely investigated in the literature.
In [23] , the authors propose a new distributed matched source-channel communication scheme used to compress data, using CS, together with data transmission toward the collecting point. Differently in this paper we try to take into account techniques for reconstruction that can be used to exploit the inter and intra signals correlation to improve reconstruction and, in doing that, we always base our simulations and considerations on real and existing network topologies, protocols and hardware, without resorting to new MAC/PHY protocols or communication schemes. Moreover our focus is more on practical and digital implementation of CS than the analog on-air compression introduced in [23] .
A more analytical analysis on the usage of CS in WSNs is in [24] . In this paper authors propose a new scheduling and routing scheme built to gather correlated data from several sensors randomly deployed in a region. While the cited paper deals with data gathering techniques when CS is used for data compression, here we are more interested in quality reconstruction and energy consumption estimation. In our approach no routing schemes or scheduling are considered whereas in [24] , the authors are not focused on evaluating the quality reconstruction but only in the performance of the network.
Authors in [25] analyze synthetic and real data-sets against several popular transformations to evaluate the real performance of CS. The network topology and routing are defined and the work tries to address the benefits of CS in a realistic multihop network. The authors come to the conclusion that the obtained performance is not good as expected and that it is usually hard to find a suitable transformation matrix with good sparsification and incoherence properties.
Also in [26] , the authors address the problem to prolong the network lifetime in large-scale WSNs. The proposed compression data-gathering (CDG) framework takes multihop communication costs into account, coming up with a special kind of measurement matrices able to reduce the number of transmissions in the network preserving at the same time a good restricted isometry property (RIP). Interestingly, in this work two different approaches are presented to exploit cross-domain sparsity without, however, resulting in DCS or KCS.
Both the aforementioned works investigate the use of CS inside large WSNs also in relation to the routing scheme to adopt inside the network but the intercorrelation among signals is neglected and the energy spent in compression is not considered. In [27] , it has been shown that the compression energy has to be considered in the energy balance of the node when trying to compressed signal ensembles with as little energy as possible.
Several works [28] , [29] deal with the use of CS when multiple nodes are used for reconstruction and processing. In [30] , the joint processing of the outputs of several sensor arrays improves the parameter estimation performance. The problem addressed in the paper is the acoustic bearing estimation problem. Differently from our approach, the proposed algorithm is highly specific for the application. In this paper, we want to investigate a more general approach for the reconstruction of a large number of signals obtained from tens or hundreds of nodes in a real-case deployment.
In [31] the approach is much more similar to ours since the authors aim at exploiting the spatial and temporal correlation characteristics to improve reconstruction. As first difference, the cited paper focuses exclusively on the reconstruction side proposing a new approach using jointly CS and PCA whereas the node side, where the compression takes place, is totally neglected and much more investigated in our paper.
Thus while [31] deals with a new technique to obtain a better sparsifying matrix during the reconstruction phase resorting to PCA, we focus on a comparison on how already existing compression techniques perform when special matrices are used for data compression. Besides in the paper neither the lifetime nor the power consumption are taken as parameter to evaluate the goodness of the proposed solution as we do in our paper.
A different work on joint-sparse recovery from multiple measurements is in [32] where an extension of the single-measurement-vector (SMV) technique is presented. The authors do not investigate the performance of the algorithm with real data-sets, focusing on the reconstruction of artificial signals.
Concerning the energy consumption for compression, an interesting work [33] addresses the problem of generating a good measurement matrix for CS using as little energy as possible. The research in this case is focused on the wireless body sensor networks (WBSN) for real-time energy-efficient ECG compression using CS. This is a different research field with respect to the classical WSNs field since in the paper a single node is considered and thus the techniques for reconstruction of signal ensembles are not applicable.
Moreover in [33] (as well as in [31] ), authors use a measurement matrix similar to that one investigated in this paper but in this work for the first time these matrices are used to evaluate the performance of DCS and to the best of our knowledge for the first time this kind of matrix has been analyzed in relation to the power consumption for its generation and use in data compression.
Several other works such as [34] deal with CS for bio-signals. Even though these signals and related applications are different from those explored in this paper, we think that the same techniques introduced in this paper could be extended to data coming from a set of biosensors, e.g., from a body area network or multiple patients. However, system constraints and safety implications are very strict in biosignal processing, hence the paper focuses on environmental monitoring and defer the case of bio-signals to a future work.
A well-known technique for compression of multiple correlated information sources is the distributed source coding (DSC) technique [35] . The most famous form of DSC is the well-known Slepian-Wolf theorem [36] , dealing with the lossless compression of correlated data streams. The Slepian-Wolf coding technique is useful for systems where correlated data streams are physically separated. Despite the existence of potential applications, this theorem has never been used for practical data gathering in WSNs. The major limitation in DSC approach is that the decoder must be aware of the global correlation structure behind the network, which is in general unknown in large-scale WSNs whereas, as described in the previous section, DCS and KCD are able to exploit the correlated data streams of several sources without having any a-priori information about sensors data.
III. MATHEMATICAL BACKGROUND
In this Section a short mathematical background on CS, DCS, and KCS is given.
CS [13] , [14] , [16] : Let be the signal of interest. We say that the signal is -sparse if in a certain sparsifying basis we have with with and denoting the norm. For natural signals not perfectly sparse, we can say that is -compressible in if the vector contains the entries of sorted by absolute value and it has entries with magnitude that decay as , for all and . In this case the compression keeps only the greatest coefficients carrying the most informative content. As reference in Fig. 1 is the analysis of compressibility for three different kind of signals.
CS theory demonstrates that this kind of signals can be compressed using a second different matrix with . The acquisition procedure can be written as , with containing the CS measurements. The problem to recover from is ill-posed as the number of equations is smaller than the number of variables . Thus, the recovery can be only achieved using optimization, searching for the resolution of the basis pursuit problem (1) CS proves that if these two matrices and are incoherent (elements of the matrix are not sparsely represented in the basis ) and the original signal is compressible then we can recover from measurements solving problem (1) when where is an oversampling factor. DCS [21] , [20] : In an ensemble of signals, we can denote with the th signal with . For each signal we can assume that there exists a known sparse basis in which can be sparsely represented. If we have a measurement matrix thus consists of incoherent measurements of . In the DCS model, all signals can be represented by two components: a common sparse and an innovation component. In formulas for with , , with . The signal is common to all of the signals, whereas is unique for each signal. In general the components can be represented by sparse vectors in basis with sparsity and respectively. The DCS theory proposes three different models for jointly sparse signals (JSM), each one suitable for a different class of signals.
(JSM-1) In this model, both the components are present and they are sparse in some basis. In this case we can use the linear program as in (1) to jointly recover the sparse signals. The matrices involved in the basis pursuit have to be intended as follows (for case):
This jointly reconstruction by linear programming is demonstrated to be highly efficient and able to jointly recover the original signals with fewer samples than a separate reconstruction.
(JSM-2) In this model, all signals share the same sparse set of basis vectors but with different coefficients. In formulas we have with , where are coefficients in the basis which are not zero only on a common set with . Differently from JSM-1 the sparse approximation can be recovered via greedy algorithms such as the Simultaneous Orthogonal Matching Pursuit (SOMP) or the DCS-SOMP as proposed in [21] .
(JSM-3) This model does not require the common component to be sparse in any basis. Even if the common component is not sparse and no individual signal contains enough structure to permit efficient compression or CS, the common structure shared by the signals permits a dramatic reduction in the required measurement rates. The algorithm used for signal recovering in JSM-3 is the alternating common and innovation estimation (ACIE) algorithm based on orthogonal matching pursuit (OMP).
KCS [22] : In a distributed sensing problem with signals where denotes the time sample in the th signal with we can consider the ensemble of these signals as expressed in a multidimensional matrix where each column of the matrix represents the signal evolution in time and each rows is a snapshot in space at the same time for all the nodes.
If the multidimensional signal presents different sparsity properties along each of its dimensions, it is possible to obtain a single sparsity and measurement basis for the entire multidimensional signal to jointly compress and recover the original components (dimensions) of the signal using the Kronecker product.
In general, if and , then the Kronecker product is and matrix defined as
The KCS theory claims that if we have a -dimensional signal and each dimension is sparse in a certain basis we can compute a sparsity basis for given by such that where is the vectorized version of and is the coefficients vector.
The same can be done for measurement matrices for which a global multidimensional matrix can be defined as whereas each operates on a single dimension. In real WSNs, where measurements are independent and distributed, each node compresses just its own temporal signal . Then if we denote and we can describe the compression and collection problem as . Moreover if the measurement matrix is the same for every node then the measurement matrix can be expressed as where denotes the identity matrix.
IV. COMPRESSIBILITY OF SIGNAL ENSEMBLES
In this section, we discuss and compare the different techniques proposed in Section III against a common set of artificial signals properly built to embody the main characteristics of natural signals. To the best of our knowledge this is the first work that tries to directly compare DCS and KCS.
Signals characterized by a sparse common component and different innovation components (JSM-1) are considered to be typical of large-scale WSNs, when global phenomena (sun, wind, temperature, etc.) affect all sensors while local phenomena (shade, water, human presence, etc.) affect individual sensors.
To recreate this situation in our first simulation setup, we consider nodes sampling a fictitious signal and gathering samples. In our first simulation, each signal presents a common component that is sparse in a discrete cosine transform (DCT) basis with sparsity representing the common temperature field and an innovation component supposed sparse in a identity basis with sparsity representing abnormal sporadic sensor readings. We let the number of measurements varying from 0 to and for each value of we perform 100 iterations by generating the sparse signals and using measurement matrices with i.i.d. Gaussian entries to compress the readings. Then we measure the probability of successful recovery for each value of where a success is declared if the reconstructed signal obeys . In Fig. 2 , the simulation results are shown. JSM-1 reconstruction is performed using YALL1 [37] Matlab package, jointly solving the basis pursuit problem as seen in (1) . For the separate reconstruction we try to reconstruct the data recovering each signal independently and exploiting an overcomplete representation basis [38] as sparsifying basis where is the DCT matrix and is the identity matrix. KCS problem is solved using the SparseLab [39] Matlab package with a sparsifying matrix where is the matrix of the Horz-diff transformation as proposed in [25] to exploit the spatial correlation of the signals.
The results show how the JSM-1 guarantees a perfect reconstruction with only 20 measurements per node with respect to KCS and separate recovery. The separate recovery in particular is inefficient since it does not take advantage of the signals correlation during recovery. In this case we need almost 50 measurements for every node to be able to reconstruct the signal ensembles. For the KCS we have an intermediate result because the sparsifying matrix is good enough to take advantage of the signals correlation in the reconstruction phase.
To evaluate also how DCS, KCS and separate reconstruction perform when the signals present more innovation with respect to common sparsity components, in the simulations we have tried to change the parameters and and conduct again the reconstruction tests. Results are summarized in Fig. 2 and confirm that DCS performs better with respect to KCS and separate reconstruction even when the signals present more innovation components. The figure shows also how the general performance of DCS and KCS decrease, this is because when reducing the prevalence of common components among signals both frameworks are not able to exploit the intersignals correlation to improve reconstruction quality. Separate reconstruction, on the other hand, is not affected by signal ensembles characteristics and maintains the same reconstruction performance regardless of the ratio between and . The JSM-2 sparsity model is directly applicable when all the sensors acquire a replica of the same sparse signal but with phase shifts and attenuations caused by signal propagation. This is the case when sensors are deployed in the same environment and they acquire the same signal but with slight differences due to positioning.
To compare DCS and KCS against this kind of signals in the second simulation we use nodes with a signal of length that is sparse in a 4-level db4 (Daubechies wavelet) wavelet transform basis (results are the same using a DCT matrix as sparsifying matrix). As in the previous simulation, 100 simulation trials are performed for each value of . JSM-2 recovery is performed using the DCS-SOMP algorithm as in [21] whereas KCS reconstruction is obtained using a sparsifying matrix where the symbols are to be intended as usual.
The result in Fig. 3 shows how the DCS-SOMP algorithm outperforms both KCS and separate reconstruction. More specifically, KCS performs worse than before because the spatial dimension in this case is hardly sparse and KCS is not able to take advantage of the sparsity on this dimension.
The different reconstruction performance for KCS and DCS is mainly due to the different requirements about the original signal to compress. KCS requires that the signals are sparse along all the considered dimensions and this is sometimes a hard requirement to fulfill, especially for sensors in WSNs where signals are more correlated in time than in space. The requirements for DCS are less stringent since the algorithm just needs that the signals share the same support in one single basis along one single dimension.
The synthetic signals used in the simulations resemble realistic data that exhibit little spatial correlation: this is due to two common issues in real WSNs that is (a) irregular distribution of the node locations and (b) readings corrupted by noise and sporadic events. Then since the 2-D signal (generated by the signal ensembles) usually is not really sparse along the spatial dimension, this prevents KCS to perform as well as DCS that can reconstruct the signal with more accuracy since it requires sparsity only along the temporal dimension.
The irregular distribution issue can be in general faced with special sparsifying transformation techniques like graph wavelets [40] or diffusion wavelets that, however, require a strict and fixed tree network topology. The second issue of readings corrupted by noise can be addressed using data reordering schemes as proposed in [26] which unfortunately are not feasible when dealing with 2-D signals.
From these considerations and from the simulation results, it follows that in general DCS performs better than KCS when we want to exploit the inter and intracorrelation among signals to achieve a better compression factor preserving an high reconstruction quality.
Another point to consider when dealing with DCS and KCS is the computational cost and the complexity of the recovery problem. The reconstruction of JSM-2 based signals goes through a fast greedy algorithm that can be considered efficient also when dealing with a great number of nodes in the network. On the contrary the signals recovery using KCS or the basis pursuit problem (1) for JSM-1 is too heavy when tens or hundreds of nodes are considered since the matrices dimension explode making the resolution of the problem practically not feasible.
Moreover, the optimization problem (1) is often rewritten as an -weighted -norm problem in which the optimal choice of the parameters cannot be determined analytically and whose calculation is computational intensive.
In this section we have not dealt with JSM-3 since it does not match well the natural signals we are interested in, being this model well suited for video reconstruction problems.
V. TARGET DEPLOYMENT SCENARIO AND JSM-2 MODEL FOR REAL SIGNAL ENSEMBLES
To study the usage and the performance of DCS with JSM-2 signal ensembles in this section we consider data coming from the LUCE [41] deployment that is a measurement campaign which took place on the EPFL campus since July 2006. This deployment is suitable for our research because it is characterized by temporal and spatial high density measurements covering heterogeneous areas. In evaluating DCS, we use three different sets of data: temperature, humidity, and light. The set considered in our simulations spans the course of approximately four days with sampling periods in the order of 5 minutes. Due to the high fragmentation and incompleteness of the data in the sensor recordings, we consider the sensor readings of nodes for temperature and humidity and nodes for light recordings with a resampled signal length of . The network topology is a star network where all nodes are able to communicate with the central data collection point with enough computational power to run the recovering algorithms. Data is sensed and compressed on the nodes before the compressed vector is transmitted toward the central gateway that is in charge to collect data and recover the original signals using the proposed techniques.
To see whether these natural signals can be recovered by DCS-SOMP algorithm we investigate the size of the global support for each type of signal as illustrated in Section III (JSM-2). In the ideal case for JSM-2 recovery, all the signals have the greatest transform coefficients in the same position in the support of the transform. In this ideal case, considering the biggest coefficients, these are in the same position so the size of the global support is exactly (since all the signals have the greatest coefficients in the same position). For real signals we can expect that all the signals have the greatest coefficients in different position that is . If is not much greater than K we can expect that a suitable sparsity model to represent the signals ensemble is the JSM-2.
In Fig. 4 the number of transform coefficients required to include the largest coefficients for each signal is reported when a 8-level db8 wavelet transform is used.
It is well-known in literature that the wavelet basis are suitable sparsifying basis (together with DCT also used in Section IV) for environmental signals and it is also known that with 6-or 8-layer wavelet representation it is possible to achieve a good sparsity for natural signals [26] .
The slope of the curves show that, even if the signals could not exactly share the same support, the supports of the compressible signals overlap thus the ensemble is well represented by the JSM-2 model.
The real advantage in using DCS considering JSM-2 signal ensemble is actually that we can send fewer bits over the air due to a shorter vector of random projections, saving in transmission costs guaranteeing at the same time on optimal reconstruction quality at collection point.
In general we can say that the interval of feasible number of random projections is delimited by the different values: 1) considered function of the minimum reconstruction quality of the signal we can tolerate; and 2) depending on the energy consumption required for compression. That is . Classical CS theory claims that, for separate reconstruction, depends on the signal sparsity according to the relation where is the length of the original signal, and are constants, is the sparsity and is the MSE between the original and the reconstructed signal. When DCS is used, the value of is lowered since we can achieve a better reconstruction with less measurements. On the contrary is determined by the maximum energy consumption for compression allowed by the node.
When the compression level has to be defined in a network, these two values have to be taken into account. If a better reconstruction is required by application, the value of is chosen closer to (but not above)
, while a consistent energy saving is achievable for values of closer to at expenses of signal recovered quality. This is why DCS is a powerful tool for reducing the energy expenditure: we can choose value of closer to if we are interested in energy saving or, for the same value of we can achieve a better reconstruction with the same energy consumption.
The following section investigates the energy threshold and methodologies to reduce the energy required by DCS.
VI. EFFICIENT DCS IMPLEMENTATION
One of the major problems, often underestimated in literature, is the energy spent in compression. CS data compression goes through a matrix-vector multiplication, as seen in Section III, that is not performed at zero cost. The energy expenditure for compression, not always negligible, that determines also the value defined in Section V, is mainly function of two different parameters: 1) the hardware used to implement DCS; and 2) how the compression is performed.
To evaluate the energy spent in compression, the algorithms have been implemented on a real node and the algorithms for compression have been actually implemented in software performing compression. The time spent in the execution of the steps (compression, sampling, transmission, etc.) has been measured using the debug registers able to give a cycle-accurate measurement of the time. For the current absorption (from which we can obtain the energy consumption), the values are taken either directly from the datasheet or directly measured using a precision shunt resistor. Having the time and the current absorption for all the steps in sampling-compression-transmission and the supply voltage, the calculation of the actual power consumption is straightforward and done in MATLAB.
Hardware: The hardware used as reference in our tests is a wireless node by ST microelectronics, the STM32W108 [42] that is a fully integrated System-on-Chip having a 2.4 GHz, IEEE 802.15.4-compliant transceiver, 32-bit 24 MHz ARM Cortex-M3 microprocessor, 128 K-byte Flash and 8 K-byte RAM memory and peripherals of use to designers of 802.15.4-based systems. In our tests we assume that the microprocessor is in deep sleep mode when it is not busy in performing compression, with a quiescent current of 1.3 @ 3.6 V. The processor and peripheral (considering CPU, RAM and flash memory) consume around 7.5 mA @ 3.6 V whereas the most important contribution to power consumption comes Fig. 5 . Comparison between the energy spent in compression and transmission for CS and the energy for transmission when no compression is applied. On the second axis is also reported the number of cycles required to compress data using a random orthogonal matrix generated on the node .
from radio, with a total current consumption in reception of 26.5 mA @ 3.6 V and in transmission 43.5 mA @ 3.6 V.
The processor is not equipped with a floating point unit in hardware, but it can manage floating point calculations through software emulation. The compiler used in all the simulations and tests is CodeSourcery [43] G++ Lite 2010q1-188 and the code is compiled with -O3 optimization. Moreover to measure the time involved in compression and sending, we use the debug registers in the ARM core that are able to measure the number of cycles used in performing a certain operation; hence, knowing the working frequency, it is straightforward to obtain the elapsed time and the energy spent. In Fig. 5 the compression and transmission energy versus compressed vector length is plotted when CS and no compression is used for a random signal of length . The dashed line represents the energy consumption when data is not compressed thus this value is independent from the parameter and it is only the energy for transmitting the data. On the contrary the energy consumption when data is compressed is strongly affected by the size of the compressed vector thus the continuous line shows an increasing trend: the longer is the compressed vector, the better is the reconstruction quality at the sink but also the higher is the energy spent for compression by the node.
The length of compressed vector at the intersection point defines the value at which it is no more convenient to compress data since the energy for compression is higher than the energy for transmission of uncompressed data. While the energy spent when data is not compressed is constant and only function of the size of the outgoing packet, the energy spent in compression using CS increases with the increasing in the length of the compressed vector.
From the plot follows that the energy spent for CS strictly depends on the compression energy that turns out to be function of how the compression itself is performed.
Compression: CS theory claims that for CS it is possible to use several kind of random compression matrices derived from random matrix ensembles [14] : uniform spherical ensemble, random signs ensemble, partial Fourier ensemble, Fig. 6 . Number of CPU cycles required to compress a sample using different random matrices varying the compression factor.
Matrix with random 16bit fixed-point values.
Gaussian matrix generated using a Box-Muller transformation with mean zero and variance . Matrix with random floating point values.
Same as but the matrix is generated with the Ziggurat method.
Entries of the matrix are generated from the symmetric Bernoulli distribution with . Same as with . Binary sparse matrix with . Binary sparse matrix with .
etc. Each matrix has different characteristics and hence its usage implies a different power consumption. In particular, the power consumption is due to the contribution of three different factors: 1) energy spent in matrix generation; 2) energy for matrix-vector multiplication; and 3) energy spent for transmitting the resultant compressed vector. Since the compression is performed on the sensor node, that is typically a battery-powered resource-constrained platform, and since different battery technologies feature different characteristics [44] , evaluating the energy consumption for compression is extremely important. The compression on the node itself is not an energy-free operation but it requires a certain amount of energy that, for small devices such as those used in WSNs, it is not negligible and it has to be taken into account in the global energy balance.
In Fig. 6 the number of CPU cycles required to compress a sample using different random matrices varying the compression factor is reported. It is possible to notice how substantial differences in the computational workload do exist among the different kind of random matrices. It is known in literature [33] that this difference is mainly due to the generation of the random columns of the matrix. In certain cases the matrix generation implies the use of complex functions such as log or sqrt that require a lot of CPU cycles to be performed.
For each random matrix in the plot, we have in general a different power consumption for data compression on the node and a different reconstruction quality of the original signal at the collection point. The smaller the power consumption for compression the greater the value of ; that is DCS becomes more convenient for a greater range of measurement vectors and in general more energy-aware for each value of .
From the measurements it turns out that the more energyaware random matrix is the binary sparse random matrix which allows a very fast and efficient implementation of the large matrix multiplication required by CS. This is a peculiar matrix having only a fixed small number of "ones" in each column and all the other entries are equal to zero. The generation of the columns of this kind of measurement matrix can be obtained with a computational cost that does not depend on the dimension of the compressed vector. It has been shown [33] , [45] that this kind of matrix satisfies a weaker form of the RIP property and that, in practice, these binary sparse matrices are as good as random Gaussian or Fourier matrices.
Although these matrices have been used in literature, to the best of our knowledge this is the first work addressing this kind of measurement matrices in conjunction with DCS and JSM-2 signals.
VII. DCS WITH SPARSE RANDOM MATRICES
As first step we are interested in identifying the minimum value of nonzero entries in each column of that guarantees the optimal tradeoff between the execution time, signal reconstruction error and power consumption. To get the most suitable value, sparse binary sensing matrices are applied to the deployment data and the output of the reconstructed signals is measured for DCS. Fig. 7 reports the resulting average output versus the number of nonzero elements in the sparse binary sensing matrix when a 8-level db8 sparsifying matrix is used for reconstructing each signal, varying the length of the compressed vector from to . The general trend reported in the plot is that for small values of the quality of the reconstruction using DCS-SOMP is higher than for greater values of . That is the performance of DCS-SOMP with sparse binary matrices decreases with increasing in the value of . This is due to information aliasing when the DCS-SOMP algorithm is used.
Thus, from the simulation results it turns out that the best binary sparse matrix to be used with DCS is a sparse binary matrix with , that is a matrix having just a single one in each column in a random position. We have also performed several simulations to compare the reconstruction performance of sparse matrices with respect to the classical Gaussian matrices for DCS and separate reconstruction using CS. From the results in Fig. 9 we can infer that the binary sparse matrix is optimal for DCS reconstruction, since it is able to guarantee a reconstruction quality similar to that one obtained from Gaussian matrices. In particular increasing the length of the compressed vector causes the increasing in the reconstruction quality for both DCS and independently reconstructed signals.
Since the DCS performance are strictly related to the number of nodes involved in reconstruction [21] , in Fig. 10 we have performed the same reconstruction for DCS as in Fig. 9 but varying the number of sensor nodes used for recovery. The trend in the figure clearly shows how reducing the number of nodes of the ensemble, the reconstruction quality obtained by DCS decreases whereas the separate reconstruction is not affected at all by this parameter. This is an expected behavior for DCS since its performance are directly related to the number of signals considered.
Once determined how DCS can be effectively used to achieve a better reconstruction quality, in the last set of trials we have calculated the energy consumption of the DCS when Gaussian matrices and sparse binary matrices are used. Results are in Fig. 8 . The plot shows how using DCS with sparse binary matrices permits a near-optimal reconstruction quality with less energy than that one required by both Gaussian matrices and transmission of data without compression. According the plot in Fig. 6 all the other matrices are placed between these two cases. The plot clearly shows three different groups: 1) when no compression is performed the energy spent is always the same and it is only due to data transmission; 2) when Gaussian matrix is used form compression we need higher energy to compress data, mainly due to the work of generating the measurement matrix on the node; and 3) very small energy is required for compression using the sparse binary matrix and this permits to save energy prolonging the nodes lifetime.
VIII. CONCLUSION
In this paper we have investigated the issue of exploiting the intersignals correlations present in WSNs data-sets to achieve a better compression factor or a better reconstruction quality under energy constrains and we analyzed the tradeoff between recovery quality and energy spent in compression. Two main techniques involving CS have been compared: DCS and KCS, both able to take advantage of the existing time and spatial correlations among network nodes to improve signals recovery. Both the techniques have been compared against a set of signals to evaluate the reconstruction performance of the frameworks. The recovery results have demonstrated that DCS is the best technique able to recover the original signals with a better quality from highly compressed vectors. Moreover the recovery complexity for KCS has been shown to be not practical when CS is used for medium-sized networks, confirming DCS for signal recovery in WSNs.
Real temperature, humidity and light data taken from LUCE deployment have been used to validate DCS framework. Using real data sets and a COTS hardware, a new DCS implementation has been developed and extensively tested, coming up with the design of a new binary sparse measurement matrix that is able to achieve optimal reconstruction using DCS and, at the same time, save on compression energy.
As a next step of our ongoing research we intend to further investigate the on-node generation of the compression matrices and also to study how the framework proposed is able to reconstruct the signals when collected data is partially corrupted by atypical sporadic readings. We plan also to investigate a new sparsity model, JSM-4, presented in [46] where the constrains on the sparsity of the common signals are relaxed.
