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Abstract: This note presents a deterministic integer factorization algorithm of running time complexity 
O(N1/6+ε),  ε > 0. This improves the current performances of deterministic integer factorization algorithms rated 
at O(N1/4+ε) arithmetic operations. Equivalently, given the least (log N)/6 bits of a factor of N = pq, where p and 
q are primes, the algorithm factors the integer in polynomial time O(log(N)c), c ≥ 0 constant.  
 
 
 
1. Introduction  
Let }:{ 11 δδ ++ <<== apqppqNA ,  and }:{ apqppqNB <<== , where p and q are primes, a > 1, and δ 
> 0 are constants, be the subsets of unbalanced integers, and balanced integers respectively. The factorization of 
a balanced integer has the worst time complexity, and the factorization of an unbalanced integer does not have 
the worst time complexity. Thus, the time complexity of integer factorization is measured by the time 
complexity of factoring balanced integers. This article discusses a new deterministic integer factorization 
algorithm acting on the subset of balanced integers in details. The running time complexity of this algorithm is 
deterministic exponential time O(N1/6+ε), ε > 0. This improves the current performances of deterministic integer 
factorization algorithms rated at the running time complexities O(N1/4+ε). The standard references [3], [5], [17], 
[22], [23], [24], [26] and others, provide extensive details on the theory of integer factorizations. 
 
The innovation here involves a technique for generating multivariables polynomial equations for the integer 
factorization problem, see Theorem 6. The main results are the equivalent Theorems 1 and 6. 
 
Theorem 1.     Any integer N can be decomposed into its prime factors in deterministic time complexity 
O(N1/6+ε), where ε > 0 is an arbitrarily small constant. 
 
Equivalently, given the least (log N)/6 bits of a factor of N = pq, p and q primes, the algorithm factors the 
integer in polynomial time O(log(N)c), c ≥ 0 constant. This is an improvement of the Coppersmith algorithm, 
which requires the least (log N)/4 bits, see Theorem 3.  
 
The proof of this result follows from Theorem 6 in Section 4. Section 2 has a survey of the current deterministic 
integer factorization algorithms, and a new analysis of the Fermat Method. Section 3 covers some information 
on polynomials equations.    
 
 
 
2. Deterministic Exponential Time O(N1/4)  
The fastest, deterministic, and unconditionally proven integer factorization algorithms in the literature have 
running time complexities O(N1/4+ε), ε > 0, see [5, p. 238]. Many algorithms of deterministic exponential time 
complexities O(N1/4+ε) have been discovered, see [5], [3], [21], et cetera.  
 
Integers pqN =  composed of nearly equal factors dpqp +=  and  , where d is small, can be factored by 
completing the square 22 4/ xdN =+ . This produces the factor 2/4/2 ddNp −+= .  For example, a factor 
of a product of any twin primes pairs is 11 −+= Np . This is one of the earliest and most important integer 
factorization algorithms. It is usually called the Fermat factoring method, and uses an equivalent formulation 
based on the difference of squares equation  4N = x2 – y2.  The Fermat factoring method effectively handles any 
integer N ≥ 1 with a pair of factors in the ranges  
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NpNNN c <<− log4/1        and       NNNqN clog4/1+<<                                  (1) 
 
with c ≥ 0 constant. A brute force search for the prime factors p and q of N = pq in the ranges (1) has 
exponential time complexity: 
 
)/( 2/1 xNN + ,   )log(0 4/1 NNOx c=≤ .                                                      (2) 
 
But, the Fermat factoring method miraculously reduces the running time complexity from )( 4/1 ε+NO  to 
)(log NO c . This is accomplished by computing a solution x = p + q, and y = q – p of the equation 4N = x2 – y2, 
instead of directly and independently computing the prime factors p and q. The basic structure of this method is 
attributed to Fermat, but it is not clear if the time complexity analysis was known before modern time. 
Statement (i) is well known, [23, p. 148], [12, p. 19], and other sources. But statement (ii) seems to be new. 
 
Theorem 2.   Suppose that an integer N = pq  has a pairs of prime factors p and q. Then, the followings hold. 
 
(i) If the factors p and q satisfy )log( 4/12/1 NNOpN c=−  and )log( 4/12/1 NNOqN c=− , then it can be 
decomposed in deterministic polynomial time complexity O(log(N)c), c ≥ 0 constant. 
 
(ii) If the factors p and q satisfy )log( 2/12/1 NNOpN c=−  and )log( 2/12/1 NNOqN c=− , then it can be 
decomposed in deterministic exponential time complexity O(N1/4log(N)2c), c ≥ 0 constant. 
 
Proof : Case (ii). Let 0
4/12/1 xxNNp ++= , and 0
4/12/1 yyNNq ++= ,  where 0 ≤ | x |, | x0 |, | y |, | y0 | = 
O(N1/4log(N)c), c ≥ 0 constant. Suppose that x ∈ [−N1/4log(N)c, N1/4log(N)c] is known, and x0 is unknown. Then, 
the search for a solution of the equation NVU 422 =− ,  where pqVqpU −=+=   and  , , start with the initial 
condition 
 
 k
NxxN
xNxNxNNUk +++
+
−+= 4/1
0
4/1
24/12/1
4/12/1
/
222 ,                                                      (3) 
 
where k = 0, ±1, ±2, … . Here the term )(log/ 4/10 NONx
c=  can be set to 0, so every parameter in (3) is 
known. Consequently, the number of cycles required to determine a solution (Uk, Vk) is at most 
 
 ( ) )(log222
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22/14/3
4/12/1 NO
p
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

++
+
−+−+                        (4)                                                   
 
cycles. Therefore, the algorithm computes a solution in at most O(N1/4log(N)2c), c ≥ 0 constant, arithmetic 
operations.  
 
Case (i). To prove this claim, put x = 0 in Case (ii). Then, it reduces to this special case.                                   ∎ 
 
Algorithms that compute multiples of p + q, and q – p are the topic of current research in integer factorization 
and related topics. The Pollard factoring method, and the elliptic curve factoring method, and a few other 
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algorithms are based on the direct or indirect calculations of multiples of )(1 NNqp ϕ−+=+ , and 
Nqppq 4)( 2 −+=− . It should be noted that multiples of )(1 2
222 NNqp ϕ−+=+  are also effective.  
 
Another important, and recently discovered integer factorization algorithm in this class is the following. 
 
Theorem 3.      ([6])   If the least (or most) significant (log N)/4 bits of a prime factor p or q of the integer N = 
pq, p < q < 2p, are given, then it can be decomposed in deterministic polynomial time complexity O(log(N)c), c 
> 0 constant. 
 
An improved version of this result is given in Theorem 6. The Fermat factoring algorithm (Theorem 2), and the 
Coppersmith factoring algorithm (Theorem 3), are equivalent integer factorization algorithms of the same 
running time complexity O(N1/4log(N)c). Moreover, both have equivalent proofs based on lattice reduction 
methods. Both of these algorithms are practical for small integers, for example, N = O(2200) or thereabouts. 
Some improvement to the Fermat method is reported in [10], and [20], and experimental data for the 
Coppersmith factoring algorithm are compiled in [4], [11], [13], and many other similar references. 
 
As of July, 2013, the best published result is stated below. This algorithm is based on efficient evaluations of 
high degree polynomials. The author of this paper also have a survey of current literature on this class of integer 
factorization algorithms. 
 
Theorem 4.  ([8])   There exists a deterministic algorithm that computes the prime factorization of a positive 
integer N in O(N1/4log(N)loglog(N)−1/2) bit operations. 
 
 
 
3. Basic Concepts In Systems Of Polynomials Equations 
The applications of lattice reduction methods to the theory of polynomial equations and its applications to 
cryptography are considered in fine details in [25], [6], [14], [2], [4], [7], [8], [16], [18] and others.  
 
Comprehensive introductions to lattice reduction methods and its applications to polynomials equations are 
given in [9, Chapter 2], [16, Chapter 3], [19, Chapter 3], and similar sources. The evolving analysis on a few 
specific polynomial equations of three variables is given in [1].  
  
Employing lattice reduction methods, several results for the polynomials ∑ ≤≤= dji
ji
ji yxayxf ,0 ,),(  and 
∑ ≤≤= dlji
lji
lji zyxazyxf ,,0 ,,),,(  of two and three variables have been unconditionally proven. A relevant result 
from the theory of polynomials equations is included in this section. 
 
Theorem 5.   ([6])  Let f(x, y) ∈ ℤ[x, y] be an irreducible polynomial of maximum degree d in each variable, and 
let (x0, y0) be a root of f(x, y) = 0, such that 0 ≤ | x0 | ≤ X, 0 ≤ | y0 | ≤ Y. The height of the polynomial f(xX, yY) is 
defined by  
 
{ }djiYXayYxXfW jiji ≤≤== ∞ ,0:max),( , .                                 (5) 
 
(i) If XY < W2/(3d), then the roots (x0, y0) can be determined in deterministic polynomial time )(log NO c , c > 0 
constant. 
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(ii) If XY < W1/d, and the total degree of the polynomial satisfies 0 ≤ i + j ≤ d, then the roots (x0, y0) can be 
determined in deterministic polynomial time )(log NO c , c > 0 constant. 
 
The detailed heuristic analysis of the lattices for f(x, y, z) = c0xy + c1x + c2y + c3z + c4 ∈ ℤ[x, y, z], and a few 
other polynomials of three variables and related applications, appear in [1], [11, p. 8], and [16, p. 66]. Practical 
applications also appear in [15] and [13, p. 11]. 
 
 
 
4. Deterministic Exponential Time O(N1/6) 
For a pair of fixed parameters 0 < α < 1 < β, let p and q be prime numbers such that NpN <<α , 
NqN β<< , and let 2/)( NNN βαγ +=  be the arithmetic mean of the interval ],[ NN βα . The 
Fermat factoring method, (Theorem 2) and  Coppersmith factoring method (Theorem 3) assume that the prime 
factors of the integer N = pq are centered at the symmetric center N  of the interval ],[ NN βα . Shifting 
the symmetric center N  to the arithmetic mean center Nγ  of the factors, or to a pair of distinct centers 
Nα  and Nβ , α, β ≠ 1, can be used to derive various multivariable polynomials, which reduce the time 
complexities of both the Fermat factoring method, and  Coppersmith factoring method, respectively. However, 
the analysis for the symmetric center N  has simpler notations, and will be used below.   
 
 
Theorem 6.   Given the least (or most) significant (log N)/6 bits of a prime factor p or q of a large integer N = 
pq, p < q < 2p, the integer N can be decomposed in deterministic polynomial time )(log NO c , c > 0 constant. 
 
Proof: Suppose that N = pq has balanced prime factors such that NqNpN 22/ <<<<  centered at the 
symmetric center N  of the interval ]2,2/[ NN , and the least significant (log N)/6 bits x0 of the prime 
factor p are given.  
 
Choose a prime number ||][ 0
6/1 xNB >=  such that 1),gcd( 0 =xB , 1)],gcd([
2/1 =BN , and 
1),]gcd([ 0
2/1 =+ BxN . Here the symbol [ x ] denotes the largest integer function. Write the factors in the form  
 
0
2/1 ][ xBxNp ++=       and     0
2/1 ][ yByNq ++= ,                                            (6) 
 
where 3/1,0 Nyx ≤≤ , and 6/100 ,0 Nyx <≤ .  
 
Expanding the product )])([]([ 0
2/1
0
2/1 yByNxBxNN ++++=  yields the corresponding polynomial  
 
.
])[()]([)]([),(
0123
00
2/1
000
2/1
0
2/12
cycxcxyc
yxNyxByxNBxyNxyByxf
+++=
+++++++=
                    (7) 
 
The coefficients are 
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,)]([,])[( 0
2/1
100
2/1
000 BxNcyxNyxc +=++=                                                (8) 
 
.                                                      ,)]([ 230
2/1
2 BcByNc =+=  
 
Proceed to use the given least significant (log N)/6 bits x0 of the prime factor p to compute y0 via the congruence 
equation 
 
ByxNyxyxf mod0])[(),( 00
2/1
00 ≡++≡ .                                                      (9) 
 
By the initial conditions B prime, 1),gcd( 0 =xB , 1)],gcd([
2/1 =BN , and 1),]gcd([ 0
2/1 =+ BxN , this 
congruence has a unique solution BxNNxy mod)]]([[ 10
2/12/1
00
−+−≡ .  
 
As the factorization ))(( 01010123 bybaxacycxcxyc ++=+++  into linear factors requires  
0000
2/1
0000 ])[( ccNyxNyxNba ≠+=+++= , this is an irreducible polynomial over the integers. This 
completes the construction of the polynomial 0123),( cycxcxycyxf +++= . By construction, it has a small root 
( ) ( )11,, yxyx =  such that 012/1 ][ xBxNp ++=  is a factor of N. 
 
For the bounds of the solutions X = N1/3 and Y = N1/3, the height 
∞
= ),( yYxXfW  of the polynomial f(xX, yY) 
is  
 
{ } NcXYNyYxXf ≥=
∞ 0
3/1 ,max),(  .                                                     (10) 
 
Thus, using lattice reduction methods, the small integer roots 3/10 NXx =<≤  and 3/10 NYy =<≤ can 
be determined in deterministic polynomial time, see Theorem 5.                                                                        ∎ 
 
 
Note 1. Simple modification of Theorem 6 can be used to handle all the other factorizations of nonbalanced 
integers N = pq with p and q primes such that δδ βα −− <<<< 2/12/1 )()( NqNpN , δ > 0. For example, if 
3/2323/13/1 )(  and  ,)( NqNNpN / βα <<<< , where βα <<0  are small constants. 
 
Write the prime factors in the form  
 
0
3/1 ][ xBxNp ++=       and     0
3/2 ][ yByNq ++= ,                                            (11) 
 
where 12/120 Nx ≤≤ , 12/720 Ny ≤≤ and 6/100 ,0 Nyx <≤ . Now proceed as before, but making the 
necessary changes as needed. At most a few changes of parameter }...,4/1,6/1,0{∈δ  are required to cover 
all possible prime factorizations. 
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