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The light absorption characteristics of the photocatalyst {[Ru(bpy)2(dpp)]2RhBr2}
5+ and 
the photochemical Ru(bpy)2(dpp)
2+ is investigated.  Extinction coefficient versus 
wavelength is determined for both a low intensity broad spectrum LED light source and 
one sun intensity simulated sunlight.  Variation in the absorption characteristics from 
both the previously published monochromatic values and from each other is observed.  
absorption characteristics are dependent upon the type of light used and that specific 
testing for the design wavelength range should be conducted so that the actual absorption 
characteristics are then used to establish an optimum light absorbing configuration for 
photocatalyst use.  This technique is used to create a simulation model that is analyses the 
distribution of hydrogen production rates in the existing test cell and demonstrates that 
most of the hydrogen production occurs in a relatively small volume within the existing 
test configuration.  The absorption spectroscopy of the photocatalyst is found to change 
after extended exposure to light.  Two possibilities exist, transformation of the 
photocatalyst to a different configuration and breakdown of the photocatalyst into 
component parts.  Degradation would explain observed changes in photocatalyst quantum 
efficiency with time.  A chemical model for water photocatalysis is proposed.  In addition 
to identifying several of the isomers that occur and explaining the changes in absorption 
spectroscopy; it also addresses the impact of changing solution solvent on quantum 
efficiency.  It also addresses the apparent contradiction between photon supply rate and 
molecular excited state lifetimes on photocatalytic ability. 
 






To my loving wife, she has provided unending support and encouragement throughout 






I would first like to acknowledge my co-supervisors, Dr. Ibrahim Dincer and Dr. Greg 
Naterer for their excellent support and encouragement during the pursuit of my research. 
I would also like to acknowledge the support of various colleagues at the Clean Energy 
Research Lab (CERL).  Dr. Zhaolin Wang for his willingness to lend an ear and advice 
when chemistry occasionally got the better of me,  Dr. Calin Zamfirescu for his help 
brainstorming with me to find new paths to pursue when things went wrong,  Mr. Rafay 
Shamim for his encouragement.  And finally, Mr. Ed Secnik for his timely acquisition of 
materials and allocation of need resources. 
Lastly, this project would not have been possible without the financial support of both 
Phoenix Canada Oil Company Ltd. and The Natural Sciences and Engineering Research 




Table of Contents 
Abstract ............................................................................................................................... i 
Acknowledgements .......................................................................................................... iii 
Table of Contents ............................................................................................................. iv 
 List of Figures .............................................................................................................. vi 
 List of Tables ............................................................................................................... ix 
Nomenclature .....................................................................................................................x 
Chapter 1.  Introduction....................................................................................................1 
 1.1  Need for Energy ......................................................................................................1 
 1.2  Need for Solar Hydrogen ........................................................................................3 
 1.3  Hydrogen from Water ...........................................................................................12 
 1.4  Motivation .............................................................................................................14 
 1.5  Objectives .............................................................................................................14 
 1.6  Outline...................................................................................................................16 
Chapter 2.  Literature Review ........................................................................................18 
 2.1  Introduction ...........................................................................................................18 
 2.2  Photocatalyst for Water Splitting ..........................................................................18 
 2.3  Photocatalyst Fabrication ......................................................................................20 
 2.4  Spectroscopy .........................................................................................................21 
 2.4.1  Precursor Compound, Ru(bpy)2(dpp)
2+ .......................................................21 
 2.4.2  Bi-metallic Analog, [Ru(bpy)2]2(dpp)
4+ .......................................................23 
 2.4.3  Photocatalyst,{[Ru(bpy)2(dpp)]2RhBr2}
5+ ...................................................24 
 2.5  Photocatalysis Mechanism ....................................................................................26 
 2.6  Closing Remarks ...................................................................................................26 
Chapter 3.  Background and Analysis ...........................................................................28 
 3.1  Solar Spectrum ......................................................................................................28 
 3.2  Light Absorbance ..................................................................................................35 
 3.3  Fluorescence and Phosphorescence ......................................................................43 
 3.4  Photocatalysis .......................................................................................................48 




Chapter 4.  Experimental Methodology.........................................................................55 
 4.1  Photocatalyst Fabrication ......................................................................................55 
 4.1.1  Fabrication of the Catalyst Precursor ...........................................................55 
 4.1.2  Fabrication of the Photocatalyst...................................................................57 
 4.2  Spectroscopy .........................................................................................................59 
 4.2.1  Overview of Equipment ...............................................................................59 
 4.2.2  Built in LED light source .............................................................................63 
 4.2.3  Blue LED Source .........................................................................................63 
 4.2.4  Sunlight Source ............................................................................................64 
 4.3  Error Analysis and Mitigation ..............................................................................65 
Chapter 5.  Results and Discussion ................................................................................71 
 5.1  Precursor Compound, Ru(bpy)2(dpp)
2+ ................................................................71 
 5.1.1  Built in RedTide650 LEDs ..........................................................................71 
 5.1.2  Blue LED Source .........................................................................................75 
 5.1.3  Solar Simulator Source ................................................................................79 
 5.1.4  Summary ......................................................................................................82 
 5.2  Photocatalyst, {[Ru(bpy)2(dpp)]2RhBr2}
5+ ...........................................................84 
 5.2.1  Built in RedTide650 LEDs ..........................................................................84 
 5.2.2  Solar Simulator Source ................................................................................87 
 5.2.3  Summary ......................................................................................................91 
 5.3  Applying Extinction Effects to the Hydrogen Test Cell .......................................92 
 5.3.1  Photon Absorption .......................................................................................92 
 5.3.2  Hydrogen Generation ...................................................................................97 
 5.4  Photocatalyst Spectroscopic Changes After Extended Illumination ....................98 
 5.5  Coordination Chemistry ......................................................................................100 
Chapter 6.  Conclusions and Recommendations .........................................................107 
 6.1  Conclusions .........................................................................................................107 





List of Figures 
Figure 1.1  Population, 1960 to 2011 (data from [1]) .........................................................1 
Figure 1.2  Per capita energy use, 1960 to 2011 (data from [2]) ........................................2 
Figure 1.3  Relative contributions of various gases to the greenhouse effect, 1998 & 2005 ...5 
Figure 1.4  Global CO2 emissions from fossil fuels since 1850 (data from [12]) ..............6 
Figure 1.5  Atmospheric CO2 concentrations at Mount Loa since 1958 (data from [13]) ..6 
Figure 2.1  Electronic absorption spectrum of precursor, Ru(bpy)2(dpp)
2+ (data from [48]) ...22 
Figure 2.2  Electronic absorption spectrum of bi-metallic analog, [Ru(bpy)2]2(dpp)
4+ (data from [48]) .24 
Figure 2.3  Electronic absorption spectrum of photocatalyst, {[Ru(bpy)2(dpp)]2RhBr2}
5+ (data from [31]) . 25 
Figure 2.4  Proposed water splitting mechanism [37] ......................................................26 
Figure 3.1  ASTM G173-03 reference spectra, irradiance vs. wavelength (data from [53]) . 29 
Figure 3.2  ASTM G173-03 reference spectra, photo count vs. wavelength ....................30 
Figure 3.3  ASTM G173-03 reference spectra, cumulative power vs. wavelength ..........31 
Figure 3.4  Direct beam: irradiance vs. wavelength, 300-1000 nm ..................................32 
Figure 3.5  Direct beam: photon count vs. wavelength, 300-1000 nm .............................33 
Figure 3.6  Direct beam: cumulative power and photon count vs. wavelength, 300-1000 nm ..33 
Figure 3.7  Direct beam: photon count vs. wavelength, 300-600 nm ...............................34 
Figure 3.8  Jablonski diagram of absorption energy levels ...............................................36 
Figure 3.9  Illustrative example with ε = 1000 M˗1cm˗1, C = 0.001 M .............................39 
Figure 3.10  Jablonski diagrams of singlet (a) and triplet (b) electron excitation ............44 
Figure 3.11  Emission intensity vs. time for {[Ru(bpy)2(dpp)]2RhBr2}
5+, linear plot ......46 
Figure 3.12  Emission intensity vs. time for {[Ru(bpy)2(dpp)]2RhBr2}
5+, log-linear plot ..46 
Figure 3.13  Proposed multi-electron photocatalyst arrangement ....................................48 
Figure 3.14  Jablonski diagram of proposed multi-electron photocatalyst .......................49 
Figure 3.15  First homogeneous multi-electron photocatalyst for splitting water (modified from [37]) .50 
Figure 3.16  Jablonski diagram of photocatalyst component’s energy levels [44] ...........50 
Figure 3.17  Ligands 2,2’-bipyridine (a) and 2,3-bis(2-pyridile)pyrazine (b) ..................51 
Figure 3.18  Combining bpy with RuCl3 to form Ru(bpy)Cl2 ..........................................52 
Figure 3.19  Combining bpy with Ru(bpy)Cl2 to form Ru(bpy)2Cl2 ................................53 
Figure 3.20  Combining dpp with Ru(bpy)2Cl2 to form Ru(bpy)2(dpp) ...........................54 
Figure 3.21  Combining Ru(bpy)2(dpp)
2+ with RhBr3 and Ru(bpy)2(dpp)
2+ to form photocatalyst 54 
vii 
 
Figure 4.1  Collimator design with short section inserted ................................................60 
Figure 4.2  Design of twin test cell apparatus for blue LED and sunlight testing ............61 
Figure 4.3  Twin test cell, shown with precursor (L) and acetonitrile (R) ........................61 
Figure 4.4  Twin test cell installed onto the short collimator, CAD model (L), actual (R) .62 
Figure 4.5  Solar simulator set-up with short collimator (L),  long collimator assembly (R) ..62 
Figure 4.6  Solar simulator output ....................................................................................64 
Figure 4.7  500 mL solution of precursor in acetonitrile with the required balances .......67 
Figure 4.8  500 mL solution of photocatalyst in acetonitrile with the required balances .67 
Figure 5.1  Exemplar plot of intensity through acetonitrile and precursor .......................72 
Figure 5.2  Precursor exemplar plot of absorbance and transmittance vs. wavelength ....72 
Figure 5.3  Precursor absorbance vs. wavelength for all 9 tested concentrations .............73 
Figure 5.4  Precursor absorbance vs. concentration for 5 select wavelengths ..................74 
Figure 5.5  Precursor extinction coefficient vs. wavelength, RedTide650’s LEDs ..........74 
Figure 5.6  Precursor testing, Intensity vs. wavelength for acetonitrile, blue LED ..........76 
Figure 5.7  Precursor testing, average intensity vs. wavelength for acetonitrile, blue LED ..76 
Figure 5.8  Intensity vs. wavelength for precursor, blue LED ..........................................77 
Figure 5.9  Average intensity vs. wavelength for precursor, blue LED ...........................77 
Figure 5.10  Precursor transmittance and absorbance vs. wavelength, blue LED ............78 
Figure 5.11  Precursor extinction coefficient vs. wavelength, Blue LED ........................78 
Figure 5.12  Precursor testing, intensity vs. wavelength for acetonitrile, solar simulator ..79 
Figure 5.13  Precursor testing, average intensity vs. wavelength for acetonitrile, solar simulator .80 
Figure 5.14  Intensity vs. wavelength for precursor, solar simulator ................................80 
Figure 5.15  Average intensity vs. wavelength for precursor, solar simulator .................81 
Figure 5.16  Precursor transmittance and absorbance vs. wavelength, solar simulator ....81 
Figure 5.17  Precursor extinction coefficient vs. wavelength, solar simulator .................82 
Figure 5.18  Precursor extinction coefficient vs. wavelength, various light sources ........83 
Figure 5.19  Exemplar plot of intensity through acetonitrile and photocatalyst ...............84 
Figure 5.20  Photocatalyst exemplar plot of absorbance and transmittance vs. wavelength .85 
Figure 5.21  Photocatalyst absorbance vs. wavelength for tested concentrations ............85 
Figure 5.22  Photocatalyst absorbance vs. concentration for 5 select wavelengths ..........86 
Figure 5.23  Photocatalyst extinction coefficient vs. wavelength, RedTide650’s LEDs ..87 
viii 
 
Figure 5.24  Photocatalyst testing, intensity vs. wavelength for acetonitrile ....................88 
Figure 5.25  Photocatalyst testing, average intensity vs. wavelength for acetonitrile ......88 
Figure 5.26  Intensity vs. wavelength for photocatalyst ...................................................89 
Figure 5.27  Average intensity vs. wavelength for photocatalyst .....................................89 
Figure 5.28  Photocatalyst transmittance and absorbance vs. wavelength .......................90 
Figure 5.29  Photocatalyst extinction coefficient vs. wavelength, solar simulator ...........90 
Figure 5.30  Photocatalyst extinction coefficient vs. wavelength, various light sources .91 
Figure 5.31  Available light absorbed vs. position in cell, 440 nm ..................................94 
Figure 5.32  Available light absorbed vs. position in cell, 465 nm ..................................95 
Figure 5.33  Available light absorbed vs. position in cell, 520 nm ..................................96 
Figure 5.34  Hydrogen molecule production rate vs. position in cell, 465 nm .................97 
Figure 5.35  Photocatalyst extinction coefficient changes over time ...............................98 
Figure 5.36  Photocatalyst extinction coefficient changes before and after 8 days light exposure ...99 
Figure 5.37  Photocatalyst cis-{[Ru(bpy)2(dpp)]2RhBr2}
5+, configuration 1 .................101 
Figure 5.38  Photocatalyst trans-{[Ru(bpy)2(dpp)]2RhBr2}
5+, configuration 4 ..............101 
Figure 5.39  Photocatalyst {[Ru(bpy)2(dpp)]2RhBr}
5+, first halogen removed, configuration 5 102 
Figure 5.40  Photocatalyst {[Ru(bpy)2(dpp)]2Rh}
+, Ʌ 5 •V, configuration 8 ..................103 
Figure 5.41  Photocatalyst {[Ru(bpy)2(dpp)]2RhBr2}
5+, Ʌ•Ʌ, configuration 7 ..............103 
Figure 5.42  Proposed trans-{[Ru(bpy)2(dpp)]2Rh(H2O)2}







List of Tables 
Table 1.1  Available power in TW from selected sources (some data from [3,7,8]) ..........4 
Table 1.2  Equilibrium point temperature rise for various effective CO2 concentrations (data from [14]) 7 
Table 3.1  Reaction potential and corresponding maximum wavelength .........................35 
Table 4.1  Summary of actual experimental errors ...........................................................70 
Table 5.1  Input parameters for the hydrogen sub-cell model ..........................................93  
Table 5.2  Relationship between perimeter thickness and key parameters .......................95 











A Area (m2) 
A Absorbance 
c Speed of light: 2.99792 ×108 (m/s) 
C Concentration  (M, mole/L) 
e Elementary charge:  1.60218 ×10-19 (C) 
E Electrical potential (V) 
h Planck’s constant: 6.62607 ×10-34 (J·s) 
I Intensity 
I Irradiance  (W/m2) 
k rate constant 
l Path Length (m) 
M Molarity  (mole/L) 
n Number, Population 
N Number 
NA Avogadro’s number: 6.02214 ×10
23 (mol-1) 
P Power (W, J/s) 
P( ) Probability 
Q Current (C/s) 
r Radius (m) 
t Time (s) 
T Transmittance 





α Absorption coefficient 
Δ Delta 
ε Extinction coefficient 
λ Wavelength  (nm) 
σ Standard deviation 
π pi: 3.14159 
τ Lifetime (ns) 
ν Frequency  (s-1) 
Φ Quantum efficiency 







et Electron transfer 
ic Internal conversion 





x sample number ̅ mean 





























BL Bridging ligand 
EC Electron collector 
ED Electron donor 
HOMO Highest occupied molecular orbital 
LA Light Absorber 
LUMO Lowest unoccupied molecular orbital 
MLCT Metal to ligand charge transfer 
MMCT Metal to metal charge transfer 
Pel Electron transfer photosensitizer 
PGM Platinum group metal (Ir, Os, Pt, Pd, Rh, Ru) 
Rel Electron transfer relay 
TL Terminal ligand 
Sel Electron store 
 
Miscellaneous 
CCD Charge-couple device 
GHG Greenhouse gas 
GW Gigawatt (×109 watts)  
GWP Global warming potential 
IPCC Intergovernmental Panel on Climate Change 
LED Light emitting diode 
LPG Liquefied petroleum gas 
PV Photovoltaic 
TW Terrawatt (×1012 watts) 
UNEP United Nations Environmental Programs 
WMO World Meteorological Organization   
1 
 
Chapter 1.  Introduction 
1.1  Need for Energy 
The global need for energy increases with every passing year.  A need driven by two 
forces: increases in population and increases in per capita energy use.  The global 
population was 3.03 billion in 1960, 6.89 billion in 2010 and is projected to increase to 
9.6 billion by the year 2050 [1].  Figure 1.1 shows global population trends since 1960. 
Figure 1.1  Population, 1960 to 2011 (data from [1]) 
With no change in per capita energy use this represents a 39% increase in global energy 
needs.  The average per capita energy use is also increasing as the developing world 
seeks to improve their standard of living.  In 2010 the energy per capita of the world was 
2.46 kW.  This compares with 9.54 kW for North America and 4.51 kW for the European 
Union [2].  As the standard of living continues to improve, the energy use will rise to 
somewhere between that of North America and the European Union.  By using the 
European Union as a standard that the rest of the world would like to reach, a reasonable 
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energy use target value can be arrived at.  If this usage level is then applied to the entire 
world it represents a 1.83 times increase in global energy use.  Combined with the 
population increase the total energy use by 2050 will be approximately 2.5 times what it 
is today.  Conservation and improvements in energy efficiency will likely keep the per 
capita energy use for the developed world constant or slowly declining as can be seen 
from the plots for North America and the European Union shown in Figure 1.2. 
Figure 1.2  Per Capita energy use, 1960 to 2011 (data from [2]) 
Based on the above figures, the world power usage in 2010 was 16.9 TW with 2050 
usage projected to be 43 TW.  This value is probably high as it is unlikely that the entire 
world will achieve the currently standard of living by 2050.  However it does provide a 
reasonable upper range to the expected value and is consistent with the 30-50 TW 
estimated elsewhere [3, 4].  The fuel to supply this increased demand must come from 
somewhere.  Currently this increase is coming primarily from fossil fuels.  This is a 
major concern for two reasons.  First is the available supply of fossil fuels, a finite 
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resource.  Second is the impact of carbon dioxide emissions from fossil fuels on the 
environment: Global Warming.   
1.2  Need for Solar Hydrogen 
It is estimated that currently 81% of the total global energy use comes from fossil fuels 
[4, 5].  It is further estimated that oil reserves will be depleted within 30 years, natural gas 
reserves within 32 years and coal in 102 years [6].  By 2050 only coal will still be 
available and in 2010 this represented only 1/3 of the total fossil fuels used [5].  In 2010 
oil and gas accounted for 9.1 TW, if the ratio of coal use remains the same then 16.1 to 
26.9 TW of energy must be sourced from elsewhere by 2050. 
The best replacement fuel will be one that fulfills two criteria: First, they must be 
sufficiently available without running out, in other words: renewable.  Second, they 
should have a low environmental impact.  The estimated amount of power available from 
various non-solar renewable resources is shown in Table 1.1 with nuclear included for 
comparison purposes.  Hydroelectric and land based wind are unable to meet the needs of 
today, never mind tomorrow.  Geothermal could come close to meeting todays needs 
based on the earth’s average heat flux of 0.057 W/m2. However, 100% conversion of the 
geothermal resource isn’t practical, even 10% is excessively optimistic and renders it 
lower than hydroelectric.  Biomass could meet today’s needs, but not future ones. 
However, it comes at a huge environmental cost, one of which is the cutting of most of 
the world’s forests.  It would be necessary to build two 1 GW nuclear plants every day 
for the next 37 years to meet the worst case scenario (data adapted from [3, 7, 8]).  A 




Table 1.1  Available power in TW from select resources (some data from [3, 7, 8]) 
Source Power Available Comments 
Hydroelectric 1.5 All technically feasible sites harnessed 
Wind on Land 2.1 Practical use of all Class 3 (5.1 m/s) land wind sites 
Geothermal 8.5 All land based heat flux 100% converted 
Biomass 5 All non-food need arable land used for fuel 
Nuclear 27 2 new 1 GW power plants every day until 2050 
The available solar resource is very large with some 120,000 TW reaching the earth’s 
surface [3].  To supply 27 TW of power 24 hours per day (the worst case scenario for 
2050) requires 1.35 ×1012 m2 of land at 6 hours of 800 W/m2 sunlight with a 10% energy 
conversion efficiency.  This represents 15% of the area of the Sahara Desert and just less 
than 1% of the earth’s available land area.  While difficult to achieve, it is possible.  This 
makes the solar resource a viable option.  However, to remain viable, a means of storing 
and transmitting that energy must be found. 
Climate change, more specifically Global Warming is considered one of the most 
important environmental issues facing the world today.  The Intergovernmental Panel on 
Climate Change (IPCC) created by the World Meteorological Organization (WMO) and 
the United Nations Environmental Programs (UNEP) in 1988 studies and reports 
regularly on this matter.  While changes in climate occur naturally over time, mankind is 
now capable of having an impact on it as well.  One of the ways in which mankind is 
impacting the climate is through changes in the greenhouse gas composition of the 
atmosphere.  The increase in greenhouse gas concentration improves the atmospheres 
ability to trap heat by reducing the amount of infrared radiation that leaves the earth back 
through the atmosphere.  This is much like the effect of glass in a greenhouse.  There are 
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four major greenhouse gases (GHG) whose increases can be attributed to human activity, 
carbon dioxide, methane, halogenated compounds, and nitrous oxide [9].  Their 
concentration increases compared to the relatively stable concentrations from 
preindustrial levels can be attributed to human effects.  Since the contribution to the 
greenhouse effect, Global Warming Potential (GWP), is different for each, it is their 
Radiative Forcing that can be compared.  The relative impact of each of these gasses is 
shown in Figure 1.3 as determined from the two most recent IPCC Assessment Reports 
[Table 2.1 in 9, Table 6.1 in 10].  It is clear from this data that carbon dioxide is by far 
the largest human contribution to the global warming.  A further breakdown of the carbon 
dioxide contributions reveals that 74% of it is from the use of fossil fuels [11]. 
Carbon dioxide emission contributions by fossil fuels have been increasing since onset of 
industrialization as can be seen in Figure 1.4 [12].  Liquids are primarily oil, gasses are 
primarily natural gas, and solids are primarily coal. Initially linked to the increased use of 
coal, starting around 1910 the increased use of oil became a major contributor.  In the 
1940’s the increased use of natural gas again added to the total output. 
Figure 1.3   Relative contributions of various gases to the greenhouse effect, 1998 & 2005 (data from [9, 10]) 
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Figure 1.4  Global CO2 emissions from fossil fuels since 1850 (data from [12]) 
The increased emission of carbon dioxide has resulted in increased concentration of this 
gas in atmosphere.   Since 1958 the levels of atmospheric CO2 at Mount Loa, Hawaii 
have monitored. 
Figure 1.5  Atmospheric CO2 concentrations at Mount Loa since 1958 (data from [13]) 
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They have been shown to be steadily increasing as seen in Figure 1.5 [13].  If the current 
trend continues, carbon dioxide levels could reach 490 ppm by 2050 and 670 by 2100.  
Keeping in mind that CO2 represented 63% of the total GHG contribution in 2005, the 
CO2 equivalent levels could be as high as 780 and 1050 respectively.  The IPCC has 
estimated the impact of greenhouse gas levels on equilibrium global temperature rise 
from pre-industrial levels as summarized in Table 1.2 [14]. 
Table 1.2  Equilibrium point temperature rise for various effective CO2 concentrations (data from [14]) 
Equivalent CO2 
[ppm] 




Likely in the 
Range 
[°C] 
350 1.0 0.5 0.6–1.4 
450 2.1 1.0 1.4–3.1 
550 2.9 1.5 1.9–4.4 
650 3.6 1.8 2.4–5.5 
750 4.3 2.1 2.8–6.4 
1,000 5.5 2.8 3.7–8.3 
1,200 6.3 3.1 4.2–9.4 
Clearly, continuing to add carbon dioxide to the atmosphere is expected to have a major 
impact on the earth’s temperature and therefore its climate.  As oil and gas run out around 
2050 they will stop contributing to the problem, however coal is expected to last at least 
another 100 years.  Removal of all three of these fossil fuels as carbon dioxide sources 
must be a priority now, not only when they run out. 
The solar resource has been identified as the primary candidate for the replacement of 
fossil fuels.  The question becomes, by what means can it be harnessed?  Sunlight is only 
available during the day.  It is only available in sufficient intensity during peak daylight 
hours on either side of noon.  In areas of the world away from the equator the intensity 
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and duration of these peak daylight hours varies significantly from summer to winter.  In 
addition, weather, in the form of clouds, can impact the amount and quality of sunlight 
available.  The energy available from sunlight is therefore only available intermittently, 
power however is required continuously.  A means of storing excess sunlight energy for 
continuous use is a necessity.  In addition energy is needed in specific areas, often at 
levels far in excess of what can be harnessed from local sunlight.  Energy needs to be 
easily transportable, vehicles must be able to carry the energy they need in sufficient 
quantities to be useful. 
Nature deals with the continuous need for energy by converting sunlight energy to 
chemical energy.  A good example of this is plants.  They use sunlight to convert water 
and carbon dioxide into sugars in a process called photosynthesis.  This chemical energy 
in the sugars can be then be used by the plant when needed.  This conversion of sunlight 
energy to chemical energy is the foundation upon which the food chain is build.  All 
creatures not capable of this same process acquire their energy from plants which do, 
either directly by consuming the plants, or indirectly by consuming other creatures which 
do.  Humans receive the energy their bodies required in this same manner.  We also use 
this chemical plant energy in other ways.  The burning of wood is the conversion of the 
stored chemical energy into heat.  The use of fossil fuels is similar since these fuels are 
the remains of plants and animals that have had their chemical energy, which once came 
from the sun, converted into oil, gas and coal. 
Sunlight can be converted directly to electrical energy through the use of photovoltaic 
cells (PV).  It can also be used to heat things up.  One of the possible uses of this heat is 
that it can be used by water or other fluids to drive a Rankine cycle system which 
generates work which can then be used to generate electricity.  Electricity is a convenient 
form of energy that can be easily converted to other forms, mechanical, thermal, and 
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chemical among them.  It is easy to transport over long distances to fixed locations using 
high voltage transmission lines.  However, it does have two major drawbacks.  It cannot 
be easily stored, as electricity, in large quantities, and it cannot be efficiently transmitted 
to moving objects such as vehicles.  To handle such challenges it is converted to other 
energy forms.  Such systems include kinematic energy using flywheels, mechanical 
potential energy system such as compressed air and pumped hydro, chemical storage 
systems including batteries and hydrogen, and leaving it as electrical energy using 
supercapacitors.  There are advantages and disadvantages to each system with pumped 
storage and compressed air holding promise as fixed storage systems, but only hydrogen 
shows real promise as a means of storing large amounts of energy that can be delivered 
quickly (power) [15]. 
Solar energy can also be converted to hydrogen via a number of methods including 
electrolytic using electricity generated as above, thermochemical, photochemical, and 
photoelectrolytic [16].  The main advantage of the non-electrical systems is the potential 
for greater energy efficiency due to the elimination of the need to generate electricity 
first.   
Once hydrogen has been obtained, there are several paths through which it can be 
utilized.  The “Hydrogen Economy” is one such path with “Methanol Economy” and 
“Ammonia Economy” as other paths that come from converting hydrogen into a more 
storable and transportable form.   
In the “Hydrogen Economy” hydrogen is kept as hydrogen.  It is stored, transported and 
ultimately used as hydrogen.  It can be burned with oxygen to generate heat.  This heat 
can be used directly or via various heat engines to convert it into mechanical power.  The 
Otto and Brayton cycles are two examples of this however both suffer from energy 
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efficiency issues that are inherent in any heat based engine.  The mechanical power 
developed from these engines can be used directly or converted to electricity.  Hydrogen 
can efficiently be used through combination with oxygen in a fuel cell for direct 
generation of electricity.  Once back in electrical form, mechanical power can be 
efficiently developed and heat can be efficiently transferred or generated.  Hydrogen has 
the highest energy density on a per mass basis of any hydrogen based fuel.  The energy 
generation by product is water making it a very non-polluting fuel.  However, it has a 
very low density and cannot be easily liquefied for transport or storage.  This makes use 
in moving applications such as vehicles a substantial challenge.  It is also a very small 
molecule making sealing against leakage a major challenge.  This combined with its well 
know flammability makes it a very dangerous fuel to use.  Economical means of safe 
storage and transport is a subject of much research and must be solved before the 
“Hydrogen Economy” can become viable.  
The “Methanol Economy” was proposed by George Olah [17] as an alternative to the 
“Hydrogen Economy”.  In this energy pathway hydrogen is combined with captured 
carbon dioxide to generate methanol and dimethyl ether [18].  Commercial plants are 
already in operation or under construction [19].  Methanol can be used as a near direct 
substitute for gasoline and a methanol fuel program ran for many years in the USA 
beginning in 1981 [19, 20].  Dimethyl ether, a compound easily created from methanol 
can be used as a near direct substituted for propane and has also been shown to be a 
promising substitute for diesel fuel with only minor engine modifications [21].  Similar to 
hydrogen, methanol can also be used in fuel cells for direct electricity generation [22].  
Methanol can also be converted back to hydrogen via a variety of methods and used as 
above.  While it has methanol has only 19% of the energy density per kilogram of 
hydrogen, it has freezing point of -97°C and a boiling point of 65°C making it a liquid at 
11 
 
most operating temperatures.  The infrastructure for methanol use is therefore almost 
identical to that required for gasoline.  Dimethyl ether requires 15 atmospheres of 
pressure to liquefy at 60°C.  This renders is slightly less difficult to handle than propane 
(21 atm.) and would require a similar infrastructure to that of LPG.  The similarity to 
existing fuels makes conversion to a “Methanol Economy” much cheaper than for 
hydrogen.  The downside of this economy is carbon dioxide.  When used as a fuel both of 
these compounds produce CO2.  To be a ‘net zero’ producer of this greenhouse gas, the 
CO2 emitted must be first removed from the atmosphere to produce the fuel.  Since the 
CO2 removed matches the CO2 produced the process become carbon neutral.  While 
capture of CO2 at large sources is already being done [23, 24], direct capture from the 
atmosphere is an area of ongoing research that must yield an economical solution before 
the “Methanol Economy” can become viable.  While some small demonstration units for 
atmospheric capture have already been built [19], it has not yet been demonstrated on a 
commercial scale.  
The “Ammonia Economy” is an energy pathway that combines hydrogen with nitrogen to 
produce ammonia for use as a fuel [25, 26].  In this energy pathway hydrogen is 
combined with nitrogen to create ammonia.  Commercial plants using the Haber-Bosch 
process produce millions of tonnes per year of ammonia for the fertilizer industry.  
Ammonia can be used in fuel cells for direct electricity generation [27] but this 
technology is not yet well developed.  While ammonia has only 15% of the energy 
density of hydrogen it too is much easier to liquefy requiring 25 atmospheres of pressure 
at 60°C.  This renders it slightly more difficult to handle than propane.  There is already 
an infrastructure in place for handling ammonia given its current widespread use as a 
fertilizer.  Pipelines throughout the American Midwest and other countries already 
transport liquefied ammonia in a similar manner to natural gas.  It is estimated that an 
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“Ammonia Economy” would be considerable cheaper than hydrogen to implement from 
both transportation and storage standpoint [25] and that it is a viable fuel for vehicle use 
[28].  There are several downsides to this economy.  Ammonia is a both a caustic and a 
toxic gas that is easily dissolvable in water.  A leak could cause serious health and 
environmental problems.  Fortunately it is less dense than air (40% less).  This will allow 
it to rise out of the way, albeit slowly.  However, in close proximity to a leak or in an 
enclosed space it represents a serious risk.  The dangerous proximity distance for 
ammonia during transport and refueling is also considerably larger than that of LPG [28] 
though comparing the two risks types is difficult due to their differing natures. 
Regardless of which of these pathways is ultimately chosen, they all require a clean, 
renewable source of hydrogen.  Creating this hydrogen from water using sunlight appears 
to be the best means of meeting both the future energy needs and mitigating the effects of 
CO2 on global warming. 
1.3  Hydrogen from Water 
The splitting of water into its component elements, hydrogen and oxygen, is a process 
that was first demonstrated by Nicholson and Carlisle [29] in 1800 when they ran a 
current from their recently created voltaic pile through platinum wires in a sealed tube of 
water.  They observed that bubbles formed at each wire when they were brought close to 
each other.  The bubbles were found to be hydrogen and oxygen.  Since then the physics 
and chemistry of water splitting have been extensively studied and refined. 
The splitting of water requires the breaking of the bonds between the hydrogen and 
oxygen atoms in the water and the formation of new bonds between the pairs of hydrogen 
atoms and oxygen atoms instead. 
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An examination in any table of Standard Reduction Potentials [30] reveals two pathways 
to achieving water splitting.  The first path, and one most commonly seen in school 
science projects, is single stage splitting as follows: 
 									2 	 										 +4 + 4  E° = -1.23 V (1.1) 
 2 + 2 										  E° = 0.0 V (1.2) 
The first reaction, equation 1.1, oxidation, takes place at the anode; the second reaction, 
equation 1.2, reduction, takes place at the cathode.  The second reaction occurs twice for 
each time the first reaction occurs.  When combined, the process generates 2 hydrogen 
molecules and 1 oxygen molecule for every 2 molecules of water split. 
The second path, and the one of interest for photocatalytic water splitting using the 
chemical of interest, is: 
 2 + 2 										 + 2  E° = -0.83 V (1.3) 
 												4 										 + 2 + 4  E° = -0.40 V (1.4) 
The first reaction, equation 1.3, reduction, occurs twice for each time the second reaction, 
equation 1.4, oxidation, occurs.  When combined, the process generates 2 hydrogen 
molecules, 1 oxygen molecule, and 2 water molecules for every 4 molecules of water 
split. 
The total energy requirements in both cases are the same. However, the amount of energy 
needed in a single packet at each stage is different.  In the first case, an electron must 
have at least 1.23 V of potential in order to initiate the reaction.  In the second case the 
maximum potential requirement for a single electron is 0.83 V with an additional 0.40 V 
required in the next step. 
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1.4  Motivation 
As described above, the world’s demand for energy is continually increasing and the 
fossil fuels previously used to meet this increasing need both running out and are a major 
contributor to increases in carbon dioxide levels in the atmosphere.  The CO2 levels have 
reached the point where they are affecting the earth’s climate, a process often referred to 
as Global Warming. 
A clean, abundant, and sustainable fuel is needed.  Hydrogen, seen as the fuel of the 
future, has been identified as a primary means of storing and transporting energy.  It can 
be created from water leaving oxygen as a by-product.  When used as a fuel no CO2 is 
produced, only water.  The key to meeting both the future energy needs and without 
contributing to climate change is creating hydrogen from water using sunlight.  Various 
means to do this already exist, but the one with the most promise, the one that may be 
able to create sufficient quantities of hydrogen efficiently, is the photocatalyst. 
A sub-microscopic machine, the photocatalyst would absorb light from the sun and then 
split water into hydrogen and oxygen with everything occurring within a single molecule.  
This would eliminate the losses in energy efficiency encounter when performing the same 
process in multiple steps.  The study will cover new aspects of an experimental 
photocatalyst that was previously developed. 
1.5  Objectives 
While the electronic absorption spectrum is already available, its values are for light 
supplied one nanometre wavelength at a time.  In practice multiple wavelengths of light 
are used simultaneously.  Sunlight contains a mix of all wavelengths of light from the 
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near ultraviolet all the way into the infrared.  All of the hydrogen testing work with this 
catalyst has been done using either Blue or Green LEDs.  Since neither sunlight nor the 
LEDs are monochromatic light their absorption characteristic are expect to vary from the 
monochromatic result. 
The main objective of this investigation is to determine the absorption characteristics of a 
specific photocatalyst, [Ru(bpy)2(dpp)]2RhBr2
5+.  This is done by testing the 
photocatalyst under three different light types: Blue LED, Sunlight, and a broad spectrum 
LED boasted tungsten source already built into the lab’s spectrometer.  To meet the main 
object, several specific goals are accomplished: 
• The photocatalyst is not commercially available; therefore this complex 
supermolecule is manufactured from lesser components.  A procedure to perform this 
is researched and the specific methodology used is provided in detail. 
• The precursor chemical Ru(bpy)2(dpp)2+, used as a building block to construct the 
photocatalyst, has itself been identified as a potential photocatalyst [31].  The 
absorption characteristic of this chemical is also determined.  Since it is constructed 
prior to construction of the photocatalyst, testing of this chemical is used to determine 
the proper testing protocol required for the photocatalyst. 
• A test rig is built for sunlight and Blue LED testing.  The rig consists of two 
components: a collimator and a set of paired test cells.   The collimator is used to 
isolate direct sunlight only.  The paired test cells are for reference and sample testing 
and can be vacuum de-aerated in the ultrasonic bath. 
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The impact of varying absorption spectra on the distribution of photocatalyst molecules 
experiencing absorption in the hydrogen test cell is examined and a computer model of 
the system is developed to predict the distribution of hydrogen generation. 
During the course of experimentation it became apparent that the absorption 
characteristics of the photocatalyst changes.  The results of testing to determine the cause 
of this change is presented. 
Lastly a review of some of the coordination and ligand chemistry issues that have been 
encountered during this project is discussed and a proposed photocatalysis model is 
resented as well. 
1.6  Outline 
Chapter 1 highlights the growing need for energy and solar hydrogen as a means of 
meeting this need. 
Chapter 2 reviews the literature related to the photocatalyst under investigation 
highlighting the spectroscopic information available and the hydrogen generation results 
achieved.   It also highlights the lack of absorption information under actually lighting 
conditions and the lack of discussion concerning the water splitting mechanism involved. 
Chapter 3 provides background on various topics directly related to photocatalysis.  The 
solar spectrum reference standard is presented and some analysis is conducted to convert 
it into forms more useful for discussion of a photocatalytic process.  A discussion of 
light-electron interactions though absorption and emission mechanisms is provided.  The 
application of these mechanisms and how they relate to photocatalytic activation of a 
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molecule summarizes the need for this background.  Finally, background on the building 
block approach to manufacturing the photocatalyst is supplied. 
Chapter 4 discusses the experimental methodology including the building of the 
photocatalyst, the need for, design and building of the test rig and the error analysis and 
minimization process. 
Chapter 5 presents the results of the various spectroscopic studies undertaken and how 
the compilation of this information leads to a new set of absorption extinction coefficient 
data.  This data is then be used to generate a model that analyzes the absorption profile 
within the hydrogen test cell that much of the published data is based upon.  This 
absorption information is then used to present a hydrogen production profile of the same 
cell with discussion of its implications on both the existing cell and design of future 
equipment. 





Chapter 2.  Literature Review 
2.1  Introduction  
There were three main objectives of the review of previous work.  First was 
determination of the manufacturing method used to create the photocatalyst.  Without the 
ability to create the photocatalyst it cannot be tested.  Since neither the photocatalyst nor 
the precursor chemical are ‘off the shelf’ chemicals, they needed to be built from simpler 
components.  Second was determination of the electronic absorption spectrum for both 
the precursor chemical and the photocatalyst.  This included information on the emission 
spectra of the chemicals as they provided insight into internal mechanisms.  This leads to 
the third objective of the review which was the identification of the method by which 
photocatalysis occurs.   
2.1  Photocatalyst for Water Splitting 
The specific photocatalyst that is tested, ( ) ( ) ℎ ( ) , has been 
shown to be capable of splitting water [32].  It is not the first homogeneous photocatalyst 
to be able to do so, that would be its near twin, ( ) ( ) ℎ ( )  which 
was first reported to split water using a photocatalytic process in 2006 by Karen Brewer 
et al. [31].   In addition to the published papers, two patents [33, 34] were filed for and 
granted for the use of this photocatalyst and those chemically very similar to split water.  
The first patent [33] was granted in 2006 and covered use of the photocatalyst in solution.  
The second patent [34] granted in 2009, a refinement of the first, also covered the use of 
the photocatalyst when attached to an electrode.  Since then studies about the quantum 
efficiency of the photocatalysts have been made by changing various parameters.  The 
quantum efficiency is the ratio of photons acting to the photons available. These 
parameters include the chemical composition of the metallic centers and the attached 
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different ligands and halogens, the solvents used as the solution with, the electron donor 
chemicals that act as sacrificial anodes, the concentration of the different components in 
the solution, and the wavelength of light used to excite the photocatalyst to drive the 
reaction.  The following is a summary of what the Brewer group has determined to works 
best so far.  Where ‘works best’ is defined as increases in quantum efficiency which leads 
to improvements in hydrogen production rate. 
• Bromine works better than chlorine as a halogen attached to the rhodium centre [32]. 
• Dimethylaniline (DMA) works better as an electron donor than TEA
 (Triethylamine) and TEOA (Triethanolamine) [35]. 
• Blue LEDs at 465 nm works better than Green LEDs at 520 nm [35]. 
• The LA bpy is better than phen (1,10-Phenanthroline) in acetonitrile [36]. 
• Acetonitrile works better than water as a solvent, DMF (dimethylformamide) works 
better than acetonitrile [37]. 
• Using the LA Ph2phen (4,7-Diphenyl-1,10-phenanthroline) with bromine halogens on 
the rhodium works the best of all systems built to date when use in acetonitrile with 
DMA and DMAH+  as donors.  It is capable of producing 40 mL of hydrogen in 5 
hours [38]. 
The use of the photocatalyst to split water is not the first appearance of the molecular 
arrangement.  The Brewer group first reported a tri-metallic compound using light 
absorbers and bridging ligands (BL) to connect three PGMs together in 1994 [39] and 
again in 1996 [40].  In 1997 a molecule was reported upon that used Ru in place of Rh in 
the EC location with bpy light absorbers and dpp bridging ligands in an arrangement just 
like the focus photocatalyst,	 ( ) ( ) ( )  [41].  In 2002 three more 
different complexes where fabricated using ruthenium LAs absorbers and rhodium ECs 
[42].  None of these used the specific combination of bpy LAs and dpp BLs.  Later the 
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same year the photocatalyst later used to split water, ( ) ( ) ℎ ( ) , 
was reported for the use in the splitting DNA [43].  Two years later and version of the 
catalyst with osmium (Os) in place of Ru was reported.  A few more Ru-Rh-Ru 
complexes with different ligand combinations were reported on at the same time [44].  
Lastly, in 2006, just before the reporting that the future photocatalyst ( ) ( ) ℎ ( )  could split water, a comprehensive information package 
was published [45]. 
While this is the earliest work done on the photocatalyst by the Brewer group, it is not the 
earliest work on a similar compound.  In Italy in 1991 Campagna et al. [46] constructed a 
tri-metallic compound nearly identical to the photocatalyst.  As with 1997 work by 
Brewer et al. [41] the only difference from the photocatalyst was the use of a ruthenium 
EC instead of rhodium.  The compound’s chemical formula was reported in a slightly 
different format: ( ) ( ) ( ) , but the arrangement, and the 
accompanying sketch of the molecular arrangement in Figure 2 of their paper are 
distinctive to the photocatalyst’s arrangement.  The purpose of the tri-metallic compound 
was to energize electrons at the light absorbers and to transfer the electron to the 
ruthenium center.  The same purpose that the photocatalyst ultimately performed. 
2.3  Fabrication 
As previously stated, the photocatalyst is not a standard product that can be bought from 
a chemical supply house. It must be fabricated from more primitive components.  All the 
papers that detailed catalyst manufacture agreed in general with the method outlined by 
Serroni et al. [47] in Inorganic Synthesis, Volume 33, that a building block approach 
should be used.  In this approach the bpy LAs attached to the ruthenium.  The dpp BL is 
then attached to the ruthenium.  The light absorber assembly is then attached to the 
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rhodium EC.  Fortunately, a check with chemical supply houses revealed that the basic 
light absorber with two bpy groups attached can be purchased commercially.  The 
chemical dpp can also be purchased commercially as can rhodium bromide.  This 
procedure includes a fabrication method for a ruthenium centred tri-metallic compound 
instead of the required rhodium centred one.  The various Brewer group papers that dealt 
with the chlorine and bromine versions of the bpy, dpp, Ru-Rh-Ru tri-metallic compound 
all followed slightly different methods.  Changes are made in solution solvents, 
chromatography absorbents and eluents, and metathesizing salts.   
The fabrication of the Ru(bpy)2(dpp)(PF6)2 precursor is initially carried out in 
accordance with the recommendations of Serroni.  Purification is also carried out using 
column chromatography in accordance with these procedures.  Later batches of precursor 
are made with a slight modification suggested by Arachchige et al. [32] where the 
NH4PF6 is replaced with KPF6.   
The manufacturing step to attach the precursor assemblies to the rhodium-bromide center 
is a modification of the method detailed by Arachchige et al. [32] of the Brewer group 
with the changes made to the apparent errors in the molar ratios corrected.  Purification of 
the photocatalyst is initially carried out by column chromatography in accordance with 
Serroni et al. [47] as the Brewer group methods are vague. 
2.4  Spectroscopy 
2.4.1  Precursor Ru(bpy)2(dpp)(PF6)2 
Bipyridine ligands (bpy) bonded to a platinum group metal (PGM) core create a molecule 
known as a photoabsorber which has a significant energized lifetime.  Replacing one of 
the bipyridine ligands with bis(2˗pyridile)pyrazine (dpp) creates an addition pair of 
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ligand bonding locations that can be attached to another PGM.  This complex, using 
ruthenium (Ru) as the metal center, forms Ru(bpy) (dpp) .  This cation can be paired 
with a variety of anions, however the anion of interest is PF6
-1 to form Ru(bpy) (dpp)(PF ) .  This is referred to from here out as the Precursor and is readily 
dissolvable in acetonitrile.  The electronic emission spectra of the precursor was reported 
on in detailed by Braunstein et al. [48] in 1984.  Results are for room temperature 
methanol solutions.  The electronic absorption spectra presented is for monochromatic 
light of approximately 1 nm width and is shown in Figure 2.1.   
Figure 2.1  Electronic absorption spectrum of precursor, Ru(bpy)2(dpp)
2+ (data from [48]) 
The absorption peak occurs at 435 nm with an extinction coefficient, 
ε = 11.3×103 M-1cm-1.  This differs slightly from the published values of 430 nm and 
12×103 M-1cm-1.  The first values are determined from the published graph rather than the 
text within the same paper.  There is a shoulder present on the peak indicating the 
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presence of a second absorption peak that is not clearly defined.  This shoulder appears to 
peak at approximately 460 nm with an extinction coefficient, ε = 9.90×103 M-1cm-1. 
The emission spectra of the precursor compound are also presented by Braunstein et al. 
[48] in the same paper.  It exhibited an emission peak at 675 nm and an excited state 
lifetime of 135 ns.  More recent studies of this same chemical by the Brewer group report 
an emission peak at 691 nm with lifetime of 240 ns [49] or at 682 nm with a lifetime of 
382 ns [36]. 
2.4.2  Bi-metallic Analog, [Ru(bpy)2]2(dpp)(PF6)4 
This compound is formed by combining the precursor with a ruthenium that is bonded to 
only two bpy ligands to create Ru(bpy) (dpp) .  This cation is the matched with the 
same anion as before to form Ru(bpy) (dpp)(PF )  referred hereafter as the bi-
metallic analog.  It is of interest because its electronic absorption spectra has a similar 
shape to that of the photocatalyst.  In addition, some of the emission data for this 
chemical is useful for establishing electron excitation pathways information within the 
photocatalyst.  The electronic absorption spectra of this compound has been previously 
determined by Braunstein et al. [48] and is shown in Figure 2.2. 
The first absorption peak occurs at 429 nm with an extinction coefficient, 
ε = 16.2×103 M-1cm-1.  This differs slightly from the published values of 425 nm and 
17×103 M-1cm-1.  The first values were determined from the published graph rather than 
the text within the same paper.  The second absorption peak occurs at 517 nm with an 
extinction coefficient, ε = 22.0×103 M-1cm-1.  This differs slightly from the published 
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values of 525 nm and 21×103 M-1cm-1.  The first values are determined from the 
published graph rather than the text within the same paper. 
The bi-metallic analog of the precursor shows and emission peak at 755 nm with a 
lifetime of 54 ns [48].  More recent studies of this same chemical report an emission peak 
at 744 nm and 790 nm with a lifetime of 140 nm [36]. 
Figure 2.2  Electronic absorption spectrum of bi-metallic analog, Ru(bpy) (dpp)  (data from [48]) 
2.4.3  Photocatalyst, {[Ru(bpy)2(dpp)]2RhBr2}(PF6)5 
Comprehensive electronic absorption spectra and emission spectra for the photocatalyst 
have been published starting in 2004 [44, 45] with the best information on spectra 
available from the graph published in 2008 [32] and is shown in Figure 2.3. 
The first absorption peak occurs at 413 nm with an extinction coefficient, 
ε = 15.6×103 M-1cm-1.  This differs slightly from the published values of 408 nm and 
13×103 M-1cm-1 [49].  The first values were determined from the published graph rather 
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than the text within the same paper.  The second absorption peak occurs at 517 nm with 
an extinction coefficient, ε = 26.1×103 M˗1cm˗1.  This differs significantly from the 
published values of 525 nm and 22×103 M-1cm-1 [49] but is in closer agreement with the 
later published values of 520 nm and 26.1×103 M-1cm-1 from the same research group 
[32, 36].  The first values were determined from the published graph rather than later 
ones which were taken from the text and tables within the papers.   
The photocatalyst is original reported with an emission peak at 760 nm and a lifetime of 
only 26 ns [49].  A slightly more recent study reported an emission peak of 776 nm and a 
lifetime of 34 ns [36], a 30% increase in reported lifetime for the same conditions. 
Figure 2.3  Electronic absorption spectrum of photocatalyst, {[Ru(bpy)2(dpp)]2RhBr2}
5+ (data from [31]) 
For comparison purposes, the well-known photosensitizer Ru(bpy) , which is similar 
in composition to the light absorbers on the catalyst has an excited state lifetime of 860 ns 
with an emission peak at 630 nm [50].  
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2.5  Photocatalysis Mechanism 
Abundant information of the internal excited state electron transfer rates and lifetimes is 
reported.  However, other than sketches such a Figure 2.4, outlining the proposed 
reactions in broad terms [37], the actual mechanism of electron transfer to the water is not 
addressed. 
Figure 2.4  Proposed water splitting mechanism [37] 
2.6  Closing Remarks 
All of the extinction coefficient information related to the absorption spectra of both the 
precursor and the photocatalyst are for monochromatic light.  Each wavelength is testing 
independently of the others.  The photocatalyst is intended to operate over range of 
wavelengths.  In fact all of the initial test work has been done using LEDs which have a 
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spectral ½ width of 25 nm [51].  Actual sunlight will be absorbed in significant amounts 
from 280 nm to 800 nm.  The ability of the photocatalyst to effectively absorb various 
wavelengths when exposed to all the wavelengths simultaneously is an important factor 
in designing an efficient configuration.  Determination of extinction coefficient under 
different light conditions is necessary to optimize this process. 
The actual mechanism by which excited state electrons are transferred to water molecules 
to split them has not been reported upon.  The lifetimes of excited state are 4 to 5 orders 
of magnitude faster than photon arrival rates.  This makes simultaneous excitation of the 
EC by two excited state electrons extremely unlikely.  A mechanism that can explain this 




Chapter 3.  Background and Analysis 
3.1  Solar Spectrum 
The sun acts like a blackbody at 5777 K and emits light radiation across most of the 
energy spectrum.  However, the sunlight that arrives at the earth’s surface has passed 
through the atmosphere which acts to scatter some wavelengths and absorb others.  Both 
of these effects reduce the amount of energy than can reach the earth’s surface.  The 
shape of the earth is essentially round and the atmosphere that surrounds it at essentially 
uniform depth.  Therefore for a surface perpendicular to a straight line between the centre 
of the sun and the centre of the earth, sunlight passes the shortest distance though the 
atmosphere and therefore receives the least impact from absorption and scattering.  This 
is the equivalent of being on the equator, at noon, during the equinox.  However, as one 
moves away from this point, north or south, earlier or later in the day, sunlight has to pass 
though more atmosphere increasing the impact of absorption and scattering and 
decreasing the intensity of sunlight reaching the surface.  A second effect impacting the 
amount of sunlight reaching the surface is the shape of the earth’s orbit around the sun.  
The orbit is an ellipse with the sun at one focus.  As such, the distance between the earth 
and the sun changes throughout the year.  The difference isn’t large relatively speaking, 
152.6 million kilometres at aphelion versus 147.5 million kilometers at perihelion [52], 
but it does amount to a 3.5% change.  The total energy radiating out from the sun is 
essentially constant.  The total energy passing through a surface of uniform distance from 
the sun is therefore constant.  Since the area of this surface is 4πr2, the amount of energy 
per unit area decreases as the square of the distance.  The intensity of sunlight arriving at 
the earth therefore changes by 7.0% between minimum and maximum. 
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Instead of determining the solar flux for each point on earth and for every time of day and 
season a standard has been established.  Various organizations including ASTM and ISO 
have accepted a standard for design of solar cells, ASTM G173-03 [3].  This standard 
assumes a latitude of 37°, an air mass factor of 1.5, and a hemispherical irradiance on a 
flat panel of 1000 W/m2.  More complete information, including the SMARTS software it 
is derived from, is available from the National Renewable Energy Laboratory [53].  
There three spectral irradiance components presented in ASTM G173-03 are 
extraterrestrial, global tilt, and direct beam as shown in Figure 3.1. 
Figure 3.1  ASTM G173-03 reference spectra, irradiance vs. wavelength (data from [53]) 
For a catalyst system that is using photons on an individual basis, a more useful 
arrangement of the same information is in terms of photon count. The energy of a photon, 
W, is related to frequency, ν, through the Planck relation: 
 = ℎ  (3.1) 
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When converted to wavelength, λ, instead of frequency and using Planck’s constant, 
h = 6.62607×10-34 J·s, along with the speed of light, c = 2.99792×108 m/s, yields:  
 =  (3.2) 
Converting the irradiance into the number of photons/s arriving per unit area for each 1 
nanometer wavelength of light yields the information in Figure 3.2.  This is accomplished 
by dividing the irradiance (power) by the energy per photon, equation 3.2.  The power of 
each wavelength increment provide by ASTM G173-03 was assumed to be the same for 
all the photons arriving in a half increment width on either side of this wavelength. It was 
then multiplied by the wavelength increment to arrive at an average photon count per 
nanometer. 
Figure 3.2  ASTM G173-03 reference spectra, photo count vs. wavelength 
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The shift in the peak from near 500 nm to near 700 nm is due to the differing energy level 
of the photons. Since the energy is proportional to 1/wavelength, equation 3.2, any given 
irradiance represents more photons per second as the wavelength increases. 
The two components of note are the global tilt, which is the total incident light both direct 
and scattered (circumsolar) incident on a flat plat perpendicular to the sun, and the direct 
beam, which is the direct, un-scattered, component only.  The direct beam is of the most 
interest for this study as it is the component that can be used for solar concentration and 
is useable for determination of the absorption characteristics of the photocatalyst.  
Integration of this curve across the spectrum shown yields 900 W/m2.  The total direct 
beam power is therefore 90% of the global tilt irradiance.  This can be seen graphically in 
Figure 3.3 when the cumulative energy is plotted versus wavelength.  The percentage in 
each case is plotted versus the total global tilt power. 
Figure 3.3  ASTM G173-03 reference spectra, cumulative power vs. wavelength 
32 
 
The parts of the spectrum of that are of particular interest are the visible, the near 
ultraviolet, and near infrared.  The spectrophotometer being used has a useful range from 
approximately 380 nm to 900 nm.  Since this covers the range of photocatalyst absorption 
that is of interest, this is the range that will be focused upon.  The spectral information in 
the range 300-1000 nm for the direct beam has been compiled in Figures 3.4 through 3.7. 
An enlargement of the photon count versus wavelength for the direct beam is shown in 
Figure 3.7.  This is the section of the solar spectrum that is absorbed by the photocatalyst 
under investigation.  Since photon energy is quantized, it is the photon count, not the 
irradiance energy that impacts the hydrogen generation of the photocatalytic system.   




Figure 3.5  Direct beam: photon count vs. wavelength, 300-1000 nm 
Figure 3.6  Direct beam: cumulative power and photon count vs. wavelength, 300-1000 nm 
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Figure 3.7  Direct beam: photon count vs. wavelength, 300-600 nm 
Combining the solar spectrum with the water splitting energies reported in chapter 1 the 
cut-off wavelengths for each is determined.  The amount of energy that 1 electron at 1 V 
potential has is termed an electron-volt, eV.  Electrical power, P, is determined by 
voltage, E, and current, I, through the relation: 
 = ∙ = ∙  (3.3) 
where time, t, is in seconds.  Converting this to energy (work) instead of power yields: 
 = ∙  (3.4) 
Since an electron has a charge, Q, equal to the elementary charge, 
e = 1.602176487×10−19 C, this yields the conversion 1 eV = 1.602176487×10−19 J. 
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One of the ways that an electron can receive energy is by absorption of a photon.  The 
energy gained by the electron is exactly equal to the energy contained in the photon.   
A final conversion to electrical potential, E, yields: 
 =  (3.5) 
which allows the determination of how much electrical potential a photon of light can 
transfer to an electron.  The more electrical potential needed, the shorter the wavelength 
of light required.  The result of converting the reaction potentials for water to their 
corresponding wavelengths is compiled in Table 3.1. 








The wavelengths shown are the minimum energy requirements.  Since photon energy 
increase with decreasing wavelength, they represent the longest possible wavelengths that 
can provide the required electrical potential to an electron.  Shorter wavelengths than this 
will provide more potential.   
3.2  Light Absorbance 
Excitation of an electron to an energized state can take several forms including thermal, 
electrical, and the one under consideration, photo-excitation using light.  Most of the 
electrons within a molecule are tightly bound to the individual atoms that composed the 
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molecule.  However, those electrons involved in bond formation between the atoms are 
less tightly held.  These electrons that are in the highest occupied molecular orbital 
(HOMO) can be excited into moving to higher energy orbitals.   Since both the energy of 
the orbitals and the energy of photons are both quantized, only a wavelength of light 
whose energy exactly matches the energy required to move the electron to a higher 
orbital can affect the electron.  Unlike single atoms, the energy levels of bonding 
electrons have a range of energy levels available to them.  These energy levels are 
available as both the original orbital and the excited state orbital are involved in a bond 
between atoms.  This bond can vibrate in a variety of ways creating a series of vibrations 
states in addition to the ground and excited states.  A Jablonski diagram is a convenient 
means of visualizing what is occurring to an electron’s energy levels during light 














Figure 3.8  Jablonski diagram of absorption energy levels 
A singlet ground, first, and second electronic states are shown in Figure 3.8.  The ground 
state: S0, the first excited state: S1, and the second excited state: S2 are shown.  Additional 
excited states may exist within any given molecular bond.  Within each of the electronic 
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states are vibrational energy levels.  Shown are the 0th ,1st ,2nd , and 3rd  vibrational energy 
levels.  Additional vibrational energy levels may exist in any given bond.  Excitation of 
an electron by an absorbed photon is shown by the purple and blue vertical lines hνa.  
This can be from the ground state to any valid electronic state and vibrational energy 
level.  In addition, only one bonding electron is shown. 
Within a complex molecule there are many different electrons involved in bonds.  Each 
of these electrons is also capable of absorbing photons.  Many of these bonds will have 
different energy levels from each other creating a wide range of light absorbing ability.  
Each bond creates its own contribution to the overall absorptivity of the molecule.  Often 
the peaks on the electronic absorption spectrum plot can be assigned to specific bonds 
within the molecule.  
The absorbance, A, of light at a given wavelength, λ, follows the Beer-Lambert Law [54]: 
 ( ) = −log	 ( )  (3.6) 
where T(λ) is the transmittance at wavelength, λ.  The transmittance is the ratio of 
transmitted light intensity, Itr,  to incident light intensity, Io, as given by: 
 ( ) = = 10 ( ) (3.7) 
Incident light intensity is the amount of light incident upon the sample.  Transmitted light 
intensity is the amount of light that makes it out the other side of the sample.  In both 
cases the amount can be measured in terms of power, energy, photon count, or even 
arbitrary units as long as the same measurement system is used for both.  Since the same 
type of data is collected for each, it is the ratio between the data that is important with no 
conversions back and forth between units required.   
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In addition, the absorbance is proportional to the extinction coefficient, ε, the 
concentration, C, and the path length, l as given by: 
 ( ) = ( )  (3.8) 
Typically path length is given in centimetres, and concentration in molarity, M = mol/L.  
This makes the units of the extinction coefficient M-1cm-1. 
There are typically a number of conditions on this law: 
• The solution must be homogeneous. 
• The incident light must be parallel rays. 
• The incident light should be monochromatic. 
• The incident light should not influence the molecules. 
The photocatalyst is a homogeneous solution.  A collimator has been built to eliminate 
scattered light from reaching the test cell.  The photocatalyst is known to undergo a 
chemical transformation in the presence of an electron donor and water.  Both of these 
are kept out of the test cell during spectral testing.  However, the purpose of this study is 
to determine the impact of using broader spectrum lighting on the absorption 
characteristic so the third condition is broken, the light will not be monochromatic. 
The Beer-Lambert law has significant consequences on light driven photoreactions if the 
reaction must occur at low intensity levels and a short timeframe.  The number of photons 
absorbed in a small unit depth of fluid is an exponential decay function of the distance 
into the fluid that the light has penetrated.  For solutions of uniform concentration, the 
probability of absorbing a photon is the number of photons absorbed divided by the 
number of molecules present.  The further into a solution from the light source a 
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molecule is the lower its probability of absorbing a photon as while the amount of 
molecules remains the same the absorbed photon rate has decreased.  An illustrative 
theoretical solution with an extinction coefficient, ε = 1000 M˗1cm˗1 and a concentration, 
C = 0.001000 M is shown in Figure 3.9.  The calculated absorbance for a path length, 
l = 1.00 cm is 1.00.  Using equation 3.7, the transmittance after 1 cm, (10 mm) is 0.100 
and the intensity, Itr, at this point should be 0.100 (10.0%) of the incident light intensity, 
I0.  The transmittance throughout the fluid is shown by the blue dashed line.  Dividing the 
fluid into 0.1 mm thick slices that are perpendicular to the light beam, the percentage of 
the original light that is absorbed by each slice is shown by the red line.  The number of 
photons absorbed by the first 0.1 mm slice of fluid is 2.27% of the original number 
photons incident on the fluid surface. The 0.1 mm slice of fluid starting at the 10 mm 
point only absorbs 0.223% of the original total and the fluid slice ending at the 15 mm 
point only absorbs 0.073%.  The probability of a molecule absorbing a photon drops by 
similar ratios. 
Figure 3.9  Illustrative example with ε = 1000 M˗1cm˗1, C = 0.001 M 
40 
 
To continue the example, if the theoretical molecules only react when they encounter a 
photon in the 400 nm to 500 nm range, and if the source is sunlight with a one sun 
intensity, by consulting Figure 3.7 the cumulative number of photons arriving at the 
surface of the fluid is approximately 2.65 ×1020 /m2/s (3.25×1020 cumulative total at 500, 
minus 0.60×1020 cumulative total at 400 nm).  At the surface, a 1 square meter section of 
solution 0.1 mm thick absorbs 2.27% of this total, or 6.02×1018 photons/s.  A 1 square 
meter section of solution 1 mm thick has a volume of 0.100 L.  The theoretical 0.001 M 
solution therefore contains 0.0001 moles of molecules of interest.  Using Avogadro’s 
Number NA = 6.02214 ×10
23 (mol˗1) the total number of molecules of interest in the 
solution volume is 6.022 ×1019 molecules. The probability of a molecule encountering a 
photon in a 1 second interval is therefore: 
 ( ) = 	 # ∙ 	# = . ∙. ∙ = 0.0999 = 9.99% (3.9) 
This is an illustrative example only to demonstrate the purpose of the research conducted. 
If the molecule is a photocatalyst that must be energized and which then remains in that 
state for exactly 1 second, then a water molecule must encounter an energized catalyst in 
that time frame to be converted to hydrogen.  In the first 1 mm of the theoretical fluid 
almost 10% of the catalyst molecules are energized.  However in the 1 mm of fluid 
starting at 10 mm only 1% of the catalyst molecules are energized.  The hydrogen 
production rate in the first considered film section will be 10 times higher than that in the 
second considered section.  The probability of a water molecule encountering an 
energized catalyst is 10 times lower in the second solution section.  This is a theoretical 
example only to illustrate the reason why the absorption spectrum of photocatalyst must 
be known under sunlight conditions.  If a range of wavelengths can be absorbed and used 
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by the photocatalyst, then the count of usable photons at each wavelength in each fluid 
layer must be determined to optimize solution concentration and depth.  In addition the 
light intensity must also be optimized to ensure that a high enough percentage of 
photocatalyst molecules are in an energized state when they encounter a water molecule. 
The use of conventional absorption spectrophotometers yields a graph of extinction 
coefficient versus wavelength for a range of wavelengths.  The common range of 
instruments that include the visible spectrum is 200 to 800 nm.  The wavelength of the 
illuminating light is typically ±0.5 to ±1 nm. 
The location of peaks in the absorbance versus wavelength graph is used as an aid in 
identifying which bonds within the molecule cause the various peaks.  The knowledge of 
the bond being excited is an aid in determining which of the electrons enter an excited 
state and are then involved in photocatalyst reactions. 
For the precursor, the 435 nm absorption has been assigned to Ru(dπ) → bpy(π*) bond 
excitation.  The approximately 460 nm shoulder has been assigned to Ru(dπ) → dpp(π*) 
bond excitation [48]. 
For the bi-metallic analog, the 425 nm absorption peak has been assigned to Ru(dπ) → 
bpy(π*) bond excitation.  The 517 nm absorption peak has been assigned to Ru(dπ) → 
dpp(π*) bond excitation [49].  Since this ligand is now joined on both sides, the bond 
between the dpp and Ru is at a different energy level.  The greater strain on this bond 
raises the ground state energy and reduces the amount of energy need to reach the excited 
state.  While this compound is not of direct interest since it is not under investigation as a 
photocatalyst, it does illustrate the change in bond energies that occur when the dpp 
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group is bonded to another PGM.  In addition, the emission spectra changes and lifetimes 
of this compound help to determine rate constants in the photocatalyst compound. 
For the photocatalyst, the 413 nm absorption peak has been assigned to Ru(dπ) → 
bpy(π*) bond excitation.  The 517 nm absorption peak has been assigned to Ru(dπ) → 
dpp(π*) bond excitation [49]. 
Now that absorbance has occurred resulting in an excited state electron, de-energizing of 
the excited state electrons can follow several paths: 
Radiative Decay: The re-emission of a photon from the excited electron.  This emission 
is not necessarily at the same wavelength and is the subject of fluorescence and 
phosphorescence (see section 3.3). 
Non-radiative Decay: The vibrational relaxation of the energized molecular bonds 
resulting in heat generation (see section 3.3). 
Quenching and Resonance Energy Transfer: The interaction of the energy of excited 
state electron with another molecule resulting in transfer of the extra energy to that 
molecule.  Oxygen is an effective quencher at the energy levels involved in the 
photocatalyst and must be absent from the system (see section 3.3). 
Intersystem Crossing: The transfer of the extra charge carried by the electron in one 
bond within the molecule to another bond in the same molecule (see section 3.3). 
Electron Transfer: The movement of the charged electron within the molecule to 
another site (see section 3.4) 
Reduction Reaction: The transfer of the excited state electron to another target 
molecule, oxidizing the catalyst and reducing the target molecule.  This is the action of 
the photocatalyst (see section 3.4). 
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3.3  Fluorescence and Phosphorescence 
The emission of light from a substance is called luminescence.  It takes two forms, 
fluorescence and phosphorescence.  Fluorescence occurs in excited singlet states where 
the excited electron is opposite in spin to the paired ground state electron.  Since their 
spins are opposite, return to the ground state is allowed and occurs rapidly with via the 
emission of a photon.  Average time spent in the excited state is approximately 10 
nanoseconds.  Phosphorescence occurs in triplet excited states where the excited electron 
has the same spin as the paired ground state electron.  Since their spins are the same, 
return to the ground state is forbidden and return times to the ground states are slow.  
Emission rates are typically much slower and the average time spent in the excited state 
can be microseconds, seconds, or even minutes.  However the later has only been 
observed in solids.  Transition metal-ligand complexes often exhibit mixed single-triplet 
states and display excited state lifetimes in the 0.1 to 10 millisecond range [55]. 
Within molecules, the photon re-emitted is generally at a lower energy level than the one 
that caused the original excitation.  This is the Stokes shift first observed in 1852 [56] and 
is frequently caused by the rapid decay of an electron’s excited energy to the lowest 
vibrational energy level of the orbital that it is now in.  A Jablonski diagram is a 
convenient means of visualizing what is occurring to an electron’s energy levels and the 
various phenomena associated with it. 
A singlet ground, first, and second electronic states are shown in a simplified Jablonski 
diagram, Figure 3.10 (a).  The ground state: S0, the first excited state: S1, and the second 
excited state: S2 are shown.  Additional excited states may exist within any given 
molecular bond.  Within each of the electronic states are vibrational energy levels.  
Shown are the 0th ,1st ,2nd , and 3rd  vibrational energy levels.  Additional vibrational 
energy levels may exist in any given bond.  Excitation of an electron by an absorbed 
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photon is shown by the purple and blue vertical lines hνa.  This can be from the ground 
state to any valid electronic state and vibrational energy level.  Once excitation occurs, 
the electron quickly sheds energy until it is in the lowest possible vibrational energy level 
within the first excited state, S1.  This internal conversion of energy occurs very rapidly; 
on the order of 0.001 nanosecond or less.  Since this is much, much faster than re-
emission times, the electron will now have less energy to release when it decays back to 
the ground state.  In addition to the energy loss from internal conversion there is possible 
energy loss on return to the ground state.  The electron can emit a fluorescence photon 
and decay back to a higher vibrational energy state within the ground state, S0, than it 
started in as shown by the green and orange lines hνf.  It then rapids sheds energy via 
internal conversion to the lowest vibrational energy state, 0. 
Figure 3.10  Jablonski diagrams of singlet (a) and triplet (b) electron excitation 
A triplet electronic state is shown in a simplified Jablonski diagram, Figure 3.10 (b).  As 
with the singlet state, the ground state: S0, the first excited state: S1, and the second 
excited state: S2 are shown.  In addition the triplet excited state T1 is also shown.  This 
state exists within another bond within the molecule of then the one excited though 
absorption.  Again, additional excited states may exist within any given molecular bond.  
During the intersystem crossing to the triplet state the electron undergoes spin 
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conversion.  This makes a simple return to the singlet state forbidden as the spin of the 
electron now matches that of the electron still in the ground state.  Eventually the spins 
become compatible again allow emission of phosphorescence photo and decay back to 
the ground state as shown by the two red lines hνp.  The time taken for this is several 
orders of magnitude longer than for fluorescence emission. 
The emission of a photon from an excited state is a random event with each excited state 
electron having the same probability of emitting.  The rate of radiative decay is Γ.  
Similarly the decay of the excited state electron by non-radiative paths is also random.  
This non-radiative decay rate is knr.  The total decay rate by these two mechanisms is 
therefore Γ + knr.  If additional decay pathways are available these rates are also included 
in the summation.  This results in an exponential decay of the excited state electron 
population in the general form: 
 ( ) = exp	(− ) (3.9) 
where the lifetime, τ, is inverse of the total decay rate: 
 =  (3.10) 
Since the rate of radiative decay is proportional to the number of excited state electrons, 
the intensity of the observed photon emissions is: 
 ( ) = exp	(− ) (3.11) 
where the lifetime, τ, is the slope of the plot of log(I(t)) vs. t.  It is also the average time 
before excited state electrons have been reduced to a lower energy state.  For comparison 
purposes the intensity of photon emission at 766 nanometers of 
{[Ru(bpy)2(dpp)]2RhBr2}
5+in acetonitrile are shown as both linear-linear, Figure 3.11, 
and log-linear, Figure 3.12, plots. 
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Figure 3.11  Emission intensity vs. time for {[Ru(bpy)2(dpp)]2RhBr2}
5+, linear plot 
Figure 3.12  Emission intensity vs. time for {[Ru(bpy)2(dpp)]2RhBr2}




It is important to note that 50% of the originally energized electrons are still in an 
energized state after only 24 ns.  By 100 ns only 5% of the energized electrons are still 
energized.  In this case the depopulation of the energized state on the dpp ligand bridge is 
caused by the transfer of the electron the rest of the way to the rhodium center.   
In addition to the peaks for the emission spectrum, the magnitude of the emissions can be 
measured.  For the bi-metallic complex,	 Ru(bpy) (dpp) , the emission quantum 
efficiency is Φem = 1.38 ×10-3.  For the photocatalyst, {[Ru(bpy)2(dpp)]2RhCl2}
5+, the 
emission quantum efficiency is Φem = 7.3 ×10-5.  Assuming the same population rates 
onto the bridging ligand dpp, the emissions from the photocatalyst are only 5.2% that of 
the bi-metallic complex.  Since the rhodium has a lower electrical energy than the dpp it 
can be assumed that the change in emission amounts is due to a decreased population of 
high energy electrons on the dpp bridge.  If the electrons are not on the bridge, then, 
assuming all other factors equal, they must have crossed the bridge to the rhodium centre 
with a 95% transfer efficiency [45].  Similarly, for the photocatalyst, 
{[Ru(bpy)2(dpp)]2RhBr2}
5+, the emission quantum efficiency, Φem = 1.5 ×10-4.  This is 
11% of the bi-metallic analog implying a crossing efficiency of 89% [32].   
While the voltage potential of the rhodium-dpp bond versus the ground state has been 
determined by cyclic voltammogram to be 1.01 V, a corresponding emission to this 
wavelength, λ = 1228 nm, and the lifetime for this energized state has never been 
reported.  In a separate paper, performing quantum efficiency analyses of the original 
photocatalyst’s working group papers, a lifetime of 19 ns has been reported [57] but not 
independently confirmed.   
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3.4  Photocatalyst 
A catalyst is a material that participates in a chemical reaction to facilitate it or to 
improve its reaction rate without itself being consumed by the reaction.  A photocatalyst 
performs this task when energized by light.  Photocatalysis and photosensitization both 
refer to processes by which permanent chemical changes are induced to materials using 
light to which the materials are transparent.  The photocatalyst (or photosensitizer) 
absorbs the light and transforms to an energized electrical state.  This energized state then 
acts upon the chemical materials to be reacted facilitating the reaction [58].   
The photocatalyst under investigations, {[Ru(bpy)2(dpp)]2RhBr2}(PF6)
5+, is the 
realization of a multi-electron photocatalyst mechanism outlined by Balzani [58] in 1987 
and later reported by Scandola [59] in 1993 as Photoinduced Electron Collection.  The 






Figure 3.13  Proposed multi-electron photocatalyst arrangement 
The Pel is the Electron Transfer Photosensitizer, also known as the Light Absorber (LA).  
The Rel is the Electron Transfer Relay, also known as the Bridging Ligand (BL).  The Sel 
is the Electron Store, also known as the Electron Collector (EC).  Donor chemicals 
supply electrons at either end, D → D+.  Photons, hν, arrive at the LA to energize the 
electrons to an excited state.  The electrons migrate to the center where they can cause a 
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two electron reduction to a chemical, 2A+ + 2e- → A2.  The reduction in the case 
considered here is instead 2H2O + 2e
- → H2 + 2OH
-, the reduction of water to generate 
hydrogen. 
A Jablonski diagram showing the configuration of the energy levels necessary for this 
device to work is shown in Figure 3.14.  The leftmost and rightmost pair of energy levels 
are virtually identical to the triplet state for long duration fluorescing chemicals as 
previously discussed.  The major difference is that once the excited state electron has 
moved to the BL, instead of emitting a photon and returning to the ground state, the 
electron continues to move and decreases in energy level as it moves to the EC from the 
BL.  Since the originating source of the electron was a metal in the LA and the final 
location of the electron is a metal in the EC, this process is referred to as Metal to Metal 
Charge Transfer (MMCT).  The movement to just the ligand is a Metal to Ligand Charge 
Transfer (MLCT). 
Figure 3.14  Jablonski diagram of proposed multi-electron photocatalyst 
In 2006 Brewer et al. [33] developed the first practical version of this device that was 
capable of splitting water.  The arrangement is very similar to that proposed as can be 
seen in Figure 3.15 (arrows added to identify components, Br version shown instead of 
50 
 
the original Cl).  The reported energy levels of the LA, BL, and EC follow the proposed 
arrangement, Figure 3.16.  Many of the other arrangements with PGMs as the various 
centers of the tri-metallic ligand complex with various BLs have resulted in unfavourable 
arrangements of the energy levels preventing the MMCT from occurring [35]. 
Figure 3.15  First homogeneous multi-electron photocatalyst for splitting water (modified from [37]) 




3.5  Build Block Approach 
The building block approach refers to the way each that transition metal compounds and 
ligand compounds can be assembled.  The ligand bond formed between the nitrogen and 
the transition metals acts like mortar to hold the blocks together.  Because of this, each 
component of the overall system can be treated as a block that can be fit together with 
blocks as long as the appropriate ligand arrangements are maintained. 
Figure 3.17  Ligands 2,2’-bipyridine (a) and 2,3-bis(2-pyridile)pyrazine (b) 
Two common ligands are shown in Figure 3.17. On the left (a) is 2,2’-Bipyridine also 
known as bpy, on the right (b) is 2,3-Bis(2-pyridile)pyrazine also known as dpp.  Each of 
the nitrogen atoms (shown in blue) is capable of forming a ligand bond.  When dealing 
with metallic compounds that have an octahedral bonding arrangement, such as the 
PGMs, the pair of nitrogen atoms are in an arrangement that allows both of them to bond 
to adjacent bond sites on the transition metal atom.   This creates an extremely stable 
arrangement.  A molecule like bpy has only two available nitrogen atoms both of which 
will bond to the same metal atom and then nothing else can then bond to the outside of 
the bpy.  This makes bpy a terminal ligand (TL).  A molecule like dpp however has two 
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pairs of bonding nitrogen atoms.  One pair can bond to one metal and the other pair can 
bond to a different one.  This ability to bridge between two metals is why it is referred to 
as a bridging ligand (BL). 
In order to get the molecular arrangement desired the blocks need to be put together in 
the correct order.  This must be done while keeping in mind that ligands will form bonds 
when possible.  When the desired result is to have only one or two ligands bond to a 
central atom, the ratio of molecules of each type made available to each other for bonding 
is kept the same as the final build ratio.  The use of stoichiometry is an important step in 
the building block process.  This does not prevent extra bonds from forming but it does 
decrease the likely hood of it happening.  An example would be building the Ru(bpy)2Cl2 
compound that is required as the first step to making the precursor chemical.  The starting 
point for this build are bpy and RuCl3 molecules.  By adding two parts bpy in solution 
slowly to one part RuCl3 also in solution, there is initially an excess of RuCl3 molecules.  
Because there are so many of them, the likely hood of any one running into more than 
one bpy molecule before that same bpy molecule has met and bonded to a different RuCl3 
is low.  As the number of bpy molecules available continues to increase eventually most 
of the RuCl3 has been converted to Ru(bpy)Cl2 as shown in Figure 3.18. 
Figure 3.18  Combining bpy with RuCl3 to form Ru(bpy)Cl2 
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The slow addition continues with the Ru(bpy)Cl2 molecules competing to bond with the 
scarcer bpy ones.  When the last bpy molecules are added, most of the ruthenium has 
formed Ru(bpy)2Cl2 as shown in Figure 3.19. 
Figure 3.19  Combining bpy with Ru(bpy)Cl2 to form Ru(bpy)2Cl2 
Some of the ruthenium will have encountered three different unbounded bpy’s and 
formed Ru(bpy)3
2+ and some of them will have only encountered 1 bpy or possibly even 
none.  Separation techniques are now used to isolate the molecule desired and remove the 
others. 
In a similar manner Ru(bpy)2Cl2 can have a dpp molecule added to it.  Since dpp can 
bond to two metals, if the dpp were added slowly to Ru(bpy)2Cl2 there would be an 
overabundance of Ru(bpy)2Cl2 and virtually all the dpp molecules would encounter two 
Ru(bpy)2Cl2 molecules to form Ru(bpy)2(dpp)Ru(bpy)2
4+, the bi-metallic analog to the 
photocatalyst. Instead the Ru(bpy)2Cl2 must be added slowly to the dpp.  This gives time 
for each Ru(bpy)2Cl2 to encounter its own dpp molecule.  Instead of keeping the ratio at 
1:1, an excess of dpp is used.  This is done to increase the likelihood of each Ru(bpy)2Cl2 
molecule encountering an unattached dpp and resulting in Ru(bpy)2(dpp)
2+ instead of the 
bi-metallic form.  The desired reaction is shown in Figure 3.20.  Since some byproducts 
are formed and an excess of dpp is still present column chromatography is used to isolate 
the compound desired. 
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Figure 3.20  Combining dpp with Ru(bpy)2Cl2 to form Ru(bpy)2(dpp)
2+ 
The final step is combining two Ru(bpy)2(dpp)
2+ ions with one RhBr3.  Because only two 
of them are to bond to the Rh, not three, the precursor Ru(bpy)2(dpp)
2+ should be added 
slowly to the RhBr3.  In practice it doesn’t appear to matter if they are mixed directly 
together in their final  2:1 ratio.  This final reaction is shown in Figure 3.21. 
Figure 3.21  Combining Ru(bpy)2(dpp)
2+ with RhBr3 and Ru(bpy)2(dpp)




Chapter 4.  Experimental Methodology 
4.1  Photocatalyst Fabrication 
4.1.2  Fabrication of the Catalyst Precursor 
The fabrication of the precursor, Ru(bpy)2(dpp)(PF6)2, is performed in accordance with 
the procedure outline in Inorganic Synthesis, Volume 33 [47], with a modification to the 
use of KPF6 salt from NH4PF6 [32].  This leads to a finer particulate that presented an 
increased challenge when vacuum filtering.  For future use, the fabrication procedure 
used is as follows: 
Materials: 
Stage 1 
 cis-Ru(bpy)2Cl2 Ru(C5H4N)2Cl2·2H2O 100 mg 0.19 mmol 
 Ethanol (95%, dearated) C2H5OH 15 mL 
 2,3-bis(2-pyridyl)pyrazine (dpp) (C5H4N)2(C4H2N2) 67 mg 0.29 mmol 
 Ethanol (95%, dearated) C2H5OH  5 mL 
 Nitrogen Gas N2 
Stage 2 
 Sodium Chloride NaCl 687 mg 11.8 mmol 
 Distilled Water H2O 150 mL 
 Acetone (CH3)2CO 90 mL 
 Sephadex-CM C-25 Resin  16.500 g 
 Potassium Hexafluorophosphate KPF6 as needed 
Equipment: 
 Heater/Stirrer 
 Water Bath 
 Rotary Evaporator (or other means of solvent evaporation) 
 Vacuum Filtration Equipment 
 Medium Porosity Sintered Glass Filter 
 Millipore Durapore  0.22μm GV filter.  Cat. No. GVWP04700 
 Vacuum Desiccator 
 Glassware 
  Two Necked Round Bottom Flask, 50 mL 
  Pressure-equalizing Dropping Funnel, 50 mL 
  Reflux Condenser (Allihn condenser) 
  Glass Stopper 
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Round Bottom Flask, 50 mL 
  Beaker, 500 mL 
Chromatography Column, Ø2.5 × 20 cm 
Procedure: 
Stage 1: 
• Add 67 mg of 2,3-bis(2-pyridyl)pyrazine to 5 mL of dearated Ethanol in a 50 mL two 
necked round bottom flask with a stirring bar. 
• Add 100 mg of Ru(bpy)2Cl2·H2O to 15 mL of dearated Ethanol in a 50 mL pressure 
equalizing dropping funnel (molecular ratio of dpp to Ru(bpy)2Cl2·3H2O is 3:2). 
• Connect Nitrogen to inlet on dropping funnel and allow to bubble through mixing the 
Ru˗bpy solution. 
• Heat dpp-ethanol solution to reflux (~78°C) in a water bath at 90°C while stirring 
magnetically. 
• Add Ru-bpy solution dropwise to dpp solution over the course of ~1 hour. 
• Once all Ru-bpy is added, shut of nitrogen supply to dropping funnel. 
• Open nitrogen supply to top of refluxer. 
• Disconnect dropping funnel and replace with glass stopper. 
• Heat mixture at reflux for 12 hours while stirring magnetically. 
• Allow to cool to room temperature (20°C). 
• Solution can now be handled under air. 
• Transfer solution to a one necked round bottom flask. 
• Evaporate solution to dryness using a rotary evaporator. 
Stage 2: 
• Add 150 mL of H2O and 90 mL of Acetone to a 500 mL beaker to create a solution 
(5:3 v/v) (approx 235 mL). 
Caution: Acetone is toxic and highly flammable. 
 Procedure should be performed under a fume hood. 
• Add 0.687 g of NaCl to create a 0.05 M eluent solution. 
• Add 50 mL of the Sephadex-CM C-25 resin beads to 75 mL of eluent solution 
(1 g CM˗C25 = 7 mL). 
• Allow resin beads to stand for 24 hours while it swells. 
• Dissolve dried product from Stage 1 in a minimum quantity of eluent solution. 
• Separate the dark orange band using chromatography with a Ø2.5 × 20 cm column, 
resin beads, and eluent solution. 
• Use rotary evaporator to remove the acetone from the solution. 
• Add KPF6 to the solution until precipitation of solid is complete. 
• Use vacuum filtration to separate the precipitate from the solution using a medium 
porosity sintered glass filter and the membrane filter. (dark orange solid). 
• Dry precipitate using vacuum desiccation. 
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4.1.2  Fabrication of the Photocatalyst 
The fabrication of the photocatalyst, {[Ru(bpy)2(dpp)]2RhBr2}(PF6)5, is a variation of the 
procedure outline in Inorganic Synthesis, Volume 33 for fabrication of the Ruthenium EC 
equivilent [47].  The solvent used for Stage 1 were changed to a 2:1 ethanol-water 
solution and the reaction time reduced to 1 hour [32].  The original procedure called for 
the use of column chromatography to separate the photocatalyst from the by-products on 
absorption alumina.  This procedure did not work and led to the complete loss of the first 
batch of photocatalyst.  For future use, the fabrication procedure used is as follows: 
Materials: 
Stage 1: 
 Precursor [(bpy)2Ru(dpp)](PF6)2 153.1 mg 163.3 μmol 
 Rhodium Bromide RhBr3·2H2O 30.5 mg 80.6 μmol 
  Ethanol (95%, dearated) C2H5OH 30 mL 
  Distilled Water H2O 15 mL 
  Nitrogen Gas 
Stage 2: 
 Distilled Water H2O 100 mL 
 Potassium Hexafluorophosphate KPF6 varies with Temp. 
 Distilled Water H2O wash 
 Diethyl Ether (C2H5)2O wash 
Stage 3: 
Acetonitrile C2H3N 10 mL 
Diethyl Ether (C2H5)2O 100 mL 
Diethyl Ether (C2H5)2O wash 
Equipment: 





Vacuum Filtration Equipment 





  Two Necked Round Bottom Flask, 50 mL 
  Reflux Condenser (Allihn condenser) 
  Glass Stopper 
Round Bottom Flask, 50 mL 
  Beaker, 500 mL 
Procedure: 
Stage 1: 
• Combine 30 mL of Ethanol with 15 mL of Distilled Water to create 45 mL of solution 
(2:1 v/v) and de˗aerate. 
Caution: Ethanol is toxic and highly flammable. 
Avoid breathing vapours. 
Procedure should be performed under a fume hood. 
• Add 153.1 mg of [(bpy)2Ru(dpp)](PF6)2 to solution. 
• Add 30.6 mg of RhBr3·2H2O to solution (molar ratio of 
(bpy)2Ru(dpp)(PF6)2:RhBr3·2H2O is 2:1). 
• Heat at Reflux (95°C) for 1 hour. 
• Cool to room temperature. 
• Solution can now be handled under air. 
Stage 2: 
• Dissolve KPF6 in 100 mL of Water to create a concentrated solution (solubility varies 
considerably between 20-25°C  (7.30 to 8.35 wt%)). 
• Add previous solution drop wise, this should induce precipitation of a solid.   
• Use vacuum filtration to separate the dark red precipitate from the solution. 
• Wash the precipitate with Water and Diethyl Ether. 
Caution: Diethyl Ether is toxic and highly flammable. 
Avoid breathing vapours. 
Procedure should be performed under a fume hood. 
• Dry the precipitate using vacuum desiccation. 
Stage 3: 
• Dissolve deep red solid in minimum volume of Acetonitrile (creates a concentrated 
solution). 
• Rotary Evaporate to dryness 
• Dissolve resulting product in Acetonitrile. 
• Add solution to Diethyl Ether to induce precipitation. 
• Use vacuum filtration to separate the dark red precipitate from the solution. 
• Dry precipitate using vacuum desiccation (deep red solid). 
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4.2  Spectroscopy 
4.2.1  Overview of Equipment 
Measurement of light intensity is done with a RedTide650 spectrometer.  It has an 
operation range of 350-1000 nm.  This meter uses a diffraction grating to separate the 
light spectrum that illuminates a CCD.  The light arriving at the CCD causes electrons to 
be ejected from the surface.  At the end of each timing sequence, the amount of current 
needed to replenish these missing electrons is measured to determine the number of 
photons that were incident.  Since the wavelengths are spread out by the diffraction 
grating, by keeping track of which cells required what quantity of electrons the intensity 
of the light can be determined.  The unit is not designed to measure absolute intensity; it 
is however more than adequate for measuring relative intensity.  Since the term that must 
be calculated is Itr/I0, equation 3.7, using relative instead of absolute has no impact on the 
final results. 
Testing using the RedTide650’s built in LED-boosted tungsten source is very straight 
forward.  The attachment containing the LED is designed to hold a 1 cm cuvette.  
Alternating between two cuvette’s, one containing the solvent and one containing the 
solvent with test chemical dissolved allows determination of the two values required.   
Testing with the Blue LEDs and with the solar simulator is considerably more difficult.  
The spectrophotometer is too sensitive by a factor of over 1000 to read sunlight directly. 
It has a similar problem with the Blue LED’s even at lower power.  Testing with a 
400 μm diameter fibre optic cable and three ‘4 stop’ neutral density filters indicates that if 
the light input could be attenuated by a factor of approximately 2000 the intensity would 
be in a range usable.  The smallest diameter fiber optic cable that could be purchased and 
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fitted to the spectrophotometer is 8 μm.  This provides a cross sectional area of 1/2500 
compared to the 400 μm cable. 
Testing on sunlight requires elimination of circumsolar light such that only the direct 
beam remained.  This needs to be done for both sunlight and solar simulator light.  A 
collimator is designed and built with two interchangeable sections.  A short, 7.75” long 
section, for use with the both the Blue LEDs and solar simulator is required to fit into the 
available space and offset distance requirements for the solar simulator.  A long, 26” 
section, for used with direct sunlight is also built.  The design of the collimator with short 
section installed is shown in Figure 4.1. 
Figure 4.1  Collimator design with short section inserted 
A twin test cell apparatus is also developed so that a baseline sample of solvent and the 
photocatalyst in solvent are placed in adjacent cells.  This allows rapid changing back and 
forth between cells while directed at a light source.  In addition to passing light through, 
the cells need to contain the various solvents that are be used.  The test cell needs be 
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withstand submersion in the ultrasonic bath with vacuum applied to de-aerate the test 
samples.  The cells also need to be sealed to prevent air from being reabsorbed by the 
samples.  An additional benefit is the ability to contain everything needed to operate them 
as hydrogen generation cells complete with fitting locations for gas capture.  The design 
of the test cell is shown in Figure 4.2.  The fabricated arrangement is shown in 
Figure 4.3.  The twin test cell is 3.5” (88.9 mm) wide × 2.5” 63.5 mm) high with 1” 






























Figure 4.3  Twin test cell, shown with precursor (L) and acetonitrile (R) 
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The test cell is designed to be mounted on the collimator and can be used in most 
orientations up to approximately 60° from horizontal.  Past that point, there is the 































Figure 4.5  Solar simulator set-up with short Collimator (L),  long collimator assembly (R) 
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4.2.2  RedTide650’s Built in LED Source 
The spectrophotometer has an attachment that supplies a controlled amount of broad 
spectrum light though an area designed for the use of a cuvette and then into the meter. In 
a proper spectrophotometer designed for the explicit purpose of testing samples the 
incident light beam is split, run though the test sample and baseline sample and then read 
with the same sensor alternating between beams. That is not possible with this unit.  
Instead, readings are taken in pairs, and any pairs in which light level deviation was 
observed are discarded. 
4.2.3  Blue LED Source 
A Luxeon V Star, 5 Watt Blue LED with a spectral peak near 465 nm [51] is used as one 
of the light sources.  This light source is chosen as it is the same model used for most of 
the hydrogen test data generated by the Brewer group.  The extinction coefficient for the 
emitted wavelengths of this source is used to determine how light behaves in the test cell 
used for hydrogen production measurements.  The light from this Blue LED, even at low 
setting is brighter than the spectrophotometer can handle directly.  A very small diameter 
fibre optic cable, 8 μm, is used to transmit the light into the meter.  The cables’ very 
small cross sectional area reduces the total light passing into the spectrophotometer to 
manageable levels. 
Testing with the Blue LED requires the use of the twin test cell apparatus.  The 
compartment on the test rig is approximately 25.0 mm in diameter and is 24.60 mm from 
glass to glass.  The volume is approximately 12.1 mL.  Acetonitrile is added to one cell 
and the dissolved test compound to the other.  The vacuum pump is attached to each cell 
and turned on.  After a significant level of vacuum had been achieved the valve bolt was 
loosened to open test cell to vacuum.  While under vacuum, the entire test-rig is placed in 
the ultrasonic bath and run through a de-aerating cycle.  Bubbles of gas are seen leaving 
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the fluid.  The valve bolt is then tightened again trapping the cell under partial vacuum.  
The vacuum pump is then shut off and disconnected. 
4.2.4  Sunlight Source 
The photocatalyst can absorb light for hydrogen generation over a range of wavelengths.  
Sunlight is the desired supply.  Therefore, it is necessary to determine the extinction 
coefficients for the photocatalyst under sunlight conditions.  Testing on actual sunlight is 
challenging as the sun is constantly moving.  In addition time of year and atmospheric 
effects all act to change the nature and intensity of the sunlight received.  An Optical 
Associated Inc. TriSol Solar Simulator, 208 mm × 208 mm, Class AAA, provides a 
stable, repeatable source of light that closely approximated sunlight in both frequency 
and intensity.  As with the Blue LED testing, sunlight and simulated sunlight are too 
bright to be measured directly by the meter.  The same 8 μm diameter fibre optic cable 
used above reduces the total light transmitted into the meter to manageable levels.  The 




















Figure 4.6  Solar simulator output [61] 
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4.3  Error Analysis and Mitigation 
During testing the most accurate results are obtained with the absorbance in the 0.1 < A < 
1.5 range [p:86 in 54].  This represents a maximum Itr:Io ratio of approximately 1:30.  At 
absorbance values higher than this the signal noise involved in attempting to read the Itr 
value, which is close to zero, becomes too large for reliable results.  This limit is also 
observed during testing. 
The cuvettes has a fixed path length, l, of 1.000±0.001 cm an error of ±0.1%.  The test rig 
cells had a fixed path length of 2.460±0.001 cm an error of ±0.04%.  The path lengths are 
combined with the peak expected extinction coefficients and the 1.5 absorbance limit.  
The concentrations, C, of precursor required, εpeak = 11,200 M
-1cm-1, are 157 μM for the 
cuvettes and 63 μM for the test cell.  Similarly, for the photocatalsyst, 
εpeak = 26,000 M
-1cm-1, yields concentrations of 68 μM for the cuvettes and 27 μM for the 
twin test cells.  The molar mass of the precursor is 937.6 g/mole.  For the photocatalyst it 
is 2282.9 g/mole.  Cuvettes only require 2.5 mL of fluid.  For the precursor this is a mass 
of 0.000293 g and 0.000217 g for the photocatalyst.  The concentrations of precursor and 
of catalyst required for testing are therefore extremely small.  Measuring such small 
quantities accurately is not possible with the current equipment.  To deal with this 
problem a 500 mL batch of solution is made up for both the precursor and the 
photocatalyst.  This represents 393.00 g of fluid.  This fluid was weighed on a balance 
with a precision of 0.01 g.  The fluid mass was therefore known to an error of less than 
±0.01%   Precursor and photocatalyst masses on the order of 0.15 g of compound are then 
added.  These are weighed 5 times each on precision balances with a precision of 
±0.0001 g.  This provides an error of approximately ±0.1%.  Since a 100 mL volumetric 
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flask is used to contain the catalyst, care is to be taken to ensure that the flask is at room 
temperature as a variation of as little as 10°C creates a change in mass of the air within 
the flask of 0.0040 g. 
Using the error propagation formula for multiplication and division where Δx is the error 
in x, and Δy is the error in y: 
 
∆ = ∆ + ∆  (4.1) 
where Δz/z is the percentage error in z, yields an overall error in the concentration of  
±0.1%. 
Once the large batches are made, a carefully weighed quantity of liquid is transferred to 
smaller vials.  The mass of fluid transferred, a mass in the range of 10 mg, is determined 
to a precision of 0.0001 g, an error of less than ±0.01%.  The mass of compound 
transferred is then calculated.  Applying equation 4.1 yields a total error of ±0.1%.  This 
provides the mass and thus mole quantity of compound in the vial.  The concentration is 
then determined with the same margin of error ±0.1%.  Diluting is then done to obtain 
specific concentrations by increasing the fluid volume up to specific point.  Volumes are 
again determined by mass.  The mass of fluid, a mass in the range of 10 mg is determined 
to a precision of 0.0001 g, an error of less than ±0.01%.  Applying equation 4.1 yields a 
total error in concentration of ±0.1%.  Five vials of both precursor and catalyst are made 
for testing.  The remaining fluid is then evaporated to recover both the precursor and 
photocatalyst.  Pictures of the setups for precisely determining the extremely small 
masses required are shown in Figure 4.7 and Figure 4.8. 
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Figure 4.7  500 mL solution of precursor in acetonitrile with the required balances 
Figure 4.8  500 mL solution of photocatalyst in acetonitrile with the required balances 
The largest errors are present in the light sources.  Significant variation in light intensity 
measurements is observed.  To reduce the error level to an acceptable point, a larger 
number of samples are required.  Larger standard deviations of the measurements require 
a greater the number of measurements.  This error, also known as the standard deviation 
of the mean, ̅ , is related to standard deviation, , as follows: 
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 ̅ = √  (4.2) 
where, N is the number of samples taken. 
The RedTide650’s built in LEDs has a tendency to suddenly change intensity.  This 
difficulty is alleviated by taking all measurements of both sample and baseline in 
alternating measurements which allows data to be matched up in pairs.  A minimum of 5 
sample measurements are taken with baseline measurements both before and after.  The 
precursor compound and the photocatalyst have extinction coefficients approaching zero 
in the 700 to 1000 nm section of the spectrum.  This makes validation of data pairs 
possible by comparing the transmittance of both data sets in this region.  The 
transmittance values should approximate 1.00, if they meet this criteria they are classified 
as ‘good’ and used, if they do not they are discarded.  Two sets of ‘good’ paired data are 
used for each concentration.  Each data set is itself the average of 20 sequential samples 
taken for 20 ms each.  The good paired data sets are averaged and the standard deviation 
determined.  In the area of interest, 375 to 600 nm, the average standard deviation is 
1.1%.  Applying equation 4.2 yields an average error of 0.8%.  A minimum of 4 different 
concentrations are then used to create a linear regression.  The slope of this regression 
yields the extinction coefficient.  The average correlation coefficient for these curves in 
the range 375 to 600 nm is 0.999 indicating that they are a very good linear fit.  The use 
of 4 different concentrations and very good regression fit allows the use of equation 4.2 a 
second time with N = 4.  This reduces the effective error to 0.4%. 
Blue LED measurements have a large amount more variation.  A total of 11 
measurements are taken for each concentration for both sample and baseline.  Each 
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measurement itself comprises the average of 10 automatically collected samples.  The 
standard deviation of the sample is approximately 10% and 2% for the baseline.  
Applying equation 4.2 yields errors of 3% and 0.6% respectively.  The error in 
transmittance is then determined using equation 4.1 yielding an error in transmittance of 
3.1%. 
Solar simulator measurements also have a large amount of variation.  A total of 11 
measurements are taken for each concentration for both sample and baseline.  Each 
measurement itself comprises the average of 10 automatically collected samples.  The 
standard deviation of both sample and baseline are approximately 2.5%.  Applying 
equation 4.2 yields an error of 0.75%.  The error in transmittance is then determined 
using equation 4.1 yielding an error in transmittance of 1.1%. 
The absorbance is then determined using transmittance and equation 3.6: = − log .  
The error propagation formula for a base 10 logarithm is: 
 
∆ = 0.434 ∆  (4.3) 
The error in absorbance for the RedTide650’s built in LEDs is therefore ±0.2%, 1.3% for 
the blue LEDs, and ±0.5% for the solar simulator. 
Rearranging equation 3.8, A = εCl  yields: 
 =  (4.4) 
With the errors in absorbance, A, concentration, C and path length, l , all established, the 
error for different experimental combinations is determined use equation 4.1.  This 
information is compiled in Table 4.1. 
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Table 4.1  Summary of actual experimental errors 
Configuration 
Error 





±0.1% ±0.1% ±0.2% ±0.24% 
Blue LED ±0.04% ±0.1% ±1.3% ±1.3% 






Chapter 5.  Results and Discussion 
5.1  Precursor Ru(bpy)2(dpp)
2+ 
5.1.1  Built in RedTide650 LEDs 
Comprehensive testing of the precursor is performed using the built in light source of the 
RedTide650 Spectrophotometer.  A total of 5 different samples are generated from the 
baseline source.  The first sample is at a concentration level considerably higher than is 
be able to be reliably red.  Testing is performed with it to determine at what absorbance 
the meter will begin supplying reliable results.  A total of 5 concentrations are generated 
with this sample ranging from 375 μM down to 174 μM.  The remaining 4 samples are 
used to generate concentrations ranging from 130 μM down to 40 μM.  Each sample is 
tested multiple times against a baseline.  Cuvette 1 contained acetonitrile and is filled to 4 
mm from the top.  Cuvette 2 contained the sample and is also filled to 4 mm from the top.  
The spectrometer is placed in a darkened environment for each test to eliminate light 
noise.  Testing is done alternating between cuvettes 1 and 2 to generate paired sets of 
data.  The RedTide650 source is not as stable as expected and small jumps in light 
intensity occur.  To deal with this issue, the pair sets of data are plotted for transmittance 
in the 700 nm to 1000 nm range.  If the transmittance is not close to unity, the test result 
is discarded.  This is repeated until two data sets are accepted and is done for each 
concentration tested.  Each data set represents the average of 20 samples automatically 
taken rapid succession by the RedTide650. 
An exemplar plot of Cuvette 1 and Cuvette 2 intensity is shown in Figure 5.1.  An 
exemplar plot of absorbance and transmittance is shown in Figure 5.2.  The concentration 
for both of these examples is 67.2 μM. 
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Figure 5.1  Exemplar plot of intensity through acetonitrile and precursor 




The shape of the absorbance curve is generally the same as that of the extinction 
coefficient.  This is unsurprising.  If the Beer-Lambert law holds under multiple 
wavelength conditions, then only one good data set is need to determine the extinction 
coefficient.  A plot of absorbance verse wavelength for all 9 concentrations tested is 
shown in Figure 5.3.  It can be seen that even when the sensors approached their 
detection limits the general shape of the curve is upheld. 
Figure 5.3  Precursor absorbance vs. wavelength for all 9 tested concentrations 
A plot of absorbance versus concentration is shown if Figure 5.4.  It reveals that the data 
becomes non-linear once the absorbance is higher than approximately 1.5.  This is 
consistent with the testing recommendation limit of 1.5 previously mentioned and likely 
reflects the detection limits of the instrument.  Within the 1.5 limit the data for all 5 
wavelengths tested are linear.  This implies then under polychromatic light, the Beer-
Lambert law still holds.  This allows the use of the existing equations once the extinction 
coefficients that go with this light source are determined.  The range of wavelengths from 
400-600 nm, in 50 nm steps, is chosen as this is the area of most interest. 
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Figure 5.4  Precursor absorbance vs. concentration for 5 select wavelengths 




A linear regression is used to fit a straight line to each absorbance-concentration 
combinations for each wavelength as well as the origin (0,0).  By dividing the slope of 
this by the path length, 1.000 cm, the extinction coefficient is determined using equation 
3.8.  To ensure that it is calculated in the linear part of the curve, only the four lowest 
concentrations are used.  The result is shown in Figure 5.5.  The shape of the curve is 
consitent with the published electronic absorbtion spectra for monochromatic light, 
however there is some variation in values.  This variation is addressed along with results 
from the blue LED and solar simulator results. 
5.1.2  Blue LED Source 
The only data point tested so far is 36.0 μM.  It is apparent from the very first trial on 
precursor compound that signal noise is going to be a significant problem.  To minimize 
its impact, the acetonitrile and precursor results are determined 11 times and then 
averaged.  An exemplar of light intensity through pure acetonitrile is shown in Figure 5.6.  
The average of these 11 data points as well as the standard deviation and percent standard 
deviation are shown in Figure 5.7.  In the range where errors are manageable, 
approximately 30 nm either side of 470 nm, the standard deviation is generally less than 
2%.  The standard deviation percentage begins to steeply rise when more than 30 nm 
from the 470 nm centerline.  Similarly, an exemplar of the precursor testing as well as the 
average and standard deviation are shown in Figure 5.8 and 5.9 respectively.  The 
standard deviation on this value is 10%.  This indicates that either a better way of 
measuring the output is needed or lower concentrations should be used so the 
transmittance is much higher. 
The transmittance and absorbance are determined as shown in Figure 5.10 and the 
extinction coefficient is determined for the wavelength range 425 to 505 nm using the test 
cell path length of 2.460 cm, Figure 5.11.  The shape of the curve is vague due to the 
narrow band wavelength band in use but there still exhibits a shoulder.  Comparison of 
values is handled along with the solar simulator results. 
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Figure 5.6  Precursor testing, intensity vs. wavelength for acetonitrile, blue LED 
 
Figure 5.7  Precursor testing, average intensity vs. wavelength for acetonitrile, blue LED 
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Figure 5.8  Intensity vs. wavelength for precursor, blue LED 
Figure 5.9  Average intensity vs. wavelength for precursor, blue LED 
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Figure 5.10  Precursor transmittance and absorbance vs. wavelength, blue LED 




5.1.3  Solar Simulator Source 
Using a methodology similar to testing for the Blue LED source the acetonitrile and 
precursor results are determined 11 times each and then averaged.  Figures 5.12 through 
5.15 show the trials, average and standard deviation verse wavelength for a concentration 
of 36.0 μM of precursor. 
The transmittance and absorbance values as was well as the extinction coefficient are 
shown in Figure 5.16 and Figure 5.17.  The extinction coefficient is determined using the 
test cell path length of 2.460 cm and the concentration using equation 3.8.  Since the 
extinction coefficient goes to essential zero past 700 nm wavelengths above this are 
removed from the graph.  The general shape of the extinction coefficient curve is 
consistent with the monochromatic results; however, there is some variation in the values.  
There is a spike in noise in both sets of trials around 500 nm.  This noise spike explains 
the aberration observed in the graph near that wavelength. 
 




Figure 5.13  Precursor testing, average intensity vs. wavelength for acetonitrile, solar simulator 
 
Figure 5.14  Intensity vs. wavelength for precursor, solar simulator 
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Figure 5.15  Average intensity vs. wavelength for precursor, solar simulator 
 




Figure 5.17  Precursor extinction coefficient vs. wavelength, solar simulator 
5.1.4  Precursor Summary 
The extinction coefficients for each light source are compiled and presented along with 
the published monochromatic values [48] in Figure 5.18.  The precursor chemical 
exhibits significant narrowing of the absorption peaks.  The amount of narrowing is 
consistent for all three light sources.  This narrowing occurs equally in the upper section 
but become much more pronounced on the red shifted side of the peak as the extinction 
coefficient drops below 8×103 M-1s-1.  On this side the extinction coefficient at 500 nm is 
reduced by 43%, this reduction increases to 69% at 520 nm, 76% at 540 nm, 84% at 560 
nm, 85% at 580 nm and finally 89% at 600 nm.  Beyond this point the extinction 
coefficient becomes very close to zero.  In addition, published monochromatic data is not 
available beyond this region.  The narrowing also results in a red shift of the maximums 
for the 435 nm peak to approximate 444 nm. 
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Figure 5.18  Precursor extinction coefficient vs. wavelength for various light sources 
The clear distinction of the shoulder/plateau on the red side of the peak, 460-465 nm as 
distinct from 435 nm peak itself became much less defined.  The application of broader 
spectrum lighting increases the extinction coefficient in this shoulder region by 7 to 9%. 
The shoulder is still present but instead of a 12% dip from peak to plateau, the drop is 
3%. 
The peak value for extinction coefficient is essential the same as the monochromatic 
values for both the blue LED and the RedTide650’s built in LED with only a 1% drop.  
However, when illuminated with the solar simulator which includes a much more 
significant UV component and is at much higher intensity, a 6% drop is observed from 
the peak value.  The shoulder at 460 nm while still present is only 3% lower than the 444 
nm peak. 
In summary, when different light sources are used, different extinction coefficient 
profiles are obtained.  
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5.2  Photocatalyst {[Ru(bpy)2(dpp)]2RhBr2}
5+ 
5.2.1  Built in RedTide650 LEDs 
Testing of the photocatalyst is performed using the built in light source of the 
RedTide650 Spectrophotometer.  A total of 2 different samples were generated from the 
baseline source.  The first sample is at a concentration level designed to have a maximum 
absorption of approximately 1.4, just within the target absorption of limit of 1.5.  Each 
sample is tested in the same manner as the precursor.   
Figure 5.19  Exemplar plot of intensity through acetonitrile & photocatalyst 
An exemplar plot of Cuvette 1 and Cuvette 2 intensity is shown in Figure 5.19.  An 
exemplar plot of absorbance and transmittance is shown in Figure 5.20.  The 
concentration for both of these examples is 54.6 μM. 
As with the precursor, the shape of the absorbance curve is generally the same as that of 
the extinction coefficient.  A plot of absorbance verse wavelength for both concentrations 
tested is shown in Figure 5.21. 
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Figure 5.20  Photocatalyst exemplar plot of absorbance and transmittance vs. wavelength 




A plot of absorbance versus concentration is shown if Figure 5.22.  The range of 
wavelengths from 400-600 nm, in 50 nm steps, is chosen as this is the area of most 
interest. 
A linear regression is used to fit a straight line to each absorbance-concentration 
combinations for each wavelength as well as the origin (0-0).  By dividing the slope of 
this by the path length, 1.000 cm, the extinction coefficient is determined.  The result is 
shown in Figure 5.23.  The shape of the curve is consitent with the monochromatic 
results, however there is some variation in values.  This variation is be addressed along 
with results from the solar simlator testing. 
Figure 5.22  Photocatalyst absorbance vs. concentration for 5 select wavelengths 
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Figure 5.23  Photocatalyst extinction coefficient vs. wavelength, RedTide650’s LEDs 
5.2.2  Solar Simulator Source 
As with the precursor testing, the acetonitrile and photocatalyst results are determined 11 
times each and then averaged.  Figures 5.24 through 5.27 show the trials, average and 
standard deviation verse wavelength for a concentration of 21.0 μM of photocatalyst. 
The transmittance and absorbance values as was well as the extinction coefficient are 
shown in Figure 5.28 and Figure 5.29.  The extinction coefficient is determined using the 
cuvette path length of 2.460 cm and the concentration using equation 3.8.  Since the 
extinction coefficient goes to essential zero past 800 nm wavelengths above this are 
removed from the graph.  The general shape of the extinction coefficient curve is 
consistent with the published monochromatic values [32] though there is some variation 




Figure 5.24  Photocatalyst testing, intensity vs. wavelength for acetonitrile 
Figure 5.25  Photocatalyst testing, average intensity vs. wavelength for acetonitrile 
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Figure 5.26  Intensity vs. wavelength for photocatalyst 
Figure 5.27  Average intensity vs. wavelength for photocatalyst 
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Figure 5.28  Photocatalyst transmittance and absorbance vs. wavelength 




5.2.3  Photocatalyst Summary 
The extinction coefficients for each light source are compiled and presented along with 
the published monochromatic values [32] in Figure 5.30. 
No significant variation is found for the photocatalyst when the built in LED of the 
RedTide650 is used as the light source.  The peak at 517 nm is 1% less than expected.  
The valley at 440 nm is high by approximately 8% and the secondary peak is off by a 1 
percent and shifted slightly to 414 nm from the expected 411 nm. 
Figure 5.30  Photocatalyst extinction coefficient vs. wavelength, various light sources 
Testing with the Solar Simulator reveals a 6.5% drop in the peak extinction coefficient at 
the major peak at 517 nm, it is also blue shifted to 509 nm.  The entire red side of this 
spectral peak is shifted approximately 7 nm towards blue.  As with the RedTide650 
LEDs, the valley at 440 nm is higher than expected.  It is 14% higher under sunlight 
conditions.  The secondary peak at 411 peak is in agreement with the RedTide650 LED 
measurements rather than the published data.  The sharp rise in extinction coefficient in 
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the UV part of the spectrum becomes increasingly blue shifted reaching a 4 nm shift at 
370 nm. 
In summary, when different light sources were used, different extinction coefficient 
profiles were obtained. 
5.3  Applying Extinction Effects to a Hydrogen Test Cell Model 
5.3.1  Photon Absorption 
The best hydrogen production rate reported using the photocatalyst is achieved with the 
following configuration [37]: 
• DMF solvent with a solution volume of 24.5 mL.   
• Photocatalyst concentration of 120 μM and a DMA concentration of 3.1 M.   
• Illumination by four 465 nm blue LEDs total with a total light flux of 6.27×1019 
photons/min. 
• Hydrogen production is 20 mL in 19.5 hours with a peak quantum efficiency of 
0.023. 
The test cell used by the Brewer group to generate hydrogen is approximately 25 mm 
square and approximately 40 mm high.  When loaded with solution this generates a liquid 
level of 39.2 mm.  Due to geometry only the bottom 25 mm is receiving direct 
illumination from the light source.  Only the directly illuminate solution will be 
considered in the calculations, a total of 15.6 mL.  This volume of solution contains 1.87 
μmoles of photocatalyst.  Using Avagadro’s number, NA = 6.02214×10
23, the number of 
molecules of photocatalyst available to be illuminate is 1.23×1018. 
Conversion to more reasonable units shows a light flux of 1.045×1018 photons/s.  It is 
assumed that this evenly and uniformly divided amongst the four sides such that each 
side is supplying 25% of the total available light.   
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If the light is uniformly distributed amongst these molecules and all of the light is 
absorbed, dividing the number of photons by the number of molecules yields the average 
rate at which light is absorbed per molecule of catalyst, km, avg. = 0.85 photons/s/molecule.  
Since two photons are required per hydrogen molecule created, even at 100% quantum 
efficiency the highest possible production rate is one hydrogen molecule created every 
2.35 seconds per molecule of catalyst. 
However, light is not uniformly absorbed throughout the cell.  In creating a model of the 
cross section of the test cell, a grid size of 0.1 mm is used to break the test cell down into 
62,500 sub-cells.  A sub-cell is illuminated from each of the four directions.  Only direct 
light is considered, scattering was ignored.  Three test points are considered: 
• 440 nm, the wavelength of the local minimum from the extinction coefficient verse 
wavelength plots as shown in Figure 5.30. 
• 465 nm, the centre wavelength of the actual illumination source used by the Brewer 
group.  For simplicity, this is treated as a monochromatic source with a single 
extinction coefficient. 
• 520 nm, the wavelength of the major peak from the extinction coefficient verse 
wavelength plots shown as shown Figure 5.30. 
A summary of the important input data for each of the above wavelengths is shown in 
Table 5.1. 











440 120 11600 0.01 0.0139 
465 120 15800 0.01 0.0190 
520 120 26100 0.01 0.0313 
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The Beer-Lambert law is applied to determine the percentage of light each sub-cell 
absorbs.  Treating each sub-cell as a column 2.50 cm high, each sub-cell contains 
1.97×1013 molecules of photocatalyst and is potentially exposed to 4.18×1015 photons/s 
of light, one fourth of it from each direction.  If the all the light is absorbed uniformly 
amongst each sub-cell, each absorbs 0.4% of the total photons available to it.  However, 
light is not absorbed uniformly.  Plots of the actual absorption profiles are shown in 
Figures 5.31, 5.32, and 5.33 for 440 nm, 465 nm, and 520 nm light sources.  Each 
wavelength results in absorbance of at least 99.96% of the incident light. 
Figure 5.31  Available light absorbed vs. position in cell, 440 nm 
The shape of each graph is dependent entirely upon absorbance.  If the concentration of 
photocatalyst is increased by 65%, to 198 μM, the absorption plot for 465 nm will exactly 
match the one for 520 nm at 120 μM since both would then have an absorbance of 
0.0313. 
It is readily apparent that the majority of the incident light is absorbed on the perimeter of 
the cell. This relationship between total absorbed light and perimeter depth is 
summarized in Table 5.2.  With a 440 nm light source, the outer 4 mm of the cell 
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comprises only 54% of the cells volume, but absorbs 81% of the light.  This relationship 
is magnified as absorbance is increase.  With a 520 nm light source the outer 2 mm of the 
cell, 29% of the volume is required to absorb approximately the same amount of the light 
(80%).  The first 1 mm of the cell, 15% of the volume, absorbs over 55% of the light.  
Considering the solution volumes for which approximately 90% of light is absorbed, this 
is a perimeter thickness of 5 mm for 440 nm, 4 mm and 465 nm and 3 mm for 520 nm. 
Figure 5.32  Available light absorbed vs. position in cell, 465 nm 







Fraction of Available Light Absorbed [%] 
440 nm 465 nm 520 nm 
A = 0.0187 A = 0.0190 A = 0.0313 
1.0 15.4 33.2 40.5 55.3 
2.0 29.4 55.8 64.9 80.1 
3.0 42.2 71.0 79.5 91.3 
4.0 53.8 81.2 88.1 96.2 
5.0 64.0 88.0 93.2 98.4 
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Figure 5.33  Available light absorbed vs. position in cell, 520 nm  
The average absorption rate in the 1 mm perimeter volume at 440 nm is 1.87 
photons/s/molecule, 2.2 times higher than the solution average of km, avg. = 
0.85 photons/s/molecule.  The rate improves to 2.2 photons/s/molecule for the 465 nm 
case, 2.6 times higher than the average.  It further improves to 3.05 photons/s/molecule 
for the 520 nm case, almost 3.6 times higher than the average.  Ignoring the potential 
impact of decay rate of the activated state, quantum efficiencies are considered directly 
proportional to absorption rate.  The hydrogen generation rate is also much higher at the 
perimeter of the solution than internally. 
Two more locations are considered for the 465 nm case, the unit volume against the 
middle of a side and the unit volume in the corners.   The unit volume against the side has 
incident light on its four faces as follows: from the face it is against, all that could be 
available, 25% of the potential total.  From the far side the incident light is only 0.0005% 
of the potential total, the remainder is already absorbed before arriving at this unit 
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volume. From the two side faces the incident light is 0.107% each.  The impact of the 
light from three of the faces is negligible.  The amount of absorbed light is 1.08% of the 
potential total.  The potential total for a sub-cell is 4.18×1015 photons/s so the number of 
photons absorbed in this case is 4.51×1013.  With 1.97×1013 molecules of photocatalyst 
present the absorption rate is 2.29 photon/s/molecule.  In the corners, the total absorption 
is 2.14% which increases the absorption rate to 4.54 photons/s/molecule.   
5.3.2  Hydrogen Generation 
For hydrogen production to occur, photons must first be absorbed.  This implies that most 
of the hydrogen generation is also occurring near the cell perimeter.  Assuming the 
quantum efficiency is not impacted by the photon arrival rate, then using the reported 
light flux of 4.18×1015 photons/second/sub-cell and the peak quantum efficiency of 0.023 
[37] the initial hydrogen production rate within the test cell is distributed as shown in 
Figure 5.34.  When the hydrogen production rates in each test cell are totaled, it matches 
the average production rate reported.  
Figure 5.34  Hydrogen molecule production rate vs. position in cell, 465 nm 
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5.4  Photocatalyst Spectroscopic Changes After Extended Illumination 
The photocatalyst dissolved in acetonitrile is left for 10 days after initial testing before 
addition testing could be carried out.  When addition testing is undertaken, the absorption 
spectroscopy has undergone a significant change.  The extinction coefficients has 
changed across most of the range from 375 nm to almost 800 nm where it approached 0.  
Testing is done to confirm that a failure has not occurred in the RedTide650 
spectrometer.  Testing with a known stable set of wavelengths reveals that no wavelength 
changes occurred within the meter.  A previously measured sample is evaporated to a 
solution volume with a concentration in the allowable range.  Testing with this sample 
shows an even large shift in the absorption characteristics.  Subsequent testing is done at 
day 18 and day 28 with a progressive shift apparent each time as can be seen in 
Figure 5.35.  A similar shift has been previously reported [45, 49], but with the addition 
of an electron donor chemical to the photocatalyst-acetonitrile solution and then exposure 
to 520 nm light or when subjected to electrolysis at -0.40 V. 
Figure 5.35  Photocatalyst extinction coefficient changes over time 
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Light is again suspected of responsibility for the chemical change that has occurred for 
the absorption spectroscopy to change even though no electron donor was present.  To 
test this, the bulk photocatalyst solution is re-purified once by precipitation in diethyl 
ether and the vacuum filtering.  This returns the catalyst to a state similar to the previous 
starting conditions.  Two batches of solution are made up with similar concentrations of 
approximately 15 μM.  One sample is kept in the dark for the entire time, the second is 
exposed to incandescent lighting continuously for 8 days.  The dark sample retains the 
original slightly pink tinting while the other sample has an orange tint.  The dark sample 
retains the original absorption properties; however, the light exposed sample has 
undergone a similar change to that seen in the previous test.  This change can be clearly 
seen in Figure 5.36 and is consistent with the results previously seen after 28 days of 
incidental lighting.  
Figure 5.36  Photocatalyst extinction coefficient changes before and after 8 days light exposure 
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The photocatalyst is undergoing a significant change.  This has previously been attributed 
to conversion of the rhodium center from RhIII to RhI through electron transfer from the 
light absorbers [45, 49].  However, the change can also be caused by disassembly of the 
light absorber assemblies from rhodium center.  The removal of an orange product from 
the photocatalyst during the purification step recently undertaken indicates that this may 
be the case. 
5.5  Coordination Chemistry 
A chemical model of the photocatalyst is made in Discovery Studio 3.5.  In the course of 
modelling a number of observations are made regarding other potential structures of the 
molecule other than the ones reported by the Brewer group.  
An octahedral geometry like the one exhibited by the central rhodium molecule of the 
photocatalyst has more than one type of geometry.  Also called isomers, they come in a 
variety of forms.  The forms of specific note for the photocatalyst are the stereoisomers 
cis and trans.  In cis type isomers the atoms of interest are adjacent to each other on the 
central atom.  In trans type isomers the atoms of interest are opposite each other with the 
atom between them.  In all of the literature reviewed the photocatalyst is always shown in 
the cis configuration as shown in Figure 5.37.  This is referred to as Configuration 1.  
However, the photocatalyst should also be able to form a trans isomer as shown in 
Figure 5.38.  This is referred to as Configuration 4.  Because of the different bond 
geometries, these two isomers may have different electronic absorption spectra. 
In addition to the cis and trans issues, the both cis and trans variant each have two 
arrangements, one with the V shape of both dpp groups facing the same way and one 
with them reversed, Ʌ•Ʌ or Ʌ•V.  These too may have slightly different spectra. 
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Figure 5.37  Photocatalyst cis-{[Ru(bpy)2(dpp)]2RhBr2}
5+, configuration 1 
Figure 5.38  Photocatalyst trans-{[Ru(bpy)2(dpp)]2RhBr2}




All of the models put forward by the Brewer group of the energized state of the molecule 
indicate that both halogen atoms have been removed.  They are believed to be removed 
when the first photo-energized electron arrives at the EC.  This removal does not likely 
occur simultaneously given that the photon arrival rate is low relative compared to the 
timeframe for inter-molecular interactions.  The molecular model in Discovery Studio 
responds to the removal of one of the bromine atoms as shown in Figure 5.39.  This 
structure is arrived at from both the cis and trans configurations again with two variations 
depending whether they start Ʌ•Ʌ or Ʌ•V.   
Figure 5.39  Photocatalyst {[Ru(bpy)2(dpp)]2RhBr}
5+, first halogen removed, configuration 5 
Once the second halogen is removed a flat planer arrangement is formed.  Two different 
configurations are possible as shown in Figures 5.40 and 5.41.  The dpp V’s orientation is 
in red.  These variations of the ionized state show up in some of the Brewer publications 
but no mention is made of why one was chosen over the other (Ʌ•Ʌ in [37, 60]).  
Table 5.3 summarizes the configurations possible around the central rhodium atom.   
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Each of these arrangements has a number of other variant when the configuration of the 
bpy groups attached to the ruthenium LAs are also included. 
Figure 5.40  Activated Photocatalyst {[Ru(bpy)2(dpp)]2Rh}
5+, Ʌ•V, configuration 8 
Figure 5.41  Activated Photocatalyst {[Ru(bpy)2(dpp)]2Rh}
5+, Ʌ•Ʌ, configuration 7 
104 
 
Once the flat planer arrangement is achieved, it doesn’t appear possible to return to the 
cis configuraton as breaking of the strong bpy-Rh ligand bonds is requried for this to 
happen.  This may explain some of the changes that occur in the absorption 
characteristics after the photocatalyst is first activated.  The initial spectra is a 
combination of cis and trans configuration spectra, while the later spectra is trans 
configuration only. 
Table 5.3  Summary of possible configurations around the central rhodium atom 





















This brings up the next observation.  What happens when the photocatalyst returns to the 
ground state?  The eletrons at the LA that quickly passed over the dpp BL to reach the IC 
have a difficult time returning.  They are now in a stable bond on with the EC in an RhI 
configuration.  In addition, the rhodium center is available to form ligand bonds again.  
Two sites exist, one on the top and one on the bottom. 
A perusal of ligand field theory reveals an entire group of compounds that can form 
ligand bonds with transition metals such as PGMs.  A partial spectrochemical series is 
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shown here from lowest to highest bonding energy:   
I− <  Br− <  Cl− <  OH− <  H2O <  CH3CN  <  bpy  <  phen <  CO 
The higher the bonding energy, the more difficult it is to break the ligand bond.  There 
are some familiar chemicals are on this list, acetonitrile and water among them.  Under 
some conditions stronger ligands can displace weaker ones.  Also, if a site is available 
they can bond.   
This ability to form ligand bonds with the EC may explain one of the mysteries of why 
the photocatalyst actually works.  The majority of the studies of the photocatalyst have 
discussed their excited states and the decay times from these states.  One thing is in 
common, all the excited state reactions inside the photocatalyst occur on a nanosecond 
timeframe or faster.  These reactions all have short decay times with the longest one less 
than a microsecond.  Yet even with a photon arrival rate almost a million times slower 
than this, 1 photon/s, water splitting reactions still take place.  The mechanism by which 
water receives the high energy electron from the EC is not discussed in these same 
studies.  One recent study [57] suggests that when water is split the OH- ion temporarily 
bonds with the rhodium EC in place of the original halogens until the next excited state 
electron drives it off as it did the halogens. 
The potential ability of water and other chemical to form a ligand bond with the EC 
suggests an alternative pathway.  If water forms a ligand bond with the EC after the 
halogen has been removed and the photocatalyst returns to the ground state, the 
arrangement shown in Figure 5.42 can be formed.  Now when a high energy electron is 
transferred to the EC it can immediately transfer its energy to the water molecule already 
attached thus splitting one of the hydrogen off.  The remaining OH- ion can either remain 
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attached via its ligand bond, disassociate from the photocatalyst, or be later displaced by 
water which has a higher bonding energy. 
Acetonitrile can form its own ligand bond with the photocatalyst with a bond level energy 
higher than that of water.  If this occurs, water will then be blocked from forming a 
ligand bond with the photocatalyst thus reducing the number of water reactions that can 
occur by a significant margin.  This may explain the near 4 times improvement in 
quantum efficiency reported when switching solvents from DMF from acetonitrile [37]. 
Figure 5.42  Proposed trans-{[Ru(bpy)2(dpp)]2Rh(H2O)}
5+, configuration 10 
The low quantum efficiencies observed may be entirely due to the probability of water 
forming a ligand bond with the rhodium.  When hydrogen production continues on a 
batch basis, as in the various published studies; the hydrogen production rate decreases 
with elapsed time.  Since each hydrogen molecule produced leads to the formation of two 
hydroxyl ions, the number of hydroxyl ions increases twice as fast.  These hydroxyl ions 
(OH-) will also compete with water to ligand bond with the photocatalyst further reducing 
the probability of water forming a successful, and possibly necessary, ligand bond.  
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Chapter 6.  Conclusions and Recommendations 
6.1  Conclusions 
In this study of the absorption spectroscopy of photocatalyst {[Ru(bpy)2(dpp)]2RhBr2}
5+ a 
number of conclusions are reached.  This includes changes observed in extinction 
coefficient under differing light sources, varying absorption and hydrogen production 
profiles with position relative to source lighting, and changes in absorption profile after 
extended illumination.  Isomers of the photocatalyst are identified and a photocatalyst 
mechanism is proposed.   
The precursor exhibits the most divergence in extinction coefficient.  While a plot of the 
curve had the same characteristic shape with a peak and shoulder the entire peak area 
occurs over a much narrow band of light wavelengths and the shoulder becomes much 
less distinct.  Under all light conditions the roll off from the peak in both directions 
occurs much more rapidly.  The peak extinction coefficient under sunlight conditions is 
6% lower than for monochromatic light.  The values for both ‘built in’ and Blue LEDs 
are lower by 1%. 
The photocatalyst exhibits less divergence from the published monochromatic results.  
Only sunlight exhibits significant divergence with both a 7 nm shift towards blue and a 
6.5% decrease in extinction coefficient.  The roll off from the peak occurs more quickly 
towards red but not as quickly as for the precursor. 
Applying extinction coefficient data to the Brewer group test cell reveals that the 
majority of the light absorption occurs in the perimeter areas of the cell.  Similarly, so 
does most of the hydrogen generation.  This clearly shows that applying extinction 
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coefficient effects is important in optimizing photocatalyst use.  Since each photocatalyst 
molecule contains 3 platinum group atoms, care must be taken to ensure that these 
expensive components are used efficiently.  The large changes in absorption profile 
caused by changes in extinction coefficient reveals how important it is to know what 
wavelength range is needed, and that accurate extinction coefficient values are known 
with that range of wavelengths as the source. 
The photocatalyst undergoes significant changes when exposed to light for extended 
periods of time.  This is observed by changes in both solution colour and in extinction 
coefficient.  These changes are the result of two possibilities: changes in the photocatalyst 
of the EC from RhIII to RhI or degradation of the catalyst back towards component parts. 
Various isomers of the photocatalyst are been identified and illustrated.  The changes in 
coordination arrangement during halogen ejection are summarized and it has been 
established that after the first sequence of electron photo-excitation the catalyst forms a 
uniform trans arrangement that has two stereoisomeric variations.  This change to a 
planar configuration may be in part responsible for the changes in absorption spectra that 
occur after photocatalysis. 
A proposal has been made as to what occurs to the photocatalyst after it returns to the 
ground state.  Ligand attachment of water to the rhodium center explains why even at low 
photon rates photocatalysis can still occur.  This also helps explain both the observed 
decrease in production with time and the increase in production in DMF verse 
acetonitrile.  Both acetonitrile and the by-product OH- ions compete with water for access 
to the ligand bonding sites on the photocatalyst reducing the probability of water forming 
the ligand bond believed necessary for photocatalysis. 
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6.2  Recommendations 
A number of recommendations for further research are put forward.  They include 
application of specific absorption profile information, further investigation of why the 
absorption characteristics changed after extended illumination, isolation and testing of the 
identified isomers, and further investigation into the photocatalysis mechanism. 
The electronic absorption spectra of not just this photocatalyst, but all others, should be 
established for the specific light conditions under which it is to be used as variations 
occur from the published monochromatic absorption spectra.  This information should 
then be implemented when designing suitable experimental and production 
configurations for efficient use of photocatalysts. 
The catalyst undergoes significant changes when exposed to light.  It should be tested 
from the changed state to determine if it still functions as a photocatalyst after these 
changes. 
Separation of the cis and trans isomers of the photocatalyst could be attempted.  Once 
separated, the electronic absorption spectra of each could be established to determine 
whether the changes currently observed can be attributed to the initial presence of both. 
A more complete investigation is needed to identify the actual mechanism by which 
photocatalysis is occurring.  Excited state lifetimes are very short and photon arrival rates 
much, much longer by comparison for the two to impact each other.  The lifetime of the 
final excited state, that of the rhodium center, has only been reported in one source and its 
method of determination was not presented.  This lifetime needs to be known if it is 
expected to impact the quantum efficiency.  If excited state lifetime is important, then 
110 
 
greatly increasing the rate of photon arrival through the use of solar concentration may 
hold the key to improving efficiency.  In addition, increasing the frequency with which 
water molecules encounter the catalyst will also be critical.  If lifetime is unimportant, 
and the catalytic reaction is progressing as hypothesized, then methods of improving the 
rate at which water forms ligand bonds with the photocatalyst and eliminating other 
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