Abstract-This paper introduces a new method for face verification across large age gaps and also a dataset containing variations of age in the wild, the Large Age-Gap (LAG) dataset, with images ranging from child/young to adult/old. The proposed method exploits a deep convolutional neural network (DCNN) pre-trained for the face recognition task on a large dataset and then fine-tuned for the large age-gap face verification task. Finetuning is performed in a Siamese architecture using a contrastive loss function. A feature injection layer is introduced to boost verification accuracy, showing the ability of the DCNN to learn a similarity metric leveraging external features. Experimental results on the LAG dataset show that our method is able to outperform the face verification solutions in the state of the art considered.
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I. INTRODUCTION
Face verification is an important topic in both computer vision, imaging and multimedia. Verification accuracy mainly depends on four elements: face pose, facial expression, illumination, and aging [1] . The greatest part of the works in the state of the art studied the face verification problem in constrained scenarios, controlling and fixing one or more of these four elements.
Recently many researchers achieved or even surpassed human-level performance [14] , [15] on face verification benchmark taken in unconstrained environments such as the Labeled Faces in the Wild dataset (LFW) [2] . These results have been made possible thanks to the improvement in facial landmark detection and to the increase of the computational power available to train deep models. However, the LFW dataset fixes the aging element: it contains large variations in pose, facial expression, and illumination, but contains very little variation in aging. As people grow, face appearance can be very different, which makes it difficult to recognize people across age. The problem is even harder when large age gaps are considered.
To address this problem, in this work a new approach is proposed. Differently from other approaches in the state of the art, the proposed method does not rely on parametric models nor tries to model age progression. The idea is to use deep learning to jointly learn face features that matching faces share, and a similarity metric on top of these features. This is done coupling two deep convolutional neural networks (DCNN) with shared parameters in a Siamese network [32] , [33] power of the network is further improved including a feature injection layer, which fuses externally computed features with the activations of the deepest layers of the DCNN.
The idea of deep feature fusion has been mainly explored in the video categorization task. One of the earliest work is from Simonyan and Zisserman [3] where they proposed a two-stream ConvNet architecture which incorporated a spatial and a temporal network. Perhaps the most similar work is [4] where multi-modal video features are combined (e.g. framebased features computed by a convolutional neural network, trajectory-based motion descriptors and audio descriptors). Wang et al. [5] integrate the advantages of hand-crafted and deep-learned features: they utilize deep architectures to learn multi-scale convolutional feature maps, and introduce the strategies of trajectory-constrained sampling and pooling to encode deep features into effective descriptors. Zha et al. [6] propose a late fusion approach between CNN features (taken at different layers) and Fisher Vectors [7] . The features are fused using an external classifier and thus not in an end-to-end training, excluding the possibility of backward feedbacks on feature extraction. Ng et al. [8] investigated the combination of Long Short Term Memory (LSTM) networks [9] with optical flow. Park et al. [10] propose a multiplicative fusion method for combining multiple CNNs trained on different sources.
The contributions of this work are summarized as follows: -A new large-scale Large Age-Gap (LAG) dataset is collected, that includes images in the wild of 1,010 international celebrities spanning large age gaps. -A new DCNN architecture is proposed, including a feature injection layer that fuses external features with the activations of the deepest DCNN layers. -Extensive experiments are conducted on LAG and show that the proposed DCNN architecture can outperform state-of-the-art methods. The remaining sections are organized as follows: Section II reviews the related works on face recognition, age-invariant face recognition and existing face datasets. Section III describes the proposed method, while Section IV introduces the Large Age-Gap (LAG) dataset. Experiments are presented in Section V. Finally, Section VI draws the conclusions and discusses future works.
II. RELATED WORKS

A. Face Recognition
Face recognition has been investigated for a long time in many different works. One of the earliest works is that of Turk and Pentland where they introduced the idea of eigenface [11] . Ahonen et al. [12] texture descriptor, i.e. local binary pattern (LBP), for the face recognition task. Wright et al. [13] cast face recognition problem as one of classifying among multiple linear regression models via sparse signal representation, showing a high degree of robustness against face occlusions. Chen et al. [14] proposed a high dimensional version of LBP (HDLBP) and studied the performance of face feature as a function of dimensionality, showing that high dimensionality is critical to achieve high performance.
Recently there have been many works exploiting deep learning for face recognition. Results obtained by Taigman et al. [15] and by Sun et al. [16] , [17] using deep convolutional neural networks (DCNNs) reach or even surpass human-level performance on the widely used labeled face in the wild dataset (LFW) [2] . Although these methods achieve very high performance on face recognition, they do not work well when in presence of age variation, since this information is not used.
B. Age-Invariant Face Recognition
The largest part of existing works related to age in face image analysis focus on age estimation and simulation. Only recently researchers have started to work on cross age face recognition. Existing works can be grouped into generative and discriminative methods. Among the first group, some of the approaches build 2D [18] or 3D [19] aging models. These methods rely on parametric models and accurate age annotation or estimation, and thus do not work well in unconstrained scenarios. Wu et al. [20] propose a relative craniofacial growth model to model the facial shape change, which is based on the science of craniofacial anthropometry. Their method needs age information to predict the new shapes, limiting its applicability since this information is not always available.
Among the works based on a discriminative approach Li et al. [21] use multi-feature discriminant analysis (MFDA) to process in a unified framework the two local feature spaces generated by the two different local descriptors used, i.e. SIFT and multi-scale LBP. Gong et al. [22] proposed a method separating the HOG local feature descriptor into two latent factors using hidden factor analysis: an identity factor that is age-invariant and an age factor affected by the aging process. Chen et al. [23] , [24] use a data-driven method that leveraging a large-scale image dataset freely available on the internet as a reference set, encodes the low-level feature of a face image with an age-invariant reference space. Liu et al. [25] propose a generative-discriminative approach based on two modules: the aging pattern synthesis module and the aging face verification module. In the aging pattern synthesis module, an aging-aware denoising auto-encoder is used to synthesize the faces of all the four age groups considered. In the aging face verification module, parallel CNNs are trained based on the synthesized faces and the original faces to predict the verification score.
C. Face datasets
Existing face datasets can be divided into two main groups: the former consists of datasets acquired in controlled environments, the latter datasets in unconstrained environments. Most of the older datasets belong to the first group, such as FERET [30] , Yale, and CMU PIE. The most popular dataset in uncontrolled environment is the LFW [2] , with a total of 13,233 images of 5,749 people extracted from news programs. Pubfig [26] has been collected with the aim of providing a larger number of images for each individual, and it contains 58,797 images of 200 identities. The largest dataset available is the CasiaWebFace dataset [27] with a total of 986,912 images of 10,575 people. All the above datasets can be used only for face recognition and verification tasks, since there is almost no age variation. Concerning age estimation and face recognition across age, the most used datasets are FGNet [28] and MORPH [29] . The former is composed of a total of 1,002 images of 82 people with age range from 0 to 69 and an age gap up to 45 years. The latter contains 55,134 images of 13,618 people with age range from 16 to 77 and an age gap up to 5 years. Recently the CACD dataset has been collected [23] , [24] crawling the web suing as query 2,000 celebrities names for a total of 163,446 images. For a subset of 200 identities images are manually checked and the noisy ones have been removed. Age ranges from 14 to 62 and age gap is up to 10 years. Very recently the CAFE dataset has been collected [25] . It is the first permitting a study on face verification with large age gaps. It is composed of 4,659 images of 901 people and, due to the way images are collected it does not contain precise age information. A summary of the comparison between existing datasets is reported in Table I. III. THE PROPOSED METHOD Figure 1 gives an overview of the proposed method. First face and landmark detection are performed on CASIAWebFace and Large Age-Gap (LAG) database to localize and align each face to a reference position. Next, a DCNN is trained on the CASIAWebFace [27] for the face recognition task. The DCNN is then fine-tuned on the LAG using a contrastive loss in a Siamese architecture in which pre-computed external features are injected in the fully connected layer.
A. Image preprocessing
For each image in the database, we first apply the widely used Viola-Jones face detector [30] to find the face region in the image. For each face, we then locate 68 different facial landmarks using a face alignment algorithm [31] . After landmark detection, we use the eye locations to align the face images. Images are first rotated so that the eyes are horizontally aligned, then scaled so that the distance between eyes is fixed, and finally cropped to a common size of 200 × 200 pixels.
B. Deep face feature representation
A DCNN is trained to learn a discriminative representation of faces. The chosen architecture is the AlexNet, but others could be used. The DCNN is trained on the face recognition task on the CASIAWebFace. The dimensionality of the input layer is 200 × 200 ×1 gray-scale images. The network includes 5 convolutional layers, 3 pooling layers and 3 fully connected layers. Each convolutional layer is followed by a rectified linear unit (ReLU). Two local normalization layers are added after each of the first two convolutional layers to mitigate the effect of illumination variations. Dropout is used to regularize all the fully connected layers due to the large number of parameters (f c6 = 4096, f c7 = 4097, and f c8 = 10575 equal to the number of different identities in CASIAWebFace). The features extracted from the second to last fully connected layer, i.e. f c7, are used for face representation after an L 2 -normalization step.
C. Feature injection
The L 2 -normalized f c7 features are given as input to a set of n face verification methods in the state of the art. Each of them provides as output a distance or confidence score that a pair of images belong to the same identity or not d i , i = 1, . . . , n, which are stacked to form the vector
. A Siamese DCNN [32] , [33] is then fine-tuned on the LAG database starting from the net in Section III-B using a contrastive loss function. In addition to the DCNN features, a feature injection layer is added to fuse externally computed features with the activations of the deepest layers of the DCNN. In more details, the features d are injected in the first fully connected layer. i.e. f c6. The feature injection is performed in the form of concatenation of the external features d with the f c6's activations, as represented in Figure  2 for one side of the Siamese DCNN. The idea is that the DCNN jointly learns face features that matching faces share, and a similarity metric on top of these features also leveraging external features.
IV. LARGE AGE-GAP DATASET (LAG)
In order to be able to collect images from a large number of people, the Large Age-Gap dataset (LAG) is constructed with photos of celebrities.
Google Image Search is used to collect images by specifying to collect face images. In order to collect celebrities images across different ages, we augment the celebrity name with adjectives such as "childhood","adult","now" as keywords. Searches with celebrity names followed by the string "then and now" are also used. YouTube videos of collections of "then and now" celebrities have also been collected.
After removing duplicate images, we manually check the images and remove the noisy images in the dataset. The dataset contains 3,828 images of 1,010 celebrities after removing the noisy images. For each identity at least one child/young image and one adult/old image are present. Starting from the collected images, a total of 5,051 matching pairs has been generated. The same number of non matching pairs has been randomly generated. Table I shows the statistics of the dataset and comparison to other existing face datasets. Some examples of the face crops of the collected images are reported in Figure  3 .
V. EXPERIMENTAL RESULTS
In this section we evaluate the performance of large age-gap face verification. We compare our method with current stateof-the-art features and classifiers for general face verification, such as high dimensional local binary feature (HDLBP) [14] , Other similarity metric learning approaches, such as sub-SML [34] , One Shot Similarity Kernel [35] , Cosine Similarity [36] and Joint Bayesian [37] . All the similarity learning methods have been trained using the L 2 −normalized f c7 features (extracted with the DCNN trained for the face recognition task on CASIAWebFace). We also compare our method with the Cross Age Reference Coding (CARC) [23] , [24] method, which is designed specifically for cross-age face verification. Since LAG dataset does not provide exact age information, the version without the temporal constraint is used here, i.e. CARC-NT.
To understand the contribution of the feature injection, a Siamese DCNN is fine-tuned on the LAG dataset excluding the injection layer. This also permits a direct comparison of the Siamese DCNN with the other similarity metric learning approaches considered. Besides feature injection, to have a benchmark, external features are also fused stacking [38] linear SVM classifiers as in [39] .
Experiments are made using a two-fold cross validation: the LAG dataset has been alphabetically sorted and subjects have been assigned alternately to the first or to the second fold. For each fold, the training set is augmented by considering the four combinations of horizontal flips and original images, as well as tiny amounts of jittering. Performance are reported as the verification accuracy in Table II , and plotted as ROC curves in Figure V .
From the results reported in Table II it is possible to see that the use of the Siamese DCNN fine-tuned on the LAG dataset to learn a similarity metric is able to outperform all the single methods in the state of the art, outperforming the best one by almost 2.5%. Enabling the feature injection in the fine-tuning step permits an improvement over the best method in the state of the art of more than 10%. Feature combination stacking linear SVM classifiers performs 2.3% worse than our method. The experimental results show the effectiveness of both the use of a Siamese DCNN for similarity metric learning and the usefulness of the feature injection. An indirect comparison with the method by Liu et al. [25] can be done by using HDLBP [14] as a reference: on their CAFE dataset they reported an improvement over HDLBP of 2.5%. On our LAG dataset our methods outperforms HDLBP by 13.4%.
In the following we examine more in details the results Table III . From the confusion matrix we can evince that our solution is almost equally able to identify nonmatching pairs and matching pairs. In Figure 5 some examples of correctly identified matches among those on which our solution is very confident are reported. Some examples of correctly identified matches on which our solution is not so confident are reported in Figure  6 . Some examples of false positives, i.e. non-matching pairs classified as matching ones are reported in Figure 7 , while examples of misclassified matching pairs are reported in Figure 8 . From the examples reported it is possible to see that matching pairs on which our solution is very confident tend to be have the same pose and expression, suggesting that more powerful pose-normalization methods could further improve the verification accuracy. Some of the false negative examples are instead very difficult to classify since the subjects have had some sort of plastic surgery procedures (e.g. see Michael Jackson).
VI. CONCLUSIONS
In this paper a new method for face verification across large age gaps is introduced along with a dataset containing variations of age in the wild. The proposed method exploits a deep convolutional neural network (DCNN) trained in a Siamese architecture ended with a contrastive loss function.
The network discriminative power is further improved including a feature injection layer, which injects externally computed features into the deepest layers of the DCNN. Experimental results on the Large Age-Gap (LAG) dataset show that the proposed approach is able to outperform the face verification methods in the state of the art considered.
As future work we plan to extend this research in different directions:
-Integration of the LAG dataset with the CAFE dataset [25] when it will be released, and further extension of the LAG dataset collecting more images for each identity. -Investigation of the use of different face alignment algorithms such as [39] ; -Comparison and integration with face aging models [18] ; -Addition of pre-processing steps such as illuminant compensation [40] -Use of pre-classifiers to make verification task easier, e.g. age/gender/race classifier, expression classifier, etc.
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