In this paper, we give a necessary and sufficient condition for an algebraic ODE to have an algebraic general solution. For a first order autonomous ODE, we give an optimal bound for the degree of its algebraic general solutions and a polynomial-time algorithm to compute an algebraic general solution if it exists. Here an algebraic ODE means that an ODE given by a differential polynomial.
INTRODUCTION
Finding the close form solution of an ODE can be traced back to the work of Liouville. For the algorithm consideration, the pioneer work is due to Risch. In [17, 18] , Risch described a method to find the elementary integral of udx where u is an elementary function. In Trager's Ph.D thesis [22] , he gave a method to compute the integral of algebraic functions based on Risch's ideas. In [1] , Bronstein generalized Trager's results to elementary functions. For higher order linear homogeneous ODEs, Kovacic presented an effective method to find the Liouvillian solutions for second order ODEs [14] . In [20] , Singer established a general framework for finding the Liouvillian solutions for general linear Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. homogeneous ODEs. Many other interesting results on finding the Liouvillian solutions of linear ODEs were reported in [2, 6, 23, 24] .
Most of these results are limited to the linear case or some special type nonlinear equations. Work on finding closed form solutions for nonlinear differential equations is not as systematic as that for linear equations. With respect to the particular ODEs of the form y = R(x, y) where R(x, y) is a rational function, Darboux and Poincaré made important contributions [16] . More recently, Cerveau, Carnicer and Corral et al also made important progresses [4, 3, 7] . In particular, Carnicer gave the degree bound of algebraic solutions in the nondicritical case. In [21] , Singer studied the Liouvillian first integrals of differential equations. In [12] , Hubert gave a method to compute a basis of the general solutions of first order ODEs and applied it to study the local behavior of the solutions. In [9, 10] , Feng and Gao gave a necessary and sufficient condition for an algebraic ODE to have a rational type general solution and a polynomial-time algorithm to compute a rational general solution if it exists.
In this paper, the idea proposed in [9] is generalized to compute algebraic function solutions. In Section 2, we give a sufficient and necessary condition for an algebraic ODE to have an algebraic general solution, by constructing a class of differential equations whose solutions are all algebraic functions. In Section 3, by treating the variable and its derivative as independent variables, a first order autonomous ODE defines a plane algebraic curve. Using the Riemann-Hurwitz formula, we give a degree bound of algebraic function solutions of the equation. This degree bound is optimal in the sense that there is a class of first order autonomous ODEs, whose algebraic function solutions reach this bound. In Section 4, based on the above results and the theory of Hermite-Padé approximants, we give a polynomial-time algorithm to find an algebraic general solution for a first order autonomous ODE.
A first order autonomous ODE F (y, dy dx ) = 0 can be reduced to the form G(y, dx dy ) = 0, where G is also a polynomial(see the section 3.2.1, (7)). Then to find the solution of F = 0, we may first find x = φ(y) as a function in y by computing the integral of an algebraic function, and then compute the inversion y = φ −1 (x). For an algebraic function φ(x) which satisfies G(x, φ(x)) = 0, let y = φ(x)dx be the integral of φ(x). Then we have G(x, dy dx ) = 0. By the same way, G(x, dy dx ) = 0 can be converted into a first order autonomous ODE F (x, dx dy ) = 0. Then to find the integral y of φ(x), we may first find x = ϕ(y) by computing a solution of F (x, dx dy ) = 0 and then compute the inversion. Hence, our algorithm is equivalent to a polynomial-time algorithm for finding an algebraic integral for an algebraic function.
ALGEBRAIC GENERAL SOLUTIONS OF ALGEBRAIC ODES

Definition of algebraic general solutions
In the following, let K = Q(x) be the differential field of rational functions in x with differential operator d dx and y an indeterminate over K. LetQ be the algebraic closure of the rational number field Q. We denote by yi the i-th derivative of y. We use K{y} to denote the ring of differential polynomials over the differential field K, which consists of the polynomials in the yi with coefficients in K. All differential polynomials in this paper are in K{y}. Let Σ be a system of differential polynomials in K{y}. A zero of Σ is an element in a universal extension field of K, which vanishes every differential polynomial in Σ [19] . In this paper, we also assume that the universal extension field of K contains an infinite number of arbitrary constants. We will use C to denote the constant field of the universal extension field of K.
Let P ∈ K{y} \ K. We denote by ord(P ) the highest derivative of y in P , called the order of P . Let o = ord(P ) > 0. We may write P as follows is called the separant of P . The k-th derivative of P is denoted by P (k) . Let S be the separant of P , o = ord(P ) and an integer k > 0. Then we have
where R k is of lower order than o + k. Let P be a differential polynomial of order o. A differential polynomial Q is said to be reduced with respect to P if ord(Q) < o or ord(Q) = o and deg(Q, yo) < deg(P, yo). For two differential polynomials P and Q, let R = prem(P, Q) be the differential pseudo-remainder of P with respect to Q. We have the following differential remainder formula for R [13, 19] 
where J is a product of certain powers of the initial and separant of Q and Bi, R are differential polynomials. Moreover, R is reduced with respect to Q. For a differential polynomial P of order o, we say that P is irreducible if P is irreducible when P is treated as a polynomial in K[y, y1, . . . , yo]. Let P ∈ K{y}\K be an irreducible differential polynomial and
where{P } is the perfect differential ideal generated by P [13, 19] . Ritt proved that [19] Lemma 2.1. ΣP is a prime differential ideal and a differential polynomial Q belongs to ΣP iff prem(Q, P ) = 0.
Let Σ be a non-trivial prime ideal in K{y}. A zero η of Σ is called a generic zero of Σ if for any differential polynomial P , P (η) = 0 implies that P ∈ Σ. It is well known that an ideal Σ is prime iff it has a generic zero [19] .
As a consequence of Lemma 2. 
where ai,j are in C and
For algebraic solutions of a differential equation F = 0, we have the following lemma.
Lemma 2.4. Let G(y) ∈ C(x)[y] and irreducible inC(x)[y] whereC is the algebraic closure of C. If one solution of
where S =
∂G ∂y
, I is the initial of G and k, l ∈ Z. Since every solution of G(y) = 0 is a generic zero, S or I do not vanish at it. Hence every solution of G(y) = 0 is a solution of F = 0.
A general solution of F = 0 is usually defined as a family of solutions with o independent parameters in a loose sense where o = ord(F ). The definition given by Ritt is more precise. Theorem 6 in Section 12, Chapter 2 in [13] tells us that Ritt's definition of general solutions is equivalent to the definition in the classical literature.
A criterion for existence of algebraic general solutions
For non-negative integers h, α, k, let A (h,α;k) (y) be the following (h + 1) × (α + 1) matrix:
where Z ≥0 means the set of non-negative integers. Let A (α 0 ;α) (y) be the (h + 1) × (h + 1) matrix
where
Lemma 2.5. An elementȳ in the universal extension of K is a solution of D (α 0 ;α) = 0 iff it satisfies the equation (3) with mj ≤ αj for j = 0, · · · , n.
Proof. Assume thatȳ satisfies the equation (3) with mj ≤ αj where j = 0, · · · , n. Then we have
where (x iȳj ) (α 0 +1) means the (α0 + 1)-th derivative of x iȳj with respect to x and if i > mj then ai,j = 0. Since ai,j are constants, ( [19] . Thenȳ satisfies the equation (3) with mj ≤ αj iff W ((x iȳj ) (α 0 +1) ) = 0. By the computation process,
is the diagonal matrix of Bj and
By the above Lemma, we can prove the following criteria theorem easily.
Proof. (⇒) Letŷ be an algebraic general solution of F = 0 which satisfies the equation (3) . Let α = (m1, m2, · · · , mn) and α0 = m0. Then from Lemmas 2.1, 2.2 and 2.5
Then all the zeros of ΣF must satisfy the equation (3). In particular, the generic zero of ΣF satisfies the equation (3) .
Given an algebraic differential equation F = 0, if we know the degree bound of the equation (3) with respect to x and y which perhaps defines an algebraic general solution of F = 0, then we can decide whether it has an algebraic general solution by computing prem(D (α 0 ,α) , F ) step by step. However for ODEs of order greater than one or with variate coefficients, we do not know this bound. Even for the case y = P (x,y) Q (x,y) where P (x, y), Q(x, y) ∈ Q[x, y], we have no effective method to get the bound [3, 16] . In the following, for the first order autonomous ODEs, we give a degree bound for algebraic function solutions.
DEGREE BOUND FOR FIRST ORDER AUTONOMOUS ODES
In the following, we will always assume that F = 0 is a first order autonomous ODE in Q{y} and irreducible inQ {y} and G(x, y) ∈Q[x, y] which is irreducible. We say
From now on, we always assume that G(x, y) is nontrivial. When we say that G(x, y) = 0 is an algebraic solution of F = 0, we mean that one of the algebraic functionsŷ(x) defined by G(x,ŷ(x)) = 0 is a solution of F = 0.
Structure for algebraic general solutions
It is a trivial fact that for an autonomous ODE, the solution set is invariant by a translation of the independent variable x. Moreover, we have the following fact. 
Degree bound of an algebraic solution
Assume that G(x, y) = 0 is an algebraic solution of the differential equation F = 0. In this subsection, we will give a bound for deg(G, x) and deg(G, y). First, we introduce some concepts concerning the algebraic function fields in one variable. [11] .
An irreducible algebraic curve G(x, y) = 0 where G(x, y) ∈ Q[x, y] corresponds to an algebraic function fieldQ(α, β) which is unique under an isomorphism where α, β satisfies G(α, β) = 0 and α or β is transcendental overQ. It is well known that two algebraic curves with isomorphic function fields have the same genus.
Parametrization of a curve
LetQ((t)) be the quotient field of the ring of formal power seriesQ [[t] ]. Let G(x, y) be a nontrivial irreducible polynomial inQ [x, y] . If x(t), y(t) ∈Q((t)) satisfy G(x(t), y(t)) = 0, we say that they are the coordinates of a parametrization provided x(t) or y(t) does not belong toQ. There exist x0, y0 ∈Q, nonzero integers q and p, and units
The center of the parametrization is the point P ∈ P 1 × P If p < 0 (resp. q < 0) we agree to take y0 = 0 (resp. x0 = 0). If there exists an integer k ≥ 2 such that x(t), y(t) ∈ Q((t k )), the parametrization will be called reducible, otherwise irreducible. Ift ∈Q [[t] ] with order with respect to t greater than zero, then x(t), y(t) is another parametrization with the same center. If the order oft is equal to one, the two parametrizations will be said to be equivalent. An equivalence class of irreducible parametrizations will be called a place B of the curve G = 0 with center the center of one of its parametrizations. Two equivalent parametrizations have the same integers q and p as defined above. Then given a place B, we define nonzero integers νx(B) and νy(B) as the integers q and p of any of its irreducible parametrizations.
Let g be the genus of G(x, y) = 0 and n = deg(G, y). By the Riemann-Hurwitz formula [15] we have that
where B runs over all places of the curve G = 0. Each place B with center (α, β) corresponds to exactly qB fractional power series y(x 1/q B ) which are the solutions of G(x, y(x)) = 0. Let α ∈Q ∪ {∞}. Hence, by the Puiseux theorem we have that
where the sum runs over all places B of the curve G = 0 with center (α, β).
Lemma 3.3. Let G(x, y) be a nontrivial irreducible polynomial ofQ[x, y]. Let (x(t), y(t)) be the coordinates of a parametrization G = 0. Then, for any nonzero constant c ∈ Q, (x(t) + c, y(t)) are not the coordinates of a parametrization of G = 0.
Proof. By Gauss's lemma, we know G(x, y) is irreducible inQ(y)[x]. Since y(t) / ∈Q,Q(y(t)) is isomorphic toQ(y) which implies that G(x, y(t)) ∈Q(y(t))[x] is irreducible too. Now assume that x(t) is a root of G(x + c, y(t)) = 0. Then we have G(x, y(t)) divides G(x + c, y(t)). It is clear that deg(G(x+c, y(t)), x) = deg(G(x, y(t)), x) and G(x, y(t)) and G(x + c, y(t)) have the same leader coefficients. Hence, G(x, y(t) = G(x + c, y(t)). Since c = 0, we have that deg(G(x, y), x) = deg(G(x, y(t)), x) = 0, in contradiction with the nontriviality of G(x, y).
Now we are ready to give the degree bound of the algebraic solution of F = 0. First, we could determine the degree deg(G, x) exactly from the degree of F . 
Proof. Assume that deg(G, x) = s and deg(F, y1) = d. Let us write
G(x, y) = A0(y) + A1(y)x + · · · + As(y)x
s , Since F is first order and autonomous, we can regard F = 0 as an algebraic curve and we will use F (y, y1) to denote F . 
For convenience, we consider a new differential equation
where x1 = and multiplying some power of x1, we havē
whereP ,Q ∈Q[x, y, x1] and k ∈ Z ≥0 . Suppose that β satisfies G(β, y) = 0. Replacing x by β and x1 by β in (8) where β = dβ dy , we have thatF (β , y) = 0. Hence G(x, y) = 0 is an algebraic solution ofF = 0.
, y(t)) is an irreducible parametrization ofF (x1, y) = 0.
where means the derivative with respect to t. Since x1(t) = dx dy (t), we havē
then we have that c0 = 0 and x(t) = c + j≥j 0 c j t kj kj , for some constant c. Hence we get a contradiction because
Proof. LetF be as in (7) . Let gG and gF be the genus of G(x, y) = 0 andF (x1, y) = 0 respectively. Let B be a place of G = 0 with center P = (α, β). Let (x(t), y(t)) be an irreducible parametrization of B. Let us denote bỹ B the place of the algebraic curveF (x1, y) = 0 given by the irreducible parametrization (x1(t), y(t)), where x1(t) = x (t)/y (t). LetP = (α,β) be the center ofB. It is obvious that νy(B) = νy(B) and β =β. If νx(B) = νy(B) then we have that νx 1 
(B) = νx(B) − νy(B). Hence, if νx(B) > νy(B), thenα = 0; if νx(B) < νy(B), thenα = ∞; if νx(B) = νy(B), thenα ∈Q.
The map that sends each place B of G = 0 to the placẽ B ofF = 0 is injective. Let B and B be two places of G = 0 such thatB = B . Let (x(t), y(t)) and (z(t), v(t)) be the parametrizations of B and B respectively. We may assume that y(t) = y0 + t p and v(t) = v0 + t p (see [26] , Chap. 4, Theorem 2.2). SinceB = B we have that p = p , y(t) = v(t) and x (t) = z (t). Hence z(t) = x(t)+c, for some constant c. By lemma 3.3 we have that c = 0, so B = B . By the Riemann-Hurwitz formula we have that
where B runs over all places of G = 0. We will split the right hand side of the above equation in four cases: We say that B ∈ ( For k = 1 and k = 4, we have that
For k = 2 and k = 3, we have that
If B ∈ (1) ∪ (2), then the center ofB is over x1 = 0. If B ∈ (3) ∪ (4) , then the center ofB is over x1 = ∞. Hence, using the formula (6), we have that
B∈ (1) , (2), (3), (4) 
By the Riemann-Hurwitz formula, we have that
We remark that in the inequalities (12, 13) we have used the fact that the map B →B between the places of G = 0 and places ofF = 0 is injective. By the inequalities ( (9)- (13)), we have that
Using the above inequalities, and the facts that deg(F , x1) = deg(F, y1), deg(F , y) = deg(F, y) and that gG = gF , gives the required inequality.
The following example shows that the degree bound given in Theorem 3.8 is optimal. 
A POLYNOMIAL-TIME ALGORITHM
The simple degree bounds given in the preceding section allow us to give a polynomial-time algorithm to compute algebraic function solutions of a first order autonomous ODE.
Algebraic approximant
Algebraic approximant is a special type of Hermite-Padé approximant. It uses an algebraic function to approximate a given function. 
where m = deg(G, x) and n = deg(G, y).
More generally, we will find G(x, y) such that
where N is a positive integer. We can get the coefficients of G(x, y) with respect to x and y by solving linear equations.
where I (m+1)×(m+1) is an m + 1 unit square matrix and
and ai are the coefficients of f (x). Then by the computation process, we can write (14) as the matrix form
Letȳ(x) = a0 + a1x + · · · be a formal power series. When we say ϕ(x) is the first N + 1 terms ofȳ(x), we mean that
The following lemma will be used in our algorithm. 
where deg(Qi(x), x) ≤ m and not all of them are zero. Then
where λ ∈Q does not equal to zero.
where deg(S, y) < n and deg(T, y) < n. If Q(x,ȳ(x)) = 0, then (18) is true. Assume that Q(x,ȳ(x)) = 0 and Res(G, Q, y) = 0. Then it is not difficult to know that deg(Res(G, Q, y), x) ≤ 2mn. However, substitutingȳ(x) to the left side of (19) , the left side will become a series with order greater than 2mn, a contradiction. Hence Res(G, Q, y) = 0 which implies (18) is true, because G(x, y) is irreducible.
An algorithm to compute algebraic solutions
First, we give an algorithm to compute the first N + 1 terms of a formal power series solution of F = 0 for a given positive integer N . Regarding F = 0 as an algebraic curve, find a point (z0, z1) on it such that the separant S(y, y1) of F (y, y1) does not vanish at (z0, z1). Then we can compute yi = zi step by step from (1). Thenȳ(x) = z0 +z1x+ y by ϕ(x) and y1 by ϕ (x) in F (y, y1) . 
while i ≤ N do (a) Replace
Return(ϕ(x)).
The correctness of the algorithm comes from the following facts. Letȳ(x) be a formal power series solution of F = 0. Then by (1) which equals to (i − 1)! times the coefficient of x i−1 in F (ϕ(x), ϕ (x)). Let T = tdeg(F ), the total degree of F . Theorem 9 given in [9] shows that the number of the points on F (y, y1) = 0 which make S(y, y1) or y1 vanish is at most T 2 . The complexity of Algorithm 4.3 is polynomial in terms of the number of multiplications in Q needed in the algorithm. In Step 1, we can find a point (z0, z1) as follows. We may replace y by the integers z0 = 0, ±1, · · · ± where T = tdeg(F ) and let L(y1) be a monic irreducible factor of F (z0, y1) ∈ Q[y1]. We may take z1 to be a root of L(y1) = 0. Since the number of the points which make S(y, y1) or y1 vanish is at most T 2 , there always exists an integer z0 ∈ {0, ±1, · · · ±
} such that the point (z0, z1) satisfies the assumption in Step 1. Hence the complexity of Step 1 is polynomial. Then all the procedures will be executed over the number field Q(z1). Let D = deg(L(y1)) ≤ T = tdeg(F ). Then any element of Q(z1) can be represented as a polynomial in z1 with degree ≤ T −1. Let β, γ ∈ Q(z1). Then there exist P (z), Q(z) ∈ Q[z] such that β = P (z1), γ = Q(z1) where deg(P ) ≤ T − 1, deg(Q) ≤ T − 1. To compute φ = β * γ, we need to compute R = prem(P Q, L). Therefore, a multiplication of two elements in Q(z1) needs O(T 2 ) multiplications of rational numbers. Since computing the inversion of β can also be done in O(T 2 ), the division of two elements in Q(z1) needs O(T 2 ) multiplications of rational numbers too. In Step 3, the computation of (a0 +a1x+· · ·+aN x N ) T needs at most O(N 2 T 4 ) multiplications in Q(z1), and hence at most O(T 2 · N 2 T 4 ) = O(N 2 T 6 ) multiplications in Q.
