. Having overcome the O(p 4) difficulty, we believe that it is beneficial to follow the GR strategy as by using large number of expansions we avoid the costly pairwise interactions.
The pairwise interactions determine the cost of the algorithm, and we try to minimize their number by using large numbers of expansions.
Note that a large number of pairwise interactions may lead to algorithms of say O(N 1"1) that would be inefficient for simulations involving hundreds of millions of particles (Bhatt et al., 1995) . The efficiency of the approach of using large numbers of terms in the expansions has been shown by our implementation of the method in two dimensions (Koumoutsakos 1996) . The objective of this report is to present a summary of the GR multipole expansion scheme with efficient O(p 2) multipole translations for general N-body problems. We discuss and compare the efficiency of computing the expansions based on the GR and the PI formulations.
We document also the implementation of a suitable tree data structure for vector computer architectures by extending our previous work on the two-dimensional algorithm to strategies for a three-dimensional algorithm.
Accomplishments
We present a summary of the multipole expansions technique as presented by Greengard and Rohklin (1987) and Anderson (1992) . We conduct some preliminary computations to assess the accuracy and efficiency of the two techniques and describe the fast multipole translation theory following Epton and Dembart (1995) . Finally we describe our tree data structure and its implementation so as to take advantage of vector computer architectures.
The Greengard-Rohklin formulation
In order to introduce the subject of multipole expansions, we consider a unit source at a point Q(£') ( Fig. 1) . This unit source induces a potential at point P(_?) given by:
where the spherical coordinates of _ and _ are given by (r, 0, ¢) and (p, a,/3) respectively.
The distance between the two points is denoted by R and the angle 
For # = p/r < 1, we use the generating formula for Legendre polynomials Pn so that the potential is expressed as: 
and
and 
for I_l > I:1 we obtain:
Am rn+l
FIGURE 2. Sketch for the translation of the multipole expansions.
and for the inner expansions we get that:
so now we may express the equation for the potential induced at point a? from a unit source at point _' as:
In order to further exhibit the formulation of these translation operators we consider the configuration shown in Fig. 2 . We wish to determine the potential induced by a collection of sources within a sphere centered at z_ and having radius R0 (denoted as s (_,Ro) to a collection of points/sources within a sphere s (z_,Ra) . This is achieved in the following steps:
(i)We compute a set of multipole expansion coefficients C_ (using Eq. 8) for the far-field representation of a set of sources distributed within s(z_, R0) Then the far field representation of the field induced by this cluster of particles at a location _" is given by:
We translate the Outer expansion about x_ to an Outer expansion about x_ ( child to parent ):
where
n--Om=-n (iv) We translate the Inner expansion about x_ to an Inner expansion about x_ ( parent to child ):
n=Om----n (v) Once the coefficients of the multipole expansions have been computed in the sphere s(x_, R3) we perform a local expansion using Eq. 10 to compute the potential at the individual points.
The above representations for the translation operations of spherical harmonics reveal that they require the evaluation of double summations that are essentially convolution operations over the coefficients of the expansions and can essentially be computed using 2-D FFT's.
The Polsson integral method
In order to approximate the potential due to a collection of particles Anderson (1992) proposed an alternative simplified technique. This technique is based on the observation that a harmonic function (9) external to a sphere of radius R may be described using its boundary values g(R_ on the surface of the sphere. So given a point £ and x_ a point on the unit sphere that points in the direction of _ then:
S_ n where S z denotes the surface of the unit sphere and P,, is the n-th order Legendre polynomial.
We use a quadrature formula to integrate the function on the surface of the sphere with K integration points _ and weights wi to obtain an approximation of the form: (v) By using Eq. 25 the potential on the particles inside the sphere s(x_, R3) is computed using the coefficients g(R3_).
The simplicity of the formulas implemented in this technique make it an attractive alternative to the multipole expansion method of GR. We consider below a comparison of the two methods in terms of their accuracy and computational cost.
_._ Computational cost
The computational cost, associated with the multipole expansions of the GR scheme, scales as O(p 2 N) for the multipoleparticle operations and as O(logNp 2) for the multipole translation operations using the convolution formulation discussed above. For the Poisson Integral formulation, assuming K integration points and M terms in the Poisson kernel, the cost scales as O(K x M x N) for the particlemultipole interactions and as O(K x K x M) for the multipole translation.
Both algorithms have error terms that scale as (R/r) TM where L corresponds to p terms in the multipole method and to M + 1 for the Poisson Integral scheme. The number of the required integration points (K) corresponding to 5th, 7th, 9th, and 14th order quadrature formulas require 12, 24, 32, and 72 points respectively or approximately K _ 2rn2/5 points for an m-th order integration formula. So in order to achieve the sazne accuracy with the PI method as with the multipole scheme we require that m _ M _ P. This then implies a computational cost of O(p 3 N) for the particle-multipole interactions while it implies a O(logNp 5) cost associated with the multipole translations.
Although such estimates depend on the particular implementation of the method, it is evident that for the same order of accuracy the multipole method with fast translation operations would lead to much faster computations, especially for large The center of expansions. In the present study the geometric center of the cells is used as it facilitates the addressing of the data structure.
The cluster size. In the present algorithms we follow a hybrid strategy as we keep at least Lmin particles per box until we reach a predetermined finest level of boxes.
The number Lmin may be chosen by the user depending on the particle population and configuration so as to achieve an optimal computational cost. Description of the Algorithms:
In both algorithms, described herein, we may distinguish three stages:
• Building the data structure (tree).
• Establishing the interaction lists (by non-recursively descending the tree).
• Pairwise interactions for all particles in the domain.
The building of the data structure is common for both algorithms, but they differ in the tree descent and the pairwise interactions. Care has been exercised at all stages to maximize vectorization. In our respective two-dimensional implementation, the building of the data structure consumes about 5 -7% of the time, the descent consumes another 5 -10% so that the largest amount is spent in computing the pairwise interactions.
The particle-box algorithm
Step 1. Building the data structure (tree)
Step la : For each of the cubes at each level that are not further subdivided,
we compute the p-terms of the multipole expansions. These expansions are used to describe the influence of the particles at locations that are well separated from their cluster.
Step The scheme distinguishes five categories of interacting elements of the tree with respect to a cell denoted by c.
• List 1" All childless boxes neighboring c.
• List 2" Children of colleagues (boxes of the same size) of c's parents that are well separated from c. All such boxes belong to the same level with c.
• List 3: Descendants (not only children) of c_s colleagues , whose parents are adjacent to c but are not adjacent to c themselves. All such boxes belong to finer levels.
• List 4: All boxes such that box c belongs to their List 3. All such boxes are childless and belong to coarser levels. Step 1: Building the data structure.
This procedure is the same as for the PB scheme. This fact enables us to compare directly the two algorithms and assess their efficiency.
Step 2: Construction of interaction lists.
To establish the interaction lists we proceed again level by level, starting at the coarsest level.
For each level we distinguish childless and parent boxes. In establishing lists 1 and 3 we need only loop over childless boxes whereas to establish lists 2 and 4 we loop over all cells that are active in a certain level.
Step 2a: Here we establish lists 1 and 3. We start at the level of the parents of box c and we proceed level by level examining again breadth first, until we reach the finest level of the structure (the particles). The elements of lists 1 are basically the particles and account for the particle-particle interactions.
Care is exercised so that this computation is symmetric, and we need to traverse the tree downwards only thus minimizing the search cost. The elements of List 3 are the boxes and are accountable for the particle-box interactions in this scheme.
Step 2b: Here we establish interaction lists 2 and 4 for all boxes in the hierarchy. Step
3: Computations of the interactions
In this scheme we consider three kinds of interactions: the box-box, particle-box, and particle-particle interactions. 
