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EXTENSION OF POSITIVE DEFINITE FUNCTIONS
PALLE E.T. JORGENSEN AND ROBERT NIEDZIALOMSKI
Abstract. Let Ω ⊂ Rn be an open, connected subset of Rn, and let
F : Ω−Ω→ C, where Ω−Ω = {x−y : x, y ∈ Ω}, be a continuous positive
definite function. We give necessary and sufficient conditions for F to
have an extension to a continuous positive definite function defined on
the entire Euclidean space Rn. The conditions are formulated in terms
of strong commutativity of a system of certain unbounded selfadjoint
operators defined on a Hilbert space associated to F . When a positive
definite function F is extendable, we show that it is characterized by
existence of associated unitary representations of Rn. Different positive
definite extensions correspond to different unitary representations. We
prove that each such unitary representation has simple spectrum. We
give necessary and sufficient conditions for a continuous positive defi-
nite function to have exactly one extension. Our proof regarding exten-
sions of positive definite functions carries over mutatis mutandis to the
case of conditionally negative definite functions, which has applications
to Gaussian stochastic processes, whose increments in mean-square are
stationary (e.g., fractional Brownian motion).
1. Introduction
We consider the extension problem for continuous positive definite func-
tions defined on an open subset of the Euclidean space Rn. By “extension”
we always mean an extension to a continuous and positive definite function
defined on the entire space Rn. We give necessary and sufficient conditions
for such a function to have an extension. The conditions (see Theorem 1.6)
are formulated in terms of strong commutativity of a certain system of self-
adjoint unbounded operators defined on a Hilbert space associated to our
positive definite function.
Let Ω ⊂ Rn be an open set and let F : Ω − Ω → C be a function, where
Ω − Ω = {x − y : x, y ∈ Ω}. We say that F is positive definite if for any
x1, . . . , xm ∈ Ω and any c1, . . . , cm ∈ C we have
(1)
m∑
j,k=1
F (xj − xk)cjck ≥ 0.
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In particular, if F is a positive definite function, then F (0) ≥ 0 and for any
z ∈ Ω− Ω
F (−z) = F (z) and |F (z)| ≤ F (0).
Remark 1.1. The assumption that Ω is an open set is not necessary for the
definition, and the definition works for any set Ω ⊂ Rn, or even, for example,
any subset of an abelian group.
Remark 1.2. If Ω ⊂ Rn is a symmetric (x ∈ Ω ⇒ −x ∈ Ω) and convex set,
then Ω−Ω = 2Ω = {2x : x ∈ Ω}.
Below, we relate two extension problems, which on the surface might
seem unrelated. One is the question of extending positive definite functions
defined initially only on a fixed open subset Ω of Rn; and the other is the
question of finding n commuting selfadjoint operators, which extend n Her-
mitian operators, which formally commute on a dense domain in a Hilbert
space. In the case when a given locally defined positive definite function is
extendable we show that it is characterized by existence of a certain system
of commuting selfadjoint extension operators; or, equivalently, existence of
associated unitary representations U of Rn; “unitary representation” in this
paper means a strongly continuous one. Different positive definite extensions
to Rn of the initial function correspond to different unitary representations.
Moreover (see corollary 7.8) we find the complete spectral transform for
each of the admissible U ; and in particular, we prove that each such unitary
representation U has simple spectrum.
In earlier investigations, the question of existence of commuting selfad-
joint extension operators has played a role in the study of duality questions
in harmonic analysis. For example, in [10], Fuglede showed that the fol-
lowing two questions for domains in Rn are directly related to existence of
commuting selfadjoint extension operators; and subsequently (see e.g., [12])
these two questions have received a great deal of attention. Both are exis-
tence problems. One question is geometric: tiling by translations, and the
other asks whether L2(Ω) has an orthogonal basis of Fourier frequencies.
We stress that different extension problems considered in (e.g, [10, 15, 17,
18, 32]) involving unbounded operators are quite different from our present
extension problems. Here, our starting point is a fixed partially defined pos-
itive definite function F . And our present considerations depend primarily
on a local analysis. Further, the formulation of our problem, and its solu-
tion, relies crucially on a specific reproducing kernel Hilbert space (RKHS)
consisting of continuous functions on a fixed subset in Rn. Specifically, we
start with a fixed and partially defined (in a proper subset in Rn) function
F , positive definite and continuous on the subset. From this function F we
built the associated RKHSHF , and we work exclusively in this Hilbert space
HF . Even our assumptions in the statement of our Theorem 1.6, are stated
for a system of operators in this RKHS HF . By contrast, the analysis in
[15, 17, 18] is global in nature; and quite different also in a number of other
respects. For other literature sources, we mention that our local analysis
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uses ideas from [1] by L. N. Argabright and J. Gil. de Lamadrid, [39] by
Schwartz, and from [26] by Nelson. For basic lemmas regarding RKHSs, we
refer to [4], and for unbounded operators, [38].
Returning to positive definite functions, the extension problem for n =
1 was considered first by Krein [21]. For n > 1, in the general setting
mentioned above, the question of existence of positive definite extensions
is subtle. For example, for n = 2, Rudin in [34, 35] identified cases when
no positive definite extensions exist. Other special cases, when extensions
are possible, were studied for example in [14, 15]. In these results, suitable
symmetry restrictions are imposed.
Positive definite functions constitute a big class of positive definite kernels.
To see this, let us recall that a function K : X × X → C, where X is any
set, is called a positive definite kernel if for any points x1, . . . , xm ∈ X and
any c1, . . . , cm ∈ C we have that
(2)
m∑
j,k=1
K(xj, xk)cjck ≥ 0.
Therefore, we could say that a function F : Ω − Ω → C, where Ω ⊂ Rn
is an open set, is positive definite if the kernel KF : Ω × Ω → C given by
K(x, y) = F (x − y) is positive definite. We refer the reader to [4] for an
introduction to positive definite kernels.
Since positive definite kernels are covariance functions of Gaussian sto-
chastic processes, results about extensions of positive definite functions have
implications for probability theory. Indeed, our present result is motivated,
in part, by recent developments in the study of Gaussian stochastic pro-
cesses, see e.g., [2, 3]. See also example 7.14 for the Ornstein-Uhlenbeck
process. By a classical result [30], see also [28, 29, 31], every positive defi-
nite kernel defined on S × S, where S a fixed set, is the covariance function
of a Gaussian process indexed by S. Therefore, if S is a subset of Rn, a
possibility of a positive definite extension to Rn will then yield a Gaussian
process indexed by Rn. And continuity of such an extension is a necessary
condition for existence of continuous sample paths for the Rn process. For
applications, see e.g., [7].
While there is a substantial literature on positive definite functions and
their role in applications, the problem of extensions is less studied. Here we
address this question in the case of extension from certain open subsets Ω
in Rn. For n = 1, an extension always exists provided that Ω is a bounded
interval; this was addressed first by Krein [21]; but if n > 1, it is known,
that extensions may fail to exist, see e.g., [35] and the discussion below.
The case of several variables is of interest in physics and in the theory of
boundary values ([11]). In these areas, the distinction between “local” (in
some open subset in Rn) vs “global” (all of Rn) concerns particles at infinity,
as well as the presence of commuting observables, if we adopt the axiom of
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quantum theory with observables represented by selfadjoint operators in
Hilbert space.
For background references on positive definite functions and their appli-
cations, see [5], [10], [25], [8], [6], [29], [28], [31]. In a special case, in [10], the
idea of connecting spectral theory with the study of commuting selfadjoint
extensions was suggested there.
1.1. Brief history of the extension problem. Krein ([21]) studies this
extension problem in the case when Ω is a bounded interval (−r, r), r > 0.
He proves that a positive definite extension always exists, but is not neces-
sarily unique. Later Devinatz ([9]) gives necessary conditions for existence of
extensions when the domain is a rectangle (−r1, r1)×(−r2, r2) ⊂ R
2. In [34]
Rudin extends the result of M. Krein and proves the following. Every radial
positive definite function defined on a ball B(0, r) = {x ∈ Rn : |x| < r}
extends to a radial positive definite function defined on the entire space Rn.
Nussbaum ([27]) gives a characterization (similar to the theorem of Bochner,
see section 3) of continuous positive definite functions obtaining the result
of Rudin as a corollary. Moreover, in [35] the author gives an example of
a bounded continuous positive definite function defined on the unit cube
In = {x = (x1, . . . , xn) ∈ R
n : |xi| < 1, i = 1, . . . , n} that cannot be ex-
tended. Therefore, in order to be guaranteed existence of an extension, we
have to impose some symmetry conditions on the function, or on the domain
of the function.
Remark 1.3. The problem of extending positive definite functions doesn’t
have to be limited to the case of a subset of Euclidean space. The notion
of a positive definite function can be introduced, for example, for groups
and semi-groups, and the extension problem can be considered there. One
article in this direction that we would like to mention, that we borrowed
some ideas from, is [16], where the author studies positive definite functions
defined on a Lie group. Moreover, the range of a positive definite function
doesn’t have to be the set of complex numbers. For example matrix-valued
or operator-valued positive definite function have been studied.
1.2. Statement of the problem. We have the following well-known char-
acterization of continuous positive definite functions (see [40] and reference
therein). Let Ω ⊂ Rn be an open set.
Theorem 1.4. Let F : Ω − Ω → C be a continuous function. Then F is
positive definite if and only if for any ϕ ∈ C0(Ω) (see remark below) the
following holds ∫
Ω
∫
Ω
F (y − x)ϕ(x)ϕ(y)dxdy ≥ 0.
Remark 1.5. The theorem holds true if we replace the class C0(Ω) of con-
tinuous functions with compact support with the class C∞0 (Ω) of smooth
functions with compact support.
EXTENSION OF POSITIVE DEFINITE FUNCTIONS 5
For ϕ ∈ C∞0 (Ω) we define a function Fϕ : Ω→ C by
Fϕ(x) =
∫
Ω
F (x− y)ϕ(y)dy
and for ϕ,ψ ∈ C∞0 (Ω) we put
(3) 〈Fϕ, Fψ〉 =
∫
Ω
∫
Ω
F (y − x)ϕ(x)ψ(y)dxdy.
We define
(4) WF = {Fϕ : ϕ ∈ C
∞
0 (Ω)}.
ThenWF is a complex vector space and 〈·, ·〉 is a well-defined complex inner-
product on WF . We complete the inner-product space (WF , 〈·, ·〉) to get a
complex Hilbert spaceHF . For j = 1, . . . , n we consider well-defined densely
defined operators SFj : WF ⊂ HF →WF ⊂ HF , with common domain WF ,
given by
(5) SFj (Fϕ) = −iF ∂ϕ
∂xj
.
The main theorem we prove is the following.
Theorem 1.6. Let F : Ω−Ω→ C be a continuous positive definite function,
where Ω is an open and connected subset of Rn. Then there exists an ex-
tension of F to a continuous positive definite function defined on the entire
Euclidean space Rn if and only if there exist selfadjoint strongly commuting
extension of the system of operators {SFj }
n
j=1 in HF .
Some preparatory investigations start in section 2, and the proof is given
in section 6.
Remark 1.7. Strong commutativity means that the associated projection-
valued measures commute (see section 4).
Our proof regarding extensions of positive definite functions (Theorem
1.6) carries over mutatis mutandis to the case of conditionally negative def-
inite functions; see section 7.6. To limit the amount of technical detail in
the paper, we have chosen to write out details in full here only for the sim-
pler case of positive definite functions. But the applications to Gaussian
processes for the case of conditionally negative definite functions are of far
wider reach. In section 7.6, we note how this fact is of use in applications to
harmonic analysis of Gaussian stochastic processes. While stationary Gauss-
ian processes are naturally associated to positive definite functions, there is
a much larger family of Gaussian processes whose analysis entails condi-
tionally negative definite functions. This is the class of Gaussian processes
whose increments in mean-square are stationary. For example, fractional
Brownian motion is not stationary, but is an example of a process, whose
increments in mean-square are stationary; see references [2] and [3] for de-
tails.
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1.3. Structure of extensions. Let Ω be a non-empty open and connected
subset in Rn. Starting with a positive definite and continuous function
F on Ω − Ω, we introduce the compact convex set KF of finite positive
Borel measures µ on Rn as follows: a measure µ is in KF if the Fourier
transform of µ is an extension of F (note that KF may be empty). Using
a theorem of Nelson, we give necessary and sufficient conditions for KF to
be a singleton (theorem 7.12 and corollary 7.13). As a consequence, we get
an explicit condition which characterizes the local starting point (Ω, F ) for
which we have existence and uniqueness for extension of F to a positive
definite continuous function on Rn. In particular, if KF contains an element
µ having its support compact in Rn, then KF must be a singleton, i.e.,
KF = {µ}.
1.4. Organization of the paper. In section 2 we study the Hilbert space
HF (see also [24] where authors consider similar idea). We prove that the
form 〈·, ·〉 defined in (3) is a complex inner-product on the spaceWF and we
show existence of special elements γa ∈ HF , a ∈ Ω, that behave like Dirac
delta functions (see (12) and (13)).
We follow with sections, where some well-known results needed for the
proof of theorem 1.6 are recalled. We state the classical theorem of Bochner,
which says that any positive definite function is the Fourier transform of a
finite positive Borel measure (section 3), and we gather some facts about
orthogonal projection-valued measures (section 4).
In section 5 we show that each operator SFj in (5) is well-defined, Her-
mitian, and that its deficiency indices are equal. In particular, it admits
selfadjoint extensions, call one such Aj . We study the strongly continuous
one-parameter group Uj(t) of unitary transformations associated to Aj. We
show that Uj acts by translations.
We follow with section 6, where the proof of our main result, which is
theorem 1.6, is provided.
The remaining sections cover the following topics: (1) We give an example
(example 7.1) showing that the assumption of connectedness in the theorem
1.6 cannot be dropped. (2) We study the set of all possible extensions of a
given fixed continuous positive definite function. We prove that a positive
definite function defined on an open and connected subset of the real line
always admits an extension (proven originally by Krein in [21]). We give a
necessary and sufficient condition for uniqueness of an extension. We also
provide an example of a locally defined continuous positive definite function
together with two different extensions, which are quiet different from the
point of view of Bochner’s theorem. (3) We show that the Hilbert space
HF and the reproducing kernel Hilbert space associated to F are unitarily
isomorphic via explicit transforms. (4) We prove that if a positive definite
function F is extendable, then it is characterized by existence of associated
unitary representations of Rn. (5) We briefly talk about the connection of
the extension problem with the Fuglede conjecture. (6) We state the relation
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of the extension problem for positive definite functions with the extension
problem for stationary Gaussian stochastic processes. (7) We outline the ex-
tension of our main result (theorem 1.6) to the class of conditionally negative
definite functions, which has applications to harmonic analysis of Gaussian
stochastic processes, whose increments in mean-square are stationary.
We finish with a summary, where we highlight some main interconnections
between theorems in the main body of our paper. We show that a compar-
ison of two distinct extensions may be cast in the language of a scattering
operator in the sense of Lax-Phillips ([22]).
2. The Hilbert space HF
Let Ω ⊂ Rn be an open set and let F : Ω−Ω→ C be a continuous positive
definite function. We study families of operators in the Hilbert space HF
associated to F , see also section 7.2. Denote by F e the extension of F to
Rn by putting F e = 0 in the complement of Ω−Ω.
Remark 2.1. The reader may wonder if F e is a positive definite function. In
general, it is not. Indeed, the following fact holds true.
Theorem 2.2. If F e is a positive definite function, then F e is continuous.
The theorem follows from the fact that if a globally defined positive defi-
nite function is continuous at 0, then it is continuous everywhere (see [5] for
details) and from the fact that Ω − Ω is an open neighborhood of 0. Since
F e is not continuous, in general, it follows that it is not positive definite.
See also example 7.1.
Then Fϕ, where ϕ ∈ C
∞
0 (Ω), is the convolution of F
e with ϕ, i.e., for
x ∈ Ω
(6) Fϕ(x) = F
e ⋆ ϕ(x) =
∫
Rn
F e(x− y)ϕ(y)dy.
We note that for any ϕ ∈ C∞0 (Ω) the function F
e ⋆ ϕ is smooth and it has
compact support when Ω is a bounded set. Using the fact that F (x− y) =
F (y − x) for any x, y ∈ Ω, we obtain for ϕ,ψ ∈ C∞0 (Ω)∫
Rn
Fϕ(x)ψ(x)dx =
∫
Rn
F e ⋆ ϕ(y)ψ(y)dx
=
∫
Rn
∫
Rn
F e(x− y)ϕ(y)ψ(x)dxdy
=
∫
Rn
∫
Rn
F e(y − x)ϕ(y)ψ(x)dxdy
=
∫
Rn
F e ⋆ ψ(y)ϕ(y)dy
=
∫
Rn
ϕ(y)Fψ(y)dy.
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We define forms R : WF ×WF → C and ρ : C
∞
0 (Ω)×C
∞
0 (Ω)→ C as follows.
For ϕ,ψ ∈ C∞0 (Ω), we put
R(Fϕ, Fψ) =
∫
Rn
Fϕ(x)ψ(x)dx =
∫
Rn
ϕ(y)Fψ(y)dy.(7)
ρ(ϕ,ψ) =
∫
Rn
Fϕ(x)ψ(x)dx.(8)
We are ready to prove that the form 〈·, ·〉 : WF ×WF → C given by (3) is
well-defined complex inner product. We divide the proof into several steps.
Lemma 2.3. The form 〈·, ·〉 : WF×WF → C given by (3) is well-defined. In
other words, the quantity R(Fϕ, Fψ) defined by (7), or equivalently ρ(ϕ,ψ)
defined by (8), is independent of choices of ϕ and ψ (see (9) and (10)).
Proof. Take four functions α, β, ϕ, ψ ∈ C∞0 (Ω) and suppose that Fα = Fϕ
and Fβ = Fψ. We want to show that
(9) R(Fϕ, Fψ) = R(Fα, Fβ),
or equivalently that
(10) ρ(ϕ,ψ) = ρ(α, β).
This will follow by (7). Indeed,
R(Fϕ, Fψ) =
∫
Rn
Fϕ(x)ψ(x)dx
=
∫
Rn
Fα(x)ψ(x)dx
=
∫
Rn
α(y)Fψ(y)dy
=
∫
Rn
α(y)Fβ(y)dy = R(Fα, Fβ).
This finishes the proof. 
Lemma 2.4. The form 〈·, ·〉 is a complex inner-product on the space WF .
Proof. We need to show that 〈·, ·〉 is positive definite in the strict sense, i.e.,
〈Fϕ, Fϕ〉 = 0⇒ Fϕ = 0.
Let Fϕ ∈ WF be such that 〈Fϕ, Fϕ〉 = 0. We take λ ∈ C and Fψ ∈ WF , and
we consider the quantity
〈Fϕ + λFψ, Fϕ + λFψ〉,
which we know is non-negative by (1.4). Now we proceed as in the proof of
the Cauchy-Schwarz inequality to get that
〈Fϕ, Fψ〉 = 0.
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Indeed, we compute
0 ≤ 〈Fϕ + λFψ , Fϕ + λFψ〉
= 2Re(λ〈Fϕ, Fψ〉) + |λ|
2〈Fψ, Fψ〉.
Taking Θ ∈ [0, 2π) such that e−iΘ〈Fϕ, Fψ〉 ≥ 0 and putting λ = te
iΘ for
t ∈ R we get that
0 ≤ 2t|〈Fϕ, Fψ〉|+ t
2〈Fψ, Fψ〉.
Therefore, since t ∈ R is arbitrary, we conclude that 〈Fϕ, Fψ〉 = 0. The fact
that Fϕ = 0 follows from the lemma below, which is a simple consequence
of the continuity of F . 
We denote by (φǫ) a smoothing kernel, i.e, we take a smooth non-negative
function φ with support contained in the unit ball B1(0) = {x ∈ R
n : |x| < 1}
satisfying
∫
φ = 1, and we define φǫ(x) = 1/ǫ
nφ(x/ǫ) for x ∈ Rn. Moreover,
for any a ∈ Rn we put φa,ǫ(x) = φǫ(x− a), where x ∈ R
n.
Lemma 2.5. Put Fa,ǫ = Fφa,ǫ. For any a ∈ Ω, we have
(11) 〈Fϕ, Fa,ǫ〉 −−→
ǫ→0
Fϕ(a).
The Hilbert space HF , as the completion of the space (WF , 〈·, ·〉), consists
of equivalence classes of Cauchy sequences of elements from WF , where the
equivalence relation is given by
(Fϕn) ∼ (Fψn)⇔ ‖Fϕn − Fψn‖ → 0,
where (Fϕn) and (Fψn) are Cauchy sequences . The inner product in HF is
given by
〈[(Fϕn)]∼, [(Fψn)]∼〉 = limn→∞
〈Fϕn , Fψn〉.
Moreover, the space WF is a dense subset of HF under the identification of
an element Fϕ ∈ WF with the constant Cauchy sequence (Fϕ). Again, by
continuity of F , we obtain.
Lemma 2.6. For any a ∈ Ω, the sequence (Fa,1/n) is Cauchy in WF . We
denote γa = [(Fa,1/n)]∼ ∈ HF .
Combining lemma 2.5 and lemma 2.6 we get that, for any Fϕ ∈ WF and
any a ∈ Ω,
(12) Fϕ(a) = 〈Fϕ, γa〉.
Therefore the span {γa : a ∈ Ω} is a dense subspace of HF . We also get the
following identity
(13) 〈γb, γa〉 = F (a− b),
where a, b ∈ Ω. See section 7.2, where we talk about the reproducing kernel
Hilbert space associated to a given positive definite function.
Starting with a partially defined continuous positive definite function F
on a subset Ω − Ω of Rn, as in Theorem 1.4, we then arrive at the repro-
ducing kernel Hilbert space HF . Now, this Hilbert space HF is defined as a
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completion, and so by its very nature, it is rather abstract; see our Lemmas
4–7 above. Nonetheless, HF has a concrete realization as well. It is possible
to describe the RKHS HF as a Hilbert space of a definite class of continuous
functions on Ω. For the details of this, see section 7.2 (in particular, Remark
11 and Lemma 19) where we will need this alternative realization of HF .
3. Positive definite functions on Rn
We start with the following definitions.
Definition 3.1. (i) A positive definite kernel K on Rn × Rn, see (2),
is said to be stationary if there is a function F : Rn → C such that
(14) F (x− y) = K(x, y), x, y ∈ Rn.
In other words, a positive definite kernel is stationary if it is given
by a positive definite function.
(ii) A positive definite kernel K on Rn × Rn is said to be stationary-
increment if there is a function G : Rn → C such that
(15) G(x− y) = K(x, x) +K(y, y)− 2ReK(x, y), x, y ∈ Rn.
In this case, we say that G is a conditionally negative definite func-
tion defined on Rn. See section 7.6 for additional details.
(iii) Following [20], we say that a positive definite function F : R→ R is
reflection positive if the kernel
Kref(x, y) = F (x+ y), x, y ∈ [0,∞),
is positive definite.
The function F (x) = e−|x|, x ∈ R, in example 7.14 is reflection positive;
it is the covariance function for the Ornstein-Uhlenbeck process ([20]).
Remark 3.2. Note that if a positive definite kernel K on Rn × Rn is given,
then the condition in (i) is more restrictive than the condition in (ii). In
other words, every stationary kernel is also stationary-increment.
Our main theorem (theorem 1.6) takes on an added significance in view of
the theorem of Bochner, characterizing the Fourier transform of finite Borel
measures. Specifically, let M(Rn) denote the set of all finite positive Borel
measures on Rn. For a measure µ ∈M(Rn) we define its Fourier transform
µ̂ : Rn → C to be the function
µ̂(t) =
∫
Rn
eit·xdµ(x),
where t · x denotes the standard inner product on Rn of x and t. The
following holds.
Theorem 3.3. (Bochner) Let F : Rn → C be a continuous function. Then
F is positive definite if and only if there exists a positive finite Borel measure
µ ∈M(Rn) such that F = µˆ.
For a proof of we refer the reader to [19].
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Remark 3.4. The case of positive definite tempered distributions can be
viewed as a generalization of the theorem of Bochner (see [2]). Let T ∈ S′
be a tempered distribution. We say that T is positive definite if there exists
a positive Borel measure ν on Rn satisfying∫
Rn
dν(x)
(1 + |x|2)p
<∞
for some p ∈ N, such that for any test function ϕ ∈ S
T (ϕ) =
∫
Rn
ϕ̂(x)dν(x),
where S denotes the Schwartz space of rapidly decreasing functions.
4. Projection-valued measures
Let (X,B) be a measurable space. Let H be a Hilbert space, and let
Proj(H) be the set of orthogonal projections P on H, i.e., P = P 2 = P ⋆.
A mapping E : B → Proj(H) is said to be an orthogonal projection-valued
measure, often called a spectral measure, if for any f ∈ H, the function
µf : B → [0,∞) given by
µf (∆) = ‖E(∆)f‖
2 = 〈E(∆)f, f〉 = 〈f,E(∆)f〉,
where E(∆) = E(∆)2 = E(∆)⋆, is a finite positive measure with
µf (X) =
∫
X
dµf = ‖f‖
2.
Lemma 4.1. Let H be a Hilbert space, let n > 1, and let {Aj}
n
j=1 be a system
of selfadjoint operators (generally unbounded), each with dense domain in
H, and let Ej be the orthogonal projection-valued measure associated to Aj .
The measure Ej is defined on the σ-algebra of Borel sets of the real line, and
it recovers the operator Aj via the formula
Aj =
∫
R
x dEj(x).
We have that the following conditions are equivalent :
(1) The orthogonal projection-valued measures E1, . . . , En commute, i.e.,
Ei(∆1)Ej(∆2) = Ej(∆2)Ei(∆1)
for any Borel sets ∆1,∆2 and any i, j = 1, . . . , n.
(2) For any z1, . . . , zn ∈ C \ R the system of bounded operators {(zjI −
Aj)
−1}nj=1 commutes.
(3) For t = (t1, . . . , tn) ∈ R
n, put
U(t) = eit1A1eit2A2 · . . . · eitnAn
=
n∏
j=1
∫
R
eitjxjdEj(xj).
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Then {U(t)}t∈Rn is a strongly continuous unitary representation of
the group (Rn,+) on H.
(4) There is an orthogonal projection-valued measure E defined on the
Borel σ-algebra Bn = BRn such that for all sets ∆ ∈ B1
Ej(∆) = E(R× . . .×∆× . . .× R), (∆ in the j-th place).
If any of the above equivalent conditions is satisfied, then we say
that the system {Aj}
n
j=1 of selfadjoint operators strongly commutes,
or that the operators A1, . . . , An strongly commute.
Proof. See [15],[14],[18], [38]. 
5. The operators SFj
For many instances in mathematical physics (see e.g., [10], [11], [14], [25]),
one considers systems of commuting Hermitian operators defined on a com-
mon dense domain in a fixed Hilbert space. The following problem is an
important part of the theory of unbounded linear operators: If each Her-
mitian operator in the system has selfadjoint extensions, it is natural to ask
if, among the individual selefadjoint extensions, we may find a commutative
system. It turns out that commuting selfadjoint extensions may not always
exist. Our problem about extendability of a fixed locally defined positive
definite function (F,Ω) turns out to be closely connected to existence of
commuting selfadjoint extensions for a particular system of commuting Her-
mitian operators associated with F. The resolution of the question is an
important step in our proof of Theorem 1.6, and we now turn to the details
of this.
Lemma 5.1. Let F : Ω − Ω → C be a continuous and positive definite
function, where Ω ⊂ Rn is an open set.
(i) For any ϕ,ψ ∈ C∞0 (Ω) the following hold true
(16) 〈F ∂ϕ
∂xj
, Fψ〉+ 〈Fϕ, F ∂ψ
∂xj
〉 = 0,
where the inner-product is given by (3).
(ii) The operators SFj : WF → WF , j = 1, . . . , n, from (5) are well-
defined.
(iii) The commuting operators SFj : WF → WF , j = 1, . . . , n, from (5)
are Hermitian, i.e., for any Fϕ, Fψ ∈ WF we have the following
(17) 〈SFj (Fϕ), Fψ〉 = 〈Fϕ, S
F
j (Fψ)〉.
In particular, SFj ⊂ (S
F
j )
⋆.
(iv) Each operator SFj : WF → WF , j = 1, . . . , n, has equal deficiency
indices.
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Proof. (i) We compute using the integration by parts formula
〈F ∂ϕ
∂xj
, Fψ〉 =
∫
Rn
(
F e ⋆
∂ϕ
∂xj
(x)
)
ψ(x)dx
=
∫
Rn
∂ϕ
∂xj
(F e ⋆ ϕ(x))ψ(x)dx
= −
∫
Rn
(F e ⋆ ϕ(x))
∂ψ
∂xj
(x)dx
= −〈Fϕ, F ∂ψ
∂xj
〉.
Hence (i) follows.
(ii) To prove that the operators SFj : WF →WF are well-defined we need
to show that Fϕ = 0 in HF implies F∂ϕ/∂xj = 0 in HF . This follows from
(16). Indeed, let Fϕ = 0. Then
‖F∂ϕ/∂xj‖
2
HF = 〈F∂ϕ/∂xj , F∂ϕ/∂xj 〉 = −〈Fϕ, F∂2ϕ/∂x2j
〉 = 0.
(iii) Follows form (16).
(iv) Follows from the fact that each operator SFj : WF → WF , j =
1, . . . , n, commutes with a conjugation, see [14], [38].

Fix j = 1, . . . , n. Let Aj : Dj = dom(Aj) ⊂ HF → HF be a selfadjoint
extension of the operator SFj : WF ⊂ HF → WF ⊂ HF . Let Ej be the
orthogonal projection-valued measure associated to Aj, and let Uj be the
strongly continuous one-parameter group of unitary operators defined by
Aj, i.e.,
Uj(t) = e
itAj =
∫
R
eitxdEj(x)
for any t ∈ R. Then Aj is uniquely determined by Uj, and for f ∈ Dj and
t ∈ R we have that Uj(t)f ∈ Dj . Moreover,
Dj = {f ∈ HF :
d
dt
|t=0Uj(t)f = lim
t→0
Uj(t)f − f
t
exists},
and for f ∈ Dj and s ∈ R, we have
(18)
Ajf = −i
d
dt
|t=0Uj(t)f and
d
dt
|t=sUj(t)f = iUj(s)Ajf = iAjUj(s)f.
If the operators Aj strongly commute, then the product projection-valued
measure E = E1 × . . . × En on R
n exists, and the corresponding strongly
continuous n-parameter group of unitary transformations on HF is given by
U(t) = ei
∑n
j=1 tjAj =
n∏
j=1
∫
R
eitjxjdEj(xj) =
∫
Rn
eit·xdE(x),
where t = (t1, . . . , tn) ∈ R
n. We will need the following. We denote by
(e1, . . . , en) the standard basis of R
n.
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Lemma 5.2. Let a, b ∈ R with a < b be such that [aej , bej ] = {a(1− t)ej +
btej : 0 ≤ t ≤ 1} ⊂ Ω. Then
(19) Uj(b− a)γaej = γbej .
Proof. Let a, b ∈ R be such that [aej , bej ] ⊂ Ω, let Fϕ ∈ WF , and let (φǫ) be
a smoothing kernel. For each ǫ > 0 we consider a function gǫ : [0, b−a]→ C
given by
g(t) = 〈Fϕ, Uj(b− a− t)F(a+t)ej ,ǫ〉.
Then g is a differentiable function with g′(s), s ∈ (0, a), equal to
(20) 〈Fϕ,
(
d
dt
|t=sUj(b− a− t)
)
F(a+s)ej ,ǫ + Uj(b− a− s)
d
dt
|t=sF(a+t)ej ,ǫ〉.
Indeed, we just need to show that the derivative
d
dt
|t=s〈Fϕ, F(a+t)ej ,ǫ〉
exists. We will show the following
(21)
d
dt
|t=s〈Fϕ, F(a+t)ej ,ǫ〉 = 〈Fϕ,
∂
∂xj
F(a+s)ej ,ǫ〉.
We compute
d
dt
|t=s〈Fϕ, F(a+t)ej ,ǫ〉
= lim
t→s
1
t− s
∫
Ω
∫
Ω
F (y − x)ϕ(x)(φ(a+t)ej ,ǫ(y)− φ(a+s)ej ,ǫ(y))dxdy.
Since for any y ∈ Ω we have that
lim
t→s
1
t− s
(φ(a+t)ej ,ǫ(y)− φ(a+s)ej ,ǫ(y)) =
∂φ(a+s)ej ,ǫ
∂xj
(y),
with the help of the dominated convergence theorem, we deduce that
d
dt
|t=s〈Fϕ, F(a+t)ej ,ǫ〉 =
∫
Ω
∫
Ω
F (y − x)ϕ(x)
∂φ(a+s)ej ,ǫ
∂xj
(y)dxdy
= 〈Fϕ, F∂φ(a+s)ej ,ǫ/∂xj
〉.
To get (21) we notice that
F∂φ(a+s)ej,ǫ/∂xj
= F e ⋆
∂φ(a+s)ej ,ǫ
∂xj
=
∂
∂xj
F(a+s)ej ,ǫ.
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It follows by (18), (20), and (21) that g′(s) = 0 for any s ∈ (0, a). Indeed,
we have
g′(s)
= 〈Fϕ,
(
d
dt
|t=sUj(b− a− t)
)
F(a+s)ej ,ǫ + Uj(b− a− s)
d
dt
|t=sF(a+t)ej ,ǫ〉
= 〈Fϕ, Uj(b− a− s)
(
−
∂
∂xj
F(a+t)ej ,ǫ +
d
dt
|t=sF(a+t)ej ,ǫ
)
〉
= 0.
Therefore
〈Fϕ, Fbej ,ǫ − Uj(b− a)Fǫ〉 = g(b− a)− g(0)
= 0.
Thus
〈Fϕ, Fbej ,ǫ − Uj(b− a)Fǫ〉 = 0,
and hence
(22) Fbej ,ǫ = Uj(b− a)Faej ,ǫ.
We take the limit in (22) when ǫ→ 0 to obtain (19). 
Let, for each j = 1, . . . , n, an operator Aj : Dj = dom(Aj) ⊂ HF → HF ,
with WF ⊂ Dj , be a selfadjoint extension of the operator S
F
j : WF ⊂
HF → WF ⊂ HF , let Ej be the spectral measure associated to Aj , and
let {Uj(t)}t∈R be the strongly continuous one-parameter unitary group of
operators defined by Aj . Suppose that operators A1, . . . , An strongly com-
mute. This implies that for any j, k = 1, . . . , n and any s, t ∈ R the unitary
operators Uj(s) and Uk(t) commute, i.e.,
Uj(s)Uk(t) = Uk(t)Uj(s).
For each t = (t1, . . . , tn) ∈ R
n, we define a unitary operator U(t) by
U(t) = U1(t1) · . . . · Un(tn).
Then for any c1, c2 ∈ R
n we have that
U(c1 + c2) = U(c1)U(c2) = U(c2)U(c1).
The following fact holds true.
Corollary 5.3. Let a, b ∈ Ω with Ω connected. Then
(23) U(a− b)γb = γa.
Proof. Let c1, . . . , cm ∈ Ω be such that vectors a − c1, c2 − c1, . . . , cm −
cm−1, b − cm ∈ R
n are parallel to the coordinate axes and such that the
intervals
[a, c1], [c1, c2], . . . , [cm−1, cm], [cm, b]
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are contained in Ω. Then, by the previous lemma,
U(a− b)γb = U(a− c1)U(c1 − c2) . . . U(cm − b)γb = γa.

6. Proof of the Main Theorem
Beginning with a fixed locally defined positive definite function as in the-
orem 1.6, we consider possible positive definite extensions. Let G : Rn → C
be a continuous positive definite function (if an extension exists). Then
by the theorem of Bochner there exists a finite Borel measure µ such that
G = µˆ. For Gϕ, Gψ ∈ WG, where ϕ,ψ ∈ C
∞
0 (R
n), we have
〈Gϕ, Gψ〉 =
∫
Rn
∫
Rn
G(y − x)ϕ(x)ψ(y)dxdy
=
∫
Rn
(∫
Rn
e−i〈t,x〉ϕ(x)dx
)(∫
Rn
e−i〈t,y〉ψ(y)dy
)
dµ(t).
We denote for ϕ ∈ C∞0 (R
n)
ϕ̂(t) =
∫
Rn
e−i〈t,x〉ϕ(x)dx, t ∈ Rn.
Then
(24) 〈Gϕ, Gψ〉 =
∫
Rn
ϕ̂(t)ψ̂(t)dµ(t).
We have proven the following.
Lemma 6.1. The linear mapping
(25) WG ∋ Gϕ 7→ ϕ̂ ∈ L
2(dµ)
is an isometry. Therefore it can be extended by closure to a linear isometry
W : HG → L
2(dµ).
The following lemma will be applied to positive definite functions defined
on Rn arising as extensions of positive definite functions defined on Ω− Ω.
Lemma 6.2. The linear mapping W : HG → L
2(dµ) form lemma 6.1 is
onto.
Proof. The range R(W ) of the mapping W is a closed subspace of L2(dµ),
since W is an isometry, by lemma 6.1. We will show that R(W ) is a dense
subspace of L2(dµ), which will finish the proof. Let f ∈ L2(dµ) and suppose
that for any ϕ ∈ C∞0 (R
n)
(26)
∫
Rn
fϕ̂dµ = 0.
We define a tempered distribution Tf ∈ S
′ by
(27) Tf (ϕ) =
∫
Rn
fϕdµ,
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where ϕ ∈ S (a verification that Tf is indeed a tempered distribution is
left to the reader; we recommend [37] for a nice treatment of distribution
theory). Then (26) says that the Fourier transform T̂f of our distribution
Tf is the zero distribution. Therefore Tf = 0. Hence
∫
Rn
fϕdµ = 0 for any
ϕ ∈ C∞0 (R
n). Since C∞0 (R
n) is a dense subspace of L2(dµ), f = 0 as an
element of the space L2(dµ). Thus the range R(W ) ofW is a dense subspace
of L2(dµ). 
Remark 6.3. The tempered distribution Tf in (27) is usually denoted by
fdµ.
Corollary 6.4. (See also paragraph 7.2) Let G : Rn → C be a continuous
and positive definite function, and let µ be a finite positive Borel measure on
Rn such that G = µ̂. Then the Hilbert spaces HG and L
2(dµ) are canonically
unitarily isomorphic with the isomorphism given by the mapping W : HG →
L2(dµ) defined by (25).
Proof of theorem 1.6. (⇐) Let F : Ω− Ω→ C be a continuous and positive
definite function. We will construct a continuous positive definite func-
tion G : Rn → C that extends F . By assumption there exist selfadjoint
strongly commuting operators Aj : Dj ⊂ HF → HF that extend operators
SFj : WF ⊂ HF → WF ⊂ HF , where j = 1, . . . , n. Let Ej be the orthog-
onal projection-valued measure associated to Aj . We define the following
strongly continuous n-parameter group of unitary transformations of HF .
For t = (t1, . . . , tn) ∈ R
n, put
U(t) = ei
∑n
j=1 tjAj =
∫
Rn
ei〈t,x〉dE(x),
where E is the product measure (see lemma 4.1). We fix x0 ∈ Ω and we
define a function G : Rn → C by
(28) G(t) = 〈γx0 , U(t)γx0〉.
Therefore G is a continuous positive definite function. We will show that G
is an extension of our function F . For a− b ∈ Ω− Ω we obtain
G(a− b) = 〈γx0 , U(a− b)γx0〉
= 〈U(b)γx0 , U(a)γx0〉
= 〈U(x0)U(b− x0)γx0 , U(x0)U(x0 − a)γx0〉
= 〈U(x0)γb, U(x0)γa〉
= 〈γb, γa〉
= F (a− b).
This proves that G : Rn → C is a continuous positive definite extension of
F .
(⇒) Let F : Ω−Ω→ C be a continuous positive definite function, and let
G : Rn → C be a continuous positive definite function that extends F . Let,
by the theorem of Bochner, µ be a finite Borel measure such that G = µˆ.
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Below we shall work in the Hilbert space HF and the inner product 〈·, ·〉 =
〈·, ·〉HF will be understood to be that of the fixed reproducing kernel Hilbert
space HF .
Step 1. There exists a unique projection-valued measure E : (Rn,Bn) →
Proj(HF ) such that
(29) 〈Fϕ, E(B)Fψ〉 =
∫
B
ϕ̂(t)ψ̂(t)dµ(t),
where B ∈ Bn is a Borel subset of R
n and Fϕ, Fψ ∈ WF , i.e., ϕ,ψ ∈ C
∞
0 (Ω).
The construction of such a projection-valued measure is given in [26] and
[37], therefore we just sketch the proof. The uniqueness follows from density
of WF = {Fϕ ∈ C
∞
0 (Ω)} in HF . Moreover, for any Fϕ, Fψ ∈ WF and any
Borel set B ⊂ Rn, by Cauchy-Schwarz,∣∣∣∣∫
B
ϕ̂(t)ψ̂(t)dµ(t)
∣∣∣∣2 ≤ ∫
B
|ϕ̂(t)|2dµ(t)
∫
B
|ψ̂(t)|2dµ(t)
≤
∫
Rn
|ϕ̂(t)|2dµ(t)
∫
Rn
|ψ̂(t)|2dµ(t)
≤ ‖Fϕ‖
2
HF ‖Fψ‖
2
HF .
Therefore (29) determines a unique bounded selfadjoint orthogonal projec-
tion E(B) : HF → HF . To show sigma-additivity, let {Bk}k∈N be a collec-
tion of disjoint Borel sets. Then for Fϕ ∈ WF
〈Fϕ, E(∪
∞
k=1Bk)Fϕ〉 =
∫
∪kBk
|ϕ̂(t)|2dµ(t)
=
∞∑
k=1
∫
Bk
|ϕ̂(t)|2dµ(t)
=
∞∑
k=1
〈Fϕ, E(Bk)Fϕ〉,
so E(∪∞k=1Bk) =
∑∞
k=1E(Bk). Finally,
〈Fϕ, E(R
n)Fϕ〉 =
∫
Rn
|ϕ̂(t)|2dµ(t) = ‖Fϕ‖
2
HF .
Step 2. By the theorem of Stone (about one-to-one correspondence be-
tween orthogonal projection-valued measures and n-parameter strongly con-
tinuous group of unitary transformations, see [26],[37]), the collection of
operators {U(t) : HF → HF}t∈Rn given by
(30) U(t) =
∫
Rn
eit·xdE(x),
where E is our orthogonal projection-valued measure from step 1, defines an
n-parameter strongly continuous group of unitary transformations of HF .
For Fϕ ∈ WF we define a finite Borel measure µFϕ on R
n by
µFϕ(B) = 〈Fϕ, E(B)Fϕ〉.
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Then, by (29), dµFϕ = |ϕ̂|
2dµ in the sense of Radon-Nikodym derivatives.
In particular, for Fϕ ∈ WF we obtain
〈Fϕ, U(t)Fϕ〉 =
∫
Rn
eit·xdµFϕ(x)
=
∫
Rn
eit·x|ϕ̂(x)|2dµ(x).
Step 3. The unitary representation {U(t) : HF → HF}t∈Rn determines
a collection {Aj : Dj ⊂ HF → HF}
n
j=1 of strongly commuting selfadjoint
operators in HF as follows. We put
Dj = {f ∈ HF :
∂
∂tj
|t=0U(t)f = lim
h→0
U(hej)f − f
h
exists}
and for f ∈ Dj
Ajf = −i
∂
∂tj
|t=0U(t)f.
Equivalently, using our orthogonal projection-valued measure E, we have
Dj = {f ∈ HF :
∫
Rn
|xj |
2dµf (x) <∞},
where µf is a finite Borel measure define by µf (B) = 〈f,E(B)f〉 for a Borel
set B ⊂ Rn, and
Aj =
∫
Rn
xjdE(x).
Step 4. It remains to show that operators Aj extend operators S
F
j . We
first show that WF ⊂ Dj . Let Fϕ ∈ WF . Then, since ixjϕ̂(x) =
∂̂ϕ
∂xj
(x),∫
Rn
|xj |
2dµϕ(x) =
∫
Rn
|xjϕ̂(x)|
2dµ(x)
=
∫
Rn
|
∂̂ϕ
∂xj
(t)|2dµ(x) <∞.
Thus Fϕ ∈ Dj. Moreover, for any Fϕ ∈ WF
〈AjFϕ, Fϕ〉 =
∫
Rn
xjdµFϕ(x)
=
∫
Rn
xj|ϕ̂(x)|
2dµ(x)
=
∫
Rn
−i
∂̂ϕ
∂xj
(x)ϕ̂(x)dµ(x)
= 〈−iF ∂ϕ
∂xj
, Fϕ〉
= 〈SFj (Fϕ), Fϕ〉.
This proves the theorem.

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Remark 6.5. We note that, by (23), it follows that the extension given in
(28) is independent of the choice of a point x0 ∈ Ω.
7. Applications and Examples
7.1. On the connectedness assumption in theorem 1.6. We give an
example of a continuous positive definite function defined on an open, but
not connected, subset of R that cannot be extended to a continuous positive
definite function defined on the entire R. This shows that we cannot drop
the assumption of connectedness of a set Ω in the statement of theorem 1.6.
Example 7.1. We put Ω = (−14 ,
1
4) ∪ (
3
4 , 1). We also denote ΩA = (−
1
4 ,
1
4)
and ΩB = (
3
4 , 1). Then one can easily show that Ω − Ω = (−
5
4 ,−
1
2 ) ∪
(−12 ,
1
2) ∪ (
1
2 ,
5
4). We define a function F : Ω− Ω→ [0, 1] as follows.
F (x) =
{
1− |x|, x ∈ (−12 ,
1
2)
0, x ∈ (−54 ,−
1
2) ∪ (
1
2 ,
5
4).
We will show that F is a positive definite function. Let x1, . . . , xm ∈ Ω and
let c1, . . . , cm ∈ C. Then
m∑
j,k=1
F (xj − xk)cjck =
∑
xj ,xk∈ΩA
F (xj − xk)cjck +
∑
xj ,xk∈ΩB
F (xj − xk)cjck
Both summations above are nonnegative, since the function
R ∋ x→ max(0, 1 − |x|)
is positive definite, which follows by a computation, or by the following
Polya’s criterion for characteristic functions (see [33], [23]). Clearly F has
no extension to a continuous positive definite function defined on the entire
real line.
Theorem 7.2. (Polya) Let f : [0,∞)→ [0,∞) be a continuous, decreasing,
and convex function such that limx→∞ f(x) = 0. Then the even extension
g : R → [0,∞) of f , i.e., g(x) = f(|x|) for x ∈ R, is a positive definite
function. Moreover, if λ is a measure such that λ̂ = g, then λ is absolutely
continuous with respect to the Lebesgue measure. If dλ = Adt is the Radon-
Nikodym derivative of λ with respect to the Lebesgue measure, where A ∈
L1(R), then
A(t) =
1
2π
∫
R
eitxg(x)dx.
7.2. The reproducing kernel Hilbert space associated to a given
positive definite function. There is a construction that associates a re-
producing kernel Hilbert space to a positive definite kernel (see [4]). We
sketch the construction below in the case of a positive definite function. We
recall the definition of a reproducing kernel Hilbert space (see (a) below),
we follow with the construction (see (b) below), and finally we talk about
relation with our space HF (see (c) below).
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(a) Let X be a set. A Hilbert space H is called a reproducing kernel
Hilbert space on X if
(1) the elements of H are functions on X,
(2) for each x ∈ X there exists a unique element kx ∈ H such that for
any f ∈ H the following reproducing identity holds true:
(31) f(x) = 〈f, kx〉H.
The mapping K : X × X → C given by K(x, y) = 〈ky, kx〉H is called the
reproducing kernel of H. We note that if X is a topological space and if K
is continuous, then elements of the reproducing kernel Hilbert space H are
continuous functions, and the mapping X ∋ x→ kx ∈ H is continuous.
(b) Let F : Ω−Ω→ C be a positive definite function, where Ω is an open
subset of Rn. We associate a reproducing kernel Hilbert space to it in the
following way. For each a ∈ Ω we define a function ka : Ω→ R by
(32) ka(x) = F (x− a).
Then the spaceWF = span {ka : a ∈ Ω} together with the following sesquilin-
ear form
(33) 〈
m∑
j=1
cjkaj ,
m∑
j=1
djkaj 〉F =
m∑
j,k=1
F (ak − aj)cjdk
is a complex inner-product space. Its completion is a Hilbert space, which
we will realize as a reproducing kernel Hilbert space, called the reproducing
kernel Hilbert space associated to F . By (33) for any f ∈WF and any a ∈ Ω
we obtain
f(a) = 〈f, ka〉F .
If (fn) is a Cauchy sequence in WF and if a ∈ Ω, then for any m,n ∈ N we
have
|fm(a)− fn(a)| = |〈fm − fn, ka〉F | ≤ ‖fm − fn‖F ‖ka‖F .
Therefore (fn(a)) is a Cauchy sequence in C, and as such, it converges to
some complex number f(a). We have assigned a complex-valued function
Ω ∋ a 7→ f(a) ∈ C to the Cauchy sequence (fn). This assignment with the
inner product induced from the completion of WF gives as a reproducing
kernel Hilbert space HF , where the constant Cauchy sequence (f), f ∈WF ,
is mapped to f . We note that
〈ka, kb〉F = F (b− a).
(c) We can apply the above argument to our Hilbert spaceHF , and realize
it as a reproducing kernel Hilbert space, which in view of (12) is exactly the
space HF ; and the Cauchy sequence γa is represented by the function ka,
a ∈ Ω. To distinguish between spaces HF and HF we denote by V : HF →
HF the isomorphism (identification) given by the assignment
γa 7→ ka.
22 PALLE E.T. JORGENSEN AND ROBERT NIEDZIALOMSKI
Let F : Rn → C be a continuous positive definite function, and let µ be
a finite positive Borel measure on Rn such that F = µ̂. Then, by corol-
lary 6.4 and the above discussion, Hilbert spaces HF , HF , and L
2(dµ) are
unitarily isomorphic. We explicitly write down the unitary isomorphism
Z : L2(dµ) → HF such that V = Z ◦W . Hence we have the following dia-
gram of intertwining operators with arrows representing unitary (isometric)
isomorphisms.
(34) HF
V

W // L2(dµ)
Z
{{✇✇
✇
✇
✇
✇
✇
✇
✇
HF
We define Z : L2(dµ)→ HF as follows. For f ∈ L
2(dµ), we put
(35) (Zf)(x) =
∫
Rn
eit·xf(t)dµ(t) (= f̂ dµ(x)).
(see remark 6.3). We need to show: 1. Zf ∈ HF , 2. Z : L
2(dµ) → HF is
a unitary isomorphism, 3. V = Z ◦W . We only prove that Zf ∈ HF , and
leave the proofs of 2. and 3. to the reader. We use the following fact (see
[4]).
Lemma 7.3. A function g : Rn → C belongs to the reproducing kernel
Hilbert space HF if and only if there exists a positive constant C > 0 such
that the mapping
(36) Rn × Rn ∋ (x, y) 7→ C2F (x− y)− g(x)g(y) ∈ C
is a positive definite kernel.
Remark 7.4. When our continuous positive function F is defined on the set
Ω− Ω, the above lemma still holds true with Rn replaced by Ω. Moreover,
we can rewrite the lemma using an integral conditions as in theorem 1.4.
More precisely, a continuous function g : Ω→ C belongs to the space HF if
and only if there exists a constant C > 0 such that
|
∫
Ω
g(x)ϕ(x)dx|2 ≤ C
∫
Ω
∫
Ω
F (y − x)ϕ(x)ϕ(y)dxdy
for any ϕ ∈ C∞0 (Ω).
We establish that the mapping in (36) with g = Zf , where f ∈ L2(dµ),
and with C = ‖f‖L2(dµ) is a positive definite kernel, so f̂ dµ ∈ HF . Let
x1, . . . , xm ∈ R
n and let c1, . . . , cm ∈ C. Then
m∑
j,k=1
cjckF (xj − xk) =
∫
Rn
∣∣∣∣∣∣
m∑
j=1
cje
it·xj
∣∣∣∣∣∣
2
dµ(t),
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and
m∑
j,k=1
cjck(Zf)(xj)(Zf)(xk) =
∣∣∣∣∣∣
∫
Rn
m∑
j=1
cje
it·xjf(t)dµ(t)
∣∣∣∣∣∣
2
.
Therefore, by Cauchy-Schwarz inequality,
m∑
j,k=1
cjck[C
2F (xj − xk)− (Zf)(xj)(Zf)(xk)] ≥ 0.
Thus g = Zf ∈ HF . We note that since f ∈ L
2(dµ) ⊂ L1(dµ), it follows
that Zf = f̂ dµ is a continuous function.
Let F : Ω − Ω → C be a continuous and positive definite function, let
G : Rn → C be a continuous and positive definite function that extends F ,
and let µ be a finite positive Borel measure such that µ̂ = G. We note that
for any ϕ ∈ C∞0 (Ω) the function Gϕ : R
n → C extends the function Fϕ : Ω→
C and ‖Fϕ‖HF = ‖Gϕ‖HG . Therefore, the mapping WF ∋ Fϕ 7→ Gϕ ∈ WG
extends by closure to an isometric embedding from HF to HG. Hence, we
can view HF as a closed subspace of HG. Similar remark hold for the spaces
HF and HG.
Corollary 7.5. We have the following decomposition
L2(dµ) =W (HF )⊕ {f ∈ L
2(dµ) : f̂ dµ = 0 on Ω}.
Proof. Follows from the above discussion. With the identification of spaces
HF with HF and HG with HG, setting T : HF → L
2(dµ) by T (Fϕ) = ϕ̂,
where ϕ ∈ C∞0 (Ω), we get that T is an isometry and T
⋆f = f̂ dµ|Ω for all
f ∈ L2(dµ). 
Remark 7.6. There are examples with dimHF = 1 and dimL
2(dµ) =∞.
The following property holds for any connected open set Ω in Rn, and any
continuous extendable positive definite function F on Ω−Ω. The conclusion
of the corollary is an interpolation property for the pair (Ω, F ).
Corollary 7.7. Let Ω ⊂ Rn be a non-empty, open, and connected set, and
let F : Ω − Ω → C be a continuous positive definite function. Assume that
F has a continuous positive definite extension F˜ : Rn → C; see theorem
1.6. Then for every x ∈ Rn the function F˜ (· − x) : Ω → C belongs to the
reproducing kernel Hilbert space HF of functions on Ω.
Proof. By theorem 1.6 and corollary 6.4, there exists a strongly continuous
unitary representation U of Rn on HF such that if we fix a ∈ Ω, then
(37) F˜ (x) = 〈ka, U(x)ka〉F , x ∈ R
n.
To show that
(38) F˜ (· − x) ∈ HF ,
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where x ∈ Rn, we use lemma 7.3. Without loss of generality we may assume
that F (0) = 1. We prove that for any y1, . . . , ym ∈ Ω, and c1, . . . , cm ∈ C,
and x ∈ Rn we have the following estimate:
(39)
m∑
j,k=1
cjck(F (yj − yk)− F˜ (yj − x)F˜ (yk − x)) ≥ 0.
The desired conclusion (38) will follow from lemma 7.3. We show that (39)
holds true:
m∑
j,k=1
cjckF˜ (yj − x)F˜ (yk − x) = |〈U(x)ka,
m∑
j=1
cjU(yj)ka〉F |
2
≤ ‖U(x)ka‖
2
F ‖
m∑
j=1
cjU(yj)ka‖
2
F
= F (0)
m∑
j,k=1
cjckF (yj − yk),
since we have normalized F (0) = 1. 
7.3. The set of all possible extensions. We start with the following
corollary to the proof of theorem 1.6 relating existence of an extension of a
positive definite function F to existence of a unitary representation of Rn
on the Hilbert space HF .
Let F : Ω − Ω → C be a continuous positive definite function, and let
G : Rn → C be a continuous positive definite function that extends F . We
have the Hilbert spaceHF associated to the positive definite function F : Ω−
Ω→ C, and the Hilbert spaceHG associated to the positive definite function
G : Rn → C. Moreover, we have dense subsets WF ⊂ HF and WG ⊂ HG
defined in (4). Let, by the theorem of Bochner, µ be a finite Borel measure
such that G = µˆ. We define a representation {Vµ(t)}t∈Rn of R
n on L2(dµ)
by
(40) (Vµ(t)f)(x) = et(x)f(x),
where f ∈ L2(dµ), x, t ∈ Rn, and
(41) et(x) = e
i
∑n
j=1 tjxj = eit·x.
Corollary 7.8. Let Ω ⊂ Rn be an open and connected set and let F : Ω −
Ω → C be a continuous positive definite function. Then F is extendable to
a continuous positive definite function G defined on Rn if and only if there
exists a unitary representation {U(t)}t∈Rn on HF such that (U(t),HF ) is
unitarily equivalent to the representation (Vµ, L
2(dµ)), where µ is a positive
measure such that G = µ̂.
Proof. This corollary is a consequence of what we did in the proof of theorem
1.6 and spectral analysis of Stone; it is nicely done in the book [26] by
Nelson. Let E be the orthogonal projection-valued measure from the proof
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of theorem 1.6. Let x0 ∈ Ω and let F0 = γx0 ∈ HF . Recall that µ is
the measure µF0 given by µF0(B) = 〈F0, E(B)F0〉 = ‖E(B)F0‖
2
HF
, where
B ⊂ Rn is a Borel subset of Rn, i.e., G(t) = µ̂(t) = 〈F0, U(t)F0〉, where
{U(t)}t∈Rn is the representation U(t) =
∫
eit·xdE(x). For any f ∈ L2(dµ)
we have an element f(A1, . . . , An)F0 ∈ HF given by
f(A1, . . . , An)F0 =
(∫
Rn
f(x1, . . . , xn)dE(x)
)
F0.
Moreover,
‖f(A1, . . . , An)F0‖
2
HF =
∫
Rn
|f(x)|2dµ(x).
Therefore the mappingW : HF → L
2(dµ) defined byW (f(A1, . . . , An)F0) =
f , for f ∈ L2(dµ), is an unitary isomorphism. From the construction, W
intertwines representations U(t) and Vµ(t), i.e., WU(t) = Vµ(t)W . Indeed,
U(t)f(A1, . . . , An)F0 = gt(A1, . . . , An),
where gt(x1, . . . , xn) = e
it·xf(x1, . . . , xn). This finishes the proof.

Using the explicit unitary isomorphisms of Hilbert spaces HF , HF , we
can rewrite the above corollary with HF replaced by HF .
We now prove, using theorem 1.6, that when n = 1 an extension always
exists. This is the original result of Krein ([21]).
Corollary 7.9. (n = 1) A continuous positive definite function F : Ω−Ω→
C, with Ω = (p, r) ⊂ R, being a bounded and open interval, always has an
extension to a continuous positive definite function defined on the entire real
line R. Moreover, there is either precisely one, or at least a one-parameter
family of distinct continuous positive definite extensions.
Proof. We need to show that the operator SF : WF ⊂ HF → WF ⊂ HF ,
SF (Fϕ) = −iFϕ′ , has a selfadjoint extension. We defineK : (p, r)→ (p, r) by
K(t) = −t+p+r. For ϕ ∈ C∞0 (Ω) put ϕK : Ω→ C by ϕK(t) = ϕ(K(t)), and
then set JFϕ = FϕK . Then J : W →W is a conjugation, i.e,. J is conjugate-
linear J(iFϕ) = −iJFϕ, J
2 = Id, and ‖JFϕ‖ = ‖Fϕ‖ for any Fϕ ∈ WF .
Moreover J ◦(SF ) = (SF )◦J . This follows from the fact that J is conjugate-
linear and that dϕKdx = −(
dϕ
dx )K . Thus S
F , as a Hermitian operator that
commutes with a conjugation, has an extension to a selfadjoint operator, by
an extension theorem of von Neumann (see for example proposition 13.25 in
[38]). The set of all continuous positive definite extensions is convex, hence
if there are two continuous extensions, there is a one-parameter family of
distinct continuous positive definite extensions. 
Let Ω ⊂ Rn be an open and connected set, and let F : Ω − Ω → C be
a continuous positive definite function. We denote by KF the set of all
finite positive Borel measures µ on Rn such that µ̂ is an extension of the
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funtion F , i.e., F (z) = µ̂(z) for z ∈ Ω − Ω. We also denote by CF the
set of all systems {A1, . . . , An} of selfadjoint strongly commuting extensions
of operators SF1 , . . . , S
F
n . An immediate consequence of theorem 1.6 is the
following.
Corollary 7.10. There exists a bijective correspondence between sets KF
and CF .
Theorem 7.11. If KF contains a measure µ having its support compact in
Rn, then KF is a singleton, i.e., KF = {µ}.
Proof. Let µ ∈ KF be such that supp(µ) ⊂ [−L,L]
n ⊂ Rn, for some L > 0.
In particular, F has µ̂ as an entire analytic extension to a positive definite
function on Rn. Fix j = 1, . . . , n. By (24), for any functions ϕ ∈ C∞0 (Ω),
we obtain
|〈SFj (Fϕ), Fϕ〉| =
∣∣∣∣∣
∫
[−L,L]n
̂
−i
∂ϕ
∂tj
(t)ϕ̂(t)dµ(t)
∣∣∣∣∣
=
∣∣∣∣∣
∫
[−L,L]n
tj|ϕ̂(t)|
2dµ(t)
∣∣∣∣∣
≤ L‖Fϕ‖
2.
Therefore SFj : WF → WF is a bounded operator on the dense subspace
WF ⊂ HF , with L being a common bound for all operators S
F
k , k = 1, . . . , n.
In particular, SFj : WF →WF , as a bounded and densely defined Hermitian
operator, has a unique extension to a selfadjoint operator. The theorem
follows by corollary 7.10. 
Theorem 7.12. The following conditions are equivalent.
(i) KF is a singleton.
(ii) {Fϕ−∆ϕ : ϕ ∈ C
∞
0 (Ω)} is a dense subspace in HF , where ∆ is the
Laplace operator on Rn: ∆ =
∑n
j=1(∂/∂xj)
2
Proof. We recall that a Hermitian operator T is essentially selfadjoint if its
closure T is selfadjoint, i.e., T ⋆ = T ⋆⋆. The assertion (ii) says that the
operator ∆F =
∑n
j=1(S
F
j )
2 : WF → WF is essentially selfadjoint. A theo-
rem of Nelson (corollary 9.3 in [25]) states that ∆F is essentially selfadjoint
if and only if the system of closed operators SF1 , . . . , S
F
n on HF is a sys-
tem of strongly commuting selfadjoint operators. Moreover the operator
∆F analytically dominates the system of operators {S
F
j }
n
j=1. The theorem
follows. 
For a continuous positive definite function F : Ω−Ω→ C, where Ω ⊂ Rn
is an open and connected set, we define
(42) Def(F ) = {f ∈ HF : ∆f = f},
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where the equation ∆f = f is understood in the sense of distributions. We
note that the space Def(F ) consists of analytic functions, which follows from
ellipticity of ∆. We obtain the following consequence of theorem 7.12.
Corollary 7.13. The set KF is a singleton if and only if Def(F ) = {0}.
Proof. Since {Fϕ−∆ϕ : ϕ ∈ C
∞
0 (Ω)} is also a subspace of the Hilbert space
HF , therefore, in the view of theorem 7.12, we just need to show that if
f ∈ HF , then the following conditions are equivalent.
(1) For any ϕ ∈ C∞0 (Ω) we have 〈Fϕ−∆ϕ, f〉F = 0.
(2) ∆f = f in the sense of distributions, i.e., for any ϕ ∈ C∞0 (Ω) we
have
∫
Ω f(ϕ−∆ϕ) = 0.
This follows from the following computation. Let ϕ ∈ C∞0 (Ω). Then, by
(32),
〈Fϕ−∆ϕ, f〉F =
〈∫
Ω
F (· − y)(ϕ(y) −∆ϕ(y))dy, f
〉
F
=
∫
Ω
〈F (· − y)(ϕ(y) −∆ϕ(y)), f〉F dy
=
∫
Ω
(ϕ(y)−∆ϕ(y))〈F (· − y), f〉Fdy
=
∫
Ω
(ϕ(y)−∆ϕ(y))f(y)dy.
This finishes the proof. 
By corollary 7.13 we see that if Def(F ) 6= {0}, then we have two cases:
(1) F is extendable (see example 7.14), (2) F has no extensions (see remark
7.15).
Example 7.14. We give an example of a continuous and positive defi-
nite function defined on the interval (−1, 1) ⊂ R with two different exten-
sions to globally defined continuous positive definite functions. We define
F : (−1, 1)→ R by F (x) = e−|x|, and we put
F˜1(x) = e
−|x|, x ∈ R;
the covariance function for the Ornstein-Uhlenbeck process; and
F˜2(x) =

e−|x|, |x| ≤ 1
e−1(2− |x|), 1 < |x| ≤ 2
0, 2 < |x|.
Then both functions F˜1 and F˜2 are positive definite continuous extensions
of the positive definite continuous function F . Moreover,
F˜1 = µ̂1 where dµ1(t) =
1
π
dt
1 + t2
,
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and
F˜2 = µ̂2 where dµ2(t) = A(t)dt with A(t) =
1
2π
∫ 2
−2
eitxF˜2(x)dx.
We see that measures µ1 and µ2 are quite different. The reason being that
the function A is entire analytic, and that the function t 7→ 1π
1
1+t2
is not.
Let’s look at corollary 7.13 in the case when F : (−1, 1) → C is given by
F (x) = e−|x|. We view F : (−1, 1) → C as a function F : Ω − Ω → C where
Ω = (0, 1). By corollary 7.13 we know that the subspace Def(F ) is non-zero,
as F has at least two extensions. On the other hand, when n = 1 we have
∆ = (d/dx)2, and the solutions to the equation (d/dx)2f = f for continuous
functions f : (0, 1)→ C are of the form: f(x) = ae−x + bex, where a, b ∈ C.
The reader can check that these functions are in HF , so
Def(F ) = {(0, 1) ∋ x 7→ ae−x + bex : a, b ∈ C}.
Remark 7.15. (Connection with non-existence result of Rudin ([34])) Rudin
in [34] gives an example of a continuous positive definite function defined
on the open square (−1, 1) × (−1, 1) ⊂ R2, which is not extendible. We
will relate to the non-existence example of Rudin using our language. If
F : Ω − Ω → C is a continuous positive definite function that admits an
extension, then we obtain a system {A1, . . . , An} of strongly commuting
selfadjoint extensions of operators SF1 , . . . , S
F
n . In particular, the operator
∆F =
∑n
j=1(S
F
j )
2 admits a selfadjoint extension of the form ∆A =
∑n
j=1A
2
j .
Combining Rudin’s example with our theorem 7.12, it follows that not all
selfadjoint extensions of ∆F are of the form ∆A.
7.4. Connection with the Fuglede conjecture (see [10, 12]). We can
extend the notion of positive definiteness from functions to distributions.
The definition was introduced by L. Schwartz ([39], see also [40]). Let Ω ⊂
Rn be an open set and let T ∈ D′(Ω− Ω) be a distribution. For a function
ϕ ∈ C∞0 (Ω) and x ∈ Ω we define ϕx : x−Ω→ C by ϕx(x− y) = ϕ(y), where
y ∈ Ω. Since x − Ω ⊂ Ω − Ω we can view ϕx as an element of the space
C∞0 (Ω− Ω). We put
Tϕ(x) = T (ϕx)
for x ∈ Ω. Then Tϕ is a smooth function on Ω (compare with the convolution
of a distribution with a test function). We say that T is a positive definite
distribution if for any ϕ ∈ C∞0 (Ω) we have∫
Ω
Tϕ(x)ϕ(x)dx ≥ 0
We consider the delta Dirac function δ = δ0 supported at 0 ∈ Ω − Ω. For
ϕ ∈ C∞(Ω) we have that δϕ(x) = ϕx(0) = ϕx(x − x) = ϕ(x). Therefore
the delta Dirac distribution δ is positive definite. We can carry over the
construction of the Hilbert space HF , where F : Ω−Ω→ C is a continuous
positive definite function, to the case of the delta Dirac function δ. We get
the Hilbert space Hδ. Since δϕ = ϕ, we see that Hδ = L
2(Ω).
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If Ω = (0, 1) ⊂ R is the unit interval, then the densely defined operator
−i ddx : C
∞
0 (Ω) ⊂ L
2(Ω) → L2(Ω) has a selfadjoint extension. Therefore we
have the associated projection valued-measure E. Denote Λ = specpt(E) =
{λ ∈ R : E({λ}) > 0}. It is well-known that in this case the spectrum is
pure point, i.e., atomic. Let’s look at the following two examples.
(1) Let Ω = (0, 1) ∪ (2, 3) ⊂ R. Then Λ = {0, 1/4} + Z, and the corre-
sponding eigenspaces have dimension one. Thus, if we denote
Eλ(t) =
1√
|Ω|
e2πiλ t, t ∈ R,
then the set {Eλ : λ ∈ Λ} is an orthonormal basis of L
2(Ω).
We define operators VΩ(t) : L
2(Ω)→ L2(Ω) by VΩ(t)Eλ = Eλ(t)Eλ, where
t ∈ R. Then {VΩ(t)}t∈R is a unitary representation of R on L
2(Ω) (compare
with corollary 7.8). Moreover, the representation {VΩ(t)}t∈R is unitarily
equivalent to the following representation {Vµc(t)}t∈R of R on the space
l2(Λ), which can be also viewed as the space of L2-functions of Λ with
respect to the counting measure µc. For a sequence (ξλ)λ∈Λ ∈ l
2(Λ) define
Vµc((ξλ)λ∈Λ) = (Eλ(t)ξλ)λ∈Λ. Then the above representation {Vµc(t)}t∈R is
unitarily equivalent to the representation {VΩ(t)}t∈R.
(2) Let Ω = (0, 1) ∪ (3, 5) ⊂ R. Then the situation here is quite different.
We have that Λ = (1/2)Z and the corresponding eigenspaces have dimension
one or two. In particular, the set {Eλ : λ ∈ Λ} is not an orthonormal basis of
L2(Ω). More precisely, L2(Ω) is unitarily isomorphic to l2(Z)⊕ l2((1/2)Z).
The reader is referred to the papers [32], and [17] regarding orthogonal
Fourier exponentials and spectral pairs for proofs of facts in (1) and (2).
7.5. Stationary Gaussian Processes. Let (Xs)s∈S , where S is a set, be
a Gaussian process with mean zero on a probability space (Λ,F , P ) indexed
by S. For the definition see [2], [13]. The covariance function K : S×S → R
of (Xs)s∈S is given by K(s, t) = E(XsXt). Suppose that S = R
n. We
will call a Gaussian process stationary if for any s, t, h ∈ Rn the covariance
function K satisfies
K(s+ h, t+ h) = K(s, t).
Then K(s, t) = K(s − t, 0), s, t ∈ Rn. Therefore F (s) = K(s, 0), s ∈ Rn,
is a positive definite function. Since any real-valued positive definite kernel
is the covariance function of a Gaussian process ([30], see also [28, 29, 31]),
which is unique up to equivalence of stochastic processes, we deduce the
following.
Theorem 7.16. Let Ω ⊂ Rn be a set, let F : Ω − Ω → R be a continuous
positive definite function, and let (Xs)s∈Ω be a Gaussian process, whose
covariance function is KF ; KF (s, t) = F (s − t), s, t ∈ Ω. Then F has an
extension to a continuous positive definite function defined on Rn if and only
if the Gaussian process (Xs)s∈Ω has an extension to a stationary Gaussian
process indexed by Rn.
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7.6. Gaussian processes whose increments in mean-square are sta-
tionary. Let Ω ⊂ Rn be a set. A function G : Ω − Ω → R is called condi-
tionally negative definite if for any x1, . . . , xm ∈ Ω and any c1, . . . , cm ∈ C,
the following condition holds true:
∑m
j=1 cj = 0 =⇒
∑m
j,k=1G(xj −
xk)cjck ≤ 0; see definition 3.1.
The proof regarding extensions of positive definite functions (Theorem
1.6) carries over to the case of conditionally negative definite functions. As
we have seen in section 7.5, stationary Gaussian stochastic processes are
associated with positive definite functions. The class of Gaussian processes
that are associated to conditionally negative definite functions is the fol-
lowing class of Gaussian processes whose increments in mean-square are
stationary. A Gaussian process {Xs}s∈Ω indexed by Ω is said to have sta-
tionary increments in mean-square if there exists a conditionally negative
definite function G : Ω− Ω→ R such that for any s, t ∈ Ω
E(|Xs −Xt|
2) = G(s − t).
For example, fractional Brownian motion is not stationary, but its mean
square-increments are stationary. The Gaussian processes whose increments
in mean-square are stationary have been extensively studied in [2] and [3].
8. Summary
The purpose of the section below is to highlight some main interconnec-
tions between theorems in the main body of our paper. While our focus is
on extendability of positive definite functions F , which are given only lo-
cally referring to a fixed open connected subset Ω in Rn, it is our contention
that such extensions, when they exist, involve both symmetry and harmonic
analysis inherent in the starting point, the pair (Ω, F ). Recall, if n = 1, ex-
tendability is automatic, but even then, depending on pair (Ω, F ), there is
a rich variety of extensions carrying an intriguing geometric structure; in a
way that is quite parallel to the notion of scattering around obstacles.
Indeed, in Corollary 8.1 below, we show that a comparison of two distinct
extensions for a fixed (Ω, F ) may be cast in the language of a scattering
operator in the sense of Lax-Phillips ([22]).
Let Ω ⊂ Rn be an open and connected set, and let F : Ω − Ω → C
be a continuous positive definite function. Assume that G : Rn → C is
a continuous positive definite function extending F . Then there exists a
unique finite positive Borel measure µ on Rn such that µ̂ = G. We recall
that we have a canonical isometric embeddingHF →֒ HG given by Fϕ 7→ Gϕ.
Therefore HF can be viewed as a closed subspace of HG.
Suppose that we have two extensions G : Rn → C and H : Rn → C of F .
Let µ be a finite Borel probability measure on Rn such that µ̂ = F , and let
ν be a finite Borel probability measure on Rn such that ν̂ = H. Recall that
we have unitary isomorphisms Wµ : HG → L
2(dµ), and Wν : HH → L
2(dν).
Therefore, we have the following diagram, where we denote W µ = (Wµ)|HF
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and W ν = (Wν)|HF .
HG
Wµ
// L2(dµ)
W ν(Wµ)⋆

HF
==
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
// HH
Wν
// L2(dν)
The following holds, which gives existence of a scattering matrix (in the
sense of [22]) relating any two distinct extensions for a fixed pair (Ω, F ).
Corollary 8.1. There exists a function S : Rn → C such that the following
two facts hold true:
(1) f ∈ L2(dµ) if and only if S · f ∈ L2(dν).
(2) W ν(W µ)⋆f = S · f for any f ∈ L2(dµ).
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