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Le but de cette thèse est de donner une démonstration complète de la conjecture de l’inertie
modérée de Serre qui donne des contraintes (en fonction de e et de r) sur l’action de Galois
sur le groupe de cohomologie Hrét(XK¯ ,Z/pZ) si X est une variété propre et lisse, à réduction
semi-stable, sur un corps p-adique K d’indice de ramification absolue e.
Pour ce faire, nous établissons, dans le cas er < p− 1, un isomorphisme de périodes reliant le
groupe de cohomologie étale précédent à un groupe de cohomologie log-cristalline de la fibre
spéciale de X . Nous montrons ensuite que ce dernier groupe est un objet de la catégorie Mr
définie par Breuil dans [Bre99a]. La conclusion découle finalement d’un examen relativement
fin des objets de Mr.
Le dernier chapitre de cette thèse (qui est indépendant) est consacré à la construction d’une
dualité sur la catégorie Mr.
Mots clés : théorie de Hodge p-adique, cohomologie cristalline, log-structures
Abstract
The aim of this thesis is to give a complete proof of the tame inertia Serre’s conjecture which
gives constraints (in relation to e and r) on the Galois group of cohomology Hrét(XK¯ ,Z/pZ)
where X is a proper smooth variety with semi-stable reduction on a p-adic field K with absolute
ramification index e.
In order to do that, we establish, in the case er < p−1, a period isomophism linking the former
étale cohomology group and a group of log-crystalline cohomology of the special fiber of X .
Then, we show that this group defines an object of the category Mr introduced by Breuil in
[Bre99a]. Finally, the conclusion follows from a careful study of the objects of Mr.
The last chapter of this thesis (which is independent) is devoted to the construction of a duality
on the category Mr.





es premiers vers sont pour mon directeur de thèse
Pour ses explications, son esprit de synthèse,
Son savoir, ses conseils, sa spontanéïté,
Son enthousiasme et sa disponibilité.
Aussi, pour son sourire et sa longue patience
Le plaisir enivrant de m’enseigner la science,
Sa franche gentillesse et son charmant accueil.
Oui, ces alexandrins sont pour Christophe Breuil.
E
t vers mes rapporteurs, mes pensées se dirigent.
Ils lisent patiemment ce travail, le corrigent,
Ils épient, l’œil hagard semblable à l’éclaireur,
Chaque proposition, chaque mot, chaque erreur.
Quand, enfin, tout convient, ils rendent leur sentence :
Leur rapport est empreint de grâce et pénitence.
Leur apport est immense, autant que leur boulot.
Bravo à Mark Kisin et Pierre Berthelot !
R
este à féliciter le jury : chaque membre
Qui me fait cet honneur, en ce jour de décembre,
De jouer au plus juste un refrain d’inspecteur
Afin de décerner ce titre de docteur.
Cher Ahmed, cher Larry, amis de Paris 13
Votre présence ici me soutient et m’apaise.
Enfin, le président, intègre tel l’anneau,
Je suis fier que ce soit monsieur Michel Raynaud.
6 REMERCIEMENTS
C
ette strophe est dédiée à mes nombreux confrères
Thésards, jeunes chercheurs ou bibliothécaires,
À tous ceux qui ont su répondre à mes questions,
Recentrer mes idées, fournir des suggestions.
Je nommerai, surtout, pour leur aide gratuite
Florian Herzig d’abord, Joël Riou ensuite,
Mais tous ont eu leur rôle, aussi petit soit-il
Parfois alambiqué, mystérieux ou subtil.
I
neffaçable amour envers Villetaneuse
Pour m’avoir accueilli confiante et lumineuse :
Merci aux étudiants, merci aux professeurs,
Merci à tous ceux-là... vrais antidépresseurs,
Merci aux cuisiniers, merci aux secrétaires.
Merci à Animath et aux quadrilatères.
Merci à ma famille, à mon dauphin chéri,
Au plus juteux des fruits, en anglais, my Cherry.
MAIS ENFIN, STOPPONS NET CES FABLES HÉRÉTIQUES !





Systèmes de Honda 21
Chapitre III
Étude des catégories Mr 35
Chapitre IV
Un théorème de comparaison 93
Chapitre V
Une dualité sur les catégories Mr 155
Bibliographie 213
Table des matières détaillée 217
8
Notations
Chacun des chapitres de cette thèse définit ses propres notations. Toutefois les plus basiques
d’entre elles restent communes et ce sont elles que nous récapitulons ci-dessous.
Les données de base
Z l’anneau des entiers relatifs
Q le corps des nombres rationnels
p un nombre premier
Fp = Z/pZ l’unique corps fini de cardinal p
Zp l’anneau des entiers p-adiques
Qp le corps des nombres p-adiques
k un corps parfait de caractéristique p
k¯ une clôture algébrique de k
Fpn l’unique sous-corps de k¯ de cardinal pn
W = W (k) l’anneau des vecteurs de Witt à coefficients dans k
K0 = FracW le corps des fractions de W
K une extension finie totalement ramifiée de K0
π une uniformisante de K
E(u) polynôme minimal de π sur K0
K¯ une clôture algébrique de K
Knr l’extension maximale (dans K¯) non ramifiée de K
Kmr l’extension maximale (dans K¯) modérément ramifiée de K
σ le Frobenius sur k, W et K0
Gk = Gal(k¯/k) le groupe de Galois absolu de k
GK = Gal(K¯/K) le groupe de Galois absolu de K
I le sous-groupe d’inertie de GK
Is le sous-groupe d’inertie sauvage de GK
It = I/Is le groupe d’inertie modérée
10 NOTATIONS
e = [K : K0] le degré de l’extenstion K/K0
r un entier vérifiant 0 6 er < p− 1
(et seulement 0 6 r < p− 1 dans le chapitre V)
La situation géométrique
X un schéma propre et semi-stable1 sur OK
XK = X ×OK K la fibre générique de X
XK¯ = X ×OK K¯
X¯ = X ×OK k la fibre spéciale de X
Xn = X ×OK (OK/p
n)
Les anneaux de périodes
Acris l’anneau de Fontaine (voir [Fon94b] ou paragraphe III.1.2)
B+cris = Acris ⊗W K0
Acris,∞ = Acris ⊗W K0/W
Aˆst = Acris 〈X〉 (voir [Bre97a] ou paragraphe III.1.2)
Bˆ+st = Aˆst ⊗W K0
Aˆst,∞ = Aˆst ⊗W K0/W
S = AˆGKst les points fixes de Aˆst sous l’action de GK
SK0 = S ⊗W K0
Sn = S/p
nS
Les catégories et les foncteurs
Les objets listés ci-dessous sont définis en bloc et dans la plus grande généralité en V.1. Tou-











r,SK0 Catégories des modules filtrés sur SK0
Mr,S0 , M





st Foncteurs vers les représentations galoisiennes
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Dans cette introduction, nous nous focalisons sur le résultat principal de cette thèse qui est
l’obtention d’une démonstration complète de la conjecture de l’inertie modérée de Serre. Dans
une première partie, après avoir mis en place les notations et fait les quelques préliminaires
nécessaires, on donne l’énoncé de la conjecture. Une seconde partie est dédiée aux cas déjà
connus de cette conjecture. En particulier, on s’attarde sur le cas du H1 des variétés abéliennes
ayant bonne réduction, qui est resté pendant longtemps le seul pour lequel on avait des résultats.
Enfin, dans une troisième partie, on se concentre sur le schéma de la preuve que l’on propose
dans cette thèse.
Cette introduction se termine en expliquant comment les divers chapitres de cette thèse
s’agencent.
1 Énoncé de la conjecture de Serre
On considère K un corps de caractéristique nulle complet pour une valuation discrète v. On
note OK son anneau des entiers, π une uniformisante et k = OK/π son corps résiduel que l’on
suppose parfait de caractéristique p > 0. On note en outre W = W (k) l’anneau des vecteurs
de Witt à coefficients dans k. On dispose d’un morphisme canonique W → OK qui fait de OK
une W -algèbre finie de rang e : c’est l’indice de ramification absolue de K.
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On note K¯ une clôture algébrique deK. L’anneau des entiers de K¯ est local, et on note k¯ son
corps résiduel qui s’identifie à une clôture algébrique de k. On appelle GK le groupe de Galois
absolu de K. On désigne par I (resp. Is) le sous-groupe d’inertie (resp. d’inertie sauvage) de
GK et par It = I/Is le groupe d’inertie modérée. On rappelle que Is est un pro-p-groupe et que
It est isomorphe (canoniquement) à
∏
Zℓ le produit étant étendu à tous les nombres premiers
ℓ 6= p.
Finalement, si q est une puissance de p, on désigne par Fq le sous-corps de k¯ formé des
solutions de l’équation xq = x. En outre, on note F¯p la réunion de tous les Fq, c’est une clôture
algébrique de Fp.
Préliminaires sur les Fp-représentations irréductibles de I
Ce paragraphe se contente de rappeler des résultats classiques. Pour plus de détails sur la
question, on pourra consulter (par exemple) la section 1 de [Ser72].
Si G est un groupe, on appelle Fp-représentation de G tout morphisme ρ : G → GL(V ) où
V est un espace vectoriel de dimension finie sur Fp. Il revient au même de se donner une action
linéaire de G sur V (l’élément g agissant par l’endomorphisme ρ(g)) et on note simplement
g · v = ρ(g)(v). On dit qu’une telle représentation V est irréductible si les seuls sous-espaces
vectoriels de V stables par tous les ρ(g) sont {0} et V lui-même.
Soit V une Fp-représentation irréductible de I , le sous-groupe d’inertie de GK . Elle définit
par restriction une représentation encore irréductible de Is, le sous-groupe d’inertie sauvage. Du
fait que Is est un pro-p-groupe et que V a pour cardinal un multiple de p, on déduit qu’il existe
v ∈ V stable par l’action de tous les éléments de Is. Par irréductibilité, on en déduit que Is agit
trivialement sur V et donc que l’action de I se factorise en une action de It.
Ainsi V devient une Fp-représentation de It dont il est facile de vérifier qu’elle est encore
irréductible. D’après le lemme de Schur, l’ensemble E = End(V ) formé des endormorphismes
de V qui commutent à l’action de G est un corps. Comme V est un ensemble fini, il en va
de même de E qui est donc un corps fini (donc commutatif) de caractéristique p. De plus, V
hérite d’une structure d’espace vectoriel sur E de dimension 1 par irréductibilité. Finalement,
la représentation de départ fournit un caractère :
ρ : It → E
⋆.
Notons q = ph le cardinal de E. Le corps E est alors isomorphe (non canoniquement) à Fq.
En composant par un tel isomorphisme f : E → Fq, ρ fournit un caractère ρf : It → F⋆q . Or on
connaît un caractère de It (à valeurs dans Fq) particulier qui est :
θh : It → µq−1(K¯) ≃ F⋆q
g 7→ g(η)
η
où η désigne une racine (q − 1)-ième de l’uniformisante π. On a θq−1h = id et comme It est un
groupe pro-cyclique, il existe un unique entier nf ∈ {0, . . . , q − 2} tel que ρf = θ
nf
h .
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Si g : E → Fq est un autre isomorphisme, on définit de même l’entier ng. Puisque f et g
diffèrent d’un automorphisme de Fq, c’est-à-dire d’une puissance du Frobenius, on obtient une
congruence nf ≡ pkng (mod q − 1) pour un certain entier k. On vérifie facilement que cela
implique (on utilise 0 6 nf , ng 6 q− 2) que les chiffres de l’écriture en base p de nf et ng sont
les mêmes. Ces chiffres sont donc canoniquement attachés à la représentation V , on les appelle
les poids de l’inertie modérée de V .
Énoncé de la conjecture
Soit X un schéma propre et semi-stable sur OK . On rappelle que cela signifie que X est
propre et régulier, que la fibre générique de X est lisse sur K et que la fibre spéciale définit un
diviseur à croisements normaux dans X . Il revient au même de dire qu’étale-localement X est
un ouvert étale de Spec OK [X1,...,Xn]
X1···Xt−π
pour certains entiers t 6 n.
Notons XK¯ = X×OK K¯ . Fixons un entier r et considérons V = Hrét(XK¯ ,Z/pZ)∨ (où «∨ »
signifie que l’on prend le Fp-dual1). C’est une Fp-représentation de GK , et donc également, par
restriction, une représentation de I . Notons :
0 = V0 ⊂ V1 ⊂ · · · ⊂ Vn−1 ⊂ Vn = V
une suite de Jordan-Hölder de V (vu comme représentation de I). Cela signifie que chacun des
Vi est un sous-espace vectoriel de V stable par I et que l’action de I sur chacun des quotients
Vi+1/Vi est irréductible. Soit W un quelconque de ces quotients. Par les préliminaires mention-
nés précédemment, on peut considérer les poids de l’inertie modérée de W . La conjecture de
l’inertie modérée de Serre donne une borne sur ces poids. Précisément (voir paragraphe 1.13 de
[Ser72]) :
Conjecture I.i (Serre). Avec les notations précédentes, les poids de l’inertie modérée de W
sont compris entre 0 et er.
Soulignons sans plus tarder que la conjecture de Serre est vide lorsque er > p − 1 : en
effet, on se rappelle que les poids de l’inertie modérée sont définis comme des chiffres en base
p et donc ils sont nécessairement inférieurs ou égaux à p − 1. Dans la suite de cette thèse, on
supposera donc pratiquement toujours er < p− 1.
De plus, quitte à remplacer K par la complétion p-adique de Knr, on peut supposer que le
corps résiduel k est algébriquement clos. En réalité, comme plusieurs résultats intermédiaires
que nous allons obtenir tout au long de cette thèse sont intéressants en soi et ne nécessitent pas
cette hypothèse supplémentaire, nous n’allons pas la faire systématiquement. Toutefois, il est
bon de garder cette remarque à l’esprit.
1On rappelle que si T est une Fp-représentation d’un groupe G, T∨ est défini comme le Fp-espace vectoriel
des formes linéaires sur T muni de l’action gf(v) = f(g−1v) pour tout g ∈ G et tout f : E → k linéaire.
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2 Bref historique des cas connus de la conjecture
Le cas du H1 des variétés abéliennes à bonne réduction
Le premier cas particulier à avoir été démontré est celui du H1 des variétés abéliennes ayant
bonne réduction, i.e. le cas r = 1 avec les hypothèses supplémentaires X lisse sur OK et XK
variété abélienne sur K. Remarquons tout de suite qu’en utilisant la jacobienne on déduit de ce
cas la conjecture de Serre lorsque r = 1 pour les courbes ayant bonne réduction. En effet, on a
alors une identification :
H1ét(XK¯ ,Z/pZ) ≃ H
1
ét(Pic0XK¯ ,Z/pZ)
puisque le groupe de Néron-Séveri est sans torsion.
Reprenons la situation d’une variété abélienne à bonne réduction XK sur K. Par hypothèse,
il existe un schéma abélien X surOK tel que X×OK K = XK . Le noyau G de la multiplication
par p surX est un schéma en groupes commutatif fini et plat et on a un isomorphisme canonique
et compatible à l’action de Galois :
H1ét(XK¯ ,Z/pZ)
∨ ≃ G(K¯).
On en déduit qu’il suffit pour prouver la conjecture de Serre dans le cas du H1 des variétés
abéliennes à bonne réduction de montrer le théorème suivant :
Théorème I.ii. Supposons k algébriquement clos. Soit G un schéma en groupes commutatifs
sur OK , fini, plat et tué par p. Alors tout quotient de Jordan-Hölder de la représentation galoi-
sienne2 G(K¯) a ses poids de l’inertie modérée compris entre 0 et e.
Ce travail a été accompli pour la première fois par Raynaud dans le célèbre article [Ray74]
datant de 1974 (c’est-à-dire « seulement » deux ans après l’article de Serre). Précisément, en
reprenant les notations du théorème, Raynaud prouve dans loc. cit. que tout quotient de Jordän-
Holder de G(K¯) s’écrit H(K¯) pour un certain schéma en groupes H sur OK commutatif, fini,
plat, tué par p et vérifiant une hypothèse supplémentaire. Il parvient ensuite à donner une clas-
sification des schémas en groupes ainsi obtenus, ce qui lui permet de conclure.
L’année suivante, Fontaine (voir [Fon75a], [Fon75b] et [Fon75c]) établit une nouvelle clas-
sification, plus complète, de tous les schémas en groupes sur W commutatifs, finis, plats et tués
par une puissance de p. Cette classification se fait par l’intermédiaire de nouvelles structures
algébriques appelées systèmes de Honda, et c’est en 1977 que Berthelot (voir [Ber77]) l’utilise
pour donner une nouvelle preuve de la conjecture de Serre dans le cas e = r = 1 pour les
variétés abéliennes ayant bonne réduction.
Par ailleurs, Berthelot émet l’hypothèse que la classification de Fontaine par les systèmes de
Honda puisse s’étendre à la base OK , et qu’il soit ainsi possible d’obtenir une nouvelle preuve
2Comme on a supposé k algébriquement clos, on a I = GK et donc plus besoin de considérer la restriction de
la représentation.
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« générale » de la conjecture de Serre dans le cas de Raynaud. Bien que n’entraînant pas de
véritable difficulté supplémentaire, l’espoir de Berthelot fut assez long à se concrétiser, mais
en 1999, Conrad étend dans [Con99] la notion de systèmes de Honda et prouve que ceux-ci
permettent de classifier les schémas en groupes sur OK commutatifs, finis, plats et tués par une
puissance de p, du moins lorsque e < p−1 (hypothèse vérifiée ici). Le chapitre II de cette thèse
montre comment il résulte de la classification de Conrad la conjecture de Serre dans le cas de
Raynaud.
Les cohomologies supérieures
Après la preuve de Raynaud, il fallut attendre une bonne décennie pour qu’un autre cas de
la conjecture de Serre soit prouvé. Les raisons sont faciles à cerner : les démonstrations dont
on dispose dans les cas r > 1 reposent toutes sur des théorèmes de comparaison en théorie de
Hodge p-adique, et il était donc nécessaire que la théorie se développât (principalement sous
l’impulsion de Fontaine) suffisamment au préalable.
Le premier résultat concret pour la conjecture de Serre remonte à 1987 et résulte du travail
de Fontaine, Laffaille et Messing et plus précisément des deux articles [FL82] et [FM87]. Leur
méthode permet de démontrer la conjecture de Serre dans le cas e = 1 mais r quelconque,
toujours avec l’hypothèse de bonne réduction. Une preuve alternative (mais basée sur des idées
analogues) de ce cas a été donnée par Kato dans [Kat87a]. L’avantage de la démonstration de
Kato est qu’elle n’utilise pas (du moins explicitement) un isomorphisme de comparaison entre
cohomologie étale et cohomologie cristalline ; elle est donc en un sens plus directe.
Un autre grand pas dans la résolution de la conjecture de Serre fut franchi avec l’arrivée
des structures logarithmiques, d’abord pressenties par Fontaine et Illusie et finalement mises au
point par Kato en 1989 dans [Kat89]. Ces structures permettent en un sens vague de travailler
avec des schémas semi-stables comme s’ils étaient lisses... et donc de reprendre les idées de
Fontaine-Laffaille-Messing et de les appliquer dans le cas de réduction semi-stable.
Cette tâche difficile techniquement et parfois aussi conceptuellement fut réalisée en 1998 par
Breuil (voir principalement [Bre97a] et [Bre98]), et c’est ainsi qu’il parvint à une démonstration
« complète » de la conjecture de Serre dans le cas e = 1.
3 Schéma de la preuve
On reprend les notations introduites précédemment. En particulier, X désigne un schéma
propre et semi-stable sur OK , XK sa fibre générique, X¯ sa fibre spéciale et XK¯ = X ×OK K¯.
L’entier e désigne l’indice de ramification de K, et on considère un entier r vérifiant er < p−1.
Le plan de la preuve que nous proposons dans cette thèse est tout à fait similaire à celui
des démonstrations de Fontaine-Laffaille-Messing et de Breuil. Très schématiquement, il se
décompose de la façon suivante :
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Étape I) Établir un isomorphisme faisant intervenir d’un côté Hr(XK¯ ,Z/pZ) et de l’autre
un certain groupe de cohomologie cristalline que nous notons Hrlog-cris(Xk) pour cette
introduction ;
Étape II) Montrer des propriétés du groupe Hrlog-cris(Xk) ;
Étape III) En déduire la conjecture de Serre.
Les étapes I) et II) sont géométriques et font l’objet du chapitre IV de cette thèse. Détaillons-
les quelque peu dans cette introduction. Tout d’abord, mentionnons que le groupe Hrlog-cris(Xk)
est le groupe de cohomologie log-cristalline du faisceau structural sur le site (Xk/T1)log-cris où T1
est le log-schéma Spec k[u]/up muni des puissances divisées sur l’idéal (u) définies par γi(u) =
0 pour i > p et de la log-structure associée au morphisme de monoïdes N→ k[u]/up, 1 7→ u.
AinsiM = Hrlog-cris(Xk) est naturellement un k[u]/up-module. Il peut par ailleurs être muni
de structures supplémentaires à savoir d’une filtration décroissante Fil tM (pour la suite, on
ne retiendra que le cran t = r de la filtration), d’une application φr : Fil rM → M et d’un
opérateur N : M → M, le tout soumis à des conditions de compatibilité que nous allons
donner rapidement.
Munissons k[u]/up d’un opérateur φ défini comme étant l’élévation à la puissance p et d’un
opérateur k-linéaire N envoyant ui sur −iui. Notons en outre E(u) le polynôme minimal de
π sur W . C’est un polynôme d’Eisenstein et en particulier son coefficient constant E(0) est
multiple de p de sorte qu’il est légitime de définir cπ = E(0)/p. L’étape II) du schéma de
preuve donné précédemment se concrétise par le théorème suivant :
Théorème I.iii. Avec les notations précédentes :
1. le module M est libre de rang fini sur k[u]/up ;
2. on a uerM⊂ Fil rM ;
3. l’application φr est φ-semi-linéaire et son image engendre tout M en tant que k[u]/up-
module ;
4. l’application N vérifie les trois conditions suivantes :
– pour tout s ∈ k[u]/up et x ∈M, on a N(sx) = N(s)x+ sN(x)
– pour tout x ∈ Fil rM, on a ueN(x) ∈ Fil rM
– le diagramme suivant commute :






Fil rM φr //M
Ce théorème est prouvé dans le chapitre IV (théorème IV.3.1.24). On obtient également par la
suite une version plus générale concernant des objets modulo pn (voir théorème IV.3.2.1).
Détaillons à présent l’étape I). Fixons π1 ∈ OK¯ une racine p-ième de π et notons π¯1 ∈ OK¯/π
la réduction modulo π de π1. Soit Aˆ = OK¯/π 〈X〉 (où les crochets signifient que l’on considère
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l’algèbre polynômiale à puissances divisées sur OK¯/π). Il s’agit d’une k[u]/up-algèbre via le
morphisme qui envoie u sur π¯1
1+X







, at ∈ Fil r−t(OK¯/π)
}
où Fil t(OK¯/π) consiste en les multiples de πet1 (et où par convention Fil t(OK¯/π) = OK¯/π












(1 +X)p − 1
p
)t
où le dernier facteur est d’abord calculé dans Q[X] avant d’être envoyé dans OK¯/π 〈X〉. On










Finalement Aˆ est muni d’une action de GK : il opère de façon naturelle sur OK¯/π et pour tout




Avec ce qui précède, il est enfin possible de donner un énoncé précis pour l’étape I) :
Théorème I.iv. Avec les notations précédentes, il existe un isomorphisme canonique compatible
à l’action de Galois :
Hrét(XK¯ ,Z/pZ)
∨ ∼ // Hom(Hrlog-cris(Xk), Aˆ)
où Hom signifie que l’on considère les morphismes commutant à Fil r, φr et N et où GK agit
sur le terme de droite via son action sur Aˆ.
Ce théorème est prouvé sous une forme plus générale dans le chapitre IV (théorème IV.4.a).
A contrario des deux premières étapes, l’étape III) ne fait intervenir que de l’algèbre semi-
linéaire. On définit en premier lieu une catégorie M˜
r
dont les objets sont les quadruplets
(M, Fil rM, φr, N) vérifiant les quatre conditions du théorème I.iii et dont les morphismes sont
les applications k[u]/up-linéaires commutant aux structures. On définit en outre un foncteur T ⋆st
de la catégorie M˜
r
dans celle des Fp-représentations galoisiennes par la formule :
T ⋆st(M, Fil rM, φr, N) = Hom(M, Aˆ)
où Hom signifie que l’on considère les morphismes commutant à Fil r, φr et N .
En vertu des théorèmes I.iii et I.iv, on vérifie facilement que les quotients de Jordan-Hölder
qui apparaissent dans l’énoncé de la conjecture de Serre sont obtenus comme image d’objets
simples de la catégorie M˜
r
par le foncteur T ⋆st . L’étape III) de la preuve consiste d’une part à
donner une classification des objets simples de M˜r et d’autre part à calculer explicitement leur
image par le foncteur T ⋆st afin de vérifier que les poids de l’inertie modérée sont bien compris
entre 0 et er. Précisément, on a la description suivante :
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Théorème I.v. Supposons k algébriquement clos.
Soit M un objet simple de M˜r. Alors il existe une k[u]/up-base (e1, . . . , ed) de M et des
entiers n1, . . . , nd compris entre 0 et er tels que
i) Fil rM soit l’espace engendré par les uniei ;
ii) pour tout i, φr(uniei) = ei+1, les indices étant considérés modulo d ;
iii) pour tout i, N(ei) = 0.
L’image de M par le foncteur T ⋆st est une Fp-représentation irréductible de GK = I dont les
poids de l’inertie modérée sont les mi = er − ni. En particulier, ils sont compris entre 0 et er.
Ce théorème est prouvé dans le chapitre III (voir théorèmes III.3.3.2 et III.4.2.2).
Signalons pour finir que pour des raisons de commodité, il est plus agréable de commencer
la preuve par la partie d’algèbre semi-linéaire, c’est-à-dire l’étape III). On traite ensuite l’étape
II) et on termine par l’étape I). C’est pour cette raison que l’étape III) est détaillée au chapitre
III alors que les étapes I) et II) sont reléguées au chapitre IV.
4 Plan de la thèse
Cette thèse se découpe en cinq grands chapitres de longueur et d’intérêt variables. Bien que
centrés autour d’un même thème, ces chapitres sont largement indépendants et redéfinissent
chacun leurs notations (même si un effort a été fait pour que celles-ci soient cohérentes, du
moins pour les objets les plus fréquemment utilisés). Il est toutefois conseillé, sinon de lire
attentivement, du moins de parcourir le chapitre III avant de se lancer dans le IV ou le V.
D’un point de vue pratique, mentionnons que les chapitres sont numérotés par des chiffres
romains. Ceux-ci se divisent en parties, sous-parties et sous-sous-parties pour lesquelles la nu-
mérotation se fait avec les chiffres arabes. À l’intérieur d’un chapitre la numérotation des théo-
rèmes, propositions, définitions, etc. ne rappelle en général pas le numéro du chapitre. Égale-
ment, lorsque l’on se réfère à un énoncé du même chapitre, on ne reprécise pas ce numéro.
L’articulation de cette thèse se fait comme suit.
Le chapitre I (celui-ci) sert d’introduction générale.
Le chapitre II est un petit texte qui démontre la conjecture de Serre dans le cas du H1 des
variétés abéliennes à bonne réduction par des méthodes « élémentaires » dans le sens où elles
ne font pas intervenir de cohomologie cristalline ou syntomique.
Les chapitres III et IV sont la reprise (très légèrement adaptée) de deux articles de l’auteur.
Le chapitre III se focalise sur l’étape III) décrite précédemment. Le résultat principal de ce
chapitre est donc le théorème I.v. On y démontre en plus certains résultats importants sur le
foncteur T ⋆st comme la pleine fidélité. On en déduit pour finir une version faible3 de la conjecture
3En effet, en écrivant la suite exacte longue de cohomologie associé à 0→ Zp → Zp → Z/pZ→ 0, on montre
qu’avec les notations du théorème I.vi que V/pV est un quotient d’une sous-représentation de Hrét(XK¯ ,Z/pZ)∨.
Ainsi tout quotient de Jordan-Hölder du premier est un quotient de Jordan-Hölder du second et la conjecture de
Serre implique le théorème I.vi.
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de Serre que voici :
Théorème I.vi. Soit X un schéma propre et semi-stable sur OK . Soit V la restriction à I de
la partie libre de la représentation galoisienne Hrét(XK¯ ,Zp)∨ (où « ∨ » signifie que l’on prend
le Zp-dual). Alors, les poids de l’inertie modérée sur tout quotient de Jordan-Hölder de V/pV
sont compris entre 0 et er.
Le chapitre IV s’intéresse quant à lui à la partie géométrique de la preuve, c’est-à-dire aux
étapes I) et II). On y prouve des versions plus générales des théorèmes I.iii et I.iv. Comme
corollaire de la théorie développée, on obtient une démonstration complète de la conjecture de
Serre.
Le chapitre V est particulier d’une part parce qu’il n’a pas de rapport direct avec la conjec-
ture de Serre et d’autre part parce qu’il ne fait aucune hypothèse sur l’indice de ramification e.
On prouve que si l’on oublie l’opérateur N tout objet de Mr (voir4 définition V.1.1.1) s’écrit
comme quotient de deux modules fortement divisibles (voir définition V.1.1.1), ce qui répond
partiellement à une question de Breuil et Messing ([BM02]). On explique ensuite comment uti-
liser cela pour construire une dualité sur les catégories Mr, au moins lorsque er < p − 1 ou
r = 1. On prouve finalement que cette dualité correspond via l’équivalence de catégories de
[Bre00a] à la dualité de Cartier sur les schémas en groupes.
4La définition est légèrement différente lorsque er > p− 1.




Soit K un corps local de caractéristique mixte dont l’indice de ramification vérifie e <
p− 1. On utilise la classification des schémas en groupes commutatifs finis et plats sur OK ,
tués par une puissance de p (voir [Con99]) pour calculer explicitement la représentation
galoisienne d’un schéma en Fq-espace vectoriel de rang q.
On applique ensuite ce calcul pour donner une nouvelle preuve d’un cas particulier de la
conjecture de l’inertie modérée de Serre (voir [Ser72], 1.13).
Sommaire
1 Les systèmes de Honda . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.1 Rappel sur la classification de Conrad . . . . . . . . . . . . . . . . . . . . . 22
1.2 Le système de Honda d’un schéma en Fq-vectoriel de rang q . . . . . . . . . 24
2 La représentation galoisienne associée . . . . . . . . . . . . . . . . . . . . . . . 30
2.1 Calcul d’un Hom entre systèmes de Honda . . . . . . . . . . . . . . . . . . 31
2.2 Expression de la représentation galoisienne . . . . . . . . . . . . . . . . . . 32
2.3 Une conjecture de Serre . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Soit k un corps parfait de caractéristique p > 0. On appelle W = W (k), l’anneau des
vecteurs de Witt à coefficients dans k. C’est un anneau complet pour une valuation discrète que
l’on note v. Son corps résiduel s’identifie canoniquement à k. On pose K0 = FracW et on
considère K une extension totalement ramifiée de K0 de degré e. La valuation v se prolonge de
façon unique à toutK et, si l’on note π une uniformisante deK, on suppose que v est normalisée
par v (π) = 1 (et donc v (p) = e).
On note K¯ (resp. k¯) une clôture algébrique de K (resp. de k). On note GK le groupe de
Galois absolu de K, I le sous-groupe d’inertie, Is le sous-groupe d’inertie sauvage et It = I/Is
le groupe d’inertie modérée. Si q = pd est une puissance de p, on note Fq le sous-corps de k¯
formé des solutions de l’équation xq = x.
On note finalement σ le Frobenius défini sur k et sur W .
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Ce chapitre se propose de traiter dans le cas e < p − 1 ce qui est traité dans le cas e = 1
dans [Ber77]. Il se décompose en deux parties.
Tout d’abord, après quelques rappels, on détermine explicitement la structure du système de
Honda associé à un schéma en Fq-vectoriel de rang q surOK . On retrouve ainsi la classification
établie par Raynaud dans [Ray74].
On s’attache ensuite au calcul de la représentation galoisienne associée et on prouve que les
exposants de l’inertie modérée (voir 2.2 pour une définition) sont tous compris entre 0 et e. Ce
résultat était déjà connu par les travaux de Raynaud, mais la preuve donnée ici est différente.
Dans toute la suite de ce chapitre, on suppose e < p− 1.
1 Les systèmes de Honda
1.1 Rappel sur la classification de Conrad
Dans [Con99], Conrad établit une anti-équivalence de catégories (déjà très largement pres-
sentie par Fontaine dans [Fon77]) entre la catégorie des schémas en groupes commutatifs, finis
et plats sur OK tués par une puissance de p et la catégorie des systèmes de Honda. Le but de ce
paragraphe est de rappeler la définition d’un système de Honda, et de donner un foncteur (ainsi
qu’un quasi-inverse) réalisant cette anti-équivalence.
Si A est une k-algèbre finie, on définit les covecteurs de Witt à coefficients dans A comme
l’ensemble CWk (A) des suites (. . . , a−n, . . . , a0) dont le terme général a−n est élément du
nilradical deA pour n suffisamment grand. On munit cet ensemble d’un structure deW -module.
Si a = (. . . , a−n, . . . , a0) et b = (. . . , b−n, . . . , b0) sont deux éléments de CWk (A), on pose :




Sm (a−n−m, . . . , a−n, b−n−m, . . . , b−n)
les polynômes Sm étant les polynômes universels qui définissent l’addition sur les anneaux de
vecteurs de Witt. On vérifie de plus :
p (. . . , a−n, . . . , a0) =
(




et, pour tout λ ∈ k :
[λ] (. . . , a−n, . . . , a0) =
(
. . . , λ1/p
n
a−n, . . . , λa0
)
où [λ] = (λ, 0, . . . , 0, . . .) ∈W désigne le représentant de Teichmüller de λ.
Pour finir, on munit CWk (A) d’un opérateur de Frobenius et d’un opérateur de Verschie-
bung définis ainsi :
F (. . . , a−n, . . . , a0) = (. . . , a
p
−n, . . . , a
p
0)
V (. . . , a−n, . . . , a0) = (. . . , a−n−1, . . . , a−1)
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pour tout a ∈ CWk (A). On remarque que F est σ-linéaire, que V est σ−1-linéaire et que
FV = V F = p.
Définition 1.1.1. On appelle Dk-module un W -module muni d’un opérateur σ-linéaire F et
d’un opérateur σ−1-linéaire V vérifiant FV = V F = p.
Soit M un Dk-module. On lui associe un module MOK défini comme suit. En premier lieu,
on remarque que si l’on note M (p) = W (σ)⊗M , le Frobenius (resp. le Verschiebung) induit une
application linéaire F : M (p) → M (resp. V : M → M (p)). On définit MOK comme la limite










où par définition m désigne l’idéal maximal de OK , où φM0 (resp. φM1 ) provient de l’inclusion
de m dansOK (resp. de OK dans p−1m), où V M est défini par V M (x⊗m) = p−1x⊗ V (m) et
où finalement FM est défini par FM (x⊗m) = x⊗ F (m).
On munit de plus MOK de deux applications qui sont d’une part FM : p−1m ⊗W M (p) →




et d’autre part VM : MOK → OK ⊗W M (p) que l’on définit en remarquant que l’application




→ OK ⊗W M (p) passe au quotient.
Définition 1.1.2. Un système de Honda sur OK est la donnée d’un Dk-module M de longueur
finie en tant que W -module et d’un sous-OK-module L de MOK satisfaisant les conditions
suivantes :
1. L/mL→ cokerFM est un isomorphisme
2. VM |L est une application injective
On peut désormais décrire le foncteur. Soit G un schéma en groupes commutatifs fini et
plat sur OK et tué par une puissance de p. C’est un schéma affine : G = SpecA où A est une
OK-bigèbre finie et libre. Notons Gk = G ⊗OK k sa fibre spéciale. Elle définit, au même titre
que CWk, un foncteur contravariant entre la catégorie des k-algèbres finies dans la catégorie
des groupes commutatifs. On note M (G) l’ensemble des transformations naturelles de Gk vers
CWk, il hérite d’une structure de Dk-module.
On définit par ailleurs une application :
wA : OK ⊗W CW (A/πA) → (A⊗OK K)/mA
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(Si x ≡ y (mod π), alors xpn ≡ ypn (mod pnπ), de sorte que la formule précédente a bien
un sens.) On prouve (voir [Fon77]) qu’il existe une unique application w′A faisant commuter le
diagramme suivant :







oùCWOK (A/πA) est leOK-module obtenu à partir de CW (A/πA) par la même construction
permettant d’obtenir MOK à partir de M .
Finalement on définit L (G) comme le noyau de la composée :
M (Gk)OK
// CWOK (A/πA)
w′A // (A⊗OK K)/mA .
Théorème 1.1.3 (Conrad). Le fonction G 7→ (M (G) , L (G)) réalise une anti-équivalence de
catégories entre la catégorie des OK-schémas en groupes commutatifs, finis, plats et tués par
une puissance de p et la catégorie des systèmes de Honda sur OK .
Un quasi-inverse peut-être décrit de la façon suivante. Si (M,L) = (M (G) , L (G)), alors
pour tout OK-algèbre finie et plate A, on a :
G (A) = Hom ((M,L) , (CW (A/πA) , kerw′A))
où w′A est défini de la même façon que w′A.
1.2 Le système de Honda d’un schéma en Fq-vectoriel de rang q
On considère G un schéma en groupes commutatifs fini, libre de rang q = pd (pour un
certain entier d) sur OK et on suppose donné pour tout λ ∈ Fq, un morphisme [λ] : G → G
soumis pour tous λ et µ dans Fq aux relations :
1. [1] = id
2. [λµ] = [λ] ◦ [µ]
3. [λ+ µ] = m ◦ ([λ]× [µ])
où m : G × G → G désigne la multiplication de G.
Une telle donnée consiste en un schéma en Fq-vectoriel. On déduit du fait que Fq est annulé
par p, qu’il en est de même de G. On peut donc considérer son système de Honda associé par
le foncteur décrit en 1.1. Notons-le (M,L). Les morphismes [λ] induisent des endomorphismes
du système de Honda (M,L) que nous notons encore [λ].
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1.2.1 Structure de M et de MOK
À partir de maintenant, on suppose que le corps k est algébriquement clos.
Comme G est tué par p, il en est de même de (M,L). Ainsi M est un W -module tué par
p, c’est-à-dire un k-espace vectoriel. De plus, par des résultats classiques sur les modules de
Dieudonné, dimkM = d.
Définition 1.2.1. Un caractère de Fq est un homomorphisme χ : F⋆q → k⋆. Un tel caractère est
dit fondamental si, en le prolongeant par χ (0) = 0, il réalise un morphisme d’anneaux.
Les caractères fondamentaux sont donc les éléments de Gal (Fq/Fp), c’est-à-dire les puis-
sances itérées du Frobenius. Appelons-les χ1, . . . , χd avec χi+1 = χpi .





On vérifie facilement que les pχ sont des projecteurs deux à deux orthogonaux de somme l’iden-





De plus, on vérifie facilement que pour tout x ∈Mχ, l’opérateur [λ] agit par [λ] x = χ (λ)x.
Lemme 1.2.2. Si χ n’est pas un caractère fondamental, alors Mχ = 0.
Démonstration. Supposons Mχ 6= 0 et considérons x ∈ Mχ, x 6= 0. Soient λ et µ dans Fq.
On a [λ] x = χ (λ)x, [µ]x = χ (µ)x et [λ+ µ] x = χ (λ+ µ)x, d’où on déduit χ (λ+ µ) =
χ (λ) + χ (µ). Ainsi χ est fondamental. 
On pose Mi = Mχi pour des indices i considérés dans Z/dZ, obtenant la décomposition
M = M1 ⊕M2 ⊕ . . .⊕Md. Le lemme suivant précise l’action des opérateurs F et V agissant
sur M :
Lemme 1.2.3. Avec les notations précédentes, F (Mi) ⊂ Mi+1 et V (Mi) ⊂ Mi−1 pour tout
i ∈ Z/dZ.
Démonstration. Soit x ∈Mi. Pour tout λ ∈ Fq, on calcule :
[λ] (F (x)) = F ([λ] (x)) = F (χi (λ) (x)) = χi (λ)
p F (x) = χi+1 (λ)F (x)
et ceci suffit à prouver que x ∈Mi+1. La preuve est analogue pour V . 
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Posons M (p)i = W (σ)⊗Mi−1. Le lemme précédent assure que F induit un opérateur linéaire
Fi : M
(p)
i → Mi et V un opérateur linéaire Vi : Mi →M
(p)
i . DéfinissonsMi,OK comme la limite


















où φMi0 et φ
Mi
1 sont déduites respectivement de l’inclusion de m dansOK et de celle deOK dans
p−1m et où V Mi = 1p ⊗ Vi et F
M
i = id⊗ Fi. Il est alors facile de vérifier que :
MOK = M1,OK ⊕M2,OK ⊕ . . .⊕Md,OK .
On considère en outre les applications Fi,M : p−1m ⊗W M (p)i → M1,OK et Vi,M : M1,OK →
OK ⊗W M
(p)
i , restrictions des opérateurs FM et VM .
Comme le sous-OK-module L ⊂ MOK est stable par chacun des λ, il se décompose de
façon unique sous la forme :
L = L1 ⊕ L2 ⊕ . . .⊕ Ld
où Li est un sous-OK-module de Mi,OK . En outre, les conditions dans la définition d’un module
de Honda se décomposent et donnent :
1. Li/mLi → cokerFi,M est un isomorphisme
2. Vi,M |Li est injective
Lemme 1.2.4. Avec les notations précédentes, on a dimkMi = 1 pour tout i.
Démonstration. Supposons qu’il existe un indice i tel que M (p)i = 0. Alors Mi,OK s’identifie à
OK/m⊗W Mi et puis à Mi sur lequel π agit par 0. Les applications Vi,M et Fi,M sont toutes les
deux nulles. Ainsi pour que Vi,M |Li soit injective, il faut Li = 0. Mais alors Li/mLi = 0 n’est
pas isomorphe à cokerFi,M = Mi.
On en déduit que pour tout i, dimkM (p)i > 1 et donc pour tout i, dimkMi > 1. Mais la
somme de ces dimensions doit faire q. Il n’y a qu’une solution : c’est dimkMi = 1 pour tout i.

Lemme 1.2.5. Il existe une k-base (e1, e2, . . . , ed) de M telle que ei ∈ Mi et pour tout i, une
des trois alternatives suivantes se produit :
1. Fi(e(p)i ) = −ei et Vi (ei) = 0
2. Fi(e(p)i ) = 0 et Vi (ei) = e
(p)
i
3. Fi(e(p)i ) = 0 et Vi (ei) = 0
où par définition e(p)i = 1⊗ ei−1 ∈ M (p)i .
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Démonstration. Considérons pour tout i un vecteur non nul ei ∈ Mi. D’après ce qui a été vu
précédemment, la famille (e1, . . . , ed) forme une base de M . Posons e(p)i = 1 ⊗ ei−1. Il existe
des éléments de k, αi et βi tels que Fi(e(p)i ) = αiei et Vi (ei) = βie
(p)
i . En outre, de FiVi = 0 et
ViFi = 0 on déduit αiβi = 0.
Maintenant, comme k est algébriquement clos, il est facile d’ajuster les ei et ainsi de suppo-
ser que les constantes αi et βi qui sont non nulles sont en fait égales à 1 ou à −1. Cela conclut
la preuve. 
Remarque. Le signe dans le premier cas ne sert qu’à rendre plus homogènes les calculs par la
suite.
1.2.2 Structure de L
Soit i ∈ Z/dZ. Notons ei et e(p)i les éléments fournis par le lemme 1.2.5. Rappelons que


















ou si l’on préfère :
Mi,OK =




Mi (v) , φMi1 (v)− V




Il est possible de décrire explicitement tous les OK-modules précédents en en donnant des k-
bases simples. Précisément on a :
m⊗W Mi =
〈
π ⊗ ei, π
2 ⊗ ei, . . . , π
e ⊗ ei
〉
OK ⊗W Mi =
〈









π ⊗ e(p)i ,
1
p









1⊗ e(p)i , π ⊗ e
(p)
i , . . . , π
e−1 ⊗ e(p)i
〉
et il est également possible de décrire les applications φMi0 et φMi1 : d’une part φMi0 (πj ⊗ ei) =





πe ⊗ e(p)i et
φMi0 (π
j ⊗ e(p)i ) = 0 pour 1 6 j 6 e− 1.
On traite désormais séparément chacun des cas mentionnés dans le lemme 1.2.5.
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Premier cas : Fi(e(p)i ) = −ei et Vi (ei) = 0 En explicitant complètement les flèches FMi et





















i = −1⊗ ei
où chaque ligne du tableau représente un vecteur d’une k-base de Mi,OK et où la multiplication
par π (qui donne la structure de OK-module) envoie un vecteur sur le vecteur écrit immédiate-
ment en dessous (s’il n’y a aucun vecteur en dessous, le résultat est 0).
Cette écriture est agréable car, par exemple d’après le théorème de structure des modules
sur les anneaux principaux, tout sous-OK-module de Mi,OK admet une k-base formée par les n
dernières lignes du tableau précédent (n variant d’un sous-module à un autre). On pourra ainsi
représenter les sous-OK-modules de Mi,OK en grisant certaines cases du tableau.





















i = −1⊗ ei
puisque Vi,M(1pπ
j ⊗ e(p)i ) = π
j ⊗ e(p)i si 1 6 j 6 e − 1 et Vi,M(1pπ
e ⊗ e(p)i ) = 0 (les cases
grisées correspondent aux vecteurs formant une base de kerVi,M ). L’hypothèse Vi,M |Li injective
contraint à ce queLi n’intersecte pas kerVi,M , et la seule possibilité pour cela est d’avoirLi = 0.
L’application Fi,M est l’« inclusion » de 1pm ⊗W M
(p)
i dans Mi,OK . On voit sur la description
précédente qu’elle est surjective. Ainsi cokerFi,M = 0 et Li convient bien.
On vient donc de prouver le lemme :
Lemme 1.2.6. Si Fi(e(p)i ) = ei et Vi (ei) = 0, on a Li = 0.
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Deuxième cas : Fi(e(p)i ) = 0 et Vi (ei) = e
(p)
i En présentant les résultats comme précédem-












































Visuellement, les conditions disent que Li ne doit contenir aucune case grisée de gauche et
une et une seule case blanche de droite (et que si Li contient une case, alors elle contient toutes
les cases situées en dessous). La seule solution ici est Li = Mi,OK . On a donc prouvé :
Lemme 1.2.7. Si Fi(e(p)i ) = 0 et Vi (ei) = e
(p)
i , on a Li = Mi,OK .
Troisième cas : Fi(e(p)i ) = 0 et Vi (ei) = 0 Dans ce dernier cas, la représentation est un peu















































Ici, Mi,OK n’est pas un OK/p-module libre et donc on ne peut plus appliquer le théorème
de structure. Cependant, on sait que Li/πLi doit être isomorphe à cokerFi,M et par suite, en
vertu de la description précédente, Li doit contenir un vecteur de la forme 1 ⊗ ei + x où x ∈〈
1
p





. D’autre part, à cause de Vi,M , le vecteur 1⊗ei ne peut appartenir
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à Li et donc x est forcément non nul. On déduit de cela qu’il existe λ ∈ k⋆ et 1 6 ni 6 e − 1
tel que 1⊗ ei + λ1pπ
ni ⊗ e(p)i ∈ Li et puis que :
Li ⊂
〈
1⊗ ei + λ
1
p
πni ⊗ e(p)i ,
1
p






Il est ensuite facile de vérifier que si l’inclusion était stricte, on aurait 1 ⊗ ei ∈ Li, ce qui est
exclu. On a finalement le lemme suivant :
Lemme 1.2.8. Si Fi(e(p)i ) = 0 et Vi (ei) = 0, alors quitte à modifier les ei, il existe un entier








πni ⊗ e(p)i ,
1
p






Démonstration. Il ne reste plus qu’à voir que quitte à modifier les ei, on peut supposer λ = 1.
En effet il suffit de remplacer ei par λei, puis propager successivement à ei+1, ei+2 et ainsi de
suite... On laisse le lecteur écrire les détails de la preuve. 
Remarque. On retrouve bien la classification faite par Raynaud dans [Ray74].
2 La représentation galoisienne associée
On conserve les notations introduites jusqu’alors. En particulier, on continue de fixer une
base ei qui satisfait toutes les propriétés que l’on a données précédemment.
Le but de cette section est de calculer la représentation galoisienne G(K¯) si G est le schéma
en groupes associé au système de Honda (M,L). Pour cela, on rappelle (voir fin du paragraphe
1.1) que si L est une extension finie de K, on a :




CW (OL/πOL) , kerw′OL
))
Pour calculer G(K¯), il suffira de prendre la limite inductive de toutes les représentations pré-
cédentes. On fixe donc une extension finie L de K suffisamment grande. La valuation v se
prolonge à L de façon unique. On note encore v la valuation sur L et on rappelle qu’elle est
normalisée par v (π) = 1.
Soit φ un morphisme de (M,L) dans
(
CW (OL/πOL) , kerw′OL
)
. Notons :
φ (ei) = (. . . , ai,−n, . . . , ai,0)
où ai,−n ∈ OL/πOL. Posons également ai = ai,0. Nous nous proposons dans un premier temps
de déterminer des relations que doivent vérifier ces ai.
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2.1 Calcul d’un Hom entre systèmes de Honda
2.1.1 Cas des groupes de type multiplicatif
On rappelle que les groupes de type multiplicatif sont ceux pour lesquels le Verschiebung
V : M → M est bijectif. Cela implique que l’on est toujours dans le deuxième cas de la
description précédente, et donc en particulier que F (ei) = 0, V (ei) = ei−1 et Li = Mi,OK pour
tout i considéré modulo d.
La propriété V (ei) = ei−1 et le fait que φ commute à V impliquent directement ai,−n =
ai−n. De plus, de F (ei) = 0 pour tout i, on déduit que api ≡ 0 (mod π) ou encore v (ai) > 1p














i−n + . . . ≡ 0 (mod π)









> −ne + pn > −n (p− 1) + pn > 1
et donc la relation devient simplement :
api−1
p
≡ −ai (mod π).
2.1.2 Cas des autres groupes
Soit i un indice tel que V (ei) = 0 et soit h le plus petit entier (éventuellement nul) tel que
V (ei+h+1) = 0. Dans ces conditions, on est nécessairement dans le deuxième cas pour tout i′
variant entre i+1 et i+h (attention, si h = 0, cela ne recouvre aucun indice !) et dans le premier
ou le troisième pour l’indice i+ h+ 1.
De même que précédemment, on obtient :
φ (ei) = (. . . , 0, . . . , 0, ai)




φ (ei+h) = (. . . , 0, . . . , 0, ai, . . . , ai+h)
φ (ei+h+1) = (. . . , 0, . . . , 0, ai+h+1)
et les équations :
api′−1
p
≡ −ai′ (mod π)
pour tout i′ compris entre i + 1 et i + h (attention encore, si h = 0, cela ne donne aucune
équation !).
32 CHAPITRE II. SYSTÈMES DE HONDA
Examinons à présent ce qui se passe pour l’indice i + h + 1. Supposons dans un premier
temps que l’on soit dans le premier cas. On a alors F (ei+h) = −ei+h+1 et puis la relation :
api+h ≡ −ai+h+1 (mod π).
Supposons à présent que l’on soit dans le troisième cas. On a F (ei+h) = 0 et le sous-module
Li+h+1 est donné par le lemme 1.2.8. En particulier, api ≡ . . . ≡ a
p
i+h ≡ 0 (mod π) et on doit
avoir (avec des notations évidentes) :
w′OL
[
1⊗ (. . . , 0, . . . , 0, ai+h+1) +
1
p




Or la définition de CWOK (OL/πOL) prouve que dans ce module, on a l’égalité :
1
p
πni+k+1 ⊗ (. . . , 0, . . . , 0, ai, . . . , ai+h)
(p) = πni+k+1 ⊗ (. . . , 0, . . . , 0, ai, . . . , ai+h, 0) .









≡ −ai+h+1 (mod π).
2.1.3 Récapitulatif
On se rend compte que l’on peut regrouper tous les résultats précédents sous une forme
concise. Pour cela, on définit ni = e lorsque l’indice i est dans le premier cas, et ni = 0 lorsque
l’indice i est dans le deuxième cas, et alors :




≡ −ai (mod π).
2.2 Expression de la représentation galoisienne
On souhaite désormais résoudre le système que l’on vient d’obtenir. Comme k est supposé
algébriquement clos, on peut choisir pour π une racine e-ième de p. Jusqu’à la fin de ce chapitre,
on fait ce choix.
La connaissance des ai permet de reconstruire intégralement φ. Autrement dit, à chaque
solution du système qui nous intéresse, il correspond un et un seul morphisme de (M,L) dans(
CW (OL/πOL) , kerw′OL
)
. D’autre part, l’ensemble de ces morphismes est de cardinal infé-
rieur ou égal à q (puisque G est supposé de rang q). Ainsi pour résoudre le système, il nous suffit
de trouver q solutions.
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formisante π. Notons η ∈ OL une de ces racines. Posons mi = e− ni et :
si = mip
d−1 +mi+1p
d−2 + . . .+mi+h−2p+mi+h−1.




de (−1) (qui existe dans OK puisque k
est supposé algébriquement clos), la famille définie par aˆi = (−1)i εpiηsi définit après réduction
modulo π une solution du système. Ces solutions, lorsque ε varie, sont deux à deux distinctes car
si < p
d−1 ; elles sont donc au nombre de q−1. Si on leur ajoute la solution a1 = . . . = ad = 0,
on obtient bien q solutions.
Lemme 2.2.1. Soit V la réduction modulo π de l’ensemble Vˆ = {x ∈ OK¯ / xq = πsix}. C’est
une Fq-représentation de GK et elle est isomorphe en tant que telle à la représentation G(K¯).
Démonstration. En gardant les notations précédentes, un isomorphisme est celui qui envoie
φ ∈ G(K¯) sur a0. 
Définition 2.2.2. Soit F la réduction modulo π de l’ensemble Fˆ = {x ∈ OK¯ / xq = πx}, c’est
une Fq-représentation de GK . Soit V une Fq-représentation de GK isomorphe en tant que Fq-
représentation à F⊗Fqn pour un certain entier n compris entre 0 et q − 2.
Les chiffres de l’écriture de n en base p s’appellent les exposants de l’inertie modérée de V .
Remarque. En premier lieu, il est facile de voir que F⊗Fq (q−1) ≃ F , ce qui explique la condition
0 6 n 6 q − 2. D’autre part, une représentation V peut être à la fois isomorphe à F⊗Fqn et
F⊗Fqm. Mais dans ce cas, si n et m sont compris entre 0 et q−2, les chiffres de n et de m en base
p sont les mêmes. (Pour une justification de la terminologie, et de nombreux compléments, on
pourra se reporter au début de [Ser72]. Par exemple, il y est prouvé que toute Fp-représentation
simple du GK (on suppose toujours k algébriquement clos) admet des exposants de l’inertie
modérée.)
Corollaire 2.2.3. Les exposants de l’inertie modérée de la représentation G(K¯) sont tous com-
pris entre 0 et e.
Démonstration. Le lemme 2.2.1 affirme exactement que ces exposants sont les entiers mi =
e− ni. La conclusion découle directement de la remarque 0 6 ni 6 e pour tout i. 
2.3 Une conjecture de Serre
Le travail précédent peut s’appliquer pour prouver le théorème suivant :
Théorème 2.3.1. Soit K un corps complet pour une valuation discrète et soit OK son anneau
des entiers. Soit G un schéma en groupes commutatifs fini, plat sur OK et de p-torsion. Les
exposants de l’inertie modérée sur un quotient de Jordan-Hölder de G(K¯) sont tous inférieurs
ou égaux à l’indice de ramification absolue de K.
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Démonstration. Les résultats de [Ray74] assurent qu’un quotient de Jordan-Hölder de G(K¯)
vu comme représentation du groupe d’inertie provient d’un schéma en Fq-vectoriel de rang q
sur le complété p-adique de l’extension maximale non ramifiée de K. Il ne reste alors plus qu’à
appliquer le corollaire 2.2.3. 
Le résultat précédent n’est pas nouveau. Il est connu depuis les travaux de Raynaud (voir
[Ray74]), mais la démonstration que nous proposons ici est différente. Mentionnons par ailleurs
que Breuil a établi une autre classification des schémas en groupes commutatifs finis, plats et
de pn-torsion qui a l’avantage de marcher pour tout e (voir [Bre00a]). Il est également possible
de prouver le théorème précédent en utilisant cette classification.
Chapitre III
Étude des catégories Mr
Résumé
Soit K un corps local de caractéristique mixte non absolument ramifié. La théorie de
Fontaine-Laffaille (voir [FL82]) permet de décrire les Zp-représentations galoisiennes cris-
tallines entières de torsion (p désigne la caractéristique du corps résiduel). Poursuivant les
précédents travaux, Breuil a introduit de nouveaux modules et a obtenu une théorie entière
et de torsion pour les représentations semi-stables (voir [Bre97a]).
Dans ce chapitre, nous reprenons les travaux de Breuil et les adaptons dans le cas où le corps
local K peut être absolument ramifié. Nous aurons toutefois une contrainte sur l’indice de
ramification absolu.
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Dans toute la suite de ce chapitre, p désigne un nombre premier et k un corps parfait de
caractéristique p. On note k¯ une clôture algébrique de k, Fp le sous-corps premier de k et si
q = ph est une puissance de p, Fq l’ensemble des solutions dans k¯ de l’équation xq = x.
On désigne par W l’anneau des vecteurs de Witt à coefficients dans k. On rappelle que
comme k est parfait, cet anneau est un anneau de valuation discrète complet de caractéristique
nulle dont p est une uniformisante et dont le corps résiduel s’identifie canoniquement à k. On
dispose en outre d’une application σ : W → W appelée Frobenius qui induit par passage au
quotient le Frobenius classique sur k, c’est-à-dire l’élévation à la puissance p.
On appelle K0 le corps des fractions de W , c’est un corps local de caractéristique mixte.
On prend K une extension finie totalement ramifiée de K0. On note e le degré de l’extension
K/K0, c’est l’indice de ramification absolue de K. On appelleOK l’anneau des entiers de K et
on choisit π une uniformisante de cet anneau. On fixe K¯ une clôture algébrique de K, on note




le groupe de Galois absolu du corps K.
On note I le groupe d’inertie (c’est un sous-groupe de GK), Is le groupe d’inertie sauvage et
It = I/Is le groupe d’inertie modérée. Enfin, on appelle v la valuation sur K¯ normalisée par
v (π) = 1 (et donc v (p) = e).
Une Zp-représentation (resp. Fp-représentation, resp. Fq-représentation, resp. Qp-représen-
tation) de GK est une action linéaire et continue de GK sur un Zp-module (resp. un Fp-espace
vectoriel, resp. un Fq-espace vectoriel, resp. un Qp-espace vectoriel). Afin d’étudier ces repré-
sentations, diverses catégories ont été introduites. Nous allons nous préoccuper dans ce chapitre
des catégories Mr introduites par Breuil dans [Bre99a], et nous montrerons comment il résulte
de notre étude le théorème III.i ci-dessous.
Théorème III.i. Soit XK un schéma propre et lisse sur K à réduction semi-stable sur l’anneau
des entiersOK . On fixe r un entier. Les poids de l’inertie modérée sur la semi-simplifiée modulo
p de Hrét (XK¯ ,Qp)
∨ (où XK¯ est l’extension des scalaires de XK à K¯ et où « ∨ » signifie que
l’on prend le dual) sont compris entre 0 et er.
Ce théorème est à rapprocher de la conjecture formulée par Serre sur l’inertie modérée (voir
paragraphe 1.13 de [Ser72]) qui prédit le même résultat pour la représentationHrét (XK¯ ,Z/pZ)∨.
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Soit r un entier vérifiant er < p − 1. Nous présentons dans la section 1, la catégorie Mr
et le foncteur T ⋆st qui associe à tout objet de cette catégorie une Zp-représentation de torsion de
GK . La section 2 est consacrée à l’étude de la catégorieMr. En particulier, toujours dans le cas
er < p− 1, on démontre qu’elle est abélienne et artinienne.
Nous donnons ensuite dans la section 3 une description complète des objets simples deMr,
lorsque le corps résiduel k est supposé algébriquement clos. Plus précisément nous prouvons le
théorème suivant :
Théorème III.ii. Supposons k algébriquement clos et er < p − 1. Soit M un objet simple de
Mr. Alors, il existe une base (e1, . . . , eh) de M et une suite d’entiers (ni) compris entre 0 et
er, périodique de période exactement h, le tout tel que :
Fil rM = un1e1 + . . .+ unheh + Fil pS · M,
φr (u
niei) = ei+1 et N (ei) = 0 pour tout i (considéré modulo h).
En outre, ces objets sont tous simples et deux à deux non isomorphes.
Par la suite, nous nous intéressons véritablement au foncteur T ⋆st . On commence par déter-
miner son image sur les objets simples précédemment calculés. On obtient le théorème :
Théorème III.iii. Supposons k algébriquement clos et er < p− 1. Soit M un objet simple de




2 . . . θ
mh
h
où mi est défini par ni +mi = er et où les θi sont les caractères fondamentaux de niveau h.
En particulier, pour tout objet M de Mr tué par p, les exposants qui décrivent l’action de
l’inertie modérée sur la semi-simplifiée modulo p de T ⋆st (M) sont compris entre 0 et er.
La conclusion des sections 4 et 5 est une réponse affirmative à une conjecture formulée à la
fin de [Bre99a], énoncé que nous rappelons ici :
Théorème III.iv. Supposons er < p − 1, alors le foncteur T ⋆st de la catégorie Mr dans la
catégorie des représentations linéaires de GK est exact, pleinement fidèle, d’image essentielle
stable par sous-objets et quotients et indépendante du choix de l’uniformisante π.
La section 6 étudie les conséquences de tout ce travail préliminaire. On commence par ré-
pondre à un cas particulier d’une conjecture formulée dans [Bre02] (conjecture 2.2.6) :
Théorème III.v. Supposons er < p−1. Alors le foncteur T ⋆st réalise une anti-équivalence de ca-
tégories entre la catégorie des modules fortement divisibles1 et la catégorie des réseaux stables
par Galois dans les Qp-représentations semi-stables de GK à poids de Hodge-Tate compris
entre 0 et r.
On donne ensuite une preuve du théorème III.i.
1Voir le paragraphe 6.1 pour une définition.
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1 Présentation des objets
Les objets introduits dans cette partie ne sont pas nouveaux et décrits plus en détail dans les
articles [Bre97a] et [Bre99a]. La première de ces références n’étudie que le cas e = 1, et donc
ne présente les objets que dans ce cas particulier.
On fixe maintenant et jusqu’à la fin de ce chapitre un entier r positif ou nul vérifiant l’inéga-
lité er < p − 1. Les définitions que nous allons donner ont un sens pour tout entier r < p − 1
mais certains théorèmes ne sont plus vérifiés lorsque er > p− 1.
1.1 La catégorie Mr et ses variantes
1.1.1 L’anneau S
On commence par définir un anneau que l’on va munir de structures supplémentaires. Bien
que ces structures dépendent du corps K et de l’uniformisante π choisie, nous le notons simple-
ment S par la suite.
Soit W [u] l’anneau des polynômes en une indéterminée u à coefficients dans W . Soit E (u)
le polynôme minimal de l’élément π sur K0, c’est un polynôme d’Eisenstein. On considère
l’enveloppe aux puissances divisées de W [u] par rapport à l’idéal principal engendré par E (u)
compatibles aux puissances divisées canoniques sur pW [u]. On rappelle que cela signifie que
l’on ajoute formellement à l’anneau W [u] les éléments (E(u))i
i!
. En tant qu’anneau, S est le
complété p-adique de cette enveloppe aux puissances divisées. De façon plus terre à terre, S est
























où q (i) désigne le quotient de la division euclidienne de i par e, e étant l’indice de ramification
absolu de corps K, également le degré du polynôme E (u).
















Il s’agit d’une application σ-semi-linéaire.
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Il s’agit d’une dérivation au sens classique mais pas de la dérivation classique par rapport à u,
le degré du polynôme n’étant pas abaissé.
On munit finalement S d’une filtration : pour tout entier positif ou nul n, on définit Fil nS
comme le complété p-adique de l’idéal engendré par les éléments (E(u))
i
i!













Il est évident que Fil 0S = S, que Fil nS ⊂ Fil n−1S et que
⋂
n∈N Fil nS = 0. On vérifie de plus
certaines compatibilités avec les opérateurs définis précédemment : N (Fil nS) ⊂ Fil n−1S et,
pour 0 6 n 6 p− 1, φ (Fil nS) ⊂ pnS. Ainsi, si 0 6 n 6 p− 1, on pose φn = φpn : Fil
nS → S.
L’élément φ1 (E (u)) est une unité de S, on le notera c par la suite.
1.1.2 Définition des catégories
On rappelle que r est un entier fixé vérifiant er < p− 1. Un objet de la catégorie Mr est la
donnée :
1. d’un S-module M isomorphe à une somme directe (finie) de S/pnS pour des entiers n
convenables ;
2. d’un sous-module Fil rM de M contenant Fil rS · M ;




φr (s)φr ((E (u))
r x)
pour tout élément s ∈ Fil rS et tout élément x ∈ M et telle que imφr engendre M en
tant que S-module ;
4. d’une application W -linéaire N :M→M telle que :
– pour tout s ∈ S et tout x ∈M, N (sx) = N (s)x+ sN (x)
– E (u)N (Fil rM) ⊂ Fil rM
– le diagramme suivant commute :






Fil rM φr //M
Une flèche entre deux objets M et M′ de cette catégorie est un morphisme S-linéaire de
M dans M′ respectant la filtration et commutant aux applications φr et N .
On peut définir également la catégorie Mr0. Il s’agit de la même chose sauf que l’on ne fait
pas cas de l’application N , les objets sont donc la donnée des trois premiers points exposés
précédemment.
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1.2 Le foncteur vers les représentations galoisiennes
1.2.1 L’anneau Acris
Soit R l’anneau limite projective du diagramme :
OK¯/pOK¯ ← OK¯/pOK¯ ← . . .← OK¯/pOK¯ ← . . .←











On considère W (R) l’anneau des vecteurs de Witt à coefficients dans R et l’application
suivante :
θˆ : W (R) → OCp






où Cp désigne le complété p-adique de K¯ et où xˆ(n)n est la limite quand m tend vers l’infini




i ∈ OK¯ désignant un relevé quelconque de a
(j)
i .







est le représentant de Teichmüller de p ∈ R défini par p = (p1, . . . , pn, . . .),
les pn formant un système compatible de racines pn-ièmes de p. L’anneau Acris s’obtient en







, ai ∈W (R) , ai −→ 0
}
.
L’anneau Acris hérite d’un Frobenius φ et d’une action du groupe de Galois GK définis via



















, ai ∈ Acris, ai −→ 0
}
.
On étend le Frobenius et l’action de Galois à Aˆst de la façon suivante. On pose φ (X) =
(1 +X)p − 1. Soit (π1, π2, . . . , πn, . . .) un système compatible de racines pn-ièmes de l’uni-
formisante3 π et soit g ∈ GK . Pour tout entier n, il existe εn (g) une racine pn-ième de l’unité
2Pour une preuve simple, voir le paragraphe II.2.2 de [Ber]
3Ainsi l’anneau Aˆst dépend a priori du choix de ce système compatible de racines. Cependant, on prouve que
ce n’est pas le cas.
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telle que g (πn) = εn (g)πn. La suite [εn (g)] définit un élément [ε (g)] ∈ Acris. L’élément g agit
sur X par g (X) = [ε (g)]X+[ε (g)]−1. La filtration sur Aˆst est obtenue en faisant le produit de








, ai ∈ Fil n−iAcris, ai −→ 0
}
⊂ Aˆst
avec la convention Fil kAcris = Acris si k < 0. Pour n 6 p − 1, on a φ(Fil nAˆst) ⊂ pnAˆst et on
pose φn = φpn |Fil nAˆst .
On munit finalement Aˆst d’un opérateur de monodromieN défini comme l’unique dérivation
continue Acris-linéaire telle que N (X) = 1 +X .
L’anneau Aˆst n’est pas sans lien avec S : dans [Bre97b], Breuil prouve que le morphisme
de W -algèbres S → Aˆst, u 7→ [π]1+X ([π] désigne le représentant de Teichmüller de π =
(π¯1, . . . , π¯n, . . .) ∈ R, π¯i étant la réduction modulo p de πi) identifie S avec l’ensemble AˆGKst
des invariants de Aˆst sous l’action du groupe de Galois. En outre, ce morphisme fait de Aˆst un S-
module. Toutefois, Aˆst ne vérifie pas les propriétés nécessaires pour être un objet de la catégorie
Mr.
1.2.3 Le foncteur T ⋆st
On pose Aˆst,∞ = Aˆst ⊗W K0/W . L’action du groupe de Galois, le Frobenius, la filtration
et la monodromie s’étendent à Aˆst,∞ car Fil nAˆst ∩ prAˆst = prFil nAˆst. En outre, pour la même
raison, si r < p − 1, l’objet Aˆst,∞ hérite de φr. Ce n’est toutefois pas un objet de la catégorie
Mr : il n’est pas de longueur finie en tant que S-module, et l’image de φr n’engendre pas tout
l’espace. Il est quand même légitime de considérer l’ensemble des morphismes d’un objet M
de Mr dans Aˆst,∞ et on définit :
T ⋆st (M) = Hom(M, Aˆst,∞)
le Hom précédent signifiant que l’on prend les morphismes compatibles au Fil r, au Frobenius et
à l’opération de monodromie. Cet ensemble est naturellement uneZp-représentation galoisienne
de torsion, tuée par la puissance de p qui annule M.
Notre but est principalement d’étudier le foncteur T ⋆st , et pour ce faire, nous allons quasiment
toujours procéder par dévissage en regardant dans un premier temps les objets tués par p, que
nous étudions dans le paragraphe suivant.
1.3 Les objets tués par p
1.3.1 La catégorie M˜
r
(e)
L’anneau important ici est k [u] /uep qui est relié à S/pS grâce à l’application de projection
σ : S/pS → k [u] /uep définie par σ (u) = u et σ(uei
i!
) = 0 pour i > p. Sur cet anneau, on définit
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(pour wi ∈ k) et un opérateur de monodromie N comme l’unique dérivation k-linéaire vérifiant
N (u) = −u
On définit ensuite la catégorie M˜
r
(e) : les objets sont les données des quatre points qui
suivent :
1. un k [u] /uep-module M libre de rang fini ;
2. un sous-module Fil rM de M contenant Fil rk [u] /uep · M = uerM ;
3. une flèche φ-semi-linéaire φr : Fil rM→M telle que l’image de φr engendreM en tant
que k [u] /uep-module ;
4. une application k-linéaire N :M→M telle que :
– pour tout λ ∈ k [u] /uep et tout x ∈M, N (λx) = N (λ)x+ λN (x)
– ueN (Fil rM) ⊂ Fil rM
– le diagramme suivant commute :






Fil rM φr //M
où c(e),π est la réduction de c dans k [u] /uep.
On introduit également la catégorie M˜
r
(e),0 définie comme M˜
r
(e) sauf que l’on oublie la
donnée de l’opérateur N .
On peut comparer les objets deMr tués par p et ceux de M˜r(e). SiM est un objet deMr tué
par p, c’est naturellement un S/pS-module (même libre de rang fini), et on peut donc considérer
le produit tensoriel T (M) = M⊗(σ) k [u] /uep qui hérite d’une filtration, d’un Frobenius et
d’une monodromie et dont on vérifie qu’il est dans M˜
r
(e). Cette construction définit un foncteur
T allant de la sous-catégorie pleine de Mr formée des objets tués par p dans la catégorie M˜r(e).
Proposition 1.3.1. Le foncteur T défini précédemment est une équivalence de catégories.
Démonstration. Elle est en tout point similaire à celle donnée pour la proposition 2.2.2.1 de
[Bre97a]. 
On obtient ainsi une description plus simple des objets deMr tués par p, les objets de M˜r(e)
pouvant être vus comme des k-espaces vectoriels de dimension finie.
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1.3.2 Description du quotient Aˆst/pAˆst
Soit M un objet de Mr tel que pM = 0. Alors T ⋆st (M) = Hom(M, Aˆst/p). Nous allons
dans un premier temps décrire explicitement le quotient Aˆst/p.
On rappelle que l’on a défini deux éléments de R qui sont p et π. On a le résultat suivant
(voir paragraphe 3.7 de [Fon83]) :
Lemme 1.3.2. Avec les notations précédentes, Acris/pAcris s’identifie à l’enveloppe aux puis-
sances divisées RDP de R par rapport à l’idéal principal engendré par p. En outre, on peut





, l’isomorphisme envoyant Xi sur la pi-




La première projection R → OK¯/p induit un isomorphisme R/ppR ≃ OK¯/p. On déduit
du lemme précédent que Acris/pAcris s’identifie canoniquement à OK¯/p [Xi] /Xpi , i décrivant
l’ensemble des entiers strictement positifs. Finalement on voit que Aˆst/p s’identifie à l’anneau
suivant :
(OK¯ [Xi] 〈X〉) / (p,X
p
i )i>1 .
On rappelle que p1 est une racine p-ième de p. Via les identifications précédentes, et pour
n < p, Fil n(Aˆst/p) est le sous-OK¯/p-module de Aˆst/p engendré par les pn−i1 X
i
i!
(pour i 6 n),
les Xi
i!











1.3.3 Description du foncteur T ⋆st
Nous cherchons à faire le transport via le foncteur T pour voir comment le foncteur T ⋆st
se réalise à travers la catégorie M˜
r
(e). L’objet à calculer est le produit tensoriel Aˆst/p ⊗S/pS
k [u] /uep. Pour cela, on définit Aˆ = (OK¯/p) 〈X〉. On a un morphisme de OK¯/p-modules :
pr : Aˆst/pAˆst → Aˆ
donné, via la description précédente, par pr (X) = X et pr (Xi) = 0 pour tout i. On vérifie que
pr est S/pS-linéaire. On définit également Fil rAˆ = pr(Fil rAˆst/pAˆst) et on vérifie que l’on peut
définir une unique application φr : Fil rAˆ → Aˆ (resp. N : Aˆ → Aˆ) vérifiant φr ◦ pr = pr ◦ φr
(resp. N ◦ pr = pr ◦N). Notons qu’il faut faire attention lorsque l’on veut effectuer des calculs
avec φr : avant d’élever à la puissance p, il faut toujours relever l’élément dans Fil rAˆst. Par
exemple, dans Acris/pAcris, on a φ1 (p1) = X1 − 1 et donc si x ∈ OK¯/p est un multiple de πer1 ,
on obtient φr (x) = (−1)r x
p
pr
, avec un signe a priori inattendu.
De plus, on a une inclusion S/pS-linéaire :
i : k [u] /uep → Aˆ
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définie par i (1) = 1. On peut former le produit :
pr · i : Aˆst/pAˆst ⊗S/pS k [u] /uep → Aˆ.
Lemme 1.3.3. L’application précédente est un isomorphisme qui respecte les structures.
Démonstration. La surjectivité et le respect des structures sont immédiats. Comme σ : S/pS →
k [u] /uep est surjectif, tout élément de Aˆst/pAˆst⊗S/pS k [u] /uep s’écrit x⊗1 avec x ∈ Aˆst/pAˆst.
Pour vérifier l’injectivité, il suffit donc de voir que (ker pr)⊗S/pSk [u] /uep = 0 mais ceci résulte
directement de :

















On construit une application :
Hom(M, Aˆst,∞)→ Hom(T (M) , Aˆ)
déduite de la tensorisation par k [u] /uep au-dessus de S/pS (et où tous les morphismes doivent
commuter aux structures supplémentaires).
Lemme 1.3.4. L’application précédente est un isomorphisme de Zp-modules galoisiens.
Démonstration. Commençons par l’injectivité. Soit ψ ∈ Hom(M, Aˆst,∞) induisant par tenso-








T (M) 0 // Aˆ
d’où imψ ⊂ ker pr. On vérifie facilement que φr (ker pr) = 0. Comme ψ commute à φr et
φ(Fil rM) engendreM, on en déduitψ = 0. L’application Hom(M, Aˆst,∞)→ Hom(T (M) , Aˆ)
est injective.
Pour la surjectivité, notons T (M)0 l’image de φr sur T (M). La preuve de la proposition
2.2.2.1 de [Bre97a] fournit l’isomorphisme :
M≃ T (M)0 ⊗k[up]/uep S/pS.
Soit ψ¯ : T (M) → Aˆ. D’après l’isomorphisme précédent, elle induit une application S/pS-
linéaire M→ Aˆ ⊗k[up]/uep S/pS, et ce dernier module s’envoie de façon naturelle dans Aˆst,∞.
On vérifie finalement que l’application composée commute à Fil r, φr et N et relève ψ¯. 
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1.3.4 Description de l’anneau Aˆ
Lemme 1.3.5. SoitR un anneau dans lequel tous les entiers premiers à p sont inversibles. Alors
on a un isomorphisme :
(R [X ′] 〈Y 〉) / (X ′p − 1, p) −→ (R 〈X〉) /p









Démonstration. D’abord, l’application précédente, disons ψ, est bien définie : on a (1 +X)p ≡
1 +Xp ≡ 1 (mod p).
Pour prouver que ψ est un isomorphisme, on remarque que chacun des objets intervenant
est un R/p-module libre et que ψ est R/p-linéaire. Une base du module source est donnée par
la famille
(




























Le terme dominant de cette dernière expression est Xpj+i
pjj!
et si on note vp la valuation p-adique
normalisée par vp (p) = 1, on a :




puisque i < p. Comme les entiers premiers à p sont par hypothèse inversibles dans R, l’égalité
précédente assure qu’il existe un élément inversible α ∈ R/p tel que pjj! = α (pj + i)!. Ainsi
la « matrice » représentant l’application ψ dans les bases données ci-dessus est triangulaire et
les termes diagonaux sont tous inversibles. Cela prouve que ψ est bijective. 
L’anneauOK¯ vérifie les hypothèses du lemme que l’on vient de prouver ; on obtient donc le
corollaire suivant qui donne une nouvelle description relativement explicite de l’anneau Aˆ :
Corollaire 1.3.6. On a un isomorphisme :
Aˆ→ (OK¯ [X
′] 〈Y 〉) / (X ′p − 1, p)
En outre l’opérateur de monodromie s’exprime simplement sur cette description : on aN (X ′) =








1.3.5 Action de Galois sur l’anneau Aˆ.
On va déterminer l’action de Galois sur les éléments X ′ et Y . Pour X ′ c’est facile puisque
par définition on a g (X ′) = ε (g)X ′ pour tout g ∈ GK .
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Pour Y , on pourrait être tenté d’écrire :
g (Y ) =
ε (g)p (1 +X)p − 1
p
= Y
mais on n’a pas le droit de faire ce calcul à cause de la division par p. Ce qu’il faut, c’est choisir
un relevé de Y dans Aˆst, calculer l’action de Galois sur ce relevé et voir quel élément correspond
dans Aˆ.
Comme relevé, on pourrait choisir (1+X)
p−1
p
mais on choisit d’abord :






+ . . .+ (−1)i−1
X i
i
+ . . . ∈ Aˆst
Soit g ∈ GK . On a glog (1 +X) = log (g (1 +X)) = log ([ε (g)] (1 +X)) = g (Y ) = Y+tˆ (g)
où :






+ . . .+ (−1)i−1
[ε (g)]i
i
+ . . . ∈ Acris.
Nous allons déterminer l’image t (g) de tˆ (g) dans Aˆ. Remarquons que comme tˆ (g) ∈ Acris,
on a simplement t (g) ∈ OK¯/p. Nous allons prouver qu’il s’agit d’une racine (p− 1)-ième de
(−p).




où ε (g) ∈ OK¯ est la racine p-ième de l’unité telle que g (π1) = ε (g)π1.





X ′p − 1− (X ′ − 1)p
p

















= a1 [ε (g)]X
′ + a2 [ε (g)]
2X ′
2
+ . . .+ ap−1 [ε (g)]
p−1X ′
p−1
d’où dans Aˆ :
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On conclut en remarquant que [ε (g)]− 1 ∈ ker θˆ. 
Lemme 1.3.8. L’élément t (g) est soit nul soit égal dans OK¯/p à la réduction modulo p d’une
racine (p− 1)-ième de (−p) dans OK¯ .
Démonstration. Supposons t (g) 6= 0. Prouvons d’abord que t (g)p−1 ≡ −p (mod p2). D’après
le lemme 1.3.7, cela revient à montrer que :
(ε (g)− 1)p(p−1) ≡ −pp (mod pp+1).





− 1. On vérifie que ai est un multiple de p et on pose bi = aip . En élevant à la
puissance p, on obtient :
(X − 1)p(p−1) ≡ pp
(
b0 + b1X + . . .+ bp−2X
p−2
)p
(mod 1 +X + . . .+Xp−1)
d’où
(X − 1)p(p−1) ≡ pp (b0 + b1 + . . .+ bp−2) (mod 1 +X + . . .+X
p−1, pp+1).
Il ne reste plus qu’à vérifier que b0 + b1 + . . .+ bp−2 = −1 pour conclure.
Notons η1, . . . , ηp−1 ∈ OK¯ les racines (p− 1)-ièmes de (−p). On a :
(t (g)− η1) . . . (t (g)− ηp−1) = 0 (mod p
2)
ou encore v (t (g)− η1) + . . . + v (t (g)− ηp−1) > 2e. Il existe donc i tel que v (t (g)− ηi) >
2e
p−1
. De plus pour tout i, v (ηi) = ep−1 et pour i 6= j, v (ηi − ηj) =
e
p−1
car deux racines (p− 1)-
ièmes de l’unité sont encore distinctes dans le corps résiduel. Il vient, si j 6= i, v (t (g)− ηj) =
v ((t (g)− ηi) + (ηi − ηj)) =
e
p−1





e > e. Cela conclut. 
2 Généralités sur les catégories Mr et M˜
r
(e)
Outre de nombreuses explicitations, cette partie a pour but de démontrer les deux résultats
suivants. D’une part, les catégoriesMr définies précédemment ne dépendent pas du choix d’une
uniformisante π. D’autre part, ces catégories sont abéliennes et même artiniennes.
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2.1 Indépendance du choix de l’uniformisante
Considérons π et π′ deux uniformisantes de K. Notons respectivement E (u) et E ′ (u) les
polynômes minimaux de π et π′.
Soit P (u) un polynôme à coefficients dans W tel que P (π) = π′ et P (0) = 0. On définit
une application ν : S → S en posant ν (s) = s ◦ P . C’est un morphisme d’anneaux, bijectif.
Il n’est par contre compatible ni au Frobenius, ni à l’opérateur de monodromie, et nous allons
dans un premier temps voir comment ν se comporte vis-à-vis de ces opérateurs.
Plongeons S dans T = K0 [[u]] et prolongeons les opétateurs φ et N à T . Ils vérifient la
relation Nφ = pφN . De même la bijection ν s’étend en une bijection de T . Notons finalement
m l’idéal maximal de S, c’est l’idéal engendré par p, u et uei
i!
pour i > 1.







est l’unique morphisme d’anneaux qui envoie u sur u exp (−t).
Démonstration. Puisque t ∈ m, on n’a aucun souci de convergence dans T . En outre, comme
N (u) = −u, il vient N i (u) = (−1)i u et donc u est bien envoyé sur u exp (−t).
Il reste à vérifier que l’on a bien affaire à un morphisme d’anneaux. La stabilité par addition







































ce qui conclut la preuve. 
Lemme 2.1.2. Il existe un (unique) élément t ∈ m tel que l’application ν−1 ◦ φ ◦ ν : S → S






N i ◦ φ (x) .
Démonstration. Faisons les calculs dans T après avoir vérifié que si une suite d’éléments de S
admet une limite dans S, alors elle converge aussi dans T , et vers la même limite.
Regardons d’abord le cas où P s’écrit uH (u) avec H ∈ 1 + m. Dans ces conditions on
est capable de définir logH ∈ T . D’autre part, notons uS (u) l’image réciproque de u par
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ν. Notons H(φ) le polynôme déduit de H en appliquant φ à chacun de ses coefficients : on a
φ (H) (u) = H(φ) (up).











N i (x) .
Un calcul donne :









ν−1 ◦N i (φ (x)) .
On a d’autre part :





N i+j (φ (x))
et donc en regroupant :











N i+j (φ (x))
ce que l’on réduit, grâce à la formule du binôme, en :










N i (φ (x)) .
On voit sur cette dernière écriture que l’on a trouvé un candidat pour t. Il se réécrit sous la forme






S (u)pH(φ) (upS (u)p)
]
Mais par définition de S et de H , on a S (u)H (uS (u)) = 1 et donc en appliquant φ et en
regardant modulo p, on trouve S (u)pH(φ) (upS (u)p) ≡ 1 (mod p). On en déduit que t ∈ S et
vérifie les conditions du lemme.
Si P n’est pas de la forme précédente, on peut toujours décomposer ν : S → S → S où la
première flèche ν0 est de la forme précédente et la seconde un morphisme d’anneaux envoyant
u sur [λ] u, où [λ] est le représentant de Teichmüller d’un λ ∈ k. On vérifie que l’on a le














// S // S
On est donc ramené au même problème avec ν0, déjà traité. 
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Lemme 2.1.3. Il existe un (unique) élément n ∈ S tel que l’application ν−1 ◦N ◦ ν : S → S
soit donnée par la formule :
x 7→ nN (x)
Démonstration. Rappelons que l’application ν était donnée par x 7→ x ◦ P , et que l’on peut
décrire N via la formule N (s) = −us′ où s′ désigne la dérivée usuelle de s (par rapport à u).
On peut alors calculer :
ν−1 ◦N ◦ ν (x) = ν−1 [N (x ◦ P )] = ν−1 [−uP ′ · (x′ ◦ P )]
D’autre part, on a :
ν (N (x)) = ν (−ux′) = −P · (x′ ◦ P )
d’où :






et on a ainsi un candidat pour n. Or ν−1 (P (u)) = u par définition et par ν−1, u s’envoie sur un





∈ S et convient. 
2.1.1 Construction du foncteur
Notons Mrπ (resp. Mrπ′) la catégorie obtenue en choisissant π (resp. π′) comme uniformi-
sante de K. On souhaite construire un foncteur (qui va s’avérer être une équivalence de caté-
gories) entre les catégories Mrπ et Mrπ′ . Notons que si r = 0, les catégories M0π et M0π′ sont
identiques. On peut supposer r > 0 et donc p > 2 (puisque er < p− 1).
SoitM un objet deMr. L’application ν définie précédemment fait de S une S-algèbre et on
remarque que si l’on munit les anneaux des filtrations correspondant respectivement au choix
des uniformisantes π et π′, l’application ν est compatible aux filtrations.
Considérons les constantes t et n fournies par les lemmes 2.1.2 et 2.1.3 et définissons :
M ′ = S ⊗(ν),S M
Fil rM ′ = S ⊗(ν),S Fil rM






N i ◦ φr (x)
)
N ′ (s⊗ x) = N (s)⊗ x+ s⊗ nN (x)
les deux dernières égalités étant définies pour tout s ∈ S et respectivement tout x ∈ Fil rM et
tout x ∈M.
Lemme 2.1.4. Pour tout entier i > 1, le diagramme suivant est commutatif :






Fil rM φr //M
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Démonstration. On prouve la propriété par récurrence. Pour i = 1, elle est vraie par hypothèse.
Pour l’hérédité, juxtaposons les deux diagrammes :












Fil rM φr //M












N i (x) + siN i+1 (x)
]
= isiN (s)N i(x) + si+1N i+1(x).
En appliquant le calcul précédent deux fois et en utilisant la commutativité du diagramme, on
obtient, pour tout x ∈ Fil rM :
iciN (c)N i (φr (x)) + c
i+1N i+1 (φr (x))
= φr
[
iE (u)iN (E (u))N i (x) + E (u)i+1N i+1 (x)
]
= iφ (N (E (u)))φr
(




E (u)i+1N i+1 (x)
)
.
On sait que φ (N (E (u))) = N (c), ce qui permet de conclure en utilisant une dernière fois
l’hypothèse de récurrence. 
Lemme 2.1.5. L’application φ′r est bien définie et est φ-semi linéaire.
Démonstration. Dans un premier temps, si x ∈ Fil rM, d’après le lemme 2.1.4 l’élément
1
i!






. Remarquons que E(u)
i
i!
N i (x) est
toujours élément de Fil rM : si i < r < p, c’est vrai car i! est inversible et si i > r, c’est vrai
par hypothèse.

















E (u)rN i (x)
)





est multiple de pi−r
i!
. Comme on a supposé p > 2, la valuation p-adique
de ce dernier tend vers l’infini. Cela prouve que la suite des 1
i!
N i ◦ φr (x) converge vers 0 et
donc que la somme de la série est bien définie.
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Reste à voir que si s ∈ S et x ∈ Fil rM, on a φ′r (1⊗ sx) = φ′r (ν (s)⊗ x). Comme dans le



















N i (φr (x))
)
.
Le premier facteur vaut ν−1 ◦ φ ◦ ν (s) d’après le lemme 2.1.2. Cela conclut, le fait que φ′r est
φ-semi-linéaire étant évident. 
Lemme 2.1.6. L’application N ′ est bien définie et vérifie la condition de Leibniz.
Démonstration. Comme précédemment, il s’agit de vérifier que pour s ∈ S et x ∈ M, on a
N ′ (1⊗ sx) = N ′ (ν (s)⊗ x). Calculons :
N ′ (1⊗ sx) = 1⊗ nN (sx) = 1⊗ nN (s) x+ 1⊗ nsN (x) .
Or d’après le lemme 2.1.3, on a nN (s) = ν−1 ◦N ◦ν (s) et donc 1⊗nN (s) x = N ◦ν (s)⊗x.
D’autre part, on a 1⊗ nsN (x) = ν (s)⊗ nN (x). On en déduit que :
N ′ (1⊗ sx) = N ◦ ν (s)⊗ x+ ν (s)⊗ nN (x)
comme on voulait. 
Proposition 2.1.7. L’objet M′ muni de Fil rM′, de φ′r et de N ′ est un objet de la catégorie
Mrπ′ .
Démonstration. La seule vérification qui pose problème est la commutativité du diagramme
reliant φ′r à N ′. Par un simple calcul, on prouve dans un premier temps qu’il existe une constante












Comme ν (E (u)) s’obtient à partir de E ′ (u) simplement par la multiplication par une unité de
S, un diagramme équivalent, dans lequel on a remplacé ν (E (u)) par E ′ (u) et dans lequel la
constante c′ a été modifiée, commute. D’autre part, le calcul prouve que la constante c′ obtenue
ne dépend pas de M.
Soient n un entier et M = S/pnS · e1 muni de Fil rM = M, φr (e1) = e1 et N (e1) = 0.
On a (c′N ′) ◦ φ′r (u⊗ e1) = φ′r ◦ (E ′ (u)N) (u⊗ e1), ce qui donne après calcul :
[c′pup − upφ (E ′ (u))]⊗ e1 = 0.
Ainsi pn divise c′pup − upφ (E ′ (u)) pour tout n et finalement c′ = φ1 (E ′ (u)). 
On a ainsi défini un foncteur (la définition sur les flèches est évidente) Mrπ →Mrπ′ .
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2.1.2 Canonicité et compatibilité
Proposition 2.1.8. Le foncteur défini précédemment ne dépend pas du choix de l’élément P ∈
S.
Démonstration. Avec les notations précédentes, il suffit de prouver que si P = uH est tel que
P (π) = π, alors M et M′ sont canoniquement isomorphes. Notons ν : S → S le morphisme
d’anneau tel que ν (u) = P (u). La condition implique H (u) − 1 ∈ Fil 1S et donc l’élément
log (H (u)) est bien défini dans S.
Si M est un objet de Mrπ, on peut définir l’application :
S ⊗(ν),S M → S






Comme log (H (u)) ∈ Fil 1S, l’élément (−logH(u))
i
i!
est bien défini. En outre le fait que dans T ,
exp (logH (u)) = H (u) ∈ S prouve que la suite (logH(u))
i
i!
converge vers 0 et finalement que
l’application est bien définie.
Il ne reste plus qu’à voir que c’est un isomorphisme S-linéaire et compatible à toutes les
structures ; c’est donc une flèche dans Mrπ. 
Corollaire 2.1.9. Le foncteur défini précédemment est une équivalence de catégorie.
Si, comme précédemment, π et π′ sont deux uniformisantes de K, on peut définir Aˆstπ et
Aˆstπ′ . Pour cela, rappelons que l’on avait choisi (π1, . . . , πn, . . .) (resp. (π′1, . . . , π′n, . . .)) un
système compatible de racines pn-ièmes de π (resp. de π′). On définit ωn en imposant πn =
ωnπ
′
n, obtenant ainsi (ω¯1, . . . , ω¯n, . . .) ∈ R puis [ω] ∈ Acris (notez que Acris ne dépend pas du
choix d’une uniformisante).
L’unique morphisme de Acris-algèbre Aˆstπ → Aˆstπ′ envoyant (1 +X) sur [ω] (1 +X) est un
isomorphisme compatible à φr, à N et à l’action du groupe de Galois GK .
Proposition 2.1.10. Le diagramme suivant est commutatif :
Mrπ











où la flèche horizontale est le foncteur défini précédemment.
Démonstration. L’anneau S s’identifie à la fois aux points fixes sous l’action de Galois de Aˆstπ
et de Aˆstπ′ . Notons ρ : S → Aˆstπ et ρ′ : S → Aˆstπ′ les inclusions correspondantes. Il existe un
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et on vérifie que l’application ainsi définie
convient. En outre, elle est GK-équivariante et induit une flèche ν : Aˆst,∞π → Aˆst,∞π′ encore
GK-équivariante.
Soit M un objet de Mrπ et M′ l’objet de Mrπ′ qui lui est associé par le foncteur précédent.
On rappelle qu’en tant que module, on a M′ = S ⊗(ν),S M. Soit f ∈ T ⋆st (M). On lui associe
l’application suivante :
M′ → Aˆst,∞π′
s⊗ x 7→ ρ′ (s) · ν ◦ f (x)
On vérifie qu’elle est S-linéaire et compatible aux structures définissant ainsi un élément de
T ⋆st (M
′).
On définit ainsi une application T ⋆st (M)→ T ⋆st (M′). Elle estZp-linéaire et bijective puisque
l’on peut construire l’application réciproque de façon analogue. On vérifie qu’elle est compa-
tible à l’action de Galois et donc qu’il s’agit d’un isomorphisme dans la catégorie des Zp-
représentations galoisiennes. 
2.2 Description des objets de M˜r(e)
On considère dans ce paragraphe un objetM de M˜r(e). Il s’agit d’un k [u] /uep-module libre
de rang fini d muni d’une filtration, d’une application φr et d’une application N , le tout vérifiant
les propriétés données précédemment.
2.2.1 Bases adaptées
On a dans un premier temps un résultat bien utile (et classique) qui est le suivant :




unik [u] /uep · ei.
Une telle base est par définition une base adaptée de M.
Démonstration. Comme M est libre, il existe un k [u]-module libre M′ tel que M′/uepM′ =
M. Autrement dit, il existe une flèche f : M′ → M dont le noyau est exactement uepM′.
Définissons Fil rM′ = f−1 (Fil rM). C’est un sous-k [u]-module de M′.
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Puisque k [u] est un anneau principal, d’après le théorème de structure, il existe une suite de
polynômes P1, . . . , Pd tels que Pi divise Pi+1 pour tout i et une base (eˆ1, . . . , eˆd) de M′ telle
que (P1eˆ1, . . . , Pdeˆd) soit une base de Fil rM′. D’autre part, uerM′ ⊂ Fil rM′ et donc tous les
polynômes Pi sont des diviseurs de uer ; ils sont donc de la forme Pi = uni pour certains entiers
ni.
En posant ei = f(eˆi), on a bien le résultat annoncé. 
Remarque. Les entiers ni ne dépendent pas à permutation près de la base considérée. En effet,





par la somme des k − ni, somme étendue à tous les i pour lesquels ni 6 k. On voit facilement
que la connaissance de toutes ces sommes permet de déterminer les ni à permutation près.
Fixons à présent (e1, . . . , ed) une base adaptée deM. Nous allons essayer de décrire un peu
mieux la fonction φr et pour cela nous introduisons la définition suivante.
Définition 2.2.2. Soit x ∈M\uM, et soit n le plus petit entier tel que unx ∈ Fil rM. On pose
ϕr (x) = φr (u
nx).
Soit xi = ϕr (ei) pour 1 6 i 6 d. On rappelle que la famille des ei est la base adaptée que
l’on s’est fixée précédemment.
Proposition 2.2.3. Avec les notations précédentes, (x1, . . . , xd) est une base de M.
D’autre part, si x ∈M\uM, alors ϕr (x) ∈M\uM.
Démonstration. Pour le premier énoncé, il suffit de voir que si x ∈ Fil rM, alors φr (x) s’écrit
comme une combinaison linéaire (à coefficients dans k [up] /uep) des xi. Comme imφr engendre
M comme k [u] /uep-module, il en est de même de la famille (x1, . . . , xd). Comme elle est de
bon cardinal, elle en est une base.
Soit x ∈M\uM. On voit en décomposant x sur la base des ei, que ϕr (x) s’écrit forcément
sous la forme :
ϕr (x) = Q1(u
p)x1 + . . .+Qd(u
p)xd
où au moins l’un des polynômes Qi est de valuation nulle. Dans ce cas, on a directement
ϕr (x) ∈M\uM. 
Remarque. La deuxième partie de la proposition précédente permet de définir correctement les
itérés de ϕr.
2.2.2 L’opérateur de monodromie
Nous allons à présent étudier l’opérateur de monodromie. Pour cela, nous notons M0 =
imφr. Par ce qui précède,M0 s’identifie au k [up] /uep-module engendré par les xi. Nous avons
alors :
Proposition 2.2.4. Pour tout i, l’opérateur ci(e),πN i induit une application k [up] /uep-linéaire
de M0 sur lui-même. Cette application est nulle si i > p.
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Démonstration. Le lemme 2.1.4 assure que le diagramme suivant :








Fil rM φr //M
commute. Ainsi si x est dans l’image de φr, alors il en est de même de ci(e),πN i (x), et donc
ci(e),πN
i induit une application de M0 dans lui-même. D’autre part, N (upx) = N (up)x +
upN (x) = −pupx+ upN (x) = upN (x), ce qui prouve bien la linéarité annoncée.
Pour i > p, l’application ueiN i est nulle et donc il en est de même de ci(e),πN i. 
Corollaire 2.2.5. Il existe un élément x ∈M0 non divisible par u tel que N (x) = 0.
Démonstration. Du fait que cp(e),πNp = 0, il existe x′ ∈ M0, x′ 6= 0, tel que N (x′) = 0.





= upkN (x′′) = 0 et donc N (x′′) est un multiple de up. Notons n le plus petit entier
tel que unx′′ ∈ Fil rM de telle sorte que l’on ait ϕr (x′′) = φr (unx′′) = x. On a :
φr (u
eN (unx′′)) = c(e),πN (φr (u
nx′′)) = c(e),πN (x) .
Mais N (unx′′) = −nunx′′ + unN (x′′). Le premier terme de cette somme est dans Fil rM
puisque unx′′ y est. Le second y est également puisque N (x′′) est un multiple de up. On en
déduit que N (unx′′) ∈ Fil rM et donc que φr (ueN (unx′′)) = 0. Ainsi N (x) = 0. D’autre
part, on a x = ϕr (x′′) et donc d’après la proposition 2.2.3, x n’est pas divisible par u. Ceci
conclut la preuve du corollaire. 
2.2.3 Description matricielle
Le but de ce paragraphe est d’écrire sous forme matricielle les applications φr et N , explici-
tations que nous utiliserons dans la suite. On fixe M un objet de M˜r(e) et (e1, . . . , ed) une base
adaptée de M, les entiers correspondant étant n1, . . . , nd.






Définition 2.2.6. La matrice de φr dans la base adaptée (e1, . . . , ed) est la matrice G définie
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Remarque. Cette définition n’a de sens que si la base (e1, . . . , ed) est adaptée. De plus, la pré-
sence de la transposée sert à rester fidèle à la définition classique de la matrice d’une application
linéaire.
En gardant les notations du paragraphe précédent, on voit que G est simplement la matrice
de passage de la base (e1, . . . , ed) à la base (x1, . . . , xd). En tant que telle, il s’agit d’une matrice
inversible.
Définition 2.2.7. Soit (a1, . . . , ad) une base de M. La matrice de N dans la base (a1, . . . , ad)









On a une formule de changement de base :
Proposition 2.2.8. Soient A = (a1, . . . , ad) et B = (b1, . . . , bd) deux bases de M, et soit P la
matrice de passage de A à B. On note HA (resp. HB) la matrice de N dans la base A (resp.





























ce qui donne tHB = N (tP ) tP−1 + tPHAtP−1 puis le résultat annoncé en prenant la transposée.

Remarque. Un simple calcul prouve que siA etB sont des matrices à coefficients dans k [u] /uep,
alors N (AB) = N (A)B+AN (B), et en particulier P−1N (P ) = −N (P−1)P . On en déduit
la cohérence de la formule lorsque l’on passe d’une base A à une base B puis que l’on revient à
A.
Proposition 2.2.9. Si les ni sont rangés par ordre croissant, la matrice de c(e),πN dans la
base (x1, . . . , xd) (où on rappelle que xi = φr (uniei)) est à coefficients dans k [up] /uep et
triangulaire inférieure avec des 0 sur la diagonale.
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Démonstration. La preuve résulte du diagramme commutatif suivant :






Fil rM φr //M
En effet, fixons un entier i et partons de l’élément uniei. Par φr, il s’envoie sur xi par définition.
Puis par c(e),πN , il s’envoie sur c(e),πN (xi). Par l’autre chemin, on a d’abord :
ueN (uniei) = −niu
e+niei + u
e+niN (ei)
Comme uniei ∈ Fil rM, le premier terme de la somme précédente s’envoie sur 0 par φr et
ue+niN (ei) ∈ Fil rM. Pour le second terme, décomposons N (ei) =
∑d
j=1 ajej où aj ∈










et les φ (ue+ni−njaj) sont les coefficients de la j-ième colonne de la matrice de c(e),πN . Ils sont
donc déjà tous bien dans k [up] /uep.
De plus, si j 6 i, on a par hypothèse nj 6 ni et donc e+ni−nj > e. Ainsi φ (ue+ni−njaj) =
0 et on a bien démontré le résultat annoncé. 
Remarque. Cette dernière proposition redémontre en particulier, en donnant un résultat plus
précis, la proposition 2.2.4 et le corollaire qui s’ensuit.
2.3 La catégorie M˜F
r





pondent aux catégories de Fontaine-Laffaille (voir [FL82]) tuées par p pour e = 1.
Commençons par donner une proposition qui caractérise les objets de cette sous-catégorie.
Soit M un objet de M˜r(e),0. Notons M0 = imφr et plus généralement Mi = uiM0 pour un





Proposition 2.3.1. Avec les notations précédentes, les propriétés suivantes sont équivalentes :




ii) il existe une base adaptée de M formée d’éléments de M0 ;
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Démonstration. La propriété ii) implique de façon presque immédiate les deux autres. Nous
allons montrer que iii) implique i) puis que i) implique ii).
Supposons iii). Prouvons dans un premier temps que cela implique que N (Fil rM) ⊂
Fil rM. Soit x ∈ Fil rM. D’après le diagramme suivant :






Fil rM φr //M
on a φr (u
eN (x)) = 0. La proposition 2.2.3 implique facilement que kerφr = ueFil rM et
donc il existe y ∈ Fil rM tel que ueN (x) = uey. La différence N (x) − y est tuée par ue.
Elle s’écrit ue(p−1)z pour un certain z ∈ M. Comme e (p− 1) > er, ue(p−1)z ∈ Fil rM d’où
N (x) ∈ Fil rM. Ceci prouve la propriété annoncée.
Soit y ∈ Fil rM. On cherche à construire des yi ∈ Fil rM∩Mi tels que y = y0+ . . .+yp−1.
On peut déjà écrire une égalité de ce type avec yi ∈ Mi. Appliquons l’opérateur N à cette
égalité en remarquant que puisque N est supposé nul sur M0, on a N (yi) = −iyi. On obtient
successivement :
y = x0 + y1 + . . .+ yp−1
N (y) = −y1 + . . .− (p− 1) yp−1





Np−1 (y) = y1 + . . .+ (p− 1)
p−1 yp−1.
Les coefficients qui apparaissent forment une matrice de Vandermonde inversible. Ainsi on
peut exprimer les yi comme combinaisons linéaires à coefficients dans Fp des N j (y). Par ce qui
précède, cela entraîne yi ∈ Fil rM et donc bien la propriété voulue.
Supposons i). Fixons (e1, . . . , ed) une base de M0 comme k [up] /uep-module, et notons
M′0 le sous-k-espace vectoriel de M0 engendré par les ei. Notons également M′i = uiM′0.
Pour tout entier i, on a un isomorphisme fi :M′0 →M′i qui est la multiplication par ui. Notons
F ′i = f
−1
i (Fil rM∩M′i). On obtient une filtration croissante par des sous-k-espaces vectoriels.
Il suffit alors pour répondre à la question de considérer une base (x1, . . . , xd) deM′0 compatible
à cette filtration. 
Définition 2.3.2. On note M˜Fr0 la sous-catégorie pleine de M˜
r
(e),0 formée des objets satisfaisant
les propriétés de la proposition précédente. On note M˜F
r
la sous-catégorie pleine de M˜
r
(e)
formée des objets dont l’image dans M˜r(e),0 par le foncteur d’oubli satisfait les propriétés de la
proposition précédente.
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Les lettres MF font référence à « modules filtrés » car l’on peut donner une nouvelle interpré-
tation de ces objets via des modules filtrés. Avant cela, faisons quelques remarques générales :
Proposition 2.3.3. La catégorie M˜F
r
est une sous-catégorie abélienne de M˜
r
(e) stable par sous-
objets et par quotients. De plus, elle est égale à M˜r(e) si et seulement si e = r = 1.
Démonstration. Nous ne savons pas encore à ce stade que M˜
r
(e) est une catégorie abélienne.
Nous allons l’admettre momentanément pour prouver la première partie de la proposition. Il
suffit de prouver la stabilité par sommes directes, sous-objets et quotients, un noyau étant un
sous-objet et un conoyau un quotient. Tout cela est immédiat avec la caractérisation iii).
Traitons le cas e = r = 1. Soit M un objet de M˜r(e),0 et soit x ∈ Fil rM. On peut écrire
x = x0 + . . . + xp−1 avec xi ∈ Mi. Par hypothèse uM ⊂ Fil rM, et donc xi ∈ Fil rM
pour i > 1, puis x0 ∈ Fil rM. On a ainsi vérifié la propriété i). Réciproquement, considérons
M = k [u] /uepe1 ⊕ k [u] /uepe2, Fil rM = (e1, u2e2), φr (e1) = e2, φr (u2e2) = e1 + ue2.
D’après la proposition 2.2.9, un opérateur de monodromie sur M doit vérifier N (e1 + ue2) =
0 et N (e2) = a (e1 + ue2) pour un certain a ∈ k [up] /uep. On doit avoir cN ◦ φr (e1) =
φr (u
eN (e1)), ce qui donne après calcul a = −up(e−1). Il existe donc un unique N valable, et il
n’est pas nul sur imφr. Cela conclut. 
Proposition 2.3.4. Tout objet non nul de M˜r(e),0 (resp. de M˜
r
(e)) admet un sous-objet non nul
dans M˜F
r
0 (resp. dans M˜F
r
pour lequel N est nul sur imφr).
Démonstration. La preuve de cette propriété est donnée dans le paragraphe 3.1 lors de l’étude
des objets simples. 
2.3.1 Les objets de M˜Fr comme modules filtrés
Il est possible de décrire la catégorie M˜F
r
avec des objets plus proches des objets de Fontaine-
Laffaille du cas e = 1. Soit M un objet de M˜Fr. Posons M0 = imφr et Mi = uiM0, pour
0 6 i 6 p − 1. On a un isomorphisme fi : M0 → Mi qui est la multiplication par ui. Défi-
nissons Fi/e = f−1er−i (Fil rM∩Mer−i). On obtient une suite décroissante de sous-k [up] /uep-
modules de M0 contenant upM0 telle que F0 =M0 par hypothèse.
























Si on remarque pour finir que k [up] /uep est isomorphe en tant qu’anneau à OK/p (en en-
voyant up sur π), on obtient la proposition suivante qui énonce précisément le pont entre les
catégories Mr et celles de Fontaine-Laffaille, du moins dans le cas modulo p :
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Proposition 2.3.5. La catégorie M˜F
r
est équivalente à la catégorie dont les objets sont les
données suivantes :
1. un OK/p-module libre de rang fini M ;
2. une filtration décroissante (Fi) de sous-modules de M contenant πM indexée par les
rationnels de dénominateur e compris entre 0 et r telle que F0 =M ;







πp−jφi(x) pour tout x ∈ Fi et 0 6 j 6 p, et telles que
∑
i imφi engendre M ;
4. d’une application linéaire N :M→M telle que φ(cπ) ·N ◦ φi = φi−1 ◦N pour tout i
et où les flèches sont les morphismesOK/p-linéaires compatibles à toutes les structures.
Remarque. Dans le cas non ramifié (i.e. e = 1 et c(e),π = 1), on retrouve exactement la des-
cription des catégories de Fontaine-Laffaille modulo p (voir [FL82]). On peut étendre cette re-
marque à toute une sous-catégorie deMr comme expliqué dans le paragraphe 2.4.1 de [Bre97a].

















Les flèches qui montent correspondent aux foncteurs d’oubli évidents. La flèche courbe est un
foncteur «N canonique » qui munit un objet de M˜Fr0 du N (nécessairement unique) donné par
le iii) de la proposition 2.3.1. On pourrait se demander s’il est possible de prolonger ce foncteur
à tout M˜
r
(e),0. La réponse est oui dans le cas r = 1 (voir le lemme 5.1.2. de [BCDT01]), et
non dans le cas général puisqu’il n’est déjà pas vrai que le foncteur d’oubli M˜r(e) → M˜
r
(e),0
est toujours essentiellement surjectif (reprendre l’exemple donné dans la démonstration de la
proposition 2.3.3)
2.4 Un mot sur le cas r = 1
Ce cas est amplement discuté dans [Bre00b]. Plus exactement, Breuil construit là un foncteur
contravariant entre la catégorie M˜
1
0 et la catégorie des schémas en groupes finis et plats sur
OK tués par p. Il prouve ensuite, en exhibant en quasi-inverse, que ce foncteur est une anti-
équivalence de catégories.
Il étend par la suite ce foncteur à toute la catégorieM10 et atteint tous les schémas en groupes
surOK tués par une puissance de p. De cette façon, Breuil retrouve la classification des schémas
en groupes sur OK débutée par Raynaud ([Ray74]) et poursuivie par Fontaine ([Fon75d]) et
Conrad ([Con99]), et étend même cette classification sans restriction sur la ramification.
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2.5 Des catégories abéliennes et artiniennes
Nous montrons dans ce paragraphe que les catégories M˜
r
(e) et M
r sont abéliennes. Nous
rappelons dans un premier temps que ce résultat est prouvé dans [Bre97a] lorsque e = 1.







(e) obtenue en considérant des k [u] /up-modules libres à la
place de k [u] /uep-modules libres. Un raisonnement rigoureusement identique à celui établi
pour prouver le corollaire 2.2.3.2 de [Bre97a] donne :
Théorème 2.5.1. La catégorie M˜
r
est abélienne et artinienne. Plus précisément soit f : X →
Y un morphisme dans M˜
r
, alors :
i) f (Fil rX ) = Fil rY ∩ f (X ) ;
ii) Soit K le noyau de l’application k [u] /up-linéaire sous-jacente, Fil rK = Fil rX ∩ K,
φr : Fil rK → K la restriction de φr : Fil rX → X et N : K → K la restriction de




iii) Soit C le conoyau de l’application k [u] /up-linéaire sous-jacente, Fil rC l’image de
Fil rY dans C, φr : Fil rC → C l’application qu’induit φr : Fil rY → Y et N : C → C le
quotient de N : Y → Y . Avec ces structures, C est un objet de M˜r et donne le conoyau
de f dans M˜
r
.
Nous allons à présent montrer les propriétés analogues pour la catégorie M˜
r
(e).
Soit f : X → Y un morphisme de la catégorie M˜
r
(e). Notons X¯ (resp. Y¯) la réduction de
X (resp. de Y) modulo up, et pX : X → X¯ (resp. pY : Y → Y¯) la projection correspondante.
On munit X¯ et Y¯ de Fil r, Frobenius et opérateurs de monodromie en regardant les structures
quotients. On obtient des objets de la catégorie M˜r et la flèche f induit un morphisme f¯ : X¯ →
Y¯ dans cette catégorie. Finalement, puisque er < p− 1, on a :








Lemme 2.5.2. L’image (au sens classique) de f est un k [u] /uep-module libre.
Démonstration. Comme f commute à φr, elle induit une application (k [up] /uep-linéaire) f :
φr (Fil rX ) → φr (Fil rY). En recopiant l’argument de la preuve de la proposition 2.2.1, on
prouve qu’il existe des éléments e1, . . . , ed, e′1, . . . , e′d′ et des entiers n1, . . . , nd, n′1, . . . , n′d′ tels
que n′i′ > 0 et :
im f = k [u] /uepe1 ⊕ . . .⊕ k [u] /ueped ⊕ upn
′
1k [u] /uepe′1 ⊕ . . .⊕ u
pn′
d′k [u] /uepe′d′
Fil rY ∩ im f = un1k [u] /uepe1 ⊕ . . .⊕ undk [u] /ueped ⊕ upn
′
1k [u] /uepe′1 ⊕ . . .⊕ u
pn′
d′k [u] /uepe′d′
De plus, comme φr(Fil rX ) doit engendrer X et que f(Fil rX ) ⊂ Fil rY , on en déduit que
φr(Fil rY ∩ im f) doit au moins engendrer im f . Mais, puisque er < p − 1, on a forcément
φr(u
pY) ⊂ u2pY et par un argument de dimension, le seul moyen de tout concilier est d’avoir
d′ = 0, ce qui achève la démonstration. 
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Lemme 2.5.3. Le noyau et le conoyau de f sont des k [u] /uep-modules libres.
Démonstration. En tant que k [u] /uep-module, l’image de f s’identifie au quotient X /ker f et
le conoyau au quotient Y/im f . Le lemme résulte du fait que si N ⊂ M sont des k [u] /uep-
modules de type fini et si deux modules parmi M , N et M/N sont libres sur k [u] /uep, alors il
en est de même du troisième. 
Notons K le noyau de f , C le conoyau de f , K¯ le noyau de f¯ et C¯ le conoyau de f¯ et
considérons le diagramme suivant :














0 // K¯ // X¯
f¯ // Y¯ // C¯ // 0
Lemme 2.5.4. La flèche pK (resp. pC) définie par le diagramme précédent est surjective et de
noyau upK (resp. upC). Autrement dit K¯ s’identifie à K/upK et C¯ à C/upC.
Démonstration. Commençons par le noyau et la surjectivité. Soit x¯ ∈ K¯. Il se relève en x ∈ X
tel que f (x) = 0 (mod up). Il existe donc y ∈ Y tel que f (x) = upy. On a upy ∈ im f
et, puisque im f est libre sur k [u] /uep, il existe y′ ∈ im f tel que upy = upy′ et donc upy =
f (upx′) pour un certain x′ ∈ X . Mais alors x− upx′ ∈ K s’envoie sur x¯ par pK. Ceci prouve la
surjectivité.
Soit maintenant x ∈ K tel que pK (x) = 0. On a pX (x) = 0 et donc x est un multiple de
up dans X . Il l’est aussi dans K puisque K est un k [u] /uep-module libre. Finalement ker pK =
upK.
On utilise des arguments analogues pour le conoyau. 
Lemme 2.5.5. On a f (Fil rX ) = Fil rY ∩ f (X ).
Démonstration. On a évidemment toujours l’inclusion f (Fil rX ) ⊂ Fil rY ∩ f (X ).




(en gardant les notations précédentes) et d’après le théorème 2.5.1, y¯ ∈ f¯ (Fil rX¯ ). Il existe
x¯ ∈ Fil rX¯ tel que y¯ = f¯ (x¯). Notons x un relevé de x¯ dans Fil rX . Il existe un élément y′ ∈ Y
tel que y = f (x) + upy′. Les éléments y et f (x) sont dans im f , il en est donc de même de
upy′ et puisque im f est libre sur k [u] /uep, il existe y′′ ∈ im f tel que upy′ = upy′′. On écrit
y′′ = f (x′′) pour un certain x′′ ∈ X , et il vient y = f (x+ upx′′). Comme uerX ⊂ Fil rX et
er < p− 1, on a upx′′ ∈ Fil rX et donc x+ upx′′ ∈ Fil rX . Finalement y ∈ f (Fil rX ). 
On définit Fil rK = K ∩ Fil rX , un Frobenius φr : Fil rK → K et un opérateur de mono-
dromie N : K → K déduits des opérateurs sur X . De même, on définit Fil rC comme l’image
de Fil rY par la projection Y → C, un Frobenius et un opérateur de monodromie sur C, les
opérateurs sur Y passant au quotient.
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Lemme 2.5.6. Munis des structures précédentes, les objetsK et C sont des objets de la catégorie
M˜
r
(e) et respectivement un noyau et un conoyau de l’application f .
Démonstration. Les conditions de compatibilité et le fait que si les objets sont dans la catégorie,
ils sont noyau ou conoyau est évident. Le seul point délicat est la « surjectivité » des φr.
Modulo up, les objetsK et C avec toutes leurs structures se réduisent d’après le lemme 2.5.4
sur K¯ et C¯ et on sait alors que les φr définis sur ces objets sont « surjectifs ». Notons (e1, . . . , ed)
une base adaptée de K (qui existe bien) et G la matrice de φr dans cette base. Cette matrice
est inversible modulo up et donc son déterminant est inversible modulo up puis modulo uep. La
matrice G est donc inversible et imφr engendre bien tout K. On raisonne de même pour C. 
En rassemblant tous les résultats précédents, on obtient :
Corollaire 2.5.7. La catégorie M˜
r
(e) est abélienne et artinienne. Plus précisément soit f : X →
Y un morphisme dans M˜
r
(e), alors :
i) f (Fil rX ) = Fil rY ∩ f (X ) ;
ii) Soit K le noyau de l’application k [u] /uep-linéaire sous-jacente, Fil rK = Fil rX ∩ K,
φr : Fil rK → K la restriction de φr : Fil rX → X et N : K → K la restriction de




iii) Soit C le conoyau de l’application k [u] /uep-linéaire sous-jacente, Fil rC l’image de
Fil rY dans C, φr : Fil rC → C l’application qu’induit φr : Fil rY → Y et N : C → C le
quotient de N : Y → Y . Avec ces structures, C est un objet de M˜r(e) et donne le conoyau
de f dans M˜
r
(e).
2.5.2 La catégorie Mr
On procède par dévissage. La preuve est en tout point analogue à celle déjà connue dans
le cas e = 1 et présentée dans le paragraphe 2.3 de [Bre97a]. Les lemmes et les propositions
successives gardent un sens dans ce contexte plus général, et sont également vrais, les preuves
étant encore textuellement les mêmes. Nous n’insisterons donc pas davantage et laissons le
lecteur se reporter à cette référence.
Énonçons toutefois complètement le théorème que l’on obtient, très analogue au corollaire
2.5.7 :
Théorème 2.5.8. La catégorie Mr est abélienne et artinienne. Plus précisément soit f : X →
Y un morphisme dans Mr, alors :
i) f (Fil rX ) = Fil rY ∩ f (X ) ;
ii) Soit K le noyau de l’application S-linéaire sous-jacente, Fil rK = Fil rX ∩ K, φr :
Fil rK → K la restriction de φr : Fil rX → X et N : K → K la restriction de N : X →
X . Avec ces structures, K est un objet de Mr et donne le noyau de f dans Mr ;
iii) Soit C le conoyau de l’application S-linéaire sous-jacente, Fil rC l’image de Fil rY dans
C, φr : Fil rC → C l’application qu’induit φr : Fil rY → Y et N : C → C le quotient de
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N : Y → Y . Avec ces structures, C est un objet de Mr et donne le conoyau de f dans
Mr.




0 sont abéliennes et artiniennes.
3 Classification des objets simples
Nous allons donner une classification complète des objets simples de la catégorie Mr
lorsque le corps résiduel k est algébriquement clos. Nous essaierons également d’expliquer
ce qui se passe lorsque ce n’est pas le cas. Pour l’instant, on ne fait aucune hypothèse supplé-
mentaire sur k.
On considère M un objet simple (donc non nul) de Mr. Il est obligatoirement tué par p. En
effet, si ce n’était pas le cas, le noyau de la multiplication par p dansM fournirait un sous-objet
strict de M (notez que la multiplication par p ne peut pas être injective car elle est nilpotente :
M est supposé être tué par une puissance de p). L’objet simpleM peut être vu dans la catégorie
M˜
r
(e) (du moins si r > 0, mais dans le cas contraire, le résultat est immédiat et laissé au lecteur) :
c’est un k [u] /uep-module muni d’un Fil r, d’un φr et d’un opérateur de monodromie vérifiant
les bonnes propriétés.
3.1 La monodromie
Si l’on note M0 = imφr, l’application de monodromie N induit une application linéaire
c(e),πN : M0 → M0 (voir proposition 2.2.4) et il existe x1 ∈ M0\uM0 tel que N (x1) = 0
(voir corollaire 2.2.5). Notons x2 = ϕr (x1) (voir définition 2.2.2) puis par récurrence xi+1 =
ϕr (xi), ce qui est possible d’après la deuxième partie de la proposition 2.2.3. On a N (xi) = 0
pour tout entier i.
Notons x¯i la réduction modulo up de xi. Les x¯i sont des éléments non nuls de M0/upM0
qui est un k-espace vectoriel de dimension finie. Notons n > 1 le plus petit indice tel que x¯n+1
puisse s’écrire comme combinaison linéaire des x¯i pour i variant de 1 à n. Il existe donc λi ∈ k
tels que :
x¯n+1 = λ1x¯1 + . . .+ λnx¯n
et on peut supposer λ1 6= 0 quitte à remplacer x1 par le plus petit indice i tel que λi 6= 0. Comme
x¯n+1 6= 0, les λi ne peuvent être tous simultanément nuls.
Nous allons à présent corriger les xi pour que cette relation ne soit plus vraie seulement
modulo up. On procède par approximations successives et on construit une suite indexée par
j d’éléments x(j)i qui sont tels que x
(j)
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les λi restant inchangés. On a une solution pour j = 1. Supposons qu’on l’ait pour j et

































mais comme par hypothèse, on a x(j)n+1 ≡ λ1x
(j)
1 + . . .+λnx
(j)
n (mod ujp), on a bien l’existence
d’un tel r : il suffit de le prendre tel que ujpλ1r = x(j)n+1 − λ1x
(j)
1 − . . . − λnx
(j)
n . De plus, en
appliquant N à cette dernière égalité, on voit que N (ujpλ1r) = λ1ujpN (r) = 0 et donc que
N(x
(j+1)
1 ) = 0 puisque λ1 est supposé non nul. Ceci implique la nullité de tous les N(x
(j+1)
i ).
Pour j = e, l’égalité a lieu modulo uep et donc dans M. Soit K le sous-k [u] /uep-module
engendré par les x(e)i , pour 1 6 i 6 n. La liberté sur k des x¯i assure que K est un module libre
de rang n. Notons Mi le sous-module de M engendré par x(e)i , Fil rMi = Fil rM ∩Mi et
finalement Fil rK =
∑n
i=1 Fil rMi ∩ K. Par construction, N stabilise K et φr envoie Fil rK sur
K. En outre, encore par construction, l’image de la restriction de φr à Fil rK engendre K : on
voit que l’objet K est dans la catégorie M˜Fr. Comme M est simple, ce sous-objet est tout M.
Ainsi on a prouvé la proposition suivante :
Proposition 3.1.1. Soit M un objet simple de Mr. Alors M est dans la catégorie M˜Fr et
l’opérateur de monodromie N est nul sur imφr. De plus M admet une base adaptée de la
forme (x1, . . . , xd) telle que N (xi) = 0, xi+1 = ϕr (xi) (voir définition 2.2.2) et :
ϕr (xd) = λ1x1 + . . .+ λdxd
où les λi sont des éléments de k tels que λ1 6= 0.
qui admet pour corollaire immédiat la proposition 2.3.4 que l’on vient donc de démontrer.
3.2 Une base adaptée simple
Nous allons dans ce paragraphe préciser un peu plus l’énoncé de la proposition 3.1.1 dans
le cas où le corps résiduel k est algébriquement clos.
Lemme 3.2.1. Supposons k algébriquement clos. Soit M un objet simple de Mr. Alors M est
dans M˜
r
(e) et il existe (e1, . . . , ed) une base adaptée de M telle que N (ei) = 0, ei+1 = ϕr (ei),
les indices i étant considérés dans Z/dZ.
Démonstration. On sait d’après la proposition 3.1.1 qu’il existe une base adaptée (x1, . . . , xd)
telle que ϕr (xi) = xi+1 pour i compris entre 1 et d − 1 et ϕr (xd) = λ1x1 + . . . + λdxd où
λi ∈ k et λ1 6= 0.
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Parmi toutes les bases adaptées qui vérifient ces conditions, choisissons-en une pour laquelle
le nombre de λi non nuls est minimal. On écrit alors plutôt :
xd+1 = ϕr (xd) = λ1xi1 + . . .+ λkxik
où tous les λi sont non nuls et les indices ik sont compris entre 1 et d. De plus, on a i1 = 1.
Notons pour tout i, ni le plus petit entier tel que unixi ∈ Fil rM. Si tous les nij n’étaient pas
égaux, ϕr (xd+1) s’écrirait comme une combinaison linéaire de x2, . . . , xd+1 faisant intervenir
strictement moins de k termes et la famille (x2, . . . , xd+1) fournirait une base adaptée de M
(en reprenant l’étude faite dans le paragraphe précédent). Mais ceci est en contradiction avec la
minimalité considérée.
Ainsi tous les nij sont égaux et donc égaux à nd+1. Par récurrence, on prouve que pour tout
entier fixé a, tous les nij+a sont égaux, les indices ij + a étant considérés modulo d.
Notons t le plus grand commun diviseur de d et de toutes les différences ij − ij′ . D’après
ce qui précède la suite des ni est périodique de période (divisant) t. On considère alors le sous-
k-espace vectoriel de M engendré par les xtn où n parcourt Z/dZ. L’application ϕtr stabilise
ce sous-espace et y est φt-semi-linéaire. En particulier, puisque k est algébriquement clos, il
existe un élément e1 de ce sous-espace tel que ϕtr (e1) = λe1 pour un certain λ ∈ k⋆. Quitte à
multiplier e1 par un élément de k, on peut supposer λ = 1.
On définit ei+1 = ϕr (ei). La famille (e1, . . . , et) engendre un espace stable par N et par φr
qui est par construction un sous-objet non nul de M. C’est donc tout M. De plus, d’après la
proposition 3.1.1, N (ei) = 0 pour tout i. Finalement (e1, . . . , et) est une base adaptée vérifiant
les conditions du lemme. Cela conclut. 
3.3 Classification proprement dite
Définition 3.3.1. Soit (ni) une suite périodique4 d’entiers compris entre 0 et er. On note h la
période de cette suite. On définit l’objet M (ni) ∈ M˜r(e) de la façon suivante :
1. M (ni) =
⊕
i∈Z/hZ
k [u] /uepei ;
2. Fil rM (ni) =
⊕
i∈Z/hZ
unik [u] /uepei ;
3. φr (uniei) = ei+1 pour tout indice i ;
4. N (ei) = 0 pour tout indice i.
Il est facile de vérifier que tous ces objets sont bien dans la catégorie M˜r(e) et on a le théorème
suivant :
Théorème 3.3.2. Supposons k algébriquement clos. Les objets M (ni) sont des objets simples
de la catégorie M˜
r
(e). De plus, si M est un objet simple de la catégorie M˜
r
(e), alors il est
isomorphe à un certain M (ni).
4Par « périodique », on entend dans ce chapitre « périodique dès le début » et pas « périodique à partir d’un
certain rang ».
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Démonstration. Voyons d’abord la simplicité de M (ni). Soit M un sous-objet non nul de
M (ni). L’image de la restriction de φr à M∩ Fil rM (ni) est supposée engendrer tout M ; en
particulier elle n’est pas réduite à 0 et comprend un élément non divisible par up, disons x. On
écrit x = λ1e1 + . . . + λheh où les λi sont des polynômes à coefficients dans k [up] /uep. On
peut supposer λi ∈ k quitte à remplacer x par ϕr ◦ ϕr ◦ ϕr (x).
Considérons un x pour lequel le nombre de λi non nuls est minimal et écrivons :
x = λ1ei1 + . . .+ λkeik
avec ici tous les λi non nuls. En appliquant ϕr éventuellement plusieurs fois, on voit que tous
les nij doivent être égaux car sinon, on obtient un nouvel x qui serait combinaison d’un nombre
plus petit de ei. On applique alors ϕr à l’égalité précédente et comme précédemment, on prouve
que tous les nij+1 sont égaux. Par récurrence, on voit que pour a fixé tous les nij+a sont égaux.
Ainsi, pour que la suite (ni) soit périodique de période exactement h, il faut que k = 1, c’est-à-
dire que x soit multiple de l’un des ei. Mais alors le sous-objet engendré par x est tout M (ni)
et finalement M =M (ni). Ce qui assure la simplicité.
Voyons la réciproque. On applique le lemme 3.2.1 qui donne une description explicite de
l’objetM. Il reste juste à démontrer que la suite (ni) ne peut être périodique de période divisant
strictement h. Mais supposons que ce soit le cas et notons t cette période. On considère le sous-
objet engendré par l’élément x = et + e2t + . . .+ eh et on vérifie immédiatement qu’il est non
nul et strictement inclus dans M. C’est une contradiction. 
Remarque. En utilisant la correspondance de [Bre00b], on retrouve exactement la classification
donnée par Raynaud dans [Ray74].
3.3.1 Étude des endomorphismes
On suppose toujours le corps k algébriquement clos. Soit M un objet simple de M˜r(e). Soit
(e1, . . . , eh) une base adaptée de M vérifiant les conditions du théorème 3.3.2. Nous allons en
fait voir que les ei sont presque uniquement déterminés. Plus précisément, on a :
Théorème 3.3.3. Supposons k algébriquement clos. Si λ ∈ k vérifie λph = λ, alors l’appli-
cation ψ : M → M définie par ψ (ei) = λpiei est un endomorphisme de M. Ce sont les
seuls.
Démonstration. Déjà il est facile de vérifier que les applications définies dans l’énoncé du
théorème sont bien compatibles au Fil r, au Frobenius et à l’opérateur de monodromie.
Pour la réciproque, nous allons anticiper sur des résultats ultérieurs donnant une application
non nulle End (M)→ End (T ⋆st (M)) (la non-nullité se déduit de la fidélité du foncteur T ⋆st selon
le corollaire 4.3.4). D’autre part End (M) est un corps a priori non commutatif et End (T ⋆st (M))
est un corps fini à ph éléments (cela se déduit de théorème 4.2.2). On en déduit facilement que
la flèche End (M)→ End (T ⋆st (M)) est bijective, ce qui prouve le théorème. 
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Corollaire 3.3.4. Les objets simples M (ni) et M (mi) sont isomorphes si et seulement si la
suite (mi) se déduit de la suite (ni) par translation.
Démonstration. Si deux objets M (ni) et M (mi) sont isomorphes, on peut transporter une
base adaptée de M (ni) à M (mi) et le théorème précédent entraîne la conclusion voulue. 
3.3.2 Un autre point de vue
Donnons finalement un point de vue différent sur cette classification, peut-être plus agréable
à retenir.
Soit (ni)i∈N une suite quelconque d’entiers compris entre 0 et p−1 et soit t le rationnel dont
le développement « décimal » en base p est :
t = 0 , n1 n2 n3 n4 . . .
On a une propriété classique :
Propriété 3.3.5. Avec les notations précédentes, les suites périodiques sont exactement celles
qui correspondent aux rationnels de Z(p) ∩ [0, 1] où Z(p) désigne le localisé de Z en p.
On peut alors poser la définition suivante :
Définition 3.3.6. Soit R l’ensemble des classes d’équivalence d’éléments de Z(p) pour la re-
lation d’équivalence suivante : a ∼ b si et seulement s’il existe un entier n tel que a ≡ pnb
(mod Z).
La dernière relation d’équivalence n’est pas mystérieuse : elle correspond simplement à un
décalage des décimales du nombre. En particulier, à cause de la périodicité, les classes d’équi-
valence sont toutes finies.
Dans ces conditions, R classifie exactement les objets simples de la catégorie Mr (via la
correspondance que l’on a décrite précédemment).
Nous verrons par la suite que le « rationnel classifiant » va réapparaître de façon naturelle.
4 Étude du foncteur T ⋆st
4.1 Un système préliminaire
Ce paragraphe présente une version légèrement différente de résultats classiques et par
exemple déjà discutés dans [Wac97] ou dans le paragraphe 3.3.2 de [Bre97a]. On suppose dans
ce paragraphe que le corps résiduel k est algébriquement clos.





formisante π de K et on appelle K(h) l’extension de K engendrée par cette racine. On rappelle
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que K(h)/K est totalement et modérément ramifiée de degré ph−1. On rappelle également que
la limite inductive de toutes ces extensions est l’extension maximale modérément ramifiée de
K. Par la suite, lorsqu’il n’y aura pas de risque d’ambiguité, on notera η à la place de η(h). On
rappelle enfin que π1 désigne une racine p-ième de π.

















= ̟xˆ1 + rˆh
où ̟ ∈ {−1, 1} est un signe, les ni sont des entiers fixés tous compris entre 0 et er, et où les
rˆi et les cˆi sont des éléments de OK¯ . Les inconnues sont les xˆi que l’on cherche également dans
OK¯ . On pose dans la suite mi = er − ni.
4.1.1 Sans coefficient constant
On s’intéresse tout d’abord au cas où toutes les constantes rˆi et cˆi sont nulles. Il est alors









où s1 est défini par la formule :
s1 = m1p
h−1 +m2p
h−2 + . . .+mh−1p +mh.




-ièmes de ̟hπs1 . À
partir de xˆ1, on reconstruit les autres xˆi et on vérifie qu’ils forment bien une solution du système.
On peut présenter les choses de façon plus homogène en procédant comme suit. On pose
pour tout i ∈ Z/hZ :
si = mip
h−1 +mi+1p
h−2 + . . .+mi+h−2p+mi+h−1.




-ième de ̟h (qui est déjà dans K), la famille des xˆi = ̟iεpiηsi
est une solution de (S). Toutes les solutions s’obtiennent ainsi à l’exception de la solution nulle
xˆ1 = . . . = xˆh = 0.
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4.1.2 Un lemme à la Hensel
On ne suppose plus que les constantes sont nulles et on cherche un lien entre les solutions
de (S) modulo p et les solutions de (S) dans OK¯ :
Lemme 4.1.1. Avec les notations précédentes, si le système (S) admet une solution (x1, . . . , xh)
modulo p, alors cette solution se relève dans OK¯ en une solution (xˆ1, . . . , xˆh).
Démonstration. On construit cette solution par approximations successives. Fixons tout d’abord
une extension finie L de K(h) suffisamment grande pour contenir tous les rˆi, les cˆi et pour que
tous les xi puissent s’y relever. L’extension L/K(h) est totalement ramifiée (puisque k est sup-
posé algébriquement clos), disons de degré d. Notons OL l’anneau des entiers de L.
On va construire une suite de (x(n)1 , x
(n)
2 , . . . , x
(n)
h ) de solutions compatibles du système (S)
modulo ηn dans OL. Il suffira par la suite de prendre la limite de cette suite pour avoir une
solution du système dans OL et donc dans OK¯ .
On a déjà, par hypothèse, un h-uplet pour n = e (ph − 1). Les suivants se construisent par












≡ ̟x(n)i+1 + rˆi (mod η
n)
pour tout indice i pris dans Z/hZ et on cherche à construire y1, . . . , yh, tels que :(
πni1 x
(n)













+ rˆi (mod η
n+1)
Un calcul donne :(
πni1 x
(n)

















































entier, donc de valuation positive et on en déduit que v(πni1 x
(n)
i + cˆi) >
er
p
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la dernière inégalité résultant du fait que r 6 er 6 p− 2.
On en déduit que tous les termes de la somme pour k compris strictement entre 0 et p sont
nuls modulo ηn+1. En fait, c’est aussi le cas pour k = p. En reprenant les égalités précédentes,




+ e (p− 1− r)
mais p − 1 − r > 1 et donc on a également vp > n+1ph−1 . Finalement le système que l’on a à













+ rˆi (mod η
n+1)







− ̟x(n)i+1 − rˆi est un multiple de ηn, et donc s’écrit
ηnqi. Il suffit ensuite de choisir yi = ̟qi pour avoir la solution que l’on cherchait. 
4.1.3 Résolution du système
Une première conséquence du lemme que l’on vient de prouver est la résolution du système
(S) modulo p lorsque les constantes rˆi et cˆi sont toutes nulles :
Lemme 4.1.2. Supposons que les constantes rˆi et cˆi soient nulles. Mise à part la solution nulle,
les solutions de (S) dans OK¯/p s’écrivent xi = ̟iεp
i





ième de ̟h, η¯ est la réduction de η dans OK¯/p et :
si = mip
h−1 +mi+1p
h−2 + . . .+mi+h−2p+mi+h−1.




-ième de ̟h et si xi désigne la réduction modulo





-ièmes de ̟h distinctes, on a pour tout entier i, εpi 6= ε′pi dans le corps
résiduel et donc εpi − ε′pi est de valuation nulle. On en déduit, puisque v(ηsi) = si




ηsi et x′i = ̟
iε′p
i
ηsi sont distincts dans OK¯/p.
On a ainsi trouvé ph solutions à (S) modulo p. Le lemme 4.1.1 assure qu’il y en a au moins
autant dans OK¯ . Mais on a vu qu’il y en a exactement ph dans OK¯ , on les a donc toutes. 
Passons au cas général. On reprend le système (S) mais on ne suppose plus la nullité de rˆi
et de cˆi.
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Théorème 4.1.3. Supposons que le système (S) admette une solution dans OK¯ , alors il admet
toujours ph solutions dans OK¯ et ph solutions dans OK¯/p. De plus l’application de réduction
modulo p définit une bijection entre ces ensembles de solutions.
En outre si (x1, . . . , xh) et (y1, . . . , yh) sont deux solutions distinctes dans OK¯/p, alors il




-ième de ̟h telle que yi = xi+̟iεp
i
ηsi pour tout indice i ∈ Z/hZ
où si est défini par la formule :
si = mip
h−1 +mi+1p
h−2 + . . .+mi+h−2p+mi+h−1
Démonstration. Soit (xˆ1, . . . , xˆh) une solution de (S) dans OK¯ . Si l’on note xi ∈ OK¯/p la





-ième de ̟h et posons yi = xi +̟iεp
i
ηsi. Un calcul donne :(




















ηksi (πni1 xˆi + cˆi)
p−k























































, puis que (y1, . . . , yh) est solution de (S). On conclut
en reprenant la démonstration du lemme 4.1.2. 
Voici un dernier corollaire qui nous sera utile par la suite :
Corollaire 4.1.4. Soit g un élément du groupe de Galois GK qui fixe tous les rˆi, tous les cˆi et π1.
Soit (xˆ1, . . . , xˆh) une solution de (S) dans OK¯ . On note xi la réduction modulo p de xˆi. Alors,
pour tout i ∈ Z/hZ, g fixe xˆi si et seulement si g fixe xi.
Démonstration. Il suffit de montrer que si g fixe les xi alors (gxˆ1, . . . , gxˆh) est aussi solution de
(S). En effet, d’après le théorème précédent, si ces deux solutions sont distinctes dansOK¯ , elles
le sont aussi modulo p. Le théorème 4.1.3 donne ceci : dans le cas où les deux solutions sont
distinctes, dans OK¯ comme dans OK¯/p, toutes les « coordonnées » des h-uplets sont distinctes.
Le corollaire en découle directement. 
Remarque. Dans le cas où tous les cˆi sont nuls, il existe toujours une solution au système dans
OK¯ . En effet, en combinant les équations, on aboutit à une unique équation polynomiale à
coefficients entiers que doit vérifier xˆ1. Comme K¯ est algébriquement clos, cette équation admet
une solution.
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4.2 Calcul sur les objets simples
Dans ce paragraphe uniquement, on suppose le corps résiduel k algébriquement clos. On
suppose également que π est choisi tel que πe = p, ce qui est toujours possible si r > 0 (si
r = 0, les résultats se démontrent indépendamment et facilement). Ainsi E (u) = ue − p et
c(e),π = −1. Soit M un objet simple de Mr. Le théorème 3.3.2 affirme que M est de la forme
M (ni) pour une certaine suite périodique (ni). Notons h sa période.
L’image deM par le foncteur T ⋆st s’identifie, comme le prouve le lemme 1.3.4, à l’ensemble
Hom(M, Aˆ). Se donner un tel morphisme revient à se donner pour tout i, un élément xi ∈ Aˆ,
image de ei, ces éléments xi étant soumis à certaines relations que nous allons expliciter. On
rappelle que d’après le lemme 1.3.3, l’anneau Aˆ s’identifie à (OK¯ 〈X〉) /p.
Lemme 4.2.1. L’ensemble des x ∈ Aˆ tels que N (x) = 0 est OK¯/p.
Démonstration. Le lemme résulte directement du fait que N (X) est une unité de Aˆ. 
De N (ei) = 0, on déduit N (xi) = 0 et donc d’après le lemme précédent xi ∈ OK¯/p.
Intéressons-nous maintenant à la condition imposée par le Frobenius. Sur l’objet M, φr est
défini par φr (uniei) = ei+1. Cela impose donc deux choses : l’élément unixi appartient à
Fil r (OK¯ 〈X〉) /p et on a l’égalité φr (unixi) = xi+1.
On rappelle que l’on avait désigné par p1 (resp. π1) une racine p-ième de p (resp. de π) et






(ai ∈ OK¯/p), alors x ∈ Fil rAˆ si et seulement si ai est un multiple de p¯r−i1 pour tout entier
i compris entre 0 et r. Comme, dans Aˆ, u = π1
1+X
, on a unixi ∈ Fil rAˆ si et seulement si
πni1 xi ∈ Fil rAˆ, c’est-à-dire πer−ni1 divise xi pour tout i ∈ Z/hZ.
Soit xˆi un relevé de xi dans OK¯ qui est un multiple de πer−ni1 . Par définition φr (unixi) est



























Ces équations fournissent un système qui est exactement celui étudié dans le paragraphe 4.1
avec ̟ = (−1)r et cˆi = rˆi = 0. En particulier, le lemme 4.1.2 nous fournit directement les
solutions.
On vient de prouver le théorème III.iii dont nous rappelons l’énoncé :
Théorème 4.2.2. Supposons k algébriquement clos et er < p−1. Si l’objet simpleM s’identifie
à M (ni) pour une suite (ni) périodique de période h (voir théorème 3.3.2), alors la représen-
tation galoisienne T ⋆st (M) est isomorphe à :
θm11 θ
m2
2 . . . θ
mh
h
où mi est défini par ni +mi = er et où les θi sont les caractères fondamentaux de niveau h.
En particulier, pour tout objet M de Mr tué par p, les exposants qui décrivent l’action de
l’inertie modérée sur la semi-simplifiée modulo p de T ⋆st (M) sont tous compris entre 0 et er.
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4.3 Exactitude et fidélité
4.3.1 Exactitude
Théorème 4.3.1. Le foncteur T ⋆st de la catégorie Mr dans la catégorie des Zp-représentations
galoisiennes de torsion est exact.
Démonstration. La preuve est en tout point semblable à celle donnée dans le paragraphe 3.2.1.
de [Bre97a], et dans le paragraphe 2.3.1. de [Bre99a]. 
4.3.2 Fidélité
Commençons par le lemme suivant :
Lemme 4.3.2. Supposons k algébriquement clos. L’image par le foncteur T ⋆st d’un objet simple
de Mr est une représentation irréductible.
Démonstration. Par le théorème 4.2.2, on connaît l’image d’un objet simple par le foncteur T ⋆st .
On vérifie directement que cette image est une représentation galoisienne irréductible. 
Corollaire 4.3.3. Supposons k algébriquement clos. Si M est un objet de Mr, on a :
long (M) = long (T ⋆st (M))
Démonstration. Cela découle directement du lemme précédent et de l’exactitude. 
Remarque. Ces deux derniers résultats restent vrais si k n’est pas algébriquement clos (voir
théorème 5.4.4).
Corollaire 4.3.4. Le foncteur T ⋆st de la catégorie Mr dans la catégorie des Zp-représentations
galoisiennes de torsion est fidèle.
Démonstration. Supposons dans un premier temps k algébriquement clos. Soit f : X → Y un
morphisme dans la catégorie Mr tel que T ⋆st (f) = 0. On a la suite exacte dans Mr :
0 // ker f // X f˜ // im f // 0
En outre l’application im f → Y est injective et donc la flèche déduite T ⋆st (Y)→ T ⋆st (im f)
est surjective. On en déduit que T ⋆st(f˜) = 0. En appliquant le foncteur exact T ⋆st à la suite exacte
écrite précédemment, on voit que T ⋆st (im f) = 0. D’après le corollaire précédent, im f = 0,
puis f = 0.
Pour le cas général, notons Knr le complété p-adique de l’extension maximale non ramifiée
de K. Son corps résiduel s’identifie à une clôture algébrique k¯ de k. Désignons par Snr l’anneau
S construit à partir de Knr et par Mrnr la catégorie de modules sur Snr.
Si M est un objet de Mr, alors Mnr = Snr ⊗S M est un objet de Mrnr et l’application :
T ⋆st (M) → T
⋆
st(Mnr)
f 7→ [s⊗ x 7→ sf (x)]
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. De plus, le morphisme ιM :M→
Mnr, x 7→ 1⊗ x est injectif.
Soit f : X → Y un morphisme dans la catégorie Mr tel que T ⋆st (f) = 0. Il induit un
morphisme fnr : Xnr → Ynr de la catégorie Mrnr et on a T ⋆st(fnr) = 0. Par la fidélité dans le cas
algébriquement clos, il vient fnr = 0. La composée ιY ◦ f : X → Ynr est nulle et comme ιY est
injectif, f est nulle. Ceci démontre la fidélité. 
5 Pleine fidélité du foncteur T ⋆st
Dans cette partie, on suppose à nouveau dans un premier temps que le corps résiduel k
est algébriquement clos. La propriété de pleine fidélité reste valable sans cette hypothèse et
nous verrons dans le dernier paragraphe comment le cas général se déduit simplement du cas
« algébriquement clos ».
Par un argument classique (voir [FL82]), on se ramène à prouver le lemme suivant :
Lemme 5.a. Soient M et N deux objets simples de Mr. La flèche canonique Ext1 (M,N )→
Ext1 (T ⋆st (N ) , T ⋆st (M)) est injective.
5.1 Le module Ass
Pour prouver le lemme 5.a, on considère M et N deux objets simples, X une extension
dans la catégorie Mr de ces deux objets telle que T ⋆st (X ) soit isomorphe au produit direct
T ⋆st (M)× T
⋆
st (N ). Il nous faut montrer que X est isomorphe à M×N .
Les hypothèses impliquent que X est tué par p. En effet, T ⋆st (X ) est tué par p, ce qui signifie
que la multiplication par p sur T ⋆st (X ) est l’application nulle. Par fidélité, on en déduit que la
multiplication par p sur X est également l’application nulle. Ainsi on peut travailler dans les
catégories M˜
r
(e). D’autre part, si r = 0, il y a un unique objet simple à isomorphisme près, ce
qui règle rapidement ce cas. Ainsi on peut supposer r > 0 et supposer à nouveau πe = p.
Commençons par donner une caractérisation, faisant intervenir explicitement le foncteur T ⋆st ,
des objets de M˜r(e) qui sont semi-simples.
On construit un sous-module Ass de Aˆ (ss pour semi-simple). Pour cela, comme dans le




-ième de l’uniformisante π.








De cette façon, si s ∈ Z(p) (le localisé de Z en p) on pourra sans ambiguité parler de πs. En
effet, comme tout nombre premier à p admet un multiple de la forme ph − 1, on peut toujours
écrire s = a
ph−1
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La condition de compatibilité dit précisément que le résultat ne dépend pas de la fraction choisie
pour représenter s. En outre, on a les formules évidentes πs× πs′ = πs+s′ et πns = (πs)n si s et
s′ sont dans Z(p) et si n est un entier.
Reprenons la description donnée tout à la fin du paragraphe 3.3. Choisissons un élément
t ∈ R classifiant un certain objet simple M de la catégorie M˜r(e). Appelons t1, . . . , th les
rationnels de Z(p) ∩ [0, 1[ correspondant à t. Précisément si c’est la suite (ni)i∈Z/hZ qui classifie
M, on aura :
ti = 0 , nini+1. . .ni+h−1 nini+1. . .ni+h−1 . . .
Si l’on pose vi = erp−1 − ti, on voit d’après le calcul fait dans le paragraphe 4.2 que tout élément
de T ⋆st (M) tombe dans le sous-k [u] /uep-module de Aˆ engendré par les πvi . On pose, pour tout
t ∈ R :
Asst = k [u] /u
ep · πv1 + k [u] /uep · πv2 + . . .+ k [u] /uep · πvh
où l’entier h dépend de t. La somme précédente est directe (voir lemme 5.1.2). Il faut faire
attention au fait que les modules k [u] /uep ·πvi ne sont pas libres, car, par exemple, on a toujours
uep−1πvi = 0, sauf dans le cas très particulier où h = 1 et n1 = er. En particulier Asst n’est pas
isomorphe à M.





Autrement dit, Ass est le sous-k [u] /uep-module engendré par les πt
′
où t′ parcourt l’ensemble
des rationnels de Z(p)∩ [0, 1[ dont l’écriture « décimale » en base p ne comporte que des chiffres
compris entre 0 et er.
Lemme 5.1.2. Le morphisme évident :⊕
t′
k [u] /uep · πt
′
→ Ass
est un isomorphisme (où la somme est à nouveau étendue aux t′ rationnels compris strictement
entre 0 et 1 et dont l’écriture « décimale » en base p ne comporte que des chiffres compris entre
0 et er).
Avant de faire la démonstration, insistons sur le fait que la notation est trompeuse : le module
k (u) /uep · πt
′
n’est pas libre, il doit être vu comme un sous-module de Aˆ. Le lemme dit donc
que la somme dans Aˆ de tous ces sous-modules est directe.
Démonstration. La surjectivité est une conséquence immédiate de la définition de Ass. Passons
à l’injectivité. Considérons une relation de la forme :
P1 (u)π
v1 + . . .+ Pn (u)π
vn = 0
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où les vi sont deux à deux distincts et où on peut supposer que tous les polynômesPi ∈ k [u] /uep
sont non nuls. Il faut alors montrer que tous les termes de la somme Pi (u)πvi sont nuls, et ceci
va résulter d’un simple calcul de valuation.
On écrit u = π1X ′p−1 où l’on rappelle que X ′ = 1 + X vérifie la relation X ′p = 1. En





v1 + . . .+ P (j)n (π)π
vn = 0
où les P (j)i sont des polynômes à coefficients dans k . On rappelle que l’on dispose d’une
valuation surOK¯/p et que le fait d’être nul signifie simplement d’être de valuation supérieure à
e. La valuation de P (j)i (π) est un entier. Comme vi ∈ Z(p) ∩ [0, 1[, et que tous les vi sont deux


















En particulier, la somme est nulle si et seulement si tous les termes sont nuls, ce qui est bien ce
que l’on voulait prouver. 
Soit X un objet de la catégorie M˜r(e). L’injection Ass → Aˆ fournit une flèche injective
Hom (X , Ass)→ T ⋆st (X ).
Lemme 5.1.3. L’objet X est semi-simple si et seulement si la flèche précédente est surjective
(et donc un isomorphisme).
Démonstration. Le sens direct est facile : siX est semi-simple et s’écrit donc comme la somme
X = M1 ⊕ . . . ⊕Mn pour certains objets simples Mi, alors T ⋆st (X ) se décompose lui aussi
comme la somme directe :
T ⋆st (X ) = T
⋆
st (M1)⊕ . . .⊕ T
⋆
st (Mn)
et on a déjà vu que T ⋆st (Mi) = Hom (Mi, Ass).
Faisons la réciproque. Le lemme 2.3.1.2 de [Bre99a] affirme que le cardinal de T ⋆st (X ) est
prgX où rgX désigne le rang de X en tant que k [u] /uep-module. On prouve par récurrence sur
la longueur de l’objet X que Card Hom (X , Ass) 6 prgX et qu’il y a égalité si et seulement si X
est semi-simple. Cela entraînera bien le résultat annoncé dans le lemme.
Le résultat est évident si X est simple (de longueur 1). Prenons un objet X de longueur
n+ 1. Il existe une suite exacte courte de la forme :
0 //M // X //N // 0
où M est un objet simple et N est un objet de M˜r(e) de longueur n. Par application du foncteur
contravariant Hom (·, Ass), on en déduit une suite exacte à gauche :
0 // Hom (N , Ass) // Hom (X , Ass) // Hom (M, Ass)
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d’où :
Card Hom (X , Ass) 6 Card Hom (N , Ass) · Card Hom (M, Ass) 6 prgN · prgM = prgX
Pour que les deux inégalités précédentes soient des égalités, il faut que la flèche Hom (X , Ass)→
Hom (M, Ass) soit surjective et que Card Hom (N , Ass) = prgN . D’après l’hypothèse de récur-
rence, cette dernière condition implique que N est semi-simple.
Exploitons la première condition. Soit ψ ∈ Hom (M, Ass), ψ 6= 0. Si t désigne le « rationnel
classifiant » de M, ψ tombe dans un Asst qui est un facteur direct de Ass. Par hypothèse, ψ se
prolonge à tout X . On s’intéresse à la composée s : X → Ass → Asst où la première flèche est
ψ ainsi prolongée et la seconde flèche est la projection canonique.
Notons (e1, . . . , ed) une base adaptée de X pour les entiers n1, . . . , nd et notons pour tout
i, fi un relevé de s (ei) dans M, qui existe puisque tous les morphismes non nuls M → Asst
sont surjectifs. Nous allons corriger les fi pour que la flèche s : X →M, ei 7→ fi définisse un
scindage de :
0 //M // X // N // 0 .
Les fi sont uniques modulo ueFil rX (on peut faire beaucoup mieux en fait, mais ce ne sera pas
utile). En particulier, quelle que soit la façon de les choisir, la flèche s obtenue respecte Fil r.















où G désigne la matrice de φr dans la base adaptée (e1, . . . , ed) et où les ri sont des éléments
de ueFil rX . On voit donc que si l’on remplace le vecteur
 fi...
fd







, on obtient une flèche compatible à Fil r et à φr.
Pour prouver que cette rétraction est également compatible à N , on considère le diagramme
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commutatif suivant :

























Les faces du cube situées devant, derrière, au-dessus et au-dessous commutent. La face de
gauche commute modulo ueFil rM et donc φr ◦ (ueN) ◦ s = φr ◦ s ◦ (ueN). Une chasse
au diagramme permet d’obtenir (cN)◦s◦φr = s◦(cN)◦φr, ce qui permet de conclure puisque
φr (Fil rX ) engendre tout X . 
5.2 Le calcul de Hom(N , Aˆ/Ass)
Rappelons que notre objectif est de prouver le lemme 5.a. On considère donc X , objet de
M˜
r
(e) et extension de deux objets simplesM etN . On suppose que T ⋆st (X ) ≃ T ⋆st (M)×T ⋆st (N )
et on veut montrer que X est semi-simple. Pour cela d’après le lemme 5.1.3, il suffit de prouver
que tout élément de T ⋆st (X ) définit un morphisme qui tombe dans Ass. Soit ψ ∈ T ⋆st (X ). On























La composée ψ ◦ f est un morphisme de M dans Aˆ, qui tombe dans Ass par simplicité de M
et devient nulle lorsqu’elle est composée avec la projection canonique. Il existe donc une flèche
ψ˜ : N → Aˆ/Ass faisant commuter le diagramme. L’objectif de ce paragraphe est d’étudier plus
en détail cette flèche.
Notons d’abord que le quotient Aˆ/Ass hérite d’une filtration, d’un Frobenius et d’un opéra-
teur de monodromie : on définit Fil i(Aˆ/Ass) = pr(Fil iAˆ) et on vérifie que N (Ass) ⊂ Ass et
que φi(Ass ∩ Fil iAˆ) ⊂ Ass. Cela suffit pour transporter les structures.
CommeM est un objet simple, on sait le décrire précisément : par le théorème 3.3.2, il existe
un entier h, des éléments e1, . . . , eh qui forment une base de M et des entiers n1, . . . , nh le tout
5. PLEINE FIDÉLITÉ DU FONCTEUR T ⋆ST 81
tel que Fil rM soit engendré par les vecteurs un1e1, . . . , unheh, φr (uniei) = ei+1 et N (ei) = 0,
les indices étant considérés dans Z/hZ. De même, on a une description deN : il existe un entier
h′, des éléments e′1, . . . , e′h′ et des entiers n′1, . . . , n′h′ le tout vérifiant des conditions analogues.
Dans un premier temps, comme ψ commute à N , on a N(ψ˜ (e′i′)) = 0 pour tout indice i′.
On cherche donc les éléments de Aˆ dont l’image par N tombe dans Ass. C’est l’objet du lemme
suivant. On rappelle que, par le lemme 1.3.5 :
Aˆ ≃ (OK¯ [X
′] 〈Y 〉) / (X ′p − 1, p)









Lemme 5.2.1. Avec les notations précédentes, l’ensemble des x ∈ Aˆ tels que N (x) ∈ Ass est
Ass +OK¯/p+ (Ass ∩ OK¯/p) Y .














X ′P ′j (X





On remarque que via les identifications faites,Ass est entièrement inclus dansOK¯/p [X ′] /(X ′p−
1) et donc il suffit de vérifier les conditions :
1. X ′P ′0 (X ′) + P1 (X ′) ∈ Ass
2. X ′P ′j (X ′) + Pj+1 (X ′) = 0 pour tout j > 1
La deuxième condition entraîne P1 (X ′) = b pour un certain b ∈ OK¯/p et Pj (X ′) = 0 pour
tout j > 2.
Exploitons maintenant la première condition. ÉcrivonsP0 (X ′) = a0+a1X ′+. . .+ap−1X ′p−1
où ai ∈ OK¯/p. On obtient :
b+ a1X
′ + 2a2X
′2 + . . .+ (p− 1) ap−1X
′p−1 ∈ Ass.
Par définition de Ass et en remarquant que u ∈ Aˆst correspond à π1X ′p−1 ∈ Aˆ, on voit que tous
les termes de la somme précédente sont éléments de Ass. En particulier on a b ∈ Ass. D’autre
part, les entiers 2, . . . , p− 1 sont inversibles dans OK¯/p et donc tous les aiX ′i, pour i > 1, sont
aussi éléments de Ass. Cela prouve finalement que P0 (X ′) ∈ Ass + OK¯/p puis la conclusion
annoncée.
Il reste à faire la réciproque, mais elle est immédiate au vu du calcul précédent. 
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5.3 Fin de la preuve
Choisissons des relevés de e′i′ dans X , relevés que l’on appelle encore e′i′ . D’après le lemme
5.2.1, l’application ψ a la forme suivante :
ψ (ei) = xi
ψ (e′i′) = ai′ + a
′
i′ + bi′Y
où ai′ ∈ OK¯/p, a′i′ ∈ Ass, bi′ ∈ Ass ∩ OK¯/p, et où on connaît précisément la forme des xi
d’après le calcul fait dans le paragraphe 4.2 : si xi 6= 0, si l’on note comme dans le paragraphe
5.1 :
ti = 0 , nini+1. . .ni+h−1 nini+1. . .ni+h−1 . . .












i′+h′−1 . . .











ε et ε′, telles que xˆi = (−1)ri εp
i
πvi et où xi est la réduction modulo p de xˆi (resp bˆi′).
De plus, en remarquant qu’il existe z ∈ M tel que un′i′e′i′ + z ∈ Fil rX , on obtient des





i′ (ai′ + bi′Y ) + ci′
)
= ai′+1 + bi′+1Y + ri′+1 (1)











i′ ∈ Ass ∩ OK¯/p. On peut supposer c
n′
i′
i′ = 0 quitte à modifier ai′ . Décomposons
un
′
i′ (ai′ + bi′Y ) + ci′ de la façon suivante :
un
′
i′ (ai′ + bi′Y ) + ci′ ≡ π
n′
i′














1 ai′ + c
(1)










≡ U − V X (mod
X i
i!
, i > 2)
Cette quantité doit appartenir à Fil rAˆ. On en déduit que πer1 divise U et πer−e1 divise V . De plus,
en identifiant les termes constants en Y dans (1), on obtient les relations :
φr (U) = ai′+1 + ri′+1
qui impliquent ri′ ∈ Ass ∩OK¯/p. Notons aˆi′ ∈ OK¯ un relevé de ai′ et cˆ
(j)
i′ ∈ OKmr (Kmr désigne
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Notons finalement rˆi′ ∈ OKmr un relevé de ri′ . Intéressons-nous au système (dont les inconnus




1 xˆi′ + cˆi′
)p
πer
= (−1)r (xˆi′+1 + rˆi′+1) .
On vient de voir que les ai′ forment une solution modulo p, qui se remonte d’après le lemme
4.1.1 en une solution dans OK¯ que l’on note aˆi′ . Le corollaire 4.1.4 s’applique : un élément du
groupe de Galois GK qui fixe les cˆi′ , les rˆi′ et π1, fixe aˆi′ si et seulement s’il fixe ai′ .
D’autre part, on rappelle que par hypothèse la suite :
0 // T ⋆st (N ) // T
⋆
st (X ) // T
⋆
st (M) // 0
est exacte et que l’on dispose d’une section s : T ⋆st (M) → T ⋆st (X ) qui commute à l’action de
Galois.
Soit ψ ∈ T ⋆st (M) décrit comme on vient de le voir. Le morphisme s (ψ) ∈ T ⋆st (X ) prolonge
ψ, on l’appellera simplement ψ par la suite. Comme s est compatible à Galois, pour tout élément
σ stabilisant les xi, on a :
σ (ai′ + a
′
i′ + bi′Y ) = σai′ + σa
′
i′ + σbi′t (σ) + σbi′Y = ai′ + a
′
i′ + bi′Y
où on rappelle que σ (Y ) = Y + t (σ). On a vu que t (σ) ∈ OK¯/p (voir lemme 1.3.7) et donc
de l’égalité précédente, on déduit en particulier :
σai′ + σa
′
i′ + σbi′t (σ) = ai′ + a
′
i′ .




vérifie σai′ = ai′ . Comme de plus tout tel σ fixe cˆi′ et rˆi′ , il vient σaˆi′ = aˆi′ puis aˆi′ ∈ Kmr [π1].
Dès lors, la relation φr(U) = ai′+1 + ri′+1 entraîne que ai′+1 ∈ OKmr/p, et ce bien sûr pour











les λv sont des éléments de OK/p. Soit Iss l’ensemble des rationnels appartenant à I dont le
développement « décimal » en base p ne fait intervenir que des chiffres compris entre 0 et er.
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On sait résoudre cette équation et ses solutions sont dans Ass. Cela entraîne ass,i′ = 0 pour tout
indice i′. Ainsi ai′ ∈ Ass.
Reprenons à présent l’élément U = πn
′
i′








1 . Comme on
a vu que ai′ ∈ Ass, sa valuation est un élément de Z(p). Ainsi les valuations de termes non nuls
intervenant dans U sont deux à deux distinctes. Puisque πer divise U , on en déduit qu’il divise
chacun de ces termes. En particulier, cela implique :














On a déjà résolu plusieurs fois ce système. En particulier (c’est tout ce dont on aura besoin),
bi′ ∈ Ass et si bi′ 6= 0, on a :
v (bi′) 6
e (r − 1)
p





fixant pas π1. On a σbi′ = bi′ et t (σ) 6= 0. On a démontré dans le lemme 1.3.8 que t (σ) était
congru à une racine (p− 1)-ième de (−p). En particulier, il est de valuation e
p−1 . On en déduit :
v (bi′t (σ)) 6









et donc bi′t (σ) est non nul dans OK¯/p. Mais on a l’égalité :
σai′ + σa
′
i′ + σbi′t (σ) = ai′ + a
′
i′
qui se simplifie ici en bi′t (σ) = 0. C’est une contradiction. Ainsi bi′ = 0 pour tout i.
En conclusion, l’application ψ prend la forme suivante :
ψ (ei) = xi
ψ (e′i′) = ai′ + a
′
i′
avec xi, ai′ et a′i′ éléments de Ass. On en déduit que ψ tombe dans Ass.
Maintenant, tout élément de Hom(X , Aˆ) s’écrit comme somme d’un élément de Hom(M, Aˆ)
et de l’image par s d’un élément de Hom(N , Aˆ). Ainsi on a bien prouvé que Hom(X , Aˆ) =
Hom(X , Ass) et par suite que le foncteur T ⋆st est pleinement fidèle, du moins dans le cas où k est
algébriquement clos.
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5.4 Récapitulatif et conclusion
Récapitulons tout ce que l’on vient de voir. On a prouvé sans hypothèse sur le corps résiduel
k que le foncteur T ⋆st est toujours exact et fidèle. On a également prouvé, pour l’instant, que si ce
corps résiduel est algébriquement clos, alors le foncteur T ⋆st était également plein. En procédant
comme dans le paragraphe 6.2 de [FL82], on peut déduire le résultat pour k quelconque du
résultat pour k algébriquement clos :
Théorème 5.4.1. Le foncteur T ⋆st de la catégorie Mr dans la catégorie des représentations
Zp-linéaires de torsion du groupe de Galois GK est exact et pleinement fidèle.
Remarque. L’image essentielle du foncteur T ⋆st est incluse dans la catégore des Zp-représenta-
tions de longueur finie de GK comme le montre le théorème 5.4.4 que nous prouvons par la
suite.
Nous pouvons finalement répondre complètement à la conjecture A.2 de [Bre99a]. Mais
avant cela, nous allons énoncer et prouver une propriété formelle :
Propriété 5.4.2. Soient A et B deux catégories abéliennes et artiniennes. Soit F : A → B un
foncteur additif, exact et pleinement fidèle qui est tel que l’image de tout objet simple de A est
encore simple dansB. Alors l’image essentielle de F est stable par sous-objets et par quotients.
Démonstration. On se ramène directement au cas où A est une sous-catégorie pleine de B.
L’hypothèse dit que les objets simples de A restent simples dans B. En particulier si M est un
objet de A et si :
0 = M0 ⊂M1 ⊂ . . . ⊂Mm = M
est une suite de Jordan-Hölder dans A, elle restera une suite de Jordan-Hölder dans B. Il s’agit
de prouver que la catégorie A est stable par sous-objets et par quotients.
Introduisons pour cela A′ la sous-catégorie pleine de B formée des objets dont tous les
quotients de Jordan-Hölder sont dans A. C’est une sous-catégorie abélienne de B qui est stable
par sous-objets et par quotients. Évidemment A est une sous-catégorie de A′, on peut donc
supposer que A′ = B ou si l’on préfère que les objets simples de A′ et ceux de B sont les
mêmes.
Soit M un objet de A et N un sous-objet de M . En considérant des suites de Jordan-Hölder
de N et de M/N , on voit que l’on peut écrire une suite de Jordan-Hölder de la forme suivante :
0 = M0 ⊂M1 . . . ⊂Mn = N ⊂Mn+1 ⊂ . . . ⊂Mm = M
Le quotient Mm/Mm−1 est un objet simple et donc un objet de A. Par suite le noyau de la
projection Mm → Mm/Mm−1 qui s’identifie à Mm−1 est également objet de A. Par récurrence,
on montre que tous les Mi sont objets de A et donc qu’il en est de même de N . Ceci prouve la
stabilité par sous-objets. La stabilité par quotients se traite de façon totalement identique. 





est stable par sous-objets et par quotients, puisque l’on a vu dans la proposition 2.3.4 que tous
les objets simples de M˜r(e) étaient dans M˜F
r
.
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On peut désormais énoncer le théorème qui résout la conjecture mentionnée précédemment :
Théorème 5.4.3. L’image essentielle du foncteur T ⋆st est stable par sous-objets et par quotients
et indépendante du choix de l’uniformisante π.
Démonstration. L’indépendance du choix de l’uniformisante est une conséquence directe de la
propriété 2.1.10.
Supposons k algébriquement clos. On sait, par le lemme 4.3.2, que l’image par le fonc-
teur T ⋆st d’un objet simple de Mr est une représentation irréductible. Le foncteur T ⋆st vérifie les
conditions de la propriété précédente, ce qui conclut.
Pour le cas général, notons Knr le complété p-adique de l’extension maximale non ramifiée
de K et M˜
r
(e),nr la catégorie M˜
r
(e) construite à partir de Knr. Soit M un objet simple de Mr. Il
est tué par p et donc peut être vu comme un objet de M˜r(e). Il suffit de prouver que T ⋆st (M) est
une représentation irréductible. NotonsMnr = k¯ ⊗k M. L’application :
T ⋆st (M) → T
⋆
st(Mnr)
f 7→ [λ⊗ x 7→ [λ] f (x)]
(où [λ] ∈ W (k¯) ⊂ OK¯ est le représentant de Teichmüller de λ ∈ k¯) est un isomorphisme





Supposons par l’absurde qu’il existe V un sous-Zp-module de T ⋆st (M), strict, non nul et
GK-équivariant. C’est aussi un sous-Zp-module de T ⋆st(Mnr) GKnr-équivariant et donc d’après
le cas précédent, on peut écrire V = T ⋆st(Cnr) (égalité de représentations de GKnr) où Cnr est un
quotient de Mnr dans la catégorie Mrnr. SoitM′nr le noyau de la projectionMnr → Cnr, c’est un
sous-objet strict et non nul de Mnr dans la catégorie M˜r(e),nr.
Soient σ ∈ Gal (Knr/K) et σˆ ∈ GK un prolongement de σ. Soient ψ ∈ V ⊂ T ⋆st (M) et ψnr
son image dans T ⋆st(Mnr). L’élément σˆ agit sur ψnr de la façon suivante :
σˆψnr : Mnr → Aˆ
s⊗ x 7→ s σˆψ (x)
De plus, σ définit une application σ-semi-linéaire σ :Mnr →Mnr. On vérifie qu’elle commute












Comme ψ ∈ V , on a ψ|M′nr = 0 et par le diagramme précédent, ψ|σM′nr = 0.
On obtient un diagramme de la forme :
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qui fournit un isomorphisme T ⋆st(M′nr) → T ⋆st(σM′nr), se relevant par pleine fidélité en un iso-





On en déduit σM′nr =M′nr pour tout σ ∈ Gal (Knr/K).
On pose M′ = M′nr ∩M = M′nrGal(K
nr/K)
. On va montrer que M′ est un sous-objet strict
et non nul de M dans la catégorie M˜
r
(e), ce qui est une contradiction. Soit (e1, . . . , ed) une
k [u] /uep-base de M. Soit y ∈M′nr, y 6= 0. On peut écrire :
y = P1 (u) e1 + . . .+ Pd (u) ed
où les Pi sont des polynômes à coefficients dans ℓ [u] /uep pour ℓ une extension finie de k.
D’autre part, si P ∈ ℓ [u] /uep, on peut définir Trℓ/k (P ) en calculant la trace de chacun des
coefficients. En outre, comme ℓ/k est séparable, on peut supposer Trℓ/k (P1) 6= 0, quitte à
multiplier y par un élément non nul de ℓ. Posons :
x = Trℓ/k (P1 (u)) e1 + . . .+ Trℓ/k (Pd (u)) ed.
C’est un élément de M et, puisque σM′nr = M′nr pour tout σ ∈ Gal (Knr/K), c’est aussi un
élément de M′nr. Comme on a supposé Trℓ/k (P1 (u)) 6= 0, on a x 6= 0, puis M′ 6= 0 comme on
voulait.
On pose Fil rM′ = M′ ∩ Fil rM′nr. L’opérateur φr : Fil rM′nr → M′nr (resp. N : M′nr →
M′nr) induit une application φr : Fil rM′ → M′ (resp. N : M′ → M′). Ces applications
vérifient les bonnes conditions pour définir un objet de M˜r(e). Le seul point délicat est le fait
que φr (Fil rM′) engendre M′ en tant que k [u] /uep-module. Soit x ∈ M′. On sait qu’il existe
λi ∈ k¯ [u] /uep et yi ∈ Fil rM′nr tels que :
x = λ1φr(y1) + . . .+ λnφr(yn).
De plus, quitte à rentrer les constantes à l’intérieur des φr, on peut supposer que λi = usi pour
certains entiers si. Soit (e1, . . . , ed) une k [u] /uep-base de M. Écrivons :
yj = P1,j (u) e1 + . . .+ Pd,j (u) ed
où Pi,j ∈ k¯ [u] /uep. Soit ℓ une extension finie de k contenant tous les coefficients des polynômes
Pi,j définis ci-dessus. Comme précédemment, on peut définir Trℓ/k (P ) pour P ∈ ℓ [u] /uep. Soit
α ∈ ℓ un élément tel que Trℓ/k (α) = 1. On pose :
xj = Trℓ/k (αP1,j (u)) e1 + . . .+ Trℓ/k (αPd,j (u)) ed.
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On a alors xi ∈ Fil rM′ et :
x = us1φr (x1) + . . .+ u
snφr (xn)
ce qui prouve bien que φr (Fil rM′) engendre M′ en tant que S-module. 
Remarque. Comme conséquence du théorème précédent et de la pleine fidélité de T ⋆st , un objet
M∈Mr est semi-simple si et seulement si T ⋆st (M) est une représentation semi-simple.
Il résulte de la démonstration précédente et de l’exactitude du foncteur T ⋆st le théorème sui-
vant :
Théorème 5.4.4. Si M est un objet de Mr, on a :
long (M) = long (T ⋆st (M))
Proposition 5.4.5. Soit M un objet de Mr isomorphe en tant que S-module à S/pn1S ⊕
. . . ⊕ S/pndS pour certains entiers ni. Alors en tant que Zp-module, T ⋆st (M) est isomorphe
à Zp/pn1Zp ⊕ . . .⊕ Zp/pndZp.
Démonstration. Le lemme 2.3.1.2 de [Bre99a] dit que siM est un objet de M˜r(e), alors T ⋆st (M)
est un Fp-espace vectoriel de dimension rgM. On en déduit par exactitude du foncteur T ⋆st que :
long S (M) = long Zp (T ⋆st (M))
où les longueurs sont calculées respectivement dans la catégorie des S-modules et dans celle
des Zp-modules.
Soit M un objet de Mr isomorphe en tant que S-module à S/pn1S ⊕ . . . ⊕ S/pndS. La
représentation galoisienne T ⋆st (M) est un Zp-module de longueur finie et donc est isomorphe
en tant que Zp-modules à Zp/pn
′
1Zp ⊕ . . .⊕Zp/pn
′
dZp pour certains entiers n′i. Soit n un entier.
Le noyau de la multiplication par pn sur M s’envoie par le foncteur exact T ⋆st sur le conoyau de
la multiplication par pn sur T ⋆st (M). On en déduit en regardant les longueurs que :
d∑
i=1
min (ni, n) =
d′∑
i=1
min (n′i, n) .
Cela permet de conclure. 
6 Conséquences
6.1 Modules filtrés et modules fortement divisibles
6.1.1 Définitions
On reprend dans ce paragraphe les définitions et propriétés du paragraphe 4.1.1 de [Bre97a].
6. CONSÉQUENCES 89
On rappelle que K0 désigne le corps des fractions de W , anneau des vecteurs de Witt à


























On prolonge de manière évidente le Frobenius et l’opérateur de monodromie définis sur S à tout
SK0 .
On définit un module fortement divisible (resp. un module filtré sur SK0) comme la donnée
suivante :
1. un S-module (resp. un SK0-module) M libre de rang fini ;
2. un sous-S-module (resp. un sous-SK0-module) de M, noté Fil rM contenant Fil rS · M
(resp. contenant Fil rSK0 · M) et tel que M/Fil rM soit sans p-torsion (cette dernière
condition est automatique pour les modules filtrés sur SK0) ;




φr (s)φr ((E (u))
r x)
et ce pour tout élément s ∈ Fil rS (resp. tout élément s ∈ Fil rSK0) et tout élément x ∈M
telle que imφr engendre M en tant que S-module (resp. en tant que SK0-module) ;
4. une application W -linéaire (resp. une application K0-linéaire) N :M→M vérifiant les
trois conditions :
– pour tout s ∈ S (resp. pour tout s ∈ SK0) et tout x ∈M, N (sx) = N (s) x+ sN (x)
– E (u)N (Fil rM) ⊂ Fil rM
– le diagramme suivant commute :






Fil rM φr //M
Suivant toujours [Bre97a], on définit de manière évidente la catégorie des modules filtrés
sur SK0 et celle des modules fortement divisibles. Elles sont équipées d’un foncteur vers les
représentations galoisiennes. Précisément, siM est un module filtré sur SK0 , on pose T ⋆st (M) =
Hom(M, Bˆ+st ) où par définition Bˆ+st = Aˆst ⊗W K0 muni des structures induites et où Hom est
compatible à toutes les structures ; on obtient une Qp-représentation de GK . De même si M
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est un module fortement divisible, on définit T ⋆st (M) = Hom(M, Aˆst), le Hom étant encore
compatible à toutes les structures. On obtient une Zp-représentation libre de GK . Les rangs des
représentations obtenues coïncident avec les rangs des objetsM.
Si M est un module fortement divisible, on vérifie immédiatement que M⊗W K0 est un
module filtré sur SK0 et que pour tout entier n > 1, M/pnM est un objet de la catégorie Mr.
De plus, on montre que M s’identifie à la limite projective de M/pnM, puis que T ⋆st (M)
s’identifie à la limite projective de T ⋆st (M/pnM). On déduit de la pleine fidélité prouvée pré-
cédemment le corollaire suivant :
Théorème 6.1.1. Le foncteur T ⋆st de la catégorie des modules fortement divisibles dans la caté-
gorie des Zp-représentations (libres) de GK est pleinement fidèle.
6.2 Modules fortement divisibles et foncteur T ⋆st
Nous démontrons dans ce paragraphe le théorème III.v, ou plus exactement la formulation
équivalente mais légèrement différente suivante :
Théorème 6.2.1. On suppose er < p−1. SoitM un module fortement divisible sur S, et soit V
la représentation galoisienne associée via le foncteur T ⋆st àMK0 =M⊗WK0 qui est un module
filtré sur SK0 . Le foncteur T ⋆st réalise une anti-équivalence de catégories entre la catégorie des
sous-modules fortement divisibles de MK0 et celle des sous-Zp-réseaux de V stables par GK .
Démonstration. Nous suivons pas à pas la preuve de la proposition 3 de [Bre99b], qui n’utilise
essentiellement que la pleine fidélité du foncteur T ⋆st et un équivalent du théorème 5.4.3.
Dans un premier temps, la pleine fidélité du foncteur T ⋆st considérée dans l’énoncé du théo-
rème se déduit directement du théorème 6.1.1.
Reste l’essentielle surjectivité. Soit T un Zp-réseau de V stable par GK . Il existe un entier
n0 tel que :
pn0T ⊂ T ⋆st (M) ⊂ (1/p
n0)T
On en déduit que pour n > n0, pn0T/pnT est un sous-objet de T ⋆st (M) /pnT , ce dernier étant un
quotient de T ⋆st (M/pn+n0M). Le théorème 5.4.3 assure alors que pn0T/pnT s’écrit T ⋆st (Mn)
pour Mn un certain objet de Mr.
La pleine fidélité de T ⋆st assure l’existence d’une unique flèche Mn → Mn+1 relevant la
projection pn0T/pn+1T → pn0T/pnT , et la limite inductive de ce système s’identifie àM∞⊗Zp
Qp/Zp pour un certain module fortement divisibleM∞ qui répond à la question. 
Remarque. Notez que si M est un SK0-module filtré « faiblement admissible », alors il contient
toujours un module fortement divisible par [Bre99a].
6.3 Variante d’une conjecture de Serre
Dans ce paragraphe, on se propose d’expliquer comment le théorème donné dans l’introduc-
tion et que nous rappelons ci-dessous est conséquence de la théorie présentée précédemment.
Notez qu’ici, on ne suppose a priori plus rien ni sur e, ni sur r.
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Théorème 6.3.1. Soit XK un schéma propre et lisse sur K et à réduction semi-stable sur l’an-
neau des entiers OK . On fixe r un entier. Les poids de l’inertie modérée sur la semi-simplifiée
modulo p de Hrét (XK¯ ,Qp)
∨ (où XK¯ est l’extension des scalaires de XK à K¯ et où «∨ » signifie
que l’on prend le dual) sont tous compris entre 0 et er.
Démonstration. Dans un premier temps, il est clair que l’on peut supposer er < p − 1, le
théorème étant trivialement vérifié dans le cas contraire. On peut donc utiliser les résultats pré-
cédents.
D’après les résultats de [Tsu99] et du paragraphe 2.2 de [Bre02], la Qp-représentation V =
Hrét (XK¯ ,Qp)
∨ (le dual étant cette fois-ci le Qp-dual) provient via le foncteur T ⋆st d’un module
filtré MK0 sur SK0 , et d’après les résultats de [Bre99a], ce module admet un sous-module
fortement divisibleM.
La Zp-représentation T = T ⋆st(M) est un réseau de V stable par Galois. La représentation
quotient T/p correspond via le foncteur T ⋆st àM/p qui est un objet de M˜
r
(e). La semi-simplifiée
de T/p est la somme directe de ses quotients de Jordan-Hölder, et chacun de ces quotients
correspond à un objet simple de M˜r(e). Le théorème 4.2.2 permet de conclure. 
Remarque. Si l’on préfère, on peut ne pas utiliser le théorème 6.2.1, mais dire à la place que si
T et T ′ sont deux Zp-réseaux de V stables par Galois, alors les semi-simplifiées des réductions
modulo p de ces deux représentations sont isomorphes. On aurait donc pu garder le premier
module fortement divisibleM.
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Chapitre IV
Un théorème de comparaison
Résumé
On considère K un corps complet pour une valuation discrète, de caractéristique nulle et
dont le corps résiduel est supposé parfait de caractéristique p. On appelle OK l’anneau
des entiers de K, et K¯ une clôture algébrique. Soit XK un schéma propre et lisse sur K
admettant un modèle propre et semi-stable X sur OK . Dans cet article, on démontre un iso-
morphisme de périodes reliant le r-ième groupe de cohomologie étale de XK¯ à coefficients
dans Z/pnZ et un r-ième groupe de cohomologie log-cristalline de la fibre spéciale de X.
Nous avons toutefois la restriction er < p− 1 où e désigne l’indice de ramification absolu
de K.
On en déduit une preuve complète de la conjecture de Serre sur l’inertie modérée (voir
[Ser72]).
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Tout au long de cet article, on considère p un nombre premier et k un corps parfait de
caractéristique p. On note W = W (k) l’anneau des vecteurs de Witt à coefficients dans k et K0
son corps des fractions. On note σ le Frobenius sur k, sur W et sur K0. On considère K une
extension totalement ramifiée de K0 de degré e. On fixe π une uniformisante de K et on note
E (u) son polynôme minimal sur K0. Il s’agit d’un polynôme d’Eisenstein. On note de plusOK
l’anneau des entiers de K. Le corps résiduel OK/π s’identifie à k.
On fixe K¯ (resp. k¯) une clôture algébrique de K (resp. de k) et on définit GK (resp. Gk)
comme le groupe de Galois absolu de K (resp. de k). On désigne parKnr (resp. Kmr) l’extension
maximale non ramifiée (resp. modérément ramifiée) de K et I comme (resp. Is) le groupe
d’inertie (resp. d’inertie sauvage), c’est-à-dire le groupe de Galois de K¯ sur Knr (resp. sur
Kmr). Le quotient It = I/Is est le groupe d’inertie modérée.
Le but de cet article est de comparer, lorsque X est un schéma propre et semi-stable surOK ,
la cohomologie log-cristalline (définie par Kato — voir [Kat89]) de la fibre spéciale de X et la
cohomologie étale de XK¯ = X ×OK K¯. Ces théorèmes de comparaison s’inscrivent dans une
grande lignée amorcée par Grothendieck, Tate et Raynaud et poursuivie par Fontaine, Messing,
Faltings, Kato, Tsuji, Breuil... Nous nous intéressons particulièrement aux cas des coefficients
de torsion. Précisément nous obtenons le théorème :
Théorème IV.i. On garde les notations précédentes et on fixe r un entier vérifiant er < p− 1.






pour tout i < r (et aussi i = r si n = 1).
Dans ce théorème S et Tst⋆ désignent respectivement une certaine W -algèbre, et un certain
foncteur d’une catégorie de S-modules de torsion Mr vers la catégorie des Zp-représentations
galoisiennes, tous deux introduits par Breuil dans [Bre97a] (pour le cas e = 1) et [Bre99a]
(pour le cas général), et étudiés dans le chapitre III de cette thèse. Notons qu’apparement le
terme de droite de l’isomorphisme donné par le théorème ne dépend pas de r alors que celui
de gauche en dépend manisfestement ; en réalité pour pouvoir appliquer le foncteur Tst⋆, il faut
munir H ilog-cris(Xn/(S/pnS)) qui dépendent, elles, de r mais qui n’apparaissent pas dans cette
formulation simplifiée du théorème.
Comme conséquence du théorème IV.i et des résultats du chapitre III, nous donnons une
réponse affirmative à une question formulée par Serre dans le paragraphe 1.13 de [Ser72] :
Théorème IV.ii. On garde les notations précédentes et on fixe r un entier quelconque. Soient V
la restriction au groupe d’inertie I de la Fp-représentation Hrét(XK¯ ,Z/pZ)∨ (où « ∨ » signifie
que l’on prend le Fp-dual) et V ss la semi-simplifiée de V . Alors les poids de l’inertie modérée
sur V ss sont tous compris entre 0 et er.
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Cet article s’articule comme suit. Les deux sections qui suivent cette introduction se bornent
à présenter les principaux objets : la section 1 est consacré aux objets d’algèbre linéaire (l’an-
neau S, les catégories Mr et les foncteurs T ⋆st et Tst⋆), alors que la section 2 plus géométrique
introduit le site log-syntomique et les faisceaux Ostn et J
[s]
n , ainsi que certaines variantes, qui
s’avèreront cruciaux pour la preuve du théorème IV.i.
Dans la section 3, on prouve que le groupe de cohomologie Hrlog-cris(Xn/(S/pnS)) peut être
muni de structures supplémentaires qui en font un objet de la catégorie Mr (auquel on peut
alors appliquer le foncteur Tst⋆). La démonstration se découpe en deux parties : en premier lieu,
on montre le résultat lorsque n = 1, puis on l’étend à tout n par un dévissage.
Finalement, dans la section 4, on étudie la cohomologie étale et on prouve le théorème IV.i,
d’où nous déduisons directement le théorème IV.ii.
1 Les objets d’algèbre linéaire
1.1 La catégorie Mr
On reprend les notations du début de l’introduction et on fixe dans tout ce chapitre un entier
r positif ou nul vérifiant l’inégalité er < p−1. On rappelle que e désigne le degré de l’extension
K/K0, c’est-à-dire l’indice de ramification absolue de K.
1.1.1 L’anneau S
Soit W [u] l’anneau des polynômes en une indéterminée u à coefficients dans W . Par défini-
tion, S est le complété p-adique de l’enveloppe aux puissances divisées de W [u] par rapport à
l’idéal principal engendré parE (u) compatibles aux puissances divisées canoniques sur pW [u].
























où q (i) désigne le quotient de la division euclidienne de i par e.
On munit S d’un Frobenius φ défini comme l’unique application σ-semi-linéaire vérifiant
φ(ui/q(i)!) = upi/q(i)! et d’un opérateur de monodromie N défini comme l’unique application
W -linéaire vérifiant N(ui/q(i)!) = −iui/q(i)!. On munit également S d’une filtration : pour
tout entier positif ou nul n, on définit Fil nS comme le complété p-adique de l’idéal engendré
par les éléments (E(u))
i
i!
pour i > n. On a Fil 0S = S, Fil nS ⊂ Fil n−1S,
⋂
n∈N Fil nS = 0, et
certaines compatibilités vis-à-vis des opérateurs à savoir N (Fil nS) ⊂ Fil n−1S et, pour 0 6




: Fil nS → S. L’élément φ1 (E (u)) est une unité de S, on le notera c par la suite.
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On note Sn = S/pnS. Le Frobenius, l’opérateur de monodromie et la filtration passent au
quotient et définissent des structures analogues sur Sn.
1.1.2 Définition des catégories
Par définition, un objet de la catégorie Mr est la donnée :
1. d’un S-moduleM isomorphe à une somme directe (finie) de Sn pour des entiers n conve-
nables ;
2. d’un sous-module Fil rM de M contenant Fil rS · M ;




φr (s)φr ((E (u))
r x)
pour tout élément s ∈ Fil rS et tout élément x ∈ M et telle que imφr engendre M en
tant que S-module ;
4. d’une application W -linéaire N :M→M telle que :
– pour tout s ∈ S et tout x ∈M, N (sx) = N (s)x+ sN (x)
– E (u)N (Fil rM) ⊂ Fil rM
– le diagramme suivant commute :






Fil rM φr //M
Une flèche entre deux objets M et M′ de cette catégorie est un morphisme S-linéaire de
M dans M′ respectant la filtration et commutant aux applications φr et N .
Nous renvoyons au chapitre III pour l’étude de la catégorieMr. Il y est prouvé en particulier
que Mr est une catégorie abélienne et artinienne.
1.2 Les objets tués par p
Dans ce paragraphe, nous nous intéressons à la sous-catégorie pleine de Mr formée des
objets tués par p. Cette dernière catégorie est équivalente à une catégorie d’objets sur k [u] /uep
plus simple à manipuler que les objets de Mr (voir chapitre III par exemple). Cependant, nous
aurons besoin d’une description encore différente utilisant des objets sur k [u] /up, et c’est celle-
ci que nous allons détailler dans ce paragraphe.
On commence par rappeler le résultat suivant :
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Lemme 1.2.1. Soit M un objet de Mr tué par p. Alors l’application :
S1 ⊗k[u]/ue Fil rM/E(u)Fil rM
id⊗φr //M
est un isomorphisme (où S est vu comme un k [u] /ue-module via le Frobenius φ : ui 7→ upi).
Démonstration. Le cas général est similaire au cas e = 1 traité dans [Bre97a] (corollaire
2.2.2.2). 
On déduit directement de ce lemme le corollaire suivant :
Corollaire 1.2.2. SoientM et N deux objets de Mr tués par p. Soit f :M→N une applica-
tion S1-linéaire telle que f(Fil rM) ⊂ Fil rN . Alors il existe une unique application S1-linéaire
g :M→N faisant commuter le diagramme suivant :








Soit S˜ = k [u] /up. On munit S˜ d’un Frobenius φ, unique application σ-semi-linéaire vé-
rifiant φ(ui) = uip, et d’un opérateur de monodromie N , unique application k-linéaire véri-
fiant N(ui) = −iui. On définit également une filtration sur S˜ en posant pour tout entier n,
Fil nS˜ = uenS˜. On dispose d’un morphisme d’anneaux S1 → S˜ qui envoie u sur u et toutes les
puissances divisées ui/q(i)! sur 0 pour i > p.
On définit la catégorie M˜
r
en adaptant la définition de la catégorieMr. Un objet de M˜r est
la donnée suivante :
1. un S˜-module M˜ libre de rang fini ;
2. un sous-module Fil rM˜ de M˜ contenant Fil rS˜ · M˜ = uerM˜ ;
3. une flèche φ-semi-linéaire φr : Fil rM˜ → M˜ telle que l’image de φr engendre M˜ en tant
que S˜-module ;
4. une application k-linéaire N : M˜ → M˜ telle que :
– pour tout λ ∈ S˜ et tout x ∈ M˜, N (λx) = N (λ)x+ λN (x)
– ueN(Fil rM˜) ⊂ Fil rM˜
– le diagramme suivant commute :






Fil rM˜ φr // M˜
où cπ est la réduction de c dans S˜.
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Les morphismes entre deux objets de M˜r sont les applications S˜-linéaires qui respectent le Fil r
et commutent au Frobenius et à l’opérateur de monodromie.
On dispose pour les objets de M˜r de la proposition suivante, fort utile pour les manipula-
tions :
Proposition 1.2.3. Soit M˜ un objet de M˜r. Alors il existe (e1, . . . , ed) une S˜-base de M˜ et des




unik [u] /up · ei.
Une telle famille (e1, . . . , ed) est appelée une base adaptée de M˜.
Démonstration. C’est une conséquence directe du théorème de structure des modules de type
fini sur un anneau principal (l’anneau étant ici k [u]). 
Par ailleurs, on dispose d’un foncteur T de la sous-catégorie pleine deMr formée des objets
tués par p dans la catégorie M˜
r
défini de la façon suivante. Soit M un objet de Mr tué par p.
C’est en particulier un S1-module libre de rang fini et le produit tensoriel M˜ = M ⊗S1 S˜
est un S˜-module libre de rang fini. On dispose d’une projection canonique M → M˜. On
définit Fil rM˜ comme l’image de Fil rM par cette projection, et on vérifie facilement que les
opérateurs φr et N définis surM passent au quotient pour fournir respectivement des opérateurs
Fil rM˜ → M˜ et M˜ → M˜ encore notés φr et N .
Notons κ = ker (S1 → S˜) et prouvons un lemme concernant ce noyau :
Lemme 1.2.4. On suppose r 6= 0, c’est-à-dire 1 6 er 6 p − 2. Alors κ ⊂ Fil rS1, φr(κ) ⊂
Fil rS1 et φr ◦ φr(κ) = 0.
Démonstration. On constate que κ est l’idéal engendré par les ui/q(i)! pour i > p. En particu-






















Comme er 6 p− 2, on a p(i− er) > 2p et donc φr(κ) est inclus dans κ′, l’idéal engendré par
les ui/q(i)! pour i > 2p. En particulier, φr(κ) ⊂ Fil rS1.
D’autre part, si i > 2p, on a p(i − er) > i + ep et vp((p(i − er))!) > vp(q(i)!) d’où par la
formule (1) φr(ui/q(i)!) = 0 (dans S1). Ainsi φr(κ′) = 0, d’où φr ◦ φr(κ) = 0. 
On a alors la proposition suivante qui permet de réduire l’étude de la catégorie Mr à celle
de la catégorie M˜
r
et à des dévissages.
Proposition 1.2.5. Le foncteur T est une équivalence de catégories
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Démonstration. Il faut traiter à part le cas trivial r = 0 qu’on laisse au lecteur. On suppose à
partir de maintenant 1 6 er 6 p− 2.
Prouvons la pleine fidélité du foncteur T . Soient M et M′ deux objets de Mr tués par p et
f : M → N un morphisme entre ces objets. On suppose que f vaut 0 dans M˜r, c’est-à-dire
que f(M) ⊂ κN . En particulier, f(Fil rM) ⊂ κN et donc :
f ◦ φr(Fil rM) = φr ◦ f(Fil rM) ⊂ φr(κ)N .
Par hypothèse φr (Fil rM) engendre tout M, et donc f(M) ⊂ φr(κ)N . En réitérant l’argu-
ment, et puisque φr ◦ φr(κ) = 0 (lemme 1.2.4), on obtient f(M) = 0 et donc f = 0, ce qui
assure la fidélité du foncteur.
Considérons à présent M etN deux objets de Mr tués par p. Notons M˜ et N˜ leurs images
respectives dans la catégorie M˜
r
. Soit f˜ : M˜ → N˜ un morphisme de la catégorie M˜
r
. On veut
montrer qu’il existe un morphisme (nécessairement unique) de la catégorie Mr, f : M → N
tel que f ≡ f˜ (mod κN ). On construit f par approximations successives. On considère dans un
premier temps f0 : M→ N un relevé S1-linéaire quelconque de f˜ . Comme κN ⊂ Fil rN , le
relevé f0 est automatiquement compatible à Fil r et les applications f0 et φr commutent modulo
κN . Par le corollaire 1.2.2, il existe une unique application S1-linéaire f1 : M → N faisant
commuter le diagramme suivant :








On vérifie directement que f0 ≡ f1 (mod κN ), ce qui implique d’une part que f1 respecte les
Fil r et d’autre part, par un argument analogue à celui utilisé pour la fidélité, que φr◦f0 ≡ φr◦f1
(mod φr(κ)N ). Ainsi f1 et φr commutent modulo φr(κ)N . On construit de même f2 à partir
de f1, et celui-ci convient.
Il reste à prouver que f2 commute automatiquement à N . Il s’agit à nouveau d’un argument
analogue. Pour plus de précisions, on pourra consulter la fin de la preuve du lemme III.5.1.3.
Montrons pour finir l’essentielle surjectivité. Soit M˜ un objet de la catégorie M˜r. Considé-
rons (e1, . . . , ed) une base adaptée de M˜ pour les entiers n1, . . . , nd. Notons M le S1-module
engendré par des éléments eˆ1, . . . , eˆd et définissons :
Fil rM = Fil rS1 · M+
d∑
i=1
uniS1 · eˆi ⊂M.
Soit pr :M→ M˜ l’application S1-linéaire définie par pr(eˆi) = ei pour tout i. Elle est surjective
et respecte les Fil r. Pour tout i, notons xˆi un relevé (i.e. un antécédent par pr) de φr (ei) et
définissons φr(eˆi) = xˆi. On prolonge φr à tout Fil rM (de façon à respecter les conditions de
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la catégorie Mr) obtenant ainsi une application φr : Fil rM→M, dont il est facile de vérifier
que l’image engendre tout M.
Il reste à définir un opérateur de monodromie sur M. Pour cela, on procède à nouveau par
approximations successives. On commence par définirN0 en imposant la condition de Leibniz et
que N0(eˆi) soit un relevé de N(ei). On vérifie immédiatement que E(u)N0(Fil rM) ⊂ Fil rM
et que le diagramme suivant :






Fil rM φr //M
commute modulo κM. Une variante du corollaire 1.2.2 assure que l’on peut construire une
application N1 vérifiant la condition de Leibniz et faisant commuter le diagramme suivant :






Fil rM φr //M
Mais alors N1 est un autre relevé de N , ce qui implique que E(u)N1(Fil rM) ⊂ Fil rM. Et par
ailleurs, le diagramme :






Fil rM φr //M
commute modulo φr(κ)M. L’application N2 obtenue à partir de N1 de la même façon que N1
a été obtenue à partir de N0 répond finalement à la question. 
1.3 Foncteurs vers les représentations galoisiennes
Il existe deux versions du foncteur vers les représentations galoisiennes. La première, que
nous notons Tst⋆, est covariante et la seconde, T ⋆st , est contravariante. Dans le chapitre III, seule
la version contravariante est présentée et étudiée. Cependant, il sera plus commode, pour ce
que nous voulons faire, d’utiliser la version covariante. Nous sommes donc dans l’obligation de
présenter ici les deux foncteurs et d’établir les liens qui les relient. C’est le but de ce paragraphe.
1.3.1 Un anneau de périodes
Avant de pouvoir définir ces foncteurs, il faut introduire l’anneau de périodes Aˆst. Cet anneau
a une interprétation cohomologique que nous passons sous silence pour l’instant.
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Pour tout entier n, on considère l’application :
θˆn : Wn(OK¯/p) → OK¯/p
n




1 + · · ·+ p
n−1aˆpn−1
où aˆi ∈ OK¯/pn est un relevé quelconque de ai. On note Wn(OK¯/p)DP l’enveloppe aux puis-
sances divisées de Wn(OK¯/p) par rapport à ker θˆn (et compatibles avec les puissances divisées
canoniques sur pWn(OK¯/p)). Les Wn(OK¯/p)DP forment un système projectif pour les appli-
cations de transition données par le Frobenius sur les vecteurs de Witt. On note Acris la limite
projective de ce système. On voit facilement que le Frobenius sur les vecteurs de Witt induit une
application φ : Acris → Acris. En outre, on définit sur Acris une filtration obtenue à partir des fil-
trations données par les puissances divisées sur Wn(OK¯/p)DP. Si t < 0, on pose par convention
Fil tAcris = Acris. Par ailleurs, Acris est muni d’une action du groupe de Galois GK .











ai = 0, ai ∈ Fil t−iAcris
}
pour tout entier t. On étend le Frobenius à Aˆst en imposant φ(X) = (1 + X)p − 1. On vérifie
que φ(Fil tAˆst) ⊂ ptAˆst, ce qui permet de définir une application φt = φ/pt : Fil tAˆst → Aˆst.










On étend également l’action de GK à tout Aˆst. Pour cela, on commence par fixer1 π = (πn) un
système compatible de racines pn-ièmes de π. Soit g ∈ GK . On définit εn(g) comme l’unique
élément deOK¯ vérifiant g(πn) = εn(g)πn. La famille des (εn(g)) forme un système compatible
de racines pn-ièmes de l’unité et par suite un élément [ε(g)] ∈ Acris obtenu à partir des représen-
tants de Teichmüller [εn(g)] ∈ Wn(OK¯/p). L’action de g sur X est alors donnée par la formule
g(X) = [ε(g)](1 +X)− 1. On étend cette action à tout Aˆst par semi-linéarité.
L’anneau S n’est pas sans rapport avec Aˆst. Si l’on note [π] l’élément de Aˆst défini à partir du
système (πn) fixé précédemment, Aˆst peut être vu comme une S-algèbre via l’unique morphisme
W -linéaire S → Aˆst qui envoie u sur [π]1+X . Ce morphisme est injectif et identifie S aux invariants
de Aˆst sous l’action du groupe GK .
1.3.2 La version contravariante
Nous commençons par la version contravariante qui est plus simple à définir. Soit M un
objet de Mr. On pose :
T ⋆st(M) = Hom(M, Aˆst,∞)
1Ainsi Aˆst dépend a priori de ce choix. Cependant, on peut montrer qu’il n’en dépend pas à isomorphisme
canonique près.
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où par définition Aˆst,∞ = Aˆst ⊗W K0/W et où le Hom précédent signifie que l’on ne considère
que les morphismes S-linéaires, compatibles à Fil r, à φr et à N . L’objet T ⋆st(M) est un Zp-
module de torsion (de type fini) qui hérite d’une action de GK . On a donc ainsi bien défini un
foncteur de Mr dans la catégorie des Zp-représentations (de torsion) du groupe GK .
Ce foncteur est étudié en détail dans [Bre97a] (pour le cas e = 1) et dans le chapitre III. Le
théorème suivant résume ses propriétés :
Théorème 1.3.1. Le foncteur T ⋆st est exact, pleinement fidèle, d’image essentielle stable par
quotients et par sous-objets. De plus, siM est un objet deMr isomorphe en tant que S-module
à Sn1 ⊕ · · · ⊕ Snd , alors la représentation galoisienne T ⋆st(M) est isomorphe en tant que Zp-
module à Z/pn1Z× · · · × Z/pndZ.
On dispose en outre d’une description plus simple du foncteur T ⋆st pour les objets tués par
p. Considérons pour cela l’anneau A˜ = Aˆst/p ⊗S1 S˜. Comme dans le paragraphe III.1.3, on
montre que A˜ s’identifie à (OK¯/π) 〈X〉. Il est possible de décrire les structures supplémentaires






nodromie est l’unique opérateur OK¯/π-linéaire envoyant X
i
i!
sur (1 +X) X
i−1
(i−1)! . Il faut toutefois
faire attention à φt car si x ∈ OK¯ est un multiple de πet1 et si x¯ désigne la réduction modulo π





). On a ensuite la proposition
suivante :
Proposition 1.3.2. Soit M un objet de Mr tué par p. Alors :
T ⋆st(M) = Hom(T (M), A˜)
où Hom signifie que l’on considère les morphismes S˜-linéaires et commutant à Fil r, à φr et à
N .
Démonstration. La tensorisation par S˜ au-dessus de S1 fournit une application :
T ⋆st(M)→ Hom(T (M), A˜).
On vérifie directement que cette application commute à l’action de Galois.







T (M) 0 // A˜
où les flèches verticales sont déduites de la projection S1 → S˜. Ainsi, en reprenant les notations
du lemme 1.2.4, on a imψ ⊂ κAˆst/pAˆst. Or ψ commute par définition à φr, d’où on déduit ψ ◦
φr(Fil rM) = φr ◦ ψ(Fil rM) ⊂ φr(κ)Aˆst/pAˆst. Comme par hypothèse, φr(Fil rM) engendre
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M, il vient imψ ⊂ φr(κ)Aˆst/pAˆst. En appliquant à nouveau l’argument, et en utilisant φr ◦
φr(κ) = 0, on obtient imψ = 0 et donc ψ = 0. Ceci démontre l’injectivité de la flèche.
Pour la surjectivité, on procède par approximations successives. Soit ψ˜ : T (M) → A˜ un
morphisme S˜-linéaire compatible aux structures. On note ψ : M → Aˆst/pAˆst un morphisme








Dans un premier temps, on vérifie qu’automatiquement ψ respecte le Fil r et commute à φr
modulo κAˆst/pAˆst. D’après une variante du corollaire 1.2.2, il existe une unique application
S1-linéaire ψ1 faisant commuter le diagramme :








L’application ψ1 respecte encore le Fil r et commute à φr modulo φr(κ)Aˆst/pAˆst. De même, à
partir de ψ1, on construit ψ2, qui respecte le Fil r et commute à φr sans restriction.
Par un argument analogue (voir la fin de la preuve du lemme III.5.1.3), on montre que ψ2
commute également à N . 
1.3.3 La version covariante
On commence par une définition, déjà présente dans [Bre98] (définition 3.2.1.1) :
Définition 1.3.3. SoitM un objet deMr (resp. de M˜r). On appelle filtration admissible deM
toute filtration décroissante (FiltM)06t6r par des sous-S-modules (resp. des sous-S˜-modules)
vérifiant :
1. Fil 0M =M et Fil rM est « le » Fil rM de M ;
2. pour tous 0 6 t 6 t′ 6 r, Fil t′−tS ·Fil tM⊂ Fil t′M (resp. Fil t′−tS˜ ·Fil tM⊂ Fil t′M) ;
3. pour tout 1 6 t 6 r, N(Fil tM) ⊂ Fil t−1M.
Si (FiltM)06t6r est une filtration admissible deM, on définit des opérateursφt : Fil tM→M
par φt(x) = ct−rφt(E(u)r−tx).
Soit M un objet de Mr. On considère le produit tensoriel Aˆst ⊗S M. Il s’agit d’un Aˆst-
module de torsion naturellement muni d’une action de GK (en regardant son action sur le pre-
mier facteur). On le munit en outre d’un opérateur de monodromie N : Aˆst⊗SM→ Aˆst⊗SM
en posant N(a⊗ x) = N(a)⊗ x+ a⊗N(x).
On considère sur M une filtration admissible quelconque2. On peut alors définir, pour tout
2Il en existe toujours : on peut par exemple prendre Fil tM = {x ∈ M /E(u)r−tx ∈ Fil rM}.
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s compris entre 0 et r :
Fil s(Aˆst ⊗S M) =
s∑
t=0
Fil tAˆst ⊗ Fil s−tM.
C’est un sous-Aˆst-module de Aˆst⊗SM qui dépend de la filtration admissible choisie. On définit
finalement φs : Fil s(Aˆst ⊗S M) → Aˆst ⊗S M comme l’unique application additive vérifiant
φs(at ⊗ xt) = φt(at)⊗ φs−t(xt) pour at ∈ Fil tAˆst et xt ∈ Fil s−tM.
On pose finalement :
Tst⋆(M) = Fil r(Aˆst ⊗S M)φr=1N=0
où la notation signifie que l’on ne retient que les x ∈ Fil r(Aˆst ⊗S M) pour lesquels N(x) = 0
et φr(x) = x. On obtient alors un Zp-module galoisien qui dépend a priori du choix d’une
filtration admissible. Toutefois, nous allons prouver dans la suite que ce n’est pas le cas (voir la
remarque faisant suite au corollaire 1.3.8).
Encore une fois, Tst⋆(M) a une description plus simple lorsque M est tué par p. Pour la
donner, posons M˜ = T (M) et notons pr : M → M˜ la projection canonique. On vérifie
facilement que si (Fil tM) est une filtration admissible de M, alors (pr(Fil tM)) est une fil-





et on a alors la proposition suivante :
Proposition 1.3.4. Si M est un objet de Mr tué par p alors :
Tst⋆(M) = Fil r(A˜⊗S˜ T (M))
φr=1
N=0 .
Démonstration. Si M est tué par p, le Aˆst-module Aˆst ⊗S M l’est également. Il s’identifie au
Aˆst/pAˆst-module Aˆst/pAˆst ⊗S1 M, et on dispose d’une application canonique :
Aˆst/pAˆst ⊗S1 M→ A˜⊗S˜ T (M).
Cette application est clairement surjective, et en reprenant les notations du lemme 1.2.4, son
noyau s’identifie à κ(Aˆst/pAˆst⊗S1M). En outre, on vérifie directement qu’elle induit une flèche
compatible à l’action de GK :
Ψ : Fil r(Aˆst/pAˆst ⊗S1 M)
φr=1
N=0 → Fil r(A˜⊗S˜ T (M))
φr=1
N=0 .
Reste à prouver que cette dernière application est un isomorphisme. Soit x ∈ kerΨ. On a
x ∈ Fil r(Aˆst/pAˆst ⊗S1 M)
φr=1
N=0 et donc φr(x) = x. Par ailleurs, on a x ∈ κ(Aˆst/pAˆst ⊗S1 M),
d’où on déduit x = φr(x) ∈ φr(κ)(Aˆst/pAˆst⊗S1M) puis x = φr(x) = 0, puisque φr◦φr(κ) = 0
(lemme 1.2.4). L’application Ψ est donc injective.
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Passons à la surjectivité. Considérons x ∈ Fil r(A˜⊗S˜T (M))φr=1N=0 et notons xˆ ∈ Aˆst/pAˆst⊗S1
M un relevé quelconque de x. On vérifie alors que xˆ ∈ Fil r(Aˆst/pAˆst ⊗S1 M) et que φr(xˆ) =
xˆ+ y pour un certain y ∈ κ(Aˆst/pAˆst⊗S1M). Posons xˆ1 = xˆ+ y ∈ Fil r(Aˆst/pAˆst⊗S1M). On
a xˆ1 ∈ Fil r(Aˆst/pAˆst⊗S1M) et φr(xˆ1) = xˆ1+ y′ pour un certain y′ ∈ φr(κ)(Aˆst/pAˆst⊗S1M).
On pose alors xˆ2 = xˆ1 + y′ ∈ Fil r(Aˆst/pAˆst ⊗S1 M)φr=1. On vérifie finalement que N annule
xˆ2, ce qui assure que xˆ2 est un antécédent par Ψ de x. 
1.3.4 Lien entre les foncteurs T ⋆st et Tst⋆
Fixons ε une suite de racines pn-ièmes de l’unité et définissons t = log ([ε]) ∈ Acris où le
log est donné par la série usuelle. On a φ (t) = pt et plus exactement l’ensemble des solutions
dans Acris de φ (t) = pt est le Zp-module engendré par t. C’est un Zp-module libre de rang
1 isomorphe à Zp (1) en tant que représentation galoisienne. Autrement dit (Fil rAˆst)φr=1N=0 =
(Fil rAcris)φr=1 est isomorphe en tant que représentation galoisienne à Zp(r). De même, la re-
présentation galoisienne (Fil rAˆst,∞)φr=1N=0 est isomorphe à Qp/Zp(r).
On ne sait toujours pas que le foncteur Tst⋆ est bien défini mais si M est un objet de Mr
muni d’une filtration admissible fixée, on peut définir une application :




où par définition T ⋆st(M)∨(r) est la représentation galoisienne Hom(T ⋆st(M),Qp/Zp(r)). En
effet, soient x =
∑
i ai ⊗ xi ∈ Fil r(Aˆst ⊗S M)
φr=1
N=0 , et f : M → Aˆst,∞ compatible aux
structures. On pose Ψ(x)(f) =
∑
i aif(xi). C’est un élément de (Fil rAˆst,∞)
φr=1
N=0 soit, en vertu
de l’isomorphisme décrit précédemment, un élément de Qp/Zp(r). On vérifie immédiatement
que Ψ est un morphisme Zp-linéaire commutant à l’action de Galois.
On veut démontrer que Ψ est un isomorphisme pour tout objet M ∈ Mr et pour cela on
suit la démonstration du paragraphe 3.2.1. de [Bre98] (qui concerne le cas e = 1) : la méthode
consiste à prouver que Ψ est un isomorphisme pour les objets tués par p, à démontrer que le
foncteur Tst⋆ est bien défini et exact, puis à conclure à l’aide d’un dévissage.
On rappelle, dans un premier temps, que les objets simples de Mr ont une structure relati-
vement simple (proposition III.3.1.1) :
Proposition 1.3.5. Soit M un objet simple de Mr. Alors M est tué par p et admet une base
adaptée (e1, . . . , ed) pour des entiers n1, . . . , nd. De plus N(ei) = 0 pour tout i et il existe une



















, m ∈ N, at ∈ Acris
}
(2)
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et on démontre (comme dans le lemme 3.1.2.1. de [Bre98]) que Fil tX(Aˆst/pn) = (Fil tXAˆst)/pn
est plat sur Sn. Si M est un objet de Mr et (FiltM) est une filtration admissible de M, on
définit pour tout s compris entre 0 et r :
Fil sX(Aˆst ⊗S M) =
s∑
t=0
Fil tXAˆst ⊗S Fil s−tM.
On a les deux lemmes suivants :
Lemme 1.3.6. SoitM un objet de Mr et (Fil tM) une filtration admissible de M. Alors, pour





Fil tXAˆst ⊗S Fil s+1−tM //
s⊕
i=0
Fil tXAˆst ⊗S Fil s−tM // Fil s(Aˆst ⊗S M) // 0
où la première flèche est la somme des applications suivantes :
Fil tXAˆst ⊗S Fil s+1−tM → Fil
t−1
X Aˆst ⊗S Fil s+1−tM ⊕ Fil tXAˆst ⊗S Fil s−tM
xt ⊗ ys+1−t 7→ xt ⊗ ys+1−t ⊕ −xt ⊗ ys+1−t
Démonstration. La preuve est une adaptation de celle du lemme 3.2.1.2 de [Bre98]. Pour la
première assertion, on a déjà clairement Fil sX(Aˆst ⊗S M) ⊂ Fil s(Aˆst ⊗S M).
On a une description alternative de Acris (voir [Fon94a]). Si on note R = lim←−n∈NOK¯/p pour
les applications de transitions données par le Frobenius, on peut définir un morphisme :
θˆ : W (R) → OCp











i ∈ OK¯ désignant un relevé quelconque de a
(j)
i . L’anneau Acris s’identifie
alors à l’enveloppe aux puissances divisées de W (R) relativement à ker θˆ (et compatibles aux
puissances divisées canoniques sur pW (R)). On vérifie facilement que [π] ∈ Acris (défini à la
fin du paragraphe 1.3.1) correspond bien au représentant de Teichmüller de π (défini au même
endroit). Par ailleurs, on montre (voir [Fon94a]) que ker θˆ est un idéal principal, engendré par
E([π]).
Ainsi, si x ∈ Fil s(Aˆst ⊗S M), il s’écrit comme une somme de termes de la forme :
aγj(E([π]))γk(X)⊗m
(où γj(x) = xjj! ) avec a ∈ Acris, m ∈ Fil s−tM et j + k > t. Mais [π] = u(1 + X) et donc
E([π]) − E(u) est un multiple de uX . On peut donc écrire E([π]) = E(u) + uXb pour un






En réinjectant cette expression dans x, on obtient bien x ∈ Fil sX(Aˆst ⊗S M).
Pour la deuxième partie du lemme, la démonstration est exactement la même que celle de
[Bre98]. 
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Lemme 1.3.7. SoitM un objet de Mr. Pour tout s compris entre 0 et r, on a une suite exacte :
0 // Fil s(Aˆst ⊗S M)N=0 // Fil s(Aˆst ⊗S M) N // Fil s−1(Aˆst ⊗S M) // 0
où par convention Fil−1(Aˆst ⊗S M) = Aˆst ⊗S M.
Démonstration. La démonstration est la même que celle du lemme 3.2.1.3 de [Bre98]. Toute-
fois, on se ramène à la fin, non pas à un objet de MF f,rk (en reprenant les notations de l’article),
mais à un objet simple de la catégorie Mr dont la structure est connue par la proposition 1.3.5.
Le même argument s’applique alors. 
On déduit des deux lemmes précédents le corollaire suivant :
Corollaire 1.3.8. Soit M un objet de Mr. Alors Fil r(Aˆst ⊗S M)N=0 ne dépend pas de la
filtration admissible choisie et si :
0 //M′ //M //M′′ // 0
est une suite exacte dans Mr, alors la suite induite :
0 // Fil r(Aˆst ⊗S M′)N=0 // Fil r(Aˆst ⊗S M)N=0 // Fil r(Aˆst ⊗S M′′)N=0 // 0
est également exacte.
Démonstration. C’est la même que celle de la proposition 3.2.1.4 de [Bre98], en remplaçant
à nouveau MF f,rk par la sous-catégorie de Mr formée des objets tués par p, et en utilisant la
proposition 1.3.5 qui donne la structure de tels objets. 
Remarque. On prouve de même que si 0 //M′ //M //M′′ // 0 est une suite exacte
dans Mr, alors la suite :
0 // (Aˆst ⊗S M′)N=0 // (Aˆst ⊗S M)N=0 // (Aˆst ⊗S M′′)N=0 // 0
l’est aussi.
D’autre part, le corollaire précédent prouve en particulier que Tst⋆(M) ne dépend pas de la
filtration choisie. Ainsi le foncteur Tst⋆ est bien défini.
Lemme 1.3.9. Si M est un objet de Mr, on a une suite exacte :
0 // Fil r(Aˆst ⊗S M)φr=1N=0 // Fil r(Aˆst ⊗S M)N=0
φr−id // (Aˆst ⊗S M)N=0 // 0 .
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Démonstration. Il suffit de montrer que φr − id est surjective. De même que dans le lemme
3.2.1.6 de [Bre98], on se ramène au cas d’un objet simple de Mr.
Soit M un objet simple de Mr. D’après la proposition 1.3.5, on peut écrire M = S1e1 ⊕
· · · ⊕ S1ed où e1, . . . , ed sont tels que N(ei) = 0 et Fil rM est le sous-module de M engendré
par Fil pS · M et les un1e1, . . . un1ed pour certains entiers ni compris entre 0 et er. On a alors
directement :
Aˆst ⊗S M = Aˆst/pAˆst · e1 ⊕ · · · Aˆst/pAˆst · ed
(Aˆst ⊗S M)N=0 = Acris/pAcris · e1 ⊕ · · ·Acris/pAcris · ed




nie1 + Fil pAcris/pAcris · ei).











et on conclut de même que dans le lemme 3.2.1.6 de [Bre98]. 
Corollaire 1.3.10. Le foncteur Tst⋆ est exact.
On déduit finalement de cette étude le théorème suivant :
Théorème 1.3.11. L’application Ψ définie précédemment induit une transformation naturelle
inversible entre les foncteurs Tst⋆ et (T ⋆st)∨(r).
Démonstration. Comme la catégorie Mr est artinienne, et que les foncteurs T ⋆st et Tst⋆ sont
exacts, il suffit de montrer le résultat lorsque M est un objet simple de Mr.
Si M est un objet simple de Mr, la proposition 1.3.5 nous assure dans un premier temps
que M est tué par p. On a donc :
T ⋆st(M) = Hom(T (M), A˜) et Tst⋆(M) = Fil r(A˜⊗S˜ T (M))
φr=1
N=0 .
Par ailleurs la même proposition fournit une description explicite de T (M) et de ses structures
supplémentaires. Précisément, il existe des entiers ni tels que :
T (M) = S˜e1 ⊕ · · · ⊕ S˜ed
Fil rT (M) = S˜un1e1 ⊕ · · · ⊕ S˜unded
avec de surcroît N(ei) = 0 pour tout i. Par ailleurs, quitte à passer à une extension non ramifiée
de K, on peut supposer (voir théorème III.3.3.2) que φr est donné par φr(uniei) = ei+1, les
indices étant considérés modulo d.
Des descriptions précédentes, on déduit facilement :
Fil r(A˜⊗S˜ T (M))N=0 = π¯
n1
1 OK¯/π · e1 ⊕ · · · ⊕ π¯
n1
1 OK¯/π · ed
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où π¯1 est la réduction modulo π de π1 (qui, on le rappelle, est une racine p-ième de π fixée).
L’opérateur φr agit sur ce module par φr(π¯ni1 ei) = ei+1. Tout élément de Fil r(A˜⊗S˜ T (M))N=0
s’écrit de façon unique x =
∑d
i=1 ai⊗ei avec ai = π
ni
1 xi et un tel élément appartient à Tst⋆(M)




pour tout indice i ∈ Z/dZ.
Par ailleurs, se donner un élément de T ⋆st(M) revient à se donner l’image bi de chacun des ei,
ces images devant vérifier N(bi) = 0, unibi ∈ Fil rA˜ et commuter à φr. La première condition
impose bi ∈ OK¯/π. La deuxième condition assure que bi = πmi1 yi pour mi = er − ni et




On est finalement ramené à prouver que l’accouplement :




défini sur les couples de d-uplets solutions des systèmes précédents et à valeurs dans (OK¯/π)φr=1.
Ce dernier espace est encore t¯Fp (ou t¯ est la réduction modulo π d’une racine (p− 1)-ième de
pr) est non dégénéré. Or par le lemme III.4.1.23, si on choisit η une racine (ph − 1)-ième de π,
si on note η¯ sa réduction modulo π, et si on pose :
si = nip
d−1 + ni+1p
d−2 + · · ·+ ni+d−1
ti = mip
d−1 +mi+1p
d−2 + · · ·+mi+d−1
les solutions de ces systèmes s’écrivent :
ai = a
pi η¯si et bi = (−1)ribp
i
η¯ti
où a décrit Fq (q = pd), l’ensemble des racines dans k¯ de l’équation xq = x, et où b décrit
l’ensemble des racines dans k¯ de l’équation xq = (−1)rdx.
Si rd est pair,
∑d
i=1 aibi = TrFq/Fp(ab) · η¯
v où v = si + ti = er · q−1p−1 est indépendant de i,
et on conclut en remarquant que la trace de Fq à Fp est une forme bilinéaire non dégénérée.
Si rd est impair, on note ε ∈ k¯ une racine (p − 1)-ième de −1, on vérifie que
∑d
i=1 aibi =
εTrFq/Fp(ab/ε) · η¯v et on conclut comme dans le cas précédent. 
En vertu de ce théorème, tous les résultats démontrés sur le foncteur T ⋆st se transposent au
foncteur Tst⋆. On obtient ainsi un équivalent du théorème 1.3.1 :
Théorème 1.3.12. Le foncteur Tst⋆ est exact, pleinement fidèle, d’image essentielle stable par
quotients et par sous-objets. De plus, siM est un objet deMr isomorphe en tant que S-module
à Sn1 ⊕ · · · ⊕ Snd , alors la représentation galoisienne Tst⋆(M) est isomorphe en tant que Zp-
module à Z/pn1Z× · · · × Z/pndZ.
3Dans le chapitre III, on travaillait non pas modulo π mais modulo p. Cependant, on vérifie sans mal que la
méthode marche dans les deux cas.
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2 Les faisceaux sur le site log-syntomique
2.1 Rappels et préliminaires
2.1.1 Log-schémas et sites usuels
On renvoie à [Kat89] pour la définition et les propriétés des log-schémas et des morphismes
de log-schémas (en particulier des morphismes log-lisses ou log-étales). Tous les log-schémas
considérés dans ce papier sont intègres. Si S est un log-schéma, on note S˙ le schéma sous-jacent.
Si M est un monoïde, on note Mgp le groupe associé, c’est-à-dire l’ensemble des éléments de
la forme ab−1 pour a et b dans M où deux éléments ab−1 et cd−1 sont identifiés s’il existe
s ∈ M tel que sad = sbc (i.e. simplement ad = bc si M est intègre). Si M est un monoïde et
G un sous-groupe de Mgp, on définit le quotient M/G comme le quotient de M par la relation
d’équivalence x ∼ y ↔ xy−1 ∈ G.
Si S est un log-schéma fin dont le schéma sous-jacent est tué par un entier non nul et muni
d’un idéal à puissances divisées et si X est un log-schéma fin sur T auquel les puissances divi-
sées s’étendent, on note (X/S)cris le petit site (log-)cristallin fin (défini dans [Kat89], chapitre
5) et (X/S)CRIS le gros site (log-)cristallin fin (défini dans [Bre96], chapitre 3). On note OX/S
le faisceau structural sur ces sites, JX/S son idéal à puissances divisées et J [n]X/S les puissances
divisées successives de JX/S .
De même, si S est un log-schéma fin, on note Sét = S˙ét le petit site (log-)étale de S : c’est
la catégorie des log-schémas X pour lesquels X˙ est étale sur S˙ et la log-structure sur X est
induite par celle de S, les recouvrements étant les recouvrements étales usuels (sur les schémas
sous-jacents). On note également SÉT le gros site (log-)étale de S défini comme la catégorie des
log-schémas fins localement de type fini sur S et munie de la topologie étale. On note OX le
faisceau structural sur chacun de ces deux sites.
2.1.2 Topologie log-syntomique
On rappelle la définition d’un morphisme de log-schémas log-syntomiques, due à Kato (voir
[Kat89]) :
Définition 2.1.1. Un morphisme de log-schémas fins f : Y → X est dit log-syntomique s’il est
intègre, si f˙ : Y˙ → X˙ est localement de présentation finie, et si f peut s’écrire étale localement
comme la composée d’un morphisme log-lisse avec une immersion fermée exacte dont l’idéal
est engendré en chaque point par une suite transversalement régulière relativement à X .
On montre (voir [Bre96]) que les morphismes log-syntomiques sont stables par changement
de base et par composition. En outre, on dispose de la propriété remarquable suivante :
Proposition 2.1.2. Si Y → X est une immersion fermée exacte définie par un nil-idéal, on
peut étale-localement relever les morphismes log-syntomiques sur Y en des morphismes log-
syntomiques sur X .
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Il est de plus possible de donner une description locale très explicite des morphismes log-
syntomiques. Précisément, si f : Y → X est un morphisme log-syntomique, alors il existe une
carte (locale pour la topologie étale) sur laquelle f prend la forme suivante :
P ⊕ Nr
G
// (A⊗Z[P ] Z[(P ⊕N








où A est un anneau, P est un monoïde intègre, r et s des entiers, G un sous-groupe de P gp⊕Zr
et I un idéal contenant les [g] − 1 (pour g ∈ G) et engendré par une suite transversalement
régulière relativement à A.
Si S est un log-schéma fin, on note SSYN le gros site (log-)syntomique sur X , c’est-à-dire
la catégorie des log-schémas fins localement de type fini sur X munie de la topologie log-
syntomique : une famille (fi : Xi → X) recouvre X si tous les morphismes fi sont log-
syntomiques et si topologiquement X˙ =
⋃
i fi(X˙i). De même on définit le petit site (log-
)syntomique Ssyn en se restreignant à la catégorie des log-schémas log-syntomiques sur S.
2.1.3 Plusieurs bases



















On note simplement Tn la première, En la deuxième, E˜ la troisième et E¯ = T¯ la quatrième. Ces
quatre bases sont munies de puissances divisées : sur Tn, elles sont prises par rapport à l’idéal
engendré par p, sur En et E˜ par rapport à l’idéal engendré par les E(u)
i
i!
pour i > 1 et sur la





















  // · · ·
E˜ 
 // E1
  // E2
  // · · · 
 // En
  // · · ·
où tous les morphismes sont des épaississements, les flèches verticales étant obtenues en en-
voyant u sur π.
Les bases En, E˜ et E¯ sont munies d’un relèvement du Frobenius : c’est la multiplication par
p sur les monoïdes, l’élévation à la puissance p sur S˜ et k et le Frobenius défini au paragraphe
1.1.1 sur Sn.
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2.2 Les faisceaux Ostn et J
[s]
n
Dans ce paragraphe, on définit des faisceauxOstn et J
[s]
n sur le site syntomique qui permettent
de calculer la cohomologie cristalline. On donne ensuite une description locale explicite de ces
faisceaux, technique mais cruciale pour mener à bien les calculs.
2.2.1 Définition et description locale
Pour tout entier n et tout entier (relatif) s, on définit sur (Tn)SYN les préfaisceaux J [s]n par la
formule :








où U sur Tn est vu sur En via l’épaississement du paragraphe 2.1.3. On pose Ostn = J
[0]
n . On
montre (voir [Bre96]) que les J [s]n sont des faisceaux et qu’ils calculent la cohomologie log-
cristalline dans le sens où :
H i(Xsyn,J
[s]
n ) = H
i(XSYN,J
[s]








pour tout entier i et tout log-schéma X fin localement de type fini sur En.
Soit U un log-schéma log-syntomique sur la base Tn. On a vu qu’étale-localement, on peut
trouver une carte du morphisme U → Tn qui prend la forme :
Nx0 ⊕ Nx1 ⊕ · · · ⊕ Nxr
G
α // OK/p
n[(Nx0 ⊕Nx1 ⊕ · · · ⊕ Nxr)G][X1, . . . , Xs]





oùG est un sous-groupe de Zr+1 et ([x0]−π, f1, . . . , ft) est une suite transversalement régulière
relativement à OK/pn et telle que l’idéal engendré contienne tous les [g]− 1, pour g ∈ G.




que (étale-)localement U = (SpecA,P ). Décrire localement (pour la topologie syntomique)
les faisceaux Ostn et J
[s]
n serait par exemple donner des formules explicites pour les modules
Ostn(SpecA,P ) et J
[s]
n (SpecA,P ). Cependant, on ne sait donner de telles formules que si le
Frobenius est surjectif sur A et sur P , ce qui n’est a priori pas le cas ici. Nous allons donc
devoir considérer des ouverts encore plus petits (toujours pour la topologie syntomique) pour





1 ⊕· · ·⊕Nx
p−i
r , P








des morphimes de log-schémas (SpecAi+1, P i+1)→ (SpecAi, P i) qui sont des recouvrements
log-syntomiques, et le Frobenius devient surjectif sur la limite de ces recouvrements. On est
amené à décrire explicitement les objets suivants :
Ostn(A
∞, P∞) = lim−→
i
Ostn(SpecAi, P i) et J [s]n (A∞, P∞) = lim−→
i
J [s]n (SpecAi, P i).





1 ⊕· · ·⊕Nx
1/p∞









Par ailleurs, si M est un monoïde et n un entier, posons :
M (n) =
{





Si de plus M est muni d’un morphisme de monoïdes N → M , on définit N ⊕(φn),N M comme
la limite inductive du diagramme N Np
n
oo //M . Posons :
W stn (A
∞, P∞) = Wn(A
∞/pA∞)⊗Z[P∞] Z[(N⊕(φn),N P
∞)(n)].
On dispose d’un morphisme canonique surjectif :
W stn (A
∞, P∞) → A∞
(a0, . . . , an−1)⊗ [h] 7→ (aˆ
pn




où aˆi ∈ A∞ désigne un relevé quelconque de ai. On note finalement W st,DPn (A∞, P∞) l’en-
veloppe aux puissances divisées relativement à l’ideal noyau (et compatible aux puissances
divisées canoniques sur l’idéal (p)). On munit W st,DPn (A∞, P∞) d’une structure de Sn-module
en envoyant u sur l’élément 1 ⊗ [1 ⊕ (0, . . . , 0)]. Comme dans l’appendice D de [Bre98], on
montre la proposition suivante :




∼ //W st,DPn (A
∞, P∞) .
Il existe une autre description locale qui a l’avantage d’être légèrement plus simple, mais
l’inconvénient d’être non canonique. Notons pour cela :
W crisn (A
∞, P∞) = Wn(A
∞/pA∞)⊗Z[P∞] Z[(P
∞)(n)]
et W cris,DPn son enveloppe à puissances divisées par rapport à l’idéal noyau de l’application
(a0, . . . , an−1)⊗ [h] 7→ (aˆ
pn
0 + · · ·+p
n−1aˆn−1)α(h
pn) où aˆi ∈ A∞ désigne un relevé quelconque
de ai. On a alors le lemme suivant qui établit un lien entre les anneaux W cris,DPn (A∞, P∞) et
W st,DPn (A
∞, P∞) :
Lemme 2.2.2. On garde les notations précédentes et on note g ∈ P∞ l’image de x0. Soit h ∈
P∞ une racine pn-ième de g. Alors l’application W cris,DPn (A∞, P∞) 〈X〉 → W st,DPn (A∞, P∞)
qui envoie X sur (1⊗ (1⊕ h))− 1 est un isomorphisme.
On en déduit directement la proposition :
Proposition 2.2.3. Avec les notations précédentes, il existe un isomorphisme Sn-linéaire :
Ostn(A
∞, P∞)
∼ //W cris,DPn (A
∞, P∞) 〈X〉










désigne une racine pn-ième de [x0]. En outre, cet isomorphisme est compatible à la filtration
donnée à gauche par les J [s]n (A∞, P∞) et à droite par les puissances divisées.
Remarque. Attention l’isomorphisme précédent n’est pas canonique : il dépend du choix d’une
racine pn-ième de g, image de x0 dans P∞.
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2.2.2 Les opérateurs φs et N
La description précédente permet de prouver la proposition suivante importante :
Proposition 2.2.4. Le faisceauOstn est plat sur Sn et les faisceaux J [s]n sont plats sur Wn.
Démonstration. L’argument est le même que celui de la proposition 2.1.2.1 de [Bre98]. 
Si n et m sont deux entiers avec n 6 m, on a un épaississement i : Tn →֒ Tm. Ainsi
pour tout faisceau F sur (Tn)syn, on peut former le faisceau i⋆F sur (Tm)syn. Le foncteur i⋆ est
exact (c’est une conséquence de la propriété 2.1.2) et, par abus, on note encore F le faisceau
i⋆F . L’exactitude assure qu’il revient au même de calculer les cohomologies de F sur les sites
(Tn)syn et (Tm)syn.
Les descriptions locales données précédemment permettent facilement de prouver l’exacti-
tude des deux suites de faisceaux (sur (Tm)syn) suivantes :
0 // Osti




0 // J [s]i
pn // J [s]n+i
// J [s]n // 0
pour tout entier i tel que n + i 6 m. D’autre part, toujours pour n + i 6 m, la multiplication
par pi identifie sur le site (Tm)syn les faisceauxOstn et piOstn+i. Comme la base En est munie d’un
relèvement du Frobenius (voir paragraphe 2.1.3), les groupesOstn(U) = H0((U/En)cris,OU/En)
héritent d’un opérateur de Frobenius φ qui s’étend immédiatement en un morphisme de fais-
ceaux φ : Ostn → O
st
n .
Par ailleurs, on vérifie directement en utilisant la platitude et la description locale que pour
tout entier s 6 p−1, on a l’inclusion φ(J [s]n ) ⊂ psOstn . Les suites exactes précédentes permettent











après avoir vérifié que φ passe au quotient.
Remarque. Les faisceaux J [s]n et Ostn sont définis sur le site (Tn)syn mais φs n’est, lui, défini que
sur (Tn+s)syn.
Finalement on peut munir Ostn d’un opérateur N qui sur la description locale (voir propo-
sition 2.2.3) est simplement défini comme l’unique application W cris,DPn (A∞, P∞)-linéaire qui
envoie Xi
i!
sur (1 +X) X
i−1
(i−1)! (cette application ne dépend pas d’un choix d’une racine pn-ième
de g, elle est donc canoniquement définie et peut se recoller).
2.3 Le cas de la caractéristique p
Dans ce paragraphe, on se concentre sur le cas n = 1 et on donne des descriptions plus
faciles à manipuler des faisceaux précédemment introduits. En effet, par la suite, nous procéde-
rons systématiquement par dévissages et donc le cas n = 1 aura toujours un statut particulier.
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2.3.1 Une nouvelle description des faisceaux Ost1 et J
[s]
1
On reprend la description donnée par la proposition 2.2.3 dans le cas n = 1 :
Ost1 (A
∞, P∞) = W cris,DP1 (A
∞, P∞) 〈X〉 .
Un calcul facile prouve que le morphisme qui envoie π sur [x0] identifie W cris,DP1 (A∞, P∞) à :(
k[Q∞G1/p][X
1/p∞
1 , . . . , X
1/p∞
s ]
([x0]e, f1, . . . , ft)
)DP
où l’on nomme encore de façon abusive fi ∈ k[Q∞G1/p][X1/p
∞
1 , . . . , X
1/p∞
s ] l’image de fi ∈
OK/p[Q∞G][X1, . . . , Xs] et où par définition G1/p désigne le sous-groupe de (Q∞)gp formé
des x tels que xp ∈ G. On remarque en outre que la suite ([x0]e, f1, . . . , ft) est encore régulière
dans k[Q∞G1/p][X1/p
∞
1 , . . . , X
1/p∞
s ].
Soit ψi ∈ k[Q∞G][X1/p
∞
1 , . . . , X
1/p∞
s ] vérifiant ψpi = fi. En explicitant les puissances
divisées, on voit que Ost1 (A∞, P∞) s’identifie à :⊕
m0,...,mt+1∈N
B · γpm0(u
e)γpm1(ψ1) · · · γpmt(ψt)γpmt+1(X) (3)








1 , . . . , X
1/p∞
s ][X]
([x0]e, f1, . . . , ft, Xp)
. (4)
La description précédente fournit également une description locale des faisceaux J [s]1 :
J [s]1 (A
∞, P∞) s’identifie au sous-B-module de Ost1 (A∞, P∞) engendré par les :
γm0(u
e)γm1(ψ1) · · ·γmt(ψt)γmt+1(X) avec m0 + · · ·+mt > s.
Les quotients J [s]1 /J
[s+1]









(B/(ue, ψ1, . . . , ψt, X)) · γm0(u
e)γm1(ψ1) · · ·γmt(ψt)γmt+1(X).
(5)










(B/(ue, ψ1, . . . , ψt, X)) · u




Comme ces quotients ne sont pas tués par u, on introduit de nouveaux faisceaux intermé-
diaires :
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Définition 2.3.1. Soit q un nombre rationnel de la forme t
e
où t est un entier positif ou nul. Si
t = se+ δ est la division euclidienne de t par e, on pose :
J [q]1 = u
δJ [s]1 + J
[s+1]
1 .
On peut à nouveau évaluer les quotients successifs comme le résume la proposition suivante :
Proposition 2.3.2. Soit 0 6 q < p un nombre rationnel de la forme t
e
pour un certain entier


























0 ], ψ1, . . . , ψt)
. (8)










∞, P∞)/J [s+1]1 (A
∞, P∞))
uδ+1(J [s]1 (A
∞, P∞)/J [s+1]1 (A
∞, P∞))
.
D’après la formule (6), il suffit de montrer que si l’on pose B = B/(ue, ψ1, . . . , ψt, X), l’ap-
plication de multiplication par uδ induit un isomorphisme de C = B/uB dans uδB/uδ+1B. La
surjectivité est claire.
Montrons l’injectivité. Soit B′ = k[Q∞G1/p][X1/p∞1 , . . . , X1/p
∞
s ]. Il suffit de montrer que
s’il existe un entier δ 6 e et des éléments x, y, y1, . . . , yt de B′ tels que :
uδx = uey + y1ψ1 + · · ·+ ytψt (9)
alors, il existe y′1, . . . , y′t ∈ B′ tels que :
x = ue−δy + y′1ψ1 + · · ·+ y
′
tψt.
Nous allons prouver ce résultat par récurrence sur t. On rappelle que la famille (ψ0, ψ1, . . . , ψt)
est une suite régulière de B et que, dans B, on a ue = ψ0 (puisque X est nul).
L’initialisation de la récurrence provient simplement du fait que u n’est pas diviseur de 0
dansB (puisque ue ne l’est pas). Pour l’hérédité, on suppose que l’équation (9) est vérifiée. Cela
entraîne uδx ≡ ytψt (mod ue, ψ1, . . . , ψt−1) et donc ue−nδytψt ≡ 0 (mod ue, ψ1, . . . , ψt−1).
Puisque la suite (ue, ψ1, . . . , ψt) est régulière, il vient ue−δyt ≡ 0 (mod ue, ψ1, . . . , ψt−1), et
donc il existe z, z1, . . . , zt−1 ∈ B tels que :
ue−δyt = zu
e + z1ψ1 + · · ·+ zt−1ψt−1.
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En appliquant l’hypothèse de récurrence, on obtient l’existence d’éléments z′, z′1, . . . , z′t−1 dans
B tels que :
yt = z
′uδ + z′1ψ1 + · · ·+ z
′
t−1ψt−1.
En réinjectant dans (9), il vient :
uδ(x− z′yt) = u
ey + (y1 + z
′
1yt)ψ1 + · · ·+ (yt−1 + z
′
1yt−1)ψt−1
et une nouvelle application de l’hypothèse de récurrence permet de conclure. 
Remarque. Sur les quotients de la proposition qui précède, la structure de A∞-module est simple
à décrire. En effet, ces quotients sont tués par u et par tous les ψi, et donc la structure de A∞-
module se factorise en une structure de C-module, qui est décrite de façon transparente sur la
somme directe précédente.
Finalement, remarquons que si s 6 p−1 et si p > 3, il est possible de donner une définition
alternative de φs : J [s]1 → Ost1 qui est déjà valable sur le site (T2)syn. On remarque pour cela que
φ1 s’annule sur J [2]1 et qu’il définit ainsi par passage au quotient un morphisme de faisceaux
(sur le site (T2)syn) J [1]1 /J [2]1 → Ost1 . En outre, on a le lemme suivant :
Lemme 2.3.3. Le morphisme de faisceaux canoniques SymO1J [1]1 /J [2]1 → J [s]1 /J [s+1]1 est un
isomorphisme.
Démonstration. Avec les descriptions précédentes, c’est une conséquence directe de l’alinéa
I.3.4.4 de [Ber77]. 
On vérifie que l’application φs s’obtient comme la composée :





Symsφ1 // Ost1 .
Cette dernière formule assure, au moins pour s 6 p − 1 et p > 3, que φs ne dépend que de φ1
et peut être défini sur (T2)syn.
2.3.2 Les faisceaux O˜st, J˜ [q]
Lorsque n = 1, on définit des versions simplifiées des faisceaux Ost1 et J
[s]
1 en remplaçant
la base E1 par la base E˜ (voir le paragraphe 2.1.3 pour la définition).
Si U est un log-schéma sur T1, on définit pour tout entier s :







et O˜st = J˜ [0]. Comme précédemment, les préfaisceaux J˜ [s] sont des faisceaux sur le gros site
syntomique (T1)SYN et calculent la cohomologie log-cristalline :
H i(Xsyn, J˜
[s]) = H i(XSYN, J˜
[s]) = H i((X/E˜)cris, J˜
[s]
X/E˜
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De même que précédemment, on pose pour q = s+ δ
e
où s > 0 et 0 6 δ < e sont des entiers :
J˜ [q] = uδJ˜ [s] + J˜ [s+1].
Il est encore possible de donner une description locale très explicite de ces faisceaux. En
reprenant les arguments utilisés pour les faisceaux Ost1 et J
[s]
1 , et en reprenant les notations des









1 , . . . , X
1/p∞
s ][X]




1 , . . . , X
1/p∞
s ][X]
(up, f1, . . . , ft, Xp)
. (11)















où C˜ = C. La structure de A∞-module sur ce dernier quotient se factorise en une structure de
C˜-module, qui est celle qui correspond à l’écriture sous forme de somme directe.
En comparant les formules (7) et (12), on en déduit la proposition suivante :
Proposition 2.3.4. Pour q ∈ 1
e
N, q < p
e





∼ // J˜ [q]/J˜ [q+1/e] .
Par ailleurs, pour tout entier s < p
e
, l’opérateur φs : J [s]1 → Ost1 induit par passage au





pOst1 . D’autre part, la projection canonique
Ost1 → O˜
st s’annule sur upOst1 et donc fournit un morphisme de faisceaux Ost1 /upOst1 → O˜st
(attention, ce n’est pas un isomorphisme). Tout cela, avec la proposition précédente, permet de
définir un opérateur φ˜s comme la composée :
J˜ [s] // J˜ [s]/J˜ [s+1/e] J [s]1 /J
[s+1/e]
1
∼oo φs // Ost1 /u
pOst1 // O˜
st .
Encore une fois, le morphisme φ˜s n’est pas défini sur (T1)syn, mais a priori simplement sur
(Ts+1)syn.
Finalement, on munit le faisceau O˜st d’un opérateur N˜ , après avoir remarqué que l’opérateur
N : Ost1 → O
st
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2.3.3 Les faisceaux O¯st et J¯ [s]
On recopie les définitions précédentes en se plaçant désormais sur la base E¯ (voir paragraphe
2.1.3) : pour tout entier s et tout U ∈ (T1)SYN, on pose







où U¯ = U ×T1 E¯. On obtient ainsi des faisceaux sur le site (T1)SYN qui, comme précédemment,
calculent la cohomologie log-cristalline. On pose en outre O¯st = J¯ [0].










1 , . . . , X
1/p∞
s ][X]
(u, f1, . . . , ft, Xp)
. (14)
L’élément u est nul par hypothèse dans E¯ et donc également dans O¯st. On ne définit donc
pas les faisceaux intermédiaires J¯ [q] pour q rationnel, mais, si s est un entier, on a toujours une







C¯ · γm1(ψ1) · · ·γmt(ψt)γmt+1(X) (15)
où C¯ = C˜ = C. Il est encore une fois possible de décrire la structure de A∞-module sur ce
quotient : elle se factorise par la structure de C¯-module naturelle sur la somme directe. Finale-
ment, en comparant les formules (7) et (15), on voit que le morphisme naturel J [s]1 /J [s+1/e]1 →
J¯ [s]/J¯ [s+1] est un isomorphisme pour s < p. Cela permet de définir un opérateur φ¯s comme la
composée :
J¯ [s] // J¯ [s]/J¯ [s+1] J [s]1 /J
[s+1/e]
1
∼oo φs // Ost1 /u
pOst1 // O¯
st .
2.3.4 Les faisceaux Ocar1 , O˜car et O¯car
Sur un log-schéma de caractéristique p, on définit le Frobenius absolu de la façon suivante :
c’est le Frobenius absolu classique sur le schéma sous-jacent et la multiplication par p sur le
monoïde (à supposer qu’il soit noté additivement).
Soit U un log-schéma fin (localement de présentation finie) sur T1. On voit U sur E1 grâce
à l’épaississement T1 →֒ E1. On note U ′ = U ×E1 E1 où E1 est vu sur lui-même par le
morphisme de Frobenius absolu. Le Frobenius absolu sur U se factorise par U ′ et fournit donc
un morphisme U → U ′ appelé Frobenius relatif fU .
Dans la terminologie de Kato (voir [Kat89], paragraphe 4.9), la flèche fU est faiblement
purement inséparable et d’après le théorème 4.10 de loc. cit., elle se factorise de façon unique
sous la forme :
fU : U → U
′′ → U ′
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où le premier morphisme est purement inséparable et le second est log-étale. On définit alors,
comme dans le paragraphe 2.2.1 de [Bre98] :
Ocar1 (U) = Γ(U
′′,OU ′′).
On prouve (voir appendice B de [Bre98]) que l’on définit ainsi un faisceau Ocar1 sur le gros
site syntomique (T1)SYN. Par ailleurs, d’après les résultats de [Kat89], si U = (SpecA,P ), on a
simplement :
Ocar1 (U) = (S1 ⊗(φ),k A/πA)⊗Z[N⊕(φ),NP ] Z[(N⊕(φ),N, P )
(1)].







où on rappelle que B est défini par la formule (4).
On définit de même sur le site (T1)SYN les faisceaux O˜car et O¯car en remplaçant la base E1
respectivement par les bases E˜ et E¯. Comme précédemment, on peut donner une description
explicite des faisceaux obtenus. On obtient :
O˜car(A∞, P∞) = B˜ et O¯car(A∞, P∞) = B¯ (17)
où les anneaux B˜ et B¯ sont définis respectivement par les formules (11) et (14).
Pour finir, mentionnons que la structure de A∞-module sur l’objet O˜car(A∞, P∞) est donnée
par l’application A∞ → B˜ déduite du Frobenius. En particulier, on constate que cette applica-
tion se factorise par C = C˜ = C¯. Il en va de même pour O¯car(A∞, P∞).
3 Calcul de la cohomologie cristalline
On montre dans cette partie comment associer à un log-schéma X propre et log-lisse sur
la base T = (N → OK , 1 7→ π) dont la réduction modulo p est du type de Cartier (voir
définition 4.8 de [Kat89]) sur X ×T T1, et à un entier n des objets des catégories Mr tués par






n ), φr, N)
où par définition Xn = X ×T Tn. On fait remarquer une fois de plus que le morphisme φr
n’est défini que sur (Xn+r)syn. Toutefois, l’écriture précédente du quadruplet est légitime car on
dispose d’isomorphismes canoniques entre (H i((Xn)syn,Ostn) et (H i((Xn+r)syn,Ostn) d’une part
et H i((Xn)syn,J
[r]
n ) et H i((Xn+r)syn,J
[r]
n ) d’autre part.
On commence par traiter le cas n = 1 (sous-partie 3.1) : alors, l’élément de Mr est tué par
p et peut-être donc vu dans M˜
r
. On procède ensuite par dévissage avant de passer un passage à
la limite projective pour proposer une version entière (sous-partie 3.2).
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3.1 En caractéristique p
On se donne ici, un log-schéma fin X1 propre et log-lisse sur la base T1 (voir paragraphe
2.1.3). En particulier, le morphisme structural X1 → T1 est log-syntomique. On suppose que
X1 est du type de Cartier et qu’il admet un relèvement X2 fin et log-lisse sur T2. Ce relèvement
est automatiquement log-syntomique sur T2.
Le but, ici, est de prouver que le quadruplet (H i((X1)syn,Ost1 ), H i((X1)syn,J
[r]
1 ), φr, N) dé-
finit un objet de la catégorie Mr pour tout i 6 r. On montre d’abord l’énoncé équivalent avec
la base E˜, i.e. que le quadruplet (H i((X1)syn, O˜st), H i((X1)syn, J˜ [r]), φ˜r, N˜) définit un objet de
M˜
r
. Le point le plus difficile est la liberté du S˜-module H i((X1)syn, O˜st). Les deux paragraphes
3.1.1 et 3.1.2 y sont consacrés. Dans le paragraphe 3.1.3, on explique comment on termine la
preuve pour la base E˜ avant d’en déduire dans le paragraphe 3.1.4, le théorème sur la base E1.
3.1.1 Des isomorphismes sur les faisceaux
On suit pratiquement à la lettre la méthode initiée par Fontaine et Messing ([FM87]) et
développée par Breuil ([Bre98]) dans le cas qui nous intéresse. Pour tout entier s > 1, on note
J 〈s〉1 le noyau du morphisme composé Osts+1
φ // Osts+1 // O
st





réduction modulo p et on définit fˆs : J 〈s〉1 → Ost1 par fˆs(x) = y si φ(x) = psyˆ où yˆ est une
section (locale) du faisceau Osts+1.
On définit ensuite F sOst1 = im νs et FsOst1 = im fˆs. Ce sont deux sous-faisceaux d’anneaux
deOst1 . On montre facilement que la suite (F sOst1 ) est décroissante alors que la suite (FsOst1 ) est




∼ // FsOst1 /Fs−1O
st
1 .
On note F cars Ost1 le sous-faisceau deOcar1 -algèbre deOst1 engendré par F sOst1 et F cars O˜st (resp.
F cars O¯
st) l’image de F cars Ost1 dans O˜st (resp. dans O¯st). On note également F sO¯st la réduction de
F sOst1 dans O¯st.
Soient O1 le faisceau structural sur le site (T1)SYN, et O¯ sa réduction modulo π. On a, en
reprenant les notations du paragraphe 3.1, les descriptions locales suivantes :
O1(A
∞, P∞) = A∞ et O¯(A∞, P∞) = A∞/π. (18)
On dispose de flèches naturelles O1 → Ocar1 , O¯ → O˜car et O¯ → O¯car qui localement sur les
descriptions précédentes sont données par l’élévation à la puissance p. Ces flèches se factorisent
toutes les trois par C.
Proposition 3.1.1. i) Pour tout entier s, on a F sO¯st = J¯ [s].
ii) On a ⋃s∈N F cars Ost1 = Ost1 , ⋃s∈N F cars O˜st = O˜st et ⋃s∈N F cars O¯st = O¯st.
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∼ // F cars O¯
st/F cars−1O¯
st
Démonstration. Elle est entièrement analogue à celle de la proposition 2.2.2.2 de [Bre98]. Si-
gnalons toutefois une subtilité peut-être insuffisamment soulignée dans loc. cit. : une fois prou-











C¯ · γm1(ψ1) · · ·γmt(ψt)γmt+1(X)
 .
Il faut alors se souvenir que chacun des facteurs du produit tensoriel est tué par u et tous les ψi,
de sorte que la structure de A∞-module sur ces deux facteurs se factorise en une structure de






C¯ · γm1(ψ1) · · · γmt(ψt)γmt+1(X)





∞, P∞) · γm1(ψ1) · · ·γmt(ψt)γmt+1(X)
comme annoncé dans loc. cit. La fin de la preuve reste inchangée. 
Notons qu’au passage la preuve de [Bre98] donne des descriptions locales explicites pour


















B¯ · γpm1(ψ1) · · ·γpmt(ψt)γpmt+1(X).
De ces descriptions explicites, on déduit le théorème suivant :
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Théorème 3.1.2. Soit s < p
e
un entier (si p = 2 et e = 1, on impose s = 0). On a alors des






car ⊗O¯ J˜ [s]/J˜ [s+1/e]
∼
id⊗φs







car ⊗O¯ J˜ [s]/J˜ [s+1/e]
∼
id⊗φs
// F cars O¯
st.
Démonstration. Encore une fois, la preuve est identique à celle du théorème 2.2.2.3 de [Bre98].
Notons toutefois que la subtilité mentionnée dans la preuve de la proposition précédente apparaît
à nouveau ici. 
Remarque. On démontre de façon tout à fait identique que l’on a également les isomorphismes































// F cars O¯
st.
certainement plus proches de ceux de [Bre98] (rappelons que O˜car et O¯car sont tués par π).
Par ailleurs, si l’on ne se préoccupe que de la version « J1 » et pas de la version « J˜ », les
isomorphismes précédents sont valables pour tout s 6 p− 1.
3.1.2 Des isomorphismes sur les groupes de cohomologie
Nous aimerions à présent déduire du théorème 3.1.2 des isomorphismes sur les groupes de
cohomologie et, pour cela, nous allons projeter ces faisceaux sur le site étale : l’intérêt est que
sur ce site le faisceau O˜car (resp. O¯car) se réduit simplement à S˜ ⊗(φ),k O¯ (resp. à S¯ ⊗(φ),k O¯).
Soit X un log-schéma fin localement de type fini sur une des trois bases E1, E˜ ou E¯. On
dispose dans ces conditions d’un morphisme de topoï :
α : X˜SYN → X˜ét
défini de la façon suivante : si F est un faisceau sur XSYN, on définit α⋆F comme la restriction
de F au site Xét, et on vérifie que l’on obtient ainsi un faisceau pour la topologie étale. Réci-
proquement si F est un faisceau sur XÉT, on définit α⋆F comme le faisceau associé (pour la
topologie syntomique) au préfaisceau F .
Si ΓSYN (resp. ΓÉT) désigne le foncteur des sections globales pour la topologie syntomique
(resp. étale), on a évidemment la relationΓSYN = ΓÉT◦α⋆ d’oùRΓSYN = RΓÉT◦Rα⋆. Ainsi pour
calculer la cohomologie syntomique d’un faisceau, il suffit de calculer leRα⋆ de ce faisceau puis
de déterminer l’hypercohomologie étale du complexe obtenu. C’est ce que nous allons faire.
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Calcul des Rα⋆ de plusieurs faisceaux Pour calculer les Rα⋆ des faisceaux précédemment
introduits, on aimerait utiliser les résolutions de Berthelot et Kato. Cependant, celles-ci sont
valables sur le site cristallin et non sur le site syntomique. Il nous faut donc faire un pont
entre cohomologie cristalline et cohomologie syntomique, pont qui passe par la cohomologie
cristalline-syntomique.
Soit X un log-schéma fin localement de type fini sur une des trois bases E1, E˜ ou E¯. Repre-
nant les notations de [Bre98] auquel on aura besoin de se référer par la suite, on note Υ la base
retenue.
On définit le site cristallin-syntomique sur X/Υ en munissant la catégorie sous-jacente au
site cristallin sur X/Υ de la topologie syntomique : il s’agit donc d’une catégorie de couples
(U →֒ T ) et on convient qu’une famille de couples (Ui →֒ Ti) recouvre (U →֒ T ) si les Ti







Bien entendu, selon que l’on considère la catégorie sous-jacente au petit site cristallin sur
X/Υ ou au grand, on obtient respectivement les petit et grand sites cristallin-syntomiques sur
X/Υ. On les note (X/Υ)syn-cris et (X/Υ)SYN-CRIS. Par les résultats de [Bre96] (lemme 3.3.1), on
a des morphismes de topoï entre les différents catégories de faisceaux sur les sites précédents










Par ailleurs, il est possible de définir, comme en 2.3.4, sur le site (X/Υ)SYN-CRIS (resp
(X/Υ)syn-cris) des faisceaux Ocar1 , O˜car et O¯car en posant Ocar1 (U →֒ T ) = Ocar1 (U) (où le
deuxième Ocar1 est celui défini précédemment4) et des formules analogues pour les autres fais-
ceaux. (Attention, dans [Bre98], ces faisceaux sont notés respectivement Ocar,E1X , Ocar,E˜1X et
Ocar,E¯1X .) De même, ces faisceaux vivent également sur les sites (X/Υ)CRIS (resp. (X/Υ)cris)
et XÉT (resp. Xét).
Soit F un faisceau sur un des sites (X/Υ)CRIS, (X/Υ)cris, (X/Υ)SYN-CRIS ou (X/Υ)syn-cris.
Pour tout T apparaissant dans un couple de la forme (U →֒ T ), on sait que F définit un faisceau
4Notez que si U →֒ T est un objet de (X/Υ)SYN-CRIS, alors U → X est étale et donc en particulier log-
syntomique.
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F|U →֒T sur Tét. On dit que F est à composantes quasi-cohérentes si tous les faisceaux F|U →֒T
sont des OT -modules quasi-cohérents.
On montre (en adaptant la preuve du lemme 3.3.2 de [Bre96]) que si F est un faisceau à
composantes quasi-cohérentes sur (X/Υ)SYN-CRIS, alors Riv⋆F = 0 pour tout i > 1. Autrement
dit Rv⋆F ≃ v⋆F . De même, par un calcul de Cech, on prouve (voir [Bre98], appendice C.1)
que Rw⋆F ≃ w⋆F (toujours en supposant que F est à composantes quasi-cohérentes).
On dispose d’un résultat de comparaison entre cohomologie log-cristalline et cohomolo-
gie de de Rham (théorème 6.4 de [Kat89]) qui donne avec les rappels précédents le théorème
suivant :
Théorème 3.1.3. Soit X un log-schéma fin localement de type fini sur Υ. On suppose que l’on
a une Υ-immersion fermée X →֒ Y avec Y log-lisse sur Υ. Soit D l’enveloppe aux puissances
divisées de X dans Y (voir paragraphe 6.n de [Kat89] pour une définition). Alors, pour tout
entier s :










→ J [s−2]D ⊗OY ω
2
Y/T1
→ · · ·
– si Υ = T˜ :
Rα⋆J˜





→ J [s−2]D ⊗OY ω
2
Y/T˜
→ · · ·
– si Υ = T¯ :
Rα⋆J¯








Y/T¯ → · · ·
et :




















Y/T1 → · · ·




















→ · · ·


















Y/T¯ → · · ·
Remarque. En gardant les notations du théorème, si on suppose en plus X log-lisse sur Υ, on
peut choisir Y = X et alors J [s]D = OX si s 6 0 et J
[s]
D = 0 sinon. Les expressions des Rα⋆ se
simplifient alors considérablement. Par exemple, dans le cas où Υ = T¯ , on obtient :
Rα⋆J¯





→ · · ·





= 0→ · · · → 0→ ωsX/T¯ → 0→ · · · .
Retenons ces résolutions que l’on sera amené à réutiliser par la suite.
On peut montrer également (voir appendice B de [Bre98]) un raffinement du théorème pré-
cédent qui permet de tenir compte des faisceaux Ocar1 :
Théorème 3.1.4. Soit X un log-schéma fin localement de type fini sur T1. On suppose que l’on
a une T1-immersion fermée X →֒ Y avec Y log-lisse sur T1. Soit D l’enveloppe aux puissances














































→ · · ·
où «⊗SYN » signifie que l’on prend le faisceau associé au faisceau produit tensoriel pour la
topologie syntomique sur X .
On a d’autre part des versions analogues avec les bases T˜ et T¯ .
Remarque. Si X est de plus du type de Cartier, le faisceau Ocar1 sur Xét s’identifie à Σ⊗(φ),k OX
où Σ est l’anneau de Υ. Dans ce dernier cas, on obtient une résolution plus simple.
Intéressons-nous maintenant à un analogue du théorème 3.1.3 pour les faisceaux J [q]1 , J˜ [q]
et J¯ [q] où q n’est pas forcément un entier. Soit q ∈ 1
e
N. Si X/Υ est comme précédemment un
log-schéma fin, localement de type fini, on commence par définir des faisceaux J [q]X/Υ sur les
sites (X/Υ)CRIS et (X/Υ)SYN-CRIS en posant :
J [q]X/Υ = u
δJ [s]X/Υ + J
[s+1]
X/Υ
si eq = es + δ est la division euclidienne de eq par e. (On remarque que lorsque Υ = E¯, on a
u = 0 et donc le premier terme de la somme n’intervient que si δ = 0).
On s’intéresse particulièrement au quotient J˜ [s]/J˜ [q]. Par définition, on a immédiatement :
J˜ [s]/J˜ [q] =
J˜ [s]/J˜ [s+1]
uδ(J˜ [s]/J˜ [s+1])
et une égalité analogue pour les faisceauxJ [·]X/Υ. Du fait queRv⋆F = v⋆F (resp.Rw⋆F = w⋆F )



















= J˜ [s]/J˜ [q]).
En vérifiant soigneusement que la démonstration de l’appendice B de [Bre98] s’applique
encore dans ce contexte, on obtient le théorème suivant :
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→ · · ·
.
Remarque. Bien évidemment, on a des versions analogues pour les bases T1 et T¯ . En outre, il
est possible d’écrire des résolutions de ce type pour beaucoup d’autres faisceaux. Cependant,
pour cet article, nous aurons seulement besoin de celle-ci.
Des isomorphismes à la Deligne-Illusie On reprend les notations et les hypothèses du début
de paragraphe 3.1 : X1 désigne un log-schéma propre, log-lisse et du type de Cartier sur T1 et
on suppose qu’il admet un relèvement fin et log-lisse X2 sur T2.
Théorème 3.1.6. On garde les notations que l’on vient de rappeler. Alors, pour tout 0 6 i 6
s < p
e
, on a :
S˜ ⊗(φ),k H
i((X1)syn, J˜ [s]/J˜ [s+1/e])
∼
id⊗φs
// H i((X1)syn, O˜st1 )
H i((X1)syn, J˜ [s]/J˜ [s+1/e])
∼
φs
// H i((X1)syn, O¯st1 )
et des versions équivalentes en remplaçant « J˜ » par «J1 ».
Démonstration. Comme les deux faisceaux O˜car et J˜ [s]/J˜ [s+1/e] sont tués par π, le produit
tensoriel O˜car ⊗O1 J˜ [s]/J˜ [s+1/e] est isomorphe à O˜car ⊗O¯ J˜ [s]/J˜ [s+1/e].
Comme X1 est supposé du type de Cartier, le faisceau O˜car sur le site (X1)ét s’identifie à








est un isomorphisme (α désigne le morphisme de topoï ˜(X1)SYN → (˜X1)ét). Par le théorème
3.1.2, on a un nouvel isomorphisme :
Rα⋆(O˜
car ⊗O1 J˜










st) ≃ S˜ ⊗(φ),k Rα⋆(J¯
[t]/J¯ [t+1]) = S˜ ⊗(φ),k ω
t
X¯/T¯ [−t]
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st = O˜st (proposi-
tion 3.1.1) et des isomorphismes (19) et (20).
On traite de manière exactement similaire le cas de «J1 ». 
Remarque. En utilisant l’isomorphisme donné par la remarque qui suit le théorème 3.1.2, on
obtient des isomorphismes analogues qui s’écrivent :
S˜ ⊗(φ),OK/p H
i((X1)syn, J˜ [s]/J˜ [s+1])
∼
id⊗φs
// H i((X1)syn, O˜st1 )
k ⊗(φ),OK/p H
i((X1)syn, J˜ [s]/J˜ [s+1])
∼
id⊗φs
// H i((X1)syn, O¯st1 )
où Σ = k ou S˜ est vu comme uneOK/p-algèbre par la composéeOK/p→ k → Σ, la première
flèche étant la projection canonique et la seconde le Frobenius. En particulier, mis ensemble ces
isomorphismes impliquent que le morphisme naturel :
H i((X1)syn, J˜
[s]/J˜ [s+1])
u ·H i((X1)syn, J˜ [s]/J˜ [s+1])
−→ H i((X1)syn, J˜
[s]/J˜ [s+1/e])
est un isomorphisme pour tout i 6 s < p
e
.
3.1.3 Fin de la preuve
On garde les notations et les hypothèses introduites au début du paragraphe 3.1.
Au vu du théorème 3.1.6, il reste à prouver, pour s’assurer que le quadruplet :
(H i((X1)syn, O˜
st), H i((X1)syn, J˜
[r]), φr, N)
est un objet de M˜r, les deux choses suivantes :
1. la flèche canonique H i((X1)syn, J˜ [r])→ H i((X1)syn, J˜ [r]/J˜ [r+1/e]) est surjective,
2. la flèche canonique H i((X1)syn, J˜ [r])→ H i((X1)syn, O˜st) est injective,
les autres propriétés de compatibilité étant claires.
Si F est un faisceau sur (X1)syn, nous notons simplement H i(F) pour H i((X1)syn,F) et si
ce dernier est un espace vectoriel de dimension finie sur k, nous notons hi(F) sa dimension.
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Propriétés de finitude. Pour la suite, nous aurons besoin de raisonner sur les dimensions de
certains groupes de cohomologie. Il nous faut donc prouver dans un premier temps qu’ils sont
de dimension finie. Nous commençons par donner un résultat agréable sur les faisceaux ukO˜st :
Proposition 3.1.7. Pour tous entiers k et i < p
e
(on impose i = 0 si p = 2 et e = 1), les
k-espaces vectoriels H i(ukO˜st) sont de dimension finie et égaux à ukH i(O˜st).
Démonstration. En premier lieu, on remarque que si k > p, tout est nul et donc la proposition
est trivialement vérifiée. Montrons que H i(O˜st) est de dimension finie sur k. Le log-schéma
X¯ = X1 ⊗T1 T¯ est log-lisse sur T¯ = E¯ par changement de base et donc, par la remarque qui




de dimension finie, et il en est donc de même de H i(O¯st). Le théorème 3.1.6 permet alors de
conclure.
Prouvons désormais la proposition par récurrence sur i. En écrivant la suite exacte longue
associée à :
0 // ukO˜st // O˜st u
p−k
// up−kO˜st // 0
et en appliquant l’hypothèse de récurrence, on prouve que la flèche H i(ukOst) → H i(Ost) est
injective. AinsiH i(ukO˜st) est de dimension finie car inclus dansH i(O˜st). Par ailleurs, on vérifie
facilement que l’on dispose d’une suite exacte de faisceaux, pour tout entier k 6 p− 1 :
0 // up−1O˜st // ukO˜st u // uk+1O˜st // 0 .
Par l’hypothèse de récurrence, la suite exacte longue associée prend la forme :
0 // H i(up−1O˜st) // H i(ukO˜st) // H i(uk+1O˜st)
et fournit une inégalité sur les dimensions à savoir hi(ukO˜st) 6 hi(uk+1O˜st) + hi(up−1O˜st).
Or up−1O˜st ≃ O¯st, d’où en additionnant les inégalités précédentes pour k variant de 0 à p, on
obtient hi(O˜st) 6 phi(O¯st). Or le théorème 3.1.6 prouve qu’il y a en fait égalité entre les deux
nombres précédents. Cela implique que toutes les inégalités sommées sont des égalités et par
suite que l’on a des suites exactes courtes :
0 //H i(up−1O˜st) // H i(ukO˜st) // H i(uk+1O˜st) // 0 .
Si k 6 p, le morphisme de multiplication par uk se factorise par H i(Ost) → H i(ukOst) →
H i(Ost). D’après ce qui précède, la première flèche est surjective et la seconde est injective. On
en déduit le résultat annoncé. 
Intéressons-nous à présent aux faisceaux ukJ˜ [q] et commençons par un lemme qui les relie
entre eux :
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Lemme 3.1.8. Soient k ∈ {0, . . . , p− 1} et q ∈ 1
e
N. Notons s la partie entière de q. Alors on a
une suite exacte :
0 // uk+1J˜ [q] // ukJ˜ [q+1/e] // J¯ [s+1] // 0 .
Démonstration. Commençons par préciser les flèches qui apparaissent dans la suite exacte. La
première uk+1J˜ [q] → ukJ˜ [q+1/e] est simplement l’inclusion naturelle entre deux sous-faisceaux
de O˜st. La seconde flèche est légèrement plus subtile. Remarquons en premier lieu, que si l’on
note K le noyau de la projection (multiplication par uk) J˜ [s] → ukJ˜ [s], on dispose d’un dia-









uk // ukJ˜ [s] // 0
J¯ [s]
La flèche diagonale composée est nulle : en effet, d’après les descriptions locales, tout élément
de K est un multiple de u (au moins dans O˜st) et donc s’annule lorsqu’on le projette dans
J¯ [s]. On en déduit un morphisme de faisceaux ukJ˜ [s] → J¯ [s] (qui correspond moralement à la
division par uk). Par ailleurs, on dispose d’une inclusion J˜ [q+1/e] → J˜ [s] et la seconde flèche
de la suite exacte est la composée ukJ˜ [q+1/e] → ukJ˜ [s] → J¯ [s].
Il reste à vérifier que la flèche précédente tombe en fait dans J¯ [s+1] et que la suite obtenue
ainsi est bien exacte. Montrons dans un premier temps un résultat analogue sur les faisceaux
«J1 », à savoir que la suite :




est exacte et que l’image de la dernière flèche est J¯ [s+1]. Notons f : uJ [q]1 → J
[q+1/e]
1 et
g : J [q+1/e]1 → J¯
[s] les applications qui interviennent. Il est clair que f est injective et que
g ◦ f = 0. Notons q = s + δ
e
avec 0 6 δ < e. En reprenant les notations du paragraphe 2.3,
un élément de J˜ [q+1/e](A∞, P∞) s’écrit comme une somme de multiples de termes d’une des
deux formes suivantes :
i) uem0+δ+1ψm11 · · ·ψmtt Xmt+1 avec m0 + · · ·+mt+1 > s ;
ii) uem0ψm11 · · ·ψmtt Xmt+1 avec m0 + · · ·+mt+1 > s+ 1.
On vérifie directement que les éléments du premier type s’envoient sur 0 par g et que les élé-
ments du second type s’envoient dans J¯ [s+1]. Finalement l’application g tombe bien dans J¯ [s+1]
comme annoncé. En outre, un élément de J˜ [s+1] s’écrit comme une somme de multiples de
uem0ψ
m1
1 · · ·ψ
mt
t X
mt+1 avec m0 + · · ·+mt+1 > s + 1, et admet donc un antécédent par g.
Il ne reste qu’à vérifier l’exactitude au milieu. Soit x ∈ J [q+1/e]1 (A∞, P∞) tel que g(x) = 0.
La flèche uJ [q]1 /J˜ [s+1] → J
[q+1/e]
1 /J˜
[s+1] résultant de l’inclusion canonique est un isomor-
phisme et donc, quitte à modifier x, on peut supposer qu’il est élément de J [s+1]1 (A∞, P∞).
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(B/(ue, ψ1, . . . , ψt, X)) · u
em0γm1(ψ1) · · ·γmt(ψt)γmt+1(X).
Le fait que g(x) = 0 implique que dans la somme directe précédente, x¯ n’a des composantes
non nulles que sur les (B/(ue, ψ1, . . . , ψt, X)) ·uem0ψm11 · · ·ψmtt Xmt+1 avec m0 > 0. Il s’ensuit






1 . Quitte à faire une nouvelle modification, on peut donc
supposer x ∈ J [s+2]1 (A∞, P∞), et par une récurrence immédiate x ∈ J
[Np]
1 (A
∞, P∞) pour un
certain entier N qu’il reste à choisir.





B˜ · γpm1(ψ1) · · ·γpmt(ψt)γpmt+1(X)




B¯ · γpm1(ψ1) · · · γpmt(ψt)γpmt+1(X).
On vérifie directement que g respecte ces décompositions. On peut donc supposer que x est
élément de l’un des termes correspondant à un uplet (m0, . . . , mt+1) de la première somme
directe. De plus comme x ∈ J˜ [Np](A∞, P∞), on vérifie que si x 6= 0, alors m = m0 + · · · +
mt+1 > N − t − 2. Mais alors l’hypothèse g(x) = 0 implique x ∈ uJ [mp]1 (A∞, P∞) ⊂
uJ [q]1 (A
∞, P∞) si N est choisi suffisamment grand.















fk // ukJ˜ [q+1/e]
gk
66lllllllll
où les multiplications par uk sont surjectives. On en déduit dans un premier temps im gk =
im g = J¯ [s+1]. Par ailleurs l’injectivité de la flèche fk et le fait que gk ◦ fk = 0 sont immédiats.
Une chasse au diagramme facile permet alors de conclure. 
En corollaire, on en déduit enfin la proposition suivante :
Proposition 3.1.9. Pour tout entier k, tout q ∈ 1
e
N et tout entier i, l’espace vectorielH i(ukJ˜ [q])
est de dimension finie sur k.
Démonstration. Pour k > p, l’assertion est évidente puisque ukJ˜ [q] = 0.
132 CHAPITRE IV. UN THÉORÈME DE COMPARAISON
Par ailleurs, comme X¯ = X1 ×T1 T¯ est log-lisse sur T¯ = E¯, on a par la remarque qui suit
le théorème 3.1.3, Rα⋆J¯ [s] = 0 → · · · → 0 → ωsX¯/E¯ → ω
s+1
X¯/E¯
→ · · · , et donc puisque X¯
est propre sur E¯, les groupes H i(J¯ [s+1]) sont de dimension finie pour tous entiers i et s. Si
k 6 p − 1, le lemme 3.1.8 assure que H i(ukJ˜ [q+1/e]) est de dimension finie si et seulement si
H i(uk+1J˜ [q]) l’est. On se ramène ainsi à k = p ou q = 0. Le premier cas est traité précédemment
et le second par la proposition 3.1.7. 
Surjectivité de Hi((X1)syn, J˜ [r])→ Hi((X1)syn, J˜ [r]/J˜ [r+1/e]). On commence par prouver
un lemme :
Lemme 3.1.10. Soient i ∈ N et q ∈ 1
e
N. Supposons 0 6 i 6 q < p
e
(et i = q = 0 si p = 2 et
e = 1). On a des suites exactes courtes :
0 // H i(O¯st) //H i(J˜ [q]) // H i(uJ˜ [q]) // 0 .
Démonstration. Montrons tout d’abord que la suite :
0 // O¯st // J˜ [q]
u // uJ˜ [q] // 0
est exacte. La première flèche résulte de l’inclusion O¯st = up−1O˜st ⊂ J˜ [q] et donc est injective.
La surjectivité est également claire. Par ailleurs, le noyau de la multiplication par u sur O˜st est
up−1O˜st et donc le noyau de J˜ [q] → uJ˜ [q] s’identifie à (up−1O˜st ∩ J˜ [q]) = up−1O˜st.
En écrivant la suite exacte longue associée à la suite exacte courte précédente, on obtient
déjà l’exactitude au milieu dans la suite de l’énoncé du lemme. Pour l’injectivité, on remarque
que d’après la proposition 3.1.7, on a H i(O¯st) = up−1H i(O˜st) et donc la flèche composée
H i(O¯st) → H i(J˜ [q]) → H i(O˜st) est injective. Il en est donc de même de la flèche H i(O¯st) →
H i(J˜ [q]). La surjectivité découle de l’injectivité car les flèches de bord sont nulles. 
La surjectivité de H i(J˜ [r]) → H i(J˜ [r]/J˜ [r+1/e]) résulte directement de la proposition plus
générale suivante :
Proposition 3.1.11. Soient i un entier et q ∈ 1
e
N vérifiant 0 6 i 6 q < p
e
(et i = q = 0 si p = 2
et e = 1). On a des suites exactes courtes :
0 // H i(J˜ [q+1/e]) // H i(J˜ [q]) // H i(J˜ [q]/J˜ [q+1/e]) // 0 .
En outre, si s désigne la partie entière de q, on a également un début de suite exacte :
0 // Hs+1(J˜ [q+1/e]) // Hs+1(J˜ [q]) // Hs+1(J˜ [q]/J˜ [q+1/e]) .
Démonstration. La preuve résulte d’un calcul de dimension. Précisément, on va prouver que
pour tout 0 6 i 6 q < p
e
, on a hi(J˜ [q]) = hi(J˜ [q+1/e]) + hi(J˜ [q]/J˜ [q+1/e]). On déduira alors la
proposition par une récurrence immédiate sur i.
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D’après le lemme précédent, on a déjà hi(J˜ [q]) = hi(O¯st) + hi(uJ˜ [q]). La formule (12)
montre que la multiplication par ue(q−s) induit un isomorphisme entre les faisceaux J˜ [s]/J˜ [s+1/e]
et J˜ [q]/J˜ [q+1/e]. Le théorème 3.1.6 implique alors hi(O¯st) = hi(J˜ [q]/J˜ [q+1/e]). D’autre part,
on a la suite exacte (lemme 3.1.8) :
0 // uJ˜ [q] // J˜ [q+1/e] // J¯ [s+1] // 0 .
Or, puisque Rα⋆J¯ [s+1] = 0 → · · · → 0 → ωs+1X¯/E¯ → ω
s+2
X¯/E¯
→ · · · (par la remarque qui suit le
théorème 3.1.3), on a Hj(J¯ [s+1]) = 0 pour tout j 6 s. On en déduit Hj(uJ˜ [s]) = Hj(J˜ [s+1/e])
pour tout j 6 s. En particulier hi(uJ˜ [s]) = hi(J˜ [s+1/e]) ce qui conclut la démonstration. 
Injectivité de Hi((X1)syn, J˜ [r])→ Hi((X1)syn, O˜st). Commençons par énoncer le lemme sui-
vant :
Lemme 3.1.12. Pour tout i < p
e
, l’application H i(up−eiJ˜ [i])→ H i(J˜ [p/e]) est injective.
Démonstration. Par un raisonnement analogue à celui utilisé pour la preuve du lemme 3.1.8,
on montre que l’on a une suite exacte :
0 // up−eiJ˜ [i] // J˜ [p/e] u
ei
// ueiJ˜ [p/e] // 0 .
Il suffit donc de prouver que H i−1(ueiJ˜ [p/e]) = 0. Par le même argument que celui utilisé dans
la preuve de la proposition 3.1.11, on montre que Hj(ueiJ˜ [p/e]) = Hj(J˜ [i+p/e]) pour tout j 6 p
e
et donc a fortiori pour tout j 6 i. Posons q = i+ p
e
et notons s la partie entière de q. On a une
suite exacte :
0 // J˜ [q] // J˜ [s] // J˜ [s]/J˜ [q] // 0 .
Étale-localement, on peut relever X1 et un log-schéma Y1 log-lisse (auquel on étend les puis-





























































// · · ·
où δ est le reste de la division euclidienne de p par e. Or, si j < i, on a s − j > p
e
et donc
γs−j(u) = 0. Il s’ensuit J [s−j]Y1 = 0. On montre de même que J
[s−i]
Y1
est tué par uδ. Ainsi
Hj(J˜ [s]) = Hj(J˜ [s]/J˜ [q]) = 0 pour j < i et la flèche H i(J˜ [s]) → H i(J˜ [s]/J˜ [q]) est un
isomorphisme. La nullité de H i−1(ueiJ˜ [p/e]) (et donc le lemme) résulte alors d’une écriture de
la suite exacte longue associée à la suite exacte courte :
0 // J˜ [q] // J˜ [s] // J˜ [s]/J˜ [q] // 0 .

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Proposition 3.1.13. Pour tout i et q ∈ 1
e
N tels que q 6 i 6 r, l’application H i(J˜ [i]) →
H i(J˜ [q]) est injective.
Démonstration. Si p = 2, on a nécessairement q = i = r = 0 et le résultat est évident.
Supposons donc p > 3.
On raisonne par récurrence descendante sur q. Le résultat est trivial pour q = i. Supposons-
le vrai pour un certain q et démontrons-le pour q− 1
e
. On vérifie facilement que l’on a des suites
exactes courtes de faisceaux :
0 // ueiO˜st // J˜ [i]

up−ei // up−eiJ˜ [i]

// 0
0 // ueiO˜st // J˜ [q−1/e] u
p−ei
// up−eiJ˜ [q−1/e] // 0
qui donnent lieu à de nouvelles suites exactes :
H i(ueiO˜st) // H i(J˜ [i])

// H i(up−eiJ˜ [i])

0 // H i(ueiO˜st) // H i(J˜ [q−1/e]) // H i(up−eiJ˜ [q−1/e])
La deuxième suite est exacte à gauche car la flèche composée H i(ueiO˜st) → H i(J˜ [q−1/e]) →
H i(O˜st) est injective (voir preuve de la proposition 3.1.7). On veut montrer que la flèche verti-
cale du milieu est injective, et une chasse au diagramme laissée au lecteur assure que pour cela,
il suffit de prouver que la flèche verticale de droite l’est.
Or, on peut former le carré commutatif suivant :
H i(up−eiJ˜ [i])





H i(up−eiJ˜ [q−1/e]) // H i(J˜ [q])
La flèche du haut est injective d’après le lemme 3.1.12 et celles de droite le sont également
respectivement d’après la proposition 3.1.11 et l’hypothèse de récurrence. On en déduit que
celle de gauche l’est aussi comme on le souhaitait. 
On a finalement le théorème :
Théorème 3.1.14. Pour tout i 6 r, le quadruplet (H i((X1)syn, O˜st), H i((X1)syn, J˜ [r]), φr, N)
définit un objet de la catégorie M˜r.
Démonstration. Il restait à prouver la surjectivité de H i(J˜ [r])→ H i(J˜ [r]/J [r+1/e]) et l’injecti-
vité de H i(J˜ [r])→ H i(O˜st). Le premier point est une conséquence immédiate de la proposition
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3.1.11. Pour le second point, on remarque que le morphisme H i(J˜ [r]) → H i(O˜st) se factorise
par H i(J˜ [r]) → H i(J˜ [i]) → H i(O˜st). La première des deux flèches précédentes est injective
par la proposition 3.1.11 et la seconde est aussi injective par la proposition 3.1.13. Ceci clôt la
démonstration. 
3.1.4 Reformulation sur la base E1






1 ), φr, N)
est un objet de la catégorie Mr pour tout i 6 r. Pour cela, on commence par recopier à la lettre
les arguments des paragraphes 3.1.2 et 3.1.3 pour obtenir un équivalent du théorème 3.1.6 qui
s’énonce comme suit :
Théorème 3.1.15. Pour 0 6 i 6 s 6 p − 1 (et seulement pour i = s = 0 si p = 2), on a un
isomorphisme :







// H i((X1)syn,Ost1 ) .
Dans un premier temps, il nous faut montrer que H i((X1)syn,Ost1 ) est un S1-module libre et
pour cela il suffit de prouver que H i((X1)syn,J [r]1 /J
[r+1]
1 ) est un k[u]/u
e
-module libre par le
théorème 3.1.15. C’est évident si e = 1. À partir de maintenant et jusqu’à la fin de cette partie,
on suppose e > 2.




la version « ˜ » a déjà été étudiée. Cependant, en regardant les descriptions explicites, on se
rend compte qu’il n’est pas vrai en général que ces deux faisceaux sont isomorphes ; c’est le cas
simplement lorsque er 6 p− e.
La solution consiste à introduire une nouvelle catégorie d’objets modulo u2p et à procéder
en deux étapes : on passe des objets modulo up aux objets modulo u2p puis de ces derniers aux
objets de Mr.
Les objets modulo u2p On rappelle que tout au long de ce paragraphe, on suppose e > 2.
On introduit une nouvelle catégorie, notée M˜
r
(2) dont la définition est très proche des autres
catégories déjà introduites. On pose S˜(2) = k [u] /u2p. C’est un anneau muni d’un Frobenius φ
semi-linéaire envoyant ui sur upi et d’un opérateur de monodromie N k-linéaire envoyant ui sur
−iui. Un objet de M˜r(2) est la donnée de :
1. un S˜(2)-module M˜ libre de rang fini ;
2. un sous-module Fil rM˜ de M˜ contenant uerM˜ ;
3. une flèche φ-semi-linéaire φr : Fil rM˜ → M˜ telle que l’image de φr engendre M˜ en tant
que S˜(2)-module ;
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4. une application k-linéaire N : M˜ → M˜ telle que :
– pour tout λ ∈ S˜(2) et tout x ∈ M˜, N (λx) = N (λ) x+ λN (x)
– ueN(Fil rM˜) ⊂ Fil rM˜
– le diagramme suivant commute :






Fil rM˜ φr // M˜
où c(2),π est la réduction de c dans S˜(2).
Les morphismes de M˜
r
(2) sont les applications S˜(2)-linéaires qui commutent à toutes les struc-
tures.





les trois équivalentes via les foncteurs de réduction modulo u2p et modulo up.
Pour tout rationnel q ∈ 1
e
N, on définit sur le site (T1)SYN un faisceau J˜ [q](2) par la formule :
J˜ [q](2) =
J˜ [q]
J˜ [q] ∩ u2pO˜st
.
On définit également O˜st(2) = J˜
[0]
(2) . Finalement, on vérifie que les applications φs et N passent
au quotient et définissent des opérateurs encore notés φs et N sur ces nouveaux faisceaux.
Remarque. On peut vérifier que si l’on note E˜(2) la réduction de la base E1 modulo u2p, on a :























pour tout entier i et tout log-schéma X fin localement de type fini sur En. On a également la




(2) si eq = es + δ est la division euclidienne de eq par e.
Il est alors possible, de manière analogue à ce que nous avons fait dans le paragraphe 2.3,
de donner des descriptions locales très explicites des faisceaux précédents. On retiendra simple-
ment un équivalent de la proposition 2.3.4 :
Proposition 3.1.16. Supposons r > 0. Sur le site (T1)syn les projections canoniques induisent




∼ // J˜ [r]/J˜ [r+2/e] et J [r]1 /J
[r+1]
1
∼ // J˜ [r](2)/J˜
[r+1]
(2) .
Démonstration. Elle est tout à fait analogue à celle de la proposition 2.3.4. Remarquons cepen-
dant que l’hypothèse er 6 p− 2 est cruciale pour le premier isomorphisme. Le second, quant à
lui, utilise la majoration moins fine (car on a supposé r > 0) er + e 6 2p. 
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est un objet de la catégorie M˜r(2). On suppose à partir de maintenant que r > 0.
On recopie encore une fois les arguments des paragraphes 3.1.2 et 3.1.3 afin obtenir le
théorème suivant :
Théorème 3.1.17. Pour 0 6 i 6 s 6 2p−2
e









// H i((X1)syn, O˜st(2)) .
Comme précédemment, pour simplifier, si F est un faisceau sur (X1)syn, on note H i(F)
pour H i((X1)syn,F) et si cet espace est de dimension finie sur k, on note hi(F) sa dimension.
On a alors :
Théorème 3.1.18. Pour tout i 6 r, le groupe de cohomologie H i(O˜st(2)) est libre de rang fini
sur S˜(2).
Démonstration. D’après le théorème 3.1.17, il suffit de montrer que H i(J˜ [r](2)/J˜
[r+2/e]
(2) ) est libre




3.1.16). Il suffit donc de prouver que H i(J˜ [r]/J˜ [r+2/e]) est libre de rang fini sur k[u]/u2.
Notons M = H i(O˜st), c’est un k[u]/up-module libre de rang fini, disons d, d’après le
théorème 3.1.14. Pour tout q ∈ 1
e
N, q > r, le morphisme H i(J˜ [q])→M est injectif d’après les
propositions 3.1.11 et 3.1.13. Notons Fil qM son image. On obtient ainsi une suite décroissante
de sous-S˜-modules de M.
Puisque la multiplication par u se factorise par Fil rM → Fil r+1/eM → Fil rM, on a
uFil rM ⊂ Fil r+1/eM. Par ailleurs, à nouveau la proposition 3.1.11 nous dit que le quo-
tient Fil rM/Fil r+1/eM est un k-espace vectoriel de dimension d. Or il en est de même de
Fil rM/uFil rM. Il en résulte que les k-espaces vectoriels Fil r+1/eM et uFil rM ont même
dimension. L’inclusion trouvée précédemment prouve alors qu’ils sont égaux.
De même en remplaçant r par r + 1/e (et en vérifiant que la proposition 3.1.11 s’applique
encore), on obtient Fil r+2/eM = uFil r+1/eM = u2Fil rM. L’inégalité er 6 p−2 et l’inclusion
uerM ⊂ Fil rM assurent que le quotient Fil rM/Fil r+2/eM = Fil rM/u2Fil rM est libre de
rang d sur k[u]/u2.
Par ailleurs, on a une suite exacte longue :
H i(J˜ [r+2/e]) // H i(J˜ [r]) // H i(J˜ [r]/J˜ [r+2/e]) // H i+1(J˜ [r+2/e]) // H i+1(J˜ [r])
et d’après la proposition 3.1.11 les première et dernière flèches sont injectives. On en déduit que
H i(J˜ [r]/J˜ [r+2/e]) s’identifie au quotient Fil rM/Fil r+2/eM et donc qu’il est libre de rang fini
sur k[u]/u2. 
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Remarque. La preuve précédente implique en outre que hi(O˜st(2)) = phi(J˜ [r+2/e]/J˜ [r]) =
2phi(J˜ [r+1/e]/J˜ [r]) = 2phi(O¯st).
Avec cette dernière égalité, on peut refaire la démonstration de la proposition 3.1.7 et obtenir
ainsi :
Proposition 3.1.19. Pour tous entiers k et i < 2p
e
(on impose i = 0 si p = e = 2), on a
H i(ukO˜st(2)) = u
kH i(O˜st(2)).
Sans surprise, on dispose d’un analogue de la proposition 3.1.11 dans cette nouvelle situa-
tion :
Proposition 3.1.20. Soient i un entier et q ∈ 1
e
N vérifiant 0 6 i 6 q < E(p
e
) + 1 (et i = q = 0
si p = 2 et e = 1) où E(p
e
) désigne la partie entière de p
e
. On a des suites exactes courtes :
0 // H i(J˜ [q+1/e](2) )
//H i(J˜ [q](2))




En outre, si s désigne la partie entière de q, on a également un début de suite exacte :





Démonstration. La démonstration est très proche de celle de la proposition 3.1.11.
On commence par remarquer que puisque r > 0, on a e 6 p − 2 et E(p
e
) + 1 6 2p−2
e
.






[s]/J˜ [s+1/e]. Ainsi, on obtient hi(J˜ [q](2)/J˜
[q+1/e]
(2) ) = h
i(J˜ [s]/J˜ [s+1/e]) =
hi(O¯st) pour tout entier i. (La dernière égalité résulte du théorème 3.1.6.)
Par ailleurs, une adaptation simple du lemme 3.1.10 fournit la suite exacte :
0 //H i(O¯st) // H i(J˜ [q](2))
u // H i(uJ˜ [q](2))
// 0
et donc l’égalité hi(J˜ [q](2)) = hi(uJ˜
[q]
(2)) + h
i(O¯st). De même en adaptant le lemme 3.1.8, on
obtient la suite exacte de faisceaux :
0 // uJ˜ [q](2)
// J˜ [q+1/e](2)
// J¯ [s+1] // 0
et puisque Rα⋆J¯ [s+1] = 0 → · · · → 0 → ωs+1X¯/E¯ → ω
s+2
X¯/E¯
→ · · · , on a Hj(J¯ [s+1]) = 0 pour
tout j 6 s puis H i(uJ˜ [s]) = H i(J˜ [s+1/e]). En particulier hi(uJ˜ [s]) = hi(J˜ [s+1/e]) d’où il vient
hi(J˜ [q](2)) = h
i(J˜ [q+1/e](2) ) + h
i(J˜ [q](2)/J˜
[q+1/e]
(2) ). On termine alors la démonstration en raisonnant
par récurrence sur i. 
On a finalement la proposition :
Proposition 3.1.21. Pour tout i 6 r, l’application H i(J˜ [r](2))→ H i(O˜st(2)) est injective.
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Démonstration. Il est possible d’adapter la démonstration de la proposition 3.1.13, mais nous
pouvons également déduire l’énoncé de la proposition 3.1.13. En effet, on a le diagramme sui-
vant :
H i(upO˜st(2))





0 // H i(upO˜st(2))
// H i(O˜st(2))
// H i(O˜st) // 0
et la suite du bas est exacte d’après la proposition 3.1.19 (notez que la multiplication par up sur
O˜st(2) identifie O˜st et upO˜st(2)). Par la proposition 3.1.13, la flèche verticale de droite est injective.
On vérifie facilement qu’il en est alors forcément de même de la flèche verticale centrale. D’où
la proposition. 
On en déduit finalement le théorème :
Théorème 3.1.22. Pour tout i 6 r, le quadruplet (H i((X1)syn, O˜st(2)), H i((X1)syn, J˜
[r]
(2)), φr, N)
définit un objet de la catégorie M˜r(2).
Un objet de la catégorieMr On veut ici enfin prouver que (H i(Ost1 ), H i(J [r]1 ), φr, N) est un
objet de Mr pour tout i 6 r. Pour cela, on reprend à nouveau les arguments précédents.
On commence par prouver que H i(Ost1 ) est un module libre (de rang fini) sur S1. D’après
le théorème 3.1.15, il suffit de prouver que H i(J [r]1 /J
[r+1]
1 ) est libre sur k[u]/ue. Or le fais-
ceau J [r]1 /J
[r+1]




(2) (proposition 3.1.16) et il suffit donc de prouver que
H i(J˜ [r](2)/J˜
[r+1]
(2) ) est libre de rang fini sur k[u]/ue. Pour cela, on adapte facilement les arguments
de la preuve du théorème 3.1.18 en remplaçant les références aux propositions 3.1.11 et 3.1.13
respectivement par des références aux proposition 3.1.20 et 3.1.21.
Lemme 3.1.23. Pour tous entiers i et s tels que 0 6 i 6 s < p
e
, la flèche H i(J [s]1 )→ H i(J˜ [s](2))
est surjective.
Démonstration. On raisonne par récurrence sur s. Pour le cas s = 0, on a les isomorphismes
suivants :








On vérifie que la flèche H i(Ost1 ) → H i(O˜st(2)) s’obtient à partir de la projection S1 → S˜(2) et
le morphisme naturel H i(J [i]1 /J
[i+1]
1 ) → H
i(J˜ [i](2)/J˜
[i+2/e]
(2) ). Il suffit donc de prouver que ce
dernier morphisme est surjectif. Or, d’une part, le faisceau J [i]1 /J [i+1]1 s’identifie à J˜ [i](2)/J˜ [i+1](2)
(proposition 3.1.16) et, d’autre part, on a le diagramme commutatif suivant :










0 // H i(J˜ [i+2/e](2) )
// H i(J˜ [i](2))
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où les lignes sont exactes : l’injectivité provient de la proposition 3.1.20 et la surjectivité pro-
vient de l’injectivité analogue sur les H i+1 (toujours conséquence de la même proposition). On
en déduit directement la surjectivité de la flèche verticale de droite, ce qui conclut le cas s = 0.
On procède ensuite par récurrence sur s. On considère le diagramme commutatif :
H i(J˜ [s+1]1 ) //

H i(J˜ [s]1 ) //

H i(J˜ [s]1 /J˜
[s+1]
1 )
0 // H i(J˜ [s+1](2) )
// H i(J˜ [s](2))
// H i(J˜ [s](2)/J˜
[s+1]
(2) )
La flèche verticale de droite est un isomorphisme par la proposition 3.1.16. La flèche verticale du
milieu est surjective par hypothèse de récurrence. Une chasse au diagramme prouve facilement
que la flèche verticale de gauche est aussi surjective, ce qui conclut. 
Remarque. Le lemme est également vrai pour s ∈ 1
e
N, 0 6 i 6 s < E(p
e
) + 1. Ce raffinement
se démontre de manière analogue en choisissant un pas de 1
e
(au lieu de 1) dans la récurrence.
On parvient finalement au but de tout ce paragraphe :
Théorème 3.1.24. Pour tout i 6 r, le quadruplet (H i((X1)syn,Ost1 ), H i((X1)syn,J
[r]
1 ), φr, N)
définit un objet de la catégorie Mr.
Démonstration. Comme précédemment, il ne reste plus qu’à prouver que la flèche H i(J [r]1 )→
H i(J [r]1 /J
[r+1]
1 ) est surjective et que la flèche H i(J [r]1 )→ H i(Ost1 ) est injective.
Pour le premier point, on considère le carré commutatif suivant :
H i(J [r]1 ) //









La flèche de droite est un isomorphisme (proposition 3.1.16). La flèche de gauche est surjective
(lemme 3.1.23), et celle du bas l’est également (proposition 3.1.20). On en déduit que celle du
haut l’est aussi.
Pour le second point, on reprend les arguments de la preuve de la proposition 3.1.21. On
raisonne à partir du diagramme suivant :
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où K = upOst1 et où les deux suites horizontales sont exactes. Il donne lieu à un nouveau
diagramme :




0 // H i(K) //H i(Ost1 ) // H
i(O˜st(2))
La suite du bas est exacte à gauche car, par le lemme 3.1.23, la flèche H i−1(Ost1 )→ H i−1(O˜st(2))
est surjective. Mais la flèche verticale de droite est injective (proposition 3.1.21). On en déduit
que la flèche verticale du milieu l’est également. Ceci termine la preuve. 
3.1.5 Le cas r = 0
Lorsque r = 0, la condition er 6 p − 2 est automatique et n’impose aucune borne sur e.
Pour obtenir le théorème 3.1.24, dans ce cas, on a besoin d’introduire plus de catégories-étapes.
Plan de la preuve On reprend les constructions du début du paragraphe 3.1.4 en remplaçant
« (2) » par « (t) ».
Pour tout entier 1 6 t 6 e, on commence par définir une catégorie M˜
r
(t) d’objets modulo
utp. On considère pour cela l’anneau S˜(t) = k [u] /utp que l’on munit d’un Frobenius φ semi-
linéaire envoyant ui sur upi et d’un opérateur de monodromie k-linéaire envoyant ui sur −iui.
Un objet de M˜r(t) est la donnée de :
1. un S˜(t)-module M˜ libre de rang fini ;
2. un sous-module Fil rM˜ de M˜ contenant uerM˜ ;
3. une flèche φ-semi-linéaire φr : Fil rM˜ → M˜ telle que l’image de φr engendre M˜ en tant
que S˜(t)-module ;
4. une application k-linéaire N : M˜ → M˜ telle que :
– pour tout λ ∈ S˜(t) et tout x ∈ M˜, N (λx) = N (λ)x+ λN (x)
– ueN(Fil rM˜) ⊂ Fil rM˜
– le diagramme suivant commute :






Fil rM˜ φr // M˜
où c(t),π est la réduction de c dans S˜(t).
Les morphismes de M˜
r
(t) sont les applications S˜(t)-linéaires qui commutent à toutes les struc-
tures. On prouve comme dans le paragraphe 1.2 que les catégories M˜
r
(t) sont toutes équivalentes
à Mr via les foncteurs de réduction modulo utp.
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D’autre part, pour tout rationnel q ∈ 1
e
N, on définit sur le site (T1)SYN un faisceau J˜ [q](t) par :
J˜ [q](t) =
J˜ [q]
J˜ [q] ∩ utpO˜st
.
On pose O˜st(t) = J˜
[0]
(t) et on vérifie que les applications φs et N passent au quotient et définissent
des opérateurs encore notés φs et N sur ces nouveaux faisceaux.
On va prouver par récurrence sur t la proposition suivante (on rappelle qu’ici r = 0) :
Proposition 3.1.25. Pour tout t 6 e, le quadruplet (H0(O˜st(t)), H0(O˜st(t)), φ0, N) définit un objet
de la catégorie M˜
0
(t) et la suite :






est exacte pour q ∈ 1
e
N, q 6 t
e
.
On déduira ensuite du cas t = e un équivalent du théorème 3.1.24 à savoir :
Théorème 3.1.26. Le quadruplet (H0(Ost1 ), H0(Ost1 ), φ0, N) définit un objet de la catégorie
M0.
La récurrence Le but de cette sous-partie est de prouver la proposition 3.1.25. Pour cela,
comme nous l’avons déjà dit, on raisonne par récurrence sur t et on suit pas à pas la démonstra-
tion de la partie Un objet de la catégorie M˜r(2) du paragraphe 3.1.4. On redonne rapidement les
grandes étapes.
On considère un entier t compris entre 2 et e. Les compatibilités entre les opérateurs ne
posant pas de problème, il suffit de montrer que H0(O˜st(t)) est libre de rang fini sur S˜(t) et que
l’image de φ0 engendre tout H0(O˜st(t)). Or comme précédemment, on dispose du théorème sui-
vant :








Il suffit donc de prouver que H0(O˜st(t)/J˜
[t/e]
(t) ) est libre de rang fini sur k[u]/ut et que la suite :






est exacte pour q ∈ 1
e
N, q 6 t. (On remarque que seule la surjectivité n’est a priori pas claire).
On dispose d’un équivalent de la proposition 3.1.16 qui se démontre de façon tout à fait
analogue :
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Remarque. Pour la preuve de la proposition précédente, on utilise l’inégalité t 6 p(t − 1) qui
est bien vérifiée lorsque t > 2.
Lemme 3.1.29. Le module H0(O˜st(t)) est libre de rang fini sur S˜(t).
Démonstration. Elle est assez semblable à la preuve du théorème 3.1.18.
Il suffit de démontrer que H0(O˜st(t)/J˜
[t/e]
(t) ) est libre sur k[u]/ut. Par ailleurs d’après la pro-
position précédente, le faisceau O˜st(t)/J˜
[t/e]
(t) s’identifie à O˜st(t−1)/J˜
[t/e]
(t−1).
On utilise à ce niveau l’hypothèse de récurrence qui assure que M = H0(O˜st(t−1)) muni de
ses structures supplémentaires est un objet de M˜0(t−1). C’est en particulier un S˜(t−1)-module
libre de rang fini, disons d. Notons, pour q ∈ 1
e
N, Fil qM = H0(J˜ [q](t−1)). Ils forment une suite
décroissante de sous-S˜(t−1)-modules de M.
Par ailleurs, on a uM ⊂ Fil 1/eM, et encore l’hypothèse de récurrence fournit la suite
exacte :




Par ailleurs on vérifie que pour tout q ∈ 1
e
N, q < t
e
, la multiplication par uq induit un isomor-

















la dernière égalité étant une conséquence du théorème 3.1.27 appliqué pour t− 1. D’autre part,
dimk(M/uM) = d d’où il vient Fil 1/eM = uM. On montre de même par récurrence que
Fil qM = ueqM pour tout q ∈ 1
e
N, q 6 t
e
.












D’après l’hypothèse de récurrence, toutes les flèches H1(J˜ [q+1/e](t−1) ) → H1(J˜
[q]
(t−1)) sont injec-
tives pour q 6 t−1
e
et donc la flèche H1(J˜ [t/e](t−1)) → H1(O˜st(t−1)) l’est aussi. On en déduit que
H0(O˜st(t−1)/J˜
[t/e]
(t−1)) s’identifie à M/Fil t/eM = M/utM qui est un bien un k[u]/ut-module
libre de rang fini (en l’occurrence d). 
Les propositions 3.1.19 et 3.1.20 ont des équivalents transparents dans ce nouveau contexte
qui se démontrent de façon analogue. On conclut comme cela la récurrence.
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La fin de la preuve Pour déduire le théorème 3.1.26 du cas t = e de la proposition 3.1.25, on
dégage tout d’abord le lemme suivant (preuve analogue à celle de la proposition 2.3.4) :







En combinant ce précédent lemme au théorème 3.1.15, on prouve la liberté sur S1 de
H0(Ost1 ). Par suite, on démontre que la flèche H0(Ost1 ) → H0(O˜st(e)) est surjective en utili-
sant les mêmes arguments que ceux présentés dans l’étape d’initialisation de la récurrence du
lemme 3.1.23. Finalement, en recopiant la première partie de la preuve du théorème 3.1.24,
on parvient à prouver la surjectivité du morphisme H0(Ost1 ) → H0(Ost1 /J [1]1 ). Cela conclut la
preuve du théorème 3.1.26.
3.2 Dévissages
Le but de cette partie est de déduire à partir du cas n = 1 traité précédemment le cas
n quelconque. Exactement, si Xn désigne un log-schéma propre et log-lisse sur Tn, et que
X1 = Xn ×Tn T1 est du type de Cartier (si n = 1, on suppose en outre que X1 admet un
relèvement propre et log-lisse sur T2), nous allons démontrer le théorème suivant :






n ), φr, N)
définit un objet de la catégorie Mr.
Remarque. On rappelle que le morphisme φr n’est pas défini sur (Xn)syn mais seulement sur
(Xn+r)syn mais que cela n’est pas grave du fait des identifications canoniquesH i((Xn)syn,Ostn) ≃
H i((Xn+r)syn,Ostn) et H
i((Xn)syn,J
[r]
n ) ≃ H i((Xn+r)syn,J
[r]
n ).
Démonstration. On raisonne par récurrence sur n. L’initialisation est donnée par le théorème
3.1.24. Pour l’hérédité, on considère les suites exactes courtes suivantes :
0 // J [r]1









Elles fournissent deux suites exactes longues de cohomologie qui s’insèrent dans le diagramme
commutatif suivant :
H i−1(J [r]n ) //
φr

H i(J [r]1 ) //
φr

H i(J [r]n+1) //
φr

H i(J [r]n ) //
φr

H i+1(J [r]1 )
φr

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où tous les groupes de cohomologie sont calculés sur le site (Xn)syn. Par hypothèse de récur-
rence, les deux quadruplets (H i−1(Ostn), H i−1(J
[r]
n ), φr, N) et (H i(Ost1 ), H
i(J [r]1 ), φr, N) sont
des objets de la catégorie Mr. Comme celle-ci est abélienne, il en est de même de leur image
que l’on note (M′, Fil rM′, φr, N). De même, les deux quadruplets (H i(Ostn), H i(J
[r]
n ), φr, N)
et (H i+1(Ost1 ), H
i+1(J [r]1 ), φr, N) sont des objets de Mr, le premier en vertu de l’hypothèse de
récurrence et le second par le théorème 3.1.24. Leur noyau (M′′, Fil rM′′, φr, N) est donc aussi
objet de Mr.
En outre, on dispose d’un diagramme :
0 // Fil rM′ //
φr








0 //M′ // H i(Ostn+1) //M
′′ // 0
où les deux lignes horizontales sont exactes. Une adaptation directe du lemme 2.3.1.2 de [Bre98]
entraîne alors que (H i(Ostn+1), H i(J
[r]
n+1), φr, N) est un objet de Mr, ce qui achève la récur-
rence. 
Remarque. Il est fort probable que le théorème précédent reste vrai lorsque i = r, mais ce cas
particulier échappe à la preuve que l’on vient de donner.
Le cas entier
Après avoir obtenu un théorème modulo pn pour tout entier n, il est tentant de passer à la











Les applications φr et N passent à la limite pour finir respectivement des applications Fil rM→
M et M→M que l’on note encore φr et N .
SoitMtors l’ensemble des éléments deM tué par une puissance de p, etMfree =M/Mtors.
On munit sans problème ces modules d’un Fil r, d’un φr et d’un N , et en copiant les arguments
du paragraphe 4.1 de [Bre98], on obtient le théorème suivant :
Théorème 3.2.2. i) Le module Mtors muni des structures supplémentaires est un objet de
Mr.
ii) Le moduleMfree muni des structures supplémentaires est un module fortement divisible5.
5Pour une définition, on pourra se reporter au paragraphe III.6.1.
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4 Calcul de la cohomologie étale
On fixe toujours un entier r vérifiant er < p−1. On se donne de plusXK un schéma (au sens
classique) propre et lisse sur K et on suppose que XK admet un modèle propre et semi-stable
X sur l’anneau des entiers OK . Le diviseur donné par la fibre spéciale fait de X un log-schéma
défini sur la base T = (SpecOK ,OK \ {0}) propre, log-lisse, et dont la fibre spéciale est du
type de Cartier. Nous sommes donc en situation d’utiliser les résultats de la partie précédente.
En particulier, si Xn = X ×T Tn, le théorème 3.2.1 s’applique et assure que pour tout n et pour






n ), φr, N)
est un objet deMr. D’autre part, par le théorème 3.1.24, le résultat demeure pour i = r lorsque
n = 1.
Le but de cette partie est de démontrer le théorème IV.i, dont nous précisons l’énoncé :
Théorème 4.a. Pour tout entier r tel que er < p− 1, pour tout entier n et pour tout 0 6 i < r






n ), φr, N) .
Fixons avant tout quelques notations. Si L est une extension algébrique de K, définissons
TL = (SpecOL,OL \ {0}) et si n est un entier et Y est un log-schéma sur T , posons Yn =
Y ×T Tn, YL = Y ×T TL et Yn,L = Yn ×T TL = YL ×T Tn.
Le premier (et principal) ingrédient de la preuve est un résultat de Kato et Tsuji qui s’énonce
comme suit :
Théorème 4.b. Pour 0 6 i 6 s 6 p − 2, on a des isomorphismes canoniques compatibles à





∼ // H i((XK¯)ét,Z/pnZ)(s) .
Dans le théorème précédent, slogn,XK¯(s) désigne un certain complexe de faisceaux étales sur Xn,K¯
construit par Kato (voir [Kat87b]). Par ailleurs, Breuil démontre (lemme 3.2.4.3 de [Bre98] —
la démonstration est écrite dans le cas non ramifié, mais elle fonctionne de la même façon dans
le cas général) le théorème suivant :
Théorème 4.c. Pour tout entier i, et tout s ∈ {0, · · · , p − 1}, on a des isomorphismes cano-










où la limite inductive est prise sur toutes les extensions finies L de K.
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Ici, Ssn désigne un certain faisceau sur le site log-syntomique dont le rappel de la définition est
l’objet du paragraphe 4.1. Forts de cela, il ne reste plus pour conclure qu’à prouver :
Proposition 4.d. Pour 0 6 i < r (et aussi i = r lorsque n = 1), on a des isomorphismes










n ), φr, N) . (21)
La démonstration de cette proposition est l’objet du paragraphe 4.2. Finalement, le paragraphe
4.3 qui termine cette partie explique comment on déduit des résultats précédents le théorème
IV.ii.
4.1 Les faisceaux Ssn
On note T trivn le log-schéma SpecOK/pn muni de la log-structure triviale. Comme on avait
défini les faisceaux J [s]n sur le site (Tn)syn (voir paragraphe 2.2.1), on définit sur le site (T trivn )syn
des faisceaux J cris,[s]n en posant :








pour tout U log-syntomique sur T trivn . On pose également Ocrisn = J
cris,[0]
n .
Le morphisme naturel Tn → T trivn est log-syntomique, et donc les faisceaux précédents
définissent par restriction des faisceaux sur le site (Tn)syn encore notés J cris,[s]n et Ocrisn . On
dispose de descriptions explicites locales des faisceaux précédents :
Proposition 4.1.1. En reprenant les notations (A∞, P∞ et W cris,DPn (A∞, P∞)) du paragraphe
2.2.1, on a un isomorphisme canonique :
Ocrisn (A
∞, P∞)
∼ //W cris,DPn (A
∞, P∞) .
Par ailleurs, cet isomorphisme respecte la filtration donnée à gauche par les J cris,[s]n (A∞, P∞)
et à droite par la filtration canonique par les puissances divisées.
Comme dans le cas « st », on définit pour s 6 p − 1, des applications φs : J cris,[s]n → Ocrisn .
Finalement, on appelle Ssn le noyau de l’application φs − id.
La proposition suivante réunit deux suites exactes importantes à propos des faisceaux intro-
duits précédemment :
Proposition 4.1.2. Pour tous entiers n et s, on a une suite exacte courte de faisceaux sur le site
(Tn)syn :
0 // J cris,[s]n // J
[s]
n
N // J [s−1]n // 0 .
Pour tout entier n et tout s ∈ {0, . . . , p − 1}, on a une suite exacte courte de faisceaux sur le
site (Tn+s)syn :
0 // Ssn // J
cris,[s]
n
φs−id // Ocrisn // 0 .
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On pourra consulter la preuve de la proposition 3.1.3.1 de [Bre98] pour plus de détails.
Pour la seconde suite exacte, il suffit de prouver la surjectivité de φs − id et avec les des-
criptions locales précédentes, on construit explicitement un antécédent (local pour la topologie
log-syntomique) à tout élément de Ocrisn (A∞, P∞). Exactement, la preuve est identique à celle
de la proposition 3.1.4.1 de [Bre98], sauf le dernier argument qui est remplacé par celui du
lemme 1.3.6. 
4.2 La preuve
Le but de ce chapitre est de donner une preuve de la proposition 4.d, ce qui est suffisant
comme nous l’avons expliqué, pour démontrer le théorème IV.i. On suit encore une fois de très
près la démonstration de [Bre98] valable pour le cas e = 1.
On note M = H i((Xn)syn,Ostn). Pour tout entier s, on a un morphisme (pas nécessairement
injectif) H i((Xn)syn,J [t]n )→M et on note Fil tM son image. On vérifie que l’on obtient ainsi
une filtration admissible (voir définition 1.3.3) sur M. Par définition (voir paragraphe 1.3.3), le
membre de droite de l’isomorphisme 21 s’identifie à :
Fil r(Aˆst ⊗S M)φr=1N=0
avec :
Fil r(Aˆst ⊗S M) =
r∑
t=0
Fil tXAˆst ⊗S Fil s−tM
où on rappelle que les Fil tX sont définis par la formule (2) et qu’ils sont plats sur Sn. On rappelle
également que l’on dispose du lemme 1.3.6 qui permet de voir le module Fil r(Aˆst⊗SM) comme
le conoyau d’un morphisme.
La preuve de la proposition 4.d passe par les calculs successifs des modules Fil r(Aˆst⊗SM),
Fil r(Aˆst⊗SM)N=0 et finalement Fil r(Aˆst⊗SM)φr=1N=0 = Tst⋆(M). Ceux-ci sont traités respec-
tivement dans les paragraphes 4.2.2, 4.2.3 et 4.2.4. Le paragraphe 4.2.1, quant à lui, rappelle
quelques préliminaires nécessaires pour la gestion des limites inductives.
4.2.1 Le foncteur j⋆
Dans ce paragraphe, on rappelle comment construire des faisceaux sur le site (Xn)syn dont




Si L est une extension de K, on a un morphisme canonique jL : TL → T . On montre
(lemme 3.1.1.1 de [Bre98]) qu’il est log-syntomique et donc qu’il induit un morphisme de
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topoï (T˜n,L)syn → (T˜n)syn. Soit F un faisceau de groupes abéliens sur (Tn)syn. Pour tout L, on
considère le faisceau jL⋆j⋆LF et on remarque que si L′ est une extension finie de L, on a un
















pour tout entier s.
4.2.2 Le calcul de Fil r(Aˆst ⊗S M)
Le but de ce paragraphe est de donner une description en terme de conoyau (analogue à
celle du lemme 1.3.6) de Fil r(Aˆst ⊗S M). Pour cela, on commence par rappeler que l’anneau







où la limite inductive est prise sur les extensions finies L de K. Il existe aussi un isomorphisme
analogue pour décrire la filtration sur Aˆst qui est :





Ces isomorphismes permettent de construire une application canonique :








et donc un morphisme de faisceaux :
s⊕
t=0
Fil tXAˆst/pn ⊗Sn J [s−t]n →
s⊕
t=0
Fil tAˆst/pn ⊗Sn J [s−t]n → j⋆J [s]n .
On a alors le lemme suivant, à mettre en parallèle avec le lemme 1.3.6 :




















































M // Fil s(Aˆst ⊗S M) // 0
où tous les morphismes respectent l’action de Galois, et où les deux lignes sont exactes et les
flèches verticales surjectives. (Notez que tous les groupes de cohomologie sont calculés sur le
site (Xn)syn.)
150 CHAPITRE IV. UN THÉORÈME DE COMPARAISON
Démonstration. Tout d’abord, précisons les flèches. Dans la suite exacte du haut, la première
flèche a déjà été définie dans l’énoncé du lemme 1.3.6. La flèche correspondante dans la suite
exacte du bas a une définition tout à fait analogue. Les autres flèches ne posent pas de problème,
à part a priori la flèche verticale de droite. Cependant, elle n’en posera plus lorsque l’on aura
prouvé l’exactitude des deux suites (puisque ce sera alors simplement la flèche induite sur les
conoyaux).
L’exactitude de la ligne du haut n’est autre que l’objet du lemme 1.3.6. Les surjectivités des
deux premières flèches verticales sont immédiates. Il ne reste donc plus qu’à prouver l’exac-
titude de la suite exacte du bas (de laquelle résultera directement la surjectivité de la flèche
verticale de droite).




Fil tXAˆst/pn ⊗Sn J [s+1−t]n //
s⊕
t=0




est exacte. Par un dévissage, on se ramène dans un premier temps au seul cas n = 1. De plus, en
recopiant les arguments de la preuve de la proposition 3.1.2.3 de [Bre98], on se ramène au cas
s = 0. Il s’agit donc de montrer que Aˆst/pn ⊗Sn O1st ≃ j⋆Ost1 . C’est à nouveau un calcul local
pour la topologie log-syntomique, en tout point analogue à celui mené dans la démonstration du
lemme 3.1.2.2 de [Bre98]. 
4.2.3 Le calcul de Fil r(Aˆst ⊗S M)N=0
Le but de cette partie est de démontrer le lemme suivant qui constitue la deuxième étape de
la preuve.












∼ // Fil r(Aˆst ⊗S M)N=0
Démonstration. La démonstration est identique à celle du corollaire 3.2.3.5 de [Bre98]. Nous
redonnons simplement les grandes lignes. Tout d’abord, on montre comme dans le lemme





n d’où on déduit, à partir de la première suite











de laquelle on déduit une suite exacte courte sur les groupes de cohomologie :
0 // H i(j⋆J
cris,[s]
n ) //H i(j⋆J
[s]
n )
N // H i(j⋆J
[s−1]
n ) // 0
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où tous les groupes de cohomologie sont calculés sur le site (Xn)syn (l’argument est le même
que celui utilisé pour la proposition 3.2.3.1 de [Bre98]).
La suite de la preuve consiste à reprendre le diagramme du lemme 4.2.1 et à procéder à une
étude relativement fine des noyaux des flèches verticales. Précisément, si on note :
Kt = ker (H i(J [t]n )→ H i(Ostn)) = ker (H i(J [t]n )→ Fil tM)
K¯t = ker (H i(j⋆J [t]n )→ Fil t(Aˆst ⊗S M))
























































































L’opérateur N induit un morphisme entre le diagramme précédent et son équivalent lorsque
l’on remplace s par s − 1 (en particulier, il induit une application N : K¯s → K¯s−1 pour tout
s ∈ {0, . . . , r} en convenant que K−1 = K0). La suite exacte du haut implique en prenant s = 0
que K¯0 = 0. Par ailleurs, une étude un peu minutieuse de cette même suite exacte (voir lemmes
3.2.3.3 et 3.2.3.4 de [Bre98]) montre que l’application N : K¯r → K¯r−1 est un isomorphisme.










∼ // Fil s(Aˆst ⊗S M)N=0
ce qui termine la preuve du lemme. 
4.2.4 Le calcul de Fil r(Aˆst ⊗S M)φr=1N=0
Il n’est plus difficile à présent de terminer la preuve de la proposition 4.d. En effet, la
deuxième suite exacte de la proposition 4.1.2 nous fournit une suite exacte longue :




φr−id //// H i((Xn)syn,Ocrisn )
// · · ·
et puis, comme le foncteur lim−→L est exact (la limite est filtrante) on obtient une nouvelle suite
exacte longue :















// · · · .
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Par ailleurs, la flèche φr − id : lim−→LH
i((Xn)syn,J
cris,[r]
n ) → lim−→LH
i((Xn)syn,Ocrisn ) s’identifie
via les isomorphismes du lemme 4.2.2 à la flèche :
Fil r(Aˆst ⊗S M)N=0
φr−id // (Aˆst ⊗S M)N=0
et on sait par le lemme 1.3.9 que celle-ci est surjective. On en déduit que la suite exacte longue

















ce qui termine la preuve.
4.3 Une conjecture de Serre
On montre dans ce paragraphe comment la théorie développée au long de cet article per-
met de résoudre complètement la conjecture de l’inertie modérée de Serre formulée dans le
paragraphe 1.13 de [Ser72].
Avant de rappeler l’énoncé de la conjecture, faisons quelques préliminaires et profitons-
en pour fixer les notations (pour plus de précisions, voir le paragraphe 1 de [Ser72]). Soit V
une Fp-représentation de dimension finie irréductible du sous-groupe d’inertie I de groupe de
Galois absolu de K. Par un résultat classique de théorie des groupes, du fait que V a pour
cardinal un multiple de p, le sous-groupe d’inertie sauvage (qui est un pro-p-groupe distingué)
agit trivialement. Ainsi l’action de I se factorise à travers une action du groupe d’inertie modérée
It.
Par ailleurs, puisque V est supposée irréductible, l’anneau E des endomorphismes équiva-
riants de V est un corps fini et V hérite d’une structure d’espace vectoriel de dimension 1 sur
ce corps. La représentation de départ fournit un caractère ρ : It → E⋆. Notons q = ph le car-
dinal de E et Fq le sous-corps de k¯ formé des solutions de l’équation xq = x. On dispose de
l’application suivante appelée caractère fondamental de niveau h :
θh : It → µq−1(K¯) ≃ F⋆q
g 7→ g(η)
η
où η désigne une racine (q − 1)-ième de l’uniformisante π.
Les corps E et Fq sont finis de même cardinal et donc isomorphes (non canoniquement).
Si l’on compose θh par un tel isomorphisme f , on obtient une application θh,f : It → E⋆ et
on montre facilement (voir la proposition 5 du paragraphe 1 de [Ser72]), que ρ = θnh,f pour un
certain entier n compris entre 0 et q− 2. L’entier n dépend de l’isomorphisme f choisi mais les
chiffres de son écriture en base p, eux, n’en dépendent pas. Ce sont par définition les exposants
de l’inertie modérée de la représentation V .
La conjecture de Serre s’énonce alors comme suit :
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Théorème 4.3.1. Soit X un schéma propre et lisse sur K à réduction semi-stable sur OK et
soit r un entier. Les exposants de l’inertie modérée sur un quotient de Jordan-Hölder de la
restriction au groupe d’inertie de la représentation galoisienne Hrét (XK¯ ,Z/pZ)
∨ (où « ∨ »
désigne le dual) sont compris entre 0 et er.
Démonstration. On remarque dans un premier temps que le résultat est évident si er > p − 1
(des chiffres en base p sont nécessairement inférieurs ou égaux à p− 1). On peut donc supposer
er < p− 1 et appliquer les résultats de cet article.
Par le théorème IV.i, la représentation galoisienne V = Hrét (XK¯ ,Z/pZ) (r) est dans l’image
essentielle du foncteur Tst⋆. Puisque cette image essentielle est stable par sous-objets et quotients
(théorème 1.3.1), tout quotient de Jordan-Hölder de V est également dans l’image essentielle
de Tst⋆. Par ailleurs, un tel quotient de Jordan-Hölder est par définition irréductible et donc ne
peut être l’image par Tst⋆ que d’un objet simple.
Le théorème résulte à ce niveau du théorème III.4.2.2. 
Remarque. On a un résultat équivalent avec les groupes de cohomologie H iét (XK¯ ,Z/pnZ)
∨
lorsque i < r et er < p−1 (ou autrement dit lorsque i < E((p−2)/e), E(·) désignant la partie
entière).
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Chapitre V
Une dualité sur les catégories Mr
Résumé
Soit K un corps de caractéristique nulle complet pour une valuation discrète de corps rési-
duel parfait de caractéristique p > 0 et d’indice de ramification absolue e. À cette donnée
complétée par une uniformisante de K et à tout entier r < p−1, il est associé une catégorie
Mr largement étudiée dans les chapitres précédents. Le but de ce chapitre est de poursuivre
cette étude en prouvant dans un premier temps que tout objet de Mr sur lequel on oublie
la donnée de N s’écrit comme quotient de deux modules fortement divisibles (voir défini-
tion 1.1.1), puis en utilisant ce fait pour construire une dualité sur Mr, au moins lorsque
er < p−1 ou r = 1. On examine ensuite comment cette dualité se transpose sur la catégorie
des Zp-représentations du groupe de Galois absolu de K puis via l’équivalence de [Bre00a]
à la catégorie des OK-schémas en groupes.
Ce chapitre se distingue du reste de cette thèse par le fait qu’il travaille dans une plus grande
généralité : les constructions ne font aucune hypothèse sur e, seule la preuve de la dualité
suppose er < p− 1 ou r = 1 (hypothèse que l’on devrait pouvoir éliminer).
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Soient k un corps parfait de caractéristique p et W = W (k) l’anneau des vecteurs de Witt
à coefficients dans k. C’est un anneau local dont l’idéal maximal est engendré par p et dont le
corps résiduel s’identifie canoniquement à k. Soit K0 = FracW , le corps des fractions de W .
SoitK une extension finie totalement ramifiée deK0 de degré e. On noteOK la clôture intégrale
de W dans K, et π ∈ OK une uniformisante. On désigne par E (u) le polynôme minimal de π
sur K, c’est un polynôme d’Eisenstein. Finalement, on appelle K¯ une clôture algébrique de K




le groupe de Galois absolu de K.
Pour étudier les Zp-représentations de GK , Breuil a introduit dans [Bre97a] et [Bre99a],
pour tout entier r < p− 1, les catégories Mr et Mr0 ainsi que d’autres catégories de « modules
fortement divisibles » toutes équipées d’un foncteur vers la catégorie des Zp-représentations
galoisiennes. La première partie de ce chapitre est consacrée à un rappel systématique de la
définition de chacune de ces catégories et des foncteurs associés.
Dans la seconde partie, nous prouvons le théorème suivant :
Théorème V.i. Tout objet de Mr0 peut s’écrire comme quotient de deux modules fortement
divisibles.
Notons que ce théorème donne en particulier une réponse partielle à une interrogation mention-
née dans [BM02] (voir ce qui suit immédiatement la question 5.2.2.5).
Dans la troisième partie, on utilise le théorème V.i pour construire une dualité sur les caté-
goriesMr0 etMr, au moins1 lorsque er < p− 1 ou r = 1. On étudie ensuite, dans la quatrième
section, comment cette dualité se transporte sur les représentations galoisiennes. Plus précisé-
ment, on prouve :
Théorème V.ii. Supposons er 6 p−1 ou r = 1. SoitM un objet deMr. SoitM∨ l’objet dual.
Désignons respectivement par V et V ′ les représentations galoisiennes associées à M et M∨.
Alors, on a un isomorphisme de Zp-modules galoisiens :
V ′ ≃ V ⋆ (r)
où « ⋆ » désigne le Zp-dual classique et où « (r) » désigne le twist de Tate.
1La construction fonctionne sans ces hypothèses, mais on les utitise pour prouver qu’il s’agit bien d’une dualité.
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Finalement, dans la cinquième section, on prouve que, par l’équivalence de catégories cons-
truite par Breuil dans [Bre00a], la dualité sur M10 correspond à la dualité de Cartier sur les
schémas en groupes.
1 La situation
On redonne rapidement ici la définition de toutes les catégories et de tous les foncteurs que
l’on aura à considérer par la suite. Pour plus de détails, le lecteur pourra se reporter aux autres
chapitres de cette thèse ou aux articles [Bre97a], [Bre99a], [Bre00a].
1.1 Définition des catégories
1.1.1 Les anneaux S et SK0
On note S le complété p-adique de l’enveloppe à puissances divisées de W [u] par rapport
à l’idéal principal engendré par E(u) (le polynôme minimal de π sur K) compatibles avec les















où σ désigne le Frobenius usuel sur W et q(i) le quotient de la division euclidienne de i par e.
















On a la relation Nφ = pφN . On définit finalement pour tout entier s > 0, Fil sS comme le
complété p-adique de l’idéal engendré par les éléments (E(u))
i
i!
pour i > s. On a N (Fil sS) ⊂
Fil s−1S et, pour 0 6 s 6 p−1, φ (Fil sS) ⊂ psS, ce qui permet de définir φs = φps : Fil
sS → S.
L’élément φ1 (E (u)) est une unité de S, on le note c.
On pose SK0 = S ⊗W K0 et Fil sSK0 = Fil sS ⊗W K0 ⊂ SK0 . Le Frobenius et l’opé-
rateur de monodromie se prolongent naturellement en des applications φ : SK0 → SK0 et
N : SK0 → SK0 . Elles vérifient encore la relation Nφ = pφN . Comme p est inversible dans
SK0 , l’application φps est toujours bien définie. On note φs = φps : Fil tSK0 → SK0 .
1.1.2 Les catégories de modules sur S
On fixe à partir de maintenant et jusqu’à la fin de ce chapitre un entier r vérifiant r < p−1.
À cet entier sont associées plusieurs catégories. On introduit tout d’abord la « vaste » catégorie
C suivante. Les objets sont la donnée de :
1. un S-module M de type fini ;
158 CHAPITRE V. UNE DUALITÉ SUR LES CATÉGORIES Mr
2. un sous-S-module de M noté Fil rM contenant Fil rS · M ;




φr (s)φr ((E (u))
r x)
pour tout s ∈ Fil rS et tout x ∈ M et telle que imφr engendre M en tant que S-module
4. une application W -linéaire N :M→M vérifiant les trois conditions :
– pour tout s ∈ S et tout x ∈M, N (sx) = N (s)x+ sN (x)
– E (u)N (Fil rM) ⊂ Fil rM
– le diagramme suivant commute :






Fil rM φr //M
Les morphismes dans cette catégorie sont les applications S-linéaires commutant à toutes les
structures additionnelles. La catégorie C n’est pas abélienne mais on a dans celle-ci une notion
de suite exacte. Précisément, si M, M′ et M′′ sont des objets de C, on dit que la suite :
0 //M′ //M //M′′ // 0
est exacte dans C si elle est exacte comme suite de S-modules et si la suite :
0 // Fil rM′ // Fil rM // Fil rM′′ // 0
l’est également.
On définit à présent plusieurs sous-catégories pleines de C.
Définition 1.1.1. On noteMr,S la sous-catégorie pleine de C formée par les objetsM qui sont
libres (de rang fini) sur S et tels que M/Fil rM soit sans p-torsion. Un tel objet est appelé un
module fortement divisible.
On note Mr,FI la sous-catégorie pleine de C formée par les objets M qui sont isomorphes
à une somme directe (forcément finie) de S/pnS pour certains entiers n.
On note Mr,S/pS la sous-catégorie pleine de Mr,FI formée par les objets tués par p. Les
objets de Mr,S/pS sont donc des S/pS-modules libres de rang fini.
On note Mr la plus petite sous-catégorie pleine C contenant Mr,S/pS et stable par exten-
sions dans C.
Les rapports et les différences entre les catégories Mr,FI et Mr sont donnés par le lemme
suivant :
Lemme 1.1.2. Tout objet de Mr est tué par une puissance de p. La catégorie Mr,FI est une
sous-catégorie (pleine) de Mr et les objets tués par p de ces deux catégories se correspondent
bijectivement.
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Démonstration. La première assertion est claire, la seconde se démontre pareillement que le
corollaire 2.1.1.4 de [Bre00a] et la troisième est vraie car toute extension tuée par p de deux
S/pS-modules libres est encore un S/pS-module libre. 
Remarque. Les catégories Mr,FI et Mr sont identiques lorsque er 6 p− 1. Ce n’est en général
plus vrai sans cette hypothèse comme le montre l’exemple donné dans la preuve du corollaire
2.1.1.4 de [Bre00a].







bliant partout l’opérateur N . Le lemme 1.1.2 admet un équivalent transparent dans ce nouveau
contexte.
1.1.3 Les modules filtrés sur SK0
Sur SK0 , on a une notion analogue à celle des modules fortement divisibles. Elle est donnée
par la définition suivante :
Définition 1.1.3. Un module filtré sur SK0 est la donnée de :
1. un SK0-module M libre de rang fini ;
2. un sous-SK0-module de M, noté Fil rM contenant Fil rSK0 · M ;




φr (s)φr ((E (u))
r x)
pour tout s ∈ Fil rSK0 et tout x ∈ M et telle que imφr engendre M en tant que SK0-
module ;
4. une application K0-linéaire N :M→M vérifiant les trois conditions :
– pour tout s ∈ SK0 et tout x ∈M, N (sx) = N (s)x+ sN (x)
– E (u)N (Fil rM) ⊂ Fil rM
– le diagramme suivant commute :






Fil rM φr //M
Remarques. La condition «M/Fil rM sans p-torsion » est automatique puisque p est inversible
dans SK0 ; il n’est donc plus nécessaire de la mettre dans les hypothèses.
Par ailleurs, en utilisant à nouveau l’inversibilité de p dans SK0 , on montre facilement que
la donnée de φr est équivalente à la donnée d’un morphisme semi-linéaire φ :M→M, relié à
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La relation de commutation entre φr et N s’écrit alors simplement Nφ = pφN .
On note Mr,SK0 la catégorie des modules filtrés sur SK0 et M
r,SK0
0 la catégorie obtenue en
oubliant l’opérateur N . Breuil démontre dans [Bre97b] queMr,SK0 etMr,SK00 sont équivalentes
à des catégories plus simples introduites par Fontaine (voir [Fon94b]) formées de K0-espaces
vectoriels munis de structures supplémentaires. Nous n’aurons toutefois pas besoin dans ce
chapitre de ce résultat.
1.1.4 Bases adaptées
Pour ne pas surcharger les énoncés, toutes les définitions et tous les résultats de ce para-
graphe concernent les catégories Mr,SK0 , Mr,S et Mr,S/pS, mais ceux-ci demeurent valables





Définition 1.1.4. Soit M un module filtré sur SK0 (resp. un module fortement divisible, resp.
un objet de Mr,S/pS). On dit que la SK0-base (resp. la S-base, resp. la S/pS-base) (e1, . . . , ed)
de M est adaptée (à la filtration) s’il existe des entiers n1, . . . , nd compris entre 0 et r (resp.
entre 0 et r, resp. entre 0 et er) tels que :
Fil rM = SK0E(u)n1e1 + . . .+ SK0E(u)nded + Fil pSK0 · M
(resp. FilrM = S · E(u)n1e1 + . . .+ S · E(u)nded + Fil pS · M,
resp. FilrM = S · un1e1 + . . .+ S · unded + Fil pS · M).
Une propriété fondamentale et bien utile est la suivante :
Proposition 1.1.5. Tout module filtré sur SK0 et tout objet de Mr,S/pS admettent une base
adaptée.
Démonstration. Pour les modules filtrés sur SK0 , la preuve de cette proposition est essentiel-
lement donnée dans l’appendice de [Bre97b]. Toutefois les objets manipulés dans cet article
diffèrent légèrement des précédents. Nous donnons donc une preuve directe (et plus simple).
La donnée d’un sous-SK0-module de M contenant Fil rSK0M est équivalente à la donnée
d’un sous-SK0/Fil rSK0-module de M/F ilrSK0M. Mais l’anneau SK0/Fil rSK0 s’identifie à
K0 [u] / (E (u))
r
etM/F ilrSK0M est un module libre de rang fini sur cet anneau. Le théorème
de structure des modules de type fini sur les anneaux principaux (ici K0[u]) permet de conclure
directement.
La preuve est analogue pour les objets de Mr,S/pS. 
On a également une version bien plus faible de la proposition précédente pour les modules
fortement divisibles :
Proposition 1.1.6. On suppose r = 1. Alors, tout module fortement divisible admet une base
adaptée.
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Démonstration. Soit M un module fortement divisible. Posons M˜ = M/Fil 1SM. C’est un
S/Fil 1S ≃ OK-module libre. Notons Fil 1M˜ l’image de Fil 1M dans M˜. C’est un sous-module
de M˜ et par le théorème de structure des modules de type fini sur les anneaux principaux, il
existe une base (e˜1, . . . , e˜d) de M˜ et des entiers n1, . . . , nk (avec k 6 d) tels que la famille
(πn1 e˜1, . . . , π
nk e˜k) forme une base de Fil rM˜.
Or, puisque r = 1, on a Fil 1SM⊂ Fil 1M et donc un isomorphisme :
M/Fil 1M≃ M˜/Fil 1M˜
induit par la projection canonique. Par hypothèse ce dernier module est sans p-torsion, d’où on
déduit n1 = · · · = nk = 0.
Si pour tout i, on choisit ei ∈ M un relevé de e˜i, les considérations précédentes assurent
que (e1, . . . , ed) forme une base adaptée deM pour les entiers mi = 0 si i 6 k et mi = 1 sinon.

Remarque. Bien entendu, cette propriété est fausse en général dès que r > 1.
Lemme 1.1.7. Si (e1, . . . , ed) est une base adaptée d’un module filtré sur SK0 (resp. d’un mo-
dule fortement divisible, resp. d’un objet de Mr,S/pS) M pour les entiers n1, . . . , nd, alors
la famille (φr(E(u)n1e1), . . . , φr(E(u)nded)) (resp. (φr(E(u)n1e1), . . . , φr(E(u)nded)), resp.
(φr(u
n1e1, . . . , φr(u
nded))) est une base de M.
Démonstration. On ne traite que le cas des modules filtrés sur SK0 , l’autre étant analogue. Soit
x ∈ Fil rM. Il s’écrit :
x = s1E(u)
n1e1 + · · ·+ sdE(u)
nded + y
où si ∈ SK0 et y ∈ Fil pSK0M. En appliquant φr, on obtient :
φr(x) = s1x1 + · · ·+ sdxd + φr(y) ≡ s1x1 + · · ·+ sdxd (mod Fil pSK0M).
Si x¯i désigne la réduction modulo Fil pSK0M de xi, la famille des x¯i engendre M/Fil pSK0M.
Comme SK0 est un anneau local et Fil pSK0 un idéal strict, le lemme de Nakayama assure que
la famille des xi engendre M. Comme elle a le bon cardinal, elle est aussi libre. 
1.2 Les foncteurs vers les représentations galoisiennes
1.2.1 Les anneaux de période
On renvoit à [Bre97a] ou au paragraphe 1.2 du chapitre III de cette thèse pour la défini-
tion des anneaux Acris et Aˆst. On rappelle simplement qu’il s’agit de S-algèbres munies d’une
filtration, d’un Frobenius, d’un opérateur de monodromie et d’une action du groupe de Galois
GK .
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On pose B+cris = Acris ⊗W K0, Acris,∞ = Acris ⊗W K0/W , Bˆ+st = Aˆst ⊗W K0 et Aˆst,∞ =
Aˆst⊗W K0/W . Comme Acris et Aˆst sont plats sur W (puisque sans torsion), on a les deux suites
exactes suivantes :
0 // Acris // B
+
cris
// Acris,∞ // 0
0 // Aˆst // Bˆ
+
st
// Aˆst,∞ // 0.
1.2.2 Définitions des foncteurs
Si M est un module filtré sur SK0 (resp. un module fortement divisible, resp. un objet de
Mr), on pose :
T ⋆st (M) = Hom(M, Bˆ
+
st )
(resp. T ⋆st (M) = Hom(M, Aˆst),
resp. T ⋆st (M) = Hom(M, Aˆst,∞))
où Hom signifie que l’on considère les morphismes S-linéaires compatibles à Fil r, à φr et à
l’opérateur de monodromie. Le Zp-module T ⋆st(M) hérite d’une action du groupe de Galois
GK .






çant partout dans ce qui précède la mention « st » par « cris ». Attention, ces derniers foncteurs
ne sont pas à valeurs dans la catégorie des représentations de GK mais seulement dans celles de
Gal(K¯/K(π1/p∞)). Toutefois, nous n’aurons pas par la suite à utiliser l’action de Galois sur ces
objets.
Dans le cas er < p − 1, les foncteurs précédents admettent de nombreuses propriétés
agréables. On pourra se reporter au chapitre III pour avoir une présentation assez complète
de celles-ci.
2 Modules fortement divisibles et objets de Mr0
Si M est un module fortement divisible et si N est un sous-module fortement divisible de
M, on peut former le quotient M/N qui hérite2 d’un Fil r, d’un Frobenius et d’un opérateur
de monodromie. En outre, il est facile de vérifier que φr (Fil r (M/N )) engendreM/N en tant
que S-module. Ainsi, par exemple, si M/N est isomorphe en tant que S-module à S/pn1S ⊕
. . .⊕ S/pndS pour certains entiers ni, M/N muni des structures supplémentaires est un objet
de la catégorieMr (et même deMr,FI). On peut se demander si tout objet deMr peut s’obtenir
ainsi.
Le but de cette partie est de donner une preuve du résultat partiel suivant :
Théorème 2.a. Tout objet de Mr0 peut s’écrire comme quotient de deux objets de Mr,S0 .
2D’après les résultats de [Bre99a], on a automatiquement Fil rN = N ∩ Fil rM.
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Si M est un objet de C, pour tout s 6 r, posons :
Fil sM = {x ∈M /E(u)r−sx ∈ Fil rM}.
Pour des besoins techniques, nous allons prouver un résultat plus fort que le théorème 2.a, à
savoir :
Proposition 2.b. Soit M un objet de Mr0. Alors il existe Mˆ′ ⊂ Mˆ deux objets de Mr,S0 tels
que l’on ait la suite exacte :
0 // Mˆ′ // Mˆ //M // 0
(les morphismes étant compatibles au Fil r et au Frobenius) et induisant pour tout s compris
entre 0 et r une suite exacte :
0 // Fil sMˆ′ // Fil sMˆ // Fil sM // 0 . (1)
En outre il existe des éléments fˆ1, . . . , fˆd ∈ Fil rMˆ tels que la famille des φr(fˆi) soit une S-base
de Mˆ et :




Remarques. Avec les notations de la proposition, la flèche Mˆ′ → Mˆ induit un isomorphisme
Mˆ′ ⊗S SK0 → Mˆ⊗S SK0 . En effet, l’injectivité résulte de la platitude de SK0 sur S (c’est un
localisé) et la surjectivité du fait queM⊗S SK0 = 0 puisqueM est tué par une puissance de p.
En général, la suite (1) est seulement exacte à gauche ; il s’agit donc bien là d’une condition
supplémentaire que de demander son exactitude. En contrepartie, l’existence des fˆi vérifiant les
propriétés de la proposition est automatique (voir par exemple la preuve du lemme 3.2.3.2 de
[Bre99a]). Toutefois, nous n’aurons pas besoin d’utiliser ce résultat par la suite.
Les hypothèses sur les fˆi assurent qu’ils forment une famille S-libre. En effet, supposons
que l’on ait une relation de la forme s1fˆ1 + · · ·+ sdfˆd = 0. En appliquant φr, on obtient :
φ(s1)φr(fˆ1) + · · ·+ φ(sd)φr(fˆd) = 0
et puisque la famille des φr(fˆi) est une S-base de Mˆ, il vient φ(si) = 0 pour tout i. Ceci
entraîne si = 0 pour tout i, et donc la famille (fˆ1, . . . , fˆd) est bien libre.
La preuve de la proposition 2.b se découpe en trois parties : tout d’abord, nous montrons qu’il
n’est pas nécessaire de se soucier de Mˆ (paragraphe 2.1) puis nous traitons le cas des objets de
Mr,S/pS0 (paragraphe 2.2) avant de s’intéresser aux extensions (paragraphe 2.3).
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2.1 Une réduction
Ce paragraphe est consacré à réduire la preuve de la proposition 2.b à la proposition suivante
qui ne fait pratiquement plus cas du module Mˆ′ :
Proposition 2.1.1. SoitM un objet deMr0. Alors il existe Mˆ un objet deMr,S0 et une surjection
(compatible au Fil r et au Frobenius) f : Mˆ → M induisant pour tout s compris entre 0 et r
des surjections Fil sMˆ → Fil sM et telle que φr(ker f ∩ Fil rMˆ) engendre ker f .
En outre il existe des éléments fˆ1, . . . , fˆd ∈ Fil rMˆ tels que la famille des φr(fˆi) soit une
S-base de Mˆ et :




Pour cela, on démontre le théorème suivant :
Théorème 2.1.2. Soient Mˆ un objet de Mr,S (resp. de Mr,S0 ), M un objet de Mr (resp. de
Mr0) et f : Mˆ → M un morphisme surjectif (respectant les structures additionnelles). On
suppose que φr(ker f ∩Fil rMˆ) engendre ker f . Alors ker f hérite des structures additionnelles
de Mˆ qui en font un objet de Mr,S (resp. de Mr,S0 ).
On laisse au lecteur le soin de se convaincre que la combinaison du théorème précédent et
de la proposition 2.1.1 permet bien d’obtenir la proposition 2.b. On se concentre à présent sur
la preuve du théorème 2.1.2. Commençons par un lemme facile :
Lemme 2.1.3. SoitM un objet de Mr. Alors il existe des S-modules libres de rang fini A et B
et une suite exacte de S-modules :
0 // A // B //M // 0 .
Démonstration. On procède par récurrence sur la longueur3 (nécessairement finie) de M. Si
M est un objet de Mr,S/pS, c’est un S/pS-module libre de rang fini et la propriété est alors
évidente.
Sinon, par définition de Mr, il existe une suite exacte :
0 //M′ //M //M′′ // 0
où M′ et M′′ sont des objets non nuls de Mr. En particulier, leur longueur est strictement
inférieure à celle de M et on peut leur appliquer l’hypothèse de récurrence. On obtient ainsi le
3Dans tout ce chapitre, les longueurs seront toujours calculées dans la catégorie des S-modules.




















où A′, B′, A′′ et B′′ sont des S-modules libres de rang fini. Posons B = B′ ⊕ B′′. Comme B′′
est libre, il est facile de construire une application surjective S-linéaire B →M qui complète






















Notons A le noyau de B → M. On a évidemment une suite exacte 0 → A → B →
M→ 0 mais le lemme du serpent appliqué au diagramme précédent fournit l’autre suite exacte
0 → A′ → A → A′′ → 0. On en déduit, puisque A′ et A′′ sont libres de rang fini, qu’il en est
de même de A. Ceci conclut la preuve du lemme. 
Prouvons à présent le théorème 2.1.2. On traite seulement le cas des objets de Mr,S et Mr,
l’autre étant absolument identique. Il est facile de se convaincre que la seule difficulté réside
dans la liberté de ker f en tant que S-module.
On utilise le lemme 2.1.3 : il existe des S-modules libres de rang fini A et B tels que l’on
ait une suite exacte (de S-modules) :
0 // A
g // B
h //M // 0 .
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Par ailleurs comme B et Mˆ sont libres, on peut construire des applications S-linéaires α : B →



















Le morphisme α n’est pas nécessairement surjectif. Nous allons dans un premier temps agrandir
B (et A) pour qu’il le devienne. Pour cela, nous allons avoir besoin d’une hypothèse de type
« noethérien » et nous allons donc devoir travailler sur un anneau T plus petit que S.
Les S-modules A, B et M sont libres de rang fini sur S. Fixons une base de chacun de
ces modules et considérons les matrices des applications g, α et β dans ces bases. Soit T le
sous-anneau de S engendré par les coefficients de ces matrices. D’une part, c’est un anneau
noetherien, et d’autre part il existe des T -modulesAT , BT et MˆT et des applications T -linéaires
gT : AT → BT , αT : BT → MˆT et βT : MˆT → BT le tout tel queA = AT⊗TS,B = BT⊗TS,
MˆT = Mˆ ⊗T S, g = gT ⊗ ι, α = αT ⊗ ι et β = βT ⊗ ι où ι désigne l’inclusion de T dans S.
L’application gT est injective et identifie donc AT à un sous-module de BT . On poseMT =
BT/AT , obtenant par le fait une suite exacte :
0 // AT
gT // BT
hT //MT // 0 .
Après tensorisation par S (au-dessus de T ), on obtient une nouvelle suite exacte :
0 // A // B //MT ⊗T S // 0
(l’exactitude à gauche est vraie car l’application A → B n’est autre que g). On en déduit que
M s’identifie canoniquement à MT ⊗T S. Cela permet de définir fT = hT ◦ βT . On dispose
alors de deux diagrammes commutatifs sur T redonnant par tensorisation par S les diagrammes
(2).
Supposons à présent que l’application αT ne soit pas surjective. Alors il existe x ∈ MˆT
n’appartenant pas à l’image de sT . Posons A(1)T = BT ⊕ T et B
(1)
T = BT ⊕ T . Considérons













T → MˆT et β
(1)
T : MˆT → B
(1)




T (a⊕ t) = (gT (a)− ty)⊕ t
h
(1)
T (b⊕ t) = hT (b) + tfT (x)
α
(1)
T (b⊕ t) = αT (b) + tx
β
(1)
T (m) = βT (m)
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T //MT // 0 .
est exacte. Si α(1)T est surjective, on a fini. Sinon, on itère le procédé pour construire successi-
vement des T -modules libres A(s)T et B
(s)









axiomes analogues à ceux écrits précédemment.
Notons Is ⊂ MˆT l’image de α(s)T . Les Is forment une suite strictement croissante de sous-
T -modules deMT , qui est un module libre sur l’anneau noethérien T . On en déduit que la suite
(Is) est finie, et donc qu’il existe un entier s pour lequel l’application β(s)T est surjective.
Finalement en tensorisant par S et en s’affranchissant désormais des notations « (s) », on a





















où toutes les suites sont exactes (les flèches en pointillé existent et forment une suite exacte par
application du lemme du serpent). Par ailleurs, comme Mˆ est libre, la suite exacte horizontale
du bas est scindée et il en est donc de même de la suite exacte en pointillés. On en déduit une
écriture A = kerα ⊕ ker f qui implique que ker f est projectif (puisque facteur direct d’un
module libre). Comme l’anneau S est local, on en déduit que ker f est libre comme désiré.
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2.2 Le cas des objets de Mr,S/pS0
Dans ce paragraphe, nous prouvons la proposition 2.1.1 lorsque l’objet M est tué par p.
Soit donc M un objet de Mr,S/pS0 . D’après la proposition 1.1.5, il existe (e1, . . . , ed) une base
adaptée de M pour des entiers n1, . . . , nd.
Notons L la clôture galoisienne de K dans K¯ . C’est une extension finie de degré D de K
dans laquelle on a une écriture :
E (u) = (u− π1) (u− π2) . . . (u− πe)
pour des πi ∈ OL. La valuation v (normalisée par v(π) = 1) s’étend de façon unique à L en
une valuation que l’on note encore v. Soient πL une uniformisante de L et ℓ = L/πL son corps
résiduel. On fixe (b1, . . . , bD) uneOK-base deOL avec b1 = 1 et v(bj) > 0 pour tout j > [ℓ : k].
Soit SOL = S ⊗W OL. C’est une S-algèbre, libre de rang D en tant que S-module dont
une base est (1⊗ b1, 1⊗ b2, . . . , 1⊗ bD). On étend la filtration à SOL en posant Fil sSOL =
Fil sS ⊗W OL ⊂ SOL . On étend également le Frobenius et l’opérateur de monodromie en des
applications φL : SOL → SOL et NL : SOL → SOL respectivement φ-semi-linéaires et S-
linéaires définies par φ(1⊗ bj) = 1⊗ bj et N(1 ⊗ bj) = 0. Par abus, on désigne encore par πi
(resp. πi) l’élément 1 ⊗ πi ∈ SOK (resp. 1 ⊗ πi ∈ SOK ). Si n est un entier supérieur à e, on
définit πn = πn′ où n′ désigne le reste de la division euclidienne de n par e. On pose enfin :
En (u) = (u− π1) (u− π2) . . . (u− πn) .
On a immédiatement Ene (u) = E (u)n et plus généralement Ene+m (u) = E (u)nEm (u) pour









SOLEni (u) eˆi + Fil pSOL · Mˆ ⊂ Mˆ.
Comme SOL est un S-module libre de rang D, Mˆ est un S-module libre de rang dD. De plus,
l’inégalité ni 6 er donne l’inclusion Fil rS · Mˆ ⊂ Fil rSOK · Mˆ ⊂ Fil rMˆ.
Lemme 2.2.1. Avec les notations précédentes, on a pFil rMˆ = Fil rMˆ ∩ pM. Autrement dit,
le quotient Mˆ/Fil rMˆ est sans p-torsion.
Démonstration. Il suffit de vérifier que si x ∈ SOL est tel que px appartient à SOLEn (u) +
Fil pSOL , alors il en est de même de x.
Supposons qu’il existe s ∈ SOL et t ∈ Fil pSOL tels que px = En (u) s + t. Ainsi px ≡
En (u) s (mod Fil pSOL). Mais, on a l’identification :
SOL/Fil pSOL ≃ OL [u] /E (u)
p .
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Du fait que l’anneauOL est factoriel et que En(u) divise E(u)p, on déduit que s est un multiple
de p dans SOL/Fil pSOL . Autrement dit, il existe s′ ∈ SOL et t′ ∈ Fil pSOL tels que px =
En (u) ps
′ + t′. Ainsi t′ ∈ Fil pSOL ∩ pSOL et cette intersection s’identifie à pFil pSOL puisque
SOL/Fil pSOL est sans p-torsion. Cela conclut. 
Lemme 2.2.2. Pour tout entier s compris entre 0 et r, l’application Fil sMˆ → Fil sM est
surjective.








S/pS · umax(es−mi,0)ei + Fil pS/pS · M
où par définition mi = er − ni. Le résultat en découle directement. 
On dispose d’une application S-linéaire surjective Mˆ → M, eˆi 7→ ei, bj eˆi 7→ 0 (j > 1).
qui respecte le Fil r. On définit à présent l’application φr : Fil rMˆ → Mˆ. Pour cela, pour tout
i, on choisit xˆi ∈
∑d
i=1 Seˆi un relevé (quelconque) de φr(ei) ∈ M. Si x = aEni(u)eˆi, on
définit φr(x) = φL(a)xˆi. Comme les Eni(u)eˆi forment une famille libre sur SOL de Fil rM, la





On s’aperçoit facilement que φr est φ-linéaire et qu’elle se prolonge par linéarité et continuité à
tout Fil rM.
L’image de φr contient à l’évidence tous les bj xˆi, et ceux-ci forment une famille génératrice
(en tant que S-module) de M. On en déduit que imφr engendre bien tout Mˆ.
Lemme 2.2.3. Le module fortement divisible Mˆ admet une base adaptée.
Démonstration. Il suffit de prouver le lemme lorsque d = 1. Notons n1 = αe + β la division
euclidienne de n1 par e. La famille formée des :
bj(u− πβ+1) · · · (u− πβ+i)eˆ1
pour 0 6 i 6 e− 1 et 1 6 j 6 D est une famille génératrice de M modulo l’idéal maximal de
S. D’après le lemme de Nakayama, c’est donc une famille génératrice de M (c’est même une
base puisqu’elle compte le bon nombre de vecteurs).
Tout élément de Fil rM s’écrit donc, à un élément de Fil pS · M près, comme une combi-
naison linéaire des :
bjEn1(u)(u− πβ+1) · · · (u− πβ+i)eˆ1 = bjE(u)
αEb+i(u)
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pour 0 6 i 6 e − 1 et 1 6 j 6 D. On en déduit que la famille formée des bjEi(u) (toujours
pour 0 6 i 6 e− 1 et 1 6 j 6 D) est une base4 adaptée pour les entiers ni,j avec ni,j = α + 1
si i < β et ni,j = α sinon. 
Avec tout ce qui précède, il ne reste plus qu’à prouver le lemme suivant pour déduire la
proposition 2.1.1 dans le cas d’un objetM de la catégorie Mr,S/pS0 : l’existence des fˆi provient
de l’existence d’une base adaptée par le lemme 1.1.7.
Lemme 2.2.4. Si f désigne la projection Mˆ →M, alors φr(ker f ∩ Fil rMˆ) engendre ker f .
Démonstration. En reprenant les notations précédentes, les xˆi forment une S-base de
∑d
i=1 Seˆi.
Il suffit donc de montrer que les bj xˆi (j > 1) et les pxˆi peuvent s’écrire comme combinaisons
linéaires d’éléments de φr(ker f ∩ Fil rMˆ). Mais les hypothèses faites sur les bj assurent que
la décomposition sur la base (b1, . . . , bD) d’un a ∈ OL de valuation strictement positive ne fait





ni eˆi ⊗ bj ≡ 0 (mod ker f)
pour tout j > 1. Or bj xˆi = φr(biEni(u)eˆi) et donc bj xˆi est dans φr(ker f ∩ Fil rMˆ). De même,
pxˆi = φr(pEni(u)eˆi), puis pxˆi ∈ φr(ker f ∩ Fil rMˆ). 
2.3 Le cas des extensions
On raisonne à présent par récurrence sur la longueur d’un objet X de Mr0. Si X est de lon-
gueur 1, il est dans Mr,S/pS0 et le paragraphe 2.2 permet de conclure. On considère maintenant
un objet X de Mr0 et on suppose que la proposition 2.1.1 est prouvée pour tous les objets M
de Mr0 de longueur strictement inférieure à X . Si X est dans M
r,S/pS
0 , le travail a déjà été fait
dans le paragraphe 2.2. On suppose donc que ce n’est pas le cas.
On commence par prouver le lemme suivant :
Lemme 2.3.1. SoitX un objet deMr0 qui n’est pas annulé par p. Il existe une suite exacte dans
Mr0 :
0 //M // X //N // 0
où M et N sont des objets non nuls de Mr et où N ∈Mr,S/pS0 .
Démonstration. Il existe par hypothèse une suite exacte de la forme 0→M→ X → N → 0
oùM etN sont des objets non nuls deMr0. SiN ∈Mr,S/pS0 , on a fini. Sinon, on peut construire
une seconde suite exacte 0 → N ′ → N → N1 → 0 où N ′ et N1 sont des objets non nuls de
4C’est une base pour la même raison que précédemment.
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où M1 désigne le noyau de la composée X → N → N1 et où toutes les suites écrites sont
exactes. La suite exacte du haut assure que M1 est un objet non nul de Mr0, et la suite exacte
verticale de gauche permet de voir X comme extension de M1 et N1. Par ailleurs comme N ′
n’est pas nul, la longueur de N1 est strictement inférieure à celle de N . Une itération de ce
procédé permet de conclure. 
À partir de maintenant, on considère une suite exacte fournie par le lemme 2.3.1. La non
nullité de M et N implique qu’ils sont de longueur strictement inférieure à celle de X . On
peut donc appliquer l’hypothèse de récurrence qui donne l’existence d’objets deMr,S0 , Mˆ et Nˆ
munis de surjections Fil sMˆ → M et Fil sNˆ → N pour tout 0 6 s 6 r. De plus, il existe des
mˆi ∈ Fil rMˆ tels que :
Fil rMˆ = Smˆ1 + · · ·+ Smˆh + Fil pS · Mˆ (3)
et (φr(mˆ1), . . . , φr(mˆh)) forme une base de Mˆ. En outre, d’après le lemme 2.2.3, on peut
supposer donnée (eˆ1, . . . , eˆd) une base adaptée de Nˆ pour les entiers n1, . . . , nd (compris entre
0 et r).
On veut construire Xˆ un objet deMr,S0 et les flèches en pointillé du diagramme suivant pour
le rendre commutatif :








0 //M // X // N // 0
En tant que S-module, on pose Xˆ = Mˆ ⊕ Nˆ , et on définit les flèches horizontales de façon
évidente. Pour 1 6 i 6 d, notons eˆ′i = (0, eˆi) ∈ Xˆ et ei l’image de eˆi dans N . Considérons e′i
un relevé de ei dans X . L’application pr est définie par pr(eˆ′i) = e′i, elle est surjective.
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2.3.1 Construction de Fil rX
Notons fi = E (u)ni e′i ∈ X . L’image de fi dans N est E(u)niei. C’est un élément de
Fil rN . Puisque les suites :
0 //M // X // N // 0
0 // Fil rM // Fil rX // Fil rN // 0
sont exactes, il existe g′i ∈ M tel que f ′i = fi + g′i ∈ Fil rX . En multipliant par E (u)
mi (où
mi = r − ni), il vient E (u)r e′i + E (u)mi g′i ∈ Fil rX et donc E(u)mig′i ∈ Fil rX . Comme
g′i ∈ M, il s’envoie sur 0 dans N et donc d’après la suite exacte précédente (sur les Fil r), on a
E(u)mig′i ∈ Fil rM, soit g′i ∈ Fil niM. D’après les hypothèses, il existe gˆ′i ∈ Fil niXˆ relevant
g′i. Posons fˆ ′i = E (u)
ni eˆ′i + gˆ
′
i et définissons :
Fil rXˆ = Fil rMˆ+
d∑
i=1
Sfˆ ′i + Fil pS · Nˆ ⊂ Xˆ . (4)
On a E (u)r eˆ′i = E (u)
mi fˆ ′i − E (u)
mi gˆ′i ∈ Fil rXˆ et donc Fil rS · X ⊂ Fil rXˆ .
Lemme 2.3.2. Avec les notations précédentes, Fil rMˆ = Mˆ ∩ Fil rXˆ et la suite :
0 // Fil rMˆ // Fil rXˆ // Fil rNˆ // 0
est exacte.
Démonstration. Soit xˆ ∈ Mˆ ∩ Fil rXˆ . Par définition de Fil rXˆ , il existe des élements mˆ ∈
Fil rM, s1, . . . , sd ∈ S et t1, . . . , td ∈ Fil pS tels que :
xˆ = mˆ+ s1fˆ
′


















Comme xˆ, mˆ et les gˆ′i sont des éléments de M, en projetant l’égalité précédente sur N on
obtient E(u)nisi + ti = 0 pour tout i. Ceci assure E(u)nisi ∈ Fil pS, c’est-à-dire que E(u)nisi
est nul dans le quotient :
S/Fil pS ≃ W [u] /E(u)p.
Comme l’anneau W [u] est factoriel, il vient si = E(u)p−nis′i + s′′i avec s′i ∈ S et s′′i ∈ Fil pS.
On en déduit sigˆ′i ∈ Fil pM ⊂ Fil rM et finalement xˆ ∈ Fil rM. Ceci démontre le premier
point.
Pour le second point, l’injectivité et la surjectivité sont immédiates. L’exactitude au centre
résulte directement du premier point. 
Lemme 2.3.3. Le quotient Xˆ /Fil rXˆ est sans p-torsion.
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Démonstration. Remarquons que cela revient à prouver que si pxˆ ∈ Fil rXˆ , alors xˆ ∈ Fil rXˆ .
Soit donc xˆ ∈ Xˆ tel que pxˆ ∈ Fil rXˆ . Notons yˆ l’image de xˆ dans Nˆ .
Par hypothèse, on a pyˆ ∈ Fil rNˆ et donc puisque Nˆ est un objet deMr,S0 , il vient yˆ ∈ Fil rNˆ .
L’exactitude des deux suites :
0 // Mˆ // Xˆ // Nˆ // 0
0 // Fil rMˆ // Fil rXˆ // Fil rNˆ // 0
implique l’existence de xˆ0 ∈ Fil rXˆ et xˆ1 ∈ Mˆ tels que xˆ = xˆ0 + xˆ1. De pxˆ ∈ Fil rXˆ , on
déduit pxˆ1 ∈ Fil rXˆ et puis pxˆ1 ∈ Fil rMˆ d’après la première partie du lemme 2.3.2. Ainsi
xˆ1 ∈ Fil rMˆ puis xˆ ∈ Fil rXˆ . 
Lemme 2.3.4. La projection Xˆ → X induit une application surjective Fil rXˆ → Fil rX .
Démonstration. On considère le diagramme commutatif suivant :







0 // Fil rM // Fil rX // Fil rN // 0
La ligne du haut est exacte par le lemme 2.3.2, et celle du bas l’est par hypothèse. Les deux
flèches verticales extrêmes sont surjectives, il en est donc de même de celle du milieu. 
2.3.2 Construction du Frobenius
Pour construire le Frobenius φr, il suffit de construire une application φ : Xˆ → Xˆ (φ-
semi-linéaire) telle que φ(Fil rX ) ⊂ prX . Il suffira ensuite de poser φr = φpr . Or, pour définir
l’application φ, il suffit de la définir sur M et de donner ses valeurs sur les eˆi.
Pour x ∈M, on pose φ(x) = 1
cr
φr(E(u)
rx). Pour tout i, on choisit xˆi un élément de Xˆ qui
s’envoie sur φr(f ′i) dans X et sur φr(E(u)ni eˆ′i) dans Nˆ (c’est possible car ces deux éléments









Lemme 2.3.5. Avec les définitions précédentes, on a φ(Fil rX ) ⊂ prX et le diagramme :











0 // Mˆ // Xˆ // Nˆ // 0
est commutatif. De plus l’image de la flèche φ
pr
engendre X .
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Démonstration. Les deux premières assertions du lemme résultent du calcul suivant :

















Le fait que l’image de la flèche φ
pr
engendre X découle alors d’une chasse au diagramme facile.

On définit finalement φr = φpr : Fil
rXˆ → Xˆ .
2.3.3 Surjectivité sur les Fil s
On a construit Xˆ un objet de Mr,S0 et une projection Xˆ → X compatible aux structures. Il
n’y a par contre pour l’instant aucune raison que les flèches déduites Fil sXˆ → Fil sX soient
surjectives. Nous allons maintenant agrandir Xˆ pour qu’elles le deviennent.
Supposons qu’il existe un entier 0 6 s 6 r (en fait, il est impossible que s = 0 ou s = r)
et un élément x ∈ Fil sX ne pouvant pas se relever dans Fil sXˆ . Il se relève toutefois dans Xˆ :
notons xˆ un tel relevé. Soit eˆ un « nouveau » vecteur. Définissons :
Xˆ1 = X ⊕ Seˆ
Fil rXˆ1 = Fil rX + Sfˆ + Fil pS · eˆ (5)
où fˆ = E (u)r−s [eˆ+ xˆ]. On étend la projection pr en posant pr(eˆ) = 0. Alors pr(fˆ) =
E (u)r−s x ∈ Fil rX et pr : Xˆ1 → X1 respecte encore le Fil r. D’autre part, on a E (u)r eˆ =
E (u)s fˆ −E (u)r xˆ ∈ Fil rXˆ d’où on déduit Fil rS · Xˆ1 ⊂ Fil rXˆ1. Finalement, les lemmes 2.3.2
et 2.3.3 restent valables lorsque X est remplacé par X1 et les preuves sont analogues.
On étend le Frobenius φr à tout Fil rXˆ1 comme en 2.3.2 en définissant une application φ :
X1 → X1 telle que φ(Fil rX1) ⊂ prX1. Soit f = pr(fˆ) = E (u)n−r x ∈ Fil rX . Notons yˆ ∈ Xˆ





et on vérifie comme dans le lemme 2.3.5 que l’on obtient comme cela un module fortement
divisible X1 muni d’un morphisme compatible aux structures pr : Xˆ1 → X . Avec ces nouveaux
objets x ∈ Fil sX admet un antécédent dans Fil sXˆ1 qui est eˆ+ xˆ.
Si toutes les applications Fil sXˆ1 → Fil sX sont surjectives, on a fini. Sinon, on continue la
construction, obtenant ainsi successivement Xˆ2, . . . , Xˆk, . . ..
Lemme 2.3.6. La construction précédente s’arrête nécessairement au bout d’un nombre fini
d’étapes.
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Démonstration. Soit k un entier. Pour tout entier s, notons Is,k l’image du morphisme Fil sXˆk →
Fil sX . C’est un sous-module de X contenant Fil pS · X (on peut faire bien mieux, mais ce ne
sera pas utile pour la suite). Notons Is,k l’image de Is,k par la projection X → X /Fil pSX . Elle





Les Ik forment une suite strictement croissante de sous-S/Fil pS-modules de (X /Fil pSX )r+1.
Mais l’anneau S/Fil pS (qui s’identifie à W [u] /E (u)p) est noethérien et (X /Fil pSX )r+1 est
un module libre sur cet anneau. On en déduit que la suite des Ik est forcément finie. Cela
conclut. 
Notons Xˆ∞ le module Xˆk obtenu lorsque la construction s’arrête. Par définition, pour tout s,
la projection pr : Fil sXˆ∞ → Fil sX est surjective.
On démontre en utilisant l’argument du lemme 2.3.5 que si f désigne la projection Xˆ∞ →
Xˆ , alors φr(ker f ∩ Fil rXˆ∞) engendre ker f . On déduit de tout ce qui précède la proposition
2.1.1. En effet, tout a été prouvé précédemment sauf l’existence des fˆi (en reprenant les nota-
tions de la proposition 2.b), mais les formules (3), (4) et (5) et la définition de φr montrent que
la famille formée par les mˆi, les fˆ ′i et les éventuels eˆ convient.
2.4 Remarques
L’auteur ne sait pas si le résultat du théorème 2.a reste valable lorsque l’on ajoute l’opérateur
de monodromie, autrement dit s’il est vrai que tout objet deMr s’écrit comme quotient de deux
modules fortement divisibles. Cette question avait déjà été posée dans [BM02] dans le cas e = 1.
Pour atteindre ce résultat plus général, on aurait envie de reprendre la démarche donnée
précédemment. Le cas des objets de Mr,S/pS ne pose pas véritablement problème : on peut
avec un peu de travail définir un N convenable sur le relevé défini dans le paragraphe 2.2. Le
véritable souci arrive lorsque l’on veut gérer les extensions, la difficulté provenant de la relation
de commutation entre φr et N .
Remarquons finalement que si la réponse à cette question s’avère être affirmative, elle im-
pliquerait le résultat suivant :
Proposition 2.4.1. On suppose er < p − 1. Alors, l’image essentielle T ⋆st est formée exacte-
ment aux quotients de torsion de sous-Zp-représentations de Qp-représentations semi-stables
de Galois.
Démonstration. C’est une conséquence immédiate du théorème 2.a et du théorème III.6.2.1.
Remarque. On rappelle que sous l’hypothèse er < p − 1, la foncteur T ⋆st est pleinement fidèle
(voir section 5 du chapitre III).
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3 Construction de la dualité
Dans cette partie, nous donnons une application du théorème 2.a. Il nous sert à construire
une dualité (dans le sens « anti-équivalence de catégorie sur elle-même ») sur les catégories
introduites dans la première partie.
3.1 Sur les modules filtrés
Soit M un module filtré sur SK0 . En tant que SK0-module, le dual de M est défini par
M∨ = HomSK0 (M, SK0) où HomSK0 signifie que l’on considère tous les morphismes SK0-
linéaires sans autre condition.
3.1.1 Filtration et Frobenius
On pose :
Fil rM∨ = {f ∈M∨ / f (Fil rM) ⊂ Fil rSK0} .
Lemme 3.1.1. Soient M un module filtré sur SK0 et f : Fil rM → Fil rSK0 une applica-
tion SK0-linéaire. Alors il existe une unique application g : M → SK0 faisant commuter le
diagramme suivant :








Démonstration. L’unicité résulte simplement du fait que imφr engendre M en tant que SK0-
module.
Pour l’existence, on considère (e1, . . . , ed) est une base adaptée de M pour les entiers
n1, . . . , nd (voir proposition 1.1.5). Posons xi = φr(E(u)niei). Par le lemme 1.1.7, (x1, . . . , xd)
est une base deM. On pose alors g(xi) = φr ◦f(E(u)niei) et on prolonge l’application g à tout
M par SK0-linéarité. Il est immédiat de vérifier que l’application g ainsi définie convient. 
Si f ∈ Fil rM∨, il induit une application SK0-linéaire Fil rM→ Fil rSK0 et on note φ∨r (f)
l’unique application g déterminée par le lemme précédent. On définit ainsi une application φ∨r :









pour tout s ∈ Fil rSK0 et tout x ∈M∨.
Lemme 3.1.2. Soit (e1, . . . , ed) une base adaptée de M pour les entiers n1, . . . , nd. Alors la
base duale (e∨1 , . . . , e∨d ) de M∨ est également adaptée pour les entiers n∨1 , . . . , n∨d où n∨i =
r − ni.
De plus si l’on pose xi = φr (E (u)ni ei) et x∨i = φ∨r (E (u)
n∨i e∨i ), les familles (x1, . . . , xd)
et (x∨1 , . . . , x
∨
d ) sont des bases duales l’une de l’autre.
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Démonstration. La famille des e∨j est définie par les égalités e∨j (ei) = δij où δ désigne le




1 + . . .+ sde
∨
d
pour certains éléments si ∈ SK0 . Comme f ∈ Fil rM∨, il vient f (E (u)
ni ei) ∈ Fil rSK0 . Or
f (E (u)ni ei) = E (u)
ni si. Cela prouve que si est un élément de Fil n
∨
i SK0 et donc que la base
(e∨1 , . . . , e
∨
d ) est adaptée pour les entiers n∨1 , . . . , n∨d .
Passons à la seconde partie du lemme. Déjà (x1, . . . , xd) est une base deM d’après le lemme
1.1.7. Considérons le diagramme commutatif suivant :








En prenant f = E (u)n
∨
j e∨j et en regardant quelle est l’image de E (u)
ni ei par chacun des deux
chemins, on obtient x∨j (xi) = δij, ce qui conclut. 
Corollaire 3.1.3. L’image de φ∨r engendre M∨ en tant que SK0-module.
Démonstration. C’est immédiat d’après le lemme 3.1.2 puisque (en gardant les notations du
lemme) les x∨i forment une base de M∨ d’éléments de φr(Fil rM∨). 
3.1.2 La monodromie
Soit f ∈ M∨. On définit N∨ (f) par la formule : N∨ (f) = N ◦ f − f ◦ N , où le pre-
mier N désigne l’opérateur sur SK0 et le second l’opérateur sur M. On vérifie facilement que
l’application N∨ (f) est SK0-linéaire et définit N∨ :M∨ →M∨.
Il est immédiat de vérifier la K0-linéarité et la condition de Leibniz. En outre, si f ∈
Fil rM∨, on a f (Fil rM) ⊂ Fil rSK0 donc N ◦ f (Fil rM) ⊂ Fil r−1SK0 , puis E (u)N ◦
f (Fil rM) ⊂ Fil rSK0 . Aussi, par hypothèse, on a E (u)N (Fil rM) ⊂ Fil rM d’où E (u) f ◦
N (Fil rM) ⊂ Fil rSK0 . Finalement, E (u)N∨ (f) ∈ Fil rM∨, d’où on trouve :
E (u)N∨ (Fil rM∨) ⊂ Fil rM∨.
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Démonstration. Soit f ∈ Fil rM∨. Considérons x ∈ Fil rM et posons y = φr (x). Par défini-
tion, on a φ∨r (f) (y) = φr (f (x)), d’où :
cN∨ (φ∨r (f)) (y) = cN ◦ φ
∨
r (f) (y)− φ
∨
r (f) ◦ (cN) (y)
= cN ◦ φr (f (x))− φ
∨
r (f) (cN ◦ φr (x))
= φr ◦ (E (u)N) (f (x))− φ
∨
r (f) (φr ◦ (E (u)N) (x))
= φr ◦ (E (u)N) (f (x))− φr (f (E (u)N (x)))
= φr [E (u) (N ◦ f − f ◦N) (x)]
= φr [E (u)N
∨ (x)] = φ∨r (E (u)N
∨) (y)
ce qui démontre bien la commutativité. 
Les résultats précédents mis ensemble donnent la proposition suivante :
Proposition 3.1.5. L’objet M∨ muni de la filtration, du Frobenius et de l’opérateur de mono-
dromie défini précédemment est un module filtré sur SK0 .
En outre, si f est un morphisme entre modules filtrés, on vérifie sans peine que sa transposée
(au sens classique) est compatible à toutes les structures et donc aussi un morphisme entre
modules filtrés. On a ainsi défini un foncteur ∨ contravariant de la catégorie des modules filtrés
sur elle-même.
Proposition 3.1.6. Le foncteur ∨ est une anti-équivalence de catégories (et donc une dualité).
De plus, il transforme suites exactes courtes en suites exactes courtes.
Démonstration. Le foncteur ∨ est son propre quasi-inverse. En effet, on a un morphisme cano-
nique de SK0-modules de M dans M∨∨ donné par x 7→ (f 7→ f (x)). C’est un isomorphisme
puisque M est libre sur S. Il est facile de vérifier que cet isomorphisme respecte Fil r, φr et N .
Le seul point délicat est de montrer la surjectivité de Fil rM→ Fil rM∨∨. Cela revient à mon-
trer que si x 6∈ Fil rM, alors il existe f ∈ Fil rM∨ tel que f(x) 6∈ Fil rSK0 . On considère pour
cela (e1, . . . , ed) une base adaptée de M pour les entiers n1, . . . , nd. On a alors une écriture :
x = s1e1 + · · ·+ sded
avec si ∈ SK0 et comme x 6∈ Fil rM, il existe un indice i tel que si 6∈ E(u)niSK0 + Fil pSK0 .
On vérifie alors aisément que l’application SK0-linéaire f : M → SK0 définie par f(ei) =
E(u)r−ni et f(ej) = 0 pour j 6= i convient.
Montrons à présent le second point. Considérons 0 → M′ → M → M′′ → 0 une suite
exacte de modules filtrés sur SK0 . Puisque M′′ est un SK0-module libre, la suite 0 →M′′∨ →
M∨ →M′∨ → 0 est exacte comme suite de SK0-modules. Par ailleurs, la suite :
0 // Fil rM′′∨ // Fil rM∨ // Fil rM′∨ // 0
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est exacte à gauche. Il s’agit simplement de démontrer la surjectivité de Fil rM∨ → Fil rM′∨.
Notons Fil rN l’image de ce morphisme. On vérifie directement que ce Fil r fait de M′∨ un
second module filtré sur SK0 : notons le N . On a, dans Mr,SK0 , une suite exacte 0 →M′′∨ →
M∨ → N → 0.
D’autre part, l’identité fournit un morphisme f : N → M′ dans la catégorie Mr,SK0 dont
le dual s’insère dans le diagramme commutatif suivant :
0 // Fil rM′ //
f∨

Fil rM // Fil rM′′
0 // Fil rN ∨ // Fil rM // Fil rM′′
On en déduit que f∨ est un isomorphisme dansMr,SK0 , puis qu’il en est de même de f = (f∨)∨.
Finalement Fil rN = Fil rM′, et la surjectivité de Fil rM∨ → Fil rM′∨ en découle. 
3.2 Sur les objets de Mr,S/pS
Si M est un objet de Mr,S/pS, on lui associe son dual M∨ en recopiant mot pour mot les
constructions du paragraphe 3.1 en remplaçant systématiquement l’anneau SK0 par l’anneau
S/pS. Toutes les démonstrations se transposent directement (le point essentiel est que les objets
de Mr,S/pS admettent encore des bases adaptées — voir proposition 1.1.5) et on obtient la
proposition suivante :
Proposition 3.2.1. Pour tout objet M de Mr,S/pS, M∨ est encore un objet de Mr,S/pS. Le
foncteur ∨ ainsi défini établit une anti-équivalence de catégories de la catégorie Mr,S/pS sur
elle-même.
Remarque. Comme précédemment, le foncteur ∨ est son propre quasi-inverse.
3.3 Sur les modules fortement divisibles
Soit M un module fortement divisible. On définit M∨ en recopiant les constructions faites
dans le paragraphe 3.1. Toutefois, il y a plusieurs points qui utilisent de façon déterminante
l’existence de bases adaptées et qui ne sont donc a priori pas clairs dans cette nouvelle situation.
Ces points sont :
1. l’existence, pour tout f ∈ Fil rM∨, d’une application φ∨r (f) faisant commuter le dia-
gramme suivant :






Fil rS φr // S
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2. le fait que φ∨r engendre M en tant que S-module.
Pour prouver le premier point, on plonge M dans le module filtré MK0 = M⊗S SK0 .
Considérons f ∈ Fil rM∨. Il induit une application fK0 ∈ Fil rM∨K0 et d’après le lemme 3.1.1,










Pour conclure, il suffit donc de montrer que si x ∈M, alors φ∨r (fK0) (x) ∈ S. Soit x ∈M. Par
hypothèse φr (Fil rM) engendre M en tant que S-module, donc il existe des éléments si ∈ S
et des éléments fi ∈ Fil rM tels que x = s1φr (f1) + . . .+ snφr (fn). Or fK0 (fi) ∈ Fil rS d’où
φr ◦ fK0 (fi) ∈ S. Ainsi φ∨r (fK0) (φr (fi)) ∈ S puis φ∨r (fK0) (x) ∈ S.
Passons au second point. On pose X = M/pM. C’est un objet de Mr,S/pS et on note X ∨
son dual défini en 3.2. La même preuve que celle qui sera donnée dans le lemme 3.4.1 implique
que X ∨ s’identifie comme S-module au quotient M∨/pM∨. De plus cette identification est
compatible au Fil r (on a une inclusion évidente et le lemme 4.2.1.4 de [Bre00a] permet de
conclure) et à φ∨r . Le second point résulte alors du fait que φ∨r (Fil rX ∨) engendre X ∨.
On a finalement :
Proposition 3.3.1. Le foncteur ∨ est une dualité de la catégorie des modules fortement divi-
sibles. De plus, il transforme suites exactes courtes en suites exactes courtes.
Démonstration. On raisonne comme dans la proposition 3.1.6, le seul point délicat est à nou-
veau de montrer la surjectivité de Fil rM→ Fil rM∨∨ (pour un module fortement divisibleM).
Soit x 6∈ Fil rM, on cherche à prouver l’existence d’un f ∈ Fil rM∨ tel que f(x) 6∈ Fil rS.
On poseMK0 =M⊗SSK0 et Fil rMK0 = Fil rM⊗SSK0 ⊂MK0 . D’après la preuve de la
proposition 3.1.6, il existe une application SK0-linéaire fK0 : MK0 → SK0 telle que fK0(x) 6∈
Fil rSK0 . Il existe un entier n tel que pnfK0(M) ⊂ S. On définit f comme la restriction à M de
pnfK0 . Elle est bien S-linéaire et, puisque S ∩ Fil rSK0 = Fil rS, elle envoie Fil rM sur Fil rS,
et vérifie f(x) 6∈ Fil rS.
Les autres étapes de la preuve se traitent de façon analogue à ce qui a été présenté pour la
proposition 3.1.6. 
3.4 Sur les objets de Mr
Soit M un objet de Mr. On définit M∨ de la même façon que dans le paragraphe 3.3, sauf
que l’on remplace partout S par S∞ = S⊗WK0/W que l’on munit de la filtration, du Frobenius
et de l’opérateur de monodromie induits. On va prouver :
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1. pour tout f ∈ Fil rM∨, il existe une application φ∨r (f) faisant commuter le diagramme
suivant :








2. l’image de φ∨r engendre M∨ en tant que S-module.
On utilise le théorème 2.a (et plus exactement la proposition 2.b plus précise) : il existe des
objets de Mr,S0 , Mˆ′ ⊂ Mˆ tels que Fil rMˆ′ = Mˆ′ ∩ Fil rMˆ et que l’on ait une suite exacte :
0 // Mˆ′ // Mˆ //M // 0
les flèches étant compatibles au Fil r et au Frobenius et induisant une seconde suite exacte :
0 // Fil rMˆ′ // Fil rMˆ // Fil rM // 0 .
De plus si d désigne le rang de Mˆ sur S, on peut supposer qu’il existe fˆ1, . . . , fˆd des éléments
de Fil rMˆ tels que la famille des xˆi = φr(fˆi) soit une base de M et :




On rappelle (voir remarque suivant la proposition 2.b) que cela implique que (fˆ1, . . . , fˆd) est
une famille libre sur S.
Lemme 3.4.1. On a une suite exacte courtes de S-modules :
0 // Mˆ∨ // Mˆ′∨ //M∨ // 0 .
Démonstration. Définissons dans un premier temps les flèches. La première est simplement la
transposée de l’inclusion Mˆ′ →֒ Mˆ. Pour la seconde, considérons f ∈ Mˆ′∨ et x ∈ M. Soit
xˆ ∈ Mˆ un relèvement de x. Comme M est tué par une puissance de p, il existe un entier n tel
que pnxˆ ∈ Mˆ′. La réduction dans S∞ de 1pnf (p
nxˆ) ne dépend ni de l’entier n, ni du relèvement
xˆ choisi. Cela permet de définir une application S-linéaire M→ S∞.
Par exactitude à gauche, le noyau de Mˆ∨ → Mˆ′∨ s’identifie à HomS(M, S) qui est nul
puisqueM est tué par une puissance de p. La première flèche est donc bien injective.
Prouvons l’exactitude au milieu. Soit f : M′ → S une application S-linéaire. On suppose
que l’image de f dans M∨ est nulle et on veut montrer que f se prolonge à M. Soient x ∈ M
et n un entier tel que pnx ∈ M′. Par hypothèse 1
pn
f (pnx) est nul dans S∞, ce qui signifie que
f (pnx) est un multiple de pn. On définit alors f (x) = f(p
nx)
pn
(qui est bien défini puisque S est
intègre).
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Passons à la surjectivité. Soit f : M → S∞ une application S-linéaire. Considérons
(eˆ1, . . . , eˆd) une base de Mˆ et notons ei l’image dans M de eˆi. La projection K0 → K0/W in-
duit une application surjective SK0 → S∞. Pour tout i, notons xˆi un relevé quelconque dans SK0
de xi = f (ei). On définit fˆ (eˆi) = xˆi et par linéarité on étend fˆ en une applicationM∨ → SK0 .





Sfˆi ⊂ Fil rMˆ.
C’est un S-module libre de rang d dont les fˆi forment une base. Notons fil rMˆ′ = Mˆ′ ∩ fil rMˆ
et fil rM l’image de fil rMˆ dans M. On dispose d’une suite exacte :
0 // fil rMˆ′ // fil rMˆ // fil rM // 0 (6)
et d’un analogue du lemme 3.4.1 :
Lemme 3.4.2. On a une suite exacte courte de S-modules :
0 // HomS(fil rMˆ,Fil rS) // HomS(fil rMˆ′,Fil rS) // HomS(fil rM,Fil rS∞) // 0 .
(On rappelle que HomS signfie que l’on prend tous les morphismes S-linéaires.)
Démonstration. Elle est tout à fait analogue à celle du lemme 3.4.1. 
Signalons encore une variante plus forte mais qui ne s’applique hélas pas toujours :
Lemme 3.4.3. Supposons er < p−1 ou que Mˆ admette une base adaptée. Alors la suite exacte
du lemme 3.4.1 induit une nouvelle suite exacte :
0 // Fil rMˆ∨ // Fil rMˆ′∨ // Fil rM∨ // 0 .
Démonstration. L’injectivité et l’exactitude au milieu sont vraies sans les hypothèses « er <
p − 1 » ou « Mˆ admette une base adaptée » et se traitent de même que dans le lemme 3.4.1.
(Pour l’exactitude au centre, on utilise que S/Fil rS est sans p-torsion.)
Concentrons-nous à présent sur la surjectivité. Dans le cas er < p−1, on définitN =M∨ et
Fil rN comme l’image de la flèche Fil rM′∨ → Fil rM∨. On munitN du φr induit et on vérifie
facilement que l’on obtient ainsi un objet de Mr. On a en outre un morphisme N →M∨ dans
Mr. Or, d’après le théorème III.2.5.8, tout morphisme de Mr est strictement compatible aux
filtrations, ce qui ici donne Fil rM∨ = Fil rN puis la surjectivité voulue.
Traitons le second cas. Soit f ∈ Fil rM∨. On considère (eˆ1, . . . , eˆd) une base adaptée de
Mˆ pour les entiers n1, . . . , nd. Notons ei l’image dans M de eˆi. Par hypothèse E(u)nif(ei) ∈
Fil rS∞ et cela assure qu’il existe xˆi ∈ SK0 relevant f(ei) et tel que E(u)nixˆi ∈ Fil rSK0 .
L’application fˆ définie par fˆ(eˆi) = xˆi se restreint alors à Mˆ′ en un élément de Fil rMˆ′∨ qui est
un antécédent de f . 
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Remarque. Si r = 1 ou si M est tué par p, la condition « Mˆ admet une base adaptée » est
automatique (respectivement en vertu de la proposition 1.1.6 et du lemme 2.2.3). Le lemme
précédent est donc toujours vrai dans ces situations.
Soit f ∈ Fil rM∨. Il induit une application Fil rM → Fil rS∞ et par restriction, puisque
fil rM ⊂ Fil rM, il induit également une application fil rM → Fil rS∞. D’après le lemme
3.4.2, cette dernière application fournit une flèche fil rMˆ′ → Fil rS. En tensorisant par SK0 ,
on obtient une application fil rMˆ′ ⊗S SK0 → Fil rSK0 . Par ailleurs, la suite exacte (6) fournit,
puisque SK0 est plat sur S, un isomorphisme fil rMˆ⊗S SK0 ≃ fil rMˆ′⊗S SK0 . On obtient ainsi
une flèche fil rMˆ ⊗S SK0 → Fil rSK0 puis par restriction une flèche fˆ : fil rMˆ → Fil rSK0 .
Une adaptation immédiate du lemme 3.1.1 assure l’existence d’un morphisme φ∨r (fˆ) faisant
commuter le diagramme suivant :








On vérifie que fˆ se prolonge par linéarité et continuité en une application Fil rMˆ → Fil rSK0
et que ce fˆ ainsi prolongé fait commuter un diagramme analogue au précédent. D’autre part,
on vérifie également que φ∨r (fˆ)(Mˆ′) ⊂ S, ce qui permet de définir par passage au quotient une
application φ∨r (f) :M→ S∞ qui fait commuter le diagramme suivant :








Cela démontre le premier point.








où les flèches horizontales sont définies de façon analogue à celles du lemme 3.4.1. La flèche
de gauche est surjective comme cela a été prouvé dans le paragraphe 3.3. La flèche du bas l’est
aussi (lemme 3.4.1). On en déduit que celle de droite l’est également. C’est exactement ce que
l’on voulait.
L’auteur malheureusement ne sait pas si un énoncé du type de la proposition 3.1.6 est vrai
en toute généralité. On a toutefois :
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Proposition 3.4.4. Supposons er < p − 1 ou r = 1. Alors le foncteur ∨ est une dualité de la
catégorie Mr. De plus, il transforme suites exactes courtes en suites exactes courtes.
Démonstration. On a une application naturelle M→M∨∨, x 7→ (f 7→ f(x)). On vérifie sans
mal que cette application respecte Fil r, φr et N . Soit une suite exacte 0→ Mˆ′ → Mˆ →M→
0 où Mˆ′ et Mˆ sont deux modules fortement divisibles. On a un diagramme commutatif :









0 // Mˆ′∨∨ // Mˆ∨∨ //M∨∨ // 0
où les lignes sont exactes. Une application du lemme des cinq prouve que le morphismeM→
M∨∨ est un isomorphisme. De même, on prouve la bijectivité de l’application déduite Fil rM→
Fil rM∨∨ en utilisant le lemme 3.4.3 pour avoir l’exactitude de la suite du bas.
Montrons à présent l’exactitude. On ne traite que l’exactitude en tant que S-module, celle
au niveau des Fil r étant en tout point analogue. Soit 0→M→ X → N → 0 une suite exacte
dansMr. SiN est tué par p, il existe par les résultats de la partie 2.3, un diagramme commutatif





























où Mˆ, Mˆ′, Xˆ , Xˆ ′, Nˆ et Nˆ ′ sont des modules fortement divisibles. En dualisant, on obtient :







0 // N ∨ // X ∨ //M∨
où la ligne du haut est exacte (proposition 3.3.1) et les flèches verticales sont surjectives (lemme
3.4.1). La surjectivité X ∨ → M∨ résulte alors d’une chasse au diagramme triviale. Pour
conclure, on procède par récurrence sur la longueur de N . Par le lemme 2.3.1, il existe une
suite exacte 0 → N ′ → N → N ′′ → 0 dans Mr avec N ′′ tué par p et N ′ de longueur
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où X ′ est le noyau de la composée X → N → N ′′. D’où, en dualisant :





0 // N ′∨ // X ′∨ //M∨ // 0
où les deux flèches verticales sont surjectives puisqueN ′′ est tué par p. Par hypothèse de récur-
rence, la suite du bas est exacte, il en est donc de même de la suite du haut.
Finalement le fait que le foncteur ∨ stabilise la catégorieMr découle de l’exactitude prouvée
précédemment et de la proposition 3.2.1. 
Remarque. Les cas er < p − 1 et r = 1 restent toutefois les cas les plus intéressants car alors
les objets de Mr sont reliés à des objets de nature géométrique.
4 Dualité et représentations galoisiennes
Les catégories Mr,SK0 , Mr,S et Mr sont toutes les trois équipées d’un foncteur T ⋆st vers les
représentations galoisiennes. Si M est un objet de Mr,S ou de Mr, et si M∨ désigne son dual
défini dans la section 3, le but de cette section est de comparer les représentations galoisiennes




Pour cela, si M est un objet de Mr,SK0 (resp. de Mr,S, resp. de Mr), on commence par
construire une application :




(resp. D : T ⋆st(M)× T ⋆st(M∨)→ Zp(r),
resp. D : T ⋆st(M)× T ⋆st(M∨)→ Qp/Zp(r)).
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Les paragraphes 4.1 traitent les deux premiers cas alors que le paragraphe 4.2 est consacré au
troisième. On montre finalement que dans les deux derniers cas l’application D réalise une
dualité parfaite.
4.1 Construction de D pour les modules libres
4.1.1 Les matrices de φr et N
On rappelle simplement les deux définitions suivantes :
Définition 4.1.1. Soit M un objet de Mr,SK0 . Notons (e1, . . . , ed) une base adaptée de M
pour les entiers n1, . . . , nd. La matrice de φr dans la base adaptée (e1, . . . , ed) est par définition












Remarques. Le fait que φr(Fil rM) engendre tout M se traduit par le fait que la matrice G est
inversible.
La présence de la transposée sert à rester fidèle à la définition classique de la matrice d’une
application linéaire.
Finalement, il est possible de donner une définition analogue pour les objets de Mr,S/pS
puisqu’ils admettent eux aussi des bases adaptées.
Définition 4.1.2. Soit M un objet de Mr,SK0 ou de Mr,S. Soit (e1, . . . , ed) une base (sur S
ou sur SK0 selon) de M. La matrice de N dans la base (e1, . . . , ed) est par définition l’unique









4.1.2 Deux lemmes généraux
Par la suite, on aura à utiliser plusieurs fois le résultat suivant :
Lemme 4.1.3. Soit M un module libre de rang fini d sur un anneau R. Notons M∨ son dual
algébrique. Considérons A une R-algèbre, f : M → A et g : M∨ → A deux applications
R-linéaires.
Notons (e1, . . . , ed) une base de M et (e∨1 , . . . , e∨d ) la base duale. Alors la somme :
d∑
i=1
f (ei) g (e
∨
i )
ne dépend pas de la base (e1, . . . , ed) choisie.
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Démonstration. On fait un calcul matriciel. On considère (x1, . . . , xd) une seconde base de M
et on note (x∨1 , . . . , x
∨












 ; x =
 x1...
xd









On note P la matrice de passage de (e1, . . . , ed) à (x1, . . . , xd). Dans ces conditions, tP−1 est
la matrice de passage entre les bases duales correspondantes, d’où les relations x = tPe et
x∨ = P−1e∨ puis :
tf (x) · g (x∨) = t(tPf (e)) · P−1g (e∨) = tf (e)P · P−1g (e∨) = tf (e) · g (e∨)
ce qui est bien ce que l’on voulait. 
Remarque. Plus conceptuellement, on peut remarquer que puisque M est libre sur R, on a un
isomorphisme ϕ :M⊗RM∨ → EndR(M). La quantité définie dans le lemme précédent n’est
autre que fg(ϕ−1(idR)).
Le lemme 4.1.3 admet une généralisation qui nous sera également utile :
Lemme 4.1.4. Soient M et M ′ deux modules libres de rang fini sur un anneau R. Notons
(e1, . . . , en) une base de M et (e′1, . . . , e′n′) une base de M′. Notons M∨ (resp. M ′∨) le dual
algébrique de M (resp. de M ′) et appelons (e∨1 , . . . e∨n) (resp. (e′1∨, . . . , e′n′∨)) la base duale de
(e1, . . . , en) (resp. de (e′1, . . . , e′n′)). Soit A une R-algèbre.
Soit ψ : M → M ′ une application R-linéaire. Notons ψ∨ : M ′∨ → M∨ l’application
transposée. Soient f : M → A, g : M∨ → A, f ′ : M ′ → A et g′ : M ′∨ → A quatre












Démonstration. Elle est tout à fait analogue à celle donnée pour le lemme 4.1.3. 
Remarque. Le lemme précédent est une généralisation du lemme 4.1.3, ce dernier correspondant
au cas où ψ est un isomorphisme.
4.1.3 Pour les modules filtrés sur SK0
Soit M un module filtré sur SK0 . Soit (e1, . . . , ed) une base de M et (e∨1 , . . . , e∨d ) la base
duale de M∨. Par le lemme 4.1.3, l’application :
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Lemme 4.1.5. Pour tout f ∈ T ⋆st (M) et tout g ∈ T ⋆st (M∨), on a N (D (f, g)) = 0. Autrement
dit, l’application D tombe dans B+cris.
Démonstration. On fait à nouveau un calcul matriciel. Notons H la matrice de N dans la base
(e1, . . . , ed) (voir définition 4.1.2) et définissons les vecteurs colonnes comme dans la preuve du
lemme 4.1.3. Matriciellement, on a D (f, g) = tf (e) · g (e∨), d’où :
N (D (f, g)) = t(N (f (e))) · g (e∨) + tf (e) ·N (g (e∨))
Comme f ∈ T ⋆st (M), f commute à N et donc N (f (e)) = f (N (e)) = f (tHe) = tHf (e). De
même N (g (e∨)) = −Hg (e∨). Finalement N (D (f, g)) = 0. 
Lemme 4.1.6. Pour tout f ∈ T ⋆st (M) et tout g ∈ T ⋆st (M∨), on a D (f, g) ∈ Fil rBˆ+st et
φr (D (f, g)) = D (f, g).
Démonstration. Dans cette preuve, (e1, . . . , ed) est une base adaptée de M pour les entiers
n1, . . . , nd. Par le lemme 3.1.2, (e∨1 , . . . , e∨d ) est une base adaptée pour les entiers n∨1 , . . . , n∨d ,
où n∨i = r − ni.
Par hypothèse, f et g respectent le Fil r. Ainsi f (E (u)ni ei) ∈ Fil rBˆ+st . Or par linéaire,
f (E (u)ni ei) = E (u)
ni f (ei). Ceci entraîne E (u)ni f (ei) ∈ Fil rBˆ+st . De même, il vient
E (u)n
∨
i g (e∨i ) ∈ Fil rBˆ+st . On en déduit D (f, g) ∈ Fil rBˆ+st .
Soit G la matrice de φr dans la base (e1, . . . , ed) (voir définition 4.1.1). Définissons pour
x ∈M, φ(x) = 1
cr
φr(E(u)
rx). La compatibilité de f à φr donne : p




p−rφ (f (E (u)nd ed))
 =








































Le produit scalaire des deux dernières égalités fournit le résultat. 
On sait (voir [Fon94a]) qu’il existe un élément t ∈ Acris tel que le sous-Zp-module de Acris
engendré par t soit isomorphe en tant que représentation galoisienne à Zp(1). En outre, on a
φ (t) = pt et plus précisément l’ensemble des solutions dans Acris de φ (t) = pt est exactement
le Zp-module engendré par t. On déduit de cela que l’ensemble des solutions de l’équation
φr (t) = t dans B+cris est le Qp-espace vectoriel engendré par tr, isomorphe à Qp (r) en tant que
représentation galoisienne. Finalement, par les lemmes 4.1.5 et 4.1.6, on a bien construit :




r ≃ Qp (r)
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comme on le désirait.
Remarque. Du lemme 4.1.4, on déduit que l’application D que l’on vient de définir est « foncto-
rielle », dans le sens où si α : M→M′ est un morphisme entre deux modules filtrés sur SK0 ,
alors :
D(f ◦ α, g) = D(f, g ◦ α∨)
pour tout f ∈ T ⋆st(M′) et g ∈ T ⋆st(M∨).
4.1.4 Pour les modules fortement divisibles
Soit M un module fortement divisible. Puisque M est un S-module libre, le lemme 4.1.3
permet de définir l’application :







f (ei) g (e
∨
i )
Soit MK0 =M⊗W K0. Le diagramme suivant est commutatif :














) D // Bˆ+st
On en déduit que l’image de D est incluse dans Aˆst ∩ Qptr = Zptr qui est une représentation
galoisienne isomorphe à Zp (r). On définit ainsi une application :
D : T ⋆st (M)× T
⋆
st (M
∨)→ Zp (r) .
4.2 Construction de D pour les objets de Mr
4.2.1 La définition de D
Soit M un objet de Mr. D’après le lemme 2.1.3, il existe des S-modules libres A et B et
une suite exacte de S-modules :
0 // A // B //M // 0 .
NotonsA∨ (resp. B∨) le dual algébrique de A (resp. de B). Ce sont encore des S-modules libres
de rang fini, et par le lemme 3.4.1 (très légèrement adapté), on a une suite exacte :
0 // B∨ // A∨ //M∨ // 0 .
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Soient f ∈ T ⋆st(M) et g ∈ T ⋆st(M∨). Puisque B et A∨ sont libres, il est facile de construire











0 // Aˆst // Bˆ
+
st











0 // Aˆst // Bˆ
+
st
// Aˆst,∞ // 0
Puisque M est tué par une puissance de p, on remarque que A ⊗S SK0 ≃ B ⊗S SK0 . C’est un
SK0-module libre que nous notons AK0 . Si l’on note A∨K0 le dual algébrique de AK0 , on a en
outre les identifications A∨⊗S SK0 ≃ B∨⊗S SK0 ≃ A∨K0 . Les applications fˆ et gˆ se prolongent
en des applications fˆ : AK0 → Bˆ+st et gˆ : A∨K0 → Bˆ
+






i ) ∈ Aˆst,∞
où (e1, . . . , ed) est une base de AK0 et où (e∨1 , . . . , e∨d ) désigne la base duale. La valeur de
D(f, g) ne dépend pas du choix d’une telle base d’après le lemme 4.1.3. En réalité, la quantité
D(f, g) est encore plus intrinsèque comme le montrent les deux lemmes suivants :
Lemme 4.2.1. La valeur de D(f, g) ne dépend pas du choix des applications fˆ et gˆ relevant f
et g.
Démonstration. Si fˆ0 et fˆ1 sont deux applications relevant f , leur différence induit une appli-
cation B → Aˆst. Choisissons (e1, . . . , ed) une S-base de B et notons (e∨1 , . . . , e∨d ) sa base duale
(les e∨i sont éléments de B∨). La base (e1, . . . , ed) est également une SK0-base de AK0 dont la










i ) ∈ Aˆst
et donc cette quantité est nulle dans Aˆst,∞. Cela prouve le lemme. 
Lemme 4.2.2. La valeur de D(f, g) ne dépend pas du choix de la résolution 0 → A → B →
M→ 0.
Démonstration. Donnons-nous 0 → A′ → B′ → M → 0 une seconde résolution (avec A′
et B′ des S-modules libres de rang fini). Par liberté de B, on peut construire un diagramme







0 // A′ // B′ //M // 0
La conclusion résulte alors du lemme 4.1.4. 
4.2.2 Un D alternatif : Dcris
On considère toujoursM un objet deMr, f ∈ T ⋆st(M) et g ∈ T ⋆st(M∨). On note pr : Bˆ+st →
B+cris la projection canonique. Elle induit des applications encore notées pr de Aˆst dans Acris et de
Aˆst,∞ dansAcris,∞. Par composition par pr, f et g définissent des éléments fcris ∈ T ⋆cris(M) (après
oubli du N sur l’objet M) et gcris ∈ T ⋆cris(M∨). On montre (voir lemme 2.3.1.1 de [Bre99a])







) (log (1 +X))i
i!
(on prouve que cette somme infinie a bien un sens). On a évidemment une formule analogue
pour g et gcris.
Comme précédemment, considérons une suite exacte 0 → A → B → M → 0 où A et B
sont des S-modules libres. On a alors une suite exacte 0 → B∨ → A∨ →M∨ → 0 et il existe











0 // Acris // B
+
cris











0 // Acris // B
+
cris
// Acris,∞ // 0
Les applications fˆcris et gˆcris se prolongent respectivement à AK0 = A⊗S SK0 = B ⊗S SK0 et à
A∨K0 = A
∨ ⊗S SK0 = B






i ) ∈ Aˆst,∞
où (e1, . . . , ed) est une base de AK0 et où (e∨1 , . . . , e∨d ) désigne la base duale. De même que dans
la première partie de ce paragraphe, on prouve que Dcris(f, g) ne dépend ni du choix d’une base,
ni du choix de relevés fˆcris et gˆcris, ni du choix d’une résolution 0→ A→ B →M→ 0.
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Proposition 4.2.3. Pour tout f ∈ T ⋆st(M) et tout g ∈ T ⋆st(M∨), on a D(f, g) = Dcris(f, g).
Démonstration. On garde les notations précédentes : A, B, (e1, . . . , ed), fˆcris, gˆcris, etc. Par
contre, nous ne considérons pas des fˆ et gˆ arbitraires. Nous allons en définir des particuliers
dans cette preuve.
Considérons N : AK0 → AK0 une application K0-linéaire, vérifiant la condition de Leibniz














) (log (1 +X))i
i!
.
Cette somme ne converge pas a priori dans Bˆ+st , mais elle converge dans B+cris [[X]]. On définit
















On définit N∨ sur A∨K0 via la formule N
∨ = · ◦ N − N ◦ ·. Ceci permet de refaire la
construction précédente pour le dual et ainsi de définir une application gˆ : A∨K0 → B
+
cris [[X]]

































l(e∨i )) ∈ B
+
cris.
L’opérateur N se prolonge sans problème à B+cris [[X]] et comme par hypothèse, pour tout i,
pr ◦N i ◦ f = pr ◦ f ◦N i = fcris ◦N i, on obtient pr ◦N i ◦ fˆ ≡ fˆcris ◦N i (mod Acris). On en
























Or, de même que dans le lemme 4.1.5, on montre que N(fˆ(ei)gˆ(e∨i )) ∈ Acris et donc, pour










i ) (mod Acris).
En réduisant dans Aˆst,∞ (la congruence précédente assure qu’il n’y a pas de problèmes bien que
fˆ et gˆ soient à valeurs dans B+cris [[X]] qui n’est pas muni d’une application de réduction vers
Aˆst,∞), il vient D(f, g) = Dcris(f, g) comme annoncé. 
4.2.3 Les propriétés de D
Tout d’abord, la proposition 4.2.3 implique D(f, g) ∈ Acris,∞ puisque, par définition, c’est
le cas de Dcris(f, g).
On souhaite à présent prouver que D(f, g) ∈ (Qp/Zp)tr. Pour cela, on aura besoin du
résultat intermédiaire suivant :
Lemme 4.2.4. On a une suite exacte de Zp-modules :
0 // T ⋆cris(Mˆ) // T
⋆
cris(Mˆ
′) // T ⋆cris (M) // 0 .
Si de plus er 6 p− 1 ou si Mˆ admet une base adaptée, on a une autre suite exacte duale de la
précédente :
0 // T ⋆cris(Mˆ
′∨) // T ⋆cris(Mˆ
∨) // T ⋆cris (M
∨) // 0 .
Démonstration. Commençons par prouver l’exactitude de la première suite. On a une notion de
suite exacte dans la catégorie dont les objets sont les triplets (M, Fil rM, φr) où l’on n’impose
pas la condition « φr(Fil rM) engendre Fil rM » : une suite est exacte si elle est en tant que
suite de S-modules et si la suite qu’elle induit sur les Fil r est également exacte. L’avantage de
cette catégorie plus grosse est que Acris en est un objet. Dans cette catégorie, on a également une
notion de Ext1 et ceux-ci s’insèrent dans les suites exactes longues obtenues après application
d’un foncteur Hom à une suite exacte courte. De la suite exacte :
0 // Mˆ′ // Mˆ //M // 0
on déduit l’exactitude de :
0 = Hom(M, Acris) // Tcris(Mˆ) // Tcris(Mˆ′) // Ext1(M, Acris) // Ext1(Mˆ, Acris) = 0
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où les Hom sont compatibles aux structures. La nullité de Ext1(Mˆ, Acris) provient de l’exac-
titude de T ⋆cris sur les modules fortement divisibles, exactitude que l’on déduit du fait ana-
logue sur les objets de Mr0 par passage à la limite. Pour conclure, il suffit donc de prouver
que Ext1(M, Acris) est isomorphe à T ⋆cris(M).
La suite exacte 0 → Acris → B+cris → Acris,∞ → 0 fournit par application du foncteur
Hom (M, ·) une autre suite exacte :





D’autre part, si on a une suite exacte de la forme :
0 // B+cris
// X //M // 0
on construit directement une rétraction s : X → B+cris : soient n un entier tel que pnM = 0 et
x ∈ X , on a pnx ∈ B+cris et on pose s (x) = 1pn (p





et puis Tcris (M) ≃ Ext1(M, Aˆst), comme on le souhaitait.
Passons à la seconde suite. Vu les hypothèses faites, les lemmes 3.4.1 et 3.4.3 assurent que
l’on a une suite exacte dans C :
0 // Mˆ∨ // Mˆ′∨ //M∨ // 0 .
Pour conclure, on applique la première partie du lemme à la suite exacte précédente. 
À partir de maintenant, on supposer er 6 p − 1 ou r = 1 ou encore M tué par p. Ceci
entraîne que les hypothèses (et donc la conclusion) du lemme 4.2.4 sont vérifiées. On utilise à
présent le théorème 2.a et on considère une suite exacte (dans C) :
0 // Mˆ′ // Mˆ //M // 0
où Mˆ′ et Mˆ sont des modules fortement divisibles. Notons MˆK0 = Mˆ′⊗S SK0 = Mˆ⊗S SK0 .
D’après le lemme 4.2.4, il existe fˆcris ∈ T ⋆cris(Mˆ) et gˆcris ∈ T ⋆cris(Mˆ′∨) relevant fcris = pr ◦
f et gcris = pr ◦ g. Ces applications se prolongent respectivement à MˆK0 et à Mˆ∨K0 . Soient
(e1, . . . , ed) une SK0-base de MˆK0 et (e∨1 , . . . , e∨d ) sa base duale. Définissons :





i ) ∈ B
+
cris.
Par une adaptation immédiate au cas cristallin du lemme 4.1.6, on a Dcris(fˆ , gˆ) ∈ Qptr. Or
par définition, D(f, g) = Dcris(f, g) est la réduction modulo Acris de Dcris(fˆ , gˆ). On en déduit
D(f, g) ∈ (Qp/Zp)tr ≃ Qp/Zp(r).
Finalement, on a bien construit une application :




qui est compatible à l’action de Galois (c’est clair sur la définition de D).
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Lemme 4.2.5. Soit α :M→M′ un morphisme dans la catégorie Mr. On a :
D(f ◦ α, g) = D(f, g ◦ α∨)
pour tout f ∈ T ⋆st(M′) et g ∈ T ⋆st(M∨).
Démonstration. Par le même argument que celui utilisé dans la preuve du lemme 4.2.2, on









0 // A′ // B′ //M′ // 0
et un diagramme commutatif analogue obtenu en dualisant. Le lemme résulte alors du lemme
4.1.4 et d’un petit calcul. 
4.3 Une dualité parfaite
Théorème 4.3.1. On suppose er 6 p − 1 ou r = 1. Soit M un objet de Mr. Alors l’appli-
cation D : T ⋆st(M) × T ⋆st(M∨) → Qp/Zp(r) est une dualité parfaite. Autrement dit, on a une
isomorphisme canonique et fonctoriel de modules galoisiens :
T ⋆st(M
∨) ≃ T ⋆st(M)
⋆(r).
Démonstration. Notons en premier lieu que la fonctorialité découle directement du lemme
4.2.5. Cela permet, par un dévissage facile, de se ramener au cas d’un objet M de Mr,S/pS.
On note p1 une racine p-ième de π et p¯1 sa réduction modulo p. On munit l’anneau OK¯/p
d’une filtration en posant Fil sOK¯/p = p¯s1OK¯ . De plus si x = p¯s1y ∈ Fil sOK¯/p, on pose φs(x) =
(−1)sys (la valeur ne dépend pas du choix de y). On fait finalement de OK¯/p une S-algèbre en
envoyant u sur π¯1 où π1 désigne une racine p-ième de π. Soient M˜ = M⊗S/pS k[u]/uep et
M˜∨ =M∨⊗S/pS k[u]/u
ep (où k[u]/uep est vu comme une S/pS-algèbre par la flèche évidente.
Par une adaptation au cas cristallin du lemme 1.3.4 du chapitre III et par le lemme 2.3.1.1 de
[Bre99a], on a T ⋆st(M) ≃ Hom(M˜,OK¯/p) (et T ⋆st(M∨) ≃ Hom(M˜∨,OK¯/p)) où le Hom
signifie que l’on considère les morphismes S-linéaires compatibles au Fil r et à φr.
Notons R = lim←−nOK¯/p (les applications de transition étant données par le Frobenius) et
ξ = (p¯1, p¯2, . . .) ∈ R où les pn forment un système compatible de racines pn-ièmes de p. On
pose Fil sR = ξsR, et φs(x) = (−1)sys pour x = ξsy ∈ Fil sR. Définissons ζ = (π¯1, π¯2, . . .) ∈
R où les πn forment un système compatible de racines pn-ièmes de π et faisons de R une S-
algèbre en envoyant u sur ζ . Par une méthode d’approximations successives, on montre que
T ⋆st(M) ≃ Hom(M˜, R) (et T ⋆st(M∨) ≃ Hom(M˜∨, R)) où le Hom signifie toujours que l’on
considère les morphismes compatibles au Fil r et à φr.
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Soient (e1, . . . , ed) une base adaptée de M pour les entiers n1, . . . , nd et G la matrice de φr
dans cette base (voir définition 4.1.1). D’après ce qui précède, se donner un élément f ∈ T ⋆st(M)




























Réciproquement, la donnée d’un d-uplet (x1, . . . , xd) solution du système précédent fournit
un élément de T ⋆st(M). De plus, lorsque f parcourt T ⋆st(M), les d-uplets (x1, . . . , xd) associés
forment une famille génératrice de (FracR)d : en effet, dans chaque hyperplan de (FracR)d le
système (7) ne peut admettre que pd−1 solutions et on sait par le lemme 2.3.1.2 de [Bre99a] que
T ⋆st(M) est de cardinal pd.
Montrons finalement que D : T ⋆st(M) × T ⋆st(M∨) → Qp/Zp(r) est non dégénérée. Déjà,
comme M est tué par p, l’application D tombe dans les éléments de p-torsion de Qp/Zp(r),
c’est-à-dire dans Fp(r). Soit (e∨1 , . . . , e∨d ) la base duale de (e1, . . . , ed). On vérifie facilement







Soit g ∈ T ⋆st(M∨) tel que D(f, g) = 0 pour tout f ∈ T ⋆st(M). L’application g peut être vue
comme un morphisme de M˜∨ dans R : notons yi ∈ R l’image de e∨i . L’hypothèse assure que
le vecteur (y1, . . . , yd) est orthogonal à tous les (x1, . . . , xd) solutions de (7), et cela implique
y1 = · · · = yd = 0, puis g = 0. 
Remarque. Le théorème précédent est vrai sans hypothèse sur e et r pour les objets de Mr,S/pS.
Corollaire 4.3.2. On suppose er 6 p − 1 ou r = 1. Soit M un module fortement divisible.
Alors l’application D : T ⋆st(M)× T ⋆st(M∨)→ Zp(r) est une dualité parfaite.
Démonstration. Il s’agit d’un simple passage à la limite projective, puisque siM est un module
fortement divisible, alors pour tout entier n,M/pnM est un objet deMr,M≃ lim←−nM/pnM
et T ⋆st(M) ≃ lim←−n T
⋆
st(M/p
nM) où (pour la dernière limite projective) les applications de
transition sont induites par les morphismes M/pn+1M → M/pnM de multiplication par p.

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5 Dualité et schémas en groupes
Dans [Bre00a], Breuil construit une (anti-)équivalence de catégorie entreM10 et la catégorie
desOK-schémas en groupes commutatifs, finis, plats et annulés par une puissance de p. On note
Gr le foncteur qui à un objet de M10 associe son schéma en groupes et Mod son quasi-inverse.
D’autre part, en utilisant le théorème 2.a (de ce chapitre) et la proposition 5.1.3 de [Bre00a] (et
en vérifiant que le N dont il est question commute nécessairement à tout morphisme de Mr,S),
on obtient un foncteur5 pleinement fidèle M10 → M1 dont l’image essentielle consiste en les
objetsM pour lesquels N(M) ⊂ uM.
On vérifie que la dualité définie sur M1 stabiliseM10. Par ailleurs, on dispose d’une dualité
naturelle sur la catégorie des schémas en groupes qui est la dualité de Cartier. Il est alors tentant
de conjecturer que ces deux dualités se correspondent via les foncteurs Gr et Mod. C’est ce
que nous prouvons dans ce chapitre. Nous commençons par traiter le cas e < p − 1 qui, bien
qu’englobé par la preuve générale, se démontre de façon beaucoup plus simple (avec ce que
l’on a déjà fait).
5.1 Le cas e < p− 1
On démontre donc dans ce paragraphe le résultat partiel suivant :
Proposition 5.1.1. Supposons e < p− 1. Considérons G un OK-schéma en groupes commuta-
tifs, finis, plats et annulés par une puissance de p. Notons G∨ son dual de Cartier et M l’objet
de M1 qui lui est associé par le foncteur de Breuil.
Alors l’objet associé au schéma en groupes G∨ est M∨.
Démonstration. L’hypothèse e < p − 1 permet d’utiliser la pleine fidélité du foncteur T ⋆st . Le
théorème résulte alors principalement des résultats de la section 4.
Précisément, la définition du foncteur Gr (voir paragraphe 3.1 de [Bre00a]) fournit directe-
ment la formule :
Gr(X )(OK¯) = T ⋆st(X ) (8)
(égalité de Zp-représentations galoisiennes) pour tout objet X ∈ M1. Notons M′ l’objet de
M1 associé à G∨. En appliquant la formule (8) avec X = M et X = M′, on obtient l’égalité
de représentations galoisiennes :
T ⋆st(M) = T
⋆
st(M
′)⋆(1) = T ⋆st(M
′∨)
la dernière égalité résultant du théorème 4.3.1. Comme T ⋆st est pleinement fidèle (voir section 5
du chapitre III), on obtient M =M′∨. D’où la proposition. 
5Attention, ce foncteur n’existe que lorsque r = 1.
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5.2 Rappels de théorie de Dieudonné cristalline
Pour tout entier n, on note Sn la réduction modulo pn de l’anneau S introduit en 1.1.1 et par
En le schéma Spec (Sn). On pose également Tn = Spec (OK/pn). Les deux schémas précédents
sont munis de puissances divisées (définies respectivement sur les idéaux (E(u)) et (p)) et on
dispose d’un épaississement Tn →֒ En.
5.2.1 Sites syntomique et cristallin
On rappelle qu’un morphisme de schéma X → Y est dit syntomique s’il est plat, localement
de présentation finie et s’il se factorise localement en une immersion fermée régulière dans un
X-schéma lisse. Les morphismes syntomiques sont stables par composition et changement de
base. Si X est un schéma, on définit le gros (resp. le petit) site syntomique XSYN (resp. Xsyn)
comme la catégorie de X-schémas (resp. des X-schémas syntomiques) munie de la topologie
syntomique : une famille de morphismes fi : Ui → U est un recouvrement si chacun des fi est
syntomique et si topologiquement U˙ =
⋃
fi(U˙i).
Soit Υ un schéma muni de puissances divisées et sur lequel p est localement nilpotent. Si
X → Υ est tel que les puissances divisées sur Υ s’étendent à X , on définit le site syntomique-
cristallin (ou simplement cristallin) associé au morphisme X → Υ de même que dans le
paragraphe IV.3.1.2 (à l’exception que l’on n’a plus désormais de log-structures). On note
(X/Υ)SYN-CRIS ce site.
Si on note, encore comme en IV.3.1.2, X˜SYN et (X˜/Υ)SYN-CRIS les catégories de faisceaux
abéliens sur les deux sites précédents, on a un morphisme de topoï :
w : (X˜/Υ)SYN-CRIS → X˜SYN
donné par le couple de foncteurs adjoints (w⋆, w⋆) définis par les formules suivantes :
w⋆F(U, T ) = F(U)
w⋆F(U) = H
0((U/Υ)SYN-CRIS,F|(U/Υ)SYN-CRIS).
On vérifie directement quew⋆◦w⋆ = id, d’où on déduit quew⋆ est pleinement fidèle. On renvoie
le lecteur au paragraphe 1.2 de [BBM82] pour la définition d’un cristal sur le site (X˜/Υ)SYN-CRIS
et l’interprétation de ceux-ci en termes de modules à connexion intégrable et quasi-nilpotente.
On dispose en outre de faisceaux importants sur les sites précédents. Sur le site syntomique,
on montre que le préfaisceau U 7→ Γ(U,OU) est un faisceau que l’on appelle le faisceau struc-
tural. Sur le site cristallin, on définit les faisceaux OX/Υ et Ga par les formules :
OX/Υ(U, T ) = Γ(T,OT ) et Ga(U, T ) = Γ(U,OU).
On a un morphisme naturel et surjectif OX/Υ → Ga. On note JX/Υ son noyau, ce qui donne
naissance tautologiquement à une suite exacte dans (X˜/Υ)SYN-CRIS :
0 // JX/Υ // OX/Υ // Ga // 0 . (9)
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Soulignons pour clore ce paragraphe que par la suite les notations Hom et Hom (la ver-
sion « faisceautique » de Hom) entre deux faisceaux abéliens sur un des sites précédemment
introduits feront toujours référence à des morphismes de faisceaux abéliens.
5.2.2 Les faisceaux Ocrisn et J crisn
À partir de maintenant, on fixe un entier n et on s’intéresse plus particulièrement au cas X =
Tn et Υ = En. On note On le faisceau structural sur (Tn/En)SYN-CRIS défini par On = w⋆Ga.
On définit pareillementOcrisn = w⋆OTn/En et J crisn = w⋆JTn/En . Il s’agit de faisceaux sur le gros
site syntomique que l’on sait décrire localement sur la restriction au petit site syntomique.
Soit U un schéma syntomique sur Tn. Étale-localement, c’est le morphisme de schémas
associé au morphisme d’anneaux OK/pn → A avec :
A =
OK/pn[X1, . . . , Xs]
(f1, . . . , ft)
où X1, . . . , Xs sont des indéterminées et (f1, . . . , ft) une suite transversalement régulière rela-







1 , . . . , X
1/pi
s ]
(X0 − π, f1, . . . , ft)
et A∞ = lim−→Ai (pour les morphismes de transition évidents). Notons Wn l’anneau des vecteurs










1 + · · · + p
n−1aˆpn−1 où aˆi ∈ A∞ désigne un relevé de ai. On
note W cris,DPn (A
∞) l’enveloppe à puissances divisées de W crisn (A∞) par rapport au noyau de s
(et compatibles avec les puissances divisées sur l’idéal (p)). La surjection s se prolonge en une
application W cris,DPn (A∞)→ A∞ que l’on note encore s.


















où la flèche du haut est obtenue en appliquant w⋆ au morphisme de faisceaux OTn/En → Ga.
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Démonstration. Voir preuve du lemme 2.3.2 de [Bre00a]. 
On déduit directement du lemme précédent l’exactitude de la suite :
0 // J crisn // O
cris
n
// On // 0 (10)
obtenue en appliquant le foncteur w⋆ à la suite exacte (9). Ce même lemme assure également
que le faisceau Ocrisn est plat sur Sn tandis que J crisn l’est sur Wn (voir6 à nouveau le lemme
2.3.2 de [Bre00a]). Comme en IV.2.2.2, on en déduit un morphisme φ1 : i⋆J crisn → i⋆Ocrisn où i
désigne l’épaississement Tn →֒ Tn+1.
5.2.3 Cristal de Dieudonné et foncteur Mod
Soit G un schéma en groupes commutatifs fini, plat et tué par pn. Pour m = n et m = n+1,
on note Gm = G ×Spec (OK) Tm. Ces schémas définissent des faisceaux sur les sites (Tn)syn (resp.
(Tn/En)SYN-CRIS) et (Tn+1)syn que l’on note encore Gn et Gn+1. On appelle encore i l’épaissis-
sement Tn →֒ Tn+1. L’objet Mod(G) est défini par (voir paragraphe 4.2.1 de [Bre00a]) :
Mod(G) = Hom(Gn,Ocrisn ) = Hom(Gn+1, i⋆Ocrisn )
Fil 1Mod(G) = Hom(Gn,J crisn ) = Hom(Gn+1, i⋆J crisn )
et φ1 : Fil 1Mod(G)→ Mod(G) est la flèche induite par φ1 : i⋆J crisn → i⋆Ocrisn .
Remarques. L’égalité Hom(Gn,Ocrisn ) = Hom(Gn+1, i⋆Ocrisn ) résulte du fait que ces deux termes
s’identifient au même sous-ensemble de Ocrisn (Gn) puisque Gn (resp. Gn+1) est syntomique sur
Tn (resp. Tn+1) (voir proposition 2.2.2 de [Bre00a]).
La définition de [Bre00a] n’est pas exactement la même que celle que l’on vient de donner.
En effet, dans loc. cit., il est question des faisceaux Ocris∞ et J cris∞ et de schémas formels. Tou-
tefois, on montre sans mal (en utilisant le même argument que dans la première partie de cette
remarque) que les deux définitions coïncident.
Par ailleurs, dans [BBM82] (voir définition 3.1.5), Berthelot, Breen et Messing associent à
Gn un cristal sur le site7 (Tn/En)SYN-CRIS, appelé cristal de Dieudonné de Gn et noté D(Gn). Par
définition, on a D(Gn) = Ext1(Gn,OTn/En). (On rappelle que si F et F ′ sont deux faisceaux sur
(X/Υ)SYN-CRIS, le faisceau Ext1(F ,F ′) est par définition le faisceau associé au préfaisceau :
(U, T ) 7→ Ext1(F|(U,T ),F ′|(U,T ))
ce dernier Ext1 étant calculé dans la catégorie des faisceaux abéliens sur le site (U/T )SYN-CRIS.)
6Dans ce lemme, seule la platitude sur Wn est annoncée mais la platitude sur Sn est également vraie en repre-
nant les arguments de la proposition 2.1.2.1 de [Bre98].
7En réalité dans [BBM82], il n’est pas du tout question de topologie syntomique. Cependant d’après le corol-
laire 2.3.11 de [BBM82], il s’agit bien du même préfaisceau.
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D’autre part, de façon très générale, si A et B sont deux objets d’une catégorie abélienne
tués par un entier N , on a une flèche canonique :
Ext1(A,B)→ Hom(A,B)
qui à une extension E associe la flèche du serpent associée au diagramme commutatif à lignes
exactes suivant :







0 // B // E // A // 0
Puisque Gn et OTn/En sont tués par pn, ceci s’applique à notre situation et fournit une flèche
canonique :
σ : D(Gn)→ Hom(Gn,OTn/En) (11)
qui, d’après la proposition 4.2.9 de [BBM82], induit un isomorphisme sur les sections globales.
Autrement dit :
D(Gn)(Tn, En) ≃ Hom(Gn,OTn/En) = Mod(G) (12)
la dernière égalité étant obtenue grâce à l’adjonction des foncteurs w⋆ et w⋆ (les Hom calculés
sur les petit et gros sites syntomiques sont les mêmes puisqueGn est représentable par un schéma
syntomique sur Tn). L’isomorphisme (12) est celui qui fournit le lien entre le point de vue de
[BBM82] (cristal de Dieudonné) et le point de vue de [Bre00a] (objet de M10).
5.3 Construction du morphisme de comparaison
On garde les notations du paragraphe précédent. On note, en outre, G∨ le dual de Cartier de
G et G∨m = G
∨ ×Spec (OK) Tm pour m = n et m = n + 1. On désigne encore par G∨n le faisceau
sur le site (Tn/En)SYN-CRIS défini par le schéma G∨n . On rappelle que G∨n = Hom(Gn,Gm) où
Gm est défini par Gm(U, T ) = Γ(U,OU)⋆.
Le but, ici, est d’obtenir un isomorphisme canonique et fonctoriel :
Mod(G)∨ → Mod(G∨).
Or, on dispose d’une suite exacte de faisceaux abéliens :
0 // 1 + JTn/En // O
⋆
Tn/En
// Gm // 0
et la flèche de cobord associée au foncteur Hom(Gn, ·) induit un morphisme G∨n → Ext1(Gn, 1+
JTn/En). Par ailleurs, on a un morphisme log : 1 + JTn/En → OTn/En défini par :









− · · ·
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qui induit, par fonctorialité, un morphisme Ext1(Gn, 1+JTn/En)→ Ext1(Gn,OTn/En) = D(Gn).




Finalement, par application du foncteur Hom(·,OTn/En), on obtient :
α⋆CRIS : HomOTn/En (D(Gn),OTn/En)→ Hom(G
∨
n ,OTn/En)
où la notation « HomOTn/En » signifie que l’on se restreint aux morphismes OTn/En-linéaires.
D’après le théorème 5.2.7 de [BBM82], α⋆CRIS est un isomorphisme.
Le but de α⋆CRIS s’identifie (grâce à l’adjonction des foncteurs w⋆ et w⋆) à Mod(G∨), tandis
que la source est naturellement munie d’un morphisme γ (obtenu en regardant les sections
globales) vers HomSn(Mod(G), Sn).
Lemme 5.3.1. Le morphisme γ : HomOTn/En (D(Gn),OTn/En) → HomSn(Mod(G), Sn) est un
isomorphisme.
Démonstration. On remarque que D(Gn) et OTn/En sont tous les deux des cristaux sur le site
(Tn/En)SYN-CRIS. Le lemme résulte alors de la description de la catégorie de ces cristaux en
terme de modules à connexion intégrable et quasi-nilpotente (dans cette situation, la connexion
est nécessairement nulle). 
Au final, la composée β⋆ = α⋆CRIS ◦ γ−1 fournit un isomorphisme :
β⋆ : Mod(G)∨ → Mod(G∨)
dont on vérifie directement qu’il est fonctoriel en G. Il reste à prouver que β⋆ est isomorphisme
dans la catégorie Mr. C’est l’objet des paragraphes suivants.
5.4 Cas des groupes de la forme H(n)
Dans ce paragraphe, on se place dans le cas particulier où G est le noyau de la multiplication
par pn sur un groupe p-divisibleH. Notons, pour simplifier, Hn = H×Spec (OK) Tn et pour tout
m, Hn(m) le noyau de la multiplication par pm sur Hn. La supposition que l’on vient de faire
entraîne alors Gn = Hn(n).
Cette hypothèse supplémentaire a l’avantage de fournir un inverse au morphisme σ défini
en (11). En effet, on dispose alors d’une suite exacte :
0 // Gn //Hn(2n)
pn // Gn // 0
et on note s le morphisme de cobord :
s : Hom(Gn,OTn/En)→ Ext
1(Gn,OTn/En) = D(Gn)
associé au foncteur Hom(·,OTn/En).
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Lemme 5.4.1. Les morphismes σ et s sont inverses l’un de l’autre. En particulier, le faisceau
Hom(Gn,OTn/En) est un cristal sur (Tn/En)SYN-CRIS.
Démonstration. On vérifie facilement, en déroulant les définitions, que σ ◦ s = id. Il suffit,
pour conclure, de prouver que s est un épimorphisme. Considérons (U, T ) ∈ (Tn/En)SYN-CRIS
avec T = SpecS affine et le diagramme commutatif suivant :






D(Gn)(Tn, En)⊗Sn S // D(Gn)(U, T )
La flèche de gauche est un isomorphisme, ainsi que celle du bas puisque D(Gn) est un cristal
sur (Tn/En)SYN-CRIS. On en déduit que s(U,T ) est surjectif, ce qui suffit pour conclure. 
Notons :
σ⋆ : HomOTn/En (Hom(Gn,OTn/En),OTn/En)→ HomOTn/En (D(Gn),OTn/En)
(resp. s⋆ : HomOTn/En (D(Gn),OTn/En)→ HomOTn/En (Hom(Gn,OTn/En),OTn/En))
le morphisme induit par σ (resp. par s) via le foncteur HomOTn/En (·,OTn/En).
5.4.1 Les morphismes βCRIS et βsyn
On pose βCRIS = σ ◦ αCRIS. Sur le petit site syntomique, à partir de la suite exacte (que l’on
déduit de (10)) :
0 // 1 + J crisn // O
cris
n
⋆ // O⋆n // 0
on définit un morphisme Hom(Gn,O⋆n) → Ext1(Gn, 1 + J crisn ) qui fournit, après composition
par log, un morphisme αsyn : Hom(Gn,O⋆n)→ Ext1(Gn,Ocrisn ). Le morphisme βsyn s’obtient de
façon analogue en composant par la flèche canonique Ext1(Gn,Ocrisn )→ Hom(Gn,Ocrisn ).
On vérifie, en déroulant les définitions, que βsyn se décrit localement de la façon expli-
cite suivante. Soit f ∈ Hom(Gn,O⋆n). Soit U ∈ (Tn)syn. On cherche à décrire l’élément
βsyn(f(U)) ∈ Hom(Gn|U ,Ocrisn |U). Considérons pour cela V ∈ Usyn suffisamment petit pour
que la suite 0 → 1 + J crisn (V ) → Ocrisn
⋆
(V ) → O⋆n(V ) → 0 soit exacte. L’élément f fournit
par restriction à V une application g : Gn(V )→ O⋆n(V ). Soient x ∈ Gn(V ) et y ∈ Ocrisn
⋆
(V ) un
relevé quelconque de g(x). On vérifie directement que ypn ne dépend que de x et que c’est un




Finalement, notons que l’on aura également besoin d’utiliser le morphisme i⋆βsyn où on
rappelle que i désigne l’inclusion Tn →֒ Tn+1 ; par abus, on notera ce morphisme encore βsyn.
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Par ailleurs, si F est un faisceau de (Tn)SYN et F ′ un faisceau de (Tn/En)SYN-CRIS, les mor-
phismes d’adjonction permettent de construire un morphisme canonique :
w⋆Hom(F , w⋆F
′)→ Hom(w⋆F ,F ′). (13)
Avec F = Gn et F ′ = OTn/En , on obtient une flèche w⋆Hom(Gn,Ocrisn ) → Hom(Gn,OTn/En)
puis, par application du foncteur Hom(·,OTn/En) :










et finalement par restriction au petit site puis application du foncteur i⋆, un morphisme :





où, cette fois-ci, le dernier Hom est calculé sur le (Tn+1)syn. (On remarque que puisque Gn est
représentable par un schéma syntomique, on a une identification canonique i⋆Hom(Gn,Ocrisn ) =
Hom(Gn, i⋆Ocrisn ).)
De plus, on vérifie facilement que si F ′ est de la forme w⋆F ′′, alors le morphisme (13)
est un isomorphisme. Autrement dit Hom(w⋆F , w⋆F ′) = w⋆Hom(F ,F ′) pour F et F ′ des
faisceaux sur le gros site syntomique. En particulier, en prenant F = Gn et F ′ = O⋆n, on
obtient un isomorphisme (sur le site cristallin) entre G∨n et w⋆Hom(Gn,O⋆n). On en déduit que
Hom(Gn,O
⋆
n) est le faisceau sur (Tn)SYN défini par le schéma G∨n . On note ce faisceau encore
G∨n . Les propriétés d’adjonction fournissent des égalités :
Hom(G∨n ,OTn/En) = Hom(G∨n ,Ocrisn ) = Mod(G∨)
les Hom étant calculés sur les gros ou petits sites.
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Le morphisme γ2 est obtenu simplement en regardant le morphisme induit sur les sections glo-
bales et les morphismes β⋆CRIS et β⋆syn ont des définitions évidentes. Notons de plus que tous les
faisceaux syntomiques sont considérés sur le site (Tn+1)syn. Comme β⋆syn ◦ γ1 est un isomor-
phisme, le morphisme γ1 est injectif. Notons HomCRISOcrisn (Hom(Gn,Ocrisn ),Ocrisn ) son image. Le































où désormais toutes les flèches sont des isomorphismes comme on le vérifie facilement. Lorsque
nous aurons à considérer par la suite des morphismes γ1, γ2 et β⋆syn, l’ensemble de départ ou
d’arrivée (selon le cas) sera toujours HomCRISOcrisn (Hom(Gn,Ocrisn ),Ocrisn ). En particulier, ces trois
morphismes deviennent des isomorphismes.
5.4.2 Compatibilité à Fil 1
Le but de ce paragraphe est de montrer que le morphisme β⋆ envoie Fil 1Mod(G)∨ sur
Fil 1Mod(G∨). En réalité, cela résulte presque directement du lemme suivant :
Lemme 5.4.2. Soit f ∈ Fil 1Mod(G)∨. La restriction de γ−12 (f) à Hom(Gn,J crisn ) tombe dans
J crisn .
Démonstration. Pour cette preuve on travaille sur le petit site cristallin (Tn/En)syn-cris : c’est
la restriction du gros site aux couples (U, T ) pour lesquels U est syntomique sur Tn. Notons
f˜ la restriction du faisceau γ−11 ◦ γ−12 (f) au petit site (Tn/En)syn-cris. Il suffit de montrer que la
restriction de f˜ à Hom(Gn,JTn/En) tombe dansJTn/En et pour cela de construire un morphisme








0 // JTn/En // OTn/En
pr // Ga // 0
(14)
Comme Hom(Gn,Ga) = w⋆Hom(Gn,On) et Ga = w⋆On, il revient au même de construire
un morphisme Hom(Gn,On) → On sur le petit site syntomique (Tn)syn. On construit celui-ci
localement.
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D’après la proposition 3.2.9 de [Bre00a] (en remplaçant H(1) par H(n) ce qui ne modifie
pas la preuve) le morphisme Hom(Gn,OTn/En) → Hom(Gn,On) est surjectif, et donc l’hypo-
thèse du lemme fournit, à partir de f , une flèche g : Hom(Gn,On)→ OK/pn.
Par ailleurs, puisque Gn est fini sur Tn, il est nécessairement affine : notons An son anneau
et c : An → An ⊗OK/pn An la comultiplication. Notons Acn le noyau de c − 1 ⊗ id − id ⊗ 1.
Considérons U ∈ (Tn)syn, c’est en particulier un schéma plat sur Tn. On suppose en outre que
U = SpecR est un schéma affine. On a alors :
Hom(Gn,On)(U) =
{
x ∈ A⊗OK/pn R/ c(x) = 1⊗ x+ x⊗ 1
}
= Acn ⊗OK/pn R
la dernière égalité provenant de la platitude de R sur OK/pn. Le morphisme g : Acn →
OK/pn construit précédemment donne, par tensorisation par R au dessus de OK/pn, une flèche
Hom(Gn,On)(U) → On(U). Par recollement, on construit un morphisme de faisceaux sur le
site syntomique qui correspond à un morphisme g˜ : Hom(Gn,Ga) → Ga sur le site cristallin.
Il ne reste plus qu’à vérifier que g˜ fait commuter le diagramme (14). On considère pour cela
(U, T ) ∈ (Tn/En)syn-cris et on vérifie la commutativité du diagramme sur l’ouvert (U, T ). On
peut supposer U et T affines, disons U = SpecR et T = SpecS. On considère le diagramme
suivant :
Hom(Gn,OTn/En)(U, T )








pr(U,T ) // R
On vérifie directement que le carré du haut est commutatif. Celui du bas l’est également par
construction. Ainsi tout le diagramme commute, ce qui termine la preuve du lemme. 
Proposition 5.4.3. Le morphisme β⋆ envoie Fil 1Mod(G)∨ sur Fil 1Mod(G∨).
Démonstration. Soit f ∈ Fil 1Mod(G)∨. Par le lemme précédent, il existe un morphisme de
faisceaux g˜ faisant commuter le diagramme suivant :
Hom(Gn,Ocrisn )










Par ailleurs, le morphisme log : 1 + J crisn → Ocrisn prend ses valeurs dans J crisn et donc βsyn se
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En concaténant les deux diagrammes précédents, on remarque immédiatement que la com-
posée f˜ ◦ βsyn tombe dans J crisn . Ainsi β⋆syn(f˜) ∈ Hom(Gn,J crisn ) ce qui implique β⋆(f) ∈
Fil 1Mod(G∨) comme annoncé. 
5.4.3 Compatibilité à φ1
Dans ce paragraphe, on prouve que β⋆ est compatible à φ1. Pour cela, on introduit Sn le sous-
faisceau de J crisn défini comme le noyau du morphisme φ1 − id : J crisn → Ocrisn . On commence
par montrer un lemme concernant ce faisceau :
Lemme 5.4.4. Le morphisme βsyn se factorise par G∨n → Hom(Gn,Sn) →֒ Hom(Gn,Ocrisn ).
Démonstration. Il s’agit d’un calcul local pour la topologie syntomique. On reprend les nota-
tions (A∞, etc.) du paragraphe 5.2.2. En particulier, on dispose d’une suite exacte :
0 // 1 + J crisn (A
∞) //W cris,DPn (A
∞)⋆
s // (A∞)⋆ // 0 .
D’après la description faite au début du paragraphe 5.4.1, il suffit de montrer que si x ∈ (A∞)⋆
vérifie xpn = 1 et si y ∈W cris,DPn (A∞)⋆ désigne un antécédent (que l’on a le droit de choisir) de
x alors φ1(log(yp
n
)) = log(ypn). Considérons un tel x.
Il est immédiat de vérifier que x admet un antécédent de la forme y = (y0, . . . , yn−1) ∈
Wn(A
∞/pA∞). On note z = ypn = (yp
n
0 , 0, . . . , 0) et zˆ = (y
pn−1




)) est la réduction modulo pn de 1
p
φ(logzˆ). Mais :
φ(logzˆ) = log(φ(zˆ)) = log(zˆp) = p logzˆ
l’égalité φ(zˆ) = zˆp étant vérifiée car zˆ est un représentant de Teichmüller. On en déduit bien
φ1(log(yp
n
)) = log(ypn) comme voulu. 










γ−12 (h) // Ocrisn
est commutatif.
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Démonstration. Notons f˜ = γ−12 (f) et h˜ = γ−12 (h). On fait à nouveau un calcul local : on
reprend les notations (A∞, etc.) du paragraphe 5.2.2. Comme Hom(Gn,OTn/En) est un cristal,
on a :
w⋆Hom(Gn,OTn/En) ≃ Mod(G)⊗Sn Ocrisn
et le morphisme f˜ (resp. h˜) s’écrit sur A∞ :
f˜A∞ : Hom(Gn,Ocrisn )(A
∞)
η //Mod(G)⊗Sn Ocrisn (A∞)
f⊗id // Ocrisn (A
∞)
(resp. h˜A∞ : Hom(Gn,Ocrisn )(A∞)
η //Mod(G)⊗Sn Ocrisn (A∞)
h⊗id // Ocrisn (A
∞) ).
Notons :
K = Fil 1Mod(G)⊗Sn Ocrisn (A∞) + Mod(G)⊗Sn J crisn (A∞) ⊂ Mod(G)⊗Sn Ocrisn (A∞)
et montrons que η envoie Hom(Gn,J crisn )(A∞) dans K. En reprenant les notations de la preuve
du lemme 5.4.2, on a un diagramme commutatif :








pr⋆⊗s // Acn ⊗OK/pn A
∞
où s est la flèche définie en 5.2.2 et où pr⋆ : Mod(G) → Acn était noté pr⋆(Tn,En) dans le lemme
5.4.2. Il suffit donc de montrer que le noyau de pr⋆⊗ s est inclus dans K. Pour cela, on rappelle
que l’on a une suite exacte :
0 // Fil 1Mod(G) //Mod(G) // Acn // 0
la surjectivité résultant du corollaire 3.2.10 de [Bre00a] (avec H(n) à la place de H(1)). Elle
fournit le diagramme suivant :
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où toutes les lignes et colonnes sont exactes, l’exactitude de la ligne centrale résultant de la
platitude de Ocrisn (A∞) sur Sn. Une chasse au diagramme donne alors le résultat : le noyau de η
est inclus dans K.
On voit que f ⊗ id envoie K sur J crisn (A∞) et que la restriction f˜ : Hom(Gn,J crisn )→ J crisn
s’écrit sur A∞ de la façon suivante :
f˜A∞ : Hom(Gn,J crisn )(A
∞)
η // K
f⊗id // J crisn (A
∞) .
















η //Mod(G)⊗Sn Ocrisn (A∞)
h⊗id // Ocrisn (A
∞)
où φ : Mod(Gˆ) → Mod(Gˆ) est défini par la formule φ(x) = 1
c
φ1(E(u)x)). On vérifie que
les deux carrés commutent. On en déduit que tout le diagramme commute, ce qui démontre le
lemme. 
Remarque. En examinant la preuve précédente, on constate qu’elle fournit une autre démons-
tration (pas très éloignée toutefois) du lemme 5.4.2.
Proposition 5.4.6. Le morphisme β⋆ est compatible à φ1.
Démonstration. Pour cette preuve, on note encore βsyn le morphisme G∨n → Hom(Gn,J crisn )
induit par βsyn.
Soit f ∈ Fil 1Mod(G)∨. Notons f˜ = γ−12 (f). D’après le lemme 5.4.2, il existe un morphisme
g˜ : Hom(Gn,J crisn )→ J
cris










Le morphisme φ1(β⋆f) est alors défini comme la composée φ1 ◦ g˜ ◦ βsyn. On considère le
diagramme suivant :
G∨n









γ−12 (φ1(f)) // Ocrisn
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Le carré de gauche commute (lemme 5.4.4), ainsi que celui de droite (lemme 5.4.5). On en





2 (φ1(f)) = γ
−1
2 (φ1(f)) ◦ βsyn = φ1 ◦ g˜ ◦ βsyn = φ1(β
⋆f)
ce qui implique la proposition. 
5.5 Cas général
Le but de ce dernier paragraphe est de prouver le théorème suivant :
Théorème 5.5.1. Soit G un OK-schéma en groupes commutatifs fini, plat et tué par une puis-
sance de p. Alors on a un isomorphisme canonique et fonctoriel :
Mod(G)∨ ≃ Mod(G∨)
dans la catégorie M10.
Démonstration. Bien sûr, l’isomorphisme dont il est question est β⋆ défini en 5.3.
On montre dans un premier temps que le morphisme β⋆ est compatible à Fil 1 et φ1. D’après
ce que l’on a fait précédemment c’est vrai si G est de la forme H(n) pour un groupe p-divisible
H. Dans le cas général, il existe, par un résultat de Raynaud, un épimorphisme H(n) → G
pour un certain groupe p-divisible H et un certain entier n. D’après la proposition 3.4.4 et la









et la flèche induite u : Fil 1Mod(H(n))∨ → Fil 1Mod(G)∨ est surjective. Soient x ∈ Fil 1Mod(G)∨
et y ∈ Fil 1Mod(H(n))∨ un antécédent par u de x. On a β⋆G(x) = v ◦ β⋆H(n)(y) d’où, puisque v
et β⋆H(n) respectent le Fil 1, il vient β⋆G(x) ∈ Fil 1Mod(G∨) et la compatibilité recherchée.
Passons à la compatibilité avec φ1. On considère cette fois-ci un monomorphisme G →
H(n), qui donne naissance au cube commutatif suivant :
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Les flèches horizontales sont toutes injectives et toutes les faces, sauf a priori celle de gauche,
commutent. Une chasse au diagramme permet de prouver que la face de gauche est aussi com-
mutative (on utilise l’injectivité de Mod(G)∨ → Mod(H(n))∨) et donc de conclure.
Finalement, il ne reste plus qu’à prouver que β⋆ : Fil 1Mod(G)∨ → Fil 1Mod(G∨) est sur-
jectif. Or, par le lemme (facile) 4.2.14 de [Bre00a], cela est automatique lorsque G est tué par p.
On conclut par un dévissage aisé laissé au lecteur. 
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