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In this work, we put forward the theoretical foundation toward thermodynamics of quantum im-
purity systems measurable in experiments. The theoretical developments involve the identifications
on two types of thermodynamic entanglement free–energy spectral functions for impurity systems
that can be either fermionic or bosonic or combined. Consider further the thermodynamic limit in
which the hybrid environments satisfy the Gaussian–Wick’s theorem. We then relate the thermo-
dynamic spectral functions to the local quantum impurity systems spectral densities that are often
experimentally measurable. Another type of inputs is the bare–bath coupling spectral densities,
which could be accurately determined with various methods. Similar relation is also established
for the nonentanglement component that exists only in anharmonic bosonic impurity systems. For
illustration, we consider the simplest noninteracting systems, with focus on the strikingly different
characteristics between the bosonic and fermionic scenarios.
PACS numbers: 05.70.-a, 05.30.-d
I. INTRODUCTION
Quantum impurity systems such as quantum dots and
nanostructured materials offer diversified functionalities,
where the strong correlations, quantum entanglement,
coherence and decoherence often play crucial roles. The
properties such as electronic and heat conductivity of
nano-materials can be enhanced significantly compared
to their bulk counterparts.1–3 These unique properties
can be exploited to design highly efficient molecular junc-
tions and quantum devices.4–8 All these frontier develop-
ments need to be guided by basic thermodynamic princi-
ples in the quantum regime.9 The ever increasing capabil-
ity in the exquisite manipulations and detections leads to
quantum impurity systems also ideal test beds for quan-
tum physics. However, can thermodynamics be experi-
mentally measurable, particularly for quantum impurity
systems? This is an open question to be addressed.
In this paper, we will exploit some basic relations to-
ward the above quest. As Einstein remarked, “Ther-
modynamics is the only physical theory which I am con-
vinced will never be overthrown, within the framework of
applicability of its basic concepts”.10 On this basis, we
elucidate a set of universal relations between mesoscopic
quantum mechanics and macroscopic thermodynamics.
Physically, one can visualize a quantum impurity sys-
tem as a thermodynamic mixture, such as the widely
used Anderson impurity model. The total system–and–
bath composite Hamiltonian assumes the form of HT =
HS + hB + HSB. The last term denotes the hybridiza-
tion between the local mesoscopic system and a nonlocal
macroscopic bath environment. In the thermodynamics
nomenclature, such a total composite mixture at a given
temperature T constitutes a closed system. It is in ther-
mal contact with surrounding heat reservoir to maintain
the constant temperature scenario.
We will see in Sec. II there is a difference between the
fermionic and bosonic hybridization scenarios. The for-
mer has only the entanglement component, but the lat-
ter involves also the nonentanglement contribution. Both
these two thermodynamic components could be experi-
mentally measured.
In Sec. III, we present a unified theory and relate the
entanglement thermodynamics to two types of spectral
functions. One is the entanglement free–energy spectral
density, with odd parity in frequency. Another is the en-
tanglement thermodynamic spectrum, with even parity
in frequency. Interestingly, these two spectral functions
possess opposite parity, but equal–area in the half–side
frequency region of ω ∈ [0,∞). While both are about
equally accessible in experiments, we would suggest the
thermodynamic spectrum be the choice. In Appendix, we
analyze the universal high–temperature thermodynamic
behaviors. We show the dramatic difference between the
fermionic and bosonic hybridization scenarios.
Consider further the theoretical formulations with
Gaussian bath environments, where the Gaussian–
Wick’s theorem is applicable.11–13 This coupling bath
model is rather commonly adopted in various theo-
ries in quantum mechanics of open systems, such as
the path–integral influential functional formalism.14–16
Its time–derivative equivalence, the hierarchical equa-
tions of motion (HEOM) formalism, either bosonic17–20
or fermionic,21 is now a well–established method.22–29
The dissipaton equation of motion theory is also
developed.30–33 This is a statistical quasi–particle ex-
tension of the HEOM, covering further the hybrid bath
dynamics.30–35
We will show that the system–and–bath entanglement
theory with Gaussian environments36 is intimately re-
lated to the aforementioned entanglement free–energy
spectral functions. We will further extend this theory
to its treatment on the nonentanglement thermodynamic
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2component that is generally nonzero for bosonic quan-
tum impurity systems. We present the formulations with
fermionic and bosonic Gaussian environments in Sec. IV
and Sec. V, respectively. We conclude that the ther-
modynamic hybridizing free–energy, either fermionic or
bosonic, can be completely determined with the local im-
purity system properties and the nonlocal bath hybridiza-
tion functions. These two types of properties of quan-
tum impurity systems are in principle both experimen-
tally measurable. In Sec. VI, we illustrate the results on
noninteracting systems and show the remarkably distinct
bosonic versus fermionic characteristics. We summarize
this paper with Sec. VII.
II. ENTANGLEMENT VERSUS
NONENTANGLEMENT THERMODYNAMICS
A. Thermodynamic integral formalism
We will focus on the free–energy change before and
after hybridization:
Ahyb(T ) ≡ A(T )−A0(T ). (2.1)
This corresponds to Zhyb = e
−βAhyb = ZT/Z0, with
β = 1/(kBT ), whereas ZT = e
−βA = Tre−βHT and
Z0 = e
−βA0 = ZS0Z
B
0 = (trSe
−βHS)(trBe−βhB). One can
evaluate Zhyb = e
−βAhyb directly via the imaginary–time
approaches, such as the path–integral formalism37 and
its influential functional derivative equivalence.38–40
Alternatively, according to the Second Law, one can
relate the isotherm free–energy change to the reversible
work performed on total composite mixture. This results
in Ahyb(T ) the thermodynamic integral formalism, with
the varying system–bath coupling strength as the inte-
gration parameter.41–44 To proceed, we write the total
composite Hamiltonian in the hybridization parameter
λ–augmented form,
HT(λ) = HS + hB + λHSB. (2.2)
A reversible process is now mathematically described
with the smooth varying the hybridization parame-
ter from λ = 0 to λ = 1. Denote ρˆeqT (T ;λ) ≡
e−βHT(λ)/ZT(λ). The differential reversible work per-
formed in [λ, λ+ dλ] is then
δwrev(λ) = Tr[HSBρˆ
eq
T (T ;λ)]dλ. (2.3)
We obtain the thermodynamic integral expression,41–44
Ahyb(T ) =
∫ 1
0
δwrev(λ) =
∫ 1
0
dλ
λ
〈HSB〉λ, (2.4)
with
〈HSB〉λ ≡ Tr[(λHSB)ρˆeqT (T ;λ)]. (2.5)
This is just the λ–augmented equivalence to the original
〈HSB〉 where λ = 1. Therefore, all methods on 〈HSB〉
would be readily applicable for thermodynamics. These
include the quantum Monte Carlo approach,45,46 den-
sity matrix renormalization group,47,48 numerical renor-
malization group,49,50 Green’s function technique51 and
multi-configuration time-dependent Hartree method.52,53
It is also noticed that the above formalism, Eq. (2.4) with
Eq. (2.5), can be readily generalized to transient thermo-
dynamics problems.54
B. Entangled and nonentangled contributions
In general the system–bath coupling HSB assumes a
multiple–modes decomposition form, with each mode be-
ing a product of a system operator and a bath operator.
The hybridization pair of operators can be either bosonic
or fermionic. The resultant 〈HSB〉 differs in these two sce-
narios, as detailed below.
1. Bosonic hybridization case
The generic form of bosonic hybridization reads
HSB =
∑
u
QˆuFˆu, with [Qˆu, Fˆv] = 0. (2.6)
Here, {Qˆu} and {Fˆu} are Hermitian operators in the lo-
cal impurity system and the nonlocal bath subspaces,
respectively. Let δOˆ ≡ Oˆ − 〈Oˆ〉. We have
〈HSB〉 =
∑
u
〈Qˆu〉〈Fˆu〉+
∑
u
〈δQˆuδFˆu〉. (2.7)
It involves both the uncorrelated and the nonlocally cor-
related sum terms. Their λ–augmented counterparts give
rise the nonentanglement and entanglement free–energy
contributions to Eq. (2.4), respectively. The former reads
Anenhyb(T ) =
∑
u
∫ 1
0
dλ
λ
〈Qˆu〉λ〈Fˆu〉λ, (2.8)
where
〈Qˆu〉λ = Tr[QˆuρˆeqT (T ;λ)],
〈Fˆu〉λ = Tr[λFˆuρˆeqT (T ;λ)].
(2.9)
Similarly, the entanglement free–energy contribution is
Aenhyb ≡ Ahyb −Anenhyb =
∑
u
∫ 1
0
dλ
λ
〈δQˆuδFˆu〉λ. (2.10)
2. Fermionic hybridization case
In contrast to Eq. (2.6), a fermionic hybridization usu-
ally reads
HSB =
∑
u
(
aˆ†uFˆu + Fˆ
†
u aˆu
)
, with {aˆ†u, Fˆv} = 0. (2.11)
3Here, {aˆu} and {Fˆu} are fermionic operators in the lo-
cal impurity system and the nonlocal bath subspaces,
respectively, satisfying {aˆ†u, Fˆv} = {aˆu, Fˆv} = 0. In prac-
tise, aˆu (aˆ
†
u) is the annihilation (creation) operator, as-
sociated with the specified single–electron spin–orbital
state in the system subspace. The nonlocal bath sub-
space operator Fˆu consists of a linear combination an-
nihilation operators in the bath subspace. Apparently,
〈aˆ†u〉 = 〈Fˆu〉 = 0, due to the underlying fermionic nature.
Therefore, the fermionic hybridization is a pure entan-
glement event, with
Ahyb = A
en
hyb =
∑
u
∫ 1
0
dλ
λ
〈
aˆ†uFˆu + Fˆ
†
u aˆu
〉
λ
. (2.12)
In the coming section, we will focus on the entangle-
ment thermodynamics via Eq. (2.10) and Eq. (2.12) for
the bosonic and fermionic scenarios, respectively. We
will identity the spectral density descriptions on entan-
glement thermodynamics that is intimately related to the
fluctuation–dissipation theorem (FDT).11–13 The nonen-
tanglement Anenhyb, Eq. (2.8), which exists only for the
bosonic case, will be revisited in Sec. V.
III. ENTANGLEMENT THERMODYNAMIC
SPECTRAL FUNCTIONS
A. Entanglement spectral density: Bosonic case
It is noticed that the entanglement thermodynamics
can be treated with the linear response theory, without
approximations. In the following developments, we set
the time variable t ≥ 0, unless specified further. Con-
sider the bosonic case, Eq. (2.6), where [Qˆu, Fˆu] = 0.
The relevant response function with the system–and–bath
symmetrization would be
χSB(t) =
i
2
∑
u
〈
[Qˆu(t), Fˆu(0)] + [Fˆu(t), Qˆu(0)]
〉
. (3.1)
This is a real and odd function. Define
χ˜SB(ω) ≡
∫ ∞
0
dt eiωtχSB(t) ≡ χ˜(r)SB (ω) + iχ˜(i)SB(ω). (3.2)
The real and imaginary parts, χ˜
(r)
SB (ω) ≡ Reχ˜SB(ω) and
χ˜
(i)
SB(ω) ≡ Imχ˜SB(ω), satisfy χ˜(r)SB (−ω) = χ˜(r)SB (ω) and
χ˜
(i)
SB(−ω) = −χ˜(i)SB(ω), respectively. The related spectral
density is given by
JSB(ω) ≡ 1
2i
∫ ∞
−∞
dt eiωtχSB(t) = Imχ˜SB(ω). (3.3)
Throughout this paper, we set ~ = 1 for the unit of
Planck constant. Denote also Oˆ(t) ≡ eiHTtOˆe−iHTt and
〈( · )〉 ≡ TrT[( · )e−βHT ]/ZT, with HT ≡ HT(λ = 1). This
defines χSB(t) of Eq. (3.1). Its λ–augmented counterpart,
χSB(t;λ), is similar but with HT(λ) of Eq. (2.2). The re-
sultant χ˜SB(ω;λ) and JSB(ω;λ) are followed as Eqs. (3.2)
and (3.3). The above convention follows that in Sec. II
and is adopted throughout this paper.
To evaluate Eq. (2.10), we exploit the following identity
that arises from the bosonic FDT,
〈HSB〉enλ =
∑
u
〈
δQˆuδFˆu
〉
λ
=
1
pi
∫ ∞
−∞
dω
JSB(ω;λ)
1− e−βω . (3.4)
One can then recast Eq. (2.10) as
Aenhyb(T ) = −
1
pi
∫ ∞
−∞
dω
ϕ(ω)
1− e−βω , (3.5)
with the entanglement free–energy spectral density,
ϕ(ω) ≡ −Im
∫ 1
0
dλ
λ
χ˜SB(ω;λ) = −ϕ(−ω). (3.6)
The inclusion of a negative sign to each of Eqs. (3.5)
and (3.6) is made with the spontaneity convention. The
last identity highlights that the entanglement free–energy
spectral density, ϕ(ω), is antisymmetric. This symmetry
is rooted at the chosen system–and–bath symmetrization
response function, Eq. (3.1). It turns out to be instru-
mental to the entanglement thermodynamic spectrum,
as detained in Sec. III C.
B. Entanglement spectral density: Fermionic case
It is noticed that convention theories of fermionic im-
purity systems go with the Green’s function formalism,
involving anticommutators between two non-Hermition
operators. In relation to the evaluation of
〈HSB〉 =
∑
u
〈aˆuFˆ †u + Fˆuaˆ†u〉, (3.7)
the relevant Green’s function is
GSB(t) =
∑
u
〈{aˆu(t), Fˆ †u(0)}+ {Fˆu(t), aˆ†u(0)}〉. (3.8)
It satisfies
G∗SB(t) = GSB(−t) and GSB(0) = 0. (3.9)
Define [cf. Eq. (3.2)]
G˜SB(ω) ≡
∫ ∞
0
dt eiωtGSB(t). (3.10)
The related spectral density is given by
JSB(ω) = 1
2
∫ ∞
−∞
dt eiωtGSB(t) = Re G˜SB(ω), (3.11)
satisfying∫ ∞
−∞
dωJSB(ω) = piGSB(t = 0) = 0. (3.12)
4We obtain
〈HSB〉 = 1
pi
∫ ∞
−∞
dω
JSB(ω)
1 + eβω
=
1
pi
∫ ∞
−∞
dω
J oddSB (ω)
1 + eβω
. (3.13)
The first identity arises from the fermionic FDT. The
last one is the integrated equality, in which JSB(ω) can
be replaced by its odd function component,
J oddSB (ω) ≡
1
2
[JSB(ω)−JSB(−ω)] = −J oddSB (−ω). (3.14)
The observations are as follows. Consider the symmetry
property of Fermi function,
1
1 + eβω
=
1
2
− sinh(βω/2)
2 cosh(βω/2)
. (3.15)
The first term, the constant (1/2), does not contribute to
Eq. (3.13), due to Eq. (3.12). The second term is an odd
function, resulting in the integrated equality, the second
identity of Eq. (3.13).
Now it is readily to obtain Eq. (2.12) the expression,
Ahyb(T ) = A
en
hyb(T ) = −
1
pi
∫ ∞
−∞
dω
ϕ(ω)
1 + eβω
. (3.16)
The involved free–energy spectral density reads
ϕ(ω) = −1
2
Re
∫ 1
0
dλ
λ
[
G˜SB(ω;λ)− G˜SB(−ω;λ)
]
, (3.17)
with ϕ(−ω) = −ϕ(ω), the same parity as Eq. (3.6).
C. Entanglement free–energy spectrum and the
equal–area theorem
Following Eq. (3.2) and Eq. (3.10), we have
χ˜SB(z;λ) ≡
∫ ∞
0
dt eiztχSB(t;λ), (3.18)
G˜SB(z;λ) ≡
∫ ∞
0
dt eiztGSB(t;λ). (3.19)
These are analytical functions of z in the upper–half
plane. It is noticed that the fermionic ϕ(ω), Eq. (3.17),
engages both G˜SB(z;λ) and G˜SB(−z;λ). The latter is an
analytical functions of z in the lower–half plane. Appar-
ently, the above specified nature of analytical functions
preserves in their λ–integrals. We can then perform the
frequency integration in both Eq. (3.5) and Eq. (3.16), by
using the Cauchy’s contour integration technique. The
poles inside the individual half–plane contour integration
arise only from the Matsubara frequencies.
The Cauchy’s contour integration evaluations on
Eq. (3.5) and Eq. (3.16) result in the unified expression,
Aenhyb(T ) = −
δ±
β
ϑ(0)± 2
β
∞∑
n=1
ϑ($±n ). (3.20)
Here, δ+ = 0 and δ− = 1 for the fermionic and bosonic
cases, respectively. The second term engages the Matsub-
ara frequencies, {$±n = (2n− 1 + δ±)pi/β; n = 1, · · ·∞}.
Two remarkable implications arises from Eq. (3.20).
Firstly, it defines the so–called entanglement free–energy
spectrum, ϑ($), as follows. By comparing between the
bosonic Eq. (3.20) and Eq. (3.5) with Eq. (3.6), we obtain
ϑ($ ≥ 0) = −
∫ 1
0
dλ
λ
χ˜SB(i$;λ) = ϑ
∗($). (3.21)
Its fermionic counterpart can be identified by compar-
ing between the fermionic Eq. (3.20) and Eq. (3.16) with
Eq. (3.17). It results in
ϑ($ ≥ 0) = Im
∫ 1
0
dλ
λ
G˜SB(i$;λ). (3.22)
In fact, χ˜SB(i$;λ) and G˜SB(i$;λ) via Eqs. (3.18) and
(3.19) are the Laplace transformations, with s = $, on
χSB(t;λ) and GSB(t;λ), respectively. Moreover, χSB(t),
Eq. (3.2), is real, and so is the resultant χ˜SB(i$;λ), as
highlighted in the last identity of Eq. (3.21). For its use
in Eq. (3.20), the individual ϑ($) above is needed only
for $ ≥ 0. Mathematically, we would have
ϑ($ < 0) ≡ ϑ(|$|), (3.23)
since the Matsubara poles in the upper/lower–half plane,
z = ±i$n, are symmetric.
Another remarkable property is the equal area relation:∫ ∞
0
dω ϑ(ω) =
∫ ∞
0
dω ϕ(ω). (3.24)
This arises from the formal consideration on the zero–
temperature limit to Eq. (3.20), resulting in an integral,
with the measure of $±n+1−$±n = 2pi/β. Comparing the
resultant Aenhyb with that of Eq. (3.5) or Eq. (3.16) leads
to Eq. (3.24). Mathematically, one can view the above
zero–temperature limit as a method of β →∞. It is con-
cerned only with the β variable in the Fermi/Boson func-
tion f±β (ω). Remarkably, the equal–area relation (3.24)
remains hold for general ϑ(ω) and ϕ(ω), with tempera-
ture T dependence via parameters.
Note that in Eq. (3.20) the first term exists only for
the bosonic case. It results from 1/(βω), the high–
temperature term in the Bose function, evaluated by
using11–13
χ˜SB(0) = χ˜
(r)
SB (0) =
1
pi
∫ ∞
−∞
dω
χ˜
(i)
SB(ω)
ω
. (3.25)
The two identities arise from χ˜
(i)
SB(ω = 0) = 0 and the
Kramers–Kronig relation, respectively.
It is worth re-emphasizing that Eq. (3.20) engages no
contribution from the constant component of Bose/Fermi
function. This is exact when the underlying spectral den-
sity ϕ(ω) is antisymmetric. While this requirement holds
5naturally for the bosonic case, Eq. (3.6), the possibility of
anti-symmetrization for the fermionic case has to be scru-
tinized and implemented, as Eqs. (3.11)–(3.17). Having
the entanglement thermodynamic spectrum, ϑ($), been
properly defined in Eqs. (3.21)–(3.23), the equal–area re-
lation (3.24) does hold for both the bosonic and fermionic
cases.
In Appendix, we present in detail the asymptotic anal-
ysis on the universal high–temperature thermodynamic
behaviors. Again, Eq. (3.20) serves the convenient start-
ing point for this analysis. We show the dramatic differ-
ences between the fermionic and bosonic hybridization
scenarios, particularly in terms of the entropy changes.
IV. FERMIONIC ENTANGLEMENT THEORY
WITH GAUSSIAN ENVIRONMENTS
A. Opening remarks
Consider hereafter the theoretical formulations with
Gaussian bath environments. This is concerned with the
standard coupling bath model, commonly used in open
quantum systems. In this model, the bath hB consti-
tutes a collection of infinite noninteracting particles, ei-
ther bosonic or fermionic, whereas the hybrid bath modes
{Fˆu} are linear. The simplicity arises here due to the un-
derlying Gaussian–Wick’s theorem.11–13 The influence of
a Gaussian bath on an arbitrary system is completely dic-
tated by the interacting spectral densities that are bare–
bath subspace properties.
It is noticed that Gaussian environments go with the
system–and–bath entanglement theory.36 This theory re-
lates the entangled response functions, such as χSB(t) of
Eq. (3.1), to the local system properties, with any given
bare–bath spectral densities. The corresponding rela-
tions for the entanglement free–energy spectral functions,
ϕ(ω) and ϑ($) of Sec. III, will then be readily obtained.
We defer the bosonic theory to Sec. V, where the existed
nonentanglement Anenhyb, Eq. (2.8), will also be treated.
In this section, we present a comprehensive account
on the system–bath entanglement theory with fermionic
Gaussian coupling environments. The total composite
Hamiltonian reads
HT = HS + hB +
∑
u
(
aˆ†uFˆu + Fˆ
†
u aˆu
)
, (4.1)
with
hB =
∑
k
kdˆ
†
kdˆk and Fˆu =
∑
k
t∗ukdˆk. (4.2)
Here, dˆ†k and aˆ
†
u (dˆk and aˆu) are the creation (annihi-
lation) operators for an electron in the specified bath
state |k〉 of energy k and system |u〉, respectively. The
coupling parameter tuk describes an electron transfer be-
tween |u〉 and |k〉 of a same spin. The local impurity sys-
tem (HS) is arbitrary, containing often open–shell elec-
trons with strong Coulomb interactions, under the influ-
ence of a fermionic coupling Gaussian environment.
As Sec. III B, we adopt the Green’s function convention
for the fermionic theory. Note that in general
GAB(t) ≡ 〈{Aˆ(t), Bˆ†(0)}〉 = G∗BA(−t),
G∗AB(t) = 〈{Aˆ†(t), Bˆ(0)}〉.
(4.3)
Adopt also the convolution notation,
f1(t)⊗ f2(t) ≡
∫ t
0
dτ f1(t− τ)f2(τ). (4.4)
Let f˜(ω) be the frequency resolution of f(t), such as
Eqs. (3.2) and (3.10),
f˜(ω) ≡
∫ ∞
0
dt eiωtf(t). (4.5)
We have f˜(ω) = f˜1(ω)f˜2(ω) if f(t) = f1(t)⊗ f2(t).
Equation (4.2) constitutes a Gaussian environment,
with the interacting bath spectral densities,
Juv(ω) = pi
∑
k
t∗uktvkδ(ω − k). (4.6)
Note that u and v appearing in pair carry a same spin,
due to the aforementioned nature of transferring coupling
parameter. From Eq. (4.2), we have
FˆBu (t) ≡ eihBtFˆuse−ihBt =
∑
k
t∗uke
−iktdˆk. (4.7)
Together with {dˆk, dˆ†k′} = δkk′ , we obtain{
FˆBu (t), Fˆ
†
v
}
=
∑
k
t∗uktvke
−ikt = guv(t), (4.8)
with guv(t) being the interacting bath Green’s function
that is formally defined as [cf. Eq. (4.3)]
guv(t) ≡
〈{FˆBu (t), FˆB†v (0)}〉B = g∗vu(−t). (4.9)
One can then recast Eq. (4.6) as
Juv(ω) =
1
2
[
g˜uv(ω) + g˜
∗
vu(ω)
]
. (4.10)
Note that in Eq. (4.9), both FˆBu (t) ≡ eihBtFˆuse−ihBt
[Eq. (4.7)] and 〈( · )〉B ≡ trB[( · )e−βhB ]/ZB0 , are defined in
the bare–bath subspace, rather than the total composite
space. In other words, FˆBu (t) 6= Fˆu(t), except for t = 0,
and 〈( · )〉B 6= 〈( · )〉, unless it is a c-number in study.
B. System–bath entanglement theory
The system–bath entanglement theory is an input–
output type of formalism. The inputs for the fermionic
6theory below are g(t) ≡ {guv(t)}, Eq. (4.9), and the local
impurity Green’s functions,
GSSuv(t) ≡ 〈{aˆu(t), aˆ†v(0)}〉. (4.11)
The outputs are the nonlocal Green’s functions,
GBBuv(t) ≡ 〈{Fˆu(t), Fˆ †v (0)}〉. (4.12)
and
GSBuv(t) ≡ 〈{aˆu(t), Fˆ †v (0)}〉,
GBSuv(t) ≡ 〈{Fˆu(t), aˆ†v(0)}〉.
(4.13)
Note that Eq. (3.8) can be recast in terms of these two
quantities; see Eq. (4.26).
The theoretical development starts with the evaluation
on Fˆu(t) ≡ eiHTtFˆue−iHTt, via the formal solution to
˙ˆ
Fu = i[HT, Fˆu] = i[HS + hB +HSB, Fˆu]. (4.14)
First of all, from Eqs. (4.1) and (4.2), we obtain
˙ˆ
dk = −ikdˆk − i
∑
v
tvkaˆv. (4.15)
Its solution reads
dˆk(t) = e
−iktdˆk(0)− i
∫ t
0
dτ tvke
−ik(t−τ)aˆv(τ). (4.16)
By applying it for Fˆu in Eq. (4.2), followed by using
Eqs. (4.7) and (4.8), we obtain [cf. Eq. (4.4)]
Fˆu(t) = Fˆ
B
u (t)− i
∑
v
guv(t)⊗ aˆv(t). (4.17)
It together with {FˆBu (t), aˆ†v} = 0 via Eq. (4.7) result in
GBSuv(t) = −i
∑
v′
guv′(t)⊗GSSv′v(t). (4.18)
The symmetry relation, Eq. (4.3), leads to further
GSBuv(t) = −i
∑
v′
GSSuv′(t)⊗ gv′v(t). (4.19)
These identify the two output quantities of Eq. (4.13).
Moreover, Eq. (4.17) together with Eq. (4.9) result in
GBBuv(t) = guv(t)− i
∑
v′
guv′(t)⊗GSBv′v(t). (4.20)
Applying further Eq. (4.19) completes the output quan-
tity in Eq. (4.12), with the input functions, Eqs. (4.9) and
(4.11). In the matrix form, the above results are36
GBB(t) = g(t)− g(t)⊗GSS(t)⊗ g(t), (4.21)
and
GSB(t) = −iGSS(t)⊗ g(t),
GBS(t) = −ig(t)⊗GSS(t). (4.22)
In terms of frequency resolutions, Eq. (4.5), they are
G˜BB(ω) = g˜(ω)− g˜(ω)G˜SS(ω)g˜(ω). (4.23)
and
G˜SB(ω) = −iG˜SS(ω)g˜(ω),
G˜BS(ω) = −ig˜(ω)G˜SS(ω).
(4.24)
These two matrixes are of equal trace, with
tr G˜SB(ω) = tr G˜BS(ω) = −i tr[g˜(ω)G˜SS(ω)]. (4.25)
C. Thermodynamic spectral functions with
fermionic Gaussian environments
It is noticed that, by using Eq. (4.13), we can recast
Eq. (3.8) as GSB(t) = trG
SB(t)+trGBS(t). Together with
Eq. (4.25), we obtain
G˜SB(ω) = −2i tr[g˜(ω)G˜SS(ω)]. (4.26)
This is the basis for revisiting various entanglement ther-
modynamic spectral functions, defined in Sec. III, with
the fermionic Gaussian environments.
Let us start with the form of G˜SB(ω;λ) via Eq. (4.26).
As inferred from Eq. (4.9), g˜(ω;λ) = λ2g˜(ω). Therefore,
G˜SB(ω;λ) = −2iλ2 tr[g˜(ω)G˜SS(ω;λ)]. (4.27)
The free–energy spectral functions, Eqs. (3.17) and
(3.22), are then ($ ≥ 0)
ϕ(ω) = −1
2
Im
∫ 1
0
dλ2
[
X(ω;λ)−X(−ω;λ)], (4.28)
ϑ($) = −Re
∫ 1
0
dλ2 tr
[
g˜(i$)G˜SS(i$;λ)], (4.29)
where
X(ω;λ) ≡ tr[g˜(ω)G˜SS(ω;λ)]. (4.30)
Note that G˜SS(ω;λ) is an even function of λ.
Let us repeat the two equivalent free–energy expres-
sions, Eq. (3.16) and Eq. (3.20) for the fermionic case, as
follows.
Ahyb(T ) = − 1
pi
∫ ∞
−∞
dω
ϕ(ω)
1 + eβω
=
2
β
∞∑
n=1
ϑ($n), (4.31)
with {$n = (2n− 1)pi/β}, the fermionic Matsubara fre-
quencies. Note that in the fermionic hybridization sce-
nario, Ahyb(T ) = A
en
hyb(T ) [cf. Eq. (2.12)]. Moreover, the
spectral density ϕ(ω) and the corresponding spectrum
ϑ(ω) are of equal area [Eq. (3.24)] within ω ∈ [0,∞).
Remarkably, the above formalism implies the thermo-
dynamics of quantum impurity systems be measurable.
First of all, it is exact with the Gaussian environment
7ansatz that is well satisfied in the thermodynamic limit.
For quantum impurity systems, such as quantum dots,
one could continuously adjust λ the system–bath cou-
pling strength.55–60 One can also measure the impurity
spectral densities,61,62 resulting in the local Green’s func-
tion, G˜SS(ω;λ). Another ingredient g˜(ω) in Eq. (4.27)
is dictated by the bare–bath hybridization, {Juv(ω)} of
Eq. (4.10), that could be determined with various accu-
rate methods. The above formalism would imply that the
thermodynamics of fermionic quantum impurity systems
be measurable in experiments.
V. BOSONIC ENTANGLEMENT THEORY
WITH GAUSSIAN ENVIRONMENTS
A. Nonentanglement contribution
It is worth reminding that in the bosonic case, the
nonentanglement component, Anenhyb ≡ Ahyb − Aenhyb,
Eq. (2.8), is nonzero in general, except for noninteract-
ing systems (cf. Sec. VI A). The bosonic theory presented
below, in parallel to Sec. IV, will naturally treat not only
the entanglement component,36 but also the nonentan-
glement part. This is concerned with relating the mean
values of hybrid bath operators, {〈Fˆu〉}, to those local
system dissipative modes, {〈Qˆu〉}; see Eq. (5.6).
Let us start with the bosonic counterpart to Eq. (4.8),
i[FˆBu (t), Fˆv(0)] = i[Fˆ
B
u (t), Fˆ
B
v (0)] ≡ φuv(t). (5.1)
This commutator itself is a c-number and equals to the
bare–bath response function [cf. Eq. (4.9)],
φuv(t) = i
〈
[FˆBu (t), Fˆ
B
v (0)]
〉
B
. (5.2)
As any response function between two Hermitian oper-
ators, φuv(t) is real, satisfying φvu(−t) = −φuv(t). The
bare–bath spectral density is given by [cf. Eq. (4.10)]
Juv(ω) =
1
2
[
φ˜uv(ω)− φ˜vu(−ω)
]
. (5.3)
Denote for the use soon below
ηuv ≡
∫ ∞
0
dt φuv(t) = φ˜uv(ω = 0). (5.4)
The bosonic counterpart to Eq. (4.17) reads
Fˆu(t) = Fˆ
B
u (t)−
∑
v
φuv(t)⊗ Qˆv(t). (5.5)
This immediately results in
〈Fˆu〉 = −
∑
v
ηuv〈Qˆv〉. (5.6)
We can also obtain this interesting result via the DEOM
theory that is exact with Gaussian environments.30,31
The nonentanglement term in Eq. (2.7) becomes
〈HSB〉nen =
∑
u
〈Qˆu〉〈Fˆu〉 = −
∑
uv
ηuv〈Qˆu〉〈Qˆv〉. (5.7)
Note also that φ˜uv(ω;λ) = λ
2φ˜uv(ω). Consequently,
Eq. (5.7) leads to the nonentanglement free–energy con-
tribution, Eq. (2.8), the final expression of
Anenhyb(T ) = −
1
2
∑
uv
ηuv
∫ 1
0
dλ2〈Qˆu〉λ〈Qˆv〉λ. (5.8)
The individual 〈Qˆu〉λ is an even function of λ.
B. Entanglement contribution
As specified earlier, the entanglement thermodynam-
ics can be described in terms of thermodynamic spectral
functions, ϕ(ω) [Eq. (3.6)] and ϑ($) [Eq. (3.21)]. This de-
scription is rooted at the system–and–bath symmetrized
response function, χSB(t) of Eq. (3.1). The inputs for its
evaluation via the entanglement theory are the bare–bath
φ(t) ≡ {φuv(t)} and the local–system response functions
[cf. Eq. (4.11)],
χSSuv(t) ≡ i
〈
[Qˆu(t), Qˆv(0)]
〉
. (5.9)
The outputs, especially those relevant to entanglement
thermodynamics, are the following two nonlocal response
functions [cf. Eq. (4.13)],
χSBuv(t) ≡ i
〈
[Qˆu(t), Fˆv(0)]
〉
,
χBSuv(t) ≡ i
〈
[Fˆu(t), Qˆv(0)]
〉
.
(5.10)
The bosonic system–bath entanglement theorem reads36
χ˜SB(ω) = −χ˜SS(ω)φ˜(ω),
χ˜BS(ω) = −φ˜(ω)χ˜SS(ω).
(5.11)
These two matrixes are of equal trace, with
tr χ˜SB(ω) = tr χ˜BS(ω) = −tr[φ˜(ω)χ˜SS(ω)]. (5.12)
Apparently, Eqs. (5.11) and (5.12) are the bosonic coun-
terparts to Eqs. (4.24) and (4.25), respectively.
Moreover, by using Eq. (5.10), we can recast Eq. (3.1)
as χSB(t) =
1
2 [tr χ˜
SB(ω) + tr χ˜BS(ω)], resulting in
χSB(t) = −tr[φ˜(ω)χ˜SS(ω)]. (5.13)
We obtain [cf. Eq. (4.27)]
χ˜SB(ω;λ) = −λ2tr
[
φ˜(ω)χ˜SS(ω;λ)]. (5.14)
The resultant Eqs. (3.6) and (3.21) read ($ ≥ 0)
ϕ(ω) =
1
2
Im
∫ 1
0
dλ2 tr
[
φ˜(ω)χ˜SS(ω;λ)], (5.15)
ϑ($) =
1
2
∫ 1
0
dλ2 tr
[
φ˜(i$)χ˜SS(i$;λ)]. (5.16)
8Let us repeat Eqs. (3.5) and (3.20) for the bosonic case
below:
Aenhyb(T ) = −
1
pi
∫ ∞
−∞
dω
ϕ(ω)
1− e−βω
= − 1
β
ϑ(0)− 2
β
∞∑
n=1
ϑ($n), (5.17)
with {$n = 2npi/β} being the bosonic Matsubara fre-
quencies. See also Eq. (3.24) for the equal area of ϕ(ω)
and ϑ(ω), within ω ∈ [0,∞).
Combining Eq. (5.8), we obtain the hybridizing free–
energy, Ahyb(T ) = A
nen
hyb(T ) + A
en
hyb(T ), in terms of the
local properties, 〈Qˆu〉λ and χ˜SSuv(ω;λ), and the bare–
bath φ˜uv(ω) or Juv(ω) of Eq. (5.3). The above formalism
would imply that the thermodynamics of bosonic quan-
tum impurity systems be also experimentally measurable.
Again, the key issues would be the tunability with respect
to the system–bath coupling strength.55–60
VI. ANALYTICAL RESULTS VERSUS
GENERAL REMARKS
In this section, we present the concrete illustrations
with noninteracting systems. However, we will also de-
duce some nontrivial insides for thermodynamics of arbi-
trary fermionic systems. There are a number of striking
different features from their bosonic counterparts. We
thoroughly address those puzzles in study with the un-
derlying physical principles.
A. Brownian oscillator systems
The simplest noninteracting bosonic scenario is the
one–dimensional Brownian oscillator (BO) system. This
is concerned with a local harmonic oscillator of frequency
ωS and (dimensionless) coordinate qˆS, embedded in a
Gaussian environment. The system–bath coupling is de-
scribed with HSB = qˆSFˆ ; i.e., QˆS = qˆS here. For the BO
complex, 〈qˆS〉 = 0; thus the nonentanglement Anenhyb = 0
via Eq. (5.8).
The BO system is analytically solvable. The resultant
local–system susceptibility function reads11–13
χ˜SS(ω) =
ωS
ω2S − ω2 − ωSφ˜(ω)
, (6.1)
with φ˜(ω) being the frequency resolution on the interact-
ing bath response function, φ(t) of Eq. (5.2). Note that
χ˜SB(ω) = −φ˜(ω)χ˜SS(ω). (6.2)
Moreover,
χ˜SB(ω;λ) = − λ
2ωSφ˜(ω)
ω2S − ω2 − λ2ωSφ˜(ω)
. (6.3)
The resultant Eqs. (5.15) and (5.16), respectively, are
given by ($ ≥ 0)
ϕ(ω) =
1
2
Im
{
ln[1 + φ(ω)χ˜SS(ω)]
}
, (6.4)
ϑ($) =
1
2
ln
∣∣1 + φ(i$)χ˜SS(i$)∣∣. (6.5)
Interestingly, the free–energy spectral density, ϕ(ω), is
just the half–phase of 1 + φ(i$)χ˜SS(i$) = 1 − χ˜SB(ω),
whereas the Laplacian spectrum, ϑ($), is the half–
exponent of |1 − χ˜SB(i$)|. It is worth noting that the
above characteristics are limited to noninteracting sys-
tems. Equation (6.5) reads explicitly
ϑ($ ≥ 0) = 1
2
ln
∣∣∣∣∣ ω2S +$2ω2S +$2 − ωSφ˜(i$)
∣∣∣∣∣ . (6.6)
This is a continuous and even function; cf. Eq. (3.23).
On the other hand, ϕ(ω) of Eq. (6.4), which is an odd
function [ϕ(−ω) = −ϕ(ω)], is related to the aforemen-
tioned phase property, with the discontinuity (for ω > 0):
ϕ(ω 6= ωS) = 1
2
arg
[
ω2S − ω2
ω2S − ω2 − ωSφ˜(ω)
]
, (6.7a)
ϕ(ω = ωS − 0+) = −1
2
arg[φ˜(ωS)] +
pi
2
, (6.7b)
ϕ(ω = ωS + 0
+) = −1
2
arg[φ˜(ωS)]. (6.7c)
The discontinuity occurs at the BO frequency, ω = ωS.
This is a feature of noninteracting systems. The observed
pi/2 jump in ϕ(ω), at ω = ωS±0+, arises from the pi–shift
in the phase of [1 + φ˜(ω)χSS(ω)], as implied in Eq. (6.4).
B. Fermionic Brownian oscillator
The simplest noninteracting fermionic case is con-
cerned with a spinless–dot electronic system, HˆS = Saˆ
†aˆ,
with a transfer coupling, HSB = aˆ
†Fˆ + Fˆ †aˆ, to a nonin-
teracting electron reservoir environment. Evaluate the
Heisenberg equation of motion for the system, resulting
in ˙ˆa(t) = −iSaˆ(t) − iFˆ (t). By using Eq. (4.17), we ob-
tain ˙ˆa(t) = −iSaˆ(t) − g(t) ⊗ aˆ(t) − iFˆB(t), and further
G˙SS(t) = −iSGSS(t)−g(t)⊗GSS(t). Note that the initial
value of GSS(t) = 1. We obtain the well–known result of
G˜SS(ω) =
i
ω − S + ig˜(ω) . (6.8)
Note that [cf. Eq. (4.26)]
G˜SB(ω) = −2ig˜(ω)G˜SS(ω). (6.9)
The λ–augmented correspondence is then [cf. Eq. (6.3)]
G˜SB(ω;λ) =
2λ2g˜(ω)
ω − S + iλ2g˜(ω) . (6.10)
9Perform the thermodynamic integration and obtain
Eqs. (3.17) and (3.22) the expressions ($ ≥ 0),
ϕ(ω) =
1
2
Im
{
ln
[
1− g˜(ω)G˜SS(ω)
1− g˜(−ω)G˜SS(−ω)
]}
, (6.11)
ϑ($) = ln
∣∣1− g˜(i$)G˜SS(i$)∣∣. (6.12)
The last expression reads explicitly
ϑ($ ≥ 0) = ln
∣∣∣∣ i$ − Si$ − S + ig˜(i$)
∣∣∣∣. (6.13)
This is a continues and even function.
In contrast, the phase, ϕ(ω) of Eq. (6.11), is an odd
function and discontinued at ω = ±ωS, with ωS ≡ |S|
and the following explicit form (for ω ≥ 0):
ϕ(ω 6= ωS) = 1
2
arg
[
1− g˜(ω)G˜SS(ω)
1− g˜(−ω)G˜SS(−ω)
]
, (6.14a)
ϕ(ω = ωS − 0+) = 1
2
arg
[
ig˜(−ωS)
2ωS + ig˜(ωS)
]
, (6.14b)
ϕ(ω = ωS + 0
+) =
1
2
arg
[
ig˜(−ωS)
2ωS + ig˜(ωS)
]
− pi
2
. (6.14c)
Note that ωS ≡ |S|. Moreover, ϕ(−ω) = −ϕ(ω), the
anti-symmetrization as implied in Eq. (3.17), whereas
Eq. (6.14) describes only ϕ(ω > 0). The discontinuity
occurs at ωS ± 0+, at which ϕ(ω) is subject to a pi/2–
phase jump.
C. Numerical demonstrations and discussions
For their dictating the thermodynamic spectral func-
tions, we would also like to show the response/Green’s
functions. The bosonic case involves χ˜SS(ω) and χ˜SB(ω),
whereas the fermionic case goes by G˜SS(ω) and G˜SB(ω).
On the other hand, while χSS(t) and χSB(t) are real,
GSS(ω) and GSB(t) are complex. For the purpose of one-
to-one comparison, we set
XSS(t) =
i
2
[
GSS(t)−GSS(−t)
]
= −ImGSS(t). (6.15)
XSB(t) =
i
2
[
GSB(t)−GSB(−t)
]
= −ImGSB(t). (6.16)
Consequently, the real parts of χ˜SS(ω), χ˜SB(ω), X˜SS(ω)
and X˜SB(ω) are odd functions, whereas their imaginary
parts are even ones. In fact, X˜
(i)
SB (ω) = J oddSB (ω) of
Eq. (3.14) or the antisymmetrized ImX(ω;λ = 1) of
Eq. (4.30). Note also that the spectral functions, ϕ(ω)
and ϑ(ω = $), are odd and even functions, respectively.
Presented in Fig. 1 and Fig. 2 are the calculated results
on the bosonic and fermionic cases, respectively. Those
even functions are in red and the odd ones are in black.
Adopt for the demonstrations a Drude bath model,
φ˜(ω) =
iηγ
ω + iγ
= g˜(ω), (6.17)
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FIG. 1: Results on a bosonic BO with a Drude environment.
(a) Local system χ˜SS(ω) [Eq. (6.1)], in unit of ω
−1
S , with the
BO system frequency ωS; (b) Nonlocal χ˜SB(ω) [Eq. (6.2)]; (c)
Spectral functions, ϕ(ω) [black; Eq. (6.7)] and ϑ($ = ω) [red;
Eq. (6.5)]. See text for the environment parameters.
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FIG. 2: The fermionic counterparts to those in Fig. 1. (a) The
resultant local X˜SS(ω) [cf. Eq. (6.15)], in unit of ω
−1
S . The
system energy is negative, located at S = −ωS; (b) Nonlocal
X˜SB(ω) [cf. Eq. (6.16)]; (c) Spectral functions, ϑ(ω) [black;
Eq. (6.13)] and ϕ($ = ω) [red; Eq. (6.14)].
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FIG. 3: Thermodynamic properties: (a) Hybridization free–
energy Ahyb(T ), in unit of ωS; (b) Internal energy Uhyb(T ), in
unit of ωS; (c) Entropy Shyb(T ), in unit of kB , for the bosonic
(black) and fermionic (red) BO systems of Fig. 1 and Fig. 2,
respectively.
with η = 0.4ωS and γ = 4ωS, for both the bosonic and
fermionic BO systems. The bosonic BO is of the fre-
quency ωS. The fermionic BO is of the local on-site en-
ergy, S = −ωS, below the Fermi energy of electronic bath
reservoir.
Reported in Fig. 3 are the hybridization (a) free–energy
Ahyb(T ), (b) internal energy Uhyb(T ), and (c) entropy
Shyb(T ), for both the bosonic (black) and fermionic (red)
noninteracting systems. The inset in Fig. 3(a) depicts the
linear–plot on bosonic Ahyb(T ). Included is also its high–
temperature asymptotics, −kBTϑ(0) (dot); see Eq. (5.17)
or Eq. (6.18a). The observed Ahyb(T ) < 0 indicates the
isotherm processes are spontaneous, in both the bosonic
and fermionic cases.
We have numerically confirmed the identities in indi-
vidual Eq. (4.31) and Eq. (5.17), for both the bosonic and
fermionic cases, and also the equal–area relation (3.24).
The negative amplitude of the area amounts to the value
of Ahyb(T = 0). The resultant Shyb(T = 0) = 0 would
also be general, for its agreeing with the Third Law.
Interestingly, the BO systems, bosonic versus
fermionic, show remarkably distinct behaviors in their
thermodynamic functions, especially the hybridization
entropy, Shyb(T ). These will be elaborated together with
their high–temperature thermodynamic characteristics,
as follows.
The bosonic BO hybridization is both energetically and
entropically favored, with Uhyb(T ) < 0 and Shyb(T ) > 0,
at all temperatures. Moreover, in the high–temperature
regime, we have [cf. Eq. (A.1)]
lim
T→∞
Ahyb(T )
kBT
= −ϑ(0), (6.18a)
Shyb(T →∞) = kBϑ(0), (6.18b)
Uhyb(T →∞) = 0. (6.18c)
This is an ideal hybridization scenario. In other words, in
the high–temperature limit, the bosonic BO mixtures are
ideal solutions in the elementary physical chemistry. The
observed Uhyb(T ) < Uhyb(T → ∞) reflects the quantum
effect. It seems as if Eq. (6.18) were specialized for non-
interacting bosonic complexes, where Aenhyb = Ahyb and
∂ϑ/∂T = 0. However, we would argue, to the end of this
section, that Eq. (6.18) be universal for arbitrary bosonic
systems in the limit of T →∞.
It is worth noting that, for the bosonic noninteracting
case, Ahyb(T ), Uhyb(T ) and Shyb(T ) are all monotonic
functions. None of them shows the turnover behavior.
This would not be true for anharmonic systems, such
as the spin–boson complex, with these three thermody-
namic functions being evaluated via a numerically accu-
rate method.54
Turn to the fermionic case, the red–curves in Fig. 3.
First of all, we have Eq. (A.2) for the fermionic case in
general. That is [cf. Eq. (6.18)]
Ahyb(∞) = Shyb(∞) = Uhyb(∞) = 0. (6.19)
These are universal fermionic relations in the limit of
T →∞. We will discuss the physical picture to the end of
this section, together with that of the bosonic Eq. (6.18).
Note that for noninteracting systems, the thermody-
namic spectrum is temperature–independent. That is
∂ϑ($)/∂β = 0. The resultant Eq. (A.18), together with
Eq. (A.5), read
Ahyb(T ) ≈ κa
ξa
$aϑ($a), (6.20a)
Uhyb(T ) ≈ −κa
ξa
$2aϑ
′($a), (6.20b)
Shyb(T ) ≈ − κa
ξaT
[
$aϑ($a) +$
2
aϑ
′($a)
]
. (6.20c)
Here κa = 3, ξa =
√
12 and $a = ξa/β [Eq. (A.19)],
arising from the simplest Pade´ the [0/1]–approximant of
Fermi function.63–65 Note that ϑ′($) ≡ dϑ($)/d$. In-
cluded in Fig. 3 are also the high–temperature approxi-
mants, Eq. (6.20), with the red–curves for kBT/ωS > 1.
The accuracy is up to at least the order of O[(βωS)3],
as inferred from Eq. (A.17). Note that the local system
energy is S = −ωS, below the Fermi energy of bath en-
vironment. However, we can analytically prove that the
sign of S does not affect ϑ($) in the present study.
Strikingly, none of the fermionic Ahyb(T ), Uhyb(T )
and Shyb(T ) is monotonic. In particular, the fermionic
Shyb(T ) shows a double–turnover characteristics. The
first one occurs in the entropically favored region, with
the maximum Smaxhyb (T ) > 0. As temperature increases,
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Shyb(T ) drops, getting into the entropically unfavored
region, where the second turnover occurs, with the min-
imum Sminhyb (T ) < 0. Afterward, it increases toward
Shyb(T → ∞) → 0. It is noticed that the bosonic
Ahyb(T ), Uhyb(T ) and Shyb(T ) consist only of turns, oc-
curring right in the temperature region where seen the
fermionic counterparts turnovers. Therefore, we could
attribute the observed turnovers to the interplay between
system energy, thermal bath fluctuations and the Pauli
exclusion principle.
To close this section, we would like to address the phys-
ical picture behind the bosonic Eq. (6.18) and fermionic
Eq. (6.19). Both comprise the universal relations in the
limit of T → ∞. In particular, the observed Uhyb(T →
∞) = 0 in both bosonic and fermionic cases agree
perfectly with the classical energy equipartition theo-
rem. The total number of degree of freedom is invari-
ant upon hybridization. This observation explains also
the fermionic Shyb(T → ∞) = 0. The fermionic en-
tropy equipartition theorem is the maximum qubit en-
tropy of kB ln 2 for each fermion. This together with
the aforementioned energy equipartition theorem result
in further the fermionic Ahyb(T → ∞) = 0. Inter-
estingly, the fermionic entropy equipartition theorem
gives also rise to the observed fermionic Shyb(T ) < 0
in the high–temperature regime, as it increases toward
Shyb(T → ∞) = 0. In this regime, the Pauli exclusion
results in a lyophobic complex, with Uhyb(T ) < 0 and
Shyb(T ) < 0, prior to the equipartition theorem takes
the place.
VII. CONCLUDING REMARKS
In summary, we have presented a comprehensive the-
ory of thermodynamics in the quantum regime. Both the
bosonic and fermionic hybridization scenarios are con-
sidered. We identify thermodynamic spectral functions,
together with the underlying relations (Sec. III and Ap-
pendix). By exploiting the system–bath entanglement
theory, we further relate the thermodynamic spectral
functions to experimental measurable quantities (Sec. IV
and Sec. V).
It is noticed that there are two types of thermody-
namic spectral functions: The free–energy spectral den-
sity, ϕ(ω) [Eq. (3.6) or Eq. (3.17)], and the thermody-
namic spectrum, ϑ($) [Eq. (3.21) or Eq. (3.22)]. The for-
mer is defined in the Fourier frequency domain with odd
parity. The latter is in the Laplacian frequency domain
with even parity. Each of them completely characterizes
the entanglement thermodynamics properties. Neverthe-
less, we would suggest the thermodynamic spectrum for-
malism be the choice of convenience.
We further show some remarkably different thermody-
namic characteristics between the bosonic and fermionic
noninteracting systems. These provide the solid refer-
ences for the future studies on strongly correlated impu-
rity complexes, by using the general theories developed in
this work. It is worth reemphasizing the fact that both
the bosonic Eq. (6.18) and the fermionic Eq. (6.19) are
universal in the high–temperature limit. We attribute
these limiting results to the equipartition theorem, as
stipulated to the end of Sec. VI.
It is noticed that the current state–of–the–art de-
vices available for quantum simulation include quantum
dots, cold atoms/trapped ions, superconducting circuits,
etc.55–60 The established technologies on manipulating
such as the coupling conjunctions could be exploited for
the required thermodynamic λ–integral here. Therefore,
the theoretical findings of this work would constitute a
crucial component for thermodynamics in the quantum
regime being measurable in experiments.
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Appendix: High–temperature regime: Bosonic
versus fermionic scenarios
This appendix presents the high–temperature char-
acteristics of entanglement thermodynamic functions.
We will see there are dramatic differences between the
bosonic and fermionic hybridization cases. Note that
Aenhyb(T ) = U
en
hyb(T ) − TSenhyb(T ). The hybridization en-
tropy is Senhyb(T ) = −∂Aenhyb(T )/∂T .
Consider the bosonic case, Aenhyb(T ) of Eq. (3.20).
The first term there, −kBTϑ(0), dominates the high–
temperature properties. We obtain
Aenhyb(T )
high T−→ −kBTϑ(0), (A.1a)
Senhyb(T )
high T−→ kBϑ(0) + kBT ∂ϑ(0)
∂T
, (A.1b)
U enhyb(T )
high T−→ kBT 2 ∂ϑ(0)
∂T
. (A.1c)
It is worth re-emphasizing that ϑ($) depends in general
on temperature T . This dependence is originated from
the underlying response function, χSB(t) of Eq. (3.1).
Turn to the fermionic case that does not have the
nonentanglement component; see Eq. (3.16). We would
have rather
0 = Ahyb(∞) = Shyb(∞) = Uhyb(∞). (A.2)
These differ dramatically from the bosonic counterparts
in Eq. (A.1). The detailed derivations are as follows.
To proceed, we consider Eq. (3.20) for the fermionic
case, where $n = (2n − 1)pi/β, a suitable high–
12
temperature approximant. Let us start with
Ahyb(T ) =
2
β
∞∑
n=1
ϑ($n) ≈ κ
β
ϑ($1), (A.3)
This is the lowest Matsubara frequency based scheme,
with $1 = pi/β. The resultant κ = pi
2/4 will be identified
later, following the justifications, Eqs. (A.11)–(A.15) and
comments there. To the end of this appendix, we will fur-
ther propose an optimal resum scheme; see Eqs. (A.17)–
(A.19).
Consider the temperature derivative on Eq. (A.3),
which results in
Shyb(T ) ≈ −κkBϑ($1)− κ
β
pikBϑ
′($1)
+
κ
T
∂ϑ($1)
∂β
. (A.4)
The last term arises from the intrinsic temperature de-
pendence of ϑ($), which is originated from the underly-
ing Green’s function, GSB(t) of Eq. (3.8). More precisely,
∂ϑ($)/∂β 6= 0, whenever there is anharmonicity. Note
also that ϑ′($) ≡ ∂ϑ/∂$. Equation (A.4) amounts to
Shyb(T ) ≈ −κkBϑ($1) + Uhyb(T )/T. (A.5)
The first term is just −Ahyb(T )/T , with Eq. (A.3).
Let us express the hybridization free–energy and inter-
nal energy in terms of (noting that $1 = pi/β)
Ahyb(T ) ≈ κ
pi
$1ϑ($1), (A.6a)
Uhyb(T ) ≈ −κ
pi
$21ϑ
′($1) + κ
∂ϑ($1)
∂β
. (A.6b)
The high–temperature limit is then concerned with the
three quantities, $ϑ($), $2ϑ′($) and ∂ϑ($)/∂β, in the
$ →∞ regime. The first two via Eq. (3.22) are
$ϑ($) = Im
∫ 1
0
dλ
λ
$G˜SB(i$;λ),
$2ϑ′($) = Im
∫ 1
0
dλ
λ
$2
∂
∂$
G˜SB(i$;λ).
(A.7)
By using the asymptotics of $e−$t → 2δ(t), we have
$G˜SB(i$) = $
∫ ∞
0
dt e−$tGSB(t)
$→∞−→ GSB(t = 0).
Moreover, by using $2e−$t → −2δ˙(t), we have
$2
d
d$
G˜SB(i$) = −
∫ ∞
0
dt ($2e−$t)[tGSB(t)]
$→∞−→ 2
∫ ∞
0
dt δ˙(t)[tGSB(t)]
= −GSB(t = 0).
We can therefore write the limiting values of Eq. (A.7) as
lim
T→∞
$ϑ($) = − lim
T→∞
$2ϑ′($), (A.8)
with
lim
T→∞
$ϑ($) = Im
∫ 1
0
dλ
λ
GSB(t = 0;λ) = 0. (A.9)
The last identity follows Eq. (3.12). Moreover, for
fermionic hybrid systems in the high–temperature limit,
the intrinsic temperature–dependence of ϑ($) via the
Green’s function would be saturated. In other words,
lim
β→0
∂ϑ($)
∂β
= 0. (A.10)
By applying Eqs. (A.8)–(A.10) for the T → ∞ limiting
values of Eq. (A.6), we obtain immediately all identities
in Eq. (A.2).
We are now in the position to elaborate the parameter,
κ = pi2/4, exploited in the second identity of Eq. (A.3).
Let us revisit this identity, with the parameter κ the for-
mal expression,
κ =
2
ϑ($1)
∞∑
n=1
ϑ($n). (A.11)
The involving {$n} are the Matsubara frequencies, aris-
ing from the Fermi function expansion,
1
1 + eβω
=
1
2
− 2
∞∑
n=1
ω/β
ω2 +$2n
. (A.12)
Consider then the high–temperature approximation,
ω/β
ω2 +$2n
≈ βω
(2n− 1)2pi2 +O
[
(βω)3
]
. (A.13)
Therefore,
∞∑
n=1
ω/β
ω2 +$2n
≈ βω
pi2
∞∑
n=1
1
(2n− 1)2 =
βω
pi2
pi2
8
. (A.14)
Together with ω/β
ω2+$21
≈ βωpi2 via Eq. (A.13), we obtain
∞∑
n=1
ω/β
ω2 +$2n
≈ pi
2
8
ω/β
ω2 +$21
. (A.15)
The factor of pi2/8 represents the ratio between the
linear–order expansion and the lowest Matsubara fre-
quency expansion. Remarkable, whenever the high–
temperature asymptotic behaviors are concerned with,
this ratio is generic and transferable to such as
Eq. (A.11), where κ = 2pi2/8 = pi2/4. This is the value
of κ in Eqs. (A.3)–(A.6).
For a close comparison with an optimized scheme [cf.
Eq. (A.17)], we summarize the above high–temperature
approximant, in terms of the Fermi function, Eq. (A.12).
That is
1
1 + eβω
≈ 1
2
− pi
2
4
ω/β
ω2 + (pi/β)2
+O[(βω)3]. (A.16)
13
The value of $1 = pi/β is substituted explicitly.
On the other hand, it is well–known the best sum–
over–poles expansion for Bose or Fermi functions is the
Pade´ spectrum decomposition scheme.63–65 For the high–
temperature asymptotics, it requires only the lowest–
order Pade´ [0/1] approximant that reads
1
1 + eβω
≈ 1
2
− 3ω/β
ω2 + (
√
12/β)2
+O[(βω)5]. (A.17)
Its advantage over Eq. (A.16) is clearly evident. The in-
volved single pole–related frequency is no longer $1 =
pi/β, but rather $a ≡
√
12/β. The associated parame-
ter is now κa = 3. More important, Eq. (A.17) suggests
Eq. (A.6) be modified with
Ahyb(T ) ≈ κa
ξa
$aϑ($a), (A.18a)
Uhyb(T ) ≈ −κa
ξa
$2aϑ
′($a) + κa
∂ϑ($a)
∂β
, (A.18b)
where
κa = 3, ξa =
√
12 and $a = ξa/β. (A.19)
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