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  its	  descendants	  
BENE@WORK	   	  
Imprecise	  hidden	  Markov	  model	  
S1	  (O1|X1)	  	   S3	  (O3|X3)	  	  S2	  (O2|X2)	  	  
Q2	  (X2|X1)	  	  Q1	  (X1)	  	   Q2	  (X3|X2)	  	  
44	  Jasper	  De	  Bock	  
X1	   X2	   X3	  
O1	   O3	  O2	  
BENE@WORK	   	  
Local	  
models	  
Epistemic	  Irrelevance	   Global	  model	  P	  (X1:3,O1:3)	  	  
	  
Imprecise	  hidden	  Markov	  model	  
Epistemic	  Irrelevance	  yields	  formulas	  
that	  recursively	  construct	  a	  global	  model	  
State	  sequence	  predic/on	  in	  
imprecise	  hidden	  Markov	  models	  
Jasper	  De	  Bock	   45	  BENE@WORK	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?	  
Q2	  (X2|X1)	  	  Q1	  (X1)	  	   Q2	  (X3|X2)	  	  
BENE@WORK	  
(Imprecise)	  state	  sequence	  predic/on	  
?	   ?	  
S1	  (O1|X1)	  	   S3	  (O3|X3)	  	  S2	  (O2|X2)	  	  
Q2	  (X2|X1)	  	  Q1	  (X1)	  	   Q2	  (X3|X2)	  	  
47	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X1	   X2	   X3	  
O1	   O3	  O2	  
BENE@WORK	   	  
Local	  
models	  
Epistemic	  Irrelevance	   Global	  model	  P	  (X1:3,O1:3)	  	  
	  
(Imprecise)	  state	  sequence	  predic/on	  
Condi/onal	  global	  model	  P	  (X1:3|O1:3)	  	  
	  
Regular	  Extension	   P	  (O1:3)	  ≠	  0	  
	  
Condi/oning	  the	  model	  on	  the	  observa/ons	  
48	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?	  
Q2	  (X2|X1)	  	   Q2	  (X3|X2)	  	  
BENE@WORK	  
?	   ?	  
Largest	  condi/onal	  probability?	  
MAXIMAL	  SEQUENCE(S)	  
(Imprecise)	  state	  sequence	  predic/on	  
? ?
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(Imprecise)	  state	  sequence	  predic/on	  
Q2	  (X2|X1)	  	  Q1	  (X1)	  	   Q2	  (X3|X2)	  	  
P	  (	  ?	  	  	  ?	  	  	  ?	  	  |	  	  	  	  	  	  	  	  	  	  	  	  	  	  )	  	  
Largest	  probability?	  
O	  X,Y,Z,…	  
Total	  ordering:	  
Y	  >	  X	  	  if	  	  P(Y|O)	  >	  P(X|O)	  
	  
X	  >	  Y	  	  if	  	  P(IY|O)	  >	  P(IX|O)	  	  	  	  if	  	  P(IY	  -­‐	  IX|O)	  >	  0	  
PRECISE	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(Imprecise)	  state	  sequence	  predic/on	  
Total	  ordering:	  
Y	  >	  X	  	  if	  	  P(IY	  -­‐	  IX|O)	  >	  0	  
	  
	  
X	  >	  Y	  	  if	  	  P(IO[IY	  –	  IX])	  >	  0	  
Maximal	  sequence	  
=	  the	  sequence	  with	  the	  highest	  probability	  
=	  The	  highest	  sequence	  in	  this	  ordering	  
PRECISE	  
Bayes’	  theorem	   P	  (O)	  ≠	  0	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(Imprecise)	  state	  sequence	  predic/on	  
Par/al	  ordering:	  
Y	  >	  X	  	  if	  	  P(IY	  -­‐	  IX|O)	  >	  0	  
Maximal	  sequence	  
The	  undominated	  sequence(s)	  in	  this	  
par/al	  ordering	  
IMPRECISE	  
P(IY	  -­‐	  IX|O)	  >	  0	  
For	  every	  P	  in	  P	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(Imprecise)	  state	  sequence	  predic/on	  
Par/al	  ordering:	  
Y	  >	  X	  	  if	  	  P(IY	  -­‐	  IX|O)	  >	  0	  
	  
	  
	  
X	  >	  Y	  	  if	  	  P(IO[IY	  –	  IX])	  >	  0	  
Maximal	  sequence	  
The	  undominated	  sequence(s)	  in	  this	  
par/al	  ordering	  
IMPRECISE	  
P	  (O)	  ≠	  0	  
	  
IMPORTANT	  RESULT!
Doesn’t	  hold	  in	  general	  
Only	  for	  HMMs	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(Imprecise)	  state	  sequence	  predic/on	  
Par/al	  ordering:	  
Y	  >	  X	  	  if	  	  P(IO[IY	  –	  IX])	  >	  0	  
Maximal	  sequence	  
The	  undominated	  sequence(s)	  in	  this	  
par/al	  ordering	  
IMPRECISE	  
X	  is	  maximal	  	   For	  all	  Y	  	  :	  	  Y	  >	  X	  
	  
For	  all	  Y	  	  :	  	  P(IO[IY	  –	  IX])	  ≤	  0	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(Imprecise)	  state	  sequence	  predic/on	  
How	  can	  we	  determine	  the	  set	  of	  
maximal	  sequences	  eﬃciently?	  
X	  is	  maximal	  	   For	  all	  Y	  	  :	  	  P(IO[IY	  –	  IX])	  ≤	  0	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(Imprecise)	  state	  sequence	  predic/on	  
How	  can	  we	  determine	  the	  set	  of	  
maximal	  sequences	  eﬃciently?	  
X	  is	  maximal	  	   For	  all	  Y	  	  :	  	  P(IO[IY	  –	  IX])	  ≤	  0	  
Es/HMM:	  an	  eﬃcient	  algorithm	  to	  
determine	  the	  maximal	  state	  sequences	  in	  
an	  imprecise	  hidden	  Markov	  model	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(Imprecise)	  state	  sequence	  predic/on	  
How	  can	  we	  determine	  the	  set	  of	  
maximal	  sequences	  eﬃciently?	  
Trick	  nr.	  1	  
Y	  >	  X	  	  if	  	  P(IY	  -­‐	  IX|O)	  >	  0	  
	  
	  
	  
X	  >	  Y	  	  if	  	  P(IO[IY	  –	  IX])	  >	  0	  
P	  (O)	  ≠	  0	  
	  
IMPORTANT	  RESULT!
Doesn’t	  hold	  in	  general	  
Only	  for	  HMMs	  
Using	  the	  joint	  model	  instead	  	  
of	  the	  condi/onal	  one	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(Imprecise)	  state	  sequence	  predic/on	  
How	  can	  we	  determine	  the	  set	  of	  
maximal	  sequences	  eﬃciently?	  
Trick	  nr.	  2	   Working	  recursively	  
Principle	  of	  op/mality	  
(Bellman)	  
?	  
O3	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(Imprecise)	  state	  sequence	  predic/on	  
How	  can	  we	  determine	  the	  set	  of	  
maximal	  sequences	  eﬃciently?	  
Trick	  nr.	  2	   Working	  recursively	  
Principle	  of	  op/mality	  
(Bellman)	  
?	   ?	  
O2	   O3	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(Imprecise)	  state	  sequence	  predic/on	  
How	  can	  we	  determine	  the	  set	  of	  
maximal	  sequences	  eﬃciently?	  
Trick	  nr.	  2	   Working	  recursively	  
Principle	  of	  op/mality	  
(Bellman)	  
?	   ?	   ?	  
O1	   O2	   O3	  
60	  Jasper	  De	  Bock	  BENE@WORK	  
(Imprecise)	  state	  sequence	  predic/on	  
How	  can	  we	  determine	  the	  set	  of	  
maximal	  sequences	  eﬃciently?	  
Trick	  nr.	  3	   Reformula/ng	  the	  criterion	  
of	  maximality	  
X	  is	  maximal	  	   For	  all	  Y	  	  :	  	  P(IO[IY	  –	  IX])	  ≤	  0	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(Imprecise)	  state	  sequence	  predic/on	  
How	  can	  we	  determine	  the	  set	  of	  
maximal	  sequences	  eﬃciently?	  
Trick	  nr.	  4	   Storing	  solu/ons	  eﬃciently	  
6	  maximal	  sequences	  for	  a	  binary	  HMM	  of	  length	  8:	  
Two	  state	  values:	  0	  or	  1	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(Imprecise)	  state	  sequence	  predic/on	  
Trick	  nr.	  4	   Storing	  solu/ons	  eﬃciently	  
Representa/on	  in	  computer	  memory:	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(Imprecise)	  state	  sequence	  predic/on	  
Trick	  nr.	  4	   Storing	  solu/ons	  eﬃciently	  
Representa/on	  in	  computer	  memory:	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(Imprecise)	  state	  sequence	  predic/on	  
Trick	  nr.	  4	   Storing	  solu/ons	  eﬃciently	  
Representa/on	  in	  computer	  memory:	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(Imprecise)	  state	  sequence	  predic/on	  
Trick	  nr.	  4	   Storing	  solu/ons	  eﬃciently	  
Representa/on	  in	  computer	  memory:	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(Imprecise)	  state	  sequence	  predic/on	  
Trick	  nr.	  4	   Storing	  solu/ons	  eﬃciently	  
Representa/on	  in	  computer	  memory:	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  BENE@WORK	  
(Imprecise)	  state	  sequence	  predic/on	  
Trick	  nr.	  4	   Storing	  solu/ons	  eﬃciently	  
Representa/on	  in	  computer	  memory:	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(Imprecise)	  state	  sequence	  predic/on	  
Trick	  nr.	  4	   Storing	  solu/ons	  eﬃciently	  
Representa/on	  in	  computer	  memory:	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  BENE@WORK	  
(Imprecise)	  state	  sequence	  predic/on	  
Es/HMM:	  an	  eﬃcient	  algorithm	  to	  
determine	  the	  maximal	  state	  sequences	  in	  
an	  imprecise	  hidden	  Markov	  model	  
Computa/onal	  complexity	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(Imprecise)	  state	  sequence	  predic/on	  
Es/HMM:	  an	  eﬃcient	  algorithm	  to	  
determine	  the	  maximal	  state	  sequences	  in	  
an	  imprecise	  hidden	  Markov	  model	  
• 	  Theore/cal	  analysis	  
Computa/onal	  complexity	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(Imprecise)	  state	  sequence	  predic/on	  
Es/HMM:	  an	  eﬃcient	  algorithm	  to	  
determine	  the	  maximal	  state	  sequences	  in	  
an	  imprecise	  hidden	  Markov	  model	  
• 	  Theore/cal	  analysis	  	  (Empirical	  conﬁrma/on)	  
Computa/onal	  complexity	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(Imprecise)	  state	  sequence	  predic/on	  
Es/HMM:	  an	  eﬃcient	  algorithm	  to	  
determine	  the	  maximal	  state	  sequences	  in	  
an	  imprecise	  hidden	  Markov	  model	  
• 	  Theore/cal	  analysis	  	  (Empirical	  conﬁrma/on)	  
• 	  Linear	  in	  the	  number	  of	  maximal	  sequences	  
Computa/onal	  complexity	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(Imprecise)	  state	  sequence	  predic/on	  
Es/HMM:	  an	  eﬃcient	  algorithm	  to	  
determine	  the	  maximal	  state	  sequences	  in	  
an	  imprecise	  hidden	  Markov	  model	  
• 	  Theore/cal	  analysis	  	  (Empirical	  conﬁrma/on)	  
• 	  Linear	  in	  the	  number	  of	  maximal	  sequences	  
• 	  Quadra/c	  in	  the	  length	  of	  the	  HMM	  
Computa/onal	  complexity	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(Imprecise)	  state	  sequence	  predic/on	  
Es/HMM:	  an	  eﬃcient	  algorithm	  to	  
determine	  the	  maximal	  state	  sequences	  in	  
an	  imprecise	  hidden	  Markov	  model	  
• 	  Theore/cal	  analysis	  	  (Empirical	  conﬁrma/on)	  
• 	  Linear	  in	  the	  number	  of	  maximal	  sequences	  
• 	  Quadra/c	  in	  the	  length	  of	  the	  HMM	  
• 	  Cubic	  in	  the	  number	  of	  possible	  states	  	  
Computa/onal	  complexity	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“What	  can	  you	  
	  	  	  	  	  do	  with	  it?”	  
An	  applica/on	  
Op/cal	  character	  recogni/on	  so{ware	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An	  applica/on	  
C	   W	  Q	  
C	   O	   W	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?	   ?	   ?	  
BENE@WORK	  
An	  applica/on	  
C	   W	  Q	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S1	  (O1|X1)	  	   S3	  (O3|X3)	  	  S2	  (O2|X2)	  	  
Q2	  (X2|X1)	  	  Q1	  (X1)	  	   Q2	  (X3|X2)	  	  
Viterbi	  algorithm	  
BENE@WORK	  
An	  applica/on	  
?	   ?	   ?	  
C	   W	  Q	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S1	  (O1|X1)	  	   S3	  (O3|X3)	  	  S2	  (O2|X2)	  	  
Q2	  (X2|X1)	  	  Q1	  (X1)	  	   Q2	  (X3|X2)	  	  
Es/HMM	  algorithm	  
BENE@WORK	  
An	  applica/on	  
?	   ?	   ?	  
C	   Q	   W	  
81	  Jasper	  De	  Bock	  
La	  Divina	  Commedia	  
original	  
VITA	  
correctly	  read	  
digital	  
VITA	  
Solu/on	  Viterbi	  
VITA	  
VITA	  
Solu/on(s)	  Es/HMM-­‐algoritme	  
BENE@WORK	  
An	  applica/on	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La	  Divina	  Commedia	  
CON	  
CCN	  
CON	  
CON	  
BENE@WORK	  
An	  applica/on	  
original	  
incorrectly	  read	  
digital	  
Solu/on	  Viterbi	  
Solu/on(s)	  Es/HMM-­‐algoritme	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La	  Divina	  Commedia	  
original	  
correctly	  read	  
Solu/on	  Viterbi	  
Solu/on(s)	  Es/HMM-­‐algoritme	  
BENE@WORK	  
An	  applica/on	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