We derive two stochastic gradient algorithms for semidefinite optimization using randomization techniques. One is based on the robust stochastic approximation method and uses random sparsifications of the current iterate to both accelerate eigenvalue computations and reduce memory requirements. The other relies on gradient sampling to reduce the per iteration cost of smooth semidefinite optimization algorithms.
Introduction
Beyond classic combinatorial relaxations [GW95] , semidefinite programming has recently found a new stream of applications in machine learning [LCB + 02], geometry [WS06] , statistics [dBEG06] or graph theory [SBXD05] . All these problems have a common characteristic: they have relatively low precision targets but form very large semidefinite programs for which obtaining second order models is numerically hopeless, which means that classic Newton based interior point solvers typically fail before completing even a single iteration. Early efforts focused on exploiting structural properties (sparsity, block patterns, etc), but this has proven particularly hard for semidefinite programs and for very large problem instances, first-order methods remain the only credible alternative. This follows a more general trend in optimization which seeks to significantly reduce the granularity of solvers, i.e. reduce the per iteration complexity of optimization algorithms rather than their total numerical cost, thus allowing at least some progress to be made on problems that are beyond the reach of current algorithms.
In this work, we focus on the following maximum eigenvalue minimization problem:
minimize λ max (A T y + c) − b T y subject to y ∈ Q,
in the variable y ∈ R m , with parameters A ∈ R m×n 2 , b ∈ R m and c ∈ R n 2 , where Q is a compact convex set. Throughout the paper, we implicitly assume that m is much smaller than n and for simplicity, we write λ max (A T y + c) for λ max (mat(A T y + c)) whenever there is no ambiguity.
Using a smoothing argument, Nesterov [Nes07] showed that the number of iterations required by the first-order algorithm in [Nes83] to solve problem (1) up to a target precision ǫ grows as O(1/ǫ). At each iteration, the algorithm requires computing a matrix exponential (at a cost of O(n 3 )) and two projections on Q. In [d'A05], it was shown that an approximate gradient is sufficient to get optimal convergence, which in problem (1) means that using only a partial eigenvalue decomposition (at a cost of O(kn 2 )) is sometimes sufficient to approximate the matrix exponential. However, no a priori bound on the required number of eigenvalues k is known and this number has to be determined adaptively. Other techniques such as the spectral bundle method by [HR00] or subgradient descent solve very large instances of problem (1) and only require a few eigenvalues at each iteration, but have a complexity bound of O(1/ǫ 2 ).
Recently, [JLNS07] proposed an algorithm based on the stochastic gradient for solving bilinear matrix games, where subsampling is used to perform matrix vector products and produce an approximate gradient. Strikingly, the algorithm has a complexity of O(1/ǫ 2 ) but only requires access to a negligible proportion of the matrix coefficients as the dimension n tends to infinity. Randomization was also used in [BLO02] and [BLO05] to approximate subdifferentials of functions that are only differentiable almost everywhere.
Advances in large deviations and random matrix theory have produced a stream of new randomization results for high dimensional linear algebra [FKV04, DKM06, AM07] , motivated by the need to perform these operations on very large scale, sometimes streaming, data sets in applications such as machine learning, signal processing, etc. Similar subsampling techniques have been successfully applied to support vector machine classification [KBH08] or Fourier decomposition. The intuition behind the result in [AM07] is simple: consider a matrix A ∈ S n and, for a given p ∈ [0, 1], define a random matrixÃ with independent coefficients
A ij /p with probability p 0 otherwise, i, j = 1, . . . , n.
By construction,Ã has mean A, independent coefficients, and O(pn 2 ) nonzero entries on average. The key insight from random matrix theory here is that, because of independence, the impact of this subsampling on the spectrum of A is both small and isotropic. This means in practice that, when A has strong features, the spectrum ofÃ is very close to that of the original matrix A, even thoughÃ sampled only a fraction of A. We illustrate this fact in a simple numerical experiment: we let A be the covariance matrix of a gene expression data set of dimension n = 1000 with v its leading eigenvector. We then sampleÃ according to the rule defined above and letṽ be its leading eigenvector. In Figure 1 on the left, we plot the distribution of their scalar product |ṽ T v| over 100 samples for p = .15 and p = .25. On the right, we repeat this experiment, this time forming A as the covariance of a normally distributed data set, i.e. A is sampled from a Wishart distribution. In the structured case, we notice that the subsampled eigenvector is often very close to the exact one even when only 15% of the matrix coefficients are used. When the original matrix does not have strong features however (in the Wishart case), the subsampled vector has nothing to do with the exact one. Our contribution here is twofold. First, we combine subsampling procedures with the stochastic gradient algorithm detailed in [JLNS07] to derive stochastic gradient methods for maximum eigenvalue minimization with cost per iteration growing almost linearly with problem dimension. Second, we use gradient sampling techniques to produce a smooth uniform approximation of the objective in problem (1) with Lipschitz continuous gradient and use it to derive a smooth maximum eigenvalue minimization algorithm which only requires an a priori fixed number of leading eigenvectors to approximate the gradient at each iteration. Table 1 summarizes the complexity of solving problem (1) using these new subsampling algorithms relative to their deterministic counterparts. We should however mention here that because the random matrix theory results underpinning our T v| where v is the leading eigenvector of a structured covariance matrix andṽ is the leading eigenvector of the randomly subsampled matrix, with p = .25 (solid line) and p = .15 (dashed line). Right: Distribution of |ṽ T v| whereṽ is computed on a subsampled matrix with p = .15, using a structured covariance matrix (dashed line) or a matrix sampled from the Wishart distribution (solid line).
algorithms are far from tight, the complexity estimates we obtain have to be understood in an asymptotic sense. Nevertheless, these results will certainly be tightened and empirical performance appears to be quite good.
The paper is organized as follows. Section 2 details results on subsampling and randomized smoothing. Some are directly adapted from [DKM06, AM07] and produce error bounds on the spectrum of large-scale subsampled matrices, others use gradient sampling as in [BLO02] to produce a smooth uniform approximation of the objective in (1) with Lipschitz continuous gradient. In Section 3 we then derive a stochastic gradient algorithm for maximum eigenvalue minimization whose cost per iteration grows almost linearly with n (the algorithm requires one pass in O(n 2 ) to bound matrix coefficients). In Section 4, we use the gradient sampling technique to derive a smooth maximum eigenvalue minimization algorithm with an explicit bound on the number of leading eigenvalues required to approximate the gradient at each iteration. Finally, we present some numerical experiments in Section 5.
Iterations Cost per Iter. Table 1 : Complexity of solving the maximum eigenvalue minimization problem in (1) using subsampling methods compared to deterministic algorithms.
Notation
We write S n the set of symmetric matrices of dimension n, X F the Frobenius norm of a matrix and X 2 its spectral norm and let X ∞ = max ij |X ij |. We use (A T y + c) for the matrix mat(A T y + c) whenever there is no ambiguity, write A i the i-th row and A i the i-th column of the matrix A, and let A [i] be the i-th largest magnitude coefficient of the matrix A.
Randomized linear algebra
In this section, we detail several random sampling results on maximum eigenvalues. The first is based on the work by [AM07] and shows that the spectrum of a sparse independently subsampled matrix is often very close to the spectrum of the original matrix. This reduces per iteration memory requirements since the current iterate only needs to be accessed in one pass and the subsampled matrix is much smaller. It also accelerates eigenvalue computations using packages such as ARPACK (see [LSY98] ) which only access the matrix through matrix vector products. We also recall a result by [DKM06] which samples matrix columns instead of coefficients and has slightly different performance guarantees. Our second result here produces a smooth uniform approximation of the maximum eigenvalue function using gradient sampling in the spirit of [BLO02] . While [BLO02] was focused on producing Clarke subdifferentials of almost everywhere differentiable functions, our result produces bounds on the Lipschitz constant of the gradient sampled from a Gaussian kernel smoothing of the objective in problem (1).
Sparsification
Based on results by [AM07] , we show how to approximate λ max (X) for X ∈ S n , using only a small random subset of the coefficients of X. This considerably reduces the complexity of computing λ max (X) and the gradient in (1) by iterative methods. In particular, by using only a fraction of the coefficients of X, this procedure would allow us to solve semidefinite optimization problems where the matrix X is too large to fit in memory (let alone in CPU cache). In large-scale problems, memory bandwidth is often a more stringent constraint than CPU power. We first recall below the subsampling procedure in [AM07] . The key idea behind this result is that, as the matrix dimension n grows and given a fixed, scale invariant precision target X F /ǫ, the norm X ∞ of individual coefficients in X typically becomes negligible and we can randomly discard the majority of them while keeping important spectral features of X mostly intact.
Lemma 1 Given X ∈ S n and ǫ > 0, we define a subsampled matrixX whose coefficients are independently distributed as:
Assume that 1 ≥ p ≥ (8 log n) 4 /n, then
with probability at least 1 − exp(−19(log n) 4 ).
At first sight here, controlling the approximation error means letting the probability p grow relatively fast as n tends to infinity. However, we will show in Lemma 2 below that, because X ∞ /ǫ is typically much smaller than X F /ǫ, this subsampling ratio p can often be controlled. Adaptive subsampling, i.e. letting p vary with the magnitude of the coefficients in X, can further improve these results (see [AM07, §4] for details). Intuitively, this subsampling technique works best when the coefficients of X are close to uniform, i.e. when X ij / X ∞ does not vary too significantly across most of the matrix, so that subsampling will not "miss" important matrix coefficients.
We now bound the average number of nonzero coefficients in the subsampled matrix using the structure of X. Note first that, as in [AM07] , the constants in these results are all very large (in particular, 1 ≥ p ≥ (8 log n) 4 /n implies n ≥ 10 9 ) so despite their good empirical performance in low dimensions, all the results presented here have to be understood in an asymptotic sense.
Lemma 2 Given X ∈ S n and ǫ > 0, we define a subsampled matrixX whose coefficients are independently distributed as:
having set:
and we have
with probability at least 1 − exp(−19(log n) 4 ). Furthermore, the average number of nonzero coefficients inX is bounded above by
Proof. By construction, we have
if n is such that p ǫ ≥ (8 log n) 4 /n, then, with probability at least 1 − exp(−19(log n) 4 ), we have
given our choice of p ǫ in (4). Finally, the average number of nonzero coefficients inX is given by p ǫ n 2 , where p ǫ can be bounded as follows:
for any constant φ ∈ [0, 1], using an inequality between harmonic and arithmetic means.
Roughly speaking, this means that computing leading eigenvectors of the subsampled matrix is faster than solving the original eigenvalue problem when
, where X F /ǫ can be understood as a scale invariant precision target and the second term is a scale invariant uniformity measure on the ⌈αn 2 ⌉ leading matrix coefficients
In practice however, the overhead associated with sparse matrix vector products means that actual computational savings appear at somewhat higher dimensions. We now detail another subsampling result from [DKM06] which produces low rank matrix approximations by subsampling columns instead of coefficients and whose subsampling ratio is less dependent on matrix structure. This result also holds for small dimensions n. The error bounds are similar but not equivalent to those provided by Lemma 2, see [AM07] for a discussion.
Lemma 3 Let X ∈ S n and 0 < k ≤ s < n. Given a precision target ǫ > 0, form a probability
with P(i t = u) = p u for t = 1, . . . , s and define a matrix C ∈ R n×s with
Form the singular value decomposition of C T C = Y diag(σ)Y T and let
with probability β, where X k is the best rank k approximation of X.
Proof. See Theorem 4 in [DKM06] .
A similar result holds in the Frobenius norm. Here, the computational savings come from the fact that, to get a rank k approximation of the matrix X, we only need to compute the singular value decomposition of a matrix of dimension s, then compute a matrix product, at a total cost of O(kns + ks 2 ) instead of O(kn 2 ). The results in [DKM06] do not allow us to approximate the largest eigenvalue function in the objective of problem (1) directly but we can use them to write a subsampling algorithm for spectral radius minimization. Note that shifting the spectrum of X by X F guarantees that spectral radius and maximum eigenvalues match, but it also affects the approximation's precision. For this purpose, based on [DKM06] , we now show the following lemma on approximating the spectral radius of a symmetric matrix X.
Lemma 4 Let X ∈ S n and β ∈ [0, 1]. Given a precision target ǫ > 0, let p be a probability vector
with P(i t = u) = p u for t = 1, . . . , s and define a matrix C ∈ R m×s by subsampling the columns of X as in (5). Let η = 1 + 8 log(1/(1 − β)) and
we have:
Proof. Using the Hoffman-Wielandt inequality as in [DKM06, Th.2] we get:
and [DKM06, Th.1] yields:
with probability β. Combining these two inequalities with the sampling rate in (6) yields the desired result.
Note that the subsampling ratio s of O(1/ǫ 2 ) in (6) is comparable to that of Lemma 2. A similar result also holds in the Frobenius norm.
Smoothing
Here, in the spirit of [BLO02] , we use random gradient sampling techniques to smooth the maximum eigenvalue function. We show that smoothing the objective of problem (1) using a Gaussian kernel, i.e. averaging independent Gaussian perturbations of λ max (X), produces a uniform approximation of λ max (X) whose gradient is Lipschitz continuous on Q. Below, we first use kernel smoothing to produce a ǫ-uniform approximation to this function, then compute an upper bound on the Lipschitz constant of its gradient over the set Q.
Lemma 5 Let U ∈ S n be a random symmetric matrix with independent Gaussian coefficients
with X ∈ Q, satisfies
for n sufficiently large, and its gradient is Lipschitz continuous on Q with Lipschitz constant:
for n large enough, with γ = 0.577... the Euler-Mascheroni constant, having defined:
where D F,Q is the Euclidean diameter of Q.
Proof. By convexity and subadditivity of λ max (X) we get
and (also by convexity) we have for any k ≥ 1:
Using the bound in [SS98] , we then obtain
for n sufficiently large. Smoothing the function λ max (X) on S n using a Gaussian kernel produces
Let X 0 ∈ S n in the interior of Q, t > 0 and Y ∈ S n with Y F = 1, we have
We can compute the first part of this expression explicitly
using the fact that Y F = 1 by construction. Also, because i,j U 2 ij is χ distributed with n(n + 1)/2 degrees of freedom, we get
is the first moment of the χ distribution with k degrees of freedom. By symmetry and rotational invariance of the Gaussian distribution, using Y F = 1 we also get
Now, using the Weierstrass product expansion of the gamma function
where γ = 0.577... is the Euler-Mascheroni constant, we can write
using log(1 + u) ≥ u − u 2 when u ≥ 0. Because π 2 /12 − γ < 0, for k sufficiently large, we must have
Finally, combining this last result with (10) and (11), we obtain
and bounding both X 0 F and t in this expression by M Q and D F,Q respectively yields the desired result.
We use this result in Section 4.1 to prove convergence of a smooth optimization algorithm with sampled gradients.
Stochastic gradient algorithm
Below, we will use a stochastic gradient algorithm to solve problem (1) when the gradient is approximated by subsampling. We first focus on a stochastic approximation of problem (1), written:
in the variable y ∈ R m , whereÃ T y +c is sampled according to the elementwise procedure defined in (3).
Suppose that we pick a target precision ǫ and a sampling rate p ∈ [0, 1], lemma 2 gives conditions on p under which an ǫ solution to (12) is a 2ǫ solution to the original problem (1) (with high confidence), it will also allow us to produce a bound on the complexity of solving (12) using a stochastic gradient algorithm by bounding the variance of the subsampled gradient. Here, we let · be a general norm on R m , we write · * its dual norm and define δ * (m) as the smallest number such that y 2 ≤ δ * (m) y * for all y ∈ R m . We begin by producing a bound on the quadratic variation of the gradient. 
Proof. Let v be the leading eigenvector ofÃ T y +c, theng =Ãvec(
2 and:
When A is sampled according to (3) in Lemma 2 we have:
which is the desired result. We can produce a similar result based on the columnwise subsampling procedure described in Lemma 4, for solving the following problem:
in the variable y ∈ R m , whereÃ T y +c is now sampled according to the columnwise procedure defined in (5).
Lemma 7 Given y ∈ Q and a sampling rate s ∈ [0, n], suppose that A T y + c is sampled according to the columnwise procedure in (5), if v is the eigenvector ofÃ T y +c with eigenvalue Ã T y +c 2 , theng =Ãṽ ec(vv T ) − b is a subgradient of the function Ã T y +c 2 − b T y and satisfies:
where s is the number of sampled columns.
Proof. Let v be defined as above, theng =Ãvec(vv T ) − b is a subgradient of Ã T y +c 2 − b T y. Because vec(vv T ) 2 2 = vv T 2 F = v 2 2 = 1, we must have (Ã j vec(vv T )) 2 ≤ Ã j 2 2 and:
Then, according to the susbsampled matrix multiplication procedure in [DKM06, Th.1] we get:
hence the desired result.
We use the convergence result in [JLNS07, §2.3] combined with the sampling procedure of Lemma 2 and the bound on g 2 * computed in Lemma 6 to solve problem (12). We let ω(x) be a distance generating function, i.e. a function such that
is a convex set. We assume that ω(x) is strongly convex on Q o with modulus α with respect to the norm · , which means
We then define a prox-function V (x, y) on Q o × Q as follows:
which is nonnegative and strongly convex with modulus α with respect to the norm · . The prox-mapping associated to V is then defined as
Finally, define the ω diameter of the set Q as:
and we let γ k for k = 1, . . . , N be a step size strategy. The stochastic gradient algorithm then proceeds as follows.
Stochastic gradient algorithm.
Starting from y 0 ∈ Q. For k = 0, . . . , N − 1,
In Lemma 6, we computed an upper bound on the quadratic variation of the gradient. We now use this bound to prove convergence of the stochastic gradient algorithm with elementwise subsampling. We write y * the optimal solution to problem (1).
Proposition 1 Given ǫ > 0, and a sampling rate p ∈ [0, 1] in the elementwise subsampling procedure (3). Suppose that p satisfies:
for X = A T y * − c and some φ ∈ [0, 1], then after
iterations, where M * is given by
the stochastic gradient algorithm with constant step size γ = αǫ/ √ 2M 2 * will produce an iterateȳ N in problem (12) satisfying:
When n is large enough, the average number of nonzero coefficients inX is pn 2 .
Proof. With N defined as above, from [JLNS07, §2.3] we get:
using the Markov inequality, whereỹ * is the optimal solution to problem (12). Then, Lemma 2 shows that, if p satisfies condition (19):
which yields the desired result. As stated above, this is a "guess and check" procedure: we first estimate y * then verify that the subsampling rate is sufficient at the solution. To get a priori bounds, condition (19) has to be checked uniformly on Q. Here, the subsampling rate p controls the ratio between the cost of a single iteration and the total number of iterations required for convergence: the number of iterations is proportional to 1/p while the cost per iteration grows with p. In particular, picking p ∼ 1/n in the result above (whenever possible) means that the average cost per iteration will grow linearly with n. We can show a similar result using the columnwise subsampling procedure in (5) instead. We now write y * the optimal solution to the spectral norm minimization problem.
Proposition 2 Given ǫ > 0, β ∈ [0, 1], and a sampling rate:
where η = 1 + 8 log(1/(1 − β)) in the columnwise subsampling procedure (5) with
The stochastic gradient algorithm with constant step size γ = αǫ/ √ 2M 2 * will produce after
iterations, a pointȳ N in problem (14) satisfying:
The cost of each iteration is O(s 2 + sn).
Proof. As above, we simply combine the approximation result of Lemma 4 with the bound on the quadratic variation computed in Lemma 7.
Here too, the subsampling rate s controls the tradeoff between number of iterations and per iteration cost: the number of iterations is proportional to 1/s and the cost per iteration grows with s.
Of course, as in [JLNS07] we have implicitly assumed throughout these results that projecting the gradient on the set Q has a relatively low computational complexity compared to that of approximating the gradient itself. Note also that a key feature of the results [JLNS07] is to produce complexity bounds depending only on the norm · and on the the geometry of Q. Unfortunately, our bounds in Lemma 6 cannot be written in terms of · alone, hence the presence of an additional factor δ(m). We should also note that almost identical results hold if a unique subsampling probability is used throughout the iterations (the algorithm then uses a stochastic approximation, followed by deterministic optimization).
Smooth optimization using gradient sampling
In this section, we first briefly describe the algorithm in [Nes07] for smooth semidefinite optimization. We then recall a result in [d'A05] which shows that an approximate gradient is sufficient to obtain the convergence rate of O(1/ǫ) in the smooth optimization algorithm. While the computational savings were sometimes substantial, the key shortcoming of that approach however was that it produced no a priori bound on the number of eigenvectors required to approximate the gradient. Here, we use the randomized smoothing result of Lemma 5 in the smooth minimization algorithm with approximate gradient detailed in [d'A05] to get a global complexity bound of O(1/ǫ 3/2 ) with an a priori bound of O 1/ǫ 2 on the number of gradients to sample, where each independent gradient sample requires computing a leading eigenvector.
Smooth optimization with approximate gradient
Given the problem minimize f (x) subject to x ∈ Q,
where Q ⊂ R n is a closed convex set and f is a convex function with Lipschitz continuous gradient, such that
for some L > 0. Suppose that the gradient ∇f is noisy, at each iteration we only compute∇f (x) with
We define d(x), a prox-function for the set Q, i.e. a continuous and strongly convex on Q with parameter α. We let x 0 be the center of Q for the prox-function
Smooth minimization with approximate gradient.
Starting from x 0 , the prox center of the set Q, we iterate:
iterations, where x * is the optimal solution.
Deterministic gradient approximation
We now recall the results of [d'A05, Nes05] on smooth semidefinite optimization and focus on the maximum eigenvalue minimization problem in (1):
in the variable y ∈ R m , with parameters A ∈ R m×n 2 , b ∈ R m and c ∈ R n 2 . Let us remark that when Q is equal to R m , the dual of this program is a semidefinite program with constant trace written maximize c T x subject to Ax = b Tr(x) = 1 x 0, in the variable x ∈ R n 2 , where Tr(x) = 1 means that the matrix obtained by reshaping the vector x has trace equal to one and x 0 means that this same matrix is symmetric, positive semidefinite. As in [Nes07] we form a uniform ǫ-approximation to λ max (X) with Lipschitz continuous gradient. Let µ > 0 and X ∈ S n , we define
where λ i (X) is the i th eigenvalue of X. We then have:
so if we set µ = ǫ/ log n, f µ (X) becomes a uniform ǫ-approximation of λ max (X). In [Nes07] it was shown that f µ (X) has a Lipschitz continuous gradient with constant:
The gradient ∇f µ (X) can then be computed explicitly as:
Let y be some norm on R m and d(x) a strongly convex prox-function with parameter α > 0. As
where A T h 2 is the spectral norm of the matrix A T h. The algorithm detailed in [Nes05] , where exact function values and gradients are computed, will find an ǫ solution after at most iterations, each iteration requiring a matrix exponential computation. In [d'A05], it was shown that using only the m largest eigenvalues of X to compute this matrix exponential, with
was sufficient to approximate the gradient ∇f µ (X) while satisfying condition (21) and solve (23) with complexity (26). However, there is no way of controlling a priori how many eigenvalues will be required per iteration and numerical examples in [d'A05] show this number to be highly dependent on problem structure. Below, using the results of Lemma 5, we derive a smooth approximation of the objective in (23), whose gradient can be approximated with predictable complexity. We will see that this also changes the granularity of the algorithm, requiring a higher number of cheaper iterations.
Stochastic gradient approximation
We first derive confidence bounds on the quality of gradient approximations when the objective function in problem (23) is smoothed as in Lemma 5, we then use these bounds to study the complexity of the smooth optimization algorithm in §4.1 with stochastic gradient estimates.
Lemma 8 Let U ∈ S n be a random symmetric matrix with independent Gaussian coefficients
with y ∈ R m , A ∈ R m×n 2 and c ∈ R n 2 . Suppose we sample k matrices U i as above and definẽ
we then have:
where ǫ > 0 is the target precision.
Proof. By construction, we have ∇f (y) = E[∇f (y)] and
where v is the leading eigenvector of the matrix (mat(A T y+c)+U i ). Applying Hoeffding's inequality (see [Hoe63] ) to the components of the gradient, we get
kǫ 2 m A j 2 using union bounds. Then, A j 2 ≤ A 2 F yields the desired result.
We can now use this last result to produce an explicit bound on the probability that the approximate gradient in (27) satisfies condition (21), thus proving convergence of the smooth optimization algorithm in §4.1 with stochastic gradient estimates.
Proposition 3 Consider the following optimization problem:
in the variable y ∈ R m , with parameters A ∈ R m×n 2 , b ∈ R m and c ∈ R n 2 . Let U ∈ S n be a random symmetric matrix with independent Gaussian coefficients U ij ∼ N (0, σ/ √ 2) for i = j and
and suppose we sample k matrices U i as above to approximate the gradient by:
Then, with probability 1 − β, the smooth optimization algorithm in §4.1 will produce a 2ǫ solution to problem (28) in at most:
iterations, having defined:
where D F,Q is the Euclidean diameter of Q, provided that:
with each iteration requiring k maximum eigenvalue computations.
Proof. Suppose that we approximate f (y) as above:
then Lemma 5 shows that picking the variance σ = ǫ/(2n 1/2+ν ) ensures:
for n sufficiently large, furthermore ∇f (X) is Lipschitz continuous on Q with constant given by:
Then, Lemma 8 and the Markov inequality show that, with probability 1 − β, if we approximate the gradient as in (27), the smooth optimization algorithm in §4.1 will produce an ǫ solution to problem (28) in at most N (n, ǫ) = A 2,2 8Ld(x ⋆ ) αǫ iterations provided we pick k satisfying:
which yields the desired result.
In practice, we can often replace the a priori upper bound on the gradient samples in (30) by Monte-Carlo confidence bounds computed directly from sample gradients. The number of samples required often turns out a posteriori to be much lower than the bound in (30).
Numerical Experiments
In this section we test the performance of the algorithms described above on large scale semidefinite optimization problems. Because the codes detailed in this work are based on the assumption that the problem data is structured, i.e. not randomly generated, we use publicly available gene expression data sets from [ABN + 99] and [AED + 00] to form test problems.
Stochastic Gradient
We first sample a covariance matrix out of the 2000 genes with largest variance in [ABN + 99]. In Figure 2 , we plot average CPU time for computing the leading eigenvalue of a subsampled matrix over average CPU time for computing the leading eigenvalue of the original matrix, for various values of the sampling rate p, using the subsampling procedure in Lemma 2 and ARPACK to compute the leading eigenvalue. Given the probability p, the subsampled matrix has pn 2 nonzero coefficients on average. We then solve the following maximum eigenvalue minimization problem:
where the columns of A are given by vec(v i v T i ) with v i , i = 1, . . . , 4 the four leading eigenvectors of the covariance matrix C of the 2000 most active genes in [ABN + 99], and v i , i = 5, . . . , 8 formed from uniform random symmetric matrices with norm equal to one. We also set c = vec(C) and B = 100 (in this problem, the optimum objective value is close to the fifth eigenvalue of C).
In Figure 3 , we plot the distance to optimality for the averaged iterates of the stochastic gradient algorithm with both exact gradients and subsampled gradients with p = .1 sampling rate. We also plot the subsampled gradient algorithm objective values at each iteration, the best value reached so far together with the exact gradient objective values. We notice that the performance of the subsampled algorithm is very similar to that of the exact gradient version, even though the subsampled method only uses a fraction of the entries of the current iterate to compute the gradient. While it is possible to get a rough estimate of the duality gap using the gradient at each iteration, its convergence was very slow in this algorithm. In Table 2 , we compare average time per iteration and total time for the stochastic gradient algorithm with both exact and subsampled gradient, to improve the duality gap by a factor 10 −1 in the above problem, for various problem sizes n. T v| where v is the leading eigenvector of a structured covariance matrix andṽ is the leading eigenvector of the randomly subsampled matrix, using the elementwise subsampling procedure in Lemma 1 (dotted line) and the columnwise procedure of Lemma 3 (continuous line), with a subsampling rate of 20% in both cases. Note that maximum eigenvalue and spectral radius coincide on this covariance matrix.
Mean CPU time per iteration
Total CPU time n Exact Grad.
Stoch Table 2 : Average time per iteration (in seconds) and total CPU time for the stochastic gradient algorithm with both exact and subsampled gradient, for various problem sizes n. The subsampling rate was set at p = .15. Current distance to optimality for the averaged iterates of the stochastic gradient algorithm with exact gradients (squares) and elementwise subsampled gradients (circles) with p = .2 sampling rate on a maximum eigenvalue minimization problem of dimension 2000. We also plot the subsampled gradient algorithm objective value (dotted line) and best value reached so far (dashed line), with the current exact gradient objective value (solid line). Right: Same plot on a spectral radius minimization problem, using exact gradients (squares) and columnwise subsampled gradients (circles) with a 20% sampling rate.
Smooth Optimization with Gradient Sampling
Here, we sample a covariance matrix out of the data sets in [ABN + 99] and [AED + 00]. We solve the following maximum eigenvalue minimization problem: Figure  4 on the left, we plot the ratio of CPU time per gradient computation for the smooth maximum eigenvalue minimization algorithm with stochastic gradient approximation detailed in §4.3 over CPU time per gradient computation for smooth maximum eigenvalue minimization with exact gradient, for increasing problem sizes. In Figure 4 on the right, we plot duality gap versus number of iterations for the smooth algorithm in [Nes07] versus the smooth optimization algorithm with stochastic gradient derived in Section 4.3. To speed up convergence of this smooth stochastic gradient algorithm we scaled up the step size in these experiments. While the algorithm still converges using the orignial bound on the Lipschitz constant in (9), convergence is extremely slow, which means that this bound is still overly conservative in practice. This is most likely due to the fact that the approximation bound in (8) is very coarse. On the other hand, the cost per iteration of the smooth minimization algorithm with gradient sampling is significantly lower. In Table 3 , we compare average time per iteration and total time for the stochastic gradient algorithm with both exact and subsampled gradient, for various problem sizes n. This method is significantly faster than the stochastic gradient algorithm discussed above, but its memory cost per iteration is also significantly higher. 
Conclusion & extensions
While the algorithms detailed here do exhibit good numerical performance, the gap between theoretical complexity bounds and empirical evidence is still much wider for these stochastic algorithms than for their deterministic counterparts. In particular, subsampling seems to work much better than what the results in [AM07] would predict (an observation that was also made in this reference) while the bound on the Lipschitz constant of the gradient in Lemma 5 seems overly conservative in practice. The same can probably be said about the approximation result (8) in Lemma 5: tightening it would have a major impact on the complexity bound and improve our bound on the Lipschitz constant. Overall, progress on these algorithms is also likely to come from a better understanding of the measure concentration phenomenon on eigenvectors. At this point, a lot is known about concentration of eigenvalues of random matrices with independent coefficients but random matrix theory is somewhat silent on eigenvectors. Table 3 : Average time per iteration (in seconds) and total time to improve the duality by a factor 10 −2 for the smooth minimization algorithm with both exact gradient and stochastic gradient approximation, for various problem sizes n.
