Resonant nonlinear optics in coherently prepared media: full analytic
  solutions by Korsunsky, E. A. & Fleischhauer, M.
ar
X
iv
:q
ua
nt
-p
h/
02
04
08
9v
3 
 2
5 
Ju
n 
20
02
Resonant nonlinear optics in coherently prepared media: full analytic solutions
E.A. Korsunsky and M. Fleischhauer
Fachbereich Physik, Universita¨t Kaiserslautern, D-67663 Kaiserslautern, Germany
(Dated: October 26, 2018)
We derive analytic solution for pulsed frequency conversion based on electromagnetically induced
transparency (EIT) or maximum coherence in resonant atomic vapors. In particular drive-field
and coherence depletion are taken into account. The solutions are obtained with the help of an
Hamiltonian approach which in the adiabatic limit allows to reduce the full set of Maxwell-Bloch
equations to simple canonical equations of Hamiltonian mechanics for the field variables. Adiabatic
integrals of motion can be obtained and general expressions for the spatio-temporal evolution of
field intensities derived. Optimum conditions for maximum conversion efficiency are identified and
the physical mechanism of nonlinear conversion in the limit of drive-field and coherence depletion
discussed.
I. INTRODUCTION
Resonant nonlinear optics in atomic gases has received
a great impetus in recent years due to new concepts
based on the application of specific coherence and in-
terference effects. Two of these concepts attracted par-
ticular attention. The first mechanism uses the effect
of electromagnetically induced transparency (EIT) [1, 2],
the second maximum coherence between two metastable
atomic levels [3]. Both schemes allow for high-efficiency
nonlinear conversion with substantially alleviated phase-
matching problems in a rather dilute ensemble of atoms
if the medium is driven by an undepleted coherent cou-
pling field or if an undepleted atomic coherence is as-
sumed. These assumptions do not take into account the
resources needed to maintain the drive field or atomic
coherence. Thus in the considered limit the overall
efficiency of the resonant nonlinear processes is small.
In the present paper we analyze and compare EIT-
and maximum-coherence based systems with each other
and with the conventional non-resonant schemes of non-
linear optics taking into account the transparency- or
coherence-maintaining fields and their depletion. Effects
of inhomogeneous broadening are however disregarded.
Deriving analytic solutions for the nonlinear pulse prop-
agation problem, we show that in both systems also a
large overall conversion efficiency can be achieved. The
physical nature of the conversion can however no longer
be associated with EIT or maximum coherence alone.
In EIT a strong resonant electromagnetic (em) field
of frequency ω2 is applied to the transition between two
excited states |2〉 and |3〉, (Fig.1a), causing a splitting of
both (Autler-Townes effect). When a weak probe field
of frequency ω3 resonant with the transition from the
ground-state |1〉 to the bare state |3〉 is applied, its lin-
ear interaction with the medium is almost perfectly can-
celled. The vanishing of the linear susceptibility, i.e. ab-
sorption and refraction, for the probe field is due to a
destructive interference between the two excitation paths
through the Autler-Townes doublet and persists even for
small splittings. If the ground state |1〉 is coupled to the
intermediate state |2〉, on the other hand (e.g. by a two-
photon transition), photons of frequency ω3 are gener-
ated. While the resonant linear absorption of these pho-
tons is suppressed by destructive quantum interference
(EIT), the nonlinear susceptibility responsible for the
generation of them is only affected by the splitting, which
can be rather small. Since there are no resonant contribu-
tions to the refractive index, there is furthermore perfect
phase matching except for contributions from other off-
resonant transitions. Owing to the large dispersion near
the transparency frequency of EIT, a small detuning δ2
can be applied to compensate for these contributions and
phase matching can easily be obtained without sacrific-
ing the cancellation of absorption. Thus EIT provides a
perfect system for large nonlinear conversion with a min-
imum of atoms. Since the first demonstration of phase
matching in EIT-assisted four-wave frequency mixing [4],
many other experiments confirmed considerable improve-
ment in the conversion efficiency when EIT has been used
(see, e.g., Refs. [5, 6]).
Another mechanism proposed recently is referred to
as nonlinear optics with maximum coherence [3, 7]. The
idea is here to prepare and maintain the atoms in a coher-
ent superposition of atomic states |1〉 and |2〉 with equal
amplitudes. This can be done either by two strong fields
exciting the |1〉 − |2〉 coherence via a Raman transition
[3] or by other means such as rapid adiabatic passage [8].
The coherence, established in such a way, plays the role
of a strong local oscillator. If then a relatively weak field
ω2 detuned by a sufficiently large amount δ3 from the
|2〉−|3〉 transition is applied, Fig. 1b, it will beat against
the local oscillator to generate the sum (or difference)
frequency. Here, the refraction due to resonant transi-
tions does not vanish. But since the nonlinear coupling
strength is of the same order as the linear susceptibility,
complete conversion occurs over a distance smaller than
the coherence length [9]. Consequently there is no need
to phasematch the propagating beams. We note that the
relation between the |1〉 − |2〉 coherence and the wave
mixing processes has been pointed out in earlier work
on nonlinear optics (see, e.g., Refs. [10] and references
therein).
In the limit of undepleted drive or constant coherence,
the nonlinear conversion process in both the EIT and
maximum coherence scheme affects the quantum state of
2the atoms only in the perturbative sense. Consequently
the probability of photon conversion per atom is small.
For the same reason the overall conversion efficiency in-
cluding the transparency and coherence generating fields
is small. We here analyze the properties of the two mech-
anisms for arbitrary strength of the drive fields taking
into account their depletion and compare them to con-
ventional off-resonant nonlinear optics.
The drive depletion turns the propagation problem
into a truly nonlinear one. Its solution is particularly
challenging for pulses and is in general possible only nu-
merically. In order to obtain transparent analytical solu-
tions we here apply the so-called Hamiltonian approach
[11, 12, 13, 14] which allows for a solution in a wide range
of physically relevant situations. This approach is espe-
cially useful under adiabatic conditions, i.e. when the
atoms are excited by the laser pulses in such a way that
they remain in the same instantaneous eigenstate of the
interaction Hamiltonian during the entire process. In the
present work, we will assume that the interaction is adi-
abatic. The adiabatic approximation requires a slow rate
of evolution as compared to the frequency separation of
the adiabatic eigenstates. This results usually in a re-
quirement for the product of the pulse duration and the
Rabi frequency of the radiation field to be much larger
than unity. Thus, for sufficiently intense fields, the pro-
cess can be adiabatic even for short pulses. It should be
noted however that this assumption rules out such im-
portant effects as group velocity reduction which results
from lowest-order non-adiabatic corrections. For suffi-
ciently large intensities or cw fields these effects do not
influence the process. An analysis of non-adiabatic cor-
rections to the Hamiltonian approach taking into account
group delays will be given in a future publication.
To simplify the calculations and the interpretation of
the analytic results, we restrict ourselves to a somewhat
idealized three-level atomic excitation scheme (Fig. 1).
The nonlinear three-wave mixing in a three-level system
is normally forbidden due to symmetry [9]. However, this
scheme provides the simplest example where all above
mentioned mechanisms of nonlinear-optical wave mixing
may take place. It should be noted that similar results,
however with much lengthier expressions and larger num-
ber of atomic parameters, can be found for a more re-
alistic three-level scheme where |1〉 − |2〉 transition is a
two-photon one [15]. Moreover, the 3-wave-mixing pro-
cesses is possible when a dc electric field is applied to the
atomic sample [16].
The paper is organized as follows. In Sec.II we dis-
cuss resonant nonlinear optical processes based on EIT
or maximum coherence for undepleted drive fields or un-
depleted coherence, respectively, and compare them to
conventional off-resonance nonlinear optics. In Sec.III we
outline the Hamiltonian approach, which allows to elim-
inate the atomic degrees of freedom assuming adiabatic
following and to map the pulse propagation problem to
the dynamics of a one-dimensional nonlinear pendulum.
Making use of this formalism we derive full analytic so-
lution for EIT and maximum-coherence based nonlinear
optics in Sec.IV, taking into account drive-field and co-
herence depletion.
II. RESONANT NONLINEAR OPTICS IN A
COHERENTLY PREPARED 3-LEVEL SYSTEM
We first consider the propagation of pulsed em fields
in a medium of three-level atoms (Fig. 1) in which either
a constant drive field mixes the two excited states |2〉 and
|3〉 or in which a constant coherence between the lower
two states |1〉 and |2〉 is maintained. The first case corre-
sponds to resonant nonlinear frequency conversion based
on EIT [1, 2], the second one to nonlinear optics with
maximum coherence [3]. The electric field propagating
in the z-direction is assumed to consist of three compo-
nents with carrier frequencies ω1, ω2 and ω3 = ω1 + ω2:
E(z, t) =
∑
j
(
Ej(z, t) exp(−i(ωjt− kjz)) + c.c.
)
. (1)
Here kj = njωj/c with nj being the refractive index at
frequency ωj due to levels outside the three-level system
of Fig. 1. This background refraction gives rise to the
”residual” phase mismatch determined as:
∆k = k1 + k2 − k3. (2)
| 1 > | 1 >
| 2 > | 2 >
| 3 > | 3 >
ω1 ω1
γ γ
δ2
δ3
ω2
ω2
ω3 ω3
(a) (b)
FIG. 1: Resonant sum-frequency generation. (a) strong drive
field (ω2) between metastable state |2〉 and excited state |3〉
creates EIT; (b) strong drive ω1 (two-photon, Raman or mag-
netic coupling) generates maximum coherence between |1〉
and |2〉.
In the approximation of slowly varying amplitudes and
phases Maxwell’s propagation equations read in a moving
frame
∂Ej
∂z
= i2π
ωj
c
Pj, (3)
where Ej and Pj are functions of the coordinate z and
the retarded time τ = t− z/c. Pj are the components of
3the medium polarization:
P =
∑
j
(
Pj exp(−i(ωjt− kjz)) + c.c.
)
,
which can be expressed in terms of the atomic probability
amplitudes cn in levels |1〉, |2〉 and |3〉:
P1 = N d1c∗1c2, (4)
P2 = N d2 c∗2c3eiθ−i∆kz, (5)
P3 = N d3c∗1c3, (6)
N being the density of active atoms. d1, d2 and d3 are
the real dipole moments of the transitions |1〉 → |2〉,
|2〉 → |3〉 and |1〉 → |3〉 respectively. θ is phase of the
|2〉 → |3〉 dipole moment, which in general cannot be
chosen freely.
Assuming decay only from the top most state |3〉 with
rate γ the state amplitudes obey in rotating wave ap-
proximation the equations
c˙1 = iΩ
∗
1 c2 + iΩ
∗
3 c3,
c˙2 = iΩ1 c1 + iΩ
∗
2 e
iθ−i∆kz c3 + iδ2c2, (7)
c˙3 = iΩ2 e
−iθ+i∆kzc2 + iΩ3c1 + i (δ3 + iγ) c3,
where δ2 and δ3 are the frequency detunings indicated in
Fig. 1.
δ2 = ω1 − ω21, δ3 = ω3 − ω31, (8)
with ωij denoting the transition frequencies between the
corresponding levels. Ω1, Ω2 and Ω3 are the Rabi fre-
quencies for transitions |1〉 − |2〉, |2〉 − |3〉 and |1〉 − |3〉,
respectively:
Ωj =
djEj
2h¯
. (9)
A. EIT with undepleted coupling field
Here, we consider three fields interacting with the 3-
level system. For simplicity we assume δ3 = 0. Further-
more we consider the case of a strong, undepleted drive
field with frequency ω2
|Ω2| ≫ |Ω1| , |Ω3| , γ, |δ2| .
Then, the solution of the atomic equations of motion (7)
with the initial condition c1 (t→ −∞) = 1 yields
|c1| ≈ 1.
Assuming quasi-adiabatic evolution, i.e. not too fast
changing fields, we find
c2 = −Ω3Ω
∗
2e
iθ−∆kz − iΩ1γ
|Ω2|2 − iδ2γ
,
c3 = −Ω1Ω2e
−iθ+i∆kz − Ω3δ2
|Ω2|2 − iδ2γ
.
Substitution into Maxwell’s propagation equations gives:
∂E1
∂z
= −πNd
2
1
h¯
ω1
c
γ
|Ω2|2
E1 (10)
−iπNd1d3
h¯ |Ω2|
ω1
c
eiθ−i∆kzE3,
∂E3
∂z
= i
πNd23
h¯
ω3
c
δ2
|Ω2|2
E3 (11)
−iπNd1d3
h¯ |Ω2|
ω3
c
e−iθ+i∆kzE1.
Equations (10) and (11) are linear differential equations,
which can easily be solved. We now consider the case in
which no E3 field is incident on the medium, E3 (z = 0) =
0. Introducing the normalized intensity (photon flux)
ηj =
Ij
h¯ωj
≡ c |Ej |
2
8πh¯ωj
(12)
and the coupling strength
µj =
2πωjd
2
j
h¯c
, (13)
the solution of equations (10) and (11) reads:
η3(z) =
η10
1 + (∆k′/2κ)
2
e−Γκz sin2
(
κz
√
1 + (∆k′/2κ)
2
)
,
(14)
where η10 = η1(z = 0) is the photon flux at the entrance
to the medium and we have introduced the conversion
coefficient κ:
κ =
N
2
√
µ1µ3
|Ω2| , (15)
the loss coefficient Γ:
Γ =
γ
|Ω2|
√
µ1
µ3
, (16)
and
∆k′ = ∆k − N
2
µ3δ2
|Ω2|2
(17)
is the total phase mismatch, including the background
value ∆k and the contribution from resonant transition
|1〉 → |3〉. In the EIT case, the resonant contribution to
the phase mismatch is always smaller than the conversion
coefficient κ by a factor ∼ δ2/|Ω2|. Moreover, a small
detuning δ2 can be introduced to compensate the residual
phase mismatch. Thus, the EIT scheme represents an
ideal situation with complete phase matching, where the
optimum conversion occurs for a density-length product
N z
∣∣
opt
= π
|Ω2|√
µ1µ3
. (18)
4In order to minimize the absorption losses, Eq. (16),
the Rabi frequency of the coupling field |Ω2| has to be
sufficiently large:
|Ω2| ≫
√
µ1
µ3
γ.
B. Undepleted coherence ρ12
In the following we discuss the scheme of resonant non-
linear optics with maximum coherence. For this situa-
tion, constant state amplitudes c1 and c2 are assumed,
maintained e.g. by a constant strong drive field Ω1. In
this case the wave vector of the atomic coherence c∗1c2
is equal to k1 which can be changed by, e.g., the small
detuning δ2 [3]. The backaction of the atoms to this field
is disregarded and thus the corresponding coupling does
not need to be taken into account. Under the condition
|δ3 + iγ| ≫ |Ωj |
the amplitude of the excited state can be adiabatically
eliminated, which yields
c3 = −Ω2e
−iθ+i∆kzc2 +Ω3c1
δ3 + iγ
. (19)
Substitution of Eqs. (5), (6), (19) into the Maxwell prop-
agation equations (3) gives:
∂E2
∂z
= −iπNd
2
2
h¯
ω2
c
δ3 − iγ
δ23 + γ
2
|c2|2 E2 (20)
−iπNd2d3
h¯
ω2
c
δ3 − iγ
δ23 + γ
2
ρ12e
iθ−i∆kzE3,
∂E3
∂z
= −iπNd
2
3
h¯
ω3
c
δ3 − iγ
δ23 + γ
2
|c1|2 E3 (21)
−iπNd2d3
h¯
ω3
c
δ3 − iγ
δ23 + γ
2
ρ12e
−iθ+i∆kzE2,
where ρ12 = |c∗1c2|.
This is again a set of linear differential equations whose
solution has the same form as that for the EIT case, Eq.
(14), with the substitution η10 → η20 and corresponding
parameters (assuming δ3 ≫ γ):
κ =
N
2
√
µ2µ3
δ3
ρ12, (22)
Γ =
γ
δ3
µ2 |c2|2 + µ3 |c1|2
ρ12
√
µ2µ3
, (23)
∆k′ = ∆k +
N
2
µ3 |c1|2 − µ2 |c2|2
δ3
. (24)
The total phase mismatch ∆k′ includes the background
value ∆k and the contributions from resonant transitions
|1〉 → |3〉 and |2〉 → |3〉.
For atomic media which we consider here, the off-
resonant (background) contributions to the refractive in-
dex nj are of the order of [9]:
nj ≈ 1 +N c
ωj
∑
m
µjm
δjm
, (25)
where µjm and δjm are the coupling constants and de-
tunings, respectively, for the wave with frequency ωj and
transition to the far-detuned state |m〉 not belonging to
the three-level system of Fig. 1. Since δjm ≫ δ3, the
resonant contributions to the phase mismatch are the
dominant ones. As can be seen from Eqs.(22) and (24),
they are in general of the same order as the conversion
coefficient κ if the atomic coherence ρ12 is large (of the
order of 1/2). Therefore, efficient energy transfer from
the ω2 field into the ω3 field: η3(l) ∼ η20, occurs already
within a length l = κ−1 ∼ Lc = 2/∆k′, the coherence
length. This feature constitutes the main advantage of
the maximum coherence scheme over conventional non-
linear optics, because the phase matching is no longer
important.
If the conversion length l is much smaller than the
coherence length Lc, l/Lc ≪ 1, and the losses are
small, (Γ/l) z|opt ≪ 1, maximum conversion occurs for
a density-length product
N z
∣∣
opt
=
π
2
Nl = π
δ3
ρ12
√
µ2µ3
. (26)
l/Lc ≪ 1 is realized when the parameters are chosen such
that ∆k′ is small, or even better, vanishes, i.e. if
2∆k
N
≈ µ2 |c2|
2 − µ3 |c1|2
δ3
.
This can be achieved in different ways: (i) by tuning the
wave vector k1 of the atomic coherence (e.g., by intro-
ducing a detuning δ2, as in Ref. [3]), (ii) by selecting
the appropriate detuning δ3, as in Ref. [7], and/or, by
preparation of atoms in a superposition with suitable am-
plitudes c1, c2.
In order for the absorption losses to be negligible
within the optimum propagation distance, the following
condition has to be satisfied:
γ
δ3
1
ρ12
≪ 1,
which indicates once again that it is indeed advantageous
to prepare a large atomic coherence ρ12.
C. Conventional nonlinear optics: weak excitation
Now, we discuss the case of a weak excitation of atoms
which corresponds to the regime of conventional nonlin-
ear optics. The weak excitation takes place, for example,
when both detunings are very large:
5|δ3| , |δ2| ≫ |Ωj | , γ.
Under this condition, the atomic probability amplitudes
are:
|c1| ≈ 1,
c2 = −Ω1Ω2e
−iθ+i∆kz − Ω3δ2
δ2 (δ3 + iγ)
,
c3 = −Ω3Ω
∗
2e
iθ−i∆kz − Ω1 (δ3 + iγ)
δ2 (δ3 + iγ)
.
Since |c2| , |c3| ≪ |c1|, the medium polarization at fre-
quency ω2 is much smaller than for the ω1 and ω3 com-
ponents: |P2| ≪ |P1| , |P3|. Therefore, we can assume
that the ω2 field is almost undepleted, |Ω2| ≈ const(z).
The propagation equations read for this case:
∂E1
∂z
= −iπNd
2
1
h¯δ2
ω1
c
E1 (27)
+i
πNd1d3ω1
h¯c
|Ω2|
δ2δ3
(
1− i γ
δ3
)
eiθ−i∆kzE3,
∂E3
∂z
= −iπNd
2
3
h¯
ω3
c
δ3 − iγ
δ23 + γ
2
E3 (28)
−iπNd1d3ω3
h¯c
|Ω2|
δ2δ3
(
1− i γ
δ3
)
e−iθ+i∆kzE1.
The solution of this set of propagation equations has ex-
actly the same form as in the maximum-coherence and
EIT cases, Eq. (14), with parameters:
κ =
N
2
|Ω2|√µ1µ3
δ2δ3
, (29)
Γ =
γ
δ3
√
µ1
µ3
δ2
|Ω2| , (30)
∆k′ = ∆k +
N
2
(
µ3
δ3
− µ1
δ2
)
. (31)
We see that the conversion length l = κ−1 is here much
larger than both in the maximum coherence, Eq. (22),
and in the EIT, Eq. (15), schemes. In fact, the conversion
length is also much larger than the (non-phase-matched)
coherence length Lc = 2/∆k
′ as δ2,3/|Ω2| ≫ 1. There-
fore, it is not possible in conventional nonlinear optics to
get the complete conversion, η3 ∼ η10, without careful
phase matching.
If such a compensation is performed, i.e. if
(κ/2∆k′)
2 ≫ 1 (by proper choice of detunings δ2 and δ3),
optimum conversion occurs for a density-length product
N z
∣∣
opt
=
π
2
Nl = π
δ2δ3√
µ1µ3 |Ω2| . (32)
At this optimum propagation distance, the relative ab-
sorption losses are given by the parameter Γ, Eq. (30).
Thus, we conclude that in the limit of undepleted drive
field(s) both EIT and maximum coherence schemes per-
form much better than conventional nonlinear optics, re-
garding the number of atoms N z
∣∣
opt
necessary for opti-
mum conversion and robustness to phase mismatch. The
aim of the present paper is to investigate whether the em
energy can be transferred to the generated wave from
both pump fields, and whether the attractive features of
EIT- and maximum coherence-assisted conversion sur-
vive when the drive field is depleted. This requires the
solution of the complete nonlinear propagation problem
which we treat with the Hamiltonian formalism outlined
in the following section.
III. HAMILTONIAN APPROACH
The resonant interaction of em fields with atomic sys-
tems is described by Maxwell’s equations for the fields
and a set of master equations for the density matrix of
the atoms. The solution of this coupled set is rather dif-
ficult and except for some very special cases impossible
analytically. In order to derive analytical solutions for the
field propagation, approximations are needed that allow
to eliminate the atomic degrees of freedom and to express
the polarization in terms of field variables. A common
approximation, which is not perturbative in the fields, is
the adiabatic solution of the density matrix equations.
This straightforward approach provides, when applica-
ble, full information about both atoms and fields in the
adiabatic limit.
A. General formalism
Instead of the usual explicit scheme of adiabatic elim-
ination which is rather cumbersome, we use here a dif-
ferent, implicit approach [11, 12] which yields directly
effective field equations. This approach is based on the
representation of the medium polarization P as a partial
derivative of the time-averaged free energy density of a
dielectric with respect to the electric field E [17]:
P = −
〈
N
∂Hˆ
∂E
〉
, (33)
where 〈...〉 denotes quantum-mechanical averaging, and
Hˆ is the single-atom interaction Hamiltonian. For the
field given by Eq. (1), we can write:
P = −
〈
N
∑
j
∂Hˆ
∂E∗j
exp(−i(ωjt− kjz)) + c.c.
〉
,
so that the propagation equation becomes:
∂Ej
∂z
= −i2πωj
c
N
〈
∂Hˆ
∂E∗j
〉
. (34)
6We here consider light-atom interaction processes that
are adiabatic, that is the atomic system can be assumed
to follow the evolution of the instantaneous eigenstates.
For example, if the atomic system is at some initial time
t0 in the nondegenerate eigenstate |ψ0(t0)〉 of the inter-
action Hamiltonian, i.e.
Hˆ |ψ0〉 = h¯λ0 |ψ0〉 , (35)
which is at t = t0 usually identical to the ground state of
the atoms, it will remain in this state at all times. Fur-
thermore, we disregard irreversible dissipation processes.
As we show later, for the processes we consider here, this
is justified even for rather long pulses, i.e., longer than
the natural lifetime γ−1 of the excited state |3〉. In this
limit one finds〈
∂Hˆ
∂E∗j
〉
= 〈ψ0| ∂Hˆ
∂E∗j
|ψ0〉 = h¯ ∂λ0
∂E∗j
.
Hence the propagation equation can be written as:
∂Ej
∂z
= −i2π h¯ωj
c
N
∂λ0
∂E∗j
. (36)
For the following it is useful to express the field amplitude
Ej in terms of photon flux ηj , Eq. (12), and phase ϕj :
Ej = |Ej | exp{−ϕj}.
Separating the real and imaginary parts, we find from
Eq. (36):
∂ηj
∂z
= −∂H
′
∂ϕj
, (37)
∂ϕj
∂z
=
∂H′
∂ηj
.
These equations have the form of Hamilton equations of
classical canonical mechanics with action and angle vari-
ables ηj , and ϕj , ”time” z, and the Hamiltonian function
H′ = 1
2
Nλ0.
B. Constants of motion for resonant 3-wave mixing
For atomic systems with a closed loop of transitions,
the set of canonical equations (37) can be further sim-
plified and in fact under some conditions explicitely in-
tegrated. This is the case when the number of coherent
fields involved is not too large. To illustrate the proce-
dure, let us consider the eigenvalue equation (35) for the
three-level system in Fig. 1. In rotating-wave approxi-
mation, the light-atom interaction Hamiltonian is given
by:
Hˆ = −h¯
[
δ2 |2〉 〈2|+ δ3 |3〉 〈3|
]
(38)
−h¯Ω1 |1〉 〈2|+ h¯Ω2eiϕ |2〉 〈3|+ h¯Ω3 |1〉 〈3|+H.c.,
and the eigenvalues are determined by the characteristic
equation:
λ0 (δ2 + λ0) (δ3 + λ0)−
(
Ω21 +Ω
2
2 +Ω
2
3
)
λ0 −
−Ω21δ3 − Ω23δ2 = −2Ω1Ω2Ω3 cosϕ. (39)
Here Ωj are the Rabi frequencies, related to the photon
flux via the coefficients µj , Eq. (13), as Ωj =
√
µjηj .
The relative phase ϕ of the em waves is
ϕ = ϕ1 + ϕ2 − ϕ3 −∆kz, (40)
which includes the residual phase mismatch ∆k. Also
the multiphoton resonance condition
ω3 = ω1 + ω2 (41)
has been used.
One can see from Eq. (39) that λ0 and, hence H′,
depend on the field phases ϕj only through the relative
phase ϕ. Therefore, we have:
∂H′
∂ϕ1
=
∂H′
∂ϕ2
= −∂H
′
∂ϕ3
(
=
∂H′
∂ϕ
)
. (42)
An immediate consequence of this symmetry of H′ is the
existence of constants of motion. Substituting the above
equations (42) into the first line of Eqs. (37) yields the
well-known Manley-Rowe relations [9]:
∂η1
∂z
=
∂η2
∂z
= −∂η3
∂z
, (43)
which correspond to two independent constants of mo-
tion:
η1 + η3 = η10 + η30, (44)
η1 − η2 = η10 − η20.
Here ηj0 = ηj(z = 0) are the photon flux values at the
entrance to the medium. Taking into account the multi-
photon resonance condition (41), one finds furthermore
that the total intensity of the em fields is conserved:
I1 + I2 + I3 = const(z). The Manley-Rowe relations and
the constants of motion tell us that in the process un-
der consideration, the energy is transferred from the fre-
quency components ω1, ω2 into ω3 and back, with equal
rates and without losses, which of course is expected for
a dissipationless nonlinear medium.
The relations Eq. (44) enable us to re-write ηj as:
η1(z) = η10 − J(z),
η2(z) = η20 − J(z), (45)
η3(z) = η30 + J(z).
J(z) characterizes the amount of energy exchange be-
tween the waves and has the initial condition J(z = 0) =
0.
7Thus the original problem with six amplitude and
phase variables can be reduced to two variables J and
ϕ by a canonical transformation. This leads to
∂J
∂z
= −∂H
∂ϕ
, (46)
∂ϕ
∂z
=
∂H
∂J
, (47)
with the new Hamiltonian function
H = 1
2
Nλ0 +∆kJ ≡ 1
2
Nλ. (48)
As can be seen from Eqs. (48) and (39), H (or λ) does
not depend on the coordinate z explicitly. Therefore,
H (or λ) is a fourth constant of motion expressing the
conservation of the energy density of the medium with
respect to z.
C. Solution of the wave-propagation problem
To solve the remaining two equations of motion for
J(z) and ϕ(z), the Rabi-frequencies Ωj are expressed in
terms of ηj0 and J , and the characteristic equation (39)
is written in the form
G(λ, J) = g(J) cosϕ. (49)
Differentiating both sides with respect to ϕ yields
∂G
∂ϕ
=
∂G
∂λ
∂λ
∂ϕ
= −g sinϕ = ±
√
g2 −G2.
Substituting this relation into Eq. (46), we find:
∂J
∂z
= ±N
2
√
g2 −G2
∂G/∂λ
. (50)
The choice of the sign in Eq. (50) depends on the sign of
sinϕ at z = 0. Integration of Eq. (50) gives an implicit
solution for J(z):
±N
2
z =
J∫
0
∂G(J ′)
∂λ
dJ ′√
g2 (J ′)−G2 (J ′) . (51)
To analytically evaluate the remaining integral, we note
that both functions g2−G2 and ∂G/∂λ are polynomials
in J :
g = −2√µ1µ2µ3
√
(η10 − J) (η20 − J) (η30 + J),
G = G0 +
3∑
m=1
AmJ
m,
∂G
∂λ
=
2∑
m=0
amJ
m.
Therefore, equation (50) describes a one-dimensional fi-
nite motion of a pendulum in an external potential. The
solution is in general given by some combination of ellip-
tic functions [18] with parameters determined mainly by
the roots Jn of the polynomial equation:
g2 (J)−G2 (J) = 0. (52)
The allowed range of J , corresponding to the region of
classically allowed motion of the pendulum, lies between
zero and the smallest positive root J1 of the polynomial
(52).
The eigenvalue λ is a constant of motion (cf. Eq. (48)),
and can thus be found from the characteristic equation
(49) with parameters taken at the medium entrance z =
0:
G0 (λ) = g(z = 0) cosϕ(z = 0). (53)
Thus, we have reduced the propagation problem to
solving two algebraic equations: (53) for λ and (52) for
the roots Jn. If this can be done explicitly, the Hamilto-
nian method provides an analytical solution to the prop-
agation problem. But even if an explicit solution is not
possible, it considerably simplifies numerical calculations.
Apart from the advantage of being convenient from the
formal point of view, the Hamiltonian method allows a
deeper insight into the nature of the wave propagation
process. For example, the method provides a direct ac-
cess to the stability analysis of the solution by referring
to a well-developed theory of Hamiltonian systems [14].
To understand the dynamics of the system, in particu-
lar interesting quantities such as the conversion efficiency,
it is useful to discuss the physical meaning of the coeffi-
cients Am and am. Considering the canonical equation
(47) for the relative phase:
∂ϕ
∂z
=
N
2
∂λ
∂J
=
N
2
∂G/∂J
∂G/∂λ
=
N
2
A1 + 2A2J + 3A3J
2
a0 + a1J + a2J2
,
(54)
one recognizes that the Am and am describe the linear
and nonlinear refraction coefficients of the medium. E.g.
if J is sufficiently small, the first term NA1/2a0 on the
right-hand side of Eq. (54) can be identified with the
phase mismatch induced by the linear refraction, includ-
ing both contributions from the three-level interaction
and the residual mismatch ∆k.
D. Generation of field with frequency ω3
In the context of the present discussion we are most
interested in the generation of the ω3 mode from vac-
uum η30 = 0. In this case, the eigenvalue equation (53)
reduces to
G0(λ) = λ (λ+ δ2) (λ+ δ3)− µ1η10 (λ+ δ3)
−µ2η20λ = 0. (55)
8The nonvanishing coefficients in the expansion of G and
∂G/∂λ are given by
A1 = q
[
(λ+ δ2) (λ+ δ3) + λ (λ+ δ2) + λ (λ+ δ3)
−µ1η10 − µ2η20
]
(56)
+µ1 (λ+ δ3) + µ2λ− µ3 (λ+ δ2) ,
A2 = q
2 (3λ+ δ2 + δ3) + q (µ1 + µ2 − µ3) , (57)
A3 = q
3, (58)
a0 = 3λ
2 + 2λ (δ2 + δ3) + δ2δ3 − µ1η10 − µ2η20, (59)
a1 = 2q (3λ+ δ2 + δ3) + (µ1 + µ2 − µ3) , (60)
a2 = 3q
2, (61)
where
q = −2∆k/N. (62)
With this one finds for the denominator in the integral
(51), which determines the allowed values of J :
g2 −G2 = 4µ1µ2µ3J (η10 − J) (η20 − J)
− (A1 +A2J +A3J2)2 J2 = 0. (63)
The second term in this expression is non-positive, so the
smallest positive root of the polynomial is bounded by the
minimum of η10 and η20. This reflects the fact that the
conversion process stops when the energy of the weaker
of the two pump fields is entirely depleted. In order to
reach this limit and thus in order to attain maximum
conversion efficiency, the second term in (63) should be
small, which corresponds to the phase mismatch to be
negligible:
A1 +A2J +A3J
2 ≈ 0 (64)
In order to see what parameters are required to approx-
imately satisfy this condition, we have to analyze the
coefficients Am.
It is worthwhile to point out that the behavior of the
total phase is described by Eq. (49):
cosϕ (z) =
G
g
=
A1J +A2J
2 +A3J
3
2
√
µ1µ2µ3J (η10 − J) (η20 − J)
. (65)
When the total phase mismatch is compensated, A1 +
A2J +A3J
2 ≈ 0, the phase follows the equation:
cosϕ (z) = 0,
that is, the phase is constant and equal to +π/2 or
−π/2 when all of the waves are present, and jumps by
π to −π/2 or +π/2 when one of the wave intensities ap-
proaches zero.
As it is seen from Eqs. (57), (58), the terms A2, A3
responsible for the intensity-dependent refractive index
are both proportional to the residual phase mismatch
∆k. One can show that in atomic (molecular) media,
where the background refractive index is given by Eq.
(25), ∆k is always sufficiently small so that the lead-
ing term in the phase mismatch is A1, while A2J and
A3J
2 are negligibly small. It is also true, that the influ-
ence of the intensity-dependent phase mismatch remains
insignificant even when the linear refraction is compen-
sated: A1 = 0. Therefore, in what follows, we will disre-
gard the terms A2J and A3J
2. In this case, the solution
of the propagation equation (51) gives the following de-
pendence of J(z) in implicit form:
±κz + χ0 = F [γ1 (J) , p] + a1J2
a0
{F [γ2 (J) , p]
+
(
1− J1
J2
)
Π
[
γ2 (J) , p
2, p
]}
, (66)
where χ0 is an integration constant, and F (γ, p) and
Π (γ, r, p) are the elliptic integrals of the first and third
kind, respectively [18]. κ is the nonlinear conversion co-
efficient defined as
κ =
N
2
√
µ1µ2µ3J2
a0
, (67)
The parameters of the elliptic integrals are:
γ1 (J) = arcsin
√
J
J1
,
γ2 (J) = arcsin
√
J2 (J1 − J)
J1 (J2 − J) , (68)
p =
√
J1
J2
.
with J1 and J2 being the roots of Eq. (63):
J2,1 =
1
2
(η10 + η20 +B1)
±1
2
√
(η10 + η20 +B1)
2 − 4η10η20, (69)
B1 =
A21
4µ1µ2µ3
.
In the next section we discuss the solution of the prop-
agation problem for several field-atom interaction config-
urations resulting in the EIT-assisted, maximum coher-
ence, and conventional nonlinear-optical regimes of the
frequency conversion.
IV. ANALYTICAL SOLUTIONS FOR
RESONANT 3-WAVE MIXING
We assume in our simple 3-level model system that
the transitions |1〉 − |3〉, |2〉 − |3〉 as well as |1〉 − |2〉 are
allowed. To take into account the much weaker coupling
between levels |1〉 and |2〉 which in reality is a two-photon
transition, we assume µ1 ≪ µ2. An analytic solution
for the more general 4-wave mixing system can also be
obtained within the Hamiltonian formalism [15]. The
explicit results are however rather lengthy and not very
instructive.
9A. EIT-based upconversion
The EIT scheme implies two-photon resonance be-
tween the states |1〉 and |3〉: δ3 = 0. According to the
idea of EIT-assisted nonlinear optics, we suppose here
that η20 ≥ η10. Since µ2 ≫ µ1, we always have Ω2 ≫ Ω1.
We allow, for the moment, for spontaneous decay from
state |3〉 out of the system, but require the initial Rabi
frequency Ω20 to be much larger than the decay rate:
Ω20 ≫ γ. Under these conditions, the eigenstate that
asymptotically connects to the ground state of atoms for
t→ −∞ is the state
|ψ0(z = 0)〉 ≈ Ω20√
Ω210 +Ω
2
20
|1〉 − Ω10e
−iϕ√
Ω210 +Ω
2
20
|3〉 .
corresponding to the complex eigenvalue
λ ≈ iγΩ
2
10
Ω220
.
Since Ω10 ≪ Ω20 one has: |λ| ≪ γ. Correspondingly, the
probability of spontaneous decay of the state |ψ0〉, which
can be defined as Im(λ)τ with τ being the characteristic
pulse length, remains small even for rather long pulses:
τ ≪ τ0 ≡
(
Ω220/Ω
2
10
)
γ−1 with τ0 ≫ γ−1. For such
pulses, we can safely disregard the spontaneous emission
and put λ ≈ 0, which means that the corresponding adia-
batic state is the usual dark state of EIT. Moreover, since
Ω10 ≪ Ω20 the eigenstate |ψ0(z = 0)〉 is an only slightly
disturbed ground state |1〉. Therefore, the requirement
of adiabaticity of the process is satisfied automatically at
the medium entrance, z = 0.
The coefficients A1 and am are given for the regime of
EIT by the following expressions:
A1 ≃ −qµ2η20 − µ3δ2, (70)
a0 ≃ −µ2η20, (71)
a1 = 2qδ2 + (µ1 + µ2 − µ3) . (72)
1. Undepleted EIT-generating field
In the original proposal of EIT-assisted frequency con-
version, the ω2 field is assumed to be very strong and
undepleted. The latter condition implies η10 ≪ η20. In
this situation the solution (66) can be well approximated
by
J =
η10
1 +
(
∆k′
2κe
)2 sin2

κez
√
1 +
(
∆k′
2κe
)2 ,(73)
κe =
N
2
√
µ1µ3
µ2η20
, (74)
∆k′ = ∆k − N
2
µ3δ2
µ2η20
, (75)
which, of course, coincides with that obtained in Sect.
II, Eqs. (14) and (15), under the undepleted drive ap-
proximation. The influence of the intensity-dependent
phase mismatch (terms A2J and A3J
2) is negligible in
this case, as was discussed above.
One can immediately see from Eqs. (70), (57), (58)
that for vanishing residual phase mismatch q = 0 (which
can be realized by adding a buffer gas with proper disper-
sion [19]) and for δ2 = 0 there is perfect phase matching:
A1 = A2 = A3 = 0. Consequently maximum energy
transfer into the generated wave ω3 is possible. This
applies also for the case when linear refraction is com-
pensated by a detuning δ2:
δ2 =
2
N
µ2η20
µ3
∆k. (76)
For both of these phase matching procedures, the max-
imum value of η3 = J achieved at ze = π/2κe is equal
to η10. Thus the instantaneous fractional conversion ef-
ficiency, defined as
ǫ ≡ Jmax
min (η10, η20)
(77)
can become unity. It should be noted, that ǫ = 1 is in
general only achieved at a specific instant of time since
κe depends on time via η20 (t− z/c) ≡ η¯20 f20 (t− z/c)
(η¯20 is the amplitude and f20 (t− z/c) is the temporal
envelope of the η20 (t− z/c) pulse). Hence the transfer
of energy is complete only for the part of the ω1 pulse
which satisfies the condition
√
f20 (t− z/c) ≈ 1. A high
overall conversion requires a flat temporal profile of the
”coupling” pulse ω2. This is easy to implement, however,
since always η3 = J ≪ η2 (≈ η20) and η1 ≪ η20. We have
then Ω1,Ω3 ≪ Ω2 for the whole medium which means, in
particular, that all the atoms throughout the medium are
essentially in the ground state. Therefore, the ω2 pulse
can be arbitrarily long.
In contrast to the fractional conversion efficiency, Eq.
(77), the total conversion efficiency, defined as
W (z) ≡
∫
dt ω3η3(z, t)∫
dt
[
ω1η1(z, t) + ω2η2(z, t)
] (78)
remains very small because η10 ≪ η20.
2. Depletion of the pump fields
Conversion with ε ≈ 1 can be achieved, however, also
for the case when both pump fields ω1 and ω2 are of com-
parable intensity. For example, for exact phase matching
and η10 = η20 ≡ η0 (which would correspond, e.g., to the
second harmonic generation), the solution Eq. (66) can
be written as:
µ2
µ3
κez = Arth
(√
J
η0
)
− (µ1 + µ2 − µ3)
µ3
√
J
η0
, (79)
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which demonstrates that J monotonically approaches η0
as z increases. The form of this solution for given re-
tarded time is shown in Fig. 2. The monotonic de-
pendence ensures that after sufficiently long propagation
length all parts of the pulse η10 = η20 are converted into
the ω3 wave so that not only ε ≈ 1, but also the total
energy conversion efficiency W reaches unity.
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FIG. 2: EIT-upconversion for perfect phase matching. Solid
line: spatial evolution of J according to Eq. (79) for given
retarded time. For sufficiently large propagation length there
is complete conversion. Dotted lines: corresponding spatial
evolution of the atomic bare state probabilities. The ampli-
tude of the excited state |3〉 is negligibly small (not shown).
Parameters: µ2/µ3 = 0.5, µ1/µ3 = 0.05.
When the phase mismatch is not compensated, the
solution for η10 = η20 ≡ η0 is given by more gen-
eral expression Eq. (66) with B1 = η0 (∆k
′/2κe)
2
and
J2,1 ≈ η0 (1±∆k′/2κe). The spatial dependence of the
generated field intensity (Fig. 3) differs only slightly from
J = η0
(
1− ∆k
′
2κe
)
sn2
[
κez
√
1 +
∆k′
2κe
;
√
J1
J2
]
,
where sn[x; p] is the Jacobi elliptic sine function. The
period of intensity oscillations seen in Fig. 3 can be esti-
mated as [18]
ze ≃ ln (16κe/∆k′) .
Since in EIT regime we have always: ∆k′ ≪ 2κe, very
high total conversion efficiency is achieved without phase
matching also for η10 ≈ η20 when the drive fields are
substantially depleted.
3. Evolution of the atomic state
In the case of EIT with comparable intensities of the ω1
and ω2 pump fields, the intensity of the ω3 wave increases
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FIG. 3: EIT-upconversion with finite phase mismatch. Solid
line: spatial evolution of J . Dotted lines: corresponding spa-
tial evolution of the atomic bare state probabilities. The am-
plitude of the excited state |3〉 is negligibly small (not shown).
Parameters are the same as in Fig. 2, ∆k′/2κe = 0.06.
with z and eventually exceeds the one of the ω1, ω2 waves.
Therefore, the adiabatic state of the atomic system will
no longer approximately coincide with the ground state
|1〉 over the entire medium length at a given retarded
time. It will evolve via different superpositions of the
bare states |1〉 and |2〉 following the change of the fields
(Fig. 2 and 3) [20]. We see that the ”conventional”
EIT regime (one strong and one weak field, and thus one
highly populated and one slightly populated state) does
not hold over the full conversion cycle. We should stress,
however, that the atoms remain in the adiabatic state
corresponding to λ = 0, i.e., in the dark state. There-
fore, all the features of the EIT-assisted conversion pro-
cess such as vanishing linear absorption and refraction
as well as resonantly enhanced nonlinearity are present
even when the pump field is depleted.
When most of the input energy is transferred to the
ω3 pulse, i.e. for larger propagation distances into the
medium, the dark state |ψ0〉 approaches the bare state
|2〉
|ψ0〉 → |2〉,
which does not coincide with the initial atomic state (i.e.
the ground state |1〉). Thus we encounter two problems:
First, since all atoms are in the ground state before the
arrival of the pulses, there must be an adiabatic transfer
in the initial phase from |1〉 to |ψ0〉. This requires a spe-
cific time-order of the pulses. In particular Ω2 should ar-
rive after the other pulses. This time ordering is however
not reflected in our solutions. Second, after the inter-
action with the pulses, there is energy left in the atomic
system. This is in apparent contradiction to the fact that
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full conversion of photon energy has taken place and no
energy got lost. It should be noted though that the size of
the effect is rather small in the considered limit of a large
initial number of photons. This contradictory behavior is
a result of the limited validity of the assumptions made.
We have here completely neglected non-adiabatic correc-
tions, which are small on the level of individual atoms,
but add up in the field evolution when integrated over
the whole sample. The most important effect ignored by
this is the group velocity delay of the weak fields.
Although the group delay cannot be treated within the
current approach, it may resolve the problems. In the
first part of the medium, i.e. for small Nz the generated
field is still small. Thus the group velocities of the pulses
Ω1 and Ω3 should be smaller than that of the strong
drive field Ω2. Then the leading edge of the Ω2-pulse will
always propagate ahead of the other pulses, guarantee-
ing that the adiabatic state |ψ0〉 asymptotically matches
with the ground state at early times for all values of z.
For larger propagation distances into the medium and
for times in the central part of the pulses a substantial
portion of the energy is transferred to the field Ω3. Now
the situation is reversed. Ω3 is strong and Ω2 is weak.
Thus the pulse Ω2 will have a smaller group velocity and
should lag behind at the trailing edge of the pulses. Con-
sequently also for large times the adiabatic eigenstate
|ψ0〉 approaches asymptotically the ground state |1〉.
A full quantitative account of the leading order non-
adiabatic corrections requires however a reformulation of
the Hamiltonian approach. This is beyond the scope of
the present work and will be presented in a future publi-
cation.
B. Maximum coherence case
The mechanism of the nonlinear optics with maximum
coherence is realized when the detuning δ3 is much larger
than the other parameters including all Rabi frequencies
and δ2. In this case the coefficients A1 and am are as
follows:
A1 ≃ q [(2λ+ δ2) δ3 − µ1η10 − µ2η20] (80)
+µ1δ3 + µ2λ− µ3 (λ+ δ2) ,
a0 ≃ (2λ+ δ2) δ3 − µ1η10 − µ2η20, (81)
a1 = 2qδ3 + (µ1 + µ2 − µ3) . (82)
1. Preparation of maximum atomic coherence
The energy eigenvalue for large δ3 is given by:
λ = −1
2
(
δ2 − Ω
2
20
δ˜3
)
+
1
2
√(
δ2 − Ω
2
20
δ˜3
)2
+ 4Ω210, (83)
where δ˜3 = δ3+iγ. The amplitudes of the adiabatic state
corresponding to this eigenvalue at the entrance to the
medium, z = 0, are:
c1 =
Ω10√
λ2 +Ω210
, (84)
c2 = − λ√
λ2 +Ω210
, (85)
c3 ≪ c1, c2.
Similar to the EIT case, the probability of spontaneous
decay of the state |ψ0〉 is small: Im(λ)τ ≪ 1 for large
detuning assumed here, δ3 ≫ γ, even for pulses that are
longer than γ−1: τ ≪ (δ23/Ω220) γ−1. Again, we will con-
sider only such pulses and neglect spontaneous emission.
The situation of the maximum coherence, |c1| = |c2| =
1/
√
2, takes place when the Rabi frequency exceeds the
detuning on transition |1〉 − |2〉 including the ac Stark
shift induced by the ω2 field: Ω10 ≫
∣∣δ2 − Ω220/δ3∣∣.
In this case λ ≈ Ω10 and the atomic state at the
medium entrance is the superposition: |ψ0(z = 0)〉 =
(|1〉 − |2〉) /√2. However, in order for the atoms to get
there from the ground state, one first has to have the
inverse situation δ2 ≫ Ω10, and then adiabatically de-
crease δ2, simultaneously increasing Ω10. This can be
accomplished by, e.g., Stark-chirped rapid adiabatic pas-
sage [8]. We will not include this process explicitly in
the consideration, but assume that when the ω2 pulse
arrives, the condition Ω10 ≫ δ2 is already satisfied. As
a consequence, the energy taken from the leading edge
of the ω1 pulse for the superposition preparation, is not
taken into account. However, if the number of photons
in the ω1 pulse is much larger than the total number of
atoms along the field propagation path, these preparation
energy losses (h¯ω1/2 per atom) can be neglected.
2. Undepleted coherence-generating field
When a strong, undepleted ω1 field is supposed: η20 ≪
η10 (implying also undepleted coherence on |1〉−|2〉 tran-
sition), the generated field intensity experiences sinu-
soidal oscillations with respect to the propagation length:
J =
η20
1 +
(
∆k′
2κm
)2 sin2

κmz
√
1 +
(
∆k′
2κm
)2 ,(86)
κm =
N
4
√
µ2µ3
δ3
, (87)
∆k′ = ∆k − N
4
(√
µ1
η10
+
(µ2 − µ3)
δ3
)
, (88)
in correspondence with the analysis of Sec. II, Eqs. (14),
(22) and (24), and assuming |c1|2 = |c2|2 = ρ12 = 1/2.
Since κm is of the order of ∆k
′, substantial transfer
of energy from the ω2 field into the ω3 field occurs even
without compensation of the phase mismatch. If one
can manage to make ∆k′ small: ∆k′ ≪ κm then the
best possible regime for conversion can be attained: not
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only complete transfer for the pulse maximum is realized:
J1 ≈ Jmax = η20, but also the conversion length l = κ−1m
does not depend on time, and hence, all parts of the ω2
pulse are homogeneously converted into the ω3 wave.
There are several possibilities to reach this regime.
First, one may set ∆k to zero by use of the buffer gas,
and choose the input laser parameters such that:
δ3 = − (µ2 − µ3)
µ1
√
µ1η10. (89)
This condition can be satisfied only for the time inter-
val when
√
f10 (t− z/c) ≈ 1. That is, a flat temporal
profile of the ω1 pulse is required. Since this is not al-
ways possible, another method can be used. One may
simply increase the intensity η10 so that the refraction
contribution of the |1〉 − |2〉 transition becomes small:√
µ1/η10 ≪ (µ2 − µ3) /δ3, and choose the detuning δ3 as
δ3 =
(µ2 − µ3)
2q
. (90)
Since in this regime η3 = J ≪ η10, we have at any
propagation distance: Ω1 ≫ Ω22/δ3, Ω23/δ3. There-
fore, the atoms remain in a superposition |ψ0〉 =
(|1〉 − |2〉) /√2 throughout the medium.
It should be noted that although the instantaneous
conversion efficiency ǫ can reach unity, the total energy
conversion efficiency is always small, W ≪ 1, because
J1 ≈ η20 ≪ η10.
3. Depletion of the pump fields
The situation is completely different for comparable
intensities of the two pump waves: η20 ≈ η10.
For the maximum coherence regime, |c1| = |c2| =
1/
√
2, to be attained, the condition Ω1 ≫ Ω22/δ3 must
be satisfied (see above), which reduces to
√
µ2η10 ≪
δ3
√
µ1/µ2 at η20 ≈ η10. That is, the intensity of the
pump pulses cannot be large, and the refraction contri-
bution of the |1〉−|2〉 transition (∼
√
µ1/η10) is not small,
so that ∆k′ ≈ (N/4)
√
µ1/η10 ≫ κm. Thus, the ”exact
maximum coherence” regime fails when the drive field is
depleted.
However, the phase matching can still be performed
for η20 ≈ η10 if the requirement for |c1| = |c2| = 1/
√
2
is lifted. One of the possibilities is to cancel the resid-
ual refraction by addition of buffer gas: ∆k = 0 (then
A2 = A3 = 0), and to choose the interaction parameters
such that A1 ≈ 0. The latter condition can be satis-
fied for specific relations between the detuning δ2 and/or
δ3, and the input intensities η10, η20. For example, for
η10 = η20 ≡ η0 and when µ2 < µ3, one may choose the
detunings δ2 = 0 and δ3 such that
µ3η0 =
µ1
(µ3 − µ2)δ
2
3 . (91)
Taking into account condition (91), the eigenenergy λ is
reduced in this regime to:
λ =
√
µ1η0
√
µ3
(µ3 − µ2) = Ω10ζ, (92)
and the corresponding adiabatic state at the entrance to
the medium is:
|ψ0(z = 0)〉 = 1√
1 + ζ2
(|1〉 − ζ |2〉) . (93)
Thus, the atoms are prepared not with maximum co-
herence, ρ12 = 1/2, but in a specific superposition with
ρ12 = ζ/
(
1 + ζ2
)
which is also not small.
The propagation problem solution in this case resem-
bles that of the EIT regime, Eq. (79):
κm
2
ζ
z = Arth
(√
J
η0
)
− µ1 + µ2 − µ3
µ3
√
J
η0
, (94)
ζ =
√
µ3
(µ3 − µ2) , (95)
which is demonstrated in Fig. 4. The conversion
coefficient differs from that of the undepleted coher-
ence case κm, Eq. (87), only by a numerical factor
2
√
(µ3 − µ2) /µ3.
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FIG. 4: Upconversion with initial maximum coherence. Solid
line: spatial evolution of J according to Eq. (94) for given
retarded time. For sufficiently large propagation length there
is complete conversion. Dotted lines: corresponding spatial
evolution of the atomic bare state probabilities. The ampli-
tude of the excited state |3〉 is negligibly small (not shown).
Parameters: µ2/µ3 = 0.5, µ1/µ3 = 0.05.
As we can see, although the total conversion efficiency
may approach unity, the robustness of the maximum co-
herence scheme to the phase mismatch is lost. One has
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to fulfill the phase matching conditions (like (91)) with
sufficient accuracy to get a large conversion. A consid-
erable transfer of energy into the generated wave can be
expected when the envelope of the pump pulse satisfies
the condition:
1−
√
f10 (t− z/c) ≤
√
4µ2
(µ3 − µ2) ,
and the detuning δ3 = δ
0
3 + δ
′
3 differs from the value δ
0
3 ,
given by condition (91), by not more than
δ′3 ≤
√
µ2
(µ3 − µ2)δ
0
3 .
Both of these conditions require that the values of the
transition coupling constants, µ2 and µ3, be close.
Similar to the EIT regime, the adiabatic superposi-
tion does not coincide with the state |ψ0(z = 0)〉, Eq.
(93), over the entire medium, but will evolve in the
course of propagation, following the change of the fields
(Fig. 4). For large density-length products Nz when
Ω1 ≪ Ω23/δ3, the atomic state tends to the ground state:
|ψ0〉 → |1〉. Thus, ”the maximum coherence” is not
maintained throughout the light propagation path, al-
though it is still sufficiently large for most part of the
medium. One can see from Fig. 4 that as the coherence
gets smaller, the conversion slows down, and for very
large Nz (hence, for small atomic coherence), the gener-
ated intensity only slowly approaches its maximum.
Here again we encounter an apparent contradiction re-
lated to the limited validity of the adiabatic approxima-
tion. The atoms do not return to the initial state despite
the overall energy conservation. Now the preparation en-
ergy for the atomic coherence is extracted as well. Under
the conditions discussed here, i.e. large photon number
as compared to number of atoms, this is however a small
effect. A resolution of this problem should be found when
non-adiabatic corrections are taken into account, which
will be the subject of further investigations.
C. Conventional nonlinear optics (weak excitation)
Finally, we consider the regime corresponding to con-
ventional nonlinear optics. This regime takes place at
weak excitation when both detunings δ2 and δ3 are
much larger than all Rabi frequencies. Then we have
λ ≈ Ω210/δ2 and |ψ0〉 ≈ |1〉 for all atoms in the medium.
The coefficients A1 and am do not depend on laser
intensities in this case:
A1 ≃ qδ2δ3 + µ1δ3 − µ3δ2, (96)
a0 ≃ δ2δ3, (97)
a1 = 2q (δ2 + δ3) + (µ1 + µ2 − µ3) . (98)
Since a1min (η10, η20)≪ a0, the solution Eq. (66) can
be well approximated by
J = J1sn
2
[
κnz;
√
J1/J2
]
, (99)
κn =
N
2
√
µ1µ2µ3J2
δ2δ3
, (100)
with J2,1 determined from Eqs. (69), (96). This formula
is valid for any relation between η10 and η20.
When the phase mismatch is compensated: A1 ≈ 0,
which is made by proper tuning:
q =
µ3
δ3
− µ1
δ2
, (101)
the roots J2,1 are: J1 = min (η10, η20), J2 =
max (η10, η20). Therefore, the optimum conversion can
be realized also in the case of the off-resonant nonlinear
optics. In particular, for η10 ≈ η20 the complete transfer
of energy to the generated wave occurs:
J = η0sn
2 [κnz; p→ 1] ≈ η0 tanh2 (κnz) ,
leading to perfect total conversion efficiency, W ≈ 1.
However, the nonlinear conversion coefficient κn is much
smaller in this case than in the EIT and maximum co-
herence regimes (κe and κm, Eqs. (74) and (87), respec-
tively). Therefore, the energy transfer is accomplished
for much larger density-length products Nz.
At last, we note that if the phase mismatch is not com-
pensated, we have B1 ≫ (η10 + η20) and the solution is
reduced to traditional formula of nonlinear optics [9]:
J = N2
µ1µ2µ3η10η20
4δ22δ
2
3
sin2 (∆k′z/2)
(∆k′/2)
2
, (102)
with the total phase mismatch ∆k′ = ∆k − Nµ1/2δ2 +
Nµ3/2δ3.
V. SUMMARY
Resonant optical processes based on atomic coherence
effects such as EIT or maximum coherence allow for a
maximum nonlinear conversion of photons within a much
smaller density-length product than possible in schemes
of conventional off-resonant nonlinear optics. Since de-
grading mechanisms such as phase-mismatch and ab-
sorption scale with the same density length product,
EIT or maximum coherence can thus substantially re-
duce the requirements for efficient nonlinear optics. As
a measure for the efficiency of using atoms for nonlin-
ear conversion processes, one can introduce the ratio
of the number of converted photons n ∼ Aτj η¯j0, to
the number of atoms Nat = NAl ∼ NA/κ needed (A
is a cross-sectional area and τj is the duration of the
pulse). This figure of merit n/Nat is largest for the EIT
scheme: n/Nat = τ1Ω10, considerably smaller for the
maximum coherence method: n/Nat = τ2Ω20 (Ω20/δ3)
(with Ω20/δ3 ≪ 1), and is very small for conventional
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nonlinear optics: n/Nat = τ2Ω20 (Ω10Ω20/δ3δ2) (with
Ω20/δ3 ≪ 1 and Ω10/δ2 ≪ 1).
In previous theoretical studies of EIT- and maximum-
coherence based nonlinear optics, undepleted drive fields
or a constant coherence where assumed. If one takes into
account the resources to maintain the drive field or the
constant coherence, the overall efficiency of the processes
is in this limit tiny. We have shown in the present pa-
per that when this restriction is lifted and coherence- or
transparency maintaining fields with comparable inten-
sities to the pump fields are considered, it is possible to
achieve also a maximum overall conversion. To study the
conditions for this, we have derived analytical solutions
for the pulse interaction in the adiabatic limit using an
approach that maps the propagation problem to that of a
nonlinear pendulum. Under certain conditions this prob-
lem could be explicitly integrated allowing for a simple
discussion of the physical processes involved.
We have found that when the coherence- or trans-
parency maintaining fields are depleted, the atomic state
does not remain constant but evolves along the propaga-
tion path following the change of the fields. Therefore,
the conversion process cannot be associated with maxi-
mum coherence or EIT in traditional sense alone. Never-
theless, the main features of EIT, - reduced linear absorp-
tion and refraction, and enhanced nonlinearity are still
present in the latter mechanism. Although in the ”maxi-
mum coherence” mechanism the robustness to the phase
mismatch is lost, the nonlinear conversion coefficient re-
mains much larger than in conventional nonlinear optics.
Thus, for both mechanisms, a complete conversion can
be achieved within a small density-length product.
We have also encountered several limitations of the
strong adiabatic assumption used in the Hamiltonian ap-
proach. An extension of the approach to take into ac-
count non-adiabatic corrections and thus such important
effects as group delay is currently under investigation and
corresponding results will be presented elsewhere.
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