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Vlan: Las LANs virtuales (VLANs) son agrupaciones, definidas por software, de 
estaciones LAN que se comunican entre si como si estuvieran conectadas al mismo 
cable, incluso estando situadas en segmentos diferentes de una red de edificio o de 
campus. Es decir, la red virtual es la tecnología que permite separar la visión lógica 
de la red de su estructura física mediante el soporte de comunidades de intereses, 
con definición lógica, para la colaboración en sistemas informáticos de redes. Este 
concepto fácilmente asimilable a grandes trazos implica en la práctica, sin embargo, 
todo un conjunto de cuestiones tecnológicas. Quizás, por ello, los fabricantes de 
comunicación LAN se están introduciendo a este nuevo mundo a través de caminos 
diferentes, complicando aún más su divulgación entre los usuarios. (Castillo 
Porturas, 2015, pág. 30) 
 
STP (spanning tree protocol): es un protocolo de red operando sobre la capa de 
enlace del modelo OSI que permite a redes en anillo evitar loops, a la vez, que 
administra de forma automática las rutas o caminos alternos para alcanzar un 
destino; ofrece mayor fiabilidad a la red por medio de redundancia de sus rutas de 
transmisión ante la falla de una de estas rutas. Esto lo hace por medio de cálculos 
que realiza STP para establecer en la red enlaces únicos libre de loops entre los 
dispositivos de red, pero manteniendo los enlaces alternos desactivados como 
reserva, con el fin de activarlos en caso de fallo. El cálculo para establecer los 
enlaces principales ocurre cada vez que un enlace en la red presenta un cambio de 
estado. (Bojorquez, 2017, pág. 43) 
 
BGP (Border Gateway Protocol): es un protocolo de enrutamiento cuya función 
principal es establecer un intercambio de información entre diferentes AS, dicha 
información incluye una lista de los dominios por los cuales la información transita, 
la cual es suficiente para construir grafos de conectividad entre los AS, además de 
hacer cumplir las políticas de administración que se hayan implementado. (Delgado 
Vallejo, 2010, pág. 9) 
 
DTP(Dynamic Trunking Protocol): protocolo desarrollado por cisco systems que 





HSRP(Hot Standby Router Protocol): Los protocolos de redundancia permiten 
configurar una única puerta de enlace predeterminada, haciendo que la 
configuración del cliente y la comunicación sea más fácil, ya que el host puede 
utilizar sus protocolos estándar para comunicarse. HSRP cumple esta función a 
través de un router virtual para todos los hosts, esto se logra usando una ip virtual 
compartida entre cada uno de los hosts como puerta de enlace. Dicho router virtual 
cuenta con sus propias direcciones ip y mac. Cuando un host realiza una petición 
ARP la dirección mac virtual se anuncia. Para los hosts es indiferente el router que 


























En el transcurso del proceso de aprendizaje y del desarrollo de las actividades para 
el programa de telecomunicaciones de la UNAD, se desarrollaron los módulos de 
cisco correspondiente a CCNA (introducción a las redes, Rutas y conexiones 
esenciales, escalabilidad de redes y conectividad de redes); llegando de esta 
manera al diplomando de CCNP el cual tiene como objetivo configurar y resolver los 
fallos presentes en dos escenarios planteados, enfocados a el routing y switching, 
aplicando los conocimientos adquiridos en los módulos ya mencionados y haciendo 
uso de herramientas de simulación como Packet tracer, GNS3 y Smartab las cuales 
permiten una emulación de situaciones que se pueden presentar en el campo 
profesional y en el desarrollo de nuestras actividades cotidianas como ingenieros 
en telecomunicaciones. 
Lo anterior nos ayudara a generar la destreza para la solución de problemas en 
redes de área local LAN o de área extendida WAN otorgándonos experiencia 
necesaria a nivel de laboratorios para afrontar los requerimientos de posibles 
clientes o empresas que requieran del servicio profesional de un ingeniero de 
telecomunicaciones. 
Palabras Clave: CISCO, CCNP, Conmutación, Enrutamiento, Redes, Electrónica. 
 
ABSTRACT 
In the course of the learning process and the development of activities for the UNAD 
telecommunication program, the cisco modules for CCNA (Introduction to Networks, 
Essential Routes and Connections, Network Scalability and Network Connectivity) 
were developed; reaching in this way the CCNP diploma which aims to configure 
and solve the failures present in two proposed scenarios, focused on routing and 
switching, applying the knowledge acquired in the modules already mentioned and 
making use of simulation tools such as Packet tracer, GNS3 and Smartab which 
allow an emulation of situations that may occur in the professional field and in the 
development of our daily activities as telecommunications engineers. 
This will help us to generate the skills for the solution of problems in local area 
networks LAN or extended area WAN giving us the necessary experience at 
laboratory level to face the requirements of possible clients or companies that require 
the professional service of a telecommunication engineer. 






Con el desarrollo de los escenarios propuestos para el presente diplomado de 
profundización se pretende abordar los temas concernientes a routing y switching 
entre dispositivos cisco, siguiendo la línea de los laboratorios propuestos a lo largo 
de los módulos (Route y Switch), presentando el paso a paso de las configuraciones 
para dar solución a cada uno de los puntos solicitados para el escenario 1 y 2. 
De igual manera a medida que se desarrollen y apliquen las configuraciones se irán 
sustentando los resultados obtenidos haciendo uso de los comandos de verificación 
“show” y pruebas de conectividad  vía ping entre los dispositivos, cada una de las 
pruebas y verificaciones tendrá previamente consignados los comandos empleados 
para la configuración de los equipos. 
Una vez realizadas las pruebas solicitadas en la guía para el avance del paso a 
paso de cada uno de los escenarios, y si estas no arrojan los resultados esperados 
de acuerdos a las configuraciones realizadas, se verificaran las mismas aplicando 
los ajustes necesarios para llegar a la solución de posibles problemas consignando 
nuevamente las pruebas y sustentando el efecto de los cambios efectuados y el 





















Figura 1. Topología del escenario 1 
 
 
Para desarrollar el escenarios se trabajara con el software de simulación GNS3 v.3 
y routers C7200 a continuación el ilustra el resultado de la topología obtenida en 
este simulador para el escenario 1. 
 
 





La etiqueta de las interfaces seriales cambia debido a la referencia del router 
utilizado; a continuación se muestra la información para la configuración inicial de 
los routers. 
 
Tabla 1. Direccionamiento para el Router (R1) 
Interfaz Dirección IP Máscara 
Loopback 0 1.1.1.1 255.0.0.0 
Loopback 1 11.1.0.1 255.255.0.0 
S 1/0 192.1.12.1 255.255.255.0 
 
Tabla 2. Direccionamiento para el Router (R2) 
Interfaz Dirección IP Máscara 
Loopback 0 2.2.2.2 255.0.0.0 
Loopback 1 12.1.0.1 255.255.0.0 
S 1/0 192.1.12.2 255.255.255.0 
E 0/0 192.1.23.2 255.255.255.0 
 
Tabla 3. Direccionamiento para el Router (R3) 
 
Tabla 4. Direccionamiento para el Router (R4) 
Interfaz Dirección IP Máscara 
Loopback 0 4.4.4.4 255.0.0.0 
Loopback 1 14.1.0.1 255.255.0.0 
S 1/0 192.1.34.4 255.255.255.0 
 
Antes de iniciar con el desarrollo y la configuración de BGP entre los sistemas 
autónomos AS que se muestran en las topologías es necesario aplicar la 
configuración de direccionamiento de acuerdo a las tablas anteriormente 
Interfaz Dirección IP Máscara 
Loopback 0 3.3.3.3 255.0.0.0 
Loopback 1 13.1.0.1 255.255.0.0 
E 0/0 192.1.23.3 255.255.255.0 




relacionadas y suministradas para el presente escenario para lo cual se emplearon 
al siguiente serie de comandos en cada uno de los router. 
Configuración de interfaces en el router (R1) 
 
R1# configure terminal  
R1(config)#interface s1/0    
R1(config if)# ip address 192.1.12.1 255.255.255.0    
R1(config if)# no sh  
R1(config if)#exit 
R1(config)#interface loopback 0     
R1(config if)#ip address 1.1.1.1 255.0.0.0     
R1(config if)#exit 
R1(config)#interface loopback 1     
R1(config if)#ip address 11.1.0.1 255.255.0.0    
 
Configuración de interfaces en el router (R2) 
 
R2# configure terminal  
R2(config)#interface loopback 0 
R2(config if)#ip address 2.2.2.2 255.0.0.0 
R2(config if)#exit 
R2(config)#interface loopback 1 
R2(config if)#ip address 12.1.0.1 255.255.0.0 
R2(config if)#exit 
R2(config)#interface s1/0 
R2(config if)#ip address 192.1.12.2 255.255.255.0 
R2(config if)#no sh 
R2(config if)#exit 
R2(config)#interface fastEthernet 0/0 
R2(config if)#ip address 192.1.23.2 255.255.255.0 




Configuración de interfaces en el router (R3) 
 
R3# configure terminal  
R3(config)#interface loopback 0 
R3(config if)#ip address 3.3.3.3 255.0.0.0 
R3(config if)# exit 
R3(config)#interface loopback 1 
R3(config if)#ip address 13.1.0.1 255.255.0.0 
R3(config if)#exit 
R3(config)#interface fastEthernet 0/0 
R3(config if)#ip address 192.1.23.3 255.255.255.0 






R3(config if)#ip address 192.1.34.3 255.255.255.0 




Configuración de interfaces para el router (R4) 
 
R4# configure terminal  
R4(config)#interface loopback 0 
R4(config if)# ip address 4.4.4.4 255.0.0.0 
R4(config if)#exit 
R4(config)# interface loopback 1 
R4(config if)#ip address 14.1.0.1 255.255.0.0 
R4(config if)#exit 
R4(config)# interface s1/0 
R4(config if)# ip address 192.1.34.4 255.255.255.0 




Para verificar que la configuración es correcta se realizan pruebas de conectividad 
vía ping entre las conexiones directas de los routers. 
 
Figura 3.Ping desde R1 hacia R2 
 
 
Figura 4. Ping desde R2 hacia R1 
 
 






Figura 6. Ping desde R3 hacia R2 
 
 
Figura 7. Ping desde R3 hacia R4 
 
 




1. Configure una relación de vecino BGP entre R1 y R2. R1 debe estar en 
AS1 y R2 debe estar en AS2. Anuncie las direcciones de Loopback en 
BGP. Codifique los ID para los routers BGP como 22.22.22.22 para R1 y 
como 33.33.33.33 para R2. Presente el paso a paso con los comandos 
utilizados y la salida del comando show ip route. 
 
Configuración BGP en R1 
 
Para la configuración de BGP en R1 es necesario aplicar la siguiente serie 
de comandos. 
R1#configure terminal 
R1(config)#router bgp 1 
R1(config-router)#bgp router-id 22.22.22.22 
R1(config-router)#network 1.0.0.0 
R1(config-router)#network 11.1.0.0 
R1(config-router)#network 192.1.12.0 255.255.255.0 
 






R2(config)#router bgp 2 





Relación de vecino entre R1 y R2 
 
Para establecer una relación de vecino entre estos dos dispositivos se deben 
ejecutar los siguientes comandos en R1 y R2 respectivamente: 
R1#configure terminal  
R1(config)#router bgp 1 
R1(config-router)#neighbor 192.1.12.2 remote-as 2 
----------------------------------------------------- 
R2#configure terminal 
R2(config)#router bgp 2 
R2(config-router)#neighbor 192.1.12.1 remote-as 1 
Se verifica que se hayan establecido las adyacencias de vecindad entre los 
dos router revisando la información de la tabla de enrutamiento en cada uno 
de ellos empleando el comando show ip route y show ip bgp neighbors 
 
Figura 9. Tabla de enrutamiento R1 
 
 





Nótese como tanto R1 como R2 anuncian las redes de las direcciones de 
loopback en la información de las tablas de enrutamiento lo cual nos permite 
certificar que se ha establecido las adyacencias y las relaciones de vecindad 
BGP entre los dos routers. 
 
Figura 11. Relación de vecindad entre R1 y R2 
 





De la salida del comando show ip bgp neighbors, destacamos información 
importante como la dirección ip de la interface del vecino, su router ID y el 
número del sistema autónomo al cual pertenece; además se tiene la versión 
de la tabla BGP y el estado de la sesión BGP que para este caso se encuentra 
activa. 
2. Configure una relación de vecino BGP entre R2 y R3. R2 ya debería estar 
configurado en AS2 y R3 debería estar en AS3. Anuncie las direcciones de 
Loopback de R3 en BGP. Codifique el ID del router R3 como 44.44.44.44. 
Presente el paso a con los comandos utilizados y la salida del comando show 
ip route. 
 
Como R2 ya  se ha configurado para que ejecute un proceso de BGP dentro 
del sistema autónomo 2 (AS2) y como se ilustro en las figuras 9 y 10 también 
anuncia las redes para las interfaces de loopback, no quedaría sino por 
establecer la relacion de vecino en R2 hacia R3, y  en este punto la 
configuración se centra en el R3 para que inicie los procesos BGP y establezca 
las relaciones de vecindad con R2. A continuación se presentan los comando 
necesarios para que R3 ejecute BGP: 
 
R2#conf t  
R2(config)#router bgp 2 
R2(config-router)#network 192.1.23.0  
R2(config-router)#neighbor 192.1.23.3 remote-as 3 
------------------------------------------------------ 
R3#config t  
R3(config)#router bgp 3 
R3(config-router)#bgp router-id 44.44.44.44 
R3(config-router)#network 3.0.0.0 
R3(config-router)#network 13.1.0.0 
R3(config-router)#neighbor 192.1.23.2 remote-as 2 
 
Se verifica para este caso nuevamente la relación de vecino entre R2->R3 y 
viceversa haciendo uso del comando show ip route y show ip bgp neighbors: 





Figura 14. Tabla de R3  
 
 
Del resultado de la configuración podemos concluir que aunque se anuncian 
las redes a las cuales pertenecen las interfaces de loopbak 11.1.0.1, 12.1.0.1, 
13.1.0.1 por BGP de los router R1,R2 y R3 respectivamente esta no son 
anunciadas en las tablas de enrutamiento esto se debe a que se es necesario 
emplear rutas estáticas para que sean alcanzadas. 
 





Figura 16. Relación de vecindad entre R3 y R2 
 
 
Al igual que entre R1 y R2 se resaltan los datos de importancia de la salida del 
comando show ip bgp neighbors. 
 
1. Configure una relación de vecino BGP entre R3 y R4. R3 ya debería estar 
configurado en AS3 y R4 debería estar en AS4. Anuncie las direcciones de 
Loopback de R4 en BGP. Codifique el ID del router R4 como 66.66.66.66. 
Establezca las relaciones de vecino con base en las direcciones de Loopback 
0. Cree rutas estáticas para alcanzar la Loopback 0 del otro router. No anuncie 
la Loopback 0 en BGP.  Anuncie la red Loopback de R4 en BGP. Presente el 
paso a paso con los comandos utilizados y la salida del comando show ip 
route. 
 
Configuración BGP en R4 
 
Para  configurar el BGP en R4 se siguen los mismos comandos empleados en 
los demás router lo único que varia son el numero para el sistema autónomo, el 
id del router y las redes que se anuncian: 
R2#configure terminal 








Adicionalmente se debe configurar la relación de vecino BGP desde R4 hacia 
R3 y viceversa lo cual se logra con la ejecución de los siguientes comandos. 
 
R3#configure terminal  
R3(config)#router bgp 3 
R3(config-router)#neighbor 192.1.34.4 remote-as 4 
----------------------------------------------------- 
R4#configure terminal 
R4(config)#router bgp 4 
R4(config-router)#neighbor 192.1.34.3 remote-as 3 
Tal como se indica se deben garantizar la conectividad entre las direcciones de 
loopback para los cual como ya se había mencionado es necesarios establecer 
rutas estáticas en los diferentes routers continuación se describe el procedimiento 
empleado con los comandos necesarios para tal fin. 
Enrutamiento estático en R4 
 




R4(config)#ip route 11.1.0.0 255.255.0.0 192.1.34.3 
R4(config)#ip route 12.1.0.0 255.255.0.0 192.1.34.3 
R4(config)#ip route 13.1.0.0 255.255.0.0 192.1.34.3 
 
 
Se  anuncian de estáticamente las redes 11.1.0.0, 12.1.0.0, 13.1.0.0 
correspondientes a las redes de loopback de R1, R2, R3 respectivamente. 
 
Enrutamiento estático en R3 
 
Al igual que en R4 se anuncian las redes de loopback de R1, R2 y R4 haciendo 
uso la misma cadena de comandos que en el caso anterior, con la diferencia de 
que se crea una ruta estática predeterminada hacia el R4 con el fin de que todo el 
trafico que vaya hacia este sea dirigido a través de la interface seria 1/0. 
R3#configure terminal 
R3(config)#ip route 0.0.0.0 0.0.0.0 serial 1/0 




R3(config)#ip route 12.1.0.0 255.255.0.0 192.1.23.3 
 
Enrutamiento estático en R2. 
 
Se sigue el mismo procedimiento para las rutas estáticas hacia las redes de 
loopback de los demás router. 
 
R2#configure terminal 
R2(config)#ip route 0.0.0.0 0.0.0.0 192.1.12.1 
R2(config)#ip route 13.1.0.0 255.255.0.0 192.1.23.3 
R2(config)#ip route 14.1.0.0 255.255.0.0 192.1.23.3 
 
Enrutamiento estático en R1 
 
Una vez configuradas las rutas estáticas en R4, R3 y R2 no queda sino configurar 
en R1 una ruta estática predeterminada para concluir de esta manera la 
conectividad de extremo a extremo de la siguiente manera. 
 
R2#configure terminal 
R2(config)#ip route 0.0.0.0 0.0.0.0 serial 1/0 
 
Para finalizar se realizan pruebas de conectividad vía ping desde R1 hacia R4 y 
viceversa hacia la interfaces loopback. 
 





Todos los ping tienen respuesta excepto el de la interface Loopback 4.4.4.4 del 
router R4 lo cual se debe a que esta red no fue anunciada en la configuración 
BGP por los requerimientos del laboratorio. 
 
Figura 18. Prueba ping desde R4 hacia interfaces Loopback (R1, R2, R3) 
 
 
Comprobamos las tablas de enrutamiento y la relación de vecino entre R3 y R4. 





Figura 20. Tabla de enrutamiento de R4 
 
 
Se identifican las rutas anunciadas por BGP, las aprendidas por estáticamente 









Figura 22. Montaje en GNS3 del escenario 2 
 
Antes de aplicar las configuraciones que se  solicitan para el presente escenario a 
los swiches se realizara una configuración preliminar general la cual aplicar para 
cada uno de los conmutadores de la topología: 
Switch>enable 
Switch#configure terminal 
Enter configuration commands, one per line.  End with CNTL/Z. 
Switch(config)#hostname SW-BB 
SW-BB(config)#no ip domain lookup 
SW-BB(config)#line con 0 
SW-BB(config-line)#logging synchronous 
SW-BB(config-line)#exec-timeout 0 0 
SW-BB(config-line)#exit 
 
Se aplica los mismos comandos para los swiches SW-AA y SW-CC modificando el 




1. Todos los switches se configurarán para usar VTP para las actualizaciones de 
VLAN. El switch SW-BB se configurará como el servidor. Los switches SW-AA y 
SW-CC se configurarán como clientes. Los switches estarán en el dominio VPT 





Por defecto los swiches cisco se encuentran sen modo server para ejecutar los 
proceso de VTP por lo cual y según se indica se requiere cambiar SW-AA y SW-
CC al modo cliente y configurar el dominio para que reciban las actualizaciones de 
VLAN desde el SW-BB que quedaría como server de la siguiente manera. 
 
Configuración VTP en SW-AA 
 
SW-AA(config)#vtp version 2 
SW-AA(config)#vtp mode client 
SW-AA(config)#vtp domain CCNP 
SW-AA(config)#vtp password cisco  
 
Configuración VTP en SW-BB 
 
SW-BB(config)#vtp version 2 
SW-BB(config)#vtp domain CCNP 
Changing VTP domain name from NULL to CCNP 
SW-BB(config)#vtp password cisco 
Setting device VTP password to cisco 
SW-BB(config)#exit 
*May 11 22:48:35.242: %SW_VLAN-6-VTP_DOMAIN_NAME_CHG: VTP domain name 
changed to CCNP. 
 
Configuración VTP en SW-BB 
 
SW-CC(config)#vtp version 2 
SW-CC(config)#vtp mode client 
Setting device to VTP Client mode for VLANS. 
SW-CC(config)#vtp domain CCNP 
Changing VTP domain name from NULL to CCNP 
SW-CC(config)#vtp password cisco 
Setting device VTP password to cisco 
SW-CC(config)#exit 
*May 11 22:51:41.850: %SW_VLAN-6-VTP_DOMAIN_NAME_CHG: VTP domain name 
changed to CCNP. 
SW-CC(config)#exit 
 
Se evidencia en los mensajes de notificación de los swiches que se configurado 
vtp y se ha cambiado del modo en los conmutadores que requerían pasar de 
modo server a cliente, para verificar estos cambios emite el comando show vpt 




Figura 23. Verificación configuración VTP SW-AA 
 
 
Figura 24. verificación configuración VTP SW-BB 
 
 







Se resalta la información relevante de la salida del comando para la configuración 
de VTP como la versión, dominio y modo en el cual se encuentra el swiche. 
 
Configurar DTP (Dynamic Trunking Protocol) 
 
Configure un enlace troncal ("trunk") dinámico entre SW-AA y SW-BB Debido a 
que el modo por defecto es dynamic auto, solo un lado del enlace debe configurarse 
como dynamic desirable. 
 
Se aplicara la configuración en le SW-BB a la interface g0/0 para establecer el 
enlace troncal dinámico aplicando los siguientes comandos. 
 
SW-BB(config)#interface g0/0 






Se verifica que se haya establecido el enlace troncal entre los las interfaces g0/0 
de los dos swiches empleando el comando; show interfaces trunk. 
 
Figura 26. Enlace troncal dinámico SW-AA y SW-BB 
 
 
A continuación se configurara un enlace troncal estático entre SW-AA y SW-CC 
cambiando el modo de las interfaces g0/1 en ambos a trunk. 
 
 SW-AA(config)#interface g0/1 
 SW-AA(config-if)#switchport trunk encapsulation dot1q 
 SW-AA(config-if)#switchport mode trunk  
 SW-AA(config-if)#no shutdown  
 
 SW-CC(config)#interface g0/1 
 SW-CC(config-if)#switchport trunk encapsulation dot1q 




 SW-CC(config-if)#no shutdown  
 
Nuevamente empelando el comando show interface trunk verificamos que se 
haya establecido el enlace troncal esta ves entre SW-AA y SW-CC. 
 
Figura 27. Enlace troncal estático entre SW-AA y SW-CC 
 
 
En el SW-AA se tienen establecidos ya dos enlaces troncales uno a través de DTP 
y otro establecido de manera manual o estática, y SW-CC se estableció el enlace 
troncal con SW-AA a través de la interface g0/1. 
 
Procedo de la misma amanera para establecer el enlace troncal entre SW-BB y 
SW-CC a la interfaces g0/1 y g0/0 respectivamente. 
 
SW-BB(config)#interface g0/1 
  SW-BB(config-if)#switchport trunk encapsulation dot1q 




  SW-CC(config-if)#switchport trunk encapsulation dot1q 
  SW-CC(config-if)#switchport mode trunk  
SW-CC(config-if)#no shutdown 
 
Se realiza la respectiva verificación del enlace entre los swiches. 
 





Configuración de VLAN´S y Asignación de Puertos 
 
Como los swiches se configuraron para que ejecuten VTP versión 2 basta con 
realizar la configuración de las VLAN en el SW-BB el cual esta en modo server y 
una vez configuradas las VLAN este propagara la información hacia los otros dos 
swiches que se encuentran en modo server; a continuación se detallan los comando 
utilizados para dicha configuración. 
 


















Una vez congiguradas las VLAN en el SW-BB el cual es el servidor para los 
procesos VTP en la red verificamos esta configuración emitiendo el comando show 
vlan en los tres swiches ya los SW-AA y SW-CC deben tener la información de las 
vlan configurada gracias a la propagación VTP. 
 





Figura 30. Propagación de Vlan´s por VTP desde SW-BB hacia SW-AA y SW-CC 
 
 
Como se muestra en las capturas de la salida del comando show vlan ya los tres 
swiches tienen creadas las vlan pero no se no se les ha asociado puertos a estas 
por lo cual en el siguiente paso se detallaran los comandos necesarios para la 
asignación de puertos en a estas vlan teniendo en cuanta la siguiente tabla. 
 
Tabla 5. Información de puertos vlan´s y direccionamiento de host´s 
Interfaz VLAN Direcciones IP de los PCs 
G0/2 VLAN 10 190.108.10.X / 24 
G0/3 VLAN 25 190.108.20.X /24 
G1/0 VLAN 30 190.108.30.X /24 




SW-AA(config-if)#switchport mode access 




SW-AA(config-if)#switchport mode access 




SW-AA(config-if)#switchport mode access 







SW-BB(config-if)#switchport mode access 




SW-BB(config-if)#switchport mode access 




SW-BB(config-if)#switchport mode access 





SW-CC(config-if)#switchport mode access 




SW-CC(config-if)#switchport mode access 




SW-CC(config-if)#switchport mode access 




Verificamos la asiganacion de puertos a las vlan con el comando show vlan. 
 





Configuración de direcciones IP en los switches 
 
Debemos configurar la dirección ip para la administrcion de los switches a través 
de la vlan 99 (Admon) siguiendo las indicaciones de la siguiente tabla. 
 
Tabla 6. Direccionamiento IP para las SVI asociadas a la VLAN  99 Admon 
Equipo Interfaz Dirección IP Máscara 
SW-AA VLAN 99 190.108.99.1 255.255.255.0 
SW-BB VLAN 99 190.108.99.2 255.255.255.0 
SW-CC VLAN 99 190.108.99.3 255.255.255.0 
 
SW-AA(config)#int vlan 99 
SW-AA(config-if)#ip address 190.108.99.1 255.255.255.0 
SW-AA(config-if)#no shutdown 
 
SW-BB(config)#int vlan 99 
SW-BB(config-if)#ip address 190.108.99.2 255.255.255.0 
SW-BB(config-if)#no shutdown 
 
SW-CC(config)#int vlan 99 
SW-CC(config-if)#ip address 190.108.99.3 255.255.255.0 
SW-CC(config-if)#no shutdown 
 
Verificación de conectividad extremo a extremo 
 
1. Ejecute un Ping desde cada PC a los demás. Explique por qué el ping tuvo o 
no tuvo éxito. 
 
Ping entre los PC del Switches 
  






Figura 33. Ping entre PC del SW-BB 
 
 
Figura 34. Ping entre PC del SW-CC 
 
  
El ping no es exitoso entre los PC conectados a los switches de manera local 
ya que como se muestra en la tabla 6 se da la información de 
direccionamiento para configurar la SVI de la Vlan  99 para las demás Vlan 
no se tiene parámetros para la configuración ip por lo tanto se tienen los 
mensajes (no Gateway found, host no reachable y timeout), en SW-AA, SW-
BB y SW-CC respectivamente que aparecen al intentar realizar las solicitudes 
de ICMP a través del comando ping, esto se debe a que no se tiene la 
configuración de direccionamiento ya mencionada en las SVI para las VLAN 
10, 25 y 30. Debido a esto el ping entre los PC de los switch tampoco será 






Tabla 7. Direccionamiento IP de SVI en la Vlan 10,25 y 30 para cada switch 
SWITCH IP MASCARA  VLAN 
SW-AA 190.108.10.2 255.255.255.0 10 
SW-AA 190.108.20.3 255.255.255.0 25 
SW-AA 190.108.30.1 255.255.255.0 30 
SW-BB 190.108.10.3 255.255.255.0 10 
SW-BB 190.108.20.4 255.255.255.0 25 
SW-BB 190.108.30.2 255.255.255.0 30 
SW-CC 190.108.10.4 255.255.255.0 10 
SW-CC 190.108.20.5 255.255.255.0 25 
SW-CC 190.108.30.3 255.255.255.0 30 
 
A continuación se listan los comandos aplicados en cada switch para la 
configuración del direccionamiento IP en las vlan según la tabla anterior: 
SW-AA#conf t 
Enter configuration commands, one per line.  End with CNTL/Z. 
SW-AA(config)#int vlan 10 
SW-AA(config-if)#ip address 190.108.10.2 255.255.255.0 
SW-AA(config-if)#no shutdown 
SW-AA(config-if)#exit 
SW-AA(config)#int vlan 25 
SW-AA(config-if)#ip address 190.108.20.3 255.255.255.0 
SW-AA(config-if)#no shutdown 
SW-AA(config-if)#exit 
SW-AA(config)#int vlan 30 





Enter configuration commands, one per line.  End with CNTL/Z. 
SW-BB(config)#int vlan 10 
SW-BB(config-if)#ip address 190.108.10.3 255.255.255.0 
SW-BB(config-if)#no shutdown 
SW-BB(config-if)#exit 
SW-BB(config)#int vlan 25 
SW-BB(config-if)#ip address 190.108.20.4 255.255.255.0 
SW-BB(config-if)#no shutdown 
SW-BB(config-if)#exit 
SW-BB(config)#int vlan 30 







Enter configuration commands, one per line.  End with CNTL/Z. 
SW-CC(config)#int vlan 10 
SW-CC(config-if)#ip address 190.108.10.4 255.255.255.0 
SW-CC(config-if)#no shutdown 
SW-CC(config-if)#exit 
SW-CC(config)#int vlan 25 
SW-CC(config-if)#ip address 190.108.20.5 255.255.255.0 
SW-CC(config-if)#no shutdown 
SW-CC(config-if)#exit 
SW-CC(config)#int vlan 30 




Una vez aplicados estos cambios en los switch de la topología realizamos 
pruebas de conectividad via ping entre los PC de cada conmutador y 
adicionalmente verificamos la conectividad ping entre los equipos de cada 
vlan para garantizar de esta manera conectividad de extremo a extremo. 
 





Figura 36. Ping 2 Corrección de conectividad entre PC SW-BB 
 
 




Como se puede observar se ha solucionado el problema de conectividad 
entre los host conectados a los conmutadores, ahora se realizara prueba ping 













Figura 40. Ping entre PC Vlan 30 
 
 
El ping es exitoso entre los PC que están en las vlan y en los diferentes 
switches esto esto es gracias a que las configuración de los puertos 
troncales, los host están conectados a puertos asociados a estas vlan y a 
que se aplicó la configuración en las SVI de las vlan 10, 25 y 30 la cual no se 
suministro para el desarrollo del presente escenario. 
 
2. Ejecute un Ping desde cada Switch a los demás. Explique por qué el ping 
tuvo o no tuvo éxito. 
 
Esta prueba se realizara ejecutando el ping hacia las SVI de la vlan 99 de 
cada switche. 
 






El ping es exitoso gracias a que se tiene una configuración correcta se los 
puertos troncales y el direccionamiento esta bien configurado. 
 
3. Ejecute un Ping desde cada Switch a cada PC. Explique por qué el ping tuvo 
o no tuvo éxito. 
 
Se realizara prueba de ping desde cada switch hacia los PC conectados en 
sus interfaces. 
Figura 42. Ping desde SW-AA hacia PC1, 2 y 3 
 
Figura 43. Ping desde SW-BB hacia PC4, 5 y 6 
 
 





El ping es exitoso gracias a los ajustes realizados en las pruebas iniciales al 
encontrar el fallo de que las SVI de las Vlan 10, 25 y 30 no se habían 
configurado ya que no se tenia los parámetros de direccionamiento estos se 
configuraron y eligieron a criterio propio escogiendo ip dentro del mismo 
segmento de las configuradas en los PC, estas direcciones fueron el punto 
de partida para elegir el direccionamiento ip para las interfaces virtuales de 







Se aplican los conocimientos obtenidos en el desarrollo del diplomado y los 
adquiridos en los módulos de CCNP (route y switch )para la configuración de router 
y switches cisco especialmente la configuración de los puertos para establecer 
enlaces troncales y las distintas maneras de realizarlo como son los son de manera 
automática empleando DTP o manualmente estableciendo los puertos en modo 
trunk. 
Se afianzan los conocimientos a cerca de las formas de configurar enrutamiento en 
una red que este compuesta por dispositivos de capa 3, dichas técnicas de 
enrutamiento van desde el enrutamiento estático, en el cual se añaden las rutas de 
manera manual hasta el uso de protocolos de enrutamiento dinámico que 
dependiendo de su estructura algorítmica establecen adyacencias de vecindad con 
los equipos que ejecuten este tipo de protocolos y estén en la misma red. 
Se identifican los diferencias de los protocolos de enrutamiento los cuales pueden 
ser de Gateway interior (IBG) o de Gateway exterior (EGP), y los entornos en los 
que se pueden aplicar cada uno de ellos teniendo en cuenta sus características. 
Empleando la configuración de VLAN se disminuye el trafico de difusión 
comprendiendo de esta manera que se puede optimizar la red y se facilita su 
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