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Abstract
A permutation is centrosymmetric if it is fixed by a half-turn rotation of its diagram.
Initially motivated by a question by Alexander Woo, we investigate the question of
whether the growth rate of a permutation class equals the growth rate of its even-
size centrosymmetric elements. We present various examples where the latter growth
rate is strictly less, but we conjecture that the reverse inequality cannot occur. We
conjecture that equality holds if the class is sum closed, and we prove this conjecture
in the special case where the growth rate is at most ξ ≈ 2.30522, using results from
Pantone and Vatter on growth rates less than ξ. We prove one direction of inequality
for sum closed classes and for some geometric grid classes. We end with preliminary
findings on new kinds of growth-rate thresholds that are a little bit larger than ξ.
1 Introduction
This paper concerns the enumeration of the permutations in a class that are fixed by the
reverse–complement transformation. This is the same kind of endeavor carried out by [9]
with permutations fixed by a different transformation, namely taking the inverse.
We begin with terms and notation about permutation classes and their growth rates
(Section 1.1); the introduction continues by defining less standard terms and notation on
the reverse–complement map and centrosymmetric permutations (Section 1.2) and providing
a summary of the main ideas of the paper (Section 1.3).
1.1 Permutation classes
This subsection is a quick overview of ideas and notation that are standard in permutation
patterns. For more background on this topic, see the survey by Vatter [26].
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Figure 1: The permutation 4123 is contained in the permutation 493125876.
The diagram of a permutation pi of size n is the plot of the points (i, pi(i)) for i ∈ [n].
A permutation pi contains another permutation σ (as a pattern) if the diagram of σ can be
obtained by deleting zero or more points from the diagram of pi, i.e. if pi has a subsequence
whose entries have the same relative order as the entries of σ. We say pi avoids σ if pi does
not contain σ. For instance, for pi = 493125876, the subsequence 9356 is an occurrence of
σ = 4123, but on the other hand pi avoids 3142. See Figure 1.
The set of permutations (of all sizes) is a poset under pattern containment. A permutation
class is a down-set in this poset: that is, a set C of permutations such that, if pi ∈ C and
σ is contained in pi, then σ ∈ C. For a permutation class C, we let Cn denote the set of
size-n permutations in C. If R is a set of permutations, then Av(R) (resp. Avn(R)) denotes
the set of all (resp. size-n) permutations that avoid every element of R. Then Av(R) is
a permutation class, and for every permutation class C there is a unique set R such that
C = Av(R) and no element of R contains another. This R is called the basis of C.
Given two permutations σ and τ of sizes a and b respectively, their sum σ ⊕ τ is the
permutation of size a+ b obtained by juxtaposing the diagrams of σ and τ diagonally: that
is, (σ ⊕ τ)(i) = σ(i) if 1 ≤ i ≤ a, and (σ ⊕ τ)(i) = τ(i − a) if a + 1 ≤ i ≤ a + b. A class
C is sum closed if σ, τ ∈ C implies σ ⊕ τ ∈ C. Given a set A of permutations, the sum
closure of A, denoted
⊕
A, is the smallest sum closed class containing A. A permutation is
sum-indecomposable, or indecomposable, if it is not the sum of two permutations of non-zero
size. The set of indecomposable permutations in a class C is denoted C 6⊕. The skew sum of
σ and τ , denoted σ ⊖ τ , is defined similarly, juxtaposing the diagrams anti-diagonally; and
likewise for the notions of skew-sum closed class and skew sum–indecomposable permutation.
The upper growth rate of a permutation class C, denoted gr(C), is defined as lim sup
n→∞
|Cn|1/n.
The lower growth rate, denoted gr(C), is defined as lim inf
n→∞
|Cn|1/n. If the upper and lower
growth rates of C are equal, i.e. if lim
n→∞
|Cn|1/n exists (or is ∞), then this number is called
the proper growth rate of C, denoted gr(C). We define gr(C 6⊕), gr(C 6⊕), and gr(C 6⊕) similarly.
More generally, for a sequence of non-negative real numbers an, the upper, lower, and proper
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growth rates of an are defined the same way, respectively denoted gr(an), gr(an), and gr(an).
By the Marcus–Tardos Theorem (formerly the Stanley–Wilf Conjecture), every permu-
tation class has a finite upper growth rate except the class of all permutations [19]. It is also
known that every sum closed (or skew-sum closed) class has a proper growth rate (essentially
due to Arratia [4]). Thus, when C is assumed to be sum closed, we can write gr(C) for its
proper growth rate. It is widely believed that every permutation class has a proper growth
rate, but we will refer to the upper or lower growth rate unless we know for sure.
1.2 The reverse–complement map and centrosymmetry
The reverse–complement of a permutation pi, denoted rc(pi), is the permutation obtained
from pi by rotating its diagram by a half turn. Equivalently, if pi = pi(1) . . . pi(n), then the
ith entry of rc(pi) is given by n + 1 − pi(n + 1 − i). This defines a map rc from the set of
permutations to itself. The name comes from the fact that it is the composition of the reverse
map (horizontal reflection of the diagram) and the complement map (vertical reflection of
the diagram); these two maps commute.
The reverse–complement map preserves permutation containment: that is, if pi contains
σ, then rc(pi) contains rc(σ). Consequently, the image of a permutation class C under rc
is a permutation class, denoted rc(C). Since rc is an involution on the set of permutations,
we have |rc(Cn)| = |Cn| for all n. A class is rc-invariant if rc(C) = C. A permutation pi is
centrosymmetric if rc(pi) = pi.
We are concerned with the number of centrosymmetric permutations in a class C. Past
research has focused on finding this number for specific classes C. Egge [11] found the number
of centrosymmetric permutations in Avn(R) for every set R of size-3 permutations. Lonoff
and Ostroff [17] did the same when R consists of one size-3 and one size-4 permutation.
Egge [12] found an expression for Avn(k . . . 1) for arbitrary k, using the Robinson–Schensted
algorithm and evacuation of standard Young tableaux.
The set of centrosymmetric permutations in C (resp. Cn) is denoted Crc (resp. Crcn ). If
n = 2k + 1 is odd, then every centrosymmetric permutation pi of size n must have an entry
in the center column in the center row of the diagram, i.e. pi(k + 1) = k + 1. Because
C |Crc2k| |Crc2k+1| (|Crc0 |, |Crc1 |, . . .)
Av(321)
(
2k
k
)
ck (1, 1, 2, 1, 6, 2, 20, 5, 70, 14, 252, 42, . . .)
Av(321, 3412) f2k+2 f2k (1, 1, 2, 1, 5, 2, 13, 5, 34, 13, 89, 34, . . .)
Av(312, 231) 2k 2k (1, 1, 2, 2, 4, 4, 8, 8, 16, 16, 32, 32, . . .)
Av(321, 312, 231) fk+2 fk+1 (1, 1, 2, 1, 3, 2, 5, 3, 8, 5, 13, 8, . . .)
Table 1: |Crc2n| and |Crc2n+1| for various rc-invariant classes C, due to Egge [11]. We let fn denote the nth
Fibonacci number, cn the nth Catalan number. That |Av2k(321)| =
(
2k
k
)
was first proved by C. K. Fan and
J. R. Stembridge, in the setting of fully commutative elements of type B; see [24, Cor. 5.6 & Prop. 5.9]).
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of this, the process of enumerating Crcn is typically different between even and odd n, with
Crc2k+1 often being obtained in a straightforward way from Crc2k or Ck. As an illustration of
this phenomenon, see Table 1, which lists explicit formulas for |Crc2n| and |Crc2n+1| for various
classes C, due to Egge [11]. In this paper, then, we will be concerned almost exclusively with
Crc2n, and we will see that it is natural to compare Crc2n to Cn.
The notation we have given for growth rates of permutation classes is already established
in the literature, but we now introduce analogous notions for the centrosymmetric permuta-
tions in a class. The upper rc–growth rate of a permutation class C, denoted grrc(C), is defined
as lim sup
n→∞
|Crc2n|1/n. The lower rc–growth rate, denoted grrc(C), is defined as lim inf
n→∞
|Crc2n|1/n.
These are the upper and lower growth rates of the sequence |Crc2n|. We let C 6⊕rc denote the
set of indecomposable permutations in C that are centrosymmetric, and we define grrc(C 6⊕),
grrc(C 6⊕), and grrc(C 6⊕) similarly.
Suppose a class D is not rc-invariant (meaning rc(D) 6= D). The class D ∩ rc(D) is
rc-invariant, is strictly contained in D, and includes all the centrosymmetric permutations
in D. Thus, it is natural to consider D ∩ rc(D) instead of D, so in this paper we are chiefly
concerned with classes that are rc-invariant.
1.3 Conjectures and main theorems
This paper begins to answer the following question posed by Alexander Woo at the Permu-
tation Patterns Conference in 2016: for which rc-invariant permutation classes C do we have
grrc(C) = gr(C)? This question is motivated by algebraic geometry. Billey and Postnikov
[7], studying the combinatorics of smooth Schubert varieties, define an algebraic notion of
pattern containment in any Coxeter group, which has been called Billey–Postnikov contain-
ment or BP containment. BP containment in type A is very similar to classical permutation
pattern containment. In type B, which corresponds to centrosymmetric permutations, Woo
has translated the algebraic definition into a purely combinatorial definition, involving a
condition on the pattern occurrence’s intersection with its image under rc [30, Sec. 2.5]. For
some sets of patterns, the number of centrosymmetric permutations BP-avoiding the set is
asymptotically the same as the number without this extra condition in the definition. From
this observation arises the question at hand.
We begin by looking at the rc–growth rates of rc-invariant classes whose basis consists
of a few short patterns. In particular, we investigate “2× 4 classes”, which are classes of the
form Av(σ, τ) for two permutations σ and τ of size 4. For the last several years, 2×4 classes
have been a fertile testing ground for enumerative questions about permutation classes. For
several rc-invariant classes C for which gr(C) was previously known, we obtained grrc(C) by
finding an exact enumeration of Crc2n using ad hoc methods. These results are summarized in
Table 2. In most of the examples we find that grrc(C) = gr(C), but there are two in which
grrc(C) < gr(C). Table 2 justifies the choice to define the rc–growth rate with Crc2n instead of
Crcn , and it also leads to the following conjecture:
4
R sum closed? grrc = gr? gr(Av(R)) grrc(Av(R))
321 Yes Yes 4 [18] 4 [24, 11]
4321 Yes Yes 9 [21] 9 [12]
231, 312 Yes Yes 2 [22] 2 [11]
321, 3412 Yes Yes 3+
√
5
2
[29] 3+
√
5
2
[11]
321, 3142 Yes Yes 3+
√
5
2
[29] 3+
√
5
2
[17]
321, 231, 312 Yes Yes 1+
√
5
2
[22] 1+
√
5
2
2413, 3142 Yes Yes 3 + 2
√
2 [28] 3 + 2
√
2
4321, 3412 Yes Yes 4 [16] 4
4321, 3142 Yes Yes 2 +
√
3 [25] 2 +
√
3
321, 2143 No Yes 2 [8] 2 [17]
3412, 2143 No Yes 4 [5] 4
4231, 1324 No No 2 +
√
2 [3] 2
4321, 2143 No No 3+
√
5
2
[2] 2
Table 2: Examples of rc-invariant classes Av(R) for which the basis R consists of a few short patterns. We
indicate whether the class is sum closed and whether grrc(Av(R)) = gr(Av(R)), and we list the growth rate
and the rc–growth rate. The ones that are not sum closed are also not skew-sum closed. For both classes
C for which grrc(C) does not equal gr(C), we have grrc(C) < gr(C). For each growth rate or rc–growth rate
given, we cite the paper that first gave the exact enumeration, from which the growth rate is easily obtained;
the only exception is Av(4321), for which we cite the growth rate because it was discovered before the exact
enumeration. In cases where the rc–growth rate does not have a citation next to it, it has not previously
been computed; in these cases we obtained grrc(C) by finding an exact enumeration of Crc2n using ad hoc
methods, typically in terms of the previously known enumeration of Cn.
Conjecture 1.1. For any permutation class C, grrc(C) ≤ gr(C).
Theorems 1.2 and 1.3 give hypotheses under which the other direction of inequality holds.
The terms used in Theorem 1.2 are defined in Section 3.
Theorem 1.2. If C is an rc-invariant geometric grid class whose cell graph is a forest, then
grrc(C) ≥ gr(C).
We write gr(C) here because, as shown by Bevan [6], geometric grid classes have proper
growth rates. In Section 3 we prove a stronger version of this theorem, as Theorem 3.3.
Theorem 1.3. If C is sum closed and rc-invariant, then grrc(C) ≥ gr(C).
(This result also applies to skew-sum closed classes, as do all our results on sum closed
classes, because the reverse of a centrosymmetric permutation is centrosymmetric.) We write
gr(C) in this theorem because C, being sum closed, has a proper growth rate. In Section 4.1
we prove stronger results that imply Theorem 1.3, but we provide a quick proof now.
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Proof of Theorem 1.3. We define an injection Cn → Crc2n as follows: given σ ∈ Cn, define ρ =
rc(σ)⊕σ. Since C is rc-invariant, rc(σ) ∈ Cn; then, since C is sum closed, ρ = rc(σ)⊕σ ∈ C2n;
and
rc(ρ) = rc(σ)⊕ rc(rc(σ)) = rc(σ)⊕ σ = ρ,
so ρ ∈ Crc2n. This injection shows that |Cn| ≤ |Crc2n|, which proves the desired inequality on
the growth rates. 
As a result of this theorem, Conjecture 1.1 would imply another conjecture:
Conjecture 1.4. If C is sum closed and rc-invariant, then grrc(C) exists and grrc(C) = gr(C).
This conjecture is supported by the fact that, although we know several examples of
rc-invariant C where grrc(C) 6= gr(C), none of these examples is sum closed. We have proved
Conjecture 1.4 in the following special case:
Theorem 1.5. Let C be a sum closed rc-invariant permutation class, and let ξ ≈ 2.30522
be the unique positive root of x5 − 2x4 − x2 − x− 1 (as defined in [20]). If gr(C) ≤ ξ, then
grrc(C) exists and grrc(C) = gr(C).
In Sections 4.1 and 4.2 we prove stronger results that imply Theorem 1.5.
The rest of the paper is organized as follows: Section 2 gives general results about rc–
growth rates, including a proof that grrc(Av(k · · · 1)) = gr(Av(k · · ·1)). In Section 3 we
focus on geometric grid classes, presenting examples where grrc(C) < gr(C) and proving
Theorem 1.2. In Section 4, we prove theorems on the rc–growth rates of sum closed classes,
and we give results related to the work of Pantone and Vatter [20] on sum closed classes C
such that gr(C) ≤ ξ ≈ 2.30522. Section 5 presents preliminary findings and open questions
involving the threshold of unbounded indecomposables and the threshold of exponential
indecomposables.
2 General results on rc–growth rates
2.1 Basic facts
Proposition 2.1. (a) If C is any class, then |Crc2n| ≤ |C2n|, and so grrc(C) ≤ (gr(C))2 and
grrc(C) ≤ (gr(C))2. (b) If C is any class, then |Crc2n| ≤ 2n |Cn|, and so grrc(C) ≤ 2 gr(C) and
grrc(C) ≤ 2 gr(C).
Proof. Part (a) holds because Crc2n ⊆ C2n. To prove part (b), let ρ ∈ Crc2n, and let J be the set
of elements of [2n] that occur in the first n entries of ρ. Because ρ is centrosymmetric, j ∈ J
if and only if n + 1 − j 6∈ J , so there are 2n possible sets J . Now let pi be the permutation
formed by the first n entries of ρ; then pi ∈ Cn. Thus, for each ρ ∈ Crc2n, we obtain a set J and
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D gr(C) cite grrc(C) [= grrc(D ∩ rc(D))] cite (if previously known)
Av(312) 4 [15] 2 [11]
Av(4123) 9 [23] 4
Av(4312) 9 [27] 2 +
√
5
Table 3: Three examples of classes of the form C = D∪rc(D) and their rc–growth rates. The growth rate of
C equals the growth rate of D, which was already known in these examples. The rc–growth rate of C equals
the rc–growth rate of D ∩ rc(D), which we computed using ad hoc methods if it was not already known.
a permutation pi ∈ Cn, and the number of such pairs (J, pi) is 2n |Cn|. Moreover, the function
ρ 7→ (J, pi) just described is injective. Therefore, |Crc2n| ≤ 2n |Cn|.
The corresponding statements about the growth rates now follow immediately. 
Note that the function defined in this proof is not necessarily surjective, because there
may be pairs (J, pi) whose corresponding ρ is not in C even though pi ∈ C. For instance, if
C = Av(21) and (J, pi) = ({3, 4}, 12), then pi = 12 ∈ Av(21) but ρ = 3412 6∈ Av(21).
Corollary 2.2. If gr(C) is 0 or 1, then gr(C) and grrc(C) exist and grrc(C) = gr(C).
Proof. Assume gr(C) is 0 or 1. Then clearly gr(C) exists. If gr(C) = 0, then by Proposition
2.1(a) we have grrc(C) = grrc(C) = 0, and grrc(C) exists.
If gr(C) = 1, then |Cn| ≥ 1 for all n, so by the Erdo˝s–Szekeres Theorem C includes the
permutation 1 . . . n for all n or the permutation n . . . 1 for all n; these permutations are
centrosymmetric, so |Crc2n| ≥ 1 for all n, and so grrc(C) ≥ 1. But by Proposition 2.1(a) we
have grrc(C) ≤ 1, so in fact grrc(C) = grrc(C) = 1, and grrc(C) exists. 
2.2 Unions of permutation classes
Let D be a class, and let C = D ∪ rc(D). Then C and D ∩ rc(D) are both rc-invariant, and
Crc = (D ∩ rc(D))rc. But if D is a proper subclass of C, then D ∩ rc(D) is also a proper
subclass of C; in this case, we should expect Crc to grow slowly relative to C, because all
the centrosymmetric permutations in C are confined to the smaller class D ∩ rc(D). This
expectation is consistent with the fact that, of the three classes C of this form that we have
checked, all of them satisfy grrc(C) < gr(C), as seen in Table 3.
Thus it makes sense to focus our investigation on classes C that cannot be written as
D ∪ rc(D) unless D = C, and this motivates a definition:
Definition 2.3. For an rc-invariant class C, let Ĉ denote the intersection of all classes D
such that C = D ∪ rc(D). If Ĉ = C, meaning that C cannot be written as D ∪ rc(D) unless
D = C, then we say that C is rc-atomic.
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A class is called atomic if it cannot be written as a union of two proper subclasses, so
every rc-invariant atomic class is rc-atomic. Also note that Ĉ, as an intersection of classes,
is a class.
Proposition 2.4. Let C be rc-invariant.
(a) Let σ ∈ C, and for any permutation α let C(α) denote the class of permutations in C
that avoid α. The following are equivalent:
(i) σ is in every D such that C = D ∪ rc(D) — that is, σ ∈ Ĉ;
(ii) C(σ) ∪ C(rc(σ)) 6= C;
(iii) There is pi ∈ C that contains σ and rc(σ).
(b) C is rc-atomic if and only if for every σ ∈ C there is pi ∈ C that contains σ and rc(σ).
(c) The centrosymmetric permutations in C all lie in Ĉ — that is, Crc = Ĉrc.
Proof. (i) ⇒ (ii): Suppose (ii) is false, so C(σ) ∪ C(rc(σ)) = C. Since σ 6∈ C(σ), this
contradicts (i).
(ii)⇒ (iii): By (ii), there is pi ∈ C that is not in C(σ) ∪ C(rc(σ)). Then pi avoids neither
σ nor rc(σ), which implies (iii).
(iii)⇒ (i): Let pi ∈ C contain σ and rc(σ). If D is a class such that C = D ∪ rc(D), then
either pi ∈ D or pi ∈ rc(D); in the former case we get σ ∈ D, and in the latter case we get
rc(σ) ∈ rc(D) so σ ∈ D. Thus σ is in every D such that C = D ∪ rc(D), which means that
σ ∈ Ĉ.
Part (b) follows immediately from the equivalence of conditions (i) and (iii). For part
(c), let ρ ∈ Crc, meaning ρ = rc(ρ). If C = D∪ rc(D), then without loss of generality ρ ∈ D,
so ρ = rc(ρ) ∈ rc(D), and so ρ ∈ D ∩ rc(D). Therefore ρ ∈ Ĉ. 
The property in (b) is an analog of the joint-embedding property, which a class C satisfies
when for every σ, τ ∈ C there is pi ∈ C that contains σ and τ . The joint-embedding property
is equivalent to being atomic.
Let C be rc-invariant. As we discussed above, we should not expect grrc(C) = gr(C) if
C is not rc-atomic. We could hope that this equality must hold when C is rc-atomic, or
under either of two stronger conditions: that C is atomic, or that C is generated by the
permutations in
⋃
n Crc2n (the even-size centrosymmetric permutations in C). We will see in
Proposition 3.2 that even these strong conditions are not enough.
2.3 Centrosymmetric permutations avoiding a monotone pattern
In this subsection we prove:
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Theorem 2.5. For all k ≥ 1, grrc(Av(k . . . 1)) exists and equals gr(Av(k . . . 1)).
We remark that Av(k . . . 1) and Av(1 . . . k) are reverses of each other, so |Avn(k . . . 1)| =
|Avn(1 . . . k)| and |Avn(k . . . 1)rc| = |Avn(1 . . . k)rc|; thus this theorem applies to Av(1 . . . k)
as well. We also remark that gr(Av(k . . . 1)) = (k − 1)2, as proved by Regev [21].
Proof of Theorem 2.5. Theorem 1.3 shows that grrc(Av(k . . . 1)) ≥ gr(Av(k . . . 1)), so now it
suffices to show that grrc(Av(k . . . 1)) ≤ gr(Av(k . . . 1)).
Set ajm = |Avm(j . . . 1)|. Egge [12] proved that
|Av2n(k . . . 1)rc| =
n∑
i=0
(
n
i
)2
a
⌈(k+1)/2⌉
i a
⌊(k+1)/2⌋
n−i . (1)
Set p = ⌈(k+1)/2⌉ and q = ⌊(k+1)/2⌋. Let ε > 0. Because gr(apm) = (p−1)2 and gr(aqm) =
(q−1)2, there is a constant t such that apm ≤ t(1+ ε)m(p−1)2m and aqm ≤ t(1+ ε)m(q−1)2m
for all m.
We now employ a trick used by Claesson, Jel´ınek, and Steingr´ımsson [10, Lem. 4]:
|Av2n(k . . . 1)rc| ≤ t2(1 + ε)n
n∑
i=0
(
n
i
)2
(p− 1)2i(q − 1)2(n−i) (by (1))
= t2(1 + ε)n
n∑
i=0
[(
n
i
)
(p− 1)i(q − 1)n−i
]2
≤ t2(1 + ε)n
[
n∑
i=0
(
n
i
)
(p− 1)i(q − 1)n−i
]2
(because
∑
i |xi|2 ≤ (
∑
i |xi|)2)
= t2(1 + ε)n(p+ q − 2)2n
= t2(1 + ε)n(k − 1)2n.
The quantity t2(1 + ε)n(k − 1)2n has growth rate (1 + ε)(k − 1)2, so we have shown that
grrc(Av(k . . . 1)) ≤ (1+ε)(k−1)2. This holds for all ε > 0, so grrc(Av(k . . . 1)) ≤ (k−1)2. 
3 Geometric grid classes
Let A be a {0, 1,−1}-matrix. The standard figure of A is obtained by replacing each 1 (resp.
−1) in A with a line segment of slope 1 (resp. −1) and replacing each 0 with empty space.
For instance,
(
1 −1
1 0
)
has
upslope 
upslope
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as its standard figure. If we choose n points on the standard figure of A such that no two
have the same horizontal or vertical coordinate, the result is a permutation pi of size n, and
the set of points is called a drawing of pi (on A). The set of permutations obtained in this way
is a permutation class called the geometric grid class of A, denoted Geom(A). For instance,
Geom
(
1 −1) is the class of permutations made of an increasing sequence followed by a
decreasing sequence. Also let Geomn(A) denote the set of size-n permutations in Geom(A).
Geometric grid classes were studied in depth in [1]; in particular, it is shown that Geom(A)
is atomic and has a rational generating function. Bevan [6] shows that Geom(A) has a proper
growth rate and gives a way to find that growth rate from A. In an abuse of notation, we
will refer to rc acting on the entries of a centrosymmetric permutation pi, the cells of a
centrosymmetric matrix A, or the points in a drawing of pi on A.
Proposition 3.1. If A is a centrosymmetric {0, 1,−1}-matrix, then Geom(A) is rc-invariant,
and Geom(A) is generated by the permutations in
⋃
nGeom2n(A)
rc (the even-size centrosym-
metric permutations in Geom(A)).
Proof. Let pi ∈ Geomn(A). Since A is centrosymmetric, applying rc to a drawing of pi on
A results in a drawing of rc(pi) on A, proving that Geom(A) is rc-invariant. Furthermore,
the union of these drawings of pi and rc(pi) is a centrosymmetric set of points, which, after
perturbing any points with the same horizontal or vertical coordinate, is the drawing of a
centrosymmetric permutation ρ. We have ρ ∈ Geom2n(A)rc, and pi is contained in ρ. 
We now come to another example where grrc(C) < gr(C): namely, C = Geom
(−1 1
1 −1
)
.
The standard figure of this matrix is an X , and this class has been called the X-class. It
has been enumerated by Elizalde [13], and its growth rate is 2 +
√
2. However:
Proposition 3.2. For C = Geom
(−1 1
1 −1
)
, we have |Crc2n| = 2n.
Proof. Let pi ∈ Crc2n for n ≥ 1. By [13, Lem. 3.1], pi must have an entry in at least one of the
four corners — that is, pi(1) ∈ {1, 2n} or pi(2n) ∈ {1, 2n}. Since pi is centrosymmetric, it
must have an entry in two opposite corners — that is, {pi(1), pi(2n)} = {1, 2n}. This gives
us a total of two options for pi(1) and pi(2n); removing these entries yields a permutation in
Crc2n−2, and the result follows by induction. 
Thus, grrc(C) = 2 < gr(C). This example is dramatic: even for a class that is atomic, is
generated by its centrosymmetric permutations, and has a rational generating function, it is
not necessarily true that grrc(C) = gr(C).
Let A be a {0, 1,−1}-matrix. An A-gridded permutation (on A) is a permutation pi
with a valid choice of which cell of A to draw each entry of pi on. Let Geom♯(A) be the
set of A-gridded permutations. Given A, each pi has a finite number of griddings on A,
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and the maximum number of griddings over all size-n permutations is bounded above by a
polynomial in n; thus gr(Geom♯(A)) = gr(Geom(A)).
Again abusing notation, we say rc acts on A-gridded permutations (when A is centrosym-
metric), and we say an A-gridded permutation fixed by rc is centrosymmetric. In order for a
gridded permutation to be centrosymmetric, the permutation must be centrosymmetric and
its gridding on A must be centrosymmetric. Let Geom♯(A)
rc
denote the set of centrosym-
metric A-gridded permutations, and define grrc(Geom♯(A)) the same way as the rc–growth
rate of a permutation class.
The cell graph of A is the graph whose vertices are the non-zero cells of A, where two cells
are adjacent if (1) they share a row or column and (2) there are no non-zero cells between
them in their row or column. For instance,
(−1 1
1 −1
)
(the matrix for the X-class) has
as its cell graph. The fact that this is a cycle will help explain the X-class’s behavior, as we
will see in Theorem 3.3.
If A is centrosymmetric, then rc acting on the cells of A induces an automorphism of the
cell graph of A. Again abusing notation, we will call this automorphism rc. In particular,
rc maps each component of the graph onto either itself or a different component.
Theorem 3.3. Let A be a centrosymmetric {0, 1,−1}-matrix, let G be the cell graph of A,
and assume without loss of generality that A has an even number of rows and an even number
of columns. Each statement implies the next:
(i) G is a forest (has no cycles);
(ii) rc maps every component of G onto a different component;
(iii) grrc(Geom(A)) ≥ gr(Geom(A)).
We remark that, if A has an odd number of rows or an odd number of columns, then A
can be replaced with the matrix A×2 obtained by replacing each 1 with
(
0 1
1 0
)
, each −1
with
(−1 0
0 −1
)
, and each 0 with
(
0 0
0 0
)
. The standard figure of A×2 is the same as that of
A, just stretched by a factor of 2 in each direction. Consequently, Geom(A×2) = Geom(A),
which is why there is no loss of generality from the assumption that A has an even number
of rows and an even number of columns.
Proof of Theorem 3.3. (i) ⇒ (ii): Assume G is a forest, and suppose G has a component
that is mapped onto itself by rc. This component must be a tree; call this tree T . Let v be a
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vertex in T ; since rc maps T to itself, rc(v) is also in T . Thus there is a path in T between
v and rc(v); call this path P . Observe that rc(P ) is also a path in T between v and rc(v),
but there is only one such path because T is a tree, so rc(P ) = P . Thus the center element
of P , which is a vertex or edge of G, is mapped to itself by rc. But G cannot have a vertex
or edge mapped to itself by rc, because A has an even number of rows and an even number
of columns. This is a contradiction, so no component of G is mapped onto itself.
(ii) ⇒ (iii): Assume rc maps every component of G onto a different component. Thus
the components of G come in pairs, each pair consisting of two components that map onto
each other under rc. Let X be a subgraph consisting of one component from each pair, and
let Y be the subgraph consisting of the other components. Then X and Y form a partition
of the vertices and edges of G, and Y = rc(X), and there are no edges between X and Y .
Let AX (resp. AY ) be the matrix obtained from A by keeping the cells that are vertices
in X (resp. Y ) and replacing the rest of the cells with 0. Note that AY = rc(AX), so
|Geomn(AX)| = |Geomn(AY )| and |Geom♯n(AX)| = |Geom♯n(AY )|. Because there are no
edges between X and Y in the cell graph, there is no non-zero entry of AX in the same row
or column as a non-zero entry of AY .
Recall that gr(Geom(A)) = gr(Geom♯(A)). Every A-gridded permutation is obtained
from a pair of an AX -gridded permutation and an AY -gridded permutation. Every such pair
of gridded permutations gives rise to exactly one A-gridded permutation, because points
placed on AX and points placed on AY do not interleave in multiple ways. Therefore,∣∣Geom♯n(A)∣∣ = n∑
k=0
∣∣∣Geom♯k(AX)∣∣∣2, and thus gr(Geom♯(A)) = gr(Geom♯(AX)).
Moreover, we have a bijection between Geom♯n(AX) and Geom
♯
2n(A)
rc
: given an AX-
gridded permutation pi, take the union of the drawing of pi on AX and the drawing of rc(pi)
onAY , yielding a centrosymmetric A-gridded permutation. This is a bijection because, again,
points placed on AX and points placed on AY do not interleave in multiple ways. Therefore,∣∣Geom♯n(AX)∣∣ = ∣∣∣Geom♯2n(A)rc∣∣∣, and in particular gr(Geom♯(AX)) = grrc(Geom♯(A)) (and
the latter growth rate is proper).
Finally, because the maximum number of griddings of a permutation of size 2n is bounded
above by a polynomial, grrc(Geom♯(A)) equals the growth rate of the number of size-2n cen-
trosymmetric permutations in Geom(A) that have a centrosymmetric gridding on A, which
is less than or equal to grrc(Geom(A)). 
The reason we get an inequality instead of an equality at the end of this proof is subtle:
a centrosymmetric permutation in Geom(A) by definition can be drawn on the standard
figure of A, but not necessarily in a centrosymmetric way. The smallest instance of this
phenomenon is with A =
(
1 0
0 1
)
. The permutation 12 is centrosymmetric, and it can be
drawn on the standard figure of A, but every drawing of it has both entries of 12 in the
top-left cell or both entries in the lower-right cell, neither of which is a centrosymmetric
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gridding. More complicated instances of this phenomenon are not hard to find.
For any centrosymmetric {0, 1,−1}-matrix A, we conjecture that “almost all” even-size
centrosymmetric permutations in Geom(A) have a centrosymmetric gridding on A, in the
sense that the ones without such a gridding have a strictly smaller growth rate. This would
imply that gr(Geom(A)) = grrc(Geom(A)) under the conditions of Theorem 3.3. This equal-
ity is also implied by Conjecture 1.1.
4 Sum closed classes
For the rest of this paper, we assume C is a sum closed class. In this section, we investigate
the centrosymmetric permutations in a sum closed class (Section 4.1), and we give results
drawing from the work of Pantone and Vatter [20] on sum closed classes with growth rate
≤ ξ (Section 4.2). The main result is Theorem 4.5, which gives a few conditions that each
individually imply that grrc(C) exists and equals gr(C).
Recall that, if A(x) =
∑
n≥0
|Cn| xn and C(x) =
∑
n≥1
|C 6⊕n | xn, then
A(x) =
1
1− C(x) . (2)
Also, C has a proper growth rate, a fact which has been known essentially since Arratia [4].
4.1 Centrosymmetric permutations in a sum closed class
For this subsection we assume that C is rc-invariant. Recall from Section 2.2 that C is rc-
atomic if it is not of the form D ∪ rc(D) unless D = C, and C is atomic if it is not the union
of two proper subclasses. Since we assume C is sum closed, it follows that C is atomic and
hence rc-atomic. The next fact we prove involves a stronger property than being rc-atomic.
Proposition 4.1. If C is sum closed and rc-invariant, then C is generated by the permuta-
tions in
⋃
n Crc2n (i.e. the even-size centrosymmetric permutations in C).
Proof. Let pi ∈ C. Since C is rc-invariant, rc(pi) ∈ C; since C is sum closed, pi ⊕ rc(pi) ∈ C.
Thus every pi ∈ C is contained in an even-length centrosymmetric permutation in C (namely
pi ⊕ rc(pi)), meaning C is generated by its even-length centrosymmetric elements. 
Define
an = |Cn|; bn = |Crc2n|; dn = |C 6⊕rc2n |;
A(x) =
∑
n≥0
anx
n; B(x) =
∑
n≥0
bnx
n; D(x) =
∑
n≥1
dnx
n.
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Note that, in B(x) and D(x), we are taking the permutations in Crc2n to have weight n, despite
having size 2n as a permutation.
Proposition 4.2. B(x) = (1 +D(x))A(x).
Proof. The left side counts even-size permutations in Crc (with weight half their size), and
the right side counts ordered pairs (ρ˜, pi) where pi ∈ C and ρ˜ ∈ {ε}∪C 6⊕rc (with ρ˜ of even size,
counted with weight half its size, and ε denotes the empty permutation). With pi and ρ˜ as
such, consider the permutation ρ = rc(pi)⊕ ρ˜⊕pi. We see that ρ ∈ C because rc(pi), ρ˜, pi ∈ C;
we see that ρ is centrosymmetric because ρ˜ is centrosymmetric, so
rc(ρ) = rc(pi)⊕ rc(ρ˜)⊕ rc(rc(pi)) = rc(pi)⊕ ρ˜⊕ pi = ρ;
and we see that the weight of ρ (which is half its size) is the sum of the weights of pi and ρ˜.
Furthermore, this correspondence is a bijection. Let ρ ∈ Crc2n be arbitrary. If ρ has an
even number of indecomposable blocks, then ρ has a unique decomposition as ρ = rc(pi)⊕ pi
for some pi ∈ C. If ρ has an odd number of indecomposable blocks, then ρ has a unique
decomposition as ρ = rc(pi)⊕ ρ˜⊕ pi for some pi ∈ C and ρ˜ ∈ C 6⊕rc. 
Proposition 4.3. If C is sum closed and rc-invariant, then grrc(C) = max{gr(C), grrc(C 6⊕)}
and grrc(C) ≥ max{gr(C), grrc(C 6⊕)}.
Proof. From Proposition 4.2 we obtain
bn = an +
n∑
k=1
an−kdk. (3)
Since all the numbers appearing in (3) are non-negative (and a0 = 1), we see that bn ≥ dn and
bn ≥ an, which shows that gr(bn) ≥ max{gr(an), gr(dn)} and gr(bn) ≥ max{gr(an), gr(dn)}
Let x > gr(an) and y > gr(dn), and let M = max{x, y}; then there is a constant t such
that an ≤ txn and dn ≤ tyn for all n. Then, by (1),
bn ≤ t2
n∑
k=0
xn−kyk ≤ t2(n+ 1)Mn.
The quantity t2(n+1)Mn has growth rateM , so we have shown that gr(bn) ≤ M . This holds
for every M > max{gr(an), gr(dn)}, so we conclude that gr(bn) ≤ max{gr(an), gr(dn)}. 
Theorem 1.3 follows immediately from Proposition 4.3, and we restate it here:
Theorem 1.3. If C is sum closed and rc-invariant, then grrc(C) ≥ gr(C).
This theorem, if Conjecture 1.1 is true, would imply that grrc(C) exists and equals gr(C)
for all sum closed rc-invariant C (Conjecture 1.4).
We have another corollary that follows from Proposition 4.3:
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Corollary 4.4. Let C be sum closed and rc-invariant. (a) grrc(C) = gr(C) if and only if
grrc(C 6⊕) ≤ gr(C). (b) If the equivalent statements in (a) are true, then grrc(C) exists.
Proof. Part (a) is immediate from the fact that grrc(C) = max{gr(C), grrc(C 6⊕)} (Proposition
4.3). For (b), if grrc(C 6⊕) ≤ gr(C), then Proposition 4.3 shows that
grrc(C) = max{gr(C), grrc(C 6⊕)} = gr(C) = max{gr(C), grrc(C 6⊕)} ≤ grrc(C),
so grrc(C) = grrc(C). 
We come to the main theorem of this section. The main idea is that, if a sum closed, rc-
invariant class C has a small number of indecomposables (for various definitions of “small”),
then grrc(C) exists and equals gr(C).
Theorem 4.5. Let C be sum closed and rc-invariant. Each statement implies the next:
(i) |C 6⊕n | is bounded;
(ii) gr(C 6⊕) is 0 or 1;
(iii) grrc(C) exists and grrc(C) = gr(C).
Proof. (i)⇒ (ii): If there is N such that |Cn| = 0 for all n ≥ N , then gr(C 6⊕) = 0. Otherwise,
gr(C 6⊕) = 1. (It is not hard to show that C 6⊕ always has a proper growth rate in this case.)
(ii) ⇒ (iii): By Proposition 2.1(a) we have grrc(C 6⊕) ≤ (gr(C 6⊕))2 ≤ 1 ≤ gr(C) (assuming
C is an infinite class); hence grrc(C 6⊕) ≤ gr(C), and (iii) now follows from Corollary 4.4. 
Statements (i) and (ii) in Theorem 4.5 are of interest because they are weaker conditions
under which grrc(C) = gr(C), but we are also interested in them independently of our inquiry
into centrosymmetric permutations. We are in the process of finding the highest threshold
of gr(C) (for sum closed C) below which (i) and (ii) must hold. Theorem 4.6, in the following
subsection, says that these thresholds are at least ξ. We discuss this more in Section 5.
4.2 Sum closed classes with growth rate ≤ ξ
Let ξ ≈ 2.30522 be the unique positive root of x5 − 2x4 − x2 − x− 1, as defined by Pantone
and Vatter [20]. The following result is implicit in the work of [20]:
Proposition 4.6 (see [20, Sec. 5 & 6]). If C is sum closed and gr(C) ≤ ξ, then |C 6⊕n | (for n ≥
1) is bounded above by the sequence (1, 1, 3, 5, 5, 5, 4∞) or the sequence (1, 1, 2, 3, 42i, 5, 4∞)
for some i ≥ 0. In particular, |C 6⊕n | ≤ 5 for all n.
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Proof sketch of Proposition 4.6. Let cn = |C 6⊕n |. Propositions 5.1, 5.3, and 5.5 of [20] imply
this fact: if there is k such that ck is below the kth entry of (1, 1, 2, 3, 4
∞), then cn is
weakly decreasing over all n ≥ k. Consequently, if cn is bounded above by one of the two
claimed upper-bound sequences for n < k, then cn will continue to be bounded above by
that sequence for all n.
As shown in [20, Sec. 6], we must have c1 = 1 and c2 = 1 and c3 ≤ 3, and if (c1, c2, c3) =
(1, 1, 2) then c4 ≤ 5. Additionally, if gr(C) ≤ ξ then cn cannot be bounded below by any of
the sequences in Tables 1 and 2 of [20, Sec. 6].
The proposition can now be proved by checking different cases based on how the sequence
(cn)n≥1 begins. By the discussion in the first paragraph of the proof, we can break and go
to the next case any time the sequence goes below (1, 1, 2, 3, 4∞). Along the way, [20, Prop.
7.1] is used to eliminate the case where the sequence begins (1, 1, 2, 3, 4i, m) for m ≥ 6, and
[20, Prop. 7.2] is used to show that the number of 4s preceding the 5 must be even or 1. 
Proposition 4.6 shows that sum closed classes with growth rate ≤ ξ satisfy condition (i)
in the statement of Theorem 4.5, so we obtain Theorem 1.5 as an immediate corollary, which
we restate here:
Theorem 1.5. Let C be a sum closed rc-invariant permutation class. If gr(C) ≤ ξ, then
grrc(C) exists and grrc(C) = gr(C).
From inspecting Tables 3 and 4 in [20, Sec. 8], we immediately obtain:
Proposition 4.7. If C is sum closed and gr(C) ≤ ξ, then C and C 6⊕ have rational generating
functions.
Proof. That C 6⊕ has a rational generating function when gr(C) < ξ is immediate from Tables
3 and 4 in [20, Sec. 8], because these tables list all possible sequences of numbers that |C 6⊕n |
can give, and each sequence is eventually repeating (in fact it is shown in [20, Sec. 7] that
|C 6⊕3 | ≤ 3 implies that a sum closed class C has a rational generating function). If gr(C) = ξ,
then the case checking in the proof of Proposition 4.6 also shows that |C 6⊕n | must be given by
one of the following sequences:
• (1, 1, 2, 4, 3, 3, 2, 1, 0∞);
• (1, 1, 2, 3, 4∞);
• (1, 1, 2, 3, 4i, 5, 3, 3, 2, 1, 0∞);
and each of these has a rational generating function because it is eventually repeating.
That C itself has a rational generating function is now immediate from Equation (2). 
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5 Open questions: New thresholds of growth rates
This section consists mostly of examples and conjectures, with the goal of beginning to
answer two questions: What is the smallest possible growth rate of a sum closed class whose
indecomposables are unbounded? And what is the smallest possible growth rate of a sum
closed class whose indecomposables are exponential?
Let R = {1} ∪ {(12 . . . i) ⊖ (12 . . . j) : i, j ≥ 1}, and let C =⊕R. Every permutation in
R is indecomposable, and every indecomposable permutation contained in a permutation in
R is itself in R; consequently, C 6⊕ = R. It turns out that C = Av(321, 3142, 2413). We have
|C 6⊕n | = n− 1 for n ≥ 2, so ∑
n≥1
|C 6⊕n | xn =
x− x2 + x3
(1− x)2 ,
and by Equation (2) we obtain∑
n≥1
|Cn| xn = (1− x)
2
1− 3x+ 2x2 − x3 .
From the denominator we see that gr(C) is the unique positive root of x3 − 3x2 + 2x − 1,
which is approximately 2.32472. Call this number τ .
Conjecture 5.1. τ is the smallest possible growth rate of a sum closed class C with the
property that |C 6⊕n | is unbounded.
Our example of C = Av(321, 3142, 2413) shows that τ is a possible growth rate, so the
content of Conjecture 5.1 is that no smaller growth rate is possible. In the other direction,
we know from Proposition 4.6 that all such growth rates are greater than ξ. Thus, we know
that the smallest threshold above which |C 6⊕n | can be unbounded is somewhere in the interval
[ξ, τ ], whose width is about 0.02.
Conjecture 5.1 would follow from this stronger conjecture:
Conjecture 5.2. If C is sum closed and |C 6⊕n | is unbounded, then |C 6⊕n | ≥ n− 1 for all n.
Conjecture 5.2 would mean that, for each n, the smallest possible value of |C 6⊕n | is achieved
by Avn(321, 3142, 2413).
Now let S = {σ ⊖ 1: σ ∈ ⊕{1, 21}}, and let C = ⊕S. Every permutation in S is
indecomposable, and every indecomposable permutation contained in a permutation in S is
itself in S; consequently, C 6⊕ = S. It turns out that C = Av(312, 4321, 3421). Since {1, 21}
has generating function x + x2, we find that
⊕{1, 21} has generating function 1
1− x− x2 ,
and so S = C 6⊕ has generating function x
1− x− x2 , and by Equation (2) we obtain∑
n≥1
|Cn| xn = 1− x− x
2
1− 2x− x2 .
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From the denominator we see that gr(C) is the unique positive root of x2 − 2x− 1, which is
1 +
√
2 ≈ 2.41421.
In this example, we have gr(C 6⊕) = φ = 1+
√
5
2
≈ 1.61803, which is greater than 1. Is
1+
√
2 the smallest growth rate of a class C for which gr(C 6⊕) > 1? In the other direction, we
know from Theorem 4.5 that gr(C) > ξ for all such classes. Thus, we know that the smallest
threshold above which gr(C 6⊕) can be greater than 1 is somewhere in the interval [ξ, 1+
√
2],
whose width is about 0.11.
There are no classes with upper or lower growth rate strictly between 1 and φ [14], but
is there sum closed C with gr(C 6⊕) strictly between 1 and φ?
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