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Abstract
Let ∞ be the space of all bounded sequences x = (x1, x2, . . .) with the norm
‖x‖∞ = sup
n
|xn|
and let L(∞) be the set of all bounded linear operators on ∞. We present a set of easily verifiable
sufficient conditions on an operator H ∈ L(∞), guaranteeing the existence of a Banach limit B on ∞
such that B = BH . We apply our results to the classical Cesàro operator C on ∞ and give necessary and
sufficient condition for an element x ∈ ∞ to have fixed value Bx for all Cesàro invariant Banach limits B.
Finally, we apply the preceding description to obtain a characterization of “measurable elements” from the
(Dixmier–)Macaev–Sargent ideal of compact operators with respect to an important subclass of Dixmier
traces generated by all Cesàro-invariant Banach limits. It is shown that this class is strictly larger than the
class of all “measurable elements” with respect to the class of all Dixmier traces.
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A linear functional B ∈ ∗∞ is said to be a Banach limit, if
1. B(1,1, . . .) = 1,
2. B  0,
3. B(T x) = B(x) for every x ∈ ∞, where T is the translation operator, that is T (x1, x2, . . .) =
(x2, x3, . . .).
The existence of Banach limits was established by S. Banach in [1]. It follows from the definition
that ‖B‖∗∞ = 1 and B(x1, x2, . . .) = limn→∞ xn for every convergent sequence x and every
Banach limit B , in particular every Banach limit vanishes on the subspace c0 of all elements
x ∈ ∞ such that limn→∞ xn = 0. We shall denote the set of all Banach limits by B. Clearly,
B is a convex closed subset of the unit sphere of the space ∗∞.
G.G. Lorentz in [10] proved that for given a ∈ R1, x ∈ ∞ the equality B(x) = a holds for all
B ∈B if and only if the equality
lim
n→∞
1
n
m+n∑
k=m+1
xk = a
holds uniformly with respect to m ∈ N, where N is the set of all natural numbers. The set of all
x ∈ ∞ as above is denoted by ac and is called the space of almost convergent sequences (the set
of all sequences almost convergent to 0 is denoted by ac0).
L. Sucheston [15] further sharpened this result by showing that
q(x) B(x) p(x) (1.1)
for all x ∈ ∞, B ∈B, where
q(x) = lim
n→∞ infm∈N
1
n
m+n∑
k=m+1
xk,
p(x) = lim
n→∞ supm∈N
1
n
m+n∑
k=m+1
xk.
The inequalities (1.1) are sharp, that is for every x ∈ ∞ and every a ∈ [q(x),p(x)] there exists
a Banach limit B ∈B such that B(x) = a.
Almost immediately after the fundamental paper of Lorentz [10] appeared the paper [8] by
W.F. Eberlein, which proved the existence of Banach limits invariant with respect to any regular
Hausdorff transformation. In [5,2] similar results for the dilation operator σn, n ∈ N, and the
Cesàro operator C (see relevant definitions below) were obtained through an approach based on
the Schauder fixed point principle. In the present paper, in Section 2, we have obtained sufficient
conditions on an operator H ∈ L(∞) guaranteeing the existence of a Banach limit B such that
B = BH . Broadly speaking, our approach is similar to that of Eberlein’s [8]. The diameter of the
set of all such B’s is equal to 2, that is it coincides with the diameter of the setB in the space ∗∞.
In Section 3 we present a detailed study of the case when H = C, where C is the classical
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we apply the results of Section 3 to the study of singular traces appearing in noncommutative
geometry [4,3]. The results obtained in Section 4 partially resolve open questions raised in [3]
and complement earlier results of [9] describing the “measurable operators” of noncommutative
geometry.
The authors thank the referee for valuable comments and suggestions.
2. Invariant Banach limits
We shall denote by Γ the subset of all operators H ∈ L(∞) satisfying the following condi-
tions:
(i) H  0, H1= 1 where 1= (1,1, . . .);
(ii) Hc0 ⊂ c0;
(iii) lim supj→∞(A(I − T )x)j  0 for all x ∈ ∞, A ∈ R,
where
R = R(H) := conv{Hn, n = 1,2, . . .}.
Lemma 1. Let A be a linear operator on ∞ satisfying the assumptions (i) and (ii) above. We
have
lim sup
j→∞
(Ax)j  lim sup
j→∞
xj (2.1)
for all x ∈ ∞.
Proof. Let us assume firstly that x  0. For every ε > 0 there are u,v ∈ ∞ such that u,v  0,
u is a finite sequence, such that x = u+ v and
‖v‖∞  lim sup
j→∞
xj + ε.
Since Ax = Au +Av and Au ∈ c0, we have
lim sup
j→∞
(Ax)j = lim sup
j→∞
(Av)j  ‖Av‖∞  ‖v‖∞  lim sup
j→∞
xj + ε.
This proves (2.1) under the assumption x  0.
For an arbitrary x ∈ ∞, let us choose a > 0 such that x + a1 0. Then
lim sup
j→∞
(
A(x + a1))
j
 lim sup
j→∞
(x + a1)j .
Using the equality A1= 1, we obtain
lim sup(Ax)j = lim sup
(
A(x + a1))
j
− a  lim sup(x + a1)j − a = lim supxj . j→∞ j→∞ j→∞ j→∞
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P(x) = P(x,H) := inf
A∈R lim supj→∞
(Ax)j , P0(x) = P0(x,H) := inf
s∈S P (x + s),
where
S = {y: y = (I − T )z, z ∈ ∞}. (2.2)
Observe that the functional P0 is well defined thanks to the condition (iii) on the operator H . It
is easy to see that P and P0 are sublinear (indeed, each of these functionals is the infimum of a
downwards directed family of subadditive functionals and hence, is itself clearly subadditive). It
is then immediately clear that −P(−x) P(x) for all x ∈ ∞ (and similarly for P0). We set
P(−x) = −Q(x), P0(−x) = −Q0(x), x ∈ ∞.
Obviously,
Q(x) = Q(x,H) := sup
A∈R
lim inf
j→∞ (Ax)j , Q0(x) = Q0(x,H) := sups∈S Q(x + s).
Since ‖H‖∞ = 1 and 0 ∈ S, we have
−‖x‖∞ Q(x)Q0(x), P0(x) P(x) ‖x‖∞
for all x ∈ ∞. Below, in the proof of Theorem 4 it shall be established that
Q0(x) P0(x), x ∈ ∞.
Lemma 2. Let H ∈ Γ . The functionals P and Q are invariant with respect to any operator
A ∈ R(H).
Proof. Let
A1 =
m∑
k=1
μkH
k
for some μk  0,
∑m
k=1 μk = 1. By Lemma 1 and due to the equality AHk = HkA, we have
P
((
m∑
k=0
μkH
k
)
x
)
= inf
A∈R lim supj→∞
(
A
m∑
k=1
μkH
kx
)
j
= inf
A∈R lim supj→∞
(
m∑
k=1
μkH
kAx
)
j
 inf
A∈R
m∑
k=1
μk lim sup
j→∞
(
HkAx
)
j
 inf
A∈R
m∑
k=1
μk lim sup
j→∞
(Ax)j
= inf
A∈R lim sup(Ax)j = P(x)j→∞
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P
((
m∑
k=0
μkH
k
)
x
)
 inf
A∈R lim supj→∞
(Ax)j = P(x).
Hence, for every x ∈ ∞ the equality
P(x) = P
((
m∑
k=0
μkH
k
)
x
)
(2.3)
holds. This fact, together with the equality P(−x) = −Q(x), x ∈ ∞ implies that Q is also
invariant with respect to any A1 ∈ R. 
Lemma 3. For every x ∈ ∞, we have
Q(x −Hx) = P(x −Hx) = 0.
Proof. Let us set
Hn := 1
n
n−1∑
k=0
Hk, n ∈ N.
It follows from (2.3) in the previous lemma that
P(x) = P(Hnx)
for every x ∈ ∞ and, in particular,
∣∣P(x − Hx)∣∣= ∣∣P(Hnx − HnHx)∣∣=
∣∣∣∣∣P
(
1
n
n−1∑
k=0
(
Hkx −Hk+1x)
)∣∣∣∣∣
=
∣∣∣∣P
(
1
n
(
x −Hnx))∣∣∣∣=
∣∣∣∣1nP (x − Hnx)
∣∣∣∣ ‖x − Hnx‖n  2‖x‖n .
This implies P(x−Hx) = 0. The equality P(Hx−x) = 0 is proved analogously. Hence, Q(x−
Hx) = −P(Hx − x) = 0. 
Theorem 4. Let H ∈ Γ . There exists B ∈B such that Bx = BHx for all x ∈ ∞.
Proof. Since A1= 1 for every A ∈ R, then due to the condition (iii) above, we have
lim sup
j→∞
(
A
(
1+ (I − T )y))
j
= 1 + lim sup
j→∞
(
A(I − T )y)
j
 1
for all y ∈ ∞. This implies
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y∈∞
P
(
1+ (I − T )y)= inf
y∈∞,A∈R
lim sup
j→∞
(
A
(
1+ (I − T )y))
j
 1.
If A ∈ R, then A1= 1, P(1) = 1, P0(1) P(1) = 1. Thus, P0(1) = 1.
Let us define B ∈ ∗∞, by setting B˜1= 1 and taking B to be the extension of B˜ , given by the
Hahn–Banach theorem, from the one-dimensional subspace {t1, t ∈ R} to ∞ and preserving the
inequality Bx  P0(x) for all x ∈ ∞. Since P0(−x) = −Q0(x), we have Q0(x) Bx  P0(x)
for all x ∈ ∞. For any x  0, it is obvious that Q0(x) 0 and B is positive. If x ∈ S (defined
at (2.2)), then −x ∈ S and
P0(x) P(x − x) = P(0) = 0, P0(−x) P(x − x) = P(0) = 0.
Therefore, Q0(x) = −P0(−x) 0 and
0Q0(x) Bx  P0(x) 0, x ∈ S.
This means that Bx = 0 for every x ∈ S. Hence, By = BTy for all y ∈ ∞, that is B ∈ B.
Finally, since
Q(x)Q0(x) B(x) P0(x) P(x), x ∈ ∞,
appealing to Lemma 3, we obtain
0 = Q((I −H)x) B(I − H)x  P ((I −H)x)= 0. (2.4)
In other words, Bx = BHx for all x ∈ ∞. 
For H ∈ Γ , we set
B(H) := {B ∈B: B = BH }. (2.5)
It is clear that B(H) is a convex closed subset of B. In the special case when H = T , we have
B(H) =B, however, in general,B(H) =B.
Theorem 5. Let H ∈ Γ and B ∈B. To have B ∈B(H) it is necessary and sufficient that
Q0(x,H) Bx  P0(x,H) (2.6)
for all x ∈ ∞.
Proof. Recalling, for every B ∈B, x ∈ ∞, we have Bx  lim supj→∞ xj . Let us now show
necessity. If B ∈B(H), then Bx = BHkx for all k ∈ N. Hence Bx = B(∑mk=1 λkHk)x for all
m ∈ N, λk  0, ∑mk=1 λk = 1. This means that Bx = BAx for A ∈ R(H). Hence
Bx = BAx  lim sup
j→∞
(Ax)j
and
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A∈R(H) lim supj→∞
(Ax)j = P(x,H).
Since Bs = 0 for s ∈ S, we have
Bx = Bx + Bs = B(x + s) P(x + s)
and
Bx  inf
s∈S P (x + s) = P0(x).
Hence,
−Bx  P0(−x,H) = −Q0(x,H)
and Q0(x,H) Bx for all x ∈ ∞.
For sufficiency, we note if B satisfies (2.6), then by (2.4) we have B ∈B(H). 
Theorem 6. Let x ∈ ∞, a ∈ R, H ∈ Γ . For existence of an element B ∈B(H) such that Bx = a
it is necessary and sufficient that
Q0(x,H) a  P0(x,H). (2.7)
Proof. Necessity follows immediately from Theorem 5.
For sufficiency, it is clear from the proof of the Hahn–Banach theorem it is possible to extend
a functional B from the one-dimensional subspace {t1, t ∈ R} to the two-dimensional subspace
span{1, x} while preserving the inequality By  P0(y,H), y ∈ span{1, x}, by setting Bx = a
and assuming that
sup
−∞<t<∞
Q0(t1+ x,H) − t  a  inf−∞<t<∞P0(t1+ x,H) − t.
Since Q(t1+ x,H) = t +Q(x,H) and P(t1+ x,H) = t + P(x,H), we have
P0(x + t1,H) = inf
s∈S P (x + s + t1,H) = infs∈S
(
P(x + s) + t1,H )= P0(x,H) + t
for all x ∈ ∞, t ∈ R. Thus, under the assumption (2.7) there exists a linear functional B on
span{1, x} satisfying the conditions
Bx = a, By  P0(y,H) ∀y ∈ span{1, x}.
Extending B from this two-dimensional subspace to ∞ and preserving the inequality
By  P0(y,H) ∀y ∈ ∞
it follows, by repeating the proof of Theorem 4 that
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By Theorem 5, we have B ∈B(H). 
Theorem 6 is an analogue of L. Sucheston’s result (1.1) for the subsetB(H) ⊂B.
Let x, xk ∈ ∞. We shall say that xk converges to x monotonically, if (xk)j is monotonically
decreasing and converges to xj when k → ∞ for every j ∈ N. In this case, we shall write xk ↓ x.
Let us denote by ei the i-th element of the standard vector basis in c0.
Lemma 7. If H is a linear operator in ∞ satisfying the assumptions (i), (ii) and is order con-
tinuous, that is
(iv) if xk ↓ x, then Hxk ↓ Hx,
then for all ε > 0 and m,p, s ∈ N there exist q, r ∈ N such that
m+q∑
i=m+1
(
Hnei
)
j
 1 − ε (2.8)
for all n = 1,2, . . . , p and all j = r, r + 1, . . . , r + s.
Proof. Firstly, let us observe that Hn satisfies the assumptions (i), (ii), (iv) for all n ∈ N. There-
fore, due to the assumption (ii), there exists r ∈ N such that
m∑
i=1
(
Hnei
)
j
 ε
2
(2.9)
for all n p and j  r . Next, using the assumption (iv), let us choose q ∈ N such that
m+q∑
i=1
(
Hnei
)
j
 1 − ε
2
(2.10)
for all n p and j = r, r + 1, . . . , r + s. It follows from (2.9) and (2.10) that (2.8) holds. 
Lemma 8. If H ∈ Γ satisfies the assumption (iv) and
(v) the operator H(I − T ) acts from ∞ into c0,
then there exists an element y ∈ 2N (the set of all binary sequences) such that
lim sup
j→∞
(
A(y + s))
j
= 1, lim inf
j→∞
(
A(y + s))
j
= 0
for all A ∈ R and all s ∈ S.
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that q0, q1, . . . , q2n have already been defined. By Lemma 7, there exist q2n+1, r2n+1 ∈ N, such
that (
q2n+1∑
i=1
Hjei
)
k
 1 − 1
n
(2.11)
for all j = 1,2, . . . , n and all k = r2n+1 − n, . . . , r2n+1. Due to the assumption (ii), we have
lim
k→∞ max1jn
(
q2n+1∑
i=1
Hjei
)
k
= 0.
Therefore, there exists q2n+2 ∈ N, such that(
q2n+1∑
i=1
Hjei
)
k
 1
n
(2.12)
for all j = 1,2, . . . , n and all k = q2n+2 − n, . . . , q2n+2. We set r2n+2 := q2n+2 and
yk :=
{1, q2n  k  q2n+1,
0, q2n+1 < k < q2n+2,
n ∈ N.
If A ∈ R(H), then
A =
n∑
k=1
λkH
k
for some n ∈ N, λk  0, ∑nk=1 λk = 1. By (2.11) and (2.12)
(Ay)k  1 − 1
n
(2.13)
for r2m+1 − n k  r2m+1 and
(Ay)k 
1
n
(2.14)
for q2n+2 − n k  q2n+2 and for all m n.
It follows from the assumptions (v) and (ii) that the operator Hk(I − T ) maps ∞ into c0
for every k ∈ N, and hence the operator A(I − T ) maps ∞ into c0 for any A ∈ R(H). Let now
A ∈ R, x ∈ ∞. Then z = A(I − T )x ∈ c0. With (2.13), we see that
lim sup
k→∞
(
A(y + s))
k
= lim sup
k→∞
(Ay)k + 0 = 1
for all A ∈ R and s ∈ S. That
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k→∞
(
A(y + s))
k
= 0
follows in exactly the same manner from (2.14). 
It is clear that the condition (v) implies the condition (2.1). It should be also pointed out that
for operators H satisfying (i), property (v) implies property (iii).
Observe that condition (v) sets
P0 = P, Q0 = Q.
It is therefore a strong condition. The element y ∈ 2N of Lemma 8 shows that the set of x ∈ ∞
such that (P (x,H) =) P0(x,H) = 1 and (Q(x,H) =) Q0(x,H) = 0 is not empty for H .
Theorem 9. If H ∈ Γ satisfies the assumptions (iv) and (v), then there exist B1,B2 ∈B(H),
such that
‖B1 −B2‖∗∞ = 2.
Proof. The element y ∈ ∞ defined in Lemma 8, has the property that P0(y,H) = 1 and
Q0(y,H) = 0. By Theorem 6 there are B1,B2 ∈ B(H) such that B1(y) = 1 and B2(y) = 0.
Let us consider the element z = 2y − 1. We have z ∈ ∞, ‖z‖∞ = 1 and
2 ‖B1 −B2‖∞  (B1 −B2)z = (B1 −B2)(2y − 1)
= 2B1y − 2B2y −B11+B21= 2 − 0 − 1 + 1 = 2. 
Theorem 9 shows in particular that the diameter of the set B(H) is equal to the diameter of
the setB in ∗∞.
Let us observe that the Cesàro operator
(Cx)n := 1
n
n∑
k=1
xk
satisfies the assumptions (i), (ii), (iii), (iv), (v). Indeed, since
(
C(I − T )x)
j
= xj
j
, j ∈ N,
to show (iii) it is sufficient to take A = C in R(C). The proof of the other remaining properties
is also straightforward. Therefore, the diameter of the setB(C) in ∗∞ equals 2.
On the other hand the operator H1x := (x2k), where x = (x1, x2, . . .) ∈ ∞ does not satisfy
the condition (iii). Furthermore,B(H1) = ∅. Indeed, if B ∈B(H1) and xk = (−1)k , k ∈ N, then
x ∈ ac and
0 = Bx = BH1x = B1= 1.
This contradiction shows that the setB(H1) is empty.
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As we have just mentioned above the Cesàro operator
(Cx)n = 1
n
n∑
k=1
xk, n 1, x ∈ ∞,
satisfies the assumptions (i), (ii), (iii), (iv), (v).
In this section we study the set of all elements x ∈ ∞ such that P0(x,C) = Q0(x,C) or
equivalently (see Theorems 5 and 6) the set of all x ∈ ∞ such that B(x) is fixed for all B ∈
B(C). Below, in Theorem 12, we obtain an alternative description of the set of all x ∈ ∞ for
which P0(x,C) = Q0(x,C) with the help of the sublinear functional
γ (x) := lim sup
k→∞
xk − lim inf
k→∞ xk, x ∈ ∞.
Observe that γ (x) = 0 for every convergent sequence x.
Lemma 10. Let x ∈ ∞, a ∈ R. If
lim
m→∞ lim supn→∞
(
Cmx
)
n
= a,
then for every ε > 0 there exist m ∈ N and monotonically increasing sequence nk ∈ N, such that
(Cmx)n  a − ε for n2k  n n2k+1 and n2k  εn2k+1, k ∈ N.
Proof. Let 0 < ε < 1 be given. If there exist n,m ∈ N such that (Cmx)k > a − ε for all k  n,
then the assertion of the lemma is obvious. Therefore, we may assume that the set {k: (Cmx)k 
a−ε} is infinite. It should be observed that for each δ > 0, the set {k: (Cmx)k  a−δ} is infinite.
Fix ε ∈ (0,1) and select m,n ∈ N, so that (Cm−1x)k < a + ε2/2 for all k  n. Next, select
p,q ∈ N, so that n p < q , (Cmx)p < a − ε, (Cmx)q  a − ε2/2. Denote by i, j respectively
the greatest and the least indices such that p  i < j  q , (Cmx)i < a − ε, (Cmx)j  a − ε2/2.
Then (Cmx)k  a − ε for all i < k  j . By the construction, we have
(
a − ε
2
2
)
j 
j∑
k=1
(
Cm−1x
)
k
= i(Cmx)
i
+
j∑
k=i+1
(
Cm−1x
)
k
 (a − ε)i +
(
a + ε
2
2
)
(j − i).
Therefore
−ε
2
2
j −εi + ε
2
2
(j − i)
which implies (ε + ε2/2)i  ε2j and finally j  i
ε
. In other words, (Cmx)k  a − ε for all
i < k  j and j  i
ε
. This means that the numbers n2 = i and n3 = j have just been defined.
Continuing this process, we can define the sequence {nk} with required properties. 
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lim sup
n→∞
sup
j∈N
min
jmj+r
(
Cmx
)
n
= lim
m→∞ lim supn→∞
(
Cmx
)
n
.
Proof. Without loss of generality we assume that x  0. Indeed, the general case can be easily
reduced to this one by replacing xk with xk + λ for all k ∈ N. The inequality
lim sup
n→∞
sup
j∈N
min
jmj+r
(
Cmx
)
n
 lim
m→∞ lim supn→∞
(
Cmx
)
n
can be proved directly. Therefore, we shall not dwell on it. To prove the opposite inequality, it
suffices to show that
lim sup
n→∞
sup
j∈N
min
jmj+r
(
Cmx
)
n
 a − ε, (3.1)
where ε > 0 and
a = lim
m→∞ lim supn→∞
(
Cmx
)
n
.
Due to Lemma 10 for a given r ∈ N there exist an index j ∈ N and a sequence nk ∈ N, so that
(Cjx)n  a − ε2 for n2k  n n2k+1 and n2k  ( ε5r )rn2k+1 for all k ∈ N. Let us find q ∈ N, so
that (a − ε2 )(1 − 1q )r > a − ε. Clearly, this inequality holds for q = [ 4rε ] and sufficiently small
ε > 0. Note also that for a given q the estimate n2kqr  n2k+1, k ∈ N holds.
If n2kq  n n2k+1, then using the assumption Cjx  0, we infer
(
Cj+1x
)
n
= 1
n
n∑
i=1
(
Cjx
)
i
 1
n
n∑
i=n2k
(
Cjx
)
i

(
a − ε
2
)
n − n2k
n
=
(
a − ε
2
)(
1 − n2k
n
)

(
a − ε
2
)(
1 − 1
q
)
> a − ε.
Repeating the argument for n2kq2  n n2k+1, we have
(
Cj+1x
)
n

(
a − ε
2
)(
1 − 1
q
)2
> a − ε.
If n2kqr  n n2k+1, then
(
Cj+rx
)
n

(
a − ε
2
)(
1 − 1
q
)r
> a − ε.
So,
min
jmj+r
(
Cmx
)
n
> a − ε
for n2kqr  n n2k+1, k ∈ N. This implies (3.1). 
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the main result of the present section.
Theorem 12. If x ∈ ∞ and C is the Cesàro operator, then
P0(x,C) −Q0(x,C) = lim
m→∞γ
(
Cmx
)
.
Proof. Let us show that
P0(x,C) a − ε,
where ε > 0 and
a = lim
m→∞ lim supn→∞
(
Cmx
)
n
.
If A ∈ conv{Cm, m 1} = R(C), then
A =
r∑
i=1
λiC
i
for some r ∈ N, λi  0, ∑ri=1 λi = 1. By Lemma 11 there exist j ∈ N and a sequence nk ∈ N,
nk → ∞ such that (Ci+j x)nk  a − ε for all i = 0,1, . . . , r and all k ∈ N. Thus, we also have
(CjAx)nk  a − ε, k ∈ N. This implies further
lim sup
n→∞
(
CjAx
)
n
 a − ε.
By Lemma 1 we have
lim sup
n→∞
(Ax)n  lim sup
n→∞
(
CjAx
)
n
 a − ε. (3.2)
This means, in particular, that
P(x,C) = inf
A∈R(C) lim supn→∞
(Ax)n  a − ε.
Consequently (see the comments following Lemma 8)
P0(x,C) = inf
s
P (x + s,C) a − ε
and
P0(x,C) lim
m→∞ lim supn→∞
(
Cmx
)
n
.
Replacing in the preceding inequality x with −x, we obtain
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m→∞ lim infn→∞
(
Cmx
)
n
.
It follows
P0(x,C) − Q0(x,C) lim
m→∞ lim supn→∞
(
Cmx
)
n
− lim
m→∞ lim infn→∞
(
Cmx
)
n
= lim
m→∞ lim supi,j→∞
((
Cmx
)
i
− (Cmx)
j
)= lim
m→∞γ
(
Cmx
)
.
In order to prove the converse inequality, we fix ε > 0, x ∈ ∞ and select r ∈ N, such that
lim
m→∞γ
(
Cmx
)
 γ
(
Crx
)
 lim
m→∞γ
(
Cmx
)+ ε.
Since Cr ∈ conv{Cn, n 0} and 0 ∈ S, we have
P0(x,C) − Q0(x,C) lim sup
n→∞
(
Crx
)
n
− lim inf
n→∞
(
Crx
)
n
= γ (Crx) lim
m→∞γ
(
Cmx
)+ ε. 
A quick reflection over the proof of Theorem 12 shows that we have actually established the
following results
Corollary 13. If x ∈ ∞, then
P0(x,C) = lim
m→∞ lim supn→∞
(
Cmx
)
n
and
Q0(x,C) = lim
m→∞ lim infn→∞
(
Cmx
)
n
.
Corollary 14. For x ∈ ∞ we have the following equivalence
P0(x,C) = Q0(x,C) ⇔ lim
m→∞γ
(
Cmx
)= 0.
Computing limm→∞ γ (Cmx) for a concrete x ∈ ∞ could be a strenuous task. Let us provide
an example of x ∈ ∞ that distinguishes the condition limm→∞ γ (Cmx) = 0 from convergence
or absolute convergence of the sequence x.
Consider the sequence b = (b1, b2, . . .), where bk = (−1)n for 2n < k  2n+1, n ∈ N. Results
of Lorentz and Sucheston quoted in Section 1 assert that b /∈ ac and furthermore, it is easy to
see that for every λ ∈ [−1,1] there exists B ∈B, such that Bb = λ. However, if we request that
B ∈B(C), then the picture changes.
Theorem 15. P0(b,C) = Q0(b,C) = 0 and Bb = 0 for every B ∈B(C).
To prove this result we need some additional properties of Cesàro operator. Recall that σ2x =
(x1, x1, x2, x2, . . .), for every x = (x1, x2, . . .).
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Proof. We have
(Cσ2x)2n = 12n
n∑
k=1
2xk = (Cx)n = (σ2Cx)2n,
and
∣∣(Cσ2x − σ2Cx)2n−1∣∣=
∣∣∣∣∣ 12n− 1
(
n−1∑
k=1
2xk + xn
)
− 1
n
n∑
k=1
xk
∣∣∣∣∣
=
∣∣∣∣∣ 1(2n − 1)n
n−1∑
k=1
xk − n− 1
(2n− 1)nxn
∣∣∣∣∣ 1n‖x‖∞ →n→∞ 0. 
Lemma 17. For every m ∈ N
lim
n→∞
(
Cmb + σ2Cmb
)
n
= 0. (3.3)
Proof. If m = 0, then the assertion is obvious. Assume that (3.3) holds for some m  0 let us
show that (3.3) also holds for m + 1. Since the operator C defines a regular summation method,
we have
lim
n→∞
(
C
(
Cmb + σ2Cmb
))
n
= 0.
Applying Lemma 16, we obtain
lim
n→∞
(
Cm+1b + σ2Cm+1b
)
n
= lim
n→∞
(
Cm+1b + Cσ2Cmb
)
n
= lim
n→∞
(
C
(
Cmb + σ2Cmb
))
n
= 0. 
Proof of Theorem 15. Set
lim
m→∞ lim supn→∞
(
Cmb
)
n
= α.
By Lemma 17, we have
lim
m→∞ lim infn→∞
(
Cmb
)
n
= −α.
Therefore α  0. Assume that α > 0. By Lemma 10 there exist m ∈ N and a sequence nk ∈ N
such that limk→∞ nk = ∞ and (Cmb)n  α2 for all nk  n 3nk , k ∈ N. Hence,(
Cmb + σ2Cmb
) = (Cmb) + (Cmb)  α2nk 2nk nk
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we obtain
P0(b,C) = lim
m→∞ lim supn→∞
(
Cmb
)
n
= 0,
Q0(b,C) = lim
m→∞ lim supn→∞
(
Cmb
)
n
= 0.
Then B ∈B(C) and by Theorem 5 Bb = 0. 
We look now at an additional corollary of Theorem 12 (Corollary 20 below) that describes the
equivalence of Corollary 14 for the Marcinkiewicz sequence space m1,∞ (definition below). We
begin with a preliminary lemma.
Lemma 18. If x ∈ ∞ and γ (x) = γ (Cx) > 0, then γ (Cnx) = γ (x) for all n 1 and P0(x,C) =
Q0(x,C).
Proof. Due to Lemma 1, we have
lim sup
k→∞
(Cx)k  lim sup
k→∞
xk (3.4)
and therefore
lim inf
k→∞ xk  lim infk→∞ (Cx)k. (3.5)
This means that the sequence {γ (Cnx)}n1 is positive and nonincreasing and therefore the
limit limn→∞ γ (Cnx) always exists.
Assume now that
γ (x) = γ (Cx) > 0.
It follows from estimates (3.4) and (3.5) that
lim sup
k→∞
(Cx)k = lim sup
k→∞
xk,
and
lim inf
k→∞ (Cx)k = lim infk→∞ xk.
We shall assume (without loss of generality) that γ (x) = 1. There are such elements u,v,w ∈ ∞,
that x = u+ v +w and 0 uk  1, vk = const for all k ∈ N and w ∈ c0. Then we have Cw ∈ c0,
Cv = v and γ (u) = γ (Cu) = 1. In other words, we need only to consider the element u. Equiva-
lently, without loss of generality we may (and shall) assume that 0 xk  1 for all k ∈ N. Fixing
r ∈ N, let us choose n ∈ N, so that
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(
1 − 1
r
)
,
that is
n∑
k=1
xk 
(
1 − 1
r
)
n = n− n
r
 n− nr := n −
[
n
r
]
− 1.
Since 0 xk  1 and
(
C2x
)
n
= 1
n
n∑
k=1
xk
n∑
i=k
1
i
 1
n
n∑
k=1
xk ln
n
k
,
we can now say that the minimum
min∑n
k=1 xkn−nr
0xk1
n∑
k=1
ln
n
k
xk
will be attained on a sequence
{xk} = (0,0, . . . ,0︸ ︷︷ ︸
nr
,1,1, . . . ,1︸ ︷︷ ︸
n−nr
).
Indeed, this minimum is attained on the extreme point of the unit ball in ∞ and on the non-
decreasing sequence. Applying Stirling formula, we obtain
(
C2x
)
n
 1
n
n∑
k=nr+1
ln
n
k
= 1
n
ln
n∏
k=nr+1
n
k
= 1
n
ln
nn−nr−1(nr + 1)!
n!
= 1
n
· ln n
n−nr−1( nr+1
e
)nr+1
( n
e
)n
+ εn,r
 1
n
· ln n
n−n/r−2( n
re
)n/r
( n
e
)n
+ εn,r = 1
n
ln
n−2en−n/r
rn/r
+ εn.r
= 1
n
(
n− n
r
− n
r
ln r
)
+ ε′n,r = 1 −
ln r + 1
r
+ ε′′n,r ,
where εn,r , ε′n,r , ε′′n,r → 0, when n, r → ∞. Thus,
lim sup
k→∞
(
C2x
)
k
= 1,
and therefore
lim sup
(
Cnx
)
k
= 1, n 1.k→∞
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lim inf
k→∞
(
Cnx
)= lim inf
k→∞ xk, n 1.
This shows that γ (x) = γ (Cnx), n 1. Hence
lim
n→∞γ
(
Cnx
)= γ (x) > 0.
By Theorem 12 P0(x,C) = Q0(x,C). 
Let us point out that there exists x ∈ ∞ such that γ (x) > γ (Cx) and limn→∞ γ (Cnx) > 0.
Let x ∈ ∞ and set {x∗n}∞n=1 as the sequence {|xn|}∞n=1 rearranged in nonincreasing order. Let
an(x) := 1ln(n + 1)
n∑
k=1
x∗k , n 1.
The elements x ∈ ∞ such that a(x) := {an(x)} ∈ ∞ provide the Marcinkiewicz sequence
space m1,∞.
Lemma 19. Let x ∈ m1,∞ and set a = a(x) ∈ ∞, then γ (C(a)) = γ (a).
Proof. Without loss of generality assume xn ↘ 0 and 0  an  1 for all n  1. Set α =
lim supm→∞ am. Fix 0 < ε < α/2 and having selected an > α − ε let m ∈ N be the least among
all indices such that am > α − 2ε, am+1  α − 2ε, m > n. We have
∑n
k=1 xk
ln(m + 2) 
∑m+1
k=1 xk
ln(m + 2)  α − 2ε
and
∑n
k=1 xk
ln(n + 1) > α − ε,
hence
(α − ε) ln(n + 1)
n∑
k=1
xk  ln(m + 2)(α − 2ε).
This implies that (n + 1) α−εα−2ε m + 2, and hence,
n
α−ε
α−2ε m+ 1
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(Ca)m = 1
m
m∑
k=1
ak >
1
m
m∑
k=n
ak >
m − n+ 1
m
(α − 2ε) >
(
1 − n
m+ 1
)
(α − 2ε)
>
(
1 − n− εα−2ε )(α − 2ε).
In other words we have obtained lim supm→∞(Ca)m = α.
Set β = lim infm→∞ am. Fix ε > 0 and let an < β + ε, r ∈ N. For every [nr ] =: nr  j  n,
we have
aj = 1ln j
j∑
k=1
xk 
1
lnn/r
n∑
k=1
xk <
lnn
lnn − ln r (β + ε).
Therefore,
(Ca)n = 1
n
(
nr∑
j=1
aj +
n∑
j=nr+1
aj
)
 1
n
(
n
r
+ lnn
lnn− ln r (β + ε)
(
n− n
r
))
= 1
r
+ 1
1 − ln rlnn
(β + ε)
(
1 − 1
r
)
.
Suppose now that r = rn is selected in such a way as to guarantee that rn → ∞ and ln rnlnn → 0.
Then the right-hand side of the preceding estimate converges to β + ε, and therefore
lim inf
n→∞ (Ca)n = β. 
Corollary 20. Let x ∈ m1,∞ and set a = a(x) ∈ ∞. We have the equivalence
P0(a,C) = Q0(a,C) ⇔ ∃ lim
n→∞an.
Proof. By Lemma 19 we have γ (a) = γ (C(a)). Suppose lim supn→∞ an = lim infn→∞ an,
then γ (a) = γ (C(a)) > 0 and Lemma 18 shows that P0(a,C) = Q0(a,C). Hence P0(a,C) =
Q0(a,C) ⇒ ∃ limn→∞ an. For the converse, the implication
∃ lim
n→∞an ⇒ B
({an})= const ∀B ∈B(C)
is trivial, and the implication
B
({an})= const ∀B ∈B(C) ⇒ P0(a,C) = Q0(a,C)
follows from Theorem 5. 
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An important role in noncommutative geometry [4] is played by the set of compact op-
erators whose partial sums of singular values are logarithmically divergent. This set can be
expressed in the terminology of Marcinkiewicz spaces. Consider the Marcinkiewicz sequence
space (m1,∞,‖ · ‖m1,∞)
m1,∞ :=
{
x = {xn}∞n=1: ‖x‖m1,∞ := sup
N1
1
log(N + 1)
N∑
n=1
x∗n < ∞
}
.
For brevity, we shall denote the expression 1log(N+1)
∑N
n=1 x∗n by a(N,x). Here, {x∗n}∞n=1 is the se-
quence {|xn|}∞n=1 rearranged in nonincreasing order. Fix an infinite-dimensional separable Hilbert
space H and consider the set M1,∞ of all compact operators x on H such that the sequence
of s-numbers s(x) := {sn(x)}∞n=1 falls into m1,∞ (recall that the sequence of s-numbers of a
compact operator x coincides with the sequence of eigenvalues of the operator |x| = (x∗x)1/2).
We set ‖x‖M1,∞ := ‖s(x)‖m1,∞ . It is well known that the ideal of compact operators M1,∞
equipped with the norm ‖ · ‖M1,∞ is a Banach space. The space m1,∞ (respectively, M1,∞) was
first introduced by W.L.C. Sargent [14] (respectively, by V.I. Macaev [11]). In noncommutative
geometry [4] the latter space is customarily denoted by L1,∞, however, we shall avoid the latter
notation as it clashes with the well-established notation of quasi-normed weak L1-spaces. For
a fuller treatment of the history of the space M1,∞ and additional references, see the recent
paper [12] by A. Pietsch.
We consider various constructions of singular traces on the ideal M1,∞ which are of impor-
tance in noncommutative geometry. For a more detailed treatment we refer to the survey [3].
Let ω be a σ2 invariant state on ∞, that is, ω(σ2(x)) = ω(x) for all x ∈ ∞. For an element
0 x ∈ M1,∞ we set
τω(x) := ω
({
a
(
n, s(x)
)}∞
n=1
)
.
It is well known (see e.g. Section 5 in [3] and additional references therein) that τω admits an
extension to a linear unitarily invariant functional (trace) on M1,∞, which vanishes on all finite-
dimensional operators on H. Such singular traces are called Dixmier traces and an alternative
definition of such traces is the following (see [9]). Fix a Banach limit B and set
FB(x) = B
({
a
(
2n, s(x)
)}∞
n=1
)
.
It follows from [7] that the functional FB is a singular trace on M1,∞ and furthermore (see [3,
Theorem 5.7], [9, Theorems 2.3, 6.2]) the set of all Dixmier traces {τω: ω is a σ2-invariant state}
coincides with the set {FB : B ∈B} (B recall is the set of all Banach limits). Besides this set in
noncommutative geometry the following subsets of the set of all Dixmier traces occur:
{
FB : B ∈B(C)
}
,
{FB : B ∈B1},
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B1 := {B ∈B: B = δ ◦C, δ is an arbitrary singular state on ∞}.
These subsets are proper. It is well known that the setB1 is a proper subset of the setB of all
Banach limits (see e.g. [13]). It follows from the result established in Theorem 24 that
B(C) B1,
complementing the earlier result of R.A. Raimi [13].
We shall concentrate now at the notion of a “measurable operator” x ∈ M1,∞ introduced
in [4] (for a detailed study of this notion we refer to [9] and [3]).
Definition 1. The operator x ∈ M1,∞ is said to beB-measurable (resp.B1-measurable,B(C)-
measurable) if and only if the value FB(x) is fixed for all B ∈B (resp. B ∈B1, B ∈B(C)).
When the operator x ∈ M1,∞ is positive, then it can be said that x is B (resp. B1,B(C))-
measurable, if and only if the value B({a(2n, s(x))}n1) is fixed ∀B ∈ B (resp. B1,B(C)).
It is known from [9] that 0  x ∈ M1,∞ is B-measurable if and only if limn→∞ a(n, s(x))
exists. From [9] also a similar result also holds for positive B1-measurable operators. The
following result, which follows immediately from Corollary 14, yields the description of all
B(C)-measurable elements.
Corollary 21. An element x ∈ M1,∞ isB(C)-measurable if and only if
lim
m→∞γ
(
Cm
(
a
(
2k, s(x)
)∞
k=1
))= 0.
It should be noted that the condition
lim
n→∞γ
(
Cn
({
a
(
2k, s(x)
)}∞
k=1
))= 0
appearing in Corollary 21 above does not imply ∃ limk→∞ a(2k, s(x)) (we show this in Theo-
rem 24 below) even though
lim
n→∞γ
(
Cn
({
a
(
k, s(x)
)}∞
k=1
))= 0
implies the limit limk→∞ a(k, s(x)) exists (see Corollary 20)! The result is the set of all positive
B(C)-measurable elements is strictly larger than the set of all positive B-measurable elements.
To prove Theorem 24 we first need some auxiliary constructions and results.
Let us denote by R0 the set of all Riemann integrable functions on the segment [0,1] for
which
∫ 1
0 f (t) dt = 0. For f ∈ R0, we denote by G(f ) the set of all scalar sequences x =
(x1, x2, . . .) such that
lim
n→∞ maxn n+1
∣∣xk − f (k2−n − 1)∣∣= 0.
2 <k2
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f1(t) = 11 + t
t∫
0
f (s) ds − λ,
where λ = ∫ 10 f (s) ln 21+s ds.
Lemma 22. If f ∈ R0 and x ∈ G(f ), then f1 ∈ R0 and Cx − λ ∈ G(f1).
Proof. Since
1∫
0
1
t + 1
t∫
0
f (s) ds dt =
1∫
0
1∫
s
dt
1 + t f (s) ds =
1∫
0
f (s) ln
2
1 + s ds,
we have f1 ∈ R0. The assumption f ∈ R0 guarantees that
lim
n→∞ 2
−n
2n+1∑
k=2n+1
f
(
k2−n − 1)= 1∫
0
f (t) dt = 0. (4.1)
This and the assumption x ∈ G(f ) yield
0 lim
n→∞ 2
−n
∣∣∣∣∣
2n∑
k=1
xk
∣∣∣∣∣ limn→∞ 2−n
(
n−1∑
r=0
∣∣∣∣∣
2r+1∑
k=2r+1
xk
∣∣∣∣∣
)
= lim
n→∞
n−1∑
r=0
2r−n
∣∣∣∣∣2−r
2r+1∑
k=2r+1
xk
∣∣∣∣∣= 0.
Now, let t ∈ (0,1) be a dyadic rational. Then
lim
n→∞
1
2n + t2n
2n+t2n∑
k=1
xk = lim
n→∞
1
2n + t2n
2n∑
k=1
xk + lim
n→∞
1
2n + t2n
2n+t2n∑
k=2n+1
xk
= lim
n→∞
2n
2n + t2n 2
−n
2n+t2n∑
k=2n+1
f
(
k2−n − 1)
= 1
1 + t
t∫
0
f (s) ds = f1(t) + λ.
Hence,
{
(Cx)k − λ− f1
(
k2−n − 1), 2n < k  2n+1, n ∈ N} ∈ c0. 
Lemma 23. If f ∈ R0 and x ∈ G(f ), then γ (Cmx) 2−mγ (x) for all m ∈ N.
E.M. Semenov, F.A. Sukochev / Journal of Functional Analysis 259 (2010) 1517–1541 1539Proof. There exist u,v ∈ ∞ such that x = u + v, v ∈ c0, and u = (u1, u2, . . .) satisfies the
assumption
2n+1∑
k=2n+1
uk = 0 (4.2)
for all n ∈ N. Since Cv ∈ c0 we have γ (Cx) = γ (Cu). Denote
α := lim sup
k→∞
uk, β := lim inf
k→∞ uk.
For every  > 0, there exists M ∈ N such that log2 M ∈ N and
β −   uk  α +  ∀k M.
For every m > M choose n ∈ N such that 2n < m  2n+1. Observing that the condition (4.2)
holds for all n ∈ N, we have
(Cu)m = 1
m
m∑
k=1
uk = 1
m
m∑
k=2n+1
uk 
m − 2n
m
(α + ) α + 
2
,
and similarly,
(Cu)m = 1
m
m∑
k=2n+1
uk 
β − 
2
.
Hence
(Cu)i − (Cu)j  α + 2 −
β − 
2
= α − β
2
+ 
for all i, j > M and
γ (Cu) = lim sup
i,j→∞
(
(Cu)i − (Cu)j
)
 α − β
2
= 1
2
γ (u).
Hence
γ (Cx) = γ (Cu) 1
2
γ (u) = 1
2
γ (x).
By Lemma 22, we have f1 ∈ R0 and Cx − λ ∈ G(f1). Obviously, γ (Cx) = γ (Cx − λ). There-
fore, we may iterate the obtained estimate m times. So, γ (Cmx) 2−mγ (x). 
Let us consider the sequence from [6, Example 3.11]. Let
xk = d(k) , 22n  k  22n+1 , n ∈ N, (4.3)log2 k
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convergent sequence,
xk = 1log(1 + k)
k∑
i=1
d ′(i)
where d ′(x) is defined by the right limit when x = 22n , n ∈ N. Hence
xk = a
(
k, s(K)
) (4.4)
where K is any compact operator on H with singular values s(K)i = d ′(i).
Let us map the interval [22n ,22n+1] onto [0,1] linearly. The finite sequence obtained through
this mapping naturally defines a step function on [0,1], which we shall denote by ϕn(t). Applying
the same construction to the sequence yk = x2k , 22n  k  22n+1 , n ∈ N, we obtain a sequence of
functions ψn(t), n ∈ N. Simple, but rather lengthy computations show that
lim
n→∞ϕn(t) =
{ 1+t
2 , 0 < t  1,
1, t = 0 (4.5)
and
lim
n→∞ψn(t) =
{ 1
1+t , 0 t < 1,
1, t = 1. (4.6)
We observe, in passing, the following curious fact: even though the function ψn in (4.6) is gen-
erated by some subsequence of the sequence {xk} defining the function ϕn in (4.5), the function
ϕn increases on (0,1) whereas the function ψn decreases on (0,1) for all n ∈ N!
Theorem 24. The operator K ∈ M1,∞ defined in (4.4) is B(C)-measurable, but not B-
measurable.
Proof. Since the set {yn} is dense in [1/2,1], the second assertion follows immediately from [9].
To prove the first assertion, we need (thanks to Corollary 21) to prove that
lim
m→∞γ
(
Cmy
)= 0. (4.7)
Denote by f (t) := limn→∞ ψn(t) and
zk := f
(
k2−n − 1), 2n < k  2n+1, n ∈ N.
Clearly, f (t) − ln 2 ∈ R0 and {zk − ln 2} ∈ G(f − ln 2). By Lemma 23, we have
γ (Cz) = γ (Cz − ln 2) = γ (C(z − ln 2)) 1γ (z − ln 2) = 1γ (z)
2 2
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lim
m→∞γ
(
Cmz
)
 lim
m→∞ 2
−mγ (z) = 0. (4.8)
Consider the sequence y − z = {yk − zk}. Since 12  ψn+1(t)  ψn(t)  1 for all t ∈ [0,1],
n ∈ N, we have 0 yk − zk  12 for all k ∈ N. For every ε ∈ (0,1) there exists n0 ∈ N, such that
yk − zk  ε for all 2n  k  2n+1 − ε2n, n n0. For j > 1ε 2n0 , 2n0+r−1 < j  2n0+r , we have
(
C(y − z))
j
= 1
j
j∑
k=1
(yk − zk) = 1
j
2n0∑
k=1
(yk − zk) + 1
j
2n0+r∑
k=2n0+1
(yk − zk)
 2
n0−1
j
+ 1
j
n0+r−1∑
k=n0
(
ε2n + ε
2
2n
)
= 2
n0−1
2n0/ε
+ 3ε
2
2n0+r
j
 ε
2
+ 3ε
2
2j
j
= 7
2
ε.
So we have (C(y − z))j  72 for all j  1 2n0 .
This means that limj→∞(C(y − z))j = 0 and γ (C(y − z)) = 0. Hence limm→∞ γ (Cm(y −
z)) = 0 and
lim
m→∞γ
(
Cmy
)
 lim
m→∞γ
(
Cm(y − z))+ lim
m→∞γ
(
Cmz
)= 0
due to (4.8). Thus (4.7) is shown. 
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