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Stability of persistent homology for hypergraphs
Shiquan Ren*, Jie Wu*
Abstract
In topological data analysis, the stability of persistent diagrams gives the foun-
dation for the persistent homology method. In this paper, we use the embedded
homology and the homology of associated simplicial complexes to define the per-
sistent diagram for a hypergraph. Then we prove the stability of this persistent
diagram. We generalize the persistent diagram method and define persistent dia-
grams for a homomorphism between two modules. Then we prove the stability of
the persistent diagrams of the pull-back filtration and the push-forward filtration
on hypergraphs, induced by a morphism between two hypergraphs.
1 Introduction
Let V be a finite set equipped with a total order. Let 2V denote the power-set of V . Let ∅ denote
the empty set. A hypergraph H on V is a subset of 2V \ {∅} (cf. [2, 14]). We call V the vertex-set
and call an element of V a vertex. For k ≥ 0, we call an element σ ∈ H consisting of k+1 vertices
a k-hyperedge. An (abstract) simplicial complex is a hypergraph satisfying the following condition:
for any σ ∈ H and any non-empty subset τ ⊆ σ, τ must be a hyperedge in H. A hyperedge of a
simplicial complex is called a simplex.
In this paper, we consider real-valued functions on hypergraphs and use the persistent homology
method to study their qualitative and quantitative behavior. Specifically, we study the topological
characteristics of hypergraphs as well as morphisms between hypergraphs. By applying the per-
sistent homology method to the induced pull-back filtrations as well as the induced push-forward
filtrations, we use persistent diagrams to encode the topological characteristics of the morphisms
and prove the stability of this encoding.
Motivation. Hypergraphs, functions on them, and morphisms between them are common types
of data in all disciplines of sciences and engineering, for example, the collaboration networks and
their evolutions. Currently, much of the data is too large and detailed for direct analysis and com-
putations. Moreover, measurement errors may increase the complexity of the data. Therefore, it is
crucial to capture certain features of the data that are stable under diffusions of the measurement,
hence are not sensitive to small errors. And it is also crucial to find some features that can reduce
the complexity of the data and ignore the details. Persistent homology is such a feature.
Results and Prior Work. We have two main results of this paper. The first main result is the
stability of the persistent diagram (with respect to a function on a hypergraph) of the persistent
homology for a hypergraph. The second main result is the stability of the persistent diagram of a
morphism between two hypergraphs, with respect to a function on each of the hypergraphs.
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Persistent homology is a standard tool in topological data analysis (cf. H. Edelsbrunner, D.
Letscher and A. Zomorodian [9]; A. Zomorodian and G. Carlsson [17]; R. Ghrist [10]; G. Carlsson
[6]). Usually, it is applied as follows: one starts with some data, constructs an increasing family of
chain complexes, and applies homology with field coefficients to give the persistent homology. To
measure the persistent homology, one can either compute the persistent diagrams (cf. F. Chazal,
D. Cohen-Steiner, M. Glisse, L.J. Guibas and S.Y. Oudot [7]; D. Cohen-Steiner, H. Edelsbrunner
and J. Harer [8]) or the persistent landscapes (cf. P. Bubenik [4]; P. Bubenik and P. Dlotko [5]).
The notion of persistent diagram is introduced by H. Edelsbrunner, D. Letscher and A. Zomoro-
dian [9]. The persistent diagram is a point set in the extended plane encoding the persistent
homology with field coefficients, and giving the birth-times and the death-times of the persistent
generators. The stability of persistent diagrams is proved by D. Cohen-Steiner, H. Edelsbrunner
and J. Harer [8] by considering the bottleneck distances. Later, an interleaving condition is discov-
ered by F. Chazal, D. Cohen-Steiner, M. Glisse, L.J. Guibas and S.Y. Oudot [7], which provides a
way to measure the distance between persistent modules and ensure the stability. So far, the study
of persistent diagrams has attracted lots of attention. For example, Y. Mileyko, S. Mukherjee and
J. Harer [13]; A. Patel [15]; K. Turner, Y. Mileyko, S. Mukherjee and J. Harer [16].
A.D. Parks and S.L. Lipscomb [14] first applied simplicial complexes and homology methods to
study hypergraphs. Recently, S. Bressan, J. Li, S. Ren and J. Wu [3] used the associated simplicial
complexes defined in [14] and constructed the embedded homology for hypergraphs. It is proved
in [3] that a morphism between hypergraphs will induce a homomorphism between the embedded
homology. And the persistent embedded homology for hypergraphs is firstly studied in [3].
In this paper, we apply the bottleneck distance between persistent diagrams to study the stabil-
ity of the persistent embedded homology and the persistent homology of the associated simplicial
complexes for hypergraphs. We define the bottleneck distances between two hypergraphs by using
the persistent diagrams of the persistent embedded homology and the persistent homology of the
associated simplicial complexes. Then we use the interleaving conditions to prove the stability of
persistent diagrams for a hypergraph (Main Result I). Moreover, we generalize the persistent dia-
gram method and the interleaving condition from persistent modules to persistent homomorphisms
between persistent modules. With the help of this algebraic preparation on persistent homomor-
phisms, we study the persistent diagrams of the pull-back filtration as well as the push-forward
filtration induced by a morphism between two hypergraphs. We prove the stability of the persistent
diagrams for a morphism between two hypergraphs (Main Result II).
Outline. Section 2 introduces the simplicial models and homological constructions for hyper-
graphs. Section 3 proves the stability of the persistent diagrams for hypergraphs. Section 4 and
Section 5 give the definition of pull-back filtrations and push-forward filtrations, and the construc-
tions of persistent homomorphisms between persistent homology. Section 6 proves the stability
of the persistent diagrams for a morphism between two hypergraphs. Section 7 discusses some
potential applications in the evolution of collaboration networks.
2 Homology for hypergraphs
In this section, we review the definitions of the (lower-)associated simplicial complexes and the
embedded homology for hypergraphs (cf. [3, 14]). We also review the definition of morphisms
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between hypergraphs.
For a single hyperedge σ = {v0, v1, . . . , vn} of H, the associated simplicial complex ∆σ of σ is
the collection of all the nonempty subsets of σ
∆σ = {{vi0 , vi1 , . . . , vik} | 0 ≤ i0 < i1 < · · · < ik ≤ n, 0 ≤ k ≤ n}. (2.1)
The associated simplicial complex ∆H of H is the smallest simplicial complex that H can be
embedded in (cf. [14]). Explicitly, ∆H has its set of simplices as the union of the ∆σ’s for all
σ ∈ H. In other words,
∆H = {τ ∈ ∆σ | σ ∈ H}. (2.2)
Let the lower-associated simplicial complex δH be the largest simplicial complex that can be em-
bedded in H. Then the set of simplices of δH consists of the hyperedges σ ∈ H whose associated
simplicial complexes ∆σ are subsets of H. In other words,
δH = {σ ∈ H | ∆σ ⊆ H}
= {τ ∈ ∆σ | ∆σ ⊆ H}. (2.3)
Let R be a commutative ring with unit. We use
∂∗ : C∗(∆H;R) −→ C∗−1(∆H;R), ∗ = 0, 1, 2, . . . ,
to denote the boundary maps of ∆H. For each n ≥ 0, let R(H)n be the collection of all the
linear combinations of the n-hyperedges in H with coefficients in R. Then R(H)∗ is a graded
sub-R-module of C∗(∆H;R). By [3, Section 2], the infimum chain complex is defined as
Infn(R(H)∗) = R(H)n ∩ ∂
−1
n (R(H)n−1), n ≥ 0,
which is the largest sub-chain complex of C∗(∆H;R) contained in R(H)∗ as graded sub-R-modules;
and the supremum chain complex is defined as
Supn(R(H)∗) = R(H)n + ∂n+1(R(H)n+1), n ≥ 0,
which is the smallest sub-chain complex of C∗(∆H;R) containing R(H)∗ as graded sub-R-modules.
By [3, Section 2], the canonical inclusion
ι : Infn(R(H)∗) −→ Supn(R(H)∗), n ≥ 0
induces an isomorphism
ι∗ : H∗({Infn(R(H)∗), ∂n |Infn(R(H)∗)}n≥0)
∼=
−→ H∗({Supn(R(H)∗), ∂n |Supn(R(H)∗)}n≥0). (2.4)
We call the homology groups in (2.4) the embedded homology of H. In particular, if H is a
simplcial complex, then the infimum chain complex equals to the supremum chain complex, and
the embedded homology is the same as the usual homology of simplcial complexes.
Let V and V ′ be two totally-ordered finite sets. Let H and H′ be hypergraphs on V and V ′
respectively. A morphism of hypergraphs from H to H′ is a map ϕ from V to V ′ such that for any
k ≥ 0, whenever σ = {v0, . . . , vk} is a hyperedge of H, ϕ(σ) = {ϕ(v0), . . . , ϕ(vk)} is a hyperedge
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of H′. Here v0, . . . , vk are distinct in V , but ϕ(v0), . . . , ϕ(vk) may not be distinct in V ′. Let
ϕ : H −→ H′ be such a morphism. By an argument similar to [3, Section 3.1], ϕ induces two
simplicial maps
δϕ : δH −→ δH′, ∆ϕ : ∆H −→ ∆H′
such that ϕ = (∆ϕ) |H and δϕ = ϕ |δH. The simplicial maps δϕ and ∆ϕ respectively induce
homomorphisms between the homology groups
(δϕ)∗ : H∗(δH) −→ H∗(δH
′), (2.5)
(∆ϕ)∗ : H∗(∆H) −→ H∗(∆H
′). (2.6)
Moreover, by [3, Proposition 3.7], we have an induced homomorphism between the embedded
homology
ϕ∗ : H∗(H) −→ H∗(H
′). (2.7)
In particular, if both H and H′ are simplicial complexes, then ϕ is a simplicial map and the three
homomorphisms (δϕ)∗, (∆ϕ)∗ and ϕ∗ are the same.
3 Stability of the persistent homology for hypergraphs
In this section, we define the Lp-bottleneck distance between the persistent homology for hyper-
graphs, for any 1 ≤ p ≤ +∞, and prove the stability. We first review the interleaving of persistent
modules in Subsection 3.1, then we prove a stability result for the persistent homology for hyper-
graphs, in Theorem 3.5, Subsection 3.2.
3.1 Interleavings of persistent modules and the stability
Let R be a commutative ring with unit. A persistent module over R is a family V = {Vt}t∈R of
R-modules, together with a family of homomorphisms νst : Vt −→ Vs for any t ≤ s, such that for
any t ∈ R, νtt = id and for any t ≤ s ≤ r, ν
r
s ◦ ν
s
t = ν
r
t (cf. [7, Definition 2.1]). In particular, if R
is a field F, then we call the persistent module V a persistent vector space over F.
Let V and V ′ be two persistent modules, with homomorphisms νst and ν
′s
t respectively. Let
ǫ ≥ 0. We say that V and V ′ are strongly ǫ-interleaved, if there exist two families of homomorphisms
{φt : Vt −→ V
′
t+ǫ}t∈R and {ψt : V
′
t −→ Vt+ǫ}t∈R such that for any t ≤ s, all of the followings hold
(cf. [7, Definition 4.2]):
(a). ψs ◦ ν′
s
t ◦ φt−ǫ = ν
s+ǫ
t−ǫ ;
(b). νs+ǫt+ǫ ◦ ψt = ψs ◦ ν
′s
t ;
(c). φs ◦ νst ◦ ψt−ǫ = ν
′s+ǫ
t−ǫ ;
(d). ν′
s+ǫ
t+ǫ ◦ φt = φs ◦ ν
s
t .
Suppose F is a field and V is a persistent vector space over F. For a persistent generator α
of V , we use b to denote the birth-time of α and use d to denote the death-time of α. Then
4
−∞ ≤ b < d ≤ +∞. The multiplicity µ(b, d) is the number of persistent generators whose birth-
time is b and death-time is d. The persistent diagram D(V) of V is the set of points (b, d) where
−∞ ≤ b < d ≤ +∞, counted with multiplicity µ(b, d), union all points (t, t), t ∈ R, counted with
infinite multiplicity (cf. [8, p. 106] and [7, Subsection 3.1]). Let D and D′ be two persistent
diagrams. The L∞-bottleneck distance between D and D′ is defined as
d∞B (D,D
′) = inf
γ
sup
x∈D
|x− γ(x)|,
where x ∈ D ranges over all points in D and γ ranges over all bijections of multisets from D to
D′. For 1 ≤ p < +∞, the Lp-bottleneck distance between D and D′ is defined as
dpB(D,D
′) = inf
γ
(∑
x∈D
|x− γ(x)|p
)1/p
.
Let V and V ′ be persistent vector spaces over a field F. It is proved in [7, Theorem 4.4] that if V
and V ′ are strongly ǫ-interleaved, then
d∞B (D(V), D(V
′)) ≤ ǫ. (3.1)
3.2 The stability of the persistent homology for hypergraphs
Let H be a hypergraph and let f, g : H −→ R be two real valued functions on H. The L∞-distance
between f and g is given by
||f − g||∞ = sup
σ
|f(σ)− g(σ)|,
where σ ranges over all hyperedges of H. For each t ∈ R, let
Hft := f
−1((−∞, t]), Hgt := g
−1((−∞, t]). (3.2)
Throughout this subsection, we take the persistent homology with coefficients in a field F. By a
direct argument, we have the next lemma.
Lemma 3.1. Let n ≥ 0. Suppose
||f − g||∞ ≤ ǫ (3.3)
for some ǫ > 0. Then the following persistent vector spaces are strongly ǫ-interleaved:
(i). the persistent embedded homology {Hn(H
f
t )}t∈R and {Hn(H
g
t )}t∈R;
(ii). the persistent homology {Hn(∆(H
f
t ))}t∈R and {Hn(∆(H
g
t ))}t∈R of the associated simplicial
complexes;
(iii). the persistent homology {Hn(δ(H
f
t ))}t∈R and {Hn(δ(H
g
t ))}t∈R of the lower-associated sim-
plicial complexes.
In the remaining part of this section, we use the following notations to denote the persistent
diagrams
D(H, f) := D({Hn(H
f
t )}t∈R),
D(∆H, f) := D({Hn(∆(H
f
t ))}t∈R),
D(δH, f) := D({Hn(δ(H
f
t ))}t∈R).
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The same notations also apply for g. We choose ǫ such that the equality holds in (3.3). For any
1 ≤ p ≤ +∞, we let the Lp-bottleneck distance between Hf and Hg be
dpB(DH
f , DHg) := max
{
dpB
(
D(H, f), D(H, g)
)
,
dpB
(
D(∆H, f), D(∆H, g)
)
, dpB
(
D(δH, f), D(δH, g)
)}
. (3.4)
Then by [7, Theorem 4.4], (3.1) and Lemma 3.1,
d∞B (DH
f , DHg) ≤ ||f − g||∞. (3.5)
We call d∞B (DH
f , DHg) defined in (3.4) the L∞-bottleneck distance between the persistent diagrams
of
Hf := {Hft | t ∈ R} and H
g := {Hgt | t ∈ R}.
The following stability theorem for hypergraphs follows from (3.5).
Theorem 3.2. Let H be a hypergraph. Let f and g be real-valued functions on H. Then the
bottleneck distance d∞B (DH
f , DHg) between the persistent diagrams induced from Hf and Hg is
bounded by the L∞-distance ||f − g||∞ between f and g.
Suppose H is a simplicial complex K. Then our bottleneck distance d∞B (DK
f , DKg) is reduced
to the classical bottleneck distance between the persistent diagram of Hn(K
f
t ) and the persistent
diagram of Hn(K
g
t ). In this particular case, Theorem 3.2 gives the stability of persistent diagrams
of simplicial complexes.
Corollary 3.3. Let K be a simplicial complex. Let f and g be real-valued functions on K. Then
the bottleneck distance d∞B (DK
f , DKg) between the persistent diagrams of the persistent homology
of Kf and Kg is bounded by the L∞-distance ||f − g||∞ between f and g.
For any 1 ≤ p < +∞, we have the following lemma.
Lemma 3.4. Let H be a hypergraph. Let card(∆H)n be the number of n-simplices of ∆H. Let f
and g be real-valued functions on H. Then for any 1 ≤ p < +∞,
dpB(DH
f , DHg) ≤ (card(∆H)n)
1/pd∞B (DH
f , DHg).
Proof. Since
d∞B
(
D(H, f), D(H, g)
)
= inf
γ
(
sup
x∈D(H,f)
|x− γ(x)|
)
,
we have that for any δ > 0, there exists γ such that
sup
x∈D(H,f)
|x− γ(x)| < d∞B
(
D(H, f), D(H, g)
)
+ δ.
Fix this γ. Then for any x ∈ D(H, f),
|x− γ(x)| < d∞B
(
D(H, f), D(H, g)
)
+ δ.
Consequently, ( ∑
x∈D(H,f)
|x− γ(x)|p
)1/p
<
(
card(D(H, f))
)1/p(
d∞B
(
D(H, f), D(H, g)
)
+ δ
)
.
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Here card(D(H, f)) is the number of elements (counted with multiplicities) in the multi-setD(H, f).
Letting δ → 0+, then our chosen γ varies. It follows that
dpB
(
D(H, f), D(H, g)
)
= inf
γ
( ∑
x∈D(H,f)
|x− γ(x)|p
)1/p
≤
(
card(D(H, f))
)1/p
d∞B
(
D(H, f), D(H, g)
)
. (3.6)
Similarly, we can obtain
dpB
(
D(∆H, f), D(∆H, g)
)
≤
(
card(D(∆H, f))
)1/p
d∞B
(
D(∆H, f), D(∆H, g)
)
(3.7)
and
dpB
(
D(δH, f), D(δH, g)
)
≤
(
card(D(δH, f))
)1/p
d∞B
(
D(δH, f), D(δH, g)
)
(3.8)
On the other hand, by the definition of homology groups, we have
card(D(H, f)) ≤ dim Infn(H),
card(D(∆H, f)) ≤ dimCn(∆H),
card(D(δH, f)) ≤ dimCn(δH).
Hence
max
{
card(D(H, f)), card(D(∆H, f)), card(D(δH, f))
}
≤ card(∆H)n. (3.9)
Therefore, by (3.6) - (3.9),
dpB(DH
f , DHg) ≤ (card(∆H)n)
1/pd∞B (DH
f , DHg).
The lemma is proved.
For 1 ≤ p < +∞, the stability of the Lp-bottleneck distance between the persistent diagrams
follows from Theorem 3.2 and Lemma 3.4. The stability of the Lp-bottleneck distance is bounded
by the number of n-simplices of ∆H. We have our Main Result I.
Theorem 3.5 (Main Result I). Let H be a hypergraph. Let card(∆H)n be the number of n-simplices
of ∆H. Let f and g be real-valued functions on H. Then for any 1 ≤ p ≤ +∞,
dpB(DH
f , DHg) ≤ (card(∆H)n)
1/p||f − g||∞.
Proof. Note that when p = +∞, we have (card(∆H)n)1/∞ = 1 and the theorem follows from
Theorem 3.2. And when 1 ≤ p < +∞, the proof follows immediately from Theorem 3.2 and
Lemma 3.4.
At the end of this section, we give some examples. For each m ≥ 0, we use ∆[m] to denote the
simplicial complex consisting of the m-simplex together with all its faces. Let a ∈ R and ǫ > 0.
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Example 3.6. Let H be a graph given by a one-point wedge sum of k triangles. We can write
H =
∨
k
sk1(∆[2]).
Suppose v0 is the intersecting vertex of the k triangles. Let f and g be real-valued functions on H
given by f(v0) = a + ǫ, f(σ) = a for any σ ∈ H \ {v0}, and g(σ) = a for any σ ∈ H. Here σ
represents a hyperedge, that is, σ is either a vertex or an edge. Then
d∞B
(
D(δH, f), D(δH, g)
)
= ǫ,
d∞B
(
D(H, f), D(H, g)
)
= 0,
d∞B
(
D(∆H, f), D(∆H, g)
)
= 0;
and for any 1 ≤ p < +∞,
dpB
(
D(δH, f), D(δH, g)
)
= k1/pǫ,
dpB
(
D(H, f), D(H, g)
)
= 0,
dpB
(
D(∆H, f), D(∆H, g)
)
= 0.
Note that ||f − g||∞ = ǫ. And card(∆H)1 = 3k.
Example 3.7. Let m ≥ 3. Let H be the hypergraph given by a single m-simplex (without all its
boundaries) together with all its 1-faces. That is,
H = {σ ∈ ∆[m] | dimσ = 1 or m}.
Let f and g be real-valued functions on H given by
f(σ) =
{
a+ ǫ, dimσ = 1,
a, dimσ = m
and g(σ) = a for any σ ∈ H. Then
d∞B
(
D(δH, f), D(δH, g)
)
= 0,
d∞B
(
D(H, f), D(H, g)
)
= ǫ,
d∞B
(
D(∆H, f), D(∆H, g)
)
= 0.
And for any 1 ≤ p < +∞,
dpB
(
D(δH, f), D(δH, g)
)
= 0,
dpB
(
D(H, f), D(H, g)
)
=
(m(m− 1)
2
)1/p
ǫ,
dpB
(
D(∆H, f), D(∆H, g)
)
= 0.
Note that ||f − g||∞ = ǫ. And card(∆H)1 =
(
m+1
2
)
.
Example 3.8. Let k ≥ 1. Let H be the hypergraph given by
H = {{v0, v1, v2}, {v1, v3}, {v2, v3},
{v4, v5, v6}, {v5, v7}, {v6, v7},
. . . ,
{v4k−4, v4k−3, v4k−2}, {v4k−3, v4k−1}, {v4k−2, v4k−1}}.
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Let f and g be constant functions on H given by f(σ) = a and g(σ) = a+ ǫ for any σ ∈ H. Then
d∞B
(
D(δH, f), D(δH, g)
)
= 0,
d∞B
(
D(H, f), D(H, g)
)
= 0,
d∞B
(
D(∆H, f), D(∆H, g)
)
= ǫ.
And for any 1 ≤ p < +∞,
dpB
(
D(δH, f), D(δH, g)
)
= 0,
dpB
(
D(H, f), D(H, g)
)
= 0,
dpB
(
D(∆H, f), D(∆H, g)
)
= k1/pǫ.
Note that ||f − g||∞ = ǫ. And card(∆H)1 = 5k.
4 Persistent morphisms and persistent homology for hyper-
graphs
In this section, we show that a perisistent morphism between two hypergraphs will induce a com-
mutative diagram of persistent homology.
Let {Ht}t∈R be a filtration of H and {H′t}t∈R be a filtration of H
′. For any real numbers a ≤ b,
let ia,b : Ha −→ Hb and i′a,b : H
′
a −→ H
′
b be the canonical inclusions. A persistent morphism of
hypergraphs is a family {ϕt}t∈R where for each t ∈ R, ϕt : Ht −→ H′t is a morphism of hypergraphs,
and for any real numbers a ≤ b, the diagram commutes
Ha
ϕa
//
ia,b

H′a
i′a,b

Hb
ϕb
// H′b.
The persistent morphism of hypergraphs defined above will induce persistent simplicial maps,
which are represented as the horizontal maps in the following commutative diagram:
∆(Ht)
∆(ϕt)
// ∆(H′t)
δ(Ht)
OO
δ(ϕt)
// δ(H′t).
OO
Here the vertical maps in the commutative diagram are the canonical inclusions of the lower-
associated simplicial complexes into the associated simplicial complexes. We note that the families
of associated simplicial complexes {∆(Ht)}t∈R and {∆(H′t)}t∈R give filtrations of the associated
simplicial complexes ∆H and ∆H′ respectively. We also note that the families of lower-associated
simplicial complexes {δ(Ht)}t∈R and {δ(H′t)}t∈R give filtrations of the lower-associated simplicial
complexes δH and δH′ respectively.
LetR be a commutative ring with unit. The persistent simplicial map∆(ϕt) induces a persistent
chain map between persistent chain complexes
∆(ϕt)# : C∗(∆(Ht);R) −→ C∗(∆(H
′
t);R).
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Let ∂∗ and ∂
′
∗ be the boundary maps of C∗(∆(Ht);R) and C∗(∆(H
′
t);R) respectively. Note that
for each n ≥ 0 and each t ∈ R, ∆(ϕt)# sends R((Ht)n) to R((H′t)n), sends ∂n+1R((Ht)n+1) to
∂′n+1R((Ht)n+1), and sends ∂
−1
n R((Ht)n−1) to ∂
′−1
n R((H
′
t)n−1). Hence for each t ∈ R, ∆(ϕt)#
sends Sup∗(Ht) to Sup∗(H
′
t), and sends Inf∗(Ht) to Inf∗(H
′
t). Therefore, the persistent morphism
of hypergraphs defined above will induce persistent chain maps between persistent chain complexes,
which are represented as the horizontal maps in the following commutative diagram:
C∗(∆(Ht);R)
∆(ϕt)#
// C∗(∆(H′t);R)
Sup∗(Ht)
OO
Sup(ϕt)
// Sup∗(H
′
t)
OO
Inf∗(Ht)
ιt
OO
Inf(ϕt)
// Inf∗(H
′
t)
ι′t
OO
C∗(δ(Ht);R)
OO
δ(ϕt)#
// C∗(δ(H′t);R).
OO
Here the vertical maps in the commutative diagram are the canonical inclusions of persistent sub-
chain complexes. We use ιt and ι
′
t to denote the canonical inclusions from the persistent infimum
chain complexes into the persistent supremum chain complexes. For each t ∈ R, the chain maps
∆(ϕt)# and δ(ϕt)# are induced from the simplicial maps ∆(ϕt) and δ(ϕt) respectively. The chain
maps Sup(ϕt) and Inf(ϕt) are the restrictions of ∆(ϕt)# to the supremum chain complexes and
the infimum chain complexes respectively.
For each t ∈ R, we take the kernels of the chain maps ∆(ϕt)#, Sup(ϕt), Inf(ϕt) and δ(ϕt)#.
We have a commutative diagram of persistent chain complexes
Ker(∆(ϕt)#) // C∗(∆(Ht);R)
Ker(Sup(ϕt)) //
OO
Sup∗(Ht)
OO
Ker(Inf(ϕt)) //
ιt|Ker
OO
Inf∗(Ht)
ιt
OO
Ker(δ(ϕt)#) //
OO
C∗(δ(Ht);R)
OOOO
where all the vertical maps and the horizontal maps are canonical inclusions of persistent sub-
chain complexes. We use ιt |Ker to denote the restriction of ιt to the persistent sub-chain complex
Ker(Inf(ϕt)).
Simliarly, for each t ∈ R, we take the cokernels of the chain maps ∆(ϕt)#, Sup(ϕt), Inf(ϕt) and
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δ(ϕt)#. We have a commutative diagram of persistent chain complexes
C∗(∆(H′t);R) // Coker(∆(ϕt)#)
Sup∗(H
′
t)
OO
// Coker(Sup(ϕt))
OO
Inf∗(H
′
t)
ι′t
OO
// Coker(Inf(ϕt))
(ι′t)
Coker
OO
C∗(δ(H′t);R)
OO
// Coker(δ(ϕt)#)
OO
where all the vertical maps in the left column are canonical inclusions of persistent sub-chain
complexes and all the horizontal maps are quotient maps of persistent chain complexes. We
use (ι′t)
Coker to denote the persistent chain map between the cokernels, induced from ι′t. The
map (ι′t)
Coker sends a coset x + Im(Inf(ϕt)) in Coker(Inf(ϕt)), where x ∈ Inf∗(H′t), to the coset
x + Im(Sup(ϕt)) in Coker(Sup(ϕt)). By chasing diagrams, we note that the vertical maps of
cokernels in the right column are well-defined chain maps, but may not be inclusions.
By taking the homology groups of simplicial complexes as well as the embedded homology
groups of hypergraphs, all the persistent chain maps in the above three commutative diagrams will
induce persistent homomorphisms between persistent homology groups. The following diagram
commutes:
H∗(Ker(∆(ϕt)#)) // H∗(∆(Ht);R)
∆(ϕt)∗
// H∗(∆(H′t);R) // H∗(Coker(∆(ϕt)#))
H∗(Ker(Sup(ϕt))) //
OO
H∗(Ht)
OO
Sup(ϕt)∗
// H∗(H
′
t)
OO
// H∗(Coker(Sup(ϕt)))
OO
H∗(Ker(Inf(ϕt))) //
(ιt|Ker)∗
OO
H∗(Ht)
(ιt)∗
OO
Inf(ϕt)∗
// H∗(H′t)
(ι′t)∗
OO
// H∗(Coker(Inf(ϕt)))
((ι′t)
Coker)∗
OO
H∗(Ker(δ(ϕt)#)) //
OO
H∗(δ(Ht);R)
OO
δ(ϕt)∗
// H∗(δ(H
′
t);R)
OO
// H∗(Coker(δ(ϕt)#)).
OO
Here {∆(ϕt)∗}t∈R, {Sup(ϕt)∗}t∈R, {Inf(ϕt)∗}t∈R and {δ(ϕt)∗}t∈R are the persistent homomor-
phisms induced from the persistent chain maps {∆(ϕt)#}t∈R, {Sup(ϕt)}t∈R, {Inf(ϕt)}t∈R and
{δ(ϕt)#}t∈R respectively. And (ιt |Ker)∗, (ιt)∗, (ι′t)∗ and ((ι
′
t)
Coker)∗ are persistent homomorphisms
induced from the persistent chain maps ιt |Ker, ιt, ι′t and (ι
′
t)
Coker repspectively.
Lemma 4.1. For each t ∈ R, (ιt)∗ and (ι′t)∗ are isomorphisms. Hence Inf(ϕt)∗ and Sup(ϕt)∗ give
the same homomorphism, which will be denoted as (ϕt)∗ : H∗(Ht) −→ H∗(H′t).
Proof. For each n ≥ 0, by [3, Proof of Proposition 2.4],
Hn(Inf∗(Ht)) = Ker(∂n |R((Ht)n))/R((Ht)n) ∩ ∂n+1R((Ht)n+1),
Hn(Sup∗(Ht)) =
(
∂n+1R((Ht)n+1) +Ker(∂n |R((Ht)n))
)
/∂n+1R((Ht)n+1)
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and the same formulas hold for H′t. Hence the following diagram commutes
Hn(Sup∗(Ht))
Sup(ϕt)∗
// Hn(Sup∗(H
′
t))
Hn(Inf∗(Ht))
Inf(ϕt)∗
//
(ιt)∗
OO
Hn(Inf∗(H′t)).
(ι′t)∗
OO
By the isomorphism theorem of R-modules, both (ιt)∗ and (ι
′
t)∗ are isomorphisms. Hence by the
commutative diagram, Inf(ϕt)∗ and Sup(ϕt)∗ give the same homomorphism of R-modules.
5 Pull-back filtrations and push-forward filtrations for hy-
pergraphs, and persistent homology
In this section, we show that a morphism between two hypergraphs will give a pull-back filtration
and a push-forward filtration, and both of the pull-back filtration and the push-forward filtration
will induce commutative diagrams of persistent homology.
Let H and H′ be two hypergraphs with vertex-sets V and V ′ respectively. Let ϕ : H −→ H′
be a morphism of hypergraphs. Then ϕ sends a hyperedge {v0, . . . , vn} of H to a hyperedge
{ϕ(v0), . . . , ϕ(vn)} of H′, where v0, . . . , vn are distinct vertices in V while ϕ(v0), . . . , ϕ(vn) are
vertices in V ′ that may not be distinct. The pull-back filtration and the push-forward filtration
induced from ϕ are defined as follows:
(a). Suppose {H′t}t∈R is a filtration of H
′. We have a pull-back filtration {ϕ∗H′t}t∈R of H induced
from ϕ, where for each t ∈ R,
ϕ∗H′t = {σ ∈ H | ϕ(σ) ∈ H
′
t}.
(b). Suppose {Ht}t∈R is a filtration of H. We have a push-forward filtration {ϕ∗Ht}t∈R of H′
induced from ϕ, where for each t ∈ R,
ϕ∗Ht = {ϕ(σ) | σ ∈ Ht}.
For both the pull-back filtrations and the push-forward filtrations, the morphism ϕ will induce
persistent morphisms in canonical ways, hence will induce commutative diagrams of persistent
homology:
(A). Suppose {H′t}t∈R is a filtration of H
′ and {ϕ∗H′t}t∈R is the pull-back filtration of H induced
from ϕ. Then we have a persistent morphism
ϕ∗t : ϕ
∗H′t −→ H
′
t, t ∈ R,
of hypergraphs where for each t ∈ R, ϕ∗t is the restriction of ϕ to ϕ
∗H′t. Consequently, we
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have a commutative diagram of persistent homology
H∗(Ker(∆(ϕ
∗
t )#)) // H∗(∆(ϕ
∗H′t);R)
∆(ϕ∗t )∗
// H∗(∆(H′t);R) // H∗(Coker(∆(ϕ
∗
t )#))
H∗(Ker(Sup(ϕ
∗
t )))
))❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
OO
H∗(Coker(Sup(ϕ
∗
t )))
OO
H∗(ϕ
∗H′t)
OO
(ϕ∗t )∗
// H∗(H
′
t)
OO
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
))❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
H∗(Ker(Inf(ϕ
∗
t )))
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
(ιt|Ker)∗
OO
H∗(Coker(Inf(ϕ
∗
t )))
((ι′t)
Coker)∗
OO
H∗(Ker(δ(ϕ
∗
t )#)) //
OO
H∗(δ(ϕ
∗H′t);R)
OO
δ(ϕ∗t )∗
// H∗(δ(H′t);R)
OO
// H∗(Coker(δ(ϕ
∗
t )#)).
OO
(B). Suppose {Ht}t∈R is a filtration of H and {ϕ∗Ht}t∈R is the push-forward filtration of H′
induced from ϕ. Then we have a persistent morphism
ϕ∗t : Ht −→ ϕ∗Ht, t ∈ R,
of hypergraphs where for each t ∈ R, ϕ∗t is the restriction of ϕ to Ht. Consequently, we have
a commutative diagram of persistent homology
H∗(Ker(∆(ϕ∗t)#)) // H∗(∆(Ht);R)
∆(ϕ∗t)∗
// H∗(∆(ϕ∗Ht);R) // H∗(Coker(∆(ϕ∗t)#))
H∗(Ker(Sup(ϕ∗t)))
))❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
OO
H∗(Coker(Sup(ϕ∗t)))
OO
H∗(Ht)
OO
(ϕ∗t)∗
// H∗(ϕ∗Ht)
OO
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
))❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
H∗(Ker(Inf(ϕ∗t)))
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧
(ιt|Ker)∗
OO
H∗(Coker(Inf(ϕ∗t)))
((ι′t)
Coker)∗
OO
H∗(Ker(δ(ϕ∗t)#)) //
OO
H∗(δ(Ht);R)
OO
δ(ϕ∗t)∗
// H∗(δ(ϕ∗Ht);R)
OO
// H∗(Coker(δ(ϕ∗t)#)).
OO
6 Stability of the persistent homology for the pull-back fil-
trations and the push-forward filtrations for hypergraphs
In this section, we define the L∞-bottleneck distance between the persistent linear maps of per-
sistent homology for hypergraphs. We prove the stability. We first give some algebraic auxiliary
results for persistent homomorphisms between persistent modules in Subsection 6.1, then we prove
a stability result for the persistent linear maps between persistent homology for hypergraphs, in
Theorem 6.5, Subsection 6.2.
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6.1 Interleavings of persistent homomorphisms between persistent mod-
ules and the stability
Let R be a commutative ring with unit and let
V = {Vt}t∈R, U = {Ut}t∈R,
V ′ = {V ′t }t∈R, U
′ = {Ut}t∈R
be persistent modules over R. For any t ≤ s, suppose
νst : Vt −→ Vs, µ
s
t : Ut −→ Us,
ν′
s
t : V
′
t −→ V
′
s , µ
′s
t : U
′
t −→ U
′
s
are the canonical homomorphisms for the persistent modules V , U , V ′ and U ′ respectively. Let
Φ : V −→ U and Φ′ : V ′ −→ U ′ be persistent homomorphisms of persistent modules. We have
persistent sub-R-modules
Ker(Φ) := {Ker(Φt)}t∈R
of V and
Im(Φ) := {Im(Φt)}t∈R
of U . And we have a persistent quotient R-module
Coker(Φ) := {Coker(Φt)}t∈R
of U . Note that as persistent R-modules,
V/Ker(Φ) ∼= Im(Φ), U/Im(Φ) ∼= Coker(Φ).
Similarly, the same notations and statements apply for Φ′. Let ǫ > 0. We say that Φ and Φ′ are
strongly ǫ-interleaved, if all of the followings are satisfied:
(a). there exist two families of homomorphisms {αt : Vt −→ V
′
t+ǫ}t∈R and {α
′
t : V
′
t −→ Vt+ǫ}t∈R
such that V and V ′ are strongly ǫ-interleaved via these two families of homomorphisms;
(b). there exist two families of homomorphisms {βt : Ut −→ U ′t+ǫ}t∈R and {β
′
t : U
′
t −→ Ut+ǫ}t∈R
such that U and U ′ are strongly ǫ-interleaved via these two families of homomorphisms;
(c). for any t ≤ s, the following diagrams commute
Vt
νst
//
Φt

Vs
Φs

V ′t
ν′st
//
Φ′t

V ′s
Φ′s

Ut
µst
// Us, U
′
t
µ′st
// U ′s,
Vt
αt
//
Φt

V ′t+ǫ
Φ′t+ǫ

V ′t
α′t
//
Φ′t

Vt+ǫ
Φt+ǫ

Ut
βt
// U ′t+ǫ, U
′
t
β′t
// Ut+ǫ.
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By chasing the commutative diagrams, we have the next lemma.
Lemma 6.1. Suppose two persistent homomorphisms Φ : V −→ U and Φ′ : V ′ −→ U ′ are strongly
ǫ-interleaved. Then the following persistent homomorphisms are also strongly ǫ-interleaved:
(i). Φ : Ker(Φ) −→ 0 and Φ′ : Ker(Φ′) −→ 0;
(ii). Φ/Ker : V/Ker(Φ) −→ Im(Φ) and Φ′/Ker : V ′/Ker(Φ′) −→ Im(Φ′);
(iii). Φ/Im : 0 −→ Coker(Φ) and Φ′/Im : 0 −→ Coker(Φ′).
Proof. Let t ∈ R. Note that both βt and β′t send 0 to 0. By the commutative diagrams, αt
sends Ker(Φt) to Ker(Φ
′
t+ǫ) and α
′
t sends Ker(Φ
′
t) to Ker(Φt+ǫ). Hence (i) follows. Moreover, we
have two families of homomorphisms {αt/Ker : Vt/Ker(Φt) −→ V ′t+ǫ/Ker(Φ
′
t+ǫ)}t∈R and {α
′
t/Ker :
V ′t /Ker(Φ
′
t) −→ Vt+ǫ/Ker(Φt+ǫ)}t∈R. By checking the four commutative diagrams in (c), we
obtain that Φ/Ker and Φ′/Ker are strongly ǫ-interleaved via {αt/Ker}t∈R, {α′t/Ker}t∈R, {βt}t∈R
and {β′t}t∈R. Hence (ii) follows. Similarly, we have two families of homomorphisms {βt/Im :
Ut/Im(Φt) −→ U ′t+ǫ/Im(Φ
′
t+ǫ)}t∈R and {β
′
t/Im : U
′
t/Im(Φ
′
t) −→ Ut+ǫ/Im(Φt+ǫ)}t∈R. Hence (iii)
follows.
The next corollary (i), (ii) and (iii) follow from Lemma 6.1 (i), (ii) and (iii) respectively.
Corollary 6.2. Suppose two persistent homomorphisms Φ : V −→ U and Φ′ : V ′ −→ U ′ are
strongly ǫ-interleaved. Then the following persistent R-modules are also strongly ǫ-interleaved:
(i). Ker(Φ) and Ker(Φ′);
(ii). V/Ker(Φ) and V ′/Ker(Φ′), or equivalently, Im(Φ) and Im(Φ′);
(iii). Coker(Φ) and Coker(Φ′).
Suppose R is a field F. We may choose a persistent basis b(Ker(Φ)) for Ker(Φ). Then we
may extend b(Ker(Φ)) to a persistent basis b(Ker(Φ)) ⊔ b(Φ) of V , where b(Φ) is a persistent basis
for V/Ker(Φ). The persistent linear map Φ sends b(Φ) bijectively to a persistent basis Φ(b(Φ)) of
Im(Φ). We may extend Φ(b(Φ)) to a persistent basis Φ(b(Φ))⊔b(Coker(Φ)) of U , where b(Coker(Φ))
is a persistent basis for Coker(Φ). Similarly, we have persistent bases b(Ker(Φ′)) for Ker(Φ′), b(Φ′)
for V ′/Ker(Φ′), Φ′(b(Φ′)) for Im(Φ′), and b(Coker(Φ′)) for Coker(Φ′). By taking the birth-times
and the death-times of the elements in the persistent bases, we have the corresponding persistent
diagrams.
Lemma 6.3. Let F be a field. Suppose the persistent F-linear maps Φ : V −→ U and Φ′ : V ′ −→ U ′
are strongly ǫ-interleaved. Then
(i). d∞B (D(Ker(Φ)), D(Ker(Φ
′))) ≤ ǫ;
(ii). d∞B (D(V/Ker(Φ)), D(V
′/Ker(Φ′))) ≤ ǫ, or equivalently, d∞B (D(Im(Φ)), D(Im(Φ
′))) ≤ ǫ;
(iii). d∞B (D(Coker(Φ)), D(Coker(Φ
′))) ≤ ǫ.
Proof. By applying [7, Theorem 4.4] to Corollary 6.2 (i), (ii) and (iii) respectively, we obtain (i),
(ii) and (iii) in Lemma 6.3.
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We define the persistent diagram of a persistent linear map Φ as the triple:
D(Φ) = (D(Ker(Φ)), D(Im(Φ)), D(Coker(Φ))).
The same notation also applies for Φ′. We define the L∞-bottleneck distance between two persistent
linear maps Φ and Φ′ as the maximal value:
d∞B (D(Φ), D(Φ
′)) = max{d∞B (D(Ker(Φ)), D(Ker(Φ
′))),
d∞B (D(Im(Φ)), D(Im(Φ
′))),
d∞B (D(Coker(Φ)), D(Coker(Φ
′)))}.
The next proposition follows from Lemma 6.3.
Proposition 6.4. Suppose two persistent linear maps Φ and Φ′ are strongly ǫ-interleaved. Then
d∞B (D(Φ), D(Φ
′)) ≤ ǫ.
6.2 The stability of pull-backs and push-forwards of the persistent ho-
mology of hypergraphs
Let H and H′ be two hypergraphs on the vertex-sets V and V ′ respectively. Let ϕ : H −→ H′ be
a morphism of hypergraphs. Let
f, g : H −→ R and f ′, g′ : H′ −→ R
be real-valued functions on H and H′ respectively. We have filtrations
Hft = f
−1((−∞, t]), Hgt = g
−1((−∞, t]), t ∈ R
of H and filtrations
H′
f ′
t = f
′−1((−∞, t]), H′
g′
t = g
′−1((−∞, t]), t ∈ R
on H′. Induced by the morphism ϕ, we have the pull-back filtrations
ϕ∗(H′
f ′
t ), ϕ
∗(H′
g′
t ), t ∈ R
on H and the push-forward filtrations
ϕ∗(H
f
t ), ϕ∗(H
g
t ), t ∈ R
on H′. By letting Ht be H
f
t and H
g
t respectively in the commutative diagram in (B), Section 5,
we have two commutative diagrams of persistent homology, corresponding to f and g respectively.
In the commutative diagram corresponding to f (or g), we denote each homomorphism (there are
twenty-one such homomorphisms in the commutative diagram) as Φf (or Φg). On the other hand,
by letting H′t be H
′f
′
t and H
′g
′
t respectively in the commutative diagram of persistent homology
in (A), Section 5, we have two commutative diagrams of persistent homology, corresponding to
f ′ and g′ respectively. In the commutative diagram corresponding to f ′ (or g′), we denote each
homomorphism (there are twenty-one such homomorphisms in the commutative diagram) as Φ′f ′
(or Φ′g′). We have our Main Result II.
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Theorem 6.5 (Main Result II). Let ǫ > 0. Suppose the persistent homology is with field coeffi-
cients.
(i). If ||f − g||∞ ≤ ǫ, then each of the persistent linear map among the twenty-one persistent
linear maps in the commutative diagram in (B) (cf. Section 5), denoted as Φf and Φg,
satisfies
d∞B (D(Φf ), D(Φg)) ≤ ǫ;
(ii). If ||f ′ − g′||∞ ≤ ǫ, then each of the persistent linear map among the twenty-one persistent
linear maps in the commutative diagram in (A) (cf. Section 5), denoted as Φ′f ′ and Φ
′
g′ ,
satisfies
d∞B (D(Φ
′
f ′), D(Φ
′
g′)) ≤ ǫ.
Proof. (i). Suppose ||f − g||∞ ≤ ǫ and let Φf and Φg be the persistent linear maps. It can be
verified that Φf and Φg are strongly ǫ-interleaved. By Proposition 6.4, we have (i).
(ii). Suppose ||f ′ − g′||∞ ≤ ǫ and let Φ′f ′ and Φ
′
g′ be the persistent linear maps. It can be
verified that Φ′f ′ and Φ
′
g′ are strongly ǫ-interleaved. By Proposition 6.4, we have (ii).
By the end of this section, we discuss some particular cases of Theorem 6.5. Suppose ||f−g||∞ =
ǫ. Consider the persistent morphisms of hypergraphs
(ϕf )∗t : H
f
t −→ (ϕf )∗H
f
t , t ∈ R,
(ϕg)∗t : H
g
t −→ (ϕg)∗H
g
t , t ∈ R
induced from f and g respectively. By taking the persistent embedded homology with coefficients
in a field, it follows from Theorem 6.5 (i) that
d∞B (D((((ϕf )∗t)∗), D(((ϕg)∗t)∗)) ≤ ||f − g||∞. (6.1)
Suppose ||f ′ − g′||∞ = ǫ. Consider the persistent morphisms of hypergraphs
(ϕf ′)
∗
t : (ϕf ′)
∗(H′
f ′
t ) −→ H
′f
′
t , t ∈ R
(ϕg′)
∗
t : (ϕg′)
∗(H′
g′
t ) −→ H
′g
′
t , t ∈ R
induced from f ′ and g′ respectively. By taking the persistent embedded homology with coefficients
in a field, it follows from Theorem 6.5 (ii) that
d∞B (D(((ϕf ′ )
∗
t )∗), D(((ϕg′ )
∗
t )∗)) ≤ ||f
′ − g′||∞. (6.2)
The inequalities (6.1) and (6.2) give the stability of the persistent linear maps between the persistent
embedded homology.
Similarly, as particular cases of Theorem 6.5, we can give the stability of the persistent linear
maps between the persistent homology of associated simplicial complexes:
d∞B (D((∆((ϕf )∗t)∗), D(∆((ϕg)∗t)∗)) ≤ ||f − g||∞,
d∞B (D(∆((ϕf ′ )
∗
t )∗), D(∆((ϕg′ )
∗
t )∗)) ≤ ||f
′ − g′||∞;
and the stability of the persistent linear maps between the persistent homology of lower-associated
simplicial complexes:
d∞B (D((δ((ϕf )∗t)∗), D(δ((ϕg)∗t)∗)) ≤ ||f − g||∞,
d∞B (D(δ((ϕf ′ )
∗
t )∗), D(δ((ϕg′ )
∗
t )∗)) ≤ ||f
′ − g′||∞.
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7 Further discussions: evolutions of collaboration networks
Hypergraph is a standard mathematical model for collaboration networks. One of the most stan-
dard collaboration networks is the social network of scientific collaborations (cf. [1]), whose vertices
are the scientific researchers and whose hyperedges are the collaborative groups. There are also
other collaboration networks, such as the social network of cooperatives, and the network of cells
in a life body (cf. [12]). Hopefully, we expect that collaboration networks have relatively high
efficiencies and relatively low polarizations.
An important question is that as time goes on, how does a collaboration network evolve (cf.
[1, 11]). In this section, by using the stability of the persistent homology for hypergraphs in
Theorem 3.5 and the stability of the persistent homomorphisms between the persistent homology
in Theorem 6.5, we give a potential homological approach for the evolution problem of collaboration
networks.
We use T ∈ R to denote the time. Let H(T ) be the hypergraph representing the evolving
collaboration network at time T . For a hyperedge σ of H(T ), we use a real value fT (σ) to measure
the property of σ at time T (alternatively, for a vertex v of H(T ), we may also use a real value
fT (v) to measure the property of v at time T ). For any t ∈ R, we construct the level hypergraph
HfTt (T ) induced by the function fT (cf. (3.2) in Subsection 3.2). We have a filtration {H
fT
t (T )}t∈R
ofH(T ). For any T ≤ T ′, as the collaboration network evolves, we have a morphism of hypergraphs
ϕ(T, T ′) : H(T ) −→ H(T ′).
For the scientific collaboration network, ϕ(T, T ′) is an inclusion. While for other collaboration
networks, in order to construct ϕ(T, T ′), some minor adjustments on the hypergraph model may
be required.
(I). We consider the function fT ′ on H(T ′). Then induced by ϕ(T, T ′), we have a pull-back
filtration {ϕ(T, T ′)∗(H
fT ′
t (T
′))}t∈R on H(T ), and a persistent morphism of hypergraphs
ϕ(T, T ′)∗t : ϕ(T, T
′)∗(H
fT ′
t (T
′)) −→ H
fT ′
t (T
′).
(II). We consider the function fT on H(T ). Then induced by ϕ(T, T ′), we have a push-forward
filtration {ϕ(T, T ′)∗(H
fT
t (T ))}t∈R on H(T
′), and a persistent morphism of hypergraphs
ϕ(T, T ′)∗t : H
fT
t (T ) −→ ϕ(T, T
′)∗(H
fT
t (T )).
By applying the commutative diagram of persistent homology in (A), Section 5, to the pull-back
filtration in (I), we obtain twenty-one persistent homomorphisms of persistent homology; and by
applying the commutative diagram of persistent homology in (B), Section 5, to the push-forward
filtration in (II), we obtain twenty-one persistent homomorphisms of persistent homology. By
Theorem 6.5, the bottleneck distances between the persistent diagrams are stable with respect
to fT and fT ′ . Recall that fT and fT ′ are our measurements. Hence our method of persistent
homomorphisms between persistent homology is stable under diffusions. The persistent diagrams
in Theorem 6.5 of persistent homomorphisms may be potentially applied to measure the evolution
of the collaboration network.
Similarly, we may also apply Theorem 3.5 and compute the persistent homology of HfTt (T ),
for all possible real numbers t and all the possible times T . Since the bottleneck distances are
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stable with respect to fT , the persistent method is stable as well. Potentially, we may also apply
the persistent diagrams in Theorem 3.5 of persistent homology to measure the evolution of the
collaboration network.
References
[1] A.L. Barabási, H. Jeong, Z. Néda and E. Ravasz, A. Schubert and T. Vicsekbe, Evolution
of the social network of scientific collaborations. Physica A: Statistical Mechanics and its
Applications 311(3)-(4) (2002), 590-614.
[2] C. Berge, Graphs and hypergraphs. North-Holland Mathematical Library, Amsterdam, 1973.
[3] S. Bressan, J. Li, S. Ren and J. Wu, The embedded homology of hypergraphs and applications.
Asian Journal of Mathematics 23(3) (2019), 479-500.
[4] P. Bubenik, Statistical topological data analysis using persistent landscapes. Journal of Machine
Learning Research 16 (2015), 77-102.
[5] P. Bubenik and P. Dlotko, A persistence landscapes toolbox for topological statistics. Journal
of Symbolic Computing 78 (2017), 91-114.
[6] G. Carlsson, Topology and data. Bulletin of the American Mathematical Society 46(2) (2009),
255-308.
[7] F. Chazal, D. Cohen-Steiner, M. Glisse, L.J. Guibas and S.Y. Oudot, Proximity of persistence
modules and their diagrams. Proceedings of the 25-th annual symposium on computational
geometry, ACM, 2009, 237-246.
[8] D. Cohen-Steiner, H. Edelsbrunner and J. Harer, Stability of persistence diagrams. Discrete
and Computational Geometry 37 (2007), 103-120.
[9] H. Edelsbrunner, D. Letscher and A. Zomorodian, Topological persistence and simplification.
Discrete and Computational Geometry 28 (2002), 511-533.
[10] R. Ghrist, Barcodes: the persistent topology of data. Bulletin of the American Mathematical
Society 45(1) (2008), 61-75.
[11] J.L. Guo, X.Y. Zhu, Q. Suo and J. Forrest, Non-uniform evolving hypergraphs and weighted
evolving hypergraphs. Nature, Scientific Reports 6 (2016), Article number 36648.
[12] S. Klamt, U. Haus and F. Theis, Hypergraphs and cellular networks. PLoS Computational
Biology 5(5) (2009), Article number e1000385.
[13] Y. Mileyko, S. Mukherjee and J. Harer, Probability measures on the space of persistence
diagrams. Inverse Problems 27(12) (2011), Article number 124007.
[14] A.D. Parks and S.L. Lipscomb, Homology and hypergraph acyclicity: a combinatorial invariant
for hypergraphs. Naval Surface Warfare Center, 1991.
[15] A. Patel, Generalized persistence diagrams. Journal of Applied and Computational Topology
1(3) (2018), 397-419.
19
[16] K. Turner, Y. Mileyko, S. Mukherjee and J. Harer, Fréchet means for distributions on persis-
tence diagrams. Discrete and Computational Geometry 52(1) (2014), 44-70.
[17] A. Zomorodian and G. Carlsson, Computing persistent homology. Discrete and Computational
Geometry 33(2) (2005), 249-274.
Shiquan Ren
Address: Yau Mathematical Sciences Center, Tsinghua University, China 100084.
e-mail: srenmath@126.com
Jie Wu
Address: School of Mathematics and Information Science, Hebei Normal University, China
050024.
e-mail: wujie@hebtu.edu.cn
20
