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Constraint qualifications and optimality
conditions in bilevel optimization
Jane J. Ye
Abstract In this paper we study constraint qualifications and optimality conditions
for bilevel programming problems. We strive to derive checkable constraint qualifi-
cations in terms of problemdata and applicable optimality conditions. For the bilevel
program with convex lower level program we discuss drawbacks of reformulating a
bilevel programming problem by the mathematical program with complementarity
constraints and present a new sharp necessary optimality condition for the reformu-
lation by the mathematical program with a generalized equation constraint. For the
bilevel programwith a nonconvex lower level programwe propose a relaxed constant
positive linear dependence (RCPLD) condition for the combined program.
1 Introduction
In this paper we onsider the following bilevel program:
(BP) min F(x, y)
s.t. y ∈ S(x), G(x, y) ≤ 0, H(x, y) = 0,
where S(x) denotes the solution set of the lower level program
(Px) min
y∈Γ(x)
f (x, y),
where Γ(x) := {y ∈ Rm : g(x, y) ≤ 0, h(x, y) = 0} is the feasible region of the lower
level program, F : Rn × Rm → R, G : Rn × Rm → Rp and H : Rn × Rm → Rq
f : Rn × Rn → R, g : Rn × Rm → Rr, h : Rn × Rm → Rs . Throughout the paper,
for simplicity we assume that S(x) , ∅ for all x.
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In economics literature, a bilevel program is sometimes referred to as aStackelberg
game due to the introduction of the concept by Stackelberg [28]. Although it can be
used to model a game between the leader and the follower of a two level hierarchical
system, the bilevel programhas been used tomodelmuchwider range of applications;
see e.g. [4, 5]. Recently, it has been applied to hyper-parameters selection in machine
learning; see e.g. [17, 18].
The classical approach or the first order approach to study optimality conditions
for bilevel programs is to replace the lower level problem by its Karush-Kuhn-
Tucker (KKT) conditions and minimize over the original variables as well as the
multipliers. The resulting problem is a so-called mathematical program with com-
plementarity constraints or mathematical programwith equilibrium constraints. The
class of mathematical program with complementarity/equilibrium constraints has
been studied intensively in the last three decades; see e.g. [19, 24] and the reference
within.
There are two issues involved in using the first order approach. Firstly, since the
KKT condition is only a sufficient but not necessary condition for optimality, the
first order approach can only be used when the lower level problem is a convex
program. Secondly, even when the lower level is a convex program if the lower
level problem has more than one multiplier, the resulting problem is not equivalent
to the original bilevel program if local optimality is considered. In this paper we
discuss these issues and present some strategies to deal with this problem. These
strategies including using the value function approach, the combined approach and
the generalized equation approach.
For a stationary condition to hold at a local optimal solution, usually certain
constraint qualifications are required to hold. There are some weak constraint qual-
ifications which are not checkable since they are defined implicitly; e.g. Abadie
constraint qualification. In this paper we concentrate on only those checkable con-
straint qualifications.
The following notation will be used throughout the paper. We denote by B(x¯; δ)
the closed ball centered at x¯ with radius δ and by B the closed unit ball centered
at 0. We denote by Bδ(x¯) the open ball centered at x¯ with radius δ. For a matrix
A, we denote by AT its transpose. The inner product of two vectors x, y is denoted
by xT y or 〈x, y〉 and by x ⊥ y we mean 〈x, y〉 = 0. The polar cone of a set Ω is
Ω
◦
= {x |xT v ≤ 0 ∀v ∈ Ω}. For a set Ω, we denote by convΩ the convex hull of Ω.
For a differentiable mapping P : Rd → Rs , we denote by ∇P(z) the Jacobian matrix
of P at z if s > 1 and the gradient vector if s = 1. For a function f : Rd → R, we
denote by ∇2 f (z¯) the Hessian matrix of f at z¯. Let M : Rd ⇒ Rs be an arbitrary set-
valued mapping. We denote its graph by gphM := {(z,w)|w ∈ M(z)}. o : R+ → R
denotes a function with the property that o(λ)/λ → 0 when λ ↓ 0. By zk
Ω
→ z we
mean that zk ∈ Ω and zk → z.
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2 Preliminaries on variational analysis
In this section, we gather some preliminaries in variational analysis and optimization
theories that will be needed in the paper. The reader may find more details in the
monographs [3, 21, 27] and in the papers we refer to.
Definition 1 (Tangent cone and normal cone). Given a set Ω ⊆ Rd and a point
z¯ ∈ Ω, the (Bouligand-Severi) tangent/contingent cone to Ω at z¯ is a closed cone
defined by
TΩ(z¯) := lim sup
t↓0
Ω − z¯
t
=
{
u ∈ Rd
 ∃ tk ↓ 0, uk → u with z¯ + tkuk ∈ Ω ∀ k}.
The (Fréchet) regular normal cone and the (Mordukhovich) limiting/basic normal
cone to Ω at z¯ ∈ Ω are closed cones defined by
N̂Ω(z¯) := (TΩ(z¯))
◦
and NΩ(z¯) :=
{
z∗ ∈ Rd | ∃zk
Ω
→ z¯ and z∗k → z
∗ such that z∗k ∈ N̂Ω(zk) ∀k
}
,
respectively.
When the set Ω is convex, the regular and the limiting normal cones are equal and
reduce to the classical normal cone of convex analysis, i.e.,
NΩ(z¯) := {z
∗ |〈z∗, z − z¯〉 ≤ 0 ∀z ∈ Ω}.
We now give definitions for subdifferentials.
Definition 2 (Subdifferentials). Let f : Rd → R¯ be an extended value function,
x¯ ∈ Rd and f (x¯) is finite. The regular subdifferential of f at x¯ is the set defined by
∂̂ f (x¯) := {v ∈ Rd | f (x) ≥ f (x¯) + 〈v, x − x¯〉 + o(‖x − x¯‖)}.
The limiting subdifferential of f at x¯ is the set defined by
∂ f (x¯) := {v ∈ Rd |v = lim
k
vk, vk ∈ ∂̂ f (xk), xk → x¯, f (xk) → f (x¯)}.
Suppose that f is Lipschitz continuous at x¯. Then the Clarke subdifferential of f at
x¯ is the set defined by
∂c f (x¯) = conv∂ f (x¯).
When the function f is convex, all the subdifferentials defined above are equal and
reduce to the classical subgradient of convex analysis, i.e.,
∂ f (x¯) := {v ∈ Rd | f (x) ≥ f (x¯) + 〈v, x − x¯〉}.
Definition 3 (Coderivatives). For a set-valued map Φ : Rd ⇒ Rs and a point
(x¯, y¯) ∈ gphΦ, the Fréchet coderivative of Φ at (x¯, y¯) is a multifunction D̂∗Φ(x¯, y¯) :
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R
s ⇒ Rd defined as
D̂∗Φ(x¯, y¯)(w) :=
{
ξ ∈ Rd |(ξ,−w) ∈ N̂gphΦ(x¯, y¯)
}
.
And the limiting (Mordukhovich) coderivative of Φ at (x¯, y¯) is a multifunction
D∗Φ(x¯, y¯) : Rs ⇒ Rd defined as
D∗Φ(x¯, y¯)(w) :=
{
ξ ∈ Rd |(ξ,−w) ∈ NgphΦ(x¯, y¯)
}
.
We now review some concepts of stability of a set-valued map.
Definition 4 (Aubin [2]). Let Σ : Rn ⇒ Rd be a set-valued map and (α¯, x¯) ∈ gphΣ.
We say that Σ is pseudo-Lipschitz continuous at (α¯, x¯) if there exist a neighborhood
V of α¯, a neighborhoodU of x¯ and κ ≥ 0 such that
Σ (α) ∩ U ⊆ Σ (α′) + κ ‖α′ − α‖ B, ∀α′, α ∈ V.
Definition 5 (Robinson [25]). Let Σ : Rn ⇒ Rd be a set-valued map and α¯ ∈ Rn.
We say that Σ is upper-Lipschitz continuous at α¯ if there exist a neighborhoodV of
α¯ and κ ≥ 0 such that
Σ (α) ⊆ Σ (α¯) + κ ‖α − α¯‖ B, ∀α ∈ V.
Definition 6 (Ye and Ye [35]). Let Σ : Rn ⇒ Rd be a set-valued map and (α¯, x¯) ∈
gphΣ. We say that Σ is calm (or pseudo upper-Lipschitz continuous) at (α¯, x¯) if there
exist a neighborhoodV of α¯, a neighborhoodU of x¯ and κ ≥ 0 such that
Σ (α) ∩ U ⊆ Σ (α¯) + κ ‖α − α¯‖ B, ∀α∈ V.
Note that the terminology of calmness was suggested by Rockafellar and Wets in
[27].
It is clear that both the pseudo-Lipschitz continuity and the upper-Lipschitz con-
tinuity are stronger than the pseudo upper-Lipschitz continuity. It is obvious that if
Σ : Rn → Rd is a continuous single-valued map, then the pseudo-Lipschitz conti-
nuity at (α¯, x¯) reduces to the Lipschitz continuity at α¯, while the calmness/pseudo
upper-Lipschitz continuity reduces to the calmness at α¯, i.e., there exist a neighbor-
hood V of α¯ and a constant κ ≥ 0 such that
‖Σ(α) − Σ(α¯)‖ ≤ κ‖α − α¯‖ ∀α∈ V.
Hence it is easy to see that the calmness/pseudo upper-Lipschitz continuity is a much
weaker stability condition than the pseudo-Lipschitz continuity condition.
Many optimization problems can be written in the following form:
min
x
f (x) s.t. 0 ∈ Φ(x), (1)
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where f : Rd → R is Lipschitz continuous around the point of interest and Φ :
R
d ⇒ Rn is a set-valued map with a closed graph.
Let x¯ be a feasible solution for the above optimization problem. We say that
Mordukhovich (M-) stationary condition holds at x¯ if there exists η such that
0 ∈ ∂ f (x¯) + D∗Φ(x¯, 0)(η), (2)
respectively.
We now discuss the constraint qualifications under which a local optimal solution
x¯ satisfies the M-stationary condition. For this purpose we consider the perturbed
feasible solution mapping
Σ(α) := Φ−1(α) = {x ∈ Rd |α ∈ Φ(x)}. (3)
The property of the calmness of set-valued map Σ(·) at (0, x¯) ∈ gphΣ is equivalent
with the property of the metric subregularity of its inverse map Σ−1(x) = Φ(x) at
(x¯, 0), cf. [9]. This justifies the terminology defined below.
Definition 7. Let 0 ∈ Φ(x¯). We say that the metric subregularity constraint qualifi-
cation (MSCQ) holds at x¯ if the perturbed feasible solution mapping defined by (3)
is calm at (0, x¯).
Theorem 1. (Ye and Ye [35, Theorem 3.1]) Let x¯ be a local optimal solution of
problem (1). Suppose that MSCQ holds at x¯. Then the M-stationary condition (2)
holds at x¯.
In the case where Φ(x) := (h(x), g(x) + Rr
+
) with g : Rn → Rr, h : Rn → Rs
being smooth, problem (1) is the nonlinear program with equality and inequality
constraints and (2) reduces to the KKT condition for the nonlinear program. We say
that a feasible solution x¯ of problem (1) satisfies the linear independence constraint
qualification (LICQ) if the gradients
{∇gi(x¯)}i∈Ig ∪ {∇hi(x¯)}
s
i=1, Ig = Ig(x¯) := {i |gi(x¯) = 0}
are linearly independent. We say that the the positive linear independence constraint
qualification (PLICQ) or no nonzero abnormal constraint qualification (NNAMCQ)
holds at x¯ if there is no nonzero vector (ηh, ηg) such that
0 =
∑
i∈Ig
∇gi(x¯)η
g
i
+
s∑
i=1
∇hi(x¯)η
h
i , η
g ≥ 0.
By an alternative theorem, it is well-known that PLICQ/NNAMCQ is equiva-
lent to the Mangasarian Fromovitz constraint qualification (MFCQ): the gradients
{∇hi(x¯)}
s
i=1
is linearly independent and ∃v ∈ Rn such that
∇gi(x¯)
T
v < 0 ∀i ∈ Ig, ∇hi(x¯)
T
v = 0 ∀i = 1, . . . , s.
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LICQ is stronger thanMFCQwhich is equivalent to saying that the perturbed feasible
solution map Σ(·) is pseudo-Lipschitz continuous at (0, x¯) and hence stronger than
the MSCQ/calmness condition.
We will also need the following definition.
Definition 8 (Generalized linearity space). Given an arbitrary set C ⊆ Rd, we call
a subspace L the generalized linearity space of C and denote it by L(C) provided
that it is the largest subspace L ⊆ Rd such that C + L ⊆ C.
In the case where C is a convex cone, the linearity space of C is the largest subspace
contained in C and can be calculated as L(C) = (−C) ∩ C.
3 Bilevel program with convex lower level program
In this section we consider the case where given x the lower level problem (Px) is
a convex program. We first discuss the challenges for such a problem and follow by
considering two special cases where the first one is a problem where the lower level
problem is completely linear and the second one is a problem where the lower level
constraint is independent of the upper level variable.
To concentrate the main idea, for simplicity in this section we omit the upper level
constraints and lower level equality constraints and consider
(BP)1 min
x,y
F(x, y)
s.t. y ∈ argmin
y′
{ f (x, y′)|g(x, y′) ≤ 0},
where g(x, y) is either affine in y or convex in y and the Slater condition holds, i.e.,
for each x there is y(x) such that g(x, y(x)) < 0. We assume that F : Rn × Rm → R,
is continuously differentiable, f : Rn × Rm → R, g : Rn × Rm → Rr are twice
continuously differentiable in variable y.
Under the assumptions we made, the KKT condition is necessary and sufficient
for optimality. So
y ∈ S(x) ⇐⇒ ∃λ s.t. 0 = ∇y f (x, y) + ∇yg(x, y)
Tλ, 0 ≤ −g(x, y) ⊥ λ ≥ 0.
A common approach in the bilevel program literature is to replace “∃λ” by “∀λ”
in the above and hence consider solving the following mathematical program with
complementarity constraints (MPCC) instead.
(MPCC) min
x,y,λ
F(x, y)
s.t. 0 = ∇y f (x, y) + ∇yg(x, y)
Tλ,
0 ≤ −g(x, y) ⊥ λ ≥ 0.
Constraint qualifications and optimality conditions in bilevel optimization 7
Problem (MPCC) looks like a standardmathematical program.However if one treats
it as a mathematical programwith equality and inequality constraints, then the usual
constraint qualification such as MFCQ fails at each feasible solution (see Ye and
Zhu [36, Proposition 3.2]). This observation leads to the introduction of weaker
stationary conditions such as Weak (W-), Strong (S-), Mordukhovich (M-) and
Clarke (C-) stationary conditions for (MPCC); see e.g. Ye [31] for more discussions.
We recall the definitions of various stationary conditions there.
Definition 9 (Stationary conditions forMPCC). Let (x¯, y¯, λ¯) be a feasible solution
for problem (MPCC). We say that (x¯, y¯, λ¯) is a weak stationary point of (MPCC) if
there exist w ∈ Rm, ξ ∈ Rr such that
0 = ∇xF(x¯, y¯) − ∇
2
yx f (x¯, y¯)w − ∇
2
yx(λ¯
T
g)(x¯, y¯)w + ∇xg(x¯, y¯)
T ξ,
0 = ∇yF(x¯, y¯) − ∇
2
yy f (x¯, y¯)w − ∇
2
yy(λ¯
T
g)(x¯, y¯)w + ∇yg(x¯, y¯)
T ξ,
ξi = 0 if gi(x¯, y¯) < 0, λ¯i = 0, (4)
∇ygi(x¯, y¯)
T
w = 0 if gi(x¯, y¯) = 0, λ¯i > 0. (5)
We say that (x¯, y¯, λ¯) is a S-, M-, C- stationary point of (MPCC) if there exist
w ∈ Rm, ξ ∈ Rr such that the above conditions and the following condition holds
ξi ≥ 0,∇ygi(x¯, y¯)
T
w ≤ 0 if gi(x¯, y¯) = λ¯i = 0,
either ξi > 0,∇ygi(x¯, y¯)
T
w < 0 or ξi∇ygi(x¯, y¯)
T
w = 0 if gi(x¯, y¯) = λ¯i = 0, (6)
ξi∇ygi(x¯, y¯)
T
w ≤ 0 if gi(x¯, y¯) = λ¯i = 0,
respectively.
For a mathematical program, it is well-known that under certain constraint qual-
ification, a local optimal solution must be a stationary point and hence a stationary
point is a candidate for a local optimal solution. Unfortunately as pointed out by
Dempe and Dutta in [6], this is not true for bilevel programs even when the lower
level is convex. Precisely, it is possible that (x¯, y¯, λ¯) is a local optimal solution of
(MPCC) but (x¯, y¯) is not a local optimal solution of (BP)1. Note that since (MPCC)
is a nonconvex program, one usually only hope to find a local optimal solution and
hence this is very bad news. This observation indicates that extreme care should be
taken when using MPCC reformulation in the case where the lower level problem
has non-unique multipliers.
3.1 The bilevel program where the lower level program is
completely linear
Wenowdiscuss the special case of (BP)1where the lower level program is completely
linear. That is, f (x, y) = aT x + bT y and g(x, y) = Cx +Dy−q with a ∈ Rn, b ∈ Rm,
C ∈ Rr×n, D ∈ Rr×m, q ∈ Rr . It is easy to see that (BP)1 can be equivalently written
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as the following problem
(VP)1 min F(x, y)
s.t. aT x + bT y − V(x) ≤ 0,
Cx + Dy − q ≤ 0,
whereV(x) := inf
y′
{aT x + bT y′ |Cx +Dy′− q ≤ 0} is the value function of the lower
level problem. Then by convex analysis, the value function V(x) is a polyhedral
convex function and we have an explicit expression for its subgradient.
Proposition 1. (see e.g., [34, Proposition 4.1]) Let y¯ ∈ S(x¯) and suppose that
f (x, y) = aT x+bT y and g(x, y) = Cx+Dy−q. ThenV(x) is convex with ∂V(x¯) , ∅
and
∂V(x¯) =
{
a + CT ν |0 = b + DT ν, 0 ≤ ν ⊥ −(Cx¯ + D y¯ − q) ≥ 0
}
.
Since the function aT x + bT y −V(x) is a concave function, it was shown in [30] that
the nonsmooth weak reverse constraint qualification holds for problem (VP)1 and
hence by using the nonsmooth muliplier rule and the expression for the subgradient
of the value function the following optimality condition holds.
Theorem 2. (Ye [30, Corollary 4.1]) Let (x¯, y¯) be a local optimal solution of (VP)1.
Then there exists δ ≥ 0, ν¯ ∈ Rr and α ∈ Rr such that
0 = ∇xF(x¯, y¯) + C
T (α − δν¯),
0 = ∇yF(x¯, y¯) + D
T (α − δν¯),
0 ≤ α ⊥ −(Cx¯ + D y¯ − q) ≥ 0,
0 ≤ ν¯ ⊥ −(Cx¯ + D y¯ − q) ≥ 0.
Let ξ = α− δν¯ where α, δ, ν¯ are those found in Theorem 2 and w = 0 in Definition 9.
It is easy to verify that (x¯, y¯, ν¯) is an S-stationary point of the corresponding (MPCC).
Unlike using (MPCC) reformulation by which usually a constraint qualification such
as theMPCCLICQ is needed to ensure that a local optimal solution is an S-stationary
point (see e.g. [31]), ν¯ is a multiplier for the lower level problem (Px) selected
automatically from the subdifferential of the value function. For this particular
multiplier ν¯, the S-stationary condition holds under no constraint qualification.
For bilevel programs where the lower level problem is not completely linear but
is convex with a convex value function, the reader is referred to [30, 32] for more
detailed discussions and results.
3.2 The case where the lower level constraint is independent of the
upper level
As we see in the previous discussion, the difficulty of using the first order approach
occurs when the lower level has non-unique multipliers. In this subsection we con-
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sider a special case where the lower level constraint Γ(x) = Γ is independent of x.
Then y ∈ S(x) if and only if the generalized equation 0 ∈ ∇y f (x, y) + NΓ(y) holds.
So we next consider the mathematical programwith equilibrium constraints (MPEC)
which is an equivalent reformulation of (BP)1 when g is independent of x:
(MPEC) min
x,y
F(x, y)
s.t. 0 ∈ ∇y f (x, y) + NΓ(y),
where Γ := {y : g(y) ≤ 0} and g : Rm → Rr is either affine or convex with a Slater
point.
For problem (MPEC), Ye and Ye [35] showed that the pseudo upper-Lipschitz
continuity/calmness/MSCQ guarantees M-stationarity of solutions.
Theorem 3. (Ye and Ye [35, Theorem 3.2]) Let (x¯, y¯) be a local optimal solution of
(MPEC). Suppose that the perturbed feasible solution map
Σ(α) := {(x, y) | α ∈ ∇y f (x, y) + NΓ(y)}
is calm/pseudo upper-Lipschitz continuous at (0, x¯, y¯) (i.e., MSCQ holds at (x¯, y¯)).
Then (x¯, y¯) is an M-stationary point of problem (MPEC), i.e., there exist w ∈ Rm
such that
0 = ∇xF(x¯, y¯) + ∇
2
yx f (x¯, y¯)w,
0 = ∇yF(x¯, y¯) + ∇
2
yy f (x¯, y¯)w + D
∗NΓ(y¯,−∇y f (x¯, y¯))(w).
In the case where ∇y f (x, y) is affine and Γ is a convex polyhedral set, the set-
valuedmap Σ(·) is a polyhedralmultifunctionwhichmeans that its graph is the union
of finitely many polyhedral convex sets. According to Robinson [26], Σ(·) is upper
Lipschitz continuous which implies that MSCQ holds automatically at each feasible
solution. How to check MSCQ for the general case? We now describe a sufficient
condition for MSCQ derived by Gfrerer and Ye in [12]. First we start with some
notation. Let
Λ¯ := {λ | 0 = ∇y f (x¯, y¯) + ∇g(y¯)
Tλ, 0 ≤ −g(y¯) ⊥ λ ≥ 0}
be the multiplier set for the lower level problem (Px¯) at y¯. Define the critical cone
for Γ at y¯ as
K¯Γ := {v | ∇g(y¯)v ∈ TRq− (g(y¯)),∇y f (x¯, y¯)
T
v = 0}.
For every v ∈ K¯Γ , define the directional multiplier set at direction v as
Λ¯(v) := argmax
{
v
T∇2(λTg)(y¯)v | λ ∈ Λ¯
}
= {λ |vT∇2g(y¯)v ∈ N
Λ¯
(λ)}.
Let I¯ := {i | gi(y¯) = 0} be the index of constraints active at y¯. For every λ ∈ Λ¯, we
define the index set of strongly active constraints
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J¯+(λ) := {i |gi(y¯) = 0, λi > 0}.
Under our assumption of this section, the multiplier set Λ¯ is nonempty and hence
the critical cone for Γ at y¯ can be represented as
K¯Γ =
{
v | ∇gi(y¯)
T
v
{
= 0 i ∈ J¯+(Λ¯)
≤ 0 i ∈ I¯ \ J¯+(Λ¯)
}}
,
where J¯+(Λ¯) := ∪λ∈Λ¯ J¯
+(λ). For every v¯ ∈ K¯Γ , we denote the index set of active
constraints for the critical cone at v¯ as
I¯(v¯) := {i ∈ I¯ |∇gi(y¯)
T
v¯ = 0}.
Denote by E¯ the collection of all the extreme points of the closed and convex set of
multipliers Λ¯ and recall that λ ∈ Λ¯ belongs to E¯ if and only the family of gradients
{∇gi(y¯)|i ∈ J¯
+(λ)} is linearly independent. Specializing the result from [12] we have
the following checkable constraint qualification for problem (MPEC).
Theorem 4 ( [12, Theorems 4 and 5]). Let (x¯, y¯) be a feasible solution of problem
(MPEC). Assume that there do not exist (u, v) , 0, λ ∈ Λ¯(v)∩E¯ andw , 0 satisfying
−∇2yx f (x¯, y¯)u − ∇
2
yy f (x¯, y¯)v − ∇
2(λTg)(y¯)v ∈ NK¯Γ (v),
∇2xy f (x¯, y¯)w = 0,
∇gi(y¯)
T
w = 0, i ∈ J¯+(λ), wT
(
∇2yy f (x¯, y¯) + ∇
2(λTg)(y¯)
)
w ≤ 0.
Then MSCQ for problem (MPEC) holds at (x¯, y¯).
We would like to comment that recently [1] has compared the calmness condi-
tion for the two problems (MPEC) and (MPCC). They have shown that in general
the calmness condition for (MPEC) is weaker than the one for the corresponding
(MPCC).
Now we consider the M-stationary condition in Theorem 3. The expression of the
M-stationary condition involves the coderivative of the normal cone mapping NΓ(·).
Precise formulae for this coderivative in terms of the problem data can be found in
[15, Proposition 3.2] if Γ is polyhderal, in [14, Theorem 3.1] if LICQ holds at y¯ for
the lower level problem, in [10, Theorem 3] under a relaxed MFCQ combined with
the so-called 2−regularity.
Recently Gfrerer and Ye [13] have derived a necessary optimality condition that
is sharper than the M-stationary condition under the following 2-nondegeneracy
condition.
Definition 10. Let v ∈ K¯Γ. We say that g is 2-nondegenerate in direction v at y¯ if
∇2(µTg)(y¯)v ∈ NK¯Γ (v) − NK¯Γ (v), µ ∈ span (Λ¯(v) − Λ¯(v)) =⇒ µ = 0.
In the case where the directional multiplier set Λ¯(v) is a singleton, span (Λ¯(v) −
Λ¯(v)) = {0} and hence g is 2-nondegenerate in this direction v.
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Theorem 5. ([13, Theorem 6]) Assume that (x¯, y¯) is a local minimizer for problem
(MPEC) fulfilling MSCQ at (x¯, y¯). Further assume that g is 2-nondegenerate in
every nonzero critical direction 0 , v ∈ K¯Γ. Then there are a critical direction
v¯ ∈ K¯Γ, a directional multiplier λ¯ ∈ Λ¯(v¯), index sets J
+, J , I+, and I with
J¯+(λ¯) ⊆ J+ ⊆ J ⊆ J¯+(Λ¯(v¯)) ⊆ J¯+(Λ¯) ⊆ I+ ⊆ I ⊆ I¯(v¯) and elements w ∈ Rm,
η, ξ ∈ Rq such that
0 = ∇xF(x¯, y¯) − ∇
2
xy f (x¯, y¯)w,
0 = ∇yF(x¯, y¯) − ∇
2
yy f (x¯, y¯)w − ∇
2(λ¯Tg)(y¯)w + ∇g(y¯)T ξ + 2∇2(ηTg)(y¯)v¯,
ξi = 0 if i < I,
ξi ≥ 0,∇gi(y¯)
T
w ≤ 0 if i ∈ I \ I+,
∇gi(y¯)
T
w = 0 if i ∈ I+,
∇g(y¯)Tη = 0, ηi = 0, i < J, ηi ≥ 0, i ∈ J \ J
+.
In the case where the multiplier set Λ¯ = {λ¯} is a singleton, the 2-nondegeneracy
condition holds automatically and the η in the optimality condition becomes zero.
In this case we have the following result.
Corollary 1. ([13, Corollary 1]) Assume that (x¯, y¯) is a local minimizer for problem
(MPEC) fulfilling MSCQ at (x¯, y¯) and the lower level multiplier is unique, i.e., Λ¯ =
{λ¯}. Then there are a critical direction v¯ ∈ K¯Γ , index setsI
+ with J¯+(λ¯) ⊆ I+ ⊆ I¯(v¯)
and elements w ∈ Rm, ξ ∈ Rq such that
0 = ∇xF(x¯, y¯) − ∇
2
xy f (x¯, y¯)w,
0 = ∇yF(x¯, y¯) − ∇
2
yy f (x¯, y¯)w − ∇
2(λ¯Tg)(y¯)w + ∇g(y¯)T ξ,
ξi = 0 if i < I¯(v¯), (7)
ξi ≥ 0,∇gi(y¯)
T
w ≤ 0 if i ∈ I¯(v¯) \ I+,
∇gi(y¯)
T
w = 0 if i ∈ I+. (8)
Actually we can show that the stationary condition in Theorem 1 is stronger than
theM-stationary condition for (MPCC). Suppose that (x¯, y¯, λ¯) satisfies the stationary
condition in Theorem 1 and let w ∈ Rm, ξ ∈ Rq be those found in Theorem 1. Then
since
i < I¯(v¯) ⇐⇒
either gi(y¯) = 0,∇gi(y¯)
T
v¯ < 0, λ¯i = 0
or gi(y¯) < 0, λ¯i = 0
,
(7) and (8) imply that ξi = 0 if λ¯i = 0 and ∇gi(y¯)
T
w = 0 if λ¯i > 0. It follows
that (4), (5), (6) hold. Therefore (x¯, y¯, λ¯) must satisfy the M-stationary condition for
(MPCC) as well. Hence in the case where the lower level multiplier is unique, the
above stationary condition is in general stronger than the M-stationary condition of
(MPCC).
Finally in the rest of this section, we will discuss the S-stationary condition for
(MPEC). Let
N¯ := {v ∈ Rm | ∇gi(y¯)
T
v = 0 ∀i ∈ I¯}
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be the nullspace of gradients of constraints active at y¯. Define for each v ∈ N¯ , the
sets
W¯(v) :=
{
w ∈ K¯Γ | w
T∇2((λ1 − λ2)Tg)(y¯)v = 0,∀λ1, λ2 ∈ Λ¯(v)
}
,
Λ˜(v) :=
{
Λ¯(v) ∩ E¯ if v , 0
conv(∪0,u∈K¯ΓΛ¯(u) ∩ E¯) if v = 0, K¯Γ , {0},
,
and for each w ∈ K¯Γ,
L¯(v;w) :=
{
{−∇2(λTg)(y¯)w | λ ∈ Λ˜(v)} + K¯◦
Γ
if K¯Γ , {0}
R
m if K¯Γ = {0}
.
The following theorem is a slight improvement of [11, Theorem 8] in that the
assumption is weaker.
Theorem 6. Assume that (x¯, y¯) is a local minimizer for problem (MPEC) fulfilling
MSCQ at (x¯, y¯) and the generalized linear independence constraint qualification
holds:
∇P(x¯, y¯)Rn+m + L
(
Tgph NΓ
(
P(x¯, y¯)
) )
= R
2m,
where P(x, y) := (y,−∇y f (x, y)) and L(C) is the generalized linearity space of set
C as defined in Definition 8. Then (x¯, y¯) is an S-stationary point for (MPEC), i.e.,
there exists elements w such that
0 = ∇xF(x¯, y¯) + ∇
2
xy f (x¯, y¯)w,
0 ∈ ∇yF(x¯, y¯) + ∇
2
yy f (x¯, y¯)w + D̂NΓ(y¯,−∇y f (x¯, y¯))(w). (9)
In particular, we have w ∈ −
⋂
v∈N¯ W¯(v) and
0 = ∇xF(x¯, y¯) + ∇
2
xy f (x¯, y¯)w,
0 ∈ ∇yF(x¯, y¯) + ∇
2
yy f (x¯, y¯)w +
⋂
v∈I¯ (v)
L¯(v;−w).
Proof. Since (x¯, y¯) is a local minimizer for problem (MPEC) which can be rewritten
as
(MPEC) min
x,y
F(x, y)
s.t. P(x, y) := (y,−∇y f (x, y)) ∈ D := gphNΓ,
by the basic optimality condition
0 ∈ ∇F(x¯, y¯) + N̂F(x¯, y¯),
where F := {(x, y) : P(x, y) ∈ D}. By [11, Theorem 4], under MSCQ and the
generalized LICQ,
N̂F(x¯, y¯) = ∇P(x¯, y¯)
T N̂D(P(x¯, y¯))
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holds. It follows that the S-stationary condition
0 ∈ ∇F(x¯, y¯) + ∇P(x¯, y¯)T N̂D(P(x¯, y¯))
holds. Since
∇P(x¯, y¯)T N̂D(P(x¯, y¯)) =
{(
∇2xy f (x¯, y¯)w
∇2yy f (x¯, y¯)w + w
∗
)
|(w∗,−w) ∈ N̂gph NΓ (y¯,−∇y f (x¯, y¯))
}
,
and by definition of the co-derivative,
(w∗,−w) ∈ N̂gph NΓ (y¯,−∇y f (x¯, y¯)) ⇐⇒ w
∗ ∈ D̂NΓ(y¯,−∇y f (x¯, y¯))(w),
(9) follows. By Gfrerer and Outrata [11, Proposition 5], we have
N̂D(P(x¯, y¯)) = TD(P(x¯, y¯))
◦
⊆
(w∗,w) | w ∈ −
⋂
v∈N¯
W¯(v),w∗ ∈
⋂
v∈N¯
L¯(v;−w)
 .
4 Bilevel program with nonconvex lower level program
In this section we consider the general bilevel program (BP) as stated in the in-
troduction and assume that F : Rn × Rm → R, G : Rn × Rm → Rp and
H : Rn × Rm → Rq are continuously differentiable, f : Rn × Rm → R,
g : Rn × Rm → Rr, h : Rn × Rm → Rs are twice continuously differentiable
in variable y.
In the bilevel programming literature, in particular in early years, the first order
approach has been popularly used even when the lower level is nonconvex. But if the
lower level program (Px) is not convex, the optimality condition
0 ∈ ∇y f (x, y) + N̂Γ(x)(y)
is only necessary but not sufficient for y ∈ S(x). That is, the inclusion
S(x) ⊆
{
y |0 ∈ ∇y f (x, y) + N̂Γ(x)(y)
}
may be strict. However, It was pointed out by Mirrlees [20] that an optimal solution
of the bilevel programmay not even be a stationary point of the reformulation by the
first order approach.
Ye and Zhu [36] proposed to investigate the optimality condition based on the
value function reformulation first proposed by Outrata [23]. By the value function
approach, one would replace the original bilevel program (BP) by the following
equivalent problem:
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(VP) min F(x, y)
s.t. f (x, y) − V(x) ≤ 0,
g(x, y) ≤ 0, h(x, y) = 0,
G(x, y) ≤ 0, H(x, y) = 0,
where
V(x) := inf
y′
{ f (x, y′) | g(x, y′) ≤ 0, h(x, y′) = 0}
is the value function of the lower level program.
There are two issues involved in using the value function approach. First, problem
(VP) is a nonsmooth optimization problem since the value functionV(x) is in general
nonsmooth. Moreover it is an implicit function of problem data. To ensure the lower
semi-continuity of the value function we need the following assumption.
Definition 11. (see [3, Hypothesis 6.5.1] or [16, Definition 3.8] We say that the
restricted inf-compactness holds around x¯ if V(x¯) is finite and there exist a compact
Ω and a positive number ǫ0 such that, for all x ∈ Bǫ0 (x¯) for which V(x) < V(x¯)+ ǫ0,
the problem (Px) has a solution in Ω.
The restricted inf-compactness condition is very weak. It does not even require the
existence of solutions of problem (Px) for all x near x¯. A sufficient condition for the
restricted inf-compactness to hold around x¯ is the inf-compactness condition: there
exist α > 0, δ > 0 and a bounded set C such that α > V(x¯) and
{y |g(x, y) ≤ 0, h(x, y) = 0, f (x, y) ≤ α, x ∈ Bδ(x¯)} ⊆ C.
To ensure the Lipschitz continuity of the value function,we also need the following
regularity condition.
Definition 12. For y¯ ∈ S(x¯), we say that (x¯, y¯) is quasi-normal if there is no nonzero
vector (λg, λh) such that
0 = ∇g(x¯, y¯)Tλg + ∇h(x¯, y¯)Tλh, λg ≥ 0
and there exists (xk, yk ) → (x¯, y¯) such that
λ
g
i
> 0 ⇒ λ
g
i
gi(x
k, yk) > 0,
λhi , 0⇒ λ
h
i hi(x
k, yk) > 0.
It is easy to see that the quasinormality is weaker than MFCQ: there is no nonzero
vector (λg, λh) such that
0 = ∇g(x¯, y¯)Tλg + ∇h(x¯, y¯)Tλh,
0 ≤ −g(x¯, y¯) ⊥ λg ≥ 0.
Now we can state a sufficient condition which ensures the Lipschitz continuity of
the value function and an upper estimate for the limiting subdifferential of the value
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function. Since MFCQ is stronger than the quasi-normality and the set of quasi-
normal multipliers is smaller than the classical multipliers, the following estimate
is sharper and holds under weaker conditions than the classical counterpart in [3,
Corollary 1 of Theorem 6.5.2].
Proposition 2. [16, Corollary 4.8] Assume that the restricted inf-compactness holds
around x¯ and for each y¯ ∈ S(x¯), (x¯, y¯) is quasi-normal. Then the value functionV(x)
is Lipschitz continuous around x¯ with
∂V(x¯) ⊆ W˜(x¯), (10)
where
W˜(x¯) :=
⋃
y¯∈S(x¯)
{
∇x f (x¯, y¯) + ∇xg(x¯, y¯)
Tλg + ∇xh(x¯, y¯)
Tλh : (λg, λh) ∈ M(x¯, y¯)
}
,
(11)
where S(x¯) denotes the solution set of the lower level program (Px¯) andM(x¯, y¯) is
the set of quasi-normal multipliers, i.e.,
M(x¯, y¯) :=

(λg, λh)
 0 = ∇y f (x¯, y¯) + ∇yg(x¯, y¯)
Tλg + ∇yh(x¯, y¯)
Tλh, λg ≥ 0
there exists (xk, yk ) → (x¯, y¯) such that
λ
g
i
> 0 ⇒ λ
g
i
gi(x
k, yk) > 0,
λh
i
, 0⇒ λh
i
hi(x
k, yk) > 0

.
In addition to the above assumptions, if W˜(x¯) = {ζ}, then V(x) is strictly differen-
tiable at x¯ and ∇V(x¯) = {ζ}.
Note that moreover if the solution map of the lower level program S(x) is semi-
continuous at (x¯, y¯) for some y¯ ∈ S(x¯), then the union
⋃
y¯∈S(x¯) sign can be omitted
in (11); see [21, Corollary 1.109].
Secondly, is a local optimal solution of problem(BP) a stationary point of problem
(VP)? For problem (VP), suppose that (x¯, y¯) is a local optimal solution and if the
value function V(x) is Lipschitz continuous at x¯, then the Fritz John type necessary
optimality condition in terms of limiting subdifferential holds. That is, there exist
multipliers α ≥ 0, µ ≥ 0, λg, λh, λG, λH not all equal to zero such that
0 ∈ α∇xF(x¯, y¯) + µ∂x( f − V)(x¯, y¯)
+∇xg(x¯, y¯)
Tλg + ∇xh(y¯, y¯)
Tλh + ∇xG(y¯, y¯)
TλG + ∇xH(y¯, y¯)
TλH,
0 ∈ α∇yF(x¯, y¯) + µ∇y f (x¯, y¯)
+∇yg(y¯, y¯)
Tλg + ∇yh(y¯, y¯)
Tλh + ∇yG(y¯, y¯)
TλG + ∇yH(y¯, y¯)
TλH,
0 ≤ −g(x¯, y¯) ⊥ λg ≥ 0, 0 ≤ −G(x¯, y¯) ⊥ λG ≥ 0.
However it is easy to see that every feasible solution (x, y) of (VP)must be an optimal
solution to the optimization problem
16 Jane J. Ye
min
x′,y′
f (x′, y′) − V(x′)
s.t. g(x′, y′) ≤ 0, h(x′, y′) = 0.
By Fritz-John type optimality condition, there exists µ˜ ≥ 0, λ˜g, λ˜h not all equal to
zero such that
0 ∈ µ˜∂( f − V)(x, y) + ∇g(x, y)T λ˜g + ∇h(x, y)T λ˜h
0 ≤ −g(x, y) ⊥ λ˜g ≥ 0.
This means that there always exists a nonzero abnormal multiplier (0, µ˜, λ˜g, λ˜h, 0, 0)
for the problem (VP) at each feasible solution, i.e., the no nonzero abnormal multi-
plier constraint qualification (NNAMCQ) fails at each feasible point of the problem
(VP). Therefore unlike the standard nonlinear programs, we can not derive the KKT
condition (i.e., the Fritz John condition when α = 1) from lack of nonzero abnormal
multipliers. As we can see that the reason why NNAMCQ fails is the existence of
the value function constraint f (x, y) − V(x) ≤ 0. To address this issue, Ye and Zhu
[36] proposed the following partial calmness condition.
Definition 13. Let (x¯, y¯) be a local optimal solution of problem (VP). We say that
(VP) is partially calm at (x¯, y¯) provided that there exist δ > 0, µ > 0 such that for
all α ∈ Bδ and all (x, y) ∈ Bδ(x¯, y¯) which are feasible for the partially perturbed
problem
(VPα) min F(x, y)
s.t. f (x, y) − V(x) + α = 0,
g(x, y) ≤ 0, h(x, y) = 0,
G(x, y) ≤ 0, H(x, y) = 0,
there holds F(x, y) − F(x¯, y¯) + µ‖α‖ ≥ 0.
It is obvious that the partial calmness is equivalent to the exact penalization, i.e.,
(VP) is partially calm at (x¯, y¯) if and only if for some µ > 0, (x¯, y¯) is a local solution
of the penalized problem
(V˜P) min F(x, y) + µ( f (x, y) − V(x))
s.t. g(x, y) ≤ 0, h(x, y) = 0,
G(x, y) ≤ 0, H(x, y) = 0.
Since the difficult constraint f (x, y) − V(x) ≤ 0 is replaced by a penalty in the
objective function, the usual constraint qualification such as MFCQ or equivalently
NNAMCQ can be satisfied for problem (V˜P). Consequently using a nonsmooth
multiplier rule for problem (V˜P), one can derive a KKT type optimality condition
for problem (VP). Such an approach has been used to derive necessary optimality
condition of (BP) by Ye and Ye in [36] and later in other papers such as [7, 8, 22]. For
this approach to work, however, one needs to ensure the partial calmness condition.
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In [36], it was shown that for the minmax problem and the bilevel programwhere the
lower level is completely linear, the partial calmness condition holds automatically.
In [8, Theorem4.2], the last result was improved to conclude that the partial calmness
condition holds automatically for any bilevel program where for each x, the lower
level problem is a linear program. In [36, Proposition 5.1], the uniform weak sharp
mimimum is proposed as a sufficient condition for partial calmness and under certain
conditions, the bilevel programwith a quadratic program as the lower level program
is shown to satisfy the partial calmness condition in in [36, Proposition 5.2] (with
correction in [37]).
Apart from the issue of constraint qualification, we may ask a question on how
likely an optimal solution of (VP) is a stationary point of (VP). In the case where
there are no upper and lower level constraints, the stationary condition of (VP) at
(x¯, y¯) means the existence of µ ≥ 0 such that
0 ∈ ∇xF(x¯, y¯) + µ∂x( f − V)(x¯, y¯),
0 = ∇yF(x¯, y¯) + µ∇y f (x¯, y¯).
But this condition is very strong. It will not hold unless 0 = ∇yF(x¯, y¯).
As suggested by Ye and Zhu in [38], we may consider the combined program
(CP) min
x,y,u,v
F(x, y)
s.t. f (x, y) − V(x) ≤ 0,
0 = ∇yL(x, y, u, v) := ∇y f (x, y) + ∇yg(x, y)
Tu + ∇yh(x, y)
T
v,
h(x, y) = 0, 0 ≤ −g(x, y) ⊥ u ≥ 0,
G(x, y) ≤ 0, H(x, y) = 0.
The motivation is clear since if the KKT conditions hold at each optimal solution of
the lower level problem, then the KKT condition is a redundant condition. By adding
the KKT condition we have not changed the feasible region of (BP). Note that this
reformulation requires the existence of the KKT condition at the optimal solution
of the lower level program; see [6] for examples where the KKT condition does not
hold at a lower level optimal solution.
Similarly as in the case of using MPCC to reformulate a bilevel program, when
the lower level multipliers are not unique, it is possible that (x¯, y¯, u¯, v¯) is a local
solution of (CP) but (x¯, y¯) is not a local optimal solution of (BP).
Due to the existence of the value function constraint f (x, y) −V(x) ≤ 0, similarly
to the analysis with problem (VP), NNAMCQ will never hold at a feasible solution
of (CP) and hence in [38] the following partial calmness condition for problem (CP)
is suggested as a condition to deal with the problem.
Definition 14. Let (x¯, y¯, u¯, v¯) be a local optimal solution of problem (CP). We say
that (CP) is partially calm at (x¯, y¯, u¯, v¯) provided that there exist µ > 0 such that
(x¯, y¯, u¯, v¯) is a local solution of the partially perturbed problem:
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(CPµ) min F(x, y) + µ( f (x, y) − V(x))
s.t. 0 = ∇yL(x, y, u, v),
h(x, y) = 0, 0 ≤ −g(x, y) ⊥ u ≥ 0,
G(x, y) ≤ 0, H(x, y) = 0.
Since there are more constraints in (CP) than in (VP), the partial calmness for (CP)
is a weaker condition than the one for (VP).
Given a feasible vector (x¯, y¯, u¯, v¯) of the problem (CP), define the following index
sets:
IG = IG(x¯, y¯) := {i : Gi(x¯, y¯) = 0},
Ig = Ig(x¯, y¯, u¯) := {i : gi(x¯, y¯) = 0, u¯i > 0},
I0 = I0(x¯, y¯, u¯) := {i : gi(x¯, y¯) = 0, u¯i = 0},
Iu = Iu(x¯, y¯, u¯) := {i : gi(x¯, y¯) < 0, u¯i = 0}.
Definition 15 (M-stationary condition for (CP) based on the value function). A
feasible point (x¯, y¯, u¯, v¯) of problem (CP) is called an M-stationary point based on
the value function if there exist µ ≥ 0, β ∈ Rs , λG ∈ Rp, λH ∈ Rq, λg ∈ Rm,
λh ∈ Rn such that the following conditions hold:
0 ∈ ∂F(x¯, y¯) + µ∂( f − V)(x¯, y¯) + ∇G(x¯, y¯)TλG + ∇H(x¯, y¯)TλH
+ ∇x,y(∇yL)(x¯, y¯)
T β + ∇g(x¯, y¯)Tλg + ∇h(x¯, y¯)Tλh,
λGi ≥ 0 i ∈ IG, λ
G
i = 0 i < IG,
λ
g
i
= 0 i ∈ Iu, (∇yg(x¯, y¯)β)i = 0 i ∈ Ig,
either λ
g
i
> 0, (∇yg(x¯, y¯)β)i > 0, or λ
g
i
(∇yg(x¯, y¯)β)i = 0 i ∈ I0.
In [38, Theorem 4.1], it was shown that under the partial calmness condition and
certain constraint qualifications, a local optimal solution of (CP) must be an M-
stationary point based on the value function provided the value function is Lipschitz
continuous.
Recently Xu and Ye [29] introduced a nonsmooth version of the relaxed constant
positive linear dependence (RCPLD) condition and apply it to (CP).We now describe
the RCPLD condition.
In the following definition, we rewrite all equality constraints of problem (CP) by
the equality constraint below:
0 = Φ(x, y, u, v) :=
©­«
∇yL(x, y, u, v)
h(x, y)
H(x, y)
ª®¬ .
We denote by {0}n the zero vector in Rn and by ei the unit vector with the i th
component equal to 1.
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Definition 16. Suppose that the value function V(x) is Lipschitz continuous at x¯.
Let (x¯, y¯, u¯, v¯) be a feasible solution of (CP). We say that RCPLD holds at (x¯, y¯, u¯, v¯)
if the following conditions hold.
(I) The vectors
{∇Φi(x, y, u, v)}
m+s+q
i=1
∪ {∇gi(x, y) × {0
r+s}}i∈Ig ∪ {(0
n+m, ei, 0
s)}i∈Iu
have the same rank for all (x, y, u, v) in a neighbourhood of (x¯, y¯, u¯, v¯).
(II) Let I1 ⊆ {1, · · · , m + s + q}, I2 ⊆ Ig, I3 ⊆ Iu be such that the set of vectors
{∇Φi(x¯, y¯, u¯, v¯)}i∈I1 ∪ {∇gi(x¯, y¯) × {0}}i∈I2 ∪ {(0, ei, 0)}i∈I3 is a basis for
span { ∇Φi(x, y, u, v)}
m+s+q
i=1
∪ {∇gi(x¯, y¯) × {0
r+s}}i∈Ig ∪ {(0
n+m, ei, 0
s)}i∈Iu }.
For any index sets I4 ⊆ IG,I5,I6 ⊆ I0, the following conditions hold.
(i) If there exists a nonzero vector (λV, λΦ, λG, λg, λu) ∈ R×Rm+s+q×Rp×Rr×Rr
satisfying λV ≥ 0, λG ≥ 0 and either λ
g
i
> 0, λu
i
> 0 or λ
g
i
λu
i
= 0,∀i ∈ I0,
ξ∗ ∈ ∂( f − V)(x¯, y¯) such that
0 = λV ξ∗ +
∑
i∈I1
λΦi ∇Φi(x¯, y¯, u¯, v¯) +
∑
i∈I4
λGi ∇Gi(x¯, y¯) × {0
r+s}
+
∑
i∈I2∪I5
λ
g
i
∇gi(x¯, y¯) × {0
r+s} −
∑
i∈I3∪I6
λui (0
n+m, ei, 0
s)
and (xk, yk, uk, vk, ξk) → (x¯, y¯, u¯, v¯, ξ∗) as k →∞, ξk ∈ ∂( f −V)(xk, yk) then
the set of vectors
{ξk } ∪ {∇Φi(x
k, yk, uk, vk)}i∈I1 ∪ {∇Gi(x
k, yk) × {0r+s}}i∈I4
∪{∇gi(x
k, yk) × {0r+s}}i∈I2∪I5 ∪ {(0
n+m, ei, 0
s)}i∈I3∪I6,
where k is sufficiently large and (xk, yk, uk, vk) , (x¯, y¯, u¯, v¯), is linearly depen-
dent.
(ii) If there exists a nonzero vector (λΦ, λG, λg, λu) ∈ Rm+s+q × Rp × Rr × Rr
satisfying λG ≥ 0 and either λ
g
i
> 0, λu
i
> 0 or λ
g
i
λu
i
= 0,∀i ∈ I0 such that
0 =
∑
i∈I1
λΦi ∇Φi(x¯, y¯, u¯, v¯) +
∑
i∈I4
λGi ∇Gi(x¯, y¯) × {0
r+s}
+
∑
i∈I2∪I5
λ
g
i
∇gi(x¯, y¯) × {0
r+s} −
∑
i∈I3∪I6
λui (0
n+m, ei, 0
s),
and (xk, yk, uk, vk) → (x¯, y¯, u¯, v¯), as k → ∞. Then the set of vectors
{∇Φi(x
k, yk, uk, vk)}i∈I1 ∪ {∇Gi(x
k, yk) × {0r+s}}i∈I4
∪{∇gi(x
k, yk) × {0r+s}}i∈I2∪I5 ∪ {(0
n+m, ei, 0
s)}i∈I3∪I6,
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where k is sufficiently large and (xk, yk, uk, vk) , (x¯, y¯, u¯, v¯), is linearly depen-
dent.
Since
∂( f − V)(x¯, y¯) ⊆ ∂c( f − V)(x¯, y¯)
= ∇ f (x¯, y¯) − ∂cV(x¯) × {0} ⊆ ∇ f (x¯, y¯) − convW˜(x¯) × {0},
where W˜(x¯) is the upper estimate of the limiting subdifferential of the value function
at x¯ defined as in (11), we can replace the set ∂( f − V)(x¯, y¯) by its upper estimate
∇ f (x¯, y¯) − convW˜(x¯) × {0} in RCPLD and obtain a sufficient condition for RCPLD.
Moreover if the solution map of the lower level program S(x) is semi-continuous at
(x¯, y¯), then the set ∂( f − V)(x¯, y¯) can be replaced by its upper estimate ∇ f (x¯, y¯) −
W˜(x¯) × {0}.
Theorem 7. [29]Let (x¯, y¯, u¯, v¯) be a local solution of (CP) and suppose that the
value function V(x) is Lipschitz continuous at x¯. If RCPLD holds at (x¯, y¯, u¯, v¯), then
(x¯, y¯, u¯, v¯) is an M-stationary point of problem (CP) based on the value function.
In the following result, the value function constraint f (x, y)−V(x) ≤ 0 is not needed
in the verification.
Theorem 8. [29] Let (x¯, y¯, u¯, v¯) be a local solution of (CP) and suppose that the
value function V(x) is Lipschitz continuous at x¯. If the rank of the matrix
J∗ =

∇(∇y f + ∇yg
T u¯ + ∇yh
T
v¯)(x¯, y¯) ∇yh(x¯, y¯)
T ∇ygIg∪I0(x¯, y¯)
T
∇h(x¯, y¯) 0 0
∇H(x¯, y¯) 0 0
∇gIg (x¯, y¯) 0 0

is equal to m+ n+ r + s− |Iu |. Then RCPLD holds and (x¯, y¯, u¯, v¯) is an M-stationary
point of problem (CP) based on the value function.
In the last part of this section we briefly summarize some necessary optimality
conditions obtained in [33] using the combined approach. For any given x¯, define
the set
W(x¯)
:=
⋃
y¯∈S(x¯)
{
∇x f (x¯, y¯) + ∇xg(x¯, y¯)
Tλg + ∇xh(x¯, y¯)
Tλh :
0 = ∇yg(x¯, y¯)
Tλg + ∇yh(x¯, y¯)
Tλh
0 ≤ −g(x, y) ⊥ λg ≥ 0
}
.
It is easy to see that W˜(x¯) ⊆ W(x¯) and under the assumption made in Proposition 2,
it is an upper estimate of the limiting subdifferential of the value function.
Definition 17. Let (x¯, y¯, u¯, v¯) be a feasible solution to (CP). We say that (CP) is
weakly calm at (x¯, y¯, u¯, v¯) with modulus µ > 0 if
[∇F(x¯, y¯) + µ∇ f (x¯, y¯)]T (dx, dy) − µ min
ξ ∈W (x¯)
ξdx ≥ 0 ∀d ∈ L
MPEC((x¯, y¯, u¯, v¯); F˜),
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where F˜ is the feasible region of problem (CPµ) and L
MPEC((x¯, y¯, u¯, v¯); F˜) is the
MPEC linearized cone of F˜ defined by
LMPEC((x¯, y¯, u¯, v¯); F˜)
:=

(dx, dy, du, dv)|
∇x,y(∇yL)(x¯, y¯, u¯, v¯)(dx, dy) + ∇yg(x¯, y¯)
T du + ∇yh(x¯, y¯)
T dv = 0
∇Gi(x¯, y¯)
T (dx, dy) ≤ 0, i ∈ IG
∇Hi(x¯, y¯)
T (dx, dy) = 0,
∇gi(x¯, y¯)
T (dx, dy) = 0, i ∈ Ig
(du)i = 0, i ∈ Iu
∇gi(x¯, y¯)
T (dx, dy) · (du)i = 0,∇gi(x¯, y¯)
T (dx, dy) ≤ 0, (du)i ≥ 0 i ∈ I0.

.
Definition 18 (M-stationary condition for (CP) based on an upper estimate). A
feasible point (x¯, y¯, u¯, v¯) of problem (CP) is called an M-stationary point based on an
upper estimate if there exist µ ≥ 0, β ∈ Rs , λG ∈ Rp , λH ∈ Rq, λg ∈ Rm, λh ∈ Rn
such that the following conditions hold:
0 ∈ ∂F(x¯, y¯) + µ[∇ f (x¯, y¯) − convW(x¯) × {0}] + ∇G(x¯, y¯)TλG + ∇H(x¯, y¯)TλH
+ ∇(∇y f + ∇yg
T u¯ + ∇yh
T
v¯)(x¯, y¯)T β + ∇g(x¯, y¯)Tλg + ∇h(x¯, y¯)Tλh,
λGi ≥ 0 i ∈ IG, λ
G
i = 0 i < IG,
λ
g
i
= 0 i ∈ Iu, (∇yg(x¯, y¯)β)i = 0 i ∈ Ig,
either λ
g
i
> 0, (∇yg(x¯, y¯)β)i > 0, or λ
g
i
(∇yg(x¯, y¯)β)i = 0 i ∈ I0.
Let (x¯, y¯, u¯, v¯) be a feasible solution of problem (CP). By [33, Theorem 4.3], if the
set W(x¯) is nonempty and compact and (CP) is MPEC-weakly calm at (x¯, y¯, u¯, v¯),
then (x¯, y¯, u¯, v¯) is an M-stationary point of problem (CP) based on an upper estimate.
Note that it is obvious that the M-stationary condition based on an upper estimate is
weaker than the corresponding M-stationary condition based on the value function.
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