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Program dela
Algebrajski učinki [15] nudijo naravno osnovo za razširitev sistema tipov z informa-
cijami o učinkih [4]. Te bi bile v praksi izjemno koristne, saj bi omogočale hitrejše
izvajanje kode, ki učinkov ne sproža [19]. Žal trenutni algoritem za izpeljavo tipov
algebrajskih učinkov [16] teh optimizacij ne omogoča, saj lahko zaradi implicitnih
podtipov to informacijo o učinkih izračuna le za celoten program, ne pa tudi za
njegove podizraze.
Ena izmed možnih rešitev je algoritem, ki poleg končnega tipa vrne tudi izraz,
v katerem so podizrazi zadostno eksplicitno označeni s tipi in morebitnimi pretvor-
bami med podtipi [20]. V delu preučite jezik in algoritem, razložite povezavo z
neoznačenimi izrazi ter raziščite morebitne praktične izboljšave.
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Eksplicitna izpeljava učinkov
Povzetek
V delu je predstavljena avtomatska izpeljava in eksplicitna dopolnitev tipov pro-
gramov z algebrajskimi učinki. Predstavljen je MiniEff, preprost funkcijski pro-
gramski jezik s polimorfnimi shemami in podporo za algebrajske učinke, ki temelji
na jeziku Eff. Za MiniEff sta podana in dokazana izrek o napredku in izrek o
ohranitvi. Predstavljen in podan je jezik ImpEff, ki tipom v jeziku MiniEff doda
informacije o sproženih učinkov, skupaj s pripadajočim sistemom tipov, ki upora-
blja podtipe. Izreka o napredku in ohranitvi sta posodobljena in dokazana tudi za
ImpEff, kjer so pojasnjene ključne spremembe glede na jezik MiniEff. Podan
je jezik ExEff, ki predstavlja eksplicitno obliko jezika ImpEff, osnovano na poli-
morfnem lambda računu. Podan je sistem tipov in izrekoma o napredku in ohranitvi
in pripadajočima dokazoma. Podana so pravila za dopolnitev programov iz jezika
ImpEff v jezik ExEff skupaj z dokazom, da dopolnitev ohranja tipe. Prikazana je
variacija Hindley-Milnerjevega algoritma za izpeljavo tipov, ki programom iz jezika
ImpEff določi tipe in jih dopolni v eksplicitno obliko v jeziku ExEff. Za prikazani
algoritem sta podana izreka o zdravosti in polnosti. Prikazana je sprememba rela-
cije izpeljave in dopolnitve z uporabo lenih substitucij, ki je trenutno uporabljana v
prevajalniku za jezik Eff.
Explicit effect inference
Abstract
Automatic type inference and explicit elaboration of programs with support for
algebraic effects is presented in this work. ImpEff, a simple polymorphic functional
calculus with support for algebraic effects, based on the Eff language is presented.
For the MiniEff language a corresponding progress and preservation theorems are
presented and proved. The type system of the MiniEff language is enhanced with
the ImpEff programing language, which adds an effect-type system with subtyping
to existing MiniEff types. Progress and preservation theorems and their proofs
are updated to coincide with effect based type system, where key changes to the
MiniEff version are explained. The ExEff language is presented, which is an
explicit version of ImpEff language based on the polymorphic lambda calculus. A
type system along with the accompanying progress and preservation theorems and
their proofs is presented. The rules for the elaboration of programs from ImpEff to
ExEff are presented along with proof, that elaboration preserves types. A variation
of the Hindley-Milner type derivation algorithm is presented, which infers types of
ImpEff programs and elaborates them to explicit ExEff programs. For the given
elaboration algorithm, the corresponding soundness, and completeness theorems are
presented. Changed inference and elaboration relation with lazy substitutions, as
currently used in Eff compiler is presented.
Math. Subj. Class. (2010): 68Q55, 68Q60, 68N18
Ključne besede: algebrajski učinki in njihovi prestrezniki, izpeljava tipov, ekspli-
citni tipi
Keywords: algebraic effects and their handlers, type inference, explicit types
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1 Uvod
Lambda račun, enostaven in eden izmed prvih programskih jezikov [7], je kljub
svoji starosti še vedno ključen za razumevanje in razvoj novih programskih jezikov.
Tekom razvoja računalništva v drugi polovici 20. stoletja, pa se je razvoj novih
jezikov pogosto oddaljeval od lambda računa in s tem funkcijskega programiranja.
Tipično se je, vsaj v industriji, zaradi želje po učinkovitosti izvajanja, razvoj usmerjal
v tako imenovane “imperativne” jezike, kot so na primer: C, C++, Java . . . Medtem
so se funkcijski jeziki vedno bolj umikali v sfere raziskovalnih področij.
Kljub manjši uporabi v industriji, pa je del intelektualne struje vseskozi opozar-
jal na pomembne prednosti, ki jih prinaša tako imenovano funkcijsko programiranje.
To je jasno vidno iz razvoja jezikov, kot sta recimo LISP in ML, ki sta v mnogih dia-
lektih še vedno v uporabi1 na različnih področjih in težnja po uporabi vsaj določenih
elementov funkcijskega programiranja [1]. V zadnjih letih je tako mogoče videti po-
noven vzpon elementov funkcijskega programiranja v že uveljavljenih imperativnih
programskih jezikih.
Čisto funkcijsko programiranje ima samo po sebi določene prednosti, ki so na
nekaterih področjih praktično neulovljive. Funkcijskih jeziki imajo navadno močan
sistem tipov, kar omogoča lažje testiranje in lovljenje napak. Funkcije obravnavajo
kot prvorazredne vrednosti, kar olajša kompozicijo posameznih programov in s tem
močno poenostavi miselni model programa. Zaradi boljše teoretične osnovanosti jih
je večinoma lažje teoretično analizirati, dokazati pravilnost programov in odsotnost
nekaterih napak ali konstruktov.
Za marsikatero uporabo pa so stranski učinki izvajanja, kot so na primer izpis,
komunikacija z medmrežjem, branje in pisanje datotek, komunikacija s podatkovnimi
bazami itd. še kako pomembni. Težava, ki jo predstavlja uporaba stranskih učinkov
je predvsem njihova nepredvidljivost in relativno majhna možnost nadzora. Zaradi
česar se jim večina poskuša izogibati, kjer niso nujno potrebni. Različni programski
jeziki to rešujejo na različne načine, zelo znana je uporaba IO monade v programskem
jeziku Haskell. V tem delu se bomo posvetili algebrajskim učinkom in njihovim
prestreznikom [15, 4, 17], ki dodajo učinke v čiste funkcijske jezike na strukturiran
in prilagodljiv način.
Kljub relativno zahtevnem teoretičnem modelu, na katerem algebrajski učinki
slonijo, in nekoliko neobičajnemu načinu izvajanja proti ostalim programskim jezi-
kom, se algebrajski učinki v zadnjem času vedno bolj uveljavljajo tudi v industrijski
sferi. Eden izmed projektov, ki trenutno uporabljajo algebrajske učinke in prestre-
znike v njihovi polni moči je recimo programski jezik Pyro [6]. Pyro, ki je v razvoju
s strani Ameriškega podjetja Uber, računske učinke in prestreznike uporablja za
pomoč pri lažjemu pisanju simulacij in delu z verjetnostjo.
V zadnjem času se računski učinki in prestrezniki (sicer v nekoliko okrnjeni obliki)
pojavljajo tudi v različnih spletnih orodjih, ki se opirajo na jezik Javascript. Mogoče
najbolj znano ogrodje React, ki ga razvija podjetje Facebook, je pred kratkim dodalo
možnost uporabe učinkov in prestreznikov v razvojni fazi jezika [8].
Hkrati pa so algebrajski učinki in njihovi prestrezniki še vedno v razvoju na
mnogih drugih projektih, kot je recimo programski jezik Koka [12], ki ga razvija
1Prevajalnik za jezik Eff je na primer narejen v jeziku OCaml, ki je dialekt jezika ML.
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Microsoft Research. V jeziku Koka so učinki uporabljeni za zagotavljanje dodatne
varnosti v programih in možnost avtomatskega dokazovanja pravilnosti programov.
V praksi uporaba algebrajskih učinkov v programskem jeziku pomeni, da je po-
trebno kodo, ki učinke uporablja, prevesti v že obstoječ programski jezik, ki učinkov
tipično ne podpira. V primeru jezika Eff so tako učinki v OCaml-u implementi-
rani kot proste monade, kar je enostavno in pravilno, a se v praksi izkaže, da je
taka implementacija pogosto neučinkovita in močno upočasni izvajanje končnega
programa. Ena izmed možnih rešitev je optimizacija prevajanja, kjer za izračune,
ki ne sprožajo učinkov, uporabimo bolj učinkovite načine izvajanja [19] in proste
monade uporabimo zgolj na mestih, kjer se učinki gotovo sprožijo. Ker pa so tipi v
Eff-u implicitni, je tovrstno informacijo težko dobiti.
Možna rešitev je natančnejša izpeljava eksplicitnih tipov izračunov in učinkov, ki
jih izračuni sprožajo. S tem zagotovimo, da imamo vedno točno določene podatke o
tem, kateri učinki se lahko sprožijo. V delu predstavimo jezik ExEff z eksplicitnimi
tipi in signaturami učinkov in pripadajoči algoritem, ki tipe izpelje.
1.1 Struktura dela
V razdelku 2 bomo formalno predstavili jezik MiniEff kot okrnjeno teoretično
osnovo za programski jezik Eff. Podan polimorfen jezik bo skozi celotno magistrsko
delo služil kot osnoven jezik, katerega sistem tipov bomo dopolnjevali. Glavni namen
izboljšave in dopolnitve sistema tipov je ideja, da naj tipi v programskem jeziku kar
najbolje odsevajo stanje jezika in prinesejo čim več informacij o samem programu.
Za jezik bomo pokazali izrek o napredku in izrek o ohranitvi ter utemeljili prednosti
in slabosti danega sistema tipov.
V razdelku 3 bomo tipe v jeziku MiniEff nadgradili z dodatnimi informacijami
o možnih sproženi učinkih tekom izvajanja. Za potrebe izpeljave natančne množice
sproženih učinkov bomo sistem tipov dopolnili s podtipi. Podali in dokazali bomo
pripadajoča izreka o ohranitvi in napredku.
V razdelku 4 bomo na podlagi jezika ImpEff predstavili jezik ExEff, ki temelji
na sistemu tipov polimorfnega lambda računa (System F). Jezik ExEff bo vseboval
eksplicitno kvantificirane in označene tipe, hkrati pa bo zahteval tudi eksplicitne
priče pretvorb med podtipi. Podali bomo posodobljeno operacijsko semantiko in
opozorili na ključne spremembe, ki jih prinese eksplicitna narava jezika. Podali in
dokazali bomo pripadajoča izreka o ohranitvi in napredku, kjer se bomo dotaknili
predvsem razlik med implicitno in eksplicitno verzijo.
Razdelek 5 je namenjen predstavitvi dopolnitve izrazov v jeziku ImpEff v pri-
padajoče izraze v jeziku ExEff. Pokazali bomo, da dopolnitev izrazov ohranja
tipe.
V razdelku 6 bomo predstavili algoritem za izpeljavo tipov izrazov ImpEff in
avtomatsko dopolnitev v izraze jezika ExEff. Podali bomo ključne leme, ki jih
potrebujemo za zdravost in polnost algoritma izpeljave in dopolnitve ter prikazali
skico dokaza. Podali bomo ključne razlike, ki jih je potrebno uvesti v standardni
Hindley-Milnerjev postopek za izpeljavo tipa. Na koncu bomo predstavili praktični
del magistrske naloge, v okviru katerega je bil implementirana poenostavitev dela
s substitucijami in algoritem za izpeljavo tipa naborov prevajalnik v programski
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jezik Eff. Predstavili bomo spremembe algoritma, ki so bile implementirane v
prevajalnik za jezik Eff, in prikazali možnosti za prihodnje delo.
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2 MiniEff
V tem razdelku bomo podali jezik MiniEff. Pri konstrukciji jezika se večinoma dr-
žimo [20], le da naš jezik vsebuje tudi rekurzivne definicije funkcij. Jezik MiniEff
bo preprost polimorfen programski jezik, ki bo podpiral uporabo in prestrezanje
algebrajskih učinkov. Jezik bomo podali na standardni način s semantiko malih ko-
rakov, dodali sistem tipov, na koncu pa bomo podali in dokazali še izreka o napredku
in ohranitvi. Predstavljen jezik nam bo služil kot osnova za kasnejše nadgrajevanje
in izboljšanje sistema tipov. Kot bomo videli kasneje, je jezik dovolj preprost, da
se ga da enostavno podati in teoretično analizirati, a vseeno vsebuje vse potrebne
konstrukte, ki zadevajo algebrajske učinke in prestreznike, da je analiza ustrezna.
Največje sintaktične razlike med jezikoma MiniEff in Eff (ki služi kot osnova)
izhajajo iz dejstva, da je Eff namenjen že nekoliko bolj praktični uporabi. Jezik Eff
za definicijo prestreznika uporablja rezervirano besedo handler, za nadaljevanje
kontinuacije pa moramo eksplicitno uporabiti rezervirano besedo continue. Za lažje
delo z jezikom omogoča množico okrajšav za hitrejše in bolj lažje pisanje (izpuščanje
besede return, vzajemno rekurzivne definicije, funkcije več argumentov itd.). Poleg
sintaktičnih razlik Eff vsebuje tudi bogatejši sistem tipov (nabori, algebrajski tipi,
zapisni tipi) in omogoča ujemanje vzorcev po principu družine jezikov ML. Kljub
razlikama med jezikoma, lahko vse rezultate dobljene z analizo jezika MiniEff
enostavno generaliziramo tudi na Eff.
2.1 Sintaksa
V tabeli 1 je predstavljena osnovna sintaksa jezika MiniEff. Sintaktične konstrukte
razdelimo v dve glavni veji: vrednosti v (ang. values), ki predstavljajo rezultate
izvajanja, in izračune c (ang. computations), ki lahko sprožajo računske učinke. V
duhu funkcijskega programiranja, kjer so funkcije vrednosti, tudi prestreznik štejemo
med vrednosti, a ga za lažje branje označujemo s črko h. Za vrednosti in izračune,
bomo občasno uporabljali skupno poimenovanje izraz, kjer bomo ustrezno vrsto
razbrali iz konteksta.
Vrednosti sestavljajo: spremenljivke, osnovna konstanta za enoto (unit), kon-
stante za cela števila, definicija funkcij (z enim samim argumentom) in definicija
prestreznikov.
Prestreznike podamo kot množico izračunov ci, ki ustrezajo sproženemu učinku
operacije Opi (Branje, Izpis,Kovanec). Za definicijo prestreznikov predpostavimo,
da že obstaja ustrezna množica operacij Op, ki jo označimo zO. Za krajše pisanje ce-
lotno definicijo prestreznika {return x ↦→ cr,Op1 x k ↦→ cOp1 , . . . ,Opn x k ↦→ cOpn}
okrajšamo z {return x ↦→ cr, [Op x k ↦→ cOp ]Op∈O}. Poleg podajanja obnašanja ob
sproženih učinkih je potrebno podati tudi vejo za vrednosti (prestrezanje stavka
return), saj je prestrezanje vrednosti zelo močno orodje za delo s prestrezniki [3].
Množico vseh učinkov, ki jih prestreznik prestreže označimo z sig(h).
Izračuni so del jezika, kjer se lahko sprožijo računski učinki (vrednosti in doda-
ten konstrukt aplikacije funkcije, so recimo že dovolj za definicijo lambda računa).
Preprost izračun je return v, ki predstavlja izračun, ki vrne vrednost v. Sledi apli-
kacija vrednosti. Konstrukt do x ← c1; c2 omogoča zaporedno izvajanje. Vrednost
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vrednost v ::= x spremenljivka⏐⏐ unit konstanta za enoto⏐⏐ · · · ⏐⏐ −1 ⏐⏐ 0 ⏐⏐ 1 ⏐⏐ . . . naravna števila⏐⏐ fun x ↦→ c definicija funkcije⏐⏐ h prestreznik
prestreznik h ::= {return x ↦→ cr, prestreznik vrednosti
Op1x k ↦→ cOp1 , . . . ,Opn x k ↦→ cOpn} prestrezniki operacij
izračun c ::= return v vračanje vrednosti⏐⏐ v1 v2 aplikacija vrednosti⏐⏐ do x← c1; c2 zaporedno izvajanje⏐⏐ let x = v in c prireditev⏐⏐ letrec f x = c1 in c2 rekurzivna prireditev⏐⏐ handle c with v prestrezanje⏐⏐ Op(v; y.c) klic operacije
Tabela 1: Osnovna sintaksa MiniEff-a
izračuna c1 priredimo spremenljivki x in nato nadaljujemo z izvajanjem izračuna
c2. Če spremenljivka x ne nastopa v izračunu c2, jo izpustimo in pišemo krajše
kot: c1; c2. Konstrukt let x = v in c vse pojavitve spremenljivke x v izračunu c
(ne-rekurzivno) nadomesti z vrednostjo v. Poleg ne-rekurzivne prireditve pa zaradi
dodatne moči v jezik dodamo tudi rekurzivno prireditev letrec x = v in c, ki vse
ponovitve spremenljivke x v izračunu c rekurzivno nadomesti z vrednostjo v2.
Zadnja dva konstrukta sta povezana z učinki in prestrezniki. Konstrukt za pre-
strezanje handle c with v “ovije” izračun c s prestreznikom v, s katerim prestreže
sprožene računske učinke. V našem primeru uporabljamo tako imenovane globoke
prestreznike, ki se rekurzivno ponovijo v drevesu izvajanja navzdol. Prav tako do-
voljujemo, da se se posamezen učinek na nekem koraku ne prestreže, ampak se “po-
sreduje” navzgor po drevesu izvajanja (pri čemer seveda štejemo to, da se sprožen
učinek ne prestreže nikjer, kot napako v izvajanju).
Konstrukt Op(v; y.c), pokliče operacijo Op s parametrom v. Po sproženem in
(potencialno) prestreženem učinku, se rezultat izračuna shrani v spremenljivko y,
izvajanje pa se potencialno nadaljuje s kontinuacijo c (prestrezniki omogočajo, da
kontinuacijo uporabimo poljubno mnogokrat; enkrat, večkrat ali pa nikoli). Ker pa
je tak način pisanja skrajno neugoden za kakršnokoli programiranje, si kot okrajšano
definiramo za generične učinke [17, 15], s katerimi nadomestimo klice operacij.
Op := fun x ↦→ return (Op(x; y.return y)) (2.1)
2Natančnejšo razliko bomo prikazali v podrazdelku 2.2
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S tem se pisanje nekoliko poenostavi, še vedno pa lahko brez težav uporabljamo
tudi originalno operacijo kot do y ← Op v; c.
Opomba 2.1. V spodnjih primeri bomo uporabljali konstrukte, ki jih prikazan jezik
MiniEffzaradi preprostosti ne bo vseboval (nabori, nizi, stikanje nizov z operacijo
"^"in množenje celih števil), a bi se jih po potrebi dalo dodati.3
Primer 2.2. Poglejmo si primer preprostega programa v jeziku ImpEff. Delovanje
programa bomo opazovali na primeru treh učinkov, ki so že vgrajeni v jezik (branje
in izpisovanje). Vzemimo O = {Beri, Izpisi, IzpisiNiz}, ki predstavlja že vgrajene
(ang. builtin) operacije v programskem jeziku in si poglejmo sledeč program:
do x ← Beri unit;
Izpisi x
Program najprej pokliče operacijo Beri, in dobljeno vrednost shrani v spremenljivko
x. Nato pokliče operacijo Izpisi s spremenljivko x. Očitna, a zelo pomembna ugoto-
vitev, je to, da ob izvajanju tak program sproži (največ) dva učinka: Beri in Izpisi.
Različni prestrezniki bi lahko namreč prenehali z izvajanjem drugega dela programa,
in bi se prožil samo učinek Beri, ne glede na vse, pa se ne bi mogel v takem programu
sprožiti noben drug učinek (razen, če bi katerega uporabila operacija Beri).
Ključna stvar, ki jo lahko dosežemo s pomočjo računskih učinkov je to, da spro-
žene učinke prestrežemo in po želji prilagodimo. Zgornji program bi, brez prestreza-
nja preprosto izpisal enako celo število, kot bi ga prebral. Če pa prestrežemo učinke
ki ga sproži operacija Beri, s spodnjim prestreznikom, lahko dosežemo, da ob branju
izpišemo še dodatne informacije.
handle (
do x ← Beri unit;
Izpisi x
) with
{ Beri x k ↦→ (Izpisi "Vnos:"; do x' ← (Beri unit); k x'),
sreturn x ↦→ return x
}
Program 1: Preprosto prestrezanje učinka v jeziku MiniEff
V zgornjem programu tako vsak klic operacije Beri prestrežemo z učinkom. Klic
Izpisi pa je izven dosega prestreznika, ki prestreza učinek Beri. Na podoben način
lahko hkrati prestrežemo oba učinka, kot je prikazano in poskrbimo, da branje vedno
vrne konstanto 0.
handle (
do x ← Beri unit;
Izpisi x
) with
{ Beri x k ↦→ (Izpisi "Vedno␣berem␣0"; k 0),
Izpisi x k ↦→ (Izpisi "Ničesar␣ne␣bom␣izpisal"; k unit),
return x ↦→ return x
}
Program 2: Prestrezanje izračuna v jeziku MiniEff
3Bralec lahko primer dodajanja takih konstruktov v jezik najde v [14].
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Primer 2.3. S spreminjanjem veje prestreznika za vrednost, spremenimo spreme-
nimo vedenje programa. V programu spodaj, vidimo, da lahko izpisovanje popol-
noma nadomestimo s sprotno gradnjo niza, ki vsebuje vse do sedaj izpisane nize.
handle (
Izpisi "učinkov";
Izpisi "izpeljava";
Izpisi "Eksplicitna";
1234
) with
{ return x ↦→ return (x * 10, ""),
Izpisi x k ↦→
do (res, log) ← k unit in
return (res, log ^ "\n" ^ x)
}
Program 3: Naprednejše prestrezanje izpisovanja v jeziku MiniEff
V zgornjem programu namesto direktnega izpisovanja, celoten rezultat izvajanja
predstavlja par rezultata in niza, ki vsebuje do sedaj izpisane nize. V našem primeru
tako dobimo rezultat 12340 in besede "Eksplicitna izpeljava učinkov", kjer je vsaka
beseda v novi vrstici.
Opomba 2.4. Prikazani primeri so zgolj manjši del možnosti, ki jih prestrezanje
računskih učinkov omogoča. Bralec, ki bi si o tem želel izvedeti več, to lahko najde
v [17, 5].
2.2 Operacijska semantika
Definicija 2.5 (Semantika malih korakov). Semantika malih korakov jezika Mini-
Eff je najmanjša dvomestna relacija med izračuni, ki ustreza pravilom za izvajanje,
podanim v tabeli 2. Pišemo c⇝ c′ in beremo: “izračun c se pretvori v izračun c′”.
Semantika malih korakov nam podaja, kako potekajo posamezni koraki izvaja-
nja, celoten rezultat programa pa lahko dobimo tako, da zaporedno uporabljamo
pretvorbo, dokler ne dobimo vrednosti.
V tabeli 2 so predstavljena pravila za izvajanje jezika MiniEff Za lažjo predsta-
vitev celoten prestreznik {return x ↦→ cr, [Op x k ↦→ cOp ]Op∈O} okrajšamo s črko h.
Pravila podamo na običajen način kot pravila za sklepanje. Vsako pravilo je sesta-
vljeno iz predpostavk, ki so napisane nad črto, in sklepne izjave pod črto. Za lažje
sklicevanje pravilom dodamo še oznako, ki jo napišemo ob pravilu. Če si pogledamo
pravilo EMiniEDo, nam pove, da če se izračun c1 pretvori v izračun c′1, potem se
izračun do x ← c1; c2 pretvori v do x ← c′1; c2. Z oznako c[v/x] označimo, da v
izračunu c vse pojavitve spremenljivke x zamenjamo z v.
Opomba 2.6. Vezane spremenljivke lahko vedno preimenujemo, zato bomo v na-
daljevanju predpostavili, da so vse vezane spremenljivke, ki jih bomo uvajali, sveže.
Primer 2.7. Če pogledamo pravilo za izvajanje EMiniEDoOp, vidimo, da pri za-
porednem izvajanju klice operacij vedno “povlečemo navzgor”. S tem omogočimo da
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EMiniEDo
c1 ⇝ c
′
1
do x← c1; c2 ⇝ do x← c′1; c2
EMiniEDoReturn
do x← return v; c⇝ c[v/x]
EMiniEDoOp
do x← Op(v; y.c1); c2 ⇝ Op(v; y.(do x← c1; c2))
EMiniEAbsAppl
(fun x ↦→ c) v ⇝ c[v/x]
EMiniELetV
let x = v in c⇝ c[v/x]
EMiniELetRecV
letrec f x = c1 in c2 ⇝ c2[(λx. letrec f x = c1 in c1)/x]
EMiniEHandleEC
c⇝ c′
handle c with v ⇝c handle c
′ with v
EMiniEHandleRet
handle (return v) with h⇝ cr[v/x]
EMiniEHandleOp
(Op ∈ sig(h))
handle Op(v; y.c) with h⇝ cOp [v/x, (fun y ↦→handle c with h)/k]
EMiniEHandleOpNot
(Op ̸∈ sig(h))
handle Op(v; y.c) with h⇝ Op v y.handle c with h
Tabela 2: Pravila za izvajanje v jeziku MiniEff
jih lahko prestrežemo s prestreznikom (pravili EMiniEHandleOp ali EMiniEHan-
dleOpNot) Poglejmo si primer izvajanja zaporednih aplikacij programa spodaj
handle (do x← (do x′ ← (Op(x′′; y.c3)); c2); c1) with h
Po zaporedni uporabi pravil EMiniEhandleEc, EMiniEDo in EMiniEDoOp se
program pretvarja kot
handle (do x← (do x′ ← (Op(x′′; y.c3)); c2); c1) with h⇝
handle (do x← (Op(x′′; y.(do x′ ← c3; c2))); c1) with h⇝
handle (Op(x′′; y.(do x← (do x′ ← c3; c2); c1))) with h⇝
. . .
Kjer se potem glede na signaturo prestreznika pretvori bodisi po pravilu EMini-
EHandleOp in učinek prestreže, ali pa se operacija dvigne nad osnoven prestreznik
Op(x′′; (y.handle (do x← (do x′ ← c3; c2); c1)) with h)
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Z izvajanjem končamo, ko za izračun ni več pripadajočega pravila za izvajanje.
Nekateri izračuni so posebne oblike in predstavljajo konec izvajanja. Tem izračunom
rečemo rezultati in so predstavljeni v tabeli 3. Izračunom, za katere ni več (nobe-
nega) ustreznega pravila za izvajanje pravimo, da so v normalni obliki. Izračunom,
ki so v normalni obliki, a niso rezultati, pravimo da so zataknjeni. Taki izračuni so
v jeziku nezaželeni in se jim želimo tekom izvajanja izogniti.
rezultat r ::= return v
⏐⏐ Op(v; y.c)
Tabela 3: Rezultati v jeziku MiniEff
2.3 Pravila za tipe
Za jezik MiniEff bomo podali sistem tipov, ki ga bomo skozi celotno delo dopol-
njevali in posodabljali. V osnovi bo sistem tipov jezika MiniEff polimorfni lambda
račun. Tipi v jeziku MiniEff so podani v tabeli 4 in so, razen tipov prestreznikov,
popolnoma standardni. Poznamo spremenljivko tipov, ki jo tipično označimo s črko
τ , tip enote (Unit), tip celih števil (Int) in tipe funkcij (T1 → T2). Tipi prestrezni-
kov so podobni funkcijskim tipom, kjer moramo podati tip prestrezanega dela kode
in tip končnega rezultata. Tip prestrezane kode je (lahko) različen od tipa rezultata,
kar izhaja iz veje za prestrezanje return, kjer v prestrezniku spreminjamo vrnjene
vrednosti, s čimer lahko dokončen rezultat popolnoma priredimo, kot smo videli v
programu 3.
tip T ::= τ
⏐⏐ Unit ⏐⏐ Int ⏐⏐ T1 → T2 ⏐⏐ T1 ⇛ T2
shema S ::= T
⏐⏐ ∀τ.S
Tabela 4: Tipi v jeziku MiniEff
Drugi pomemben del sistema tipov, ki je drugačen od lambda računa z enostav-
nimi tipi, je uporaba shem (polimorfnih tipov). Namen shem je, da lahko funkcijo
uporabljamo na vrednostih poljubnih tipov v enakih kontekstih, kot je to prikazano
v naslednjem primeru.
Primer 2.8. Poglejmo si primer, ko hočemo zaporedno uporabiti funkcijo identiteta
na dveh različnih tipih.
let id = fun x ↦→ return x in
do x ← id unit;
do y ← id 3;
x
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Intuitivno lahko preverimo, kakšen tip bi morala imeti funkcija id v zgornjem
programu. V prvem primeru funkcija sprejme argument tipa Unit in vrne rezultat
enakega tipa, v drugem primeru pa funkcija sprejme argument tipa Int in vrne
rezultat tipa Int. Enkrat bi torej funkcija id imela tip Unit → Unit, drugič pa
Int→ Int, torej ji tipa ne moremo prirediti.
V zgornjem primeru bi tako želeli reči, da je tip funkcije id : T → T za poljuben
tip T . Za rešitev tega problema uvedemo sheme, kjer eksplicitno kvantificiramo
spremenljivke tipov, ki jih tretiramo za polimorfne. V našem jeziku to označimo
z univerzalnim kvantifikatorjem iz logike in v tem primeru pišemo id : ∀τ.τ → τ
(monomorfne tipe obravnavamo kot poseben primer polimorfnih tipov, kjer ni kvan-
tificirana nobena spremenljivka). Kvantificiramo lahko le prek spremenljivk tipov
(monomorfnih) in ne prek spremenljivk polimorfnih tipov4.
Za formalno definicijo pravil za določanje tipov, si moramo najprej pogledati še
nekaj pomožnih definicij.
Definicija 2.9 (Kontekst). Kontekst, ki ga običajno označimo z Γ, je zaporedje
predpostavk, ki jih imamo o tipih spremenljivk. V primeru MiniEff-a vsebuje parov
spremenljivk in pripadajočih shem x : S ter spremenljivke tipov τ . Množici vseh
spremenljivk, ki se nahajajo v kontekstu pravimo domena konteksta in jo označimo
z dom(Γ). Z množico fv(Γ) označimo vse spremenljivke tipov, ki so v kontekstu
proste (niso kvantificirane z nobenim kvantifikatorjem). Prazen kontekst označimo
z ∅.
V kontekst novo informacijo dodamo z razširjanjem, ki ga zapišemo kot: Γ, x : T
ali Γ, τ .
Za lažje pisanje več zaporednih kvantifikatorjev, tako kot v logiki, pogosto okraj-
šamo ∀τ1.∀τ2. . . .∀τk z ∀τ1, τ2, . . . , τk. Zaporedje več podobnih indeksiranih tipov
tako okrajšamo z ∀[τi]i∈A, kadar pa indeksov ne potrebujemo pa pogosto uporabimo
oznako s črto nad spremenljivko. Zgornji tip bi tako lahko okrajšali kot ∀[τi]1⩽i⩽k
oziroma z ∀τ in s tem implicitno označili vse želene kvantificirane tipe.
Na enak način kot pri izvajanju, določanje tipov vrednosti in izračunov formali-
ziramo z relacijo.
Definicija 2.10. Relacija imeti tip vrednosti je najmanjša tročlena relacija med
konteksti, vrednostmi in tipi, ki ustreza pravilom za vrednosti iz tabele 5. Pišemo
Γ ⊢v v : T in beremo: “vrednost v ima v kontekstu Γ tip T ”.
Definicija 2.11. Relacija imeti tip izračuna je najmanjša tročlena relacija med
konteksti, izračuni in tipi, ki ustreza pravilom za vrednosti iz tabele 5. Pišemo
Γ ⊢c c : T in beremo: “izračun c ima v kontekstu Γ tip T ”.
Pri izpeljavi tipov predpostavimo, da obstaja globalna signatura, ki vsebuje tipe
vseh operacij, definiranih v posameznem programu.
Σ := [Op : TOp → T ′Op ]Op∈O
4V kasnejših razdelkih bom spoznali močnejše sisteme tipov, ki omogočajo kvantificiranje prek
več spremenljivk, vendar je tak sistem za osnovni prikaz preveč zapleten.
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TMEUnit
Γ ⊢v unit : Unit
TMEInt
(n ∈ Z)
Γ ⊢v n : Int
TMEVar
(x : ∀τ1, τ2, . . . , τk.T ) ∈ Γ
Γ ⊢v x : T [T ′1, T ′2, . . . , T ′k/τ1, τ2, . . . , τk]
TMEAbs
Γ, x : T1 ⊢v c : T2
Γ ⊢c fun x ↦→ c : T1 → T2
TMEAppl
Γ ⊢v v1 : T1 → T2 Γ ⊢v v2 : T1
Γ ⊢c v1 v2 : T2
TMEReturn
Γ ⊢v v : T
Γ ⊢c return v : T
TMEDo
Γ ⊢c c1 : T1 Γ, x : T1 ⊢c c2 : T2
Γ ⊢c do x← c1; c2 : T2
TMELetPoly
Γ, τ ⊢v v : T1 Γ, f : ∀τ .T1 ⊢c c : T2
Γ ⊢c let x = v in c : T2
TMELetRec
Γ, τ , (f : T1 → T2), x : T1 ⊢c c1 : T2 Γ, (f : ∀τ .T1 → T2) ⊢v c2 : T3
Γ ⊢c letrec f x = c1 in c2 : T3
TMEHand
Γ, x : T1 ⊢c cr : T2[
(Op : TOp → T ′Op) ∈ Σ Γ, x : TOp , k : TOp′ → T2 ⊢c cOp : T2
]
Γ ⊢v {return x ↦→ cr, [Op x k ↦→ cOp ]Op∈O} : T1 ⇛ T2
TMEHandle
Γ ⊢v v : T1 ⇛ T2 Γ ⊢c c : T1
Γ ⊢c handle c with v : T2
TMEOp
Γ ⊢v v : TOp (Op : TOp → T ′Op) ∈ Σ Γ, y : T ′Op ⊢c c : T1
Γ ⊢c Op(v; y.c) : T1
Tabela 5: Pravila za določitev tipov jezika MiniEff
Zaradi prostih spremenljivk pa potrebujemo tudi dodatno relacijo, ki podaja
smiselnost tipov. Pravila za smiselnost tipov so podana v tabeli 6. V jezikih, ki jih
bomo predstavili kasneje, bodo pravila za smiselnost tipov zaradi bolj zapletenega
sistema nekoliko bolj zapletena, a vseeno sledila enaki ideji. V vseh pravilih za
določitev tipa predpostavimo, da vsi tipi v kontekstu in končen tip ustrezajo relaciji
smiselnosti.
Pravila načeloma sledijo običajnim pravilom za polimorfen lambda račun. Ker
imamo ločene sintaktične konstrukte, tudi pravila za določitev tipov podamo posebej
za vrednosti in posebej za izračune. Tipi konstant so določeni direktno. Tipi spre-
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τ ∈ Γ
Γ ⊢vty τ
Γ ⊢vty T1 Γ ⊢vty T2
Γ ⊢vty T1 → T2
Γ ⊢vty T1 Γ ⊢vty T2
Γ ⊢vty T1 ⇛ T2 Γ ⊢vty Unit
Γ ⊢vty Int
Γ, τ : T ⊢vty S
Γ ⊢vty ∀τ.S
Tabela 6: Pravila za smiselnost tipov jezika MiniEff
menljivk so taki, kot so predstavljeni v kontekstu, le da ob uporabi vse polimorfne
spremenljivke nadomestimo s svežimi poljubnimi tipi.
Abstrakcija in aplikacija sta običajni. Tip funkcije fun x ↦→ c določimo tako, da
ob predpostavki tipa argumenta izpeljemo tip telesa funkcije. Tip aplikacije funk-
cije pa določimo, če sta domena funkcije ujema s tipom argumenta. Izračun do je
namenjen zaporednemu izvajanju in njegova določitev deluje podobno kot pri funk-
cijah. Če lahko izpeljemo, da je T1 tip izračuna c1 in ob tej predpostavki izpeljemo,
da je tip izračuna c2 enak T2, potem ima celoten izračun tip T2. Za določitev tipa
izračuna let podobno kot pri izračunu do s predpostavko o tipu spremenljivke x iz
prvega dela izračuna poskušamo izpeljati tip drugega dela c, le da v tem primeru vse
pojavitve prostih spremenljivk tipov nadomestimo s polimorfnimi (kvantificiranimi).
Pravilo za tip izračuna letrec je podobno, le da tokrat pri izpeljavi tipa upoštevamo
rekurzivnost in pri izpeljavi tipa vrednosti v že upoštevamo tip funkcije f .
Pri določitvi tipa prestreznika zahtevamo, da ima vsaka izmed vej za prestrezanje
učinkov enak tip rezultata. Tip rezultata določimo tako, da ob predpostavki tipa
prvega argumenta operacije in kontinuacije izpeljemo tip izračuna za pripadajočo
vejo prestreznika.
Pravilo TMEHandle je podobno kot pravilo za tipe aplikacije funkcije. Preve-
rimo, da se tip argumenta v ujema s pričakovanim tipom operacije, za tip rezultata
pa ob predpostavki tipa rezultata klica učinka izpeljemo tip preostanka kontinuacije.
Ena od pomembnejših lastnosti programskega jezika je varnost. Najpogosteje si
želimo, da je programski jezik sestavljen tako, da lahko že pred izvajanjem programa
o programu izpeljemo določene lastnosti. V našem primeru lahko uporabimo izrek
o napredku (ang. progress) in izrek o ohranitvi (ang. preservation). Kombinacija za
zaprte izračune (izračuni, ki nimajo prostih spremenljivk) zagotavlja, da se tekom
izvajanja ne zataknejo.
Za dokaz izrekov bomo uporabili indukcijo glede na izpeljavo tipa izračuna. In-
dukcija glede na izpeljavo (tipa) poteka podobno kot matematična indukcija, le
da pri obravnavi zadnjega koraka v izpeljavi tipa predpostavimo, da indukcijska
predpostavka drži za vse predpostavke v izpeljavi. Pravila, kjer ni predpostavk,
predstavljajo bazo indukcije.
2.4 Izrek o napredku
Lema 2.12 (Kanonične oblike za jezik MiniEff).
13
• Če za zaprto vrednost velja ∅ ⊢v v : T1 → T2, potem je v = fun x ↦→ c za nek
x in izračun c.
• Če za zaprto vrednost velja ∅ ⊢v v : T1 ⇛ T2, potem je v = h za nek prestreznik
h.
Dokaz. Dokažemo z indukcijo na izpeljavo tipa. Za zadnje uporabljeno pravilo pri
določitvi tipa lahko vedno uporabimo TMEVar, vendar ga zaradi predpostavke o
zaprtosti v teh primerih ne moremo. Tako nam za vsak primer ostane le še ena
možnost.
• Ker je vrednost zaprta, je zadnje uporabljeno pravilo v izpeljavi tipa lahko
zgolj TMiniEAbs, iz česar direktno sledi zaključek.
• Ker je vrednost zaprta, je zadnje uporabljeno pravilo v izpeljavi tipa lahko
zgolj TMiniEHand, iz česar direktno sledi zaključek.
Izrek 2.13 (Izrek o napredku). Zaprt izračun c, ki ima tip, ni zataknjen. Za zaprt
izračun, za katerega velja ∅ ⊢c c : T , sledi, da je ali rezultat, ali pa obstaja pravilo
za izvajanje in ustrezen izračun c′, tako da velja c⇝ c′.
Dokaz. Izrek bomo dokazali z indukcijo glede na izpeljavo tipa izračuna, kjer obrav-
navamo primere glede na zadnje uporabljeno pravilo za določitev tipa iz tabele 5.
• TMEAppl
V tem primeru imamo izračun oblike c = v1 v2, kjer velja c : T2 za nek T2.
Izračun ni rezultat, zato bomo poiskali pravilo, po katerem se lahko izvede. Iz
pravil sintakse sledi, da sta tako v1 kot v2 vrednosti. Ker velja v1 : T1 → T2 (kar
sledi iz dejstva da ima celoten izračun tip), je vrednost v1 po lemi o kanoničnih
oblikah oblike fun x ↦→ c1 za neko spremenljivko x in izračun c1. Torej velja
c = (fun x ↦→ c1) v2, kjer pa lahko zaradi dejstva, da je v2 vrednost, uporabimo
pravilo EMiniEAbsAppl in s čimer izračun opravi korak v izvajanju in se
pretvori v c1[v2/x].
• TMEReturn
Izračun c je oblike return v, torej je rezultat.
• TMEDo
Izračun c je oblike do x ← c1; c2 za neka izračuna c1 in c2, kjer za c1 velja
indukcijska predpostavka. (Ta ne velja nujno tudi za c2, saj je x (lahko)
prosta spremenljivka v c2). Če lahko c1 naredi korak v izvajanju, potem lahko
za celoten izračun uporabimo pravilo EMiniEDo. Druga možnost pa je, da
je c1 rezultat, v tem primeru obravnavamo dva primera glede na obliko c1:
– c1 = return v za nek v, za celoten izračun lahko uporabimo pravilo
EMiniEDoReturn.
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– c1 = Op(v; y.c3) za ustrezna v in c3. Potem je osnovni izračun oblike
do x← Op(v; y.c3); c2, ki se lahko pretvori po pravilu EMinisHandOp.
• TMELetPoly
Izračun c je oblike let x = v in c1 za neka v in c1, zato lahko za celoten izračun
uporabimo pravilo EMiniELetV.
• TMELetRecPoly
Izračun se lahko vedno pretvori po pravilu EMiniELetRec.
• TMEHandle
V tem primeru je izračun t oblike handle c1 with v. Za izračun c1 velja izrek
po indukcijski predpostavki. Če se izračun lahko pretvori, potem lahko izračun
pretvorimo po EMiniEHandleEC. V nasprotnem primeru pa je izračun c1
rezultat, v pa, po lemi o kanoničnih oblikah, prestreznik in obravnavamo dva
primera oblike:
– c1 = return v1 za nek v1, za celoten izračun lahko uporabimo pravilo
EMiniEHandleRet.
– c1 = Op(v1; y.c2) za ustrezna v1 in c2. Osnovni izračun se lahko pretvori
po pravilu EMihiEHandleOp ali EMihiEHandleOpNot, glede na to,
ali se prestrezana operacija nahaja v signaturi prestreznika, ali ne.
• TMEOp Izračun je rezultat in izrek je s tem dokazan.
2.5 Izrek o ohranitvi
Za dokaz bomo potrebovali še nekaj dodatnih lem, najpomembneje, lemo o substi-
tuciji, ki nam pove, da se tip izračuna ob smiselni substituciji ohrani:
Lema 2.14 (Ohranitev tipov ob substituciji). Če velja Γ, x : ∀τ .T ′ ⊢c c : T in
Γ, τ ⊢v v : T ′, potem velja Γ ⊢c c[v/x] : c.
Dokaz. Preprosta strukturna indukcija na izpeljavo tipa izračuna.
Lema 2.15. Za poljuben kontekst Γ velja:
• Γ ⊢c return v : T =⇒ Γ ⊢v v : T
• Γ ⊢c Op(v; y.c) : T1 =⇒ Γ, y : T ′Op ⊢c c : T1
Dokaz. Dokažemo z indukcijo na izpeljavo tipa
• Edino pravilo, po katerem lahko izpeljemo tip izračuna return v je pravilo
TMEReturn. Iz edine predpostavke pravila sledi: Γ ⊢v v : T .
• Edino pravilo, po katerem lahko izpeljemo tip izračuna Γ ⊢c Op(v; y.c) : T1 je
pravilo TMOp, iz zadnje predpostavke sledi: Γ, y : T ′Op ⊢c c : T1.
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Izrek 2.16 (Izrek o ohranitvi). Če za poljuben zaprt izračun c velja: ∅ ⊢c c : T in
lahko izračun naredi korak v izvajanju c⇝c c′, potem velja ∅ ⊢c c′ : T .
Izrek o ohranitvi nam pove, da zaprt izračun med izvajanjem ohranijo tip. V
našem primeru lahko povemo še več, da tak izračun celo ohrani prvotni tip.
Dokaz. Izrek o napredku bomo dokazali z indukcijo na c ⇝c c′, kjer obravnavamo
zadnje uporabljeno pravilo za izvajanje iz tabele 2.
• EMiniEDo: Po pravilu EMiniEDo se lahko izračun c1 pretvori v izračun c′1,
zaradi česar se celoten izračun pretvori v izračun do x← c′1; c2. Po pravilu za
izpeljavo tipa izračuna c, vemo, da ima izračun c1 tip T1 za nek ustrezen. Za
c1 velja indukcijska predpostavka, iz česar sledi, da velja Γ ⊢ c′1 : T1 (izračun
med izvajanje ohrani tip). Tip novega izračuna do x ← c′1; c2 izpeljemo po
enakem pravilu TMEDo, kot tip začetnega izračuna c (namesto c1 nastopa
c′1, ki pa ima enak tip) in dobimo, da izračun ob izvajanju tip ohrani.
• EMiniEDoReturn: Po pravilu se celoten izračun do x ← return v; c2
pretvori v c2[v/x]. Iz izpeljave tipa izračuna c sledi: ∅ ⊢c return v : T1, iz
leme 2.15 pa dobimo ∅ ⊢ v : T1. Po lemi o ohranitvi tipov med substitucijo
sledi, da ima tudi substituiran izračun c2 tip T .
• EMiniEDoOp: Iz izpeljave tipa celotnega izračuna sledi, da ima izračun
Op(v; y.c1) tip T1. Po lemi 2.15 dobimo: ∅, y : T ′Op ⊢c c1 : T1. Izračun
do x ← c1; c2 ima zato v kontekstu ∅, y : T ′Op tip T in izračun tip s tem
ohrani.
• EMiniEAppl: Po pravilu se celoten izračun (fun x ↦→ c1) v pretvori v c1[v/x].
Iz izpeljave tipa za abstrakcijo sledi, ∅, x : T1 ⊢c c1 : T2. Po lemi o ohranitvi
tipov med substitucijo sledi, da se tip izračuna c1 ohrani tudi po substituciji,
iz česar sledi, da celoten izračun ohrani tip.
• EMiniELetV in EMiniELetRecV: Ohranitev tipa sledi direktno iz uporabe
leme o substituciji.
• EMiniEHandleEC: Za prestrezan izračun velja indukcijska predpostavka, iz
katere tip lahko izpeljemo direktno iz pravila TMEHandle
• EMiniEHandleRet: Ohranitev tipa sledi iz leme o substituciji in izpeljave
tipa prestreznika TMEHand za cr.
• EMiniEHandleOp: Ohranitev tipa sledi iz leme o substituciji in izpeljave
tipa prestreznika TMEHand za cOp .
• EMiniEHandleOpNot: Tip celotnega izpeljemo po pravilu TMOp, kjer
ima celoten klic operacije enak tip kot začetni izračun c.
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Kombinacija izreka o ohranitvi in napredku nam zagotavlja varnost v jeziku.
Poljuben izračun, ki ima tip, je rezultat, ali pa lahko opravi še en korak v izvajanju.
Pri tem nam izrek o ohranitvi zagotavlja, da po opravljanem koraku izračun ohrani
tip, s čimer lahko spet uporabimo izrek o napredku. Kombinacija nam zagotavlja, da
program, ki ima tip, tekom svojega izvajanja ne more naleteti na “napačno stanje”,
ne zagotavlja pa tega, da bo program z izvajanjem tudi končal.
Primer 2.17. Z uporabo konstrukta letrec lahko brez težav zapišemo izračun, ki
ima tip in z izvajanjem nikoli ne konča.
letrec id x = (id y) in id unit
Za zgornji izračun lahko izpeljemo, da ima tip Unit, a se izvajanje nikoli ne
konča.
2.6 Komentar na jezik
S pomočjo izrekov o napredku in ohranitvi zagotovimo, da programi, ki so smiselni
ob zapisu (imajo tip) tudi tekom izvajanja ne bodo naleteli na napako. Predsta-
vljen jezik lepo ustreza preprosti verziji jezika Eff, s katerim si delita tudi sistem
tipov [17]. Pomanjkljivost sistema tipov lahko vidimo v tem, da v tipih ni nobenih
dodatnih informacij o učinkih, ki so pomemben del jezika. Prav z namenom boljše
natančnosti in boljših informacij o tipih, s pomočjo katerih bi lahko kasneje optimi-
zirali prevajanje, bi radi sistem tipov (in po potrebi tudi jezik) dopolnili. Od sistema
tipov želimo da bi upošteval tudi učinke, hkrati pa ohranili vsa zagotovila, ki smo
jih dobili za trenuten jezik in ohranili jezik ustrezno preprost, da je enostaven za
uporabo.
17

3 ImpEff
V tem razdelku bomo jezik MiniEff dopolnili z dodatnimi informacijami o učinkih,
ki se lahko sprožijo v izračunih. V jezik bomo dodali pravila za podtipe in za
končni jezik podali ter dokazali pripadajoči izrek o varnosti, kjer se bomo osredotočili
predvsem na spremembe, ki jih prinesejo učinkoi.
3.1 Tipi sproženih učinkov
Jezik MiniEff podpira algebrajske učinke, a njegov sistem tipov na področju infor-
mativnosti nekoliko šepa. Sistem tipov bomo dopolnili z učinki, pri tem pa poskušali
ohraniti ključne stvari osnovnega jezika. Za potrebe tega bomo ločili tipe vrednosti
in izračunov. Sintaksa in operacijska semantika jezika bosta ostali enaki, razširili
bomo le tipe.
V tabeli 7 je predstavljena posodobljena sintaksa tipov. Tipi vrednosti ostanejo
enako kot v jeziku MiniEff. Skeleti, katerih namen je, da predstavljajo obliko
tipov brez učinkov so enake oblike kot tipi v MiniEff. Tipe, ki pripadajo izraču-
nom, označimo podčrtano in so sestavljeni iz tipov vrednosti in množice sproženih
učinkov. Spremenljivke za tip izračunov nimamo, saj jih raje razbijemo kot α!δ.
Tipi sproženih učinkov so sestavljeni iz spremenljivke za tipe sproženih učinkov, ali
pa iz množice operacij. Množico sproženih učinkov sestavljamo induktivno, kjer je
osnova lahko ali prazna množica, ali pa spremenljivka. Za potrebe polimorfizma
dodamo še omejitve med tipi (π, ρ) in kvalificirane tipe. Zaradi več vrst spremen-
ljivk, polimorfni tipi S vsebujejo kvantifikatorje čez spremenljivke tipov, skeletov in
spremenljivke za sprožene učinke.
tip vrednosti A,B ::= α
⏐⏐ Unit ⏐⏐ Int ⏐⏐ A→ C ⏐⏐ C ⇛ D
skelet τ ::= ζ
⏐⏐ Unit ⏐⏐ Int ⏐⏐ τ1 → τ2 ⏐⏐ τ1 ⇛ τ2
tip izračuna C,D ::= A!∆
učinki ∆ ::= δ
⏐⏐ ∅ ⏐⏐ {Op} ∪∆
kvalificiran tip K ::= A
⏐⏐ π =⇒ K
polimorfen tip S ::= K
⏐⏐ ∀ζ.S ⏐⏐ ∀α : τ.S ⏐⏐ ∀δ.S
enostavna omejitev π ::= A ⩽ B
⏐⏐ ∆1 ⩽ ∆2
omejitev ρ ::= π
⏐⏐ C ⩽ D
Tabela 7: Tipi v jeziku ImpEff
Primer 3.1. V programu 4 uporabimo dva preprosta učinka in funkcijo z znanim
tipom f : Int→ Unit!∅ (funkcija celemu številu priredi enoto in ne sproži nobenih
učinkov). Z globalno signaturo sestavimo preprost do izračun
{Beri : Unit→ Int, Izpisi : Int→ Unit}
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do x ← Beri unit;
f x
Program 4: Preprost do stavek v jeziku ImpEff
Tip celotnega izračuna v jeziku MiniEff je Unit, hkrati pa vemo, da lahko
sproži še učinek Beri. Deklaracijo funkcije spremenimo, tako da lahko sproži učinek
Beri. V tem primeru njen tip zapišemo kot
f : Int→ Unit!({Beri} ∪ ∅)
oziroma krajše kot f : Int → Unit!{Beri}. Celoten izračun tudi pri spremembi še
vedno obdrži tip in sproži enake učinke. Če pa f lahko sproži drugačno množico
učinkov kot prvi del izračuna, si želimo, da bi sistem tipov zaznal vse. V primeru ko
velja: f : Int→ Unit!{Izpisi} bi želeli za celoten izračun ugotoviti, da potencialno
sproži učinke {Beri, Izpisi}. To dosežemo tako, da po potrebi povečamo množico
učinkov, ki jih izračun sproži. V tem delu bomo prikazali, kako lahko to dosežemo
s pomočjo podtipov.
3.2 Podtipi
Podtipi omogočajo natančnejšo analizo, kdaj lahko izraze varno uporabimo v konte-
kstu, v katerem so pričakovani izrazi z drugačnim tipom. Izračun s tipom A!{Beri}
si želimo varno uporabiti v kontekstu, ki pričakuje izračun tipa A!{Beri, Izpisi}. V
tem primeru rečemo, da je tip A!{Beri} podtip tipa A!{Beri, Izpisi}, saj natančneje
opredeli tip.
Primer 3.2 (Kovariantnost in kontravariantnost). Podtipi pri učinkih so enostavni,
vedno lahko v kontekstu, ki zahteva določene sprožene učinke uporabimo izračun,
ki sproži manj učinkov. Pri funkcijah pa se zadeva nekoliko zaplete. Vzemimo za
primer preprosto funkcijo Γ ⊢v g : A → C. Namesto te funkcije lahko brez težav
uporabimo funkcijo Γ ⊢v g1 : A → C ′, kjer velja C ′ ⩽ C. Vsi rezultati funkcije g2
so tako gotovo “pod” tipi rezultatov originalne funkcije. V tem primeru pravimo,
da je tip funkcije kovarianten v drugem argumentu. Po drugi strani pa je pri tipu
argumenta drugače. Namesto funkcije g lahko uporabimo Γ ⊢v g1 : A→ C le tedaj,
ko velja A ⩽ A′. Če hočemo namesto g uporabiti g2, mora biti domena g2 širša
kot domena originalne funkcije (če bi bila domena ožja, argumenta, ki ga sprejme
funkcija g, funkcija g2 sploh ne bi mogla sprejeti). V tem primeru pravimo, da je
tip funkcije kontravarianten v prvem argumentu (relacija podtip obrne smer).
V tabeli 8 so predstavljena pravila za izpeljavo omejitev in podtipov v jeziku
ImpEff. Tabelo bomo v poglavju 6 dopolnili z eksplicitno izpeljavo omejitev, ki
bodo ključne za dopolnitev jezika v ExEff.
Relacijo je podtip uvedemo posebej za vrednosti v, izračune c in množice spro-
ženih učnikov ∆, kjer za to vzamemo najmanjšo dvočleno relacijo med ustreznimi
objekti, ki ustreza pripadajočim pravilom za podtipe (drugemu delu relacije ⊢co ).
Od relacije seveda zahtevamo, da je delna urejenost za vse tri vrste objektov. Poleg
tega želimo, da razširi inkluzijo za množice sproženih učinkov, saj si želimo, da je
množica sproženih učinkov podtip druge natanko tedaj, ko so njena podmnožica.
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CoVar
π ∈ Γ
Γ ⊢co π
UCoRefl
Γ ⊢co Unit ⩽ Unit
ICoRefl
Γ ⊢co Int ⩽ Int
VCoRefl
α : τ ∈ Γ
Γ ⊢co α ⩽ α
DCoRefl
Γ ⊢∆ ∆
Γ ⊢co ∆ ⩽ ∆
VCoArr
Γ ⊢co B ⩽ A Γ ⊢co C ⩽ D
Γ ⊢co A→ C ⩽ B → D
VCoHand
Γ ⊢co C2 ⩽ C1 Γ ⊢co D1 ⩽ D2
Γ ⊢co C1 ⇛ D1 ⩽ C2 ⇛ D2
CCoComp
Γ ⊢co A1 ⩽ A2 Γ ⊢co ∆1 ⩽ ∆2
Γ ⊢co A1!∆1 ⩽ A2!∆2
DCoNil
Γ ⊢co ∅ ⩽ ∆
DCoOp
Γ ⊢co ∆1 ⩽ ∆2 (Op : AOp → BOp) ∈ σ
Γ ⊢co {Op} ∪∆1 ⩽ {Op} ∪∆2
Tabela 8: Pravila za podtipe jezika ImpEff
Pravilo CoVar je namenjeno predpostavkam, ki sledijo direktno iz konteksta.
Pravila UCoRefl, ICoRefl, VCoRefl in DCoRefl podajajo refleksivnost re-
lacije (vsak tip je podtip samega sebe) za spremenljivke tipov, tipa Unit in Int
ter množice sproženih učinkov . Refleksivnost za tipe izračunov dobimo iz pravila
CCoComp in sledi iz kombinacije pravil za refleksivnost tipov vrednosti in množice
sproženih učinkov. Pravilo CCoComp podaja kovariantnost konstruktorja tipov !,
ali povedano drugače, tip izračuna je podtip drugega tipa izračuna, če je podtip
tako v tipu vrednosti kot tudi v množici sproženih učinkov. Pravili VCoHand in
VCoArr nam podata podtipe funkcij in vrednosti. Tip funkcije je kontravarianten
v prvem argumentu in kovarianten v drugem, enako velja tudi za tipe prestreznikov,
saj ni narobe če prestrežemo izračun širšega tipa in je končni tip manjši. Zadnje
pravilo DCoOp podaja pravila podtipov za množic sproženih učinkov in poskrbi,
da z razširitvijo dveh signatur z enako operacijo ohranimo relacijo med njima, to se
ujema z zahtevo, da podtipi množic sproženih učinkov ustrezajo vsebovanosti.
Zgoraj predstavljen sistem tipov, ki vsebuje tudi tipe sproženih učinkov (tre-
nutno) ni pogost v programskih jezikih. Večina programskih jezikov tipe učinkov
namreč preprosto ignorira, kar je glavni razlog, da so stranski učinki tako nepred-
vidljivi. Za lažje prevajanje v obstoječe programske jezike ohranimo tipe, ki smo
jih podali za jezik MiniEff in jih v jezik ImpEff dodamo kot skelete. Namen ske-
letov je, da ohranjajo osnovno obliko tipa (spremenljivka, vgrajen tip, funkcija ali
prestreznik). S tem si pri prevajanju v ciljne jezike ob brisanju eksplicitnih tipov
zagotovimo, da ohranimo informacijo o podtipih.
Če si želimo ob podtipih ohraniti polimorfizem, moramo spremenljivke, po kate-
rih kvantificiramo, omejiti. Za to uporabljamo omejitve.
Primer 3.3. Vzemimo funkcijo definirano v spodnjem programu, ki komponira dve
funkciji. Če hočemo, da ima funkcija tip, se mora tip, ki ga sprejme druga funkcija
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ujemati s tipom rezultata prve.
fun f ↦→ (
return (
fun g ↦→ (
return (
fun x ↦→ (
do a ← f x;
return g a
)
)
)
)
)
Tip funkcije (brez skeletov) lahko zapišemo kot
∀τ1, τ2, τ3, δ1, δ2, δ3.(τ1 → τ2!δ1)→ ((τ2 → τ3!δ2)→ (τ1 → τ3!δ3))
Vendar pa ta informacija ni dovolj, saj je očitno, da bi celotna funkcija lahko sprožila
tako učinke iz δ1 in δ2, česar pa nam sistem tipov ne pove. Z omejitvami pa lahko
zahtevamo da sta tipa v ustrezni relaciji. Tip funkcije tako zapišemo kot:
∀τ1, τ2, τ3, δ1, δ2, δ3.δ3 ⩽ δ1 =⇒ δ3 ⩽ δ2 =⇒
(τ1 → τ2!δ1)→ ((τ2 → τ3!δ2)→ (τ1 → τ3!δ3))
S čimer zahtevamo ustrezno relacijo med sproženimi učinki.
Kvantifikatorja za skelete in spremenljivke učinkov sta običajna, medtem ko je
kvantificiranje prek spremenljivk tipov drugačno, saj ob kvantificiranju zahtevamo
še to, da se oblika spremenljivke ujema z določenim skeletom. S tem si zagotovimo,
da je lahko funkcija polimorfna v nekem tipu, hkrati pa ob predpisanem skeletu
ohranimo obliko tipa.
3.3 Smiselnost tipov
Enako kot pri MiniEff zahtevamo pravilno obliko tipov, pravila so prikazana v
tabelah 9, 10, 11 in 12. Pri smiselnosti pravil za pretvorbe je potrebno opozoriti, da
ne gre za relacijo je podtip, ampak za preverjanje, ali je oblika pretvorbe smiselna
(ne vsebuje prostih spremenljivk, ki ne nastopajo v kontekstu).
3.4 Pravila za tipe
Definicija 3.4. Relacija imeti tip vrednosti je najmanjša tročlena relacija med kon-
teksti, vrednostmi in tipi, ki ustreza pravilom iz tabele 13. Pišemo Γ ⊢v v : A in
beremo: “vrednost v ima v kontekstu Γ tip A”.
Definicija 3.5. Relacija imeti tip izračuna je najmanjša tročlena relacija med kon-
teksti, izračuni in tipi, ki ustreza pravilom iz tabele 14. Pišemo “Γ ⊢c c : C in
beremo: izračun c ima v kontekstu Γ tip C”.
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α :τ ∈ Γ
Γ ⊢vty α : τ
Γ ⊢vty A : τ1 Γ ⊢cty C : τ2
Γ ⊢vty A→ C : τ1 → τ2
Γ ⊢cty C : τ1 Γ ⊢cty D : τ2
Γ ⊢vty C ⇛ D : τ1 ⇛ τ2
Γ ⊢vty Unit : Unit Γ ⊢vty Int : Int
Γ ⊢ct π Γ ⊢vty K : τ
Γ ⊢vty π ⇒ K : τ
Γ, α : τ1 ⊢vty S : τ2
Γ ⊢vty ∀α :τ1.S : τ2
Γ, δ ⊢vty S : τ
Γ ⊢vty ∀δ.S : τ
Γ, ς ⊢vty S : τ
Γ ⊢vty ∀ς.S : ∀ς.τ
Tabela 9: Pravila za smiselnost tipov vrednosti jezika ImpEff
Γ ⊢vty A : τ Γ ⊢∆ ∆
Γ ⊢cty A ! ∆ : τ
Tabela 10: Pravila za smiselnost tipov izračunov jezika ImpEff
Γ ⊢∆ ∅
δ ∈ Γ
Γ ⊢∆ δ
(Op:AOp → BOp) ∈ Σ Γ ⊢∆ ∆
Γ ⊢∆ {Op} ∪∆
Tabela 11: Pravila za smiselnost oblike sproženih učinkov jezika ImpEff
Γ ⊢vty A : τ Γ ⊢vty B : τ
Γ ⊢ct A ⩽ B
Γ ⊢cty C : τ Γ ⊢cty D : τ
Γ ⊢ct C ⩽ D
Γ ⊢∆ ∆1 Γ ⊢∆ ∆2
Γ ⊢ct ∆1 ⩽ ∆2
Tabela 12: Pravila za smiselnost oblike pretvorb tipov jezika ImpEff
Razširimo tudi definicijo konteksta Γ, ki sedaj lahko vsebuje: skelete ζ, spre-
menljivke tipov s pripadajočimi skeleti τ : ζ (namesto zgolj spremenljivk tipov),
spremenljivke za množice učinkov δ in pogoje π.
Pravili TmUnit in TmInt podajata pravili za konstante in sta standardni. Pra-
vilo TmCastV podaja pretvorbo tipa vrednosti v : A v poljuben tip B, za katerega
velja A ⩽ B. Pravilo TmVar podaja tipe spremenljivk. Če ima spremenljivka x v
kontekstu Γ tip oblike ∀ζ.∀α : τ .∀∆.π =⇒ A, potem ima, ob ustreznem primeru
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TmUnit
Γ ⊢v unit : Unit
TmInt
(n ∈ Z)
Γ ⊢v n : Int
TmCastV
Γ ⊢v v : A
Γ ⊢v v : B
TmVar
(x : ∀ζ.∀α : τ .∀∆.π =⇒ A) ∈ Γ σ = [τ ′/ζ, B/α,∆/δ]
Γ ⊢v x : σ(A)
TmAbs
Γ, x : A ⊢c c : C
Γ ⊢v fun x ↦→ c : A→ C
TmHand
Γ, x : A ⊢c cr : B!∆[
(Op : AOp → BOp) ∈ Σ Γ, x : AOp , k : BOp → B!∆ ⊢c cOp : B!∆
]
Op∈O
Γ ⊢v {return x ↦→ cr, [Op x k ↦→ cOp ]Op∈O} : A!(∆ ∪ O)⇛ B!∆
Tabela 13: Pravila za tipe vrednosti jezika ImpEff
(izbiri instanc) skeleta ζ, tipa α, in spremenljivke signature δ spremenljivka x tip
A, kjer so vse ponovitve kvantificiranih spremenljivk zamenjane s primeri (instanci-
arane). Pravilo za abstrakcije TmAbs podaja tip abstrakcije in je analogno pravilu
v jeziku MiniEff.
Določitev tipa prestreznika je, kar se tiče tipov vrednosti, enaka izpeljavi pri
jeziku MiniEff. Razlika je zgolj v določitvi množice učinkov, kjer zahtevamo, da
se veje prestreznika in veja za vrednosti ujemajo v možnih sproženih učinkih ∆, kar
je končna množica sproženih učinkov. Prestrezan izraz pa lahko vsebuje učinke tako
iz množice ∆, kot iz vseh vej prestreznika (morebitne ne-prestrežene operacije se
prestrežejo višje).
Pravilo TmCastC je enako pripadajočemu pravilu za tipe vrednosti. Pravili
TmApp in TmHandle sta razen sintaktične razlike (dve različni relaciji) analo-
gni praviloma za MiniEff. Pravilo TmLet je običajno pravilo za polimorfne ne-
rekurzivne let stavke. Če ima ob ustrezni predpostavki in instantiaciji polimorfnih
spremenljivk vrednost v tip A in če ima izračun c, kjer spremenljivki x priredimo
shemo z generaliziranimi spremenljivkami, tip C, potem ima celoten izraz tip C.
Pravilo za rekurzivni let je podobno, le da v izpeljavi tipa v ustrezno predposta-
vimo enak tip spremenljivke x. Pravilo TmReturn pretvori vrednost v izračun
s prazno signaturo učinkov. Pri prestreznikih sicer prestrezamo return, a ta iz-
raz sam po sebi učinkov ne sproži, ga pa s pomočjo podtipov tipično razširimo do
ustrezne množice učinkov. Pravilo TmOp ureja tip operacij, in je razen množice
učinkov analogno pravilu za MiniEff. Za operacijo, katere tip poznamo iz globalne
signature, preverimo, da je vrednost na katero je aplicirana smiselnega tipa za to
operacijo. Glavna zahteva poskrbi, da ima izračun kontinuacije (nadaljevanja), ob
predpostavki vrnjenega tipa operacije, pravilen tip. Potrebno je zagotoviti, da je
24
TmCastC
Γ ⊢c c : C1 Γ ⊢co C1 ⩽ C2
Γ ⊢c c : C2
TmApp
Γ ⊢v v1 : A→ C Γ ⊢v v2 : A
Γ ⊢c v1 v2 : C
TmLet
S = ∀ζ.α : τ .∀δ.π =⇒ A Γ, ζ, α : τ , δ, π ⊢v v : A Γ, x : S ⊢c c : C
Γ ⊢c let x = v in c : C
TmLetRec
S = ∀ζ.α : τ .∀δ.π =⇒ (A→ C ′)
Γ, ζ, α : τ , δ, π, x : A, f : A→ C ′ ⊢c c1 : C ′ Γ, f : S ⊢c c2 : C
Γ ⊢c letrec f x = c1 in c2 : C
TmReturn
Γ ⊢v v : A
Γ ⊢c return v : A!∅
TmOp
Γ ⊢v v : AOp (Op : AOp → BOp ∈ Σ) Γ, y : BOp ⊢c c : A!∆ Op ∈ ∆
Γ ⊢c Op(v; y.c) : A!∆
TmDo
Γ ⊢c c1 : A!∆ Γ, x : A ⊢c c2 : B!∆
Γ ⊢c do x← c1; c2 : B!∆
TmHandle
Γ ⊢v v : C ⇛ D Γ ⊢c c : C
Γ ⊢c handle c with v : D
Tabela 14: Pravila za tipe izračunov jezika ImpEff
sprožena operacija v množici sproženih učinkov ∆. Pravilo TmDo, podaja pravila
za tipe zaporednih izrazov. Če ima izračun c1 tip A!∆ in sledeči izračun ob enakem
kontekstu razširjenem z x : A tip B!∆, potem ima zaporedje izračunov tip B!∆.
Zaradi zahteve po tem, da se množici učinkov obeh izračunov ujemata, moramo pri
izpeljavi takih tipov pogosto uporabiti TmCastC za vsaj eno izmed njih.
Pomembno je omeniti, da zgoraj podana pravila ne predstavljajo algoritma za do-
ločitev tipa, ampak podajajo zgolj pogoje, pod katerimi tip lahko določimo. Ključna
težava je uporaba podtipov, kjer algoritem ne more avtomatsko določiti, katero pra-
vilo za določanje tipa naj uporabi. V razdelku 6 bomo podali algoritem, ki te težave
odpravi in ustrezno izpelje tip programa v jeziku ImpEff.
3.5 Izrek o napredku
Ker smo jezik MiniEff dopolnili z dodatnimi informacijami o tipih, bi sedaj radi
izreka o napredku in ohranitvi dokazali še za nekoliko močnejši sistem tipov, ki
vsebuje tudi tipe učinkov.
25
Lema 3.6 (Kanonične oblike za jezik ImpEff).
• Če za zaprto vrednost velja Γ ⊢v v : A→ C, potem v = fun x ↦→ c za nek x in
izračun c.
• Če za zaprto vrednost velja Γ ⊢v v : A ⇛ C, potem v = h za nek prestreznik
h.
Dokaz. Dokažemo z indukcijo na izpeljavo tipa. Za zadnje uporabljeno pravilo pri
določitvi tipa lahko vedno uporabimo TmVar, vendar ga zaradi predpostavke o za-
prtosti v teh primerih ne moremo. Tako nam za vsak primer ostaneta dve možnosti.
• Ker je vrednost zaprta, je zadnje uporabljeno pravilo lahko ali TmCastV ali
TmAbs. Če je zadnje uporabljeno pravilo TmAbs, potem zaključek sledi. Če
pa je zadnje uporabljeno pravilu TmCastV, potem po indukcijski predpo-
stavki izrek velja za Γ ⊢ v : A′ → C ′, kjer A′ → C ′ ⩽ A → C, iz česar sledi,
da je v ustrezne oblike.
• Ker je vrednost zaprta, je zadnje uporabljeno pravilo lahko ali TmCastV
ali TmHand. Če je zadnje uporabljeno pravilo TmHand, potem zaključek
sledi. Če pa je zadnje uporabljeno pravilu TmCastV, potem po indukcijski
predpostavki izrek velja za Γ ⊢ v : C ′ ⇛ D′, kjer C ′ ⇛ D′ ⩽ C ⇛ D, iz česar
sledi, da je v ustrezne oblike.
Izrek 3.7 (Izrek o napredku za jezik ImpEff). Zaprt izračun c, ki ima tip, ni
zataknjen. Za zaprt izračun, za katerega velja ∅ ⊢c c : C, sledi, da je ali rezultat, ali
pa obstaja pravilo za izvajanje in ustrezen izračun c′, tako da velja c⇝ c′.
Dokaz. Izrek dokažemo z indukcijo glede na izpeljavo tipa.
• TmCastC: Imamo izračun Γ ⊢ c : C2, kjer velja tudi Γ ⊢ c : C1 in C1 ⩽ C2. Za
Γ ⊢ c : C1 velja indukcijska predpostavka. Torej obstaja pravilo za izvajanje,
po katerem se lahko pretvori, to pravilo lahko uporabimo tudi za Γ ⊢ c : C2, s
čimer zadostimo zahtevam izreka.
• TmApp: Po lemi o kanoničnih oblikah velja, da je v1 oblike fun x ↦→ c1. Celo-
ten izračun se pretvori po pravilu EMiniEAbsAppl.
• TmLet: Izračun se pretvori po pravilu EMiniELetV.
• TmLetRec: Izračun se pretvori po pravilu EMiniELetRecV.
• TmReturn: Izračun je rezultat.
• TmOp: Izračun je rezultat.
• TmDo: Imamo izračun oblike do x← c1; c2, kjer za izračun c1 velja indukcij-
ska predpostavka. Glede na oblike c1 obravnavamo tri možnosti:
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– c1 se lahko pretvori v c′1: V tem primeru za celoten izračun uporabimo
pravilo EMiniEDo, po katerem se pretvori v do x← c′1; c2.
– c1 je oblike return v za nek v (c1 je rezultat): V tem primeru se celoten
izračun pretvori po pravilu EMiniEDoReturn.
– c1 je oblike Op(v; y.c3) za v in c3 (c1 je rezultat). V tem primeru se
celoten izraz pretvori po pravilu EMiniEDoOp.
• TmHandle: Imamo izračun oblike handle c1 with v, kjer za izračun c1 velja
indukcijska predpostavka. Glede na oblike c1 obravnavamo tri možnosti:
– c1 se lahko pretvori v c′1: V tem primeru za celoten izračun uporabimo
pravilo EMiniEHandleEC, po katerem se pretvori v handle c′1 with v.
– c1 je oblike return v za nek v (c1 je rezultat): V tem primeru se celoten
izračun pretvori po pravilu EMiniEHandleRet.
– c1 je oblike Op(v; y.c3) za v in c3 (c1 je rezultat). Po lemi o kanoničnih
oblikah je v nek prestreznik h. Glede na to, ali je Op ∈ sig(h) obravna-
vamo dve možnosti, in izračun se pretvori po EMiniEHandleOp ali pa
EMiniEHandleOp.
Lema 3.8. Za poljuben kontekst Γ velja:
• Γ ⊢c return v : A!∆1 =⇒ Γ ⊢v v : A
• Γ ⊢c Op(v; y.c) : A!∆1 =⇒ Γ, y : T ′Op ⊢c c : A!∆1
Dokaz. Dokažemo z indukcijo na izpeljavo tipa:
• Zadnje uporabljeno pravilo je lahko TmReturn ali pa TmCastC. V primeru
pravila TmReturn, rezultat sledi iz analogne leme za jezik MiniEff. Če pa
je bilo zadnje uporabljeno pravilo TmCastC, potem obstaja tip C1 = B!∆2,
da velja B!∆2 ⩽ A!∆1 in Γ ⊢c Op(v; y.c) : B!∆2. Za ta izračun pa velja
indukcijska predpostavka, po kateri ima v iz leme tip B. Iz pravila CCoComp
pa sledi B ⩽ A, iz česar lahko po pravilu TmCastV izpeljemo, v : A.
• Zadnje uporabljeno pravilo je ali TmOp al pa TmCastC. V primeru pravila
TmOp dokaz sledi iz analogne leme za jezik MiniEff. Če pa je bilo zadnje
uporabljeno pravilo TmCastC, potem po pravilu obstaja tip B!∆2 ⩽ A!∆1
in za izračun velja indukcijska predpostavka. Če na temu izračunu še enkrat
uporabimo pravilo TmCastC za B!∆2 ⩽ A!∆1 dobimo Γ, y : T ′Op ⊢c c : A!∆1.
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3.6 Izrek o ohranitvi
Izrek 3.9 (Izrek o ohranitvi za jezik ImpEff). Če za poljuben zaprt izračun c v
praznem kontekstu velja: ∅ ⊢c c : T in lahko izračun naredi korak v izvajanju c⇝c c′,
potem velja ∅ ⊢c c′ : T .
Dokaz. Izrek bomo dokazali z indukcijo glede na izvajanje izračuna, kjer obravna-
vamo primere glede na zadnje uporabljeno pravilo za izvajanje iz tabele 2. Tip C
zapišemo kot A!∆1. Enako kot v prejšnjem razdelku dokazujemo močnejšo obliko
izreka za poljuben kontekst.
• EMiniEDo: V tem primeru za izračun c1 velja indukcijska predpostavka, za
celoten izračun pa tip izpeljemo po pravilu TMEDo
• EMiniEDoReturn: Izračun se pretvori v c[v/x], ki ima zaradi tipa osnov-
nega izračuna in leme 3.8 tip A!∆1.
• EMiniEDoOp: Ker ima celoten izračun tip, lahko izpeljemo tip izračuna
do x ← c1; c2 kot A!∆1. Z uporabo pravila CCoComp dobimo, da ima
do x ← c1; c2 enak tip kot osnovni izračun in Op ∈ ∆1. Preprosta uporaba
pravila TmOp potrdi, da ima celoten izračun tip A!∆1.
• EMiniEAppl: Ohranitev tipa sledi direktno iz uporabe leme o substituciji.
• EMiniELetV: Ohranitev tipa sledi direktno iz uporabe leme o substituciji.
• EMiniELetRecV: Ohranitev tipa sledi direktno iz uporabe leme o substitu-
ciji.
• EMiniEHandleEC: Za prestrezan izračun velja indukcijska predpostavka, iz
katere tip lahko izpeljemo direktno iz pravila TMEHandle.
• EMiniEHandleRet: Ohranitev tipa sledi iz izpeljave tipa prestreznika kjer
zahtevamo, da velja Γ, x : A′ ⊢ cr : A!∆1.
• EMiniEHandleOp: Ohranitev tipa sledi iz pogoja za prestreznike posame-
znih učinkov v prestrezniku.
• EMiniEHandleOpNot: V tem primeru velja, da Op ̸∈ sig(h), kar pomeni,
da so možni sproženi učinki končnega izračuna ∆1 ∪ {Op}, kjer je O vzet
iz izpeljave tipa prestreznika. Ker pa Op ni vsebovan v signaturi učinka, je
gotovo že vsebovan v ∆1 in je zato končni tip izračuna A!∆1.
Primer 3.10. Za konec si poglejmo del izpeljave tipa programa iz 4. Zaradi pod-
tipov in polimorfizma bomo monomorfni funkciji f : Int → Unit!{Izpisi} od prej
priredili polimorfen tip, z dodatno omejitvijo za podtipe.5
f : ∀ζ.∀(α : ζ).∀δ.Int ⩽ α. =⇒ {Izpisi} ⩽ δ. =⇒ Unit→ α!δ
5Način, kako funkciji priredimo tip ni enolično določen. Prav tako zahteva Int ⩽ α v resnici
nima pravega pomena, saj je edini tip, ki ustreza spremenljivki le Int, je pa to eden izmed redkih
preprostih primerov, kjer lahko pokažemo uporabo zahtev za podtipe.
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Funkcija f ima za poljubno spremenljivko za tip α, katere podtip je Int in poljubno
spremenljivko za sprožene učinke δ, ki je podtip {Izpisi} tip Unit→ α!δ. V resnici s
tem tip funkcije povečamo na poljuben ustrezen tip, ki ga bomo potrebovali kasneje.
Za množico vseh možnih učinkov vzamemo Σ := {Beri, Izpisi}.
Za krajše pisanje, bomo v sledeči izpeljavi tipa, operaciji Beri in Izpisi okrajšali
s črkama B in I. Iz težav v prejšnjih podrazdelkih vemo, da je za izpeljavo tipa
potrebujemo izpeljavi, kjer imata tako Beri unit in f x za ustrezen x : Int enako
množico sproženih učinkov: {Beri, Izpisi}.
Poglejmo si najprej izpeljavo tipa izračuna B unit, in ne pozabimo, da moramo
zaradi generičnih učinkov najprej izpeljati tip funkcije generičnega učinka operacije
B. Ker je tip funkcije f že znan, celotno izpeljavo delamo v kontekstu
Γ := Γ′′, (f : ∀ζ.∀(α : ζ).∀δ.Int ⩽ α. =⇒ {Izpisi} ⩽ δ. =⇒ Unit→ α!δ)
V prvi izpeljavi označimo Γ′ := Γ, x : Unit.
TmOp
(B : Unit→ Int ∈ {B, I})
(x : Unit) ∈ Γ′
Γ′ ⊢v x : Unit
TmVar
TmCastC
. . .
Γ′, y : Int ⊢c return y : Int!{B} Γ′ ⊢vty Int : Int
TmInt
B ∈ {B}
Γ, x : Unit ⊢c B(x; y.return y) : Int!{B}
TmAbs
Znano
Γ, x : Unit ⊢c B(x; y.return y) : Int!{B} Γ ⊢vty Unit : Unit
TmUnit
Γ ⊢v fun x ↦→B(x; y.return y) : Unit→ Int!{B}
TmApp
Znano
Γ ⊢v B : Unit→ Int!{B} Γ ⊢v unit : Unit
TmUnit
Γ ⊢c B unit : Int!{B}
Nadalje lahko istemu izračunu s pomočjo pretvorbe tipov izpeljemo nekoliko širši
tip.
TmCastC
Znano
Γ ⊢c B unit : Int!{B}
(B : Unit→ Int ∈ {B, I}) Γ ⊢co ∅ ⩽ {I}
DCoNil
Γ ⊢co {B} ⩽ {B, I}
DCoOp
Γ ⊢c B unit : Int!{B, I}
Izpeljava za tip aplikacije funkcije s predpostavko o tipu spremenljivke x je potem
sledeča:
TmApp
TmVar
(x : Int) ∈ (Γ, x : Int)
Γ, x : Int ⊢ x : Int
(f : Int→ Unit!{I}) ∈ (Γ, x : T )
Γ ⊢v f : Int→ Unit!{I}
TmVar
Γ, x : Int ⊢c f x : Unit!{I}
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Znano
Γ, x : Int ⊢c f x : Unit!{I}
(B : Unit→ Int ∈ {B, I}) Γ ⊢co ∅ ⩽ {B}
DCoNil
Γ ⊢co {I} ⩽ {B, I}
DCoOp
Γ, x : Int ⊢c f x : Unit!{B, I}
TmCastC
Znano
Γ ⊢c B unit : Int!{B, I}
Znano
Γ, x : Int ⊢c f x : Unit!{B, I}
Γ ⊢c do x← B unit; f x : Unit!{B, I}
Z dodatnimi pravili smo dosegli, da lahko izpeljemo tip izračuna, ki tekom izva-
janja sproža različne učinke, hkrati pa si zagotovimo varnost, ki nam jo podajata
izreka o napredku in ohranitvi.
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4 ExEff
V tem razdelku predstavimo sintakso in operacijsko semantiko jezika ExEff. Jezik
ExEff nadgradi ImpEff z eksplicitno navedenimi tipi, hkrati pa doda eksplicitne
pretvorbe med podtipi.
Osnova jezika ExEff je polimorfen lambda račun, ki je bolje znan pod angleškim
imenom System F. Zaradi eksplicitne oblike so izrazi v jeziku System F poleg že
znanih aplikacij in abstrakcij prek vrednosti, tudi aplikacije in abstrakcije prek tipov.
Poleg tega pa bomo v tem razdelki dodali tudi eksplicitne pretvorbe in skelete, da
bodo ustrezali jeziku ImpEff. Natančnejši opis jezika System F lahko bralec najde
v [14, 9], v tem delu pa bomo ključne stvari pokazali prek primerov in izpustili bolj
formalno analizo.
4.1 Sintaksa
vrednost v ::= x
⏐⏐ unit ⏐⏐ fun (x : T ) ↦→ c ⏐⏐ h⏐⏐ · · · ⏐⏐ −1 ⏐⏐ 0 ⏐⏐ 1 ⏐⏐ . . .⏐⏐ Λζ. v ⏐⏐ v τ ⏐⏐ Λ(α : τ). v ⏐⏐ v T ⏐⏐ Λδ. v ⏐⏐ v ∆ ⏐⏐⏐⏐ Λ(ω : π). v ⏐⏐ v γ ⏐⏐ v ▷ γ
prestreznik h ::= {return (x : T ) ↦→ cr,Op1 x k ↦→ cOp1 , . . . ,Opn x k ↦→ cOpn}
izračun c ::= return v
⏐⏐ v1 v2 ⏐⏐ do x← c1; c2 ⏐⏐ let x = v in c⏐⏐ letrec f (x : T ) = c1 in c2 ⏐⏐ handle c with v⏐⏐ Op(v; (y : T.c)) ⏐⏐ c ▷ γ
pretvorba γ ::= ω
⏐⏐ ⟨Unit⟩ ⏐⏐ ⟨Int⟩ ⏐⏐ ⟨α⟩ ⏐⏐ ⟨∆⟩ ⏐⏐ γ1 → γ2 ⏐⏐ γ1 ⇛ γ2⏐⏐ ∅∆ ⏐⏐ {Op} ∪ γ ⏐⏐ ∀ζ.γ ⏐⏐ ∀(α : T ).γ ⏐⏐ ∀δ.γ ⏐⏐ π =⇒ γ⏐⏐ γ1!γ2
Tabela 15: Osnovna sintaksa ExEff-a
V tabeli 15 je predstavljena osnovna sintaksa izrazov in pretvorb med tipi, v ta-
beli 16 pa definicija tipov izračunov in vrednosti, ki zaradi eksplicitne narave jezika
hkrati vsebuje tudi definicijo tipov in ostalih sintaktičnih konstruktov. Obstoječa
pravila sintakse iz jezika ImpEff ostanejo enaka, le da je potrebno pri spremenljiv-
kah v primeru abstrakcije, prestreznika in operacije, sedaj eksplicitno navesti tip.
Prav tako ne ločujemo več med shemami tipov in polimorfnimi tipi, ampak vse
predstavimo pod enotnim tipom vrednosti.
Pomembna sprememba je dejstvo, da zaradi eksplicitnega sistema tipov poli-
morfne funkcije predstavimo kot funkcije, ki sprejmejo tipe. Zaradi tega moramo
posodobiti sintakso, kjer lahko sedaj vrednosti apliciramo na tipe in dodamo ab-
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tip vrednosti T,A,B ::= α
⏐⏐ Unit ⏐⏐ Int ⏐⏐ T → C ⏐⏐ C ⇛ D ⏐⏐ ∀ζ.T⏐⏐ ∀(α : T ).T ⏐⏐ ∀δ.T ⏐⏐ π =⇒ T
skelet τ ::= ζ
⏐⏐ Unit ⏐⏐ Int ⏐⏐ τ1 → τ2 ⏐⏐ τ1 ⇛ τ2 ⏐⏐ ∀ζ.τ
tip izračuna C,D ::= T !∆
signatura ∆ ::= δ
⏐⏐ ∅ ⏐⏐ {Op} ∪∆
enostavna omejitev π ::= T1 ⩽ T2
⏐⏐ ∆1 ⩽ ∆2
omejitev ρ ::= π
⏐⏐ C ⩽ D
Tabela 16: Tipi v jeziku ExEff
strakcije, ki kot argument sprejmejo tip. Abstrakcije, ki delujejo na nivoju tipov,
običajno označimo s črko Λ.
Primer 4.1. Tip polimorfne funkcije id v prejšnjem sistemu tipov zapišemo kot:
id : ∀α.α→ α
V jeziku System F6, kjer moramo kot parametre eksplicitno navesti tudi tipe,
končni tip funkcije ostane enak, sama definicija pa se spremeni
Λα. fun (x : α) ↦→x : ∀α.α→ α
Za uporabo funkcije id moramo funkcijo najprej aplicirati na želenem tipu, nato
pa na želenem argumentu.
id Int 8
V jeziku ExEff pa tipe jezika System F dopolnimo še s skeleti in z množicami
sproženih učinkov. Funkcija id ima tako tip:
id : ∀ζ.∀α : ζ.∀α′ : ζ.∀δ.(α ⩽ α′) =⇒ α→ α′!δ
Za poljuben skelet in poljubna tipa α in α′, ki sta ustrezne oblike, in dodatno
zahtevo: α′ ⩽ α. Zaradi podtipov moramo sedaj kvantificirati dva različna tipa, tip
argumenta in tip rezultata. Tip rezultata ni povsem poljuben, saj moramo dodatno
zagotoviti, da je tip rezultata podtip tipa argumenta. Hkrati kvantificiramo tudi
prek poljubne spremenljivke za množico sproženih učinkov δ.Za poljuben skelet in
poljubna tipa α in α′, ki sta ustrezne oblike, ima ob dodatni zahtevi α′ ⩽ α funkcija
enak tip kot zgoraj.
Pripadajoča vrednost v ExEff-u pa bi vsebovala še eksplicitno pretvorbo in
abstrakcijo le te:
6Za običajno abstrakcijo uporabimo kar sintakso jezika ExEff, čeprav se v System F pogosteje
uporablja sintaksa lambda računa: λx : α. x.
32
Λζ. Λ(α : ζ). Λ(α′ : ζ). Λ(ω : α ⩽ α′). fun (x : α) ↦→x ▷ ω
Funkcijo moramo najprej uporabiti na ustreznem skeletu, nato na ustreznih ti-
pih A in A′. Tik pred koncem moramo podati še γ, pričo(izpeljavo), da sta A ⩽ A′
v ustrezni relaciji. Povsem zadnja aplikacija sprejme vrednost in jo vrne nespre-
menjeno. Prav tako je drugačen tudi zapis same funkcije, saj implicitno pretvorbo
tipa spremenljivke x sedaj zapišemo eksplicitno z vrednostjo x ▷ ω. S tem v resnici
nadomestimo pravili TmCastV in TmCastC, ki smo ju uporabljali v ImpEff-u.
Glavna prednost skeletov je dejstvo, da lahko sedaj odstranimo vse ostale infor-
macije o tipih (eksplicitne kvantifikatorje) in ohranimo zgolj skelete. Izkaže se, da je
taka informacija dovolj (o relaciji med α in α′ vemo mnogo manj, a vseeno, da sta
“enake oblike”) za smiselno uporabo v jezikih brez informacij o učnikih. Za funkcijo
id bi tako v ciljem jeziku dobili kar
Λζ. fun (x : ζ) ↦→x : ∀ζ.ζ → ζ
za poljubno obliko (skelet) tipa, kar je ravno tip, ki bi ga funkcija id imela v jeziku
System F.
Pretvorbe, ki jih označujemo z γ, so ključen dodatek k jeziku. Sestavljene so iz
več različnih oblik, kjer vsaka ustreza pripadajoči oblike pravila za podtipe.
Primer 4.2. Tip funkcije f iz programa 4 bi v jeziku ExEff zapisali sledeče:
f : ∀ζ.∀(α : ζ).∀δ.Unit ⩽ α =⇒ {Izpisi} ⩽ δ =⇒ Int→ α!δ
in eden izmed možnih zapisov f :
Λα. Λδ. Λ(ω1 : Unit ⩽ α). Λ(ω2 : {Izpisi} ⩽ δ). fun (x : Int) ↦→((Izpisi x) ▷ ω1!ω2)
Uporabo v programu 4 pa s pomočje eksplicitnih pretvorb tipov:
do x← ((Beri unit) ▷ γ1); (f x) ▷ γ2
kjer je γ1 priča, da velja Int!{Beri} ⩽ Int!{Beri, Izpisi} in γ2 priča, da velja:
Unit!{Izpisi} ⩽ Unit!{Beri, Izpisi}. Celoten klic f pa bi izgledal:
f Unit {Izpisi,Beri} γ1 γ2 0
kjer sta γ1 in γ2 priči, da velja Unit ⩽ Unit in {Izpisi} ⩽ {Izpisi,Beri}.
4.2 Tipi
Relacijo imeti tip, kot pri ImpEff-u podamo posebej za vrednosti in izračune z naj-
manjšima tročlenima relacijama, ki ustrezata pravilom, podanim v tabelah 17 in 18.
Za razliko od prej predstavljenih jezikov, sedaj podamo tudi izvajanje za vrednosti,
da se pretvorbe tipov smiselno razdelijo. Zaradi bolj zapletene strukture tipov, je
tudi kontekst bolj razdrobljen, saj poleg dosedanjih stvari vsebuje še pretvorbe tipov
(γ).
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TmUnitE
Γ ⊢v unit : Unit
TmIntE
(n ∈ Z)
Γ ⊢v n : Int
TmVarE
(x : T ) ∈ Γ
Γ ⊢v x : σ(A)
TmAbsE
Γ, x : T ⊢c c : C
Γ ⊢v (fun x : T ↦→ c) : T → C
TmCastVE
Γ ⊢c v : T1 Γ ⊢co γ : T1 ⩽ T2
Γ ⊢v (v ▷ γ) : T2
TmQSkelE
Γ, ζ ⊢v v : T
Γ ⊢v Λζ. v : ∀ζ.T
TmQTyE
Γ, α : τ ⊢v v : T
Γ ⊢v Λα : τ. v : (∀α : τ.T )
TmQSignE
Γ, δ ⊢v v : T
Γ ⊢v Λδ. v : ∀δ.T
TmQCoerE
Γ, ω : τ ⊢v v : T Γ ⊢co π
Γ ⊢v Λ(ω : π). v : (π =⇒ T )
TmAppCoerE
Γ ⊢v v : (π =⇒ T ) Γ ⊢co γ : π
Γ ⊢v v γ : T
TmHandE
Γ, x : Tx ⊢c cr : T !∆[
(Op : T1 → T2) ∈ Σ Γ, x : T1, k : T2 → T !∆ ⊢c cOp : T !∆
]
Γ ⊢v {return (x : Tx) ↦→ cr, [Op x k ↦→ cOp ]Op∈O} : Tx!(∆ ∪ O)⇛ T !∆
TmApplSkelE
Γ ⊢v v : ∀ζ.T
Γ ⊢v v τ : T [τ/ζ]
TmApplTyE
Γ ⊢v v : ∀(α : τ).T1
Γ ⊢v v T2 : T1[T2/α]
TmApplSigE
Γ ⊢v v : ∀δ.T
Γ ⊢v v ∆ : T [∆/α]
Tabela 17: Pravila za določitev tipov vrednosti jezika ExEff
Poleg razlik, ki nastanejo zaradi eksplicitnih tipov, je pomemben še dodatek pra-
vil za tipe, ki določajo pravilno izpeljavo kvantifikatorjev spremenljivk po tipih, ske-
letih, signaturah in pretvorbah. S stališča dopolnjevanja jezika je najpomembnejša
razlika sprememba med pravilom TmCastV in TmCastVE. Tu namesto implici-
tne pretvorbe sedaj za pretvorbo tipa zahtevamo eksplicitno izpeljavo, ki jo lahko s
pomočjo pravil induktivno zgradimo do podanih baznih pretvorb ⟨Unit⟩, ⟨Int⟩, ⟨∆⟩.
Popolnoma analogna razlika je prisotna pri pravilih TmCastC in TmCastCE.
Analogno kot pri jeziku ImpEff tudi za jezik ExEff uvedemo ustrezne relacije,
ki preverijo pravilno obliko tipov in so podane v tabelah 19, 20, 21, 22 in 23.
4.3 Operacijska semantika
Podobno kot pri tipih tudi operacijsko semantiko za jezik ExEff podamo posebej
za vrednosti in izračune7. V tabelah 25, 26 in 27 so predstavljena pravila izva-
7Spominmo se, da je operacijska semantika jezika ImpEff popolnoma enaka, le da odstranimo
pravila za konstrukte, ki jih ImpEff ne vsebuje, izpustimo pretvorbe tipov in eksplicitne označbe
tipov.
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TmAppE
Γ ⊢v v1 : T → C Γ ⊢v v2 : T
Γ ⊢c v1 v2 : C
TmLetE
Γ ⊢v v : T Γ, x : T ⊢c c : C
Γ ⊢c let x = v in c : C
TmLetRecE
Γ, x : T, (f : T → C ′) ⊢c c1 : C ′ Γ, f : T → C ′ ⊢c c2 : C
Γ ⊢c letrec f (x : T ) = c1 in c2 : C
TmReturnE
Γ ⊢v v : T
Γ ⊢c return v : T !∅
TmDoE
Γ ⊢c c1 : T1!∆ Γ, x : T1 ⊢c c2 : T2!∆
Γ ⊢c do x← c1; c2 : T2!∆
TmOpE
Γ ⊢v v : T1 (Op : T1 → T2 ∈ Σ) Γ, y : T2 ⊢c c : T !∆ Op ∈ ∆
Γ ⊢c Op(v; (y : T2.c)) : T !∆
TmHandleE
Γ ⊢v v : C ⇛ D Γ ⊢c c : C
Γ ⊢c handle c with v : D
TmCastCE
Γ ⊢c c : C1 Γ ⊢co γ : C1 ⩽ C2
Γ ⊢c c ▷ γ : C2
Tabela 18: Pravila za določitev tipov izračunov jezika ExEff
(α : τ) ∈ Γ
Γ ⊢T α : τ
Γ ⊢T T : τ1 Γ ⊢C C : τ2
Γ ⊢T T → C : τ1 → τ2
Γ ⊢C C 1 : τ1 Γ ⊢C C 2 : τ2
Γ ⊢T C 1 ⇛ C 2 : τ1 ⇛ τ2
Γ ⊢T Unit : Unit Γ ⊢T Int : Int
Γ ⊢ρ π Γ ⊢T T : τ
Γ ⊢T π ⇒ T : τ
Γ, ς ⊢T T : τ
Γ ⊢T ∀ς.T : ∀ς.τ
Γ, α : τ1 ⊢T T : τ2
Γ ⊢T ∀α : τ1.T : τ2
Γ, δ ⊢T T : τ
Γ ⊢T ∀δ.T : τ
Tabela 19: Pravila za smiselnost tipov vrednosti jezika ExEff
Γ ⊢T T : τ Γ ⊢∆ ∆
Γ ⊢C T ! ∆ : τ
Tabela 20: Pravila za smiselnost tipov izračunov jezika ExEff
janja za vrednosti, izračune in prestreznike. Za krajše pisanje uporabimo oznako
[γi!γ
′
i]1⩽i⩽n := (γ1!γ
′
1) ▷ . . . ▷ (γn!γ
′
n), kot zaporedno uporabo več pretvorb.
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Γ ⊢T T1 : τ Γ ⊢T T2 : τ
Γ ⊢ρ T1 ⩽ T2
Γ ⊢C C 1 : τ Γ ⊢C C 2 : τ
Γ ⊢ρ C 1 ⩽ C 2
Γ ⊢∆ ∆1 Γ ⊢∆ ∆2
Γ ⊢ρ ∆1 ⩽ ∆2
Tabela 21: Pravila za smiselnost tipov pretvorb jezika ExEff
Γ ⊢∆ ∅
δ ∈ Γ
Γ ⊢∆ δ
(Op:T1 → T2) ∈ Σ Γ ⊢∆ ∆
Γ ⊢∆ {Op} ∪∆
Tabela 22: Pravila za smiselnost tipov sproženih učinkov jezika ExEff
ς ∈ Γ
Γ ⊢τ ς Γ ⊢τ Unit
Γ ⊢τ τ1 Γ ⊢τ τ2
Γ ⊢τ τ1 → τ2
Γ ⊢τ τ1 Γ ⊢τ τ2
Γ ⊢τ τ1 ⇛ τ2
Γ, ς ⊢τ τ
Γ ⊢τ ∀ς.τ
Tabela 23: Pravila za smiselnost skeletov jezika ExEff
Zelo pomembna sprememba v primerjavi z standardnimi podajanji izvajanja je
dejstvo, da, tako vrednosti kot izračune, glede na obliko, dodatno razdelimo med
končne in rezultate (namesto zgolj rezultatov). Delitev je predstavljena v tabeli 24.
Oboji predstavljajo rezultate v smislu prejšnjih predstavitev smiselnega končanja
izvajanja, podrobnejša delitev je namenjena predvsem lažjemu delu pri izvajanju s
pretvorbami.
Končne vrednosti ustrezajo vrednostim v običajnih jezikih (in predstavljajo ko-
nec izvajanja posamezne vrednosti), to so poleg konstant, prestreznikov in običajnih
abstrakcij funkcij tudi abstrakcije prek tipov, skeletov, signatur in pretvorb. Iz de-
finicije očitno sledi, da končne vrednosti predstavljajo končno stanje v izvajanju, ki
je hkrati tudi zaželeno in smiselno iz intuitivnega stališča.
Rezultatne vrednosti pa so tako končne vrednosti, kot pretvorbe, uporabljene
na rezultatnih vrednostih, razen (⟨Unit⟩, ⟨Int⟩, ⟨∆⟩, ∅∆, {Op} ∪ γ), saj lahko te
izvedemo še naprej.
Na podoben način razdelimo tudi izračune. Končni izračun je lahko return
rezultatne vrednosti ali pa (nekoliko drugače kot pri vrednostih) aplikacija pretvorbe
na končni izračun, ki je v splošnem ne moremo izvesti naprej.
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končna vrednost vT ::= unit
⏐⏐ · · · ⏐⏐ −1 ⏐⏐ 0 ⏐⏐ 1 ⏐⏐ · · · ⏐⏐ fun x : T ↦→ c⏐⏐ h ⏐⏐ Λζ. v ⏐⏐ Λ(α : τ). v ⏐⏐ Λδ. v ⏐⏐ Λ(ω : π). v
rezultatna vrednost vR ::= vT
⏐⏐ vR ▷ (γ1 → γ2) ⏐⏐ vR ▷ (γ1 ⇛ γ2) ⏐⏐ vR ▷ (∀ζ.γ)⏐⏐ vR ▷ (∀(α : τ).γ) ⏐⏐ vR ▷ (∀δ.γ) ⏐⏐ vR ▷ (π =⇒ γ)
končni izračun cT ::= return vR
⏐⏐ cT ▷ (γ1!γ2)
rezultatni izračun cR ::= cT
⏐⏐ Op(v; (y : T.c))
Tabela 24: Delitev med končnimi in rezultatnimi vrednostmi ter izračuni
EVCoer
v ⇝v v
′
v ▷ γ ⇝v v
′ ▷ γ
EVUnit
vR ▷ ⟨Unit⟩⇝v vR
EVInt
vR ▷ ⟨Int⟩⇝v vR
EVValSkel
v ⇝v v
′
v τ ⇝v v
′ τ
EVValType
v ⇝v v
′
v T ⇝v v
′ T
EVValSign
v ⇝v v
′
v ∆⇝v v
′ ∆
EVValCoer
v ⇝v v
′
v γ ⇝v v
′ γ
EVSubSkel
(vR ▷ (∀ζ.γ)) τ ⇝v vR τ ▷ γ[τ/ζ]
EVSubTyVar
(vR ▷ (∀(α : τ).γ))T ⇝v vR T ▷ γ[T/α]
EVSubSignVar
(vR ▷ (∀δ.γ))∆⇝v vR δ ▷ γ[∆/δ]
EVSubCoer
(vR ▷ (π =⇒ γ1))γ2 ⇝v vR γ2 ▷ γ1
EVSubAbsSkel
(Λζ. v) τ ⇝v v[τ/ζ]
EVSubAbsTyVar
(Λ(α : τ). v) T ⇝v v[T/α]
EVSubAbsSign
(Λδ. v) ∆⇝v v[∆/δ]
EVSubAbsCoer
(Λ(ω : π). v) γ ⇝v v[ω/γ]
Tabela 25: Pravila za izvajanje vrednosti jezika ExEff
Primer 4.3. Poglejmo si izračun
return unit ▷ ⟨Unit⟩!∅{Izpisi}
ki ima, zaradi pretvorbe, tip Unit!{Izpisi}. Če bi želeli izračun kakorkoli izvesti
naprej, je edina možnost (ker return dela ne moremo več izvesti) uporaba ali od-
stranitev pretvorbe. Smiselne uporabe na samem izračunu ni, z odstranitvijo pa
pridemo do izračuna return unit, ki ima tip Unit!∅. Z odstranitvijo izgubimo
dodatno informacijo, ki je samo iz izračuna in novega tipa ne moremo rekonstrui-
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ECCoer
c⇝c c
′
c ▷ γ ⇝c c
′ ▷ γ
ECAppAbs
v1 ⇝v v
′
1
v1 v2 ⇝c v
′
1 v2
ECAppArg
v2 ⇝v v
′
2
vT1 v2 ⇝c v
T
1 v
′
2
ECAbsSkel
(vR ▷ (γ1 → γ2)) v ⇝c (vR (v ▷ γ1)) ▷ γ2
ECAbsApp
(fun x : T ↦→ c)vR ⇝v c[vR/x]
ECLetV
v ⇝v v
′
let x = v in c⇝c let x = v
′ in c
ECLetRecV
c1 ⇝c c
′
1
letrec f x = c1 in c2 ⇝c letrec f x = c
′
1 in c2
ECLetVRes
let x = vR in c⇝c c[v
R/x]
ECLetRecVRes
letrec f x = cR1 in c2 ⇝c c2[(λx. letrec f x = c
R
1 in c1)/x]
ECRet
v ⇝v v
′
return v ⇝c return v
′
ECOpEVal
v ⇝v v
′
Op v (y : T.c)⇝c Op v
′ (y : T.c)
ECOpCoer
Op(vR; (y : T.c)) ▷ γ ⇝c Op(v
R; (y : T.c ▷ γ))
ECDoEFst
c1 ⇝c c
′
1
do x← c1; c2 ⇝c do x← c′1; c2
ECDoRet
do (x← (return vR) ▷ [γi!γ′i]1⩽i⩽n); c2 ⇝c c2[(vR ▷ γ1 ▷ . . . ▷ γn)/x]
ECDoOp
do x← (Op(vR; y : T.c1)); c2 ⇝c Op(vR; (y : T.do x← c1; c2))
Tabela 26: Pravila za izvajanje izračunov jezika ExEff
rati, kot pa smo videli že v prejšnjih primerih, bi v določenih primerih potrebovali
večji tip, ki nam ga podaja pretvorba. Še več, kakršnakoli smiselna implementacija
avtomatske izpeljave bi pretvorbo v višji tip izpeljala natanko tedaj, ko bi jo potre-
bovala in odstranitev le-te bi pomenila ali napako, ali pa nepotrebno delo avtomatske
izpeljave dopolnitve.
Druga pomembna sprememba je potreba po tem, da vrednosti aplicirane na pre-
tvorbe v ▷ γ izvedemo, a vseeno ohranimo tip vrednosti. Velika večina “dodatnih”
pravil za izvajanje je namenjena ravno temu, da izvajanje potisnemo v samo vre-
dnost, skupaj z upoštevanjem pretvorbe.
38
ECHandleEH
v ⇝v v
′
handle c with v ⇝c handle c with v
′
ECHandleEC
c⇝c c
′
handle c with vT ⇝c handle c
′ with vT
ECHandCoer
handle c with (vR ▷ γ1 ⇛ γ2)⇝c (handle (c ▷ γ1) with v
R) ▷ γ2
ECHandRet
handle ((return vR) ▷ [γi!γ
′
i]1⩽i⩽n) with h⇝c cr[(v
R ▷ γ1 ▷ . . . ▷ γn)/x]
ECHandOp
(Op ∈ sig(h))
handle Op(vR; (y : T.c)) with h⇝c cOp [v
R/x, (fun y : T ↦→handle c with h)/k]
ECHandOpNot
(Op ̸∈ sig(h))
handle Op(vR; (y : T.c)) with h⇝c Op(v
R; (y : T.handle c with h))
Tabela 27: Pravila za izvajanje prestreznikov jezika ExEff
Pravila EVCoer, EVValSkel, EVValType, EVValSign in EVValCoer
so povsem proprosta, kjer vrednost izvedemo, če jo le lahko, pretvorbe pa ohranimo
nespremenjene. Pravili EVUnit in EVInt povesta, da lahko izpeljavo refleksivnosti
tipa enote in celih števil zavržemo. Preostala pravila so namenjena zgolj potisku iz-
vajanja v notranji del vrednosti. Pretvorbo tipa, glede na obliko, ustrezno razdelimo,
da lahko nadaljujemo z izvajanjem. Kvantificirane pretvorbe razdelimo prek instan-
tiacije kvantificirane spremenljivke glede na aplicirano vrednost (kot bi to storili pri
navadni funkciji) in nadaljujemo z izvajanjem. Pretvorbo, ki pa sledi iz pogoja, pa
preprosto apliciramo na že obstoječo.
Podobno je pri pravilih za izračune. Pravilo ECOCoer je analogno pravilu
za vrednosti. Pravila ECOAppAbs, ECOAppArg, ECLetV, ECSbsApp, ECO-
Coer, ECLetVRes, ECRet in EDoEFst so popolnoma običajni. Pravilo ECA-
vsSkel aplikacijo funkcije, na kateri je uporabljena pretvorba pretvori tako, da prvi
del pretvorbe uporabi na argumentu, drugi del pa na rezultatu aplikacije. Pravilo
ECOpVal podaja izvajanje operacije in je identično izvajanju aplikacije funkcije.
Pravilo ECOpRet potisne pretvorbi iz celotne uporabe operacije zgolj v kontinu-
acijo. Pravilo ECDoOp podaja izvajanje operacije, kjer je njen prvi argument že
rezultatna vrednost. V tem primeru se preostanek izvajanja premakne v kontinu-
acijo, kjer se bo po sproženem učinku izvedel naprej. To je v resnici tudi ključen
del izvajanja računskih učinkov, kjer z izvajanjem preostanka programa, z vsemi
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pridobljenimi informacijami, nadaljujemo po sproženem učinku. Ključno pri pravilu
ECDoRet je dejstvo, da return ne more več sprožiti učinkov (saj je ta del končal z
izvajanjem) in lahko zato pretvorbe za množice učinkov izbrišemo iz pretvorb tipov.
Preostanek pravila pa je podoben pravilu ECLetVRes, kjer z vR substituiramo
vse ponovitve spremenljivke x v izračunu c2, a moramo hkrati dodati zraven še vse
pretvorbe tipov (brez pretvorb signatur) za pravilno kasnejše ujemanje podtipov (na
ravni tipa vrednosti in ne izračunov).
Tabela 27 podaja pravilo za izvajanje prestreznikov. Enako kot pri funkcijah,
najprej izvedemo del s prestreznikom, potem pa nadaljujemo z izvajanjem prestre-
zanega dela. Pravilo ECHandCoer podaja distribucijo pretvorbe prestreznikov,
katere ideja je popolnoma enaka tisti pri funkcijah. Pretvorbo tipov rezultata upo-
rabimo na celotnem izračunu, pretvorbo tipa prestrezane kode pa apliciramo na
notranji del. Pravilo ECHandRet deluje na povsem enak način kot pripadajoče
pravilo za stavek do, pri tem je pomembno omeniti, da tu na enak način vemo, da se
ne bodo mogli sprožiti učinki. Pravili ECHandOp in ECHnadRet ustrezata pre-
strezanju učinkov. V zadnjem primeru, ko prestreznik h ne prestreza učinka, ki ga
sproži operacija Op, prestreznik preprosto ovijemo okoli kontinuacije in prepustimo
prestrezanje prestrezniku višje v drevesu klicev. Pravilo ECHandOp pa ustreza
možnosti, ko prestreznik h prestreza učinek operacije Op. V tem primeru ustrezno
substituiramo izračun, ki v prestrezniku ustreza izračunu Op in v ponovno vrinemo
prestreznik.
Pomembna opazka pri pravilih za izvajanje je dejstvo, da kombinacija pravil,
ki pretvorbe tipov potisnejo globlje v izvajanje, intuitivno zagotovi, da se program
lahko izvaja in tekom izvajanje pretvorbe ne blokirajo možnosti izvajanja.
4.4 Izrek o napredku
Ker se, za razliko od prej predstavljenih jezikov, v jeziku ExEff da izvesti tudi
vrednosti, bomo izreka o napredku in ohranitvi pokazali tako za izračune kot za
vrednosti.
Izrek 4.4 (Izrek o napredku za vrednosti v jeziku ExEff). Če ima zaprta vrednost
v tip v praznem konteksu, potem je rezultatna vrednost, ali pa obstaja pravilo za
izvajanje in ustrezna vrednost v′, da se po tem pravilu v pretvori v v′.
Dokaz. Uporabimo indukcijo gleda na izpeljavo tipa vrednosti.
• TmUnitE: Vrednost je rezultatna vrednost.
• TmIntE: Vrednost je rezultatna vrednost.
• TmVarE: Vrednost ni zaprta.
• TmAbsE: Vrednost je rezultatna vrednost.
• TmCastVE: V tem primeru imamo vrednost oblike v ▷ γ po indukcijski
predpostavki izrek velja za v. Če v lahko opravi še en korak v izvajanju, potem
uporabimo pravilo EVCoer in vrednost pretvorimo v v′ ▷ γ. V nasprotnem
primeru je v rezultatna vrednost in obrvnavamo možnosti glede na obliko
pretvorbe tipa γ.
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– γ = ⟨Unit⟩ ali γ = ⟨Int⟩: V tem primeru se vrednost pretvori po pravilu
EVUnit ali EVInt.
– γ = ⟨α⟩ ali γ = ⟨∆⟩: V tem primeru izračun ni zaprt, ali pa nima tipa.
– γ = γ1!{γ2} ali γ = ∅∆ ali γ = {Op} ∪ γ: Vrednost ni smiselna (nima
tipa).
– V preostalih primerih je v ▷ γ rezultatna vrednost.
• TmQSkelE, TmQTyE, TmQSignE in TmQCoerE: Vrednost je rezultatna
vrednost.
• TmHandE: Vrednost je že rezultatna vrednost.
• TmAppCoerE: V tem primeru imamo vrednost oblike v γ, kjer za v velja
indukcijska predpostavka. Če se lahko v pretvori naprej, potem uporabimo
pravilo EVValCoer. Če pa je v rezultatna vrednost, potem imamo samo
dve obliki vrednosti, ki imata tip, prva se pretvori po pravilu EVSubCoer,
druga pa po pravilu EVSubAbsCoer.
• TmapplSkelE, TmApplTyE in TmApplSigE: obravnavamo analogno kot
zgornjo možnost.
Izrek 4.5 (Izrek o napredku za izračune v jeziku ExEff). Če ima zaprt izračun c tip
v praznem konteksu, potem je rezultatni izračun, ali pa obstaja pravilo za izvajanje
in ustrezen izračun c′, da se po tem pravilu c pretvori v c′.
Dokaz. Uporabimo indukcijo glede na izpeljavo tipa izračuna.
• TmAppE: V tem primeru imamo izračun oblike v1 v2, kjer za oba vrednosti
velja indukcijska predpostavka. Če se lahko v1 pretvori, potem se celoten
izračun pretvori po pravilu ECAppAbs. Drugače obravnavamo primere glede
na obliko v1 kot rezultatne vrednosti. Tip imajo samo tri oblike izračuna. Če
je v1 v obliki rezultatne vrednosti, ki je pretvorjena s pretvorbo tipa funkcije,
potem se celoten izračun pretvori po pravilu ECAbsSkel. Druga možnost je,
ko je v1 končna vrednost. V tem primeru uporabimo indukcijsko predpostavko
na vrednosti v1 in glede na to izračun pretvorimo ali s pravilom ECAppArg
(če se lahko pretvori) ali pa za ECAbsApp (če je rezultatna vrednost).
• TmLetE: V tem primeru imamo izračun oblike let x = v in c, kjer za v
velja indukcijska predpostavka. Če se v lahko pretvori naprej, potem upora-
bimo pravilo za izvajanje ECLetV, v nasprotnem primeru pa je v rezultatna
vrednost in lahko uporabimo pravilo ECLetVRes.
• TmLetRecE: Primer je analogen primeru za nerekurzivni let stavek, glede
na obliko v uporabimo ECLetRecV ali pa ECLetRevVRes.
• TmReturnE: V tem primeru imamo izračun oblike return v, kjer za v velja
indukcijska predpostavka. Če se v lahko pretvori se celoten izračun pretvori po
pravilu ECRet, v nasprotnem primeru pa imamo izračun oblike return vR,
ki je rezultatni izračun.
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• TmDoE: V tem primeru imamo izračun oblike do x ← c1; c2, kjer za c1
velja indukcijska predpostavka. Če se c1 lahko pretvori, potem se celoten izra-
čun pretvori glede na pravilo ECDoEFst, drugače pa obravnavamo možnosti
glede na obliko izračuna c1, ki je rezultatni izračun.
– return vR: V tem primeru se izračun pretvori po pravilu ECDoRet,
kjer za n vzamemo kar 0 (ni dodatnih pretvorb tipov).
– (return vR) ▷ [γi!γ′i]1⩽i⩽n: Enako kot v prejšnjem primeru se izračun
pretvori po pravilu ECDoRet.
– Op(vR; (y : T.c1)): V tem primeru se celoten izračun pretvori lahko po
pravilu ECDoOp.
• TmOpE: V tem primeru imamo izračun oblike Op vR ((y : T ).c1), kjer za
v velja indukcijska predpostavka. Če je v po predpostavki vR, potem je ce-
loten izračun kar rezultatni izračun, v nasprotnem primeru pa lahko izračun
pretvorimo po pravilu ECOpEVal.
• TmHandleE: V tem primeru imamo izračun oblike handle c1 with v, kje za
v in c1 velja indukcijska predpostavka. Če se lahko v opravi korak v izvajanju,
potem izračun pretvorimo po pravilu ECHandleEH.
Če je v rezultatna in končna vrednost, uporabimo indukcijsko predpostavko za
c1. Če se lahko pretvori, potem celoten izračun pretvorimo po ECHandleEC.
V nasprotnem primeru je c1 ali return v1 ali pa operacija, ki se pretvori po
ustreznih pravilih ECHandCoer, ECHandOp ali ECHandRet, glede na
obliko in vsebovanost operacije v signaturi prestreznika. Če je v rezultatna
vrednost, ki ni končna, potem je lahko zgolj pretvorjena s pretvorbo tipa pre-
streznika in se celoten izračun lahko pretvori po pravilu ECHandCoer.
• TmCastCE: V tem primeru imamo izračun oblike c ▷ γ, kjer za c velja
indukcijska predpostavka. Če se c lahko pretvori, se celoten izračun pretvori
po pravilu ECCoer. V nasprotnem primeru pa glede na obliko celoten izračun
pretvorimo po pravilu ECOpCoer če je izračun operacija, ali pa je celoten
izračun že kar rezultatni izračun (return v ▷ γ).
4.5 Izrek o ohranitvi
Izrek 4.6 (Izrek o ohranitvi za vrednosti v jeziku ExEff). Če za zaprto vrednost v,
v poljubnem kontekstu Γ, velja: Γ ⊢v v : A in lahko opravi še en korak v izvajanju,
kjer se pretvori v vrednost v, potem velja Γ ⊢v v : A.
Dokaz. Izrek bomo dokazali z indukcijo glede na izvajanje izračuna, kjer obravna-
vamo primere glede na zadnje uporabljeno pravilo za izvajanje iz tabele 25.
• EVCoer: V tem primeru imamo vrednost oblike v1 ▷ γ. Po indukcijski pred-
postavki izrek velja za vrednost v1, iz česar po pravilu TmCastVE dobimo,
da ima v′ tip T .
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• EVUnit: Vrednost tip obdrži po definiciji pretvorbe tipa.
• EVInt: Vrednost tip obdrži po definiciji pretvorbe tipa.
• EVValSkel, EVValType, EVValSign in EVValCoer: Po indukcijski
predpostavki izrek velja za v1 na katero je apliciran argument, iz česar po
ustreznem pravilu sledi ohranitev tipa.
• EVSubSkel, EVSubTyVar, EVSubSigVar: Ohranitev tipa sledi iz leme
o ohranitvi tipa med substitucijo.
• EVSubCoer: Pretvorbi razdelimo, tip ostane enak.
• EVSubAbsTyVar, EVSubAbsSkel, EVSubAbsSign, EVSubAbsCoer:
Ohranitev tipa sledi direktno iz leme o ohranitvi tipov med substitucijo.
Izrek 4.7 (Izrek o ohranitvi za izračune v jeziku ExEff). Če za zaprt izračun c,
v poljubnem kontekstu Γ, velja: Γ ⊢c c : C in lahko opravi še en korak v izvajanju,
kjer se pretvori v izračun c′, potem velja Γ ⊢c c′ : C.
Dokaz. Izrek bomo dokazali z indukcijo glede na izvajanje izračuna, kjer obravna-
vamo primere glede na zadnje uporabljeno pravilo za izvajanje iz tabele 26 in 27,
celoten tip razpišemo kot C!∆ := A!∆.
• ECCoer: Izračun ohrani tip zaradi indukcijske predpostavke za c v pravilu
za izvajanje.
• ECAppAbs: Izračun ohrani tip zaradi indukcijske predpostavke za v1.
• ECAppArg: Izračun ohrani tip zaradi indukcijske predpostavke za v2.
• ECAbsSkel: Izračun ohrani tip zaradi razbitja pretvorbe: tip argumenta
abstrakcije ohrani tip, prav tako ohrani tip tudi tip rezultata.
• ECAbsApp: Izračun tip ohrani zaradi predpostavke pri izpeljavi tipa abstrak-
cije in ohranitve tipa ob substituciji.
• ECLetV, ECLetRecV: Izračun ohrani tip zaradi indukcijske predpostavke
za v ⇝v v′.
• ECLetVRes, ECLetRecVRes: Izračun tip ohrani zardi leme o ohranitvi
tipa med substitucijo.
• ECRet: Izračun ohrani tip zaradi indukcijske predpostavke za v ⇝v v′.
• ECOpEVal: Izračun ohrani tip zaradi indukcijske predpostavke za v ⇝v v′.
• ECOpCoer: Po izpeljavi tipa celotnega izračun velja, da ima c v prestrezniku,
ob predpostavkah tipa y tip D, ki je podtip tipa C, za kar je priča γ, s
premikom pretvorbe γ v sam izračun ima sedaj notranji del tip C (D pretvorjen
z γ) in po pravilu za izpeljavo tipa operacije ima celoten izračun tip C.
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• ECDoEFst: Po indukcijski predpostavki izrek velja za c⇝c c′, iz česar sledi,
da je tip celotnega pretvorjenega izračuna C.
• ECDoRet: Iz izpeljave tipa celotnega izračuna sledi dejstvo, da ima izračun
(return vR) ▷ [γi!γ′i]1⩽i⩽n) nek tip B!∆2, hkrati pa ima izračun return vR tip
C!∆3, ki je podtip B!∆2. Izračun return v gotovo ne sproži nobenih učinkov,
zato so se vse pretvorbe, ki so vsebovale pretvorbe množice učinkov nanašale
na drug del izračuna in jih lahko ignoriramo (tipa s tem ne spremenimo, saj je
množica učinkov c2 enaka pretvorjeni množici return v). Tip rezultata pa se
ohrani po lemi o substituciji, kjer v, pretvorjen zgolj s pretvorbami vrednosti
substituiramo v c2.
• ECDoOp: Ker ima celoten izračun tip, ov predpostavki tipa y sledi, da ima
izračun do x ← c1; c2 enak tip kot osnoven izračun. Od tod po pravilu za
izpeljavo tipa operacije sledi, da izračun tip ohrani.
• ECHandleEH, ECHandleEc: Ohranitev tipa sledi iz indukcijske predpo-
stavke
• ECHandCoer: Prvi del pretvorbe pretvori deluje na izračun c, ki je pre-
strezan, s čimer se ohrani tip prestrezanega izračuna (in kompatibilnost s pre-
streznikom), drugi del pa na celoten rezultat, s čimer se ohrani tip rezultata.
Ohranitev tipa tako sledi iz pravila TmHandleE.
• ECHandRet: Izračun return v ne sproži nobenih učinkov, ohranitev tipa
celotnega izračuna pa sledi iz substitucijske leme in tipa veje vrednosti pre-
streznika h.
• ECHandOp: Ohranitev tipa sledi iz pogoja za prestreznike posameznih učin-
kov v prestrezniku.
• ECHandOpNot: V tem primeru velja, da Op ̸∈ sig(h), kar pomeni, da
so možni sproženi učinki končnega izračuna ∆1 ∪ {Op}, kjer je O vzet iz
izpeljave tipa prestreznika, ker pa Op ni vsebovan v signaturi učinka je gotovo
že vsebovan v ∆1 in je zato končni tip izračuna A!∆1.
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5 Dopolnitev izrazov
V tem razdelku bomo posodobili pravila za tipe in pretvorbe v jeziku ImpEff, s
katerimi bomo programe v jeziki ImpEff dopolnili z eksplicitnimi pretvorbami in
abstrakcijami v programe jezika ExEff. Predstavili bomo ključno ugotovitev, da
dopolnitev izraza ohrani tip.
5.1 Motivacija
Za uporabo jezika si želimo, da je jezik sintaktično čim bolj preprost in programerju
ni potrebno pisati informacij, ki jih lahko prevajalnik iz programa razbere sam. V
primeru ExEff-a največjega problema ne predstavljajo eksplicitne navedbe tipov
ampak kvantifikacije in eksplicitne pretvorbe8. Pomen zahteve, da je večino dodatnih
informacij treba programerju skriti, je najlepše viden kar iz primera 4.2, kjer je
prikazana funkcija id v jeziku ExEff.
5.2 Eksplicitna dopolnitev
Eksplicitna dopolnitev naravno izhaja iz pravil za določitev tipov, kjer hkratno
z določitvijo tipa, končni izraz dopolnimo z eksplicitnimi informacijami o tipih.
Dopolnjena pravila iz razdelka 3 so predstavljena v tabelah 28 in 29, kjer z oznako
⇝ pokažemo, da se izraz iz implicitnega jezika pretvori v eksplicitno obliko. Prav
tako posebej označimo posodobljene dele pravil z barvnim ozadjem. Pravila lahko
sedaj beremo na enak način kot prej (torej kot pravila za tipe), lahko pa jih beremo
hkrati. Pravila podajo tip izraza v ImpEff-u prek relacije Γ ⊢v v : T , hkrati pa tudi
dopolnitev izraza v ExEff. Enako kot pri pravilih za določitev tipa jezika MiniEff
tudi tu pravila ne podajajo algoritma ampak zgolj specifikacijo dopolnitve.
Posodobimo tudi relacijo, ki preveri smiselnost tipov in pretvorb. Relacija sedaj
poleg smiselnosti tipa in pretvorbe podaja tudi ustrezno obliko objekta v jeziku
ExEff. Posodobljena pravila so podana v tabeli 31.
Definicija 5.1. Izpeljava dopolnitev tipa vrednosti je najmanjša štiričlena relacija
med kontekstom, vrednostmi v jeziku ImpEff, tipi v jeziku ImpEff in vrednostmi
v jeziku ExEff, ki ustreza pravilom podanim v tabeli 28. Relacijo pišemo kot
Γ ⊢v v : A ⇝ v′ in beremo “Ob predpostavkah konteksta Γ ima vrednost v jezika
ImpEff tip A in se dopolni v vrednost v′ v jeziku ExEff”.
Definicija 5.2. Izpeljava dopolnitev tipa izračunov je najmanjša štiričlena relacija
med kontekstom, izračuni v jeziku ImpEff, tipi v jeziku ImpEff in izračuni v jeziku
ExEff, ki ustreza pravilom podanim v tabeli 29. Pišemo kot Γ ⊢c c : C ⇝ c′ in
beremo “Ob predpostavkah konteksta Γ ima izračun c jezika ImpEff tip C in se
dopolni v izračun c′ v jeziku ExEff”.
Smiselnost dopolnitve nam podaja spodnji izrek, ki zagotovi, da dopolnitev ohra-
nja tipe v ciljnem jeziku.
Izrek 5.3 (Ohranitev tipov ob dopolnitvi).
8Jezik Eff dovoljuje eksplicitne označbe tipov, ki pa so neobvezne.
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ETmUnit
Γ ⊢v unit : Unit⇝ unit
ETmInt
(n ∈ Z)
Γ ⊢v n : Int⇝ n
ETmCastV
Γ ⊢v v : A⇝ v′ Γ ⊢co γ : A ⩽ B
Γ ⊢v v : B ⇝ v′ ▷ γ
ETmVar
(x : ∀ζ.∀α : τ .∀∆.π =⇒ A) ∈ Γ σ = [τ ′/ζ, B/α,∆/δ] Γ ⊢co γ : σ(π)
Γ ⊢v x : σ(A)⇝ x τ ′ B ∆ γ
ETmAbs
Γ, x : A ⊢c c : C ⇝ c′ Γ ⊢vty A : τ ⇝ T
Γ ⊢v fun x ↦→ c : (A→ C)⇝ fun (x : T ) ↦→ c′
ETmHand
Γ, x : A ⊢c cr : B!∆⇝ c′r Γ ⊢vty A : τ ⇝ T[
(Op : AOp → BOp) ∈ Σ Γ, x : A, k : BOp → B!∆ ⊢c cOp : B!∆⇝ c′Op
]
cres = {return (x : T ) ↦→ c′r, [Op x k ↦→ cOp ]Op∈O}
Γ ⊢v {return x ↦→ cr, [Op x k ↦→ cOp ]Op∈O} : A!(∆ ∪ O)⇛ B!∆⇝ cres
Tabela 28: Pravila za dopolnitve in tipe vrednosti jezika ImpEff
• Γ ⊢v v : A⇝ v′ =⇒ elabΓ(Γ) ⊢v v′ : elabv(A)
• Γ ⊢c c : C ⇝ c′ =⇒ elabΓ(Γ) ⊢c c′ : elabC(C)
Kjer funkcije elabΓ, elabv elabC in elabρ kontekst, tip vrednost in tip izračuna in
pretvorbe tipov v jeziku ImpEff pretvorijo v pripadajoč objekt v jeziku ExEff,
kot je prikazano v tabeli 32.
Dokaz. Izrek dokažemo z indukcijo na zadnje uporabljeno pravilo v dopolnitvi. Za
vrednosti:
• ETMUnit: Tako dopolnjena vrednost in tip ostaneta enaka.
• ETMInt: Analogno kot pri prejšnjem pravilu ostaneta vrednost in tip nespre-
menjena.
• ETMVar: Dopolnjena vrednost je oblike ((((x τ ′) B) ∆) γ), za katero mo-
ramo pokazati, da ima v dopolnjenem kontekstu tip enak σ(A), torej tipu
A, kjer so kvantificirane spremenljivke ustrezno substituirane. Obravnavamo
primere glede na oblike kvantifikatorjev v shemi spremenljivke x.
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ETmCastC
Γ ⊢c c : C1 ⇝ c′ Γ ⊢co γ : C1 ⩽ C2
Γ ⊢c c : C2 ⇝ c′ ▷ γ
ETmApp
Γ ⊢v v1 : A→ C ⇝ v′1 Γ ⊢v v2 : A⇝ v′2
Γ ⊢c v1 v2 : C ⇝ v′1 v′2
ETmLet
S = ∀ζ.α : τ .∀δ.π =⇒ A
Γ, ζ, α : τ , δ, ω : π ⊢v v : A⇝ v′ Γ, x : A ⊢c c : C ⇝ c′
Γ ⊢c let x = v in c : C ⇝ let x = Λζ. Λα : τ . Λδ. Λ(ω : π). v′ in c′
ETmLetRec
S = ∀ζ.α : τ .∀δ.π =⇒ A→ C ′
Γ, ζ, α : τ , δ, ω : π, x : A, f : (A→ C ′) ⊢v c1 : C ′ ⇝ c′1
Γ, f : S ⊢c c2 : C ⇝ c′2
Γ⊢c letrec f x = v in c : C⇝ letrec f (x :A)=Λζ. Λα : τ . Λδ. Λ(ω : π). c′1 in c′2
ETmReturn
Γ ⊢v v : A⇝ v′
Γ ⊢c return v : A!∅⇝ return v′
ETmOp
Γ ⊢v v : AOp ⇝ v′ (Op : AOp → BOp ∈ Σ)
Γ, y : BOp ⊢c c : A!∆⇝ c′ Γ ⊢vty BOp : τ ⇝ TOp Op ∈ ∆
Γ ⊢c Op(v; y.c) : A!∆⇝ Op(v′; (y : TOp).c′)
ETmDo
Γ ⊢c c1 : A!∆⇝ c′1 Γ, x : A ⊢c c2 : B!∆⇝ c′2
Γ ⊢c do x← c1; c2 : B!∆⇝ do x← c′1; c′2
ETmHandle
Γ ⊢v v : C ⇛ D ⇝ v′ Γ ⊢c c : C ⇝ c′
Γ ⊢c handle c with v : D ⇝ handle c′ with v′
Tabela 29: Pravila za dopolnitve in tipe izračunov jezika ImpEff
– Shema x je monomorfna:
V tem primeru velja (x : A ∈ Γ), substitucija σ pa je prazna. Pripadajoča
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CoVarE
( ω : π) ∈ Γ
Γ ⊢co ω : π
UCoReflE
Γ ⊢co ⟨Unit⟩ : Unit ⩽ Unit
ICoReflE
Γ ⊢co ⟨Int⟩ : Int ⩽ Int
VCoReflE
α : τ ∈ Γ
Γ ⊢co ⟨α⟩ : α ⩽ α
DCoReflE
Γ ⊢∆ ∆
Γ ⊢co ⟨∆⟩ : ∆ ⩽ ∆
VCoArrE
Γ ⊢co γ1 : B ⩽ A Γ ⊢co γ2 : C ⩽ D
Γ ⊢co γ1 → γ2 : A→ C ⩽ B → D
VCoHandE
Γ ⊢co γ1C2 ⩽ C1 Γ ⊢co γ2 : D1 ⩽ D2
Γ ⊢co γ1 ⇛ γ2 : C1 ⇛ D1 ⩽ C2 ⇛ D2
CCoCompE
Γ ⊢co γ1 : A1 ⩽ A2 Γ ⊢co γ2 : ∆1 ⩽ ∆2
Γ ⊢co γ1!γ2 : A1!∆1 ⩽ A2!∆2
DCoNilE
Γ ⊢co ∅∆ : ∅ ⩽ ∆
DCoOpE
Γ ⊢co γ : ∆1 ⩽ ∆2 (Op : AOp → BOp) ∈ σ
Γ ⊢co {Op} ∪ γ : {Op} ∪∆1 ⩽ {Op} ∪∆2
Tabela 30: Pravila za podtipe jezika ImpEff skupaj s pretvorbami
vrednost v ExEff je enaka: x in ima enak tip. Dopolnjen tip elabv(A)
pa je enak A. Iz tega sledijo zahteve izreka.
– Shema x je polimorfna samo v spremenljivkah skeletov:
V tem primeru velja (x : ∀ζ.A ∈ Γ), substitucija σ pa je oblike [τ ′/ζ].
Pripadajoča vrednost v ExEff je enaka: x τ . Po pravilu TmApplSkelE
ima tip oblike A[τ ′/ζ] (Da je tip spremenljivke x brez kvantifikatorjev
enak A, sledi iz prejšnje alineje) . Dopolnjen tip elabv(σ(A)) pa je po
konstrukciji σ enak A[τ ′/ζ]. Iz tega sledijo zahteve izreka.
– Shema x je polimorfna v spremenljivkah skeletov in spremenljivkah tipov:
Veljavnost izreka ko je x polimorfna v skeletih sledi iz prejšnje alineje.
Če najprej apliciramo skelete, primer zreduciramo na primer, ko je poli-
morfna zgolj v spremenljivkah tipov. Postopamo analogno kot v zgornji
alineji, le da za končni tip v ExEff uporabimo pravilo TmApplTyE.
– Shema x je polimorfna v spremenljivkah skeletov, tipov in množic učin-
kov:
Postopam enako kot zgoraj, iz zgornjih dveh primerov sledi, da je dovolj,
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α :τ ∈ Γ
Γ ⊢vty α : τ⇝ α
Γ ⊢vty A : τ1⇝ T Γ ⊢cty C : τ2⇝ C
Γ ⊢vty A→ C : τ1 → τ2⇝ T → C
Γ ⊢cty C : τ1⇝ C 1 Γ ⊢cty D : τ2⇝ C 2
Γ ⊢vty C ⇛ D : τ1 ⇛ τ2⇝ C 1 ⇛ C 2 Γ ⊢vty Int : Int⇝ Int
Γ ⊢vty Unit : Unit⇝ Unit
Γ ⊢ct π⇝ π Γ ⊢vty K : τ⇝ T
Γ ⊢vty π ⇒ K : τ⇝ π ⇒ T
Γ, α : τ1 ⊢vty S : τ2⇝ T
Γ ⊢vty ∀α :τ1.S : τ2⇝ ∀α :τ1.T
Γ, δ ⊢vty S : τ⇝ T
Γ ⊢vty ∀δ.S : τ⇝ ∀δ.T
Γ, ς ⊢vty S : τ⇝ T
Γ ⊢vty ∀ς.S : ∀ς.τ⇝ ∀ς.T
Γ ⊢vty A : τ⇝ T Γ ⊢∆ ∆
Γ ⊢cty A ! ∆ : τ⇝ T ! ∆
Γ ⊢vty A : τ⇝ T1 Γ ⊢vty B : τ⇝ T2
Γ ⊢ct A ⩽ B⇝ T1 ⩽ T2
Γ ⊢cty C : τ⇝ C 1 Γ ⊢cty D : τ⇝ C 2
Γ ⊢ct C ⩽ D⇝ C 1 ⩽ C 2
Γ ⊢∆ ∆1 Γ ⊢∆ ∆2
Γ ⊢ct ∆1 ⩽ ∆2⇝ ∆1 ⩽ ∆2
Γ ⊢∆ ∅
δ ∈ Γ
Γ ⊢∆ δ
(Op:AOp → BOp) ∈ Σ Γ ⊢∆ ∆
Γ ⊢∆ {Op} ∪∆
ς ∈ Γ
Γ ⊢τ ς Γ ⊢τ Unit Γ ⊢τ Int
Γ ⊢τ τ1 Γ ⊢τ τ2
Γ ⊢τ τ1 → τ2
Γ ⊢τ τ1 Γ ⊢τ τ2
Γ ⊢τ τ1 ⇛ τ2
Tabela 31: Pravila za smiselnost in dopolnitev tipov
da preverimo zgolj za spremenljivke množic učinkov, kjer pa je postopek
enak.
– Shema x vsebuje pretvorbo tipov: Postopamo analogno kot v zgornjih
primerih.
• TMAbs: Imamo vrednost oblike fun x ↦→ c1, s tipom A → C, ki se dopolni
v fun (x : A) ↦→ c′1. Po definiciji za celoten izračun velja elabv(A→ C) =
elabv(A)→ elabC(C). Za izračun c1 velja indukcijska predpostavka, od koder
po pravilu ETmAbsE izpeljemo, da ima izračun c′1 ob dopolnjenem kontekstu
razširjenem z x : elabv(A) tip elabC(C), tip argumenta dopolnjene funkcije pa
je elabv(A), iz česar sledi, da je tip dopolnjene vrednosti enak dopolnjenemu
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tipu.
• ETMHand: indukcijska predpostavka velja direktno za vsako vejo prestre-
znika, iz česar sledi veljavnost za celoten prestreznik.
• ETmCast: Za v′ velja indukcijska predpostavka, pretvorba γ, ki jo tekom
dopolnitve dobimo za vrednost v ExEff pa ustreza pretvorbi v ImpEff-u.
Za izračune:
• ETmCastC: Analogno kot pri vrednostih.
• ETmApp: Tako za v1 kot za v2 velja indukcijska predpostavka, iz česar direk-
tno sledi zahtevano.
• ETmLet: Za v′ in c′ velja indukcijska predpostavka, iz česar za združen izra-
čun direktno sledi zahtevano.
• ETmLetRec: Analogno prejšnjemu primeru
• ETmReturn: Za v′ velja indukcijska predpostavka, po pravilu za določitev
tipa return direktno sledi zahtevano.
• ETmOp: Indukcijska predpostavka velja za v′ in c′, iz česar po pravilu TMOp
sledi zahtevano.
• ETmHandle: Indukcijska predpostavka velja za v′ in c′, iz česar po pravilu
TmHandle sledi zahtevano.
• ETmDo: Indukcijska predpostavka velja za v′ in c′, direktno po pravilu za
določitev tipa stavka do sledi zaključek izreka.
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elabΓ(∅) := ∅
elabΓ(Γ, ς) := elabΓ(Γ), ς
elabΓ(Γ, α : τ) := elabΓ(Γ), α : τ
elabΓ(Γ, δ) := elabΓ(Γ), δ
elabΓ(Γ, x : S ) := elabΓ(Γ), x : elabv(S )
elabΓ(Γ, ω : ρ) := elabΓ(Γ), ω : elabρ(ρ)
elabρ(A ⩽ B) := elabv(A) ⩽ elabv(B)
elabρ(C ⩽ D) := elabC(C ) ⩽ elabC(D)
elabρ(∆1 ⩽ ∆2) := ∆1 ⩽ ∆2
elabv(α) := α
elabv(A→ C ) := elabv(A)→ elabC(C )
elabv(C ⇛ D) := elabC(C )→ elabC(D)
elabv(Unit) := Unit
elabv(Int) := Int
elabv(∀ς.S ) := ∀ς.elabv(S )
elabv(∀α : τ.S ) := ∀α : τ.elabv(S )
elabv(∀δ.S ) := ∀δ.elabv(S )
elabv(π ⇒ K ) := elabρ(π)⇒ elabv(K )
elabC(A ! ∆) := elabv(A) !∆
Tabela 32: Dopolnitev tipov vrednosti, izračunov, pretvorb tipov in konteksta
51

6 Izpeljava tipa in dopolnitev izrazov
V tem razdelku bomo predstavili algoritem, ki za izraze v jeziku ImpEff izpelje
tip in jih dopolni v izraze v jeziku ExEff. Algoritem temelji na dobro poznanem
Hindley-Milnerjevemu algoritmu [10, 13] za izpeljavo tipov. Algoritem je sestavljen
iz dveh faz. Med prvo fazo predstavljeno v podrazdelku 6.1 najprej izpelje množico
pogojev, ki morajo veljati za program, v drugi fazi predstavljeni v podrazdelku 6.2,
pa razreši množico zahtev. Predstavili bomo izreka o polnosti in zdravosti izpeljave
in dopolnitve ter podali osnutek dokaza.
6.1 Izpeljava množice pogojev
Pravila in relacije iz prejšnjega razdelka nam podajajo dopolnitev tipa v ImpEff-u
v ExEff. Za dokončno določitev tipa programa, pa kot v standardnem Hindley-
Milnerjevem sistemu tipov potrebujemo razrešiti soodvisnosti med spremenljivkami
tipov.
Možni pogoji so: enakost dveh spremenljivk skeletov τ1 = τ2 (kot enačbe pri
Hindley-Milnerju), zahteve za skelet tipa α : τ in zahtev o omejitvi skupaj s spre-
menljivkami pretvorb ω : π. Kontekst vsebuje zgolj prireditve shem spremenljivkam
x : S, množica substitucij pa vsebuje substitucije za spremenljivke skeletov [τ/ς],
tipov [A/α], množic učinkov [∆/δ] in pretvorb tipov [γ/ω] .
Izpeljava množic pogojev, tipa in dopolnitev iz jezika ImpEff v jezik ExEff je
podana z relacijo Q; Γ ⊢v v : A | Q′;σ⇝ v′ za vrednosti in Q; Γ ⊢c c : C | Q′;σ⇝ c′
za izračune. Pravila so podana tabelah 33 in 34. Algoritem sprejme kot vhod mno-
žico pogojev (označeno z Q), kontekst in vrednost (izračun) v jeziku ImpEff. Kot
rezultat vrne tip vrednosti (izračuna) v jeziku ImpEff, novo množico pogojev, nove
substitucije in dopolnjeno vrednost (izračun) v jeziku ExEff. Če za aplikacijo sub-
stitucije σ na vse pogoje v množici Q dobimo veljavne sklepe, ki ustrezajo pravilom,
potem pravimo, da σ ustreza množici pogojev podani z P , to označimo z σ |= P .
Pravilo TmVarElaborate podaja izpeljavo in dopolnitev spremenljivk, kjer
vse polimorfne spremenljivke v tipu zamenjamo s svežimi. Te potem apliciramo
na končen rezultat v jeziku ExEff, ki zahteva eksplicitno obliko polimorfizma. V
nove enačbe dodamo eksplicitno pretvorbo ω in zahtevo po skeletu za substituirano
α′. Sveže spremenljivke se seveda kasneje ob reševanju substituirajo z ustreznimi
konkretnimi tipi. Pravilo TmAbsElaborate je klasično. Ob sveži spremenljivki
α s svežim skeletom izpeljemo tip telesa funkcije.
Pravilo TmHandlerElaborate podaja izpeljavo tipa prestreznika. Najprej
(ob svežem skeletu in spremenljivki tipa) določimo tip izračuna v veji za vrednosti.
Nato izpeljemo tip izračuna za vsako vejo prestrezanja operacij posebej, pri čemer
substitucije in stanje dopolnjujemo ob prehodu iz ene veje v drugo. Za vsako vejo do-
bimo tri nove sveže spremenljivke (skelet, tip in množica sproženih učinkov) za dolo-
čanje tipa kontinuacije. Končen tip prestreznika določimo kot αin ! δin ⇛ αout ! δout ,
kjer v končne zahteve dodamo pogoj, da je tip veje za vrednosti (Br!∆r) podtip
αout ! δout . Pri tem seveda upoštevamo že nabrane substitucije iz izpeljave tipov
ostalih vej. Ob končni substituciji tudi zahtevamo, da so tipi vej za prestrezanje
operacij podtipi deklariranih. Končni tip prestrezanega izračuna pa mora biti pod-
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TmVarElaborate
(x : ∀ς̄ .α : τ .∀δ̄.π̄ ⇒ A) ∈ Γ σ = [ς ′/ς, α′/α, δ′/δ]
Q; Γ ⊢v x : σ(A) | ω :σ(π), α′ : σ(τ),Q; ∅⇝ x ς̄ ′ ᾱ′ δ̄′ ω̄
TmUnitElaborate
Q; Γ ⊢v unit : Unit | Q; ∅⇝ Unit
TmIntElaborate
(n ∈ Z)
Q; Γ ⊢v n : Int | Q; ∅⇝ Int
TmAbsElaborate
α : ς,Q; Γ, x : α ⊢c c : C | Q′;σ⇝ c′
Q; Γ ⊢v (fun x ↦→ c) : σ(α)→ C | Q′;σ⇝ fun x : σ(α) ↦→ c′
TmHandlerElaborate
αr : ςr,Q; Γ, x : αr ⊢c cr : Br ! ∆r | Q0;σr⇝ c′r σi = σi · σi−1 · . . . · σ1 · σr
Opi ∈ O :
(Opi : Ai → Bi) ∈ Σ
αi : ςi,Qi−1;σi−1(σr(Γ)), x : Ai, k : Bi → αi ! δi ⊢c cOpi :
BOpi ! ∆Opi | Qi;σi⇝ c
′
Opi
Q′ = αin : ςin , αout : ςout , ω1 :σn(Br) ⩽ αout , ω2 :σn(∆r) ⩽ δout ,
ω3i :σ
n(BOpi) ⩽ αout
n
,
ω4i :σ
n(∆Opi) ⩽ δout
n
, ω5i :Bi → αout ! δout ⩽ Bi → σn(αi ! δi)
n
,
ω6 :αin ⩽ σ
n(σr(αr)), ω7 : δin ⩽ δout ∪ O,Qn
cres = { return y : σn(σr(αr)) ↦→ σn(c′r)[y ▷ ω6/x] ▷ ω1 !ω2
,
[
Opi x l ↦→ σn(c′Opi)[l ▷ ω5i/k] ▷ ω3i !ω4i
]
Opi
}
▷ (⟨αin⟩ !ω7 ⇛ ⟨αout⟩ ! ⟨δout⟩)
Q;σin; Γ ⊢v {return x ↦→ cr, [Op x k ↦→ cOp ]} : αin ! δin ⇛ αout ! δout | Q′;σ|O|⇝ cres
Tabela 33: Izpeljava enačb in dopolnitev vrednosti
tip σn(σr(αr)), ki smo ga predpostavil ob začetku izpeljave. Kot pri določitvi za
ImpEff je tip vhodne množice sproženih učinkov δin podtip izhodnega tipa in mno-
žice prestreženih učinkov δout ∪ O. Vse zahteve po podtipih tudi dodamo v izraz v
eksplicitni obliki izraza.
Izpeljava in dopolnitev aplikacije poteka podobno. Tip abstrakcije A1 skupaj s
substitucijo pridobljeno iz izpeljave tipa argumenta je podtip A2 → α!δ, kjer sta α
in δ sveži spremenljivki. Dopolnjen izračun je potem eksplicitno pretvorjen z pre-
tvorbo, ki ustreza zahtevi za ta podtip. Pri stavku return zgolj izpeljemo tip v. V
pravilu TmLetElaborate najprej izpeljemo tip vrednosti kot A, skupaj z zahte-
vami, ki jih izpeljava poda in zahteve rešimo. To je glavna razlika s standardnim
Hindley-Milnerjevim algoritmom, saj zahteve rešimo lokalno ob vsaki generaliza-
ciji. Funkcija split nam vrnjene enačbe razdeli na del, ki ga je potrebno aplicirati
na eksplicitno obliko spremenljivke x in preostalimi zahtevami. Tip izračuna izpe-
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TmAppElaborate
Q; Γ ⊢v v1 : A1 | Q1;σ1⇝ v′1 Q1;σ1(Γ) ⊢v v2 : A2 | Q2;σ2⇝ v′2
Q; Γ ⊢c v1 v2 : α ! δ | α : ς, ω :σ2(A1) ⩽ A2 → α ! δ,Q2; (σ2 · σ1)⇝ (σ2(v′1) ▷ ω) v′2
TmReturnElaborate
Q; Γ ⊢v v : A | Q′;σ⇝ v′
Q; Γ ⊢c return v : A ! ∅ | Q′;σ⇝ return v′
TmLetElaborate
Q; Γ ⊢v v : A | Qv;σ1⇝ v′
solve(∅; ∅; Qv) = (σ′1,Q′v) split(σ′1(σ1(Γ)),Q′v, σ′1(A)) = ⟨ς̄ , α : τ , δ̄, ω : π,Q1⟩
Q1;σ′1(σ1(Γ)), x : ∀ς̄ .∀α : τ .∀δ̄.π ⇒ σ′1(A) ⊢c c : C | Q2;σ2⇝ c′
cres = let x = σ2(Λς̄ .Λα : τ .Λδ̄.Λ(ω : elabρ(π)).v
′) in c′
Q; Γ ⊢c let x = v in c : C | Q2; (σ2 · σ′1 · σ1)⇝ cres
TmLetRecElaborate
Q, α : ζ1, β : ζ2; Γ, x : α(f : α→ β!δ) ⊢v c1 : A1!∆ | Qv;σ1⇝ c′1
solve(∅; ∅; Qv, ω1 : A1 ⩽ β, , ω2 : ∆1 ⩽ δ) = (σ′1,Q′v)
split(σ′1(σ1(Γ)),Q′v, σ′1(A1)) = ⟨ς̄ , α : τ , δ̄, ω : π,Q1⟩
c′′1 = σ
′
1(σ1([f ς̄ α : τ δ̄ ω ▷ (⟨α⟩ → ω1!ω2)]c′1))
Q1;σ′1(σ1(Γ)),f :∀ς̄ .∀α : τ .∀δ̄.π ⇒ (σ′1(σ1(α)→σ′1(A1!∆1)) ⊢c c2 :A2!∆2 |Q2;σ2⇝c′2
cres = letrec f (x : σ
′
1(σ1(α))) = σ2(Λς̄ .Λα : τ .Λδ̄.Λ(ω : elabρ(π)).c
′′
1) in c
′
2
Q; Γ ⊢c letrec f x = c1 in c2 : A2!∆2 | Q2; (σ2 · σ′1 · σ1)⇝ cres
TmOpElaborate
Q; Γ ⊢v v : A1 | Q1;σ1⇝ v′ Q1;σ1(Γ), y : BOp ⊢c c : A2 ! ∆2 | Q2;σ2⇝ c′
(Op : AOp → BOp) ∈ Σ cres = Op (σ2(v′) ▷ ω) (y : elabv(BOp).c′)
Q; Γ ⊢c Op v (y : BOp .c) : A2 ! {Op} ∪∆2 | ω :σ2(A1) ⩽ AOp ,Q2; (σ2 · σ1)⇝ cres
TmDoElaborate
Q; Γ ⊢c c1 : A1 ! ∆1 | Q1;σ1⇝ c′1 Q1;σ1(Γ), x : A1 ⊢c c2 : A2 ! ∆2 | Q2;σ2⇝ c′2
cres = do x← (σ2(c′1) ▷ ⟨σ2(A1)⟩ !ω1); (c′2 ▷ ⟨A2⟩ !ω2)
Q; Γ ⊢c do x← c1; c2 : A2 ! δ | ω1 :σ2(∆1) ⩽ δ, ω2 : ∆2 ⩽ δ,Q2; (σ2 · σ1)⇝ cres
TmHandleElaborate
Q; Γ ⊢v v : A1 | Q1;σ1⇝ v′ Q1;σ1(Γ) ⊢c c : A2 ! ∆2 | Q2;σ2⇝ c′
Q′ = α1 : ς1, α2 : ς2, ω1 :σ2(A1) ⩽ (α1 ! δ1 ⇛ α2 ! δ2), ω2 :A2 ⩽ α1, ω3 : ∆2 ⩽ δ1,Q2
cres = handle (c
′ ▷ (ω2 ! ω3)) with (σ2(v
′) ▷ ω1)
Q; Γ ⊢c handle c with v : α2 ! ∆2 | Q′; (σ2 · σ1)⇝ cres
Tabela 34: Izpeljava enačb in dopolnitev izračunov
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ljemo ob substituiranem kontekstu (razrešili smo zahteve od prej) in rezultat podaja
dopolnitev ter končno izpeljavo tipa izraza.
Množico zahtev rešujemo lokalno ob vsaki generalizaciji tipov (kot je vidno v
določitvi tipa izračuna let ob uporabi funkcije solve). Za generaliziranje tipa upo-
rabimo funkcijo split , ki je določena s pravilom SplitTypeRule, podanim spodaj.
SplitTypeRule
ς̄ = {ς | (α : ς) ∈ Q,∄α′.α′ /∈ ᾱ ∧ (α′ : ς) ∈ Q}
ᾱ = fvα(Q) ∪ fvα(A) \ fvα(Γ) Q1 = {(ω : π) | (ω : π) ∈ Q, fv(π) ̸⊆ fv(Γ)}
δ̄ = fvδ(Q) ∪ fvδ(A) \ fvδ(Γ) Q2 = Q−Q1
split(Γ,Q,A) = ⟨ς̄ , α : τ , δ̄,Q1,Q2⟩
Ideja funkcije je v tem, da shemo tipa spremenljivke razdeli in loči enačbe, ki
so neodvisne od notranjega dela izračuna let ali letrec od odvisnih. Enačb, ki so
neodvisne od telesa izračuna ne potrebujemo za generalizacijo tipa spremenljivke in
jih uporabimo šele pri izpeljavi tipa izračuna, “odvisni” del pa predstavlja polimorfen
tip spremenljivke x.
Izpeljava in dopolnitev rekurzivne oblike stavka poteka podobno, le da zaradi
rekurzivne oblike tip vrednosti v izpeljujemo s predpostavko o tipu spremenljivke
x. Tej najprej priredimo svežo spremenljivko tipa (s svežim skeletom). Med po-
goje podamo še dodatno zahtevo, da je α′ podtip izpeljanega tipa vrednosti v : A
in ji pripada ustrezen skelet. Končno vrednost v′′ dobimo tako, da v vrednosti v iz
običajne izpeljave in dopolnitve zamenjamo vse pojavitve spremenljivke x z eksplici-
tnimi pretvorbami na ustrezen podtip x ▷ ω. S tem zagotovimo, da predpostavljen
tip x eksplicitno ustreza relaciji je podtip (in ima torej res tip A).
Pri klicu operacij postopamo enako kot v ImpEff-u, le da eksplicitno pretvorimo
tip končnega rezultata da ustreza deklariranemu tipu v globalni signaturi. Izpeljava
in dopolnitev zaporednega izvajanja sledi intuiciji, s katero smo podtipe utemeljili.
Ker zahtevamo, da oba izračuna sprožita enako množico učinkov, jo preprosto pred-
stavimo s spremenljivko in dodamo pogoj, da sta obe množici izračunov podtipa te
spremenljivke.
Pravilo TmHandlElaborate podaja izpeljavo in dopolnitev prestrezanja iz-
razov. Izpeljemo tip prestreznika in prestrezanega izračuna. Za tip prestreznika
zahtevamo, da je ustrezne oblike (α1 ! δ1 ⇛ α2 ! δ2) in v množico enačb dodamo že
razbite zahteve o podtipih posameznih delov.
6.2 Reševanje sistema enačb
Direktno povezano z izpeljavo tipa je reševanje sistema enačb (zahtev), ki ga algo-
ritem nabere tekom delovanja. Algoritem za lokalno reševanje enačb kot vhodne
podatke sprejme tri argumente: dosedanje substitucije, enačbe na čakanju, ki so
bile že obdelane in enačbe, ki jih je še potrebno rešiti. Dve različni množici enačb
potrebujemo ker je v določenih primerih potrebno zaradi dodatnih omejitev in spre-
membe substitucij ponovno preveriti že obdelane enačbe. Formalno reševanje enačb
predstavimo s funkcijo, ki vrne par: novo množico substitucij, ki reši podane enačbe
in preostanek enačb.
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solve(σ, P , Q) = (σ′, P ′)
Pri definiciji funkcije solve uporabljamo zapis, ki je podoben sintaksi jezika
OCaml, saj je sama definicija funkcije praktično enaka resnični implementaciji [21].
Algoritem zaključi z izvajanjem ko je množica enačb, ki jih je še potrebno re-
šiti prazna. V tem primeru preprosto vrne enačbe, ki so na čakanju in nabrane
substitucije:
solve(σ; P ; ∅) = (σ, P)
Preostanek definiramo posebej za vsako obliko enačbe (zahteve), ki lahko na-
stopa, obravnavamo: enakosti med skeleti, zahteve po skeletu za spremenljivko ti-
pov, zahteve po podtipih vrednosti in zahteve po podtipih množic sproženih učinkov.
solve(σ; P ; τ1 = τ2,Q) = match τ1 = τ2 with
|Unit = Unit ↦→ solve(σ; P ; Q)
| Int = Int ↦→ solve(σ; P ; Q)
| ς = ς ↦→ solve(σ; P ; Q)
| ς = τ ↦→ if ς /∈ fvς(τ) then let σ′ = [τ/ς] in solve(σ′ · σ; ∅;σ′(Q,P))
else fail
| τ = ς ↦→ if ς /∈ fvς(τ) then let σ′ = [τ/ς] in solve(σ′ · σ; ∅;σ′(Q,P))
else fail
|(τ1 → τ2) = (τ3 → τ4) ↦→ solve(σ; P ; τ1 = τ3, τ2 = τ4,Q)
|(τ1 ⇛ τ2) = (τ3 ⇛ τ4) ↦→ solve(σ; P ; τ1 = τ3, τ2 = τ4,Q)
| otherwise ↦→ fail
Pri skeletih prvi dve možnosti preverita, ali gre za že izpolnjeni enakosti (tipično
zaradi že uporabljenih substitucij, ali ujemajočih se tipov). V tem primeru enačbo
zavržemo in nadaljujemo s preostankom. Naslednje tri možnosti rešujejo enačbe,
ki vsebujejo spremenljivke. Če sta spremenljivki enaki enačbo enako kot prej za-
vržemo in rekurzivno nadaljujemo. Če je ena izmed para spremenljivka skeleta,
potem preverimo, da se ne pojavlja kot prosta spremenljivka v drugi, saj v primeru,
ko se pojavi ni končne rešitve (rešitev je ciklična). Če se ne pojavi, potem dodamo
novo substitucijo ([τ/ζ]), ki jo apliciramo prek ostali enačb. Ker smo s tem lahko
spremenili že obdelane enačbe, ponovno združimo obe vrsti enačb in rekurzivno na-
daljujemo s preostankom (vsemi enačbami). Zadnja dva primera zahtevo po enakih
oblikah skeletov zgolj razdrobita v dve enačbi prejšnjega tipa in rekurzivno nadalju-
jeta z izvajanjem. Če se obliki skeletov ne ujemata, potem javimo napako, saj je v
tem primeru nemogoče podati substitucijo, ki bi smiselno rešila to zahtevo.
solve(σ; P ; α : τ,Q) = match τ with
| ς ↦→ solve(σ; P , α : τ ; Q)
|Unit ↦→ let σ′ = [Unit/α] in solve(σ′ · σ; ∅; σ′(Q,P))
| Int ↦→ let σ′ = [Int/α] in solve(σ′ · σ; ∅; σ′(Q,P))
| τ1 → τ2 ↦→ let σ′ = [(ατ11 → ατ22 ! δ)/α] in
solve(σ′ ·σ; ∅; α1 : τ1, α2 : τ2, σ′(Q,P))
| τ1 ⇛ τ2 ↦→ let σ′ = [(ατ11 ! δ1 ⇛ ατ22 ! δ2)/α] in
solve(σ′ ·σ; ∅; α1 : τ1, α2 : τ2, σ′(Q,P))
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Pri zahtevah po skeletu za spremenljivke tipov postopamo podobno. Če je τ
spremenljivka ne moremo narediti nič in enačbo zgolj premaknemo v vrsto že obde-
lanih enačb. Druga dva primera obravnavata, ko je skelet že vnaprej definiran tip. V
tem primeru dodamo novo substitucijo [τ/α] in rekurzivno pokličemo solve. Enako
kot prej, smo z dodajanjem substitucije lahko spremenili že obdelane enačbe in mo-
ramo ponovno preveriti vse enačbe. Preostala dva obravnavata možnost, ko je tip α
oblike določene s skeletom τ . V tem primeru dodamo substitucijo, ki spremenljivko
α postavi v ustrezno obliko in nadaljujemo z reševanjem vseh enačb.
solve(σ; P ; ω : A1 ⩽ A2,Q) = match A1 ⩽ A2 with
|A ⩽ A ↦→ let T = elabv(A) in solve([⟨T ⟩/ω] · σ; P ; Q)
|ατ1 ⩽ A ↦→ let τ2 = skeleton(A) in solve(σ; P , ω : ατ1 ⩽ A; τ1 = τ2,Q)
|A ⩽ ατ1 ↦→ let τ2 = skeleton(A) in solve(σ; P , ω : A ⩽ ατ1 ; τ2 = τ1,Q)
|(A1 → B1 ! ∆1) ⩽ (A2 → B2 ! ∆2) ↦→ let σ′ = [(ω1 → ω2 !ω3)/ω] in
solve(σ′ · σ; P ; ω1 : A2 ⩽ A1, ω2 : B1 ⩽ B2, ω3 : ∆1 ⩽ ∆2,Q)
|(A1 ! ∆1 ⇛ A2 ! ∆2) ⩽ (A3 ! ∆3 ⇛ A4 ! ∆4) ↦→
let σ′ = [(ω1 !ω2 ⇛ ω3 !ω4)/ω] in
solve(σ′ · σ; P ; ω1 : A3 ⩽ A1, ω2 : ∆3 ⩽ ∆1, ω3 : A2 ⩽ A4, ω4 : ∆2 ⩽ ∆4,Q)
| otherwise ↦→ fail
Ob zahtevi, da je nek tip podtip samega sebe to zahtevo zgolj dodamo v že
obdelane enačbe in nadaljujemo s preostalimi enačbami. Če je eden izmed članov
zahteve o podtipih spremenljivka, potem v enačbe za obdelavo dodamo zahtevo po
enakih skeletih obeh tipov, ter v že obdelane enačbe dodamo zahtevo po enakosti
obeh skeletov. Zadnja dva primera obravnavata podtipe funkcij in prestreznikov,
kjer zahteve zgolj razdelimo na manjše in rekurzivno nadaljujemo z reševanjem.
solve(σ; P ;ω : ∆ ⩽ ∆′,Q) = match ∆ ⩽ ∆′ with
|O ∪ δ ⩽ O′ ∪ δ′ ↦→ if O ≠ ∅ then let σ′ = [((O\O′) ∪ δ′′)/δ′,O ∪ ω′/ω] in
solve(σ′ · σ; ∅; (ω′ : δ ⩽ σ′(∆′)), σ′(Q,P))
else solve(σ; P , (ω : ∆ ⩽ ∆′); Q)
| ∅ ⩽ ∆′ ↦→ solve([∅∆′/ω] · σ; P ; Q)
| δ ⩽ ∅ ↦→ let σ′ = [∅/δ; ∅∅/ω] in solve(σ′ · σ; ∅; σ′(Q,P))
|O ∪ δ ⩽ O′ ↦→
if O ⊆ O′ then let σ′ = [O ∪ ω′/ω] in solve(σ′ · σ; P , (ω′ : δ ⩽ O′); Q)
else fail
|O ⩽ O′ ↦→ if O ⊆ O′ then let σ′ = [O ∪ ∅O′\O/ω] in solve(σ′ · σ; P ; Q)
else fail
|O ⩽ O′ ∪ δ′ ↦→ if O = O′ then solve(σ′,P ,Q)
else let σ′ = [(O\O′) ∪ δ′′/δ′; O′ ∪ ∅(O′\O)∪δ′′/ω] in
solve(σ′ · σ; ∅; σ′(Q,P))
Pri enačbah za množice sproženih postopamo podobno. Če imamo obe množici
v splošni obliki, najprej preverimo, če prva vsebuje zgolj ene element (O = ∅). V
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tem primeru celotno zahtevo preprosto dodamo v že obdelane enačbe. Če pa ni,
potem pripravimo delno substitucijo za δ′ z manjkajočimi učinki in nadaljujemo z
reševanjem vseh enačb. Druga možnost nam podaja enačbo, ki vedno velja, zanjo
le pripravimo ustrezno izpeljavo podtipa. Tretja možnost je mogoča natanko tedaj,
ko velja δ = ∅, za kar dodamo substitucijo in ponovno rešimo vse ostale enačbe. Pri
četrti možnosti preverimo, ali se preostali množici ujemata (če se ne, rešitve ni), če
se, potem zahtevo δ ⩽ O′ poenostavimo in jo dodamo v že obdelane enačbe. Na-
slednja možnost očitno velja natanko tedaj, ko je prva množica podmnožica druge,
kjer nadaljujemo normalno. Zadnja možnost je podobna prvi, kjer δ′ delno substi-
tuiramo z manjkajočimi učinki in novo spremenljivko za množice. S tem dodamo
novo substitucijo in ponovno moramo začeti od začetka.
Opomba 6.1. Čeprav je vrstni red enačb nepomemben, ga predstavimo kot vrsto
(ang. queue), saj to olajša implementacijo in teoretično analizo.
Izrek 6.2 (Pravilnost funkcije solve). Za poljubno substitucijo σ in množici enačb
P, Q velja, če funkcija solve(σ′,P ,Q) konča z reševanjem sistema in vrne par
(σout,Qout), za vsako substitucijo ρout |= Qout obstaja ρ′ |= (P ∪ Q), tako da velja
ρout ◦ σout = ρ′ ◦ σ.
Dokaz. Izrek dokažemo z indukcijo na konstrukcijo množice Q. Če je množica pra-
zna, je v tem primeru ρ′ = ρout.
Preostali primeri naravno sledijo iz analize zadnje enačbe v Q in definicije funk-
cije solve.
Izrek 6.3. Za poljubne vhodne argumente, klic funkcije solve(σ′,P ,Q) javi napako,
ali konča.
Dokaz. Za končanje programa uporabimo leksikografsko ureditev peteric s sledečimi
komponentami:
1. Število skeletov v že pregledanih enačbah, ki nastopajo v enačaju.
2. Število vseh konstruktorjev tipov v enačbah, ki jih je še potrebno pregledati
(število za posamezen konstruktor je definirano rekurzivno: |A → B| = 1 +
|A|+ |B|).
3. Vsota potencialov vseh spremenljivk za množice sproženih učinkov.
4. Število vseh omejitev, ki jih je še potrebno pregledati.
5. Indikator I(Q), ki pove, ali je naslednja omejitev, ki jo je še potrebno pregle-
dati oblike ατ1 ⩽ A ali A ⩽ ατ1 . V tem primeru je indikator 1, v vseh ostalih
primerih 0.
Trdimo, da je po vsakem koraku algoritma stopnja stanja leksikografsko strogo
manjša od prejšnje. Ker so komponente stopnje očitno nenegativne, se algoritem
ustavi, ali pa javi napako.
Pri delu s skeleti, se zmanjša prva ali druga možnost, torej je stopnja strogo
manjša. V delu algoritma, ki pregleduje zahteve, da imajo tipi skelet, se v prvem
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primeru število skeletov v že pregledanih enačbah ohrani, zmanjša pa se število vseh
enačb, v ostalih primerih se število skeletov v že pregledanih enačbah zmanjša.
V delu s podtipi se v prvem primeru zmanjša število enačb, ki jih je še potrebno
pregledati. V drugem in tretjem primeru se indikator spremeni iz 1 v 0, ostale
vrednosti pa ostanejo enake. To sta tudi edina primera, kjer indikator zmanjša
vrednost. V preostalih primerih se zmanjša število konstruktorjev tipov v enačbah,
ki jih je še potrebno pregledati, število skeletov v že pregledanih enačbah pa ostane
enako.
Potencial spremenljivke sproženih učinkov δ je velikost množice učinkov, za ka-
tere še ne vemo, da ne bodo nastopali v δ. Zaradi nepreglednosti pri pisanju ta
podatek o spremenljivki vodimo implicitno. V prvem primeru se zmanjša skupni
potencial, saj je potencial δ′′ strogo manjši od potenciala δ′. V drugem primeru
se zmanjša število enačb, ki jih je še potrebno pregledati. V tretjem primeru se
zmanjša potencial, saj v δ ne nastopa noben učinek več. V naslednjih dveh primerih
se zmanjša število enačb, ki jih je še potrebno pregledati. V zadnjem primeru imamo
dve možnosti. V prvi se zmanjša število enačb, ki jih je še potrebno pregledati, v
drugi pa se zmanjša potencial vsaj za 1, saj je razlika množic neprazna. Stavek if
je pomemben, saj bi drugače spremenljivko zamenjali samo s seboj in s tem bi se
algoritem lahko “zaciklal”.
Ker se v vsakem koraku peterica zmanjša, ali pa program javi napako, lahko
zaključimo, da program konča v končnem času.
Izrek 6.4 (Zdravost izpeljave tipov).
• Če velja Q; Γ ⊢v v : A | Q′;σ⇝ v′ potem za poljubno σ′ |= Q′ velja (σ′ ·σ) |= Q′
in (σ′ · σ)(Γ) ⊢v v : σ′(A)⇝ σ′(v′) .
• Če velja Q; Γ ⊢c c : C | Q′;σ⇝ c′ potem za poljubno σ′ |= Q′ velja (σ′ ·σ) |= Q′
in (σ′ · σ)(Γ) ⊢v c : σ′(C )⇝ σ′(c′) .
Izrek 6.5 (Polnost izpeljave tipov).
• Če velja Γ ⊢v v : A⇝ v′ , potem velja ∅; Γ ⊢v v : A′ | Q;σ⇝ v′′ in obstaja
σ′ |= Q ter γ, tako da velja σ′(A′) ⩽ A.
• Če velja Γ ⊢c c : A⇝ c′ , potem velja ∅; Γ ⊢c c : C ′ | Q;σ⇝ c′′ in obstaja
σ′ |= Q ter γ, tako da velja σ′(c′′) = c′ in σ′(C ′) ⩽ C .
Dokaz izbranega pravila. Dokažimo, da zdravost izpeljave velja za pravilo TmAppE-
laborate. Dokažemo z indukcijo na izpeljavo tipa in dopolnitev (tabeli 33 in 34),
kjer vzajemno dokazujemo izrek za vrednosti in izračune. Ponovno si izpišemo pra-
vili, ki ju bomo uporabljali, kjer v pravilu TmAppElaborate za lažje delo izhodne
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enačbe okrajšamo z Q3.
TmAppElaborate
Q; Γ ⊢v v1 : A1 | Q1;σ1⇝ v′1
Q1;σ1(Γ) ⊢v v2 : A2 | Q2;σ2⇝ v′2 Q3 = α : ς, ω :σ2(A1) ⩽ A2 → α ! δ,Q2
Q; Γ ⊢c v1 v2 : α ! δ | Q3; (σ2 · σ1)⇝ (σ2(v′1) ▷ ω) v′2
ETmApp
Γ ⊢v v1 : A→ C ⇝ v′1 Γ ⊢v v2 : A⇝ v′2
Γ ⊢c v1 v2 : C ⇝ v′1 v′2
Naj bo σizr poljubna substitucija, za katero velja σizr |= Q3, vse ostale oznake pa
take kot v TmAppElaborate. Pokazati moramo, da za poljuben kontekst Γ velja:
(σizr · σ2 · σ1)(Γ) ⊢c (v1 v2) : σizr(α!δ)⇝ σizr((σ2(v′1) ▷ ω) v′2)
Izračun σizr((σ2(v′1) ▷ ω) v′2) je enak (σizr((σ2(v′1) ▷ ω))) (σizr(v′2)) (po definiciji
substitucije). Iz tega da σizr zadošča Q3 pa sledi, da zadošča tudi Q2 (ki so njena
podmnožica), od koder sledi, da lahko σizr uporabimo za indukcijsko predpostavko
za v2. S tem dobimo:
σizr(σ2(σ1(Γ))) ⊢v v2 : σizr(A2)⇝ σizr(v′2)
saj so vse substitucije σ2 že vsebovane v kontekstu. Substitucija σizr · σ2 po induk-
cijski predpostavki ustreza pogojem Q1, saj (σizr · σ2 · σ1) |= Q, od koder lahko
uporabimo indukcijsko predpostavko za prvi del in dobimo
σizr(σ2(σ1(Γ))) ⊢v v1 : σizr(σ2(A1))⇝ σizr(σ2(v′1))
Iz zahteve ω :σ2(A1) ⩽ A2 → α ! δ v Q3, katerim ustreza substitucija σizr sledi, da
σizr(σ2(A1)) ⩽ σout(A2 → α!δ). Iz tega za v1 izpeljemo s TmCastC in ETmApp
v1 : σizr(A2)→ σizr(α!δ) in da se dopolni v eksplicitno pretvorjeni σizr(σ2(v1) ▷ ω),
iz česar sledi zahteva dokaza.
Opomba 6.6. Kot je vidno iz dokaza zgoraj, dokaza izrekov potekata na enak način
kot ostali dokazi predstavljeni v delu (za dokaz polnosti uporabimo indukcijo glede
na določitev tipa v jeziku ExEff). Sta pa tehnično mnogo bolj zahtevna in v obliki
proze zelo neinformativna ter nepregledna, kaj hitro pa pride tudi do napake. Zato
se takih dokazov raje lotimo z avtomatskimi dokazovalnimi priročniki, kot je recimo
Abella [2], v katerem je formalizirana tudi večina izrekov originalnega članka [20, 18].
6.3 Implementacija
Tekom izdelave magistrskega dela, sem v sodelovanju z mentorjem implementiral
del algoritma za izpeljavo in dopolnitev izrazov v obstoječo verzijo jezika Eff. Im-
plementirana je bila izpeljava in dopolnitev n-teric ter rekurzivne obliko let stavka.
V fazi dokončevanja je tudi eksplicitna izpeljava in dopolnitev poljubnih “zapisnih
tipov” (ang. record types) ter vzajemno rekurzivnih algebrajskih tipov [11]. V delu
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sicer ne predstavimo teoretične osnove za implementirane konstrukte v jeziku, ven-
dar enostavno sledijo iz predstavljenih izpeljav.
Poleg implementacije eksplicitne dopolnitve tipov je moje delo obsegalo tudi
splošno urejanje in čiščenje obstoječega kode prevajalnika. Glavni del je obsegal
predvsem preureditev kode v bolj modularno obliko in posodobitev struktur za do-
dajanje in vodenje substitucij. V delu je tudi implementacija aplikacije substitucij
s pomočjo iskalnih dreves za učinkovitejše delovanje prevajalnika.
Tekom praktičnega dela se je izkazalo, da je veliko bolj učinkovito, če substitucije
na pogoje in izraze apliciramo “leno” (po potrebi) ob reševanju enačb in izpisu konč-
nega programa. Leno uporabo substitucij sem tudi v celoti implementiral in temu
ustrezno prilagodil ostale komponente prevajalnika. Ob uporabi lenih substitucij se
ustrezno posodobi tudi relacija dopolnitve in izpeljave enačb, ki se v novi obliki za
vrednosti glasi (za izračune je definicija povsem analogna):
σin[Q]; Γ ⊢v v : A | σ[Q′]⇝ v′
kjer z σ[Q] označimo leno substitucijo na spremenljivkah Q.
Z novo relacijo se ustrezno posodobijo pravila za izpeljavo tipov in enačb ter
dokaz pravilnosti izpeljave, ki pa so izven obsega tega dela in so trenutno v delu.
Za konec si poglejmo primer posodobljenega pravila za izpeljavo in dopolnitev
prestreznika v primerjavi s prej predstavljenim pravilom. Iz spremembe pravil je
jasno vidna poenostavitev postopka in večja sistematičnost (substitucije in mno-
žica zahtev iz ene veje so povsem naravno vhodni podatek za izpeljavo naslednje
veje), prav tako pa je ta oblika pravila veliko bolj primerna za implementacijo, saj
implementacija izpeljave direktno sledi pravilu.
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TmHandlerElaborate
αr : ςr,Q; Γ, x : αr ⊢c cr : Br ! ∆r | Q0;σr⇝ c′r σi = σi · σi−1 · . . . · σ1 · σr
Opi ∈ O :
(Opi : Ai → Bi) ∈ Σ
αi : ςi,Qi−1;σi−1(σr(Γ)), x : Ai, k : Bi → αi ! δi ⊢c cOpi :
BOpi ! ∆Opi | Qi;σi⇝ c
′
Opi
Q′ = αin : ςin , αout : ςout , ω1 :σn(Br) ⩽ αout , ω2 :σn(∆r) ⩽ δout ,
ω3i :σ
n(BOpi) ⩽ αout
n
,
ω4i :σ
n(∆Opi) ⩽ δout
n
, ω5i :Bi → αout ! δout ⩽ Bi → σn(αi ! δi)
n
,
ω6 :αin ⩽ σ
n(σr(αr)), ω7 : δin ⩽ δout ∪ O,Qn
cres = { return y : σn(σr(αr)) ↦→ σn(c′r)[y ▷ ω6/x] ▷ ω1 !ω2
,
[
Opi x l ↦→ σn(c′Opi)[l ▷ ω5i/k] ▷ ω3i !ω4i
]
Opi
}
▷ (⟨αin⟩ !ω7 ⇛ ⟨αout⟩ ! ⟨δout⟩)
Q;σin; Γ ⊢v {return x ↦→ cr, [Op x k ↦→ cOp ]} : αin ! δin ⇛ αout ! δout | Q′;σ|O|⇝ cres
TmHandlerElaborateLazy
σin[αr : ςr,Q]; Γ, x : αr ⊢c cr : Br ! ∆r | σr[Q0]; ⇝ c′r σ0 = σr
Opi ∈ O :
(Opi : Ai → Bi) ∈ Σ
σi−1[αi : ςi,Qi−1]; Γ, x : Ai, k : Bi → αi ! δi ⊢c cOpi :
BOpi ! ∆Opi | σ
i[Qi]⇝ c′Opi
Q′ = αin : ςin , αout : ςout , ω1 :Br ⩽ αout , ω2 : ∆r ⩽ δout ,
ω3i :BOpi ⩽ αout
n
,
ω4i : ∆Opi ⩽ δout
n
, ω5i :Bi → αout ! δout ⩽ Bi → αi ! δi
n
,
ω6 :αin ⩽ αr, ω7 : δin ⩽ δout ∪ O,Qn
cres = { return y : αr ↦→ c′r[y ▷ ω6/x] ▷ ω1 !ω2
,
[
Opi x l ↦→ c′Opi [l ▷ ω5i/k] ▷ ω3i !ω4i
]
Opi
}
▷ (⟨αin⟩ !ω7 ⇛ ⟨αout⟩ ! ⟨δout⟩)
σin[Q]; Γ ⊢v {return x ↦→ cr, [Op x k ↦→ cOp ]} : αin ! δin ⇛ αout ! δout | σ|O|[Q′]⇝ cres
Tabela 35: Originalno pravilo in posodobljeno pravilo
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