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Ω = {(x, y) ∈ R2 : −∞ < x <∞, 0 < y < d}
として帯状領域を設定し，Robin境界条件
∂yψ(x, d) + α(x)ψ(x, d) = 0,−∂yψ(x, 0) + α(x)ψ(x, 0) = 0, x ∈ R
が課された L2(Ω)上の自己共役作用素として，
Hαψ := −∆ψ,
D(Hα) = {ψ ∈ W 2,2(Ω) : ∂yψ(x, d) + α(x)ψ(x, d) = 0,
− ∂yψ(x, 0) + α(x)ψ(x, 0) = 0, x ∈ R}
を考え，束縛状態が存在するための十分条件を与えた．ここでα(x)は正値
なLipschitz連続関数とし，あるα0 > 0があって，lim|x|→∞(α(x)−α0) = 0
であることを仮定する．このとき [4]では，あるE1(α0) > 0があって，
σess(Hα) = [E1(α0),+∞)
1
となることを示した．さらに，(α(x)− α0) ∈ L1(Ω)であって，∫
R
(α(x)− α0)dx < 0
を満たすという条件の下で，inf σ(Hα) < E1(α0)であることを示し，束
縛状態の存在を示した．本論文の主目的は，少し強い仮定の下で，基底
エネルギー inf σ(Hα)のより詳細な公式を与えることである．
(仮定) γ(x) ≥ 0, γ(x) ̸≡ 0, γ ∈ C∞0 (R)とする．また十分小さなパラメー
タ β > 0に対して，
α(x) = αβ(x) := α0 − βγ(x) > 0
とおく．このとき [4]の結果より，
σ(β) := inf σ(Hαβ) < E1(α0)
となることがわかる．このとき次の主定理を得た．
主定理




γdx)2β2 + o(β2) (β → 0)
が成り立つ．ただし，A0 = χ1(d)2+χ1(0)2 > 0であり，χ1(y)はE1(α0) > 0
に付随する固有関数で次を満たすものである．
−χ′′1(y) = E1(α0)χ1(y), 0 < y < d, ‖χ1‖L2(0,d) = 1,







定義 1 (ソボレフ空間W k,p(Ω) ) pを 1 ≤ p ≤ ∞とする．多重指数 αと
して，|α| ≤ kであるとする．このときDαuが Lp(Ω)に属するような局
所ルベーグ可積分関数 u : Ω→ R全体をW k,p(Ω)とかく．またこのとき，










(1 ≤ p <∞),∑
|α|≤k ess supΩ |Dαu| (p =∞).
上記でノルムを定義することで，W k,2(Ω)はヒルベルト空間となる．また
特にW 1,∞(Ω)のとき，次のようにW 1,∞(Ω)を特徴付けることができる．
定理 1 u : Ω → Rが Lipschitz連続であることと u ∈ W 1,∞(Ω)であるこ
とは同値である．
定理 2 (1)ある拡張作用素E : W 2,2(Ω)→ W 2,2(R2)があって，ある定数
C > 0に対して，




‖v‖L∞(R2) ≤ C0‖v‖W 2,2(R2), ∀v ∈ W 2,2(R2).
定理 3 (トレース定理 ) ある有界線形作用素 T : W 1,2(Ω)→ L2(∂Ω)が存
在して，
(1)Tu = u|∂Ω, u ∈ W 1,2(Ω) ∩ C(Ω),
(2)‖Tu‖L2(∂Ω) ≤ C‖u‖W 1,2(Ω), ∀u ∈ W 1,2(Ω).
定義 2 ( 弱収束 ) X をヒルベルト空間とする．ある u ∈ X が存在して，
任意の u∗ ∈ Xに対して，X上の点列 {uk}∞k=1 ⊂ Xが，
〈u∗, uk〉 → 〈u∗, u〉 (k →∞)
となるとき {uk}∞k=1は u ∈ Xに弱収束するという．
定理 4 (弱コンパクト性定理 ) Xをヒルベルト空間として，{uk}∞k=1 ⊂ X
を有界列とする．このときある部分列 {ukj}∞j=1 ⊂ {uk}∞k=1と u ∈ Xが存












α(x)(φ(x, 0)ψ(x, 0) + φ(x, d)ψ(x, d))dx,
D(hα) := W
1,2(Ω).
このとき，hαについての二次形式を hα[ψ] := hα(ψ, ψ), ψ ∈ D(hα)とし
て定義でき，hαは正定値閉形式となる．さらに，このときHαに付随す
る自己共役作用素を H˜αとかく (例えば，[7]を参照)．すなわち，
D(H˜α) = {ψ ∈ D(hα) : ∃F ∈ L2(Ω) s.t. ∀φ ∈ D(hα), hα(φ, ψ) = (φ, F )},
F = H˜αψ.
[4]により，H˜α = Hαであり，特にD(H˜α) = D(Hα)となるが，以下の補
題 1として，D(H˜α) ⊂ D(Hα)となることの証明と，後で必要となるW 2,2
評価について述べておく．
補題 1 ([1,Lemma 1]) α ∈ W 1,∞(R), α(x) > 0,∀x ∈ Rであるとし，さ
らに ψ ∈ D(hα)であって，hα(φ, ψ) = (φ, F ),∀φ ∈ D(hα)となるような
F ∈ L2(Ω)が存在するとき，ψ ∈ D(Hα).特に，ある定数がCが存在して，






ψ(x+ δ, y)− ψ(x, y)
δ
, δ ∈ R
4
として ψの微分商を定義する．ここで，





































‖ψδ‖2L2(Ω) ≤ ‖ψ‖2W1,2(Ω). (1)
ψ ∈ D(hα)で，hα(φ, ψ) = (φ, F ), ∀φ ∈ D(hα)であるから，∫
Ω
∇φ(x, y) · ∇ψ(x, y) dxdy +
∫
R




φ(x, y)F (x, y)dxdy.
ここで，ψ(x, y) = ψ(x, y) +ψ(x+ δ, y)−ψ(x+ δ, y), F (x, y) = F (x, y) +
F (x+ δ, y)− F (x+ δ, y)として，上記を計算すると，




∇φ(x, y) · ∇ψ(x+ δ, y)dxdy
∫
R
α(x)(φ(x, 0)ψ(x+ δ, 0)
+ φ(x, d)ψ(x+ δ, d))dx−
∫
Ω
φ(x, y)F (x, y)dxdy}+ (φ, Fδ).
また，∫
Ω
φ(x, y)F (x+ δ, y)dxdy =
∫
Ω




α(x)(φ(x, 0)F (x+ δ, 0) + φ(x, d)F (x+ δ, d))dx.
5
したがって，
hα(φ, ψδ) = (φ, Fδ)−
∫
R
αδ(x)(φ(x, 0)F (x+ δ, 0) + φ(x, d)F (x+ δ, d))dx.
さらに，φ = ψδとして，微分商に部分積分を施すことによって (φ, Fδ) =
−(φ−δ, F )となるから，
hα[ψδ] = −((ψδ)−δ, F )−
∫
R
αδ(x)(ψδ(x, 0)ψ(x+δ, 0)+ψδ(x, d)ψ(x+δ, d))dx.
(2)
さらに，(1)，Schwarzの不等式およびにトレース定理を用いることで，









αδ(x)(ψδ(x, 0)ψ(x+ δ, 0) + ψδ(x, d)ψ(x+ δ, d))dx|
≤ C1‖ψδ‖L2(∂Ω)‖ψ‖L2(∂Ω)









































‖F‖2L2(Ω) + C2‖ψδ‖W 1,2(Ω)‖ψ‖W 1,2(Ω) + C‖ψ‖2W 1,2(Ω)









(ε2‖ψδ‖2W 1,2(Ω)+C22ε−2‖ψ‖2W 1,2(Ω))+C‖ψ‖2W 1,2(Ω)
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だから，特に ε = 1√
2
として，




‖ψδ‖W 1,2 <∞. (3)
ゆえに (3)並びに弱コンパクト性定理によって，ψ−δkおよび v ∈ W 1,2(Ω)
を ψ−δk が v ∈ W 1,2(Ω)にW 1,2(Ω)上で弱収束するようなものとしてとれ
る．したがってノルムの弱下半連続性より，
‖v‖W 1,2(Ω) ≤ lim inf
k→∞
‖ψ−δk‖W 1,2(Ω)
≤ C‖F‖L2(Ω) + C‖ψ‖W 1,2(Ω).















さらに極限と積分の順序交換を行うために，fk(x, y) := ψ(x, y)φδk(x, y)
として，|fk(x, y)| ≤ g(x, y)となるような g ∈ L1(Ω)の存在を示す．φδkに
平均値の定理を用いると，
|fk(x, y)| = |ψ(x, y)∂xφ(x+ θδk, y)|, θ ∈ (0, 1)
をみたすような θが存在する．また φ ∈ C∞0 (Ω)より，|x| ≥ Rのとき，
φ(x, y) = 0となるようにR > 0をとることができる．したがって，|x| ≥
R + 1で φ(x + θδk, y) = 0．よって，ΩR+1 := {(x, y) ∈ Ω : |x| ≥ R +
1},M := max(x,y)∈K |∂xφ(x, y)|(ただしK = {(x, y) ∈ Ω : |x| ≤ R})とし
て，さらに g(x, y) = |MχΩR+1(x, y)ψ(x, y)|とすると，∫
Ω







|ψ(x, y)|2dxdy) 12 <∞.












またリースの表現定理を用いることによって，(φ, ψ−δk)L2(Ω) → (φ, v)L2(Ω)
となることがわかる．以上により，∫
Ω








であるから，∂xψ = v より ∂xψ ∈ W 1,2(Ω)となる．すなわち ∂xxψ ∈
L2(Ω), ∂xyψ ∈ L2(Ω)を得る．次に ∂yyψ ∈ L2(Ω),−∆ψ = F を示す．
φ ∈ C∞0 (Ω) ⊂ W 1,2(Ω)をとることによって，
∫
R
α(x)(φ(x, 0)ψ(x, 0) +























したがって，∂yyψ = −(∂xxψ+F )を得るので，−∆ψ = F．また，∂xxψ ∈
L2(Ω), F ∈ L2(Ω)により ∂yyψ ∈ L2(Ω)．以上により，ψ ∈ W 2,2(Ω)であ
り次の評価が成り立つ；
‖ψ‖W 2,2(Ω) ≤ C‖F‖L2(Ω) + C‖ψ‖W1,2(Ω).
最後にψがRobin境界条件を満たしていることを確認する．まずhα(φ, ψ)
の第一項の y変数部分について部分積分を行うことで任意のφ ∈ D(hα) =
W 1,2(Ω)に対して,∫
Ω




















φ(x, 0){∂yψ(x, d) + α(x)ψ(x, d)}.
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既に−∆ψ = F であることがわかっているので，∫
R
φ(x, 0){−∂yψ(x, 0)+α(x)ψ(x, 0)}+
∫
R
φ(x, d){∂yψ(x, d)+α(x)ψ(x, d)} = 0,
∀φ ∈ W 1,2(Ω).
さらにここで，φ(x, y) ∈ W 1,2(Ω)として,特にϕ(x) ∈ C∞0 (R)とし, χ(y) =
0(y ≥ d
2
), χ(y) = 1(y ≤ d
4
)なるχ ∈ C∞(R)として，φ(x, y) = ϕ(x)χ(y) ∈
W 1,2(Ω)をとることで，∫
R
ϕ(x){−∂yψ(x, 0) + α(x)ψ(x, 0)}dx = 0, ∀ϕ ∈ C∞0 (R)
が成り立つこととなり，変分学の基本補題により，次を得る．
−∂yψ(x, 0) + α(x)ψ(x, 0) = 0, x ∈ R.
同様にして，
∂yψ(x, d) + α(x)ψ(x, d) = 0, x ∈ R
を得られる．以上によって ψ ∈ D(Hα)．
3.2 bound stateの存在定理
[4]では，さらに σess(Hα) = [E1(α0),∞)であることの証明に加え，次
のことを示している．
定理 5 ([1,Lemma 3]) α ∈ W 1,∞(Ω), α(x) > 0,∀x ∈ Rであるとき，
(1)α− α0 ∈ L1(R), (2)
∫
R
(α(x)− α0)dx < 0
ならば，inf σ(Hα) < E1(α0) = inf σess(Hα)が成り立つ．
(証明)






(1) ϕ ∈ C∞0 (R),
(2) ∀x ∈ R, 0 ≤ ϕ(x) ≤ 1,





), ϕ = 1,





), ϕ = 0,
(5) ‖ϕ‖L2(R) = 1.





ψn(x, y) := ϕn(x)χ1(y;α0)
とおく．また，




















= ‖ϕ′n‖2L2(R) + ‖ϕn‖2L2(R)‖χ1′‖2L2([0,d])
= n−2‖ϕ′‖2L2(R) + ‖χ1′‖2L2([0,d]).
ここで，|ψn(x, 0)|2+ |ψn(x, d)|2 = ϕn(x)2(|χ1(0)|2+ |χ1(d)|2)で，α(x)＝
α(x)− α0 + α0より，











+ (|χ1(0)|2 + |χ1(d)|2)
∫
R













= −α0(|χ1(0)|2 + |χ1(d)|2) + E1(α0)‖χ1‖2L2([0,d]).
ゆえに，
Qα[ψn] = n








































(α(x)−α0)dx = −δ, (δ > 0)とおくと，十
分大きなNに対して，Qα[ψN ] ≤ − δ2N であるから，inf σ(Hα)−E1(α0) ≤
Qα[ψN ] ≤ − δ2N < 0となる．
4 主定理の証明
ここでは，改めて主定理の仮定と主張を述べる．γ(x) ∈ C∞0 , γ(x) ≥
0(x ∈ R)，γ′(x) ̸≡ 0とする．すなわち，ある L > 0が存在して，
suppγ ⊂ {x ∈ R : |x| ≤ L}.
また α0 > 0に対して，β > 0は十分小さくとることによって，
α(x) := αβ(x) := α0 − βγ(x) > 0
11
とする．また帯状領域として，d > 0とし，
Ω := {(x, y) ∈ R2 : x ∈ R, 0 < y < d}




|∇φ(x, y)|2dxdy + ∫
R




σ(β) := inf{Rβ(φ) : φ ̸= 0, φ ∈ H1(Ω)}
とする．さらに，E1(α0)は α(x) = α0 > 0のときのRobin境界条件
φy(x, d) + α0φ(x, d) = 0,−φy(x, 0) + α0φ(x, 0) = 0, x ∈ R
の下での作用素−∆のスペクトルの下端とする．また χ1(y)をE1(α0)に
対する固有関数とする．すなわち，χ1(y)を
−χ′′1(y) = E1(α0)χ1(y), 0 < y < d, ‖χ1‖L2((0,d)) = 1
χ′1(d) + α0χ1(d) = 0,−χ′1(0) + α0χ1(0) = 0.
を満たすものとするこのとき次の主定理が成立する．
主定理













γ(x)dx)2β2 +O(β3), β → 0.
として証明し，下からの評価をまず粗い評価として，
命題 2 あるがC1 > 0存在して，





































つぎの [2,Theorem 2.5]をもちいて，key Lemmaである補題 2が示され
る．さらに key Lemmaをもちいて，命題 1を 4.2で証明する．
定理 6 ([2,Theorem 2.5])V が ∫
R
(1 + |x|2)|V (x)|dx < ∞ として V ̸=
0, a.e. xであるとき，−∂xx + λV, λ > 0は
∫
R
V (x)dx ≤ 0なら，λ > 0が
十分小さいとき負の固有値をただひとつ持ち，それをE(λ)とする．この
とき次が成立する．







V (x)|x− y|V (y)dxdy + o(λ2), λ→ 0.
















: ψ ̸= 0, ψ ∈ H1(R)}lk









(証明) V (x) = −Aγ(x), λ = βとして上の定理を適用すれば良い．







































φ(x, y) := ψβ(x)χ1(y) ∈ H1(Ω)
をとる．ここで， ∫
Ω


















αβ(x)(|φ(x, 0)|2 + |φ(x, d)|2)dx =
∫
R
(α0 − βγ(x))ψβ(x)2(χ1(d)2 + χ1(0)2)dx















































= −α0(χ1(d)2 + χ1(0)2) + E1(α0) + α0(χ1(d)2 + χ1(0)2)
= E1(α0)
となることのに注意すると，次を得る．









σ(β) < E1(α0) := inf σess(Hα)
となるので，σ(β)に対する固有関数 φβ(x, y)が存在することになる．す
なわち，φβ ∈ H1(Ω)で，次を満たす．
−∆φβ = σ(β)φβ, (x, y) ∈ Ω,{
∂yφβ(x, d) + α(x)φβ(x, d) = 0, x ∈ R,
−∂yφβ(x, 0) + α(x)φβ(x, 0) = 0, x ∈ R.
ただし，α(x) = αβ(x) = α0− βγ(x) > 0である．このとき，φβの規格化
に関して，
1 ≤ ‖φβ‖2L2(Ω) ≤ 2, 0 < ∀β ≤ β0
となるようにしておく．このとき次が成立する．
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補題 3 　 あるC1 > 0(βに依らない)が存在して，
‖φβ‖W 2,2(Ω) ≤ C1, 0 < ∀β ≤ β0
が成立する．さらにあるC2 > 0(βに依らない)が存在して，
‖φβ‖L∞(Ω) ≤ C2, 0 < ∀β ≤ β0
が成り立つ．
(証明)









‖φβ‖W 2,2(Ω) ≤ C1, 0 < ∀β ≤ β0
が成立する．ここで，2章の埋め込み定理により，あるC2があって，
‖φβ‖L∞(Ω) ≤ C2, 0 < ∀β ≤ β0
が成り立つことがわかる．したがって上記の補題が示された．
補題 4 Aβ(x, y) := exp(βdγ(x)(y−d2)2)として，ψβ(x, y) := Aβ(x, y)−1φβ(x, y)
とおくとき，次が成立する．{
∂yψβ(x, d) + α0ψβ(x, d) = 0, x ∈ R,














































を得る．−∂yψβ(x, 0) + α(x)ψβ(x, 0) = 0も同様にわかる．
注意 3






















































|φβ(x, y)|2dxdy ≤ 2, 0 < ∀β ≤ β0
を満たすことになる．また，{χn(y)}∞n=1 ⊂ L2(0, d)を−∂yyのRobin境界
条件 {
χ′(d) + α0χ(d) = 0,


























|ψβ(x, y)| ≤ |φβ(x, y)| ≤ C2.
したがって，





{(∂xφβ)2 + (∂yφβ)2}dxdy +
∫
R





























































































































γ(x)A(x, y)2ψ(x, y)2dxdy +O(β2).
また，γ ∈ C∞0 (R)であることから，A2 − 1 = O(β)となるので，A2 =










γ(x)ψ(x, y)2dxdy +O(β2) (4)



















) ≤ δa2 + 2
δ

















































































(α0 − βγ(x)) exp(dβ
2












γ(x)(ψ(x, d)2+ψ(x, 0)2)dx (6)
であって，A0 = χ1(d)2 + χ1(0)2として，∫
R
γ(x)(ψ(x, d)2 + ψ(x, 0)2)dx =
∫
R
γ(x){(a1(x)χ1(d) + ψ˜(x, d))2










γ(x)a1(x)(χ1(d)ψ˜(x, d) + χ1(0)ψ˜(x, 0))dx.
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また，
2γ(x)a1(x)(χ1(d)ψ˜(x, d)) ≤ δγ(x)a1(x)2χ1(d)2 + C(δ)γ(x)ψ˜(x, d)2
であるから，∫
R






































であることに注意する．ここで，ある t > 0が存在して，









































































|2A(x, y)Ax(x, y)ψ(x, y)ψx(x, y)| ≤ δA(x, y)2ψx(x, y)2+C(δ)Ax(x, y)2ψ(x, y)2
により，Ax(x, y)2 = (βd )2(γ′(x))2(y − d2)4A(x, y)2と
∫
Ω
ψ(x, y)2dxdy = 1
に注意して，









































(A(x, y)2 − 1)ψ(x, y)2dxdy,























2dxdy = 1 +O(β). (14)
したがって，
σ(β)− E1(α0) =











































































































|φβ(x, y)|2dxdy ≥ 1より，

























(ψ˜(x, d)2 + ψ˜(x, 0)2)dx = O(β),∫
Ω
ψ˜(x, y)2dxdy = O(β),
∫
R


























2dxdy = 1 +
∫
Ω



























































2 + C(δ)ψ˜(x, y)2より，∫
β
φβ(x, y)

































































































































































































φ2βdxdyとおくと，M ≥ 1であり，σ(β)− E1(α0) < 0は，




{(φx)2 + (φy)2}dxdy + α0
∫
R








{(φx)2 + (φy)2}dxdy + α0
∫
R




γ(x){φ(x, d)2 + φ(x, 0)2}dx− E1(α0)M
:= N1 +N2 +N3 +N4 − E1(α0)M
となる．ここで，










ψ = a1(x)χ1(y) + ψ˜(x, y)




補題 5 ∀δ > 0に対して，あるC(δ) > 0が存在して，



















































































































2dy ≤ δなるように β > 0を十分
小さくとることおよび，命題 4を用いることで次の評価を得る．













































































(a1(x)χ1(0) + ψ˜(x, 0))








































































(ψ(x, d)2 + ψ(x, 0)2)dx
× (a1(x)(χ1(0)2 + χ1(d)2) + 2a1(x)(χ1(d)ψ˜(x, d)
+ χ1(0)ψ˜(x, 0)) + ψ˜(x, 0)


































































{A(x, y)ψy(x, y)}2dxdy + 2
∫
Ω




























































































































2A0 + 2a1(x)χ1(d)ψ˜(x, d) + 2a1(x)χ1(0)ψ˜(x, 0) + ψ˜(x, d)






(A0 − δ)γ(x)a1(x)2dx− C(δ)β3
と評価できる．また，
















































































{A(x, y)ψx(x, y)}2dxdy + 2
∫
Ω
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