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Abstract 
It is difficult to get large numbers of data in the process of measurement and performance analysis for material and 
structure, while many situations in complex systems require quantitative estimates of the lack of information in one 
probability distribution. Considering unknown probability distribution and very small sample data, based on the 
original fuzzy norm method, two improved methods are presented. Using membership function and theory of  
minimization of maximum module norm, the probability distribution function and the interval evaluation under the 
given confidence level can be obtained for the data series with poor information by solving the optimization problem. 
Finally, all the given methods and the traditional statistical method are compared and analyzed. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction
Model validation fundamentals discussed the philosophy of validation experiments and how they differ
from traditional experiments as well as calibration experiments. A validation experiment is conducted for 
the primary purpose of determining the predictive accuracy of a mathematical model. It is natural to 
consider an ensemble of initial data representing uncertainty in measurements and characterized by a 
* Corresponding author. Tel.: +86-0816-2484410. 
E-mail address: heqs@caep.ac.cn. 
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
1351Qin-Shu He et al. / Procedia Engineering 15 (2011) 1350 – 13542 Q.S. He et al./ Procedia Engineering 00 (2011) 000–000 
}
probability density. The conventional way is to measure the mean and variance of an ensemble, and a 
larger sample size means better quality of a prediction. However, usually samples of very limited size are 
affordable in experimental measurements because of expensive consumption or policy limitation. Thus, 
the natural question arises – whether or not one can trust the information provided by the data with small 
sample size and how to get enough information from these data. The current work addresses the measure 
of small sample sizes with unknown distribution within the framework of nonprobability theory via 
fuzzy-norm method. 
The applicability of fuzzy-norm method for small sample size has been studied previously by Xia and 
Wang [1]. Recently, Lin and Wu [2], Wu and Guu [3] and Shieh [4] have studied the solving methods for 
minimizing a linear or nonlinear objective function subject to a max-t fuzzy relation equation constraint. 
This paper presents two improved methods based on the original fuzzy norm method and SQP method 
is adopted to solve the optimization problem. 
2. Fuzzy-Norm Method 
Let  be the corresponding order statistics for the initial data 
 in hand. Define the spacings obtained from the sample by 
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Small k  means dense data, while large value means sparse data. The population probability density 
function can be expressed by linear membership function:  
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where  is the kth distribution factor. Denote the maximum distribution factor by , and the 
corresponding = ，k=v. It is assumed that: 
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θθ  denotes the maximum module norm. The optimizing objective functions with 
the theory of minimum of maximum module norm under given constraint conditions are described as 
following  
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The coefficients  can be obtained by solving the Eqs. (9)-(11). ll
The interval evaluation under the given confidence level can be obtained: 
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and stand for the lower and upper bound of the evaluated interval respectively.  UL
The probability distribution function of parameters can be computed easily by the membership 
function: 
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3. Improvements for the Fuzzy-Norm Method 
3.1. Improvement for the target functions 
Considering polynomial expression with finite items can’t approach some probability distributions 
approximately such as exponential, Rayleigh and normal distributions, the membership function can be 
improved as follows: 
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and the target functions can be improved as follows: 
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3.2. Improvement for the constraint conditions 
In order to widen the estimated interval, the constraint condition Eq. (11) can be modified as: 
1)(11 ≤≤ xfτ ， 1)(22 ≤≤ xfτ                                                  (20)
4. Numerical Examples 
In this section, we shall give three examples to compare the effects of original fuzzy-norm method, 
two improved fuzzy-norm methods and the statistic method for small samples with different probability 
distribution functions.  The fluctuation range is defined as: 
LU XXU −=                                                                            (21)
Consider normal distribution with mean value of 0 and standard variance of 0.1, uniform distribution 
at the interval [0,1], and Rayleigh distribution with standard variance of 0.1. Small samples with 8, 12, 12 
members are sampled from normal, uniform and Rayleigh distribution respectively. Fig.1, Fig.2 and Fig.3 
give the comparing of estimated membership functions with four different methods for data with small 
sample sizes sampled from different distributions, and Fig. (d) are the probability density function 
estimated by the statistic method based on a normal kernel function. Seen from these figures, the 
estimated membership function with the exponential mode is better than other methods for data with 
small sample size sampled from normal distribution, while the improved constraint conditions widen the 
fluctuation range obviously for data with small sample size sampled from both uniform and Rayleigh 
distribution. Although the effects of method of kernel density estimation seem good for these data, the 
randomness is much larger than the original and improved fuzzy-norm methods for different sampled data 
with small sample size.  
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      (a)original method;         (b) improved constraint condition;        (c) improved target function;    (d)kernel density estimation
Fig. 1 the comparing of membership functions with different methods for normal distribution 
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 (a)original method;         (b) improved constraint condition;        (c) improved target function;    (d)kernel density estimation
Fig. 2 the comparing of membership functions with different methods for uniform distribution 
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 (a)original method;         (b) improved constraint condition;        (c) improved target function;    (d)kernel density estimation
Fig. 3 the comparing of membership functions with different methods for Rayleigh distribution
5. Conclusion 
For uncertainty metric of data with unknown probability distribution and very small sample, original 
and improved fuzzy-norm methods presents a new way within the framework of nonprobability theory, 
while the effect of estimation depends on the character of data (such as the number of data and the 
distribution of ensemble sample) and the experience of operators. 
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