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Abstract
We derive the Wilson-Polchinski RG equation in the planar limit. We ex-
plain that the equation necessarily involves also non-planar amplitudes with
sphere topology, which represent multi-trace contributions to the effective ac-
tion. The resulting RG equation turns out to be of the Hamilton-Jacobi type
since loop effects manifest themselves through terms which are linear in first
order derivatives of the effective action with respect to the sources. We briefly
outline applications to renormalization of non-commutative field theories, ma-
trix models with external sources and holography.
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1 Introduction
Planar field theories introduced years ago in the seminal work of ‘t Hooft [1] have
recently enjoyed renewed interest in connection with holography [2], [3] and non-
commutative field theory [4] (for a review and references see [5]).
The holographic conjecture relates SU(N) (supersymmetric) gauge theory in d
dimensions to string theory in (d + 1)-dimensional anti de Sitter space. Consider a
(d + 1)-dimensional ball Bd+1 in the interior of AdS space, whose boundary Sd is a
d-dimensional sphere homotopic to the AdS boundary. The action of AdS supergrav-
ity evaluated on the solution of the classical field equations with boundary values
prescribed on Sd and integrated on Bd+1 is a functional of the field boundary values:
Maldacena’s conjecture identifies this functional with the generating functional of
correlators of gauge-invariant composite operators of the SU(N) theory in the large
N limit and large ‘t Hooft gauge coupling, renormalized at a scale which is related to
the radial distance of the sphere Sd from the AdS boundary.
This intriguing correspondence between the AdS radial coordinate and the renor-
malization scale of the gauge theory has suggested to some authors [8] the possibility
that the Wilson-Polchinski renormalization group equation of the SU(N) quantum
field theory in the large N limit might correspond to the classical equations of motion
of the supergravity theory. The RG Wilson-Polchinski equation [6], [7] is a differential
equation for the effective action of first order in the renormalization scale: therefore,
in the scenario proposed in [8], it is put in relation with the supergravity field equa-
tions written in the Hamilton-Jacobi form, with the AdS radial direction identified
with the time coordinate. Since radial slices are not space-like surfaces in AdS, this
identification appears problematic. At any rate, any attempt to make this proposal
more concrete requires the knowledge of the largeN limit of the RGWilson-Polchinski
equation. This is what we do in this article.
The RG Wilson-Polchinski equation in the planar limit might also be of interest
in the study of the renormalization properties of the non-commutative quantum field
theories which emerge in a certain limit of open string theory. It has in fact been
observed [4] that the perturbative expansion for these theories reduces, in the limit of
large non-commutative parameter |Θ|, to planar diagrams. It is therefore relevant to
understand if a RG equation involving only planar diagrams can be written for such
theories.
Let us comment on the meaning of planar diagrams in the context of field theories
discussed in [4], whose non-commutative structure is described by the Moyal product.
Feynman diagrams of non-commutative theories have two equivalent descriptions:
in one description propagators are single lines and lines coming out of vertices are
ordered. In the other description propagators are double lines carrying opposite
orientations. In both pictures, a Feynman diagram uniquely determines a Riemann
surface on which it can be drawn: this surface is oriented, due to the orientation of
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(a) (b)
Figure 1: Planar (a) and non-planar (b) diagrams in non-commutative theory
propagator lines, and it is closed, i.e. without boundaries, as long as one restricts
oneself to theories without single lines (quarks). We will always refer to the double
line picture in the following. In this picture diagrams corresponding to amputated and
connected Green functions are called planar if they can be drawn on the sphere and
if all the external legs are attached to the same line. Figure 1 shows two examples
of planar (a) and non-planar (b) diagrams in non-commutative theory with cubic
interaction, both of which can be drawn on a sphere: in this figure external legs
are represented by breaks in the propagator lines. With this definition, non-planar
diagrams like (b) are exponentially suppressed in Moyal non-commutative theories in
the limit of large non-commutativity (see Appendix A). The effective action appearing
in the RG group equation is the generating functional of amputated connected Green
functions. It is relatively easy to convince oneself and it will be explained in detail
in Section 1 that one cannot write a RG group equation involving exclusively planar
amplitudes: diagrams like (b) must be included in the “planar” Wilson-Polchinski
equation.
In SU(N) matrix theories sphere diagrams like (a) correspond to terms in the
Wilsonian effective action which are single traces of the matrix source while diagrams
like (b) are associated to multi-traces. The large N limit for the Wilsonian action
is to be taken by keeping fixed both the ‘t Hooft couplings and the normalized trace
invariants of the external matrix source. In this limit sphere diagrams — both of
(a) and (b) type — are of the same (leading) order in the 1/N expansion. This
makes clear why the planar limit of RG equation that we derive describes all sphere
diagrams, irrespectively of where the external legs are attached.
This paper is organized as follows: in Section 2 a diagrammatic derivation of the
planar RG equation (8) for 0-dimensional non-commutative theory is presented. It
is interesting that this equation, unlike the usual RG Wilson-Polchinski equation, is
of the Hamilton-Jacobi type. The first derivative with respect to the renormalization
scale of the Wilsonian action equals a sum of two terms: the first is the classical
one and is quadratic in the field derivatives of the effective action. The second term,
which encodes the quantum corrections, is linear in field derivatives of the action:
2
this is in contrast with the usual RG equation for which the quantum term involves
second order field derivatives of the action. In Section 3 the same equation is derived
by functional methods, by taking the large N limit of the Wilson-Polchinski equation
for scalar N × N matrix models. In Section 4 a formulation of the equation in
terms of eigenvalues of the matrix source is also given: in these variables the planar
RG equation is the Hamilton-Jacobi equation of a system of N free particles in 1
dimension. This reformulation leads to a compact expression for the effective action
in the large N limit. In Section 5 we write down the planar RG equation for a scalar
matrix theory in d dimensions. Finally in Section 6 we state our conclusions.
In the work of Ref. [10] a large N differential equation for the generating func-
tional of the correlators of single-trace composite operators of a zero-dimensional
matrix model is derived. This generating functional might be thought of as the zero-
dimensional analogue of the on-shell supergravity action which enters the holographic
conjecture in the formulation of [3]. In Appendix B we rederive this equation in a
language which is closer to the one of the present paper and at the same time we
clear up a few imprecisions present in the equation of [10]. It is important however
to emphasize that this equation is not an equation for the Wilson-Polchinski effective
action and, if generalized to higher dimensions, it does not encode the renormalization
properties of the corresponding quantum field theory.
2 The “Planar” RG Equation from Feynman Dia-
grams
Let us consider a d-dimensional scalar field theory, whose field φ(x) takes values
in some non-commutative space. We can think of this space either as the space
of N × N hermitian matrices or as the non-commutative algebra associated with
the Moyal product. Let hplanart,t0 (p1, . . . , pn) be the planar contribution to the n-point
connected and amputated Green function computed with a regulated propagator
∆t,t0(x, y) which depends both on the ultra-violet scale t0 ≡ Λ−20 and the running
(infra-red) scale t ≡ Λ−2. As we explained in the introduction hplanart,t0 (p1, . . . , pn)
receives contributions from diagrams of type (a) of Figure 1.
The Wilson-Polchinski RG equation describes the dependence on the infra-red
scale t of the generating functional Ht[ϕ] of (both planar and non-planar) regulated,
amputated and connected Green functions. Since the dependence of the Green func-
tions on the ultra-violet cut-off t0 never enters the discussion, henceforth we will drop
explicit reference to t0. One might hope that a consistent truncation of the Wilson-
Polchinski equation to planar Green functions would lead to an evolution equation
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for the planar functional generator Hplanart [ϕ]
Hplanart [φ] ≡
∞∑
n=1
1
n
∫ n∏
i=1
ddpi δ
( n∑
j=1
pi
)
hplanart (p1, . . . , pn)〈ϕ(p1) . . . ϕ(pn)〉 (1)
where 〈·〉 is the trace on the non-commutative algebra. We will now explain why such
a truncation does not exist: in order to write down a “planar ” RG equation one must
extend the functional in Eq. (1) to include multi-trace terms.
Let us recall the diagrammatic interpretation of the ordinary (commutative) RG
equation1. The t-derivative of Ht is the formal sum of all the diagrams obtained from
those contributing to Ht by replacing one of the internal propagators ∆t with its
derivative ∆˙t, i.e. by inserting ∆˙t between the new external legs created after cutting
the propagator line. This leads to the diagrammatic equation displayed in Figure 2.
In this picture a box with a label α on the lower right-hand side corner represents an
amputated connected Green function with α external legs. A crossed line denotes the
insertion of the ∆˙t factor. The two diagrams on the r.h.s. of the equation correspond
to the two possible cases: in the first case the removed propagator line lies on a tree
line of the skeleton graph while in the second case the propagator belongs to a loop.
∂t α=
1
2
∑
β
α − β + 2β
X + 12
✟✟❍❍
X
α
Figure 2: The ordinary RG evolution equation
Considering now the case of non-commutative or matrix theories, planar diagrams
in the double-line picture have a preferred line, that will be called peripheral. This is
the line to which all the external legs are attached: external legs of planar diagrams
have therefore a natural cyclic order. Consider now the second term on the r.h.s. of
the diagrammatic equation in Figure 2: when the external legs of a planar amplitude
which are joined by the ∆˙t are not contiguous, this term induces a non-vanishing
contribution to the t-derivative of non-planar amplitudes. These are special non-
planar amplitudes, like (b) of Figure 1: they have sphere topology but have external
legs attached to more than one single line. Let us name holes the lines, other than
the peripheral line, to which external legs are attached. It is clear now that if we
want to write a RG equation for the planar graphs we must, for consistency, include
also all the sphere graphs with any number of holes to which an arbitrary number of
external lines are attached. We might call these graphs swiss-cheese (SC) for their
resemblance to swiss-cheese slices when drawn on a plane.
1Notice that, in order to avoid alternating signs, we have adopted a sign convention which is
opposite to the standard one.
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Let us picture an α-point planar, connected and amputated amplitude with a
box, whose perimeter represents the peripheral line labelled by an index α on the
right-hand side lower corner. SC amplitudes with n holes, α0 external legs attached
to the peripheral line and αi external legs attached to the i-th hole (with i = 1, . . . , n)
are represented by a box with n internal circular holes: the index α0 is associated
with the perimeter of the box while αi’s label the internal circles. Two examples are
depicted in Figure 3. Note that we call amplitude the sum of all diagrams with the
same structure of external legs. Therefore the interior of boxes in Figure 3 should be
thought as filled with all possible nets of propagators. Propagators will be now double
lines and insertions of ∆˙t will be indicated by crosses: X . Let us also distinguish
two kinds of propagators — external and internal. External propagators have one
line belonging to the peripheral line, internal propagators are all the others.
Given these graphical rules, the diagrammatic RG equation for SC amplitudes
which replaces Figure 2 is displayed in Figure 4. The four terms on the r.h.s. of this
equation correspond to the four possible positions of the removed propagator inside
the graph. In the first and the second term the cut propagator connects two otherwise
disconnected graphs; in the third and fourth term removing the propagator leaves the
diagram connected. The removed propagator of terms one and three is external, that
of terms two and four is internal.
Terms one and two on the r.h.s. of the equation in Figure 4 replace the first
(classical) term on the r.h.s. of the ordinary RG equation in Figure 2. Terms three
and four correspond to the loop term of ordinary RG flow (the last term of Figure 2).
It is the third term on the r.h.s. of the RG equation in Figure 4 that generates
non-planar diagrams starting from planar ones.
We now want to translate the graphical “planar” RG equation in Figure 4 into
analytic form. This requires the introduction of a functional generator for SC am-
plitudes generalizing the one for planar amplitudes given in Eq. (1). As Eq. (1)
shows, planar amplitudes are represented in the effective action by a single trace of
the product of the sources. Likewise, each hole of a SC amplitude is associated with
the trace of the product of as many sources as legs attached to the hole. Hence,
SC non-planar amplitudes are associated with multi-traces, one trace for each hole
and one trace for the peripheral line. It is then clear that, when writing down the
effective action, there is no distinction between holes and peripheral line: we can
α
(a)
✒✑✓✏α1 α0
(b)
Figure 3: SC diagrams with 0 (a) and 1 (b) holes
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∂t
✖✕
✗✔
ν
✚✙
✛✘
µ
✫✪
✬✩
ρ
✖✕
✗✔
τ
α
= 1
2
∑
✖✕
✗✔
ν
✚✙
✛✘
µ
α−β+2
✫✪
✬✩
ρ
✖✕
✗✔
τ
β
X +
∑
✖✕
✗✔
ν
✚✙
✛✘
µ
✖✕
✗✔
τ✫✪
✬✩
α
X
β
ρ−β+2
+
∑
✖✕
✗✔
ν
✚✙
✛✘
µ
α+τ
✫✪
✬✩
ρ
❍❍❍
❍ ✟✟✟X
τ
+
∑
✫✪
✬✩
✁
✁
✁✁
✁
✁
✁✁µ
νX
α
✫✪
✬✩
ρ
✖✕
✗✔
τ
Figure 4: The “planar” RG equation
characterize the SC amplitude by the number mk of traces of products of k sources
without the need to distinguish the trace associated with the peripheral line from
the traces associated with the holes. Of course diagrammatically this corresponds to
the fact that SC graphs can be drawn on a sphere where the peripheral line is just
another hole. Henceforth we will refer to SC amplitudes when drawn on a sphere
as multi-trace amplitudes. More explicitely, if we call ft(n, {mk}) the SC amplitude
with n peripheral legs and mk k-leg holes and ht({mk}) the multi-trace amplitude
with mk k-leg holes — we are suppressing explicit reference to external momenta for
notational simplicity — then one has
1
n
ft(n, {mk}) = (mn + 1) ht({mk + δk,n}) (2)
If we represent multi-trace amplitudes with spheres with holes the RG equation in
Figure 4 becomes the graphical equation of Figure 5. Since the distinction between
internal and external propagators is immaterial when we draw the diagram on the
sphere, the first and the last pair of terms on the r.h.s. of the equation in Figure 4
become respectively the first and the second term in the equation of Figure 5. When
the theory is a N ×N matrix theory, the sphere representation of the RG equation in
Figure 5 is perhaps more natural, since in the 1/N expansion sphere diagrams with
holes are precisely the leading (O(N2)) contribution to the effective Wilsonian action.
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∂t =
1
2
∑
+
∑
Figure 5: The “planar” RG equation on the sphere
In the next section where we will derive the “planar” RG equation by functional
methods we will adopt the matrix point of view.
Let p
(ik)
k, jk
be the jk-th momentum (with jk = 1, . . . , k) which flows into the ik hole
(with ik = 1, . . . , mk) of a multi-trace graph corresponding to the connected amputed
amplitude h
{mk}
t (p
(ik)
k, jk
). The Wilsonian effective action writes
Ht[ϕ]≡
∑
{mk}
∫ ∏
k,ik,jk
dp(ik)
k, jk
δ(
∑
k,ik,jk
p(ik)
k, jk
)h
{mk}
t (p
(ik)
k, jk
)
∏
k
mk∏
ik=1
〈ϕ(p(ik)
k, 1 ) · · ·ϕ(p(ik)k, k )〉 (3)
To simplify our task and notation we shall disregard momentarily the momenta,
therefore limiting our analysis to zero-dimensional non-commutative field theory. Ob-
viously in this case the propagator is simply a constant which we will identify with
the RG scale t and ∆˙t reduces to 1. The contribution of a given diagram to the cor-
responding amplitude is just the product of the combinatorial factor of the diagram
with the required powers of the couplings and of the propagator. It should be clear
however that the structure of the RG equation — which is captured by the graphical
Equations Figures 4, 5 — is independent of the dimension of space-time. In Section
5 we will explicitly write down the d-dimensional version of the RG equation.
In 0 dimensions the functional generator in Eq. 3 becomes
Ht({yk}) ≡
∑
{mk}
ht({mk})
∞∏
k=1
ymkk (4)
where
yk ≡ 〈ϕk〉 (5)
The first term on the r.h.s of the diagrammatic equation in Figure 5 corresponds
to the following contribution to ∂tHt({yk})
1
2
∞∑
k, k′=1
∑
{mp}
∑
{m′p}
kmk k
′m′k′ ht({mp}) ht({m′p})
yk+k′−2
yk yk′
∞∏
p=1
y
mp+m′p
p
=
1
2
∞∑
k, k′=1
k k′ yk+k′−2 ∂ykHt ∂yk′Ht (6)
The summand on the l.h.s. of the equation above corresponds to the joining of
two multi-trace diagrams labelled respectively by the sequences {mp} and {m′p};
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the crossed propagator connecting the two diagrams goes from a hole of the first
diagram with k external legs to a hole of the second diagram with k′ legs. The factor
kmk k
′m′k′ counts the different ways of joining two such diagrams. The resulting
connected multi-trace diagram has a hole with k+ k′− 2 legs replacing the two holes
with k and k′ legs: this is accounted for by the
yk+k′−2
yk yk′
factor. The overall 1
2
factor
is due to the fact that exchanging the two multi-trace diagrams produces the same
connected amplitude.
The second term on the r.h.s of the diagrammatic equation in Figure 5 yields:
1
2
∞∑
k=1
k−2∑
i=0
∑
{mp}
kmk ht({mp}) yi yk−2−i
yk
∞∏
p=1
ympp
=
1
2
∞∑
k=1
k−2∑
i=0
k yi yk−2−i ∂ykHt (7)
The summand in the l.h.s. of Eq. (7) describes the process of joining two legs of
the same hole of a multi-trace diagram labelled by the sequence {mp}. Let k be the
number of external legs of this hole. The possible resulting multi-trace diagrams have
one less hole with k legs and two more holes with i and k − 2 − i legs respectively,
where i = 0, . . . , k − 2. This explains the yi yk−2−i
yk
factor. Note that when i = 0 and
i = k− 2 one of the two holes has no external legs attached to it: if we define y0 = 1,
the factor yi yk−2−i
yk
is the correct one for these cases too. Given k, there are kmk ways
to choose one of the two legs to be joined; the inequivalent choices for the second leg
are labelled by the integer i with i = 0, . . . , [k−2
2
]. Since the factor yi yk−2−i
yk
is invariant
under the substitution i → k − 2 − i, we can equivalently sum over i in the range
[0, k − 2] and divide by 1
2
.
In conclusion the RG equation for the functional generator of multi-trace ampli-
tudes in 0 dimensions reads:
∂tHt =
1
2
∞∑
k, k′=1
k k′ yk+k′−2 ∂ykHt ∂yk′Ht +
1
2
∞∑
k=1
k−2∑
i=0
k yi yk−2−i ∂ykHt (8)
The striking feature of this RG equation is that only first derivatives with respect
to the sources yk appear: thus the equation is of the Hamilton-Jacobi type. This
is to be contrasted with the Wilson-Polchinski equation for ordinary (commutative)
field theory which contains second order derivatives with respect to the sources. For
example, the ordinary RG equation of Figure 2 for a scalar field in 0 dimensions reads
∂tHt =
1
2
(∂ϕHt)
2 +
1
2
∂2ϕHt (9)
where Ht(ϕ) =
∑∞
n=0
1
n!
ht(n)ϕ
n is the generating functional of connected amputated
amplitudes ht(n) for the scalar field whose source is ϕ. The first “classical” term in
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the r.h.s. of the ordinary RG equation is of the same form of its analog in the non-
commutative RG: the difference between the two equations lies in the “loop” term,
which becomes first order in source derivatives when going to the non-commutative
context.
A solution of the RG equation (8) is specified by giving the initial condition
Ht({yk})|t=0. This should be interpreted as the “bare” or classical interaction La-
grangian2, which is usually specified as a linear function of the yk’s. Note however
that even if the initial condition is linear in the yk, Ht for t 6= 0 will necessary be
non-linear: this reflects the impossibility of writing down the RG equation for the
planar functional generator (1) that we have emphasized at the beginning at this
section.
To consider a concrete example, let us choose the initial condition corresponding
to a λ〈φ4〉 theory:
Ht({yk})|t=0 = 1
4
λ y4 (10)
Let us remark that when the intial condition is even under “parity” transformation
yk → (−1)kyk we can consistently truncate our equation to an effective action H (+)t ≡
Ht|y2k+1=0 depending only on the even y2k variables. This is due to the circumstance
that the RG equation both conserves parity and is first order in yk-derivatives. The
truncated RG equation is
∂tH
(+)
t = 2
∞∑
k, k′=1
k k′ y2k+2k′−2 ∂y2kH
(+)
t ∂y2k′H
(+)
t +
∞∑
k=1
2k−2∑
i=0
k y2i y2k−2−2i ∂y2kH
(+)
t (11)
It is straightforward to compute the solution of Eq. (11) with initial condition
(10) as perturbative expansion in t:
H (+)t (λ; {yk}) =
1
4
λ y4 +
(
λ y2 +
1
2
λ2y6
)
t +
(
3
2
λ3y8 +
5
2
λ2y4
+
3
4
λ2y22 +
1
2
λ
)
t2 +
(
11
2
λ4y10 +
28
3
λ3y6 +
9
2
λ2y2 + 5 λ
3y2 y4
)
t3
+
(
91
4
λ5y12 +
165
4
λ4y8 +
45
2
λ3y4 + 21 λ
4y2 y6 +
27
2
λ3y22
+
75
8
λ4y24 +
9
8
λ2
)
t4 +
(
27 λ3y2 +
27
2
λ4y32 + 135 λ
4y2 y4 + 126 λ
4y6
+84 λ5 y4 y6 + 99 λ
5y2 y8 +
1001
5
λ5y10 + 102 λ
6y14
)
t5 +O(t6) (12)
2Due to our sign convention, the initial condition on Ht is actually minus the interaction La-
grangian.
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The interested reader can verify that the coefficients of the single terms in this
sum count the number of the corresponding Feynman diagrams multiplied by their
combinatorial factor. Owing to the choice of the factor 1
4
in the interaction Eq. (10)
the combinatorial factor of the diagram is the order of its rotation symmetry group
in the plane: for example the planar version of the diagram ❡ has combinatorial
factor 1
2
.
The effective action of the λφ4 theory is invariant under the following rescaling
t→ σ t λ→ σ−2λ y2k → σky2k (13)
where σ is a real parameter. This reflects the invariance of the classical action under
transformation of t and λ as in (13) and simultaneous rescaling of the classical field
given by: φ → √σ φ. Hence H (+)t is a function of the variables τ ≡ t2λ and η2k ≡
t−ky2k. The equation for H(τ ; {η2k}) ≡ H (+)t (λ; {y2k}) is
2τ∂τH = 2
∞∑
k, k′=1
k k′ η2k+2k′−2 ∂η2kH ∂η2k′H
+
∞∑
k=1
2k−2∑
i=0
k η2i η2k−2−2i ∂η2kH +
∞∑
k=1
k η2k ∂η2kH (14)
This form of the equation is a convenient starting point for studying the strong
coupling limit of the theory, τ → ∞. In this limit the interaction term 1
4
τ φ4 in the
classical action dominates, so that it is natural to rescale the field as φ→ τ− 14 φ and
to work with the sources ζ2k ≡ τ− k2 η2k. The leading term in the effective action equals
−1
4
log τ − 1
2
τ
1
2 ζ2, as it can been easily understood by considering, for example, the
path integral representation of the Wilson-Polchinski action. Hence H admits the
following asymptotic expansion for τ →∞
H(τ ; {η2k}) = −1
4
log τ − 1
2
τ
1
2 ζ2 + H˜(τ ; {ζ2k})
= −1
4
log τ − 1
2
τ
1
2 ζ2 + h˜0({ζ2k}) +O(τ− 12 ) (15)
The function h˜0({ζ2k}) is to be interpreted as the initial condition of the strong
coupling limit and has to be computed by independent methods. Once h˜0({ζ2k}) is
specified, the equation for H˜
2τ∂τH˜ = τ− 12
[
2
∞∑
k, k′=1
k k′ ζ2k+2k′−2 ∂ζ2kH˜ ∂ζ2k′ H˜ +
∞∑
k=1
2k−2∑
i=0
k ζ2i ζ2k−2−2i ∂ζ2kH˜
]
(16)
determines recursively the subleading O(τ−
1
2 ) terms.
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3 Functional Derivation of Large N Wilson-Pol-
chinski RG Equation
The generating functional F(J) of the connected Green functions of the N×N matrix
scalar theory is
e−N
2F(J) ≡ N
∫
dΦe−N[S(Φ)−TrJΦ] (17)
where J is the N ×N matrix source for the quantum matrix field Φ and S(Φ) is the
classical action
S(Φ) =
1
2t
TrΦ2 − Tr V (Φ) (18)
For example we can take, as in the previous section, V (Φ) = λ
4
Φ4. The normalization
factor N is
N−1 =
∫
dΦe−
N
2t
TrΦ2 =
(pit
N
)N2/2
(19)
The Wilsonian effective action Ht(ϕ) is the generating functional of the connected
amputated Green functions. It is related to F(J) as follows:
F(J) = −Ht(ϕ)− 1
2Nt
Trϕ2 (20)
where J = 1
t
ϕ.
The Wilson-Polchinski RG equation determines the dependence of Ht(ϕ) on the
“propagator” t. The large N limit should be taken keeping the invariants
yk ≡ 1
N
Trϕk (21)
where k = 1, 2, . . ., finite as N →∞.
Taking the derivative with respect to t of both sides of Eq. (17) one obtains
∂tHt(ϕ)− 1
2t2N
Trϕ2 = − 1
2t
+
1
2Nt2
〈TrΦ2〉 − 1
Nt2
〈TrϕΦ〉 (22)
where
〈O(Φ)〉 =
∫
dΦe−N [S(Φ)−
1
t
TrϕΦ]O(Φ)∫
dΦe−N [S(Φ)−
1
t
TrϕΦ]
(23)
Using
1
N
〈TrϕΦ〉 = −tTrϕ ∂F
∂ϕ
1
N
〈TrΦ2〉 = − t
2
N
Tr
∂2F
∂ϕ2
+ t2N Tr
(∂F
∂ϕ
)2
(24)
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we get
∂tHt =
N
2
Tr
(∂Ht
∂ϕ
)2
+
1
2N
Tr
∂2Ht
∂ϕ2
(25)
which is the finite N RG equation. In the large N limit we should keep fixed the
variables yk. Hence, let us express the derivatives with respect to ϕ in terms of
yk-derivatives:
∂Ht
∂ϕ
=
∑
k
k
ϕk−1
N
∂yk Ht (26)
and
1
N
Tr
∂2Ht(ϕ)
∂ϕ2
=
1
N2
∑
k, k′
k k′yk+k′−2 ∂yk∂yk′Ht
+
∑
k
k
N2
Tr
(∂ϕk−1
∂ϕ
)
∂ykHt (27)
In the large N limit the first term in the r.h.s. of the equation above goes to zero.
The second term, instead, survives. Indeed, since
Tr
(∂ϕk−1
∂ϕ
)
=
k−2∑
i=0
TrϕiTrϕk−2−i (28)
one has ∑
k
k
N2
Tr
(∂ϕk−1
∂ϕ
)
∂ykHt =
∑
k
k−2∑
i=0
k yi yk−2−i ∂ykHt (29)
which is finite as N →∞. In conclusion the RG equation in the largeN limit becomes
∂tHt =
1
2
∑
k,k′
k k′yk+k′−2 ∂ykHt ∂yk′Ht +
1
2
∑
k
k−2∑
i=0
k yi yk−2−i ∂ykHt (30)
in agreement with Eq. (8).
4 Application to Matrix Models
In the application of Eq. (30) to 0-dimensional matrix models it is usually convenient
to replace the yk variables with the eigenvalues ξi of the matrix source ϕ. Starting
from
yk =
1
N
∑
i
ξki (31)
it easily shown that
Tr
(∂Ht
∂ϕ
)2
=
∑
i
(∂ξiHt)
2 (32)
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and that
Tr
∂2Ht
∂ϕ2
=
∑
i
∂2ξiHt +
∑
i, j: i 6=j
∂ξiHt − ∂ξjHt
ξi − ξj (33)
Going back to the finite N RG equation (25), it rewrites therefore as follows:
∂tHt =
N
2
∑
i
(∂ξiHt)
2 +
1
2N
∑
i
∂2ξiHt +
1
2N
∑
i, j: i 6=j
∂ξiHt − ∂ξjHt
ξi − ξj (34)
One can re-absorb the term linear in ξi’s derivatives by defining
Hˆt = Ht +
1
4N2
∑
i, j: i 6=j
log(ξi − ξj)2 (35)
Thus
∂tHˆt =
N
2
∑
i
(∂ξiHˆt)
2 +
1
2N
∑
i
∂2ξiHˆt (36)
In order to understand the large N behaviour of the equation above, we introduce
the eigenvalue density [9]
ρ(ξ) ≡ 1
N
∑
i
δ(ξ − ξi), (37)
and rewrite Eq. (36) as follows
∂tHˆt =
1
2
∫
dξ ρ(ξ)
[(
∂ξ
δHˆt
δ ρ(ξ)
)2
+
1
N2
∂2ξ
δ2Ht
δ ρ(ξ)2
]
(38)
This makes clear that the second term in the r.h.s. which is second order in field
derivatives is subleading in the large N -limit.
Thus the planar limit of the 0-dimensional RG equation reduces just to the free
Hamilton-Jacobi equation for a system of N particles (with N →∞)
∂tHˆt =
N
2
∑
i
(∂ξiHˆt)
2 (39)
We can therefore express Hˆt in terms of the initial condition
Vˆ ({ξi}) =
∑
i
V (ξi) +
1
4N
∑
i, j: i 6=j
log(ξi − ξj)2 (40)
by means of the general integral of the free Hamilton-Jacobi equation:
Hˆt({ξi}) = 1
N
Vˆ ({ζi})− t
2N
∑
i
(∂ζi Vˆ ({ζi}))2 (41)
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where the functions ζi(ξi, t) are implicitely defined by the following algebraic equation
ζi = ξi + t ∂ζi Vˆ ({ζi})
= ξi + t V
′(ζi) +
t
N
∑
j: j 6=i
1
ζi − ζj (42)
In conclusion, we have reduced the solution of a generic matrix model with interaction
V (Φ) coupled to an external source ϕ, in the large N limit, to the solution of the
algebraic equation (42). In terms of the solution ζi(ξi, t) of this equation, the large N
effective action Ht of the matrix model is
Ht =
1
N
∑
i
V (ζi)− t
2N
∑
i
(V ′(ζi))
2 − t
2N2
∑
i, j: i 6=j
V ′(ζi)− V ′(ζj)
ζi − ζj (43)
− 1
4N2
∑
i, j: i 6=j
log
(
1− tV
′(ζi)− V ′(ζj)
ζi − ζj +
t
N
∑
k: k 6=i, j
1
(ζi − ζk)(ζj − ζk)
)2
In deriving Eq. (43) from Eqs. (35), (41) and (40) we have suppressed terms
− t
2N3
∑
i, j, k
j, k 6=i
1
ζi − ζj
1
ζi − ζk = −
t
2N3
∑
i, j: i 6=j
1
(ζi − ζj)2 (44)
and
− 2t
N
1
(ζi − ζj)2 (45)
because sub-leading in the 1/N expansion. Note, however, that terms of order 1/Np
with p > 0 are still contained in equation (43).
5 Extension to d Space-Time Dimensions
The generating functional F [J ] of the regularized connected Green functions of the
d-dimensional N ×N matrix scalar theory is
e−N
2F [J ] ≡ N
∫
[dΦ] e−N[S[Φ]−
∫
ddxTr J(x)Φ(x)] (46)
where J(x) is the N ×N matrix source for the quantum matrix field Φ(x) and S[Φ]
is the regularized classical action
S[Φ] =
1
2
∫
ddx ddy∆−1t (x, y) TrΦ(x)Φ(y)−
∫
ddxV (Φ(x)) (47)
As we explained in the previous section, ∆t(x, y) is the propagator regulated both
in the IR and in the UV. We omit explicit reference to the UV scale t0 and denote
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by t the infra-red cut-off: ∆t(x, y) vanishes rapidly in the UV limit t → t0. The
normalization factor N is
N−1 =
∫
[dΦ] e−
N
2
∫
ddxddy∆−1t (x,y)TrΦ(x)Φ(y)
=
(pidetx,y(∆t(x, y))
N
)N2/2
(48)
The Wilsonian effective action Ht[ϕ] is related to F [J ] as follows:
F [J ] = −Ht[ϕ]− 1
2N
∫
ddx ddy∆−1t (x, y) Trϕ(x)ϕ(y) (49)
where J(x) =
∫
ddy∆−1t (x, y)ϕ(y).
The Wilson-Polchinski RG equation determines the dependence of Ht[ϕ] on the
infra-red scale t. The large N limit should be taken by keeping the invariants
Yk(x1, . . . , xk) ≡ 1
N
Trϕ(x1) · · ·ϕ(xk) (50)
where k = 1, 2, . . ., finite as N →∞. Going through the same steps as in the previous
section, we obtain the finite N RG equation
∂tHt=
N
2
∫
ddx ddy ∆˙t(x, y)
[
Tr
δHt
δϕ(x)
δHt
δϕ(y)
+
1
N2
Tr
δ2Ht
δϕ(x)δϕ(y)
]
(51)
To take the large N limit we must express the derivatives with respect to ϕ in terms
of Yk-derivatives:
δHt
δϕ(x)
=
∑
k
k
N
∫
dx1 . . . dxk−1 ϕ(x1) · · ·ϕ(xk−1) δHt
δYk(x, x1, . . . , xk−1)
(52)
For the same reasons that have been explained in the previous section, the second
derivative term in Eq. (51) reduces, in the large N limit, to
1
N
Tr
δ2Ht
δϕ(x) δϕ(y)
→∑
k
k−1∑
i=1
k
∫
dx1 . . . dxk−1 δ(xi − x)
×Yi−1(x1, . . . , xi−1) Yk−1−i(xi+1, . . . , xk−1) δHt
δYk(y, x1, . . . , xk−1)
In conclusion the RG equation in the large N limit becomes
∂tHt=
1
2
∫
dx dy ∆˙t(x, y)
[∑
k,k′
kk′
∫
dx1 . . . dxk−1 dy1 . . . dyk′−1
×Yk+k′−2(x1, . . . , xk−1, y1, . . . , yk′−1)
15
× δHt
δYk(x, x1, . . . , xk−1)
δHt
δYk′(y, y1, . . . , yk′−1)
+
+
∑
k
k−1∑
i=1
k
∫
dx1 . . . dxk−1 δ(xi − x)
×Yi−1(x1, . . . , xi−1) Yk−1−i(xi+1, . . . , xk−1)
× δHt
δYk(y, x1, . . . , xk−1)
]
(53)
This is still a Hamilton-Jacobi type equation for the system of multi-local sources
Yk(x1, . . . , xk). Due to the non-trivial t-dependence of ∆˙t(x, y), this system is de-
scribed by a time-dependent Hamiltonian, in contrast to the zero-dimensional case.
Note that, even if we derived Eq. (53) in the framework of N ×N matrix theory, the
equation is valid for the non-commutative Moyal case as well.
6 Conclusions
In this article we have derived, both from diagrammatic and functional methods,
the “planar” Wilson-Polchinski RG equation for a d-dimensional scalar theory with
fields valued in a generic non-commutative algebra. We have emphasized that a
closed RG equation exists for the functional generator of connected amputated graphs
with sphere topology and all possible configurations of external legs, which represent
multi-traces of the field sources. The crucial difference between the ordinary and the
planar Wilson-Polchinski equations lies in the quantum (loop) term: it is proportional
to second order field derivatives in the ordinary equation and to first order field
derivatives in the planar one. Thus the planar RG equation for a d-dimensional
system has the form of a Hamilton-Jacobi equation for a non-relativistic system in
d+ 1 dimensions, whose time is identified with the renormalization scale.
This result is of course reminiscent of the holographic conjecture. However a
precise relation — if it exists at all — between our d-dimensional RG equation and the
Hamilton-Jacobi equation for d + 1-dimensional supergravity of [8] remains unclear
to us. In particular, it should be stressed that Wilson RG, even in Polchinski’s
differential form, describes an invariance property of the Feynman integral and hence
concerns the effective action which is a functional of the elementary fields while the
object that enters the holographic conjecture is a vacuum energy, functional of the
sources of composite operators.
The planar Wilson-Polchinski equation should be a useful tool to investigate the
renormalization properties of field theories over non-commutative space. The equation
describes the regime when external momenta are large in comparison with 1/
√
|Θ|,
with Θ the non-commutative space-time tensor, and thus it does not concern the
|Θ| → 0 limit. As first explained in [4], this limit is made subtle by the fact that
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non-planar Green functions contains negative powers of Θ. This does not necessarily
imply the presence of singularities of the renormalized theory in the limit |Θ| → 0.
Indeed the limit of small non-commutativity should be studied by renormalizing the
theory at an energy scale is much smaller than 1/
√
|Θ|. In this framework deforma-
tions corresponding to the small |Θ| expansion of the star product should represent
irrelevant terms. From this point of view the UV/IR paradox just originates from a
not-allowed limit exchange.
As a last application, we have shown that in the case of 0-dimensional hermitian
matrix models the large N RG equation can be recast in a very simple form: it is
equivalent to the free Hamilton-Jacobi equation for a system of particles in 1 dimen-
sion. This reformulation has lead to a closed expression for the largeN effective action
of the model, which is equivalent to the free energy of one-matrix model coupled to
an external matrix source. As far as we know, the expression in Eqs. (43), (42) for
the free energy of this model with arbitrary potential represents a new result.
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A Non-Planar Non-Commutative Graphs
To understand how one can approach a field theory over a non-commutative space-
time using our RG equation in the framework of perturbation theory it can be useful
to present the first steps of the construction.
The starting point is the introduction of a cut-off propagator that we choose
according to:
∆Λ(p
2) =
∫ Λ−2
Λ−20
dx e−x p
2
(54)
Here Λ0 is the UV cut-off and Λ is the running cut-off that is identified with the RG
parameter. Let 1/
√
|Θ| be the non-commutative mass scale. We will consider the
evolution equation in the regime
1√
|Θ|
< Λ≪ Λ0 (55)
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The effective action HΛ[ϕ] is computed as a series expansion of the coupling λ starting
from the initial condition
HΛ0 [ϕ] =
λ
4
∫ 4∏
i=1
dp4, i δ(
4∑
j=1
p4, j) 〈ϕ(p4, 1) · · ·ϕ(p4, 4)〉 eiΦ(p4, 1... p4, 4) (56)
where we have defined the Moyal factor
Φ(pk, 1 . . . pk, k) ≡
k−1∑
i=2
(i−1∑
j=1
pk, j
)
Θ pk, i (57)
The terms in the effective action of Eq. (3) proportional to the amplitudes h
{δk,2}
Λ (p
(ik)
k, jk
)
and h
{δk,6}
Λ are determined at the first perturbative order to be:
λ
∫ 2∏
i=1
dp2, i δ(
2∑
j=1
p2, j)
[∫
dp
(2pi)d
∫ Λ−2
Λ−20
dx e−x p
2
+ C
]
〈ϕ(p2, 1)ϕ(p2, 2)〉
+
λ2
2
∫ 6∏
i=1
dp6, i
∫
dp δ(
3∑
j=1
p6, j + p)δ(
6∑
l=4
p6, l − p)
∫ Λ−2
Λ−20
dx e−x p
2
× eiΦ(p6, 1... p6, 6) 〈ϕ(p6, 1) · · ·ϕ(p6, 6)〉 (58)
These contributions correspond, in the zero dimensional case, to the terms linear in
t in Eq. (12). The constant C in the first term of equation above appears due to the
UV divergence of the corresponding diagram; it must be determined using suitable
normalization conditions at some fixed ΛR > 1/
√
|Θ|. For example, if we require
h
{δk,2}
Λ to vanish at p2, 1 = 0 at the normalization point ΛR, the term in brackets∫ dp
(2pi)d
∫ Λ−2
Λ−20
dx e−x p
2
+ C becomes (4pi)−
d
2 (1− d
2
)−1 (Λd−2 − Λd−2R ), which is UV safe.
With a further step we reach the terms corresponding to the t2 contributions in
(12). At this order the first non-planar term in the perturbative expansion of the
effective action appears:
∫ 2∏
i2,j2=1
dp(i2)
2, j2
δ(
2∑
i2,j2=1
p(i2)
2, j2
) h
{2δk,2}
Λ (p
(ik)
k, jk
) 〈ϕ(p(1)
2, 1
)ϕ(p(1)
2, 2
)〉 〈ϕ(p(2)
2, 1
)ϕ(p(2)
2, 2
)〉 (59)
The non-planar amplitude h
{2δk,2}
Λ (p
(ik)
k, jk
) receives contributions fron the two following
diagrams (with inward oriented momenta):
p1 p2p3 p4✣✢
✤✜
p1 p2
p3 p4✣✢
✤✜
 ❅
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Let us consider only the first diagram whose contribution to h
{2δk,2}
Λ is:
h
{2δk,2}
Λ,1 =
λ2
4
∫
dk
(2pi)d
ei 2 kΘ(p1+p2)
∫ Λ−2
Λ−20
dx dy e−[x (k+
p2+p4
2
)
2
+ y (k− p2+p4
2
)
2
] (60)
=
λ2
4 (4pi)
d
2
∫ Λ−2
Λ−20
dx dy
(x+ y)
d
2
e−
1
(x+y)
[xy (p2+p4)2+(Θ(p1+p2))2+i(x−y)(p2+p4)Θ(p1+p2)]
In the non-exceptional regime, in which
1√
|Θ|
< Λ < |p1 + p2| ∼ |p2 + p4| (61)
one can safely take the (UV) limit Λ0 →∞ and, after a variable rescaling, one obtains
h
{2δk,2}
Λ,1 =
λ2
4 (4pi)
d
2 |Θ| d2−2
∫ 1
|Θ|Λ2
0
dx dy
(x+ y)
d
2
× e− 1(x+y) [xy |Θ|(p2+p4)2+ (Θ(p1+p2))
2
|Θ|
+i(x−y)(p2+p4)Θ(p1+p2)] (62)
Hence asymptotically, that is when 1√
|Θ|
< Λ≪ |p1 + p2| ∼ |p2 + p4|, we find
h
{2δk,2}
Λ,1 ≃
λ2
4 (4pi)
d
2 |Θ| d2−2
∫ 1
|Θ|Λ2
0
dx dy
(x+ y)
d
2
e−
1
(x+y)
(Θ(p1+p2))
2
|Θ|
≃ λ
2
4 (4pi)
d
2
(
Λ2
2
)2− d
2
∫ 2
1
dz z
d
2
−2 e−(
1
2
Θ(p1+p2))
2
Λ2 z
≃ λ
2
4 (4pi)
d
2
(
Λ2
2
)2− d
2
e−(
1
2
Θ(p1+p2))
2
Λ2 (63)
This example confirms that when external momenta are non-exceptional non planar
amplitudes are exponentially suppressed as noted in the Introduction.
One could wonder how it is possible that non-planar terms contribute to the
evolution equation of planar ones — the observation of which fact is the main result
of this paper. Our example clarifies also this point. Indeed the hole amplitude that
we have studied contributes to the evolution equation of the two-loop self energy by
a term in which two legs belonging to the same hole are connected by ∆˙. However —
and this is the crucial remark — this situation does not belong to the non-exceptional
regime since p3 + p4 = −p1 − p2 = 0. In this case it is apparent that the exponential
damping factor in (63) disappears.
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B Differential Equations for Matrix Models
Let F ({gn}) be the vacuum energy of 0-dimensional matrix model with an infinite
number of single-trace interactions
eN
2 F ({gn}) ≡
∫
dΦeN S1(Φ;{gn}) (64)
where
S1(Φ; {gn}) =
∞∑
n=1
gn TrΦ
n (65)
The scale invariance of the matrix functional measure implies that
e−N
2 F
∫
dΦTr ∂Φ(Φ e
N S1) = 0 (66)
which translates in the following first order differential equation for F ({gn})
1 +
∞∑
n=1
n gn ∂gnF = 0 (67)
A similar first order linear differential equation follows from translation invariance of
the functional measure. In an analogous way we can derive a non-linear differential
equation for F ({gn}) starting from
e−N
2 F
∫
dΦTr ∂2Φe
N S1 = N 〈Tr ∂2Φ S1〉 + N2 〈Tr (∂Φ S1)2〉 = 0 (68)
Using the relations
〈Tr (∂Φ S1)2〉 = N
∞∑
n,m=1
nmgn gm ∂gn+m−2F
〈Tr ∂2Φ S1〉 = N2
∞∑
n=1
n−2∑
l=0
n gn
(
∂glF ∂gn−2−lF +
1
N2
∂gl∂gn−2−lF
)
(69)
(and reorganizing the sums) we find, in the large N limit
∞∑
n,m=0
(n+m+ 2) gn+m+2 ∂gnF ∂gmF +
∞∑
n=0
n+1∑
l=1
l (n− l + 2) gl gn−l+2 ∂gnF = 0 (70)
where we define ∂g0F ≡ 1.
Eq. (70) allows to recursively determine F ({gn}) as a perturbative series in g−12 .
In order to make the recursive computation simple it is convenient to introduce the
following functional
Fˆt({gn}) ≡ −1
2
log t + F ({gn − 1
2t
δn,2}) (71)
20
which is essentially the functional considered in [10]. More precisely, the functional of
[10] coincides with Fˆt({gn}) after the couplings gn with n ≤ 2 have been set to zero.
Note however that a simple differential equation can only be written for Fˆt({gn}) as
a functional of all the couplings gn with n ≥ 1. The definition Eq. (71) and the two
differential equations (67) and (71) yield
∂t Fˆt=
1
2
∞∑
n,m=0
(n+m+2) gn+m+2 ∂gnFˆ ∂gmFˆ +
1
2
∞∑
n=0
n+1∑
l=1
l (n− l+2) gl gn−l+2 ∂gnFˆ (72)
which is the equation derived in [10]. Eq. (72) and the initial condition
Fˆt({gn})|t=0 = 0 (73)
determine Fˆt({gn}) as a power series in t. The first terms of the series are
Fˆt =
(
g2 +
1
2
g21
)
t+
(
g22 + g
2
1g2 +
3
2
g1g3 +
3
2
g6 +
5
2
g1g5 + g
2
1g4
)
t2 +O(t3) (74)
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