Abstract. A compact circle-packing P of the Euclidean plane is a set of circles which bound mutually disjoint open discs with the property that, for every circle S ∈ P , there exists a maximal indexed set {A 0 , . . . , A n−1 } ⊆ P so that, for every i ∈ {0, . . . , n − 1}, the circle A i is tangent to both circles S and A i+1 mod n .
Introduction
By a circle-packing (or just packing) P we mean a set of circles in the Euclidean plane, so that the open discs bounded by the circles are pairwise disjoint. We define radii(P ) := {radius(S) | S ∈ P }. If |radii(P )|< ∞, we will assume that P is maximal and that it is scaled so that max radii(P ) = 1. For n ∈ N, we will say P is an n-packing if |radii(P )|= n. We say a circle-packing P is compact if, for every circle S ∈ P , there exists some m ∈ N and a maximal indexed set of circles {A 0 , . . . , A m−1 } ⊆ P so that all the circles A 0 , . . . , A m−1 are tangent to S and, for every i ∈ {0, . . . , m − 1}, the circle A i is tangent to A i+1 mod m . The circles A 0 , . . . , A m−1 are called the neighbors of S. For n ∈ N, we define the sets ∆ n := (r i ) n−1 i=1 ∈ (0, 1) n−1 0 < r n−1 < . . . < r 1 < 1 and Π n := (r i ) ∈ ∆ n There exists a compact n-packing P with radii(P ) = {r 1 , . . . , r n−1 , 1}. .
In [7] , Kennedy proved that |Π 2 |= 9, i.e., that there exist exactly nine values of r 0 ∈ (0, 1) for which there exist compact 2-packings P with radii(P ) = {r 0 , 1}. Eight of these nine values were known previously: seven values appear in [5] and a further one in [8] . Kennedy computed the remaining value 1 r 0 ≈ 0.545151 and demonstrated the existence of a compact 2-packing P with radii(P ) = {r 0 , 1}.
In this paper we will concern ourselves with compact 3-packings. Of course, one may construct a compact 3-packing by packing circles into the interstitial gaps of a compact 2-packing, hence |Π 3 |≥ |Π 2 |= 9. Therefore the first A compact circle-packing P with radii(P ) = {s 0 , r 0 , 1} where s 0 ≈ 0.208266 and r 0 ≈ 0.635671 are respective roots of the polynomials 1 + 2s − 27s 2 − 28s 3 + 4s 4 and −1 − 12r − 18r 2 + 60r 3 + 3r 4 . We have (r 0 , s 0 ) ∈ Π 3 , but there exists no compact circle-packing Q with radii(Q) = {r 0 , 1}, [7] . question to ask is whether there exists a compact 3-packing that does not arise in this way. By merely guessing, it is possible to construct such a packing, cf. Another such packing appears in [5, Fig. 15 . 27/1, p.187]. Hence |Π 3 |> |Π 2 |= 9 and since not all compact 3-packings arise from compact 2-packings by filling interstitial gaps, we are motivated to ask:
Question. What is the cardinality of Π 3 ?
The first goal of this paper is to answer this question by proving that Π 3 is finite (cf. Theorem 5.5). The second goal is to obtain the bound |Π 3 |≤ 11462 (cf. Sections 7 and 8).
We briefly describe the analysis leading up to this result. The main idea follows the arguments presented in [7] quite closely in spirit, but does become more technical and relies significantly on searches performed by computer. The majority of the work concerns analysis of the functions α, β, γ : ∆ 3 → (0, π) 6 (these functions are defined explicitly in Section 2), which parameterize the possible sizes of angles formed by connecting the centers of mutually tangent circles of radii s, r or 1 with 0 < s < r < 1. By construction (cf. Section 2), a necessary condition for (r 0 , s 0 ) ∈ ∆ 3 to be an element of Π 3 is that there exist specific tuples η, ζ, ξ ∈ Z 6 with non-negative coordinates satisfying η · α(r 0 , s 0 ) = ζ · β(r 0 , s 0 ) = ξ · γ(r 0 , s 0 ) = 2π.
I.e., the 2π-contours of the three functions ∆ 3 (r, s) → η · α(r, s), ∆ 3 (r, s) → ζ · β(r, s) and ∆ 3 (r, s) → ξ · β(r, s) intersect in (r 0 , s 0 ). Theorem 3.7 establishes necessary conditions that such tuples η, ζ, ξ ∈ Z 6 must satisfy, and one easily computes that there exist only 55 tuples η for which it is possible to have η · α(r 0 , s 0 ) = 2π for some (r 0 , s 0 ) ∈ Π 3 , (cf. Proposition 3.9). In Section 4, by a careful and rather technical analysis of the 2π-contours of the functions ∆ 3 (r, s) → η · α(r, s) and ∆ 3 (r, s) → ζ · β(r, s) and using the 55 tuples η computed earlier, we establish a final necessary condition on ζ ∈ Z 6 for ζ·β(r 0 , s 0 ) = 2π to hold for some (r 0 , s 0 ) ∈ Π 3 . This final condition shows that there can exist only finitely many such ζ ∈ Z 6 , and allows for the exact computation of all 215670 elements of a certain set K ⊆ Z 6×2 consisting of all tuples η and ζ ∈ Z 6 which satisfy the necessary conditions that we established (cf. Proposition 5.2). By observing that each element of Π 3 is determined by an element from K (cf.
Proposition 5.4), and that each element of K determines at most one element of Π 3 (cf. Proposition 5.3), we conclude that the set Π 3 is finite and that |Π 3 |≤ 215670 (cf. Theorem 5.5).
A further analysis of the 2π-contours of the functions ∆ 3 (r, s) → η·α(r, s) and ∆ 3 (r, s) → ζ ·β(r, s) in Section 6, provides necessary and sufficient conditions for such contours to intersect and allow for determining the sharper bound |Π 3 |≤ 11462 with methods described in Sections 7 and 8.
The results of our computations are included as a dataset.
Computing all the elements of Π 3 exactly seems to be infeasible on contemporary consumer hardware. Firstly, for a candidate element (r 0 , s 0 ) ∈ ∆ 3 to be an element of Π 3 , there necessarily must exist a certain tuple ξ ∈ Z 6 that satisfies ξ · γ(r 0 , s 0 ) = 2π. However, the search space of all ξ ∈ Z 6 that might satisfy ξ · γ(r 0 , s 0 ) = 2π can sometimes be very large (containing up to 7 × 10 21 elements), and is hence very time-consuming to sift through (cf. Section 7). Secondly, given a numerical approximation of a candidate element (r 0 , s 0 ) of Π 3 , it is possible to compute polynomials which have the exact values of r 0 and s 0 as roots (cf. Section 8). Although computing these polynomials proceeds through a simple algorithm (Algorithm 8.1) together with computing standard Gröbner bases, performing the actual computation can be very time-consuming and RAM intensive depending on the input.
It is however possible to compute certain elements of Π 3 exactly, and we display an arbitrary (but far from exhaustive) selection of compact 3-packings in the final section.
The fact that both Π 2 and Π 3 are finite, and that not every compact 3-packing arises from a compact 2-packing by filling interstitial gaps, motivates the following conjecture:
Conjecture. For every n ∈ N, the set Π n is finite and the sequence (|Π n |) n∈N is strictly increasing.
Furthermore, for every n ∈ N, there exists an element (r n−1 , r n−2 , . . . , r 1 ) ∈ Π n with (r n−2 , . . . , r 1 ) / ∈ Π n−1 , i.e., not every compact n-packing arises from filling interstitial gaps of a compact (n − 1)-packing.
The computational nature of the problem might be a hindrance to proving this conjecture. Proposition 3.9, which is established purely by exhaustion performed by computer, is required to bootstrap the proofs of Propositions 4.1(6) and 4.2(7) which together are crucial in our proof that |Π 3 |< ∞. This suggests that establishing |Π n |< ∞ for specific values of n ∈ N might be easier, but perhaps less interesting, than a proof of the above conjecture in its full generality.
Preliminary definitions, results and notation
We define N 0 := N ∪ {0} and T := N 6 0 . Let three mutually tangent circles A, B and C have respective radii a, b and c. By the cosine rule, the angle θ(a, b, c) formed at the center of A by the line segments connecting the center of A with the centers of B and C is given by
We define the functions α, β, γ : Let (r 0 , s 0 ) ∈ Π 3 be fixed and let P be a compact 3-packing with radii(P ) = {s 0 , r 0 , 1}. For any D ∈ P of radius t ∈ {s 0 , r 0 , 1}. We set
Let {A 0 , . . . , A n−1 } ⊆ P be the sequence of neighbors of D for some n ∈ N. Connecting the center of D with the centers of A 0 , . . . , A n−1 , we denote the angle-count for D by ξ (D) ∈ T, which has, for i ∈ {1, 2, 3, 4, 5, 6}, its i'th coordinate defined as number of times the angle τ i (r 0 , s 0 ) occurs around the center of D. Explicitly: We define and define σ(j) := radius(A j ) ∈ {s 0 , r 0 , 1} for j ∈ {0, . . . , n − 1}. Then
Since {A 0 , . . . , A n−1 } is the sequence of neighbors of D, it is clear that
Hence, for all circles A, B and C in P with respective radii s 0 , r 0 and 1, we have
Therefore, a necessary condition for (r 0 , s 0 ) to be an element of Π 3 is that the 2π-contours of the functions
Necessary conditions on angle-counts
Let (s 0 , r 0 ) ∈ Π 3 and let P be a compact 3-packing with radii(P ) = {s 0 , r 0 , 1}. In the current section we show that there necessarily exist circles A,B and C in P of respective radii s 0 ,r 0 and 1, whose angle counts ξ (A) , ξ (B) and ξ (C) must necessarily satisfy certain conditions. These conditions are collected in Theorem 3.7. This theorem prompts the definition of a number of predicates in Definition 3.8 which can be easily implemented in any programming language. Finally, Proposition 3.9 lists all 55 possible values that the tuple ξ (A) can take on. This observation is crucial in later sections for showing that the tuple ξ (B) may also only take on finitely many values.
We begin by observing that for each radius t ∈ {s 0 , r 0 , 1}, there must exist a circle D ∈ P of t that is not fully surrounded by 6 neighbors with radius t. Proposition 3.1. Let (r 0 , s 0 ) ∈ Π 3 and let P be any compact 3-packing with radii(P ) = {s 0 , r 0 , 1}.
(1) There exists a circle A ∈ P with radius s 0 so that ξ Proof. We prove (1). Suppose, for all A ∈ P of radius s 0 , that ξ (A) ·(1, 1, 0, 1, 1, 1) = 0. Then we must have ξ (A) · (0, 0, 1, 0, 0, 0) = 6 for all A ∈ P of radius s 0 , and hence P either cannot contain circles of radius s 0 , or cannot contain circles of radii 1 or r 0 . This contradicts radii(P ) = {s 0 , r 0 , 1}. The other assertions follow similarly.
Next, we observe that there must exist a pair of circles of respective radii s 0 or r 0 , so that at least one of these circles has a neighbor of radius 1.
Proposition 3.2. Let (r 0 , s 0 ) ∈ Π 3 and let P be any compact 3-packing with radii(P ) = {s 0 , r 0 , 1}. There exist circles A and B from P with respective radii s 0 and r 0 , so that ξ
Proof. If it were the case that for every pair of circles A and B from P with respective radii s 0 and r 0 that ξ (A) · (1, 0, 0, 1, 1, 0) = 0 and ξ (B) · (1, 0, 0, 1, 1, 0) = 0, then P could not contain any circles of radius 1, or consists only of circles of radius 1. This contradicts radii(P ) = {s 0 , r 0 , 1}. Propositions 3.3 through 3.6, establishes general necessary conditions that circles in P must satisfy. Proposition 3.3. Let P be any compact 3-packing. For every circle D ∈ P , we have
Proof. Let (r 0 , s 0 ) ∈ Π 3 be such that radii(P ) = {s 0 , r 0 , 1}. Consider any circle C in the packing P of radius 1. The line segments connecting the center of C to the centers of its neighboring circles in P , can only have lengths 2, 1 + r 0 or 1 + s 0 . Since each such line segment is a leg of exactly two angles formed around the center of C, the angle-count with a given leg-length must be even. I.e.,
A similar argument will establish the result if C has radius r 0 or s 0 .
Proposition 3.4. Let (r 0 , s 0 ) ∈ Π 3 and let P be any compact 3-packing with radii(P ) = {s 0 , r 0 , 1}. For any circle A ∈ P of radius s 0 with ξ
Proof. Since 0 < s 0 < r 0 < 1, we have α i (r 0 , s 0 ) > 3 −1 π for all i ∈ {1, 2, 4, 5, 6} and α 3 (r 0 , s 0 ) = 3
On the other hand, since 0 < s 0 < r 0 < 1, we have
Proposition 3.5. Let (r 0 , s 0 ) ∈ Π 3 and let P be any compact 3-packing with radii(P ) = {s 0 , r 0 , 1}. For any circle B ∈ P of radius r 0 with ξ
Proof. Since 0 < s 0 < r 0 < 1, we have
Proposition 3.6. Let (r 0 , s 0 ) ∈ Π 3 and let P be any compact 3-packing with radii(P ) = {s 0 , r 0 , 1}. For every circle B ∈ P with radius r 0 , we have
with the inequality strict if
Proof. Let B be any circle in P with radius r 0 and let N be the set of neighbors of B. Then
However, all the angles formed at the center of B by connecting the center of B with the centers of circles from {C ∈ N |radius(C) ∈ {r 0 , 1}} are greater or equal to π/3 and add up to 2π. Therefore |{C ∈ N |radius(C) ∈ {r 0 , 1}}|≤ 6, and hence
Hence at least one of the angles formed at the center of B by connecting the center of B with the centers of circles from {C ∈ N |radius(C) ∈ {r 0 , 1}} is greater than π/3, with all of them still adding up to 2π. Therefore we must have |{C ∈ N |radius(C) ∈ {r 0 , 1}}|< 6, and the result follows.
By collecting the previous propositions into the following theorem, we note, for every (r 0 , s 0 ) ∈ Π 3 and compact 3-packing P with radii(P ) = {s 0 , r 0 , 1}, that there must necessarily exist three circles in P with respective radii s 0 , r 0 and 1, whose angle-counts satisfy the stated conditions. Theorem 3.7. Let (r 0 , s 0 ) ∈ Π 3 and let P be any compact 3-packing with radii(P ) = {s 0 , r 0 , 1}. There exist circles A, B and C in P with respective radii s 0 , r 0 and 1 so that:
(10) For D ∈ {A, B, C} there exists some n ∈ N and σ ∈ {s 0 , r 0 , 1} {0,...,n−1}
Proof. Proposition 3.2 yields circles A and B in P with respective radii s 0 and r 0 so that
Since the above disjunction is true, we must then have ξ (2) and (4) By Proposition 3.1 there exists a circle C ∈ P satisfying ξ (C) · (0, 1, 1, 1, 1, 1) = 0 and ξ (C) · (1, 0, 0, 0, 0, 0) < 6, establishing (8) . The remaining assertions (3), (5), (6) , (7), (9) and (10) follow immediately from Propositions 3.3-3.6 and the definition of the angle-counts ξ (A) , ξ (B) and ξ (C) .
Motivated by the previous result, we will define a number of predicates on T which will hopefully improve readability of the subsequent sections. These predicates are named in what is hoped to be a meaningful manner (even if some of their meanings might only become apparent in the next section). These predicates can easily be implemented on a computer. Definition 3.8. Let η, ζ ∈ T and let (r 0 , s 0 ) ∈ ∆ 3 (here we regard r 0 and s 0 purely as distinct index symbols). We define the following predicates: 
Now, a straightforward brute-force search by computer can establish that the set {η ∈ T | s-Necessary (η) } is finite and has exactly 55 elements, see Proposition 3.9 below.
We note that the 3rd coordinate of elements from {ξ ∈ T | r-Necessary (ξ) } is not bounded above, and hence this set may be infinite. The next two sections will address this issue.
Proposition 3.9. The set {η ∈ T | s-Necessary (η) } has exactly 55 elements, and its members are listed in Table 1 .
Contour analysis
Theorem 3.7 provides no upper bound on the 3rd coordinate of angle-counts for midsize circles in a compact 3-packing. In this section, for arbitrary elements η ∈ {ξ ∈ T | s-Necessary (ξ) } and ζ ∈ {ξ ∈ T | r-Necessary (ξ) }, we will analyze the properties of the 2π-contours of the functions 0, 0, 1, 3, 1) (0, 0, 2, 1, 1, 1) (0, 2, 0, 0, 0, 2) (1, 0, 0, 1, 1, 1) (2, 0, 0, 0, 2, 0)  (0, 0, 0, 2, 0, 2) (0, 1, 0, 0, 0, 4) (0, 2, 0, 1, 1, 1) (1, 0, 0, 2, 0, 0) (2, 0, 0, 1, 1, 1)  (0, 0, 0, 2, 2, 0) (0, 1, 0, 0, 2, 2) (0, 2, 0, 2, 0, 0) (1, 0, 0, 2, 0, 2) (2, 0, 0, 2, 0, 0)  (0, 0, 0, 3, 1, 1) (0, 1, 0, 1, 1, 1) (0, 2, 1, 0, 0, 2) (1, 0, 0, 2, 2, 0) (2, 0, 1, 0, 2, 0)  (0, 0, 0, 4, 0, 0) (0, 1, 0, 2, 0, 0) (0, 3, 0, 0, 0, 0) (1, 0, 0, 4, 0, 0) (2, 1, 0, 2, 0, 0)  (0, 0, 1, 0, 0, 4) (0, 1, 0, 2, 0, 2) (0, 3, 0, 0, 0, 2) (1, 0, 1, 0, 2, 0) (3, 0, 0, 0 0, 1, 1, 1, 1) (0, 1, 1, 0, 0, 2) (0, 5, 0, 0, 0, 0) (1, 1, 0, 1, 1, 1) (4, 0, 0, 0, 0, 0)  (0, 0, 1, 2, 0, 2) (0, 1, 1, 1, 1, 1) (1, 0, 0, 0, 2, 2) (1, 1, 0, 2, 0, 0) (5, 0, 0, 0, 0, 0) . Table 1 . The 55 members of the set {η ∈ T | s-Necessary (η) }.
The main goal in this section is establishing an upper bound for the 3rd coordinate of angle-counts for midsize circles in a compact 3-packing, through this contour analysis.
We begin with an analysis of the 2π-contours of ∆ 3 (r, s) → η · α(r, s) in Proposition 4.1. A crucial part of Proposition 4.1 is (6), which explicitly describes a region in ∆ 3 containing the 2π-contours of
Subsequently, in Proposition 4.2(7), we prove that if the 3rd coordinate of ζ ∈ {ξ ∈ T | r-Necessary (ξ) } is too large, then the 2π-contour of ∆ 3 (r, s) → ζ ·β(r, s) lies in a region that is disjoint from the region containing the 2π-contours of ∆ 3 (r, s) → η · α(r, s) for all η ∈ {ξ ∈ T | s-Necessary (ξ) }. Therefore, these contours cannot intersect, while such an intersection is a necessary condition for all anglecounts for circles in a compact 3-packing, as described in Section 2. This allows us to establish a bound on the 3rd coordinate of angle-counts for midsize circles in a compact 3-packing and lays the groundwork for showing that Π 3 is finite in the next section. Proposition 4.1. Let η ∈ {ξ ∈ T | s-Necessary (ξ) }. For any m ∈ (0, 1), we define the functions f η : ∆ 3 → R and g η,m : (0, 1) → R by f η (r, s) := η · α(r, s) (r, s) ∈ ∆ 3 g η,m (r) := η · α(r, mr) r ∈ (0, 1).
Then:
(1) There exists some (r 0 , s 0 ) ∈ ∆ 3 with f η (r 0 , s 0 ) = 2π. (4) There exists some a ∈ [0, 1) and a differentiable function φ : (a, 1) → (0, 1) so that f η (r, φ(r)) = 2π for all r ∈ (a, 1). We may choose a ∈ [0, 1) so that the graph of φ equals the whole contour {(r, s) ∈ ∆ 3 | f η (r, s) = 2π} . (6) We have f η (r, s) > 2π for all (r, s) ∈ ∆ 3 satisfying s ≤ 10 −1 r.
Proof. We prove (1). On {(r, s) | 0 ≤ s ≤ r ≤ 1}, each of the functions (r, s) → α i (r, s) for i ∈ {1, . . . , 6} attains its minimum and maximum respectively at (1, 1) and (1, 0). Since s-Necessary (η) is true, we have η · (1, 1, 1, 1, 1, 1) < 6 and η · (6, 6, 2, 6, 3, 3) > 12, and therefore there exists some (r 1 , s 1 ) ∈ ∆ 3 (close to (1, 1)) with f η (r 1 , s 1 ) < 2π and there exists some (r 2 , s 2 ) ∈ ∆ 3 (close to (1, 0)) with f η (r 2 , s 2 ) > 2π. By the Intermediate Value Theorem, there exists some (r 0 , s 0 ) ∈ ∆ 3 with f η (r 0 , s 0 ) = 2π. The assertion (2) can be verified by using a computer algebra system. Explicitly, for m ∈ (0, 1), where, for r ∈ (0, 1), Furthermore, this derivative is seen to be everywhere non-positive, and everywhere strictly negative if η · (1, 0, 0, 1, 1, 0) = 0 and zero when η · (1, 0, 0, 1, 1, 0) = 0, establishing (2). We prove (3). For i ∈ {1, 2, 3, 4, 5, 6}, the functions ∆ 3 (r, s) → α i (r, s) all have non-positive (strictly negative for i ∈ {1, 2, 4, 5, 6}) partial derivatives with respect to the second parameter everywhere on ∆ 3 . Since s-NonHex (η) is true, we have that(∂ 2 f η )(r, s) < 0 for all (r, s) ∈ ∆ 3 , establishing (3).
We prove (4). We define G := {r ∈ (0, 1) | ∃s ∈ (0, r), f η (r, s) = 2π} , which is non-empty by (1) . By (3), for every r ∈ G, there exists a unique φ(r) ∈ (0, r) satisfying f η (r, φ(r)) = 2π. It is clear that the graph of φ equals the contour {(r, s) ∈ ∆ 3 | f η (r, s) = 2π} . By (3) and the Implicit Function Theorem, the set G is open and φ : G → (0, 1) is differentiable. Since (∂ 1 f η )(r, s) ≥ 0 for all (r, s) ∈ ∆ 3 , the set G is connected and hence is an open interval (a, b). Furthermore, it can be verified (by computer) that we may always choose b = 1 (See Figure 4.1) .
We prove (5) . If η · (1, 0, 0, 1, 1, 0) = 0, by (2), the function g η,m0 is strictly decreasing. Therefore f η (r, rm 0 ) = g η,m0 (r) > 2π for all r ∈ (a, r 0 ) and f η (r, rm 0 ) = g η,m0 (r) < 2π for all r ∈ (r 0 , 1). But, by (3), we have (∂ 2 f η )(r, s) < 0 for all (r, s) ∈ ∆ 3 , so that we must have and φ(r) > m 0 r for r ∈ (a, r 0 ), and φ(r) < m 0 r for r ∈ (r 0 , 1). If η · (1, 0, 0, 1, 1, 0) = 0, by (2), the function g η,m0 constant, and since g η,m0 (r 0 ) = 2π, we have that φ must equal the function (0, 1) r → m 0 r.
We prove (6) . Figure 4 .1 may be a helpful visual aid. It can be verified (by computer) that lim r→1 f η r, 10 −1 r > 2π. Then, by (2), we obtain f η r, 10 −1 r > 2π for all r ∈ (0, 1). But, by (3), we have (∂ 2 f η )(r, s) < 0 for all (r, s) ∈ ∆ 3 , so that f η (r, s) > 2π for all (r, s) ∈ ∆ 3 satisfying s ≤ 10 −1 r, establishing (6).
Proposition 4.2. Let ζ ∈ {ξ ∈ T | r-Necessary (ξ) } be arbitrary. For any m ∈ (0, 1), we define the functions f ζ : F → R and g ζ,m : (0, 1) → R by
g ζ,m (r) := ζ · β(r, mr) r ∈ (0, 1).
(1) There exists some (r 0 , s 0 ) ∈ ∆ 3 with f ζ (r 0 , s 0 ) = 2π. (4) If r-VerticalContour (ζ) is true, then there exists r 0 ∈ (0, 1) for which f ζ (r 0 , s) = 2π for all s ∈ (0, r 0 ). Proof. We prove (1). On {(r, s) | 0 ≤ s ≤ r ≤ 1}, each of the functions (r, s) → β i (r, s) for i ∈ {1, . . . , 6} attains its minimum and maximum respectively at (1, 0) and (0, 0) (or approached near (0, 0), if the function is not defined at (0, 0)). Since r-Necessary (ζ) is true, we have ζ ·(1, 1, 0, 1, 0, 0) < 6 and ζ ·(6, 2, 2, 3, 3, 2) > 12, and hence there exists some (r 1 , s 1 ) ∈ ∆ 3 (close to (1, 0)) with f ζ (r 1 , s 1 ) < 2π and there exists some (r 2 , s 2 ) ∈ ∆ 3 (close to (0, 0)) with f ζ (r 2 , s 2 ) > 2π. By the Intermediate Value Theorem, there exists some (r 0 , s 0 ) ∈ ∆ 3 with f ζ (r 0 , s 0 ) = 2π. The assertion (2) can be verified with a computer algebra system. Explicitly, for r ∈ (0, 1) and m ∈ (0, 1), defining which is easily seen to be non-positive, and strictly negative if ζ · (1, 0, 0, 1, 1, 0) = 0, and zero when ζ · (1, 0, 0, 1, 1, 0) = 0. We prove (3). For i ∈ {1, 2, 3, 4, 5, 6}, the functions ∆ 3 (r, s) → β i (r, s) all have non-negative (strictly positive for i ∈ {3, 5, 6}) partial derivatives with respect to the second parameter everywhere on ∆ 3 . Therefore, if ζ · (0, 0, 1, 0, 1, 1) = 0, then (∂ 2 f ζ )(r, s) > 0 for all (r, s) ∈ ∆ 3 , establishing (3).
The assertion (4) follows from (1) when we notice that, for i ∈ {1, 2, 4}, the functions ∆ 3 (r, s) → β i (r, s) are all independent of the second parameter s.
We prove (5). Define G := {r ∈ (0, 1) | ∃s ∈ (0, r), f ζ (r, s) = 2π} , which is nonempty by (1) . By (3), for every r ∈ G, there exists a unique ψ(r) ∈ (0, r) such that f ζ (r, ψ(r)) = 2π. It is clear that graph of the function ψ : G → (0, 1) equals the contour {(r, s) ∈ ∆ 3 | f ζ (r, s) = 2π} . By (3), and the Implicit Function Theorem, G is open and the function ψ : G → (0, 1) is differentiable. Since (∂ 1 f ζ )(r, s) ≤ 0 for all (r, s) ∈ ∆ 3 , the set G is connected, and hence must be some open interval (c, d).
We prove (6) . If η · (1, 0, 0, 1, 1, 0) = 0, by (2), the function g ζ,m0 is strictly decreasing, and hence f ζ (r, rm 0 ) = g ζ,m0 (r) > 2π for r ∈ (c, r 0 ) and f ζ (r, rm 0 ) = g ζ,m0 (r) < 2π for r ∈ (r 0 , d). By (3), we have (∂ 2 f ζ )(r, s) > 0 for all (r, s) ∈ ∆ 3 , and therefore ψ(r) < m 0 r for r ∈ (c, r 0 ) and ψ(r) > m 0 r for r ∈ (r 0 , d). On the other hand, if η · (1, 0, 0, 1, 1, 0) = 0, the function g ζ,m0 is constant, and since g ζ,m0 (r 0 ) = 2π, we have that ψ equals (0, 1) r → m 0 r.
We prove (7) . We assume that ζ 3 ≥ 35. A straightforward computation shows that, for all r ∈ (0, 1), we have 35β 3 (r, 10 −1 r) > 2π. Therefore f ζ (r, 10 −1 r) = ζ · β(r, 10 −1 r) > 2π for all r ∈ (0, 1). Since ζ 3 ≥ 35, we have ζ · (0, 0, 1, 0, 1, 1) = 0, so that, by (3), we have (∂ 2 f ζ )(r, s) > 0 for all (r, s) ∈ ∆ 3 . Hence f ζ (r, s) > 2π for all (r, s) ∈ ∆ 3 with s ≥ 10 −1 r.
The set Π 3 is finite
We are now in a position to prove one of our main results, Theorem 5.5, in this section. We begin by defining the following predicate:
Definition 5.1. For ζ ∈ T we define the predicate r-BoundsExtra (ζ) := (ζ · (0, 0, 1, 0, 0, 0) < 35).
We define the set
We will argue in this section that |K|< ∞ and that |Π 3 |≤ |K|. A straightforward computer search will establish the cardinality of K. All elements of K are provided in the attached dataset.
Proposition 5.2. The set K is finite and has exactly 215670 elements.
The next proposition shows that every element of K determines at most one point of ∆ 3 . Proposition 5.3. For any pair (η, ζ) ∈ K, there exists at most one (perhaps no) point (r 0 , s 0 ) ∈ ∆ 3 for which η · α(r 0 , s 0 ) = 2π and ζ · β(r 0 , s 0 ) = 2π.
Proof. Let (η, ζ) ∈ K be arbitrary. If there exists no point (r, s) ∈ ∆ 3 for which η · α(r, s) = 2π and ζ · β(r, s) = 2π, then we are done.
Let (r 0 , s 0 ) ∈ ∆ 3 be such that η · α(r 0 , s 0 ) = 2π and ζ · β(r 0 , s 0 ) = 2π. We claim that there exists no other point in ∆ 3 for which this is true.
By Proposition 4.1(4), there exists some φ : (a, 1) → R so that φ(r 0 ) = s 0 and η · α(r, φ(r)) = 2π for all r ∈ (a, 1).
We now distinguish between the two cases where r-VerticalContour (ζ) is true and r-VerticalContour (ζ) is false.
If it is the case that r-VerticalContour (ζ) is true, then, by Proposition 4.2(4), we have {(r, s) ∈ ∆ 3 | ζ · β(r, s) = 2π} = {(r 0 , s) ∈ ∆ 3 | s ∈ (0, r 0 )}, and hence the pair (r 0 , s 0 ) is the only point in ∆ 3 for which η·α(r 0 , s 0 ) = 2π and ζ ·β(r 0 , s 0 ) = 2π.
On the other hand, if r-VerticalContour (ζ) is false, then, by Proposition 4.2(5), there exists some function ψ : (c, d) → (0, 1) satisfying ψ(r 0 ) = s 0 and ζ·β(r, ψ(r)) = 2π for all r ∈ (c, d). Since sr-Disjunct (η, ζ) is true, by Propositions 4.1(2) and 4.2(2) we cannot have that both functions φ and ψ are equal to the function (0, 1) r → mr for any m ∈ (0, 1). Then, by Propositions 4.1(5) and 4.2(6), we have that (r 0 , s 0 ) is the only point in ∆ 3 for which η · α(r 0 , s 0 ) = 2π and ζ · β(r 0 , s 0 ) = 2π. Now, for any (r 0 , s 0 ) ∈ Π 3 and compact 3-packing P with radii(P ) = {s 0 , r 0 , 1}, in the following result we will prove that there must exist circles A and B of respective radii s 0 and r 0 , so that (ξ (A) , ξ (B) ) ∈ K.
Proposition 5.4. Let (r 0 , s 0 ) ∈ Π 3 and let P be any compact 3-packing with radii(P ) = {s 0 , r 0 , 1}. There exists circles A, B ∈ P of respective radii s 0 and r 0 so that the following is true:
In particular, we have (
Proof. By Theorem 3.7 there exist circles A, B ∈ P so that
is true. By definition of the angle-counts ξ (A) and ξ (B) , we have that ξ (A) · α(r 0 , s 0 ) = 2π and ξ (B) · β(r 0 , s 0 ) = 2π. Suppose that r-BoundsExtra ξ (B) is false. Then, since ξ (B) · β(r 0 , s 0 ) = 2π, by Proposition 4.2(7), we have that s 0 < 10 −1 r 0 . However, since ξ (A) · α(r 0 , s 0 ) = 2π, Proposition 4.1(6) yields the contradictory inequality s 0 > 10 −1 r 0 . Therefore r-BoundsExtra ξ (B) is true.
Finally we are able to prove one of our main results:
Theorem 5.5. The set Π 3 is finite and |Π 3 |≤ |K|= 215670.
Proof. We define
By Proposition 5.2, the set K has 215670 elements and for each (η, ζ) ∈ K, by Proposition 5.3, there exists at most one point (r 0 , s 0 ) ∈ ∆ 3 for which η ·α(r 0 , s 0 ) = 2π and ζ · β(r 0 , s 0 ) = 2π. Therefore, we have |L|≤ |K|.
We claim that Π 3 ⊆ L. Let (r 0 , s 0 ) ∈ Π 3 and P be a compact 3-packing with radii(P ) = {s 0 , r 0 , 1}. By Proposition 5.4, there exist circles A and B in P so that (ξ (A) , ξ (B) ) ∈ K and ξ (A) · α(r 0 , s 0 ) = 2π and ξ (B) · β(r 0 , s 0 ) = 2π. Therefore (r 0 , s 0 ) ∈ L and hence Π 3 ⊆ L. We conclude that |Π 3 |≤ |L|≤ |K|≤ 215670.
Necessary and sufficient conditions for contour intercepts
With K as defined in Section 5, in the current section we will provide necessary and sufficient conditions on elements (η, ξ) ∈ K for there to exist some (r 0 , s 0 ) ∈ ∆ 3 satisfying η · α(r 0 , s 0 ) = 2π and ζ · α(r 0 , s 0 ) = 2π. These necessary and sufficient conditions allow for computing a sharper bound on |Π 3 | in the next section. (1) There exists a unique point (r 0 , s 0 ) ∈ ∆ 3 for which η · α(r 0 , s 0 ) = 2π and ζ · β(r 0 , s 0 ) = 2π.
(2) Either r-VerticalContour (ζ) is true and there exists some r 0 ∈ (a, 1) so that η · α(r 0 , φ(r 0 )) = 2π and ζ · β(r 0 , φ(r 0 )) = 2π; or r-VerticalContour (ζ) is false, and all of the following hold:
Proof. We prove that (1) implies (2) . Let (r 0 , s 0 ) ∈ ∆ 3 be the unique point for which η · α(r 0 , s 0 ) = 2π and ζ · β(r 0 , s 0 ) = 2π.
If r-VerticalContour (ζ) is true then, since s 0 = φ(r 0 ), we immediately have that η · α(r 0 , φ(r 0 )) = 2π and ζ · β(r 0 , φ(r 0 )) = 2π.
On the other hand, if r-VerticalContour (ζ) is false, with m 0 := s 0 /r 0 we immediately note that, since sr-Disjunct (η, ζ) is true, by Propositions 4.1(6) and 4.2(6) we cannot have that both ψ and φ are equal to the function (0, 1) r → m 0 r.
We prove (2)(a). Noting that φ(r 0 ) = ψ(r 0 ) = s 0 we have r 0 ∈ (c, d) ∩ (a, 1) so that a < r 0 < d, establishing (2)(a).
We prove (2)(b). Assume a = c = 0 and let (x n ) ⊆ (0, r 0 ) be any strictly decreasing sequence that converges to zero. Assuming φ does not equal the function r → m 0 r, by repeatedly applying Proposition 4.1(5), we notice that
which implies that (φ(x n )/x n ) is strictly increasing. Since (φ(x n )/x n ) is bounded above by 1, the limit lim r↓0 φ(r) r exists by The Monotone Convergence Theorem and is strictly greater than m 0 since r 
The sequence is strictly (ψ(x n )/x n ) is strictly decreasing and bounded below by zero, hence the limit lim r↓0 ψ(r) r exists and strictly less than m 0 since r and one of the inequalities must be strict, since not both ψ and φ are equal to the function (0, 1) r → m 0 r, establishing (2)(b).
We prove (2)(c). Assume d = 1. By Propositions 4.1(5) and 4.2(6) we have
Since sr-Disjunct (η, ζ) is true, Propositions 4.1(5) and 4.2 (6) imply that one of these inequalities must be strict 2 . This establishes (2)(c). We prove (2) implies (1). Assume r-VerticalContour (ζ) is true and there exists some r 0 ∈ (a, 1) so that η ·α(r 0 , φ(r 0 )) = 2π and ζ ·β(r 0 , φ(r 0 )) = 2π. With s 0 := φ(r 0 ), by Proposition 5.3, (r 0 , s 0 ) ∈ ∆ 3 is the unique point for which η · α(r 0 , s 0 ) = 2π and ζ · β(r 0 , s 0 ) = 2π. estimate for how long such a search might take. Hence, a reasonably sized compute cluster is required to perform such searches within a reasonable time. Searches might also be further sped up by utilizing graphics processing units.
Still, for some elements of L (which are not too close to the origin) one is able to verify within a reasonable amount of time whether or not they satisfy the mentioned necessary condition, and ultimately, whether they are elements of Π 3 . We display some of them in the last section.
Exact computation of elements from L.
With L as defined in the previous section, we describe how we may compute exact values of elements of L (and hence of elements of Π 3 ) as roots of polynomials.
With (η, ζ) ∈ K and (r 0 , s 0 ) ∈ L satisfying η·α(r 0 , s 0 ) = 2π and ζ·β(r 0 , s 0 ) = 2π, we consider the equations cos(η · α(r, s)) − 1 = 0 and cos(ζ · β(r, s)) − 1 = 0.
A simple algorithm (Algorithm 8.1 below) can be used to manipulate the above system into a system of two-variable polynomial equations, for certain p, q ∈ Z[r, s], p(r, s) = 0 q(r, s) = 0 that necessarily has (r 0 , s 0 ) as a solution.
With φ and ψ as yielded by Propositions 4.1 and 4.2, by construction, the polynomials p and q will necessarily satisfy p(r, φ(r)) = 0 and q(r, ψ(r)) = 0 for all r in the respective domains of φ and ψ. This observation allows for computing the relevant quantities in Proposition 6.1 exactly as roots of polynomials, and confirms the bound |Π 3 |≤ |L|= 11462 that was established numerically. The results of our computation is included in the attached dataset.
Although Algorithm 8.1 is very simple and easily implemented in a computer algebra system, for certain values in T the computation may be slow and very RAM intensive yielding large 4 results. Furthermore, by computing appropriate Gröbner bases for the ideal generated by p and q (cf. [1, Section 2.3] or [3, Chapter 3]) we may eliminate a variable from each polynomial and hence express the coordinates of (r 0 , s 0 ) ∈ L as a roots of univariate polynomials. Again, for certain inputs, computing these Gröbner bases can sometimes be very RAM intensive. Some of our computations required
The exact values of r 0 and s 0 are as roots of the 16th degree polynomials of Kaiserslautern which graciously provided some computational resources to the author. The author's research was funded by the Claude Leon Foundation.
