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Abstract
An isometric path is merely any shortest path between two vertices. If the vertices of the
hypercube Qn are represented by the set of 0–1 vectors of length n, an isometric path is obtained
by changing the coordinates of a vector one at a time, never changing the same coordinate more
than once. The minimum number of isometric paths required to cover the vertices of Qn is at least
2n=(n+1). We show that when n+1 is a power of 2, the lower bound is in fact the minimum.
In doing so, we construct a family of disjoint isometric paths which can be used to 8nd an upper
bound for additional classes of hypercubes. c© 2001 Elsevier Science B.V. All rights reserved.
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An isometric path between two vertices in a graph G is any shortest path joining
those vertices. The isometric path number of G, denoted by p(G), is the minimum
number of isometric paths required to cover all the vertices of G. This was introduced
in [5], arising out of the game of Cops and Robber [6,1]. On any graph G, in which
one cop su@ces to win, one algorithm to determine the winning strategy is obtained
by projecting the positions onto isometric paths in the graph. The cop then moves
onto a vertex in G which reduces his distance in each projection. A variant of the
game is where each cop is restricted to a ‘beat’. Natural candidates for ‘beats’ are
retracts. (R is a retract of G if there is an edge-preserving map of G onto R which
8xes R vertex-wise.) The simplest interesting beats which are retracts are isometric
paths. Therefore, an upper bound on the number of cops required when the beats are
retracts is the isometric path number. This is because each cop can move towards the
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robber’s projection on his beat. Eventually all the cops are on the robber’s projection
at which time at least one is actually on the same vertex as the robber.
The isometric path numbers of all grids were found in [4]. For example, the isometric
path number of the n× n grid is 2n=3. In this paper, we consider the isometric path
number of hypercubes. Let Qn denote the hypercube with 2n vertices.
There are many other path covering problems. One that contrasts with our results is
found in [2]. The induced path number (G) of a graph G is the minimum number
of subsets in a partition of V (G) such that each subset induces a path. Chartrand and
others [3] proved that (Qd)6 2d−3 and conjectured that (Qd)6d. Alsardary [2]
showed that (Qd)6 16. Lemma 1 shows that no constant number of isometric paths
will su@ce for all hypercubes.
Lemma 1. For any integer n¿ 0; p(Qn)¿ 2n=(n+ 1).
Proof. This follows since any isometric path in Qn can contain at most n+1 vertices.
It is easy to show that this lower bound on p(Qn) is achieved exactly for n=1; 2; 3.
Can the lower bound be achieved for other values of n? The answer is yes. When
n+1=2t then the division in Lemma 1 is exact. In this case, as presented in Theorem
6, we give a family of disjoint paths of length n+1 which cover the hypercube. Using
this family of paths, we also 8nd a construction for the cases n + 1=2t + 2t−1 and
for n + 1=2t + 2t−2. These constructions require covering smaller hypercubes that
are not covered by the family of paths. If these smaller hypercubes were known to
have their isometric path numbers equal to the lower bound then, asymptotically, the
isometric path numbers for n + 1=2t + 2t−1 and n + 1=2t + 2t−2 would also equal
the lower bounds. Unfortunately, we do not know if this is the case. Let n be the
value of the lower bound for p(Qn) given in Lemma 1. What we can show is that for














(See Corollaries 8 and 10, respectively.)
The vertices of the hypercube Qn may be considered as the set of 0–1 vectors
of length n. Two vertices are adjacent if the entries in their respective vectors diNer
in exactly one position. Therefore, an isometric path P in Qn is represented by a
sequence of vectors, where any two consecutive vectors diNer in exactly one position
and the 8rst and last vectors diNer in exactly ‘(P) positions, where ‘(P) is the
length of P.
S.L. Fitzpatrick et al. / Discrete Mathematics 240 (2001) 253–260 255
Lemma 2. For any of the integers m; n¿ 0; p(Qm+n)6 2mp(Qn).
Proof. Suppose that P is a set of p(Qn) isometric paths that cover all the vertices
of Qn. Let (v1; v2; : : : ; vk) be any isometric path in P and let w be any 0–1 vector of
length m. If we concatenate w to the end of each vector vi; i=1; 2; : : : ; k; the resulting
sequence of vectors represents an isometric path in Qm+n. If we repeat this for every
combination of path in P and 0–1 vector of length m, the result is a set of 2mp(Qn)
isometric paths that cover all the vertices of Qm+n. Hence, p(Qm+n)6 2mp(Qn).
We de8ne the operation ⊕ on two elements of the set of the 0–1 vectors of length
n by adding them coordinate-wise modulo 2. With this addition, these vectors form the
group, Zn2 .
We let ei =0n−i1i. That is, the vector of length n with 0’s in the 8rst n − i po-
sitions and 1’s in the rest. Note that for any vector a, the sequence of vertices
(a⊕ ei | i=0; 1; 2; : : : ; n) is an isometric path.
Lemma 3. Let a1; a2; : : : ; ak be a minimal set of generators for a subgroup of Zn2 .
Suppose that for any choice of i ∈{0; 1} and any 06 r ¡ s6 n; it is the case that∑k
i=1 iai 
= er ⊕ es then
|{〈a1; a2; : : : ; ak〉 ⊕ ei | i=0; 1; : : : ; n}|=2k(n+ 1):
Proof. Since the set of generators is minimal then |〈a1; a2; : : : ; ak〉|=2k .
If (
∑k
i=1 iai) ⊕ er =(
∑k
i=1 iai) ⊕ es then we have that
∑k
i=1(i ⊕ i)ai = er ⊕ es
which is a contradiction unless for each i, both i = i and er = es. Thus, each of the
vectors is distinct and we get n+ 1 disjoint copies of the subgroup.










de8ne vi; j to be the vector of length n with 1’s in the 2i−1 and 2i−1 + j2i positions
and 0’s in the remaining n − 2 positions. Let Vi;j denote the set {vi; j} for all given
values of i and j.
Lemma 4. The vectors in Vi;j form a minimal generating set with the property
|{〈Vi;j〉 ⊕ er | r=0; 1; : : : ; n}|=2|Vi; j|(n+ 1):
Proof. Suppose that
∑
i; j i; jvi; j = er ⊕ es= a for some 06 r ¡ s6 n. Note that
a=0n−s1s−r0r .
Let k be the maximum integer value of i such that (n−2i−1)=2i¿ 1. Now suppose
that k;l=1 for some l¿ 1 and k;j =0 for all j 
= l. Then a has 1’s in the 2k−1 and
2k−1 + l2k positions, since no vi; j has 1’s in these positions for i¡ k. Because the 1’s
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must appear in a consecutive run, there must also be a 1 in the 2k position. This is
impossible since no vector in Vi;j has a 1 in this position.
If k;l=1 and k;l−t =1 for some integers l and t where 0¡t¡l, then a has 1’s
in the 2k−1 + (l− t)2k and 2k−1 + l2k positions. This means that a must also have a
1 in the (l − t + 1)2k position. This is impossible since no vector in Vi;j has a 1 in
this position. Hence, k;j =0 for all j=1; 2; etc.
Now assume that for 16m6 k; i; j =0 for all i=m+1; m+2; : : : ; k and j=1; 2; : : : :
Suppose that m;l=1 for some l¿ 1. Then a has 1’s in the 2m−1 + (l − t)2m and
2m−1 + l2m positions for some integer t such that 16 t6 l. Then a also has a 1 in
the (l− t +1)2m position. This is impossible since no vector vi; j where i6m has a 1
in this position. Hence, m;j =0 for all j=1; 2; etc.
By induction, i; j =0 for all i; j. Hence, a= ar ⊕ as=0n and r= s. Therefore, the
vectors in Vi;j satisfy the criteria in Lemma 3 and
|{〈Vi;j〉 ⊕ er | r=0; 1; : : : ; n}|=2|Vi; j|(n+ 1):
Corollary 5. For n¿ 0 and the set Vi;j as described above; the graph Qn contains
2|〈Vi; j〉| disjoint isometric paths each containing n+ 1 vertices.
Proof. For any vector v in 〈Vi;j〉; (v ⊕ er | r=0; 1; : : : ; n) represents an isometric path
in Qn. Furthermore, by Lemma 4, all such isometric paths are disjoint.
Theorem 6. If n+ 1=2t for some integer t¿ 1 then p(Qn)= 22
t−t−1.




Now suppose that we 8nd the set of generators Vi;j as described in Lemma 4. By
Corollary 5, there are 2|〈Vi; j〉| disjoint isometric paths which cover a total of |〈Vi;j〉|(n+
1) vertices.




(2t−i − 1)= (2t − 2)− (t − 1)=2t − t − 1
and |〈Vi;j〉|(n+1)=22t−t−1×2t =22t−1 = 2n. Hence, all the vertices of Qn are covered
by the set of isometric paths obtained from Vi;j and p(Qn)= 22
t−t−1.
Lemma 7. Suppose that n+ 1=2t + 2t−2 for some integer t¿2. Then
p(Qn)6p(Qn−2) + 2p(Qn−4) + 22
t+2t−2−(t+2):
Proof. Let Vi;j be the set of generators described above. Since (n−2i−1)=2i=2t−i+





2t−i + 2t−i−2 − 1
)
+ 1=2t + 2t−2 − (t + 2):
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Thus, from Corollary 5 there are 22
t+2t−2−(t+2) disjoint isometric paths that cover
(2t + 2t−2)× 22t+2t−2−(t+2) = 22t+2t−2−2 + 22t+2t−2−4
vertices. This leaves 3× 22t+2t−2−4 = 3× 2n−3 vertices yet to be covered.
Note that no vector in Vi;j has a 1 in either the 2t−1 position or the 2t position. This
is due to the fact that 2i−1+ j2i does not equal either 2t−1 or 2t for any of the allowed
values of i and j. Hence, if a vector in {〈Vi;j〉 ⊕ er | r=1; 2; : : : ; n} has a 1 in the 2t
position then it is obtained by adding a vector er for some r¿ 2t to a vector v in 〈Vi;j〉.
However, v ⊕ er also has a 1 in the 2t−1 position. Hence, {〈Vi;j〉 ⊕ er | r=1; 2; : : : ; n}
contains no vectors with a 0 in the 2t−1 position and a 1 in the 2t position.
The subgraph formed by the vertices in Qn with a 0 in the 2t−1 position and a 1
in the 2t position is the hypercube Qn−2. Hence, these vertices can be covered with
p(Qn−2) isometric paths. Furthermore, none of these paths intersect with the isometric
paths formed by our generating set. There now remain 2n−3 vertices to be covered.
The only vector in Vi;j with a 1 in either the 2t−2 or 2t−2 + 2t−1 position is vt−1;1.
Hence, for any vector v in 〈Vi;j〉; v has either 1’s in both the 2t−2 and 2t−2 + 2t−1
positions or v has 0’s in both the 2t−2 and 2t−2 + 2t−1 positions.
Now suppose that some vector in {〈Vi;j〉⊕er | r=1; 2; : : : ; n} has 1’s in the 2t−1; 2t−1+
2t−2 and 2t positions. Again, this must have been formed by adding er for some r¿ 2t
to a vector v in 〈Vi;j〉. Therefore, v must have 0’s in both the 2t−2 + 2t−1 and 2t−2
positions which means that a ⊕ er has a 1 in the 2t−2 position. Therefore, {〈Vi;j〉 ⊕
er | r=1; 2; : : : ; n} contains no vectors with 0,1,1,1 in the 2t−2; 2t−1; 2t−2 + 2t−1 and
2t positions, respectively. Similarly, there are no vectors in {〈Vi;j〉⊕ er | r=1; 2; : : : ; n}
with 1,1,0,1 in the 2t−2; 2t−1; 2t−2 + 2t−1 and 2t positions, respectively.
The subgraph in Qn induced by these uncovered vertices consists of two copies of
the hypercube Qn−4. Therefore, these vertices can be covered with 2p(Qn−4) isometric
paths. Note that these paths do not intersect any other isometric paths given to this
point, so the remaining 2n−3 vertices are now covered. Thus, the result follows.
Corollary 8. Suppose that n+1=2t+2t−2 for t ¿ 2. Let n be the value of the lower







Proof. Since n− 2= (2t−2 − 2) + (2t − 1); by Lemma 2
p(Qn−2)6 22
t−2−2 × p(Q2t−1):
Hence, by Theorem 6
p(Qn−2)6 22
t−2−2 × 22t−t−1 = 22t+2t−2−t−3:
Similarly,
p(Qn−4)6 22
t−2−4 × 22t−t−1 = 22t+2t−2−t−5:
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Hence, by Lemma 7
p(Qn)6 22
t+2t−2−t−3 + 2× 22t+2t−2−t−5 + 22t+2t−2−t−2 = 7× 22t+2t−2−t−4:
The result now follows since n=22
t+2t−2−1=(2t + 2t−2).
Lemma 9. Suppose that n+1=2t +2t−1. Then p(Qn)6p(Qn−2)+ 22
t+2t−1−(t+2) for
t ¿ 1.
Proof. Let Vi;j be the set of generators as previously described. For i=1; 2; : : : ; t − 1;⌊
2t + 2t−1 − 1− 2i−1
2i
⌋





(2t−i + 2t−i−1 − 1)=2t − 2 + 2t−1 − 1− (t − 1)=2t + 2t−1 − t − 2:
Thus, from Corollary 5 we see that these create 22
t+2t−1−t−2 isometric paths and cover
(2t+2t−1)×22t+2t−1−t−2 = 3×2n−2 vertices. This leaves 2n−2 vertices yet to be covered.
No vector in the set Vi;j has a 1 in either the 2t or the 2t−1 positions. Hence, no
vector contained in 〈Vi;j〉 has a 1 in either of these positions. By the same argument
used in the proof of Lemma 7, there is no vector in {〈Vi;j〉⊕er | r=1; 2; : : : ; n} with a 0
in the 2t−1 position and a 1 in the 2t position. The subgraph induced by these vertices
is the hypercube Qn−2. Therefore, these 2n−2 vertices can be covered by p(Qn−2)
isometric paths.
Therefore, all 2n vertices can be covered with p(Qn−2) + 22
t+2t−1−(t+2) isometric
paths and the result follows.
Corollary 10. Suppose that n+1=2t +2t−1. Let n be the value of the lower bound







Proof. Since n− 2= (2t−1 − 2) + (2t − 1); by Lemma 2 and Theorem 6,
p(Qn−2)6 22
t−1−2 × p(Q2t−1)= 22t+2t−1−t−3:
Hence, by Lemma 9
p(Qn)6 22
t+2t−1−t−3 + 22
t+2t−1−t−2 = 3× 22t+2t−1−(t+3):
the result now follows since n=22
t+2t−1−1=(2t + 2t−1).
We see from Lemma 2 that an upper bound on p(Qn) can be obtained for any n by
simply doubling the previous case. This, however, has been improved for n=2t − 1;
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Table 1
n 4 5 6 7 8 9 10 11 12 13 14 15
Best known 4 6 10∗ 16 29∗ 56 94∗ 188 316∗ 634 1253∗ 2048
Lower bound 4 6 10 16 29 52 94 171 316 586 1093 2048
n 16 17 18 19 20 21 22 23
Best known 4096 8192 16384 27624 55248 110496 220992 372640
Lower bound 3856 7282 13798 26215 49933 95326 182362 349526
2t + 2t−1 − 1 and 2t + 2t−2 − 1. Therefore, the largest discrepancy between the known
upper and lower bounds of Qn occurs when n=2t − 2; 2t + 2t−1 − 2 or 2t + 2t−2 − 2.
Consider the case when n=2t − 2. From Lemma 2 we have
p(Q2t−2)6 22
t−2−1p(Q2t−1+2t−2−1)







By Lemma 1, p(Q2t−2)¿ 22
















Hence, the ratio between the known upper and lower bounds of p(Qn) is at most 3=2
when n=2t − 2. Using a similar argument, it can be shown that this is also the case
when n=2t +2t−1 − 2 or 2t +2t−2 − 2. Since these were the “worst” cases, we have:







The best known results for 46 n6 23 are presented in Table 1. Most of the results
follow from the results of this paper. The starred results were produced by a computer
program. The program ran for a few hours to a few days on each of the cases n=6–18
except for n=7 and n=15.
Questions. Our approach does not immediately work for n=2t +2t−3− 1. Recall that
the constructions were ‘good’ because they gave the best possible number of paths,
i.e. equal to the lower bound, if this were true for smaller hypercubes.
1. Are there ‘good’ constructions for n=2t + 2t−j − 1; j¿ 3?
A generalization of the hypercubes are the graphs denoted by kn; where V (kn)=
{(v1; v2; : : : ; vn) | vi ∈{1; 2; : : : ; k}} and (a1; a2; : : : ; an) is adjacent to (b1; b2; : : : ; bn) if
|ai − bi|=1 for precisely one value of i and aj = bj otherwise.
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We know very little about the graphs kn where k; n¿ 2. Even in the case k =3; the
lower bound seems far from the truth since all the paths cannot be both disjoint and
of maximum length.
2. What is p(3n)?
3. Find good bounds for p(kn); k 8xed.
Everything about rectangular grids is known. Questions regarding higher dimensional
grids remain. Speci8cally:
4. What is p(k3)?
5. Find good bounds for p(kn); n 8xed.
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