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Abstract
Alliances are used to denote agreements between members of a group with similar
interests. Alliances can occur between nations, biological sequences, business cartels,
and other entities. The notion of alliances in graphs was first introduced by Kristiansen,
Hedetniemi, and Hedetniemi in [KHH04]. A defensive alliance in a graph G = (V,E) is
a non empty set S ⊆ V where, for all x ∈ S, |N [x] ∩ S| ≥ |N [x] − S|. Consequently,
every vertex that is a member of a defensive alliance has at least as many vertices de-
fending it as there are vertices attacking it. Alliances in this sense can be used to model
a variety of applications such as classification problems, communities in the World Wide
Web, distributed protocols, etc [Sha01, FLG00, SX07]. In [GK98, GK00], Gerber and
Kobler introduced the problem of partitioning a graph into strong defensive alliances for
the first time as the “Satisfactory Graph Partitioning (SGP )” problem. In his disserta-
tion [Sha01], Shafique used the problem of partitioning a graph into alliances to model
problems in data clustering.
Decision problems for several types of alliances and alliance partitions have been
shown to be NP-complete. However, because of their applicability, it is of interest to
study methods that overcome this complexity of these problems. In this thesis, we will
present a variety of algorithms for finding alliances in different families of graphs, each
with a running time that is polynomial in terms of the size of the input, where the
exponential component is now in terms of an appropriate parameter rather than the
input size. This study is guided by the theory of parameterized complexity introduced
by Downey and Fellows in [DF99].
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In addition to parameterized algorithms for alliance related problems, we study the
partition of series-parallel graphs into alliances. The class of series-parallel graphs is a
special class in graph theory since many problems known to be NP-complete on general
graphs have been shown to have polynomial time algorithms on series-parallel graphs
[ZLL04,Hoj95,DS99,HHL87,TNS82]. For example, the problem of finding a minimum
defensive alliance has been shown to have a polynomial time algorithm when restricted
to series-parallel graphs [Jam07]. Series-parallel graphs have also been the focus of study
in a wide range of applications including CMOS layout and scheduling problems [ML86,
Oud97]. Our motivation is driven by clustering properties that can be modeled with
alliances. We observe that partitioning series-parallel graphs into alliances of roughly the
same size can be used to partition task graphs to minimize the communication between
processors and balance the workload of each processor. We present a characterization
of series-parallel graphs that allow a partition into defensive alliances and a subclass of
series-parallel graphs with a satisfactory partitions.
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CHAPTER 1
INTRODUCTION
Alliances are used to denote agreements between members of a group with similar in-
terests. Alliances can occur between nations, biological sequences, business cartels, and
other applications. The notion of alliances in graphs was first introduced by Kristiansen,
Hedetniemi, and Hedetniemi in [KHH04]. Alliance can be used to model a variety of
applications such as classification problems, communities in the World Wide Web, dis-
tributed protocols, etc [Sha01,FLG00,SX07].
Before giving a formal definition of defensive alliances in graphs, notation used to
define them is given. Let G = (V,E), be a graph with |V | = n vertices. For a vertex
x ∈ V , the open neighborhood of x is defined as N(x) = {y ∈ V : xy ∈ E}, where
d(x) = |N(x)| is the degree of the vertex x, and the closed neighborhood of x is defined as
N [x] = N(x)∪{x}. For any set of vertices S, let dS(x) = |N(x)∩S|, N(S) =
⋃
v∈S N(v),
N [S] = N(S) ∪ S, and the boundary of S, ∂S, is N [S]− S.
A defensive alliance in a graph G = (V,E) is a non empty set S ⊆ V where, for all
x ∈ S, |N [x] ∩ S| ≥ |N [x] − S|, that is, for every x ∈ S, at least bd(x)
2
c neighbors of x
are also members of S. If the inequality in the definitions is required to be strict, the
alliances are said to be strong. A defensive alliance S is said to be global if N [S] = V ,
that is, S is also a dominating set of G. If S is a defensive alliance, the vertices in N [x]∩S
can defend an attack from vertices in N [x]−S, where x ∈ S. Consequently, every vertex
that is a member of a defensive alliance has at least as many vertices defending it as
there are vertices attacking it. Therefore, an attack on a vertex in a defensive alliance
can be neutralized by its defenders.
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In [SD03], Shafique and Dutton introduced a generalized definition for alliances, de-
fensive r-alliance, where r is a parameter that can be used to denote the strength of an
alliance. A set S is said to be a defensive r-alliance if for all x ∈ S, dS(x) ≥ dV−S(x)+ r.
Note that a defensive (−1)-alliance is a defensive alliance as defined earlier, and a defen-
sive 0-alliance is a strong defensive alliance.
While a single vertex in a defensive alliance can be defended, a coordinated attack on
multiple members may not be defendable. Secure sets were introduced to address this
weakness by Brigham, Dutton, and Hedetniemi [BDH07] as an extension of defensive
alliances in a graph. A set S is said to be secure if |N [X] ∩ S| ≥ |N [X] − S|, for every
X ⊆ S. This condition was shown in [BDH07] to be necessary and sufficient for defending
a simultaneous attack on any set of vertices in a secure set. To date, there is no known
polynomial time algorithm for identifying a secure set in a graph. Indeed, there is not
even a known polynomial time algorithm for determining whether a given set S is secure.
In [GK98,GK00], Gerber and Kobler introduced the problem of partitioning a graph
into strong defensive alliances for the first time as the “Satisfactory Graph Partitioning
(SGP )” problem. If |V1| = |V2|, then (V1, V2) is a balanced satisfactory partition. If
|V1− V2| ≤ 1, (V1, V2) is an equitable partition. In his dissertation [Sha01], Shafique used
the problem of partitioning a graph into alliances to model problems in data clustering.
Decision problems for several types of alliances and alliance partitions have been
shown to be NP-complete. A survey of existing results for these problems is given in
Chapter 2. Though many of these problems are NP-complete, because of their applica-
bility, it is of interest to study methods that overcome this complexity in restricted cases.
In this thesis, we will present a variety of algorithms for finding alliances in different
families of graphs with a running time that is polynomial in terms of the size of the
input, and, and the exponential component is now in terms of an appropriate parameter
rather than the input size. This study is guided by the theory of parameterized complexity
introduced by Downey and Fellows [DF99].
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Unlike classical complexity theory, which focuses on whether a problem is hard or
not, parameterized complexity theory accepts that a problem is hard and asks the ques-
tion “What makes the problem computationally difficult?”. Downey and Fellows claim
parameters often arise naturally in many computational problems. These parameters
can be used to define parameterized problems as is, for example, the case in the k-vertex
cover problem, where the input consists of a graph G and a positive integer k as a pa-
rameter, and asks whether G has a vertex cover with at most k vertices. The input to
a parameterized problem L is defined as a pair (I, k), where n = |I| is the size of the
input and k is the parameter. Often, parameterized algorithms find solutions to problem
instances in polynomial time in terms of the size of the input. The problem L is said
to be fixed-parameter tractable (FPT) if there exists an algorithm that correctly decides
whether an input (n, k) is a yes-instance, or not, in time f(k)nα (or f(k) + nα), where α
is a constant, and f is an arbitrary function independent of n [DF99]. If a parameterized
problem is fixed parameter tractable, it is said to be in the class FPT.
Fixed-parameter tractable algorithms (FPT-algorithms) are helpful in solving real
world problems that are in general NP-Hard, but where most instances of interest have
small parameter values. This is the case for many practical problems such as multiple
sequence alignment in computational biochemistry, known to be equivalent to the vertex
cover problem, which has an FPT-algorithm with running time O(kn+1.2738k) [CKX06,
CDR03].
In addition to parameterized algorithms for alliance related problems, we study the
partition of series-parallel graphs into alliances. Formally, a graph G = (V,E, s, t) is a
two-terminal graph (TTG) if it has two vertices, s and t, identified as source and sink.
A two-terminal series parallel graph (TTSPG) is defined as follows:
1. A single-edge graph K2 is a TTSP graph.
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2. If SP1 = (V1, E1, s1, t1) and SP2 = (V2, E2, s2, t2) are two TTSP graphs. The graphs
constructed from the following operations are also TTSP graphs:
i Parallel Composition: P (SP1, SP2) = (V1 ∪ V2, E1 ∪ E2, s1 = s2, t1 = t2).
ii Series Composition: S(SP1, SP2) = (V1 ∪ V2, E1 ∪E2, s1, t2) and t1 is identified
with s2.
If a graph is a TTSPG, then the graph is a series parallel graph (sp-graph).
The class of series-parallel graphs is a special class in graph theory since many prob-
lems known to be NP-complete on general graphs have been shown to have polynomial
time algorithms on series-parallel graphs (references in 2.3.4). Series-parallel graphs
have also been the focus of study in a wide range of applications including CMOS layout
and scheduling problems [ML86,Oud97]. A quadratic algorithm was given in [FLM96]
to schedule task graphs that are series-parallel to two processors, where the goal is to
minimize execution time. Our motivation is driven by clustering properties that can be
modeled with alliances. We observe that partitioning series-parallel graphs into equitable
alliances can be used to partition task graphs to minimize the communication between
processors and balance the workload of each processor. We present a characterization of
series-parallel graphs that allow a partition into defensive alliances and satisfactory sets.
This dissertation is organized as follows: in Chapter 2, we introduce notation and
definitions used throughout the dissertation, as well as an overview of the techniques
used to construct FPT-algorithms, and a survey on the known results regarding alliances
and alliance partitions are given. In Chapter 3, we present an NP-completeness proof
of the GLOBAL DEFENSIVE ALLIANCE problem on planar graphs and algorithms
for special classes of graphs. In Chaper 4, we describe FPT-algorithms for the decision
problems on alliances and secure sets for general graphs and special classes of graphs,
together with an NP-completeness proof of the DEFENSIVE ALLIANCE problem on
planar graphs are described. In Chapter 5, we prove the existence of alliance partitions
4
and satisfactory partitions in series-parallel graphs. Finally, in Chapter 6, we give a list of
open problems on alliances, and summarize the contributions of this work to the research
of alliances.
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CHAPTER 2
LITERATURE REVIEW
2.1 Background
Throughout the dissertation, in addition to the notation given in Chapter 1, the following
notation and terminology will be used.
In a non-empty set S ⊆ V , if |N(x)∩ S| ≥ bd(x)
2
c, then x is said to be protected. The
set S is a defensive alliance if for all x ∈ S, |N [x] ∩ S| ≥ |N [x] − S|; S is an offensive
alliance if the same inequality holds for every x ∈ ∂S; and S is a powerful alliance, also
referred to as dual alliance, when S is both a defensive and offensive alliance. Moreover,
an alliance S is said to be global if S dominates the vertices in V −S, that is, N [S] = V .
Also, if the inequality in the definitions is required to be strict, the alliances are said to
be strong. An example of a defensive alliance in a graph is given in 2.1. While a single
vertex in a defensive alliance can be defended, a coordinated attack on multiple members
may not be defendable. Secure sets address this weakness. A set S is said to be secure
if |N [X] ∩ S| ≥ |N [X] − S|, for every X ⊆ S. An alliance is said to be an alliance free
set if it does not contain any alliance. If a set contains a member of each alliance, the
set is an alliance cover [SD03].
In her dissertation [Jam07], Jamieson defined a weighted defensive alliance as follows,
let w : V → N+ be a weight function for the vertices in G. A non-empty set S ⊆ V is a
weighted defensive alliance if for all x ∈ S, Σy∈N [x]∩S(w(y)) ≥ Σy∈N [x]−S(w(y)).
For S ⊆ V , x ∈ S is said to be satisfied if dS(x) ≥
⌈d(v)
2
⌉
. The set S is said to be
a satisfactory subset if for all x ∈ S, x is satisfied. Note that a satisfactory set is also
6
Figure 2.1: Example of an alliance in a graph. Vertices in black are members of the
alliance.
a strong defensive alliance. Disjoint non-empty sets V1, V2 ⊆ V are a satisfactory pair if
they are satisfactory subsets. If (V1, V2) is a partition of V , then (V1, V2) is a satisfactory
partition. If a graphs allows such a partition, the graph is said to be partitionable.
In [Sti96], Stiebitz defined the decomposition of a graph under degree constraints as a
partition (V1, V2), where for each vertex x ∈ V1, dV1 ≥ a(x) and for all x ∈ V2, dV2 ≥ b(x),
and a, b : V → N are two functions such that d(x) ≥ a(x) + b(x) + 1. A variant,
t-decomposition, introduced in [BTV06], asks for a decomposition into (V1, V2), where
|V1| = t|V |, and 0 < t ≤ 1. If |V1| = |V2|, then (V1, V2) is a balanced satisfactory
partition. If |V1 − V2| ≤ 1, (V1, V2) is an equitable partition. For r : V → {1, . . . , d(v)},
if dVi(x) ≥ r(x) for x ∈ Vi and i ∈ {1, 2}, then (V1, V2) is an r-satisfactory partition. If
|V1| = |V2|, then (V1, V2) is a balanced r-satisfactory partition. If r ≤
⌈d(x)
2
⌉− 1 for x ∈ Vi
and i ∈ {1, 2}, then (V1, V2) is a co-satisfactory partition. If |V1| = |V2|, then (V1, V2)
is a balanced co-satisfactory partition. A partition into k non-empty sets is referred to
as a (co-)satisfactory k-partition. A (co-)satisfactory k-partition can be of the following
types:
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Sum satisfactory k-partition For 1 ≥ i ≥ k, the vertices in Vi have at least as many
neighbors in Vi as in all the other classes. Thus, the majority of its neighbors are
in Vi.
Average satisfactory k-partition The vertices in Vi have at least
1
k
of its neighbors
in Vi, for 1 ≤ i ≤ k.
Max satisfactory k-partition Vertices in Vi have at least as many neigbors in Vi as
in each other set Vj where 1 ≤ i 6= j ≤ k.
A set SV C ⊆ V is said to be a vertex cover of G if every edge in E(G) has at least one
endpoint in S. The size of the minimum vertex cover is referred to as the vertex cover
number.
The independent set of G is a set SI ⊆ V where no pair of vertices in SI is adjacent in
G. The maximum number of vertices in an independent set is the independence number.
The set SD ⊆ V is a dominating set of G if every vertex in V − SD has at least
one neighbor in SD. The domination number is the minimum number of vertices in a
dominating set.
Let the decision problems of the problems described above be defined as follows:
(GLOBAL) DEFENSIVE r-ALLIANCE
Given: A graph G = (V,E) and integers r and k.
Question: Does there exist a (global) defensive r-alliance S ⊆ V such that |S| ≤ k?
(GLOBAL )OFFENSIVE r-ALLIANCE
Given: A graph G = (V,E) and integers r and k.
Question: Does there exist a (global) offensive r-alliance S ⊆ V such that |S| ≤ k?
(GLOBAL) POWERFUL r-ALLIANCE
Given: A graph G = (V,E) and integers r and k.
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Question: Does there exist a (global) powerful r-alliance S ⊆ V such that |S| ≤ k?
SECURE SETS Given: A graph G = (V,E) and an integer k.
Question: Does there exist a secure set S ⊆ V with at most k vertices?
(BALANCED)r-SATISFACTORY PARTITION
Given: A graph G = (V,E) and an integer r.
Question: Does there exist a nontrivial r-satisfactory partition (V1, V2)?
(BALANCED) SUM SATISFACTORY k-PARTITION
Given: A graph G = (V,E) and an integer k.
Question: Does there exist a nontrivial satisfactory partition into k sets (V1, V2, . . . , Vk),
such that for all v ∈ V , if v ∈ Vi, dVi(v) ≥
⌈
d(v)
2
⌉
, for 1 ≤ i ≤ k?
(BALANCED) AVERAGE SATISFACTORY k-PARTITION
Given: A graph G = (V,E) and an integer k.
Question: Does there exist a nontrivial satisfactory partition into k sets (V1, V2, . . . , Vk),
such that for all v ∈ V , if v ∈ Vi, dVi(v) ≥
⌈d(v)
k
⌉
, 1 ≤ i ≤ k ?
(BALANCED) MAX SATISFACTORY k-PARTITION
Given: A graph G = (V,E) and an integer k.
Question: Does there exist a nontrivial satisfactory partition into k sets (V1, V2, . . . , Vk),
such that for all v ∈ V , if v ∈ Vi, dVi(v) = max1≤j≤k dVj(v), 1 ≤ i ≤ k ?
For graphs that may not have a balanced (co-)r−satisfactory partition, it is of interest
to ask for a partition that maximizes the number of vertices satisfied [BTV05]. Thus,
the optimization problem is defined as follows:
MAX (CO-)SATISFYING BALANCED PARTITION
Input: A graph G = (V,E) and an integer k.
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Output: A partition of V , (V1, V2), such that |V1| = |V1|, that maximizes the number
of vertices satisfied.
The notation used to denote the different alliance numbers is given Table 2.1.
Table 2.1: Notation for alliance numbers
Notation Number
a(G) defensive alliance
aˆ(G) strong defensive alliance
ar(G) defensive r-alliance
aˆk(G) strong defensive r-alliance
ao(G) offensive alliance
aˆo(G) strong offensive alliance
γa(G) global defensive alliance
γaˆ(G) strong global defensive alliance
ap(G) powerful alliance
aˆp(G) strong powerful alliance
Other graph related terms and definitions can be found in [Cha84].
2.2 Fixed-Parameter Tractable Algorithms: Techniques
2.2.1 Bounded Search Trees
As Niedermeier noted in [Nie06], in order to find an optimal solution for NP-hard prob-
lems, it may be unavoidable to explore a search space exponential in size. Such search
can be executed in what is known as a search tree. Algorithms that use search trees are
10
known as branching algorithms, the maximum number of children a node has in a search
tree is known as the branching factor.
Given a graph G = (V,E) and a property P , we consider search trees in the context of
algorithms for locating or detecting the absence of a set of vertices that satisfy property
P . In this sense, the search tree is a structure where each node of the tree represents a
particular set of vertices S ⊆ V , and descendant nodes represent super sets of S. The
algorithm determines if S or one of its descendants satisfies property P . The children
of a node are constructed by appending to S some subset of the vertices in V − S. A
search tree algorithm determines whether S satisfies property P and, if not, determines
the set of super sets to S that are to be explored. Downey and Fellows observed that for
many parameterized problems, the size of the search tree is bounded by the parameter.
Thus, depending upon P and the particular graph G, it is sometimes possible to limit
the exploration of certain super sets when it can be shown no descendant can lead to a
set with the desired property, thereby pruning the search tree.
A simple example taken from [DF99] gives a bounded search tree algorithm for the
VERTEX COVER problem with running time O(2kn). Given a graph G = (V,E) and
an integer k, let a binary tree of height k be constructed as follows: each node is labelled
with a pair (S,H), where S is the possible solution from the root to the node, and H is
a subgraph of G. The root of the tree is labelled with (∅, G). Recall that for every edge
{u, v} ∈ E, either u or v must be in the vertex cover. An edge {u, v} ∈ E is chosen,
and two children are created for each possibility: one child is labelled ({u}, G − u) and
the other child is labelled ({v}, G − v). In general, for a node labelled (S,H), and
edge {u, v} ∈ E(H) is chosen, the node’s children are labelled (S ∪ {u}, H − u) and
(S∪{v}, H−v). Once a node of height k is created, if there exists a node labelled (S,H)
where |S| = k and H has no edges, it can be concluded that the graph has a vertex cover
S with at most k vertices, and the search ends. Since the branching factor is two, and
the height is at most k, the size of the search tree is 2k.
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2.2.2 Reduction to a Problem Kernel
As mentioned earlier, the motivation of parameterized complexity is to try to isolate
the “hard” part of a given problem. Thus, before giving an input to a computationally
expensive algorithm, it may be good idea to use a polynomial time algorithm to reduce the
size of the input as much as possible [Nie06]. In parameterized complexity, this is known
as a reduction to a problem kernel. Formally, let (I, k) be the input to a parameterized
problem L ∈ FPT , where I is the instance and k is the parameter. The input (I, k) can be
reduced in polynomial time to a problem kernel (I ′, k′) such that k′ ≤ k and |I ′| ≤ g(k),
where g(k) is referred to as the size of the problem kernel. Moreover, (I, k) ∈ L if and
only if (I ′, k′) ∈ L.
The example often used to introduce problem kernelization is due to Sam Buss’ ker-
nelization of the VERTEX COVER problem. A kernel of size k2 + k and an algorithm
with running time O(n+kk) is obtained for VERTEX COVER as follows: given a graph
G = (V,E) and an integer k, note a vertex of degree greater than k must belong to
any vertex cover of size at most k. Thus, let p be the number of vertices with degree
greater than k in G. If p > k, no vertex cover of size at most k exists; otherwise, let
k′ = k − p. Remove p vertices of degree greater than k and the edges incident to them,
if the resulting graph H has more than k′(k + 1) vertices, a vertex cover of size at most
k′ does not exist in H. Exhaustively search for a k′-vertex cover in H. If a vertex cover
with at most k′ vertices exists in H, then the k′-vertex cover of H and the p vertices
removed earlier constitute a k-vertex cover of G. Since finding the p vertices takes O(n),
and exhaustively searching for a k′-vertex cover in H takes O(kk), the running time of
the algorithm for the VERTEX COVER problem is O(n+ kk). Refer to Figure 2.2 for a
graphic representation of the kernelization of VERTEX COVER.
More sophisticated techniques based on maximum matching, crown reductions, and
linear programming are described in [Nie06]. Kernelization techniques have been used
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(a) Step 1 (b) Step 2 (c) Step 3
Figure 2.2: Steps in Buss’ kernelization of the VERTEX COVER problem.
to find polynomial size kernels for NP-hard problems such as 3-HITTING SET, FEED-
BACK VERTEX SET, PLANAR DOMINATING SET [Abu07, Fer, BB07]. In [Jio07],
Guo and Niedermeier gave a framework to develop linear size kernels for NP-hard prob-
lems on planar graphs. Though many problems in FPT have polynomial size kernels,
Bodlaender et al., conjecture that some problems in FPT may not have polynomial size
kernels [BDF08].
2.2.3 Tree Decompositions
Many NP-hard problems, including alliance related problems, have polynomial time al-
gorithms when restricted to trees. Thus, it may be desired to know the tree structure
of a graph. Robertson and Seymour introduced the concept of mapping a graph to a
“tree-like” structure in their work on graph minors as tree decompositions [RS84].
A tree decomposition of G = (V,E) is is an ordered pair (T, {Vt : t ∈ T}) where T is
a tree and Vt is referred to as a bag, and the following properties are satisfied:
• Node coverage: ∀v ∈ V , ∃t such that v ∈ Vt
• Edge coverage: ∀(u, v) ∈ E, ∃t such that u, v ∈ Vt
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Table 2.2: Bounds on the treewidth of different families of graphs [DF99]
Families of Graphs Bound on Treewidth
Trees 1
Partial k-trees k+1
Bandwidth k k
Planar of Radius k 3k
Series Parallel 2
Outerplanar 2
• Coherence: Let t1, t2, and t3 be three nodes of T such that t2 lies on the path from
t1 to t3. Then, for v ∈ V , if v ∈ Vt1 and Vt3 , then v ∈ Vt2
For a subgraph Tt of T rooted at t, GTt is used to denote the subgraph of G induced
by the vertices in nodes in Tt, that is
⋃
t∈Tt Vt.
The width of a tree decomposition is max(|Vt| : t ∈ T ). The treewidth of G is the
minimum width over all tree decompositions of G. Decision problems regarding treewidth
have been shown to be NP-complete [ACP87]. Bodlaender [Bod96] showed there exists
an FPT-algorithm that determines whether a graph has treewidth at most k. Moreover,
given a graph and its treewidth k, a linear time algorithm is given to construct the tree
decomposition with width k [Bod96]. Families of graphs with treewidth at most k are
also known as a partial k-trees. A survey on the treewidth of different classes of graphs
can be found in [Bod98]. Further information on treewidth can be found in [Klo94].
Some examples of families of graphs and their treewidth bound are given in Table 2.2.
Robertson and Seymour’s work on graph minors has had positive consequences on
algorithms research. From a parameterized point of view, there has been a lot of work to-
wards developing FPT-algorithms where treewidth is used as the parameter for NP-hard
problems on families of graphs with bounded treewidth. An overview of the construction
of such algorithms can be found in [BK07,Nie06]
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2.3 Known Results
2.3.1 Alliances in Graphs
There have been several studies on the relation between alliance numbers and other
parameters. The exact alliance numbers for some restricted families of graphs such
as grid graphs and d-regular graphs, where d ≤ 5, are given in [KHH04]. The defensive
alliance and global defensive alliance numbers are studied further in line graphs in [SR06]
and in regular and circulant graphs in [AB08]. A study on the global defensive alliance
number is given in [HHH04]. Bounds on the global alliance numbers when restricted
to planar graphs are given in [RS07]. Offensive alliance numbers are studied in [SR09,
FFG02,RS06]. The numbers on generalized alliances, (global) defensive r-alliance, and
offensive r-alliances are studied in [RS09,RYS09,FRS09].
Decision problems for several types of alliances have been shown to be NP-complete.
In [JH07], Jamieson et al. showed that the DEFENSIVE ALLIANCE problem is NP-
Complete even when restricted to split, chordal and bipartite graphs. It was also shown
that the POWERFUL ALLIANCE problem is NP-complete even when restricted to
bipartite graphs. Favaron et al. showed the NP-completeness of the STRONG OFFEN-
SIVE ALLIANCE problem in [FFG02]. Fernau and Raible showed that the OFFENSIVE
ALLIANCE problem NP-complete [FR07]. The decision problems involving global al-
liances were shown to be NP-Complete by Cami et al. in [CBD06].
In Sections 4.1.2 and 3.1, we show that the DEFENSIVE ALLIANCE problem and
GLOBAL DEFENSIVE ALLIANCE problem remain NP-complete even when restricted
to planar graphs.
In her dissertation [?], Jamieson provided polynomial time algorithms for finding
weighted alliances in paths. She also gives algorithms for finding the different types
of alliances on trees and series parallel graphs using a method given by Wimer et al.
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in [WH85]. An alternative algorithm for finding global defensive alliances in trees is
given in Section 3.4.
Carvajal et al. introduce in [CMR07] a polynomial time algorithm that finds an
alliance containing a specified vertex.
Fernau and Raible showed in [FR07] that the defensive, offensive, and powerful
alliance problem and their global variants are in the class FPT. An improved FPT-
algorithm for solving the DEFENSIVE ALLIANCE problem in general graphs is given
in Section 4.1.1. Moreover, in Section 3.3 an FPT-algorithms is given for finding global
defensive alliances in families of graphs that allow a bounded treewidth. These can be
modified to find defensive alliances as well.
In [FR07], kernels of O(k2) are given for the GLOBAL DEFENSIVE ALLIANCE
problem and the GLOBAL OFFENSIVE ALLIANCE problem in general graphs. In
Section 3.2, lower bounds for the GLOBAL DEFENSIVE ALLIANCE number and the
GLOBAL OFFENSIVE ALLIANCE number are given. These bounds imply linear ker-
nels for these problems. Results from Bodlaender et al. in [BDF08] imply that no
polynomial size kernel can exist for the non-global alliance problems unless P = NP .
2.3.2 Secure Sets in Graphs
While a single vertex in a defensive alliance can be defended, a coordinated attack on
multiple members may not be defendable. Secure sets address this weakness. A set S
is said to be secure if |N [X] ∩ S| ≥ |N [X] − S|, for every X ⊆ S. This condition was
shown in [BDH07] to be necessary and sufficient for defending a simultaneous attack on
any set of vertices in a secure set. To date, there is no known polynomial time algorithm
for identifying a secure set in a graph. Indeed, there is not even a known polynomial
time algorithm for determining whether a given set S is secure.
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The following problems were studied in [Dut06]:
S-SECURE Given: A graph G = (V,E) and a set S ⊆ V .
Question: Is S a secure set?
S-notSECURE Given: A graph G = (V,E) and a set S ⊆ V .
Question: Is S not a secure set? Recall that if S is not a secure set, then there exists
a set X ⊆ S for which |N [X] ∩ S| < |N [X]− S|.
Let graph G and set S be an instance of S-notSECURE. Given a set X ⊆ S, it is
possible to verify in polynomial time if X violates the secure sets property since we only
need to check if |N [X] ∩ S| < |N [X]S|. Thus, S-notSecure is NP .
In Section 4.2, an FPT-algorithm with running time O(2k log 2kn) for the SECURE
SETS problem is given, which shows the problem is in the class FPT.
2.3.3 Partitioning a Graph into Alliances
Several variations of the graph partitioning problem have been studied over the years. In
this dissertation, we will focus on the problem of partitioning graphs into different types
of alliances.
Eroh and Gera presented bounds for the the alliance partition number for general
graphs, regular graphs, and trees [EG07a,EG07b]. In [YBR], the authors study bounds
for the defensive r-alliance partition number in terms of order, maximum and minimum
degree, algebraic connectivity, and isoperimetric number of the graph.
In his dissertation [Sha01], Shafique presented a study on the relation of the con-
nectivity of a graph and whether it could be partitioned into satisfiable sets. Shafique
showed the non-existence of a characterization of forbidden subgraphs for minimal de-
fensive r-alliances. It is also shown in [Sha01] that such a characterization does not exist
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for satisfiable and unsatisfiable graphs. A study on the satisfactory partitions is given
in [Sha01,SD02] for regular graphs, Eulerian graphs, and line graphs. It was also shown
that the problem of partitioning a graph into global defensive alliances is NP-complete.
In [Sha01], it is shown that a graph is partitionable into defensive 0-alliance free (cover)
sets if and only if a block exists that is not an odd clique or an odd cycle. Additional
characterizations that allow such a partition are also given.
In [GK98], Gerber and Kobler showed that when the vertices or edges are assigned
weights, the r-SATISFACTORY PARTITION, also referred to as STRONGDEFENSIVE
r-ALLIANCE problems, is NP-complete. For the unweighted case, graphs which do
not allow a satisfactory partition, necessary and sufficient conditions for a satisfactory
partition to exist are given in [GK00, SD02]. Bazgan, Tuza, and Vanderpooten showed
that when r =
⌈
d
2
⌉
, the r-SATISFACTORY PARTITION problem is polynomial time
solvable for graphs with maximum degree at most four [BTV03]. In general graphs,
when
⌈
d
2
⌉
+ 1 < r ≤ d − 1, the r-SATISFACTORY PARTITION problem was shown
to be NP-complete in [TV03]. Thus, the DECOMPOSITION and t-DECOMPOSITION
problems are also NP-complete. Bazgan et al. showed that the problem that requires the
partitions to have the same cardinality, the BALANCED SATISFACTORY PARTITION
problem, is NP-complete [TV03].
The case where r ≤ ⌈d
2
⌉ − 1, known as the CO-SATISFACTORY PARTITION or
UNFRIENDLY PARTITION problem, has been studied in [MS90, AMP90, Ber87]. In
[Sti96], Stiebitz showed that any finite graph can be partitioned into co-satisfactory sets.
A polynomial time algorithm was later provided in [BTV03], as well as a generalized
algorithm for the CO-SATISFACTORY k-PARTITION problem in [BTV08]. However,
when a balanced co-satisfactory partition is sought, the problem is NP-complete [BTV05].
Bazgan et al. studied the complexity of the SATISFACTORY k-PARTITION prob-
lem, where a partition into k non-empty sets is sought, and k ≥ 3 in [TV03]. For
the SUM SATISFACTORY k-PARTITION and MAX SATISFACTORY k-PARTITION,
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when the vertices or edges are given weights, Gerber and Kobler showed in [GK98] that
the problems are NP-hard. Bazgan et al. proved in [TV03] that the (BALANCED)
SUM SATISFACTORY k-PARTITION, (BALANCED) AVERAGE SATISFACTORY
k-PARTITION, and (BALANCED) MAX SATISFACTORY k-PARTITION problems
are NP-complete.
Bazgan et al. presented in [BTV05] a constant factor approximation for the MAX
(CO-)SATISFYING BALANCED PARTITION problem. It was also shown that if P
6= NP, no polynomial-time approximation scheme exists for these problems for gen-
eral graphs. A polynomial-time approximation scheme was shown to exist for the DE-
COMPOSITION and t-DECOMPOSITION problems when restricted to planar graphs
[BTV06].
In [BTV06], the authors give an algorithm with running time O(4tw(G)n2tw(G)+4)
for the DECOMPOSITION, t-DECOMPOSITION, MAX SATISFYING DECOMPOSI-
TION, MAX SATISFYING t-DECOMPOSITION problems, where the input is a graph
G of bounded treewidth tw(G). However, whether an FPT-algorithm can be found for
these problems remains an open question.
2.3.4 Series Parallel Graphs
A graph G = (V,E, s, t) is a two-terminal graph (TTG) if it has two vertices, s and t,
identified as source and sink. A two-terminal series parallel graph (TTSPG) is defined
as follows:
1. A single-edge graph K2 is a TTSP graph.
2. If SP1 = (V1, E1, s1, t1) and SP2 = (V2, E2, s2, t2) are two TTSP graphs. The graphs
constructed from the following operations are also TTSP graphs:
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i Parallel Composition: P (SP1, SP2) = (V1 ∪ V2, E1 ∪ E2, s1 = s2, t1 = t2).
ii Series Composition: S(SP1, SP2) = (V1 ∪ V2, E1 ∪E2, s1, t2) and t1 is identified
with s2.
If a graph is a TTSPG, then the graph is a series parallel graph (sp-graph). A gen-
eralized series parallel graph (GSP-graph) can be obtained extending the definition
of SP -graphs and adding a new operation:
iii Merge Source: M(SP1, SP2) = (V1 ∪ V2, E1 ∪ E2, s1 = s2, t1).
In [VTL82], Valdes, Tarjan, and Lawler gave a linear time algorithm that, given a
graph, determines if the graphs is an sp-graph. Moreover, they also provide an algorithm
that constructs a binary decomposition tree of the sp-graph. The binary decomposition
tree is a binary tree where each vertex represents an sp-graph. Each leaf in the binary
decomposition tree is an edge in the sp-graph, and a non-leaf node represents either the
series or parallel composition of the sp-graphs represented by the subtrees rooted with
the children of the node.
Though some problems remain NP-complete even when restricted to sp-graphs [NVZ01],
many problems known to be NP-complete on general graphs have been shown to have
polynomial time algorithms. Examples can be found in [ZLL04, Hoj95, DS99, Tol89,
TNS82]. In [HHL87], the authors introduce a method for finding linear algorithms for
k-terminal graphs.
Series parallel graphs have been used to model a variety of applications such as
resilience and reliability of systems, floorplanning of integrated circuits, and schedul-
ing [FC07,SRL06,ML86,Len90,Oud97].
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CHAPTER 3
GLOBAL ALLIANCES IN GRAPHS
3.1 Complexity on Planar Graphs
The GLOBAL DEFENSIVE ALLIANCE Problem on general graphs was shown to be
NP-complete in [CBD06] and can be modified to show the problem when restricted to
planar graphs, remains NP-complete. Below we give an alternate proof that the problem
of GLOBAL DEFENSIVE ALLIANCE remains NP-complete even when restricted to
planar graphs.
3.1.1 Preliminaries
The FACE COVER problem is defined as follows:
FACE COVER Problem on Planar Graphs(FCD)
Given: A planar graph G = (V,E), a subset of vertices D ⊆ V and an integer k.
Question: Does there exist an embedding of G with a set C of at most k faces such
that for every v ∈ D, v lies on the boundary of a face f ∈ C?
The FIXED EMBEDDING FACE COVER problem is defined as follows:
FIXED EMBEDDING FACE COVER Problem on Planar Graphs(FEFCD)
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Given: A planar embedding of a graph G = (V,E), a subset of vertices D ⊆ V and
an integer k.
Question: Does there exist a set C of at most k faces with respect to the given
embedding such that for every v ∈ D, v lies on the boundary of a face in C?
In [BM88], Bienstock and Monma proved that the FACE COVER problem is NP-
complete even when the graph is 3-connected. Fellows, Hickling and Syslo present a
proof in [FHS87] for the NP-completeness of the FACE COVER problem when D = V .
The transformation used to prove the NP-completeness of the (GLOBAL) DEFENSIVE
ALLIANCE problem on planar graphs relies upon the NP-completeness of the FIXED
EMBEDDING FACE COVER problem when D = V (FEFC). Below a proof that
shows the NP-completeness of the FEFC when D = V is given. The proof is based on
the proof Bienstock and Monma presented to show the NP-completeness of FC.
The VERTEX COVER problem is defined as follows:
VERTEX COVER Problem(V C)
Given: A graph G = (V,E) and an integer k ≤ |V |.
Question: Is there a set S ⊆ V with at most k vertices such that every edge of G
has at least one endpoint in S?
The VERTEX COVER problem on planar graphs is known to be NP-complete [GJ90].
Theorem 1. The FIXED EMBEDDING FACE COVER (FEFC) problem on planar
graphs is NP-complete when D = V .
Proof. The FIXED EMBEDDING FACE COVER problem on planar graphs can easily
be seen to be in NP.
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Let IV C = [G = (V,E), k] be an instance of the V C where G is a planar graph. An
instance IFEFC = [G
′ = (V ′, E ′), k′] of FEFC is constructed such that G has a vertex
cover with k or fewer vertices if and only if the embedding of G′ has a face cover of V ′
with k′ or fewer faces.
Let G′ = (V ′, E ′) be the graph that results after taking the dual of a fixed arbitrary
embedding of G and bisecting its edges, and let k′ = k. Note that from the definition of
the dual of a graph, there is a one-to-one correspondence between the vertices in G, the
faces in the dual of G, and the faces in G′. Two vertices x and y in G are adjacent if and
only if their corresponding faces fx and fy in G
′ share a common boundary. Furthermore,
the common boundary of fx and fy contains a degree two vertex corresponding to the
edge between x and y in G.
Assume F ′ is a face cover of V ′ of size at most k′ in the embedding of G′. We prove
that the set of vertices SF ′ corresponding to F
′ is a vertex cover in G. First note that
there are two types of vertices in G′:
Type 1 : Vertices that correspond to the vertices in the dual of G.
Type 2 : Degree two bisecting vertices for each edge of the dual of G.
Since D = V ′, all the vertices in V ′ lie on the boundary of a face in F ′. Moreover,
the vertices of Type 2 dominate G′, which means all vertices in V ′ are either of Type 2
or adjacent to a vertex of Type 2. Thus, all of the edges in G have an endpoint in the
set of vertices SF ′ in G that corresponds to F
′.
Assume S is a vertex cover of size at most k in G. Because of the stated one-to-one
correspondence between the edges in G and the vertices of Type 2 in G′, the vertices of
Type 2 lie on the boundary of a face corresponding to a vertex in S. Since a Type 2
vertex and its two neighbors lie on the same faces, the set of faces F ′S corresponding to
S is a face cover of the embedding of G′.
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Thus, an instance of FEFC is a YES instance if and only if the corresponding instance
of V C is a YES instance, which proves FEFC is NP-complete when D = V .
3.1.2 Proof of Complexity
The GLOBAL DEFENSIVE ALLIANCE Problem on planar graphs is defined as follows:
GLOBAL DEFENSIVE ALLIANCE Problem on Planar Graphs (GDAP )
Given: A planar graph G = (V,E) and an integer k ≤ |V |.
Question: Does there exist a GDA set S ⊆ V where |S| ≤ k?
Let IFC = [G = (V,E), k] be an instance of FEFC. An instance IGDAP = [G
′ = (V ′, E ′), k′]
of GDAP is constructed such that G has an FEFC with k or fewer faces, if and only if
G′ has a GDAP with k′ or fewer vertices. The following construction is the basis of the
reduction for Theorem 4.
Construct G′ from G as follows:
1. For every vertex v ∈ V , attach two pendant edges {v, av}, {v, bv}, where av and bv
are new vertices.
2. For each face f ∈ F , where F is the set of faces in G, add a vertex vf on the
corresponding face of G′.
3. Add an edge connecting vf to every vertex that lies on the boundary of face f . Let
VF be the set of vertices in G
′ corresponding to the faces in F .
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Thus,
V ′ = V ∪ VF ∪
⋃
v∈V
{av, bv}
Finally, let k′ = k + |V |.
Denote the number of neighbors of v ∈ V in G as dG(v). In G′, since every v ∈ V has two
pendant edges attached to it and is adjacent to each of the dG(v) vertices corresponding
to faces in G that v lies on, dG′(v) = 2dG(v) + 2.
Note that the instance of GDAP can be constructed in polynomial time.
Lemma 2. If there exists a global defensive alliance S ′1 ⊆ V (G′) with at most k′ vertices,
then there is a global defensive alliance set S ′2 with at most k
′ vertices, where V ⊆ S ′2,
and ∀v ∈ V , av, bv 6∈ S ′2.
Proof. There are three types of vertices in V :
Type 1: v ∈ (V ∩ S ′1), and {av, bv} ∩ S ′1 = ∅. Every v ∈ S ′1 of Type 1 has dG(v) + 1
neighbors in S ′1 and none of these are av or bv. Since at most dG(v) neighbors of v can
be from V , at least one neighbor of v must be in VF . Thus, each vertex of Type 1 has a
neighbor in VF
Type 2: v ∈ (V ∩ S ′1), and {av, bv} ∩ S ′1 6= ∅. For each v ∈ V of Type 2, it is possible to
use a vertex vf ∈ VF that is a neighbor of v to help protect v instead of either or both of
av, bv. Thus, we can remove x ∈ {av, bv}, and add a vertex vf ∈ VF that is a neighbor of
v, if vf is not yet in S
′
1
Type 3: v ∈ V − S ′1. For each v ∈ V of Type 3, av and bv must be in S ′1 since otherwise
they would not be dominated. We can remove av and bv, add v to dominate them, and
add a vf ∈ VF adjacent to v to help protect v. This can only decrease the number of
vertices.
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Thus, let S ′2 be the set that results after making the modifications on vertices of Type
2 and 3. Since V ⊆ S ′2, the vertices of Type 1, 2 and 3 have their neighbors in V
protecting them and are adjacent to at least one vertex in VF ∩ S ′2. Also, the vertices in
VF ∩ S ′2 do not have neighbors outside of S ′2; therefore, the vertices in S ′2 are protected.
Moreover, since V is a dominating set in G′, S ′2 is also a dominating set. Thus, the set
S ′2 is a global defensive alliance. Note that S
′
2 is a global defensive alliance with k
′ or less
vertices since in each case a vertex was added, one or more vertices were removed at the
same time.
Observation 3. V is a dominating set in G′ since the vertices added in the construction
are adjacent to at least one vertex in V .
Theorem 4. The GLOBAL DEFENSIVE ALLIANCE problem on planar graphs is NP-
complete.
Proof. The GLOBAL DEFENSIVE ALLIANCE problem on planar graphs can easily be
seen to be in NP. A reduction from the FIXED EMBEDDING FACE COVER problem
on planar graphs will be used to show its NP-completeness. The following relies upon
the transformation presented above.
Assume VS ⊆ VF is a set of vertices inG′ corresponding to faces in the fixed embedding
face cover set S in G, where |S| ≤ k. Let S ′ = VS ∪ V .
We prove S ′ is a global defensive alliance in G′ with size k′ or less by showing for
each vertex v ∈ S ′, that |NG′ [v] ∩ S ′| ≥ |NG′ [v] − S ′|. Since for every v ∈ V , |NG′ [v]| =
2dG(v) + 3, |NG′ [v] ∩ S ′| ≥ dG(v) + 2 must hold. Since V ⊆ S ′, every v ∈ V has dG(v)
neighbors in S ′; therefore, one more vertex is needed to protect each v ∈ V .
Recall VS ⊆ S ′ is the set of vertices corresponding to the fixed embedding face cover
in G. From the definition of FEFC, every vertex v ∈ V is adjacent to at least one
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vertex in VS. Therefore, the vertices in V are protected. Also, since the vertices in VF
are adjacent only to vertices of V ⊆ S ′, the vertices in VS are protected.
Finally, in order for S ′ to be a global defensive alliance, S ′ must be a dominating set.
From Observation 3, V is a dominating set in G′. Since V ⊆ S ′, S ′ is also a dominating
set. Thus, S ′ is a global defensive alliance.
Now we show that if S ′ is a global defensive alliance, where |S ′| ≤ k′, then there exists
a set VS ⊆ S ′ that corresponds to a fixed embedding face cover S in G, where |S| ≤ k.
Assume S ′ is a global defensive alliance in G′ with k′ or fewer vertices. Let S ′′ be the
global defensive alliance derived using Claim 2. It follows from the derivation to S ′′ that
the set of vertices in G′ corresponding to a fixed embedding face cover in G, VS ⊆ VF
with k or less vertices, is given from VS = S
′′ − V .
It has been shown that an instance of FEFC is a YES instance if and only if the
corresponding instance of GDAP is a YES instance, which proves GDAP is NP-complete
even when restricted to planar graphs.
3.2 Lower Bounds on Planar Graphs
Since one notion of alliances is associated with agreements between nations, it seems
natural to study alliances in planar graphs. Velazquez, Sigarreta, and Fernandez-Cordoba
[RS07] present lower bounds for the global defensive, offensive, and dual alliance numbers
of a planar graph. A key factor in their calculations depends upon the number of edges in
planar graphs being no more than 3n− 6. We define a simple, and seemingly reasonable,
variation of a global alliance that we call an empire, in which the number of edges relevant
to the calculations can be bound by 2n−3 and results in increasing, by at least one-third,
the number of vertices required to be an empire.
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3.2.1 Preliminaries
Let G = (V,E) be a planar graph with a planar embedding and S ⊆ V , and assume 〈S〉
inherits the planar embedding from that of G. The subgraph induced by the vertices in
an alliance must be connected; however, global alliances need not be connected, and the
subgraph induced by the vertices in a global alliance can have multiple components.
For purposes of internal security, we will require that no enemy be allowed to reside
within the interior of the embedding of any connected component of the alliance. We call
such an alliance an empire. Formally, a global alliance S is said to be an empire if with
respect to a planar embedding of G, each connected component of 〈S〉 can be enclosed
by a closed Jordan curve (a “wall” surrounding a fortress), where the region outside of
each Jordan curve contains all vertices of V − S.
For the remainder of this section, C is a set of vertices in a connected component
in an empire of a graph G. Let F ⊆ C be the set of vertices forming the outer face of
〈C〉. Then vertices in C −F have no neighbors in V −C; thus, the maximum number of
attackers of C is determined by the number of vertices in F and the number of neighbors
they each have in C.
The sum of the degrees of the vertices on an outer face of a planar embedding is
DFS(n, f), where n is the order of the graph and f is the number of vertices on an outer
face of a planar embedding. An upper bound on DFS(n, f) was shown in [DE] to be at
most 2n+ f − 8 +min{n+ 2, 2f}. Since 〈C〉 is a planar subgraph of G, DFS(|S|, F ) ≤
2 |C| + |F | − 8 + min {|C|+ 2, 2 |F |}, a value that is maximized when |C| = |F |, in
which case 〈C〉 is outerplanar, resulting in DSF (|C| , |F |) ≤ DSF (|C| , |C|) = 4 |C|− 6.
Therefore, when S is an empire with t = 1 components
∑
v∈S
|NS (v)| ≤ 4 |S| − 6t ≤ 4 |S| − 6. (3.2.1.1)
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This result is used in the next section to derive lower bounds on the number of vertices
in global defensive and dual alliances in planar graphs when the respective alliance is an
empire.
3.2.2 Global Defensive Alliances in Planar Graphs
Velazquez, Sigarreta, and Fernandez-Cordoba in [RS07] show that for a global defensive
alliance S in a planar graph, |S | ≥ ⌈n+12
8
⌉
, and |S | ≥ ⌈n+12
7
⌉
if the defensive alliance is
strong. When S is required to be an empire, these bounds are necessarily larger than
those given in [RS07], as shown below in Theorem 5.
Theorem 5. For a planar graph G = (V,E), where S ⊆ V is a global defensive alliance
of G, if S is an empire, then |S| ≥ ⌈n+6
6
⌉
.
Proof. Following [RS07] if S is a global defensive alliance in G, then
n− |S| ≤
∑
v∈S
|NV−S (v)| , (3.2.2.1)
where
∑
v∈S |NV−S (v)| is the number of edges with exactly one endpoint in S and one
in V − S. Therefore, this sum is an upper bound on the possible number of vertices in
V − S. Further, since S is a defensive alliance,
∑
v∈S
|NV−S (v)| ≤
∑
v∈S
|NS (v)|+ |S| . (3.2.2.2)
It follows, using (3.2.2.1) and (3.2.2.2), that
n− 2 |S| ≤
∑
v∈S
|NS (v)| . (3.2.2.3)
From (3.2.1.1) and (3.2.2.3), we have n − 2 |S| ≤ 4 |S| − 6. Solving for |S| gives |S| ≥⌈
n+6
6
⌉
.
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Theorem 6. For a planar graph G = (V,E), where S ⊆ V is a strong global defensive
alliance of G, if S is an empire, then |S| ≥ ⌈n+6
5
⌉
.
Proof. From (3.2.1.1), we have that
∑
v∈S |NS (v)| ≤ 4 |S| − 6. Since S is a strong
defensive alliance,
∑
v∈S |NV−S (v)| ≤
∑
v∈S |NS (v)| and, since S is a global alliance,
n − |S| ≤ ∑v∈S |NV−S (v)|. Thus, n − |S| ≤ ∑v∈S |NS (v)| ≤ 4 |S| − 6. Solving for |S|
now yields, |S| ≥ ⌈n+6
5
⌉
.
Notice that for a global alliance S, if |S| < ⌈n+6
6
⌉
, then S cannot be an empire; hence,
V − S is disconnected. Similarly, for a strong global alliance S, if |S| < ⌈n+6
5
⌉
, then S is
not an empire, and again, V − S must be disconnected.
3.2.3 Global Dual Alliances in Planar Graphs
It was shown in [RS07], that for a global dual alliance S in a planar graph, |S| ≥⌈
2m+n+48
28
⌉
and, if the dual alliance is strong, |S| ≥ ⌈m+n+24
13
⌉
. When S is an empire,
these bounds are increased as shown next in Theorems 7 and 8.
Theorem 7. For a planar graph G = (V,E) with a global dual alliance S, if S is an
empire, then |S| ≥ ⌈2m+n+24
20
⌉
.
Proof. When S is a dual alliance, S is both a defensive and an offensive alliance. There-
fore, the following holds:
∑
v∈V−S
|NS (v)| ≥
∑
v∈V−S
|NV−S (v)|+ (n− |S|) . (3.2.3.1)
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Statement (3.2.3.1) is obtained for offensive alliances in much the same mannner as in
statement (3.2.2.2) for defensive alliances. Moreover, as in [RS07],
2m =
∑
v∈S
|NS (v)|+ 2
∑
v∈V−S
|NS (v)|+
∑
v∈V−S
|NV−S (v)| . (3.2.3.2)
The first summation in (3.2.3.2) counts each edge with both endpoints in S twice,
the second is the number of edges with exactly one endpoint in S, and the last counts
twice the number of edges with neither endpoint in S. Therefore, the sum of these three
quantities is 2m, twice the number of edges in G.
Solving for
∑
v∈V−S |NV−S (v)| in (3.2.3.2), and substituting into (3.2.3.1), results in
∑
v∈V−S
|NS (v)| ≥
(
2m−
∑
v∈S
|NS (v)| − 2
∑
v∈V−S
|NS (v)|
)
+ (n− |S|) . (3.2.3.3)
Since
∑
v∈S |NV−S (v)| =
∑
v∈V−S |NS (v)|, substitute for
∑
v∈V−S |NS (v)| in (3.2.3.3);
then use (3.2.2.2) to obtain∑
v∈S |NS (v)|+ 3
(∑
v∈S |NS (v)|+ |S|
)
+ |S| ≥ 2m+ n, or
4
∑
v∈S
|NS (v)|+ 4 |S| ≥ 2m+ n. (3.2.3.4)
Now, substituting (3.2.1.1) into (3.2.3.4) and solving for |S| ,
4 (4 |S | − 6) + 4 |S | ≥ 2m+ n
16 |S | − 24 + 4 |S | ≥ 2m+ n
20 |S | ≥ 2m+ n+ 24
|S | ≥ ⌈2m+n+24
20
⌉
.
Theorem 8. For a planar graph G = (V,E) with S ⊆ V being a strong global dual
alliance of G, if S is an empire, then |S| ≥ ⌈m+n+12
9
⌉
.
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Proof. Since S is a strong global dual alliance, it must be a strong defensive and offensive
alliance. Therefore, because of the strict inequalities in the definitions,
∑
v∈S
|NV−S (v)| ≤
∑
v∈S
|NS (v)| (3.2.3.5)
and, ∑
v∈V−S
|NS (v)| ≥
∑
v∈V−S
|NV−S (v)|+ 2 (n− |S|) . (3.2.3.6)
Similar to the proof of Theorem 6,
∑
V−S |NV−S (v)| is replaced in (3.2.3.6), using
(3.2.3.2), to obtain:
∑
v∈V−S
|NS (v)| ≥
(
2m−
∑
v∈S
|NS (v)| − 2
∑
v∈V−S
|NS (v)|
)
+ 2 (n− |S|) . (3.2.3.7)
Using (3.2.3.5) in (3.2.3.7), and the fact that
∑
v∈S |NV−S (v)| =
∑
v∈V−S |NS (v)|, we get
∑
v∈S |NS (v)|+
∑
v∈S |NS (v)|+ 2
∑
v∈S |NS (v)| ≥ 2m+ 2n− 2 |S|
4
∑
v∈S |NS (v)| ≥ 2 (m+ n− |S|)
2
∑
v∈S
|NS (v)| ≥ m+ n− |S| .
Now, using (3.2.1.1) we have,
2 (4 |S| − 6) ≥ m+ n− |S|
8 |S| − 12 ≥ m+ n− |S|
9 |S| ≥ m+ n+ 12
|S | ≥ ⌈m+n+12
9
⌉
.
As before, for a global alliance S, if |S | < ⌈2m+n+24
20
⌉
, then S cannot be an empire.
Similarly, for strong global alliance S, if |S | < ⌈m+n+12
9
⌉
, then S cannot be an empire.
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3.2.4 Conclusion
In [RS07], Rodriguez-Velazquez and Sigarreta presented lower bounds for global defen-
sive, offensive, and dual alliance numbers of planar graphs. In order to avoid enemies
within the fortress, we defined a restricted version of an alliance which we called an
empire.
Sections 3.2.2 and 3.2.3 showed that if the graph induced by the global defensive
(dual) alliance is required to be an empire, then the lower bounds for the minimum
number of vertices in a global defensive (dual) alliance in a planar graph is increased by
33% (40%).
Fernau and Raible presented a kernel of size k2 + k for the GLOBAL DEFENSIVE
ALLIANCE problem on general graphs, where k is the maximum size of the global
defensive alliance. These bounds imply linear size kernels for the GLOBAL DEFENSIVE
ALLIANCE problem when restricted to planar graphs.
3.3 FPT-Algorithms for Special Families of Graphs
A path decomposition is a tree decomposition where T is a path of the form V1, . . . , Vr
where 1 is the root of the path.
Definition 9. A tree decomposition (T, {Vt : t ∈ T}) is a domino tree decomposition if
for i, j ∈ T where i 6= j and {i, j} 6∈ E(T ), then Vi ∩ Vj = ∅
In a domino tree decomposition, every vertex in G appears in at most two nodes in
T . Note that the number of nodes in a domino tree decomposition remains order n.
Moreover, given a graph with treewidth k and maximum degree d, the domino treewidth
(dwt(G)), where dtw(G) ≤ (9k + 7)d(d+ 1), can be obtained in polynomial time.
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3.3.1 FPT-Algorithm for Graphs of Bounded Pathwidth
An FPT-algorithm is given for graphs of bounded domino pathwidth.
Consider a domino path decomposition (T, {Vt : t ∈ T}). Let dpw(G) denote the
domino pathwidth of G. Define V0 = Vr+1 = ∅. For 1 ≤ i ≤ r, a vertex v ∈ Vi can be of
three types:
Type 1 v ∈ Vi ∩ Vi+1
Type 2 v ∈ Vi ∩ Vi−1
Type 3 v ∈ Vi − (Vi−1 ∪ Vi+1)
Arbitrary sets Xi ⊆ Vi and Xi+1 ⊆ Vi+1 are said to be compatible if they satisfy the
following requirements:
1. Vi ∩ Vi+1 ∩Xi = Vi ∩ Vi+1 ∩Xi+1
2. Type (1) and (3) vertices in Xi are protected.
3. Type (1) and (3) vertices in Vi are dominated.
Recall that Ti is the subtree of T rooted at i. For 1 ≤ i ≤ r and any Xi ⊆ Vi,
a potential global defensive alliance (pGDA) is the smallest set Si[Xi] ⊆ V (Ti), where
Xi = Si[Xi] ∩ Vi, and with the following characteristics:
1. The vertices in Si[Xi]− Vi−1 are protected.
2. The vertices in V (Ti)− Vi−1 are dominated.
For some set Xi ⊆ Vi, let |Si[Xi]| denote the size of a potential global defensive
alliance Si[Xi] ⊆ V (Ti), where Xi = Si[Xi] ∩ Vi.
34
For 0 ≤ i ≤ r and Xi ⊆ Vi, we show in Theorem 10 that the following definitions and
recurrence formula determines that Ai(Xi) = |Si[Xi]|. If @Xi+1 ⊆ Vi+1 that is compatible
with Xi, then Ai(Xi) = +∞ and Ar+1(∅) = 0. Otherwise,
Ai(Xi) = |Xi|+min{Ai+1(Xi+1)− |Xi ∩Xi+1| : Xi+1 ⊆ Vi+1
AND Xi, Xi+1 are compatible}
IfXr ⊆ Vr is compatible with the empty set, then Ar(Xr) = |Xr|; otherwise, Ar(Xr) =
∞.
Theorem 10. For 0 ≤ i ≤ r and every Xi ⊆ Vi, Ai(Xi) is the order of the smallest
pGDA set Si[Xi], where Si[Xi] ⊆ V (Ti) and Xi = Si[Xi] ∩ Vi. Further, the size of the
minimum global defensive alliance in G is A0(∅).
Proof. By induction on the bags in the path, let i = r+1. Since Vr+1 = ∅ andAr+1(∅) = 0,
the base case holds.
For an arbitrary i < r+1, assume for all i < j ≤ r+1 that for arbitrary sets Xj ⊆ Vj,
Aj(Xj) is the size of a smallest pGDA set Sj[Xj], where Xj = Sj[Xj] ∩ Vj.
We must show that, for arbitrary set Xi ⊆ Vi, Ai(Xi), as computed by the above
recurrence, is the size of a minimum pGDA set Si[Xi] ⊆ V (Ti), where Xi = Si[Xi] ∩ Vi.
If there does not exist a set Xi+1 ⊆ Vi+1 such that Xi and Xi+1 are compatible, then
Ai(Xi) = +∞. Otherwise, by the recurrence formula,
Ai(Xi) = |Xi|+min{Ai+1(Xi+1)− |Xi ∩Xi+1| : Xi+1 ⊆ Vi+1
AND Xi, Xi+1 are compatible}
From the inductive hypothesis, for all Xi+1 ⊆ Vi+1, Ai+1(Xi+1) is the number of
vertices in a minimum pGDA set Si+1[Xi+1] where Xi+1 = Si+1[Xi+1] ∩ Vi+1.
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To prove Si[Xi] is a pGDA, we must show that ∀v ∈ Si[Xi]−Vi−1, v is protected, and
V (Ti) − Vi−1 is dominated. Since Xi and Xi+1 are compatible, all the vertices of type
(1) and (3) in Xi are protected, and the vertices of type (1) and (3) in Vi are dominated.
Moreover, Xi+1 ⊆ Vi+1 was selected such that Ai+1(Xi+1) is minimum over all subsets
of Vi+1. From the inductive hypothesis, the vertices of type (1) and (3) in Xi+1 are
protected, and the vertices of type (1) and (3) in Vi+1 are dominated. Moreover, since
Xi and Xi+1 are compatible, the vertices in Vi+1 that were of type (2), are of type (1) in
Vi, and become either protected or dominated. Thus, ∀v ∈ Si[Xi]− Vi−1, v is protected,
and V (Ti) − Vi−1 is dominated. Note that from the inductive hypothesis, Ai+1(Xi+1) is
the size of the smallest pGDA set Si+1[Xi+1], where Xi+1 = Si+1[Xi+1]∩Vi+1. Therefore,
since every set Xi+1 that is compatible with Xi is evaluated, Ai(Xi) is size of the smallest
pGDA set Si[Xi] where Xi = Si[Xi] ∩ Vi.
Since V0 = ∅, A0(∅) = min{A1(X1)|X1 ⊆ V1}. Let X1 ⊆ V1 be the set such that
A1(X1) is minimum over all subsets of V1. Let S1[X1] ⊆ V (T1) where X1 = S1[X1] ∩ V1
and S0[∅] = S1[X1]. Since there are no type (2) vertices in V1, X1 is protected and V1 is
dominated by S1[X1]. Thus, S0[∅] = S1[X1] is a minimum global defensive alliance.
Let t(i) be the time it takes to compute Ai(Xi) for all Xi ⊆ Vi. For the leaf Vr, t(r) ≤
2dpw(G). Otherwise, since we are looking at two bags at a time, t(i) ≤ 2dpw(G) ∗ 2dpw(G).
Note r is O(n), thus, t(1) ∈ O(4dpw(G)n).
3.3.2 FPT-Algorithm for Graphs of Bounded Treewidth
An extension of the algorithm given in the previous section is now defined for trees.
Consider a domino tree decomposition (T, {Vt : t ∈ T}). Define V0 = Vr+1 = ∅. For
1 ≤ i ≤ r, a vertex v ∈ Vi can be of three types:
36
Type 1 v is also in one of the children of Vi.
Type 2 v is also in the parent of Vi.
Type 3 v is only an element of Vi.
Figure 3.1: Graphic representation of vertices in a domino tree decomposition.
Let Vi1 , . . . , Vim be the children of Vi. For 1 ≤ j ≤ m, let Xij ⊆ Vij . Let Xi ⊆ Vi and
Xi1 , . . . , Xim be compatible if the following requirements are satisfied:
1. For 1 ≤ j ≤ m, Vi ∩ Vij ∩Xi = Vi ∩ Vij ∩Xij
2. Type (1) and (3) vertices in Xi are protected.
3. Type (1) and (3) vertices in Vi are dominated.
A potential global defensive alliance (pGDA) is a set Si[Xi] ⊆ V (Ti), where Xi =
Si[Xi] ∩ Vi with the following characteristics:
1. The vertices in Si[Xi]− Parent(Vi) are protected.
2. The vertices in V (Ti)− Parent(Vi) are dominated.
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Figure 3.2: Compatibility of sets in a domino tree decomposition
Figure 3.3: Determining if a set is a potential global defensive alliance.
For some set Xi ⊆ Vi, we now show Ai(Xi) as defined below is the size of a potential
global defensive alliance Si[Xi] ⊆ V (Ti), where Xi = Si[Xi] ∩ Vi.
For 0 ≤ i ≤ r and Xi ⊆ Vi, we show in Theorem 11 that the following definitions and
recurrence formula determines that Ai(Xi) = |Si[Xi]|. Let Vi1 , . . . , Vim be the children of
Vi. For all 1 ≤ j ≤ m, let Xij ⊆ Vij and Xi ⊆ Vi. If there does not exist a subset of⋃
1≤j≤m Vij that is compatible with Xi, then Ai(Xi) = +∞. For Xi ⊆ Vi, where Vi is a
leaf, if Xi is compatible with the empty set, then Ai(Xi) = |Xi|; otherwise, Ai(Xi) =∞.
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If Vi is not a leaf, let the following recurrence formula determine the value of Ai(Xi):
Ai(Xi) = |Xi|+min
{ ∑
1≤j≤m
(
Aij(Xij)− |Xi ∩Xij |
)
: 1 ≤ j ≤ m,Xij ⊆ Vij
AND Xi is compatible with Xi1 , . . . , Xim
}
Theorem 11. For 0 ≤ i ≤ r and every Xi ⊆ Vi, Ai(Xi) is the order of a smallest pGDA
set Si[Xi], where Si[Xi] ⊆ V (Ti) and Xi = Si[Xi]∩ Vi. Further, the size of the minimum
global defensive alliance in G is A0(∅).
Proof. By induction on the nodes of the tree, for Xi ⊆ Vi, where Vi is a leaf, if Xi is
compatible with the empty set, Ai(Xi) = |Xi|; otherwise, Ai(Xi) = ∞. Thus, the base
case holds.
Let Ti be a subtree rooted at i with Vi1 , . . . , Vim as children. Let Ti1 , Ti2 , . . . , Tim be the
subtrees rooted at i1, i2, . . . , im respectively. Assume for all 1 ≤ j ≤ m, where Xij ⊆ Vij ,
Aij(Xij) is the size of a minimum pGDA set Sij [Xij ], where Xij = Sij [Xij ] ∩ Vij .
We now show that, for arbitrary set Xi ⊆ Vi, Ai(Xi) is the size of a minimum pGDA
set Si[Xi] ⊆ V (Ti), where Xi = Si[Xi]∩Vi. If subsets of Vi1 , Vi2 , . . . , Vim cannot be found
such that they are compatible with Xi, then Ai(Xi) = +∞. Otherwise, by the recurrence
formula,
Ai(Xi) = |Xi|+min
{ ∑
1≤j≤m
(
Aij(Xij)− |Xi ∩Xij |
)
: 1 ≤ j ≤ m,Xij ⊆ Vij
AND Xi is compatible with Xi1 , . . . , Xim
}
From the inductive hypothesis, for all Xij ⊆ Vij , where 1 ≤ j ≤ m, Aij(Xij) is the
size of a minimum pGDA set Sij [Xij ] where Xij = Sij [Xij ] ∩ Vij .
To prove Si[Xi] is a pGDA, we must show that ∀v ∈ Si[Xi] − Parent(Vi), v is
protected, and V (Ti) − Parent(Vi) is dominated. For 1 ≤ j ≤ m, let Xij ⊆ Vij be
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compatible with Xi. Thus, all the vertices of type (1) and (3) in Xi are protected, and
the vertices of type (1) and (3) in Vi are dominated. Moreover, for 1 ≤ j ≤ m, Xij ⊆ Vij
was selected such that Aij(Xij) is minimum over all subsets of Vij . From the inductive
hypothesis, for 1 ≤ j ≤ m, the vertices of type (1) and (3) in Xij are protected, and
the vertices of type (1) and (3) in Vij are dominated. Moreover, since Xi and Xij , for
1 ≤ j ≤ m are compatible, the vertices in Vij that were of type (2), are of type (1)
in Vi, and become either protected or dominated. Thus, ∀v ∈ Si[Xi] − Parent(Vi), v is
protected, and V (Ti)−Parent(Vi) is dominated. Note that from the inductive hypothesis,
Aij(Xij) is the size of a smallest pGDA set Sij [Xij ], where Xij = Sij [Xij ]∩Vij . Therefore,
Si[Xi] is a smallest pGDA where Xi = Si[Xi] ∩ Vi, and Ai(Xi) is the number of vertices
in Si[Xi]
Since V0 = ∅, A0(∅) = min{A1(X1)|X1 ⊆ V1}. Let X1 ⊆ V1 be the set such that
A1(X1) is minimum over all subsets of V1. Let S1[X1] ⊆ V (T1) where X1 = S1[X1] ∩ V1
and S0[∅] = S1[X1]. Since, there are no type (2) vertices in V1, X1 is protected and V1 is
dominated by S1[X1]. Thus, S0[∅] = S1[X1] is a minimum global defensive alliance.
A binary tree decomposition can be obtained from a tree decomposition with the
same width. For analysis purposes, assume a binary domino tree decomposition. For
1 ≤ i ≤ r, let t(i) be the time it takes to compute Ai(Xi) for all Xi ⊆ Vi. Then, if Vi is
a leaf, t(i) ≤ 2dtw(G). Otherwise, since we are looking at every subset of Vi and its two
children, t(i) ≤ (2dpw(G))3. Since r is O(n), t(1) ∈ O(8dtw(G)n).
3.4 Algorithm on Trees
A degree one vertex in a graph G is a defensive alliance. Thus, the defensive alliance
problem for trees is not of interest. On the other hand, determining a global defensive
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alliance for trees is of interest in itself and may provide intuition about finding defensive
alliances in graphs having tree decompositions with bounded treewidth.
For an arbitrary rooted tree T and global defensive alliance S, let Ti be the subtree
of T rooted at vertex i, and let Vi be the set of vertices in Ti. A potential global defensive
alliance (pGDA) is a set Si = S ∩ Vi, where S is an arbitrary global defensive alliance
of T . All sets here are assumed to have the minimum number of vertices. For a vertex
i ∈ Si, let bi be the number of vertices that need to be added to Si in order for i to
become protected.
The vertices in T are evaluated in a post-order traversal resulting in a dynamic pro-
gramming algorithm for finding an optimal global defensive alliance on trees. Let Si be
an arbitrary potential global defensive alliance set in a subtree rooted at i. Vertex i can
be in one of four states: (1) i ∈ Si and bi = 0, that is, i is in the set and is protected; (2)
i ∈ Si and bi = 1; (3) i 6∈ Si and i ∈ N(Si); (4) or, i 6∈ Si and i 6∈ N(Si). The vertices
will be colored with 1, 1ˆ, 0,and 0ˆ, respectively. Notice that bi ≤ 1, since the parent of
i is the only vertex left to consider adding into Si and bi would decrease by 1 leaving i
still unprotected.
For each vertex w in T and for all c ∈ {0, 0ˆ, 1, 1ˆ}, we must determine Aw(c), the
minimum number of vertices colored 1 in the subtree rooted at w under the restriction
that w is colored c. These calculations and their justifications are presented next.
For a subtree Tw, where Vw = {w}, that is, w is a leaf, then:
• Aw(0) = +∞ is minimum since this coloring is invalid.
• Aw(0ˆ) = 0 is minimum since w 6∈ Si and there are no more vertices in this subtree.
• Aw(1) = 1 is minimum.
• Aw(1ˆ) = +∞ is minimum since this coloring is invalid.
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Let Tw be a tree such that 2 ≤ t = |Tw| and assume the conclusion holds for trees
with fewer than t vertices. Let (w1, w2, . . . , wq) be the children of w. Since ∀i ≤ q,
|Twi| < t, by the inductive hypothesis ∀c ∈ {0, 0ˆ, 1, 1ˆ}, Awi(c) is minimum. Thus, for all
c ∈ {0, 0ˆ, 1, 1ˆ}, Aw(c) is defined as follows:
• Aw(0) =
∑
i≤qmin{Awi(0), Awi(1)} +mini≤q{Awi(1)−min{Awi(0), Awi(1)}}. If w
is colored 0, then at least one child of w must be in the pGDA. Moreover, it is
not necessary to consider children that are colored 0ˆ since neither w nor vertices
at higher levels will be able to dominate them. Neither is it necessary to consider
children colored 1ˆ, since this means they need the parent to be in the pGDA for
their protection. Therefore, we only need to consider the case where the children are
colored with either 0 or 1 and require at least one of them to be colored 1. Thus, to
calculate Aw(0), ∀i ≤ q we add min{Awi(0), Awi(1)}. Then, in order to guarantee
at least one child is colored 1, we search for a child wi for which the difference
between Awi(1) and min{Awi(0), Awi(1)} is minimum and add the difference to the
previous sum.
• Aw(0ˆ) =
∑
i≤q Awi(0). If w is colored 0ˆ, it is not possible to have children colored
0ˆ since w cannot dominate them; nor is it possible to have children colored 1ˆ since
w cannot help protect them; neither is it valid to have children colored 1, since this
would mean that w is dominated. Thus, the only valid coloring for w’s children is
0.
To compute Aw(1), let (v1, v2, . . . , vq) be a vector sorted such that
min{Avi(1), Avi(1ˆ)} −min{Avi(0), Avi(0ˆ), Avi(1), Avi(1ˆ)} ≤
min{Avi+1(1), Avi+1(1ˆ)} −min{Avi+1(0), Avi+1(0ˆ), Avi+1(1), Avi+1(1ˆ)} for 1 ≤ i < q.
• Aw(1) =
∑
i≤b q
2
cmin{Avi(1), Avi(1ˆ)}+
∑
b q
2
c<i≤qmin{Awi(0), Awi(0ˆ), Awi(1), Awi(1ˆ)}.
If w is colored 1, it is possible to have children colored 0, 0ˆ, 1, or 1ˆ, but at least
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b q
2
c of the children must be colored 1 or 1ˆ. Thus, this is viewed first as adding the
min{Awi(0), Awi(0ˆ), Awi(1), Awi(1ˆ)}∀i ≤ q and then replacing b q2c of (v1, v2, . . . , vq)
and adding min{Avi(1), Avi(1ˆ)} in a way that will increase the previous sum the
least. Therefore, after sorting the children as explained above, add the first b q
2
c
children, colored 1 or 1ˆ, and then the rest of the children are colored c, where
Avi(c) is minimum. Moreover, if w is colored 1, then the children colored 1ˆ or 0ˆ are
re-colored 1 or 0, respectively.
To compute Aw(1ˆ), let (v1, v2, . . . , vq) be a vector sorted such that
min{Avi(1), Avi(1ˆ)} −min{Avi(0), Avi(0ˆ)} ≤
min{Avi+1(1), Avi+1(1ˆ)} −min{Avi+1(0), Avi+1(0ˆ)} for 1 ≤ i < q.
• Aw(1ˆ) =
∑
i≤b q
2
c−1min{Avi(1), Avi(1ˆ)}+
∑
b q
2
c≤i≤qmin{Avi(0), Avi(0ˆ)}. This case is
similar to the previous one, except that exactly b q
2
c− 1 children need to be colored
1 or 1ˆ, and the rest must be either 0 or 0ˆ.
This algorithm has a running time of O(n2) since the sorting for calculating Aw(1)
and Aw(1ˆ) can be done using a bucket sort in O(n).
Alber, Bodlaender, et. al. presented a similar approach in [ABF02] for the dominating
set problem on planar graphs, which can be used for problems on dominating sets with
appropriate properties. However, they note that it may not be possible to use this
approach for the connected dominating set problem. Whether this is true for defensive
alliances is currently being studied. If this is the case, it would be interesting to find
what property these problems have in common that present difficulties for solving them
using tree decompositions.
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CHAPTER 4
ALLIANCES IN GRAPHS
4.1 Alliances
Recall that a defensive alliance in a graph G = (V,E) is a non empty set S ⊆ V where,
for all x ∈ S, |N [x] ∩ S| ≥ |N [x] − S|, that is, for every x ∈ S, at least bdx
2
c neighbors
of x are also members of S. If S is a defensive alliance, the vertices in N [x] ∩ S can
defend an attack from vertices in N [x] − S, where x ∈ S. Consequently, every vertex
that is a member of a defensive alliance has at least as many vertices defending it as
there are vertices attacking it. Therefore, an attack on a vertex in a defensive alliance
can be neutralized by its defenders.
Decision problems for several types of alliances, including defensive alliances, have
been shown to be NP-complete (see [FR07] for a list of citations). Fernau and Raible
[FR07] gave the first FPT-algorithm for the defensive alliance problem showing that the
problem is in the class FPT. Their complexity analysis was later corrected in [Rai07]
to O((2k − 1)kk2n). Below, we give a O(kkn) FPT-algorithm for the defensive alliance
problem, which is an exponential improvement over the existing result.
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4.1.1 FPT-Algorithm for General Graphs
4.1.1.1 Preliminaries
For an arbitrary set S ⊆ V , the vertices w ∈ S for which |N [w] ∩ S| ≥ |N [w] − S| are
said to be protected by S and are otherwise unprotected. Therefore, S ⊆ V is a defensive
alliance if and only if every vertex w ∈ S is protected by S.
If S is not a defensive alliance, at least one unprotected vertex w exists in S. Since
w already has |N [w] ∩ S| − 1 neighbors in S, at least cw = bdw2 c − (|N [w] ∩ S| − 1) > 0
neighbors of w in V − S must be added to S in order to protect w.
Observation 12. For S ⊆ V , if cw ≤ 0 for all w ∈ S, then S is a defensive alliance.
Every S ⊆ V is a subset of a defensive alliance, since V is itself a defensive alliance.
On the other hand, S may not be a subset of a defensive alliance of size k or less. It
is convenient to distinguish sets that are subsets of defensive alliances of size at most
k. For any positive integer k, S ⊆ V is said to be extendable if there exists a defensive
alliance S ′ for which |S ′| ≤ k and S ⊆ S ′. It follows immediately that any subset of an
extendable set is extendable.
Although it is difficult to determine when a set S is extendable, it is sometimes
possible to easily determine that a set S is not extendable.
Observation 13. For S ⊆ V , if |S| ≤ k and there exists a vertex w ∈ S for which
cw > k − |S|, then S is not extendable.
Lemma 14. Assume S ⊆ V is extendable to a defensive alliance S ′, where |S| < |S ′| = k.
Then, for any unprotected vertex w ∈ S, |S ′ ∩ (N [w]− S)| ≥ cw.
Proof. For any unprotected vertex w ∈ S, let X = S ′ ∩ (N [w]− S). Then, w has |X|+
(|N [w]∩S|−1) ≥ bdw
2
c neighbors in S ′. That is, |X| ≥ bdw
2
c − (|N [w] ∩ S| − 1) = cw.
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Lemma 14 implies that any extendable set with an unprotected vertex w can be
enlarged to another extendable set by adding any j neighbors of w, for j such that
1 ≤ j ≤ cw. The bounded search tree algorithm presented in the next section relies on
pruning methods that decrease the number of branches that need to be explored.
4.1.1.2 The Algorithm
The main algorithm for the parameterized defensive alliance problem accepts a graph
G = (V,E), and a parameter k, where V = {v1, v2, . . . , vn}. Then, one vertex at a time
is given to a routine (DA, given below) to either establish that the set containing the
given vertex can not be extended to a defensive alliance of size k, or to provide such a
defensive alliance in which case the algorithm terminates.
Algorithm 1 Main(G, k)
1: i← 0
2: Found← False
3: while not Found and i ≤ n do
4: S ← {vi}
5: cvi ← bdvi2 c
6: DA(S)
7: i← i+ 1
8: end while
The procedure DA(S), for S ⊆ V where |S| ≤ k, either determines S is not extend-
able, or extends S to a defensive alliance having at most k vertices. The procedure DA
is initially invoked with S containing a single vertex, without loss of generality assume
S = {w}, Found is a boolean variable set to False, k is some positive integer, and
cw = bdw2 c. The procedure Update(wi) (invoked in Line 10) adjusts the cw values of all
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vertices in S ∪ {wi} where wi is a vertex to be added to S, and Reset(wi) (Line 13)
reverses this process when S ∪ {wi} is determined to not be extendable.
Algorithm 2 DA(S)
1: select w ∈ S for which cw is maximum
2: if cw ≤ 0 then
3: Found← True
4: else if cw ≤ k − |S| then
5: t← ddw
2
e+ 1
6: W ← {w1, w2, . . . , wt}, an order t subset of N [w]− S
7: i← 0
8: while not Found and i ≤ t do
9: i← i+ 1
10: Update(wi)
11: DA(S ∪ {wi})
12: if not Found then
13: Reset(wi)
14: end if
15: end while
16: end if
The correctness of the procedureDA(S) assumes the correctness of Update and Reset.
When S is a defensive alliance of at most k vertices, as determined in Lines 1 and 2,
Found is set to True by Lemma 13, and the procedure exits. If the condition in Line 4 is
false, S is not extendable in which case the procedure exits. Thus, Lines 5 through 15 are
only applicable when S is not a defensive alliance and |S| < k. Lemma 14 guarantees that
we may add to S any neighbor of an unprotected vertex w (Line 11). Also, Lemma 14
assures that any subsetW ⊆ N [w]−S with t = bdw
2
c+1 vertices will contain at least one
vertex wi for which S∪{wi} is extendable if and only if S is extendable. Lines 9 through
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15 examine these subset extensions to S until one is found to be extendable, or that
none are extendable. In the former case, DA exits to the invoking main algorithm with
the identified defensive alliance in S. In the latter case, DA exits with the conclusion
that S is not extendable. It is easy to see that when given a set S of k vertices, the
procedure will correctly determine if S is a defensive alliance or not. It then follows by
a straightforward induction argument on the number of vertices remaining to be added
to a candidate set S that DA(S) executes correctly.
4.1.1.3 Complexity Analysis
Let g(i) be the number of times the procedure DA is invoked from the time when it is
given a set S of size i until it is determined that S is or is not extendable. Thus, g(k) = 0,
since no additional calls to DA are made when i = k. For the initial set S, the number
of times DA is invoked is a function of both the degree of the vertex w selected from S in
Line 1 and the number of vertices in S. Lemma 14 gives assurance that any unprotected
vertex w will provide a valid upper bound. Hence, g(k − 1) ≤ ddw
2
e+ 1 ≤ k + 1.
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Lemma 15. For 1 ≤ i ≤ k, g(i) ≤ (k + 1)k−i.
Proof. The claim holds when i = k, since g(k) = 0 < (k + 1)k−k = 1. Assume, for some
index i < k and for all m for which i < m ≤ k, that g(m) ≤ (k + 1)k−m. When DA is
invoked with S, an order i set, a maximum number of executions of DA is obtained when
Lines 5-16 are executed. Line 6 identifies a set W of ddw
2
e vertices. Lines 8-15 select each
of the vertices in W one at a time, and adds it to the set S. Then, DA is invoked with a
set of i+ 1 vertices. By definition, no more than g(i+ 1) additional calls to DA will be
made. Therefore, g(i) ≤ (ddw
2
e+1)g(i+1). Since ddw
2
e+1 ≤ k+1, g(i) ≤ (k+1)g(i+1).
Thus, by the induction hypothesis, g(i) ≤ (k + 1)(k + 1)k−i−1 = (k + 1)k−i.
Theorem 16. For any graph G of order n, the k-defensive alliance problem has an
FPT-algorithm with running time in O(kkn).
Proof. For a single vertex, from Lemma 15, the DA procedure is invoked at most (k +
1)k−1 times. The time required within each call can be bounded by O(k), resulting in
an O((k+ 1)k−1kn) overall time. The conclusion follows since (k+ 1)k−1 < ekk−1, where
e ≈ 2.718.
The bound obtained seems to be overly pessimistic because of the restriction that
the step size in the recursion was restricted to one vertex. Recall that when vertex w
is selected for exploration, a step size up to cw is valid. If step sizes larger than one
can be justified, a tighter bound can be obtained. For example, if a step size of two is
possible on all levels of the recursion (each cw is at least 2), the bound derived for g(1)
is O(( k√
2
)k). A bound utilizing a step size of cw throughout should lead to an even more
improved bound, but the justification and determination of the resulting bound has thus
far proven to be elusive.
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4.1.1.4 Conclusion
An FPT-algorithm with a running time of O(kkn) is given. This represents an exponential
improvement over the bound O((2k)kn) given by Fernau and Raible. It is also possible
to add pruning rules to limit exploring a set when one of its subsets is known to not lead
to a defensive alliance. This would require maintaining a list of vertices or subsets that
have been rejected as possible members of a defensive alliance of size less than or equal
to k. Though this should be helpful, it is difficult to determine the effect on the running
time.
4.1.2 Complexity on Planar Graphs
The DEFENSIVE ALLIANCE Problem on planar graphs is defined as follows:
DEFENSIVE ALLIANCE Problem on Planar Graphs (DAP )
Given: A planar graph G = (V,E) and an integer k ≤ |V |.
Question: Does there exist a DEFENSIVE ALLIANCE S ⊆ V where |S| ≤ k?
The FIXED EMBEDDING FACE COVER (FEFC) problem on planar graphs is
defined in Section 3.1. The FIXED EMBEDDING FACE COVER problem on planar
graphs is also shown to be NP-complete in Section 3.1 with a modified proof of NP-
completeness of the FACE COVER problem given by Bienstock and Monma in [BM88].
A reduction from the FIXED EMBEDDING FACE COVER problem on planar graphs
will be used to show the NP-completeness of the DEFENSIVE ALLIANCE problem on
planar graphs in Theorem 24. First, a construction of an instance of FEFC to DAP is
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given with the use of the edge gadget in Figure 4.1. Then, the necessary lemmas for the
proof in Theorem 24 are given.
Let IFC = [G = (V,E), k] be an instance of the FEFC. An instance IDAP = [G
′ =
(V ′, E ′), k′] of DAP is constructed such that G has an FEFC with k or fewer faces if
and only if G′ has a defensive alliance with k′ or fewer vertices.
Claim 17. The defensive alliance number a(K2,2k′) = k
′ + 1.
In [KHH04] it was shown that, a(Kn,m) = bn2 c+ bm2 c, for 2 ≤ m ≤ n. Thus, for n = 2
and m = 2k′, a(K2,2k′) = k′ + 1.
Let H = K2,2k′ be an induced subgraph of G
′ and assume S ′ is a defensive alliance
with |S ′| ≤ k. Let A and B be a bipartition of H, where |A| = 2. Assume a ∈ A is the
only vertex in H that has neighbors in V (G′)− V (H).
Claim 18. If h ∈ V (H), then h 6∈ S ′.
Assume h ∈ B∩S ′. From Claim 17, |S ′| ≥ k′+1, contradicting |S ′| ≤ k′. If h ∈ A∩S ′
and h is adjacent to a vertex v ∈ V (G′) − V (H), then dG′(h) ≥ 2k′ + 1. In order for h
to be protected, h and at least bdG′ (h)
2
c ≥ k′ neighbors must be in S ′, which contradicts
|S ′| ≤ k′. Thus, no vertex in H can be an element of a defensive alliance of size at most
k′.
The vertices in a set A of the bipartition of K2,2k′ are referred to as x-vertices.
An edge “gadget”, denoted by EG, will be used to force the vertices in V to be in
the defensive alliance of at most k′ vertices in G′. Define EG as follows: let Pt be a path,
where V (Pt) = {vp1 , . . . , vpt}, and {vpi , vpi+1} ∈ E(Pt), for 1 ≤ i < t = ∆(G). Now, add
vertices a and b and let N(a) = N(b) = V (Pt). Refer to vp ∈ Pt as a path-vertex.
In each interior face of the structure as seen in Fig. 4.1(a), embed a copy of K2,2k′
with an edge between any x-vertex of the copy and each path-vertex in the face. In the
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Figure 4.1: (a) Edge gadget without copies of K2,2k′ . (b) Edge gadget where the circles
with an ‘x’ inside represent the K2,2k graphs.
exterior face, embed two copies of K2,2k′ with an x-vertex of one copy adjacent to vp1 ,
and an x-vertex of the other copy adjacent to vpt .
Construct G′ from G using the following steps:
Step 1:
For each face f ∈ F , where F is the set of faces in G, add a vertex vf in the
corresponding face of G′. Then, place an edge between vf and each vertex that lies on
the boundary of the face f . Let VF be the set of vertices in G
′ corresponding to the faces
in F .
Step 2:
Replace each edge {v, w} ∈ E(G) with an edge gadget EG identifying vertices a and
b with v and w respectively. Let VP be the set of the path-vertices on all the edge gadgets
added to construct G′.
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Step 3:
In any of the faces containing any vertex v ∈ V , embed qv copies of K2,2k′ with edges
placed between v and an x-vertex of each copy, where qv = (t − 1)dG(v) + 2, and dG(v)
denotes the number of neighbors of v in G.
Step 4:
Let k′ = k + |V |+ t|E|.
Note that the instance of GDAP can be constructed in polynomial time. In G
′, for
every v ∈ V , dG′(v) = tdG(v) + dG(v) + qv.
We now show that for an edge gadget EGv,w in G
′, a path-vertex in S ′ will imply
that all path vertices in the gadget, as well as v and w, must also be in S ′.
Lemma 19. For any edge {v, w} ∈ E(G), let V (P ) be the set of path-vertices in EGv,w.
If ∃vp ∈ V (P ) ∩ S ′, then V (P ) ⊆ S ′ and v, w ∈ S ′
Proof. Let vp ∈ V (P ) ∩ S ′. From the construction it follows that vp is one of two types:
Type 1: dG′(vp) = 8. The vertices vp2 , . . . , vpt−1 in the path V (P ) in EGv,w are of Type
1. Without loss of generality, let vp2 ∈ S ′, a defensive alliance. In order for vp2 to be
protected, |N [vp2 ]∩S ′| ≥ b82c+1 = 5. Vertex vp2 has four x-vertices as neighbors. Thus,
the remaining neighbors v and w, and two of its neighbors in V (P ), vp3 and vp1 must
all be in S ′. Since vp3 is a Type 1 vertex, vp4 must also be in S
′. It follows that all the
vertices in V (P ) must be in S ′.
Type 2: dG′(vp) = 6. The vertices at the two ends of the path V (P ) in EGv,w are
of Type 2. Without loss of generality, let vp1 ∈ S ′. In order for vp1 to be protected,
|N [v] ∩ S ′| ≥ b6
2
c + 1 = 4. Vertex vp1 has three x-vertices as neighbors; thus, the
remaining neighbors v and w, and its path neighbor vp2 must be in S
′ (for vpt ∈ S ′,
the path neighbor in S ′ is vpt−1). Since vp2 is a Type 1 vertex, the rest of the vertices
vp3 , . . . , vpt must be in S
′.
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For the proof of Theorem 24, the values of t and qv in the above construction are
selected so that when there exists a defensive alliance set S ′ with at most k′ vertices, and
when v ∈ S ′ ∩ V , the following requirements are satisfied:
(1) every path-vertex adjacent to v is in S ′,
(2) v has a neighbor vf ∈ S ′ ∩ VF protecting it, and
(3) the vertices in (1) and (2) are sufficient to protect v.
Theorem 20. For any v ∈ V , requirements (1), (2), and (3) are satisfied if and only if
t ≥ dG(v) and, tdG(v)− dG(v) + 3 ≥ qv ≥ tdG(v)− dG(v) + 2.
Proof. If requirement (1) is true, there cannot exist an edge gadget EGv,w where the
path-vertices can be replaced with other neighbors of v in VF in order to protect v. The
number of x-neighbors must be such that v will be unprotected even when including all
the neighbors in VF to replace the set of path-vertices. Thus,
qv > t(dG(v)− 1) + 1 + dG(v)− t. (4.1.2.1)
When requirement (1) is not true, there exists an edge gadget EGv,w where the path-
vertices are not in S ′, a defensive alliance. This means that in order for v to be protected,
qv ≤ t(dG(v)− 1) + 1 + dG(v)− t.
In order for requirement (2) to be true, v must have enough x-neighbors to force at
least one neighbor in VF to be in S
′. Thus,
qv > tdG(v) + 1− dG(v). (4.1.2.2)
If there does not exist a vertex vf ∈ NG(v)∩ VF ∩ S ′, then qv ≤ tdG(v) + 1− dG(v) is
enough to protect v.
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If requirement (3) is true, the path-vertices adjacent to v, and the neighboring vertex
in S ′∩VF must be enough to protect v against the qv neighboring x-vertices, and at most
dG(v)− 1 neighbors in VF − S ′. Therefore,
tdG(v) + 2 ≥ qv + dG(v)− 1. (4.1.2.3)
If requirement (3) is not true, then tdG(v) + 2 − dG(v) + 1 < qv, which means more
vertices are needed to protect v.
From the inequalities 4.1.2.1 and 4.1.2.3,
tdG(v) + 2 + qv ≥ t(dG(v)− 1) + 2 + dG(v)− t+ qv + dG(v)− 1
tdG(v) + 2 ≥ tdG(v)− t+ 2 + dG(v)− t+ dG(v)− 1
2 ≥ 2dG(v)− 2t+ 1
2t ≥ 2dG(v)− 1
t ≥ dG(v)− 1/2
From the inequalities 4.1.2.2 and 4.1.2.3,
tdG(v)− dG(v) + 3 ≥ q(v) ≥ tdG(v)− dG(v) + 2
From Theorem 20 a range of values for t and qv that will satisfy requirements (1), (2)
and (3) is given.
Corollary 21. If t = ∆(G) and qv = tdG(v)− dG(v) + 2, then requirements (1), (2) and
(3) are satisfied.
A consequence of the construction of G′ is that if a vertex in V is in S ′, then its
neighbors in G are also in S ′.
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Lemma 22. If v ∈ V ∩ S ′, then NG[v] ⊆ S ′.
Proof. Assume there exists a vertex w ∈ NG[v] and w 6∈ S ′. Let P be the set of path-
vertices in the edge gadget EGv,w. From Lemma 19, if w 6∈ S ′, then P ∩ S ′ = ∅.
However, from requirement (1), if v ∈ S ′, then every path-vertex adjacent to v is in S ′,
a contradiction. Therefore, w ∈ S ′, hence NG′ [v] ⊆ S ′.
The following observation is obtained from Lemma 22.
Observation 23. If v ∈ V ∩ S ′, then V ⊆ S ′ and VP ⊆ S ′.
We now present the proof of NP-completeness which uses the construction given
earlier.
Theorem 24. The DEFENSIVE ALLIANCE problem on planar graphs is NP-complete.
Proof. The DEFENSIVE ALLIANCE problem on planar graphs can easily be seen to be
in NP.
Assume I = [G = (V,E), k] is an arbitrary instance of the FIXED EMBEDDING
FACE COVER (FEFC) problem on planar graphs that corresponds to an instance
I ′ = [G′ = (V ′, E ′), k′] of DAP . Assume VS ⊆ VF is a set of vertices corresponding to the
faces in the FEFC set S in G, where |S| ≤ k. Let S ′ = V ∪ VP ∪ VS. Then, |S ′| ≤ k′.
We first show S ′ is a defensive alliance in G′ with at most k′ vertices by showing that
∀v ∈ S ′, |NG′ ∩ S ′| ≥ |NG′ − S ′|. There are three types of vertices in S ′:
Type 1 : vp ∈ VP . Let P be the set of path-vertices for some edge gadget EGv,w. From
Lemma 19, in order for the vertices in P to be protected, P ⊆ S ′ and v, w ∈ S ′. Since
V ⊆ S ′, then the vertices of Type 1 are protected.
Type 2 : v ∈ V . Since VP ⊆ S ′, for all v ∈ V , v has tdG(v) vertices in S ′ protecting it.
Recall from requirement (2) that qv is set such that v is required to have a neighbor from
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VF ∩ S ′. From the definition of VS, every vertex in V is adjacent to at least one vertex
in VS. Since VS ⊆ S ′, then v has a neighbor in VS protecting it. Thus, proving that the
vertices of Type 2 are protected.
Type 3 : v ∈ VS. Note that NG′(VS) = V . Since V ⊆ S ′, the vertices of Type 3 are
protected.
Now, if S ′ is a DA with at most k′ vertices, we show the set of faces S in G that
correspond to VS = S
′ − (V ∪ VP ) is an FEFC in G. There is no x-vertex in S ′ since
otherwise, |S ′| ≥ k′ + 1. Note that dG′(vf ) ≥ 3 and NG′(vf ) ⊆ V . Thus, if vf ∈ VF ∩ S ′,
vf must have at least one neighbor vi ∈ V ∩ S ′ protecting it. From Observation 23, if
v ∈ V ∩ S ′, then V ⊆ S ′ and VP ⊆ S ′. Moreover, from requirement (2), v must have a
neighbor in VF ∩ S ′. Since this will be true for all v ∈ V , then VS = N(V ) ∩ VF ∩ S ′
constitutes a set of vertices that correspond to the faces in an FEFC set S with k or
fewer vertices.
Therefore, an instance of FEFC is a YES instance if and only if the correspond-
ing instance of DAP is a YES instance, which proves DAP is NP-complete even when
restricted to planar graphs.
4.1.3 FPT-Algorithms for Special Families of Graphs
An FPT-algorithm to find the minimum defensive alliance on graphs of bounded path-
width is given below. Recall the definition of domino pathwidth from Section 3.3.
Note that a defensive alliance does not need to be a dominating set. Thus, we will
modify the definition of when two sets are compatible and the requirements for a set to
be a potential defensive alliance. Arbitrary sets Xi ⊆ Vi and Xi+1 ⊆ Vi+1, Xi and Xi+1
are said to be compatible if they satisfy the following requirements:
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1. Vi ∩ Vi+1 ∩Xi = Vi ∩ Vi+1 ∩Xi+1
2. Type (1) and (3) vertices in Xi are protected.
Recall that Ti is the subtree of T rooted at i. A potential defensive alliance (pDA) is
a set Si[Xi] ⊆ V (Ti), where Xi = Si[Xi] ∩ Vi and the vertices in Si − Vi−1 are protected.
For some set Xi ⊆ Vi, where Xi can be the empty set, we next show Ai(Xi) as defined
next, is the size of a potential defensive alliance Si[Xi] ⊆ V (Ti), where Xi = Si[Xi] ∩ Vi.
For 0 ≤ i ≤ r and Xi ⊆ Vi, we show in Theorem 25 that the following definitions
and recurrence formula determines that Ai(Xi) = |Si[Xi]|. If Xi is not compatible with
the empty set or @Xi+1 ⊆ Vi+1 that is compatible with Xi, then Ai(Xi) = +∞ and
Ar+1(∅) = 0. For 0 ≤ i < r and Xi ⊆ Vi:
Ai(Xi) = |Xi|+min{Ai+1(Xi+1)− |Xi ∩Xi+1| : Xi+1 ⊆ Vi+1,
where Xi+1 can be the empty set AND Xi, Xi+1 are compatible}
Theorem 25. For 0 ≤ i ≤ r and every Xi ⊆ Vi, Ai(Xi) is the order of the smallest pDA
set Si[Xi], where Si[Xi] ⊆ V (Ti) and Xi = Si[Xi]∩ Vi. Further, the size of the minimum
defensive alliance in G is A0(∅).
Proof. By induction on the bags in the path let i = r + 1. Since Vr+1 = ∅, the base case
holds.
For an arbitrary i < r+1, assume for all i < j ≤ r+1 that for arbitrary sets Xj ⊆ Vj,
Aj(Xj) is the size of a minimum pDA set Sj[Xj], where Xj = Sj[Xj] ∩ Vj.
We show that, for arbitrary setXi ⊆ Vi, Ai(Xi), as computed by the aboce recurrence,
is the size of a minimum pDA set Si[Xi] ⊆ V (Ti), where Xi = Si[Xi] ∩ Vi. If there does
not exist a set Xi+1 ⊆ Vi+1 such that Xi and Xi+1 are compatible, then Ai(Xi) = +∞.
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Otherwise, by the recurrence formula
Ai(Xi) = |Xi|+min{Ai+1(Xi+1)− |Xi ∩Xi+1| : Xi+1 ⊆ Vi+1
where Xi+1 can be the empty set AND Xi, Xi+1 are compatible}
From the inductive hypothesis, for all Xi+1 ⊆ Vi+1, Ai+1(Xi+1) is the number of
vertices in a minimum pDA set Si+1[Xi+1] where Xi+1 = Si+1[Xi+1] ∩ Vi+1.
To prove Si[Xi] is a pDA, we must show that ∀v ∈ Si[Xi]−Vi−1, v is protected. Since
Xi and Xi+1 are compatible, all the vertices of type (1) and (3) in Xi are protected.
Moreover, Xi+1 ⊆ Vi+1 was selected such that Ai+1(Xi+1) is minimum over all subsets
of Vi+1. From the inductive hypothesis, the vertices of type (1) and (3) in Xi+1 are
protected. Since Xi and Xi+1 are compatible, the vertices in Vi+1 that were of type (2),
are of type (1) in Vi, and become protected. Thus, ∀v ∈ Si[Xi] − Vi−1, v is protected.
Note that from the inductive hypothesis, Ai+1(Xi+1) is the size of the smallest pDA
set Si+1[Xi+1], where Xi+1 = Si+1[Xi+1] ∩ Vi+1. Therefore, since every set Xi+1 that is
compatible with Xi is evaluated, Ai(Xi) is the size of the smallest pDA set Si[Xi], where
Xi = Si[Xi] ∩ Vi.
Since V0 = ∅, A0(∅) = min{A1(X1)|X1 ⊆ V1}. Let X1 ⊆ V1 be the set such that
A1(X1) is minimum over all subsets of V1. Let S1[X1] ⊆ V (T1) where X1 = S1[X1] ∩ V1
and S0[∅] = S1[X1]. Since, there are no type (2) vertices in V1, X1 is protected. Thus,
S0[∅] = S1[X1] is a minimum defensive alliance.
Let t(i) be the time it takes to compute Ai(Xi) for all Xi ⊆ Vi. For the leaf Vr, t(r) ≤
2dpw(G). Otherwise, since we are looking at two bags at a time, t(i) ≤ 2dpw(G) ∗ 2dpw(G).
Note r is O(n), thus, t(1) ∈ O(4dpw(G)n).
An FPT-algorithm for finding defensive alliances in domino tree decompositions can
be shown to exist by using the same definition of compatibility and potential defen-
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sive alliance and a modified recurrence formula given in Section 3.3.2 for finding global
defensive alliances
4.2 Secure Sets
4.2.1 FPT-Algorithm
Recall a secure set of a graph G = (V,E), is a non empty set S ⊆ V where for every
X ⊆ S, |N [X] ∩ S| ≥ |N [X] − S|. When |X| = 1, the secure set problem reduces
to the well known defensive alliance problem. To date, there is no known polynomial
time algorithm for identifying a secure set in a graph. Moreover, the decision problem
regarding secure sets is not known to be in the set NP. A complexity analysis of secure
sets is discussed in [Dut06].
(a) Problem (b) Solution
Figure 4.2: Example of a weakness of alliances and a secure set in a graph.
In this section we present a fixed-parameter tractable algorithm (FPT-algorithm) for
the secure set problem.
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Here, using the technique of bounded search trees, we give an FPT-algorithm for the
secure set problem with a running time of O(2k log 2kn), which shows that deciding if there
exists a secure set of size less than or equal to k in a given graph G is fixed-parameter
tractable, and implies that this problem is in the class FPT.
4.2.1.1 Preliminaries
Before describing search trees, the definition of what is meant by extendable is given in
Definition 26.
Definition 26. For any positive integer k, S ⊆ V is said to be extendable to a secure
set if there exists a secure set S ′ for which |S ′| ≤ k and S ⊆ S ′.
It is important to note that every set is extendable to a secure set since V is a secure
set.
Given a graph G = (V,E) and a property P , we consider search trees in the context of
algorithms for locating or detecting the absence of a set of vertices that satisfy property
P . In this sense, the search tree is a structure where each node of the tree represents a
particular set of vertices S ⊆ V , and descendant nodes represent super sets of S. The
algorithm determines if S or one of its descendants satisfies property P . The children of
a node are constructed by appending to S some subset of the vertices in V −S. A search
tree algorithm determines whether S satisfies property P and, if not, determines the set
of super sets to S that are to be explored. Depending upon P and the particular graph
G, it is sometimes possible to limit the exploration of certain super sets when it can be
shown no descendant can lead to a set with the desired property, thereby pruning the
search tree. These represent competing goals depending upon whether S is extendable
or not. If S is extendable, one wishes to choose super sets that lead the algorithm to a
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set having property P . On the other hand, if S is not extendable, no extension can lead
to a set having property P .
The pruning rules used in the FPT-algorithm for the secure sets problem given in
section 4.2.1.2 are based upon the following lemmas.
Lemma 27. For S ⊆ V and a positive integer k ≤ n as a parameter, if S is extendable,
then |N [S]| ≤ 2k.
Proof. Assume |N [S]| > 2k. Since S ⊆ N [S], |S| = |N [S]∩S| and |N [S]− S| = |N [S]| − |S|.
If S is a secure set of size less than or equal to k, then |S| = |N [S] ∩ S| ≥ |N [S]− S| =
|N [S]| − |S|. Thus, 2|S| ≥ |N [S]| > 2k. That is, |S| > k, a contradiction.
Lemma 28. For S ⊆ V and a positive integer k ≤ n as a parameter, let W ⊆ N [S]−S,
where |W | = k+1. If for all w ∈ W , S∪{w} is not extendable, then S is not extendable.
Proof. Assume S is extendable to a secure set S ′. Then, k ≥ |N [S ′] ∩ S ′|. Now, assume
there exists a set W ⊆ N [S] − S such that |W | = k + 1, and for which S ∪ {w} is not
extendable for any w ∈ W . Then, no w ∈ W can be in S ′; hence, W ⊆ N [S ′] − S ′.
Therefore, k + 1 = |W | ≤ |N [S ′] − S ′| ≤ |N [S ′] ∩ S ′| = |S ′|, contradicting S ′ being a
secure set of at most k vertices.
For an arbitrary set S ⊆ V , and for each vertex w ∈ ∂S, let bw = |N [S ∪ {w}]|.
Notice that Lemmas 27 and 28 imply S ∪ {w} is not extendable when bw > 2k.
4.2.1.2 The Algorithm
The main algorithm for the parameterized secure set problem accepts a graph G = (V,E)
and a parameter k, where V = {v1, v2, . . . , vn}. Then, one vertex at a time is placed in S
and given to algorithm SecureSet(S) designed to establish that either the set containing
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the given vertex can not be extended to a secure set of size k, or to provide such a secure
set in which case the algorithm terminates early.
Algorithm 3 Main(G, k)
1: i← 0
2: Found← False
3: while not Found and i ≤ n do
4: S ← {vi}
5: bvi ← dvi
6: SecureSet(S)
7: i← i+ 1
8: end while
The procedure SecureSet(S), for S ⊆ V where |S| ≤ k, determines S is either not
extendable, or extends S to a secure set having at most k vertices. The procedure
SecureSet is initially invoked with S containing a single vertex. Without loss of generality
assume S = {w}. Found is a boolean variable set to False, k is some positive integer,
and bw = dw.
The procedure Update(wi) (invoked in Line 11) adjusts the bw values of all vertices
in N [S]−S, where wi is a vertex to be added to S, and Reset(wi) (Line 14) reverses this
process when S ∪ {wi} is determined to not be extendable.
The procedure isSecure(S) determines whether S is a secure set. This involves gener-
ating and checking whether each of the 2|S| subsetsX of S satisfy |N [X]∩S| ≥ |N [X]−S|.
The time required is O(k2|S|) ⊆ O(k2k).
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Algorithm 4 SecureSet(S)
1: if isSecure(S) then
2: Found← True
3: else if |S| < k then
4: t← |N [S]− S|
5: ∂S ← {w1, w2, . . . , wt} ← N [S]− S
6: sort elements in ∂S s.t. bwi ≤ bwi+1 for 1 ≤ i < t
7: m← largest i s.t. bwi ≤ 2k
8: x← min{m, k + 1− (t−m)}
9: i← 1
10: while not Found and i ≤ x do
11: Update(wi)
12: SecureSet(S ∪ {wi})
13: if not Found then
14: Reset(wi)
15: i← i+ 1
16: end if
17: end while
18: end if
The correctness of the algorithm SecureSet(S) assumes the correctness of Update,
Reset, and isSecure. When S is a secure set of at most k vertices, as determined in Lines
1 and 2, Found is set to True, and the procedure exits. From Lemma 27, we need not add
a vertex to the set S that will increase the boundary of S, N [S]−S, to a size more than
2k. Therefore, in Line 7, m is the index of the vertex that causes the highest increase of
the boundary when added to S and that is still less than or equal to 2k. Moreover, from
Lemma 28, it is sufficient to try k+1 vertices of ∂S to conclude that S is not extendable.
Furthermore, t−m vertices in ∂S cannot extend S to a secure set. Therefore, it is only
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necessary to check the remaining k + 1 − (t −m) vertices in ∂S. Thus, in Line 8, x is
assigned the minimum of m and k+1− (t−m) to minimize unnecessary searches. Lines
11 through 16 examine these subset extensions to S until one is found to be extendable,
or that none are extendable. In the former case, SecureSet exits to the invoking main
algorithm with the identified secure set. In the latter case, SecureSet exits with the
conclusion that S is not extendable.
When given a set S of k vertices, the procedure will correctly determine if S is a secure
set or not. It then follows by a straightforward induction argument on the number of
vertices remaining to be added to a candidate set S that SecureSet(S) executes correctly.
4.2.1.3 Complexity Analysis
Let g(i), 1 ≤ i ≤ k be the number of times the procedure SecureSet(S) is invoked from
the time when it is given a set S of size i until it is determined that S is or is not
extendable. Thus, g(k) = 0, since no additional calls to SecureSet are made when i = k.
For the initial set S, the number of times SecureSet is invoked is a function of the size
of the boundary of S, ∂S, established in Line 5. In Line 8, x is the maximum number
of times the while loop in Line 10 will iterate. Lemma 28 guarantees that x will not
be greater than k + 1. Lines 11 - 16 select a vertex in ∂S, and add it to S. Then,
SecureSet is invoked with a set of i + 1 vertices, min{m, k + 1 − (t −m)} times. Since
min{m, k+1−(t−m)} ≤ k+1, g(k−1) ≤ x ≤ k+1, and in general, g(i) ≤ (k+1)g(i+1).
The well known constant e ≈ 2.718 arises in Lemma 29.
Lemma 29. g(1) ≤ e
k
2k log k.
Proof. Solving the recurrence formula leads to g(1) ≤ (k+1)k−1. Now, consider the ratio
g(1)
kk−1 . Then,
g(1)
kk−1 ≤ (k+1)
k−1
kk−1 = (
k+1
k
)k× k
k+1
≤ e. The latter inequality follows since (k+1
k
)k
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is monotonically increasing, limk→∞
(
k+1
k
)k
= e, and k
k+1
≤ 1. Thus, g(1) ≤ ekk−1 =
e
k
2k log k.
Since upon entry to SecureSet(S), the procedure isSecure(S) checks if S is a secure
set in time O(k2k), and since g(1) is the number of times the procedure SecureSet(S) is
invoked from the time when it is given a set with a single vertex, the running time of
SecureSet is O(2k log 2k), since k2k · e
k
2k log k = e2k log 2k.
Theorem 30. For any graph G of order n , the k-secure set problem has an FPT-
algorithm with running time in O(2k log 2kn).
Proof. The SecureSet procedure is invoked at most once for each vertex of the graph in
the main algorithm. Each of these calls has a running time of O(2k log 2k). Since there are
n vertices in the graph G, the algorithm to determine whether there exists a k-secure set
in G has a running time of O(2k log 2kn).
4.2.1.4 Conclusion
Though it is not known if the k-secure problem is in the set NP or not, we showed that an
algorithm with a running time of O(2k log 2kn) can be constructed with the use of bounded
search trees. This can be accomplished with appropriate pruning rules that result from
the lemmas given in Section 4.2.1.1. Moreover, since the algorithm has the form f(k)nα,
where f(k) = 2k log 2k and α = 1, the k-secure set problem is fixed-parameter tractable.
Thus, the k-secure set problem is in the class FPT. Introducing other pruning rules may
lead to a better running time. Also, if the problem is restricted to planar graphs, the use
of planar decompositions may lead to a faster running time.
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CHAPTER 5
PARTITIONING SERIES-PARALLEL GRAPHS INTO
ALLIANCES
Because of the applications of series-parallel graphs to various scheduling problems, such
as task scheduling, it is of interest to find efficient algorithms that partition task schedul-
ing graphs into sets of tasks that can be distributed among k processors. We observe
that partitioning series-parallel graphs into equitable alliances can minimize the commu-
nication between processors and balance the workload of each processor.
5.1 Preliminaries
Define the partition problems on two-terminal series-parallel graphs (sp-graphs) as fol-
lows:
SP-DEFENSIVE ALLIANCE PARTITION
Given: A series-parallel graph G = (V,E).
Question: Does there exist a nontrivial partition into defensive alliances (V1, V2)?
SP-SATISFACTORY PARTITION
Given: A series-parallel graph G = (V,E).
Question: Does there exist a nontrivial satisfactory partition (V1, V2)?
Recall that a vertex is said to be protected if it has at least as many neighbors in the
same set as outside. A vertex is said to be satisfied if it has strictly more neighbors in
the same set than outside.
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A characterization of series-parallel graphs that allow a partition into alliances and
satisfactory sets will be given. Families of graphs that do not allow a defensive alliance or
satisfactory partition are described in Table 5.1. Similar graphs that do allow defensive
alliance or satisfactory partitions are also given to illustrate what prevents some graphs
from having a specific partition. In Table 5.1, the entries in the third, fourth, fifth and
sixth columns indicate whether the graph described in the second column has a partition
into satisfactory sets, defensive alliances, secure sets, and a satisfactory set and a defensive
alliance respectively. In Section 5.3, a family of graphs that cannot be handled by the
proof of existence of a satisfactory partition is described.
Table 5.1: Problem Graphs.
TTSP graph/Partition (A,B) (Sat., Sat.) (DA, DA) (SS, SS) (Sat., DA)
G0 K2 N Y Y N
G1 K2,2m, m > 0 Y Y Y Y
G2 K2,2m+1, m ≥ 0 N Y N Y
G3 S(K2,K2,2m), m > 0 Y Y Y Y
G4 S(K2,K2,2m+1), m ≥ 0 Y Y Y Y
G5 S(K2, P (K2,K2,2m)), m > 0 N Y Y Y
G6 S(K2, P (K2,K2,2m+1)), m ≥ 0 N Y Y Y
G7 P (K2,K2,2m), m > 0 N Y Y N
G8 P (K2,K2,2m+1), m ≥ 0 N N N N
G9 S(K2, S(P (K2,K2,2m+1),K2)), m ≥ 0 N Y Y Y
In Figure 5.1, examples of the graphs described in Table 5.1 are given. The partitions
into defensive alliances are shown and the partition of G8 into a defensive alliance and
defensive (−2)-alliance. Note that for graphs G1, G3, and G4, the given partitions are
also satisfactory partitions.
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(a) G1 (b) G2 (c) G3
(d) G4 (e) G5 (f) G6
(g) G7 (h) G8 (i) G9
Figure 5.1: Examples of graphs in Table 5.1 and partitions.
Lemma 31 gives a proof that the graph G8 does not have a partititon into any of the
types described in the table.
Lemma 31. Given SP = (V,E, s, t). If SP = G8, SP has a partition into a defensive
alliance and defensive (−2)-alliance, and does not have a partition into satisfactory sets
or defensive alliances.
Proof. There are two types of vertices: 1) s and t, 2) vertices in V − {s, t}. Assume SP
has a partition into defensive alliances (A,B). Without loss of generality, let {s, t} ⊆ A,
then B ⊆ V −{s, t}. For an arbitrary vertex v ∈ V −{s, t}, N(v) = {s, t}. In order for v
to be protected, at least one vertex in {s, t} must be in the same class with v. Therefore,
the vertices s and t cannot be in the same set. Without loss of generality, let s ∈ A and
t ∈ B. In order for s to be protected, bdV (s)
2
c = 2m+2
2
= m+ 1 neighbors of s must be in
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A. Since t is one of the neighbors of s and cannot be in A, m + 1 vertices in V − {s, t}
must be in A. In order for t to be protected, t must also have m+1 neighbors in B. Since
s cannot be in B, m+ 1 vertices must be used from V − {s, t}. However, m+ 1 vertices
from V − {s, t} are in A and only m can be elements of B. Since |N [t] ∩ B| = m + 1
and |N [t]∩A| = m+2, t is not protected. However, B is a defensive (−2)-alliance since
dB(t)− dA(t) = −2.
Let A contain s andm+1 of the degree two vertices and B contain t and the remaining
m vertices, where A is a defensive alliance and B is a defensive (−2)-alliance.
Lemma 32. Let SP = (V,E, s, t) be an sp-graph. If P and Q are two internally disjoint
s, t-paths, where p and q are internal vertices of P and Q, respectively, then any p, q-path
contains s or t.
Proof. We use induction on the number of vertices in an sp-graph.
For the base case, let SP = K2. Since there is only one path, the base case holds.
Assume for an sp-graph with at most k vertices, for every pair P and Q of internally
disjoint s, t-paths, any path between an internal vertex of P and an internal vertex of Q
includes s or t.
Let SP = (V,E, s, t) be an sp-graph, where |V | = k + 1. Note that if SP is a series
composition, there does not exist two disjoint s, t-paths since there is a vertex that when
removed, disconnects all paths between s and t. Thus, SP is assumed to be the parallel
composition of SP1 = (V1, E1, s1, t1) and SP2 = (V2, E2, s2, t2). The graph SP can be
one of the following parallel compositions:
Case 1: SP1 = K2
If SP can only be decomposed into SP1 = K2, then SP2 must be a series composi-
tion. Thus, by definition, there exist two disjoint s, t-paths. Since one of the paths
is an edge, the lemma is true for this case.
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Case 2: SP1 6= K2
Since |V1| ≤ k and |V2| ≤ k, the inductive hypothesis implies that for a pair P
and Q of internally disjoint s, t-paths either in SP1 or SP2, any path between an
internal vertex of P and an internal vertex of Q includes s or t. Thus, the same is
true for SP .
5.2 Partitioning into Defensive Alliances
A proof is given for the existence of a defensive alliance partition in two-terminal series
parallel graphs that are not isomorphic to G8 in Theorem 36. Note that graphs with a
degree-one vertex have a defensive alliance partition since the degree-one vertex can be
in a partition by itself. Thus, graphs with degree one vertices are not considered. Lemma
33 is given to simplify the proofs of Lemmas 34 and 35.
Given a graph G = (V,E), the subdivision of an edge {u, v} ∈ E is the operation
of removing the edge {u, v}, adding a vertex w, and replacing it with a path u,w, v. A
graph is said to be a subdivision of G if it can be obtained after subdividing the edges
in G.
Lemma 33. Given G = (V,E), let G′ = (V ′, E ′) be a subdivision of G. If G has a
defensive alliance partition, then G′ has a defensive alliance partition.
Proof. Assume G has a defensive alliance partition into A and B. For all edges {u, v} ∈ E
such that in G′, {u, v} is subdivided into u, x1, x2, . . . , xq, v, where q > 0, if u ∈ A,
A = A ∪ {x1, x2, . . . , xq}; otherwise, B = B ∪ {x1, x2, . . . , xq}.
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Let G be a graph where every degree two vertex is in a triangle and let G′ be a
subdivision of G. Note that in G′ degree two vertices are not necessarily in a triangle.
From Lemma 33, if G has a defensive alliance partition, then G′ has a defensive alliance
partition.
In order to prove the existence of a defensive alliance partition on sp-graphs not
isomorphic to G8, the cases where an sp-graph is a series composition or a parallel
composition are proved separately in Lemmas 34 and 35.
Lemma 34. Let SP be a series-parallel graph having a series composition, where every
degree-two vertex in SP is in a triangle. The graph SP has a partition into defensive
alliances.
Proof. Let SP = (V,E, s, t) be the series composition of SP1 = (V1, E1, s1, t1) and SP2 =
(V2, E2, s2, t2), where the identified vertices are denoted as x. Without loss of generality,
assume dV1(x) ≥ dV2(x), and let A = V1 and B = V2 − {x}. Since for all vertices
v ∈ V1−{x}, v does not have neighbors in B, v is protected. The vertex x has at least as
many neighbors in V1 as in V2; thus, x is protected. A vertex v ∈ B can be of two types:
(1) If N(v)∩A = ∅, v is protected; and (2) if N(v)∩A 6= ∅, then N(v)∩A = {x}. Since
|N [v] ∩B| ≥ 1, v is protected. Thus, SP has a partition into defensive alliances.
Lemma 35. Let SP 6= G8 be a series-parallel graph having a parallel composition, where
every degree-two vertex in SP is in a triangle. The graph SP , has a partition into
defensive alliances.
Proof. Let SP = (V,E, s, t) be the parallel composition of SP1 = (V1, E1, s1, t1) and
SP2 = (V2, E2, s2, t2).
There are three possible cases that can occur in SP − {s, t}.
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Case 1: SP − {s, t} has no connected component with two or more vertices. Thus,
SP = G7. Note there are 2m degree two vertices in SP . Let A contain s and m of
the degree two vertices and B contain t and the remaining m vertices.
In the set A, s is protected since |N [s] ∩ A| = m+ 1 and |N [s] ∩ B| = m+ 1. For
a vertex v ∈ A − {s}, v is protected since |N [v] ∩ A| = 2 and |N [v] ∩ B| = 1. A
similar argument can be made for the set B. Thus, A and B are defensive alliances.
Case 2: SP −{s, t} has two or more connected components where at least two of them
have two or more vertices. Thus, there exists a decomposition into SP1 and SP2,
where neither are members of {K2, G7, G8}. Let C = {v ∈ V |N(v) = {s, t}}.
Assume C ⊆ V1. If {s, t} ∈ E, {s, t} ∈ E1.
1. If dV1(s) ≥ dV2(s) and dV1(t) ≥ dV2(t), then let A = V1 and B = V2 − {s, t}.
Since s and t have at least as many neighbors in A as in B, s and t are
protected. Since the vertices in A − {s, t} do not have neighbors in B, they
are also protected. The vertices in B which do not have s or t as neighbors
are protected since they do not have neighbors in A. The vertices in B that
are adjacent to either s or t are protected since they only have one neighbor
in A. The vertices in B adjacent to both s and t must be part of a component
where they have at least one more neighbor; otherwise, they would be in SP1.
Thus, A and B are defensive alliances.
2. If dV1(s) < dV2(s) and dV1(t) < dV2(t), let A = V1 − {s, t} and B = V2. Move
the vertices in C to V2 from V1. If {s, t} ∈ E, {s, t} ∈ E2. It can be shown that
A and B are defensive alliances with a similar argument as in the previous
case.
3. If dV1(s) > dV2(s) and dV1(t) ≤ dV2(t), let A = V1 − {t} and B = V2 − {s}.
In the set A, s is protected since |N [s] ∩ A| = dV1(s), |N [s] ∩ B| = dV2(s) + 1
and dV1(s) > dV2(s). Next, there are two types of vertices in A − {s}: (1)
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if N(v) = {s, t}, v is protected since |N [v] ∩ A| = 2 and |N [v] ∩ B| = 1;
(2) if N(v) 6= {s, t}, |N [v] ∩ A| ≥ 1 and v has at most one neighbor in B,
|N [v] ∩ B| ≤ 1. A similar argument can be made for the set B. Thus, A and
B are defensive alliances.
4. If dV1(s) ≤ dV2(s) and dV1(t) > dV2(t), let A = V1 − {s} and B = V2 − {t}. It
can be shown with a similar argument as in the previous case that A and B
are defensive alliances.
Case 3: SP − {s, t} has two or more connected components, but only one has two or
more vertices. Thus, there exists a decomposition into SP1 ∈ {K2, G7, G8} and SP2
is a series composition of SP2′ and SP2′′ , where the identified vertices are denoted
as x. Define a = dV2(s)− dV1(s) and b = dV2(t)− dV1(t).
1. a ≤ 1 and b ≤ 1; a > 1, b < 0; or a < 0,b > 1:
(a) If a ≤ 1, b ≤ 1: Let A = V1 and B = V2−{s, t}. We prove A is a defensive
alliance showing that the two types of vertices in A are protected: (1) If
v ∈ {s, t}, |N [v] ∩ A| = dV1(v) + 1 and |N [v] ∩ B| = dV2(v). Since
dV1(v) + 1 ≥ dV2(v), v is protected. (2) If v /∈ {s, t}, v does not have any
neighbors in B and is protected. For a vertex v ∈ B, since SP2−{s, t} is
a non-trivial component, v has at least one neighbor in B, |N [v]∩B| ≥ 2.
The vertex v has at most two neighbors in A, |N [v] ∩ A| ≤ 2. Thus, v is
protected, and both A and B are defensive alliances.
(b) If a > 1, b < 0: Let A = V2 − {t} and B = V1 − {s}. In A, the vertex
s is protected since |N [s] ∩ A| = dV2(s) + 1, |N [s] ∩ B| = dV1(s), and
dV2(s) > dV1(s) + 1. A vertex v ∈ A−{s} has at least one neighbor in A,
|N [v] ∩ A| ≥ 2, and at most one neighbor in B, |N [v] ∩ B| ≤ 1. Thus, v
is protected and A and B are defensive alliances. A similar argument can
be given to show B is a defensive alliance.
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(c) If a < 0, b > 1: Let A = V1 − {t} and B = V2 − {s}. The argument
to show that A and B are defensive alliances is similar to the one in the
previous case.
2. a > 1,b ≥ 0; or a ≥ 0,b > 1
(a) Case 3.2.a (b) Case 3.2.b.i
Figure 5.2: Examples of partitions.
(a) If V1 6= {s, t}, we have the following cases: if dV2′ (x) ≥ dV2′′ (x), let A = V2′
and B = V2′′ ∪ V1 − {s, x}. In A, x is protected since it has at least as
many neighbors in A as in B. The vertex s is also protected since a ≥ 0
and |N [s] ∩ A| ≥ |N [s] ∩ B|. The vertices in A − {s, x} do not have
neighbors in B. In B, since V1 6= {s, t}, |N [t] ∩ B| ≥ 2. Moreover,
2 ≥ |N [t] ∩ A|. The vertices in B − {t} are protected since they have at
most one neighbor in A and at least one neighbor in B. Thus, A and B are
both defensive alliances. An example of this can be seen in Figure 5.2(a).
If dV2′ (x) < dV2′′ (x), let A = V2′ ∪ V1 − {t, x} and B = V2′′ . Similarly, A
and B can be shown to be defensive alliances.
(b) If V1 = {s, t}, we have the following cases:
i. If a > 1 and b > 1; a = 1 and b > 1; or a > 1 and b = 1: We have the
following cases: if dV2′ (x) ≥ dV2′′ (x), let A = V2′ and B = V2′′−{x}. In
A, the vertex x is protected since it has at least as many neighbors in
A as in B. The vertex s is protected since a ≥ 1. In B, t is protected
since b ≥ 1. The vertices in B−{t} have at most one neighbor in A and
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at least one neighbor in B. Thus, A and B are defensive alliances.
An example can be seen in Figure 5.2(b). If dV2′ (x) < dV2′′ (x), let
A = V2′ − {x} and B = V2′′ . Similarly, A and B can be shown to be
defensive alliances.
ii. If a = 0 and b > 1, create a graph SP ′ = (V ′, E ′, s′, t′), where V ′ = V ,
E ′ = E, s′ = x, and t′ = t. From the previously proven cases of
Lemma 35, if SP ′ 6= G8, SP ′ has a partition into defensive alliances.
If SP ′ = G8, then SP ′ does not have a partition into defensive al-
liances since SP and SP ′ are isomorphic. Note that SP ′ is the par-
allel composition of a S({x, s}, {s, t}) and SP2′′ . Thus, SP ′ can be of
the type described in Case 1, 2, or 3, except Case 3.2.b of Lemma 35
and the existence of a partition will not depend on a second reference
to Lemma 35.
Figure 5.3: From SP to SP ′.
iii. If a > 1 and b = 0, create a graph SP ′ = (V ′, E ′, s′, t′), where V ′ = V ,
E ′ = E, s′ = s, and t′ = x. From the previously proven cases of
Theorem 35, if SP ′ 6= G8, a partition of SP ′ can be found. A similar
argument can be made as in the previous case.
Since Lemmas 34 and 35 only consider sp-graphs where every degree-two vertex is
in a triangle, Theorem 36 proves the existence of a partition into defensive alliances of
sp-graphs even if the graph is a subdivision of G8.
76
Theorem 36. Let SP = (V,E, s, t) be a series-parallel graph. If SP 6= G8, then SP has
a partition into defensive alliances.
Proof. If every degree-two vertex v ∈ V is in a triangle and SP 6= G8, it follows from
Theorem 34 or 35 that SP has a partition into defensive alliances. Otherwise, construct
a graph SP ′ = (V ′, E ′, s′, t′) from SP as follows: for every degree-two vertex v ∈ V with
non-adjacent neighbors u,w ∈ V , remove vertex v, edges {u, v} and {v, w}, and add the
edge {u,w} to E ′.
Note that every degree-two vertex in SP ′ is in a triangle and SP is a subdivision
of SP ′. From Lemma 33, if SP ′ 6= G8, SP has a partition into defensive alliances. If
SP ′ = G8, from Lemma 31, a partition (A,B) where A is a defensive alliance and B is a
defensive (−2)-alliance can be derived. A partition into defensive alliances for SP can be
shown to exist as follows: since SP is a subdivision of SP ′, there exists at least one edge
{u, v} ∈ E ′ that is subdivided in SP . Construct a graph SP ′′ = (V ′′, E ′′, s′′, t′′) from
SP ′, select an arbitrary edge {u, v} ∈ E ′ that has a subdivision in SP . Remove edge
{u, v} and add a subdivision of {u, v} into u, x, v to SP ′′. Note SP is a subdivision of
SP ′′. Thus, if SP ′′ has a partition into defensive alliances, then SP has a partition into
defensive alliances. A partition into defensive alliances of SP ′′ can be found as follows:
• If {u, v} = {s′, t′}, then SP ′′ = G1 and hence has a partition into defensive alliances.
• If {u, v} 6= {s′, t′}, A = {x, v} and B = V ′′ − {x, v} is a partition into defensive
alliances.
Therefore, if SP 6= G8, SP has a defensive alliance partition.
77
5.3 Partitioning into Satisfactory Sets
The definition of a satisfactory set differs from the defensive alliance in that the inequality
is strict, that is, a vertex in a satisfactory set must have strictly more defenders (i.e.
neighbors plus itself) in the satisfactory set than outside. Even though this seems like
a small difference, it is enough to disallow more families of series-parallel graphs from
having satisfactory partitions.
A characterization of a subclass of series-parallel graphs that allow satisfactory par-
titions is given in Theorem 44. Lemma 37 is given to simplify the proofs of Lemmas 42
and 43. Recall the definition of the subdivision of a graph from Section 5.2.
Lemma 37. Given G = (V,E), let G′ = (V ′, E ′) be a subdivision of G. If G has a
satisfactory partition, then G′ has a satisfactory partition.
Proof. Assume G has a satisfactory partition into A and B. For all edges {u, v} ∈ E
such that in G′, {u, v} is subdivided into u, x1, x2, . . . , xk, v, where k > 0, if u ∈ A,
A = A ∪ {x1, x2, . . . , xk}; otherwise, B = B ∪ {x1, x2, . . . , xk}.
Let G be a graph where every degree two vertex is in a triangle and let G′ be a
subdivision of G. Note that in G′ degree two vertices are not necessarily in a triangle.
From Lemma 37, if G has a satisfactory partition, then G′ has a satisfactory partition.
In the case of satisfactory partitions, degree-one vertices cannot be in a partition by
themselves. However, as shown in Lemma 38, every degree-one vertex must be in the
same partition as its neighbor.
Lemma 38. Given G = (V,E) with a satisfactory partition (A,B). For every vertex
u ∈ V , where u is a degree one vertex with a neighbor v ∈ V . If v ∈ A, then u ∈ A.
Similarly, if v ∈ B, then u ∈ B
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Proof. Note that if u and v are in different partitions, u cannot be satisfied. Thus, u and
v must be in the same partition.
Observation 39. Given a graph G = (V,E), let G′ = (V ′, E ′) be the graph resulting
after removing all the degree one vertices in G. If G′ has a satisfactory partition, then
G has a satisfactory partition. Moreover, if G′ has a partition into a defensive alliance A
and a satisfactory set B, and for all unprotected vertices v ∈ A, v has at least one degree
one neighbor in G, then G has a satisfactory partition.
Definition 40. Given an sp-graph SP = (V,E, s, t), let C1, C2, . . . , Cp be a collection of
connected components in SP − {s, t}. An X-component, is a component Ci where i ≤ p
and Ci is a path x1, x2, . . . , xq, where q ≥ 2, x1 is adjacent to s and t, and the vertices
x2, . . . , xq are all adjacent to either s or all to t, but not both.
Figure 5.4: Example of a graph with an X-component.
Lemma 41. Given an sp-graph SP = (V,E, s, t) with a satisfactory partition (A,B).
Let C be an X-component of SP . Then, either V (C) ⊆ A or V (C) ⊆ B.
Proof. Let the X-component C be a path x1, x2, . . . , xq, where q ≥ 2 and x1 is adjacent
to s and t. Let the vertices x2, . . . , xq be all adjacent to s. Given a satisfactory partition
(A,B), there are two cases:
1. The vertices s and t are in the same set. Without loss of generality let {s, t} ⊆ A.
Since x1 is adjacent to s and t, |N(x1) ∩ A| ≥ 2 and |N(x1) ∩ V (C)| = 1. Thus,
x1 must be an element of A. Moreover, the same will be true for all xi, where
1 < i ≤ q. Therefore, V (C) ⊆ A.
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2. The vertices s and t are in different sets. Without loss of generality, let s ∈ A
and t ∈ B. Assume C ′ = V (C) ∩ B, where C ′ 6= ∅, and V (C) − C ′ ⊆ A, where
V (C)−C ′ 6= ∅. Since V (C)−C and C ′ are not emtpy, ∃u ∈ V (C)−C ′ and ∃v ∈ C ′
such that u and v are adjacent. The vertex v is adjacent to at least s and u in A,
and at most to either t or another vertex in C ′ in B. Therefore, |N(v) ∩ A| ≥ 2
and |N(v) ∩B| ≤ 1 and v is not satisfied. Thus, either V (C) ⊆ A or V (C) ⊆ B.
Lemma 42. Let SP 6∈ {K2, G7, G8} be a series-parallel graph having a parallel compo-
sition, where every degree-two vertex in SP is in a triangle, there are no X-components,
and δ(SP ) ≥ 2. The graph SP has a partition into satisfactory sets.
Proof. Let SP = (V,E, s, t) be the parallel composition of SP1 = (V1, E1, s1, t1) and
SP2 = (V2, E2, s2, t2). If SP 6∈ {K2, G7, G8}, SP has partition into satisfactory sets.
Since SP 6∈ {K2, G7, G8}, SP−{s, t} has at least one non-trivial component. A proof
of the existence of a satisfactory partition of SP is given below.
Case 1: SP −{s, t} has two or more connected components where at least two of them
have two or more vertices. Thus, there exists a decomposition of SP into SP1 and
SP2, where neither is a member of {G1, G2, G7, G8}. Let C = {v ∈ V |NV (v) =
{s, t}}. Assume C ⊆ V1. If {s, t} ∈ E, {s, t} ∈ E1.
1. If dV1(s) ≥ dV2(s) and dV1(t) ≥ dV2(t), then let A = V1 and B = V2 − {s, t}.
Since s and t have at least as many neighbors in A as in B, s and t are
satisfied. The vertices in A − {s, t} do not have neighbors in B; thus, they
are also satisfied. The vertices in B which do not have s or t as neighbors
are satisfied since they do not have neighbors in A. The vertices in B that
are adjacent to either s or t are satisfied since they only have one neighbor in
A. The vertices in B adjacent to both s and t must be part of a component
80
where they have at least one more neighbor; otherwise, they would be in SP1.
Thus, A and B are satisfactory sets.
2. If dV1(s) < dV2(s) and dV1(t) < dV2(t), then let A = V1 − {s, t} and B = V2.
Move the vertices in C to V2 from V1. Notice that this does not violate the
conditions for this subcase. It can be shown that A and B are satisfactory
sets with a similar argument as in the previous case.
3. If dV1(s) ≥ dV2(s) and dV1(t) < dV2(t), let A = V1 − {t} and B = V2 − {s}.
In the set A, s is satisfied since |N(s) ∩ A| = dV1(s), |N(s) ∩ B| = dV2(s) and
dV1(s) ≥ dV2(s). Next, there are two types of vertices in A − {s}: (1) if a
vertex v ∈ A− {s} and N(v) = {s, t}, v is satisfied since |N(v) ∩ A| = 1 and
|N(v)∩B| = 1; (2) if a vertex v ∈ A−{s} and N(v) 6= {s, t}, |N(v)∩A| ≥ 1
and v has at most one neighbor in B, |N(v) ∩ B| ≤ 1. A similar argument
can be made for the set B. Thus, A and B are satisfactory sets.
4. If dV1(s) < dV2(s) and dV1(t) ≥ dV2(t), let A = V2 − {t} and B = V1 − {s}. It
can be shown with a similar argument as in the previous case that A and B
are satisfactory sets.
Case 2: SP − {s, t} has two or more connected components, but only one has two or
more vertices. Thus, there exists a decomposition into SP1 ∈ {K2, G7, G8} and
SP2 that is a series composition of SP2′ and SP2′′ , where the identified vertices are
denoted as x. Define a = dV2(s)− dV1(s) and b = dV2(t)− dV1(t).
1. a ≤ 0 and b ≤ 0; a > 0 and b < −1; or a < −1 and b > 0
(a) If a ≤ 0 and b ≤ 0, let A = V1 and B = V2 − {s, t}. We prove A is a
satisfactory set showing that the two types of vertices in A are satisfied:
(1) If v ∈ {s, t}, |N [v] ∩ A| = dV1(v) − 1 and |N [v] ∩ B| = dV2(v). Since
dV1(v) ≥ dV2(v) + 1, v is satisfied. (2) If v 6∈ {s, t}, v does not have any
neighbors in B and is satisfied. For a vertex v ∈ B, since SP2−{s, t} is a
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non-trivial component, v has at least one neighbor in B, |N [v] ∩ B| ≥ 2.
The vertex v has at most two neighbors in A, |N [v] ∩ A| ≤ 2. Thus, v is
satisfied.
(b) If a > 0 and b < −1, let A = V2 − {t} and B = V1 − {s}. In A, the
vertex s is satisfied since |N [s]∩A| = dV2(s)+ 1, |N [s]∩B| = dV1(s), and
dV2(s) > dV1(s)+1. A vertex v ∈ A−{s} hast at least one neighbor in A,
|N [v] ∩ A| ≥ 2, and at most one neighbor in B, |N [v] ∩ B| ≤ 1. Thus, v
is satisfied. A similar argument can be given to show B is a satisfactory
set.
(c) If a < −1 and b > 0, let A = V1 − {t} and B = V2 − {s}. The argument
to show that A and B are satisfactory sets is similar to the one in the
previous case.
2. a > 0 and b ≥ −1, or a ≥ −1 and b > 0
(a) If V1 6= {s, t}, partition as follows:
i. If a ≥ 1 and b = −1, we have the following cases:
Figure 5.5: From SP to SP ′ when SP1 = P (K2, K2,1)
.
Case SP1 = P (K2, K2,1): If V2′′ = {x, t}, SP is isomorphic to a TTSP
graph with an X-component as can be seen in Figure 5.5. Thus,
we consider the cases where V2′′ 6= {x, t}. If dV2′ (x) ≥ dV2′′ (x), let
A = V2′ and B = V2′′ ∪ V1 − {s, x}. In A, the vertex x has at least
as many neighbors in A as in B. The vertex s is satisfied since
82
a ≥ 1. In B, t has one neighbor in A and two neighbors in B. The
vertices in B − {t} have at most one neighbor in A and at least
one neighbor in B. Thus, A and B are both satisfactory sets. If
dV2′ (x) < dV2′′ (x), let A = V2′ ∪ V1 − {x} and B = V2′′ − {t}. The
vertices in A are satisfied since they have at most one neighbor in
A and at least one neighbor in B. In B, x is satisfied since it has
at least as many neighbors in B as in A. The vertices in B − {x}
are satisfied since they have at most one neighbor in B and at least
one neighbor in B. Thus, A and B are both satisfactory sets.
(a) x ∈ A (b) x ∈ B
Figure 5.6: Examples of partitions when SP1 6= P (K2, K2,1)
.
Case SP1 6= P (K2, K2,1): If dV2′ (x) ≥ dV2′′ (x), let A = V2′ and B =
V2′′ ∪ V1 − {s, x}. In A, x is satisfied since it has at least as many
neighbors in A as in B. The vertex s is satisfied since a ≥ 1. The
vertices in A−{x, s} are satisfied since they do not have neighbors
in B. In B, the vertices are satisfied since they have at most one
neighbor in A and at least one neighbor in B. If dV2′ (x) < dV2′′ (x),
let v ∈ V1 − {s, t}, A = V2′ ∪ {v} − {x} and B = V2′′ ∪ V1 − {s, v}.
In A, if s is not adjacent to x, then |N(s) ∩ A| ≥ |N(s) ∩ B| since
a ≥ 1. If s and x are adjacent and x ∈ B and v ∈ (V1−{s, t})∩A,
|N(s)∩V2′′∩A| = |N(s)∩V2′′ |−1 and |N(s)∩V1∩B| = |N(s)∩V1|−1.
Since a ≥ 1 and |N(s)∩V2′′| > |N(s)∩V1|, |N(s)∩V2′′ |−1 ≥ |N(s)∩
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V1|−1. Thus, |N(s)∩ (V2′ ∪{v}−{x})| ≥ |N(s)∩V2′′ ∪V1−{s, v}|
and A and B are both satisfactory sets.
ii. If a = −1 and b ≥ 1, a partition can be obtained similarly as in the
previous case.
iii. If a ≥ 1 and b ≥ 0, or a ≥ 0 and b ≥ 1, we have the following cases: if
dV2′ (x) ≥ dV2′′ (x), A = V2′ and B = V2′′∪V1−{s, x}. In A, s is satisfied
since a ≥ 0, |N(s) ∩ A| = |N(s) ∩ V2′|, and |N(s) ∩B| = |N(s) ∩ V1|.
The vertex x is satisfied since it has at least as many neighbors in A
as in B. The vertices in A − {s, x} are satisfied since they have at
most one neighbor in B and at least one neighbor in A. In B, the
vertex t is satisfied since it has only one neighbor in A and at least two
neighbors in B. The vertices in B − {t} have at most one neighbor
in A and at least one neighbor in B. Thus, A and B are satisfactory
sets. If dV2′ (x) < dV2′′ (x), A = V2′ ∪V1−{t, x} and B = V2′′ . The sets
A and B can be shown to be satisfactory sets similarly to the previous
case.
(b) If V1 = {s, t}, partition as follows:
i. If a ≥ 1 and b ≥ 1, we have the following cases: if dV2′ (x) ≥ dV2′′ (x),
let A = V2′ and B = V2′′ − {x}. In A, the vertex x is satisfied since it
has at least as many neighbors in A as in B. Since a ≥ 1, the vertex
s is satisfied. The vertices in A − {s, x} are satisfied since they do
not have neighbors in B. If dV2′ (x) < dV2′′ (x), let A = V2′ − {x} and
B = V2′′ . The sets A and B can be shown to be satisfactory sets with
a similar argument as in the previous case.
ii. If a ∈ {0, 1} and b ≥ 1, create a graph SP ′ = (V ′, E ′, s′, t′), where
V ′ = V , E ′ = E, s′ = x2, and t′ = t. From the previously proven cases
of Lemma 42, if SP ′ 6∈ {K2, G7, G8}, SP ′ has a partition into satisfac-
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tory sets. If SP ′ ∈ {K2, G7, G8}, then SP does not have a partition
into satisfactory sets since SP and SP ′ are isomorphic. Note that
SP ′ is the parallel composition of SP2′′ and S(SP2′ , {s, t}) and does
not have an X-component. Thus, SP ′ can be of the type described
in Case 1, 2, except Case 2.2.b of Lemma 42 and the existence of a
partition will not depend on a second reference to Lemma 42.
iii. If a ≥ 1 and b ∈ {0, 1}, create a graph SP ′ = (V ′, E ′, s′, t′), where
V ′ = V , E ′ = E, s′ = s, and t′ = x2. From the previously proven
cases of Lemma 42, if SP ′ 6∈ {K2, G7, G8}, SP ′ has a partition into
satisfactory sets. A similar argument can be made as in the previous
case.
Lemma 43. Let SP = (V,E, s, t) be a series-parallel graph having a series composition,
where every degree-two vertex in SP in a triangle, there are no X-components, and
δ(G) ≥ 2. SP has partition into satisfactory sets.
Proof. Let SP = (V,E, s, t) be the series composition of SP1 = (V1, E1, s1, t1) and SP2 =
(V2, E2, s2, t2), where the identified vertices are denoted as x.
1. If dV1(x) ≥ dV2(x), A = V1 and B = V2 − {x} is a satisfactory partition.
2. If dV1(x) < dV2(x), A = V1 − {x} and B = V2 is a satisfactory partition.
Theorem 44. Let SP = (V,E, s, t) be a series-parallel graph with no X-components. If
SP 6∈ {K2, G2, G5, G6, G7, G8, G9}, then SP has a partition into satisfactory sets.
Proof. If δ(SP ) ≥ 2, every degree-two vertex v ∈ V is in a triangle, SP has no X-
component, and SP 6∈ {K2, G2, G5, G6, G7, G8, G9}, it follows from Lemma 42 or 43
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that SP has a partition into satisfactory sets. Otherwise, construct a graph SP ′ =
(V ′, E ′, s′, t′) from SP as follows: for every degree-two vertex v ∈ V with non-adjacent
neighbors u,w ∈ V , remove v, edges {u, v} and {v, w}, and add the edge {u,w} to E ′.
Remove degree-one vertices as well.
Note that every degree-two vertex in SP ′ is in a triangle and SP is a subdivision of
SP ′. From Lemma 37 and Observation 39, if SP ′ has a satisfactory partition, SP has a
satisfactory partition. From Lemmas 42 and 43, if SP ′ 6∈ {K2, G2, G5, G6, G7, G8, G9} and
does not have an X-component, SP ′ has a partition into satisfactory sets. If SP ′ = G2
and s′ or t′ have a degree-one neighbor, or SP ′ = G7 and s′ and t′ have degree-one
neighbors in SP , then from Observation 39, SP has a satisfactory partition. Otherwise,
SP ′ has a partition into defensive alliances, or a defensive alliance and a defensive (−2)-
alliance.
A partition into satisfactory sets for SP can be shown to exist as follows: since SP is
a subdivision of SP ′, there exists at least one edge {u, v} ∈ E ′ that is subdivided in SP .
Construct a graph SP ′′ = (V ′′, E ′′, s′′, t′′) from SP ′, select an arbitrary edge {u, v} ∈ E ′
that has a subdivision in SP . Remove edge {u, v} and add a subdivision of {u, v} in
SP into u, x1, x2, . . . , xq, v to SP
′′, where q ≥ 1. If there are degree-one vertices in SP ,
add them to SP ′′. Note SP is a subdivision of SP ′′. Thus, if SP ′′ has a partition into
satisfactory sets, then SP has a partition into satisfactory sets. The graph SP ′′ can
be shown to have a satisfactory partition as follows: note that the edge {u, v} can be
of three types: (1) u is a degree-one vertex, (2) u is a terminal and v is a degree-two
vertex, or (3) u and v are both terminals. If {u, v} is of type (1), let A = {u, x1} and
B = V ′′ − {u, x1}. In A, the vertex x1 is satisfied since it has one neighbor in B and
one neighbor in A. The vertex u is satisfied since it does not have neighbors in B. The
neighbor of x1 in B is satisfied since it has only x1 as a neighbor in A and at least one
neighbor in B. Thus, A and B are satisfactory sets. If the edge {u, v} is of type (2), let
A = {xq, v} and B = V ′′ − {xq, v}. In A, xq is satisfied since it has v as a neighbor in
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A and one neighbor in B. The vertex v is satisfied since it has xq as a neighbor in A
and one neighbor in B. Any vertex in B has at most one neighbor in A and at least one
neighbor in B. Thus, A and B are satisfactory sets. A description of the satisfactory
partition of SP ′ is given below for each of the types of edges.
Case 1: SP ′ = G0
The edge {s′, t′} is subdivided into u, x1, x2, . . . , xq, v in SP ′′ where q > 1. Then,
A = {u, x1} and B = {x2, . . . , xq, v} is a partition into satisfactory sets.
Case 2: SP ′ = G2
If the edge {u, v} = {s′, w} or {u, v} = {w, t′} for some vertex w ∈ V ′ − {s′, t′},
then A = {xq, w} and B = V ′′ − {xq, w} is a satisfactory partition.
Case 3: SP ′ = G5
Let SP ′ be the series composition of SP ′1 = (V
′
1 , E
′
1, s
′
1, t
′
1) and SP
′
2 = (V
′
2 , E
′
2, s
′
2, t
′
2).
The edge {u, v} can be of three types:
1. If {u, v} = {s′1, s′2}, then A = {u, x1} and B = V ′′ − {u, x1} is a satisfactory
partition.
2. If {u, v} = {s′2, t′2}, then SP ′′ = G4 and has a satisfactory partition.
3. If {u, v} = {s′2, w} or {u, v} = {w, t′2} for some vertex w ∈ V ′ − {s′, s′2, t′2},
then A = {xq, w} and B = V ′′ − {xq, w} is a satisfactory partition.
Case 4: SP ′ = G6
Let SP ′ be the series composition of SP ′1 = (V
′
1 , E
′
1, s
′
1, t
′
1) and SP
′
2 = (V
′
2 , E
′
2, s
′
2, t
′
2).
The edge {u, v} can be of three types:
1. If {u, v} = {s′1, s′2}, then A = {u, x1} and B = V ′′ − {u, x1} is a satisfactory
partition.
2. If {u, v} = {s′2, t′2}, then SP ′′ = G3 and has a satisfactory partition.
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3. If {u, v} = {s′2, w} or {u, v} = {w, t′2} for some vertex w ∈ V ′ − {s′, s′2, t′2},
then A = {xq, w} and B = V ′′ − {xq, w} is a satisfactory partition.
Case 5: SP ′ = G7
The edge {u, v} can be of two types:
1. If {u, v} = {s′, w} or {u, v} = {w, t′} for some vertex w ∈ V ′ − {s′, t′}, then
A = {xq, w} and B = V ′′ − {xq, w} is a satisfactory partition.
2. If {u, v} = {s′, t′} and no other edge exists in SP ′ that is subdivided in SP ,
then SP ′′ = G2 and does not have a satisfactory partition. If there exists an
edge in SP ′ that can be subdivided in SP , then according to the previous
subcase, SP has a satisfactory partition.
Case 6: SP ′ = G8
The edge {u, v} can be of two types:
1. If {u, v} = {s′, t′}, then SP ′′ = G1 and has a satisfactory partition.
2. If {u, v} = {s′, w} or {u, v} = {w, t′} for some vertex w ∈ V ′ − {s′, t′}, then
A = {xq, w} and B = V ′′ − {xq, w} is a satisfactory partition.
Case 7: SP ′ = G9
Let SP ′ be the series composition of SP ′1 = (V
′
1 , E
′
1, s
′
1, t
′
1), SP
′
2 = (V
′
2 , E
′
2, s
′
2, t
′
2),
and SP ′3 = (V
′
3 , E
′
3, s
′
3, t
′
3). The edge {u, v} can be of two types:
1. If {u, v} = {s′1, s′2}, then A = {u, x1} and B = V ′′ − {u, x1} is a satisfactory
partition.
2. If {u, v} = {s′3, t′3}, then A = {xq, t′3} and B = V ′′ − {xq, t3} is a satisfactory
partition.
3. If {u, v} = {s′2, w} or {u, v} = {w, t′2} for some vertex w ∈ V ′ − {s′, s′2, t′2},
then A = {xq, w} and B = V ′′ − {xq, w} is a satisfactory partition.
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4. If {u, v} = {s′2, t′2}, then SP then A contains s, half of the degree-two ver-
tices in SP ′, and B contains t, the remaining degree-two vertices in SP ′, and
{x1, . . . , xq}. Thus, A and B are both satisfactory sets.
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CHAPTER 6
CONCLUSION
6.1 Conclusion
Even though in recent years problems regarding alliances and alliance partitions have
received some attention, most of the findings have been on bounds of alliance numbers
and on the NP-completeness of decision problems regarding alliances. There has not been
a lot of work on how to overcome the complexity, and thus, the application of alliances
to problems of interest has been limited. In this dissertation, we take knowledge from
parameterized complexity to construct algorithms that are polynomial on the size of the
input and only exponential on a parameter usually small compared to the input size.
We also present a characterization of series-parallel graphs that allow partitions into
alliances and a subclass of series-parallel graphs with satisfactory partitions motivated
by applications in task scheduling.
6.2 Open Problems
A list of open problems on alliances that remain to be solved is given below:
• Find better FPT-algorithm for the defensive alliance problem on general graphs.
• Find better FPT-algorithm for the global defensive alliance problem on general
graphs.
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• Determine if a polynomial size kernel exists for the global defensive alliance problem
on general graphs.
• Determine the parameterized complexity of the balanced r-alliance partition prob-
lem when parameterized by: vertex cover, maximum leaf minimum spanning tree,
pathwidth, feedback vertex set, treewidth.
• Determine the parameterized complexity of the equitable r-alliance partition prob-
lem when parameterized by: vertex cover, maximum leaf minimum spanning tree,
pathwidth, feedback vertex set, treewidth.
• Determine the parameterized complexity of the balanced alliance k−partition prob-
lem when parameterized by: vertex cover, maximum leaf minimum spanning tree,
pathwidth, feedback vertex set, treewidth.
• Determine the parameterized complexity of the following problem:
l-BALANCED r-ALLIANCE PARTITION
Given: A graph G = (V,E), and integers l and r.
Parameters: l and r
Question: Does there exist a nontrivial r-alliance partition (V1, V2) such that
|V1| − |V2| ≤ l?
• Find natural parameters for alliance related problems.
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