Risk classification and survival probability prediction are two major goals in survival data analysis since they play an important role in patients' risk stratification, long-term diagnosis, and treatment selection. In this article, we propose a new model-free machine learning framework for risk classification and survival probability prediction based on weighted support vector machines. The new procedure does not require any specific parametric or semiparametric model assumption on data, and is therefore capable of capturing nonlinear covariate effects. We use numerous simulation examples to demonstrate finite sample performance of the proposed method under various settings. Applications to a glioma tumor data and a breast cancer gene expression survival data are shown to illustrate the new methodology in real data analysis.
Introduction
Survival probability prediction is one important problem encountered in medical studies when the primary endpoint of interest is time to an event. An accurate survival probability prediction can provide useful information for patients' risk prediction and stratification, which is critical in selecting prevention and treatment strategies. In the past few decades, extensive research has been dedicated to survival probability prediction, and various parametric and semiparametric models have been in use for analysis of survival data. Among many available tools, the proportional hazards (PH) model proposed by Cox (1972) has become the most popular model for survival probability prediction due to its flexibility and simplicity. A key assumption of the PH model is that the hazard ratio corresponding to different covariates is constant over time, which however may not hold in real applications. For example, in a randomized study for glioma tumor (Piantadosi, 1997) , it was found that the estimated survival curves using the Kaplan-Meier method (Kaplan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
New Methodology
This section describes a new class of large-margin methods for risk classification and survival probability prediction in censored data analysis. These two problems have different goals but are closely related to each other. In the machine learning context, they are respectively treated as "hard" vs "soft" classification problems and useful for different purposes (Wahba, 2002) .
Risk Classification
Consider a survival study of n subjects. Let T i and C i denote the failure time and the censoring time of the i th subject, respectively, and let Z i ∼ Z be the associated p-dimensional vector of covariates. The observed data are denoted by ( T i , δ i , Z i ), where T i = min(T i , C i ) and δ i = I(T i ≤ C i ). Throughout the paper we assume that T i and C i are independent given Z i . In many disease studies, it is critical to accurately predict whether a patient can survive t years based on his/her covariate information, for some value t. For subject i , define Y i = 2I(T i > t) − 1. In other words, Y i = +1 represents a"low risk" class while Y i = −1 represents a "high risk" class. Given a patient's covariate value z, define p t (z) ≡ P (T > t|Z = z) = P (Y = 1|Z = z), the conditional t-year survival probability given z.
The primary goal of risk classification is to learn a decision function f : Z → {−1, +1} using the training sample. From the standard learning theory, the Bayes rule assigns a subject with covariate z to +1 class (low risk) if p t (z) ≥ π, and to −1 class (high risk) otherwise, where π ∈ (0, 1) is a value chosen to minimize the expected misclassification cost. Most standard classification tools are designed to estimate the Bayes rule by first obtaining the probability estimator p t (z) and then constructing the decision rule asf (z) = sign{p t (z) − π}. For example,p t (z) can be an estimator given by logistic regression. Alternatively, some hard classifiers like SVMs can directly estimate the sign of the Bayes rule.
When there is censoring in data, the true label Y i 's are not observable for subjects who are censored before time t. This missing data caused by censoring makes it difficult to learn the classification boundary. Define the observed label
denote the survival function of censoring times given the covariate z, i.e., G(t|z) = P (C i > t|Z i = z). We then have
where G(t − |z) is the left limit of G(·|z) at t. For any given π, we propose to learn the risk classification rule f π ∈ F by minimizing the regularized IPCW-wSVM loss
whereĜ(t|z) is a consistent estimator of G(t|z), F is some function space containing f π , J(·) is a measure of function complexity, and λ is a tuning parameter which balances the fit to data and the penalty term. In (1), each data point
is assigned with a weight 1 − π or π, depending on whether T i > t or T i ≤ t. The subscript π in f π is used to emphasize that the solution is associated with the weight parameter π. The IPCW technique has been widely studied in survival analysis (e.g. Koul et al., 1981; Fan and Gijbels, 1994; Cheng et al., 1995 Cheng et al., , 1997 Fine et al., 1998; Lu and Li, 2011) . Typically, the survival function of censoring times is usually estimated by the Kaplan-Meier method based on the assumption that censoring times are independent of both failure times and covariates. This assumption is reasonable for some clinical studies where study subjects are well followed and the majority of censoring is due to administrative censoring. However, it may be restrictive for some applications. Alternatively, a semiparametric model, like the PH model, can be posited for censoring times and used to estimate G(t|z) based on the fitted model. The estimator is consistent as long as the model is correctly specified, though the nonparametric flavor of IPCW-wSVM is somewhat compromised. In our numerical studies presented in Sections 4 and 5, we use the Kaplan-Meier estimator for the survival function of the censoring times.
The optimization problem (1) provides a general framework for learning risk classification rules, allowing one to fit both linear and nonlinear classifiers. For linear classification, we assume f π (z) = b π + β π z and J(f π ) = β π 2 . To achieve nonlinear classification, we assume f π (z) = b π + h π (z), where h π (z) is a function belonging to some function space, say, a reproducing kernel Hilbert space (RKHS) H K associated with kernel K(·, ·) and norm · H K , and J(f π ) = h π 2 H K . By the representer theorem (Kimeldorf and Wahba, 1971) , the solution to (1) has a finite representation form, i.e.,
, where c π = (c π,1 , · · · , c π,n ) and K is the Gram matrix whose i jth entry is K(Z i , Z j ). This leads to J(f π ) = c π Kc π and (1) can be written as the following equivalent optimization problem,
The estimated classification rule isf π (z) =b π + n i=1ĉ π,i K(z , Z i ), whereb π andĉ π,j 's are the solution to (2). The regularization problem (2) can be further transformed into its dual form and solved by quadratic programming (QP). Computation details are provided in Section 3. Next we provide theoretical justifications for (1) by Lemma1 . In particular, we show that the IPCW-wSVM is Fisher consistent for censored data risk classification, as it directly estimates the Bayes rule sign{p t (z) − π}. Lemma 1. Provided thatĜ(t|z) is a consistent estimator of G(t|z) for any t ∈ [0, τ ] and G(τ |z) ≥ > 0 for any covariate value z, where τ is the maximum follow-up time and is a constant, the IPCW-wSVM loss converges to
in probability as n → ∞.
Proof of Lemma 1 is straightforward and omitted here. Lemma 1 essentially extends the Fisher consistency result in Wang et al. (2008) from the non-censored data context to censoring situations. Following the similar arguments of Lin (2002) , when λ is properly chosen and the RKHS is rich enough, we can show that the IPCW-wSVM classifier given by (2) is consistent to sign{p t (z) − π}.
Survival Probability Prediction
In survival analysis, the survival probability p t (z) = P (Y = 1|Z = z) is another important measure to assess a patient's survival status. In this section, we develop a mode-free procedure to estimate p t (z) by aggregating multiple classification rules learned from (1). The procedure consists of two steps: we first train a series of classifiersf π (z) by solving (2) with various weights π's from 0 to 1, and then extract the probability information from those decision rules.
Specifically, consider a set of grid points 0 = π 1 < π 2 < . . . < π m < π m+1 = 1. For each j = 1, · · · , m + 1, we train the risk classifierf π j (z) by solving (2). In theory, for any fixed z, the quantity sign{p t (z) − π} is monotonically decreasing in π. This implies that p t (z) must fall into one of the intervals [π j , π j+1 ], which satisfies sign{p t (z) − π j } = 1 and sign{p t (z) − π j+1 } = −1. In other words, there exists a unique j such that sign{f π i (z)} = 1 for i ≤ j and sign{f π i (z)} = −1 for i > j. Based on this fact, a reasonable estimator for p t (z) would be the average of π j and π j+1 . With finite samples, due to numerical variability in solutions, there is no guarantee on the monotonicity of sign{f π (z)} in π. So we estimate p t (z) by
, where π * = arg max π j {sign{f π j (z)} = 1} and π * = arg min π j {sign{f π j (z)} = −1}, following the suggestion of Wang et al. (2008) . A detailed step-by-step description is given as follows. 4 Stat 2012, 00 1-14 Prepared using staauth.cls
Step 1. Set π j = (j − 1)/m, j = 1, . . . , m + 1.
Step 2. Train a series of IPCW-wSVM classifiersf π j (z) by solving (2) for j = 1, . . . , m + 1 with different π j 's.
Step 3. Estimate the label of z for each π j by sign{f π j (z)}.
Step 4. Find π * = arg max π j {sign{f π j (z)} = 1} and π * = arg min π j {sign{f π j (z)} = −1}. Construct the t-year survival probability estimator asp t (z) = 1 2 (π * + π * ).
The estimatorp t (z) is a model-free probability estimation procedure, since it does not require any parametric or semiparametric assumption on the survival time distribution or the hazard function. It is easy to see that, as m increases, the interval that covers p t (z) becomes narrower. The larger m is, the better accuracy is achieved in estimating the survival probability; on the other hand, the computational cost is higher. In our simulation studies, m is set to be 100, which gives satisfactory results for the considered scenarios. When t is smaller than the smallest observed failure time, the estimated survival probability is equal to 1 for all subjects since no one is assigned to -1 class.
Computation and Tuning
In this section, we first present an effective computation algorithm to train the IPCW-wSVM classifier. Then the issue of parameter tuning issue will be discussed.
Computation Algorithm
. For simplicity, we drop the subscript π in (2) and rewrite the problem as
By introducing a set of non-negative slack variables ξ i 's, (4) can be formulated into equivalent problem
subject to
It is easy to show that (4) and (5) produce the same solution (b, c) for any given λ. Next, we solve (5) via Lagrange multipliers by considering the following primer function
where α i ≥ 0 and γ i ≥ 0, i = 1, . . . , n. By setting the derivatives of L p equal to zero, we obtain the stationary conditions
. 
This leads to the dual problem which maximizes a quadratic function with respect to α i 's
subject to the stationary and KKT conditions (6) and (7). The dual problem can be solved by quadratic programming (QP). After obtainingα i 's, we computeĉ i 's andb aŝ
.
To learn the survival probability, we repeat the above procedure for all of the π j 's.
Choice of Tuning Parameter
The tuning parameter λ plays an important role in determining the accuracy of survival probability estimation and future prediction. In order to choose a proper λ, we use the following criterion based on a tuning data set (
Here
is an estimate of the censoring time survival function based on the tuning data. A grid of λ values are considered, and the one which minimizes (8) is chosen as the best tuning parameter. When there is not a tuning data set available, we suggest to compute (8) based on cross validation. In the simulation studies, we generate a tuning data set and select the optimal λ for any given π. For real data applications, five-fold cross validation is used. Our numerical results suggest that the tuning based on (8) works effectively.
Simulation Studies

Risk Classification
We first demonstrate performance of the proposed IPCW-wSVM method for risk classification. As commonly done in literature, we use π = 0.95 as a critical cut-point to distinguish high-risk and low-risk subjects. That is, subjects with t-year survival probability greater than 0.95 are considered as low-risk class, while subjects with t-year survival probability smaller than 0.95 are classified as high-risk class.
We compare three estimators: IPCW-wSVM, PH, and PO, which are evaluated under the following five scenarios 
where Λ(t|Z) is the cumulative hazard function for subjects with covariates Z, F 0 is a cumulative distribution function, and S 0 and Λ 0 are the corresponding survival and cumulative hazard functions. Note that when β = γ, the generalized YP model becomes the PH model; when γ = 0, it becomes the PO model; when β and γ have opposite signs, it may have crossing hazard functions.
In the cases of PH and PO models, we use the general transformation model H(T ) = −β T Z + to generate survival times, where H(t) = −1 + log[0.1{exp(0.5t) − 1}], β = (1, 1) , and is independently and identically distributed. For the PH model, follows the standard extreme value distribution, i.e. the hazard function of is given by λ (x) = exp(x). For the PO model, follows the standard logistic distribution, i.e. λ (x) = exp(x)/{1 + exp(x)}. For the generalized YP model, we set Λ 0 (t) = t in (9) and let β = (1, 1) and γ = (−1, −1) . In Cases 1 to 3, we consider two covariates Z = (Z 1 , Z 2 ) , which are generated from the multivariate normal distribution with mean 0, variance 1 and correlation ρ = 0.5. In Cases 4 and 5, we generate the survival times from the PH and PO models with the covariate
2 ) , β = (0.5, 0.5, −2, 1, −1) , and ρ = 0.1. For each case, we generate the censoring times from a uniform distribution on [0, τ ], where τ is chosen to yield the censoring rate of 15% or 40%. In our method, the Kaplan-Meier estimator is used for estimating the survival function of the censoring times. The sample size of the training data is taken as n = 200 or 400. For each scenario, an independent tuning data set of size n is used to choose the best tuning parameter. Another independent test data set of size 1000 is generated to evaluate the prediction performance. We perform risk classification with π = 0.95 using the IPCW-wSVM method with the radial basis kernel at three time points, such that the low risk proportion is around 0.65, 0.3, and 0.15 accordingly for Cases 1-3, and around 0.8, 0.35 and 0.25 for Cases 4-5. For comparison, we also report the classification errors given by the standard PH and PO models, where the predicted classification label is determined by 2I(Ŝ(t|Z) > 0.95) − 1. HereŜ(t|Z) is the predicted survival probability fitted by PH or PO model. Tables 1 and 2 present the average misclassification rates calculated over 100 replications for the methods under comparison. The numbers in parentheses are the standard errors. We have the following observations. In Case 1 where PH model is true, the PH estimator is the best (which is expected) and the PO estimator is overall the second best. The IPCW-wSVM estimator can be slightly better, close to, or worse than the PO estimator, depending on the sample size and the reference time points. This is not that surprising, since it is known that the PO model can well approximate the PH model if the PH model is the true model, especially when the censoring proportion is high. When n = 400, the IPCW-wSVM estimator is very close to the PO estimator. Actually, when the sample size n increases to 600 (not reported here), we observe that the results begin to favor the IPCW-wSVM estimator compared with the PO estimator. In Case 2 where the PO model is true, the PO estimator is the best. The IPCW-wSVM is the second best and it consistently beats the model-misspecified PH estimator. In Cases 3, 4, 5, where either the true model is YP with crossing hazards or the covariates have nonlinear effects, the IPCW-wSVM estimator is consistently the best among the three; its advantages over the standard PH and PO estimators are substantial. These results suggest the robustness and flexibility of the IPCW-wSVM classifier for complex data, largely due to its model-free nature. Note that the proposed framework does not require prior knowledge or strong assumption on the explicit functional form of . survival time. When the sample size n increases, we observe that the misclassification rate of IPCW-wSVM decreases.
We also note that performance of IPCW-wSVM stays stable when the censoring rate increases.
Survival Probability Prediction
We now demonstrate the performance of the IPCW-wSVM in survival probability prediction. For the PH model, we set β = γ = (1, 1) and Λ 0 (t) = t in (9); for the PO model, we set β = (1, 1) , γ = (0, 0) and Λ 0 (t) = log(t + 1) in (9); for the generalized YP model, we set Λ 0 (t) = t and choose β = (1, 1) and γ = (−1, −1) , which introduces crossing hazard functions. For the PH or PO model with quadratic effects, we use the same settings as in Section 4.1 except that H(t) = log(t). We consider the sample size n = 100 and 200. We compute the estimates of the survival function,Ŝ(t|z), at a few reference time points using the proposed IPCWwSVM estimator with a radial basis kernel. In our simulations, the set of reference time points T are taken as the 1/6, · · · , 5/6 quantiles of the survival times in the training data. In order to assess the prediction performance of the estimates, we calculate the mean square root of the aggregated squared error (MRASE) as 1 1000
, where Z * 1 , · · · , Z * 1000 are 1000 independent copies of the covariates that are generated following the same distribution as the training data. Under each setting, we report the mean MRASE for each method over 100 simulations. For comparison, we also include the mean MRASE for the estimated survival functions based on the standard PH estimator with all covariates. The results are summarized in Table 3 . The numbers in the parentheses are the standard errors of mean MRASE over 100 runs. From Table 3 , we can make several observations. First, when PH model is the true model, the estimates based on the PH model have much smaller mean MRASE than the IPCW-wSVM fits, which is expected. Second, when PO model is the true model, it is a little surprising to observe that the estimates based on the PH model, which is a misspecified model, give smaller mean MRASEs than the IPCW-wSVM. By studying the numerical results more carefully, we note that though the estimated regression coefficients are biased, the estimated survival functions given by the PH are close to the true curves. This implies a certain degree of robustness of the PH estimator in estimating survival probabilities as long as the deviation from the PH model assumption is not severe. Third, when the true model is the YP model with crossing hazards, the IPCW-wSVM shows much better prediction performance than the PH estimator by exhibiting much smaller mean MRASE. This suggests flexibility of the IPCW-wSVM for predicting survival probabilities under complex situations, say, the models with crossing hazards. This finding is also observed form the analysis of the glioma tumor data given in Section 5.1. Furthermore, when the true model is PH or PO with quadratic effects, the IPCW-wSVM outperforms the standard PH estimator which mis-specifies the functional form for covariates.
Data Applications
Survival Probability Prediction for Glioma Tumor Data
We first consider the glioma tumor data (Piantadosi, 1997) application. The data is from a randomized study of 222 patients with gliomas. One major goal is to test the safety and efficacy of the treatment of implanting the polymer with Carmustine (BCNU) at the tumor site after surgery in order to prolong the exposure of drug. Among 222 patients, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Copyright c 2012 John Wiley & Sons, Ltd. 110 were assigned to the treatment group receiving BCNU polymers and 112 were assigned to the control group receiving polymers with placebo. Following Liu et al. (2008) , we only focus on a subgroup of 148 patients with the tumor type globastoma. Among them, 76 patients were in the treatment group and 72 were in the control group. The endpoint of interest is the death time. Except for three patients, all subjects died before the end of the study. Liu et al. (2008) analyzed the data and found that the estimated Kaplan-Meier curves for the two treatment groups crossed at around the 50th week. Here we fit the data using the PH estimator and the proposed IPCW-wSVM estimator with the treatment indicator as a covariate, and use Kaplan-Meier estimates as the gold standard for comparison. The tuning parameters in the IPCW-wSVM method are chosen using 5-fold cross validation based on (8).
The fitted survival curves given by the IPCW-wSVM (blue color) are shown in the left panel of Figure 1 , while those by the PH estimator (red color) are in the right panel of Figure 1 . For comparison, the Kaplan-Meier curves (black color) are given in both panels of Figure 1 . The survival curves for the treatment group (group 1) are plotted by dashed lines while those for the control group (group 0) are plotted by solid lines. From the Kaplan-Meier curves, the BCNU treatment has beneficial effect for the short-term survival, but it eventually becomes worse than the control group. Also, the fitted survival curves using the IPCW-wSVM are very close to the Kaplan-Meier curves and they can capture the crossing hazard pattern at nearly the same time point as for the Kaplan-Meier curves. However, the fitted survival curves based on the PH estimator show obvious deviation from the Kaplan-Meier curves and are not crossing due to the underlying PH model assumption. In addition, we calculate the sum of squared error (SSE) of the fitted survival curves compared with the Kaplan-Meier curves for the treatment and control groups, which is defined as
where T 0 and T 1 are the sets of all the observed failure times for the control and treatment groups, respectively, and S KM (t|Z = 0) andŜ KM (t|Z = 1) are the Kaplan-Meier curves for the control and treatment groups, respectively. The SSE of the IPCW-wSVM method is 0.082, while the SSE of the PH model fit is 0.173. All these results suggest that the IPCW-wSVM method has a better prediction of survival probabilities than the PH fit when there are crossing hazards/survival curves.
Risk Classification for Breast Cancer Data
Here we consider the analysis of a breast cancer data set from Van Houwelingen et al. (2006) . Survival times and gene-expression measurements for 4,919 genes were collected for 295 patients with breast cancer, among which 73.2% of the survival times were censored. We randomly divide 295 subjects into a training set of size 200 and a testing set of size 95. We pre-select the top 70 most significant genes based on p-values of the Wald test of the marginal PH model with a single gene. We compare three methods: the IPCW-wSVM estimator using radial basis kernel, the standard PH estimator, and the standard PO estimator. Five-fold cross validation is used to determine the tuning parameters.
To evaluate the accuracy of risk classification, we use the receiver operating characteristic (ROC) curve and the area under the curve (AUC) for censored survival data as studied in Heagerty et al. (2000) . Here the predicted survival probability is considered as the risk marker. An ROC curve demonstrates the true positive (TP) rate (or sensitivity) and the false positive (FP) rate (or 1−specificity) of a test at all the critique values. For survival data, an ROC curve is determined by {(TP t (c), FP t (c)) : c ∈ [0, 1]}, where TP t (c) = P {Ŝ(t|Z) < c|T ≤ t}, FP t (c) = P {Ŝ(t|Z) < c|T > t}. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Here t is the reference time of interest, which is set to be 40% and 80% percentiles of all the death times for illustration, i.e. 3.2 years and 6.5 years for the breast cancer data. To construct the ROC curves, the TP t (c) and FP t (c) are estimated based on the testing data following the method of Heagerty et al. (2000) . The 3.2-year and 6.5-year ROC curves for the considered three estimation methods are shown in Figure 2 . The corresponding AUCs are also provided under the plots. Based on the ROC curves and the AUCs, the IPCW-wSVM shows much better risk classification performance than the standard PH and PO fits.
Discussions
In this paper, we proposed a machine learning framework for risk classification and survival probability prediction in censored data analysis. The proposed IPCW-wSVM method does not rely on any model assumption or the specification of the function form of the covariate effects, so it provides a flexible alternative to popular survival models. In this paper, the focus is on the point estimate of survival probability. The estimation of its standard error is a challenging topic and needs further investigation. 
