Abstract: We propose a sparse coefficient estimation and automated model selection procedure for autoregressive (AR) processes with heavy-tailed innovations based on penalized conditional maximum likelihood. Under mild moment conditions on the innovation processes, the penalized conditional maximum likelihood estimator (PCMLE) satisfies a strong consistency, O P (N −1/2 ) consistency, and the oracle properties, where N is the sample size. We have the freedom in choosing penalty functions based on the weak conditions on them. Two penalty functions, least absolute shrinkage and selection operator (LASSO) and smoothly clipped average deviation (SCAD), are compared. The proposed method provides a distribution-based penalized inference to AR models, which is especially useful when the other estimation methods fail or under perform for AR processes with heavytailed innovations [13] . A simulation study confirms our theoretical results. At the end, we apply our method to a historical price data of the US Industrial Production Index for consumer goods, and obtain very promising results.
Introduction
The autoregressive (AR)(p) process is one of the most fundamental time series models that have been extensively studied and applied in different fields. One major role that AR models play in the analysis of time series is the use of autoregressive representation of a stationary time series. While theoretically, such representation "will give answers to many problems" ( [1] ), in practice, however, any AR process, being an approximation to what is observed in reality, must allow for an arbitrary magnitude of the order p, in order to achieve a satisfying approximation (see e.g. [24] ). Autoregressive moving average (ARMA) process is one of such "stationary time series" that can be represented by an infinite order AR process. Inferences to the ARMA models are usually made by fitting a long-order AR model to the data, which is viewed as a truncation of the AR(∞) representation. See [27] , [15] , [16] , [20] , among others. Moreover, the need for long range dependency in the economic and financial data analysis also calls for the application of long-order AR processes. For instance, the autoregression-based approximation to the autoregressive fractionally integrated moving average (ARFIMA) processes is considered as an efficient and desirable method to make inferences of the long-memory ARFIMA models. See [16] and [24] , for a partial list of references. Nevertheless, traditional model selection procedures based on criteria such as FPE [3] , AIC [2] and BIC [26] are not efficient in fitting long order AR processes, especially when the AR process has a sparse structure.
In this paper, we propose an automated and efficient model selection procedure which is based on penalized conditional maximum likelihood for AR processes. The shrinkage estimators have a long history. See [28] , [25] and [5] , for examples. Technically, such estimators could obtain the shrinkage feature via the minimization of a loss function plus a penalty term, with the loss function being the least squares or the negative log likelihood in the usual cases. The existence of a suitably chosen penalty induces zero elements in the estimates, resulting in a simultaneous model selection procedure, while the parameters are being estimated. In the past two decades, a great deal of literature has been devoted to investigating such techniques, and a large number of penalty functions have been proposed including LASSO [29] , SCAD [10] , adaptive LASSO [33] . See [11] , [12] , [19] , [32] , [21] , and [31] for a partial list of references. Although these techniques have been thoroughly studied and widely applied in the independent data settings, their performances in the time series context have not been studied very much. In this paper, we propose a penalized sparse estimation for AR (p) models and thus develop a new model selection procedure. Based on conditional likelihood, our PCMLE is especially useful when the time series model has heavy-tailed innovations. This is striking since the regular methods fail or under perform for AR processes with heavy-tailed innovations [13] . Asymptotic properties of our PCMLE, regarding both estimation accuracy and model selection consistency, are investigated under the general conditional likelihood framework and mild conditions for the innovations and the penalty functions.
Our theoretical results are two-fold. First, we give strong consistency of the PCMLE in Theorem 1 under weak conditions on the innovations and the penalty functions. In particular, we only require the sequence of penalty functions to be uniformly equicontinuous and converging to zero. The conditional maximum likelihood estimators with either LASSO or SCAD penalties enjoy the strong consistency. Second, we show that under certain regularity conditions on the innovations and the penalty functions, including the existence of the fourth moment of the innovations, the PCMLE of the coefficients are N −1/2 consistent in probability. Furthermore, we derive the what have been known as "oracle properties" in the literature in Theorem 2 for this N −1/2 consistent PCMLE: 1) The coefficients whose true values are zero are estimated to be exactly zero with probability going to one. This property, referred to as sparsity, guarantees that the optimal model will be chosen with probability going to one. 2) The PCMLEs for the nonzero coefficients satisfy a multivariate central limit theorem, which states that asymptotically the estimated non-zero coefficients obtain the same efficiency as if the true sparse structure were known in advance. This immediately relaxes the constraint on the magnitude of the order p, as enlarging p will no longer bring in proportionally more burden on the estimation efficiency. The PCMLE with SCAD penalty, but not with LASSO penalty, have the oracle properties. All these properties are confirmed by simulations with Gaussian and non-Gaussian innovations. Finally, we give a detailed discussion and rule of thumb on how the sample size should be adjusted, in order to minimize small sample risk and achieve optimal performances.
In this paper, we shall use the following conventions: the notation || · || is used for the L 2 norm; the notation ⇒ denotes weak convergence; X n = o P (1) is used for the convergence to zero in probability; and the bold face letters denote vectors. Besides, we denote by X n = O P (1) a sequence of random variables {X n } bounded in probability (see e.g., Definition 3.3, [30] ). Throughout the paper, we assume the order p is fixed, and does not increase with sample size N.
The rest of the paper is organized as follows: Section 2 formally introduces our methodology and results. We discuss the performances of the PCMLE with two popular penalties, LASSO and SCAD, in Section 3. Simulation results are reported in Section 4, which include simulations with both Gaussian and non-Gaussian innovations. We demonstrate our method with a real data analysis in Section 5, which shows improved performances over the traditional MLE and FPE based model selection. We finish with a conclusion in Section 6. Proofs of our results are collected in Section 7. Useful lemmas and their proofs are deferred to the Appendix.
Main results
In this paper we study the PCMLE of the AR(p) model
Let Θ be the space of parameter vectors θ = (
T be the underlying parameter vector, and σ(X t−1 , · · · , X t−p ) be the σ-algebra generated by the random variables
Here we take the convention log 0 = 0. As in the literature, the PCMLE of θ is defined aŝ θ :=θ λN := argmax θ∈Θ {L(θ) − N P λN (θ)}, (2.2) where P λN (θ) is a penalty function and λ N is a tuning parameter. Further, denote
We will make the following assumptions for all the results in this section. 
Under the conditions from the first part, the second part of Assumptions 1 is equivalent to the causality of the time series AR(p), i.e., there exists a sequence of constants {a i } such that [6] ). It is clear that this time series is weakly and strictly stationary with EX t = 0. Denote the autocovariance function by γ(h) = Cov(X t , X t+h ) = EX t X t+h . Let g(z) be the density function of Z. Observe that f t (x) = g(x − p j=1 φ j X t−j ). Therefore,
Especially,
The next theorem gives the conditions such that the PCMLEθ λN has strong consistency. Usually the vector θ 0 = (φ 1,0 , · · · , φ p,0 ) T has some zero components. Without loss of generality, we assume that the underlying parameter vector θ 0 = (φ 1,0 , · · · , φ p,0 )
T has s zeros and these zeros are the first s parameters. Then we write
With the same rearrangement,
The results in the rest of this section need the following extra assumptions.
Assumptions 2.
1. Z has a finite fourth moment.
.
We only require the existence of the fourth moment of the innovation in the assumptions. Therefore our results are good for AR processes with heavy tails also. For example, the t distributions with degree of freedom df > 4 satisfy all the conditions in Assumptions 2. The algebra is tedious but routine.
In the following propositions and theorem, the penalty function P λN (θ) has the form
Assumptions 3. The assumptions on the penalty p λN (|φ|) are 
for some constant C.
This proposition gives the sparsity of the N −1/2 consistent estimator, i.e., the coefficients whose true values are zero are estimated to be exactly zero with probability tending to 1. The next proposition is useful to provide the N −1/2 consistent PCMLE. Under Assumptions 3, if the quantity a N defined in Assumptions 3 satisfies a N = O(N −1/2 ), the local maximizerθ of Q(θ) in Proposition 2 is a N −1/2 consistent PCMLE of θ. Therefore, from Proposition 1, this estimator has sparsity, i.e., with probability tending to 1 the estimates of the zero coefficients are zeros,θ 1,0 = 0. We list this conclusion as the first part of the following theorem. Further, we show that the estimates of the non-zero coefficients satisfy an asymptotic normality in the second part of this theorem.
Under assumptions 1, 2 and 3, the local maximizerθ = (θ
Here the constant C(g) is given by (2.5).
Discussion
In this section we discuss two popular penalties, SCAD ( [10] ) and LASSO ( [29] ). The Smoothly Clipped Average Deviation (SCAD) is defined by its first derivative as follows:
where a > 2 is the second tuning parameter. More precisely,
The Least Absolute Shrinkage and Selection Operator (LASSO) is defined as the absolute value of the parameter with a scaling parameter λ N . That is, p λN = λ N |φ|. For both LASSO and SCAD penalty, λ N ≥ 0.
To have the strong consistency as in Theorem 1, we require that {P λN (θ)} be uniformly equicontinuous and P λN (θ) → 0 as N → ∞ for each θ ∈ Θ. This condition is satisfied simply by setting λ N → 0 for both SCAD and LASSO penalties. Therefore, PCMLE with either LASSO or SCAD penalty enjoys the strong consistency.
Recall the definition of a N in Assumptions 3. For LASSO, a N = λ N . To have Assumptions 3, we need N 1/2 a N → ∞. This is a contradiction with a N = O(N −1/2 ). Therefore, from what we have proved, there is not enough evidence to claim that the PCMLE (2.2) with LASSO penalty has the oracle properties. For SCAD, it is easy to verify that p λN (|φ|) ≥ 0, p λN (0) = 0 by (3.2). From (3.1), we have lim inf
and p
Therefore,
Hence, for the sequence {λ N } with λ N → 0 and 
Simulation study
In this section we look at the performances of the two penalties, SCAD and LASSO, by numerical experiments. The simulations are two-fold. On one hand, we simulate data from AR(p) models which contain only zero and "large" non-zero parameters. The non-zero parameters are "large" in the sense that they are well above the order of O(N −1/2 ), and therefore have very little risk to be mistakenly shrunk to 0 by the penalty. The performances of MLE and PCMLE are compared. On the other hand, we also consider the cases when some "small" non-zero parameters are involved in the model. That is, some non-zero parameters are smaller than O(N −1/2 ). Just as we expected, the numerical results show no statistical difference between the zero parameter and the "small" non-zeros.
We get a preliminary estimate of the coefficients by the usual MLE, which is next used as the initial value for the PCMLE algorithm. In the literature, there are two algorithms to compute the PCMLE, both of which are based on polynomial approximations of the penalty functions and eventually lead to a modified Newton-Raphson algorithm. The earlier one is the Local Quadratic Approximation (LQA) method proposed in [10] . This algorithm essentially iteratively uses the Ridge penalty which does not produce zero estimates [14] . In practice the zeros are picked out heuristically rather than by the algorithm. This is a drawback since a parameter stays at zero after it is determined to be zero at some iteration. A later improvement for the LQA is the Local Linear Approximation (LLA) method proposed in [34] , which iteratively computes the PCMLE with sparsity. Furthermore, the employment of the LLA offers the convenience to take advantage of many standard LASSO algorithms, by which LLA is computationally much more efficient than LQA. We therefore choose LLA to compute our PCMLE, specifically, the one-step LLA sparse estimator proposed in [34] . The first 80 percent of the sample is used to compute the PCMLE of the coefficients, and the tuning parameters are chosen by maximizing the unpenalized likelihood on the remaining 20 percent of the sample.
We first simulate the following AR(5) model with sample size N=1000,
Here, the innovation process {Z t } is generated from standard normal distribution independently. Notice that 0.2 is well above the threshold O(N −1/2 ). It is also easy to verify that such a combination of coefficients satisfies part 2 of Assumptions 1, the causality. Table 1 reports a detailed result comparing the performances of MLE, LASSO PCMLE, and SCAD PCMLE. The error refers to the L 2 norm of the difference between the estimated coefficients and their true values. The std refers to the standard error calculated by the sandwich formula [10] . It is clear that the SCAD PCMLE detects the zero coefficients. The LASSO PCMLE fails to identify one zero coefficient. In addition, SCAD PCMLE has improved estimation errors and standard errors. We repeat the above process with N = 1000 for 100 times independently, and the results are summarized in Table 2 . The probability to be identified as 0 is calculated by the sample portion of the 100 trials for each coefficient. The average bias is the absolute difference between the mean value of the 100 estimates and the corresponding true value. The LASSO PCMLE is relatively conservative in terms of sparsity. Consequently, approximately for only 1/3 of the 100 times does the LASSO PCMLE correctly identifies each of the zero coefficients. In comparison, this proportion increases to approximately 3/4 for SCAD PCMLE. Especially, the sample probabilities of correctly getting 2 zeros for LASSO and SCAD PCMLE are 0.2 and 0.61 respectively. The observed biases of SCAD PCMLE are also smaller than those of LASSO PCMLE. We calculate the sample probability to get 0 estimate out of 100 independent trials for the two zero coefficients φ 2,0 , φ 4,0 , respectively and simultaneously, at sample size N=1000, 1500, 2000, 2500, 3000, 3500, 4000, and draw it as a function of N in Figure 1 . For SCAD PCMLE, the probability for each of the two zero coefficients increases from around 0.7 to almost 0.95, as sample size grows from 1000 to 4000. Whereas for LASSO PCMLE, this proportion mostly varies between 0.3 to 0.4, and does not increase significantly as sample size increases. The contrast is even sharper when looking at the probability of getting both zeros. For SCAD PCMLE, it increases from 0.51 (N=1000) to 0.9 (N=4000). However, for LASSO PCMLE, it merely fluctuates around 0.2, never reaching 0.3. We further consider the following model:
That is, φ 3,0 and φ 5,0 now have order O(N −3/4 ) for some fixed N , which is smaller than O(N −1/2 ). By the foregoing discussion, they may not be detectable from the non-zeros by the PCMLE. Same as before, we carry out 100 independent experiments to estimate the coefficients in model (4.2) using LASSO/SCAD PCMLE. Consistently, there is no problem with φ 1,0 . It is well above 0, and both LASSO and SCAD penalties distinguish it from 0 for the 100 experiments. Figure 2 plots the sample probability of zero estimates as a function of sample size for the other four coefficients. Notice that, statistically, there is no more difference between the two non-zero coefficients φ 3,0 , φ 5,0 and φ 2,0 , φ 4,0 shown in the plots. The four plots, referring to the four coefficients, look almost identical.
Finally, we consider models with student t innovations. It is easy to check that the density of t distribution with degree of freedom greater than 4 satisfies all the conditions in Theorems 1 and 2. Therefore the PCMLE is expected to perform as well as that for the normal innovations. We simulate samples with length N = 1000, and the degree of freedom of the T distribution df = 2, 5. The estimation results of MLE, LASSO PMLE and SCAD PMLE are presented in Table 3. The error refers to the L 2 norm of the difference vector between the estimated coefficients and their true values. For df = 2, when the condition of Theorem 2 is not satisfied, the errors of SCAD PMLE are even higher than those of MLE.
Application to real data
In this section, we apply the penalized conditional likelihood method to analyze the US Industrial Production Index for consumer goods from January 1939 to August 2010 (www.economagic.com). The dataset consists of totally 860 seasonally adjusted monthly observations. We use the first 800 observations for in-sample estimation, and the last 60 for out-of-sample forecast. The first order differencing is applied to the original series to get rid of the linear trend. We fit three AR(p) models (p = 20, 25, 30) using both the MLE and the SCAD PMLE. An AR(p) model with an optimal order p = 24 chosen by the Final Prediction Error (FPE) criterion [2] is also included in the comparison. After the model is fitted, the differencing is converted and all forecast values are constructed for the original series. We use two criteria, Mean Absolute Error (MAE) and Root Mean Square Error (RMSE), to evaluate the forecasts. In this example, we choose forecast steps k = 1, 6, 12. Let m denote the total number of forecasts during the period for which the actual value X(t) is known, and F (t) denote the forecast value. Then, as in the literature, the MAE and RMSE are defined as:
The comparative results for the forecasts of all the combinations of models and methods are summarized in Table 4 . The forecast errors of the SCAD PMLE are consistently smaller than those of the MLE for all the three models considered. The forecasting performances of the associated AR(24) model chosen by FPE are also shown here for the purpose of comparison. All the three AR models fitted by SCAD PCMLE, AR (20) , AR(25), AR(30), have sparsity. Whereas the AR models fitted by regular MLE or the AR(24) model selected by FPE do not have any zero estimates at all. The coefficient estimates from all the models and methods are listed in Table 5 . As seen from this table, lag 24 is very significant. This is why the FPE chooses 24 as the best order. However, the cost of choosing such a long-order AR model has obviously resulted in a poor prediction accuracy as can be seen from Table 4 . The SCAD PMLE picks up only 6 significant lags: 2, 3, 9, 18, 23, 24, which has helped improve the prediction accuracy significantly. Also, the forecasting errors of SCAD PMLE are quite stable, except that for p = 20 the forecasting errors are relatively higher, because one significant lag, lag 24, is excluded from the model.
Conclusion
In this paper, we propose a new sub-model selection procedure for AR(p) models based on penalized maximum likelihood estimators of the coefficients. We prove that the resulting sparse PCMLE for the coefficient profile is both strongly consistent and locally N −1/2 consistent under mild conditions. More importantly, under slightly additional conditions, we establish an oracle properties for the sparse estimator, analogous to the one by [10] for independent observations. It says that the zero coefficients are estimated to be exactly zero with probability going to one, and the estimates for the non-zero ones are estimated as efficiently as if the true sub-model were known in prior. This property, together with the overall consistency, guarantees that the optimal sub-model is selected with probability tending to one, and the estimation efficiency for the selected coefficients gets improved by reducing from the full model to the sub-model. What is the most important, these are all done by running the model once, saving a great deal of computational cost from traditional sub-model selection methods.
Although the asymptotic theorems look ideal, finite sample performances could be very different and even misleading. In order to give more guidance for practical use of our method, we provide with a thorough discussion on the finite sample properties. We suggest to get some preliminary information on the magnitude of the non-zero estimates and design the sample size accordingly before running the PCMLE. This way, satisfactory results can be achieved, with possibly the smallest amount of observations. 
Proofs

Proof of Theorem 1
We prove by contradiction. See a similar method to show strong consistency in [18] . Ifθ λN does not converge to θ 0 almost surely, there exists a η > 0 such that the set F = {ω : lim sup N →∞ θ λN (ω) − θ 0 ≥ η} has a positive probability. Since Λ := Θ ∩ {θ : θ − θ 0 ≥ η} is compact, for every ω ∈ F , there exists a convergent subsequence {θ λN i (ω)} such that
It follows that lim sup .2) is from the conditions on the penalty function. We have (7.3) from Lemma 1 since the first part of Assumption 1 implies E log + |Z| < ∞. On the other hand,
by the condition on the penalty function and Lemma 2, part 1. Therefore, El t (θ 0 ) ≤ E sup θ∈Λ l t (θ) with a positive probability. But sup θ∈Λ l t (θ) = l t (θ Λ ) for some θ Λ ∈ Λ by the the continuity of l t (·). This is a contradiction with Lemma 2, part 2 since ||θ Λ − θ|| ≥ η > 0.
Proof of Proposition 1
We follow the pattern of the proof of Lemma 1 in [10] . However, in our case, the estimation of the orders is completely different from theirs. We are considering a dependent case while theirs is for i.i.d. random variables.
To show Q(0
imsart-generic ver. 2011/11/15 file: ar_model2012-4.tex date: May 3, 2012 Here, θ * is between θ and θ 0 . By the observation (2.3), it is easy to see that
imsart-generic ver. 2011/11/15 file: ar_model2012-4.tex date: May 3, 2012 Therefore, the first term of (7.6) is
In the second term of (7.6),
First, we estimate the order of (7.7), the first term of (7.6). Since
and for s < t
we have
. By Chebyshev's inequality, we have
Next we estimate the order of the second term of (7.6).
by the assumptions on g.
is finite by the assumptions on g and Lemma 4. Notice that E
< ∞ by Cauchy- converges to 0 in probability. Besides, N t=p+1 X t−j X t−i /N converges to γ(j − i) in probability by the ergodicity of (2.1). See the ergodicity of (2.1) in the proof of Lemma 1. Therefore,
Hence, the second term of (7.6) has order O P (N 1/2 ). Besides,
3. Therefore, the first three terms of (7.6) have order O P (N 1/2 ) by the condition on θ. By the conditions on λ N and p ′ λN (φ j ), the last term N p ′ λN (|φ j |)sgn(φ j ) is dominating the other three terms in (7.6). (7.5) is established. This completes the proof.
Proof of Proposition 2
This theorem is a version of Theorem 1 in [10] for dependent random variables. We sketch the proof for completeness. Let
To show the existence of a local maximizer with ||θ−θ 0 || = O P (b N ), for any η > 0, it is sufficient to have P (sup ||u||=C Q(θ 0 + b N u) ≤ Q(θ 0 )) ≥ 1 − η for some large constant C . In our case,
g(Zt) X t−p ) T , and the matrix
X t−i X t−j . By (7.11), we have ∂L(θ0) ∂φj
Notice that a ij = O P (N ) by (7.12) . Therefore, the second term has order O P (N b Let Σ be the non-negative definite p × p matrix with the entry γ(j − i) at row j and column i , 1 ≤ i, j ≤ p. Again by (7.12) , H(θ 0 )/N converges to −C(g)Σ with C(g) ≥ 0. Therefore the second term is non-positive with probability tending to 1. This finishes the proof of the proposition.
Proof of Theorem 2
We only need to show the second part. Letθ = (0,θ 1,1 ) be the N −1/2 consistent local maximizer of Q(θ) with ∂Q(θ) ∂φj = 0 for j = s + 1, · · · , p. Then we have
Here the o p (N ) in the second term is from Lemma 3 and the N −1/2 consistency ofθ 1,1 . The o p (1) in the last term is from the property of p
be the gradient vector and M ′′ (θ 0,1 ) be the second partial derivative Hessian matrix of L(θ) at θ 0,1 . Then the matrix form of (7.13) is
Divided by √ N , together with some algebra, we have
Therefore, to have the second part of Theorem 2, we only need to prove
. By Cramér-Wold device, it is enough to have
for any vector λ = (λ s+1 , · · · , λ p ) T with ||λ|| = 0. Let F t be the σ-algebra σ(X 1 , · · · , X t ) and E t (·) := E(·|F t ) be the conditional expectation.
is a Martingale since
Now we can use the Lindeberg condition given in [8] for the Martingale central limit theorem. First, we verify the condition (1) on page 60 in his paper.
→ 1 in probability (7.16) and
→ 1 in probability (7.17) for any s + 1 ≤ j < k ≤ p. (7.16) and (7.17) are true from the ergodicity of (2.1). See the ergodicity of (2.1) in the proof of Lemma 1. Now we verify the Lindeberg condition as in [8] . Let P t (·) = P (·|F t ) be the conditional probability. For any ǫ > 0,
By a similar argument as in Lemma 3,
The Lindeberg condition is satisfied. Finally, the variance in the central limit theorem (7.14) is from the calculation (7.15). This finishes the proof.
Appendix
Lemma 1. Assume the AR model (2.1) is causal, E log + |Z| := E{max(0, log |Z|)} < ∞ and g(z) is continuous. Let Λ be a compact subset of the parameter space Θ. Then {sup θ∈Λ l t (θ)} is strictly stationary, ergodic and
T be the vector of p + 1 random variables. Recall (2.3). To emphasize the dependence of l t (θ) on X, denote l t (X, θ) := l t (θ) = log g(X t − p j=1 φ j X t−j ). Then l t (X, θ) is continuous by the continuity of g(z). We claim that sup θ∈Π l t (X, θ) is continuous with respect to X, for any compact subset Π ⊂ Λ. Assume by contradiction that sup θ∈Π l t (X, θ) is not continuous at X (0) . Then there exists an ǫ > 0 such that for all δ > 0, there exists a X (1) ,
imsart-generic ver. 2011/11/15 file: ar_model2012-4.tex date: May 3, 2012 By the continuity of l t (X, θ) with respect to θ = (φ 1 , · · · , φ p )
T , sup θ∈Π l t (X, θ) is attained in Π for each X and each compact subset Π of Λ. Denote
Without loss of generality, assume l t (X (1) 
This is a contradiction with the continuity of l t (X, θ) with respect to X. Hence sup θ∈Π l t (X, θ) is continuous with respect to X, for any compact subset Π ⊂ Λ. Consequently sup θ∈Π l t (X, θ) is B measurable, where B is the Borel σ-algebra on R p+1 . This verifies the second condition of Theorem 3.10 in [23] . The other two conditions are obvious by the continuity of l t (X, θ). Besides, Λ is a compact set in Θ. Therefore, by Theorem 3.10 of [23] , there exists a B measurable function
Since the AR(p) model (2.1) is causal and E log + |Z| < ∞, (2.1) is strictly stationary by Theorem 1 in [7] . On the other hand, (2.1) is ergodic: Z t has a continuous density function g(z) implies that its law is absolutely continuous with respect to the Lebesgue measure on R. Therefore, (2.1) is strong mixing ( [22] ) and then is ergodic (problem 24.3, [4] ). By (8.1) and the continuity of g(z), the time series {sup θ∈Λ l t (θ)} is strictly stationary and ergodic (Theorem 36.4, [4] ). Therefore, lim sup Proof. 1. Recall l t (θ 0 ) = log g(Z t ) from (2.4). Then |El t (θ 0 )| = |E log g(Z)| < ∞. By the law of large numbers,
2. First, we show E log g(Z + C) ≤ E log g(Z) for any constant C and the equality holds if and only if C = 0. Recall g is the density function of Z. Obviously, the equality holds if C = 0. If C = 0, by the strict concavity of the logarithm function, E log g(Z + C) − E log g(Z) = E log g(Z + C) g(Z)
< log E g(Z + C) g(Z)
= log g(z + C)dz = 0. [23] . We provide the proof here for completeness. Now let X = (φ 1,0 − φ 1 )X t−1 + · · · + (φ p,0 − φ p )X t−p . Since Z t is independent of X, by (8.2), we have
El t (θ) = E log g(X t − φ 1 X t−1 − · · · − φ p X t−p ) = E log g(X t − φ 1,0 X t−1 − · · · − φ p,0 X t−p + (φ 1,0 − φ 1 )X t−1 + · · · + (φ p,0 − φ p )X t−p ) = E log g(Z t + X) = E{E(log g(Z t + X)|X)} ≤ E(E log g(Z t )) = E log g(Z t ) = El t (θ 0 ).
This completes the proof.
Remark 1.
In the case Z, Z t ∼ N (0, 1),
Obviously, the second part of Lemma 2 is true in this case. Therefore,
Then by Markov's inequality, the desired result follows. Proof. Under the causality condition, X t = ∞ j=0 a j Z t−j for a sequence of constants a j with ∞ j=0 |a j | < ∞. Without loss of generality, we assume that Taking expectations on both sides, we obtain:
for any positive integer m. Now, Obviously, Y t := k−1 j=0 a j Z t−j + ∞ j=k (a j + a j−k )Z t−j is also a causal linear process with innovation {Z t }. Since EZ 4 t < ∞, it follows that EY 4 t < ∞. This proves the desired result. An alternative proof of this Lemma can be given by using a similar argument as in (8.3) .
