Introduction
Compositionality is considered one of the most desirable characteristics of a formal semantics, since it provides a foundation of program verification and modular design. The difficulty in obtaining this property depends upon the operators for composing programs, the behaviour we want to describe (observables), and the degree of abstractness we want to reach. A compositional model is called fully abstract (with respect to some operators and observables) if it identifies programs that behave in the same way under all the possible contexts. A fully abstract model can be considered to be the semantics of a language: all the other compositional semantics can be reduced to it by abstracting from the redundant information. Fully abstractness is important, for instance, for deciding correctness of program transformation techniques. If a fully abstract model distinguishes the transformed program from the original one then the transformation is not correct (in the sense that it does not preserve the same behaviour under composition).
In the field of logic languages there are basically two operators for composing programs: the conjunction of goals and the union of clauses. The observables are usually related to the finite result: success, failure, and computed answer substitutions. For Concurrent Logic Languages compositionality has been studied mainly with respect to the conjunction of goals, whilst union of clauses has been considered only in simple cases (union of disjoint programs [GCLSSS] , and union of nicely intersecting programs [GMSS9] ). This is rather natural since in a concurrent framework the main operation is the parallel composition of processes. On the other hand, the class of observables has to be enriched by suspension (or deadlock) .
The main problem of compositionality in concurrent languages is the description of deadlock behaviour. For languages like CCS and TCSP it is well-known that sequences are not sufficient, and that, on the other hand, trees contain too much control information to be fully abstract. In order to abstract from redundant branching information encoded by the tree structure different approaches have been proposed. The most well known consist of defining an appropriate equivalence relation on trees (see, for instance, bisimulation [MilSO] ), and of grouping the branching information in failure sets [BHR84] . In general, failure set semantics is more abstract than bisimulation and it is proved to be fully abstract in the case of TCSP.
Until now, with respect to compositionality, Concurrent Logic Languages have been regarded just as a particular case of the classic paradigms. Therefore, the problem has been approached by the standard methods. De Bakker and Kok ([dBKSS] , [KokSS] ) and De Boer et. aI. ([dBKPRS9a] , [dBKPRS9b] ) use tree-like structures labeled with functions on substitutions. More simple treelike structures, labeled by constraints, are used by Gabbrielli and Levi ([GL90] ) and by Saraswat and Rinard ([SR89] ). In [GCLS88j and in [GMS89j the authors approach the problem of fully abstractness by refining the failure set semantics of TCSP.
Let us try to argue why we think that Concurrent Logic Languages require a completely different approach. The communication mechanism in Concurrent Logic Languages is based on the production and consumption of bindings (substitutions) on shared variables. We can translate a CCS process by interpreting the action a as the production of a binding on a variable :Co and the complementary action a (in CCS parallel processes synchronize on complementary actions) as the consumption of this binding. The main difference is that the behaviour of complementary actions is not symmetrical as it is in CCS and in TCSP. Indeed, the production of a binding can always proceed, whilst the consumption has to wait. In other terms, the communication mechanism of concurrent logic languages is intrinsically asynchronous. The following example shows that this leads to an essentially different deadlock behaviour 1. 
P2 cannot. In the case of asynchronous communication however, both processes have the same
IThe tenn deadlock is used here with its classical meaning in the theory of concurrency. In concurrent logic programming, this kind of deadlock can correspond both to failure or to n"pen"ion (whilst, in the current terminology, it is associated only to "u"pen.sion). In example 1.1 it correspond to "u"pen"ion. [GMS89j. ask(t = u) represents the consumption of a substitution satisfying the equation t = 1.1, whilst tell(t = 1.1) represents the production of the most general substitution satisfyingt = u, and I is the commit operator). Figure 1 illustrates this example.
In logic programming PI and P2 cannot be distinguished by p.
This example indicates that in the asynchronous case the failure set semantics (at least as it is defined in [BHR84] ) is not abstract enough. The essence of this redundancy relies in the following observation: ExalllpJe 1.2 In the asynchronous case, PI ::= a(b+c) is equivalent to P2 ::= ab+ac under every context. This is due to the fact that the choice present in PI does not depend upon the environment. After the production of a, PI can proceed to produce either b or c in the same way as P2. This last remark indicates a possible way to solve the problem. Given a sequence of substitutions representing the computation of a process with respect to an arbitrary environment, we add the information about who is the producer of each substitution, the process or its environment. If the substitution obtained from such a sequence does not provide the process with the necessary information to proceed then it will deadlock assuming that the environment does not produce any bindings anymore. The composition of different processes then simply amounts to verifying that the assumptions made by one process about its environment are indeed validated by the other processes.
We will show that we can describe compositionally the behaviour of a process by means of a Plotkin-like transition system, labeled by input-output substitutions. The behaviour of the possible environments are modeled by transitions labeled with input substitutions. This kind of transition step does not occur in the usual transition system for CCS, and it allows here to obtain directly a compositional operational semantics based on (sets of) sequences. These sequences are essentially different from the scenarios of [Sar85], where input substitutions correspond to assumptions about the environment which are necessary for the process to proceed. As a consequence, compositionality is there obtained only for the success set. The input-output sequences we use have been introduced in [GCLS88] as one component of the domain of the denotational semantics, the other ingredient being the suspension set. Because of what is stated above, this first component would have already been sufficient to define there a compositional (hence denotational) semantics.
The language described in [GCLS88] contains non-monotonic test predicates. However the real intricacies of the asynchronous and declarative nature of communication in logic languages come to surface in the monotonic case. Here even the sequences contain too much information about the particular order of production of bindings, information that cannot be sensed by monotonic contexts. This is mainly due to the fact that monotonic contexts cannot be specified to ask (only) a specific amount of bindings, they can always proceed when more bindings are provided. We will define therefore a refinement of the transition system, based on some additional steps that allow to abstract from the particular order of productions by buffering them in a kind of active store. Active is meant here in the sense that it can produce bindings itself. The monotonic case has also been investigated in [GMS89] . However the model presented in that paper is based on a refinement of failure set semantics, via some equivalence relation based on simulation of sequences.
In our paper we give a fully abstract semantics for a class of Flat Concurrent Logic Languages. This class will be denoted by HC(A, T), where HC stands for Horn Clauses and A, T are parameters which denote the set of primitives that can occur in the guards. We consider the following (Ask, Tell) . A model that is compositional for a language is compositional also for the sublanguages, but not vice-versa. On the other side, with respect to fully abstractness the situation is just the reverse. Therefore each case must be considered separately. However we show that the fully abstract compositional model is the same for all these languages.
The plan of the paper is the following: In the next section we introduce some basic notions. In section 3 we give the syntax and an informal operational semantics of the class of languages we study. Then we present a compositional semantics based on a Plotkin-like labeled transition system. In the last section we present a refinement of this semantics which is fully abstract.
Preliminaries
In this section we briefly recall some basic notions and results about substitutions and unification. We will use (mainly) the terminology of [Apt88] 
Unification
The notion of unification can be given, equivalently, either with respect to a set of sets of terms [Ede85, Ll087] , or with respect to a set of equations [LMM88, Apt88] . We choose the second approach.
An equation is an expression of the form t = u, where t and u are terms. The set of sets of equations, with typical element E, will be denoted by Eqn. A set of equations E is unifiable iff there exists 19 such that for all t = u in E, t19 = u19 holds, where = is the syntactic identity on terms. 19 is then called an unifier of E. The set of all the unifiers of E will be denoted by unif(E). The set of all the most general unifiers of E is given by mgu(E) = {19 E unif(E) 1'119' E unif(E). 19::; 19'}. It is well known that all the most general unifiers of a set E are equivalent, and this explains why, in the literature, we often find the terminology "the mgu of E".
Given a substitution 19 the associated set of equations will be denoted by £(19).
Constraints on the Herbrand Universe
A constraint system is essentially a system of partial information that supports the notion of consistency and entailment. 
The class HC(A, T). Syntax and informal operational semantics.
The (parametric) sets A and 7 specify the set of primitives used in the guards. We restrict here to the following cases: A = 0 or A = Ask, and 7 = 0 or 7 = Tell. program P is a (finite) set of clauses. An atom A in a goal G is seen as an (AND-) process. If A is of the form tell(E) then:
• if E is unifiable then A succeeds producing the substitution ii = mgu(E), and the remaining goal G \ A is instantiated by ii.
• if E is not unifiable then A and the whole goal fails If A is an atomic formula, its computation proceeds by looking for a candidate clause in W.
Definition 3.1 Let A be an atomic formula and let C == H -g) :g,/ E be a clause in P, renamed in order to have no variables in common with A. Then the clause C
• is candidate if
3ii 2 such that g2U is solved by ii" where 17 = iiii).
• suspends if (l) is satisfied but (2) is not satisfied, or (1), (2) and (3) are satisfied but (4) is not satisfied.
• fails in all the other cases.
If there are candidate clauses, then the computation of A commits to one of them (i.e. no backtracking will take place), A is replaced by Eu11 2 , and the rest of the goal is instantiated by 11,. If all the clauses for A fail, then A and the whole goal fail. If no clauses are candidate and at least one clause suspends, then A suspends. A can be resumed when its arguments get bound by other processes in the goal. If all the processes in the goal suspend, then the goal suspends.
A compositional operational semantics for HC(A, T).
To define the meaning of a goal in terms of its subgoals, we describe the behaviour of a goal as a sequence of interactions with its environment. Interactions are modeled as input/output substitutions. An input substitution is provided by the environment, whereas an output substitution is produced by the goal itself.
Definition 4.1
• The set 0/ input substitutions is Substl = {til I ti E Subst}.
• The set 0/ output substitutions is Substo = {ti° I ti E Subst}.
• The set o/input/output substitutions, with typical element ti', is SubstlO = SubstlUSubsto.
The operational semantics we define is based on a transition system T labeled on Subst 10. The configurations of T are pairs consisting of a goal and an infinite set of fresh variables (representing the variables still available for the renaming mechanism). To obtain a compositional operational semantics we need a compositional renaming mechanism. We propose the following (formal) solution. Let Pit Var) be the set of all the infinite sets of variables. We assume the existence of a partitioning function Part:
and, moreover, we assume ,) . In this way we can split the "available variables" among the subgoals so to avoid clash of variables among the subcomputations. Table 1 gives the rules for T describing the "successful" computation steps. We call them computation rules. 
.'
The rule Cl describes the normal atomic reduction step. The symbols C,B,u, and t9 2 are the ones of definition 3.1, whilst Pv denotes the program P renamed with the variables in V.
The rule C2 describes the output of the substitution satisfying an atom of the form teli(E). Note that in the case of HC(A, 0) this is the only rule that allows to produce bindings on the (shared) variables of the goal.
The rule C3 describes the input of a substitution produced by the external environment. Note that t9 is any substitution, namely it represent a free assumption on the environment. In other words, it does not depend upon what the goal needs to proceed, and whet,her or not it will fail after this input. This is the point in which our transition system essentially differs from the semantics described in [Sar85] and in [GMS89] , and this is why our sequences contain information enough to allow for compositionaiity.
Finally, C4 describes the transition of a goal in terms of the transitions of the subgoals. Note that this is the rule that allows to check that the input assumptions really correspond to the outputs done by the environment. Table 2 and table 3 illustrate the rules for failure and suspension respectively. We need to introduce in our configurations the symbols fail and susp, with the obvious meaning. 
where A is either an atomic formula or tel1( E) 
The operational semantics 0 based on this transition system T delivers sets of sequences s of input/output substitutions, ended by a termination mode. We denote the set of these sequences as Seq = SubstIO'.{ss,if,dd,.L}. The set SubstIO', with typical element c, denotes the sequences of substitutions generated during the computation, whilst the symbols ss, if, and dd represent the possible ways in which a process can terminate: success, failure and suspension (or deadlock) respectively. Sequences ending in .L will denote unfinished computations. The symbol" will denote an element ranging over the set {ss, if, dd, .L}.
We need first to introduce a technical notion: the restriction operator. Intuitively) this operator restricts the substitutions in the sequences generated by a goal A to only those bindings which affect the variables of A. This is not really necessary to achieve compositionality here) but it is a step towards fully abstractness) since) intuitively) we must identify an those processes that only differ for the assignments to the local variables (no contexts can distinguish them). Moreover) if V is the set of local variables available for the computatio11 of A, we must abstract from all those sequences that are of the form c.{)l.s such that {) introduces a variable in V that has not yet been introduced by c. 
We can now define the operational semantics. 
Note that this definition is recursive. We consider CJ as the least fixpoint of the transformation 
] instead of O[A](V).
Note that in this definition we pick up the sequences entirely composed by output substitutions. This amounts to require that each substitution we observe has been really produced. It is easy to see that this notion of observables, based on T, correspond to the set of finite results (computed answeer substitution, termination mode) that can be derived by the classical operational semantics described in section 3.
To show the compositionality of the operational semantics we define the parallel composition II. This operator, first introduced in [GCLS88] , allows to combine sequences of input/output substitutions that are equal at each point, apart from the labels, so modeling the interaction of a process with its environment. It corresponds to apply iteratively the rule C4 of the transition system T. Proof Notice that the parallel composition operator models consecutive applications of the rule C4 of the transition system. We end this section by noticing that 0 is also a denotational semantics, since it is compositional and it is defined as the fixpoint of an (higher order) operator.
HC(A, T).
The operational semantics defined in the previous section is not fully abstract, this is due mainly to the fact that it enforces synchronization between the producer and the consumer. This synchronization consists in that a substitution produced by an atom has to be consumed at the same time by the other atoms of the goal. To abstract from this phenomenon we will define some closure conditions on sets of sequences of elementary substitutions. The fully abstract denotational semantics 1) then will be based on the transition system T plus these closure conditions.
We first introduce the notion of an elementary substitution. P4 c,.11, [mgu(f( 11 2 f(11,) )) ~ ran (11,) . The first condition expresses that there is no direction involved in the communication of substitutions, that is, a substitution produced can also be consumed. The condition P2 expresses that a input substitution received after the production of a substitution can also be received before. The following condition states that a input substitution preceded by a output substitution can be produced when the environment provides the instantiated output substitution. On the other hand the condition P4 expresses that when the environment provides less information than the process is able to produce the additional information then can be produced by the process itself. Condition P5 states that successive input (output) substitutions can be replaced by a equivalent sequence of substitutions. This equivalence is defined in such a way that local variables can be added and deleted. Here is the definition of the denotational semantics D. 
D[D](V) D[tai/](V) D[susp](V) D[A](V) D[.,41, .,4,](V)
{c.O': 0' =1-,ss, and c contains only input substitutions} {1-,ff}
6 The correctness of V The first question is now the correctness of V, i.e., whether it distinguishes enough. In other words, if two processes that have the same denotational semantics give also the same observables. We show this by defining a transition system T', which adds to T some rules that model the closure conditions. Essentially T' describes the asynchronous communication by the use of a store of bindings. Substitutions produced are communicated to this store. The consumption of a substitution then consists of retrieving this substitution from the store. The store is modeled by adding to a goal constructs of the form store(E), which is to be interpreted as that the equation E is present in the store. 
3Z (E; 1\ ... E~)]
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With respect to the transition system T' we modify the rule C1 so that the output substitution of the guard is added to the store. Rule C2 is modified such that instead of producing the mgu of a set of equations of a tel/ construct these equations are added to the store. In the rule C3 A can now also be of the form store(E). It is important to note that the failure rules remain the same, as a consequence inconsistencies in the store do not lead to failure. The rule C5 allows to add information about the terms occurring in the goal to the store. The rule C6 describe how a store can resolve itself into a equivalent one. The rule C7 describes the retrieval of a substitution from the store. The last rule describes the partial consumption of substitutions, i.e., it allows the retrieval of some information from the store by a single atom of a goal. We illustrate this by a simple example.
Example 6.1 We show how to derive p(a),q(x), store(x = a) from the goal p(x), q(x), tell(x = a). (As it plays no role in this example we forget about the set of fresh variables.)
,0 This partial consumption may lead to additional failures, but these occur as inconsistencies in the store, and are as such not visible in the final result.
Given this transition system T' we define 0' a follows:
where the transtition relation is defined with respect to T'.
To prove the correctness of D we show that
Dec(O[A](V» ~ V[A](V) ~ O'[A](V)
and 
Result(O[A](V» = Result(O'[AHV»
Dec(O[AHV» ~ V[A](V)
Proof Let <1> be a continous operator with its least fixed point DecoO (DecoO[A] 
(V) = Dec(O[A](V»).
It suffices to prove that <1>(V) ~ V. We proceed by induction on the complexity of the goal A. , v(ClosureA, v({Dec{1?') .
<1>(V)[A](V)
= _ d l - Dec(rA,v({19 l .V[B](W) : (A, V) -(B, W)} U {.i})) = _ ill -
rA,v({Dec{1?').V[B](W): (A, V) -(B, W)}
U {.i}) ~ rA
V[ii](W): (A, V) ~ (B, W}) U {.il» = V[A](V)
And, for A = A" ..12 :
v( ClosureA,V(r A,V( {Dec(I1').V[B,](W,) II V[B,](W2): (A, V)
-> (B, W)} U {.i} ))) = ( rA"v,({Dec(I1").VIBd(Wd: (A" V,) ~ (B" W,)} u {.i}) ) rAv(ClosureAV II )c " l - - (}l'J - - r A "v,({Dec(11 '.V[B2](W,): (A2' V2) ~ (B2' W,)} U {.i}) r A,
v( Closurq,v(V[A,](V,) II V[A,](V,))) = V[A](V)
Here B" B2 = Band (W" W,) = Part(W). Some remarks are in order here:
1. The fourth equality holds because the operation TS W occurs in the scope of r A v and as such it is not so difficult to see that it can be deleted.
'
The first inclusion holds because W ~ V and V \ W = var(B) \ var(A).
The fifth equality holds because of the property r A,V( Closurq,v(X)) = r A,V( Closure A,V(r A,v (X))),
X arbitrary, which we leave the reader to verify.
The sixth equality holds because
Furthermore we note that TA' A' V can be split ted into r A v and TA-v due to the renaming 1, 'J, , I 2, :2 mechanism.
To prove that for every goal A and set V we have that V[A](V) ~ O'[A](V) we have first to
verify that 0' satisfies the closure conditions.
Proposition 6.5 For every goal A and set V we have r A v(Closurq v(O'[A](V))) = O'[A](V)
, , 
Proof
{JI {o _ (A, V) ---> (Aii, V) ---> (Bii o l1, 11, store(E 2 11 0 11 , 11), W) C2 Let (0 I'JI
(tel/(E), V) ---> (store(E), V) ---> (store(E{}), V)
Obviously we then have 
C8 Finally, the last case:
Let 1? = {y/t'} and z E V correspond to y. We have
Note that in this case we have generated additionally a binding to a local variable. This however does not matter as this binding can be deleted by the restriction operator. The main point is that an input substitution made after an application of C8 can also be made before it.
This concludes the case of P2.
P3 Let -)
). Applying rule C6 and C8 we have
By the restriction on the variables Z we may assume that Z n var(Am+d = 0. 
Theorem 6.6 For every goal A and set V we have V[A](V) <; O'[A](V)
Proof Let <I> be a continous operator with its least fixed point V. It suffices to show that for every goal A and set V we have
<I>(O')[A](V) <; O'[A](V).
Using proposition 6.5 this is proved by a straightforward induction on the goal A.
Finally we have to establish that for every goal A and set V we have
ResuItA(O[A](V)) Result A(O'[A](V)). By proposition 6.4 and theorem 6.6 we have Result A(O[A](V)) <; Result A(O'[A](V)).
To relate T and T' we define a transition system T, which is obtained from T by introducing the constructs of the form store(E) and adding the rule 
. ~ (B, W).)
Proof
We proceed by induction on the length of the derivation in T. 
(E(mgu(E)) U E(mgu(E'mgu(E))) mgu(E)mgu(E'mgu(E))
From the above we infer (uoud[t?o] and E,uoO"It?o = E,(O"oO"d[t?o] ) (due to the renaming mechanism t?o does not affect the variables of E,).
Given the above proposition about the system T we can prove the following relation between the sytem T and T'. (AI, . .. , li'u, . .. , An, store(E 2 with 11' = 11,11". From this it is easy to obtain (in T) Al, ... ,p(z), ... ,An,store(z=t) (Al, ... ,p(z), ... ,store(z=t), V\ {z}) -' (li,W) with 11 1 ..1' = 11 1 ..1" where A' = AI, ... ,p(z), ... ,An,store(z=t) . Applying again propostion 6.7 we 
where do = mgu(x = t). Follows immediately from the induction hypothesis. Proof Straightforward, given proposition 6.8.
The full abstractness of V
In this section we prove the full abstractness of V with respect to our observation criterium. To formulate the full abstractness of V we introduce the notion of an initialized program P; A. We will write V[P; A] to make explicit that we consider V [A] , the meaning of the goal A, with respect to the program P.
In the following definition we give, given a sequence s and set of variables V, the construction of a context, that is, an initialized program C(s, V) E HC(0,0), which will recognize the sequence s. The set of variables V are supposed to denote the set of variables of the initial goal for which s is a computation plus the varuables introduced by input substitutions of s. Zi-l, Xi+I, •.. ,xn,y}) .
The following proposition essentially states that a context C( s, V) indeed recognizes the sequence s. However, to state this proposition we need first to introduce the notion Visible (V, c) which gives the set of variables which can be "reached" from the set of variables V by the sequence '.c',.,,/ E V[P,;p.] 
(W).
Now we apply the induction hypothesis yielding ,,~ .... . ,,; '.c; E Glosurey,w(c,) ' (it is not difficult to check that the conditions for applying the induction hypothesis are indeed satisfied). We conclude c' E Glosurey,w("f ..... o-;'.c;}<;; Glosurev,w(c) . c = {x/t}Oc,: we distinguish the following three cases:
1. We have c' E GlosureY, w(l1f·· . l1i·c; ) such that 11, ... 11 k (x) = tli', with {)' = (11, ... 11')1 dome .'), and c\ .a E V [P,; p,l1, ... 11.] ( W'), for some W' ~ W. This case is treated in a similar way as above, making additionally use ofP!.
We have
Applying the induction hypothesis (again, it is not difficult to verify that the conditions for applying the induction hypothesis are indeed satisfied) gives us u~ ... u{. Dec(ul).c', E Closurev,w'(c,) . Proof Straightforward induction by the number of applications of the closure conditions, making use of the fact that the conditions mirror themselves in the following sense: if c is derived from c' by an application of, say, PI then c' can be derived from c using PI again. In this way it is easy to see that PI, P2 and PS mirror themselves. On the other hand, P3 and P4 mirror each other.
Finally, we can prove the main theorem: Closurew,w, (p(c) ). So by proposition 7.4 we derive p(c) E Closurew,w, (c' 
Conclusion
We have studied in this paper the asynchronous nature of the communication in Concurrent Logic Languages. We have shown that to obtain a fully abstract semantics for these languages a quite different approach is required than for the imperative concurrent languages like CCS. One of the main differences consist in the description of deadlock behaviour. In Concurrent Logic Languages deadlock depends upon the past behaviour of a process, whereas in languages like CCS deadlock essentially depends upon the current state of the system as described by the failure sets.
A future research topic consist of generalizing the result to Concurrent Constraint Programming Languages. Another interesting line of research is to define a framework to study asynchronous communication in a more abstract setting.
