Abstract. We establish the singularity with respect to Lebesgue measure as a function of time of the conditional probability that the sum of two one-dimensional Brownian motions will exit from the unit interval before time t, given the trajectory of the second Brownian motion up to the same time. On the way of doing so we show that if one solves the one-dimensional heat equation with zero condition on a trajectory of a one-dimensional Brownian motion, which is the lateral boundary, then for each moment of time with probability one the normal derivative of the solution is zero, provided that the diffusion of the Brownian motion is sufficiently large.
Main results
Fix some constants σ, σ 1 > 0 and consider the equation
where w · and b · are independent one-dimensional standard Wiener processes, x 0 is independent of the couple (w · , b · ) and has density π 0 ∈ C ∞ 0 = C ∞ 0 (G) concentrated on G, where G = (0, 1). Define F b· t = σ(b s : s ≤ t), τ = inf{t ≥ 0 : x t ∈ G}, A t = P (τ ≤ t | F b· t ). Here is our main result. Theorem 1.1. There is a continuous and nondecreasing modification of A t which is singular with respect to Lebesgue measure, the latter provided that σ 1 /σ is sufficiently small.
The process A t in a more general framework arose in [6] as the main process governing the conditional distribution of a signal process x t at the first time when it exists from a given domain. In [6] the observations y t were only available until the first exit time of x t from the domain. It turns out that in the setting of (1.1) the conditional and the so-called unnormalized conditional distributions of x t before it exits from G given y s , 0 ≤ s ≤ t, coincide. These unnormalized conditional distributions are known to satisfy some linear stochastic partial differential equations and then the properties of A t can be recovered from some properties of solutions of these equations.
To be more precise for (t, x) ∈ (0, ∞) × (0, 1) consider the following (filtering) equation dπ t (x) = (1/2)aD 2 π t (x) dt − σDπ t (x) db t ,
where a = σ 2 1 + σ 2 , with initial condition π 0 (x) and zero lateral condition. To explain in which sense we understand this equation, the initial condition, and the boundary condition, we need some notation. Introduce the space W 1 2 = W 1 2 (G) as the closure of the set of continuously differentiable functions inḠ in the norm
where Du is the derivative of u and L 2 = L 2 (G), and we introduce 
. We are looking for a function π t (x) which is a generalized function on G for each (ω, t) such that π ∈ ∩ T 0 W 1 2 (G T ) and for each ζ ∈ C ∞ 0 with probability one for all t ∈ [0, ∞) it holds that
where we use the notation
Observe that all expressions in (1.3) are well defined due to the fact that the coefficients of π and of Dπ are constant and
for any T ∈ (0, ∞).
Recall that by assumption π 0 ∈ C ∞ 0 .
Theorem 1.2. In the class
there exists a unique solution π t of equation (1.2) with initial condition π 0 . In addition, π t ≥ 0 for all t ∈ [0, ∞) (a.s.). With probability one π t is continuous in
The existence, uniqueness, and the (a.s.) continuity in L 2 of π is a classical result proved in many places in a variety of settings (see, for instance, [7] , [5] , [8] , and the references therein). That π t is (a.s.) continuous as an L 1 -function follows from its L 2 -continuity and the boundedness of G. The fact that π ≥ 0 follows from the maximum principle (see, for instance, Theorem 1.1 of [3] ) and the fact that, if u ∈ 0 W 1 2 , then u + ∈ 0 W 1 2 . The connection of A t to π t is established on the basis of Lemma 1.8 of [6] , which our situation reads as follows. Lemma 1.3. For any Borel bounded or nonnegative function φ on G and t ∈ [0, ∞) we have (a.s.)
(1.4)
In particular, for each t ∈ [0, ∞) (a.s.)
Finally, (a.s.) we have (π t , 1) > 0 for all t ∈ [0, ∞).
By Lemma 1.3 for any t ∈ [0, ∞)
) (a.s.) and by Theorem 1.2 the right-hand side is continuous in t (a.s). Also it turns out (see [6] ) that the process (π t , 1) is decreasing (a.s). Therefore, in Theorem 1.1 by the modification of A t , which we identify with the original A t , we mean 1 − (π t , 1).
Observe that if in (1.3) we were allowed to first integrate by parts to replace (Dπ s , Dζ) with − (D 2 π s , ζ)
and then in the so modified version of (1.3) take ζ ≡ 1 ( ∈ C ∞ 0 ), then we would formally obtain that
( 1.6) This shows that A t is related to the normal derivative of π s on the boundary of G, investigating which is done on the basis of a different description of π s .
We are going to state our second main result, which is about solutions of the heat equation in curvilinear cylinders whose lateral boundary is a trajectory of a Wiener process. Theorem 1.4. For almost any ω there exists a unique function u t (x) defined, bounded, and continuous in the closure of
such that it is infinitely differentiable with respect to (t, x) in Γ(b · ), satisfies there the equation
and satisfies the conditions u 0 (x) = π 0 (x), x ∈ [0, 1], and u t (σb t ) = u t (1 + σb t ) = 0, t ≥ 0. Furthermore, if σ 1 /σ is sufficiently small, then for any
almost surely, so that the derivative of u t (x) on the boundary of Γ(b · ) is zero (a.s.) for any fixed t. Finally, with probability one
for all t ≥ 0, so that u t (x − σb t ) is a modification of π t (x), and for this modification, for any t ∈ [0, ∞),
The last statement of Theorem 1.4 makes the representation (1.6) questionable, and, even though there is a limit procedure showing that (1.6) holds in a generalized sense similar to that of the local time for Brownian motion (see [6] ), one would rightfully suspect that A t is not absolutely continuous with respect to t.
The last statement of Theorem 1.4 should not make the reader over optimistic about the continuity properties of π t (x) in x near the boundary of G (see Remark 1.1).
Still the following theorem will be easily derived from known results. Take α ∈ (0, 1) and c ∈ (0, ∞) and introduce
As is easy to see, for any α ∈ (0, 1), we have p(c) → 0, r(α, c) → ∞, and β(α, c) → 0 as c → ∞. It follows from [2] that there exists a function α(c), c ∈ (0, ∞), with values in (0, 1) such that α(c) → 0 as c → ∞ and α(c) ≤ α for any α satisfying β(α, c) < 1. Next, take some constants c ≥ 0, d > 0 and for x ∈ R define
Theorem 1.5. Take the modification of π t from Theorem 1.4. Then for any t ∈ [0, ∞), c, d > 0, such that α(cε) < 1, where ε = σ 1 /σ, and ν satisfying
we have that with probability one
(1.12) Remark 1.1. The largest possible value of ν in (1.11) is unknown. However, Theorem 5.1 and Lemma 4.1 of [1] show that if we take a µ > 0 and
then for ε = σ 1 /σ small enough the left-hand side of (1.11) equals infinity with probability one. Therefore, the largest value of ν is extremely small if ε is small.
The fact that equation (1.8) holds (a.s.) does not contradict Remark 1.1, because (1.11) gives an estimate which is uniform with respect to t, and on almost each trajectory of b · there are points t such that
We prove Theorem 1.1 in Section 2 assuming that Theorems 1.4 and 1.5 are true. In Section 3 we prove Theorems 1.4 and 1.5. The first assertion of Theorem 1.4 and Itô's formula easily lead to the conclusion that u t (x − σb t ) is a classical solution of (1.2) and the assertion concerning (1.9) is proved by showing that classical solutions coincide with generalized ones in a much more general situation in Section 4.
Proof of Theorem 1.1
We start by proving that for each t 0 ∈ (0, ∞) and t n = t 0 + 1/n with probability one
Observe that for any ζ ∈ C ∞ 0 and t > t 0
where and below we are dealing with the modification of π t from Theorem 1.4. We multiply both parts of this equation by the indicator function of a set F ∈ F b· t 0
and then take the expectations of both parts. Then by denoting
Observe that φ F t (x) is continuous inḠ ∞ because such is π which is in addition bounded. Estimate (1.12) shows that φ F t (x) → 0 as x → {0, 1},
By uniqueness of such solutions, φ F t is a classical solution of this equation with zero boundary data.
By the maximum principle we have φ F t ≤ ψ F t , t ≥ t 0 , where ψ F t is defined as a unique bounded classical solution of (2.4) for t ≥ t 0 , x > 0, with initial data ψ F t 0 (x) = φ F t 0 (x)I (0,1) (x) and zero boundary condition. The following explicit representation for such solutions is well known:
Furthermore,
Observe that
which after taking into account the arbitrariness of F ∈ F b· t 0 leads to
almost surely for any t > t 0 . By Theorem 1.4 with probability one π t 0 (x) = xθ(x), x ∈ [0, 1], where θ is a bounded function of x tending to zero as x ↓ 0. Hence
By the dominated convergence theorem (a.s.) It follows that the derivative of A t is zero for almost all t and the theorem is proved.
3. Proof of Theorems 1.4 and 1.5
Proof of Theorem 1.4. On the space C of continuous functions on [0, ∞) with Wiener measure W introduce the coordinate process x t (x · ) := x t , which is a Wiener process. For t ≥ 0, x ∈ R, and x · , y · ∈ C such that y 0 = 0 define τ (t, x, x · , y · ) = inf{s ≥ 0 : x + σ 1 x s ∈ (σy t−s , σy t−s + 1)}, where y r := y 0 for r ≤ 0. Then the function
is the probabilistic solution of the heat equation
in Γ(y · ) with boundary conditions
Due to interior estimates of derivatives of solutions to the heat equation, 
In particular, with probability one u t (b · , x) is continuous at the lateral boundary of Γ(b · ). Next we deal with (1.8) We organize the proof in the following way. For t ≥ 0, x ∈ R, and x · , y · ∈ C such that y 0 = 0 define γ(t, x, x · , y · ) = inf{s ≥ 0 : x + σ 1 x s ≤ σy t−s }, where y r := y 0 for r ≤ 0. Also let
Lemma 3.1. Let B t be a one-dimensional Wiener process and γ ∈ (0, 1). Then with probability one there exists a sequence of integers 0 ≤ m 1 < m 2 < ... such that B t k ≥ √ t k for all k, where
for all sufficiently large k, where β is any fixed number such that αβ > 1,
Proof. The sequence I B γ m ≥γ m/2 , m = 0, 1, ..., is stationary, so that the limit
exists (a.s.). By the 0-1 law this limit is a constant and equals α (a.s.). Set
Then the number of k ∈ {1, 2, ...} such that m k ≤ m divided by m tends to α. It follows that the number of integers i ∈ {1, 2, ..., βk} such that m i ≤ βk for all large k is greater than β ′ kα, where β ′ is any number such that β ′ < β and β ′ α > 1. On the other hand there are always exactly k values of i ∈ {1, 2, ..., m k } such that B γ i ≥ γ i/2 . Since β ′ α > 1, it follows that for any sufficiently large k the inequality m k ≥ βk is impossible. The lemma is proved.
Lemma 3.2. If σ 1 /σ is sufficiently small, then for each T ∈ (0, ∞)
almost surely.
Proof. Fix a T ∈ (0, ∞), set γ = 1/2, and take integers 0 ≤ m 1 < m 2 < ... such that b T −t k − b T ≥ √ t k for all k, where t k = γ m k and m k ≤ βk for all large k. By Lemma 3.1 such a sequence exists with probability one. Then notice that the inequality τ (T, x, x · , b · ) ≥ T implies that
for all k such that t k ≤ T . Denote by k 0 the smallest k such that t k ≤ T . We also take into account that π 0 is a bounded function and conclude that for any integer n ≥ k 0
where N = sup π 0 and z = x − σb T . It follows that to prove (3.3) it suffices to show that there exists an integer-valued function n = n(x) ≥ k 0 such that
where
Observe that by Girsanov's theorem for any n ≥ k 0 + 1
, and
Next, note that for bounded nonrandom functions g
Hence, by applying this to g = −f ′ we find that
where the inequality follows from the fact that γt k−1 ≥ t k and κ is defined by the last equality. Now we use summation by parts to see that
On the event Γ n (x) this quantity is smaller than
Now it is time to choose n = n(x). We take n = n(x) so that x 2 ∈ [t n , t n−1 ]. Then t n s n ≤ √ t n ≤ x and xs n ≤ x/ √ t n−1 ≤ 1. Also t n s 2 n ≤ 1 and since t n ≥ γ βn , we have x ≥ γ βn/2 , which implies that
if β| ln γ| < 2K 2 κ, which is true if σ 1 /σ is small enough. This proves the lemma. Indeed, the equality of the extreme terms in (1.8) follows from Lemma 3.2 since u t ≤ v t . The remaining equality is proved similarly by replacing x with 1 − x.
It only remains to prove the last assertion of the theorem. Observe that τ (t, x, x · , y · ) is a lower semicontinuous function of its arguments. Therefore by Fubini's theorem u t (y · , x) is a Borel function of (y · , t, x). Furthermore, u t (y · , x) will not change if we change y r for r > t. Hence, u t (y · , x) is N t -measurable, where N t = σ(y r : r ≤ t, y · ∈ C). Therefore,
is F t -measurable for each (t, x) ∈Ḡ ∞ . After that in the same way the usual Itô's formula is proved on the basis of Taylor's formula and the fact that u t (y · , x) is infinitely differentiable we obtain that for any x ∈ G almost surely for all t ≥ 0
The above properties of u t and Theorem 4.1 now imply that (perhaps after modifying v t on a set of probability zero) v t satisfies (1.2) with zero boundary condition and initial condition π 0 in the sense explained below that formula and is such that
Uniqueness of solutions of (1.2) in this class of functions is a classical result, and this proves the remaining assertions of the theorem. Proof of Theorem 1.5. After (1.9) has been proved and the modification u t (x − σb t ) of π t (x) has been chosen the assertions related to (1.11) and (1.12) follow directly from (3.1) and (3.2) . This proves the theorem.
Appendix
Let w 1 t , w 2 t , ... be independent one-dimensional Wiener processes with respect to F t , and let P denote the predictable σ-field related to {F t }. As-
, which are ℓ 2 -valued functions. Assumption 4.1. (i) The functions a, b, c, σ, ν are bounded and measurable as functions of (ω, t, x) and are predictable as functions of (ω, t) for each x.
(ii) The functions a t (x) are Lipschitz continuous in x with constant K (independent of ω, t).
(ii) For any λ, x ∈ R d , t ≥ 0, and ω 
(ii) For any ω, for almost any t ∈ [0, T ], the second-order derivatives D 2 u t (x) are continuous with respect to x and for any compact set Γ ⊂ G
(iii) For each ω and compact set Γ ⊂ G
(iii) The functions f t (x) and g t (x) are P ⊗ B(G)-measurable as functions of (ω, t, x), where B(G) is the Borel σ-field on G. For each x ∈ G and ω we have
and for each x ∈ G with probability one we have for all t ∈ [0, T ] that
Theorem 4.1. Under the above assumptions
) and for any φ ∈ C ∞ 0 (G) with probability one
Proof. By the stochastic Fubini theorem (see, for instance, Lemma 2.7 of [4] ), for any φ ∈ C ∞ 0 (G) with probability one for all t ≥ 0
Observe that as ε ↓ 0 we have sup G\Kε |u t | ↓ 0 uniformly with respect to t ∈ [0, T ] by assumption. Therefore τ ε,δ → T as ε ↓ 0 for any δ > 0. Also notice that
We take φ ≥ 0 such that φ = 1 on K ε . Then for 0 ≤ s < τ ε,δ (φu
s (x) ≤ 0, then both sides vanish. However, if u δ s (x) > 0 and 0 ≤ s < τ ε,δ , then x ∈ K ε and φ(x) = 1. By also taking into account that
where To proceed further we recall again the fact that the two conditions: s < τ ε,δ and u s (x) > δ, imply that x ∈ K ε so that If τ is a localizing time for the local martingale m t starting at zero, then Em τ = 0 and
The last inequality, actually, holds for any stopping time τ ≤ T , which is easily proved by approximation. Now we first let ε ↓ 0 and then δ ↓ 0. Then by the monotone convergence theorem we obtain For n > 0 and τ = τ n , where
the right-hand side of (4.4) is finite. Hence
Du s 2 L 2 ds < ∞ (a.s.). To prove the first assertion of the theorem, it only remains to observe that, by assumption, for any ω, we have τ n = T for all sufficiently large n. The second assertion follows from the stochastic Fubini theorem. The theorem is proved.
