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We present an analysis of magnetic traps for ultracold atoms based on current-carrying wires with
sub-micron dimensions. We analyze the physical limitations of these conducting wires, as well as how
such miniaturized magnetic traps are affected by the nearby surface due to tunneling to the surface,
surface thermal noise, electron scattering within the wire, and the Casimir-Polder force. We show
that wires with cross sections as small as a few tens of nanometers should enable robust operating
conditions for coherent atom optics (e.g., tunneling barriers for interferometry). In particular, trap
sizes on the order of the deBroglie wavelength become accessible, based solely on static magnetic
fields, thereby bringing the atomchip a step closer to fulfilling its promise of a compact device for
complex and accurate quantum optics with ultracold atoms.
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I. INTRODUCTION
Trapping atoms in magnetic traps using atomchips [1, 2, 3] allows ultracold atoms or a Bose-Einstein Conden-
sate (BEC) to be manipulated and interrogated very close to the atomchip surface. Though outstanding achievements
have already been made for atom-surface distances of 1− 100µm, e.g., spatial interference [4, 5] as well as hyperfine
state interferometry [6], it remains of paramount importance to understand what ultimately limits the atom-surface
distance. Further decreasing the atom-surface distance should increase trap gradients sufficiently to construct tun-
neling barriers with widths on the order of the atomic deBroglie wavelength, enabling e.g., atomchip interferometry
based solely on static magnetic fields. Such high trap gradients may also allow more robust atom-light interactions
such as probing without heating in the Lamb-Dicke regime. Furthermore, sub-micron distances are also important
for technological advantages such as low power consumption and high-density arrays of traps.
At small atom-surface distances, interactions with the nearby surface become important. For example, spatial and
temporal magnetic field fluctuations, due to electron scattering and Johnson noise respectively, limit the minimum
atom-surface distance, as they cause potential corrugations, spin flips, and decoherence. There have been several
experiments utilizing cold atoms to study these interactions [7, 8, 9, 10, 11, 12], and many suggestions on how to
overcome their damaging effects [13, 14, 15, 16, 17, 18].
Also becoming prominent for small atom-surface distances is the Casimir-Polder (CP) force [19]; normally attractive,
it reduces the magnetic barrier and allows atoms to tunnel to the surface, as already observed [20, 21]. At very small
distances the atoms may also serve as a sensitive probe for surface phenomena; for example, plasmons are expected
to affect the atomic external and internal degrees of freedom and may also become observable [22].
From the above it is evident that achieving small atom-surface distances would not only be advantageous for
atom optics, but would also contribute to the fundamental study of surface phenomena. Finally, let us note that
there are numerous ideas for bringing atoms closer to the surface [23, 24, 25, 26, 27, 28, 29], all of which are,
however, based on interactions with fields other than static magnetic fields, the latter being the focus of this work.
We consider wires operating at room temperature, fabricated using standard methods, in contrast to suspended
molecular conductors [15, 30] and superconductors, that reduce the Casimir-Polder force and noise originating in the
surface [12, 31, 32, 33, 34, 35] respectively.
The paper is organized as follows: in Sec. II we show qualitatively that creating static potential barriers on the scale
of atomic deBroglie wavelengths, and therefore suitable for controlling tunneling, require micron or sub-micron atom-
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2surface distances. In Sec. III we present the physical properties of gold nanowires, including a theoretical analysis
of their resistivity. In Sec. IV we analyze the potentials expected from such nanowires, including the Casimir-Polder
force and potential corrugation effects. We show that improved fabrication methods can overcome earlier limitations
due to trapping potential roughness [9], which at sufficiently small separations would otherwise cause the trapped
atomic cloud to break into smaller clouds (fragmentation). In Sec. V, we estimate trap lifetimes limited by atom
losses due to noise-induced spin flips, Majorana spin flips, and tunneling. In particular, we show how the spin-flip
rate induced by Johnson noise is reduced naturally by using very small amounts of material in the nanowires. We
also consider the issue of decoherence. In Sec. VI we discuss a simple trap configuration based on a Z-shaped gold
wire. We show that such a nanowire structure can generate static magnetic potentials, smooth enough for trapping
a BEC at sub-micron atom surface separations. Finally, in Sec. VII we briefly discuss nanowire traps fabricated by
more exotic materials.
II. STATIC MAGNETIC POTENTIALS FOR ATOM INTERFEROMETRY
Two technical characteristics of potentials that are required in order to study atom interferometry can be described
in the following way: first, the potential barrier between adjacent wells should be sufficiently low or narrow so that
the tunneling rate is comparable to, or faster than, typical experimental or dephasing time scales; and second, that
this tunneling rate can be controlled with experimentally accessible currents and fields.
Largely because of the weak 1/r dependence of the magnetic potential on the atom-wire distance, these tunnel-
ing conditions require very short distances. To quantify this, we construct a simple waveguide potential using a
single atomchip wire (in the x-direction) and an external bias field; current through a second atomchip wire (in
the y-direction) is added to generate a simple potential barrier in a right-angle “X” wire configuration [36]. This
configuration incidentally is exactly opposite to the “dimple” configuration recently used for compressing atomchip
traps [37, 38].
The magnetic potential in the x−direction, generated by the crossing wire, is given by:
V (x) = µAB0 +
µAµ0I
2π
z
z2 + x2
, (1)
where µA is the atomic magnetic dipole moment along the direction of the Ioffe field B0, I is the current in the
crossing wire, µ0 is the permeability of free space, and z is the distance of the atom from the atomchip surface.
A one-dimensional single-particle tunneling probability through the barrier can then be calculated in the WKB
approximation as
P = exp
(
−
1
h¯
∫ xE
−xE
dx
√
2m[V (x) − E]
)
, (2)
where E is the kinetic energy of the atom and V (±xE) = E. Assuming a kinetic energy of E = 1µK for a
87Rb atom
(corresponding to a free-particle deBroglie wavelength of ≈ 0.33µm) in the |F = 2,mF = 2〉 state, we may then easily
calculate the change required in the current I that causes a given proportional change in the tunneling probability,
as a function of the atom-surface distance z. The results of this calculation are shown in Fig. 1 for changing the
tunneling probability from 0.001 to some higher probability. The calculation suggests that control over the tunneling
probability requires a distance z on the order of 1 − 2µm for experimentally reasonable values of current control. In
the simple model of Eq. (1), this corresponds to a barrier half-width of 2 − 4µm, comparable to experiments that
have observed interference between adjacent wells with the addition of non-static fields [4, 5]. Thus, the desired static
magnetic potentials can be generated only if atoms can be brought down to micron or sub-micron distances above the
wires on the atomchip surface, at which point the tunneling rate can be tuned over an experimentally useful dynamic
range by adjusting the current in the crossing wire. One may then envisage interferometric devices such as the ones
we have proposed in Refs. [39] and [40].
It is well known that, to avoid finite size effects which degrade the trap gradient, the wire size should be on the
same scale as the atom-surface distance, i.e., for the above noted heights of d <∼ 1− 2µm (see Fig. 1) one requires a
micron-scale wire. As will be shown in the following, it is advantageous to utilize even smaller wire dimensions, namely
nanowires. This will enable improving operational parameters at the above heights, or decreasing the atom-surface
distance even further without hindering effects.
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FIG. 1: (Color online) Tunneling probability through a barrier at several heights d as a function of the change in the current ∆I
through the control wire, relative to the current I0.001 for a probability P (I) = 0.001. A kinetic energy of 1µK is assumed
for a single atom of 87Rb. For this X-wire configuration, changing the current by a few percent causes a drastic change in the
tunneling probability for d = 10µm. Good control over the tunneling probability requires the height to be about d <∼ 1− 2µm.
The inset shows the potential barrier required to maintain a tunneling probability of 0.001 as a function of the atom-surface
separation d: for smaller d, a higher barrier is required (as the barrier becomes thinner) so better tunneling control is attained.
The motivation for small atom-surface distances is quantified further in Sec. IVB.
III. PHYSICAL PROPERTIES OF THIN WIRES
A. Wire fabrication and characterization
In order to study the possibility of trapping atoms using nanowires, we first discuss the fabrication feasibility. An
example of one such (short) wire, 20 nm thick and 50 nm wide, is shown in Fig. 2(a). This wire was prepared by us
in a relatively simple two-step process involving optical lithography (for external connection) followed by electron-
beam lithography (for the nanowires). A Si substrate with a well-defined oxide layer of 100 nm thickness and a
thin 5 nm-thick Ti adhesion layer is spin-coated with image reversal photoresist, which is then exposed to ultraviolet
light through a mask. After developing, a 5 nm-thick Ti seed layer, followed by a 200 nm-thick Au layer, is then
evaporated onto the sample and the undeveloped areas lifted off, leaving large areas for connection to external testing
equipment. The sample is then spin-coated with a layer of PMMA, and the nanowire plus several of the interconnects
are patterned by electron-beam lithography. After developing, gold is evaporated onto the sample with the desired
thickness and the fabrication is completed with a final lift-off process. This fabrication process can easily be integrated
with any atomchip design.
Using SEM images of the fabricated wires, we measured the edge roughness of the resulting wires, as shown in
Fig. 2(a). The spectrum of this edge roughness can be characterized as frequency-independent (“white noise”) with
a measured root-mean-square deviation of 2 nm for wavelengths of 100− 800 nm.
B. Wire resistance calculations
The resistivity of a nanowire increases beyond the bulk resistivity as the cross-section dimensions become comparable
to the mean free path l of an electron (l ≈ 40 nm for gold at room temperature [43]). In such a small wire the resistivity
may increase significantly [44, 45]. To estimate the change of resistivity in a nanowire, we follow the theoretical model
of Fuchs and Sondheimer [41, 42], which was extended by Chambers [46]. This model is supported experimentally
for gold nanowires [44]. For wire dimensions on the order of the grain size, a supplementary model by Mayadas and
Shatzkes [47] is needed in order to account for scattering at grain boundaries. For the simple fabrication process we
have described, the measured grain size is about 20 nm, so for wire dimensions above this size we can attribute the
increase in nanowire resistivity solely to scattering at the walls as in the Fuchs-Sondheimer model [48].
4FIG. 2: (a) Scanning electron microscope (SEM) image of a 2µm long, 20 nm thick and 50 nm wide gold wire. Unless otherwise
noted, the wires considered in this paper have square cross sections. (b) Calculated dependence of resistivity on wire dimensions,
based on the Fuchs-Sondheimer surface scattering model [41, 42] of Eq. (4). (c) Maximum current considered safe for atomchip
wire operation, calculated for different wire cross-sections from Eq. (6), assuming the nanowire resistivity ρ shown in (b) and
the temperature coefficient α for bulk gold.
For atomchip experiments, we are interested in the current density in the wire and not only the wire resistance.
Therefore we give the current density in a wire (along xˆ) of width w (along yˆ) and thickness h (along zˆ) as
J(y, z) = J0 [1− s(y; z)− s(w − y; z)− s(z; y)− s(h− z; y)] , (3)
where J0 = I/wh is the current density expected in the absence of surface scattering, and [64]
s(y; z) =
3
4π
arctan [(h−z)/y]∫
− arctan(z/y)
dφ
∫ π
0
dθ sin θ cos2 θ exp
(
−y
l sin θ cosφ
)
(4)
corresponds to scattering at the y = 0 boundary, s(w − y; z) corresponds to scattering at the y = w boundary,
and s(z; y) and s(h− z; y), corresponding to scattering at the z = 0 and z = h boundaries respectively, are obtained
by replacing y by z and h by w. The resulting resistivity is given by ρ/ρ0 = J0/
∫ ∫
dy dz J(y, z), where ρ0 is the bulk
resistivity. It follows that the current density at the metallic layer near the boundary drops to 12 its value far from
the boundary. To account for surface scattering, one assumes a fraction p (0 ≤ p ≤ 1) of specular reflection events at
the boundaries; then the value of the resistivity is given by a series expansion
(
ρ0
ρ
)
p,l
= (1 − p)2
∞∑
k=1
kpk−1
(
ρ0
ρ
)
p=0,l/k
, (5)
where (ρ0/ρ)p=0,l/k is the resistivity calculated for a wire with totally diffusive scattering at the boundaries (p = 0)
and a mean free path l/k. Measurements of resistivity of thin gold wires are well reproduced by a theory assuming p =
1
2 [44, 45]. Figure 2(b) shows that the calculated resistivities for wires with square cross-sections increase by up to
about 50% for cross-sections down to 25µm.
C. Current limitations
Forming magnetic traps deep enough to hold ultracold atoms near the surface of an atomchip requires sufficiently
large currents in the microfabricated wires to ensure that the trapping potential overcomes the gravitational force,
the Casimir-Polder attraction to the chip surface, and the kinetic and repulsive energy of the atoms. However, if the
current is too high, the wire overheats and may eventually break down [49]. The wire temperature is determined by the
5balance between ohmic heating (whose power dissipation per unit area is hρJ2) and the rate of heat conduction to the
wafer per unit area −κ∆T , where κ is the thermal contact resistance of the wire-wafer interface and ∆T = T−T0 is the
difference between the temperature T of the wire and the temperature T0 of the wafer (typically room temperature).
The heat capacity of nanowires is so small that the wire reaches its maximum temperature very rapidly; approximating
the temperature dependence of the resistivity as that of bulk gold, whose linear coefficient is α = 0.0037K−1, we
obtain the current density required to heat a given wire by a temperature ∆T as [49]
Jmax =
√
κ∆Tmax
hρ(T0)[1 + α∆Tmax]
, (6)
thus showing that thin wires allow higher current densities. On the other hand, if the wire cross-section is on the
order of the mean free path of the electrons, the rise in the resistivity due to surface scattering [Fig. 2(b)] may limit
this advantage. In Fig. 2(c) we present the calculated maximum current density for different wire cross-sections using
an estimated value for κ = 4 × 106Wm−2K−1 from Ref. [49], and assuming that we limit the rise in resistivity (due
to heating) to 50%, which we consider to be within safe operating limits for thin atomchip wires [49]. This limitation
in the resistivity change corresponds to heating by ∆T = 1/2α = 135◦.
When considering a specific example (Sec. VI), we will show that currents sufficient for generating atomchip traps
may be an order of magnitude lower than the limits shown in Fig. 2(c).
IV. ATOMIC TRAPPING POTENTIAL
In this section we describe two prominent effects influencing the static potential at sub-micron atom-surface distances
generated by nano-scale wires, namely corrugations due to electron scattering, and tunneling to the surface or the
nanowire, through the magnetic potential, due to the Casimir-Polder force.
A. Potential Corrugations
One of the limiting factors when trapping or guiding atoms in a magnetic potential generated from a current
carrying wire is the static potential corrugation due to current deviations [11, 16]. Such current irregularities are
produced by wire imperfections, namely, geometrical properties (wire edge roughness and surface roughness), and
internal bulk inhomogeneities. Since atomchip traps are formed by canceling the magnetic field By generated by the
current density J0x at a specific distance from the wire d, the minimum of the trapping potential lies along the wire
direction xˆ. Variations in this potential δBx(x) are then directly related to changes in the direction of the magnetic
field generated by the wire imperfections.
In previous work [11, 16], we concluded that internal bulk inhomogeneities play a minor role in thin wires (h <
250 nm). For wide wires, surface roughness dominates the potential corrugation, but as we show below, edge roughness
dominates for narrow wires. Consequently, in this work we need to consider only current deviations due to edge
roughness since all of the nanowires considered are thinner and narrower than h ≈ w < 250 nm.
Let us consider a fabricated metal wire carrying a total current I. It extends along the xˆ direction and has a
width w along yˆ and thickness h along zˆ. The boundaries of the wire are located at y = ±w/2 + δy±(x, z) and
z = ±h/2 + δz±(x, y). The corrugations of the wire boundaries δy± and δz± can be expanded as
δy±(x, z) =
∞∑
n=−∞
e2πinz/h
∑
k
eikxδy±n (k) and δz±(x, y) =
∞∑
m=−∞
e2πimy/w
∑
k
eikxδz±m(k). (7)
A linear theory for small corrugations predicts that the effect of each spectral component of the corrugation is
responsible for a corrugation of the magnetic field near the atomic trap center with a similar wavelength 2π/k along
the x direction. However, the effect of components with wavelength much shorter than the distance d between the
wire and the atomic trap (on the order of hundreds of nanometers or more) drops exponentially as e−|k|d so that here
we will only be interested in corrugations whose wavelengths are a few hundred nanometers or longer. We may then
neglect the effect of spectral components on the order of the wire width or thickness and consider only corrugation
terms with m = 0 and n = 0, i.e., we may assume that δy± and δz± depend only on x.
Corrugations of the magnetic field along the main trapping axis x above the center of a wire with geometrical
perturbations are given by the Biot-Savart law as
δBx(r) =
µ0
4π
∫
d3r′
[
δJy(r
′)
∂
∂z′
− δJz(r
′)
∂
∂y′
]
1
|r− r′|
, (8)
6where δJy, δJz are the transverse current fluctuations in the wire. At the point exactly above the center of a nominally
symmetric wire, it follows that only the symmetric components of δJy [δJy(y) = δJy(−y)] and the anti-symmetric
components of δJz [δJz(y) = −δJz(−y)] contribute to the magnetic field. The fabrication process typically provides
wires whose edge corrugations are much larger than their top or bottom surface corrugations, so that the symmetric
part of δJy is the major contribution to the magnetic field fluctuations.
Ohmic theory, which is adequate when the width and thickness of the wire are much larger than the electron mean
free path and whose use we justify below, predicts that for wavelengths longer than the wire width or thickness the
symmetric y-current fluctuations in the wire have the form
δJ symy (x, y) = iJ
0
x
∑
k 6=0
k eikx
(δy+k + δy
−
k )e
−|k|w/2
1 + e−|k|w
cosh(ky), (9)
such that in the limit where |k|w ≪ 1, δJy(x, y) ∼ J0∂ycenter/∂x, where δycenter = (δy+ + δy−)/2 is the position of
the actual center of the wire at a given point x. Substituting this limit into Eq. (8) while assuming small deviations of
the wire edges from their nominal position, and assuming that w ≪ z, i.e., the width of the wire is much smaller than
the distance of the atom to the wire, we obtain the following expression for the magnetic field corrugations above the
wire
δBx(x, 0, z) =
iIµ0
2π
∑
k
eikx k2 δycenter(k) K1(|k|z), (10)
where I =
∫
dy
∫
dz J(y, z) is the total current in the wire and K1(kz) is the modified Bessel function, which may
be approximated by K1(u) ≈ (e
−u/u)
√
1 + πu/2. Our model for the fluctuation spectrum assumes that δyc(k) =
δy0(k0/k)
αeiϕ, where δy0 is the edge fluctuation at some wavevector k0 and then δy
rms
c can be obtained by summing
this spectrum over all k. Typically, α is a number between 0 (“white-noise spectrum”) and 1 (“1/f spectrum”), while ϕ
is a random phase. It follows that the root-mean-square value of the field fluctuations is given by
〈δB2x〉 =
(
Iµ0δy0k
α
0
2π
)2∑
k
k4−2αK1(k|z|)
2. (11)
If we assume that the distance |z| is much shorter than the length L of the measured wire, we obtain
δBrmsx
B0
≈ A(α)
δyrmsc
(2z)3/2−α
, (12)
where B0 = Iµ0/2πz is the regular magnetic field at the y direction. Here A(α) has units of (length)
1/2−α and is
given by
A(α)2 =
L/π∑
k k
−2α
[
1 +
π
4
(3− 2α)
]
Γ(3− 2α), (13)
where the sum is over k values taking integer multiples of 2π/L up to a cutoff kmax = 2π/λmin. Typical values of
this sum for α = 0 and α = 1 are
∑
k = L/λmin and
∑
k k
−2 = L2/24 respectively, when kmax →∞.
The same result should be obtained if we consider diffusive surface scattering. As we have seen in Sec. III B, in nano-
sized wires, the conductivity near the boundary is reduced by diffusive surface scattering (with a typical exponential
decay length l from the wire edge). This means that diffusive scattering is limited to a region of dimension smaller
than l. At the same time, the corrugation wavelengths 2π/k relevant at the atom position, e.g., similar to or larger
than the atom-surface distance, induce current density directional daviations away from the edge with an exponential
decay length of 1/k. As 1/k≫ l most of the current will follow the corrugations of the boundary even in the case of
surface diffusive scattering, such that the resulting y-current fluctuations will again generate transverse components
of the current proportional to the derivative ∂δycenter/∂x. We thus use the ohmic theory whose general form was
developed in Ref. [16] to calculate the magnetic field corrugations above the wire.
In Fig. 3 we present calculated directional variations of the magnetic field |δBx/B0|, generated by the trapping
wire, as a function of the height d for several wire cross-sections. The edge roughness amplitude is measured from our
fabricated wires and was found to be frequency-independent [α = 0 in Eq. (12)] with a measured root-mean-square
deviation of 2 nm between 100−800 nm [65]. In accordance with Eq. (12), we see that, for a given edge roughness δyrmsc ,
smaller wires produce only slightly larger magnetic corrugations. The effect of such magnetic corrugations on the
atomic density will be discussed in Sec. VI. We also see that the influence of the surface roughness δz±(x, y) is
negligible for the narrow wires discussed in this work due to the suppression of long wavelengths in the magnetic
corrugations [16].
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FIG. 3: (Color online) Directional variation of the magnetic fields |δBx/B0|, calculated from Eq. (8) as a function of the
atom-surface distance d. We consider wires with square cross-sections of 50 − 200 nm and the narrow-wire approximation
presented in Eq. (12). The same edge roughness is used for calculating the magnetic variations for all the wires. The small
differences amongst the wires, despite relatively higher edge roughness of the narrower wires, corresponds to Eq. (12) in which
only the absolute quantity δyrmsc appears. These differences are smallest for d ≫ w and become larger as d approaches w.
The inset shows the directional variation of the magnetic field at a fixed height of d = 0.6µm and for a fixed wire thickness
of h = 0.1µm, where we plot the influence of edge roughness (solid curve) and surface roughness (dashed curve) over a wide
range of wire widths w. The effect of the surface roughness drops strongly for narrower wires, since long wavelengths of the
magnetic corrugations are suppressed [16]. For the nanowires considered herein, magnetic variations are completely dominated
by edge roughness.
B. Engineering longitudinal potential variations by nanowire shaping
Shaping the nanowire edges may be used for creating potential variations desired for manipulating atoms near the
atomchip surface. Having characterized the dependence of magnetic field variations on wire edge imperfections, we
may now discuss quantitatively the deliberate “tailoring” of magnetic trapping potentials by engineering wire edge
profiles. For the purposes of this study, as noted in the Introduction, we are particularly interested in potentials with
sufficient variation so that tunneling barriers can be controlled. This is the main advantage of trapping atoms close
to the trapping wire. Supplementing the motivation for a small atom-surface distance presented in Sec. II, we now
wish to determine the highest “potential resolution”, i.e., the smallest distinguishable distance between adjacent wells
separated by static tunneling barriers, as a function of d.
As a test case for quantifying this potential resolution, we consider a configuration in which a thin wire is curved
with a certain periodicity λ that corresponds to a wave-vector k = 2π/λ. If the amplitude of this curvature is small
with respect to the wavelength, then the foregoing discussion implies that the magnetic field above the wire is given
by a single |k| component in Eq. (10), and then V (x) = V0 cos kx, where V0 = µAµ0Ik
2δycenterK1(kz).
At the minima of such a periodic potential, the longitudinal frequency is ω =
√
V0k2/m, where m is the atomic
mass. In order to engineer potential barriers between adjacent minima higher by a factor of say, η than the single-atom
ground state energy, we require 2V0 >
1
2ηh¯ω, or V0 > (η
2/16)h¯2k2/m. In Fig. 4 we show the maximum atom-surface
distance for which a longitudinal barrier with η = 2 can be obtained. These curves show that the maximum atom-
surface distance still allowing tunneling control is on the order of the potential periodicity λ. Designing the edges of
a wire as the sum of different modulations therefore allows engineering of any periodic potential up to a resolution
determined by the atom-surface distance. Consequently, as also seen in Sec. II, atom-surface distances of 1 − 2µm
(or sub-micron distances in some cases) will be required to fully exploit the potential of an atomchip based on static
magnetic fields.
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FIG. 4: (Color online) Potential spatial resolution achievable with wire currents from 0.05− 50mA. We present the maximum
atom-surface distance d for which the longitudinal barrier between two adjacent minima in a periodic potential is at least
twice the energy of the longitudinal ground state. Obtaining static magnetic potential features with a resolution on the order
of the deBroglie wavelength, i.e., for a potential periodicity on the order of λ ≈ 1µm, requires the atom-surface distance to
be d <∼ 2µm. Wire currents of 0.5 and 5mA are the maximum currents that can be sustained through 20 and 100 nm atomchip
wires, respectively [Fig. 2(c)]. The 0.05mA curve is useful when discussing a specific example of an atomchip trap (Sec. VI).
Increasing the current by three orders of magnitude to 50mA serves to increase the required height by just a factor of two,
despite being well beyond a safe atomchip current even for a 200 nm nanowire.
C. Attractive Casimir-Polder potential
The Casimir-Polder potential between a polarizable atom and dielectric or conducting objects [50] is one of the
fundamental outcomes of zero-point vacuum fluctuations. It emerges from the fact that a dielectric or conducting
object modifies the modes of the electromagnetic (EM) field in its vicinity, modes which interact with the atomic
polarization. In our case, an attractive Casimir-Polder potential arises from the conducting gold nanowire and from
the Si wafer coated with a 100 nm-thick SiO2 layer (used to prevent electrical shorts). The Casimir-Polder potential
reduces the potential barrier for tunneling to the surface, thereby limiting the possibility of trapping atoms near the
surface [66].
The EM modes of the combined surface+wire system are not analytically solvable and we will therefore carry out a
separate examination of the Casimir-Polder potential emerging from the Si+SiO2 planar wafer, as discussed in earlier
work [18], and from a simplified model that takes the wire as a perfectly conducting circular cylinder of a certain
diameter. We then take the sum of the two contributions as an estimate for the combined potential as a sort of pairwise
additive approximation, PAA. Based on our earlier experience from the planar two-layer system, we anticipate that
this approach should at least give the right order of magnitude for the accurate Casimir-Polder potential.
In general, the Casimir-Polder potential may be written in the form
UCP (r) = ih¯
∫ ∞
−∞
dω α(ω) [Γ(r, r, ω)− Γ0(r, r, ω)] , (14)
where α(ω) is the frequency-dependent atomic polarizability and Γ(r, r, ω) is the trace over the Green’s tensor of the
electromagnetic field at the same point r, with Γ0 being the Green’s tensor in empty space, responsible for a space-
independent Lamb shift. For distances from the dielectric or conducting object much larger than λ0/2π, where λ0 is
the wavelength corresponding to the lowest optical transition frequency, the Casimir-Polder potential generated by a
planar structure made from a layer of thickness t with a dielectric constant ǫ1 atop an infinitely thick dielectric layer
of dielectric constant ǫ2 has the form (see Appendix and Ref. [18])
UCP (z) = −
h¯cα0
2π
1
z4
F (ǫ1, ǫ2, t/z), (15)
where α0 is the static atomic polarizability. The dimensionless function F takes the single-layer limiting value F ∼
3
4
ǫ−1
ǫ+1 φ(ǫ) with ǫ = ǫ1 when z ≪ t, and with ǫ = ǫ2 when z ≫ t, where φ(ǫ) is on the order of unity [51]. F =
3
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FIG. 5: (Color online) (a) F factor for the bilayer system of thick Si coated by a 100 nm layer of SiO2, similar to the system
studied in Ref. [18]. The exact calculation (solid curve) is compared to the sum (dashed) of two separate systems – the SiO2
layer alone (dashed-dotted) and the Si layer alone (dotted). For the contribution of the Si layer the factor F would be constant
for a system of coordinates starting at its top (z = −100 nm), but here it is rescaled to the coordinate system where z = 0 is at
the top of the SiO2 layer (see text). The sum of the two separate contributions over-estimates the exact result by about 8-15%
over the relevant range. (b) F factor (again rescaled to z = 0 at the top of the SiO2 layer) for the planar wafer (solid curve)
reproduced from (a) and for perfectly conducting cylindrical wires of diameters 2a = 50− 200 nm (broken curves) lying on the
wafer surface. Two important reasons for the differences between the wires are the different atom-wire distances z− 2a, which
is smaller for thicker wires, and the larger solid angle subtended by the wider wire.
obtained in the vicinity of a perfectly conducting thick layer. In our case α0 = 47.3× 10
−24 cm3 is the ground state
static polarizability of the 87Rb atom [52], ǫ1 = 4 for the SiO2 layer, and ǫ2 = 12 for the Si wafer.
As stated above, we wish to compare contributions to the Casimir-Polder potential from the three different compo-
nents comprising the surface: the Si chip, the SiO2 layer of thickness t, and the gold nanowire of thickness h. For this
comparison to be meaningful, we require a common reference for the distance variable z, which we define as the dis-
tance from the top of the SiO2 surface. Then the distance from the Si chip is z+100 nm and the distance from the top
of the gold nanowire is z−h. To factor out the strong z−4 dependence, we plot the quantity F(z) ≡ −UCP (z)
2π
h¯cα0
z4
in Fig. 5(a) for the Si+SiO2 bilayer. This is compared to a sum of two models (shown separately in the figure):
one where the half space for z < −100 nm is full of Si while the other half is empty; and another in which only
a 100 nm-thick SiO2 layer exists, with empty space for z < −100 nm. The figure shows that simply summing the two
potentials over-estimates the exact result by 8-15% over the relevant range, but it gives the right order of magnitude.
Next we consider the Casimir-Polder potential for an atom at a distance R from the center of a cylindrical conducting
wire of radius a where we set a = h/2. It appears that the main contribution to the integral in Eq. (14) comes
from frequencies on the order of ω ∼ c/R. In our case, where R < 1µm, the skin depth for a gold wire with
resistivity ρ = 2.2 × 10−8Ω ·m is δ =
√
2ρ/µ0ω <∼ 10 nm, which is much smaller than the width or thickness of the
nanowires considered. We can therefore use a model where the wire is perfectly conducting (impenetrable for EM
waves), such that the EM Green’s tensor is much simpler than in the general case. The Casimir-Polder potential is
then given by
UCP (R) = −
h¯cα0
2π
1
(R − a)4
F (a/R). (16)
For a/R > 0.2 the function F is nearly linear, F (a/R) ≈ 0.53(a/R) + 0.22, tending to F = 34 as R → a, where the
surface of the cylinder is similar to a planar conducting surface. In the opposite limit a/R≪ 0.1 the function F drops
to zero as F (a/R) ∼ − 23 log(a/R) (see Appendix).
Figure 5(b) again shows the factor F for the Casimir-Polder potential from the planar (i.e., Si+SiO2) surface in
comparison to F for cylindrical wires of different diameters 2a. It is evident that the contribution of the wire is
dominant when the distance from the wire is less than 5-7 times the diameter of the wire. For larger distances the
contribution of the wire falls to half or less than the contribution of the surface. Given our experience with the bilayer
system [18], we expect the exact calculation of the wire+surface to deviate by the same order as we observe for the
10
bilayer, i.e., less than 20%. This degree of inaccuracy may also follow from the fact that the wires do not have circular
cross-sections but square or rectangular ones. Therefore we believe that taking the sum of the two models can be
expected to give at least an order of magnitude estimation of the Casimir-Polder potential.
V. ATOM LOSS
In this section we analyze the lifetime for atoms in the nanowire trap. This lifetime includes the spin-flip rate due
to thermally induced noise, the Majorana spin-flip rate, and the tunneling rate to the surface. Finally, we estimate
the decoherence rate due to the thermally induced noise in the room temperature surface.
A. Spin flip due to thermal noise
The magnetic thermal noise (Johnson noise) arising from conducting materials on the atomchip is coupled to the
trapped atoms via their magnetic moment µA. As a consequence, spin flips, heating and decoherence become dominant
close to a conductor even without applied currents. Here we calculate the trap loss rate due to spin flips. We assume
that the spectrum of magnetic noise from the conductor is roughly constant for frequencies in the MHz region, the
latter being able to drive magnetic transitions between Zeeman sub-levels in the same hyperfine level. In this case
the magnetic moment is µA = µBgF Fˆ, where µB is the Bohr magneton, gF is the Lande´ factor for the hyperfine level
and Fˆ is the hyperfine spin operator. Using the theory developed by Henkel, the thermal spin-flip rate from an initial
trapped Zeeman state |i〉 to a final untrapped state |f〉 can then be written as [17, 53]:
Γth(x) =
µ2Bg
2
F
h¯2
∑
j,k=⊥
〈i |Fj | f〉 〈f |Fk| i〉 S
jk
B (x,x, ωif ), (17)
where we sum the contribution of all components of the noise perpendicular to the atomic magnetic moment. Here
the function SjkB is the correlation function of the magnetic field noise, which is given by
SjkB (x1,x2, ω → 0) =
kBT
4π2ρ ǫ20 c
4
[Tr {Xjk(x1,x2)} δjk −Xjk(x1,x2)] , (18)
with Xjk being a geometrical factor which also averages over 1/ρ(x) if the resistivity changes in space:
Xjk(x1,x2) =
ρ
2
∫
V
d3x′
ρ(x′)
(x1 − x
′)j (x2 − x
′)k
|x1 − x′|
3
|x2 − x′|
3 . (19)
The Xjk sum up the contribution of local fluctuations arising from each point in the conductor’s volume. We calculate
Eq. (17) within the quasi-static approximation [17, 54], which is valid when the atom-conductor distance is smaller
than the skin depth δ =
√
2ρ/µ0ωL (ωL is the Larmor frequency). This condition is easily met here since the skin
depths of metals in the MHz region is typically tens of µm (e.g., gold has a skin depth of δ ≈ 70µm).
In Fig. 6(a) we present estimated lifetimes for trapped atoms due to thermal noise-induced spin flips. The wire size
greatly affects the lifetime, mostly because smaller wires place much less conducting material near the atoms, and
also because of their higher resistivity. For a 50× 50 nm wire, we estimate that the lifetime of a cloud trapped 500 nm
from the wire surface is ≈ 5 s, so we do not expect thermal noise-induced spin flips to be a dominant loss mechanism
in typical experiments.
B. Majorana spin flips
Cold atoms in a low-field seeking state that are trapped near a vanishing magnetic field can undergo a spin-flip
transition to a high-field seeking state that is untrapped (Majorana spin flips). Applying a small offset (Ioffe-Pritchard)
field B0 will generate a non vanishing field at the trap center, hence reducing the spin-flip transition rate as given by
the approximate formula [55]:
ΓM =
πωr
2
exp
(
−
2|µA||B0|+ h¯ωr
2h¯ωr
)
, (20)
where ωr is the trap radial frequency. Equation (20) is valid when the Larmor frequency ωL = |µA||B0|/h¯ ≫ ωr,
requiring that B0 ≫ 50mG for typical radial frequencies. In the following sections, we choose a Ioffe-Pritchard field B0
that simultaneously satisfies this condition and yields a Majorana spin-flip lifetime of 2 s.
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C. Tunneling to the chip surface
As a result of the Casimir-Polder potential, the magnetic barrier between the surface and the atoms is lowered, and
atoms can tunnel through the barrier to the atomchip surface or wire. Calculated tunneling lifetimes are presented
in Fig. 6(b), where we use a weighted average of the tunneling rate over all points in the (x, y) plane. For each
point (x, y) we use the WKB approximation for tunneling through a one-dimensional potential barrier along the z
direction [18]:
Γtunn =
∫ ∫
dx dy P (x, y) ωr(x, y) exp
(
−2
∫ z2
z1
dz
√
2m
h¯2
[U(x, y, z)− µ]
)
, (21)
where µ is the chemical potential and the integration over z is between the classical turning points z1(x, y) and z2(x, y)
defined by U(x, y, z1) = U(x, y, z2) = µ. The weighted tunneling probability appearing in the integrand is given
at any point by P (x, y) = 1N
∫
dz n(x, y, z), where n(x, y, z) is the particle density and the transverse frequency
ωr(x, y) = h¯
√
〈k2z〉/2mL(x, y) is the inverse of the average round-trip time for a particle moving between the turning
points [L(x, y) = z1(x, y) − z2(x, y)]. These quantities are all calculated by solving the Gross-Pitaevskii equation
for 1000 atoms of 87Rb. In a typical trap generated by a Z-shaped wire (e.g., see Sec. VI), most of the tunneling
occurs either at the center of the trap (where the atoms are closest to the wire) or at the trap ends (where the potential
curves down towards the surface). Because of the much higher atom density directly above the wire, the lifetime is
governed mostly by tunneling to the wire rather than to the surface, as discussed further in Sec. VI.
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FIG. 6: (Color online) (a) Trap lifetimes due to thermal noise-induced spin flips, calculated for atoms trapped at distances d
above wires with square cross sections of 25 − 200 nm. Reducing the wire size increases the lifetime; for the 50 × 50 nm
wire the lifetime exceeds the selected Majorana lifetime of 2 s for distances d > 0.37 µm. For comparison, the lifetime 1µm
above a very wide wire would be < 10ms. (b) Tunneling lifetimes calculated for a BEC of 1000 atoms in traps generated at
different distances d, compared to the Majorana spin-flip lifetime (kept constant at 2 s), assuming a current of 40µA passing
through a 50× 50 nm trapping wire. This current is more than an order of magnitude below the maximum for such a nanowire
[Fig. 2(c)]. The solid and dashed curves are calculated assuming surface-only and wire-only contributions to the Casimir-Polder
force respectively. Even though these Casimir-Polder forces are of the same order of magnitude [Fig. 5(b)], the atomic density
is much higher directly above the wire, so tunneling to the wire is much faster than tunneling to the Si+SiO2 surface; the latter
tunneling proceeds mostly from the cloud edges, where the atomic density is much lower. The dotted curve is calculated for
a potential combining the wire and surface Casimir-Polder forces; the corresponding tunneling lifetime is shorter yet because
the trap barrier is reduced along the entire wire and at the cloud edges. In this approximate calculation, the tunneling lifetime
exceeds the Majorana lifetime for distances d > 0.55 µm. Using higher currents for such wires would increase the tunneling
lifetime and is discussed further in Sec. VI.
D. Spatial decoherence
As we have noted above, fluctuations of the magnetic field perpendicular to the quantization axis of the atom
may cause transitions of the atom between Zeeman states defined along this axis. Conversely, fluctuations of the
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magnetic field along the quantization axis cause spatially dependent energy fluctuations, which may be viewed as
potential fluctuations for the atom. These potential fluctuations imply that the phase of the atomic wavefunction at
two locations x1 and x2 will also fluctuate, giving rise to dephasing. Again, we find that the mean square of the phase
difference after a time t is given by
〈[φ(x1)− φ(x2)]
2〉 =
m2F g
2
Fµ
2
B
h¯2
〈[∫ t
0
dt′B‖(x1, t
′)−
∫ t
0
dt′′B‖(x2, t
′′)
]2〉
, (22)
where B‖ is the magnetic field component along the quantization axis. For a time scale much longer than the inverse
of the magnetic noise bandwidth, we may take the random-walk limit
∫ t
0
dt′
∫ t
0
dt′′〈B‖(t
′)B‖(t
′′)〉 = 12S
‖
B(ω → 0)t,
where S
‖
B is the magnetic field correlation tensor of Eq. (18) along the coordinate of the quantization axis. It
then follows that the square of the phase difference grows linearly with time. This implies, in accordance with the
theory developed by Henkel [56], that the coherence, which may be defined as g(1)(x1,x2) = 〈e
i[φ(x1)−φ(x2)]〉, drops
exponentially with the standard deviation of the difference, i.e., g(1)(x1,x2) = exp(−Γdect), with
Γdec =
m2F g
2
Fµ
2
B
2h¯2
[
S
‖
B(x1,x1) + S
‖
B(x2,x2)− 2S
‖
B(x1,x2)
]
. (23)
Figure 7 shows the decoherence rate of a split atomic wavefunction at two points located at an equal distance d above
an infinitely long and thin wire, as a function of the longitudinal separation between the points. Similar results are
obtained when the two points are located above two separate parallel wires creating a local potential minimum above
each of them, as a function of the separation between the two wires (and consequently between the two points).
When the distance between x1 and x2 is much larger than the distance to the wire, the correlation term SB(x1,x2)
becomes negligibly small and the decoherence rate depends only on the distance of the two points from the wire. For
87Rb atoms in the state |F,mF 〉 = |2, 2〉 it follows that for x1,x2 equidistant from the wire, the decoherence rate
is Γdec(|x1 − x2| → ∞) = 2.4Γth, where Γth is given in Eq. (17). We see that, if the nanowire trap is constructed
with a coherence lifetime long enough, e.g., for interferometer experiments, then the experiment will not be limited
by thermal spin-flip losses. Moreover, we see that coherence lifetimes on the order of 1 s may be expected for the
nanowire traps discussed here.
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FIG. 7: The rate of spatial decoherence between two points x1 and x2 above the wire as a function of their longitudinal
separation, relative to their distance d to the wire. The decoherence rate is given relative to its maximum value when the
two points are very far apart relative to d. The model assumes that the wire is infinitely long and much narrower than the
distance d. When the two points are separated by more than about 4 times their distance from the wire, the magnetic noise at
the two points becomes uncorrelated, resulting in the decoherence rate asymptotically reaching a maximum as shown. Under
these circumstances, the rate depends on the wire width in the same way as the thermal spin-flip lifetime shown in Fig. 6(a),
but is 2.4 times shorter (see text for details).
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VI. SPECIFIC NANOWIRE ATOMCHIP TRAP
We now apply the foregoing general properties of nanowires and their associated magnetic fields and noise to a
specific example. We simulate a typical atomchip Z-shaped trap [1], aiming to achieve the smallest atom-surface
separation while maintaining a lifetime > 1 s. Compatible with the fabrication process presented previously, we
choose a 50µm-long gold nanowire with a 50 × 50 nm cross-section. This choice minimizes the Casimir-Polder force
due to the wire, thus lengthening the tunneling lifetime [Fig. 5(b)], and at the same time reduces thermal magnetic
noise contributions to atom loss [Fig. 6(a)]. The ends of the nanowire are connected to conventional gold leads and
are included in the magnetic field simulation. We consider a current of 40µA, which is well below the calculated
maximum current of 1.2mA [Fig. 2(c)]. By applying a bias field of 132mG in the yˆ direction, a trap is generated at
a distance of 0.6µm from the wire. Trap lifetimes for closer atom-surface distances would be limited by much faster
tunneling. Applying a second bias field of 83mG in the xˆ direction ensures a Majorana spin-flip lifetime > 2.0 s.
These parameters specify the basic atomchip trap configuration, whose properties we now discuss.
The trap depth, defined as the highest-energy isopotential that does not touch the surface, is about 2.9µK and is
limited by the Casimir-Polder potential. An isopotential for a slightly higher energy is shown in Fig. 8(a). The radial
frequency at the trap minimum is about 10 kHz, which is controllable over a wide range since we are passing such a
modest current through the nanowire. The connecting legs of the Z-wire act as “end caps” for a waveguide potential
that lies almost directly above the nanowire. Corresponding weighted tunneling probabilities are shown in Fig. 8(b)
and (c). As was shown in Fig. 6(b), the tunneling lifetime due to the combined wire and surface Casimir-Polder
potential is an order of magnitude shorter than that due to the wire Casimir-Polder potential.
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FIG. 8: (Color online) (a) Lower half of an isopotential surface at 2.9µK for an atomchip trap centered at d = 0.6µm, created
by passing a current of 40µA through a 50× 50 nm gold nanowire. The isopotential has been compressed in the x-direction by
a factor of 20 for better visibility, and potential corrugations have been ignored. The nanowire is 50µm long. The potential
sheet below the closed trap surface is due to the Casimir-Polder potential from the atomchip surface and the nanowire. The
far edges of the isopotential surface touch the Casimir-Polder potential sheet, implying that 2.9µm is the trap depth. (b-
c) Weighted tunneling probabilities [integrand of Eq. (21)] calculated for a Bose-Einstein condensate of 1000 87Rb atoms.
The tunneling probabilities in (b) consider only the Casimir-Polder contribution from the Si+SiO2 planar surface; in (c) the
calculation considers only the Casimir-Polder contribution from the nanowire. Peak probabilities occur in (b) at the ends of
the trap because the potential bends towards the surface, even though the atomic density is low there. The peak tunneling
probabilities in (c) occur all along the wire axis, even though the potential barrier is higher there, since the atomic density is
highest there also; the probabilities in (c) are about ten times higher than in (b). For the potential combining all Casimir-Polder
contributions, the tunneling lifetime is about 50 s.
The trap formed for such small distances from the nanowire is “box” shaped along the longitudinal axis, as shown
in Fig. 9(a). The smoothness of the trap bottom along the wire axis is limited only by the edge roughness of the
nanowire (white-noise spectrum with 2 nm rms, see Sec. III A) and has a standard deviation of about 8.2 nK. The
effect of this corrugation on the ground state of trapped atoms is examined by solving the Gross-Pitaevskii equation
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for N interacting bosons confined by the magnetic potential of the atomchip nanowire [57]:[
−
h¯2
2m
∇2 + V (r) + g|ψ(r)|2
]
ψ(r) = µψ(r), (24)
where m is the atomic mass, V (r) is the external potential, µ the chemical potential, and g = 4πh¯2a/m is the
atom-atom coupling constant, with a being the s-wave scattering length (a = 5.4 nm for 87Rb). We do not use the
Thomas-Fermi approximation since we do not expect a “large” number of atoms to be held in the trap. The calculated
chemical potential for N = 1000 atoms of 87Rb is 13 kHz·2πh¯= 625 nK, which is about 14 of the trap depth [Fig. 8(a)].
In Fig. 9(b) we present the calculated in-situ atomic density, which shows a standard deviation of 3.8% due to the
nanowire edge corrugation effects. The isopotential plotted in Fig. 9(c) for an energy just above the minimum presents
another view of the potential corrugation.
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FIG. 9: (Color online) (a) Minimum-energy path for a trap generated by running 40µA through a Z-shaped nanowire, where
the central portion of the Z-wire is 50µm long: for each value of the longitudinal distance x, we show the minimum potential
in the yz-plane. (b) Ground-state atomic density map (integrated along a viewing axis yˆ perpendicular to the nanowire and
shown in units of µm−2) for atoms at a trap height of d = 0.6µm, calculated with the Gross-Pitaevskii equation for 1000 atoms
of 87Rb. The calculated potential corrugation perturbs the atomic density, which has a standard deviation of 3.8% along its
length. (c) An isopotential surface of the trapping potential for an energy 0.1µK above the trap minimum. The longitudinal
axis is compressed by a factor of 50 for a better view. The potential corrugation is due to the trapping wire edge roughness,
with a measured standard deviation of 2 nm. The potential sheet below the closed trap surface is due to the Casimir-Polder
potential from the atomchip surface and the nanowire. The inset shows a 1D cut of the potential above the trap center, with
the energy of the isopotential surface shown by the dashed red line.
We see that a sufficiently deep trap can be formed using static magnetic potentials generated by nanowires, with
sub-micron atom-surface separations. The main limitations for such traps will be cloud fragmentation and tunneling
due to the Casimir-Polder potential. The latter limitation can be overcome using higher currents. For a 50× 50 nm
wire, we can use a current up to 1.2mA [Fig. (2)]; at a height d = 0.6µm and a current I = 0.8mA, the trap depth
increases to > 100µK and the tunneling lifetime increases by many orders of magnitude. However, in this configuration
the potential corrugation causes severe atomic density fragmentation, with a calculated standard deviation of 40%. In
order to reduce the effects of potential corrugation, we can increase the chemical potential by shortening the nanowire
trap. Shorter nanowires can actually be fabricated more easily and such traps would not be expected to significantly
reduce the tunneling lifetime.
VII. ANISOTROPIC CONDUCTORS
Replacing pure metals with other conductors such as superconductors, alloys or molecular conductors (see Introduc-
tion) may bring numerous advantages. As an example, we briefly describe utilizing electrically anisotropic materials
and their qualities in the context of this work [17]. In particular, if we orient the “good” conductivity a-axis parallel
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to the wire direction xˆ, the spatial and internal state decoherence rate of a trapped atomic sample is lowered by
a factor on the order of the transverse conductivity suppression relative to gold, which may be several orders of
magnitude. The greatest advantage of using such materials would therefore be for interferometric measurements with
atomchips. The anisotropy in the resistance is also expected to decrease the effect of wire edge roughness on potential
corrugations.
For a direct comparison with the gold Z-wire trap described above, we wish to maintain a current of 40µA through
the trap. The a-axis resistivity for these materials is typically larger than the resistivity of gold. For a material such
as SrNbO3.41 the temperature of the wire at a current density of 10
5A/cm2 is not expected to rise significantly [17],
and hence the spin-flip lifetime due to thermal noise of the wire is expected to be about 200 times longer [Eq. (18)]
than for the comparable gold nanowire. We note that this improvement is not due to the anisotropic nature of the
wire but simply to its high resistivity (about 200 times that of gold). An additional factor of 2 may be gained for “one
dimensional” anisotropic conductors due to the specific anisotropic nature of these wires [17]. Reducing the current
density to 105A/cm2 (2 orders of magnitude smaller than that allowed in gold) requires a correspondingly increased
wire cross-section of 200 × 200 nm to maintain the same current. Following Fig. 6(a) this would reduce the above
lifetime by a factor of about 20, ultimately yielding an increased spin-flip lifetime of a factor of ∼ 20.
Metallic nanowires have limited maximum current densities due to the increase in their wire resistivity (Fig. 2)
from diffusive scattering at the wire surfaces. However, surface scattering for an anisotropic wire (where the surfaces
are parallel to the good conductivity axis) may be significantly smaller and will have less effect on the wire resistivity,
hence enabling higher current densities than discussed above. One may even speculate that at small dimensions the
resistance relevant for the current density [Eq. (4)] and that relevant for the Johnson noise [Eq. (18)] may become
decoupled.
It is evident that the behavior of electrons in anisotropic materials in the context of surface scattering (resistance)
and edge currents (fragmentation) requires further theoretical and experimental study. In any case, it appears that
utilizing anisotropic materials could further improve the advantages of nanowires. Specifically, it may improve the
coherence time by several orders of magnitude, and could reduce potential corrugations [17]. Fabrication protocols
for such anisotropic nanowires are being pursued in our laboratory.
VIII. SUMMARY AND CONCLUSIONS
We have presented an analysis for further miniaturization achievable in atomchips based on current carrying wires,
aiming to create static magnetic potentials capable of manipulating atoms on the scale of their deBroglie wavelength.
We have analyzed the physical limitations of conducting wires, and we have also analyzed limiting effects due to
the nearby surface, explicitly considering tunneling to the surface, surface thermal noise (causing both spin flips and
decoherence), electron scattering within nanowires causing static potential corrugations, and the Casimir-Polder force.
Additional effects such as Majorana spin flips have also been taken into account.
We have analyzed a specific example of a nanowire trap, utilizing a standard configuration. We have shown that
when utilizing nanowires, the main limitations to trapping atoms at sub-micron atom-surface distances are potential
corrugation and tunneling to the surface. We briefly described an anisotropic conductor as a potentially useful
alternative to standard gold wires. These examples serve not only to summarize the more general statements of the
paper, but also as an outlook for further work which may include alternative geometries and materials.
We have shown that further miniaturization of atomchips, utilizing wires with cross sections as small as a few tens
of nanometers, enables robust operating conditions for atom optics. Such miniaturization may allow the realization
of potentials (e.g., tunneling barriers) with a scale of the deBroglie wavelength, thereby bringing the atomchip a step
closer to fulfilling its promise of a compact device for complex and accurate quantum optics with ultracold atoms.
Achieving such small atom-surface distances should also contribute to the study of fundamental surface phenomena.
IX. APPENDIX: CASIMIR-POLDER POTENTIAL – DERIVATION
A. A planar bilayer surface
We consider a planar structure with a dielectric function given by
ǫ(z) =


1, z > 0,
ǫ1, −b < z < 0,
ǫ2, z < −b.
(25)
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The Green’s tensor for the EM field may be derived from the reduced Green’s tensor, which can be written as a sum
over transverse modes with well defined transverse wave vectors k = (kx, ky)
Γ(r, r′, t− t′) =
∫ ∞
−∞
dω
2π
e−iω(t−t
′)
∫
d2k
(2π)2
ei[kx(x−x
′)+ky(y−y
′)]gk(z, z
′), (26)
where gk(z, z
′) in the region z, z′ > 0 can be written in terms of transverse electric (TE) and transverse magnetic
(TM) scalar Green’s functions
gTE,TM
k
(z, z′) =
i
2kz
[
eikz |z−z
′| +RTE,TMeikz |z+z
′|
]
, (27)
with k2z = ω
2/c2 − k2. The reflection coefficients RTE,TM are given below. The first term in Eq. (27) is irrelevant,
being cancelled by the vacuum subtraction in Eq. (14). The trace over the remaining part of the Green’s tensor is
now given in terms of the (vacuum subtracted) scalar functions gTM and gTE at z = z′ as∑
i
giiκ = ω
2gTE + (k2 − k2z)g
TM. (28)
We now make the transformation ω/c → iζ such that kz → iκ with κ
2 = k2 + ζ2. The reflection coefficients RTE
and RRM are now given by
Rm =
rm1 + r
m
12e
−2κ1b
1 + rm1 r
m
12e
−2κ1b
, (29)
for m = TE,TM, where
rTE12 =
κ1 − κ2
κ1 + κ2
, rTE1 =
κ− κ1
κ+ κ1
, (30)
and
rTM12 =
κ1/ǫ1 − κ2/ǫ2
κ1/ǫ1 + κ2/ǫ2
, rTM1 =
κ− κ1/ǫ1
κ+ κ1/ǫ1
, (31)
with κi =
√
ǫiζ2 + k2. We now obtain for the CP potential
UCP (z) = −h¯c
∫ ∞
−∞
dζ α(iζ)
∫
d2k
(2π)2
1
2κ
[
(2k2 + ζ2)RTM − ζ2RTE
]
e−2κz. (32)
The formulas for the multilayer Green’s functions have appeared in many places, for example in Ref. [58], and the
result (32) was first derived by Zhou and Spruch [59].
At a distance z which is much larger than c/ω0, where ω0 is the lowest optical transition frequency of the atom, we
may assume that α(ω) ∼ α(0). We now make the transformation κ = p/z and ζ = κµ and obtain
UCP (z) = −
h¯cα(0)
2πz4
F (ǫ1, ǫ2, b/z), (33)
with
F =
∫ ∞
0
dp p3e−2p
∫ 1
−1
dµ
[(
1−
µ2
2
)
RTM −
µ2
2
RTE
]
. (34)
where RTM and RTE are given in Eqs. (29)–(31) with κi replaced by pi = p
√
1 + µ2(ǫi − 1) and b in the exponent
replaced by b/z.
When b≪ z the exponent exp[−2p1b/z]→ 1 and one obtains R
TE = (p− p2)/(p+ p2) and R
TM = (p− p2/ǫ2)(p+
p2/ǫ2), which are the reflection coefficients for an interface between vaccum and a medium with dielectric function
ǫ2. On the other hand, when b ≫ z we obtain R
TE → rTE1 and R
TM → rTM1 . We conclude that the CP potential
becomes similar to that generated by the deeper layer when z ≫ b and similar to the one generated by the outer layer
when z ≪ b.
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B. Cylindrical wire
The Green’s tensor in cylindrical coordinates is given by [60]
Γ(r, r′, ω) =
∞∑
m=−∞
∫ ∞
−∞
dk
2π
[
−MˆMˆ′∗
(dˆm − k
2)
ω2
Fm(r, r
′)
+ NˆNˆ′∗
1
ω
Gm(r, r
′)
]
χmk(φ, z)χ
∗
mk(φ
′, z′), (35)
where Mˆ and Nˆ are vectorial differential operators that generate the vector fields from the scalar fields for the TE
and TM modes, respectively, dˆm is the two-dimensional Laplacian operator where the differentiation with respect to
φ is replaced by ∂/∂φ→ im, Fm(r, r
′) and Gm(r, r
′) are the scalar radial Green’s function for the TE and TM modes,
respectively, and χmk = (2π)
−1/2eikzeimφ is the wave function that holds the angular and longitudinal dependence of
each mode. As we are interested only in the single-point case φ = φ′ and z = z′, we have here χmkχ
∗
mk = 1/2π.
By substituting for the right forms of the Green’s function we obtain
∑
j
Γjj(R,R) =
1
2π
∞∑
m=−∞
∫ ∞
−∞
dk
2π
iπ
2λ2
[
−ω2
m2
R2
J ′m(λa)
H ′m(λa)
H2m(λR) + ω
2λ2
J ′m(λa)
H ′m(λa)
H ′m
2
(λR)
−
(
m2k2
R2
+ λ4
)
Jm(λa)
Hm(λa)
H2m(λR)− k
2λ2
Jm(λa)
Hm(λa)
H ′m
2
(λR)
]
, (36)
where Jm and Hm are the Bessel functions and the Hankel functions of the first kind and λ
2 = ω2/c2 − k2 is the
wave-vector along the radial direction. As above, we now make the transformation ω/c→ iζ, such that λ→ iκ with
κ2 = k2+ ζ2. The Bessel function Jm(λa) transforms into Im(κa), where Im is the modified Bessel function, and Hm
transforms into Km, the modified Bessel function of the second kind. We then obtain the following result:
UCP (R) = −
h¯c
2π
∞∑
m=−∞
∫ ∞
−∞
dζα(iζ)
∫ ∞
−∞
dk
2π
1
κ2
{
−
I ′m(κa)
K ′m(κa)
(
ζ2m2
R2
K2m(κR) + κ
2ζ2K ′m(κR)
2
)
+
Im(κa)
Km(κa)
[(
κ4 +
m2k2
R2
)
K2m(κR) + κ
2k2K ′2m(κR)
]}
. (37)
Now we take the static approximation for the polarizability α(iζ) → α(0) and change variables to x = κR, ζ =
(x/R) cosφ and k = (x/R) sinφ and find
UCP (R) = −
h¯cα(0)
2πR4
∞∑
m=−∞
∫ ∞
0
dx
{
−
I ′m(xa/R)
K ′m(xa/R)
(
xm2
2
K2m(x) +
x3
2
K ′m(x)
2
)
+
Im(xa/R)
Km(xa/R)
[(
x3 +
m2x
2
)
K2m(x) +
x3
2
K ′2m(x)
]}
. (38)
This can be written in the form
UCP (R) = −
h¯cα(0)
2π(R− a)4
F (a/R), (39)
with
F (a/R) =
(
1−
a
R
)4 ∞∑
m=−∞
∫
dx x
[
Im(xa/R)
Km(xa/R)
x2K2m(x)
+
1
2
(
Im(xa/R)
Km(xa/R)
−
I ′m(xa/R)
K ′m(xa/R)
)(
m2K2m(x) + x
2K ′m(x)
2
)]
. (40)
The result of a numerical integration of F is shown in Fig. 10. It is found that at a/R → 1, such that the atom is
very close to the surface relative to the radius a, we obtain the same result as for a plane conductor F = 3/4. In the
other limit, where a/R → 0 one may see that F ∼ − 23 log(a/R) and the contribution to F is dominated by the term
m = 0 only.
18
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
a/R
F
FIG. 10: The function F (a/R) for a perfectly conducting cylindrical wire.
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