The quad tilt rotor (QTR) has complex dynamics characteristics, and the environmental factors have a great influence on it. This increases the difficulty of its control especially in transition mode. To solve this problem, the design of the controller based on active disturbance rejection control (ADRC) with a novel tuning algorithm is proposed in this paper. The aerodynamic models of propeller, wing, vertical tail and fuselage are build respectively by using the idea of component modeling. The pitch channel of the linearized flight dynamic model is provided for the control system. A simple tuning method of active disturbance rejection control for the quad tilt rotor in transition process that achieves high performance and good robustness is presented. The proposed method makes ADRC become easy to tune and more practical. The problem of parameter tuning is turned into a multi-objective optimization problem, and using radial basis function(RBF) neural network with particle swarm optimization algorithm(PSO) and bacterial foraging optimization algorithm(BFO) hybrid algorithm tuning method(NBPO) to fit the tuning rules. We introduce the control input, the overshoot and rise time of the system into the fitness function. The local and global optimal solutions are introduced into the chemotaxis and migration to improve the information exchange ability of BFO. The correctness and effectiveness of the NBPO tuning method were verified by numerical simulation results, compared with the one parameter tuning method(OPM) and PID, the results showed that the NBPO tuning method can greatly improve the control performance of the system. INDEX TERMS ADRC, optimization algorithm, quad tilt rotor, parameters tuning, nonlinear control.
I. INTRODUCTION
The quad tilt rotor (QTR) is a novel vehicle [1]- [7] which combines the characteristics of helicopter and fixed wing aircraft. The QTR has three flight modes: helicopter mode, fixed wing mode and transition mode. Due to the special configuration of quad tilt rotor, the aerodynamic characteristics and stability of quad tilt rotor will change significantly with the change of tilt angle and forward flight speed in the transition mode. This brings great difficulty to the design of flight control system.
The classical PID controller is still widely used due to simplicity and effectiveness. The standard procedure of flight control design is linearizing the flight dynamic around the trimming points based on the small perturbation assumption. Papachristos [8] exhibited the nonlinear/linearized dynamics and the corresponding attitude tracking controller designed by PID controller, however, due to the nonlinear coupling The associate editor coordinating the review of this manuscript and approving it for publication was Baozhen Yao . and the indeterminate complex structure of quad tilt rotor, the control effect of the PID controller is limited. Tan [9] and Preitl [10] proposed a closed-loop automatic tuning of a proportional integral derivative(PID) controller based on an iterative learning control(ILC) approach. Vrkalovic [11] developed model-free sliding mode controllers and Takagi-Sugeno fuzzy controllers for the flux and conductivity control of Reverse Osmosis Desalination Plants(RODPs).
Han [12] proposed an innovative philosophy called active disturbance rejection control(ADRC) based on the feedback linearization approach, which has remarkable adaptive ability and robustness. The basic idea of ADRC is to use an extended state observer (ESO) to estimate the internal and external disturbances in real time. The originally complex and uncertain plant dynamics is reduced to a simple cascade integral plant, which can be easily controlled. Due to its strong robustness and disturbance rejection, ADRC has been successfully applied in many fields [13] - [15] . The flight dynamic characteristics of QTR in transition process change greatly. Due to ADRC technology does not depend VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ on the model, which can handle various internal uncertainties and has strong robustness. So the ADRC can be used for the design of the control system of the QTR in transition process [16] , [17] . However, there are many parameters to be tuned in classical ADRC [18] - [25] , and many parameter tuning methods mainly rely on experience. Since the birth of ADRC, the research about its tuning method is always active and open. By making use of linear gains, Gao [26] developed a concise linear ADRC(LADRC) while preserving the essence of the original ADRC, which considerably facilitated the design process. Li [27] used linear gains in place of the original nonlinear gain in ADRC. The number of parameters was reduced obviously. This made the tuning of ADRC more realistic. however, the one parameter tuning method(OPM) is limited with experience.
The neural network can approximate any function indefinitely. The disturbance can be observed and compensated effectively by neural network. The multi-objective optimization problem can be solved by particle swarm optimization(PSO) [28] - [35] and bacterial foraging optimization(BFO) algorithm [36] , [37] .
Based on the above research background, in order to solve the problems of QTR time-varying, nonlinear control and ADRC parameter tuning, the parameters tuning problem is turned into multi-objective optimization problem in this paper. A novel neural network with particle swarm and bacterial foraging hybrid algorithm(NBPO) is proposed to tuning the parameters of ADRC. Firstly, the dynamic model is established, and then the proposed tuning method based on NBPO is analyzed. Finally, verification of the NBPO hybrid algorithm by comparing with one parameter tuning method(OPM) and PID in numerical simulation is carried out.
Section II shows the paper scope and contribution. Section III shows the dynamic model of quad tilt rotor. Section IV describes the ADRC design and tuning method. Section V presents the basic optimization algorithm. Section VI describes the improvements of NBPO hybrid optimization algorithm. Section VII shows the simulation results and discussions. Finally, section VIII draws some conclusions for this paper. The linear model of the control objectives can be found in appendix. The code of this paper is upload on the github and can be found in https://github.com/MELODYLV/MATLAB.git.
II. PAPER SCOPE AND CONTRIBUTION
The aerodynamic models of propeller, wing, vertical tail and fuselage are build respectively by using the idea of component modeling. The pitch channel of the linearized flight dynamic model is provided for the control system. We introduce the control input, the overshoot and rise time of the system into the fitness function. The local and global optimal solutions are introduced into the chemotaxis and migration to improve the information exchange ability of BFO. We use the proposed neural network to solve the multi-objective problem and find the best fitted value of ω c ,ω o and b 0 . We checked the performance of the proposed algorithm by Nyquist, Bode, Monte carlo experiments and unit step response. We also compared with OPM and PID controller with continue and sudden disturbance signals.
III. DYNAMIC MODEL OF QUAD TILT ROTOR
The quad tilt rotor with partial tilt wing in this paper is shown in Figure 1 , including four groups of propellers, front and rear wings, fuselage, elevator, motors, tilting mechanism, undercarriage and flight control system.
Both ends of the front and rear wings are designed with a tilt nacelle. The tilt wing is connected to the nacelle and turns with the tilting of the propeller in the nacelle. The parameters of the tilt quad rotor with partial tilt wing is shown in Table 1 .
The aerodynamic models of propeller, wing, vertical tail and fuselage are build respectively by using the idea of component modeling. Finally, the dynamic model of various components are integrated together to form the flight dynamic model of the quad tilt rotor.
A. PROPELLER AERODYNAMIC MODEL
The propeller is modeled according to the Goldstein vortex theory, and Figure 2 shows the velocity and force acting on the blade element. R is radius, r is the distance from hub center to any point of propeller profile, x is dimensionless value of r, σ is propeller solidity, ω is rotational speed of propeller, V is inflow velocity, λ is inflow ratio, ϕ is blade element angle, ϕ T is blade element inflow angle at propeller tip, α i is interference angle, V E is resultant velocity, ω α ,ω t are axial and circumferential induced velocity.
where, B is number of blades, is blade element circulation, κ is coefficient of Goldstein.
Thrust coefficient C T , power coefficient C P can be calculated from (4) and (5) , C L and C D are lift coefficient and drag coefficient respectively. 
The thrust T and moment M can be calculated from (6) . Where, is propeller rotational speed, ρ is atmospheric density and D is the diameter of propeller.
where, β m is tilt angle of nacelle. Subscript r represents propeller. Subscript x,y and z are the coordinate. In addition, since the nacelle has a certain height (h). So, the distance between the origin of the propeller system ([x r0 y r0 z r0 ] T ) and the center of gravity of the aircraft ([x r y r z r ] T ) is shown in (9):
The moment caused by the propeller in the fuselage axis system is shown in (10)
In addition, in order to facilitate the calculation of the propeller wake on the wing, the uniform induced velocity of the propeller can be calculated by the momentum theory according to (11) .
The velocity of the aerodynamic center in the free flow area is the sum of the free flow velocity(u, v, w) and the velocity caused by the angular velocity(p, q, r), as shown in (12)
The angle of attack in the free area is shown in (14) . The angle of attack in the sliding flow area is shown in (15) .
Thus, the force on the left side of the front wing of the wind axis is shown in (16) .
Convert the force on the left side of the front wing under the wind axis into the force and moment under the body axis, as shown in (17) . Where c = cos and s = sin. Subscript w represents wing.
Similarly, the forces and moment on the right side of the front wing are obtained. Compared with the front wing, the rear wing adds lift caused by rudder deflection(δ pitch and δ roll ). The slant angles of the left and right rudder surfaces of the rear wing are defined as δ {w,BL} and δ {w,BR} .
C. VERTICAL TAIL AERODYNAMIC MODEL
The velocity of the aerodynamic center on the vertical tail is the sum of the free velocity and the velocity caused by the angular velocity, as shown in (19) . Where, x T ,y T and z T is the coordinate of the vertical tail relative to the center of gravity.
where, Subscript T represents vertical tail. The force in the vertical tail of the wind axis is shown in (20) . Where, S T , C α {L,T } , C {D,T } , and α T is the vertical tail area, the slope of the lift coefficient, drag coefficient and the angle of attack of the vertical tail.
The force and moment in the body axis are shown in (21) . Where c = cos and s = sin.
The fuselage aerodynamic center velocity is the sum of the free velocity and the velocity caused by the angular velocity, as shown in (22) . Where, x f , y f , z f is the coordinate of the fuselage relative to the center of gravity.
where, Subscript f represents fuselage. The force and moment in the body axis are shown in (23) . Where, c = cos and s = sin.
E. FLIGHT DYNAMIC MODEL OF THE QUAD TILT ROTOR
The aerodynamic force and moment of the quad tilt rotor with partial tilt wing can be obtained as equation (24).
velocity. The subscript r; wF; wB; T and f represent propeller, front wing, rear wing, vertical tail and fuselage.
IV. ACTIVE DISTURBANCE REJECTION CONTROL DESIGN AND TUNING
Flight control law is the core of the flight control system. ADRC technology does not depend on the model, which can handle various internal uncertainties and has strong robustness. ADRC consists of three parts: tracking differentiator(TD), extended state observer(ESO) and nonlinear state error feedback(NLSEF).
A. CONTROL PLANT
According to equation (25) and (26) , roll, pitch and yaw are coupled. This is the biggest difficulty in controller design. ADRC can solve this problem well, the interaction between different channels is regarded as the disturbance within the system, and the external disturbance caused by the environment is regarded as the total disturbance of the channel. Then each channel used ESO independently to estimate the total disturbance in real time, and compensates to realize decoupling control.
Through the above analysis, the attitude channel in equation (25) can be rewritten as the corresponding form of the ADRC theory:
B. TRADITIONAL ADRC
The structure of ADRC is illustrated in figure 3 . The outputs of extended state observer (ESO) are z 1 , z 2 and z 3 ; v 1 , v 2 are the outputs of tracking differentiator (TD) [12] .
TD is tracking differentiator that arranges a transition process for the attitude angle command and obtains its differential signal, that is, the attitude angular rate command:
r 1 (k) is tracking signal of v(k), r 2 (k) is the differential oḟ v(k), δ is the parameter that determines the speed of tracking, h is step size. The nonlinear function fst(x 1 , x 2 , δ, h) expression is as follows:
The extended state observer(ESO) can simultaneously estimate the system states and total external disturbance. The structure of the ESO can be described as:
where, the β i > 0(i = 1, 2), α 1 = 0.5, α 2 = 0.25. The saturation function fal(e, α, δ) is used to suppress signal jitter.
NLSEF is a nonlinear state error feedback law, which nonlinearly combines the tracking differentiator output with the system state deviation. ADRC's traditional NLSEF control law is as follows:
where, 0 < α 1 < 1 < α 2 , k p = β 1 , k d = β 2 , e 1 is error between the command signal and the controlled object position output, e 2 is the error between the command differential signal and the controlled object speed output.
C. DESIGN OF ADRC
Taking pitch channel θ as an example, assigning the state variable θ is the position signal of the pitch andθ = q is the velocity signal of the pitch such thatθ = q andq = θ cos φ−θ sin φ+ψ sin φ cos θ +ψ cos φ cos θ −ψ sin φ sin θ to have the system in state variable form:
From (34) we can see that the coupling of attitude is strong. Before the design of the controller, the input decoupling of the manipulation must be carried out first.
Helicopter mode control decoupling is shown in Figure 4 . The length of F i (i = 1, 2, 3, 4) represents the pulling force provided by the propeller, and the direction of M i (i = 1, 2, 3, 4) represents the rotation direction of the propeller. When the change of the rotation speed of the front two propellers is opposite to that of the back two propellers (such as the rotation speed of M 1 and M 3 increase, and the rotation speed of M 2 and M 4 decrease), the aircraft will do pitch motion. When the change of the rotation speed of the left two propellers is opposite to that of the right two propellers (such as the rotation speed of M 2 and M 3 increase, and the rotation speed of M 1 and M 4 decrease), the aircraft will do roll motion. When the change of the rotation speed of the propellers on the two diagonals is opposite (such as the rotation speed of M 1 and M 2 increase, and the rotation speed of M 3 and M 4 decrease), the aircraft will do yaw motion.
In helicopter mode, the elevator deflection angle is 0, and the control decoupling methods are shown in equation (28) and (29) . where, rpm 1 , rpm 2 , rpm 3 and rpm 4 are the rotation speed of the four propellers. throttle is the throttle revolution, pitch is pitch manipulation, roll is roll manipulation, yaw is yaw manipulation, δ pitch and δ roll is elevator deflection angle.
In the fixed wing mode, the rudder surface plays the main control role. The propeller only provides forward tension and yaw direction control coupling. The control decoupling mode is:
δ pitch = 0.1pitch δ roll = 0.1roll (38) In the transition mode of tilt quad rotor with tilt-wing, with the decrease of the tilt angle, the control effect of the propeller becomes weaker, and the control effect of the elevator becomes stronger. Define tilt angle is 90 • for the fixed wing mode and tilt angle is 0 • for the helicopter mode.
where, β M is tilt angle.
Let the input signal u = pitch, substituting it into (34), one can obtain:
where, b 0 is the gain of the input signal.
Assigning f 1 =θ cos φ −θ sin φ +ψ sin φ cos θ + ψ cos φ cos θ −ψ sin φ sin θ is the inner disturbance and f 2 = 1.2 sin(t) is the external disturbance. So, f = f 1 + f 2 is the total disturbance of the system.
Then, (40) can be rewrite as:
The core idea [26] of ADRC is to estimate the total disturbance f by ESO:
The estimation and compensation of disturbance are realized by ESO. Then, Equation (41) can be casted into a state-space form:
A full -dimensional ESO is designed for the system
where L o is ESO gain.
The tracking of system variables can be realized by selecting appropriate ESO gain, namely:ẑ 1 → θ,ẑ 2 →θ,ẑ 3 → f .
Take u 0 as the state feedback control law in the following form
Then, the final control law is
whereR is reference input signal and K 0 is controller gain.
Substituting (48) into (42) yields
When the observer gain is selected properly, the system shown in (34) can become an integral series system.
Then, ADRC can be described as the following state-space form:
D. PARAMETERS TUNING OF ADRC From (52) we can see that ADRC needs to be designed the gain L o of the extended state observer and the feedback control law K 0 [27] . The characteristic equation of ESO is
Assign all the observer poles to −ω o , then
where ω o is bandwidth of observer, which is the only one parameter of the observer needed to be tuning. The closed-loop characteristic equation of the feedback control system is
Assign all the controller poles to −ω c , where ω c is the bandwidth of the controller, which is the only one parameter of the feedback control law needed to be tuned.
Comparing with (54) and (55), one can obtain
Based on the bandwidth method, the one-parameter tuning method(OPM) obtains the bandwidth of the controller and observer(ω c = 10/t s , ω o = 4ω c ) through the known adjusting time of the object, finally, the desired control performance is obtained by adjusting b 0 . The relationship of the parameters ω c , ω o and b 0 is based on experiments. The optimal performance of the controller is achieved by adjusting ω c , ω o and b 0 . Therefore, parameter tuning can be turned into a multiobjective optimization problem.
The output of the multi-objective optimization problem can be described as:
The error of output and input of the system is:
where, y m is the input of the system. The solution of the optimization problem can be described as:
When, J = 0. ω o , ω c , b 0 , α 1 , α 2 and δ are the solution of the multi-objective optimization problem.
V. OPTIMIZATION ALGORITHM REVIEW
From section IV the parameter tuning problem can be turned into multi-objective problem. The neural network can approximate any function indefinitely. The disturbance can be observed and compensated effectively by neural network. The multi-objective optimization problem can be solved by particle swarm optimization(PSO) and bacterial foraging optimization(BFO) algorithm. 
A. RADIAL BASIS FUNCTION NEURAL NETWORK
Radial basis function (RBF) neural network [38] - [40] is a three-layer feedforward network, the mapping from input to output is nonlinear, but the mapping from hidden layer to output layer is linear. Thus, the learning speed is greatly accelerated and the local minimum problem is avoided. The RBF network structure is shown in Figure 5 . The input of the network is x = [x 1 , x 2 , · · · , x n ] T , the output is y m , the excitation function of the hidden layer is Gaussian basis function.
The learning algorithm for the weight value w j (k) from hidden layer to output layer is:
where η is learning speed(η > 0), α is momentum factor (α ∈ [0, 1)).
B. PARTICLE SWARM OPTIMIZATION ALGORITHM
The Particle swarm optimization(PSO) method [28] - [33] is one of the optimization methods. Assuming that the search space has D dimensions, and the total numbers of particles is N , where the particle i is represented as a D dimensional vector. The particle updates its speed and position according to (62) and (63):
(62)
where, c 1 and c 2 are learning factors; r 1 and r 2 are uniform random numbers within the range of [0, 1]; i = 1, 2, · · · , D;
w is called the inertia factor.
C. BACTERIAL FORAGING OPTIMIZATION ALGORITHM
The bacteria [36] , [37] will keep swimming when the bacteria find rich nutrients. θ is the position of a bacterium and θ i (j, k, l) means the ith bacterium in the jth chemotaxis, kth reproduction, lth elimination-dispersal procedure. The expression for tumbling is presented as follows:
where (i), i = 1, 2, · · · , S is a random variable. The range for the element m (i), m = 1, 2, · · · , p in (i) is [−1, 1]. The parameter S means the amount of bacteria. The formulation for bacterial position updating is described as follows:
where C(i), i = 1, 2, · · · , S is a distance for moving during the swimming phase. The communication between bacteria is simulated by swarming process. The chemical substances are released by bacteria to attract other bacteria when they find high amounts of nutrients. The bacteria will repel each other when they are in danger. The swarming action is described as follows:
where θ = [θ 1 , θ 2 , · · · , θ p ] T is a bacterium in the swarming stage, The variable θ i m is the mth component of the ith bacterium position θ i . The communication value J cc (θ, P(j, k, l)) between bacteria is added to the fitness function result in the chemotaxis phase j; Variable p represents the amount of problem dimension; Parameter S means the number of bacteria; Factors d at , w at , h re and w re are the attraction or repulsion force.
VI. OUR APPROACH
In order to find the solution of the multi-objective optimization problem(equation (59)), three improvements are presented in this section. In subsection A, a novel fitness function is proposed to evaluate controller performance. In this subsection, we introduced the control input, the overshoot and rise time of the system into the fitness function. In subsection B, the PSO is adopted into (bacterial foraging optimization algorithm) BFO. In this subsection, the improvement of chemotaxis and migration are proposed to improve the information exchange ability. In subsection C, a novel neural network with the improved BFO is used to tuning the parameters of ADRC.
A. A NOVEL FITNESS FUNCTION
When optimizing the controller parameters, it is very important to select the evaluation function of the controller reasonably, which plays a decisive role in the parameter tuning effect of the controller. 
1) OPTIMIZATION METHOD
There are many ways to evaluate controller performance, We usually take the error of the controller e(t) as the functional integral as the objective function, the main evaluation standards are Integral Square Error (ISE), Integral Absolute Error (IAE), Integral of Time multiplied by Square Error (ISTE) and Integral of Time multiplied by Absolute Error (ITAE).
The ITAE is one of the most commonly used, which has good engineering application value as the performance index of control system. However, if only the above evaluation function is used to design the controller, the dynamic performance of the control system will be pursued too much, and the control parameters will be set relatively large, thus the control amount in the process of system influence will easily be too large. In order to reduce the control signal in the controller's working process, the control input is added into the fitness function:
Finally, in order to prevent the influence of overshoot on the control system, the overshoot quantity and rise time of the system are added into the fitness function as two optimal objectives:
where, w i (i = 1, 2, · · · , 4) is the weight factor. σ is the overshoot of the system, t p is the rise time of the system.
2) VERIFICATION
We take pitch angle of quad tilt rotor in helicopter mode (β m = 0 • ) as an example to verify the effectiveness of this method. the unknown part is set as f = 1.2 sin(t) and the input is set as unit step signal. PSO algorithm is used to verify the effect of fitness function on the performance of control algorithm. The original parameters of ADRC and PSO are shown in table 2.
The optimized parameters under the conditions of each fitness function are shown in table 3.
The impact curves of each fitness function are shown in figure 6 and figure 7 . As can be seen from figure6 and figure 7, when different fitness function are selected, the time domain response performance of the system is different, and the number of convergence steps of optimization algorithm is also different. As can be seen from figure 6, when the fitness function proposed in this paper is adopted, the overshoot of the system is the minimum, the response time of the system is the shortest, and it can be well stabilized at the final value. It is proved that the proposed fitness function is feasible in this algorithm. ITSE algorithm is inferior to the fitness function proposed in this paper, and is obviously superior to other fitness functions. All systems optimized by optimization algorithm with parameters are better than manually adjusted parameters in the initial stage. However, as time goes by, the system optimized by ITSE evaluation criterion will be unstable in steady state error. Figure 7 shows the convergence of each fitness function in the iterative process. It can also be seen from the figure that the evaluation criteria proposed in this paper converge rapidly. By comparing the response and convergence curves of each fitness function to the system, it can be seen that the evaluation criteria proposed in this paper have certain feasibility and effectiveness.
B. A NOVEL BFO ALGORITHM WITH PSO
The original bacterial foraging optimization algorithm has little information exchange ability among individuals, which affects the convergence effect, while PSO algorithm has good information exchange ability. Therefore, this paper introduces PSO to improve the information exchange ability of bacterial foraging optimization algorithm, and forms a hybrid algorithm(bacterial foraging with particle swarm optimization algorithm, BPO) to improve the comprehensive performance.
1) CHEMOTAXIS IMPROVEMENT
PSO algorithm is applied to BFO chemotactic operation to increase the information exchange between individuals and improve the convergence speed and accuracy. Then, the update formula of bacterial foraging algorithm in chemotactic operation is as follows:
The weight factor wis used in PSO to balance the global and local optimization of the algorithm. When the value is small, it is conducive to local optimization, but easy to fall into local extremum point. Therefore, the adaptive adjustment method is adopted, that is, each particle adjusts the change according to its current adaptive value, namely:
where, w min and w Max are the minimum and maximum weight factor. J i is the current bacterial adaptation value. J av and J min are mean and minimum values, respectively.
2) MIGRATION IMPROVEMENT
In the migration operation, the fitness value of individuals is firstly compared, and the optimal 2 individuals do not migrate, the worst 3 individuals migrate directly, and the general mode is continued in the middle, and the migration probability is optimized by dynamic adjustment according to the fitness, namely:
where, P min and P Max are the minimum and maximum probability of migration. When evolution is fast, migration with low probability can maintain current favorable information. When evolution is slow, it is easy to fall into the local optimal, which requires a higher probability of migration to jump out of the local optimal.
The parameter optimization algorithm procedure based on BPO algorithm is described as follows.
Step 1: Initialize the particle swarm size, random determine the positions and velocities of all particles, bacteria number, size and position, determine the chemotaxis and propagation step, disperse and propagation probability;
Step 2: Set each particle position vector (bacteria), and calculate the fitness value;
Step 3: Turn over bacterial and search for the optimal position. At the same time, update the fitness value and position of individuals;
Step 4: If the fitness value of individual is improved, continue to the next step, otherwise go to Step 3;
Step 5: If bacteria reach the chemotactic step number, carry out the reproduction and disperse operation of bacteria, otherwise go to Step 3;
Step 6: The bacterial with better fitness is division and the bacterial with worse fitness is dispersed at a certain probability and a new bacteria is generated. Go to Step 3;
Step 7: If the maximum number of iterations is met, the algorithm is over, otherwise go to Step 3.
3) VERIFICATION
We take pitch angle of quad tilt rotor in helicopter mode (β m = 0 • ) as an example to verify the effectiveness of this method. the unknown part is set as f = 1.2 sin(t) and the input is set as unit step signal. The initial parameters of the algorithm are shown in table 4, and the simulation results are shown in figure 8 and figure 9 .
It can be seen from the figure that the improved algorithm has a faster convergence speed. And from the perspective of the time domain step response of the system, the system optimized by BPO algorithm has better performance than optimized by BFO algorithm. The overshoot of BPO is about 20% and the rise time of BPO is about 0.6s. The overshoot of BFO is about 30% and the rise time of BFO is about 0.7s. From the figure we can see that the steady state error of BPO is much smaller than that of BFO. The system optimized by BPO has smaller overshoot and shorter adjustment time. It can be seen that BPO algorithm has better performance than BFO algorithm in optimizing parameters. BPO algorithm has certain feasibility and effectiveness.
C. A NOVEL NETWORK WITH BPO 1) OPTIMIZATION METHOD
Neural network learning method has strong nonlinear mapping ability, it is a very good learning algorithms, but this method is essentially a local search optimization method, it is to solve a complex nonlinear problems, the direction of the network weights along the partial improvement gradually adjusted, which can make the algorithm into local extremum and lack of overall importance. at the same time, the adjustment of its convergence is decided by the choice of the initial state. BFO algorithm has better global search ability. In the training of neural network, the method of combining the two algorithm is adopted. First use BFO algorithm to find the initial weights and threshold of neural network, then the initial weights and thresholds are used for quadratic optimization to obtain the final weights and thresholds. In this paper, we named the hybrid algorithm as NBPO.
The fitness function is as follows:
where e(t) is system error.
After the fitness function is determined, the parameters can be optimized. Under the constraint condition, the parameter corresponding to the minimum fitness function value is the optimal controller parameter. The structure block diagram of the parameters tuning algorithm is shown in Figure 10 .
The parameter optimization algorithm procedure based on NBPO algorithm is described as follows.
Step 1: Initialize the related parameters of PSO, BFO, RBF neural network and ADRC;
Step 2: Calculate the output of ADRC, the output of ADRC is taken as fitness value and training the network;
Step 3: Updating the weights of neural network with BPO algorithm;
Step 5: If the maximum number of iterations is met, the algorithm is over, otherwise go to Step 2.
2) VERIFICATION
We take pitch angle of quad tilt rotor in helicopter mode (β m = 0 • ) as an example to verify the effectiveness of this method. the unknown part is set as f = 1.2 sin(t) and the input is set as unit step signal.The initial parameters of the algorithm are shown in table 4 and 5, and the simulation results are shown in figure 11 and figure 12 .
It can be seen from the figure that the improved algorithm has a faster convergence speed. And from the perspective of the time domain step response of the system, the system optimized by NBPO algorithm has better performance than optimized by RBF algorithm. The rise time of NBPO is about 0.5s and almost have no overshoot and steady state error. The overshoot of RBF is about 10%, and the rise time of RBF is about 0.8s. The system optimized by NBPO has smaller overshoot and shorter adjustment time. It can be seen that NBPO algorithm has better performance than RBF algorithm in optimizing parameters. NBPO algorithm has certain feasibility and effectiveness.
VII. SIMULATION RESULTS
In this section, several simulation examples are used to verify the effectiveness of the proposed ADRC tuning method. A quad tilt rotor with partial tilt wing is considered in the simulation. We get the control objectives(in appendix) from trimming the flight dynamics model of the quad tilt rotor. The pitch channel of the control objectives is taken as an example to study the proposed tuning algorithm. First, the relationship of ω o , ω c and b is studied. Then, from equation (59), we get the best value of ω o , ω c and b based on NBPO algorithm. Last, in order to verify the performance of the tuned ADRC, the experiments of Bode, Nyquist, step response and Monte Carlo are carried out.
We studied the parameters tuning results of the pitch angle in different tilt angle(β m = 0 • , 30 • , 60 • , 90 • . The control objectives can be found in appendix). From section IV, we know that ω o , ω c and b are the parameters should to be tuned. In one parameter tuning method(OPM), they set ω o = 4ω c according to practical experience. However, we find that the best relationship between ω o and ω c is not ω o = 4ω c . Therefore, we select ω o , ω c and b as the inputs and the J as the output of the multi-objects optimization problem to facilitate the tuning process for the quad tilt rotor in transition process.
At first, we select 20 × 20 × 20 pairs of ω o − ω c − b at different tilt angle β m = 0 • , 30 • , 60 • , 90 • . According to experience based on OPM, the three parameters fundamentally Figure 13 - Figure 16 .
The results show that the relationship between ω o and ω c is not simply 4 times.
Therefore, to find the best ω o , ω c and b, we used RBF neural network with BFO and PSO hybrid algorithm(NBPO). The parameters of ω o , ω c and b in OPM and NBPO are shown in Table 6 and Table 7 .
Next, in order to compare the stability of the OPM and NBPO, frequency domain characteristic analysis and open loop Nyquist characteristic analysis are carried out respectively. Figure 17 -Figure 20 are the bode diagram of the two tuning methods in different tilt angles. From the Figures of bode diagrams, it can be seen that the cut-off frequency in NBPO is smaller than that in OPM. It increases the response speed of the system and has a great impact on the dynamic performance of the system. Figure 21 - Figure 24 are the Nyquist diagrams of the two tuning methods in different tilt angles. From the Nyquist diagrams results we can know that the Nyquist plot of the system contains 0 cycles around the point (−1, j0) counterclockwise, and its open-loop transfer function has no characteristic roots outside the unit circle. According to the theorem, the system is stable.
Furthermore, in order to better reflect the performance of NBPO tuning method, we compare NBPO tuning method with OPM tuning method and PID controller in time domain. The parameters in PID are shown in table 8. The command signal of the pitch angle is step signal with amplitude of 1, and the external disturbance signal is 1.2 sin(t). At 25s, a step mutation signal with amplitude of 1 is given to simulate sudden wind signal. The response of the system in time domain are shown in Figure 25 . From Figure 25 we can see that PID controller has little antidisturbance performance, and the rise time of system is a little large. OPM algorithm can eliminate system oscillation, however, it has large overshoot. The NBPO optimization algorithm has good dynamic performance. The rise time of the system is faster, and the system basically has no overshoot. The steady-state error of the system is basically zero. The system oscillation is effectively eliminated.
Last, Monte Carlo experiment is used to verify the robustness of the system. The parameters of the object model were randomly changed by ±10%, 200 times of simulation were repeated, and the t p − σ distribution was compared.
The distribution results of t p − σ points are shown in the Figure 26 . It can be seen that t p − σ points distribution obtained by NBPO tuning method is relatively concentrated and the system is more robust. 
VIII. CONCLUSION
In this paper, The aerodynamic models of propeller, wing, vertical tail and fuselage are build respectively by using the idea of component modeling. The pitch channel of the linearized flight dynamic model is provided for the control system. Due to the traditional PID controller generates a lager steady state error for the pitch attitude control of the quad tilt rotor in transition process, an active disturbance rejection controller with a novel tuning algorithm is proposed in this paper. We introduce the control input, the overshoot and rise time of the system into the fitness function. The local and global optimal solutions are introduced into the chemotaxis and migration to improve the information exchange ability of BFO. The proposed tuning method can reduce the overshoot and steady state error. Compared with the one parameter tuning method and PID, the proposed tuning method is more effective. It has strong antidisturbance ability to continuous disturbance and unknown sudden wind disturbance. The correctness and effectiveness of the NBPO tuning method are verified by numerical simulation results. The simulation results showe that NBPO can greatly improve the control performance of the system. 
APPENDIX

STATE-SPACE OF THE QTR IN TRANSITION PROCESS
A. β M = 0 • A =            
