. This work can further provide input to the Indonesia government through mapping of disaster prone areas especially 4 provinces with very high natural disasters such as Aceh, West Java, Central Java and East Java.
Introduction
According to Law no. 24 of 2007 on Disaster Management on the Republic of Indonesia, disaster is an event or series of events that threaten and disrupt the life and livelihood of the community caused by both natural factors and / or non-internal factors and human factors resulting in the occurrence of human lives, environmental damage, property loss, and psychological effects [1] . Disaster can be divided into three i.e. natural disasters, non-natural disasters and social disaster. The Indonesia are among countries located in the area Ring of Fire (See Figure 1) .
Copyright ⓒ 2018 SERSC Australia The data from the Indonesia National Disaster Management Agency noted that 148.4 million people live in areas prone to earthquakes, 5 million live in areas prone to tsunami, 1.2 million live in areas prone to volcanic eruptions, 63.7 million live in areas prone to flooding, and 40.9 million live in areas prone to landslides. Based on data sources from the Central Bureau of Statistics (https://www.bps.go.id) the author intends to solve the problem of the number of villages that experienced natural disaster prone by province in Indonesia by using one computer science techniques that produce a support system decision. The sample of research data is the recapitulation of the number of villages that experienced natural disaster prone by province in Indonesia year [2008] [2009] [2010] [2011] [2012] [2013] [2014] . Criteria of natural disasters in question, namely: Flood, Earthquake and Landslide.
Today's data mining approach evolves to address various problems concerning data processing (See Figure 2 ). Many researchers [2, 3, 4, 5] use data mining techniques to solve the problem.
Figure 2. Data Mining Process
Data mining has several techniques, including classification, estimation, prediction and clustering. Clustering Technique [6] is a grouping of records, observing or observing and forming classes of objects that have similarities. Cluster is a collection of records that have similarities with each other and have an unlike the records in the cluster [7, 8, 9] .
The purpose of this research is to classify provinces prone to natural disasters into several clusters. So that from the existing cluster can be the first step for the government and the community about disaster prone areas in Indonesia by province. This is necessary in order to provide an "early warning system" for the community regarding sites considered to be at high risk for disasters and locations that are safe from disasters. Thus, it is expected that the information can be made appropriate steps for spatial planning to improve the environment and minimize the effects of disasters effectively.
The rest of this paper is organized as follow. Section 2 presents theoretical background on artificial intelligence. Section 3 present the proposed method for prediction. Section 4 presents obtainde results and following by discussion. Finally, Section 5 concludes this work.
Data Mining
Data mining is an interdisciplinary subfield of computer science. It is the use of automatic data analysis techniques to uncover previously undetected relationship among data items [10] . It allows users to analyze data from various angles and dimensions, classified it and precise the relation recognized [11] . The K-means algorithm involves randomly selecting K initial centroids or mean where K is a user defined number of desired clusters. For each of the object the distance is calculated between center points and data points and with minimum distance data, cluster is generated. This data points are far from another cluster or group [8] . In order to measure the distance between objects and means different K-means clustering techniques can be used. Most popular distant metric that used is Euclidean Distance. Euclidean distance is represented as the square root of addition of squared differences between corresponding dimensions of object and the mean or cluster centroid. Euclidean distance is the most common distance metric which is most commonly used when dealing with multi-dimensional [10] . Basically the selection of initial means is up to the developer of clustering system what he/she wants. But this selection of initial means is independent of K-means clustering, because these initial means are inputs of K-means algorithm. In some cases, it is preferred to select initial means randomly from the given dataset while some others prefer to produce initial points randomly. As known that selection of initial means affects both the execution time of the algorithm and also the success of K-means algorithm [10] .
Clustering
Clustering is the essential aspect of data mining. It is the technique of grouping of data in different groups by of their similarity measures. It means data items in the same group that are called cluster are more similar to each other than to those in other groups. Clustering is an unsupervised learning [4] . Clustering techniques mainly used two algorithms: Hierarchical algorithm and Partition algorithm. In the hierarchical algorithm, the dataset is divided into smaller subset in a hierarchical manner whereas in partition algorithm dataset is partitioned into the desired number of sets in a single step. K-means clustering is most popular partition algorithm. It uses in many application for producing the accurate result because of its simplicity of implementation [4] . e. Threshold : The lowest possible input value of similarity required to join two objects in one cluster.
Terms K-Means
f. Similarity Matrix: Similarity between objects calculated by the function SIMILAR (Di, Dj), represented in the form of a matrix is called a similarity matrix.
g. Dissimilarity Coefficient: The dissimilarity coefficient of two clusters is defined to be the distance between them. The smaller the value of dissimilarity coefficient, the more similar two clusters are.
h. Cluster Seed: First document or object of a cluster is defined as the initiator of that cluster i.e., every incoming object's similarity is compared with the initiator. The initiator is called the cluster seed [11] .
A Centroid-Based Clustering Technique
According to the basic K-mean clustering algorithm, clusters are fully dependent on the selection of the initial clusters centroids. K data elements are selected as initial centers; then distances of all data elements are calculated by Euclidean distance formula. Data elements having less distance to centroids are moved to the appropriate cluster. The process is continued until no more changes occur in clusters k-1 [7] [12] . This partitioning clustering is most popular and fundamental technique [12] . It is vastly used clustering technique which requires user specified parameters like number of clusters k, cluster initialisation and cluster metric [13] . First it needs to define initial clusters which makes subsets (or groups) of nearest points (from centroid) inside the data set and these subsets (or groups) called clusters [12] . Secondly, it finds means value for each cluster and define new centroid to allocate data points to this new centroid and this iterative process will goes on until centroid [14] does not changes. The simplest algorithm for the traditional Kmeans [12] is as follows;  Repeat  From K clusters by assigning each data point to its nearest centroid.  Recomputed the centroid for each cluster until centroid does not change [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] .
Important Equations
Distance measure will determine how the similarity of two elements is calculated and it will influence the shape of the clusters. The Euclidean distance is given by:
where n is the number of dimensions (attributes) and pk and qk are, respectively, the k-th attributes (components) or data objects p and q. 
Improved

Experimental Design
In this study the method used is the method of data mining as follows. 1). Data collection stage, 2). Data processing stage, 3). Clustering stage and 4). Stage Analysis [4] . Stages in the method are further described as follows:
Data Collection Stage
Implementation of data mining clustering the number of villages that experienced natural disaster prone by province in Indonesia with tools RapidMiner, required relevant data. Sources of research data obtained from the Central Bureau of Statistics. Data used in 2008-2014 which consists of 3 criteria, namely: a. Flood, b. Earthquake and c. Landslide. Data will be processed in 3 clusters of (C1) Cluster Disaster High, (C2) Cluster Disaster Medium and (C3) Cluster Disaster Low.
Data Processing Stage
Before the data goes into the process, it is first clustered according to predetermined criteria by taking the average number of villages that experienced natural disaster prone by province in Indonesia from 2008-2014. The clustered data are then processed using KMeans of 3 clusters.
Clustering Stage
In determining the cluster based on the data already available, it takes a flowchart to facilitate in determining the flow of calculation as a groove to find the results of the application of the cluster to the data to be processed [4] .
Stage Analysis
At this stage, data analysis of the average number of villages that experienced natural disaster prone by province in Indonesia will be processed with the RapidMinner tool. RapidMiner is a machine learning environment for data mining, text mining and predictive analysis [4] . In the previous stage, has been determined in 3 clusters, namely: (C1) Cluster Disaster High, (C2) Cluster Disaster Medium and (C3) Cluster Disaster Low.
Results and Discussion
In grouping, the data obtained will be calculated in advance based on the number of villages that experienced natural disaster prone by province in Indonesia in 2008-2014. Sum result based on 3 assessment criteria, namely: a. Flood, b. Earthquake and c. Landslide, as shown in Table 1 . 533  591  623  0  0  0  40  44  40  East Kalimantan  478  463  409  0  17  4  113  71  55  North Kalimantan  0  0  140  0  0  13  0  0  40  North Sulawesi  375  336  353  186  174  102  303  294  308  Central Sulawesi  583  565  731  40  144  158  178  143  205  South Sulawesi  801  746  728  16  20  22  364  278  280  Southeast Sulawesi  276  351  702  15  8  175  55  51  123  Gorontalo  276  307  323  12  60  99  54  57  73  West Sulawesi  181  221  159  36  24  8  159  220  157  Maluku  119  122  233  60  13  43  48  68  122  North Maluku  132  155  285  128  51  143  34  23  52  West Papua  50  32  88  30  196  160  18  13  54  Papua  363  411  308  38  157  341  291  336  251 (Source : Central Bureau of Statistics of Indonesia)
From Table 1 . the data is then accumulated based on 3 criteria, namely a. Flood, b. Earthquake and c. Landslide. The process of data accumulation is done by finding the average value of each province based on predetermined criteria. The results of complete calculation can be seen in the following Table 2 . The average Accumulated Data of villages that experienced natural disaster prone in Indonesia in Table 2 will be processed into clustering by applying the K-Means algorithm using RapidMinner has been determined in 3 clusters, namely: (C1) Cluster Disaster High, (C2) Cluster Disaster Medium and (C3) Cluster Disaster Low.
Centroid Data
In the application of K-means algorithm using tools RapidMiner, the centroid value is derived from the grouping of data performed. In this case, the researchers conducted 3 clusters, namely: (C1) Cluster Disaster High, (C2) Cluster Disaster Medium and (C3) Cluster Disaster Low. The cluster point determination is done by taking the highest value for the Cluster Disaster High, the average value for the Cluster Disaster Medium and the smallest value for the Cluster Disaster Low. The calculation process can be seen below. The centroid data for each cluster can be seen in the Table 3 below: 
K-Means Clustering Using RapidMiner
In natural disaster data grouping, the writer uses K-means algorithm to group data based on attribute at cluster central distance from a set of data as in Table 3 . Iteration is the process of execution on K-Means to group data based on cluster center distance value. The cluster central distance value will continue to change according to the number of iterations performed. The K-Means process will continue to iterate until the data grouping equals the previous iteration data grouping. In other words, the process will continue iterating until the data in the last iteration is the same as the previous iteration. Based on the design of Figure 1 . the RapidMiner tools will group the 'natural disaster' area based on the input data provided. The results of the final grouping can be seen in the picture below: 
K-Means Performance Accuracy with RapidMiner
One of the operators used to measure K-Means accuracy is % Performance. Performance% is used for performance evaluation of centroid-based grouping methods. This operator provides a list of performance criteria values based on the cluster centroid. The %Performance measurement parameters are avg._within_centroid_distance and davies_bouldin. avg._within_centroid_distance: The average in cluster distance is calculated by the average distance between the centroid and all cluster examples. davies_bouldin: Algorithms that produce clusters with low intra-cluster distance (high intra-cluster similarity) and high inter-cluster spacing (low inter-cluster similarity) will have a low Davies-Bouldin index, a grouping algorithm that generates a set clusters with the smallest Davies-Bouldin index are considered the best algorithms based on the criteria. The results obtained on the Davies-Bouldin index for 'natural disaster' areas are 0.796 (See Figure 7) . Based on the results of these performance, therefore it can be considered as the best algorithm based on criteria. 
Conclusion
This paper has presented the usage of K-means clustering method implemented in rapid miner tools to classify disaster prone areas in Indonesia. In summary, to cluster areas of 'natural disaster' in Indonesia by province can be done by applying datamining clustering technique with K-Means method. Attributes used in the study are: (1) 
