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Let G be a finite group. Assume that G acts (simplicially) on a finite simplicial 
complex D. We show that if dim(D) = 2 and D is collapsible, G fixes a point of [D]. 
We also show that if G has no composition factor of Lie-type and Lie-rank 1, or 
the Sporadic J1, dim(D) = 3 and D is collapsible, G fixes a point of [D]. In addition 
we obtain various results on collapsible complexes and a certain tree decomposition 
of a finite connected simplicial complex D, such that HI(D) = 0. © 1994 Academic 
Press, Inc. 
0. INTRODUCTION 
In [-3], Aschbacher and the author  of this paper posed several questions 
regarding group actions on finite simplicial complexes. One of them was 
whether a group can act fixed point  freely on a contractible two-dimen- 
s ional  finite simplicial complex. Let D be a finite simplicial complex. In this 
paper we prove 
THEOREM 1. Let p: G~Aut (D)  be an admissible representation. I f D is 
collapsible and dim(D)  = 2, then D a is collapsible. In particular, D a ~ ~.  
Here D G denotes the fixed subcomplex of D under the action of G. Recall 
that p: G~ Aut(D)  is admissible if whenever g~G fixes a simplex s of D, 
it fixes all the vertices of s. Recall further that if D is collapsible, then D is 
contractible. The converse is false. It is standard (see (3.4)) that if D is 
col lapsible then the first barycentr ic subdivision sd(D) is collapsible. 
Since for any representat ion G--*Aut(D),  the induced representation 
G~Aut (sd(D) )  is admissible, the assumption in Theorem 1, that p is 
admissible, is not a restriction. 
Let &o be the set of all finite simple groups of Lie-type and Lie-rank 1 
or the Sporadic J1. We prove 
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THZOREM 2. Let K be a collapsible 3-complex. Let G be a finite group 
and let p: G ~ Aut(K) be an admissible representation. Then 
(1) K c is either empty or K c collapses to a 7/-acyclic complex of 
dimension <~ 2. 
(2) I f  no composition factor of G is isomorphic with some member of 
~ ,  then K c ~ ~.  
Some additional results are as follows: We say that a complex D is 
n-acyclic, n~>-1,  if / lk (D)=0,  for all -1  <~k<<.n, where homology is 
calculated with coefficients in 7/--the integers. In Section 2, we obtain a 
certain Tree Decomposition of D provided D is 1-acyclic. We believe this 
Tree Decomposition is quit useful, and indeed it is being used in (4.3). The 
results of Section 2 are basically due to Aschbacher; we are grateful to him 
for allowing us to include these results here. 
1. PRELIMINARIES, DEFINITIONS, AND NOTATION 
In this section we collect some standard preliminary results and some 
definitions required for this paper. The interested reader will need to 
consult this section from time to time, while reading the paper. 
All complexes in this paper are finite simplicial complexes. Let D be a 
complex. As usual, A = A(D) denotes the graph of D, that is the graph on 
the vertex set of D, whose edges are the 1-simplices of D. # D denotes the 
number of simplices of D. 
(1.1) Chain Groups 
As usual {C~(D),O} denotes the simplicial chain complex with 
coefficients in 7/of D. We view Q(D)  as the set of maps c from the oriented 
k-simplices of D to 77, such that if s' has the opposite orientation of s, then 
c (s ' )=-c (s ) .  As usual, for ceC~(D), we sometimes write C=Ziml  nisi, 
this means that c(si)=ni, for 1 ~<i<<.m and c(s)=0, for the remaining 
oriented k-simplices . Bk(D) denotes the subgroup of k-boundaries of D, 
and Zk(D) denotes the subgroup of k-cycles of D. 
Recall that the link of a simplex s of D denote here by lkD(S) is the 
subcomplex of D whose simplices are those simplices t of D such that 
t n s = ~ and t u s is a simplex of D. If no confusion may arise we write 
lko(s) = lk(s). The deletion dlo(s) is the subcomplex of D consisting of all 
simplices t such that t n s = ~.  
An oriented k-simplex s is denoted by [Xo ..... Xk], where {Xo ..... xk} is 
a k-simplex of D. In some occasions we do not specify whether a simplex 
s of D is oriented or nonoriented. The confusion is eliminated by the context. 
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For c ~ Ck(D) we denote supp(c)= {s:c(s)~ 0}. We denote supp + (e)= 
{s: c(s)> 0} and supp_ (c)= {s :c(s)< 0}. 
DEFINITION. Let z~Z1(D) and let yeA. We say that v occurs in z, 
if vesesupp(z).  We say that v has a unique occurrence in z if 
{sesupp(z) :ves}  = {[u, v], Iv, w]}, u¢w and z([u, v ] )= 1 =z(l-v, w]). 
DEFINITION. A 1-cycle zEZI(D)  is simple, if z= [Xo, Xl] + [xl,  x2] + 
• --[xn 2, xn l ]+[x ,_ l ,x0] ,  where n>2 and for O<~iej<~n-1, 
xi e xj. 
Note the following. 
(1.1.1) Let zeZ I (D)  be a simple 1-cycle and let vsA. If v occurs in z, 
then v has a unique occurrence in z. 
The following lemma is also easy and well known. 
(1.1.2) ZI(D ) = (z : z is a simple 1-cycle). 
Certain numerical invariants associated to a k-chain c play a role in our 
induction arguments and we define them now. 
Notation. For a k-chain e, define n(e)= Zs te(s)l, where the sum runs 
over a basis of oriented k-simplices of Ck(D). If c E Bk(D ) define b(c)= 
min{n(d):d~ Q+I(D) and 0(d)= c}. 
We recall the definition of certain graphs which turn out to be crucial for 
our discussion. 
DEFINITION. For each integer k/> 0, we define the graph fqk(D) on the 
(nonoriented) k-simplices of D as follows. Two k-simplices , t are adjacent 
iff s w t is a (k + 1)-simplex. 
Note that N° (D) -A(D)  is the graph of D. 
(1.2) Graphs 
Let A =A(D). We adopt the notational conventions of I-l, Sect. 2]. In 
particular, P(A) denotes the set of paths in A. A closed path in P(A) is 
called a cycle. This should not be confused with a 1-cycle which is a 
member of Z~(D). We denote by Cy(A) the set of cycles in P(A). The 
closure (S )  of a set of cycles S of D is defined in [1, Sect. 2]. The reader 
unfamiliar with I- 1 ] will be able to read the results of this paper not related 
to simple connectivity. We set T(D)= {uvwu:{u, v,w} is a 2-simplex 
of D}. The letter T in T(D) stands for triangles. 
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DEFINITION. A path p=xox l . . . xn  is a simple path if x~¢xj, for all 
0 <~ i< j~ n, with (i, j) ¢ (0, n). Ifxo = xn, we require n > 2, and we say that 
p is a simple cycle. 
(1.2.1) (1) D is simply connected if and only if (T (D) )=Cy(A) .  
(2) Cy(A)= (p  :p is a simple cycle). 
Proof For (1) see, e.g., Section 1 in [2]. (2) follows directly from the 
definitions. 
(1.2.2) Assume A is connected and let x, yeA.  Then there exists a 
simple path p ~ P(A), with org(p) = x and end(p) = y. 
Notation. Let p=xox l . . . xneP(A) .  We denote O(p)=[Xo, Xl]+ 
Ix1, x2] + -.. + [xn_l ,  x,] .  
Note that 
(1.2.3) 
(1) 
(2) 
(3) 
Let p, q ~ P( A ). Then 
If end(p) = org(q), then ~(pq) = ~b(p) + ~(q). 
~(p-') = -¢(p). 
if p is a simple cycle, then ~(p) is a simple 1-cycle. 
Proof See, e.g., (3.1) in [2]. 
2. THE GRAPH fql(D) 
Fix an integer k, 0 ~< k 4 d im(D) -  1, and let ~ be the set of connected 
components of ~k(D). For each K~X,  let V(K)= {x~d(D) :x~s ,  for 
some s ~ K}. 
DEFINITIONS. (1) A (¢k-component of D is the full subcomplex F of D 
on the vertex set V(K), for some K~ 3((. We denote F=DK. 
(2) The ~k-complement of D is the subcomplex of D consisting 
of all simplices of D, such that s _c t, for some maximal simplex t of D of 
dimension 4 k - 1 (a simplex is maximal if it is not the proper face of any 
simplex). 
Set A = ffl(D). Let U -  U0--" Ur be a path in A. Define U i = Ui_ 1 c~ U;, 
for 0 < i~  r, let U ° be the second vertex in Uo, and let U r+ 1 be the second 
vertex in Ur. 
Notation. For a path U= Uo. . .Ur of A, we let o(U) be the path 
U°U l .-. U r + l of A, recalling that if U i= U i+l, then U~U ~+1 = U ~. 
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(2.l) Let U=Uo.. .Ur be a path in A. Assume Uo={V,u }, 
Ur={v,w}, uCw and that for 0<j<r ,  v4~U s. Then o(U) is a cycle in 
P(A) and v has a unique occurrence in O(o(U)). 
Proof This is obvious from the definitions. 
(2.2) Let zeBI(D ) and let vsA. Then 
(1) Assume v has a unique occurrence in z. If [u, v], [v, w]e 
supp+(z), then u, w are in the same connected component of lk(v) and 
{u, v}, {v, w} are in the same connected component of A. In particular, 
(2) (a) I fz is a simple 1-cycle and [u, v], Iv, w] ~supp+(z), then u, 
w are in the same connected component of lk(v) and {u, v}, {v, w} are in 
the same connected component of A. Hence 
(b) If z is a simple 1-cycle then all (nonoriented) 1-simplices of 
supp(z) are in the same connected component of A. 
Proof (1) appears in (3.3.1) of [2]; for completeness we supply the 
proof. Assume the hypotheses of (1). We show u, w are in the same 
connected component of lk(v). We induct on b(z). The assertion is 
obvious when b(z)= 1. Let de C2(D), with •(d)= z and n(d)= b(z). Let 
s= [u, v, x] e supp + (d). If x=w, we are done, so assume x¢w.  Then, 
since v has a unique occurrence in z, Iv, x] ¢ supp(z). It follows that v has 
a unique occurrence in O(d-s). Note, Ix, v], [v, w] esupp+(0(d-s) ) ,  so 
by induction, x and w are in the same connected component of lk(v) and 
we are done. The remaining part of (1) follows from the definitions. 
(2.a) follows from (1) and (1.1.1). Then (2.b) is immediate from (2.a). 
(2.3) Let x, y~A and assume that H i (D)=0.  Then 
(1) Assume {x, u}, {x, v} are in the same connected component of 
A, for some u, v ~ A(x). Then u, v are in the same connected component of 
lk(x). 
(2) Let {x, y} be a 1-simplex of D. Assume there exists u~A(x) 
and v ~ A(y) such that {x, u}, {y, v} are in the same connected component 
K of A. Then {x, y} ~ K. 
Proof Assume (1) is false and choose u, v~A(x) with m=dA({x, u}, 
{x, v}) minimal. Let U= UoUI . .  Um be a path in A, with Uo = {x, u} and 
U,,={x,v}. Assume there exists l<~j<~m-1, such that xsU i. Set 
Us= {x, w}. By minimality of m, u, w are in the same connected compo- 
nent of lk(x) and w, v are in the same connected component of lk(x). 
Hence u, v are in the same connected component of Ik(x), a contradiction. 
For O<~j<~rn, x6 Uj i f f j=0  or m. (.) 
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Let p=o(U). Then p=xox l . . . xn ,  and p is a cycle with xn=xo=x,  
x I =u and x~_ 1 =v. By (.)  and (2.1), x has a unique occurrence in ~,(p). 
Since Hi(D)= O, O(p)~ BI(D), so by (2.2.1), u, v are in the same connected 
component of Ik(x), a contradiction. 
Assume (2) is  false and choose u, v so that m=da({x, u}, {y, v}) is  
minimal. Let U= UoU~...Um be a path in A, with Uo= {x,u} and 
Um= {y, V}. Let p=o(U)(yx). Then p is a cycle with o rg(p)=x;  and as 
above, by minimality of m, x, y have a unique occurrence in O(p). Hence 
by the second part of (2.2.1), {u, x} and {x, y} are in the same connected 
component of A, which must be /( since it contains Uo= {u,x}; a 
contradiction. 
Let fit" be the collection of connected component of A and let ~ be the 
collection of ~-components of D. 
(2.4) If D is connected, then ~ is a cover of D. 
Proof All we need to show is that every simplex of D is a simplex of 
some F e ~ and this is obvious. 
From now until the end of Section 2 we assume that D is 1-acyclic. 
(1) Each F~o~ is connected. 
For F, GsY ,  with F#G,  either F~G=~ or FnG is a vertex 
(2.5) 
(2) 
of D. 
Proof. First we observe that F is connected. Set F= OK, where Ks  J{'. 
Let x, y be two vertices of F. Then, by definition, there are edges {x, u}, 
{y, v} sK. Then there is a path Ufrom {x,u} to {y, v} in K, and the path 
o(U) is a path in A(F), which shows that x, y are in the same connected 
component of F. 
Assume for some F, G ~ ~,  with F# G, that there are distinct vertices x, 
y of FroG. Set F=DKand G=Dj ,  with K, J~ Jd .  Choose x, y so that the 
distance in F between x and y is minimal. Let p be a path of minimal 
length from x to y in A(F). Let q be a path of minimal length from y to 
x in A(G). By the minimality in the choice of x, y, pq is a simple cycle, 
so by (1.2.3.3), tp(pq) is a a simple 1-cycle. Let sesupp(0(p))  and 
t E supp(0(q)). As Hi(D)= 0, we can apply (2.3.2); then by the definition 
of F, G, seK  and tEJ. Further by (2.2.2), K=J,  a contradiction. 
(2.6) 
(1) 
(2) 
(3) 
(4) 
Let 1 ~< k ~< dim(D). Then 
Ck(D) = @ F~ Ck(F) • 
Zk(D) = @ F~ Zk(F). 
Bk(D) = @ F~.~ Bk(F). 
< T(F)> = (T (D)>~ Cy(A(F)). 
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Proof Set C = @ F~ Ck(F), Z= @ F~,f  Z~(F) and B= @ F~ Bk(F). 
Then C = Ck(D) as by (2.5.2), every k-simplex of D is a simplex of a unique 
F~Y.  
Let zeZk(D)  and write Z=ZF~j  CF, where creCk(F). Assume k> 1. 
Then 0 = ~(z)= ~FE~ ~(CF)" Hence, by directness of the sum of the Ck(F), 
O(CF) =0, for all F~,  and we are done. Assume k= 1. Then by (1.1.2), z 
is a sum of simple 1-cycles, and by (2.2.2), each simple 1-cycle is a 1-cycle 
in some F~ ~.  Hence in this case CF is the sum of simple 1-cycles in F, in 
particular, c~ ZI(F) as asserted. 
Let b ~ Bk(D ). Then b = c3(c), for some c e B k + I(D). Write e = ~'F~ ~.~ CF' 
where CFECk+I(F), and observe that b=O(c)=~_~Fc~O(CF)EB , as 
asserted. 
Next we prove (4). For the proof in this paragraph the reader must 
be familiar with the notation and results of Section2 in [1]. Set 
3- = (T(D) ) c~ Cy(A(F)) and S = T(D). As T(F) ~_ T(D), (T(F)  ) ~ J .  We 
sketch a proof for the inclusion ~-_  (T(F) )  leaving the details to the 
interested reader. Let p ~ ~--. We induct on degs(p) to show pc T(F). If 
degs(p)= 1, this is obvious. Next check that if b~Cy(A), with b-p  and 
a ~ Is(b)u Ds(b ) is obtained from b by either replacing some vertex x of b 
by some s E S with org(s)= x, or by replacing a subpath s e S of b with 
org(s); then, there exists a subpath uv of p, with (u, v} c s. Hence s ~ T(F) 
and there exists a'~ [a], with a'~ Cy(A(F)). So the induction step works 
and we may conclude that p E Y. 
(2.7) (1) For each l~<k~<dim(D), Hk(D)=0 , if and only if 
Hk(F ) = 0, for each Fe  ~-. 
(2) D is simply connected iff F is simply connected, for each F~ ft .  
Proof (1) follows from (2.6.1), (2.6.2), and (2.6.3). For (2), assume D 
is simply connected. Then, by (1.2.1.1), (T (D) )= Cy(A). Hence by (2.6.4), 
Cy(A(F))= (T(F)') so by (1.2.1.1), F is simply connected. Conversely, 
assume each F in f f  is simply connected and let p ~ Cy(A) be a simple 
cycle. By (2.2.2), there exist F~f f ,  such that pECy(A(F)). Hence 
p~(T(F ) )~_(T(D) ) .  So Cy(A)=(T(D) ) ,  by (1.2.1.2). Hence by 
(1.2.1.1), D is simply connected. 
Let L={{x}:{x}=FnG,  for some /7, Ge~}.  Form the rank 2 
geometry F with point set ~ and line set L and incidence equal to 
inclusion. We denote also by F the incidence graph of F. 
(2.8) THEOREM. F is a tree. 
Proof The fact that F is connected follows easily from the fact that D 
is connected. Let 7r = xoFox IF1 ... x~F, xo be a simple cycle in F, with x~ e L 
and F,.~ ~,  for all O<<.i<n. Let p~ be a simple path from x~ to x~+t in F,., 
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O<~i<~n (where n+ 1 =0). Then PoP1 ""Pn is a simple cycle in Cy(A), so 
by (2.2.2), F 0 = F1, a contradiction, as rc is a simple cycle in F. 
DEFINITION. We call F the tree decomposition of D. 
3. COLLAPSIBLE COMPLEXES 
In this section K is a finite simplicial complex. 
DEFINITION. (1) A pair of simplices s c t is an end of K if t is the 
unique simplex of K properly containing s. We denote this situation by 
e= {s, t} and say that e is an end of K. The dimension of e, dim(e), is by 
definition dim(t). 
(2) We say that a subcomplex L cK  is obtained from K by an 
elementary collapse if L=K-e ,  for some end e= {s, t} of K; that is, L is 
obtained from K by deleting the simplices s and t from K. We denote 
L=K(e).  
(3) A sequence of elementary collapses in K is a sequence 
e = (el, e2, ..., en), such that el is an end of K= K 1 and ei+ 1 is an end of 
Ki+ 1 = Ki(ei), 1 ~< i~< n - 1. We say that K collapses to L = Kn(e~) = K(e). 
(4) K is collapsible if K collapses to a vertex of K. 
(3.1) Let e be an end of K. Then K(e) is homotopy equivalent to K. 
Proof. This is well known. See, e.g., [-4, p. 49]. 
(3.2) Assume e= (el, ..., e~) is a sequence of elementary collapses 
in K. Let L=K(e) .  Then there exists a permutation a t  S. such that 
f=  (e~(l), ..., e,(~)) is a sequence of elementary collapses in K, dim(e,0.)) >t 
dim(e~(i+t)), for all 1 <<.i<<.n- 1, and K( f )=L .  
Proof. This is well known and follows from the fact that if e is an end 
of K and f is an end of K(e), with dim(e) < dim(f),  then f is an end of K, 
e is an end of K(f),  and K(e)( f )= K(f)(e). 
(3.3) Assume K is collapsible and set n=dim(K).  Let {F/ : i~I} be 
the if"-1-components of K. Let F be the fin-~-complement of K. Then, for 
each i, there exists a sequence of elementary collapses e~ in F,-, such that 
each member of e~ is of dimension n, for each i ~ I and K collapses to 
L := Ui~l F,.(ei)wF. Further d im(L)~<n-  1 and L is collapsible. 
Proof This is well known and follows from (3.2) and observing that if 
e, f are two ends of K which are ends of distinct (¢"- 1-components of K, 
then K(e)(f)  = K(f)(e). 
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The next lemma (3.4) is well known. For completeness we supply a 
proof. We indicate that we view the first barycentric subdivision of K, 
sd(K) as the order complex of the face poset of K, i.e., the poset whose 
members are the simplices of K and whose order relation is inclusion. 
(1) Let xEA(K). If Ikx(x ) is collapsible then K collapses to (3.4) 
dlK(x). 
(2) 
(3) 
Proof 
If e is an end of K, then sd(K) collapses to sd(K(e)). 
If K is collapsible then sd(K) is collapsible. 
We start with (1). Let e = (el, ..., e~) be a sequence of elementary 
collapses in D := Ik(x) such that D(e) is the vertex y of D. Set ei = {si, ti}, 
1 <<.i<~n. Let f /=  {siw {x}, {tiu {x}}, 1 <~i<~n and fn+l = {{X}, {X, y}}. 
Then f= ( f , . . , f ,+ l )  is a sequence of elementary collapses in K and 
K(f) = dlK(X). 
For (2) induct on #K. The assertion being trivial if #K=I .  Set 
e= {s, t}. We first claim that sd(K) collapses to dlsd(m(s ). Assume 
dim(t)=k.  Delete from Lk=sd(K ) all ends of the form {a, r}, where 
dim(z) = k, max(a)= s (and max(z)= t) to obtain Lk_ 1 (where max(a) is 
the maximal member of a). Then delete from Lk_l all ends {a, r}, where 
dim(r) = k -1 ,  max(a)= s, and max(z)= t. Proceeding in this manner we 
obtain L 0 -- dlsd{x)(S ). 
Set L = dlsa(K)(S) and observe that lkL(t)= sd(T- {s, t}), where T is the 
subcomplex of K consisting of all faces of t. Since T -  {s, t} is collapsible, 
our induction hypothesis implies that IkL(t) is collapsible, so by (1), L 
collapses to dlL(t). But d/L(t ) = sd(K(e)) and (2) is proved. 
We induct on #K to prove (3). Assume K is collapsible and let e be an 
end of K such that K(e) is collapsible. By (2), sd(K) collapses to sd(K(e)) 
and by the induction hypothesis d(K(e)) is collapsible. Hence sd(K) is 
collapsible as asserted. 
Let Y be the collection of ffl-components of K. 
(3.5) Assume K is 1-acyclic. Then K is collapsible if and only if F is 
collapsible for each F~ ~.  
Proof Let e = {s, t} be an end of K. Let Fe  ~- be the unique member 
of ~- such that t is a simplex of F (see (2.5.2)). Then 
The ffl-components of K(e) are J -  {F} together with the 
ffl-components of F(e). (.) 
Assume K is collapsible. Let e be an end of K such that K(e) is 
collapsible. We induct on #K. By induction, the ffm-components of K(e) 
are collapsible, and, again by induction and (.), F(e) is collapsible. Hence 
582a/65/1-11 
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F is collapsible and using (,), we see that the f l -components of K are 
collapsible. 
Conversely, assume the fil-components of K are collapsible. Let F~f f  
and let e be an end of F such that F(e) is collapsible. Then e is an end of 
K and hence, by (3.1), K(e) is 1-acyclic. By induction and (,), K(e) is 
collapsible and hence K is collapsible. 
Notation. Denote by ~ the collection of all finite simplicial complexes 
of dimension ~<n such that each K~ 3¢f, collapses to some L ___ K, with 
dim(L) ~< n - 1. 
(3.6) Let K~ ~,  with dim(K)= n, and let e be an end of K. Then 
X(e) ~ ~.  
Proof. Let Ke~,  with d im(K)=n,  be a counter example with #K 
minimal. Let f,  be an end of K such that d im( f l )= n and K(f l )~ Jd~ and 
let f=( f l  ..... fro) be a sequence of elementary collapses in K such 
that d im( f )= n, for all 1 ~< i~< m, and dim(K(f))= n -  1 (see (3.2), for the 
existence of f). Assume dim(e)< n. Then f is a sequence of elementary 
collapses in K(e) and dim(K(e)(f))<~n-1, hence K(e)~,  a contra- 
diction. Hence we may assume that dim(e)=n. Set f l=(z l ,  al) and 
e=(z ,a ) .  Assume a#a 1. Then e is an end of K(fl), fl is an end of 
K(e), and K(e)(f l)=K(f l)(e).  By induction, K(fl)(e)~3ff n, and hence 
K(e)(fl) E Ylr~. It follows that K(e) 6 ~,  a contradiction. 
Hence, a=aa. Set e~---e and for 2<.i<~m, set e i=f .  We claim that: 
(a) e = (el ..... em) is a sequence of elementary collapses in K and 
(b) dim(K(e)) <~ n - 1. 
This leads to a contradiction as (a) and (b) imply that K(e)~ ~.  
Assume (a) holds. Then since for every simplex s of K, with dim(s)= n, 
s~f ,  for some i, it follows from definition and the fact that a=al ,  that 
s ~ ei (same i). Hence dim(K(e)) ~< n - 1. 
It remains to show (a). For  each 1 <~i<~m, let f i=(f~ ..... f )  and 
e~= (el .... , eg). We show by induction on i that e~ is a sequence of elemen- 
tary collapses in .K. For that we show that ei+l is an end of K(ei). Note 
that since the n-simplics of K(f~) are the n-simplices of K(e~), ei+ 1 is an end 
of K(ei) and we are done. 
(3.7) COROLLARY. Assume K~ ~,  G is a group, and p: G ~ Aut(K) an 
admissible representation. Then there exists a subcomplex L ~_ K, such that 
(1) L is G-invariant. 
(2) d im(L)~<n-  1. 
(3) K collapses to L. 
(4) K ~ collapses to L G. 
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Proof Let K~ s(, be a minimal counter example. If d im(K)< n, we can 
take L = K, a contradiction. Let e = {a, z} be an end of K with dim(e)= n. 
Note that since p is admissible, and since e is an end of K, for each g ~ G, 
eg={ag, zg}=e, or ec~eg=~. Consider the set {eg:g~G}. Form a 
sequence  from this set. Then e is a sequence of elementary collapses in K, 
so by (3.6), K(e)e ~.  Note, K(e) is G-invariant. By induction, there exists 
L~_K(e) satisfying (1), (2), (3), and (4). If Ke=(K(e) )  e, we get a 
contradiction. Else a and z are fixed by G and e = e. Then K collapses to 
K(e), K e collapses to (K(e)) e, and, by induction, (K(e)) e collapses to L e, 
a contradiction. 
4. COLLAPSIBLE 2-COMPLEXES 
In this section D is a finite 2-complex. 
(4.1) Assume D is collapsible. Let e be an end of D, then D(e) is 
collapsible. 
Proof By definition D~,  hence by. (3.6), D(e)~2.  Hence, by 
definition, D(e) collapses to some L ~_ D(e), with dim(L)~< 1. By (3.1), L is 
contractible, and hence L is a tree. It follows that L is collapsible and hence 
D(e) is collapsible. 
(4.2) THEOREM. Let p: Aut(D) be an adimissible representation. Then 
D e is collapsible. 
Proof We induct on #D.  Of course we may assume that D is not a 
tree. Let e = {s, t} be an end of D with dim(t) = 2 (see (3.2)). Note that as 
p is admissible and since e is an end of D, 
Foreachg~G, eithereg:={sg, tg}=e, orec~eg=~. ( .)  
Assume first that eg= e, for all g~ G. By induction (D(e)) G is collapsible 
and it is easily seen that DG(e)= (D(e)) e, hence D e is collapsible. Else, 
consider the set (eg:gE G}. Form a sequence  from this set. By (.), e is 
a sequence of elementary collapses in D, so by (3.6), D(e) is collapsible. But 
D c= (D(e)) e. Hence by induction, D e is collapsible as asserted. 
(4.3) Assume that D is 7/-acyclic. Let L~_D be a subcomplex. Assume 
that L is connected and that the Euler characteristic z(L)= 1. Then 
(1) L is Z-acyclic. 
(2) If D is collapsible, then L is collapsible. 
Proof We start with the proof of (1). By hypothesis, H0(L; Z )= 0 = 
/~o(L;Q). Further, as H2(D;Z)=0,  H2(L;7/)=O=H2(L;Q). Since 
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z (L )=I ,  we see that Ha(L ;Q)=0.  Hence L is Q-acyclic. Assume 
Ha(L; 7/)50 and let z~Z~(L; Z)--Ba(L; Z). Then z~Z~(D; Z), so there 
exists cE C2(D; Z) such that 8(c)=z. Further zEZI(L; Q) so there exists 
de C2(L; Q) such that 8(d) =z. Since z¢Bl(L;  Z), d¢ C2(L; 7/). It follows 
that c¢d.  But 8 (c -d )=0,  so c -d~Z2(D;  Q). This is a contradiction as 
D is Q-acyclic. 
Assume D is collapsible and that D is a counter example to (2), with #D 
minimal. Choose L in D so that L is Z-acyclic, L is not collapsible, and 
#L  is minimal. Let e = {s, t} be an end of D. Assume s is not a simplex 
of L. By (4.1), D(e) is collapsible and L ~_ D(e). By minimality of the choice 
of D, L is collapsible, a contradiction. 
Assume t is a simplex of L. Then, by (3.1), L(e) is Z-acyclic, and 
L(e) ~_ D(e). By minimality of the choice of D, L(e) is collapsible and hence 
L is collapsible, a contradiction. 
Hence we may assume that s is a simplex of L and t is not a simplex 
of L. Note now that as e is an end of D, s is not contained in a 2-simplex 
of L. Now (2.3.1) implies that either s is the unique 1-simplex of L, 
so obviously L is collapsible, or L has more than one fC~-component. By 
(2.7), the fCl-components of L are Z-acyclic, and by the minimality in the 
choice of L, the ffl-components of L are collapsible. Thus by (3.5), L is 
collapsible, a contradiction which proves (2). 
5. COLLAPSIBLE 3-COMPLEXES 
In this section K is a finite collapsible 3-complex. 
(5.1) THEOREM. Let G be a finite group and let p: G~Aut (K)  be an 
admissible representation. Then 
(1) K ~ is either empty or K G collapses to a 7/-acyclic complex of 
dimension <~ 2. 
(2) I f  no composition factor of G is isomorphic with some member of 
ZP (Sf as in the Introduction), then K6 ~ ~.  
Proof As KE~3,  (3.7) implies that there exists a G-invariant sub- 
complex L ~ K, such K collapses to L and K G collapses to L G. Since K is 
collapsible, L is contractible. Then (1) follows from Theorem 1 in [5] and 
(2) follows from Theorem 1 in [3]. 
The following definition is motivated by Lemma 5.2 below. 
DEFINITION. Let D be a two-dimensional simplicial complex. An 
elementary 2-cell trading is a process by which D is replaced by the 
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complex L obtained from D by adding one 2-simplex {a, b, c} and deleting 
one Z-simplex {a,b,d}, thus L=(Dw{{a,b ,c}}) -{{a ,b ,d}} .  (Note 
that we do not require that c ¢ d, hence D may remain unchanged.) We say 
that L is obtained from D by an elementary 2-cell trading. A contractible 
elementary 2-cell trading is an elementary 2-cell trading as above, in which 
both D and L are contractible. We say that L is obtained from D by a 
contractible, lementary 2-cell trading. We say that L is obtained from D by 
a sequence of (contractible) elementary 2-cell trading of length m, if there is 
a sequence D=Do, ...,Dm=L , such that Di is obtained from Di_  1 by a 
(contractible) elementary 2-cell trading, 1 ~< i~< m. 
Notation. We denote by ~(m) the collection of contractible 
2-complexes, D, such that there exists a sequence D=Do, D1, ..., Om of 
contractible 2-cell tradings, with D m collapsible. We set @ = 02= 1 @(m). 
(5.2) Let m be the number of 3-simplices of K and let e = (e l ,  ..., era) be 
a sequence of elementary collapses in K, with dim(ei) = 3, for all l ~< i ~< m. 
Then K(e) E ~(m). 
Proof We induct on m. The assertion being obvious if m = 1. Let e be 
an end o lD such that dim(e)= 3, and K(e) is collapsible. Set e = {s, t}, and 
let i be the unique integer such that ei={a,t}. Set f=  (el, ..., ei_l, 
ei+ 1, ..., em). It is easily checked that f is a sequence of elementary collapses 
in K(e), so by induction, K(e)(f)e ~(m-  1). But K(e)(f) is obtained from 
K(e) by a contractible lementary 2-cell trading. Hence K(e)e~(m)as  
asserted. 
(5.3) COROLLARY. Let G be a finite group and let p: G~Aut (K)  b an 
admissible representation. Then there exists a subcomplex D ~_ K such that 
(1) O~.  
(2) D is G-&variant. 
Proof First observe that Ke ~ff3. Let el be an end of K with dim(el) = 3. 
Form the sequence l from the set {el g:ge  G}. Then el is a sequence of 
elementary collapses in K and by (3.6), K(el)~oU3. If dim(K(el)) = 2, take 
L :=K(e l ) .  Else set K 1 :=K(el) and let e 2 be an end of K1, with 
dim(e2) = 3. Form the sequence 2 from the set {ezg:g~ G}. Then e2 is a 
sequence of elementary collapses in KI and by (3.6), K1(ez)~3.  If 
dim(Kl(ez))=2, take L :--Kl(ez). Else set K2 :=Kl(ez) and let e3 be an 
end of K2, with dim(e3)= 3. Continuing in this manner we obtain a 
sequence = (el, ez, ...) of elementary collapses in K, all of dimension 3, 
such that L := K(e) is two-dimensional nd G-invariant. By (3.2), L e ~. 
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