Abstract. This work is motivated by the desire to develop a method that allows for easy and accurate calculation of complex resonances of a one-dimensional Schrödinger's equation whose potential is a low-energy well surrounded by a thick barrier. The resonance is calculated as a perturbation of the bound state associated with a barrier of infinite thickness. We show that the corrector to the bound state energy is exponentially small in the barrier thickness. A simple computational strategy that exploits this smallness is devised and numerically verified to be very accurate. We also provide a study of high-frequency resonances and show how they can be approximated. Numerical examples are given to illustrate the main ideas in this work.
Introduction.
Resonances are important in the study of transient phenomena associated with the wave equation. In particular, large time behavior of the solution of the wave equation is well described using resonances when radiation losses are small, as in the case of the potential well under consideration.
Consider the wave equation There will be an infinity of resonances k n and their associated quasi-modes ψ n (x). We note that Imk n < 0 and assuming that the resonances are simple, for any A > 0, we can write u(x, t) = Imkn>−A c j e −ikj t ψ j (x) + r A (x, t). The remainder r A satisfies, for any K > 0
The importance in the representation (1.6) is that for large t, the solution is well described by u(x, t) ∼ c j0 e −ikj 0 t ψ j0 (x), where j 0 is the index for which k j has the smallest negative imaginary part. As we shall see below, the size of the negative imaginary part is exponentially small in barrier thickness.
We refer the reader to Bindel and Zworski [2, 10] for a discussion of theoretical, intuitive, and computational aspects of resonances with ample references to the literature. For computational approaches, there are several in literature. Wei, Majda, and Strauss [9] report an algorithm for computing acoustic resonances for a bounded scatterer by relating time samples at a point in space to a quasi-normal mode expansion and using Prony's method to extract the resonant exponents. The method of complex scaling of the spatial variable is used by Datchev and Zworski [4, 10] to convert resonances into eigenvalues of a modified non-self-adjoint operator. For noncompact but exponentially decaying potentials, Bindel [1] has shown that resonances within a certain strip about the real frequency axis can be approximated with exponential accuracy by truncating the potential.
In this work, we look specifically at computing resonances in certain asymptotic regimes: (1) a potential wall surrounding a well becomes infinitely thick, and (2) high frequencies. As a prototypical example, consider the one-dimensional Schrödinger equation whose potential, V L (x) shown in Figure 1 .1. We will assume that V L (x) ≥ 0 consists of a low-energy well surrounded by a barrier of finite thickness, in this case a wall of height V 0 and width (L − a). Denote by V ∞ (x), the limiting potential well (L = ∞), for which V ∞ (x) = V 0 for |x| > a. Introduce
For finite L, H L has no bound states (we assume V L (x) ≥ 0). If a < L < ∞, the spectrum of H L is continuous and occupies the nonnegative real line: σ(H L ) = [0, ∞). As explained above, a solution with spatially localized initial conditions will decay in the local energy sense as time advances. We are particularly interested in the case where the wall thickness is large and the leakage of energy is slow. We shall quantify this leakage rate by relating it to the scattering problem for V L (x 3. For computing high-frequency resonances, we offer in Section 4 an approximate iterative numerical scheme based on leading terms of the high-E asymptotics of solutions of the ODE. The scheme excludes terms that depend on the particular form of the well. In two simple cases, V (x) = V 0 (no well) and V (x) = 0 (square well) in |x| < a, we are able to compare the results of the scheme with the exact values of the resonances. In the latter case and for small L, there is appreciable imprecision in the imaginary part of the computed resonances. This error vanishes as L increases, indicating that the shape of the well becomes negligible as the length of the wall increases.
Near bound-state resonances.
Assuming E > 0, let us put E = k 2 , with Rek > 0. For simplicity, we consider a symmetric potential V (−x) = V (x). In this case all quasi-normal modes are even or odd. We restrict our attention to even quasinormal modes (scattering resonances) ψ(x, k), which satisfy
in which the prime indicates differentiation with respect to x. The potential is of the type illustrated in Figure 1 .1: 2.1. The resonance condition. We now derive the condition for resonance, which is the equation satisfied by k for which (2.1)-(2.3) yields a non-trivial solution ψ(x, k). It is well known that these resonances lie in the lower-half of the complex plane, but we give a simple proof in Appendix A. Equation (2.1) with initial conditions (2.2) define a unique solution for every k ∈ C. We will denote by ψ(x, k) the unique solution of the initial value problem (2.1)-(2.2). Since V (x) ≡ V 0 , for a ≤ x ≤ L, we will also be able to make use the explicit form of the solution in this region,
where A, B are unknown constants. For x > L, V (x) = 0, and applying the radiation boundary condition (2.3), the solution is
where C is also unknown. We first briefly deal with the case L = ∞. The condition for H ∞ that is consistent with the outgoing condition in the case L < ∞, is that ψ (a)
For k 2 < V 0 , this condition implies decay of the solution. Since ψ(a, k) = 0 the condition for a bound state can be written as
Equation (2.7) has a finite number of solutions (a proof is given in Appendix B) giving rise to eigenvalues of H ∞ :
These eigenvalues are simple, corresponding to the zeros, k B , of the expression in (2.7) being simple. We present a proof of this in Appendix C. For the remainder we will denote by k B a generic bound state frequency satisfying (2.7). For L finite, we now derive the extension of (2.7) to resonances. Continuity of ψ and ψ at x = a implies ψ(a) = A + B, and ψ (a) = i k 2 − V 0 (A − B).
Continuity of ψ and ψ at x = L implies
Eliminating A, B, and C, we arrive at an equation for the resonance energies E = k 2 :
Multiplication of (2.9) by
yields the equivalent equation
in which
Note that zeros of F B (k) are precisely the bound state energies of H ∞ ; see (2.7). Thus, F B (k B ) = 0, 0 < k 2 B < V 0 at the bound states of H ∞ .
Remark 2.1 Equation (2.10) for the scattering resonance energies is equivalent to
where W(k; L) is the Wronskian of the two solutions φ j (x, k), j = 1, 2, satisfying H L φ = k 2 φ with φ 1 satisfying the boundary condition (2.2), and φ 2 satisfying the boundary condition (2.3) and φ 2 (L; k) = 1. G(x, y, k), explicitly given by variation of constants, has poles (scattering resonances) in Imk < 0, at the zeros of W(k; L).
2.2.
Resonances converging to eigenvalues as L → ∞. With a view toward constructing resonances which converge to the eigenvalues of H ∞ as L → ∞, we write k = k B + κ, recalling that k B is real, and anticipate that κ is complex. Therefore, from (2.10) we have
(2.13)
We shall seek solutions to (2.13) in the complex κ plane, which will turn out to lie in the lower half plane and, for L large, exponentially close to the real zeros of F B (k). Since F B (k B ) = 0, and k B is a simple zero of F B , we have
(2.14)
is non-vanishing for |κ| sufficiently small. Thus (2.13), may be rewritten as
Theorem 2.2 Let k B be such that F B (k B ) = 0, and thus 0 < k 2 B < V 0 is a bound state energy of H ∞ .
1. There are positive constants C, α, and L such that, if L > L , then the scattering resonance eigenvalue problem (2.1-2.3) has a solution with scattering resonance eigenvalue k = k B + κ and
B L for some constant K, and Imκ < 0.
Proof. To prove the theorem we use the following claim, proved below:
Claim: f 1 (k B + κ) and g(k B + κ) are analytic in a neighborhood of κ = 0 and there exist positive constants C, α, and r such that
The theorem then is proved as follows.
It follows that for |κ| < r, we have
Thus G maps the disk {|κ| < r} into itself. Furthermore, |G (κ)| < 1 for |κ| < r, G is a contraction on this disk. It follows that (2.15) has a unique solution in {|κ| < r}, satisfying the bound (2.17). Therefore, to complete the proof, we need only verify the above claim.
To verify the claim it suffices to show that f 1 (k B + κ) does not vanish in some neighborhood k B . The expression for f 1 in (2.14) suggests calculation of F B (k B ), using that F (k B ) = 0. We obtain
We now observe that F B (k B ) = 0. Indeed, the second factor in (2.18), is the derivative at k = k B of the function detecting bound states of H ∞ , which is nonzero (Appendix C). Thus, F B (k B ) = 0 and by analyticity of F B (k) near k B and the expression for f 1 in (2.14), there exists r > 0, such that Finally, let κ = κ 1 + iκ 2 and consider
, there by perhaps taking r smaller, but still positive, we have that for |κ| < r, the real part of
2 ) > 0, and hence
for some α. This completes the proof of the claim and therewith Part 1 of Theorem 2.2. Part 2 comes from (2.15) and the fact that κ → 0 as L → ∞. That Imκ < 0 is a standard fact, and we give a proof in Appendix A.
Remark 2.3 This result shows that for a resonance k near a bound state
, or the thickness of the wall. The equation (2.15) suggests that since κ is small, one may wish to approximate κ by
To illustrate the conclusions of Theorem 2.2 we consider the simple example of a piecewise constant potential:
For this case,
The equation for the bound states (2.7) simplifies to
which has solution(s) for k < √ V 0 . We denote the bound state k by k B . The equation for resonances (2.9) becomes
Let us denote the resonances by k = k B +κ, which are complex numbers with negative imaginary parts.
As an example, we set V 0 = 4 and a = 1. We then use Newton's method to solve for k B and k for different barrier widths L. There are a finite number of solutions k B of F B (k) = 0. The lowest energy bound state is k B = 1.02986652932226. The table below shows the dependence of the resonance k, which is a perturbation of k B , approaching k B as L ↑ ∞ by Theorem 2.2. Note the exponential decay of κ, as as L k 3 1.02959049042796 − 0.00051708051625i 4 1.02985760250922 − 0.00001677632024i 5 1.02986623992970 − 0.00000054394364i 6 1.02986651993964 − 0.00000001763573i Table 2 .1 The dependence of a resonance on the barrier thickness L. The barrier height is V 0 = 4 and and the defect thickness is a = 1. Table 2 .2 The real and imaginary parts of κ for different L. Note the negative exponential dependence on (L − a). Here, V 0 = 4 and a = 1.
table that κ decays exponentially as a function of (L − a). These results illustrate the estimate in Theorem 2.2.
3. Direct perturbation for near bound-state resonances. We now take a direct approach to the construction of near bound states as perturbations of bound states. This leads to a computational method, explored in sections 3.2-3.3.
3.1. Direct perturbation of bound states. For a compactly supported potential V L , it is possible to reduce the scattering resonance problem (2.1)-(2.3) to a nonlocal (boundary integral) equation at x = L. We seek solutions of (2.1)-(2.3) in the form
where
Substitution of (3.1) into (2.1)-(2.3) yields the following system for ξ(x) and κ:
2)
Here we have used that
Introduce f → S k f the solution operator of the inhomogeneous initial value problem:
3) can now be solved in terms of the operator S k B +κ :
Substitution of (3.5) into the outgoing radiation condition (3.4) yields a nonlocal equation for κ = κ(L), the correction to k B , due to finite barrier width. Anticipating that κ will be small, we organize the terms of this equation in ascending order in κ :
In (3.6), we have used the following conventions: ∂S k f = ∂ x (S k f )| x=L and all evaluations of ψ B , S k B ψ B , and ∂S k B ψ B are at x = L and k = k B . By smoothness of k → S k f , the terms on the second and third lines of (3.6) can be expressed, for κ in a neighborhood of zero, in the form −κΛ(κ, L), where Λ is smooth in κ.
Thus we can re-express (3.6) as
We will show that (3.8) admits a solution and that it is exponentially small in L.
Notice that V L (x) = V 0 for x > a. Therefore, from (3.1) we have
To study the properties of q B (L), consider u B (x) satisfying
This can be solved explicitly to give
Observe that for x > a, u B (x) = S k B ψ B for some choice of C 1 and C 2 . From (3.7), it is clear that q B (L) is dominated by the positive exponential terms in u B (x) as long as C 1 = 0. Therefore, we argue that, for some L o > 0 and C > 0,
for all L > L 0 . We show that C 1 = 0 in Appendix D.
Theorem 3.1 For some r > 0 (3.8) admits a solution κ with |κ| < r. Moreover, κ is exponentially small in L for sufficiently large L.
Proof. We examine the iterative approach to solve (3.8). We write
Our aim is to show that
for some C 0 < 1, and that the iterates remain within some small ball centered at the origin.
Since L > a, we can use (3.1) to obtain
This, together with (3.10) leads to
for some C 0 independent of L. From (3.12), we have
and we must show that |Λ(κ n , L)|/|q B (L)| < 1/2 for sufficiently large L.
In the definition of Λ(κ, L) (3.9), there are two terms. To obtain a bound for the second term, we need to consider S k B +κ ψ B . Let u(x) satisfy
where σ = √ V 0 − k 2 and k = k B + κ n . Then u(x) = S k ψ B and is given by
One can evaluate C 1 and C 2 using boundary conditions u(a) and u (a). In doing so, one can see that the expression approaches [
Suppose |κ| ≤ 2C 0 e −2σL as in (3.13), then we can conclude that
Re σ > 0, and |σ| ≤ σ B (1 + s|κ|) for |κ| < r, (3.16)
for some s > 0. It is clear then that u(x) is dominated by the positive exponential term for large x and therefore
Similarly, we argue that
To study the first term of Λ(κ, L), we need to consider S k B +κ ψ B − S k B ψ B . Since S k ψ B is a smooth function of k, we can use the fundamental theorem of calculus and write
Letu(x) satisfy the k-differentiated version of (3.15), i.e.,
Thenu(x) = ∂ k S k ψ B , and is given bẏ
One concludes that if C 1 does not vanish,
The estimates for u(L), u (L), andu(L) lead to the following estimate for Λ(κ, L)
|Λ(κ, L)| ≤ κC 6 e σL e s|κ|L .
Considering the bound in (3.14) and using (3.10), we arrive at
It is apparent that we can choose L sufficiently large so that the expression above is less than 1/2. Therefore, the iterates (3.12) starts and stays in an exponentially small (in L) ball. To show that the iterates converge, we rewrite
From the above bound on |Λ(κ n , L)/|q B (L)| , we obtain
Convergence is guaranteed as long as
We omit the demonstration of such a bound since the method is very similar to that used to establish the (3.17), namely, the explicit use of the solution of the constant coefficient differential equation for x > a. This completes the proof. Step 2. Solve the initial value problem
for the unique solution, denote it as S k B ψ B (x).
Step 3: Define the correction κ 0 , based on the leading order term in (3.8) by:
Step 4. Approximate the resonance eigenpair with energy k near k B by
In the next section we implement this approximation scheme for specific example.
3.
3. An example perturbation calculation. We will use again the piecewise constant potential V (x) in Figure 2 .1 as an example. Recall that the bound state eigenfunction is given by
for x > a.
To obtain κ 1 in Step 4, we solve for φ := 2k B S[k B ]ψ B . There are two sections to the potential V (x), therefore
Hence, we have
Letting A = −a sin(k B a)/(2k B ), and
where u Bh (x) and u Bp (x) are the homogeneous and particular solutions, given by
and
To obtain the approximation κ 0 , one puts u B = S k B ψ B into (3.18):
We compare in Table 3 .1 the true resonances k with the values k B + κ computed by the perturbative approach for different values of L. The agreement between the resonance value and the approximated value via the perturbation approach is excellent. The approximation becomes more accurate as L increases. We assess the accuracy of the approximation to the quasi-normal mode. The agreement between the exact solution ψ(x, k) and ψ approx (x) for L = 4 is so good that we cannot visually discern between them. As a result, we plot the real and imaginary parts of ψ(x, κ) − ψ approx (x), which we show in Figure 3 .1. 
High-frequency resonances.
Having studied the properties of resonances that are near to bound states, we now turn our attention to the case where the resonance k has a large real part. The energies k 2 are far away from the bound state energies and lie in the lower half complex plane.
We will observe that, for large k and L, the solution of equations (2. 
by direct computation or by putting ψ(x) = cos
in which m is an integer. Using the identity
It seems natural to drop the O(|k| −1 ) term and use the remaining terms as an approximation for an iterative method for computing the resonances,
Then setting
and hence to the iterative scheme with initial approximation κ 0 = 0 and recursion rule .2) is used, as demonstrated in Table 4 .3.
If we put v(x) = 0 in [0, a], corresponding to a square well, the resonance equation becomes
sin ka
sin ka .
Comparing this equation to (4.1), we see that for Im k < 0, which is the case for the resonances we seek, there is an additional factor on the left decaying like e −2|Im k|a . This factor is not obviously compensated on the right because of the exponentially increasing behavior of sin ka. When L is not too big, numerical computations show that the approximation (4) produces k-values whose imaginary parts do in fact deviate appreciably from those of the true resonances. We calculate the exact resonances by a recursion rule κ n+1 = f ex (κ n ) obtained from (4.6) without making any approximations. As L increases, the approximate results become very good, as demonstrated in Table 4 .3. Thus we see that, for small L, the imaginary parts of the resonances are sensitive to the form of the well. The error in the imaginary part in that table for L = 4 even for large k is likely due at least in part to the discontinuity of the square-well potential. A full analysis of the accuracy of the iteration (4.5) is evidently subtle and delicate, and it is not our intention to carry this analysis out here.
Remark 4.1 It is tempting to examine the WKB solution of (2.1)-2.2) with a general potential v(x) for 0 < x < a. We found that such an approach needs to be treated with caution because of the subtlety related to an exponential factor e |Imk| appearing in the WKB expression. .3) with κ = 0 to the value obtained by setting κ equal to the limit of the sequence κ n defined by the iteration (4.5). When V 0 = 4, we have c = 0, and the initial approximation of k is real; this is shown in Table 4 .1. The term 1/2+ic in f ap is evidently not unimportant; it turns out that it contributes to a shift in the real parts of the computed resonances that is on the order of the spacing between the resonances k m . Figure 4 .1 shows the computed value of k for V 0 = 4 and for various values of m and L. One observes that the density of resonances increases linearly with the width L of the potential wall, in accordance with theoretical results [8, 5, 7] , and that the resonances lie on a curve in the lower complex half-plane that tends to the real line as L → ∞, a phenomenon that is also known to occur within the spectral bands of a one-dimensional layered medium as the number of layers increases [6] . 
then f ap is a contraction of the disk
into itself and therefore D contains a unique solution κ to (4.4). Consequently, there is a unique resonant frequency k solving (4) such that Proof. . To see that f ap maps D into itself, assume κ ∈ D and use (4.7) and the hypotheses of the theorem to obtain
To see that f ap is a contraction in D, let κ 1 and κ 2 be in D and use (4.7) to obtain
Since the solutions to (4.4), or f (κ) = κ, correspond to the solutions k of the resonance equation (4) through the relation (4.3), the unique solution of f (κ) = κ in D yields a unique resonant value k satisfying the inequality claimed in the last statement of the theorem.
Discussions.
Motivated by the desire to devise a computational method for fast and accurate calculation of resonances, we studied the properties of the resonances of a Schrödinger's equation with a potential well that has thick barriers. We showed that the resonances associated with such a potential are close to the defect mode eigen-frequencies of the limiting potential in which the barrier thickness goes to infinity. We established that the difference between the eigen-frequencies and the nearby resonances is exponentially small in the barrier thickness. Inspired by this finding, we developed a perturbational method for approximating resonances that are simple to implement and accurate. To complete our study, we explored the highfrequency resonances of potentials with thick barriers and obtained a picture of their behavior as the barrier thickness becomes large.
The present work lead to several natural questions. The method developed here takes advantage of the one-dimensional nature of the problem. It is not clear from this work how can be extended to treat higher-dimensional problems.
A natural extension of the present work is to study resonances in a one-dimensional finite periodic structure with a defect and to compare them to defect modes of its infinite periodic counterpart. Such a study is already underway. Preliminary results for the case of piece-wise constant medium where show that the difference between the defect mode frequencies of the defect mode of the infinite periodic medium and the resonances of its finite counterpart is exponentially small in the number of periodic layers.
Recalling that Rek > 0, we see that k = 0 =⇒ C = 0 =⇒ ψ = 0. If Imk > 0, then the left-hand term tends to zero as x → ∞, which implies that ∞ 0 |ψ| 2 = 0, so that ψ = 0. We conclude that Imk < 0.
Appendix B. Point spectrum is finite. We give a proof of the well-known fact that the point spectrum for H ∞ (x) is finite. The proof is adapted from [3, Thm. 3.3] and quantifies the number of bound states as the number of Neumann eigenvalues of the well that are less than V 0 .
The self-adjoint operator −∂ 2 x + V (x) on (0, a) with homogeneous boundary conditions ψ (0) = 0 and ψ (a) + √ V 0 − k 2 ψ(a) = 0 has form domain equal to H 1 (a, b) on which its associated positive form is given by
A bound-state pair (k B , ψ B ) is characterized by the equation
The form A k admits a sequence of eigenfunctions ψ j (k; x) associated with eigenvalues {λ j (k)} ∞ j=1 that tends to infinity, defined by
One shows that each function ψ j (k; x) is a decreasing continuous function of k by examining its characterization by means of the Rayleigh quotient,
in which S j (H 1 ) denotes the set of j-dimensional subspaces of H 1 . Now, each boundstate value k B satisfies, for some j,
Since the λ j (k) are decreasing and continuous, the number of such relations for k < √ V 0 is equal to the number of eigenvalues of A √ V0 that are less than V 0 . Since the boundary term in A √ V0 vanishes, this form is the Neumann one. Thus the number of bound states of V (x) is equal to the number of Neumann eigenvalues of −∂ Note that when k 2 < V 0 , all parameters in (2.1) are real, and the solution ψ(x, k) is hence real. Further, because ψ(0, k) = 1 and ψ is continuous, we conclude a 0 ψ(x, k) 2 dx > 0. Finally, we obtain
The factor of k is harmless because it disappears when taking the derivative with respect to the eigenvalue E = k 2 instead of with respect to k. (We have assumed that v(x) > 0 so that k B > 0, although this is not necessary here.) Since ψ(x, k B ) is exponentially decaying for x > a, ψ(a, k B ) = 0, and we conclude that which is untenable. This means that C 1 must be nonzero.
