Artificial neural networks have diverged far from their early inspiration in neurology. In spite of their technological and commercial success, they have several shortcomings, most notably the need for a large number of training examples and the resulting computation resources required for iterative learning. Here we describe an approach to neurological network simulation, both architectural and algorithmic, that adheres more closely to established biological principles and overcomes some of the shortcomings of conventional networks.
The mammalian brain is a remarkable organ. Among many other functions, it receives and interprets sensory information, plans courses of action based on both recent observations and memories of past events, then controls and coordinates muscle movements to achieve a chosen goal. This process of sensorimotor control allows the animal to eat and to avoid being eaten, using power of about 10 Watts.
As a result of recent improvements in computer hardware and advances in the curation of large databases, artificial neural networks (ANNs) are currently driving a major surge in the performance of machine learning (ML). However, even a small server running ML jobs requires several hundred Watts [Zong et al., 2017] , and the machine that won AlphaGo [Silver et al., 2016] consumed about 1 MW [Mattheij, 2016] . A large fraction of the electrical power in ML, and deep learning (DL) in particular, goes to implement the algorithm that corrects errors by propagating them backwards through the network [Werbos, 1982; LeCun et al., 2015] . Convergence to minimize the cost function requires many examples and multiple passes through the training dataset. Approaches to mitigate the power burden include the use of GPUs [LeCun et al., 2015] and the development of analog synapses [Burr et al., 2017 ]. An alternative approach employs dedicated systems with optimized hardware accelerators [Davies et al., 2018; Thakur et al., 2018; Yan et al., 2019; Wunderlich et al., 2019] , taking many years and many people to design, build, test and deploy.
In this paper, we pursue an approach that exploits the computational power of general-purpose modern computers, while avoiding the cost of long training times on large datasets. We address an open-ended question: "What aspects of established neuroscience are required to emulate various capabilities of a brain?" As a first step, we describe a system that learns unsupervised, continuously, and in real time to predict multi-modal sequences and to create reduced representations of such sequences. To begin, we identify the fundamental principles behind the design of the network architecture and the algorithms that dictate its behavior. The overriding principle is to be guided by neurology. However, since the science of human cognition is extremely complicated and far from settled, we also attempt to avoid unnecessary complications, in the spirit of "as simple as possible, but not simpler," adding additional features, mechanisms and parameters only as they seem necessary. The resulting network architecture, and the algorithms that run it is called, for reasons that will become clear, CAL (Context Aware Learning).
In all species, inspiring current ANNs used in DL, the "brain" is a network of neurons interconnected through axons, synapses and dendrites. However, biological brains are much more structured and much less homogeneous than ANNs designed to date [Goodfellow et al., 2016] . Following biological example, CAL is organized on four different length scales (see Methods and Fig. 5) , starting at the cellular scale of complex individual neurons. Several neurons interconnect to form elementary neural circuits corresponding to cortical mini-columns [Mountcastle, 1957 [Mountcastle, , 1997 ]. In the cortex, assemblies of mini-columns interact with each other in a "region". At the largest scale is a hierarchical network of interconnected regions with axonal feed-forward and feedback of neural activity.
The cortex distinguishes mammals from other species. The cortex itself has sub-structures: there are at least 5 distinct cortical layers, identified by the type, density and connectivity of their neurons [Purves et al., 2018] , p. 627. Running perpendicular to the layers are the aforementioned mini-columns of neurons [Mountcastle, 1957 [Mountcastle, , 1997 . Various areas of the cortical sheet connect to other subcortical structures, notably the hippocampus, thalamus, basal ganglia and amygdala, which interact with the cortex to perform specific functions. It has long been recognized that the different areas of the cortex identified anatomically [Brodmann, 1905] perform diverse functions ranging from primitive visual sensing to language and communication, as determined by pathology [Broca, 1861] , EEG [Hubel and Wiesel, 1959] and/or functional MRI [Guy et al., 1999] . These areas are connected in a hierarchy [Felleman and Van Essen, 1991; Yildirim et al., 2019] traversed by multiple neural pathways leading to recognition [DiCarlo et al., 2012; Haile et al., 2019] , decision [Sakagami et al., 2006; O'Doherty et al., 2017] and action [Zipoli Caiani and Ferretti, 2017] . The initial design of CAL simulates, as much as practical, parts of the cortex and thalamus. It exhibits behavior that includes correlation and association of multiple inputs, memory of temporal sequences and recognition, while allowing for future inclusion of other capabilities.
Modern neuroscience teaches us to extend the McCulloch-Pitts [McCulloch and Pitts, 1943 ] concept of the neuron as a "point" at which input activity from other neurons is integrated to cause firing or not. In the current view, it is the segments and branches of dendritic trees that perform the multiply-and-accumulate function [London and Hausser, 2005] . Synapses are highly plastic not only in weight, but also in their very existence as new ones are formed and old ones are pruned in response to neural activity, leading to changes in the topology of the neural network. Long term retention of synaptic strength is responsible for learning and memory [Purves et al., 2018] p. 172. In CAL, updates in synaptic weight are made according to the rule first postulated by Donald Hebb [Hebb, 1949] : if the pre-synaptic and post-synaptic neurons fire in causal order, the synapse is strengthened. Hebb's rule has been modified to account better for relative timing [Markram et al., 1997; Shouval et al., 2010] by introducing anti-Hebbian weakening [Oja, 1982; Sanger, 1989; Pehlevan et al., 2018] . Unlike the back-propagation algorithm [Werbos, 1982; LeCun et al., 2015] , Hebbian learning is entirely local, involving only the activity of the axon and dendrite connected by a single synapse.
The firing of a neuron is a transient electrochemical event generating a voltage pulse (action potential) that propagates along the axon to one or more synapses where neurotransmitters stimulate ion migration through the cell membrane and depolarize the dendrite. For the time being, we ignore the dynamics of this process [Purves et al., 2018] , p. 33 and, in the spirit of simplicity, represent neural activation as a binary value determined by whether or not the neuron fires during a short time interval. This is a reasonable first approximation if the time-step is short compared to the refractory period. It allows future extension to spike-rate based encoding, or to event-driven activation.
There is considerable experimental evidence that neural firing is sparse [Olshausen and Field, 1996] in species across the animal kingdom [Barth and Poulet, 2012] , from insects [Perez-Orive et al., 2002] to mammals [Azarfar et al., 2018] . The evolution of the neocortex not only incorporates the biological advantages of sparse encoding [Laughlin and Sejnowski, 2003] , but also provides computational advantages in terms of capacity, robustness [Kanerva, 1988] and potentially symbolic manipulation [Gosmann and Eliasmith, 2019] . CAL imposes sparse neural activity by means of a "kwinners take all" algorithm [Rinkus, 2010; O'Reilly et al., 2013] , that simulates neural competition and inhibition [DSouza and Burkhalter, 2017; Riesenhuber and Poggio, 1999] . These mechanisms are viewed as integral to the learning process [Maass, 2000; Heeger, 2017] .
The combination of hierarchy, sparse neural firing, competition and inhibition leads inevitably to a scenario [Cappe et al., 2012; Meijer et al., 2019] of neural processes as the propagation of firing patterns among multiple, sparsely distributed active neurons along connected, diverging and converging pathways through the network. In this view, the firing patterns are data representations having semantic meaning within the context of the specific pathway and specific locus on that pathway [Kanerva, 1988; Plate, 1995; Hawkins and Blakeslee, 2004; Rinkus, 2010] . Memory is encoded in synaptic weights that are generated by previous firing patterns, and accessed by current ones.
The final principle guiding the design of CAL is that learning in the cortex takes place through time and without supervision [Heeger, 2017] . The process is simulated by a recurrent neural network [Elman, 1990; Rinkus, 1993; Hawkins and Blakeslee, 2004; O'Reilly et al., 2014] in which learning occurs via prediction of future input, based on the context of prior observations; if a prediction is correct, i.e. verified by the next (ground-truth) observation, the relevant synapses are strengthened, and vice versa.
Results.
The numerical experiments which we describe in this section are designed to demonstrate the basic capabilities of CAL. They employ relatively small networks in order to have short running times and therefore are not expected to show the ultimate limits of network design and algorithms.
We describe "unit-tests" of each component part of the network in a sequence which follows the flow of data, starting with a single region on the lowest (sensory) level of the hierarchy and scaling to multiple regions on multiple levels. When a sensory region has a single input channel with data in the form of a time-series (stream) of scalar values, there is nothing with which to correlate, and synapse updates can be disabled: the correlator is "hard-wired." At each time-step the scalar value is encoded as a binary vector that is fed forward via the axons of the binary correlator. Each output neuron of the correlator activates, or not, a single mini-column. If an active mini-column was predicted, i.e. one or more neurons in L-II/III were predicted, these verified neurons fire, and their lateral axons carry that information throughout the layer to generate the next prediction. This activity is also fed to the next level of the hierarchy where temporal pooling generates a representation of the "sequence of sequences."
Additional details of network operations are described in the Methods section.
Reconstruction.
To provide a means of assessing prediction accuracy using familiar metrics, for example percentage correct or root-mean-square (RMS) error, it is necessary to interpret the prediction. Ultimately it may be desirable to provide CAL with a separate synapse array that learns how to convert (predicted) column activity to expected input, but at this early point in development we merely use the correlator "run in reverse" to reconstruct the predicted input. In order to ensure that the reconstruction process does not limit prediction accuracy, the algorithm is tested by comparing known input with the reconstruction of correlator output. The reconstruction process has been tested for integer, real number as well as binary image input. For this test, sequence memory is unnecessary and is disabled. The network is therefore simply the binary correlator array, with a single encoder/decoder channel. For integers, proper operation requires that the difference between scalar input and decoded reconstruction be identically zero for every possible value in the encoder range. This is readily achieved when the correlator network is initialized with synapses of weight unity, sparsely and evenly distributed among both axons and dendrites and with synapse updates (i.e. training) disabled. When the correlator is initialized without any connections and is being trained with two or more channels, reconstruction improves rapidly as synapses are created and can reach 100% accuracy for evenly distributed data. However, values which occur infrequently may require many more iterations.
For a single channel of real numbers, from a random number generator in these tests, synapse updates are again disabled. In this case, digitization errors arise because each input is rounded to the nearest encoded value. The RMS error should initially be comparable to the resolution, r, of encoding and eventually converge to r/ √ 12. The numerical factor results from averaging over the saw-tooth error distribution of rounding error, from −r/2 to +r/2. In practise, it takes many iterations to achieve this convergence and requires a uniform distribution of values across every digitization bin. As with integers, reconstruction accuracy with multiple channels depends on the statistics of the data.
Correlation
To demonstrate and test correlation, two related time-series are fed, in parallel, into a single region, with only the binary correlator active and updating its synapses. Sequence memory is unneeded. A suitable pair of signals are sine waves with frequencies rationally related, and with a constant phase shift. In this example, s 1 (t) = sin(4πt/360) and s 2 (t) = sin(6πt/360 + π/6) (1) i.e. the frequencies are in the ratio 2:3, the phase shift is π/6 and the pattern repeats every 360 time-steps. The two input channels were encoded as binary vectors of length 205 bits each, of which 5 were active. Since the range of the data is [-1, 1] and there are 201 encoding steps ("bins") the resolution is 0.01. The output vector of the correlator had length 1024, with k = 32 bits activated. These network parameters result in an initial RMS reconstruction error of approximately 0.004, only slightly greater than the 0.003 expected for uniformly distributed inputs. As synapses are connected and disconnected in response to the correlation in input, the reconstruction error increases slightly, leveling off at 0.01 after 100,000 iterations. Fig. 1 illustrates the response of the synapses connections to correlated input. It shows the lower left quadrant of the connectivity covariance matrix W T W , where W is the 1024 x 410 correlator weight matrix. Each pixel (i, j) in the image is non-zero if axons i and j connect to same dendrite. It is apparent that axons 1 -205 (signal s 1 ) are correlated with axons 206 -410 (signal s 2 ) according to a Lissajous figure of ratio 2/3. The correlator is indeed performing as expected.
Sequence memory.
The ability to learn sequences and to make predictions based on previous observations is considered a necessary (but far from sufficient) component of intelligent behavior. In CAL, a synapse array in each region acts as a recurrent neural network to provide sequence memory. It receives input from the binary correlator, which activates one or more neurons in winning mini-columns. Lateral iterations and the predictions made by the network (red). (B) The root-mean-square error (a running average over 50 iterations) in prediction. The inset shows the structure of the network (a single region, R1) used for this test, and the flow of data. Scalar input, s, encoded as a binary vector, x, enters the binary correlator, BC, which generates output, y, passed to sequence memory, SM. Based on this and previous input history, SM generates a prediction (indicated byˆ, which is reconstructed and decoded. The right scale and red curve show the fraction of connected synapses in SM.
synaptic connections are modulating [Crick and Koch, 2003] , i.e. they do not directly activate, but rather predict. via standard multiply and accumulate, which neurons in which mini-columns will be active next. If a column, and predicted neurons in it are indeed then active, the prediction is verified and the responsible synapses are strengthened. The axons of active cells propagate laterally to make predictions of the next input, and also upwards to the next level of the hierarchy. Sequence memory is conveniently tested using a quasi-chaotic, but deterministic, time-series. A suitable sequence is generated by a simple form of the population equation:
( 2) When the parameter 3.57 ≤ β ≤ 4, s fluctuates chaotically in the range (0, 1); see Fig. 2 . Here we used β = 3.89. The network that is used to demonstrate learning of this sequence consists of a single region. Since the input is a single time-series, there is again no need to correlate and synapse updates in the correlator are disabled. The input-data are encoded binary vectors of size 205, with 5 bits active, resulting in a resolution of 0.005, and fed through the binary correlator (205 × 1024) which only serves to randomize the k=32 active mini-columns of sequence memory which has 8 cells per column and 4 segments per cell. The results are shown in Fig. 2 . The first valid prediction is made on the 16th iteration, with an error of 0.03. By the 75th iteration a prediction is being made for every input, but the RMS error has risen as previously unseen values entered the network. Soon the error falls again and after about 1000 iterations settles below 0.01 which is about 5x the expected digitization error. The prediction error can be reduced closer to that lower limit by increasing the size of the network (N col , N cell , N seg ), particularly the number of mini-columns, N col .
Temporal pooling.
The bottom level of the hierarchy receives sequences of binary encoded scalar values. Higher regions receive binary vectors indicating the verified cells in the mini-columns of region(s) in the level below. In addition to spatial pooling (concatenation of vectors) these upper regions perform temporal pooling, that is several successive vector inputs are combined by union (logical OR). The output of the correlator then reflects the correlations between time-steps in the sequence(s) learned by the region(s) below. Correlator output enters sequence memory which therefore is learning and representing "sequences of sequences." The verified cell activity passes, in turn, to the next level, where the process is repeated; and so on up the hierarchy. In mammals, neural activity becomes increasingly stable as data propagates upwards through the levels of sensory cortex to the inferior temporal cortex [DiCarlo et al., 2012] . We test for this behavior in a network of three regions, arranged in a simple stack: encoded data enters region R1 on level 1; R1 feeds forward to R2, which in turn feeds R3. The input data for this test are three English sentences. Each sentence is about 45 characters in length, and each set of three is arranged in random order. To assess stability of representation, y, formed by the correlator, the metric is the fraction of output neurons which remain active in successive time-steps using Jaccard similarity. It is labeled "persistence" to emphasize its relationship to time, i.e. persistence is Fig. 3 shows the results. At the lowest level, R1, the input character changes on nearly every step, and the persistence merely reflects the averaging time. The persistence increases rapidly as the data propagates to higher levels. After only 5 sets of 3 sentences, the persistence in R3 is 0.98.
The demonstrated formation of increasingly invariant representations in higher regions is in satisfying accord with observations in neuroscience [Quiroga et al., 2005; Cooke and Bear, 2015; Tsunoda et al., 2001] . Indeed, according to DiCarlo[DiCarlo et al., 2012] "core recognition requires invariance." (Emphasis added.) In CAL, invariance is an emergent consequence of correlating temporally pooled vectors of verified predictions.
Generation of invariant representations.
In this section we describe an experiment in which a larger CAL network generates invariant representations of various video sequences. This experiment also demonstrates the scaling of the network, here to 15 regions on 4 levels. It was run on custom, highly-parallel hardware (IBM Neural Computer, INC) that is described in detail elsewhere [Cox and Narayanan, 2019] .
The input data are frame-by-frame binary images of seven different rotating shapes Fig. 4A . One such frame, a square rotating about its center, is shown in Fig. 4B . The other shapes are hexagon, pentagon, triangle, 6-pointed star, 5-pointed star, all of which rotate about their center, and a circle which rotates about a horizontal in-plane axis and so is generally seen as elliptical except when it is face-on or edge-on. Each frame is divided into 9 non-overlapping receptive fields, Fig. 4B and the binary pixel arrays are converted, column-major, to a vector. No further encoding is required.
The network architecture is shown, schematically, in Fig. 5A . (Some feed-forward and feedback paths are omitted for clarity.) The vector of each receptive field is fed directly into one of 9 first level regions. Each of the 7 shapes is shown for a full rotation, 36 frames at 10 degree steps, so an epoch is 7 × 36 = 252 iterations. The four regions on level-2 receive input from four adjacent regions on level-1. Thus the regions of level-2 correlate, both spatially and temporally (over 3 consecutive time-steps), the verified predictions of four adjacent receptive fields. A single level-3 region processes the pooled output of the four regions on level-2, and one region on level-4 is the temporal correlator for verified cells of level-3.
Correlator output at the top level, during the last of 200 epochs is shown in Fig. 4C . The abscissa is labeled with the shape being shown, adjusting for the propagation delay up the 4 levels. The level-4 representation is very stable for each shape, and generally differs from (i.e., is nearly orthogonal to) those of other shapes. The Jaccard similarity between output vector pairs, Fig.  4D , shows the stability, similarities and differences of and between representations. Blocks on the diagonal reveal that all representations, with the exception of the pentagon, are virtually invariant while each shape enters the network. Off-diagonal blocks show that the closest match is between equilateral triangle and 6-point star, which is the overlay of two such triangles. The pentagon shows intermittent similarity to square and hexagon, i.e. the shapes with respectively one fewer and one more edge. The ellipse is completely orthogonal to all but the square, both sometimes presenting horizontal lines.
Thus this 4-level network does more than just auto-encode the rotating shapes: it generates its own "labels" in the form of distinct invariant vector representation of each sequence, where similarities in shape result in common active bits. This is analogous to the recognition of objects, people, animals and events by infants and non-verbal species. The integrity of each entity is established in some representative form along with characteristic features, even though the individual may not have the vocabulary to express the concept [Harnad, 1990; Barth and Poulet, 2012 ].
Discussion.
The network behavior of CAL relies on Hebb's original postulate [Hebb, 1949] , modified to include anti-Hebbian weakening. The rules remain entirely local, involving only one axon, one dendrite and the synapse that connects them. This avoids calculating gradients in neural excitation for backpropagation of errors and the need for large datasets and tens of thousands of iterations. Learning occurs rapidly, in about 100 iterations, in real time, based on each observation in the context of what preceded it. As a result, time-averaged correlations of the input are learned in on sub-network (the binary correlator) of each region, as proved by Oja [Oja, 1982] , and sequences are learned in a second, laterally connected, recurrent sub-network (sequence memory). The third sub-network in each region of CAL, the apical array receiving feedback, was active in the demonstration of stable representations, and hints that feedback can accelerate such learning. Preliminary experiments show that feedback helps to mitigate noisy and missing data in the input. This is the subject of ongoing work.
The results described in the Results section illustrate the necessity of simulating complex neurons. In particular, by distinguishing dendrites that modulate the response of neurons, as opposed to causing immediate firing [Crick and Koch, 2003] , the system rapidly learns of recurring sequences via update of synapse weight responsible for verified and false predictions. Modulation is also used in feedback.
The large scale structure of CAL mimics the well established connectionist view of the brain[Felleman and Van Essen, 1991; Hubel and Wiesel, 1959; Yildirim et al., 2019] . Within this corticothalamic network [Nakajima and Halassa, 2017] , neural processing occurs by propagation of data through the network via axons activated by firing neurons. This activity causes changes in network topology, by creating of new synapses, as well as in the weights of existing synapses. Synaptic plasticity, in both existence and weight of connections, is critical to the efficient operation of this process. The neural firing patterns are data representations and they create memories that are held by synapses. In turn, these memories are retrieved, and propagated by neural activity [Albo and Graff, 2018] .
Several aspects of biological homeostasis and self-regulation have been incorporated into CAL. For example, when new synapses are needed, due to activity in previously inactive axons, they are created on dendrites with the fewest existing connections. This ensures optimal use of network resources, reflecting the biological cost in terms of energy and biochemical resources of overworked cells. Similarly, by making anti-Hebbian weight decreases proportional to Hebbian increases, according to the numbers of synapses increased and decreased, the network is stabilized against oscillations and runaway. A simple application of meta-plasticity [Abraham, 2008] , namely reducing anti-Hebbian decrements in the most permanent synapses, virtually eliminates "catastrophic forgetting". [French, 1999] Neural activity (i.e., k in k-winners-take-all) is set by consideration of the statistics which govern accidental matching of binary vectors. The hypergeometric distribution yields a monotonically decreasing probability of more than a single bit randomly matching if k <= √ N , where N is the length of the vector. Therefore, to achieve good capacity (N -choose-k), while minimizing accidental matching, we set k = √ N col . The homeostatic and statistically guided features of the algorithms have the additional benefit of reducing the number of meta-parameters that must be set and tuned by the user. For each region, only four meta-parameters do not take default values: the number of mini-columns, the number of neurons in each mini-column, the number of dendritic segments for each neuron, and the learning rate. Of course, the code allows the user to override the defaults.
The behavior of the network does not arise from deliberate design: rather it emerges as a result of applying these established neurological principles. Correlation arises from the application of Hebbian learning rules to concatenated representations in the static case and to union of consecutive representations in the temporal case [Oja, 1982] . Generation of invariant representations in the upper levels of the hierarchy is the emergent consequence.
The reader may wonder how humans can ever interpret the network's representations which are apparently random vectors (e.g. Fig. 4C ). Remembering that animals and infants understand concepts without the vocabulary to represent them, one strategy would be to replace "supervision" using labeled and curated datasets, with "language instruction" providing the network with (binary vector) representations of words and phases that it then correlates with its internally generated vector symbol of the concept. Preliminary studies in this direction are promising: we have shown that if the correlator is trained with the concatenation of vectors a and b, then subsequently the input is only a, the reconstruction of its output includes b. The network has learned to associate a with b.
We close by returning to the concept of modulation. In accord with neuroscience, the idea can be generalized beyond the electrical modulation that reduces the firing threshold of the neuron. Threshold is just one of many network meta-parameters; its reduction is depolarization induced by ionic neurotransmitters. Other, non-ionic, neurotransmitters are responsible for a wide variety of responses: for example several modulate the level of neural activity (the k winners), either raising or lowering it [Purves et al., 2018] Ch. 6. Dopamine modulates the magnitude of synapse weight changes [Reynolds and Wickens, 2002] , i.e., the learning rate parameter. CAL provides a framework for exploration of these ideas, hopefully benefitting the fields of both artificial intelligence and neuroscience.
Methods

Architecture.
The structural organization of CAL is illustrated in Fig. 5 . Four different length scales, based on the anatomy of the mammalian cortex, are defined. It is helpful to describe the structure starting at the largest scale, and "dissecting" down to the cellular level. After the structural organization has been described, the function and processes will be detailed.
At the largest scale, the cortical sheet (grey matter) forms the entire outer covering of the brain, and is located just inside the skull. Thanks to a range of studies starting with tracing pathological loss of function in the 19th century [Broca, 1861] through modern functional-MRI [Guy et al., 1999; Kahnt, 2017; Haile et al., 2019] it has become clear that different areas of the cortical sheet are involved in different neural processes, from interpreting sensory data at the most primitive level, to logical reasoning and language at the highest. Moreover, data tend to flow sequentially between these areas in a hierarchical fashion [Felleman and Van Essen, 1991; Riesenhuber and Poggio, 1999] , especially from the sensory cortex to the mid-brain. In CAL, we use the term "region" to identify the nodes of this hierarchy, Fig. 5A , mainly to avoid identification and confusion with Brodmann "areas" [Brodmann, 1905] , since there is no attempt, yet, to simulate a one-to-one mapping of region with function.
Each region contains many neurons, whose axons run throughout the volume of the brain (the white matter) carrying data from one region to another, often via the thalamus. Although the cortex is a single (crumpled) sheet, we emphasize the long range connectivity by separating the nodes/regions and representing axon bundles (fibers) as arrows. Sensory data enters at the lowest level where it is processed and fed forward level by level. In turn, output of upper levels, may also be fed back to regions in any lower level.
Within each region, Fig. 5B the cortical sheet consists of multiple (up to 6) layers that are differentiated by the density and type of their neurons. Currently, CAL simulates layers the processes that are believed to occur in L-I, L-II/III and L-IV. (We use Roman numerals to distinguish the anatomical layers of the cortex from the logical levels of the hierarchy.)
Feed-forward input, via axons propagating from lower in the hierarchy, enters layer L-IV. The activity of L-IV neurons propagates via axons into L-II/III of the same region, as well as to lower regions of the hierarchy. In turn, axons in L-II/III propagate both laterally within the regions as well as upwards in the hierarchy, either directly or via the thalamus. Feedback activity is carried by axons that enter layer L-I, which has few neurons (none in our model) but many synapses on dendrites belonging to neurons in other layers of the region. Each region is a piece of the cortical sheet, consisting of six cortical layers. Currently, layers L-I to L-IV are simulated. The dendrites of layer L-IV neurons connect to feed-forward axons propagating from lower levels, and act as the correlator. L-II-III has many lateral modulating (predicting) connections and acts a sequence memory. Layer L-I, has few neurons, but contains the apical dendritic segments of neurons in other layers, that connect to axons carrying feedback from higher levels of the hierarchy. (C) Micro-scale, ∼ 100µ. Neurons in L-IV and L-II/III are organized into mini-columns, defined as the set of L-II/III neurons which are driven by the same L-IV neuron. Multiple mini-columns are packed side-by-side to form the cortical sheet. (D) Cellular scale, ∼ 5µ. Each a neuron has one or more dendrites (blue) and a branching axon (red) that carries outgoing information about its state of activation. Dendrites are classified as basal, receiving input via afferent axons from lower in the hierarchy, lateral from the same level, or apical from above. Synapses connecting axons and dendrites are red dots.
A. Macro scale
At the next scale Fig. 5C , we find the organization of neurons, notably their connection into mini-columns that run perpendicular the cortical sheet. Each mini-column consists of a single "master" neuron in cortical layer L-IV and number of neurons in LII/III that (for simplicity) connect to the L-IV cell through a single permanent synapse. A mini-column is then identified as the set of L-II/III neurons which share the same L-IV axon. LII/III neurons connect with each other via axons that run laterally within the region. Several hundred mini-columns packed side-by-side in the cortical sheet, form a region.
At the cellular scale, Fig. 5D , we finally see the structure of a neuron. The drawing emphasizes the role of dendrites in neural function. Each cortical neuron receives input from up to three distinct sources via dendrites that are labeled accordingly: feed-forward data, either from lower regions in the hierarchy within the region (e.g. L-IV to L-II/III), is received via basal dendrites; axons propagating from neurons within layer L-II/III of the same region connect to lateral dendrites; and feedback from upper levels of the hierarchy is received by apical dendrites that typically extend into layer L-I. (Due to their long reach, these are also called distal dendrites.) Basal dendrites are "driving," that is their excitation may cause immediate firing of the neuron depending on its state which is dictated by "modulating" lateral and/or apical dendrites [Crick and Koch, 2003 ]. The early concept of a point neuron [McCulloch and Pitts, 1943 ] that integrates and fires, is replaced by multiple dendrites that either "integrate and drive" or "integrate and modulate."
In each short time-interval, dendritic activity on each neuron either cause it to fire, or not, in an "all or nothing" (binary) event. The activity of the neurons is then carried by its axons to rest of the network. The complexity of the neurons then permits the neural processes that we now describe. Three arrays of synapses are currently simulated in CAL, corresponding to the three colored layers in Fig. 5B . CAL is a "network-of-networks."
The basal synapses of the L-IV neurons form the simplest array. Each afferent axon from regions lower in the hierarchy or, in the bottom level, from sensory inputs, potentially connects to the (single) basal dendrite of any neuron. Every synapse has a weight indicating how strongly it is connected, ranging from zero (not connected) to a maximum of unity. If a dendrite is sufficiently well connected to a sufficient number of active axons ("sufficient" is defined in the algorithms section) then its neuron fires. Synapse weights are then updated according to Hebbian rules: if both the axon and dendrite were active, the synapse is strengthened; if only the axon, or only the dendrites was active, it is weakened (anti-Hebb); if neither was active, there is no change. Collectively, the synapses on the L-IV dendrites form a correlator as a result of the Hebbian and anti-Hebbian updates as shown by Oja [Oja, 1982] .
Axons of neurons in layer LII/III connect laterally to dendrites in the same layer. These lateral connections do not cause immediate firing, but rather "predict" the neurons that will fire next due to feed-forward input. This is modulation, in the form of lowering the firing threshold. If the prediction is confirmed, the synapses that contributed are strengthened; if a neuron was predicted, but did not fire, the relevant synapses are weakened. By this means, LII/III learns recurrent sequences in the input data [Hawkins et al., 2017] .
Typically, by inhibition, only a single neuron in each mini-column is predicted. Each prediction was generated by previously active cells in previously active columns. Thus the particular L-II/III neuron that fires, when the L-IV neuron activates it, indicates the context in which the prediction was made. Then, if that neuron contributes to the next verified prediction, the context is extended to the next time-step. To state it another way, after a sequence has been learned, when the minicolumns representing 'B' are active, the cells that fire are those representing 'B' in the context of 'A.' Next, when the input is 'C', the active cells in the 'C' mini-columns are those representing context 'A-B.'
The array of synapses in layer L-I potentially connect to the the apical dendrites of neurons in L-II/III. Their axons propagate from regions in higher levels of the hierarchy, i.e. they receive feedback. Like lateral dendrites, apical dendrites are modulating, and the feedback activity is likewise predictive. However, because of propagation delays, the predictions are made on the basis of input at earlier time-steps.
Currently the network designer must decide how to make region-to-region connections, upward and downward in the hierarchy. This fixed routings play the role white-matter and the thalamus. [Purves et al., 2018] Box A-17. In the future, it may be necessary to simulate a biological thalamus with neurons and plastic synapses that learn the routing connections.
Algorithms.
The code for CAL has been written in both Matlab TM and c++, using objects which correspond to the major features illustrated in Fig. 5 . The primary objects correspond to the three synapse arrays in each region - Fig. 5B . Synapse weights are represented as a sparse matrix, indexed by axon and dendrite. The binary correlation (i.e. the basal array of L-IV neurons) receives feed-forward input as (possibly concatenated) binary vectors. The activity L-IV neurons drives the L-II/III neurons of their respective mini-columns. However, because of modulation by lateral dendrites (the array of sequence memory), only a few cells in L-II/III fire. A single axon from each L-II/III neuron potentially interconnects laterally to any lateral dendritic segment of any other neuron. The apical array, in layer L-I, has axons that originate in upper levels and dendrites that modulate the response of neurons in layers L-II/III and L-IV.
Encoding and decoding.
All regions of CAL operate on binary vectors, whereas much input data is a time-series of scalars. Therefore at every iteration and for for each input channel values, s(t), are encoded using a "slidebar encoder" [Hawkins et al., 2011] , where a number of adjacent bits (the bar) of a binary vector are turned on, and the position of the bar within the vector (the slide) encodes a scalar value. Having more than one active bit provides redundancy and ensures more robust decoding.
For every scalar channel, the user must decide on the length (N ) of the binary vector, and the number of bits (1 ≤ k N ) that are active, based on the range of the data (R = s max − s min ), and the desired resolution (r). For real numbers, this should be comparable to the noise level for real numbers. For integers, r = 1. The number of encoded values is then R/r + 1. Each encoding encompasses a range of values, a "bin", (−r/2, +r/2) relative to the digitized value, and input value, s, falls into bin number b = Round((s − s min )/r).
Real numbers that are close in value should have similar encoding, and therefore adjacent bins may overlap, meaning that the displacement, d, between neighboring bins is less than the number of active bits, k. On the other hand, integers should be entirely distinct from each other and not overlapping, (for example the ASCII encoding of 'a' and 'b', 97, and 98 respectively), so the displacement, d = k. These parameters set the vector size N = dR/r +k, with only the bits ranging from bd + 1 to bd + k (index origin 1) turned on.
It is convenient for decoding to construct a look-up-table (LUT) in the form of a sparse binary matrix, where the columns are indexed by bin-number and contain the corresponding vector encoding. Then, the first step in decoding is to find, by matrix multiplication, the column (i.e. bin, b) which best matches the vector to be decoded. The corresponding (real or integer) value is then given byŝ =b × r + s min ).
In addition to integer and real numbers, CAL accepts directly, without encoding, sequences of binary 2D images. Each frame of the sequence is a matrix which is simply unwrapped in column-major order. Typically, line-drawings are already suitably sparse; other images can be preprocessed using segmentation, edge-detection, etc. CAL is agnostic to the type of the input data. Once encoded into sparse binary vectors, all data are processed in the same way. Multiple input channels to a single region are combined (spatially pooled) simply by concatenating their binary encoding.
Synaptic weight and permanence.
In any array, each synapse is identified by the indices of the axon, i, and dendrite, j, that it potentially connects. It has two (closely related) properties: weight, w ij , determines how efficiently it passes electrical stimulus from axon to dendrite; permanence, p ij , is a measure of how "well established" it is, and corresponds roughly to physical size which is observed in neuroscience to increase as the synapse is repetitively strengthened by Hebbian updates. The weight is simply a quantized, reduced precision, approximation of permanence, and may be thought of as the number of ion-channels in the membrane of synaptic cleft. CAL has been tested with weight precision of 1-bit (i.e. binary), 2, 3, 4, 8 and full floating-point.
Activation with inhibition.
The input and output of a synapse array with m axons and n dendrites is represented by binary column vectors x ∈ B m×1 and y ∈ B n×1 , respectively. The weight matrix, W ∈ R m×n . Here and in the following, bold, italic font is used to indicate vectors and matrices, with the latter capitalized. Scalars are italic not bold.
Then the multiply, accumulate and threshold, with k -winners-take-all inhibition can be written in matrix notation as
where |.| indicates cardinality (aka "pop-count"), and the Boolean result of ≥ is applied elementwise to the vector-matrix product. τ is the (automatically adjusting) threshold. For computational efficiency, transpose (. T ) is applied to vectors, not matrices.
Synapse updates.
Given the input activity, x, and output activity, y, of a synapse array, permanence updates are calculated according to
where the subscripts on coefficients δ indicate whether both axon and dendrite were active (Hebbian, AA), only the axon (anti-Hebbian, AI) or only the dendrite (anti-Hebbian, IA), and where e m , e n are column vectors of all 1s, length m and n, respectively.
Binary correlator.
The binary correlator of each region is a simple array of synapses. The axons carry input data from other regions lower in the hierarchy, or in the case of the first level, "sensory" data from one or more encoders. The (here, unsegmented) driving dendrites belong to the neurons of cortical layer L-IV. There is a potential synapse at the intersection of each axon and each dendrite, but very few of them are actually connected.
Since each neuron has just a single dendrite, equation (4) applies directly to the activation of the neurons, W refers to the weights in the correlator, whose input is x, output y. Similarly, the updates, equation (5), are applied to the permanence matrix, P, of the correlator.
Reconstruction.
The set of mini-columns predicted in sequence memory must be reconstructed and decoded to scalar values of the same data-type and range as the input channel. Reconstruction is simply the reverse of the correlation process. The predicted vector,ŷ, is multiplied by the transpose of the correlator weight matrix. The predicted binary input,x, is found by taking the k in , the number of active bits in the vector input, largest elements of the result,
analogously to equation (4).x is then decoded to give the predicted scalar value,ŝ
Sequence memory.
In each region, sequence memory consists of N col mini-columns each with N cell neurons per column for a total of N cell N col neurons. Each neuron has N seg modulating, lateral dendrite segments which accumulate the activity of connected axons. If a segment is sufficiently excited, above a self-adjusting threshold, its neuron is predicted to be active at the next time-step. A single axon propagates from each neurons to form a sparse, laterally connected recurrent network. The dimensions of the matrix representing potentially connected synapses is therefore N cell N col ×N seg N cell N col . At time t, the inputs to sequence memory are the output of the region's correlator, y(t), and the vector representing the neurons predicted in the previous time-step z(t − 1). The outputs are the vector of verified neurons v(t), and of predicted neurons z(t). For synapse updates, the algorithm also requires that the system retain a vector representing the excitation of the dendrites, d(t) in order to identify those responsible for predictions.
The algorithm proceeds in four steps: first the verified neurons are identified, that is the neurons in mini-columns that are now active and were previously predicted. v(t) = reshape(I N cell×1 y(t) T , N cell N col , 1) & z(t − 1) (7) where I N cell×1 is a column vector, length N cell , of all 1's, and the reshape function converts its matrix argument to a column vector. There are two categories: the neurons that are verified, v(t); and all of the neurons in unpredicted mini-columns. The second category (referred to a "bursting" behavior by the Numenta group [Hawkins et al., 2011 ]) enables the system to make exploratory predictions that increase the probability of finding a subsequence when an active mini-column has not been predicted.
For category (ii), to find the unpredicted mini-columns, reshape the vector of predicted neurons into a matrix Z, with elements ζ i,j Z = reshape(z, N cell , N col )
Then the predicted columns are
and those unpredicted are u = y & ¬c
The bursting cells are found by replication of u and unwrapping in column-major order. Then neuron activity is b = reshape(I 1×N cell u T , N cell N col , 1)
Then neuron activity is
The axons of active cells excite the lateral dendrite segments, according to the weights of connected synapses, i.e. d = a T W SM
Note that d is a column vector of real numbers, not binary. Since k columns will be activated at the next step, a vector representing k active segments is found by the winners-take-all algorithm, s = d ≥ τ ; τ such that |s| = k.
The segments of bursting cells which came closest to being predicted (largest element of d) are found and added to the list of those that actually made the predictions. If all d i are zero, one is chosen at random. Since there are D = N seg N cell dendritic segments associated with each column, the pseudo-code (index-origin zero) is: for j in range(N col ) if u j if d jD:(j+1)S == 0 i = randi(D) else i = argmax(d jD:(j+1)D ) s jD + i = true Any neuron that has an active dendrite is predicted, therefore, we sum over segments of each neuron: z = ( i reshape(s, N seg , N cell )) > 0.
Synapse updates are made on the basis of axons which were active and contributed to verified predictions, or not. Thus, in equation 5
Temporal pooling.
The vector output, v(t), of sequence memory represents the verified neurons, those predicted at the previous time-step and now active and is fed-forward to become the input to regions on the next highest level. Temporal pooling is simply the union of two or more consecutive vectors, thus the input to a region on level L is
where v L−1 is the concatenation of all output vectors v(t) from level L − 1.
Feedback.
The output of each binary correlator is not only the input to sequence memory of the same region, it may also be fed back to regions on any lower level. Biologically, this occurs via matrix neurons of the thalamus. Currently, CAL simulates this feedback via axons to layer L-I of the lower region. These axons potentially connect to apical synapses of neurons in layer L-IV, modulating their response, via lowering of their firing threshold. Noting that threshold reduction is equivalent to increasing the excitation of the relevant dendrite, it is computationally convenient to introduce a variable, dendritic "gain", that implements the modulation causes by feedback f.
Then equation (4) is modified according to
where is the Hadamard product, and the subscripts Ap and BC refer to the apical and binary correlator weight matrices, respectively.
In the future apical synapse connections for neurons in layer L-II/III may be added.
