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Abstract. In this paper we investigate the applicability of contextual
word embeddings for the task of word sense disambiguation (WSD) in
Hungarian. We show that a simple k–nn (k–nearest neighbors) approach
which relies on multilingual BERT representations can yield highly ac-
curate results in terms of F-scores when evaluated for word sense disam-
biguation.
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1 Introduction
Word embeddings have been prevalently applied in a variety of natural language
processing applications ranging from machine translation (Bahdanau et al., 2014)
to information retrieval (Vulic´ and Moens, 2015) and sentiment analysis (Socher
et al., 2013), among others.
A major shortcoming of standard static word embeddings, including word2vec
(Mikolov et al., 2013) and Glove (Pennington et al., 2014) is that they assign a
fixed representation to the individual word forms. That is, the vectorial represen-
tations belonging to a word is fixed and it behaves agnostically to the context
a particular word is presented. Until recently, such word representations have
dominated NLP applications.
Contextualized word representations, such as CoVe (McCann et al., 2017),
ELMo (Peters et al., 2018) and BERT (Devlin et al., 2019), however, have the
added favorable property that they are capable of incorporating the context in
which a particular word is mentioned upon constructing its vectorial representa-
tion. This characteristic of contextualized word embeddings makes them highly
appealing for applying them to the task of word sense disambiguation (WSD),
where the task is to choose the most appropriate sense a particular word form
has based on its context.
There have been some investigation of applying contextual word embeddings
for WSD in English (Loureiro and Jorge, 2019; Vial et al., 2019). Our paper is
complementary to these results in that here we give a thorough empirical evalu-
ation for using contextual word embeddings for performing WSD in Hungarian.
XVI. Magyar Számítógépes Nyelvészeti Konferencia Szeged, 2020. január 23–24.
3
Our solution uses a simple, yet effective k–nn-based approach for performing
WSD. The main contributions of the paper are that
– we evaluate and carefully analyze the applicability of the off-the-shelf mul-
tilingual BERT model being applied for Hungarian WSD by a k–nn based
approach,
– make the contextualized word embeddings obtained for nearly 12500 sense-
annotated utterances publicly available.
2 Related work
One of the key difficulties of natural language understanding is the highly am-
biguous nature of language. As a consequence, WSD has long-standing origins
in the NLP community Lesk (1986) and it is still in the focus of a series of recent
research efforts in NLP (Raganato et al., 2017; Melamud et al., 2016; Loureiro
and Jorge, 2019; Vial et al., 2019).
The typical setting for WSD is to categorize the mentions of ambiguous words
according to some sense inventory. The most frequently applied sense inventory
in the case of English is definitely the Princeton WordNet (Fellbaum, 1998). A
Hungarian version of the WordNet also has been created (Miha´ltz et al., 2008)
serving the basis of the Hungarian WSD dataset created by Vincze et al. (2008).
WSD systems either take some unsupervised, knowledge-based or some su-
pervised approach requiring a training corpus with sense-annotated utterances
of ambiguous words. Unsupervised approaches could attempt to match the men-
tions of ambiguous words to their proper sense based on the textual overlap
between the context of an ambiguous word and the definitions included to its
potential senses according to the sense inventory employed (Lesk, 1986) or be
based on random walks over the semantic graph providing the sense inventory
(Agirre and Soroa, 2009).
Supervised WSD techniques typically perform better than unsupervised ap-
proaches. IMS (Zhong and Ng, 2010) is a classical supervised WSD framework
which was created with the intention of easy extensibility. It uses an SVM clas-
sifier, which derives features for an ambiguous word based on the word forms
and POS tags of the words in its neighborhood. The recent advent of neural text
representations have also shaped the landscape of algorithms performing WSD.
Melamud et al. (2016) devised the context2vec framework, which relies on a bidi-
rectional LSTM for performing supervised WSD. Most recently, (Loureiro and
Jorge, 2019; Vial et al., 2019) have proposed the usage of contextualized word
representations for tackling WSD.
Contextualized word representations (McCann et al., 2017; Peters et al., 2018;
Devlin et al., 2019) are recent extensions of traditional word embeddings, such as
word2vec (Mikolov et al., 2013), with the notable distinction that they construct
different vectorial representation even for the same word form when employed in
a different context. Contextualized word representations employ some language
modeling inspired objective and are trained on massive amounts of textual data,
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which makes them generally applicable in a variety of settings, including natural
language inference (Williams et al., 2018) or reading comprehension (Khashabi
et al., 2018).
3 Experiments
We next introduce the dataset we performed our experiments on, as well as the
kind of contextual word representations we determined for it.
3.1 The dataset
The dataset we performed our experiments on is derived from the sense-annotated
corpus introduced by Vincze et al. (2008). The dataset contains a collection of
documents written in Hungarian that are part of the Hungarian National Corpus
(HNC) (Va´radi, 2002) including mentions towards 39 ambiguous words. The doc-
uments are selected from the Heti Vila´ggazdasa´g subcorpus containing mostly
news documents related to business and politics. The different word senses got
disambiguated in compliance with the sense inventory of the Hungarian WordNet
(Miha´ltz et al., 2008).
The corpus released by Vincze et al. (2008) contains the entire documents
in which the sense-annotated ambiguous words are located. The original dataset
contains a separate file for each of the word forms in an ISO-8859-1 encoded XML
file. We distilled the original WSD corpus (Vincze et al., 2008) into a single and
easy-to-handle tab-separated plain text file in UTF-8 format. The distilled ver-
sion of the dataset differs from the original dataset in that it contains only the
local context of the ambiguous words as opposed to the entire document they
are included in. We make this dataset accessible 1, a sample line from which is
anyagi a 1 pe´nzzel kapcsolatos 1 Az anyagi ka´r meghaladja az egymillia´rd
schillinget .
with the first string denoting the ground truth sense label for the ambiguous
word, the second item in the line denoting the token position of the ambigu-
ous target word within the excerpt, followed by the excerpt itself in a tokenized
format. The entire dataset contains 12477 distinct mentions for one of the 39
ambiguous Hungarian words. The 12477 excerpts contain a total of 449875 to-
kens.
Figure 1 illustrates the joint distribution of the number of senses per word
forms and the Shannon entropy quantifying the heterogeneity of the distribu-
tions of the different senses of word forms. We can see that the number of word
senses listed for a particular word form ranged between 1 (for the word form
tana´r/teacher) and 14 (for the word form ja´r/go). Perhaps unsurprisingly, a
1 http://github.com/begab/huWSDdata
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strong positive correlation of ρ = 0.83 can be observed between the two quan-
tities, i.e. the higher number of distinct meanings a word form has, the higher
amount of uncertainty can be observed on average regarding the predictability
of its actual meaning in context.
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Fig. 1. The joint distribution of the number of distinct senses and the Shannon
entropy of their distributions for the 39 word forms in the Hungarian WSD
dataset.
3.2 Preprocessing the dataset
We preprocessed the previously introduced WSD dataset using the pretrained
cased multilingual BERT (M-BERT) architecture for obtaining contextual word
representations. This preprocessing step was conducted using the Huggingface
transformers Python package (Wolf et al., 2019). We defined the contextualized
vectorial form of the individual tokens in the excerpts as the average of the
vectorial representations of the word pieces as determined by the M-BERT cased
multilingual tokenizer.
The pretrained M-BERT model uses a transformer model which has one word
piece-based input layer, followed by 12 stacked layers using self-attention. Each
of the 12+1 layers are identical in that they employ vectorial representations of
768 dimensions. We calculated and evaluated the 768-dimensional contextualized
word representations for every token. We also performed a sensitivity analysis on
using the contextual word representations originating from the different layers
of the multi-layered transformer model of M-BERT (cf. Figure 2).
XVI. Magyar Számítógépes Nyelvészeti Konferencia Szeged, 2020. január 23–24.
6
We managed to determine contextual word representations for all but one of
the 12477 sense-annotated words in our dataset. The reason why we had to omit
one of the sense-annotated words from our analysis was that it was included
in an excerpt being longer than the longest sequence M-BERT architecture can
possibly deal with, i.e. a sequence length of 512. We also release our contex-
tualized embeddings for the 12476 sense-annotated words that we determined
M-BERT representations for at http://github.com/begab/huWSDdata.
3.3 Results
We first review the results obtained in (Vincze et al., 2008) using a traditional
approach that is similar to the one applied in IMS (Zhong and Ng, 2010). We
subsequently introduce our approach for performing WSD using contextualized
M-BERT representations and report our quantitative results.
Overview of the findings from (Vincze et al., 2008) Similar to how it
was done in our experiments, Vincze et al. (2008) relied only on the context
to be found in the local proximity of the sense disambiguated word forms. The
ambiguous words were then represented using the traditional vector space model
(VSM) based on the context in the same paragraph of sense-annotated ambigu-
ous words. The features determined for an ambiguous token could additionally
include indicator features based on the directly surrounding 3 words of some
target word. Vincze et al. (2008) also made use of the POS tag information of
the tokens, i.e. they considered only the lemmatized word forms of nouns, verbs,
adjectives and adverbs as contextual features from the vicinity of a target token
for constructing their feature vector.
Based on the above representation of sense-annotated word forms, Vincze
et al. (2008) reports a micro-averaged F-score of 0.703 when relying on a Na¨ıve
Bayes classifier and evaluation metrics ranging between 0.727 and 0.749 for ap-
plying C4.5 classifier depending on the combination of features they were relying
on. Vincze et al. (2008) used a leave-one-out evaluation for assessing the quality
of their classifiers for performing WSD. That is, each time a new model was
trained on all but one of the feature vectors belonging to the different senses
of one of the ambiguous word forms and evaluation was performed against the
single one ambiguous instance that was held out from the training instances.
(Vincze et al., 2008) reported evaluation scores for the simple – but often
difficult to beat – baseline for always predicting the Most Frequent Sense (MFS)
of an ambiguous word, regardless of its context. The MSF baseline obtained an
aggregate micro-averaged F-score of 0.694.
Using contextual representations for WSD Our methodology for apply-
ing M-BERT representations to WSD is similar to those recently proposed in
(Loureiro and Jorge, 2019) for English WSD. An important technical difference
between (Loureiro and Jorge, 2019) and our work is that while (Loureiro and
Jorge, 2019) based their experiments on the large cased BERT model dedicated
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to the English language alone, we were utilizing the multilingual BERT (M-
BERT) model in order to be able to use it for WSD in Hungarian. Note that we
did not perform any fine-tuning of the M-BERT model to fit the task of WSD,
but simply used the pre-trained model in our approach.
The way we evaluated the utilizability of M-BERT embeddings for inclusion
in word sense disambiguating the utterances of ambiguous words in Hungarian
was via integrating it in a simple k–nn classifier based on the contextualized word
vectors determined for the sense-annotated tokens. That is, for a pre-defined
value of k and some query word q along with its contextualized word vector q,
we simply looked for its k closest neighbor among the sense-annotated contextu-
alized word vectors and returned the majority vote for the sense annotations of
the training instances according to their ground truth senses. Similar to (Vincze
et al., 2008), we also conducted experiments in a leave-one-out fashion.
We repeated our experiments when relying on different number of nearest
neighbors, i.e. k ∈ {1, 3, 5, 7, 9}. Figure 2 illustrates the effect of choosing the
value for k differently when relying on the M-BERT representation originating
from the different layers of the transformer architecture. Figure 2 corroborates
previous results on contextual representations that the topmost layers tend to
perform better in general, especially for evaluations related to semantics. Results
reported in Figure 2 also show a plateauing effect for the last few layers of
M-BERT contextualized embeddings. That is, no great improvements can be
witnessed when utilizing M-BERT representations derived from the layers in the
range of 8 to 12. The earlier layers, however, performed subpar to the final layers.
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Fig. 2. Aggregated results over the 39 word forms for the MSF baseline and the
k–nn model based on M-BERT, when using different values for k.
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Figure 2 also shows that increasing the value for the nearest neighbors con-
sidered in the prediction can improve performance. Setting k too high, however,
is not a good idea, since that would hamper the identifiability of rare senses,
and the identification of uncommon senses could often be of potential interest.
Hence we argue that using the median from the tested values for k, i.e. k = 5,
provides a trade-off between delivering increased performance – as opposed to
choosing smaller values of k – and being less biased in predicting (the most)
frequent senses – as opposed to applying higher values of k.
We can also see it in Figure 2 that k-nn models based on the M-BERT contex-
tual word representations obtained from layer 5 and beyond are outperforming
the best reported results in (Vincze et al., 2008) irrespective of the value of k
employed. Note that when relying on the final layers of the transformer archi-
tecture and employing k > 3, we consistently managed to outperform the best
previous results by a fair margin (cf. 0.74 versus 0.82).
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(a) MFS baseline
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(b) 5–nn using the last M-BERT layer
Fig. 3. The Shannon entropy of the word sense distributions and the aggregated
F-scores of the senses for the individual word forms in the dataset.
As a final assessment, we compared the performance of the MFS baseline
and our k–nn solution relying on the M-BERT contextualized representations
on the individual level of ambiguous word forms. This comparison contrasts the
Shannon entropy of the sense distribution an ambiguous word form has and
the F-score obtained for it for a particular model. These results are included
in Figure 3 for the MFS and the 5–nn approach relying on the final layer of
M-BERT representations for disambiguation.
We can see that while the performance of the MFS baseline fluctuates heavily
– with 5 out of 39 word forms having an F-score less than 0.4 – the 5–nn model
manages to deliver an F-score at least 0.577, even for the most ambiguous word
form (ja´r/go).
We calculated the Person correlation between the results reported in Fig-
ure 3. The Shannon-entropy for the sense distribution a word form has and the
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performance the different models can achieve for them come hand in hand with
a strong negative correlation between the two values. For the MFS and the 5–nn
approaches reported in Figure 3 we observed Pearson correlation coefficients of
−0.968 and −0.896, respectively. The mere fact that it is more difficult to pre-
dict the proper sense for words with a more diverse set of meanings (hence a
higher Shannon-entropy) is not so surprising. It would be nonetheless interesting
to investigate the reasons for the k–nn based approach behaving less sensitively
to the diversity of the ambiguous word forms.
4 Future work and conclusions
This paper focused on WSD in Hungarian for a relatively small set of 39 specific
word forms. In order to increase the real world applicability of our model, we plan
to extend it to the more challenging all words WSD setting. Training datasets
annotated for the all words WSD problem are available in English Raganato
et al. (2017); Taghipour and Ng (2015), however, such large scale training data
is not currently available for Hungarian at the moment. As a future research,
our goal is to investigate how already existing sense-annotated training data –
in some possibly foreign language – can improve the performance of WSD.
In this paper, we investigated the extent to which multilingual BERT provides
a useful representation for word sense disambiguation. We have seen that a simple
solution which uses a k–nn approach for determining the sense of an ambiguous
word based on its contextual word representation can obtain highly accurate
results.
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