In this paper, we develop a framework for efficiently encoding predictive error frames (PEF) as part of a rate scalable, wavelet-based video compression algorithm. We investigate the use of rate-distortion analysis to determine the significance of coefficients in the wavelet decomposition. Based on this analysis, we allocate the bit budget assigned to a PEF to the coefficients that yield the largest reduction in distortion, while maintaining the embedded and rate scalable properties of our video compression algorithm. Motion estimation is a technique used to reduce temporal redundancy of video sequences. A frame is selected as a reference, and other temporally close frames are predicted from it. At the decoder, a set of motion vectors along with a PEF are used to reconstruct that frame based on the reference frame. Typically, PEFs have low energy content. 
INTRODUCTION
In this paper, we develop a framework for encoding PEFs using a modified version of CEZ W, as shown in Figure 1 . We perform a rate-distortion analysis on the wavelet decomposition of the PEF in order to determine the significance of the coefficients. We allocate the bit budget to those coefficients that yield the largest reduction in distortion, while maintaining the embedded and rate scalable properties of SAMCo W+.
Rate-distortion analysis has been used for coding natural images [9, 10, 111. We exploit the properties of "non natural" images, such as PEFs, to optimize its encoding using CEZW, although our work is not restricted to PEFs. A distinction between our work and that of [9] is that we preserve the embedded property of our algorithm. In embedded coders, the bit stream can be truncated at any point during decoding. In [lo], a rate-distortion optimized embedded coder for grayscale images is presented. Our interest is to use our approach exploit the correlation between color components with CEZW on PEFs. Rate-distortion optimization is also used in the new JPEG2000 image compression standard [ll] .
DESCRIPTION OF THE PROBLEM
Video coding standards such as H.263+ [12] make efficient use of block-based transform coding on PEFs. Macroblocks (16 x 16 pixels) may be skipped in regions of the PEF where the energy content is below a threshold. Coding gains are obtained by assigning very short codewords to this SKIP mode. This strategy results in allocating more bits to areas with more activity.
In CEZW, a wavelet decomposition is performed on the PEF. Then, sets of coefficients from different bands are clustered in a unique spatial orientation tree (SOT) in the YUV color space. A complete description of CEZW is provided in 13, 41. A special symbol, zerotree mot, is used to indicate that all the coefficients in the SOT are below a threshold, that is, insignificant. For PEFs, the use of this special symbol is similar in concept to that of the SKIP mode in H.263-t. However, a penalty is paid when representing insignificant regions that are not well aligned with the SOT. The effect is manifested as a lack of localization in the reconstruction of the PEF. The bit budget is effectively allocated to coefficients in the PEF that are significant, regardless of the contribution they make to the overall quality of the reconstruction. The resulting effect is that at low data rates, the performance of CEZW on PEFs can be improved.
FORMULATION OF THE PROBLEM
In [7] , we described a modification of CEZW aimed at allocating the largest number of bits to the "significant trees". A tree is said to be "significant" when the root at the coarsest scale is positive or negative significant in the first dominant pass. In the remaining dominant passes, until the bit budget is exhausted, only coefficients that belong to the "significant trees" are examined.
In this paper, we develop a framework for improving the identification of the "significant trees" based on a rate-distortion analysis [13] of wavelet coefficients in the decomposition of the PEF. Our overall objective can be stated as follows: "Given a target data rate, minimize the overall distortion of the reconstruction of the coefficients in the wavelet domain, while preserving the embedded and rate scalable properties of the encoded bit stream."
In our framework, each PEF gets allocated a specific number of bits based on a rate control method. Given the target data rate allocated to each PEF, we perform the rate-distortion analysis, such that we optimize the allocation of the bit budget to the PEF. Let W be the coefficients of the wavelet decomposition of the PEF in subbands L L , L H , H L , and H H . Initially, we consider a spatial orientation tree of W as a coding unit. It is to be noted that each tree is treated as an independent coding unit, as done in EZW [14] and CEZW [l, 41.
Therefore, the problem can be formulated as follows: subject to
r ( m j ( t i ) ) I RMAX (1)
where T is the collection of all the SOTS of the wavelet decomposition W of the PEF, ti is a SOT in T , mj(ti) is an encoding of SOT ti, d ( m j ( t i ) ) is the distortion incurred when encoding SOT ti with mapping mj (ti) at the data rate r ( m j ( t i ) ) , and RMAX is the maximum allowable rate at which the PEF can be encoded. The distortion metric used in our work is the squared error between the coefficient and its quantized value.
It can be shown that the optimization problem in Equation (1) can be solved using Lagrangian optimization as follows [15]:
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We treat each SOT as an independent coding unit, therefore Equation (2) can be rewritten as:
min { d ( m j ( t i ) ) + ~r ( m j ( t i ) ) ) (3)
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The optimal operating points for all coding units are obtained by varying X and minimizing Equation (3) such that the sum of the resulting rates r(mj(ti)), Vti E T, equals the target data rate.
To obtain finer granularity in the solutions to Equation (3), we further subdivide the SOT into "subtrees", whose roots are coefficients in the original SOT that are in the L H , H L , and H H bands, respectively. The CG efficients in the L L band are treated separately. Thus, a subtree is our basic coding unit. The rate-distortion data is gathered experimentally, and the optimal solution for Equation (3) is found using a bilinear search on A. The best operating points are then used by a modified version of CEZW to encode the PEF. In contrast to [9], our approach can be seen as a "tree growth'' instead of a "tree pruning", because we first consider an "empty" subtree, and gradually add coefficients to it until we achieve the best operating point. Tree growth is done as in CEZW, until the best operating point is reached. Then, a "STOP" symbol is produced to indicate that no more symbols are to be used for this subtree, and the coefficients already found significant are removed from the significant list.
EXPERIMENTAL RESULTS
In Figure 2 , we show the result of applying our ratedistortion approach to a PEF from the foreman sequence. We compare it with baseline JPEG and the CEZW. The output from our proposed technique has a better PSNR than both CEZW and JPEG, plus more detail in the area of the face. , lies in the order in which the color components are encoded. In [l] , all the bands in the Y component are encoded first, followed by those of the U and V components. In our work, we order the color components on a per-band basis. That is, the L L band of the Y component is encoded first, followed by the L L band of U and V. Then, the LH band of the Y component is encoded, followed by the LH band of U and V, and so on. Therefore, we obtain a better balance among color components when decoding is terminated before the end of a pass -a very likely scenario.
CONCLUSIONS AND FUTURE WORK
In this paper, we presented a rate-distortion approach used to improve the performance of CEZW on PEFs.
Given the bit budget allocated to the PEF, and based on the rate-distortion data, we select the best operating point for every spatial orientation tree.
Other distortion metrics could be used in this study. Minimizing the overall distortion of the wavelet coefficients does not guarantee a better reconstruction of the pixel values of the image. Thus, a metric that relates the coefficients in the decomposition and the reconstructed pixel values would yield improved results.
Currently, we are investigating the use of SAM-COW+ for video streaming on the Internet, an application for which the use of a rate scalable codec is highly desirable.
