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Abstract
Graphs with (k, τ )-regular sets and equitable partitions are examples of graphs with regularity constraints.
A (k, τ )-regular set of a graph G is a subset of vertices S ⊆ V (G) inducing a k-regular subgraph and such
that each vertex not in S has τ neighbors in S. The existence of such structures in a graph provides some
information about the eigenvalues and eigenvectors of its adjacency matrix. For example, if a graph G has a
(k1, τ1)-regular set S1 and a (k2, τ2)-regular set S2 such that k1 − τ1 = k2 − τ2 = λ, then λ is an eigenvalue
of G with a certain eigenvector. Additionally, considering primitive strongly regular graphs, a necessary and
sufficient condition for a particular subset of vertices to be (k, τ )-regular is introduced. Another example
comes from the existence of an equitable partition in a graph. If a graph G, has an equitable partition π
then its line graph, L(G), also has an equitable partition, π¯ , induced by π , and the adjacency matrix of the
quotient graph L(G)/π¯ is obtained from the adjacency matrix of G/π .
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we present some properties concerning the eigenvalues and eigenvectors of graphs
with (k, τ )-regular sets and equitable partitions. The (k, τ )-regular sets emerged in [11,19] related
to strongly regular graphs and designs and later, in the study of graphs with domination constraints
[7,18]. Equitable partitions were introduced in [14–16]. In the last of these equitable bipartitions
are used to obtain information about eigenvalues and eigenvectors of graphs. Equitable partitions
appear related to automorphism groups of graphs [9], coding theory [5], walk partitions [12]
∗ Corresponding author.
E-mail address: prama@mat.ua.pt (P. Rama).
0024-3795/$ - see front matter ( 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2006.09.028
D.M. Cardoso, P. Rama / Linear Algebra and its Applications 423 (2007) 90–98 91
and distance-regular graphs (see [6], for details and further references). Recent applications of
equitable partitions may be found in [10] applied to the study of graphs with three eigenvalues, in
[17] applied to the study of spectral properties of configuration graphs associated to landscapes
and in [1] in the characterization of graphs with convex quadratic independent number.
In this paper we consider a simple graph G of order n with a set of vertices V (G) and a set of
edges E(G). An element of E(G), which has the vertices i and j as end-vertices, is denoted by ij .
If v ∈ V (G), then we denote the neighborhood of v by NG(v) (NG(v) = {w : vw ∈ E(G)}) and
the closed neighborhood of v is denoted by NG[v] (NG[v] = NG(v) ∪ {v}). The line graph L(G)
of a graph G has the edges of G as its vertices, with two vertices of L(G) being adjacent if and
only if the corresponding edges of G have a vertex in common. Given a subset of vertices S of a
graph G, the vector x ∈ RV with xv = 1 if v ∈ S and xv = 0 if v /∈ S is called the characteristic
vector of S. Given a partition π = (V1, . . . , Vr) of V (G), the matrix Pπ whose columns are the
characteristic vectors of the subsets V1, . . . , Vr , is called the characteristic matrix of π . Along this
paper, AG will denote the adjacency matrix of the graph G of order n > 1, that is, AG = (aij )n×n,
where
aij =
{
1, if ij ∈ E(G),
0, otherwise.
Note that AG is a symmetric matrix and thus has n real eigenvalues. The spectrum of a matrix A
(that is, the multi-set of its eigenvalues) will be denoted by σ(A), and the null space by Ker(A).
The multiplicity of an eigenvalue λ ∈ σ(AG) is the multiplicity of λ as a zero of the characteristic
polynomial of AG. Throughout the text eˆ will denote the all-ones vector with n components and
I will denote the identity matrix.
The paper is organized as follows. In the next section we present some results on the existence of
certain eigenvalues and eigenvectors of graphs with (k, τ )-regular sets. In Section 3 we conclude
that the existence of an equitable partition on a graph G allows us to obtain some information not
only about the spectrum of the graph G but also on the spectrum of its line graph L(G). Finally, in
Section 4, we deduce a necessary and sufficient condition, based on the eigenvectors, for a subset
of vertices of a primitive strongly regular graph to be a (k, τ )-regular set.
2. Eigenvalues and eigenvectors corresponding to (k, τ)-regular sets
According to [18] (see also [7]) a (ρ, γ )-set of a graph G of order n is a non-empty subset of
vertices S ⊆ V (G) such that
|NG(v) ∩ S| ∈ ρ, ∀v ∈ S, and |NG(v) ∩ S| ∈ γ, ∀v ∈ V (G) \ S,
where ρ and γ are non-empty subsets of {0, 1, . . . , n − 1}. If the subsets ρ and γ have a single
number, ρ = {k} and γ = {τ }, S is a (k, τ )-regular set, that is, S ⊆ V (G) is a (k, τ )-regular set
if and only if S is a ({k}, {τ })-set. According to this definition, if G is a p-regular graph then the
set of vertices, V (G), is a (p, τ )-regular set for every τ ∈ N0 (with N0 = N ∪ {0}). However,
by convention, through all the paper the set of vertices V (G) of a p-regular graph G is just a
(p, 0)-regular set.
From the above definition, we may conclude that a (k, τ )-regular set S of a graph G is a non-
empty subset of vertices that induces a k-regular subgraph and such that every vertex not in S has
τ neighbors in S. Hence, if G has a (k, τ )-regular set S then S is a (|S| − k − 1, |S| − τ)-regular
set of the complement, G¯. In addition, if G is p-regular, then V (G) \ S is a (p − τ, p − k)-regular
set of G. For the graph G, depicted in Fig. 1, S1 = {1, 2, 3} is a ({1, 2}, {1})-set and S2 = {1, 4}
is a (0, 1)-regular set.
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From the next result we conclude that if a regular graph G has a (k, τ )-regular set then k − τ ∈
σ(AG). Thus, if G is a p-regular graph (with p > 0) and σ(AG) ∩ Z = {p} then G has not a
(k, τ )-regular set S ⊂ V (G), with τ > 0.
Proposition 2.1 [19]. Let G be a p-regular graph and x the characteristic vector of S ⊆ V (G).
Then S is a (k, τ )-regular set of G, with τ > 0, if and only if k − τ ∈ σ(AG) with corresponding
eigenvector (p − k + τ)x − τ eˆ.
From the definition of (k, τ )-regular set we get the following lemma.
Lemma 2.1 [2]. A graph G has a (k, τ )-regular set S if and only if the characteristic vector, x,
of S is a solution of the linear system
(AG − (k − τ)I )x = τ eˆ. (1)
As a consequence of this lemma, we may say that a graph G has a (k, τ )-regular set if and
only if the linear system (1) has a 0–1 solution and, additionally, this solution is the characteristic
vector of a (k, τ )-regular set.
The first part of the next proposition was introduced in [13].
Proposition 2.2. Let λ ∈ Z and G be a graph with a (k1, τ1)-regular set S1 (τ1 > 0) and a
(k2, τ2)-regular set S2, such that S1 /= S2 and k1 − τ1 = k2 − τ2 = λ. Then λ ∈ σ(AG) with
corresponding eigenvector τ2
τ1
x1 − x2, where x1 and x2 are the characteristic vectors of S1 and
S2, respectively.
Proof. SinceS1 /= S2 and x1, x2 ∈ {0, 1}n (n = |V (G)|) then x1 /= x2 and τ2τ1 x1 /= x2. In addition,
τ2
τ1
x1 is a solution of (1) with (k, τ ) = (k2, τ2) concluding that for such values of the parameters
k and τ , the system (1) has an infinite number of solutions, that is, det(AG − λI) = 0 and λ ∈
σ(AG). Finally, taking into account that the system (1) is equivalent to AGx = (k − τ)x + τ eˆ, it
follows that
AG
(
τ2
τ1
x1 − x2
)
= 1
τ1
(τ2AGx1 − τ1AGx2)
= 1
τ1
(τ2λx1 + τ2τ1eˆ − τ1λx2 − τ1τ2eˆ)
= λ
τ1
(τ2x1 − τ1x2) = λ
(
τ2
τ1
x1 − x2
)
,
leading to the conclusion that τ2
τ1
x1 − x2 is an eigenvector of AG corresponding to the eigenvalue
λ. 
As an example, the graph G in Fig. 1 has two (2, 1)-regular sets ({1, 2, 5, 6} and {2, 3, 4, 5})
and two (0, 1)-regular sets ({1, 4} and {3, 6}) so, {−1, 1} ⊂ σ(AG) = {−2.41,−1,−0.41, 0.41,
1, 2.41}. Furthermore, [1 0 −1 1 0 −1]	 is an eigenvector corresponding to the eigenvalue
−1 and [1 0 −1 −1 0 1]	 is an eigenvector associated with the eigenvalue 1. This graph has
also a (1, 1)-regular set, {2, 5}, and 0 /∈ σ(AG) (note that there is no other (k, τ )-regular set
S ⊆ V (G) with k − τ = 0). Other examples of (k, τ )-regular sets may be obtained, for instance,
from a Hamiltonian graph G, where each Hamilton cycle defines a (2, 4)-regular set in L(G) (see
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Fig. 1. An equitable bipartition π = ({1, 2, 3, 4}, {2, 5}) of G and the corresponding equitable partition π¯ = ({a, d},
{b, c, e, f }, {g}) of L(G).
Fig. 1) and a (2, 2)-regular set in Ĝ, denoting by Ĝ the graph obtained from G by subdivision
of all its edges (that is, inserting one new vertex in the middle of each edge). In addition, from
Proposition 2.2, we may also conclude that if a Hamiltonian graph has even order then, considering
L(C) ⊂ V (L(G)) the subset of vertices of L(G) corresponding to the edges of a Hamiltonian
cycle of G and L(M) ⊂ L(C) the subset of vertices of L(G) corresponding to the edges of a
perfect matching M ⊂ E(G), then u ∈ Rn such that
ui =
⎧⎨
⎩
1 if i ∈ C \ M,
−1 if i ∈ C ∩ M,
0 otherwise
is an eigenvector of L(G) associated to the eigenvalue −2. A similar conclusion was obtained in
[4] using different arguments.
In Proposition 2.2 we consider at least, a (k, τ )-regular set with τ > 0. A (k, 0)-regular set
of a graph G is the union of the subsets of vertices of one or more connected components of
G that induce k-regular subgraphs. Thus, if G has a (k, 0)-regular set then k ∈ σ(AG) and the
characteristic vector of S is an eigenvector associated to the eigenvalue k.
3. Graphs with equitable partitions
According to [16], a partition π = (V1, V2, . . . , Vr) of V (G) is equitable if for all i, j ∈
{1, 2, . . . , r} there exists dij ∈ N0 such that
∀v ∈ Vi, |NG(v) ∩ Vj | = dij , (2)
that is, the number of neighbors that each vertex of Vi has in Vj is independent of the choice
of the vertex in Vi . If r = 2 in (2), we say that π is an equitable bipartition. From now on, for
simplicity of language, an equitable partition of the vertex set V (G) of a graph G will also be
called an equitable partition of the graph G.
Let G be a graph with an equitable partition π = (V1, . . . , Vr). According to [6], the quotient
graph G/π of G with respect to the equitable partition π is a multi-digraph with the subsets of
π as its vertices and with dij arcs going from Vi to Vj . Thus G/π has, in general, loops and
multiple arcs. The adjacency matrix AG/π is a r × r matrix with entries dij . In particular, if G is
a p-regular graph and S ⊂ V (G) is a (k, τ )-regular set then π = (S, V (G) \ S) is an equitable
bipartition such that
AG/π =
[
k p − k
τ p − τ
]
.
As a consequence, from the above definitions, a bipartition π = (S, V (G) \ S) is equitable with
AG/π =
[
d11 d12
d21 d22
]
if and only if S is (d11, d21)-regular and V (G) \ S is (d22, d12)-regular.
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From the next result we conclude that the multiplicity of λ as an eigenvalue of AG is at least
its multiplicity as an eigenvalue of AG/π , that is, taking into account the multiplicities of the
eigenvalues, we have σ(AG/π) ⊂ σ(AG).
Proposition 3.1 [8]. If π is an equitable partition of a graph G then PAG/π (λ) divides PAG(λ),
where PA(λ) denotes the characteristic polynomial of the matrix A.
In the following proposition we prove that if π is an equitable partition of a graph G then, it
is possible to obtain an equitable partition of L(G) from π .
Proposition 3.2 [13]. If G is a graph with an equitable partition π = (V1, . . . , Vr), with AG/π =
[dij ], then L(G) has an equitable partition π¯ = {Uij : dij > 0 and 1  i  j  r}, where Uij
denotes the subset of vertices of L(G) corresponding to the subset of edges u = xy ∈ E(G) such
that x ∈ Vi and y ∈ Vj . The number of subsets of π¯ is at most r+r22 .
Proof. Consider i, j, k, l ∈ {1, 2, . . . , r} with i  j , k  l. Let v = xy ∈ E(G), with x ∈ Vi and
y ∈ Vj . We note that the number of edges of E(G), corresponding to vertices of Ukl ⊂ V (L(G))
that are adjacent to v does not depend on the choice of v in the subset of edges of E(G) incident
in one vertex of Vi and a vertex of Vj , being constant for every choice of i, j, k, l. In fact,
∀v ∈ Uij ⊂ V (L(G))
|NL(G)(v) ∩ Ukl | =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
2dii − 2 if i = j = k = l,
2dih if i = j ∈ {k, l}, k /= l, h ∈ {k, l} \ {i, j},
dkk if k = l ∈ {i, j} and i /= j,
dkl if k ∈ {i, j} and |{i, j, l}| = 3,
dlk if l ∈ {i, j} and |{i, j, k}| = 3,
0 if {i, j} ∩ {k, l} = ∅,
dij + dji − 2 if i = k /= j = l.
(3)
Finally let us show that the number of subsets of π¯ is at most r+r22 . Ifdij > 0 for all i, j ∈ {1, . . . , r}
then, for each j ∈ {1, . . . , r}, the number of subsets Uij with i  j is given by j . Hence, the
number of subsets of π¯ is given by
∑r
j=1 j = r+r
2
2 . 
The graphG, depicted in Fig. 1, has an equitable partitionπ = (V1, V2), whereV1 = {1, 3, 4, 6}
and V2 = {2, 5}, with AG/π =
[
1 1
2 1
]
.
According to Proposition 3.2, L(G) has an equitable partition π¯ = (U11, U12, U22), where
U11 = {a, d}, U12 = {b, c, e, f } and U22 = {g}, with
AL(G)/π¯ =
⎛
⎝
U11 U12 U22
U11 0 2 0
U12 1 1 1
U22 0 4 0
⎞
⎠.
As it is well known (see, for example, [4]), if G is a p-regular graph (p > 0) and λ /= −p is an
eigenvalue of AG, then λ + p − 2 is an eigenvalue of AL(G) with the same multiplicity as λ. In
Proposition 3.2 it is shown that if G is an arbitrary graph with an equitable partition π then, L(G)
has an equitable partition π¯ with a matrix AL(G)/π¯ whose entries are described in (3). Consider-
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Fig. 2. Petersen graph.
ing now Proposition 3.1, we conclude that σ(AL(G)/π¯ ) ⊂ σ(AL(G)). Returning to the graphs in
Fig. 1, we have
σ(AL(G)/π¯ ) = {[−2]1, [0]1, [3]1} ⊂ σ(AL(G)) = {[−2]2, [−1]1, [0]1, [1]2, [3]1}1.
From the following result, if a graph G has an equitable partition π , the eigenvectors of AG/π
corresponding to eigenvalues λ ∈ σ(AG/π) can be extended to be eigenvectors of AG, while
the eigenvectors of AG associated with eigenvalues λ ∈ σ(AG) \ σ(AG/π) are orthogonal to the
characteristic vectors of the subsets of π .
Proposition 3.3 [6]. Let G be a graph of order n with an equitable partition π = (V1, . . . , Vr)
and let Pπ be the characteristic matrix of π.
1. If u ∈ Ker(AG/π − λI) \ {0} then Pπu ∈ Ker(AG − λI) \ {0}.
2. If λ ∈ σ(AG), λ /∈ σ(AG/π) and u ∈ Ker(AG − λI) then u	Pπ = 0, i.e., for i = 1, 2, . . . , r,∑
j∈Vi
uj = 0.
4. Eigenvectors of strongly regular graphs
A strongly regular graph with parameters (n, p; a, c) is a p-regular graph (0 < p < n − 1)
such that each pair of adjacent vertices has a common neighbors and each pair of nonadjacent
vertices has c common neighbors. It is well known that a connected strongly regular graph has
diameter 2 and three distinct eigenvalues (note that any graph with diameter d has at least d + 1
distinct eigenvalues). One of these eigenvalues is p and the other two, usually called restricted
eigenvalues, are such that (see, for instance, [6])
λ = a − c ±
√
(a − c)2 + 4(p − c)
2
, (4)
The Petersen graph, P , depicted in Fig. 2, is a strongly regular graph with parameters (10, 3; 0, 1)
and σ(AP ) = {[−2]4, [1]5, [3]1}.
1 The exponent denotes the multiplicity of the corresponding eigenvalue between square brackets.
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Denoting the distance between the vertices x and y in a graph G by dG(x, y), it is known [6]
that G is distance-regular if and only if the distance partition V0, V1, . . . , Vd is equitable, where
for v ∈ V (G), Vi = {x ∈ V (G) : dG(v, x) = i}, for i = 1, . . . , d, and d is the diameter of G.
Therefore, since a strongly regular graph is a distance-regular graph with diameter 2, we may
conclude the following well known result (see [6]).
Proposition 4.1. A graph G is strongly regular with parameters (n, p; a, c) if and only if ∀k ∈
V (G), there exists the equitable partition πk = (V0, V1, V2), where V0 = {k}, V1 = NG(k) and
V2 = V (G) \ NG[k], for which
AG/πk =
⎛
⎝
V0 V1 V2
V0 0 p 0
V1 1 a p − a − 1
V2 0 c p − c
⎞
⎠. (5)
Note that AG and AG/πk have the same distinct eigenvalues.
According to [6], a strongly regular graph G is primitive if both G and its complement G¯ are
connected; otherwise it is called imprimitive. A strongly regular graph with parameters (n, p; a, c)
is imprimitive if and only if c = p or c = 0 (see [6]).
In the next result we have a characterization of primitive strongly regular graphs based on the
eigenvectors. This characterization will be used in the proof of Proposition 4.3.
Proposition 4.2 [3]. Let G be a connected graph of order n with at least one edge, p ∈ N and
λ ∈ N \ {p} an eigenvalue of G. Then G is a primitive strongly regular graph with parameters
(n, p; a, c) if and only if ∀k ∈ V (G) ∃vk ∈ Ker(AG − λI) \ {0} such that
vki =
⎧⎪⎨
⎪⎩
1 if i = k,
λ
p
if i ∈ NG(k),
cλ
p(λ−(p−c)) if i ∈ V (G) \ NG[k],
(6)
with p /= c /= 0.
Proposition 4.3. Let G be a primitive strongly regular graph with parameters (n, p; a, c) and
λ ∈ σ(AG) \ {p}. If there exists S ⊂ V (G) such that
∀v ∈ Ker(AG − λI)
∑
j∈S
vj = 0,
then S is a (k, τ )-regular set with
k = cλ(|S| − 1) + pc
λ(p − λ) −
p
λ
and τ = c
p − λ |S|.
Proof. Let S ⊂ V (G) such that ∀v ∈ Ker(AG − λI) ∑i∈S vi = 0. Let x ∈ V (G) and v be an
eigenvector of AG defined in (6), that is, such that
vi =
⎧⎪⎨
⎪⎩
1 if i = x,
λ
p
if i ∈ NG(x),
cλ
p(λ−(p−c)) if i ∈ V (G) \ NG[x],
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• If x ∈ S, from Proposition 3.3 and from λ /= {0, p − c} we have
0 =
∑
j∈S
vj
= 1 +
∑
j∈NG(x)∩S
λ
p
+
∑
j∈S\NG[x]
cλ
p(λ − (p − c))
= p
λ
+ |NG(x) ∩ S| + (|S| − |NG[x] ∩ S|) c
λ − p + c
= p
λ
− c
λ − p + c + |NG(x) ∩ S|
λ − p
λ − p + c + |S|
c
λ − p + c
= |NG(x) ∩ S|(λ − p) + cλ(|S| − 1) + p(λ − p + c)
λ
. (7)
From (7),
|NG(x) ∩ S| = cλ(|S| − 1) + pc − p(p − λ)
λ(p − λ)
= cλ(|S| − 1) + pc
λ(p − λ) −
p
λ
.
• If x ∈ V (G) \ S then, again from Proposition 3.3 and from λ /∈ {0, p − c} it is concluded that
0 =
∑
j∈S
vj
=
∑
j∈NG(x)∩S
λ
p
+
∑
j∈S\NG(x)
cλ
p(λ − (p − c))
= |NG(x) ∩ S| + (|S| − |NG(x) ∩ S|) c
λ − (p − c)
= |NG(x) ∩ S| λ − p
λ − p + c + |S|
c
λ − p + c
= |NG(x) ∩ S|(λ − p) + |S|c. (8)
From (8) we get that
|NG(x) ∩ S| = c
p − λ |S|. 
Proposition 3.3 combined with Proposition 4.3, allow us to deduce a necessary and sufficient
condition for a subset of vertices of a primitive strongly regular graph to be a (k, τ )-regular set.
Corollary 4.1. Let G be a primitive strongly regular graph with parameters (n, p; a, c), k ∈
N0, τ ∈ N and λ ∈ σ(AG) \ {k − τ, p}. Then S ⊂ V (G) is (k, τ )-regular if and only if ∀v ∈
Ker(AG − λI),∑
j∈S
vj = 0.
In addition, if S is (k, τ )-regular then k = cλ(|S|−1)+pc
λ(p−λ) − pλ and τ = cp−λ |S|.
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Considering again the Petersen graph P (depicted in Fig. 2), we may see (by using Matlab,
for example) that the characteristic vector of the subset T = {1, 4, 7, 8} ⊂ V (P ) is orthogonal to
the eigenspace of 1 ∈ σ(AG). Hence, from Proposition 4.3, T is a (k, τ )-regular set of P with
k = 1(4 − 1) + 3
3 − 1 −
3
1
= 0 and τ = 1
3 − 14 = 2.
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