The theory of identification of variable coeflicients in parabolic distributed parameter systems by regularization is extended to the case in which the stabilizing functional is the norm of a differential operator. Stability and convergence of the method are proved. A detailed computational evaluation of the approach is presented via the estimation of a spatially varying conductivity in the twodimensional heat equation. 0 1988 Academic PESS, IIIC.
INTRODUCTION
The estimation of spatially and or temporally varying coefficients in partial differential equations on the basis of noisy data arises in a variety of applications such as heat conduction, large space structures, blood flow in tumors, seismic data inversion, and flow of fluids in porous media. It is now known that many in this class of identification problems are ill-posed inverse problems in the classic sense.
A widely used approach to such identification problems is to determine the estimates of the unkown parameter by minimizing the squared deviation of the observed and calculated states, so-called ourpur Zeustsquares identrjkation [4] . Results obtained from output least-squares identification for this class of problems exhibit characteristics of ill-posed behavior. Recently the concept of regularization, introduced by Tikhonov for solving linear Fredholm integral equations [ 151, has been extended to the problem of identifying coefficients in partial differential equations [7, 81 . Moreover, it has been proved that with regularization the identification problem becomes well-posed and that convergence of identification algorithms derived therefrom is guaranteed.
The essence of the least-squares distributed parameter identification problem can be stated as follows: Minimize J,,(q) = IICu(q) -zli$ over q6 Qad, Qad c Q subject to the constraints A(q, u(q)) = F. Here C is an observation operator from the state space X to an observation or data space Z, Qad is the admissible subset of parameters q in the space Q, and the operator A defines the dynamics of the system. In the problems of interest to us A = F represents a partial differential equation, with its initial and boundary conditions, with parameters q that depend on the spatial location and, possibly time. It is now recognized that a compactness hypothesis (Qad compact in some Q topology) for Qad plays an important theoretical role in both convergence of approximating solutions and stability (continuity of estimated parameters with respect to the observations) [ 1, 21. In regularization one restricts the parameter set to QR c Q with QR compactly imbedded in Q and then modifies the original least squares criterion J,, to minimize J,j = .I,, + j 11q// ',, where /I // ', is the norm in QR and /I is a regularization parameter. Thus, minimizing sequences for J,j are bounded in QR and hence compact in Q.
The theoretical development of regularization for identification of spatially varying parameters in distributed parameter systems is due to Kravaris and Seinfeld [7, 81 . Regularization of an ill-posed parameter estimation problem leads physically to penalizing the undesired features (non-smoothness) of the parameter estimates. The augmented term to the least squares criterion, 1/q/1: can be written as where L is either identity or a differential operator and HcL'(SZ) is an appropriate Sobolev space. Tikhonov's stabilizing functional [ 151 is defined as the Sobolev norm of q. If a spline approximation with cubic B-spline functions is used for representing q, Tikhonov's stabilizing functional is given by I/ 411 2,2cnj. In practical applications of the theory of regularization, as Trummer [16] has pointed out, Tikhonov's stabilizing functional can lead to underestimation of the parameter value itself. This makes sense intuitively since the least squares estimates are never unbounded; they are just highly oscillatory. Thus the 11q11L2 term in the stabilizing functional is unnecessary. Earlier, Locker and Prenter [ 131 suggested regularization with a differential operator defined by (1.1) for the linear least-squares problem so that the stabilizing functional is the norm of derivatives of q in the Sobolev space. Lee and Seinfeld [lo] utilized this approach with L being given by the usual gradient operator and found that it performed well computationally.
In the present paper we prove the convergence of the distributed parameter regularization identification problem with the stabilizing functional based on a differential operator. Section 2 contains a statement of the general problem we will consider, together with a brief demonstration of the problem inherent in estimating a spatially dependent conductivity in the heat equation. In Section 3 the essential regularization identification method is defined, and in Section 4 the convergence of the method is proved. A minimization algorithm is presented in Section 5, and finally in Section 6 a computational implementation of the method is given.
STATEMENT OF THE PROBLEM
We consider the following second-order linear parabolic system: a,u-i a, f a,(x, t) aju+bi(x, t) u
I=1
[ j=l 1 where qk(t) represents an unknown measurement error. Such problems are improperly posed in the sense of Hadamard, because in general they have no unique solutions or the solutions do not depend continuously on the data. where the constant c in (3.5) and (3.7) depends on p, v, p, p,, T, and Q.
We define the parameter space Q as
with a norm
Obviously, Q is a Banach space. We define the admissible parameter set Qad as
where M, p, and v are positive. In [7] it is only assumed that Qad is normclosed and convex. Here we assume that Qa,, is norm-bounded.
Concerning the operator C we suppose'
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(3.13) (3.14)
Taking for example, k = 0, we can deduce the proof similarly for other k. Take q, ij E Qad and according to Lemma 3.1 we can obtain the solutions corresponding to them as follows: Q.E.D.
We now introduce the following stabilizing functional
(3.26) z.,= I Henceforth we suppose &= {qEQad;qE(L2(0, zw(Q)))"2+Z"+*}, (3.27) where Qad is defined by (3.10). Obviously, Qad is compact in Q. In (3.26), b = (/I,, bz) are two regularization parameters, with p2 > 0. The cost functional (3.14) is the least squares functional, denoted by JLs. We will minimize the smoothing functional Js,,p(q) = J,,(q) + Js,.dq) (3.28) subject to the constraints (2.1) and (3.27).
Remark. The functional (3.28) is different from that in [7] in the absence of the term, PO ~~q~~~2~E~, that is, /?e = 0. Thus, in not including the norm of q itself, we do not compel the parameter q to be minimized, only the norms of its derivatives. Usually, an optimal parameter qa is not unique in Qad. Therefore, we set SD = {qs; JsM,B(qB) =jsl. Comparing (4.8) and (4.12) we obtain (4.10) (4.12)
Q.E.D.
COMPUTATIONAL IMPLEMENTATION
We can obtain the following necessary and sufficient conditions that can be used as the basis of a computational algorithm to seek optimal parameter values. THEOREM 5.1. Suppose that the hypotheses of Theorem 3.2 are satisfied. Then a necessary and sufficient condition for qp to be optimal is that the following inequality holds:
where /I((q8, 6q)) is defined by (3.37), and Cu'(q) is the Frechet derivative of Cu evaluated at u = u(q) and u'(q) is the Frechet derivative of u evaluated at q.
Proof problem (
By Lions [12] we can obtain that qp is optimal for the extreme 3.28) with the constraints (2.1) and (3. The measurement process that we will consider is that given by (2.6), cu = 24(x,, t), x,EL', k=l,N, tE(0, T). Proof. By Theorem 5.1 and C being a linear continuous operator, we can obtain the condition for qB to be optimal as vqe CL h=q-qg. Q.E.D.
ESTIMATION OF PETROLEUM RESERVOIR PERMEABILITY
Let us consider the estimation of the permeability distribution in a twodimensional, single-phase (e.g., oil) petroleum reservoir. Such a system is completely described by its pressure which is governed by the particular form of (2.1) ccja,u=v~ wheref;,. is the rate of injection (or withdrawal) of fluid at the N,, wells, at which noisy measurements of pressure are available. The problem we address is to estimate the permeability y(s, y) on the basis of such measurements. The conditions of the computational example are given in Table I and the reservoir system is shown in Fig. 1 . This system is the same as that considered by Lee rt al. [ 111, in which the procedure to be followed is to generate noisy data based on the true, but presumed unknown, q(x, y) and to attempt to recover q through the identification algorithm.
In solving (6.1))(6.3) and the associated adjoint equation we use a locally one-dimensional method [ 141. Spline approximation as given in (5.13) and (5.14) is used to represent q(x, y). The problem reduces to determining the set of spline coefficients Q, to minimize JSM,@.
The computational results are summarized in Tables II and III We have examined the theory and application of regularization for the identification of parameters in partial differential equations. In particular, we have focused on the effect of employing a stabilizing functional based on a differential operator on the parameter. Convergence of the method is proved, and computational examples of estimating the spatially varying permeability in the two-dimensional pressure equation for flow in a one-phase porous medium illustrate the effect of regularization and of the choice of the level of parameter discretization.
