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Abstrat. We onsider a model of the reation X + Y → 2X on the integer
lattie in whih Y partiles do not move while X partiles move as independent
ontinuous time, simple symmetri random walks. Y partiles are transformed
instantaneously to X partiles upon ontat. We start with a xed number a ≥
1 of Y partiles at eah site to the right of the origin, and dene a lass of
ongurations of the X partiles to the left of the origin having a nite l
1
norm
with a speied exponential weight. Starting from any onguration ofX partiles
to the left of the origin within suh a lass, we prove a entral limit theorem for
the position of the rightmost visited site of the X partiles.
1. Introdution
We onsider the following mirosopi model of a ombustive reation or epidemi
on the integer lattie Z: There are two types of partiles; X partiles, whih move as
independent, ontinuoustime, symmetri, nearest neighbor random walks of total
jump rate 2; and Y partiles whih do not move. Initially the Y partiles oupy
sites 1, 2, . . ., with a xed number a ≥ 1 of Y partiles at eah site. Initially there is
at least one X partile at 0, and any distribution of X partiles at sites . . . ,−2,−1
suh that
∑
x≤0 η(0, x)e
θx <∞, where θ > 0 is a parameter that will be hosen small
and η(0, x) is the number of X partiles at x ∈ Z at time 0. When an X partile
jumps to a site where there are Y partiles, all a of them immediately beome X
partiles and start moving as rate 2 ontinuous time symmetri random walks. We
are interested in the asymptoti behavior of the rightmost site rt visited by the X
partiles up to time t, whih we all the front.
Let η(t, x) denote the number of X partiles at x ∈ Z at time t ≥ 0. Sine there
are always exatly a of the Y partiles at eah x > rt we do not have to keep trak of
them and we an just think of an X partile as branhing into a+ 1 partiles when
it jumps to r+1, with the result that there are a+1 partiles at the new rightmost
visited site, r + 1. A naive state spae of our Markov proess is
S = {(r, η) : r ∈ Z, η ∈ N{...,r−1,r}},
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with an innitesimal generator ating over loal funtions given by,
Lf(r, η) =
∑
x,x+e≤r
η(x)(f(r, η − δx + δx+e)− f(r, η))
+η(r)(f(r + 1, η − δr + (a+ 1)δr+1)− f(r, η)).
where δx denotes the onguration with one partile at x. Nevertheless, to avoid
anomalies involving an explosion on the number of partiles per site, we will take as
the state spae of our proess,
S
′
θ = {(r, η) ∈ S :
∑
x≤r
eθ(x−r)η(x) <∞}.
S
′
θ with, for example the metri d((r, η), (r
′, η′)) = |r − r′| +∑x≤0 eθx|η(x + r) −
η′(x+ r′)|, is a Polish spae.
We will show (see Setion 2 and 6) that if initially (r, η) ∈ S′θ, with r = 0 and
η(0, 0) ≥ 1, then (rt, η(t)) ∈ S′θ and furthermore the proess is Feller. In [11℄ it is
shown, for ertain initial onditions, that there exists v, 0 < v <∞, suh that a.s.,
lim
t→∞
rt/t = v.
We will give an alternate proof in dimension d = 1 using the regeneration time
method (see Setion 6) whih works for arbitrary initial data in S
′
θ. Note that this
ould also be proved using the sub-additive ergodi theorem.
Our main results are:
Theorem 1. (Central limit theorem) For θ > 0 small enough, there exists σ2 non-
random, 0 < σ2 <∞, and independent of the the initial onditions (0, η) ∈ S′θ, suh
that
Bǫt := ǫ
1/2
(
rǫ−1t − ǫ−1vt
)
, t ≥ 0, (1)
onverges in law as ǫ→ 0 to Brownian motion with variane σ2.
Theorem 2. (Ergodi theorem) Consider the proess as seen from the front, τ−rtη(t).
For θ > 0 small enough, there exist exatly two invariant measures: One supported
on the onguration with no partiles, and another, µ∞. The domain of attration
of the rst onsists of exatly the onguration with no partiles. Any nontrivial
onguration in S
′
θ is in the domain of the seond; if we denote by µt the distribution
of the proess τ−rtη(t), then µt → µ∞ in the sense of weak onvergene of probability
measures.
The model we are studying has been onsidered in the physis literature (see [9℄
and referenes therein). Reently there has been a resurgene of interest in suh
models beause, espeially in one and two dimensions, strong deviations from mean
eld behavior were deteted experimentally.
Mathematially muh less is known. [4℄ studies a model with at most one partile
per site in whih partiles jump to neighboring sites at rate γ/2 and reate partiles at
empty neighboring sites at rate
1
2 . Considering initial ongurations with a rightmost
partile, it is shown that viewed from the rightmost partile, the proess has a unique
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invariant measure. Therefore the position of the rightmost partile grows linearly, in
fat with a omputable speed.
A disrete time version of our model is known in the probability literature as the
"frog model". Shape theorems have been obtained for the model on Z
d
using methods
based on the sub-additive ergodi theorem (see [1℄ and [11℄ for the ontinuous time
version and [2℄ where the initial onguration of the Y partiles is random). We
prove the orresponding result for arbitrary initial onditions in S
′
θ (see Setion 6)
whih ould alternately be obtained with suh methods. However, using the method
of regeneration times we are able to obtain in addition the entral limit theorem for
the position of the front and the ergodi theorem for the law of the proess as seen
from the front. The disadvantage of the method is that it appears at the present
time to be restrited to one dimensional systems.
In [7℄, Kesten and Sidoraviius onsider a model in whih the Y partiles move as
well. Let DX and DY denote the jump rates of the two types. If DX = DY > 0 they
prove a shape theorem in Z
d
. When DX 6= DY they an only obtain a linear upper
bound. Note that [8℄ observed experimentally that for one dimensional models of
this type with exlusion, the speed does not depend on DY ≥ 0 but only on DX (as
long DX > 0).
One of the aspets whih makes these type of problems diult is that the proess
as seen from the front does not onverge exponentially fast to its equilibrium. For
example, starting from oneX partile at the origin, the probability that the rightmost
oupied site up to time t is still at the origin deays with O(t−1/2). Hene, with
suh an initial ondition, if µt is the law of the environment seen from the the front
at time t and µ∞ the (nontrivial) invariant measure of the proess seen from the
front,
||µt − µ∞||TV ≥ O(t−1/2),
indiating that we are in the gap-less ase. In the physis literature suh fronts are
alled pulled fronts [12℄.
In [5℄ we onsidered a preliminary model in whih there was a threshold: Any par-
tile whih jumps to a site with M partiles is immediately killed. That model laks
the sub-additivity of the present model. On the other hand, it is onsiderably easier
in that ase to dene the renewal struture. The unboundedness in the partile on-
gurations makes it partiularly diult to set up the renewal struture. Essentially
one has to show that at the regeneration time, one is not in a bad situation in whih
there are an unusually large number of partiles around. Nevertheless, if uniform
estimates on the initial onditions are not obtained, then there is no niteness of
the rst and seond moments of the orresponding regeneration times. Therefore,
to prove Theorem 1, we have dened regeneration times in terms of a modied re-
newal struture whih provides a global ontrol on the number of partiles per site
far from the front. This diulty in onstruting regeneration times appears to be
very ommon when dealing with dynami environments (see, for example, [3℄).
Regeneration time methods were already used by Kesten in [6℄ to study the in-
variant measure of an i.i.d. environment as seen from a one dimensional random
walk on that environment (RWRE). Our approah to dene the regeneration times
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in terms a sequene of stopping times is inspired in the methods presented in [14℄
for multidimensional RWRE. At a heuristi level, regeneration ours eah time the
front moves forward and the partiles behind it never ath it up later on. After
suh a time, the behaviour of the front depends only on the a newly reated par-
tiles sitting at the front at that time, but not on those behind the front at that
time. The idea is to nd an inreasing sequene {κn : n ≥ 1} of regeneration times,
having independent inrements and suh that the probability of the event {κn > t}
dereases fast enough as t→∞ providing good enough integrability onditions. As
in [5℄, in order to estimate the tails of the regeneration times, it is useful to deouple
partiles initially on the front from those behind it. Nevertheless, a ruial diulty
and dierene in the onstrution of the sequene of stopping times with respet to
[5℄, is that in this model the number of X partiles per site is not bounded. This
requires a ontrol in terms of some norm of the size of the loud of partiles behind
the front. To do so, we introdue at eah time t ≥ 0, an exponential norm depending
on the parameter θ and on an integer z, whih is given by
∑
x≤rt
eθ(x−rt)ηz(t, x).
Here, ηz(t, x) is the number of X partiles at site x and at time t whih originated
from some branhing (of an X partile) at some site y ≤ z. This is a measure of the
magnitude of the density of partiles from rt to −∞, whih originated from some
site y ≤ z. We then dene a stopping time S depending on an integer length L, as
the rst hitting time to a site of the form r0 + jL, j ≥ 1, suh that the exponential
norm of the partiles originating to the left of r0 + (j − 1)L is small enough. In
[5℄, the orresponding stopping time was dened simply as the rst time the front
advanes L steps to the right. One of the main diulties of our proof, is to show
that the tails of the law of S provide good enough integrability onditions for the
orresponding regeneration times and the assoiated position of the front. We are
able to do this only for small values of θ and large values of L: we obtain polyno-
mially deaying tails of a degree whih inreases linearly with L for the regeneration
times {κn : n ≥ 2}. It is oneivable that for a xed value of L, the optimal bound
for the orresponding regeneration times is indeed of power law type (see [13℄ for a
disussion of this problem within the ontext of transient multidimensional RWRE).
In the next setion, we will dene the notion of exponential norm, and the labeled
and auxiliary proesses, whih will be needed subsequently to dene the renewal
struture. In Setion 3, the renewal struture is dened, following the algorithmi
approah of [14℄. Here it is proved that the regeneration times, dene sequenes with
independent inrements, and exept for the rst term, are identially distributed.
This is used in Setion 4, to prove the law of large numbers, the entral limit theorem
in Theorem 1, and Theorem 2. In Setion 5, the ruial estimates whih ensure
the niteness of the seond moments of the i.i.d. sequenes dened through the
regeneration times are derived. Of partiular importane is Lemma 20, whih shows
that the tails of the stopping time S are small enough. Finally, in Setion 6, it is
proved that the proess is Feller on S
′
θ. Note that in related models (see [7℄) it is not
known whether the Feller property holds. Throughout the paper a generi onstant
will be denoted by C.
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2. Setup and preliminary definitions
The proess will be onstruted out of a large olletion of independent, ontinuous
time, symmetri, simple random walks, eah with jump rate 2. For eah site x ≤ r,
we have a ountable olletion of these: {Yx,1, Yx,2, . . .}. For eah site x > r, we need
only a of them: {Yx,1, . . . , Yx,a}. Assume that Yx,i(0) = x.
First we onstrut the proess for nite initial onditions (r, η) i.e., those in whih
η has only a nite number of partiles.
For eah x ≤ r, and i ≤ η(x), let Zx,i(t) = Yx,i(t). Let τ1 be the rst time that
one of the random walks Zx,i(t), x ≤ r, hits r + 1. For 0 ≤ t < τ1, let rt = r and
η(z, t) =
∑
x≤r, i 1(Zx,i(t) = z).
At time τ1 we add a partiles, {Zr+1,1, . . . , Zr+1,a}, where Zr+1,i(t) = Yr+1,i(t−τ1).
Let τ2 be the rst time that one of the random walks Zx,i(t), x ≤ r + 1, hits r + 2.
For τ1 ≤ t < τ2, let rt = r + 1 and η(z, t) =
∑
x≤r+1, i 1(Zx,i(t) = z).
Continuing in this way, we dene the proess {(rt, η(t) : t ≥ 0} for nite initial
onditions and the sequene of stopping times {τn : n ≥ 1}. In Setion 6 we will show
that the denition makes sense. In partiular, one has to show that limn→∞ τn =∞
with probability one.
For general (r, η) ∈ S′θ, with arbitrary θ, we onstrut the proess by taking limits
of approximations with nite initial onditions. For eah ℓ = 1, 2, . . ., let ηℓ(x) = 0 if
x ≤ r−ℓ, and ηℓ(x) = η(x) if r−ℓ < x ≤ r. Consider the proess {(rℓt , ηℓ(t)) : t ≥ 0}
starting from this nite initial ondition. In Setion 6 we will prove
Proposition 1. For every (r, η) ∈ S′θ and t ≥ 0, rt = limℓ→∞ rℓt and η(t, x) =
limℓ→∞ η
ℓ(t, x) exist, are nite a.s. and (rt, η(t)) ∈ S′θ. The limit is a Markov
proess with Feller semi-group Ptf(r, η) = Er,η[f(rt, η(t))] on C(S
′
θ), where Er,η is
the expetation assoiated to the joint law Pr,η of {(rt, η(t)) : t ≥ 0}.
2.1. Auxiliary proess. Let
M = 4(a+ 5). (2)
Let now r ∈ Z, dene ν0 := 0 and ν1 as the rst time one of the random walks
{Yr,i : 1 ≤ i ≤ a}, hits the site r + 1. Next, dene ν2 as the rst time one of the
random walks {Yz,i : r ≤ z ≤ r + 1, 1 ≤ i ≤ a} hits the site r + 2. In general, for
k ≥ 2, we dene νk as the rst time one of the random walks {Yz,i : r∨(r+k−M) ≤
z ≤ r + k − 1, 1 ≤ i ≤ a}, hits the site r + k. For n ∈ N, let
r˜rt := r + n, if
n∑
k=0
νk ≤ t <
n+1∑
k=0
νk.
Now, observing that for eah 1 ≤ j ≤M − 1, the random variables {νMk+j : k ≥ 1}
are independent and have nite moments sine M ≥ 3, we see that a.s. (see also
[5℄),
lim
t→∞
r˜rt /t =: α > 0. (3)
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2.2. Labeled proess. We enlarge the state spae of the stohasti ombustion
proess so that partiles arry labels indiating at whih site they originated. Eah
partile will have a starting position z ∈ Z and label (x, i), x ∈ Z, i ∈ {1, . . . , a}
desribing its birthplae, allowing the possibility that z 6= x. Throughout the sequel,
we will adopt the onvention of alling x the site where the partile originated,
whereas z the site where the partile was initially.
We x at time 0, an r ∈ Z representing the rightmost visited site, and a subset
I(0) of the labels (x, i) with x ≤ r, representing the set of labels of partiles at time 0.
To eah one of these labels we assign a position z = Zx,i(0) ≤ r whih is the position
at time t = 0 of that partile. The position at time t is Zx,i(t) = Yx,i(t) + z − x.
Now, the rst time a partile jumps to site r+1, the labels {(r+1, 1), . . . , (r+1, a)}
are added to the set of labels of partiles. Let us all ρ1 the time this happens.
The trajetories Zr+1,i(t) of these new partiles are then equal to Yr+1,i(t − ρ1) for
t ≥ ρ1. Similarly, for k ≥ 2, ρ1 + · · · + ρk will be the rst time a partile jumps to
r+ k adding at that time the labels {(r+ k, 1), . . . , (r+ k, a)} to I , with trajetories
Zr+k,i(t) = Yr+k,i(t− ρ1 − · · · ρk) for t ≥ ρ1 + · · · ρk.
Now denote by I(t) the set of labels of partiles at time t and by Z(t) := {Zx,i(t) :
(x, i) ∈ I(t)} their orresponding positions. We assume that initially the set of labels
of partiles inludes at least one with x = r. Then, the rightmost visited site is
dened as rt = sup{x : (x, i) ∈ I(t)}. Call L the triples (r,I,Z) of integers r, labels
I ⊂ {(x, i) : x ≤ r, 1 ≤ i ≤ a} and position funtion Z : I → {. . . , r − 2, r − 1, r}.
The unlabeled proess dened in the previous setion is just the partile ount
η(y, t) =
∑
(x,i)∈I(t)
1(Zx,i(t) = y).
For θ > 0, let us now denote by Lθ the set of triples (r,I,Z) ∈ L suh that (r, η) ∈ S′θ.
Then dene
S˜θ :=
{
(r,I,Z) ⊂ Lθ : max
(x,i)∈I
x = r
}
.
From Proposition 1, note that if w0 = (r0,I(0),Z(0)) ∈ S˜θ then wt =
(rt,I(t),Z(t)) ∈ S˜θ for t ≥ 0. We now dene the labeled proess starting from
w0 as the triple {wt : t ≥ 0} = {(rt,I(t),Z(t)) : t ≥ 0}, with a law given by a
probability measure Pw dened on the Skorohod spae D([0,∞); S˜θ). Throughout
this paper, we will oasionally use the notation Pr,eta to denote any law Pw with an
initial ondition w ompatible with r and the partile ount η.
Using sub-additivity we have the following result (see also Lemma 3 of [5℄),
Lemma 1. Suppose that (r, 1), . . . , (r, a) ∈ I(0), all initially at r. Then ρk ≤ νk.
Let us now dene R(t) as the set of labels obtained after removing from I(t) all
labels (x, i) with x < r = sup{y : (y, i) ∈ I(0)}. We dene for y ≤ rt the partile
ount
ζ(t, y) :=
∑
(x,i)∈R(t)
1(Zx,i(t) = y). (4)
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2.3. Exponential density norm of partiles. Assume that the initial ondition
of our proess is (r, η). Let us also x two integers z1, z2, suh that z1 < z2 ≤ r − 1
and follow the individual partiles whih originated at z1 < y ≤ z2:
ηz1,z2(t, y) :=
∑
(x,i):z1<x≤z2
1(Zx,i(t) = y),
We will also write ηz(t, y) for η−∞,z(t, y). We will use the notation,
mz1,z2(t) :=
z2∑
x=z1+1
ηz1,z2(x, t),
to denote the total number of suh partiles whih are still in the same interval at
time t.
For θ > 0 and t ≥ 0 dene,
φz(t, r, η) :=
∑
x∈Z
eθ(x−rt)ηz(t, x),
whih we will all the exponential density norm of partiles. Sometimes we will write
φz(t) instead of φz(t, r, η).
3. The renewal struture
Let us now dene the renewal struture that will be used to dene the regeneration
times. The exponential density norm of partiles will be an important ingredient and
will enable us to ontrol the number of partiles far from the front. Let us now x
some integer L satisfying
aL ≥M, (5)
and real numbers θ, α1 and α2 satisfying
0 < 2 sinh 2θ < α1 < α2 < α = lim
t→∞
r˜rt /t. (6)
Let us now onsider the labeled proess wt with its natural ltration Ft with an
initial ondition w0 ∈ S˜θ having partiles with labels (r, 1), . . . , (r, a) at site r, and
any allowable onguration of partiles with labels to the left of r. Call η(0) the
initial partile ount orresponding to w0.
Dene the stopping times,
W := inf{t ≥ 0 : φr−L(t, r, η(0)) ≥ eθ(⌊α1t⌋−(rt−r))},
and
V := inf{t ≥ 0 : max
r−L<z<r
max
1≤i≤a
Zz,i(t) > ⌊α1t⌋+ r}.
When W = ∞, none of the partiles initially to the left of r − L ever touhes the
line ⌊α1t⌋+ r. Dene,
U := inf{t ≥ 0 : r˜rt − r < ⌊α2t⌋}.
We then let
D := min{U, V,W}.
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We will also need to dene U ◦θs, V ◦θs andW ◦θs as the rst times U, V orW happen
starting from the initial ondition ws for s ≥ 0, andD◦θs := min{U◦θs, V ◦θs,W◦θs}.
For eah y ∈ Z, let
Ty := inf{t ≥ 0 : rt ≥ y}.
Fix p suh that
0 < peθ < 1. (7)
We will furthermore impose the following additional ondition on L,
(a− 1)e−Lθ < p (8)
Now dene for x ≥ r,
Jx := inf{j ≥ 1 : φx+(j−1)L(Tx+jL) ≤ p and mx+(j−1)L,x+jL(Tx+jL) ≥ aL/2}. (9)
Dene the sequene of Ft-stopping times, {Sk : k ≥ 0} and {Dk : k ≥ 1} as follows.
Let S0 := 0 and R0 = r. Then dene
S1 := TR0+JR0L D1 := D ◦ θS1 + S1, R1 := rD1
and for k ≥ 1,
Sk+1 := TRk+JRkL Dk+1 := D ◦ θSk+1 + Sk+1, Rk+1 = rDk+1
Let
K := inf{k ≥ 1 : Sk <∞,Dk =∞},
and dene the regeneration time
κ := SK , (10)
with the understanding that κ = ∞ on the event {k ≥ 1 : Sk < ∞,Dk = ∞} = ∅.
Note that κ is not a stopping time with respet to Ft.
Dene G, the information up to time κ, dened as the ompletion with respet to
Pw of the smallest σ-algebra ontaining all sets of the form {κ ≤ t} ∩A,A ∈ Ft.
Proposition 2. For every initial ondition w ∈ S˜θ with at least one partile at the
rightmost visited site,
κ <∞, Pw − a.s. (11)
Furthermore, if aδ0 denotes a onguration with rightmost visited site 0 suh that
the number of partiles at 0 is a and the number of partiles at eah site x < 0 is 0,
Eaδ0
[
κ2|U =∞] <∞ and Eaδ0 [r2κ|U =∞] <∞. (12)
Proposition 2 will be proved in Subsetion 5.6. Reall the denition (4) of ζ. The
key observation is
Proposition 3. Let A be a Borel subset of D([0,∞);S′θ) and w ∈ S˜θ. Then,
Pw[τ−rκζ(κ+ ·) ∈ A|G] = Paδ0 [η(·) ∈ A|U =∞].
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Proof. We have to show that for any B ∈ G,
Pw[B, {τ−rκζ(κ+ ·) ∈ A}] = Pw[B] Paδ0 [η(·) ∈ A | U =∞]. (13)
Now, using (11),
Pw[B, {τ−rκζ(κ+ ·) ∈ A}] = Pw[{κ <∞}, B, {τ−rκζ(κ+ ·) ∈ A}]
=
∞∑
k=1
Pw [{Sk <∞,Dk =∞}, B, τ−rκζ(κ+ ·) ∈ A]
=
∞∑
k=1
∑
x∈Z
Pw[rSk = x, Sk <∞,Dk =∞, B, τ−xζ(Sk + ·) ∈ A]. (14)
From the denition of G there is an event Bk ∈ FSk suh that Bk = B on κ = Sk.
Therefore, we an ontinue developing (14) to obtain,
=
∞∑
k=1
∑
x∈Z
Pw [rSk = x, Sk <∞,Dk =∞, Bk, τ−xζ(Sk + ·) ∈ A]
=
∑
k,x
Ew [1(rSk = x, Sk <∞, Bk)Pw [Dk =∞, τ−xζ(Sk + ·) ∈ A | FSk ]] ,(15)
where Ew is the expetation dened by Pw. But on the events Sk <∞ and rSk = x,
we have that
ζw(Sk + ·) = ηaδx(·) (16)
when Uk = Vk = Wk = ∞, and that ηaδx(·) is independent of the onguration
of partiles initially to the left of x. Here, aδx, is the onguration with rightmost
visited site x and with a partiles at site x with labels (x, 1), . . . , (x, a− 1) and none
elsewhere. Indeed, on the event Vk = Wk = ∞, the partiles with initial positions
z to the left of x, are never to the right of ⌊α1t⌋ + x. And on the event Uk = ∞,
the front rt is always to the right of ⌊α2t⌋ + x and hene of ⌊α1t⌋ + x. Therefore,
there is no eet of the partiles initially to the left of x on the front rt, so that
ζw(Sk+ ·) = ηaδx(·). Then, (16) ombined with the independene of Uk and Vk ∧Wk
given FSk , the translation invariane, and the strong Markov property imply that on
the events Sk <∞ and rSk = x,
Pw [Uk =∞, Vk ∧Wk =∞, τ−xζ(Sk + ·) ∈ A | FSk ]
= Pw [Uk =∞, τ−xηaδx(·) ∈ A | FSk ]Pw [Vk ∧Wk =∞ | FSk ]
= Paδ0 [U =∞, η(·) ∈ A]Pw[Vk ∧Wk =∞ | FSk ]. (17)
Summarizing, we have,
Pw[B, τ−rκζ(κ+ ·) ∈ A]
= Paδ0 [U =∞, η(·) ∈ A]
∑
k,x
Pw[Vk ∧Wk =∞, rSk = x, Sk <∞, Bk]. (18)
Letting A = S′θ gives
Pw[B] = Paδ0 [U =∞]
∑
k,x
Pw[Vk ∧Wk =∞, rSk = x, Sk <∞, Bk]. (19)
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(18) and (19) together imply (13). 
Now dene κ1 ≤ κ2 ≤ · · · by κ1 := κ and for n ≥ 1
κn+1 := κn + κ(wκn+·).
where κ(wκn+·) is the regeneration time starting from wκn+· and we set κn+1 = ∞
on κn = ∞ for n ≥ 1. We will all κ1 the rst regeneration time and κn the n-th
regeneration time.
For eah n ≥ 1 we dene the σ-algebra, Gn, as the ompletion with respet to Pw of
the smallest σ-algebra ontaining all sets of the form {κ1 ≤ t1}∩ · · · ∩{κn ≤ tn}∩A,
A ∈ Ftn . Now, noting that {κ1 = ∞} is a null event for Pw one an see that
{U <∞} ∩ {κ1 <∞} = {r˜U ≤ rκ1} ∩ {κ1 <∞} ∈ G1 (see Lemma 5 of [5℄). Hene,
{U =∞} ∈ G1. So we have the following general version of Proposition 3,
Proposition 4. Let A be a Borel subset of D([0,∞);S′θ) and w ∈ S˜θ. Then,
Pw[τ−rκn ζ(κn + ·) ∈ A | Gn] = Paδ0 [η(·) ∈ A | U =∞].
We an now desribe the full renewal struture.
Corollary 1. Let w ∈ S˜θ. (i) Under Pw, κ1, κ2 − κ1, κ3 − κ2, . . . are independent,
and κ2 − κ1, κ3 − κ2, . . . are identially distributed with law idential to that of κ1
under Paδ0 [·|U = ∞]. (ii) Under Pw, r·∧κ1 , r(κ1+·)∧κ2 − rκ1 , r(κ2+·)∧κ3 − rκ2 , . . . are
independent, and r(κ1+·)∧κ2 − rκ1 , r(κ2+·)∧κ3 − rκ2 , . . . are identially distributed with
law idential to that of rκ1 under Paδ0 [·|U =∞] .
4. Limit theorems
We now use the renewal struture to prove the law of large numbers and the
entral limit theorem for rt. Throughout, we will onsider an an initial ondition
(0, η) ∈ S′θ suh that η(0, 0) ≥ 1.
4.1. Law of Large Numbers. We will prove that,
lim
t→∞
rt
t
= v :=
Eaδ0 [rκ1 |U =∞]
Eaδ0 [κ1|U =∞]
. (20)
Note that we have that κ1 <∞, P0,η-a.s. Hene, by Corollary 1 a.s.
lim
n→∞
κn
n
= Eaδ0 [κ1|U =∞], and limn→∞
rκn
n
= Eaδ0 [rκ1 |U =∞]. (21)
Now, for t ≥ 0, dene nt := sup{n ≥ 0 : κn ≤ t}, with the onvention κ0 = 0. From
(21) we see that a.s. nt < ∞. Also, limt→∞ rκnt/t = v. The limit (20) now follows
from the observation,
lim
t→∞
t−1|rt − rκnt | = 0,
whih is a onsequene of the inequality |rt− rκnt | ≤ |rκnt+1− rκnt | and the fat that
limt→∞ rκnt/t = v a.s.
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4.2. Central limit theorem. Consider the quantity Bǫt dened in (1) and
Σm :=
∑m
j=1Rj , (22)
where Rj := rκj+1 − rκj − (κj+1 − κj)v. Now, for 0 ≤ t ≤ T <∞,
|Bǫt − ǫ1/2Σnt/ǫ|
≤ 2ǫ1/2 sup0≤n≤n⌊ǫ−1T⌋(rκn+1 − rκn) + 2vǫ1/2 sup0≤n≤n⌊ǫ−1T⌋(κn+1 − κn). (23)
On the other hand, from Corollary 2, we an onlude that for every u > 0,
lim
ǫ→0
Paδ0 [ǫ
1/2 sup
0≤n≤n⌊ǫ−1T⌋
(κn+1 − κn) > u] = 0.
Hene, in probability
sup
0≤n≤n⌊ǫ−1T⌋
ǫ1/2(κn+1 − κn)→ 0. (24)
and
sup
0≤n≤n⌊ǫ−1T⌋
ǫ1/2(rκn+1 − rκn)→ 0.
This proves that Bǫt − ǫ1/2Σnǫ−1t onverges to 0 in probability, uniformly on ompat
sets of t. From Donsker's invariane priniple, we know that
√
ǫΣ·/ǫ onverges in
law to a Brownian motion with variane Eaδ0 [(rκ1 − κ1v)2|U =∞], where Σs, s ≥ 0,
now stands for the linear interpolation of Σm,m ≥ 0. Using that limt→∞ nt/t =
1/Eaδ0 [κ1|U = ∞] we an onlude that as ǫ → 0, Bǫt onverges to a Brownian
motion with variane,
σ2 :=
Eaδ0 [(rκ1 − κ1v)2|U =∞]
Eaδ0 [κ1|U =∞]
. (25)
4.3. Non-degeneray of the variane. We will show that σ2 > 0. It is enough
to show that there exists some β, 0 < β < v suh that,
Paδ0 [rκ1 = L,Lβ
−1 ≤ κ1|U =∞] > 0.
Now,
Paδ0 [rκ1 = L,Lβ
−1 ≤ κ1, U =∞] ≥ Paδ0 [Lβ−1 < S1 < U,D ◦ θS1 =∞].
But the right hand side an be written as
Eaδ0 [1(Lβ
−1 < S1 < U)Eaδ0 [1(min{V ◦ θS1 ,W ◦ θS1} =∞)1(U ◦ θS1 =∞) | FS1 ]].
Now note that given FS1 , U ◦ θS1 , V ◦ θS1 and W ◦ θS1 are independent. Hene,
Eaδ0 [1(min{V ◦ θS1 ,W ◦ θS1} =∞)1(U ◦ θS1 =∞) | FS1 ]
= Paδ0 [V ◦ θS1 =∞ | FS1 ]Paδ0 [W ◦ θS1 =∞ | FS1 ]Paδ0 [U ◦ θS1 =∞ | FS1 ]. (26)
This implies that,
Paδ0 [Lβ
−1 < S1 < U,D ◦ θS1 =∞] ≥ CPaδ0 [Lβ−1 < S1 < U ],
FLUCTUATIONS OF THE FRONT IN A ONE DIMENSIONAL MODEL 12
for some onstant C > 0. Now, we have to show that Paδ0 [Lβ
−1 < S1 < U ] > 0.
Note that the event {Lβ−1 < S1 < U} ontains the following event: one of the
initial a partiles at 0 jumps to site 1 at some time v1, suh that β
−1 < v1 < 2β
−1
;
the other a− 1 partiles initially at 0 stay at the same site during the time interval
[0, 2Lβ−1]; at time v1, one of the a partiles originating at site 1 jumps to site 2 at
some time v2 + v1 suh that β
−1 < v2 < 2β
−1
; the other a− 1 partiles born at site
1 stay at the same site during the time interval [0, 2Lβ−1]; in general, if k is suh
that 3 ≤ k ≤ L, at time vk+ vk−1+ · · ·+ v1 one of the partiles born at site k moves
to site k + 1, and β−1 < vk < 2β
−1
; all other a − 1 partiles born at site k stay at
the same site during the time interval [0, 2Lβ−1]. Note that TL = v1 + · · ·+ vL and
at this time we have φ0(TL) ≤ (a − 1)e−Lθ. By (8) this quantity is smaller than p.
It is easy to see that the above desribed event has positive probability.
4.4. Ergodi theorem. Let p˜t be the law at time t of the proess as seen from the
front
τ−rtη(t) ∈ Ω˜ := {0, 1, 2, . . .}Z−
under P0,η(0). Note that τ−rtη(t) is itself a Markov proess with innitesimal gener-
ator
L˜f(η) = η(0)[f(τ−1(η − δ0) + aδ0)− f(η)] +
∑
x,y≤0,
|x−y|=1
η(x)[f(η − δx + δy)− f(η)]
Let f be a bounded ontinuous loal funtion f on Ω˜ Denote by ℓ(f) the smallest
integer ℓ suh that f(η) does not depend on η(x), x < −ℓ. The formula∫
Ω0
fdp˜∞ =
Eaδ0 [
∫ κN+1
κN
f(τ−rsη(s))ds | U =∞]
Eaδ0 [κ1 | U =∞]
, N(α2 − α1) > ℓ(f) (27)
denes a probability measure p˜∞ on Ω˜. The righthand side of (27) does not depend
on N provided that ondition N(α2 − α1) > ℓ(f) holds. This shows that the family
of probability measures dened on nite ylinders by this formula is onsistent.
Theorem 3. We have p˜t → p˜∞ weakly as t→∞, and p˜∞ is invariant for L˜.
Proof. Let f be bounded and ontinuous on Ω˜. To prove onvergene, rst note that
the last term in the deomposition∫
Ω0
fdp˜t = E0,η(0)[κN+1 ≤ t, f(τ−rtη(t))] + E0,η(0)[κN+1 > t, f(τ−rtη(t))]
vanishes as t→∞. Also,
E0,η(0)[κN+1 ≤ t, f(τ−rtη(t))]
=
∑
k≥1,x∈Z E0,η(0)[κN+k ≤ t < κN+k+1, rκk = x, f(τ−rtη(t))]
=
∑
k≥1,x∈Z E0,η(0)
[
rκk = x, Eη(0)[κN+k ≤ t < κN+k+1, f(τ−rtη(t))|Gk ]
]
=
∑
k≥1,x∈ZE0,η(0)
[
rκk=x,E0,η(0)
[
κN+k ≤ t <κN+k+1,f
(
τ−rtζ
(k)(t− κk)
) |Gk]](28)
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where ζ(k) is a short notation for ζ(κk+·). Note that we have used that N(α2−α1) >
ℓ(f). By Proposition 4, this quantity is equal to
∑
k≥1,x∈Z
∫ t
0
P0,η(0)[rs = x, κk ∈ ds]
×Eaδ0
[
κN ≤ t− s < κN+1, f
(
τ−rt−sη(t− s)
) | U =∞]
u=t−s
=
∑
k≥1,x∈Z
∫ t
0
P0,η(0)[ru = x, t−κk ∈ du]
×Eaδ0 [κN ≤ u < κN+1, f (τ−ruη(u)) | U =∞]
=
∫ t
0
Nt(du)Ff (u) (29)
where
Nt([0, u]) =
∑
k≥1
P0,η(0)[κk ∈ [t− u, t]]
and
Ff (u) = Eaδ0 [κN ≤ u < κN+1, f (τ−ruη(u)) | U =∞] .
We will use the following renewal theorem (Theorem 6.2 in [15℄). To state the
theorem we say that a random walk
Sn = S0 +X1 + · · ·+Xn, n = 0, 1, 2, . . .
i.e. X1,X2, . . . are i.i.d. and independent of S0, is a renewal proess if S0 is non-
negative and Xk are stritly positive. We say it has spread out step-lengths if there
exists an r ≥ 1 and a nonnegative measurable funtion m suh that ∫
R
m(x)dx > 0
and
P (X1 + · · · +Xr ∈ A) ≥
∫
A
m(x)dx,
for all Borel sets B.
Theorem 4. ( Renewal theorem). Let S be a renewal proess with spread out step
lengths and E[X1] <∞. For Borel sets B, let
N(B) =
∞∑
k=0
1{Sk∈B}.
Then for eah h ∈ [0,∞),
E[N(t+B)]→ |B|/E[X1]
uniformly over Borel sets B ⊂ [0, h]. Here |B| is the Lebesgue measure of B.
One an hek the spread-out assumption in Theorem 4 as follows: With TL the
time of L-th jump for the partile with label (0, 1) rst jumps, A the event that all
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these L jumps are to the right, B the event that no other partile moves between
times 0 and 1, we have for 0 < s < t < 1,
P0,η(0)[κ2 − κ1 ∈ (s, t]] = Paδ0 [κ1 ∈ (s, t] | U =∞]
≥ Paδ0 [TL ∈ (s, t], A,B,U ◦ θ1 =∞, V ◦ θ1 =∞]
Paδ0 [U =∞]
= C
∫ t
s
fL(u)du, (30)
with fL the L-fold onvolution of the exponential density with rate 2 and C is a
onstant that we an hek using independene satises C > 0. This shows that
κ2 − κ1 is spread-out.
Hene from the renewal theorem,
Nt(B)→ |B|/Eaδ0 [κ1 | U =∞] as t→∞ (31)
uniformly over Borel sets B in any nite interval.
Sine Ff (u) is bounded and measurable, we have from (29)∫
Ω˜
fdp˜t →
∫
Ω0
fdp˜∞
Beause the proess is Feller (Proposition 1), any limit measure is invariant. 
5. Expetations and varianes of the regeneration times
5.1. Bounds on W .
Lemma 2. Let {Xt : t ≥ 0} be a simple symmetri ontinuous time rate 2 random
walk on Z, suh that X0 = x. Let Mt := x+ sup0≤s≤t |Xs − x|. Then, for t ≥ 0,
E
[
eθMt
]
≤ 3eθx+2(cosh θ−1)t,
where E is the expetation dened by the law of the random walk.
Proof. The reetion priniple tells us that for every integer n ≥ 0, P [Mt ≥ n] =
2P [Xt > n] + P [Xt = n]. Hene we have, P [Mt = n] ≤ P [Xt = n] + 2P [Xt =
n+1]. Therefore, E[eθMt ] ≤ E[eθXt ] + 2e−θE[eθXt ] ≤ 3E[eθXt ]. Finally remark that
E[eθXt ] = eθx+2(cosh θ−1)t.

We will in several oasions onsider the random proess,
Mx,i(t) := Zx,i(0) + sup
0≤s≤t
|Zx,i(s)− Zx,i(0)|,
dened for eah (x, i) ∈ I . Furthermore, we will need to dene for eah initial
ondition (r0,I(0),Z(0)) ompatible with a partile ount η(0) and eah z ≤ r0 − 1
the quantity,
ψz(t, r0, η(0)) :=
∑
(x,i)∈I(0),x≤z
eθ(Mx,i(t)−rt).
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Usually we will drop the argument, writing ψ(t) instead of ψ(t, r0, η(0)). Let us also
note that sine,
φz(t, r0, η(0)) :=
∑
(x,i)∈I(0),x≤z
eθ(Zx,i(t)−rt).
it is true that,
φz(t) ≤ ψz(t), (32)
for every t ≥ 0 and z ≤ r0 − 1. Due to ondition (6), and the intermediate value
theorem it is true that,
µ := θα1 − 2(cosh θ − 1) > 0. (33)
This enables us to obtain the following exponential bound.
Lemma 3. For all initial onditions (r, η) suh that φr−L(0, r, η) <∞ and t ≥ 0 we
have that,
Pr,η [t < W <∞] ≤ Cφr−L(0, r, η) exp {−µt} ,
where C = 3eθe2(cosh θ−1) e
µ
1−e−µ
.
Proof. Without loss of generality we assume r = 0. Let us rst note that,
Pw [t < W <∞] ≤ Pw
[
∪s≥t
{
φ−L(s) ≥ eθ(⌊α1s⌋−rs)
}]
.
From inequality (32) and the fat that Mx,i(t) is nondereasing in t, it follows using
Lemma 2 that,
Pw [t < W <∞] ≤
∞∑
n=[t]
Pw

 ∑
(x,i)∈I(0),x≤−L
eθMx,i(n+1) ≥ eθ⌊α1n⌋


≤ 3
∞∑
n=[t]
e2(cosh θ−1)(n+1)−θ⌊α1n⌋
∑
(x,i)∈I(0),x≤−L
eθZx,i(0)
≤ 3φ−L(0)
∞∑
n=[t]
e2(cosh θ−1)(n+1)−θ⌊α1n⌋, (34)
Summing up the last expression over n we nish the proof of the Lemma. 
Dene for t ≥ 0, and z ≤ r,
Nz(t) := e
θrt−2(cosh θ−1)tφz(t).
Lemma 4. Consider an initial ondition (0, η) and an integer z suh that z ≤ 0 and
φz(0) <∞. Then, {Nz(t) : t ≥ 0} is an Ft-martingale.
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Proof. Let us remark that,
Nz(t) =
∑
(x,i)∈I(0),x≤z
eθZx,i(t)−2(cosh θ−1)t.
Now, eah one of the terms in the above sum is an Ft-martingale. Furthermore,
sine φz(0) <∞, the martingales
∑
(x,i)∈I(0),−n≤x≤z e
θZx,i(t)−2(cosh θ−1)t
, onverge in
L1(Pw) norm to Nz(t) as n→∞. Thus, {Nz(t) : t ≥ 0} is an Ft-martingale. 
Lemma 5. There is a δ > 0 suh that for all initial onditions w with partile ount
η, initial position of the front r = 0, suh that φ−L(0, 0, η) ≤ p,
Pw [W <∞] < 1− δ.
Proof. By inequality (33), note that,
Pw [W <∞] ≤ Ew
[
e(θα1−2(cosh θ−1))W 1(W <∞)
]
. (35)
Now, from the denition of the exponential density norm and of the stopping time
W , the a.s. right-ontinuity of the trajetories of the random walks, and Fatou's
Lemma, it follows that eθ(⌊α1W ⌋−rW ) ≤ φ−L(W ). Hene, from inequality (35) we
onlude that Pw [W <∞] is bounded by,
eθEw
[
eθrW−2(cosh θ−1)Wφ−L(W )1(W <∞)
]
= eθEw[N−L(W )1(W <∞)]. (36)
Now, note that E[N−L(W )1(W < n)] ≤ Ew[N−L(n ∧W )]. Thus, by the optional
stopping theorem and Fatou's Lemma,
Ew[N−L(W )1(W <∞)] ≤ lim
n→∞
Ew[N−L(n ∧W )] = N−L(0) ≤ p.
This and the ondition peθ < 1, shows that Pw[W <∞] < 1. 
5.2. Bounds on V .
Lemma 6. There is a C, 0 < C <∞, suh that for all initial onditions w and all
t ≥ 0
Pw [t < V <∞] ≤ C exp {−tC} .
Proof. Without loss of generality we assume that initially r = 0. Note that the
probability Pw [t < V <∞] is bounded by the probability that one of the random
walks born at a site between −L and −1 is at the right of ⌊α1s⌋ at some time s ≥ t.
Now this probability is bounded by the worst ase in whih initially all these random
walks, aL, are at site 0. But this has probability,
aLP [t < τ <∞],
where τ := inf{t ≥ 0 : Xt > ⌊α1t⌋}, {Xt : t ≥ 0} is a ontinuous time simple
symmetri random walk on Z, of total jump rate 2, starting from 0, and P is its
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law. It is easy to prove that this probability is bounded by C exp {−Ct} for some
onstant C <∞ (for example, see Lemma 8 of [5℄). 
Lemma 7. There is a δ > 0 suh that for all initial onditions w,
Pw [V <∞] < 1− δ.
Proof. Without loss of generality we an assume that r = 0. Note that the probability
Pw[V <∞] is upper bounded by the probability that a random walk within a group
of aL independent ones all initially at site x = 0, at some time t ≥ 0 is at the right
of ⌊α1t⌋. But this probability is 1 − γaL, where γ is the probability that a single
random walk starting form x = 0 never is at the right of the urve {⌊α1t⌋ : t ≥ 0}.
By Lemma 8 of [5℄ we know that γ < 1. 
5.3. Bounds on U . The following two lemmas an be proved observing that at eah
instant of time t ≥ νj , with j ≥ M + 1, the auxiliary proess has at least M ≥ 20
partiles behind the front (see also [5℄).
Lemma 8. There is a onstant C, 0 < C < ∞, suh that for all initial onditions
w with partiles (r, 1), . . . , (r, a) at the rightmost site r, and all t > 0
Pw [t < U <∞] ≤ Ct−M/2.
Lemma 9. There is a δ > 0 suh that for all initial onditions w with partiles
(r, 1), . . . , (r, a) at the rightmost site r,
Pw [U <∞] < 1− δ.
5.4. Bounds on D. The following lemma is elementary.
Lemma 10. There is a onstant C, 0 < C <∞, suh that for every t > 0
Paδ0 [ν1 > t] ≤ Ct−a/2,
while for every j ≥M + 1 and t > 0
Paδ0 [νj > t] ≤ Ct−M/2,
so that Eaδ0 [ν
M/2
j ] <∞.
From here we obtain the following estimate.
Lemma 11. Let β be suh that 0 < β < α. Then there is a onstant C, 0 < C <∞,
suh that the following statements are true.
a) Assume that η has at least a partiles at 0. Then,
P0,η [Tn > n/β] ≤ Cn−a/2.
b) Assume that η is suh that m−L,0(0) ≥ aL/2. Then,
P0,η [Tn > n/β] ≤ Cn−M/4.
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) Assume that η is a onguration with at least one partile. Then, for all
k ≥M we have,
P0,η [Tn+k − Tk > n/β] ≤ Cn−M/4.
Proof. Let us prove part (a). First remark that P0,η[Tn > n/β] ≤ Paδ0 [Tn > n/β].
Now, Tn =
∑n
i=1 ρi. Hene, by Lemma 1 we have Tn ≤
∑n
j=1 νj . Therefore,
Paδ0 [Tn > n/β] ≤ Paδ0 [
∑n
i=1 νi > n/β].
Choose now β′ suh that β < β′ < α. Then sine 1/β = (1/β − 1/β′) + 1/β′ and
ν1 is stohastially larger than νj for j ≥ 2, we have for n ≥M + 1,
Paδ0 [Tn > n/β] ≤MPaδ0
[
ν1 >
n
M
(
1
β
− 1
β′
)]
+ Paδ0
[
1
n
n∑
i=M+1
νi >
1
β′
]
. (37)
But, Paδ0
[
1
n
∑n
i=M+1 νi >
1
β′
]
≤ Paδ0
[
1
n
∑n
i=M+1 γi > c
]
, where γj := νj − 1/α and
c := 1β′ − 1α > 0. On the other hand, for eah 0 ≤ i < l, l = ⌊(M + 1)/(a + 1)⌋, the
random variables {γkl+i : k ≥ 1} are independent. Thus,
Paδ0
[
1
n
n∑
i=M+1
νi >
1
β′
]
≤
l−1∑
i=0
Paδ0

 1
n
∑
k:(M+1−i)/l≤k≤n
γkl+i > (a+ 1)c/M

 .
Now, for q ≥ 2, if X1,X2, . . . are independent and identially distributed random
variables with mean zero, and if E[|Xi|q] < ∞, then E[|
∑n
i=1Xi|q] ≤ Cnq/2 for
some C < ∞ (see item 16, page 60 of [10℄). Hene, sine by Lemma 10 we have
Eaδ0 [γ
M/2
j ] < ∞, it follows that the last expression of the above display is bounded
by, Cn−M/4, for some other onstant C < ∞. Finally observe that M ≥ 2(a + 1),
and use again Lemma 10 to bound the rst term of inequality (37) to nish the proof.
The proofs of parts (b) and (c) are similar using the inequality (5) satised by the
parameters M and L. 
Let us now obtain the estimates for the stopping time D. From lemmas 3, 6 and
8 we obtain
Corollary 2. There is a onstant C = C(p), 0 < C < ∞, suh that for all initial
onditions w with φ−L(0, w) ≤ p, and with partiles (r, 1) . . . , (r, a) at the rightmost
visited site r, and for all t > 0,
Pw [t < D <∞] ≤ Ct−M/2.
We also have the following lemma.
Lemma 12. There is a δ > 0 suh that, for all initial onditions w with partile
ount η and initial position of the front r = 0 suh that φy(0, 0, η) ≤ p and with
partiles (0, 1), . . . , (0, a) at 0,
Pw [D <∞] < 1− δ.
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Proof. Sine W,V and U are independent,
Pw [D <∞] = 1− Pw [W =∞]Pw [V =∞]Pw [U =∞] . (38)
Applying lemmas 5, 7 and 9, we end up the proof. 
We nish this subsetion with three lemmas and a orollary whih will be subse-
quently used to obtain estimates for the stopping time S. The following lemma will
be proved in Setion 6.
Lemma 13. There are onstants C and γ0, 0 < C < ∞ and γ0 > 0, suh that for
all w ∈ S˜θ, γ ≥ γ0 and t ≥ 0,
Pw[rt ≥ γt] ≤ φ0(0, w)e−Ct. (39)
Lemma 14. There is a onstant C = C(p), 0 < C < ∞, suh that for all initial
onditions w suh that φ−L(0, w) ≤ p, and t > 0,
Pw [rD > t,D <∞] ≤ Ct−M/2.
Proof. Note that,
Pw [rD > γt,D <∞] ≤ Pw [rD > γt,D ≤ t] + Pw [t < D <∞]
≤ Pw [rt > γt] + Pw [t < D <∞] . (40)
The statement now follows from (39) of Lemma 13, the fat that φ0(0, w) ≤
φ−L(0, w) + aL and Corollary 2.

Lemma 15. Consider an initial ondition w with rightmost visited site r = 0, at
least a partiles at 0 and suh that φ−L(0, w) ≤ p. Then, Pw-a.s. on the event
{D <∞} we have,
φ−L(D) ≤ eθ.
Proof. First note that by the assumption φ−L(0, w) ≤ p < 1, neessarily we have
D > 0. Now, by denition of U , note that whenever t ≤ U <∞, we have r˜t ≥ ⌊α2t⌋.
By Lemma 1 we have rt ≥ r˜t. It follows that rt ≥ ⌊α2t⌋. Therefore, if t ≤ U < ∞,
we have
⌊α1t⌋ − rt ≤ −(⌊α2t⌋ − ⌊α1t⌋) ≤ 0. (41)
Therefore, if D = U , inequality (41) shows that ⌊α1D⌋ − rD ≤ 0. Hene, sine in
this ase with probability one D < W , it follows that,
φ−L(D) ≤ eθ(⌊α1D⌋−rD) ≤ 1. (42)
Similarly, ifD = V , sineD < U andD < W happen with probability one, inequality
(42) still holds a.s. On the other hand, if W <∞ we have,
φ−L(W ) ≤ eθeθ(α1W−rW ), (43)
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sine in the worst ase senario, at time W all partiles jump one step to the right.
Hene, if D = W , sine with probability one we have D < U , by inequality (41), the
exponent in the right hand side of (43) is non-positive, so that φ−L(W ) ≤ eθ. 
Corollary 3. There is a onstant C, 0 < C <∞, suh that for all initial ondition
w with rightmost visited site r = 0, suh that φ−L(0, w) ≤ p and at least the partiles
with labels (0, 1), . . . , (0, a) at 0,
Ew[φrD(D),D <∞] < C.
Proof. Plaing ourselves in the worst ase senario were all partiles born between
sites −L and rD are at site rD at time D, we see that φrD(D) ≤ φ−L(D)+a(L+rD).
Hene, by Lemma 15, φrD(D) ≤ eθ + a(L + rD). Lemma 14 together with the fat
that M ≥ 3 nishes the proof.

5.5. Bounds on S. We will now perform some key estimates whih will let us obtain
fast enough deay estimates for the tail probabilities of J in Lemma 20.
Lemma 16. There exists a onstant C, 0 < C < ∞, suh that the following state-
ments are satised.
a) For all initial onditions w ∈ S˜θ with at least a partiles at the rightmost
visited site, and all n ≥ 1,
Pw[m0,n(Tn) < an/2] ≤ C 1
na/2
.
b) For all initial onditions w ∈ S˜θ with at least a partiles at the rightmost
visited site, and all n ≥ 1,
Pw[mrD ,rD+n(TrD+n) < an/2] ≤ C
1
naM/(4+2M)
. (44)
) For all nontrivial initial onditions w ∈ S˜θ,
lim
n→∞
Pw[m−n,L(TL) < aL/2] = 0.
Proof of part (a). Choose 0 < β < α. Then,
Pw
[
m0,n(Tn) <
an
2
]
≤ Pw
[
m0,n(Tn) <
an
2
, Tn ≤ 1
β
n
]
+ Pw
[
Tn >
1
β
n
]
. (45)
Note that the event {m0,n(Tn) < an/2, Tn ≤ n/β} is ontained in the event that at
least one partile born at any of the sites ⌊n/2⌋, ⌊n/2⌋+1, . . . , n hits some site x ≤ 0
in a time shorter than or equal to n/β. Hene, we an onlude that,
Pw
[
m0,n(Tn) <
an
2
, T0,n ≤ 1
β
n
]
≤ a(n − ⌊n/2⌋)P [M ′n/β ≥ n/2], (46)
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where P is the law of a simple symmetri rate 2 random walk {Xt : t ≥ 0}
on Z starting from 0 and M ′t := sup0≤s≤tXs. Now, by the reetion prini-
ple, P [M ′t ≥ x] ≤ 2P [Xt ≥ x]. Hene, from inequality (46), we see that
Pw
[
m0,n(Tn) < an/2, T0,n ≤ 1βn
]
is bounded by a(n+1)P [Xn/β ≥ n/2]. But, for ev-
ery t ≥ 0 and positive integer x, P [Xt ≥ x] ≤ e−2tI(x/(2t)) , where I(u) = u sinh−1 u−√
1 + u2 + 1. Hene, a(n + 1)P [Xn/β ≥ n/2] ≤ (a + 1)(n + 1) exp
{
−2nβ I(β/4)
}
.
Finally, using the inequality Pw[Tn > n/β] ≤ Paδ0 [Tn > n/β], part (a) of
Lemma 11 to bound the seond term of inequality (45) and using the fat that
(a+1)(n+1) exp
{
−2nβ I(β/4)
}
≤ C/na/2 for n large enough, we onlude the proof.
Proof of part (b). By part (a) and Lemma 14, Pw[mrD,rD+n(TrD+n) < an/2] is upper
bounded by,
∑
k:1≤k≤n Pw[mk,k+n(Tk+n) < an/2] + Pw[rD > m,D <∞]
≤ Cm 1
na/2
+ C 1
mM/2
,
for some onstant C > 0 and for every m ≥ 1. Choosing m = n a2+a we obtain (44).
Proof of part (c). Note that,
Pw
[
m−n,L(TL) <
aL
2
]
≤ Pw
[
m−n,L(TL) <
aL
2
, TL ≤ n
]
+ Pw [TL > n] . (47)
Clearly limn→∞ Pw [TL > n] = 0. On the other hand, an argument similar to the
one used to derive (46), shows that the rst term of the righthand side of (47) is
bounded by aLP [M ′n ≥ n], whih tends to 0 as n tends to ∞. 
Throughout the sequel, to simplify notation, we will dene on the event {D <∞}
for eah n ≥ 1,
Fn := TrD+Ln −D.
Lemma 17. For every 0 < β < α, there exists a onstant C <∞ depending only on
β, suh that for all initial onditions w with rightmost visited site r, with at least aL/2
partiles at a distane stritly smaller than L to r, and suh that φr−L(0, w) ≤ p,
and for all natural n ≥ 1,
Pw
[
Fn >
1
β
Ln,D <∞
]
≤ C 1
(nL)M/4−1
.
Proof. Without loss of generality we an assume that initially r = 0. Note that
P0,η
[
Fn >
1
βLn,D <∞
]
is upper-bounded by,
∑
k:1≤k≤Ln
Pw
[
Fn >
1
β
Ln, rD = k,D <∞
]
+ Pw [rD > Ln,D <∞] . (48)
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Now, on the event {D < ∞} we have that TrD ≤ D so that Fn ≤ TrD+Ln − TrD .
Hene,
Pw
[
Fn >
1
β
Ln, rD = k,D <∞
]
≤ Pw
[
Tk+Ln − Tk > 1
β
Ln
]
.
Now, by part (c) Lemma 11, for all k > M we have Pw
[
Tk+Ln − Tk > 1βLn
]
≤
C
(nL)M/4
, for some onstant C < ∞. On the other hand for 1 ≤ k ≤ M ,
Pw
[
Tk+Ln − Tk > 1βLn
]
≤ Pw
[
TM+Ln >
1
βLn
]
. Thus, by part (b) of Lemma 11,
sine the initial ondition w has at least aL/2 partiles to the right of r = 0 at a
distane stritly smaller than L to the origin, we know that Pw
[
TM+Ln >
1
βLn
]
≤
C
(nL)M/4
, for some other onstant C <∞. We therefore onlude that,
∑
k:1≤k≤γLn
Pw
[
Fn >
1
β
Ln, rD = k,D <∞
]
≤ C 1
(nL)M/4−1
. (49)
Using Lemma 14 to estimate the seond term of display (48) and ombining this
with inequality (49) we nish the proof. 
Now we will be onerned with proving that given Dk−1 < ∞, the stopping time
Sk happens almost surely and has tails that deay fast enough.
Lemma 18. Let q ≥ 1 be an integer. Consider a sequene {ak : k ≥ 1} of non-
negative real numbers suh that
∑∞
k=1 ak < 1 and
∑∞
k=1 k
qak < ∞. Assume that
{cm : m ≥ 1} is a sequene suh that,
c1 ≤ a1, (50)
and for every m ≥ 2 we have that,
cm ≤ am +
m−1∑
k=1
am−kck. (51)
Then,
∞∑
k=1
kqck <∞.
Proof. We will use indution on 0 ≤ q′ ≤ q to prove the lemma. We introdue the
notation Aq′ :=
∑∞
k=1 k
q′ak and Cq′ :=
∑∞
k=1 k
q′ck. Let us rst show that if A0 <∞
then C0 < ∞. Let n ≥ 2 be a xed natural. Summing up inequality (50) with
inequalities (51) from m = 2 to m = n we see that,
n−1∑
k=1
ck(1−
n−k∑
j=1
aj) + cn ≤ A0,
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Taking the limit when n→∞ above and using Fatou's Lemma we onlude that,
∞∑
k=1
ck ≤ A0
1−A0 <∞.
Now assume that Cq′−1 <∞ for some 1 ≤ q′ ≤ q. We will show that then Cq′ <∞.
Summing up inequality (50) with inequalities (51), multiplied by mq
′
, from m = 2
to m = n we see that,
n∑
m=1
mq
′
cm ≤ Aq′ +
n∑
m=2
m−1∑
k=1
mq
′
am−kck. (52)
Substituting the binomial expansion mq
′
=
∑q′
i=0
(q′
i
)
(m − k)ikq′−i on (52) and in-
terhanging the order of the summations on m and on k, we onlude that,
n−1∑
m=2
mq
′
cm

1− n−m∑
j=1
aj

+ nqcn ≤ Aq′ + q
′∑
i=1
(
q′
i
) n−1∑
k=1
kq−1ck
n−k∑
m=1
miam.
Taking the limit when n→∞ and using Fatou's Lemma, we get
Cq′ ≤
Aq′ +
∑q′
i=1
(q′
i
)
Cq′−iAi
1−A0 <∞.

Lemma 19. Consider an initial ondition w ∈ S˜θ suh that the rightmost visited
site assoiated to w is r = 0 and at least one partile.
a) For every h > 0, s > 0 and n ≥ 1 we have
Pw [ψ0(Tn) > h, Tn < s] ≤ 3ψ0(0, w)
h
e2(cosh θ−1)s−θn. (53)
b) For every h > 0, s > 0, k ≥ 1 and n ≥ k we have
Pw [ψk(Tn)− ψk−L(Tn) > h, Tn − Tk < s| FTk ] ≤ 3
aL
h
e2(cosh θ−1)s−θ(n−k). (54)
Proof. Note that of the event Tn < s, it is true that e
θMx,i(Tn) ≤ eθMx,i(s). Therefore,
sine ψ0(Tn) = e
−θn
∑
(x,i),x≤0 e
θMx,i(Tn)
, we have
ψ0(Tn) ≤ e−θn
∑
(x,i),x≤0
eθMx,i(s).
Now, by Lemma 2 we have that Ew
[∑
(x,i),x≤0 e
θMx,i(s)
]
≤ 3ψ0(0, w)e2(cosh θ−1)s.
Hene,
Ew [ψ0(Tn)] ≤ 3ψ0(0, w)e2(cosh θ−1)s−θn.
FLUCTUATIONS OF THE FRONT IN A ONE DIMENSIONAL MODEL 24
Using Thebyshev's inequality we obtain (53). A similar argument, using the fat
that ψk(Tk)− ψk−L(Tk) ≤ aL proves (54). 
We end up this setion with the following result providing a tail estimate for the
law of JrD (with Jx for x integer, dened in (9)). An important idea in the proof is
that essentially, the event that the exponential norm φnL is larger than p, is ontained
on the event that some of the exponential norms φjL are larger than p/2
j
for some
0 ≤ j ≤ n− 1.
Lemma 20. Assume that M and L satisfy (2) and (5), θ, α1, α2 (6) and p satises
(7). Then, there is a onstant C, 0 < C <∞, and an integer L0 suh that if L ≥ L0,
the following statements are satised.
a) Consider an initial ondition w ∈ S˜θ with rightmost visited site r = 0, suh
that the number of live partiles at 0 is a, and suh that m−L,0(0) ≥ aL/2.
Then, for every t > 0,
Pw[JrD > t,D <∞] < Ct3−M/4.
b) Consider an initial ondition w ∈ S˜θ with rightmost visited site r = 0. Then,
for every t > 0,
Pw[J0 > t,U =∞] < Ct3−M/4.
Furthermore, for every nontrivial initial ondition w ∈ S˜θ,
J0 <∞, Pw − a.s. (55)
Proof of part (a). Call F ′i := TrD+iL = Fi +D for i ≥ 1. For n = 1, 2, . . .,
P[J > n,D <∞] ≤ P [Bn,D <∞] , (56)
where we have dropped the subsripts on Pw and JrD and dened
Bn := ∩ni=1
{
ψrD+(i−1)L(F
′
i , wD) > p
} ∪B′i,
B′i :=
{
mrD+(i−1)L,rD+iL(F
′
i ) < aL/2
}
.
We have used here that φz(t) ≤ ψz(t) (see (32)). By the strong Markov property,
part (a) of Lemma 19, and translation invariane, we see that for λ > 0 and n ≥ 1,
P
[
ψrD(F
′
n, wD) > λ,Fn <
nL
α1
,D <∞
]
= Ew
[
Pτ−rDwD
[
ψ0(TnL)>λ, TnL<
nL
α1
]
1(D<∞)
]
≤ C1λ e
−nL
α1
(α1θ−2(cosh θ−1))
(57)
where C1 := 3 supw Ew[φrD(D),D < ∞] < ∞ by Corollary 3, the supremum being
taken over all w ∈ S˜θ satisfying the onditions desribed, and we have used the fat
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that ψrD(D, rD, η(D)) = φrD(D). Using (57) for n = 1, with λ = p, and Lemma 17
we see that,
P[ψrD(TrD+L) > p,D <∞] ≤
C1
p
e
− L
α1
(α1θ−2(cosh θ−1)) +
C
LM/4−1
, (58)
for some onstant C > 0. Therefore, from (58) and part (b) of Lemma 16, we have
that,
P[B1,D <∞] ≤ P[ψrD(TrD+L) > p,D <∞] + P[mrD,rD+L(TrD+L) < aL/2]
≤ C1p e
− L
α1
(α1θ−2(cosh θ−1)) + C
LM/4−1
+ C
LaM/(4+2M)
, (59)
for some onstant C > 0. Let us examine now the terms with n ≥ 2 in (56). Note
that in this ase, ψrD+(n−1)L = ψrD +
∑n−1
k=1 ∆k where
∆k := ψrD+kL − ψrD+(k−1)L.
Sine
1
2n−1
+
∑n−1
k=1
1
2n−k
= 1, we have,
{
ψrD+(n−1)L > p
} ⊂ {ψrD > p/2n−1} ∪ [∪n−1k=1 {∆k > p/2n−k}] . (60)
Let
An0 :=
{
ψrD(F
′
n) > p/2
n−1
}
, Ank :=
{
∆k(F
′
n) > p/2
n−k
}
,
for 1 ≤ k ≤ n− 1. From (60), for n ≥ 2,
Bn ⊂ Bn−1 ∩
(
B′n ∪An0 ∪An1 ∪ · · · ∪Ann−1
)
.
So for n ≥ 2,
P [Bn,D <∞] ≤
n−1∑
k=0
P [Ank , Bn−1,D <∞] + P
[
B′n, Bn−1,D <∞
]
. (61)
By the strong Markov property, we have for any λ ∈ R and 1 ≤ k ≤ n− 1,
P
[
F ′n − F ′k ≥ λ, D <∞
∣∣FF ′k−1
]
≤ PwF ′
k−1
[
T(n−k+1)L − TL ≥ λ
]
. (62)
Hene, by part () of Lemma 11 and the fat that α1 < α, we have
P
[
F ′n − F ′k ≥ (n− k)L/α1
∣∣FF ′k−1
]
≤ C((n− k)L)−M/4.
By the strong Markov property again, and part (b) of Lemma 19,
P
[
∆k(F
′
n) > p/2
n−k, F ′n − F ′k < (n− k)L/α1
∣∣FF ′k−1
]
≤ 3aLp 2n−ke
−
(n−k)L
α1
(α1θ−2(cosh θ−1)). (63)
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Therefore, for n ≥ 2 and 1 ≤ k ≤ n− 1,
P
[
Ank |FF ′k−1
]
≤ P
[
∆k(F
′
n) >
p
2n−k
, F ′n − F ′k < 1α1 (n− k)L
∣∣∣FF ′k−1
]
+P
[
F ′n − F ′k ≥ 1α1 (n− k)L
∣∣∣FF ′k−1
]
≤ 3aLp 2n−ke
−
(n−k)L
α1
(α1θ−2(cosh θ−1)) + C
((n−k)L)M/4
(64)
From inequality (57) with λ = 2n/p, Lemma 17 and the assumption that initially
m−L,0(0) ≥ aL/2, we then obtain that for n ≥ 2,
P [An0 ,D <∞] ≤ C1
2n
p
e
−nL
α1
(α1θ−2(cosh θ−1)) +
C
(nL)M/4−1
.
Now, for n ≥ 2, by part (a) of Lemma 16, the strong Markov property, and the fat
that there are a partiles at the rightmost visited site at time F ′n−1,
P
[
B′n
∣∣FF ′n−1
]
≤ C
La/2
. (65)
Dene a sequene
a1 := 3
C
LaM/(4+2M)
, (66)
an :=
4C
((n− 1)L)M/4−1 for n ≥ 2. (67)
Now note that there is a L0 ≥ C1, suh that if L ≥ L0, for n = 1, 2, . . ., we have that
(3aL+C1)
2n
p
e
−nL
α1
(α1θ−2(cosh θ−1)) ≤ C(nL)1−M/4 ≤ an/4. (68)
(whih is possible by inequality (33)) and that,
∞∑
n=1
an < 1.
Let us now dene cn := P [Bn,D <∞] for n ≥ 1. We want to prove that the sequene
{cn : n ≥ 1} satises
c1 ≤ a1 (69)
cn ≤ an +
n−1∑
k=1
an−kck n ≥ 2. (70)
From (58), (68) and the fat that 1/LM/4−1 ≤ 1/LaM/(4+2M) (whih follows from
(2)) note that (69) is satised. Now note that by inequality (65), whenever L ≥ L0,
for n ≥ 2 we have that
P[B′n, Bn−1,D <∞] ≤
C
La/2
P[Bn−1,D <∞] ≤ a1P[Bn−1,D <∞]. (71)
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Inequality (65) and ondition (68) imply P [An0 ,D <∞] ≤ an/2 and P [An1 ,D <∞] ≤
an/2. Hene, for n ≥ 2,
P[An0 , Bn−1,D <∞] + P[An1 , Bn−1,D <∞] ≤ an. (72)
Similarly for 2 ≤ k ≤ n − 2 we have P
[
Ank |FF ′k−1
]
≤ an−k+1. Thus, sine Bn−1 ⊂
Bk−1 for 2 ≤ k ≤ n− 2,
P[Ank , Bn−1,D <∞] ≤ P[Ank , Bk−1,D <∞] ≤ an−k+1P[Bk−1,D <∞]. (73)
Also, by inequality (64) and ondition (68) for n ≥ 2, we have P
[
Ann−1|FF ′n−2
]
≤ a22 .
Thus, sine Bn−1 ⊂ Bn−2, for n ≥ 3,
P[Ann−1, Bn−1,D <∞] ≤ P[Ann−1, Bn−2,D <∞] ≤ a2P[Bn−2,D <∞]. (74)
For n = 2, (70) now follows after substituting estimates (71) and (72) in inequality
(61), for n = 3 after substituting (71), (72) and (74) in inequality (61) while for
n ≥ 4 it follows after substituting (71), (72), (73) and (74) in inequality (61).
But remark that,
∞∑
n=1
nM/4−3an <∞. (75)
Hene, by Lemma 18, (69), (70) and inequality (56) we onlude that,
∞∑
n=1
nM/4−3P [JrD > n,D <∞] <∞.
This implies that lim supn→∞ n
M/4−3
P [JrD > n,D <∞] = 0. Thus, there
exists a onstant C > 0, suh that for every n ≥ 1 it is true that
P [JrD > n,D <∞] ≤ C/nM/4−3. This together with the monotoniity in t of the
expression P [JrD > t,D <∞], nishes the proof.
Proof of part (b). This time, in analogy with (56), note that for n = 1, 2, . . .,
P[J0 > n,U =∞] ≤ P [Bn, U =∞] , (76)
where again we have dropped the subsript on Pw but now
Bn := ∩ni=1
{
ψ(i−1)L(TiL, w) > p
} ∪B′i,
B′i :=
{
m(i−1)L,iL(TiL) < aL/2
}
.
An analysis similar to that of part (a) proves (69), (70) and (75) with cn :=
P [Bn, U =∞] for n ≥ 1 and {an : n ≥ 1} as in (66) and (67). Part (b) now
follows by Lemma 18 as in part (a).
Proof of (55). Note that {J0 =∞} ⊂ {JL =∞}. Now, for every n ≥ 1,
Pw[JL =∞] ≤ Pw[JL =∞,m−n,L(TL) ≥ aL/2] + Pw[m−n,L(TL) < aL/2].
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Now, following the proof of part (a), it is possible to show that Pw[JL >
t,m−n,L(TL) ≥ aL/2] ≤ Ct3−M/4, for some onstant C > 0. Hene, for every
n ≥ 1,
Pw[JL =∞] ≤ Pw[m−n,L(TL) < aL/2].
Taking the limit as n→∞ and using part (c) of Lemma 16 we nish the proof. 
Corollary 4. For every nontrivial initial ondition w ∈ S˜θ, it is true that,
S1 <∞ Pw − a.s., (77)
and for every k ≥ 2,
Pw[Dk−1 <∞, Sk <∞] = Pw[Dk−1 <∞]. (78)
Proof. Assertion (77) is a onsequene of (55) of Lemma 20 and the fat that {S1 <
∞} = {J0 < ∞}. Similarly, assertion (78) follows diretly from part (a) of Lemma
20 and the fat that {Dk−1 <∞, Sk <∞} = {Dk−1 <∞, JrDk−1 <∞}.

5.6. Variane bounds for the regeneration times and positions. In this sub-
setion we will prove Proposition 2. Let us rst prove assertion (11) of Proposition
2. By Corollary 4, note that for every k ≥ 1,
Pw[κ =∞] ≤ Pw[Dk <∞].
But by the strong Markov property and Lemma 12, the righthand side of the above
inequality is bounded by (1− δ)k. It follows that,
Pw[κ =∞] ≤ (1− δ)k,
for every k ≥ 1. Taking the limit when k tends to innity onludes the proof of
(11) of Proposition 2.
To prove (12) we will need the following lemma.
Lemma 21. For every ǫ > 0, there is a onstant C, 0 < C <∞, suh that
Paδ0 [κ > t|U =∞] ≤ Ct−M/4+3+ǫ. (79)
proof. Without loss of generality we will assume that initially,
r0 = 0. (80)
By the fat that κ <∞, a.s., we an write,
P [κ > t|U =∞] =
∞∑
k=1
P [Sk > t,K = k|U =∞] ,
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where we have dropped the subsript aδ0 in Paδ0 . Applying reursively the strong
Markov property to the stopping times {Sj : j ≥ 1} we see that for every k ≥ 1,
P [Sk > t,K = k|U =∞] ≤ (1− δ)k−1,
where δ > 0 is given by Lemma 12. Let 0 < β < 1/2. For any l > 0 we therefore
have,
P [κ > t|U =∞] ≤
l∑
k=1
P [t < Sk <∞|U =∞] + δ−1(1− δ)l. (81)
Let 0 < γ < 1 and onsider the event,
Ak := {rD1 − rS1 < tγ , rD2 − rS2 < tγ , . . . , rDk−1 − rSk−1 < tγ , Sk <∞}
On Ak we have, rSk ≤ ktγ + L
∑k−1
j=0 JrDj , where we adopt the onvention D0 := 0,
so that rD0 = 0 by (80). Sine r˜t ≤ rt, if U = ∞, then rt ≥ ⌊α2t⌋ for all t > 0.
Therefore, on Ak ∩ {U =∞},
⌊α2Sk⌋ ≤ ktγ + L
k−1∑
j=0
JrDj .
Now dene, the event
Bk := {JrD0 < tγ , JrD1 < tγ , . . . , JrDk−1 < t
γ , Sk <∞}. (82)
Then on Ak ∩Bk ∩ {U =∞} we have,
⌊α2Sk⌋ ≤ ktγ(1 + L).
Hene for t > (ltγ(1 + L) + 1)/α2 and k ≤ l,
P[t < Sk <∞, Ak, Bk|U =∞] = 0
and therefore,
P[t < Sk <∞|U =∞] ≤ P[Ack, Sk <∞|U =∞] + P[Bck, Sk <∞|U =∞]. (83)
Using part (a) of Lemma 20 to bound the probability of the event {Jr0 ≥ tγ} =
{J0 ≥ tγ} and part (b) to bound the probability of the events {JrDj ≥ tγ}, for
1 ≤ j ≤ k − 1, we an see that the seond term of the righthand side of inequality
(83) is bounded by Ckt−γ(M/4−3). On the other hand, by Lemma 14, the rst term is
bounded by Ckt−γM/2. Choosing l = C1 log t with C1 = (M/4− 3) (log(1− δ)−1)−1
and γ lose enough to 1 we obtain (79). 
Proof of (12) of Proposition 2. The assertion for κ of (12) follows from Lemma 21
noting that M ≥ 21 (by ondition (2)) and that for rκ from Lemma 21 and (39).
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6. Constrution and Feller property
Throughout, θ > 0 is arbitrary, P is the joint law of the independent random
walk used to dene the proess for nite initial onditions and E the orresponding
expetation. By our onstrution note that rℓt is inreasing in ℓ and hene we an
dene
rt := lim
ℓ→∞
rℓt .
We will see that for every t ≥ 0, a.s. rt <∞.
Consider fθ(η
ℓ) where
fθ(η) =
∑
x
η(x)eθx.
We ompute
Lfθ(ηℓ) =
∑
x
ηℓ(x)eθx
[
eθ + e−θ − 2 + ((a+ 1)eθ − 1)1(x = r)
]
.
Hene if we let λ1,θ = e
θ + e−θ − 2 and λ2,θ = (a+ 1)eθ + e−θ − 2 then
λ1,θfθ ≤ Lfθ ≤ λ2,θfθ.
In partiular,
E[fθ(η
ℓ(t)) | F0] ≤ eλ2,θtfθ(ηℓ(0)). (84)
In addition, fθ(η
ℓ(t)) is a nonnegative sub-martingale and therefore by Doob's in-
equality,
P ( sup
0≤s≤t
fθ(η
ℓ(s)) ≥ eγθt | F0) ≤ e−γθtE[fθ(ηℓ(t)) | F0]. (85)
Sine rℓt is the rightmost site whih has been oupied up to time t we have
sup0≤s≤t fθ(η
ℓ(s)) ≥ eθrℓt . Hene from (84) and (85) we have
P (rℓt ≥ γt | F0) ≤ e−cγ,θtfθ(ηℓ(0)) (86)
where cγ,θ = γθ−λ2,θ. This proves that for eah ℓ and t ≥ 0, a.s. rℓt <∞ and hene
limn→∞ τn =∞. Also, taking the limit when ℓ→∞ in (86), we obtain,
P (rt ≥ γt | F0) ≤ e−cγ,θtfθ(η(0)) (87)
This proves Lemma 13 of Setion 5.4. Furthermore, if (r, η) ∈ S′θ then fθ(η) <∞ so
we have rt <∞ a.s.
Choose now γ large enough so that we have cγ,θ > 0. Dene for eah y = 1, 2, . . .,
Ty := inf{t ≥ 0 : rt = y}. (88)
We have rTy∧t = limℓ→∞ r
ℓ
Ty∧t
. Let ℓk be the smallest natural number suh that
rTk∧t = r
ℓ
Tk∧t
for all ℓ ≥ ℓk. Then if ℓ¯ = max{ℓ1, . . . , ℓrt}, the front r·∧t generated by
the initial ondition ηℓ up to time t, does not depend on ℓ if ℓ ≥ ℓ¯. This means that
partiles that are initially at any site x ≤ r− ℓ¯, never visit any site to the right of the
front before time t. Using attrativeness, we an then onlude that the sequene
ηℓ(s) is inreasing for s ≤ t and ℓ ≥ ℓ¯. Therefore,
η(t) := lim
ℓ→∞
ηℓ(t),
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exists almost surely. Taking the limit when ℓ→∞ in (84) and using Fatou's Lemma
we see that,
E[fθ(η(t)) | F0] ≤ eλ2,θtfθ(η(0)). (89)
Noting that rt is inreasing, this shows that (rt, η(t)) stays in S
′
θ. Hene we have
shown that (rt, η(t)) is a Markov proess on S
′
θ.
We next want to show that it satises the Feller property. We need some more
preliminary estimates. Note that
Lf2θ − 2fθLfθ
=
∑
x
η(x)e2θx
[
(eθ − 1)2 + (e−θ − 1)2 + ((a2 − 1)e2θ − 2(a− 1)eθ)
]
≤ λ3,θf2θ (90)
for some λ3,θ < ∞. Hene if Mθ(t) = fθ(ηℓ(t)) −
∫ t
0 Lfθ(ηℓ(s))ds then 〈Mθ(t)〉 =∫ t
0
(Lf2θ − 2fθLfθ) (ηℓ(s))ds, and then,
E[M2θ (t) | F0] ≤ 2λ3,θ
∫ t
0
E[f2θ(η
ℓ(s)) | F0]ds ≤ 2λ3,θλ−12,2θeλ2,2θtfθ(ηℓ(0)).
Here we used in the last inequality that f2θ(η
ℓ(0)) ≤ fθ(ηℓ(0)), sine there are no
partiles initially to the right of the origin. In partiular, by Chebyshev's inequality,
P (fθ(η
ℓ(t)) < eλ1,θtfθ(η
ℓ(0))−A | F0) ≤ A−2eλ4,θtfθ(ηℓ(0)) (91)
for some λ4,θ <∞. We an pass to the limit to obtain,
P (fθ(η(t)) < e
λ1,θtfθ(η(0)) −A | F0) ≤ A−2eλ4,θtfθ(η(0)). (92)
This proves that we have a well-dened Markov proess starting from any initial data
in S
′
θ. Next we show the proess satises the Feller property. We start by identifying
the ompat sets of S
′
θ.
Lemma 22. The ompat sets K in S′θ are those whih are losed, bounded in norm
‖(r, η)‖ = d((r, η), (0, 0)), and have uniform tails i.e.
lim
N→∞
sup
(r,η)∈K
∑
x≤r−N
eθ(x−r)η(x) = 0. (93)
Proof. Suppose (r, η)i, i = 1, 2, . . . are elements of suh a K. Sine K is bounded, we
an nd a weakly onvergent subsequene. We have to show they onverge in norm
as well. Relabeling, we an all the weakly onvergent subsequene (r, η)i → (r, η).
Also, note that ri = r for large enough i. So without loss of generality assume ri = r.
Let ǫ > 0 and hoose N0 suh that
supi
∑
x<r−N0
eθ(x−r)ηi(x) < ǫ. (94)
Now hoose i0 so that for i ≥ i0,∑
r−N0≤x≤r
eθ(x−r)|ηi(x)− η(x)| < ǫ. (95)
It follows that for i ≥ i0,
d((r, η)i, (r, η)) < 3ǫ.
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Sine K is losed (r, η) ∈ K and suh a set is ompat. Suppose on the other hand
that a subset K of S′θ is ompat. Fix ǫ > 0. Let
BN = {(r, η) :
∑
x≤r−N
eθ(x−r)η(x) < ǫ}.
BN are open sets whose union is S
′
θ. So BN are an open over of K. Sine K is
ompat, there is a nite sub-over, and hene an N suh that K ⊂ BN . In other
words, K has uniform tails. 
Lemma 23. For eah t > 0, ǫ > 0 and K ⊂ S′θ ompat there exists a ompat
K0 ⊂ S′θ suh that
P ((η(t), rt) ∈ K | (η(0), r0 = 0) 6∈ K0) < ǫ. (96)
Proof. Fix t > 0, ǫ > 0 and K ⊂ S′θ ompat. By Lemma 22, K is of the form
K = {(r, η) | ∑x≤r−N(m) eθ(x−r)η(x) ≤ B/m, for all m = 1, 2, . . .} (97)
for some B <∞ and some N(m) ↑ ∞ as m→∞ with N(1) = 0. We have to nd a
B0 and N0(·) so that for eah m0 = 1, 2, . . ., if
∑
x≤−N0(m0)
eθxη(0, x) > B0/m0 then
P (
∑
x≤rt−N(m)
eθ(x−rt)η(t, x) ≤ B/m for all m = 1, 2, . . .}) < ǫ.
Choose γ large enough suh that
P (rt > γt) < ǫ/2. (98)
We start with m0 = 1. Use (92) with A
2 = fθ(η(0))e
λ4,θ tǫ/2. We an nd B0 so
that if fθ(η(0)) > B0 then e
λ1,θtfθ(η(0)) −A > Beγt and hene from (92) and (98),
if
∑
x≤0 e
θxη(0, x) > B0,
P (
∑
x≤rt
eθ(x−rt)η(t, x) ≤ B) < ǫ. (99)
Next we onsider the ase m0 > 1. It is not hard to see that for eah N , there
exists A = A(t) <∞ suh that
P (
∑
x≤−N e
θxη(t, x) ≤ 12
∑
x≤−N−A e
θxη(0, x)) < ǫ/2. (100)
Indeed, the left hand side of the event in (100) is only smaller if we suppress the
branhing. If we temporarily denote xi(0) the initial positions of partiles to the
left of −N − A then we have ontinuous time random walks and the event is that∑
i e
θxi(t)1(xi(t) ≤ −N) ≤ 12
∑
i e
θxi(0)
. We an assume that
∑
x≤0 e
θxη(0, x) ≤ B0,
for otherwise we have (99). Then it is lear that there exists an A suh that
P (∪i{xi(t) > −N}) < ǫ/4. Hene we only need to show that P (
∑
i e
θxi(t) ≤
1
2
∑
i e
θxi(0)) < ǫ/4 whih is easy to dedue from the fat that e−λ1,θt
∑
i e
θxi(t)
are
martingales. This proves (100).
From (98) and (100) with N0(m) = N(⌊BB−10 2meγt⌋ + 1) + A, we have that if∑
x≤−N0(m)
eθxη(0, x) > B0/m and
∑
x≤0 e
θxη(0, x) ≤ B0 then
P (
∑
x≤rt−N(m′)
eθ(x−rt)η(t, x) ≤ B/m′) ≤ ǫ, (101)
for m′ = ⌊BB−10 2meγt⌋+ 1. This ompletes the proof. 
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Lemma 24. For eah ǫ > 0 and t > 0 there exists δ > 0 suh that if (r, η) and
(r, η′) are any two ongurations of partiles on S′θ with
∑
x≤r e
θx|η(x)− η′(x)| < δ,
there is stopping time τ and a oupling of two opies (rs, η(s)) and (r
′
s, η
′(s)) of our
Markov proess with generator L for 0 ≤ s ≤ τ satisfying
(1) P (τ < t) < ǫ.
(2) E[d((rt, η(t)), (r
′
t, η
′(t)))1τ>t] < ǫ.
(3) P [r0 = r
′
0 = r, η(0) = η, η
′(0) = η′] = 1.
Here P is the oupling measure and E the orresponding expetation.
Proof. Consider the dierene ζ = η− η′. We have ∑x≤0 eθx|ζ(x)| < δ so hoosing δ
suiently small we have ζ(x) = 0 for x ∈ {−L, . . . , 0} for some large L. We attempt
to ouple the two proesses by moving the partiles together whenever possible. Then
positive and negative parts of ζ move as independent random walks of positive and
negative type, the two types annihilating on ontat and the oupling sueeds up
to the rst time τ when a partile of either type hits rs. It is easy to hoose δ
small enough, and therefore L large enough, so that (1) is satised. To prove (2),
note that up to time τ , d((rt, η(t)), (r
′
t, η
′(t))) =
∑
x≤rt
eθ(x−rt)|ζ(t, x)| and we an
get an easy upper bound by using rt ≥ 0 and letting ζ¯(t) be the proess obtained
by starting with |ζ(0)| and using the same random walks, but dropping the signs
and the annihilations. Then
∑
x e
θ(x−rt)|ζ(t, x)| ≤ ∑x eθxζ¯(t, x). (2) follows sine
e−λ1,θt
∑
x e
θxζ¯(t, x) is a martingale. 
Proposition 5. Let (r, η) ∈ S′θ and Pr,η the law of the proess {(rt, η(t) : t ≥ 0}
with initial ondition (r, η) under P . Then, Ptg(r, η) = Er,η[g(rt, η(t))], t ≥ 0 form
a Feller semi-group on S
′
θ, where Er,η is the expetation assoiated to Pr,η.
Proof. Suppose that g is ontinuous and vanishes at innity and let ǫ > 0. In
partiular |g| ≤ B <∞. There is a ompat K suh that |g(r, η)| < ǫ/2 for (r, η) in
the omplement of K. By Lemma 23 there is a ompat K0 suh that P ((rt, η(t)) ∈
K | (r0, η(0)) 6∈ K0) < ǫ/2B. So if (r, η) 6∈ K0,
Ptg(r, η) = Er,η[g(rt, η(t))1(rt ,η(t))∈K ] + Er,η[g(rt, η(t))1(rt ,η(t))6∈K ] < ǫ.
This proves that Ptg vanishes at innity as well.
Next we show that Ptg is ontinuous. Sine g is ontinuous and vanishes
at innity, it is uniformly ontinuous. So we an hoose ǫ0 > 0 so that
d((r, η), (r′, η′)) < ǫ0 implies |g(r, η) − g(r′, η′)| < ǫ/3. By Lemma 24, there ex-
ists δ suh that if d((r, η), (r′ , η′)) < δ, then there is a stopping time τ ≥ 0 suh
that P (d((rt, η(t)), (r
′
t, η
′(t))) > ǫ0, τ > t) < ǫ/(6B) and P (τ < t) ≤ ǫ/(3B). Hene
|Er,η[g(rt, η(t))] − Er′,η′ [g(r′t, η′(t))]| ≤ E[|g(rt, η(t)) − g(r′t, η′(t))|1τ>t] + 2BP (τ <
t) ≤ ǫ. This proves that Ptg is ontinuous as well. 
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