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О КРАЕВЫХ ЗАДАЧАХ 
ДЛЯ УРАВНЕНИЯ ГЕЛЬМГОЛЬЦА 
В ОБЛАСТЯХ С "НЕРОВНОЙ" ГРАНИЦЕЙ 
Е.К. Липачёв (Казань) 
В работе рассмотрены вопросы разрешимости краевых задач 
для уравнения Гельмгольца с условиями Дирихле , Неймана и 
сопряжения на границе полуплоскости , содержащей конечное 
включение. Термин "неровная" граница заимствован из работ 
[1] - [З], хотя используется здесь в более узком смысле . Иссле­
дование проведено по единой схеме , согласно которой вначале 
доказывается единственность решения краевой задачи, затем с 
помощью обобщенных потенциалов производится сведение зада­
чи к однозначно разрешимому уравнению Фредгольма второго 
рода, после чего доказывается эквивалентность полученного ин­
тегрального уравнения и краевой задачи . Алгоритмы численного 
решения краевых задач строятся на основе приближения сплай­
нами решения интегрального уравнения . 
Постановка задач и единственность решения. На плос­
кости JR2 рассмотрим кривую Г = / U 1*, где / = {(х, О) 
х Е JR \[-а, а]}, а через 1• обозначен "неровный" у'iасток : 
1• = {(х, Ф(х)): х Е [-а, а]}, 
Ф(х) Е С( 2)[-а, а], Ф(-а) = Ф(а) =О. 
Кривая Г разбивает плоскость на две области 
S = S1 = {(х, у) : у> О, х Е JR \[-а, а]; у> Ф(х), х Е [-а, а]}, 
52 = {(х, у) : у< О, х Е JR \[-а, а]; у< Ф(х), х Е [-а, а]}. 
Обозначим через v = v( х , у) единичный вектор нормали к Г 
в точке (х,у), а через д11 = Ov (x,y) правильную нормальную прсr­
изводную по направлению этого вектора (см., иапр., [4]). Чтобы 
1 Работа выполнена при подцержке фонда НИОКР РТ (rрант 05-5.1-
16.2002 (Ф)) 
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в х 
у• ____ _, 
Рис. 1. Геометрия задачи. 
зафиксировать направление нормали, будем считать, что вектор 
11 расположен в области S. 
Сформулируем краевые задачи в области S. 
Найти функцию и(х , у), удовлетворяющую уравнению Гель­
мгольца 
Л11(х, у)+ k 2 u(x, у)= О, (х, у) Е S', (1) 
одному из граничных условий 
и(х , у)= f(x, у), (х, у) Е 85 = Г, (2) 
или 
811 u(x, у)= g(x, у) , (х, у) Е Г, (2') 
условию на ребре (см., напр., [5)) в точках А= (-а, О) и В= (а, О) 
и условию излучения на бесконечности 
f} (и - u) "k ( -) ikr ( 1 ) 
-----z и-и =е о - , дr Jr r-oo. (3) 
Здесь f Е с<~.а)(Г) , g Е ссо,а)(Г) (О < о ~ 1) ·-- известные 
функции, а через u обозначено решение краевой задачи на полу-
плоскости. 
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Задача сопряжения состоит в нахождении функций и 1 (х, у), 
и2 (х, у), удовлетворяющих уравнению Гельмгольца 
ди;(х,у)+kJщ(х,у)=О, (x,y)ES;, j=l,2, (4) 
условиям сопряжения на границе раздела областей 5 1 и 52 : 
ui(x, у) - u2(x, у)= f(x, у) , 
(х, у) Е Г , (5) 
P10vu1(x, у) - р2д"и2(х, у)= g(x , у), 
где f Е С(l , о)(Г) , g Е С(О,о)(Г) (О < а :5 1) - известные функ­
ции , а р1 , pz - известные величины . Кроме того, предполагаем, 
что функции ui(x, у), u2(x, у) удовлетворяют условию на ребре в 
точках А и В , а также условиям излучения вида (3) . 
Отметим, что исследование задачи сопряжения на полуплос­
кости (в этом случае граница r совпадает с IR.) проведено в [6], 
(7) . 
Приведенные краевые задачи моделируют ряд физических за­
дач (некоторые примеры содержатся в [1], [7)) . 
Согласно (8) под классическим решением краевой задачи ( 1) 
- (3) будем понимать функцию н Е C 2(S) n С (S) , удовлетворя­
ющую условиям задачи. 
В случае наличия ребер в точках А и В, требуем, чтобы 
и Е С2 (8) n С (S \ Г 6) (в [9] такие решения названы квазикласси­
ческими) . Здесь через Г6 обозначено объединение о-окрестностей 
точек А и В . Аналогично определяются классические решения 
задачи сопряжения . 
Теорема 1. При условиях lm k > О, Re k #-О или lm k = О, 
Re k >О краевая зада-ча (1) - (3) имеет не более одного класси­
-ческого решения. 
Доказательство проводится по известной схеме [8 , 10) и опи­
рается 1-ia технику формул Грина, примененных в областях Sя = 
S'n Ея (ER = (х, у) : х 2 + у2 < R). Для однородной краевой зада­
чи в пределе при R __, оо имеем 
i (2Re k ·lm k)jj lиl 2 dc;+i(Re k) f lиl 2 ds __,О . Sя }r,~ 
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При Im k > О, Re k :f. О оба слагаемых имеют одинаковые знаки 
и, следовательно, стремятся к О, что означает и= О. При Im k = 
О, Re k >О утверждение теоремы следует из леммы Реллиха ([8], 
с. 88). 
Теорема 2. При условиях Im kj ~ О (j = 1, 2) и (Re k1 ) · 
(Re k 2 ) > О зада'lа сопрюtеенU11 имеет не более одного классиче­
ского решенU11. 
Сведение краевых задач к интегральным уравнениям. 
Положим 
Gm(k;M,P)= ~i {н~1 \kr)+(-l)mHb 1 )(kr*)}, m= 1,2, (6) 
где H~ 1 )(z) - функция Ханкеля 1-рода, М = (х,у), Р = (т,~) и 
r=J(x-т)2 +(y-02 , r*=J(x-r)2+(y+~)2. 
Введем потенциалы простого и двойного слоя 
v(x, у)= (V(k):p) (х, у)= j G2(k; М, P)ip(r) dsp, (7) 
-у• 
w(x, у)= (W(k)ф) (х, у)= 
= j дv(Pj01(k; М, Р)ф(т) dsp, М ~ 1*, (8) 
-у• 
с плотностями r.p, ф Е С7[-а, а] (т.е. функции ip, ф непрерывны 
и suppip, suppф С [-а, а]). Заметим, что в (7) и (8) интегриро­
вание производится по участку границы (в [5], [11] такие потен­
циалы названы "обобщенными"). Потенциалы (7), (8) обладают 
теми же свойствами, что и классические потенциалы (см" напр" 
[4], [8]). 
Решение краевой задачи (1) - (3) будем искать в виде 
и(х, у)= U(x, у)+ (W(k)ipE) (х, у) (9) 
в случае условия Дирихле на границе и 
и(х, у)= u(x, у)+ (V(k)r.pн) (х, у) ( 10) 
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в случае задачи Неймана. 
Отметим, что на участке границы/ = Г\ 1* функции W(k)ipв 
и д11 (V(k)tpн) имеют нулевые значения . На основании свойств по­
тенциалов, из краевых условий (2) и (2') получаем интегральные 
уравнения 
J{ipE/H =: (7ГJ -ТЕ/Н) 'РЕ/Н = РЕ/Н1 ( 11) 
где 
(Тв;рв)(х) = [W(k)ipв](x, Ф(х)), х Е [-а, а], (12) 
прямое значение потенциала двойного слоя и 
(Тн<рн)(х) = дv(х,Ф(х))[V(k)<рн](х,Ф(х)), х Е [-а,а], (13) 
прямое значение нормальной производной потенциала простого 
слоя (см., напр., [4], [8]), 
РЕ = - f + u, Рн = -g + дv(х,Ф(х))U. 
В случае задачи сопряжения предполагаем, что решение пред­
ставимо в виде 
щ(х , у) = il1(x,y) + 2_ {W(k;)ip+ V(k1)1/>} (х,у), j = 1,2. (14) 
Pi 
Функции tp и 'Ф определяются из системы интегральных урав­
нений, полученной из условий сопряжения, с учетом формул о 
"скачке" для потеtrциалов: 
ИФ =: (Е-Т) Ф = F, (15) 
где 
Здесь через (-)t обозначена операция транспонирования , а опера­
торы Е и Т определяются соотношениями 
~12). 
.L 22 
(16) 
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В {16) через I обозначен единичный оператор и 
1 1 Т12'Ф = -V(k2)'Ф- -V(k1)1/J, 
Р2 Р1 
Т21 <р = дv(.r,Ф(.r)) (W( k2) - И'( ki)) <р, 
Т22 = дv(.r,Ф(.r)) [V(k2)'Ф] - дv(.r,Ф(х)) [V(k1)'Ф]. 
Теорема 3. В условиях теоремы 1 однородное интеграль­
ное уравнение, соответствующее уравнению {11), имеет толь­
ко тривиальное решение . 
Теорема 4. В условиях теоремы 2 однородная система 1т­
тегральных уравнен. иil , соответствующая системе {15) , и.меет 
только тривиальное решение. 
Свойства ядер, зависящих от функций Ханкеля и их произ­
водных, хорошо известны (см. , напр ., (10] , (12] , (13]) . На основе 
исследования ядер интегральных уравнений ( 11) и системы ин­
тегральных уравнений (15) доказывается фредгольмовость урав­
нений . Это следует из того , что па основании свойств логарифми­
ческого потенциала, ядро интегрального уравнения ( 11), а также 
ядра операторов (Т11 1.р) и (Т22 1.р) системы (15), при совпадении 
аргументов М и Р (М = (х , Ф(х)), Р = (т, Ф(т)) Е 1*) , мож­
но доопределить до непрерывных функций (см., напр . , (12]) . Да.­
лее, ядро интегрального оператора (Т1 21.р) при М -+ Р имеет ту 
же особенность, что и функция (1/р1 - 1/р2 ) ln rм р. Особенность 
ядра оператора (Т2 1 <р) определяется разностями 
kr на 1 )(k1 rм р) - k~ на1 )(k2rм р ) , ki нi1\k1 rм р) - k2нР)<k21·м р ), 
kiн; 1\k1rмp) - k~H~ 1 \k2rмp). 
Первая разность при 1\1 -+ Р имеет ту же особенность, что и 
функция ( ki - k~) ln rм р, а оставшиеся разности при М __, Р 
асимптотически равны О. 
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После чего , на основании альтернативы Фредгольма, делает­
ся заключение о существовании решения интегрального уравне­
ния. 
Теорема 5. В условиях теореми 1, сnраведливъ~ следующие 
утверждения . 
Вс.якое решение и(х, у) краевоil зада'lи {1) - (3) представ11-
мо в виде (9) , {10). где функци11 'РЕ/н(х) явл.яются решением 
интегралъного уравнен.и.я {11 ) . 
С другой сторон.ъ~, если r;:i(x) - решение уравнения {11), то 
функция и(х, у), построен.иа.я по формулам {9), {10) с плотно­
стью :р(х) , явл.яется решением краевой задачи {1} - {3) . 
АналогичRая теорема эквивалентости имеет место и для за­
дачи сопряжения. 
Вычислительная схема. Из теоремы эквивалентности сле­
дует, что приближенное решение краевой задачи строится на 
основе решения интегрального уравнения, найденного с помощью 
какого-либо приближенного метода. В данной работе интеграль­
ные уравнения решались сплайновыми методами. 
На отрезке [-а, а] рассмотрим произвольную сетку узлов 
-а< Хо< Х1 < ... < Xn <а, n = 1, 2, . .. , 
удовлетворяющую условию 
Бn = шах (xj - Xj-1)-+ О, n-+ оо . 
l~з~n 
Приближенное решение интегрального уравнения (11) ищем 
в виде сплайна 
n 
<р~(х) = L Cjsj(x), о0 = 1, 
j=O' 
который определим как точное решение уравнения 
} .• 1 _ pl к· 1 pl _ \n'Pn = n l;'n = nPE/H = Pn· 
(17) 
(18) 
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Здесь s~(x) - фундаментальные сплайны степени l, а Р~ - опе­
ратор сплайн-интерполяции . 
Рассмотрим вычислительные схемы на основе сплайнов ну.11е­
вой и первой степеней. 
Фундаментальные сплайны sJ ( х) определяются как характе­
ристические функции интервалов (xj_ 11 Xj] 1 а фундаментальные 
сплайны первой степени задаются формулами 
sj(x) = 
для j = 11 n. 
0 1 Х ~ Xj-1 1 
Х - Xj-1 
Xj -Xj-1 
Xj+l - Х 
Xj+l - Xj 
01 Х ~ Xj+1 1 
Неизвестные коэффициенты Cj (j = 01, ... 1 п; l =о, 1) опреде­
ляем, согласно методу коллокации, из системы линейных алге­
браических уравнений 
n 
Cj+L(kjkCk=Yj 1 j=01, . .. 1 n, 
k=O' 
где введены обозначения 
Yi = PE/fl (xj,Ф(xj)) 1 j = 011 •• • , nl 
J, k = 01 . ... , п . 
(19) 
Обоснование методов приближенного решения уравнения ( 11) 
проведено с помощью теоремы 7 гл . 1 (14]. Согласно этой теореме, 
если для уравнений К r.p = р и Кп 'Рп = Pn выполнены условия: 
i) оператор К ограниченно обратим; ii) E:n = llK - Knll - О и 
бп = llP - Рпl\ -+ 0 1 п - оо, то для всех п Е F:!, таких, что qn = llK- 1 ll E:n < 1, уравнения К"<.рп = Pn однозначно разрешимы и 
llK; 1 ll ~ llK- 1 ll /(1- qn), llP- Pnll =О (с:п + б")-+ О при п-+ оо. 
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Поскольку установлена однозначная разрешимость интегра­
льногп уравнения (11), то выполнено условие i) указанной теоре­
мы. Справедливость условия ii) следует из результатов работы 
[15]. 
Теорема 6. В условиях теоремъ1 1 существует по.11с1жи­
телъное целое 'Число п0 , такое, 'Что при п ~ n0 система {19) 
имеет единственное решение { cj} и прибли:ж;енные решения 
<р~(х) {l =О; 1), построенные по формуле {17) при Cj = cj , схо­
дятся к mо'Чному решению IP* интегрального уравнения {11). 
Приближенное решение системы интегральных уравнений 
(15) ищем в виде сплайнов 
n 
w~ ( .r) = L d;s~(x) , l =О , 1, о0 = 1, 
(20) 
которые являются решением уравнения 
(21) 
в котором 
и р1 = ( р~ ) 
n р~ ' 
где Р~ - оператор сплайн-интерполяции . 
Неизвестные коэффициенты с}, dj (j = 01, ... , п; l = О , 1) опре­
деляем из системы линейных алгебраических уравнений 
/ Ln ( 1 1 dl /31 ) = F1(Xj ), Cj + k=OI CkO:jk + k jk 
. Ql (22) J = ,п, 
dj + L~=o1 (Фтjk + d~(jk) = F ·l(Xj ), 
~де 
a~k = (T11s~) ( x j ), JЗjk = (T12st) (xj ), 
иjk = (T21st) (xj ) . CJk = (T22st)(x1) -
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Обоснование приближенного метода проводится по той же 
схеме, что и ранее . 
Теорема 7. В условиях теоремы 2 при всех п Е N, на'lиная с 
'Некоторого, спла1'lн-фу'Нкции <р~(х), ф~(х), определяе.«ъtе .«еmо­
дом сплаilн-коллокации {20)-(22) , существуют и еди'Нственны. 
Функции (\О~(х), ф~(х)) сходятся к точмму решению (\О•(х), 
ф*(х)) системы интегральных уравне'Нuil {15). 
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