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Abstract
We develop a general procedure, based on the renormalized eta-cochain,
which allows to find “local” representatives of the bivariant Chern char-
acter of finitely summable quasihomomorphisms. In particular, using
zeta-function renormalization we obtain a bivariant generalization of the
Connes-Moscovici residue formula, and explain the link with chiral and
multiplicative anomalies in quantum field theory.
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1 Introduction
This article is the second part of a survey about pushforward maps between
non-commutative spaces. In the first part [21] we stated a Riemann-Roch-
Grothendieck theorem computing direct images of primary and secondary in-
variants between two Fre´chetm-algebras induced by finitely summable quasiho-
momorphisms. By primary invariants of a non-commutative algebra we mean
its usual homotopy invariants: topological K-theory Ktopn and periodic cyclic
homology HPn. The secondary invariants are multiplicative K-theory [14, 15]
and the unstable versions of cyclic homology. Recall that a p-summable quasi-
homomorphism between two Fre´chet m-algebras A and B is a continuous ho-
momorphism ρ : A → E s ⊲ I s⊗ˆB, where E s is a certain Z2-graded Fre´chet
m-algebra containing I s⊗ˆB as a (not necessarily closed) two-sided ideal, and
I s is provided with a continuous supertrace on its p-th power. Under ade-
quate assumptions about the algebras involved (existence of extensions etc...)
one shows that ρ induces a transformation of degree −p between the long exact
sequences relating topological and multiplicative K-theories to cyclic homology:
Ktopn+1(I ⊗ˆA ) //
ρ!

HCn−1(A ) //
chp(ρ)

MKIn (A )
//
ρ!

Ktopn (I ⊗ˆA )
ρ!

Ktopn+1−p(I ⊗ˆB) // HCn−1−p(B) // MKIn−p(B) // Ktopn−p(I ⊗ˆB)
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Here MKIn (A ) is multiplicative K-theory associated to the finitely summable
algebra I , see [21]. The map ρ! in multiplicative K-theory is a kind of non-
commutative analogue of “integrating Deligne cohomology classes” along the
fibers of a submersion. The pushforward map in cyclic homology HCn(A ) →
HCn−p(B) is induced by a bivariant non-periodic Chern character chp(ρ) ∈
HCp(A ,B) of degree p. Although chp(ρ) is given by a rather explicit formula,
the latter is non-local and therefore of little computational use. The aim of this
paper is to establish local formulas.
The principle is based on the existence of a hierarchy of bivariant Chern
characters chn(ρ) ∈ HCn(A ,B) in degrees n = p+2k, k ∈ N associated to the
quasihomomorphism, all representing the same bivariant periodic cyclic coho-
mology class. The representative of lowest degree chp(ρ) carries the information
about secondary characteristic classes, whereas the higher degrees are stabilized
with respect to homotopy. The difference chn(ρ) − chn+2(ρ) = [∂, /chn+1(ρ)]
is calculated as the boundary of a bivariant eta-cochain. We let A0 ⊂ A be a
dense subalgebra and suppose that the components of the eta-cochain restricted
to A0 can be renormalized (in a sense to be precised) in low degrees. Then a
local representative of the bivariant Chern character
chR(ρ) ∈ HCp(A0,B) (1)
is obtained as an anomaly formula, that is, as the boundary of the renormalized
eta-cochain. For example if one chooses zeta-function renormalization, the peri-
odic cyclic cohomology class of chR(ρ) is given by a residue formula generalizing
the one of Connes and Moscovici [7] to the bivariant setting (see Theorem 3.5).
The choice of zeta-function renormalization is by no means unique, although we
use it extensively here. It is worth insisting that any kind of renormalization
would work as well, and the best choice is dictated by the geometric situation at
hand. We present other types of renormalization elsewhere [22], the important
fact being that the local bivariant Chern character always appears as a bound-
ary. This method was inspired to us by the completely analogous phenomenon
of chiral anomalies occuring in quantum field theory [20], and it is one of our
goals to explain in some details the equivalence between noncommutative index
theory and chiral anomalies.
As a simple illustration of the bivariant residue formula we establish the
equivariant index theorem of [19], in a simplified form. Let G be a countable
discrete group acting smoothly and properly by isometries on a complete Rie-
mannian manifold M without boundary, with compact quotient. Suppose given
a G-invariant elliptic differential operator D of order one acting on smooth sec-
tion of a G-equivariant hermitian vector bundle E →M . If G is provided with a
right-invariant distance we can form the Fre´chet m-algebra B of functions with
rapid decay over G, endowed with the convolution product. To these data one
associates a (p+1)-summable quasihomomorphism ρ : A → E s ⊲I s⊗ˆB, where
p = dimM and A is a certain Fre´chet m-algebra completion of the algebraic
crossed product A0 = C∞c (M)⋊G. Disregarding the secondary invariants, the
topological side of the Riemann-Roch-Grothendieck theorem yields a commuta-
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tive diagram
Ktop0 (I ⊗ˆA )
ρ! //

Ktop−p (I ⊗ˆB)

HP0(A )
chp(ρ) // HP−p(B)
The equivariant index of D is defined as the direct image IndG(D) = ρ!(e)
of the canonical line bundle [e] ∈ Ktop0 (A ). In fact [e] is represented by an
idempotent e ∈ A0 and zeta-unction renormalization applies. When E is a
Clifford module and D a generalized Dirac operator, the residue formula for the
bivariant Chern character chR(ρ) leads to an explicit computation of the periodic
Chern character ch(IndG(D)) ∈ HP−p(B). Its components chn(IndG(D)) ∈
ΩnB in all degrees n are functions over the set Gn ∪Gn+1, whose evaluation at
a point g˜ is given by a localization formula of Lefschetz type
chn(IndG(D))(g˜) =
∑
Mg
(−)q/2
(2πi)d/2
∫
Mg
Â(Mg)
ch(E/S, g)
ch(SN , g)
chn(e)(g˜) , (2)
where the sum runs over all the submanifolds Mg fixed by the element g =
gn . . . g1 ∈ G when g˜ = (g1, . . . , gn) or g = gn . . . g0 when g˜ = (g0, . . . , gn). In
[19] we actually proved a stronger version of the equivariant index theorem,
valid for any locally compact group G with proper and cocompact action on a
complete manifold M , which yields a representative of the entire cyclic homol-
ogy class of ch(IndG(D)). In principle the method of proof in [19] should be
adaptable to our present framework with minor modifications.
The above equivariant index theorem deals only with topological invariants:
Ktop∗ and HP∗. In the last part of the paper we study secondary invariants for
spectral triples. One thus gets quasihomomorphisms from A to B = C and the
secondary invariants correspond to the regulator maps ρ! : MK
I
p+1(A ) → C×
with values in the multiplicative group of non-zero complex numbers, already
introduced by Connes and Karoubi [5] in the context of algebraic K-theory.
However our approach by renormalization of the eta-cochain sheds some light
on the link between these regulators and anomalies in quantum field theory [16].
In fact when p is even we exhibit an explicit correspondence between the renor-
malized eta-cochain of a regular spectral triple and the partition function of a
noncommutative chiral gauge theory. The local representative chR(ρ) computed
as the boundary of the renormalized eta-cochain then exactly corresponds to the
appearance of the chiral anomaly as the variation of the partition function under
chiral gauge transformations. This allows to find an expression for the regulator
map ρ! on certain multiplicative K-theory classes of degree p+ 1, in terms of
renormalized determinants.
More precisely, let 0 → JA0 → TA0 → A0 → 0 be the universal free exten-
sion associated to the dense subalgebra A0 ⊂ A and let T̂A0 be the JA0-adic
completion of the tensor algebra. In the Cuntz-Quillen formalism for cyclic co-
homology [10] the Chern character chR(ρ) is represented by a trace over the pro-
algebra T̂A . Choose a unitary element (gauge transformation) g ∈ M∞(A0)+
homotopic to the identity in the unitalized matrix algebra over A0 and let
gˆ ∈ M∞(T̂A0)+ be its lifting under the canonical linear inclusion A0 →֒ T̂A .
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Choose a transgression θ of the Chern character of g in cyclic homology of degree
≤ p. Then according to [21] the pair (gˆ, θ) represents a class in MKIp+1(A ). In
Corollary 4.5 we calculate its pushforward
ρ!(gˆ, θ) = exp(
√
2πi chR(ρ) · θ)Det−1R (g) ∈ C× , (3)
where the determinant is renormalized in a way consistent with the eta-cochain.
Hence any change of renormalization for DetR is automatically compensated by
the corresponding change in chR(ρ), and the result above is renormalization-
independent. This interplay between DetR and chR also allows to compute
explicitly the multiplicative anomaly, i.e. the lack of multiplicativity for the
renormalized determinant. If g and h are two gauge transformations, denote
by gˆ and hˆ their canonical liftings in M∞(T̂A0)+ and ĝh the lifting of gh.
Then hˆ−1gˆ−1ĝh− 1 is an element of the pro-nilpotent ideal M∞(ĴA0) and the
logarithm ln(hˆ−1gˆ−1ĝh) is defined by the usual formal power series. Corollary
4.6 gives
DetR(gh) = exp
(
chR(ρ) · Tr ln(hˆ−1gˆ−1ĝh)
)
DetR(g)DetR(h) (4)
as an immediate consequence of the fact that the regulator ρ! : MK
I
p+1(A )→
C× is a morphism of abelian groups. It would be interesting to generalize these
computations to target algebras B 6= C, e.g. to establish noncommutative ana-
logues of higher analytic torsion.
The paper is organized as follows. In section 2 we recall the construction of
the bivariant Chern character for quasihomomorphisms and the Riemann-Roch-
Grothendieck theorem of [21], then we explain how to obtain local representa-
tives of the bivariant Chern character by taking the boundary of a renormalized
eta-cochain. We illustrate this general procedure in section 3 with zeta-function
renormalization leading to residue formulas, and treat as an example the equiv-
ariant index theorem for proper actions of discrete groups on manifolds. The
link with anomalies in quantum field theory is explained in section 4, where
we exhibit the explicit correspondence between the renormalized eta-cochain
and the partition function of a noncommutative chiral gauge theory. As a con-
sequence we interpret the index map and the Connes-Karoubi regulator of a
spectral triple in the light of chiral and multiplicative anomalies.
2 Bivariant Chern character and eta-cochain
In this section we recall the Riemann-Roch-Grothendieck theorem of [21] and
establish the general philosophy of the anomaly formula giving a “local” rep-
resentative of the bivariant Chern character. As in [21] we work with Fre´chet
m-algebras, i.e. metrizable complete locally convex algebras whose topology is
given by a family of submultiplicative seminorms. Equivalently, a Fre´chet m-
algebra is always the projective limit of a sequence of Banach algebras [23].
We say that a Fre´chetm-algebra I is p-summable (with p ≥ 1 an integer), if
there is a continuous trace I p → C on the pth power of I . By convention, I p
is the image of the completed projective tensor product I ⊗ˆ . . . ⊗ˆI (p times)
by the multiplication map in I . If B is any other Fre´chet m-algebra, the
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completed projective tensor product I ⊗ˆB is again a Fre´chet m-algebra. In
[21] we consider algebras E containing I ⊗ˆB as a (not necessarily closed) two-
sided ideal, subject to the condition that the semi-direct sum E ⋉ I ⊗ˆB is a
Fre´chet m-algebra. This is depicted as
E ⊲I ⊗ˆB . (5)
From E and its ideal I ⊗ˆB we associate a Z2-graded algebra E s = E s+ ⊕ E s−
with ideal I s⊗ˆB, using 2× 2 matrices. In particular E s comes equipped with
an odd multiplier F such that F 2 = 1 and [F, E s+] ⊂ I s−⊗ˆB. This construction
can be done in two different ways, depending on a choice of parity:
Even case: let E s+ = E ⋉ I ⊗ˆB be the trivially graded algebra represented in
M2(E ) by diagonal matrices
(
a+b 0
0 a
)
with a ∈ E and b ∈ I ⊗ˆB. Then E s is the
direct sum of E s+ and the odd subspace E
s
− = FE
s
+ represented by off-diagonal
matrices, with F =
(
0 1
1 0
)
. The Z2-graded algebra I
s = M2(I ) is the direct
sum of the subalgebra I s+ of diagonal matrices and the off-diagonal subspace
I s−.
Odd case: let E s+ be the trivially graded matrix algebra
(
E I ⊗ˆB
I ⊗ˆB E
)
. The
first Clifford algebra C1 = C ⊕ εC is the Z2-graded algebra generated by the
unit in degree zero and ε in degree one, with ε2 = 1. Then E s is the tensor
product C1⊗ˆE s+ = E s+ ⊕ E s−, with odd subspace E s− = εE s+. The multiplier F
is given by the matrix ε
(
1 0
0 −1
)
, and I s = C1⊗ˆM2(I ) is the direct sum of the
trivially graded subalgebra I s+ =M2(I ) and the odd subspace I
s
− = εM2(I ).
Definition 2.1 Let A , B, I , E be Fre´chet m-algebras. Assume that I is p-
summable and E ⊲I ⊗ˆB. A quasihomomorphism from A to B is a continuous
homomorphism
ρ : A → E s ⊲I s⊗ˆB (6)
sending A to the even degree subalgebra E s+. The quasihomomorphism is pro-
vided with a parity (even or odd) depending on the parity chosen for the con-
struction of E s. In particular, the linear map a ∈ A 7→ [F, ρ(a)] ∈ I s−⊗ˆB is
continuous.
This definition is adapted from [8]. Roughly speaking, a quasihomomorphism
of even degree is described by a pair of homomorphisms (ρ+, ρ−) : A ⇒ E such
that the difference ρ+(a) − ρ−(a) lies in the ideal I ⊗ˆB for any a ∈ A . A
quasihomomorphism of odd degree is a homomorphism ρ : A → M2(E ) such
that the off-diagonal elements land in I ⊗ˆB.
Recall that the cyclic homology of a Fre´chet m-algebra B is computed by
the cyclic bicomplex of non-commutative differential forms ΩB =
⊕
n≥0Ω
nB,
where ΩnB = B+⊗ˆB⊗ˆn is the space of n-forms (B+ denotes the unitalization
of B). The Hochschild operator b : ΩnB → Ωn−1B and the boundary map B :
ΩnB → Ωn+1B are defined in the usual way [3]. One has b2 = B2 = bB+Bb =
0 and the Z2-graded space of completed differential forms Ω̂B =
∏
n≥0Ω
nB
endowed with the boundary map b+B calculates the periodic cyclic homology
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HP∗(B). The various filtrations of this complex by degree leads to the non-
periodic versions of cyclic homology. See [21] for a review. An alternative
description of cyclic homology is provided by the X-complex [10]. If R is a
Fre´chet m-algebra one consider the Z2-graded complex
X(R) : R
♮d
⇄
b
Ω1R♮ , (7)
where the odd part Ω1R♮ is the quotient of Ω1R by the subspace of commutators
[R,Ω1R] = bΩ2R. The boundary map ♮d : R → Ω1R♮ sends an element
x ∈ R to the class of the one-form ♮dx, and the boundary map b : Ω1R♮ → R
comes from the Hochschild operator b(♮xdy) = [x, y]. The main result of [10]
adapted to Fre´chet m-algebras states that if R is a quasi-free extension of B
with continuous linear splitting
0→ J → R → B → 0 ,
the X-complex of the pro-algebra R̂ = lim←−n R/J
n computes the periodic
cyclic homology HP∗(B). Note that each power J n is defined as the im-
age of J ⊗ˆ . . . ⊗ˆJ (n times) by the multiplication map, and as topological
vector space J n is a direct summand in the quasi-free algebra R (see [9]). One
gets the non-periodic versions of cyclic homology by considering the filtrations
of X(R) by the subcomplexes
F 2nJ X(R) : J
n+1 + [J n,R] ⇄ ♮J ndR (8)
F 2n+1J X(R) : J
n+1
⇄ ♮(J n+1dR +J ndJ ) ,
where the commutator [J n,R] is by definition the image of J ndR under
the Hochschild operator b, and J n is defined as the unitalized algebra R+ for
n ≤ 0. This is a decreasing filtration and X(R̂) coincides with the projective
limit of the quotient complexes
Xn(R,J ) = X(R)/F
n
JX(R) . (9)
The non-periodic cyclic homology ofHCn(B) is the homology in degree nmod 2
of Xn(R,J ). Note that X(R̂) is filtered by the subcomplexes FnX̂(R,J ) =
Ker(X(R̂) → Xn(R,J )). If A is another algebra with quasi-free extension
0→ K → S → A → 0, the bivariant periodic cyclic cohomology HPn(A ,B)
is the homology in degree n mod 2 of the Z2-graded complex
Hom(X(Ŝ ), X(R̂)) = lim←−
m
(
lim−→
k
Hom(Xk(S ,K ), Xm(R,J ))
)
.
The non-periodic bivariant cyclic cohomology HCn(A ,B) is the homology in
degree n mod 2 of the subcomplex of bivariant cochains with order n:
Homn(X(Ŝ ), X(R̂)) = {f ∈ Hom | ∀k, f(F k+nX̂(S ,K )) ⊂ F kX̂(R,J )} .
Finally, one can build a chain map γ : X(R̂)→ Ω̂R̂ realizing a homotopy equiv-
alence between the X-complex and the (b+B)-complex of differential forms over
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R̂.
Using this formalism, a Chern character in bivariant cyclic cohomology
HCn(A ,B) is constructed in [21] for any p-summable quasihomomorphism
ρ : A → E s ⊲ I s⊗ˆB of parity p mod 2, in all degrees n = p + 2k, k ≥ 0,
provided the algebra E ⊲ I ⊗ˆB satisfies some admissibility conditions. Let us
choose as in [21] two quasi-free extensions of A and B admitting continuous
linear splittings
0→ JA → TA → A → 0 , 0→ J → R → B → 0 ,
where TA is the non-unital tensor m-algebra over A , and JA is the ker-
nel of the multiplication map TA → A . The existence of a bivariant Chern
character in HCn(A ,B) is guaranteed if the algebra E ⊲ I ⊗ˆB admits a R-
admissible extension in the following sense: there exists two algebras M ⊲I ⊗ˆR
and N ⊲I ⊗ˆJ and a commutative diagram of extensions (with continuous lin-
ear splitting)
0 // N //M // E // 0
0 // I ⊗ˆJ //
OO
I ⊗ˆR //
OO
I ⊗ˆB //
OO
0
(10)
with adequate properties listed in [21], Definition 3.2. Note that the algebra
M is not necessarily quasi-free. The bivariant Chern character in HCn(A ,B)
is represented by a chain map between the X-complexes X(T̂A ) and X(R̂),
compatible with the adic filtrations induced by the ideals JA and J . The first
step is to lift the quasihomomorphism to the quasi-free algebras TA and R,
using the diagram of extensions (10). To M ⊲I ⊗ˆR we associate the Z2-graded
algebra M s ⊲ I s⊗ˆR with multiplier F such that [F,M s+] ⊂ I s−⊗ˆR. In the
same way, we have N s ⊲ I s⊗ˆJ with [F,N s+ ] ⊂ I s−⊗ˆJ . Then we get an
extension of Z2-graded algebras
0→ N s → M s → E s → 0 ,
which are moreover differential algebras for the differential operator of odd de-
gree induced by the graded commutator [F, ]. The restriction to the even-degree
subalgebras yields an extension of trivially graded algebras 0→ N s+ → M s+ →
E s+ → 0, split by a continuous linear map σ : E s+ → M s+ by hypothesis. The
universal property of the tensor algebra TA then allows to extend the homo-
morphism ρ : A → E s+ to a continuous homomorphism ρ∗ : TA → M s+ by
setting ρ∗(a1 ⊗ . . .⊗ an) = σρ(a1)⊗ . . .⊗ σρ(an):
0 // JA //
ρ∗

TA //
ρ∗

A //
ρ

0
0 // N s+ //M
s
+
// E s+ //
σss
0
(11)
A priori ρ∗ depends on the choice of linear splitting σ, but in a way which
will not affect the cohomology class of the bivariant Chern character. This
construction may be depicted in terms of a p-summable quasihomomorphism
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ρ∗ : TA → M s ⊲ I s⊗ˆR, compatible with the adic filtration by the ideals
in the sense that JA is mapped to N s ⊲ I s⊗ˆJ . Hence, ρ∗ extends to a
quasihomomorphism of pro-algebras
ρ∗ : T̂A → M̂ s ⊲I s⊗ˆR̂ , (12)
where T̂A , M̂ s and R̂ are the adic completions with respect to the ideals JA ,
N s and J respectively. The bivariant Chern character chn(ρ) ∈ HCn(A ,B)
then exists in any degree n = p+2k, k ≥ 0 and is represented by the composition
of chain maps
chn(ρ) : X(T̂A )
γ−→ Ω̂T̂A ρ∗−→ Ω̂M̂ s+
bχn−→ X(R̂) , (13)
where γ is the homotopy equivalence and the homomorphism ρ∗ extends to non-
commutative differential forms in any degree. The chain map χ̂n has only two
non-zero components χ̂n0 : Ω
nM̂ s+ → R̂ and χ̂n1 : Ωn+1M̂ s+ → Ω1R̂♮ defined by
χ̂n0 (x0dx1 . . .dxn) = (−)n
Γ(1 + n2 )
(n+ 1)!
∑
λ∈Sn+1
ε(λ) τ(xλ(0) [F, xλ(1)] . . . [F, xλ(n)])
χ̂n1 (x0dx1 . . .dxn+1) = (−)n
Γ(1 + n2 )
(n+ 1)!
n+1∑
i=1
τ♮(x0[F, x1] . . .dxi . . . [F, xn+1])
where τ is induced by the supertrace on the n-th power of I s when n ≥ p.
Sn+1 is the cyclic permutation group over n+1 elements. For any x ∈ M̂ s+, the
commutator [F, x] lies in the ideal I s⊗ˆR̂ hence χ̂n is well-defined whenever
n ≥ p. See [21] for details. In fact it is possible to weaken the summability
degree and require I to be only (p + 1)-summable, while replacing τ by the
supertrace τ ′ = 12τ(F [F, ]). Note that the parity of these supertraces, as well as
the parity of the cocycle χ̂n ∈ Hom(Ω̂M̂ s+, X(R̂)) coincide with the parity of the
quasihomomorphism. As shown in [21], the composite map chn(ρ) = χ̂nρ∗γ is
compatible with the adic filtrations induced by the ideals JA , J and defines a
cocycle of order n in the Z2-graded complex Hom(X(T̂A ), X(R̂)) representing
a bivariant cyclic cohomology class in HCn(A ,B). The cocycles corresponding
to successive values of n ≥ p are related by the transgression formula involving
the eta-cochain
χ̂n − χ̂n+2 = [∂, η̂n+1] in Hom(Ω̂M̂ s+, X(R̂)) , (14)
where ∂ denotes either the boundary operator on Ω̂M̂ s+ or on X(R̂), and [ , ]
is the graded commutator. The eta-cochain η̂n+1 is a cochain in the complex
Hom(Ω̂M̂ s+, X(R̂)) of parity opposite to the quasihomomorphism, whose only
non-zero components η̂n+10 : Ω
n+1M̂ s+ → R̂ and η̂n+11 : Ωn+2M̂ s+ → Ω1R̂♮ are
given by
η̂n+10 (x0dx1 . . .dxn+1) =
Γ(n2 + 1)
(n+ 2)!
1
2
τ
(
Fx0[F, x1] . . . [F, xn+1]+
n+1∑
i=1
(−)(n+1)i[F, xi] . . . [F, xn+1]Fx0[F, x1] . . . [F, xi−1]
)
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η̂n+11 (x0dx1 . . .dxn+2) =
Γ(n2 + 1)
(n+ 3)!
n+2∑
i=1
1
2
τ♮(ix0F + (n+ 3− i)Fx0)[F, x1] . . .dxi . . . [F, xn+2] .
Again the composite map /ch
n+1
(ρ) = η̂n+1ρ∗γ has good adic properties and
the transgression formula chn(ρ)− chn+2(ρ) = [∂, /chn+1(ρ)] holds as cochains of
order n + 2 in the Z2-graded complex Hom(X(T̂A ), X(R̂)). This implies the
equality Schn(ρ) = chn+2(ρ) in HCn+2(A ,B). In particular the Chern char-
acters associated to different values of n represent the same bivariant periodic
cyclic cohomology class ch(ρ) ∈ HP i(A ,B), i ≡ p mod 2.
Another important property of the bivariant Chern character is its invariance
under two types of equivalence relations among quasihomomorphisms, namely
conjugation and homotopy ([21], Proposition 3.11). If two quasihomomorphisms
ρ and ρ′ are conjugate, then chn(ρ) = chn(ρ′) in HCn(A ,B) in any degree
n. If however ρ and ρ′ are homotopic, one has only Schn(ρ) = Schn(ρ′) in
HCn+2(A ,B). Thus in any case the periodic cyclic cohomology class is invari-
ant.
The bivariant Chern character was used in [21] to define direct images of
secondary characteristic classes for Fre´chet m-algebras. Recall that for any
such algebra A and finitely summable I , one has a long exact sequence of
abelian groups
Ktopn+1(I ⊗ˆA )→ HCn−1(A )→MKIn (A )→ Ktopn (I ⊗ˆA )→ HCn−2(A )
where Ktop∗ is the topological K-theory of Phillips [23], HC∗ is non-periodic
cyclic homology, and MKI∗ is multiplicative K-theory. The Riemann-Roch-
Grothendieck theorem of [21] establishes the way a quasihomomorphism ρ :
A → E s⊲I s⊗ˆB maps the long exact sequence for A to the long exact sequence
for B. We say that the finitely summable algebra I is multiplicative if there
exists an external product ⊠ : I ⊗ˆI → I compatible with the traces ([21]
Definition 6.1). Then one has
Theorem 2.2 ([21]) Let A , B be Fre´chet m-algebras, and choose a quasi-
free extension 0 → J → R → B → 0. Let ρ : A → E s ⊲ I s⊗ˆB be a
quasihomomorphism of parity p mod 2, where I is multiplicative and (p + 1)-
summable in the even case, p-summable in the odd case. The algebra E ⊲I ⊗ˆB
is supposed R-admissible. Then ρ induces a graded-commutative diagram
Ktopn+1(I ⊗ˆA ) //
ρ!

HCn−1(A ) //
chp(ρ)

MKIn (A )
//
ρ!

Ktopn (I ⊗ˆA )
ρ!

Ktopn+1−p(I ⊗ˆB) // HCn−1−p(B) // MKIn−p(B) // Ktopn−p(I ⊗ˆB)
The vertical arrows are invariant under conjugation of quasihomomorphisms;
the arrow in topological K-theory Ktopn (I ⊗ˆA )→ Ktopn−p(I ⊗ˆB) is also invari-
ant under homotopy of quasihomomorphisms.
Let us now describe the simple trick allowing to obtain local formulas rep-
resenting the cyclic cohomology class of the bivariant Chern character. We
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suppose that the quasihomomorphism ρ : A → E s ⊲I s⊗ˆB is of parity p mod 2
and summability degree (p+1). We collect all the components of the eta-cochain
η̂n+1, n ≥ p, into a single infinite sum:
η>p =
∑
k≥0
η̂p+2k+1 ∈ Hom(ΩM̂ s+, X(R̂)) . (15)
Observe that η>p does not vanish on the space of m-forms ΩmM̂ s+ for m suffi-
ciently large, hence it is only defined on the direct sum ΩM̂ s+ =
⊕
m≥0Ω
mM̂ s+
and not on its completion Ω̂M̂ s+ =
∏
m≥0Ω
mM̂ s+. Following the terminology
of Higson [12], we may call it an improper cochain. Its parity is p + 1 mod 2.
Taking the boundary of η>p in the Z2-graded complex Hom(ΩM̂ s+, X(R̂)), we
get, using the transgression formulas (14):
χ̂p = [∂, η>p] (16)
and it is again a (non-trivial) proper cocycle in Hom(Ω̂M̂ s+, X(R̂)) representing
the bivariant Chern character. This may be depicted through the diagram
η>p

= η̂p+1
 


?
??
??
+ η̂p+3
 


?
??
??
+ η̂p+5
 


?
??
??
+ . . .
[∂, η>p] = χ̂p + 0 + 0 + 0 + . . .
We would like to sum also the components η̂n+1 of lower degree, but of course
when n < p the product x0[F, x1] . . . [F, xn+1] is no longer in the domain of the
supertrace τ , and η̂n+1 is not defined. At this point we need to introduce a
renormalization procedure: suppose we can extend τ to a linear map τR defined
over non-trace-class elements, for example by inserting some regularizing oper-
ator. It is customary to call such τR a renormalized supertrace, although the
trace property cannot be preserved in general [20]. In practice the construc-
tion of a renormalized supertrace requires to impose some strong conditions on
the elements xi ∈ M̂ s+. We shall suppose the existence of a dense subalgebra
A0 ⊂ A , such that for any xi ∈ ρ∗T̂A0 the renormalized components of the
eta-cochain
η̂n+1R0 (x0dx1 . . .dxn+1) =
Γ(n2 + 1)
(n+ 2)!
1
2
τR
(
Fx0[F, x1] . . . [F, xn+1]+
n+1∑
i=1
(−)(n+1)i[F, xi] . . . [F, xn+1]Fx0[F, x1] . . . [F, xi−1]
)
η̂n+1R1 (x0dx1 . . .dxn+2) =
Γ(n2 + 1)
(n+ 3)!
n+2∑
i=1
1
2
τR♮(ix0F + (n+ 3− i)Fx0)[F, x1] . . .dxi . . . [F, xn+2]
are well-defined. The restriction to a dense subalgebra A0 is necessary because
A appears generally as a “big” completion of A0 and looses some crucial analytic
properties. For instance if A0 is an algebra of pseudodifferential operators on a
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smooth manifold, τR may be constructed by zeta-function renormalization (see
section 3 for concrete examples). Other interesting renormalizations are possible
[22]. Note that A0 is regarded as a discrete algebra. Hence TA0 denotes the
algebraic tensor algebra of A0, i.e. obtained by taking algebraic tensor products
over A0 and finite direct sums, the ideal JA0 is the kernel of the multiplication
map TA0 → A0 and T̂A0 = lim←−k TA0/(JA0)
k is the JA0-adic completion of
TA0.
Now define the full renormalized eta-cochain as the improper cochain
ηR =
∑
k<0
η̂p+2k+1R + η
>p . (17)
Hence the difference ηR− η>p is the finite sum of renormalized components and
defines a proper cochain, i.e. vanishes on x0dx1 . . .dxn for n sufficiently large.
The following lemma is obvious.
Lemma 2.3 Let A0 ⊂ A be a dense subalgebra. For any choice of renor-
malized supertrace τR the boundary χR := [∂, ηR] is a chain map cohomolo-
gous to χ̂p once restricted to the image ρ∗T̂A0 ⊂ M̂ s+. Hence the compos-
ite chR(ρ) = χRρ∗γ ∈ Hom(X(T̂A0), X(R̂)) represents the bivariant periodic
Chern character:
chR(ρ) ≡ ch(ρ) ∈ HPn(A0,B) (18)
in degree n ≡ p mod 2. Moreover if the composite map (ηR − η>p)ρ∗γ :
X(T̂A0) → X(R̂) is a cochain of order ≤ n, then chR(ρ) represents the bi-
variant Chern character of degree n:
chR(ρ) ≡ chn(ρ) ∈ HCn(A0,B) . (19)
Proof: The difference chR(ρ) − chp(ρ) = [∂, (ηR − η>p)ρ∗γ] is a coboundary in
Hom(X(T̂A0), X(R̂)).
The way the components of the cocycle χR assemble from the renormalized
improper cochain ηR may be depicted through the following diagram, using the
transgression relation χ̂n − χ̂n+2 = [∂, η̂n+1] valid for n ≥ p:
ηR =
[∂, ]

. . . + η̂p−3R
 

?
??
?
+ η̂p−1R
 

?
??
?
+ η̂p+1
 

?
??
??
+ η̂p+3
 


?
??
??
+ . . .
χR = . . . χp−4R + χ
p−2
R
+ χpR + 0 + 0 . . .
(20)
The components χnR thus measure to which extent the renormalized eta-cochain
fails to be a cocycle. In this sense the equality χR = [∂, ηR] should be called
an anomaly. In favourable circumstances renormalization can be performed in
such a way that the anomaly χR is given by a “local” formula. This will be
explained in the next section.
In order to get a closer insight to the link with chiral anomalies let us explain
how the renormalized eta-cochain can be used to calculate direct images of
Ktop1 -classes under quasihomomorphisms of even parity. Hence let ρ : A →
E s ⊲I s⊗ˆB be a (p+ 1)-summable quasihomomorphism of even parity, with p
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even. We suppose that I is the Schatten ideal of (p+1)-summable operators in
Hilbert space, since it is an important source of examples. The topological part
of the Riemann-Roch-Grothendieck theorem 2.2 yields a commutative diagram
Ktop1 (I ⊗ˆA )
ρ! //

∆
''
Ktop1 (I ⊗ˆB)

HP1(A )
ch(ρ)
// HP1(B)
(21)
and one wishes to calculate the diagonal map ∆. From cyclic cohomology in-
variants of B one thus gets K-theory invariants of A ; this is used for instance
in the formulation of higher index theorems [6]. A topological K-theory class
[g] ∈ Ktop1 (I ⊗ˆA ) is represented by an invertible element g ∈ (I ⊗ˆA )+ such
that g − 1 ∈ I ⊗ˆA (as usual + denotes unitalization). The diagonal of (21)
thus carries [g] to the periodic Chern character ch(ρ!(g)) ∈ HP1(B). By com-
mutativity of (21), its cyclic homology class is equivalently calculated by the
cup-product of ch(g) ∈ HP1(A ) with the bivariant Chern character
ch(ρ!(g)) ≡ ch2n(ρ) · ch(g)
for any choice of degree 2n ≥ p. In order to renormalize we suppose given a dense
subalgebra A0 ⊂ A and take g such that g − 1 belongs to the algebra of finite
size matricesM∞(A0) ⊂ I ⊗ˆA . By [10], the Chern character ch(g) ∈ HP1(A0)
is represented by the cycle of odd degree in the complex X(T̂A0)
ch1(gˆ) =
1√
2πi
Tr♮gˆ−1dgˆ ∈ Ω1(T̂A0)♮ , (22)
where gˆ is any lifting of g to the unitalized tensor algebra M∞(T̂A0)+. If one
chooses the canonical lifting gˆ = g induced by the linear inclusion A0 →֒ T̂A0,
then the image of ch1(gˆ) by the homotopy equivalence γ : X(T̂A0)→ Ω̂T̂A0 is
the (b+B)-cycle [21]
γch1(gˆ) =
1√
2πi
∑
n≥0
(−)nn! Tr(gˆ−1dgˆ(dgˆ−1dgˆ)n) .
The evaluation of this differential form under the chain map χ̂2nρ∗ : Ω̂T̂A0 →
X(T̂B) represents the cycle ch2n(ρ) · ch(g). Let us define V = ρ∗gˆ−1[F, ρ∗gˆ]
as an element of the ideal I s⊗ˆT̂B ⊂ M̂ s, and the Maurer-Cartan form ω =
ρ∗uˆ−1d(ρ∗uˆ). A straightforward computation gives
ch2n(ρ) · ch1(gˆ) = 1√
2πi
(n!)2
(2n)!
1
2
τ♮(V 2n+2ω − FV 2ndV ) ∈ Ω1T̂B♮ (23)
in any degree 2n ≥ p. In fact for 2n > p one has 12τ♮(V 2n+2ω − FV 2ndV ) =
τ♮(V 2nω), but this simplification does not occur in the critical degree 2n = p
because the supertrace τ is defined only when V is raised to a power ≥ p + 1.
Two consecutive degrees are related by the transgression relation
ch2n(ρ) · ch1(gˆ)− ch2n+2(ρ) · ch1(gˆ) = ♮d
(
/ch
2n+1
(ρ) · ch1(gˆ)
)
.
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Since the boundary map ♮d : T̂B → Ω1T̂B♮ factors through the commutator
quotient space T̂B♮ = T̂B/[ , ] it is enough to compute /ch
2n+1(ρ) · ch1(gˆ)
modulo commutators and one finds
♮ /ch
2n+1
(ρ) · ch1(gˆ) = 1√
2πi
(n!)2
(2n+ 1)!
1
2
τ♮(FV 2n+1) ∈ T̂B♮ (24)
for 2n ≥ p. In lower degrees the cochains /ch2n+1R (ρ) = η̂2n+1R ρ∗γ are defined
using a renormalized supertrace. Therefore the renormalized bivariant Chern
character chR(ρ) = χRρ∗γ evaluated on ch1(gˆ) reads
chR(ρ) · ch1(gˆ) = ♮d
( p/2−1∑
n=0
/ch2n+1R (ρ) · ch1(gˆ)
)
+ chp(ρ) · ch1(gˆ) , (25)
and represents the image of [g] ∈ Ktop1 (I ⊗ˆA ) under the diagonal map of (21),
i.e. the Chern character ch(ρ!(g)) ∈ HP1(B). It may be rewritten formally as
the boundary of an infinite sum
chR(ρ) · ch1(gˆ) = ♮d
(∑
n≥0
/ch
2n+1
R (ρ) · ch1(gˆ)
)
, (26)
provided we organize the cancellation of the infinite sequence of terms n≫ 0 as
depicted in (20). We will see in section 4 that it can be done in an alternative
way by treating the sum
∑
n /ch
2n+1
R (ρ) · ch1(gˆ) as a formal power series with
respect to a “gauge potential” A, and this series is strictly equivalent to the
renormalized partition function of a non-commutative chiral gauge theory. The
Chern character ch(ρ!(g)) corresponds to the associated chiral anomaly and for
this reason is always given by a local formula.
3 Zeta-function renormalization and residues
Let us illustrate the anomaly formula using Dirac operators and zeta-function
renormalization. Theorem 3.5 obtained below is a bivariant generalization of
the Connes-Moscovici local index formula [7]. Consider a (p + 1)-summable
quasihomomorphism ρ : A → E s ⊲I s⊗ˆB of parity p mod 2. For concreteness
we suppose that a Z2-graded Hilbert space H is given and that E s is realized as
a Z2-graded subalgebra of L (H)⊗ˆB, where the algebra of bounded operators
L (H) is provided with the operator norm. Moreover we takeI s as the Schatten
ideal L p+1(H) gifted with its norm of Banach algebra. This situation is not
the most general one but contains many interesting examples, see 3.6. The
quasihomomorphism is thus described by a homomorphism ρ : A → L (H)⊗ˆB
with [F, ρ(a)] ∈ L p+1(H)⊗ˆB for any a ∈ A . In order to get local formulas
for the bivariant Chern character we restrict the homomorphism to a dense
subalgebra A0 ⊂ A and impose some strong regularity conditions on the image
ρ(A0). We shall introduce the notion of abstract pseudodifferential operators
associated to such a situation:
Definition 3.1 Let ρ : A → E s ⊲ I s⊗ˆB be a quasihomomorphism with E s ⊂
L (H)⊗ˆB and I s = L p+1(H) for some Z2-graded Hilbert space H. An algebra
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of abstract symbols associated to a dense subalgebra A0 ⊂ A is an inductive
limit of Z2-graded Fre´chet spaces
P = lim−→
α∈R
Pα , (27)
with continuous linear injections Pα → Pβ for α ≤ β, subject to the following
conditions:
• Each space Pα is represented by unbounded operators on H. The unit 1
and the operator F are both elements of P0, respectively even and odd.
• P is a Z2-graded unital filtered algebra, in the sense that for any α and β
there is a (jointly) continuous and associative product Pα×Pβ → Pα+β,
and 1 ∈ P0 is the unit. In particular Pα is a Fre´chet algebra whenever
α ≤ 0.
• The Z2-graded algebra P0 injects continuously into L (H), and the ho-
momorphism ρ : A0 → L (H)⊗ˆB factors through P0⊗ˆB.
• The commutator [F, ρ(a)] lies in the Fre´chet algebra P−1⊗ˆB if a ∈ A0.
• The (unital) filtered algebra P⊗ˆB+ = lim−→α Pα⊗ˆB
+ has a distinguished
element of even parity |D| ∈ P1⊗ˆB+, whose spectrum is contained in a
real interval [ε,+∞), ε > 0.
• The resolvent λ 7→ (λ − |D|)−1 is a bounded and holomorphic function
over any half-plane Re(λ) ≤ ε′ < ε disjoint from the spectrum of |D|, with
values in the Fre´chet algebra P−1⊗ˆB+.
• The multiplier F ∈ P0 commutes with |D|. We call the odd element
D = F |D| ∈ P1⊗ˆB+ a Dirac operator.
For α ≤ 0 we do not impose that the Fre´chet topology of Pα is multiplica-
tively convex. The only serious assumption is about the resolvent.
Let 0 → J → R → B → 0 be a linearly split extension of m-algebras. For
the moment R is not necessarily quasi-free but we suppose that all the powers
J k are direct summands (as topological vector spaces) in R. Using the linear
splitting σ : B → R, we may lift |D| ∈ P1⊗ˆB+ to an element |D̂| ∈ P1⊗ˆR+,
and then consider |D̂| as an element of the unital algebra
P⊗ˆR̂+ = lim−→
α
Pα⊗ˆR̂+ = lim−→
α
(
lim←−
k
Pα⊗ˆ(R+/J k)
)
. (28)
Define the lifted Dirac operator (of odd parity) as D̂ = F |D̂| ∈ P1⊗ˆR̂+.
Our task is to construct the resolvent of |D̂| in P⊗ˆR̂+. For λ ∈ C not in the
spectrum of |D|, the liftings σ(λ−|D|) = λ−|D̂| ∈ P1⊗ˆR+ and σ((λ−|D|)−1) ∈
P−1⊗ˆR+ are inverse of each other in the algebra P⊗ˆR+ modulo the ideal
P⊗ˆJ . Hence by the continuous multiplication P1 ×P−1 → P0 one gets
1− σ(λ − |D|)σ((λ − |D|)−1) ∈ P0⊗ˆJ .
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Because J is a pro-nilpotent ideal the resolvent of |D̂| is given by the series
(λ− |D̂|)−1 =
∞∑
k=0
σ((λ − |D|)−1)(1− (λ− |D̂|)σ((λ − |D|)−1))k (29)
which makes sense in the pro-algebra P−1⊗ˆR̂+. By hypothesis the function
λ 7→ (λ− |D|)−1 is bounded (for all seminorms on P−1⊗ˆB+) and holomorphic
over any half-plane Re(λ) ≤ ε′ disjoint from the spectrum of |D|. Consequently,
(29) shows that the function λ 7→ (λ− |D̂|)−1 is also bounded and holomorphic
in each Fre´chet space P−1⊗ˆ(R+/J k), k ∈ N. The complex powers of |D̂| are
thus defined, for any z ∈ C with Re(z) < −1, by means of the Riemann integral
|D̂|z = 1
2πi
∫
λz
λ− |D̂|
dλ ∈ P−1⊗ˆR̂+ , (30)
where we integrate down a vertical line separating zero from the spectrum of |D|
as in [12]. The condition Re(z) < −1 ensures the absolute convergence of the
integral. By taking enough products with |D̂| ∈ P1⊗ˆR̂+ we define the complex
powers |D̂|z ∈ P⊗ˆR̂+ for any z ∈ C. By a classical argument [25] one has the
group law |D̂|z1 |D̂|z2 = |D̂|z1+z2 , which implies that |D̂|z belongs to Pα⊗ˆR̂+
where α is the lowest integer ≥ Re(z). For convenience we make the further
assumption that |D̂|z ∈ PRe(z)⊗ˆR̂+, and when Re(z) ≪ 0 it will be used for
regularizing the operator trace in order to renormalize the eta-cochain η̂n+1 in
degrees n < p.
The bivariant Chern character requires to lift the homomorphism ρ : A →
L (H)⊗ˆB to a homomorphism of pro-algebras ρ∗ : T̂A → L (H)⊗ˆR̂, sending
the ideal ĴA to L (H)⊗ˆĴ . By hypothesis, the restriction of ρ to the dense sub-
algebra A0 yields a homomorphism A0 → P0⊗ˆB, with [F, ρ(A0)] ⊂ P−1⊗ˆB.
Consequently the restriction of ρ∗ to the pro-algebra T̂A0 = lim←−k TA0/(JA0)
k
yields a homomorphism T̂A0 → P0⊗ˆR̂ with ĴA0 → P0⊗ˆĴ and [F, ρ∗TA0] ⊂
P−1⊗ˆR̂. Writing D̂ = F |D̂| we can only show that the commutator subspace
[D̂, ρ∗T̂A0] is contained in P1⊗ˆR̂, while a better estimate is needed. Hence we
shall adapt to the present context the notion of regularity introduced by Connes
and Moscovici for spectral triples [7]. By assumption the pro-vector space Ĵ
is a direct summand in R̂, and also the J -adic completions Ĵ k of all powers
J k. Define the filtration of P⊗ˆR̂+ by the subspaces
F kα = Pα⊗ˆĴ k , Fα =
∑
k≥0
F kα+k , α ∈ R , k ∈ N
with the convention that Ĵ 0 = R̂+ for k = 0. In F kα we call α the symbol degree
and k the adic degree. One has F kα ·F lβ ⊂ F k+lα+β , |D̂|z ∈ F 0Re(z), ρ∗T̂A0 ⊂ F 00 ,
[F, ρ∗T̂A0] ⊂ F 0−1, ρ∗(ĴA0)k ⊂ F k0 and [F, ρ∗(ĴA0)k] ⊂ F k−1. Consider the
derivation δ = [|D̂|, ] on the algebra P⊗ˆR̂. Since |D̂| ∈ F 01 , the commutator
δ a priori defines a linear map from F kα+k to F
k
α+k+1 for any α and k. The
regularity condition basically requires that all the derivatives of T̂A0 remain in
F0:
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Definition 3.2 Let 0 → J → R → B → 0 be an extension of m-algebras,
and ρ : A → E s ⊲ I s⊗ˆB a quasihomomorphism gifted with an algebra of
abstract symbols P associated to a dense subalgebra A0 ⊂ A . We say that ρ is
R-regular if the powers of the derivation δ = [|D̂|, ] fulfill
δn(ρ∗T̂A0) + δn[D̂, ρ∗T̂A0] ⊂ F 00 +F 11 + . . .+Fnn ⊂ F0 ,
δn(ρ∗(ĴA0)k) + δn[D̂, ρ∗(ĴA0)k] ⊂ F k0 +F k+11 + . . .+F k+nn ⊂ F−k .
Hence roughly speaking a quasihomomorphism is regular if the commutators
with |D̂| can only increase simultaneously the symbol degree and the adic degree.
In this sense the images of T̂A0 and ĴA0 are “smooth” in P⊗ˆR̂. In particular
if B = R = C one recovers the Connes-Moscovici regularity condition that
δnρ(A0) and δ
n[D, ρ(A0)] are contained in some algebra of abstract symbols
P0 ⊂ L (H). In the general case regularity strongly depends on the choice
of extension R; for example the tensor algebra R = TB leads to a regular
quasihomomorphism only in very special cases.
Example 3.3 Definition 3.2 is motivated by the classical example of families
of pseudodifferential operators parametrized by a smooth manifold M . Define
B as the commutative Fre´chet m-algebra C∞(M), possibly subject to some
decay conditions at infinity. Its completed projective tensor product with the
algebra of abstract symbols P is thus an algebra of smooth families of symbols
parametrized by M . Suppose now that the product of symbols fulfills the clas-
sical property that the commutator [Pα,Pβ] is included in Pα+β−1. In other
words, the product is commutative at the level of leading symbols. Hence if
|D| ∈ P1⊗ˆB+ is a family of order one, the commutativity of B implies
[|D|,Pα⊗ˆB+] ⊂ Pα⊗ˆB+ ∀α ∈ R .
Now let Ω+(M) be the space of differential forms of even degree overM . We de-
form the ordinary commutative product of differential forms into the associative
and non-commutative product defined by Fedosov [11]
x ◦ y = xy − dxdy ∀x, y ∈ Ω+(M) ,
and denote by R the non-commutative algebra thus obtained. The projection
of differential forms onto the degree zero subspace C∞(M) yields an extension
of Fre´chet m-algebras 0 → J → R → B → 0, where J is the ideal of
differential forms of even degree ≥ 2. Because J is nilpotent, one has R̂ = R
and Ĵ = J . The canonical linear injection of B into R allows to lift |D|
to an element |D̂| ∈ P1⊗ˆR+. Now the derivation defined by the Fedosov
commutator δ = [|D̂|, ]◦ does no longer preserve the symbol degree since R is
not commutative. Instead, for any element x ∈ Pα⊗ˆJ k = F kα one has
δ(x) = [|D̂|, x]◦ = [|D̂|, x]− d|D̂|dx+ dxd|D̂| .
Here [|D̂|, x] is the commutator involving the ordinary (commutative) product
of forms, hence remains in F kα . This shows that δF
k
α ⊂ F kα + F k+1α+1 and by
iteration one gets the filtration property
δnF kα ⊂ F kα +F k+1α+1 + . . .+F k+nα+n ⊂ Fα−k .
16
This fails when R is replaced by the tensor algebra over B, unless |D̂| ∈ P1⊗1
is a constant symbol over M so that d|D̂| = 0. Note that because R is not
quasi-free the homology of X(R) is not isomorphic but contains the de Rham
cohomology of M [10]. For a general quasihomomorphism we only need to
demand that the filtration property above holds on the image of T̂A0 in P⊗ˆR̂.
Now we return to the general case and assume that the quasihomomorphism
is regular. Define the algebra of abstract pseudodifferential operators ΨA0 as the
(non-closed) subalgebra of P⊗ˆR̂ generated by ρ∗T̂A0, F and all the complex
powers |D̂|z , and such that its elements contain at least one factor in ρ∗T̂A0.
Any abstract pseudodifferential operator is a linear combination of elements
x ∈ ΨA0 having an asymptotic expansion
x ≃
∑
k≥0
(ak + bkF ) |D̂|z−k , z ∈ C , (31)
where ak and bk are in the subalgebra of F0 generated by all the derivatives
δn(ρ∗T̂A0) and δn[D̂, ρ∗T̂A0], and ≃ means that the difference x−
∑N
k=0(ak +
bkF ) |D̂|z−k lies in FRe(z)−N−1 for any N ∈ N. The fact that any element
has an asymptotic expansion is a consequence of the formula (whose proof is
identical to [12] Lemma 4.20)
a1|D̂|z1 · a2|D̂|z2 ≃
∑
k≥0
(
z1
k
)
a1δ
k(a2)|D̂|z1+z2−k , (32)
where
(
z
k
)
is the binomial coefficient z(z−1)...(z−k+1)k! . The algebra ΨA0 is fil-
tered by the subspaces (ΨA0)kα = ΨA0 ∩F kα ; one has x ∈ (ΨA0)kα if and only if
x|D̂|−α ∈ (ΨA0)k0 . In particular, for any x ∈ ρ∗T̂A0 the commutator [F, x] be-
longs to (ΨA0)0−1. More generally for any elements xi ∈ ρ∗(ĴA0)ki the product
x0[F, x1] . . . [F, xn] is a pseudodifferential operator in (ΨA0)k−n with k =
∑
i ki.
Similarly we would like to consider a one-form x0[F, x1] . . .dxi . . . [F, xn+1] as a
kind of pseudodifferential operator in an appropriate subspace of the universal
P⊗ˆR̂+-bimodule
Ω1(P⊗ˆR̂) := lim−→
α,β
(Pα⊗ˆR̂+)d(Pβ⊗ˆR̂) . (33)
Note that here R̂+ is view as a unital algebra, so the universal derivation
d : P⊗ˆR̂+ → Ω1(P⊗ˆR̂) vanishes on the subspace P⊗ˆ1 by definition. Since
P is a Z2-graded algebra, d actually anticommutes with odd elements and the
Leibniz rule reads d(xy) = dx y+(−)|x|xdy. Moreover the Hochschild operator
b : Ω1(P⊗ˆR̂)→ P⊗ˆR̂ is the graded commutator b(xdy) = (−)|x|[x, y]. Then,
filter Ω1(P⊗ˆR̂) by the subspaces
(Ω1F )kα =
∑
β+γ=α
l+m=k
F lβdF
m
γ , (Ω
1F )α =
∑
k≥0
(Ω1F )kα+k
for any α ∈ R and k ∈ N. We denote improperly by Ω1ΨA0 ⊂ Ω1(P⊗ˆR̂)
the (non-closed) subspace of abstract pseudodifferential operators, generated
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by products of ρ∗T̂A0, F , |D̂|z together with their d-derivatives, and such that
at least one factor comes from ρ∗T̂A0. Let ♮ be the projection of Ω1(P⊗ˆR) onto
its quotient by the commutator subspace [P⊗ˆR+,Ω1(P⊗ˆR)]. Any abstract
pseudodifferential operator in ♮Ω1ΨA0 is a linear combination of one-forms ω
having an asymptotic expansion
ω ≃
∑
k≥0
♮
(
(ak + Fbk)|D̂|z−kdck + (a′k + Fb′k)|D̂|z−k−1d|D̂|
)
, (34)
where as before ak, bk, a
′
k, b
′
k and ck are in the subalgebra of F0 generated
by the derivatives δn(ρ∗T̂A ), δn[D̂, ρ∗T̂A ], and ≃ means that the difference
ω −∑Nk=0 ((ak + bkF ) |D̂|z−kdck + . . . ) lies in ♮(Ω1F )Re(z)−N−1 for any N ∈
N. Indeed, the integral formula (30) and the identity d(λ − |D̂|)−1 = (λ −
|D̂|)−1d|D̂|(λ− |D̂|)−1 yield the asymptotic expansion
d|D̂|z ≃
∑
k≥1
(
z
k
)
(−)k−1|D̂|z−kδk−1(d|D̂|) , (35)
hence for any a one gets ♮d(a|D̂|z) ≃ ♮|D̂|zda+∑k≥1 ( zk ) ♮δk−1(a)|D̂|z−kd|D̂|.
This shows that any element of ♮Ω1ΨA0 has an asymptotic expansion. Since
ΨA0 is an algebra, the Hochschild boundary b clearly sends ♮Ω1ΨA0 to ΨA0,
and ♮d maps ΨA0 to ♮Ω1ΨA0 by construction. Moreover Ω1ΨA0 is filtered by
the subspaces (Ω1ΨA0)kα := Ω
1ΨA0∩(Ω1F )kα, and the obvious compatibility of
the filtrations with the boundary maps b and ♮d leads to a family of complexes
X(ΨA0)
k
α : (ΨA0)
k
α ⇄ ♮(Ω
1ΨA0)
k
α (36)
indexed by α ∈ R and k ∈ N. In particular for any elements xi ∈ ρ∗(ĴA0)ki ,
the one-form ♮x0[F, x1] . . .dxi . . . [F, xn+1] lies in ♮(Ω
1ΨA0)k−n with k =
∑
i ki.
Before renormalizing the eta-cochain with our pseudodifferential calculus, it
remains to discuss partial supertraces. By definition the operator supertrace τ
is defined on the (p+1)-th power of the Schatten ideal I s = L p+1(H) (see [21]
for the normalization of τ depending on the parity of the quasihomomorphism).
Since P is represented by unbounded operators on H we can also regard τ
as an unbounded linear map on each Pα. In general its domain cannot be
extended to the entire space Pα even for α ≪ 0 (for example when Pα is the
space of pseudodifferential operators of order≤ α over a non-compact manifold);
however it is reasonable to impose that the unbounded partial supertraces
τ : F kα = Pα⊗ˆĴ k → Ĵ k (37)
τ♮ : (Ω1F )kα →
∑
l+m=k
Pα⊗ˆĴ ldĴm → ♮(Ĵ kdR̂ + Ĵ k−1dĴ )
extend to a well-defined chain map from the entire subcomplex X(ΨA0)kα to
X(R̂) whenever α ≪ 0. The idea is that a pseudodifferential operator of the
kind x|D̂|α with x ∈ ρ∗TA0 should be trace-class. Recall that X(R̂) is filtered
by the subcomplexes F 2k−1X̂(R,J ) : Ĵ k ⇄ ♮(Ĵ kdR̂ + Ĵ k−1dĴ ).
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Definition 3.4 A regular quasihomomorphism has finite analytic dimension
d ∈ R if the subspaces of pseudodifferential operators (ΨA0)kα and (Ω1ΨA0)kα
are in the domain of the unbounded partial supertraces (37) whenever α < −d,
and the latter extend to a chain map preserving the adic degree:
X(ΨA0)
k
α → F 2k−1X̂(R,J ) .
Moreover the quasihomomorphism has discrete dimension spectrum if there ex-
ists a discrete subset Sd ⊂ C, such that for any x, y ∈ (ΨA0)∗0 ∪ {1} not simul-
taneously equal to 1, the zeta-functions with values in X(R̂)
τ(x|D̂|zy) ∈ R̂ , τ♮(x|D̂|
zdy)
τ♮(x|D̂|z−1yd|D̂|)
}
∈ Ω1R̂♮
are holomorphic over the half-plane Re(z) < −d and extend to meromorphic
functions over C with poles contained in Sd, preserving the adic degree.
On the technical side we have to assume that whenever a pseudodifferential
operator constructed from x, y ∈ ΨA0 and the complex power |D̂|z is in the do-
main of the trace, the corresponding zeta-function is holomorphic and coincides
with the value given by the trace. This is to avoid pathological situations in
which the zeta-function would differ from the value of the trace even when the
latter is defined. Note that speaking about holomorphic functions with values
in X(R̂) requires that the odd part of the X-complex Ω1R̂♮ can be written
as an inverse system of Fre´chet spaces; this holds true for example when R is
quasi-free and we shall not insist on that point.
In the following we assume that the analytic dimension d is exactly the degree
p of the quasihomomorphism (morally ρ(a)|D|−1 sits in L p+1(H)⊗ˆB for any
a ∈ A0), but other situations are conceivable. Now we can define a renormalized
partial (super)trace τR by taking the finite part at z = 0 of the meromorphic
extension of the trace τ , regularized by |D̂|−z when Re(z)≫ 0:
τR(x) = Pf
z=0
τ(x|D̂|−z) , τR♮(xdy) = Pf
z=0
τ♮(x|D̂|−zdy) , (38)
for x, y ∈ ΨA0. The finite part of a meromorphic function Pfz=0 ζ(z) is the
coefficient ζ0 of its Laurent expansion ζ(z) =
∑
k ζkz
k around zero. Hence by
hypothesis, when the symbol degrees of x, y are low enough the zeta-functions
are holomorphic around zero and their values at z = 0 coincide with the un-
renormalized traces τ(x) and τ♮(xdy). However, the renormalized trace is no
longer a trace: because of the presence of the operator |D̂|−z, the naive algebraic
identity (the sign ± depends on the parity of x and τ)
b τ♮(xdy) = ±τ([x, y])
is broken by anomalous terms. The latter are necessarily residues of zeta-
functions and can be explicitly computed using the above pseudodifferential
calculus. One has
b τR♮(xdy) = ± Pf
z=0
τ([x|D̂|−z, y]) = ±τR([x, y])± Pf
z=0
τ(x[|D̂|−z, y]) .
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For concreteness take y ∈ (ΨA0)lα. The commutator [|D̂|−z, y] admits the
asymptotic expansion
[|D̂|−z, y] ≃
∑
k≥1
(−z
k
)
δk(y)|D̂|−z−k ≃ z
∑
k≥1
(−)k
k!
Γ(z + k)
Γ(z + 1)
δk(y)|D̂|−z−k ,
where δk(y)|D̂|−z−k ∈ (ΨA0)lα−z−k + (ΨA0)l+1α−z−k+1 + . . . + (ΨA0)l+kα−z. It
means that if we work modulo high adic degrees, the difference x[|D̂|−z, y] −∑N
k=1
(−z
k
)
xδk(y)|D̂|−z−k becomes trace-class for large N and its trace, being
holomorphic around zero, vanishes at z = 0. Hence from Pf
z=0
zζ(z) = Res
z=0
ζ(z)
we can write the anomalous terms as
Pf
z=0
τ(x[|D̂|−z, y]) =
∑
k≥1
(−)k
k!
Res
z=0
Γ(z + k)
Γ(z + 1)
τ(xδk(y)|D̂|−z−k) ,
where the sum over k in the right-hand-side is pro-finite in R̂. The components
of the renormalized eta-cochain η̂n+1R in low degrees n < d = p are defined in
exactly the same way, with insertion of |D̂|−z at appropriate places:
η̂n+1R0 (x0dx1 . . .dxn+1) =
Γ(n2 + 1)
(n+ 2)!
1
2
Pf
z=0
τ
(
|D̂|−zFx0[F, x1] . . . [F, xn+1]+
n+1∑
i=1
(−)(n+1)i[F, xi] . . . [F, xn+1]|D̂|−zFx0[F, x1] . . . [F, xi−1]
)
η̂n+1R1 (x0dx1 . . .dxn+2) =
Γ(n2 + 1)
(n+ 3)!
1
2
× (39)
n+2∑
i=1
Pf
z=0
( i∑
j=1
τ♮x0F [F, x1] . . . [F, xj−1]|D̂|−z[F, xj ] . . .dxi . . . [F, xn+2]
+
n+2∑
j=i
τ♮Fx0[F, x1] . . .dxi . . . [F, xj ]|D̂|−z[F, xj+1 ] . . . [F, xn+2]
)
,
for any xi ∈ ρ∗T̂A0. Note that for n ≥ d = p the renormalized eta-cochain η̂n+1R
coincides with η̂n+1 because in this situation the zeta-functions are holomorphic
at z = 0 by the summability hypothesis [F, x] ∈ (ΨA0)0−1. According to Lemma
2.3, when R is quasi-free the cocycle
[∂, ηR]ρ∗γ ∈ Hom(X(T̂A0), X(R̂)) (40)
represents the periodic Chern character ch(ρ) ∈ HP p(A0,B). In fact a finer
analysis of the adic properties of the renormalized eta-cochain performed in the
theorem below shows that the cocycle [∂, ηR]ρ∗γ is of order p hence represents
also the non-periodic bivariant Chern character chp(ρ) ∈ HCp(A0,B), and
carries all the information about secondary classes. The general discussion of
section 2 shows that the components of [∂, ηR], depicted through the diagram
(20), arise as an anomalous boundary of the renormalized eta-cochain caused
by the insertion of |D̂|−z. They are explicitly computable as residues of zeta-
functions, by a straightforward generalization of the argument given above for
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the renormalized trace. One thus obtains a local representative (in the sense of
noncommutative geometry) of the bivariant Chern character.
It should be stressed that the renormalization (39) is by no means unique; one
could indeed use the operator |D̂|−z in many different ways. The simplest
modification is, for example, to multiply the zeta-function appearing in the
definition η̂n+1R = Pfz=0 ζ(z) by a function h(z) holomorphic around zero, with
h(0) = 1. Since one has h(z) = 1 + z l(z) for some l(z), the new renormalized
cochain reads
η̂n+1R′ = η̂
n+1
R +Resz=0
l(z)ζ(z) .
The function l(z) being holomorphic, the residue term only extracts the poles
of ζ(z) at zero. This illustrates a general fact: different renormalizations ηR
and ηR′ always differ by a (pro-finite) sum of local counterterms (here, residues
of zeta-functions), and their boundaries [∂, ηR]ρ∗γ and [∂, ηR′ ]ρ∗γ represent the
same bivariant periodic cohomology class ch(ρ) ∈ HP p(A0,B). We could also
modify ηR by adding more complicated terms; they would be typically of the
form
Res
z=0
h(z)τ(δk0X0 . . . δ
knXn |D̂|−z−m) , (41)
where h(z) is holomorphic around zero, δk is the k-th power of the derivation
[|D̂|, ], m is a positive integer, and Xi denotes either xi, dxi, [F, xi] or [D̂, xi]. It
is however not true that any renormalization leads to a representative of the non-
periodic bivariant class chp(ρ) ∈ HCp(A0,B); in general we can only control the
periodic class. A judicious choice of counterterms makes the link between the
renormalization (39) and the bivariant generalization of the Connes-Moscovici
local index formula [7]:
Theorem 3.5 (Anomaly formula) Let ρ : A → E s ⊲ I s⊗ˆB be a (p + 1)-
summable quasihomomorphism of parity p mod 2, gifted with an algebra of
abstract symbols associated to a dense subalgebra A0 ⊂ A . Suppose that ρ
is regular with respect to an extension R of B, has finite analytic dimension
d = p and discrete dimension spectrum. Then the boundary of the eta-cochain
renormalized by (39) is a cocycle of order p in the bivariant complex
[∂, ηR]ρ∗γ ∈ Homp(X(T̂A0), X(R̂))
Hence it represents the non-periodic Chern character chp(ρ) ∈ HCp(A0,B)
when R is quasi-free. Moreover [∂, ηR]ρ∗ is cohomologous, in the complex
Hom(Ω̂T̂A0, X(R̂)), to the cocycle χRρ∗ whose component in any degree n ≡
p mod 2 is given by a linear map χnR0ρ∗ : Ω̂
nT̂A0 → R̂
χnR0(x0dx1 . . .dxn) =
∑
k0,...,kn≥0
(−)k+nc(k0, . . . , kn) Res
z=0
(Γ(z + k + n2 )
Γ(z + 1)
×
n∑
i=0
(−)i(n−1) τ(dx(k0)n−i+1 . . . x(ki)0 dx(ki+1)1 . . . dx(kn)n−i |D̂|−2(z+k)−n)
)
(42)
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and a linear map χnR1ρ∗ : Ω̂
n+1T̂A0 → Ω1R̂♮
χnR1(x0dx1 . . .dxn+1) =
∑
k0,...,kn≥0
(−)k+nc(k0, . . . , kn) Res
z=0
(Γ(z + k + n2 )
Γ(z + 1)
×
n∑
i=0
(−)inτ♮(dx(k0)n−i+2 . . . x(ki)0 dx(ki+1)1 . . . dx(kn)n−i |D̂|−2(z+k)−ndxn−i+1)
)
−
∑
k0,...,kn+1≥0
(−)k+nc(k0, . . . , kn+1) Res
z=0
(Γ(z + k + n2 + 1)
Γ(z + 1)
×
n+1∑
i=0
(−)inτ♮(dx(k0)n−i+2 . . . x(ki)0 dx(ki+1)1 . . . dx(kn+1)n−i+1|D̂|−2(z+k+1)−ndD̂)
)
(43)
where k denotes the sum
∑
i ki, dx is the commutator [D̂, x], the superscript
x(ki) denotes the ki-th power of the derivation [D̂
2, ] acting on x, and the
constant c(k0, . . . , kn) is defined by
c(k0, . . . , kn)
−1 = k0! . . . kn!(k0 + 1)(k0 + k1 + 2) . . . (k0 + . . .+ kn + n+ 1) .
Hence the composite χRρ∗γ ∈ Hom(X(T̂A0), X(R̂)) represents the periodic
Chern character ch(ρ) ∈ HP p(A0,B) when R is quasi-free.
Before giving the proof let us make some comments about the cocycle χR.
Firstly, if k + n2 > 0 the quotient
Γ(z+k+ n
2
)
Γ(z+1) is holomorphic at z = 0 (it is
moreover a polynomial when n is even). Hence the residue term extracts only
the poles of the corresponding zeta-function. Only when n = 0, k = 0 the
above quotient of gamma-functions is singular and equals 1/z. In this case the
residue actually selects the finite part of the zeta-function. This happens when
the quasihomomorphism has even degree, and concerns only the components of
degree zero
χ0R0(x0) = Pf
z=0
τ(x0|D̂|−2z) + poles (terms k > 0) ,
χ0R1(x0dx1) = Pf
z=0
τ♮(x0|D̂|−2zdx1) + poles (terms k > 0) .
Secondly, denote by (ΨA0)α the sum
∑
l≥0(ΨA0)
l
α+l. For x ∈ (ΨA0)0 the
commutator x(1) = [|D̂|2, x] = δ2(x) + 2δ(x) |D̂| is a pseudodifferential operator
in (ΨA0)1, and inductively one has x(k) ∈ (ΨA0)k and similarly for dx(k). Using
Definition 3.4 of the analytic dimension, it follows that for any xi ∈ ρ∗T̂A0 the
pseudodifferential operator
x
(k0)
0 dx
(k1)
1 . . . dx
(kn)
n |D̂|−2k−n ∈ (ΨA0)−k−n , k0 + . . .+ kn = k
becomes trace-class for n+ k ≫ 0, provided we mod out the large adic degrees.
It follows that the evaluation of the chain map χRρ∗γ on an arbitrary element
of the X-complex X(T̂A0) is actually given by a pro-finite sum of residues in
X(R̂).
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Proof of 3.5: According to Lemma 2.3 we have to show that (ηR − η>p)ρ∗γ is
a cochain of order p in the complex Hom(X(T̂A0), X(R̂)). Since the difference
ηR − η>p is the finite sum of the renormalized components η̂n+1R for n = p− 2,
p− 4, etc... it is enough to establish that the latter are cochains of order ≤ p.
We follow the proof of [21] Proposition 3.9 and introduce the coarse filtration
of ΩnTA0 by the subspaces
HkΩnTA0 =
∑
k0+...+kn≥k
(JA0)
k0d(JA0)
k1 . . .d(JA0)
kn ,
with the convention (JA0)0 = (TA0)+. Morally HkΩnTA0 contains at least
k powers of the ideal JA0. The components of the renormalized eta-cochain
are products of commutators [F, x] with |D̂|−z evaluated on the partial trace τ ,
which preserves the adic degree k by virtue of Definition 3.4, hence (we do no
longer mention the homomorphism ρ∗ when it is not necessary)
η̂n+1R0 (H
kΩn+1TA0) ⊂ Ĵ k ,
η̂n+1R1 (H
kΩn+2TA0) ⊂ ♮(Ĵ kdR̂ + Ĵ k−1dĴ ) .
These estimates are sufficient to prove that the composite η̂n+1R ρ∗γ is a cochain
of order n+3. This is what we want except for the component of highest degree
η̂p−1R , for which we need a better estimate. As explained in [21] Proposition 3.9,
an optimal estimate requires to refine the H-filtration by introducing a new one,
GkΩnTA0 =
∑
k0+...+kn≥k
(JA0)
k0dTA0 . . . (JA0)
kn−1dTA0(JA0)
kn+Hk+1ΩnTA0
and relate the Hochschild coboundary of η̂p−1R1 to the component χ̂
p
1 of the Chern
character in critical degree p. The crucial properties of χ̂p1 which make the proof
of [21] work are: i) invariance under the Karoubi operator κ and ii) compatibility
with the G-filtration as follows:
χ̂p1(G
kΩp+1TA0) ⊂ ♮J kdR .
In the present case one must be careful because the eta-cochain of degree p −
1 is renormalized, and the naive relation η̂p−11 b = (−)p−1χ̂p1 is broken by an
anomalous term. By direct computation one finds η̂p−1R1 b = (−)p−1χ̂p1 + ψp1 ,
where ψp1 involves commutators with |D̂|−z :
ψp1(x0dx1 . . .dxp+1) =
Γ(p/2)
(p+ 1)!
1
2
p∑
i=1
Pf
z=0
τ♮
( i∑
j=1
(−)jx0F [F, x1] . . . [|D̂|−z, xj ] . . .dxi+1 . . . [F, xp+1]
+
p+1∑
j=i+1
(−)jFx0[F, x1] . . .dxi . . . [|D̂|−z , xj ] . . . [F, xp+1]
)
.
Problematically ψp1 is not κ-invariant and its compatibility with the G-filtration
is not obvious. Using the abstract pseudodifferential calculus we expand the
commutator
[|D̂|−z, xj ] ≃ z
∑
l≥1
(−)l
l!
Γ(z + l)
Γ(z + 1)
δl(xj)|D̂|−z−l ,
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and ψp1 can be rewritten as a pro-finite sum of residues, typically
Res
z=0
τ♮(x0F [F, x1] . . . δ
l(xj)|D̂|−z−l . . .dxi+1 . . . [F, xp+1])
or Res
z=0
τ♮(Fx0[F, x1] . . .dxi . . . [|D̂|−z, xj ] . . . [F, xp+1])
for some l ≥ 1. Suppose xi ∈ (JA0)ki , so that x0dx1 . . .dxp+1 ∈ HkΩp+1TA0
with k = k1 + . . .+ kp+1. Then one has [F, xi] ∈ (ΨA0)ki−1 and
δl(xj)|D̂|−z−l ∈ (ΨA0)kj−z−l + (ΨA0)kj+1−z−l+1 + . . .+ (ΨA0)kj+l−z .
It means that modulo the adic degrees ≥ k+1, only the residue corresponding to
l = 1 remains because for l > 1 the trace is finite. Hence for x0dx1 . . .dxp+1 ∈
HkΩp+1TA0 we have
ψp1(x0dx1 . . .dxp+1) ≡
− Γ(p/2)
(p+ 1)!
1
2
p∑
i=1
Res
z=0
τ♮
( i∑
j=1
(−)jx0F [F, x1] . . . δxj |D̂|−z−1 . . .dxi+1 . . . [F, xp+1]
+
p+1∑
j=i+1
(−)jFx0[F, x1] . . .dxi . . . δxj |D̂|−z−1 . . . [F, xp+1]
)
modulo ♮(Ĵ k+1dR̂ + Ĵ kdĴ ). The operator under the residue has symbol
degree zero. Therefore we can move |D̂|−z−1 and F in first position because
their commutators with the xi’s have lower symbol degree unless they raise the
adic degree. One gets
ψp1(x0dx1 . . .dxp+1) ≡
− Γ(p/2)
(p+ 1)!
1
2
p∑
i=1
Res
z=0
τ♮ F |D̂|−z−1
( i∑
j=1
(−)jx0[F, x1] . . . δxj . . .dxi+1 . . . [F, xp+1]
+
p+1∑
j=i+1
(−)jx0[F, x1] . . .dxi . . . δxj . . . [F, xp+1]
)
modulo ♮(Ĵ k+1dR̂ + Ĵ kdĴ ). Now it is easy to show the κ-invariance of
the r.h.s. as well as the needed compatibility with the G-filtration, still mod-
ulo ♮(Ĵ k+1dR̂ + Ĵ kdĴ ). This is allows to apply verbatim the proof of [21]
Proposition 3.9 and show that η̂p−1R ρ∗γ is a cochain of order p as wanted.
The formula for χR is an involved computation which relies on the techniques
developed in [17, 18] in connection with a JLO approach to the bivariant Chern
character. We use Quillen’s formalism of algebra cochains [24] and let C be the
bar coalgebra of the unitalized completed tensor algebra (T̂A0)+. Thus C is
the graded direct sum of n-fold tensor products
C0 = C , Cn = (T̂A0)
+⊗ˆ . . . ⊗ˆ(T̂A0)+ (n times) .
The coproduct on C comes from the linear maps Cn →
⊕n
k=0 Ck⊗ˆCn−k induced
by all possible decompositions of n-chains into a tensor product. Moreover
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the multiplication on (T̂A0)+ leads to a Hochschild differential of odd degree
b′ : Cn → Cn−1
b′(x1 ⊗ . . .⊗ xn) =
n−1∑
i=1
(−)i+1x1 ⊗ . . .⊗ xixi+1 ⊗ . . .⊗ xn .
Then b′2 = 0 and C is a graded differential coalgebra. Now consider the (unital)
Z2-graded algebra of non-commutative differential forms of degree ≤ 1 over
P⊗ˆR̂
Ω∗(P⊗ˆR̂) := P⊗ˆR̂+ ⊕ Ω1(P⊗ˆR̂)
gifted with the derivation d. The space of linear maps Hom(C ,Ω∗(P⊗ˆR̂))
with convolution product is a Z2-graded algebra. d and the transposed δ of b
′
act on this algebra as (anticommuting) differentials of odd degree. The unital
homomorphism ρ∗ : (T̂A0)+ ∼= C1 → P0⊗ˆR̂+ extended by zero over Cn, n 6= 1,
defines an element of odd degree in this DG algebra. In the same way, we
regard the Dirac operator D̂ ∈ P1⊗ˆR̂+ as a linear map C ∼= C0 → P1⊗ˆR̂+,
1 7→ D̂, hence as an element of odd degree D̂ ∈ Hom(C ,Ω∗(P⊗ˆR̂)). For any
real parameter t > 0, the sum ρ∗ + tD̂ thus defines a Quillen superconnection
∇t = δ − d+ ρ∗ + tD̂ on the DG algebra Hom(C ,Ω∗(P⊗ˆR̂)), with curvature
(see [17])
∇2t = −dρ∗ − tdD̂ + t[D̂, ρ∗] + t2D̂2 ∈ Hom(C ,Ω∗(P⊗ˆR̂)) .
The exponential exp(−∇2t ) is an even-degree element of the convolution algebra,
defined via a Duhamel-type expansion (see below). It involves the heat oper-
ator related to the complex powers of the Dirac operator through the Mellin
transform:
e−t
2 bD2 =
1
2πi
∫
e−t
2λ2
λ− |D̂|
dλ , |D̂|−2z = 2
Γ(z)
∫ ∞
0
dt
t
t2ze−t
2 bD2 .
The integral over the complex parameter λ is performed along a vertical line
separating zero from the spectrum of |D| as in Eq. (30). Next we let Ω1C =
C ⊗ˆ(T̂A0)+⊗ˆC be the universal bicomodule ([24]) over the coalgebra C . The
left comodule map Ω1C → C ⊗ˆΩ1C and the right comodule map Ω1C →
Ω1C ⊗ˆC are defined via the coproduct on the left and right factor C respec-
tively. Hence by duality the space of linear maps Hom(Ω1C ,Ω∗(P⊗ˆR̂)) is
a bimodule over the convolution algebra Hom(C ,Ω∗(P⊗ˆR̂)). Moreover the
transposed of the universal coderivation Ω1C → C , which identifies a tensor
product Ck⊗ˆ(T̂A0)+⊗ˆCn−k with Cn+1, induces a derivation
∂ : Hom(C ,Ω∗(P⊗ˆR̂))→ Hom(Ω1C ,Ω∗(P⊗ˆR̂)) .
In particular ∂ρ∗ defines an element of this bimodule. The core of the bivariant
JLO Chern character constructed in [17] is the element
µ(t) =
∫ 1
0
ds e−s∇
2
t ∂ρ∗e(s−1)∇
2
t ∈ Hom(Ω1C ,Ω∗(P⊗ˆR̂)) . (44)
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Alternatively µ(t) is the term proportional to ∂ρ∗ in the Duhamel expansion of
the exponential exp(∂ρ∗ − ∇2t ). We compose the linear map µ(t) on the right
with the cotrace ♮ : ΩT̂A0 → Ω1C defined on a n-form by
♮(x0dx1 . . .dxn) =
n∑
i=0
(−)n(i+1)(xi+1 ⊗ . . .⊗ xn)⊗ x0 ⊗ (x1 ⊗ . . .⊗ xi)
whence a linear map µ(t)♮ : ΩT̂A0 → Ω∗(P⊗ˆR̂). Let pX be the projection
of Ω∗(P⊗ˆR̂) onto the X-complex X(P⊗ˆR̂+) : P⊗ˆR̂+ ⇄ Ω1(P⊗ˆR̂)♮, and
compose µ(t)♮ on the left with pX to get a linear map for any t > 0:
pXµ(t)♮ ∈ Hom(ΩT̂A0, X(P⊗ˆR̂)) .
Proposition 6.5 of [17] shows that pXµ(t)♮ is a chain map from the (b + B)-
complex of differential forms over T̂A0 to the X-complex:
(♮d⊕ b) ◦ pXµ(t)♮− pXµ(t)♮ ◦ (b+B) = 0 .
This is a direct consequence of the Bianchi identity [∇t, exp(−∇2t )] = 0. Then
for z ∈ C consider the cocycle
χ(z) =
2
Γ(z)
∫ ∞
0
dt
t
t2z pXµt♮ ∈ Hom(ΩT̂A0, X(P⊗ˆR̂)) .
It splits into a set of components χn0 (z) : Ω
nT̂A0 → P⊗ˆR̂ and χn1 (z) :
Ωn+1T̂A0 → ♮Ω1(P⊗ˆR̂) for any integer n. In order to establish explicit formu-
las let µ0(t) be the component of the map µ(t) with range contained in P⊗ˆR̂+.
It is defined via the Duhamel series
µ0(t) =
∑
n≥0
(−t)n
∫
∆n+1
ds e−s0t
2 bD2A0e
−s1t2 bD2A1 . . . e−snt
2 bD2Ane
−sn+1t2 bD2 ,
where ∆n+1 is the standard simplex with coordinates s0, . . . , sn+1, one of the
Ai’s is equal to ∂ρ∗ while the others are equal to [D̂, ρ∗], and we sum over all
such possibilities. The n-th term of this series contributes to the component
χn0 (z):
χn0 (z) =
2(−)n
Γ(z)
∫ ∞
0
dt
t
t2z+n
∫
∆n+1
ds e−s0t
2 bD2A0 . . . Ane
−sn+1t2 bD2♮ .
The range of this map is not contained in the subspace of pseudodifferential
operators ΨA0 ⊂ P⊗ˆR̂. However we can write an asymtotic expansion of
χn0 (z) by moving all the heat operators exp(−sit2D̂2) to the right (see [7]),∫ ∞
0
dt
t
t2z+n
∫
∆n+1
ds e−s0t
2 bD2A0e
−s1t2 bD2A1 . . . e−snt
2 bD2Ane
−sn+1t2 bD2
≃
∑
k0,...,kn≥0
∫ ∞
0
dt
t
t2z+n(−t2)k ×
∫
∆n+1
ds
sk00
k0!
. . .
(s0 + . . .+ sn)
kn
kn!
A
(k0)
0 A
(k1)
1 . . . A
(kn)
n e
−t2 bD2
≃
∑
k0,...,kn≥0
(−)k
∫ ∞
0
dt
t
t2z+n+2kc(k0, . . . , kn)A
(k0)
0 A
(k1)
1 . . . A
(kn)
n e
−t2 bD2 ,
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where k = k0+ . . .+ kn, c(k0, . . . , kn) is the constant defined above, A
(ki)
i is the
ki-th power of the derivation [D̂
2, ] on Ai, and ≃ means equality modulo the
space of linear maps Hom(Ω1C ,Fα) for any α ∈ R. Perform the integral over
t using the Mellin transform
2
Γ(z)
∫ ∞
0
dt
t
t2z+2k+ne−t
2 bD2 =
Γ(z + k + n/2)
Γ(z)
|D̂|−2z−2k−n ,
so that χn0 (z) ∈ Hom(ΩnT̂A0,P⊗ˆR̂) admits the asymptotic expansion
χn0 (z) ≃∑
k0,...,kn≥0
(−)n+kc(k0, . . . , kn)
Γ(z + k + n2 )
Γ(z)
A
(k0)
0 A
(k1)
1 . . . A
(kn)
n |D̂|−2z−2k−n♮ .
Observe that the (k0, . . . , kn)-th term of the expansion is a linear map from
ΩnT̂A0 to the subspace of pseudodifferential operators ΨA0 ∩ Fα with α =
−2Re(z)− k−n. Hence we can apply the partial trace τ : ΨA0 → R̂ for z ≫ 0
and define the renormalized components χnR0 ∈ Hom(ΩnT̂A0, R̂) by taking the
finite part at z = 0:
χnR0 =∑
k0,...,kn≥0
(−)n+kc(k0, . . . , kn) Pf
z=0
Γ(z + k + n2 )
Γ(z)
τ(A
(k0)
0 A
(k1)
1 . . . A
(kn)
n |D̂|−2z−2k−n)♮ .
Since 1/Γ(z) = z/Γ(z + 1) the latter is a sum of residues:∑
k0,...,kn≥0
(−)n+kc(k0, . . . , kn)Res
z=0
Γ(z + k + n2 )
Γ(z + 1)
τ(A
(k0)
0 A
(k1)
1 . . . A
(kn)
n |D̂|−2z−2k−n)♮
The explicit evaluation of this cochain on a n-form x0dx1 . . .dxn ∈ ΩnT̂A0
yields formula (42). For the reason explained above the sum over k0, . . . , kn is
actually pro-finite, and the sum of all components
∑
n χ
n
R0 really extends to a
cochain in Hom(Ω̂T̂A0, R̂).
The degree-one component µ1(t) ∈ Hom(Ω1C ,Ω1(P⊗ˆR̂)) of µ(t) is also defined
via a Duhamel series,
µ1(t) =
∑
n≥0
td
∫
∆n+1
ds e−s0t
2 bD2B0e
−s1t2 bD2B1 . . . e−snt
2 bD2Bne
−sn+1t2 bD2 ,
where now the Bi’s are chosen among ∂ρ∗, −[D̂, ρ∗], dρ∗, dD̂, and the power
d is equal to the number of operators D̂ involved. Applying the universal trace
and cotrace on both sides, the one-forms dρ∗ and dD̂ can be pushed to the right
so that the composite ♮µ1(t)♮ ∈ Hom(ΩT̂A0,Ω1(P⊗ˆR̂)♮) is
♮µ1(t)♮ =
∑
n≥0
(−t)n
∫
∆n+1
ds ♮e−s0t
2 bD2A0 . . . e
−snt2 bD2Ane−sn+1t
2 bD2dρ∗♮
+
∑
n≥0
(−t)nt
∫
∆n+1
ds ♮e−s0t
2 bD2A0 . . . e
−snt2 bD2Ane−sn+1t
2 bD2dD̂♮ ,
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where one of the Ai’s is ∂ρ∗ and the others are equal to [D̂, ρ∗]. Moving the heat
operators to the right without crossing d, one obtains as before an asymptotic
expansion for the cochain χn1 (z) ∈ Hom(Ωn+1T̂A0,Ω1(P⊗ˆR̂)♮)
χn1 (z) ≃∑
k0,...,kn≥0
(−)n+kc(k0, . . . , kn)
Γ(z + k + n2 )
Γ(z)
♮A
(k0)
0 A
(k1)
1 . . . A
(kn)
n |D̂|−2(z+k)−ndρ∗♮
−
∑
k0,...,kn+1≥0
(−)n+kc(k0, . . . , kn+1)
Γ(z + k + n2 + 1)
Γ(z)
♮A
(k0)
0 . . . A
(kn+1)
n+1 |D̂|−2(z+k+1)−ndD̂♮
where ≃ means equality modulo Hom(Ωn+1T̂A0, ♮(Ω1F )α) for any α ∈ R. The
(k0, . . . , kn)-th term of the expansion ranges in the subspace of pseudodifferential
operators ♮Ω1(ΨA0) ∩ ♮(Ω1F )α with α = −2Re(z) − k − n. Hence we can
apply the trace τ : ♮Ω1(ΨA0) → Ω1R̂♮ for z ≫ 0 and define the renormalized
components χnR1 ∈ Hom(Ωn+1T̂A0,Ω1R̂♮) by taking the finite part at z = 0.
Alternatively it is the (pro-finite) sum of residues
χnR1 =
∑
k0,...,kn≥0
(−)n+kc(k0, . . . , kn)×
Res
z=0
(Γ(z + k + n2 )
Γ(z + 1)
♮A
(k0)
0 A
(k1)
1 . . . A
(kn)
n |D̂|−2(z+k)−ndρ∗♮
)
−
∑
k0,...,kn+1≥0
(−)n+kc(k0, . . . , kn+1)×
Res
z=0
(Γ(z + k + n2 + 1)
Γ(z + 1)
♮A
(k0)
0 . . . A
(kn+1)
n+1 |D̂|−2(z+k+1)−ndD̂♮
)
.
The explicit evaluation of this cochain on a (n + 1)-form x0dx1 . . .dxn+1 ∈
Ωn+1T̂A0 yields formula (43). Since the residues vanish for large degrees the
sum
∑
n χ
n
R1 extends to a cochain in Hom(Ω̂T̂A0,Ω
1R̂♮). Collecting the even
and odd part we thus obtain a cochain in the bivariant periodic complex
χR ∈ Hom(Ω̂T̂A0, X(R̂)) .
It is a cocycle as a consequence of the fact that the cocycle property for χ(z) is
algebraic and thus passes to asymptotic expansions in terms of pseudodifferential
operators.
In order to relate χR to the renormalized eta-cochain we use the same tricks
and introduce a parameter u ∈ R+. Let (Ω∗R+ = C∞(R+) ⊕ Ω1R+, du) be
the de Rham complex of ordinary differential forms with respect to u. On the
convolution DG algebra Hom(C ,Ω∗(P⊗ˆR̂)⊗ˆΩ∗R+) we take the sum ∇˜t of the
connections −du + uF and ∇t = δ − d+ ρ∗ + tD̂; the new curvature reads
(∇˜t)2 = −duF − dρ∗ − tdD̂ + [uF + tD̂, ρ∗] + (u+ t|D̂|)2 .
Then define µ˜(t) ∈ Hom(Ω1C ,Ω∗(P⊗ˆR̂)⊗ˆΩ∗R+) by formula (44) with ∇t re-
placed by ∇˜t. Write µ˜(t) = µ(t)+du ν(t) its expansion in powers of the one-form
du. Hence µ(t) and ν(t) are both elements of Hom(Ω1C ,Ω∗(P⊗ˆR̂)⊗ˆC∞(R+)).
Remark that µ(t, u = 0) coincides with the old expression (44) for any t > 0.
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By [17] Proposition 6.7, the Bianchi identity for the total connection ∇˜t leads
to the transgression relation
∂
∂u
(pXµ(t, u)♮) = (♮d⊕ b) ◦ (pXν(t, u)♮) + (pXν(t, u)♮) ◦ (b +B)
in the complex Hom(ΩT̂A0, X(P⊗ˆR̂)). Then consider the cochain
η(z) =
−2
Γ(z)
∫ ∞
0
dt
t
t2z
∫ ∞
0
du pXν(t, u)♮ ∈ Hom(ΩT̂A0, X(P⊗ˆR̂)) .
Its boundary is related to the cocycle χ(z) by means of the above transgression:
(♮d⊕ b) ◦ η(z) + η(z) ◦ (b +B) = 2
Γ(z)
∫ ∞
0
dt
t
t2z pXµ(t, 0)♮ = χ(z) (45)
Let us calculate the asymptotic expansion of η(z). The component of ν(t, u)
landing in degree zero ν0(t, u) ∈ Hom(Ω1C ,P⊗ˆR̂+) is defined via the Duhamel
series
ν0(t, u) =
∑
n≥0
(−t)d(−u)f
∫
∆n+2
ds e−s0(u+t| bD|)
2
A0 . . . An+1e
−sn+2(u+t| bD|)2
where two of the Ai’s are equal to ∂ρ∗ and F respectively, the others are equal
to [D̂, ρ∗] or [F, ρ∗], and we sum over all such possibilities. d and f are the
numbers of commutators [D̂, ρ∗] and [F, ρ∗] respectively (d + f = n). Only the
term of order n contributes to the component ηn0 (z) ∈ Hom(ΩnT̂A0,P⊗ˆR̂).
Moving all the heat operators exp(−si(u + t|D̂|)2) to the right we obtain an
asymptotic expansion
ηn0 (z) ≃
∑
k0,...,kn+1≥0
(−)n+kc(k0, . . . , kn+1)×
−2
Γ(z)
∫ ∞
0
dt
t
t2z+d
∫ ∞
0
du uf A
[k0]
0 . . . A
[kn+1]
n+1 e
−(u+t| bD|)2♮
where k = k1+. . .+kn+1, A
[ki]
i is the ki-th power of the derivation [(u+t|D̂|)2, ]
on Ai. Each term of the expansion lies in Hom(Ω
nT̂A0,ΨA0). One has A
[1]
i =
2tu δAi + t
2A
(1)
i with the derivation δ = [|D̂|, ], hence recursively
A
[ki]
i =
ki∑
pi=0
(
pi
ki
)
t2ki−pi(2u)pi δpiA(ki−pi) .
Hence we can perform the integrals over t, u using the identity
2
Γ(z)
∫ ∞
0
dt
t
t2z+2k−p+d
∫ ∞
0
du up+f e−(u+t| bD|)
2
=
1
Γ(z)
( p+f∑
l=0
(
l
p+ f
)
(−)l Γ(z + k + n+12 )
2z + 2k − p+ d+ l
)
|D̂|−2z−2k+p−d
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with k = k1 + . . .+ kn+1 and p = p1 + . . .+ pn+1, so that
ηn0 (z) ≃ −
∑
k0,...,kn+1≥0
0≤pi≤ki
(−)n+kc(k0, . . . , kn+1)2p
n+1∏
i=0
(
pi
ki
)
×
1
Γ(z)
( p+f∑
l=0
(
l
p+ f
)
(−)l Γ(z + k + n+12 )
2z + 2k − p+ d+ l
)( n+1∏
i=0
δpiA
(ki−pi)
i
)
|D̂|−2z−2k+p−d♮
The renormalized component ηnR0 ∈ Hom(ΩnT̂A0, R̂) is defined by applying
the partial trace ±τ : ΨA0 → R̂ to this asymptotic expansion for z ≫ 0, and
then taking the finite part at z = 0 (the sign ± is dictated by the parity of the
quasihomomorphism). We want to show that, modulo counterterms, it coincides
with the renormalized eta-cochain η̂nR0 given by Equation (39). η
n
R0 is a sum of
terms proportional to
Pf
z=0
1
Γ(z)
( p+f∑
l=0
(
l
p+ f
)
(−)l Γ(z + k + n+12 )
2z + 2k − p+ d+ l
)
τ
( n+1∏
i=0
δpiA
(ki−pi)
i |D̂|−2z−2k+p−d
)
♮
with d+f = n and p ≤ k. Since 1/Γ(z) = z/Γ(z+1), the meromorphic function
1
Γ(z)
( p+f∑
l=0
(
l
p+ f
)
(−)l Γ(z + k + n+12 )
2z + 2k − p+ d+ l
)
vanishes at z = 0, unless d = k = p = 0. It follows that the series ηnR0 is the
sum of its first term corresponding to d = k = p = 0, plus counterterms
ηnR0 = ∓
(−)n
(n+ 2)!
Pf
z=0
( n∑
l=0
(
l
n
)
(−)l
2z + l
)Γ(z + n+12 )
Γ(z)
τ(A0 . . . An+1|D̂|−2z)♮
+ counterterms ,
where the counterterms are residues taking into account only the poles of the
zeta-functions
τ(δp0A
(k0−p0)
0 . . . δ
pn+1A
(kn+1−pn+1)
n+1 |D̂|−2z−2k+p−d)♮ .
Observe that δp0A
(k0−p0)
0 . . . δ
pn+1A
(kn+1−pn+1)
n+1 |D̂|−2z−2k+p−d ranges in the sub-
space of pseudodifferential operators ΨA0 ∩ Fα with α = −2Re(z) − k − n.
Hence the residues vanish for large n + k after projection R̂ → R/Jm, and
sum over the counterterms is actually pro-finite. We can simplify further the
first term of the series by noting that the meromorphic function in front of
τ(A0 . . . An+1|D̂|−2z)♮ has an analytic expansion Γ(n+12 )/2 + zh(z) with h(z)
holomorphic around zero. Hence we may absorb the contribution of h inside
the counterterms:
ηnR0 = ∓(−)n
Γ(n+12 )
(n+ 2)!
1
2
Pf
z=0
τ(A0 . . . An+1|D̂|−2z)♮+ counterterms .
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Now evaluate this map on a n-form x0dx1 . . .dxn ∈ ΩnT̂A0 and recall that the
parity of n is opposite to the parity of the quasihomomorphism:
ηnR0(x0dx1 . . .dxn) =
Γ(n+12 )
(n+ 1)!
1
2
Pf
z=0
τ
(
Fx0[F, x1] . . . [F, xn]|D̂|−2z
+
n∑
i=1
(−)ni[F, xi] . . . [F, xn]Fx0[F, x1] . . . [F, xi−1]|D̂|−2z
)
+ counterterms
This almost corresponds to the renormalized eta-cochain η̂nR0 given by (39), ex-
cept for the fact that the regularizing operator |D̂|−2z is not inserted at the
same places. Using commutators with |D̂|−2z we can nevertheless conclude that
modulo counterterms of the form (41), the linear maps ηnR0 and η̂
n
R0 coincide
in Hom(ΩnT̂A , R̂). Moreover, since the counterterms vanish for large n after
projection R̂ → R/Jm, the difference ∑n(ηnR0− η̂nR0) extends to a well-defined
linear map in Hom(Ω̂T̂A0, R̂). One proceeds in exactly the same way with the
other components ηnR1: they coincide with η̂
n
R1 of Eq. (39) modulo countert-
erms, and the difference
∑
n(η
n
R1 − η̂nR1) extends to a well-defined linear map
in Hom(Ω̂T̂A0,Ω1R̂♮). Hence we are simply dealing with a choice of renor-
malization for the eta-cochain ηR ∈ Hom(ΩT̂A0, X(R̂)), which differs from the
renormalization (39) by a cochain in the complex of bivariant cyclic cohomology
Hom(Ω̂T̂A0, X(R̂)). Lemma 2.3 thus implies that its boundary represents the
bivariant Chern character. Moreover
(♮d⊕ b) ◦ ηR + ηR ◦ (b+B) = χR ∈ Hom(Ω̂T̂A0, X(R̂))
because the transgression relation (45) is algebraic and passes to asymptotic ex-
pansions. Hence χR represents the bivariant Chern character in periodic cyclic
cohomology.
Example 3.6 As an illustration of the anomaly formula we shall derive a
simplified version of the equivariant index theorem stated in [19]. Let G be
a countable discrete group acting smoothly and properly by isometries on a
complete p-dimensional Riemannian manifold M , without boundary. The quo-
tient space G\M is supposed compact. Consider a G-equivariant complex
vector bundle E → M endowed with a G-invariant hermitian structure, to-
gether with a G-invariant selfadjoint elliptic differential operator of order one
D0 : C
∞(E) → C∞(E) acting on the smooth sections of E. When p is even,
we suppose that E is Z2-graded and D0 is of odd degree, whereas if p is odd
everything is trivially graded. D0 extends to an unbounded selfadjoint opera-
tor with dense domain on the Hilbert space H0 = L
2(E) of square-integrable
sections of E with respect to the Riemannian metric and hermitian structure.
If p is even, form the Hilbert space H = H0 ⊕H0. If p is odd form the Hilbert
space H = (H0⊕H0)⊗ˆC1, where C1 = C⊕ εC is the Z2-graded Clifford algebra
with odd generator ε. In both cases H has a Z2-grading: in the even case it
comes from the Z2-grading on each summand H0, whereas in the odd case it
comes from the Clifford algebra. Define the selfadjoint unbounded operator of
odd degree on H
D =
(
D0 1
1 −D0
)
p even, D = ε
(
D0 1
1 −D0
)
p odd.
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Since ε2 = 1, one gets D2 = 1 + D20 > 0 in both cases, hence D is always
invertible. Let C∞c (M) denote the algebra of smooth C-valued functions with
compact support onM . Any function f ∈ C∞c (M) acts on the space of sections
H0 = L
2(E) by pointwise multiplication, thus is represented by a bounded
operator say f0 on H0. We extend this representation to a bounded operator of
even degree on H by the matrix f =
(
f0 0
0 0
) ∈ L (H). Put F = D/|D|, F 2 = 1,
and decompose the Hilbert space H into the direct sum H+⊕H− (even case) or
(H+⊕H−)⊗ˆC1 (odd case) according to which the matricial form of the operator
F reads
F =
(
0 1
1 0
)
p even, F = ε
(
1 0
0 −1
)
p odd.
In this new decomposition a function f ∈ C∞c (M) is represented by a diagonal
matrix
( f+ 0
0 f−
)
in the even case and by a matrix
( f++ f+−
f−+ f−−
)
in the odd case.
The commutator [F, f ] is always an element of the Schatten ideal L p+1(H).
Hence we may endow C∞c (M) with the norm
‖f‖∞,p+1 := ‖f‖∞ + ‖[F, f ]‖p+1
where ‖f‖∞ is the operator norm on L (H) and ‖x‖p+1 = (Tr|x|p+1)
1
p+1 is the
Schatten norm on L p+1(H). The norm ‖ · ‖∞,p+1 is submultiplicative and G-
invariant for the natural action of G on C∞c (M) by pullback.
Now let CG be the group ring of G, i.e. the algebra generated by symbols
U∗g associated to each element g ∈ G, with product U∗g1U∗g2 = U∗g2g1 . We use
a contravariant notation for convenience. Hence any element b ∈ CG is a C-
valued function with finite support onG. Suppose that a right-invariant distance
d : G×G→ R+ is given. Then for any α ≥ 0 define the following norm on CG:
‖b‖α =
∑
g∈G
σα(g)|b(g)| , ∀b ∈ CG ,
where the function σα(g) := (1 + d(g, 1))
α fulfills the property σα(g1g2) ≤
σα(g1)σα(g2). Then each norm ‖ · ‖α is submultiplicative, and the completion
of CG with respect to this family yields a Fre´chet m-algebra B. Its elements
are functions with rapid decay over G. Next, let A0 be the algebraic crossed
product C∞c (M) ⋊G. As a vector space it corresponds to the algebraic tensor
product C∞c (M)⊗ CG, and the multiplication is defined by convolution:
(f1U
∗
g1)(f2U
∗
g2) = f1(f2)
g1 U∗g2g1 , ∀fi ∈ C∞c (M) , gi ∈ G ,
(f2)
g1 being the pullback of the function f2 by the diffeomorphism g1. Thus
any element a ∈ A0 is a C∞c (M)-valued function with finite support on G. For
any α ≥ 0, endow the algebraic crossed product with the norm
‖a‖α =
∑
g∈G
σα(g)‖a(g)‖∞,p+1 , ∀a ∈ A0 = C∞c (M)⋊G .
Using the fact that the norm ‖ · ‖∞,p+1 on C∞c (M) is submultiplicative and
G-invariant, one shows that ‖ · ‖α is submultiplicative for any α. Hence the
completion of A0 with respect to this family of norms is a Fre´chet m-algebra
A . Now observe that because G acts by isometries on M and by pullback on
the sections of E, one gets a unitary representation r : G → L (H). Let us
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define a homomorphism ρ : A0 → L (H)⊗ˆB (note that L (H) is viewed as a
Banach algebra with the operator norm) by
ρ(fU∗g ) = fr(g)⊗ U∗g . (46)
It is clearly continuous with respect to the topology induced by the norms ‖ · ‖α
on A0, hence extends to a continuous homomorphism ρ : A → L (H)⊗ˆB.
Moreover, since [F, f ] ∈ L p+1(H) for any function f ∈ C∞c (M), one has
[F, ρ(a)] ∈ L p+1(H)⊗ˆB for any a ∈ A0 and the linear map a 7→ [F, ρ(a)]
extends to a continuous linear map from A to L p+1(H)⊗ˆB. Here L p+1(H)
is provided with the Schatten norm. Let I be the (p + 1)-summable Banach
algebra L p+1(H+), and E be the Fre´chet m-algebra L (H+)⊗ˆB. Using the
isomorphism H+ ∼= H− and the matrix decomposition of L (H) and L p+1(H),
ρ defines a (p+ 1)-summable quasihomomorphism
ρ : A → E s ⊲I s⊗ˆB (47)
of parity p mod 2. In particular, ρ induces a morphism ρ! : K
top
n (I ⊗ˆA ) →
Ktopn−p(I ⊗ˆB) on topological K-theory (section 2 and [21]). The crossed prod-
uct A is provided with a canonical class [e] ∈ Ktop0 (A ) represented by the
idempotent e ∈ C∞c (M)⋊G (see [19]):
e(g)(x) = c(x)c(g · x) ∀x ∈M , g ∈ G ,
where c ∈ C∞c (M) is any cutoff function with property
∑
g∈G c(g · x)2 = 1,
∀x ∈ M . Embedding the algebra A into I ⊗ˆA via a rank-one idempotent
in I , we may view [e] ∈ Ktop0 (I ⊗ˆA ) and define the equivariant index of the
elliptic operator D0 as the K-theory class of the convolution algebra over G
IndG(D0) = ρ!([e]) ∈ Ktop−p (B) . (48)
We want to establish an explicit formula for the Chern character of the index
in periodic cyclic homology HP−p(B). To this end, choose the universal free
extension 0 → JB → TB → B → 0 for B. Because E is a tensor product
L (H+)⊗ˆB, one can find a TB-admissible extension with M = L (H+)⊗ˆTB
and N = L (H+)⊗ˆJB:
0 // N //M // E // 0
0 // I ⊗ˆJB //
OO
I ⊗ˆTB //
OO
I ⊗ˆB //
OO
0
The bivariant Chern character ch(ρ) ∈ HP p(A ,B) is therefore well-defined and
the topological part of the Riemann-Roch-Grothendieck theorem 2.2 relates in
a commutative diagram the morphism ρ! to the map induced in periodic cyclic
homology:
Ktop0 (I ⊗ˆA )
ρ! //

Ktop−p (I ⊗ˆB)

HP0(A )
ch(ρ) // HP−p(B)
(49)
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Hence one gets the index formula ch(IndG(D0)) = ch(ρ) · ch(e). Since [e] is ac-
tually represented by an element of the dense subalgebra A0 ⊂ A , we shall give
a local representative of the periodic cyclic cohomology class of the bivariant
Chern character chR(ρ) ≡ ch(ρ) ∈ HP p(A0,B) using zeta-function renormal-
ization. So let us introduce the algebra of abstract symbols in this context. For
any β ≥ 0, the Sobolev space Hβ = Dom(|D|β) is a Hilbert space for the norm
‖ξ‖β = ‖|D|βξ‖, ∀ξ ∈ Hβ. One has ‖ξ‖ ≤ ‖ξ‖β ≤ ‖ξ‖β′ whenever β ≤ β′,
whence a continuous inclusion Hβ
′ → Hβ. The intersection H∞ = ∩βHβ is a
dense subspace of H . Then for any α ∈ R, the space of abstract symbols Pα is
defined as the set of endomorphisms x : H∞ → H∞ which extend to continuous
linear maps Hα+β → Hβ for any β ≥ 0. The family of norms inherited from
the operator norm on the Banach spaces L (Hα+β , Hβ),
‖x‖βα = sup
ξ∈Hα+β
‖x · ξ‖β
‖ξ‖α+β , ∀x ∈ Pα , ∀β ≥ 0 ,
turns Pα into a Fre´chet space. Furthermore the product Pα ×Pα′ → Pα+α′
given by composition is continuous. One thus gets the algebra of abstract sym-
bols by taking the inductive limit P = lim−→α Pα with respect to the natural
maps Pα → Pα′ whenever α ≤ α′. In particular the Dirac operator D and
its modulus |D| are in P1. We now focus on P0. It is a subalgebra of L (H)
and the injection P0 → L (H) is continuous. Let f ∈ C∞c (M) be represented
by a bounded operator on H as above. Because f is smooth, any power of
the derivation δ = [|D|, ] on f still defines a bounded operator on H , and
this allows to show that f also defines a bounded operator on each Sobolev
space Hβ . One thus gets a representation C∞c (M) → P0. Moreover, G acts
by isometries and commutes with |D| hence is unitarily represented on each
Hβ , whence a representation r : G → P0 ⊂ L (H). It is then clear that
the homomorphism ρ∗ : A0 → L (H)⊗ˆB factors through the algebra P0⊗ˆB.
Also, the identity [F, f ] = ([D, f ]−Fδf)|D|−1 shows that [F, f ] ∈ P−1 for any
f ∈ C∞c (M) hence [F, ρ(a)] ∈ P−1⊗ˆB for any a ∈ A0. The lifted homomor-
phism ρ∗ : TA0 → P0⊗ˆTB reads
ρ∗(a1 ⊗ . . .⊗ an) = f1fg12 . . . fgn−1...g1n r(gn . . . g1)⊗ (U∗g1 ⊗ . . .⊗ U∗gn)
on a tensor product of elements ai = fiU
∗
gi ∈ A0, and ρ∗(JA0) ⊂ P0⊗ˆJB.
The Dirac operator D ∈ P1, considered as an element of P1⊗ˆB+, has an
obvious lifting D̂ = D in P1⊗ˆT̂B+. This simplifies considerably the resolvent
formula (λ − |D̂|)−1, and the complex powers |D̂|z = |D|z simply lie in the
algebra of abstract symbols PRe(z) ⊂ PRe(z)⊗ˆT̂B+. Applying any power of
the derivation δ = [|D|, ], the G-invariance of D shows that δnρ∗ and δn[D, ρ∗]
map T̂A0 to the subspace P0⊗ˆT̂B = F 00 , and ĴA0 to P0⊗ˆĴB = F 10 . Hence
the quasihomomorphism is TB-regular. Moreover, using classical estimates for
the heat kernel [2] one shows that given f0, . . . fn ∈ C∞c (M) and g ∈ G the
zeta-function z 7→ Tr(δk0f0 . . . δknfnr(g)|D|−z) is holomorphic in the domain
Re(z) > p and extends to a meromorphic function with simple poles at integers
≤ p along the real axis. Hence the quasihomomorphism has finite analytic
dimension p = dimM and discrete dimension spectrum. It follows that the
anomaly formula of Theorem 3.5 applies. If eˆ ∈ T̂A0 denotes any lifting of the
idempotent e ∈ A0 representing the canonical K-theory class in Ktop0 (A ), the
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Chern character ch(IndG(D0)) is represented by the image of the (b+B)-cycle
over T̂A0
γ(eˆ) = eˆ+
∑
n≥1
(−)n (2n)!
(n!)2
(eˆ− 1
2
)(deˆdeˆ)n
under the chain map χRρ∗ : Ω̂T̂A0 → X(T̂B). We are thus led to compute
residues of zeta-functions of the kind zq Tr(f0df
(k1)
1 . . . df
(kn)
n r(g)|D|−2z−m), for
some smooth functions fi ∈ C∞c (M) and g ∈ G, with m ≥ 0 and q ≥ 0
or m = 0 and q = −1. As in Theorem 3.5 the differential df denotes the
commutator [D, f ] and the superscript (k) is the k-th power of the derivation
[D2, ]. Since D2 = 1 + D20 the complex powers of |D| can be expressed
in terms of the heat operator exp(−tD20) via a Mellin transform |D|−2z =
1
Γ(z)
∫∞
0
dt
t t
ze−te−tD
2
0 . For t goes to zero one has a short-time Laurent series
expansion Tr(f0df
(k1)
1 . . . df
(kn)
n r(g)e−tD
2
0 ) ∼ ∑i aiti/2, with i bounded below.
An easy computation yields
Res
z=0
zq Tr(f0df
(k1)
1 . . . df
(kn)
n r(g)|D|−2z−m) =
∑
i
aiRes
z=0
zq
Γ(z + m+i2 )
Γ(z + m2 )
.
The sum over i is actually finite because the quotient of gamma-functions in
the right-hand-side is holomorphic around zero for large values of i. The coeffi-
cients ai of the heat expansion can be explicitly computed at least when D0 is
a generalized Dirac operator, E is a Clifford module and G acts by orientation-
preserving diffeomorphisms on M . They are given by integrals over the sub-
manifolds Mg ⊂ M of fixed points for g ∈ G, see for example [2] chapter
6. Using the identification of X(T̂B) with the space Ω̂B of noncommuta-
tive differential forms ([19]), the Chern character ch(IndG(D0)) can be decom-
posed into components chn(IndG(D0)) ∈ ΩnB with n of parity p mod 2. But
ΩnB = B⊗ˆn ⊕B⊗ˆ(n+1) may be identified with a space of functions with rapid
decay over the setGn∪Gn+1. Assuming for simplicity that each manifold of fixed
points Mg has a spin structure, one finds that the evaluation of chn(IndG(D0))
on a point g˜ ∈ Gn ∪Gn+1 reads
chn(IndG(D0))(g˜) =
∑
Mg
(−)q/2
(2πi)d/2
∫
Mg
Â(Mg)
ch(E/S, g)
ch(SN , g)
chn(e)(g˜) , (50)
where the sum runs over all the submanifolds Mg of dimension d and codimen-
sion q = p− d, fixed by the element g = gn . . . g1 ∈ G when g˜ = (g1, . . . , gn) or
g = gn . . . g0 when g˜ = (g0, . . . , gn). The integral contains the usual characteris-
tic classes of the Atiyah-Segal-Singer equivariant index theorem [1], namely the
Â-genus and the Chern characters of some equivariant vector bundles E/S and
SN over Mg. The characteristic class chn(e) is the most interesting part of the
formula: it is a function over Gn ∪ Gn+1 with values in differential forms over
M , associated to the idempotent e ∈ A0. We refer to [19] for more details. (50)
provides a generalization of the Connes-Moscovici index theorem for coverings
[6] to the case of proper G-actions admitting fixed points. It is worth mention-
ing that in [19] we state a stronger result, valid for any locally compact group
G and with periodic cyclic homology replaced by entire cyclic homology. The
proof is based on bornological algebras and a JLO approach of the bivariant
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Chern character [17, 18]. With some more work it should be possible to deduce
also this general form of the equivariant index theorem from the residue formula
3.5.
Example 3.7 The previous situation with G = {1} and M compact is well-
known. A Dirac-type operator leads to a quasihomomorphism from the com-
pletion A of A0 = C∞(M) to B = C. Hence we can take R = B as
quasi-free extension, and the cyclic homology of B is computed by the X-
complex X(C) : C⇄ 0. When the dimension of M is even, the Chern character
ch(Ind(D0)) is just a number calculating the index of the Dirac operator. When
the dimension is odd the components of the renormalized eta-cochain become
relevant. They are linear maps η̂n+1R ρ∗ : Ω
n+1A0 → C, in all even degrees
n+1 = 2k. In particular the component of degree zero evaluated at the constant
function 1 ∈ A0 yields the usual eta-invariant (the odd trace is τ = −
√
2iTr)
η̂0R(1) =
1
2
Γ(1/2) Pf
z=0
τ(F |D|−2z) = −1
2
√
2πi Pf
z=0
Tr(F |D|−2z) ,
which measures the spectral asymmetry of the Dirac operator. The other com-
ponents η̂n+1R ρ∗ assemble into an improper (b+B)-cocyle over A0, giving higher
analogues of the eta-invariant.
4 Spectral triples, anomalies and regulators
The anomaly formula (Theorem 3.5) is a bivariant generalization of the local
index formula of Connes and Moscovici for regular spectral triples [7]. In the
latter situation one gets a quasihomomorphism from an algebra A to the com-
plex numbers B = C and the Chern character gives a local expression for the
index map Ktop∗ (A ) → Z as in the classical Atiyah-Singer index theorem. In
this section we propose to relate the local index formula with the chiral anomaly
of an adequate noncommutative quantum field theory. In fact noncommutative
index theory and anomalies are in a sense equivalent, the link being provided
by Bott periodicity [20]. Considering anomalies, however, provides a conceptual
explanation for the “locality” of the boundary of the eta-cochain.
Hence let A0 be an associative algebra over C, endowed with an antilinear
involution. A spectral triple (A0, H,D) corresponds to the following data:
i) An involutive representation of A0 into the algebra L (H) of bounded oper-
ators on a separable Hilbert space H .
ii) An unbounded selfadjoint operatorD with compact resolvent on H . Without
loss of generality we may assume that it is invertible.
iii) The commutator [D, a] extends to a bounded operator on H for any a ∈ A0.
In addition, the spectral triple is called odd when H is trivially graded, and
even when H is Z2-graded with grading operator γ5 ∈ L (H), (γ5)2 = 1,
γ5D = −Dγ5 and [γ5, ρ(a)] = 0 for any a ∈ A0. If the inverse modulus of
the Dirac operator |D|−1 lies in the Schatten class L p+1(H) the spectral triple
is (p + 1)-summable. In order to use zeta-function regularization we impose
that (A0, H,D) is regular with discrete dimension spectrum [7], i.e. it fulfills
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the additional properties:
iv) A0 and [D,A0] belong to the domains of all powers of the derivation δ =
[|D|, ], in the sense that δn(a) and δn([D, a]) are bounded operators on H for
any a ∈ A0 and n ∈ N.
v) For any element x of the algebra generated by δn(A0) and δn([D,A0]), the
zeta-function
ζ(z) = Tr(x|D|−z) , z ∈ C
is holomorphic in the half-plane Re(z) > p and extends to a meromorphic func-
tion with poles contained in a discrete set Sd ⊂ C (the dimension spectrum).
Since we are interested in the relationship with chiral anomalies, we restrict
our attention to spectral triples (A0, H,D) of even degree, and suppose that p is
also an even integer. Decompose H into the direct sum H+⊕H− corresponding
to the eigenspaces for the eigenvalues ±1 of the chirality operator γ5. According
to this decomposition one can write in terms of 2× 2 matrices
a =
(
a+ 0
0 a−
)
, D =
(
0 Q∗
Q 0
)
, F =
D
|D| =
(
0 U−1
U 0
)
for any a ∈ A0, where U : H+ → H− is the unitary operator Q/(Q∗Q)1/2. The
isomorphism of Hilbert spaces H+ ∼= H− induced by U allows to rewrite the
spectral triple under the form of a (p+ 1)-summable Fredholm module:
a =
(
a+ 0
0 U−1a−U
)
, F =
(
0 1
1 0
)
, |D| = Id(C2)⊗ (Q∗Q)1/2 .
Let us deform the representation of A0 into L (H) using the homotopy Ut =
Q/(Q∗Q)t/2, t ∈ [0, 1]. Then U1 = U , U0 = Q and the above Fredholm module
is homotopic to
ρ(a) =
(
a+ 0
0 Q−1a−Q
)
, F =
(
0 1
1 0
)
, |D| = Id(C2)⊗ (Q∗Q)1/2 .
The new representation ρ : A0 → L (H) is no longer involutive but it is better
suited for our purpose. Since |D|−1 is in the Schatten ideal, one gets [F, ρ(a)] ∈
L p+1(H) for any a ∈ A0. Hence the completion of A0 with respect to the
norm ‖ρ(a)‖∞ + ‖[F, ρ(a)]‖p+1 is a Banach algebra A , and the representation
in Hilbert space extends to a continuous homomorphism ρ : A → L (H) such
that [F, ρ(a)] ∈ L p+1(H) for any a ∈ A . In other words one obtains a (p+ 1)-
summable quasihomomorphism of even parity from A to C
ρ : A → E s ⊲I s (51)
with E = L (H+) and I = L p+1(H+). The Riemann-Roch-Grothendieck
theorem 2.2 gives a commutative diagram for the K-theory exact sequences
Ktopn+1(I ⊗ˆA ) //
ρ!

HCn−1(A ) //
chp(ρ)

MKIn (A )
//
ρ!

Ktopn (I ⊗ˆA )
ρ!

Ktopn+1−p(I ) // HCn−1−p(C) // MK
I
n−p(C) // K
top
n−p(I )
(52)
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The topological K-theory of the Schatten ideals is known: Ktop0 (I ) = Z and
Ktop1 (I ) = 0. On the other hand, the cyclic homology of C is HC2k(C) = C if
k ≥ 0, and vanishes in all other cases. Now two distinct cases are interesting.
First take n = p (even), then (52) yields
Ktop1 (I ⊗ˆA ) //
ρ!

HCp−1(A ) //
chp(ρ)

MKIp (A ) //
ρ!

Ktop0 (I ⊗ˆA )
ρ!

0 // 0 // Z // Z // 0
In this case the quasihomomorphism only induces an index map in topological
K-theory ρ! : K
top
0 (I ⊗ˆA ) → Z, and it is a homotopy invariant for ρ. In
particular if e = e∗ = e2 ∈ MN(A0) is a projector, it determines a K-theory
class [e] ∈ Ktop0 (I ⊗ˆA ) and the integer ρ!(e) is the Fredholm index of the
compression of the Dirac operator eDe on the Hilbert space e(CN ⊗H):
Ind(eDe) = dimKer(eDe)+ − dimKer(eDe)− ∈ Z .
This index may be computed by evaluating the residue formula 3.5 on the Chern
character of the idempotent e in HP0(A0). One thus recovers the Connes-
Moscovici local index theorem [7]. A second interesting case is when n = p+ 1
(odd), so that (52) becomes
Ktop0 (I ⊗ˆA ) //
ρ!

HCp(A ) //
chp(ρ)

MKIp+1(A ) //
ρ!

Ktop1 (I ⊗ˆA )
ρ!

0 // Z // C // C× // 0
where MKI1 (C) = C
× is the multiplicative group of non-zero complex num-
bers and C → C× is the exponential map. In this case we obtain a regulator
ρ! : MK
I
p+1(A ) → C×. It is not invariant under homotopy but only under
conjugation of quasihomomorphisms. A related construction was introduced by
Connes and Karoubi in the context of algebraic K-theory [5]. We shall now
establish the link with chiral anomalies [20].
A non-commutative chiral gauge theory from the spectral triple (A0, H,D)
is constructed as follows. Consider the unbounded operator Q : Dom(Q) ⊂
H+ → H− and let ψ ∈ Dom(Q) and ψ ∈ H∗− represent some “classical” matter
fields. The equations of motion for ψ, ψ are governed by the action functional
S(ψ, ψ) = 〈ψ,Qψ〉 ∈ C . (53)
Now let g ∈ A +0 be a unitary element such that g − 1 ∈ A0. Recall that A +0
denotes the algebra A0 with unit adjoined (eventually g will be taken in the
algebra M∞(A0)+ of finite size matrices but for the moment we want to keep
the notations simple). Its representation in the Hilbert space H = H+ ⊕ H−
reads g =
( g+ 0
0 g−
)
. We let g act on ψ, ψ by chiral gauge transformations:
ψ → g−1+ ψ , ψ → ψg− .
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The action functional S(ψ, ψ) is not invariant under gauge transformations;
however the conjugate operator g−1− Qg+ differs from Q only by a bounded op-
erator. We may absorb this change by adding to Q another bounded operator
A : H+ → H− (gauge potential), which transforms according to the rule
A→ Ag = (g−1− Qg+ −Q) + g−1− Ag+ ,
so that (Q+A)→ g−1− (Q+A)g+ transforms according to the adjoint represen-
tation, and the full action
S(ψ, ψ,A) := 〈ψ, (Q+A)ψ〉 (54)
is gauge-invariant. In practice the gauge potential A is a finite linear combi-
nation of elements of the form a−(Qb+ − b−Q), where a, b ∈ A0 and a±, b±
are their representations on H±, so that the product Q−1A lies in the Schatten
ideal I = L p+1(H+). Passing from classical to quantum field theory amounts
to calculate, among other things, the partition function of the theory given by
the functional integral [13]
Z(A) =
∫
dψ dψ e−S(ψ,ψ,A) ∈ C . (55)
If we decide to quantize ψ and ψ as fermions this purely formal object is defined
as a Berezin integration over the Grassmann variables ψ ∈ H+, ψ ∈ H∗− and
normalized by Z(0) = 1. Hence, the partition function (55) describes quantum
fermionic fields ψ, ψ moving in a non-quantized (classical) gauge potential A.
The formal properties of Berezin integration [13] show that Z(A) may be defined
as a renormalized determinant
Z(A) = Det(Q−1(Q+A)) .
Renormalized determinants can be constructed in many different ways, one of
the most popular being probably zeta-function renormalization [26]. In any case
it amounts to define a logarithm W (A) = lnZ(A), at least in a neighborhood
of a fixed background gauge potential. Following physicists we shall expand
W (A) as a formal power series in A represented by Feynman graphs, and then
renormalize each graph. The advantage of this method is to show clearly the
ambiguity inherent to renormalization, and the origin of anomalies. Moreover,
the logarithm always makes sense as a formal power series. Hence using the
naive relation lnDet = Tr ln, we try to define
W (A) = Tr ln(1 +Q−1A) =
∑
n≥1
(−)n+1
n
Tr((Q−1A)n) .
This expansion is depicted in terms of Feynman graphs as follows. We represent
the propagator of the fields ψ, ψ by an arrow Q−1 = // and the insertion of
the gauge potential by a point A = •. The products Q−1AQ−1A . . . are repre-
sented by chains, closed by taking the trace. W (A) is thus given by a formal
series of fermionic loops:
W (A) = •  − 1
2
•

•
OO +
1
3
•

22
22
22
22
•
EE

•oo
− 1
4
• // •

•
OO
•oo
+
1
5
•
##G
GGG
GGG
G
•
;;wwww
wwww
•




•
VV---
---
•oo
+ . . .
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Recall that the operator Q−1A lies in L p+1(H+). Hence two remarks are in
order:
1) The n-th term Wn(A) = (−)
n+1
n Tr((Q
−1A)n) is finite only when n ≥ p+ 1.
It follows that the first p terms are divergent and need to be renormalized, for
example by inserting some regularizing operator under the trace. We proceed
as in section 3 and define the renormalized term WnR(A) as the finite part of a
zeta-function at zero:
WnR(A) =
(−)n+1
n
Pf
z=0
Tr((Q−1A)n|D|−2z+ ) , (56)
where |D|−2z+ = |Q∗Q|−z is trace-class for Re(z) sufficiently large, and the zeta-
function Tr((Q−1A)n|D|−2z+ ) extends to a meromorphic function over the entire
plane by hypothesis on the spectral triple. Obviously WnR(A) = W
n(A) when-
ever n ≥ p+ 1.
2) Once renormalized, the series WR(A) =
∑∞
n=0W
n
R(A) converges if the op-
erator norm verifies ‖Q−1A‖∞ < 1. In general this is not true and the series
definitely diverges. It was of course expected since W (A) is the expansion of
the complex logarithm lnZ(A) around A = 0. From now on we treat WR(A)
exactly as a formal power series of the gauge potential A.
We are interested in the behaviour of the series WR(A) under chiral gauge
transformations. In general it is not invariant:
WR(A
g) 6=WR(A) , (57)
and the lack of invariance only comes from the renormalized terms WnR(A) for
n ≤ p. In fact we are interested in “smooth” one-parameter families of gauge
transformations, formalized as follows. Let A0(0, 1) be the algebraic tensor
product of A0 with the algebra C∞(0, 1) of smooth functions over [0, 1] whose
values and all derivatives vanish at the endpoints [21]. Consider an element
g ∈ A0(0, 1)+ in the unitalization of this algebra, with g − 1 ∈ A0(0, 1). g may
be interpreted as a smooth loop of unitary elements in A +0 (or M∞(A0)
+ if we
work with matrix algebras), with basepoint g0 = g1 = 1. Important examples
are provided by idempotent loops: if e ∈ A0 is a projector, its associated loop
g = 1 + (β − 1)e ∈ A0(0, 1)+ is constructed from any invertible function β ∈
C∞(0, 1)+ with winding number 1 (the Bott generator of the circle). Now given
any unitary loop g, fix a background gauge potential A and consider the family
of gauge-transforms
A = Ag = (g−1− Qg+ −Q) + g−1− Ag+ .
A is therefore a smooth loop in the space of bounded operators H+ → H−, and
Q−1A is a loop in L p+1(H+). Then WR(A) is regarded as a formal series of
smooth functions over the circle:
WnR(A) ∈ C∞(S1) ∀n ∈ N .
The chiral anomaly is the image of WR(A) under the differential s : C
∞(S1)→
Ω1(S1). At this point we make some sign conventions which differ from [20] but
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are more adapted to the physics literature: since A and Q are linar operators
between H+ and H−, they have odd degree. It means that Q anticommutes
with s (as a constant odd-valued function over the circle), and the differential
sA is expressed by means of the Maurer-Cartan form ω± = g−1± sg± and the
structure equation (compare with BRS transformations [16]):
sA = −ω−(Q+A)− (Q +A)ω+ . (58)
Write qω = ω+ + Q
−1ω−Q. Then in any degree n ≥ p + 1, using the cyclicity
of the trace the boundary of WnR(A) =W
n(A) reads
sWn(A) = −(−)n+1Tr(Q−1sA(Q−1A)n−1)
= (−)n+1
(
Tr
(
qω(Q−1A)n−1
)
+Tr
(
qω(Q−1A)n
))
Hence, in the sense of formal power series in A the terms Tr(qω(Q−1A)n) cancel
each other in the infinite sum
∑
n>p sW
n(A) due to the alternate signs. For n ≤
p however, the regularizing operator |D|−2z+ destroys the cyclicity of the trace
and cancellation does no longer holds. Using the abstract pseudodifferential
calculus, one sees that the renormalized trace applied to a commutator yields
residues of zeta-functions:
Pf
z=0
Tr([x, y]|D|−2z+ ) = −
∑
k≥1
(−)k
k!
Res
z=0
Γ(z + k)
Γ(z + 1)
Tr(x y(k)|D|−2(z+k)+ ) ,
where as usual y(k) denotes the k-th power the derivation [|D|2+, ] on y. This is
actually a finite sum because the zeta-functions are holomorphic at z = 0 for k
large enough. Hence the boundary of the term WnR(A) for n ≤ p reads
sWnR(A) = (−)n+1 Pf
z=0
(
Tr
(
qω(Q−1A)n−1|D|−2z+
)
+Tr
(
qω(Q−1A)n|D|−2z+
))
+
(−)n+1
n
n−1∑
i=0
Pf
z=0
(
Tr
(
[(Q−1A)i, qω(Q−1A)n−i−1]|D|−2z+
)
+Tr
(
[(Q−1A)i+1, ω+(Q−1A)n−i−1]|D|−2z+
)
+Tr
(
[(Q−1A)i, Q−1ω−Q(Q−1A)n−i]|D|−2z+
))
,
the last three terms being sums of residues. We view sWnR(A) as a polynomial in
A and ω, so that the infinite sum
∑
n≥0 sW
n
R(A) makes sense as a formal power
series. Consequently, the terms Tr(qω(Q−1A)n|D|−2z+ ) still cancel each other
and only the first term Tr(qω|D|−2z+ ) plus the residues remain. The anomaly
∆(ω,A) = sWR(A) is thus given by the finite sum of one-forms
∆(ω,A) = Pf
z=0
Tr
(
qω|D|−2z+
)
+ residues ∈ Ω1(S1) , (59)
and it is a polynomial in A of degree at most p. This may also be depicted
diagramatically, for example in the case p = 2, as follows:
WR(A)
s

= W 1R(A)
 

?
??
?
+ W 2R(A)
 

?
??
?
+ W 3(A)
 

?
??
??
+ W 4(A)
 


?
??
??
+ . . .
∆(ω,A) = ∆0(ω,A) + ∆1(ω,A) + ∆2(ω,A) + 0 + 0 . . .
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Each ∆i(ω,A) is a homogeneous polynomial of degree i in A. Taking the quo-
tient by the image of s, we may view the anomaly as a de Rham cohomology class
of degree one ∆(ω,A) ∈ H1(S1). It is non-trivial in general because it is the
boundary of a formal power series (and not a convergent sum) in C∞(S1). In-
tuitively, the lack of gauge-invariance of WR(A) originates from the overlapping
of the vertices • in the renormalized Feynman graphs, whence the “locality”
of the anomaly. It must also be stressed that renormalization is not unique:
there are different ways to extract finite quantitiesWnR(A) from the regularizing
operator |D|−2z+ , and this may add finitely many local counterterms (residues)
to the series WR(A). Consequently the cocycle sWR(A) will only change by a
finite sum of boundaries, so that the cohomology class of the anomaly remains
unchanged.
The formula ∆(ω,A) = sWR(A) is completely analogous to the construction of
the residue Chern character χR = [∂, ηR] from the boundary of the renormalized
eta-cochain (section 3). The formal power series WR(A) is simply replaced by
the improper cochain ηR. This explains why Theorem 3.5 is called an anomaly
formula. It is moreover possible to exhibit an explicit correspondence between
WR(A) and the renormalized eta-cochain associated to the quasihomomorphism
(51). The latter has even parity, hence the renormalized eta-cochain (39) is odd.
Since the X-complex of the quasi-free algebra R = C reduces to X(C) : C⇄ 0,
the only non-zero components η̂2n+1R0 ρ∗ : Ω
2n+1T̂A0 → C are explicitly given by
η̂2n+1R0 (x0dx1 . . .dx2n+1) =
Γ(n+ 1)
(2n+ 1)!
1
2
Pf
z=0
τ(Fx0[F, x1] . . . [F, x2n+1]|D|−2z)
where τ is the supertrace of operators on H , and F admits the matrix represen-
tation F =
(
0 1
1 0
)
. The transgressed Chern character /ch
2n+1
R (ρ) = η̂
2n+1
R ρ∗γ
is the composite with the Goodwillie equivalence, and yields a linear map
X(T̂A0) → C of odd degree. As in section 2 we evaluate it on the Chern
character of a unitary element g ∈M∞(A0)+ such that g−1 ∈M∞(A0). Using
the linear inclusion A0 →֒ T̂A0 lift g to an invertible element gˆ ∈ M∞(T̂A0)+.
Its Chern character ch1(gˆ) =
1√
2πi
Tr♮gˆ−1dgˆ defines an odd cycle of the complex
X(T̂A0).
Lemma 4.1 The transgressed Chern character /ch
2n+1
R (ρ) : X(T̂A0)→ C eval-
uated on ch1(gˆ) =
1√
2πi
Tr♮gˆ−1dgˆ reads
/ch2n+1R (ρ) · ch1(gˆ) =
1√
2πi
(n!)2
(2n+ 1)!
1
2
Pf
z=0
τ(FV 2n+1|D|−2z) ,
where V is the compact operator ρ(g)−1[F, ρ(g)] on H.
Proof: By definition /ch
2n+1
R (ρ) = η̂
2n+1
R ρ∗γ. In [21] we calculated the image of
the Chern character ch1(gˆ) =
1√
2πi
Tr♮gˆ−1dgˆ under the Goodwillie equivalence:
γch1(gˆ) =
1√
2πi
∑
n≥0
(−)nn! Tr(gˆ−1dgˆ(dgˆ−1dgˆ)n) .
Since ρ∗(gˆ) = ρ(g) ∈ L (H), the evaluation of the above non-commutative form
on η̂2n+1R0 ρ∗ is straightforward.
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For 2n ≥ p the operator V 2n+1 is trace-class and one recovers the non-
renormalized formula (24)
/ch2n+1(ρ) · ch1(gˆ) = 1√
2πi
(n!)2
(2n+ 1)!
1
2
τ(FV 2n+1) .
Now fix the background connection A = 0; for any g ∈ M∞(A0)+ the gauge
transform A = Ag is given by
A = g−1− Qg+ −Q ,
and 1 + Q−1A is invertible. The operator V can be expanded in a formal
power series in A with no term of degree zero. Indeed one has F =
(
0 1
1 0
)
and
ρ(g) =
( g+ 0
0 Q−1g−Q
)
, so that
V =
(
0 (1 +Q−1A)−1 − 1
Q−1A 0
)
and (1+Q−1A)−1 − 1 =∑k≥1(−Q−1A)k. The renormalized eta-cochain reads
/ch2n+1R (ρ) · ch1(gˆ) =
(−)n√
2πi
(n!)2
(2n+ 1)!
Pf
z=0
Tr
((
Q−1A
1 +Q−1A
)2n+1
(1 +Q−1A/2)|D|−2z+
)
,
and its expansion as a formal power series in A contains only terms of degree
≥ 2n+ 1. Consequently, the infinite sum
/chR(ρ) · ch1(gˆ) =
∑
n≥0
/ch2n+1R (ρ) · ch1(gˆ) (60)
makes sense as a formal power series in A. The following lemma establishes the
link with the partition function of the non-commutative gauge theory.
Lemma 4.2 Let g ∈ M∞(A0)+ be a unitary such that g − 1 ∈ M∞(A0) and
take the gauge potential A = g−1− Qg+ − Q. The renormalized partition func-
tion WR(A) coincides with the formal power series /chR(ρ) · ch1(gˆ) modulo a
counterterm:
WR(A) + P (A) =
√
2πi /chR(ρ) · ch1(gˆ) , (61)
where P (A) is a polynomial in A given by a finite sum of residues, with V =( 0 (1+Q−1A)−1−1
Q−1A 0
)
:
P (A) =
1
8
∑
n≥0
(n!)2
(2n+ 1)!
∑
k≥1
(−)k
k!
Res
z=0
Γ(z + k)
Γ(z + 1)
τ(V 2n+1V (k)|D|−2(z+k)) .
Proof: Note that the operator V = ρ(g)−1[F, ρ(g)] fulfills the flat curvature
condition [F, V ]+V 2 = 0. Our first task will be the computation of ln(1+FV )
in the following terms,
ln(1 + FV ) =
∑
n≥0
(n!)2
(2n+ 1)!
(FV 2n+1 +
1
2
V 2n+2) ,
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understood as an equality of formal power series in A. To this end, for any
t ∈ [0, 1] define FtV = F + tV . One has F 2tV = 1 + (t2 − t)V 2, hence FtV is
invertible in the sense of formal power series. Consider the (formal) integral
I =
∫ 1
0
dt
∫ ∞
0
duFtV e
−uF 2tV V .
We shall compute I by two different manners. First, integrate over u:
I =
∫ 1
0
dt FtV (F
2
tV )
−1V =
∫ 1
0
dt F−1tV V .
The inverse of FtV is (F + tV )
−1 = (F (1 + tFV ))−1 = (1 + tFV )−1F because
F 2 = 1. Hence
I =
∫ 1
0
dt (1 + tFV )−1FV =
∑
n≥1
(−)n+1
n
(FV )n = ln(1 + FV )
by expanding the series (1 + tFV )−1 in powers of t. On the other hand, we
could first expand the exponential of F 2tV = 1 + (t
2 − t)V 2 and then integrate
over u:
I =
∫ 1
0
dt
∫ ∞
0
duFtV
∑
n≥0
un
n!
e−u(t2−t)nV 2n+1 =
∑
n≥0
∫ 1
0
dt (t2−t)nFtV V 2n+1 .
Finally, it remains to use the integrals∫ 1
0
(t2 − t)ndt = (n!)
2
(2n+ 1)!
,
∫ 1
0
t(t2 − t)ndt = 1
2
(n!)2
(2n+ 1)!
to express I as wanted:
I =
∑
n≥0
(n!)2
(2n+ 1)!
(FV 2n+1 +
1
2
V 2n+2) .
One has 1 + FV =
( 1+Q−1A 0
0 (1+Q−1A)−1
)
. Let us compute the supertrace
1
2
τ ln
(
(1 + FV )|D|−2z) = 1
2
τ ln
(
1+Q−1A 0
0 (1+Q−1A)−1
)
|D|−2z
=
1
2
Tr ln(1 +Q−1A)|D|−2z+ −
1
2
Tr ln(1 +Q−1A)−1|D|−2z+
= Tr ln(1 +Q−1A)|D|−2z+ ,
whose finite part at z = 0 is precisely the renormalized logarithmWR(A). Hence
we deduce the equality of formal power series in A:
WR(A) =
1
2
∑
n≥0
(n!)2
(2n+ 1)!
Pf
z=0
τ
(
(FV 2n+1 +
1
2
V 2n+2)|D|−2z) .
The terms involving the even powers V 2n+2 are in fact residues. Indeed, V is
of odd parity so that τ(V 2n+2|D|−2z) = −τ(V 2n+1|D|−2zV ) by cyclicity of the
supertrace, and we can write
τ(V 2n+2|D|−2z) = −1
2
τ(V 2n+1[|D|−2z , V ]) .
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Using the asymptotic expansion of the commutator, one thus has
Pf
z=0
τ(V 2n+2|D|−2z) = −1
2
∑
k≥1
(−)k
k!
Res
z=0
Γ(z + k)
Γ(z + 1)
τ(V 2n+1V (k)|D|−2(z+k)) .
This is a finite sum because the residues vanish whenever k+2n ≥ p. Therefore,
Lemma 4.1 implies
WR(A) =
√
2πi /chR(ρ) · ch1(gˆ)−
1
8
∑
n≥0
(n!)2
(2n+ 1)!
∑
k≥1
(−)k
k!
×
Res
z=0
Γ(z + k)
Γ(z + 1)
τ(V 2n+1V (k)|D|−2(z+k)) ,
where the sum of residues is finite and yields a polynomial in A.
The above lemma means that the formal series
√
2πi /chR(ρ)·ch1(gˆ) is nothing
else but another choice of renormalization for W (A). The polynomial P (A) is
simply a counterterm. Now, if g is a loop of unitaries in the matrix algebra
M∞(A0)+ with basepoint the identity, the cohomology class of the anomaly is
represented by
∆(ω,A) ≡
√
2πi s( /chR(ρ) · ch1(gˆ)) ∈ H1(S1) , (62)
where the invertible loop gˆ in M∞(T̂A0)+ is the canonical lift of g obtained
by the linear inclusion A0 →֒ T̂A0. Replacing the universal derivative d by s
and the supertrace τ♮ by τ , equation (26) reinterpreted as an equality of formal
power series in A amounts to
chR(ρ) · Tr(gˆ
−1sgˆ)√
2πi
= s( /chR(ρ) · ch1(gˆ)) ,
whence the identification of cohomology classes ∆(ω,A) ≡ chR(ρ) · Tr(gˆ−1sgˆ).
Moreover the left-hand-side is a polynomial in A and depends linearly on ω.
Using Bott periodicity one thus gets
Corollary 4.3 Let (A0, H,D) be a regular finitely summable spectral triple of
even parity, and let WR(A) be any renormalization of the partition function
for the associated chiral gauge theory. Consider a projector e ∈ M∞(A0), and
the corresponding idempotent loop g = 1 + (β − 1)e ∈ M∞(A0)(0, 1)+. Then
the anomaly ∆(ω,A) = sWR(A) integrated over the loop of gauge potentials
A = g−1− Qg+ −Q computes the index
Ind(eDe) =
1
2πi
∮
∆(ω,A) ∈ Z . (63)
The latter does not depend on the choice of renormalization and is given by a
local formula (e.g. a sum of residues of zeta-functions).
Proof: Modulo a coboundary, one has ∆(ω,A) ≡ chR(ρ) · Tr(gˆ−1sgˆ) with the
canonical lifting gˆ ∈M∞(T̂A0)(0, 1)+ of g. Hence integrating the anomaly over
the circle one gets
1
2πi
∮
∆(ω,A) =
1
2πi
chR(ρ) ·
∫ 1
0
Tr(gˆ−1sgˆ) :=
1√
2πi
chR(ρ) · cs0(gˆ) .
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Now Bott periodicity (Lemma 4.4 of [21]) implies the equivalence of homology
classes cs0(gˆ) ≡
√
2πi ch0(eˆ) in the complex X(T̂A0), where eˆ ∈ M∞(T̂A0) is
an idempotent lifting of e. Hence one finds
1
2πi
∮
∆(ω,A) = chR(ρ) · ch0(eˆ) = ρ!(e)
which is nothing else but the index Ind(eDe) ∈ Z.
So far the formal power series WR(A) allowed us to interpret the anomaly
formula, section 3, but the renormalized determinant Z(A) = Det(1+Q−1A) is
still not defined. Morally, Z(A) should be the exponential ofWR(A) but we want
a complex number, not a formal series in A. We shall construct a renormalized
determinant ZR(A) by integrating the anomaly along a smooth path of gauge
potentials A = g−1− Qg+ −Q, starting from the background A = 0:
∆(ω,A) =
sZR(A)
ZR(A)
.
Note that it is not unique, because the anomaly itself ∆(ω,A) = sWR(A) is
defined modulo the boundary of a finite sum of counterterms. We could as well
take the anomaly as the boundary of the formal series
√
2πi /chR(ρ) · ch1(gˆ),
the resulting new determinant would differ from the former only by a phase
factor involving the counterterms. Let us define A0[0, 1] as the algebraic tensor
product of A0 with the space C∞[0, 1] of smooth functions over [0, 1] such that
all derivatives vanish at the endpoints (while the functions themselves take
arbitrary values at 0 and 1). We say that a unitary element g ∈ M∞(A0)+
is homotopic to 1 if there exists a unitary path u ∈ M∞(A0)[0, 1]+ such that
u0 = 1 and u1 = g. The renormalized determinant of g is the complex number
DetR(g) := exp(
√
2πi chR(ρ) · cs0(uˆ)) ∈ C× , (64)
where the Chern-Simons form of the canonical lifting uˆ ∈ M∞(T̂A0)[0, 1]+ is
defined as in [21]:
cs0(uˆ) =
1√
2πi
∫ 1
0
Tr(uˆ−1suˆ) ∈ T̂A0 .
Lemma 4.4 The renormalized determinant DetR(g) does not depend on the
unitary path u ∈ M∞(A0)[0, 1]+ joining 1 to g, and its logarithmic derivative
coincides with the anomaly
s(
√
2πi /chR(ρ) · ch1(gˆ)) =
sDetR(g)
DetR(g)
.
Proof: First we show the independence of DetR with respect to the path u. If
u′ ∈ M∞(A0)[0, 1]+ is such another path, we form a loop u′′ with basepoint 1,
by first going along u up to g and then backward along u′ up to 1. Hence one has
the equality of cycles cs0(uˆ
′′) = cs0(uˆ)− cs0(uˆ′) in X(T̂A0), and the evaluation
of cs0(uˆ
′′) on the renormalized Chern character chR(ρ) : X(T̂A0)→ C coincides
with its evaluation on the p-th dimensional Chern character chp(ρ). But chp(ρ)
extends to a cyclic cocycle over the completion A of A0. Now if we regard u′′ as
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a loop of invertible matrices over the Banach algebra A +, by Bott periodicity it
defines aK-theory class [e]−[p0] ∈ Ktop0 (A ) for some idempotent e ∈M∞(A +),
and by Lemma 4.4 of [21] one gets
cs0(uˆ
′′) = cs0(uˆ)− cs0(uˆ′) ≡
√
2πi ch0(eˆ) ∈ HP0(A ) .
Therefore evaluation of these cyclic homology classes on chp(ρ) yields the num-
bers
√
2πi chp(ρ) · (cs0(uˆ)− cs0(uˆ′)) = 2πi chp(ρ) · ch0(eˆ) ∈ 2πiZ ,
so that the exponential of
√
2πi chR(ρ) · cs0(uˆ) is independent of u.
Now compute the logarithmic derivative of the determinant:
sDetR(g)
DetR(g)
=
√
2πi s(chR(ρ) · cs0(uˆ)) = chR(ρ) · Tr(gˆ−1sgˆ) .
We conclude from chR(ρ) · Tr(gˆ−1sgˆ) =
√
2πi s( /chR(ρ) · ch1(gˆ)).
Once we take DetR(g) as a definition of the renormalized determinant, the
integral of the anomaly
Ind(eDe) =
1
2πi
∮
∆(ω,A)
just counts the winding number of the partition function ZR(A) ∈ C× around
the idempotent loop. This proves the result announced in [20] and interprets
the topological index ρ! : K
top
0 (A ) → Z as a topological anomaly. But the
renormalized determinant allows to interpret the regulator ρ! : MK
I
p+1(A ) →
C
× as well. Recall from [21] that a multiplicative K-theory class of degree
p + 1 over A is represented by a pair (gˆ, θ) where gˆ is an invertible ele-
ment of (I ⊗ˆT̂A )+ and θ is a chain of even degree in the quotient com-
plex Xp(TA , JA ) = X(TA )/F
p
JAX(TA ) satisfying the transgression relation
ch1(gˆ) = ♮dθ. Since we work with a dense subalgebra A0 ⊂ A we shall restrict
to pairs (gˆ, θ) with gˆ ∈M∞(T̂A0)+ and θ ∈ Xp(TA , JA ) in the image of T̂A0:
Corollary 4.5 Let (A0, H,D) be a regular spectral triple of even parity and an-
alytic dimension p (even). Let the pair (gˆ, θ) ∈ MKIp+1(A ) represent a multi-
plicative K-theory class, where gˆ ∈M∞(T̂A0)+ is the canonical lift of a unitary
element g ∈ M∞(A0)+ homotopic to 1 and θ is in the image of T̂A0. Then
its evaluation under the regulator map ρ! : MK
I
p+1(A ) → C× is the complex
number
ρ!(gˆ, θ) = exp(
√
2πi chR(ρ) · θ)Det−1R (g) ∈ C× . (65)
Proof: By hypothesis, there exists a unitary path u ∈ M∞(A0)[0, 1]+ joining
u0 = 1 to u1 = g. Then the pair (gˆ, θ) is equivalent to (1, θ − cs0(uˆ)) in
MKIp+1(A ), with uˆ ∈M∞(T̂A0)[0, 1]+ the canonical lifting of u. By definition
(see [21])
ρ!(1, θ − cs0(uˆ)) =
(
1, chp(ρ) · (θ − cs0(uˆ))
) ∈MKI1 (C) .
47
Since the analytic dimension is p we have the equality of non-periodic cyclic
cohomology classes chR(ρ) ≡ chp(ρ) in HCp(A0). It means that the p-th di-
mensional Chern character chp(ρ), once restricted to the image of T̂A0 in the
complex Xp(TA , JA ), is cohomologous to the renormalized Chern character
chR(ρ):
chR(ρ) = ch
p(ρ) +
p/2−1∑
n=0
/ch
2n+1
R (ρ) ◦ ∂
with the boundary map ∂ = ♮d on Xp(TA , JA ). Therefore
chp(ρ) · (θ − cs0(uˆ)) = chR(ρ) · (θ − cs0(uˆ))−
p/2−1∑
n=0
/ch
2n+1
R (ρ) · ♮d(θ − cs0(uˆ)) .
By hypothesis ♮dθ = ch1(gˆ) in Xp(TA , JA ), and Lemma 4.3 of [21] implies
♮dcs0(uˆ) = ch1(gˆ), whence
ρ!(gˆ, θ) =
(
1, chR(ρ) · (θ − cs0(uˆ))
)
at the level of multiplicative K-theory classes. Finally, the group isomorphism
MKI1 (C)
∼= C× identifies a pair (1, α) with the complex number exp(
√
2πi α),
for any α ∈ C. Thus
ρ!(gˆ, θ) = exp
(√
2πi chR(ρ) · (θ − cs0(uˆ))
)
= exp(
√
2πi chR(ρ) · θ)Det−1R (g)
as claimed.
Remark, as it should be, that the complex number ρ!(gˆ, θ) does not depend
on the renormalization chosen for the Chern character chR(ρ), because the phase
factor exp(
√
2πi chR(ρ)·θ) automatically absorbs any change in the renormalized
determinant. This was expected since the regulator map MKIp+1(A ) → C× is
canonically defined. The fact that it is a morphism of abelian groups allows
also to interpret the multiplicative anomaly: for two gauge transformations
g, h ∈M∞(A0)+ the renormalized determinant fails to be multiplicative:
DetR(gh) 6= DetR(g)DetR(h) . (66)
This lack of multiplicativity is compensated by the phase factor in (65). Us-
ing the equivalence relation on multiplicative K-theory yields an explicit for-
mula. Let gˆ, hˆ and ĝh ∈ M∞(T̂A0)+ be the canonical liftings of g, h and
gh respectively. The difference ĝh − gˆhˆ thus lies in the pro-nilpotent ideal
M∞(ĴA0) ⊂ M∞(T̂A0), the product hˆ−1gˆ−1ĝh lies in 1 +M∞(ĴA0) and its
logarithm given by the usual power series defines an element
ln(hˆ−1gˆ−1ĝh) ∈M∞(ĴA0) .
Corollary 4.6 Let (A0, H,D) be a regular spectral triple of even parity and
analytic dimension p, with renormalized Chern character chR(ρ) : T̂A0 → C.
Let g, h ∈M∞(A0)+ be two unitary elements homotopic to 1. The multiplicative
anomaly is given by the formula
DetR(gh) = exp
(
chR(ρ) · Tr ln(hˆ−1gˆ−1ĝh)
)
DetR(g)DetR(h) . (67)
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Proof: Because g and h are homotopic to 1 there exist chains θ and θ′ in the
complex Xp(TA , JA ) such that (gˆ, θ) and (hˆ, θ′) represent multiplicative K-
theory classes in MKIp+1(A ). Their sum is represented by the pair
(gˆ, θ) + (hˆ, θ′) = (gˆ ⊕ hˆ, θ + θ′) .
Using rotation 2 × 2 matrices, one shows as in [21] that (gˆ ⊕ hˆ, θ + θ′) and the
pair (gˆhˆ, θ+θ′) represent the same multiplicative K-theory class. Now consider
the linear homotopy
uˆt = t ĝh+ (1− t)gˆhˆ = gˆhˆ+ t(ĝh− gˆhˆ)
for t ∈ [0, 1]. Since ĝh− gˆhˆ lies in a pro-nilpotent ideal, uˆ defines an invertible
path in M∞(T̂A0)+ joining uˆ0 = gˆhˆ to uˆ1 = ĝh. Its inverse is given by the
series
uˆ−1t =
∑
n≥0
(−t)n(hˆ−1gˆ−1ĝh− 1)nhˆ−1gˆ−1 .
The Chern-Simons form associated to uˆ thus reads (to be correct one should
transform the variable t by a smooth bijective function [0, 1] → [0, 1] with all
derivatives vanishing at the endpoints)
√
2πi cs0(uˆ) =
∫ 1
0
Tr(uˆ−1suˆ) =
∑
n≥0
∫ 1
0
dt(−t)nTr((hˆ−1gˆ−1ĝh− 1)n+1)
= Tr ln(hˆ−1gˆ−1ĝh)
and the pair (gˆhˆ, θ + θ′) is equivalent to (ĝh, cs0(uˆ) + θ + θ′) in MKIp+1(A ).
One has
ρ!(gˆ ⊕ hˆ, θ + θ′) = exp
(√
2πi chR(ρ) · (θ + θ′)
)
Det−1R (g)Det
−1
R (h) ,
ρ!(ĝh, cs0(uˆ) + θ + θ
′) =
exp
(
chR(ρ) · (Tr ln(hˆ−1gˆ−1ĝh) +
√
2πi(θ + θ′))
)
Det−1R (gh) ,
hence equating these numbers yields the desired result.
Example 4.7 We look at a simple two-dimensional example. Let M be a
closed spin manifold of dimension p = 2, and E → M be a hermitian vector
bundle with unitary connection ∇ : C∞(E) → C∞(T ∗M ⊗ E). We take D0 :
C∞(S ⊗E)→ C∞(S ⊗E) as the twisted Dirac operator acting on the sections
of spinors with coefficients in E, i.e. D0 is built from the spin connection on
S and ∇ on E. Proceeding as in Example 3.6 we extend D0 to an invertible
selfadjoint operatorD on the Hilbert space H = H0⊕H0, with H0 = L2(S⊗E),
and define A0 = C∞(End(E)) as the algebra of smooth endomorphisms of E.
In particular A0 is Morita equivalent to the commutative algebra C
∞(M) and
is represented on H by acting only on the first summand H0. The spectral
triple (A0, H,D) has analytic dimension p = 2 and the renormalized Chern
character chR(ρ) : T̂A0 → C is a 2-dimensional trace which reads, through the
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isomorphism of pro-vector spaces T̂A0 ∼= Ω̂+A0,
chR(ρ)(a0) =
1
2πi
∫
M
tr(a0∇2) ,
chR(ρ)(a0da1da2) =
1
2πi
∫
M
1
2
tr(a0[∇, a1][∇, a2])
for any ai ∈ A0. Here ∇2 ∈ C∞(Λ2T ∗M ⊗ End(E)) is the curvature two-form
of the connection, and tr is the trace of endomorphisms. Let g ∈ A0 be a
unitary endomorphism of E (gauge transformation) homotopic to the identity,
and choose a path u ∈ A0[0, 1] of unitary endomorphisms from the identity to
g (here we don’t need to pass to unitalized algebras since A0 is already unital).
The renormalized determinant of g is given in terms of the Maurer-Cartan form
ω = u−1su ∈ A0 ⊗ Ω1[0, 1]:
DetR(g) = exp
( 1
2πi
∫ 1
0
∫
M
tr(ω∇2 + 1
2
g−1[∇, g][∇, ω])
)
.
The integral of the chiral anomaly under the exponential is known in the physics
literature as a Wess-Zumino action [27], while ω is the Faddeev-Popov ghost [16].
For two gauge transformations g, h homotopic to the identity the multiplicative
anomaly given by Corollary 4.6 reads
DetR(gh) = exp
( 1
2πi
∫
M
1
2
tr(h−1g−1[∇, g][∇, h])
)
DetR(g)DetR(h) .
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