This paper presents the design of a multimedia storage system for on-demand playback. The design stresses effective utilization of disk bandwidth with minimal data buffer to minimize overall system costs. The design procedure is most distinctive in the following two aspects:
Introduction
In recent years, the design of mass storage systems for multimedia applications has become an active research topic [1, 2, 3, 4, 5, 6, 7] . One of the most This research was sponsored in part by the National Science Council of R.O.C. under grant NSC 83-0408-E-002-002. important applications of multimedia storage systems is on-demand playback of video or high-quality audio programs [5, 6, 8, 9, 10, 11, 12, 13, 14] . In on-demand playback applications, the storage system supports concurrent retrieval of continuous video or audio programs requested by a large number of clients. Such applications impose two major challenges to mass storage system design:
High data retrieval bandwidth -
The data retrieval bandwidth required by such applications is particularly high due to a large number of clients.
Real-time, continuous transfer of data -
The system must guarantee uninterrupted service to each client.
In order to meet these two challenges with minimal system costs, the designer must develop appropriate data placement and retrieval strategies so that I/O bandwidth of the storage devices is effectively utilized with minimal amount of data buffer. Here, effective utilization of storage device bandwidth means that the number of storage devices required to provide sufficient I/O bandwidth is minimized. In addition to the number of storage devices, another factor that contributes to overall system costs is the size of data buffer. In on-demand playback applications, certain amount of data buffer is needed to guarantee realtime, uninterrupted transfer of data to each client. It is the designer's desire to minimize the amount of data buffer required.
The studies reported in [6, 11] represent the very first efforts to tackle the disk scheduling problem in multimedia storage design. The main deficiency of the early efforts is that utilization of disk bandwidth is extremely ineffective. The disk head needs to sweep across entire disk surface in order to read just one file block of data, or in another term, one retrieval unit of data. Yu, Chen and Kandlur [13] , then, proposed the Grouped Sweeping Scheme(GSS) to improve disk bandwidth utilization. However, the GSS uses a linear model for disk seek time. According to Ruemmler and Wilkes [15] , a linear model could lead to a wide range of deviation. In multimedia storage system design, this means that disk bandwidth would not be effectively utilized since the designer would need to include a large margin to guarantee real-time constraints. Another important issue that has not been thoroughly studied in previous literature is how disk arrays can be exploited in multimedia storage system design.
This paper presents a comprehensive procedure to design multimedia storage systems for on-demand playback. The design stresses effective utilization of disk bandwidth with minimal amount of data buffer. The design procedure is most distinctive in the following two aspects:
1. It bases on a tight upper bound of the lumped disk seek time for the Scan disk scheduling algorithm [16, 17, 18 ] to achieve effective utilization of disk bandwidth.
2. It starts with a general two-level hierarchical disk array structure to derive the optimal configuration for specific requirements.
In the following part of this paper, section 2 discusses the general organization and operations of the proposed system. Section 3 elaborates the design process that leads to an optimal solution under a given system specification. Finally, section 4 concludes the discussion of this paper. Figure 1 depicts the architecture of the multimedia storage system. The system comprises a host and multiple storage nodes. The host stores the directory of the entire file system and commands the operations of the storage nodes. Each storage node contains one or more disks for storing multimedia data. If the storage node contains more than one disks, then these disks form a fine-grain disk array [19] . The fine-grain disk arrays in the storage nodes are then grouped to form a coarse-grain disk array [19] . As a result, the entire system consists of two levels of disk arrays. Since playback operations invoke no writes to the disks, we will purposely omit the parity data when we refer to the disk array structure shown in Figure 1 . The storage nodes receive commands from the host through the Ethernet and deliver the requested data to the hign-bandwidth video channel. In our implementation, each node, including the host and the storage nodes, is an Intel 80486 CPU based personal computer running the Mach 3.0 microkernel [20] with a BSD UNIX server. A SCSI bus is used as the highbandwidth video channel. Figure 2 shows the general rule to place the file blocks, or retrieval units in another term, of a multimedia file in the system. In Figure 2 , each drawn disk represents the logical disk formed by the disks in a storage node. Since the discussion here is about how file blocks are interleaved in the high-level of the disk array hierarchy, the low-level fine-grain disk array can be treated logically as an individual disk in this regard. Figure 2 shows that each disk is evenly partitioned into several regions. Each region is composed of a number of physically consecutive tracks. Disk partition is not mandatory. If partition is not performed, are placed in region k of disk j, where M is the number of storage nodes in the system, R is the number of regions into which the disk is partitioned into, I is any integer number larger than or equal to 0, j is the index of the disk and runs from 0 to M ? 1, and k is the index of the region and runs from 0 to R ? 1.
General Organization and Operations

General Organization
The idea behind the development of the 2-level disk array architecture is to provide various design alternatives. As will be shown later in the paper, two systems with the same number of disks but different organizations will have different characteristics. The main distinctions are the amount of data buffer required and the maximum start-up latency, which is the maximum amount of time a new client needs to wait before the service begins. It is up to the designer's decision to select one design alternative that best fits his/her needs.
The reason behind performing disk partition is to minimize average seek time of disk accesses during the Scan operation. The reason to round file block placement at one end of the disks is to optimize disk head movement. As will be shown later, when carrying out data retrieval, the disk head iteratively scans across disk surface in both directions to read file blocks from the active video/audio programs. Therefore, it makes sense to round file block placement at one end of the disk so that the data to be read next are immediately available when the disk head turns around.
Disk Operations
The multimedia storage system proposed in this paper performs service by dividing the streams into a number of groups and making these groups access disks in an interleaved and synchronized manner. Let M denotes the number of storage nodes in the system. Then, the system divides the streams into M groups with no group exceeding a predetermined ceiling of number of streams. The ceiling is imposed to guarantee uninterrupted service to each client, i.e. to meet real time requirements. If there are more clients than the system can serve at one time, then the late comers must wait until some slots in these groups become vacant, i.e. some clients terminate their accesses.
The system divides the streams into M groups according to their starting times so that the M groups of streams access the M storage nodes in an interleaved and rotatory manner. Two streams in the same group were admitted to the system either at the same time or at different times but with overlapped shifts. In the later case, these two streams access file blocks with an index offset equal to a multiple of (2 R M) simultaneously, where R is the number of regions into which the disk is partitioned into. On the other hand, two groups of streams never access the same disk at any given time.
The M groups of streams access disks in a synchronized manner. That is, the M groups of streams access the same partition region in the disks at the same time. When the disk head scans across one partition region, the system retrieves one file block for each stream. Once the disk head has made a round trip across the disk surface, these M groups of streams rotate and start a new round of access. Figure 3 demonstrates a simple case of the disk access operation. In Figure 3 , there are 4 streams and 2 disks. Each disk has two partition regions. According to the placement policy illustrated in Figure 2, During the access operation, the system retrieves and buffers one file block for each stream when the disk head scans across one partition region. Later in time, when the disk head moves to next region, the system transmits the buffered data to the clients and buffers the incoming data in another area of the data buffer. With this practice, it is quite straightforward to figure out that the data buffer must be of size 2 (the size of a file block) (the maximum number of streams allowed)
The admission control mechanism in the proposed multimedia storage system is quite straightforward. A new client can be admitted only when vacant slots are available in one or more groups of streams. That is, some groups contain less streams than the permitted ceiling. However, even if vacant slots are available, a new client can not start its access until a group with vacant slots has rotated to the storage node that contains file block 0.
System Design
This section elaborates a comprehensive procedure to determine the optimal disk system configuration for meeting a given specification. The primary optimization criteria are the effectiveness of disk bandwidth utilization and size of data buffer required.
The Design Process
Here, let us use the symbols listed below in the subsequent discussion.
N: denotes the number of streams that the system can admit. Assume N is given by the system specification.
R: denotes the number of regions into which the disk is partitioned into.
L: denotes the number of disks that each of the low-level, fine-grain disk arrays in the disk system hierarchy contains.
M: denotes the number of lower-level, fine-grain disk arrays or single disks that the high-level, coarse-grain disk array structure contains.
G: denotes the maximum number of streams in each group. G is equal to N divided by M. S: denotes the number of bytes that the system retrieves from one disk in each retrieval operation. S times L is the size of a file block.
: denotes the ratio of disk bandwidth utilization that the designer wants to achieve.
T o : denotes the worst-case overhead when the disk head scans across one disk partition region and makes G disk accesses. T o contains three components. The first component is the worstcase lumped sum of seek time. The second component is the lumped worst-case rotational latency. The third component is due to other system overheads for making disk accesses such as command issuing, bus initialization, and data transfer. If the system uses a disk track as the basic storage unit and the disk features on-arrival read-ahead [15] , then disk accesses would not incur rotational latency. Otherwise, each disk access may incur a rotational latency as much as the rotation time of the disk. The system design is based on the architecture depicted in Figure 1 . The basic idea behind the system design is to achieve effective utilization of disk bandwidth by minimizing the percentage of time the access overhead, T o defined above, accounts for. In other words, we should make the disk system spend most of time in retrieving data rather than moving disk heads around and waiting for disk rotation.
The first issue is to how the disks should be configured and organized. This issue concerns (1) how many regions into which the disk is to be partitioned into, i.e. R defined above, and (2) how these disks should be grouped to form a disk array structure as depicted in Figure 1 . The design procedure presented in the following proceeds with a pre-determined value of R. The designer may need to go through the design procedure a few times with various values of R in order to determine the optimal configuration that meets the system requirements, i.e. simultaneously serving N streams with each requiring B s data bandwidth.
With the value of R pre-determined, the designer can derive a formula for computing T o defined above. T o contains two components: (1) the maximum lumped sum of seek time; (2) the lumped worst-case rotational latency; (3) the overhead due to other system operations such as command issuing, bus initialization, and data transfer. The overhead due to other system operations for making one disk access can be modeled by a fixed worst-case lumped sum and is denoted by T 1 here. The maximum lumped sum of seek time is a function of the number of cylinders in one disk partition and the term G defined above.
As shown in Figure 4 , the seek time of a disk can be conservatively modeled by piecewise linear equations. In the case of Figure 4 , the modeling function comprises two linear segment as follows:
where C is a constant defining the boundary of the two formulas above and d is the distance of disk head movement in number of cylinders. Mathematically, it can be proved that, if c 2 > c 4 , then the maximum lumped seek time occurs when the G stops are evenly apart (See Appendix A for a complete proof). Accordingly, the designer derives the following formula 
where d 0 is the number of cylinders in a partition region divided by G + 1. As mentioned above, if the disk features on-arrival read ahead and file blocks always start and end at track boundaries, then the term T r in equation (2) above can be eliminated. Also, note here that, when the disk head scans across a partition region and carries out G disk accesses, the disk actually makes G + 1 seeks.
Given equation (2) , the designer now needs to work out combinations of G, L, and U that satisfy the following two inequalities:
Inequality (3) guarantees the desired level of disk bandwidth utilization is achieved. Meanwhile, inequality (4) guarantees uninterrupted service of video/audio programs.
Altogether, there are three variables G, L, and S in equation (2) and inequalities (3) and (4) . The designer can write a computer program to figure out possible combinations of G, L, and S values that satisfy inequalities (3) and (4) and select the one that best matches his/her needs. A note here is that the program should automatically exclude some combi- In addition to the number of disks and the size of data buffer, another important issue is the maximum start-up latency. In the worst case, a new client needs to wait until a stream group with vacant slots rotates to the low-level fine-grain disk array that contains file block 0. Therefore, the maximum start-up latency is
The discussion so far is under a given value of R.
The designer may repeat the design procedure with various values of R and then select an alternative that best fits his/her demands.
A Design Example
In the following, we will use the system that have been built to illustrate the design process. In the example, the request is to design a system that can handle 20 clients with each requiring 100 Kbytes of data per second. The disk used in the design is the Philips LD 320 MO(Magneto-Optical) disk. Table 1 gives the disk system specification. The maximum sustained disk bandwidth is the bandwidth observed by the system not the raw bandwidth of the MO disk. The system overhead is the T 1 value addressed above. The seek time of the MO disk is modeled by seek time = ( 21:9 + 0:0076d if d 2500 30:9 + 0:0040d if d > 2500; (5) where d is the distance of disk head movement in number of tracks and the unit of time is millisecond. The design goal is to achieve disk bandwidth utilization of 50%. Table 2 summaries the resources required and maximum start-up latency for various design alternatives. Accordingly, we can select an alternative that best fits our demands. If minimizing the number of MO disks is the main concern, then we should exclude the first three alternatives. In the first three alternatives, the two-level disk array architecture degenerates to a flat one-level coarse-grain disk array. On the other hand, if minimizing the size of the data buffer is the main concern, then we should choose from the first three alternatives. Other observations are:
1. By partitioning the disk into more regions, we can reduce the size of data buffer at the price of increasing maximum start-up latency.
2. By increasing the value of L, we can reduce maximum start-up latency at the price of increasing data buffer size.
Finally, we can evaluate the design by comparing the number of disks needed with the theoretical lower bound. By calculating 20 100KBytes 553 KBytes per second 0:5 we figure out that at least 8 MO disks are needed.
Conclusion
In this paper, the design of a multimedia storage system for on-demand playback is presented. The design stresses effective utilization of disk bandwidth with minimal data buffer to minimize overall system costs. The design procedure is most distinctive in the following two aspects:
1. It bases on a tight upper bound of the lumped disk seek time for the Scan disk scheduling algorithm to achieve effective utilization of disk bandwidth.
The design procedure is simple and effective in the sense that the designer can easily work out a few In Theorem 1 above, it is assumed that C is a multiple of t. If it is not the case, then the designer can use dC=te instead to calculate the maximum lumped seek time.
