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ON STARK ELEMENTS OF ARBITRARY WEIGHT
AND THEIR p-ADIC FAMILIES
DAVID BURNS, MASATO KURIHARA AND TAKAMICHI SANO
Abstract. We develop a detailed arithmetic theory related to special values at
arbitrary integers of the Artin L-series of linear characters. To do so we define
canonical generalized Stark elements of arbitrary ‘rank’ and ‘weight’, thereby ex-
tending the classical theory of Rubin-Stark elements. We then formulate an ex-
tension to arbitrary weight of the refined version of the Rubin-Stark Conjecture
that we studied in an earlier article and also show that generalized Stark elements
constitute a p-adic family by formulating precise conjectural congruence relations
between elements of differing weights. We prove both of these conjectures in several
important cases.
1. Introduction
1.1. The seminal conjecture of Stark predicts that canonical elements constructed
(unconditionally) from the leading terms at zero of the Artin L-series of complex
linear characters should belong to the rational vector spaces that are spanned by the
r-th exterior powers of suitable groups of algebraic units, where r denotes the order
of vanishing at zero of the relevant L-series.
It is believed that if Stark’s conjecture is true, then these ‘Stark elements’ should
constitute a higher rank Euler system for the multiplicative group Gm over num-
ber fields and so there is considerable interest in studying their detailed arithmetic
properties, especially the integrality.
The basic integral properties of Stark elements were first studied by Stark himself
in [26], and then by Tate in [27], for the case r = 1 and then subsequently by Rubin
in [22] where the so-called ‘Rubin-Stark Conjecture’ was formulated in the setting of
general order of vanishing.
More recently, we formulated a strong refinement of the Rubin-Stark Conjecture in
[5, Conj. 7.3], obtained a natural interpretation of this conjecture in terms of a general
theory of ‘arithmetic zeta elements’ that was motivated by an earlier approach of Kato
to the formulation of generalized Iwasawa main conjectures and derived a series of
consequences of our conjecture concerning the detailed algebraic properties of number
fields.
In this article we shall use the leading terms at arbitrary integer points of the L-
series of linear characters to unconditionally define for non-negative integers r and
even integers w canonical ‘(generalized) Stark elements of rank r and weight w’. In
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this context the ‘rank’ relates to the exterior power of the arithmetic module in which
the element is constructed and the ‘weight’ to the integer point jw := −w/2 at which
one takes the leading term of the L-series (so that w is the weight of the associated
motive h0(SpecL)(jw)). In particular, in weight 0, our construction recovers the
classical theory of Rubin-Stark elements, and hence in weight 0 and rank 1 recovers
the original constructions of Stark.
Our approach will show that generalized Stark elements of any fixed rank and
weight should encode (in a very explicit way) detailed arithmetic information con-
cerning the Galois structure of important e´tale cohomology groups.
In addition, our approach leads naturally to the simultaneous study of generalized
Stark elements of differing weights and thereby introduces the perspective of p-adic
families to the investigation. We remark that this philosophy of p-adic families has
not hitherto been used in the setting of the Rubin-Stark Conjecture and is we feel
worthy of further consideration.
To be a little more precise about the results proved here we fix an odd prime p and
a finite abelian extension L/K of number fields. We assume that L/K is unramified
outside a finite set of places S of K containing all places that are either archimedean
or p-adic and we set G := Gal(L/K).
Then, as a first step, in Conjecture 3.5 we predict that generalized Stark elements
of weight w (and of appropriate rank) over L explicitly determine the initial Fitting
ideal of the e´tale cohomology group H2(OL,S,Zp(1−jw)), regarded as a Zp[G]-module
in the natural way.
This conjecture constitutes a natural extension of [5, Conj. 7.3] from the case of
weight 0 to the case of arbitrary weight. In addition, an interpretation of generalized
Stark elements in terms of the theory of arithmetic zeta elements allows us to prove
Conjecture 3.5 for all absolutely abelian fields and for the minus part of CM-extensions
of totally real fields (see Theorems 3.10 and 4.3).
Next we write pn for the number of p-power roots of unity in L and note that
the Galois modules H2(OL,S,Z/pn(1 − j))(j − k) and H2(OL,S,Z/pn(1 − k)) are
isomorphic for any choice of integers j and k. In particular, since Conjecture 3.5
implies that Stark elements of weight w over L determine the initial Fitting ideal of
the (Z/pnZ)[G]-module H2(OL,S,Z/pn(1−jw)), it suggests Stark elements of differing
weights (and fixed rank) should be related by congruences modulo pn.
In Conjecture 3.12 we use algebraic techniques developed in [5] to formulate, mod-
ulo the assumed validity of a weak version of Conjecture 3.5, a precise and explicit
family of congruence relations between Stark elements of differing weights over arbi-
trary number fields L.
We show that this very general family of conjectural congruences recovers upon
appropriate specialization a wide variety of results in the literature ranging from
the classical congruences of Kummer concerning Bernoulli numbers to the results of
Beilinson and Hu¨ber-Wildeshaus concerning the cyclotomic elements of Deligne-Soule´
3and a more recent conjecture of Solomon concerning certain ‘explicit reciprocity laws’
for Rubin-Stark elements. These various connections allow us, in particular, to derive
strong evidence, both theoretical and numerical, in support of Conjecture 3.12 (see
Theorem 3.13 and Remark 3.14).
The main contents of this article is as follows. In §2 we give the definition of gener-
alized Stark elements and then in §3 we formulate our central conjectures concerning
these elements (in Conjectures 3.5 and 3.12). In §4 we give a natural interpretation
of generalized Stark elements in terms of the theory of zeta elements and then use
this interpretation to prove Conjecture 3.5 in some important cases. Finally, in §5,
we relate special cases of Conjecture 3.12 to well-known results in the literature and
thereby deduce some supporting evidence for it.
1.2. For the reader’s convenience we end the introduction by collecting together
details concerning notation and conventions that are used in the sequel.
1.2.1. Algebra. Let E be a field of characteristic 0. For any abelian group A, we
denote E⊗ZA by EA. If A is a Q-vector space, we sometimes denote E⊗QA also by
EA. Similarly, if E is an extension of Qp (p is a prime number) and A is a Zp-module,
we denote E ⊗Zp A and E ⊗Qp A also by EA. For any integer m, we denote A/mA
simply by A/m.
For a commutative ring R and an R-module M we set M∗ := HomR(M,R). If M
is a free R-module with basis {b1, . . . , br}, then for each i with 1 ≤ i ≤ r we write b∗i
for the homomorphism M → R that sends bj to 1 if i = j and to 0 if i 6= j.
For any field E, the absolute Galois groups is denoted by GE. Let c ∈ GR denote
the complex conjugation. For a Z[GR]-module M , let M
± be the submodule {a ∈
M | c · a = ±a} of M . We also use the idempotent e± := 1±c
2
of Z[1
2
][GR] and the
decomposition M = M+ ⊕M− with M± = e±M for any Z[1
2
][GR]-module M .
1.2.2. Arithmetic. Fix an algebraic closure Q of Q. For any non-negative integer m,
we denote by µm the subgroup of all m-th roots of unity in Q
×
. As usual, we denote
µpn (p is a prime number) by Z/p
n(1), and lim←−n µpn by Zp(1). For any integer j, Zp(j)
and Qp(j) are defined in the usual way.
For a number field K, i.e. a finite extension of Q in Q, we write S∞(K), SC(K)
and Sp(K) for the set of archimedean, complex and p-adic places of K respectively.
We write S∞ for S∞(K) if there is no danger of confusion. The ring of integers of K
is denoted by OK . For a finite set S of places of K, the ring of S-integers of K is
denoted by OK,S. If L is a finite extension of K, then the set of places of K which
ramify in L is denoted by Sram(L/K) and the set of places of L lying above any given
set of places S of K is denoted by SL. The ring of SL-integers of L is denoted by
OL,S instead of OL,SL.
Let L/K be a finite abelian extension with Galois group G. Let S and T be finite
disjoint sets of places of K such that S∞(K)∪Sram(L/K) ⊂ S. Then, for a character
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χ ∈ Ĝ := HomZ(G,C×), the S-truncated T -modified L-function is defined by
LK,S,T (χ, s) :=
∏
v∈T
(1− χ(Frv)Nv1−s)
∏
v/∈S
(1− χ(Frv)Nv−s)−1 (Re(s) > 1)
where Frv ∈ G is the Frobenius automorphism at a place of L above v, and Nv is
the cardinality of the residue field κ(v) of v. The function LK,S,T (χ, s) continues
meromorphically to the whole complex plane and its leading term at an integer j is
denoted by L∗K,S,T (χ, j). The S-truncated T -modified L-function for L/K is defined
by setting
θL/K,S,T (s) :=
∑
χ∈Ĝ
LK,S,T (χ
−1, s)eχ with eχ :=
1
#G
∑
σ∈G
χ(σ)σ−1
and has leading term at s = j equal to θ∗L/K,S,T (j) :=
∑
χ∈Ĝ L
∗
K,S,T (χ
−1, j)eχ ∈ C[G]×.
When T = ∅, we omit it from notations (so we denote LK,S,∅(χ, s) by LK,S(χ, s), for
example). Note that
θL/K,S,T (s) = δL/K,T (s) · θL/K,S(s)
with δL/K,T (s) :=
∏
v∈T (1−Nv1−sFr−1v ).
2. Generalized Stark elements
2.1. The general set up. Let L/K be a finite abelian extension of number fields.
Set G := Gal(L/K). Fix an odd prime number p. For each place w of L, we fix an
algebraic closure Lw of L and an embedding Q →֒ Lw. From this, we regard GLw as a
subgroup of GL, and the localization map of Galois cohomology H
i(L, ·)→ H i(Lw, ·)
is defined by the restriction map. Also, for each place w in S∞(L), we identify Lw
with C. For each integer j we set
Sj∞(L) :=
{
S∞(L) if j is even,
SC(L) if j is odd,
and note that
YL(j) :=
⊕
w∈S∞(L)
H0(Lw,Zp(j)) =
⊕
w∈Sj∞(L)
Zp(j).
In particular, setting ξ := (e2π
√−1/pn)n ∈ Zp(1) one obtains a Zp-basis {w(j)}w∈Sj∞(L)
of YL(j), which is defined by w(j) = (w(j)w′)w′ where
w(j)w′ :=
{
ξ⊗j if w′ = w,
0 if w′ 6= w.
5Next we note that the complex conjugation c in GR acts on the Betti cohomology
HL(j) := H
0
B(SpecL(C),Q(j)) =
⊕
ι:L→֒C
(2π
√−1)jQ
by c · (aι)ι := (c · aι)c◦ι for each aι in (2π
√−1)jQ and we set
HL(j)
+ := e+HL(j) with e
+ :=
1 + c
2
.
Note that the natural decomposition C = R⊕ R(−1) induces an isomorphism
(1) R⊗Q L ≃ RHL(j)+ ⊕ RHL(j − 1)+.
For each embedding ι′ : L →֒ C we define ι′j = (ι′j,ι)ι in HL(j) by setting
ι′j,ι :=
{
(2π
√−1)j if ι = ι′,
0 if ι 6= ι′.
Then, if for each place w in S∞(L) we write ιw : L→ C for the embedding induced
by the fixed embedding Q →֒ Lw = C, we obtain an isomorphism of Qp[G]-modules
YL(j)⊗Zp Qp ∼→ HL(j)+ ⊗Q Qp(2)
that sends each element w(j) to e+ιw,j.
For each place v in S∞(K) we now fix a place wv in S∞(L) that lies above v and
set S∞(L)/G := {wv | v ∈ S∞(K)}. For any idempotent ε in Zp[G] we set
W εj := {w ∈ Sj∞(L) ∩ (S∞(L)/G) | ε · w(−j) 6= 0}
and then define rεj := #W
ε
j .
Lemma 2.1. If ε is a primitive idempotent of Zp[G], then εYL(−j) is a free Zp[G]ε-
module of rank rεj with basis {ε · w(−j) | w ∈ W εj }.
Proof. For each w ∈ Sj∞(L), the Zp[G]-submodule of YL(−j) generated by w(−j) is
projective, since p is odd. Thus, if ε is a primitive idempotent (so that the ring Zp[G]ε
is local), then Zp[G]ε · w(−j) is either zero or a free Zp[G]ε-module of rank one and
so the decomposition
εYL(−j) =
⊕
w∈Sj∞(L)∩S∞(L)/G
Zp[G]ε · w(−j)
implies that εYL(−j) is free with basis {ε · w(−j) | w ∈ W εj }. 
The algebra Zp[G] is semilocal and so every idempotent of Zp[G] is a sum of prim-
itive idempotents. By Lemma 2.1, we may consider, without any loss of generality,
an idempotent satisfying the following condition.
Hypothesis 2.2. ε is an idempotent of Zp[G] such that the Zp[G]ε-module εYL(−j)
is free of rank rεj and has as basis the set {ε · w(−j) | w ∈ W εj }.
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Example 2.3. Suppose K is totally real and L is CM and write c for the complex
conjugation in G. For each integer j we obtain idempotents of Zp[G] by setting
e±j := (1± (−1)jc)/2 and we abbreviate W
e±j
j to W
±
j . Then Hypothesis 2.2 is satisfied
in each of the following cases.
(i) If ε = e+j , then ε ·w(−j) = w(−j) for each w in Sj∞(L)∩S∞(L)/G = S∞(L)/G
and so we have W+j = S∞(L)/G and r
ε
j = #S∞(L)/G = #S∞(K) = [K : Q].
(ii) If ε = e−j , then ε ·w(−j) = 0 for each w in Sj∞(L) so W−j is empty and rεj = 0.
2.2. The period-regulator isomorphisms. In this section we assume the idempo-
tent ε satisfies Hypothesis 2.2 with respect to j.
In the sequel we fix a finite set S of places of K which contains S∞(K) ∪ Sp(K) ∪
Sram(L/K). We also fix (and do not explicitly mention) an isomorphism of fields
C ≃ Cp.
We write Ĝε for the subset of Ĝ comprising characters χ for which ε · eχ 6= 0. We
define a subset of Ĝε by setting
Ĝεj := {χ ∈ Ĝε | dimCp(eχCpH1(OL,S,Qp(1− j))) = rεj}
and then obtain an idempotent of Qp[G]ε by setting
εj :=
∑
χ∈Ĝεj
eχ.
Remark 2.4. Lemma 4.1(ii) below implies that for each χ ∈ Ĝε one has
χ ∈ Ĝεj ⇐⇒
{
eχCpH
2(OL,S,Qp(1− j)) vanishes, if j 6= 1,
eχ(Cp ⊕ CpH2(OL,S,Qp)) vanishes, if j = 1.
By using this description one can deduce the following facts.
(i) If j < 0, then Ĝεj = Ĝ
ε (by Soule´ [19, Th. 10.3.27]) and so εj = ε.
(ii) If j = 0, then
Ĝε0 = {χ ∈ Ĝε | eχCpXL,S\S∞ = 0}
= {χ ∈ Ĝε | ords=0LK,S(χ, s) = rε0}.
Here (and in the sequel), for any finite set Σ of places of K we write XL,Σ for
the kernel of the homomorphism
⊕
w∈ΣL Zpw → Zp sending each w to 1. The
first displayed equality then follows by noting that, by class field theory, there
is a canonical isomorphism H2(OL,S,Qp(1)) ≃ QpXL,S\S∞, and the second
equality follows directly from [27, Chap. I, Prop. 3.4].
(iii) If j = 1, then Leopoldt’s Conjecture for L is equivalent to the vanishing of
H2(OL,S,Qp) and hence implies that
Ĝε1 = {χ ∈ Ĝε | χ 6= 1},
7where we write 1 for the trivial character of G, and so ε1 = ε(1− e1).
(iv) If j > 1, then Schneider’s Conjecture [24] for L is equivalent to the vanishing
of H2(OL,S,Qp(1− j)) and hence implies Ĝεj = Ĝε and so εj = ε.
In the remainder of this section we define for each integer j a canonical isomorphism
of Cp[G]-modules
λj : εjCp
∧rεj
Zp[G]
H1(OL,S,Zp(1− j)) ∼→ εjCp
∧rεj
Zp[G]
YL(−j).
The explicit definition that we give is motivated by the Tamagawa number conjecture
of Bloch and Kato (see, in particular, the proof of Corollary 4.4 below).
2.2.1. The case j < 0. In this case the known validity of the Quillen-Lichtenbaum
Conjecture (which follows from the recent proof by Rost and Voevodsky of the Bloch-
Kato Conjecture) gives a canonical Chern character isomorphism
chj : K1−2j(OL)⊗Z Zp ∼→ H1(OL,S,Zp(1− j))
where we write K∗(−) for Quillen’s higher algebraic K-theory functor.
One also has εj = ε (by Remark 2.4(i)) and we define λj to be the r
ε
j -th exterior
power of the composite isomorphism of Cp[G]-modules
εCpH
1(OL,S,Zp(1− j)) ∼→ εCpK1−2j(OL) ∼→ εCpHL(−j)+ ∼→ εCpYL(−j),
where the first map is induced by the inverse of the isomorphism ch−1j , the second by
(−1)-times the Borel regulator map
bj : RK1−2j(OL) ∼→ RHL(−j)+
and the third by the isomorphism in (2).
2.2.2. The case j = 0. We note that H1(OL,S,Zp(1)) is identified with ZpO×L,S via
Kummer theory and we define λ0 to be the r
ε
0-th exterior power of the composite
isomorphism of Cp[G]-modules
(3) ε0CpH
1(OL,S,Zp(1)) = ε0CpO×L,S ∼→ ε0CpXL,S ∼→ ε0CpYL(0)
where the first map is the restriction of the Dirichlet regulator (sending each a in
O×L,S,T to −
∑
w∈SL log |a|ww) and the second isomorphism follows from the vanishing
of ε0CpXL,S\S∞ (see Remark 2.4(ii)).
2.2.3. The case j = 1. We write ΓL,S for the Galois group of the maximal abelian
pro-p extension of L unramified outside S. Then the module H1(OL,S,Qp) identifies
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with Homcont(ΓL,S,Qp) and so, by combining the global class field theory with Remark
2.4(iii), one obtains a canonical short exact sequence of Cp[G]-modules
(4) ε1CpH
1(OL,S,Qp)   // ε1
⊕
w∈Sp(L)(CpO×Lw)∗
≃exp∗p

// // ε1(CpO×L )∗
ε1(Cp ⊗Q L)∗ ε1(CpHL(0)+)∗.
≃
OO
Here the first vertical isomorphism is induced by the linear dual of the p-adic expo-
nential map homomorphisms Lw → QpO×Lw for w in Sp(L) and the second by the
linear dual of the isomorphism CpO×L ≃ CpXL,S∞ induced by the Dirichlet regulator
map and the fact that ε1QpXL,S∞ is equal to ε1QpYL(0) and hence isomorphic to
ε1QpHL(0)
+ by (2).
Abbreviating detCp[G](−) to D(−), we then define λ1 to be the composite isomor-
phism of Cp[G]-modules
ε1Cp
∧rε1
Zp[G]
H1(OL,S,Zp) = ε1D(CpH1(OL,S,Zp))
≃ ε1
(
D((Cp ⊗Q L)∗)⊗Cp[G] D−1((CpHL(0)+)∗)
)
≃ ε1D((CpHL(1)+)∗) ≃ ε1D(CpYL(1)∗) ≃ ε1Cp
∧rε
1
Zp[G]
YL(−1).
Here the first isomorphism is the canonical isomorphism induced by (4), the second
is induced by the linear dual of (1) (with j = 1), the third by (2) and the last by the
canonical identification YL(1)
∗ ≃ YL(−1).
2.2.4. The case j > 1. In this case the vanishing of εjH
2(OL,S,Qp(1−j)) (see Remark
2.4) combines with the local and global duality theorems to give a canonical short
exact sequence of Cp[G]-modules
εjCpH
1(OL,S ,Zp(1− j))   // εj
⊕
w∈Sp(L)CpH
1(Lw,Zp(j))
∗
≃synp

// // εjCpH
1(OL,S ,Zp(j))∗
εj(Cp ⊗Q L)∗ εjCpHL(j − 1)+,∗
≃
OO
in which the second vertical homomorphism is induced by the dual of −b1−j ◦ ch−11−j
and the first is induced by the linear duals for each w in Sp(L) of the canonical
composite homomorphisms Lw → H1syn(OLw , j)→ H1(Lw,Qp(j)) involving syntomic
cohomology that are discussed by Besser in [1, (5.3) and Cor. 9.10].
We then define λj to be the isomorphism of Cp[G]-modules obtained from the above
diagram in just the same way that λ1 is obtained from (4).
Remark 2.5. In [1, Prop. 9.11] Besser proves that for w in Sp(L) the composite
homomorphism Lw → H1syn(OLw , j) → H1(Lw,Qp(j)) used above coincides with the
9exponential map of Bloch and Kato for Qp(j) over Lw. In this way the definition of
λj for j > 1 is naturally analogous to the definition of λ1.
Remark 2.6. A closer analysis of the discussions used to define λj for j > 0 shows
that, in this case, if εYL(1− j) vanishes, then εj = ε.
2.3. The definition of generalized Stark elements.
Definition 2.7. Fix an integer j, an idempotent ε of Zp[G] that satisfies Hypothesis
2.2 (with respect to j). Fix also finite sets S and T of places of K satisfying
• S∞(K) ∪ Sp(K) ∪ Sram(L/K) ⊂ S;
• S ∩ T = ∅;
• T = ∅ if j = 1.
Then the ‘Stark element of rank rεj and weight −2j’ for (L/K, S, T, ε) is the unique
element ηεL/K,S,T (j) of εjCp
∧rεj
Zp[G]
H1(OL,S,Zp(1− j)) that satisfies
λj(η
ε
L/K,S,T (j)) = εjθ
∗
L/K,S,T (j) ·
∧
w∈W εj
w(−j) in εjCp
∧rεj
Zp[G]
YL(−j).
Remark 2.8. It is natural to regard ηεL/K,S,T (j) to be of weight −2j since it is
associated to the motive h0(SpecL)(j).
Example 2.9. Definition 2.7 generalizes the classical notion of Rubin-Stark element
introduced by Rubin in [22]. In fact, we have
ε0θ
∗
L/K,S,T (0) = ε · lim
s→0
s−r
ε
0θL/K,S,T (s)
by Remark 2.4(ii) and [27, Chap. I, Prop. 3.4] and so ηεL/K,S,T (0) coincides with (the
‘ε-component’ of) the Rubin-Stark element for the data (L/K, S, T,W ε0 ).
The following proposition is a natural analogue of [22, Prop. 6.1].
Proposition 2.10. Suppose that (L′/K, S ′, T ′, ε′) is another collection of data as in
Definition 2.7 (with respect to j) for which all of the following properties are satisfied:
L ⊂ L′, S ⊂ S ′, T ⊂ T ′, with G′ := Gal(L′/K) the natural surjection Zp[G′]→ Zp[G]
sends ε′ to ε and W εj is the set of places of L obtained by restricting places in W
ε′
j .
Then rε
′
j = r
ε
j =: r and the map
ε′jCp
∧r
Zp[G′]
H1(OL′,S′,Zp(1− j))→ εjCp
∧r
Zp[G]
H1(OL,S′,Zp(1− j))
induced by the corestriction map CorL′/L : H
1(OL′,S′,Zp(1−j))→ H1(OL,S′,Zp(1−j))
sends ηε
′
L′/K,S′,T ′(j) to
δL/K,T ′\T (j) ·
 ∏
v∈S′\S
(1−Nv−jFr−1v )
 · ηεL/K,S,T (j).
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Proof. This follows easily from the fact that the natural surjection C[G′] → C[G]
sends ε′jθ
∗
L′/K,S′,T ′(j) to
εjθ
∗
L/K,S′,T ′(j) = εjδL/K,T ′\T (j) ·
 ∏
v∈S′\S
(1− Nv−jFr−1v )
 · θ∗L/K,S,T (j).

3. Statement of the conjectures
3.1. A Rubin-Stark Conjecture in arbitrary weight.
3.1.1. Exterior power biduals and pairings. Fix a commutative ring R and a finitely
generated R-module M . In the following, we abbreviate
∧r
R(M
∗) to
∧r
RM
∗.
For non-negative integers r and s with r ≤ s there is a canonical pairing∧s
R
M ×
∧r
R
M∗ →
∧s−r
R
M
defined by
(a1 ∧ · · · ∧ as, ϕ1 ∧ · · · ∧ ϕr) 7→
∑
σ∈Ss,r
sgn(σ) det(ϕi(aσ(j)))1≤i,j≤raσ(r+1) ∧ · · · ∧ aσ(s),
with Ss,r := {σ ∈ Ss | σ(1) < · · · < σ(r) and σ(r + 1) < · · · < σ(s)}. We denote the
image of (a,Φ) under the above pairing by Φ(a).
We also use the following construction (compare [22, §1.2]).
Definition 3.1. For each non-negative integer r the r-th exterior bidual of M is the
module ⋂r
R
M :=
(∧r
R
M∗
)∗
.
Remark 3.2. If R = Zp[G] with a finite abelian group G, then the map a 7→ (Φ 7→
Φ(a)) induces an identification{
a ∈ Qp
∧r
Zp[G]
M
∣∣∣∣ Φ(a) ∈ Zp[G] for every Φ ∈∧rZp[G]M∗
}
≃
⋂r
Zp[G]
M
and so we may regard
⋂r
Zp[G]
M as a subset of Qp
∧r
Zp[G]
M .
Lemma 3.3. Suppose that R = Zp[G] with a finite abelian group G and that M is Zp-
free. Let H be a subgroup of G and denote the natural surjection Qp[G]→ Qp[G/H ]
by πH . Then, for any a ∈ Qp
∧r
Zp[G]
M , we have
πH
({
Φ(a)
∣∣∣∣ Φ ∈∧rZp[G]M∗
})
=
{
Ψ(NrH(a))
∣∣∣∣ Ψ ∈∧rZp[G/H](MH)∗
}
,
where
NrH : Qp
∧r
Zp[G]
M → Qp
∧r
Zp[G/H]
MH
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is the map induced by the norm map
M →MH ; m 7→
∑
σ∈H
σ ·m.
Proof. This follows from [23, Rem. 2.9 and Lem. 2.10]. 
3.2. T -modified cohomology. Let j be an integer, and S and T sets of places of
K as in Definition 2.7.
Let now R denote any of the rings Zp, Qp and Z/p
n for some natural number n.
Then, as T is disjoint from S, for each w in TL there is a natural momorphism of
e´tale cohomology complexes RΓ(OL,S, R(1− j))→ RΓ(κ(w), R(1− j)).
We define RΓT (OL,S, R(1− j)) to be a complex that lies in an exact triangle in the
derived category D(R[G]) of complexes of R[G]-modules of the form
(5) RΓT (OL,S, R(1− j))→ RΓ(OL,S, R(1− j))→
⊕
w∈TL
RΓ(κ(w), R(1− j))→,
where the second arrow is the diagonal map induced by the morphisms described
above. In each degree i we then set
H iT (OL,S, R(1− j)) := H i(RΓT (OL,S, R(1− j)))
and we note that H iT (OL,S,Qp(1 − j)) = H i(OL,S,Qp(1 − j)) (this follows from the
fact that RΓ(κ(w),Qp(1 − j)) is acyclic if j 6= 1 and the assumption that T = ∅
if j = 1). In particular, we can regard
⋂r
Zp[G]
H1T (OL,S,Zp(1 − j)) as a lattice of
Qp
∧r
Zp[G]
H1(OL,S,Zp(1− j)).
Example 3.4. Kummer theory identifies H1T (OL,S,Zp(1)) with the p-completion of
the (S, T )-unit group O×L,S,T := ker(O×L,S →
⊕
w∈TL κ(w)
×) of L.
3.2.1. Statement of the conjecture. In the sequel for each non-negative integer i we
write FittiZp[G](M) for the i-th Fitting ideal of a Zp[G]-module M . We also write IG
for the augmentation ideal of Zp[G].
Conjecture 3.5. Fix an integer j, an idempotent ε of Zp[G] satisfying Hypothesis
2.2 (with respect to j) and sets of places S and T as in Definition 2.7. Assume
εH1T (OL,S,Zp(1− j)) is Zp-free and in addition that ε ∈ IG if j = 1.
Then, with η = ηεL/K,S,T (j), one has
(6)
{
Φ(η)
∣∣∣∣Φ∈∧rεjZp[G]H1T (OL,S,Zp(1− j))∗
}
=ε · Fitt0Zp[G](H2T (OL,S,Zp(1− j)))
and hence also
(7) η ∈
⋂rεj
Zp[G]
H1T (OL,S,Zp(1− j)).
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Remark 3.6. One sees that H1(OL,S,Zp) is always Zp-free. When j 6= 1, we see that
εH1T (OL,S,Zp(1− j)) is Zp-free if and only if the composite map
εH0(L,Qp/Zp(1− j))→ εH1(OL,S,Zp(1− j))→ ε
⊕
w∈TL
H1(κ(w),Zp(1− j))
is injective, where the first map is the natural boundary homomorphism.
Remark 3.7. With the assumption that ε ∈ IG if j = 1, we can use the com-
plex RΓT (OL,S,Zp(1− j))[1]⊕ YL(−j)[−1] to construct an exact sequence of Zp[G]ε-
modules of the form
0→ εH1T (OL,S,Zp(1− j))→ F → F → ε(H2T (OL,S,Zp(1− j))⊕ YL(−j))→ 0
where F is both finitely generated and free (see §4). This sequence is a natural
analogue of classical ‘Tate sequences’ (as discussed, for example, in [5, §2.3]) and
plays a key role in our analysis. (For j = 1 and the trivial character, a Tate sequence
of similar kind is studied in [12] by Greither and the second author.)
Example 3.8. If we identify H1T (OL,S,Zp(1)) with the p-completion of the (S, T )-
unit group O×L,S,T of L (see Example 3.4) then in the case of j = 0 the equality (6)
recovers the ‘ε-component’ of the p-completion of [5, Conj. 7.3] and thus constitutes
a refinement of a range of well-known conjectures in the literature. For the same
reason, in the setting of Example 2.9, the j = 0 case of the containment (7) recovers
the ‘ε-component’ of the p-completion of the Rubin-Stark Conjecture [22, Conj. B′]
for the data (L/K, S, T,W ε0 ).
Example 3.9. Assume K totally real, L CM, j ≤ 0 and take ε to be the idempotent
e−j in Example 2.3(ii).
(i) In this case the inclusion (7) is unconditionally valid. To see this, note rεj = 0 so
ηεL/K,S,T (j) = e
−
j θ
∗
L/K,S,T (j) = θL/K,S,T (j) = δL/K,T (j)θL/K,S(j).
In addition, there is a natural exact sequence
0→
⊕
v∈T
Zp[G]
(1−Nv1−jFr−1v )v−−−−−−−−−→
⊕
v∈T
Zp[G]→
⊕
w∈TL
H1(κ(w),Zp(1− j))→ 0
which implies
(8) δL/K,T (j) · Zp[G]ε = εFitt0Zp[G]
(⊕
w∈TL
H1(κ(w),Zp(1− j))
)
and the assumed injectivity of the displayed map in Remark 3.6 implies this ideal is
contained in εAnnZp[G](H
0(L,Qp/Zp(1− j))). The claimed inclusion (7) thus follows
from the fact that Deligne and Ribet [9] have shown that a·θL/K,S(j) belongs to Zp[G]
for any a in AnnZp[G](H
0(L,Qp/Zp(1− j))).
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(ii) If j < 0, then the conjectural equality (6) implies
Zp[G] · θL/K,S,T (j) = εFitt0Zp[G](H2T (OL,S,Zp(1− j)))
⊂ εFitt0Zp[G](H2(OL,S,Zp(1− j))) = εZpFitt0Z[G](K−2j(OL,S)),
where the inclusion is true as H2(OL,S,Zp(1− j)) is a quotient of H2T (OL,S,Zp(1− j))
and the final equality because the validity of the Quillen-Lichtenbaum Conjecture
gives a canonical isomorphism H2(OL,S,Zp(1 − j)) ≃ ZpK−2j(OL,S). Noting that
K−2j(OL) ⊂ K−2j(OL,S) (see [7, Prop. 5.7]), this displayed inclusion shows (6) re-
fines the classical Coates-Sinnott Conjecture, which predicts Zp[G] · θL/K,S,T (j) ⊂
ZpAnnZ[G](K−2j(OL)).
In §4 we interpret generalized Stark elements in terms of the theory of arithmetic
zeta elements and use this connection to obtain the following evidence in support of
Conjecture 3.5.
Theorem 3.10. Conjecture 3.5 is valid in both of the following cases.
(i) L is an abelian extension of Q.
(ii) K is totally real, L is CM, j ≤ 0, ε is the idempotent e−j in Example 2.3(ii),
and the Iwasawa µ-invariant vanishes for the cyclotomic Zp-extension L∞/L.
We end this section by stating some functorial properties of Conjecture 3.5.
Proposition 3.11. Let (L′/K, S ′, T ′, ε′) be as in Proposition 2.10.
(i) Suppose S ′ = S and T ′ = T . Then (6) (resp. (7)) for (L′/K, S, T, ε′, j)
implies (6) (resp. (7)) for (L/K, S, T, ε, j).
(ii) Suppose that L′ = L, T ′ = T and ε′ = ε. Then (7) for (L/K, S, T, ε, j) implies
that for (L/K, S ′, T, ε, j).
(iii) Suppose that L′ = L, S ′ = S and ε′ = ε. Then (7) for (L/K, S, T, ε, j) implies
that for (L/K, S, T ′, ε, j).
Proof. We know that ε′RΓT (OL′,S,Zp(1− j)) is a perfect complex of Zp[G′]-modules
and acyclic outside degrees one and two (see Lemma 4.1 below), and that
RΓT (OL′,S,Zp(1− j))⊗LZp[G′] Zp[G] ≃ RΓT (OL,S,Zp(1− j))
(see [11, Prop. 1.6.5], for example). From this we see that
ε′H1T (OL′,S,Zp(1− j))Gal(L
′/L) ≃ εH1T (OL,S,Zp(1− j))
and that
ε′H2T (OL′,S,Zp(1− j))⊗Zp[G′] Zp[G] ≃ εH2T (OL,S,Zp(1− j)).
Noting this, claim (i) follows from Proposition 2.10 and Lemma 3.3.
Next, we show claim (ii). We have an exact sequence
0→ H1T (OL,S,Zp(1− j))→ H1T (OL,S′,Zp(1− j))→
⊕
w∈(S′\S)L
H1/f(Lw,Zp(1− j)).
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Since the last term is Zp-free, we see that the restriction map
H1T (OL,S′,Zp(1− j))∗ → H1T (OL,S,Zp(1− j))∗
is surjective. From this, we see that⋂r
Zp[G]
H1T (OL,S,Zp(1− j)) ⊂
⋂r
Zp[G]
H1T (OL,S′,Zp(1− j)).
Now the assertion in claim (ii) is clear by Proposition 2.10.
One can prove claim (iii) in the same way as [20, Prop. 5.3.1] by using the exact
triangle (5) and the equality (8). 
3.3. Congruences between Stark elements of differing weights.
The ‘refined class number formula for Gm’, as independently conjectured by Mazur-
Rubin [18] and the third author [23], constitutes a family of congruence relations
between Stark elements of weight zero and differing ranks. In this section we formulate
precise families of conjectural congruences between Stark elements of fixed rank and
different weights.
At the outset we fix an integer j, an idempotent ε of Zp[G] satisfying Hypothesis
2.2 (with respect to j) and sets of places S and T as in §3.2.
We set r := rεj and W := W
ε
j . We also fix a labeling W = {w1, . . . , wr} and use
this to define the wedge product
∧
w∈W .
We fix a positive integer n such that µpn ⊂ L× and use the cyclotomic character
χcyc : G→ Aut(µpn) ≃ (Z/pn)×.
For each integer a we also write twa for the ring automorphism of Z/p
n[G] that
sends each element σ of G to χcyc(σ)
aσ. We then fix an integer k and define δ to
be the unique idempotent of Zp[G] which projects to twk−j(ε) in Z/pn[G], where ε
denotes the image in Z/pn[G] of ε.
Then, by an explicit computation, one checks that W δk = W (and hence r
δ
k = r)
and that δYL(−k) is a free Zp[G]δ-module of rank r with basis {δ ·w(−k) | w ∈ W}.
We next define a twk−j-semilinear homomorphism
twj,k : ε
⋂r
Zp[G]
H1T (OL,S,Zp(1− j))→ δ
⋂r
Z/pn[G]
H1T (OL,S,Z/pn(1− k))
that will play a key role in our conjectural congruences.
For simplicity, for each integer a we set
H(Zp(a)) := H
1
T (OL,S,Zp(a)) and H(Z/pn(a)) := H1T (OL,S,Z/pn(a)).
Note that the natural map H(Zp(1−j))→ H(Z/pn(1−j)) induces a homomorphism⋂r
Zp[G]
H(Zp(1− j))→
⋂r
Z/pn[G]
H(Z/pn(1− j)).(9)
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Recall that each w ∈ S∞(L) determines the embedding ιw : L →֒ C (see §2.1) and
for each integer i with 1 ≤ i ≤ r, we set
ξi := ι
−1
wi
(e2π
√−1/pn) ∈ H0(L,Z/pn(1)).(10)
We write
ci : H(Z/p
n(1− k))∗ → H(Z/pn(1− j))∗
for the map induced by cup product with ξ
⊗(j−k)
i and∧r
Z/pn[G]
H(Z/pn(1− k))∗ →
∧r
Z/pn[G]
H(Z/pn(1− j))∗
for the map sending each element a1 ∧ · · · ∧ ar to c1(a1) ∧ · · · ∧ cr(ar). Taking the
Z/pn-dual of the last map we obtain a homomorphism⋂r
Z/pn[G]
H(Z/pn(1− j))→
⋂r
Z/pn[G]
H(Z/pn(1− k))
and we define twj,k to be the composite of this homomorphism with (9).
Conjecture 3.12. Fix an integer j, an idempotent ε of Zp[G] satisfying Hypothesis
2.2 (with respect to j) and sets of places S and T as in §3.2. Assume that the integer
k, and associated idempotent δ defined above, are such that
• εH1T (OL,S,Zp(1− j)) and δH1T (OL,S,Zp(1− k)) are both Zp-free;
• T = ∅ if either j = 1 or k = 1;
• ε ∈ IG if j = 1;
• δ ∈ IG if k = 1.
Then, if the containment (7) is valid for both pairs (ε, j) and (δ, k), one has
twj,k(η
ε
L/K,S,T (j)) = η
δ
L/K,S,T (k)
in the finite module δ
⋂r
Z/pn[G]H
1
T (OL,S,Z/pn(1− k)).
We discuss evidence for this conjecture in §5 and, in particular, prove the following
result. This result (and its proof) shows that the conjecture incorporates a wide
selection of results ranging from classical explicit reciprocity law due to Artin-Hasse
and Iwasawa to the classical congruences of Kummer. In this result we use the
notation of Example 2.3.
Theorem 3.13. Assume K is totally real and L is CM.
(i) If K = Q, then for all integers j and k Conjecture 3.12 is valid with ε = e+j .
(ii) For all non-positive integers j and k Conjecture 3.12 is valid with ε = e−j .
(iii) Conjecture 3.12 for the data T = ∅, j = 0, ε = e+ and k = 1 is a refinement
of the ‘Congruence Conjecture’ [25, CC(L/K, S, p, n− 1)] of Solomon.
16 DAVID BURNS, MASATO KURIHARA AND TAKAMICHI SANO
Remark 3.14. The proof of claim (i) relies both (if j < 0) on results of Beilinson
and Hu¨ber-Wildeshaus on the cyclotomic elements of Deligne-Soule´ and (if j > 0) on
Kato’s generalized explicit reciprocity law, whilst claim (ii) relies on results of Deligne
and Ribet. Claim (iii) is of interest both because Solomon’s Conjecture (recalled in
§5.3 below) is formulated as an explicit reciprocity law for Rubin-Stark elements
(extending that of Artin-Hasse and Iwasawa [15]) and also because it allows us to
interpret the extensive numerical evidence in support of Solomon’s conjecture in [21]
as evidence for Conjecture 3.12.
Remark 3.15. In a subsequent article we intend to explore connections between
Conjecture 3.12 and the very general (conjectural) formalism discussed by Fukaya
and Kato in [11].
Proposition 3.16. Let (L′/K, S ′, T ′, ε′) be as in Proposition 2.10.
(i) Suppose S ′ = S and T ′ = T . Then Conjecture 3.12 for (L′/K, S, T, ε′, j, k)
implies that for (L/K, S, T, ε, j, k).
(ii) Suppose that L′ = L and ε′ = ε. Then Conjecture 3.12 for (L/K, S, T, ε, j, k)
implies that for (L/K, S ′, T ′, ε, j, k).
Proof. Note that, since µpn ⊂ L, twj,k is a Zp[Gal(L′/L)]-homomorphism. Note also
that NrL′/L(η
ε′
L′/K,S,T (j)) = η
ε
L/K,S,T (j) and N
r
L′/L(η
δ′
L′/K,S,T (j)) = η
δ
L/K,S,T (j) by Propo-
sition 2.10, where NrL′/L = N
r
Gal(L′/L). Assuming Conjecture 3.12 for (L
′/K, S, T, ε′, j, k),
we have
twj,k(η
ε
L/K,S,T (j)) = twj,k(N
r
L′/L(η
ε′
L′/K,S,T (j)))
= NrL′/L(twj,k(η
ε′
L′/K,S,T (j))) ≡ NrL′/L(ηδ
′
L′/K,S,T (j)) = η
δ
L/K,S,T (j) (mod p
n).
Hence we have proved claim (i).
Since we have
twk−j(δL/K,T ′\T (j)) ≡ δL/K,T ′\T (k) (mod pn)
and
twk−j
 ∏
v∈S′\S
(1− Nv−jFr−1v )
 ≡ ∏
v∈S′\S
(1− Nv−kFr−1v ) (mod pn),
claim (ii) follows from the fact that twj,k is twk−j-semilinear, and Propositions 2.10
and 3.11. 
Proposition 3.17. Suppose that v /∈ S ∪ T splits completely in L, and assume
(7) for both (L/K, S, T, ε, j) and (L/K, S, T, δ, k). Then Conjecture 3.12 is valid for
(L/K, S ∪ {v}, T, ε, j, k).
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Proof. If v is any such place, then pn divides #κ(v)× = Nv − 1 (since µpn ⊂ L) and
hence also both (1−Nv−j) and (1−Nv−k). The stated assumptions and Proposition
2.10 therefore imply that
ηεL/K,S∪{v},T (j) = (1− Nv−j)ηεL/K,S,T (j) ∈ pn ·
⋂r
Zp[G]
H1T (OL,S,Zp(1− j))
and that
ηδL/K,S∪{v},T (k) = (1− Nv−k)ηδL/K,S,T (k) ∈ pn ·
⋂r
Zp[G]
H1T (OL,S,Zp(1− k))
and so both sides of the displayed equality in Conjecture 3.12 for (L/K, S∪{v}, T, ε, j, k)
vanish. 
4. Zeta elements and the proof of Theorem 3.10
In this subsection, we interpret generalized Stark elements in terms of the theory
of arithmetic zeta elements and use this connection to prove Theorem 3.10.
4.1. Perfect complexes. Let ε ∈ Zp[G] be any idempotent (we do not need to
assume Hypothesis 2.2 in this subsection). With Z denoting either Zp or Z/p
n for
some natural number n we define an object of D(Z[G]ε) by setting
CεL,S,T (j)Z := Z[G]ε⊗LZp[G] (RΓT (OL,S,Zp(1− j))[1]⊕ YL(−j)[−1]).
The properties of these complexes that we use are recorded in the following result.
We writeDperf(Z[G]ε) for the full triangulated subcategory ofD(Z[G]ε) comprising
complexes that are ‘perfect’ (that is, isomorphic to a bounded complex of finitely
generated projective Z[G]ε-modules).
Lemma 4.1. The following claims are valid for all integers j.
(i) CεL,S,T (j)Z belongs to D
perf(Z[G]ε) and is acyclic outside degrees −1, 0 and 1.
(ii) Assume that εH1T (OL,S,Zp(1 − j)) is Zp-free if Z = Z/pn and that ε ∈ IG if
j = 1. Then we have
H i(CεL,S,T (j)Z) =

0 if i = −1,
εH1T (OL,S, Z(1− j)) if i = 0,
εH2T (OL,S, Z(1− j))⊕ ε(YL(−j)⊗Zp Z) if i = 1.
Furthermore, we have a (non-canonical) isomorphism of Qp[G]-modules
QpH
0(CεL,S,T (j)Zp) ≃ QpH1(CεL,S,T (j)Zp).
Proof. Since p is odd, it is well-known that RΓ(OL,S,Zp(1−j)) belongs toDperf(Zp[G])
and is acyclic outside degrees zero, one and two (see, for example, [11, Prop. 1.6.5]).
Claim (i) follows from this and the fact that the complex
⊕
w∈TL RΓ(κ(w), Z(1− j))
in the triangle (5) belongs to Dperf(Z[G]) and is acyclic outside degrees zero and one.
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To prove the first assertion of claim (ii) it suffices to show εH0T (OL,S, Z(1 − j))
vanishes under the stated assumptions.
If j 6= 1, then H0(OL,S,Zp(1 − j)), and hence also, H0T (OL,S,Zp(1 − j)) vanishes.
If εH1T (OL,S,Zp(1− j)) is Zp-free, then the exact triangle
RΓT (OL,S,Zp(1− j)) p
n→ RΓT (OL,S,Zp(1− j))→ RΓT (OL,S,Z/pn(1− j))→
implies εH0T (OL,S,Z/pn(1− j)) vanishes.
Next, we consider the case when j = 1. Recall that we set T = ∅ in this case (see
§3.2). Since ε ∈ IG by assumption, we have
εH0T (OL,S, Z) = εH0(OL,S, Z) = ε · Z = 0.
To prove the remaining assertion of claim (ii) we write RΓc(OL,S,Zp(j)) for the
compactly supported cohomology complex of Zp(j) and note that Artin-Verdier du-
ality (as expressed, for example, in [3, (6)]) combines with the triangle (5) to give a
canonical exact triangle in Dperf(Zp[G]) of the form⊕
w∈TL
RΓ(κ(w),Zp(1− j))→ C1L,S,T (j)Zp → RHomZp(RΓc(OL,S,Zp(j)),Zp)[−2]→ .
Then, since CεL,S,T (j)Zp is acyclic outside degrees zero and one, the final assertion
of claim (ii) follows from this triangle and the fact that the Qp[G]-equivariant Euler
characteristics of both ε
⊕
w∈TL RΓ(κ(w),Qp(1−j)) and RΓc(OL,S,Qp(j)) vanish. 
4.2. Zeta elements. We quickly review the definition of zeta elements in the context
of Conjecture 3.5. To do this we fix notation L/K,G, p, S, T, j, ε and εj as in §2. We
often abbreviate CεL,S,T (j)Zp to C
ε
L,S,T (j). When ε = 1, we omit it from notations (so
we denote C1L,S,T (j) by CL,S,T (j), for example).
The definition of εj combines with Lemma 4.1(ii) to imply Qp[G]εj ⊗LZp[G]CL,S,T (j)
is acyclic outside degrees zero and one and that there are canonical isomorphisms
εjQpH
i(CL,S,T (j))) ≃
{
εjH
1
T (OL,S,Qp(1− j)) if i = 0,
εjQpYL(−j) if i = 1.
Since these Qp[G]εj-modules are both free of rank r
ε
j there is a canonical ‘passage to
cohomology’ isomorphism of Qp[G]εj-modules
(11) πj : εjQpdetZp[G](CL,S,T (j))
∼−→ εjQp
(∧rεj
Zp[G]
H1T (OL,S,Zp(1− j))⊗Zp[G]
∧rεj
Zp[G]
YL(j)
)
.
Here we identify YL(j) with YL(−j)∗.
Definition 4.2. The zeta element associated to the data (L/K, S, T, ε, j) is the
unique element zεL/K,S,T (j) of εjCpdetZp[G](CL,S,T (j)) that satisfies
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πj(z
ε
L/K,S,T (j)) = η
ε
L/K,S,T (j)⊗
∧
w∈W εj
w(j),
or equivalently,
(evL ◦ (λj ⊗ id) ◦ πj)(zεL/K,S,T (j)) = εjθ∗L/K,S,T (j),
where evL denotes the standard ‘evaluation’ isomorphism∧rεj
Cp[G]
CpYL(−j)⊗Cp[G]
∧rεj
Cp[G]
CpYL(−j)∗ ≃ Cp[G].
4.3. The proof of Theorem 3.10. In this section we prove the following results.
Theorem 4.3. If there exists a Zp[G]ε-basis z of εdetZp[G](CL,S,T (j)) with εjz =
zεL/K,S,T (j), then Conjecture 3.5 is valid.
Corollary 4.4. Theorem 3.10 is valid.
Proof. The first point to note is that the maps that are used in the explicit definition
of the isomorphism λj given in §2.2 coincide with the maps that occur in the statement
of the equivariant Tamagawa number conjecture for the pair (h0(SpecL)(j),Zp[G]ε)
(see [2, Conj. 4(iv)]). This fact is clear if j ≤ 1 and follows in the case j > 1 from
the result of Besser recalled in Remark 2.5.
Given this, and our definition of the element zεL/K,S,T (j), the latter conjecture
implies the existence of a Zp[G]ε-basis of ε · detZp[G](CL,S,T (j)) with the property
stated in Theorem 4.3. We note that this conjecture is usually formulated without
using the set T , but as noted in [5, Prop. 3.4] one can formulate a natural T -modified
version of this conjecture, whose validity is independent of the choice of T .
The result of Theorem 3.10(i) now follows directly from Theorem 4.3 and the fact
that if L is abelian over Q, then the equivariant Tamagawa number conjecture for
(h0(SpecL)(j),Zp[G]) is known to be true (by work of the first author and Greither
[4], and of Flach [10]).
Theorem 3.10(ii) can be proved by the same method as in [6, Cor. 3.18] by using
the Iwasawa main conjecture proved by Wiles. 
The proof of Theorem 4.3 occupies the rest of this section (and is motivated by
the argument used to prove [5, Th. 7.5]). We assume that εH1T (OL,S,Zp(1 − j)) is
Zp-free and that ε ∈ IG if j = 1.
We set A := Zp[G]ε, A := Qp[G]ε, W := W εj and r := rεj . We also label (and
thereby order) the elements of W as {wi}1≤i≤r.
Then Lemma 4.1(ii) implies that CεL,S,T (j) is acyclic outside degrees zero and one
and we can therefore choose a representative of CεL,S,T (j) of the form F
ψ→ F with F
a free A-module with basis {b1, . . . , bd} for some sufficiently large integer d so that
the natural surjection
F → coker(ψ) = H1(CεL,S,T (j)) = εH2T (OL,S,Zp(1− j))⊕ εYL(−j)
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sends bi with 1 ≤ i ≤ r to ε · wi(−j) and {br+1, . . . , bd} to a set of generators of
εH2T (OL,S,Zp(1 − j)). See [5, §5.4] for the detail of this construction. Note that the
representative chosen in loc. cit. is of the form P → F with P projective and F free,
but in the present case we can identify P with F by Swan’s theorem (see [8, (32.1)]).
Also, note that the assumption that εH1T (OL,S,Zp(1− j)) is Zp-free is needed here.
We may therefore identify detA(CεL,S,T (j)) with
∧d
AF ⊗A
∧d
AF
∗. With respect to
this identification, any A-basis of detA(CεL,S,T (j)) has the form
zx := x · b1 ∧ · · · ∧ bd ⊗ b∗1 ∧ · · · ∧ b∗d
with x ∈ A×, where we write b∗i for the A-linear dual of bi.
Next we write
π′j : QpdetA(C
ε
L,S,T (j))→ εjQpdetA(CεL,S,T (j)) ∼→ εj
∧r
Qp[G]
H1T (OL,S,Qp(1− j))
for the composite homomorphism of A-modules in which the first map is ‘multi-
plication by εj’ and the second is the composite of the isomorphism πj in (11)
and the isomorphism of A-modules εjQp
∧r
Zp[G]
YL(j)
∼→ Aεj that sends the element
εj · w1(j) ∧ · · · ∧ wr(j) to εj.
Then, with this notation, the argument of [5, Lem. 4.3] implies that
π′j(zx) = (−1)r(d−r)x
(∧
r<i≤d
ψi
)
(b1 ∧ · · · ∧ bd)(12)
= (−1)r(d−r)x
∑
σ∈Sd,r
sgn(σ) det(ψi(bσ(k)))r<i,k≤dbσ(1) ∧ · · · ∧ bσ(r)
with ψi := b
∗
i ◦ ψ ∈ F ∗ for each index i.
In particular, note that the element (
∧
r<i≤dψi)(b1 ∧ · · · ∧ bd) of
∧r
AF lies in
εj
∧r
Qp[G]
H1T (OL,S,Qp(1 − j)), which is regarded as a submodule of Qp
∧r
A F via the
inclusion
εH1T (OL,S,Zp(1− j)) = H0(CεL,S,T (j)) = kerψ →֒ F.(13)
Next we note that the matrix of the endomorphism ψ with respect to the ba-
sis {b1, . . . , bd} of F is (ψi(bk))1≤i,k≤d and that ψi = 0 for each i with 1 ≤ i ≤
r since the elements {ε · wi(−j)}1≤i≤r are an A-basis of εYL(−j). The matrices
{det(ψi(bσ(k)))r<i,k≤d}σ∈Sd,r are therefore a set of generators of the A-module
FittrA(H
1(CεL,S,T (j))) = Fitt
0
A(εH
2
T (OL,S,Zp(1−j))) = εFitt0Zp[G](H2T (OL,S,Zp(1−j))),
where the first equality is valid since the A-module H1(CεL,S,T (j)) is the direct sum
of εH2T (OL,S,Zp(1− j)) and a free module εYL(−j) of rank r.
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Note that the restriction map F ∗ → εH1T (OL,S,Zp(1 − j))∗ is surjective since the
cokernel of (13) is Zp-free. This fact combines with the equality (12) to imply that
(14)
{
Φ(π′j(zx))
∣∣∣∣ Φ∈ε∧rZp[G]H1T (OL,S,Zp(1− j))∗
}
= εFitt0Zp[G](H
2
T (OL,S,Zp(1− j))).
Now suppose that εj · zx = zεL/K,S,T (j). Then the definition of zεL/K,S,T (j) implies
π′j(zx) = η
ε
L/K,S,T (j) and, given this, the result of Theorem 4.3 follows directly from
the equality (14).
5. Some evidence for Conjecture 3.12
In this section, we give a proof of Theorem 3.13. Throughout this section we assume
K totally real and L CM.
5.1. Deligne-Soule´ elements, explicit reciprocity and Theorem 3.13(i). In
this subsection we assume K = Q and ε = e+j . In this case we have r := r
ε
j =
#S∞(L)/G = #S∞(Q) = 1 (see Example 2.3(i)).
By Proposition 3.16, we may assume L = Q(µf ) with f ∈ Z>0 such that f 6≡
2 (mod 4). Also, we may assume pn | f and that S is equal to the minimal set
{∞} ∪ {ℓ | f}, with ∞ the archimedean place of Q. Finally, we may assume T = ∅
since p is odd. We note that ε ∈ IG is satisfied when j = 1, and that εj = ε holds
when j 6= 0 (see Remarks 2.4(i) and 2.6). In the following, we often omit T . (For
example, we denote ηεL/Q,S,∅(j) by η
ε
L/Q,S(j).) For simplicity, we denote η
e+j
L/Q,S(j) by
η+L/Q,S(j).
Recall that w ∈ S∞(L)/G determines the embedding ιw : Q →֒ C (see §2.1). We
set ζm := ι
−1
w (e
2π
√−1/m) for any integer m.
Recall the definition of ‘cyclotomic elements’ of Deligne-Soule´. First, for a positive
integer m, define
c1−j(ζf)m := CorQ(µpmf )/L((1− ζpmf)⊗ ζ⊗(−j)pm ) ∈ H1(OL,S,Z/pm(1− j)).
Here we regard (1− ζpmf)⊗ ζ⊗(−j)pm as an element of H1(Z[µpmf , 1/p],Z/pm(1− j)) via
the Kummer map
Z
[
µpmf ,
1
p
]×
⊗ Z/pm(−j) → H1
(
Z
[
µpmf ,
1
p
]
,Z/pm(1)
)
⊗Z Z/pm(−j)
≃ H1
(
Z
[
µpmf ,
1
p
]
,Z/pm(1− j)
)
.
The cyclotomic element is defined by the inverse limit
c1−j(ζf) := lim←−
m
c1−j(ζf)m ∈ lim←−
m
H1(OL,S,Z/pm(1− j)) ≃ H1(OL,S,Zp(1− j)).
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Noting that
η+L/Q,S(0) = 2
−1 · (1− ζf)(1− ζ−1f ) ∈ ZpO×L+,S = e+H1(OL,S,Zp(1))
(see Example 2.9 and [27, p.79]), we see by definition that tw0,j(η
+
L/Q,S(0)) = e
+
j c1−j(ζf)n.
From this, we have
twj,k(e
+
j c1−j(ζf)) = e
+
k c1−k(ζf)n
for arbitrary integers j and k.
Hence, it is sufficient to show that
e+j c1−j(ζf) = η
+
L/Q,S(j).
We may assume j 6= 0. Suppose first that j < 0. In this case, by the definition of
η+L/Q,S(j), it is sufficient to show that the image of e
+
j c1−j(ζf) under the isomorphism
λj : e
+
j CpH
1(OL,S,Zp(1− j)) ≃ e+j CpK1−2j(OL) ≃ e+j CpYL(−j),
is e+j θ
∗
L/Q,S(j) · w(−j). This is a direct consequence of the results of Beilinson and
Hu¨ber-Wildeshaus [14, Cor. 9.7] (see also [13, Th. 5.2.1 and 5.2.2]).
Next, suppose j > 0. Again, it is sufficient to show that the image of e+j c1−j(ζf)
under the isomorphism λj is e
+
j θ
∗
L/Q,S(j) ·w(−j). Recalling Remark 2.5, we note that
in this case λj coincides with the map
e+j CpH
1(OL,S,Zp(1− j))
exp∗p≃ e+j (Cp ⊗Q L)∗
α∗j≃ e+j CpHL(j)+,∗ ≃ e+j CpYL(−j),
where exp∗p is the dual exponential map, α
∗
j is induced by (1) and the last isomorphism
is induced by (2) with the identification YL(j)
∗ = YL(−j).
By using the explicit reciprocity law due to Kato [16, Th. 5.12] (see also [17, Chap.
II, Th. 2.1.7] and [13, Th. 3.2.6]), we have
exp∗p(c1−j(ζf)) =
(
x 7→ − 1
f j
TrL/Q(xdj(ζf))
)
∈ L∗,
where dj is the polylogarithmic function
dj(t) :=
(−1)j
(j − 1)!Li1−j(t) =
(−1)j
(j − 1)!
(
1
t
d
dt
)j−1(
t
1− t
)
.
From this and the classical formula
e+j θ
∗
L/Q,S(j) =
1
4
(
2π
√−1
f
)j ∑
1≤a≤f, (a,f)=1
(dj(e
2π
√−1a/f ) + (−1)jdj(e−2π
√−1a/f ))σ−1a ,
where σa ∈ Gal(L/Q) is the automorphism sending ζf to ζaf , we see by computation
that α∗j ◦ exp∗p(e+j c1−j(ζf)) = e+j θ∗L/Q,S(j) · w(−j) and this completes the proof.
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5.2. Generalized Kummer congruences and Theorem 3.13(ii). In the setting
of Theorem 3.13(ii) one has η
e−j
L/K,S,T (j) = θL/K,S,T (j) for any non-positive integer
j (see Example 3.9) and r
e−j
j = 0 and the map twj,k coincides with the composite
homomorphism
e−j Zp[G]→ e−j Z/pn[G]
twk−j→ e−k Z/pn[G]
which sends each σ ∈ G to χcyc(σ)k−jσ. Hence, it is sufficient to show that
twj(θL/K,S,T (0)) ≡ θL/K,S,T (j) (mod pn)
for any non-positive integer j.
But, since twj(δL/K,T (0)) ≡ δL/K,T (j) (mod pn), the above congruence follows di-
rectly from the well-known result due to Deligne-Ribet [9] that for any element a of
AnnZp[G](H
0(L,Qp/Zp(1))) one has twj(a · θL/K,S(0)) ≡ twj(a)θL/K,S(j) (mod pn).
Remark 5.1. The above argument shows that Conjecture 3.12 constitutes a wide-
ranging extension of the classical Kummer congruences. To see this take K = Q,
L = Q(µpn), S = {∞, p} and T = ∅. Then write ∆ for the subgroup of G of order
p− 1 and set e∆ := 1p−1
∑
σ∈∆ σ ∈ Zp[G].
Let j, k be odd negative integers such that j ≡ k (mod pn−1(p− 1)) and 1− j 6≡ 0
(mod p − 1). The first condition implies that twj−k is the identity map, and the
second that e∆H
0(L,Qp/Zp(1− j)) vanishes and hence that e∆H1(OL,S,Zp(1− j)) is
Zp-free. The same holds for e∆H
1(OL,S,Zp(1− k)) since j ≡ k (mod p− 1).
By Theorem 3.13(ii), we deduce e∆θ
∗
L/Q,S(j) ≡ e∆θ∗L/Q,S(k) (mod pn) and hence
(1−p−j)ζ(j) ≡ (1−p−k)ζ(k) (mod pn), where ζ(s) denotes the Riemann zeta function.
This is exactly the formulation of Kummer’s congruence.
5.3. Solomon’s Congruence Conjecture and Theorem 3.13(iii). In this sub-
section we first review the explicit statement of Solomon’s Conjecture and then prove
Theorem 3.13(iii).
5.3.1. To review Solomon’s conjecture we set Lp := L ⊗Z Zp ≃
∏
w∈Sp(L) Lw and
U1Lp := (OL⊗ZZp)×⊗ZZp ≃
∏
w∈Sp(L) U
1
Lw , where U
1
Lw denotes the group of principal
units of Lw. As in §2.2.3, we denote by ΓL,S the Galois group of the maximal abelian
pro-p extension of L unramified outside S. We denote Gal(L+/K) by G+. We write
S∞(L)/G = {w1, . . . , wr}. Note that r = [K : Q].
Note that L/K corresponds toK/k in [25]. In [25, §2.2], a representative {τ1, . . . , τr}
of the coset space GQ/GK is fixed. To fit this choice into our setting, we set
τi := ι
−1
w1
◦ ιwi,
where each ιwi is regarded as an embedding Q →֒ Lwi = C (see §2.1). In [25], the
algebraic closure of Q is considered to be in C. This means that an embedding Q →֒ C
is fixed. We take ιw1 for this fixed choice. Also, an embedding j : Q →֒ Qp is chosen
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in [25, §2.4]. Since we fixed an isomorphism C ≃ Cp, we take j to be the composition
Q
ιw1→֒ C ≃ Cp.
In [25, Def. 2.14], Solomon defined a map
sL/K,S ∈ HomZp[G]−
(∧r
Zp[G]−
U1,−Lp ,Qp[G]
−
)
by using the zeta value e−θ∗L/K,S(1) (we will give the definition in the proof of Propo-
sition 5.2 below). Solomon’s Integrality Conjecture [25, IC(L/K, S, p)] is equivalent
to the containment
sL/K,S ∈ HomZp[G]−
(∧r
Zp[G]−
U1,−Lp ,Zp[G]
−
)
.
Next, we explain the formulation of Solomon’s Congruence Conjecture. Assume
that µpn ⊂ L. In [25, §2.3], Solomon constructed a pairing
HL/K,S,n−1 :
⋂r
Zp[G+]
ZpO×L+,S ×
∧r
Zp[G]−
U1,−Lp → Z/pn[G]−
by using the Hilbert symbol L×w × L×w → µpn for p-adic places w ∈ Sp(L) (see the
proof of Proposition 5.2 below).
Assuming the validity of (7) for the data (L/K, S, ∅, e+, 0) (or equivalently, the
p-part of the Rubin-Stark Conjecture for the data (L+/K, S, ∅, S∞(K)), see Example
3.8), Solomon’s Congruence Conjecture [25, CC(L/K, S, p, n − 1)] asserts that for
every u ∈ ∧rZp[G]−U1,−Lp one has
sL/K,S(u) ≡ (−1)rχcyc(τ1 · · · τr)HL/K,S,n−1(ηe+L/K,S(0), u) (mod pn).
(The sign (−1)r appears here since we use (−1)-times the usual logarithm (see (3))).
5.3.2. We now prove Theorem 3.13(iii). To do this we note that H1(OL,S,Zp)− =
Homcont(Γ
−
L,S,Zp). The dual of the map recp : U
1
Lp → ΓL,S that sends u to
∏
w∈Sp(L) recw(u),
where recw denotes the local reciprocity map at w, therefore induces a homomorphism
rec∗p :
⋂r
Zp[G]−
H1(OL,S,Zp)− →
⋂r
Zp[G]−
HomZp(U
1,−
Lp
,Zp)
≃ HomZp[G]−
(∧r
Zp[G]−
U1,−Lp ,Zp[G]
−
)#
,
where for a Zp[G]-module M we denote by M
# the module M on which G acts via
the involution σ 7→ σ−1, and the last isomorphism follows from
HomZp(U
1,−
Lp
,Zp) ≃ HomZp[G]−(U1,−Lp ,Zp[G]−)#; f 7→
∑
σ∈G
f(σ(·))σ−1
and the definition of r-th exterior bidual. The proof of Theorem 3.13(iii) is thus
reduced to the following result.
25
Proposition 5.2. One has rec∗p(η
e−
L/K,S(1)) = (−1)rsL/K,S and
rec∗p(tw0,1(a)) = χcyc(τ1 · · · τr)HL/K,S,n−1(a, ·)
in HomZp[G]−
(∧r
Zp[G]−
U1,−Lp ,Z/p
n[G]−
)#
for every a ∈ ⋂rZp[G]+H1(OL,S,Zp(1))+ = ⋂rZp[G+]ZpO×L+,S.
Proof. We review the definition of sL/K,S. For an integer i with 1 ≤ i ≤ r, we define
log(i)p : U
1,−
Lp
→ Qp
by log(i)p (u) := logp(j(τiu)) = logp(ιwi(u)), where logp denotes the p-adic logarithm
defined on {a ∈ Qp | |a− 1|p < 1}. We define
Log(i)p :=
∑
σ∈G
log(i)p (σ(·))σ−1 ∈ HomZp[G]−(U1,−Lp ,Qp[G]−).
Put
a−L/K,S := ι
−1
w1
((√−1
π
)r
e−θ∗L/K,S(1)
)
∈ Q[G]−.
We define sL/K,S by
sL/K,S := j(a
−
L/K,S) · Log(1)p ∧ · · · ∧ Log(r)p ∈ HomZp[G]−
(∧r
Zp[G]−
U1,−Lp ,Qp[G]
−
)#
.
Solomon proved that the image of sL/K,S lies inQp[G]
−, and that sL/K,S is independent
of the choice of j (see [25, Prop. 2.16]).
Now we prove the first assertion of the proposition. By the definition of ηe
−
L/K,S(1),
it is sufficient to prove that the composition map∧r
Cp[G]−
CpYL(1)
∼→
∧r
Cp[G]−
(Cp ⊗Q L)−
expp∼→ Cp
∧r
Zp[G]−
U1,−Lp
(−1)rsL/K,S→ Cp[G]−
coincides with e−θ∗L/K,S(1)·w1(1)∗∧· · ·∧wr(1)∗ in HomCp[G]−(
∧r
Cp[G]−
CpYL(1),Cp[G]
−)#,
where the first map is induced by
CpYL(1)
(2)≃ CpHL(1)+
(1)≃ (Cp ⊗Q L)−,
and the second by the p-adic exponential map. We denote by β and α the maps
induced by (2) and (1) respectively.
Noting that the equality (−1)rj(a−L/K,S) = (π
√−1)−re−θ∗L/K,S(1) holds in Cp[G]−
(via the isomorphism C ≃ Cp), we see that
(−1)rsL/K,S = (π
√−1)−re−θ∗L/K,S(1) · Log(1)p ∧ · · · ∧ Log(r)p .
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Hence, it is sufficient to prove that ιwi ◦α ◦ β(wi(1)) = π
√−1, but this is straightfor-
ward to check by definition. Thus we have proved the first assertion of the proposition.
To prove the second assertion we review the definition of HL/K,S,n−1. In [25, §2.3],
Solomon defined a map fu ∈ HomZ(O×L+,S,Z/pn) for any u ∈ U1Lp as follows. For each
w ∈ Sp(L), we denote the Hilbert symbol
L×w × L×w → µpn; (x, y) 7→
recw(y)x
1/pn
x1/pn
by (x, y)w,n. The map fu is then defined by setting fu(a) :=
∑
w∈Sp(L) ξ
∗
1((a, uw)w,n),
where uw is the w-component of u ∈ U1Lp and ξ∗1 is the isomorphism µpn
∼→ Z/pn
sending ξ1 to 1. (For the definition of ξi, see (10).)
We define the ring isomorphism
χ#cyc : Z/p
n[G+]
∼→ Z/pn[G]−; σ 7→ 2−1
∑
σ˜
χcyc(σ˜)σ˜
−1,
where σ˜ ∈ G runs over the lifts of σ ∈ G+. The pairing HL/K,S,n−1 is defined by
HL/K,S,n−1(a, u1 ∧ · · · ∧ ur) := 2rχ#cyc((F˜u1 ∧ · · · ∧ F˜ur)(a)),
where F˜ui :=
∑
σ∈G+ f˜ui(σ(·))σ−1, and f˜ui ∈ HomZp(O×L+,S,Zp) is a lift of fui .
We compare Solomon’s pairing HL/K,S,n−1 with the twisting map
tw0,1 :
⋂r
Zp[G+]
ZpO×L+,S =
⋂r
Zp[G]+
H1(OL,S,Zp(1))+
→
⋂r
Z/pn[G]−
H1(OL,S,Z/pn)− = HomZp[G]−
(∧r
Zp[G]−
Γ−L,S,Z/p
n[G]−
)#
.
For each i with 1 ≤ i ≤ r, we define hi : ΓL,S → HomZ(O×L,S,Z/pn) by
hi(γ)(a) := ξ
∗
i
(
γa1/p
n
a1/pn
)
,
where ξ∗i : µpn
∼→ Z/pn is defined by ξi 7→ 1. Put Hi :=
∑
σ∈G+ hi(σ(·))σ−1. One
checks that
tw0,1(a)(γ1 ∧ · · · ∧ γr) = 2rχ#cyc((H˜1 ∧ · · · ∧ H˜r)(a)),
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where H˜i ∈ HomZ[G+](O×L+,S,Z[G+]) is a lift of Hi. Note also that for all a ∈ O×L+,S
and u ∈ U1,−Lp one has
hi(recp(u))(a) = ξ
∗
i
(
recp(u)a
1/pn
a1/pn
)
= ξ∗i
 ∏
w∈Sp(L)
recw(uw)a
1/pn
a1/pn

=
∑
w∈Sp(L)
ξ∗i ((a, uw)w,n) =
∑
w∈Sp(L)
ξ∗1(τi(a, uw)w,n) = χcyc(τi)fu(a).
Hence we have
rec∗p(tw0,1(a)) = χcyc(τ1 · · · τr)HL/K,S,n−1(a, ·)
in HomZp[G]−(
∧r
Zp[G]−
U1,−Lp ,Z/p
n[G]−)#, as required. 
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