Abstract-In this paper a hybrid component-based approach for facial recognition is proposed, as an alternative to current facial recognition techniques. The algorithm detects the facial components (eyes, mouth, nose), and then extract textural and shape features. If the face is partially occluded, the successfully detected components from the non-occluded facial part are used for recognition. The feature descriptors, Garbo Filters and Zernike Moments have been used for textural and shape features, respectively. The combination of these two descriptors has a significant high discriminative level of extracting distinctive features from the facial components. The experiments were carried out on four different facial databases, the ORL, FERET, FEI and CMU. The experimental results achieved an overall accuracy rate of 93.9%. The experimental results show that component-based facial recognition is effective.
I. INTRODUCTION
Facial Recognition (FR) is a bio-metrics technology that has been adopted in the technology industry and research community. This technology uses facial details to identify and verify the persons identify from digital images. Recognizing faces from frontal view and normal illuminating conditions is a reasonable well-solved problem. However, the difficulty arises when the face is under the influence of abnormal conditions.
In this study, we investigates the effectiveness of component-based facial recognition to improve face recognition rate. We propose a robust hybrid componentbased strategy for facial recognition, that seeks to utilize the any successfully detected components to recognize and verify the persons identity. This paper specifically focuses on the feature-based and hybrid methods which utilize representations of local face parts or components. The rest of the paper is organized as follows: Section 2 reviews related face recognition approaches, Section 3 describes the model of this study, Section 4 presents the overall methodology of the approach, and Section 5 discusses the experimental results, and Section 6 concludes the paper and discusses possible future work.
II. RELATED WORK
Facial recognition algorithms are categorized into(i) appearance-based (holistic), (ii) feature-based, and (iii) hybrid approaches [16] . This taxonomy is widely accepted and also applies to face detection, localization and verification algorithms [5] [6] . Feature-based and hybrid approaches further divides to: (1) generic methods based on face image features, (2) feature-template methods that detect specific facial features and (3) structural matching methods that considers geometrical constraints on the facial features. Hybrid approaches have been prominent in this rapid expanding research field. They have the potential to improve recognition rate since they combine different methods to overcome the shortcomings of individual methods [2] .
In a study by Mandal et al. [10] they proposed hybrid approach that combines the structural features with holistic features. Their approach combines these two strategies to captures every detail of the face. Srinivasa et al. [12] proposed a system considered as a hybrid approach as it combines the Viola Jones algorithm and SURF method to extracts features from the the three main facial components i.e. eyes, nose and mouth using Speeded Up Robust Features (SURF) patented local feature descriptor. Dargham et al. [3] proposed a hybrid component based facial recognition system that uses Linear discriminant analysis (LDA) to extract the feature from each component. Our hybrid component based face recognition approach mainly focuses on utilizing the any successfully detected component to identify the identity of a person from the images.
The study by [4] presents a Component-Based SVM classification and morphable models that is invariant to pose and illumination. When the model is rendered under varying pose and illumination conditions, it creates a vast number of synthetic face images which are used to train a component-based face recognition system. These synthetic faces are captured in various angles of face poses and lighting condition. Recent research [11] [8] have combined techniques to improve the rate of face recognition The issues with combining techniques is that they require a huge amount of data for training the algorithms.
Recently, Viola and Jones cascade detector [14] , the PCA and LDA remain popular algorithms in face detection and recognition. They perform prediction with 978-1-4673-8996-9/17/$31.00 ©2017 IEEE minimal redundancy to reduce the dimension of human face images and retain the key identifying information. Generally, these algorithms encode facial images in an information theory approach. A related approach is using information theory approach is Eigen faces [13] . For every face stored an Eigenvector is computed. When the Eigen face is constructed, the face is represented as a vector of weights obtained by projecting the face image onto the Eigen picture. It is clear from all previously published surveys and from the recent state-of theart results that the mentioned features pop up as very popular and successful: features based on Garbo filter responses.
III. METHODOLOGY AND TECHNIQUES
The proposed model is based on the combination of successfully detected facial components. For every facial landmark, the topological changes are captured due to the variations in viewpoint. The proposed model is depicted in Figure 1 . The model is capable of working with facial images and full bodied images. For every image, preprocessing is applied to reduce nose and improve contrast and brightness. For full body images, we first detect the upper body then detect the face with it components using a custom Cascade Object Detector algorithm by Viola and Jones [14] . The face is then located and segmented from the whole scene. The features are extracted from the detected components. The feature vector computed is normalized before classification.
A. Preprocessing
Face recognition systems have problems of recognizing the differences in lighting, pose, facial expressions, and picture quality, Hence, preprocessing of the facial images is vital. In this case, all the images are converted to gray scale and histogram equalization is used to enhance contrast.
B. Facial Detection
Facial detection determine the presence of the face from the image. We have used Viola and Jones algorithm [14] , for face detection. For full bodied images, we first detect the upper body to verify it is a person, then detect and localize the face to select the region of interest (RoI). In this case our RoI is the face, which consists of the facial components (eyes, mouth, and nose) that we also detect using the Viola-Jones algorithm. The eyes, nose and mouth have been presumably considered to be distinguishing components for facial recognition. With these components located in place, we extract features as described in the next section.
IV. FEATURES EXTRACTION A. Garbo Filter
A Garbo filter is a linear filter used to detect edges from an object. It frequency and orientation of are similar to that one of a Human Visual System (HVS). The image is convoluted with the filter to produce a response image. Garbo features are formed by combining responses of several filters from a single to multiple spatial locations. In this work, we have utilized Garbo filters to extract the texture of the eyes.
In (1), α is the sharpness (time duration and bandwidth) of the Gaussian, t 0 is the time shift defining the time location of the Gaussian, f 0 is the frequency of the harmonic oscillations (frequency location), and denotes the phase shift of the oscillation.
From (1) and (2) it can be seen that the Garbo function, or more precisely its magnitude, has the Gaussian form in the time domain and frequency domain; The Gaussian is located at t 0 in time and f 0 in frequency; If you increase the bandwidth α, the function will shrink in time, but stretch in frequency. In research work, we have used a 2D Garbo function which is defined as:
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where the new parameters are β for sharpness and θ for its orientation. The 2D Gabor filter in the spatial domain is
where is the central frequency of the filter. The normalized 2D Garbo filter function has an analytical form in the frequency domain
B. Garbo Features
The Garbo features are computed by convolving the input image ξ(x, y) with the filter in (1). The convolution produces a response image r ξ of the same size. The response images are computed for a bank of filters tuned on various frequencies and orientations.
where f max is the maximum frequency and c is the frequency scaling factor. The filter orientations are spaced uniformly
For real signals the responses on [π, 2π] are complex conjugates of responses on [0, π] and therefore only the responses for the half plane are needed:
In this work, the image
is an eye extracted from the facial image. The responses computed at a single location (x 0 , y 0 ) with the parameters drawn from (6) and (8) . A feature matrix G is defined by
where ξ is the filter mask of m × n and G mn the matrix of Gabor coefficients of the same size as the image I(x,y). In this work, the Gabor filters with the following parameters are used: 0,
2, 16, orientations and scales, respectively.
C. Zernike Moments
Zernike moments have been used in image processing for shape classification. They were first introduced in 1934 by Zernike [7] [9] [15] . In this work, we have used Zernike moments to compute the shape features of both the nose and the mouth. The highest order moments carry more details of an image and they have been proven to present significantly good results, however, they are more susceptible to noise. Therefore, we have considered various orders to determine the optimal order for our problem. The partial feature vectors of these two facial components are concatenated and normalized using the standard deviation and mean. Zernike moments of order n with l repetitions are given by:
where polar coordinates r ij and θ are defined as follows:
The Cartesian coordinates x j and y i are given by:
where c and d are real numbers chosen according to whether the image function is mapped outside or inside a unit circle, that is: In this paper, the mouth and the nose are mapped inside a circle. Real values of radial polynomials R nl (r), in a unit circle are given by:
where |l| ≤ n and n − |l| is always even. With Zernike moments of order n with l repetitions, Zernike features could be calculated using:
where u = k 2 and u is the integer part of u. A general case would be for an order n, k = 0, ..., n and l = 0, ..., ±n.
When selecting Zernike moments the following conditions are considered:
• |l| ≤ n • n − |l| is always even. Zernike features A nl are complex numbers. Their magnitudes |A nl | are considered as the final features values. We have applied the 10 th order to capture the shapes of both the detected nose and mouth, which leads to a feature vector of 30 dimensions for each component and a Zernike moments feature vector of 60 dimensions for each face image, as shown in Table I . These moments characterize the shapes of the nose and the mouth. 
D. Feature Vector and Normalization
Zernike moments of higher order carry high quality details of an image. Hence we have considered to normalize spatial moments up to the 10 th order, excluding the 0 th order. We have combine texture of the eyes, shapes of the nose and mouth to characterize the face. Two partial feature vectors have been formed. The first partial feature vector of eyes consist of texture information with 60 dimensions with 40 Garbo features for each eye as shown in Table II and depicted in figure 2. Likewise, feature vector of 60 dimensions containing shape details of the nose and the mouth is formed of order 10. The two partial feature vectors are fused together to form a global feature vector f in (17) that uniquely represents the face.
The two feature vectors have different sizes. To overcome this issue, we have normalized the feature vector using statistical methods. We have used mean and standard deviation to scale the vector to normal form. Each component x from the vector is normalized tox. This accomplished using (18).
where µ and σ are the mean and standard deviation of the feature vector.
V. FACIAL CLASSIFICATION
Among numerous facial recognition techniques,we have decided to use the Eigen face technique, due to it robustness and fast computational efficiency. Eigen faces are easy to implement and are quick to classify. Since we have used data sets that varies in size and dimensions, Eigen faces are a good choice for our approach for recognition.
A. Classification and Identification
For the classification of new faces, the error-correcting output code multi-class model (ECOC) is considered. The ECOC classifiers is multi-class model for support vector machines. It reduces the problem of classification with three or more classes to a set of binary classifiers. This model has been used by previous studies to predict labels or posterior probabilities for new data. Hence, in our case, we are interested in predicting the face label using a combination of facial components. To train the classifier, we have developed the following algorithm. 
B. Training Algorithm

VI. RESULTS AND DISCUSSION
A. Databases
The performance of our method was evaluated on four different sets of face recognition databases, ORL, FERET, CMU and FEI. The FERET and CMU databases are chosen for their significant facial expression variations and there are common in testing facial recognition algorithms. The details of these databases are as follows:
• ORL face database has 40 subjects with 10 samples each. Uniform illumination and we have considered testing the method on all the subjects of the database.
• 
B. Experimental Analysis
In this work study, images with normal illuminating condition and in gray scale are considered. Since we are proposing a hybrid component based technique to recognize faces, we have not restricted ourselves to any of the following occlusion factors, faces with glasses, make-up, hairstyle, and the beard. We measured illumination and pose on all the facial databases the SVM classifier. The results of the running experiments are shown in figure 3 .
In classifying our approach, we have classified each of the components independently and the combined the results of the classification. We the applied the error based classifier score correction to the outputs of the classifier. For every facial database used, it consists of two categories, training and testing, which allowed us to train and test our algorithm. Figure 3 shows a Receiver Operating Characteristic (ROC) curve for a Support Vector Machine (SVM) classifier. It can be seen from the ROC that some images were classifier well as facial images, although, some images had low illumination. The ORL face database archived 100% on classification followed by the CMU face database.
Training images consist of N class objects types each represented by one image. The training images are varied to assist the algorithm compensate for inaccuracies. Our experiments have been evaluated in terms of the recognition performance on the four databases explained above.
We have used the Support Vector Machines (SVM) and error-correcting output code(ECOC) classifiers based on the three facial components, i.e, eyes, nose and mouth. Based on these face components, we have measured measured the performance of our algorithm. The behavior of the two classifiers is shown in figure 4 . The figure shows the ROC curves for both classifiers on the component based face recognizer. The performance varies in some sort, due to some images that suffered deeply on illumination. We have presented a hybrid component-based technique for facial recognition method using Garbo filters, Zernike Moments and ECOC classifier for face recognition. This method recognizes faces on various orientations and under the influence of occlusion. The proposed technique achieves an overall recognition rate of about 93%, using the three facial components, eyes, nose and mouth. Further work to include other facial component like forehead, cheeks and chin is envisaged.
VII. CONCLUSION
A component-based technique for facial recognition has been presented. This model uses the successfully detected facial components to recognize an individual. The Garbo filters, and Zernike Moments extract the textural and shape facial features, respectively. A pretrained classifier,the error-correcting output code multiclass model (ECOC) is implemented. The model is a capable to recognize faces on various orientations under controlled illumination environment and it has achieves an overall recognition rate of 93,9% ≈ 94%. The proposed model focused on the three facial components, eyes, nose and mouth. Future study will evaluate how this approach extends with partial data in forensics, partial finger prints, along with eyes, nose, mouth, cheeks, chin and the forehead. In addition, permute the facial components to evaluate the effectiveness of each facial component.
