Abstract-The problem of nonlinear estimation is reexamined, and a new semi-parametric representation of uncertainty called the Biscay distribution is presented. The Biscay distribution is combined with the extended Kalman filter (EKF) and a new filtering paradigm called the Biscay distribution filter (BDF) is developed. The BDF is provably optimal for linear estimation and generalizes naturally to nonlinear estimation. Further, the BDF is of the same computational order of complexity as the EKF. The BDF is compared with the EKF through an application in re-entry vehicle tracking.
I. INTRODUCTION
W ELL-known sufficient statistic approaches to nonlinear model-based parameter estimation, such as the extended Kalman filter (EKF) [1] , [2] , endeavor to estimate the mean and covariance of a probability distribution. These statistics are assumed to hold some relationship with the actual true parameter value, namely, that they are unbiased and contain good "quality" information. An estimate of a nonrandom parameter is said to be unbiased if , where is the true value of the parameter [2] . The quality of the estimate is determined from estimates of the variance of .
Often, parameter estimates are obtained indirectly by first measuring an observable parameter and then transforming estimates of this parameter into "inferred" parameter state spaces using measurement and process models. Nonlinear transformations rarely produce estimates of the true state that are unbiased and of predictable quality since the mean of the transformed distribution need not necessarily coincide with the transformed true state. Thus, bias is evident even for optimal infinite dimensional filters [3] when applied to nonlinear systems. This paper introduces a novel approach to nonlinear parameter estimation that uses mean and variance statistics that are in a sense "orthogonal" to the parameter state space. The new approach assigns mean and variance statistics individually to each point in the state space. The state space can then be transformed while leaving the orthogonal statistics unaffected. We show that the new approach goes some way towards alleviating nonlinear parameter estimation problems. The new nonlinear estimator yields performance that is equivalent to the EKF for linear sysManuscript received August 25, 2000; revised July 24, 2001. The associate editor coordinating the review of this paper and approving it for publication was Prof. Bjorn Ottersten.
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tems, yet generalizes elegantly to nonlinear systems with a computational cost of the same order as the EKF. The key contributions of the paper are to 1) introduce the Biscay distribution, which has zero mean and unit variance; 2) show how to combine many such distributions to yield another Biscay distribution from which parameter estimates can be drawn; 3) show that estimate uncertainties from combined distributions are no greater than those of the prior distributions; 4) examine the effect of a nonlinear variable transformation on estimation; 5) present an application of the Biscay distribution filter on radar tracking of a missile; 6) show that the Biscay distribution filter (BDF) outperforms the EKF for minimal additional computational effort. Section II introduces the Biscay distribution and demonstrates its properties for one-dimensional (1-D) nonlinear inference. Section III develops exact distribution fusion methods and develops an approximate fusion method that utilizes distribution "innovation." Section IV extends the theory to multivariate inference, and Section V discusses efficient BDF implementations. Finally, Section VI demonstrates the differences in performance of the BDF and EKF with an example application: the re-entry vehicle tracking problem. It is straightforward to show that for the mean estimator, when is normally distributed and using the Chebyshev inequality for all distributions of . The quality of an estimate is often represented by a confidence region around that contains the true state with a "confidence" [2] . Traditionally, the EKF and when is normally distributed. In a similar manner, a Biscay distribution filter confidence region is defined to be Again, when is normally distributed. , and therefore, (3) guarantees a measure of estimate quality when the quality of the estimate is known. A similar remark cannot be made for the EKF when is nonlinear. When is not subjective, then for those members of the image space that are not values of some member of the domain space ,
II. BISCAY DISTRIBUTION
. When is many-one, a unique "conservative" value is assigned to so that . The following is a realization of this rule, which was used to obtain the results in Section VI and is particularly useful when is determined by finite sampling of . For all , let be the confidence region . Then
Although for a many-one mapping is not guaranteed to be unbiased, in practice, filters that use Biscay distributions exhibit less bias than EKFs.
Sections III and IV extend the idea of the Biscay distribution to the development of the Biscay distribution filter (BDF).
Since the BDF and EKF cycles are very similar, it is perhaps useful to see how the BDF equations derived in these sections relate to the EKF. The following are the stages of the EKF cycle corresponding to those in [2] and are listed along with equivalent BDF equations, which we will derive in the following sections. The only difference between the BDF described here and the EKF is that state estimates are inferred from measurements prior to fusion. These extra steps are indicated by an asterisk. 
where and satisfy a condition to guarantee unit variance where Cov . Of course, is unbiased whenever both and are unbiased. Values for the weights and are chosen to minimize (i.e., optimize) the width of the posterior confidence region. In the following, we determine weights that are optimal for linear prior Biscay distributions. These weights, although valid for nonlinear distributions, may not be optimal for nonlinear distributions.
For any two parameter values and , a linear Biscay distribution and an arbitrary parameter value :
where is the derivative of with respect to . The confidence region has a width , where (see Fig. 1 ). Subtracting (6) from (5) and substituting Thus (7) Differentiating (4), dividing throughout by , and substituting for from (7) (8) Substituting for from and then differentiating by Solving for and then for using (8) where . The following theorem guarantees that the uncertainty in the combined Biscay distribution is no greater than either of the prior distributions. 
After obtaining values for and , the Biscay distributions are combined using (11). Distributions over the same parameter space, , say, are combined by weighted averaging at each parameter space value as described at the begining of Section III [but this time using values calculated using (14)]. This will yield a new distribution over the parameter space. This new distribution is then uniformly adjusted by adding . 
A. Prediction Covariance Update
The covariances between posterior Biscay distributions are obtained iteratively from the covariances between the prior distributions. Suppose the value of parameters and are inferred from parameters with distributions and parameters with distributions , respectively. The posterior distributions are (24) (25) where Cov , and Cov . Thus (26) where Cov .
V. EFFICIENT BDF IMPLEMENTATIONS
For reasons of efficient computation and representation, the Biscay distribution should be described at only a finite set of state space values. The full distribution is obtained by interpolation or extrapolation. Supposing that the Biscay distribution is known at values , then for all such that (27)
We have found that linear extrapolaion is a reasonable approximation when or . When or , replace with and with in (27). Potentially, the most computational intensive part of the BDF cycle is multivariate inference since, in general, Biscay values in the posterior space are inferred from every combination of prior Biscay samples. However, there is a subsampling scheme that works for many problems that are not severely nonlinear. Consider the mapping . In Fig. 2 , the Biscay contours and functional contours are everywhere parallel when both and the prior distributions are linear. Thus, for a linear system, a complete description of can be obtained from those sample points along (represented by in the figure) . When is nonlinear, the contours are near parallel in a neighborhood of the estimate and, provided the confidence regions of the priors are less than or of the same order of magnitude as the curvature of , the following computationally efficient sub-sampling scheme can be used:
where . This subsampling scheme was used to obtain the results in Section VI. Three sample points were used at and .
VI. RE-ENTRY VEHICLE TRACKING PROBLEM
The re-entry vehicle tracking problem (which is also called the ballistic missile tracking problem) is a benchmark problem in statistical estimation [4] - [7] and illustrates the superior accuracy of the BDF over the EKF. It is the problem of accurately tracking an incoming projectile that is described by nonlinear physical dynamics. Tracking is initialized when the missile enters the atmosphere at high altitude and at a very high speed. Three types of force act on the projectile: 1) aerodynamic drag, which is a function of its speed and has a substantial nonlinear variation in altitude; 2) gravitational force, which accelerates it toward the center of the Earth; 3) random buffeting terms. The effect of these forces gives a trajectory that is initially ballistic but as the density of the atmosphere increases, drag effects become important, and the missile rapidly decelerates until its motion is almost vertical. The missile is tracked by a radar that is able to measure range, elevation, and azimuth. From the first sighting, a typical trajectory lasts about 200 s. We assume that the radar measures the missile's progress every 5 s. The ballistic missile model comprises the position of the missile ( , , and ) and its velocity ( , , and ). The system dynamics are [6] , [8] where drag-related force term; gravity-related force term; zero mean process noise terms with Var km . Defining as the distance of the missile from the center of the Earth and as the absolute missile speed, the drag and gravitational terms are Fig. 4 . BDF (thick line) and EKF (thin line) estimate quality for three trajectory parameters X , X , and X , showing the probability that the true parameter value is contained within the second confidence region J . The high-quality BDF estimate confidence regions contain the true parameter values about 90% of the time, whereas the EKF estimates of X and X degrade significantly over time. Data for 100 Monte Carlo trajectories.
with zero mean, white, and Var , and where the characteristic atmospheric depth km, the gravitational constant Earth mass product km s , and the equatorial radius km. Estimates of the range , elevation , and azimuth of the missile (see Fig. 3 Fig. 4 shows that the BDF can be considerably more consistent than the EKF. The figure shows the probability that the true parameter value is contained within the second confidence region . The high-quality BDF estimate confidence regions contain the true parameter values about 90% of the time. However, the EKF estimates of and degrade significantly, ultimately excluding the true state 50% of the time. Fig. 5 shows why the BDF is more successful. Although the BDF and EKF estimates of and have comparable confidence region widths, the BDF bias and standard deviations are better. For , the filters have comparably good estimate quality (see Fig. 4 ). However, in this case, the EKF achieves quality at the expense of certainty. For , the BDF is less biased and has the advantage of smaller estimate confidence regions than does the EKF.
VII. CONCLUSIONS
This paper presents a new filter paradigm called the Biscay distribution filter for nonlinear estimation. The new method is statistically optimal for linear estimation, but for nonlinear systems, it is more consistent than, but of the same order of computational complexity as, the extended Kalman filter. The advantages of the method were demonstrated through an application in re-entry vehicle tracking. . Both hyperplane1 and hyperplane2 are parallel only when all the s take the same value, in which case, (28) reduces to (19). When at least two s are different, hyperplane2 intersects hyperplane1 along some hyperplane of dimension . Thus, for any in the image space, there is at least one point in the domain space such that . Since contains the image subspace with , then if is included in , must also be included in .
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