In this study, we derive a finite difference for a Timoshenko beam with boundary feedback by the method of reduction of order on uniform meshes. It is proved by the discrete energy method that the scheme is uniquely solvable, unconditionally stable and second order convergent in L ∞ norm. Numerical results demonstrate the theoretical results.
Introduction
As already pointed out by Xu and Feng [15] , the boundary control problem of flexible structure has recently attracted much attention with the rapid development of high technology such as space science and flexible robots. If the crosssection dimension of the beam is negligible in comparison with its length, the transversal vibration of an elastic beam is described by the Euler-Bernoulli beam equation. If the cross-section dimension is not negligible, then it is necessary to consider the effect of the rotatory inertia. If the deflection due to shear is not negligible either, then the transversal vibration is described by the so-called Timoshenko beam equation. Up to now, a large number of interesting results on the boundary feedback of Timoshenko model have been obtained by many researchers (e.g. see [7, 14, 15, 17] and references there in). Recently, much numerical work has also been done to the Timoshenko beam model, which (assuming dimensionless variables) is given by the system where d represents the thickness of the beam, (x) is the rotation of vertical fibers in the beam and w(x) is the vertical displacement of the beam's centerline (under a vertical load given by g(x)). The model was studied by Timoshenko [12] and is considered an improvement over the standard Euler-Bernoulli beam model since shear deformation is taken into account. Li [8] considered discretization of problem (1.1)-(1.3) by the p and the h−p versions of the finite element method and obtained the optimal error estimates which is independent of the thickness of the beam. Brandts [1] studied the discretization by the mixed finite element and obtained the superconvergence of the mixed finite element solutions to projections of the real solutions on the approximating spaces in the global H 1 -norm uniform in d.
Semper [9] , Feng et al. [3] jw(x, t) jx − (x, t) = 0, 0 x 1, 0 < t T , (1.5) w(0, t) = w(1, t) = (0, t) = (1, t) = 0, 0 t T , (1.6) w(x, 0) = w 0 (x), jw(x, 0) jt = w 1 (x), 0 x 1, (1.7) 8) where represents a damping constant. Semper discussed some semi-discrete and fully discrete Galerlin method for this model. He obtained optimal-order error estimates with constants independent of the beam thickness under the assumption of the regularity of the solution of (1.4)-(1.8). Feng et al. studied the semi-discrete and fully discrete schemes for the vibrating beam model (1.4)-(1.8) using the partial projection finite element method, and also obtained optimal convergence rates with constants independent of the beam thickness when assuming that a smooth solution exists. Cheng and Xue [2] considered the linear finite element approximations for the Timoshenko beam. Jou [6] investigated the least-squares finite element approximations to the Timoshenko beam. Franca and Loula [4] studied the mixed finite element method for the Timoshenko beam. But to my knowledge, there is no work on the finite difference scheme for the Timoshenko beam. In this article, we consider finite difference simulation for the following Timoshenko beam equations with boundary feedback, given by [15] 13) where , I , EI , K, l are mass density, moment of mass inertia, rigidity coefficient, shear modulus of elasticity and length of the beam, respectively, and , are given positive gain feedback constants, w(x, t) is the transversal displacement and (x, t) is the rotational angle of the beam. The boundary conditions in (1.11) and (1.12) mean that the beam is clamped at x = 0 and controlled at x = l by the force and moment feedback. Xu and Feng [15] studied the Riesz basis property of the generalized eigenvector system of (1.9)-(1.13).
Throughout this article, for simplicity, we assume that
Take two positive integers M and N and denote
Introduce the following notations: 
The difference scheme we will consider for (1.9)-(1.13) is as follows:
Here the primes denote derivatives with respect to space variable
, are similar. The remainder of the rest of the article is arranged as follows. In Section 2, the difference scheme (1.15)-(1.21) is derived by the method of reduction order [10, 11, 13] . In Section 3, the unique solvability, unconditional convergence and stability of the difference scheme are proved by the energy method. The convergence order is of O(h 2 + 2 ). In Section 4, some numerical results are provided to demonstrate the theoretical results.
The derivation of the difference scheme
Let v = jw/jx and = j /jx, then (1.9)-(1.13) is equivalent to the following system of equations:
In (2.1)-(2.7), the maximal order of the derivatives with respect to x is only one, which is less than that of the original problem (1.9)-(1.13). We will derive the difference (1.15)-(1.21) for (1.9)-(1.13) by considering (2.1)-(2.7). This indirect constructing-difference-scheme method is called the method of reduction of order.
Define the grid functions:
Using the Taylor expansion, we have
8)
12)
14)
Thanks to the assumption of the existence of smooth solution, there exists a positive constant c 1 such that
Here, we should note that, by Taylor expansion with the integration remainder term and by means of differential (1.1)-(1.2), we can easily obtain
Consequently,
where i , i ∈ (x i−1 , x i ), with which (2.25) and (2.26) follows. Based on equalities (2.8)-(2.16), neglecting the small terms, we construct the difference scheme for (2.1)-(2.7) as follows:
At the (k + 1)th time level, we regard (2.27)-(2.35) as a system of linear algebraic equations with respect to unknowns
We can prove the following theorem.
Theorem 1. The difference scheme (2.27)-(2.35) is equivalent to (1.15)-(1.21) and
Proof. (2.28) is equivalent to (2.36) and
(2.30) is equivalent to (2.37) and
Rewrite (2.27) as follows: 
Multiplying (2.44) by 1 2 h and subtracting the result from (2.42), we have
that is
Using the equations in (2.45) and (2.46) for 1 i M − 1, 1 k N − 1, we have 
Analysis of the difference scheme
In this section we will discuss the solvability, convergence and stability of the difference (1.15)-(1.21).
Lemma 1. Suppose {w
Then, we have
where
Proof. From (3.2) and (3.4), we have
10)
Multiplying (3.1) by 2hDt w k i−1/2 and then summing up for i from 1 to M, we have 
Similarly, multiplying (3.3) and (3.11) by 2hDt k i−1/2 and 2EI h(
Summing up (3.12)-(3.15) and moving some terms to the right, we have
The each term on the left of (3.16) can be transformed into
For the first term on the right-hand side of (3.16), using (3.5), (3.7) and (3.9) and the inequality 2(b − a)a
For the second term on the right-hand side of (3.16), noting (3.4)-(3.6) and (3.8), we obtain
For the last four terms on the right-hand side of (3.16), we have 
Denoting
It follows from (3.27), when 2 3 , that
This completes the proof. 
In obtaining (3.35), we have used (3.32)-(3.34). Thus
From (3.36) and (3.32), we have
It follows from (3.33) and (3.34) that
Then according to (3.37), we have
Subtracting (2.27)-2.35) from (2.8)-(2.16), respectively, we obtain the error equations:
Using Lemma 1, we have
Next we will estimate G(n) and F (0).
It follows from (2.28) and (2.30) that
Dt
which can be regarded as the discretization of the two equations
It is obvious that the equations above can be obtained by differentiating the both sides of (2.2) and (2.4) with respect to t. Using the Taylor expansion again, we have
50)
and there exists a positive constant c 2 such that
Subtracting (3.48) and (3.49) from (3.50) and (3.51) respectively, we obtain
53)
Comparing (3.53) with (3.39) and (3.54) with (3.41), respectively, we have
Using (3.52), we obtain
By means of (2.17), (2.19), (2.21), (2.22) and (3.55), we have
Using (3.45) and (3.46), we have 
63)
Using the triangle inequality, we can obtain
By means of (3.57), (3.61)-(3.62) and (3.65), we get
Substituting (3.56) and (3.66) into the right-hand side of (3.47), we obtain
Consequently, we have
It follows from (3.39), that
Similarly, it follows from (3.41) that
By (1.14), (3.67) and (3.70), we have Using the triangle inequality, (3.68) and (3.71), we have
By (1.14), (3.69) and (3.72), we can obtain
Furthermore, if we denote
Proof. Let
and
According to Theorem 1, {w, v, , } is the solution of the following difference scheme 
By means of (1.14) and (3.84), we have
Using the triangle inequality and (3.84)-(3.85), we can obtain
Using (1.14), we have
This completes the proof.
Numerical example
To test our difference scheme (1.15)-(1.21), we consider a simple initial and boundary value problem. We choose the coefficients to be l=1, T =1, =1, K =1.5, I =2, EI =7.5, =3.5, =4.1. The right hand functions f 1 (x, t), f 2 (x, t) and the functions in the initial and boundary conditions are determined by the exact solution w(x, t) = e −t sin( /2)x and (x, t) = e −1.5t sin x. In order to show the convergence order, let M = 40, 80, 160, 320, 640, respectively, and N =M. Tables 1 and 2 give the numerical and the exact solutions. Tables 3 and 4 give the absolute error of the numerical solutions of w and at some points at t = 1, respectively. The curve of absolute errors are plotted in Figs. 1 and 2 . Tables 5 and 6 give the maximal norm of numerical solutions of w and their respective bounds in inequalities (3.73) and (3.74) when N = M = 320. The stability of the difference scheme of (1.15)-(1.21) to the initial values and the inhomogeneous terms is apparent by the data in Tables 5 and 6 . Our estimates (3.73) and (3.74) are not very sharp because of many times amplifying in theprocess of deriving them. Tables 7 and 8 give the errors of the numerical solutions, in which the maximal errors are defined as follows: Table 2 The numerical solutions of (x, t) at t = 1 Using the data in Tables 3, 4 and with the help of MATLAB, we obtain the linear fitting functions of w and :
M\(x, t) (
− log w − w h ∞ ≈ 0.5501 + 1.9931(− log h),
− log − h ∞ ≈ −1.2860 + 1.9944(− log h).
That is to say, p 1 = 1.9931 and p 2 = 1.9944, respectively. Table 7 The maximum errors of the numerical solutions of w M 40 80 160 320 640
w − w h ∞ 3.6787e − 04 9.3358e − 05 2.3410e − 05 5.8657e − 06 1.4679e − 06 Table 8 The maximum errors of the numerical solutions of 
Conclusion
In this study, we develop a finite difference scheme by the method of reduction of order. Scheme (1.15)-(1.21) is a three-level scheme in time. It is shown by the discrete energy method that the scheme is uniquely solvable, unconditionally convergent and stable. Numerical results demonstrate the theoretical results.
The following Timoshenko beam with boundary feedback [5, 16] 
can be considered similarly.
