Abstract. High frequency perturbations u of a weak planar two dimensional isentropic slightly viscous shock are shown to give a geometric optics expansion u = e if= (u 0 + u 1 ), where the gradients of the phase functions rf solve eikonal equations related to Riemann problems for classical and over-compressive shocks. The main result is a rigorous expansion of the linearized equations describing in detail the perturbations and their refraction patterns caused by the viscous shock, when the wave length is large compared to the width of the shock. The expansion is based on the phases constructed from heteroclinic orbits related to the Riemann problems and on the principal term with L 2 -norm ke if= u 0 k L 2 = O(1) obtained from the transport equations generated by the phases. The estimate of the remainder, ke if= u 1 k L 2 1, holds up to time 1 for su ciently weak shocks and is proven by weighted energy estimates based on shock compressibility and relaxation techniques.
Introduction
This paper presents a detailed study of the asymptotic behavior of solutions u of the linearized equations describing a two dimensional isentropic slightly viscous gas with a detailed description of the principal term e if(x;t)= u 0 (x; t) = O(1) and its refraction pattern, caused by the viscous shock for di erent initial phase functions if(x; 0)= when the wave length is large compared to the width, , of the shock. The estimate of the remainder, ke if( ;t)= u 1 ( ; t)k L 2 (R I 2 ) 1, holds for t 2 0; 1].
To prove general non-linear stability of multidimensional shocks for the system of Navier-Stokes equations and for its numerical methods is an interesting and open problem. The more developed theory of shock and rarefaction wave stability in one space dimension is based on understanding of the linearized one dimensional problem, cf. Gl], Go1], Sz] and ZH]. In the scalar case, Goodman, Go3] , proves stability of viscous shock waves for scalar conservation laws with two space variables, using energy estimates. The asymptotic behavior is re ned in GM] , where Goodman and Miller use pointwise estimates based on Green's functions and spectral theory to obtain precise description of the transversal shift of the shock. Serre and Zumbrun have recently in ZS] proved necessary conditions for stability of viscous planar shocks for systems in multi dimensions. It is based on conditions for an Evans function, which with interesting insight clari es the relation between the one dimensional viscous traveling wave problem and the multidimensional inviscid Kreiss-Lopatinsky determinant. Related su cient conditions for stability of planar shocks in multi dimensions were presented in Z] .
GZ], KM], Li], SX], SZ],
The main objective of this work has been to improve the understanding of the linear multidimensional system (0.1). Assume that the initial data u( ; 0) is localized and that a suitable phase function f(x; 0) is given in the support of u( ; 0). Theorem 1.1-2 answer in particular the question: what is the asymptotic behavior of the phase f(x; t) and the solution u(x; t), i.e. what is the refraction pattern of the perturbations in the presence of a viscous shock? The main di erence between the expansion in Theorem 1.1-2 and previous geometric optic expansions for Navier-Stokes equations with variable coe cients, cf . Ma] , is that the eikonal equation here is reduced to a simple ordinary di erential equation, by explicit use of the shock and suitable phases. In general the eikonal equation is a Hamilton-Jacobi partial di erential equation. This simpli cation makes it possible to describe the phase in detail, which then is used in the transport equation to nd the precise behavior of the expansion. In particular, for some initial data the phase function becomes degenerate in the sense that the rays pass through a region where jrfj 0. Then, an accurate expansion uses that the Hamiltonian switches from one eigenvalue branch to an other.
If it was allowed to integrate the asymptotic expansion in Theorem 1.2 over all positive and all directions of the initial rf, one would get an expansion of the Green's function of (0.1). The results in Theorems 1.1-2 provide useful information in an approximate integration of this form; Remark 2.3 shows that an approximate Green's function can be obtained from an expansion, if the range of is 1=2 ; c]. Proposition 2.1 shows that the expansion in Theorems 1.1 and 1.2 is valid for the range 2 ( 1=3 ; c] in the transversal case (1.27), and for 2 ( 1=4 ; c] in the non-transversal case (1.28). The remaining range 2 1=2 ; 1=3 ] needs further investigation. There is also an interesting small gap of initial directions of rf( ; 0) not covered in Theorem 1.2, which corresponds to "resonant" waves in the shock region where the refracted characteristics of the transport equation approach a line parallel to the shock. It is an open problem to present an expansion for this excluded small gap. This gap, with corresponding refracted rays approximately parallel to the shock, indicates a resonance phenomenon. Phases with these directions are also avoided in the nonlinear geometric optics expansions of inviscid shocks in MA], W1], W2] and W3], where they would generate waves localized near the shock with complex valued wave vectors in the phase, which are otherwise real.
A basis of this work, and geometric optics in general, is the seminal paper by Lax L] , which studies geometric optics for strongly hyperbolic rst order partial di erential equations. In particular, high frequency asymptotics and energy estimates are used to characterize the non smooth part of the Green's function, i.e. a parametrix. A review on the study of parametrices is given in G] . For linear hyperbolic di erential equations there is no damping of high frequencies in the problem. Therefore, the asymptotic geometric optics limit describes a parametrix, when the wave length tends to zero. For parabolic problems high frequencies are damped, and the range of wave lengths needed to approximately characterize the Green's function has a lower bound. This is further studied in Remarks 2.1 and 2.3 below. The lecture notes R] give a modern introduction to geometric optics and more recent work on nonlinear geometric optics.
Section 3 to 5 analyze perturbations where the wave length is large compared to the width of the shock. Available techniques for energy estimates of systems of viscous conservation laws require an assumption of weak shocks, which yields vanishing shock strength in the vanishing viscosity limit. Therefore, the vanishing viscosity limit with a xed shock strength is not treated here. The papers K] and M1] study perturbations and stability of inviscid shocks, based on mixed boundary value problems in half planes. In the constant coe cient case, the Fourier-Laplace transform shows that a uniform Lopatinski condition yields stability for a hyperbolic problem with boundary conditions of the half plane. Sophisticated use of pseudo di erential operators, by Kreiss in K] and extended to shocks by Majda in M1] , shows stability of hyperbolic variable coe cient problems. A di erence between that hyperbolic study and the analysis of the parabolic problem here is that no additional boundary conditions at the shock are needed for the equation (0.1) of u. Consequently, the eikonal equations (1.23), (1.25) of the phase, and the transport equation (1.37) have no boundary condition at the shock, in contrast to the expansions for inviscid shock problems. The corresponding stability estimates here are based on weighted L 2 -energy estimates in the whole space, while Fourier type methods with boundary conditions in half planes are used for the inviscid shocks in K] and M1]. In the case of perturbations of a constant state, the Green's function for the linearized compressible Navier-Stokes equations has been studied in HZ1] and HZ2], using Fourier methods and a decomposition into wave operators convolved with heat kernels. Geometric optics is a natural extension of the Fourier methods to variable coe cient problems.
Geometric optics has been extended to nonlinear hyperbolic problems, cf. HuK], HMR], M], S], JMR1] and JMR2]. For nonlinear hyperbolic problems, Hunter Hu] , and Majda and Artola MA] include the position of the shock in the asymptotic expansion and give a weakly nonlinear geometric optics expansion based on the Rankine-Hugonoit conditions at the shock. In particular MA] relates the modes in the Kreiss-Lopatinsky condition with the outgoing modes in a geometric optics expansion. Cehelsky and Rosales present an expansion in CR] for the weakly nonlinear case with one space variable, which is uniform as the viscosity coe cient tends to zero. The transport equation is then a integro-di erential equation. Corli studies in C] weakly non-linear geometric optics for a single shock of a strictly hyperbolic inviscid system in one space dimension, perturbed by fast oscillations with small amplitude. Corli justi es rigorously the weakly non-linear geometric optics expansion including the position of the shock and almost periodic pro les, which solve certain integro-di erential problems. In W1], W2] and W3], Williams proves rigorously a nonlinear geometric optics expansion for multidimensional inviscid shocks in the case of real phases. William's stability proof is based on Kreiss-type estimates of hyperbolic mixed linearized problems in half planes. This paper has the following plan. Section 0 ends with a presentation of the main ideas of the proofs. Section 1 describes the background for the geometric optic expansion stated in Theorem 1.1-2. The proofs of the theorems are divided into two steps treated in Section 3 to 5: to study the solution of the eikonal equations and to prove energy estimates of the variable coe cient partial di erential equation for u 1 . The nonstandard way of treating the small viscous terms is justi ed by the error estimates in Theorem 1.2.
The dominating term, u 0 , in the expansion (0.2) is described by (1.29-30) and (1.37) in Theorem 1.2. There are two cases, the transversal case (1.27) and the non-transversal case (1.28). In the transversal case, the perturbation pass through the shock and continues on a refracted transversal path. This is proved in Lemma 5.4 below and illustrated in Figure  1 and 2. In the non-transversal case, the perturbation is trapped in the shock. This is proved in Lemma 5.2 and illustrated in Figure 1 and 3 below.
The new idea in the rst step for the eikonal equations is to construct simple phase functions f(x 1 ; x 2 ; t), where rf is x 2 and t independent, and thereby reducing the eikonal partial di erential equation for the phase to nd a heteroclinic orbit for the corresponding ordinary di erential equation. The analogous one dimensional case leads to the important observation that the state vector u 0 can have a bifurcation connecting eigenvectors corresponding to di erent branches of eigenvalues at x 1 = ?1 and x 1 = +1; a key ingredient in the proof of the bifurcation is to nd a suitable approximate eikonal equation .   Fig 1. Schematic pictures of the time evolution of perturbations in the transversal and non transversal cases, respectively. Here the shock is the vertical line in the middle. In the transversal case, in the left picture, the perturbation is initially supported in the left circle. Then it moves along the line, passes through the shock, and continues on a refracted transversal path, with an isotropic di usive growing support. In the non-transversal case, in the right picture, the perturbation is initially supported in the left circle. As time evolves, the perturbation approach the shock where it is trapped, with an anisotropic di usive growing support. The lines with arrows indicate the direction of the characteristic lines for the leading order perturbation. Figure   2 . The level lines in the gures show that the perturbation approach the shock where it is trapped. An ideal computation, which was not a orded here, would be to use an initial perturbation with a bigger support containing hundreds of periods of oscillations. Then the perturbation and the level lines in the pictures would be less disturbed by the size of the support of the initial perturbation, which is on the borderline of being too small here.
In the second step the energy estimate is based on symmetrization of (0.1), the compressibility of the eigenvalue in the shock mode and extensive use of suitable chosen L 2 -weight functions, inspired by the stability proofs of one dimensional viscous shock waves in Go1, 2] , KM], SX]. New ingredients are the two space dimensions, the complex valued transport equations, and the analysis with the source term in the equation for the remainder u 1 , which resembles energy estimates for relaxation problems, cf. CP]. Lemma 5.5 uses the special property that all eigenvectors i , corresponding to the characteristic elds of a one dimensional viscous shock , satisfy @ x 1 i ( (x 1 )) < 0, which holds for the gas dynamics (0.1) provided the speci c heat ratio satis es 1 < 3. Section 2 motivates the assumptions on ; t; ; and the shock strength 0 in Theorems 1.1-2, by a parabolic model problem. In the sequel C; c i ; c 0 denote various constants, not necessary the same at each occurrence.
Main Results
Consider the solution u of the linear parabolic partial di erential equation wherec(x 1 ) is the sound speed andũ(x 1 ) is the velocity in the x 1 -direction of a planar stationary two dimensional shock wave ( (x 1 ); m 1 (x 1 ); m 2 (x 1 )) solving the isentropic Navier-Stokes-type equation where denotes the density, m j the momentum in the x j ?direction, and p( ) the pressure of a gamma-law gas, i.e.
(1:6) p( ) = k ;
for a positive constant k and a constant speci c heat ratio 1 < 3. The sound speed and velocity satis es
Assume that the shock is weak, i.e. 
Insert the Ansatz
(1:11) u = e if= (u 0 + u 1 );
in the equation (1.1) to obtain
By formally equating powers of , the functions f and u 0 should be chosen to satisfy the eikonal equation ( r is an eigenvector of L 0 (f) and (x; t) 2 C:
For most initial phases, the eikonal equation (1.13) will de ne the phase f(x; t) and the state u 0 . However, for jf x 2 ( ; 0)j = j j small, it turns out the equation ( To solve an eikonal equation L 0 (f)u 0 = 0, the Ansatz u 0 must be an eigenvector of L 0 (f), and therefore also an eigenvector of A(k), i.e.
( where for suitable positive constants C i
(1:25b) ( ; ) = 8 < :
( ; ); < > C 1 ; (ũ ?c) ; ?C 2 < C 1 ; ( ; ) < < ?C 2 ; cf. Section 3.2 and (3.22), (4.11) for more details. Here <z denotes the real part of z 2 C.
The case (1.25) denotes non-transversal refraction and the case (1.22) transversal refraction, since the corresponding transport equation (1.37), below, have characteristics that are non-transversal and transversal, respectively, to the shock. When the ray passes through < = 0 the eigenvalues i are close and therefore the leading terms L 0 (f), corresponding to the di erent eigenvalues, do not change signi cantly.
The following two theorems describe the solution u of (1.1) by the expansion u = e if= (u 0 + u 1 ) for di erent initial ? ; and r j ; j = 0; ?; +. The non-transversal case assumes that the initial data u is localized to the left or the right of the shock. Then, for every p 2 R I , p 2, the solution u of (1.1), for the transversal and non-transversal cases (1.27-28), has the expansion (1:32) u = e if= (u 0 + u 1 );
where the following estimates hold for t 2 and a positive constant C, independent of t and the parameters, (1:33) ku 0 ( ; t)k L 2 (R I 2 ) C; The rst assumption is inherent to parabolic problems and is discussed in Remark 2.1. The second assumption is that the width of the shock, = 0 , is small compared to the wave length . Remark 2.2 describes the accuracy of the expansion (1.32) for large enough times to detect the refraction of the characteristics caused by the viscous shock. The assumptions (2.1) and (2.2) seem to allow estimates of dominating parts of the Green function of (1.1), as discussed in Remark 2.3. Remark 2.4 motivates the Ansatz of x 2 and t independent gradient of the phase by studying time asymptotics for the Hamilton Jacobi equation (1.19). Let the transport coe cient be de ned by u = e if= :
Then for large times, satisfying t 0 , the transport coe cient, , has oscillations with as high frequency as the phase factor, e if= , so that the geometric optics expansion becomes questionable.
Furthermore, the corresponding transport equation which shows (x 1 ; t) ! = constant as t ! 1. The limit ! is also expected to hold. It would be interesting to understand the stability of the corresponding problem allowing multi dimensional perturbations in the x 1 and x 2 directions.
Construction of the Phases
To study the solutions of (1.23) and (1.25), we shall rewrite these equations as autonomous systems and use the following well known properties of the eigenvaluẽ ũ ?c of weak one dimensional shocks of (1.4). There are positive constants c i such that, cf. SX], Therefore (1.23) and (1.25) can be rewritten as
To prove that (3.2) has a solution, the rst requirement is thatF 0 has two critical points, also called rest points, ( ;~ ) satisfying The Jacobian F 0 0 has eigenvalues @ @ F and G 0 . As we shall see below, the two critical points ( ; ) of (3.2) form a node and a saddle point in the transversal case, respectively a stable and unstable node in the non-transversal case. Therefore the heteroclinic orbit will correspond to a classical Lax-shock in the transversal case and a over-compressive shock in the non-transversal case.
3.1 Proof of Theorem 1.1 in the transversal case. Here we study the choice of vectors r = r j , in the Ansatz u 0 = r, which corresponds to transversal waves. Transversal means that the characteristic curve of the transport equation cross the shock wave region. This turns out to be the case for r = r 0 , and for r = r when j j p 0 or ? > 0; r = r ].
Let us rst study the cases r = r ; 2 0 . Parameterize along~ to obtain the equation
which we will solve by studying solutions of
with the boundary conditions which implies thatF(~ ; ) is invertible for xed~ and satisfying (3.8). Here =z and <z denote the imaginary and real parts of z 2 C.
We are ready to solve (3.6) by iterations. Let for any j = ?; +, with vanishing imaginary part of + in the = 0 limit. But outside the gap there are solutions with j = + and j = ?, respectively. In the gap, there are solutions which are complex valued in the = 0 limit. They correspond to waves localized to the shock region. Complex valued phases for this hyperbolic = 0 case yield transport equations which are not hyperbolic and require analytic data. Therefore our Ansatz (1.32) with a single real phase, in the = 0 case, and rf = rf(x 1 ), is not good for these . The positive parameter < 1 will be chosen suitable close to 1 below.
We shall prove that (3.21) has a solution with the boundary conditions lim x 1 ! 1 rf(x; t) = ( ; ); and with rf(x 1 ; x 2 ; t) ( ; ) independent of x 2 and t. As in (1.22) this means that is constant and (x 1 ) solves the ordinary di erential equation The state vector r, in the Ansatz (4.1), has been chosen as an eigenvector of L 0 (f) in the transversal case and as an approximate eigenvector r = r in the non-transversal case.
In this section we shall determine the scalar function by transport equations. The transport equations will be chosen to make u 1 in (4.3) small and the analysis is divided into the transversal and non-transversal cases. 4.2 The non-transversal eld. For later use it is convenient to de ne the shock regions S ; S ; S ; S and the outer regions P ; P ; P 
The Energy Estimate
The proof of (1.33) in Theorem 1.2 uses a weighted energy estimate divided into six steps: symmetrization, weighted norms, source terms for the non-transversal case, source terms for the transversal case, non-transversal estimates and transversal estimates, treated in the following sub-sections. The smallest eigenvalue of the last matrix in the right hand side of (5.9) is bounded below bycj~ 0 j, which proves (5.7). // The construction (4.14) of w implies that (5:12) iL 0 w =R 1 for x 1 2 P ;
and by (4.10), (4.13) and (5.11) (5:13)
Moreover, the orbit and (3.24), (3.27) show that jr x 1 j = C(j~ x 1 j + j x 1 j) C( 02 + 0 ); jr x 1 x 1 j C 0 jr x 1 j= ; so that by (4.4)
The equation (4.14), the R 1 =R 2 decomposition in (4.4) and the de nition of (4.7) yield (5:15) jL 1 wj = jR 1 (w)+R 2 (w)j C( j x 1 x 1 j+j x 1 x 2 j+j x 2 x 2 j)+C(jwjjr x 1 j+ jw x 1 jjr x 1 j); where it is used that jr x 1 x 1 j is bounded by Cjr x 1 j and that (5:16) jwj C(j jj x 1 j + j x 2 j + j r x 1 j); jw x 1 j C( j x 1 x 1 j + j x 1 x 2 j + j x 2 x 2 j) + C(jwjjr x 1 j + jw x 1 jjr x 1 j):
The estimate of L 1 w uses 29 Lemma 5.2. For the non-transversal case (1.28) there is a positive constant C such that for t C 2 = and ( ; t) So that for the non-transversal case the nal remainder estimate is The estimates for the remaining derivatives of are obtained similarly.
To prove (5.18) note rst that (5.28b) still holds in the non-transversal case provided ? is real, which according to the assumption (1.31b,c) holds when is localized to the left of the shock. When is localized to the right of the shock, then similarly = is bounded for x 1 0. However, = does not have the right sign on the other side, as it does have in (5.29). Instead we shall use weighted energy estimates to show that ( ; t) decays to the right if the initial data are localized to the left according to (1.31b,c), and similarly decays to the left if the initial data is localized to the right.
Assume that the initial data are localized to the left. Then by (1.30) and the estimates of rf in Section 3.2, the exponential factor je if= j is bounded by the weight 
