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Sammendrag 
 
Ruby er et nytt og godt alternativ innenfor de skriptespråkene som finnes i dag og har nylig 
blitt tatt i bruk i den vestlige delen av verden. I denne oppgaven ser jeg i hovedsak på et 
Ruby-grensesnitt til Diffpack og på hvordan GCC sine optimaliseringsflagg i forskjellige 
kombinasjoner kan virke positivt eller negativt inn på kjøretiden av Poisson0-simulatoren. 
 
Ruby har vært en fornøyelse å bli kjent med, og har i denne oppgaven vist seg å være lett å 
lage ekstensjoner med, både i C og C++. Men dette innebærer koding som tar mye tid å skrive 
og derfor ble det valgt et verktøy som tok seg av mesteparten av jobben med å lage grensesnitt 
til C/C++-kode. SWIG ble valgt siden det hadde en godt utviklet Ruby-modul, også fordi 
SWIG allerede hadde blitt valgt og prøvd av andre som har laget Python-grensesnitt til 
Diffpack.. Det har også i denne oppgaven blitt laget grensesnitt til Poisson0 og Heat1D 
simulatorne, samt at Poisson0 har blitt implmentert i Ruby. 
 
I denne oppgaven blir det vist en teknikk som  gjør det mulig å skrive C/C++ kode inne i 
Ruby-kode. Dette blir brukt til to formål i denne oppgaven, å skjule SWIG-tekniske detaljer 
for brukeren, og for å kjøre tunge algoritmer i C/C++ i stedet for i Ruby.  
 
ACOVEA ble sett på for å sjekke om det var mulig å finne gode optimaliseringsflagg-
kombinasjoner som kunne forbedre kjøretiden til Diffpack sine simulatorer. ACOVEA viste 
seg å være svært statisk implementert, men etter å ha brukt tid på å forstå koden ble den 
modifisert til å være mer dynamisk. Etter modifiseringen av ACOVEA var det mulig å 
integrere flaggkombinasjoner generert av ACOVEA sammen med flaggene som trengs for å 
kompilere og kjøre Diffpack simulatorer.  
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1 Innledning 
 
Etter å ha tatt kursene Problemløsning med høynivå-språk og Avansert 
problemløsning med høynivå-språk så ble jeg godt kjent med både Python og 
Perl, og oppdaget hvor kraftig slike høynivå skriptespråk1 er. Etter førstnevnte kurs ble jeg 
introdusert for et annet skriptespråk som var oppkalt etter en edelstein; ett som hadde som 
målsetting å være mer kraftfullt enn Perl, og mer objektorientert enn Python. Mitt første møte 
med Ruby var et faktum. Kameraten min og jeg fant ut at det hadde vært morsomt å lage en 
applikasjon i Ruby, så vi bestemte oss for å lage et program som logget seg inn på en 
Internet Relay Chat (IRC) server for å undersøke hvilke filer denne serveren tilbød. 
Programmet ble på kort tid gjennomført og jeg hadde forelsket meg litt i den rene 
objektorienteringen og syntaksen til Ruby. Etter å ha snakket med min veileder om dette 
programmet kameraten min og jeg hadde laget ble jeg gjort oppmerksom på at en annen 
hovedfagstudent [1] jobbet med å lage et Python grensesnitt til Diffpack [4], og at et Ruby 
grensesnitt også var en potensiell oppgave dersom jeg var interessert, jeg slo til på det 
tilbudet. 
 
1.1 Diffpack 
 
Diffpack [4] er et avansert verktøy/bibliotek programmert i C++ for å utvikle numeriske 
programmer med utgangspunkt i å løse partielle differensialligninger numerisk. For å kunne 
bruke Diffpack må brukeren kunne programmere i C++, et språk som er kjent for å være 
svært komplekst og som kan ta lang tid å lære.  
 
En av ulempene ved å programmere i C++ er at man må rekompilere programmet det gjøres 
endringer på. Dette slipper man ved å bruke et høynivåspråk som Ruby. Man trenger ikke 
dyptgående kunnskap i Ruby for å programmere sitt første program. En av ulempene med 
skriptespråkene er at de ikke er raske nok til å gjøre tunge utregninger, men de er enkle for å 
raskt teste kode, eller debugge for eksempel Diffpack-kode med. Mardal et al. [2], og Weslie 
[1], har skrevet ferdig et Python grensesnitt til Diffpack.  
 
En av de største utfordringene jeg har møtt som programmerer var å sette meg inn i Diffpack 
[4]. Etter å ha tatt Hans-Petter Langtangen et al. sitt kurs Numeriske metoder for 
partielle differensiallikninger så gikk det opp for meg hvor komplekst 
Diffpack var. Formålet med å lage skriptegrensesnittet var å gjøre det mer brukervennlig fordi 
mange Diffpack brukere ikke er programmeringseksperter, men har gjerne grunnleggende 
kunnskaper, som for eksempel programmering i Matlab [5].  
 
Ved å lage et Ruby-grensesnitt til Diffpack, vil det være lettere å kunne klargjøre data til 
Diffpack fordi vi på denne måten vil få en høynivå aksess til Diffpack med mange av for 
eksempel, Gnuplot og Matlab, sine attraktive egenskaper. Følgende er et eksempel på 
hvordan man kan løse en varmeledningsligning (Heat1D) fra Ruby med bruk av Difpack`s 
numeriske biblioteker: 
 
 
                                                 
1 I denne oppgaven beskriver dette en programmeringsstil der oppgaver utføres med få høynivå kommandoer 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
K
 
M
l
 
D
k
b
s
 
1
 
E
i
h
s
R
 
I
d
a
J
u
 
 
 
2
 #!/usr/bin/ruby 
require ’mHeat1’ 
menu = MHeat1::MenuSystem.new 
menu.init(”Ruby interface”,”This is so cool !”) 
heat = MHeat1::Heat1.new 
heat.define(menu) 
 
l2_errors = Array.new 
dt = 0.1 
n = 8 
1.upto(5) do |i| 
 n = n*2 
 grid_str = ”P=PreproBox | d=2 [0,1]x[0,1] 
| d=2 e=ElmB4n2D div=[%d]x[%d] grading=[1,1]” % [n,n] 
menu.set(”gridfile”, grid_str) 
 dt = dt/4.0; dx=1.0/n 
 tip_str = ”dt=%g [0,3]” % dt 
 menu.set(”time parameters”, tip_str) 
 heat.scan() 
 heat.solveProblem() 
 heat.resultReport() 
 l2_errors.append((dx,dt), heat.L2_error) 
end ode 1.1 : Eksempel på hvordan et grensesnitt kan brukes 
ed noen få ekstra programlinjer kan resultatene plukkes opp fra denne kjøringen som enkelt 
ar seg overføre til visualiseringsprogrammer2.  
et som er verdt å merke seg er notasjonen som blir brukt på modulnavnene. Ruby-
onvensjonen for en modul er at den bør ha liten forbokstav i navnet, fordi når den skal 
rukes skal navnet ha stor forbokstav. Derfor har mHeat blitt prefikset med en m for modul, 
lik at når denne skal benyttes skrives navnet MHeat1::metodenavn. 
.2 Ruby/C 
tter å ha lest en del om Ruby fant jeg ut at det nesten var like lett å skrive Ruby-ekstensjoner 
 C som å skrive Rubykode. Etterhvert som jeg fordypet meg i Ruby gikk det opp for meg 
vor likt Python det var på mange måter, blant annet måten ekstensjoner ble skrevet på. Det 
om var hovedforskjellen på disse to språkene var at det ikke fantes så mange biblioteker til 
uby som til Python.  
nteressen for Ruby er i stor vekst, og språket har fått større utbredelse. Det har blitt gitt ut 
okumentasjon på både Engelsk og Norsk, noe som Ruby miljøet har savnet. Ruby er utviklet 
v Yukihiro Matsumoto a.k.a Matz fra Japan, og dokumentasjonen har lenge eksistert kun på 
apansk.  Etter å ha lest i Programming Ruby [6] og README.EXT [7],som omhandler 
tvidelser av Ruby i C og C++, implementerte jeg min første ekstensjon: 
                                                
 Som for eksempel Matlab/Gnuplot/Octavio
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#include <ruby.h> 
static VALUE t_cal(VALUE self,VALUE number){ 
  printf("Hallo Verden\n"); 
  printf("sin(%d",NUM2INT(number)); 
  printf("= %f\n",sin(NUM2DBL(number))); 
  return number;                  
} 
 
VALUE cMy_Hw; 
void Init_my_hw(){ 
cMy_Hw = rb_define_class("Hw", rb_cObject); 
rb_define_method(cMy_Hw, "cal", t_cal, 1); 
}    
Kode 1.2 : Standard Hello World, som returnerer sinus til et tall 
 
 
Når dette programmet kompileres lages det en modul my_hw.so som kan importeres og 
brukes i en Ruby-fil på følgende måte: 
 
 
 
 
 
 
require 'my_hw' 
a = Hw.new() 
a.cal(60) 
 
Hvordan slike ekstensjoner blir kompilert og kjørt kommer vi tilbake til i kapittel 2.2.2. 
 
1.3 SWIG 
 
Simplified Wrapper and Interface Generator3 SWIG [3] er en 
grensesnittkompilator4 som kobler sammen programmer skrevet i C/C++ med skriptespråk, 
som for eksempel Perl, Python, Ruby, Tcl og C#. Deklarasjonene i biblioteksfilene til 
Diffpack blir lagt i en grensesnittfil, og bruker grensesnittfilen til å generere såkalt 
wrapper-kode ved hjelp som skriptespråkene trenger for å aksessere den underliggende 
C/C++ koden. SWIG kan generere wrapper-koden automatisk, mer eller mindre direkte rett 
ut i fra C/C++ koden vi ønsker å lage ekstensjon til. Brukeren kan selv påvirke koden i 
grensesnittfilen. 
 
Det finnes mange forskjellige direktiver i SWIG som lar brukeren legge til sine egne 
utvidelser, for eksempel %extend, %rename inn i grensesnittfilen. Når denne koden blir 
kompiler med hensyn på for eksempel Ruby,  blir det generert et dynamisk linket bibliotek 
[8]. Dette biblioteket kan importeres i Ruby ved hjelp av require 
’grensesnittnavn’. Man vil da kunne benytte dette grensesnittet sine metoder ved å 
prefikse med modulnavnet: Grensesnitt::metode. Under vises en oversikt over hva 
som skjer når SWIG blir benyttet for å lage en grensesnittfil: 
                                                 
3 Heretter kalt SWIG 
4 http://www.SWIG.org/exec.html 
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Figur 1.1 Generering av grensesnitt til Diffpack. 
 
 
SWIG har vært i en kontinuerlig utarbeidelse. Dagens versjon er i skrivende stund 1.3.24. 
SWIG-versjonen brukt i Westlie [1] var 1.3.19 for circa 1 år siden.  Selv om det ikke 
eksisterer støtte for multippel arv i Ruby, så har det kommet en teknikk5 som støtter dette i 
SWIG versjon 1.3.20. Ettersom jeg skulle være oppdatert innen utviklingen av SWIG meldte 
jeg meg inn i SWIG sin nyhetsgruppe, samt at jeg lagde et Python program (Tillegg G) som 
traverserte changelog6 på versjonene for å sile ut det som hadde med Ruby å gjøre. 
Grensesnittet som blir laget er av typen shared object (so), noe vi kommer tilbake til 
senere i oppgaven. 
 
                                                 
5 Les om Mixins i [A.1.5] kappittelet om Ruby 
6 http://www.swig.org/Release/CHANGES 
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1.4 Rudp 
 
Målet med første del av denne hovedfagsoppgaven er å lage et Ruby-grensesnitt til 
Diffpack7. En grensesnittfil inneholder deklarasjonene fra Diffpack sine biblioteksfiler. 
Disse grensesnittfilene blir lagt i en mappe (Tillegg B), slik at de trenger å bli generert en 
gang, deretter kan de for eksempel importeres i en annen grensesnittfil; som rudp.i. Et lite 
eksempel på dette: 
 
<biblioteksfil>.i
Rudp.i
FEM.i VecSimplest_int.i
rudp.so
SWIG
Alle biblioteksfiler
Kompilering og linking
Inkludere alle interface filer 
som trengs i rudp.i
 
 
 Figur 1.2 Rudp grensesnitt til hele Diffpack 
 
 
Som figuren viser kan FEM.i, VecSimplest_int.i og andre grensesnittfiler av 
Diffpack-biblioteker, inkluderes i Rudp.i-filen, som deretter kjøres igjennom SWIG for å 
generere et delt-objekt-grensesnitt. Det er denne som blir importert og brukt av et eventuelt 
Ruby program.  
 
Det er mange fordeler ved å implementere Diffpack sine simulatorer, som for eksempel 
Poisson0, i Ruby for så å importere de bibliotekene man trenger. Fordelene er som 
beskrevet punktvis i [1] kapittel 1.5, som omhandler Python, og et kort resyme av disse er: 
 
• Man slipper unna mange detaljer som for eksempel minnehåndtering. 
• Syntaksen til skriptespråk er mer lik Matlab og Maple, enn C++. 
• Man kan redusere utviklingstiden av simulatorer. 
• Den generelle produktiviteten ved bruk av skriptespråkgrensesnitt til Diffpack kan 
øke. 
• Det er enklere å regresjonsteste programmer. Feilsøkinger blir enklere. 
• Ruby har støtte for visualiseringsverktøy. 
• Diffpack blir mer fleksibelt. 
 
                                                 
7 Heretter kalt Rudp 
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Disse punktene gjelder også for Ruby. Ulempen ved å implementere tunge algoritmer i Ruby, 
og andre skriptespråk er at det går ut over ytelsen. integrands-metoden implementert i 
Ruby som vist i [5.3], går mye seinere enn om den var implementert i C/C++. En 
implementasjon av Integrands i Ruby ser slik ut: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
def integrands(elmat, fe) 
    detJxW = fe.detJxW()  
    xy     = fe.getGlobalEvalPt() 
    x      = xy[0] 
    y      = xy[1] 
    @F_VALUE = f(x,y) 
    @K_VALUE = kf(x,y) 
    @NBF     = fe.getNoBasisFunc() 
    TMP1=TMP2=”” 
    1.upto(@NBF) do |i| 
      1.upto(@NBF) do |j| 
        TMP1 = @K_VALUE*(fe.dN(i,1)*fe.dN(j,1) + 
                            fe.dN(i,2)*fe.dN(j,2))*detJxW 
        TMP2 = TMP1 + elmat.A.get(i,j) 
        elmat.A.set(i,j,TMP2) 
      end 
      TMP1 = fe.N(i)*@F_VALUE*detJxW + elmat.b.get(i) 
      elmat.b.set(i, TMP1) 
    end 
  end 
Kode 1.3 : integrands implementert i Ruby 
 
 
Dersom man hadde brukt en profiler8 på Poisson0 ville typisk integrands stå for 
størsteparten av kjøretiden siden denne blir kalt ofte. Siden Ruby og C/C++ lett kan 
kombineres er det mulig å kjøre for eksempel hele Poisson0 i Ruby, unntatt 
integrands, som kan kjøres i C/C++.   
 
Senere i oppgaven er det skrevet om instant [6], hvor det er mulig å skrive ren C/C++ 
kode inne i Ruby-koden som blir sendt til instant. De aller fleste tekniske detaljer blir 
skjult for brukeren, slik at det ikke er nødvendig å forholde seg til SWIG i det hele tatt. 
Kapittelet om instant er beregnet på brukere av Diffpack som kan programmere C/C++, 
men som ikke har kjennskap til SWIG. 
 
                                                 
8 For eksempel gprof 
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2 Utvidelse av Ruby i C/C++ 
 
Målet med dette kapittelet er å gi en innføring i hvordan Ruby kan utvides i C/C++ for lettere 
å få en forståelse for hvorfor SWIG ble valgt som verktøy for å lage Ruby-grensesnitt til 
Diffpack. Utvidelsene er forholdsvis lette å skjønne men har C syntaks, og tar lang tid å 
implementere dersom det er et stort grensesnitt som skal lages. 
2.1 Ruby-grensesnitt til C/C++ funksjoner 
 
I dette avsnittet skal det vises hvordan Ruby kan benytte C/C++ funksjoner ved at man lager 
et grensesnitt mellom disse to språkene. 
 
 
 
 
 Figur 2.1 : Dataflyt mellom Ruby og C/C++ funksjoner 
 
 
Ruby-interpreteren blir brukt for høynivå kontroll over underliggende funksjonalitet som er 
skrevet i C/C++ eller Fortran. Denne måten å programmere på er ekstremt kaftig fordi man 
ved å benytte et Ruby-grensesnitt får glede av å utnytte styrken til hvert språk. C/C++ kan 
benyttes på CPU-krevende algoritmer hvor tid er kritisk. Ruby kan brukes til rask 
prototyping, interaktiv debugging, skripting, og gir tilgang på høynivå datastrukturer. 
Skriptespråk er bygget rundt en parser som vet hvordan den skal eksekvere kommandoer 
og skript. I denne parseren er det en mekanisme for å eksekvere kommandoer og aksessere 
variabler. Ved å utvide interpreteren, så er det vanligvis mulig å tilføre nye kommandoer og 
variable. Ruby har et spesielt C-API for akkurat dette, og er i [6] kapittel 21 kalt, 
Extending Ruby. 
 
Dersom man vil lage Ruby-ekstensjoner i Fortran så er dette bare indirekte mulig, siden den 
eneste løsningen da vil være å skrive en C-wrapper for Fortran-koden. 
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2.1.1 Ruby-objekter i C 
 
Det første man må se på er hvordan man skal aksessere og representere Rubys datatyper i C. 
Alt er objekter i Ruby og alle variabler er referanser til objekter [6] kap 21. Dette medfører at 
typen til alle Ruby-variable er VALUE, som enten er en peker til et Ruby-objekt, eller som 
immediate verdier, heretter kalt umiddelbare verdier. Umiddelbare verdier er f. eks True, 
False, Fixnums, Symbols og nil. Disse er også lagret i type VALUE og er ikke 
pekere, men verdier som blir lagt rett inn i en variabel. Interpreteren regner med at alle pekere 
peker til områder i minnet som er enten 4 eller 8 bytes stort. På grunnlag av dette kan 
interpreteren garantere at  de to minst signifikante bitene i en peker alltid vil være 0. Når den 
vil lagre en umiddelbar verdi, sørger den for å ha minst 1 av disse bitene satt, noe som tillater 
resten av interpreter-koden å skille mellom verdier og pekere. Et Ruby objekt er en allokert 
struktur i minnet som inneholder en tabell med instans-variable og informasjon om klassen. 
Klassen selv er et annet objekt som inneholder en tabell med metoder definert for denne 
klassen. For å lese mer om dette henvises det til Programming Ruby boka [6], i kapittelet 
om Ruby objects in C. 
 
README.EXT [7] er et dokument som kommer med alle distribusjoner av Ruby, og er det 
første dokumentet man bør lese for en detaljert beskrivelse av måten å gå frem på i 
genereringen av Ruby-ekstensjoner. [6] . 
 
2.1.2 Umiddelbare verdier 
 
Fixnum-verdier blir lagret som et 31-bits heltall som formes ved å bitvis flytte det 
opprinnelige tallet 1 bit til venstre og deretter sette det minst signifikante bitet (LSB) til 1. Når 
VALUE brukes som en peker til en spesifikk Ruby struktur er den garantert til å alltid ha et 
LSB som er null, de andre umiddelbare verdiene har også null i LSB. På denne måten kan 
man på en enkel måte bit-teste om du har en Fixnum eller ikke. True, false og nil er 
representert i C som Qtrue, Qfalse og Qnil og man kan sjekke VALUE- variabler opp 
mot disse direkte eller bruke konverteringsmakroer. 
 
For å vise hvordan dette virker er det på sin plass med et eksempel: 
 
 
 
  
  
 
 
irb(main):001:0> for i in (1..2) do a=10; p a.object_id end 
 21 
 21 
 => 1..2 
Kode 2.1 : a har samme objekt-id i begge tilfeller 
 
 
Som ventet blir det samme referert til den samme objektet hver gang siden a er Fixnum. 
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irb(main):003:0> b=a; p b.object_id; b=nil; p b.object_id; p a.object_id 
 21 
 4 
 21 
 => nil
Kode 2.2 : b blir satt til nil, og får da egen objekt-id 
 
Her blir først b satt til å peke på det samme som a, for deretter å peke på nil, og naturlig 
nok, så blir ikke object_id’ene lik i det tilfellet, men både a og b er Fixnum. 
 
Ruby sin garbage collector, heretter kalt GC (Tillegg A.1.2), ignorerer umiddelbare 
verdier slik at man kan lage millioner av Fixnum objekter, og de tar lite plass i minnet. Dette 
er ikke tilfelle for String-og Bignum-objekter. I eksempelet under blir det vist tre 
eksempler, jeg antar her at ulimit –v ikke er satt til unlimited side det da ikke blir gitt 
annen feilmelding enn Killed. Ulimit er et Linux verktøy som henter ut og setter 
brukerbegrensninger med tanke på minnebruk. 
 
 
a=1000; GC.disable; for i in (1..100000000) do b=a*2 end 
1..100000000 
 
Det som er verdt å merke seg her er at selv om GC er slått av i eksempelet over, så vil ikke 
multiplikasjonen forårsake stor plass i minnet, siden objektet a peker på den samme plassen i 
minnet hele tiden, samt at a er en Fixnum. I eksempelet under blir det vist hva som skjer 
dersom a er av objekt typen String. 
 
 
 
 
a='z'*1000; GC.disable; for i in (1..1_000_000) do b=a*2 end 
 (irb):2:in `*': failed to allocate memory (NoMemoryError) 
Kode 2.3 : Minnet blir fullt. 
 
 
Her er a en String og som forklart tidligere i dette delavsnittet blir det laget et nytt objekt 
for hver gang a tilordnes en streng selv om verdien er den samme. De er altså distinkte 
objekter.  
 
 
Kode 2.4 : a er her Bignum 
a=1000000000000000000000; GC.disable; for i in (1..10000000) 
 do b=a*2 end 
 [FATAL] failed to allocate memory 
 
 
Her settes a til å være en Bignum9, og det blir da som i tilfellet over laget et nytt objekt for 
hver gang selv om verdien er den samme; dvs. også her distinkte objekter. 
 
 
                                                 
9 Forklaring på Bignum og Fixnum på [27], side 53. 
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2.2 Et lite Ruby grensesnitt til C 
 
Viser til eksempel fra Programming Ruby [6], og forklarer stegvis hva som skjer når man 
lager et Ruby-grensesnitt til C. Skal nå lage en ekstensjon som har samme funksjonalitet som 
følgende Ruby program: 
 
 
 
 
 
 
 
 
 
  
 
 
#Ruby-kode 
 01 #!/usr/bin/ruby 
 02 class MyTest 
 03   def initialize 
 04     @myarray = Array.new 
 05   end 
 06   def add(obj) 
 07     @myarray.push(obj) 
 08   end 
 09 end 
Kode 2.5 : Ruby versjon av programmet under 
 
 
Dette programmet gjør ikke annet enn å legge et objekt inn i myarray (bakerst som i en stakk).  
For å lage samme funksjonalitet i utvidet Ruby i C syntaks, må følgende gjøres (Kode 2.): 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
//C kode 
01 #include "ruby.h" 
02 
03 static int id_push; 
04 static VALUE t_init(VALUE self) { 
05  
06   VALUE arr; 
07   arr = rb_ary_new(); 
08   rb_iv_set(self, "@arr", arr); 
09   return self; 
10 } 
11 
12 static VALUE t_add(VALUE self, VALUE obj) { 
13   VALUE arr; 
14   arr = rb_iv_get(self, "@arr"); 
15   rb_funcall(arr, id_push, 1, obj); 
16   return arr; 
17 } 
18 
19 VALUE cTest; 
20 void Init_my_test(){ 
21   cTest = rb_define_class("MyTest", rb_cObject); 
22   rb_define_method(cTest, "initialize", t_init, 0); 
23   rb_define_method(cTest, "add", t_add, 1); 
24   id_push = rb_intern("push"); 
25 } 
Kode 2.6 : Kode 2.6 skrevet i C 
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Ruby definisjonene ligger i headerfilen ruby.h linje 01 (L1), denne importeres med C 
sin vanlige #include, og dermed er det mulig å programmere Ruby i C kode. Når dette 
programmet ble kjørt eksekverte interpreteren først Init_my_test (L20) funksjonen. Det 
første som defineres er klassen MyTest (L21) som er en subklasse av klassen Object10. 
Objektet blir her representert av det eksterne symbolet rb_cObject i neste steg i 
Init_my_test defineres to instansemetoder add (L23) og initialize (L22) i klassen 
MyTestså benyttes rb_define_method for å etablere en kobling mellom metodenavnet 
i Ruby og C funksjonen som vil implementere den, slik at et kall til add metoden i Ruby vil 
kalle C funksjonen t_add med ett Ruby argument. Akkurat det samme som skjer i 
initialize funksjonen, bare at denne tar ikke imot noen Ruby argumenter. Grunnen til at 
t_init tar imot argumentet VALUE self (L04) er at hvert metodekall blir gitt et VALUE 
argument som inneholder mottakeren til metodekallet, tilsvarende self i Python. I 
initialize (L04) lages en Ruby array, og setter @arr til å peke på den. Videre får 
t_add funksjonen inn objekter som blir sendt inn til den, samt et VALUE argument som 
inneholder mottakeren til metodekallet. Det denne funksjonen gjør er å legge objektet som har 
blitt sent inn til den, bakerst på en array: 
 
 
 
 
 
 
print @myarray  Æ [1,2,3] 
@myarray.push(8)  Æ [1,2,3,8] 
Kode 2.7 : 8-tallet blir lagt inn bakerst. 
 
 
Når en instansvariabel aksesseres på denne måten er det obligatorisk med @ prefiks ellers blir 
variabelen bare laget , men kan ikke bli referert til fra Ruby (Kode 2. linje 14). Det som er 
spesielt verdt å merke seg er at når man skriver slik utvidet Ruby-kode er at alle funksjoner er 
nødt til å returnere en VALUE. Dersom man ikke trenger å returnere en verdi skal VALUE 
være nil.
 
2.2.1 Ruby grensesnitt til C++ 
 
Å skrive en Ruby-ekstensjon i C++ gjøres på nesten samme måte som i C, men med følgende 
unntak: 
 
• Man må markere Init_filnavn() funksjonen som en C funksjon:  
extern ”C” void Init_filnavn() 
• Typekasting på metoder og finalizers 
 
Her er et fullt eksempel hentet fra ”Writing an extension in C++” [9]. Programmet 
tar inn en integer, ganger denne med to, og returnerer resultatet som er en integer. 
 
 
 
 
 
                                                 
10 Alle objekter har Object som forelder dersom man ikke spesifiserer en forelder når man definerer en klasse. 
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#include <ruby.h> 
class Func { 
public: 
  int f(int x) { return 2*x; } 
}; 
#define RB_FINALIZER(func) ((void (*)(.<forkortet>.))func) 
#define RB_METHOD(func) ((VALUE (*)(.<forkortet>.))func) 
VALUE cFunc; 
static void rbcpp_free(Func* obj) { 
  delete obj; 
} 
static VALUE rbcpp_init(VALUE self) { 
  Func* new_obj = new Func; 
  return Data_Wrap_Struct(cFunc, 0, RB_FINALIZER(rbcpp_free), new_obj); 
} 
static VALUE rbcpp_f(VALUE self, VALUE x) { 
  Func* obj; 
  Data_Get_Struct(self, class Func, obj); 
  return INT2NUM(obj->f(NUM2INT(x))); 
} 
extern "C" void Init_rubycpp() { 
  cFunc = rb_define_class("Func", rb_cObject); 
  rb_define_method(cFunc, "f", RB_METHOD(rbcpp_f), 1); 
  rb_define_method(cFunc, "initialize", RB_METHOD(rbcpp_init), 0); 
} 
 
Kode 2.8 : Funksjon som tar inn en int og returnerer to ganger denne int’en 
 
 
Dersom dette har vekket appetitten for å kode Ruby ekstensjoner, så er det mulig å lese mer 
om dette i en fin, men litt gammel ”extending ruby with c++ mini how-to”  
[10]  eller en diskusjon om temaet på comp.lang.ruby [11]. 
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2.2.2 Hvordan bygge ekstensjonen  
 
I Ruby finnes det en modul som heter mkmf.rb. Denne lager en Makefile for ekstensjons- 
moduler: ruby –r  mkmf extconf.rb. Modulen lager også en loggfil mkmf.log , 
som kan være til stor hjelp dersom man får problemer under byggingen. extconf.rb er en 
liten Ruby-fil som i vårt tilfelle skal inneholde 2 linjer med kode: 
 
 
 
require ‘mkmf’ 
create_makefile(“my_test”) 
Kode 2.9 : Innholdet i extconf.rb 
 
 
Den første linjen laster inn mkmf11 modulen som hjelper til å lage Makefile. mkmf  
inneholder flere metoder som man kan bruke til å finne biblioteker filer samt sette kompilator-
flagg. Den andre linjen lager en Makefile for en ekstensjon kalt my_test som vil bli 
bygget fra alle C/C++ kildekodene som ligger i mappen man står i. Når koden er lastet inn vil 
Ruby kalle sin Init_my_test metode. 
 
 
 
 
 Figur 2.2 : Oversikt over generering av Ruby-utvidelse, hentet fra [6] side 297 
 
 
Nå er det bare til å kjøre make for å bygge ekstensjonen, og i Linux distroen debian ser dette 
slik ut: 
                                                 
11 Mer om dette kan leses i  
6. Thomas D: Programming Ruby - The Pragmatic Programmers Guide, Second edn; 2004.[27] 
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$ gcc -fPIC -g -O2  -I. -I/home/asbjoert/software/lib/ruby/1.8/i686-
linux -I/home/asbjoert/software/lib/ruby/1.8/i686-linux -I.   -c 
my_test.c 
$ gcc -shared  -L"/home/asbjoert/software/lib" -o my_test.so my_test.o  
-ldl -lcrypt -lm   -lc 
Kode 2.10 Kompilering av Kode 2. 
 
Resultatet blir i Linux-miljøet en .so fil, altså en shared object12-fil my_test.so, 
som kan linkes dynamisk inn i Ruby runtime  ved å benytte require. Her er et 
kjøreeksempel: 
 
  
irb(main):001:0> require 'my_test' 
=> true 
irb(main):002:0> t = MyTest.new 
=> #<MyTest:0x402163c4 @arr=[]> 
irb(main):003:0> t.add(4) 
=> [4] 
irb(main):004:0> t.add(8) 
=> [4, 8] 
irb(main):005:0> 
 
 
Kode 2.11: Kjøreeksempel på  
Ekstensjonen virker utmerket og det er nå mulig å skrive make install dersom man ønsker å 
installere det.Programmet vil installere seg på standard sted dersom ikke annet oppgis. Det 
som er verdt å merke seg her, er at selv om modulen heter my_test, så importeres  denne 
inn i Ruby, men når man skal lage et nytt objekt benytter man klassenavnet som i dette 
eksempelet har blitt kalt MyTest. Dette avviker fra hvordan modulen SWIG genererer blir 
brukt, i så fall ville et nytt objekt bli laget på denne måten: 
 
 t = Modulnavn::Klassenavn.new()
                                                 
12 Mer om shared objects kan leses i [13] 
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3 Ruby grensesnitt til Diffpack 
 
Målet med dette kapittelet er å gi en oversikt over hvordan problemet med å lage et Ruby- 
grensesnitt ble løst. Samme fremgansmåte ble benyttet som i Westlie [1], fordi det kan være 
interessant å se hvor problemene oppstår, om de oppstår på de samme plassene, og om de ble 
løst på samme måte. 
 
Føste steg er å vise at de er mulig å lage Ruby grensesnitt til en enkel klasse som ikke arver 
noe. Deretter blir det vist hvordan grensesnittet lages når arv er inni bildet, og til slutt blir det 
kort forklart hvordan det er mulig å automatisere prosessen med å til slutt lage grensesnitt til 
hele Diffpack. I kapittel 3.4 blir det kun forklart hva som har blitt gjort annerledes i forhold til 
Westlie [1], fordi denne oppgaven bruker de samme skriptene men har blitt modifisert en god 
del. 
 
3.1 Rudp01 
 
På samme måte som for Heat1D ble kommandoen under kjørt for å generere den intergrerte 
Makefile som vi trenger for å koble SWIG og Diffpack sin Makefile. 
 
 
 MkDpSWIGMakefile MODULE=rudp01 [MODE=opt/nopt DPDIR=”$NOR/bt/include/”]
 
Starter med å lage en mappestruktur for å lage grensesnittet til VecSimplest_int som ble 
valgt fordi den ikke arver fra andre klasser og har både overlasting av operatorer, pekere og 
adresser, ( 
 Figur 3.). Mappen Rudp01 må lages med kommandoen Mkdir Rudp01, fordi vi må 
flette sammen SWIG og Diffpack sine Makefile’er Mardal et al. [2]. 
 
 
Diffpack Makefile
rudp01.i
rudp01
SWIG Makefile
SWIG
VecSimplest_int.h
 
 
 Figur 3.1 : Mappestruktur for Rudp01 
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Legg merke til at det ligger nå en ferdig Diffpack Makefile, .cmake1 og .cmake2 i 
Rudp01 mappen. Skal nå lage en SWIG-mappe på vanlig måte, altså med kommandoen 
mkdir SWIG. VecSimplest_int.h kopieres fra $NOR/bt/include/ hvor $NOR er 
rotmappen til Diffpack. Man kan sjekke om $NOR er satt ved å skrive kommandoen echo 
$NOR. Gå nå inn i SWIG mappen, hvor det skal opprettes en SWIG Makefile og en 
grensesnittfil som inneholder deklarasjonene i VecSimplest_int.h. For å lage en 
grensesnittfil brukes kommandoen MkDpSWIGInterface, som er et skript laget av 
Mardal et al. [2], skriptet kjøres på følgende måte: 
 
 
 MkDpSWIGInterface MODULE=rudp01 CLASSES=VecSimplest int
 
 
Etter å ha kjørt denne kommandoen blir det dannet 6 nye filer: 
 
• tmp.h    
• tmp.cpp 
• rudp01_wrap.o Objekt filen til wrapper-koden. 
• rudp01_wrap.cxx C++ kode som er wrappet 
• rudp01.so  Delt objektfil, som senere kan importeres i Ruby 
• rudp01.i  Grensesnittfilen 
 
Nå skal alt være klart for å teste den nye rudp01.so modulen vår. Bruker interaktiv  ruby 
[12] i kjøreeksempelet under: 
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3.2 Kjøreeksempel 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
irb(main):001:0> require 'rudp01' 
-------------------------------------------------------------------------
------- 
***    Diffpack Version 4.1.00 - Development Edition (internal use only)    
*** 
-------------------------------------------------------------------------
------- 
=> true 
irb(main):002:0> Rudp01::constants 
=> ["VecSimplest_int"] 
irb(main):003:0> Rudp01::VecSimplest_int.methods 
=> ["method", "send", "name", "class_eval", "object_id", 
"narrays_dealloc=", "new", "singleton_methods", "__send__", 
"private_method_defined?", "equal?", "taint", "frozen?", 
"instance_variable_get", "constants", "kind_of?", "report_ifgt", "to_a", 
"instance_eval", "ancestors", "const_missing", "type", "report_ifgt=", 
"instance_methods", "protected_methods", "extend", 
"protected_method_defined?", "nbytes", "eql?", "public_class_method", 
"const_get", "display", "instance_variable_set", "hash", "nbytes=", 
"is_a?", "to_s", "class_variables", "class", "tainted?", 
"private_methods", "public_instance_methods", "nbytes_dealloc", 
"autoload", "untaint", "included_modules", "private_class_method", 
"const_set", "id", "nbytes_dealloc=", "<", "inspect", "<=>", 
"instance_method", "==", "method_defined?", ">", "===", "clone", 
"public_methods", "protected_instance_methods", "narrays", ">=", 
"respond_to?", "freeze", "<=", "module_eval", "allocate", "__id__", 
"narrays=", "=~", "methods", "public_method_defined?", "superclass", 
"nil?", "dup", "autoload?", "instance_variables", 
"private_instance_methods", "include?", "const_defined?", 
"narrays_dealloc", "instance_of?"] 
irb(main):004:0>  
Kode 3.1 : Metodene til VecSimplest_int, samt innebygde metoder i Ruby for objektet 
Neste steg nå var å lage et VecSimplest_int objekt, for så å legge inn verdier i vektoren, 
samt prøve å forandre på størrelsen til vektoren. 
 
 
 
 
 
 
 
 
 
irb(main):002:0> v = Rudp01::VecSimplest_int.new(5) 
=> #<Rudp01::VecSimplest_int:0x4021530c> 
irb(main):003:0> v(1)=1 
SyntaxError: compile error 
(irb):3: syntax error 
v(1)=1 
     ^ 
        from (irb):3 
 
 Kode 3.2 : Feilmelding ved tilordning 
 
Dette var ikke mulig, og grunnen var at det ikke finnes noen metoder i modulen som henter ut 
verdier fra vektoren, samt setter nye verdier i vektoren. En måte å løse dette på er, som 
beskrevet i Westlie [1], å benytte SWIG sitt %extend direktiv for å utvide klassen 
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VecSimplest_int med den funksjonaliteten som trengs. Alle slike ekstensjoner blir 
implementert i class_extends.i13 som ligger i $PROJ_ROOT/share/dp/ifs. Når 
dette ble gjort ble også make kommandoen kjørt på nytt i SWIG mappen, og den ekstra 
funksjonaliteten som var ønskelig ble tilgjengelig. Det kan kontrolleres om metodene har 
dukket opp ved å kjøre kommandoen <object>.methods. Dersom man ønsker å sortere 
listen over kommandoer tilgjenglig, samt legge inn et linjeskift mellom hvert element kan 
man bruke kommandoen  
 
 
 <objekt>.methods.sort.join(”\n”).
 
 
Kode 3.3 :  Skriver ut metodene, en og en under hverandre 
$PROJ_ROOT er prosjekt roten som blir brukt i genereringen av Rudp modulen og peker på 
dpSWIG, se mappestruktur i Tillegg [B]. 
 
Ekstensjonen som ble laget, så slik ut: 
 
 
 
 
 
 
 
 
 
 
 
%extend Vec_double{ 
  double get(int i){ 
    return self->operator()(i); 
  } 
  void set(int i, double d){ 
    self->operator()(i) = d; 
  } 
} 
 
 
Kode 3.4 : Ekstensjon til klassen Vec_double
Denne ekstensjonen lager to metoder get og set, som aksesserer vektoren og kan hente ut 
verdier fra denne, samt sette verdier inn. For å sjekke denne ekstensjonen laget jeg et lite 
testprogram: 
                                                 
13 Fil hvor jeg samler opp alle ekstensjonene som blir laget. 
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#!/usr/bin/ruby 
 
require 'rudp01' 
 
v = Rudp01::VecSimplest_int.new(5) 
 
print "v har størrelsen #{v.size} initielt\n" 
 
1.upto(v.size) do |i| 
  v.set(i,i*5**2) 
end 
 
1.upto(v.size) do |i| 
  p "V(#{i})=#{v.get(i)}"  
end 
 
print "Vektoren økes til 7 lang\n" 
v.redim(7) 
print "v har nå størrelsen #{v.size}\n" 
 
 
Kode 3.5 : Testprogram for å verifisere at Rudp01 virker 
 
Kjøreeksempelet på koden over så slik ut: 
 
 
 
 
 
 
 
 
 
v har størrelsen 5 initielt 
"V(1)=25" 
"V(2)=50" 
"V(3)=75" 
"V(4)=100" 
"V(5)=125" 
Vektoren økes til 7 lang 
v har nå størrelsen 7 
 
 Kode 3.6 : Kjøreeksempel på at Rudp01 virker som det skal . 
 
I dette delkapittelet fikk jeg altså vist at det var mulig å lage et grensesnitt til 
VecSimplest_int, og at SWIG ikke alltid genererer  kode som virker med en gang. Dette 
ble vist ved at det måtte lages en set og en get metode for å sette og hente verdier fra 
vektoren. 
 
3.3 Rudp02 
 
For å vise wrapping av en klasse som arver fra en annen klasse ble VecSimple_int valgt 
siden denne arver i fra VecSimplest_int. Valget av klasser ble gjort for å sammenligne 
feilmeldinger og lignende i Westlie [1]. På tilsvarende måte som rudp01 ble laget blir det 
laget en mappestruktur: 
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 Figur 3.2 : Rudp02 mappestruktur 
 
 
rudp02-mappen blir laget med kommandoen Mkdir rudp02 slik at det også her blir 
generert en Diffpack Makefile i denne mappen. Gikk så inn i rudp02 mappen og laget en 
vanlig SWIG mappe men kommandoen mkdir SWIG. Kopierte deretter inn 
VecSimplest_int.h og VecSimple_int.h i rudp02 mappen. Gikk så inn i 
SWIG mappen og ga kommandoen: 
 
 
 
MkDpSWIGMakefile MODULE=rudp02 [MODE=opt/nopt DPDIR=”$NOR/bt/include/”]
 
Etter at denne kommandoen har blitt kjørt, befant det seg tre synlige filer i mappen, 
configure, Makefile og DpMakefile.defs som beskrevet i rudp01. Deretter 
måtte grensesnitt filen genereres med følgende kommando 
 
 
 
MkDpSWIGInterface MODULE=rudp02 CLASSES=”VecSimplest int VecSimple int”
 
Det som er verdt å merke seg her er at rekkefølgen på innholdet i CLASSES er essensielt for at 
modulen skal kompilere. Dersom VecSimple_int blir skrevet inn først, så vil 
kompileringen klage på at VecSimplest_int må bli definert før den blir brukt som en 
baseklasse. Dersom dette blir gjort i riktig rekkefølge så er det bare å gi kommandoen make i 
SWIG-mappen, og modulen vil bli generert. Følgende advarsler ble gitt i denne 
kompileringen: 
 
 
 
 
 
 
 
 
rudp02.i:71: Warning(362): operator= ignored 
rudp02.i:92: Warning(362): operator= ignored 
rudp02.i:94: Warning(362): operator= ignored 
rudp02.i:107: Warning(503): Can't wrap 'operator <<' unless renamed to a 
valid identifier. 
rudp02.i:108: Warning(503): Can't wrap 'operator >>' unless renamed to a 
valid identifier. 
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Ut i fra disse feilmeldingene blir det fortalt at SWIG ignorerer operator= fordi denne ikke 
kan overlastes til Ruby. Dette kan løses ved hjelp av SWIG sitt %rename direktiv, på 
følgende måte:  
 
 
 
%rename(assign) operator=; 
 
På denne måten blir metoden assign tilgjenglig i VecSimple_int, og brukes på samme 
måte som i [1] ved å gi kommandoen v.assign(<VecSimple_int objekt>).  
For å kunne legge inn verdier i vektoren, så må Ruby objektet konverteres til en C long, og 
tilsvarende tilbake igjen fra en C long til et Ruby objekt. Disse typemap’ene ble slik: 
 
 
 
 
 
 
 
//C->Ruby, Tilbake til Ruby int objekt 
%typemap(out) int &{ 
  $result = INT2NUM(*$1); 
} 
 Kode 3.7 : Typemap for å konvertere en C-int til et Ruby-objekt 
 
Denne metoden tar inn en referanse til en C int, og konverterer denne til et Ruby heltall 
objekt. 
 
 
 
 
 
 
 
 
 
//Ruby->C, Fra Ruby objekt til C int 
%typemap(in) int & (int tmp){  
  tmp = NUM2INT($input); 
  $1 = &tmp; 
} 
 Kode 3.8 : Typemap for å gjøre om et Ruby-objekt til en C-int
 
Denne metoden tar inn en addresse til et Ruby int objekt, og gjør dette om til en C int. 
 
På grunn av at print ikke har helt den samme betydningen i C++ som i Ruby så må denne 
metoden skifte navn, og dermed blir det ikke noen navne konflikt. Måten dette gjøres på er å 
benytte SWIG sitt %alias14 eller %rename direktiv, eksempel på bruk av disse er: 
 
 
 
 
 
%rename(dp_print) print; 
%alias VecSimple_int::print ”dp_print”; 
 
print tar inn en peker til et Os-objekt som parameter, men siden rudp02 kun har et 
grensesnitt til VecSimplest_int, så kan print likevel brukes ved å lage en ekstensjon i 
VecSimple_int klassen kalt Print, SWIG sitt %extend direktiv ble brukt nok en gang: 
                                                 
14 Unik for SWIG sin Ruby modul 
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%extend VecSimple_int{ 
  void Print(const char* header = __null, 
             int nentries_per_line = 3){ 
    self->print(s_o, header, nentries_per_line); 
    s_o << "\n"; 
  }  
} 
 
Kode 3.9 : Ekstensjon som forklarer Ruby hva det menes med print
 
Bruker samme testmetode på modulen som Westlie [1], oversatt til Ruby: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
#!/usr/bin/ruby 
 
require 'rudp02' 
 
v = Rudp02::VecSimple_int.new(4) 
v.fill(0) 
v.set(1,4);v.set(2,8) 
v.Print 
v.grow(4) 
v.Print 
b = Rudp02::VecSimple_int.new(10) 
v.assign(b) 
print v.size(),"\n" 
 Kode 3.10 : Testing av Rudp02-modulen 
 
Programmet ble kjørt og resultatet ble som følger: 
 
 
 
 
 
 
 
[snip] 
 
4  8  0  0   
4  8  0  0   
10 
 
Kode 3.11 : Kjøreeksempel som viser at Rudp02 virker. 
 
Kjøreeksempelet viser at pydp02 modulen nå virker som den skal.  
 
Dersom det er ønskelig å slippe advarsler under kompilering, er det mulig å legge inn 
følgende i grensesnitt filen rett etter %module direktivet: 
 
 
 
 
 
#pragma SWIG nowarn=362 //For operator= 
#pragma SWIG nowarn=503 //For operator>> og operator<< 
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Det er verdt å merke seg at ved å gjøre dette, vil ikke problemet løse seg, men kompilerings-
oversikten vil for eksempel bli mer leselig. Det oppstår gjerne mange linjer med slike 
feilmeldinger, og det kan være greit å inntil videre slå disse feilmeldingene av. 
 
3.4 Rudp03 
 
I dette kapittelet vil jeg vise at det er mulig å automatisere prosessen med å lage et grensesnitt 
til store deler av Diffpack. Ettersom Westlie [1] har skrevet programmer for å automatisere 
denne prosessen satt jeg meg inn i disse for å kunne modifisere de slik jeg måtte ønske.  
Fremgangsmåten i dette kapittelet bygger på oppbyggingen av Python-grensesnittet til 
Westlie [1]. Innholdet i oppbyggingen av Rudp03 og Pydp03 er svært like, og det vil i 
denne oppgaven kun bli lagt vekt på forskjellen på oppbyggingen. 
 
3.4.1 Installasjon 
 
For å installere rudp03 benyttes det flere skript, som for eksempel MkDpSWIGMakefile 
og MkDpSWIGInterface fra Mardal et al. [2] og ekstensjoner av BuildPydp og 
pydp-install fra Westlie [1]. I Ruby versjonen har de to sistnevnte blitt kalt henholdsvis 
BuildRudp [Tillegg F.2] og setup [Tillegg F.1]. For å kunne benytte den allerede 
eksisterende koden fra Pydp03, måtte jeg først sette meg inn i koden, for så å modifisere den 
slik at den laget den mappestrukturen jeg ønsket. 
 
3.4.2 Mappestruktur 
 
Mappestrukturen som ble benyttet i [1] ble forandret til Tillegg B. Grunnen til at denne ble 
forandret var at målet til Mardal et al. [2] var å lage grensesnitt til Diffpack i bl.a Perl ,Python 
og Ruby med flere. Dermed dukket behovet opp for å lage en mappestruktur som for 
eksempel kunne ta vare på grensesnitt filene som ble laget av for eksempel Ruby sitt 
BuildRudp slik at de kan bli brukt av de andre skriptespråkene. 
 
Det er verdt å merke at ikke alle mappene i mappestrukturen som blir benyttet i denne 
oppgaven, men er tiltenkt en mappestruktur som kan bli brukt av alle språk. 
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3.4.3 Kjøring av setup og BuildRudp 
 
Kort fortalt er det setup som styrer prosessen, og etter å ha bygget opp mappestrukturen, 
deretter setter det i gang BuildRudp, som automatiserer prosessen med å lage 
grensesnittfiler. Målet er å lage grensesnittfiler av alle biblioteks-filene som ligger i disse 
mappene. Grensesnittfilene blir bare laget en gang, deretter kan de gjenbrukes av alle de andre 
språkene. Skriptet setup setter etterhvert i gang BuildRudp dersom $PROJ_ROOT/bin 
ligger i $PATH, det er her BuildRudp ligger, og dette sjekkes av skriptet 
checkEnvir.py [Tillegg F.5]. Når mappestrukturen har bygget seg ferdig ved hjelp av 
setup skriptet er det klart for å traversere alle bibliotek-filene til som ligger i mappene 
til henholdsvis bt,dp og la, som står for henholdsvis basic-tools, diffpack og 
linear algebra. 
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4 Dypere inn i SWIG 
 
Målet med dette kapittelet er å gi en innføring i hvordan SWIG brukes til å lage grensesnitt. 
Skal se på forskjellige enkle eksempler, samt et mer kompliserte eksempler hvor det blir laget 
grensesnitt til Heat1D og Poisson0 simulatorne.  
 
4.1 Lage og bruke en modul ved bruk av SWIG 
 
Det å lage manuelle ekstensjoner i Ruby er forholdsvis lett og koden vil være rask å kjøre, 
men ved å benytte SWIG vil disse bli generert automatisk. Det vil ta mye lenger tid å lage 
grensesnitt til Diffpack ved hjelp av utvidet Ruby i C/C++ enn ved å bruke SWIG. Ved å 
benytte SWIG kan man i prinsippet inkludere en biblioteksfil i grensesnittfilen, for så å kjøre 
SWIG på grensesnittfilen. 
 
4.1.1 Eksempel på bruk av SWIG 
 
Følger eksempelet fra SWIG dokumentasjonen [3], side 8 og prøver å lage et Ruby-
grensesnitt til følgende C kode: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
/* File : example.c */ 
double my_variable = 3.0; 
 
/* Compute factorial of n */ 
int fact(int n){ 
  if(n<=1) return 1; 
  else return n*fact(n-1); 
} 
 
/* Compute n mod m */ 
int my_mod(int n, int m){ 
  return (n % m); 
} 
Kode 4.1 : example.c 
 
Laget en mappe SWIG, og la C filen der. Lagde så en grensesnittfil example.i15: 
                                                 
15 Kalt interface file i SWIG dokumentasjonen 
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For å lage ekstensjonen må fire steg utføres som vist under: 
 
 
 
 
 
 
 
 
/*File: example.i*/ 
%module example 
%{ 
/*Put header files here*/ 
%} 
 
extern double my_variable; 
extern int fact(int); 
extern int my_mod(int n, int m); 
Kode 4.2 : example.i
$SWIG -ruby example.i 
$gcc -c example.c 
$gcc -c example_wrap.c –I/$SOFTWARE/lib/ruby/1.8/i686-linux 
$gcc -shared example.o example_wrap.o -o example.so 
 
Kode 4.1 : Oppbygging og linking.
 
Det første som skjer er at –ruby opsjonen forteller SWIG at den skal generere wrapper-
kode til Ruby, og at deklarasjonene den skal lage wrapper-kode for ligger i 
example.i. Dersom man vil lage ekstra funksjonalitet i modulen  kan dette legges inn i 
denne grensesnitt filen ved hjelp av for eksempel SWIG sitt %extend16 direktiv, se Kapittel 
3.1. Etter at den første kommandoen er kjørt genererer SWIG wrapper-koden for C 
programmet, og denne wrapper-koden ligger nå i en ny fil som SWIG har generert som 
heter examle_wrap.c. Deretter kompilerer vi C programmet med opsjon –c, som 
forteller GCC at den ikke skal starte linkeren. Når dette er gjort må den automatisk genererte 
wrapper-koden, example_wrap.c kompileres. GCC må vite hvor 
biblioteksfilene til Ruby ligger17. Linkingen mellom objekt kodene til  C kode, og til 
SWIG sin wrapperkode example_wrap.c. Denne linkingen skjer ved å legge til               
–shared, fordi vi skal lage en example.so fil som er en delt objekt-fil [8]. 
Kjøreeksempel på modulen example.so: 
 
 
 
 
 
 
 
 
                                                 
16 Brukes til å utvide en klasse med ekstra funksjonalitet 
17 Man kan bruke GCC opsjonen -I$SOFTWARE/lib/ruby/1.8/i686-linux. 
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4.2 Eksempel på bruk av simulator fra Ruby 
 
I dette avsnittet blir det sett på hvordan man kan styre Diffpack-simulatoren Heat1D fra 
Ruby. Før dette er mulig må en del forarbeid gjøres, noe vi kommer tilbake til senere. 
Følgende eksempel er inspirert av Mardal et al. [2], side 325, hvor dette har blitt gjort i 
Python. Oversatt til Ruby blir dette følgende: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
irb(main):001:0> require 'example' 
=> true 
irb(main):002:0> Example::fact(4) 
=> 24 
irb(main):003:0> Example::my_variable 
=> 3.0 
irb(main):004:0> Example::my_mod(3,4) 
=> 3 
Kode 4.4 : Kjøreeksempel ved bruk av modulen example.so 
require ’mHeat1’ 
menu = MHeat1::MenuSystem.new 
menu.init(”Ruby interface”,”This is so cool !”) 
heat = MHeat1::Heat1.new 
heat.define(menu) 
 
l2_errors = Array.new() 
dt = 0.1 
n = 8 
1.upto(5) do |i| 
 n = n*2 # Kan bruke n*=2 
 grid_str = ”P=PreproBox | d=2 [0,1]x[0,1] 
| d=2 e=ElmB4n2D div=[%d]x[%d] grading=[1,1]” % [n,n] 
menu.set(”gridfile”, grid_str) 
 dt = dt/4.0;dx=1.0/n 
 tip_str = ”dt=%g [0,3]” % dt 
 menu.set(”time parameters”, tip_str) 
 heat.scan() 
 heat.solveProblem() 
 heat.resultReport() 
 l2_errors.append((dx,dt), heat.L2_error) 
end  
 
Kode 4.2 : Eksempel på bruk av Heat1 modulen fra Ruby 
 
Ruby-kode kan som vi ser her brukes til å klargjøre data som sendes til Diffpack, og kan også 
utføre diverse simuleringer og visualiseringer av data. Ruby gjør det lettere å bruke Diffpack, 
uten å måtte kode C++. 
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4.3 Utvikling av Ruby grensesnitt til Heat1D funksjoner 
 
Ruby har et oversiktlig C-API [7, 9, 10], som gjør det overkommelig å skrive Ruby-kode i 
C/C++ . Det er for tidkrevende og vanskelig å skrive alt av ekstensjoner for hånd, derfor ble 
SWIG [3] valgt som verktøy til å generere koden. SWIG er ikke 100% pålitelig i sin 
kodegenerering, og det er ofte behov for å editere grensesnittfilene og Makefile’ene for at 
grensesnittet skal fungere tilfredsstillende. Grunnen til dette er at SWIG ikke tar hensyn til 
avhengigheter, og det vil ofte være behov for å konvertere for eksempel en C int til et Ruby 
heltall objekt. 
 
4.3.1 Integrert Makefile for Diffpack og SWIG 
 
Kompilering og linking av Diffpack gjøres enklere ved å benytte seg av Makefile’er. 
SWIG tilbyr også Makefile’er for kompilering og linking av wrapper-koden og 
C/C++ biblioteket som vi vil lage grensesnitt til. En måte å løse dette på er å flette sammen 
Diffpack og SWIG sine Makefile’er Mardal et al. [2] kap 8. SWIG og Diffpack sine 
Makefile’er blir separert i hver sin mappe . Grunnen til dette er at det skal være mulig å 
kjøre Diffpack applikasjonen uavhengig av Ruby grensesnittet. 
Makefilen til SWIG må vite om hvor header-filene og bibliotekene til Diffpack ligger. 
Mardal et al. [2] har det blitt utviklet et skript skrevet i Perl som heter MkDpSWIGMakefile 
[Tilegg F.3]. Dette skriptet lager en Makefile som kan kompilere SWIG-generert 
wrapper-kode og linker dette til Diffpack applikasjonen. Kommandoen kjøres slik inne i 
SWIG mappen for eksempelet med Heat1D: 
 
 
 
MkDpSWIGMakefile MODULE=mHeat1 [MODE=opt/nopt DPDIR=”$NOR/bt/include/”]
 
Det som står inne i klammene […] er valgfritt. Dersom man har kompilert opp Diffpack- 
applikasjonen med MODE=opt18 må denne modulen også kompileres med det samme. Det 
som er verdt å merke seg er at dersom man kompilerer Diffpack simulatoren med 
MODE=nopt, så er -g debugger flagget satt, i motsetning til MODE=opt. Det blir nå generert 
en Makefile og en DpMakefile.defs samt et configure.sh skript. På grunn av at 
MkDpSWIGMakefile ikke kan lage portable makefiler, må DpMakefile.defs og 
Makefile regenereres dersom brukeren ønsker å flytte SWIG grensesnittet til en ny 
plattform eller et annet filsystem. Det er da bare til å kjøre configure.sh skriptet slik at 
MkDpSWIGMakefile blir startet på nytt med de riktige parameterne. 
 
                                                 
18 Optimalisering ved bruk av optimaliseringsflagg (O2) 
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4.3.2 Heat1 test-modul 
 
 
 
 Figur 4 .1 : Mappestruktur Heat1 testmodul 
 
 
For å beskrive hvor roten til Diffpack er, har følgende kommando blitt kjørt: 
 
 
 
 
Lager en mappe med navn Heat1D med kommandoen Mkdir19 Heat1D. Dette fører til at 
mappen får laget en .cmake1,.cmake2 og en Diffpack Makefile. Kopierer 
Heat1.cpp, Heat1.h og main.cpp fra mappen Heat120 befinner seg , og kompilerer 
ved å kjøre kommandoen make MODE=opt. Kopierer deretter mygrid.grid fra samme 
mappen inn i SWIG mappen. Når dette er gjort blir det laget en Heat1.o, main.o og en 
kjørbar app. Lager en mappe inne i Heat1D mappen, og kall den SWIG, som lages på 
vanlig måte, mkdir SWIG. Gikk inn i  denne, og ga kommandoen : 
 
 
 
export $NOR=$HOME/diffpack  
MkDpSWIGMakefile MODULE=mHeat1 MODE=opt
 
 
Kode 4.6 : Komando for å lage SWIG Makeefile. 
Tre nye filer har blitt generert; DpMakefile.defs, Makefile og configure.sh. 
Neste steg er å lage en grensesnitt fil, som genereres på følgende måte: 
 
 
 MkDpSWIGInterface MODULE=mHeat1 CLASSES=Heat1
 
 
 
Kode 4.7 : Komando for å lage SWIG grensesnitt. 
                                                 
19 Diffpack-kommando for å legge inn bl.a en Diffpack Makefile i denne mappen. 
20 $NOR/doc/Book/src/fem/Heat1/
 31
Grensesnittfilen skal nå ha blitt generert, og inneholder alle deklarasjoner som trengs til å lage 
grensesnittet. For nærmere detaljer les Mardal et al. [2] kap 8. I prinsippet så skal det nå bare 
være å skrive make MODE=opt. I dette tilfellet så vil kompileringen og linkingen gå helt 
fint, og modulen  mHeat1.so21 er klar til å bli importert av Ruby. Dette kan vises ved 
følgende eksempel: 
 
 
 
 
 
 
 
 
 
 
 
 
Så langt har alt gått bra, lager så et Heat1 objekt: 
 
 
 
 
 
 
Ved å kjøre heat.methods() så blir alle metodene tilgjengelig i modulen skrevet ut til 
skjerm. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
irb(main):001:0> require 'mHeat1' 
-------------------------------------------------------------------------
-- 
***    Diffpack Version 4.1.00 - Development Edition (internal use only)  
*** 
-------------------------------------------------------------------------
-- 
=> true 
Kode 4.8 : Vellykket import av mHeat1 modulen. 
irb(main):002:0> heat = MHeat1::Heat1.new 
=> #<MHeat1::Heat1:0x40212764>  
irb(main):003:0> heat.methods 
=> ["method", "send", "solveProblem", "dof", "object_id", "database=", 
"singleton_methods", "__send__", "dof=", "lineq", "equal?", "taint", 
"Linf_error=", "fillEssBC", "frozen?", "instance_variable_get", 
"Linf_error", "kind_of?", "lineq=", "uanal", "to_a", "instance_eval", 
"resultReport", "u", "uanal=", "calcElmMatVec", "type", 
"protected_methods", "extend", "u=", "tip", "scan", "k", "setIC", "eql?", 
"display", "instance_variable_set", "error_itg_pt_tp", "hash", "is_a?", 
"tip=", "to_s", "u_prev", "class", "error", "error_itg_pt_tp=", 
"integrands", "tainted?", "private_methods", "u_prev=", "flux", "I", 
"untaint", "define", "error=", "id", "flux=", "inspect", "g", "f", "==", 
"u_summary", "===", "L1_error=", "timeLoop", "clone", "public_methods", 
"L1_error", "u_summary=", "diffusion_coeff", "respond_to?", "adm", 
"freeze", "grid", "diffusion_coeff=", "__id__", "=~", "methods", "grid=", 
"linsol", "L2_error=", "solveAtThisTimeStep", "nil?", "dup", 
"instance_variables", "L2_error", "instance_of?", "linsol=", "database"] 
Kode 4.9 : Innholdet av modulens metoder, samt standart metoder Ruby har for objektet 
 
                                                 
21 Har prefikset med en m for å vise at dette er en modul, og fordi man i Ruby må bruke stor forbokstav når man 
skal benytte modulen: MHeat1::<metode>.
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Neste naturlige steg i denne simulatoren er å lage MenuSystem: 
 
 
 
 
 
 
Feilmeldingen her forteller at Ruby ikke finner noen metoder i modulen mHeat1.so som 
heter MenuSystem. For å løse dette problemet så må MenuSystem.i inkluderes i filen 
mHeat.i ved å benytte SWIG sitt %include direktiv: %include MenuSystem.i. 
MenuSystems grensesnittfil lages på samme måte som mHeat1.i. Etter at dette er gjort må 
kommandoen make MODE=opt kjøres igjen inne i SWIG mappen. Vi tester på nytt: 
 
 
 
 
 
 
 
 
 
 
irb(main):004:0> menu = MHeat1::MenuSystem.new() 
NameError: uninitialized constant MHeat1::MenuSystem 
        from (irb):3 
irb(main):002:0> menu = MHeat1::MenuSystem.new 
=> #<MHeat1::MenuSystem:0x40211c74> 
irb(main):003:0> menu.init("Ruby Interface", "This is so cool !") 
TypeError: wrong argument type String (expected Data) 
        from (irb):3:in `init' 
        from (irb):3 
Kode 4.10 : Feilmelding, forventet Data, men fikk String.
 
Denne gangen gikk det fint å lage et MenuSystem-objekt, men når dette skulle initialiseres, 
noe som må gjøres i Diffpack, får vi en ny feilmelding som vist over. Dette skyldes at det blir 
sendt inn en Ruby string til C++ modulen, men modulen forstår derfor ikke hva den mottar 
eller hva den skal gjøre med den. Dette løses ved å lage to %typemap22 direktiver, en for å 
sende inn en string i C++ modulen fra Ruby %typemap(in), og en for å sende en 
string fra C++ modulen og tilbake til Ruby %typemap(out): 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
%include exception.i 
 
%typemap(in) const String&{ 
  if(TYPE($input) == T_STRING) { 
    // Har mottatt en string 
    String* s = new String(STR2CSTR($input));  
    $1 = s;  
     
  }else{ 
    SWIG_exception(SWIG_TypeError, "not a string"); 
  } 
} 
 
%typemap(out) const String&{ 
   $result = &rb_str_new2($1.c_str); 
} 
 
 
Kode 4.11 : Typekonverteringer 
 
                                                 
22 Se i SWIG dokumentasjonen [32] kap 10.1 for en forklaring på en typemap 
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I %typemap(in) tar vi inn adressen til en string, og sjekker om det faktisk er en string. 
Dersom dette ikke er tilfelle blir det trigget en exception. Hvis det er en string som 
kommer inn skal denne omdannes fra en Ruby-string til en C-string. $1 blir så 
tilordnet det s peker på. $1 er en lokal C variabel som  korresponderer til den spesifiserte 
typen i %typemap direktivet. %input er en VALUE som inneholder et Ruby objekt med et 
argument eller variabel-verdi.  
 
I %typemap(out) konverteres en C string til et Ruby-objekt. $result inneholder 
resultatet som skal returneres til Ruby. Mer informasjon om utvidet Ruby finnes i  [7] eller i 
[6] kap om Extending Ruby. Kompilerte opp på nytt, og resultatet ble følgende: 
 
 
 
 
 
 
 
 
 
 
Ser det ut til å virke, men for å være sikker kan man utføre en sjekk på følgende måte:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
irb(main):002:0> heat = MHeat1::Heat1.new 
=> #<MHeat1::Heat1:0x40211dc8> 
irb(main):003:0> menu = MHeat1::MenuSystem.new 
=> #<MHeat1::MenuSystem:0x4020931c> 
irb(main):004:0> menu.init("Ruby Interface", "This is so cool !") 
=> nil 
Kode 4.12 : Vellykket kjøring 
irb(main):007:0> heat.define(menu) 
=> nil 
irb(main):008:0> heat.scan 
 
>>>>> Handling a fatal exception:  SimCase::getMenuSystem() reports: 
This function cannot return a MenuSystem& reference 
because the SimCase::attach(MenuSystem&) function has not 
been called. You should call that function from your adm 
routine in your simulator. This will bind the menu system 
to internal data in SimCase such that you can access the 
menu system through the getMenuSystem() function later. 
 
-> TERMINATION due to fatal error. 
 
To find the source of this error, you can re-run your code with --verbose 
1. 
This error will then try to trig a core dump. 
Using the core file, a debugger can display the call stack. 
asbjoert@luthor:~/Hovedfag/Heat1/SWIG$ 
Kode 4.13 : Problem med MenuSystem. 
 
Problemet her var at i Heat1.cpp er definisjonen SimCase::attatch(menu); definert 
i Heat1::adm , noe som er korrekt dersom en bruker metoden. Dersom en ikke bruker 
Heat1::adm blir aldri SimCase::attatch(menu); definert. Dette ble løst ved å klippe 
ut denne23 definisjonen, og lime inn i Heat1::define i stedet. Dette medførte at 
simulatoren også måtte rekompileres, samt at innholdet i SWIG mappen måtte kompileres en 
gang til. Etter at dette hadde kompilert ferdig ble heat.scan() kjørt igjen, og denne 
                                                 
23 SimCase::attatch(menu); 
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gangen kjørte simulatoren. Alt gikk fint inntil programmet terminerte da det oppsto en 
segmentation fault og det ble generert en core24 fil. Dersom man bruker en 
debugger ,gdb, til å kjøre programmet, kan man lettere finne ut hva som har gått galt. 
Eksempel på bruk av debuggeren gdb: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
asbjoert@luthor:~/Hovedfag/Heat1/SWIG$ gdb ruby 
*** 
(gdb) run run.rb 
    *** 
Program received signal SIGSEGV, Segmentation fault. 
[Switching to Thread 16384 (LWP 3667)] 
0x00000089 in ?? () 
(gdb) where 
#0  0x00000089 in ?? () 
#1  0x40388c19 in free_MenuSystem () from ./mHeat1.so 
#2  0x0806f636 in rb_gc_call_finalizer_at_exit () at gc.c:1858 
#3  0x08053e34 in ruby_finalize_1 () at eval.c:1418 
#4  0x08053f43 in ruby_cleanup (ex=0) at eval.c:1453 
#5  0x08054081 in ruby_stop (ex=135573240) at eval.c:1484 
#6  0x080540ef in ruby_run () at eval.c:1505 
#7  0x08052245 in main (argc=135573240, argv=0x814aef8, envp=0xbffff020) 
    at main.c:46 
(gdb)  
 
 
Kode 4.14 : Bruk av debuggeren gdb. 
 
Problemet i dette eksempelet er trolig at under garbage collector sin mark fase har 
ikke Ruby noen forutsetning for å vite at menu fortsatt er i bruk. For Ruby sin del ser det ut 
til at dette objektet ikke kan nås, og burde derfor bli offer for garbage collector. Når 
C++ destructoren til MenuSystem slår til for å fjerne dette objektet er det ikke der 
lenger, og vi får en segmentation fault. Når Ruby sin GC løper gjennom objektene 
den kan nå og markerer de blir ikke menu objektet markert, og dermed blir det slettet. For å 
unngå dette må vi gjøre GC til Ruby klar over menu objektet. Dette kan gjøres ved hjelp av 
SWIG sine %markfunc  og %freefunc direktiv [3]. Det som må til er å iterere over de 
objektene som er opprettet av Ruby og som har direkte med modulen å gjøre. %markfunc 
og %freefunc direktivene må deklareres i grensesnitt-filen før klassen den skal operere på 
blir definert: 
                                                 
24 Denne core-filen er et bilde av stack’en slik den var rett før programmet feilet. 
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%module MenuSystem 
 
    // Først direktivene... 
    %markfunc MenuSystem "MenuSystem_markfunc"; 
    %freefunc MenuSystem "MenuSystem_freefunc"; 
 
    // Så klasse deklarasjonene... 
    class MenuSystem { 
        [snip] 
    }; 
     
    %{ 
  void MenuSystem_markfunc(void *ptr){ 
    printf(”Doing nothing”); 
       } 
    %} 
    %{ 
       void MenuSystem_freefunc void *ptr){ 
    printf(”Doing nothing”); 
       } 
    %} 
Kode 4.15 : Viktig å deklarere før klassen, og at funksjonen befinner seg etter klassen. 
4.3.3 Nyttige biblioteker 
 
Ruby har en rekke nyttige biblioteker og moduler som kan få et Ruby-grensesnitt til Diffpack 
til å bli enda mer kraftfullt: 
 
• Narray [13] er en klasse av numeriske n-dimensjonale array’er. Narray tilbyr rask 
kalkulering av store numeriske array’er inn i Ruby. Narray har funksjonalitet som 
ligner NumPy, men Narray har vektor som matrise subklasser. 
• Ruby/PGPLOT [14] er et grafisk grensesnitt bibliotek for Ruby, og genererer x,y plot 
, kontur/vektor kart og lignende. Narray ekstensjonen er påkrevd for å benytte 
Ruby/PGPLOT 
• Ruby Gnuplot [15] er et grensesnitt til den populære Gnuplot pakken. Nesten alle 
funksjoner fra Gnuplot kan brukes gjennom dette grensesnittet. 
• ruby-gsl [16] er en wrapper av GNU sin “Scientific Library for the Ruby 
programming language”  
• RubyNetCDF [17, 18]er et grensesnitt til NetCDF-biblioteket som er bygget på 
Narray biblioteket , og er et array-orientert data aksess bibliotek. 
• RubyDCL [19] er et en-til-en grensesnitt til det grafiske DCL-biblioteket, opprinnelig 
skrevet i Fortran77 og oversatt til C. Det tilbyr visualisering av numeriske data i inntil 
3 dimensjoner, samt matematiske biblioteker som for eksempel FFT, ODE løser osv. 
• GPhys [20] ”Gridded Physical quantity”, er nyttig I dataanalyse og numerisk regning 
på og av væsker. 
• Ruby/Mathematica [21] som er et grensesnitt til Mathlink(TM)-biblioteket som har 
metoder som implementerer en protokoll for å sende og motta Mathematica-uttrykk. 
• OctavIO [22] et bibliotek for å lese og skrive octave/matlab4 filer. 
 
For oversikt over flere ekstensjoner og biblioteker sjekk [23]. 
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4.4 Utvikling av Ruby grensesnitt til Poisson0 funksjoner 
 
I dette delkapittelet blir det sett på hvordan et Ruby-grensesnitt til Poisson0 blir laget, med 
samme fremgangsmåte som i Kapittel 4.3. Målet med å lage dette grensesnittet er å gi en 
innføring i problemer som oppstår på veien mot et ferdig grensesnitt til Poisson0. Dette er 
nyttig fordi det i Kapittel 5, blir sett på hvordan Poisson0-simulatoren blir implementert i 
Ruby, og det vil i denne sammenheng være nyttig å ha vært gjennom grunnstegene først. Det 
som er verdt å merke seg er at den beste måten å forklare hvordan dette gjøres, er å ta steg for 
steg og forklare hva som må bli gjort, og hvordan feilene som oppstår blir fikset. 
 
 
 
 
 Figur 4.2 : Mappestruktur for Poisson0 grensesnittet 
 
Lag mappestrukturen som vist på figuren, Poisson0 mappen skal lages med Diffpack-
kommandoen Mkdir, siden det er i denne mappen Poisson0 kildekode filene skal ligge. 
Lag så SWIG mappen med vanlig mkdir kommando. Hent Poisson0.cpp, 
Poisson0.h og main.cpp fra Diffpack25, og gi kommandoen make MODE=opt. Gå så 
inn i SWIG-mappen og kjør kommandoene som vist i  Kode 4.6 og kode 4.7, med eneste 
forskjell at modulen denne gangen skal kalles poisson0 i stedet for Heat1D. Gi 
kommandoen make MODE=opt, og grensesnittet blir generert. Neste steg er å teste den nye 
modulen som har fått navnet poisson0.so: 
 
 
 
 
 
 
irb(main):002:0> p = Poisson0::Poisson0.new() 
=> #<Poisson0::Poisson0:0x402145c4> 
irb(main):003:0> menu = Poisson0::MenuSystem.new() 
NameError: uninitialized constant Poisson0::MenuSystem 
        from (irb):3 
 
Det dukker opp en feilmelding om at MenySystem ikke er initiert. Måten å løse dette på er å 
benytte SWIG sitt %include direktiv til å importere MenuSystem.i i grensesnitt filen 
poisson0.i. Innholdet i SWIG-mappen blir kompilert og kjørt på nytt, denne gangen med 
suksess, og programmet kan utvides med: 
 
                                                 
25 Filene ligger i $NOR/doc/Book/src/fem/Poisson0/ hvor $NOR er rotmappen til Diffpack. 
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irb(main):004:0> menu.init("Ruby iterface", "cool huh")
 
Kode 4.16 : Initiering av menuSystem 
Det dukket da opp følgende feilmelding: 
 
 
 
 
 
 
TypeError: wrong argument type String (expected Data) 
        from (irb):4:in `init' 
        from (irb):4 
 
Løsningen på dette problemet var som i Kode 4.11 :og etter at disse %typemap-ene ble 
implementert virket programmet. Neste steg var å definere menu , og følgende skjedde: 
 
 
 
 
 
 
 
irb(main):005:0> p.define(menu, 1) 
NoMethodError: undefined method `define' for 
#<Poisson0::Poisson0:0x402137f0> 
        from (irb):5 
 
Meldingen forteller om at det ikke er definert en metode som heter define i grensesnittet, 
og løsningen på dette var å undersøke hvor define ble definert. Det viste seg at denne 
metoden var definert i FEM.h, og løsningen på problemet var å importere FEM.i i 
grensesnittfilen poisson0.i på samme måten som med MenuSystem. Etter 
rekompilering og kjøring fungerte programmet som det skulle. Etter å ha testet å kjøre 
p.solveProblem og p.resultReport ble det bekreftet at grensesnittet virket. 
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5  Poisson0 skrevet i Ruby 
 
I og med at det ikke er mulig å importere bare deler av en modul i Ruby, ble det valgt å 
inkludere de klassene som behøvdes i grensesnittfilen mPoisson0.i. På denne måten får vi 
importert kun de klassene som trengs. Dersom det er ønskelig kan hele rudp importeres fra 
dpSWIG/lib katalogen, dermed så vil alle klassene være tilgjenglige. Det jeg vil vise i dette 
delavsnittet er å la Ruby arve egenskapene til modulen mPoisson0.so, og på denne måten 
kunne sjonglere med å bruke henholdsvis superklassens metoder og subklassens metoder etter 
behov. Fordelen med dette er at det er mulig å lage en funksjon med likt navn i subklassen 
som i superklassen, og dermed blir koden fra subklassen kjørt. På denne måten var det mulig 
å implementere en og en metode i som blir kjørt fra Ruby. Måten dette enklest kan gjøres på 
er å lage et vanlig Ruby grensesnitt til Poisson0 simulatoren som kan kalles mPoisson0, 
og så la Ruby arve den. Dette gjøres som vist nedenfor: 
 
 
 
 
 
 
 
 
 
class Poisson0 < MPoisson::Poisson0 
end 
 
p = Poisson0.new 
p.scan; p.fillEssBC; p.solveProblem; p.resultReport 
 
 
Kode 5.1 :Poisson0 klassen arver modulen sin Poisson klasse 
5.1 Reimplementasjon av solveProblem 
 
For å kunne lage Poisson0 i Ruby, er det viktig at alle funksjonene i modulen virker som 
de skal. Dersom vi lager et poisson-objekt og tester som vist over, går alt bra. Dette viser at 
Ruby kan arve Poisson0 i fra mPoisson0. Starter reimplementeringen av Poisson0 i 
solveProblem(). Klassen over har allerede blitt testet, og dette bekreftet at scan, 
fillEssBC ,solveProblem og resultReport virker som de skal. 
Første problemet som oppstår, er ved kallet på p.makeSystem(): 
 
 
 
 
 
 
 
 
p.makeSystem(p.dof, p.lineq) 
*** 
poisson0.rb:10: undefined method ‘makeSystem' for #<Poisson0:0x401d6878> 
(NoMethodError) 
 
Grunnen til dette er at vi trenger å importere FEM.i. Etter at denne filen er importert ved å 
bruke SWIG sitt %include direktiv i mPoisson0.i filen, for så å kjøre make på nytt i 
innholdet av SWIG mappen. Ved neste testkjøring dukket det opp en ny feilmelding: 
 
 
 
 
 
 
 
poisson0.rb:10:in `makeSystem': No matching function for overloaded 
 'FEM_makeSystem' (ArgumentError) 
        from poisson0.rb:10 
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Vi får melding om at det er noe feil med argumentene som vi sender inn til makeSystem. 
Etter å ha gått igjennom koden til FEM::makeSystem, ble klart at det var mulig å sende   
referansen til p.dof og p.lineq  med p.dof.getRef() og p.lineq.getRef() . 
Etter å ha kjørt programmet igjen , så virket det som det skulle. Neste punkt er 
linsol.fill(0.0), og det kommer følgende feilmelding: 
 
 
 
 
 
 
poisson0.rb:11: undefined method `fill' for 
 #<SWIG::TYPE_p_Vec_double:0x401d5bbc> (NoMethodError) 
 
Dette forteller at modulen ikke inneholder metoden fill, og at fill er en metode 
implementert i Vec_double. Vi trenger å inkludere Vec_real.i siden klassen 
Vec_double er definert i denne. Bruker på nytt SWIG sitt %include-direktiv i 
mPoisson0.i filen, og rekompilerer ved å bruke make kommandoen på innholdet i SWIG 
mappen. Deretter kjøres poisson0.rb igjen, og denne gangen virket alt som det skulle. 
Neste kall i solveProblem var lineq.solve, og når denne kommandoen ble kjørt 
skjedde følgende: 
 
 
 
 
 
poisson0.rb:12: undefined method `solve' for 
#<MPoisson0::Handle_LinEqAdmFE:0x401d557c> (NoMethodError) 
 
På nytt får vi melding om at det mangler en metode i modulen, og vi får melding om at denne 
befinner seg i klassen LinEqAdmFE. Ved å sjekke Diffpack koden, ble det oppdaget at 
metoden  lineq.solve() arves til LinEqAdmFE gjennom LinEqAdm. To nye filer 
importeres i mPoisson.i filen, LinEqAdmFE.i og LinEqAdm.i . Kompilerte og kjørte 
programmet på nytt. Denne gangen kom det en merkelig feilmelding: 
 
 
 
 
 
 
 
SWIG: DOH/base.c:32: DohDelete: Assertion `b->refcount > 0' failed. 
make[1]: *** [ruby_cpp] Aborted (core dumped) 
make[1]: Leaving directory `/home/asbjoert/work/poisson/SWIG' 
make: *** [ruby] Error 2 
 
Etter mye tid med debugging, kompilerte jeg om SWIG fra versjon 1.3.24 til versjon 1.3.23, 
og da virket alt som det skulle. La inn en bug rapport på SWIG sine hjemmesider. Fortsetter 
av denne grunn med SWIG-versjon 1.3.23 inntil det kommer ny patch fra utviklerne.  
 
Neste steg i solveProblem var vec2field:  
 
 
 
Denne feilmeldingen forteller at metoden vec2field ikke er i modulen mPoisson0, og  
 
poisson0.rb:13: undefined method `vec2field' for 
 #<MPoisson0::Handle_DegFreeFE:0x401d4168> (NoMethodError) 
Løsningen er som vist flere ganger over, å inkludere, i dette tilfellet DegFreeFE.i i 
grensesnitt filen. Når dette er gjort, må make kjøres på nytt i SWIG mappen. Kompileringen 
gikk greit, og etter å ha kjørt poisson0.rb igjen, kom det en ny feilmelding: 
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poisson0.rb:13:in `vec2field': No matching function for overloaded 
 'Handle_DegFreeFE_vec2field' (ArgumentError) 
        from poisson0.rb:13 
 
For å finne ut hva som var galt her, så ble Poisson0.cpp sjekket, og som i dof og lineq 
over, så forventer vec2field å få inn en peker til u. Måten å fikse dette problemet på er 
som før å sende inn vec2field(linsol,u.getRef). Etter at dette var fikset kjørte 
programmet som det skulle.  
  
5.2 Reimplementasjon av scan 
 
Det første problemet som oppstod her var det samme som i Westlie [1] kapittel 3.2.3, at det 
dukket opp en feilmelding: 
 
 
 
 
 
 
poisson0.rb:70:in `scan': wrong argument type String (expected Data) 
 (TypeError) 
        from poisson0.rb:70:in `scan' 
        from poisson0.rb:136 
 
 
Problemet var at geometry og partition var av typen string, og konverteringen av 
string til data typen metoden skulle ha virket ikke. Metoden tar inn et Is-objekt, og 
dersom man i Ruby sendte inn Is objekt i stedet for string virket det som det skulle. For å 
lage Is-objekter, gis følgende kommando: 
 
 
 
 
 
geometry  = MPoisson0::Is.new(”<strengen>”) 
partition = Mpoisson0::Is.new(”<strengen>”) 
 
 
Når dette var implementert kjørte programmet helt til ruby sin GC og C++ ble uenige om 
hvem som skulle slette hvilke objekter. Feilmeldingen som dukket opp så ut som følger : 
 
 
 
 
 
 
 
 
 
>>>>> Handling an exception:  ~HandleId LinEqAdmFE reports: 
Trying to delete this object (name code=123), 
but the object is dynamically allocated and there are 
1 references! (these numbers may be nonsense) 
 
***
Denne feilmeldingen dukket opp for fire klasser, henholdsvis LinEqAdmFE, 
DegFreeFE, FieldFE og GridFE. Problemet ble løst ved igjen å benytte SWIG sitt 
%markfunc-direktiv. Dette direktivet brukes på følgende måte i FieldFE.i: 
 41
 
 
 
 
 
 
 
 
Etter å ha implementert dette, så fikk jeg ikke lenger feilmelding på kjøringen. I SWIG- 
dokumentasjonen står det at det er mulig å markere objekter i void 
FieldFE_markfunc(void *ptr), slik at det blir en enighet mellom Ruby og C++ 
hvem av dem som skal ha ansvaret for hvilke objekter. 
 
%markfunc FieldFE ”FieldFE_markfunc”; 
 
class FieldFE{ 
  . . .  
}; 
 
%{ 
void FieldFE_markfunc(void *ptr){ 
  . . . 
} 
%} 
 Kode 5.2 : Deklarasjon før klassen, og metoden etter klassen. 
 
5.3 Reimplementering av integrands 
 
For at applikasjonen skulle kunne bruke Ruby sin integrands som var implementert i 
poisson0.rb, ble directors benyttet. I SWIG-dokumentasjonen blir dette omtalt som 
”Cross-Language PolyMorphism”, og innebærer at vi benytter en proxy-klasse 
implementert i Ruby, som da blir ”stedfortrederen” til C++ klassen. Directors er som standard 
satt til false, og dersom man skal benytte denne metoden, må den skrues på på denne 
måten: 
 
 
 
 
%module(directors=”1”) mPoisson0
 
Når dette ble gjort må man spesifisere hvilke klasser man vil bruke den på, og for dette 
benyttes SWIG sitt %feature direktiv. I Poisson0 eksempelet blir det gjort på følgende 
måte: 
 
 
 
%feature(”director”) FEM; 
 
I dette tilfellet så vil det bli generert directors for alle virtuelle metoder i klassen FEM. Dersom 
man ønsker directors for en spesifikk metode i FEM, kan det gjøres slik: 
 
 
 
 
%feature(”director”) FEM::integrands;
 
Dersom man ønsker å lage directors på alle virtuelle metoder i FEM untatt for eksempel 
integrands, så bruker man : 
 
 
 
%feature(”nodirector”) FEM::integrands;
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Når dette var gjort ble kommandoen make kjørt i SWIG mappen på nytt. For å være sikker på 
hvilken integrands metode som ble kjørt, så ble det laget en testutskrift i både C++ koden 
i integrands, og i Ruby-koden sin integrands. Det viste seg å virke som det skulle. 
Implementerte en og en linje i integrands i Ruby. Dette gikk fint fram til : 
 
 
 
 
x = xy[0] 
y = xy[1] 
 
 
Følgende feilmelding ble gitt: 
 
 
 
 
 
poisson0.rb:101:in `integrands': undefined method `[]' for 
 #<SWIG::TYPE_p_Ptv_double:0x401c5154> (NoMethod 
Error) 
 
Det som viste seg å være problemet her var at xy var av typen 
SWIG::TYPE_p_Ptv_double, altså en addresse til en array. For å ordne dette så måtte 
jeg lage en typemap for Ptv_double addressen: 
 
 
 
 
 
 
 
 
 
%typemap(out) Ptv_double& { 
  Ptv_double& p= (*$1);  
  int size = p.size(); 
  $result = rb_ary_new2(size); 
  for (int i = 0; i < size; i++) 
    rb_ary_store($result, i, rb_float_new((double) p(i+1))); 
} 
Denne typemap’en tar inn addressen til en Ptv_double vektor. Deretter lages det en ny 
Ruby array som er like lang som vektoren. Deretter blir det iterert over alle elementene i 
Ptv_double vektoren, for så å legge elementene inn i $result, og dermed inn i Ruby- 
arrayen. Verdiene har blitt konvertert fra double til float. Etter at denne typemap’en ble 
implementert kjørte programmet helt frem til koden : 
 
 
 
 
TMP1 = fe.N(i)*@F_VALUE*detJxW + elmat.b[i] 
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Da oppstod følgende feilmelding: 
 
 
 
 
 
poisson0.rb:115:in `integrands': undefined method `[]' for 
 #<MPoisson0::Vec_double:0x401c4b78> (NoMethodError) 
 
Feilen her var at det ikke eksisterte metoder for å hente ut elementer fra Vec_double array 
samt tilordne verdier i den. Det ble laget en ekstensjon til Vec_double klassen som ble lagt 
i class_extends.i filen. Metoden ser slik ut: 
 
 
 
 
 
 
 
 
 
%extend Vec_double{ 
  double get(int i){ 
    return self->operator()(i); 
  } 
  void set(int i, double d){ 
    self->operator()(i) = d; 
  } 
} 
 Kode 5.3 :Utvidelse av Vec double klassen
 
På denne måten vil vektoren b få to nye metoder som heter set og get , for å aksessere et 
element i Vec_double-vektoren, samt sette en verdi i den. Disse ble brukt på følgende 
måte: 
 
 
 
 
 
TMP1 = fe.N(i)*@F_VALUE*detJxW + elmat.b.get(i) 
elmat.b.set(i,TMP1) 
 
Etter denne rettelsen virket integrands i Ruby som det skulle. 
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5.4 Reimplementasjon av fillEssBC 
 
Denne metoden var grei å implementere helt til siste linjen hvor printEssBC ble kalt, hvor 
følgende feil oppstod: 
 
 
 
 
 
poisson0.rb:96:in `printEssBC': No matching function for overloaded 
'DegFreeFE_printEssBC' (ArgumentError) 
 
Problemet her var at printEssBC ikke kunne lastes over til Ruby, og dermed måtte det 
lages en ekstensjon til klassen DegFreeFE som inneholder fillEssBC. Grunnen til at 
dette ikke virket var at metoden fillEssBC i klassen DegFreeFE tar imot et Os objekt 
som parameter, og dette virket ikke på samme måte fra Ruby. DegFreeFE ble utvidet ved å 
benytte SWIG sitt %extend direktiv. Ekstensjonen ble implementert i 
class_extends.i, og ser slik ut: 
 
 
 
 
 
 
 
 
 
%extend DegFreeFE{ 
  void pprintEssBC(int output_level){ 
    self->printEssBC(s_o, output_level); 
  } 
} 
 
 
Forklart på en enkel måte, så legges det inn ekstra funksjonalitet i klassen DegFreeFE som vet 
hva den skal gjøre når kallet på pprintEssBC kommer. 
 
5.5 Opprydding 
 
Som vist i kapittelet om Heat1D,  kan det oppstå problemer med at Ruby sin GC og C++ 
ikke vet hvem som har ansvaret for hvilke objekter i gitte tilfeller. Dette pleier ofte å resultere 
i en Segmentation fault, og det vil bli dumpet en core-fil som kan gi et bilde av det 
siste som skjedde på stakken. Løsningen på dette problemet er ofte å benytte seg av SWIG 
sine %markfunc-og %freefunc-direktiv som vist i kapittel 4.3.2. 
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6 Instant  
 
Ideen bak instant er å kunne forenkle prosessen med å lage skriptegrensesnitt for brukere. 
Dette gjøres ved å skjule mest mulig av det tekniske som ligger bak. Det er mulig å 
automatisere prosessen ved for eksempel å sende parametere som C++ kode, biblioteksfiler, 
delte objekter og annet inn til instant som vil bli brukt til å kompilere opp C/C++ koden 
som skrives i Ruby-kode. Dette åpner også for muligheter til å kunne programmere 
applikasjoner raskt ved hjelp av skriptespråk samt sjekke hvor det meste av prosesseringstiden 
foregår ved hjelp av en profiler, slik at denne tunge funksjonen kan implementeres i C/C++. 
På denne måten er det mulig å hente ut en forbedring i kjøretid som kan være svært 
signifikant. Det er også mulig å automatisere prosessen ved å sende inn for eksempel C++ 
kode, biblioteks-filer til instant, og funksjonaliteten av disse vil kunne brukes av C++ 
programmet som har blitt skrevet inne i Ruby-koden. 
 
 
Målet var å kunne benytte C/C++-kode inne i Ruby programmet og dermed blir målgruppen 
for å bruke dette personer som kan kode i C++ også:  
 
 
 
 
 
 
 
 
 
#file: test1.rb 
#!/usr/bin/ruby 
require 'Instant' 
b = InstantSWIG.new 
b.interface('code'   =>'int a(){ return 101; }', 
            'mmodule'=>'testen') 
require 'testen' 
print Testen::a,"\n" 
 Kode 6.1 Test1.rb
 
Som vist over lages en dictionary med C/C++ kode samt navnet på det modulen skal 
hete. instant.rb er en fil som skal ta seg av og behandle data som den mottar, for så å 
lage en SWIG- Makefile og en SWIG grensesnittfil. Måten den gjør dette på er at den 
traverserer ett og ett element i dictionary’en, for å sjekke hva den får inn. Det kan være 
en kodesnutt i C eller C++, i så fall har dicktionary’en en nøkkel code, og som skal 
vises ettehvert, så skal det bl.a være mulig å sende inn parametere til SWIG på denne måten.  
I og med at alt dette skal være skjult for brukeren ble det laget en logg fil, hvor utskriften fra 
kompileringen og kjøringen blir dumpet (Tillegg C.4). For lettere å illustrere bruken av 
instant, følger det tre eksempler. 
 
6.1 Instant eksempel 1 
 
Benytter test1.rb som er vist i Kode 6.1. Programmet importerer instant.rb (Tillegg 
C.1) som inneholder klassen InstantSWIG, og lager et nytt InstantSWIG objekt. 
instant.rb tar imot en dictionary hvor det ligger to nøkler, en som heter code og 
en som heter mmodule.  Disse nøklene peker på henholdsvis en kodesnutt i C og navnet på 
modulen vi skal lage. Når SWIG- Makefile og grensesnittfilen er generert kjøres make-
kommandoen, og om det oppstår kompileringsfeil må man inn i <modulnavn>.log for å 
sjekke hva som har blitt dumpet av kompilator-informasjon. Dersom kompileringen resulterer 
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i null feil, så er den nye modulen klar til å importeres i test1.rb-programmet. Modulen 
importeres og testes ved å skrive ut funksjonen a() som ligger inne i modulen. Merk at 
modulnavnet har liten forbokstav når den importeres, og stor forbokstav når du skal aksessere 
den, i henhold til Ruby-konvensjonen. Jeg fikk følgende resultat av kjøringen: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
$ ruby test1.rb  
Creating extention 
Parsing arguments 
Generating interface file testen.i 
Done 
Creating Makefile 
Makefile  generated 
Makefile created 
Cleaning up 
make -f testen.mak &> testen.log 
Creating extention Done... 
101 
 Kode 6.2 : Kjøreeksempel av test1.rb 
 
Her kom det forventede resultatet 101, som er returverdien til funksjonen a(). For å utvide 
funksjonaliteten litt ble det laget ett program til som sender flere verdier inn i C-programmet 
fra Ruby. Dette omtales i Kapittel 6.2. 
 
6.2 Instant eksempel 2 
 
Målet med dette avsnittet er å utvide test1.rb ved å sende inn to stykk C-int til 
instant.rb. C-programmet blir kjørt igjennom SWIG, og modulen som blir generert, blir 
importert runtime i test2.rb. Illustrerer dette med et eksempel: 
 
 
 
 
 
 
 
 
 
 
 
 
#file: test2.rb 
#!/usr/bin/ruby 
 
require 'instant' 
a = InstantSWIG.new 
a.interface('code'=>'int add(int a, int b){ 
printf("\n\nNå skal jeg legge sammen %d og %d og det blir:\n\n",a,b); 
return a+b; 
}','mmodule'=>'testen',) 
require 'testen' 
print Testen::add(10,20),"\n" 
 
 
instant-koden blir importert, og et nytt InstantSWIG-objekt av denne klassen blir laget. 
C-koden blir lagt inn i dictionary’en med nøkkel code. Deretter blir a.interface() 
blir kalt og setter i gang prosessen som skal skjules for brukeren. Når instant har 
kompilert opp modulen som her har navnet testen, så blir denne importert runtime i 
test2.rb programmet, og funksjonaliteten til testen blir tilgjenglig. Det siste som skjer 
er at Ruby-heltalls-objektene 10 og 20, blir sendt inn i modulen testen. SWIG har sørget 
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for at C-koden forstår at Ruby sender inn to heltall og tar imot disse, adderer dem, og skriver 
ut svaret som blir 30. Kjøreeksempelet ble som følger: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
$ ruby test2.rb  
Creating extention 
Parsing arguments 
Generating interface file testen.i 
Done 
Creating Makefile 
Makefile  generated 
Makefile created 
Cleaning up 
make -f testen.mak &> testen.log 
Creating extention Done... 
Nå skal jeg legge sammen 10 og 20 og det blir: 
30 
 
Kode 6.1 : Kjøreeksempel av test2.rb koden.
I Extending Ruby [7], blir det vist hvordan konverteringer fra Ruby-heltall til C-heltall 
gjøres. I tilfellet vårt her vil man kunne benytte NUM2INT, som konverterer et Ruby objekt til 
en C-int. NUM2INT(2) blir da til C-int tallet 2. I neste eksempel skal det vises 
hvordan det er mulig å sende inn diverse opsjoner til instant.rb programmet for å øke 
funksjonaliteten. 
 
6.3 Instant eksempel 3 
 
Neste steg er å lage en utvidet og mer komplisert integrering, ved å åpne for muligheten til å 
sende inn følgende: 
 
• SWIG opsjoner, som for eksempel -c++ og -minherit.   
• Init kode, kode som må kjøres initielt i SWIG. 
• Bibliotek og C/C++-filer 
• Include-mapper 
• Biblioteksmapper 
• C++-argumenter 
• Objektfiler 
 
Lagde 4 eksterne filer, henholdsvis foo.cpp, foo.h, bar.cpp og bar.h som skal 
sendes inn til instant, slik at C++-koden som blir skrevet inni Ruby-koden vil kunne benytte 
funksjonaliteten deres. 
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#File: foo.cpp returnerer sinus til en double 
#include "foo.h" 
#include <cmath> 
#include <iostream> 
 
double sinus(double num){ 
  return sin(num); 
} 
 
#File foo.h 
double sinus(double num); 
 
#File: bar.cpp returnerer cosinus til en double 
#include "bar.h" 
#include <cmath> 
#include <iostream> 
 
double cosinus(double num){ 
  return cos(num); 
} 
 
#File: bar.h 
double cosinus(double num); 
 Kode 6.2 :Filene foo.h, foo.cpp, bar.h, bar.cpp
 
Et delmål er å få laget et bibliotek av disse filene som skal sendes inn i instant. Måten 
dette gjøres på med dynamisk linking er følgende: 
 
 
 
 
 
 
g++ -c -fPIC foo.cpp 
g++ -c -fPIC bar.cpp 
g++ -shared -o libmine.so foo.o bar.o 
 
 
Kode 6.3 :Generering av et delt-objekt. 
PIC står for positiion independent code, og finnes i 2 typer [24]: en med –fPIC 
og en med –fpic. Jeg bruker den førstnevnte opsjonen siden den virker uavhengig av 
størrelsen på den globale offset tabellen, i motsetning til –fpic som har et maksimum på 
16k på m88k, 8k på SPARC og 32k på m68k og RS/6000. –fpic har ingen 
grense på i386, så på linux vil begge opsjonene fungere. Siden jeg bruker Linux til å lage 
denne oppgaven, så benytter jeg –fPIC siden den virker uavhengig av størrelsen på den 
globale offset tabellen. 
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require 'instant' 
 
a = InstantSWIG.new 
a.interface('code'=>' 
           double a(double num) 
           { 
            Hello h; 
            std::cout << "Sin("<<num<<")="<<sin(num)<<std::endl; 
            std::cout << "Sinus fra foo.cpp  " << sinus(num) <<  
std::endl; 
            std::cout << "Cosinus fra bar.cpp " <<cosinus(num)<< 
std::endl; 
            return h.greet(num); 
           }',  
            'mmodule'=>'testen', 
            'swigopts'=>'-c++', 
            'init_code'=>'if(INSTANT==1) 
{printf("Instant Ruby ekstensjon virker\n");}', 
            'sources'=>['hw.cpp'], 
            'headers'=>['hw.h','foo.h','bar.h'], 
            'include_dirs'=>['-I.'], 
            'libraries'=>['-lmine'], 
            'library_dirs'=>'/home/asbjoert/work/ruby_instant/instant',   
            'cppargs'=>'-DINSTANT=1', 
            'object_files'=>[]) 
 
require 'testen' 
print Testen::a(6.0),"\n" 
 Kode 6.6 : Test3.rb 
 
I test3.rb lages en funksjon double a(double num) som tar imot en double og 
returnerer en double. I sources og headers-feltet i test3.rb sendes det inn to filer i 
tillegg til de som har blitt gjennomgått til nå, hw.cpp og hw.h. Det som skal vises her er at 
det er mulig å importere kun kildekoden som filer. Et kjøreeksempel på dette ser ut som 
følger: 
 
 
 
 
 
 
 
 
$ ruby test3.rb  
instant Ruby ekstensjon virker 
Sin(6)=-0.279415 
Sinus fra foo.cpp  -0.279415 
Cosinus fra bar.cpp 0.96017 
Hallo verden ! Jeg er i hw.h og nummeret er 6, 
Og returverdien er 6.0 
 Kode 6.6 :test3.rb, kjøreeksempel 
 
Som vist over virket dette som det skulle, og det er på tide å prøve noe enda mer komplisert 
som for eksempel å sende inn C++ metoden integrands i instant.rb.  
 
Dersom man i en eller annen sammenheng er avhengig av å lage et statisk bibliotek [8], så er 
dette fremgangsmåten: 
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g++ -c foo.cpp 
g++ -c bar.cpp 
ar cru libmine.a foo.o bar.o 
 
 
Kode 6.7 :Generering av et statisk objekt.
Når dette er gjort, så kan man kjøre kommandoen Linux verktøyet ranlib med følgende 
kommando: ranlib libmine.a [25] som genererer en indeks til innholdet i arkivet, og 
lagrer det i arkivet. Poenget med denne indeksen er å få en raskere linking ved kjøring av 
biblioteket. 
 
6.4 Integrands i instant  
 
Målet med dette kapittelet er å kjøre Ruby programmet poisson0.rb, men denne gangen 
implementere integrands koden i C++ inne i poisson0.rb. Denne hybriden blir 
laget i en fil kalt rbpoisson0.rb (Tillegg D ). 
 
 
 
 
 Figur 6.1 : Poisson0 skrevet i Ruby 
 
 
Uten instant vil Poisson0.rb benytte grensesnittet poisson0.so for å kunne 
kommunisere med Diffpack. Det vil oppstå mange kall til integrands i Poisson0.rb 
filen, og det vil oppstå en loop gjennom grensesnittet for hver gang. Problemet med dette er at 
det tar mye tid siden det for hvert kall skal konverteres fra Ruby til C eller vice versa. For 
hver gang integrands skal kjøres, så vil ( 
Figur 1.1) dataflyten ta veien 1, 2, 3, 4 for hvert kall.  
 
Som vist i eksemplene over er det mulig å skrive C/C++ kode inne i et Ruby-program. Det 
som ble sett på her var om det lar seg gjøre å skrive integrands inne i Ruby, og på den 
måten få kallet på integrands til å gå mellom Diffpack og en C++ modul i stedet. Dette 
vil i teorien bety at det vil være rom for en forbedring i kjøretid som vil være merkbar. 
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 Figur 6.2 : Integrands i C++ sendt inn i Instant 
 
 
Som vist på figuren 6.2 vil loopen oppstå i 3 og 4, og i stedet for å loope gjennom 
poisson0-grensesnittet flere hundre ganger eller mer, som i  Figur 6.1, så vil den i tilfellet  
Figur 6.2 kun gå gjennom grensesnittet få ganger til sammenligning. integrands skrevet i 
C++ vil bli kompilert etter å ha blitt traversert av instant.rb, og det vil bli generert en 
instant_swig_module.so som inneholder integrands i C++.  
 
6.5 Implementasjon av rbpoisson 
 
Metoden integrands ble kopiert ut i fra Poisson0.cpp-filen26 og deretter limt inn i 
filen rbpoisson0.rb (Tillegg D), metodenavnet forandres fra integrands til 
integrands_inline for lettere å beskrive hva den skal gjøre. Alle argumentene som 
sendes inn til instant.rb blir lagt inn i en dictionary, og blir som vist i kapitlene 
over, traversert for å sile ut de forskjellige parameterne som trengs for å kjøre programmet. 
For at integrands_inline skal kunne kompileres, så må diverse biblioteker som for 
eksempel FEM.h og C++-argumenter, inkluderes og skal brukes for å kompilere C++ koden 
som har blitt implementert i rbpoisson0.rb. Etter at instant.rb hadde kjørt og 
generert instant_swig_module så ble denne importert i rbpoisson0.rb filen slik at 
funksjonaliteten ble tilgjenglig. Etter dette gjenstod det å teste om dette virket som det skulle. 
 
6.6 Testkjøring av rbpoisson0.rb 
 
For å lettere illustrere hva som er hensikten med å implementere integrands som C++-kode 
inne i rbpoisson0, lager jeg en test som måler kjøretiden på poisson0 implementert i ruby 
(poisson.rb), poisson0 implementert i Ruby med inline C++ (rbpoisson0) og 
poisson0 implementert i C++.  Siden maskinen testen ble tatt på ikke har mer RAM enn 
256MB, ble det ikke testet for mer enn 220x220 gridpunkter. Testene ble foretatt på en 
bærbar pc med følgende spesifikasjoner: 
                                                 
26 som ligger i $NOR/doc/Book/src/fem/Poisson0/
 52
 
 
 
  
 
 
 Pentium 4 1.8GHz, intel Mobile  
 256 MB RAM 
 30 GB HD 
 Linux v.2.4.22 
 GCC 3.3.5 (Debian 1:3.5-8) 
 
Benyttet Ruby sin Benchmark modul til å ta tiden på kjøringene av poisson0.rb, 
rbpoisson.rb og Poisson0.cpp. Hver utregning ble loopet igjennom 5 ganger, og 
tiden i tabellen er et resultat av dette. Antall kall til integrands må deles på 5 dersom man 
vil ha antall kall for kun en kjøring. Resultatet av testen ble som følger: 
 
 
Kall til integrands 20 180 980 4500 19220 79375 322580 571220 959220 
Gridpunkter 2x2 4x4 8x8 16x16 32x32 64x64 128x128 170x170 220x220 
Ruby 0,04 0,13 0,61 2,53 11,08 59,26 482,6 1269,04 3133,42 
Ruby/Instant 0,03 0,06 0,19 0,81 3,27 14,11 65,97 164,49 363,07 
C++ 0,01 0,02 0,06 0,15 0,71 3,95 26,69 93,01 217,49 
 
Tabell 6.1 : Stresstest Poisson0 data. 
 
 
For å se forskjellene på tidene bedre, plottes de i en og samme graf: 
Stresstest Poisson0
0
500
1000
1500
2000
2500
3000
3500
16x16 32x32 64x64 128x128 170x170 220x220
# Gridpunkter
T
id
 (s
)
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Ruby/Instant
C++
 
 Figur 6.3 : Graf over stresstesting av Poisson0  
 
 
Figur 6.3 viser forventet resultat hvor C++ versjonen var raskest og at Ruby var tregest. Det 
som var en gledlig overraskelse var å se hvor rask hybridmodellen var. For å ta 220x220 
gridpunkter som eksempel var C++-versjonen ca 14.5 ganger raskere enn Ruby-versjonen, og 
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hybrid-versjonen var 8.5 ganger raskere enn Ruby versjonen. Det som var mest interessant 
var forskjellen på C++-versjonen og hybrid-versjonen hvor førstnevnte var bare 1.66 ganger 
raskere. For å forklare disse forskjellene bedre lager jeg et plott over hvor mange ganger 
integrands blir kalt for hvert av gridpunktene: 
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 Figur 6.4 : Graf over antall kall til integrands 
 
 
Grunnen til at grafen i figur 6.4 har en knekk på 128x128 er fordi intervallene etter dette 
egentlig skulle ha vært 256x256 og 512x512. På grunn av at det var for lite minne i maskinen, 
fant jeg ut at det størtste griddet masknen tålte var 220x220, og la derfor inn en ekstra måling 
på 170x170. 
 
Som vist på figuren blir integrands kalt på nesten 1 million ganger på et 220x220 grid kjørt 5 
ganger. Dersom man vil ha antall kall per kjøring må dette tallet deles på 5. 
 
6.7 Oppsummering 
 
I og med at det går mye raskere å lage programmer i Ruby enn i C/C++, vil det være mulig å 
skille ut funksjoner som tar mye prosesserings-tid og skrive de i C/C++ inne i Rubykoden. På 
denne måten vil man spare mye tid på utvikling av programvare, og tapet ytelsesmessig vil 
være liten i forhold til Ruby-versjonen. Gevinsten ved å benytte denne metoden kan variere 
fra program til program, men som regel så er det bare små deler av et program som tar mye 
tid. Dersom denne delen av programmet blir identifisert, så er det som vist i dette kapittelet en 
faktor ca 13 man kan spare på denne måten å gjøre det på27. 
 
                                                 
27  220x220 grid i dette tilfellet 
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7  Optimalisering ved bruk av ACOVEA 
 
”I seek the holy grail of optimization” 
-Scott Robert Ladd- 
 
Etter å ha blitt introdusert til websiden slashdot [26] av noen nerdete kamerater har denne 
siden blitt fast lesning om morgenen for å holde meg oppdatert på stuff that matters. 
Det var her jeg oppdaget Analysis of Compiler Options via Evolutionary 
Algorithm (ACOVEA) for første gang. Etter å ha lest artikkelen28 [27], skrevet av Scott 
Robert Ladd, om ACOVEA ble jeg sikker på at dette var verdt å undersøke nærmere. Etter 
samtale med veileder om dette ble han etterhvert ganske interessert, og dermed ble 
hovedfagsoppgaven min utvidet. 
 
I følge Ladd har de som dokumenterer GCC  bekreftet at det er visse usikkerheter på hvordan 
de forskjellige optimaliserings-flaggene virker inn på en spesifik kode, på en spesifikk 
maskin. Et flagg som gjør kjøringen rask for et program, kan være grunnen til ytelsestap i et 
annet program. Det er dette vi skal se på i denne delen av oppgaven. Benytter 
Poisson0.cpp i ACOVEA-programmet for å prøve å finne ut om det er mulig å finne en 
flaggkombinasjon som virker mer gunstig på kjøretiden til Diffpack-simulatoren Poisson0, 
enn MODE=opt.  
  
ACOVEA ble testet på en Compaq Pentium 3, 733 MHz CPU, 256 KB cache, 512 MB SD-
ram. Operativsystemet som ble brukt var Linux Gentoo med en 2.6.3-kjerne. 
 
7.1 Kort om ACOVEA 
 
ACOVEA implementerer en genetisk algoritme (GA) for å finne den beste29 
kombinasjonen av optimaliseringsflaggene til GNU Compiler Collection (GCC) som 
gjør kjøretiden av programmet som skal testes kortest mulig. Kan sees på som et 
optimaliseringsverktøy i likhet med en profiler. En litt forenklet forklaring på hva 
programmet gjør, er å sammenligne med Darwin sitt evolusjonslære prinsipp. Den initielle 
populasjonen er bygget opp av tilfeldig valgte sett med kompilator flagg (organismer). For 
hver generasjon kompilerer gccacovea en eksekverbar fil for hvert sett med flagg. Den 
eksekverbare filen blir så kjørt, kjøre-tiden til programmet blir målt med clock_gettime, 
og resultatet blir sendt tilbake til gccacovea som en fitness-verdi. En fitness-verdi 
som er mindre enn en annen fitness-verdi, bruker mindre kjøretid, og er en bedre 
kombinasjon av flagg, og har større mulighet til å formere seg. Mutasjon og migrasjon 
mellom populasjoner sørger for variasjoner som skal forhindre at en populasjon stagnerer. 
                                                 
28 Denne artikkelen eksisterer ikke lenger på nettet av en eller annen grunn. 
29 Ordet beste i denne sammenheng er definert som de opsjonene som gir den korteste kjøretiden av programmet. 
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7.2 Modifisering av ACOVEA 
 
Etter å ha testet programmet en del ganger, samt sett litt på koden, ble det klart at det ikke var 
muligheter å benytte programmet direkte på Poisson0, fordi ACOVEA var altfor statisk 
implementert. For å kunne benytte dette programmet til å utføre tester på valgfritt program, så 
måtte ACOVEA bli mer generisk. Dersom jeg hadde visst hvor mye jobb det var å sette seg 
inn i denne beta-versjonen, så hadde nok ikke del to av denne oppgaven eksistert. Koden 
inneholdt flere feil, og jeg fikk ofte segmentation fault på diverse kjøringer. Det viste seg at til 
og med flaggene var hardkodet inn i en C++-fil, noe som er svært ugunstig siden forskjellige 
kompilatorer har forskjellge optimaliserings-flagg. Problemet ble løst ved å omprogrammere 
biter av ACOVEA koden, slik at den tok imot skript fra kommandolinjen, og kjørte de for 
hver iterasjon. Disse programmene heter acoveameharder.rb, runapp.rb og 
buildPoisson.rb. 
 
7.2.1 Modifisering av kildekode 
 
En av de største utfordringene med å ta på seg ACOVEA-deloppgaven, var at kildekoden var 
skrevet i C++. Siden jeg ikke har programmert mye i C++ fra før tok det lang tid å forstå 
hvordan programmet var bygget opp. Målet med å sette seg inn i koden var å finne ut hvor det 
var mulig å få tak i flaggkombinasjonene, for så å utvide funksjonaliteten på dette stedet ved 
at programmet kunne ta inn to skript på kommandolinjen. Den ønskede funksjonaliteten var å 
kunne få tak i flaggkombinasjonene som ACOVEA genererte for å flette disse inn i Diffpack 
sin Makefile ved å benytte et skript som puttet flaggkombinasjonen inn i .cmake2-filen 
til Poisson0. Ekstra funksjonalitet som wait4  ble implementert fordi wait30 som ble 
brukt at orginale ACOVEA ikke kunne gi den samme statistikken som wait4 kunne, som for 
eksempel måle pagefaults, i tillegg til å måle tid på prosesser. wait4 er en ekstensjon av 
wait som er utviklet for Free-BSD, men som kan importeres til Linux dersom man definerer 
_BSD_SOURCE i kildekoden.  
 
Størsteparten av forandringene ble gjort i acovea.cpp, acovea.h og gccacovea.cpp. 
De to førstnevnte inneholder metoder for oppbygging av kommandolinjen, kompilering og 
kjøring av test programmet. gccacovea.cpp ble modifisert på grunn av at ACOVEA 
tvang forsøket til å bli kjørt i GCC-3,4. Utfordringen som ble møtt her var å finne ut hvilke 
opsjoner kompilatoren jeg kjørte hadde, samt hvilke prosessor-avhengige flagg som faktisk 
virket.  
 
Ettersom jeg forandret på kommandolinje parameterne, måtte en del andre plasser i koden 
oppdateres som et resultat av dette. Mye av tiden gikk med til debugging, og det har vært en 
hard, men lærerik prosess. 
 
 
  
                                                 
30 wait brukes i acovea til blant annet å la barneprosessene passe på eget tidsforbruk.  
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7.2.2 acoveameharder.rb 
 
Dette programmet sin oppgave er å kjøre i gang ACOVEA med de parameterne som brukeren 
ønsker å benytte. Som vist under, så er det runapp og buildPoisson som blir tatt inn på 
kommandolinjen til ACOVEA. Ved å benytte Linux programmet tee som leser fra standard 
input, og skriver til standard output  kan kjøreresultatet som er interessant redirktes til fil: 
 
 
 
./acoveameharder tee > results1.txt
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
#!/usr/bin/ruby 
 
if not system("gccacovea -p 15 -g 15 -mr 0.5 ./runapp.rb 
./buildPoisson.rb") 
  STDERR.puts "Something is wrong, check that you have gccacovea in 
$HOME/bin #{$?}" 
  STDERR.puts "Do you have '.' (dot) in $PATH ? if not you have to use 
the 
'./'notation" 
  exit(1) 
end 
 
Kode 7.1 : acoveameharder.rb 
 
acoveameharder.rb starter gccacovea sammen med  parameterne brukeren ønsker å sende inn. 
runapp.rb er en av disse parameterne og tar med seg inn kommandoene Diffpack-simulatoren 
som skal testkjøres trenger.  
 
7.2.3 runapp.rb 
 
Dette programmet kjører Poisson0 med parametere som denne simulatoren tar imot. 
Klarer ikke runapp å kjøre, skriver det ut en feilmelding til bruker. 
 
 
 
 
 
 
 
 
#!/usr/bin/ruby 
 
if not system("./app -nx 200 -ny 200 > /dev/null 2>&1") 
  STDERR.puts "app failed #{$?}"  
  exit(1) 
end 
 Kode 7.2 : runapp.rb 
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7.2.4 buildPoisson.rb 
 
Dette programmet manipulerer Poisson0 sin .cmake2-fil får inn ACOVEA sine flagg-
forslag som Poisson0 skal kompileres opp med. Det er ACOVEA som kjører dette 
programmet i C++ koden. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
#!/usr/bin/ruby 
 
if not system("make clean > /dev/null 2>&1") 
  STDERR.puts "Clean failed #{$?}" 
  exit(1) 
end 
 
file = open(".cmake2","w") 
file.write("APPL := app\n") 
file.write("CXXOPTIONS += #{ARGV.join(" ")}\n") 
file.close 
 
if not system("make MODE=opt > /dev/null 2>&1") 
  STDERR.puts "Make failed #{$?}" 
  exit(1) 
end 
 Kode 7.3 :buildPoisson.rb
 
Flaggene kommer inn på kommandolinjen, slik at Ruby kan fange de opp med ARGV. 
 
7.3 Eksempel på resultat fra kjøring 
 
gccacovea starter med å gi en oversikt over parametere som har blitt satt før kjøring. I dette 
tilfelle er det viktig å få med at det er 5 populasjoner, 10 generasjoner og en mutasjons rate på 
5%. Det er disse parameterne samt Poisson0 sine –nx og –ny parametere som blir testet i 
denne del-oppgaven. Når ACOVEA starter gir programmet en oversikt over parameterne den 
har tatt imot fra brukeren, samt de parameterne som er satt til standardverdier. Programmet vil 
også skrive ut hvilket system testen blir kjørt på, samt kompilator versjon og lignende. 
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gccacovea -- a command-line driver program for the Acovea framework 
 
 
ACOVEA - Analysis of Compiler Options Via Evolutionary Algorithm 
Invented by Scott Robert Ladd:  Coyote Gulch Productions 
scott.ladd@coyotegulch.com 
http://www.coyotegulch.com 
 
test application: ./runapp.rb 
test system: Clark 
compiler version: gcc 3.3.5  (Gentoo Linux 3.3.5-r1, ssp-3.3.2-3, pie-8.7.7.1) 
compiler config: C on generic; using -O1 as base 
acovea version: 3.3 
evocosm version: 2.5.0 
test start time: 2005 Feb 15 09:56:06 
 
# of populations: 5 
population size: 15 
survival rate: 10% (2) 
migration rate: 5% (1) 
mutation rate: 50% 
crossover rate: 100% 
fitness scaling: windowed 
generations to run: 15 
random number seed: 1108457766 
 Kode 7.4 :Oversikt over parametere kjøringen blir testet med.
 
 
Etter 15 iterasjonen fant ACOVEA ut som vist under, at for populasjon 3 var det beste 
kjøreresultatet. Tilsvarende som vist under har ACOVEA funnet flaggkombinasjoner som er 
mest gunstig for de andre fire populasjonene, henholdsvis populasjon 1,2,4,og 5. Statistikk 
som vist i Kode 7.5 og Kode 7.6 blir jevnlig skrevet ut etter hver iterasjon gjennom 
populasjonene. 
 
 
 
 
 
 
 
 
best options for population 3 
gcc -lrt -std=gnu99 -Dacovea_generic -O1 -o TEMP -fno-thread-jumps -fno-guess-
branch-probability -fno-if-conversion2 -fno-delayed-branch -fno-loop-optimize -fcse-
follow-jumps -fgcse -fstrength-reduce -fforce-mem -fschedule-insns -fschedule-insns2 -
fregmove -fdelete-null-pointer-checks -freorder-functions -falign-loops -falign-jumps -
falign-labels -falign-functions -fmove-all-movables -freduce-all-givs -fno-inline -funroll-
all-loops ./runapp.rb.c 
Kode 7.5 : Viser den beste flaggkombinasjonen for hele testen. 
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best options for population 0 
gcc -lrt -std=gnu99 -Dacovea_generic -O1 -o TEMP -fno-merge-constants -fno-omit-frame-
pointer -fno-guess-branch-probability -fno-cprop-registers -fno-crossjumping -foptimize-
sibling-calls -fcse-follow-jumps -fcse-skip-blocks -fexpensive-optimizations -frerun-loop-
opt -fcaller-saves -fforce-mem -fschedule-insns2 -fregmove -fstrict-aliasing -fsched-
interblock -fsched-spec -freorder-functions -falign-loops -falign-labels -finline-functions -
fprefetch-loop-arrays -freduce-all-givs -fno-inline -ftracer -finline-limit=500 ./runapp.rb.c 
 
best options for population 1 
gcc -lrt -std=gnu99 -Dacovea_generic -O1 -o TEMP -fno-merge-constants -fno-defer-pop -
fno-omit-frame-pointer -fno-guess-branch-probability -fno-cprop-registers -fno-if-
conversion2 -fno-delayed-branch -fno-loop-optimize -fgcse -fexpensive-optimizations -
fstrength-reduce -frerun-cse-after-loop -frerun-loop-opt -fpeephole2 -fschedule-insns2 -
freorder-blocks -fsched-interblock -freorder-functions -falign-functions -finline-functions -
frename-registers -ffloat-store -fmove-all-movables -fno-inline -ftracer -fnew-ra -finline-
limit=600 ./runapp.rb.c 
 
best options for population 2 
gcc -lrt -std=gnu99 -Dacovea_generic -O1 -o TEMP -fno-merge-constants -fno-defer-pop -
fno-thread-jumps -fno-omit-frame-pointer -fno-guess-branch-probability -fno-cprop-
registers -fno-if-conversion2 -fstrength-reduce -fforce-mem -fpeephole2 -fschedule-insns -
fregmove -fstrict-aliasing -fsched-spec -freorder-functions -falign-loops -falign-functions -
finline-functions -fprefetch-loop-arrays -fmove-all-movables -fno-inline -ftracer 
./runapp.rb.c 
 
[snip] 
 
best options for population 4 
gcc -lrt -std=gnu99 -Dacovea_generic -O1 -o TEMP -fno-merge-constants -fno-defer-pop -
fno-omit-frame-pointer -fno-if-conversion -fno-if-conversion2 -fno-delayed-branch -fno-
loop-optimize -fno-crossjumping -foptimize-sibling-calls -fcse-skip-blocks -fgcse -frerun-
loop-opt -fpeephole2 -fschedule-insns -fstrict-aliasing -freorder-blocks -fsched-interblock -
fsched-spec -freorder-functions -falign-loops -finline-functions -frename-registers -ffloat-
store -fprefetch-loop-arrays -fmove-all-movables -freduce-all-givs -fno-inline -ftracer -
fnew-ra -finline-limit=600 ./runapp.rb.c 
 
Kode 7.6 :Eksempel på statistikk etter en iterasjon
 
Det blir også vist statistikk over hvilke flagg som ble brukt i samtlige populasjoner, samt 
flagg som forårsaket dårlig kjøretid og ble avslått i alle populasjonene.  
 
common options (found in all populations) 
gcc -lrt -std=gnu99 -Dacovea_generic -O1 -o TEMP -freorder-functions -fno-inline 
./runapp.rb.c 
Kode 7.7 :Flaggkombinasjon funnet i alle populasjoner.
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Følgende statistikk viser en oversikt over alle optimaliseringsflaggene, og hvor mange ganger 
de har blitt markert som gunstige i kjøringene. Det som er verdt å merke seg er at antall 
optimaliseringsflagg varierer en del med tanke på kompilator-versjoner, og sist men ikke 
minst ved bruk av en annen kompilator som f.eks ICC (Intel sin C kompilator). 
 
 
 
 
 
 
 
 
 
 
 
 
Option counts:                            pop0 pop1 pop2 pop3 pop4 
                    -fno-merge-constants   10   10    9    5    9 
                          -fno-defer-pop    6    8    5   10   11 
                       -fno-thread-jumps    6    8   11    8    7 
                 -fno-omit-frame-pointer    5    7   12    5   11 
           -fno-guess-branch-probability   10    7    6    7    9 
                    -fno-cprop-registers   11    9    9    6    8 
                      -fno-if-conversion    5    9    5    3    5 
                     -fno-if-conversion2    4    8    9    8    9 
                     -fno-delayed-branch    6    9    7   10    7 
                      -fno-loop-optimize    5    9    7    6    7 
                       -fno-crossjumping    6   10    7    6    9 
                -foptimize-sibling-calls    6    7    5    3    6 
                      -fcse-follow-jumps    5    6    5   10    7 
                       -fcse-skip-blocks   12    7    7    5    5 
                                  -fgcse    8    8   10    4   12 
               -fexpensive-optimizations   10    8    8    4    6 
                       -fstrength-reduce    4    6    5   11    6 
                  -frerun-cse-after-loop    4    4   11    9    9 
                        -frerun-loop-opt    8    4    5    4    8 
                          -fcaller-saves    7    4   10    7    9 
                             -fforce-mem    5    5    7   10    8 
                             -fpeephole2    4    5    9    8    7 
                        -fschedule-insns    9    7    9    7    8 
                       -fschedule-insns2   10    7    6   10    3 
                               -fregmove    9   10    5   10    6 
                       -fstrict-aliasing    8    9    7    6    4 
            -fdelete-null-pointer-checks    8    7    9    7    6 
                        -freorder-blocks    7   10    5    3    8 
                      -fsched-interblock    8    6    5    8    5 
                            -fsched-spec    6    9    8    4    7 
                     -freorder-functions    9    9    5    5    8 
                           -falign-loops    7    6    5    7    8 
                           -falign-jumps   10    7    6    8    9 
                          -falign-labels    9    6    7   11    6 
                       -falign-functions    9    6    9    4    5 
                      -finline-functions    7   10    8    7    8 
                      -frename-registers    7   11    8    8    8 
                           -ffloat-store    5    6    5    9    6 
                  -fprefetch-loop-arrays    6   13    9    3    7 
                     -fmove-all-movables    4    8    8    6    9 
                       -freduce-all-givs    5   10   10    8    8 
                             -fno-inline   12    9   11    9    6 
                                -ftracer    5    6    8    7    7 
                                -fnew-ra    4    7    7    4   10 
                          -funroll-loops    5    1    4    0    3 
                      -funroll-all-loops    4    5    4    6    0 
                          -finline-limit    9    6    7    6    4 
Kode 7.8 :Oversikt over flaggene testen benytter.
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De flaggene med de høyeste verdiene er de som har virket gunstigst på kjøringene flest 
ganger. Som vist under skriver ACOVEA ut en liste over optimistic og 
pessemistic options. Disse gir en indikasjon på enkelt-flagg som har hatt en spesielt 
gunstig effekt på kjøretiden og hvilke som har hatt en spesielt dårlig effekt på kjøretiden. Ofte 
er det gunstig å kunne teste worst-case tilfeller derfor kan pessimistic options 
være like interessante som optimistic options. 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
optimistic options: 
          -fno-merge-constants (1.27) 
          -fno-cprop-registers (1.27) 
                        -fgcse (1.101) 
            -frename-registers (1.101) 
                   -fno-inline (1.946) 
 
 pessimistic options: 
            -fno-if-conversion (-1.436) 
      -foptimize-sibling-calls (-1.436) 
              -frerun-loop-opt (-1.097) 
                -funroll-loops (-3.803) 
            -funroll-all-loops (-2.788) 
 
Det kan i følge Scott Robert Ladd, være lurt med manuell testing av resultatene, det vil si at 
de optimistiske flaggene bør testes sammen med den beste flaggkombinasjonen ACOVEA 
fant som vist over i iterasjon 15 populasjon 3. 
 
7.4 Kjøreresultater 
 
Utfordringen med slike kjøringer er at de tar ofte mye tid, men på grunn av dårlig tid ble 
tilfeldig valgte parametere testet. Det som er verdt å merke seg her, er at ACOVEA ikke 
resulterte i noen forbedring i kjøretid, men var litt dårligere. 
 
 
Kjøring 
Pop 
stør 
(-p) 
# 
pop 
(-g) 
Mut 
rate (-
mr) nx ny Best tid Tid start Tid Stop MODE=opt
1 5 5 0.9 200 200 103.303 
12.02.2005 
11:47 
12.02.2005 
15:52 103.164 
2 5 5 0.1 200 200 103.178 
12.02.2005 
16:38 
12.02.2005 
20:43 103.164 
3 5 15 0.1 200 200 103.096 
12.02.2005 
21:30 
14.02.2005 
10:12 103.164 
4 5 15 0.5 200 200 103.142 
15.02.2005 
09:56 
16.02.2005 
22:36 103.164 
5 5 8 0.7 100 100 3.50047 
16.02.2005 
23:17 
17.02.2005 
00:49 3,34 
 
Tabell 7-1 : Kjøreresultater for ACOVEA. 
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Filen kjøreresultatene ble lagt i ble stor og uoversiktlig til lese manuelt igjennom for å sjekke 
hvilken iterasjon og hvilken populasjon som produserte den beste tiden. Laget derfor et skript 
som fant dette ut, programmet ligger i Tillegg [H]. Programmet kan lett utvides til å finne og 
ta vare på flaggkombinasjonen i tillegg, slik at det på denne måten kan være mulig å 
automatisere testene. 
 
7.5 Konklusjon 
 
Resultatene som jeg har presentert beskriver effektene av hva som skjer tidsmessig når de 
forskjellige optimaliseringsflaggene blir integrert i Diffpack-simulatoren Poisson0. Etter å 
ha prøvd tilfeldig valgte parametere i ACOVEA og i Poisson0, viste seg etter å ha kjørt 
noen tester at det ikke var noen forbedringer på å kjøre den beste flaggkombinasjonen 
ACOVEA fremskaffet sammen med Poisson0. Det som er verdt å merke seg er at på grunn 
av dårlig tid, fikk jeg ikke testet alt det jeg ville, og det er grunn nok til å se nærmere på denne 
formen for optimalisering.  
 
I følge Scott Robert Ladd har han fått en forbedring på på blandt annet fftbench31 på 
mellom 21% og 30%. Dette er etter han har finjustert flaggene ved  å teste kombinasjonen av 
de mest optimistiske flaggene sammen med den beste populasjonen. Dette forteller litt om 
potensialet som ligger bak denne form for testing av kode, selv om resultatene jeg fikk ikke 
var positive i den forstand at jeg ikke fikk bedre kjøretid. 
 
Jeg konkluderer med at dersom testen blir kjørt på riktig måte, ved å skru på de riktige 
parameterne og i riktig størrelse, så vil det kanskje være rom for forbedringer av kjøretid. 
Dette krever mye arbeid og mye tid for å sette seg inn i. Det hadde vært mer spennende å 
kjøre disse testene på en maskin med mye minne og rask CPU. 
 
 
 
                                                 
31 Koden ligger i Acovea tar-ballen 
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8 Gjenstående arbeid 
 
8.1 Ruby-grensesnitt til Diffpack 
 
 
Etter å ha brukt mye tid på å lære SWIG, Ruby, C++ og Diffpack, så har det ofte dukket opp 
tanker og meninger om hva som kunne ha vært gjort annerledes, hvordan tiden kunne ha blitt 
brukt mer effektivt. 
 
En av utfordringene når det gjelder Ruby og SWIG er at det ikke er mulig å importere deler 
av et dynamisk bibliotek. Dette innebærer at man for eksempel må importere hele rudp- 
modulen som ble laget i Rudp03 kapittelet dersom man skal jobbe opp mot for eksempel 
Poisson0-simulatoren. Ulempen med dette er at det bare er behov for ca 10-15 av 
grensesnittfilene for å kjøre denne simulatoren, og ikke flere hundre som Diffpack består av. 
Dette har delvis blitt løst ved at det ble generert grensesnittfiler for alle biblioteksfiler i bt, 
dp og la, som ble samlet til tre filer, henholdsvis bt.i, dp.i og la.i. På denne måten 
kan en, to eller tre importeres av gangen. 
 
8.1.1 Ruby2C 
 
Ruby2C 1.0.0 beta-1 [28], er et verktøy som oversetter Ruby-kode til C kode og hadde 
utgivelsesdato 01.02.05.. Ruby2C har følgende arkitektur: 
 
 
 
 
 Figur 8.1 : Ruby2C arkitektur, hentet fra [29] 
 
Ved å benytte Ruby2C kunne applikasjoner og utvidelser raskt ha blitt utviklet og testet i 
Ruby, for deretter å konvertere hele eller deler av programmet til C for å øke ytelsen på 
programmet. 
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8.1.2 Ruby/DL 
 
Etter å ha lett på nettet og pratet med utviklerne av Ruby har jeg ikke funnet en fullverdig 
erstatning til SWG. Det eneste alternativer som dukket opp var Ruby/DL, men denne 
modulen har kun støtte for C. I de fleste operativsystemer fins det objektfiler som blir kalt på 
runtime, kalt DLL eller delte objekter. For lettere å kunne forklare hva Ruby/DL er vises 
det til eksempel på hjemmesiden [30]. Det er mulig å lage bindinger til libc.so, slik at 
f.eks libc sin funksjon atoi() eller isdigit() kan brukes i Ruby programmet. 
Hovedforskjellen på denne modulen og SWIG er at det ikke blir generert wrapper-kode, men 
at libc.so blir benyttet mer eller mindre direkte. For mer informasjon om dette henvises det til 
[30]. 
 
 
8.2 Automatisering av testkjøringer i ACOVEA 
 
Ettersom testing av np-komplette problemer som dette tar mye tid, kunne det ha vært en god 
ide å lage et program som testet for eksempel Poisson0 kjøringer systematisk. På denne 
måten kan det være mulig å teste kombinasjoner av forskjellige parametere som er mulig å 
sette i gccacovea. Dette kan gjennomføres ved å lage et skript som finner ut hvilken 
flaggkombinasjon som førte til den raskeste kjøretiden, teste denne på Poisson0, måle tiden 
det tar i forhold til MODE=opt. For så å sette i gang en ny test med andre parametere, og så 
videre. 
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Tillegg 
A Ruby for Python-programmerere 
 
Dette kapittelet er ment som en introduksjon til Ruby for de som er vant til å programmere i 
Python. Noen av eksemplene er hentet fra [31, 32]. 
 
A.1.1 Kort historie om Ruby 
 
Yukihiro Matsumoto, a.k.a. Matz, fra Japan ønsket i 1993 å lage et objekt-orientert 
skriptespråk som var mer kraftfullt enn Perl og mer objektorientert enn Python. Matz hadde 
spøkt med en kamerat om at prosjektet burde ha et navn oppkalt etter en edelstein slik som 
Perl og havnet da opp med Ruby oppkalt etter den røde edelsteinen. 24 februar 1993 startet 
utviklingen av Ruby, og allerede sommeren samme året kunne han kjøre ”hello world”. Den 
første alfa versjonen ble sluppet i desember 1994 [33]. Ruby ble sluppet på markedet i 1995, 
og er per dags dato mer populært enn Python i Japan. Det kom ikke ut engelsk dokumentasjon 
før i 1997, og det ble ikke gjort forsøk på å reklamere for Ruby før sent i 1998 når ruby-
talk mailing list [34] ble startet. Dette er nok en grunn til at språket ikke er så godt 
kjent utenfor Japan. Nå finnes det flere gode Ruby-bøker på engelsk, den nyeste heter 
Programming Ruby The Pragmatic Programmers’ Guide [6]. Ruby er en 
smeltedigel av det beste32 fra Perl, Python, Smalltalk og CLU. Syntaksen er tradisjonell, 
vanlig og kan sammenlignes med f. eks Smalltalk. 
 
A.1.2 GC 
 
Ruby har en Garbage Collector (GC), modulen Mark and sweep [35] er et 
grensesnitt til denne. Noen av de underliggende metodene er også tilgjenglig via 
ObjectSpace -modulen. GC- modulen sine metoder er henholdsvis disable, enable 
og start, samt instanse-metoden garbage_collect. ObjectSpace-modulen gir deg 
tilgang på å traversere alle eksisterende objekter ved bruk av en iterator. Denne modulen 
gir deg også tilgang på object finalizers, som er prosesser som blir kalt like før et 
spesifikt objekt skal ødelegges av GC.  
GC fungerer på følgende måte: 
 
1. Ruby itererer over alle referansene, og definerer rotsettet og kaller rb_gc_mark på 
disse referansene. 
2. Objektene som mottar markering, kaller rb_gc_mark rekursivt på alle referansene 
de vet om. 
3. Ruby itererer over alle objekter. 
4. Objekter som ikke har mottatt markering blir slettet. 
 
 
                                                 
32 I forfatterens øyne. 
A.1.3 Blocks and Closures 
 
En av hovedargumentene til Rubyister for valget av nettopp Ruby som skriptespråk er at det 
har ”Blocks and closures” [36]. ”Blocks” er i prinsippet navnløse funksjoner, som 
lambda i språkene Lisp og Python. En Block er en kodebit som kan motta argumenter og 
returnere en verdi. En Block holder også tak i den omliggende konteksten og bindingen, som 
betyr at lokale variable er tilgjengelig i  block-koden noe som gjør den perfekt til callback, f. 
eks i grafiske grensesnitt. ”Blocks” er designet for løkke abstraksjon. Den mest 
grunnleggende bruken er å la deg definere din egen måte for å iterere over alle enhetene. Vi 
kan lage en Closure av en block. En Closure er en navnløs funksjon på samme måte som 
det blir gjort i Lisp. Man kan sende rundt en navnløs funksjon objekt [37], som er 
closure, til en annen metode for å påvirke oppførselen på metoden. 
 
A.1.4 Arv 
 
Noen objektorienterte språk som for eksempel C++ støtter multippel arv, og en klasse kan 
arve mer enn en klasse og funksjonaliteten til denne, noe som kan bli svært så uoversiktelig 
tross nytten i denne løsningen. Grunnen til at det kan oppstå problemer er at dersom en klasse 
kan arve fra flere klasser, så er det fare for navn-konflikt blant annet. Andre språk som f. eks 
Java og C# støtter enkel arv, noe som innebærer at en klasse bare kan ha en umiddelbar 
forelder. Dette er renere måte å gjøre det på samt at det er enklere å implementere. Ruby tilbyr 
et interessant og kraftig kompromiss, noe som gir deg både den enkle måten, og den litt mer 
kompliserte måten: en Ruby klasse har bare en direkte forelder, men har muligheten til å 
inkludere funksjonaliteten til hvor mange mixins [A.1.5] det skulle være behov for. Dette 
innebærer at man får tilgang til en kontrollert multippel-lignende arv uten noen av ulempene 
med enkel arv, eller multippel arv som beskrevet over. 
 
A.1.5 Moduler og mixins 
 
Moduler er en måte å gruppere sammen metoder, klasser og konstanter, og gir deg to nyttige 
funksjonaliteter: 
 
- Hindrer navnkonflikter. 
- Gir deg mulighet til mixin egenskap. 
- Slipper å kode den samme tingen mange ganger. 
 
 Eksempelet i [6] side 118 viser hva som er vitsen med navnerom. 
 
 
 
 
 
 
 
 
 
 
module Trig 
  PI = 3.141592654 
  def Trig.sin(x) 
    # … 
  end 
  def Trig.cos(x) 
    # … 
  end 
end 
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Innlysende nok blir sin her forbundet med sinus, og trigonometri. Nå kan vi f. eks ha en 
definisjon av sin som i synd på norsk i samme klasse, siden de ligger i hver sin modul. 
 
 
 
 
 
 
 
 
 
module Moral 
  VERY_BAD = 0 
  BAD = 1 
  def Moral.sin(badness) 
    # … 
  end 
end 
 
Det er mulig å inkludere en modul inne i en klassedefinisjon, og alle modulens instans 
metoder vil være tilgjenglige som metoder i klassen også. De blir mikset inn (mixin). Dette 
vil fungere som multippel arv. Det er meget effektivt, og det er lett å implementere: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
module Greet  
  def good_morning 
    “Good morning #{@name}” # Notasjonen “#{@name}” henter inn @name 
  end 
  def time_is 
    “The date and time is #{@time}” 
  end 
end 
class Name 
  include Greet 
  def initialize(name) 
    @name = name 
  end 
end 
class TTime 
  include Greet 
  def initialize 
    @time = Time.now 
  end 
end 
 
time = TTime.new 
name = Name.new(“Asbjørn”) 
 
 
Kjøreeksempel på dette programmet er: 
 
 
 
 
 
Good morning Asbjørn 
The date and time is Tue Feb 08 13:16:45 CET 2005 
 
Som vist her, så kan modulen Greet her fungere som en superklasse. Vi ser at ved å 
inkludere Greet i klassene Name og TTime33, så blir modulen Greet sin metode 
good_morning og time_is  metoder i klassene. Include fungerer i Ruby som en 
                                                 
33 Bruker TTime siden Time er en makro i Ruby  
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referanse til en modul, og skiller seg fra C sin #include. Dersom flere klasser inkluderer 
samme modulen, så vil de bare peke til samme minneaddressen. 
  
A.1.6 Irb 
 
Interaktivt Ruby shell (irb) benyttes så å si etter de samme prinsippene som i interaktiv 
Python. Forskjellen er at irb ikke er innebygget i Ruby, men et eget Ruby-program. Dette 
gjør irb lett å patche samt lett å leke med. Det som er negativt med denne løsningen er 
at irb må reimplementeres med funksjonalitet som Ruby allerede har, som for eksempel 
egen lexer.  
 
Det er mulig å kjøre Ruby på følgende alternative måte også: 
 
 
 
 
 
 
asbjoert@luthor:~$ruby 
puts ”Hallo Verden” 
^D 
Hallo Verden 
 
Det er ikke hensiktsmessig å programmere i Ruby på denne måten, men det er mulig. 
 
A.2 Uttrykk og konvensjoner 
 
Ruby: 
-1337.abs 
$name         #global variabel 
@name       #instanse variabel 
@@name    #klasse variabel 
Python: 
abs(-1337) 
global name 
self.name 
classname.name 
 
 
Variabler / metoder: student, i, epsilon, min_variabel. Variabler og metoder 
ser like ut, dette er fordi en variabel kan bli byttet ut med en metode. 
Konstant:  Min_Konstant, PI, R2D2 
   Konstanter kan bare bli definert en gang 
Instans variable: @navn, @min_iv, @dabla 
   Instanse variable kan kun aksesseres fra objektet som eier det. 
Klasse variabel: @@tot_antall, @@ganger 
Klasse variablene tilhører ikke instansene, men til klassen. De eksisterer 
bare en gang  for klassen, og blir delt av alle instansene. En 
klassevariabel må deklareres. 
Globale variable: $min_globale_variabel, $1, $antall 
Bruk av globale variable er ikke å anbefale siden de kan forandres inne 
i alle metoder i klassen. 
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Konvensjoner: 
• Variabler og metoder skrives i snake_case 
• Klasse navn skrives i CamelCase 
• Konstanter skrives i UPPERCASE_ONLY 
 
A.3 Arbeid med strenger i Ruby og Python 
 
• Ruby har spesialiserte string-metoder, som for eksempel chomp og squeeze. 
• Ruby kan bruke regulære uttrykk som argumenter til string metoder. 
• Ruby kan kutte ut tomme paranteser på metodekall. 
 
 
Ruby: 
line = ”/Mp3/A-ha/2.mp3 |3:23| Aha | Take on me \n” 
file, length, name, title = line.chomp.squeeze.split(/\s*\|\s*/) 
#Konverterer time til sekunder og legger til en ny sang 
mins, secs = length.scan(/\d+/) #Leter etter substring med en eller flere heltall 
songs.append Song.new(title, name, mins.to_i*60+secs.to_i)  
 
Python: 
line = ”/Mp3/A-ha/2.mp3 |3:23| Aha | Take on me \n” 
file, length, name, title = [’’.join(t.split())for t in line.split(’|’)] 
mins, secs = length.split(’:’) 
songs.append(Song(title, name, int(mins)*60+int(secs))) 
 
  
Kode A.1 : Et eksempel hentet fra [31] 
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A.4 OO forskjeller 
 
Vises best med et lite eksempel: 
 
Ruby: 
class Bil 
  def initialize 
     @data = [] 
  end 
  def legg_til(bil_del) 
     @data << bil_del     #Eller @data.append(bil_del) 
  end 
  def legg_til_to(bil_del) 
     @data << bil_del << bil_del   
  end 
minbil = Bil.new 
minbil.legg_til(”bildør”) 
minbil.legg_til_to(”vindusvisker”) 
 
Python: 
class Bil: 
   def __init__(self): 
      self.data = [] 
   def legg_til(bil_del)  
      self.data.append(bil_del) 
   def legg_til_to(bil_del) 
      self.legg_til(bil_del) 
      self.legg_til(bil_del) 
minbil = Bil() 
minbil.legg_til(”bildør”) 
minbil.legg_til_to(”vindusvisker”) 
 
 
 
Python kan være inkonsistent i forhold til objektorientering, fordi noen ting i Python er 
funksjoner (abs(-1337), len(liste)) og andre er metoder (liste.sort). Ruby 
går for å være konsistent når det gjelder dette, med ett unntak: print ”Hello World” 
burde vel kanskje blitt skrevet på formen out.print ”Hello World” eller ”Hello 
World”.print (out er output stream). I Python så betyr enkelt fortalt x.y: let 
opp navnet y i dictionary’en av x. I Ruby betyr x.y: send en beskjed med navn y til 
objektet representert med x. Konklusjonen til [38] på forskjellen mellom Python og Ruby er 
marginal, men at Ruby tilbyr en renere syntaks grunnet den objektorienterte modellen. Videre 
konkluderer han med at Python har den fordelen at det eksisterer mange biblioteker som kan 
benyttes, i motsetning til Ruby. Han presiserer også at det er mangelfull dokumentasjon av 
Ruby, noe som i dag ikke lenger stemmer. I dag eksisterer det mer og mer dokumentasjon på 
engelsk, og Ruby er i ferd med å etablere seg i USA og Europa. Grunnen til at dette ikke har 
skjedd før er muligens, som artikkelen påpeker, at det bare har eksistert dokumentasjon på 
Japansk. 
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B Mappestruktur for Rudp03 
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C Kode for Instant 
 
C.1 Instant.rb 
 
# Written by Asbjørn Thorsen, with inspiration from Magne Westlie 
#!/usr/bin/ruby 
 
class InstantSWIG 
  @@VERBOSE = 1 
  def initialize 
    @module        = '' 
    @makefile_name = '' 
    @logfile_name  = '' 
    @ifile_name    = '' 
    @SWIGopts      = '-I.' 
    @init_code     = '  //Code for inialisation here' 
    @headers       = [] 
    @sources       = [] 
    @include_dirs  = ['-I.'] 
    @libraries     = [] 
    @library_dirs  = [] 
    @cppargs       = '' 
    @object_files  = [] 
    @srcs          = [] 
    @cppsrcs       = [] 
    @code          = '' 
  end 
   
  def parse_args(dict) 
    #print dict.methods.sort.join("\n") 
    # break 
    print "\nParsing arguments\n" 
    print dict 
     
    dict.each_key { |key| 
      if key == 'code' 
        @code = dict[key] 
      elsif 
        key == 'mmodule' 
        @module = dict[key] 
      elsif 
        key == 'SWIGopts' 
        @SWIGopts = dict[key] 
      elsif 
        key == 'init_code' 
        @init_code = dict[key] 
      elsif 
        key == 'sources' 
        @sources = dict[key] 
      elsif 
        key == 'headers' 
        @headers = dict[key] 
      elsif 
        key == 'include_dirs' 
        @include_dirs = dict[key] 
      elsif 
        key == 'libraries' 
        @libraries = dict[key] 
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      elsif 
        key == 'library_dirs' 
        @library_dirs = dict[key] 
      elsif 
        key == 'cppargs' 
        @cppargs = dict[key] 
      elsif 
        key == 'object_files' 
        @object_files = dict[key] 
      end 
    }#end each 
     
     
    @sources.each do |i| 
      ext = File.extname(i) 
      if ext=='.cpp' 
        @cppsrcs << i 
      elsif 
        ext=='.c' 
        @srcs << i 
      else 
        print "Source must have .c or .cpp suffix!\n" 
        print "This is not the case for #{file}" 
        return 1 
      end 
    end 
  end 
 
  def create_extention(args) 
    print "\nCreating extention\n" 
     
    parse_args(args) 
     
    @makefile_name = "#{@module}.mak" 
    @logfile_name  = "#{@module}.log" 
    @ifile_name    = "#{@module}.i" 
     
    generate_Interfacefile 
    generate_Makefile 
     
    if File.exist?(@makefile_name) 
      print "\nCleaning up\n" 
      %x{make -f #{@makefile_name} clean} 
    end 
     
    #debug # Uncomment for debug 
    #clean 
    print "make -f #{@makefile_name} &> #{@logfile_name}\n" 
    %x{make -f #{@makefile_name} &> #{@logfile_name}} 
     
    if @@VERBOSE == 9 
      File.delete(@logfile_name) 
    end 
    print "\nCreating extention Done...\n" 
     
  end 
   
  def debug 
    print "DEBUG CODE:\n" 
    print "\n<<code>> #{@code}\n" 
    print "\n<<mmodule>> #{@module}\n" 
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    print "\n<<SWIGopts>> #{@SWIGopts}\n" 
    print "\n<<init_code>> #{@init_code}\n" 
    print "\n<<headers>> #{@headers}\n" 
    print "\n<<include_dirs>> #{@include_dirs}\n" 
    print "\n<<sources>> #{@sources}\n" 
    print "\n<<srcs>> #{@srcs}\n" 
    print "\n<<cppsrcs>> #{@cppsrcs}\n" 
    print "\n<<cppargs>> #{@cppargs}\n" 
  end 
   
  def clean 
    a = ["#{@module}.log", 
      "#{@module}.i", 
      "#{@module}.mak", 
      "#{@module}.so"] 
    a.each do |file| 
      if File.exist?(file) 
        File.delete(file) 
        print "\nDeleted %s\n"%file 
      end 
    end 
  end 
   
  def generate_Interfacefile 
    if @@VERBOSE > 0 
      puts "Generating interface file #{@ifile_name}" 
    end 
 
    re = /^.*\)/ 
    func_name = re.match(@code) 
    f = File.open(@ifile_name, 'w') 
    f.write(""" 
%module #{@module} 
%{ 
""") 
     
    @headers.each do |header| 
      f.write("   #include <%s>\n" % header) 
    end 
 
    f.write(""" 
#include <iostream> 
 
#{@code} 
 
%} 
 
%init%{ 
#{@init_code} 
%} 
 
#{func_name}; 
""") 
    f.close 
    if @@VERBOSE > 0 
      puts "\nDone\n" 
    end 
    re = /\w+\(/ 
    name = re.match(@code) 
    name = name.to_s.chop 
    return name 
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    print "\nGenerating Interfacefile Done..\n" 
  end 
   
  def generate_Makefile 
    print "\nCreating Makefile\n" 
    f = File.open(@makefile_name,'w') 
    f.write(""" 
LIBS = #{@libraries.to_s} 
LDPATH =  
 
FLAGS = #{@cppargs} 
 
SWIG       = SWIG  
SWIGOPT    = #{@SWIGopts} 
INTERFACE  = #{@ifile_name} 
TARGET     = #{@module} 
INCLUDES   =  
 
SWIGMAKEFILE = $(SWIGSRC)/Examples/Makefile 
 
ruby:: 
 $(MAKE) -f '$(SWIGMAKEFILE)' INTERFACE='$(INTERFACE)' \\ 
 SWIG='$(SWIG)' SWIGOPT='$(SWIGOPT)'  \\ 
        SRCS='#{@srcs.to_s}' \\ 
        CPPSRCS='#{@cppsrcs.to_s}' \\ 
 INCLUDES='$(INCLUDES) #{@include_dirs.to_s}' \\ 
        LIBS='$(LIBS) #{@library_dirs.to_s}' \\ 
        CFLAGS='$(CFLAGS) $(FLAGS)' \\ 
        TARGET='$(TARGET)' \\ 
 ruby_cpp 
 
clean:: 
 rm -f *wrap* *.o $(OBJ_FILES)  *~ 
""") 
    f.close 
     
    if @@VERBOSE > 0 
      puts "Makefile #{$makefile_name} generated" 
    end 
    print "\nMakefile created\n" 
  end 
 
  def interface(args) 
    blapp = InstantSWIG.new 
    blapp.create_extention(args) 
  end 
end 
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C.2 testen.mak 
 
# Written by Asbjørn Thorsen 
LIBS = -lfoo -lbar 
LDPATH =  
 
FLAGS = -DINSTANT=1 
 
SWIG       = SWIG  
SWIGOPT    = -c++ 
INTERFACE  = testen.i 
TARGET     = testen 
INCLUDES   =  
 
SWIGMAKEFILE = $(SWIGSRC)/Examples/Makefile 
 
ruby:: 
 $(MAKE) -f '$(SWIGMAKEFILE)' INTERFACE='$(INTERFACE)' \ 
 SWIG='$(SWIG)' SWIGOPT='$(SWIGOPT)'  \ 
        SRCS='' \ 
        CPPSRCS='hw.cpp' \ 
 INCLUDES='$(INCLUDES) -I.' \ 
        LIBS='$(LIBS) -L.' \ 
        CFLAGS='$(CFLAGS) $(FLAGS)' \ 
        TARGET='$(TARGET)' \ 
 ruby_cpp 
 
clean:: 
 rm -f *wrap* *.o $(OBJ_FILES)  *~ 
 
C.3 testen.i 
 
# Written by Asbjørn Thorsen 
 
%module testen 
%{ 
#include <hw.h> 
#include <iostream> 
double a(double num){ 
   std::cout << "Sin("<<num<<")="<<sin(num)<<std::endl; 
} 
%} 
%init%{ 
if(INSTANT==1){printf("An Instant Ruby Extension works\n");} 
%} 
double a(double num); 
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C.4 testen.log 
 
# Written by Asbjørn Thorsen 
make -f '/software/src/SWIG-1.3.24/Examples/Makefile' INTERFACE='testen.i' 
\ 
SWIG='SWIG ' SWIGOPT='-c++'  \ 
        SRCS='' \ 
        CPPSRCS='hw.cpp' \ 
INCLUDES=' -I.' \ 
        LIBS='-lfoo -lbar -L.' \ 
        CFLAGS=' -DINSTANT=1' \ 
        TARGET='testen' \ 
ruby_cpp 
make[1]: Entering directory `/home/asbjoert/work/ruby_instant/instant' 
SWIG  -c++ -ruby -c++ testen.i 
g++ -c -fpic -DINSTANT=1 -fPIC -DHAVE_CONFIG_H testen_wrap.cxx   -I. -
I/software/lib/ruby/1.8/i686-linux 
g++ -shared    testen_wrap.o  -lfoo -lbar -L.  -o testen.so 
make[1]: Leaving directory `/home/asbjoert/work/ruby_instant/instant' 
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D Poisson0 med Instant og Integrands 
 
# Written by Asbjørn Thorsen after inspiration from Kent 
# Andre Mardal and Magne Westlie. 
 
#!/usr/bin/ruby 
 
require 'instant' 
require 'benchmark' 
include Benchmark 
 
b = InstantSWIG.new 
 
b.interface('code'=>' 
void integrands_inline(ElmMatVec& elmat,const FiniteElement& fe) 
{ 
 const real detJxW = fe.detJxW();     // Jacobian * intgr. weight 
  // find the global coord. xy of the current integration point: 
  Ptv(real) xy = fe.getGlobalEvalPt(); 
  //  const real x = xy(1);  const real y = xy(2);   // 2D specific 
  const real f_value = 1.0;                   // 2D specific 
  const real k_value = 2.0;                  // 2D specific 
  int i,j; 
 
 
  const int nbf = fe.getNoBasisFunc(); // = no of nodes in element 
 
  for (i = 1; i <= nbf; i++) { 
    for (j = 1; j <= nbf; j++) { 
      elmat.A(i,j) += k_value*(fe.dN(i,1)*fe.dN(j,1) // 2D specific 
                             + fe.dN(i,2)*fe.dN(j,2))*detJxW; 
    } 
    elmat.b(i) += fe.N(i)*f_value*detJxW; 
  } 
 
 
}', 
            'headers'=>['FEM.h'], 
            'include_dirs'=>['/home/asbjoert/diffpack/dp/include/', 
              '/home/asbjoert/diffpack/bt/include', 
              '/home/asbjoert/diffpack/la/include'], 
 
            'libraries'=>['-ldpU','-ldpK','-llineq','-larr3', 
              '-larr2','-lbt2','-larr1','-lf2c','-lm','-ldl','-L.', 
              '-L/usr/X11R6/lib/','-L/usr/src/linux/include/linux/'], 
 
            'library_dirs'=>['/home/asbjoert/diffpack/bt/lib/Linux/opt', 
              '/home/asbjoert/diffpack/dp/lib/Linux/opt', 
              '/home/asbjoert/diffpack/la/lib/Linux/opt'], 
 
            'cppargs'=>'-Dgpp_Cplusplus -Wno-deprecated -rdynamic -Wall  -O 
-DPOINTER_ARITHMETIC -DVTK_GRAPHICS  -DNUMT=double') 
 
 
 
require 'poisson0' 
#require 'profile' 
class Poisson0_inline <  Poisson0::FEM 
  def initialize 
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    super() 
  end 
   
  def solveProblem 
    fillEssBC 
    print "Her1\n" 
    makeSystem(@dof.getRef, @lineq.getRef) 
    print "Her2\n" 
    @linsol.fill(0.0) 
    print "Her3\n" 
    @lineq.solve 
    print "Her4\n" 
    @dof.vec2field(@linsol, @u.getRef) 
  end 
   
  def resultReport 
    #Konstanter skal ha uppercase 
    @NNO        = @grid.getNoNodes 
    @LINF_ERROR = 0.0 
    @L1_ERROR   = 0.0 
    @L2_ERROR   = 0.0 
    @ERROR      = 0.0 
    print " node  x-value  y-value   numerical solution      error\n" 
     
    #    print @u.getRef.valueNode.class 
    1.upto(@NNO) do |i| 
      @XC = @grid.getCoor(i,1) 
      @YC = @grid.getCoor(i,2) 
      @ERROR = @XC*(@XC-1)*@YC*(@YC-1)-@u.valueNode(i) 
      printf("\n%4d %8.3f %8.3f  %14g  %14.6e", 
i,@XC,@YC,@u.valueNode(i),@ERROR) 
      @L1_ERROR += @ERROR.abs 
      @L2_ERROR += @ERROR**2 
      if @ERROR.abs > @LINF_ERROR 
        @LINF_ERROR = @ERROR.abs 
      end 
    end 
    @L1_ERROR = @L1_ERROR/@NNO.to_f 
    @L2_ERROR = (@L2_ERROR**2)/@NNO.to_f 
    printf("\n\n\nL1_error =%12.5e,   L2_error =%12.5e, max_error 
=%12.5e\n", 
           @L1_ERROR,@L2_ERROR,@LINF_ERROR) 
  end 
   
  def scan 
    @NX=60; @NY=60; @elm_tp='ElmB4n2D' 
     
    while ARGV.length >= 2 
      option    = ARGV[1];      ARGV.shift 
      if option ==    "-nx" 
        @NX     = ARGV[1].to_i; ARGV.shift 
      elsif option == "-ny" 
        @NY     = ARGV[1].to_i; ARGV.shift 
      elsif option == "-elm" 
        @elm_tp = ARGV[1];      ARGV.shift 
      else 
        print "Unrecognized option #{option }"   
      end 
    end 
     
    @geometry  = Poisson0::Is.new("d=2 [0,1]x[0,1]") 
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    @partition = Poisson0::Is.new("d=2 elm=#{@elm_tp} div:[#{(@NX-
1).to_i},#{(@NY-1).to_i}] gradient:[1,1]") 
 
    @grid      = Poisson0::Handle_GridFE.new 
    @grid.rebind(Poisson0::GridFE.new) 
 
    @p         = Poisson0::PreproBox.new 
    @p.geometryBox.scan(@geometry) 
    @p.partitionBox.scan(@partition) 
    @p.generateMesh(@grid.getRef)  
 
    @u         = Poisson0::Handle_FieldFE.new 
    @u.rebind(Poisson0::FieldFE.new(@grid.getRef,"u")) 
 
    @dof       = Poisson0::Handle_DegFreeFE.new 
    @dof.rebind(Poisson0::DegFreeFE.new(@grid.getRef, 1)) 
 
    @lineq     = Poisson0::Handle_LinEqAdmFE.new 
    @lineq.rebind(Poisson0::LinEqAdmFE.new) 
 
    @linsol    = Poisson0::Vec_double.new  
    @linsol.redim(@grid.getNoNodes) 
 
    @lineq.attach(@linsol) 
  end 
   
  def fillEssBC 
    @dof.initEssBC 
    @NNO = @grid.getNoNodes 
    1.upto(@NNO) do |i| 
      if @grid.boNode(i) 
        x = @grid.getCoor(i) 
        @dof.fillEssBC(i, g(0,0)) #Skal være g(x[0],x[1]) 
      end 
    end 
    @dof.getRef.pprintEssBC(2)   
  end 
   
  def integrands(elmat, fe) 
    require 'instant_swig_module' 
    Instant_swig_module::integrands_inline(elmat, fe) 
  end 
   
  def g(x,y) 
    return 0 
  end 
 
  def f(x,y) 
    return -2*x*(x-1)-2*y*(y-1) 
  end 
 
  def kf(x,y) 
    return 1 
  end 
   
end#Class 
 
 
p = Poisson0_inline.new 
p.scan 
#start klokke 
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#p.solveProblem 
#p.resultReport 
#stopp klokke  
require 'benchmark' 
include Benchmark 
 
LOOP_COUNT = 50 
 
bm(12) do |test| 
  test.report("normal:") do 
    LOOP_COUNT.times do |x| 
      p.solveProblem 
      p.resultReport 
    end 
     
  end 
   
 
end 
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E Poisson0.rb 
 
# Written by Asbjørn Thorsen, inspired by Hans Petter Langtangen`s 
# Poisson0.cpp 
#!/usr/bin/ruby 
 
require 'mPoisson0' 
require 'benchmark' 
include Benchmark 
#require 'profile' 
class Poisson0 <  MPoisson0::FEM 
  def initialize 
    super() 
  end 
   
  def solveProblem 
    fillEssBC 
    makeSystem(@dof.getRef, @lineq.getRef) 
    @linsol.fill(0.0) 
    @lineq.solve 
    @dof.vec2field(@linsol, @u.getRef) 
  end 
   
  def resultReport 
    #Konstanter skal ha uppercase 
    @NNO        = @grid.getNoNodes 
    @LINF_ERROR = 0.0 
    @L1_ERROR   = 0.0 
    @L2_ERROR   = 0.0 
    @ERROR      = 0.0 
    print " node  x-value  y-value   numerical solution      error\n" 
     
    #    print @u.getRef.valueNode.class 
    1.upto(@NNO) do |i| 
      @XC = @grid.getCoor(i,1) 
      @YC = @grid.getCoor(i,2) 
      @ERROR = @XC*(@XC-1)*@YC*(@YC-1)-@u.valueNode(i) 
      printf("\n%4d %8.3f %8.3f  %14g  %14.6e", 
i,@XC,@YC,@u.valueNode(i),@ERROR) 
      @L1_ERROR += @ERROR.abs 
      @L2_ERROR += @ERROR**2 
      if @ERROR.abs > @LINF_ERROR 
        @LINF_ERROR = @ERROR.abs 
      end 
    end 
    @L1_ERROR = @L1_ERROR/@NNO.to_f 
    @L2_ERROR = (@L2_ERROR**2)/@NNO.to_f 
    printf("\n\n\nL1_error =%12.5e,   L2_error =%12.5e, max_error 
=%12.5e\n", 
           @L1_ERROR,@L2_ERROR,@LINF_ERROR) 
  end 
   
  def scan 
    @NX=60; @NY=60; @elm_tp='ElmB4n2D' 
     
    while ARGV.length >= 2 
      option    = ARGV[1];      ARGV.shift 
      if option ==    "-nx" 
        @NX     = ARGV[1].to_i; ARGV.shift 
 83
      elsif option == "-ny" 
        @NY     = ARGV[1].to_i; ARGV.shift 
      elsif option == "-elm" 
        @elm_tp = ARGV[1];      ARGV.shift 
      else 
        print "Unrecognized option #{option }"   
      end 
    end 
     
    @geometry  = MPoisson0::Is.new("d=2 [0,1]x[0,1]") 
    @partition = MPoisson0::Is.new("d=2 elm=#{@elm_tp} div:[#{(@NX-
1).to_i},#{(@NY-1).to_i}] gradient:[1,1]") 
 
    @grid      = MPoisson0::Handle_GridFE.new 
    @grid.rebind(MPoisson0::GridFE.new) 
 
    @p         = MPoisson0::PreproBox.new 
    @p.geometryBox.scan(@geometry) 
    @p.partitionBox.scan(@partition) 
    @p.generateMesh(@grid.getRef)  
 
    @u         = MPoisson0::Handle_FieldFE.new 
    @u.rebind(MPoisson0::FieldFE.new(@grid.getRef,"u")) 
 
    @dof       = MPoisson0::Handle_DegFreeFE.new 
    @dof.rebind(MPoisson0::DegFreeFE.new(@grid.getRef, 1)) 
 
    @lineq     = MPoisson0::Handle_LinEqAdmFE.new 
    @lineq.rebind(MPoisson0::LinEqAdmFE.new) 
 
    @linsol    = MPoisson0::Vec_double.new  
    @linsol.redim(@grid.getNoNodes) 
 
    @lineq.attach(@linsol) 
  end 
 
  def fillEssBC 
    @dof.initEssBC 
    @NNO = @grid.getNoNodes 
    print "@NNOer #{@NNO}\n" 
    1.upto(@NNO+1) do |i| 
      if @grid.boNode(i) 
        x = @grid.getCoor(i) 
        @dof.fillEssBC(i, g(0,0)) #Skal være g(x[0],x[1]) 
      end 
    end 
    @dof.getRef.pprintEssBC(2)   
  end 
   
  def integrands(elmat, fe) 
    print "RUBY Integrands\n" 
    detJxW = fe.detJxW  
    xy     = fe.getGlobalEvalPt 
    x      = xy[0] 
    y      = xy[1] 
    @F_VALUE = f(x,y) 
    @K_VALUE = kf(x,y) 
    @NBF     = fe.getNoBasisFunc 
 
     
    1.upto(@NBF) do |i| 
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      1.upto(@NBF) do |j| 
        @TMP1 = @K_VALUE*(fe.dN(i,1)*fe.dN(j,1) + 
                            fe.dN(i,2)*fe.dN(j,2))*detJxW 
        @TMP2 = @TMP1 + elmat.A.get(i,j) 
        elmat.A.set(i,j,@TMP2) 
      end 
      @TMP1 = fe.N(i)*@F_VALUE*detJxW + elmat.b.get(i) 
      elmat.b.set(i, @TMP1) 
    end 
  end 
   
  def g(x,y) 
    return 0 
  end 
 
  def f(x,y) 
    return -2*x*(x-1)-2*y*(y-1) 
  end 
 
  def kf(x,y) 
    return 1 
  end 
 
   
 
 
end#Class 
 
#Main 
p = Poisson0.new 
p.scan 
#p.solveProblem 
#p.resultReport 
# Ferdig med: 
# scan, solveProblem, resultReport, g, kf, f, fillEssBC 
LOOP_COUNT = 50 
 
bm(12) do |test| 
  test.report("normal:") do 
    LOOP_COUNT.times do |x| 
      p.solveProblem 
      p.resultReport 
    end 
  end 
end 
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F Rudp03 Skript 
F.1 Setup 
 
#!/bin/sh 
# *-*-python-*-* # -*- coding: iso-8859-1 -*- 
# 
# Written by Magne Westlie, and  
# modified by Asbjørn Thorsen 
# 
############################################################# 
 
 
""":"                           
exec python $0 ${1+"$@"} 
"""#" 
 
import sys, os, string 
from checkEnvir import checkEnvir 
 
VERBOSE = '' 
if len(sys.argv) >= 2: 
    if sys.argv[1] == '-v': 
        VERBOSE = '-v' 
 
############################################################## 
####### Check that definitions needed on system is ok: ####### 
############################################################## 
print "Checking system.... ", 
status, message, projroot = checkEnvir() 
print message 
if status: sys.exit(status) 
 
############################################################## 
##### Build directory structure for dpSwig/ruby/rudp0.3 ###### 
############################################################## 
ruby_dir   = projroot + '/ruby' 
rudp03_dir = ruby_dir + '/rudp03' 
if os.system("Mkdir "+rudp03_dir): 
    exit(1) 
 
os.chdir(rudp03_dir) 
 
share_dir    = projroot   + '/share' 
handles_dir  = share_dir  + '/handles' 
etc_dir      = projroot   + '/etc' 
rudp03_dir   = projroot   + '/ruby/rudp03' 
rudp03_swig  = rudp03_dir + '/swig' 
bt_ifs       = share_dir  + '/bt/ifs' 
dp_ifs       = share_dir  + '/dp/ifs' 
la_ifs       = share_dir  + '/la/ifs' 
bt_swig      = rudp03_dir + '/bt/swig' 
dp_swig      = rudp03_dir + '/dp/swig' 
la_swig      = rudp03_dir + '/la/swig' 
 
subdirs      = ['bt','dp','la'] 
 
 
if_dirs   = [bt_ifs, dp_ifs, la_ifs] 
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swig_dirs = [bt_swig, dp_swig, la_swig] 
# all_dirs  = if_dirs + swig_dirs + [rudp03_swig] + [handles_dir] 
 
#Her må jeg lage mappestrukturen i pydp03 
os.chdir(rudp03_dir) 
for dir in subdirs: 
    os.system("Mkdir "+dir) #Lager bt la dp mapper m dp Makeile 
    os.chdir(dir) 
    os.mkdir('swig') 
    os.chdir('swig') 
    if VERBOSE: print 'Entered directory:',os.getcwd() 
    command = "Mk_rudp_SWIGMakefile MODULE=rudp MODE=opt" 
    if VERBOSE: print 'Running',command 
    if os.system(command):  sys.exit(2) 
    os.chdir('../../') 
os.mkdir(rudp03_swig) 
os.chdir(rudp03_swig) 
#Making a swig makefile in this directory 
if VERBOSE: print 'Entered directory:',os.getcwd() 
command = "Mk_rudp_SWIGMakefile MODULE=rudp MODE=opt" 
if VERBOSE: print 'Running',command 
if os.system(command):  sys.exit(2) 
os.chdir(projroot) 
 
######## CONTINUING WITH bt, dp AND la DIRECTORIES: ########## 
 
classdict = {} 
for d in swig_dirs: 
    # dp_part finner ut om det er dp bt eller la vi skal jobbe med 
    dp_part =  d[-7:-5] 
    # Finner ut om det er dp eller la eller .... 
    # Dette for å sette BTR LAR og DPR 
    print '------------------------- ', 
    print '%s ------------------------------' % (dp_part) 
    DP_PART =  string.upper(dp_part) 
    include_dir = os.environ[DP_PART+'R']+'/include' 
    os.chdir(d) 
    print "Changed folder to <"+d+">\n" 
    if VERBOSE: print 'Entered directory:',os.getcwd() 
    # Generating Makefile for each swig-directory: 
    command = "Mk_rudp_SWIGMakefile MODULE=%s MODE=opt" % dp_part 
    print 'Running2',command 
    if os.system(command): 
        sys.exit(2) 
#    print "Sjekk : ",dp_part," ",include_dir 
    command = ("BuildRudp %s -m %s -d %s" % 
               (VERBOSE, dp_part, include_dir)) 
    if VERBOSE: print 'Running3:',command 
 
    status = os.system(command) 
    if status: 
        sys.exit(status) 
 
    # GENERATE compile.sh for pydp-0.3/dp-name/swig 
    f = open('compile.sh','w') 
    cmd = ("""\ 
Make MODE=opt "SWIGOPT=-w302 -w306 -w307 -w314 \ 
-w350 -w351 -w362 -w389 -w401 -w508 -w509 -w510 \ 
-I. -I$PROJ_ROOT/share/%s/ifs " """)% (dp_part)  
    f.write((""" 
    #!/bin/sh -x 
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    if [ $1 == "-c" ]; then 
    %s ruby_objects 
    else 
    %s 
    fi 
    """) % (cmd, cmd)) 
    f.close() 
    os.system('chmod 755 compile.sh') 
    print '  Done' 
 
    os.chdir(projroot) 
 
############################################################## 
#################### GENERATE rudp.i ######################### 
############################################################## 
 
#NBNBNBNBNB 
 
os.chdir(rudp03_swig) 
dpname = 'rudp' 
print 'Generating '+dpname+'.i file...' 
if_file = open((dpname+'.i'), 'w') 
if_file.write(""" 
%%module(\"directors\") %s 
#pragma SWIG nowarn=302 // Identifier 'name' redeclared (ignored). 
#pragma SWIG nowarn=306 // 'identifier' is private in this context. 
#pragma SWIG nowarn=307 // Can't set default argument value (ignored) 
#pragma SWIG nowarn=314 // 'identifier' is a lang keyword. 
#pragma SWIG nowarn=350 // operator new ignored. 
#pragma SWIG nowarn=351 // operator delete ignored. 
#pragma SWIG nowarn=362 // operator= ignored. 
#pragma SWIG nowarn=365 // operator+= ignored. 
#pragma SWIG nowarn=366 // operator-= ignored. 
#pragma SWIG nowarn=367 // operator*= ignored 
#pragma SWIG nowarn=368 // operator/= ignored 
#pragma SWIG nowarn=378 // operator!= ignored 
#pragma SWIG nowarn=389 // operator[] ignored. 
#pragma SWIG nowarn=401 // Nothing known about class 'name'. Ignored. 
#pragma SWIG nowarn=508 // Declaration of 'name' shadows declaration  
    // accessible via operator->() at file:line. 
#pragma SWIG nowarn=509 // Overloaded declaration is shadowed by  
    // declaration at file:line. 
#pragma SWIG nowarn=510 // Friend function 'name' ignored. 
#pragma SWIG nowarn=503 // Can't wrap 'operator <<'unless renamed to a 
valid identifier. 
 
 
 
%%{ 
  #include <initDiffpack.h> 
%%} 
 
%%init%%{ 
  const char* p[] = { \"Calling Diffpack from Ruby\" }; 
  initDiffpack(1,p); 
%%} 
 
%%feature(\"director\") FEM; 
%%include dptypemap.i 
 
// Stuff to ignore in all rudp: 
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// ---------------------------- 
%%ignore operator->;  
 
// Stuff to ignore from dp: 
// ------------------------ 
%%ignore GridLattice::Delta; 
%%ignore Stencil::ok; 
%%ignore AlgebraicContribs::insertEquation; 
 
// Stuff to ignore from la: 
// ------------------------ 
%%ignore LinEqMatrix::getMatTri; 
%%ignore LinEqMatrix::getMatDiag; 
%%ignore NonLinEqSolvers::plotResidualNorm; 
%%ignore LinEqAdm::hasBlocks; 
%%ignore LinEqMatrix::getMatSparse; 
%%ignore NonLinEqSolvers::plotEps; 
 
""" % dpname) 
 
files = ['bt.i','la.i','dp.i'] 
for file in files: 
    filename = '../'+file[:-2]+'/swig/'+file 
    if os.path.isfile(filename): 
        if_file.write("%include "+filename[-4:]+"\n") 
    else: 
        print 'No such file', filename 
#if_file.write("%include HandleClasses.i\n") 
if_file.write("%include class_extends.i\n") 
if_file.close() 
 
############################################################## 
############### GENERATE HandleClasses.i ##################### 
############################################################## 
os.system("ls $handles_dir > tmp.txt") 
f = open("tmp.txt", 'r') 
hclasses = f.readlines() 
f.close() 
os.remove("tmp.txt") 
hc_file = open("HandleClasses.i", "w") 
for hc in hclasses: 
    hc_file.write("%include "+hc) 
hc_file.close() 
 
 
 
############################################################## 
######### GENERATE compile.sh for rudp03/swig ############ 
############################################################## 
f = open('compile.sh','w') 
f.write(""" 
#!/bin/sh -x 
 
Make MODE=opt \"SWIGOPT= -minherit -I. -v \ 
-I../bt/swig -I../../../share/bt/ifs \ 
-I../dp/swig -I../../../share/dp/ifs \ 
-I../la/swig -I../../../share/la/ifs \ 
-I../../../etc \ 
-I../../../share/handles -I." 
#MkPydpLinks 
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echo '--------------------------------------------------------------' 
echo 'The module rudp should now be available anywhere on the system' 
echo '--------------------------------------------------------------' 
 
""")            #" 
f.close()  
 
os.system('chmod 755 compile.sh') 
print '  Done' 
 
 
############################################################## 
######### generate a sort of documentation for pydp ########## 
############################################################## 
import makeDoc 
makeDoc.makeDoc() 
 
############################################################## 
###################  remove tmp-files  ####################### 
############################################################## 
 
print 'rudp should be ready for compilation!\n' 
print 'A sort of a documentation generated in rudp/doc/index.html' 
print '' 
print 'Go to folder \'/ruby/rudp03/swig\' and run \'compile.sh\'' 
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F.2 BuildRudp 
 
#Written by Magne Westlie 
#Modified by Asbjørn Thorsen 
#!/bin/sh 
# *-*-python-*-* # -*- coding: iso-8859-1 -*- 
 
""":"                           
exec python $0 ${1+"$@"} 
"""#" 
 
import sys, os, fnmatch, re, string 
 
VERBOSE = 0 
 
# Funksjon som fjerner blanke foran og bak en streng. 
# strip(streng), for mer oversiktlig kode: 
strip = lambda s: s.lstrip().rstrip() 
 
# Hjelpefunksjon for ryddigere og mer oversiktlig kode 
def verbose(s): 
   if VERBOSE: 
      print s 
 
# Prosesserer filene en for en.  
def process_file(file): 
   verbose('Processing '+file) 
   ptrn = r"^\#include\s*<(\w+\.\w)>" 
   try: 
      f = open(header_dir+'/'+file, 'r') 
   except: 
      print 'Could not open', header_dir+'/'+file 
      return 1 
   while 1: # les linje for linje i fil gitt som argument 
      line = f.readline() 
      if not line: 
         break 
      else: 
         # hvis linjen har en 'include' 
         match = re.search(ptrn, line) 
         if match: 
            incfile = match.group(1) 
            # should the file be processed, if yes check 
            # that it isn't processed allready 
            if headers.has_key(incfile) and headers[incfile] > 0: 
               # calling recursive function 
               process_file(incfile) 
   include_files.append((file[:-2])+'.i') 
   cmd = ("Mk_rudp_SWIGInterface MODULE=%s CLASSES=\"%s\" HANDLEDIR=%s 
FILES=%s" % 
          (file[:-2], 
           (strip(headers[file])), 
           handledir, 
           header_dir+'/'+file) 
          ) 
   verbose(cmd) 
   # kjør Mk_pydp_SWIGInterface på filen 
   status = os.system(cmd) 
   if status: 
      print 'Could not run Mk_pypd_SWIGInterface', status 
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      print os.error 
      sys.exit(1) 
    
   headers[file] = 0 # verdi 0 betyr at filen er ferdig prosessert 
   # returnerer 0 hvis alt gikk bra 
   return 0 
 
 
 
############################################################## 
#########################   MAIN   ########################### 
############################################################## 
 
 
# Argument håndtering: 
status = 0 
while len(sys.argv) >= 2: 
   option = sys.argv[1];          del sys.argv[1] 
   if   option == "-v": # print alle meldinger 
      VERBOSE = 1 
   elif option == "-m": # dp-navn  
      dpname = sys.argv[1];       del sys.argv[1] 
      status += 1 
   elif option == "-d": # hvor header-filen kan finnes 
      header_dir = sys.argv[1];   del sys.argv[1] 
      status += 1 
 
if not status == 2: 
   print "Usage: BuildRudp [-v] -m dpname -d ", 
   print "include-dir [-exc \"exclude-files\"]" 
   print "Example: BuildRudp -m bt -d $BTR/include -exc ", 
   print "\"Handle* MatSimple*\"" 
   sys.exit(-1) 
 
############################################################## 
### Henter filer som skal utelates, fra .dpname_excludes:  ### 
############################################################## 
 
excludes = [] 
exc_file = open(('../../../../etc/'+dpname+'_excludes'), 'r') 
while 1: 
   line = exc_file.readline() 
   if not line: 
      break 
   else: 
      excludes = excludes + string.split(line) 
exc_file.close() 
verbose('Ignorerer filer som matcher:') 
for e in excludes: 
   verbose('- '+e) 
 
############################################################## 
########  LEGG ALLE HEADER-FILER I EN GLOBAL DICT  ########### 
############################################################## 
 
# Det ville sannsynligvis vært bedre hvis denne hashen var  
# bygget opp slik at klassenavn var nøkkel, og filen med 
# klassedefinisjonen var innholdet. Slik kunne man fått et 
# ryddigere system for generering av dokumentasjonen, og ved 
# tillegging av klasser i etc/bt_extras, som da kunne sett ut 
# som: 
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# String DpString.h 
# Is IsOs.h 
# Os IsOs.h 
# ... 
# Gjøre dette senere. 
 
headers = {} # den globale hashen med filer 
 
curdir = os.getcwd() # lagrer for senere retur 
os.chdir(header_dir) # gå til include-mappe 
cmd = 'ls *.h | cat > '+curdir+'/tmp.txt' 
if os.system(cmd): 
   print 'Kunne ikke liste opp header-filer' 
   sys.exit(1) 
os.chdir(curdir) 
 
# les tmp.txt og initier hashen 'headers' 
tmp_file = open('tmp.txt','r') 
while 1: 
   headerfile = tmp_file.readline()[:-1] # fjern linjeskift 
   if not headerfile: 
      break 
   else: 
      headers[headerfile] = headerfile[:-2] 
      for ptrn in excludes: 
         if fnmatch.fnmatch(headerfile, ptrn): 
            headers[headerfile] = -1 # da skal filen ikke swigges 
            break 
 
# Hent inn data om filer med flere klasser, eller med klasse- 
# navn ulikt filnavnet. Må gjøres etter at headers er initiert: 
verbose('Ekstra klasse informasjon:') 
ext_file = open(('../../../../etc/'+dpname+'_extras'), 'r') 
while 1: 
   line = string.split(ext_file.readline()) 
   if not line: 
      break 
   else: 
      fname = strip(line[0]) 
      extra_classes = '' 
      for cname in line[1:]: 
         classname = strip(cname) 
         extra_classes = extra_classes +" "+classname 
      headers[fname] = extra_classes 
      verbose('- '+fname+': '+headers[fname]) 
 
 
############################################################## 
################# PROSESSERER HEADER FILER ################### 
############################################################## 
print 'Prosesserer filer ...' 
include_files = [] 
projroot    = os.environ['PROJ_ROOT'] 
handledir   = projroot+"/share/handles" 
share_dir   = projroot+"/share" 
# legg klasser og status (-1 eller klassenavn) i hashen 
docClassDict = {} 
for file in headers.keys(): 
   if headers[file] > 0:          
      status = process_file(file) 
      if status: 
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         if not VERBOSE: 
            print """ 
            Noe gikk galt under prosessering av header-filer. 
            Det kan være sirkulære \"include\" i noen filer. 
            Kjør med -v for mer info. 
            """ 
         else: 
            print 'Feil: Noe gikk galt under prosessering av filer' 
         break 
   docClassDict[file[:-2]] = headers[file] 
 
# fetching files for which Mk_py... found no class: 
noClass_file = open(projroot+"/filesWithNoClass.txt", 'r') 
while 1: 
   line = noClass_file.readline() 
   if not line: 
      break 
   docClassDict[line[:-1]] = -1 # set these to -1, meaning not supported 
noClass_file.close() 
#os.remove(projroot+"/filesWithNoClass.txt") 
 
# Write info about classes to doc: 
doc_classes = open(projroot+"/etc/docclasses.dat", 'a') 
for c in docClassDict.keys(): 
   doc_classes.write(c+"\n"+str(docClassDict[c])+"\n") 
doc_classes.close() 
 
 
print '  Done' 
 
############################################################## 
###################  GENERATE dpname.i  ###################### 
############################################################## 
print 'Generating '+dpname+'.i file...' 
if_file = open((dpname+'.i'), 'w') 
if_file.write(""" 
%%module %s 
%%{ 
  #include <initDiffpack.h> 
%%} 
 
""" % dpname) 
 
for file in include_files: 
   if os.path.isfile(share_dir+'/'+dpname+"/ifs/"+file): 
      if_file.write("%include "+file+"\n") 
 
if_file.write(""" 
/* FOR TESTING THIS PART ONLY, UNCOMMENT THIS! 
%init%{ 
  const char* p[] = { \"Calling Diffpack from Ruby\" }; 
  initDiffpack(1,p); 
%}*/ 
""") 
 
if_file.close() 
 
print '  Done' 
 
########### MARK ON SCREEN THAT BuildRudp IS READY ########### 
print '============================================================' 
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F.3 MkDpSWIGMakefile 
 
#Written by Kent Andre Mardal 
#Modified by Asbjørn Thorsen 
: # *-*-perl-*-* 
  eval 'exec perl -w -S  $0 ${1+"$@"}'  
  if 0;  # if running under some shell 
 
# generate a suitable SWIG Makefile for compiling Diffpack wrappers 
 
die "Usage: MkDpSWIGMakefile MODULE=\"modulename\" [ MODE=\"opt/nopt\" 
DPDIR=\"Diffpack_source_dir\" ]\n"  
  if not @ARGV > 0; 
 
@conf_args = @ARGV; # keeping arguments for generating configure.sh 
while(@ARGV){ 
    $cur_arg = shift @ARGV; 
    @arg = split /=/, $cur_arg; 
    if    ( $arg[0] eq "MODE"  )  {  $mode   = $arg[1];  } 
    elsif ( $arg[0] eq "MODULE")  {  $name   = $arg[1];  }     
    elsif ( $arg[0] eq "DPDIR" )  {  $dpdir  = $arg[1];  } 
} 
die "Usage: MkDpSWIGMakefile MODULE=\"modulename\" [ MODE=\"opt/nopt\" 
DPDIR=\"Diffpack_source_dir\" ]\n"  
  if not defined($name); 
 
# setting default-values: 
if(!defined($mode)) {  $mode  = "nopt";  push (@conf_args, "MODE=nopt");  } 
if(!defined($dpdir)){  $dpdir = "..";    } 
 
die "SWIGSRC environment variable is not set.  
Set it to root of the SWIG source tree.\n" if not exists($ENV{SWIGSRC}); 
 
# first, generate necessary definitions in the Diffpack application's  
# Makefile; this is done my running Make link2dp DPDIR=$dpdir 
# in the Diffpack application directory: 
use Cwd; $swigdir = cwd; 
chdir $dpdir; 
 
$failure = system "Make MODE=$mode link2dp DPDIR=$dpdir > 
$swigdir/DpMakefile.defs"; 
die "Could not run Diffpack's Makefile\n" if $failure; 
 
chdir $swigdir; 
 
# make SWIG-Diffpack makefile: 
$makefile = " 
# include definitions of Diffpack Makefile variables: 
include DpMakefile.defs 
 
# SWIG-specific make variables: 
LIBS = 
LDPATH = 
 
 
SWIG       = swig 
SWIGOPT    = -c++ -minherit -I. -I.. -I\$(NOR)/dp/etc/swig 
\$(DP_INCLUDEDIRS) 
INTERFACE  = $name.i 
TARGET     = ${name} 
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# use the template makefile that was generated by SWIG: 
# SWIG 1.3: 
SWIGMAKEFILE = \$(SWIGSRC)/Examples/Makefile 
 
# Build a Python dynamic module 
# (note that CXXUF=-D... can be used to turn on macros) 
 
# Build a Ruby dynamic module 
# (note that CXXUF=-D... can be used to turn on macros) 
ruby:: 
# checkDpMode.py MODE=\$(MODE) DPDIR=\$(DP_DIR) 
 \$(MAKE) -f '\$(SWIGMAKEFILE)' INTERFACE='\$(INTERFACE)' \\ 
 SWIG='\$(SWIG)' SWIGOPT='\$(SWIGOPT) \$(CXXUF)'  \\ 
 INCLUDES='\$(INCLUDES) -I$dpdir \$(DP_INCLUDEDIRS) -
I\$(SOFTWARE)/lib/ruby/1.8/i686-linux'\\ 
 LIBS='\$(DP_OBJS) \$(DP_LIBS) \$(DP_SYSLIBS) \$(LIBS) \$(DP_LDFLAGS) 
-L\$(SOFTWARE)/lib ' \\ 
 CFLAGS='\$(DP_CXXFLAGS) \$(CXXUF)' TARGET='\$(TARGET)' \\ 
 ruby_cpp 
 
clean:: 
 rm -f *_wrap* *.so *.o \$(OBJ_FILES)  *~ 
 
# dump the C/C++ preprocessor command to be used with Diffpack files: 
dpprepro:: 
 \@echo \$(DP_CXX) \$(DP_CXXFLAGS) \$(CXXUF) -I$dpdir -E -DSWIG 
 
"; 
 
open MAKEFILE, ">Makefile"; 
print MAKEFILE $makefile; 
close MAKEFILE; 
print "Generated DpMakefile.defs and Makefile\n"; 
 
# make it easy to run this script again with the same command-line 
arguments: 
use File::Basename; 
$thisfile = basename $0; 
open RUN, ">configure.sh"; 
print RUN "#!/bin/sh\n"; 
print RUN "# rerun $thisfile on a new platform:\n\n$thisfile @conf_args\n"; 
close RUN; 
chmod 0755, "configure.sh";  # make it executable 
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F.4 MkDpSWIGInterface 
 
# Written by Kent-Andre Mardal 
# *-*-perl-*-* 
  eval 'exec perl -w -S  $0 ${1+"$@"}'  
  if 0;  # if running under some shell 
 
use File::Basename; 
use File::Spec; 
 
sub write_handleclasses{ 
    # Check if file allready exists 
    for(keys %handleclasses){ 
 $fname = $handledir."/".$_.".i"; 
 if(-f $fname){ 
     print $fname." exists\n"; 
 }  
 else { 
     open(HANDLE_FILE, ">$fname") 
       or die "could not open $fname; $!\n"; 
     print HANDLE_FILE "\n\n".$handleclasses{$_}; 
     close HANDLE_FILE; 
 } 
    } 
    # If not: create new file and write handleclass to it 
} 
 
 
sub extract_class_declaration { 
     
    my ($class) = @_; 
    # Get Class_double from file Class_real 
    $real_class = undef; 
    if ($class =~ m/(\w+_)real/){ 
 $real_class = $1."double"; 
    } 
     
    open F, "<tmp.h"; # read file from preprocessor output 
     
    my $filetext = join "", <F>; 
    my $classdeclaration = undef; 
     
    close F; 
     
    # get everything between 'class' and }; 
    # mw: rename Classtype_real to Classtype_double: 
    if (!defined($real_class)){ 
 if ($filetext =~ m/(class\s+$class[:\{\s*][^;]*\n.*?^\};)/ms){ 
     $classdeclaration = $1; 
 } 
    } #  
    else{ 
 # This is done quickly, not intelligent! { 
 if ($filetext =~ m/(class\s+$real_class\s*[^;]*\n.*?^\};)/ms){ 
     $classdeclaration = $1; 
 }  
    } 
    if(!defined($classdeclaration)){ 
 # Then there is no class found, and we return doing nothing 
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 return undef; 
    }    
    #my $tmp_classdecl = ""; 
    while ($classdeclaration =~ m/(Handle_\w+)\s+\w+\.*/gms){ 
 my $handle_class = $1; 
 if ($handle_class =~ m/Complex/){ # Complex causes problems 
      print "Ignoring $handle_class\n"; 
 } 
 elsif ($filetext =~ 
m/(class\s+$handle_class[:{\s*][^;]*\n.*?^\};)/ms){ 
     # Add Handle-class only once. Can occur multiple times 
     if(!defined($handleclasses{$handle_class})){ 
  # $handleclasses_text."\n\n\n".$1; 
                # write_handleclass($handle_class, $1); 
  # Store classname as been added 
  $handleclasses{$handle_class} = $1; 
     } 
 }      
    } 
    #$classdeclaration = $classdeclaration."\n".$tmp_classdecl; 
     
    # mw: enable renaming of Python-keywords: 
    if (defined($classdeclaration) && $classdeclaration  
 =~ m/(void\s+print\s*\(.*\n)/){ $print_found = 1;} 
    if (defined($classdeclaration) && $classdeclaration =~  
 m/(\s+in\s*\(.*\).*\n)/){          $in_found = 1;} 
    if (defined($classdeclaration) && $classdeclaration =~ 
 m/(\s+lambda.*\n)/){           $lambda_found = 1;} 
    if (defined($classdeclaration) && $classdeclaration =~ 
 m/(void\s+del\s*\(.*\n)/){        $del_found = 1;} 
    if (defined($classdeclaration) && $classdeclaration =~ 
 m/(String\s+from\s*\(.*\n)/){    $from_found = 1;} 
    # return the complete text with the class declaration: 
    return $classdeclaration; 
} 
 
 
######################### MAIN ############################# 
 
# To get -DPYINTERFACE  
use Getopt::Std; 
getopt('D'); 
if (defined($opt_D)) {  $Doptions = "-D$opt_D";  }  
else {                  $Doptions = "";          } 
 
while (@ARGV) {  # Added by magnew: 
                 # Modified by asbjoert 
    #    print "Her er argv arrayen",@ARGV; 
    $cur_arg = shift @ARGV; 
    @arg = split /=/, $cur_arg; 
    if    ($arg[0] eq "MODULE" )  { $modulename = $arg[1];          } 
    elsif ($arg[0] eq "CLASSES")  { @classes = split / /, $arg[1];  } 
    elsif ($arg[0] eq "FILES"  )  { 
 @files   = split / /, $arg[1]; 
 #Siden katalogstrukturen er endret, så måtte jeg finne ut om jeg 
 #var i bt, la eller dp. ART 
 $dirname = dirname(File::Spec->canonpath($arg[1])); 
 @dirs = grep { $_ ne '' } File::Spec->splitdir($dirname); 
 $dirname = $dirs[-2] if defined($dirs[-2]); 
    } 
    elsif ($arg[0] eq "HANDLEDIR"){ $handledir = $arg[1];       } 
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} 
 
die "Usage: MkDpSWIGInterface MODULE=name CLASSES=\"A B ...\" 
HANDLEDIR=handles [ FILES=\"A.h ...\"]"  
  if not @classes or not $modulename or not $handledir; 
 
# Files is optional, so have to set value here: 
if (!defined(@files)){ 
    for $class (@classes){ 
 push(@files, $class.".h") 
    } 
} 
 
# for later use, if renaming necessary: 
$print_found = 0;    
$in_found = 0;  
$lambda_found = 0;    
$del_found = 0; 
$from_found = 0; 
 
open F, ">tmp.cpp" or die "Could not open tmp.cpp; $!\n"; 
# For each class in classes: 
for $file (@files){ 
    die "Could not find $file file with declaration of class,  
         neither in . nor in ..\n" 
      if not -f "../$file" and not -f "$file"; 
    print F "#include <$file>\n"; 
} 
close F; 
 
# Run the C/C++ preprocessor to resolve macros etc. 
# Makefile generated by MkDpSWIGMakefile has target dpprepro: 
system "`Make CXXUF='$Doptions -Wno-deprecated' dpprepro` tmp.cpp > tmp.h"; 
 
# fetch handle- and classdeclarations: 
%handleclasses = (); 
%classdeclarations = (); 
for $class (@classes) { 
    $classdeclarations{$class} = extract_class_declaration($class); 
    if (!defined($classdeclarations{$class})){ 
 print "--- No class $class found!\n\n"; 
 # This is only to get the message that no class found to BuildPydp 
 print ""; 
 open(OUTFILE, ">>../../../../filesWithNoClass.txt") 
   || die "Cannot append to noclass.txt $!\n"; 
 print OUTFILE "$class\n"; 
 close(OUTFILE); 
 exit(0); 
    } 
} 
 
#Er i swig directoriet, og må vise vei til alle ifs 
open(INTERFACE, ">../../../../share/$dirname/ifs/$modulename.i") 
  or die "Could not open ../../../../share/$dirname/ifs/$modulename.i"; 
print INTERFACE " 
\%module $modulename 
\%{ 
/* necessary header files to compile the wrapper code: */ 
"; 
for $file (@files) { 
    @tmp = split /\//, $file; 
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    $filename = pop @tmp; 
    print INTERFACE "#include <$filename>\n"; 
} 
print INTERFACE "\%}\n\n"; 
 
# rename statements due to python keywords used in Diffpack 
# added by magnew: 
if ($print_found == 1){ 
    print INTERFACE "\%rename(dp_print) print;\n"; 
} 
if ($in_found == 1){ 
    print INTERFACE "\%rename(dp_in) in;\n"; 
} 
if ($lambda_found == 1){ 
    print INTERFACE "\%rename(dp_lambda) lambda;\n"; 
} 
if ($del_found == 1){ 
    print INTERFACE "\%rename(dp_del) del;\n"; 
} 
if ($from_found == 1){ 
    print INTERFACE "\%rename(dp_from) from;\n"; 
} 
 
 
 
for $class (@classes) { 
    print INTERFACE " 
 
$classdeclarations{$class} 
 
"; 
} 
print "SWIG interface file written to $modulename.i\n"; 
 
write_handleclasses(); 
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F.5 checkEnvir.py 
 
#Written by Magne Westlie 
#Modified by Asbjørn Thorsen 
#!/bin/sh 
""":"                          # *-*-python-*-* 
exec python $0 ${1+"$@"} 
"""#" 
 
import os, sys, string 
def checkEnvir(): 
    # check that PYDP_ROOT is defined 
    try: 
        projroot = os.environ['PROJ_ROOT'] 
    except: 
        return 1, """ 
        Exception: 
        Environment variable \'PROJ_ROOT\' not set! 
        PROJ_ROOT must point to the dpSWIG directory. 
        Please read the dpSWIG/PLEASE_README file 
        """, "NULL" 
 
    # check that PROJ_ROOT/bin is in PATH 
 
    projbin = projroot+"/ruby/bin" 
    path  = os.environ['PATH'] 
    paths = string.split(path, os.pathsep) 
    found = 0 
    for dir in paths: 
        if os.path.isdir(dir): 
            if dir == projbin: 
                found = 1 
                break 
    if not found: 
        return 1, """ 
        You still haven't read dpSWIG/PLEASE_README have you? 
        Please do! 
        """, "NULL" 
     
    return 0, "System ok!", projroot 
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G swigChanges.py 
 
#========================================================================== 
#  
# File: swigChanges.py 
# 
# Created 22.09.2004 
# 
# Author: Asbjorn Reglund Thorsen <asbjoert@ifi.uio.no> 
# 
# Description: 
# 
#========================================================================== 
# 
# This program makes a html file with the changes made for a given 
# scriptinglanguage in SWIG. The reason changes in SWIG is not implemented  
# in the SWIG-doc right away, but listed out at this link: 
#            <http://www.swig.org/Release/CHANGES> 
# This program may be used, distributed and modified without limitation. 
# 
#==========================================================================
== 
 
#!/usr/bin/env python 
 
import os,sys,urllib,re 
     
if len(sys.argv) == 2: 
 
    language = sys.argv[1] 
    changesSWIG = "http://www.swig.org/Release/CHANGES"     
    p =  
re.compile(r"(\d{2}/\d{2}/\d{4}).*?\["+language+"\](.*?)\d{2}/\d{2}/\d{4}",
re.DOTALL) 
 
    os.system('clear') 
    print "The language chosen is <%s>" % language 
    print "" 
    print "Opening url <%s>" % changesSWIG 
    print "" 
 
    sock = urllib.urlopen(changesSWIG) 
    htmlSource = sock.read() 
    sock.close() 
 
    print "Done!" 
 
     
 
    html_file = open(('index.html'), 'w') 
    print "" 
    print "Writing the text to a html file <index.html>" 
    print "" 
 
    html_file.write(""" 
    <html> 
      <body> 
        <center><h1>Oversikt over CHANGES i swig om 
"""+language+"""</h1></center> 
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    <br><br> 
    """) 
     
    iterator = p.finditer(htmlSource) 
    for m in iterator: 
        html_file.write("["+m.group(1)+"]" + "<br>" + 
m.group(2)+"<br><br><hr>") 
    html_file.write(""" 
      </body> 
    </html> 
    """) 
    html_file.close() 
     
    print "You can now run the <index.html> file in your favourite Opera 
browser" 
    print "" 
 
else: 
    if len(sys.argv) < 2 or len(sys.argv)>2: 
        print ("""Usage: 
        For Ruby: 
        python swigChanges.py Ruby 
         
        For Perl: 
        python swigChanges.py Perl 
 
        For Python: 
        python swigChanges.py Python 
        """) 
    sys.exit(1) 
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H Runtest.rb 
 
# Written by Asbjørn Thorsen 
 
#!/usr/bin/ruby 
  
def show_regexp(a, re) 
  if a =~ re 
    print "#{$`}<<#{$&}>>#{$'}\n" 
  else 
    print "no match\n" 
  end 
end 
 
if ARGV.length > 0 
 
  
  @best_time =10000.0 
  File.foreach(ARGV[0]) do |line| 
    if(line =~ /iteration/) 
      ary = line.split(" ") 
       
      pop0 = ary[9].to_f 
      if pop0 <= @best_time 
        @best_time=pop0 
        @iteration = ary[1].chop 
      end 
       
      pop1 = ary[10].to_f 
      if pop1<=@best_time 
        @best_time=pop1 
        @iteration = ary[1].chop 
      end 
       
      pop2 = ary[11].to_f 
      if pop2<=@best_time 
        @best_time=pop2 
        @iteration = ary[1].chop 
      end 
       
      pop3 = ary[12].to_f 
      if pop3<=@best_time 
        @best_time=pop3 
        @iteration = ary[1].chop 
      end 
       
      pop4 = ary[13].to_f 
      if pop4<=@best_time 
        @best_time=pop4 
        @iteration = ary[1].chop 
      end 
    end 
  end 
   
   
else 
  print "Usage: ruby runtest.rb <filename.txt>" 
end 
print "Minste verdien var #{@best_time} og var i iterasjon #{@iteration}\n" 
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