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COMPUTING nth ROOTS IN SL2(k) AND FIBONACCI
POLYNOMIALS
AMIT KULSHRESTHA AND ANUPAM SINGH
Abstract. Let k be a field of characteristic 6= 2. In this paper, we show that com-
puting nth root of an element of the group SL2(k) is equivalent to finding solutions
of certain polynomial equations over the base field k. These polynomials are in two
variables, and their description involves generalised Fibonacci polynomials. As an ap-
plication, we prove some results on surjectivity of word maps over SL2(k). We prove
that the word maps X21X
2
2 and X
4
1X
4
2X
4
3 are surjective on SL2(k) and, with additional
assumption that characteristic 6= 3, the word map X31X
3
2 is surjective.
Further, over finite field Fq, q odd, we show that the proportion of squares and,
similarly, the proportion of conjugacy classes which are square in SL2(Fq), is asymp-
totically 1
2
. More generally, for n ≥ 3, a prime not dividing q but dividing the order
of SL2(Fq), we show that the proportion of n
th powers, and, similarly the proportion
of conjugacy classes which are nth power, in SL2(Fq), is asymptotically
n+1
2n
. This
gives an alternate proof of the result that Xn1 X
n
2 is surjective on SL2(Fq) except for
n = q = 3. We further conclude that for m,n odd primes the word map Xm1 X
n
2 is
surjective on SL2(Fq) except when m = n = q = 3.
1. Introduction
Solving polynomial equations is a fundamental problem in mathematics. In Galois
theory one studies solution of polynomial equations in one variable over a field k. In
general, there is no uniform method to get an exact solution, and one uses analytical
tools to get approximate solutions over reals and complex. We are interested in looking
at equations over a group. In recent times, there is considerable interest in Waring-like
problems in group theory (for example see [LST1, LST2, Ma, Sh] and the references
therein). More specifically, let w(X1,X2, . . . ,Xn) be a free word on n variables. For
a group G, this defines a map w : Gn → G by evaluation. A general question is to
determine the image of this map. A particular case of this problem is to decide when
this map is surjective. More explicitly, we ask the following questions. Fix an element
g ∈ G and a free word w(X1, . . . ,Xn) = X
r1
1 · · ·X
rn
n .
• Determine for what g ∈ G the equation Xr11 · · ·X
rn
n = g has a solution in G.
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• If solutions exist for a particular g, determine some or all of them.
To an interested reader, we refer to the survey articles [BGK, KKP, Sh] on the subject
and the references therein. Because of these excellent sources, we refrain ourselves from
providing detailed background. The words in one variable are also called power maps and
the surjectivity of the power map for semisimple algebraic groups was studied in [Ch, St].
Let g ∈ SL2(k) over a field of characteristic 6= 2. In this paper we study, for what g
a solution of the equation Xn = g exists in the group SL2(k). Further, when solutions
exist, we aim at determining all of them explicitly. We reduce the problem of finding
solutions of Xn = g in SL2(k) to finding simultaneous solution of some polynomial
equations in at most two variables. The main theorem is as follows:
Theorem 1.1. Suppose char(k) 6= 2 and SL2(k) = B
⊔
BnB is the standard Bruhat
decomposition. For g ∈ SL2(k) we consider the equation X
n = g.
(1) Let g = h(α)X12(ψ) where α = ±1. Then,
(a) the equation has a solution in B if and only if the equations
Xn = α, and Sn(α,X)Y − ψX
2(n−1) = 0
have simultaneous solution over k.
(b) The equation has a solution in BnB if and only if ψ = 0, except when n = 2 (in
that case we require additional condition α = −1).
(2) Let g = h(α)X12(ψ) ∈ B and α 6= ±1. Then,
(a) the equation has a solution in B if and only if Xn = α has a solution in k.
(b) The equation has a solution in BnB if and only if either (n, α) = (2, 1), (3,±1), (4,±1)
or for n ≥ 5 the equations
fr−3(X,Y )d − (−1)d(r−1)αXdY d(r−4) = 0, and fr−1(X,Y ) = 0
have simultaneous solutions with Y non-zero, for some d < n such that dr = n.
(3) For g = X12(τ)n(α)X12(ψ) ∈ BnB, the equation has a solution in BnB if and only
if the following equations have simultaneous solution over k:
αfn−1(X,Y ) + (−1)nY n = 0, and,
2αfn−2(X,Y ) + (−1)n−2XY n−2 + (−1)n−1(τ + ψ)Y n−2 = 0.
Further, the equation has no solution in B.
The polynomials Sn(α,X) and the generalised Fibonacci polynomials fr(X,Y ) appearing
above are defined in the sections 4 and 3 respectively. The proof of this theorem is spread
throughout Section 4. This theorem has several applications. We also acknowledge that
using [GAP] we have verified many of our calculations for small order groups.
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1.1. Application to the word maps. As an application of our method, we look at
the words Xr1 ,X
r
1X
r
2 ,X
r
1X
r
2X
r
3 for small values of r = 2, 3, 4 and determine their image.
As an application of our computations, we prove the following result.
Theorem 1.2. Let k be a field of characteristic 6= 2. Then in the group SL2(k),
(1) the word map X21X
2
2 is surjective.
(2) In addition, if we assume char(k) 6= 3, the word map X31X
3
2 is surjective.
(3) The word map X41X
4
2 need not be surjective. However, the word map X
4
1X
4
2X
4
3
is surjective.
Proof of this theorem is spread over many sections and is completed in the Theo-
rems 6.3, 7.2 and 8.5. We emphasize that our method works over any field k. These
results for more general words are known over finite field Fq. In, [LOST, Lu, GM], the
authors proved that the word maps Xr1X
r
2 are surjective when r is a prime power or a
multiple of 6. Further results in this direction specifically for the group SL2 over Fq and
C, have been obtained in papers [BG, BGG, BK, BZ]. In fact, we re-prove some of these
known results for SL2(Fq) as a consequence of our counting formula.
1.2. Application to computing powers over finite fields. Let G be a group and E
a subset of G. Denote En = {xn | x ∈ E} a subset of G. Even though E is a subgroup,
En need not be a subgroup. In finite group theory, one uses character theory to compute
G2 and there are several well-known formula. The proportion of elements in G which are
nth power in G and an asymptotic formula for the same is of interest in combinatorics.
See, for example [Bl, Po], where the authors have computed this for the symmetric group.
As an application to our result we count the number of conjugacy classes in SL2(Fq)
which are nth power, denoted c(n, q), and, count the number of elements in SL2(Fq)
which are nth power, denoted s(n, q).
Theorem 1.3. Let Fq be a finite field of odd characteristic.
(1) The proportion of squares and the proportion of conjugacy classes which are
square in SL2(Fq), both, are asymptotically
1
2 .
(2) Let n ≥ 3 be a prime. The proportion of nth powers and the proportion of
conjugacy classes which are nth powers in SL2(Fq), both, are asymptotically
n+1
2n .
(3) The proportion of fourth powers and the proportion of conjugacy classes which
are fourth power in SL2(Fq), both, are asymptotically
3
8 .
We compute these directly without requiring character theory. Proof of this is in Propo-
sition 6.5, Corollary 8.8 and Theorem 9.4. As an application to our counting we give an
alternate proof to the following known result.
Corollary 1.4. Let Fq be a finite field of odd characteristic and n be a prime. Then
the word map Xn1X
n
2 on the group SL2(Fq) is surjective except for n = q = 3. More
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generally, for m,n odd primes the word map Xm1 X
n
2 on SL2(Fq) is surjective except
when m = n = q = 3.
This is proved in Section 9.
1.3. Application to discrete logarithm problem. In modern computational math-
ematics, one of the key projects is discrete logarithm problem, which explores that given
an element g ∈ G how difficult is to solve Xn = g. The discrete logarithm problem
over a finite field, elliptic curves or matrix groups (see, for example, [MW]) is a basis
to modern cryptography. Our results relate solving the discrete logarithm problem over
the group SL2(Fq) to solving a pair of polynomial equations over the base field Fq. Thus
we hope our work will find application in this subject.
Acknowledgement: The authors would like to thank B. Sury, Indian Statistical
Institute Bangalore for his encouragement during this work.
2. The group SL2(k)
Let k be a field of characteristic 6= 2. In this section we introduce some notation
following the theory of Chevalley groups. Though we do not require this theory here
as most of the computations can be verified by hand, an interested reader can look at
the book by Carter [Ca]. The set B =
{(
a b
a−1
)
| a ∈ k∗, b ∈ k
}
consisting of upper
triangular matrices is said to be the standard Borel subgroup of SL2(k). The set of
all diagonals is a maximal torus and is denoted as T . We denote the diagonal matrices
as h(a) = diag(a, a−1) for a ∈ k∗, and the root generators as X12(t) =
(
1 t
1
)
and
X21(t) =
(
1
t 1
)
for t ∈ k. We follow the convention that a missing entry in a matrix
is 0. Then (see Lemma 6.1.1 in [Ca]),
Proposition 2.1. The group SL2(k) is generated by the set of all root generators
{X12(t1),X21(t2) | t1, t2 ∈ k}.
Define,
n(α) := X12(α)X21(−α
−1)X12(α) =
(
α
−α−1
)
and note that h(a) = n(a)n(−1). To simplify the notation we denote the Weyl group
element n(1) =
(
1
−1
)
simply by n. The Bruhat decomposition in this case is as
follows:
Proposition 2.2. (1) The double coset decomposition of the group SL2(k) with re-
spect to the subgroup B is SL2(k) = B
⊔
BnB.
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(2) The double cosets have group structure induced by the Weyl group. In this case,
the Weyl group is simply Z/2Z.
(3) Every element of B can be written uniquely as h(a)X12(s), where a ∈ k
∗, s ∈ k.
And, every element of BnB has unique expression as X12(t)n(a)X12(s) for some
t, s ∈ k and a ∈ k∗.
For the computations later, we need several commuting relations among the elements we
have defined earlier. We list them here.
Proposition 2.3. With the notation as above,
(1) h(ab) = h(a)h(b), X12(t1+t2) = X12(t1)+X12(t2), X21(t1+t2) = X21(t1)+X21(t2)
and n(α)n(β) = −h(αβ−1).
(2) h(a)X12(t) = X12(a
2t)h(a), X12(t)h(a) = h(a)X12(a
−2t), h(a)X21(t) = X21(a−2t)h(a),
h(a)n(α) = n(aα) = n(a2α)h(a).
(3) n(α)X12(t) = X21(−α
−2t)n(α).
(4) n(a)X12(t)n(a) = X12(−a
2t−1)n(−a2t−1)X12(−a2t−1).
We will make use of these results freely as and when required. For the convenience of
reader we note down multiplication relations as well.
Proposition 2.4. With the notation as above,
(1) h(α1)X12(ψ1).h(α2)X12(ψ2) = h(α1α2)X12(α
−2
2 ψ1 + ψ2).
(2) h(α1)X12(ψ1).X12(τ2)n(α2)X12(ψ2) = X12
(
α21(ψ1 + τ1)
)
n(α1α2)X12(ψ2).
(3) X12(τ1)n(α1)X12(ψ1).X12(τ2)n(α2)X12(ψ2)
=


X12
(
τ1 −
α21
ψ1+τ2
)
n
(
− α1α2ψ1+τ2
)
X12
(
ψ2 −
α22
ψ1+τ2
)
when ψ1 + τ2 6= 0,
h(−a1a2 )X12(
a22
a2
1
τ1 + ψ2) when ψ1 + τ2 = 0.
We also follow the convention that the scalars which are used for n() and h() (such as
a, α) are invertible in k and the elements which are used for X12(), such as s, t, τ, ψ are
in k.
2.1. Conjugacy classes in SL2(Fq). This can be found in many textbooks on repre-
sentation theory of finite groups. The size of the group is q(q2 − 1). In all, there are
q + 4 conjugacy classes. We list them below according to their types.
Central classes: The two elements ±1, represented as h(±1), are in the centre and
form distinct conjugacy classes.
Split regular semisimple classes: These are the diagonal matrices represented
by elements h(a) with a 6= ±1. There are q−32 such conjugacy classes and each conjugacy
class is of size q(q + 1).
Non-semisimple classes: There are 4 such conjugacy classes given by X12(1),
h(−1)X12(−1), X12(ǫ), h(−1)X12(−ǫ) where ǫ is a fixed non-square in Fq. The size
of each conjugacy class is (q−1)(q+1)2 .
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Anisotropic regular semisimple classes: These conjugacy classes are given by the
companion matrix of an irreducible polynomial X2 − δX + 1 of degree 2. Thus, these
classes are represented by the companion matrix n(−1)X12(δ) where δ ∈ Fq satisfying
δ2 − 4 a non-square in the field. There are q−12 such conjugacy classes and each one of
them are of size q(q−1). In Section 9, we present a different perspective to look at these
classes which is useful in counting.
3. Generalised Fibonacci polynomials and nth power
In this section, we define Fibonacci polynomials in two variables which appear in our
study later. Denote u0(X,Y ) = 0, u1(X,Y ) = 1 and define recursively,
ur(X,Y ) = Xur−1(X,Y ) + Y ur−2(X,Y ).
Thus, u2(X,Y ) = X, u3(X,Y ) = X
2+Y , u4(X,Y ) = X
3+2XY and so on. These poly-
nomials have been studied in literature, for example, see [HL] and [ACMS]. We mention
a few interesting properties keeping in mind that these polynomials are in Z[X,Y ].
Proposition 3.1. With the notation as above,
(1) For n ≥ 2, un | um if and only if n | m.
(2) (un, um) = u(n,m). This implies, (un, un+1) = 1.
(3) The polynomials un(X,Y ) is irreducible over Q if and only if n is a prime.
(4) um+n+1 = um+1un+1 + Y umun.
If we put φ(X,Y ) = X+
√
X2+4Y
2 and ψ(X,Y ) =
X−√X2+4Y
2 then
un =
φn − ψn
φ− ψ
.
In our study, we come across the homogeneous version of these polynomials obtained
as follows. Define fn(X,Y ) = un+1(X,−Y
2). Therefore, f−1(X,Y ) = 0, f0(X,Y ) = 1
and recursively,
fr(X,Y ) = Xfr−1(X,Y )− Y 2fr−2(X,Y ).
For example, f1 = X, f2 = X
2 − Y 2, f3 = X
3 − 2XY 2, f4 = X
4 − 3X2Y 2 + Y 4,
f5 = X
5−4X3Y 2+3XY 4, f6 = X
6−5X4Y 2+6X2Y 4−Y 6 and so on. Clearly all these
polynomials belong to Z[X,Y ] and are homogeneous of degree r. In this paper, we refer
to these polynomials fn(X,Y ) as generalised Fibonacci polynomials.
We compute a formula for xn when x ∈ BnB. This formula is, interestingly, related
to generalised Fibonacci polynomials fn(X,Y ) defined above. We formulate this as a
recursive relation in the generic case when the powers are not in B.
Proposition 3.2. Let x = X12(t)n(a)X12(s) be in BnB and suppose x
i belongs to BnB
for all 1 ≤ i ≤ n. Let us denote xi = X12(ti)n(ai)X12(si) where t1 = t, a1 = a and s1 = s.
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Then, xn = X12(tn)n(an)X12(sn) where,
tn = t−
a2
t+ sn−1
, sn = s−
a2
t+ sn−1
, an = −
an−1a
t+ sn−1
.
Proof. We compute,
xn = xn−1.x = X12(tn−1)n(an−1)X12(sn−1).X12(t)n(a)X12(s)
= X12(tn−1).n(an−1).X12(sn−1 + t)n(a)X12(s)
= X12(tn−1)h
(an−1
a
)
.n(a)X12(sn−1 + t)n(a).X12(s)
= X12(tn−1)h
(an−1
a
)
.X12
(
−
a2
t+ sn−1
)
n
(
−
a2
t+ sn−1
)
X12
(
−
a2
t+ sn−1
)
.X12(s)
= X12(tn−1)h
(an−1
a
)
.X12
(
−
a2
t+ sn−1
)
n
(
−
a2
t+ sn−1
)
X12
(
s−
a2
t+ sn−1
)
= X12(tn−1)X12
(
−
a2n−1a
2
a2(t+ sn−1)
)
h
(an−1
a
)
n
(
−
a2
t+ sn−1
)
X12
(
s−
a2
t+ sn−1
)
= X12
(
tn−1 −
a2n−1
t+ sn−1
)
n
(
−
an−1a
t+ sn−1
)
X12
(
s−
a2
t+ sn−1
)
.
The first formula follows by symmetry of computation if we compute x.xn−1. 
Now we rewrite these formulae involving generalised Fibonacci polynomials. To begin
with, t+ s = f1(t+ s, a). Now, note that t + s2 = t +
(
s− a
2
t+s
)
= (t+s)
2−a2
t+s . Thus we
get, (t+ s)(t+ s2) = (t+ s)
2 − a2 = f2(t+ s, a). More generally, we have the following,
Lemma 3.3. With the notation as above, for r ≥ 1,
r∏
i=1
(t+ si) = (t+ s)
r−1∏
i=1
(t+ si)− a
2
r−2∏
i=1
(t+ si) = fr(t+ s, a).
Proof. We already noted that t + s = f1(t + s, a) and (t + s1)(t + s2) = f2(t + s, a).
Thus, if we prove the recursive relation we would have established the second identity.
We note that, for r ≥ 3,
(t+ s)
r−1∏
i=1
(t+ si)− a
2
r−2∏
i=1
(t+ si) =
(
r−1∏
i=1
(t+ si)
)(
(t+ s)−
a2
t+ sr−1
)
=
(
r−1∏
i=1
(t+ si)
)
(t+ sr) =
r∏
i=1
(t+ si).

8 AMIT KULSHRESTHA AND ANUPAM SINGH
Thus, the formulae in Proposition 3.2 can be re-written as follows:
tn = t− a
2 fn−2(t+ s, a)
fn−1(t+ s, a)
,(3.1)
sn = s− a
2 fn−2(t+ s, a)
fn−1(t+ s, a)
,
an = (−1)
n−1 a
n
fn−1(t+ s, a)
where the last equation is obtained inductively as follows
an = −
an−1a
t+ sn−1
= (−1)2
an−2a2
(t+ sn−2)(t+ sn−1)
= · · · = (−1)n−1
an
fn−1(t+ s, a)
.
Now we deal with the case when x ∈ BnB. It can happen that its certain power xr is
in B. We determine this in the following,
Proposition 3.4. Let x = X12(t)n(a)X12(s) ∈ BnB. Then,
(1) f1(t+ s, a), . . . , fr−2(t+ s, a) are all non-zero and fr−1(t+ s, a) = 0 if and only
if x, . . . , xr−1 ∈ BnB and xr ∈ B.
(2) Let r be the smallest power such that xr ∈ B (i.e., xr−1 /∈ B). Then, xn ∈ B if
and only if r | n.
Proof. Let us prove (1) first. Clearly if f1(t + s, a) is not zero, we can compute x
2 by
the formula 3.1 and, hence x2 belongs to BnB. Thus if f1(t + s, a), . . . , fi−1(t + s, a)
all are non-zero, we can compute xi by the formula and hence it belongs to BnB not
in B. For converse, let us assume, f1(t + s, a), . . . , fr−2(t + s, a) are all non-zero and
fr−1(t+ s, a) = 0.
Let us verify this for r = 2 first, i.e., we have f1(t + s, a) = t + s = 0. In this
case, x = X12(t)n(a)X12(−t) = X12(t)n(a)X12(t)
−1 and x2 = X12(t)n(a)2X12(t)−1 = −1.
Thus, x2 ∈ B and xn = (−1)m if n = 2m and xn = (−1)mx if n = 2m+1. Thus xn ∈ B
if and only if n is even.
Now to prove the general case, we note that 0 = fr−1(t+ s, a) = (t+ s)fr−2(t+ s, a)−
a2fr−3(t+ s, a) (Fibonacci relation), gives, (t+ s)fr−2(t+ s, a) = a2fr−3(t+ s, a). Thus,
xr−1 can be computed by the formula 3.1 and tr−1 = t−a2
fr−3(t+s,a)
fr−2(t+s,a)
= t−a2 (t+s)
a2
= −s,
similarly, sr−1 = −t. Thus,
xr = x.xr−1 = X12(t)n(a)X12(s).X12(tr−1)n(ar−1)X12(sr−1)(3.2)
= X12(t)n(a)X12(s).X12(−s)n(ar−1)X12(−t)
= X12(t)n(a)n(ar−1)X12(−t) = X12(t)h(−aa−1r−1)X12(−t)
= h
(
−
a
ar−1
)
X12
((
a2r−1
a2
− 1
)
t
)
which belongs to B.
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To prove (2), if r | n then xn = (xr)
n
r ∈ B. Now suppose xn ∈ B. Since r is smallest
such that xr ∈ B and xi 6∈ B for all i, with 1 ≤ i ≤ r − 1, i.e., xi ∈ BnB. Now write
n = lr +m where 0 ≤ m ≤ r − 1 and then xn = (xr)lxm. Thus, xn ∈ B if and only if
m = 0, which is, if and only if r | n. 
In the next section we use the above to determine if an element of SL2(k) has n
th root.
4. nth root in SL2(k)
Let g be an element of SL2(k) where char(k) 6= 2. We want to solve the equation
Xn = g in SL2(k). We make two separate cases depending on if g is in B or in BnB.
4.1. nth root of elements in Borel. Let g = h(α)X12(ψ) ∈ B and let x ∈ SL2(k) be
a solution of Xn = g. We make two cases separately depending on if x is in B or BnB.
For an element α ∈ k, define the following polynomials, S2m(α,X) = (1 + α)(1 +X
2 +
X4+ · · ·+X2(m−1)) and S2m+1(α,X) = 1+αX+X2+αX3+X4+ · · ·+αX2m−1+X2m.
We remark that S2m(−1,X) = 0.
Proposition 4.1. Let g = h(α)X12(ψ) ∈ B. Consider the equation X
n = g over B.
Then,
(1) for α = ±1 the equation has a solution in B if and only if the equations Xn = α
and Sn(α,X)Y − ψX
2(n−1) = 0 have simultaneous solution over k.
(2) For α 6= ±1, the equation has a solution in B if and only if Xn = α has a
solution in k.
Proof. Let x = h(a)X12(t) ∈ B be a root of X
n = g. Let us compute using formulae
in Proposition 2.3, x2 = h(a2)X12((1 + a
−2)t), x3 = h(a3)X12((1 + a−2 + a−4)t) and
inductively, xn = h(an)X12((1 + a
−2 + a−4 + · · · + a−2(n−1))t). Thus xn = g gives two
equations,
an = α, (1 + a−2 + a−4 + · · ·+ a−2(n−1))t = ψ.
Clearly to show that the solution x exists we need to solve these two equations for a and
t.
In case of (1), the equations are an = 1 and (1+ a−2+ a−4+ · · ·+ a−2(n−1))t = ψ. By
multiplying the second equation with a−2(n−1) we get the required formula.
In case of (2), by multiplying with a−2 to the second equation and subtracting with
itself we get (1 − a−2n)t = (1 − a−2)ψ. Thus to get a we need to solve the equation
Xn = α over k and to get t we need to make sure a−2n 6= 1, i.e., α2 6= 1. Conversely,
the solution x = h(a)X12(t) is determined by the root a
n = α provided a2n 6= 1 and
t =
(
1−a−2
1−a−2n
)
ψ. 
Now, we deal with the case if solution x comes from BnB. First, we deal with some
small order cases.
10 AMIT KULSHRESTHA AND ANUPAM SINGH
Proposition 4.2. Let g = h(α)X12(ψ) ∈ B. Then,
(1) the equation X2 = g has a solution in BnB if and only if g = −1. Further the
solutions are of the form x = X12(t)n(a)X12(−t).
(2) The equation X3 = g has a solution in BnB if and only if g = ±1. Further the
solutions are of the form x = X12(a− s)n(a)X12(s) or X12(−a− s)n(a)X12(s).
(3) The equation X4 = g has a solution in BnB if and only if g = ±1. The solutions
for g = 1 come from that of X2 = −1 in BnB. The equation X4 = −1 has a
solution if and only if X2 − 2Y 2 = 0 has a solution over k with Y 6= 0. And, the
solutions are of the form X12(t)n(a)X12(−t+ γa) where γ
2 = 2.
Proof. We begin with proving (1). Let x = X12(t)n(a)X12(s) ∈ BnB be such that
x2 ∈ B. For this it follows from Proposition 3.4 that f1(t + s, a) = t + s = 0. Hence
x = X12(t)n(a)X12(−t) = X12(t)n(a)X12(t)
−1 and x2 = −1.
For (2), if x3 ∈ B we must have f1(t+s, a) = t+s 6= 0 and f2(t+s, a) = (t+s)
2−a2 = 0.
And x3 = h
(
− aa2
)
X12
((
a22
a2 − 1
)
t
)
= h
(
t+s
a
)
X12
((
a2
(t+s)2 − 1
)
t
)
= h(±1) = ±1 since
a2 = −
a2
t+s .
For (3), if x4 ∈ B, we make two cases, first when x2 ∈ B. From part (1), this
happens when x2 = −1 and that would give x4 = 1. These solutions are conjugates
of n(a). The second case is when x2 6∈ B, thus we have f1(t + s, a) = t + s 6= 0,
f2(t + s, a) = (t + s)
2 − a2 6= 0 and f3(t + s, a) = (t + s)
3 − 2(t + s)a2 = 0. The last
equation gives that (t+s)2−2a2 = 0. Now using the formula a3 =
a3
(t+s)2−a2 =
a3
2a2−a2 = a,
we compute x4 = h
(
− aa3
)
X12
((
a2
3
a2
− 1
)
t
)
= h (−1) = −1. Thus the solution exists
only if g = ±1. We also note that, in the case g = −1, the solution exists if and only if
f3 = 0 which is equivalent to having solutions of X
2 − 2Y 2 = 0. 
Proposition 4.3. Let g = h(α)X12(ψ) ∈ B and n ≥ 5.
(1) When α 6= ±1 the equation Xn = g has a solution in BnB if and only if the
equations fr−3(X,Y )d − (−1)d(r−1)αXdY d(r−4) = 0 and fr−1(X,Y ) = 0 have
simultaneous solutions with Y non-zero, for some d < n such that dr = n.
(2) When α = ±1 the equation Xn = g has a solution in BnB if and only if ψ = 0.
In which case the solutions are of the form X12(t)n(a)X12(γ − t) where γ and a
are solutions of the equations
fr−3(X,Y )d − (−1)d(r−1)αXdY d(r−4) = 0, and fr−1(X,Y ) = 0
with Y non-zero, for some d < n such that dr = n.
Proof. Let x = X12(t)n(a)X12(s) be a solution of X
n = g. Then xn = g ∈ B. Thus from
Proposition 3.4 there exists (smallest) r such that r | n and xr ∈ B. Write n = rd. Now
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using the formula in the proof of same Proposition we have,
xn = (xr)d =
(
h
(
−
a
ar−1
)
X12
((
a2r−1
a2
− 1
)
t
))d
= h
((
−
a
ar−1
)d)
X12
(
(1 +A+A2 + · · · +Ad−1)(A− 1)t
)
= h
((
−
a
ar−1
)d)
X12
(
(Ad − 1)t
)
where A =
(ar−1
a
)2
. Equating this with g we get
(
− aar−1
)d
= α and (Ad − 1)t = ψ.
That is, α2 = A−d and hence (α−2 − 1)t = ψ. Now using the formula for ar−1 in terms
of Fibonacci polynomials and noting that fr−1 = 0 we get
(
− aar−1
)
= (−1)r−1 fr−3
(t+s)ar−4
.
Raising to the power d we get the required equation.
Now, to prove (1) we get the two equations as above. To prove the converse we need
to determine t. But this is clear as α2 6= 1.
To prove (2), we note that xn = h
((
− aar−1
)d)
since α2 = 1. The rest of the proof
as stated earlier. 
4.2. nth root of elements in BnB. Let g = X12(τ)n(α)X12(ψ) ∈ BnB and let x ∈
SL2(k) be a solution of X
n = g. Since B is a subgroup the solution x can not belong to
B. We prove the following,
Proposition 4.4. For g = X12(τ)n(α)X12(ψ) ∈ BnB, the equation X
n = g has a
solution in SL2(k) if and only if the following equations have solution over k:
(1) 2αfn−2(X,Y ) + (−1)n−2XY n−2 + (−1)n−1(τ + ψ)Y n−2 = 0, and,
(2) αfn−1(X,Y ) + (−1)nY n = 0
where fn(X,Y ) denotes the generalised Fibonacci polynomials.
Proof. Let x = X12(t)n(a)X12(s) be a solution, i.e., x
n = g. Thus we get tn = τ , sn = ψ
and an = α. Using the formulae 3.1 we get the following:
τ = t− a2
fn−2(t+ s, a)
fn−1(t+ s, a)
,(4.1)
ψ = s− a2
fn−2(t+ s, a)
fn−1(t+ s, a)
,
α = (−1)n−1
an
fn−1(t+ s, a)
We add the first two equations and substitute X = t+ s and Y = a, to get,
τ + ψ = X − 2Y 2
fn−2(X,Y )
fn−1(X,Y )
.
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The last equation becomes αfn−1(X,Y ) + (−1)nY n = 0 which is the second required
equation in the theorem. Now we substitute this and get,
τ + ψ = X − (−1)n−12Y 2
fn−2(X,Y )α
Y n
which is the required first equation.
For converse, let T and a be a solution to the equations. That is we know, t+ s = T
and a. We need to show existence of t, s and a, so that xn = g. Then the second equation
gives, fn−1(t+ s, a) = (−1)n−1 a
n
α . And the first equation gives fn−2(t+ s, a) and hence
we can determine t and s separately. 
In general it is difficult to separate out the variables X and Y from above equations.
However, for n = 2, 3 and 4 we can do better and reduce these equations to simpler
equations. This we discuss in the following sections. Now we apply our results obtained
so far to compute powers.
5. Counting nth powers in B
In this section, we want to determine the set of nth powers, Bn, of elements in the
Borel B. We recall the relevant results from previous section.
Theorem 5.1. Let g = h(α)X12(ψ) ∈ B and p be the characteristic of field k (define
p = 1 when characteristic is 0). Consider the equation Xn = g over B. Then,
(1) Xn = X12(ψ) with ψ 6= 0 has a solution in B if and only if (n, p) = 1.
(2) Xn = −X12(ψ) with ψ 6= 0 has a solution in B if and only if n is odd and
(n, p) = 1.
(3) For α 6= ±1, the equation has a solution in B if and only if Xn = α has a
solution in k.
Proof. To prove (1), if (n, p) = 1 the solution is X12
(
ψ
n
)
. Now let us assume (n, p) > 1,
i.e., n = 0 in the field k. Then, the solution x = h(a)X12(t) corresponds to the solution
of equations an = 1 and (1 + a−2 + a−4 + · · · + a−2(n−1))t = ψ. First let us assume
n = 2m is even. The obvious solution a = ±1 will give ψ = 0, a contradiction. Now
suppose a 6= ±1, then 1 + a2 + a4 + · · · + a2(m−1) = 0. Yet again, this implies ψ = 0, a
contradiction. That is, there is no solution in this case.
For the proof of (2), when n is odd and (n, p) = 1, the solution is −X12
(
ψ
n
)
. When
n is even, the equations an = −1 after substitution in the equation (1 + a−2 + a−4 +
· · · + a−2(n−1))t = ψ, implies ψ = 0. In case, n is odd but (n, p) > 1 the solution
corresponding to a = −1 forces ψ = 0, else if a 6= 1, the equation an = −1 gives
1 + a−2 + a−4 + · · ·+ a−2(n−1) = 0. Which, yet again, implies ψ = 0. 
We remark that Xn = 1 always has the trivial solution 1 itself. And, Xn = −1 has
trivial solution −1 when n is odd. However, the solution of Xn = −1 in B, when n is
COMPUTING nth ROOTS IN SL2(k) AND FIBONACCI POLYNOMIALS 13
even, depends on whether or not the equation Xn = −1 has a solution over the field k.
Hence assuming char(k) 6= 2,
B2 ⊃ {X12(ψ), h(α)X12(τ) | ±1 6= α ∈ k
∗2, ψ, τ ∈ k}.
An immediate consequence of this is,
Corollary 5.2. Let k be a quadratically closed field (of characteristic 6= 2). Then, the
word map X2 on B is not surjective. However, the word map X21X
2
2 is surjective.
Proof. Since the field is quadratically closed, all diagonals are square. Thus, from above
description it is clear that all elements of B for α 6= ±1 are square. Since characteristic of
field is 6= 2, the elements of the form X12(ψ) and −1 are also squares. But the elements
−X12(ψ) for ψ 6= 0 are not square. However, we can write −X12(ψ) = −1.X12(ψ) where
both −1 and X12(ψ) are square from Theorem 5.1. 
Now we work over finite field Fq. We begin with recording the following well known
statement.
Proposition 5.3. A non-zero element a ∈ Fq is an n
th power in Fq if and only if
a(q−1)/d = 1, where d = (q − 1, n). Hence, there are exactly q−1d + 1 many n
th powers in
Fq (including 0).
Now, we introduce some notation. We denote by Mr the number of elements of the form
x12(s) which are an r
th power in B. Then from Theorem 5.1, it follows that Mr = q if
(r, q) = 1 andMr = 1 otherwise. Let M
−
r be the number of elements of the form −x12(s)
which are an rth power in B. Then again by Theorem 5.1, we get the value of M−r as
follows:
(q, n) = 1 (q, n) 6= 1
n odd q 1
n even ǫ ǫ
where ǫ = 1 if −1 is a square in the field k, and 0 otherwise. We denote by Nr,q,
the number of elements in Fq that are r
th powers. It follows from Proposition 5.3 that
Nr,q =
q−1
d + 1, where d = (r, q − 1). Now we prove the following,
Theorem 5.4. The number of elements in B over Fq that are n
th power in B is (Nn,q−
3)q +Mn +M
−
n . When n is odd this number is

q(q−1)
d − 2(q − 1) if (n, q) 6= 1
q(q−1)
d otherwise .
where d = (n, q − 1).
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Proof. Let g = h(α)x12(ψ) ∈ B be a n
th power in B. That is, we have solution of the
equation Xn = g in B. In the case α 6= ±1, by Proposition 4.1 this is equivalent to
solving Xn = α in Fq. Thus we need to look at α ∈ F
∗
q
n and ψ ∈ Fq. The number of
such g is (Nn,q − 3)q, as there are Nn,q − 3 choices of α and q choices of ψ.
Now we count nth powers in B that are of the form h(±1)x12(ψ) which are Mn+M
−
n
many in number. When n is odd, ±1 is always nth power of itself. By the discussion
preceding this theorem there are 2Mn such elements. Therefore the total number of
nth powers in B is (Nn,q − 3)q + 2Mn. If (n, q) = 1 then Mn = q and this count
equals ( q−1d + 1 − 3)q + 2q =
q(q−1)
d . If (n, q) 6= 1 then Mn = 1 and the count equals
( q−1d + 1− 3)q + 2 =
q(q−1)
d − 2(q − 1). 
Proposition 5.5. Consider the finite field Fq of characteristic 6= 2. Then, the size of
image of the word map X21X
2
2 · · ·X
2
l on B is
|B|
2 for any l ≥ 2. Thus, this word map is
not surjective on B.
Proof. We note that, for α 6= ±1, the elements h(α)X12(ψ) are square when α ∈ F
∗
q
2.
And all X12(ψ) are square. The elements −X12(ψ) are not square, except possibly −1,
which is a square if and only if −1 is a square in Fq. Thus, when q ≡ 1 (mod 4) we get
|B2| = q−52 q+q+1 =
q(q−3)
2 +1. Since −1 is a square in this case, −X12(ψ) = −1.X12(ψ)
is a product of two squares. Thus size of image of X21X
2
2 is
q−5
2 q + 2q =
q(q−1)
2 =
|B|
2 .
Clearly the elements of the form h(α)X12(ψ) where α is a non-square can not be written
as a product of two squares. Notice that, taking further product with squares doesn’t
change the image size.
Now, when q ≡ 3 (mod 4) we have |B|2 = q−32 q+ q =
q(q−1)
2 . In this case none of the
elements of the form h(α)X12(ψ) where α is a non-square (including −1) are a product
of two squares. Thus image size of taking product of squares remains same which is half
of the size of Borel. 
Proposition 5.6. Consider B over finite field Fq of characteristic 6= 2.
(1) The size of B3 is, 

q(q−1)
3 if 3 | q − 1.
(q − 1)(q − 2) if 3 | q
q(q − 1) if 3 | q + 1.
(2) If char 6= 3, then the word map X3 on B is surjective if and only if 3 ∤ (q − 1).
Proof. Part (1) follows by simple counting. For part (2), from Theorem 5.1 it is clear
that
B3 ⊃ {h(α)X12(ψ) | α ∈ k
∗3, ψ ∈ k} if char(k) 6= 3.
Hence from Proposition 5.3, |B3| = q(q−1)(q−1,3) . 
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6. Squares in SL2(k)
In this section we discuss about squares in SL2(k) when char(k) 6= 2. First we recall
the result from previous section on computing square root.
Theorem 6.1. Let g ∈ SL2(k). Consider the equation X
2 = g over SL2(k) = B
⊔
BnB.
Then,
(1) X2 = X12(ψ) has solutions of the form h(±1)X12(
ψ
2 ). And, these are the only
solutions.
(2) X2 = −1 has solutions of the form X12(t)n(a)X12(t)
−1 in BnB. And, solutions
in B of the form h(α) exists if and only if X2 = −1 has solutions over k.
(3) X2 = −X12(ψ), where ψ 6= 0, has no solutions in SL2(k).
(4) For g = h(α)X12(ψ) with α 6= ±1, a solution exists in B if and only if X
2 = α has
a solution over k. The solutions are of the form h(a)X12
(
αψ
1+α
)
where a2 = α.
The equation has no solution in BnB.
(5) For g = X12(τ)n(α)X12(ψ) the equation has a solution in BnB if and only if
X2 = 2− τ+ψα has a solution over k. It has no solution in B.
Proof. To prove (1) we note that the solutions come from B only. We use Proposition 4.1
to get the result noting that we work in characteristic 6= 2. Similarly (2), (3) and (4)
follow from Proposition 4.1 and Proposition 4.2.
For (5), we look at the Proposition 4.4. For n = 2 we get the equations as follows:
2α +X − (τ + ψ) = 0 and αX − Y 2 = 0. The first equations gives X = −2α+ (τ + ψ)
and by substituting in second we get Y 2 = 2α2 − α(τ + ψ) which after dividing by α2
gives the required equation. 
Using this, we can determine the squares as follows.
Proposition 6.2. Suppose char(k) 6= 2. Then the set of squares in SL2(k) is the union
of following disjoint subsets.
(1) S1 = {h(a
2)X12(t) | a ∈ k
∗ with a2 + 1 6= 0, t ∈ k}.
(2) S2 = {−1} ∪ {X12(s)n(b)X12
(
−s+ b(a2 − 2)
)
| a, b ∈ k∗, s ∈ k}.
Proof. The first set, except possibly the element −1, is obtained by squaring elements
of B. For x = h(a)X12(t) ∈ B we note that x
2 = h(a2)X12
(
(1 + a−2)t
)
∈ S1 except
when a2 = −1. The case when a2 = −1 gives the element −1 which is also obtained by
squaring certain elements of BnB, for example, n.
Now to get S2, we square elements of the set BnB. Thus this gives elements of the
form X12(τ)n(α)X12(ψ) such that 2−
τ+ψ
α ∈ k
∗2. This gives the required set. 
As an immediate application of this, we look at the word map X21X
2
2 on SL2(k). From
the work of [GM, LOST, BG, BZ], it follows that this word map is surjective over finite
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field and algebraically closed field. However, this is true over any field of characteristic
6= 2.
Theorem 6.3. Let k be a field of characteristic 6= 2. Then, every element of SL2(k) is
a product of two squares, i.e., the word map X21X
2
2 is surjective.
Proof. We use the set of squares obtained in previous proposition. To obtain the image
of the word X21X
2
2 we write down product of the elements obtained there. There are
four possible combinations as follows.
(1) When x1 and x2 both are in B, the squares x
2
1 and x
2
2 are in S1, and the product
is
x21x
2
2 = h(a
2
1)X12(t1).h(a
2
2)X12(t2) = h(a
2
1a
2
2)X12(a
−4
2 t1 + t2).
(2) When x1 ∈ B, i.e, x
2
1 ∈ S1 and x
2
2 ∈ BnB, the product is
x21x
2
2 = h(a
2
1)X12(t1).X12(t2)n(a2)X12(−t2 + a2(s
2
2 − 2))
= X12(a
4
1(t1 + t2))n(a
2
1a2)X12(−t2 + a2(s
2
2 − 2)).
(3) When x21 and x
2
2 both are in BnB and the product is also in BnB,
x21x
2
2 = X12(t1)n(a1)X12(−t1 + a1(s
2
1 − 2)).X12(t2)n(a2)X12(−t2 + a2(s
2
2 − 2))
= X12
(
t1 +
a1
a2
γ
)
n(γ)X12
(
−t2 + a2(s
2
2 − 2) +
a2
a1
γ
)
where γ = − a1a2
t2−t1+a1(s21−2)
.
(4) when x21 and x
2
2 both are in BnB but product is in B,
x21x
2
2 = X12(t1)n(a1)X12(−t1 + a1(s
2
1 − 2)).X12(t1 − a1(s
2
1 − 2))
n(a2)X12(−t1 + a1(s
2
1 − 2) + a2(s
2
2 − 2))
= h(−a1a
−1
2 )X12(−t1 + a1(s
2
1 − 2) + a2(s
2
2 − 2) + a
−2
1 a
2
2t1)
(5) When x21 = −1 we also get elements −h(a
2)X12(t) and −X12(t)n(a)X12(−t +
a(s2 − 2)) as x21x
2
2.
Now we prove that these products give all elements of SL2(k). First, we check for
elements of BnB. These are contributed from (2) and (3). Consider the equation in (2)
and substitute a1 = 1. We get elements of the form X12(t1+t2)n(a2)X12(−t2+a2(s
2
2−2)).
Clearly these cover all elements of BnB.
Now, we need to get all elements of B. These are contributed by (1) and (4). By
putting a2 = 1 in (4) we get elements h(−a1)X12(a1(s
2
1−2)+(s
2
2−2)+(a
−2
1 −1)t1). This
covers all elements of B except when a1 = ±1. Thus the elements which are left out so
far are ±X12(t). By putting a1 = 1 = a2 in (1) we get elements of the form X12(t) and
by putting a = 1 in (5) we get rest of the elements of the form −X12(t). This completes
the proof. 
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Let us work over finite field Fq of odd characteristic now. From the Proposition 6.2
we get,
Corollary 6.4. Over the finite field Fq of odd characteristic,
(1) the number of squares in SL2(Fq) is
s(2, q) =


q2(q−1)
2 + 1, if − 1 /∈ F
∗
q
2,
q2(q−1)
2 − q + 1, if − 1 ∈ F
∗
q
2.
(2) The ratio of square elements in SL2(Fq) is asymptotically half. That is,
lim
q→∞
s(2, q)
|SL2(Fq)|
=
1
2
.
Proof. We count the cardinalities of S1 and S2. The cardinality of S1 is
(
q−1
2
)
q when
−1 /∈ F∗q
2 and
(
q−3
2
)
q when −1 ∈ F∗q
2. The cardinality of S2 in both the cases is
q(q − 1)
(
q−1
2
)
+ 1. Since S1 and S2 are disjoint, we get the result by adding the two.
For part (2) we can divide the size obtained in part (1) by the size of SL2(Fq), which
is q(q2 − 1), and take limit. 
Now we look at how many conjugacy classes are squares and how they are distributed.
Proposition 6.5. Suppose q is odd. For the group SL2(Fq), the number of conjugacy
classes which are square is c(2, q) = q+52 . Thus, the ratio of conjugacy classes which are
square is asymptotically 12 .
Proof. We look at the conjugacy classes of each type case-by-case and determine how
many of them are square.
Central classes: The two central classes ±1 are square. The element −1 is a square
of any conjugate of n.
Split regular semisimple classes: These are of the form h(a) with a 6= ±1. We
know that, h(a) has a square root if and only if X2−a has a root in Fq. Thus, the classes
which are square are of the form h(a2) with a2 6∈ {0,±1}. These are ⌊ q−34 ⌋ classes out
of total q−32 such classes.
Non-semisimple classes: These are the 4 conjugacy classes represented by X12(1),
h(−1)X12(−1), X12(ǫ), h(−1)X12(−ǫ) where ǫ is a fixed non-square in Fq. From Theo-
rem 6.1, we see that only X12(1), X12(ǫ) have square roots (note that q is odd).
Anisotropic regular semisimple: These conjugacy classes are of the form n(−1)X12(δ)
with δ2 − 4 a non-square. Again from Theorem 6.1, square root of class n(−1)X12(δ)
exists if and only if X2 = 2+ δ has a solution in Fq. These are ⌊
q−1
4 ⌋ classes out of total
q−1
2 such classes.
Adding all of these, we get the total number of conjugacy classes which are square
= 2 + ⌊ q−34 ⌋+ 2 + ⌊
q−1
4 ⌋ =
q+5
2 . 
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In the following section we derive similar results for cubes.
7. Cubes in SL2(k)
In this section we want to look at cubes in SL2(k). For convenience we assume
characteristic of k 6= 2, 3. We begin with summarising the results on cube roots.
Theorem 7.1. Let g ∈ SL2(k) and char(k) 6= 2, 3. Consider the equation X
3 = g over
SL2(k) = B
⊔
BnB. Then,
(1) the solutions of X3 = 1 (resp. −1) in B exist, other than the trivial one 1
(resp. −1), if X3 = 1 (resp. −1) has a solution a 6= 1 (resp. −1) in k, and are
of the form h(a)X12(t) for any t. And, the solutions in BnB exist of the form
X12(a− s)n(a)X12(s) (resp. X12(−a− s)n(a)X12(s)).
(2) The solutions in B of X3 = X12(ψ) (resp. −X12(ψ)), where ψ 6= 0, exist and are
of the form X12(
ψ
3 ) (resp. −X12(
ψ
3 )). Further, the equation has no solution in
BnB.
(3) When g = h(α)X12(ψ) with α 6= ±1, the solutions in B exists if and only if X
3 =
α has a solution over k. These solutions are of the form h(a)X12
(
ψ
1+α−1a−1+a−2
)
.
Further, this equation has no solution in BnB.
(4) When g = X12(τ)n(α)X12(ψ) then the equation has a solution in BnB if and only
if the equations Y 3 − 3Y 2 +4−
(
τ+ψ
α
)2
= 0 and XY − 2X − (τ +ψ)Y = 0 have
solutions in k. The equation has no solution in B.
Proof. (1) and (2) follow from Proposition 4.1 and 4.2. For (3), the solutions h(a)X12(t)
exist if a3 = α and (1 + a−2 + a−4)t = ψ has a solution. Clearly if there exists a such
that a3 = α we have 1 + a−2 + a−4 6= 0 and hence the solution. To show this, let us
assume 1 + a−2 + a−4 = 0, implies 1 + a2 + a4 = 0, that is, a2 = −1 − αa. And then
a3 = a.a2 = a(−1− αa) = −a− α(−1 − αa) = α+ (α2 − 1)a. But since α2 6= 1, we get
a contradiction.
For (4), using Proposition 4.4 we get the following equations: 2αX−XY +(τ+ψ)Y = 0
and α(X2 − Y 2) − Y 3 = 0. We use the first equation to substitute for X as follows:
αX2 = (α+Y )Y 2 and multiply by (2α−Y )2 on both sides to get (α+Y )(2α−Y )2Y 2 =
αX2(2α− Y )2 = (τ +ψ)2Y 2. This gives, (α+ Y )(2α− Y )2 = (τ + ψ)2 and now replace
the variable Yα = Y to get the required cubic in Y . The first equation remains as it is
except for substituting the variable Y . 
As an immediate application of this we prove the following result about product of cubes.
Yet again, we mention that this theorem is known over finite field and algebraically closed
field.
Theorem 7.2. Let k be a field of characteristic 6= 2, 3. Then, every element of SL2(k)
is a product of two cubes, i.e., the word map X31X
3
2 is surjective on SL2(k).
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Proof. We note that the elements of the form ±X12(ψ) are always cube. Other ele-
ments h(a)X12(s) of B are cube if a ∈ k
∗3. More importantly, from previous theorem,
X12(τ)n(α)X12(ψ) with τ + ψ = 2α are certainly cube.
Let us consider product of cubes of the form X12(τ)n(α)X12(2α−τ) which are in BnB.
Take the product when last term of x31 is same as inverse of the first term of x
3
2. We get,
x31x
3
2 = X12(τ1)n(α1)X12(2α1 − τ1).X12(−2α1 + τ1)n(α2)X12(2α2 + 2α1 − τ1)
= X12(τ1)h
(
−
α1
α2
)
X12(2α2 + 2α1 − τ1)
= h
(
−
α1
α2
)
X12
((
α22
α21
− 1
)
τ1 + 2(α1 + α2)
)
.
Combined with the fact that ±X12(ψ) are already cube, all elements of B are a product
of two cubes.
Now, let us compute the product when x31 = X12(ψ) and x
3
2 is in BnB of the above
kind. We get,
x31x
3
2 = X12(τ1).X12(τ2)n(α2)X12(2α2 − τ2)
= X12(τ1 + τ2)n(α2)X12(2α2 − τ2).
This shows that all elements of BnB are also a product of two cubes. 
Now let us work over finite field Fq of characteristic 6= 2, 3.
Proposition 7.3. Suppose q is not divisible by 2, 3.
(1) The number of conjugacy classes which are cube in SL2(Fq) is
c(3, q) =


2q+13
3 , if 3 | (q − 1),
2q+11
3 , if 3 | (q + 1).
(2) The proportion of conjugacy classes which are cube tends to 23 as q gets larger.
Proof. We note that 3 divides exactly one of the integers among q − 1, q, q + 1 thus we
have to deal with the two cases mentioned in the statement. We analyse this for each
type one-by-one.
Central classes: The two elements ±1 are cube (being cube of themselves).
Split regular semisimple classes: These are represented by elements h(a) with
a 6= ±1. Clearly, h(a) has a cube root if and only if X3 − a = 0 has a solution in Fq.
And the cube classes are h(a3) where a /∈ {0,±1}. There are exactly 12
(
q−1
d − 2
)
such
conjugacy classes where d = (q− 1, 3). This number is equal to q−76 when 3 | q− 1. And,
in the case 3 ∤ q − 1, all q−32 classes are cube.
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Non-semisimple classes: These correspond to the 4 conjugacy classes given by
X12(1), h(−1)X12(−1), X12(ǫ), h(−1)X12(−ǫ) where ǫ is a fixed non-square in Fq. Rep-
resentatives of all these classes are of the form ±X12(ψ) with ψ 6= 0. All of these have
cube root (as we assume 3 ∤ q).
Anisotropic regular semisimple classes: These conjugacy classes are represented
by n(−1)X12(δ) where δ
2 − 4 is a non-square. We note that order of such elements is
q+1 in SL2(Fq) and hence if 3 ∤ q+1, all such classes have cube root. Thus in the case
3 ∤ q + 1, the number of conjugacy classes which are cube is q−12 . Now we need to look
at the case when 3 | q +1. This case has been dealt later in Corollary 9.2. Thus, we get
that the number of conjugacy classes which are cube is q−56 .
Hence the total number of conjugacy classes which are cube is, in the case 3 | (q − 1)
and 3 ∤ q + 1,
2 +
q − 7
6
+ 4 +
q − 1
2
=
2q + 13
3
and when 3 ∤ (q − 1) and 3 | q + 1, then the number is
2 +
q − 3
2
+ 4 +
q − 5
6
=
2q + 11
3
.

Now we can use this to estimate the number of cubes in SL2(Fq).
Corollary 7.4. Assume char(k) 6= 2, 3. Then,
(1) the number of cubes in SL2(Fq) is s(3, q) =
2q(q2−1)
3 .
(2) s(3,q)|SL2(Fq)| =
2
3 .
Proof. We need to do the counting in two separate cases. This we obtain by multiplying
the number of conjugacy classes which are cube with the size of conjugacy class. First,
when 3 | (q − 1) and 3 ∤ q + 1, then the number is
2.1 +
q − 7
6
.q(q + 1) + 4.
(q2 − 1)
2
+
q − 1
2
q(q − 1) =
2q(q2 − 1)
3
and when 3 ∤ (q − 1) and 3 | q + 1, then the number is
2.1 +
q − 3
2
.q(q + 1) + 4.
(q2 − 1)
2
+
q − 5
6
q(q − 1) =
2q(q2 − 1)
3
.

We remark that this can be used to give an alternate proof of Theorem 7.2. See the
Theorem 9.8.
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8. Fourth powers in SL2(k)
In this section we determine fourth powers in SL2(k) when char(k) 6= 2. First we
recall the details about fourth root.
Theorem 8.1. Let g ∈ SL2(k) and char(k) 6= 2. Consider the equation X
4 = g over
SL2(k) = B
⊔
BnB. Then,
(1) the solutions of X4 = 1 in B exists. The trivial solutions are ±1, and other than
these, the solution exists if and only if X2 = −1 has a solution a in k. These non-
trivial ones are h(a)X12(t) for any t ∈ k. And, the solutions in BnB exist and
come from that of the equation X2 = −1 in BnB which are X12(t)n(a)X12(−t).
(2) The solution of X4 = −1 exists in B if and only X4 = −1 has a solution over k.
The solutions are of the form h(a)X12(t) where a
4 = −1 and t ∈ k. And, it has
solution in BnB if and only if 2 ∈ k∗2 and the solutions are X12(t)n(a)X12(−t+
γa) where γ2 = 2.
(3) The only solutions in B of X4 = X12(ψ), where ψ 6= 0, are of the form ±X12(
ψ
4 ).
And, it has no solution in BnB.
(4) The equation X4 = −X12(ψ), where ψ 6= 0, has no solution in SL2(k).
(5) When g = h(α)X12(ψ) with α 6= ±1, the solutions in B exists if and only if X
4 =
α has solution over k. These solutions are of the form h(a)X12
(
ψ
(1+α−1)(1+a−2)
)
.
Further, this equation has no solution in BnB.
(6) When g = X12(τ)n(α)X12(ψ) the equation has no solution in B. This has a
solution in BnB if and only if the equations X2 + 2(2α− τ − ψ)X + (τ + ψ)2 −
4α2 = 0 and 2Y 2 = −(2α − τ − ψ)X − (τ + ψ)2 + 4α2 have solutions in k.
These solutions are given by X = (τ + ψ − 2α) ± 2
√
α(2α − τ − ψ) and Y 2 =
(2α−τ −ψ)
(
2α∓
√
α(2α − τ − ψ)
)
provided the appropriate roots exist in field
k.
Proof. For the proof of (1), we get the equations a4 = 1 and (1+ a−2+ a−4+ a−6)t = 0.
When a = ±1 the term 1 + a−2 + a−4 + a−6 6= 0 and hence t must be 0. Else when
a 6= ±1, a2 +1 = 0 and, in this case, 1 + a−2 + a−4 + a−6 = 0 thus t can take any value.
Rest follows from Proposition 4.2. For the proof of (2), we get the equations a4 = −1
and (1 + a−2 + a−4 + a−6)t = 0. We note that 1 + a−2 + a−4 + a−6 = 0 thus t can take
any value in k. The remaining part follows from Proposition 4.2.
For the proof of (3), we get the equations a4 = 1 and (1+ a−2+ a−4+ a−6)t = ψ. We
note that the second equation has a solution only for a = ±1. From Proposition 4.2 it
follows that this equation has no solution in BnB. Proof of (4) follows from the equation
a4 = −1 and (1 + a−2 + a−4 + a−6)t = ψ but then 1 + a−2 + a−4 + a−6 = 0.
For the proof of (6), we use Proposition 4.4 and get the equations 2α(X2 − Y 2) +
XY 2 − (τ + ψ)Y 2 = 0 and α(X3 − 2XY 2) + Y 4 = 0. We keep the first equation as it is
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and reduce the second equation by substituting X2 as follows:
0 = X(2αX2 − 4αY 2) + 2Y 4
= X(2αY 2 −XY 2 + (τ + ψ)Y 2 − 4αY 2) + 2Y 4
= −X2Y 2 + (τ + ψ − 2α)XY 2 + 2Y 4
By removing Y 2 we get the following equations: XY 2 + 2αX2 − (τ + ψ + 2α)Y 2 = 0
and X2 − 2Y 2 − (τ + ψ − 2α)X = 0. Now we use the second equation to substitute for
Y 2 in the first one and get X2 − 2(τ + ψ − 2α)X + (τ + ψ)2 − 4α2 = 0 and the second
equation after substituting X2 becomes 2Y 2 = (τ + ψ − 2α)X − (τ + ψ)2 + 4α2. 
It is immediately clear that,
Corollary 8.2. The word map X4 is not surjective.
Proof. The elements of the form −X12(ψ) with ψ 6= 0 are not fourth power. 
Now we look at the product of fourth powers.
Lemma 8.3. (1) The elements of the form X12(τ)n(α)X12(α − τ) for α ∈ k
∗ and
τ ∈ k are fourth powers in SL2(k). In fact,
(X12(τ)n(α)X12(α− τ))
4 = X12(τ)n(α)X12(α− τ).
(2) The element n(α) is a product of two fourth powers.
Proof. From the part (6) of Theorem 8.1 it follows that X = α, Y = ±α are solutions
when τ + ψ = α. Thus the elements of the form X12(τ)n(α)X12(α− τ) are fourth power
and, in fact, they are fourth power of themselves.
For the proof of (2), we note that
n(α) = X12(−α).X12(α)n(α) =
(
X12
(
−
α
4
))4
. (X12(α)n(α))
4
and hence the required result. 
Lemma 8.4. With notation as above, −1 = x41x
4
2 for x1, x2 ∈ SL2(k) if and only if
either x41 = −1, x
4
2 = 1 (up to permutation) or x
4
1 = x
4
2 = X12(t)n(a)X12(−t).
Proof. We look at all possible fourth powers. To get −1, which is in B, either we have
both x41 and x
4
2 in B or both in BnB.
First we deal with the case that both x41 and x
4
2 are in B. Clearly if −1 is a
fourth power in SL2(k) and one of them is −1 we are done. Other elements of B
which are fourth power are
{
1,X12(ψ), h(a
4)X12(τ) | ψ 6= 0, a
4 6= ±1
}
. The possible
products are X12(ψ).h(a
4)X12(τ) = h(a
4)X12(a
−8ψ+τ) and h(a41)X12(τ1).h(a
4
2)X12(τ2) =
h(a41a
4
2)X12(a
−8
2 τ1+ τ2) which give −1 if we necessarily have solution for X
4 = −1 in the
field. However, in that case one of the factors will be −1 itself.
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Now, suppose both x41 and x
4
2 are in BnB. Then for the product to be in B, we
must have x41 = X12(t)n(a1)X12(ψ) and x
4
2 = X12(−ψ)n(a2)X12(s) with XY
2 + 2a1X
2 −
(t + ψ + 2a1)Y
2 = 0 and X2 − 2Y 2 − (t + ψ − 2a1)X = 0, XY
2 + 2a2X
2 − (−ψ +
s + 2a2)Y
2 = 0 and X2 − 2Y 2 − (−ψ + s − 2a2)X = 0. Thus, the product will be
x41x
4
2 = X12(t)n(a1)n(a2)X12(s) = h(−a1a
−1
2 )X12(a
−2
1 a
2
2t+ s). For this product to be −1,
we must have −a1a
−1
2 = −1, that is, a1 = a2 and a
−2
1 a
2
2t + s = 0, that is, s = −t.
Further the four equations will also give t+ψ = 0. Hence, x41 = X12(t)n(a1)X12(−t) and
x42 = X12(t)n(a2)X12(−t). This proves the required result. 
Now we prove the following,
Theorem 8.5. Let k be a field of characteristic 6= 2.
(1) The image of the word map X41X
4
2 contains SL2(k)\{−1}. Thus, image of X
4
1X
4
2
is whole of SL2(k) if and only if −1 is a product of two fourth powers in SL2(k),
which is, if and only if either −1 is a fourth power or a conjugate of n(a) is a
fourth power.
(2) The word map X41X
4
2X
4
3 is surjective on SL2(k).
Proof. To prove (1), first we prove that the image of X41X
4
2 contains SL2(k)\{−1}. Let
us look at what elements of B are there in the image. Clearly the elements h(α4)X12(ψ)
where α4 6= ±1, and the elements X12(ψ) are already there because they are fourth power
themselves. Now from lemma above X12(a1)n(a1) and n(a2)X12(a2) are fourth powers,
thus we compute X12(a1)n(a1).n(a2)X12(a2) = h
(
−a1a2
)
X12
(
a2
(
a2
a1
+ 1
))
. This implies,
by taking a1 = a2, that elements of the form −X12(ψ) where ψ 6= 0 are a product of two
fourth powers. In fact, by varying a1 6= a2 over k
∗ we get all remaining elements of B.
Thus we get all elements of B except possibly −1 as a product of two fourth-powers.
Now to get elements of BnB, we recall from the Lemma above that the elements of
the form X12(τ)n(α)X12(α− τ) are fourth power. Multiplying two such elements we get,
X12(τ1)n(α1)X12(α1 − τ1).X12(τ2)n(α2)X12(α2 − τ2)
= X12
(
τ1 −
α21
α1 − τ1 + τ2
)
n
(
−
α1α2
α1 − τ1 + τ2
)
X12
(
α2 − τ2 −
α22
α1 − τ1 + τ2
)
Clearly by suitably choosing the parameters α1, α2, τ1 and τ2 we get all elements of BnB
as a product of two fourth powers.
For the proof of (2), we note that all elements except −1 is already a product of two
fourth power. Thus we need to prove this for −1 only. Write
−1 = −X12(2).X12(−2) = (X12(1)n(1).n(1)X12(1)) .X12(−2)
= (X12(1)n(1))
4 . (n(1)X12(1))
4 .
(
X12
(
−
1
2
))4
.
This proves the required result. 
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Now let us work over finite field Fq of odd characteristics.
Proposition 8.6. Suppose q is odd. The element −1 is a fourth power in SL2(Fq) if
and only if q ≡ ±1 (mod 8). Thus in these cases, the word map X21X
2
2 is surjective.
Proof. From the part (2) of Theorem 8.1, −1 is a fourth power of some element of B
if X4 = −1 has a solution over the field Fq. This is so if and only if q ≡ 1 (mod 8).
Further −1 is a fourth power of some element of BnB if and only if X2 − 2Y 2 = 0 has
a solution over Fq with Y 6= 0. This amounts to having square root of 2 in the field Fq
which is if and only if q ≡ ±1 (mod 8). 
Now we count the number of fourth powers. Note that G4 ⊂ G2 thus |SL2(Fq)
4| ≤
|SL2(Fq)
2|. The another reason that |SL2(Fq)
4| ≤ 12 is that, if it was not so, every
element would be a product of two fourth-powers, which is not the case. The precise
results are as follows.
Proposition 8.7. Suppose q is odd. For the group SL2(Fq), the number of conjugacy
classes which are fourth power denoted as c(4, q) is as follows:
q (mod 8) total number
1 3q+218
3 3q+158
5 3q+178
7 3q+118
Thus, the proportion of conjugacy classes which are fourth power is asymptotically 38 .
Proof. We analyse each conjugacy class one-by-one.
Central class: The element 1 is a fourth power of itself. However the fourth root of
−1 need not exist in SL2(Fq) always, this happens (from Proposition above) if and only
if q ≡ ±1 (mod 8). Thus both of these classes are fourth power if and only if q ≡ ±1
(mod 8).
Split regular semisimple class: These are represented by elements h(a) with
a 6= ±1. Clearly h(a) has a fourth root if and only if X4 − a = 0 has a solution in Fq.
Hence the total number is q−12d −1 if q ≡ 1 (mod 8), else it is
q−1
2d −
1
2 , where d = (q−1, 4).
Which we tabulate below:
q (mod 8) total number
1 q−98
3 q−34
5 q−58
7 q−34
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Non-semisimple class: There are 4 conjugacy classes of this kind given by X12(1),
h(−1)X12(−1), X12(ǫ), h(−1)X12(−ǫ) where ǫ is a fixed non-square in Fq. Representatives
of all these classes are of the form ±X12(ψ) with ψ 6= 0. Out of these only X12(1) and
X12(ǫ) are fourth power.
Anisotropic regular semisimple: The representatives of these conjugacy classes
are n(−1)X12(δ) such that X
2 − δX + 1 is irreducible over Fq. Using Corollary 9.3 we
get the total number of these classes which are fourth power as in the following table:
q (mod 8) total number
1 q−14
3 q−38
5 q−14
7 q−78
Now we can count the total number of conjugacy classes which are fourth power and get
the required result. 
Corollary 8.8. Suppose q is odd. The number of elements in SL2(Fq) which are fourth
power is
s(4, q) =


3
8q
3 − 12q
2 − 78q + 1, if q ≡ 1 (mod 8)
3
8(q
3 − q), if q ≡ 3 (mod 8) or q ≡ 5 (mod 8)
3
8q
3 − 12q
2 + 18q + 1, if q ≡ 7 (mod 8).
Hence, the number of elements which are fourth power is asymptotically 38 .
Proof. We do this counting case-by-case as follows.
(1) When q ≡ 1 (mod 8) the total number of elements which is fourth power is
2.1 +
q − 9
8
.q(q + 1) + 2.
q2 − 1
2
+
q − 1
4
.q(q − 1) =
3
8
q3 −
1
2
q2 −
7
8
q + 1.
(2) When q ≡ 3 (mod 8) the total number of elements which is fourth power is
1.1 +
q − 3
4
.q(q + 1) + 2.
q2 − 1
2
+
q − 3
8
.q(q − 1) =
3
8
(q3 − q).
(3) When q ≡ 5 (mod 8) the total number of elements which is fourth power is
1.1 +
q − 5
8
.q(q + 1) + 2.
q2 − 1
2
+
q − 1
4
.q(q − 1) =
3
8
(q3 − q).
(4) When q ≡ 7 (mod 8) the total number of elements which is fourth power is
2.1 +
q − 3
4
.q(q + 1) + 2.
q2 − 1
2
+
q − 7
8
.q(q − 1) =
3
8
q3 −
1
2
q2 +
1
8
q + 1.

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9. Counting powers in SL2(Fq)
The main hindrance in counting is to count the anisotropic regular semisimple classes.
Let us look at it from slightly different perspective. Let ξ ∈ F∗q2 , then left multiplication
lξ defines a groups homomorphism l : F
∗
q2 → GL2(Fq). The subgroup F
1
q2 = {x | N(x) =
x1+q = 1} is of order q + 1 and is the kernel of the norm map N : F∗q2 → F
∗
q given by
x 7→ x1+q. Further, the elements ξ ∈ F1q2 under the map l correspond to the elements
in SL2(Fq). Note that F
1
q2
⋂
Fq = {±1}. Under the homomorphism l, the elements of
F1q2\Fq = F
1
q2\{±1} correspond to the anisotropic regular semisimple conjugacy classes
of SL2(Fq). Notice that two elements correspond to the same conjugacy class and hence
the number of conjugacy classes is q+1−22 =
q−1
2 . Let g = lξ be a representative of an
anisotropic regular semisimple class and we wish to solve the equation Xn = lξ. First
observe that, if a solution x to this equation exists in SL2(Fq), it must be in BnB and
correspond to an anisotropic regular semisimple class, say represented by ζ, that is, we
would have ylnζ y
−1 = lξ. This amounts to finding solution of Xn = ξ in F1q2\{±1}. Hence
we have,
Lemma 9.1. With notation as above and q odd, the number of anisotropic regular
semisimple classes in SL2(Fq) which are n
th power is as follows


q−1
2 , if (n, q + 1) = 1
1
2
(
q+1
d − 1
)
, if (n, q + 1) > 1 and− 1 /∈ (F1q2)
n
1
2
(
q+1
d − 2
)
, if (n, q + 1) > 1 and− 1 ∈ (F1q2)
n.
where d is the size of kernel of the map F1q2 → F
1
q2 given by x 7→ x
n.
Now we apply this to the case when n is a prime > 2 and get,
Corollary 9.2. When n ≥ 3, a prime, the number of anisotropic regular semisimple
conjugacy classes in SL2(Fq) which are n
th power is


q−1
2 , if n ∤ q + 1
q+1
2n − 1, if n | q + 1.
Proof. Since n is an odd prime, ±1 both are nth power. Rest follows from the Lemma
above. 
Let us apply our Lemma to n = 4.
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Corollary 9.3. When n = 4 the total number of anisotropic regular semisimple classes
in SL2(Fq) which are fourth power is,

q−1
4 , if q ≡ 1 (mod 4)
q−3
8 , if q ≡ 3 (mod 8)
q−7
8 , if q ≡ 7 (mod 8).
Proof. Since q is odd, 4 is never co-prime to q+1. We note that the size of kernel of the
map µ4 : F
1
q2 → F
1
q2 given by x 7→ x
4 is 4th root of unity, and hence,
d =

2 if q ≡ 1 (mod 4),4 if q ≡ 3 (mod 4).
Now we need to determine when −1 is in the image of µ4. We know that −1 is a fourth
power in the field Fq2 if and only if q
2 ≡ 1 (mod 8), which is if and only if q ≡ ±1
(mod 8). In the case, q ≡ 1 (mod 8), the elements −1 has fourth root in the base field
Fq itself and hence it is not in the image of F
1
q2 under norm map (only ±1 in Fq have this
property). Thus, if −1 has fourth root in Fq2 and the root is a norm 1 element, happens,
if and only if when q ≡ 7 (mod 8). We get the counting using Lemma above. 
Theorem 9.4. Let n be a prime ≥ 3. Let c(n, q) be the number of conjugacy classes in
SL2(Fq) which are n
th power, and, s(n, q) be the number of elements in SL2(Fq) which
are nth power. The following theorem lists formulae for c(n, q) and s(n, q).
c(n, q) s(n, q)
n ∤ |SL2(Fq)| = (q − 1)q(q + 1) q + 4 (q
3 − q)
n | q q (q − 2)(q2 − 1)
n | q − 1 (n+1)(q−1)2n + 5
(n+1)(q3−q)
2n
n | q + 1 (n+1)(q−3)+42n + 5
(n+1)(q3−q)
2n .
Proof. In the first case n does not divide the order of the group and hence in this case we
can compute nth root for all elements. Now we deal with the situation when n divides
the order of group. Clearly n divides exactly one of the q − 1, q, q + 1.
(1) When n | q, that also means n ∤ (q − 1)(q + 1) hence,
c(n, q) = 2 +
q − 3
2
+ 0 +
q − 1
2
= q
and
s(n, q) = 2.1 +
q − 3
2
.q(q + 1) + 0.
q2 − 1
2
+
q − 1
2
.q(q − 1) = (q − 2)(q2 − 1).
(2) When n | q − 1 that also implies ∤ q(q + 1) hence,
c(n, q) = 2 +
(
q − 1
2n
− 1
)
+ 4 +
q − 1
2
=
(n+ 1)(q − 1)
2n
+ 5
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and
s(n, q) = 2.1 +
(
q − 1
2n
− 1
)
.q(q + 1) + 4.
q2 − 1
2
+
q − 1
2
.q(q − 1) =
(n+ 1)(q3 − q)
2n
.
(3) Similarly, when n | q + 1 gives n ∤ (q − 1)q thus,
c(n, q) = 2 +
q − 3
2
+ 4 +
(
q + 1
2n
− 1
)
=
(n+ 1)(q − 3) + 4
2n
+ 5
and
s(n, q) = 2.1 +
q − 3
2
.q(q + 1) + 4.
q2 − 1
2
+
(
q + 1
2n
− 1
)
.q(q − 1) =
(n+ 1)(q3 − q)
2n
.

Now we can do asymptotic calculation for the proportion of nth powers when n is a
prime.
Corollary 9.5. Let n be a prime ≥ 3 and n ∤ q. Then, in the case n divides the order
of the group SL2(Fq), the proportion of conjugacy classes which are n
th power and the
proportion of elements in SL2(Fq) which are n
th power, both, are asymptotically n+12n .
Proof. This we obtain by computing limq→∞
c(n,q)
q+4 and limq→∞
s(n,q)
q3−q which is
n+1
2n in
both cases. 
The following theorems are known through the work in [LOST, Lu, GM]. We provide
an alternate proof. We begin with a general combinatorial lemma whose proof is obvious.
Lemma 9.6. Let m and n be integers. Let Gm and Gn respectively denote the sets of
mth and nth powers in a group G. If |Gn|+|Gm| > |G| then the word Xm1 X
n
2 is surjective
on G.
An immediate consequence of this combined with our counting is,
Proposition 9.7. Let n be an odd prime such that n ∤ q and n < q − 1. Then the word
map X21X
n
2 is surjective for the group SL2(Fq).
Proof. If n does not divide the order of SL2(Fq) then every element in SL2(Fq) is a
power of n and the proposition holds for trivial reasons. Thus we assume that n | q2−1.
Using Corollary 6.4 and Theorem 9.4, we observe that if n ∤ q and n < q − 1 then
s(2, q) + s(n, q) > |SL2(Fq)|. The preceding lemma thus ascertains the surjectivity of
X21X
n
2 . 
Theorem 9.8. Let n be a prime and q is odd. Then the word map Xn1X
n
2 is surjective
on SL2(Fq) except when n = 3 = q.
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Proof. The case n = 2 is done in Theorem 6.3. Hence we may assume n ≥ 3. If n does
not divide the order of the group the word map Xn itself is surjective. Thus we need
to look at the case when n divides the order of the group. Suppose n ∤ q then from
Theorem 9.4 it is clear that the number of nth powers is n+12n >
1
2 . Hence, the product
of two such elements will cover whole of the group.
Now, we are left with the case n | q. The proportion of elements which are nth powers
in SL2(Fq) is
q−2
q which is >
1
2 if q ≥ 5, and we are done. This leaves us with the case
when q = 3 and n = 3. In this case non-semisimple classes are not cubes and neither
product of cubes. This proves the theorem. 
We can use the same argument in above proof to get better result as follows,
Theorem 9.9. Let m and n be odd primes, not necessarily distinct. Let q be an odd.
Then the word map Xm1 X
n
2 is surjective on SL2(Fq), except in the case when m = n =
q = 3.
Now, let us talk about the exception case. In the group SL2(F3), the word map
X31X
3
2 is not surjective. The group SL2(F3) has 7 conjugacy classes. Of these, 2 con-
jugacy classes are central, 4 are non-semisimple and 1 is anisotropic regular semisim-
ple corresponding to the irreducible polynomial X2 + 1 over F3. The non-semisimple
conjugacy classes are not cube and others are cube. Hence the number of conjugacy
classes which are cube is 3. And, the number of elements in SL2(F3) which are cube is
2.1 + 1.3(3 − 1) = 8. These are the following elements.
(
1 0
0 1
)
,
(
−1 0
0 −1
)
,
(
0 1
−1 0
)
,
(
1 1
1 −1
)
,
(
1 −1
−1 −1
)
,
(
0 −1
1 0
)
,
(
−1 1
1 1
)
,
(
−1 −1
−1 1
)
.
These 8 elements form a subgroup of SL2(F3) isomorphic the quaternion group. Thus
we conclude that in SL2(F3) product of cubes is again a cube. Therefore non-cubes in
this group, which are 16 in count, can never be products of any number of cubes. In
particular, the word map X31X
3
2 . . . X
3
l is not surjective for any l ≥ 1.
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