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We present techniques that improve the performance of asymmetric stabilizer codes in the pres-
ence of unital channels with unknown parameters. Our method estimates the channel parameters
using information recovered from syndrome measurements during standard stabilizer quantum error
correction and adaptively realigns the codespace to minimize the uncorrectable error rate. We find
that for dephasing channels parametrized by a single angle our scheme yields lifetimes dominated
by the bit-flip error rate for which the asymmetric code has an improved distance. In the case of
general unital channels we are able to learn and exploit orientations of the channel that yield a
constant improvement to the code lifetime. In both cases, since our method is adaptive and online,
we are able to model the effect of drift in the channel parameters.
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I. INTRODUCTION
The last two decades of research in quantum comput-
ing have yielded remarkable advances in quantum error
correction and fault-tolerant quantum computing. Er-
ror correction is a necessary component for any quantum
device exposed to an environment which, by necessity
of interacting with the quantum system, will introduce
noise and decoherence. Error correction is considered
successful when the action of the environment is mini-
mized in some way, either by encoding information in a
subspace (as is the case with decoherence-free subspace
methods [24]), or by actively countering it via recovery
operations as is the case with stabilizer quantum error
correction [16].
An [[n, k, d]] quantum stabilizer code protects k logical
qubits by encoding them into n physical qubits. Let Pn
be the group of all tensor products of Pauli operators X,
Y , and Z and the identity I on n qubits (possibly with
overall factors of ±1 or ±i). The code itself is defined by
an Abelian subgroup S ⊂ Pn such that S is generated
by a set of n − k commuting stabilizer generators {gs}
and S does not contain −I. We say a quantum state |ψ〉
is in the codespace of the code if gs|ψ〉 = |ψ〉 for all gs.
A quantum state can accumulate an error by interacting
with the environment. By measuring all of the stabi-
lizer generators gs, we can project the system to a state
E|ψ〉 , where E is an element of Pn. The results of these
n− k measurements collectively form the syndrome of E.
Many different errors E can result in the same syndrome
and we denote by d the distance of the code if it can un-
ambiguously correct errors of weight b(d − 1)/2c where
∗ florjanc@usc.edu
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the weight of the error is the number of non-identity el-
ements in E ∈ Pn. For a general noise process, the state
may be projected into a mixture of states with the same
error syndrome; in a well-designed code, this mixture will
be dominated by the most likely error, which is used for
the correction.
Generally, a stabilizer code is characterized only in
terms of the weights of its correctable errors, and not in
terms of the specific types of errors produced by a quan-
tum channel. It is natural therefore to consider error
correction schemes that are designed to be effective for a
specific type of error, rather than for all or errors below a
given weight. Many methods for doing this have already
been considered including designing new error correction
procedures through direct optimization [35], concatenat-
ing repetition codes with Calderbank-Shor-Steane (CSS)
codes in the presence of dominant dephasing noise [1],
and using asymmetric quantum codes to combat asym-
metric noise [3, 8, 9, 12, 19, 23, 31].
Our focus in this paper will be this last case and we
will design a system that exploits asymmetric quantum
codes in the presence of sources of noise that exhibit a
bias towards one type of error (X) over the other (Z).
(The reverse bias can be easily dealt with by switching
the roles of the X and Z bases.)
Definition 1 (Asymmetric quantum stabilizer
code [19]). The asymmetric quantum stabilizer code
denoted by [[n, k, dX/dZ ]] encodes k logical qubits into
n physical qubits and can correct errors with up to
tx = b(dx − 1)/2c X operators and tz = b(dz − 1)/2c Z
operators.
We will use as our test case the [[15, 1, 7/3]] shortened
Reed-Muller code [4] which is the smallest asymmetric
CSS code, and has the added benefit of allowing transver-
sal non-Clifford operations [7]. Another CSS construc-
tion [2] uses Bose-Chaudhuri-Hocquenghem (BCH) codes
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2to form a [[31, 6, 7/5]] asymmetric code which we will
study in the second part of this work as well. It should
be noted that our method is compatible with all asym-
metric stabilizer codes, and has the advantage that our
feedback control scheme is only a function of the noise
channel and the code distances. As such, the analysis
contained in this work applies to all codes that express
asymmetric X and Z distances (though we only consider
CSS codes in our examples).
II. QUANTUM CHANNELS
In general, a quantum operation Λ is any map on the
set of bounded positive operators on a Hilbert space that
is completely positive i.e.: Λ⊗ In is positive for identity
maps of any dimension n. Every such operation can be
written in terms of Kraus operators Ai
Λ (ρ) =
∑
i
A†iρAi. (1)
Additionally, if the operation preserves the trace, that is
to say Tr [Λ (ρ)] = Tr [ρ] for any state ρ, then it is known
as a quantum channel.
Definition 2 (Unital quantum channel). A unital quan-
tum channel Λ is a completely positive trace-preserving
map on quantum states for which the maximally mixed
state is a fixed point, that is
Λ(I/d) = I/d (2)
when Λ acts on states in a Hilbert space of dimension d.
A unital channel can equivalently be expressed as the
convex combination of unitary channels [28] and for this
reason they often appear as the result of a partial trace
after a joint unitary evolution over a quantum state and
an environment. A common and simple restriction to
unital channels is the Pauli channel.
Definition 3 (Pauli channel). A Pauli channel is a
channel over n qubits that can be written in the form
E (ρ) = (1− p)ρ+
∑
i
piAiρAi (3)
for
∑
i pi = p and Ai ∈ {I,X, Y, Z}⊗n.
In this work we will consider n identical single-qubit
channels acting on n distinct qubits. The state of each
qubit can be represented as a vector ~r ∈ R3 contained
inside the Bloch sphere [26]. We write the qubit state ρ
as
ρ =
I + ~r · ~σ
2
(4)
where ~σ = [X,Y, Z]. Unital channels that act on single
qubits can be described by their action on the vector ~r
Λ (ρ) =
I + (M~r) · ~σ
2
(5)
where the Bloch matrix M is any real 3× 3 matrix that
respects the Fujiwara-Algoet conditions [5, 6, 14]. We
now introduce a subset of unital channels that will be
the focus of our analysis.
Definition 4 (Oriented Pauli channel). An oriented
Pauli channel M is the result of a unitary channel QU ,
followed by a Pauli channel D, and the inverse unitary
channel QTU .
We are motivated to use this definition due to the fact
that any unital channel Bloch matrix M can always be
decomposed using the polar decomposition M = QV P
whereQV ∈ SO(3) and P is positive semi-definite. When
the action of the channel can be described entirely by P
(i.e.: QV = I), we have the result of Lemma 2 found the
Appendix,
M = (1− 2p)I + 2pQTU
 k1 0 00 k2 0
0 0 k3
QU . (6)
where QU ∈ SO(3). In this picture, p is the probability
of acting non-identically on the qubit and ki = pi/
∑
j pj
where pi is are the X, Y , and Z error rates in some non-
standard basis QU . Note also that when QU = I and
p < 1/2, this reduces to a single-qubit Pauli channel.
Definition 4 also lends itself a description in terms of
CPTP maps. In other words, an oriented Pauli channel
represented by the map ΛM is the result of a unitary
channel ΛU , followed by a Pauli channel ΛD, and the in-
verse unitary channel ΛU† . Additionally, we note that
the polar decomposition M = QV P shows that any gen-
eral unital channel can be written as the composition of
an oriented Pauli channel with a unitary channel ΛV .
Characterizing quantum channels is routinely done by
quantum tomography which has yielded powerful meth-
ods for faithfully reconstructing process matrices with a
tractable number of samples [13, 30]. Tomography meth-
ods such as compressed sensing require the preparation of
resource-intensive randomized quantum states and mea-
surements. A full reconstruction of all the Kraus op-
erators constituting a quantum operation might not be
needed for every task however. The goal of more recent
work done in modeling error channels has been to allow
for efficient simulation of fault-tolerance [17, 20, 25, 29]
by approximating physical error models under the Pauli
twirl operation. In [11], the authors perform a coarse-
grained averaging of the qubits by applying random Clif-
ford operators and qubit permutations which allow for ef-
ficient extraction of channel parameters such as the prob-
ability of phase-flip errors of any given weight.
We specifically consider characterizing and exploiting
the asymmetry of a quantum channel in-situ. We will
estimate channel parameters by using the existing error
correction apparatus, which has the benefit of not caus-
ing interruptions to ongoing computations. It also allows
us to account for noise channels that may be changing
over time. The authors of [10] already do this with great
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FIG. 1. Our model of feedback control for optimal use of the
asymmetric code uses a real-time estimate of the parametrized
noise channel Λθ to modify the codespace and stabilizers. (A)
We rotate all qubits in the codespace by Uˆt. (B) Stabilizer
error correction using the modified stabilizers of Eq. (7). (C)
The estimator updates the form of the stabilizer measure-
ments. Following the syndrome extraction step, the estimator
also updates the parameter estimate, symbolized by the two
directions of the flow of information. Quantum information
and classical information are distinguished in this circuit with
single and double lines, respectively. We note, however, that
the classical information of θˆt is actually a complete encoding
of the estimator of θt. This can mean, as it does in our case,
that the estimator is encoded as a point-wise approximation
of the Bayesian prior distribution of θt. Additionally, A, B,
C, are error-free.
success in the presence of dephasing noise followed by an
unknown X-axis rotation. The recent experiments of [21]
demonstrate a similar method in a system of nine physi-
cal qubits implementing the 5-bit repetition code. Again,
the authors are able to compensate for time-varying pa-
rameters in the noise channel but without the restriction
that the channel, or the corrective controls, be identical
on all qubits. Like these works, our goal in learning the
channel parameters will be to improve the performance
of error correction.
III. CONTROL SCHEME
We now present a model for reducing the rate of un-
correctable errors in two different parameterized noise
channels. Our model of feedback control will be to apply
a coherent rotation Uˆt to the physical qubits and to mod-
ify our stabilizer measurements by the same unitary, as
shown in Figure 1. Specifically, for stabilizer generators
gs,
gs →
(
Uˆt
)⊗n
gs
(
Uˆ†t
)⊗n
. (7)
In the single-parameter case we describe below, we will
use this construction to effectively rotate a dephasing
channel into a bit-flip channel. Later, when we exam-
ine a multi-parameter model, this same construction will
counteract the unitary rotation ΛU of an oriented Pauli
channel.
In this paper we will approximate the rate of uncor-
rectable errors by counting all errors whose weight ex-
ceeds the minimum number of correctable errors of the
code. (In practice, it may be possible to improve on our
results by considering correctable errors of all weights,
since most codes can correct many higher-weight er-
rors as well.) Thus, the uncorrectable error rate for an
[[n, k, dX/dZ ]] asymmetric code can be found by sum-
ming the probability of all possible errors that violate
the distances dX and dZ yet act on the fewest number
of qubits. We will denote by T the set of error weights
which violate the constraints in this way. The individual
qubit errors can occur on any of the n qubits, which we
account for by the multinomial coefficient(
n
wx, wy, wz
)
=
n!
(n− wx − wy − wz)!wx!wy!wz! (8)
where wx + wy + wz = w ≤ n. Altogether,
pfail =
∑
T
(
n
wx, wy, wz
)
pwxx p
wy
y p
wz
z (1− p)n−w (9)
where T = {wx, wy, wz : wx + wy ≤ tx, wz + wy ≤ tz},
ti = b(di − 1)/2c and p = px + py + pz.
IV. SINGLE-PARAMETER ESTIMATION
We begin with an oriented Pauli channel Λθ which is a
single-parameter generalization of dephasing noise. The
action of the channel on one qubit can be described by a
single Kraus operator, A (θ)
Λθ (ρ) = (1− p) ρ+ pA (θ) ρA (θ) . (10)
where
A(θ) = e−iθY ZeiθY . (11)
We do not know a priori the parameter θ and thus the
effective channel, as perceived by our measurements of
the stabilizer generators, is equivalent to that of Λθ under
the Pauli twirl approximation [20]:
P [Λθ] (ρ) = (1− p) ρ+p cos2 θXρX+p sin2 θZρZ. (12)
This same expression can easily be derived by noting that
e−iθY ZeiθY = Z sin(2θ) +X cos(2θ) (13)
then expanding the formula for Λθ and measuring the X
and Z operators.
The goal of the protocol we describe below is to re-
cover the parameter θ and substitute for the stabilizer
operators in the standard basis gs new stabilizers that
are aligned to exploit the asymmetry of the noise chan-
nel and maximize the lifetime of the code. This means
applying Uˆt = e
−iθˆY to the stabilizers and to the code
space (by physically applying a rotation to each qubit
of the codeword), where θˆ is our estimate of θ recovered
after each round of error correction.
4A. Fixed dephasing angle
Our first case, and the one where we will demonstrate
the greatest gain in code lifetime, is when the angle θ
is fixed in time. We use a Bayesian estimator [33] that
begins with uniform belief about the orientation channel
P0(θ; θ0) = 1/pi for θ ∈ [0, pi). Every round of stabilizer
error correction will diagnose and correct a total of wx
bit-flip errors and wz phase-flip errors. Our knowledge
of the dephasing angle at time t+ 1 includes information
learned from the error weights, the previous configuration
of the estimator, and the true value of θ0. Thus, we can
express our belief about θ at time t+1 using Bayes’ rule:
Pt+1(θ|wx, wz; θˆt, θ0)
=
Pt+1(wx, wz|θ; θˆt, θ0)Pt+1(θ; θˆt, θ0)
Pt+1(wx, wz)
(14)
=
Pt+1(wx, wz|θ; θˆt, θ0)Pt+1(θ; θˆt, θ0)∫
Pt+1(wx, wz|θ; θˆt, θ0)Pt+1(θ; θˆt, θ0)dθ
(15)
where θ is the random variable resulting from the update,
θˆt is the angle to which the stabilizers were configured in
the previous round of error correction, and
Pt+1(wx, wz|θ; θˆt, θ0) =
(
n
wx, wz
)
pwx+wz (1− p)n−wx−wz
× cos2wx
((
θ − θˆt
)
− θ0
)
× sin2wz
((
θ − θˆt
)
− θ0
)
. (16)
After each update, we choose the new alignment of the
stabilizers to be the maximum likelihood estimator of θ:
θˆt = argmax
θ
Pt(θ|wx, wz; θˆt−1, θ0). (17)
This update rule has a particular advantage we can
exploit to reduce the complexity of our estimator going
forward. Note that when wx ≥ 0 and wz = 0, θˆt = θˆt−1,
which follows from the fact that cos2
((
θ − θˆt
)
− θ0
)
has
a single maximum on the interval [0, pi) and is symmet-
ric around it. Thus, we can perform our updates to the
distribution of θ in bulk whenever we encounter a cor-
rectable Z error by multiplying the distribution by the
function
ft+1(θ, nx; θˆt, θ0) = cos
2nx
((
θ − θˆt
)
− θ0
)
× sin2
((
θ − θˆt
)
− θ0
)
. (18)
where nx is the number of X errors observed since
the previous update. Each such step is followed by a
renormalization of the posterior probability distribution
Pt+1(θ|wx, wz; θˆt, θ0).
This yields an advantage for our numerical simulations
as well. Since we need only update θˆt on single Z errors
(as the [[15, 1, 7/3]] code fails for wz > 1), we can first
sample the time until the next Z error, then retroactively
sample the number of X errors to have occurred in the
intermediate times, all the while accounting for the pos-
sibility of uncorrectable X errors. This proves especially
useful when our estimator is close to the optimal value θ.
In this case, Z errors happen very infrequently, and the
error rate is dominated by O(p4) terms, leading to many
idle cycles of the simulation.
An important complication is that the distribution
Pt(θ) cannot be stored in memory exactly and must be
discretized. Let Pt(θ) be defined for the midpoints of the
cells
[0, pi) =
N−1⋃
j=1
[
jpi
N
,
(j + 1)pi
N
)
. (19)
Thus, the difference between the true value θ0 and the
maximum likelihood estimate θˆt cannot necessarily be
reduced to zero even at very long times, but may be as
large as pi/2N . This means that the rate of Z errors can
be, at best, suppressed to p sin2(pi/2N). Recall, however,
that we do not need fully suppress Z errors in order to
take advantage of an asymmetric code. For very low
effective Z error-rates, the uncorrectable error rate in
Eq. (9) is dominated by uncorrectable X errors. If pz =
cp
tx/tz
x for some c > 0, then
pfail =
(
c
(
n
tz + 1
)
+
(
n
tx + 1
))
ptxx +O
(
ptx+1x
)
, (20)
where tx = 3 and tz = 1 for the [[15, 1, 7/3]] code. We
can expect this very low rate only when pz = cp
2
x which is
possible when sin2(pi/2N) = O(p) or N = O(1/p). Thus,
we can only make optimal use of our estimate of θ when
we take at least N = O(1/p) partitions of [0, pi).
The results of our simulations in Figure 2 show that
for a fixed dephasing angle, our technique not only im-
proves the code lifetime by a constant factor, but effec-
tively increases the code distance. The mean lifetime of
our adaptive [[15, 1, 7/3]] code agrees with a power law
of pfail = O
(
p3.99
)
yielding an “effective” code distance
of 6.98. The next smallest CSS code that could yield a
similar scaling is the [[23, 1, 7]] code, but our adaptive
technique outperforms even this code by a constant fac-
tor, thanks to the smaller number of physical qubits used.
B. Drifting dephasing angle
We now address the version of the previous problem
with a parameter θ that is drifting in time. Consider a
dephasing angle that at each time-step evolves via ran-
dom Brownian motion:
θt+1 = θt + u
with u ∼ N (0, κ2). (21)
We can incorporate our knowledge of this drift into the
estimator from the fixed angle case by convolving, at each
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FIG. 2. Performance of the adaptive stabilizers for the
[[15, 1, 7/3]] shortened Reed-Muller code in the presence of
one-parameter generalized dephasing noise. (A) Mean life-
time of 5000 samples (100 samples for p = 10−5) measured
in terms of error correction cycles. (B) Mean lifetime of 200
samples in the presence of drifting dephasing noise (κ2 = 0.01)
measured in terms of error correction cycles. (C) Mode of the
lifetime of the [[15, 1, 7/3]] code without adaptive stabilizers.
(D) Optimal lifetime of the [[15, 1, 7/3]] code given perfect a
priori knowledge of θ. (E) Expected lifetime of the [[23, 1, 7]]
code. Error bars in this plot are sufficiently small to be dis-
regarded.
time-step, our belief about Pt(θt) with the distribution
of one step of the Brownian motion. That is, following
every update in Eq. (15) we also apply
P ′t+1(θt+1) = Pt+1(θt+1) ∗
(
1
κ
exp−θ
2
t+1/2κ
2
)
, (22)
where ∗ denotes a convolution of the two functions de-
fined as
f(t) ∗ g(t) =
∫
f(s)g(t− s)ds. (23)
We then take θˆt+1 to be the maximum likelihood estimate
with respect to P ′t+1(θt+1) instead.
Unlike in our simulations of the fixed angle case, we
cannot make use of the retroactive X error sampling
that allowed us to simulate code lifetimes up to 1017 cy-
cles. We must therefore simulate every update straight-
forwardly. However, as Figure 3 demonstrates, our esti-
mator retains the property that the maximum likelihood
estimate θˆt only moves following Z errors.
Figure 2 shows that using this modified estimator still
yields a constant factor improvement to the lifetime of
FIG. 3. One run of our Bayesian estimator for θ drifting
according to Brownian motion κ2 = 0.03 and an error rate
p = 0.003.
the [[15, 1, 7/3]] code, but the lifetimes no longer scale
with O(1/p4), the rate of uncorrectable X errors. In-
stead, the drift in the channel effectively causes a con-
stant but suppressed Z error rate. This is because the
the drift in θt implies that we cannot stay in the optimal
configuration for very long. This fact is reflected in our
estimator by the convolution step, which widens any oth-
erwise “sharp” (i.e.: certain) belief about θˆt. From our
simulations, the constant factor gain to the code lifetime
for κ2 = 0.01 is 6.33.
V. MULTI-PARAMETER ESTIMATION
Although the single-angle dephasing model from the
previous section is useful for studying the limits to which
we can exploit a code’s asymmetry, it is not very general,
and we now turn our attention to the case of oriented
Pauli channels. Recall that the Bloch matrix for such
a channel can be written as a contraction in some non-
standard basis:
M = (1− 2p)I + 2pQT
 k1 0 00 k2 0
0 0 k3
Q, (24)
for some Q ∈ SO(3) and its transpose QT . We choose
this form for the Bloch matrix in order to highlight that
our true objective in estimating M is to find a rotation
of the codespace and stabilizers such that the channel
appears Pauli and allows for optimal use of the asym-
metric code. Let ki be the eccentricities of the oriented
6Pauli channel such that k1 + k2 + k3 = 1, p be the to-
tal error rate, and Q be the orientation of the channel.
Note that this channel, unlike the one in the previous
section, can give rise to Y errors. These can be corrected
by any CSS code as simultaneous X and Z errors on the
same qubit. Finally, we let A be the matrix such that
M = (1− 2p)I + 2pA.
Note that we do not need to know M to design the
control unitary Uˆt for this scheme; knowledge of A is suf-
ficient to align the largest value of ki with the X axis.
In other words, the optimal choice of Uˆt does not de-
pend on the total error rate p (although estimating p can
also be done efficiently [15]). If we let Qˆt be the real
orthonormal matrix associated with the unitary Uˆt, then
the effect of this counter-rotation on the Bloch matrix
is M = (1 − 2p)I + 2pQˆtAQˆTt , and it is clear that we
should choose Qˆt to diagonalize A and order the eigen-
values such that k1 ≥ k3 ≥ k2. This last details ensures
that Z errors are favored over Y errors and X errors are
favored over both.
The performance of asymmetric codes against oriented
Pauli channels with all ki > 0 is limited, since even with
optimal orientation, they exhibit non-zero Z and Y error
rates. These channels cannot yield improvements to the
effective code distance like those in the dephasing case,
but they can yield improvements to the coefficient of the
uncorrectable error rate, and thereby to the code lifetime.
Let Copt be the constant factor improvement to the
lifetime yielded by the [[15, 1, 7/3]] code for an oriented
Pauli channel, given perfect a priori knowledge of the
optimal orientation Qopt. Copt then is given by the ratio
of the expected lifetimes
Copt ' E [t(Qopt)]∫ E [t(Q)] dQ (25)
where E [t(Q)] is the lifetime at orientation Q given by
1/pfail(Q), the uncorrectable error rate. We take
∫
dQ to
be an integral over the Haar measure for SO(3) [32]. For
k1, k2, k3  p, the uncorrectable error is dominated by
ZZ, Y Y , and ZY errors. The approximation becomes
pfail(Q) =
(
15
0, 2, 0
)
p2y +
(
15
0, 0, 2
)
p2z +
(
15
0, 1, 1
)
pypz,
= 105(py + pz)
2,
= 105(p− px)2. (26)
The X error rate is px = p~e
T
1QDQ
T~e1 where ~ei are the
standard basis vectors and D is the diagonal matrix with
diagonal elements ki. Note that for Q with columns ~qi,
the X error rate reduces to p~qT1 D~q1, where ~q1 follows a
uniform distribution on SO(3) given by
~q =
 u√1− u2 sin (2piv)√
1− u2 cos (2piv)
 { u ∼ unif [−1, 1] ,
v ∼ unif [0, 1] .
(27)
We can thus derive the distribution on kx:
kx = k1u
2 +k2(1−u2) sin2 (2piv) +k3(1−u2) cos2 (2piv) .
(28)
To take the Haar integral needed for the average lifetime,
we must calculate∫
E [t(Q)] dQ
=
∫ 1
−1
∫ 1
0
1
105p2(1− kx)2 dvdu,
≤
∫ 1
−1
1
105p2 (1− k1u2 − k3(1− u2))2
du,
=
∫ 1
−1
1
105p2 ((1− k3)− (k1 − k3)u2)2
du,
=
tanh−1
(√
(k1 − k3)/(1− k3)
)
210p2(1− k3)
√
(1− k3)(k1 − k3)
+
1
210p2(1− k3)(1− k1) . (29)
where in the second line we’ve used that k3 ≤ k2. For
the channel of eccentricities (0.7, 0.2, 0.1), the optimal
and average lifetimes become
E [t(Qopt)] ' 11.11
105p2
, (30)∫
E [t(Q)] dQ . 2.71
105p2
. (31)
Thus, the optimal improvement to the code lifetime that
we can expect is Copt & 4.01. A similar calculation for
the [[31, 6, 7/5]] code yields Copt & 9.34.
A. Non-degenerate grids for Bayesian inference
We again will use Bayesian inference to estimate the
relevant parameters of the matrix A. Note, however, that
were we to learn the rates of X, Y and Z errors, we
could only determine the diagonal elements of matrix A.
This is a problem acknowledged by [27] and [10]. In [27]
the authors propose “toggling” the codespace to estimate
off-diagonal elements of the Bloch matrix by rotating
the codespace and pre-processing the encoded state. Al-
though their method is applicable to much more general
multi-qubit process matrices, it cannot be performed in-
situ without incurring significant costs by moving the
codespace away from the optimum.
The solution we propose is to sample the space of Bloch
matrices randomly, and track the posterior probabilities
for a field of N sampling points in the parameter space
of A. This method of approximating the likelihood func-
tion is similar to our point-wise estimate in section IV A
which was supported on regularly-spaced sampling points
in R. We sample each point X in our randomized grid
7as follows. First, we will sample eccentricities x1, x2, x3
according to the distribution
Pr {x1} = 1, for x1 ∈ [0, 1] ,
Pr {x2|x1} = 1/(1− x1), for x2 ∈ [0, 1− x1] , (32)
and x3 = 1 − x1 − x2. We take DX to be the diagonal
matrix with diagonal elements x1, x2, and x3. Note that
the average channel in our grid will have eccentricities
(1/2, 1/4, 1/4), which means that our prior distribution
assumes some asymmetry in the channel. Next, we sam-
ple an orthonormal basis QX from the Haar measure over
SO(3) (for which efficient methods exist [22]). Finally,
we let our sampling point be
X = QTXDXQX . (33)
We now relate the number of sampling points N to
the optimal performance of our asymmetric codes. We
do this in two steps: first, by bounding the minimum
distance of a fixed channel A to the closest element in
a randomized grid, and second, by bounding the rate
of uncorrectable errors using the minimum distance of
the grid. The first step is summarized in the following
Lemma, the proof of which can be found in the Appendix.
Lemma 1 (Number of sampling points versus minimum
distance). Let Xi be N i.i.d. copies of randomly oriented
Pauli channels according to (33), and let A be a fixed
channel with eccentricities (a1, a2, a3). Then we have that
Pr {Z < ε} ≥ 1−
(
1− ε
5
212
√
233a21a2a3
)N
, (34)
where Z = mini ‖Xi −A‖2 and ‖Y ‖2 =
√
Tr [Y TY ] is
the Frobenius norm.
For ε 1 the bound in Lemma 1 scales as
Pr
{
min
i
‖Xi −A‖2 < ε
}
≥ N ε
5
212
√
233a21a2a3
. (35)
Thus, to ensure that a channel in our random grid ap-
proximates A to precision ε in the Frobenius norm with
probability pA, we need to populate our random grid with
a very large number of sampling points:
N =
212
√
233a21a2a3
ε5pA
. (36)
We provide this estimate for the explicit purpose of char-
acterizing the computational resources required to im-
plement our scheme. If the adaptive encoding procedure
outlined in this text is to be implemented on classical
computing architecture operating in the very low-latency
setting of stabilizer quantum error correction, then it
must be possible to achieve the gains we describe without
unreasonable overhead.
We can also use this grid size spacing to estimate code
performance. For the oriented Pauli channel with eccen-
tricities k1 = 0.7, k2 = 0.2, k3 = 0.1, and with 30, 000
sampling points, we can expect
Pr {Z < ε} ≥ 6.92ε5. (37)
The estimate we found for the code performance in
Eq. (25) assumes complete and exact knowledge of the
channel matrix A. What we’ve found in the derivation
above, however, is a bound on our ability to learn an ap-
proximation X of the matrix A. As such, the lifetime of
our code in practice will not be bounded by the optimal
performance of Eq. (25), but rather by the quality of this
approximation. We now derive the relationship between
the Frobenius norm distance between X and A and the
code performance.
Let x11 be the first diagonal element of X. Then we
know that
|x11 − k1| ≤ ‖X −A‖2 (38)
=⇒ |1− x11| ≤ |1− k1|+ ‖X −A‖2 . (39)
We identify the lifetime coefficient C as the ratio of
pfail for random and optimal orientations, which can be
bounded from below by
C ≥ (2/3)
tz
(1− k1 + ‖X −A‖2)tz
. (40)
We call this lower bound the expected code performance,
and will make use of it as a baseline against which to
compare the numerical results of the following section.
VI. NUMERICAL RESULTS
In Figures 4 and 5 we graph the results of 1000 trials
of our adaptive estimation and error correction method
for the [[15, 1, 7/3]] and the [[31, 6, 7/5]] codes, at N =
30, 000 sampling points. We also plot the expected code
performance as a function of the Frobenius norm using
our bound derived above. Recall that the expected code
performance serves as a lower bound, and our results
indicate that it is reasonably tight.
When our adaptive technique is applied, the distribu-
tion of lifetimes for the [[31, 6, 7/5]] code changes from
the usual geometric distribution to a more uniform dis-
tribution with a high proportion of trials lasting from 2
to 10 times the expected unadaptive lifetime. We explain
this behavior in the following way: the 31-qubit code fails
at a rate of p3 for weight 3 Z errors, and thus the aver-
age number of updates to the posterior at the expected
time of failure scales with 1/p3. The 15-qubit code, on
the other hand, fails at a rate of p2 and so has, on av-
erage, learned a worse estimate of A than the 31-qubit
code at the expected time of failure. This suggests that
the code distance has an additional effect beyond simply
decreasing the baseline rate of uncorrectable errors. The
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FIG. 4. Performance (as defined in Eq. (25)) of the adaptive
stabilizers for the [[15, 1, 7/3]] shortened Reed-Muller code
with 30, 000 sampling points in the presence of a fixed unital
channel of eccentricities (0.7, 0.2, 0.1) and an unknown orien-
tation. 300, 000 error correction simulations were performed
to obtain this graph. In each trial, the adaptive correction
procedure is performed until an uncorrectable error is en-
countered. The MLE (maximum likelihood estimator) error
is taken as the Frobenius distance between the Bloch matrix
of the channel given by the MLE and the target matrix at the
time of the uncorrectable error. For each error rate, the size
of the marker represents the number of trials that yielded
the given normalized lifetime. The distribution of both of
these trial properties is also summarized in the top and left
histograms.
data in Figures 4 and 5 suggest that larger codes benefit
proportionally more from our adaptive technique, as they
are able to learn the channel parameters more accurately
before the probability of an uncorrectable error becomes
appreciably high.
In Table I we summarize the improvement to the life-
time and the Frobenius error at the time of failure of
each code. In Figure 6 we illustrate that the minimum
Frobenius distance of a random channel does indeed fol-
low a power law of N1/5, but our bound from Eq. (44)
overestimates the true grid spacing by a significant fac-
tor. In the same figure we demonstrate the decay of the
improvement to the code lifetime with decreasing num-
ber of sampling points N . Surprisingly, our method still
yields some benefit even with only 10 sampling points.
This is likely due to the fact that when sampling random
channels and random grid points, the probability of gen-
erating a grid point close to A is still high enough that
some trials have this property and inherit disproportion-
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FIG. 5. Performance (as defined in Eq. (25)) of the adap-
tive stabilizers for the [[31, 6, 7/5]] code with 30, 000 sampling
points in the presence of a fixed unital channel of eccentrici-
ties (0.7, 0.2, 0.1) and an unknown orientation. The x and y
axes, as well as the size of the plotted points, are defined as
in Figure 4.
Code
Number of
sampling
points
Normalized
lifetime C
Frobenius
error
[[15, 1, 7/3]] 2500 2.04 0.37
[[15, 1, 7/3]] 30, 000 2.17 0.41
[[31, 6, 7/5]] 2500 3.17 0.20
[[31, 6, 7/5]] 30, 000 3.68 0.24
TABLE I. Average gains made to the code lifetime from nu-
merical simulations of 1000 samples at each error rate. The
Frobenius error is calculated at the time of code failure.
ately long lifetimes, thereby raising the average.
VII. DISCUSSION
By adaptively changing the codespace and stabiliz-
ers of asymmetric error correcting codes, we’ve demon-
strated an in-situ method for boosting their performance
in the presence of asymmetric noise channels. Our
method provides a constant factor improvement to the
code lifetime in all cases, and in the case of fixed dephas-
ing noise along an unknown axis even results in a higher
“effective” code distance. Since our control unitaries on
the physical qubits are functions only of the syndrome
statistics, our method is also able to track noise param-
eters that drift in time.
9101 102 103 104 105
Number of particles
1.0
1.5
2.0
2.5
3.0
3.5
4.0
A
ve
ra
ge
 li
fe
tim
e 
im
pr
ov
em
en
t f
ac
to
r
0.0
0.1
0.2
0.3
0.4
0.5
A
ve
ra
ge
 m
in
. F
ro
be
ni
us
 n
or
m
Lifetime improvement [[15, 1, 7/3]]
Lifetime improvement [[31, 6, 7/5]]
Min. distance
FIG. 6. Effect of number of sampling points on lifetime factor
for the [[15, 1, 7/3]] and [[31, 6, 7/5]] codes, and on the average
Frobenius norm distance to the nearest grid element, for a
random channel of eccentricity (0.7, 0.2, 0.1). The dotted lines
represent the standard error around the mean.
It is interesting to note that in the case of oriented
Pauli channels, the performance of the code is dominated
by our ability to learn the direction of the largest channel
eccentricity. This allows us to align our code in a way
that matches this eccentricity toX errors, which our code
is best equipped to correct. The gains we make by learn-
ing the orientation of the second largest eccentricity are
much less significant, since the code’s ability to correct
Y errors is only slightly worse than for Z errors.
In addition to our method of adaptively rotating the
codespace and stabilizers, one might also consider re-
encoding the logical quantum state as information about
the noise channel becomes more refined. For example,
if the noise channel is discovered to be highly asym-
metric for a sustained period of time, then one could
convert the stabilizer code into one that tolerates fewer
Z and Y errors and thereby save on the total number
of physical qubits and stabilizer measurements. Several
works [4, 18, 34] already demonstrate how to convert
between these codes fault-tolerantly. Furthermore, one
might consider correcting for some types of errors less of-
ten, as is done in [12] in the presence of a strongly biased
channel.
It would seem that our method could also extend to
unital channels in general. In this case, we would model
the process matrix M not with an eigenvalue decomposi-
tion but with a singular value decomposition and our task
would be to estimate both the left and right bases of M .
Equivalently, we could retain our oriented Pauli channel
estimator and concatenate it with another unitary chan-
nel. This is similar to [10] where the authors consider a
Pauli channel in the standard basis concatenated with a
unitary rotation. In both cases, a straightforward appli-
cation of our randomized grid would incur a further ε3
scaling to the bound on the number of sampling points in
Eq. (44), significantly driving up the minimum number of
sampling points needed to yield lifetime improvements.
It might also be possible to go beyond unital channels,
but this might require new methods to estimate the “dis-
placement” of the noise channel.
Finally, a very natural extension of our method would
be to consider separate noise channels and separate con-
trol unitaries for each qubit in the code. This case could
be addressed by simply running parallel channel estima-
tors for each qubit, with updates applied only for errors
that occur on that qubit. Note that in this case the
learning rate drops by 1/n on average, and each estima-
tor converges much more slowly. However, it is likely
that the channels would be correlated based on the qubit
topology, an assumption which could be used to decrease
the number of free parameters needed.
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A. APPENDIX
Lemma 2 (Oriented Pauli channels as contractions).
Given the oriented Pauli channel ΛM (Def. 4), we can
always write the process matrix M as
M = (1− 2p)I + 2pQTU
 k1 0 00 k2 0
0 0 k3
QU . (41)
Proof. Recall that ΛM = ΛU† ◦ ΛD ◦ ΛU . Consider the
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action of ΛD on a qubit state:
ΛD(ρ) = (1− p)ρ+ pxXρX + pyY ρY + pzZρZ
= (1− p)I + ~r · ~σ
2
+ px
I +X~r · ~σX
2
+ py
I + Y ~r · ~σY
2
+ pz
I + Z~r · ~σZ
2
=
I
2
+ (1− p)~r · ~σ
2
+ (px − py − pz)r1σx
2
+ (−px + py − pz)r2σy
2
+ (−px − py + pz)r3σz
2
=
I
2
+ (1− 2p)~r · ~σ
2
+
2pxr1σx + 2pyr2σy + 2pzr3σz
2
=
I + ([A]~r) · ~σ
2
, (42)
where
A = (1− 2p)I + 2p
 k1 0 00 k2 0
0 0 k3
 (43)
where px = pk1, py = pk2 and pz = pk3. It remains
only to identify that ΛU and ΛU† act as transformations
QU and QU† on ~r before and after the channel ΛD to
complete the proof.
Proof of Lemma 1. 1][Number of sampling points ver-
sus minimum distance] Let Xi be N i.i.d. copies of ran-
domly oriented Pauli channels according to (33), and let
A be a fixed channel with eccentricities (a1, a2, a3). Then
we have that
Pr {Z < ε} ≥ 1−
(
1− ε
5
212
√
233a21a2a3
)N
, (44)
where Z = mini ‖Xi −A‖2 and ‖Y ‖2 =
√
Tr [Y TY ] is
the Frobenius norm.
Proof. Consider the variable Z ∼ mini ‖Xi −A‖2. The
cumulative distribution function of Z is
Pr {Z < ε} = 1−
∏
i
(1− Pr {‖Xi −A‖2 < ε})
= 1− (1− Pr {‖X −A‖2 < ε})N , (45)
and let
µ(X) = ‖X −A‖2
=
∥∥QTAXQA −DA∥∥2
=
∥∥QTXADXQXA −DA∥∥2 , (46)
where in the second line we’ve conjugated both matrices
by QA and QXA = QXQA is also Haar random [32],
since the Haar measure is invariant under left or right
conjugation. Let ED = {|DX −DA| ≤ εD} where |·| is
the absolute value, i.e., the event in which the eigenvalues
of X and A are similar. Conditioning on this event we
see that,
Pr {µ(X) ≤ ε}
= Pr {µ(X) ≤ ε|ED}Pr {ED}
+ Pr {µ(X) ≤ ε|¬ED}Pr {¬ED}
≥ Pr {µ(X) ≤ ε|ED}Pr {ED} . (47)
Thus, we can consider only those channels X for which
ED is true. Let {~qi} be the column vectors of QXA, and
let xi and ai be the diagonals ofDX andDA, respectively.
From ED we know that |xi − ai| ≤ εD. The Frobenius
norm can then be simplified to be∥∥QTXADXQXA −DA∥∥2
=
∥∥∥∥∥
3∑
i=1
(
xi~qi~q
T
i − ai~ei~eTi
)∥∥∥∥∥
2
≤
3∑
i=1
∥∥xi~qi~qTi − ai~ei~eTi ∥∥2
≤
3∑
i=1
(
ai
∥∥~qi~qTi − ~ei~eTi ∥∥2 + εD)
≤
3∑
i=1
(√
2ai ‖~qi − ~ei‖2 + εD
)
. (48)
where in the second line we’ve used the convexity of the
Frobenius norm, in the third line we’ve used previous
our bounds on the distance between xi and ai, and in
the fourth line we’ve used the result from Lemma 3. Let
Ai =
{√
2ai ‖~qi − ~ei‖2 + εD < ε/3
}
. Then we must have
Pr {µ(X) < ε|ED}
≥ Pr {A1 ∩A2 ∩A3}
= Pr {A1}Pr {A2|A1}Pr {A3|A1 ∩A2} . (49)
Note that the marginal distribution of each ~qi is uniform
over the unit sphere and can be constructed using [22],
~q =
 u√1− u2 sin (2piv)√
1− u2 cos (2piv)
 { u ∼ unif [−1, 1] ,
v ∼ unif [0, 1] . (50)
Thus, for ~q1 to lie within ε of ~e1 in the Frobenius norm,
we need only that u ∈ [1− ε2/2, 1], and for u uniformly
distributed over [−1, 1] this means that
Pr {‖~q1 − ~e1‖2 ≤ ε} = ε2/2. (51)
Next, the vector ~q2 is sampled uniformly from the equator
of vectors orthogonal to ~q1. Given that ‖~q1 − ~e1‖2 ≤ ε,
we are guaranteed that ~e2 lies in the band of latitude ε
around this equator. Thus, the probability of ~q2 lying
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within ε of ~e2 is given by the ratio of the area of the
circle of radius ε on the unit sphere to that of the band.
For ε 1 this is,
Pr {‖~q2 − ~e2‖2 ≤ ε} =
∫ ε
0
2pirdr∫ 1+ε
1−ε 2pirdr
=
ε
2
. (52)
Finally, given that ~q1 and ~q2 each lie within ε of ~e1 and ~e2
respectively, the vector ~q3 lies within ε of ~e3 with proba-
bility 1/4. Altogether,
Pr {‖~q1 − ~e1‖2 ≤ ε} = ε2/2
=⇒ Pr {A1} = 1
8a21
(ε/3− εD)2 ,
Pr {‖~q2 − ~e2‖2 ≤ ε} = ε/2
=⇒ Pr {A2|A1} = 1
4a2
(ε/3− εD) ,
Pr {‖~q3 − ~e3‖2 ≤ ε} = 1/4
=⇒ Pr {A3|A1 ∩A2} = 1
2a3
(1/4− εD) .
If we choose εD = ε/6, then we have altogether that
Pr {µ(X) < ε|ED} ≥ ε
3
210
√
233a21a2a3
. (53)
It now remains to bound Pr {ED} to finish the proof.
The event ED is characterized by the probabilities,
Pr {|X1 − a1| ≤ ε} ≥ ε, (54)
Pr {|X2 − a2| ≤ ε| |X1 − a1| ≤ ε} ≥ ε. (55)
Finally, if |X1 − a1| ≤ ε and |X2 − a2| ≤ ε, then we are
guaranteed that |X3−a3| ≤ 2ε. Putting this all together,
we can use the chain rule to see that
Pr {|DX −DA| ≤ ε} ≥ (ε/2)2. (56)
Thus, we have our bound on the spacing of a random
channel X:
Pr {µ(X) < ε} ≥ ε
5
210
√
233a21a2a3
. (57)
In our bound on the minimum distance Eq. (45) this
becomes
Pr {Z < ε} ≥ 1−
(
1− ε
5
210
√
233a21a2a3
)N
. (58)
Lemma 3 (Frobenius distance of outer products). Given
~x, ~y ∈ Rn, where ~x and ~y are unit vectors, we can bound
the Frobenius distance of their outer product by the Frobe-
nius distance of the vectors themselves,∥∥~x~xT − ~y~yT∥∥
2
≤ 2 ‖~x− ~y‖2 . (59)
Proof. Recall that for any real matrix A, ‖A‖2 =√
Tr [AAT ], thus∥∥~x~xT − ~y~yT∥∥2
2
= Tr
[
~x~xT~x~xT − ~x~xT~y~yT
−~y~yT~x~xT + ~y~yT~y~yT ]
= 〈~x, ~x〉2 + 〈~y, ~y〉2 − 2〈~x, ~y〉2
=
√
2
(
1− 〈~x, ~y〉2)
≤ 2
√
2 (1− 〈~x, ~y〉)
=
√
2 ‖~x− ~y‖22 . (60)
Lemma 4 (Bound on diagonal matrix elements). Let
DA and DB be diagonal matrices of entries ai and bi re-
spectively. Let X = QTDAQ for some orthogonal matrix
Q with columns ~qi. We then have that
|[X]ii − bi| ≤ ‖X −DB‖2 . (61)
Proof. First, recall the form of the Frobenius norm for
any matrix Y :
‖Y ‖2 =
√√√√ n∑
i=1
n∑
j=1
|yij |2. (62)
In our case, this becomes
‖X −DB‖2 =
√√√√ n∑
i=1
n∑
j=1
∣∣∣[X]ij − biδij∣∣∣2
≥
√
|[X]ii − bi|2
= |[X]ii − bi| . (63)
