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aijxj ≥ bi, i = 1, . . . ,m1 (2)
n￿
j=1
aijxj = bi, i = m1 + 1, . . . ,m (3)
xj ≥ 0, j = 1, . . . , n1 (4)
dove gli scalari n, n1,m,m1, i vettori c = (cj) ∈ Rn e b = (bi) ∈ Rm e la matrice A =
(aij) ∈ Rm×n sono costanti note mentre il vettore x = (xj) ∈ Rn corrisponde alle variabili
decisionali delle quali deve essere determinato il valore ottimo
(Si noti che le variabili xj per j = n1 + 1, . . . , n possono anche assumere valori negativi)
Un qualsiasi problema di ottimizzazione in cui la funzione obiettivo sia lineare nelle variabili
ed i vincoli siano equazioni o disequazioni lineari nelle variabili puo` essere espresso nella
forma sopra, eventualmente:
• cambiando segno alla funzione obiettivo se di massimo
• cambiando verso alle disuguaglianze che sono nella forma “≤”
La presenza delle disuguaglianze rende il problema non risolubile con metodi standard
di algebra lineare (che sarebbero applicabili se ci fossero solo equazioni e le variabili non
fossero vincolate ad essere ≥ 0), richiedendo algoritmi appropriati quali l’Algoritmo del
Simplesso
Nella teoria della Programmazione Lineare e, ai fini di questo corso, nella risoluzione di
modelli con un numero esponenziale (o comunque molto elevato) di variabili, e` essenziale
il concetto di Problema Duale di un LP








aijyi ≤ cj, j = 1, . . . , n1 (6)
m￿
i=1
aijyi = cj, j = n1 + 1, . . . , n (7)
yi ≥ 0, i = 1, . . . ,m1 (8)
con vettore delle variabili y = (yi) ∈ Rm
In altre parole, il problema duale, di massimo, e` ottenuto dal problema primale, di minimo:
• “scambiando” variabili e vincoli
• scambiando costi e termini noti
• trasponendo la matrice A dei vincoli
• facendo corrispondere ad ogni disuguaglianza una variabile ≥ 0
• facendo corrispondere ad ogni equazione una variabile che puo` anche assumere valori
negativi
(ricordandosi che la regola di definizione sopra richiede che le disuguaglianze del primale
siano nella forma “≥” e definisce il duale con disuguaglianze nella forma “≤”)
E` facile verificare che il duale del duale e` un problema identico al primale di partenza, a
meno del cambiamento di segno di equazioni e/o di variabili che possono assumere valori
negativi
La proprieta` fondamentale del problema duale e` il seguente teorema della dualita` forte:
Teorema 1 Il valore della soluzione ottima del primale coincide con quella del duale,
assumendo che entrambi siano ammissibili e limitati
In particolare, il valore di ogni soluzione del duale e` minore o uguale del valore di ogni
soluzione ammissibile del primale
Questo implica che, date una soluzione primale x∗ ed una soluzione duale y∗, esse sono









In altre parole, e` possibile certificare l’ottimalita` di una soluzione di un LP mostrando una
soluzione del problema duale dello stesso valore, senza dover “rendere conto” di come la
soluzione primale sia stata ottenuta
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Questa “certificazione” dell’ottimalita` indipendente dal procedimento di soluzione, unita-
mente all’esistenza di un problema duale che soddisfa il Teorema 1, non e` possibile per
ILP
Programmazione Lineare Intera e Mista
Un problema ILP e` la variante di un problema LP in cui si e` imposto il vincolo ulteriore
che tutte le variabili siano intere:
xj intero, j = 1, . . . , n (9)
Un problema di ILP Mista e` la generalizzazione di LP ed ILP in cui solo un sottoinsieme
delle variabili devono essere intere:
xj intero, j ∈ S (10)
per un qualche sottoinsieme S ⊆ {1, . . . , n}
Entrambi i problemi sono risolubili, e sono nella pratica risolti, tramite algoritmi branch-
and-bound in cui viene risolto il rilassamento continuo, ottenuto rimuovendo i vincoli di
interezza
Grafi
I grafi sono utilizzati per rappresentare graficamente un grande numero di problemi finiti,
aiutandone considerevolmente la comprensione
A seconda della natura del problema da rappresentare possono essere usati grafi non ori-
entati ed orientati
Grafi non orientati
Un grafo non orientato G = (V,E) e` definito da una coppia di insiemi: l’insieme V dei
vertici (o nodi) e l’insieme E dei lati, ciascuno dei quali corrisponde ad una coppia di
vertici
Data una coppia di vertici i, j ∈ V , il lato e corrispondente e` indicato con e = (i, j) ∈ E,
ed i, j sono detti gli estremi di e
Dato un vertice i ∈ V , l’insieme dei lati contenenti i (o con un estremo in i) e` indicato con
δ(i)
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Piu` in generale, dato un sottoinsieme di vertici S ⊆ V , l’insieme dei lati con esattamente
un estremo in S e` indicato con δ(S) (tracciando una linea chiusa che racchiuda i soli vertici
in S, questi sono i lati che intersecano la linea)
Dato un sottoinsieme di vertici S ⊆ V , l’insieme dei lati con entrambi gli estremi in S e`
indicato con E(S)
Un grafo non orientato si dice completo se il suo insieme di lati contiene tutte le |V |(|V |−
1)/2 possibili coppie di vertici
Grafi orientati
Un grafo orientato G = (V,A) e` definito da una coppia di insiemi: l’insieme V dei vertici
(o nodi) e l’insieme A degli archi, ciascuno dei quali corrisponde ad una coppia ordinata
di vertici
Data una coppia ordinata di vertici i, j ∈ V , l’arco a corrispondente e` indicato con a =
(i, j) ∈ A, i e` detto la coda di a e j la testa di a
Dato un vertice i ∈ V , l’insieme degli archi con coda i e` indicato con δ+(i), e l’insieme
degli archi con testa i e` indicato con δ−(i)
Piu` in generale, dato un sottoinsieme di vertici S ⊆ V , l’insieme degli archi con coda in S
e testa in V \ S e` indicato con δ+(S), e l’insieme degli archi con testa in S e coda in V \ S
e` indicato con δ−(S)
Dato un sottoinsieme di vertici S ⊆ V , l’insieme degli archi con entrambi gli estremi (testa
e coda) in S e` indicato con A(S)
Un grafo orientato si dice completo se il suo insieme di lati contiene tutte le |V |(|V | − 1)
possibili coppie ordinate di vertici
Cenni di Teoria della Complessita`
Complessita` degli Algoritmi
La complessita` di un algoritmo e` una misura del tempo necessario per la sua esecuzione
Per prescindere dallo specifico esecutore dell’algoritmo, tale misura non si esprime come
tempo fisico, ma come numero di istruzioni elementari, corrispondenti a confronti, asse-
gnazioni, somme, sottrazioni, moltiplicazioni e divisioni
Inoltre, tale numero di istruzioni viene espresso come funzione della dimensione dell’input
dell’algoritmo stesso, limitandosi al caso peggiore e fornendo solo l’ordine di grandezza della
funzione, tramite la simbologia O(·):
Date due funzioni f, g : N → N, si ha f(n) = O(g(n)) se esiste una costante k tale che
f(n) ≤ kg(n) per ogni n ∈ N (in altre parole g(n) e` un limite superiore o upper bound di
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f(n) a meno di una costante moltiplicativa)
Talvolta, puo` essere utile la simbologia Ω(·): date due funzioni f, g : N → N, si ha
f(n) = Ω(g(n)) se esiste una costante k tale che f(n) ≥ kg(n) per ogni n ∈ N (in
altre parole g(n) e` un limite inferiore o lower bound di f(n) a meno di una costante
moltiplicativa)
La dimensione dell’input, qui indicata con |I|, corrisponde al numero di bit necessari a
codificare l’input stesso – dato che questo e` direttamente proporzionale, ad esempio, al
numero di caratteri ASCII necessari a codificare l’input stesso, e le costanti moltiplicative
non sono considerate nella notazione O(·), si puo` immaginare la dimensione dell’input come
questo numero di caratteri, con i numeri rappresentati in base 10
Si osservi che il numero di cifre necessarie a codificare un numero n ∈ N in base 10 e` pari
a ￿log10 n￿+ 1
Esempio 1 Si consideri il problema di ordinare un vettore a = (aj) di n numeri in senso
decrescente
L’algoritmo piu` semplice per tale problema determina il massimo elemento del vettore, lo
inserisce in prima posizione, successivamente determina il secondo massimo elemento e lo
inserisce in seconda posizione, e cos`ı via
Vengono eseguite n iterazioni, nella j-esima delle quali viene cercato il massimo tra n−j+1
elementi, eseguendo n− j + 1 confronti ed al piu` n− j + 1 assegnazioni
Tralasciando per semplicita` le istruzioni di inizializzazione, nel caso peggiore il numero di
istruzioni e`
￿n
j=1 2(n− j + 1) = n(n+ 1) = O(n2)
(Si noti che il tempo di esecuzione e` anche, ad esempio, O(n3), oppure O(2n), in quanto la
notazione O(·) fornisce un upper bound a meno di costanti moltiplicative, ma ovviamente
la stima O(n2) e` piu` precisa)
Per quanto riguarda la dimenzione dell’input |I|, se questo e` fornito come sequenza
“n, a1, . . . , an”, con i valori separati da “,” ed i valori codificati in base 10, questo e` pari a
n+ (￿log10 n￿+ 1) +
n￿
j=1
(￿log10 aj￿+ 1) = Ω(n)
Quindi, esprimendo il tempo di esecuzione come funzione di |I|, si puo` dire che questo e`
O(|I|2), o quadratico nella dimensione dell’input
Gli algoritmi sono classificati in due categorie principali, a seconda della loro complessita`:
• Algoritmi polinomiali, la cui complessita` e` O(|I|m) per una qualche costante m
• Algoritmi esponenziali, la cui complessita` e` Ω(p|I|) per una qualche costante p ∈ R+
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Per molti algoritmi esponenziali la complessita` e` dell’ordine di 2|I|, mentre per molti altri
e` sensibilmente peggiore, ad esempio |I|! o |I||I|
Si noti che la complessita` di alcuni algoritmi polinomiali potrebbe non essere indicata come
funzione polinomiale, ma in ogni caso essere limitata superiormente da una funzione polino-
miale – ad esempio gli algoritmi polinomiali piu` eﬃcienti per il problema dell’ordinamento
dell’Esempio 1 hanno complessita` O(n log n)
Inoltre, si osservi che in generale esistono algoritmi la cui complessita` non e` ne` polinomi-
ale ne` esponenziale, ad esempio dell’ordine di |I|log2 |I|, ma data la loro rarita` e` naturale
aspettarsi che, dato un nuovo algoritmo da classificare, esso appartenga ad una delle due
categorie sopra
Complessita` dei Problemi
I problemi si classificano in due categorie in base alla loro complessita`:
• Problema polinomiale, se esiste un algoritmo polinomiale che lo risolve
• Problema NP-completo (o NP-diﬃcile, o NP-hard) se non si conosce alcun algoritmo
polinomiale per risolverlo e se, qualora un tale algoritmo esistesse, allora esisterebbe
per tutti i problemi NP-completi (per cui si sospetta fortemente che non esista)
Per quanto concerne la classificazione sopra, e` fondamentale notare che:
• Quella data non e` ovviamente la definizione di NP-completo (non fornita in questo
corso) ma un’implicazione della definizione
• Non tutti i problemi appartengono ad una delle due categorie, ma le eccezioni sono
estremamente rare, per cui e` naturale, quando ci si trova di fronte ad un nuovo
problema, chiedersi se sia polinomiale o NP-completo
• Non e` diﬃcile inventarsi degli algoritmi esponenziali per problemi polinomiali (ad
esempio per l’ordinamento: genera tutte le n! permutazioni del vettore a e verifica
se sono ordinate in senso decrescente), ma questo non deve far concludere che il
problema non sia polinomiale
• “Si sospetta fortemente che non esista”, per gli amici “P vs NP”, e` uno dei problemi
fondamentali della matematica attuale, vecchio quasi come il docente del corso e
indicato tra i “Millennium Problems” http://www.claymath.org/millennium/
L’approccio ingegneristico quando ci si trova di fronte ad un problema da risolvere e` il
seguente:
• Chiedersi se il problema sia polinomiale o NP-completo
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• Se e` polinomiale, utilizzare un algoritmo polinomiale per risolverlo, dato che nella
pratica gli esponenti del polinomio sono tipicamente piccoli, generalmente compresi
tra 1 e 3
• Se e` NP-completo, considerare che va maneggiato con cura, senza escludere a priori
la possibilita` di risolverlo perche´ gli algoritmi noti, di tipo esponenziale, funzionano
malissimo nel caso peggiore ma potrebbero andare bene nel caso medio riferito alle
istanze da risolvere
La stragrande maggioranza dei problemi di interesse pratico che non sono banalmente
polinomiali risultano essere NP-completi
In questo corso ci si occupa di modelli ILP per molti problemi NP-completi di interesse
pratico
LP, ILP e Complessita`
Data la rilevanza pratica di LP ed ILP, e` fondamentale conoscerne la complessita`
Per quanto riguarda LP, il seguente risultato e` stato dimostrato poco dopo l’inizio della
teoria della complessita` (primi anni ’70)
Teorema 2 L’algoritmo del simplesso e` esponenziale
Questo e` un classico esempio dei limiti della teoria della complessita`, che si limita a consid-
erare il caso peggiore, in quanto in pratica (o se si preferisce “nel caso medio”) l’algorimo
e’ veloce
In ogni caso, la complessita` di LP e` rimasta aperta fino al 1979, quando e` stato dimostrato
Teorema 3 LP e` un problema polinomiale
Il risultato ha messo in luce un’altro limite della teoria della complessita`, in quanto
l’algoritmo polinomiale che implica il teorema (algoritmo dell’ellissoide) non e` mai stato
competitivo con quello del simplesso
In ogni caso, il fatto che LP fosse polinomiale ha stimolato la ricerca di altri algoritmi di
soluzione polinomiali, alcuni dei quali (che vanno sotto il nome generico di metodi a punto
interno) sono competitivi con l’algoritmo del simplesso
Allo stato attuale, il vantaggio clamoroso dell’algoritmo del simplesso su metodi alternativi
e` il fatto di essere in grado, in modo del tutto semplice e naturale, di ripartire dalla soluzione
precedente (e non da capo) una volta che alcuni vincoli o variabili siano stati aggiunti al
problema
Per quanto riguarda ILP, praticamente tutti i problemi combinatori NP-completi sono
formulabili come ILP, il che implica
Teorema 4 ILP e` un problema NP-completo
Il fatto che ILP sia piu` diﬃcile di LP e` quindi messo in luce dalla teoria della complessita`,
e giustifica il fatto che, per risolvere ILP, si utilizzi un metodo che risolve degli LP come
sottoproblemi
LP vs ILP: Formulazioni Ideali
Ricordandosi che l’algoritmo del simplesso determina sempre un vertice ottimo, e` facile
dimostrare il seguente fatto
Osservazione 1 Ogni ILP e` risolubile come LP applicando l’algoritmo del simplesso
Dim. Considerando le soluzioni di un ILP, corrispondenti a punti interi che soddisfano
un insieme di disequazioni ed equazioni lineari, si consideri la chiusura convessa di tali
soluzioni, definita dall’insieme di tutte le loro combinazioni convesse (ovverosia combi-
nazioni lineari con coeﬃcienti non-negativi che sommano ad 1)
La chiusura convessa e` a sua volta un poliedro in cui tutti i vertici corrispondono a soluzioni
dell’ILP, quindi applicando l’algoritmo del simplesso a tale chiusura convessa si determina
la soluzione ottima dell’ILP ￿
Esempio 2 Si consideri il problema ILP la cui regione ammissibile e` definita da
{3x1 + 2x2 ≤ 6, 2x1 + 3x2 ≤ 6, x1, x2 ≥ 0, intero}
L’insieme delle soluzioni dell’ILP e` dato da {(0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (2, 0)}, e la
corrispondente chiusura convessa dal poliedro
{x1 + x2 ≤ 2 x1, x2 ≥ 0}
Mentre risolvendo il rilassamento continuo della formulazione iniziale la soluzione ottima e`
frazionaria, ad esempio, con funzione obiettivo max x1+x2, per qualsiasi funzione obiettivo
le soluzioni determinate dall’algoritmo del simplesso sulla chiusura convessa sono intere
La formulazione corrispondente alla chiusura convessa e` detta talvolta formulazione ideale
di un ILP
Per ILP corrispondenti a problemi polinomiali, praticamente in tutti i casi e` nota una
formulazione ideale, il che rende LP una sorta di “re” dei problemi polinomiali in quanto
praticamente tutti sono riconducibili ad esso
Per ILP corrispondenti a problemi NP-completi, invece, si incontrano i seguenti ostacoli
nella costruzione di una formulazione ideale:
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• Il numero di disuguaglianze necessarie a descrivere la chiusura convessa e` esponenziale
nella dimensione dell’ILP
• Queste disuguaglianze sono “sconosciute”, nel senso che e` un problema NP-completo
determinare se una data disuguaglianza e` valida o meno per la chiusura convessa
Gli ostacoli sopra impediscono in pratica di determinare le formulazioni ideali per problemi
NP-completi
D’altra parte la nozione di formulazione ideale suggerisce di cercare di formulare un dato
ILP tramite disuguaglianze “forti” (quale x1 + x2 ≤ 2 nell’esempio) e non tramite disug-
uaglianze “deboli” (quali 3x1 + 2x2 ≤ 6 e 2x1 + 3x2 ≤ 6 nell’esempio)
L’uso di disuguaglianze “forti” consente di ottenere un rilassamento continuo “vicino” alla
chiusura convessa, garantendo buoni lower bound (per problemi di minimo) ed una veloce
convergenza del branch-and-bound
Per la maggior parte dei problemi di interesse pratico, si possono derivare formulazioni
ILP “deboli” con pessimi lower bound e tempi di branch-and-bound infiniti (da un punto
di vista pratico) cos`ı come formulazioni ILP “forti” con ottimi lower bound e tempi di
branch-and-bound accettabili
Il corso e` ampiamente basato sulla derivazione di formulazioni ILP “forti” per problemi
di interesse pratico, discutendo casi in cui e` evidente quali siano disuguaglianze “deboli” e
quali “forti”, molto piu` che per l’esempio giocattolo sopra
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