1.2. In his paper F. John [10] , p.50, expressed the idea that the discovery of a variational formulation of Problem A could facilitate the existence proof and also permit the construction of approximate expressions for the solutions. Therefore in K. Doppel [1] , K. Doppel/G. C. Hsiao [2] the following weak formulation of Problem A was given. Consider the sesquilinear form (fl) where ds denotes the line element on S F . It can be shown that (., .) is a well-defined inner product on H' (cl) which is equivalent to the usual one (., .) (cf. [2] , Section 3, [3] and [61) . Then a A ( . ,.) with 
Problem B. (Hubert space formulation of the floating body problem.) For given I E L2 (S,) and A € C find all u € H'(fl) (weak solutions of Problem A) such that aA (u, v) = 11 (v) holds for all v € H'(fz).
Take R = [0, [ and note that Problem B is uniquely solvable for A € C \ R (cf. K. Doppel/G. C. Hsiao [2] , Theorem 12). In the case A = 0 one has to restrict the functions f to be in the smaller space L' (Q) and to replace ad H l (fl) by F(l) which is obtained by the completion of the Schwartz space S(S1) (cf. M. Schechter [171) with respect to the norm 101, = (fn IV461'dp) 1/2 (for details cf. K. Doppel/G. C. Hsiao [2] , Theorem 13).
1.3. In this paper we shall study the regularity of weak solutions of Problem B. Since the corners P1,p2 are extremely unpleasant we assume in this note as a first step that the unbounded fluid domain f has a smooth boundary. To do so we reformulate Problem A in the following way and call this the floating beam problem. Let f1 5 be defined as before and fix an open bounded interval ]pi,p2[c R x {0} 1.5. In Section 3 we will study the weighted H2 -regularity of solutions of Problem C in the corners p i , p2 . We remark that in this field the pioneering work was done by V. A. Kondrat'ev [12] in the sixtees. He has attracted the interest of quite a number of authors to study the singularities of weak solutions of (homogeneous) mixed boundary valueproblems at the boundary, especially at corners (P. Grisvard 
Furthermore, let

XR (po) := {v E H'(B(po; R)) I dist(supp v, ÔB(po; R)) > 01.
Note that XR (po) fl C°°(R2 ) lies dense in XR (po) with respect to II -II ' . In the following we need the well-known trace theorem.
Lemma 2.2. Let C C R2 be a bounded domain with boundary ÔC of class C2.
Then for each s E N there exists a linear bounded trace operator T0 : H 3 (G) -* H'(ôG) which is onto and fulfils Tocb = c6 IaG for all 0 E C(). Furthermore, ifs > 1 there is a linear bounded surjection T1 : f1 3 (G) -+ H-1 2 (49G) with
Ti çb = ac for all 0 E C(G).
For the proof see J. Wloka [21] , Theorems 8.7 and 8.8
2.3.
The following lemmas hold.
Lemma 2.3. Let R > 0, U E H'(B(po; R)) and I E H'(B(po; R)) , s E N0, such that JB(po;R) B
Vu . Vt3dp
fi3dp Vv E XR(po) fl C°°(R2).
Then we have u E H 2 (B(po; R')) YR1 < R.
For the proof cf. G. Folland [ 5 ] , Theorem 7.29. 
3). Let u E H 1 (G') and b E H'(l'(po; R)) with
s = k + 1/2, k E N0 , such that (2.1) JG' Vu Vi3dp = Jt8,
t,btrds Vv E XR(po) fl C°°(R2).
Then we have u E H 2 (B(po; if)) and therefore T0u E H 3I2 (F(po; if)) for all O < R' < R. Especially, if 0 E C(I'(po; R)), then u E C(B(po; R)).
)G' Vi! -Vt7dp = JQ, ,
. For f E H 312 (Sj) take a solution u of Problem C and a point P0 ES. Then u € H 3 (B(po; H)) for all R>0 with dist(B(po;R),81l\S i ) >0.
Proof. Take Po € S1 and R> 0 as above. Choose e> 0 such that dist(B(po; H+ e),öIl \ S 1 ) > 0, and obtain the assertion by applying Lemma 2.4 to I € H 3/2 (r(po; R + e))! 2.5. As a consequence of Lemma 2.4 and Lemma 2.5 we obtain the regularity of the weak solutions of Problem C on the free surface Sp:
Lemma 2.8. Let u be a solution of Problem C. Then u € C(1l U SF).
Proof. Fix po € SF and take R > 0 such that r(p0 ; R) C SF. Now choose a domain C C Il (cf. Fig. 3 ) with 2.7. For our main regularity result for the solution of Problem C we need the local H'-regularity on 8l, i.e. Ou E H'(afl) for all 95 € C°(ocl). In view of Theorem 2.9 it is sufficient to prove u € H'(ÔC), where C C fl is an arbitrary but fixed bounded domain with C 2-boundary such that
for a suitable e > 0 (see Fig. 4 ) and to show u € H1(C).
To this end we consider the Dirichlet form D : 
JQ t,bJds Vv E C().
Then we have u E H2(G).
Proof. For the given tb E H' 12 (ÔG) there exists a 'F E H 2 (G) with T1 'I' = t by Lemma 2.2. For F:= u -'I' E H'(G) we obtain by (2.3)
JG JaG !G
VvEC().
Partial integration of the last integral gives
Jv
. VUdp =
JG
Vv E
Since AT E L2 (G) the classical regularity theory (cf. J. L. Lions/E. Magenes [151,Ch.
2) shows that F E H 2 (G) and therefore u = F + 'P 6 H2(G)I
Lemma 2.12. The solution operatorr maps IP /2 (ÔG) continuously into H2(G).
Proof. By the closed graph theorem it suffices to show £(H" 2 (aG)) c H2(G).
Let 0 6 H' 12 (ÔG). By Lemma 2.10 u £(0) fulfils
JVu ViYdp = Jac
t,iYds Vv 6 H' (G)
where := 0 -T0 u lies in H' /2 (ÔG) by the Lemma 2.2. Lemma 2.11 gives the assertion I
Lemma 2.13. The operator £ maps L2 ((9G) into H 3/2 (G), i.e. £(L 2 (ÔG)) C H3/2(G).
Proof. By interpolation theory (cf. J. L. Lions/E. Magenes [15], Theorem 7.7 (p.36) and Theorem 9.6 (p.43)) we have for the Sobolev spaces H'(DG),s E R, and H'(G),s > 0, (2.4) [H" (aG), H" (aG)], 12 = H" +32/2(aG), s, > s2, (2.5) [H" (G), H" (G)], 12 = H" " 12 (G), S1 > S 2 > 0.
On the other hand Lemma 2.11 and Lemma 2.12 imply
£([.H"2(aG), H-112(aG)],,2) c [H 2 (G), H' (G)],12,
so the assertion follows from (2.4) and (2.5), respectively I Lemma 2.14. 
T0 ([H2 (G), Ji'(C)] 112 ) c [H3/2 (OC), H'12(DC)]112
and by (2.4) and (2.5) the second part of the assertion I
We are able to prove the announced H(O1l)-regularity of weak solutions of Problem C. Proof. Take the domain C as described at the beginning of Section 2.7. Let u be a solution of Problem C. Because of Theorem 2.9 it is sufficient to prove u lec E H'(DC). Set ii = u IG(E H'(G)) and define a function DC -C by 
JG
Vu . V(v2)dp = u v2x cs + j f Dds
where the last identity follows again by (2.7). Adding (2.8) and (2.9) we obtain
biJds Vv E C°°().
Since 0 E L2 (t9G) we can apply Lemma 2.14 and conclude that u lac = U 18G E H'(OG)U 3. Weighted regularity in the corners 3.1. In this Section we study the regularity in the points PI, P2 . We restrict our attention to p' and assume without loss of generality pi to be the origin of the R2. Define in the lower halfspace R 2 the bounded domain
where 0 < a < b. If we take a function 95 E C°°() with supp 0 C {p E R2 I a < II <b} we obtain by partial integration çbds.
G0 ,b G,b J8Gb
If we use the Sobolev seminorms given by
we can rewrite Lemma 3.1 in the following form.
Lemma 3.2. For all 0 E C°°() with supp C {p E R2 a < Ip I < b} we have 
J I 1ds
JaG,,, = f k 2 dp + 2Re I ci'tds.
JaG,,
The Cauchy-Schwarz inequality gives 
But this implies
and by the trace theorem (using the support properties of v and q5j in {pER2 la< il <b})
2 and a density argument now give the assertion I As a consequence of the preceeding lemmas we obtain the following a priori estimate. holds for all v E H°(G12,4).
Proof. Fix v E H 3 (G 12,4 ).
We define 'i = ) and i3 = ijv. Obviously, E H3 (G 6 ) and supp i' C {p E R2 On the other hand we have Li3 = itv + 2Vi7 . Vv + Aliv, and therefore for the right-hand side of (3.1) Putting altogether the assertion follows I 3.2. We now apply Theorem 3.4 for a special domain. To this end we set for k E Z (cf. Fig. 5 ) Gk = G2._h,2-k+i, Gk = G2--1 2-k+2 = Gk-1 UGkU Gk+I and finally holds for all v E H3(Go).
3.3. We are going to apply Corollary 3.5 to a solution u of Problem C for sufficiently smooth f. To be precise, we will assume throughout this Section that 
U -
Note that 1 E L2 (R) with 1(p) = 0 for IpI > r0 , F E H I (R) with F(x) = 0 for x > r (cf. Fig. 6 ).
Furthermore, note that by Lemma 2.7 and Theorem 2.9 
Jft2
I p I 2 IOe U(p)I 2 dp < +00. Since F E H 1 (R) by assumption and U E H'(R) by Theorem 2.15 we see again that all line integrals on the right-hand side of (3.5) with positive exponent of II are bounded.
So it remains to show that integrals in (3.5) where the exponents of jp] are negative are finite. The boundary integrals can be estimated with the help of the famous Hardy inequality (cf. G. H. Hardy et al. [8] 
where the last conclusion again follows from Theorem 2.15. Analogously,
JR-
Finally, the remaining integral can be estimated by a generalization of Hardy's inequality for domains of arbitrary dimension by V. A. Kondrat'ev (cf. [12] , Lemma 4.9). Since U E H(R . ) vanishes for all p, II > h there exists for each e E ]0, 1] a constant c such that I pI 2 IU(p)I 2 dp for all e E ]0, 1[. Combining (3.8),(3.9) and (3.10) we obtain the assertion I
