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Abstrakt 
Tato práce se zabývá problematikou výpadků a ztrát v interaktivní síťové komunikace. V úvodu je 
vysvětlena základní teorie komunikace sítí. Důležitou část práce tvoří analýza komunikace aplikací 
Vzdálená plocha, SJphone a webové hry Kulečník. Hlavním cílem je vytvořit nástroj pro detekci 
výpadků při komunikaci těchto aplikací. Výsledkem práce jsou testy vyhodnocující schopnost 










This thesis deals with the issue of blackouts and losses in the interactive network communication. In 
the introduction the basic theory of network communication is explained. Important part of the thesis 
presents communication analysis of applications Remote Area, SJphone and internet game Billiards. 
The main objective is to create a tool for detection of the blackouts during the communication of 
these applications. The results of the thesis are tests evaluating the ability of detection of the 
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V dnešní době téměř každý využívá ke komunikaci přes internet programy, jako jsou například skype, 
icq, ventrillo, qip a voip. Typ této komunikace je v dnešní době oblíbený nejenom kvůli jejich 
interaktivitě, ale také z důvodů nízkých nákladů. K této komunikaci stačí pouze internetové připojení, 
snad kromě některých typů voip. Většina programů pro komunikaci je zdarma, ale ne všechny jsou 
odladěny na veškeré výpadky a opětovné navázaní spojení. Velkou část těchto výpadků pak odhalují 
koncoví uživatelé v momentě, kdy dojde k výpadku nebo přerušení spojení. To se potom odráží  
i na jejich důvěře k programu a na jeho dalším užívání. Ovládání většiny softwarů je jednoduché, ale 
mnoho z uživatelů ani netuší, co se pod pokličkou těchto programů skrývá. Mnohé firmy postupně 
přechází na tento typ komunikace a opouští veřejnou přepínací telefonní síť (Public Switched 
Telephone Network, dále jen PSTN) nebo jak bývá také nazývána, tzv. prostou telefonní službu 
(POTS - plain-old telephone service).  Na této službě však není nic prostého. Je to celosvětová síť 
telefonních linek, složená z kabelů z optických vláken, mikrovlnných převodových linek, buněčných 
sítí (cellular), komunikačních satelitů a podmořských telefonních kabelů. Tato síť je vzájemně 
propojena přepínacími centry, které umožňují telefonům po celém světě spojovat se navzájem, 
použitím jednotného číselného systému. Celý systém je založen na obvodové přepínací síti. Obvod 
nebo kanál je zřízen mezí různými uzly a koncovkami (póly) dříve, než uživatelé začnou 
komunikovat. Vypadá to, jako kdyby uzly byly fyzicky spojeny s elektrickým obvodem. PSTN je 
poměrně na dost vysoké technické úrovni, ale její postupy spojení dvou zařízení jsou již nyní 
zastaralé a s příchodem VOIP, nepraktické. Při vytočení čísla dochází k určení cesty a uzlů, přes jaké 
bude komunikace probíhat do doby, než ji ukončí jeden z uživatelů.  
Zvuk přes IP nebo-li VoIP je tvořen řadou technologií, které umožňují sítím založeným  
na internetovém protokolu, aby byly používány také jako komunikační sítě. Umožňují tedy převod 
zvuku a multimediálního obsahu přes internetovou síť. Zatímco PSTN je obvodově přepínací, VoIP  
je balíkově (paketově) přepínací. Posílá zvuk nebo multimedia jako data - balíky na IP síť. To je také 
výhoda proti klasické PSTN, která funguje na takzvaném principu přepínání paketů. Při zvednutí 
sluchátka a iniciování hovoru nedochází tedy k určení přesné cesty, ale pakety si díky svému obsahu 
vybírají v každém uzlu další cestu samy.  Je to díky informacím, které jsou v nich obsaženy, jako  
je cílová a zdrojová IP adresa. Díky tomuto nalezne paket nejrychlejší cestu k cíli a při možných 
výpadcích na cestě  si paket  najde alternativní cesty.  
Přenos dat po síti nemusí probíhat  pouze přes pevné přístroje. V dnešní době jsou pro 
komunikaci po síti dosti  rozšířené a používané softwarové aplikace. Není k nim potřeba žádný 
speciální hardware. Stačí mít obyčejný mikrofon a reproduktory nebo sluchátka, a nahradíme tak 
klasický pevný telefon. Voip nebo spíše komunikace na principu přepínání paketů má kromě svých 
mnoha výhod také nevýhodu, založenou na kvalitě spoje a přenosového pásma jednotlivých, mezi 
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sebou komunikujících, uživatelů. Nedostatek komunikačních prostředků může tedy znamenat,  
že uživatelům je hovor přerušen nebo může dojít ke ztrátě paketů, které znamenají ztrátu slov  
či hlásek při komunikaci. K těmto problémům dochází i při používaní dalších služeb internetu, jako 
jsou online hry, chaty atd. 
Cílem mé bakalářské práce bylo zpracování studie složení síťového provozu na internetu  
a hodnocení kvality služeb dodávaných od poskytovatelů. V prvé řadě jsem testoval komunikaci talk 
programů jako například skype, ventrilo atd. Dále jsem se zaměřil na spojení online her, jako Voip, 
skype a podobné. Každá měla svůj navržený protokol, kterým data komprimovala a posílala dál  
po síti. Pro účely testování jsem přizpůsoboval rychlost připojení tak, abych odhalil hranice pro 
souběžnou komunikaci jednotlivých aplikací. Využil jsem k tomu jednak hardwarových prostředků 
jako je směrovač, ale také měřící software  pro omezování síťového provozu, případně vyplnění 
celého přenosového okna. 
Důležitým kritériem při výběru tématu bakalářské práce nebyla jen možnost získat nové 
vědomostí a zkušenosti o výše uvedené problematice, která mě opravdu zajímá a mám s ní nemalé 
zkušenosti, ale i uplatnitelnost výsledné práce v praxi, například pro testování minimálních 
požadavků linky pro komunikaci těchto aplikací.V první fázi mé práce jsem důkladně analyzoval 
téma, které je popsáno v kapitole 2. Cílem této analýzy bylo pochopení základních principů 
komunikace jednotlivých aplikací a pochopení protokolu.Ve druhé fázi jsem se snažil ověřit a 
vyhledat minimální požadavky pro zisk přenosového pásma linky a následně jsem řešil, jak tyto 
výpadky detekovat z reálně získaných výsledků komunikace na síti jednotlivých aplikací. 
Ve třetí fázi jsem popsal algoritmus, který tyto výpadky detekoval a snažil se jim zabránit. 
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2 Teoretický rozbor 
Cílem této kapitoly je objasnit základní principy fungování sítí a popis jednotlivých protokolů. 
Informace uvedené této kapitole jsou použité z webu[1],[2] a [3] .    
2.1 Model TCP/IP(Transmission Control 
Protocol)/Internet Protocol 
Internet jak ho dnes známe je založený na modelu TCP/IP. Tento model bývá také nazýván 
internetový model a obsahuje základní protokoly, prostřednictvím kterých mezi sebou komunikují 
počítače připojené do sítě. Síťová komunikace je rozdělena do tzv. vrstev, které znázorňují hierarchii 
činností. Výměna informací mezi vrstvami je přesně definována. Každá vrstva využívá služeb vrstvy 
nižší a poskytuje své služby vrstvě vyšší.  
Komunikace mezi stejnými vrstvami dvou různých systémů je řízena komunikačním 
protokolem za použití spojení vytvořeného sousední nižší vrstvou. Architektura umožňuje výměnu 
protokolů jedné vrstvy bez dopadu na ostatní. Příkladem může být možnost komunikace po různých 
fyzických médiích - ethernet, optické vlákno, sériová linka. 
Pří návrhu tohoto modelu a protokolu nebyla zohledněna, do určité míry, síťová bezpečnost. 
Pro zabezpečení komunikace před odposlechy a zneužitím je nutné použít další speciální protokoly. 
Architektura TCP/IP je členěna do čtyř vrstev (na rozdíl od referenčního modelu OSI se 
sedmi vrstvami): 
• linková vrstva (network interface) 
Popisuje přenos paketů mezi dvěma zařízeními, které jsou připojeny na jednu linku. Příklady sítí: 
Ethernet, Token ring, FDDI, X.25, SMDS. 
• síťová vrstva (network layer) 
Tato vrstva zajišťuje především síťovou adresaci, směrování a předávání datagramů. Protokoly: 
Internet Protocol(IP), Address Resolution Protocol(ARP), Reverse Address Resolution 
Protocol(RARP), Internet kontrol Message Protocol(ICMP), Internet Group Managment 
Protocol(IGMP), Interior Gateway Routing Protocol(IGRP), IP Serucity Protocol(IPSEC). Je 
implementována ve všech prvcích sítě - směrovačích i koncových zařízeních. Vrstva zajišťuje 
především síťovou adresaci. 
• transportní vrstva (transport layer) 
Vrstva je implementována až v koncových zařízeních, zabezpečuje komunikaci z jednoho místa 
na druhé a zavádí adresaci aplikace pomocí čísla portu. Poskytuje spojované (protokol TCP, 
 6 
spolehlivý) či nespojované (UDP, nespolehlivý) transportní služby, které popisuji v další 
podkapitole. 
• aplikační vrstva (application layer) 
Vrstva aplikací. Obsahuje protokoly, kterými posílají data jednotlivé aplikace. Příklady: Telnet, 
File Transfer Protocol(FTP), Hypertext Transfer Protocol(HTTP), Dynamic Host Configuration 
Protocol(DHCP), Domain Name Systém(DNS). Tyto aplikace mají přidělené standardní čísla 
portů, na kterých očekávají komunikaci. Fungují na principu klient-server. 
2.1.1 Transmission Control Protocol 
Protokol TCP[4] vytváří virtuální okruh mezi koncovými aplikacemi, tedy spolehlivý přenos dat. 
Nikdy nepokračuje v posílání dat dále, pokud není ujištěn, že druhá strana přijala poslední paket, tedy 
doručí adresátovi všechna data bez ztráty a ve správném pořadí. Při ztrátách spojení nebo klesání 
rychlosti připojení, mění paket svou velikost a rychlost s jakou je posílán, aby spolehlivě došel druhé 
straně. Služba se spojením má fáze navázání spojení, přenos dat a ukončení spojení. Při testování 
tohoto protokolu jsem zjistil, a také se dočetl v mnohých literaturách, že důležitým atributem 
protokolu TCP při spojované komunikaci, například při online hrách, je parametr velikost 
okna(anglicky - windows size), který se při snižování rychlosti připojení zmenšuje. Také dochází ke 
zvětšení  času pro detekci nepřijmutí paketu a což je snaha o zajištění přijmutí paketu druhou stranou. 
V TCP je navíc samotné navázání spojení spojeno s velkou režií. V telekomunikačním prostředí je 
toto velkým zpomalujícím prvkem, jelikož díky dynamicky se měnícím konfiguracím a z principu 
práce systému (např. telefonní ústředna), budou spojení navazována často. Navíc je TCP nejméně 
efektivní právě pro přenos relativně krátkých zpráv, které jsou do jisté míry pro dané prostředí 
typické. Na obrázku 2.2 je zobrazen datagram protokolu TCP. 
Obrázek 2.1: TCP a UDP inicializace spojení, 
 převzato z[6]  
 
Obrázek 2.2: TCP datagram, převzato z [7] 
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2.1.2 User Datagram Procotol 
Většina komunikačních programů  pracuje tedy na protokolu UDP[5]. Protokol poskytuje 
nespolehlivou transportní službu pro takové aplikace, které nepotřebují spolehlivost, jakou má 
protokol TCP. Může tedy docházet k výpadkům komunikace. Nemá fázi navazování a ukončení 
spojení a už první segment UDP obsahuje aplikační data což lze vidět na obrázku 2.3. Je tedy rychlý, 
což je při navazování spojení u komunikačních programů důležité. Nevýhodou ale je, když UDP 
protokol nemá pro svou činnost dostatek přenosového pásma nebo je spojení nestabilní. Dochází pak 
k výpadkům komunikace, které nemusí být uživatelům na obou stranách zjevné. Ve své práci jsem se 
snažil tyto výpadky lokalizovat, navrhnout algoritmus hlídání komunikace a tuto komunikaci pojistit 









Odlišnosti jsou poté v navazování spojení jednotlivých protokolů, které je zobrazeno na 
obrázku 2.1. 
Kromě modelu TCP/IP existuje také model ISO/OSI, který se nazývá referenční. Používá se  
jako názorný příklad řešení komunikace v počítačových sítí pomocí vrstevnatého modelu, kde jsou 
jednotlivé vrstvy nezávislé a snadno nahraditelné. 
2.2 Identifikace protokolů 
Existují různé techniky identifikace protokolů. Nejjednodušší technika  je podle čísla portu, přes který 
komunikuje. Seznam čísel portů a jim přiřazených protokolů udržuje organizace Internet Assigned 
Numbers Autority(dále jen IANA). Obsahuje dohodnuté pojmenování čísel portů rozdělených do tří 
skupin: 
- velmi známé porty - port číslo 0 až1023. Čísla portů by neměly být používány bez registrace 
u organizace IANA. 
- registrované porty - port číslo 1024 až49151. Čísla portů by neměly být používány bez 
registrace u organizace IANA. 
- dynamické nebo soukromé porty - port číslo 49152 až 65535. 
Obrázek 2.3: UDP datagram, převzato z [8] 
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Tato technika může velmi snadno selhat pokud je služba spuštěna na jiném portu, než na 
kterém by měla běžet. V tomto případě už tedy nemůžeme spoléhat na údaje, které nám poskytují 
protokoly transportní vrstvy a je nutné zařídit identifikaci jiným způsobem. Pokud má protokol 
nějakou svou unikátní signaturu tj. například hlavičku, identifikace se stává snadnou. Problémem je, 
že hlavička se nachází typicky na začátku zasílaných dat.  Pro tento případ se tedy vyžaduje 
především zachycení počátku spojení. Problémem však může být stav, kdy je obsah paketu šifrován. 
Jediné, co v tomto případě lze, je pokusit se zjistit, kterým nástrojem či knihovnou je paket či celý 
stream šifrován. Podrobnější identifikace protokolu  zde tedy selhává. Další možnosti jsou pak na 
statistikách založené odhady. Tyto metody se často aplikují na protokoly, kde není přesně určitelná 
signatura. 
2.3 Protokoly VOIP (Voice Over Internet 
Protocol)  komunikace 
IP telefonie, neboli přenos telefonních hovorů prostřednictvím datových sítí protokolem IP, je jedním 
z trendů v oblasti telekomunikací. Jedním z důvodů je skutečnost, že objem datového provozu 
v telekomunikačních sítích stoupá mnohem rychleji než objem telefonního provozu. Je proto 
pravděpodobné, že v budoucnu nebude ekonomické udržovat dvě sítě – pro telefonní a pro datový 
provoz, nýbrž že dojde ke konvergenci telefonních a datových služeb v jedné síti. Druhým důvodem 
je potom možnost jednodušší implementace nových typů služeb v IP telefonii, které by v klasických 
telefonních sítích bylo možné implementovat obtížněji nebo vůbec ne. Jde například o multimediální 
komunikaci, lokalizaci uživatelů a integraci s jinými službami na Internetu. 
Mezi hlavní pojmy v IP telefonii patří signalizace. Signalizace se v telefonii stará o spojování 
a rozpojování hovorů, dohodu komunikačních parametrů mezi účastníky a přenos služebních údajů, 
například identifikaci volajícího směrem k volanému. V IP telefonii v současnosti existují dva hlavní 
protokoly pro signalizaci – H.323[9] a SIP[9].  
Protokol H.323 podporovaný organizací ITU-T je dosud rozšířenější. Zahrnuje ve skutečnosti 
celou sadu různých protokolů pro jednotlivé úlohy signalizace Nevýhodou protokolů rodiny H.323 je 
jejich monolitický charakter. V transportní vrstvě u tohoto protokolu byl původně vyžadován protokol 
TCP, který je relativně obtížně implementovatelný v malých systémech, má-li být například IP 
telefonie přivedena až do telefonu. Od verze H323v3 je možné použít i protokol UDP. 
Protokol SIP vytvořený pracovní skupinou MMUSIC v rámci organizace IETF je založen na 
jiné koncepci. Je textový, svojí strukturou obdobný protokolu HTTP, používanému službou WWW, 
nebo protokolu SMTP, používanému pro přenos elektronické pošty. Jednotlivé zprávy sestávají 
z posloupnosti textových hlaviček.  
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RTP je protokol sloužící pro přenos dat v IP telefonii, jak zvukových tak i obrazových. 
Přenáší tedy datové toky vyjednané signálními protokoly H.323 nebo SIP. Data RTP jsou nejčastěji 
přenášena pomocí UDP protokolu. 
Důležitým pojmem v IP telefonii je Jitter neboli nežádoucí odchylka jedné nebo více 
charakteristik periodického signálu v telekomunikacích a zpoždění tohoto signálu. Odchylka(Jitter)  a 
zpoždění jsou definovány podle typu kodeku jaký je používaný.  
2.4 Typy softwarů pro odchycení dat 
Ve své bakalářské práci jsem využíval různé aplikace, které mi pomáhaly při analýze komunikace a 
detekci výpadků. 
2.4.1 Wireshark 
Počítačová aplikace Wireshark (dříve Ethereal) je protokolový analyzer a paketový sniffer. Mezi jeho 
nejčastější použití patří analýza a ladění problémů v počítačových sítích, vývoj software, vývoj 
komunikačních protokolů a studium síťové komunikace. 
Wireshark nabízí velice podobné funkce jako tcpdump, navíc však obsahuje mnohem větší 
počet (stovky) analyzerů komunikačních protokolů a formátů, grafické uživatelské rozhraní a mnoho 
možností uspořádání a filtrování zobrazených informací. Aplikace umí přepnout síťovou kartu do 
promiskuitního režimu a díky tomu dokáže zachytávat veškerou komunikaci na připojeném médiu. 
Wireshark je uvolněný pod open source licencí. Je podporovaný na Windows, Unixu  
a kompatibilních systémech včetně Linuxu, Solarisu, FreeBSD, NetBSD, OpenBSD a Mac OS X 
(pouze s X Serverem). Tento program jsem při svých analýzách hodně využíval. 
2.4.2 IPERF 
Iperf je běžně používaný nástroj pro testování sítě, který dokáže vytvořit TCP a UDP toky dat  
a měření propustnosti  sítě, která je přepravována. Iperf je moderní nástroj napsaný v C + +.  
Iperf umožňuje uživateli nastavit různé parametry, které mohou být použity pro testování sítě, 
nebo alternativně pro optimalizaci a ladění sítě. Iperf má funkčnost jako klient nebo server a může 
měřit propustnost mezi dvěma konci, a to buď v jednom směru nebo obousměrně. Je to open source 
software a běží na různých platformách, včetně Linux, Unix a Windows.  
Pokud se používá pro testování UDP kapacity, Iperf umožňuje uživateli zadat velikost 
datagramu a  poskytuje pak výsledky propustnosti a ztráty paketů. 
Pokud se používá pro testování TCP kapacity, Iperf měří propustnost užitečného zatížení.     
K dispozici je grafické uživatelské rozhraní Jperf. Typický výstup obsahuje zprávu o množství 
přenesených dat a měří propustnost. 
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2.4.3 Netflow 
NetFlow je otevřený protokol vyvinutý společností Cisco Systems, určený původně jako doplňková 
služba k Cisco směrovačům. Jeho hlavním účelem je monitorování síťového provozu na základě IP 
toků, které poskytuje administrátorům i manažerům podrobný pohled do provozu na jejich síti  
v reálném čase. S pomocí NetFlow statistik lze odhalovat vnější i vnitřní incidenty, úzká místa v síti, 
dominantní zdroje provozu, efektivněji plánovat budoucí rozvoj sítě a sledovat, kdo s kým 
komunikoval, jak dlouho, a s pomocí kterého protokolu. 
Ač je tento nástroj mocný a dostupnost na fakultě je možná, jeho využití pro mé analýzy bylo 




























3 Analýza  komunikace 
V této kapitole jsem analyzoval  jednotlivé typy spojení a  zjišťoval, jaké parametry nejvíce ovlivňují 
výpadky komunikací jednotlivých softwarů. Moje testovací zapojení jsem popsal na níže uvedených 
obrázcích. Tabulka 3.1 uvádí seznam použitých počítačů, směrovače a  typy jejich  systémů. Testoval 
jsem je ve dvou zapojeních. První v místní síti  (anglicky - Local Area Network, dále jen LAN), což 
popisuje obrázek 3.1 a druhé spojení přes internet neboli geograficky rozsáhlejší sít (anglicky - Wide 
Area Network, dále jen WAN), což popisuje obrázek 3.2.  Druhé zapojení jsem zvolil proto, ať mohu 
ze stejných typů testů porovnat, jak se bude lišit komunikace v reálném prostředí internetu, kde může 
docházet v menším výpadkům nebo zpožděním na směrovačích z důvodu vytížení ostatním 
provozem. Testovat budu software implementovaný v operačním systému windows – vzdálená 
plocha (anglicky Remote desktop connection, RDC), software pro VOIP komunikaci SJphone. 
V dalších kapitolách budu používat zkratku RDC, která vyplývá z anglického názvu. Konfigurace 
počítačů a směrovače lze vidět v tabulce 3.1. 
PC a směrovač Sytém 
1. klient – notebook Windows XP SP3 
2. server – stolní pc Windows XP SP3 
3. směrovač – mikrotik routerboard s QOS Routeros 4.6 
4. stolní pc – pomocný k nastavení QOS Windows XP SP3, winbox 
 
Tabulka 3.1: Informace o použitých počítačích a směrovače 
 
Laboratorní prostředí – místní sít - LAN a WAN 
 
 
Obrázek 3.1: Zapojení v místní síti LAN Obrázek 3.2: Zapojení v síti WAN 
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V tomto prostředí viditelném obrázku 3.13.11 jsem měl spojen pc(1.) s mikrotomem(3.) a na ten 
napojen pc(2.) s windows XP, na kterém bylo povoleno připojení ke vzdálené ploše. Připojení jsem 
omezoval softwarově přes směrovač mikrotik, kde jsem nastavoval jednoduché QOS pro 
stahování(anglicky - download) a nahrávání(anglicky - upload) zaměřené na konkrétní ip adresu. 
K tomuto nastavování jsem použil software winbox, který je součástí každého směrovače mikrotik. K 
nastavování QOS sloužil třetí pomocný notebook(4.), aby linku nevytěžovalo nic jiného než  spojení 
jednotlivých softwarů. 
V tomto druhém prostředí viditelném na obrázku 3.2 jsem měl zapojený pc(1.) v LAN 
se směrovačem mikrotik(3.) s veřejnou IP adresou, který byl připojen do WAN, do počítačové sítě, 
která je rozprostřená na velkém geografickém území, např. státu nebo země. Na druhé straně byl 
směrovač mikrotik s veřejnou IP adresou připojen také do WAN. Spojení jsem omezoval jen na 
straně s pc(2.) klientem a zase pomocí QOS z pomocného pc(4.). 
3.1 Třídění paketů 
Jak jsem psal výše, pro své analýzy jsem využil program wireshark, který jsem spouštěl na serveru  
i klientovi. Testoval jsem připojení ke vzdálené ploše, přičemž jsem postupně omezoval pásmo 
pomocí nastavení kvality služby (anglicky – Quality Of Service, dále jen QOS) hardwarem 
MIKROTIK. Na obrázku 3.3 je vidět prostředí neboli jednoduchý software pro nastavování tohoto 
pokročilého směrovače, kde  v řádku s indexem 0 je nastaveno omezení na cílovou IP adresu.  V 
 tomto případě na  IP 172.21.2.113 omezení na 64 Kbps stahovací limit a 64 Kbps nahrávací limit. 
Další zajímavostí je kontrolní majáček ve sloupci name, který je na obrázku zelený. Je to orientační 
status, který značí, jestli daná IP nabývá rychlost pod garantovanou rychlostí. Je-li majáček žlutý, IP 
nabývá rychlost větší než je garantovaná a červená barva udává, že IP by nabývala rychlost větší než 
je maximální rychlost. V mikrotiku definuji pouze maximální rychlost, majáčky neberu v úvahu, 














Řádek rychlost(anglicky - rate) zobrazuje aktuální hodnoty stahování(downloadu) a 
nahrávání(uploadu). Řádek pod rychlost(rate), rychlost paketu(packet rate) zobrazuje počet paketů za 
















3.2 Terminal services – Vzdálená plocha 
Začal jsem tedy s připojením ke vzdálené ploše. Jednalo se vlastně o vzdálené ovládání pc přes 
internet komunikující na síťovém Remote Desktop protokolu. RDP je protokol, který umožňuje 
uživateli ovládat vzdálený počítač a pracovat na něm skoro stejně jako kdybychom u něj seděli. 
Připojení pracuje na principu klient-server, kdy uživatel na svém počítači využívá jednoduchého 
klienta pro zobrazeni grafického uživatelského prostředí, které je spuštěno na vzdáleném počítači. 
Protokol RDP byl poprvé představen ve Windows NT 4.0 Terminal Server Edition. Klienti 
pro připojení pomocí RDP protokolu existují pro většinu verzí Windows, Mac OS X a další operační 
systémy. Server implicitně naslouchá na TCP portu 3389. Firma Microsoft nabízí klientský software 
připojení ke vzdálené ploše(anglicky - Remote Desktop Connection, RDC) nebo klient terminálové 
služby (anglicky - Terminal Services Klient, TSC).  
Na serveru vzdálené plochy se používá vlastní grafický ovladač k poskytnutí výstupního 
zobrazení zapouzdřením informací do síťových paketů pomocí protokolu RDP a jejich odesláním po 
Obrázek 3.4: Grafy provozu v mikroktiku 
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síti na klienta. Na straně klienta vzdálené plochy přijímá data a interpretuje vizualizační pakety do 
odpovídajícího grafického rozhraní Windows (GDI). Vstupní zařízení, jako je myš a klávesnice, jsou 
přesměrovány od klienta k serveru pomocí takzvaných událostí. Na serveru vzdálené plochy se 
používají vlastní ovladače pro příjem události pro klávesnici a myš. 
U tohoto typu vzdálené správy lze nastavit mnoho parametrů jako rychlost připojení – od 
modemu(28,8kbs) po síť LAN. Každý takový profil připojení má přesně definováno, jak bude 
grafické rozhraní vzdálené plochy vypadat, jestli budou fungovat animace, vyhlazování písma atd. 
Dále lze specifikovat rozlišení vzdáleného okna a také hloubku barev. Tyto parametry mají současně 
vliv na rychlost vzdálené plochy. Velkou výhodou, a také zjednodušením práce, je možnost 
vzdáleného připojení plug and play(„připoj a hraj“) zařízení typu flash disk. Je možno je také připojit 
za běhu vzdálené plochy. Dále lze mapovat lokální disky, schránku systému windows a tiskárny. 
Výjimkou nezůstalo ani přenášení zvuku ze vzdáleného pc a klávesových zkratek. Při použití těchto 
rozšíření dochází samozřejmě ke zvýšení potřebné šířky pásma, což se projeví na plynulosti chování 
vzdálené plochy.  
Pro vzdálené připojení existuje více programů. Plochu počítače můžeme reprezentovat dvěma 
odlišnými způsoby: jednak jako bitmapu, kdy se do klienta přenáší celá plocha bez ohledu na objekty 
na ní, nebo jako samostatné objekty. Výhody a nevýhody obou řešení jsou přitom zcela zřejmé.  
Bitmapové řešení - využívané například aplikace Virtual Network Computing(dále jen 
VNC). Plocha se bere jako jeden obrázek, na který se doslova malují jednotlivá okna a další objekty a 
jako celek se pak pošle klientovi. Přirozeně, není to jako v počítačových hrách, kde se každý snímek 
znovu vykresluje, to by bylo v tomto případě trochu kontraproduktivní, náročné na rychlost připojení, 
a hlavně zcela zbytečné. Přenáší se pouze změny, což rychlost výrazně zlepšuje. Takovéto řešení je 
výhodné zejména pokud je na ploše mnoho grafických objektů - tedy obrázky, ikony nebo rovnou 
webové stránky. Obrázky se nejlépe přenášejí zase jako obrázky, navíc velký obrázek s mnoha 
metadaty se vzdáleně zobrazuje jen jako souhrn viditelných pixelů. Nehledě k tomu, že VNC 
umožňuje barevnou optimalizaci. V praxi to znamená, že na něco kliknete, server si přebere 
souřadnice a na tom stejném místě na hostitelském počítači se klik provede. Provedené změny se pak 
zpětně promítnou do klienta. 
Objektové řešení - využívané například již zmíněným programem Remote Desktopem od 
Microsoftu. Princip je jednoduchý - místo přenášení plochy jako bitmapy se přenášejí jen informace  
o objektech na ploše, a ty se vykreslují teprve v okně klienta. Toto řešení je maximálně rychlé, pokud 
jsou na vzdálené ploše jen okna a ikony. Jakákoli složitější grafika pak znamená jisté zpomalení.  
V praxi to pak funguje jednoduše - v klientovi jsou přímo nakreslená okna, tlačítka a další 
objekty, které uživatel přímo využívá při práci s myší a podle toho se na serveru dějí akce, které pak 
zpětně tlumočí klientovi. 
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3.2.1 Postup testování a metriky 
Testoval jsem,  pro mě v „laboratorních“ prostředích LAN a WAN, o kterých jsem se zmínil 
již  na počátku kapitoly 3. První analýza se tedy odehrávala v prostředí místní sítě lan podle nákresu. 
Nejdříve jsem pozoroval chování vzdálené plochy bez omezení. Poté jsem testoval omezení pomocí 
QOS v mikrotomu, a dále jsem vyzkoušel omezení linky jejím vytížením, což umí program Iperf. 
Iperf pracuje jak nad UDP a TCP a lze u něj nastavit spoustu jiných parametrů, jako například 
windows size, UDP bandwitdth atd., kterými lze různě ovlivnit komunikaci ostatních programů.  
Stejně jsem postupoval i v druhém „laboratorním“ prostředí, s tím rozdílem, že výsledky jsem  
pouze srovnával a snažil se najít rozdíl, případně vyhledat nějakou odchylku od simulovaně 
omezeného spojení v síti LAN, a v tomtéž simulovaném prostředí, ovšem přes reálný provoz, v síti 
WAN, rovněž uvedeném na počátku kapitoly 3. Při svém testování jsem využil i Jperf (grafy využití 
pásma), pokud mi Wireshark nedá dostatečné podklady.  
Připojení ke vzdálené ploše vyžaduje průměrně 56Kbps šířky pásma pro každého připojení. 
Relace protokolu RDP může pracovat s méně než 56Kbps. 26.4Kbps je nižší limit pro RDP relace. 
Méně než 26.4Kbps[10,11] přenosového pásma stačí například na psaní v poznámkovém bloku, ale 
většinou nikdo vzdálenou plochu pro tento účel nepoužívá. Vzdálený tisk a spouštění programů 
vyžaduje také alespoň 26.4Kbps[10,11,12]. Při omezování rychlosti vzdálené plochy jsem nejdříve 
hodnotil prodlevy mezi pakety, dále pak velikost paketů, správnost potvrzovacích čísel paketu v řadě 
a dalších výjimek, které mohou  při analýze komunikace nastat.  
Program vzdálená plocha má určité parametry s jakými se připojuje k serveru. Jednotlivá 
nastavení vzdálené plochy, která jsem popsal níže (používám pouze zkratky těchto profilových 
nastavení tedy A a B), jsem testoval s jednotlivými scénáři omezenými nejdříve pomocí QOS přes 
mikrotik, poté  jsem využil programu Iperf nad TCP a následně opět programu Iperf, ale nad UDP. 
A) Nastavení profilu vzdálené plochy – rozlišení 800 x 600 s 256 barvami a profil výkonu byl 
nastaven na modem(56 kbps). 
B) Nastavení profilu vzdálené plochy – rozlišení 800 x 600 s 15 bitů(High color) a profil výkonu byl 
nastaven na modem(56 kbps). 
Dále jsem popsal jednotlivé scénáře a co jsem v nich vykonal. Na základě těchto dat, 
zjištěných při vykonávání  scénářů,  jsem vyhodnotil podmínky chování programu vzdálená plocha. 
Scénář 1 – časové měření vykreslení prohlížečce internet exploreru. Verze internet exploreru je 8. 
Zkoušel jsem spuštění internet exploreru s prázdnou domovskou stránkou.  
Scénář 2 – stejně jako scénář 1, pouze s jinou domovskou stránkou. Domovská stránka byla 
nastavená na http://www.bing.com/, neboť obsahuje barevné obrázky, jejichž kompletní renderování 
zabere mnohem více času a také více vytíží linku.  
Scénář 3 – časové měření psaní znaku v poznámkovém bloku 
Scénář 4 – časové měření spuštění složek či poznámkového bloku 
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Začal jsem tedy s omezením pomocí QOS. To ukázalo, jak se chová vzdálená plocha v 
případě pevně nastavené rychlosti omezení, iperf pak testovalo spojení z hlediska průchodnosti linky 
a priority paketů. Tímto jsem chtěl navodit atmosféru komunikace v síti, neboť k situaci, kdy ostatní 
pakety budou mít přednost nebo dojde k zahlcení směrovače, může také dojít. Testování jsem 
prováděl svědomitě a výsledky, které jsem publikoval v tabulce 3.1, mám z reálných dat 
synchronizovaných mezi dvěma pc, tedy na obou pc(klient,server) byl spuštěný Wireshark, na obou 
pc byl přesně synchronizovaný čas a obě pc měly dostatek výkonu pro zpracování dat. Ze začátku mi 
posloužil pomocný pc, pro nastavování atributů QOS, jako stopky, poznámkový blok atd. Ten jsem 
ale později, když  jsem si zapůjčil výkonnější pc, již nepotřeboval. Ve svých analýzách jsem popsal 
průběh a obohatil jsem ji o ty nejdůležitější a nejpodstatnější grafy.  
Nejdříve jsem tedy odchytil komunikaci bez omezení. V dalším měření jsem postupně začal 
omezovat šířku pásma. V každé fázi jsem testoval vykreslení internet exploreru , procházení složek 
na disku a psaní v poznámkovém bloku. Začal jsem na 128 Kbps – rychlosti stahování a odesílání. 
128 Kbps je pro vzdálenou plochu dostatečná rychlost, plynulost nebyla nijak ovlivněna. Pokračoval 
jsem na 64 Kbps, ale také jsem neobjevil výchylky. Pokračoval jsem na 32 Kbps, provoz byl opět 
plynulý. Poté jsem zkoušel 28 Kbps, provoz byl plynulý s menším zpožděním. Pokračoval jsem na 16 
Kbps. Zde byl již rozdíl výrazný. Explorer se spustil se zpožděním 8,5 sekund. Proto jsem si poznačil, 
že se sem musím vrátit při analýze, neboť jsem zaznamenal výraznou prodlevu, který by mohla mít 
při práci se vzdálenou plochu velký vliv, například při různých nechtěných pracích s myší nebo 
spuštění sql příkazů. Se snižováním rychlostí jsem dále pokračoval na 12Kbps. Při této rychlosti 
trvalo spuštění internet exploreru 8,5 sekundy. Při rychlosti 8 Kbps bylo zpoždění enormní, až 25 
sekund. Při rychlosti 5 Kbps bylo zpoždění více než minutu a docházelo i k výpadkům plochy.  
 
Obrázek 3.5: Parametr velikost okna(windows size) je shodný nebo velice podobný u všech paketů 
při různých omezeních linky 
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Vrátil jsem se k delším výpadkům a analyzoval jsem pakety. V době, kdy došlo k delší 
prodlevě, jsem nenarazil na paket se zmenšeným windows size. Tento parametr, tzn. jeho velikost by 
se měla přizpůsobit rychlosti linky, tedy když klesá rychlost, zmenšuje se windows size. U vzdálené 
plochy tento parametr zůstává stejný nebo se zmenší jen minimálně. Co se ale mění, je parametr TCP 
length(velikost TCP hlavičky a dat). Dalším, a to podstatným poznatkem, je délka mezi příchody 
jednotlivých paketů. Tu jsem začal analyzovat při postupném snižování rychlosti na směrovači. Při 
výpadcích byla délka mezi příchody paketů větší než 8 sekund. To se  stalo například při rychlosti 
 5 Kbps. Při tomto výpadku jsem také zaznamenal paket, který měl reset příznak(anglicky -  Reset 
flag, dále jen RST flag), potvrzovací příznak(anglicky - acknowledgment flag, dále jen ACK), 
následovaný novým paketem s příznakem prvního paketu řadě - SYN příznak(anglicky SYN flag, 
dále jen SYN), který znamená, že se klient snažil znovu připojit na vzdálenou plochu, tedy po 
výpadku. Tento fakt jsem si poznačil a zohledním ho při návrhu aplikace. Když se ale vrátím 
k prodlevám, začal jsem zkoumat, jaká prodleva musí být, aby začala plocha pomaleji reagovat. 
Zaměřil jsem tedy svou analýzu na zjišťování zpoždění plochy. Na směrovači jsem nastavil na QOS 
16 Kbps – což je dané minimum pro funkčnost základních věcí vzdálené plochy. Po připojení na 
vzdálenou plochu jsem spustil, podle scénáře 1 a 2 prohlížeč internet explorer.. Poté jsem ho po 
chvilce vypnul a na rozhraní směrovače jsem viděl, že jsou pakety stále ve frontě zpracování.  Ihned 
jsem analyzoval pakety ve wiresharku a zjistil, že odezva byla  něco málo přes  0,5 sekundy, tedy  
0,598175 sekundy, jak je vidět na obrázku 3.5. Řádek podbarvený šedě označuje paket s největší 
prodlevou. První hodnota v řádku je číslo paketu, druhá je odezva, tedy čas od přijetí posledního 
paketu, třetí a čtvrtá hodnota je zdrojová a cílová IP. IP klienta na  obrázku  3.5 je  172.21.2.112  a  
rdp  server je tedy  10.1.1.236. Vedle IP adres je sloupec s délkou celého paketu a vedle něho je 
sloupec s velikostí okna (anglicky - windows size, zkráceně WS). Jak je zřejmé, tyto dva sloupce se 
při zpoždění neliší od ostatních, což lze vidět i na obrázku 3.5 a proto je nebudu brát , pro mou 
analýzu prodlev při práci se vzdálenou plochou, v úvahu. Pokus jsem opakoval několikrát s různými 
rychlostmi omezení pomocí QOS na mikrotiku a pokud došlo k delší prodlevě, značil jsem si tyto 
časy a prodlevy analyzoval. 
Zkoušel jsem také měnit hloubku barev u vzdálené plochy podle zadaní nastavení profilu 
nahoře(A,B) a taktéž jsem měřil dobu vykreslení aplikace internet explorer, ve které jsem nejdříve 
zkoušel vykreslovat prázdnou stránku a poté domovskou webovou stránku www.bing.com, která 
obsahuje různé obrázkové motivy, které povedou ke zvětšení prodlevy načítání aplikace. Prodlevu 
jsem tedy bral jako vše, co se odlišuje od plynulosti i když jsem viděl, že se třeba část okna 
vykresluje, reakce na můj povel byla ale zpožděná. To lze vidět na i na obrázku 3.6 , kde špičky 
v grafu znamenají větší mezi-paketové časové mezery, který se projevují při práci s aplikací jako 
zpožděním při vykreslování jednotlivých snímků. Ze svých pokusů a analýz dedukuji, že pokud 
budou mít mezi sebou pakety prodlevu větší než půl sekundy, tak dochází k pozdním odezvám či 









Dále jsem zkoušel omezit spojení pomocí programu Iperf. Iperf pracuje jak nad TCP, tak nad 
UDP. Na mikrotiku jsem nastavil šířku pásma na 64 Kbps  pro stahování a 64 Kbps  pro nahrávání. 
Navázal jsem spojení aplikací vzdálenou plochou a na serveru jsem zapnul program Iperf v režimu 
serveru, tedy s přepínačem –s na portu 10009 protokolem TCP.  Řádek pro start Iperf serveru vypadal 
následovně: 
Iperf.exe –s –p 10009 –i 1  
Přepínač „i“ znamená interval vypisování řádku komunikace, „p“ je port, na kterém server naslouchá. 
Řádek pro připojení klienta vypadal takto: 
Iperf.exe –c 10.1.1.236 –p 10009 –i 1 –t 200   
Přepínač „c“ znamená, že se jedná o klienta, „p“ je port, „i“ je interval vypisování na řádek a „t“ čas, 
po který má klient zůstat připojený. Také jsem na klientovi použil přepínač „w“, kterým se nastavuje 
windows size. 
Nejdříve jsem testoval Iperf v režimu TCP. Na serveru vzdálené plochy jsem spustil Iperf  
v režimu server, pomocí příkazu viz výše, poté jsem spustil na druhém pc Iperf v klientském režimu. 
Spojení jsem nijak dále neomezoval a začal jsem připojování ke vzdálené ploše na server, na kterém 
již běžel Iperf server. Iperf sever s klientem jsem spustil již před připojením proto, abych zjistil,  jestli 
Iperf vůbec dovolí navázání komunikace mezi klientem a serverem aplikací vzdálená plocha. Spojení 
se navázalo a komunikace mezi serverem a klientem probíhala bez jediné neplynulé reakce  
od serveru. Plocha jela bez problému a Iperf nevykazoval také žádné výpadky. Na směrovači jsem 
viděl, že Iperf nevyužije celého pásma, neboť jsem připojen přímo ke směrovači mikrotik a ten má 
gigbajtové síťové porty. Zkusil jsem změnit natavení velikosti okna(windows size) na Iperf klientovi 
na její maximum na 99999999999, což v přepočtu znamená asi 935Mb. I přes tuto změnu se 
plynulost komunikace vzdálené plochy nijak nezměnila. Příkaz pro spojení Iperf klienta vypadal 
takto: 
 C:\>iperf.exe -c 10.1.1.236 -p 10009 -i 1 -w 99999999999 
 
Omezil jsem tedy provoz pomocí již řečeného QOS na 64 Kbps pro stahování a 64 Kbps pro 
nahrávání zaměřený na IP adresu klienta. Postup jsem opakoval s výchozím nastavením windows size 
pro Iperf, tedy 8 KB. Nastartoval jsem  Iperf server a připojil klienta. Poté jsem se pokusil připojit 
k serveru vzdálené plochy. Bohužel připojení skončilo následující hláškou: „při připojení ke vzdálené 
Obrázek 3.6: Graf závislosti času mezi přijmutím jednotlivých paketů 
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ploše došlo k vypršení časového limitu“. Ve Wiresharku jsem viděl probíhající handshake – 
ustanovení spojení, který ovšem skončil s chybnou kontrolou kontrolního součtu. Potom ještě prošlo 
několik paketů, ale na obrazovce klienta se bohužel nic nezměnilo. Zkusil jsem tedy pozměnit 
parametry windows size na serveru. Ve výchozím nastavení byl parametr windows size nastaveno na 
8Kb. Změnil jsem tedy tuto hodnotu na 4Kb, ale také nedošlo k připojení k serveru. Ve wiresharku 
jsem viděl požadavky na handshake, ale opět nedošlo k zobrazení úvodního přihlašovacího okna. 
Snižoval jsem tedy parametr windows size na serveru ještě níže, v domnění, že paketům zůstane 
trochu volného místa přenosového pásma pro navázaní komunikace vzdálené plochy. Bohužel se tak 
nestalo. Ve wiresharku jsem tentokrát neviděl žádné pakety přicházející od serveru. Okno bylo 
zaplněno pouze požadavky mého klienta vzdálené plochy. Zkusil jsem ještě nastavení windows size 
na 65000. Situace se ale opakovala. Parametr windows size lze také nastavit na klientovi. Po 
nastavení parametru windows size na 65000, tentokrát ale na klientovi, se RDP klient úspěšně spojil. 
V důsledku toho jsem usoudil, že TCP spojení Iperfu při tak malé hodnotě parametru windows size 
nepustilo ke komunikaci vzdálenou plochu rychlým zahlcením hromadou paketů s nízkým 
parametrem windows size. Komunikace vzdálené plochy byla omezená, procházení složek trvalo pár 













Zajímala mě druhá věc a to, jak se bude vzdálená plocha chovat při již ustanoveném spojení 
vzdálené plochy. Začal jsem tedy relaci vzdálené plochy, poté jsem spustil na RDP serveru Iperf 
v režimu server. Minimalizoval jsem vzdálenou plochu a spustil jsem Iperf v režimu klienta.  
Po spuštění Iperfu došlo k takzvanému zamrznutí obrazovky. Po 5 vteřinách začala plocha opět 
určitým způsobem komunikovat. Komunikace nebyla plynulá, spuštění obyčejného textového 
souboru trvalo 11 sekund. Napsání jednoho slova asi 3 sekundy. Časy největších výpadků jsem si 
poznačil, s testováním jsem pokračoval dále. Nakonec jsem Iperf klient vypnul, abych mohl lépe 
rozeznat a vidět rozdíl mezi plynulou komunikací a výpadky.  
 





Komunikace se během chvilky rozběhla do své stávající plynulosti. Po analýze spojení ve wiresharku 
jsem  zjistil, že v čase, kdy jsem připojil Iperf klienta, tak docházelo jednak k časovým prodlevám 
mezi pakety, ale jak lze vidět i z obrázku 3.8 docházelo ke opětovnému přeposílání(anglicky - 
retransmission) paketů. Černé řádky označují duplicitní potvrzovací pakety a znovu přeposlané 
pakety. Několik černých řádků jsem našel i na začátku komunikace, ale to bylo způsobeno náročnější 
prací pc, zapínal jsem totiž internet explorer, který měl nastavenou grafickou domovskou stránku, 
jejíž načtení bylo náročné na stávající přenosové pásmo. Prodlevu však uživatel nezjistil. Na obrázku 
3.8, kde bylo více paketů znovu přeposíláno, je prodleva uživatelem viditelná. Poznamenal jsem si 
tedy další fakt, který ovlivnil komunikaci vzdálené plochy.   
Po další analýze komunikace jsem zjistil, že prodleva mezi pakety, nastavená pro mě jako 
ztrátová 0,59 sekund, jako vysoká. Na počátku komunikace, kdy vše probíhalo plynule, došlo 
k prodlevě 0,62 sekund. Toto bylo způsobeno zapnutím internet exploreru s grafickou úvodní 
obrazovkou, jak jsem psal výše, kdy došlo ke chvilkové ztrátě plynulosti. Snížil jsem tedy podmínku 
délky prodlevy na větší než 0,58 sekund a uvidím, jak bude vypadat další omezení komunikace. 
Výpis níže je výpis z iperf, podle kterého se dá soudit, jestli pakety od klienta došly. V prvním 
sloupci je časový interval komunikace, ve druhém je přenosová rychlost a třetím využité pásmo. 
Pokud dosáhne rychlost 8KBytes = 8x8 = 64 Kbps, využívá tedy skoro celé pásmo při ustanoveném 
spojení. To lze vidět i na obrázku 3.9. Až na pár občasných úpadků, které jsou způsobeny snahou 
vzdálené plochy protlačit komunikaci, tak po celou dobu spojení využívá Iperf celou linku. 
Komunikace probíhala na hranici funkcionality, tudíž testování s Iperf nad TCP jsem ukončil. 0.00 
Kbytes znamená, že Iperf nic od klienta nepřenesl, tedy linka byla vytížená jiným provozem, v našem 
případě tedy komunikací vzdálené plochy. 
 
 












Jako další věc mě zajímalo, jak bude reagovat vzdálená plocha, když bude Iperf běžet v nad 
protokolem UDP. Udělal jsem také test při neomezeném pásmu a Iperf i vzdálená plocha 
komunikovaly bez problémů. Omezil jsem tedy provoz opět pomocí QOS na 64/64 Kbps. Nad UDP 
dovoluje Iperf na klientovi zadat i šířku pásma jakou má zabrat. Nejdříve jsem nechal defaultní  
1 Mbit/sec šířku pásma. Klient vzdálené plochy se vůbec nepřipojil. Na obrázku 3.10 je vidět pouze 
zaslané požadavky od klienta pro ustanovení spojení. Klient na obrázku níže má IP adresu 
172.21.2.113. 
 
Pokračoval jsem tedy nastavením nižšího pásma u Iperf klienta. Nastavil jsem parametr „b“ neboli 
šířku pásma na klientovi –b 100 KBytes. Ve Wiresharku jsem opět viděl, jak klient odesílá pakety na 
server, ale nepřichází žádná odezva, jak je vidět na obrázku 3.11, kde je zobrazen graf z komunikace 
na serveru.Oproti TCP přibyly sloupce Jitter, ztracený/celkový počet datagramů. Jitter je nežádoucí 
odchylka zmíněná v kapitole 2.3. V Iperf manuálu je napsáno, že pokud přesáhne ztráta ve sloupci 
„ztracený/celkový počet datagramů“ více jak jedno procento, není kvalita linky dobrá. Parametr Jitter 




Obrázek 3.10: Snaha klienta o ustanovení spojení u vzdálené plochy 
 














Při špatné kvalitě linky dochází u TCP  ke znovu poslání paketů, což jsem si ve Wiresharku ověřil. 
Pokračoval jsem se snižováním pásma a při 60Kbytes se spojení navázalo. Opět byla komunikace 
hodně opožděná, otvírání souborů trvalo asi 15 sekund, jeho zavíraní pak asi 8 sekund. Psaní 
smysluplných slov asi 4 sekundy. Ve Wiresharku jsem viděl stejné problémy při komunikaci jako u 
omezení u TCP. Ještě jsem testoval připojení Iperf klienta při spojení na vzdálenou plochu. 
Obrazovka vzdálené plochy jakoby úplně zamrzla. Viděl jsem, že klient Iperf úplně omezil 
komunikaci vzdálené plochy. I výpis v Iperfu po sekundě naznačoval, že komunikace mezi Iperf 
serverem a klientem funguje, vzdálená plocha naopak vůbec nekomunikuje. V tabulce 3.1 jsou 
sepsány všechny naměřené hodnoty, reprezentující dobu čekání na spuštění jednotlivých programů 
v sekundách. Hodnoty v tabulce odpovídají testování scénáře 1 a 2.  
V tabulce 3. je vidět, že při spuštění Iperf s implicitním nastavením šířky pásma(1Mbytes/s) 
tedy 8Mbits/s vzdálená plocha úplně zamrzla a přestala komunikovat. Po dalších  
2 minutách se ztratilo spojení se vzdálenou plochou úplně. U měření s programem Iperf v levém 
sloupci tabulky 3.1 je QOS 64/64 Kbits/s, neboť při neomezené rychlosti linky by parametry 
programu Iperf komunikaci neomezily, jak jsem psal při testování výše. Tabulka 3.1 zobrazuje dobu 
trvání vykreslení aplikace internet exploreru s domovskou stránkou www.bing.com, tedy scénář 2. 








Obrázek 3.11: Iperf UDP – omezení klienta 
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Scénář 1 Scénář 2 Typ omezení 
A B A B 
Bez omezení 0,5 0,5 0,5 0,5 
QOS 64/64kbits/s 0,5 2,3 0,5 2,3 
QOS 32/32 kbits/s 0,9 2 0,9 2 
QOS 20/20 kbits/s 2,1 4 2,1 4 
QOS 16/26 kbits/s 6,8 24 6,8 24 
QOS 12/12 kbits/s 16 37 16 37 
QOS 8/8 kbits/s 26,2 45 26,2 45 
QOS 4/4 kbits/s 32 58 32 58 
QOS 1/1** Kbits/s 46 69 46 69 
QOS 64/64 WSS8/WSK4 5 9 5 9 
QOS 64/64 WSS8/WSK8 7 11 7 11 
QOS 64/64 WSS16/WSK16 12 24 12 24 
QOS 64/64 WSS8/WSK32 11 13 11 13 
QOS 64/64 WSS56/WSK56 26 30 26 30 
QOS 64/64 WSS8/WSK65 11 18 11 18 
QOS 64/64 8Mbits/s 0 – plocha 
neodpovídá 
0 – plocha 
neodpovídá 
0 – plocha 
neodpovídá 
0 – plocha 
neodpovídá 
QOS 64/64 10Kbit/s 4 4 4 4 
QOS 64/64 20 Kbit/s 4 4 4 4 
QOS 64/64 30 Kbit 4 4 4 4 
QOS 64/64 50 Kbit 6 7 6 7 
 
Tabulka 3.2:Sumarizace výsledků scénáře 1 a 2 
 
** Při této rychlosti je komunikace dost nepřesná, protože plocha místy ztrácí spojení 
*WSS - parametr windows size severu 
*WSK - parametr windows size klienta 
 
Dále jsem zjišťoval, jak hodně je plocha využitelná pro psaní textu v poznámkovém bloku  
a jeho zapnutí. Toto testování je podle scénářů 3,4. Nahoře jsem uvedl, že plocha by měla pracovat  
s 26,4 Kbps, otestoval jsem tedy tuto rychlost a pro psaní textu byla dostačující. U psaní jsem 
postupně snižoval rychlost, u 12 Kbps docházelo k delším odpovědím při psaní nebo spíše nahodilém 
mačkání kláves rychle za sebou. Při psaní smysluplných vět nebyl problém. Když jsem ale snížil 
rychlost na 8 Kbps, při psaní docházelo k mnohem delším odezvám i při uvádění smysluplných vět. 
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Zjistil jsem tedy, že hranice pro reálné psaní je 12 Kbps,  pro úplnou plynulost 16 Kbps a to vše při 
natavení plochy na profil 56 Kbps s hloubkou barev 256. 
                                            
Tabulka 3.3: Sumarizace výsledků scénáře 3 a 4 
** Při této rychlosti je komunikace dost nepřesná, protože plocha místy ztrácí spojení 
*WSS - parametr windows size severu 
*WSK - parametr windows size klienta 
Scénář 3 Scénář 4 Typ omezení 
A B A B 
Bez omezení 0,01 0,01 0,2 0,2 
QOS 64/64kbits/s 0,01 0,01 0,2 0,2 
QOS 32/32 kbits/s 0,01 0,01 0,2 0,3 
QOS 20/20 kbits/s 0,01 0,01 1,8 2 
QOS 16/26 kbits/s 0,01 0,01 4 4,8 
QOS 12/12 kbits/s 0,1 0,2 6 9 
QOS 8/8 kbits/s 1,8 3 17 28 
QOS 4/4 kbits/s 4 4,9 34 54 
QOS 1/1* Kbits/s 6 8 47 70 
QOS 64/64 WSS8/WSK4 1 2,5 23 6 
QOS 64/64 WSS8/WSK8 3 4 12 13 
QOS 64/64 WSS16/WSK16 3,5 5 4 13 
QOS 64/64 WSS8/WSK32 1,5 2 6 8 
QOS 64/64 WSS56/WSK56 2 3 14 17 
QOS 64/64 WSS8/WSK65 2,5 3 8 18,5 
QOS 64/64 8Mbits/s 4,2 4 9 19 
QOS 64/64 10Kbit/s 5,8 5 9,9 15 
QOS 64/64 20 Kbit/s 7,1 10 11 12 
QOS 64/64 30 Kbit 8,1 12 11,9 43 
QOS 64/64 50 Kbit 0 13 12 12 
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Dále jsem omezoval rychlost pomocí Iperf nad TCP a UDP. Postupoval jsem stejně, jako při 
testování aplikace internet explorer a výsledné doby čekání na spuštění aplikace poznámkový blok a 
psaní textu jsem shrnul v tabulce 3.2. Při analýzách jsem zjistil několik faktů, které ovlivňují 
komunikaci se vzdálenou plochou.  
Tyto fakta jsem zaznamenal a použil  je při návrhu algoritmu v další kapitole.Na začátku 
testování jsem narazil na zajímavý jev. Původně jsem myslel, že se jedná o chování protokolu, ale 
nakonec jsem zjistil, že je chyba v mém pc. Při neomezeném pásmu jsem zjistil, že odchází z mého pc 
neustále dva stejné pakety se stejným identifikačním číslem, jak je vidět na obrázku 3.12 Modře 
podbarvený řádek je paket směrovaný z klienta na server.  
 
Tento jev jsem objevil i při analyzaci paketů po LAN i WAN při plynulé komunikaci. Hledal jsem 
možné vysvětlení : 
1. Některé sekvence paketů se ztratí na cestě, jsou znovu-poslány, ale až po již přenesených 
paketech (v tomto případě je vidět mnoho znovu-vyslaných paketů v programu Wireshark). 
2. Mohou existovat dvě různé síťové cesty mezi klientem a serverem. Jedna, která je rychlejší, 
provoz je vyvážený a některé pakety projdou rychlejší síťovou cestou a ostatní přes pomalejší 
cestu. Například paket A přijde před paketem B, ale paket B si zvolí rychlejší cestu a dostane 
se dřív k cíli než paket A, poté bude označen jako „paket mimo pořadí(Out of order packet)“.  
 
Jak jsem později zjistil, je to způsobeno nainstalovaným adaptérem virtuální privátní 
sítě(anglicky – Virtual Private Network (dále jen VPN), který pakety duplikoval pro svůj provoz. Jak 
je vidět na obrázku 3.2, je duplicitní paket označen na černém řádku. Lze to poznat ze sloupce IP 
identification, kterým jsou označovány pakety IP. VPN adaptér jsem pro tyto účely zakázal a 
pokračoval jsem v analýze. 
3.3 VOIP – komunikační software SJphone 
V této kapitole jsem rozebíral komunikaci komunikačních programů jako jsou SJphone.  
Obrázek 3.12: Duplicitní pakety 
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SJphone je softwarový telefon (VOIP), který umožňuje mluvit s jinými softwarovými 
telefony(anglicky – „softphone“) běžících na PC / PDA, IP-telefonech nebo pomocí poskytovatele 
internetových telefonních služeb (ITSP - Internet Telephony Service Provider) s tradičním pevným 
nebo mobilním telefonem. Podporuje protokol SIP, H323 a je plně kompatibilní s většinou 
významných dodavatelů VOIP ITSP. Pro volání po celém světě si stačí založit účet u některé z firem 
nabízející IP telefonii nebo si založit účet u SJphone. Je možné si také založit své vlastní VOIP sítě 
použitím buď protokolu H323 gatekeeper, SIP proxy, IP-PBX. 
SJphone bývá také označován jako SIP klient. Nejdříve bych toto chtěl uvést  na pravou míru. 
Označení klient je nepřesné. V terminologii protokolu SIP se používá termín agent (User Agent), ale 
jelikož máme v našich krajích označení agent spojené spíše s jinými složkami než s prvky SIP 
architektury, tak si dovolím místo agenta používat  klienta. SIP je aplikační protokol, který umožňuje 
sestavení, modifikaci a ukončení multimediální relace. Parametry relace jsou popsány SDP 
protokolem, proto často uvidíte označení SIP/SDP. Jádro protokolu SIP je popsáno v  RFC 3261, ale 
k SIPu se váže dalších cca osmdesát RFC, které přinášejí další možnosti. 
3.3.1 Postup testování a metriky 
Přístupová síť musí mít dostatečnou kapacitu, aby byla garantována kvalita poskytovaných služeb. 
Otestoval jsem si tedy nejdříve spojení s garantovaným tokem a poté jsem rychlost komunikace 
omezoval. Nejdříve jsem začal opět testovat v prostředí LAN, tedy obrázku 3.1 z počátku kapitoly 3.   
Prošel jsem si  možná nastavení SJphone a pak provedl testovací hovor. Jako signalizační protokol 
jsem použil standard H.323. Nejdříve jsem omezoval komunikaci pomocí QOS. Poté jsem 
komunikaci omezil programem Jperf, který také dokáže zobrazit, zda při komunikaci nastaly 
odchylky. V další fázi jsem opět testoval SJphone přes sít wan a vystavil ji stejným omezením jako na 
síti lan. Při každém omezení, ať již Iperfem nebo QOS, jsem procházel následující testovací scénáře, 
při kterých jsem měřil prodlevy mezi pakety v přijaté komunikaci, potvrzovací čísla paketů, objem 
dat přenesených za určitý časový interval a časový rozdíl od vyslovení hlasu a přijetí ho na druhé 
straně. Také mě bude zajímat takzvaná nežádoucí odchylka – Jitter. Budu ji počítat podle vzorce 
z RFC3550(RTP) dle následujícího popsaného vzorce: 
 
Odhad statistické nerovnosti mezi-příchozí doby datového paketu RTP, která je měřena v jednotkách 
časové stopy a vyjádřena jako neoznačené celé číslo. Odchylka mezi přijetím J, je definována jako 
průměr odchylky ( vyrovnaná absolutní hodnota) rozdílu D ve svazkovém rozmístění u příjemce v 
porovnání k odesílateli pro pár paketů. Toto ukazuje rovnice níže, je to ekvivalent rozdílu v relativní 
tranzitní době pro dva pakety. 
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Relativní tranzitní doba je rozdíl mezi paketovou RTP časovou stopou a časem příjemce v době 
přijetí, měřené ve stejných jednotkách. Si je RTP časový okamžik z paketu i, a Ri je okamžik přijetí v 
jednotkách RTP časové stopy pro paket i, pak pro dva pakety i a j, D lze vyjádřit jako: 
    
         D(i,j) = (Rj - Ri) - (Sj - Si) = (Rj - Sj) - (Ri - Si) 
 
Odchylka mezi přijetím by měla být počítána nepřetržitě, protože každý datový paket i se přijímá ze 
zdroje SSRC_n, použitím tohoto rozdílu D pro takový paket a pro předchozí paket i-1 v pořadí přijetí 
(ne nutně v pořadí posloupnosti) podle rovnice 
 
J(i) = J(i-1) + (|D(i-1,i)| - J(i-1))/16 
 
Níže jsem popsal jednotlivé scénáře a postupy, co jsem vykonal, a na základě  dat, zjištěných  při 
vykonávání těchto scénářů, jsem vyhodnotil podmínky chování programu SJphone. 
1. scénář – testování komunikace SJphone postupným omezování pomocí QOS 
2. scénář - testování komunikace SJphone postupným omezování pomocí programu Iperf TCP 
3. scénář - testování komunikace SJphone postupným omezování pomocí programu Iperf UDP 
 
Od 12/12 Kbps nebylo hlasu skoro rozumět. Zvuk vycházející z reproduktoru se podobal spíše šumu, 
slova byla těžko rozeznatelná. Při dalším snižování se prodlevy až tak rapidně nezvětšovaly, spíše se 
snižovala délka šumu, který zněl z reproduktorů.Parametr windows size jsem nejprve testoval 
náhodně, poté jsem využil vzorce pro výpočet   teoretické hodnoty windows size(anglicky - 
bandwidth delay producd dále jen BDP). Spočítá se jako daná šířka pásma tedy 64Kbit * maximální 
doba oběhu(anglicky Round Trip Time, dále jen RTT) neboli hodnota v milisekundách získána 
příkazem ping. V celém znění vypadá rovnice takto: 
 
BDP1 (bits) = celkové dostupné pásmo (bits/sec) x RTT (sec) 
Protože BDP je obvykle v bytech a zpoždění je měřené v milisekundách, lze vzorec zapsat i takto: 
BDP2 (bytes) =  celkové dostupné pásmo (KBytes/sec) x RTT (ms)1 
V mém případě po dosazení hodnot bude vzorec vypadat takto: 
 
64 Kbit/sec * 2 ms  = (64e3) * (2e-3) = 128 bits = 16 KByte 
 
                                                     
1
 BDP (bits) = total_available_bandwidth (bits/sec) x round_trip_time (sec) 
2
 BDP (bytes) = total_available_bandwidth (KBytes/sec) x round_trip_time (ms) 
 
 28 
Hodnota windows size pro vytížení linky by tedy měla být 16Kbyte. To je výchozí bod pro 
výpočet nejlepší velikost okna, vyšší nebo nižší nastavení windows size může produkovat lepší nebo 
horší výsledky výkonu dané linky, tedy věší vytížení, což by pro můj účel znamenalo omezení 
testovacího programu. 
Testování Iperf spuštěného nad TCP skončilo bez sebemenší prodlevy v mnoha případech, 
proto jsem již další testy nedělal a časy prodlev jsem do sumarizační tabulky nezahrnoval. 
Tabulka 3.3 zobrazuje délku prodlevy mezi reálným vyslovením hlasu jedné strany a 
poslechem druhé. Také je zde ve 3 tím sloupci zobrazena nežádoucí odchylka. Od nastavení pásma na 
40 MBytes šel zvuk těžko rozeznat, zaznamenával jsem ale dál časy od reálného vyslovení a 
poslechem druhé strany,  i když od tohoto pásma se jednalo spíše o šum.  
 
Typ omezení Délka prodlevy při 
poslechu komunikace 
H.323 – reálné 




QOS64/64 0 0 Není 
QOS32/32 0 0 Není 
QOS20/20 0,4 0 Není 
QOS16/16 0,6 0,2 Není 
QOS12/12 0,7 1,5 Není 
QOS8/8 0,9 3,2 Není 
QOS4/4 3 6 Není 
QOS1/1 7 8,9 Není 
Iperf UDP(QOS 64/64) 1Mb 0 0,2 7 
Iperf UDP(QOS 64/64)10Mb 0 0,2 8 
Iperf UDP(QOS 64/64)40Mb 0,2 2 12 
Iperf UDP(QOS 64/64)50Mb 0,7 2,5 24 
Iperf UDP(QOS 64/64)60Mb 1 3 39 
Iperf UDP(QOS 64/64)70Mb 1,2 3,1 56 
Iperf UDP(QOS 64/64)80Mb 9 4,5 82 
 
Tabulka 3.4:  Závislost délky prodlev mezi příchozím zvukem a parametru UDP bandwidth(Mbytes/sec) 
a QOS 
 
Pro vlastní zjištění, jak komunikace probíhá, jsem si nejdříve prohlédl komunikaci ve 
SJphone ve Wiresharku bez omezení. Poté jsem pokračoval v testováním omezené komunikace 
pomocí QOS na mikrotik. Tomuto testování odpovídá scénář 1 na začátku kapitoly 3.2.1. Dle tabulky 
č. 3.3., odpovídající scénáři nahoře, při omezení 64/64 Kbps komunikace probíhala bez prodlev. 
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Z hlasu jsem rozeznal bez problémů slova, věty a atmosféru kolem volajícího. Pokračoval jsem tedy 
na omezení 32/32Kbps. Při změně omezení došlo k menším problémům, poté ale komunikace 
pokračovala plynule. Ovšem při změně na 20/20Kbps došlo v komunikaci k prodlevám. Hlas od 
účastníka druhé strany jsem rozeznal, pouze občas vypadávaly části slov. Při snížení rychlosti 
docházelo k omezenému přenosu dat, což lze dobře vidět z obrázku 3.13. Při přechodu na 16/16Kbps 
šlo už velmi těžce rozeznat jednotlivá slova. Při dalším zvyšování jsem slyšel pouze šum a délka 
šumu se postupně snižovala. Ve chvílích snížení rychlosti u nižších omezeních (8Kbps,4Kbps), 
docházelo jako kdyby k větší propustnosti, což lze vidět i na obrázku 3.13., slyšel jsem i náznaky 
slov. Při omezení od 4/4Kbps ke mně od druhého účastníka přicházel šum cca co 3 vteřiny. Při 
omezení 1/1Kbps jsem slyšel šum do 7 – 12 sekund a to nepravidelně. Na obrázku níže je také vidět, 
že při zvyšování rychlosti omezení dochází ke snížení přenesení počtu paketů. Velikost paketů se 












Nyní jsem testoval omezení komunikace pomocí Iperf nad TCP. Začal jsem  na 64/64 Kbps. 
Spuštění omezení nebylo na komunikaci vůbec poznat, slyšel jsem slova rovněž i atmosféru v okolí 
druhé strany. Snížil jsem tedy rychlost omezení na 32/32Kbps, což také nepoznamenalo proud dat 










Obrázek 3.13: graf snižování rychlosti pomocí QOS 
Obrázek 3.14: Závislosti počtu přenesených dat na čase Iperf TCP 
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Pokračoval jsem dále ve zvyšování rychlosti omezení.Zmenšil jsem rychlost ji na 20/20Kbps. 
Komunikace byla stále nepoznamenaná, postupoval jsem tedy ve zvyšování rychlosti omezení až na 
1Kbps, což také nemělo vliv na plynulou komunikaci. Usoudil jsem, že Iperf nad TCP nedokáže 
dostatečně vytížit linku nebo spíše protokol programu SJphone, protože komunikuje nad UDP, pouze 
posílá pakety a nevyžaduje potvrzení druhé strany o doručení.  
Obrázek 3.14 s grafem zobrazuje neměnící se průběh, to znamená, že komunikace programu 
nebyla ničím ovlivněna. Iperf nad TCP tedy v omezení neuspěl. Kdyby měl nějaký vliv, byly by na 
tomto grafu náznaky v podobě ostrých hran a špiček jako na obrázku 3.14. 
Na obrázku 3.15 je zobrazen výstup programu Iperf nad TPC při spuštěné komunikaci 
sjphone. Zde je vidět, že Iperf byl omezen a poslal každý asi druhý paket. Iperf jsem měl nastavený 











Přešel jsem tedy na testování komunikace a její omezení pomocí Iperf nad UDP. U Iperfu nad 
UDP lze definovat velikost šířky pásma u klienta. Začínal jsem s 1Mbyte/sek, protože tato šířka 
pásma je nastavena jako implicitní. Toto omezení ovšem komunikaci vůbec neomezilo. Zkusil jsem 
tedy nastavit šířku pásma o 9Mbytes větší, tedy na 10Mbytes/sek. Toto nastavení také neznamenalo 
pro komunikaci omezení. Pokračoval jsem v nastavením větší šířky pásma na 20Mbytes/sek. Také 
beze změny, zkusil jsem tedy dvojnásobné pásmo 40Mbytes/sek. Toto nastavení již komunikaci 
poznamenalo. Z vycházejícího zvuku jsem dokázal rozeznat slova, věty i když mezi nimi byly určité, 
asi půl sekundové prodlevy. Všiml jsem si, že když uživatel na jedné straně vyslovil slovo, případně 
nějaký zvuk, na druhou stranu došlo opožděně asi o 3 sekundy. Toto se stalo poprvé při nastavení 
pásma na 40Mbytes/sek. Při nižších pásmech přicházel zvuk či slova v reálném čase, tedy 
v okamžiku, když je člověk vyslovil nebo je uživatel na druhé straně slyšel jen s minimálním 
zpožděním. Pro svou analýzu jsem potřeboval najít taková data, kde má komunikace opravdu velké 
prodlevy a ze zvuku nešlo rozeznat slova či věty, tedy když je komunikace nepoužitelná.  
Při dalším zvyšování rychlosti, tedy na 50Mbytes/sek byly prodlevy větší, asi sekundové,  
a  docházelo ke zvětšování zpoždění při doručení paketů, což se u uživatele přijímajícího tyto pakety 
projevovalo zpožděním od reálného vyslovení uživatele na druhé straně. Z této analýzy vyplývá, že 
Obrázek 3.15: Graf závislostí času a přenesených dat programem Iperf(TCP) 
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krajní hranice pro reálnou funkčnost Sjphone je 40Mbytes/sek, při 50Mbytes/sek je SJphone 
nepoužitelný, zvuk je těžko rozeznatelný, spíše se podobá šumu. Dále jsem zvyšoval rychlost 
omezení na 60Mbytes/sek, docházelo už pouze ke snižování délky šumu a zvyšování prodlev mezi 
tímto šumem. Při 70Mbytes/sek nebyl už slyšet téměř žádný šum a při 80Mbytes/sek byly prodlevy 
mezi šumem až 15 sekund. Dále už jsem se zvyšováním rychlosti nepokračoval, zjistil  jsem totiž 
dostatečné množství informací k analýze komunikace při ztrátách a neplynulému chování programu 
SJphone. Při testování komunikace omezené Iperf nad UDP, byl výstupem parametr Jitter, který je 
výstupem při používání Iperf nad UDP . Detailnější popis o nežádoucí odchylce(Jitter) jsem zmínil 
v kapitole 2.3. 
3.4 Online hry - kulečník 
V této kapitole jsem pro změnu analyzoval komunikaci velmi oblíbené online hry pro 2 hráče – 
kulečník. Hra se dá hrát na serveru www.hry.cz, na kterém jsem jej také analyzoval. Hra je velmi 
dobře propracovaná a funguje podle pravidel reálného kulečníku. Při hře je neustále vidět ukazatel 
síly signálu. Tento ukazatel má 5 svislých rostoucích obdélníků. Když jsou vyplněny všechny, je 
barva těchto obdélníků zelená. Při snížení síly signálu, tedy podle toho jak je signál slabý, je to 
symbolizováno menším počtem zbarvených obdélníkových polí. Vždy určitý počet zbarvených polí 
má svou charakteristickou barvu. 5 polí – zelená barva, 3 až 4 pole žlutá barva, 1 až 2 pole červená 
barva – značí nejhorší kvalitu spojení na základě odezev serveru od klienta. Při přidržení ukazatele na 
této stupnici se zobrazí podrobnější informace o kvalitě spojení. Při určitém vyplnění stupnice, je zde 
napsáno slovo, definující kvalitu spojení. Možné varianty jsou: výborná, normální, slabá. Nevím 
přesně, na čem tento ukazatel funguje, protože se mi na připojení v optické síti zobrazila síla signálu 
střední. Přitom jsem byl připojen přímo v optické síti. Tento stav se opakoval pouze párkrát. U síly 
signálu je  napsáno, že u slabé síly signálu, může být hra pomalejší, ale nikde se již hráč nedozví, 












Obrázek 3.16 Zapojení pc při hře kulečník 
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Na tento jev si stěžuje mnoho hráčů na fóru a administrátoři, ač tam mnoho lidí tyto problémy hlásí, 
s tím stále bojují a z mého hlediska se jim nedaří tento problém vyřešit. Snažil jsem se analyzovat 
komunikaci této hry, vzniklé výpadky rozeznat a včas informovat jednotlivé hráče, ale jenom pomocí 
příkazové řádky mého programu. Na obrázku 3.16  je zobrazeno zapojení pc při hře kulečník.Obrázek 
3.17 popisuje herní prostředí online-hry kulečník. 
 
3.4.1 Postup testování a metriky 
Ač tato komunikace probíhá mezi 3 pc, tedy mezi klientem_1, serverem a klientem_2, monitoroval 
jsem pouze komunikaci z jednoho pc a serveru. Po analýze této komunikace jsem později zkusil 
rozebrat  hru z pohledů hráčů na obou stranách. Tuto možnost hra kulečník umožňuje, lze protihráče 
vyzvat pomocí poslaného odkazu pro prohlížeč. Využíval jsem  laboratorní prostředí jedna z počátku 
kapitoly 3., ve kterém jsem zkoumal komunikaci  klienta se serverem.  Ve druhé fázi jsem analyzoval 
také mírně upravené laboratorní prostředí 2, rovněž upravené pro analýzu komunikace mezi dvěma 
klienty a serverem, u kterého jsem zjišťoval, jak komunikace reálně funguje na jednom pc při 
omezení druhého pc a jaké jsou její odezvy, mezi paketové mezery a reálné zpoždění stavu hry mezi 
dvěma hráči. 
Níže jsem popsal jednotlivé scénáře a kroky, které jsem vykonal, a na základě posbíraných 
dat při  vykonávání těchto scénářů jsem vyhodnotil  podmínky chování online hry kulečník. 
1. scénář – omezení komunikace hry kulečník pomocí QOS na směrovači mikrotik 
2. scénář – omezení komunikace hry kulečník pomocí programu Iperf nad TCP 






















Obrázek 3.17: Herní prostředí hry Kulčeník  
 
Testování jsem opět začal omezením pomocí směrovače mikrotik, metodou QOS. Začal jsem 
na omezení 64/64Kbps. Komunikace toto omezení nijak neovlivnilo. Neprojevilo se to ani na 
ukazateli síly signálu přímo ve hře. Zvyšoval jsem dále rychlost omezení na 32/32Kbps, ovšem také 
bez viditelných prodlev. I předávání hry mezi hráči proběhlo bez problémů a sebemenších prodlev. 
Snižoval jsem tedy dále omezení na 16/16Kbps. Omezení 20/20Kpbs jsem tentokrát přeskočil, 
protože u omezení 32/32Kpbs nebyly prodlevy nijak znatelné. U rychlosti 16/16Kbps jsem také 
nezaznamenal náznaky projevující se neplynulostí hry. Snížil jsem tedy omezení linky na 12/12Kbps. 
Zde již bylo omezení poznat i na ukazateli síly signálu ve hře. Stupnice byla zbarvená jako žlutá a 
byly vybarveny 3 až 4 pole. Po dalším snížení rychlosti omezení na 8/8Kbps jsem zaznamenal kratší 
prodlevy, které však nijak neovlivňovaly plynulost hry, projevilo se to pouze na stupnici síly signálu, 
která měla oranžovou barvu. Snížil jsem tedy rychlost ještě o polovinu na 4/4Kbps, to se již projevilo 
značnými prodlevami při předávání hry mezi hráči, která trvala asi 20 sekund. Stupnice měla 
zbarvený pouze jeden obdélník červenou barvou a při  ponechání kurzoru na této stupnici se v dalším 
informačním okně zobrazila kvalita signálu slabá. V tomto případě byla hra již nehratelná, protože 
každého hráče při tak dlouhém čekání přejde chuť a trpělivost v nějaké další hře setrvat. Problém 
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v komunikaci byl na mé straně, ale z ukazatelů ve hře nebylo v žádném případě poznat, zda hra již 
skončila nebo na jaké data server čeká. Ve snižování jsem pokračoval, abych zjistil jak se server 
k tomuto výpadku zachová. Bohužel při dalším snížení rychlosti omezení na 2/2 Kbps jsem nedostal 
žádnou informaci o kolabování komunikace ve hře, jenom pouze nic neříkající ukazatel síly signálu 
nic nevypovídající o stavu spojení. Hra skončila tím, že se oponent na druhé straně vzdal. Zkoušel 
jsem tedy pár dalších pokusů, při kterých jsem využíval omezené pásmo 4/4Kbps vypnutím QOS a 
testováním obnovy komunikace. To se povedlo. Na hře to bylo poznat, dobíhala, konání soupeře 
neprobíhalo v reálném čase a bylo zrychlené z důvodu dobíhání hry. Zde jsem tabulku naměřených 




























4 Návrh aplikace a implementace 
V praktické části bakalářské práce jsem navrhl a implementoval program, který detekuje výpadky při 
komunikaci aplikace vzdálená plocha, používá se také pro detekci výpadků aplikace SJphone a 
v poslední řadě webové hry kulečník. Těmito zástupci jsem chtěl charakterizovat možné části různé 
interaktivní komunikace na internetu. Tato aplikace slouží jako nástroj pro administrátory sítí nebo 
také jako nástroj pro obyčejné uživatelé pc k detekci výpadku při používání jednotlivých aplikací a 
zabránění ztrát důležitých dat.Jednotlivé aplikace jsem rozlišoval podle čísel portů na kterých 
komunikovaly. Výpadky jsem detekoval na základě získaných a analyzovaných dat, jak jsem popsal 
v kapitole 3. Tato aplikace vyhodnocuje data získaná buď pří záznamu reálné komunikace nebo 
komunikace ze souboru. Navržený program funguje jako konzolová aplikace a výsledky bude 
vypisovat na standardní výstup. 
4.1 Návrh aplikace 
Aplikace se  skládá ze 3 částí. Dvě části mezi sebou komunikují pomocí takzvané roury  
a třetí část vyhodnocuje výsledky po předání dat z druhé části. Znázornění jednotlivých částí je vidět 
na obrázku 4.1. 
1.část – tato část slouží k zachycení příchozích dat podle určitého programu. Jednotlivé programy  
rozeznává podle určitých portů, protokolů a datových toků a uloží je do dočasné paměti roury, na 
jejímž druhém konci dochází k vyčítání těchto dat. Odchyt dat probíhá pomocí programu TShark, což 
je konzolová aplikace programu Wireshark, popsaného v kapitole 2.4.1 
2. část – tato část neustále vyčítá data z interní paměti roury a následně je parsuje. Rozparsovaná data 
jsou uložena do dočasné paměti a poskytnuta následující části. 
3.část – tato část čeká na rozparsovaná data, jejichž analýzou a vyhodnocením se detekují výpadky 
spojení na základě výsledků získaných z testovacích scénářů výpadků jednotlivých programů 
v kapitole 3. Poté jsou postupně vypisovány statistiky na standardní výstup jednotlivých spojení podle 
jejich časů ukončení. Na výstup je vypsáno číslo paketu a čas výpadku, pokud tedy při komunikaci 






























4.2 Filtrace komunikace a provozu 
Pro filtrování provozu jsem použil konzolovou aplikaci Tshark, jehož výstup jsem dále zpracoval a 
následně využil při detekci výpadků. Výhodou využití tohoto programu je, že umí rozeznat veškerou 
komunikace jak IPV6, tak jiné protokoly a lze u něj libovolně nastavit výstup těchto parametrů. 
Nástavbu tohoto programu Wireshark jsem hodně používal při analýze provozu jednolitých 
programů. Implicitní výstup od programu Tshark ovšem nešel použít, musel jsem tedy jeho výstup 
upravit pomocí přepínačů. Potřeboval jsem získat výstup ve formátu: 
Číslo paketu zdrojová IP cílová IP zdrojový port cílový port příznaky syn reset fin délka paketu 
velikost windows size časové razítko. Tabulky 4.11 popisuje interpretaci potřebných hodnot 
v syntaxi TSharku potřebnou pro odchycení komunikace jednotlivých programů.  
 
 

































Tabulka 4.1: Syntaxe TShark 
 
Následný příkaz pro TSharku pro odchyt komunikace vzdálené plochy vypadal takto: 
thsark –„port 3389“ –T fields –e frame.number –e ip.src –e ip.dst –e tcp.srcport –e tcp.dstport –e 
tcp.flags.syn –e tcp.flags.reset –e tcp.flags.fin –e frame.len –e tcp.len –e tcp.windows_size –l 
Parametr –l je zde důležitý, protože  posílá data ihned do roury. Při přesměrování výstupu 
program TShark ukládá odchycená data do vyrovnávací paměti a posílá je do roury až v okamžiku, 
kdy dosáhnou velikosti 1 MB. 
4.3 Pravidla pro detekce výpadků 
Kombinací parametrů nahoře v tabulce jsem získal pro jednotlivé programy hodnoty, díky kterým 
jsem mohl následně komunikaci vyhodnotit jako ztrátovou nebo bezztrátovou. Jednotlivé komunikace 
měly ovšem jiné práhové hodnoty při ztrátové komunikaci, proto jsem je vyhodnotil zvlášť a rozebral 
vyhodnocovací vzorečky. 
Potřebné parametry Interpretace v TShark 
Číslo paketu frame.number 
Zdrojová ip ip.src 
Cílová ip ip.dst 
Zdrojový tcp port tcp.srcport 
Cílový tcp port tcp.dstport 
Zdrojový udp port tcp.flags.syn 
Cílový udp port Tcp.flags.reset 
Příznak SYN tcp.flags.syn 
Příznak RESET Tcp.flags.reset 
Příznak FIN tcp.flags.fin 
 Velikost paketu frame.len 
Velikost segmentu tcp tcp.len 
Velikost segmentu udp udp.length 
Velikost windows size tcp.windows_size 
Časové razítko frame.time_epoch 
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4.3.1 Vzdálená plocha 
U vzdálené plochy bylo určení pravidel pro vyhodnocení nejtěžší. Na internetu jsem našel pouze 
definovanou minimální rychlost linky, při které komunikace korektně funguje, ale důležité hodnoty 
na které jsem se zaměřil při filtrování komunikace při ztrátách, jsem nenašel. Proto jsem tedy 
vycházel čistě z mých analýz a naměřených hodnost. Při ztrátách a výpadcích komunikace jsem 
zjistil, že hodně závisí na délce času, která uběhne při výměně jednotlivých paketů, takzvané 
meziaktové mezeře. Z mých analýz vyplývá, že u mezery větší než 0,58 sekund, program vzdálená 
plocha se chová nekorektně, komunikace částečně zamrzá a vzniká  značné zpoždění při vykreslování 
okna vzdálené plochy. Dochází pak ke zpoždění nebo k  úplnému vypuštění povelů myši a také 
vstupu z klávesnice. Při zachycení komunikace jsem si tedy pro každý příchozí paket ukládal 
takzvané časové razítko s časem příchodu paketu. V několika případech jsem z analyzovaných dat 
také zjistil, že při výpadku komunikace dochází k odeslání příznaku RESET a následně příznaku 
SYN, tedy snahu o opětovné navázání spojení pomocí  třícestné autentizace(three way handshake) 
zmíněné v kapitole 2.1.  To se uživateli projevilo zobrazením okna se zprávou a znovunavázaní 
spojení. Při komunikaci jsem    u paketů prověřoval, jestli nemají ve sledu za sebou příznaky RESET 
a v následujícím paketu příznak SYN, i když třeba nebude mezi-paketová mezera větší než 0,58 
sekund. Ovšem toto okno se mi zobrazilo až po jedné minutě, kdy už bylo spojení ve ztrátě. Při 
velkém úpadku linky, například pří ztrátě spojení, toto okno vyskočilo ihned. Ve svém programu jsem 
tyto výpadky, neboli ztráty spojení jedené či druhé strany, omezil na 30 sekund. Pokud tedy nedošly 
pakety z jedné ze stran po dobu 30 sekund, došlo k vypsání ztráty komunikace na standardní výstup 
s hláškou o neodpovídání jedné či druhé strany. Na velké výkyvy jiných hodnot jsem při analýze 
jednotlivých segmentů paketu ztrátové komunikace nenarazil. Komunikace byla ukončená pomocí 
příznaku FIN, který jsem také detekoval a posléze byl vypsán informační výstup s hláškou „ukončená 
komunikace“.  
 Jednotlivá pravidla rozeznání ztrátové komunikace jsou sepsány níže: 
1. Detekce na základě mezi-paketové prodlevy delší než 0,58 sekund 
2. Detekce sousledného příchodu paketů nejprve s příznakem RESET a poté  s příznakem FIN 
3. Detekce na základě zmenšování nebo zvětšování parametrů windows_size a frame.len       
z tabulky 4.11 
4.Ukončení na základě zpracování paketu s příznakem FIN 
4.3.2 SJphone 
U komunikačního programu SJphone jsem na internetu našel parametry, na které jsem se zaměřil, viz. 
kapitola 3. Srovnal jsem tyto prahové parametry s parametry, které jsem zjistil na základě svých 
analýz a nejvhodnější z nich jsem použil do návrhu svého programu. Aplikace SJphone při 
omezování rychlosti posílá menší počet paketů. Pokud ovšem nepřijde za časový interval 1 sekundy 
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méně než 65 paketů, komunikace  se stává ztrátovou. Pakety s komunikací, které posílá SJphone jsou 
všechny stejně velké. Velikost jednoho paketu je 87Bytes. Zaměřil jsem se tedy na detekci počtu 
paketů a jejich souslednost. Dále jsem se zaměřil na detekce odchylky - Jitter větší jak 20 – 30ms. 
[14,15]. Protože se jedná o aplikaci, která komunikuje nad protokolem UDP, nedochází zde 
k žádnému ověřování a potvrzování jednotlivých došlých paketů. Nelze tedy čekat například na 
příchod příznaku FIN při ukončení komunikace. Rozdíl mezi TCP a UDP protokoly je popsán 
v kapitole 3. 
Jednotlivá pravidla rozeznání ztrátové komunikace, které budu implementovat jsou zde: 
1.Detekce na základě počtu paketů za sekundu, nesmí klesnou pod počet 85, jinak je komunikace 
ztrátová 
2. Detekce odchylky a ztrátovost paketů. Odchylka nesmí nabývat nesmí nabývat hodnot větších než 
je stanoveno [14,15]. 
 
4.3.3 Webová hra - Kulečník 
Poslední návrh detekce výpadků bude u webové hry kulečník. Pro detekci výpadků platí pro webové 
hry stejné pravidla jako pří prohlížení webu. Důležitým faktem při vyhodnocení komunikace bude, 
jak jsem zjistil ze svých analýz, mezi-paketová prodleva, příznaky reset a potvrzovací příznak a také 
souslednost za sebou jdoucích paketů. 
Jednotlivá pravidla rozeznání ztrátové komunikace, které budu implementovat jsou zde: 
1. Mezi-paketová mezera nesmí být větší než 3,5 sekundy, jinak dochází ke ztrátám komunikace 
2. Kontrola čísel po sobě jdoucích paketů, znovu poslaní paketů a velikost paketů 
3. Kontrola příznaků reset a potvrzovacího příznaku 
 
4.4 Implementace 
Nástroj byl vyvíjen v prostředí linuxové distribuce Ubuntu2.Aplikace je navržena v programovacím 
jazyce C. Je rozdělena do několika hlavních částí. Dokáže vyhodnotit reálnou komunikaci, ale také  
komunikaci uloženou v souboru typu pcap, což je standardní přípona souborů například aplikace 
Wireshark. Část programu načítající soubory pcap je zatím navržena tak, aby vyhodnocovala  
a parsovala data pouze protokolu IPv4. Výsledky jsou vypisovány na standardní výstup, což se děje  
i při reálném vyhodnocení dat. Reálné vyhodnocení probíhá pomocí konzolové aplikace TShark, 
která předá vyfiltrovanou komunikaci mému programu a  postupně vyhodnotí jednotlivé parametry 
závisející na komunikaci jednotlivých aplikací. Funkce „data_save“ se stará o uložení jednolitých 
                                                     
2
 Verze XX je dostupná na URL <www.ubuntu.com> 
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informací o komunikacích do struktur. S přicházejícími daty dochází k neustálému vyhodnocování a 
aplikace  vyhodnocená data, výpadky či skončená spojení vypisuje v reálném čase na standardní 
výstup, aby uživatel ihned poznal, zda připojení ztrátuje či ne. Standardní výstup je popsán níže.  
O vyhodnocení jednotlivých dat se stará funkce „evalution“. Vypsaní zajišťuje funkce „Print_out“. 
Vypisuje se číslo paketu a čas výpadku. Offline vyhodnocení, tedy ze souboru, má totožný výstup 
statistik. 
4.5 Propustnost systému 
Propustnost systému znamená, jaký počet údajů umí můj program maximálně zpracovat za jednu 
sekundu. Propustnost systémů patří mezi nejdůležitější vlastnosti síťových aplikací, které slouží na 
sledování a zachytávání sítové komunikace v daném síťovém segmentu. Na propustnost systému má 
velký vliv hardwarové vybavení pc(síťová karta, rychlost procesoru, paměť), momentální vytíženost 
pamětí a procesoru, komunikace na síťové kartě a další faktory. Vliv na propustnost má také typ 
aplikace, která se odchytává a zpracovává. Čím více má funkce v programu vyhodnocovacích 
pravidel, tím se snižuje propustnost systému. Nejvíce je program vytížen při zpracování komunikace 
vzdálené plochy, neboť tato komunikace může být detekována vícekrát a má nastaveno více 
vyhodnocovacích pravidel než například analýza komunikace webové hry kulečník. Při spuštění její 
analýzy je propustnost daleko vyšší. Je to také  dáno architekturou daného systému a to tím, že 
filtrovaní komunikace předává a filtruje jiná data(porty, TCP, UDP, HTTP komunikace) a v jiných 
množstvích pro jednotlivé komunikace. Propustnost systému se získává buď analytickým výpočtem 
nebo praktickým měřením a testováním systému. Testování navrhnutého programu probíhalo 
praktickým měřením. 
Unixová knihovna libcpcap umožňuje vypsat statistiku, která zobrazuje skutečný počet 
paketů zachycených aplikací a počet zahozených paketů.  
 Měření probíhalo tak, že nejdříve došlo k zahlcení komunikace spuštěním více spojení 
programů vzdálená plocha. Po provedení testů, takzvaně při vícenásobném testování komunikace a 
sledováním počtu zahozených paketů programem Interactive Communication Packet Loss 
Analyzer (dále jen ICPLA) při různých nastaveních filtrování se dá odhadnout, že výsledná 







5 Vyhodnocení komunikace 
V rámci této kapitoly jsem  vytvořil několik experimentů, kterými jsem otestoval vytvořenou aplikaci. 
Dále jsem zpracoval výsledky a následně vyhodnotil schopnost detekce výpadků programem ICPLA 
u jednotlivých aplikací. Použil jsem 3 testovací sady, každou pro jiný program. Testování probíhalo 
reálně zachycovanou komunikací.  
5.1 Testování aplikace vzdálená plocha 
V případě aplikace vzdálená plocha jsem se snažil odhalit výpadky při reálné práci s aplikací 
vzdálená plocha. Nejdříve jsem programem ICPLA otestoval spojení se serverem1, poté jsem spustil 
spojení na server 2, které jsem asi za 2 minuty ukončil a po ukončení tohoto spojení jsem také ukončil 
spojení na server1. Za celou dobu  komunikace nedošlo k žádnému výpadku, ani jsem žádný v 
průběhu práce se vzdálenou plochou nepocítil. Na výpisu níže je vidět, že spojení se serverem 2 bylo 
vypsáno dříve, i když se jedná o statistiku číslo 2. Je to proto, že jsem spojení na server 2 ukončil 
dříve, a protože jsem testoval reálný režim komunikace, došlo po ukončení spojení ihned k vypsání 
statistiky dané komunikace. Když  jsem prověřil informace z konzole mého programu, žádný řádek o 
nekorektním průběhu se zde také neobjevil. Protože se jedná o výpisy z konzole, jsou následující 
výpisy bez interpunkce. Výpis obsahuje cílovou a zdrojovou IP adresu, cílový a zdrojový port, délku 
spojení v sekundách, možné výpadky a status spojení. Všechny vyjmenované informace jsou popsány 
na každém řádku statistiky. 
 
--------Statistika casu vypadku c.2---- 
 
zdrojovy port: 44159 cilovy port: 3389- 
zdrojova ip:10.1.1.81 
cilova ip:server2 
delka spojeni:146 sekund 
 
Spojeni probehlo bez vypadku 
       
Status spojeni:Ukoncene spojeni                  
--------------------------------------- 
 
--------Statistika casu vypadku c.1---- 
zdrojovy port: 36292 cilovy port: 3389- 
Zdrojova ip:10.1.1.81 
Cilova ip:server1 
Delka spojeni:260 sekund 
 
Spojeni probehlo bez vypadku 
       
Status spojeni:Ukoncene spojeni                  
--------------------------------------- 
Odchyceno celkove 1237 paketu a 0,2Mbytes 
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Dále jsem komunikaci, tentokrát na pomalejší lince, zkusil omezit stahováním z webových stránek. 
Tento stav jsem si ve svých experimentech v kapitole 3 simuloval pomocí programu Iperf. Cílem 
tohoto testování bylo spustit dvě aplikace vzdálené plochy s tím, že bylo spuštěné stahování 
z webových stránek a na jedné ze spuštěných komunikací jsem aktivně pracovat. Následně jsem jedno 
spojení ukončil a druhé spojení jsem ukončil až po vypnutí programu ICPLA. Tentokrát už jsem na 
komunikaci pocítil chvilkové výpadky u spojení na server 2, což jsem poté zkontroloval na 
standardním výpisu, kde byl vypsán řádek s časem tohoto výpadku, který jsem zobrazil na výpisu 
níže. Statistika s výpadky byla opět vypsaná nejprve pro spojení číslo 2, protože bylo korektně 
ukončené za běhu programu ICPLA. Po ukončení programu pomocí ctrl+c se vytiskla statistika 
spojení na sever1, které jsem ukončil až po ukončení programu ICPLA. Na výpisu to lze vidět ve 
spodní části statistiky u statusu spojení. Je zde uvedeno ukončené spojení. Opět, protože jde o výpis 
přímo z programu, chybí v textu interpunkce. 
--------Statistika casu vypadku c.2---- 
zdrojovy port: 36296 cilovy port: 3389- 
Zdrojova ip:10.1.1.81 
Cilova ip:server2 
Delka spojeni:409 sekund 
 
Číslo paketu              Čas výpadků 
 
   582              Sob Kve  7 12:12:43 2011 
 
   783              Sob Kve  7 12:14:01 2011 
 
       
Status spojeni:Ukoncene spojeni                  
--------------------------------------- 
--------Statistika casu vypadku c.1---- 
zdrojovy port: 32294 cilovy port: 3389- 
Zdrojova ip:10.1.1.81 
Cilova ip:server1 
delka spojeni:112 sekund 
 
Spojeni probehlo bez vypadku 
       
Status spojeni:Neukoncene spojeni                  
--------------------------------------- 
 
Odchyceno celkove 1899 paketu 
 
Po ukončení programu ICPLA je vždy vypsána celková statistika počtu odchycených paketů.  
Program ICPLA detekoval korektně všechny výpadky vzdálené plochy, které při jednotlivých testech 
nastaly. Také jsem program ICPLA srovnal s programem Wireshark a to na rozdílu mezi-paketové 
prodlevy. Bohužel aplikace Wireshark detekovala více mezi-paketových prodlev větších jak 0,58 
sekund, protože neumí rozeznávat jednotlivé spojení a počítá tyto prodlevy ze všech zachycených 
příchozích paketů. Při jedné relaci vzdálené plochy by byly výsledky detekce mezi-paketové prodlevy 
stejné, ovšem při více relacích vzdálené plochy by Wireshark vypisoval nekorektní informace o mezi-
paketové mezeře z důvodu nerozeznání jednotlivých IP toků vzdálené plochy.    
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5.2 Testování aplikace SJphone 
Při testování této aplikace jsem již potřeboval druhou zúčastněnou osobu pro testování. Na své straně 
jsem spustil můj program a kamarád si jej taky na své straně spustil. Nejdříve jsme opět testovali 
souvislou bezztrátovou komunikaci. Na konzoli nedošlo k vypsání čísla paketu a času, při komunikaci 
tedy nenastal výpadek. Abych otestoval výsledky nezávisle v praxi, poprosil jsem kamarády, ať 
komunikace s programem SJphone pod Linuxem vyzkouší  a poslali mi výpis z konzole, s tím že 
zapíši časy reálných výpadků. Tato statistika je stejná popisem se statistikou pro vzdálenou plochu, 
s tím rozdílem, že spojení může nastat jen jedno. 
 
--------Statistika casu vypadku programu SJphone---- 
 
zdrojovy port: 41958 cilovy port: 41956- 
spojeni ip zdrojova 192.168.1.20  
spojeni ip cilova 89.41.12.90  
delka spojeni:623 sekund 
 
Číslo paketu              Čas výpadků 
 
   389              Sob Kve  14 19:38:00 2011 
   731              Sob Kve  14 19:44:23 2011 
   733              Sob Kve  14 19:44:24 2011 
   734              Sob Kve  14 19:44:25 2011 
   801              Sob Kve  14 19:45:19 2011 
 
Status spojeni:Ukoncene spojeni                  
--------------------------------------- 
 
Odchyceno celkove 1899 paketu 
Z experimentů lze vidět, že komunikace neprobíhala bez ztráty. Jeden z přátel je totiž připojen na 
pomalejší lince ADSL, která je navíc agregovaná mezi více uživatelů z důvodu vzdálenosti od 
ústředny. Tento experiment otestoval fungování programu ICPLA v reálném prostředí a po srovnání 
kamarádů statistiky z konzole s reálnými výpadky, usoudili, že program až na 1 ztrátu detekoval 
výpadku korektně. 
5.3 Testování webové hry kulečník 
Webovou hru kulečník jsem testoval ovšem za použití Iperfu. Nejdříve jsem otestoval hru při 
bezztrátové komunikaci, což jsem viděl v konzoli a poté jsem spustil Iperf nad UDP. Bohužel jsem 
neměl jinou možnost jak reálně odsimulovat komunikaci na detekci výpadků, protože komunikace 
probíhá i na velmi pomalých linkách korektně. Po spuštění programu Iperf jsem viděl ukazatele 
signálu hry kulečník měnit barvu směrem k červené. Po chvilce čekání, která byla tedy nepřiměřená 





--------Statistika casu vypadku webove hry kulecnik---- 
 
zdrojovy port: 8021 cilovy port: 80- 
zdrojova ip:192.168.3.252 
cilova ip:www.hry.cz 
delka spojeni:623 sekund 
 
Číslo paketu              Čas výpadků 
 
   801              Ned Kve  15 18:14:31 2011 
   911              Ned Kve  15 18:15:03 2011 
 
 
Status spojeni:Ukoncene spojeni                  
--------------------------------------- 
Odchyceno celkove 1899 paketu 
 
Detekovaní výpadků fungovalo i při této aplikaci korektně. Později bych algoritmus detekce rozšířil o 
























Cílem této bakalářské práce bylo navrhnout aplikaci, která bude využívat data získána pomocí 
programu TShark a pomocí těchto dat bude v reálném čase detekovat spojení a vyhodnocovat 
výpadky interaktivní síťové komunikace, případně se snažit těmto výpadkům i zabránit. Experimenty 
a analýza komunikace byly natolik rozsáhlé, že jsem se k implementaci zabránění výpadkům 
nedostal. Interaktivní komunikace byla reprezentovaná těmito programy: aplikace vzdálená plocha 
pro vzdálené ovládání pc, komunikační aplikace SJphone a webová hra Kulečník. 
Na začátku bakalářské práce jsem se zaměřil na analýzu komunikací jednotlivých aplikací. 
V další části mé práce jsem se věnoval studii jejich protokolu s cílem najít práhové hodnoty  
u jednotlivých spojení při omezení rychlosti linky. Poté jsem analýzu zopakoval se zaměřením na 
dané hodnoty. 
Dále jsem popsal návrh implementace a aplikace, který jsem vytvořil v rámci praktické části 
bakalářské práce. V kapitole s tímto jménem jsem sepsal pravidla, podle kterých jsem komunikaci 
vyhodnocoval. Následně jsem udělal experimenty fungování programu ICPLA. Při experimentech 
jsem použil data, která jsem reálně zachytil, ale také data od nezávislých osob. Ověřil jsem korektní 
chování načítaní a parsování odchycené komunikace z programu Wireshark. U testování vzdálené 
plochy jsem našel rozdíly počítaní mezi-paketové mezery u programy Wireshark a ICPLA, v tom, že 
Wireshark tuto mezeru počítá s každým příchozím paketem a nerozlišuje spojení podle IP adresy. Na 
závěr jsem zhodnotil dosažené výsledky, ze kterých vyplývá, že vytvořený nástroj splňuje požadavky, 
které na něj byly v úvodu kladeny. Aplikace dokázala detekovat a vyhodnotit komunikaci, dle 
zmiňovaných pravidel a korektně vypsat na výstup možné výpadky, až na pár drobných chyb, které se  
projevily při testování programu v reálném prostředí. Výsledky použití nástroje přinesly podstatné 
poznatky, které budou mít význam pro budoucí vývoj programu.  
V dalším vývoji programu bych se zaměřil na rozšíření detekce výpadků u více programů, jako 
je například Skype, rozšířil bych možnosti detekcí, také bych se snažil komunikaci při výpadcích 
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Příloha 1. CD 
 


































CD se zdrojovými kódy programu ICPLA včetně přiloženého Makefilu. Dále CD obsahuje 
README, použitá testovací data a pdf soubor s touto bakalářskou prací. 
 
Má následující adresářovou strukturu: 
 
/BP 
 Bakalarska_prace.pdf    Elektronická podoba bakalářské práce 
/TESTY  
 RDP.pcap     Uložené testy aplikace vzdálené plochy 
 SJphone.pcap     Uložené testy aplikace SjJphone 
 WEB_KULECNIK.pcap   Uložené testy aplikace webové hry kulečník 
/ICPLA    
 ICPLA.c     Kód programu 
 definition.h     Pomocná knihovna 
 MAKEFILE     Makefile 
 




















Požadavky na Systém 
 
Vytvořená apliakce byla testována prostředí linux distribuci Ubuntu 11.04 64bit.Pro kompilaci je 
nutné mít naistalovaný překladač gcc. Pro funkčnost je vyžadován rovněž program Tshark ve verzi 
1.4.6. pro sběr dat. 
