Abstract. In this paper we give a formula for the classes (in the Grothendieck ring of complex quasi-projective varieties) of irreducible components of (1, k)-quasi-homogeneous Hilbert schemes of points on the plane. We find a new simple geometric interpretation of the q, t-Catalan numbers. Finally, we investigate a connection between (1, k)-quasi-homogeneous Hilbert schemes and homogeneous nested Hilbert schemes.
Introduction
The Hilbert scheme (C 2 )
[n] of n points in the plane C 2 parametrizes the ideals I ⊂ C[x, y] of colength n: dim C C[x, y]/I = n. There is an open dense subset of (C 2 )
[n] that parametrizes the ideals associated with configurations of n distinct points. The Hilbert scheme of n points in the plane is a nonsingular, irreducible, quasiprojective algebraic variety of dimension 2n with a rich and much studied geometry, see [9, 18] for an introduction.
The cohomology groups of (C 2 )
[n] were computed in [6] and we refer the reader to the papers [5, 14, 15, 16, 19] for the description of the ring structure in the cohomology H * ((C 2 )
[n] ). Let n = (n 1 , . . . , n k ). The nested Hilbert scheme (C 2 )
[n] parametrizes k-tuples (I 1 , I 2 , . . . , I k ) of ideals I j ⊂ C[x, y] such that I j ⊂ I h for j < h and dim C C[x, y]/I j = n j . In [4] J. Cheah studied smoothness and the homology groups of the nested Hilbert schemes (C 2 ) [n] . There is a (C * ) 2 -action on (C 2 )
[n] that plays a central role in this subject. The algebraic torus T = (C * ) 2 acts on C 2 by scaling the coordinates, (t 1 , t 2 )(x, y) = (t 1 x, t 2 y). This action lifts to the T -action on the Hilbert scheme (C 2 )
[n] . Let T a,b = {(t a , t b ) ∈ T |t ∈ C * }, where a, b ≥ 1 and gcd(a, b) = 1, be a one dimensional subtorus of T . Let (C 2 )
[n]
a,b be the set of fixed points of the T a,b -action on the Hilbert scheme (C 2 ) [n] . The variety (C 2 )
[n] a,b
is smooth and parameterizes quasi-homogeneous ideals of colength n in the ring C[x, y]. Irreducible components of (C 2 )
[n] 1,1 were described
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in [11] and a description of the irreducible components of (C 2 )
a,b for arbitrary a and b was obtained in [7] .
We denote by K 0 (ν C ) the Grothendieck ring of complex quasiprojective varieties. The classes of the irreducible components of the Hilbert scheme (C 2 )
1,1 in K 0 (ν C ) were computed in [12] . Let (C 2 )
a,b be the set of fixed points of the T a,b -action on the nested Hilbert scheme (C 2 ) [n] . The dimensions of the irreducible components of (C 2 )
[(n,n+1)] 1,1
were computed in [4] . In this paper we generalize the result of [12] and give a formula for the classes in K 0 (ν C ) of the irreducible components of the variety (C 2 )
[n] 1,k
for an arbitrary positive k. As an application, we find an interesting combinatorial identity. We formulate a conjectural formula for the generating series of the classes (C 2 )
a,b . The combinatorics related to the action of the torus T 1,k is very similar to the combinatorics of the k-parameter q, t-Catalan numbers and we find a new simple geometric interpretation of these numbers.
We also investigate a connection between (1, k)-quasi-homogeneous Hilbert schemes and homogeneous nested Hilbert schemes. We construct a natural map π : (C 2 )
1,1 . We find a sufficient condition for the restriction of this map to an irreducible component to be an isomorphism. In particular, this condition is satisfied when n = (n + 1, n). Hence, we generalize the result from [4] , where the dimensions of the irreducible components in this case were computed.
1.1. Grothendieck ring of quasi-projective varieties. Here we recall a definition of the Grothendieck ring K 0 (ν C ) of complex quasiprojective varieties. It is the abelian group generated by the classes [X] of all complex quasi-projective varieties X modulo the relations:
The multiplication in K 0 (ν C ) is defined by the Cartesian product of varieties:
1.2. Description of the irreducible components of (C 2 )
[n] a,b . Let us recall a description of the irreducible components of the variety (C 2 )
[n] 
be a sequence of non-negative integers such that
a,b be the set of points corresponding to quasihomo-
[n] a,b .
1.3.
Classes of the irreducible components of (C 2 )
1,k . In this section we fix k ≥ 1.
Let η(H) be the largest i, such that d i = i k + 1. We adopt the following conventions, η(H) = −1, if H = (0, 0, . . .); d −1 = 0. We introduce an auxiliary function τ defined by the following rule, τ (i) = 1, if k | i+1 and τ (i) = 0, if k ∤ i + 1. We will prove the following statement.
Remark 1.3. We see that the classes of the irreducible components of (C 2 )
1,k are polynomials in L. Moreover, all roots of these polynomials are the roots of unity. In the case of an arbitrary pair (a, b), this is not true. For example, it is easy to compute that
1.4. Conjecture. The following conjectural formula for the generating series of the classes (C 2 )
[n] a,b is based on computer calculations.
Similar conjectural formulas for the generating series of the classes of some equivariant Hilbert schemes can be found in [8] .
1.5. Definition of the (q, t)-Catalan numbers. A k-Dyck path is a lattice path from (0, 0) to (kn, n) consisting of (0, 1) and (1, 0) steps, never going below the line x = ky (see Figure 2 ). Let L + kn,n denote the set of these paths. For a k-path π let D ′ π be the set of squares which are above π and contained in the rectangle with vertices (0, 0), (kn, 0), (kn, n) and (0, n). The set D For a k-path π let area(π) be the number of full squares below π and above the line ky = x, and let The combinatorial k-parameter (q, t)-Catalan number is defined by the formula
We refer the reader to the book [10] for another equivalent beautiful definitions of the q, t-Catalan numbers.
1.6. (q, t)-Catalan numbers and the Hilbert schemes. Let V k,n be the vector subspace of C[x, y] generated by the monomials
Theorem 1.5.
In the case k = 1 this identity was proved in [13] .
Homogeneous nested Hilbert schemes.
Let n = (n 1 , n 2 , . . . , n k ), where n 1 , . . . , n k are non-negative integers such that
We will prove the following statement. Theorem 1.7. Suppose that for any two numbers i, j ∈ Z ≥0 \E(H), i < j, we have j − i ≥ 2. Then the variety (C 2 )
1,k (H). 1.9. Organization of the paper. In section 2 we construct a cellular decomposition of the quasihomogeneous Hilbert scheme and reduce Theorem 1.2 to a combinatorial identity. In section 3 we construct a bijection that is a generalization of the hook code from [12] . The main result of this section is Proposition 3.7. Finally, in section 4 we apply it to conclude the proof of Theorem 1.2. The proof of Theorem 1.5 is in section 5. We prove Theorem 1.6 in section 6. Section 7 contains the proof of Theorem 1.7.
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2. Cellular decomposition of (C 2 )
In this section we reduce Theorem 1.2 to the combinatorial identity (4) using a cellular decomposition of (C 2 )
. Fixed points of this action correspond to monomial ideals in C[x, y]. Let I ⊂ C[x, y] be a monomial ideal of colength n. 
[n] is given by (see [6] )
Obviously, the variety (C 2 )
1,k is invariant under the T -action and contains all fixed points of the T -action on (C 2 )
[n] . Hence, the weight decomposition of T p (C 2 )
1,k is given by
1,k , where α is a positive integer. If α is big enough then the set of fixed points of the T 1,α -action coincides with the set of fixed points of the T -action. For a fixed point p ∈ (C 2 )
1,k has a cellular decomposition with the cells C p (see [2, 3] ). Therefore, the cells C p are isomorphic to affine spaces. It is easy to compute that if a point
is an arbitrary sequence of non-negative integers.
Let D be the set of Young diagrams. We see that
Therefore, Theorem 1.2 follows from the combinatorial identity:
It is not hard to check that this identity is equivalent to the following identity
Here we adopt the following conventions,
Remark 2.1. Combinatorial constructions from the paper [17] can be used to prove (3). However, our constructions are different from them.
Bijection
In this section we show how to encode an element of the set {D ∈ D|diag 1,k (D) = H} as a sequence of partitions. The main result of this section is Proposition 3.7. In section 3.1 we define a map F from the set {D ∈ D|diag 1,k (D) = H} to the set of sequences (P 0 , P 1 , . . .), where P i are Young diagrams. In section 3.2 we prove the main properties of the map F . In section 3.3 we prove an injectivity of the map F and in section 3.4 we describe the image of F .
In this section we fix an arbitrary sequence H = (d 0 , d 1 , . . .) of nonnegative integers.
The definition of the map
. ., and we denote the partition (
We draw an example on Figure 3 . We write the number i + kj into the box (i, j) ∈ D for convenience. 
3.2.
The main properties of F . We use the following notations:
We denote by R(M, N) the rectangle in the integral lattice defined by
The following statement describes the important property of the numbers w i (H) and f i (H). Proof. It is easy to check that the set {D ∈ D|diag 1,k (D) = H} is not empty if and only if for any i > η the following three conditions hold:
These conditions are equivalent to the condition from the lemma.
Consider a sequence of Young diagrams P = (P 0 , P 1 , . . .) such that P i ∈ D(f i , w i ) (a short notation for that will be P ∈ i≥0 D(f i , w i )). Let ν(P ) be the largest i such that c 0 (P i ) = w i . The number ν(P ) is well-defined since w 0 = 0, but it can be equal to ∞. It is easy to see that if P = F (D), then ν(P ) < ∞. 
For a Young diagram
Lemma 3.4. We claim that
2) If ν ≤ k − 1 and w k = 1, then
Proof. The proof is clear from Lemma 3.3 and the definition of the map F . 3.4. The image of F . Consider a sequence P ∈ i≥0 D(f i , w i ). For a number i ≥ 0 let Φ P (i) be the minimal j > i such that r 0 (P j ) < f j . If for any j > i we have r 0 (P j ) = f j , then we put Φ P (i) = ∞.
Proof. The proof is by induction on |D|. For |D| = 0, there is nothing to prove. Assume that |D| > 0. We use the notations from Lemma 3.4. Suppose that ν > η − θ or ν = η − θ, f η−θ ≥ 2. From Lemma 3.4 it follows that for any i ≥ 0 we have
Thus, Lemma 3.6 follows from the inductive assumption. Assume that ν = η − θ and f η−θ = 1. From Lemma 3.4 it follows that we must only prove that Φ P (η − θ) − (η − θ) ≤ k. Assume the converse. Clearly, w η−θ+1 = 1. From the definition of the number ν and the assumption Φ P (η − θ) − (η − θ) > k it follows that f η−θ+1 = 0. Continuing in the same way, we see that w η−θ+1 = w η−θ+2 = . . . = w η−θ+k = 1 and f η−θ+1 = f η−θ+2 = . . . = f η−θ+k = 0. Clearly, w η−θ+k+1 = 0, but this contradicts Lemma 3.2. 
is a bijection such that |{s ∈ D|l(s) = k(a(s) + 1)}| = i≥0 |F (D) i |.
Proof. The second statement of the proposition is clear from the definition of the map F . Let us prove that F is a bijection. We have already proved an injectivity. Let us prove a surjectivity of the map F . The proof is by induction on n = i≥0 d i . For n = 0, there is nothing to prove. Assume that n ≥ 1. Consider a sequence P ∈ i≥0 D(f i , w i ) such that for any i ≥ 0 we have Φ P (i) − i ≤ k. Define H ′ and P ′ by formulas from Lemma 3.4.
We want to apply the inductive assumption to the sequence H ′ , so we need to check that the set {D ∈ D|diag 1,k (D) = H ′ } is not empty. If ν = η − θ, then it easily follows from Lemma 3.2. Assume that ν > η − θ. By Lemmas 3.4 and 3.2, we must only prove that for any ν < i ≤ ν + k we have w i ≥ 2. Assume the converse. Hence, there exists a number ν < i ≤ ν + k such that w i = 1. Therefore, In this section we prove (4) using Proposition 3.7. We fix a sequence H = (d 0 , d 1 , . . .) such that the set {D ∈ D|diag 1,k (D) = H} is not empty. We will use the following well known fact (see e.g. [1] )
Using Proposition 3.7 and our notations we see that (4) is equivalent to the following formula
where |P | = i≥0 |P i |. Let σ(H) be the minimal i ≥ 0 such that for any j > θ + i we have d j = 0. Let ψ(H) be the maximal i ≤ σ(H) such that k | i. For a sequence P ∈ S(H) let φ P (i) be the maximal j < i such that r 0 (P j ) < f j . We claim that
where ψ ≤ p < ψ + k.
Let us prove (5) and (6) by induction on σ. Suppose σ < k, then
Hence, (5) is proved. It is clear that
, where
By the inductive assumption, the right-hand side is equal to
It is easy to check that it is equal to
Let us prove (6) . Suppose p > σ, then (6) is trivial because both sides are equal to zero. Suppose p < σ, then we have
By the inductive assumption, the right-hand side is equal to q
It is easy to check that it is equal to (6) is proved. This completes the proof of the theorem.
Proof of Theorem 1.5
We need another description of the varieties (C 2 )
[N ](k,n) . We define the map ρ : (
[N ]
1,k by the following formula ρ(p) = lim t→0 tp, where p ∈ (C 2 )
[N ] and t ∈ T 1,k . It is easy to see that
Clearly, the map ρ
1,k (H) is a locally trivial bundle with an affine space as the fiber. We denote by d + 1,k (H) the dimension of the fiber. Therefore, we have
Consider the point p ⊂ (C 2 )
1,k (H) corresponding to a monomial ideal I. From (1) it follows that
Obviously, the map π → D π is a bijection between the sets L + kn,n and {D ∈ D|diag
This completes the proof of the theorem.
6. Proof of Theorem 1.6
We use the map ρ : (
1,k and the numbers d 
It is well known (see e.g. [18] ) that
We know that a sequence H is good if and only if (C 2 )
1,k (H) is computed in Theorem 1.2, so we only need to prove that if (C 2 )
where
. We prove (7) by induction on N. It is true
There exists a unique point p ∈ (C 2 )
1,k (H)
T such that the corresponding Young diagram D satisfies the condition |{s ∈ D|l(s) = k(a(s) + 1)}| = 0. It is equivalent to the fact that for any i ≥ 1 we have
. It is easy to see that
Homogeneous nested Hilbert schemes
In this section we prove Theorem 1.7. In section 7.1 we recall the quiver descriptions of the varieties (C 2 )
1,k (H) and (C 2 )
1,1 (H). In section 7.2 we apply this description to conclude the proof of the theorem. 7.1. A quiver description. The variety (C 2 )
[n] has the following description (see e.g. [18] ).
and
where B α ∈ End(C n ) and i ∈ Hom(C, C n ) with the action given by
It is easy to see that the variety (C 2 )
1,k (H) has the following description (see Figure 4 ).
(C 2 )
1,k (H) ∼ = ∼ = ((B 1,j , B 2,j ) j≥0 , i) 1)B 1,j+k B 2,j −B 2,j+1 B 1,j =0 2)There is no graded subspace S j≥0 V j such that Bα(S) ⊂ S (α = 1, 2) and im(i) ⊂ S j≥0
where B 1,j ∈ Hom(V j , V j+1 ), B 2,j ∈ Hom(V j , V j+k ) and i ∈ Hom(C, V 0 ). Let H = (H 1 , . . . , H k ), where H i = (d i,0 , d i,1 , . . .). Let V i,j = C d i,j . It is easy to see that the variety (C 2 )
[n] Figure 4 . The quiver description of (C 2 )
1,k (H) Figure 5 . The quiver description of (C 2 )
1,1 (H) (see Figure 5 ).
, (p j,h ) 1≤j≤k−1 0≤h , i 1)C 1,j,h+1 C 2,j,h −C 2,j,h+1 C 1,j,h =0 2)C α,j+1,h p j,h −p j,h+1 C α,j,h =0 3)There is no graded subspace S j,h V j,h such that Bα(S) ⊂ S, p(S) ⊂ S and im(i) ⊂ S j,h
where C α,j,h ∈ Hom(V j,h , V j,h+1 ), p j,h ∈ Hom(V j,h , V j+1,h ) and i ∈ Hom(C, V 1,0 ).
7.2.
Proof of Theorem 1.7. We use the notations from section 1.8.
Proposition 7.1. There is a natural map π : (C 2 )
1,k (H) → (C 2 )
1,1 (H). Proof. Clearly, we have V j,h = V j−1+kh , for 1 ≤ j ≤ k, 0 ≤ h. We define the map π by the following formula π : (B 1 , B 2 , i) → (C 1 , C 2 , p, i), where C 1 = B k Proposition 7.2. Under the conditions of Theorem 1.7, the map π is an isomorphism.
Proof. From the stability condition and the commutation relations it follows that the map p j,h is an isomorphism if d j,h = d j+1,h . Let us define a map φ : (C 2 )
1,1 (H) → (C 2 )
1,k (H) by the following formula φ : (C 1 , C 2 , p, i) → (B 1 , B 2 , i) , where B 2 = C 2 and k−1,h+1 C 1,j,h , if j = k and h + 1 ∈ E(H). Clearly, the map φ is inverse to π. Theorem 1.7 follows from these two propositions.
