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Abstract: In this paper, we provide some solvability conditions in terms of ranks
for the existence of a general solution to a system of k Sylvester-type quaternion
matrix equations with 3k+1 variables AiXi+YiBi+CiZiDi+FiZi+1Gi = Ei, i =
1, k. As applications of this system, we present rank equalities as the necessary
and sufficient conditions for the existence of a general solution to some systems of
quaternion matrix equations AiXi+(AiXi)φ+CiZi(Ci)φ+FiZi+1(Fi)φ = Ei, i =
1, k. involving φ-Hermicity.
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1. Introduction
Sylvester matrix equation and its generalizations are closely related with many problems in
robust control [11], neural network [13], output feedback control [10], graph theory [1], and so on.
Recently, some researchers have considered Sylvester-type matrix equations over the quaternion
algebra. Quaternion algebra is an associative and noncommutative division algebra over the
real number field. Nowadays quaternion has applications in signal and color image processing,
quantum physics, and so on.
In this paper, we aim to consider the solvable conditions for the existence of a general solution




A1X1 + Y1B1 + C1Z1D1 + F1Z2G1 = E1
A2X2 + Y2B2 + C2Z2D2 + F2Z3G2 = E2
...
AkXk + YkBk + CkZkDk + FkZk+1Gk = Ek,
(1.1)
where Ak, Bk, Ck,Dk, Fk, Gk and Ek are given matrices, Xk, Yk, Zk, Zk+1 are unknowns. We
give a practical necessary and sufficient conditions for the existence of a solution to the system
(1.1) in terms of ranks. The system (1.1) have been firstly investigated by [12] when k = 1.
He [5] give the solvable conditions and general solution to system (1.1) when k = 2. However,
it is hard to solve the Theorem 3.1 by using the same approach in (1.1). We will use another
approach to prove Theorem 3.1.
Since Rodman [9] first presented the definition of φ-Hermitian quaternion matrix, there have
been several papers to discuss the quaternion matrix equations involving φ-Hermicity (e.g., [2],




[3], [5], [6]). As applications of Theorem 3.1, we present rank equalities as the solvable conditions




A1X1 + (A1X1)φ + C1Z1(C1)φ + F1Z2(F1)φ = E1,
A2X2 + (A2X2)φ + C2Z2(C2)φ + F2Z3(F3)φ = E2,
...
AkXk + (AkXk)φ +CkZk(Ck)φ + FkZk+1(Fk)φ = Ek,
Zi = (Zi)φ.
(1.2)
The remainder of this paper is organized as follows. In Section 2, we review some definitions
of quaternion algebra and consider a quaternion matrix equation. In Section 3, we present
some practical necessary and sufficient conditions for the existence of a solution to the system
(1.1) in terms of ranks and Moore-Penrose inverses. In Section 4, we review the definition
of φ-Hermitian quaternion matrix and present some solvability conditions to the system (1.2)
involving φ-Hermicity .
2. Preliminaries
Let R and Hm×n stand, respectively, for the real field and the space of all m × n matrices
over the real quaternion algebra
H =
{
a0 + a1i+ a2j+ a3k
∣∣ i2 = j2 = k2 = ijk = −1, a0, a1, a2, a3 ∈ R
}
.
The symbols r(A) and A∗ stand for the rank of a given quaternion matrix A and the conjugate
transpose of A and the transposed of A, respectively. I and 0 are the identity matrix and
zero matrix with appropriate sizes, respectively. The Moore-Penrose inverse A† of a quaternion
matrix A, is defined to be the unique matrix A†, such that
(i) AA†A = A, (ii) A†AA† = A†, (iii) (AA†)∗ = AA†, (iv) (A†A)∗ = A†A.
Furthermore, LA and RA stand for the projectors LA = I −A
†A and RA = I −AA
† induced by
A, respectively. For more definitions and properties of quaternions, we refer the reader to the
book [9].
In order to solve the system (1.1), we need the solvability conditions and general solution to
the quaternion matrix equation
A1X1 + Y1B1 + C1Z1D1 + F1Z2G1 = E1, (2.1)
where A1, B1, C1,D1, F1, G1, E1 are given matrices, and X1, Y1, Z1, Z2 are unknowns.
Lemma 2.1. ([7], [12]). Consider the quaternion matrix equation (2.1). Set
A11 = RA1C1, B11 = D1LB1 , C11 = RA1F1, D11 = G1LB1 ,
E11 = RA1E1LB1 , M11 = RA11C11, N11 = D11LB11 , S11 = C11LM11 .
Then the equation (2.1) is consistent if and only if
RM11RA11E11 = 0, E11LB11LN11 = 0, RA11E11LD11 = 0, RC11E11LB11 = 0.
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In this case, the general solution to (2.1) can be expressed as
X1 = A
†
1(E1 − C1Z1D1 − F1Z2G1)− T17B1 + LA1T16,
Y1 = RA1(E1 − C1Z1D1 − F1Z2G1)B
†



































11 + LM11LS11T11 + LM11T12RN11 + T13RD11 ,
where T11, . . . , T18 are arbitrary matrices over H with appropriate sizes.
The following lemma is due to Marsaglia and Styan [8], which can be generalized to the
quaternion algebra.
Lemma 2.2. ([8]). Let A ∈ Hm×n, B ∈ Hm×k, and C ∈ Hl×n, be given. Then











3. Solvability conditions to the system (1.1)
The goal of this section is to consider the solvability conditions to the system (1.1) in terms
of rank equalities.
Theorem 3.1. The system (1.1) is consistent if and only if the following rank equalities hold
for all i = 1, k, 1 ≤ m ≤ n ≤ k:
r
(
Ei Ai Ci Fi
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where the blank entries in above rank equalities are all zeros.
Proof. The proof is by mathematical induction on n. For n = 1, the statement is clear. We
assume that the (3.1)–(3.6) is true for n = k − 1. So next we will show that the induction is
true on n = k.
We divide the system (1.1) into the following k equations:
A1X1 + Y1B1 +C1Z1D1 + F1Z2G1 = E1, (3.7)
A2X2 + Y2B2 +C2Z2D2 + F2Z3G2 = E2, (3.8)
...
AkXk + YkBk + CkZkDk + FkZk+1Gk = Ek. (3.9)
Applying Lemma 2.1, the equations (3.7)–(3.9) are consistent if and only if rank equalities (3.1),
(3.2) hold. Put Aii = RAiCi, Bii = DiLBi , Cii = RAiFi, Dii = GiLBi , Eii = RAiEiLBi , Mii =
RAiiCii, Nii = DiiLBii , Sii = CiiLMii , (i = 1, k), the general solution of equation
AiXi + YiBi + CiZiDi + FiZi+1Gi = Ei (3.10)
can be expressed as
Xi = A
†
i (Ei − CiZiDi − FiZi+iGi)− Ti7Bi + LAiTi6,
Yi = RAi(Ei − CiZiDi − FiZi+iGi)B
†




































ii + LMiiLSiiTi1 + LMiiTi2RNii + Ti3RDii , (3.12)
where Ti1, . . . , Ti8 are arbitrary matrices over H with appropriate sizes.
















































Ĉk−1 =LMk−1,k−1 , D̂k−1 = RNk−1,k−1 , F̂k−1 = A
†































Note that the system (3.13) is the same as (1.1) when n = k− 1, so we can apply the induction
to (3.13). The system (3.13) is consistent if and only if
r
(
Êi Âi Ĉi F̂i
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Now we prove that (3.17)–(3.22) is equalivent to (3.1)–(3.6). To do this it is useful to establish
the following facts.






































Fact 2: Formulas about Sii: From
Sii −AiiA
†




iiSii = Sii. (3.25)










































RDii = UiRNii , (3.27)
where Ui is a matrix.










i+1,i+1Bi+1,i+1 = RNi+1,i+1Di+1,i+1. (3.28)
Firstly, we prove that (3.3)–(3.6)⇐⇒ (3.19)–(3.22) for the case n − m = 1, respectively. It
follows from Lemma 2.2 that
r
(
Êi Ĉi F̂i Âi










Êi LMiiLSii LAi+1,i+1 LMii A
†
i+1,i+1Si+1,i+1
RDii 0 0 0 0















Êi LAi+1,i+1 LMii A
†
i+1,i+1Si+1,i+1
RDii 0 0 0
















Êi I I A
†
i+1,i+1Si+1,i+1 0 0
I 0 0 0 Dii 0
I 0 0 0 0 Bi+1,i+1
0 0 Mii 0 0 0



















Êi I I 0 0 0
I 0 0 0 Dii 0
I 0 0 0 0 Bi+i,i+i
0 0 Mii 0 0 0
















Êi I I 0 0 0
I 0 0 0 Dii 0
I 0 0 0 0 Bi+1,i+1
0 0 Mii 0 0 0
















Êi I I 0 0 0 0
I 0 0 0 Dii 0 0
I 0 0 0 0 Bi+i,i+i 0
0 0 Cii 0 0 0 Aii




I I 0 0
0 Cii 0 Aii










Êi I I 0 0 0 0 0 0
I 0 0 0 Gi 0 0 0 0
I 0 0 0 0 Di+1 0 0 0
0 0 Fi 0 0 0 Ci Ai 0
0 Ci+1 0 Fi+1 0 0 0 0 Ai+1
0 0 0 0 Bi 0 0 0 0




I I 0 0 0 0
0 Fi 0 Ci Ai 0















i+1 I I 0 0 0 0 0 0
I 0 0 0 Gi 0 0 0 0
I 0 0 0 0 Di+1 0 0 0
0 0 Fi 0 0 0 Ci Ai 0
0 Ci+1 0 Fi+1 0 0 0 0 Ai+1
0 0 0 0 Bi 0 0 0 0




I I 0 0 0 0
0 Fi 0 Ci Ai 0












0 0 Bi 0 0 0 0
Ai Ci Ei Fi 0 0 0
0 0 Gi 0 Di+1 0 0
0 0 0 Ci+1 −Ei+1 Fi+1 Ai+1




Ai Ci Fi 0 0









Similarly, we have that
(3.4)
By using (3.23), (3.27), (3.28) and elementary operations
⇐==========================================⇒ (3.20),
(3.5)
By using (3.23), (3.28) and elementary operations
⇐=====================================⇒ (3.21),
(3.6)
By using (3.23), (3.25), (3.27) and elementary operations
⇐==========================================⇒ (3.22).
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Secondly, we prove that (3.3)–(3.6)⇐⇒ (3.19)–(3.22) for the case n − m > 1, respectively.
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Similarly, it can be found that :
(3.3) ⇔ (3.20), (3.4) ⇔ (3.21), (3.5) ⇔ (3.22),
for case n−m > 1.

4. Some systems of quaternion matrix equations involving φ-Hermicity





A1X1 + (A1X1)φ + C1Z1(C1)φ + F1Z2(F1)φ = E1,
A2X2 + (A2X2)φ + C2Z2(C2)φ + F2Z3(F3)φ = E2,
...
AkXk + (AkXk)φ +CkZk(Ck)φ + FkZk+1(Fk)φ = Ek,
Z1 = (Z1)φ, Z2 = (Z2)φ, · · · , Zk = (Zk)φ, Zk+1 = (Zk+1)φ,
(4.1)
where Ai, Ci, Fi, Ei are given, and Ei are φ-Hermitian matrices (i = 1, k). We derive some
solvability conditions to the system (4.1) in terms of ranks involved. We first give the definition
of nonstandard involution and φ-Hermitian.
A map φ: H −→ H is called an involution if φ(xy) = φ(y)φ(x), φ(x + y) = φ(x) + φ(y) and
φ(φ(x)) = x for all x, y ∈ H. Moreover, the matrix representing of φ, with respect to the basis






where either T = −I3 or T is a 3× 3 real orthogonal symmetric matrix with eigenvalues 1, 1,−1
(see Theorem 2.4.4 in [9]). If T = −I3, then φ is the standard involution, and for the latter case,
φ is called a nonstandard involution (see Definition 2.4.5 in [9]). We in this paper consider only
the nonstandard involution.
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For A ∈ Hm×n, we denote by Aφ the n × m matrix obtained by applying φ entrywise to
AT , where φ is a nonstandard involution ([9], page 44). Now we recall the definition of the
φ-Hermitian matrix.
Definition 4.1 (φ-Hermitian Matrix). [9] A ∈ Hn×n is said to be φ-Hermitian if A = Aφ, where
φ is a nonstandard involution.
Some properties of Aφ, rank and Moore-Penrose inverse of Aφ are given as follows.
Property 4.1. [9] Let φ be a nonstandard involution. Then,
(1) (αA+ βB)φ = Aφφ(α) +Bφφ(β), α, β ∈ H, A,B ∈ H
m×n.
(2) (Aα+Bβ)φ = φ(α)Aφ + φ(β)Bφ, α, β ∈ H, A,B ∈ H
m×n.
(3) (AB)φ = BφAφ, A ∈ H
m×n, B ∈ Hn×p.
(4) (Aφ)φ = A, A ∈ H
m×n.
(5) If A ∈ Hn×n is invertible, then (Aφ)
−1 = (A−1)φ.
(6) r(A) = r(Aφ), A ∈ H
m×n.
(7) Iφ = I, 0φ = 0.
(8) (Aφ)
† = (A†)φ, [6].
(9) (LA)φ = RAφ , (RA)φ = LAφ , [6].
For more properties of φ-Hermitian quaternion matrix, we refer the reader to the recent book
[9] and the papers [3] and [6]. The following theorem gives some solvability conditions to the
system (4.1) in terms of ranks.
Theorem 4.1. The system (4.1) is consistent if and only if
r
(
Ei Ai Ci Fi
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A1X̂1 + Ŷ1(A1)φ + C1Ẑ1(C1)φ + F1Ẑ2(F1)φ = E1,
A2X̂2 + Ŷ2(A2)φ + C2Ẑ2(C2)φ + F2Ẑ3(F2)φ = E2,
...
AkX̂k + Ŷk(Ak)φ + CkẐk(Ck)φ + FkẐk+1(Fk)φ = Ek,
(4.7)










, (1 ≤ i ≤ k).
We can give the solvability conditions to the system (1.2) by Theorem 3.1. 
5. Conclusions
We have provided some necessary and sufficient conditions for the existence of a solution to
the system of quaternion matrix equations (1.1) in terms of ranks. Based on the results of the
system (1.1), we have presented some necessary and sufficient conditions for the existence of a
solution to the system of quaternion matrix equations involving φ-Hermicity (1.2). Some known
results can be viewed as special cases of the ones obtained in this paper.
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