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ABSTRACT
We develop an extension of the Halo Model that describes analytically the correc-
tions to the matter power spectrum due to the physics of baryons. We extend these
corrections to the weak-lensing shear angular power spectrum. Within each halo, our
baryonic model accounts for: 1) a central galaxy, the major stellar component whose
properties are derived from abundance matching techniques; 2) a hot plasma in hy-
drostatic equilibrium and 3) an adiabatically-contracted dark matter component. This
analytic approach allows us to compare our model to the dark-matter-only case. Our
basic assumptions are tested against the hydrodynamical simulations of Martizzi et.
al. (2014), with which a remarkable agreement is found. Our baryonic model has only
one free parameter, Mcrit, the critical halo mass that marks the transition between
feedback-dominated halos, mostly devoid of gas, and gas rich halos, in which AGN
feedback effects become weaker. We explore the entire cosmological parameter space,
using the angular power spectrum in three redshift bins as the observable, assuming
a Euclid-like survey. We derive the corresponding constraints on the cosmological pa-
rameters, as well as the possible bias introduced by neglecting the effects of baryonic
physics. We find that, up to ℓmax=4000, baryonic physics plays very little role in
the cosmological parameters estimation. However, if one goes up to ℓmax=8000, the
marginalized errors on the cosmological parameters can be significantly reduced, but
neglecting baryonic physics can lead to bias in the recovered cosmological parame-
ters up to 10σ. These biases are removed if one takes into account the main baryonic
parameter, Mcrit, which can also be determined up to 1-2%, along with the other
cosmological parameters.
Key words: Gravitational lensing: weak, methods: analytical, galaxies: halos, (cos-
mology:) cosmological parameters.
1 INTRODUCTION
The bending of light due to the presence of structures in
its path is one very significant method to study the dis-
tribution of matter in the universe. The deflection is in-
dependent of the nature of the intervening matter, if it is
dark or baryonic, and hence, this phenomenon, referred to
as gravitational lensing, provides a unique tool to map the
dark side of the universe. Under controlled systematics of
the experiment, weak gravitational lensing, where the de-
flection of light rays are not significant enough to observe
multiple images of the source but strong enough to deform
the shape of the source, is a very powerful probe to study
⋆ irshad@physik.uzh.ch
the nature of dark energy (Albrecht et al. 2006). The future
sky surveys, like Euclid (Laureijs et al. 2011; Refregier 2009;
Cimatti et al. 2009), are expected to provide maps of the sky
with un-precedented accuracy and high resolution like never
before (Amendola et al. 2013). It is an opportunity to em-
ploy the advantage of such high quality data to answer the
most important questions in cosmology - the energy content
of the universe, its dynamics, its evolution and the forma-
tion of structure. Weak gravitational lensing can be used
as an ideal tool for such high quality data and can deliver,
with sub-percent level accuracy, measurements of the main
cosmological parameters.
The deformation of the shape of the observed galaxies
due to the intervening matter is referred to as shear. This
signal is very small, nearly 1% of the intrinsic ellipticity of
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the source galaxies, but can be measured statistically un-
der the assumption that the intrinsic ellipticity of the back-
ground galaxies do not have a preferred direction. There are
a number of interpretation of the two-point shear statistics
based on dark matter only (collision-less) simulations which
is a good approximation in the linear regime. However, at
non-linear scales baryonic physics becomes important and
can introduce a bias of 5 to 20 percent in the interpreta-
tion of the measurements, which in turn can introduce a
bias in the cosmological constraints. So, in the era of pre-
cision cosmology, it is very important to quantify the effect
of baryonic physics in the two-point shear statistics or the
power spectrum.
Baryons account for nearly 20% of the matter con-
tent of the universe. Its distribution depends on the dark
matter potential well, AGN feedback, supernovae, struc-
ture formation history and radiative cooling. Further bary-
onic distribution affects the matter power spectrum at small
scales, which to the extension, affects the two point shear
statistics. The effect of baryons on several statistics rele-
vant for cosmology has been already studied by various au-
thors. For instance, Stanek et al. (2009); Cui et al. (2012);
Martizzi et al. (2014) and Cusworth et al. (2014) focused on
the effects on the halo mass function. The effect of baryonic
processes on the power spectrum and on the weak gravi-
tational lensing shear signal has been studied too (White
2004; Zhan & Knox 2004; Jing et al. 2006; Rudd et al. 2008;
Guillet et al. 2010; Semboloni et al. 2011; van Daalen et al.
2011; Reddick et al. 2014; Mohammed & Seljak 2014).
In most of the previous works (see references above),
the approach was based on simulations, which suffer from
finite volume and finite resolution effects, are performed us-
ing only one cosmology and baryonic model. They however
capture the non-linear physics of gravitational collapse and
the associated baryonic effects. In this work, we employ the
halo model, an analytical approach, to build two-point shear
statistics with and without baryons. This allows one to re-
cover various different realizations of any cosmological mod-
els. We also compare our results with simulations at various
stages to validate our main assumptions.
The outline of the paper is as follows: In section 2, we
review the necessary concepts of the halo model and propose
our baryonic model as a modification in the radial density
profiles of the halos. We compare the model to simulations
with AGN feedback models. We also review the modelling of
shear power spectrum. We talk about the covariance matrix
of the Cℓ, Gaussian and non-Gaussian parts. In section 3,
we make a comparison between the dark-matter-only model
(DMO) and our baryonic model (BAR) and shows the be-
haviour of the baryonic correction as a function of our main
AGN-feedback-parameter, Mcrit. We introduce our fiducial
model and mock datasets to perform the likelihood analysis
in section 4. In section 5, we talk about the cosmological
implication of these baryonic corrections and the forecasts
on the cosmological parameters, its accuracy and precision.
Finally in section 6 we discuss the implications of our results
and propose possible strategies for future works.
2 THEORETICAL MODEL - A SHORT
REVIEW
We employ an analytic approach to model the effects of
baryonic physics on the matter power spectrum and to the
extension, on the shear power spectrum. The model has two
broad parts: (i) the dark-matter-only model (DMO), and
(ii) the modified model with baryonic physics (BAR). These
two approaches modify the density profile of dark matter ha-
los. We used the halo model (Seljak 2000; Peacock & Smith
2000; Ma & Fry 2000; Cooray & Sheth 2002) to construct
the matter power spectrum based on the density profiles of
halos of mass M and at redshift z.
2.1 The halo model
We employed the halo model (McClelland & Silk 1977;
Seljak 2000; Ma & Fry 2000; Peacock & Smith 2000;
Cooray & Sheth 2002) approach to calculate the matter
power spectrum given the density profile of the halos. The
halo model assumes all the matter in the universe to be in
spherical halos with mass defined by a threshold density as:
M△ =
4
3
πR3△ △ ρ¯m (1)
where M△ is the mass of the halo and R△ is the boundary
where the density of the halo drop to△ times the mean mat-
ter density of the Universe, ρ¯m. We use △ = 200 throughout
this paper, unless stated otherwise. We define the virial ra-
dius of the halo Rvir to be R200.
In this framework, the matter power spectrum can be
split into two parts:
P (k) = P1h(k) + P2h(k), (2)
where, the two terms on the right hand side correspond to
1-halo term, describing the correlation between dark matter
particles within the halo and 2-halo term which describes
the halo-halo correlation respectively. These terms are given
by
P1h =
∫
dν(fdm + fgas(ν))f(ν)
M
ρ
|u(k|ν)|2, (3)
P2h =
(
f0b0 +
∫
dν(fdm + fgas(ν))f(ν)u(k|ν)b(ν)
)2
Plin(k),
(4)
where, M is the mass of the halo and ν = δc/σ(M, z) with
δc = 1.686. The term f(ν) is the functional form of the mass
function and we used the fitting formula from Tinker et al.
(2008). The term b(ν) resembles the bias in the dark matter
halos and we used the fitting formula in (Tinker et al. 2010).
To fulfill the underlying assumptions of the halo model, these
two functional forms, fν and bν have to be expressed as in
the following relations:∫ ∞
0
f(ν)dν = 1 (5)
∫ ∞
0
f(ν)b(ν)dν = 1 (6)
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However, assuming a lower mass cut corresponding to νmin,
we introduce new background factors f0 and b0 such that:
f0 +
∫ ∞
νmin
(fdm + fgas(ν))f(ν)dν = 1 (7)
f0b0 +
∫ ∞
νmin
(fdm + fgas(ν))f(ν)b(ν)dν = 1 (8)
Additionally, the term fdm + fgas = 1 for simpler models
like no feedback, but for more exotic models, like with AGN
feedback or including other baryonic physics, this term may
deviate from unity. This will be more useful as explained in
section 2.3
We used the Eisenstein & Hu (1998, 1999) transfer
function calculations to account for the linear matter power
spectrum term, Plin(k). The term u(k|M) is the Fourier
transform of the normalized density profile and is given by,
u(k|M) = 4π
M
∫ Rvir
0
dr r2 ρ(r|M) sin(kr)
kr
. (9)
where, ρ(r|M) is the density profile of the halo of mass M .
The function u(k|M) is normalised such that u(k = 0|M) =
1 .The dispersion of the smoothed density field, σ(M, z), is
given by,
σ2(M, z) =
1
2π2
∫
Plin(k)k
2|W˜ (R, k)|2dk, (10)
where, W˜ (R, k) is the Fourier transform of top-hat filtering
function and given by,
W˜ (R,k) = 3
sin(kR)− kRcos(kR)
(kR)3
(11)
This framework of the halo model is applied to both
DMO and BAR model which, differ in the halo density pro-
files and normalization of the mass function. The following
two sections explains the corresponding profiles.
2.2 Dark matter only
We started with the radial density profile of dark matter
halos given by the functional form:
ρ(r|M) = ρs
(r/Rs)α(1 + r/Rs)β
, (12)
where, Rs is the characteristic radius given by the concen-
tration parameter (c) and the virial radius of the halo (rvir)
as c = Rvir/Rs. We used the two parameters α and β to be
1 and 2 respectively, corresponding to the Navarro-Frenk-
White (NFW) profile (Navarro et al. 1997). The character-
istic density ρs which is strongly degenerate with Rs and also
proportional to the critical density of the Universe when the
halo was formed. So, the NFW profile for dark matter halos
is completely described by its concentration.
The concentration parameter c gives the information
about the environment or the mean background density
during the formation of the halo. A number of N-body
simulations (Navarro et al. 1997; Avila-Reese et al. 1999;
Jing 2000; Bullock et al. 2001; Eke et al. 2001; Zhao et al.
2003; Neto et al. 2007; Macciò et al. 2007; Duffy et al. 2008;
Gao et al. 2008; Dutton & Macciò 2014) has prescribed var-
ious power laws between mass of the halo (M) and its con-
centration parameter c at redshift z. We used the fitting
formula given in (Muñoz-Cuartas et al. 2011):
log(c) = a(z) log(Mvir/[h
−1M⊙]) + b(z) (13)
where,
a(z) = ωz −m (14)
and
b(z) =
α
z + γ
+
β
(z + γ)2
(15)
The fitting parameters ω, m, α, β and γ are 0.029, 0.097, -
110.001, 2469.720 and 16.885 respectively. Figure 1 (top-left
panel) shows the behaviour of the concentration parameter
as function of halo mass at different redshifts. There is an
anti-correlation between the mass of the halo and its con-
centration. Also for a given halo mass, the concentration
decreases with redshift. We limit the minimum concentra-
tion to 4 (dashed line in figure 1 upper-left panel). This is
because the higher mass halos did not reach there maximum
formation efficiency redshift and will reach it in future. So,
on an average, there concentration must not be less than
a few. A very recent study from Dutton & Macciò (2014)
shows that this behaviour is consistent and the minimum
concentration is very close to 4.
2.3 A baryonic model
Our baryonic model accounts within each halo for: 1) a cen-
tral galaxy, the major stellar component whose properties
are derived from abundance matching techniques; 2) a hot
plasma in hydrostatic equilibrium and 3) an adiabatically-
contracted (AC) dark matter component. This analytic ap-
proach allows us to compare our model to the DMO case.
Apart from the normalization of the mass function, there is
only one term that is affected by these baryonic components
and is the density profile of the halo, which no longer follows
the NFW profile. We can write the modified NFW (BAR)
profile as:
ρBAR(r|M) = fdmρACNFW(r) + ρBCG(r) + fgas(M)ρgas(r),
(16)
we discuss each of these terms in more details.
2.3.1 Stellar component
We used the fitting function from Moster et al. (2013) based
on abundance matching to map the stellar mass of the cen-
tral galaxy MCentralGalaxy (BCG), which is the major com-
ponent of stellar mass in a cluster, to the mass of the halo
(Mhalo). Figure 1 (top-right panel) shows the mapping be-
tween halo mass and stellar mass fraction associated to the
central galaxy for a variety of redshifts. The relation has a
c© 0000 RAS, MNRAS 000, 000–000
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Figure 1. Top left: Concentration parameter as a function of halo mass for variable redshift. Top right: Mass of the central galaxy as a
function of halo mass for variable redshift. Bottom left: Gas mass fraction as a function of halo mass for variable Mcrit. Bottom right:
Density profile for NFW (solid lines) and intra-cluster gas (dashed lines) for different halo masses at redshift 0.
positive slope for low mass halos, however, at about the size
of the Milky way halo, the slope turns negative. At this peak,
the central galaxy stellar mass contributes about 4-5 % of
the total mass of the halo. Also this peak shifts to higher
masses for higher redshifts but contributes lower fraction.
The actual distribution of stellar mass in galaxy groups
and clusters can be quite complex. The total stellar mass
budget can be decomposed in 3 components: satellite galax-
ies, Brightest Cluster Galaxy (BCG, the massive ellipti-
cal galaxy dominating the cluster centre) and Intra-cluster
Light (ICL, an extended stellar halo surrounding the BCG).
The BCG and ICL represent ∼ 40 % of the mass in clus-
ters, with this ratio decreasing with total cluster mass
(Gonzalez et al. 2007). However, BCG+ICL dominate the
inner part of the cluster and constitute ∼ 70% of the total
stellar mass within 0.1 R200. This fact is particularly rele-
vant for computing the effect of baryon condensation on the
dark matter profiles (see Subsection 2.3.3). The BCG+ICL
component is usually modelled using superimposition of fit-
ting functions, typically multiple Sersic profiles. Given that
we are not interested in detailed modelling of the stellar dis-
tribution, we consider a simplified model for the BCG+ICL.
we adopted a radial density profile for BCG, where the
enclosed mass goes linearly with the radius,
M⋆(< r) = MCentralGalaxy
r
2R1/2
(17)
this gives,
ρ(r) =
MCentralGalaxy
8πR1/2r2
, r < 2R1/2 (18)
where, R1/2 is the half mass radius. We use R1/2 = 0.015Rvir
which is a good fit to the observations (Kravtsov et al.
2014). We forced the density profile to drop exponentially
after 2R1/2.
2.3.2 Intra-cluster plasma
The major component of the baryonic matter in a galaxy
cluster is the hot intra-cluster gas. It is mainly ionized hydro-
gen at very high temperature and low density. This plasma
radiates in X-rays and can safely be assumed to be in hy-
drostatic equilibrium. We assume this gas distribution in the
halo according the hydrostatic equilibrium equations given
in Martizzi et al. (2013),
c© 0000 RAS, MNRAS 000, 000–000
Baryonic effects on weak-lensing two-point statistics and its cosmological implications 5
ρ(x) = ρ0
[
ln(1 + x)
x
] 1
Γ− 1 (19)
where, x is the distance from the centre of the halo in unit
of scale radius Rs. The effective polytropic index Γ is given
by,
Γ = 1 +
(1 + xeq) ln(1 + xeq)− xeq
(1 + 3xeq) ln(1 + xeq)
(20)
where, xeq = c/
√
5. Figure 1 (bottom-right in dashed lines)
shows the density profile of the hot gas for variable halo
masses at redshift 0 and also shows the comparison to the
NFW profile (solid lines). For x > xeq, the gas density pro-
files follows the NFW profile, however, it approaches a nearly
constant values near the centre of the halo.
The normalization of the gas density profile, ρ0, is
fixed by the gas fraction fgas. if we assume no feedback
from the baryonic component of the halo, this number can
be a constant, however, many hydrodynamical simulations
(Read & Gilmore 2005; Dehnen 2005; Mashchenko et al.
2006; Pontzen & Governato 2012; Teyssier et al. 2013;
Martizzi et al. 2013) shows signatures of the expulsion of
gas from the halo. This expulsion is stronger in low mass
halos than the high mass halos. So the low mass halos are
generally deficit in this hot plasma component. Following
the same physical motivation, we used the gas mass frac-
tion of the halo to be the function of the mass of the halo
following the parametric form:
fgas(Mhalo) =
Ωb/Ωm
1 +
(
Mcrit
Mhalo
)β (21)
where, Mcrit is a free parameter and β is fixed to 2. This pa-
rameter controls the gas fraction in halos of different mass.
A higher value for Mcrit represents less gas in the halo up
to higher halo masses. This parameter can also be inter-
preted as the control sequence for AGN feedback. Figure
1 (bottom-left panel) shows the variation of fgas with halo
mass for variety of Mcrit. We chose Mcrit = 10
13h−1M⊙ as
the most realistic model. In this case, all halos with mass
lower than ∼ 2× 1012h−1M⊙ have expelled all their gas to
the background (outside the Rvir) and all halos with mass
larger than ∼ 2 × 1013h−1M⊙ have all their gas inside the
halo. The intermediate mass halos have a very smooth tran-
sition from no gas to all gas inside the halo. This behaviour
matches well with recent study from Schaller et al. (2014).
We studied this case in detail for all its cosmological impli-
cations at different scales. We also studied one optimistic1
model, where the feedback is not as strong as in our realistic
model, with Mcrit = 10
12h−1M⊙.
1 Optimistic in the sense of less AGN feedback that makes the
baryonic corrections less troublesome
Type H0 σ8 ns ΩΛ Ωm Ωb
DMO 70.4 0.809 0.963 0.728 0.272 -
BAR 70.4 0.809 0.963 0.728 0.272 0.045
Table 1. Cosmological parameters adopted in our simulations.
Type mcdm mgas ∆xmin
[108 M⊙/h] [107 M⊙/h] [kpc/h]
Original box 15.5 n.a. 2.14
DMO zoom-in 1.94 n.a. 1.07
BAR zoom-in 1.62 3.22 1.07
Table 2. Mass resolution for dark matter particles, gas cells and
star particles, and spatial resolution (in physical units) for our
simulations.
2.3.3 Adiabatic contraction
In the DMO model, we adopted the NFW profile for the dis-
tribution of dark matter in the halo which is nearly scale-free
and completely described by the concentration parameter.
However, in the presence of baryons, the dark matter com-
ponent follows NFW only in the outskirts of the halo, but
in the very centre the dark matter profile becomes steeper
and deviates from pure a NFW profile. This is because the
baryons, which are dominant in the centre of the halo, drag
some extra matter from the surrounding towards the centre
making the dark matter profile steeper towards the centre.
The total distribution of matter is expected to dynamically
respond to the condensation of baryons at the centre of the
halo in a way that approximately conserves the value the
adiabatic “invariant” R × M(R), where R is the distance
from the halo centre and M(R) is the mass enclosed in a
sphere of radius R (Blumenthal et al. 1986; Gnedin et al.
2004). We adopted a simplified model for this effect follow-
ing the appendix of Teyssier et al. (2011) where this adia-
batic contraction (AC) of the dark matter profile is solely
governed by the central galactic disk.
2.4 Comparison with simulations
We consider data from a set of cosmological re-simulations
performed with the ramses code Teyssier (2002). These
simulations are part of a larger set recently used by
Martizzi et al. (2014) to study the baryonic effects on the
halo mass function. Thanks to the adaptive mesh refine-
ment capability of the ramses code, the resolution achieved
in these simulations is sufficient to study the properties of
low redshift BCGs.
In these calculations, the cosmological parameters are:
matter density parameter Ωm = 0.272, cosmological con-
stant density parameter ΩΛ = 0.728, baryonic matter den-
sity parameter Ωb = 0.045, power spectrum normaliza-
tion σ8 = 0.809, primordial power spectrum index ns =
0.963 and Hubble constant H0 = 70.4 km/s/Mpc (Ta-
ble 1). We generated initial conditions for the simulations
using the Eisenstein & Hu (1998) transfer function and
c© 0000 RAS, MNRAS 000, 000–000
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Figure 2. A comparison of our model density profiles (dashed lines) with hydrodynamical simulations of Martizzi et. al. 2014 (solid
lines). There is a remarkable agreement, except at the very centre of the halo.
the grafic++ code2, based on the original grafic code
(Bertschinger 2001). These simulations come in two flavours:
DMO (dark matter only) which only follow the evolution of
dark matter, BAR which include baryons and galaxy forma-
tion prescriptions.
2 http://sourceforge.net/projects/grafic/
The technique we adopted to perform the zoom-ins is
described in the following. First, we ran a dark matter only
simulation with particle mass mcdm = 1.55 × 109 M⊙/h
and box size 144 Mpc/h. The initial level of refinement was
ℓ = 9 (5123), but as the simulation evolved more levels of
refinement were allowed. At redshift z = 0 the grid was re-
fined down to a maximum level ℓmax = 16. Subsequently, we
ran apply the AdaptaHOP algorithm Aubert et al. (2004) to
c© 0000 RAS, MNRAS 000, 000–000
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identify the position and masses of dark matter halos. We se-
lected 51 halos whose total masses lie Mtot > 10
14 M⊙ and
whose neighbouring halos do not have masses larger than
M/2 within a spherical region of five times their virial radius.
We determined that only 25 of these clusters are relaxed.
High resolution initial conditions were extracted for each of
the 51 halos and were used to run zoom-in re-simulations.
Three different re-simulations per halo have been performed:
(I) including dark matter and neglecting baryons, (II) in-
cluding dark matter, baryons and stellar feedback, (III) in-
cluding baryons, stellar feedback and AGN feedback. In this
paper we focus on cases (I) and (III), labelled DMO and
BAR, respectively.
In the DMO re-simulation, the dark matter particle
mass ismcdm = 1.94×108 M⊙/h. In the BAR re-simulations,
the dark matter particle mass is mcdm = 1.62 × 108 M⊙/h,
while the baryon resolution element has a mass of mgas =
3.22 × 107 M⊙. The maximum refinement level was set to
ℓ = 17, corresponding to a minimum cell size ∆xmin =
L/2ℓmax ≃ 1.07 kpc/h. The grid was dynamically refined
using a quasi-Lagrangian approach: when the dark matter
or baryonic mass in a cell reaches 8 times the initial mass
resolution, it is split into 8 children cells. Table 2 summa-
rizes the particle mass and spatial resolution achieved in the
simulations.
The physical prescription implemented in the code to
perform the BAR simulations is here briefly described. In
ramses gas dynamics is solved via a second-order unsplit
Godunov scheme (Teyssier 2002) based on different Riemann
solvers (we adopted the HLLC solver) and the MinMod
slope limiter. The gas is described by perfect gas equation
of state (EOS) with polytropic index γ = 5/3. Gas cooling
is modelled with the Sutherland & Dopita (1993) cooling
function which accounts for H, He and metals. Star forma-
tion and supernovae feedback ("delayed cooling" scheme,
Stinson et al. (2006)) and metal enrichment have been in-
cluded in the calculations. AGN feedback has been included
too, using a method inspired by the Booth & Schaye (2009)
model. In this scheme, super-massive black holes (SMBHs)
are modeled as sink particles and AGN feedback is provided
in form of thermal energy injected in a sphere surrounding
each SMBH. More details about the AGN feedback scheme
and about the tuning of the galaxy formation prescriptions
can be found in Teyssier et al. (2011) and Martizzi et al.
(2012).
Figure 2 shows the comparison between the dark mat-
ter, gas, stellar and total mass density profiles of 6 halos
in the Martizzi et al. (2014) catalogue and the mass model
described in Section 2.1. The model for the adiabatically
contracted dark matter profile (red dashed lines) fits well
the simulations down to scales ∼ 10 kpc. The model for the
Intra-cluster plasma (green dashed lines) fits well the results
of the simulations down to scales ∼ 50 kpc. The relation be-
tween mass of the central galaxy and that of the halo has
a lot of scatter. So, to compare with simulations we use the
stellar mass from the simulation itself for the given halo,
which define the normalisation of our stellar model. The
model (blue dashed lines) is a good fit to the results of the
simulations except in the outskirts. This is expected since
the data from the simulations include BCG, ICL and satel-
lite galaxies. However, the model is constructed in such a
way that the stellar mass expected from abundance match-
ing is associated to the central regions of the halos. The
overall result is that the model for the total mass (black
dashed lines) provides an excellent match to the results of
cosmological simulations down to a scale of ∼ 10 kpc. There-
fore we conclude that the mass model is good enough to be
adopted for the purposes of this paper.
2.5 From P (k) to C(ℓ)
In this section we develop the mapping from 3D matter
power spectrum P (k, z) to the 2D projected shear angu-
lar power spectrum Cℓ following the theoretical framework
explained in Takada & Jain (2009).
The distortion of the source shape due to weak gravita-
tional lensing can be quantified with two quantities: shear γ
and convergence κ. The convergence κ is the local isotropic
part of the deformation matrix and can be expressed as:
κ(~θ) =
1
2
~▽.~α(~θ) (22)
where, α is the deflection angle. If we know the redshift of
the source galaxies, additional information can be gained by
dividing the sources in different redshift bins. This process
is referred to as lensing tomography and is very useful to
gain extra constraints on cosmology from the evolution of
the weak lensing power spectrum (Hu 1999; Huterer 2002;
Takada & Jain 2004). In cosmological context, the conver-
gence field can be expressed as the weighted projection of
the mass distribution integrated along the line of sight in
the ith redshift bin,
κi(~θ) =
∫ χH
0
gi(χ)δ(χ~θ, χ)dχ, (23)
where, δ is the total 3 dimensional matter overdensity, χ
is the comoving distance and χH is the comoving distance
to the horizon. For a complete review see Mellier (1999);
Bartelmann & Schneider (2001); Schneider (2006). The lens-
ing weights gi(χ) in the ith redshift bin with comoving dis-
tance range between χi and χi+1 are given by:
gi(χ) =


g0
n¯i
χ
a(χ)
∫ χi+1
χi
ns(χ
′)
dz
dχ′
(χ′ − χ)
χ′
dχ′, χ ≤ χi+1
0, χ > χi+1
(24)
where, a(χ) is the scale factor at comoving distance χ. Also,
g0 =
3
2
Ωm
H20
(25)
and,
n¯i =
∫ χi+1
χi
ns(χ(z))
dz
dχ′
dχ′. (26)
where, ns(χ(z)) is the distribution of sources in redshift. We
assume a source distribution along the line of sight of the
form:
ns(z) = n0 × 4z2 exp
(
− z
z0
)
(27)
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with n0 = 1.18× 109 per unit steradian and z0 is fixed such
that the corresponding projected source density ng resem-
bles the experiment, like Euclid etc.
∫ ∞
0
ns(z)dz = n¯g. (28)
For Euclid like survey, we choose z0 such that n¯g = 50
sources per arcmin−2 (Hoekstra & Jain 2008).
Finally the shear power spectrum between redshift bins
i and j can be computed as:
Cij(ℓ) =
∫ χH
0
gi(χ)gj(χ)
χ2
P
(
ℓ
χ
, χ
)
dχ (29)
where, P is the 3D matter power spectrum calculated using
the halo model framework as described in section 2.1. Larger
ℓ corresponds to the smaller scale and the large contribution
of Cℓ at higher ℓ comes from non-linear clustering.
We divided the big cosmological volume into 3 redshift
bins with boundaries: 0.01, 0.8, 1.5 and 4.0; so we calcu-
lated total 6 convergence cross-spectra (3 auto-spectra and
3 cross-spectra).
The auto-spectra is contaminated by the intrinsic ellip-
ticity noise and assuming its distribution to be completely
uncorrelated to different source galaxies, the observed power
spectrum Cobsij (ℓ) is given by,
Cobsij (ℓ) = Cij(ℓ) + δij
σ2ǫ
n¯i
, (30)
we choose σǫ = 0.33 which is the RMS intrinsic ellipticity.
The cross spectra is not contaminated by shot noise.
The covariance matrix of Cℓ has two contributions:
Gaussian and non-Gaussian (NG). In this work we only con-
sider the Gaussian contribution to the covariance matrix
which is given by the following expression,
Covij,mn(ℓ, ℓ
′) =
δℓℓ′
∆ℓ(2ℓ+ 1)fsky
×
(
Cobsim (ℓ)C
obs
jn (ℓ) +C
obs
in (ℓ)C
obs
jm (ℓ)
)
,
(31)
where, ∆ℓ is the bin width of the ℓ and fsky is the sky
fraction for the targeted experiment. This term is dominated
by cosmic variance for lower ℓ and shot noise for higher ℓ,
however, for large number of sources, as in case of Euclid,
and larger size of bins (∆ℓ) towards higher end of ℓ, the shot
noise can be significantly reduced.
The NG contribution to the covariance matrix of Cℓ is
rather complicated to calculate. It gives the correlation be-
tween different ℓ. At the matter power spectrum level, this
term depends on the matter trispectrum. To compute the
NG covariance to lensing, we need to integrate the trispec-
trum in redshift and angle on the sky and then compute
this quantity for various ℓ and ℓ′. So this is a 4D calcula-
tion of trispectrum which is computationally very expensive.
Yoo & Seljak (2012) shows that these NG correction to the
covariance becomes significant for ℓ of few thousand and
Cooray & Sheth (2002) shows that neglecting this will in-
troduce the bias in the cosmological parameters up to 20 %.
In this work, we are not taking into account these correc-
tions and we are doing our analysis for different ℓmax: 1000,
2000, 3000, 4000, 5000, 6000, 8000, 10000 and 20000. We
will discuss more about the NG covariance in section 6.3.
3 COMPARING BAR AND DMO MODEL
In this section we try to draw a comparison between the
baryonic model (BAR) and the dark-matter only (DMO)
model. We would like to establish an understanding of the
scales where the baryonic corrections become important and
how these scales changes with redshift and the only free
parameter, Mcrit.
Figure 3 (top-left panel) shows the relative differences
between the BAR and DMO predictions for the matter
power spectrum, also referred as boost in this article. There is
only one free parameter of the baryonic model, Mcrit which
regulates the amount of AGN feedback and which is intro-
duced in section 2.3.2. The overall shape of the deviation
is similar in all cases for various Mcrit and redshifts: the
BAR model follows the DMO model for large scales, suffers
a deficit in power at intermediate scales due to flatter gas
profile compared to the NFW profile and finally the power
shoots up due to the central stellar component. Also with-
out adiabatic contraction (AC) the raise in the matter power
spectrum occurs at very small scales, but including AC ef-
fect this raise can be seen at comparatively lower k or larger
scales. This is because AC makes the profile steeper in the
centre and shallower in the outskirts.
At redshift 0 (top-left panel of figure 3), the bary-
onic correction starts showing up (more than 1%) at k ∼
5 h/Mpc for models with negligible AGN feedback (lower
Mcrit), whereas for more extreme AGN feedback models
(higher Mcrit) this correction is important at much larger
scales like k ∼ 0.1 h/Mpc. In our fiducial BAR model with
Mcrit = 10
13h−1M⊙, the baryonic effects become signifi-
cant, i.e., more than 1 percent, at k ∼ 0.5 h/Mpc. The
maximum dip in the intermediate scales vary for different
Mcrit; for the most extreme models where AGN feedback
can push all the gas out of the halo, this dip is nearly the
cosmic baryon fraction, Ωb/Ωm. However, for more a real-
istic model (Mcrit = 10
13h−1M⊙) this dip is nearly 7-8%.
For more optimistic models like Mcrit = 10
12h−1M⊙, this
dip is even smaller, nearly 4-5%. Therefore, we can conclude
the more extreme AGN feedback models triggers the devia-
tion of matter power spectrum from DMO model at larger
scales and also the dip in the power at intermediate scales
can be as large as the cosmic baryon fraction in case where
all the gas are pulled out by the AGN feedback, however, for
more realistic and optimistic models, the deviation starts at
relatively small scales and also the maximum dip is compar-
atively smaller.
Figure 3 (top-right panel) shows the same quantity for
a fixedMcrit = 10
13h−1M⊙ at different redshifts. If we go to
higher redshift, the overall shape of the deviation of the BAR
matter power spectrum from the prediction of the DMO
model (boost) is nearly the same as at redshift zero, how-
ever, the scales and the maximum dip amplitude at various
redshifts change. We see that at higher redshifts, the dip
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Figure 3. Top row: Relative deviation of the matter power spectrum predicted by the BAR model from the DMO model predictions as
a function of k for different Mcrit at redshift zero (left) and for fixed Mcrit = 10
13h−1M⊙ and different redshifts (right). Bottom row:
Relative deviation of the shear power spectrum (Cℓ) predicted by the BAR model from DMO model predictions for different Mcrit in one
big redshift bin (left) and for three tomographic redshift bins and fixed Mcrit = 10
13h−1M⊙ (right). Dashed lines are the calculations
without adiabatic contraction (AC) and solid lines with adiabatic contraction (AC). The horizontal dashed line shows the cosmic baryon
fraction.
starts to trigger at larger scales and also the maximum dip
converge to the cosmic baryon fraction.
In figure 3 (bottom-left panel), the baryonic correction
to Cℓ is shown in one big redshift bin (z = 0.01 − 4.0).
Here, the shear power spectrum starts to deviate from DMO
predictions at about ℓ = 100 for the most extreme AGN
feedback models and at ℓ of about several thousands for
models with weak AGN feedback. For our realistic model
(green curve), this deviation occurs at about ℓ ∼ 700. The
maximum dip in power is very similar to that of the matter
power spectrum explained above. It is worth noticing that
for ℓ = 10000 the deviation is very significant for the realistic
model (Mcrit = 10
13h−1M⊙), however, it is negligible for
the optimistic model (Mcrit = 10
12h−1M⊙). Because these
are the cases that we study in our likelihood analysis, we
will show in section 5 that this behaviour is consistent with
the cosmological parameter estimation with these models.
4 FIDUCIAL MODEL AND MOCK DATASETS
In this section, we would like to mention two factors that
are quite important for our experiments - fiducial parame-
ters and mock datasets. The fiducial parameters assumed in
this work, particularly about cosmology, baryonic model and
Euclid mission, are very standard. Also the mock datasets
generated are correctly contaminated with random noise.
Following are the key numbers and information about the
fiducial model assumed and mock datasets:
(i) We used WMAP - 5th year cosmology as our
fiducial model with [Ωm,Ωb, h, ns, σ8, w0, wa] as
[0.279, 0.0462, 0.701, 0.96, 0.817,−1.0, 0.0]. We assume
the equation of state of dark-energy is redshift dependent
as (Chevallier & Polarski 2001; Linder 2003),
w(a) = w0 + (1− a)wa (32)
where, a = 1/(1 + z) is the scale factor at redshift z.
(ii) We used three redshift bins to do the tomographic analysis
with boundaries [0.01, 0.8, 1.5, 4.0]. So we calculated a total
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of six spectra - three auto-spectra between bins 1-1, 2-2 and
3-3 and three cross-spectra between bins 1-2, 1-3 and 2-3.
(iii) We perform the likelihood analysis for different ℓmax with
ℓmin = 10 and 100 equally spaced logarithmic bins. So the
bin sizes for the likelihood analysis with different ℓmax are
different.
(iv) We assumed that the mean redshift of the source distribu-
tion to be nearly 1.0 which gives approximately 50 galaxies
per arc min2 and fsky = 0.55 which resembles Euclid like
survey.
(v) For the baryonic model, we used the realistic AGN feedback
model Mcrit = 10
13h−1M⊙ as the fiducial value for total
nine ℓmax (1000, 2000, 3000, 4000, 5000, 6000, 8000, 10000,
20000). We also performed one case with more optimistic
model Mcrit = 10
12h−1M⊙ for ℓmax = 10000. So there are
ten cases in total.
(vi) We used our fiducial model stated above to generate shear
power spectrum Cℓ for these ten cases and perturbed all
Cℓ with normally distributed multi-variate random num-
bers drawn from a distribution with mean Cℓ and the cor-
responding covariance matrix. These Cℓ are catalogued and
constitute the mock data sets. So, there are total ten mock
data sets. In figure 4 we show the mock datasets up to
ℓmax = 20000 for the six spectra and the best fits (which
will be discussed in section 6.2).
For each bin combination (1-1,1-2 etc), the length of the
data vector (ℓ or Cℓ) is 100. Therefore, the total number of
data points in each data set is 600. However, the two cross-
spectra, 1-2 and 1-3, are highly correlated which actually
leads us to have only 5 degree of freedom for each ℓ. There-
fore, the total number of degree of freedom in each data set
is about 492 (500 - 8 free parameters). Hence, the best fit to
each dataset can have a χ2 in the range 492 ±
√
(2× 492)
which is between 470 and 514.
In figure 3 (bottom-right panel), we show the boost for
the unperturbed (without random noise) mock datasets up
to very high ℓmax with the corresponding DMOmodel. In all
six curves of this figure, we keptMcrit = 10
13M⊙. The auto-
spectra in the first bin (1,1), starts deviating (more than 1%)
from the DMO model at about ℓ = 300 whereas the auto-
spectra of the third bin (3,3) starts showing deviation at
nearly ℓ = 800. All other auto-spectra and cross-spectra are
between these two extremes. This behaviour is justified by
looking at the same figure in upper-right panel, which shows
the redshift evolution of the correction for the sameMcrit. It
can be seen that at higher redshifts, the BAR matter power
spectrum starts to deviate from DMO at smaller scales but
also induces a larger dip at intermediate scales due to gas
expulsion. This behaviour can be seen in the bottom-right
panel. The Cℓ in the lower redshift bin (1-1) starts deviating
from DMO at larger scales as compared to the higher red-
shift bin (3-3), but the maximum dip in the two cases can be
seen in the higher redshift bin (3-3). If we compare this to
the bottom-left panel of the same figure, one can notice that
the baryonic correction becomes even important when bin-
ning in redshift rather than using one big redshift bin. This
provides additional constraints on Mcrit while performing
the analysis in tomographic bins compared to poorer con-
straints when only one bin is used.
5 LIKELIHOOD ANALYSIS AND
COSMOLOGICAL IMPLICATIONS
We performed a likelihood analysis using MCMC to explore
the cosmological parameter space for nine different ℓmax
(1000, 2000, 3000, 4000, 5000, 6000, 8000, 10000, 20000) us-
ing Mcrit = 10
13h−1M⊙, which is our most realistic model,
and for ℓmax = 10000 using Mcrit = 10
12h−1M⊙ which is
our optimistic model.
We run MCMC on the ten mock datasets obtained
adopting both the DMO and BAR models, therefore we run
a total of 20 MCMC. Each MCMC is performed using the
publicly available code COSMOMC (Lewis & Bridle 2002),
with 16 chains in each case. So total 320 CPUs are used for
nearly 10 days to reach the desired convergence. The whole
analysis required about 76800 hours.
We demonstrate the results of the MCMC and the inter-
pretation in the following two sections, targeting particularly
the precision and accuracy in predicting the cosmological
parameters.
5.1 Precision in cosmology
Future experiments, like Euclid, are expected to provide
very tight constraints on cosmological parameters. Here we
show the constraints expected from using the weak lens-
ing shear power spectrum as a function ℓmax. Figure 5
shows the relative variance of four cosmological parame-
ters and one baryonic parameter using both models, BAR
(solid curves) and DMO (dashed curves). The matter den-
sity of the Universe (Ωm) and the amplitude of fluctuations
(σ8) are the most constrained parameters, however, other
parameters like the equation-of-state of dark-energy today
(w0) are relatively less constrained. The overall behaviour
of all parameters is the same, weak constraints for small
ℓmax, better constraints with increasing ℓmax and a flatten-
ing beyond ℓmax ∼ 8000. The constraints derived from the
BAR model are relatively weaker than the constraints de-
rived from DMO model, which is the consequence of the
extra parameter, Mcrit.
The normalized matter density of the Universe Ωm can
already be determined up to 5% at ℓmax=1000 which im-
proves as good as 2-3% at ℓmax=8000 whereas the ampli-
tude of fluctuations σ8 can be determined much better at
corresponding scales. At ℓmax=1000, σ8 can be known up
to 3% and these constraints improves better than 1% at
ℓmax=8000. After ℓmax=8000, the variance of both the pa-
rameters remains the same and no further constraints can
be drawn by going up to lower scales or higher ℓmax. There
is a certain degeneracy in these two parameters which can
be seen in figure 6 upper-left panel, where different colours
represent different ℓmax.
The constraints on the two parameters describing the
redshift evolution of the equation of state of dark energy,
w0, wa can also be improved with this kind of experiments.
At ℓmax=1000 w0 can only be determined as good as 12%,
whereas for ℓmax=8000 it can be constrained up to 6-7%
and with the same precision for higher ℓmax. However, the
constraints on wa are much weaker. The absolute error on
w0 is nearly 0.35 for ℓmax=1000, ∼0.18 for ℓmax = 8000 and
the same afterwards.
The flattening of the relative errors of the parame-
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Figure 4. Mock datasets (including random noise) for ℓmax = 20000 in all six spectra (in black). The left column shows the three
auto-spectra and the right column shows the three cross-spectra. Solid lines show the best fit for the DMO (red) and BAR (green)
models.
ters indicates that there is no gain in precision of cos-
mological parameters estimation after a certain threshold
ℓmax ∼ 8000. In practice, an experiment like Euclid may
provide us with very high quality data to even resolve and
measure the shear power spectrum at ℓmax as high as 10
5,
but our analysis shows that the constraints becomes con-
stant after ℓmax ∼ 8000 and no further improvement can be
achieved.
This forecast suggests that by measuring Cℓs up to
ℓmax ∼ 8000, one can constrain Ωm to about 2% precision
and σ8 to about 0.5% precision without any loss of informa-
tion from high ℓs and including baryonic physics. However,
w0 can only be constraints up to 6-7% with some informa-
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Figure 5. Relative 1σ errors on different cosmological parameters as a function of ℓmax for Mcrit = 10
13h−1M⊙. Solid lines are for the
BAR model and dashed curves are for the DMO model. Horizontal black dashed lines mark the ±1 and vertical black dashed lines shows
important scales.
tion about wa, the time derivative of the equation of state
of dark energy.
5.2 Accuracy in cosmology
When precision cosmology is the goal, one should also take
into account the ability to recover the cosmological param-
eter accurately. If there are systematic errors in the model,
one can still derive very tight constraints from the wrong
model, but the recovered parameters will be wrong or bi-
ased as compared to the true values. In this section we will
present the results from our analysis of the bias in the cos-
mological parameters due to the lack of baryonic physics in
DMO models and we will assess if these biases are signif-
icant. We define bias as the difference between the mean
value of the parameter in MCMC and its fiducial or true
value.
Figure 6 shows the 1σ error ellipses of cosmological pa-
rameters when the model is BAR (solid curves) and DMO
(dashed curves). For small ℓmax, the two models are indis-
tinguishable, a consequence of the fact that baryonic physics
becomes more important only at smaller scales. But as we
go higher and higher in ℓmax, the target density of the DMO
model shifts further from the true target density, however,
the BAR model remains at the correct location. We find that
for all BAR models this bias is smaller than the 1σ error of
the parameter, however, the bias in the parameters obtained
fitting for the DMO model increases with increasing ℓmax.
Figure 7 shows the ratio of these biases and the 1σ er-
ror on the cosmological parameters as a function of ℓmax
for the two models, BAR (solid curves) and DMO (dashed
curves). The bias never exceeds the 1σ error for the BAR
models, however, it does for the DMO models only after
ℓmax ∼ 4000. This is again a consequence of the fact that
baryonic physics is only important at smaller scales. This
indicates that if we only perform our experiment up to
ℓmax=4000, no baryonic physics needs to be taken into ac-
count, however, if one is interested in ℓmax > 4000 baryonic
physics becomes very important. After ℓmax=4000 the bias
increases with ℓmax and goes as big as 10σ at ℓmax=10000
and remain flat after that. We see in the previous section
that constraints on cosmological parameter can still be im-
proved up to ℓmax=8000, but considering the wrong model,
DMO, the cosmological parameters will be 5-10σ away from
the true values. So, in order to gain the best constraints on
cosmology, baryonic physics must be taken into account.
5.3 An optimistic model
We analysed the ℓmax = 10000 case for our optimistic model
with Mcrit = 10
12h−1M⊙. As in our previous analysis, we
performed two MCMC in this case too, fitting for the BAR
model and for the DMO model. Figure 6 (bottom row)
shows the 1σ error ellipses of cosmological parameters. In
this case the bias in the cosmological parameters does not
exceed the 1σ error and hence is not a very troubling case.
This was expected, as for lower Mcrit, baryonic physics is
less important even at comparatively small scales as com-
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Figure 6. Top row: 1σ 2D error ellipses for different cosmological parameters using mock datasets with Mcrit = 10
13h−1M⊙ and
different ℓmax = 3000 (red), 5000 (blue), 8000 (green), 10000 (magenta), 20000 (cyan). Bottom row: 1σ 2D error ellipses using mock
datasets withMcrit = 10
12h−1M⊙ for ℓmax = 10000. All solid curves are for the BAR model and dashed curves are for the DMO model.
pared to cases where Mcrit is higher. For example if we
look at figure 3 (bottom-left panel), we can see that for
Mcrit = 10
12h−1M⊙, the deviation of Cℓ from the DMO
model is negligible at ℓ = 10000. Hence, we actually expect
smaller or no bias.
6 DISCUSSION AND CONCLUSIONS
In this work we first review the important theoretical frame-
work necessary to calculate the matter power spectrum us-
ing the halo model and to compute the shear angular power
spectrum in different redshift bins. We presented an ana-
lytic prescription to distribute baryons into two components
– the intra-cluster plasma in hydrostatic equilibrium within
the halo, and the BCG, which dominates the mass distribu-
tion in the centre of the halo, and whose properties are well
measured using abundance matching techniques. We also
take into account the adiabatic contraction of the dark mat-
ter particles due to the central condensation of baryons. We
also compared these analytic density profiles to the simu-
lations of Martizzi et al. (2014), both dark-matter-only and
baryonic with AGN feedback, and found a remarkable agree-
ment.
We model the shear power spectrum in the two mod-
els, BAR and DMO, and found that baryonic corrections
are important after k ∼ 0.5 h/Mpc in the matter power
spectrum at redshift 0 for our most realistic AGN feedback
model, which translates into ℓ ∼ 800 for the shear power
spectrum in one big redshift bin. However, if binned in red-
shift space (lensing tomography), these corrections become
larger in each bin and for each auto- and cross-correlation
function. These baryonic corrections have one free param-
eter, Mcrit, which regulates AGN feedback, i.e., it controls
how much gas will be inside the halo as a function of the halo
mass. We believe the most realistic value of this parameter
is near 1013h−1M⊙, which sets the most likely magnitude
of baryonic corrections.
We perform the likelihood analysis using MCMC for
total ten different datasets. Nine of them assume our realistic
model for the AGN feedback with Mcrit = 10
13h−1M⊙ but
different ℓmax, and one assumes a less extreme (optimistic)
model with Mcrit = 10
12h−1M⊙. For each mock dataset, we
perform MCMC to fit for both models, BAR and DMO.
The main results of the likelihood analysis are summa-
c© 0000 RAS, MNRAS 000, 000–000
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Figure 7. The ratio of bias and 1σ error of various cosmological parameters as a function of ℓmax for Mcrit = 10
13h−1M⊙. Solid lines
are for the BAR model and dashed curves are for the DMO model. Horizontal black dashed lines mark the ±1 and vertical black dashed
lines shows important scales.
rized in figure 6, 5 and 7. The results are very interesting in
two aspects: first, we found that the constraints on all cosmo-
logical parameters improve with increasing ℓmax, but after
ℓmax ∼ 8000, the variance of each parameter becomes nearly
constant. This indicates that even if we go to higher ℓmax (or
smaller scales), no additional constraints on the cosmologi-
cal parameters can be gained. Second, if the wrong model,
in this case DMO, is fitted to the data, after ℓmax = 4000
the mean recovered value of the parameters starts moving
away from its true value. We refer to the difference between
the true value and recovered mean value as bias in the cos-
mological parameter. The bias in the parameters becomes
more than 1σ after ℓmax = 5000 and goes up to 10σ for
ℓmax = 10000, remaining flat afterwards. So, there is a very
interesting window from ℓmax = 4000 − 8000 which is use-
ful for improving the constraints on cosmology, but if wrong
model like DMO is chosen, the recovered cosmology can be
highly biased from few to 10-σ.
6.1 Goodness of fit
In the previous sections we see that for ℓmax < 4000, there is
no significant bias added to the determination of the cosmo-
logical parameters in our analysis, however, for ℓmax > 5000
the bias exceeds 1σ and keep increasing up to 10σ with in-
creasing ℓmax. The question here is: can we discard these
biased models by looking at the goodness of fit? The answer
to this question lies in figure 8 where we show the ratio be-
tween the best fit χ2 in the DMO model and that in the
BAR case as a function of ℓmax. This ratio is as little as
5-10% up to ℓmax ∼ 5000 but after that it only goes up to
25% at ℓmax = 20000 where bias is more than 10σ. Now,
the reduced χ2 = 1.25 does not appear as such a bad fit
for our cosmological measurements. So, by looking at the χ2
only, it is not really possible to discard a model. The same
conclusion can be drawn from figure 4, where we show the
mock datasets of the six spectra (between different bins) for
ℓmax = 20000. In this figure, we also show the two best fit
from the DMO model (in red) and the BAR model (green).
As we expect, the green curve is a better fit to the data than
the red curve. But if the green curve is not present in this
figure, the red curve does not appear to be a very bad fit.
So, when deriving constraints on cosmology from this kind of
experiments, one should be extremely careful about the pos-
sible magnitude of baryonic effects at small scales, because,
although the results obtained with the wrong model may
appear as a good fit, the corresponding bias can be in fact
as high as many σ. Also, the recovered parameters from the
wrong model (DMO) move away from the true value with
increasing ℓmax. This suggests a potential test for a given
model, the cosmological parameter space should not move
significantly when analysing up to different scales, the differ-
ence should only be seen in the variance of the parameters
and not in its mean value.
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Figure 8. Showing the ratio of the best fit χ2 in DMO model
and BAR model at different ℓmax.
6.2 Mcrit parameter
The only free parameter in our BAR model,Mcrit, regulates
the amount of gas inside the halo as a function of halo mass.
We explore the consequences of what we believe to be a
realistic model (Mcrit = 10
13h−1M⊙) in details considering
nine different ℓmax. At ℓmax = 1000, there is hardly any
constraint drawn from weak lensing on this parameter, but
as we increase ℓmax, baryonic physics become more and more
important and thus constraints can be put on Mcrit. In fact,
the constraints on this parameter increase rapidly from 15%
at ℓmax = 1000 to 1-2% at ℓmax = 4000. After this, no
significant improvement on the constraints can be gained on
this parameter. The variance ofMcrit becomes constant after
nearly ℓmax = 8000, which is what happens for the other
cosmological parameters. So, with this kind of weak lensing
experiment,Mcrit (or log(Mcrit)) could be constrained up to
1-2%, which is quite impressive.
6.3 Non-Gaussian covariance vs baryonic
corrections
Being able to extract cosmological information from cluster-
ing data down to a few percent accuracy can be considered
very optimistic. It can be jeopardized by many unresolved is-
sues. The two most important issues are (i) baryonic physics
at small scales, and (ii) non-Gaussian effects in the covari-
ance matrix of the power spectrum. These two issues can be
quantified in projected weak-lensing statistics, like the shear
power spectrum. In this work, we primarily talk about the
effect of baryonic physics at small scales on the shear power
spectrum and its cosmological implications. However, we ig-
nore the effect of non-Gaussianity (NG) on the covariance
matrix.
The NG contribution to the covariance becomes
more important at small scales, like baryonic physics
(Takada & Jain 2009; Takada & Hu 2013). Now the ques-
tion is, which one is more important to deal with and which
one appears first when going towards smaller scales? This
question does not have a very straightforward answer. Ignor-
ing both of these contributions may result in highly biased
cosmological parameters estimations.
Yoo & Seljak (2012) (figure 9, right panel) shows the
constraints on the amplitude of fluctuations (σ8) as we go
to smaller scales. If one considers only Gaussian errors, the
constraints continue to improve until the instrumental shot
noise kicks in. However, NG contribution are likely to dom-
inate over Gaussian errors after ℓ = 700. But we cannot
directly compare to this plots as the constraints depend on
many other details. We can still compare the ratios of the
NG and Gaussian contributions. At ℓmax = 10000, the NG
covariance is six times the Gaussian covariance. On the other
hand, in figure 7 the bias in cosmology becomes close to 10σ
for σ8 at ℓ = 10000. This means that the NG corrections
are sub-dominant than the baryonic effects. However, our
analogy is very hand-wavy and requires further study.
6.4 The ideal configuration
We explore the baryonic effects on the cosmological parame-
ter estimation and found big bias in cosmological parameters
if the analysis include ℓ > 4000. After this limit, the cosmo-
logical parameters start to become biased and mislead the
constraints. However, the constraints keep improving up to
ℓ = 10000. So the question arises, what is the ideal con-
figuration to perform weak-lensing power spectrum analysis
to put useful constraints on cosmology with Euclid-like sur-
veys?
We explore this answer in our analysis and stated our
results in the previous sections. To summarize, the ideal con-
figuration is to go as high as ℓ = 8000, including baryonic
physics and marginalize over the baryonic parameters, in our
case Mcrit. In this configuration, one can find unbiased esti-
mates of the cosmological parameters. Having the unbiased
estimates, we can also constrain the cosmological parameter
space with much better accuracy than before. In this con-
figuration, Ωm and σ8 can be estimated with nearly 2% and
0.5% respectively. The variance of the two parameters defin-
ing the redshift evolution of the equation of state of dark en-
ergy, w0 and wa are 0.07 and 0.15 respectively. Along with
cosmological parameters, the baryonic parameter Mcrit can
also be estimated to very high accuracy, as good as 1-2%.
When dealing with real clustering datasets, we are also
able to use independent constraints on the baryonic param-
eters, such as abundance matching data and/or X-ray data
on individual halos, providing a solid understanding of the
overall signal and the underlying baryonic effects.
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