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Abstract
We give a sufficient criterion for complex analyticity of nonlinear maps de-
fined on direct limits of normed spaces. This tool is then used to construct
new classes of (real and complex) infinite dimensional Lie groups: The group
DiffGerm(K,X) of germs of analytic diffeomorphisms around a compact set
K in a Banach space X and the group
⋃
n∈NGn where the Gn are Banach Lie
groups.
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Introduction
Introduction
An infinite dimensional complex analytic Lie group is a group which is at the
same time a complex analytic manifold modelled on some locally convex topo-
logical vector space such that the group operations are analytic. To construct
such Lie groups, it is useful to have tools at hand ensuring the complex analyt-
icity of nonlinear mappings between locally convex spaces. This text provides
a sufficient criterion for complex analyticity in the case where the domain is
an LB-space, i.e. a locally convex direct limit of an ascending sequence of
Banach spaces:
Theorem A (Complex analytic mappings defined on LB-spaces). Let E be
a C-vector space that is the union of the increasing sequence of subspaces
(En)n∈N. Assume that a norm ‖·‖En is given on each En such that all bonding
maps
in : En −→ En+1 : x 7→ x
are continuous and have an operator norm at most 1. We give E the locally
convex direct limit topology and assume that it is Hausdorff. Let R > 0 and
let U :=
⋃
n∈NB
En
R (0) be the union of all open balls with radius R around 0.
Let f : U −→ F be a function defined on U with values in a locally convex
space F , such that each fn := f |BEn
R
(0)
is C-analytic and bounded. Then f is
C-analytic.
Note that the statement cannot be generalized to direct limits of Fre´chet
spaces. There even exist bilinear mappings that are continuous on each step
En but fail to be continuous on the limit. Similar pathologies arise when
looking at uncountable direct limits of normed spaces.
In Section 3 we will use Theorem A to construct Lie groups of germs of dif-
feomorphisms:
Theorem B (Lie group of germs of diffeomorphisms). Let K ∈ {R,C} and
let X be a Banach space over K. Let K ⊆ X be a non-empty compact subset
of X. Consider the group
DiffGerm(K,X) :=
{
η :
η is a Cω-diffeomorphism between open
neighborhoods of K and η|K = idK
}
/∼,
where two diffeomorphisms η1, η2 are considered equivalent, η1 ∼ η2 if they
coincide on a common neighborhood of K. Then DiffGerm(K,X) can be turned
into a Lie group modelled on a compactly regular LB space.
If X is of finite dimension, this is known and can be found in [5]. If in addition
K = {0}, the Lie group structure was first constructed by Pisanelli in [6].
Theorem A also allows us to construct Lie groups which can be written as an
ascending union of Banach Lie groups. In Section 4 we will prove the following
result:
2
1 Preliminaries and notation
Theorem C (Unions of Banach Lie groups). Let G1 ⊆ G2 ⊆ · · · be analytic
Banach Lie groups over K ∈ {R,C}, such that all inclusion maps in : Gn −→
Gn+1 are analytic group homomorphisms. Set G :=
⋃
n∈NGn. Assume that
the following hold:
(a) For each n ∈ N there is a norm ‖·‖n on gn := L(G) defining its topol-
ogy, such that ‖[x, y]‖n ≤ ‖x‖n ‖y‖n for all x, y ∈ gn and such that the
bounded operator L(in) : gn −→ gn+1 has operator norm at most 1.
(b) The locally convex direct limit topology on g :=
⋃
n∈N gn is Hausdorff.
(c) The map expG :=
⋃
n∈N expGn : g −→ G is injective on some 0-neigh-
borhood
Then there exists a unique K-analytic Lie group structure on G which makes
expG a local C
ω
K
-diffeomorphism at 0.
There are many applications of Theorem C, for example the following theorem
to be proved in Section 5, in which all details of the construction can be found.
Theorem D (Lie groups associated with Dirichlet series). Let G be a complex
Banach Lie group with Lie algebra g. Let Ds(g) be the Banach Lie algebra of
g-valued Dirichlet Series which converge absolutely on the complex half plane
Hs and Ds(G) be the Banach Lie group generated by {expG ◦γ : γ ∈ Ds(g)}.
Then the group D∞(G) :=
⋃
s∈RDs(G) can be made into a Lie group modeled
on the direct limit Lie algebra D∞(g) =
⋃
s∈RDs(g).
1 Preliminaries and notation
Analytic mappings between locally convex spaces
Definition 1.1 (Complex analytic mappings). Let E and F be locally convex
spaces over C, let f : U −→ F be a mapping from an open subset U ⊆ E with
values in F . We say that f is complex analytic or Cω
C
if it is continuous and
if it admits locally a power series expansion around each point a ∈ U , which
means there exist continuous homogeneous polynomials pk of degree k such
that
f(x) =
∞∑
k=0
pk(x− a)
for all x in a neighborhood of a.
Definition 1.2 (Real analytic mappings). Let E and F be locally convex
spaces over R and let EC and FC be their complexifications. A mapping
f : U −→ F from an open subset U ⊆ E with values in F is called real
analytic or Cω
R
if it extends to a complex analytic FC-valued map on an open
neighborhood of U in the complexification EC.
3
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The composition of K-analytic maps (for K ∈ {R,C}) is again K-analytic (see
[1, Theorem 6.4]), therefore we may define Cω-manifolds and Cω-Lie groups
(see Definition 1.6).
There is an easy characterization of complex analyticity, that can be found
in [1, Theorem 6.2] :
Lemma 1.3 (Gateaux Analyticity). Let f : U ⊆ E −→ F be a function defined
on some open subset of a complex locally convex space E. Then f is Cω
C
if and
only if it is continuous and Gateaux analytic, which means that for every point
a ∈ U and every vector b ∈ E there exists an ε > 0 such that the function
BCε (0) −→ F : z 7→ f(a+ zb)
is complex analytic.
An analytic map between complex normed spaces has the property that all
Fre´chet derivatives f (k) : U −→ Link(E,F ) exist and are analytic. The sym-
metric k-linear maps from Definition 1.1 can be written as βk =
1
k!f
(k)(a) ∈
Link(E,F ).
In this context of normed spaces there is another useful
Lemma 1.4 (Absolute convergence of bounded power series). Let E and F be
complex normed vector spaces and let f : BER (a) −→ F be a bounded complex
analytic map with the following power series expansion:
f(a+ x) =
∞∑
k=0
βk(x, . . . , x)
where the βk : E
k −→ F are continuous symmetric k-linear maps. Then for
all r < R2e the following series converges and can be estimated as shown:
∞∑
k=0
‖βk‖opr
k ≤
R
R− 2er
· ‖f‖∞ .
Here ‖f‖∞ := sup
{
‖f(x)‖ : x ∈ BER (a)
}
and e = 2.718281828 . . ..
This lemma turns out to be extremely helpful throughout this paper. In
Section 3 we will need a further generalization:
Lemma 1.5 (Absolute convergence of families of bounded power series). Let
K ⊆ E be a nonempty subset of a complex normed vector space E. Let U :=
K + BER (0) =
⋃
a∈K B
E
R (a) be a union of open balls with fixed radius R > 0.
Now, consider a set M of bounded Cω
C
-mappings from U to a normed space
F such that supf∈M ‖f‖∞ < ∞. Then we have for all r <
R
2e the following
estimate:
∞∑
k=0
sup
f∈M
a∈K
∥∥f (k)(a)∥∥
op
k!
rk ≤
R
R− 2er
· sup
f∈M
‖f‖∞ .
This clearly implies Lemma 1.4 by taking K := {a} and M := {f}.
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Proof of Lemma 1.5. Without loss of generality, we may assume that F is a
Banach space. Let f ∈ M and a ∈ K be given. Let v ∈ E be a vector of
norm ‖v‖E = 1. Furthermore let s < R be a fixed number. Then we define
the following function
g : BCR (0) −→ F : z 7→ f(a+ zv)
Note that g depends on the choices of f, a and v. It is possible to expand g
into a power series:
g(z) =
∞∑
k=0
1
k!
f (k)(a)(zv, . . . , zv) =
∞∑
k=0
1
k!
f (k)(a)(v, . . . , v) · zk
Using the Cauchy formula (see e.g. [1, Corollary 3.2]), we can write the coef-
ficients of this power series as a complex integral:
1
k!
f (k)(a)(v, . . . , v) =
1
2πi
∫
|z|=s
g(z)
zk+1
dz
Now we can estimate the norm of f (k)(a)(v, . . . , v):
∥∥∥f (k)(a)(v, . . . , v)∥∥∥
F
≤ k!
∥∥∥∥∥ 12πi
∫
|z|=s
g(z)
zk+1
dz
∥∥∥∥∥
F
≤ k!
1
2π
2πs
‖g‖∞
sk+1
≤
k!
sk
‖f‖∞ .
Since v was arbitrary, this gives us an estimate for the norm of the homoge-
neous polynomial∥∥∥v 7→ f (k)(a)(v, . . . , v)∥∥∥
op
≤
k!
sk
‖f‖∞ .
By the formula in [2, Proposition 1.1] this implies an upper bound for the
norm of the corresponding k-linear map:∥∥∥f (k)(a)∥∥∥
op
≤
(2k)k
k!
·
k!
sk
‖f‖∞ ≤ (2e)
k k!
sk
‖f‖∞ .
Since s < R, a ∈ K and f ∈M were arbitrary, we obtain the following:
sup
f∈M
a∈K
∥∥∥f (k)(a)∥∥∥
op
≤ (2e)k
k!
Rk
· sup
f∈M
‖f‖∞ .
Now, we multiply both sides of the inequality by r
k
k! and sum up:
∞∑
k=0
sup
f∈M
a∈K
∥∥f (k)(a)∥∥
op
k!
rk ≤
∞∑
k=0
(
2er
R
)k
· sup
f∈M
‖f‖∞ .
Since r was assumed to be strictly less that R2e , the series
∑∞
k=0
(
2er
R
)k
con-
verges to 11−2er/R =
R
R−2er . This finishes the proof.
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Generating Lie groups from local data
The definitions of analytic manifolds and Lie groups are analogous to the finite
dimensional case:
Definition 1.6. (a) LetE be locally convexK-vector space withK ∈ {R,C}.
A Cω
K
-manifold modelled on E is a Hausdorff space M together with a
maximal set (atlas) of homeomorphisms (charts) φ : Uφ −→ Vφ where
Uφ ⊆ M and Vφ ⊆ E are open subsets, such that the transition maps
φ ◦ ψ−1 : ψ (Uφ ∩ Uψ) −→ φ (Uφ ∩ Uψ) are analytic.
(b) Continuous mappings between analytic manifolds are called analytic if
they are analytic after composition with suitable charts.
(c) An analytic Lie group is a group which is at the same time an analytic
manifold such that the group operations are analytic.
Proposition 1.7. Let K ∈ {R,C}. Let G be a group, let V ⊆ G be a subset of
G carrying a Cω
K
-manifold structure. Let U ⊆ V be an open symmetric subset
containing 1G such that U · U ⊆ V . We assume that
(i) the multiplication map U × U −→ V : (x, y) 7→ x · y is analytic,
(ii) the inversion map U −→ U : x 7→ x−1 is analytic,
(iii) for every g ∈ G there is an open subsetWg ⊆ U such that the conjugation
map Wg −→ U : x 7→ gxg
−1 is analytic.
Then there exists a unique Cω
K
-Lie group structure on G such that U is an
open subset of G with the given manifold structure. If G is generated by U
then (i) and (ii) imply (iii).
Proof. See [3, Chapter III, §1.9, Proposition 18] for the case of a Banach Lie
group.
Corollary 1.8. Let g be a locally convex Lie algebra and let U and V be two
symmetric 0-neighborhoods in g such that the BCH-series converges on U ×U
and defines a Cω-map ∗ : U × U −→ V . Let Φ: V −→ H be an injective map
into a group H such that Φ(x ∗ y) = Φ(x) · Φ(y). Then there exists a unique
Cω-Lie group structure on G := 〈Φ(U)〉 such that Φ|U : U −→ Φ(U) becomes
a diffeomorphism onto an open subset.
Furthermore, the topological isomorphism T0Φ: g −→ L(G) is an isomorphism
of locally convex Lie algebras and after identifying g with L(G), we obtain that
G admits an exponential function and we have expG |U = Φ|U .
Proof. This is an easy consequence of Proposition 1.7
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Locally convex direct limits
Direct limits will only occur in the following situation: Let E1 ⊆ E2 ⊆ · · · be
an increasing sequence of normed K-vector spaces such that all bonding maps
in : En −→ En+1 are continuous (i.e. bounded operators). Then we define the
locally convex direct limit of the sequence (En)n∈N as the union E :=
⋃∞
n=1En
together with the locally convex vector topology in which a convex subset U
is a 0-neighborhood if and only if U ∩En is a 0-neighborhood in En, for each
n ∈ N.
The locally convex direct limit topology satisfies the following universal prop-
erty: A linear map f : E −→ F to a locally convex space F is continuous if
and only if every restriction f |En : En −→ F is continuous with respect to the
topology of En.
Note: In general a locally convex direct limit of normed spaces need not be
Hausdorff. In the examples of this paper we can show the Hausdorff property
directly by constructing an injective continuous map into a suitable Hausdorff
space.
Proposition 1.9 (Characterization of zero neighborhoods). Let (δn)n∈N be a
sequence of positive real numbers. Then the set
V (δ1, δ2, . . .) :=
⋃
n∈N
(
BE1δ1 (0) + · · ·+ B
En
δn
(0)
)
is a 0-neighborhood of the locally convex direct limit E :=
⋃∞
n=1En. Further-
more, the sets of this type form a basis of 0-neighborhoods.
Proof. This is a well-known consequence of the fact that E is a quotient of the
direct sum
⊕
nEn, equipped with the box topology.
Proposition 1.10 (Compact regularity). Let E :=
⋃∞
n=1En be a direct limit
of Banach spaces. We assume E is Hausdorff. Consider the following state-
ments:
(i) For every n ∈ N, there is a 0-neighborhood Ω ⊆ En and a number
m ≥ n and such that all the spaces Em, Em+1, Em+2, . . . induce the same
topology on Ω.
(ii) The sequence (En)n∈N is compactly regular, i.e. every compact subset
in E is also a compact set in some En.
(iii) The locally convex vector space E is complete.
Then (i) implies (ii) and (ii) implies (iii).
Proof. This is the statement of [9, Theorem 6.4 and corresp. Corollary].
This proposition is relevant for two reasons: First, it is important to know
whether the modelling space of a Lie group is complete. Second, we will show
in a later work (see [4]) that the Lie groups constructed in this paper are
regular Lie groups in Milnor’s sense and to do so it turns out to be important
that they are modelled on a compactly regular direct limit.
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2 Analytic maps on LB-spaces
Now, we prove the main theorem of this paper, namely Theorem A, stated in
the introduction:
Proof of Theorem A. We start with some simplifications: Since f restricted to
BEnR (0) is analytic and the intersection of each one dimensional affine subspace
with U is locally contained in some BEnR (0), the function f is clearly Gateaux
analytic. By Lemma 1.3 it remains to show the continuity of f . The range
space F is locally convex and can therefore be embedded in a product of
Banach spaces. We now use that a function into a product is continuous if
and only if the projection onto each factor is continuous. Therefore we can
assume without loss of generality that F is a Banach space. Let p ∈ U be given.
It remains to show continuity of f at p. Since p ∈
⋃
n∈NB
En
R (0), there is an
index m such that p ∈ BEmR (0). We may assume that m = 1 since omitting
only a finite number of spaces does not change the direct limit. Since BE1R (0)
is open, there is an open ball BE1R′ (p) ⊆ B
E1
R (0). Then B
En
R′ (p) ⊆ B
En
R (0)
for all n ∈ N, using that ‖in‖op≤ 1. Now, we may restrict f to this smaller
subset and without loss of generality, we may assume that R′ = R and p = 0.
Therefore we only have to show continuity of f at 0. Furthermore, we may
assume that f(0) = 0 which can be obtained by a translation in F which is
clearly continuous. Let r be a fixed positive real number strictly less that
R
2e .
We know that each fn : B
En
R (0) −→ F : x 7→
∑∞
k=1 βk,n(x, · · · , x) is C
ω and
bounded between normed complex vector spaces. Then by Lemma 1.4, we
have the estimate:
∞∑
k=1
‖βk,n‖opr
k ≤
R
R− 2er
‖fn‖∞ =: Sn.
Now, let aj :=
r
2j
which implies that r =
∑∞
j=1 an. Then we have for every
n ∈ N:
Sn ≥
∞∑
k=1
‖βk,n‖opr
k =
∞∑
k=1
‖βk,n‖op
 ∞∑
j=1
aj
k
=
∞∑
k=1
‖βk,n‖op
∑
~j∈Nk
aj1aj2 · · · ajk (∗)
Let ε > 0 be given. We set bn := min
(
1, ε2n·Sn
)
and δn := an · bn. By
construction it is clear that δn ≤ an which will be used later.
To show continuity of f at 0, it suffices to show that the 0-neighborhood
V (δ1, δ2, . . .) ⊆ E as defined in Proposition 1.9 is a subset of the domain of f
and is mapped by f into BFε (0).
Let x ∈ V (δ1, δ2, . . .). This means that there is a number m ∈ N such that
x =
∑m
j=1 xj with ‖xj‖Ej < δj . We can estimate the Em-norm of x by∥∥∥∥ m∑
j=1
xj
∥∥∥∥
Em
≤
m∑
j=1
‖xj‖Em ≤
m∑
j=1
‖xj‖Ej <
m∑
j=1
δj ≤
m∑
j=1
aj < r < R.
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So, x ∈ BEmR (0) ⊆
⋃
n∈NB
En
R (0) which is the domain of f . So it makes sense
to evaluate f(x):
f(x) = fm(x) =
∞∑
k=1
βk,m (x, . . . , x) =
∞∑
k=1
βk,m
 m∑
j1=1
xj1 , . . . ,
m∑
jk=1
xjk

=
∞∑
k=1
∑
~j∈Nk
~j≤m
βk,m (xj1 , . . . , xjk) =
∞∑
k=1
m∑
n=1
∑
~j∈Nk
max~j=n
βk,n (xj1 , . . . , xjk)
Note, that we used in the last line that βk,m and βk,n coincide when the
arguments are elements of En. Now, we can estimate the norm:
‖f(x)‖F =
∥∥∥∥∥
∞∑
k=1
m∑
n=1
∑
~j∈Nk
max~j=n
βk,n (xj1 , . . . , xjk)
∥∥∥∥∥
F
≤
∞∑
k=1
m∑
n=1
∑
~j∈Nk
max~j=n
‖βk,n‖op‖xj1‖En · · · ‖xjk‖En
≤
m∑
n=1
∞∑
k=1
∑
~j∈Nk
max~j=n
‖βk,n‖op‖xj1‖Ej1
· · · ‖xjk‖Ejk
≤
m∑
n=1
∞∑
k=1
∑
~j∈Nk
max~j=n
‖βk,n‖opδj1 · · · δjk
One of the factors δj1 · · · δjk is equal to δn = an · bn, all the others can be
estimated by the corresponding aj :
‖f(x)‖F ≤
m∑
n=1
∞∑
k=1
∑
~j∈Nk
max~j=n
‖βk,n‖opaj1 · · · ajk · bn
≤
m∑
n=1
bn
∞∑
k=1
‖βk,n‖op
∑
~j∈Nk
aj1aj2 · · · ajk
by (∗)
≤
m∑
n=1
bn · Sn
≤
m∑
n=1
ε
2n · Sn
· Sn < ε.
This finishes the proof.
Although this result explicitly needs that K = C, the following easy conse-
quence also holds in the real case:
Corollary 2.1 (Continuity of polynomials). Let K ∈ {R,C}. A polynomial
function defined on the direct limit E =
⋃
n∈NEn of normed K-vector spaces
E1 ⊆ E2 ⊆ · · · with values in a locally convex space is continuous if and only
if it is continuous on each step.
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Proof. First consider the case K = C. Let f : E −→ F be an F -valued polyno-
mial map, defined on the locally convex direct limit E =
⋃
n∈NEn of normed
spaces En. It is possible to choose on each En an equivalent norm ‖·‖En such
that the continuous bonding maps in : En −→ En+1 : x 7→ x have operator
norm at most 1. Set R := 1 and U :=
⋃
n∈NB
En
R (0). By hypothesis, each
fn := f |BEn
R
(0)
is continuous. A continuous polynomial is automaticly Cω and
locally bounded, i.e. it maps bounded sets to bounded sets, in particular,
fn(B
En
R (0)) is bounded in F . Therefore we can directly apply Theorem A and
obtain that f is analytic and hence continuous on the 0-neighborhood U . But
for polynomial functions this is enough to guarantee continuity on the whole
domain E. (see [2, Theorem 1])
Let K = R now and let EC, (En)C and FC denote the complexifications of
the R-vector spaces E, En and F respectively. Then every polynomial map
fn : En −→ F can be extended to a complex polynomial map (fn)C : EC −→
FC. The maps (fn)C are continuous because the maps fn are so. We now apply
the complex case and obtain that fC is continuous and hence f is continuous,
too.
3 Example: Germs of diffeomorphisms around a
compact set in a Banach space
Throughout this section, let X be a Banach space over K, and let K ⊆ X
be a nonempty compact subset. We are interested in germs of analytic dif-
feomorphisms around K, i.e. we examine analytic diffeomorphisms η : Uη −→
Vη where Uη and Vη are open subsets of X, both containing K, such that
η|K = idK . We identify two diffeomorphisms if they coincide on an open set
W ⊆ X, containing K. It is easily checked that these equivalence classes of
diffeomorphisms form a group with respect to composition. In this section we
will turn this group into a Lie group modelled on a compactly regular direct
limit of Banach spaces.
We will follow the strategy of [5] to first consider the case K = C and reduce
the real case to the complex case. The topologies used in [5] do not work
when X is infinite dimensional. However, once we have constructed the Lie
group structure for K = C, the proof of the real case can be copied verbatim
from [5, Corollary 15.11].
Therefore, from now on, K = C.
The modelling space
Throughout this section, we will fix the following countable basis of open
neighborhoods of K:
Un := K +B
X
1
n
(0) =
⋃
a∈K
BX1
n
(a) .
For every n ∈ N, we define the following spaces:
BC0(Un,X) := {γ : Un −→ X : γ is continuous and bounded }
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Holb (Un,X)K := {γ : Un −→ X : γ is C
ω, bounded and γ|K = 0} .
It is well-known that BC0(Un,X) is a Banach space when equipped with the
sup-norm. The space Holb (Un,X)K is a closed vector subspace of BC
0(Un,X)
and hence becomes a Banach space as well.
For every k ∈ N we define
BCk(Un,X) :=
{
γ : Un −→ X :
γ is Cω, bounded and the
first k Fre´chet derivates are bounded
}
.
This space becomes a Banach space when endowed with the (finite num-
ber of) semi norms
(
γ 7→
∥∥γ(l)∥∥
∞
)
where l ∈ {0, 1, . . . , k} and γ(k) : Un −→
Link(X,X) denotes the k-th Fre´chet derivative of γ.
The notation BCk(Un,X) suggests that the elements need not be analytic but
only k times continuously differentiable. However a map between complex
Banach spaces which is C1
C
is automaticly Gateaux analytic (see [1, Theorem
3.1]) and continuous and therefore Cω
C
by Lemma 1.3. Therefore the exponent
k only refers to the boundedness of the first k derivatives.
Lemma 3.1. Let n ∈ N and k ∈ {0, 1, 2, . . .}. Then the linear operator
Holb (Un,X)K −→ BC
k(Un+1,X) : γ 7→ γ|Un+1 is continuous.
Proof. Let x ∈ Un+1 be given. Then there is an a ∈ K such that x ∈ B
X
1
n+1
(a).
Set R := 1n −
1
n+1 =
1
n(n+1) , then B
X
R (x) ⊆ B
X
1
n
(a) ⊆ Un. For each γ ∈
Holb (Un,X)K we obtain a bounded analytic function γ|BXR (x)
: BXR (x) −→ X.
We fix a real number r < R2e and apply Lemma 1.4 to get the following estimate:
∞∑
l=0
∥∥γ(l)(x)∥∥
op
l!
rl ≤
R
R− 2er
· ‖γ‖∞ .
In particular we can estimate every summand in the infinite sum by the whole
sum and conclude∥∥∥γ(l)(x)∥∥∥
op
≤
l!
rl
·
R
R− 2er
· ‖γ‖∞ .
This bound does not depend on the choice of x ∈ Un+1, hence∥∥∥γ(l)|Un+1∥∥∥
∞
= sup
x∈Un+1
∥∥∥γ(l)(x)∥∥∥
op
≤
l!
rl
·
R
R− 2er
· ‖γ‖∞ .
We also need the space
BC1C (Un,X)K :=
{
γ ∈ BC1(Un,X) : γ|K = 0
}
.
This is a closed subspace of BC1(Un,X) and therefore becomes a Banach space
with the induced topology.
Lemma 3.2. The topology of the Banach space BC1C (Un,X)K is given by the
norm
‖γ‖D :=
∥∥γ′∥∥
∞
= sup
x∈Un
∥∥γ′(x)∥∥
op
.
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Proof. By definition, ‖·‖D is one of the continuous seminorms generating the
topology of BC1C (Un,X)K . It sufficed to show that ‖·‖∞ is continuous with
respect to ‖·‖D. Then the seminorm ‖·‖D generates a Banach space topology
and therefore has to be a norm.
Let γ ∈ BC1C (Un,X)K and let x ∈ Un = K + B
X
1
n
(0). Then x = a + v with
a ∈ K and ‖v‖X <
1
n . Then
‖γ(x)‖X = ‖γ(a+ v)‖X =
∥∥∥∥∥ γ(a)︸︷︷︸
=0
+
∫ 1
0
γ′(a+ tv)(v)dt
∥∥∥∥∥
X
≤
∫ 1
0
∥∥γ′(a+ tv)∥∥
op
‖v‖X dt ≤ ‖γ‖D ·
1
n
.
Therefore ‖γ‖∞ ≤
1
n ‖γ‖D and this finishes the proof.
Note that this does not work without the assumption that γ|K = 0.
From now on, the space BC1
C
(Un,X)K is endowed with the norm ‖·‖D. In the
proof of Lemma 3.2 we have seen that
BC1C (Un,X)K −→ Holb (Un,X)K : γ 7→ γ
is a bounded operator of norm at most 1n .
We are now in the following situation: All of the arrows in the following
diagram are injective bounded operators between Banach spaces:
Holb (Un,X)K
//
))RR
R
R
R
R
R
R
R
R
R
R
R
Holb (Un+1,X)K
//
))SSS
S
S
S
S
S
S
S
S
S
S
S
Holb (Un+2,X)K
//
&&MM
M
M
M
M
M
M
M
M
M
M
· · ·
BC1C (Un,X)K
//
OO
BC1C (Un+1,X)K
//
OO
BC1C (Un+2,X)K
//
OO
· · ·
Proposition 3.3. The direct limit
Germ(K,X)K :=
⋃
n∈N
Holb (Un,X)K =
⋃
n∈N
BC1C (Un,X)K
is Hausdorff and compactly regular.
Proof. To simplify notation, let En := Holb (Un,X)K . To see that the direct
limit is Hausdorff, note that every γ ∈ Holb (Un,X)K is uniquely determined
if we know its power series expansion at each a ∈ K, since Un =
⋃
a∈K B
X
1
n
(a).
Therefore the following mappings are injective:
Φn : Holb (Un,X)K −→
∏
a∈K
k∈N
Linkc (X,X) : γ 7→
(
γ(k)(a)
)
a∈K,k∈N
Here, the k-linear continuous map γ(k)(a) : Xk −→ X is the k-th Fre´chet
derivative and Linkc (X,X) denotes the Banach space of continuous k-linear
maps fromXk toX. By Lemma 3.1, calculating these derivatives is continuous
with respect to the sup-norm, therefore the mappings above are continuous and
linear. Since they are compatible with the bonding maps Holb (Un,X)K −→
12
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Holb (Un+1,X)K : γ 7→ γ|Un+1 we can extend these maps to the direct limit
and obtain an injective continuous map into a Hausdorff space. This proves
that the direct limit is Hausdorff.
To show compact regularity, we want to use Proposition 1.10. Therefore it
suffices to show that for every n ∈ N, there is a 0-neighborhood Ω ⊆ En and
a number m ≥ n and such that all the spaces Em, Em+1, Em+2, . . . induce the
same topology on Ω. We need the following constant: D := 33−e ≈ 10, 6489403.
Let n ∈ N be given. Set Ω := BEn1 (0) and m := 6n.
Now we can apply Lemma 1.5 with E = F = X and M = 2Ω = BEn2 (0),
R = 1n and r =
1
6n <
R
2e and obtain
∞∑
k=1
sup
γ∈2Ω
a∈K
∥∥γ(k)(a)∥∥
op
k!︸ ︷︷ ︸
=:sk
(
1
6n
)k
≤
1
n
1
n − 2e
1
6n
· sup
γ∈2Ω
‖γ‖∞ = 2D. (∗)
Let l ≥ m. To show that El and Em induce the same topology on Ω, it remains
to prove that the inclusion map Ω ⊆ El −→ Em : γ 7→ γ is continuous. Let
ε > 0 be given. By (∗) the series
∑∞
k=1 sk
(
1
6n
)k
converges. Therefore there is
a number k0 ∈ N such that
∑
k>k0
sk
(
1
6n
)k
< ε2 . We set δ :=
1
D
(
n
l
)k0 · ε2 .
Now, let γ1, γ2 ∈ Ω be two elements with El-distance ‖γ1 − γ2‖El ≤ δ. For
the Em-distance, we show that ‖γ1 − γ2‖Em ≤ ε. With γd := γ1 − γ2, we
know that γd ∈ 2Ω. It remains to show that ‖γd‖Em = supx∈Um ‖γd(x)‖X ≤ ε.
Therefore let x ∈ Um be given. By definition of Um = K +B
X
1
m
(0), there is an
a ∈ K such that x ∈ BX1
m
(a). Now,
‖γd(x)‖X =
∥∥∥∥∥
∞∑
k=1
γ
(k)
d (a)(x − a)
k!
∥∥∥∥∥
X
≤
∞∑
k=1
∥∥∥γ(k)d (a)∥∥∥
op
k!
(
1
m
)k
≤
∑
k≤k0
∥∥∥γ(k)d (a)∥∥∥op
k!
(
1
6n
)k
+
∑
k>k0
∥∥∥γ(k)d (a)∥∥∥op
k!
(
1
6n
)k
≤
∑
k≤k0
∥∥∥γ(k)d (a)∥∥∥
op
k!
(
1
6l
)k ( l
n
)k0
+
∑
k>k0
sk
(
1
6n
)k
≤
(
l
n
)k0 ∞∑
k=1
∥∥∥γ(k)d (a)∥∥∥
op
k!
(
1
6l
)k
+
ε
2
≤
(
l
n
)k0
·D · ‖γd‖El︸ ︷︷ ︸
<δ
+
ε
2
≤
(
l
n
)k0
·D ·
1
D
(n
l
)k0
·
ε
2
+
ε
2
= ε.
This shows that the space
Germ(K,X)K =
⋃
n∈N
Holb (Un,X)K =
⋃
n∈N
BC1C (Un,X)K
is a compactly regular LB-space.
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The monoid
To turn DiffGerm(K,X) into a Lie group modelled on Germ(K,X)K , we first
construct an analytic structure on the monoid
EndGerm(K,X) :=
{
η : Uη −→ X :
η is a Cω-map, Uη is an open
neighborhood of K and η|K = idK
}
/∼
where η1 ∼ η2 if and only if they coincide on a common neighborhood of K.
Since every neighborhood of K contains one of the neighborhoods Un it suffices
to look at analytic maps of the form η = idUn + γ with γ ∈ Holb (Un,X)K for
any n ∈ N. This implies that the following map is a bijection:
Φ : EndGerm(K,X) −→ Germ(K,X)K
[γ + idUn ]∼ 7−→ γ ∈ Holb (Un,X)K
We use the map Φ as a global chart and define the manifold structure on
EndGerm(K,X) such that Φ is a diffeomorphism.
We will use the following result from [7]:
Lemma 3.4. Let X, Y and Z be normed spaces over C, U ⊆ X and V ⊆ Y
open subsets and k ∈ {0, 1, 2, . . .}. Then the continuous map
gkZ : BC
k+2(V,Z)× BC∂,k(U, V )→ BCk(U,Z) : (γ, η) 7→ γ ◦ η
is a Cω-map with Fre´chet derivative(
gkZ
)′
(γ0, η0)(γ, η) = g
k
Z(γ, η0) + g
k
Lin(Y,Z)(γ
′
0, η0) · η. (1)
Here, BC∂,k(U, V ) is the set of all γ ∈ BCk(U, Y ) whose image is contained in
V and has a positive distance to the boundary of V . It is open in BCk(U, Y ).
Proposition 3.5. The monoid multiplication of EndGerm(K,X):
µ : EndGerm(K,X) × EndGerm(K,X) −→ EndGerm(K,X)
([η1]∼ , [η2]∼) 7−→ [η1 ◦ η2]∼
is Cω with respect to the manifold structure defined by Φ.
Proof. Using the global chart Φ, this map becomes
Φ ◦ µ ◦ (Φ×Φ)−1 :Germ(K,X)K ×Germ(K,X)K −→ Germ(K,X)K
(γ1, γ2) 7→ (γ1 + id) ◦ (γ2 + id)− id = γ1 ◦ (γ2 + id) + γ2.
To show analyticity of that map, it suffices to show that
f : Germ(K,X)K ×Germ(K,X)K −→ Germ(K,X)K
(γ1, γ2) 7−→ γ1 ◦ (γ2 + id)
is analytic.
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For each n ∈ N, we set
En := (Holb (Un,X)K , ‖·‖∞) ,
Fn :=
(
BC1C (Un,X)K , ‖·‖D
)
.
The domain of the map f in question can now be regarded as the following
direct limit: Germ(K,X)K ×Germ(K,X)K =
⋃
n∈NEn×Fn. For each R > 0
we set ΩR :=
⋃
n∈NB
Fn
R (0). One easily checks that⋃
R>0
ΩR = Germ(K,X)K⋃
n∈N
BEnR (0) = Germ(K,X)K for every R > 0.
Therefore the domain Germ(K,X)K×Germ(K,X)K can be written as a union⋃
R∈N (Germ(K,X)K × ΩR) of open 0-neighborhoods. This means that f is
analytic on Germ(K,X)K ×Germ(K,X)K if and only if f is analytic on each
Germ(K,X)K × ΩR.
Let R > 0 be given, without loss of generality, R ∈ N. To simplify notation,
we denote the restriction of f to Germ(K,X)K × ΩR also by f .
Now, define ln := (R + 1)(n + 2) ∈ N. Since limn→∞ ln = ∞, the sequence
(Fln)n∈N is cofinal in (Fn)n∈N, hence
Germ(K,X)K × ΩR =
⋃
n∈N
(
BEnR (0)× B
Fln
R (0)
)
=
⋃
n∈N
BHnR (0) .
Here, we set Hn := En × Fln with the norm
‖(γ1, γ2)‖Hn := max{‖γ1‖∞ , ‖γ2‖D} = max{‖γ1‖∞ ,
∥∥γ′2∥∥∞}.
All bonding maps in : Hn −→ Hn+1 have operator norm at most 1. We now
would like to apply Theorem A. To this end, we define
fn : B
Hn
R (0) −→ Germ(K,X)K : (γ1, γ2) 7→ γ1 ◦ (γ2 + idUln ).
We claim:
(a) Each fn makes sense,
(b) Each fn is C
ω,
(c) Each fn is bounded.
Once we have this, by Theorem A the map f is analytic, as we had to show.
(a) Let (γ1, γ2) ∈ B
Hn
R (0) = B
En
R (0)× B
Fln
R (0). We have to show that γ1 and
(γ2 + idUln ) can be composed, i.e. that (γ2 + idUln )(Uln) ⊆ Un. In fact, we
actually show that (γ2 + idUln )(Uln) ⊆ Un+2.
Therefore, let x ∈ Uln = K+B
X
1
ln
(0) be given. Then x is of the form x = a+v
with a ∈ K and ‖v‖X <
1
ln
. Now, we apply (γ2 + idUln ) to x:
(γ2 + idUln )(x) = γ2(a+ v) + a+ v = a+ w
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with w := v + γ2(a+ v). Now, we estimate the norm of w:
‖w‖X = ‖v + γ2(a+ v)‖X ≤ ‖v‖X + ‖γ2(a+ v)‖X
= ‖v‖X + ‖γ2(a+ v)− γ2(a)‖X
= ‖v‖X +
∥∥∥∥∫ 1
0
γ′2(a+ tv)(v)dt
∥∥∥∥
X
<
1
ln
+ sup
t∈[0,1]
∥∥γ′2(a+ tv)∥∥op‖v‖X ≤ 1ln + ‖γ2‖D ‖v‖X
≤
1
ln
+R
1
ln
=
R+ 1
(R + 1)(n + 2)
=
1
n+ 2
.
Therefore (γ2+idUln )(x) ∈ B
X
1
n+2
(a) ⊆ Un+2. (b) The image of fn is a subset
of BC1C (Uln ,X)K . The inclusion map: BC
1
C (Uln ,X)K −→ Germ(K,X)K is
continuous linear and therefore Cω. It remains to show that the arrow ♣ in
the following diagram is Cω:
BHnR (0) ♣
//
fn
--
♦

BC1C (Uln ,X)K _
♠

// Germ(K,X)K
BC3(Un+1,X) × BC
∂,1(Uln , Un+1)
♥ // BC1(Uln ,X)
The space BC1
C
(Uln ,X)K is a closed subspace of BC
1(Uln ,X) and ♠ is a
topological embedding. Therefore fn will be C
ω if we are able to show that
♠ ◦ ♣ is so.
Let (γ1, γ2) ∈ B
Hn
R (0). Then γ1 is complex analytic and bounded on Un.
We have seen in Lemma 3.1 that all derivatives of γ1 are bounded when re-
stricting γ1 to the smaller set Un+1 and that the inclusion Holb (Un,X)K −→
BCk(Un+1,X) : γ1 7→ γ1|Un+1 is continuous for every k ∈ N.
We have just shown in (a) that the image of (γ2 + idUln ) is a subset of Un+2,
hence it has a positive distance from the boundary of Un+1. This means it lies
in the space BC∂,1(Uln , Un+1) as defined in Lemma 3.4. The map
♦ : BHnR (0) −→ BC
3(Un+1,X)×BC
∂,1(Uln , Un+1) : (γ1, γ2) 7→ (γ1, γ2+idUln )
in the diagram above is therefore well-defined and continuous. Since it is affine,
it is automatically analytic.
To make the diagram commutative, we define the remaining arrow as
♥ : BC3(Un+1,X) × BC
∂,1(Uln , Un+1) −→ BC
1(Uln ,X)
(γ, η) 7−→ γ ◦ η
and this is C1 by Lemma 3.4 (with k = l = 1). Since we are dealing with
mappings between complex Banach spaces, the C1-property implies complex
analyticity.
(c) Let (γ1.γ2) ∈ B
En
R (0) × B
Fln
R (0). Then fn(γ1, γ2) = γ1 ◦ (γ2 + idUln ) is
an element of Holb (Uln ,X)K of norm
∥∥γ1 ◦ (γ2 + idUln )∥∥∞ ≤ ‖γ1‖∞ < R.
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Therefore the image of fn is a bounded subset of Holb (Uln ,X)K and hence a
bounded subset of the direct limit Germ(K,X)K .
Therefore, by Theorem A, f is complex analytic and we have shown that
EndGerm(K,X) is a complex analytic monoid.
The group
The monoid Germ(K,X)K has a C
ω-manifold structure and an analytic mul-
tiplication. We now show that the group of invertible elements of the monoid
is open and that inversion is analytic.
For the openness, we use a lemma:
Lemma 3.6. Let γ ∈ BC1
C
(Un,X)K with ‖γ‖D = ‖γ
′‖∞ < 1. Then η :=
idU6n + γ|U6n is a C
ω-diffeomorphism onto its open image.
Proof. Let x ∈ U6n. Then the Fre´chet derivative η
′(x) at x is an element
in the Banach algebra
(
L (X) , ‖·‖op
)
. The distance between η′(x) and the
identity of the algebra is ‖η′(x)− idX‖op= ‖γ
′(x)‖op≤ ‖γ
′‖∞ < 1. Therefore
η′(x) ∈ B
L(X)
1 (idX) ⊆ GL (X). By the Inverse Function Theorem for complex
Banach spaces this implies that there is an open neighborhood of x on which
η is a diffeomorphism onto its open image. Since x ∈ U6n was arbitrary, we
know that the image η(U6n) is open. To show that η : U6n −→ η(U6n) is not
only a local, but a global diffeomorphism, it remains to show injectivity of η.
Let x, y ∈ U6n with η(x) = η(y) be given. We have to show that x = y. This
is easy once we have shown that the line segment joining x and y lies in Un.
By definition of U6n, there are elements a, b ∈ K and v,w ∈ X such that
‖v‖X , ‖w‖X <
1
6n and x = a+ v, y = b+w. Let [a, x] := {a+ tv : t ∈ [0, 1]} ⊆
BX1
6n
(a) ⊆ U6n denote the compact line segment joining a and x. Then
‖η(x)− η(a)‖X =
∥∥∥∥∫ 1
0
η′(a+ tv)(v)dt
∥∥∥∥
X
≤ max
t∈[0,1]
∥∥η′(a+ tv)∥∥
X
· ‖v‖X
≤
(
‖id‖op+
∥∥γ′∥∥
op
)
︸ ︷︷ ︸
<2
· ‖v‖X < 2 ·
1
6n
=
1
3n
.
Likewise we see that ‖η(y)− η(b)‖X <
1
3n . We can now estimate the distance
between the points a and b:
‖a− b‖X = ‖η(a) − η(b)‖X
≤ ‖η(a) − η(x)‖X︸ ︷︷ ︸
< 1
3n
+ ‖η(x)− η(y)‖X︸ ︷︷ ︸
=0
+ ‖η(y)− η(b)‖X︸ ︷︷ ︸
< 1
3n
<
2
3n
.
This also allows us to estimate the distance between y and a:
‖y − a‖X ≤ ‖y − b‖X + ‖b− a‖X <
1
6n
+
2
3n
<
1
n
.
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So, y ∈ BX1
n
(a). Therefore the two points x and y both lie in the convex set
BX1
n
(a). Therefore also the line segment [x, y] lies in BX1
n
(a) which is a subset
of Un, and thus
0 = ‖η(x) − η(y)‖X = ‖x− y + γ(x)− γ(y)‖X
≥ ‖x− y‖X − ‖γ(x)− γ(y)‖X
= ‖x− y‖X −
∥∥∥∥∫ 1
0
γ′(y + t(x− y))(x− y)dt
∥∥∥∥
X
≥ ‖x− y‖X −
∥∥γ′∥∥
∞
‖x− y‖X = ‖x− y‖X (1−
∥∥γ′∥∥
∞
)︸ ︷︷ ︸
>0
.
Therefore ‖x− y‖X has to be zero and so η : U6n −→ X is injective. This
finishes the proof.
Proposition 3.7. Let EndGerm(K,X)× denote the group of invertible ele-
ments of EndGerm(K,X) and let
DiffGerm(K,X) :=
{
η :
η is a Cω-diffeomorphism between open
neighborhoods of K and η|K = idK
}
/∼,
where two diffeomorphisms η1 ∼ η2 are identified if they coincide on a common
neighborhood of K. Then DiffGerm(K,X) = EndGerm(K,X)× and this is an
open subset of EndGerm(K,X).
Proof. If η1 is a diffeomorphism between open neighborhoods of K, then
[η1]∼ is clearly invertible and thus DiffGerm(K,X) ⊆ EndGerm(K,X)
×. If
[η1]∼ , [η2]∼ ∈ EndGerm(K,X)
× with [η1]∼ ◦ [η2]∼ = [idX ]∼, then η1 ◦ η2|W =
idW on some open neighborhood W of K, whence η2|W is injective and
η′2(W ) ⊆ GL (X). By the Inverse Function Theorem for Banach spaces this
implies that η2 is a diffeomorphism onto an open neighborhood of K and thus
DiffGerm(K,X) ⊇ EndGerm(K,X)×.
The set U :=
⋃
n∈NB
BC1
C
(Un,X)K
1 (0) ⊆ Germ(K,X)K is an open 0-neighbor-
hood in Germ(K,X)K . Using the global chart, we see that Φ
−1(U) is an open
[id]∼-neighborhood in EndGerm(K,X). By Lemma 3.6 we know that every
γ ∈ Φ−1(U) is a diffeomorphism onto an open image and thus Φ−1(U) ⊆
DiffGerm(K,X) = EndGerm(K,X)×. Therefore the unit group of the monoid
contains an open identity neighborhood, and hence the whole unit group has
to be open.
From Lemma 3.6, we know that the image of η : U6n −→ X is an open neigh-
borhood of K and therefore has to contain one of the basic neighborhoods Um
for an m ∈ N. The next lemma provides quantitative information:
Lemma 3.8. Let γ ∈ BC1C (Un,X)K with ‖γ‖D = ‖γ
′‖∞ ≤
1
2 and let η :=
idU6n + γ|U6n be as in Lemma 3.6. Then the image of η contains U12n and we
have ∥∥∥∥∥
(
(γ + idUn)
∣∣∣
U6n
)−1∣∣∣∣∣
U12n
− idU12n
∥∥∥∥∥
∞
≤
1
6n
.
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To prove this lemma, we need a quantitative version of the Inverse Function
Theorem for Banach spaces which can be found in [8]:
Theorem 3.9 (Lipschitz inverse function theorem). Let X be a Banach space
and let T : X −→ X be a linear invertible map. Suppose f : U −→ X is L-
Lipschitz continuous with L > 0, where U an open neighborhood of 0 in X
and f(0) = 0, and λ := L ·
∥∥T−1∥∥
op
< 1. Then T + f is a homeomorphism
of U onto an open subset V of X and (T + f)−1 is Lipschitz with constant
1
1−λ
∥∥T−1∥∥
op
. If U contains the ball BXr (0), then V contains the ball B
X
r′ (0)
with r′ := r(1−λ)
‖T−1‖op
.
Proof of Lemma 3.8: Let x ∈ U12n = K + B
X
1
12n
(0) be given. We have to show
that x ∈ η(U6n). We know that there is an a ∈ K such that x = a + v with
v ∈ BX1
12n
(0). Now, we set r := 16n , T := idX , U := B
X
1
6n
(0) and f : U −→ X :
w 7→ γ(a+w). This function satisfies f(0) = 0 and is Lipschitz continuous with
Lipschitz constant L := ‖f ′‖∞ ≤ ‖γ‖D ≤
1
2 . The number λ := L ·
∥∥T−1∥∥
op
=
L ≤ 12 is strictly less than 1 and therefore all hypotheses of Theorem 3.9 are
satisfied. Therefore we may conclude that the image of (id + f) contains the
ball BXr′ (0) with r
′ = r(1−λ)‖T−1‖op
= 16n · (1−λ) ≥
1
6n(1−
1
2) =
1
12n . So, there exists
a w ∈ U such that (id + f)(w) = v. But this means:
x = a+ v = a+(id+ f)(w) = a+w+ f(w) = a+w+ γ(a+w) = η(a+w)
So x is in the image of η. This proves U12n ⊆ η(U6n).
Since the Fre´chet derivative of η := idU6n + γ|U6n has distance at most
1
2 from
the identity, it follows that the Fre´chet derivative of η−1 has distance at most
1
1− 1
2
= 2 from the identity. Therefore:∥∥∥∥∥
(
(γ + idUn)
∣∣∣
U6n
)−1∣∣∣∣∣
U12n
− idU12n
∥∥∥∥∥
D
≤ 2.
Together with ‖·‖∞ ≤
1
12n ‖·‖D the assertion follows.
So far we showed that DiffGerm(K,X) is an open subset of the Cω
C
-manifold
EndGerm(K,X) and therefore has an induced manifold structure. To show
complex analyticity of the inversion map, we once again use our global chart
Φ and define:
i : Φ(DiffGerm(K,X)) −→ Φ(DiffGerm(K,X))
γ 7−→ Φ
((
Φ−1(γ)
)−1)
.
It remains to show that i is analytic.
From now on, we again use the notation: En := Holb (Un,X)K and Fn :=
BC1C (Un,X)K . Lemma 3.8 allows us to define for every n ∈ N the following
map:
in : B
Fn
1
2
(0) −→ BE12n1
6n
(0)
γ 7−→
(
(γ + idUn)
∣∣∣
U6n
)−1∣∣∣∣∣
U12n
− idU12n .
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If we are able to show that every in is C
ω then we can directly apply Theorem A
and see that the monoid inversion is analytic on an open neighborhood of the
identity. Then inversion is everywhere Cω and we are done.
Proposition 3.10. (a) The mapping
hn : B
Fn
1
2
(0)× BE12n1
6n
(0) −→ E12n
(γ1, γ2) 7−→ (γ1 + idUn) ◦ (γ2 + idU12n)− idU12n
is complex analytic.
(b) For every fixed (γ1, γ2) ∈ B
Fn
1
2
(0) × BE12n1
6n
(0) and every γ̂1 ∈ Fn, γ̂2 ∈
E12n we have
h′n(γ1, γ2)(γ̂1, γ̂2) = γ̂1 ◦ (γ2 + idU12n) + γ
′
1(γ2 + idU12n)(γ̂2) + γ̂2.
(c) For (γ1, γ2) ∈ B
Fn
1
2
(0)× BE12n1
6n
(0), we have the equivalence:(
hn(γ1, γ2) = 0
)
⇐⇒
(
γ2 = in(γ1)
)
.
(d) Every in is complex analytic.
Proof. (a) The argument is essentially the same as in Proposition 3.5. We
write hn(γ1, γ2) = ♣(γ1, γ2) + γ2 with ♣(γ1, γ2) = γ1 ◦ (γ2 + idU12n) and have
the following commutative diagram:
BFn1
2
(0)× BE12n1
6n
(0) ♣ //
♦

E12n _
♠

BC2(U2n,X) × BC
∂,0(U12n, U2n)
♥ // BC0(U12n,X)
Once again ♠ is a topological embedding. The map
♦ : BFn1
2
(0)× BE12n1
6n
(0) −→ BC2(U2n,X) × BC
∂,0(U12n, U2n)
(γ1, γ2) 7−→ (γ1|U2n , γ2 + idU12n)
is well-defined and continuous. Since it is affine, it is automatically analytic.
The last arrow
♥ : BC2(U2n,X) × BC
∂,0(U12n, U2n) −→ BC
0(U12n,X)
(γ, η) 7−→ γ ◦ η
is Cω by Lemma 3.4 and since the diagram commutes, hn is analytic.
(b) This follows directly from the formula in Lemma 3.4.
(c) Assume that γ2 = in(γ1) holds. Then
hn(γ1, γ2) = (γ1 + idUn) ◦ (in(γ1) + idU12n)− idU12n
= (γ1 + idUn) ◦
(
(γ1 + idUn)
∣∣∣
U6n
)−1∣∣∣∣∣
U12n
− idU12n
= idU12n − idU12n = 0.
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Conversely, assume that (γ1, γ2) ∈ B
Fn
1
2
(0)×BE12n1
6n
(0) is given with hn(γ1, γ2) =
0. Then (γ1 + idUn) ◦ (γ2 + idU12n) = idU12n . Since γ2 + idU12n is continuous,
W := (γ2 + idU12n)
−1(U6n) ⊆ U12n is an open K-neighborhood. Moreover,
(γ1 + idUn)
∣∣
U6n
◦ (γ2 + idU12n)|W = idW .
But since (γ1 + idUn)
∣∣
U6n
is a diffeomorphism, we can compose this equality
from the left with
(
(γ1 + idUn)
∣∣∣
U6n
)−1
and obtain
(γ2 + idU12n)|W =
(
(γ1 + idUn)
∣∣∣
U6n
)−1∣∣∣∣∣
W
.
Thus we obtain that γ2 and in(γ1) coincide on a smaller neighborhood W ⊆
U12n and since they are complex analytic this means γ2 = in(γ1).
(d) Let γ1 ∈ B
Fn
1
2
(0) and set γ2 := in(γ1) ∈ B
E12n
1
6n
(0). By (c) this implies
hn(γ1, γ2) = 0. We wish to use the Implicit Function Theorem and therefore
examine the following operator, the “partial differential with respect to the
second argument”:
T : E12n −→ E12n
γ̂2 7−→ h
′
n(γ1, γ2)(0, γ̂2).
By (b) this can be rewritten as T : γ̂2 7→ γ
′
1(γ2 + idU12n)(γ̂2) + γ̂2.
Let γ̂2 ∈ E12n be given. Then we can estimate
‖(T − idE12n) (γ̂2)‖∞ = sup
x∈U12n
‖(T (γ̂2)− γ̂2) (x)‖X
= sup
x∈U12n
∥∥γ′1(γ2(x) + idU12n(x))(γ̂2(x))∥∥X
≤ sup
x∈U12n
∥∥γ′1(γ2(x) + x)∥∥op‖γ̂2(x)‖X
≤
∥∥γ′1∥∥∞ ‖γ̂2‖∞ = ‖γ1‖D ‖γ̂2‖∞ ≤ 12 ‖γ̂2‖∞ .
Thus, ‖T − idE12n‖op≤
1
2 < 1. Therefore the bounded operator T is invertible,
i.e. an isomorphism of Banach spaces.
By the Implicit Function Theorem, there are neighborhoods Ω1 ⊆ Fn,
Ω2 ⊆ E12n of γ1 and γ2 respectively, such that h
−1
n ({0}) ∩ (Ω1 × Ω2) is the
graph of a Cω-map from Ω1 to Ω2. But by (c), we know that this function
has to be a restriction of in : B
Fn
1
2
(0) −→ BE12n1
6n
(0). Therefore in is C
ω in a
neighborhood of γ1. Since γ1 was arbitrary, in is C
ω.
This proves Theorem B stated in the introduction for K = C. As mentioned
at the beginning of this section, the proof for K = R can be copied verbatim
from [5, Corollary 15.11].
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4 Ascending unions of Banach Lie groups
In the following let G1 ⊆ G2 ⊆ · · · be an increasing sequence of analytic
Banach Lie groups, such that the inclusion maps jn : Gn −→ Gn+1 are analytic.
Our goal is to construct a Lie group structure on the union G :=
⋃∞
n=1Gn.
But before we can define a manifold structure on G, first we have to construct
the modelling locally convex vector space.
For every n ∈ N let gn := L(Gn) be the corresponding Banach Lie alge-
bra. Since every jn is an injective morphism of Lie groups with exponential
function, it is well known that the corresponding morphism of Lie algebras
in := L(jn) : gn −→ gn+1 is injective as well. Therefore we can identify in(gn)
with gn and we may then assume that the Lie algebras form an increasing
sequence. The union of this sequence will be denoted by g :=
⋃∞
n=1 gn. As a
directed union of Lie algebras, this is clearly a Lie algebra. We endow it with
the locally convex direct limit topology.
NOTE: Since we can only deal with Lie groups modeled on Hausdorff spaces,
we have to make the assumption that this direct limit is Hausdorff.
By Corollary 2.1, the Lie bracket [·, ·] : g× g −→ g is continuous and therefore
(g, [·, ·]) becomes a locally convex Lie algebra. Note: This would already go
wrong in general if we considered direct limits of non-normable Lie algebras
gn. There are examples where the gn are Fre´chet Lie algebras and the resulting
Lie bracket fails to be continuous.
Since every group Gn is a Banach Lie group it admits a smooth exponential
function. By commutativity of the diagram
Gn
jn // Gn+1
gn
in //
expGn
OO
gn+1
expGn+1
OO
we know that every exponential function expGn can be regarded as the restric-
tion of the exponential function expGn+1 of the following group. This allows
us to define
Exp : g −→ G
x ∈ gn 7−→ expn(x) ∈ Gn
(Since we do not have a Lie group structure on G yet, it makes no sense to
claim that Exp is the exponential function of G, but it will turn out to the
right exponential function.) So far we did not use the norms on the Banach
Lie algebras gn. In a Banach Lie algebra one usually expects the bilinear map
[·, ·]n : gn× gn −→ gn to have a norm less than or equal to 1, in which case we
call ‖·‖n compatible. This can always be achieved by replacing the norm ‖·‖n
by a scalar multiple. For what follows it will be necessary that all bonding
maps in : gn −→ gn+1 have norm ≤ 1. Unfortunately, in general one cannot
have both. There are cases where it is not possible to find equivalent norms
such that both, the bonding maps and the Lie brackets, have a norm at most
1. Therefore, this has to be made another assumption in Theorem C from the
Introduction.
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Proof of Theorem C. Set R := log 32 and C := log 2. It is known that in a
Banach Lie algebra gn with compatible norm ‖·‖n, the BCH -series converges
for all x, y ∈ gn with ‖x‖n+‖y‖n < log
3
2 and defines an analytic multiplication:
∗n : B
gn×gn
R (0) −→ B
gn
C (0) .
We give the space En := gn × gn the norm ‖(x, y)‖En := ‖x‖n + ‖y‖n. (see
e.g. [3, Chapter II, §7.2, Proposition 2]) The set U :=
⋃
n∈N B
En
R (0) is an
open 0-neighborhood in the direct limit E :=
⋃
n∈N (gn × gn)
∼=
(⋃
n∈N gn
)
×(⋃
n∈N gn
)
.
In the case where K = C, we are now ready to apply Theorem A, since
all hypotheses are satisfied and therefore the map ∗ =
⋃
n∈N ∗n : U −→ g is
complex analytic.
Since this step does not work in the real case, we have to do some extra work:
If K = R, we may consider the complexifications of the Lie algebras. Com-
plexifications are again Lie algebras, the norms extend to compatible norms
and the bonding maps remain operators of norm at most 1. Therefore we can
apply Theorem A to these Lie algebras and obtain a complex analytic BCH -
multiplication which we may then restrict to the original real Lie subalgebra.
Having established that the BCH -multiplication is analytic, we can now con-
struct the Lie group structure using Corollary 1.8:
By hypothesis (c), we know that the exponential function is injective on
some neighborhood V ⊆ g. Since ∗ is continuous, there exists a smaller 0-
neighborhood U ′ ⊆ U such that U ′ ∗ U ′ ⊆ V . Then, by Corollary 1.8 there
exists an analytic Lie group structure on 〈Exp(U ′)〉 making Exp a diffeomor-
phism around 0. The group 〈Exp(U ′)〉 is equal to
〈Exp(g)〉 =
⋃
n∈N
〈
ExpGn(gn)
〉
=
⋃
n∈N
(Gn)0
which is the union of the identity components of the Banach Lie groups we
started with.
We now can extend this manifold structure from
⋃
n∈N (Gn)0 to the whole
group G, using Proposition 1.7. In fact, being a subgroup,
⋃
n∈N (Gn)0 is sym-
metric and contains 1. As
⋃
n∈N (Gn)0 already is a Lie group, multiplication
and inversion are Cω as required. It only remains to show that conjugation
with elements g ∈ G is Cω.
Let g ∈ G be such an element. Then there is an m ∈ N such that g ∈ Gm. We
have to show that cg :
⋃
n∈N (Gn)0 −→
⋃
n∈N (Gn)0 is analytic.
Since AdGg :=
⋃
n≥mAd
Gn
g :
⋃
n≥m gn −→
⋃
n≥m gn is continuous by the locally
convex direct limit property, Exp is a local diffeomorphism at 0 and cg ◦Exp =
Exp ◦AdGg , it follows that cg is analytic on some identity neighborhood. This
is sufficient for a group homomorphism to be analytic everywhere.
This turns G into a Cω-Lie group in which
⋃
n∈N (Gn)0 is an open connected
subgroup, hence the identity component.
The uniqueness of the manifold structure is clear since Exp is a local diffeo-
morphism.
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In this section we construct more “exotic” examples of Lie groups modelled on
Banach and LB-spaces. In fact, the discussion of these examples originally led
to the discovery of Theorem A. All vector spaces and Lie groups will be over
the field C.
Banach spaces of Dirichlet series
Definition 5.1. 1. A Dirichlet series with values in a complex Banach
space X is a formal series of the form∑
n∈N
an · n
−z,
where all an are elements in X.
2. For every s ∈ R, let Hs := {z ∈ C : ℜ(z) > s} denote the corresponding
open and Hs := {z ∈ C : ℜ(z) ≥ s} the closed half plane in C.
3. A Dirichlet series is said to converge absolutely on Hs if∥∥∥∥∥∑
n∈N
an · n
−z
∥∥∥∥∥
(s)
:=
∞∑
n=1
‖an‖n
−s <∞.
The space of all Dirichlet series that converge absolutely on Hs will be
denoted byDs(X). Together with the norm just defined this vector space
becomes a Banach space isomorphic to ℓ1(N,X) via the isomorphism
Ds(X) −→ ℓ
1(N,X) :
∑
n∈N
an · n
−z 7→
(
an · n
−s
)
n∈N
.
4. The Banach space X can be embedded isometrically into Ds(X) via
X −→ Ds(X) : a 7→ a · 1
−z =
∑
n∈N
δn,1a · n
−z.
All Dirichlet series obtained in this fashion are called constant.
Every Dirichlet series in Ds(X) can be viewed as a continuous bounded func-
tion from the closed right half plane Hs to X. In fact, this interpretation
defines a bounded operator between Banach spaces of norm 1:
Ds(X) −→
(
BC0(Hs,X), ‖·‖∞
)∑
n∈N an · n
−z 7−→ (z 7→
∑∞
n=1 ann
−z)
(∗)
All functions obtained in this fashion are complex analytic on the open half
plane Hs. Constant Dirichlet series as defined above are mapped to constant
functions. This assignment is injective which means that it is possible to
reconstruct the coefficients (an)n∈N from the function. For example, the first
coefficient a1 = limℜ(z)→+∞ γ(z). Similarly, the other coefficients may be
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calculated. This means that a continuous function can have at most one
Dirichlet series representation.
But there are lots of functions which cannot be written as a Dirichlet series,
although they are continuous, bounded on Hs and complex analytic on Hs,
e.g. f(z) = e−z · a for an element a ∈ X, a 6= 0. This means the operator is
far from being surjective.
Henceforth, we identify a Dirichlet series γ ∈ Ds(X) with the corresponding
function from Hs to X.
LB-spaces of Dirichlet series
So far, the number s defining the complex half plane Hs was fixed. Now, we
are interested in Dirichlet series which converge absolutely on some half plane.
Lemma 5.2. For s < t the bonding maps is : Ds(X) −→ Dt(X) are bounded
operators of norm ≤ 1.
Proof.∥∥∥∥∑
n∈N
an · n
−z
∥∥∥∥
(t)
=
∞∑
n=1
‖an‖X n
−t ≤
∞∑
n=1
‖an‖X n
−s =
∥∥∥∥∑
n∈N
an · n
−z
∥∥∥∥
(s)
.
Since (N,≤) is cofinal in (R,≤) is suffices to look only at s ∈ N. So, again, we
are dealing with a countable direct limit:
Proposition 5.3. The space
D∞(X) :=
⋃
s∈N
Ds(X) ,
endowed with the locally convex direct limit topology is Hausdorff and compactly
regular.
Proof. Let fs : Ds(X) −→ X
N :
∑
n∈N an · n
−z 7→ (an)n∈N be the map that
assigns to every Dirichlet series its sequence of coefficients. This map is con-
tinuous since the range space has the product topology and every component
of fs is a continuous functional. The space X
N is locally convex (it is in fact a
Fre´chet space) and therefore, by the universal property of the locally convex
direct limit, there is a continuous extension f : D∞(X) −→ X
N. Since f is
injective by construction and XN is Hausdorff, it follows that also D∞(X) is
Hausdorff.
Proposition 1.10 guarantees compact regularity of the limit D∞(X) if we can
show that for every s ∈ N there is a t ≥ s and an open 0-neighborhood
Ω ⊆ Ds(X) such that Dt(X) ,Dt+1(X) , . . . induce the same topology on Ω.
For every given s ∈ N we set t := s + 2 and Ω := B
Ds(X)
1 (0). Let u ≥ t. To
see that the topologies on Ω induced by Dt(X) and Du(X) agree, it suffices
to show that
Ω ⊆ Du(X) −→ Dt(X) : γ 7→ γ
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is continuous. To this end, let ε > 0. Since the positive series
∑∞
n=1
1
n2
converges, there is an n0 ∈ N such that
∑∞
n>n0
1
n2 <
ε
4 . Set δ := n
t−u
0 ·
ε
2 . We
show that, for any Dirichlet series γ1, γ2 ∈ Ω with ‖γ1 − γ2‖(u) < δ, we have
‖γ1 − γ2‖(t) < ε. Since γ1, γ2 ∈ Ω, we have γd := γ1 − γ2 ∈ 2Ω. Therefore
‖γd‖(s) < 2 and ‖γd‖(u) < δ. Writing γd =
∑
n∈N an · n
−z, we obtain
‖γd‖(t) =
∞∑
n=1
‖an‖n
−t =
∑
n≤n0
‖an‖n
−t +
∑
n>n0
‖an‖n
−t
=
∑
n≤n0
‖an‖n
−u · nu−t︸︷︷︸
≤nu−t0
+
∑
n>n0
‖an‖n
−s · ns−t︸︷︷︸
= 1
n2
≤ nu−t0
∑
n≤n0
‖an‖n
−u +
∑
n>n0
‖an‖n
−s︸ ︷︷ ︸
≤‖γd‖(s)
·
1
n2
≤ nu−t0 ‖γd‖(u)︸ ︷︷ ︸
<δ
+ ‖γd‖(s)︸ ︷︷ ︸
<2
∑
n>n0
1
n2︸ ︷︷ ︸
< ε
4
< nu−t0 · δ + 2 ·
ε
4
= ε.
This is what we had to show.
Lie groups associated with Dirichlet series
From now on, let G denote a fixed complex Banach Lie group with Lie algebra
g. As before, s ∈ R is a real number. We know that G has an exponential
function expG : g −→ G. Every Dirichlet series γ ∈ Ds(g) with values in g can
be composed with the exponential function and yields a continuous function
from Hs to G. All these continuous functions generate a group (with respect
to pointwise multiplication of functions):
Theorem 5.4 (Lie groups associated with Dirichlet series (Banach case)). Let
s ∈ R, a Banach Lie group G with Lie algebra g be given. Then there exists a
unique Banach Lie group structure on the group
Ds(G) := 〈{expG ◦γ : γ ∈ Ds(g)}〉 ≤ C
(
Hs, G
)
such that
Exps : Ds(g) −→ Ds(G) : γ 7→ expG ◦γ.
becomes a local diffeomorphism around 0.
Proof. We start by choosing a compatible norm on g, i.e. ‖[x, y]‖
g
≤ ‖x‖
g
‖y‖
g
for all x, y ∈ g. Then the space Ds(g) also carries a continuous bilinear map
of operator norm at most 1:
[·, ·] : Ds(g)×Ds(g) −→ Ds(g)((∑
n∈N
an · n
−z
)
,
(∑
n∈N
bn · n
−z
))
7−→
∑
N∈N
( ∑
(n1,n2)∈N×N
n1·n2=N
[an1 , bn2 ]
)
·N−z,
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turning it into a Banach Lie algebra. Note that the inner sum is finite. This
Lie bracket corresponds to the pointwise Lie bracket of functions. The Lie
algebra g becomes a closed Lie subalgebra of Ds(g) by identifying elements of
g with constant Dirichlet series.
Now, having transferred the Banach Lie algebra structure from g to Ds(g), we
would like to do the same with the group structure.
It is known that (see e.g. [3, Chapter II, §7.2, Proposition 1]) in a Banach Lie
algebra with compatible norm, the BCH -series converges on
Ωg := {(x, y) ∈ g× g : ‖x‖+ ‖y‖ < log 2}
and defines an analytic multiplication: ∗ : Ωg −→ g. Since Ds(g) is a Ba-
nach Lie algebra in its own right, we also have a BCH -multiplication there:
∗ : ΩDs(g) −→ Ds(g) . The BCH -series is defined only in terms of iterated Lie
brackets. Since addition and Lie bracket of Dirichlet series inDs(g) correspond
to the pointwise operations in g, the BCH -multiplication in Ds(g) corresponds
to the pointwise BCH -multiplication of functions.
Since G is a Banach Lie group, it is locally exponential, therefore there is a
number ε◦ > 0 such that expG |Bgε◦(0) is injective. Since the BCH -multiplication
on g is continuous, there is a δ > 0 such that Bgδ (0) × B
g
δ (0) ⊆ Ωg and
Bgδ (0) ∗ B
g
δ (0) ⊆ B
g
ε◦ (0).
Let C
(
Hs, G
)
be the (abstract) group of all continuous maps from Hs to G
with pointwise multiplication. Then we may define the following map
Exps : Ds(g) −→ C
(
Hs, G
)
: γ 7→ expG ◦γ.
The restriction of Exps to B
Ds(g)
ε◦ (0) is injective since expG |Bgε◦(0) is injective.
Here we use that two Dirichlet series in Ds(g) are equal if they represent the
same function in Cb
(
Hs, g
)
.
Now, all hypotheses for Corollary 1.8 are satisfied for U := B
Ds(g)
δ (0) , V :=
B
Ds(g)
ε◦ (0) and H := C
(
Hs, G
)
. Therefore, by Corollary 1.8, we get a unique
Cω-Lie group structure on the group 〈Exps(U)〉 such that
Exps|U : U ⊆ Ds(g) −→ 〈Exps(U)〉
is a Cω-diffeomorphism.
But this group, that now has a Lie group structure, is exactly the group
Ds(G) := 〈{expG ◦γ : γ ∈ Ds(g)}〉 defined above. This is so because for every
generator expG ◦γ with γ ∈ Ds(g) there is an n ∈ N such that
1
nγ ∈ U and
therefore
expG ◦γ = expG ◦
(
n ·
1
n
γ
)
=
(
expG ◦
(
1
n
γ
))n
∈ 〈Exps(U)〉 .
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Theorem 5.5 (Lie groups associated with Dirichlet series (LB case)). On the
group
D∞(G) :=
⋃
s∈R
Ds(G) = 〈{expG ◦γ : γ ∈ Ds(g) , s ∈ R}〉
there is a unique Lie group structure turning
Exp :=
⋃
s∈R
Exps : D∞(g) −→ D∞(G) : γ ∈ Ds(g) 7→ expG ◦γ
into a local diffeomorphism around 0.
Proof. We wish to use Theorem C. For every s ∈ N, set Gs := Ds(G). The
bonding maps js : Gs −→ Gs+1 are group homomorphisms. Since js ◦ Exps =
Exps ◦ is with the continuous linear inclusion map is : Ds(g) −→ Ds+1(g), we
see that each jn is analytic with L(js) = is.
By construction, the norms on the Lie algebras Ds(g) and the bounded op-
erators is : Ds(g) −→ Ds+1(g) have operator norm at most 1. The locally
convex direct limit is Hausdorff by Proposition 5.3, and the exponential map
Exp =
⋃
s∈N Exps is injective on the 0-neighborhood
⋃
s∈NB
Ds(g)
ε◦ (0). Hence,
by Theorem C, there is a unique complex analytic Lie group structure on G
such that Exp is a local diffeomorphism at 0.
This proves Theorem D stated in the introduction.
References
[1] Jacek Bochnak and Jo´zef Siciak. Analytic functions in topological vector
spaces. Studia Math., 39:77–112, 1971.
[2] Jacek Bochnak and Jo´zef Siciak. Polynomials and multilinear mappings in
topological vector spaces. Studia Math., 39:59–76, 1971.
[3] Nicolas Bourbaki. Lie groups and Lie algebras. Chapters 1–3. Elements of
Mathematics (Berlin). Springer-Verlag, Berlin, 1998. Translated from the
French, Reprint of the 1989 English translation.
[4] Rafael Dahmen and Helge Glo¨ckner. Regularity in Milnor’s sense for direct
limits of infinite-dimensional Lie groups. (in preparation).
[5] Helge Glo¨ckner. Direct limits of infinite-dimensional Lie groups compared
to direct limits in related categories. J. Funct. Anal., 245(1):19–61, 2007.
[6] Domingos Pisanelli. An example of an infinite Lie group. Proc. Amer.
Math. Soc., 62(1):156–160 (1977), 1976.
[7] Boris Walter. Weighted diffeomorphism groups of Banach spaces and
weighted mapping groups. (in preparation).
[8] John C. Wells. Invariant manifolds on non-linear operators. Pacific J.
Math., 62(1):285–293, 1976.
[9] Jochen Wengenroth. Derived functors in functional analysis, volume 1810
of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 2003.
28
