The drift velocity of electrons in argon has been measured at 90 K in the range 0·002 ,;;; E/ N (Td) :.;; 0·7 and at 293 K in the range 0·01 ,;;; E/N (Td) ,;;; 1·0. The high sensitivity of the drift velocities to the presence of small quantities of diatomic impurities, particularly nitrogen, was demonstrated by adding known but trace quantities of diatomic gases. In this way it was observed that the presence of 6 p.p.m. nitrogen in the argon gave errors in the drift velocity of up to 3 %. As a result it was necessary to purify research grade gas before use. A full discussion is given of the errors incurred in the measurements.
Introduction
Over the past 50 years, since the early measurements of Ramsauer (1921) and Townsend and Bailey (1922) , an extensive literature has been built up concerning the cross section for collisions between low energy electrons and argon atoms, and the electron transport properties which depend on this cross section. Much of this interest has been related to the strong energy dependence at low energies of q., the total elastic scattering cross section, and qm' the momentum transfer cross section. In particular the Ramsauer-Townsend minimum has been of considerable theoretical interest. However, the most recent values available for qm' those of Frost and Phelps (1964) , derived from DC swarm data, and Golden (1966) , derived by applying modified effective range theory to the qs measurements of Golden and Bandel (1966) , differ by about a factor of five in the vicinity of the minimum.
There are some formidable problems associated with investigating elastic scattering of electrons with energies close to that corresponding to the Ramsauer-Townsend minimum. This minimum is known to occur in an energy range of about 0·2-0·3 eV, which is close to the lower energy limit of single collision beam experiments (see e.g. Crompton 1969; Bederson and Kieffer 1971) . In addition, the available cross sections for electron-argon atom collisions indicate that at energies at or near the minimum the cross section changes so rapidly with energy that even for an electron beam with an energy width of 10 meV the value of the cross section would vary by as much as 50 % within the energy range of the beam. This nullifies the assumption, universally made in such experiments, that qs is substantially constant over the range of energies within the electron beam.
Even for swarm experiments, in which it is usually possible to achieve mean swarm energies close to thermal energies, there are problems in reaching sufficiently low energies while still retaining adequate accuracy in the measurement of the transport pro.perties fro.m which the cro.ss sectio.n is derived. These difficulties are primarily asso.ciated with two. facts. First, electro.ns with energies clo.se to. the minimum make relatively few co.llisio.ns. Seco.nd, because o.f the large mass difference between electro.ns and argo.n ato.ms, electro.ns lo.se o.nly a small fractio.n o.f their energy at each co.llisio.n. Thus, even fo.r very lo.w values o.f the parameter EIN, the ratio. o.f electric field strength to. gas number density, the mean energy o.f the electro.n swarm is many times the thermal value. Preliminary calculatio.ns indicated that, in o.rder to. investigate the mo.mentum transfer cro.ss sectio.n in the regio.n o.fthe minimum, it is necessary to. It is do.ubtful, ho.wever, whether swarm data with an accuracy o.f better than '" 10 % have previo.usly been available.
The transpo.rt co.efficient which can presently be measured with greatest accuracy is the drift velo.city W (Elfo.rd 1971) . In o.rder to. measure Wat 100w values o.f EIN and still achieve a satisfacto.rily high accuracy, it has been the recent practice to. use lo.w gas temperatures thus allo.wing fo.r increased values o.f N without exceeding atmo.spheric pressure. At the same time there is a reductio.n in the mo.lecular thermal energy and thus a reductio.n in the lo.west mean swarm energy which may be attained (e.g. Pack and Phelps 1961; Cro.mpto.n et al. 1970a; Ro.bertso.n 1972 al. 1967) . Warren and Parker (1962) measured Dill, the ratio. o.f the transverse diffusio.n co.efficient to. the mo.bility, at the bo.iling po.int o.f liquid argo.n (87 K), where higher number densities are po.ssible. Ho.wever, measurements o.f this transpo.rt co.efficient are o.ften subject to. greater erro.r than tho.seo.fthe drift velo.city (Cro.mpto.n et al. 1967) .
The measurements presented in this paper were undertaken primarily to. pro.vide a mo.re accurate set o.f drift velo.cities than previo.usly available fo.r use as the basis fo.r determining qm(e) at energies abo.ut the Ramsauer-To.wnsend minimum. Measurements were made bo.th at 293K and 90 K, the bo.iling po.int o.f liquid o.xygen.
Discussion of Experiment (a) Drift Tube
The apparatus used was that described previo.usly by Cro.mpto.n et al. (1968) , with the drift length extended to. 10 cm (Cro.mpto.n et al. 1970a) . Details o.f its co.nstructio.n and o.peratio.n have recently been given by Elfo.rd (1971) . The metho.d used was that o.f Bradbury and Nielsen (1936) with the pro.cedure fo.llo.wing the pattern established fo.r maximum precisio.n by Lo.wke (1963) and Elfo.rd (1966) .
(b) Temperature Determination
So.me co.mment is needed o.n the gas temperature measurement when the drift velo.city apparatus was immersed in liquid o.xygen co.ntained in a stainless steel dewar.
It had previously been established (Crompton et al. 1970a ) that at 77 K the thermocouples at the top and bottom of the drift regions show no detectable thermal gradient and indicate a temperature which agrees with the calculated boiling point of the bath to within O' 1 K. The temperature of the gas when the tube was immersed in liquid oxygen was therefore taken to be the value of the boiling point of the oxygen corresponding to the barometric pressure. No method was readily available to measure the impurity level in the liquid oxygen which was stated to be less than 0·4%; the chief component of which was argon. This level would introduce a change in boiling point of less than O' I %. The thermocouples were used to confirm that thermal gradients were absent and to monitor changes in temperature which were generally extremely small « 0 . 1 K) and which reflected changes in atmospheric pressure. A value of 0·3 % is estimated for the uncertainty of the temperature for these measurements.
At room temperature the drift tube was immersed in water, The temperature stability was better than O· 1 K per hour and the actual temperature was measured with an uncertainty of less than 0·1 %. (c) Gas Number Density At 90 K argon departs significantly from ideal gas behaviour. It was necessary to allow for this departure in relating the number density N to the pressure p. the values of p used were calibration points of the pressure gauge. The value of the second virial coefficient B(T), measured by Holborn and Otto (1925) and quoted by Hirschfelder et al. (1954) , was used to calculate N for each value of p at the prevailing temperature. The voltage required to produce the required value of E/ N was then applied. Had the correction to N not been applied, the value of E/N would have been in error by up to 0·7 % at 106 kPa, the maximum pressure used. At the temperature and pressures used, corrections introduced by the third virial coefficient are negligible.
(d) Shutter Characteristics
In most gases the electrical shutters of the drift tube transmit the maximum electron current when the potential difference between adjacent wires is zero. The current then falls as the potential difference increases from zero. It has been observed, however (Pack and Phelps 1961; Robertson 1972) , that in neon and argon, where the cross section varies rapidly with energy, the electrical shutters have quite different transmission characteristics.
In Fig. 1 it can be seen that at Ej N =. 0·003 Td, although there is the usual sharp maximum at zero bias voltage, there is a secondary maximum which is quite broad but at a higher bias voltage, whereas at Ej N = 0·01 Td there is a pronounced minimum in the transmitted current at zero bias voltage. The principal effect of these unusual shutter characteristics is to produce maxima in the plots of transmitted current versus frequency that are less well resolved than those when a sharply defined pulse is produced at the first shutter. Robertson and Rees (1972) , in measuring longitudinal diffusion in argon, operated the shutters with a square wave rather than a sine wave signal in order to produce such a sharp pulse. In the present measurements the shutters were operated with a sine wave signal. In cases where there is a minimum in the transmitted current at zero bias the first shutter will produce a bimodal electron pulse. However, there was no abnormality in the curves of transmitted current I as a function of the frequency f of the AC signal applied to the shutters because the shapes of the current maxima were dominated by the diffusion of the electron groups during the transit time. As in previous experiments (see e.g. Elford 1971 ), the integrated current at the collector was in the range 10-13 _10-11 A. The frequencies corresponding to the current maxima were found to be independent of the amplitude of the AC shutter voltage, provided that the amplitude was high enough to produce adequately sharp maxima. It is clear then that the unusual shutter characteristics do not affect the measured values of the drift velocity.
In some cases it was necessary to use AC shutter voltages with peak to peak values of the order of 30 % of the total voltage between the shutter planes in order to resolve the current peaks. Again it was found that the values of the frequencies corresponding to maximum transmitted current were independent of this voltage.
For values of Ej N < 0·005 Td it was particularly difficult to produce well-resolved current peaks. At these very low values of Ej N longitudinal diffusion becomes very large causing the current peak to be poorly resolved (Robertson and Rees 1972) .
Gas Samples and Purity
Several authors have reported measurements of drift velocities in argon to which known amounts of impurity, in particular nitrogen, were added (e.g. Klema and Allen 1950; Colli and Facchini 1952; Kirshner and Toffolo 1952) . The work of these authors established that quite low levels of nitrogen have a very marked effect on the drift velocities for values of EjN above about 0·2 Td. However, the lowest level of nitrogen for which results have been reported appears to be 0·1 % (Colli and Facchini 1952) , which is sufficient to increase W by a factor of two at Ej N = 0·2 Td. There have been no reports on the effects of impurity levels ofa few p.p.m. However, the fact that such levels of nitrogen produce significant changes in the measured drift velocities became apparent in preliminary experiments. In previous measurements with the inert gases helium and neon (Crompton et al. 1970a; Robertson 1972) it was found that the purity of research grade gases was adequate to avoid errors from impurities although it had been shown (Robertson 1972 ) that drift velocities in neon are very sensitive to nitrogen impurities at the level of a few p.p.m.
In the present investigation, initial measurements were made using research grade argon from the Matheson Gas Company and admitting the gas directly to the UHV system and drift tube. Gas was used from two cylinders, which will be designated A and B. It was immediately apparent that the gas samples gave significantly different values for the drift velocities at 293 K, the differences being as large as 3· 5 % for E/N = 0·4 Td. However, the magnitude of the difference was strongly dependent on E/N. As a result of this discrepancy, an investigation of the effect of impurities at very low levels was undertaken and at the same time attempts were made both to measure the impurity levels and to improve the purity. 
(a) Effect of Impurities
By adding small measured levels of these impurities to argon samples a check was made on the effect of H2 and N 2 impurities on the values of the drift velocity. Results are shown in Fig. 2 . It is obvious that while H2 is not such a serious contaminant, even 1 p.p.m. of N2 would lead to significant errors. It is also apparent that the effect on W of adding N 2 to a sample of argon is consistent with the difference between the results obtained using gas from cylinders A and B.
As a check on these measurements, values of Wwere calculated for Ar-N 2 mixtures of varying proportions. The solution of the Boltzmann equation for the case of gaseous mixtures has been described by Lowke et al. (1973) . The argon momentum transfer cross section used in these calculations was that reported by Milloy et al. (1977; present and Gibson (1970) . It can be seen from Fig. 2 that there is good agreement between the measured and calculated effect of adding 6 p. p.m. of N 2 or 6 p. p.m. of H2 to Ar.
The results for the two gas samples are clearly consistent with the hypothesis that cylinder A contained a few p.p.m. of N2 more than cylinder B and demonstrate the remarkable effect of very low levels ofN2 on the electron drift velocities. The severity of this effect may not have been fully appreciated previously. For instance, Pack and Phelps (1961) reported that the argon used in their measurements had a mass spectrometric analysis showing less than 50 p.p.m. impurity. Had this impurity been N2 then errors greater than 25 % would have occurred in W for some values of EIN.
The necessity for accurate knowledge of impurity levels led Elford and Milloy (1972) to develop a method of analysing argon samples for small traces of molecular impurity. Their work showed that cylinders A and B contained 4·8 ± 0·6 and 0·8 ± 0·3 p. p.m. of N 2 respectively. These impurity levels are within the specifications of the research grade argon gas « 5 p.p.m. N 2 ).
A second problem with impurities was encountered with measurements at room temperature when EI N lay within the range 0·01-0·1 Td. The values of drift velocity were found to change with time, rising by up to 1 % per day in some cases. The cause of this was evidently a source of impurity from within the system. Since no corresponding effect was observed in measurements at 90 K, the impurity was apparently condensible. The drift tube containing argon at 20 kPa was SUbjected to baking at 180 a C for 24 hr. Following this treatment the values of drift velocity were found to be lower and independent of time.
(b) Gas Purification
Before final data were obtained, additional purification of the argon was obviously desirable. Therefore, for the results shown in Section 4 the gas was passed through a quartz tube heated to 850 a C which contained previously outgassed titanium. Elford and Milloy (1972) were unable to detect N2 impurity in gas treated this way and estimated the maximum level to be less than 0·3 p.p.m.
Several earlier workers (e.g. Klema and Allen 1950; Colli and Facchini 1952; Kirshner and Toffolo 1952; Bowe 1960) adopted the practice of purifying their gas samples over heated calcium or barium. There is evidence that these procedures were effective to a large extent. However, without an adequate method for measuring low levels of molecular impurities it was not possible for these authors to be sure that nitrogen contamination was insignificant.
Results and Discussion

(a) Drift Velocities
In the absence of broadening of the pulse by diffusion and diffusive effects at the shutters, the drift velocity would be given simply by W = hit, where h is the drift distance and t the transit time. On the assumption that the diffusion equation is applicable throughout the drift space, the effects of diffusion can be allowed for by using the equation (Lowke 1962; Huxley and Crompton 1974) 
where DL is the longitudinal diffusion coefficient, V the potential difference between the shutter planes and C a constant that depends in part on the mode of operation of the shutters. Although the recent work of Skullerud (1974) shows that the use of the diffusion equation is inadmissible within the region adjacent to the boundaries (i.e. the shutters) terminating the drift space, the validity of a relation of the form of equation (1) has been demonstrated in many instances (Elford 1971) , at least to the 2·487  2·480  2·477  2·473  2·471  2·46  0·40  2·419  2·413  2·410  2·405  2·402  2'39  0·35  2·337  2·333  2·327  2·325  2·31  0·30  2·250  2·245  2·240  2·238  2'23  0·25  2·150  2·146  2·141  2·137  2'13  0·20  2'021  2'018  2·014  2·001  2·00  0·18  1·965  1·961  1·959  1·956 1'94 (7) The abnormally large values of (DL/p)/(E/N) in argon result in the differences between W' and W being much larger than those observed in other gases. Thus the measured values of W' listed in Table 1 show a significant dependence on pressure, and uncertainty in the correction to be applied to W' is the major source of error in some of the best-estimate values of W. In order to obtain the values of W shown in Table 1 , values of W' were plotted against N -1 and the resultant straight lines of best fit extrapolated to N -1 = O. Fig. 3 shows a selection of such curves, chosen to illustrate some of the features revealed. In most cases for measurements at 293 K the curves were found to be linear to within the accuracy of W'. However, at a few of the highest and lowest values of E/N there were insufficient points to allow W to be determined with the accuracy that is generally possible. In the case of the measurements at 90 K some departure from linearity in the W' -N -1 curves was observed as the pressure approached the highest values, i.e. as N -1 --+ O. This departure is generally not more than 0·3 % and is therefore within the error limits of the data. It does, however, increase the uncertainty in the values of Wand raises the possibility of the onset of some density-dependent phenomenon. Although such possibilities have been raised before (Kivel 1959; O'Malley 1963; Legler 1970) , the densities used in the present measurements are not high enough to shed any new light on this phenomenon.
For several reasons the accuracy of the best-estimate values of W shown in Table I varies considerably with E/ N. There is the uncertainty in the extrapolation of the Fig. 4 shows a comparison between the present best-estimate data and those of Bowe (1960) and Pack and Phelps (1961) . The present results at 293 and 90 K cannot be distinguished on the graphs, since at the lowest value of EIN used (0·01 Td) at 293 K the value of W is only 3 % different from that at 90 K. Thus even at this low value of EI N the energy distribution of the electrons is still dominated by the electric field rather than by the thermal energy of the gas molecules. The data of Bowe at 293 K show only small scatter and lie generally somewhat below the present results. This is consistent with the pattern found in helium (Crompton et al. 1970a ) and neon (Robertson 1972) : Over most of the range of EIN, the results of Pack and Phelps at 300 K lie within about 10 % of the present measurements, which is about the magnitude of the scatter on their data. However, for values of EIN ;$ 10-1 Td the present results generally lie below those of Pack and Phelps, this trend increasing as EIN decreases down to 10-2 Td, the lower limit of the present measurements.
(b) Comparison with Other Measurements
There are no other data with which the results at 90 K can be compared directly. However, the results of Pack and Phelps at 77 K serve as some comparison.
Other measurements not shown in Fig. 4 include those of Nielsen (1936) , Colli and Facchini (1952) , Kirshner and Toffolo (1952) and Wagner et al. (1967) , all of which agree with the present results within the accuracy of the measurements. The results of Bortner et al. (1957) are about 20 % higher than these, while the even higher values reported by Klema and Allen (1950) and English and Hanna (1953) for EIN> 0·6 Td have been attributed to impurities (see e.g. Colli and Facchini 1952; Bowe 1960) . In most cases the scatter on these earlier measurements exceeds the total error limit placed on the present results. In addition, the question of impurity levels in gases used previously is unresolved. In several cases the agreement with the present measurements suggests that the N2 levels were quite low, but since measurements were not made of the impurity levels in the samples actually used in the experiment no definite statement can be made.
Apart from the measurements of Pack and Phelps (1961) , the drift velocities presented here are the only ones available which extend to sufficiently low values of EI N to be of use in trying to elucidate the momentum transfer cross section for energies below about 0·5 e V. The accuracy of the new data represents a significant improvement on the accuracy of those previously published.
(c) Momentum Transfer Cross Section
The drift velocities reported in this paper have been used, together with values of DTlfl at 294 K reported in the following paper , to derive the momentum transfer cross section for electrons in argon in the energy range 0-4 eV ; present issue p. 61).
