Abstract. Let P(t, x, D" Dx) be a hyperbolic differential operator with the principal symbol pm(t, x, t, Q. We assume that Pm is 
= -z'8/3i, Djj. = -id/dxj. We assume that <zm00(i, x) = 1 and aa(/, x) belongs to $([0, T] X R"), which consists of all functions having that these arbitrary derivations are bounded in [0, T] X R". Let (t, £) be the covariable of (r, x). Then we define the following symbols: pk(t,x,j,i)= 2 aa(t, x)ra°ia' (/c = 0,...,m).
First we shall impose the following assumptions onpm: For the lower order terms of P we assume the following: (A.3) For any k (k = 1,.. . , s) we can denote P(t, x, D" Dx) by the following form: mk P=IlQkJ(t,x,Dl,Dx)(Ak(t,x,D"Dx)).
(1.1)
1=0
Here Ak is the pseudo-differential operator defined by the symbol tA^f, x, £) and Qkl (1 = 0,..., mk) is a pseudo-differential operator of order m -mk, whose principal symbol qkj(t, x, t, £) has the following property:
Clearly if Xk = Am_Ar+fc, then the above condition (A.3) is that of E. E. Levi.
In the final part of this note we denote (A.3) by the condition with respect to pk, when mk = 1 or 2. • illl/tollL-m+m. + U-m+m. + l^l.
This Theorem is the same as those of [3] and [4] when m, = 1 (J = 1,. .., s). Under a different situation, in [1] they consider the Cauchy problem of a triple case. 3. Reduction to a first order system and the proof of the Theorem. Since the proof of the Theorem is inferred on the analogy of a simple case, we assume that j = 2, ttz, = 2 and m2 = 1. Thus by (2.3) our considered operator These are well defined by (A.2), (3.2) and (3.3) and * are easily inductively determined from (A.2) and (3.5). Clearly the matrix N(t, x, £) is positively homogeneous of degree 0 and a nonsingular matrix in [0, T] x R" x (i?"\0). This completes the proof of Proposition 3.1. By Proposition 3.1 the following fact is well known (see [2] ), which guarantees the validity of our theorem. where for simplicity we identify (t, t) with (x0, £0) in this section. We state the following sufficient condition of (A.3), which is a generalized condition of that in [4] . License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
(ii) In this case if we denote the principal symbol of P -ÄqA2. by r(t, x, t, £), where R0 is a pseudo-differential operator defined by the symbol Pm/i7 ~ \)2>tnen r is written by the following form:
' =Pm-i + (ir0{K-N+k> K) + AAm_N+k)Ak, (4.5) where A is some positively homogeneous function of degree m -3. Thus by (4.2) and (4.5) we can denote P by RqA2. + RxAk + R2, where R¡ is a pseudo-differential operator of order m -2 and the principal symbol is written by r¡(t, x, t, £). By (4.5) if we assume (4.3), then we have rx\r=Xi = 0 modX* -\"_N+k. For simplicity we denote the homogeneous symbol of order í of a pseudodifferential operator Q(t, x, Dt, Dx) by o¡(Q). Then we have By taking care of (4.8), (4.9) and (4.3), add ^%=0Pm)j/%=\ t0 the right hand side of (4.7). Then we have that iVr-A» is equal to the left hand side of (4.4)
mod Xk -Xm_N+k. This completes the proof of Proposition 4.1.
