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ABSTRACT 
The main purpose of the paper is to present a uniform algorithm for transforming 
time-invariant, linear, dynamical systems into various canonical forms. The first part 
deals with the single-input case. The method is based on the factorization of the 
transformation matrix. This can be expressed as the product of tbe controllability 
matrix and of a certain nonsingular upper triangular or lower secondary triangular 
matrix corresponding to the Frobenius, bidiagonal, tridiagonal, Schwarz, Routh, 
subdiagonal, or first Cauer canonical form. In the second part block canonical forms 
for multivariable systems are given. They represent the decoupling of the given 
control system into weakly connected subsystems. Two levels of classification of 
multivariable canonical forms are suggested, based on Kronecker and Hermite 
invariants and on the inner structure of the subsystems. 
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1. INTRODUCTION 
Single-input time-invariant linear systems can be characterized by the 
state equation 
i = Ax+bu, (1.1) 
where A is an n X n matrix, x and b are n X 1, and u is a scalar. The system 
is assumed to be completely controllable, i.e., the controllability matrix is of 
full rank: 
p{C(A,b)) = p{[b,Ab ,..., A”-‘b]) = n. 
In many cases the dynamical system has to be transformed by 
similarity transformation into a canonical form characterized 
special patterns for ;I and Z: 
x = T-‘AT, L = T-lb, X = T-lx. 
(1.2) 
means of a 
by certain 
(1.3) 
Because of the increasing number of different canonical forms in the recent 
literature, a uniform treatment may be useful. For this purpose a transforma- 
tion method has been developed in the present paper. According to the 
proposed method the given system can be transformed into any canonical 
form by means of the generalized controllability matrix c:(A, b), the columns 
of which are linear combinations of those of C(A, b): 
T = @‘Lb) = [Q,(A)b,Q,(A)b>. . . A?-,(W] > (1.4) 
where Qi(A) is a matrix polynomial in A of degree i: 
Qi(A) = i qijA’ (i=O,l,..., n-l). 
j=O 
(1.5) 
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In other words, the generalized controllability matrix can be expressed as a 
product of two matrices where the first factor is the controllability matrix of 
the system and the second factor is a nonsingular matrix QT with constant 
elements: 
6(A,b) = C(A,b)QT 
900 910 920 *‘- 9n-1,o 
0 911 921 “. 9n-l,l 
= [b,Ab ,..., An-lb] 0 0 922 ‘*’ qn-1,~ . (1.6) 
(j 0 0 . . . 
9,-1.,-l 
The nonzero elements of QT are constants depending on the system 
invariants and on the selected type of the canonical form only. This means 
that most of the canonical forms can easily be characterized by the elements 
9ij, and therefore the main question is how to determine these elements in 
the cases of the various canonical forms. The transformation algorithm can be 
carried out for both the column- and row-type canonical finms characterized 
by upper and lower Hessenberg state matrices, respectively. 
In order to clarify the main points of the method, in Sections 2.1 and 2.2 
the transformation algorithm will be given for column- and row-type single- 
input systems, respectively. In Section 3 the results will be extended to 
multivatiable systems with the following state equation: 
i=Ax+Bu, (I.71 
where A is an n x n and B an n x m matrix, and where x is an n X 1 and u 
an m X 1 vector. The n X mn multivariable controllability matrix is assumed 
to be of full rank: 
In this case the transformation matrix can be factorized as well; the first 
p(C(A,B)) = p{[B,AB,. ..,A”-‘B]} = n. (1.8) 
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factor, however, contains the linearly independent columns of C(A,B) only: 
T = C,(A, B)QT. (1.9) 
Here C,(A,B) is called the core-controkzbility matrix. The second factor of 
the transformation is a block-diagonal matrix with upper triangular blocks 
along the main diagonal. 
The linearly independent columns of the multivariable controllability 
matrix can be selected systematically in two different ways. The main 
difference between the two algorithms is related to the different orderings of 
the consecutively selected linearity independent columns. According to the 
construction of the core-controllability matrix, a uniform classification method 
of multivariable canonical forms has been developed. 
2. SINGLE-INPUT SYSTEMS 
2.1. The Transfnmation Algorithm for Column-Type Canonical Forms 
Let us consider a completely controllable single-input system with the 
state equation (1.11, and let us transform the system by means of a similarity 
transformation (1.3) into one of the canonical forms. In this case the control- 
lability matrix C&6) of the canonical system is 
-- 
C(;l,%) - [b,Ab ,..., A”-%] = [T-‘b,T-‘Ab ,.,., T-‘A”-‘b] 
= T-‘C(A,b). (2.1) 
Thus the matrix T of the transformation can be expressed as 
T = C(A,b)C-‘(&i$. (2.2) 
If ii; and b have special inner structures, i.e. if x is an upper Hessenberg 
matrix and the elements oft are equal to zero with the exception of the first 
one (as holds for most canonical forms), then C- ‘&8> is an upper triangular 
matrix with constant elements depending on the system invariants and on the 
chosen type of canonical form only. Denoting this second factor by QT, the 
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T = C(A,b)QT 
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%o 910 920 * * ’ 9n-1.0 
0 911 921 **’ 9n-1.1 
=[b,Ab,... ,A”-‘b] 0 0 922 “* 9n+ , (2.3) 
;, 0 ;, . . . 
Qn-l,n-l_ 
where Q = [ 9iJ]. It can be seen that the k th column of the transformation 
matrix is a polynomial in A multiplied by b, and the elements 9ij are the 
coefficients of these polynomials, as was shown in (1.4) and (1.5). In this way 
the transformation matrix is obtained as the generalized controllability matrix 
of the system. 
In order to get the coefficients 9rj, a recurrence algorithm will be given 
for each canonical form separately. For example, let us consider the bidiago- 
nal companion form. Here ;i and 5 are 
- Cl 0 0 *** - PO 1 
1 - c2 0 . . . - Pl 0 
A= 0 1 -c3 *** -P2 , B = 0 , (2.4) 
0 0 0 *** _Pn-l-C”_ 0 
where ci are arbitrary constants and pj depend on ci and on the coefficients 
of the characteristic polynomial of the system. The equations (1.3) can be 
written in the form 
Tii-b, T;i = AT. (2.5) 
After substituting (2.4) into (2.5) and partitioning the transformation matrix T 
into columns: 
T=[tl,t2,...>fn], (2.6) 
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we obtain 
[t,,t (2.7) 
and 
- Cl 0 0 0.. - PO 
1 - c2 0 
. . . 
- Pl 
[ t,,t,,..., trill O 1 -c3 *.. - P2 
(j 0 0 . . . . 
- P,-1- c, 
= [At,,At, ,..., At,,]. (2.8) 
It is easy to see that the followina recurrence holds, based on the 
previous relationships: 
t, = b, 
t, = (A+ cII)t,, 
(2.9) 
t, = (A+ cn-lI)t,-l. 
Hence the transformation matrix can be constructed as 
1 cl ClC2 . . . 
1 c,+c, ... 
T = [b,Ab,...,A”-‘b] 1 . . 
n-1 
C ci 
i=l 
. (2.10) 
n-1 
C ‘i 
i=l 
1 
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From (2.9) it follows that the polynomials Qj(A) are given by the recurrence 
relationship 
Q,(A) = 1, Q,(A) = (A+ CiI)Q,-l(A) (i=l,2,..., n - 1). (2.11) 
Furthermore the elements 9ij of the matrix Q are 
0 if i<j, 
Qij = 1 if i=j, 
9i-l,j-l+ ci9i-l,j if i>j 
(9i_l,_l=O; i,j=O,l,..., n-l). (2.12) 
In this way the second factor QT of the transformation for the bidiagonal 
companion form can be determined. 
Consequently the transformation of the given system into a canonical 
form can be performed in four steps: 
1. Determine the controllability matrix C(A, b). 
2. Determine the elements 9ij of the matrix Q by means of the 
recurrence relationship. 
3. Calculate the transformation matrix T as the product 
T = C(A, b)Q=. (2.13) 
4. Perform the similarity transformation by T. 
The crucial point of the transformation is the calculation of the second factor 
QT. For this purpose similar recurrences can be obtained for other well-known 
canonical forms as well. 
_ (a) Frobeniu.s_companion fnm.’ In this case the canonical state matrix 
A and the vector b are 
0 0 e.0 0 -a, 
1 0 *** 0 -a, 
A= 0 1 ‘** 0 -a2 
. . . . 
. . 
0 0 *** 1 - a,-1 
1 
0 
b= 0 
0 
(2.14) 
‘Often called Luenbergeis companion form or simply the companion form. 
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where a, are the coefficients of the characteristic polynomial. As in the case 
of the bidiagonal companion form, a recurrence can be obtained for the 
polynomials Q,(A) and for the elements 9ij: 
A,(A) = I, Qi(A)=AQi_,(A)=Ai (i=1,2,...,n-1), (2.15a) 
1 if i=j, 
9ij = 0 if i#j 
(i,j=O,l,..., n-l), (2.15b) 
i.e., Q = I. 
(b) Tridiagonal companion j&m” (Maroulas and Bamett [l]). For this 
canonical form 
A= 
-cl d2 0 
. . . 
- PO 
1 - c2 d, +.. - Pl 
0 1 -c3 *** - P2 
(j(j;... . 
- P,-2 + 4, 
0 0 0 *** - P,-1 - C” 
and b = 
(2.16) 
where ci (i = 1,2,. . . , n) and dj (j = 2,3,. . . , n) are arbitrary constants and 
dj > 0. The elements pk (k = O,l,. . . , n - 1) depend on both ci and dj, and 
on the coefficients of the characteristic polynomial of the system. The 
polynomials Q,(A) and the elements 9ij are 
Q,(A) = 1, Q,(A) = A+ c,I, 
Q,(A)=(A+ciI)Qi_r(A)-diQ,_,(A) (i=2,3,...,n-1) 
‘This canonical form is often called the comrade canonical form. 
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and 
qij = 
i 
0 
1 
9i-l,j-I+ ci9i-l,j - di9i-2,j 
(i,j=O,l,..., n-l; 9_l,o=0, dl=O, 
(c) Schwurz cunonicalfbrm (Chen and Chu [2]). 
characterized by 
;i= 
0 -p,_, 0 *** 0 0 
1 0 -p,_, *.* 0 0 
0 1 0 . . . 0 0 
0 0 0 . . . (j ip, 
0 0 0 . . . 1 - PO 
if i<j, 
if i=j, 
if i>j 
Qi_1,_l=O)* (2.17) 
This canonical form is 
The coefficients pi (i = 0, 1, . . . , n - 1) are given by 
and &= . (2.18) 
(2.19) 
where 3 is the jth Hurwitz determinant (Gantmacher [3]). For the 
polynomials Q,(A) and for the elements 9ij the following recurrences can be 
obtained: 
Q,(A) = 1, Q,(A) = A, 
Qi(A) = AQi_l(A) + p,-i+lQi-,(A) (i=-CL...,n-l), 
0 if i<j, 
9ij = 1 if i= j, 
9i-l,j-l+ Pn-i+19i-Z,j if i>j 
(i,j=O,l,..., n-l; Q-1.0 = O, Pm = O, 9i-1, -I= ‘)a (2*20) 
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(d) Ruuth canonical fm (Datta [4]). For this canonical form 
and 
d PlP;~~P”-l 
0 
0 
0 
0 
(2.21) 
The coefficients pi (i = 0, 1, . . . , n - 1) are the same as in the previous case. 
The elements of QT are to be determined from 
Q,(A) = Ii-) 
Q,(A) = 
A~P,P, *. . ~“-1 
6 ’ 
Qi(A) = 
AQ,_l(A) +Qi-,(A)&JE 
\lp,-i 
(i=2,3,...,n-11, 
‘0 if i<j, 
&G-=Gz if i= j-0, 
4i-l,j-1 
qij=, - 
\lp,-i 
if i=j>O, 
9i-l,j-1 + \lp,-i+14i-Z,j 
\ 
Jpn-i 
if i>j 
(i,j-O,l,..., n-l; q_1,o =o, p,=o, qi-l,-l=o). (2.22) 
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(e) SubdiagonaE canonical form (Britov and Petrovskij [5]). In the case 
of the subdiagonal canonical form the matrix X and the vector E are 
A= 
0 
A2 
1 
0 
. . . 0 0 
0 0 
0 0 and B= 
. . 
. . 
i n, 
> (2.23) 
where ~~ are the real eigenvalues of the system. Here the polynomials Qi(A) 
and the elements 9ij are 
Q,(A) = 1, Q,(A)=(A-AiI)Qi_,(A) (i=1,2,...,n-1), 
0 if i<j, 
9ij = 1 if i=j 
9i-i,j-i-Ai9i-i,j if i>j 
(i,j=O,l,..., n-l; 9i-i,-i=O). (2.24) 
(f) The first Ca uet- canonical form (Shieh and Goldman [6]). Finally let 
us investigate the first Cauer form, for which 
and %= (2.25) 
The coefficients q (i = 0, 1, . . . , n - 1) and 
the coefficients of the transfer function. In 
ships for Q,(A) and for 9ij are 
Q,(A) = 1, Q,(A) = A- ~1, 
fij (j=1,2,..., n - 1) depend on 
this case the recurrence relation- 
Qi(A)=(A-(Yi_1I)Q~_l(A)-Pi_1Qi-~(A) (i=2,3,...,n-1) 
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and 
i 
0 if i<j, 
9ij = ’ if i= j, 
9j-l,j_1-‘yi-19i-l,j-Pi-19i--e,j if i>j 
(i,j=O,l,..., n-l; 9_r,a=O, P,,=O, 9i-I,-l=O)> (2.26) 
respectively. 
The following remarks may be of interest with regard to the canonical 
forms presented above: 
(i) These canonical forms are called column canonicalfi because, in 
each case, X is in upper Hessenberg form and II has all its elements, except 
the first one, equal to zero. 
(ii) The Routh canonical form is closely related to the Schwarz form. 
Symmetrizing the canonical state matrix K, of the Schwarz form-i.e., 
performing a similarity transformation with the help of the diagonal matrix 
(Gantmacher and Krein [7]) 
1 
(2.27) 
P”-,P”-2*.*PzPl 
-the state matrix xr of the Routh canonical form can be obtained as 
A, = D-%,D. (2.28) 
Thus knowledge of the transformation matrix T, of the Schwarz form implies 
knowledge of T, of the Routh form, and vice versa: 
T, = T,D. (2.29) 
According to the factorization (2.13), 
T, = C(A, b)Q; and T, = C(A, b)Q;. (2.30) 
(2.31) 
Hence 
Q, - DTQ, 1 
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where Q, and Q, characterize the Routh and Schwarz canonical forms, 
respectively. 
(iii) In the factorization T = C(A, b)QT the first factor C(A, b) depends on 
the system invariants only, and not dn the particular canonical form. In the 
case of the bidiagonal and tridiagonal companion forms, the second factor QT 
depends on the constants ci and dj only and is independent of the system 
invariants, i.e., QT depends on the particular canonical form only. In other 
cases QT may depend on the system coefficients (e.g. the eigenvalues) as 
well. 
2.2. The Transformation Algorithm fw Row-Type Canonical Forms 
In case of the row-type canonical forms the state matrix A is in lower 
Hessenberg form and the elements of b are zero with the exception of the 
last one. For example, the row version of the bidiagonal companion form is 
characterized by 
A= 
- Cl 1 0 . . . 0 
0 - 
c2 
1 . . . 0 
0 0 (j * . . . 1 
-PO - Pl -P2 ... - P,-1- cfl 
and b= 
0 
0 
. . 
0 
1 
(2.32) 
The equation (2.2) holds also in this case; the inverse matrix C-‘(A, b), 
however, is in upper secondary triangular form, i.e., each element below the 
secondary diagonal is equal to zero. For convenience C-‘(A, b) is expressed 
in the form 
C-‘(A,b) = QTE, (2.33) 
where E is the n X n permutation matrix with ones along the secondary 
diagonal: 
E- 
l 
1 
1 
1 I. (2.34) 
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The relation (2.33) implies that Q’ is in upper triangular form, as in the case 
of column-type canonical forms. 
The main goal is to determine the elements qij. From (2.33) it follows 
also that the transformation matrix can be written in the form 
T = C(A, b)QTE. (2.35) 
As in Section 2.1, the matrix T has to be partitioned into columns and 
substituted into (2.5). Taking (2.32) into consideration, the following recur- 
rence is obtained for the consecutive columns of T: 
t, = b, ti=(A+ci+iI)ti+,+pit, (i=n-1,~2,...,1). (2.36) 
It should be noted that the ordering of the indices has been reversed. Hence 
the transformation matrix T has the form 
T = [tit,,..., t,] = [Qn-1(A)b,Q,-,(A)b,...,Q,(A)b] 
4n-1.,-l 
4n-l,n-2 qn-2,n-2 
= [A”-‘b,A”-‘b ,..., b] : : ‘. . (2.37) 
Qn-1.1 qn-2.1 ... 411 
Writing (2.37) as 
4n-1,o qn-2.0 . . . 410 900 
T = [b,. . . , A”-‘b,A”-ib]EEQTE (2.38) 
and taking into consideration the EE = 1, the transformation matrix is 
obtained in the form (2.35). Thus th e o owing relationships hold for the f 11 
polynomials Q,(A) and for the coefficients qij: 
Q,(A) = 1, Qi(A) = (A+ Cn+I-iI)Qi-,(A) + Pn-iI 
(i=l,Z )..., n-l), (2.39) 
i 
0 if i<j, 
qij = 1 if i= j, 
qi-i,j_i+ Cn+i_ioi_r.j if i > j 
(i,j=O,l,..., n-l; qi_l,_l=p,_i, i=1,2 ,..., n-l). (2.40) 
It is important to observe that the recurrences start with p,_, and 
therefore these coefficients have to be calculated in reverse order from the 
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following relationships: 
n-l 
Pi = ai - C Pj*j+l,i+l- *n+l,i+l, (2.41) 
j=i+l 
where ai (i=O,l,..., n - 1) is the ith coefficient of the characteristic polyno- 
mial, and wkz (k, 2 = 1,2 ,..., n + 1) are the elements of the (n + l)X(n + 1) 
quadratic, nonsingular matrix W = [wkl] obtained from the following recur- 
rence: 
if k<l, 
if k=l, 
*k-1,1-1 + ck-lwk-l,l if k>l 
(k,Z=1,2 ,..., n+l; wk-i,a=O). (2.42) 
The recurrences for the other canonical forms are presented without 
going into details. 
(a) Frobenius companion fm: 
Q,(A) = 1, Q,(A)=AQ,_,(A)+u,_~I (i=1,2 ,..., n-l), 
0 if i< j, 
9ij = 1 if i= j, 
9i-l,j-1 if i>j 
(i,j=O,l,..., n-l; 9i_l,_1=a,_i, i=1,2 ,..., n-l). (2.43) 
(b) Tridiagonal companion form: 
Q,(A) = 1, Q,(A) = (A+ c,I)Q,(A) + P,-,I, 
Qi(A) = (A+ Cn+l-i I)Qi-,(A) - dn+z-iQi-z(A) + Pn-iI 
(i=2,3 ,..., n-l), 
0 if i<j, 
9ij = 1 if i=j, 
9i-l,j-l+ cn+l-i9i-l,j - dn+e-i9i_z,j if i > j 
(i,j=O,l,..., n-l; 9_1,0=0, d,+,=O; 
~~_~,_~=p,_~, i=1,2 ,..., n-l). (2.44) 
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The elements pi can be determined in reverse order from (2.41); however, 
the coeffkients wkl are to be calculated by means of the following recur- 
rence: 
W kl= ’ 
i 
0 if k<l, 
if k=l, 
wk_l,[_., + ck--IWk-1,1 - dk-1Wk-2,1 if k > ’ 
(k,l=1,2 ,..., n-l; d,=o, wk-1,o=o). (2.45) 
(c) Schwarz canonical fm: 
Q,(A) = 1, Q,(A) = A+ ~01, 
Qi(A)=AQ,_,(A)+pi_lQi-z(A) (i=2,3,...,n-l), 
if i<j, 
if i=j, 
4i-l.j_1 +Pi-lqi-e,j if i>j 
(i,j=O,l,..., n-l; q_1.0= 1, qi_l,_l = 0). (2.46) 
(d) Routh canonical form: 
QdA) = I\~P,P, * *. ~a-1 ) 
Q (A) = (A+ ~,I)\lw,. . . ~“-1 
1 
6 ’ 
Q,(A) = AQi-,(A) +Qi-z(A)& 
I 6i 
(i=2,3 ,..., n-l), 
(0 if i<j, 
PlPZ’..P,-1 if i=j=O, 
9i-l,j-1 
9ij=’ fi 
if i=j>O, 
9i-l,j-1 + &9i-Z,j 
\ 6 
if i>j 
( i,j=O,l,..., n-l; 9i_],-l=O, 9-1.0~ P,PiPz*‘*P,-1 ). (2.47) 
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(e) Subdiagonal canonical j&-m: 
Q,(A) = 1, Qi(A) =(A-h,+l_iI)Qi-,(A) (i=L%...,n-I), 
i 
0 if i<j, 
qj = 1 if i= j, 
9i-l,j-l- A n+l-i9i-l,j if i> j 
(i,j=O,l,..., n-l; 9i_1,_l=O). (2.48) 
(0 First Cauer canonical fm: 
Q,(A) = 1, Q,(A) = A- ~~-11, 
Qi(A) =(A-~,-lI)Q~-l(A)-P”-i+lQi-~(A) (i=2,3 ,..., n-l), 
0 if i<j, 
9ij = 1 if i= j, 
9i-l,j-l- an-i9i-l,j-P,-i+19i-z,j if i>_i 
(i, j=O,l,..., n-l; 9-1.0 = 0, 9i-1,_r = 0). (2.49) 
2.3. A Numerical Example 
Let us consider an example of the application of the presented transfor- 
mation method. Let the dynamical system be given by its state-space 
representation: 
The column- and row-type bidiagonal companion form of the system are 
determined for the case when the constants ci in the canonical forms are 
cr = cs = ca = - 1. 
Step 1. The controllability matrix of the system is 
C(A,b) = [b,Ab ,..., An-lb]= [i _h ;i]. 
Firstly we determine the column-type canonical form. 
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Step 2. The second factor of the transformation is 
Yoo = 411 = 922 = 1, ylo=cl=-l, 920 = c2c1= 1, 
q2r = ci + c2 = -2, 401 = 902 = q12 = 0, 
QT=[i -; -iI 
Step 3. The transformation matrix is 
Step 4. The column-type bidiagonal canonical form of the system is 
The row-type bidiagonal companion form can be determined in a similar 
way: 
Step 2. In order to get the second factor QT of the transformation, the 
coefficients of the characteristic polynomial P(s) = s3 + u2s2 + a,s + a0 = 
s3 + 6s2 + 11s + 6 are needed. Furthermore the auxiliary coefficients wkl are 
to be determined from (2.42): 
In this way the elements pi (i = O,l,. .., n - 1) of the row-type bidiagonal 
form can be calculated in reverse order according to (2.41): 
P2 = a2 - w4,3 = 9, Pl= a, - P2w3,2 - w4,2 = 26, 
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From the recurrence relationship (2.40) the elements 9ij of the second factor 
are 
900 = 911= 922 = 1, 910 = 8, 920 = 18, 921 = 7, 
901= 90, = 912 = 0, 
Step 3. The transformation matrix is the product of C(A, b) and QTE: 
1 
Step 4. The row-type bidiagonal companion form of the system is 
1 0 
I 
-8 1 1, jj= -26 [I0 1 . 
3. MULTIPLE-INPUT SYSTEMS 
3.1. Ckxsi$cation Method for Multivariable Systems 
In this section the transformation algorithm will be extended to multiple- 
input systems. The state equation is shown in (1.7). It has to be emphasized 
that the columns of the matrix B are linearly independent: 
~{B}=p([b,,b,,...,b,]} =m<n. (3.1) 
The transformation T is to be determined in such a way that the transforma- 
tion 
X = TX, x = T-‘AT, E = T-‘E (3.2) 
leads to a certain multivariable canonical form. For example, in the case of 
the column-type Frobenius companion form x and b can be written in the 
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following form: 
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b 0 ... 0 x 
1 0 ... 0 x 
0 1 ... 0 x 
. . 
fj fj . . . i i 
.---------- 
0 0 ... 0 x 
0 0 ... 0 x 
0 0 ... 0 x 
. 
. . . 
i, (j . . . fj 
._--_------ 
0 0 ... 0 x 
0 0 ... 0 x 
0 0 ... 0 x 
. . 
. 
0 0 . . . (j ; 
___-_------ 
0 0 ... 0 x 
1 0 *.. 0 .x 
0 1 a.. 0 x 
. . 
0 0 . . . i i 
___-_------ 
.---------- -I- 
0 0 ... 0 x I 
0 0 ... 0 x 
0 0 ..* 0 x 
. 
(j 0 . . . (j ; 
-__-------- 
0 0 ..’ 0 x 
0 0 ... 0 x 
0 0 ... 0 x 
. 
I . 
fj (j . . . 0 ; 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
L. 
I 
I 
I 
I 
I 
I 
I 
I 
I 
t 
I 
I 
t 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
. . . 
--- 
. . . 
--_ 
--- 
I 
: 
I 
.I- 
.t .---------- 
,0 0 ... 0 x -I 
i1 0 
I 
. . . IO 1 
0 0 ... 0 x 
0 0 ... 0 x 
0 0 ... 0 x 
. 
0 0 . . . (j ; 
.---------- 1 0 0 ... 0 x 0 0 ... 0 x 0 0 ‘.. 0 x . . . 
x x ... x x B= 
.-_-------- 11 
i. . 
I. 
lo 0 . . . 
0 x 
0 x 
. 1 . i X 
x 0 ... 0 
0 0 ... 0 
0 0 ... 0 
. . 
(j 0 . . . (j 
._--_----_ 
0 x ... 0 
0 0 ... 0 
0 0 ... 0 
. 
0 0 . . . (j 
___-_----_ 
0 0 ... x 
0 0 ‘.. 0 
0 0 ... 0 
. 
0 (j . . . (j 
where the nontrivial elements are denoted by x. Consequently the system is 
decomposed into weakly connected subsystems. The diagonal blocks of the 
canonical state matrix A represent the decomposed single-input subsystems, 
while the off-diagonal blocks represent the connections between the subsys- 
tems. 
It is assumed that the system is completely controllable, i.e., the condi- 
tion (1.8) holds. In this case the generalized controllability matrix of the 
system has nm columns: 
C(U) = [Q,(A)B,Q,(A)B,...,Q,_,(A)B], (3.3) 
where Qi(A) is a polynomial of degree i. The transformation matrix T has to 
be constructed from the linearly independent columns of C(A,B). Let the 
columns of the generalized controllability matrix be arranged in the following 
way: 
Q&W, 7 Q,(A)b,, . . . , QdAhr,~ 
Q,(A)b,, Q,(A)b,, . . . , Q,(Ab, > 
Q,(A)‘+ > Q,(A)b, > . . . , Q,(Ah,, (3.4) 
Q,-iAh Qn-iAh,...> Qn-;(A)b,. 
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From these columns the n linearly independent columns can be selected in 
different ways. According to the various orderings of the consecutively 
chosen linearly independent columns, the multivariable canonical forms can 
be divided into two subclasses, namely: 
(i) Going from top to bottom, column by column, the selected linearly 
independent columns form the transformation matrix 
TH = [Q,(A)b,,Q,(A)b,,...,Q,l-,(A)b,, 
Q,(A)b,,Q,(A)b,,...,Q,~-,(A)b,]. (3.5) 
Thus the system will be decomposed into m successively connected subsys- 
tems of orders H,, Ha,. . . , H,. These numbers are the Hermite invariants of 
the system, and TH is called the Her-mite-type transfnmution matrix. 
(ii) Going in (2.4) from left to right, row by row, the selected and 
rearranged linearly independent columns form another transformation ma- 
trix: 
TK = [Q,(A)b,,Q,(A)b,,...,Q,l-,(A)b,, 
Qo(A)b,,Q,(A)b,,...,QK,-l(A)b2,...’Qo(A)b,, 
Ql(A)b,,..., QK,- ,(A)b,] > (3.6) 
where the columns are not necessarily the same as those of TH, i.e., in this 
way another basis has been chosen from the vectors of (2.4). Thus the given 
multivariable system is decomposed into m cross-connected subsystems of 
orders K,, K,,. .., K,, where the numbers Ki (i=l,&...,m) are the 
Kronecker invariants of the system. The transformation matrix TK is called 
the Krwcker-type transjbrmation matrix. In general Hi # Ki; however, 
E Hi= E Ki=n. (3.7) 
i=l i=l 
From a different point of view the multivariable canonical forms can be 
classified according to the inner structure of the decomposed subsystems. 
Namely, the diagonal blocks of the canonical state matrix x representing the 
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weakly connected subsystems may have different row- or column-type 
single-input canonical forms. Thus a two-level classification can be estab- 
lished for the multivariable canonical forms. On the first level the multivari- 
able canonical forms can be classified into two subclasses: 
(1) Her-mite-type canonical forms obtained by the aid of an Hermite-type 
transformation. 
(2) Kronecker-type canonical forms obtained by the aid of a Kronecker- 
type transformation. 
Consequently the first level of classification is based on the decomposition 
method of the weakly connected subsystems. 
On the second level of classification the multivariable canonical forms can 
be classified according to the inner structure of the decomposed, weakly 
connected single-input subsystems. On this level, from one point of view the 
column- and row type subclasses, and from another point of view the 
Fronbenius, hidiagonal, tridiagonal, Schwarz, Routh, subdiagonal, and first 
Cauer canonical forms, can be distinguished. 
3.2. The Transformation Algorithm for Multivariable Systems 
From the previous subsection it follows immediately that the transforma- 
tion matrix for multiple-input systems can be factorized in the same way as 
presented for single-input systems. Let us observe that each column of the 
Her-mite-type transformation matrix (3.5) is the linear combination of linearly 
independent columns of the multivariable controllability matrix (1.8). These 
columns can be collected in the matrix C,,(A, B) providing the first factor of 
the transformation. The second factor is constructed from the coefficients of 
the linear combination. Thus the Her-mite-type transformation matrix can be 
written in the form of a product: 
T = [b,,Ab, ,..., AHl-lbl;bz,Abz ,..., A”p--lb2;...;b,,,Ab, ,..., A”*-lb,,,] 
Q',, 
X 
Q',, ! ..I Q',, 
= C,,(A,B)Q*. (3.8) 
As the first factor contains the n linearly independent columns of the 
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multivariable controllability matrix and their selection was carried out via the 
Hermite-type transformation, C,,(A,B) can be called the Her-mite-type 
cm-e-controllability matrix of the system. In the case of column-type canoni- 
cal forms the second factor of the transformation is a block-diagonal matrix 
QT containing upper triangular blocks along the main diagonal. The block 
Q’,, is of order Hi, and it transforms the ith single-input subsystem into 
canonical form. Consequently its elements qij can be determined with the 
aid of one of the recurrence relationships presented in Section 2.1. In the 
case of row-type canonical forms this second factor consists of secondary 
upper triangular blocks. 
On the analogy of the single-input systems, it is convenient to introduce 
the permutation matrix E. Hence C,,(A,B) can be used without any modifi- 
cation as the first factor of the transformation. The second factor QT. 
however, is to be expressed as 
QT= (3.9) 
Here the blocks Q’, are of upper triangular form and their elements can be 
determined with the aid of the recurrence relationships presented in Sec- 
tion 2.2. 
In a similar way the Kronecker-type transformation matrix can be factor- 
ized as 
T=[b,,Ab, ,..., AK+b,;b,,Ab, ,..., AK2-‘b+.;b,,,Ab, ,..., AK’“-lb,,,] 
= C,,(A,B)QT, (3.10) 
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where C,,(A,B) is called the Kronecker-type core-controllability matrix and 
contains the linearly independent columns of the multivariable controllability 
matrix obtained via the Kronecker-type algorithm. The diagonal blocks Q& 
are of order Ki, and they can be determined by the same recurrence 
algorithm mentioned in the previous case. 
The expression (3.10) deals with column-type canonical forms. In the 
case of row-type canonical forms the second factor QT of the Kronecker-type 
transformation matrix is as follows: 
QT= I Q&E QkE (3.11) 
Let us summarize the transformation algorithm in the case of multivari- 
able systems. 
Step 1. Determine the first factor of the transformation by selecting n 
linearly independent columns of the multivariable controllability matrix. 
Either the Hermite-type or the Kronecker-type algorithm may be used. 
Step 2. Determine the diagonal blocks of the second factor, one block 
for each single-input subsystem, using the recurrence relationships of Sec- 
tion 2. 
Step 3. Write T as the product of two factors using (1.9). 
Step 4. Transform the system by T. 
3.3. A Numerical Example 
Let us illustrate the transformation algorithm with a numerical example 
for multivariable systems. The dynamical system is given by 
-4 -4 0 -1 -2 
1 0 0 0 0 
A= 0 0 -4 -5 -2 
0 0 1 0 0 
0 0 0 1 0 
The column-type bidiagonal canonical form of the system is to be determined 
first. 
Step 1. The multivariable controllability matrix is 
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0 1 0 -4 1 12 -6 -32 23 80 
00 0 1 o-4 1 12 -6 -32 
= -10 4 0 -11 0 26 0 -57 0 
. 
00-I 0 4 0 -11 0 26 0 
000-10 4  -11  I 
The linearly independent columns of the controllability matrix are selected 
according to the Her-mite-type algorithm: 
b,,Ab,,A2b,,A3b,,b,. 
Thus the transformation matrix is 
C,,(A,B) = [b,,Ab,,A2b,,A3b,,b,] 
1 -6 1 
0 0 0 1 0 
-11 26 0 
4 -11 0 
0 0 -1 4 0 
The Her-mite invariants of the system are H, = 4 and H, = 1. The constants 
ci of the column-type bidiagonal canonical form are equal to - 1. 
Step 2. Applying the recurrences (2.12) for n = 4 and n = 1, the blocks 
QH, and QHz can be determined: 
y:;;[; -; -; I;], Q’,,=[ll. 
Step 3. The transformation matrix is the product of two factors: 
0 0 -1 
0 0 1 -9 1 
0 0 0 1 0 
-1 5 -20 72 0 
0 -1 6 -26 0 
0 0 -1 7 0 
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Step 4. Performing the transformation, the Hem-rite-type canonical form 
is obtained as 
x = [ _!__/__!__:i_/zj] and 2 = [ /_I_[]. 
Now let us consider the Kronecker-type algorithm. 
Step 1. The linearly independent columns of the controllability matrix 
are selected via the Kronecker-type algorithm: 
Thus the Kronecker-type core-controllability matrix is 
C,,(A,B) = [b+b,,A2bl,bz,Abs] 
[ 
0 0 1 -6 1 
0 0 0 1 0 
= -1 4 -11 26 0 
. 
0 -1 4 -11 0 
0 0 -  4  1 
Step 2. The Kronecker invariants of the system are K, = 3 and K, = 2. 
Applying the recurrence relationship (2.12) for n = 3 and n = 2, respectively, 
the diagonal blocks Q’,, and Q’,, are 
Step 3. The transformation matrix is the product of two factors: 
0 0 11-41-1 10 0 
0 
T=-1 1 
0 00 10 1 -20 0 
4 -110 00 I[ 0 10 0 
0 -1 40 00 0 01-l 
0 0 -10 00 0 00 1 
1 1 -5 
00 1 
-200 0. I 
60 0 
-1   
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Step 4. Performing the transformation, the Kronecker-type canonical 
form is obtained as 
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