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Abstract
Geometry is the essential property of real-world scenes. Understanding the shape of
the object is critical to many computer vision applications. In this dissertation, we explore
using computational imaging approaches to recover the geometry of real-world scenes. Computational imaging is an emerging technique that uses the co-designs of image hardware
and computational software to expand the capacity of traditional cameras. To tackle face
recognition in the uncontrolled environment, we study 2D color image and 3D shape to deal
with body movement and self-occlusion. Especially, we use multiple RGB-D cameras to
fuse the varying pose and register the front face in a unified coordinate system. The deep
color feature and geodesic distance feature have been used to complete face recognition.
To handle the underwater image application, we study the angular-spatial encoding and
polarization state encoding of light rays using computational imaging devices. Specifically,
we use the light field camera to tackle the challenging problem of underwater 3D reconstruction. We leverage the angular sampling of the light field for robust depth estimation.
We also develop a fast ray marching algorithm to improve the efficiency of the algorithm.
To deal with arbitrary reflectance, we investigate polarimetric imaging and develop polarimetric Helmholtz stereopsis that uses reciprocal polarimetric image pairs for high-fidelity
3D surface reconstruction. We formulate new reciprocity and diffuse/specular polarimetric
constraints to recover surface depths and normals using an optimization framework. To
recover the 3D shape in the unknown and uncontrolled natural illumination, we use two
circularly polarized spotlights to boost the polarization cues corrupted by the environment
lighting, as well as to provide photometric cues. To mitigate the effect of uncontrolled environment light in photometric constraints, we estimate a lighting proxy map and iteratively
refine the normal and lighting estimation. Through expensive experiments on the simulated and real images, we demonstrate that our proposed computational imaging methods
outperform traditional imaging approaches.

vii

Chapter 1. Introduction
Geometry is the essential property of real-world scenes. 3D shape can offer the accurate
and robust information to represent the objects. Understanding this property is critical
and essential to many computer vision applications. For example, face recognition system
can be easily cheated by the fake image, the 3D face model contains shape information
can improve the recognition rate. And high quality 3D models have been used in many
scenarios (e.g.3D printing, VR/AR games and environmental protection) can bring huge
business interest. Therefore, modeling and reconstruction of 3D object through imagingbased strategy become the popular research area.
However, the traditional imaging method is very hard to solve the geometry understanding. The core reason is 3D object becomes the 2D image in image projection. It is
very difficult to extract the completely 3D information from the single image. To recover
the geometry of the objects, the traditional imaging method adopt multiview or multi-light
strategies that require the known reflectance model and controlled illumination environment.
Computational imaging is an emerging technology that uses the co-designs of imaging
hardware and computational software to expand the capacity of traditional cameras. Based
on the novel imaging system, we can design the imaging hardware to obtain more useful data
of the scene than the traditional imaging. And we can develop the related algorithms to suit
the novel imaging data to complete the computer vision task. Different from traditional
imaging method, computational imaging can efficient exploit the potential of the imaging
device and extend the scope of applications.
1.1.

Dissertation Statement

In this dissertation, we introduce four computational imaging solutions for shape understanding in 3D modeling and reconstruction. First, we use the multiple RGB-D cameras
to obtain the point cloud of the face. Based on the 3D shape of face, we fuse the varying pose face and complete the face recognition task by the 2D texture and 3D geometry
1

features. Second, we use the polarization camera to record the phase information of the
object. Based on the polarimetric reflectance model, we recover the high quality 3D shape
of the object with arbitrary materials in a controlled environment. Third, we extend the
controlled environment to the natural illuminations and recover the accurate 3D shape of
objects by photometric and polarimetric constraints. Fourth, we use the light field camera
to conduct underwater 3D reconstruction and solve the refraction problem with angular
sampling.
1.1.1.

Robust 3D face recognition in uncontrolled environment.

Face recognition in an uncontrolled environment is challenging as body movement and
pose variation can result in missing facial features. We tackle this problem by fusing
multiple RGB-D images with varying poses. In particular, we develop an efficient pose
fusion algorithm that frontalizes the faces and combines the multiple inputs. We then
introduce a new 3D registration method based on the unified coordinate system (UCS) to
compensate for pose and scale variations and normalize the probe and gallery face. To
perform 3D face recognition, we train a Support Vector Machine (SVM) with both 2D
color and 3D geometric features. We show our method can achieve the higher robust face
recognition rate than then 2D image-based method.
Contributions.
• We develop an efficient fusion algorithm that first frontalizes the faces and then
merges the partial face models in a uniform grid.
• We introduce a new 3D registration method based on the unified coordinate system
(UCS) to compensate for pose and scale variations.
• We extract 2D features from a normalized canonical color image using a convolution
neural network (CNN) based on a deep feature extractor and 3D geometric features
from expression-invariant geodesic distances between facial landmarks that are computed on 3D facial meshes.

2

1.1.2.

High quality 3D reconstruction with arbitrary reflectance.

The complex surface reflectance properties of real-world objects make the 3D reconstruction highly challenging. we present the polarimetric Helmholtz stereopsis (polar-HS),
which extends the classical HS by considering the polarization state of light in the reciprocal paths. With the additional phase information from polarization, polar-HS requires only
one reciprocal image pair. We formulate new reciprocity and diffuse/specular polarimetric
constraints to recover surface depths and normals using an optimization framework. Using
a hardware prototype, we show that our approach produces high-quality 3D reconstruction
for different types of surfaces, ranging from diffuse to highly specular.
Contributions.
• We derive the transpositional reciprocity relationship when unrestricted polarization
states are being considered that allows the classical HS to be extended to the polarimetric case.
• We propose a new image decomposition formulation that consists of three components: polarized-specular, polarized-diffuse, and unpolarized-diffuse. The decomposition provides a more accurate estimation of the angle of polarization for regularizing
the surface normal.
• We reduce the minimal number of image pairs to only one, without imposing any
surface prior. Our method do not have the problem of angular ambiguity and do not
require the refractive index of the surface to be known.
1.1.3.

Accurate 3D reconstruction in the natural illumination.

Many active 3D reconstruction methods require controlled lighting. Our method can
be used under unknown and uncontrolled natural illumination. We use two circularly
polarized spotlights to boost the polarization cues corrupted by the environment lighting,
as well as to provide photometric cues. We solve surface normals with two polarization
images by combining the polarimetric and photometric constraints. To mitigate the effect

3

of uncontrolled environment light in photometric constraints, we estimate a lighting proxy
map and iterative refine the normal and lighting estimation. We perform experiments
under various natural illumination conditions and compare our results with state-of-thearts photometric stereo and shape from polarization methods. Our method achieves good
accuracy and can be used in flexible environment.
Contributions.
• We present a normal estimation method that combines photometric stereo and shape
from polarization, while being applicable under unknown and uncontrolled lighting
environment.
• We restore reliable normal-dependent angle of linear polarization by fusing the measurements under two circularly polarized light sources.
• We utilize photometric constraints under unknown environment light by introducing
a lighting proxy map.
1.1.4.

Underwater 3D reconstruction with light field imaging.

Recovering 3D geometry of underwater scenes is challenging because of non-linear refraction of light at the water-air interface caused by the camera housing. We present a
light field-based approach that leverages properties of angular samples for high-quality underwater 3D reconstruction from a single viewpoint. Specifically, we resample the light
field image to angular patches. As underwater scenes exhibit weak view-dependent specularity, an angular patch tends to have uniform intensity when sampled at the correct
depth. We thus impose this angular uniformity as a constraint for depth estimation. For
efficient angular resampling, we design a fast approximation algorithm based on multivariate polynomial regression to approximate nonlinear refraction paths. We further develop a
light field calibration algorithm that estimates the water-air interface geometry along with
the camera parameters. Comprehensive experiments on synthetic and real data show our
method produces state-of-the-art reconstruction on static and dynamic underwater scenes.
Contributions.
4

• We develop a light field camera calibration algorithm that jointly estimates the camera
parameters and the interface parameters.
• We propose the angular uniformity constraint for light field depth estimation based
on the “non-specular property” of underwater scenes.
• We present a fast approximation algorithm to address the efficiency of angular patch
retrieval.
1.2.

Blueprint of the Dissertation

The rest of dissertation has been organized as follow:
• Chapter 2 presents the 3D face recognition method in uncontrolled environment.
Here, we show the face frontalize by fusing the varying pose faces and face registeration by introducing the unified coordinate system transformation and the face
recognition by color-geometric feature extraction. Moreover, we show the experiment
result to prove the robust face recognition in pose vairation and expression variations.
• Chapter 3 presents the 3D reconstruction by considering the polarization state of light
in the reciprocal path. Here, we show the derivation of the reciprocity constraints by
transpositional reciprocity relationship. And we generate the polarimetric constraints
by the new polarimetric image decomposition method. We also show the synthetic
experiment based on the real-captured pBRDF dataset and the real experiments
based on the acquisition prototype.
• Chapter 4 presents the surface reconstruction method by combing the photometric
and polarimetric cues under unknown and uncontrolled environment. Here, we show
the polarimetric cue can be boosted by two circularly polarized light. And we estimate a lighting proxy map to mitigate the effect of uncontrolled environment. We
also conduct the synthetic experiment by captured environment map and the real
experiment by the portable acquisition prototype.
• Chapter 5 presents the underwater 3D reconstruction by encoding angular sampling
with a light field camera. Here, we show the underwater light field camera calibra5

tion by explicitly introducing refraction of air-water interface and derivate the fast
approximation algorithm for efficient angular resampling in depth estimation. We
also conduct the extensive synthetic and real experiments to validate the proposed
method with different environment settings.
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Chapter 2. 3D Face Recognition in Uncontrolled Environment
2.1.

Introduction

Face recognition (FR) is of great importance as it has numerous applications in access control, surveillance system, and law enforcement. Although the past decade has witnessed
tremendous advances in 2D face recognition [1, 2], robust recognition in an uncontrolled
environment is still challenging as the facial appearance in 2D images is sensitive to illumination, viewpoint, pose, and expression variations. In addition, body movement and/or
head motion can cause large occlusions and result in missing facial features. It is urgent
to overcome these challenges and provide successful solutions to benefit both civilian and
military applications.
A viable solution is to apply 3D face models for recognition [3]. As directly associated
with the face geometry, a 3D face model is inherently invariant to scene properties (e.g.,
illumination and viewpoint). However, a complete and accurate 3D face acquisition is often time-consuming and requires expensive devices [4]. Some approaches [5, 6] recover 3D
face models from one or multiple 2D images by fitting statistical models (e.g., 3DMM [7]).
Although no specialized hardware is needed, these methods are usually computationally intensive and the recovered face models are less accurate. In addition, self-occlusions caused
by pose variations result in missing facial features. Most RGB-D image-based methods utilize symmetric filling to complete the 3D face model [8–10]. Nevertheless, facial asymmetry
renders the completion inaccurate. When multiple 3D scans are available, the Iterative
Closest Point (ICP) algorithm [11] can be adopted to combine partial 3D face models. But
in case of large pose changes where the partial models have small overlap, the ICP algorithm
might fail to align them. The seminal work of KinectFusion [12] generated high-quality 3D
reconstruction using a moving RGB-D camera. However, this method is not suitable for
face recognition with stationary sensors.
This chapter previously appeared as Yuqi Ding, Nianyi Li, S Susan Young, Jinwei Ye. “Efficient 3D
Face Recognition in Uncontrolled Environment.” In International Symposium on Visual Computing. pp.
430-443. Springer, Cham. 2019. Reprinted with permission
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To tackle the occlusion problem caused by pose variations, we propose a system consisting of multiple low-cost RGB-D cameras (e.g., Microsoft Kinect) for 3D face recognition
(see Fig.2.1). The RGB-D cameras surround the subject to capture varying poses. Conceptually, our system can be deployed in various indoor environments (e.g., a building interior
and cave) and is able to handle uncontrolled conditions. To fuse face models with varying poses, we develop an efficient fusion algorithm that first frontalizes the faces and then
merges the partial face models in a uniform grid. We then introduce a new 3D registration
method based on the unified coordinate system (UCS) to compensate for pose and scale
variations. We use the UCS to normalize the gallery (frontal face model) and probe (combined model). To perform 3D face recognition, we train a Support Vector Machine (SVM)
using both 2D color and 3D depth features. Specifically, we extract 2D features from a normalized canonical color image using a convolutional neural network (CNN) based on a deep
feature extractor. We then use the expression-invariant geodesic distances between facial
landmarks that are computed on 3D facial meshes as 3D geometric features. We finally
concatenate these 2D and 3D features to train the SVM for FR. The processing pipeline
of our approach is shown in Fig.2.2. Through experiments on an RGB-D dataset [8] and
comparisons with the state-of-the-art methods, we show that our approach has a high FR
accuracy but relatively low computational complexity. More importantly, our approach is
robust to pose and expression variations.
2.2.

Related Work

A Face Recognition (FR) system usually consists of three basic modules [13]: 1) a face
detection module for detecting the facial region [14]; 2) a feature detection and alignment
module for data normalization [15,16]; and 3) a recognition module applied on the normalized faces [17]. As we present a new pose-invariant FR algorithm in this paper, we briefly
review related studies on face registration and 3D FR.

8

Varying Poses

Pose Fusion

Recognition

Frontal Face Gallery

Multiple RGB-D Cameras

Figure 2.1. Schematic illustration of our FR scheme in an uncontrolled environment.
2.2.1.

Face Registration.

According to [18, 19], pose variation is a major factor that leads to reduced FR accuracy. Hence pose-invariant face recognition is of great importance. Face registration aims
to align the faces of different poses to a canonical pose. In this way, pose variation is eliminated. Existing face registration methods can be classified into three major categories: 1)
one to one registration; 2) all to mean face registration, and 3)registration by coordinate
normalization. Given 3D face point clouds, the first-class registers the probe point cloud
to each reference face in the gallery by an iterative procedure [20]. The Iterative Closest
Point (ICP) algorithm is usually adopted for optimization. However, without good initialization of the parameters, the ICP may fail to converge. Instead of mapping the probe to
each face in the gallery, the second class aligns all the face models to a mean face model
learned from a training set [21, 22]. Each face only needs one-time registration. Therefore,
the computational cost is significantly decreased. However, these methods may suffer from
large registration errors. The third class aligns faces of different poses by normalizing the
coordinates of detected facial landmarks [23]. A set of facial landmarks is first detected
and then transformed into a common coordinate system. The resulting transformation is
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Figure 2.2. Processing pipeline of our 3D FR algorithm.
applied to the entire face point cloud for registration. This class of methods is more efficient than the other two in terms of computational cost. However, the accuracy still largely
depends on the quality of detected landmarks, which might be missing in the presence of
large pose variations. In this paper, we propose to first fuse faces with different poses and
then use a unified coordinate system (UCS) to align the 3D face models. Our fused face is
more robust to pose variations because it incorporates partial features from each pose to a
complete set. Our UCS-based 3D face registration considers the depth information and is,
therefore, more accurate than conventional 2D face registration.
2.2.2.

3D Face Recognition.

We refer readers to [24] for a comprehensive overview of 3D FR. Here, we focus on how
3D FR algorithms handle challenges in pose and expression variations as well as corrupted
data. We classify existing 3D FR algorithms into three categories: 1) local descriptor-based;
2) global/model descriptor-based [25]; and 3) learning-based techniques [26, 27]. The first
category utilizes the characteristics of a small local neighborhood such as curvatures, shape
index, and normals for matching. To list a few, Mian et al. [28] fused 3D keypoints with 2D
Scale Invariant Feature Transform (SIFT) to identify 3D faces. Gupta et al. [29] matched
10

the 3D Euclidean and geodesic distances between pairs of facial landmarks for 3D FR. Yet,
these approaches are sensitive to facial expressions. The second category usually derives a
3D morphable face model and fits it to all probe faces. The best-matched 3D face is then
used for recognition. For example, Gilani et al. [30] conducted FR by matching keypointbased features on a statistical morphable model. However, these methods do not explicitly
capture the actual 3D information, with a low-quality depth, they are less accurate, and do
not work well on the RGB-D data. Although the third category has achieved great success
in 2D FR, its application to 3D FR is still limited due to the absence of massive 3D face
datasets. For instance, Kim et al. [26] fine-tuned the VGG-Face network on depth images
to generate 3D feature descriptors and then used Principal Component Analysis (PCA) for
feature matching. Gilani et al. [27] developed an end-to-end 3D FR framework by training
an augmented 3D face dataset. Although these methods are successful, their datasets and
network models are not publicly available. In this paper, we leverage a pre-trained deep
neural network for 2D color feature extraction and then integrate expression-invariant 3D
features for 3D FR.
2.3.
2.3.1.

Proposed Method
Pose Fusion Using RGB-D Images

In this section, we describe our pose fusing algorithm using RGB-D images. The goal
of the algorithm is to obtain a face model with a complete set of facial landmarks (i.e., four
eye corners, nose tip, and two mouth corners, as shown in Fig.2.3(a)) by fusing RGB-D
images with varying poses.
Given RGB-D images as input, we first pre-process the data to recover a point cloud
using depth values and crop out the local face region by fitting a sphere centered at the
nose tip. The radius of the sphere is determined according to the face scale. The face point
cloud is further translated with the nose tip as the origin of coordinates. We then set out
to combine the partial face point clouds with varying poses to restore the complete face
model. A naïve approach is to directly apply the ICP algorithm to merge the partial point
11

Figure 2.3. (a) 3D rotation axes. (b) Pose fusion results. (c) Recognition rates.
clouds. However, ICP fails easily in case of extreme poses with small overlaps. Instead, we
apply 3D rotation to frontalize the faces and merge them into a uniform grid.
In an uncontrolled condition, the 3D face point cloud can exhibit three types of rotations: in-plane, pose, and tilt rotations, which are commonly referred to as roll, yaw, and
pitch Fig.2.3(a)). We use 3D rotation matrices to model these variations and revert the
rotations to frontalize the face. To estimate the rotation parameters, we compare the nose
region in our 3D face with a nose template from a standard frontal mean face. We compare
intensities in the range images instead of the 3D models to reduce the computational cost.
Assuming the range images of our sampled nose region and the mean face nose template
to be NR (i, j) and NT (i, j), i, j ∈ N. We use a weighted normalized cross correlation
(WNCC) Γ to assess the similarity between NR and NT :


NR (i, j) − N̄R · NT (i, j) − N̄T
i,j∈N
Γ(NR , NT ) = w · rP
2 rP
2
NR − N̄R ·
NT − N̄T
P

i,j

(2.1)

i,j

where N̄R and N̄T are the mean values of NR and NT . The weight w is introduced to
compensate for the missing data in the low-quality RGB-D images and is computed as the
percentage of valid range data in the whole grid.
We then conduct a coarse-to-fine search to find the optimal rotation angle. Firstly, we
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use a relatively large search step, initialized as π/60, in the coarse search phase to maximize
the Γ and shrink the search space to θc ± π/30, where θc corresponds to the coarse optimal
rotation angle. Then, we implement a more precise search on the refined search space to
further optimize Γ. We conduct this search algorithm by reducing the search step iteratively
until Γ converges. To speed up our searching process, we employ a bilateral face ratio η
that can effectively reduce the initial searching space: η = num(Il )/(num(Il ) + num(Ir )),
where num(Il ) and num(Ir ) are facial pixel counts in the left and right sub-images. If
η > 0.5, we search θ in [0, π/2]; otherwise, θ ∈ [−π/2, 0].
Finally, we merge the frontalized point clouds and their corresponding range images
by box/grid averaging to generate a resampled face model, denoting the face pre-model.
We apply a box filter to the face pre-model to further smooth out the noise. Fig.2.3(b)
illustrates our pose fusion results by combining input poses with various rotation angles. We
can see that our method is able to handle large pose variations (±π/2). We also compare
our fusion method with symmetric filling in terms of recognition rates (see Fig.2.3(c)). We
can see that although recognition rates go down as rotation angle increases, our method
still works better than the baseline symmetric filling algorithm in all scenarios.
2.3.2.

Face Normalization Using Unified Coordinate System

Figure 2.4. (a) facial landmarks. (b) initial face plane. (c) UCS transformation.
In order to normalize the face models for recognition, we introduce a unified coordinate
system (UCS) to compensate pose and scale variations. Our UCS is invariant to sensor
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position with respect to the human subject when the face image is taken (i.e., invariant
relative to the head pose).
Our UCS transformation can be viewed as a 3D registration (or 3D stereotactic registration) method. Our method transforms the 3D face pre-model into the UCS to generate
a 3D registered face model. The coordinate transformation contains 3D rotation and scaling where the rotation generalizes yaw, pitch, and roll; and scaling normalizes the face
size. After UCS transformation, all face models are in a common space and could be fairly
compared for recognition.
Now we describe how to construct the UCS. When a human face in 3D is viewed from
the side, the depth of the eyes and the mouth are different, which is unique for each person.
Thus, when a human head is in a normal position, which is normally termed as a frontal
pose, the centers of corners of each eye and the corners of mouth are on two different vertical
planes. So the goal of our UCS transformation is to compensate this depth variation such
that these four points are on the same vertical plane and we call it the face plane (see
Fig.2.4). We can see that in order to have the face plane being vertical, the human head is
tilted from the normal frontal pose.
To sum up, our UCS is defined with the following steps: 1) we identify five facial
landmarks (i.e., nose tip p1 , center of the left eye corners p2 , center of the right eye corners
p3 , left mouth corner p4 , and right mouth corner p5 ) using the color image; 2) we form
a plane use p2 ∼ p5 (if they do not share the same plane, we use the plane in which the
distances of the four points are minimal) and estimate the plane’s orientation in the world
coordinate system; 3) we perform a coordinate transformation such that p1 is the origin and
the face plane is vertical; 4) we scale the coordinate by dividing by a scale factor s, where
s is the distance from p1 to line p2 p3 such that the sizes of the face models are normalized.
The new coordinate system is our UCS where the pose and scale of the face models are
normalized. We apply the UCS transformation on both the gallery face and the probe face.
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2.3.3.

RGB-D Face Recognition

In this section, we present a Support Vector Machine (SVM)-based RGB-D face recognition algorithm to identify the probe face in the gallery set. We propose a color and
geometric (CG) feature extractor to retrieve the 2D features from the color images and 3D
geometric features from the 3D face meshes to describe the face model. Our SVM is trained
with CG features from the gallery. Specifically, we leverage a VGG-Face [31] pre-trained
convolutional network (CNN) to extract 2D feature vectors from the input color images.
To exploit the depth information, we compute the geodesic distances between the facial
landmarks on the 3D face meshes and use them as 3D features to allow expression-invariant
recognition. By jointly considering the 2D color and 3D depth information, our FR algorithm on the RGB-D images is able to achieve a high recognition rate and is robust under
an uncontrolled environment with pose and expression variations. Our FR algorithm is
illustrated in Fig.2.5. In the following paragraphs, we describe each component in detail.
2D Color Feature. Recent deep networks [31, 32] have had great success in 2D face
recognition, and the datasets with millions of face images are used to train a robust face
classifier. Deep convolutional networks (CNNs) use a cascade of multiple layers of processing units for feature extraction and transformation [33]. According to [32], the bottom
layers of the CNN typically extract the low-level features of an image, such as Gabor and
SIFT. These low-level features can be extracted from an arbitrary generic natural image.
In contrast, the outputs of the CNN top layers exhibit high-level characteristics that correspond to facial attributes such as poses and expressions and are thus critical to robust face
recognition. Therefore, fine-tuning a pre-trained CNN on a new dataset is an efficient way
to achieve high recognition accuracy but with less computational effort. VGG-Face [31] is a
CNN-based 2D FR architecture trained on a dataset of 2.6M images and 2622 unique identities. It contains 22 layers, among which there are 13 convolutional layers, 5 max pooling
layers, 3 fully connected layers, and a Softmax layer. The expected image resolution of the
input layer is 224 × 224. We therefore take advantage of the VGG-Face to extract 2D color
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Figure 2.5. Our SVM-based face recognition scheme.
features from our input. To fit the input resolution of VGG-Face, our 2D color face image
is resized to 224 × 224. We then transfer all the weights from VGG-Face to a CNN but
remove all fully-connected layers and only keep the embedded 7 × 7 × 512 features maps.
We then flatten the feature maps to a 1D array and use it as our 2D color feature.
3D Geometric Feature. To exploit the depth information, we also extract 3D geometric
features from our 3D face models. We choose the geodesic distances as our 3D geometric
feature because the geodesic distance is the shortest distance between two points on a
curved surface and is robust to expression changes [34,35]. To compute geodesic distances,
we first construct triangular meshes using the face point cloud by Delaunay triangulation.
We then use a smoothing filter to reduce the mesh noise. In our experiment, we implement
the fast marching algorithm [36] to compute the geodesic distances on the face mesh from
a source point. Facial landmarks are first detected on color images and then transferred
to 3D meshes. By assigning k (in our paper, k = 68) facial landmarks on each mesh, we
generate a k × k matrix, where the (m, n) element indicates the geodesic distance from the
m-th landmark to the n-th landmark. We resize this geodesic distance matrix into a 1D
array and use it as our 3D geometric feature.
SVM Training. We finally concatenate the 2D color feature generated by pre-trained
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CNN and the 3D geometric feature computed with the geodesic distances and use it as our
RGB-D face descriptor for classification. To perform face recognition, we train a support
vector machine (SVM) as a classifier. Feature descriptors from the gallery set (frontal
views) are used for training and the probe face by fusing multiple side views are used as
testing input for recognition.
2.4.

Experiments

To validate our approach, we perform the experiment on the CurtinFace dataset [8] in
which the RGB-D images are collected by Kinect. The dataset contains 52 subjects (42
males and 10 females), each has different poses, illuminations, and facial expressions. We
use the frontal views as the gallery and side-view poses as probes. We use various poses of
the same subject to emulate the images captured by our proposed multiple RGB-D camera
system.
We compare our method with three state-of-the-art face frontalization algorithms: Li
et al. [8], Hassner et al. [15], and Zhu et al. [16]. In order to prove the advantage of our CG
feature extractor, we also compared it with a state-of-the-art 3D face recognition method,
Emambakhsh et al. [35]. We perform both quantitative and qualitative comparisons on
pose fusion and face recognition. All experiments are performed on a desktop PC with Intel
Core i7-7700T CPU, 64GB memory and two NVIDIA GeForce GTX 1060 6GB GPUs. The
varying pose fusion, UCS transformation, and geodesic distances are implemented through
MATLAB R2018a. The SVM classifier and FR training are implemented with Sklearn,
Tensorflow, and Keras.
2.4.1.

Pose Fusion.

We first demonstrate the effectiveness of our pose fusion algorithm. We perform a
comparison with the three state-of-the-art face frontalization algorithms: Li et al. [8],
Hassner et al. [15], and Zhu et al. [16]. Hassner et al. [15] and Zhu et al. [16] are designed
for 2D face images. They first frontalize a 2D side-view face by first mapping it to a 3D
frontal view average face model and then projecting the matched point cloud to xy-plane.
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Table 2.1. Recognition rate (%) with respect to pose variations
Modality
2D

±π/2
7.69
7.69
32.69
11.53
26.92
32.69

±π/3
23.07
15.38
67.03
28.84
59.61
70.05

±π/6
50
46.15
92.86
42.30
92.31
93.41

±π/6

±π/4

±π/2

3D

Method
Hassner et al. [15]
Zhu et al. [16]
Ours(2D)
Li et al. [8]
SF
Ours(2D+3D)

Inputs

Hassner et al
[41]

Zhu et al
[42]

Li et al
[8]

SF

Ours

Figure 2.6. Qualitative comparisons of the pose fusion results.
Li et al. [8] took 3D face models as input and adopted the ICP algorithm to register the
probe face to a mean face model. And they used the symmetric filling (SF) algorithm to
obtain the complete face. We also compare it with our multiple pose fusion with SF (i.e.,
we use our proposed method to frontalize the face and then flip the existing partial face to
complete the entire face).
Our experiment is based on three sets of pose fusion: 1) ±π/2, 2) ±π/3, and 3) ±π/6.
The fusion results of all methods are shown in Fig.2.6. We also use the fused faces of each
method as input to our SVM-based face recognition algorithm to further validate the fusion
quality. For the recognition task, our method achieves 32.69%, 70.05%, and 93.41% rank-1
accuracy, respectively, as presented in Tab.2.1. The rank-1 of 93.41% in the third pose
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set is the highest among all comparisons. It is important to note that 3D frontalization
algorithms generally outperform 2D ones, due to the additional depth information and
landmark detection failures on 3D faces by 2D approaches. Whereas our approach achieves
the best performance especially in cases of large pose changes (for rotation angles larger than
π/4), Li et al. [8] suffers from a low recognition rate due to the failure of ICP in presence of
large pose variations. The SF results exhibit various artifacts (such as holes and duplicated
regions) due to face asymmetry and misalignment. In contrast, our algorithm produces the
most visually pleasing and accurate fusion results.
2.4.2.

Face Recognition.

Next, we show that our pose fusion algorithm and the CG feature representation benefit
3D face recognition. We test face recognition w.r.t. pose and expression variations. For
pose variations, our experimental setup is the same as the pose fusion experiments.
Recall that Hassner et al. [15] and Zhu et al. [16] are applied 2D face images as input.
For fair comparison, we only use the 2D color features of the gallery faces for SVM training
when comparing with these two methods. The recognition rate of all methods are presented
in Tab.2.1. We can see that our SVM-based face recognition scheme with 2D color and 3D
geometric features achieves a high recognition rate when the input face is of high quality
(e.g., when the rotation angles are small). The overall FR performance is improved by
taking 3D information into account. In presence of extremely large pose variation (e.g.,
±π/2), the recognition rate is downgraded due to fusion errors. However, our method still
achieves the highest rate in this extreme case.
For expression variations, we pick 7 expression categories: neutral, happy, disgust,
anger, sad, surprise, and fear. Recognition is performed in each category with the gallery
always being the neutral expression. For each expression category, we use poses of ±π/6
for face fusion and then take the fused face as the probe. Our fusion results in comparison
to the ground-truth (GT) frontal faces are shown in Fig.2.7. To illustrate the robustness
of our CG feature extractor with respect to expression variations, we also compare with
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Table 2.2. Recognition rate (%) with respect to expression variations
Modality
2D
3D

Method
Hassner et al. [15]
Zhu et al. [16]
Ours(2D)
Emambakhsh et al. [35]
Li et al. [8]
SF
Ours(2D+3D)

Neutral
50.00
46.15
100
57.69
42.31
92.31
100

Happy
50.00
25.00
88.46
63.46
36.54
84.82
92.21

Disgust
55.77
32.69
92.31
63.46
34.62
80.76
88.46

Anger
51.92
23.84
86.54
55.77
30.77
75.00
88.46

Sad
51.92
34.61
98.08
59.62
38.46
92.31
98.08

Surprise
40.38
26.92
90.38
59.62
30.77
86.53
90.38

Fear
55.77
25.00
94.23
78.85
36.54
90.38
96.15

Figure 2.7. Our fusion results for various expressions.
Emambakhsh et al. [35], which is the state-of-the-art approach for handling various expressions. Emambakhsh et al. [35] use features in the nose region for recognition and is
therefore robust to expression variations. However, due to the low-quality of our RGB-D
data, high resolution features in the nose region are largely missing. Their FR performance
is therefore downgraded. All aforementioned methods are tested in this experiment as well.
The recognition rates are presented in Tab.2.2. We can see that our method achieves the
highest recognition rate for all expressions and is thus robust to expression variations.

20

Chapter 3. Polarimetric Helmholtz Stereopsis
3.1.

Introduction

Reconstructing 3D surfaces from 2D images is a long-standing ill-posed problem in computer vision. The complex surface reflectance properties of real-world objects make the
problem highly challenging. All existing methods are limited to certain types of surface
reflectance. For example, passive techniques examine the optical appearance of a surface under non-tightly focused illumination (e.g., a distant light source) and often assume
photo-consistency or Lambertian reflectance model for 3D reconstruction.
Helmholtz Stereopsis (HS) [37] is a 3D reconstruction technique that can recover surfaces with arbitrary and unknown reflectance. HS exploits the symmetry of surface reflectance; this is accomplished by using reciprocal image pairs (minimal three) that are
captured with exchanged camera and light source positions. The reciprocity property
guarantees that the relationship between the intensities at corresponding pixels depends
only on the surface shape, and is independent of surface reflectance.
In this chapter, we present a novel method we call polarimetric Helmholtz Stereopsis
(polar-HS), which extends the classical HS by considering the polarization state of light
in the reciprocal paths. We investigate the reciprocity relationship when the polarization
states of incident and outgoing light are unrestricted (in which case the original Helmholtz
reciprocity property cannot be directly applied). We derive a transpositional reciprocity
relationship based on the Stokes-Mueller formalism, and formulate a reciprocity constraint
for depth and normal estimation. We also exploit polarimetric cues under different types
of reflections. We propose a new polarimetric image decomposition method that allows
us to apply the polarimetric constraints under different circumstances. By combining the
reciprocity and polarimetric constraints, our method can recover the surface depth and
normal with only one reciprocity pair, which greatly simplifies the capture process. Unlike
This chapter previously appeared as Yuqi Ding, Yu Ji, Mingyuan Zhou, Sing Bing Kang, Jinwei Ye.
“Polarimetric Helmholtz Stereopsis.” In IEEE/CVF International Conference on Computer Vision (ICCV),
pp. 5017-5026. IEEE. 2021. Reprinted with permission
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Table 3.1. A comparison of classical 3D reconstruction methods.
Method
MVS
PS
SL
SfP
HS
polar-HS

Min #
Inputs
2
3
> 10
3
6
4

Surface
Assumption
Lambertian
Lambertian
Arbitrary
Dielectric
Arbitrary
Arbitrary

Accuracy
Moderate
High
High
Low
Moderate
High

other one-pair HS methods [38, 39] that assume continuous parametric depth functions,
polar-HS works for discontinuous depth and does not require priors on surface geometry
and material properties.
We validate our method with both synthetic and real experiments. We build a real
polar-HS acquisition system with a rotating wheel to allow exchange of camera and light
source positions. We perform experiments on objects with various shapes and reflectances,
and on different composite scenes. Results show that our method is state-of-the-art.
3.2.

Related Work

We first briefly review physics-based methods for 3D shape recovery before focusing on
two specific classes of methods that are most relevant to our work: reciprocity-based and
polarization-based. Table 4.1 summarizes a comparison of our method (polar-HS) with
classical methods.
Table 3.1 compares our method with classical 3D reconstruction methods. Readers can
find more about these methods in the following references: multiview stereopsis (MVS) [40],
photometric stereopsis (PS) [41], structured light (SL) [42], shape-from-polarization (SfP)
[43], and Helmholtz stereopsis (HS) [37]. In this table, we assume all classical methods
use a traditional camera, whereas our method (polar-HS) uses a polarization camera. It is
worth noting that the minimum number of input for SfP is 1 when a polarization camera is
used. However, the reconstruction accuracy is low. In our method, the minimum number
of input is 4 (one reciprocal pair) because we need to capture two images under 0◦ and 90◦
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linearly polarized lighting at each camera position in the pair. In addition, we would like
to make it clear that the accuracy of MVS is moderate when the number of input images is
small. The method is capable of high accuracy when given a large number of images (more
than 10) captured from different viewpoints.
We are aware that in recent years, many learning-based methods are proposed for 3D
reconstruction from a single and/or multiple images [44, 45]. These methods are usually
augmented with data prior by training on a labeled dataset. In contrast, our method
relies exclusively on the captured data and uses physical constraints for reconstruction.
Therefore, we only compare with the physics-based methods that are more relevant to our
approach in Table 3.1.
3.2.1.

Physics-based Shape Recovery

Physics-based techniques examine the optical appearance of a surface under certain
illumination mode and often assume photo-consistency or Lambertian reflectance model
for 3D reconstruction. We can categorize the techniques as passive or active based on the
illumination mode. Passive methods use unknown and non-tightly focused illumination
(e.g., a distant light source). Notable examples include multi-view stereo [40, 46, 47] and
structure-from-motion [48–50]. As passive methods heavily rely on the object’s intrinsic
appearance for feature matching, they are ineffective on textureless surfaces. Active techniques use known and controlled illumination as a probe; examples include photometric
stereo [41, 51, 52], time-of-flight [53–55], and structured light [42, 56–58]. These methods
can produce dense 3D reconstruction, but are usually sensitive to view-dependent specularity and the inter-reflection caused by concave surfaces. All these methods have limitations
due to the complex reflectance of real-world surfaces..
3.2.2.

Helmholtz Stereopsis (HS)

The method is first introduced by Zickler et al. [37]. It is an active approach that is
capable of recovering surfaces with arbitrary reflectance. Much progress has subsequently
been made to improve the original HS. Tu and Mendonça [39] solve HS with a single pair by
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assuming a piece-wise linear curve constraint. Zickler et al. [38] formulate a PDE constraint
by assuming C 1 continuity in depth, so as to perform HS under a binocular setting. Jankó
et al. [59] introduce a general radiometric calibration method for HS. Delaunoy et al. [60]
extend HS to full-body scanning by using variational approach to optimize over the entire
surface. Weinmann et al. [61] combine HS with a structured light technique to improve the
reconstruction accuracy. Mori et al. [62] introduce an integration-based Helmholtz condition which reduces the noise sensitivity of HS. Roubtsova and Guillemaut [63, 64] derive
a Bayesian framework for HS optimization, and use color multiplexing to simultaneously
capture the reciprocal pair in order to handle dynamic scenes. Our method extends HS
by expanding the reciprocity constraint to polarimetric reflectance and incorporating the
polarimetric cues for more accurate 3D reconstruction.
3.2.3.

Shape-from-Polarization (SfP)

This class of methods model the surface normal using the degree or angle of polarization. The surface’s refractive index is usually assumed to be known. Miyazaki et al. [65]
and Atkinson and Hancock [66] leverage the diffuse polarization for shape estimation. Rahmann and Canterakis [67] propose a specular polarization model and apply it on reflective
surfaces. SfP methods usually suffer from the azimuth angle ambiguity which may cause
the normal estimation being flipped. To resolve this ambiguity, additional shape priors or
visual cues (such as convexity prior [65, 68], boundary normal prior [66], shading cues [69],
photometric cues [70, 71], and multi-spectral measurements [72]) are combined with the
polarization model. Smith et al. [43, 73] use SfP to solve for surface height to mitigate
the angular ambiguity. Many works use SfP to recover fine surface details given a coarse
shape estimated from another technique, such as multi-view stereo [74–76], photometric
stereo [77, 78], space carving [79], structure-from-motion [80], or RGB-D sensors [81, 82].
Beak et al. [83] jointly estimate the polarimetric reflectance and the surface geometry. Ba et
al. [84] propose a data-driven approach that estimates the surface shape from polarimetric
images with a deep neural network.
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3.3.

Helmholtz Stereopsis

Helmholtz stereopsis (HS) [37] works by exploiting the symmetry of surface reflectance. It
uses several reciprocal image pairs with exchanged camera and light source positions to
estimate surface normal and depth. Let Oa ∈ R3 and Ob ∈ R3 be two 3D positions. A
reciprocal image pair I = {Ia , Ib } is captured by swapping the camera and light source
at Oa and Ob (i.e., Ia is captured with the light source at Oa and the camera at Ob ; Ib is
captured with the light source at Ob and the camera at Oa ). Given a point on the object
surface, the goal is to estimate its 3D position P and normal vector n.
Let f (i, o) be the bidirectional reflectance distribution function (BRDF) of the surface
point. f is calculated as the ratio of the outgoing radiance (along the direction o) and
the incident irradiance (along the direction i). The Helmholtz reciprocity indicates that
f is symmetric about the incident and outgoing directions, i.e., f (i, o) = f (o, i). Let
va = (Oa − P )/∥Oa − P ∥2 and vb = (Ob − P )/∥Ob − P ∥2 be two unit directions from P to
Oa and from P to Ob . The two intensity images in the reciprocal pair can be formulated as
Ia = f (va , vb )Eρa (va · n),

(3.1)

Ib = f (vb , va )Eρb (vb · n),
where E is the light source intensity, ρa = 1/||Oa − P ||2 and ρb = 1/||Ob − P ||2 are distance
attenuation factors, and va · n = cos θa and vb · n = cos θb are angular fall-off factors.
By dividing the above two equations, we eliminate the light source intensity E and the
surface BRDF (noting that f (va , vb ) = f (vb , va )). We thus obtain the following reciprocal
constraint that regularizes depth and normal with respect to the reciprocal image pair:
(Ia ρb vb⊤ − Ib ρa va⊤ )n = 0.

(3.2)

Given a pre-calibrated camera and light source positions (Oa and Ob ), the surface
position P and normal n can be solved with at least three reciprocal pairs. This is because
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given an estimated P , we need at least three equations to uniquely solve for n ∈ R3 .
3.4.

Proposed Method

Our polarimetric Helmholtz stereopsis (polar-HS) uses a linearly polarized light source and
a polarization camera to acquire the reciprocal image pair. Our images therefore embed the
polarization state of light. Note that the original Helmholtz Reciprocity Principle restricts
its applicability to corresponding polarization states for incident and outgoing light [85]
(i.e., when the light path is reversed, the polarization states of the two light beams should
also be interchanged). It cannot be directly applied to unrestricted representations of the
polarization states. We derive the reciprocity relationship under the unrestricted cases,
and use it as a constraint for surface reconstruction (Section 3.4.1).
We introduce polarimetric constraints that are dependent on the surface reflection types
(i.e., specular polarized, diffuse polarized, and diffuse unpolarized), and propose a new
image separation method to enable the usage of the polarimetric constraints (Section 3.4.2).
An optimization framework is used to jointly estimate the surface normal and depth by
combining the reciprocity and polarimetric constraints (Section 3.4.3).
3.4.1.

Polarimetric Reciprocity

We use the Stokes vector to describe the polarization states. A Stokes vector has four
components: S = [S(0), S(1), S(2), S(3)]⊤ , where S(0) specifies the radiant intensity of
light (equivalent to the intensity image), S(1) specifies the preference of horizontal to vertical linear polarization, S(2) specifies the preference of 45◦ to 135◦ linear polarization, and
S(3) specifies the preference of right to left circular polarization. Additional constraints
on Stokes vector values are: 1) S(0) ∈ R+ , 2) S(1), S(2), S(3) ∈ [−S(0), S(0)], and 3)
S(0)2 ≥ S(1)2 + S(2)2 + S(3)2 . Note that a Stokes vector is relative to the selection of
reference axes (i.e., a two-dimensional orthogonal basis on the wave plane that is perpendicular to the light’s propagation direction). Here we assume linearly polarized light.
We use the same configuration as the standard HS, except that the light source is
linearly polarized with Stokes vector Sl and the camera is polarization-sensitive so that it
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Figure 3.1. Configuration of the polarimetric Helmholtz stereopsis.
can measure the Stokes vectors of the light received. Fig. 3.1 illustrates our configuration.
Given a reciprocal Stokes vector pair S = {Sa , Sb }, Sa is measured with the light source at
Oa and the camera at Ob , and Sb with swapped light source and camera positions. Similar
to the standard HS, we can formulate the Stokes vectors measured by the camera (Sa and
Sb ) with the polarimetric surface reflectance along with the distant and angular fall-off
factors as
Sa = M (va , vb )Sl ρa (va · n),

(3.3)

Sb = M (vb , va )Sl ρb (vb · n).
The 4 × 4 matrix M (Mueller matrix) represents the polarimetric surface reflectance that
describes how the Stokes vector is changed after reflection.
Now the question is: does M still follows the same reciprocal relationship as the BRDF
(i.e., M (va , vb ) = M (vb , va )) when the Stokes vectors of the incident and reflected light
are represented under arbitrary (or unrestricted) reference axes? The original Helmholtz
Reciprocity Principle [86] is as follows:
Theorem 1 (Helmholtz Reciprocity). Suppose a certain amount of light J leaving the point
A in a given direction is polarized in a, and that of this light, the amount K arrives at point
B polarized in b. Then, when the light returns over the same path, and the quantity of light
J polarized in b proceeds from the point B, the amount of this light that arrives at point A
polarized in a will be equal to K.
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Theorem 1 has restricted applicability on corresponding polarization states for incident
and outgoing light (i.e., when the light path is reversed, the polarization states of light
should also be interchanged). In reality, it is hard to acquire the Stokes measurement
under this restricted circumstance. For example, both the camera and light source have
their own Stokes representation under local reference axes. It is impractical to exchange
their Stokes reference axes when their positions are swapped. We therefore derive a new
reciprocity relationship when the representation of polarization state is unrestricted (i.e.,
the polarization states of incident and outgoing light are not interchangeable due to different
reference axes). Our reciprocity relationship is stated as follows:
Lemma 1.1. When the two light beams in a reversible path are represented by Stokes vectors
with reference axes that are associated with the light beams, the reciprocity relationship can
be expressed as a transposition of the Mueller matrix that correlates the two Stokes vectors.
Proof. Consider two light beams with Stokes vectors Si and So that propagate along directions i and o, respectively. Both Si and So are represented in their local reference axes
bi = {xi , yi } and bo = {xo , xo } (where {xi , yi } and {xo , xo } are two pairs of orthogonal
axes on their respective wave plane). Let M be the Mueller matrix that correlates Si and
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So . We can write the following equations:

So = M (i, o)Si ,

Si = M (o, i)So .

(3.4)

As bi and bo are associated with the light beams and are switched when the light path
is reversed, Theorem 1 cannot be directly applied to describe the reciprocity relationship
between M (i, o) and M (o, i).
In order to apply Theorem 1, we define a global reference basis bg = {xg , yg } and
transform the two Stokes vectors from their local references to the global reference (see
Fig. 3.2). The global reference axes are defined as: yg = i × o, xg = yg × i for path i, and
xg = yg × o for path o. The global reference axes satisfy the condition of Theorem 1 as it
is associated with the paths instead of the light beams.
By multiplying the Mueller matrices that rotate the local references to the global one,
we obtain two new Stokes vectors Si′ and So′ that are represented in the global reference
axes: Si′ = Mr (Φi )Si and So′ = Mr (Φo )So . Φi and Φo are the angles spanned by yi and yg ,
and yo and yg , respectively. Let M ′ be the Mueller matrix that correlates Si′ and So′ . Thus
M ′ satisfies the reciprocity relationship described in Theorem 1: M ′ (i, o) = M ′ (o, i) = Mf ,
leading to
So′ = Mf Si′ ,

Si′ = Mf So′ .

(3.5)

By substituting Si′ and So′ with Si and So (respectively) in Eq. 3.5, we have
So = Mr−1 (Φo )Mf Mr (Φi )Si ,
Si =

(3.6)

Mr−1 (Φi )Mf Mr (Φo )So .

Using the definitions for So and Si in Eq. 3.4, Eq. 3.6 becomes
M (i, o) = Mr−1 (Φo )Mf Mr (Φi ),
M (o, i) = Mr−1 (Φi )Mf Mr (Φo ).
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(3.7)

Since the rotational Mueller matrices are orthonormal (i.e., Mr−1 = Mr⊤ ) and Mf
is diagonally symmetric (i.e., Mf = Mf⊤ ) [87], we can derive the following reciprocity
relationship in the form of transposition:
M ⊤ (i, o) = (Mr−1 (Φo )Mf Mr (Φi ))⊤
= Mr−1 (Φi )Mf Mr (Φo )

(3.8)

= M (o, i).

Sekera [88] derives a transpositional reciprocity relationship similar to Lemma 1.1 in
the scattering processes.
Reciprocity Constraint. As the Stokes vectors of the camera and light source are observed in their local reference axes, the surface reflectance Mueller matrix M follows the
transpositional reciprocity according to Lemma 1.1: M ⊤ (va , vb ) = M (vb , va ). By substituting this reciprocity relationship into Eq. 3.3 and eliminating M , we obtain the following
reciprocity constraint:
(Sa ⊗ Slg ρb vb⊤ − Slg ⊗ Sb ρa va⊤ )n = 0.

(3.9)

where Slg is the transpose of the pseudoinverse of Sl ; ⊗ is the Kronecker product.
We use Eq. 3.9 to estimate surface depth (ρa,b and va,b are derivable from depth) and
normal n in an iterative way when given reciprocal Stokes vector pair S = {Sa , Sb } and
pre-calibrated light source Stokes vector Sl . More details on the optimization algorithm
can be found in Section 3.4.3. Given a depth estimation, we need at least three equations
to uniquely solve for the n ∈ R3 .
The standard HS generates the three equations from three reciprocal pairs. In our
polarimetric case, we obtain two equations for one reciprocal pair by changing the polarization state of light source, because our reciprocity constraint (Eq. 3.9) is dependent on
the light source (while the standard HS is not). The maximum number of independent
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Figure 3.3. The proposed polarization image decomposition.
equations we can obtain for one pair is two. This is because two dot products (i.e., va · n
and vb · n) reduce the terms that involve the normal to scalars.
In principle, if we use only the reciprocity constraint, we would need at least two reciprocal pairs (i.e., 4 equations) to solve for the depth and normal. However, because the
observed polarization states are directly related to the surface geometry and reflectance
type, we use the polarimetric constraints (Section 3.4.2) to formulate one additional independent equation on normal. This means that we can estimate depth and normal using
only one reciprocal pair.
3.4.2.

Polarimetric Cues

We consider the polarimetric constraints under different types of reflected light. We
decompose the measured Stokes vectors into three components of different reflection and
polarization characteristics (i.e., specular vs. diffuse, polarized vs. unpolarized), and then
derive a specific polarimetric constraint for each type of reflection.
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Polarimetric Image Decomposition. The problem has been studied in polarizationbased specularity removal [89–91]. An image is often decomposed into a specular component
and a diffuse component, depending on the polarization status. It is commonly assumed
that the specular component is polarized while diffuse is unpolarized. However, as shown
in [66], diffuse reflection also exhibits useful polarimetric characteristics that regularize
the surface normal. Here we propose a new decomposition formulation that separates
the observed Stokes vectors (S) into three components: specular-polarized (Ssp ), diffusepolarized (Sdp ), and diffuse-unpolarized (Sud ):

S = Ssp + Sdp + Sdu .

(3.10)

Suppose we have two linearly polarized light sources with the same intensity but perpendicular angles of polarization. Without loss of generality, we assume their angles of
polarization are 0◦ and 90◦ . Their Stokes vectors are Sl0 and Sl90 , respectively. Note that
these light sources can also provide us the two reciprocity constraints. Let S 0 be the Stokes
vector reflected from a surface point and observed by the camera when light source is Sl0 ,
and S 90 is observed under Sl90 (see Section 3.4.1 for composition and properties of the Stokes
vector). Here we assume S 0 and S 90 are linearly polarized (i.e., S 0 (3) = S 90 (3) = 0).
We now show how S 0 can be decomposed; S 90 can be similarly decomposed. For
notation simplicity, we drop the superscript for degree in the decomposition components
(Ssp , Sdp , and Sdu ). Since the light sources’ angles of polarization are crossed by 90◦ , the
polarization parameters in Sl0 and Sl90 have the following relationship:
Sl0 (2) + Sl90 (2) = 0.

Sl0 (1) + Sl90 (1) = 0,

(3.11)

Since the specular reflection is always fully polarized and its angle of polarization is the
same as that for the light source, we use this relationship to cancel out the polarization
parameters in Ssp by adding S 0 and S 90 . Since Sdu is unpolarized, it has only the intensity
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parameter: Sdu = [Sdu (0), 0, 0, 0]⊤ . The polarization parameters in S 0 + S 90 are then solely
related to Sdp , yielding
S 0 (1) + S 90 (1)
S 0 (2) + S 90 (2)
Sdp (1) =
, Sdp (2) =
.
2
2

(3.12)

The polarization parameters in Ssp are computed as
Ssp (1) = S 0 (1) − Sdp (1),

Ssp (2) = S 0 (2) − Sdp (2).

(3.13)

We calculate S(0) for both Sdp and Ssp using the Stokes vector constraint S(0)2 = S(1)2 +
S(2)2 + S(3)2 , as the two components are fully polarized. Finally, we compute the intensity
of Sdu as
Sdu (0) = S 0 (0) − Ssp (0) − Sdp (0).

(3.14)

Using Eqs. 3.12-3.14, we can decompose a reflected Stokes vector into three components.
Fig. 3.3 shows an example of our decomposition.
Polarimetric Constraints. Both the specular and diffuse polarized reflections can regularize the surface normal. According to Fresnel’s equations, the specular reflection is
dominated by s-polarized light, whose angle of polarization is perpendicular to the reflection plane (i.e., the plane formed by the surface normal and the reflected light). This
happens when the incident light is not oblique to the local surface. In the diffuse reflection
case, the angle of polarization has a 90◦ phase shift [66] which means that the vibration
direction lies on the reflection plane. Therefore, by projecting the angle of polarization and
surface normal onto the image plane, we can formulate the two constraints for the diffuseand specular-polarized reflections:

[sin(ϕ), − cos(ϕ), 0]n = 0,

(3.15a)

[sin(ϕ + 90◦ ), − cos(ϕ + 90◦ ), 0]n = 0,

(3.15b)
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where ϕ = arctan(Sdp (2)/Sdp (1))/2 is the angle of polarization in the diffuse case. Eq. 3.15a
is the constraint for diffuse-polarized reflection. Eq. 3.15b is for the specular-polarized case,
whose angle of polarization is shifted 90◦ .
Similar constraints are used in [43,73]. However, most methods directly use the overall
Stokes vector to compute the angle of polarization. We empirically show that we are able
to estimate a more accurate angle of polarization by using the diffuse-polarized component.
In order to use the polarimetric constraints, we threshold Ssp (0) to a binary mask that
indicates the specular pixels. We use Eq. 3.15b as the additional constraint for the specular
pixels, and Eq. 3.15a for all other pixels considered diffuse.
3.4.3.

Depth and Normal Estimation

By combining the reciprocity and polarimetric constraints, we can form a linear system
for the surface normal n, i.e., W(d)n = 0; this is similar to the standard HS [37]. The
coefficient matrix W is a function of the surface depth d, and we solve for d and n.
We first optimize the depth. Given the true depth d∗ , the rank of W(d∗ ) should be 2, so
that the surface normal n will be uniquely determined. If the depth value is incorrect, the
rank of W will be greater than 2. This indicates that if we apply SVD on W: W = U ΣV ⊤ ,
where Σ = diag(σ1 , σ2 , σ3 ), σ1 ≥ σ2 ≥ σ3 , the ratio σ2 /σ3 will be infinitely large at the true
depth d∗ . Thus, we use the exponential decay function proposed in [64] as our data term
for depth estimation:
Edata (d) = exp(−µ

σ2 (d)
),
σ3 (d)

(3.16)

where µ = 0.2 ln(2) [64]. We also use a smoothness term to reduce noise in the depth
estimation :
Esmooth (d) =

X

min(∥dp − dq ∥, K),

(3.17)

(p,q)∈N

where p and q are two pixels in the neighborhood N ; K is a truncation threshold that
prevents the discontinuous depths from being smoothed. The combined cost function for
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Figure 3.4. Normal reconstruction with synthetic data.
depth estimation is:
d∗ = argmin

X
(Edata + λEsmooth ),

(3.18)

d

where λ is a balancing weight. In our experiments, we use λ = 0.01. We use graph-cut [92]
to solve the depth as a multi-labeling problem.
Once the depth values are estimated, we can solve the normal n using W(d)n = 0. We
then iteratively refine the depth and normal with the following steps: 1) we apply Poisson
integration on n to obtain a new set of depth d′ ; 2) we use d′ as an additional guidance in
Eq. 3.18 to optimize the depth with a finer depth interval; 3) we use the estimated depth to
form W(d) and solve for the normal again. We use the normal difference to decide whether
the refinement has converged. In our experiments, it usually converges after two iterations.
3.5.

Experiments

We validate our method with both synthetic and real experiments on scenes with various
shapes and reflectance. All our experiments are run on a laptop computer with Intel Core
i7-8750H processor (2.2GHz) and 16GB memory. Our surface reconstruction algorithm
is implemented in Matlab without acceleration. The running time of our reconstruction
algorithm is about 20 mins for one pair, 23 mins for two pairs, and 26 mins for three pairs.
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The execution time does not increase significantly with the number of reciprocal pairs. This
is because the pair number affects only the dimension of the coefficient matrix W. The
complexity of the graph-cut-based depth optimization does not increase when more pairs
are used. Instead, the computation overhead on using more numbers of pairs mainly come
from accessing data and the SVD decomposition of W.
3.5.1.

Synthetic Experiments

We use the Mitsuba 2 renderer1 to simulate polarimeric images as captured by a polarization camera. Specifically, we use the polarized rendering mode to simulate four directional polarization images: I 0 , I 90 , I 45 , and I 135 (each with resolution 500 × 500). In the
1

https://www.mitsuba-renderer.org
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polarized rendering mode, the renderer will track the full polarization state of light during
simulation. The system configuration mirrors our real experimental setup. We use the
real-captured KAIST pBRDF dataset [93] to model the polarimetric surface reflectance.
We test on a variety of 3D models and surface reflectance. Fig. 3.4 shows our rendered
images and recovered normal maps with two reciprocal pairs. We evaluate the reconstruction with per-pixel angular errors and the mean angular error (MAE). Fig. 3.5 shows our
normal and 3D surface reconstruction results on four additional 3D models. We show the
rendered model in conventional rendering mode, rendered directional polarization images
that emulates the data captured by a polarization camera, our recovered normal map and
3D surface.
Ablation on Material Types. We use different pBRDFs provided by the KAIST dataset
on a sphere object to test our performance with respect to the material types. Fig. 3.6
shows recovered normal maps and cross-sections of the recovered shapes. Tab. 3.2 reports
the MAE of normal estimation for different types of materials. We can see that the onepair results are sensitive to the material type as the polarized reflection of some materials
(e.g., mint silicone) is weak, which results in the angle of polarization being highly noisy
and unreliable. The two-pair results are more robust as the reciprocity constraint alone
provides sufficient regularization.
Ablation on Noise Levels. We evaluate our method with respect to different levels of
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Table 3.2. Mean angular error (in degree) of different types of materials.
Materials
Spectralon
Chrome
Gold
Black Billiard
ZrO2
Plastic POM

1-Pair
17.6963
20.0153
18.0669
18.4281
8.5610
8.8094

2-Pair
2.2087
9.4524
7.5412
6.0594
1.0912
0.8978

Table 3.3. Mean angular error (in degree) of the noise levels.
SNR/dB

Method
HS (3-pair)
polar-HS (1-pair)
polar-HS (2-pair)

10

20

30

40

23.41
14.71
19.16

13.59
8.05
6.43

8.05
6.53
2.14

6.87
6.27
0.95

noise. In this experiment, we use a sphere object with the “white billiard” material. We
add Gaussian white noise to the rendered images and use the signal-noise ratio (SNR) to
quantify the noise level (smaller SNR number indicates higher noise level). We evaluate
the reconstruction using MAE of the normal estimation. We test our method (polar-HS)
using one and two reciprocal pairs respectively, and compare with the standard HS that
uses three pairs. The results are reported in Table 3.3. We can see that both our one-pair
and two-pair methods are more accurate than the three-pair HS, and less sensitive to noise.
3.5.2.

Real Experiments

System Construction.

As shown in Fig. 3.7, our acquisition system consists of a

monochrome polarization camera (FLIR Blackfly S Polar-Mono) and a pico projector (Sony
MP-CL1A) as point light source. The polarization camera captures four directional polarization images (i.e., I 0 , I 90 , I 45 , and I 135 ) in one shot as its sensor has on-chip polarizers2 .
The camera uses a 25mm F/5.6 lens. The exposure time we use is 800 ms. With the four
directional polarization images captured by the camera, we can compute the Stokes vector
2

https://www.sony-semicon.co.jp/e/products/IS/industry/technology/polarization.html
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as S(0) = I 0 + I 90 , S(1) = I 0 − I 90 , and S(2) = I 45 − I 135 . Note that since we consider
only linear polarization states, S(3) = 0.
We mount a linear polarizer in front of the projector to generate polarized light. The
camera and projector are mounted on a rotating wheel so that their positions can be
precisely exchanged. The distance between the camera and light source is around 17.5 cm.
All moving parts of our system (i.e., the rotating wheel and the light source polarizer)
are controlled with motorized rotators; our acquisition procedure is fully automated. The
distance between our capture system and the scene is about 50 cm. This distance is chosen
based on the camera focal length. The sizes of objects captured are between 5 to 25 cm.
System Calibration. Both the camera and projector are calibrated geometrically and radiometrically. For geometric calibration, we measure the intrinsic and extrinsic parameters
of the camera and projector [94] in order to extract their relative positions. For radiometric calibration, we compensate for light anisotropy and camera response function using
the method of Jankó et al. [59]. We also calibrate the light source polarization state with
respect to the camera’s. Specifically, we place a mirror in front of the acquisition system
to allow the camera to capture an image of the light source. We then turn the polarizer in
front of the light source and observe the polarization image captured by the camera. When
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I 90 is at its darkest, we consider the light source’s angle of polarization to be 0◦ . When I 0
is at its darkest, we consider the light source’s angle of polarization as 90◦ .
Acquisition Procedure. A reciprocal pair is captured by rotating the wheel 180◦ . At
each position in the pair, we capture two polarization images under 0◦ and 90◦ polarized
light by turning the polarizer in front of the light source. Hence, we have 4 polarization
images in a reciprocal pair (captured under two camera positions and there are two lighting
conditions in each position). Each polarization image can be decoded into four directional
components (i.e., I 0 , I 90 , I 45 , and I 135 ). The total acquisition time of one reciprocal pair
is about 2 minutes. Additional reciprocal pairs can be captured by rotating the wheel to a
new position and repeating this procedure.
Polarimetric Image Decomposition. Here we show decomposition results of objects
made with different materials. In Fig. 3.8, we show the intensity image (before decomposition), the three composed components (i.e., specular-polarized, diffuse-unpolarized, and
diffuse-polarized), as well as the angle of polarization (AoP) computed with the diffusepolarized component (“diffuse AoP”) in comparison with the AoP computed with the image before decomposition (“overall AoP”). We can see that the diffuse AoP computed with
diffuse-polarized component better encodes the surface normal. However, this property
varies among materials.
Quantitative Evaluation. We quantitatively evaluate our method on two real scenes: a
billiard ball (59mm diameter) and a cardboard corner (corner angle of 110◦ ). We compare
the normal and surface reconstruction of our method with one pair and two pairs, and the
standard HS with three pairs. The scene settings and the reconstruction results are shown
in Fig. 3.9. We report the MAE of recovered normals, and compare the recovered shapes in
cross-sections. Our one-pair reconstruction results have large errors at oblique polarization
angles (i.e., ϕ = 90◦ ) where the polarimetric constraint becomes unstable. However, our
two-pair results are highly accurate in both scenes.
Qualitative Evaluation. We test our method on a variety of scenes with different types
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of reflectance, ranging from purely diffuse to highly specular. Fig. 3.10 shows comparisons
between our one-pair and two-pair reconstruction results. We can see that our one-pair
reconstruction results has significant errors when the AoP is close to 90◦ this is where the
polarimetric constraint becomes unstable. By comparison, the two-pair results are able
to recover fine surface details such as the bird feather and folded paper texture on the
dinosaur. Here we demonstrate the two-pair results as they are more accurate than onepair ones. Some are composite scenes that contain multiple surfaces types. Fig. 3.11 shows
our recovered surfaces. We can see that our recovered surfaces preserve fine geometric
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Figure 3.9. Quantitative evaluation on real scenes.
details (for example, bandage on the statue and beard of the gnome). Our method also
works for concave scenes that do not exhibit very strong interreflection (for example, the
soap dish and bunny ears).
We also compare our method against classical 3D reconstruction methods: shapefrom-polarization (SfP) [43], structured light (SL) [42], photometric stereo (PS) [41], and
standard HS [37] with three pairs. We show visual comparison results on an orange scene in
Fig. 3.12. The overall shapes of our one-pair and two-pair results are closer to the structured
light scanned result (SL). Our method is also able to recover more surface details than SL.
Failure Examples. Fig. 3.13 shows two failure examples on transparent and concave
surfaces with strong inter-reflection. The toy car windows are made of transparent acrylic
glass. Our reconstruction fails at the window glasses because the reflected light is weak.
The bowl scene has strong inter-reflection that results in caustic patterns formed on the
surface, which our system is unable to handle as well.
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Figure 3.11. Surface reconstruction results on composite scenes.
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Chapter 4. Polar-Photometric Stereo under Natural Illumination
4.1.

Introduction

Both photometric stereo and shape from polarization are vulnerable to environment lighting. Photometric stereo estimates surface normal from images captured under different
lighting conditions. As lighting directions need to be known, photometric stereo is usually
performed in dark room with calibrated and controlled illumination. Much effort has been
made to generalize photometric stereo under uncontrolled environment light [95–97]. To
perform photometric stereo in the wild, the environment light needs to be altered at least
three times to provide sufficient photometric constraints. The environment maps of various
lighting conditions are usually captured with a light probe for lighting estimation. It’s very
challenging to perform photometric stereo without knowing the environment light, or with
less than three images.
Shape from polarization [43, 65, 66] estimates surface normal with shape-dependent
polarimetric cue (e.g., the angle or degree of polarization). One fundamental assumption
is that the object is illuminated by completely unpolarized light [66]. That is to say the
measured polarization is purely down to reflection from the object. As result, the AoLP
is highly relevant to the surface geometry. Although direct illumination from many light
sources (such as the sun, light bulb, etc.) is unpolarized, light becomes partially linearly
polarized after scattering, reflection and refraction. Therefore, environment lighting usually
has linearly polarized components, for instance, indirect illumination from a reflector (such
as wall, floor, table top, etc.). The linearly polarized light will affect AoLP measurements
from the object surface, making them unreliable for normal estimation.
In this chapter, we present method for estimating normal under unknown and uncontrolled natural illumination that combines the photometric and polarimetric cues (see
Fig. 4.1). To to boost the polarization cues corrupted by linearly polarized environment
light, we illuminate the object with two controlled light sources (one at a time). We use a
snap-shot polarization camera for acquisition. By analyzing the polarimetric reflectance, we
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Figure 4.1. Our normal estimation under natural illumination.
show that using circularly polarized source not only restores the normal-dependent AoLP,
but also allows the removal of specularity caused by the light source itself.
The two controlled sources also provide photometric constraints. To perform photometric stereo, we pre-calibrate the camera and light sources geometrically. The calibration
only needs to be performed once as the camera and light sources are rigidly mounted. The
environment lighting does not need to be known. Our method thus can be considered as
semi-calibrated. By combining with the polarimetric cue, we only need two photometric
constraints for normal estimation, which brings down the number of input images to two.
To mitigate the effect of uncontrolled environment light in photometric constraints, we estimate a lighting proxy map that emulates the complex environment light in an imaginary
dark room. We iteratively refine the normal and lighting estimation until convergence. We
perform experiments under various natural lighting conditions (both indoor and outdoor).
By comparing our normal estimation results with state-of-the-arts photometric stereo and
shape from polarization methods, we show that our method achieves good accuracy that
is comparable to photometric stereo with three or more light sources. In addition, our
method can be used in flexible environment.
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4.2.
4.2.1.

Related Work
Shape from polarization (SfP)

This class of methods use shape-dependent polarimetric cues, such as the angle of polarization [66] and degree of polarization [65], for 3D surface reconstruction. One basic
assumption is that the surface is illuminated by unpolarized light, such that the polarized light purely comes from surface reflection. Polarimetric features thus can be used
for normal estimation. As polarimetric cues are subjective to angular ambiguities, many
SfP methods assume additional priors, such as convexity prior [65, 68], smooth prior [67],
boundary normal prior [66], shading cues [69], and multi-spectral measurements [72], for
robust normal estimation. Polarimetric cues are often integrated with other classes of
methods to improve the reconstruction accuracy, for instance, multi-view stereo [74–77],
Helmholtz stereopsis [98], space carving [79], structure-from-motion [80], and commodity
depth sensors [81, 82]. Notably, Smith et al. [43, 73] propose a single-image method for
shape reconstruction under unknown lighting using polarimetric constraints. However, the
method suffers from strong “flattening” artifact (i.e., the recovered surface appears to be
flattened) and cannot generalize well to arbitrary environment lighting with high degree
of polarization. On the same vein as our approach, a few prior works combine SfP with
photometric stereo [70, 71, 77, 78, 99]. However, all these methods require controlled lighting conditions (e.g., in a dark room). In contrast, our approach can be used under natural
illumination. Although recent learning-based SfP methods [84, 100] claim to extend SfP
to natural environment, these methods require large number of training data and may not
be robust to unseen data. Ichikawa et al. [101] leverage the polarized sky for SfP, but the
polarization pattern of sky needs to be calibrated. In this work, we use controlled light to
boost reliable polarimetric features and do not need to calibrate the environment light.
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4.2.2.

Photometric stereo (PS) in the wild

PS methods use the shading variations under different lighting conditions for normal
estimation. Recovering surface normal is the traditional 3D reconstruction method that
has been applied in various applications. A fundamental assumption is that the surface
reflectance follows the Lambertian model. Classical PS uses controlled, calibrated (both
geometrically and photometrically) directional light sources and is usually performed in
a dark room [41, 102–106]. Much efforts has been made to extend PS to uncontrolled
natural environment. Some works leverage the natural outdoor illumination change during
a day to perform PS [107–109]. These methods usually take very long acquisition time
(e.g., more than a few hours). Some manually alter the environment lighting to create
shading variations and use a light probe (e.g., a chrome ball) to calibrate the environment
light [95, 96]. Some directly perform PS under uncalibrated natural lighting condition, but
these methods need to use parametric lighting model [51,110], coarse shape prior [110–112],
or more number of images (e.g., over 10) [111–114] for lighting estimation. In this work,
we reduce the number of shading variations to two by incorporating polarimetric cues and
we do not require knowing the environment light.
Table 4.1 compares our method with notable state-of-the-art methods in PS and SfP.
4.3.

Proposed Method

In this section, we present our method for estimating normal under natural illumination.
We first give an overview on our acquisition system and polarization image representation
(Sec. 4.3.1). We then show how to obtain reliable polarimetric and photometric constraints
under natural lighting conditions (Sec. 4.3.2 and 4.3.3). Finally, we iteratively refine the
surface normal via a constrained optimization (Sec. 4.3.4).
4.3.1.

Method Overview

The overall processing pipeline of method is shown in Fig. 4.2. Our acquisition setup
consists of a polarization camera and two circularly polarized light sources (see Fig. 4.3).
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Table 4.1. Comparisons between our method and state-of-the-arts.

Method

Category

Woodham et al.
PS
[41]
Hung et al.
PS
[96]
Mo et al.
PS
[97]
Smith et al.
SfP
[73]
Tozza et al.
PS+SfP
[99]
Ours

Min
Surface Type Lighting condition
Calibration Accuracy
Input #
controlled
3
Lambertian
fully calibrated High
light sources

PS+SfP

3

Lambertian

natural

fully calibratedModerate

10

Lambertian

natural

uncalibrated Moderate

1

Dielectric

natural

uncalibrated

2

Dielectric

controlled
uncalibrated Moderate
light sources
natural
Dielectric
semi-calibrated High
+ two known sources

2
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Unpolaried
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Dec
omp

Low
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Figure 4.2. Processing pipeline of our proposed method.
The setup needs a one-time geometrical calibration. The inputs to our method are two
polarization images, taken with the controlled lights turned on one at a time under natural
environment. By using the extra light sources, we are able obtain normal-dependent angle
of linear polarization (or AoLP) map that was downgraded by linearly polarized environment light. As our controlled lights provide photometric parallax, we can formulate two
photometric constraints using the Lambertian reflection model. As the overall reflection
is a combinatory effect of environment lighting and controlled source, we estimate a lighting proxy map that emulates the complex environment light in the dark to reduce the
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Figure 4.3. Our setup consists of a polarization camera and two light sources.
reflection caused by environment light. We iteratively refine the normal and lighting proxy
estimation with a constrained optimization. In sum, our method can estimate surface normal under natural lighting condition with two polarization images. Our method doesn’t
require calibrating the environment light.
Polarization Images. The inputs to our method are polarization images represented in
form of full-Stokes vectors: S = [S0 , S1 , S2 , S3 ]⊤ . S0 is essentially the intensity image. S1 to
S3 are parameters with range [−1, 1] (assuming that the intensity value S0 is normalized).
They indicate the state of polarization. Specifically, S1 specifies the preference of horizontal
to vertical linear polarization; S2 specifies the preference of 45◦ to −45◦ linear polarization;
and S3 specifies the preference of right to left circular polarization. The Stokes parameters
follow the constraint: S02 ≥ S12 + S22 + S32 (the equal sign is taken when the light is fully
polarized). For linearly polarized light, S3 = 0, while for circularly polarized light, S1 =
S2 = 0. We’ll later use these constraints for decomposing the overall image into various
polarized components.
4.3.2.

Polarimetric Constraint

Under unpolarized illumination, the polarized reflection, being solely determined by
the reflector’s surface, is highly relevant to the surface geometry. Specifically, we use the
angle of linear polarization (AoLP) to regularize surface normal. AoLP ϕ ∈ [0, π] can be
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computed as ϕ = (tan−1 (S2 /S1 ))/2. By projecting both the surface normal and AoLP onto
the image plane, Smith et al. [43] formulate the polarimetric constraint as linear equation.
For diffuse reflection, the two projected vectors are collinear. Thus we have

[sin(ϕ), −cos(ϕ), 0]n = 0,

(4.1)

where n = [nx , ny , nz ]⊤ is surface normal.
For specular reflection, as the AoLP is shifted by 90◦ , we use ϕ + π/2 in place of ϕ and
have
[sin(ϕ + π/2), −cos(ϕ + π/2), 0]n = 0.

(4.2)

As specular reflection is usually brighter and have higher degree of polarization, we
use thresholding to separate the diffuse and specular pixels in order to apply their specific
polarimetric constraint.
Although direct illumination from natural light sources (such as the sun, light bulb,
etc.) is unpolarized, light becomes partially linearly polarized after interacting with objects
in the scene. Therefore, the environment light usually has linearly polarized components,
for instance, indirect illumination from some object (such as wall, floor, table top, etc.).
As shown in Fig. 4.4, the linearly polarized environment light largely affect the geometrydependent AoLP, making the AoLP measurement unreliable for normal estimation.
In order to overcome the effect of linearly polarized environment light, we shine controlled lighting on the object to obtain reliable AoLP. As our two controlled light sources
are close to the target object, their reflections are dominant over that of the environment
light.
Choice of Light Source. A straight-forward choice of light source would be an unpolarized one, as polarized reflection of unpolarized light is determined by surface geometry.
Although being a viable option, we find a better choice is to use circularly polarized light.
Same as unpolarized light, circularly polarized light wouldn’t affect the geometry-dependent
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Figure 4.4. The comparison between different AoLP.
AoLP, as its Stokes parameters on linear polarization are zero (i.e., S1 = S2 = 0). It has
another advantage of being able to remove the specular highlight caused by the light source
itself (see details in Polarimetric Image Decomposition). It therefore also benefit the use of
photometric constraint. The downside is that circular polarization cannot be directly measured by commercial polarization cameras as they only linear polarization filters. One needs
to rotate a retarder in front of the polarization camera to measure the Stokes parameter
on circular polarization (i.e., S3 ). is need to measure with retarder. But with full-Stokes
polarization camera being developed [115], single-shot circular polarization measurement
can be made possible.
AoLP Fusion. As we turn on the controlled light one at a time, we can only boost the
AoLP on one side of surface facing towards the light source in the direct measurement. We
therefore fuse the two AoLP maps to combine the reliable measurements. The fusion is done
by comparing the intensity of the two polarization images and adopt the AoLP of the one
with higher intensity value. Fig. 4.4 compares AoLP map of a sphere obtained in different
lighting conditions. We can see AoLP map under environment light (without our controlled
light) is downgraded, especially by the ground reflection, which is linearly polarized. By
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using external lighting, we can boost the AoLP on one side of the surface. Our fused AoLP
map apparently combines the reliable AoLPs for the two direct measurements. There are
regions inconsistent with the ground truth diffuse AoLP map (calculated by Eq. 4.1). These
are caused by specular reflection of direct light sources. We consider these pixels as specular
and use Eq. 4.2 for polarimetric constraints.
Polarimetric Image Decomposition. We decompose the polarization image into three
components according to the polarization state: circularly polarized, linearly polarized,
and unpolarized.
S = S c + S l + S u,

(4.3)

where S = [S0 , S1 , S2 , S3 ]⊤ is the overall polarization image; S c = [S0c , 0, 0, S3c ]⊤ is the
circularly polarized component; S l = [S0l , S1l , S2l , 0]⊤ is the linearly polarized component;
and S u = [S0u , 0, 0, 0]⊤ is the unpolarized component.
It’s easy to see that
S1 = S1l , S2 = S2l , and S3 = S3c .

(4.4)

By applying the intensity constraint of the Stokes parameters, we have
S0c

=

|S3c |

and

S0l

q
= (S1l )2 + (S2l )2 .

(4.5)

Finally, we compute the unpolarized component as
S0u = S0 − S0c − S0l .

(4.6)

As only our controlled light source is circularly polarized, S c separates the specular
reflection from the controlled source. We use the linearly polarized component S l to compute AoLP and DoLP. The unpolarized component S u is used for applying the photometric
constraints, since the specular reflection is largely reduced by separating S c and S l . Fig. 4.5
compares the image decomposition results under circularly polarized source vs. unpolar53
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Figure 4.5. The comparison of image decomposition results under different lighting.
ized one. We can see that both unpolarized components have reduced specularity from
the environment light. But circularly polarized source also has its own specular reflection
removed by separating S c .
4.3.3.

Photometric Constraint

As the two controlled sources provide photometric parallax, we can also use photometric
constraint derived from the Lambertian reflection model:

I = ρE(n · l),

(4.7)

where I is the intensity of reflection; ρ is the surface albedo; E is the light intensity; n is
the surface normal; and l is the lighting direction.
Given a single calibrated light source, Eq. 4.7 can be directly applied to regularize the
surface normal. Classical photometric stereo solves surface normal with three such equations established under three different lighting directions. In our problem, although our
controlled light sources provide lighting variations, their intensities are mixed the environment light. Specifically, we use the unpolarized component as the image intensity: S0u = I.
The overall intensity I can be considered as a combination from two types of sources: our
controlled light source and the environment light.
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I = I c + I e = ρE c (n · lc ) + I e ,

(4.8)

where I c is the reflection intensity from the known controlled light source (which can be
directly modeled using Eq. 4.7 with lighting direction lc and intensity E c ); I e is the reflection
intensity from the unknown environment light. Then our goal is to deduct I e from I, such
that we can use the photometric constraint for normal estimation. As we also have the
polarimetric constraint, the two photometric constraints provided by our controlled light
sources are sufficient for solving normal. In the following, we describe how to estimate and
reduce I e .
Lighting Proxy Map. We model the environment light on a half hemi-sphere (we only
consider the environment that is towards the front face of the object). Our lighting proxy
map contains the light intensity uniformly sampled on the half hemi-sphere. Given the
azimuth angle ψ ∈ [0, π] and elevation angle φ ∈ [0, π], we convert the spherical coordinate
(ψi , φi ) to lighting direction in Cartesian coordinate as lei = [cos(φi ) cos(ψi ), sin(φi ), cos(φi ) sin(ψi )]⊤ .
For each surface point, we compute the reflection of environment light by integrating the
light intensity from all directions. Therefor we have

e

I =ρ

M
X

Eie (n · lei ),

(4.9)

i=1

where Eie is sampled light intensity in the lighting proxy map with i being the pixel index
in the map and M the total number of pixels (we use M = 1296 in our experiments).
By combining Eq. 4.8 and Eq. 4.9, we can formulate the following linear equation to
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solve the lighting proxy map {Eie |i = 1, ...M }.


e
 E1


ρ n · le1 n · le2






 Ee 
 2
 = I − ρE c (n · lc ).
... n · leM 
 ... 




e
EM

(4.10)

We first estimate a coarse normal map and albedo directly using the mixed intensity
I and them plug them into Eq. 4.10. We formulate such equation for each pixel and stack
them together to solve {Eie |i = 1, ...M }. However, it’s undesirable to use all pixels, as the
coarse normal map is highly inaccurate. We therefore only using those pixels with good
normal estimations for solving {Eie |i = 1, ...M }. Next, we show how to use the degree of
linear polarization (DoLP) to guide the selection.
DoLP as Confidence Map. According to [73], the DoLP d of diffuse polarization can
be modeled as
d=

(n − 1/n)2 sin2 θr
2 + 2n2 − (n + 1/n)2 sin2 θr + 4 cos θr

p
,
n2 − sin2 θr

(4.11)

where n is the refractive index (we use n = 1.5) and θr is the angle of reflection. Given
surface normal n and viewing direction v, θr = arccos(n · v). DoLP is, therefore, modeled
as a function of surface normal. As the DoLP measurement is less affected by various
lighting conditions, it provides us guidance to select good normal estimations. Specifically,
we compute a binary confidence map by comparing the DoLP computed with Eq. 4.11
(given the coarse normal estimation) with the DoLP computed from the polarization image
p
(d = S12 + S22 /S0 ). The value of the confidence map is computed as


1, |d − d|
e < ϵ,
C=
0, otherwise.


(4.12)

Here d is the DoLP directly computed from the polarization image; de is the DoLP
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computed with Eq. 4.11 given surface normal; and ϵ is a similarity threshold. We then only
use those normals whose confidence values are 1 for solving the lighting proxy map. By
eliminating inaccurate normals, we can have better lighting estimation.
4.3.4.

Optimization

We solve normal by combining the polarimetric and photometric cues. For polarimetric
cue, we use Eq. 4.1 or Eq. 4.2 depending on type of reflection. For photometric cues, we
reduce the effect of environment light using the estimated lighting proxy map. Specifically,
we rewrite Eq. 4.9 as
I e = ρE e (n · le ),
M
M
M
X
X
X
e e
e e
with E l = [
Ei li x ,
Ei li y ,
Eie lei z ]⊤ .
e e

i=1

i=1

(4.13)

i=1

E e = ∥E e le ∥ can be considered as a weighted sum of environment light according to the
lighting directions. le is a unit vector and can be considered as the lighting direction with
the environment light being mapped to a single source.
By substituting Eq. 4.13 into Eq. 4.8, we have
I = ρE c (n · lc ) + ρE e (n · le ),
c

c

(4.14)

e

= ρE (n · l + βn · l ).
β = E e /E c is the intensity ratio between the overall environment light and our controlled
light source. By combining two photometric constraints and polarimetric constraint (here
we use the diffuse case), we can formulate the following linear system Ax = b:


c1
lx

βlex

+

lc2 + βle
x
x

sin(ϕ)





 
+
+
I1 

  
 = I  ,
e
c2
e 
lc2
 2
y + βly lz + βlz  γny 

  
− cos(ϕ)
0
γnz
0
lc1
y

βley

lc1
z
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βlez  γnx 

(4.15)

where I1 and I2 are the unpolarized component of the two input polarization images (each
captured under one controlled light source); lc1 and lc2 are the directions of the controlled
sources; γ = ρEc combines the lighting intensity and surface albedo. Note that γ is
estimated along with the normal n. Once x is solved, we have γ = ∥x∥ and n = x/∥x∥.
We formulate the linear system for each surface point and solve them together via the
following objective function:

argmin
{xj },β

N
X

|Aj xj − bj | + λ

j=1

N
X

|1 − xj · N (xj )|,

(4.16)

j=1

where | · | is the L1 norm; j is the surface point index; N is the total number of surface
points; λ is a term-balancing factor (we use λ = 0.04); and N (·) takes the four nearest
neighbors of its input. The first term is the data term and the second is a smoothing term.
4.4.

Experiments

We perform experiments on both synthetic and real data to evaluate our method. For
synthetic experiments, we focus on ablation study of various influencing factors. For real
experiments, we demonstrate that our method works in various indoor and outdoor environment.
4.4.1.

Synthetic Experiments

Data Simulation. We use the Mitsuba 2 renderer [116] to simulate polarization images.
Specially, we render images with the polarized rendering mode. We the KAIST pBRDF
dataset [93] to model the polarimetric surface reflectance. We directly render images in
form of Stokes vectors. Each Stokes component has resolution 500×500. The camera center
is at origin. Directions of the two controlled light sources are lc1 = [−0.18, 0.03, 0.98]⊤ and
lc2 = [0.16, 0.03, 0.98]⊤ . We use environment maps from [117] and [118] to simulate the
natural environment.
Fig. 4.6 shows our normal estimation results under various environment maps. We use
two different materials for the object: “white billiard” (column 1 & 2) and “spectralon”
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Figure 4.6. Normal estimation results on synthetic data.
Table 4.2. Mean angular error (in degree) with respect to intensity ratio β.
β
Method
Smith et al. [73]
Tozza et al. [99]
Ours

10

5

1

0.67

0.5

0

36.89
41.37
16.25

29.63
38.68
11.53

28.56
37.86
7.51

28.16
31.59
5.42

27.81
24.55
4.26

16.98
21.59
3.59

(column 3 & 4). We set the ratio between overall environment light and our controlled
light β = 0.5. The normal is estimated using two polarization images as input (with the
controlled light source turned on one at a time). We compare the estimated normal with
the ground truth normal and show the per-pixel normal error (in degree) and the mean
angular error (MAE).
Fig. 4.7 shows our environment light estimation result. Note that our lighting proxy
map is only an approximation of the environment map. We cannot recover a high fidelity
environment, but our estimated lighting proxy map has consistent lighting directions as the
ground truth environment map at least in the regions with high lighting intensity. Such
environment light approximation is sufficient for reliable normal estimation.
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Figure 4.7. Results on environment light estimation.
Table 4.3. Mean angular error (in degree) with respect to noise level.
SNR/dB
Method
Smith et al. [73]
Tozza et al. [99]
Ours

40

30

20

10

28.44
36.08
7.997

28.958
37.75
10.59

30.403
49.849
17.97

31.85
54.08
28.48

Ablation on β. As the ratio between overall environment light and our controlled light β is
important to the performance of our method, we perform ablation study on this parameter.
Specifically, we test on 5 β values between 0.5 to 10. The higher the β value, the stronger the
environment light. β = 0 indicates no environment light (i.e., in a dark room). We test on
the Bunny model with “white billiard" material. Normal estimation error (MAE) is shown
in Fig.4.2. We can see that the performance of our method downgrades as environment
light gets stronger. We can obtain reasonable normal estimation under environment light
10 times of the controlled light source.
We compare the results with two SfP methods. Smith et al. [73] is purely polarizationbased. It takes in one polarization as input. The method is claimed to be applicable under
natural illumination. Tozza et al. [99] combines PS and SfP. Similar to our method, it takes
in two polarization images. But the method requires controlled lighting condition. Note
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Figure 4.8. Camera configuration for measuring the full-Stokes vector.
that we did not compare with PS methods, as they need three or more images. We can
see that both methods have much larger errors than ours, even without environment light
(since these methods are uncalibrated).
Ablation on noise level. We conduct the experiment to show the performance of our
method with respect to the different noise level. We choose the “white billiard” material
and use a sphere as the experiment model. In Table 4.3, we show the MAE of normal reconstruction. We can see our method is robust in different SNR and has a better performance
than other state-of-arts.
4.4.2.

Real Experiments

Real Setup. We build a portable acquisition setup to perform real experiments (see
Fig.4.1). Specifically, we use a monochrome polarization camera and two 36V LED lights.
The luminous flux of our light source is around 1300 lumen. We mount right-handed circular
polarization filter in front of each light source to generate circularly polarized light. We
need to rotate a quarter wave retarder in front of the camera to capture the full-Stokes
vectors. Our setup needs to be calibrated once, so we know the relative position between
the camera and light sources. The object is around 50 cm away from the camera. We
perform experiments under various indoor and outdoor environment.
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Figure 4.9. Real results under different environment.
Real Data Acquisition. As off-the-shelf polarization camera only measures the linear
polarization states (i.e., S3 = 0), we need to use a quarter-wave retarder to measure
the full-Stokes vector with circular polarization state (i.e., non-zero S3 ). Fig. 4.8 shows
our camera configuration. Specifically, the camera we use is a mono-chrome polarization
camera (FLIR Blackfly S Polar-Mono). We use 25mm lens with aperture size f /8. We
mount a quarter-wave retarder (Thorlabs AQWP10M-580) with an automated linear slider
in front of the lens to capture two images: one with the retarder, and one without. The
fast axis of the retarder is aligned with the x-axis of the polarization camera. Assume
the two set of polarization images are decoded as {I 0 , I 45 , I 90 , I 135 } (without retarder) and
{I¯0 , I¯45 , I¯90 , I¯135 } (with retarder). We can compute the full-Stokes vector as
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S0 = I 0 + I 90
S1 = I 0 − I 90
S2 = I

45

−I

(4.17)

135

S3 = S0 − 2I¯45
Outdoor

Fused AoLP

Measured AoLP

Scene

Indoor

Figure 4.10. Comparisons of AoLPs under various environments.
Qualitative Evaluation. Fig. 4.9 shows our normal estimation results of a same object
(“Gnome”) under different environment. The indoor environment is a bright hallway. The
outdoor scenes are captured in the afternoon (around 5pm). We can see that our method
works well under various natural illumination. We can see that the environment light is
highly polarized, which affects the normal dependent AoLP (see Fig. 4.10 for AoLP directly
measured under environment light). Our fused AoLP map largely boost the polarimetric
cue to allow reliable normal estimation.
Fig. 4.11 shows normal estimation results of different objects under various environment. We also compare our results with the two SfP methods ( [73] and [99]). We can see
that the results of [73] have strong “flattening” artifact, although estimations at boundary
regions are reasonable. Results of [99] are highly inaccurate due to environment lighting.
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Figure 4.11. Real results in comparison with state-of-the-art SfP methods.
Their method assumes single directional light for photometric constraints.
We also perform surface integration on our estimated normal maps. Fig. 4.12 shows
the recovered surfaces with the real objects as reference.
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Figure 4.12. Surface reconstruction results.
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Sea Shell

Chapter 5. Underwater 3D Reconstruction using Light Field
5.1.

Introduction

Reconstructing the 3D structure of underwater scenes is of great interest to the broad field
of marine science and engineering, including underwater archaeology [119–121], marine
biology [122, 123], underwater robotics [124, 125], and seafloor mapping [126, 127] etc.. As
most electronic devices cannot be directly submerged in water and require a watertight
housing, a water-air interface is inevitable. The refraction of light at the water-air interface
violates the fundamental assumption that light propagates along a straight line for most
computer vision algorithms. The problem of underwater 3D reconstruction from images is
therefore challenging.
Many existing solutions use conventional cameras for underwater 3D reconstruction.
Classical algorithms, such as multi-view stereo [128–130] and structure from motion [131–
134], are adapted to the underwater environment by considering the refractive geometry
[128, 135, 136]. In this paper, we present using compact light field cameras for high-quality
underwater 3D reconstruction. By inserting a microlens array in front of the sensor to
emulate an array of pinholes, the compact light field camera can be viewed as a multi-view
device [137]. As the converging rays will be spread out by the microlenses, the light field
images also record angular samples from a scene point.
In this chapter, we present a light field-based approach for high-quality underwater
3D reconstruction from a single viewpoint (see Fig. 5.1). We use refractive ray model
to tackle the challenge posed by refraction. We consider the imaging setting that the
camera is completely submerged in water by placing inside a watertight housing. The
refraction thus happens on water-air interface at the lens port. We model non-linear light
paths with one-time refraction for accurate depth estimation. Although there exist many
solutions that adapt multi-view stereo or structure-from-motion with refractive geometry
[129, 130, 133, 134], our method differs in exploiting the benefit of angular ray samples.
Besides, by using a light field camera, our method has the advantage of being a single-view
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Figure 5.1. Light field-based 3D reconstruction via angular resampling.
solution.
A light field camera has a microlens array in between the imaging sensor and the main
lens [137]. The microlenses spread out converging rays that come from the main lens, and
thus allow the sensor to record angular samples from a scene point. Given scene point
depths, we can resample light field images to angular patches, which are groups of rays
that come from the same scene point. Note that the angular patches that we use here are
not microlens images, which in contrast collect angular samples from the same microlens.
Similar angular sampling scheme is first proposed by Yu and McMillan [138] as surface
light field. Because of refraction, it is non-trivial to resample these angular patches for
underwater scenes. Even with closed-form ray tracing solutions, the computational cost is
still very high because non-linear rays need to be traced for all sensor pixels at every depth
candidate.
We therefore design a fast approximation algorithm for efficient angular resampling.
Specifically, we use a multivariate polynomial function to approximate the closed-from
solution, which eliminates the need for per-pixel non-linear ray tracing.
The angular patches provide useful constraint for depth estimation. The key observation is that most objects exhibit much weaker view-dependent specular reflection in water
than in air (see Fig. 5.5). Therefore, the angular patches should have uniform intensity
when sampled at the correct depth. We call this property angular uniformity. With this
constraint, we can estimate depth by minimizing the variance of angular patches. Although
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this weak-specular phenomenon of underwater reflectance is also described in several other
literatures [139–141], its physical cause has not been rigorously examined. Here we provide
a explanation for this phenomenon from the perspective of medium’s refractive index, by
applying the Fresnel equations.
As we assume known camera parameters for angular patch resampling, we also develop
a light field camera calibration algorithm that jointly estimates the camera intrinsics, extrinsics, and parameters relevant to the water-air interface (i.e., the interface geometry
and the refractive index of water). For validation, we perform extensive synthetic and real
experiments. We also compare our method against off-the-self 3D scanners as well as stateof-the-art light field-based depth estimation algorithms. Results on static and dynamic
scenes demonstrate that our method is highly accurate and robust for a variety of scenes.
5.2.
5.2.1.

Related Work
Underwater 3D Reconstruction

Recovering the 3D of underwater scenes is of great interest to the marine research [121,
123,125,127]. Many classical computer vision algorithms, including multi-view stereo [128–
130], structure-from-motion (SfM) [131–134], and structured light scanning [142, 143], are
extended to underwater applications. Notably, Chari and Sturm [128] derive the multi-view
geometry in refractive medium, and find that the epipolar lines are curved due to refraction.
Chadebecq et al. [130, 133] consider multiple refractive planes to model relative camera
motions, and solve SfM for underwater scenes. Asano et al. [144, 145] leverage different
absorption rate of near-infrared light for depth sensing in the water. Several methods
jointly recover the 3D of the water surface and the underwater scene with defocus cue [146]
or multi-view cue [147]. In this work, we use a light field camera as the acquisition device,
and develop algorithms for calibration and 3D reconstruction for underwater applications.
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5.2.2.

Light Field Imaging

Light field images record 4D spatial and angular samples of a scene. Due to the multiview nature, light field images are widely used for image synthesis and 3D reconstruction
applications, including post-refocusing [148–150], novel view synthesis [151–153], and depth
reconstruction [154–156]. To capture a light field, one can either use a camera array [157,
158] that directly captures a grid of images, or a compact light field camera [137, 159] that
uses a microlens array in front of the sensor for angular sampling. In this work, we use the
microlens-based compact light field camera. Many methods are designed for calibrating a
compact light field camera. Dansereau et al. [160] derive a 10-parameter intrinsic model
to map pixels in a light field image to rays in 3D space. Zhang et al. [161] reduce the
number of intrinsic parameters with a new ray-space projection model. Bok et al. [162,163]
utilize the line features in raw microlens images for more feature extraction. However,
all these methods consider the calibration problem in air, which ignores the refraction of
light in underwater imaging. Here we develop an underwater calibration method that also
estimates parameters of water-air interface, besides the instrincs and extrinsics. We also
leverage the light field angular samples for better underwater 3D reconstruction.
There are some light field based methods developed for underwater applications. Some
focus on tackling the low visibility and color distortions of underwater images [164, 165].
Skinner et al. [164] develop a fast underwater 3D reconstruction solution using a light field
camera. However, this method only accounts for the attenuation of light, but neglects the
refraction. It is therefore prone to large errors.
5.2.3.

Underwater Camera Calibration

Lavest et al. [166] derive compensated lens models when using a camera underwater,
and find that the magnifying effect of water refraction is equivalent to scaling the in-air
focal length with the fluid’s refractive index. Treibitz et al. [135, 136] solve a simplified
underwater calibration problem with a frontal-parallel refraction plane and know refractive
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index. Agrawal et al. [167] consider the problem of multiple refraction planes, and model
underwater cameras with axial camera models. Haner et al. [168] study the extrinsic
calibration in presence of a single refraction. Chen and Yang [169] calibrate a stereo system
in presence of a thick flat refraction plane. All these methods are developed for conventional
cameras. In contrast, we develop underwater calibration and 3D reconstruction algorithms
for light field cameras.
5.3.

Proposed Method

Here we present our light field-based method for underwater 3D reconstruction. We consider
the one-time refraction at the water-air interface. We first introduce our calibration method
under this setting (Sec. 5.3.1). We then describe our resampling scheme for forming the
angular patches (Sec. 5.3.2). Lastly, we present our depth estimation algorithm (Sec. 5.3.3).
5.3.1.

Light Field Camera Calibration

Our calibration algorithm aims at jointly estimating the interface parameters, which
include the interface geometry and the refractive index of water, along with the camera
parameters (including both intrinsics and extrinsics). We consider the setting as shown in
Fig. 5.2. The intrinsic parameters are used to map a pixel on the image plane to a ray that
exits the light field camera. We represent a ray with a point on the ray and its direction.
Assuming the main lens plane as z = 0, a ray exiting the camera can be represented by its
main lens intersection point Pa = (u, v, 0)⊤ , and direction da = (σ, τ, 1)⊤ . A sub-aperture
image pixel can be represented as a 4D coordinate (s, t, i, j)⊤ , where (s, t) is the subaperture image index, and (i, j) is the pixel index within a sub-aperture image. Dansereau
et al. [160] derive that the mapping between an image pixel and its exiting ray under the
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homogeneous coordinate can be expressed as a 5 × 5 matrix H with 12 non-zero elements:


















u  
 

v 
 
 
 
=
σ 
 
 

τ 
 
 
1


H1

0

H2

0

0

H4

0

H5

H7

0

H8

0

0

H10

0

H11

0

0

0

0

H3  


H6 




H9 



H12 


1


s 

t 



.
i 


j 


1

(5.1)

We further use the sixth-order polynomial distortion model [170] to compensate for
lens distortions. We refer the non-zero elements in H: {H1 , ..., H12 } and the distortion
parameters {k1 , k2 , k3 , b1 , b2 } as the intrinsic parameters of a light field camera.
The in-air camera ray ra : Pa + λda (where λ is the ray propagation factor) is refracted
at the water-air interface. We then derive the origin and direction of the refracted ray.
Assuming planar water-air interface, we have: Ax + By + Cz + D = 0. The point Pw where
the camera ray enters the water is determined by λw :

λw = −

Au + Bv + D
.
Aσ + Bτ + C

(5.2)

We use Pw = Pa + λw da as the origin of the refracted ray. By applying the Snell’s law,
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the direction of the refracted ray can be calculated as:

dw =

p
1
(da − (α + n2 − (1 − α2 ))n),
n

(5.3)

√
where da is the camera ray’s direction; n = (A, B, C)⊤ / A2 + B 2 + C 2 is the normal of
water-air interface; α = n · da ; and n is the refractive index of water (we assume the
refractive index of air is 1). The refracted ray (or underwater ray) is then written as
rw : Pw + λdw .
We define the plane parameters {A, B, C, D} and the refractive index of water n as the
interface parameters as they determine the refractive medium.
We perform calibration with in-water checkerboard patterns. We use the extrinsic
parameters: {R|T } (where R ∈ R3×3 is rotation matrix and T ∈ R3×1 is translation
vector) to transform a point Pm on the checkerboard to the camera coordinate: P =
RPm + T . As P should lie on the underwater ray rw , we minimize the point-to-ray distance
between P and rw to solve the calibration parameters altogether (i.e., intrinsics, interface,
and extrinsics).
We consider the point-to-ray distance in two cases that are shown in Fig. 5.3. We first
determine P is at which side of the interface plane. We compare the vector l = P − Pw
with the plane normal n. If l and n have opposite directions, P is on the water side; if they
have the same direction, P is on the air side. Then, if P is on the water side (as it should
be), we directly use the perpendicular distance from P to rw . If P is on the air side (which
must be caused by incorrect parameter estimation), we use the length of l as its distance
to rw . In this way, we penalize the estimations that cause P to be on the wrong side of the
interface plane.
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Figure 5.3. Two cases of the point-to-ray distance ε(P, rw ).
The point-to-ray distance ε(P, rw ) is therefore computed as:

ε(P, rw ) =




||l − (l · dw )dw ||, l · n ≤ 0,


||l||,

(5.4)

l · n > 0.

Suppose there are M feature points on the checkerboard, and we use N different pattern
poses. We minimize the following objective function to solve for the calibration parameters:

argmin

N X
M
X

ε(Rn Pm + Tn , rw ),

I,F ,E

(5.5)

where I = {H1,...,12 |k1,2,3 , b1,2 } are intrinsic parameters; F = {A, B, C, D|n} are interface parameters; and E = {R1,...,N |T1,...,N } are extrinsic parameters. We use LevenbergMarquardt algorithm to solve this optimization.
5.3.2.

Angular Patch Resampling

With the calibration parameters, we can resample the sub-aperture images to a bunch
of angular patches, where each patch is a collection of rays that come from the same scene
point. Fig. 5.4 (a) shows an example of angular patch. We formulate angular patches with
respect to the center view image. The patch is formed by tracing rays back to each subaperture images given a scene depth d. Let Ap (d) be an angular patch resampled at center
view pixel p from a scene point P at depth d, and Hp : (s, t, d) 7→ (i, j) be the mapping
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Figure 5.4. (a) Angular patch. (b) Sampling an angular ray in sub-aperture image.
from a scene point at depth d to its projected pixel location (i, j) in sub-aperture image
(s, t). We can use Hp to locate pixels in sub-aperture images that form Ap (d).
Due to refraction, the calculation of H is non-trivial. We first show that a closed-form
solution can be derived by applying the Snell’s law. However, the closed-form solution is
a complex equation that needs to be solved at all pixels for all depth labels, which is computationally expensive. We then design an approximation method based on multivariate
polynomial regression.
We first derive the closed-form solution to this ray tracing problem. As shown in
Fig. 5.4 (b), given a pixel p in the center view, we can trace out an underwater ray from its
center of projection (CoP) Pac . Given depth d, we can sample a scene point P along this
′

′

ray. Let Pa be the CoP of another sub-aperture image. P , Pa are the projected points of
P , Pa on the water-air interface. ra and rw are the refracted ray segments that project P
to the sub-aperture image at Pa . Pw is the intersection point where refraction happens. To
obtain the projected pixel (i, j) of P in the sub-aperture image at Pa , we need to solve for
Pw .
′

′

′

To simplify notations, we denote γ = ||Pa − Pw || and κ = ||P − Pa ||. By applying the
Snell’s law, we have
′

′

γ 2 ((κ − γ)2 + ||P − P ||2 ) − n2 (κ − γ)2 (γ 2 + ||Pa − Pa ||2 ) = 0.
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(5.6)

Given P and Pa , Eq. (5.6) is a univariate fourth-order equation of γ and has up to
four real solutions. The solutions can be computed via closed-form formulas [171]. As
′

′

′

shown in [172], only one solution is valid. With γ, we have Pw = Pa + γ(P − Pa ). With
ra = Pw − Pa , we can locate the projected pixel (i, j) with intrinsic parameters.
In our approximation method, we establish a mapping between (s, t, d) and γ without
solving Eq. (5.6) for all sub-aperture views and depth candidates. Given a pixel p in the
center view, we denote such mapping as G p : (s, t, d) 7→ γ. As microlens-based light field
camera has small baseline, we experimentally observe that G p can be approximated by a
multivariate cubic polynomial function G̃ p (s, t, d).
At each center view pixel p, we compute 64 uniform samples of γ with respect to (s, t, d)
in a 4 × 4 × 4 grid. With these pairs of (s, t, d) and γ, we solve the polynomial coefficients
of G̃ p via least squares regression. The resulting G̃ p is then used to calculate γ at each
(s, t) and depth candidate d. Compared with the closed-form solution, our approximation
method is able to achieve 10× speedup.
We test on a light field with spatial resolution 625 × 434 and angular resolution 11 ×
11, and 100 depth candidates per pixel. When implemented with Matlab without GPU
acceleration, the closed-form solution takes over 20 min to compute all angular patches, as
fourth-order equation needs to be solved for 625 × 434 × 11 × 11 × 100 times. In contrast,
our approximation method only takes 2 min to resample all the patches. The average error
of γ computed with our approximation method is 0.01mm.
Uniformity of Angular Patch. We find that the angular patches tend to have uniform
intensity for underwater scenes. This is because underwater surface reflectance has weak
view-dependent specular reflection. We show a comparison between the underwater and
in-air reflectance of the same object in Fig. 5.5. By applying the Fresnel equations, we
show that this phenomenon is due to the low gradient of refractive index between water
and common materials in real-world objects (e.g., plastic, ceramic, etc.).
The Fresnel equations give us the reflection rate of light when incident on the interface
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between two media:
1
η=
2

n1 k1 − n2 k2
n1 k1 + n2 k2

2

n1 k2 − n2 k1
+
n1 k2 + n2 k1

2

!
,

(5.7)

where n1 and n2 are the media’s refractive indices (light travels from n1 to n2 ); θi is the
p
incident angle; k1 = cos θi ; and k2 = cos 1 − (n2 − n1 sin θi ) /n2 .
This equation shows that when the two media have similar refractive indices (i.e.,
n1 ≈ n2 ), the η value is likely to be small, which indicates that light will be mostly
transmitted (which causes diffuse reflection), instead of being directly reflected (which
causes specular reflection). As water is a dense medium, its refractive index (i.e., 1.33)
is closer to common materials (e.g., plastics 1.3 ∼ 1.7, porcelain ∼ 1.5) than air. These
objects thus exhibit much weaker specular reflection in water than in air. This phenomenon
has exception for metal surfaces, whose refractive indices are complex numbers. Direct
reflection therefore still largely exists on metal surfaces.
Fig. 5.6 compares the underwater and in-air reflection rate curves computed with respect to the incident angle. The wavelength of the light is 585nm. We show examples of
six different materials (plastics, ZrO2 , limestone, paper, resin, and Zine Oxide). We can
see that all these materials have much smaller reflection rate when placed underwater than
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Figure 5.6. Underwater vs. in-air reflection rate curves for different materials.
in-air, which results in weaker specular reflection for underwater reflectance.
This weak specular phenomenon results in the uniformity of angular patches that is
useful for depth estimation.
5.3.3.

Depth Estimation

The scene depth is estimated by solving an optimization with two constraints: 1)
uniformity of angular patches, and 2) color and gradient consistency along curved epipolar
lines. Note that the two constraints appear to be the same when the true depths are known,
but the costs are computed in different ways. The two constraints are thus complementary.
Angular Uniformity Constraint. In Sec. 5.3.2, we show that the angular patches have
uniform intensity when sampled at correct depth because of the weak specular phenomenon.
Angular ray samples traced from the wrong depth might have different colors as they in
fact come from different scene points. Therefore, we use the color variance of angular
patches as constraint for depth estimation. We plot the variances of an angular patch with
respect to the depth in Fig. 5.7. We compare the curve computed with our approximation
algorithm against the closed-form solution. We can see the two curves are close. In both
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plots, the variance is lowest when sampled at the true depth. Wrong depths result in nonuniform angular patch and thus large variance. The cost function of the angular uniformity
constraint is written as:
T

S

XX p
1
|A (d) − µ|2 ,
Eangular (p, d) =
ST − 1 t=1 s=1 s,t

(5.8)

where Ap (d) is the angular patch for a pixel p in the center view, sampled at depth d; (s, t)
is sub-aperture image index; (S, T ) is the angular resolution; and µ is the mean of Ap (d).
Color and Gradient Consistency. We also adopt the color and gradient consistency
along epipolar lines as constraint for depth estimation. For underwater scenes, the epipolar
lines are curved due to refraction [128]. The epipolar curves in sub-aperture images can
be formed with the angular rays. We compare the color and color gradient of pixels along
p
the epipolar curves with corresponding center view pixel. Let fs,t
be the epipolar curve for

center view pixel p in sub-aperture image (s, t). Our cost functions are written as:

Ecolor (p, d) =
Egrad (p, d) =

T X
S
X
p
|Ic (p) − Is,t (fs,t
(d))|,
t=1 s=1
T X
S
X

p
|Gc (p) − Gs,t (fs,t
(d))|,

(5.9)
(5.10)

t=1 s=1

where I is intensity image (Ic refers to the center view); G is the combined gradient of
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intensity image I (i.e., G = ∂I/∂x + ∂I/∂y).

Optimization. Our final objective function combines Eqs. (5.8), (5.9), (5.10) and an
additional smoothness term:

argmin

X

d

p

(β1 Ecolor + β2 Egrad + β3 Eangular + β4 Esmooth ),

where β1,...,4 are weights for balancing the four terms; Esmooth =

P

pN

(5.11)

||d(p) − d(pN )|| is the

smoothness term that enforces depth smoothness, where pN is the set of neighboring pixels
around p. The optimization is solved with multi-label graph cut [173].
5.4.

Experiments

We perform both synthetic and real experiments to evaluate our approach, and compare
against the state-of-the-art calibration and 3D reconstruction methods. All experiments
are performed on a desktop computer with AMD Ryzen 1950X 16-Core CPU and 128GB
memory. During calibration, we initialize the intrinsics and extrinsics using the air-based
calibration method [160] and initialize the interface parameters as F = {0, 0, −1, 0.1|1.6}.
For depth estimation, we set the hyperparameters as β1 = 0.3, β2 = 0.3, β3 = 0.4 and
β4 = 0.001 in our experiments. The neighborhood size of the smoothness term is set as 3.
5.4.1.

Synthetic Experiments

We simulate light field images of underwater scenes through ray tracing. The synthesized light fields have 11 × 11 sub-aperture images with spatial resolution 625 × 434. The
equivalent baseline is b = 0.4mm.
We set the refractive index of air to 1, and use three different sets of interface parameters: F1 = {0, 0, −1, 0.1|1.333}, F2 = {0, 0, −1, 0.1|1.45}, and F3 = {0.1476, 0.0984, −0.9841, 0.1|1.333}.
F1 and F2 are frontal-parallel interface planes, but with different refractive indices of water.
F3 is an oblique interface plane.
Underwater Calibration. We simulate a 6 × 7 checkerboard in water, and randomly
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generate different poses.
For intrinsic parameters, we compare with three state-of-the-art methods: 1) SV [174]:
a classical calibration method for conventional camera at a single viewpoint; 2) TB [160]:
the calibration algorithm from the Light Field Toolbox for Matlab; and 3) MPC [161]: a
recent light field camera calibration method that uses a multi-projection-center model to
reduce the parameter space. All these methods are designed for in-air calibration without
considering refraction. For SV [174], we use the center view image as input.
Since we compare our intrinsic calibration with methods for conventional cameras
(SV [174]), we convert our intrinsic parameterization (the 5 × 5 H matrix) to the classical parameterization with baseline b, focal lengths (fx , fy ), and principal point (cx , cy ).
The conversion formulas are as follows:

b = H1 ,

(5.12)
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We use Eq. (5.12) and (5.13) to convert the light field intrinsics estimated by TB [160],
MPC [161] and our method in order to compare with SV [174]. Note that in synthetic
experiments, we set the distortion parameters {k1 , k2 , k3 , b1 , b2 } as 0.
Table 5.1. Estimated intrinsic parameters under interface setting F1 .
b
fx
fy
cx
cy

SV
770.92
769.51
312.80
214.71

TB
3.99e-4
772.38
766.79
312.97
217.53

MPC
3.99e-4
769.56
769.34
314.01
215.95

Ours
4.00e-4
548.54
548.56
313.0
217.5

GT
4.00e-4
550
550
312.5
217

Table 5.1, Table 5.2 and Table 5.3 show the intrinsic calibration results under the
interface settings. We can see that the estimated baselines of all methods (except SV
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Table 5.2. Estimated intrinsic parameters under interface setting F2 .
b
fx
fy
cx
cy

SV
836.86
837.36
312.56
216.30

TB
4.02e-4
835.45
832.42
312.97
217.53

MPC
4.04e-4
822.26
822.56
312.79
217.08

Ours
4.00e-4
545.65
545.65
313.0
217.5

GT
4.00e-4
550
550
312.5
217

Table 5.3. Estimated intrinsic parameters under interface setting F3 .
b
fx
fy
cx
cy

SV
789.29
789.87
354.95
249.94

TB
4.27e-4
776.42
766.59
312.52
217.50

MPC
4.13e-4
787.96
788.56
354.22
249.56

Ours
4.00e-4
550.50
550.50
313
217.5

GT
4.00e-4
550
550
312.5
217

[174]) are not affected much by refraction. However, the estimated focal lengths from
all air-based methods are closer to the ground truth multiplied by the refractive index
(550×1.333 = 733.15). In contrast, our method separates refraction and is able to estimate
more accurate intrinsic parameters.
As our method also calibrates the interface parameters F (which includes the plane
coefficients and the refractive index of water), we show our calibration results under the
three interface settings in comparison with the ground truths in Table 5.4. We can see that
our estimations are accurate under various interface orientations and refractive indices.
Table 5.4. Estimated interface parameters under all three settings.

A
B
C
D
n

F1

F2

GT Ours
0 -0.001
0 -0.002
-1
-1
0.1 0.100
1.333 1.336

GT Ours
0 -0.001
0 -0.001
-1
-1
0.1 0.100
1.45 1.460

F3
GT Ours
0.148 0.147
0.098 0.098
-0.984 -0.984
0.1 0.101
1.333 1.338

For extrinsic parameters, we add two other methods that assume known intrinsics for
comparison: 1) SVA: the classical calibration method [174] that uses the ground truth
intrinsic parameters in air; and 2) MR [167]: the multi-refractive layer underwater cali81
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Figure 5.8. Estimation errors of extrinsic parameters under interface settings.
bration method that uses the ground truth intrinsic and interface parameters. For each
method, we evaluate the estimated rotation and translation with respect to different pattern
poses. Fig. 5.8 shows the estimation errors of extrinsics under the interface settings.
In addition, we show visualization of our extrinsic calibration results in comparison
with the state-of-the-arts (SV [174], TB [160], MPC [161], SVA [174], and MR [167]), and
the ground truth under all three interface settings (F1 , F2 , and F3 ) in Fig. 5.9, 5.10, and
5.11 respectively. Specifically, we plot all checkerboard poses (the green ones are the ground
truth poses, and the red ones are the poses estimated by each method), and the water-air
interface (shown in blue). We can see that our estimated poses are highly close to the
ground truth ones.
Depth Estimation. Given the calibration parameters, we evaluate our depth estimation
algorithm. In this experiment, we use the interface parameter F1 = {0, 0, −1, 0.1|1.333},
and test on a planar target. We compare with a state-of-the-art light field-based depth
estimation method [156]. For fair comparison, we first use their algorithm to estimate a
disparity map, and then use the ground truth intrinsics and interface parameters to convert
disparities into depth values. Fig. 5.12 compares the reconstruction results. Our result is
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SV

SVA

TB

MPC

MR

Ours

Figure 5.9. Visualization of extrinsic parameters under interface F1 .
SV

SVA

TB

MPC

MR

Ours

Figure 5.10. Visualization of extrinsic parameters under interface F2 .
very close to the ground truth plane. In contrast, the result of [156] appears to be curved
because it uses straight epipolar lines that don’t account for refraction.
5.4.2.

Real Experiments

We use a Lytro Illum camera to capture underwater scenes submerged in a water tank
of size 60cm × 30cm × 36cm. Our experimental setup is shown in Fig. 5.1. The captured
light field image has a total resolution of 7728 × 5368. We decode it to 15 × 15 sub-aperture
images (i.e., angular resolution), each with spatial resolution 625 × 434.
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SVA
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MR
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Figure 5.11. Visualization of extrinsic parameters under interface F3 .

[156]
Ours
GT

Figure 5.12. Synthetic 3D reconstruction results of a plane.
Calibration Results. Here we show the camera calibration results of our real experiments.
We use two settings in the experiments: one-camera setting and two-camera setting. We
show our calibrated camera intrinsics and water-air interface parameters under the two
settings in Table 5.5 and 5.6, respectively. For the two-camera setting, we also show the
transformation (Rs , Ts ) from camera 2 to camera 1. The rotation Rs is represented in the
form of axis-angle.
Ablation Study. As shown in Fig. 5.13, we quantitatively evaluate our method using
underwater planar boards at three different depths (9cm, 15cm, 20cm). The ground truth
depths are measured with a ruler. Table 5.7 shows the depth estimation errors (in mm)
for the three planar boards, as well as the ablation study on the terms in our objective
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Table 5.5. Calibration result of the one-camera setting.
H1
H2
H3
H4
H5
H6
H7
H8
H9
H10
H11
H12

Camera 1
0.0003 k1
-0.0000 k2
0.0168 k3
0.0003 b1
-0.0000 b2
0.0112 A
-0.0018 B
0.0018 C
-0.5518 D
-0.0017 n
0.0018
-0.3812

0.2068
0.0076
-0.0012
-0.0025
-0.0032
-0.0046
0.0225
-0.9998
0.1089
1.3792

Lytro Image

e2 e1
3 Plan Plan
e
n
Pla

Estimated Depth

Figure 5.13. Quantitative evaluation on three depth layers.
function (Eq. (5.11)). We can see that our proposed angular uniformity constraint (Eangular )
effectively improves the reconstruction accuracy.
Static Scene Reconstruction. We first use one light field camera to capture various
static underwater scenes. We compare our method with structured light (SL), time-of-flight
(ToF), and a light field-based depth estimation method from [156]. Note that SL and ToF
are active 3D reconstruction methods. For SL, we build a projector-camera system for 3D
scanning. In the system, we use a 1280×720 laser projector and a 2448×2048 monochrome
camera. Both projector and camera are calibrated with underwater patterns [94]. We
use the Gray code patterns, and recover the point cloud by ray triangulation without
considering refraction. For ToF, we use the Azure Kinect to scan the underwater scenes
and recover its point cloud using the default SDK. We also implement a ToF variant that
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Table 5.6. Calibration result of the two-camera setting.
H1
H2
H3
H4
H5
H6
H7
H8
H9
H10
H11
H12

Camera
0.0003
-0.0001
0.0132
0.0003
-0.0001
0.0116
-0.0007
0.0015
-0.4676
-0.0007
0.0016
-0.3355

1
k1
k2
k3
b1
b2
A
B
C
D
n

0.2129
0.0037
-0.0009
0.0448
-0.0133
0.1342
0.0195
-0.9908
0.1583
1.4172

H1
H2
H3
H4
H5
H6
H7
H8
H9
H10
H11
H12
Rs
Ts

Camera 2
0.0003
k1
-0.0000
k2
-0.0010
k3
0.0004
b1
-0.0000
b2
0.0075
A
-0.0005
B
0.0014
C
-0.4395
D
-0.0008
n
0.0016
-0.3410
-0.0030 0.4071
-0.2253 -0.0038

0.2223
0.0294
0.0005
-0.0602
-0.0025
-0.1332
0.0257
-0.9908
0.1526
1.4014
0.0200
0.0318

Table 5.7. Ablation study on the terms in our objective function.
w/o Eangular , Esmooth
w/o Eangular
w/o Esmooth
Ours (all terms included)

Plane 1
2.8587
1.9112
1.8294
1.7852

Plane 2
7.7169
6.5741
2.3673
1.1930

Plane 3
10.9305
7.8348
3.2337
2.4445

compensates the reconstruction results with the refractive index of water, which is denoted
as ToF∗ . For [156], we combine it with the calibration result from our method so that the
conversion from disparity to depth correctly accounts for refraction.
To obtain ground truth, we use structured light method to scan the objects in air.
Table 5.8 compares the Root Mean Squared Error (RMSE) of reconstructed point clouds
using different methods for five scenes. The qualitative results for the real scenes are shown
in Fig. 5.14. For underwater SL, the recovered point clouds are noisy and distorted because
the rays cannot be properly triangulated when refraction is not considered. ToF results
suffer from large errors because the velocity of light is smaller in water than in air. Although
ToF∗ greatly improves over ToF, its accuracy is still lower than our method. [156] assumes
linear epipolar lines. Thus its disparity computation does not take refraction into account.
As a result, its results are less accurate than our method.
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Ground Truth

SL

ToF

ToF*

Our Calib. + [156]

Ours

Figure 5.14. 3D reconstruction results with one light field camera.
We also perform experiments with two light field cameras. The two cameras are placed
side by side in order to have large overlap in the field of view. We perform 3D reconstruction
on each light field and show that the point clouds reconstructed by our method can be
naturally aligned without using any fitting algorithms (e.g., ICP [175]). For comparison,
we combine two light field camera calibration algorithms (TB [160] and MPC [161]) with
the light field depth estimation method [156]. We perform TB with in-air calibration
targets, while MPC with underwater ones. We also combine [156] with our calibration
results. Note that TB and MPC cannot calibrate interface parameters, so TB + [156] and
MPC + [156] do not take refraction into account. The point cloud fusion results are shown
in Fig. 5.16. We can see that all the comparison methods exhibit clear misalignments in
their fusion results. In contrast, our point clouds are well aligned without explicit fitting.
Dynamic Scene Reconstruction. Finally, we perform experiments to recover a dynamic underwater scene. Our dynamic scene consists of a goldfish swimming in front
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Table 5.8. RMSE comparison (in mm) of 3D reconstruction results.
Method
Vase
Skull
Board
House
Turtle

Frame 1

ToF
23.377
25.526
25.082
17.067
14.880
Frame 2

ToF∗
8.433
8.433
8.490
6.687
12.326

Our Calib. + [156]
4.240
12.754
3.021
4.064
4.247

Frame 3

Frame 1

Ours
2.161
3.572
2.899
2.374
2.692

Frame 2

Frame 3

13cm

25cm

Dynamic Scene

SL
8.457
6.509
6.036
3.505
3.418

Figure 5.15. Dynamic scene reconstruction.
of an aquarium castle (see Fig. 5.15). Here we choose to use a small aquarium of size
30cm × 30cm × 30cm, because the field of view and focus range of the camera are small.
We use one Lytro camera to capture a video at 10 frames per second. As Lytro doesn’t
have video mode, we implement continuous triggering function with an external control
board. We first calibrate the camera, and then perform 3D reconstruction on each frame
of the recorded video. We show three consecutive frames of the reconstruction results in
Fig. 5.15. Our method can well recover the fine structures of the goldfish, such as the fin
and the tail. But notice that the colors of the fin and tail are dark in some frames, as they
are semi-transparent and blend in the black background color. Although our frame rate
is low (10 fps), the reconstruction results still illustrate the fish’s motion trajectory well.
This shows that our method can be used for 3D video acquisition.
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MPC + [156]

Our calibration + [156]

Ours

Camera 1
Camera 2

Camera 1
Camera 2

Camera 1
Camera 2

Camera 1
Camera 2

TB + [156]

Figure 5.16. Point cloud fusion results with two light field cameras.
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Chapter 6. Conclusion
In this dissertation, we present four computational imaging solutions to deal with various
computer vision tasks. We deeply use the novel imaging system to obtain the information
from different domain rather than the single 2D image. Based on the different data source,
we develop the related algorithms to conduct the 3D modeling and reconstruction. Our
computational imaging methods can achieve a better performance than traditional imaging
solution and largely applied in the various complex environment.
In Chapter 2, we present an efficient 3D face recognition algorithm that is robust
in an uncontrolled environment by fusing multiple pose-varying RGB-D images. We first
frontalized different poses and then fused them to obtain a front face model with a complete
set of facial landmarks. To compensate for the pose and scale variations, we introduced
the UCS transformation to normalize the gallery face and probe face. To perform face
recognition, we extracted 2D color and 3D geometric features and used them to train a
robust SVM classifier. Through experiments and comparisons with the state-of-the-art
methods, we showed that our method can achieve the highest face recognition rate and is
robust to pose and expression variations.
In Chapter 3, we extend the classical Helmholtz stereopsis to the polarimetric case by
deriving a new transpositional reciprocity relationship. We exploit the polarimetric cues
and reduce the minimal number of reciprocal pairs to perform HS to one. Our proposed
polar-HS can recover various types of surfaces with high accuracy.
In Chapter 4, we present a normal estimation method by combining polarimetric and
photometric cues. Our method can be used under natural illumination. We setup circularly polarized light to provide photometric constraints, as well as enhance the polarimetric
features corrupted by linearly polarized environment light. To mitigate the effect of environment light in photometric constraints, we estimate a lighting proxy map using a coarse
normal map. We then iteratively refine the normal and lighting estimation. We have
demonstrated that our method can be used in various indoor and outdoor environment for
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reliable normal estimation.
In Chapter 5, we present a light field-based method for underwater 3D reconstruction from a single viewpoint. We demonstrated using the angular uniformity for depth
estimation. We designed an approximation method to address the efficiency of angular
patch calculation. We also developed a calibration algorithm that jointly estimates the
camera parameters with the interface attributes. Our method is validated with extensive
experiments.
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Appendix. Copyright Information
We include copyrights of two publications:
• Yuqi Ding, Nianyi Li, S Susan Young, Jinwei Ye. “Efficient 3D Face Recognition in
Uncontrolled Environment.” In International Symposium on Visual Computing. pp.
430-443. Springer, Cham. 2019
• Yuqi Ding, Yu Ji, Mingyuan Zhou, Sing Bing Kang, Jinwei Ye. “Polarimetric
Helmholtz Stereopsis.” In IEEE/CVF International Conference on Computer Vision
(ICCV), pp. 5017-5026. IEEE. 2021
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