Abstract-In wireless ad hoc networks (WANets), multihop routing may result in a radio knowing the content of transmissions of nearby radios. This knowledge can be used to improve spatial reuse in the network, thereby enhancing network throughput. Consider two radios, Alice and Bob, that are neighbors in a WANet that does not employ spread-spectrum multiple access. Suppose that Alice transmits a packet to Bob for which Bob is not the final destination. Later, Bob forwards that packet on to the destination. Any transmission by Bob not intended for Alice usually causes interference that prevents Alice from receiving a packet from any of her neighbors. However, if Bob is transmitting a packet that he previously received from Alice, then Alice knows the content of the interfering packet, which can allow her to receive a packet from one of her neighbors during Bob's transmission. In this paper, we develop overlapped transmission techniques based on this idea and analyze several factors affecting their performance. We then develop a MAC protocol based on the IEEE 802.11 standard to support overlapped transmission in a WANet. The resulting overlapped carrier-sense multiple access (OCSMA) protocol improves spatial reuse and end-to-end throughput in several scenarios.
INTRODUCTION
W IRELESS networks present several challenging issues for the network designer that are quite different from their wired counterparts. An impairment that is due to the broadcast nature of the wireless network is interference. Since all the nodes share the same physical medium, simultaneous transmissions may result in interference at the receiving nodes. In networks that do not employ codedivision multiple access, medium-access control (MAC) protocols such as IEEE 802.11 [1] are used to allocate the channel resources to specific transmitters and receivers so as to minimize the interference in the network. Traditionally, the design of the MAC protocol is carried out independently of the physical-layer (PHY) design, assuming a simplistic collision channel model. In these models, a packet is successfully received by a node if there are no other transmissions in its interference range. These MAC protocols schedule transmissions such that the collisions in the network are minimized.
Multiuser detection (MUD) [2] , [3] , [4] , [5] , [6] , [7] in wireless networks has been proposed as a means to increase spatial re-use by increasing the number of simultaneous transmissions in the network. MUD techniques are employed at the PHY to recover information from colliding packets at the receiver. These signal processing techniques used at the PHY enable a node to receive packets in the presence of other transmissions in its communication range. This multipacket reception (MPR) capability of the nodes at the PHY leads to greater spatial reuse in the network. MAC protocols were proposed in [5] and [8] that take advantage of the MPR capabilities of the PHY to increase the spatial reuse in networks to provide high throughput in heavy traffic and low delay in light traffic.
In most cases, mobile radios do not have sufficient processing power to perform complex MUD schemes. Recent work on the transport capacity of wireless networks [9] indicates that in the low-attenuation regime, multistage relaying using cancellation of known interference is order optimal. Here, the interference is known from the use of multihop routing. Using interference cancellation (IC) for only known interference may significantly improve network performance at a reasonable complexity.
To explain how an interfering signal may be known in multihop routing in a wireless ad hoc networks (WANet), consider a four-node linear network consisting of nodes A, B, C, and D, in which A transmits a packet to D using multihop routing. In a slotted communication system employing a conventional MAC protocol, a typical sequence of transmissions for a packet would be 1 : A ! B; 2 : B ! C; 3 : C ! D;
where the notation 1 : A ! B indicates that node A transmits a packet to node B in time slot 1, etc. Under conventional MAC protocols, in the time slot when C forwards a packet to D, A is not allowed to transmit to B since C's transmission will cause interference at B. However, when an MPR-based MAC protocol is employed, simultaneous transmissions of A ! B and C ! D are possible, since MUD techniques can be employed at B to recover the packet transmitted by A. Note that the packet transmitted by C to D is the same packet that B forwarded to C in an earlier time slot (ignoring the differences in the headers). If B were to retain a copy of the packet that it forwarded to C, B would have information regarding the interfering transmission. This greatly reduces the complexity of the MUD algorithms employed at the PHY to recover the packet transmitted by A. This example is revisited in Section 2.
The idea of employing this type of known-IC technique to increase simultaneous transmissions in WANets was first analyzed in [10] . In our previous work, knowledge of the interfering signal is assumed at both the transmitter and the receiver, and the receiver performs MUD/IC to recover additional messages. Limitations on scheduling such simultaneous transmissions were analyzed, and a MAC protocol that supports such simultaneous transmissions was proposed.
The idea of employing network coding to increase spatial reuse and throughput in WANets has recently received considerable attention from the research community [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] . A transmitting node exploits the broadcast nature of the physical medium along with the knowledge of the interfering messages at the receiving nodes to combine/encode multiple independent messages at the network layer and transmit to several nodes. A node receiving the encoded message uses the knowledge of the other interfering messages available at the network layer to recover the message intended for it. Practical channel sharing schemes that support network coding in WANets were proposed in [12] , [19] , [21] , and [15] .
Our approach is similar to some network coding approaches to increase simultaneous transmissions in WANets [22] , [23] , [24] , [25] . In PHY network coding [22] , relay nodes may receive signals consisting of several simultaneous transmissions. These signals are decoded, reencoded, and relayed on to their final destinations. The destination, which has the knowledge of the other interfering signals, mitigates the interference and recovers the intended transmission. However, this approach requires perfect synchronization among those transmissions that interfere at a relay node. An alternative strategy called analog network coding [24] does not require the intermediate relay nodes to decode the signal. When a relay node receives a signal consisting of interfering transmissions, the node amplifies the signal and broadcasts it. Only packet-level synchronization is necessary between the interfering transmissions. The intended destinations use their knowledge of the interfering transmissions to mitigate the interference and recover the desired transmission. These approaches are similar to the idea of employing MUD with known IC. These works analyze the PHY aspects involved but do not address the MAC-layer implications of employing such simultaneous transmission schemes in ad hoc networks.
In this paper, we analyze some of the fundamental limits on performing overlapped transmissions in a WANet. Our analysis provides an understanding of the performance gains of such transmissions and an insight into the PHY and MAC interaction required for scheduling such transmissions. We then design a MAC protocol based on the IEEE 802.11 MAC protocol that exploits this feature to improve the spatial reuse and throughput in wireless networks.
The rest of the paper is organized as follows: Section 2 introduces the idea of employing overlapped transmission in a linear network. In Section 3, some limits on performing overlapped transmissions in wireless networks are evaluated. Section 4 describes the overlapped carrier-sense multiple access (OCSMA) MAC protocol. The design issues of the protocol are considered in Section 5, and Section 6 provides performance evaluation of the protocol. The paper is concluded in Section 7.
MOTIVATION
In this section, we illustrate the idea of overlapped transmissions in a four-node linear network, which is illustrated in Fig. 1 . We assume that the nodes can communicate only with the adjacent nodes and operate in the half-duplex mode. Node A transmits packets to node D through multihop routing. A typical transmission sequence under a conventional scheduling scheme is depicted in Fig. 1 , in which it takes three time slots for a packet from A to reach D. The scheduled transmissions in a given time slot are marked by solid directed arrows along with the packet identifiers, and the interference caused by these transmissions are marked by dashed arrows. Under typical carriersense multiple access protocols with collision avoidance (CSMA/CA), when packet m 1 is being forwarded by C in time slot t 3 , A cannot transmit the message m 2 since C's transmission will cause interference at B.
The throughput of this network can be improved by employing simultaneous transmissions as described below. We observe that in the time slot t 3 , C forwards the packet m 1 that it received from B in the earlier time slot t 2 . If B were to retain a copy of the message m 1 locally, it knows the message being transmitted by C in time slot t 3 (assuming that link-layer encryption is not used and any differences in the headers are ignored). If A is allowed to transmit the message m 2 in the time slot t 3 , B can use the stored information regarding m 1 to mitigate the interference caused by C's transmission. We call this additional transmission, which results from the mitigation of known interference, an overlapped transmission.
A scheduling scheme that employs the idea of overlapped transmission for the four-node linear network is depicted in Fig. 2 (also, refer to [22, Section 2]). Under this scheduling scheme, a packet is transmitted from A to B by employing overlapped transmission during the time slot that C forwards a packet to D. Since the transmission of the packet from A to B did not involve the allocation of a separate time slot for its transmission, a packet requires on the average only two time slots to be transmitted from A to D. These two time slots are required for the scheduling of transmissions from B to C and C to D, respectively. The performance gain of this scheduling scheme can be measured in terms of transmission efficiency, which is defined as the ratio of the time taken for the transmission of M packets under conventional scheduling scheme and the scheduling scheme employing overlapped transmissions, respectively. The transmission efficiency À 4 of this scheme is given by
where M is the total number of packets transmitted by A. Note that under conventional scheduling, it takes three time slots for every packet from A to reach D. However, using the scheduling scheme that employs overlapped transmissions, it takes two time slots on the average for a packet from A to reach D. 1 Similarly, in an NðN ! 4Þ node linear network, the transmission efficiency À N can be shown to be
We observe that the centralized scheduling scheme that employs overlapped transmissions has the potential to improve the efficiency of a linear network by up to approximately 50 percent over the conventional scheme. In Section 3, we look at some of the limitations of employing overlapped transmissions in WANets, and in Section 4, we develop a MAC protocol that supports overlapped transmissions in wireless networks. Since the focus of this work is on developing a MAC protocol for overlapped transmission, the PHY aspects of the protocol are not evaluated here.
We identify a transmission between two nodes as a primary transmission if the transmission is not predicated on the use of noncausal knowledge of the interfering signals during that transmission interval. For example, in the network in Fig. 2 , the transmission of message m 1 from C to D in time slot t 3 is the primary transmission, and the nodes C and D are called the primary transmitter and the primary receiver, respectively. Similarly, a transmission between two nodes is a secondary transmission if at least one of the nodes has noncausal information about the primary transmissions in the present transmission interval and performs MUD/IC to mitigate the interference. In the network in Fig. 2 , the transmission of the message m 2 from node A to B in time slot t 3 for which B performs MUD/IC to mitigate the interference from C's transmission is the secondary transmission, and nodes A and B are called the secondary transmitter and secondary receiver, respectively. 2 
OVERLAPPED TRANSMISSION IN WIRELESS AD HOC NETWORKS
In this section, we analyze some fundamental limits on performing overlapped transmission in a wireless network.
The purposes of the analysis is to provide insights into the types of scenarios in which overlapped transmission may be appropriate and the design of a MAC protocol to efficiently utilize the simulcasting capability.
System Model
Consider first a WANet with nodes distributed according to a two-dimensional homogeneous Poisson point process with density nodes per unit area. Each node is equipped with a transceiver and communicates with other nodes in half-duplex mode. We assume that each node has an infinite packet buffer, and each radio retains copies of the packets it forwards unless that packet is transmitted to its final destination or until that packet has been forwarded on by one of its neighbors. To investigate some of the issues that will limit the performance of overlapped transmission, we analyze the use of overlapped transmission in a system using slotted communications. In this model, each node transmits in a given time slot with probability p. This assumption is only to facilitate the analysis of overlapped transmissions in ad hoc networks in Section 3. However, no such assumption is made during the development of the MAC protocol in Section 4 or the network simulations in Section 6. We also assume that the secondary transmitter is informed of the corresponding primary transmission and performs overlapped transmission at the same time as the primary transmission. The received power P r (in the far field) can be expressed as
where P t is the transmitted power, d r is the distance between the transmitter and the receiver, K p is a constant, and is the path-loss exponent. In the absence of interference, we assume that a transmission at the maximum power level will be received correctly if and only if the intended receiver is within a distance of one unit from the transmitter. We also assume that there is some interference range, which is typically larger than the transmission range. Nodes within the interference range but outside the transmission range of a transmitter can 1. The first packet requires three time slots.
2. The terms "primary" and "secondary" are also used in the cognitive radio literature to classify users according to their regulatory status and should not be confused with the terminology employed here, in which users are classified according to their roles in an overlapped transmission.
detect the presence of a transmission but will not be able to correctly decode the packet being transmitted.
In this section, we consider some limitations on the ability to utilize overlapped transmissions to improve the throughput in a WANet. These limitations come from the following two sources:
. Interference due to secondary transmission. Since the secondary receiver has noncausal knowledge of the primary transmission, it can mitigate the interference due to the primary transmitter and recover the intended message. However, the secondary transmission causes interference, possibly to several primary transmissions. In Section 3.2, we evaluate the amount of interference that a secondary transmission may cause at the primary receiver and suggest how this interference can be controlled by adapting the power level of the secondary transmission to meet the specified signal-to-interference ratio (SIR) and outage requirements or by careful selection of the secondary transmitter. . Probability of secondary transmission. Overlapped transmissions depend on the availability of suitable secondary transmitters and the successful reception of the messages at the secondary receiver. The analytical results in Sections 3.2 and 3.3 are based on the network shown in Fig. 3 , which can be considered to be a part of a larger network. Nodes A and C are in the transmission range of B, and B transmits packets to D through C by employing multihop routing. Hence, D is in the transmission range of C but not in the transmission range of B. This particular region is shown in Fig. 3 with dashed lines. We also assume that A has packets for B. The network in Fig. 3 is used to simplify the analysis yet illustrate the important aspects of overlapped transmission.
Interference Due to Secondary Transmission
Consider first the ad hoc network in Fig. 3 and the time slot during which node C forwards to D a packet that it has received from B in an earlier transmission. The transmission from C to D is a primary transmission, and a possible secondary transmission would be node A transmitting a packet to node B. We assume that both nodes A and B are informed of C's transmission to D. Node A is allowed to transmit only if it is not in the transmission range of D. This restriction on A's transmission reduces the amount of interference at D, but it is still non-negligible. However, A is allowed to transmit even if it is in the transmission range of C. We also assume that B can perform perfect IC of C's transmission and recover the packet transmitted by A. However, A's transmission causes interference at node D. In order to analyze the impact of the secondary transmission at the primary receiver, we evaluate the SIR at node D. We assume that the secondary transmission is the only source of interference at D.
For conciseness, we introduce the following notation. Let X ij be the random variable denoting the distance between the nodes i and j. Also, let A l ðr 1 ; r 2 ; dÞ denote the area of the lens formed by the intersection of two circles of radii r 1 and r 2 with centers separated by a distance d. Mathematically
Let denote the ratio of the distances between nodes C and D and A and D, respectively. Mathematically
The constraint X CD < 1 indicates that D is in the transmission range of C, and the constraint X AD > 1 reflects the fact that the secondary transmitter A is allowed to transmit only if it is not in the transmission range of D. Hence, we have < 1. In an exponential path-loss channel without fading, the ratio of the powers of the primary transmission to the secondary transmission at node D can be expressed as
The density of can be expressed as
where f X AD ;X CD ðs; yÞ is the joint probability density function (pdf) of X AD and X CD . The joint pdf of X AD and X CD is evaluated in the Appendix and is given by (22) . The truncated distribution of is given by
Then, from (6) and (7), the pdf of the SINR is
where is the path-loss exponent. The distribution function F À ðÞ of the SIR at D for pathloss exponents ¼ 2; 4 are numerically computed and plotted in Fig. 4 . Let 0 denote the minimum SIR requirement for the successful reception of a message. An outage event occurs when < 0 . Let denote the outage probability Prð 0 Þ ¼ . Since the radio locations are random, it may not be possible to achieve ¼ 0 for a particular 0 . For example, let ¼ 4, ¼ 0:05, and 0 ¼ 12 dB. This SIR requirement roughly translates to a value of ¼ 0:5. In Fig. 4 , we have for ¼ 0:05 an SIR of F À1 À ðÞ ¼ 4 dB, which is less than the required SIR. The interference caused by the secondary transmission can be controlled by using the location information of the nodes in choosing the secondary transmitter. Another way to meet the target SIR requirement without increasing the interference to other nodes is to reduce the power of the secondary transmission.
Probability of Secondary Transmission
In this section, we evaluate the probability of a secondary transmission given that there is a primary transmission that permits a secondary transmission. With respect to the network in Fig. 3 , given that C successfully forwards B's packet to D, we evaluate the probability of a successful secondary transmission from node A to B. The probability of a successful secondary transmission depends on the following factors:
1. Availability of a secondary transmitter (arbitrarily called node A here). All the nodes that are in the transmission range of the secondary receiver (node B) but not in the transmission range of the primary receiver (node D) are identified as potential secondary transmitters. One of them is arbitrarily chosen as the secondary transmitter. In this analysis, we do not address the issue of how a secondary transmitter is chosen but investigate the factors that limit the availability of a secondary transmitter. We note that identification of a secondary transmitter does not guarantee a successful secondary transmission. 2. Availability of packets at the secondary receiver. In order to simplify the analysis, we assume that a secondary transmitter always has packets for the corresponding receiver. 3. Scheduling a secondary transmission. We assume that once a secondary transmitter is identified, it transmits a packet to the secondary receiver, independent of the state of the medium. This assumption results in an upper bound on the probability of scheduling a secondary transmission in a time slot, as the secondary transmission may not be possible if it will interfere with other primary transmissions. 4. Successful reception of the overlapped data at the secondary receiver. The secondary receiver can successfully receive the message provided that no node in its interference range (with the exception of the primary transmitter) transmits. We do not consider the effect of other secondary transmissions at this secondary receiver, again yielding an upper bound on the number of successful overlapped transmissions that can occur in an ad hoc network. Using the example network in Fig. 3 , we evaluate the probability of a successful secondary transmission from A to B while C forwards to D the packet it has received from B in an earlier transmission. Based on the above discussion, the probability of a successful secondary transmission pðSÞ can be bounded by pðSÞ pðF ÞpðT jF Þ; ð10Þ
where F denotes the event that there is a suitable secondary transmitter (denoted as A in our example network), and T denotes the event that the secondary receiver (denoted as B in our example network) successfully receives the packet transmitted by the secondary transmitter. The probability of the event F is equivalent to finding a nontransmitting node that is in the transmission range of B but not in the transmission range of D. The area of this region is
where A l ðr 1 ; r 2 ; dÞ is given by (4), and z is the distance between B and D, whose pdf is given by
where f XCD;XBD ðy; zjX BC ¼ xÞ and f XBC ðxÞ are given by (18) and (16), respectively. Since the nodes are Poisson distributed with node density , the probability pðF Þ of finding a secondary transmitter is given by
where p is the probability of transmission by a node in a time slot. The probability pðF Þ of finding a secondary transmitter is shown in Fig. 5 for three different node densities . It can be seen that for a given probability of transmission in a time slot, the probability of finding a secondary receiver increases with an increase in the node density. Also, note that for stable operation of the network, the probability of transmission p should be less than the average number of nodes in the interference range of a node. For instance, if we assume that the interference range is twice the transmission range, we have p ð4Þ À1 , where is the node density, and the interference range of a node is assumed to be 2 units. With p ¼ ð4Þ À1 , pðF Þ is 0.51, 0.74, and 0.85 for ¼ 1, 2, and 3, respectively. The probability of successful reception at B of the secondary transmission from A, pðT jF Þ, can be upper bounded by the probability that no primary transmissions occur in the nonoverlapping interference regions of B and D. The area of this region is given by
where A l ðr 1 ; r 2 ; dÞ is given by (4) . Using the same approach as in (13) , pðT jF Þ can be bounded by
The probability of reception by node B was numerically evaluated, and the pdf is plotted in Fig. 6 for three different node densities . The path-loss exponent is ¼ 4. As the node density increases, the probability of reception decreases, which is due to the increase in the interference around node B. For an ad hoc network with probability of transmission p ¼ ð4Þ À1 , the probability of node B receiving A's message is 0.53 for all the node densities . The upper bound on the probability of successful secondary transmission pðSÞ (cf. (10)) is shown in Fig. 7 for several values of node density . When the probability of transmission p ¼ ð4Þ À1 , the value of the upper bound is 0.27, 0.39, and 0.41 for ¼ 1, 2, and 3, respectively. For p ¼ ð8Þ À1 , the value of the upper bound is 0.37, 0.54, and 0.61 for ¼ 1, 2, and 3, respectively. The preceding analysis shows that there is a high probability of successful secondary transmission given that there is a primary transmission in a time slot. Although this secondary transmission causes interference to several primary transmissions, this interference can be minimized by either selecting secondary transmissions that are outside of the primary receiver's interference range or by reducing the power of the secondary transmission. In the following sections, we develop a MAC protocol that supports overlapped transmission and evaluate its performance under various network scenarios.
OVERLAPPED CARRIER SENSE MULTIPLE ACCESS (OCSMA) PROTOCOL
The OCSMA protocol is based on the distributed coordinated function (DCF) mode of the IEEE 802.11 MAC protocol [1, Section 9.2]. Unless stated explicitly, the terminology used in the following sections corresponds with that in the IEEE 802.11 standard. The design of the OCSMA protocol is best described with the example network in Fig. 8a . The timeline of the protocol for the example network is shown in Fig. 9 , and the frame formats are shown in Fig. 10 . The operation of the protocol can be divided into five phases as follows.
Primary Handshaking
This phase of the OCSMA protocol is similar to the RequestTo-Send (RTS)/ Clear-To-Send (CTS) exchange of the IEEE 802.11 protocol. When a node has data to transmit to another node in its transmission range, it initiates the handshake by sending an RTS frame. The node that receives the RTS sends a CTS frame if it senses the medium to be free. The node initiating the handshake is the primary transmitter, and the node that responds to the RTS is the primary receiver. All the other nodes that receive the handshake set their transmit allocation vectors (TAVs) for the duration of the transmission. The TAV is similar to the network allocation vector (NAV) defined in the IEEE 802.11 standard [1, Section 9.2.5.4], with a few significant differences as described below.
Each node is equipped with a transmit allocation matrix (TAX) that is responsible for the virtual carrier sense mechanism. The TAX is an array of several TAVs. Nodes receiving a valid frame that is not destined for them update their TAV with the information in the Duration/ID field. Unlike the NAV of IEEE 802.11, the TAX allocates a TAV for each valid frame (not addressed to the receiving node) it receives, even if the new TAV value is not greater than any of the current TAVs. Thus, the TAX maintains an array of TAVs for each frame that it receives. The medium is considered busy if any of the TAVs is set. The TAVs also store information regarding the transmitter and receiver of the frame if that information is available. The implementation of the TAX greatly simplifies the design of the OCSMA protocol, as discussed in later sections. Another important distinction between NAV and TAV is that a node can transmit even if the TAV of a node is set. The conditions under which this is possible are discussed later.
Consider the WANet in Fig. 8a , where at some point of time, node C intends to forward a packet to D that it has received from B in an earlier transmission. C transmits an RTS to D, and D responds with a CTS, as shown in Figs. 8b  and 8c , respectively. The frame formats of RTS and CTS (refer to Fig. 10 
Secondary Handshaking
The secondary handshaking can be thought of as a secondary RTS/CTS exchange to determine the possibility of performing overlapped transmission with the primary transmission. Upon receipt of the CTS, the primary transmitter sends a Prepare-To-Send (PTS) frame to the node from which it received the present data frame in an earlier transmission. If the data is locally generated, no PTS is sent, and transmission of the data frame starts after an SIFS [1, Section 9.2.5]. If the PTS is sent, the primary transmitter defers the transmission of the data frame until the completion of the secondary handshaking.
Continuing our example using Fig. 8a , after the completion of the RTS/CTS between C and D, C sends a PTS to B. The PTS frame format is shown in Fig. 10 . The format is similar to the format of an RTS frame except for the additional fields Destination Address (DA) and Packet ID (PID). The DA field contains the address of the primary receiver, and the PID field contains the unique ID of the data frame that is being transmitted to the primary receiver. The node receiving the PTS frame is called the secondary receiver. Being a secondary receiver implies that the present node has information regarding the primary transmission and is capable of receiving an overlapped transmission.
Upon receipt of the PTS, the secondary receiver ensures that its TAV is set only by the primary transmitter. Note that the TAVs store information regarding the transmitter and receiver of any valid frame it receives that is not addressed to the receiving node. This is to ensure that there are no other transmissions occurring in the range of the secondary transmitter except for the primary transmission. If this is true, it identifies a suitable partner for secondary transmission as described below.
Once the secondary receiver identifies the medium to be free except for the primary transmission, it generates a list of potential partners. The nodes are identified based on the following criteria:
1. The node should not cause excessive interference to the primary transmission. In this paper, we consider only one of the two approaches described in Section 3.2, in which the secondary receiver knows the locations of the neighboring nodes and uses this information to identify potential candidates for the secondary transmitter. 2. The node should have transmitted a frame to the secondary receiver in an earlier time slot. The information regarding the receipt of frames from all the other nodes is maintained in a cache at the MAC layer. The second condition is based on the heuristic that if a node has transmitted a frame to the secondary receiver in an earlier time slot, it is very likely that there might be more frames destined for the secondary receiver. This ensures that there is a greater probability of secondary transmission for any particular partner. A node is chosen randomly 3 from the potential candidates to be the secondary transmitter.
The secondary receiver sends a Request-to-Transmit (RTT) frame to the selected secondary transmitter. The 3. Using other approaches such as round-robin scheduling may increase the probability of choosing a node with a packet for the secondary receiver. format of RTT is similar to the format of RTS except that it also contains an additional field, Primary Address (PA), which contains the address of the primary transmitter. The secondary transmitter compares the address of the primary transmitter against the transmitter info of the TAVs (if it is available), and all the TAVs that are set by the primary transmitter are reset. This ensures that the TAV of the secondary transmitter is not set by either the RTS or the PTS sent by the primary transmitter. If it finds the medium to be free and has a suitable packet to be transmitted, it responds with a Clear-to-Transmit (CTT) frame whose format is the same as that of CTS (cf. Fig. 10) . Transmission of the CTT implies that the secondary transmitter is capable of transmitting overlapped data without causing interference to any of the transmissions (including the primary transmission) in its communication range.
In the example network in Fig. 8a , when B receives the PTS from C, it ensures that its TAV is set only by C's transmission of RTS to D (refer to the TAV0 setting of B shown in Fig. 9 ). Since B is not in the transmission range of D, it will be able to detect D's transmission of CTS but will not be able to decode it. This would cause B's TAV1 to be set to a duration of Extended Interframe Spacing (EIFS) [1, Section 9.2.3.5], but it would expire before the PTS frame is received (refer to the TAV1 setting of B in Fig. 9 ). Based on the selection criteria for choosing a partner, assume node B chooses node A to send the RTT. When A receives the RTT, it ensures that its TAV vector is not set (refer to the TAV settings of A in Fig. 9 ). If it senses the medium to be free, it responds with a CTT frame. In the present example, if we assume that A is in the interference range of C (it can sense C's transmission but not decode it), it would have set its TAV (when C transmits PTS to B) to EIFS, which would have expired by the time A receives the RTT frame.
Primary Transmission
A timer at the primary transmitter is set to expire upon completion of the secondary handshaking. Note that its TAV timer will not be set during the transmission of the secondary handshaking (refer to the TAV settings of node C in Fig. 9 ). We note that this differs from the typical NAV implementation of the IEEE 802.11 protocol. When the timer expires, it transmits its data frame to the primary receiver. In the example network in Fig. 8a , upon completion of the secondary handshaking, C starts the primary transmission to D, as shown in Fig. 8g . The frame format of the DATA frame (refer to Fig. 10 ) is the same as in the IEEE 802.11 protocol [1, Section 7.2.2].
Secondary Transmission
The secondary transmitter starts its overlapped transmission Á 0 seconds after the commencement of the primary transmission (refer to Fig. 9 ). This overlapped delay Á 0 is designed to allow the secondary receiver to acquire the timing and phase of the primary transmission, which greatly simplifies the IC mechanism at the PHY. It does not ensure perfect symbol or phase synchronization of the primary and secondary transmissions at the secondary receiver. The format of the overlapped data (O-DATA) frame is the same as the data frame. The secondary receiver cancels the interference and recovers the overlapped data. This phase is illustrated in Fig. 8h , which depicts node B receiving an O-DATA frame while canceling out the interference caused by C's transmission (primary transmission). Note that the secondary transmission is allowed to terminate Á 1 seconds after the end of the primary transmission.
Data Acknowledgments
If the DATA and O-DATA frames are successfully received, the primary and secondary transmitters acknowledge the successful reception of the primary and overlapped data frames, as shown in Figs. 8i and 8j , respectively. The format of the ACK frames is the same as in the IEEE 802.11 protocol [1, Section 7.2.1.3].
How the nodes then contend for channel access is an important design consideration that significantly affects the performance of OCSMA. Consider first the primary and secondary receivers. If the DATA and O-DATA packets were successful, both of these nodes have packets to transmit and will contend for channel access. If the primary receiver sends an RTS before the secondary receiver, then it will become the primary transmitter for that packet, and the secondary receiver from the previous overlapped transmission will have the appropriate packet to act as a secondary transmitter for an overlapped transmission. However, if the secondary receiver gains access to the channel before the primary receiver, then an overlapped transmission will depend on the availability of appropriate packets further back in the network. To increase the chance of the primary receiver contending for the channel first, the primary receiver acts as a successful receiver in the IEEE 802.11 protocol [1, Section 9.2.5.1]. To give the secondary receiver a high probability of choosing to defer longer than the primary receiver, it will choose a random backoff value in a window that is twice the size of its current contention window (CW) value, once it senses the channel to be idle.
Next, consider the reception of acknowledgments at the primary and secondary transmitters. Upon reception of ACK, the primary transmitter resets its CW parameter as in the IEEE 802.11 [1, Section 9.2.5.5] protocol. If it has a packet to transmit, the channel access mechanism is the same as the mechanism in the IEEE 802.11 protocol. However, the secondary transmitter does not reset its CW. This ensures that with high probability, the secondary transmitter does not contend with the primary transmitter for channel access. The CW parameter of the secondary transmitter is reset when it receives an ACK for any DATA frame (and not an O-DATA frame) that it transmits later. We observed that in networks with linear flows, this design leads to a greater probability of overlapped transmission.
DESIGN CONSIDERATIONS
In this section, we discuss various design issues concerning the OCSMA protocol. In particular, we compare and contrast the OCSMA protocol with the IEEE 802.11 MAC protocol, on which it is based.
Cross-Layer Interaction
The design of the OCSMA protocol involves a greater level of cross-layer interaction compared to the IEEE 802.11 protocol. For instance, when a node receives an RTT, the MAC needs to interact with the higher layers to determine if a packet of suitable length can be sent to the secondary receiver. It is also possible that a packet might need fragmentation such that the transmission of overlapped data is terminated within Á 1 seconds of the termination of the primary transmission (refer to the timeline of the protocol in Fig. 9) . Similarly, when the secondary receiver receives a CTT, the MAC needs to indicate to the PHY that interference mitigation will be needed to recover the overlapped transmission. Cross-layer interaction is also needed at the secondary transmitter when identifying potential partners for overlapped transmission.
Complexity of the Protocol
The OCSMA protocol involves greater computational complexity than the IEEE 802.11 protocol. This is a result of employing MUD at the PHY and also increased bookkeeping in the MAC. However, the increase in the computational complexity at the MAC is minimal, and we believe that the design of the protocol can greatly reduce the computational complexity at the PHY in comparison to other MUD approaches. We also note that the protocol overhead of OCSMA is more than that of IEEE 802.11 because of an increase in the number of control frames. However, as the results in Section 6 indicate, this overhead becomes negligible as the size of the data frame increases.
Reduced Overhead
The design of the protocol and the frame formats are to a large extent compatible with the existing IEEE 802.11 frame formats. Hence, they can be integrated with existing IEEE 802.11-based wireless networks with minimal changes. The overhead of the OCSMA protocol can be reduced considerably if no such conformity is required. For instance, the CTT packet can be eliminated without a significant penalty on the throughput. The elimination of the CTT packet results in reduced protocol overhead but increases the power consumption at the PHY of the secondary receiver since IC has to be turned on more often. In addition, the DA and PA fields of the PTS and RTT frames, respectively, can be eliminated without any significant performance penalty (refer to Fig. 10) . We call this protocol the OCSMA protocol with reduced overhead (OCSMA_RO). The performance of this reduced overhead protocol is simulated in the next section. The PTS can also be eliminated by including the information of the PTS frame in the RTS. In this case, the RTS format will be much different from the format of RTS of the IEEE 802.11 protocol. However, we did not observe any significant change in the throughput with this modification. Finally, the frame formats of all the frames can be modified to reduce the overhead, although we did not evaluate such approaches in this article.
SIMULATION RESULTS
We evaluated the performance of the OCSMA protocol under different network topologies and traffic conditions using Network Simulator (ns2) [26] . Since we evaluate only the performance of the MAC protocol, we assume perfect IC at the PHY and that the O-DATA packet can be recovered whenever there is an overlapped transmission with the corresponding primary transmission being the only source of interference. The simulations are based on the 1-Mbps DSSS mode (cf. [1, Section 15]) of IEEE 802.11; except where specified, the parameters are given in Table 1 . The overlapped delay Á 0 of 240 s corresponds to about 30 bytes of data, which is slightly larger than the sum of the lengths of the PLCP header and the PLCP preamble (24 bytes) [1, Section 15.2.2]. For other system parameters, the default values of the IEEE 802.11 implementation in ns2 are used.
We first evaluate the OCSMA protocol in a fixed 10-node linear network, with a source and destination located at either end of the network. The nodes are placed at regular intervals, with adjacent nodes being in the communication range of each other and nodes two hops apart being in the interference range of each other. The transmission power of the secondary transmission is the same as that of the primary transmission. The traffic model is based on FTP "simulated application," in which the TCP queue is never empty. TCP is used for flow control, with a maximum window size of 32. The end-to-end throughputs of the network under the OCSMA, OCSMA_RO, and IEEE 802.11 MAC protocols are shown in Fig. 11 . We observe that the throughput of the IEEE 802.11 MAC protocol increases until the data packet length reaches 1,000 bytes, beyond which it starts decreasing. However, the throughput of both OCSMA and OCSMA_RO increases until the packet length reaches 1,400 bytes, beyond which the throughput decreases. The OCSMA protocol provides throughput gains of 4 percent to 39 percent over the range of packet lengths shown in Fig. 11 . The maximum throughput under OCSMA is achieved for a packet length of 1,400 bytes, at which point it provides 21 percent throughput gain over IEEE 802.11. Similarly, the reduced overhead version of OCSMA (OCSMA_RO) provides throughput gains of 11-40 percent over the packet lengths simulated and provides a throughput gain of 28 percent over IEEE 802.11 for a packet length of 1,400 bytes.
The MAC-layer events across the network for all three protocols are tabulated in Tables 2 and 3 for data packet lengths of 400 and 1,800 bytes, respectively. The average rate of RTS frames received for OCSMA and OCSMA_RO is higher than the rate of RTS frames received in the case of IEEE 802.11. We observe that the proportion of the average rate of reception of PTS to that of RTS is very high, indicating that there is a very high probability of an overlapped transmission from the perspective of the primary transmitter. However, the ratio of the reception of CTT to that of RTT is significantly lower, which indicates that the actual number of O-DATA transmissions is significantly less than the potential overlapped transmissions. This might be due to the lack of suitable packets at the secondary transmitter or the medium being perceived as busy by the secondary transmitter. To investigate the reason for the low CTT-to-RTT ratio, we created a No-Packet-toTransmit (NPT) frame. The secondary receiver transmits an NPT in response to an RTT if it finds the medium to be free but does not have a suitable packet for the secondary receiver. The NPT frame was introduced only for simulation purposes and is not a part of the OCSMA protocol. We did not observe any adverse effect on the system throughput from the inclusion of the NPT frame.
As can be seen in Tables 2 and 3 , the ratio of CTT to NPT is about 54 percent and 41 percent for packet lengths of 400 bytes and 1,800 bytes, respectively. This indicates that the full potential of the overlapped transmissions is not realized due to lack of suitable packets. The ratio of overlapped data (O-DATA) packets received to that of data (DATA) packets is 19.5 percent and 17.9 percent for OCSMA and OCSMA_RO, respectively, for a packet size of 400 bytes. The ratio is 17.9 percent and 17.3 percent, respectively, when the packet size is increased to 1,800 bytes. It is also worth noting that the average number of collisions at the MAC layer in the case of both OCSMA protocols is higher than that of the IEEE 802.11 protocol. We observed that these collisions are mainly due to the control frames during the secondary handshaking (RTT and CTT), causing collisions in the vicinity of the secondary transmitter. However, these collisions are offset by the increase in throughput due to overlapped transmissions.
As TCP may significantly affect the availability of packets for secondary transmission, we consider the impact of the maximum TCP window size on the throughput of OCSMA and OCSMA_RO protocols. The throughput gains of OCSMA and OCSMA_RO protocols over IEEE 802.11 as a function of the TCP window size is shown in Fig. 12 . The throughput of OCSMA protocols is less than that of IEEE 802.11 for TCP window sizes two and four. This is due to the unavailability of packets at the secondary transmitters to perform overlapped transmissions. As the TCP window size increases, the throughput gains of both OCSMA and OCSMA_RO increase, providing a maximum gain of 21 percent and 30 percent, respectively, for window sizes greater than 16. The MAC-layer events for the OCSMA protocol for several window sizes are shown in Table 4 . It can be seen that the ratio of the CTT to NPT frames increases with an increase in the TCP window size; however, the collision rate also increases. Since the collision rate for OCSMA protocols is higher than that of IEEE 802.11, we next analyze the impact of the STA Short Retry Count (ssrc) and STA Long Retry Count (slrc) limits [1, Section 9.2.5.3] on the throughput of OCSMA and OCSMA_RO. Fig. 13 shows the throughput gains of OCSMA and OCSMA_RO over IEEE 802.11 for various values of ssrc and slrc limits. The TCP window size is 32, and the packet size is 1,400 bytes. The values of the slrc and ssrc limits used are shown in parenthesis. We observe that the throughput gain of OCSMA and OCSMA_RO increase monotonically with an increase in ssrc and slrc limits. The increase in the collisions in the case of OCSMA protocols are offset by the increase in the ssrc and slrc limits.
The throughputs for the 10-node linear network with constant bit rate (CBR) traffic is shown in Fig. 14 for several packet arrival rates. The packet size is 1,000 bytes. We observe that the throughput of all three protocols is the same until the packet arrival rate reaches 20 packets/s. As the packet rate increases, there is a dramatic fall in the rate of packets delivered by IEEE 802.11. However, under OCSMA and OCSMA_RO, the decline in the throughput is more gradual, and the throughput gains provided by OCSMA protocols over IEEE 802.11 are significant.
Next, we consider the effect of multiple flows in a linear network. Three sources and three destinations are placed at either end of a 10-node linear network, and the traffic type is CBR. The throughput gains of OCSMA and OCSMA_RO over IEEE 802.11 with CBR traffic and multiples flows in a linear network are shown in Fig. 15 . The packet arrival rate indicates the common rate at which packets arrive at each of the sources. It can be observed that even in the presence of multiple flows, OCSMA and OCSMA_RO provide significant gains over IEEE 802.11 in a 10-node linear network.
Next, we vary the number of nodes in the linear network. FTP "simulated application" traffic with a packet size of 1,400 bytes was simulated. The end-to-end throughput gains of the OCSMA and OCSMA_RO protocols over IEEE 802.11 are shown in Fig. 16 as a function of the number of nodes in the linear network. It can be seen that OCSMA and OCSMA_RO provide maximum throughput gains of 72 percent and 77 percent, respectively, when the network consists of six nodes. The gain decreases with an increase in the number of nodes in the network. In a 30-node network, the throughput gains of OCSMA and OCSMA_RO are 16 percent and 10 percent, respectively. For a fixed TCP window size, under OCSMA and OCSMA_RO, we observed that as the size of the linear network increases, the ratio of O-DATA to DATA frames decreases, and the collision rate increases. The increase in the spatial reuse provided by OCSMA (and OCSMA_RO) is offset by the increase in the collisions in the network.
We next consider a random topology with 50 nodes distributed in a 1,500 m Â 1,500 m square. This scenario corresponds to an average node density of four nodes in a circle of radius equal to the transmission range of a node (set to 250 m). The mobility model chosen is the random waypoint model, which is the default model in ns2. The nodes move with a speed that is uniformly distributed in the interval ½0; max speed, where we consider different values of max_speed. Twenty TCP connections were randomly generated with packet size 1,400 bytes, and the rest of the system parameters are given in Table 1 . The throughput gains of OCSMA and OCSMA_RO over IEEE 802.11 are averaged over 500 instantiations of the random network. The performance gain of OCSMA protocols over IEEE 802.11 as a function of the maximum speed of the nodes in the network is shown in Fig. 17 . We observe that the throughput gains of the OCSMA protocols decrease as the mobility in the network increases. When there is no mobility in the network, OCSMA provides an average throughput gain of about 13 percent with a standard deviation of 0.11. The high standard deviation indicates that in certain scenarios, OCSMA provides significant gains over IEEE 802.11. Similarly, OCSMA_RO provides an average throughput gain of 17 percent with a standard deviation of 0.12. Under high mobility ðmax speed ¼ 20 m=sÞ, OCSMA and OCSMA_RO provide average throughput gains of 5 percent ðstandard deviation ¼ 0:05Þ and 7 percent ðstandard deviation ¼ 0:05Þ, respectively. The results indicate that in general, the throughput gain from overlapped transmissions is small when there is high mobility in the network. However, in certain scenarios, OCSMA provides a significant gain over IEEE 802.11.
We also observed that in certain scenarios, the performance of the OCSMA protocol is much worse than that of the IEEE 802.11 protocol. In these scenarios, the increase in the spatial reuse due to overlapped transmissions increased the number of interflow contentions, which affected the throughput of the network. We are currently investigating the interflow contention issues associated with the OCSMA protocol.
CONCLUSION
In this paper, we developed overlapped transmission schemes to enhance the spatial reuse and throughput of wireless networks. By taking advantage of a priori knowledge of the interfering packet, the receiver can employ a simplified IC scheme to receive a packet in the presence of interference. We analyzed some of the factors that limit the use of overlapped transmissions in an ad hoc network. We developed the OCSMA protocol based on the IEEE 802.11 MAC protocol to support overlapped transmissions in a wireless network. Network simulations employing OCSMA protocol and its reduced overhead variant, OCSMA_RO, show that the end-to-end throughput can be improved by as much as 77 percent over the IEEE 802.11 MAC protocol in a linear network with TCP traffic. Under CBR traffic, OCSMA and OCSMA_RO are more robust to the traffic load and multiple flows than the IEEE 802.11 protocol. In a random network with 50 nodes and 20 TCP connections, the OCSMA and OCSMA_RO protocols provide an average throughput gain of 13 percent and 17 percent, respectively, when there is no mobility in the network. The throughput gain of the OCSMA protocols decreases with an increase in the mobility in the network. Although the average gain provided by the OCSMA protocols in high-mobility conditions is only 5 percent to 7 percent, the throughput gain in certain scenarios can be much higher.
APPENDIX DERIVATION OF THE JOINT PDF OF X AD , X CD
In order to evaluate the joint distribution of X AD and X CD , we first look at the relative positions of nodes A and D with respect to node B. Note that A is uniformly distributed in a unit circle with B at the center. The density function of X AB , the distance between A and B, is given by f X AB ðxÞ ¼ 2x; 0 x 1; 0; otherwise:
Similarly, node C is also uniformly distributed within the transmission range of B, and hence, the pdf of X BC is the same as that of X AB . Node D is in the transmission range of C but not in the transmission range of B. Hence, it is uniformly distributed in the shaded region in Fig. 3 . The joint conditional distribution of X CD and X BD given X BC can be derived in a similar fashion and is given by (refer to Fig. 18 . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
