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Farhad A. Goodarzi and Taeyoung Lee∗
Abstract— An extended Kalman filter (EKF) is developed on
the special Euclidean group, SE(3) for geometric control of
a quadrotor UAV. It is obtained by performing an extensive
linearization on SE(3) to estimate the state of the quadrotor
from noisy measurements. Proposed estimator considers all the
coupling effects between rotational and translational dynamics,
and it is developed in a coordinate-free fashion. The desirable
features of the proposed EKF are illustrated by numerical
examples and experimental results for several scenarios. The
proposed estimation scheme on SE(3) has been unprecedented
and these results can be particularly useful for aggressive
maneuvers in GPS denied environments or in situations where
parts of onboard sensors fail.
I. INTRODUCTION
Quadrotor UAVs are being utilized for various missions
such as Mars surface exploration, search and rescue, and
payload transportation [1], [2], [3] due to their simple
structure and outstanding capabilities. It is very important
to implement a robust controller which can handle uncer-
tainties and disturbances to ensure the safety during mission.
Different sensors utilized for controlling purposes commonly
provide noisy measurements, which can cause instability
and may result in the failure of the mission. Also, there
are some states, such as translational velocity, that cannot
be measured directly. Furthermore, there are cases where
each sensor onboard may fail. Thus, a filter or estimator is
required in real-time flight to ensure the safety from noisy
measurements.
The critical issue in designing controllers and estimators
for quadrotors is that they are mostly based on local coor-
dinates. Some developments and estimation derivations are
demonstrated at [4], [5], [6], [7] based on Euler angles. They
involve complicated expressions for trigonometric functions,
and they exhibit singularities in representing quadrotor at-
titudes, thereby restricting their ability to achieve complex
rotational maneuvers significantly. Furthermore, most of the
studies in the existing literature do not consider the cou-
pling effect between translational and rotational dynamics
explicitly, so the estimation process and controller design
are presented for only attitude of the quadrotor [8], [9].
On the other hand, this issue restricts the researchers
to design and introduce an estimator that can perform in
situation where an onboard sensor fail to work. For instance,
in a GPS denied environment, where there is no direct
Farhad A. Goodarzi and Taeyoung Lee, Mechanical and Aerospace
Engineering, The George Washington University, Washington DC 20052
{fgoodarzi,tylee}@gwu.edu
∗This research has been supported in part by NSF under the grants
CMMI-1243000 (transferred from 1029551), CMMI-1335008, and CNS-
1337722.
measurements are available for the position and translational
velocities, estimator fails to provide estimations since the
translational and rotational dynamics are not coupled. A
quaternion-based Kalman filter for real-time pose estimation
was shown in [10]. Quaternions do not have singularities
but, as the three-sphere double-covers the special orthogonal
group, one attitude may be represented by two antipodal
points on the three-sphere. This ambiguity should be care-
fully resolved in quaternion-based attitude control systems
and estimator, otherwise they may exhibit unwinding, where
a rigid body unnecessarily rotates through a large angle
even if the initial attitude error is small [11]. References
[12], [6] provide a Kalman filter based on Euler-angles
for attitude and position control of the quadrotors without
experimental results. Kalman filters may not work properly
in a real-time experimental testbed due to sensitivity and
several failure situations. It is very important to perform and
provide experiments to validate the numerical and analytical
solutions.
Recently, the dynamics of a quadrotor UAV is globally
expressed on the special Euclidean group, SE(3), and non-
linear control systems are developed to track outputs of
several flight modes and complicated models for autonomous
payload transportation with a large number of degrees of
freedom [13], [14], [15]. Several aggressive maneuvers of a
quadrotor UAV are demonstrated based on a hybrid control
architecture. As they are directly developed on the special
Euclidean group, complexities, singularities, and ambiguities
associated with minimal attitude representations or quater-
nions are completely avoided. In this paper, the geometric
nonlinear controller presented in the prior work of the authors
in [16], [17] is utilized with an EKF, developed for the
closed loop system on SE(3). A coordinate-free from of
linearization is performed for the closed loop system to be
used in the EKF.
In short, new contributions and the unique features of the
dynamics model, control system, and the extended kalman
filter proposed in this paper compared with other studies are
as follows: (i) it is developed for the full dynamic model of
a quadrotor UAVs on SE(3), including the coupling effects
between the translational dynamics and the rotational dy-
namics on a nonlinear manifold, (ii) the control systems are
developed directly on the nonlinear configuration manifold
in a coordinate-free fashion in the presence of unstructured
uncertainties in both rotational and translational dynamics,
(iii) a precise linearization for closed loop system and an
extended kalman filter for closed loop system developed on
SE(3) to estimate the unmeasured states and improve the
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noisy measurements. Thus, singularities of local parameter-
ization are completely avoided to generate agile maneuvers
in a uniform way, (iv) the proposed algorithm is validated
with numerical simulations along with real-time experiments
with a quadrotor UAV.
This paper is organized as follows. A dynamic model is
presented and problem is formulated at Section II. Control
systems are constructed at Sections III and extended kalman
filter developments are presented in IV, which are followed
by numerical examples in Section V and an experimental
results in Section VI.
II. QUADROTOR’S DYNAMICAL MODEL
Consider a quadrotor UAV model illustrated in Figure 1.
We choose an inertial reference frame {~e1, ~e2, ~e3} and a
body-fixed frame {~b1,~b2,~b3}. The origin of the body-fixed
frame is located at the center of mass of this vehicle. The
first and the second axes of the body-fixed frame, ~b1,~b2, lie
in the plane defined by the centers of the four rotors.
The configuration of this quadrotor UAV is defined by the
location of the center of mass and the attitude with respect to
the inertial frame. Therefore, the configuration manifold is
the special Euclidean group SE(3), which is the semi-direct
product of R3 and the special orthogonal group SO(3) =
{R ∈ R3×3 |RTR = I, detR = 1}.
The mass and the inertial matrix of a quadrotor UAV are
denoted by m ∈ R and J ∈ R3×3. Its attitude, angular
velocity, position, and velocity are defined by R ∈ SO(3),
Ω, x, v ∈ R3, respectively, where the rotation matrix R rep-
resents the linear transformation of a vector from the body-
fixed frame to the inertial frame and the angular velocity
Ω is represented with respect to the body-fixed frame. The
distance between the center of mass to the center of each
rotor is d ∈ R, and the i-th rotor generates a thrust fi and a
reaction torque τi along −~b3 for 1 ≤ i ≤ 4. The magnitude
of the total thrust and the total moment in the body-fixed
frame are denoted by f ∈ R, M ∈ R3, respectively.
By the definition of the rotation matrix R ∈ SO(3), the
	
~e1
~e2
~e3
~b1
~b2
~b3
f1
f2
f3
f4
x
Fig. 1. Quadrotor model
direction of the i-th body-fixed axis ~bi is given by Rei in
the inertial frame, where e1 = [1; 0; 0], e2 = [0; 1; 0], e3 =
[0; 0; 1] ∈ R3. Therefore, the total thrust vector is given by
−fRe3 ∈ R3 in the inertial frame. In this paper, the thrust
magnitude f ∈ R and the moment vector M ∈ R3 are
viewed as control inputs. The corresponding equations of
motion are given by
x˙ = v, (1)
mv˙ = mge3 − fRe3 + ∆x, (2)
R˙ = RΩˆ, (3)
JΩ˙ + Ω× JΩ = M + ∆R, (4)
where the hat map ·ˆ : R3 → SO(3) is defined by the
condition that xˆy = x × y for all x, y ∈ R3. This identifies
the Lie algebra SO(3) with R3 using the vector cross product
in R3. The inverse of the hat map is denoted by the vee map,
∨ : SO(3) → R3. Throughout this paper, the two-norm of
a matrix A is denoted by ‖A‖. The standard dot product
in Rn is denoted by ·, i.e., x · y = xT y for any x, y ∈
Rn. Unstructured, but fixed uncertainties in the translational
dynamics and the rotational dynamics of a quadrotor UAV
are denoted by ∆x and ∆R ∈ R3, respectively.
III. GEOMETRIC NONLINEAR CONTROLLER
Since the quadrotor UAV has four inputs, it is possible to
achieve asymptotic output tracking for at most four quadrotor
UAV outputs. The quadrotor UAV has three translational
and three rotational degrees of freedom; it is not possible
to achieve asymptotic output tracking of both attitude and
position of the quadrotor UAV. This motivates us to introduce
two flight modes, namely (1) an attitude controlled flight
mode, and (2) a position controlled flight mode. While a
quadrotor UAV is under-actuated, a complex flight maneuver
can be defined by specifying a concatenation of flight modes
together with conditions for switching between them.
A. Attitude Tracking Errors
Suppose that a smooth attitude command Rd(t) ∈ SO(3)
satisfying the following kinematic equation is given:
R˙d = RdΩˆd, (5)
where Ωd(t) ∈ R3 is the desired angular velocity, which
is assumed to be uniformly bounded. We first define errors
associated with the attitude dynamics as follows [18], [19].
Proposition 1: For a given tracking command (Rd,Ωd),
and the current attitude and angular velocity (R,Ω), we
define an attitude error function Ψ : SO(3)×SO(3)→ R, an
attitude error vector eR ∈ R3, and an angular velocity error
vector eΩ ∈ R3 as follows [19]:
Ψ(R,Rd) =
1
2
tr
[
I −RTdR
]
, (6)
eR =
1
2
(RTdR−RTRd)∨, (7)
eΩ = Ω−RTRdΩd. (8)
Proof: See [17].
B. Attitude Tracking Controller
We now introduce a nonlinear controller for the attitude
controlled flight mode:
M = −kReR − kΩeΩ − kIeI
+ (RTRdΩd)
∧JRTRdΩd + JRTRdΩ˙d, (9)
eI =
∫ t
0
eΩ(τ) + c2eR(τ)dτ, (10)
where kR, kΩ, kI , c2 are positive constants. The control mo-
ment is composed of proportional, derivative, and integral
terms, augmented with additional terms to cancel out the
angular acceleration caused by the desired angular velocity.
Unlike common integral control terms where the attitude
error is integrated only, here the angular velocity error is
also integrated at (10). This unique term is required to show
exponential stability in the presence of the disturbance ∆R
in the subsequent analysis.
Proposition 2: (Attitude Controlled Flight Mode) Con-
sider the control moment M defined in (9). For positive
constants kR, kΩ, the zero equilibrium of tracking errors and
the estimation errors is stable in the sense of Lyapunov, and
eR, eΩ → 0 as t→∞.
Proof: See [17].
While these results are developed for the attitude dynamics of
a quadrotor UAV, they can be applied to the attitude dynamics
of any rigid body. Nonlinear adaptive controllers have been
developed for attitude stabilization in terms of modified Ro-
driguez parameters [20] and quaternions [21], and for attitude
tracking in terms of Euler-angles [22]. The proposed tracking
control system is developed on SO(3), therefore it avoids
singularities of Euler-angles and Rodriguez parameters, as
well as unwinding of quaternions.
C. Position Tracking Errors
We introduce a nonlinear controller for the position con-
trolled flight mode in this section. Suppose that an arbitrary
smooth position tracking command xd(t) ∈ R3 is given. The
position tracking errors for the position and the velocity are
given by:
ex = x− xd, ev = e˙x = v − x˙d. (11)
Similar with (10), an integral control term for the position
tracking controller is defined as
ei =
∫ t
0
ev(τ) + c1ex(τ)dτ, (12)
for a positive constant c1 specified later. For a positive
constant σ ∈ R, a saturation function satσ : R→ [−σ, σ] is
introduced as
satσ(y) =

σ if y > σ
y if − σ ≤ y ≤ σ
−σ if y < −σ
.
If the input is a vector y ∈ Rn, then the above saturation
function is applied element by element to define a saturation
function satσ(y) : Rn → [−σ, σ]n for a vector. In the
position controlled tracking mode, the attitude dynamics is
controlled to follow the computed attitude Rc(t) ∈ SO(3)
and the computed angular velocity Ωc(t) defined as
Rc = [b1c ; b3c × b1c ; b3c ], Ωˆc = RTc R˙c, (13)
where b3c ∈ S2 is given by
b3c = −
−kxex − kvev − kisatσ(ei)−mge3 +mx¨d
‖−kxex − kvev − kisatσ(ei)−mge3 +mx¨d‖ ,
(14)
for positive constants kx, kv, ki, σ. The unit vector b1c ∈ S2
is selected to be orthogonal to b3c , thereby guaranteeing that
Rc ∈ SO(3). It can be chosen to specify the desired heading
direction, and the detailed procedure to select b1c is described
later at Section III-E.
D. Position Tracking Controller
The nonlinear controller for the position controlled flight
mode, described by control expressions for the thrust mag-
nitude and the moment vector, are:
f = (kxex + kvev + kisatσ(ei) +mge3 −mx¨d) ·Re3,
(15)
M = −kReR − kΩeΩ − kIeI
+ (RTRcΩc)
∧JRTRcΩc + JRTRcΩ˙c. (16)
The nonlinear controller given by Eq. (15), (16) can be
given a backstepping interpretation. The computed attitude
Rc given in Eq. (13) is selected so that the thrust axis −b3
of the quadrotor UAV tracks the computed direction given
by −b3c in (14), which is a direction of the thrust vector
that achieves position tracking. The moment expression (16)
causes the attitude of the quadrotor UAV to asymptotically
track Rc and the thrust magnitude expression (15) achieves
asymptotic position tracking.
Proposition 3: (Position Controlled Flight Mode) Sup-
pose that the initial conditions satisfy
Ψ(R(0), Rc(0)) < ψ1 < 1, (17)
for positive constant ψ1. Consider the control inputs f,M
defined in (15)-(16). For positive constants kx, kv , the zero
equilibrium of the tracking errors and the estimation errors
is stable in the sense of Lyapunov and all of the tracking
error variables asymptotically converge to zero. Also, the
estimation errors are uniformly bounded.
Proof: See [17].
Proposition 4: (Position Controlled Flight Mode with a
Larger Initial Attitude Error) Suppose that the initial condi-
tions satisfy
1 ≤ Ψ(R(0), Rc(0)) < 2, ‖ex(0)‖ < exmax , (18)
for a constant exmax . Consider the control inputs f,M de-
fined in (15)-(16), where the control parameters satisfy (17)
for a positive constant ψ1 < 1. Then the zero equilibrium
of the tracking errors is attractive, i.e., ex, ev, eR, eΩ → 0 as
t→∞.
Proof: See [17].
E. Direction of the First Body-Fixed Axis
As described above, the construction of the orthogonal
matrix Rc involves having its third column b3c specified
by (14), and its first column b1c is arbitrarily chosen to
be orthogonal to the third column, which corresponds to a
one-dimensional degree of choice. By choosing b1c properly,
we constrain the asymptotic direction of the first body-fixed
axis. This can be used to specify the heading direction of a
quadrotor UAV in the horizontal plane [23].
IV. EXTENDED KALMAN FILTER (EKF)
The Kalman Filter is an algorithm which utilizes a set of
measurements observed over time while considering statisti-
cal noise, and generates estimates of uncertain variables that
are more accurate and precise than those variables which are
based on a single measurement. It contains of two general
steps, prediction (or flow update), and the measurement
update. It uses the prior knowledge of state along with
the measurements to predict and update the state variables.
The EKF is motivated by linearizing the nonlinear system
considering the control input as the closed loop system. In
the following, we presented the nonlinear equations used in
the EKF derivations, along with a precise linearization on
SE(3), followed by the derivations for EKF implementation
on the system.
A. Flow Update
The equations of motion, given by (1)-(4), can be rear-
ranged as
χ˙ = f(χ, u) + w, (19)
where the state vector χ ∈ R24×1 is given by
χ = [x, v,R,Ω, ei1, ei1]
T , (20)
and the process noise is denoted by w ∈ R24. Assume the
covariance of the process noise is Q = E[wwT ] ∈ R24×24.
In the above nonlinear equation of motion, the translational
and rotational dynamics are coupled as rotation matrix R
and angular velocity Ω directly appear in the dynamics of
the rigid body.
Let the measurement z ∈ R24 be a nonlinear function of
state
z = h(χ) + v, (21)
where v ∈ Rp denotes measurement noise with covariance
R = E[vvT ].
Next, we show the linearized equations of motion. The key
idea is to represent the infinitesimal variation of R ∈ SO(3)
using the exponential map
δR =
d
d
∣∣∣∣
=0
R exp(ηˆ) = Rηˆ, (22)
for η ∈ R3. The unit vector η‖η‖ corresponds to the axis of
the rotation, expressed in the body-fixed frame, and ‖η‖ is
the rotation angle.
Using this, we linearize the controlled equation of motion.
Proposition 5: Consider the controlled dynamical model
presented in (1), (2), (3), and (4), along with the control
inputs presented in (15) and (16). The linearized equations
of motion for the closed loop dynamics are given by
δx˙ = ALδx, (23)
where δ represents an infinitesimal change of the state vector
x ∈ R18×1 given by
x =
[
x, v, η,Ω, ei1, ei2
]T
, (24)
and AL ∈ R18×18 is given in details in the appendix.
Proof: See Appendix.
Next, we describe the proposed extended Kalman filter.
Let ¯ denote an estimate of state and assume that the mean
of the initial state are given by χ¯0. The initial state for the
linearized system, namely x¯0 can be obtained from (22), and
suppose the variance of x¯0 is given by P0 ∈ R18×18.
The extended Kalman filter is formulated in the discrete-
time setting, and let subscript k denote the value of a variable
at the k-th time step. Also, superscripts − and + mean
the a priori (before measurements) and a posteriori (after
measurements) variables, respectively.
Runge-Kutta method [24] is utilized for (19) to propagate
the mean from the current a posteriori estimate χ¯+k to the
next a priori estimate χ¯−k+1. The a priori state covariance
uses the linearized matrix ALk ,
P−k+1 = ALkP+k ATLk +Qk, (25)
where ALk serves to reshape the covariance and Qk is the
added uncertainty along the propagation.
B. Measurement Update
The measurement matrix is linearized with respect to the
state to obtain
Hk+1 =
∂h
∂χ
∣∣∣∣
x=χ¯−k+1
∈ R24×18, (26)
where the derivative with respect to R is taken by using (22).
The predicted knowledge (χ¯−k+1,P−k+1) is converted into
the reduced state (x¯−k+1,P−k+1) from (22) and (24). Then,
the measurement update provides a correction to obtain an
a posteriori estimate (x¯+k+1,P+k+1):
Kk+1 = P−k+1HTk+1(Hk+1P−k+1HTk+1 +Rk+1)−1 (27)
x¯+k+1 = x¯
−
k+1 +Kk+1(zk+1 − h(x¯−k+1)), (28)
P+k+1 = (I −Kk+1Hk+1)P−k+1, (29)
where the updated state x¯+k+1 takes both the predicted
process and measurement into account and the matrix Kk+1
is referred to as Kalman gain at the (k+1)-th time step. Also,
zk+1 is the measurement vector obtained from the reference
attitude using Eq. (22). The key idea of implementing the
attitude in the measurement update, is that the difference
between the predicted attitude and the measured attitude is
given by η in Eq. (28) for zk+1. Finally, the χ¯+k+1 is obtained
from x¯+k+1 using Eq. (22).
V. NUMERICAL SIMULATIONS
We demonstrate the desirable properties of the proposed
extended kalman filter with two numerical examples. Con-
sider the geometric nonlinear control system designed in
previous section, we need to provide the controller with
state variables namely, position, velocity, attitude and angular
velocity of the quadrotor. We implement the extended kalman
filter to estimate the un-measured states and also improve
the noisy measurements from sensors. For both examples,
properties of the quadrotor are chosen as
m = 0.755 kg, J = diag[0.557, 0.557, 1.05]× 10−2 kgm2,
and controller parameters are selected as follows: kx =
13.84, kv = 4.84, kR = 0.67, kΩ = 0.11, kI = 0.01,
B5 = B6 = 0.1. The following two fixed disturbances are
included in this numerical example.
∆R = [0.01,−0.02, 0.01]T ,
∆x = [−0.02, 0.01,−0.03]T .
The initial conditions for the quadrotor are given by x(0) =
03×1, x˙(0) = 03×1, R(0) = I3×3, and Ω(0) = 03×1. Initial
estimates of the attitude and angular velocity are given by
R¯(0) = I3×3 and Ω¯(0) = [0.1,−0.2, 0.1]T respectively for
both examples.
A. Example 1- Estimating the translational velocity with
large initial error and high-noisy measurements
In this example, we investigate a case where noisy mea-
surements on position, attitude and angular velocity are
available via sensors and we wish to estimate the trans-
lational velocity while improving the noisy measurements.
The measurements noise covariance is chosen as R = 1.0
with process noise of Q = 0.01. Also the initial estimation
values are chosen as x¯(0) = v¯(0) = [4, 4,−3]T to have large
initial estimation errors. Desired trajectory is chosen to be a
Lissajous curve as
xd(t) = [sin(t) +
pi
2
, sin(2t), −0.5]T , b1d = [1, 0, 0]T .
and geometric nonlinear controller is employed along with
proposed EKF to track the above desired trajectory. The
observation matrix, H ∈ R9×18 utilized in this example is
H =
I3 0 0 0 0 00 0 I3 0 0 0
0 0 0 I3 0 0
 .
Figure 2 illustrates the performance of the proposed con-
troller and EKF in this numerical simulation. Estimated
position, x¯ and angular velocity, Ω of the quadrotor is
presented along with the noisy measurements at Figures
2(a), 2(b), 2(d), and 2(f) respectively. Desired translational
velocity and the estimated velocity outputted from proposed
EKF is plotted at Figure 2(c) which shows s satisfactory
estimate during the maneuver. Figures 2(g) and 2(h) are the
position and velocity estimation errors calculated from the
following expressions.
e¯x = x¯− xd, e¯v = v¯ − vd.
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Fig. 2. EKF performance in the first numerical example (dotted: EKF,
dashed: desired, solid: noisy measurements). A short animation is also
available at https://youtu.be/F4Vntws97RU
We have also illustrated the attitude of the quadrotor as
a rotation matrix in Figure 3. Noisy measurement data
from sensor are presented along with the estimated attitude
obtained from the proposed EKF and the desired attitude,
Rd.
B. Example 2- GPS denied environment
Assume that we receive measurements for attitude and
angular velocity from an (Inertial Measurement Unit), IMU
installed onboard and there is no sensor or measurements
available for position and translational velocity for the
quadrotor. In other words, we present a scenario where
GPS systems fails to work. In this case our measurement
vector, z ∈ R3 × SO(3) consists of the angular velocity
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Fig. 3. EKF performance in the first numerical example for quadrotor
rotation matrix (dotted: EKF, dashed: desired, solid: noisy measurements).
A short animation is also available at https://youtu.be/Dfi3IljfS-U
and the gravitational acceleration. The measurements noise
covariance is chosen as R = 0.1 with process noise of Q =
0.001 and initial estimates of the state variables are given by
x¯(0) = [0.2,−0.5,−0.5]T and v¯(0) = [0.1,−0.1,−0.1]T .
Desired trajectory is chosen to be an Elliptic Helix as
xd(t) = [0.4t, a sin(wt), −b cos(wt)]T ,
b1d = [cos(wt), sin(wt), 0]
T ,
where constants a = 0.4, b = 0.6, w = pi and chosen partic-
ularly with several rotations of the quadrotor to illustrate the
effectiveness of the proposed controller and extended kalman
filter on SE(3) which does not concerns with singularities
and ambiguities as seen in derivations with Euler angles or
quaternions. Figures 4(a) and 4(c) illustrate the position and
velocity of the quadrotor estimated with EKF and plotted
verse the true path respectively. As it is clear from this figure,
although we did not have measurements on position and
translational velocity, EKF was able to estimate this values
significantly. Position and velocity estimation errors are also
presented in Figures 4(g) and 4(h) respectively.
Figures 4(b), 4(d), and 4(f) illustrate the angular velocity
of the quadrotor during this maneuver. Noisy measurement
data and the estimated value from EKF are presented along
with the true path to show the performance and effectiveness
of the EKF to reduce the error and improve noisy mea-
surements. Position and velocity estimation errors for this
example are presented in Figures 4(g) and 4(h).
VI. EXPERIMENTAL RESULTS
The quadrotor UAV developed at the flight dynamics and
control laboratory at the George Washington University is
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Fig. 4. EKF performance in the second numerical example (dotted: EKF,
dashed: desired, solid: noisy measurements). A short animation is also
available at https://youtu.be/F4Vntws97RU
shown at Figure 5(a). We developed an accurate CAD model
as shown in Figure 1 to identify several parameters of the
quadrotor, such as moment of inertia and center of mass.
Furthermore, a precise rotor calibration is performed for
each rotor, with a custom-made thrust stand as shown in
Figure 5(b) to determine the relation between the command
in the motor speed controller and the actual thrust. For
various values of motor speed commands, the corresponding
thrust is measured, and those data are fitted with a second
order polynomial. Angular velocity and attitude are measured
from inertial measurement unit (IMU). Position of the UAV
is measured from motion capture system (Vicon). Ground
computing system receives the Vicon data and send it to the
UAV via XBee. The Gumstix is adopted as micro computing
OMAP 600MHz
Processor
Attitude sensor
3DM-GX3
via UART
BLDC Motor
via I2C
Safety Switch
XBee RF
WIFI to
Ground Station
LiPo Battery
11.1V, 2200mAh
(a) Hardware configuration (b) Motor calibra-
tion setup
Fig. 5. Hardware development for a quadrotor UAV
unit on the UAV. A multi-threaded C/C++ software devel-
oped for autonomous control of the quadrotor. It has two
main threads, namely Vicon thread, control and estimation
thread. The Vicon thread receives the Vicon measurement. In
second thread, it receives the IMU measurement, estimates
the velocity with EKF and handles the control outputs.
Figures 6 presents the experimental results for a maneuver
where quadrotor autonomously tracks the following desired
trajectory which is defined as a Lissajous curve
xd(t) = [sin(t) +
pi
2
, sin 2(t), −0.3].
Quadrotor parameters are same as presented in the numerical
simulations section and controller gains are tuned to kx =
4.0, kv = 2.0, kR = 0.62, kΩ = 0.15, and kI = 0.1 with
c1 = c2 = 0.1. The observation matrix, H ∈ R9×18 utilized
in this example same as one presented in the first numerical
simulation and so for measurement state, zk ∈ R9×1.
Figure 6(a) illustrates the position of the quadrotor fol-
lowing the desired trajectory obtained from the experiment.
The quadrotor starts from the ground, increases its altitude
to get to z3 = −0.3 m, and starts following the trajectory.
Quadrotor attitude errors, Ψ, eR, and angular velocity error,
eΩ, which are previously defined in Eq. (6), (7), and (8),
respectively, are presented in Figure 6(b), which illustrate
the performance of the geometric nonlinear controller during
the autonomous trajectory tracking in this test. Figures 6(c),
6(e), and 6(g) illustrate the estimated velocity obtained form
EKF namely, vˆ and plotted verse the desired velocity, vd. We
have also presented the integrated velocity, dxdt in this figure
by taking direct derivative from the position measurements
to magnify the performance of the filter. Figures 6(d), 6(f),
and 6(h) are also present the angular velocity measurements
from IMU, and the estimated angular velocity from the
EKF, Ωˆ. As it is clear from the figures, EKF is able to
improve the measurement noises significantly and provide
more smoother data for real-time experimentation. The effect
of noise from velocity measurements is substantially reduced
with the extended Kalman filter, while avoiding any lagging
issues common with low-pass filtering.
VII. CONCLUSIONS
An extensive Extended Kalman Filter on SE(3) for full
nonlinear dynamic model of quadrotor UAV employing ge-
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Fig. 6. EKF performance in real-time experiment (dotted: EKF, dashed:
desired, solid: noisy measurements).
ometric nonlinear controller presented in this paper. Lin-
earization performed considering all the coupling effects
between translational and rotational dynamics to provide
an precise estimation characteristics in different scenarios
of sensor failure or receiving highly noised measurements.
These results validated by numerical simulations followed
by experimental results for velocity estimation during an
autonomous trajectory tracking.
ACKNOWLEDGMENT
The authors would like to acknowledge Evan Kaufman for
his helpful comments that served to improve the clarity of
the discussion and writing of this paper.
REFERENCES
[1] D. Mellinger, M. Shomin, N. Michael, and V. Kumar, “Cooperative
grasping and transport using multiple quadrotors,” in Distributed
Autonomous Robotic Systems. Springer Berlin Heidelberg, 2013,
vol. 83, pp. 545–558.
[2] S. Kim, S. Choi, and H. J. Kim, “Aerial manipulation using a quadrotor
with a two dof robotic arm,” in Intelligent Robots and Systems,
November 2013, pp. 4990–4995.
[3] F. A. Goodarzi, D. Lee, and T. Lee, “Geometric stabilization of
quadrotor UAV with a payload connected by flexible cable,” in
Proceedings of American Control Conference, Portland OR, 2014, pp.
4925–4930.
[4] G. N. Kostas Alexis, Christos Papachristos and A. Tzes, “Model pre-
dictive quadrotor indoor position control,” IEEE, 19th Mediterranean
Conference on Control and Automation, pp. 1247–1252, June 2011.
[5] I. Gumusboga and E. Kiyak, “An integrated navigation system design
for quadrotors,” Sensor Data Fusion: Trends, Solutions, Applications
(SDF), pp. 1–5, October 2015.
[6] K.-H. Oh and H.-S. Ahn, “Extended kalman filter with multi-frequency
reference data for quadrotor navigation,” IEEE, 15th International
Conference on Control, Automation and Systems (ICCAS 2015), pp.
201–206, October 2015.
[7] F. C. Majid Moghadam, “Actuator and sensor fault detection and
diagnosis of quadrotor based on two-stage kalman filter,” IEEE, 5th
Australian Control Conference (AUCC), pp. 182–187, November 2015.
[8] N. G. Frank Hoffmann and T. Bertram, “Attitude estimation and con-
trol of a quadrocopter,” The 2010 IEEE/RSJ International Conference
on Intelligent Robots and Systems, pp. 1072–1077, October 2010.
[9] S. Wang and Y. Yang, “Quadrotor aircraft attitude estimation and
control based on kalman filter,” IEEE, Proceedings of 31st Chinese
Control Conference, pp. 5634–5639, July 2012.
[10] Y. Z. Yilin Hong, Xueqiu Lin and Y. Zhao, “Real-time pose estimation
and motion control for a quadrotor uav,” Proceeding of the 11th World
Congress on Intelligent Control and Automation, pp. 2370–2375, 2014.
[11] S. Bhat and D. Bernstein, “A topological obstruction to continuous
global stabilization of rotational motion and the unwinding phe-
nomenon,” Systems and Control Letters, vol. 39, pp. 66–73, 2000.
[12] K. K. A. B. Samir Zeghlache, Djamel Saigaa, “State vector estimation
using extended filter kalman for the sliding mode controlled quadrotor
helicopter in vertical flight,” 8th International Conference on Electrical
and Electronics Engineering (ELECO), pp. 492–496, November 2013.
[13] F. A. Goodarzi and T. Lee, “Dynamics and control of quadrotor UAVs
transporting a rigid body connected via flexible cables,” in Proceedings
of American Control Conference, Chicago IL, 2015, pp. 4677–4682.
[14] F. A. Goodarzi, D. Lee, and T. Lee, “Geometric control of a quadrotor
UAV transporting a payload connected via flexible cable,” Interna-
tional Journal of Control, Automation and Systems, vol. 13, no. 6,
December 2015.
[15] F. A. Goodarzi, “Geometric nonlinear controls for multiple cooperative
quadrotor UAVs transporting a rigid body,” Ph.D. dissertation, The
George Washington University, August 2015.
[16] F. Goodarzi, D. Lee, and T. Lee, “Geometric nonlinear PID control
of a quadrotor UAV on SE(3),” in in Proceedings of the European
Control Conference, 2013, pp. 3845–3850.
[17] F. A. Goodarzi, D. Lee, and T. Lee, “Geometric adaptive tracking
control of a quadrotor unmanned aerial vehicle on SE(3) for agile
maneuvers,” Journal of Dynamic Systems, Measurement, and Control,
vol. 137, no. 9, pp. 091 007–12, September 2015.
[18] F. Bullo and A. Lewis, Geometric control of mechanical systems, ser.
Texts in Applied Mathematics. Springer, 2005, vol. 49, modeling,
analysis, and design for simple mechanical control systems.
[19] T. Lee, “Robust adaptive tracking on SO(3) with an application to the
attitude dynamics of a quadrotor UAV,” IEEE Transactions on Control
Systems Technology, vol. 21, no. 5, pp. 1924–1930, 2013.
[20] K. Subbarao, “Nonlinear PID-like controllers for rigid-body attitude
stabilization,” Journal of the Astronautical Sciences, vol. 52, no. 1-2,
pp. 61–74, 2004.
[21] K. Subbarao and M. Akella, “Differentiator-free nonlinear
proportional-integral controllers for rigid-body attitude stabilization,”
Journal of Guidance, Control, and Dynamics, vol. 27, no. 6, pp.
1092–1096, 2004.
[22] L. Show, J. Juang, C. Lin, and Y. Jan, “Spacecraft robust attitude
tracking design: PID control approach,” in Proceeding of the American
Control Conference, 1360-1365, Ed., 2002.
[23] M. L. T. Lee and N. McClamroch, “Nonlinear robust tracking control
of a quadrotor UAV on SE(3),” Asian Journal of Control, vol. 15,
no. 2, pp. 391–408, Mar. 2013.
[24] J. C. Butcher, The numerical analysis of ordinary differential equa-
tions: Runge-Kutta and general linear methods. New York, NY, USA:
Wiley-Interscience, 1987.
APPENDIX
A. Proof for Proposition 5
We use the definition and properties of time derivative and
variation to linearize the closed loop system. The variation
of time derivative of each state in the nonlinear equations
can be presented as follow
δx˙ = δv, (30)
δv˙ = m21δx+m22δv +m23η +m24δei1, (31)
η˙ = δΩ− Ωˆη, (32)
δΩ˙ =m41δx+m42δv +m43η
+m44δΩ +m45δei1 − kIJ−1δei2, (33)
δe˙i1 = c1δex + δev = c1δx+ δv, (34)
δe˙i2 =c2δeR + δeΩ
= m61δx+m62δv +m63δη +m64δΩ +m65δei1.
(35)
where all the sub-matrices mij in the above expressions are
presented in the following sections. These equations can be
written in a matrix form as
x˙ = ALx, (36)
where the state vector x ∈ R18×1 is given by
x =
[
δx, δv, η, δΩ, δei1, δei2
]T
,
and matrix Ak ∈ R18×18
AL =

0 I 0 0 0 0
m21 m22 m23 0 m24 0
0 −Ωˆ I 0 0 0
m41 m42 m43 m44 m45 −kIJ−1
c1 I 0 0 0 0
m61 m62 m63 m64 m65 0
 . (37)
B. Proof for Equation (31)
By taking time-derivative of both sides of Eq. (2), we
would have
mδv˙ = −δfRee − fδRe3 = −δfRee − fRηˆe3, (38)
using (15) and
δA = −kxδex − kvδev, (39)
we obtain
δf = −(−kxδx− kvδv) ·R3e −A ·Rηˆe3. (40)
Substituting the above equations into (38) and simplifying
δv˙ = m21δx+m22δv +m23η +m24δei1, (41)
where m21,m22,m23,m24 ∈ R3×3 are defined as
m21 = −kx
m
(Re3)(Re3)
T , m22 =
kv
kx
m21, m24 =
kI
kx
m21,
(42)
m23 = − 1
m
(Re3A
TReˆ3 + (A ·Re3)Reˆ3), (43)
C. Proof for Equation (32)
Taking derivative of Eq. (3), and using Eq. (22), we obtain
RΩˆηˆ +R ˆ˙η = RηˆΩˆ +RδΩˆ. (44)
Multiplying both side of the above expression by R−1, using
xˆyˆ − yˆxˆ = (xy)∧ and simplifying, Eq. (32) is observed.
D. Proof for Equation (33)
We first find the variation of (7) and (8), considering (16)
and simplify the equations utilizing AT xˆ+xˆA = tr[A]I−A,
to obtain
δeΩ = δΩ− (RTRdΩd)∧η +RTRdΩˆdηd −RTRdδΩd,
(45)
δeR =
1
2
(tr[RTRd]I −RTRd)η − 1
2
(tr[RTdR]I −RTdR)ηd.
(46)
Then, we need to find the variation for Rd, Ωd and their time-
derivatives which are summarized below in each section. We
utilize these derivations to find an explicit expression for
the variation of Eq. (4) represented with the linearized state
variables.
1) Variation of Rd: The desired attitude Rd is defined as
follows
Rd = [b1c, b2c, b3c] = [b2c × b3c, b3c × b1d‖b3c × b1d‖ , b3c],
where
δb3c = − δA‖A‖ +
A(A · δA)
‖A‖3 = b3c × (b3c ×
δA
‖A‖ ).
Using Eq. (39) and simplifying
δb3c = z3 × b3c, z3 = −b3c × δA‖A‖ ,
where z3 ∈ R3×1. Similarly, the variation of b2c and b1c are
given by
δb2c = z2 × b2c, δb1c = z1 × b1c, (47)
where vectors z1, z2 ∈ R3×1 are defined as
z1 = (b3c · z2)b3c + (b2c · z3)b2c, (48)
z2 =
b2c × ((z3 × b3c)× b1d)
‖b3c × b1d‖ . (49)
From the above derivations, variation of Rd is given by
δRd = [z1 × b1c, z2 × b2c, z3 × b3c]. (50)
As Rd ∈ SO(3), the variation of Rd can be written as δRd =
Rdηˆd for ηd ∈ R3×1. Thus, using (50) and simplifying, ηd
is given by
ηd = (R
T
d δRd)
∨ = a1z3,
where a1 ∈ R3×3 is
a1 = [b
T
1c, b
T
2c,
(b1d · b3c)
‖b3c × b1d‖2 b
T
1d]
T . (51)
2) Variation of Ωd: We use the angular velocity equation
Ωˆd = R
T
d R˙d and take variation from both sides. First we
find an expression for the time derivative of Rd which is
given as
R˙d = [b˙1c, b˙2c, b˙3c].
Similar to the pervious steps we can find an expression for
b˙3c = ζ3 × b3c, b˙2c = ζ2 × b2c, b˙1c = ζ1 × b1c, (52)
where ζ1, ζ2, ζ3 ∈ R3×1 are
ζ3 = −b3c × A˙‖A‖ , (53)
ζ2 =
b2c × ((ζ3 × b3c)× b1d + b3c × b˙1d)
‖b3c × b1d‖ , (54)
ζ1 = (b3c · ζ2)b3c + (b2c · ζ3)b2c, (55)
thus
R˙d = [b˙1c, b˙2c, b˙3c] = [ζ1 × b1c, ζ2 × b2c, ζ3 × b3c].
Substituting the above expression into Ωˆd = RTd R˙d and
simplifying, Ωd can be written as
Ωd = a1ζ3 + a2,
where a2 ∈ R3×1
a2 = [0, 0,
b˙1d · b2c
‖b3c × b1d‖ ]
T . (56)
Time-derivative of ηd can be presented as
η˙d = a˙1z3 + a1z˙3. (57)
After simplifying, we can present z˙3 as
z˙3 = B1δx+B2δv +B3η +B4δei1,
where sub-matrices B1, B2, B3, B4 ∈ R3×3 are
B1 = −kxX1 − kvX2m21 − kIB5X2,
B2 = −kvX1 − (kx + kI)X2 − kvX2m22,
B3 = −kvX2m23, B4 = −kIX1 − kvX2m24,
and X1, X2 ∈ R3×3
X1 = − (b˙3c)
∧
‖A‖ +
(b3c)
∧(A · A˙)
‖A‖3 , X2 = −
(b3c)
∧
‖A‖ .
Substituting the time derivative of a1 and the above expres-
sions into Eq. (57)
η˙d = B5δx+B6δv +B7η + kIB9δei1,
where B5, B6, B7, B8, B9 ∈ R3×3 are given by
B5 =
kxa˙1(b3c)
∧
‖A‖ + a1B1, B6 =
kva˙1(b3c)
∧
‖A‖ + a1B2,
B7 = a1B3, B8 =
kI a˙1(b3c)
∧
‖A‖ + a1B4, B9 =
(Ωˆda1(b
∧
3c))
‖A‖ .
After simplifying, the variation of Ωd is given by
δΩd =η˙d + Ωˆdηd
=(B5 + kxB9)δx+ (B6 + kvB9)δv
+B7η + (B8 + kIB9)δei1. (58)
3) Time derivative of δΩd: Taking time derivative of
Eq. (58), using η˙ = δΩ− Ωˆη, and Eq. (41), we have
δΩ˙d = F1δx+ F2δv + F3η +B7δΩ + F4δei1,
where matrices F1, F2, F3, F4 ∈ R3×3 are defined as
F1 = B˙5 + kxB˙9 + (B6 + kvB9)A21 +B5(B8 + kIB9),
F2 =B5 + kxB9 + B˙6 + kvB˙9
+ (B6 + kvB9)A22 + (B8 + kIB9),
F3 = (B6 + kvB9)A23 + B˙7 −B7Ωˆ,
F4 = B˙8 + kIB˙9.
4) Variations of ei1 and ei2: The variation of ei1 and ei2
can be expressed as
δei1 = cδex + δev = cδx+ δv,
δei2 = cδeR + δeΩ
= m61δx+m62δv +m63δη +m64δxΩ +m65δei1,
where m61,m62,m63,m64,m65 ∈ R3×3 are defined as
m61 = −B5G5Y1 +G2Y1 −G3(B5 + kxB9),
m62 = −B5G5Y2 +G2Y1 −G3(B6 + kvB9),
m63 = B5G4 −G1 −G3B7, m64 = I3×3,
m65 = −B5G5Y3 +G2Y3 −G3(B8 + kIB9),
and matrices G1, G2, G3, G4, G5 ∈ R3×3 are
G1 = (R
TRdΩd)
∧, G2 = RTRdΩˆd, G3 = RTRd,
G4 =
1
2
(tr[RTRd]I −RTRd),
G5 =
1
2
(tr[RTdR]I −RTdR).
5) Variation for Equation (4): Substituting the above
derivations for δΩd, δRd into Eq. (45), and (46) and simpli-
fying, we can present the following expression for Eq. (4)
δΩ˙ =m41δx+m42δv +m43η +m44δΩ
+m45δei1 − kIJ−1δei2, (59)
where m41,m42,m43,m44,m45,∈ R3×3
m41 = B11
kxa1(b3c)
∧
‖A‖ +B14F1 +B13(B5 + kxB9),
(60)
m42 = B11
kva1(b3c)
∧
‖A‖ +B14F2 +B13(B6 + kvB9),
(61)
m43 = B10 +B14F3 +B13B7, m44 = B12 +B14B7,
(62)
m45 = B11
kIa1(b3c)
∧
‖A‖ +B13(B8 + kIB9) +B14F4, (63)
and sub-matrices B10, B11, B12.B13, B14 ∈ R3×3 are given
by the following expressions
B10 = J
−1[− kRG4 + kΩ(RTRdΩd)∧
− (JRTRdΩd)∧(RTRdΩd)∧
+ (RTRdΩd)
TJ(RTRdΩd)
∧ + J(RTRdΩ˙d)∧],
(64)
B11 = J
−1[kRG5 − kΩRTRdΩˆd
+ (JRTRdΩd)
∧RTRdΩˆd
− (RTRdΩd)∧JRTRdΩˆd − JRTRd ˆ˙Ωd],
(65)
B12 = J
−1[−kΩI(JΩ)∧ − ΩˆJ ], (66)
B13 = J
−1[kΩRTRd − (JRTRdΩd)∧RTRd
+ (RTRdΩd)
∧JRTRd], (67)
B14 = J
−1[JRTRd]. (68)
