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COSMOLOGICAL POST-NEWTONIAN EXPANSIONS TO ARBITRARY ORDER
TODD A. OLIYNYK
Abstract. We prove the existence of a large class of one parameter families of solutions to the Einstein-
Euler equations that depend on the singular parameter ǫ = vT /c (0 < ǫ < ǫ0), where c is the speed of
light, and vT is a typical speed of the gravitating fluid. These solutions are shown to exist on a common
spacetime slab M ∼= [0, T ) × T3, and converge as ǫ ց 0 to a solution of the cosmological Poisson-
Euler equations of Newtonian gravity. Moreover, we establish that these solutions can be expanded in
the parameter ǫ to any specified order with expansion coefficients that satisfy ǫ-independent (nonlocal)
symmetric hyperbolic equations.
1. Introduction
Einstein’s general relativity is presently the most accurate theory of gravity. To completely determine
the gravitational field, the Einstein field equations must be solved. These equations are extremely complex
and outside of a small set of idealized situations, they are impossible to solve directly. However, to make
physical predictions or understand physical phenomena, it is often enough to find approximate solutions
that are governed by a simpler set of equations. The prime example of this is Newtonian gravity which
approximates general relativity very well in regimes where the typical velocity of the gravitating matter
is small compared to the speed of light. Indeed, Newtonian gravity successfully explains much of the
behavior of our solar system and is a simpler theory of gravity that is less difficult to solve. By generalizing
Newtonian gravity to the cosmological setting [25], it appears that the Newtonian theory can accurately
describe gravity on all scales except in regions near compact neutron stars or black holes [9, 13].
Although Newtonian gravity is quite accurate, there are many situations where more accuracy is re-
quired and general relativistic effects must be included. The post-Newtonian expansions were developed
as a method to include relativistic corrections to Newtonian gravity such as gravitational lensing ef-
fects, and energy loss through gravitational radiation. The goal of the post-Newtonian expansions is to
approximate solutions to the Einstein field equations by a series expansion in the small parameter
ǫ =
vT
c
where c is the speed of light and vT is a typical speed associated with the gravitating matter. A number
of formal calculational schemes for computing the post-Newtonian expansions have been developed and
are widely used in both the asymptotically flat and cosmological settings [1, 5, 7, 8, 10, 19, 28, 29]. These
post-Newtonian computational schemes are one of the most important techniques in general relativity
for calculating physical quantities for the purpose of comparing with experiment. Implicitly, they rely on
the assumption that there actually exists solutions to the Einstein equations that admit post-Newtonian
expansions to a certain order. This leaves open the question of existence of the post-Newtonian expan-
sions. In view of the importance of the post-Newtonian expansions, this is a question of considerable
interest.
The main difficulty in determining when, and in what sense, the post-Newtonian expansions approx-
imate a relativistic solution is that the region of validity for the post-Newtonian expansions is where
ǫ = vT /c is close to zero. Therefore to understand the post-Newtonian expansions, solutions of general
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relativity must be examined in the limit that ǫ ց 0. In this limit the Einstein field equations become
singular as the field equations contain terms of the form 1/ǫ that become unbounded as ǫց 0. The first
person to overcome this difficulty and establish the existence of the 0th order post-Newtonian expansion
(i.e. the Newtonian limit) without any special assumptions such as spherical symmetry was Rendall
in [24]. In this paper, Rendall established the existence of a large class of one-parameter families of
solutions to the Einstein-Vlasov equations that converge as ǫ ց 0 to solutions of the Poisson-Vlasov
equations of Newtonian gravity. Using a different method based on techniques pioneered and devel-
oped by Klainerman, Majda, Kreiss, and Schochet [14, 15, 26, 27] to study singular limits of first order
symmetric hyperbolic systems, we established a similar result for the Einstein-Euler equations [20] and
subsequently generalized it to prove the existence of solutions to the Einstein-Euler equations that admit
post-Newtonian expansions to the 1st order [21]. We also note that an improvement to at least the 2nd
post-Newtonian order is possible using the results of [22].
In this article, we adapt the methods of [20, 21] to the cosmological setting. We recall that the
Einstein-Euler equations, which govern gravitating perfect fluids, are given by
Gij =
8πG
c4
T ij and ∇iT
ij = 0,
where
T ij = (ρ+ c−2p)vivj + pgij ,
with ρ the fluid density, p the fluid pressure, vi the fluid four-velocity normalized by vivi = −c
2, c the
speed of light, and G the Newtonian gravitational constant. As shown in [20], these equations, upon
suitable rescaling, can be written in the form
(1.1) Gij = 2ǫ4T ij and ∇iT
ij = 0,
where
(1.2) T ij = (ρ+ ǫ2p)vivj + pgij and vivi = −
1
ǫ2
.
In this formulation, the fluid four-velocity vi, fluid density ρ, fluid pressure p, the metric gij , and the
coordinates (xi) i = 0, . . . , 3 are dimensionless. In this article, we restrict ourselves to cosmological
spacetimes of the form1 M = [0, T ) × T3, and we will always use x = (xI) I = 1, 2, 3 to denote the
standard periodic coordinates (with period 1) on the torus T3 = S1 × S1 × S1. The coordinate x0 will
parametrize the interval [0, T ) and t = x0/vT will denote an absolute Newtonian time coordinate. By a
choice of units, we can and shall set vT = 1, in which case t = x
0.
The main aim of this article is to present a proof that establishes the existence of a large class of
one-parameter family of solutions (gǫij , v
i
ǫ, ρǫ, pǫ) 0 < ǫ < ǫ0 to the Einstein-Euler equations (1.1) that
(i) exist on a common spacetime slab M = T3 × [0, T ), and (ii) can be expanded in the parameter ǫ to
any finite order ℓ ∈ Z≥0 with expansion coefficients that are ǫ-independent. For a precise version of this
statement, see Theorem 1.1 below. To agree with standard terminology, we will say that these solutions
admit a (ℓ/2)th order (cosmological) post-Newtonian expansion.
In light of the significant and well-known difficulties that are encountered at both the formal and
rigorous level in trying to develop post-Newtonian expansions on asymptotically flat spacetimes beyond
the order 2.5 [23], it is somewhat surprising that these difficulties are absent in the cosmological setting.
On asymptotically flat spacetimes, the problems that occur in the higher order post-Newtonian expansions
are often attributed to the reaction of gravitational radiation with itself and matter. The analysis
contained in this paper shows that this is not the complete story as the these effects are also present in
the cosmological setting, but do not cause similar difficulties2.
1The results of this article can be extended to other interesting spacetimes. A general discussion of spacetimes that
admit Newtonian limits or post-Newtonian expansions will be presented in an upcoming paper.
2We will address this discrepancy more thoroughly in a separate article.
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In the cosmological setting, the simplest one-parameter family of solutions that admits a post-Newtonian
expansion to any order3 is the FLRW dust solution given by (gǫij = hij , v
i
ǫ = ξ
i, ρǫ = µ, pǫ = 0) where
hij = −
1
ǫ2
δ0i δ
0
j + a(t)δ
I
i δ
J
j δIJ ,(1.3)
ξi = δi0,(1.4)
µ(t) =
3
8
[
a′(t)
a(t)
]2
,(1.5)
(1.6)
and a(t) satisfies the equation
(1.7)
a′′(t)
a(t)
−
1
2
[
a′(t)
a(t)
]2
+
2
3
µ(t) = 0.
As is well known, the differential equation (1.7) can be integrated explicitly to give
(1.8) a(t) = a0
(
2
3µ0
)− 2
3
(
t+
√
2
3µ0
) 4
3
, and µ(t) =
2
3
(
t+
√
2
3µ0
)−2
,
where a0 = a(0) and µ0 = µ(0) are positive constants
4.
In this article, we will, for simplicity, always assume an adiabatic equation of state of the form
(1.9) p = f(ρ),
where f : R>0 → R>0 is an analytic function that satisfies f
′(ρ) > 0 for all ρ > 0. Even though the
FLRW dust solution (1.3)-(1.8) does not arise from an equation of state of the form (1.9), it plays the
role of defining a Newtonian background that is essential for analyzing the limit ǫց 0 and generating the
ǫ-expansion. The role of the FLRW solution is easiest to see at the 0th order where it is used to define
the cosmological Poisson-Euler equations
∂t
0
ρ+ ∂I
( 0
wI
0
ρ
)
= −
3
2
a′(t)
a(t)
0
ρ (∂I = ∂xI ),(1.10)
0
ρ
(
∂t
0
wJ +
0
wI∂I
0
wJ
)
= −
1
a(t)
(
∂Jf(
0
ρ) +
0
ρ∂J
0
Φ+ a′(t)
0
ρ
0
wJ
)
(∂I = δIJ∂J ),(1.11)
∆
0
Φ = a(t)
(
0
ρ−
∫
T3
0
ρ d3x
)
(∆ = δIJ∂I∂J),(1.12)
of (cosmological) Newtonian gravity. We note that these equations agree with the Newton-Cartan field
equations for a gravitating fluid formulated in adapted coordinates [17, 25].
The cosmological Poisson Euler equations can be brought into a more familiar form by introducing
Galilei coordinates [17,25]. This is done as follows: suppose {
0
ρ(t, x),
0
wI(t, x),
0
Φ(t, x)} is a solution of the
cosmological Poisson-Euler equations (1.10)-(1.12) on M = [0, T ) × T3. Then, letting M˜ = [0, T )× R3
denote the covering space, we define a diffeomorphism on M˜ by
ψ : M˜ −→ M˜ : (t, x) 7−→ (t, x/
√
a(t)).
3This is an exceptional solution. Generically, it will only be possible to expand dynamical solutions to a fixed finite
order in ǫ.
4With these choices, the big bang occurs at “time” t = −
q
2
3µ0
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Lifting the cosmological Poisson-Euler equations to M˜ , and then pulling back by ψ shows that5
ρˆ(t, x) =
0
ρ
(
t, x/
√
a(t)
)
,(1.13)
wˆJ (t, x) =
√
a(t)
0
wJ
(
t, x/
√
a(t)
)
+
1
2
a′(t)
a(t)
xJ ,(1.14)
Φˆ(t, x) =
0
Φ
(
t, x/
√
a(t)
)
,(1.15)
satisfy
∂tρˆ = −wˆ
I∂I ρˆ− ρˆ∂Iwˆ
I ,(1.16)
∂twˆ
J = −wˆI∂Iwˆ
J −
1
ρˆ
∂Jf(ρˆ) + gˆJ ,(1.17)
∆Φˆ = 4
(
ρˆ−
∫
T3
0
ρ d3x
)
,(1.18)
where
gˆJ = −
1
4
∂J
0
Φ−
1
3
(∫
T3
0
ρ d3x
)
xJ .
Defining a Newtonian potential by
Φˇ =
Φˆ
4
+
1
6
(∫
T3
0
ρ d3x
)
δIJx
IxJ ,
a short calculation shows that Φˇ satisfies the Poisson equation
(1.19) ∆Φˇ = ρˆ
while the acceleration due to gravity gˆJ takes the familiar form
(1.20) gˆJ = −∂J Φˇ.
Together, equations (1.16), (1.17), (1.19), and (1.20) demonstrate that solutions to the cosmological
Poisson-Euler equations determine solutions to the standard Poisson-Euler equations on the covering
space M˜ .
To understand the limit ǫց 0, we use a slight variation of the approach using in [20] and replace the
metric gij and the fluid velocity v
i with new variables that are compatible with the limit ǫց 0. The new
gravitational variable u¯ij is defined by
(1.21) gij =
qij√
−|h| det(qkl)
(|h| = − det(hij)),
where
(1.22) qij = hij + ǫ2J ikJ
j
l u¯
kl, and Jji = ǫδ
j
0δ
0
i + δ
j
Iδ
I
i ,
while the new fluid four-velocity wi is defined by
(1.23) vi = (1 + ǫw0)δi0 + δ
i
Iw
I .
From these formulas it is not difficult to see that u¯ij and wi are equivalent to the metric gij and the fluid
four-velocity vi, respectively, for ǫ > 0 and are well defined at ǫ = 0.
5In the Newton-Cartan theory, the fluid velocity 3-vector
0
wI is the spatial part of a 4-vector
0
w = ∂t +
0
wI∂I [25]. The
formula (1.14) follows from the calculating the spatial components of wˆ = ψ∗
0
w. The other two formulas (1.13) and (1.15)
just follow from the definition of the pullback, i.e. ρˆ = ψ∗
0
ρ and Φˆ = ψ∗
0
Φ.
COSMOLOGICAL POST-NEWTONIAN EXPANSIONS 5
Following [20, 21], these variables combined with a harmonic gauge can be used to cast the Einstein-
Euler equations into a singular (nonlocal) symmetric hyperbolic system of the form
A0(t, ǫ,W )∂tW =
1
ǫ
CI∂IW +A
I(t, ǫ,W )∂IW + F (t, ǫ,W ).
This equation has the necessary structure that is required to use the results of [14,15,26] to study the limit
ǫց 0, and to use Kreiss’ bounded derivative principle [4, 16, 27]to generate ǫ-expansions. The beauty of
Kreiss’ bounded derivative principle is that it reduces the problem of generating ℓth order expansions in
ǫ to that of constructing initial data for which the time derivatives (∂ptW )|t=0 are bounded as ǫց 0 for
p = 1, 2, . . . , ℓ + 1. This process of choosing such initial data is called initialization. Thus the existence
problem for the post-Newtonian expansions is replaced by the problem of establishing the existence of
initial data that can be properly initialized. The main technical result of this paper is to construct a large
class of initial data for the Einstein-Euler equations that can be initialized to any order. The method
for constructing this data is based on a technique introduced by Lottermoser in [18] who was the first
person to prove the existence of a one-parameter family of initial data that depends analytically on ǫ and
converges to the expected Newtonian initial data as ǫց 0.
It is worthwhile to note that initializing the data to arbitrary order does not seem to be possible in the
asymptotically flat case although it is possible for low orders [12, 21]. In any case, initializing the data,
whenever possible, provides a constructive method for generating initial data that has minimal initial
gravitational radiation to an accuracy that is governed by the order of the ǫ-expansion. This is certainly
a significant improvement over other ad-hoc methods for choosing initial data that have been previously
used in the literature.
1.1. Notation. Before stating the main result of this article, we first introduce a number of function
spaces. Given a finite dimensional vector space V , we let Hs(V ) denote the standard Sobolev space of
V -valued maps on T3. When V = R, we just write Hs. The only two vector spaces that will be used in
this article are RN and the space of symmetric matrices SN = { (u
ij) ∈ MN×N | u
ij = uji }. Letting
〈ψ1|ψ2〉L2 =
∫
T3
ψ1ψ2d
3x =
∫ 1
0
∫ 1
0
∫ 1
0
ψ1(x
1, x2, x3)ψ2(x
1, x2, x3)dx1dx2dx3
denote the standard L2 inner product, we denote the projection operator onto the L2 orthogonal com-
plement of the constant function 1 by
(1.24) Π(ψ) = ψ − 〈1|ψ〉L21 ∀ ψ ∈ L
2(T3).
Given {eα}
N
α=1 any basis for V , we use the projection (1.24) to define
H¯s(V ) =
{
ψ(xI) =
N∑
α=1
ψα(xI)eα ∈ H
s(V )
∣∣∣ 〈1|ψα〉L2 = 0 for α = 1, 2, . . . , N }.
We also define the standard hyperbolic evolution spaces
XT,ℓ,s(V ) =
ℓ+1⋂
p=0
Cp
(
[0, T ), Hs−p(V )
)
.
and write XT,ℓ,s if V = R. Finally, given two Banach spaces X,Y and a open set U ⊂ X , we let C
ω(U, Y )
denote the set of analytic maps f : U → Y .
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1.2. Main Theorem. The following Theorem contains the precise statement of the existence of post-
Newtonian expansions to arbitrary orders. The proof of the Theorem can be found in Section 4.2.
Theorem 1.1. Suppose ℓ ∈ Z≥0, s > 3/2 + ℓ+ 3, Cs is the constant appearing in the inequality (2.77),
δ = µ0/(2Cs), y
ij
0 ∈ S4, y
IJ
1 ∈ S3, ρ˜0 ∈ Bδ(H¯
s), w˜I0 ∈ H¯
s(R3), u˜IJℓ ∈ H¯
s+1−ℓ(S3), u˜
IJ
ℓ+1 ∈ H¯
s−ℓ(S3), and
let T0 be the maximal time of existence
6 of solutions of the Poisson-Euler equations (1.10)-(1.12) with
initial data
0
ρ|t=0 = µ0+ ρ˜0 and
0
wI |t=0 = w˜
I
0/(µ0+ ρ˜0). Then for any T < T0 there exists an ǫ0 > 0, and
maps
u¯ijǫ : u¯
ij
ǫ , ∂I u¯
ij
ǫ , ∂tu¯
ij
ǫ ∈ XT,ℓ+2,s(S4) 0 < ǫ < ǫ0,
ρǫ ∈ XT,ℓ+2,s, w
i
ǫ ∈ XT,ℓ+2,s(R
4) 0 < ǫ < ǫ0,
0
ρ ∈ XT0,ℓ+2,s,
0
wI ∈ XT0,ℓ+2,s(R
3),
0
Φ ∈ XT0,ℓ+2,s+2,
p
u¯ij :
p
u¯ij , ∂I
p
u¯ij , ∂t
p
u¯ij ∈ XT,ℓ+2−p,s−p(S4) p = 1, 2, . . . ℓ,
p
ρ ∈ XT,ℓ+2−p,s−p,
p
wi ∈ XT,ℓ+2−p,s−p(R
4) p = 1, 2, . . . ℓ,
p
u¯ijǫ :
p
u¯ijǫ , ∂I
p
u¯ijǫ , ∂t
p
u¯ijǫ ∈ XT,1,s−ℓ−1(S4) (p, ǫ) ∈ Z≥ℓ+1 × (0, ǫ0),
p
ρǫ ∈ XT,1,s−ℓ−1,
p
wiǫ ∈ XT,1,s−ℓ−1(R
4) (q, ǫ) ∈ Z≥ℓ+1 × (0, ǫ0),
λ0 ∈ C
ω((−ǫ0, ǫ0),R), z
I
0 ∈ C
ω((−ǫ0, ǫ0),R
3), λ0(0) = z
I
0(0) = 0,
such that
(i) the triple {u¯ijǫ , ρ˜ǫ, w
i
ǫ} determines, via formulas (1.21)-(1.23), a unique solution to the Einstein-
Euler equations (1.1) in the harmonic gauge for 0 < ǫ < ǫ0 on the spacetime region (t = x
0, xI) ∈
M = [0, T )× T3,
(ii)
〈1|u¯ijǫ |t=0〉L2 = y
ij
0 , 〈1|∂tu¯
ij
ǫ |t=0〉L2 = y
IJ
1 ,
Π
(
∂ℓ+1t u¯
IJ
ǫ |t=0
)
= ǫ2u˜IJℓ+1, Π
(
∂ℓ+2t u¯
IJ
ǫ |t=0
)
= ǫ2u˜IJℓ+2,
ρǫ|t=0 = µ0 + λ0(ǫ) + ρ˜0, and w
I
ǫ |t=0 = (z
I
0(ǫ) + w˜
I
0)/(ρǫ|t=0)
for 0 < ǫ < ǫ0,
(iii) {
0
ρ,
0
wI ,
0
Φ} is the unique solution to the Poisson-Euler equations (1.10)-(1.12) with initial data
0
ρ|t=0 = µ0 + ρ˜ and
0
wI |t=0 = w˜
I
0/(µ0 + ρ˜),
(iv) for p = 1, 2, . . . , ℓ, {
p
u¯ij ,
p
ρ,
p
wi} satisfies a linear (nonlocal) symmetric hyperbolic system that only
depends on and {
0
ρ,
0
wI ,
0
Φ,
q
u¯ij ,
q
ρ,
q
wi | q = 1, 2, . . . , p− 1},
(v) for p ∈ Z≥ℓ+1, {
p
u¯ijǫ ,
p
ρǫ,
p
wiǫ} satisfies a linear (nonlocal) symmetric hyperbolic system that only
depends on ǫ, {
0
ρ,
0
wI ,
0
Φ,
q
u¯ij ,
q
ρ,
q
wi | q = 1, 2, . . . , ℓ} and {
q
u¯ǫ
ij ,
q
ρǫ,
q
wiǫ | q = ℓ+ 1, ℓ+ 2, . . . , p− 1},
6See Proposition 4.1
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(vi) {u¯ijǫ , ρǫ, w
i
ǫ} and {
p
u¯ijǫ ,
p
ρǫ,
p
wiǫ} (p ≥ ℓ+ 1) satisfy the estimates:
‖u¯ijǫ (t)‖Hs+1 + ǫ‖∂tu¯
ij
ǫ (t)‖Hs + ǫ‖∂t∂I u¯
ij
ǫ (t)‖Hs−1 + ǫ
2‖∂2t u¯
ij
ǫ (t)‖Hs−1 . 1,
‖ρǫ(t)‖Hs + ‖w
i
ǫ(t)‖Hs + ‖∂tρǫ(t)‖Hs−1 + ‖∂tw
i
ǫ(t)‖Hs−1 . 1,
‖
p
u¯ijǫ (t)‖Hs−ℓ + ǫ‖∂t
p
u¯
ij
ǫ (t)‖Hs−ℓ−1 + ǫ‖∂t∂I
p
u¯ijǫ (t)‖Hs−ℓ−2 + ǫ
2‖∂2t
p
u¯ijǫ (t)‖Hs−ℓ−2 . 1,
‖
p
ρǫ(t)‖Hs−ℓ−1 + ‖
p
wiǫ(t)‖Hs−ℓ−1 + ‖∂t
p
ρǫ(t)‖Hs−ℓ−2 + ‖∂t
p
wiǫ(t)‖Hs−ℓ−2 . 1,
for all (t, ǫ) ∈ [0, T0)× (0, ǫ0), and
(vii) {u¯ij , ρǫ, w
i
ǫ} admits convergent expansions (uniform for 0 < ǫ < ǫ0) of the form
u¯ijǫ = 4δ
i
0δ
j
0
0
Φ+
ℓ∑
p=1
ǫp
p
u¯ij +
∞∑
p=ℓ+1
ǫp
p
u¯ijǫ ,
ǫν∂νt ∂I u¯
ij
ǫ = 4ǫ
νδi0δ
j
0∂
ν
t ∂I
0
Φ +
ℓ∑
p=1
ǫp+ν∂νt ∂I
p
u¯ij +
∞∑
p=ℓ+1
ǫp+ν∂νt ∂I
p
u¯ijǫ ,
ǫν+1∂ν+1t u¯
ij
ǫ = 4ǫ
ν+1δi0δ
j
0∂
ν+1
t
0
Φ +
ℓ∑
p=1
ǫp+ν+1∂ν+1t
p
u¯ij +
∞∑
p=ℓ+1
ǫp+ν+1∂ν+1t
p
u¯ijǫ ,
∂νt ρǫ = ∂
ν
t
0
ρ+
ℓ∑
p=1
ǫp∂νt
p
ρ+
∞∑
p=ℓ+1
ǫp∂νt
p
ρǫ,
∂νt w
i
ǫ = ∂
ν
t
0
wi +
ℓ∑
p=1
ǫp∂νt
p
wi +
∞∑
p=ℓ+1
ǫp∂νt
p
wiǫ,
where the expansions are convergent in C0([0, T0);H
s−ℓ−2−ν) for ν = 0, 1.
An important point not explicitly stated in the above Theorem but follows from the proof is that for
p = 1, 2, . . . , ℓ the equations satisfied by coefficients {
p
u¯ij ,
p
ρ,
p
wi} from Theorem 1.1 (iv) can be derived by
assuming a harmonic gauge (2.18) and substituting the expansions of Theorem 1.1 (vii) in the Einstein-
Euler equations (1.1) and collecting terms together of the same order in ǫ up to order ℓ. It is this fact
that guarantees that the expansions of Theorem 1.1 (vii) coincide with the post-Newtonian expansions
of order ℓ/2.
As a final remark, all of the results of this article can be adapted to include a cosmological constant
Λ. The basic changes needed to be made include replacing the stress energy tensor (1.2) by
T ij = (ρ+ ǫ2p)vivj + pgij −
Λ
ǫ2
gij ,
and replacing the FLRW equations (1.5) and (1.7) by
µ(t) + Λ =
3
8
[
a′(t)
a(t)
]2
,
and
a′′(t)
a(t)
−
1
2
[
a′(t)
a(t)
]2
+
2
3
(
µ(t) + Λ
)
= 2Λ.
As shown in [3], the inclusion of a positive cosmological constant guarantees the long time existence
of small perturbations of the constant density solution {
0
ρ = µ,
0
wI = 0,
0
Φ = 0} of the cosmological
8 T.A. OLIYNYK
Poisson-Euler equations (1.10)-(1.12). The importance of the long time existence of solutions is that it
is a necessary ingredient of any analysis of a lower bound on the time of validity of the post-Newtonian
expansions as a function of ǫ. We plan to address this problem of determining a lower bound on the time
of existence of the post-Newtonian expansions in the near future.
2. The Einstein-Euler equations
2.1. Reduced Einstein Equations. In order to derive a suitable symmetric hyperbolic system for the
gravitational field equations, we introduce new coordinates related to old ones by the rescaling
x¯0 = x0/ǫ, x¯J = xJ ,
and let
∂¯i =
∂
∂x¯i
.
In the new coordinates, the spacetime metric g¯ij and the FLRW metric h¯ij (see (1.3)) are given by
g¯ij = J
k
i J
k
j gij and h¯ij = −δ
0
i δ
0
j + a(t)δ
I
i δ
J
i δIJ ,
respectively, where Jji is defined in (1.22). For latter use, we record the non-zero independent components
of the Christoffel symbols γ¯kij and the curvature R¯ijkl of the metric h¯ij :
γ¯I0I =
ǫ
2
a′(t)
a(t)
,(2.1)
γ¯0II =
ǫ
2
a′(t),(2.2)
R¯0I0I = −
ǫ2
4
2a(t)a′′(t)− [a′(t)]2
a(t)
,(2.3)
and
R¯2121 = R¯1313 = R¯2323 =
ǫ2
4
[a′(t)]2.(2.4)
As discussed in the introduction, we take the symmetric 2-tensor u¯ij as our primary gravitational
variable where
(2.5) u¯ij =
1
ǫ2
(√
|g¯|√
|h¯|
g¯ij − h¯ij
)
⇐⇒
√
|g¯|g¯ij =
√
|h¯|(h¯ij + ǫ2u¯ij),
and
(2.6) |g¯| = − det(g¯ij) and |h¯| = − det(h¯ij) = [a(t)]
3.
Observe that the metric can be recovered from the u¯ij by the formula
(2.7) g¯ij =
1√
−|h¯| det(gˆkl)
gˆij ,
where
(2.8) gˆij = h¯ij + ǫ2u¯ij .
Substituting (2.7) in to the standard formula for the Christoffel symbols gives
(2.9) Γ¯kij = γ¯
k
ij + ǫ
2
(
−gˆl(iD¯j)u¯
kl + 12 gˆ
kl gˆimgˆjnD¯lu¯
mn − 14 gˆ
klgˆij gˆmnD¯lu¯
mn + 12 gˆlmδ
k
(iD¯j)u¯
lm
)
,
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where (gˆij) = (gˆ
ij)−1 and D¯k is the h¯ij covariant derivative. Using this formula, the Einstein tensor G¯
ij
of the metric g¯ij is given by
(2.10) |g¯|G¯ij =
ǫ2
2
|h¯|
[
gˆklD¯kD¯lu¯
ij + ǫ2
(
aij1 + a
ij
2 + a
ij
3
)
+ bij + ǫcij1 + ǫ
2cij2 + 4ǫ
2T¯ ij
]
,
where
aij1 =
1
2
(
1
2 gˆklgˆmn − gˆkmgˆln
)(
gˆipgˆjq − 12 gˆ
ij gˆpq
)
D¯pu¯
klD¯qu¯
mn,(2.11)
aij2 = 2gˆkl
(
gˆn(iD¯mu¯
j)lD¯nu¯
km − 12 gˆ
ijD¯mu¯
knD¯nu¯
ml − gˆmnD¯mu¯
ikD¯nu¯
jl
)
,(2.12)
aij3 = D¯ku¯
ijD¯lu¯
kl − D¯ku¯
ilD¯lu¯
jk,(2.13)
bij = gˆijD¯kD¯lu¯
kl − 2D¯lD¯ku¯
k(igˆj)l,(2.14)
cij1 = −
(
h¯ijǫu¯kl + ǫu¯ij h¯kl
) 1
ǫ2
R¯kl +
2
ǫ2
R¯lkm
(iǫu¯j)kh¯lm +
2
ǫ2
R¯lkm
(ih¯j)kǫu¯lm,(2.15)
cij2 = −ǫu¯
ijǫu¯kl
1
ǫ2
R¯kl +
2
ǫ2
R¯lkm
(iǫu¯j)kǫu¯lm,(2.16)
and
T¯ ij = µξ¯iξ¯j , ξ¯i =
1
ǫ
δi0.(2.17)
To fix the gauge, we set
(2.18) D¯iu¯
ij = 0.
For ǫ > 0, it is clear from (2.5) that this is equivalent to
D¯i
(√
|g¯|g¯ij
)
= 0,
and this is easily seen to be equivalent to the harmonic coordinate condition
g¯ij
(
Γ¯kij − γ¯
k
ij
)
= 0.
Defining the reduced Einstein tensor G¯ijR by
(2.19) G¯ijR =
1
ǫ2
|g¯|
|h¯|
G¯ij − bij = 12
(
gˆklD¯kD¯lu¯
ij + ǫ2
(
aij1 + a
ij
2 + a
ij
3
)
+ ǫcij1 + ǫ
2cij2 + 4ǫ
2T¯ ij
)
,
the Einstein equation G¯ij = 2ǫ4T¯ ij in the gauge (2.18) becomes
(2.20) G¯ijR = 2ǫ
2 |g¯|
|h¯|
T¯ ij ,
where
(2.21) T¯ ij = (ρ+ ǫ2p)v¯iv¯j + pg¯ij and v¯iv¯j = −
1
ǫ2
.
To write the reduced Einstein equations (2.20) in first order form, we introduce the variables
(2.22) uij = ǫu¯ij and uijk = D¯ku¯
ij .
With these variables, we have that
D¯ku
ij
l = D¯lu
ij
k −
2
ǫ
R¯klm
(iuj)m,
or equivalently
(2.23) ∂¯ku
ij
l = ∂¯lu
ij
k + 2γ¯
(i
lmu
j)m
k − 2γ¯
(i
kmu
j)m
l −
2
ǫ
R¯klm
(iuj)m.
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In particular, this implies that
(2.24) ∂¯0u
ij
I = ∂¯Iu
ij
0 + 2γ¯
(i
Imu
j)m
0 − 2γ¯
(i
0mu
j)m
I −
2
ǫ
R¯0Im
(iuj)m,
and hence
gˆklD¯kD¯lu
ij = gˆ00∂¯0u
ij
0 + gˆ
0I ∂¯0u
ij
I + gˆ
0I ∂¯Iu
ij
0 + gˆ
IJ ∂¯Iu
ij
J + gˆ
kl(−γ¯mklu
ij
m + 2γ¯
(i
kmu
j)m
l )
= gˆ00∂¯0u
ij
0 + 2ǫu
0I ∂¯Iu
ij
0 + gˆ
IJ ∂¯Iu
ij
J + ǫd
ij
1 + ǫ
2dij2 ,(2.25)
where
dij1 = h¯
kl
(
−
1
ǫ
γ¯mklu
ij
m +
2
ǫ
γ¯
(i
kmu
j)m
l
)
(2.26)
and
dij2 = u
kl
(
−
1
ǫ
γ¯mklu
ij
m +
2
ǫ
γ¯
(i
kmu
j)m
l
)
+ u0I
(
2
ǫ
γ¯
(i
Imu
j)m
0 −
2
ǫ
γ¯
(i
0mu
j)m
I −
2
ǫ2
R¯0Im
(iuj)m
)
.(2.27)
Setting
(2.28) eijJ =
2
ǫ
γ¯
(i
Jmu
j)m
0 −
2
ǫ
γ¯
(i
0mu
j)m
J −
2
ǫ2
R¯0Jm
(iuj)m,
equations (2.24) and (2.25) can be used to write the reduced Einstein equations (2.20) in the following
first order form
−a(t)gˆ00∂tu
ij
0 = 2a(t)u
0I∂Iu
ij
0 +
1
ǫ
a(t)gˆIJ∂Iu
ij
J + a(t)
(
cij1 + d
ij
1
)
+ ǫa(t)
(
aij1 + a
ij
2 + a
ij
3 + c
ij
2 + d
ij
2
)
+ 4ǫa(t)
(
T¯ ij −
|g¯|
|h¯|
T¯ ij
)
,(2.29)
a(t)gˆIJ∂tu
ij
J =
1
ǫ
a(t)gˆIJ∂Ju
ij
0 + a(t)gˆ
IJeijJ ,(2.30)
and
∂tu
ij = uij0 −
2
ǫ
γ¯
(i
0ku
j)k.(2.31)
For their definition, the reduced Einstein equations (2.29)-(2.31) require that the matrix gˆij is invert-
ible. For fixed −
√
2/(3µ0) < τ0 < 0 and τ1 > 0, it is clear from (1.8) that
0 < a(τ0) ≤ a(t) ≤ a(T0) ∀ t ∈ [τ0, τ1].
This implies that the set
Vτ0,τ1 = { (r
ij) ∈M4×4 | det(h¯
ij + rij) > 0 ∀ t ∈ [τ0, τ1] }
is open and contains the origin (rij) = 0, and moreover, that the reduced Einstein equations (2.29)-(2.31)
are well defined for all t ∈ (τ0, τ1) and (ǫu
ij) ∈ Vτ0,τ1 .
2.2. Regularized Euler equations. In the coordinates (x¯i), the Euler equations are given by
(2.32) ∇¯iT¯
ij = 0
where T¯ ij = (ρ+ ǫ2p)v¯iv¯j + pg¯ij and the fluid velocity v¯i is normalized according to
(2.33) v¯iv¯
i = −
1
ǫ2
.
To derive a symmetric hyperbolic system for the Euler system, we follow the method of [2] and differentiate
(2.33) to get
(2.34) v¯i∇¯j v¯
i = 0
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which in turn implies
(2.35) v¯j v¯i∇¯j v¯
i = 0.
Writing out (2.32) explicitly, we have
(2.36) (∂¯iρ+ ǫ
2∂¯ip)v¯
iv¯j + (ρ+ ǫ2p)(v¯j∇¯iv¯
i + v¯i∇¯iv¯
j) + g¯ij ∂¯ip = 0 .
Next, we observe that the operator
Lji = δ
j
i + ǫ
2v¯j v¯i
projects into subspace orthogonal to the fluid velocity v¯i, i.e. LjiL
i
k = L
j
k and L
j
i v¯
i = 0. Applying this
operator to project (2.36) into components parallel and orthogonal to v¯i yields, after using the relations
(2.33)-(2.35), the following system7
f ′(ρ)
(ρ+ ǫ2f(ρ))2
v¯i∂¯iρ+
f ′(ρ)
ρ+ ǫ2f(ρ)
Lij∇¯iv¯
j = 0 ,(2.37)
Mij v¯
k∇¯kv¯
j +
f ′(ρ)
ρ+ ǫ2p
Lij ∂¯iρ = 0 ,(2.38)
where
Mij = g¯ij + 2ǫ
2v¯iv¯j .
As discussed in the introduction, we need to introduce a new fluid four-vector by
(2.39) wi = v¯i − ξ¯i = v¯i −
δi0
ǫ
.
So, letting
(2.40) w = (ρ, wi)T
allows us to write the system (2.37)-(2.38) as
(2.41) A0M∂tw = A
I
M∂Iw + FM ,
where
A0M =
(
f ′(ρ)(1+ǫw0)
(ρ+ǫ2f(ρ))2
ǫf ′(ρ)
ρ+ǫ2f(ρ)L
0
j
ǫf ′(ρ)
ρ+ǫ2f(ρ)L
0
i Mij(1 + ǫw
0)
)
,(2.42)
AIM =
(
− f
′(ρ)wI
(ρ+ǫ2f(ρ))2 −
f ′(ρ)
ρ+ǫ2f(ρ)L
I
j
− f
′(ρ)
ρ+ǫ2f(ρ)L
I
i −Mijw
I
)
,(2.43)
and
FM =
(
f ′(ρ)
ρ+ǫ2f(ρ)L
i
j
(
γ¯jil − Γ¯
j
il
)
v¯l − f
′(ρ)
ρ+ǫ2f(ρ)L
i
j γ¯
j
ilv¯
l
Mij
(
γ¯jkl − Γ¯
j
kl
)
v¯kv¯l −Mij γ¯
j
klv¯
kv¯l
)
.(2.44)
7Recall that we are assuming that the fluid satisfies an adiabatic equation of state p = f(ρ) (see (1.9)).
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Next, a straightforward calculation using (2.7) and (2.9) shows that
Mij = h¯ij + 2δ
0
i δ
0
j + ǫmij(ǫ, t, u
kl, wk),
Lij = δ
i
j − δ
i
0δ
0
j + ǫℓ
j
i (ǫ, t, u
kl, wk),
Lij
(
γ¯jil − Γ¯
j
il
)
v¯l = ǫq0(ǫ, t, u
ij , uijk , w
i),
Lij γ¯
j
ilv¯
l =
3
2
a′(t)
a(t)
+ ǫq1(ǫ, t, u
ij , wi),
(
γ¯jkl − Γ¯
j
kl
)
v¯kv¯l = −uj00 +
1
4
δj0(3u000 − a(t)δKLu
KL
0 )
−
1
4
δjI
(
1
a(t)
u00I + δKLu
KL
I
)
+ ǫqj0(ǫ, t, u
ij, uijk , w
i),
γ¯jklv¯
kv¯l =
a′(t)
a(t)
δjIw
I + ǫ
[
1
ǫ
γ¯jklw
kwl
]
,
where the maps mij , ℓ
j
i , q0, q1, and q
j
0 are analytic in all their variables provided that t ∈ (τ0, τ1) and
(ǫuij) ∈ Vτ,τ1. Using these expressions, we can decompose A
0
M , A
I
M , and FM as
A0M = A
0
M,0 + ǫA
0
M,1(t, ǫ, u
ij , ρ, wi),(2.45)
AIM = A
I
M,0 + ǫA
I
M,1(t, ǫ, u
ij , ρ, wi),(2.46)
FM = FM,0 + ǫFM,1(t, ǫ, u
ij , uijk , ρ, w
i),(2.47)
where
A0M,0 =
(
f ′(ρ)
ρ2 0
0 h¯ij + 2δ
0
i δ
0
j
)
,
(2.48)
AIM,0 =
(
− f
′(ρ)
ρ2 w
I − f
′(ρ)
ρ δ
I
j
− f
′(ρ)
ρ δ
I
i −(h¯ij + 2δ
0
i δ
0
j )w
I
)
,
(2.49)
FM,0 =

 − f ′(ρ)ρ 32 a′(t)a(t)
(h¯ij + 2δ
0
i δ
0
j )
[
−uj00 +
1
4δ
j0(3u000 − a(t)δKLu
KL
0 )−
1
4δ
jI
(
1
a(t)u
00
I + δKLu
KL
I
)
− a
′(t)
a(t) δ
j
Iw
I
]

 ,
(2.50)
and the maps A0M,1, A
I
M,0, FM,1 are analytic in all their variables provided that t ∈ (τ0, τ1) and (ǫu
ij) ∈
Vτ0,τ1 .
2.3. A nonlocal symmetric hyperbolic formulation. To bring the reduced Einstein equations (2.29)-
(2.31) into a form that is suitable to analyze the limit ǫց 0, we replace the uijJ with the variables
(2.51) W ijI = u
ij
I − ∂IΦ
ij ,
where the Φij satisfy
(2.52) (δIJ + a(t)ǫuIJ)∂I∂JΦ
ij = 4ǫ2a(t)Π
(
|g¯|
|h¯|
T¯ ij − T¯ ij
)
.
A short calculation shows that
(2.53) 4ǫ2
(
|g¯|
|h¯|
T¯ ij − T¯ ij
)
= 4(ρ− µ(t))δi0δ
j
0 + ǫ
[
8δ
(i
0 ρw
j) + 4δi0δ
j
0ρh¯klu
kl
]
+ ǫ2Sij0 (ǫ, t, u
kl, ρ, wk),
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where again the map Sij0 is analytic in all variables provided that t ∈ (τ0, T0) and (ǫu
ij) ∈ Vτ0,τ1 . In
addition to Φij , we will also need the time derivative
Φ˙ij = ∂tΦ
ij
which satisfies
(2.54)
(δIJ + a(t)ǫuIJ)∂I∂J Φ˙
ij = −ǫuIJ4 ∂I∂JΦ
ij + 4ǫ2a(t)Π∂t
(
|g¯|
|h¯|
T¯ ij − T¯ ij
)
+ 4ǫ2a′(t)Π
(
|g¯|
|h¯|
T¯ ij − T¯ ij
)
.
Using (2.37)-(2.38) to replace the time derivatives of ρ and wi in favor of spatial derivatives, we find that
4ǫ2∂t
(
|g¯|
|h¯|
T¯ ij − T¯ ij
)
=− 4
(
∂I(ρw
I) +
3
2
a′(t)
a(t)
(ρ− µ(t))
)
δi0δ
j
0 + ǫ
[
−8∂I(w
Iδ
(i
0 ρw
j))
−
8
a(t)
δ
(i
0 δ
j)I∂If(ρ)− 8
a′(t)
a(t)
(
3
2
δ
(i
0 ρw
j) + δ
(i
0 δ
j)
I ρw
I
)
+ 8ρδ
(i
0 β
j)
+4δi0δ
j
0
((
−∂I(ρw
I)−
3
2
a′(t)
a(t)
ρ
)
h¯klu
kl + ρ
(
a′(t)δIJu
IJ + h¯klu
kl
0
))]
+ ǫ2
[
Sij1
(
ǫ, t, ukl, ρ, wk
)
+ Sij2
(
ǫ, t, ukl, ρ, wk, ∂Kρ, ∂Kw
k, uklm
)]
(2.55)
where
βj = −uj00 +
1
4
δj0(3u000 − a(t)δKLu
KL
0 )−
1
4
δjI
(
1
a(t)
u00I + δKLu
KL
I
)
,
and the maps Sijα (α = 1, 2) are analytic in all variables provided that t ∈ (τ0, T0), (ǫu
ij) ∈ Vτ0,T0 , and
1 + ǫw0 > 0, and Sij2 is linear in (∂Kρ, ∂Kw
k, uklm).
Substituting (2.51) into (2.29)-(2.30) gives
−a(t)gˆ00∂tu
ij
0 = 2a(t)u
0I∂Iu
ij
0 +
1
ǫ
a(t)gˆIJ∂IW
ij
J + a(t)
(
cij1 + d
ij
1
)
+ ǫa(t)
(
aij1 + a
ij
2 + a
ij
3 + c
ij
2 + d
ij
2
)
+ φij ,(2.56)
a(t)gˆIJ∂tW
ij
J =
1
ǫ
a(t)gˆIJ∂Ju
ij
0 + a(t)gˆ
IJ
[
−∂J Φ˙
ij + eijJ
]
,(2.57)
where
(2.58) φij(t) = 4ǫa(t)
〈
1
∣∣∣∣T¯ ij − |g¯||h¯| T¯ ij
〉
L2
.
Differentiating (2.58) with repsect to t while using (2.53) and (2.55), we find that
(2.59) φij ′(t) = −
1
2
φij(t) + F ijφ − ǫ
〈
1
∣∣∣∣a′(t)32Sij0 + a(t)(Sij1 + Sij2 )
〉
L2
,
where
F ijφ =8a(t)〈1|ρw
I〉L2δ
(i
0 δ
j)
I − 8a(t)
〈
1
∣∣∣∣ρ
(
−δ
(i
0 u
j)0 +
1
4
δ
(i
0 δ
j)0(3u000 − a(t)δKLu
KL
0 )
)〉
L2
+ 2〈Πρ|δ
(i
0 δ
j)I
(
u00I + a(t)δKLu
KL
I
)
〉L2 − 4a(t)〈1|ρ
(
a′(t)δIJu
IJ + h¯klu
kl
0
)
〉L2δ
i
0δ
j
0.(2.60)
Next, we define
(2.61) W = (uij0 ,W
ij
I , u
ij , φij ,w)T .
Then it follows from (2.31), (2.41), (2.45)-(2.47), (2.56)-(2.57), and (2.59) that W satisfies
(2.62) A0∂tW =
1
ǫ
CI∂IW + (A
I
0 + ǫA
I
1)∂IW + F0 + ǫF1,
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where
A0 =
(
A0G 0
0 A0M,0 + ǫA
0
M,1
)
,(2.63)
A0G =


a(t)(1 − ǫu00) 0 0 0
0 (δIJ + ǫa(t)uIJ) 0 0
0 0 1 0
0 0 0 1

 ,(2.64)
AI0 =
(
AIG 0
0 AIM,0
)
,(2.65)
AIG =


2a(t)u0I a(t)uIJ 0 0
a(t)uIJ 0 0 0
0 0 0 0
0 0 0 0

 ,(2.66)
AI1 =
(
0 0
0 AIM,1
)
,(2.67)
CI =
(
CIG 0
0 0
)
,(2.68)
CIG =


0 δIJ 0 0
δIJ 0 0 0
0 0 0 0
0 0 0 0

 ,(2.69)
and
F0 =


a(t)
(
cij1 + d
ij
1
)
+ φij
−δIJ∂J Φ˙0δ
i
0δ
j
0 + δ
IJeijJ
uij0 −
2
ǫ γ¯
(i
0ku
j)k
− 12φ
ij(t) + F ijφ
F˜M,0

 ,(2.70)
F˜M,0 =
(
− f
′(ρ)
ρ
3
2
a′(t)
a(t)
(h¯ij + 2δ
0
i δ
0
j )β˜
j
)
,(2.71)
β˜j = −uj00 +
1
4
δj0(3u000 − a(t)δKLu
KL
0 )−
1
4
δjI
(
1
a(t)
uI + δKLu
KL
I
)
−
a′(t)
a(t)
δjIw
I ,(2.72)
Φ0 = 4a(t)∆
−1Π
(
ρ− µ(t)
)
,(2.73)
Φ˙0 = −4a(t)Π
(
∂I(ρw
I) +
1
2
a′(t)
a(t)
(ρ− µ(t))
)
,(2.74)
F1 =


a(t)
(
aij1 + a
ij
2 + a
ij
3 + c
ij
2 + d
ij
2
)
− 1ǫ δ
IJ∂J(Φ˙
ij − Φ˙0δ
i
0δ
j
0) + a(t)u
IJ
[
−∂J Φ˙
ij + eijJ
]
−
〈
1
∣∣∣∣a′(t)32Sij0 + a(t)(Sij1 + Sij2 )
〉
L2
1
ǫ
(
FM,0 − F˜M,0
)
+ FM,1

 .(2.75)
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2.4. Well-posedness of the nonlocal system. With the evolution equations in a suitable form, we
now verify that the system is well-posed. To do this, we will repeatedly use the following elementary
facts concerning analytic maps:
Lemma 2.1. Let X, Y , and Z be Banach spaces with U ⊂ X and V ⊂ Y open.
(i) If L : X −→ Y is a continuous linear map, then L ∈ Cω(X,Y ).
(ii) If B : X × Y −→ Z is a continuous bilinear map, then B ∈ Cω(X × Y, Z).
(iii) If f ∈ Cω(U, Y ), g ∈ Cω(V, Z) and ran(f) ⊂ V , then g ◦ f ∈ Cω(U,Z).
We also recall the well-known Multiplication Lemma.
Lemma 2.2. Suppose s1, s2 ≥ s3 ≥ 0 and s3 < s1 + s2 − 3/2. Then there exists a constant C > 0 such
that
‖ψ1ψ2‖Hs3 ≤ C‖ψ1‖Hs1‖ψ2‖Hs2
for all ψ1 ∈ H
s1 and ψ2 ∈ H
s2 .
This lemma shows that the bilinear map
(2.76) Hs1 ×Hs2 ∋ (ψ1, ψ2) 7−→ ψ1ψ2 ∈ H
s3
is continuous, and hence analytic, provided that s1, s2 ≥ s3 ≥ 0 and s3 < s1 + s2 − 3/2. In particular,
Hs is a Banach algebra for s > 3/2 which implies that there exists a constant Cs > 0 such that
(2.77) ‖ψ1ψ2‖s ≤ Cs‖ψ1‖Hs‖ψ2‖Hs
for all ψ1, ψ2 ∈ H
s. This can be used to prove the following important proposition concerning analytic
maps. For a proof, see Proposition 3.6 of [11].
Proposition 2.3. Suppose s > 3/2, F ∈ Cω(BR(R
N ),R), Cs is the constant from the inequality (2.77),
and that
F (y1, . . . , yN) = F0 +
∑
|α|≥1
cα y
α1
1 y
α2
2 · · · y
αn
N
is the powerseries expansion for F (y) about 0. Then the map(
BR(H
s)
)N
∋ (ψ1, ψ2, . . . , ψN ) 7−→ F (ψ1, ψ2, . . . , ψN ) ∈ H
s
is in Cω
((
BR/Cs(H
k)
)N
, Hs
)
, and
F (ψ1, . . . , ψN ) = F0 +
∑
|α|≥1
cα ψ
α1
1 f
α2
2 · · ·ψ
αN
N
for all (ψ1, . . . , ψN ) ∈
(
BR/Cs(H
s)
)N
.
The first step in establishing well-posedness is to show that the maps Φ and Φ˙ are well-defined and
analytic.
Lemma 2.4. Suppose R > 0 and s > 3/2. Then there exists an ǫ0 > 0 and an analytic map
(−ǫ0, ǫ0)× (τ0, T0)×H
s ×Hs(R4)×BR
(
Hs(S4)
)
∋ (ǫ, t, ρ, wi, uij) 7−→ (Φij) ∈ H¯s+2(S4)
that satisfies (2.52) and
Φij
∣∣
ǫ=0
= 4a(t)δi0δ
j
0∆
−1Π
(
ρ− µ(t)
)
.
16 T.A. OLIYNYK
Proof. First we observe that for a fixed R > 0, the Born series
[
(δIJ + ǫa(t)uIJ)∂I∂J
]−1
=
[
1I + ǫa(t)∆−1uIJ∂I∂J
]−1
∆−1 =
∞∑
n=0
ǫn(−1)na(t)n(∆−1uIJ∂I∂J
)n
∆−1,
the Multiplication Lemma 2.2, and the invertibility of the Laplacian ∆ : H¯s+2 → H¯s show that there
exists an ǫ0 > 0 such that the map
(2.78)
(−ǫ0, ǫ0)×(τ0, T0)×BR(H
s+2(S3))×H¯
s(S4) ∋ (ǫ, t, u
IJ ,Ψij) 7−→
[(
δIJ+ǫa(t)uIJ
)
∂I∂J
]−1
Ψij ∈ H¯s+2(S4)
is well defined and analytic. Also, by Lemma 2.1 and Proposition 2.3, we see that (shrinking ǫ0 if
neccessary) the map
(2.79)
(−ǫ0, ǫ0)× (τ0, T0)×H
s ×Hs(R4)×HsR(S4) ∋ (ǫ, t, ρ, w
i, uij) 7−→ 4ǫ2a(t)Π
(
|g¯|
|h¯|
T¯ ij − T¯ ij
)
∈ Hs(S4)
is well-defined and analytic. The proof then follows directly from composing the two analytic maps
(2.78)-(2.79), i.e.
Φij =
[(
δIJ + ǫa(t)uIJ
)
∂I∂J
]−1 [
4ǫ2a(t)Π
(
|g¯|
|h¯|
T¯ ij − T¯ ij
)]
,
which is again analytic by Lemma 2.1. 
Lemma 2.5. Suppose R > 0 and s > 3/2. Then there exists an ǫ0 > 0 and an analytic map
(−ǫ0, ǫ0)× (τ0, T0)×H
s ×Hs(R4)×BR
(
Hs(S4)
)
×Hs(S4) ∋ (ǫ, t, ρ, w
i, uij , uijk ) 7−→ (Φ˙
ij) ∈ H¯s+1(S4)
that satisfies (2.54) and
Φ˙ij
∣∣
ǫ=0
= −4a(t)δi0δ
j
0∆
−1Π
(
∂I(ρw
I) +
1
2
a′(t)
a(t)
(ρ− µ(t))
)
.
Proof. The proof follows from a routine adaptation of the proof of Lemma 2.4. 
Next, we introduce the space
HsR = H
s(S4)×
(
Hs(S4)
)
×BR
(
Hs(S4)
)
× S4 ×H
s ×BR(H
s)×Hs(R3)
and let Hs = Hs∞.
Lemma 2.6. Suppose R > 0 and s > 3/2. Then there exists an ǫ0 > 0 such that the maps
(τ0, T0)× (−ǫ0, ǫ0)×H
s
R ∋ (t, ǫ, u
ij
0 ,W
ij
I , u
ij , φij , ρ, w0, wI)T 7−→ Fα ∈ H
s+1 (α = 0, 1)
are analytic.
Proof. Follows directly from Proposition 2.3 and Lemmas 2.1, 2.4, 2.5. 
With the analyticity of the maps F0, F1 established, local existence, uniqueness, and continuation of
solutions to the nonlocal symmetric hyperbolic system (2.61) follow from standard arguments (see for
example [30], Chapter 16). In particular, we can apply the local existence results of Schochet [26,27] (see
also [14,15]) to obtain the existence of solution to (2.61) on spacetime regions of the form D = [0, T )×T3
where T is independent of ǫ. This will be discussed in detail in Section 4.2.
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3. Initialization
3.1. Constraint equations. In order to solve the initial value problem for the Einstein equations, we
must first construct initial data that satisfies the following constraint equations on the initial hypersurface
defined by t = 0:(
G¯0j − 2ǫ4T¯ 0j
)∣∣
t=0
= 0 (gravitational constraints),(3.1)
D¯iu¯
ij
∣∣
t=0
= 0 (harmonic gauge condition),(3.2)
and
(
g¯ij v¯
iv¯j +
1
ǫ2
) ∣∣∣
t=0
= 0 (fluid 4-velocity normalization).(3.3)
A short calculation using (2.1)-(2.2) shows that the harmonic condition (3.2) is equivalent to
∂tu¯
00 = −
1
ǫ
∂I u¯
I0 −
a′(t)
2a(t)
(
3u¯00 + a(t)δIJ u¯
IJ
)
,(3.4)
∂tu¯
0J = −
1
ǫ
∂I u¯
IJ −
5a′(t)
2a(t)
u¯0J .(3.5)
Using formulas (2.7) and (2.10)-(2.17), it is not difficult to verify that the gravitational constraint
equations (3.1) do not involve second order time derivatives. In fact, using (3.4)-(3.5), the top derivative
terms can be expanded as
gˆklD¯kD¯lu¯
0j + b0j =
1
a(t)
∆u¯0j − δj0∂I∂J u¯
IJ + ǫ
[
δjJ
(
∂I∂tu¯
IJ +
a′(t)
a(t)2
δJK∂K u¯
00
+
a′(t)
a(t)
∂I u¯
IJ
)
+ δj0
a′(t)
2a(t)
∂I u¯
I0
]
+ ǫ2
[
f j0
(
ǫ, t, u¯ij
)
+ f1
(
ǫ, t, u¯ij , ∂K∂Lu¯
ij , ∂K u¯
ij , ∂tu¯
ij
)]
(3.6)
where f0 and f1 are analytic in all of their variables, and f2 is linear in (∂K∂Lu¯
ij , ∂K u¯
ij , ∂tu¯
ij). Together,
(2.7), (2.10)-(2.17), (2.53), and (3.6) show that the constraint equations (when evaluated at t = 0) can
be written as
∆u¯0j − δj0a0
[
4(ρ− µ) + ∂I∂J u¯
IJ
]
+ ǫa0
[
−4ρ(w0δj0 + w
j) + δjJ
(
∂I∂tu¯
IJ +
a′(0)
a20
δJK∂K u¯
00
+
a′(0)
a0
∂I u¯
IJ
)
+ δj0
a′(0)
2a0
∂I u¯
I0
]
+ ǫ2
[
f j2
(
ǫ, u¯ij , ∂K∂Lu¯
ij , ∂K u¯
ij , ∂tu¯
ij
)
+ f j3
(
ǫ, u¯ij , ∂tu¯
ij , ∂K u¯
ij
)
+ f j4
(
ǫ, u¯ij , ρ, w0, ρwI
)]
= 0,(3.7)
where for any R > 0 there exists an ǫ0 > 0 such that the maps fα (α = 2, 3, 4) are analytic in all their
variables provided |ǫ| < ǫ0, and |u¯
ij | < R, f j2 is linear in (∂K∂Lu¯
ij , ∂K u¯
ij , ∂tu¯
ij), and f j2 is quadratic in
(∂tu¯
ij , ∂K u¯
ij). Also, an easy calculation using (2.7) shows that (3.3) takes the form
(3.8) w0 +
1
ǫ
+
g¯0Jw
J +
√
ǫ2(g¯0JwJ )2 − g¯00(ǫ2g¯IJwIwJ + 1)
ǫg00
= w0 − ǫf0
(
ǫ, uij , wI
)
= 0,
where the map f0 is analytic provided |ǫ| < ǫ0, |u¯
ij | < R, and |wI | < R.
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3.2. IJ-components of the reduced Einstein Equations. The IJ-components of the FLRW wave
operator acting on u¯ij are given by
h¯klD¯kD¯lu¯
IJ = −ǫ2∂2t u¯
IJ +
1
a(t)
∆u¯IJ + ǫ
a′(t)
a(t)2
(
∂I u¯
0J + ∂J u¯
0I
)
+ ǫ2
[
−
7
2
a′(t)
a(t)
∂tu¯
IJ −
(
∂t
(
a′(t)
a(t)
)
+ 2
a′(t)2
a(t)2
)
u¯IJ +
a′(t)2
2a(t)3
u¯00
]
.(3.9)
A calculation involving the harmonic conditions (3.4)-(3.5), and formulas (2.7), (2.11)-(2.17), (2.19),
(2.53), (3.9) shows that the IJ-components of the reduced Einstein equations can be written as
∆u¯IJ + ǫ∂I
(
a′(t)
a(t)
u0J
)
+ ǫ∂J
(
a′(t)
a(t)
u0I
)
− ǫ2a(t)
[
∂2t u¯
IJ −
7
2
a′(t)
a(t)
∂tu¯
IJ + ρwIwJ +
f(ρ)
a(t)
δIJ
]
+ ǫ2
[
pIJ0 (t, ǫ, u¯
ij , ǫ2∂2t u¯
KL, ǫ∂t∂M u¯
KL, ∂M∂N u¯
MN , ∂M u¯
ij , ǫ∂tu¯
ij , ǫu¯ij)
+ pIJ1 (t, ǫ, ǫ
2u¯ij , ∂M u¯, ǫ∂tu¯
ij , ǫu¯ij) + pIJ2 (t, ǫ, u¯
ij)
]
+ ǫ3pIJ3 (t, ǫ, u¯
ij , ρ, wK),(3.10)
where for any R > 0 there exist an ǫ0 > 0 such that the maps pα (α = 0, 1, 2, 3) are analytic
in all variables provided −τ0 < t < τ1, |ǫ| < ǫ0, and |u¯
ij | < R. Furthermore, pIJ0 is linear in
(ǫ2∂2t u¯
KL, ǫ∂t∂M u¯
KL, ∂M∂N u¯
MN , ∂M u¯
ij , ǫ∂tu¯
ij , ǫu¯ij), pIJ1 is quadratic in (∂K u¯
ij , ǫ∂tu¯
ij , ǫu¯ij), and pIJ2
is linear in (u¯ij),
3.3. The Euler equations. Directly from equation (2.41) and formulas (2.45)-(2.50), it follows that
∂tw
i = −wI∂Iw
i −
f ′(ρ)
a(t)ρ
δiJ∂Jρ−
a′(t)
a(t)
δiJw
J −
1
4
δiJ
(
1
a(t)
∂J u¯
00 + δKL∂J u¯
KL
)
−
ǫ
[
qi0
(
t, ǫ, ρ, wj , u¯jk
)
+qi1
(
t, ǫ, ρ, wj , u¯jk, ∂Iρ, ∂Iw
j , ∂tu¯
jk, ∂Iu
jk
)]
,(3.11)
∂tρ = −∂I(ρw
I)−
3
2
a′(t)
a(t)
ρ+
ǫ
[
q0
(
t, ǫ, ρ, wj , u¯jk
)
+q1
(
t, ǫ, ρ, wj , u¯jk, ∂Iρ, ∂Iw
j , ∂tu¯
jk, ∂Iu
jk
)]
,(3.12)
where for any R > 0 there exists an ǫ0 > 0 such that the maps qα, q
i
α (α = 0, 1) are analytic in all variables
provided τ0 < t < τ1, |ǫ| < ǫ0, |u¯
ij | < R, and |w0| < R, and q1, q
j
1 are linear in (∂Iρ, ∂Iw
j , ∂tu¯
jk, ∂Iu
jk).
3.4. Higher order time derivatives. As discussed in the introduction, Kreiss’s bounded derivative
principle requires us to calculate higher order time derivatives of u¯ij , ρ, and wi. The fact that the
constraint equations must be satisfied complicates this task, and we find it advantageous to introduce
the following rescaled variables:
∂ℓt
∣∣
t=0
u¯IJ = yIJℓ + ǫ
2u˜IJℓ , ∂
ℓ
t
∣∣
t=0
u¯0J = ǫ
(
δ0ℓ y
0J
0 + u˜
0J
ℓ
)
, ∂ℓt
∣∣
t=0
u¯00 = δ0ℓ y
00
0 + u˜
00
ℓ , (ℓ ≥ 0)(3.13)
ρ|t=0 = µ0 + λ0 + ρ˜0, w
0|t=0 = w˜
0
0 , (ρw
I)|t=0 = z
I
0 + w˜
I
0 ,(3.14)
∂ℓt
∣∣
t=0
ρ = ρ˜ℓ, and ∂
ℓ
t
∣∣
t=0
wi = w˜iℓ (ℓ ≥ 1),(3.15)
where yIJℓ , z
I
0 , λ0 are constants, and
(3.16)
∫
T3
ρ˜0 d
3x =
∫
T3
w˜I0 d
3x =
∫
T3
u˜0j0 d
3x =
∫
T3
u˜IJℓ d
3x = 0 (ℓ ≥ 0).
We also define
u˜ijℓ = (u˜
ij
0 , u˜
ij
1 , . . . , u˜
ij
ℓ ), y
IJ
ℓ+2 = (y
IJ
2 , . . . , y
IJ
ℓ+2),(3.17)
ρ˜IJℓ+1 = (ρ˜1, ρ˜2, . . . , ρ˜ℓ+1), and w˜
i
ℓ+1 = (w˜
i
1, w˜
i
2, . . . , w˜
i
ℓ+1).(3.18)
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Differentiating the harmonic conditions (3.4)-(3.5), the IJ components of the reduced Einstein equa-
tions (3.10), and the Euler equations (3.11)-(3.12) with respect to time and evaluating at t = 0 while
using the variables (3.13)-(3.15) yields the following system of equations
∆u˜000 − 4a0(ρ˜0 + λ0)− ǫF
0
(
ǫ, yij0 , y
IJ
1 , u˜
ij
1 , ∂
α+1
x u˜
ij , λ0, ρ˜0, z
I
0 , w˜
I
0
)
= 0,(3.19)
∆u˜0J0 − 4a0(z
J
0 + w˜
J
0 )− ǫF
J
(
ǫ, yij0 , y
IJ
1 , u˜
ij
1 , ∂
α+1
x u˜
ij , λ0, ρ˜0, z
I
0 , w˜
I
0
)
= 0,(3.20)
∆u˜IJℓ − a0y
IJ
ℓ+2 − P
IJ
0,ℓ
(
y000 ,y
KL
ℓ+1, ∂K u˜
00
ℓ , u˜
00
ℓ , λ0, ρ˜0, ρ˜ℓ, z
K
0 , w˜
K
0 , w˜
K
ℓ
)
− ǫ1P IJ1,ℓ
(
ǫ, yij0 , y
IJ
1 ,y
KL
ℓ+2, ∂
α
x u˜
ij
ℓ , u˜
ij
ℓ+1, ∂xu˜
KL
ℓ+1, ∂M∂N u˜
KL
ℓ , u˜
KL
ℓ+2, λ0, ρ˜0, ρ˜ℓ, z
K
0 , w˜
K
0 , w˜
K
ℓ
)
= 0,(3.21)
u˜00ℓ+1 + ∂I u˜
I0
ℓ +
ℓ∑
p=0
(
ℓ
p
)[
3
2
dp+1 ln(a)
dtp+1
∣∣∣
t=0
(
u˜00ℓ−p + δp0y
00
0
)
+
1
2
dp+1a
dtp+1
∣∣∣
t=0
δIJ
(
yIJℓ−p + ǫ
2u˜IJℓ−p
)]
= 0,(3.22)
u˜0Jℓ+1 + ∂I u˜
IJ
ℓ + ǫ
ℓ∑
p=0
(
s
p
)
5
2
dp+1 ln(a)
dtp+1
∣∣∣
t=0
(
u˜0Jℓ−p + δp0y
0J
0
)
= 0,(3.23)
w˜0 − ǫQ
0
0(ǫ, y
IJ
0 , u˜
jk
0 , z
K
0 , w˜
J
0 ) = 0,(3.24)
w˜iℓ+1 −Q
i
0,ℓ
(
λ0, ∂
α
x ρ˜0, ∂
α
x ρ˜ℓ, z
I
0 , ∂
α
x w˜
j , ∂αx w˜
j
ℓ
)
− ǫQi1,ℓ
(
ǫ, yij0 , y
IJ
1 ,y
IJ
ℓ+1, u˜
ij
ℓ+1, ∂K u˜
jk
ℓ , λ0, ∂
α
x ρ˜0, ∂
α
x ρ˜ℓ, z
I
0 , ∂
α
x w˜
j , ∂K u˜
00
ℓ
)
= 0,(3.25)
and
ρ˜iℓ+1 −Q0,ℓ
(
λ0, ∂
α
x ρ˜0, ∂
α
x ρ˜ℓ, z
I
0 , ∂
α
x w˜
j , ∂αx w˜
j
ℓ
)
− ǫQ1,ℓ
(
ǫ, yij0 , y
IJ
1 ,y
IJ
ℓ+1, u˜
ij
ℓ+1, ∂K u˜
jk
ℓ , λ0, ∂
α
x ρ˜0, ∂
α
x ρ˜ℓ, z
I
0 , ∂
α
x w˜
j
)
= 0,(3.26)
where 0 ≤ |α| ≤ 1. Next, we set
Ψ000 = ∆u˜
00
0 − 4a0ρ˜0 − ǫΠF
0
(
ǫ, yij0 , y
IJ
1 , u˜
ij
1 , ∂
α+1
x u˜
ij , λ0, ρ˜0, z
I
0 , w˜
I
0
)
(3.27)
Ψ0J0 = ∆u˜
0J
0 − 4a0w˜
J
0 − ǫΠF
J
(
ǫ, yij0 , y
IJ
1 , u˜
ij
1 , ∂
α+1
x u˜
ij , λ0, ρ˜0, z
I
0 , w˜
I
0
)
,(3.28)
ΨIJℓ = ∆u˜
IJ
ℓ −ΠP
IJ
0,ℓ
(
y000 ,y
KL
ℓ+1, ∂Ku˜
00
ℓ , u˜
00
ℓ , λ0, ρ˜0, ρ˜ℓ, z
K
0 , w˜
K
0 , w˜
K
ℓ
)
−
ǫ1ΠP IJ1,ℓ
(
ǫ, yij0 , y
KL
1 ,y
KL
ℓ+2, u˜
ij
ℓ , ∂K u˜
ij
ℓ , u˜
ij
ℓ+1, ∂K u˜
KL
ℓ+1, ∂M∂N u˜
KL
ℓ , u˜
KL
ℓ+2, λ0, ρ˜0, ρ˜ℓ, z
K
0 , w˜
K
0 , w˜
K
ℓ
)
,(3.29)
Υ000 = λ0 +
ǫ
4a0
〈1|F 0
(
ǫ, yij0 , y
KL
1 , u˜
ij
1 , ∂K∂Lu˜
ij , ∂K u˜
ij , λ0, ρ˜0, z
I
0 , w˜
I
0
)
〉(3.30)
Υ0J0 = z
J
0 +
ǫ
4a0
〈1|F J
(
ǫ, yij0 , y
KL
1 , u˜
ij
1 , ∂K∂Lu˜
ij , ∂K u˜
ij , λ0, ρ˜0, z
I
0 , w˜
I
0
)
〉,(3.31)
ΥIJℓ+2 = y
IJ
ℓ+2 +
1
a0
〈1|P IJ0,ℓ
(
y000 ,y
KL
ℓ+1, ∂K u˜
00
ℓ , u˜
00
ℓ , λ0, ρ˜0, ρ˜ℓ, z
K
0 , w˜
K
0 , w˜
K
ℓ
)
〉−
ǫ1
a0
〈1|P IJ1,ℓ
(
ǫ, yij0 , y
KL
1 ,y
KL
ℓ+2, u˜
ij
ℓ , ∂K u˜
ij
ℓ , u˜
ij
ℓ+1, ∂K u˜
KL
ℓ+1, ∂M∂N u˜
KL
ℓ , u˜
KL
ℓ+2, λ0, ρ˜0, ρ˜ℓ, z
K
0 , w˜
K
0 , w˜
K
ℓ
)
〉,(3.32)
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Ψ00ℓ+1 = u˜
00
ℓ+1 + ∂I u˜
I0
ℓ +
ℓ∑
p=0
(
ℓ
p
)[
3
2
dp+1 ln(a)
dtp+1
∣∣∣
t=0
(
u˜00ℓ−p + δp0y
00
0
)
+
1
2
dp+1a
dtp+1
∣∣∣
t=0
δIJ
(
yIJℓ−p + ǫ
2u˜IJℓ−p
)]
,(3.33)
Ψ0Jℓ+1 = u˜
0J
ℓ+1 + ∂I u˜
IJ
ℓ + ǫ
ℓ∑
p=0
(
s
p
)
5
2
dp+1 ln(a)
dtp+1
∣∣∣
t=0
(
u˜0Jℓ−p + δp0y
0J
0
)
,(3.34)
Ω00 = w˜0 − ǫQ
0
0(ǫ, y
KL
0 , u˜
jk
0 , z
K
0 , w˜
J
0 ),(3.35)
Ωjℓ+1 = w˜
i
ℓ+1 −Q
i
0,ℓ
(
λ0, ∂
α
x ρ˜0, ∂
α
x ρ˜ℓ, z
I
0 , ∂
α
x w˜
j , ∂αx w˜
j
ℓ
)
− ǫQi1,ℓ
(
ǫ, yij0 , y
IJ
1 ,y
IJ
ℓ+1, u˜
ij
ℓ+1, ∂K u˜
jk
ℓ , λ0, ∂
α
x ρ˜0, ∂
α
x ρ˜ℓ, z
I
0 , ∂
α
x w˜
j , ∂K u˜
00
ℓ
)
,(3.36)
Ωℓ+1 = ρ˜
i
ℓ+1 −Q0,ℓ
(
λ0, ∂
α
x ρ˜0, ∂
α
x ρ˜ℓ, z
I
0 , ∂
α
x w˜
j , ∂αx w˜
j
ℓ
)
− ǫQ1,ℓ
(
ǫ, yij0 , y
IJ
1 ,y
IJ
ℓ+1, u˜
ij
ℓ+1, ∂K u˜
jk
ℓ , λ0, ∂
α
x ρ˜0, ∂
α
x ρ˜ℓ, z
I
0 , ∂
α
x w˜
j
)
.(3.37)
Gathering all of the maps (3.27)-(3.37) together, we define
(3.38) Ξℓ =
(
Ψ00ℓ+2,Ψ
0J
ℓ+2,Ψ
IJ
ℓ ,Ω
0
0,Ω
j
ℓ+1,Ωℓ+1,Υ
00
0 ,Υ
0J
0 ,Υ
IJ
ℓ+2
)T
,
with
Ψijℓ = (Ψ
ij
0 , . . . ,Ψ
ij
ℓ ), Υ
IJ
ℓ+2 = (Υ
IJ
2 , . . . ,Υ
IJ
ℓ+2),(3.39)
Ωjℓ+1 = (Ω
j
1, . . . ,Ω
j
ℓ+1), and Ωℓ+1 = (Ω1, . . . ,Ωℓ+1).(3.40)
We also define
X sR,δ,ℓ = BR(S4)× S3 × H¯
s+1−ℓ(S3)× H¯
s−ℓ(S3)×Bδ(H¯
s)×BR
(
H¯s(R3)
)
,
YsR,δ,ℓ = BR(H¯
s+2)×
ℓ+2∏
p=1
Hs+2−p ×BR(H¯
s+2(R3)) ×
ℓ+2∏
p=1
Hs+2−p(R3)×BR(H¯
s+2(S3)),
×
ℓ∏
p=1
H¯s+2−p(S3)×BR(H
s)×
ℓ+2∏
p=1
Hs−p(R4)×
ℓ+2∏
p=1
Hs−p × (−δ, δ)×BR(R
3)× (S3)
ℓ,
and
Zsℓ = H¯
s ×
ℓ+2∏
p=1
Hs+2−p × H¯s(R3)×
ℓ+2∏
p=1
Hs+2−p(R3)
×
ℓ∏
p=0
H¯s−p(S3)×H
s+1 ×
ℓ+1∏
p=1
Hs−p(R4)×
ℓ+1∏
p=1
Hs−p × R× R3 × (S3)
ℓ.
Proposition 3.1. Suppose ℓ ∈ Z≥0, s > 3/2 + ℓ, R > 0, Cs is the constant from the inequality (2.77),
δ = µ0/(2Cs) and set
θℓ = (y
ij
0 , y
IJ
1 , u˜
IJ
ℓ+1, u˜
IJ
ℓ+2, ρ˜0, w˜
I
0)
T , and ηℓ =
(
u˜
00
ℓ+2, u˜
0J
ℓ+2, u˜
IJ
ℓ , w˜
0
0 , w˜
j
ℓ+2, ρ˜ℓ+2, λ0, z
I
0 ,y
IJ
ℓ+2
)
.
Then there exists an ǫ0 > 0 such that the map
(−ǫ0, ǫ0)×X
s
R,δ,ℓ × Y
s
R,δ,ℓ ∋ (ǫ, θℓ, ηℓ) 7−→ Ξℓ ∈ Z
s
ℓ
is analytic.
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Proof. By definition,
1
ρ
=
1
µ0 + λ0 + ρ˜0
=
1
µ0
1
(1 +
(
λ0 + ρ˜0)/µ0
) .
Since the map k(r) = 1/(1 + r/µ0) is in C
ω((−µ0, µ0),R), it follows from Proposition 2.3 that the map
(−δ, δ)×Bδ(H¯
s) ∋ (λ0, ρ˜0) 7−→
1
ρ
∈ Hs
is well defined and analytic for δ = µ0/(2Cs). With this map well defined, we can recover w
I from zI0 and
w˜I0 by the defining relation w
I = (zI0 + w˜
I
0)/ρ. The rest of the proof now follows from a straightforward
application of Proposition 2.3 and Lemmas 2.1 and 2.2. 
3.5. Initialization to an arbitrary order. We are now ready to prove that there exists a large class
of initial data that can be initialized to an arbitrary order.
Theorem 3.2. Suppose ℓ ∈ Z≥0, s > 3/2+ ℓ, R > 0, and δ = µ0/(2Cs). Then for any θ˜ℓ ∈ X
s
R,δ,ℓ, there
exists an open neighborhood (−ǫ0, ǫ0)× Uθ˜ℓ ⊂ R×X
s
R˜,δ,ℓ
of (0, θ˜ℓ) (ǫ0 > 0, R˜ > R) and a map
ηℓ =
(
u˜
00
ℓ+2, u˜
0J
ℓ+2, u˜
IJ
ℓ , w˜
0
0 , w˜
j
ℓ+2, ρ˜ℓ+2, λ0, z
I
0 ,y
IJ
ℓ+2
)
∈ Cω
(
(−ǫ0, ǫ0)× Uθ˜ℓ ,YR˜,δ,ℓ
)
that satisfies
Ξℓ(ǫ, θℓ, ηℓ(ǫ, θℓ)) = 0 and w˜
0
0(0, θℓ) = λ(0, θℓ) = z
I
0(0, θℓ) = 0
for all (ǫ, θℓ) ∈ (−ǫ0, ǫ0)× Uθ˜ℓ.
Proof. We first establish that given a θ˜ℓ ∈ X
s
R,δ,ℓ, the equation Ξℓ|ǫ=0 = 0 has a solution.
Lemma 3.3. For any θ˜ℓ ∈ X
s
R,δ,ℓ, there exists a R˜ > 0 and a η˜ℓ ∈ Y
s
R˜/2,0,ℓ
that satisfies
Ξℓ(0, θ˜ℓ, ηℓ) = 0.
Proof. To begin, we consider the fixed data
θ˜ℓ = (y
ij
0 , y
IJ
1 , u˜
IJ
ℓ+1, u˜
IJ
ℓ+2, ρ˜0, w˜
I
0)
T ∈ X s∞,δ,ℓ.
Next, we note that Ξ|ǫ=0 = 0 reduces to (see (3.27)-(3.37))
λ0 = 0,(3.41)
zJ0 = 0,(3.42)
∆u˜000 = 4a0ρ˜0,(3.43)
∆u˜0J0 = 4a0w˜
J
0 ,(3.44)
∆u˜IJp = ΠP˜
IJ
0,p
(
(ρ˜0, w˜
K
0 , y
00
0 ,y
KL
p+1, u˜
00
p , ρ˜p, w˜
K
p
)
,(3.45)
yIJp+2 =
1
a0
〈1|P˜ IJ0,p
(
ρ˜0, w˜
K
0 , y
00
0 ,y
KL
p+1, u˜
00
p , ρ˜p, w˜
K
p
)
〉,(3.46)
u˜00p+1 = −∂I u˜
I0
p −
p∑
q=0
(
p
q
)[
3
2
dq+1 ln(a)
dtq+1
∣∣∣
t=0
(
u˜00p−q + δq0y
00
0
)
+
1
2
dq+1a
dtq+1
∣∣∣
t=0
δIJy
IJ
p−q
]
,(3.47)
u˜0Jp+1 = −∂I u˜
IJ
p(3.48)
w˜0 = 0,(3.49)
w˜ip+1 = Q˜
i
0,p
(
λ0, ρ˜0, ρ˜p, z
I , w˜0, w˜I0 , w˜
j
p, u˜
00
p
)
,(3.50)
ρ˜p+1 = Q˜0,p
(
λ0, ρ˜0, ρ˜p, z
I , w˜0, w˜I0 , w˜
j
p
)
.(3.51)
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where the maps
P˜ 0,p : Bδ(H¯
s)× H¯s(R3)× R× (S3)
p−1 × H¯s+2
×
p∏
q=1
Hs+2−q ×
p∏
q=1
Hs−q ×
p∏
q=1
Hs−q(R3) −→ Hs−p(S3) (0 ≤ p ≤ ℓ),
Q˜i0,p : (−δ, δ)×Bδ(H¯
s)×
p∏
q=1
Hs−q × R3 ×Hs × H¯s(R3)
×
p∏
q=1
Hs−q(R4)× H¯s+2 ×
p∏
q=1
Hs+2−q(R4) −→ Hs−p(R4) (0 ≤ p ≤ ℓ + 1),
Q˜0,p : (−δ, δ)×Bδ(H¯
s)×
p∏
q=1
Hs−q × R3 ×Hs × H¯s(R3)
×
p∏
q=1
Hs−q(R4) −→ Hs−p−1 (0 ≤ p ≤ ℓ + 1)
are all analytic for δ = µ0/(2Cs).
The invertibility of the Laplacian ∆ : H¯k+2 → H¯k then implies, by equations (3.43)-(3.44), that
(3.52) u˜000 = 4a0∆
−1ρ˜0 and u˜
0J
0 = 4a0∆
−1w˜J0 .
Substituting these into (3.45), (3.46), (3.47), (3.50), and (3.51) (for (p = 0)) gives
u˜IJ0 = ∆
−1ΠP˜ IJ0,0
(
ρ˜0, w˜
K
0 , y
00
0 , u˜
00
0
)
,(3.53)
yIJ2 =
1
a0
〈1|P˜ IJ0,0
(
ρ˜0, w˜
K
0 , y
00
0 , u˜
00
0
)
〉,(3.54)
u˜001 = −∂I u˜
0I
0 −
a′(0)
2a(0)
(
3u˜000 + 3y
00
0 + a(0)δIJy
IJ
0
)
,(3.55)
w˜i1 = Q˜
i
0,0
(
λ0, ρ˜0, z
I
0 , w˜
j
0, u˜
00
)
,(3.56)
and
ρ˜1 = Q˜0,0
(
λ0, ρ˜0, z
I
0 , w˜
j
0
)
.(3.57)
From (3.47) and (3.53), we then obtain
(3.58) u˜0J1 = −∂I u˜
IJ
0 .
Substituting (3.52)-(3.58) into (3.45), we find
(3.59) u˜IJ1 = ∆
−1Π
(
ρ˜0, w˜
K
0 , y
00
0 , y
KL
2 , u˜
00
1 , ρ˜1, w˜
K
1
)
.
With the base case covered, we proceed by induction. So assume that {u˜ijq , y
IJ
q+1, ρ˜q, w˜
j
q}
p
q=1 solves
(3.45)-(3.48) and (3.50)-(3.51) for 0 ≤ q ≤ p ≤ ℓ − 1. Then it is clear that we can immediately use
(3.46) - (3.48), and (3.50)-(3.51) to determine yIJp+2, u˜
0j
p+1, w˜
j
p+1, and ρ˜p+1 from {u˜
ij
q , y
IJ
q+1, ρ˜q, w˜
j
q}
p
q=1.
We then substitute these into (3.45) to determine u˜IJp+1 which completes the induction step. With the
{u˜ijq , y
IJ
q+1, ρ˜q, w˜
j
q}
ℓ
q=1 determined, similar arguments show that we can use these along with the initial
data {u˜IJℓ+1, u˜
IJ
ℓ+2} to find {u˜
0j
ℓ+1, u˜
0j
ℓ+2, ρ˜ℓ+1, ρ˜ℓ+2, w˜
j
ℓ+1, w˜
j
ℓ+2}. 
Having constructed a solution to Ξℓ|ǫ=0 = 0, we will use the implicit function theorem to find solutions
to Ξℓ = 0 for ǫ > 0. However, to apply the implicit function theorem, we must first establish that the
partial derivative of Ξℓ with respect to ηℓ is an isomorphism.
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Lemma 3.4. Suppose θℓ ∈ X
s
∞,δ,ℓ, ηℓ ∈ Y
s
∞,δ,ℓ, and let Ξθℓ be the map defined by Ξθℓ(·) = Ξ(0, θℓ, ·).
Then the derivative
DΞθℓ(η) : Y
s
∞,∞,ℓ −→ Z
s
ℓ
is a linear isomorphism.
Proof. Fix
σℓ =
(
ψ
00
ℓ+2,ψ
0J
ℓ+2,ψ
IJ
ℓ , ω
0
0 ,ω
j
ℓ+1,ωℓ+1, υ
00
0 , υ
0J
0 ,υ
IJ
ℓ+2
)
∈ Zsℓ ,
and let
δηℓ =
(
δu˜00ℓ+2, δu˜
0J
ℓ+2, δu˜
IJ
ℓ , δw˜
0, δw˜jℓ+1, δρ˜ℓ+1, δλ0, δz
I
0 , δy
IJ
ℓ+2
)
.
Then from (3.27)-(3.37), it is not difficult to see that the equation
DΞθℓ(ηℓ) · δηℓ = σℓ
is equivalent to the following system:
δλ0 = υ
00
0 ,
δzJ0 = υ
0J
0 ,
∆δu˜000 = ψ
00
0 ,
∆u˜0J0 = ψ
00
0 ,
∆u˜IJp −ΠΛ
IJ
p
(
δyKLp+1, δu˜
00
p , δρ˜p, δw˜
K
p
)
= ψIJp ,
yIJp+2 − 〈1|Λ
IJ
p
(
δyKLp+1, δu˜
00
p , δρ˜p, δw˜
K
p
)
〉 = υIJp+2,
δu˜00p+1 + ∂Iδu˜
I0
p +
p∑
q=0
(
p
q
)[
3
2
dq+1 ln(a)
dtq+1
∣∣∣
t=0
δu˜00p−q +
1
2
dq+1a
dtq+1
∣∣∣
t=0
δIJδy
IJ
p−q
]
= ψ00p+1,
δu˜0Jp+1 + ∂Iδu˜
IJ
p = ψ
0J
p+1
δw˜0 = ω
0
0 ,
δw˜ip+1 −Θ
i
p
(
δρ˜p, δw˜
0
0 , δw˜
j
p, δu˜
00
p
)
= ωip+1,
and
δρ˜p+1 −Θp
(
δρ˜p, δw˜
0
0 , δw˜
I
p
)
= ωp+1,
where ΛIJp , Θ
i
p, and Θp are linear maps that depend implicitly on ηℓ. This system has the same structure
as the system (3.41)-(3.51) from Lemma 3.3, and a slight variation of the arguments used in the proof
of the Lemma can be used to establish the existence of a unique solution for the given σℓ. In particular,
this shows that DΞθℓ(ηℓ) is an isomorphism. 
By Proposition 3.1, the map Ξℓ : (−ǫ0, ǫ0) × X
s
R,δ,ℓ × Y
s
R,δ,ℓ → Z
s
ℓ is well defined and analytic for
ǫ0 > 0 small enough. Lemmas 3.3 and 3.4 then allow us to apply an analytic version of the implicit
function theorem (see [6], Theorem 15.3) to conclude the existence of (shrinking ǫ0 if necessary) an open
neighborhood (−ǫ0, ǫ0) × Uθ˜ℓ ⊂ R × XR˜,δ,ℓ of (0, θ˜ℓ) and an analytic map ηℓ : (−ǫ0, ǫ0) × Uθ˜ℓ → YR˜,δ,ℓ
that satisfies Ξℓ(ǫ, θℓ, ηℓ(ǫ, θℓ)) = 0 for all (ǫ, θℓ) ∈ (−ǫ0, ǫ0)× Uθ˜ℓ . 
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4. Post-Newtonian expansions
4.1. The limit equation. Before discussing the ǫ ց 0 limit equation for the system (2.62), we first
consider local existence and uniqueness of solutions to the cosmological Poisson-Euler equations.
Proposition 4.1. Suppose s > 3/2 + 3 + ℓ, δ = µ0/(2Cs), ρ˜0 ∈ Bδ(H¯
s), and w˜I0 ∈ H¯
s(R3). Then there
exists a maximal time T0 and a unique solution
0
ρ(t) ∈ XT0,ℓ+2,s,
0
wI(t) ∈ XT0,ℓ+2,s(R
3),
0
Φ(t) ∈ XT0,ℓ+4,s+2,
to the Poisson-Euler (1.10)-(1.12) with initial data
0
ρ(0) = µ0 + ρ˜ and
0
wI = w˜I/(µ0 + ρ˜). Moreover, this
solution satisfies
〈1|
0
ρ(t)
0
wI(t)〉L2 = 〈Π
0
ρ(t)|∂I
0
Φ(t)〉L2 = 0
for all t ∈ [0, T0).
Proof. As the system Poisson-Euler (1.10)-(1.12) is clearly a (nonlocal) symmetric hyperbolic system,
the statements concerning existence and uniqueness follow immediately from standard theory. To prove
the second statement, we observe that
0
ρ
0
wI satisfies
∂t(
0
ρ
0
wJ ) = −∂I(
0
wI
0
ρ
0
wJ)−
1
a(t)
(
∂Jf(
0
ρ) +
0
ρ∂J
0
Φ +
3a′(t)
2
0
ρ
0
wJ
)
.
Taking the L2 inner product of this equation with 1 yields
(4.1) ∂t〈1|
0
ρ
0
wJ 〉L2 = −
1
a(t)
(
〈Π
0
ρ|∂J
0
Φ〉L2 +
3a′(t)
2
〈1|
0
ρ
0
wJ〉L2
)
.
By (1.12), we have a(t)〈Π
0
ρ|∂J
0
Φ〉L2 = 〈∆
0
Φ|∂J
0
Φ〉L2 and hence
a(t)〈Π
0
ρ|∂J
0
Φ〉L2 = −
∫
T3
∂J∂I
0
Φ ∂I
0
Φ d3x = −
1
2
∫
T3
∂J
(
∂I
0
Φ∂I
0
Φ
)
d3x = 0.
Substituting this into (4.1) gives
(4.2) ∂t〈1|
0
ρ
0
wJ〉L2 = −
3a′(t)
2a(t)
〈1|
0
ρ
0
wJ〉L2 .
By assumption, 〈1|
(0
ρ
0
w
)
|t=0〉L2 = 〈1|w˜
I
0〉L2 = 0 which combined with the differential equation (4.2) shows
that 〈1|
0
ρ(t)
0
w(t)〉L2 = 0 for all t ∈ [0, T0). 
From [27], we know that the appropriate ǫց 0 limit equation for the system (2.62) is
A00∂tW = A
I
0∂IW + F0 + C
I∂Iω,(4.3)
CI∂IW = 0,(4.4)
where
(4.5) A00 =
(
A0G,0 0
0 AM,0
)
, and A0G,0 =


a(t) 0 0 0
0 δIJ 0 0
0 0 1 0
0 0 0 1

 .
The relationship between the Poisson-Euler equations (1.10)-(1.12) and the limit equation (4.3)-(4.4) is
given by the following Proposition. Here and in the following section, we require the following evolution
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spaces
XT,ℓ,s =
ℓ+1⋂
p=0
Cp
(
[0, T ),Hs−p
)
.
Proposition 4.2. Suppose s > 3/2+3+ ℓ, δ = µ0/(2Cs), ρ˜0 ∈ Bδ(H¯
s), w˜I0 ∈ H¯
s(R3), and let {
0
ρ,
0
wI ,
0
Φ}
and T0 be as in proposition 4.1. Then
0
W =
(
0, 0, 0, 0,
0
ρ, (0,
0
wI)
)
∈ XT0,ℓ+2,s and ω =
(
δi0δ
j
0∂t
0
Φ, 0, 0, 0, 0, 0) ∈ XT0,ℓ+3,s+1
solve the limit equation (4.3)-(4.4).
Proof. The proof follows directly from substituting
0
W and ω into (4.3)-(4.4) while using (1.10)-(1.12),
(2.48)-(2.50), (2.65)-(2.66), and (2.70)-(2.71). 
4.2. Proof of Theorem 1.1. We are now ready to prove Theorem 1.1 and thus establish the existence
of cosmological post-Newtonian expansions to arbitrary order.
Proof of Theorem 1.1. Given yij0 ∈ S4, y
IJ
1 ∈ S3, ρ˜0 ∈ BR(H¯
s), w˜I0 ∈ H¯
s(R3), u˜IJℓ ∈ H¯
s+1−ℓ(S3), and
u˜IJℓ+1 ∈ H¯
s−ℓ(S3), let
∂pt
∣∣
t=0
u¯IJǫ = y
IJ
p + ǫ
2u˜IJp (ǫ), ∂
p
t
∣∣
t=0
u¯0Jǫ = ǫ(δ
0
py
0J
0 + u˜
0J
p (ǫ)), ∂
p
t
∣∣
t=0
u¯00ǫ = δ
0
py
00
0 + u˜
00
p (ǫ), p = 0, 1
ρǫ|t=0 = µ0 + λ0(ǫ) + ρ˜0, and (ρw
I)|t=0 =
zI0(ǫ) + w˜
I
0
µ0 + λ0(ǫ) + ρ˜0
be the initial data from Theorem 3.2. By construction, this data solves the constraint equations (3.1)-
(3.3), depends analytically on ǫ, and satisfies (3.13)-(3.15). In particular, this implies by (2.51), (2.52),
and Lemma 2.4 that
(4.6) Wǫ(t) =
(
uij0,ǫ(t),W
ij
I,ǫ(t), u
ij
ǫ (t), φ
ij
ǫ (t),wǫ(t)
)T
satisfies
(4.7) Wǫ(0) ∈ C
ω((−ǫ0, ǫ0),H
s),
and
(4.8)
∥∥∂pt ∣∣t=0Wǫ∥∥Hs−p . 1 for p = 1, 2, . . . , ℓ+ 1.
Together, Proposition 4.2 and (4.6)-(4.7) allow us to apply to Theorem 3 of [27] and conclude (shrinking
ǫ0 if necessary) that for any T < T0 there exists maps
Wǫ ∈ XT,ℓ+2,s 0 < ǫ < ǫ0,
p
W ∈ XT,ℓ+2−p,s−p p = 1, 2, . . . , ℓ,
p
W ǫ ∈ XT,1,s−ℓ−1 (p, ǫ) ∈ Z≥ℓ+1 × (0, ǫ0),
such that
(i) Wǫ(t, x
I) solves equation (2.62) on the spacetime region (t = x0, xI) ∈M = [0, T )× T3,
(ii)
p
W (1 ≤ p ≤ ℓ) satisfies a linear (nonlocal) symmetric hyperbolic system that depends only on
{
q
W | q = 0, 1, . . . , p− 1 } where
0
W is a defined in Proposition 4.2,
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(iii)
p
W ǫ (p ≥ ℓ+ 1) and Wǫ satisfy the estimates
‖Wǫ(t)‖Hs + ǫ‖∂tWǫ(t)‖Hs−1 . 1, and ‖
q
W ǫ(t)‖Hs−ℓ−1 + ǫ‖∂t
q
W ǫ(t)‖Hs−ℓ−2 . 1
for all (t, ǫ) ∈ [0, T )× (0, ǫ0), and
(iv) Wǫ admits a convergent expansion (uniform for 0 < ǫ < ǫ0) of the form
Wǫ =
0
W +
ℓ∑
p=1
ǫp
p
W +
∞∑
p=ℓ+1
p
W ǫ
where the expansion is convergent in C0([0, T ),Hs−ℓ−2).
Finally, similar arguments as in the proof of Proposition 6.1 in [20] can be used to show that {u¯ijǫ =
ǫ−1uijǫ , ρǫ, w
i
ǫ} determine, via formulas (1.21)-(1.23), a solution to the Einstein-Euler equations in the
harmonic gauge and moreover that ∂tu¯
ij
ǫ = ǫ
−1uij0,ǫ and ∂I u¯
ij
ǫ = W
I
I,ǫ + ∂IΦ
ij
ǫ . This combined with the
statements (i)-(iv) above completes the proof. 
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