Abstract. We present a n event alignment framework which enables change d e t e c t i o n in non-stationary signals. change detection. Classical condition monitoring frameworks have been restrained to laboratory s e t t i n g s w i t h s t a t i o n a r y o p e r a t i n g conditions, which a r e not resembling real world operation. In this p a p e r w e apply t h e technique for non-stationary condition monitoring of large diesel engines based o n acoustical emission sensor signals. T h e performance of t h e event alignment is analyzed in a n unsupervised probabilistic detection framework based o n outlier detection w i t h e i t h e r Principal Component Analysis or Gaussian Processes modeling.
fied a stable functional dependency between signals from different operational conditions. We propose a novel method that builds invariance into t,he Condition Monitoring System (CMS) by inverting those functional changes prior to outlier detection. The braditional approach of sampling of data in the crank angular domain [l] is not enough to remove those changes. Further the available Dynamic Time Warp algorithm 13, 91 was discarded since repeated time frames produced fault-like signals.
We have previously cast unsupervised condition monitoring as a n outlier detection problem with generat,ive models [lo] . The generatiye models allows for localization of large deviations that indicat,es the origin of the fault. With this setup we have successfully detected induced scuffing (piston rubbing against the liner) and externally generated fault8 under stationary conditions. However, we were not able to distinguish between alarms due to faults or operational changes under non-stat,ionary conditions. Also, other recent monitoring applicat,ions 12, 51 have been limited t o fixed operat,ing conditions.
MODELING
The following section present,s t.he data set.up and the describe the use of Principal Component Analysis and Gaussian Processes for modeling in a condition monitoring framework.
Data setup. Data was acquired on MAN BgiW Diesel's hwostroke test, bed engine, under controlled varying conditions. The acquired ultrasonic acoustic emission signals were preprocessed by short time root mean square and converted from time domain into the crank angular domain using a crank
Reference condition
Landmark The number of principal components k is controlled by using the first k columns of U and ( k ) rows of P C .
It follows directly from the properties of the SVD and (2) In order t,o ensure posit,ive parameters without enforcing constraints minimize. m uses reparameterization, hence, the averaging takes place in t,he nabural parameter space and explains the exp and log in (7). The original implement,ation of the Gaussian Processes was due to Carl Rasrnussen 1111, but t,he we have customized the input/output structure to fulfill our needs, e.g., allowing the training and use of the Q matrix.
DETECTION
Outlier detection with log-likelihood is based that NC and FC examples s e p arate in log-likelihood space. For instance we expect t.hat. the number and/or characteristics of the underlying hidden sources are changed when entering t.he FC, t.hus examples acquired from a FC are poorly described by a model trained on NC examples. We expect. that combinations of increased noise or increased strength of certain acoustical sources results in a lowver loglikelihood value. LFrom a set of labeled preprocessed examples we build t.lie accumulated densities for the features p ( L~c 2 r ) and ~( L F c 5 r). Each value of r corresponds to a true detection, , I fnlse alarm rat,io, and we choose the optimal rejection t,hreshold i that is closest in distance to 100% detection and 0% false alarms. The threshold can also be obtained in ot.her manners, e.g., selecting the t,hreshold that det.ects most faults with a constant false alarm rate.
EVENT ALIGNMENT (WARPING)
iVe present event alignment as a novel tool for non-stationary Condition Monitoring (CM) of large marine diesel engines. The tool is necessary since the current CMSs are not invariant to certain known operational changesin particular Ioad/speed changes. Given two different NC; the event alignment t,ransforms exa.mples from one condit,ion into t.he other condit,ion, thus facilitating a CMS trained on the reference system to correcbly detect deviations under both conditions. The result is that the ChIS becomes invariant to changes between the t,wo NC's. W t , h more NC's we expect that interpolation between a few warps is possible. Non-stationary condition monitoring is important when considering diesel engines since the operating conditions change frequently. Under normal marine conditions Frances et al. [6] have observed large variability. In our data sets we have found t,hat such variabilit,y is largely described by the changing operation conditions, indicating that unwanted false alarms could be suppressed by adopting to the changes invoked by the operating conditions. It should also be noted that. application of the same model on a continuous flow of data could allow for trending of wear, that is not necessarily possible with multiple models, as models might focus on different, properties of the condition modes.
Obviously one should take care that examples which do not originate from t,he warp condition are not transformed into t,he reference condition. 
Event alignment model
The event alignment consists of two non-linear warps, the first performs timealignment and t,he second performs amplitude mapping. Definitions (also see The landmarks were picked hy hand, and are very specific for the application. Even changing a sensor position would change the landmarks. Thus, automatic identification of landmarks is to he addressed in fut.ure st,udies.
The event alignment transforms warp condition examples xw described by pW,u:,; and landmarks Lw int,o aligned examples X A resembling the reference condition p R ; u i and L E . f(.) is an int,erpolating function that performs the time alignment of events based on the two set of landmarks. The vector g is a sample-wise constrained re-scaling fa,ctor t.hat. accounls for compression of variance when the variance in the warp condition is larger t,han in the reference condition.
posit.ion)
where .* denoting Hadamard matrix multiplication. The constraint prevents amplification of measurement noise. Unconstrained re-scaling can lead to negative values that do not correspond to the non-negative RRIS signals.
In some cases this constraint leads to overfitting, as the aligned examples become normal that the un-aligned examples. In the following section we encounter this problem in experiment 5 for Gaussian Process modeling.
EXPERIMENTS AND RESULTS
We create pseud-realistic data sets in order to compensate for lack of data by resampling of examples mrithin periods of stable conditions. Examples are resampled by drawing random examples from pools of data and only used once. That is, examples used to learn the model, warp or threshold are not used during performance evaluation. Resampling of examples facilitates evaluation and analysis of the models at the expense that condition changes become more abrupt, thus analysis of alarm time and trending is not passible. We measure the performance of event alignment on its ability to correctly separate FC and NC examples during changing operational conditions, All experiments (see Table 1 ) where conducted using a model trained on random examples drawn from the 25% load NC. Table 2 reports the obtained detection rates using the t,wo different modeling schemes. For PGA only the performance with the optimal number of components is reported. Experiment 1 shows the performance of the stat.ionary system on stationary data. Applying the stat,ionary system to non-stationary dat.a would lahel all normal conditions as faulty since the CMS cannot discriminate between normal variations and true faults, t,hus the resembling the non-stationary conditions is indeed promising.
Experiment. 2 and 3 demonstrate the ability to align other NC wit.h the reference condition while the erent alignment of FC examples using the same model are correctly labeled as faulty. In experiment 2 we obtain the same performance as the stationary system, but in experiment, 3 the performance is degraded. This is due to the downsampling of examples. The original AE RhIS vectors had d = 2048 samples per revolution, and since the training of t.he Gaussian Process model involves inversion of d x d square matrix, all examples have been downsampled with a factor 8. The fault, leads to unstable timing of events and the downsampling smears out these changes. We notice that t,he PCA preprocessing suffers more from downsampling than the G P model, however, without any downsampling, PCA also yields 80-90% detection rat.e and 15-20% false alarm rate (similar to the GP with downsampled data). As expected, the overall performance is reduced in comparison with the stationary experiment.
Experiment 4 demonstrates how the non-stationary system is able to discriminate beixeen aligned NC data and un-aligned FC data. The result is similar to that of the st.ationary system.
In experiment 5 we test the CMS w.r.t. overfitting. We cheat t,he system and take examples warped into the normal condition as normal and unwarped NC d a b as "fa,ulty". The overfit,ting in the event alignment, i.e.> the examples are warped into being super-normal, is detected with t.he G P modeling, that incorrectly label 80-95% of the NC examples as FC. However, using PCA modeling the overfitring disa,ppears, even though the PCA uses much more components than usually, indicat.ing that it is looking for very small changes.
In experiment 6 we collect both aligned and un-aligned examples from experiment 1,2 and 4 in order to demonst.rate t,hal the system is capable of performing non-stationary condition monitoring wit,h the same performance as in the individual experiments. This denionstrat.es that the obtained optimal rejection thresholds are stable in the three experiments 1,2, and 4.
CONCLUSION
The experiment,s show that non-stationary condition monitoring is indeed possible. It is important to notice that the event alignment does not decrease the overall condition monitoring perforniance as t.he results obtained in experime.nt, 2 and 4 are equal t o the stationary results in experiment 1. Furthermore, the performance obtained using both mixed aligncd and original data in experiment 6 is t,be same as in the individual experiments, indicating that the optimal rejection thresholds are fairly constant even with several warp conditions each having its own set of event alignment parameters. The conclusion is that non-stationary CL,l indeed can he obtained by extending a stationary ChIS with event. alignment.
Future work nil1 concentrate on refining bhe method t o handle a larger range operation conditions, automatic detect.ion of landmarks, a,nd further investigations related to overfitting. In addition, we will evaluate whether the framework will allow for wear trending, which of course calls for new experiments involving much larger time scales. We will also pursue fast Gaussian Processes in order to avoid signal downsampling.
