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On Zero-Sum Stochastic Differential Games
Erhan Bayraktar∗† , Song Yao‡
Abstract
We generalize the results of Fleming and Souganidis [18] on zero-sum stochastic differential games to the case
when the controls are unbounded. We do this by proving a dynamic programming principle using a covering
argument instead of relying on a discrete approximation (which is used along with a comparison principle in
[18]). Also, in contrast with [18], we define our pay-off through a doubly reflected backward stochastic differential
equation. The value function (in the degenerate case of a single controller) is closely related to the second order
doubly reflected BSDEs.
Keywords: Zero-sum stochastic differential games, Elliott-Kalton strategies, dynamic programming principle,
stability under pasting, doubly reflected backward stochastic differential equations, viscosity solutions, obstacle
problem for fully non-linear PDEs, shifted processes, shifted SDEs, second-order doubly reflected backward
stochastic differential equations.
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1 Introduction
In this paper we use doubly reflected backward stochastic differential equations (DRBSDEs) to generate payoffs
for a zero-sum stochastic differential game introduced by the seminal work of Fleming and Souganidis [18]. In our
setting, the two players compete by choosing square-integrable controls.
DRBSDEs were first analyzed by Cvitanic´ and Karatzas [13], who showed that the solution of a DRBSDE
is the value of a certain Dynkin game, a zero-sum stochastic game of optimal stopping. Then Hamade`ne et al.
[20, 21, 23, 22, 16] added controls into DRBSDEs to study mixed control and stopping games and saddle point
problems, only when the drift is controlled. Recent advances for Dynkin games and controller and stopper games
were made by Karatzas et al. [28, 29, 3], Bayraktar et al. [6, 7, 2, 4], by [36]. On the other hand, when there are two
competing controllers who can also control the diffusion coefficient, there are a lot of technicalities involved as it is
demonstrated by [18]. In particular, Elliott-Kalton strategies needs to be used for the controller with lower priority.
Recently Buckdahn and Li [9, 11, 10] and Hamade`ne et al. [25] made some significant advances to these types of
games. However, as in [18], they assumed that the control spaces are compact. Also, the analysis in these papers
is different than [18] and ours in that they work with a uniform canonical space Ω =
{
ω ∈ C([0, T ];Rd) : ω(0) = 0}
regardless of the starting time of the game.
One encounters tremendous technical difficulties when the compactness assumption of the control spaces is
removed, since the approximation tool of [18] (also see Fleming and Herna´ndez Herna´ndez [17]) is not applicable
any longer. There are some exceptions to this rule: Square-integrable controls was considered by Browne [8] for a
specific zero-sum investment game between two small investors whose controls are in form of their portfolios. The
PDEs in this special case have smooth solutions, therefore the problem can be solved by relying on a verification
theorem instead of the dynamic programming principle. In a more general setting, Chapter 6 of Krylov [30]
considered square-integrable controls. However, the analysis was done only for cooperative games (i.e. the so
called sup sup case). It is also worth mentioning that inspired by the “tug-of-war” (a discrete-time random
turn game, see e.g. [37] and [31]), Atar and Budhiraja [1] studied a zero-sum stochastic differential game with
U = V = {x ∈ Rn : |x| = 1} × [0,∞) played until the state process exits a given domain. The authors showed
that the value of such a game is the unique viscosity solution to the inhomogenous infinity Laplace equation.
As in Chapter 6 of [30], they depend on an approximating the game with unbounded controls with a sequence
of games with bounded controls. They prove a dynamic programming principle for the latter case and prove
the equicontinuity of the approximating sequence to conclude that the value function is a viscosity solution to the
infinity Laplace equation. Instead of relying on approximation argument, we directly prove a dynamic programming
principle for the game with square-integrable controls.
In this paper, the controls of respective players take values in two separable metric spaces U and V. We follow
the probabilistic setting of [18] and rely on the existence of the regular conditional probability distributions. When
the game starts from time t ∈ [0, T ], we consider the canonical space Ωt △= {ω ∈ C([t, T ];Rd) : ω(t) = 0}, whose
coordinator process Bt is a Brownian motion under the Wiener measure P t0 . Denote by U t (resp. Vt) the set of all
U−valued (resp. V−valued) square-integrable process. If player I chooses a µ ∈ U t and player II selects a ν ∈ Vt
as controls, the state process Xt,x,µ,ν starting from x will evolve according to the following SDE:
Xs = x+
∫ s
t
b(r,Xr, µr, νr) dr +
∫ s
t
σ(r,Xr , µr, νr) dB
t
r, s ∈ [t, T ], (1.1)
where the drift b and the diffusion σ are Lipschitz in x and have linear growth in (µ, ν). The payoff player I will
receive from player II is determined by the first component of the solution
(
Y t,x,µ,ν , Zt,x,µ,ν,Kt,x,µ,ν ,K
t,x,µ,ν)
to
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the following DRBSDE:
Ys = h
(
Xt,x,µ,νT
)
+
∫ T
s
f(r,Xt,x,µ,νr , Yr, Zr, µr, νr) dr+K T−K s−
(
KT−Ks
)−∫ T
s
ZrdB
t
r, s ∈ [t, T ],
l(s,Xt,x,µ,νs ) ≤ Ys ≤ l(s,Xt,x,µ,νs ), s ∈ [t, T ],∫ T
t
(
Ys − l(s,Xt,x,µ,νs )
)
dK s =
∫ T
t
(
l(s,Xt,x,µ,νs )− Ys
)
dKs = 0,
(1.2)
with two separate obstacle functions l < l satisfying l(T, ·) ≤ h(·) ≤ l(T, ·). When l, h, l, f are all 2/q−Ho¨lder
continuous in x for some q ∈ (1, 2], Y t,x,µ,ν is q−integrable by El Asri et al. [15]. As we see from (1.1) and (1.2)
that the controls µ and ν influence the game in two aspects: either affect (1.2) via the state process Xt,x,µ,ν or
appear directly in the generator f of (1.2) as parameters.
We use Elliott-Kalton strategies as in [18]. In this game, one player (e.g. Player I) has priority and chooses
a control and its opponent (e.g. Player II) will react by selecting a corresponding strategy. We specify Player
II’s strategy by a measurable mapping β : [t, T ]×Ωt×U → V if the game starts from time t. This additional
specification is to accommodate a particular measurability issue, see Remark 2.2. Under a linear growth condition
on the µ−variable, β induces a mapping β〈·〉 : U t → Vt by (β〈µ〉)
r
(ω)
△
= β
(
r, ω, µr(ω)
)
, ∀µ∈U t, (r, ω)∈ [t, T ]×Ωt,
which is exactly an Elliott-Kalton strategy. Then w1(t, x)
△
= inf
β∈Bt
sup
µ∈Ut
Y
t,x,µ,β〈µ〉
t represents Player I’s priority
value of the game starting from time t and state x, where Bt collects all admissible strategies for Player II. Player
II’s priority value w2(t, x) is defined similarly.
Although value functions w1(t, x), w2(t, x) are still 2/q−Ho¨lder continuous in x, they are no longer 1/q−Ho¨lder
continuous in t as in the case of compact control spaces. Hence we are not able to use the approach of [18] to
show the dynamic programming principle for w1 and w2; see Remark 2.2. Instead, we use the continuity of Y
t,x,µ,ν
in controls (µ, ν), properties of shifted processes (especially shifted SDEs) as well as stability under pasting of
controls/strategies (as listed below) to prove a dynamic programming principle, say for w1:
w1(t, x) = inf
β∈Bt
sup
µ∈Ut
Y
t,x,µ,β〈µ〉
t
(
τµ,β , w1
(
τµ,β , X
t,x,µ,β〈µ〉
τµ,β
))
(1.3)
for any family {τµ,β : µ∈U t, β∈Bt} of Q−valued stopping times. The crucial ingredients of the proof of dynamic
programming principle (1.3) are:
i) When b, σ are λ−Ho¨lder continuous in µ (or ν) and f is 2λ−Ho¨lder continuous in µ (or ν) for some λ ∈ (0, 1),
applying an a priori estimate (1.7) for DRBSDEs, we obtain a continuous dependence result for Xt,x,µ,ν and Y t,x,µ,ν
on control µ (or ν), see Lemma 2.1 and Lemma 2.2. This dependence together with two nice topological properties
of the canonical spaces Ωt, namely separability and Lemma 6.3 are crucial in the covering argument which is used
to construct ε optimal strategies starting at any stopping time.
ii) Let 0 ≤ t ≤ s ≤ T . For any random variable ξ on Ωt we define a shifted random variable ξs,ω(ω˜) △= ξ(ω ⊗ ω˜),
∀ ω˜ ∈ Ωs as a projection of ξ onto Ωs along a give path ω of Ωt, where ω ⊗s ω˜ is the concatenation of paths ω and
ω˜ at time s; see (4.1). Its discrete-time finite-state counterpart is a restriction of a binomial/trinomial tree of asset
prices to one of its branches. Similarly, one can introduce shifted processes and shifted random fields, in particular,
shifted controls and shifted strategies. Soner et al. [41, 44] as well as our generalization in Subsection 4.2 & 4.3
show that these shifted random objects almost surely inherit measurability and integrability.
In Proposition 4.7, we extend a result of [18] on shifted forward SDEs: For P t0−a.s. ω ∈ Ωt, the process obtained
by shifting Xt,x,µ,ν solves (1.1) with parameters
(
s,Xt,x,µ,νs (ω), µ
s,ω, νs,ω
)
on the probability space
(
Ωs,FsT , P s0
)
.
Similarly, the process obtained by shifting
(
Y t,x,µ,ν, Zt,x,µ,ν,Kt,x,µ,ν,K
t,x,µ,ν)
solves (1.2) with the parameters(
s,Xt,x,µ,νs (ω), µ
s,ω, νs,ω
)
on
(
Ωs,FsT , P s0
)
; see Proposition 4.8. These two propositions are also crucial in demon-
strating (1.3).
iii) In constructing the ε−optimal strategies above, we use pasting of controls and strategies. Our sets of controls
and strategies are closed under pasting; see Proposition 4.9 & 4.10. In the latter proof we show that an additional
path-continuity of the strategies that we use to prove the dynamic programming principle is also closed under
pasting.
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Next, using the dynamic programming principle, the continuity of Y t,x,µ,ν in controls (µ, ν) as well as the
separability of U, V we deduce that the value functions w1 and w2 are (discontinuous) viscosity solutions of the
corresponding obstacle problem of fully non-linear PDEs, see Theorem 3.1.
When V becomes a singleton, the zero-sum stochastic differential game degenerates into a classical stochastic
control problem including only one player. In particular, when U = {all symmetric d−dimensional matrices},
b(t, x, u) = b(t, x) and σ(t, x, u) = u, the value function w of the optimization problem coincides with that of the
second-order DRBSDEs and is related to the one in Nutz [33] via a probability transformation of strong form
(5.12). Motivated by applications in financial mathematics and probabilistic numerical methods, Cheridito et al.
[12] introduced second-order BSDEs. Later, Soner et al. [44] refined this notion and Soner et al. [42] related it to
G−expectations of Peng [35, 34]. Quite recently Matoussi et al. [32] analyzed the second order reflected BSDEs.
The rest of the paper is organized as follows: After listing the notations used, we present two basic properties of
DRBSDEs in Section 1. In Section 2, we set up the zero-sum stochastic differential games based on DRBSDEs and
present a dynamic programming principle in Theorem 2.1, for priority values of both players defined via Elliott-
Kalton strategies. Using the dynamic programming principle, we show in Section 3 that the priority values are
(discontinuous) viscosity solutions of the corresponding obstacle problem of fully non-linear PDEs; see Theorem 3.1.
In Section 4, we explore the properties of shifted processes (including measurability/integrability), shifted SDEs
and pasting of controls/strategies. The contents of this section are all technical necessities in proving our main
results, Theorems 2.1 and 3.1. In Section 5, we will discuss the classical stochastic control problem as a degenerate
case and connect it to second order doubly reflected BSDEs. The proofs of our results are deferred to Section 6.
1.1 Notation and Preliminaries
We let E denote a generic Euclidian space and let M be a generic metric space with metric ρ
M
and denote by
B(M) the Borel σ−field on M. For any x ∈ M and δ > 0, Oδ(x) △= {x′ ∈ M : ρM(x, x′) < δ} denotes the open ball
centered at x with radius δ and its closure is Oδ(x)
△
= {x′ ∈ M : ρ
M
(x, x′) ≤ δ}. For any function φ : M → R, we
define
lim
x′→x
φ(x′)
△
= lim
n→∞
↑ inf
x′∈O1/n(x)
φ(x′) and lim
x′→x
φ(x′)
△
= lim
n→∞
↓ sup
x′∈O1/n(x)
φ(x′), ∀x ∈M.
Fix d ∈ N. For any 0 ≤ t ≤ T < ∞, we set Qt,T △=
(
[t, T ) ∩ Q) ∪ {T }, Q being the rational numbers, and
let Ωt,T
△
=
{
ω ∈C([t, T ];Rd) : ω(t) = 0} be the canonical space over the period [t, T ], which is equipped with the
uniform norm ‖ω‖t,T △= sup
s∈[t,T ]
|ω(s)|. We let Oδ(ω) △= {ω′ ∈ Ωt,T : ‖ω′−ω‖t,T < δ} denote the open ball centered at
ω ∈ Ωt,T with radius δ > 0, and let B(Ωt,T ) be the correspondingly Borel σ−field of Ωt,T . We denote by Bt,T the
canonical process on Ωt,T , and by P t,T0 the Wiener measure on
(
Ωt,T ,B(Ωt,T )
)
under which Bt,T is a d−dimensional
Brownian motion. Let Ft,T =
{
F t,Ts △= σ
(
Bt,Tr ; r ∈ [t, s]
)}
s∈[t,T ]
be the filtration generated by Bt,T and let Ct,T
collect all cylinder sets in F t,TT , i.e. Ct,T
△
=
{ m∩
i=1
(
Bt,Tti
)−1
(Ei) : m ∈ N, t < t1 < · · · < tm ≤ T, {Ei}mi=1 ⊂ B(Rd)
}
.
It is well-known that
B(Ωt,T ) = σ(Ct,T ) = σ
{(
Bt,Tr
)−1
(E) : r ∈ [t, T ], E ∈ B(Rd)
}
= F t,TT . (1.4)
For any Ft,T−stopping time τ , we define two stochastic intervals [[t, τ [[ △= {(r, ω) ∈ [t, T ] × Ωt : r < τ(ω)},
[[τ, T ]]
△
=
{
(r, ω) ∈ [t, T ]× Ωt : r ≥ τ(ω)} and set [[τ, T ]]A △= {(r, ω) ∈ [t, T ]×A : r ≥ τ(ω)} for any A ∈ F t,Tτ .
The following two results are basic, see [5] for proofs.
Lemma 1.1. Let 0≤ t≤T <∞, for any s∈ [t, T ], the σ−field F t,Ts is countably generated by
Ct,Ts △=
{ m∩
i=1
(
Bt,Tti
)−1(
Oλi(xi)
)
: m ∈ N, ti ∈ Q with t ≤ t1 < · · · < tm ≤ s, xi ∈ Qd, λi ∈ Q+
}
.
1.1 Notation and Preliminaries 5
Lemma 1.2. Let 0 ≤ t ≤ s ≤ S ≤ T <∞. The truncation mapping ΠT,St,s : Ωt,T → Ωs,S defined by(
ΠT,St,s (ω)
)
(r)
△
= ω(r)− ω(s), ∀ω ∈ Ωt,T , ∀ s ∈ [s, S]
is continuous (under uniform norms) and F t,Tr
/Fs,Sr −measurable for any r ∈ [s, S]. Moreover, we have
P t,T0
((
ΠT,St,s
)−1
(A)
)
= P s,S0 (A), ∀A ∈ Fs,SS .
From now on, we fix a time horizon T ∈ (0,∞) and shall drop it from the above notations, i.e. (Ωt,T , ‖ ‖t,T ,
Bt,T , Ft,T , P t,T0 , Ct,Ts
) −→ (Ωt, ‖ ‖t, Bt, Ft, P t0 , Cts). The expectation under P t0 will be denoted by Et. When
S = T we simply denote ΠT,Tt,s by Πt,s in Lemma 1.2.
Given t ∈ [0, T ], we let Pt denote the set of all probability measures on (Ωt,B(Ωt)) = (Ωt,F tT ) by (1.4). For
any P ∈ Pt, we set N P △= {N ⊂ Ωt : N ⊂ A for some A ∈ F tT with P (A) = 0} as the collection of all P−null
sets. The P−augmentation FP of Ft consists of FPs △= σ
(F ts ∪ N P ), s ∈ [t, T ]. (In particular, we will write
F
t
=
{F ts}s∈[t,T ] for FP t0 = {FP t0s }s∈[t,T ].) The completion of (Ωt,F tT , P ) is the probability space (Ωt,FPT , P)
with P
∣∣∣
FtT
= P . For convenience, we will simply write P for P .
Similar to Lemma 2.4 of [43], we have the following result:
Lemma 1.3. Let t ∈ [0, T ] and P ∈ Pt.
1) For any ξ∈L1(FPT , P ) and s∈ [t, T ], EP[ξ∣∣FPs ]=EP[ξ∣∣F ts], P−a.s. Consequently, a martingale (resp. local mar-
tingale or semi-martingale) with respect to (Ft, P ) is also a martingale (resp. local martingale or semi-martingale)
with respect to
(
FP , P
)
.
2) For any E−valued, FP−adapted continuous process {Xs}s∈[t,T ], there exists a unique
(
in sense of P−evanescence)
E−valued, Ft−adapted continuous process {X˜s}s∈[t,T ] such that P
(
X˜s = Xs, ∀ s ∈ [t, T ]
)
= 1. For any E−valued,
FP−progressively measurable process {Xs}s∈[t,T ], there exists a unique
(
in ds × dP−a.s. sense) E−valued, Ft−
progressively measurable process {X˜s}s∈[t,T ] such that X˜s(ω) = Xs(ω) for ds×dP−a.s. (s, ω) ∈ [t, T ]×Ωt. In both
cases, we call X˜ the Ft−version of X.
For any p ∈ [1,∞), t ∈ [0, T ] and P ∈ Pt, we introduce some spaces of functions:
1) For any sub−σ−field F of FPT , let Lp(F ,E, P ) be the space of all E−valued, F−measurable random variables
ξ such that ‖ξ‖Lp(F ,P ) △=
{
EP
[|ξ|p]}1/p <∞.
2) For any filtration F = {Fs}s∈[t,T ] on
(
Ωt,FPT
)
, P(F) will denote the F−progressively measurable σ−field of
[t, T ]×Ωt. Let C0F([t, T ],E, P ) be the space of all E−valued, F−adapted processes {Xs}s∈[t,T ] with P−a.s. contin-
uous paths. We define the following subspaces of C0F([t, T ],E, P ):
• CpF([t, T ],E, P )
△
=
{
X ∈ C0F([t, T ],E, P ) : ‖X‖CpF([t,T ],P )
△
=
{
EP
[
sup
s∈[t,T ]
|Xs|p
]}1/p
<∞
}
;
• C±,pF ([t, T ], P )
△
=
{
X∈C0F([t, T ],R, P ) : X±
△
= (±X) ∨ 0 ∈ CpF([t, T ], P )
}
;
• VF([t, T ], P ) △=
{
X ∈ C0F([t, T ],R, P ) : X has P−a.s. finite variation
}
;
• KF([t, T ], P ) △=
{
X ∈ C0F([t, T ],R, P ) : Xt = 0 and X has P−a.s. increasing paths
}
;
• KpF([t, T ], P )
△
=
{
X ∈ KF([t, T ], P ) : EP
[
XpT
]
<∞}.
3) Let Hp,locF ([t, T ],E, P ) be the space of all E−valued, F−progressively measurable processes {Xs}s∈[t,T ] with∫ T
t |Xs|p ds < ∞, P t0−a.s. And for any p̂ ∈ [1,∞), we let Hp,p̂F ([t, T ],E, P ) denote the space of all E−valued,
F−progressively measurable processes {Xs}s∈[t,T ] with ‖X‖Hp,p̂
F
([t,T ],E,P )
△
=
{
EP
[(∫ T
t |Xs|p ds
)p̂/p]}1/p̂
<∞.
Also, we set GqF([t, T ], P )
△
= CqF([t, T ],R, P )×H2,qF ([t, T ],Rd, P )×KqF([t, T ], P )×KqF([t, T ], P ).
If E = R (resp. P = P t0), we will drop it from the above notations. Moreover, we use the convention inf ∅ △=∞.
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1.2 Doubly Reflected Backward Stochastic Differential Equations
Let t ∈ [0, T ]. A t−parameter set (ξ, f, L, L) consists of a random variable ξ ∈ L0(F tT ), a function f : [t, T ]× Ωt ×
R× Rd → R, and two processes L,L ∈ C0
F
t
(
[t, T ]
)
such that f is P
(
F
t)⊗B(R) ⊗B(Rd)/B(R)−measurable and
that LT ≤ ξ ≤ LT , P t0−a.s. In particular,
(
ξ, f, L, L
)
is called a (t, q)−parameter set if ξ ∈ Lq(F tT ), L ∈ C+,q
F
t
(
[t, T ]
)
and L ∈ C−,q
F
t
(
[t, T ]
)
.
Definition 1.1. Given t ∈ [0, T ] and a t−parameter set (ξ, f, L, L), a quadruplet (Y, Z,K,K) ∈ C0
F
t([t, T ]) ×
H
2,loc
F
t ([t, T ],Rd)×K
F
t([t, T ])×K
F
t([t, T ]) is called a solution of the doubly reflected backward stochastic differential
equation on the probability space (Ωt,F tT , P t0) with terminal condition ξ, generator f, lower obstacle L and upper
obstacle L
(
DRBSDE
(
P t0 , ξ, f, L, L
)
for short
)
if it holds P t0−a.s. that
Ys = ξ+
∫ T
s
f(r, Yr , Zr) dr+K T−K s−
(
KT−Ks
)−∫ T
s
ZrdB
t
r, s ∈ [t, T ],
Ls ≤ Ys ≤ Ls, s ∈ [t, T ] and
∫ T
t
(
Ys − Ls
)
dK s =
∫ T
t
(
Ls − Ys
)
dKs = 0.
(1.5)
The last two equalities in (1.5) are known as the flat-off conditions corresponding to L and L respectively, under
which the two increasing processes K, K keep process Y between L and L at the minimal effort: i.e., only when Y
tends to drop below L (resp. rise above L), K (resp. K) generates an upward (resp. downward) momentum.
We first have the following comparison result and a priori estimate for DRBSDEs, which generalize those in
[10] and [19].
Proposition 1.1. Given t ∈ [0, T ] and two (t, q)−parameter sets (ξ1, f1, L1, L1), (ξ2, f2, L2, L2) with P t0(ξ1 ≤ ξ2) =
P t0
(
L1s ≤ L2s, L
1
s ≤ L
2
s, ∀ s ∈ [t, T ]
)
= 1, let
(
Y i, Zi,Ki,K
i) ∈ Cq
F
t([t, T ])×H2,q
F
t ([t, T ],Rd)×K
F
t([t, T ])×K
F
t([t, T ]),
i = 1, 2 be a solution of DRBSDE
(
P t0 , ξi, fi, L
i, L
i)
. For either i = 1 or i = 2, if fi is Lipschitz continuous in
(y, z): i.e. for some γ > 0, it holds for ds× dP t0−a.s. (s, ω) ∈ [t, T ]× Ωt that∣∣fi(s, ω, y, z)− fi(s, ω, y′, z′)∣∣ ≤ γ(|y − y′|+ |z − z′|), ∀ y, y′ ∈ R, ∀ z, z′ ∈ Rd, (1.6)
and if f1(s, Y
3−i
s , Z
3−i
s ) ≤ f2(s, Y 3−is , Z3−is ), ds× dP t0−a.s., then it holds P t0−a.s. that Y 1s ≤ Y 2s for any s ∈ [t, T ].
Proposition 1.2. Given t ∈ [0, T ] and two (t, q)−parameter sets (ξ1, f1, L1, L1), (ξ2, f2, L2, L2) with P t0(L1s =
L2s, L
1
s = L
2
s, ∀ s ∈ [t, T ]
)
= 1, let
(
Y i, Zi,Ki,K
i) ∈ Cq
F
t([t, T ])×H2,q
F
t ([t, T ],Rd)×K
F
t([t, T ])×K
F
t([t, T ]), i = 1, 2
be a solution of DRBSDE
(
P t0 , ξi, fi, L
i, L
i)
. If f1 satisfies (1.6), then for any ̟∈(1, q]
Et
[
sup
s∈[t,T ]
∣∣Y 1s −Y 2s ∣∣̟]≤C(T,̟, γ)
{
Et
[∣∣ξ1−ξ2∣∣̟]+Et[(∫ T
t
f1(r, Y
2
r , Z
2
r )−f2(r, Y 2r , Z2r )dr
)̟ ]}
. (1.7)
Given a (t, q)−parameter set (ξ, f, L, L) such that f is Lipschitz continuous in (y, z). If Et[( ∫ Tt ∣∣f(s, 0, 0)∣∣ ds)q] <
∞ and if P t0(Ls < Ls, ∀ s ∈ [t, T ]) = 1, then we know from Theorem 4.1 of [15] that the DRBSDE
(
P t0 , ξ, f, L, L
)
admits a unique solution
(
Y, Z,K,K
) ∈ Gq
F
t
(
[t, T ]
)
.
2 Stochastic Differential Games with Square-Integrable Controls
Let (U, ρ
U
) and (V, ρ
V
) be two separable metric spaces, whose Borel−σ−fields will be denoted by B(U) and B(V)
respectively. For some u0 ∈ U and v0 ∈ V, we define
[u]
U
△
= ρ
U
(u, u0), ∀u ∈ U and [v]V
△
= ρ
V
(v, v0), ∀ v ∈ V.
Fix a non-empty U0 ⊂ U and a non-empty V0 ⊂ V. We shall study a zero-sum stochastic differential game
between two players, player I and player II, who choose square-integrable U−valued controls and V−valued controls
respectively to compete:
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Definition 2.1. Given t ∈ [0, T ], an admissible control process µ = {µr}r∈[t,T ] for player I over period [t, T ] is
a U−valued, Ft−progressively measurable process such that µr ∈ U0, dr × dP t0−a.s. and that Et
∫ T
t [µr]
2
U
dr < ∞.
Admissible control processes for player II over period [t, T ] are defined similarly. The set of all admissible controls
for player I (resp. II ) over period [t, T ] is denoted by U t (resp. Vt).
Our zero-sum stochastic differential game is formulated via a (decoupled) SDE−DRBSDE system with the
following parameters: Fix k ∈ N, γ > 0 and q ∈ (1, 2].
1) Let b : [0, T ]×Rk ×U×V→ Rk be a B([0, T ])⊗B(Rk)⊗B(U)⊗B(V)/B(Rk)−measurable function and let
σ : [0, T ]×Rk ×U×V→ Rk×d be a B([0, T ])⊗B(Rk)⊗B(U)⊗B(V)/B(Rk×d)−measurable function such that
for any (t, u, v)∈ [0, T ]×U×V and any x, x′ ∈ Rk
|b(t, 0, u, v)|+ |σ(t, 0, u, v)|≤γ(1 + [u]
U
+ [v]
V
)
(2.1)
and |b(t, x, u, v)−b(t, x′, u, v)|+ |σ(t, x, u, v)−σ(t, x′, u, v)|≤γ|x− x′|; (2.2)
2) Let l, l : [0, T ]×Rk→R be two continuous functions such that l(t, x)<l(t, x), ∀ (t, x)∈ [0, T ]×Rk and that
|l(t, x)−l(t, x′)| ∨ |l(t, x)−l(t, x′)|≤γ|x− x′|2/q, ∀ t ∈ [0, T ], ∀x, x′ ∈ Rk; (2.3)
3) Let h : Rk→R be a 2/q−Ho¨lder continuous function with coefficient γ such that l(T, x)≤h(x)≤ l(T, x), ∀x∈Rk;
4) Let f : [0, T ]×Rk×R×Rd×U×V→ R be B([0, T ])⊗B(Rk)⊗B(R)⊗B(Rd)⊗B(U)⊗B(V)/B(R)−measurable
function such that for any (t, u, v) ∈ [0, T ]× U× V and any (x, y, z), (x′, y′, z′) ∈ Rk × R× Rd
|f(t, 0, 0, 0, u, v)| ≤ γ
(
1 + [u]
2/q
U
+ [v]
2/q
V
)
(2.4)
and
∣∣f(t, x, y, z, u, v)− f(t, x′, y′, z′, u, v)∣∣ ≤ γ(|x− x′|2/q + |y − y′|+ |z − z′|). (2.5)
For any λ ≥ 0, we let cλ denote a generic constant, depending on λ, T , q, γ, l∗ △= sup
s∈[t,T ]
∣∣l(s, 0)∣∣ and l∗ △=
sup
s∈[t,T ]
∣∣l(s, 0)∣∣, whose form may vary from line to line. (In particular, c0 stands for a generic constant depending on
T , q, γ, l∗ and l∗.)
Fix t ∈ [0, T ]. Assume that when player I (resp. II) select admissible control µ ∈ U t (resp. ν ∈ Vt), the
corresponding state process starting from time t at point x ∈ Rk is driven by the SDE (1.1) on the probability
space
(
Ωt,F tT , P t0
)
. Clearly, the measurability of b and σ implies that for any x′ ∈ Rk, both {b(s, x′, µs, νs)}s∈[t,T ]
and
{
σ(s, x′, µs, νs)
}
s∈[t,T ]
are Ft−progressively measurable processes. Also, we see from (2.2) that for any (s, ω) ∈
[t, T ]× Ωt, both b(s, ·, µs(ω), νs(ω)) and σ(s, ·, µs(ω), νs(ω)) are Lipschitz with coefficient γ. Since
Et
∫ T
t
(|b(s, 0, µs, νs)|2 + |σ(s, 0, µs, νs)|2) ds ≤ c0 + c0Et ∫ T
t
(
[µs]
2
U
+ [νs]
2
V
)
ds <∞ (2.6)
by (2.1), it is well-known (see e.g. Theorem 2.5.7 of [30]) that (1.1) admits a unique solution {Xt,x,µ,νs }s∈[t,T ]
∈ C2
F
t([t, T ],Rk).
Applying Theorem 2.5.9 of [30] with (ξs, ξ˜s, b˜s(0), σ˜s(0)
) ≡ (x, 0, 0, 0) (thus x˜s ≡ 0 therein) and using (2.1) yield
Et
[
sup
s∈[t,T ]
∣∣Xt,x,µ,νs ∣∣2
]
≤ c0
(
1 + |x|2 + Et
∫ T
t
(
[µs]
2
U
+ [νs]
2
V
)
ds
)
<∞. (2.7)
2.1 Continuous Dependence Results
Lemma 2.1. Let ̟ ∈ [1, 2], t ∈ [0, T ] and (x, µ, ν) ∈ Rk × U t × Vt.
(1 ) For any s ∈ [t, T ], Et
[
sup
r∈[t,s]
∣∣Xt,x,µ,νr −x∣∣2
]
≤ c0(1+|x|2)(s−t)+c0Et
∫ s
t
(
[µr]
2
U
+[νr]
2
V
)
dr. (2.8)
(2 ) For any x′ ∈ Rk, Et
[
sup
s∈[t,T ]
∣∣Xt,x,µ,νs −Xt,x′,µ,νs ∣∣̟
]
≤ c̟|x− x′|̟. (2.9)
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(3 ) If b and σ are λ−Ho¨lder continuous in u for some λ∈(0, 1], i.e., for any (t, x, v)∈ [0, T ]×Rk×V and u1, u2∈U∣∣b(t, x, u1, v)−b(t, x, u2, v)∣∣+ ∣∣σ(t, x, u1, v)−σ(t, x, u2, v)∣∣ ≤ γ ρλ
U
(
u1, u2
)
, (2.10)
then for any µ′ ∈ U t
Et
[
sup
s∈[t,T ]
∣∣∣Xt,x,µ,νs −Xt,x,µ′,νs ∣∣∣̟ ] ≤ c̟Et
[(∫ T
t
ρ2λ
U
(µr, µ
′
r) dr
)̟ /2 ]
. (2.11)
Similarly, if b and σ are λ−Ho¨lder continuous in u for some λ ∈ (0, 1], i.e., for any (t, x, u) ∈ [0, T ]× Rk × U
and v1, v2 ∈ V ∣∣b(t, x, u, v1)−b(t, x, u, v2)∣∣+ ∣∣σ(t, x, u, v1)−σ(t, x, u, v2)∣∣ ≤ γ ρλ
V
(
v1, v2
)
, (2.12)
then for any ν ′ ∈ Vt
Et
[
sup
s∈[t,T ]
∣∣∣Xt,x,µ,νs −Xt,x,µ,ν ′s ∣∣∣̟ ] ≤ c̟Et
[(∫ T
t
ρ2λ
V
(νr, ν
′
r) dr
)̟ /2 ]
. (2.13)
By Lemma 1.3 (2), Xt,x,µ,ν admits a unique Ft−version X˜t,x,µ,ν, which clearly belongs to C2
Ft
([t, T ],Rk) and
also satisfies (2.7), (2.8), (2.9), (2.11) and (2.13).
If
(
µ˜, ν˜
)
is another pair of U t×Vt such that (µ, ν)= (µ˜, ν˜) dr×dP t0−a.s. on [[t, τ [[ for some Ft−stopping time
τ , then both
{
Xt,x,µ,ντ∧s
}
s∈[t,T ]
and
{
Xt,x,µ˜,ν˜τ∧s
}
s∈[t,T ]
satisfy the same SDE:
Xs = x+
∫ s
t
bτ (r,Xr) dr +
∫ s
t
στ (r,Xr) dB
t
r, s ∈ [t, T ], (2.14)
with bτ (r, ω, x)
△
= 1{r<τ(ω)}b
(
r, x, µr(ω), νr(ω)
)
and στ (r, ω, x)
△
= 1{r<τ(ω)}σ
(
r, x, µr(ω), νr(ω)
)
, ∀ (r, ω, x) ∈ [t, T ]×
Ωt × Rk. Clearly, for any x ∈ Rk both bτ (·, ·, x) and στ (·, ·, x) are Ft−progressively measurable processes, and for
any (r, ω) ∈ [t, T ]×Ωt both bτ (r, ω, ·) and στ (r, ω, ·) are Lipschitz continuous with coefficient γ. Thus (2.14) has a
unique solution in C2
F
t
(
[t, T ],Rk
)
, i.e.
P t0
(
Xt,x,µ,ντ∧s = X
t,x,µ˜,ν˜
τ∧s , ∀ s ∈ [t, T ]
)
= 1. (2.15)
Let Θ stand for the quadruplet (t, x, µ, ν). By the continuity of l and l, LΘs
△
= l
(
s, X˜Θs
)
and LΘs
△
= l
(
s, X˜Θs
)
,
s ∈ [t, T ] are two real−valued, Ft−adapted continuous processes such that LΘs < LΘs , ∀ s ∈ [t, T ].
Given an Ft−stopping time τ , the measurability of (f, X˜Θ, µ, ν) and (2.5) imply that
fΘτ (s, ω, y, z)
△
= 1{s<τ(ω)}f
(
s, X˜Θs (ω), y, z, µs(ω), νs(ω)
)
, ∀ (s, ω, y, z) ∈ [t, T ]× Ωt × R× Rd
is a P
(
Ft
)⊗B(R) ⊗B(Rd)/B(R)−measurable function that is Lipschitz continuous in (y, z) with coefficient γ.
And one can deduce from (2.3), (2.4), (2.5), Ho¨lder’s inequality and (2.7) that
Et
[
sup
s∈[t,T ]
∣∣LΘτ∧s∣∣q+ sup
s∈[t,T ]
∣∣LΘτ∧s∣∣q+(∫ T
t
∣∣fΘτ (s, 0, 0)∣∣ds)q]≤c0+c0Et[ sup
s∈[t,T ]
∣∣X˜Θs ∣∣2+∫ T
t
(
[µs]
2
U
+[νs]
2
V
)
ds
]
<∞. (2.16)
Thus, for any F tτ−measurable random variable ξ with LΘτ ≤ ξ ≤ L
Θ
τ , P
t
0−a.s., it follows that Et
[|ξ|q] < ∞, i.e.
ξ ∈ Lq(F tτ). Then Theorem 4.1 of [15] shows that the DRBSDE(P t0 , ξ, fΘτ , LΘτ∧·, LΘτ∧·) admits a unique solution(
Y Θ(τ, ξ), ZΘ(τ, ξ),KΘ(τ, ξ),K Θ(τ, ξ)
)∈Gq
F
t
(
[t, T ]
)
. Clearly, its Ft−version
(
Y˜ Θ(τ, ξ), Z˜Θ(τ, ξ), K˜
Θ
(τ, ξ),
K˜
Θ
(τ, ξ)
)
by Lemma 1.3 (2) belongs to Gq
Ft
(
[t, T ]
)
. As F tt = {∅,Ωt}, Y˜ Θt (τ, ξ) is a constant.
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Given anotherFt−stopping time ζ such that ζ ≤ τ , P t0−a.s., one can easily show that
{(
Y˜ Θζ∧s(τ, ξ),1{s<ζ}Z˜
Θ
s (τ, ξ),
K˜
Θ
ζ∧s(τ, ξ), K˜
Θ
ζ∧s(τ, ξ)
)}
s∈[t,T ]
∈ Gq
Ft
(
[t, T ]
)
solves the DRBSDE
(
P t0 , Y˜
Θ
ζ (τ, ξ), f
Θ
ζ , L
Θ
ζ∧·, L
Θ
ζ∧·
)
. To wit, we have(
Y˜ Θs
(
ζ, Y˜ Θζ (τ, ξ)
)
, Z˜Θs
(
ζ, Y˜ Θζ (τ, ξ)
)
, K˜
Θ
s
(
ζ, Y˜ Θζ (τ, ξ)
)
, K˜
Θ
s
(
ζ, Y˜ Θζ (τ, ξ)
))
=
(
Y˜ Θζ∧s(τ, ξ),1{s<ζ}Z˜
Θ
s (τ, ξ), K˜
Θ
ζ∧s(τ, ξ), K˜
Θ
ζ∧s(τ, ξ)
)
, s ∈ [t, T ]. (2.17)
The continuity of functions h implies that h
(
X˜ΘT
)
is a real−valued, F tT−measurable random variables such that
LΘT = l
(
T, X˜ΘT
) ≤ h(X˜ΘT ) ≤ l(T, X˜ΘT ) = LΘT . Hence, we can use (1.5) to obtain that
l(t, x) = l
(
t, X˜Θt
) ≤ Y Θt (T, h(X˜ΘT )) ≤ l(t, X˜Θt ) = l(t, x), P t0 − a.s.,
which leads to that
l(t, x) ≤ Y˜ Θt
(
T, h
(
X˜ΘT
)) ≤ l(t, x). (2.18)
Inspired by Proposition 6.1 (ii) of [10], we have the following a priori estimates about the dependence of
Y t,x,µ,νs
(
T, h
(
X˜t,x,µ,νT
))
on initial state x and on controls (µ, ν).
Lemma 2.2. Let ̟ ∈ (1, q], t ∈ [0, T ] and (x, µ, ν) ∈ Rk × U t × Vt.
(1) For any x′ ∈ Rk, Et
[
sup
s∈[t,T ]
∣∣∣Y t,x,µ,νs (T, h(X˜t,x,µ,νT ))− Y t,x′,µ,νs (T, h(X˜t,x′,µ,νT ))∣∣∣̟ ] ≤ c̟|x−x′| 2̟q . (2.19)
(2) Let l, l and h satisfy
|l(t, x)−l(t, x′)| ∨ |l(t, x)−l(t, x′)| ∨ |h(x)−h(x′)|≤γ ψ(|x− x′|), ∀ t ∈ [0, T ], ∀x, x′ ∈ Rk (2.20)
for an increasing C2(R+) function ψ such that for some 0 < R1 < 1 < R2
ψ(a) =
1
2
a2 if a ∈ [0, R1], ψ(a) ≤ a2/q if a ∈ (R1, R2), and ψ(a) = a2/q if a > R2.
(Clearly, ψ(a) ≤ a2/q for any a ≥ 0. So (2.20) implies (2.3) and the 2/q−Ho¨lder continuity of h.)
Let λ ∈ (0, 1]. If b, σ are λ−Ho¨lder continuous in u (see (2.10)) and if f is 2λ−Ho¨lder continuous in u, i.e.,
for any
(
t, x, y, z, v
) ∈ [0, T ]× Rk × R× Rd × V and u1, u2 ∈ U∣∣f(t, x, y, z, u1, v)−f(t, x, y, z, u2, v)∣∣≤γ ρ2λ
U
(u1, u2), (2.21)
then for any µ′ ∈ U t
Et
[
sup
s∈[t,T ]
∣∣∣Y t,x,µ,νs (T, h(X˜t,x,µ,νT ))− Y t,x,µ′,νs (T, h(X˜t,x,µ′,νT ))∣∣∣̟ ]
≤ c̟κ̟ψ
{
Et
[(∫ T
t
ρ2λ
U
(µ′s, µs)ds
)̟
2
]
+ Et
[(∫ T
t
ρ2λ
U
(µ′s, µs)ds
)̟]}
, (2.22)
where κψ
△
=
(
2 +R−11 sup
a∈[R1,R2]
1 ∨ ψ′(a) + sup
a∈[R1,R2]
∣∣ψ′′(a)∣∣)R2− 2q2 .
Similarly, if b, σ are λ−Ho¨lder continuous in v (see (2.12)) and if f is additionally 2λ−Ho¨lder continuous in
v, i.e., for any
(
t, x, y, z, u
) ∈ [0, T ]× Rk × R× Rd × U and v1, v2 ∈ V∣∣f(t, x, y, z, u, v1)−f(t, x, y, z, u, v2)∣∣≤γ ρ2λ
V
(v1, v2), (2.23)
then for any ν ′ ∈ Vt
Et
[
sup
s∈[t,T ]
∣∣∣Y t,x,µ,νs (T, h(X˜t,x,µ,νT ))− Y t,x,µ,ν ′s (T, h(X˜t,x,µ,ν ′T ))∣∣∣̟ ]
≤ c̟κ̟ψ
{
Et
[(∫ T
t
ρ2λ
V
(ν ′s, νs)ds
)̟
2
]
+ Et
[(∫ T
t
ρ2λ
V
(ν ′s, νs)ds
)̟]}
. (2.24)
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2.2 Definition of the value functions and the Dynamic Programming Principle
Now, we are ready to introduce values of the zero-sum stochastic differential games via the following notion of
admissible strategies.
Definition 2.2. Given t ∈ [0, T ], an admissible strategy α for player I over period [t, T ] is a U−valued function α
on [t, T ]×Ωt×V that is P(Ft)⊗B(V)/B(U)−measurable and satisfies: (i) α(r,V0)⊂U0, dr×dP t0−a.s. (ii) For
a κ > 0 and a non-negative measurable process Ψ on (Ωt,F tT ) with Et
∫ T
t Ψ
2
r dr <∞, it holds dr×dP t0−a.s. that[
α(r, ω, v)
]
U
≤ Ψr(ω) + κ[v]V , ∀ v ∈ V. (2.25)
Admissible strategies β : [t, T ] × Ωt × U → V for player II over period [t, T ] are defined similarly. The set of all
admissible strategies for player I (resp. II ) on [t, T ] is denoted by At (resp. Bt).
Given t ∈ [0, T ], an admissible strategy α ∈ At induces a mapping α〈·〉 : Vt → U t by(
α〈ν〉)
r
(ω)
△
= α
(
r, ω, νr(ω)
)
, ∀ ν ∈ Vt, (r, ω) ∈ [t, T ]× Ωt.
To see this, let ν ∈ Vt. Clearly, α〈ν〉 is a U−valued, Ft−progressively measurable process. Since {(r, ω) ∈
[t, T ] × Ωt : νr(ω) ∈ V0
} ∩ {(r, ω) ∈ [t, T ] × Ωt : α(r, ω,V0) ⊂ U0} ⊂ {(r, ω) ∈ [t, T ] × Ωt : (α〈ν〉)r(ω) ∈ U0}, it
holds dr × dP t0−a.s. that α〈ν〉 ∈ U0. On the other hand, one can deduce that
Et
∫ T
t
[(
α〈ν〉)
r
]2
U
dr ≤ 2Et
∫ T
t
Ψ2r dr + 2κ
2Et
∫ T
t
[νr]
2
V
dr <∞.
Thus, α〈ν〉 ∈ U t. If ν1 ∈ Vt is equal to ν2 ∈ Vt, dr × dP t0−a.s. on [[t, τ [[ for any Ft−stopping time τ , then
α〈ν1〉 = α〈ν2〉, dr × dP t0−a.s. on [[t, τ [[. So α〈·〉 is exactly an Elliott−Kalton strategy considered in e.g. [18].
Similarly, any β ∈ Bt gives rise to a mapping β〈·〉 : U t → Vt.
Definition 2.3. Given t ∈ [0, T ], an At−strategy α is said to be of Ât if for any ε> 0, there exist a δ > 0 and a
closed subset F of Ωt with P t0
(
F
)
>1− ε such that for any ω, ω′ ∈ F with ‖ω − ω′‖t < δ
sup
r∈[t,T ]
sup
v∈V
ρ
U
(
α(r, ω, v), α(r, ω′, v)
)
< ε. (2.26)
We define B̂t ⊂ Bt similarly.
For any (t, x) ∈ [0, T ]× Rk, we define
w1(t, x)
△
= inf
β∈Bt
sup
µ∈Ut
Y˜
t,x,µ,β〈µ〉
t
(
T, h
(
X˜
t,x,µ,β〈µ〉
T
))
and ŵ1(t, x)
△
= inf
β∈B̂t
sup
µ∈Ut
Y˜
t,x,µ,β〈µ〉
t
(
T, h
(
X˜
t,x,µ,β〈µ〉
T
))
as player I’s priority value and intrinsic priority value of the zero-sum stochastic differential game that starts from
time t and state x. Correspondingly, we define
w2(t, x)
△
= sup
α∈At
inf
ν∈Vt
Y˜
t,x,α〈ν〉,ν
t
(
T, h
(
X˜
t,x,α〈ν〉,ν
T
))
and ŵ2(t, x)
△
= sup
α∈Ât
inf
ν∈Vt
Y˜
t,x,α〈ν〉,ν
t
(
T, h
(
X˜
t,x,α〈ν〉,ν
T
))
as player II’s priority value and intrinsic priority value of the zero-sum stochastic differential game that starts from
time t and state x. By (2.18), one has
l(t, x) ≤ w1(t, x) ≤ ŵ1(t, x) ≤ l(t, x) and l(t, x) ≤ ŵ2(t, x) ≤ w2(t, x) ≤ l(t, x). (2.27)
The two obstacle functions l, l as well as the DRBSDE structure prevent the value functions from taking
±∞ values. The values w1(t, x) and ŵ1(t, x), otherwise, might blow up unless we impose additional integrability
conditions on U t and Bt analogous to e.g. Assumption 5.7 of [44].
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Remark 2.1. Given t ∈ [0, T ], we can regard µ ∈ U t as a member of At since
αµ(r, ω, v)
△
= µr(ω), ∀ (r, ω, v) ∈ [t, T ]× Ωt × V
is clearly a P
(
Ft
)⊗B(V) → B(U)−measurable function such that αµ(r,V0) = µr ∈ U0, dr × dP t0−a.s. and that
(2.25) holds for Ψα = [µ]
U
and any κα > 0. Similarly, Vt can be embedded into Bt. Then it follows that
w1(t, x) ≤ inf
ν∈Vt
sup
µ∈Ut
Y˜ t,x,µ,νt
(
T, h
(
X˜t,x,µ,νT
))
and w2(t, x) ≥ sup
µ∈Ut
inf
ν∈Vt
Y˜ t,x,µ,νt
(
T, h
(
X˜t,x,µ,νT
))
.
However, the fact that sup
µ∈Ut
inf
ν∈Vt
Y˜ t,x,µ,νt
(
T, h
(
X˜t,x,µ,νT
)) ≤ inf
ν∈Vt
sup
µ∈Ut
Y˜ t,x,µ,νt
(
T, h
(
X˜t,x,µ,νT
))
does not necessarily
imply that w2(t, x) ≤ w1(t, x).
Let t ∈ [0, T ] and x1, x2 ∈ Rk. For any β ∈ Bt and µ ∈ U t, (2.19) shows that
Et
[
sup
s∈[t,T ]
∣∣∣ Y˜ t,x1,µ,β〈µ〉s (T, h(X˜t,x1,µ,β〈µ〉T ))− Y˜ t,x2,µ,β〈µ〉s (T, h(X˜t,x2,µ,β〈µ〉T ))∣∣∣q ] ≤ c0|x1−x2|2.
It then follows that
Y˜
t,x2,µ,β〈µ〉
t
(
T, h
(
X˜
t,x2,µ,β〈µ〉
T
))−c0|x1−x2|2/q≤ Y˜ t,x1,µ,β〈µ〉t (T, h(X˜t,x1,µ,β〈µ〉T ))
≤ Y˜ t,x2,µ,β〈µ〉t
(
T, h
(
X˜
t,x2,µ,β〈µ〉
T
))
+c0|x1−x2|2/q. (2.28)
Taking supremum over µ ∈ U t and then taking infimum over β ∈ Bt yield that
w1(t, x2)− c0|x1−x2|2/q ≤ w1(t, x1) ≤ w1(t, x2) + c0|x1−x2|2/q.
Thus
∣∣w1(t, x1)−w1(t, x2)∣∣ ≤ c0|x1−x2|2/q, and one can deduce the similar inequalities for ŵ1, w2 and ŵ2:
Proposition 2.1. For any t ∈ [0, T ] and x1, x2 ∈ Rk, we have∣∣w1(t, x1)−w1(t, x2)∣∣+ ∣∣ŵ1(t, x1)−ŵ1(t, x2)∣∣+ ∣∣w2(t, x1)−w2(t, x2)∣∣+ ∣∣ŵ2(t, x1)−ŵ2(t, x2)∣∣ ≤ c0|x1−x2|2/q.
However, these value functions are generally not 1/q−Ho¨lder continuous in t unless the control spaces are
compact.
Remark 2.2. When trying to directly prove the dynamic programming principle, [18] encountered a measurability
issue; see page 299 therein. To overcome this technical difficulty, they first proved that the value functions are unique
viscosity solutions to the associated Bellman-Isaacs equations by a time-discretization approach (assuming that the
limiting Isaacs equation has a comparison principle), which relies on the following regularity of the approximating
values vπ
|vπ(t, x)− vπ(t′, x′)| ≤ C
(|t− t′|1/2 + |x− x′|) ∀ (t, x), (t′, x′) ∈ [0, T ]× Rk
with a uniform coefficient C > 0 for all partitions π of [0, T ]. Since our value functions are not 1/2−Ho¨lder
continuous in t given q = 2, this method does not work in general under our assumptions. Instead, we specify
Elliott−Kalton strategies as measurable random fields from one control space to another in order to avoid similar
measurability issues when pasting strategies (see Proposition 4.10). This is a crucial ingredient in the proof of the
supersolution (resp. subsolution) side of the dynamic programming principle (Theorem 2.1) for w1(resp. w2).
Given i = 1, 2, since wi(t, ·) is continuous for any t ∈ [0, T ], one can deduce that for any Ft−stopping time τ
with countably many values {tn}n∈N ⊂ [t, T ], and any Rk−valued, F tτ−measurable random variable ξ
wi(τ, ξ) =
∑
n∈N
1{τ=tn}wi(tn, ξ) is F tτ−measurable. (2.29)
Similarly, ŵi(τ, ξ) is also F tτ−measurable.
Then we have the following dynamic programming principle for value functions.
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Theorem 2.1. Let (t, x)∈ [0, T ]× Rk. For any family {τµ,β : µ∈U t, β∈Bt} of Qt,T−valued, Ft−stopping times
w1(t, x) ≤ inf
β∈Bt
sup
µ∈Ut
Y˜
t,x,µ,β〈µ〉
t
(
τµ,β , w1
(
τµ,β , X˜
t,x,µ,β〈µ〉
τµ,β
))
(2.30)
and ŵ1(t, x) ≤ inf
β∈B̂t
sup
µ∈Ut
Y˜
t,x,µ,β〈µ〉
t
(
τµ,β , ŵ1
(
τµ,β , X˜
t,x,µ,β〈µ〉
τµ,β
))
; (2.31)
the reverse inequality (of (2.31)) holds if
(Vλ)
{
l, l and h satisfy (2.20); b, σ are λ−Ho¨lder continuous in v (see (2.12)); and
f is 2λ−Ho¨lder continuous in v (see (2.23)) for some λ ∈ (0, 1).
On the other hand, for any family {τν,α : ν∈Vt, α∈At} of Qt,T−valued, Ft−stopping times
w2(t, x) ≥ sup
α∈At
inf
ν∈Vt
Y˜
t,x,α〈ν〉,ν
t
(
τν,α, w2
(
τν,α, X˜
t,x,α〈ν〉,ν
τν,α
))
(2.32)
and ŵ2(t, x) ≥ sup
α∈Ât
inf
ν∈Vt
Y˜
t,x,α〈ν〉,ν
t
(
τν,α, ŵ2
(
τν,α, X˜
t,x,α〈ν〉,ν
τν,α
))
; (2.33)
the reverse inequality of (2.33) holds if
(Uλ)
{
l, l and h satisfy (2.20); b, σ are λ−Ho¨lder continuous in u (see (2.10)); and
f is 2λ−Ho¨lder continuous in u (see (2.21)) for some λ ∈ (0, 1).
Note that each Y˜
t,x,µ,β〈µ〉
t
(
τµ,β , w1
(
τµ,β , X˜
t,x,µ,β〈µ〉
τµ,β
))
in (2.30) is well-posed since w1
(
τµ,β , X˜
t,x,µ,β〈µ〉
τµ,β
)
is F tτµ,β−
measurable by (2.29) and since
Lt,x,µ,β〈µ〉τµ,β = l
(
τµ,β , X˜
t,x,µ,β〈µ〉
τµ,β
)
≤ w1
(
τµ,β , X˜
t,x,µ,β〈µ〉
τµ,β
)
≤ l
(
τµ,β , X˜
t,x,µ,β〈µ〉
τµ,β
)
= L
t,x,µ,β〈µ〉
τµ,β
by (2.27). The proof of Theorem 2.1 (see Subsection 6.2) relies on (2.22), (2.24), properties of shifted processes
(especially shifted SDEs) as well as stability under pasting of controls/strategies, the latter two of which will be
discussed in Section 4.
3 An Obstacle Problem for Fully non-linear PDEs
In this section, we show that the (intrinsic) priority values are (discontinuous) viscosity solutions of the following
obstacle problem of a PDE with a fully non-linear Hamiltonian H :
min
{
(w−l)(t, x),max
{
− ∂
∂t
w(t, x)−H(t, x, w(t, x), Dxw(t, x), D2xw(t, x)), (w−l)(t, x)}}=0, ∀ (t, x)∈(0, T )×Rk. (3.1)
Definition 3.1. Let H : [0, T ]×Rk×R×Rk× Sk → [−∞,∞] be an upper (resp. lower) semicontinuous functions
with Sk denoting the set of all R
k×k−valued symmetric matrices. An upper (resp. lower) semicontinuous function
w : [0, T ] × Rk → R is called a viscosity subsolution (resp. supersolution) of (3.1) if w(T, x) ≤ (resp. ≥) h(x),
∀x ∈ Rk, and if for any (t0, x0, ϕ) ∈ (0, T )×Rk ×C1,2
(
[0, T ]×Rk) such that w(t0, x0) = ϕ(t0, x0) and that w − ϕ
attains a strict local maximum (resp. strict local minimum) at (t0, x0), we have
min
{
(ϕ−l)(t0, x0),max
{
− ∂
∂t
ϕ(t0, x0)−H
(
t0, x0, ϕ(t0, x0), Dxϕ(t0, x0), D
2
xϕ(t0, x0)
)
, (ϕ−l)(t0, x0)
}}
≤(resp. ≥) 0.
Although the function H in Definition 3.1 may take ±∞ values, the left-hand-side of the inequality above is
between (w − l)(t0, x0) and (w − l)(t0, x0) and thus finite.
For any (t, x, y, z,Γ, u, v)∈ [0, T ]×Rk×R×Rd×Sk×U0×V0, we set
H(t, x, y, z,Γ, u, v)
△
=
1
2
trace
(
σσT (t, x, u, v) Γ
)
+ z · b(t, x, u, v) + f(t, x, y, z · σ(t, x, u, v), u, v)
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and consider the following Hamiltonian functions:
H1(Ξ)
△
= sup
u∈U0
lim
Ξ′→Ξ
inf
v∈V0
H(Ξ′, u, v), H1(Ξ)
△
= lim
n→∞
↓ sup
u∈U0
inf
v∈Onu
lim
U0∋u′→u
sup
Ξ′∈O1/n(Ξ)
H(Ξ′, u′, v),
and H2(Ξ)
△
= inf
v∈V0
lim
Ξ′→Ξ
sup
u∈U0
H(Ξ′, u, v), H2(Ξ)
△
= lim
n→∞
↑ inf
v∈V0
sup
u∈Onv
lim
U0∋u′→u
inf
Ξ′∈O1/n(Ξ)
H(Ξ′, u′, v),
where Ξ = (t, x, y, z,Γ), Onu
△
=
{
v ∈ V0 : [v]V ≤ n+ n[u]U
}
and Onv
△
=
{
u ∈ U0 : [u]U ≤ n+ n[v]V
}
.
For any (t, x) ∈ [0, T ]× Rk, Proposition 2.1 implies that
w∗1(t, x)
△
= lim
t′→t
w1
(
t′, x
)
= lim
(t′,x′)→(t,x)
w1(t
′, x′) and w∗2(t, x)
△
= lim
t′→t
w2
(
t′, x
)
= lim
(t′,x′)→(t,x)
w2(t
′, x′).
In fact, w∗1 is the smallest upper semicontinuous function abovew1 (also known as the upper semicontinuous envelope
of w1), while w
∗
2 is the largest lower semicontinuous function below w2 (also known as the lower semicontinuous
envelope of w2). Similarly, for i = 1, 2,
wi(t, x)
△
= lim
t′→t
ŵi
(
t′, x
)
and wi(t, x)
△
= lim
t′→t
ŵi
(
t′, x
)
, ∀ (t, x) ∈ [0, T ]× Rk
are the lower and upper semicontinuous envelopes of ŵi respectively.
Given x ∈ Rk, though wi(T, x) = ŵi(T, x) = h(x), probably neither of w∗i (x), wi(x), wi(x) equals to h(x) as
the value functions wi, ŵi may not be continuous in t.
Theorem 3.1.
1 ) If U0 (resp. V0) is a countable union of closed subsets of U (resp. V), then w1 and w
∗
1 (resp. w2 and w
∗
2) are
two viscosity subsolutions (resp. supersolutions) of (3.1) with the fully nonlinear Hamiltonian H1 (resp. H2).
2 ) On the other hand, if (Vλ)
(
resp. (Uλ)
)
holds for some λ ∈ (0, 1), then w1 (resp. w2) is a viscosity supersolution
(resp. subsolution) of (3.1) with the fully nonlinear Hamiltonian H1 (resp. H2).
4 Shifted Processes
In this section, we fix 0 ≤ t ≤ s ≤ T and explore properties of shifted processes from Ωt to Ωs, which are necessary
for Section 2 and Section 3.
4.1 Concatenation of Sample Paths
We concatenate an ω ∈ Ωt and an ω˜ ∈ Ωs at time s by:(
ω ⊗s ω˜
)
(r)
△
= ω(r)1{r∈[t,s)} +
(
ω(s) + ω˜(r)
)
1{r∈[s,T ]}, ∀ r ∈ [t, T ], (4.1)
which is still of Ωt. Clearly, this concatenation is an associative operation: i.e., for any r ∈ [s, T ] and ω̂ ∈ Ωr
(ω ⊗s ω˜)⊗r ω̂ = ω ⊗s (ω˜ ⊗r ω̂).
Given ω ∈ Ωt. we set ω ⊗s ∅ = ∅ and ω ⊗s A˜ △=
{
ω ⊗s ω˜ : ω˜ ∈ A˜
}
for any non-empty A˜ ⊂ Ωs. The next result
shows that A ∈ F ts consists of all branches ω ⊗s Ωs with ω ∈ A.
Lemma 4.1. Let A ∈ F ts. If ω ∈ A, then ω ⊗s Ωs ⊂ A (i.e. As,ω = Ωs). Otherwise, if ω /∈ A, then ω ⊗s Ωs ⊂ Ac
(i.e. As,ω = ∅).
Also, for any A ⊂ Ωt we set As,ω △= {ω˜ ∈ Ωs : ω ⊗s ω˜ ∈ A} as the projection of A on Ωs along ω. In particular,
∅s,ω = ∅. For any A ⊂ A˜ ⊂ Ωt and any collection {Ai}i∈I of subsets of Ωt, One can deduce that(
Ac
)s,ω
= {ω˜ ∈ Ωs : ω ⊗s ω˜ ∈ Ac} = Ωs
∖{ω˜ ∈ Ωs : ω ⊗s ω˜ ∈ A} = Ωs∖As,ω = (As,ω)c, (4.2)
As,ω = {ω˜ ∈ Ωs : ω ⊗s ω˜ ∈ A} ⊂
{
ω˜ ∈ Ωs : ω ⊗s ω˜ ∈ A˜
}
= A˜s,ω, (4.3)
and
(
∪
i∈I
Ai
)s,ω
=
{
ω˜ ∈ Ωs : ω ⊗s ω˜ ∈ ∪
i∈I
Ai
}
= ∪
i∈I
{
ω˜ ∈ Ωs : ω ⊗s ω˜ ∈ Ai
}
= ∪
i∈I
As,ωi . (4.4)
On Zero-Sum Stochastic Differential Games 14
Lemma 4.2. Let ω ∈ Ωt. For any open (resp. closed) subset A of Ωt, As,ω is an open (resp. closed) subset of Ωs.
Moreover, given r∈ [s, T ]. we have As,ω∈Fsr for any A∈F tr and ω ⊗s A˜ ∈ F tr for any A˜ ∈ Fsr .
For any D⊂ [t, T ]× Ωt, we accordingly set Ds,ω △={(r, ω˜)∈ [s, T ]×Ωs : (r, ω ⊗s ω˜)∈D}. Similar to (4.2)-(4.4),
for any D ⊂ D˜ ⊂ [t, T ]× Ωt and any collection {Di}i∈I of subsets of [t, T ]× Ωt, one has(
([t, T ]× Ωt)∖D)s,ω = ([s, T ]× Ωs)∖Ds,ω = (Ds,ω)c, Ds,ω⊂ D˜s,ω and ( ∪
i∈I
Di
)s,ω
= ∪
i∈I
Ds,ωi . (4.5)
4.2 Measurability of Shifted Processes
For any M−valued random variable ξ on Ωt, we define a shifted random variable ξs,ω on Ωs by ξs,ω(ω˜) △= ξ(ω⊗s ω˜),
∀ ω˜ ∈ Ωs. And for any M−valued process X = {Xr}r∈[t,T ], its corresponding shifted process with respect to s and
ω consists of Xs,ωr = (Xr)
s,ω, ∀ r ∈ [s, T ]. In light of Lemma 4.2, shifted random variables and shifted processes
“inherit” measurability in the following way:
Proposition 4.1. If ξ is F tr−measurable for some r ∈ [s, T ], then ξs,ω is Fsr−measurable. Moreover, for any
M−valued, Ft−adapted process {Xr}r∈[t,T ], the shifted process
{
Xs,ωr
}
r∈[s,T ]
is Fs−adapted.
Proposition 4.2. Given T0 ∈ [s, T ], Ds,ω ∈ B
(
[s, T0]
) ⊗ FsT0 for any D ∈ B([t, T0]) ⊗ F tT0 . Consequently, if
{Xr}r∈[t,T ] is an M−valued, measurable process on
(
Ωt,F tT
) (
resp. an M−valued, Ft−progressively measurable
process
)
, then the shifted process
{
Xs,ωr
}
r∈[s,T ]
is a measurable process on
(
Ωs,FsT
) (
resp. an Fs−progressively
measurable process
)
. Moreover, we have Ds,ω ∈ P(Fs) for any D ∈ P(Ft).
For any J ⊂ [t, T ]×Ωt ×M, we set J s,ω △={(r, ω˜, x)∈ [s, T ]× Ωs ×M : (r, ω ⊗s ω˜, x)∈J }.
Corollary 4.1. For any J ∈ P(Ft) ⊗B(M), J s,ω ∈ P(Fs) ⊗B(M). Let M˜ be another generic metric space.
If a function f : [t, T ] × Ωt ×M → M˜ is P(Ft) ⊗ B(M)/B(M˜)−measurable, then the function f s,ω(r, ω˜, x) △=
f
(
r, ω ⊗s ω˜, x
)
, ∀ (r, ω˜, x) ∈ [s, T ]× Ωs ×M is P(Fs)⊗B(M)/B(M˜)−measurable.
When s = τ(ω) for some Ft−stopping time τ , we shall simplify the above notations by:
ω ⊗τ ω˜ = ω ⊗τ(ω) ω˜, Aτ,ω = Aτ(ω), ω, Dτ,ω = Dτ(ω), ω, ξτ,ω = ξτ(ω), ω and Xτ,ω = Xτ(ω), ω.
The following lemma shows that given an Ft−stopping time τ , an F tτ−measurable random variable only depends
on what happens before τ :
Lemma 4.3. For any Ft−stopping time τ and ξ ∈ F tτ , ξτ,ω ≡ ξ(ω). In particular, τ
(
ω ⊗τ Ωτ(ω)
)
= τ(ω).
4.3 Integrability of Shifted Processes
In this subsection, let τ be an Ft−stopping time with countably many values. Using the regular conditional
probability distribution (see e.g. [45]), we show below that shifted random variables “inherit” integrability property.
Proposition 4.3. For any ξ ∈ L1(F tT ), it holds for P t0−a.s. ω ∈ Ωt that ξτ,ω ∈ L1(Fτ(ω)T , P τ(ω)0 ) and
Eτ(ω)
[
ξτ,ω
]
= Et
[
ξ
∣∣F tτ ](ω) ∈ R, (4.6)
where Eτ(ω) stands for EP τ(ω)0
. Consequently, for any p ∈ [1,∞) and ξ ∈ Lp(F tT ), it holds for P t0−a.s. ω ∈ Ωt that
ξτ,ω ∈ Lp(Fτ(ω)T , P τ(ω)0 ).
Corollary 4.2. For any P t0−null set N , it holds for P t0−a.s. ω ∈ Ωt that N τ,ω is a P τ(ω)0 −null set. Consequently,
for any two real-valued random variables ξ1 and ξ2, if ξ1 ≤ ξ2, P t0−a.s., then it holds for P t0−a.s. ω ∈ Ωt that
ξτ,ω1 ≤ ξτ,ω2 , P τ(ω)0 −a.s.
Next, let us extend Proposition 4.3 to E−valued measurable processes.
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Proposition 4.4. Let {Xr}r∈[t,T ] be an E−valued measurable process on
(
Ωt,F tT
)
such that Et
[(∫ T
τ
∣∣Xr∣∣pdr)p̂/p] <
∞ for some p, p̂ ∈ [1,∞). It holds for P t0−a.s. ω ∈ Ωt that {Xτ,ωr }r∈[τ(ω),T ] is a measurable process on
(
Ωτ(ω),Fτ(ω)T
)
with Eτ(ω)
[(∫ T
τ(ω)
∣∣Xτ,ωr ∣∣pdr)p̂/p] <∞.
Corollary 4.3. Given p, p̂ ∈ [1,∞), if {Xr}r∈[t,T ] ∈ Hp,p̂Ft ([t, T ],E)
(
resp. Cp
Ft
([t, T ],E)
)
, then it holds for P t0−a.s. ω ∈
Ωt, {Xτ,ωr }r∈[τ(ω),T ] ∈ Hp,p̂Fτ(ω)
(
[τ(ω), T ],E, P
τ(ω)
0
) (
resp. Cp
Fτ(ω)
(
[τ(ω), T ],E, P
τ(ω)
0
))
.
Similar to Corollary 4.2, a shifted dr × dP t0−null set still has zero product measure:
Proposition 4.5. For any D ∈ B([t, T ])⊗F tT with (dr × dP t0)(D ∩ [[τ, T ]]) = 0, it holds for P t0−a.s. ω ∈ Ωt that
Dτ,ω ∈ B([τ(ω), T ])⊗Fτ(ω)T with (dr × dP τ(ω)0 )(Dτ,ω) = 0.
The following analyzes the admissibility of controls and strategies when they are shifted.
Proposition 4.6. (1 ) For any µ ∈ U t (resp. ν ∈ Vt), it holds for P t0−a.s. ω ∈ Ωt that µτ,ω = {µτ,ωr }r∈[τ(ω),T ] ∈
Uτ(ω) (resp. ντ,ω = {ντ,ωr }r∈[τ(ω),T ] ∈ Vτ(ω)).
(2 ) For any α ∈ At (resp. α ∈ Ât, β ∈ Bt and β ∈ B̂t), it holds for P t0−a.s. ω ∈ Ωt that αs,ω ∈ As (resp. αs,ω ∈
Âs, βs,ω ∈ Bs and βs,ω ∈ B̂s).
4.4 Shifted Stochastic Differential Equations
In this subsection, we still consider an Ft−stopping time τ with countably many values.
Fix x ∈ Rk, µ ∈ U t, ν ∈ Vt and set Θ = (t, x, µ, ν). For P t0−a.s. ω ∈ Ωt, Proposition 4.6 (1) shows that(
µτ,ω, ντ,ω
) ∈
Uτ(ω)×Vτ(ω), and thus we know from Section 2 that the following SDE on the probability space
(
Ωτ(ω),Fτ(ω)T , P τ(ω)0
)
:
Xs = X˜
Θ
τ(ω)(ω) +
∫ s
τ(ω)
b(r,Xr, µ
τ,ω
r , ν
τ,ω
r ) dr +
∫ s
τ(ω)
σ(r,Xr, µ
τ,ω
r , ν
τ,ω
r ) dB
τ(ω)
r , s ∈ [τ(ω), T ] (4.7)
admits a unique solution
{
X
Θωτ
s
}
s∈[τ(ω),T ]
∈C2
F
τ(ω)
(
[τ(ω), T ],Rk
)
with Θωτ
△
=
(
τ(ω), X˜Θτ(ω)(ω), µ
τ,ω, ντ,ω
)
. As shown
below, the Fτ(ω)−version of
{
X
Θωτ
s
}
s∈[τ(ω),T ]
is exactly the shifted process
{(
X˜Θ
)τ,ω
s
}
s∈[τ(ω),T ]
.
Proposition 4.7. It holds for P t0−a.s. ω ∈ Ωt that X˜Θ
ω
τ
s =
(
X˜Θ
)τ,ω
s
, ∀ s ∈ [τ(ω), T ].
This result has appeared in [18] for case of compact control spaces (see the paragraph below (1.16) therein)
and appeared in Lemma 3.3 of [33] where only one unbounded control is considered. The proof of Proposition 4.7
depends on the following result about the convergence of shifted random variables in probability.
Lemma 4.4. For any {ξi}i∈N ⊂ L1(F tT ) that converges to 0 in probability P t0 , we can find a subsequence
{
ξ̂ i
}
i∈N
of it such that for P t0−a.s. ω ∈ Ωt,
{
ξ̂ τ,ωi
}
i∈N
converges to 0 in probability P
τ(ω)
0 .
For any F tT−measurable random variable ξ with LΘT ≤ ξ ≤ L
Θ
T , P
t
0−a.s., Proposition 4.1, Corollary 4.2 and
Proposition 4.7 imply that for P t0−a.s. ω ∈ Ωt, ξτ,ω ∈ Fτ(ω)T and
L
Θωτ
T = l
(
T, X˜
Θωτ
T
)
= l
(
T,
(
X˜ΘT
)τ,ω) ≤ (LΘT )τ,ω ≤ ξτ,ω ≤ (LΘT )τ,ω ≤ l(T, (X˜ΘT )τ,ω) = l(T, X˜ΘωτT ) = LΘωτT .
Then Section 2 also shows that for P t0−a.s. ω ∈ Ωt, the DRBSDE
(
P
τ(ω)
0 , ξ
τ,ω, f
Θωτ
T , L
Θωτ , L
Θωτ
)
on the probability
space
(
Ωτ(ω),Fτ(ω)T , P τ(ω)0
)
admits a unique solution
(
Y Θ
ω
τ
(
T, ξτ,ω
)
, ZΘ
ω
τ
(
T, ξτ,ω
)
,KΘ
ω
τ
(
T, ξτ,ω
)
,K Θ
ω
τ
(
T, ξτ,ω
)) ∈
G
q
F
τ(ω)
(
[τ(ω), T ]
)
. Similar to Proposition 4.7, the Fτ(ω)−version of Y Θωτ (T, ξτ,ω) coincides with the shifted process{(
Y˜ Θ(T, ξ)
)τ,ω
s
}
s∈[τ(ω),T ]
.
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Proposition 4.8. It holds for P t0−a.s. ω ∈ Ωt that Y˜ Θ
ω
τ
s
(
T, ξτ,ω
)
=
(
Y˜ Θ(T, ξ)
)τ,ω
s
, ∀ s ∈ [τ(ω), T ]. In particular,
Y˜
Θωτ
τ(ω)
(
T, ξτ,ω
)
=
(
Y˜ Θτ (T, ξ)
)
(ω) for P t0−a.s. ω ∈ Ωt.
Proposition 4.8 can also be shown by Picard iteration, see (4.15) of [41] for a BSDE version.
4.5 Pasting of Controls and Strategies
We define Π̂t,s(r, ω)
△
=
(
r,Πt,s(ω)
)
, ∀ (r, ω) ∈ [s, T ]× Ωt. Analogous to Lemma 1.2, one has
Lemma 4.5. Let r ∈ [s, T ]. For any D ∈ B([s, r]) ⊗ Fsr , Π̂−1t,s (D) ∈ B([s, r]) ⊗ F tr and
(
dr × dP t0
)(
Π̂−1t,s (D)
)
=(
dr × dP s0
)
(D). Consequently, the mapping Π̂t,s : [s, T ]× Ωt → [s, T ]× Ωs is Ps(Ft)/P(Fs)−measurable, where
Ps(F
t)
△
= {D ∈ P(Ft) : D ⊂ [s, T ]× Ωt} is a σ−field of [s, T ]× Ωt.
Now, we are ready to discuss pasting of controls and strategies.
Proposition 4.9. Let µ ∈ U t for some t ∈ [0, T ] and let τ be an Ft−stopping time taking values in a countable
subset {tn}n∈N of [t, T ]. Given N ∈ N, let {Ani }ℓni=1⊂F ttn be disjoint subsets of {τ = tn} for n = 1, · · ·, N and set
A0
△
= Ωt
∖(
N∪
n=1
ℓn∪
i=1
Ani
)
. Then for any {µni }ℓni=1 ⊂ U tn , n = 1, · · ·, N
µ̂r(ω)
△
=
{(
µni
)
r
(
Πt,tn(ω)
)
, if (r, ω) ∈ [[τ, T ]]Ani = [tn, T ]×Ani for n = 1 · · ·, N and i = 1, · · ·, ℓn,
µr(ω), if (r, ω) ∈ [[t, τ [[∪ [[τ, T ]]A0
(4.8)
defines a U t−control such that for any (r, ω) ∈ [[τ, T ]]
µ̂τ,ωr =
{(
µni
)
r
, if ω ∈ Ani for n = 1 · · ·, N and i = 1, · · ·, ℓn,
µτ,ωr , if ω ∈ A0.
We can paste {νni }ℓni=1 ⊂ Vtn, n = 1, · · · , N to a ν ∈ Vt with respect to {Ani }ℓni=1, n = 1, · · · , N in the same manner.
Proposition 4.10. Let α ∈ At (resp. Ât) for some t ∈ [0, T ] and let τ be an Ft−stopping time taking values in a
countable subset {tn}n∈N of Qt,T . Given N ∈ N, let {Ani }ℓni=1⊂F ttn be disjoint subsets of {τ = tn} for n = 1, · · ·, N
and set A0
△
= Ωt
∖(
N∪
n=1
ℓn∪
i=1
Ani
)
. Then for any {αni }ℓni=1 ⊂ Atn
(
resp. Â tn), n = 1, · · ·, N
α̂(r, ω, v)
△
=
{
αni
(
r,Πt,tn(ω), v
)
, if (r, ω)∈ [[τ, T ]]Ani =[tn, T ]×Ani for n=1 · · ·, N and i=1, · · ·, ℓn,
α(r, ω, v), if (r, ω) ∈ [[t, τ [[∪ [[τ, T ]]A0 ,
∀ v ∈ V (4.9)
is an At−strategy (resp. Ât−strategy) such that given ν ∈ Vt, it holds for P t0−a.s. ω ∈ Ωt that for any r ∈ [τ(ω), T ]
(
α̂〈ν〉)τ,ω
r
=
{(
αni 〈ν tn,ω〉
)
r
, if ω ∈ Ani for n = 1 · · ·, N and i = 1, · · ·, ℓn,(
α〈ν〉)τ,ω
r
, if ω ∈ A0.
(4.10)
We can paste {βni }ℓni=1 ⊂ Btn
(
resp. B̂ tn
)
, n = 1, · · · , N to a β ∈ Bt (resp. B̂t) with respect to {Ani }ℓni=1, n =
1, · · · , N in the same manner.
5 Optimization Problems with Square-Integrable Controls
In this section, we will remove v−controls (or take V = V0 = {v0}) so that the zero-sum stochastic differential
game discussed above degenerates as an one-control optimization problem for player I.
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5.1 General Results
We will follow the setting of Section 2 except that we take away the v−controls from all notations and definitions.
In particular, Vt, Bt and B̂t disappear (or become singletons) while At is equivalent to U t. Then for any (t, x) ∈
[0, T ]× Rk, w1(t, x), ŵ1(t, x), w2(t, x) coincide as
w(t, x)
△
= sup
µ∈Ut
Y˜ t,x,µt
(
T, h
(
X˜t,x,µT
))
. (5.1)
As (Vλ) trivially holds for any λ ∈ (0, 1), the one-control version of Theorem 2.1 reads as:
Proposition 5.1. Let (t, x)∈ [0, T ]× Rk. For any family {τµ : µ∈U t} of Qt,T−valued, Ft−stopping times
w(t, x) = sup
µ∈Ut
Y˜ t,x,µt
(
τµ, w
(
τµ, X˜
t,x,µ
τµ
))
. (5.2)
Moreover, for Ξ = (t, x, y, z,Γ) ∈ [0, T ]× Rk × R × Rd × Sk, H(Ξ) and H(Ξ) simplify respectively as H(Ξ) △=
sup
u∈U0
lim
Ξ′→Ξ
H(Ξ′, u) and
H(Ξ) = lim
n→∞
↓ sup
u∈U0
lim
U0∋u′→u
sup
Ξ′∈O1/n(Ξ)
H(Ξ′, u′) = lim
n→∞
↓ sup
u∈U0
sup
Ξ′∈O1/n(Ξ)
H(Ξ′, u)
= lim
n→∞
↓ sup
Ξ′∈O1/n(Ξ)
sup
u∈U0
H(Ξ′, u) = lim
Ξ′→Ξ
sup
u∈U0
H(Ξ′, u),
where we used the fact that sup
u∈U0
lim
U0∋u′→u
= sup
u∈U0
in the second equality. Then we have the following one-control
version of Theorem 3.1:
Proposition 5.2. The lower semicontinuous envelopes of w: w(t, x)
△
= lim
t′→t
w
(
t′, x
)
, (t, x) ∈ [0, T ]×Rk is a viscosity
supersolution of (3.1) with the fully nonlinear Hamiltonian H . On the other hand, if U0 is a countable union of
closed subsets of U, then the upper semicontinuous envelopes of w: w(t, x)
△
= lim
t′→t
w
(
t′, x
)
, (t, x) ∈ [0, T ]× Rk is a
viscosity subsolutions of (3.1) with the fully nonlinear Hamiltonian H.
Remark 5.1. Similar to [44], we only need to assume the measurability (resp. lower semi-continuity) of the termi-
nal function h for the “≤” (resp. “≥”) inequality of (5.2) and thus for the viscosity subsolution (resp. supersolution)
part of Proposition 5.2.
5.2 Connection to the Second-Order Doubly Reflected BSDEs
Now let us further take k = d, U = Sd, u0 = 0 and U0 = S
>0
d
△
= {Γ ∈ Sd : det(Γ) > 0}.
Lemma 5.1. Sd is a separable normed vector space on which the determinant det(·) is continuous.
It follows that U0 = S
>0
d consists of closed subsets of U: Fn
△
= {u ∈ U : det(u) ≥ 1/n}, n ∈ N. We also specify:
b(t, x, u) = b(t, x) and σ(t, x, u) = u, ∀ (t, x, u) ∈ [0, T ]× Rd × U. (5.3)
for a function b(t, x) : [0, T ]×Rd → Rd that is B([0, T ])⊗B(Rd)/B(Rd)−measurable and Lipschitz continuous in
x with coefficient γ > 0. Via the transformation (5.12), we will show that the value function w defined in (5.1) is
the value function of second-order doubly reflected BSDEs.
Given t ∈ [0, T ], we say that a P ∈ Pt is a semi-martingale measure if Bt is a continuous semi-martingale with
respect to (Ft, P ). Let Qt be the collection of all semi-martingale measures on (Ωt,F tT ).
Lemma 5.2. Let t ∈ [0, T ]. For i, j ∈ {1, · · · , d}, there exists an R ∪ {∞}−valued, Ft−progressively measurable
process aˆt,i,j such that for any P ∈ Qt, it holds P−a.s. that
aˆt,i,js = aˆ
t,j,i
s = limm→∞
m
(
〈Bt,i, Bt,j〉Ps − 〈Bt,i, Bt,j〉P(s−1/m)+
)
, s ∈ [t, T ], (5.4)
where 〈Bt,i, Bt,j〉P ’s denote the P−cross variance between the i−th and j−th components of Bt.
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Similar to [43], we let QtW collect all P ∈ Qt such that P−a.s.
〈Bt〉Ps is absolutely continuous in s and aˆts ∈ S>0d for a.e. s ∈ [t, T ]. (5.5)
In general, two different probabilities P1, P2 of QtW are mutually singular, see Example 2.1 of [43].
Lemma 5.3. For any t ∈ [0, T ], there exist a unique S>0d −valued, Ft−progressively measurable process qˆt such
that for any P ∈ QtW , it holds P−a.s. that
(
qˆts
)2
= qˆts · qˆts = aˆts for a.e. s ∈ [t, T ].
For any P ∈QtW , we define IPs
△
=
∫ P
[t,s]
(
qˆtr
)−1
dBtr, s ∈ [t, T ], which is a continuous semi-martingale with respect
to
(
FP , P
)
. Since the first part of (5.5) and (5.4) imply that P−a.s.,
〈Bt〉Ps =
∫ s
t
aˆtrdr, ∀ s∈ [t, T ], (5.6)
one can deduce from Lemma 5.3 that P−a.s.〈
IP
〉P
s
=
∫ s
t
(
qˆtr
)−1 ·(qˆtr)−1d〈Bt〉Pr = ∫ s
t
(
qˆtr
)−1 ·(qˆtr)−1 · aˆtr dr = (s− t) Id×d, ∀ s ∈ [t, T ].
In light of Le´vy’s characterization, the martingale part WP of IP is a Brownian motion under P . Let GP ={GPs }s∈[t,T ] denote the P−augmented filtration generated by the P−Brownian motion WP , i.e.
GPs △= σ
(
σ
(
WPr , r ∈ [t, s]
) ∪N P), ∀ s ∈ [t, T ].
Let (t, x) ∈ [0, T ]×Rd and µ ∈ U t. According to our specification (5.3), {Xt,x,µs }s∈[t,T ] ∈ C2Ft([t, T ],Rk) stands
for the unique solution of the following SDE on the probability space
(
Ωt,F tT , P t0
)
:
Xs = x+
∫ s
t
b(r,Xr) dr +
∫ s
t
µr dB
t
r, s ∈ [t, T ]. (5.7)
Similar to (2.7), we have
Et
[
sup
s∈[t,T ]
∣∣Xt,x,µs ∣∣2
]
≤ c0
(
1 + |x|2 + Et
∫ T
t
|µs|2 ds
)
<∞. (5.8)
By Lemma 1.3 (2), Xt,x,µ admits a unique Ft−version X˜t,x,µ ∈ C2
Ft
([t, T ],Rk) which also satisfies (5.8). As X˜t,x,µ
has continuous paths except on some N t,xµ ∈ F tT with P t0
(N t,xµ ) = 0, we can view
X t,x,µ △= 1(
N t,xµ
)c(X˜t, x, µ − x) (5.9)
as a mapping from Ωt to Ωt. We claim that X t,x,µ is actually a measurable mapping from (Ωt,F tT ) to (Ωt,F tT ):
To see this, we pick up an arbitrary pair (s, E) ∈ [t, T ]×B(Rd). The Ft−adaptness of X˜t,x,µ implies that(X t,x,µ)−1((Bts)−1(E)) = {ω ∈ Ωt : X t,x,µ(ω) ∈ (Bts)−1(E)} = {ω ∈ Ωt : X t,x,µs (ω) ∈ E}
=
 N
t,x
µ ∪
(
(N t,xµ )c ∩
{
ω ∈ Ωt : X˜t, x, µs (ω) ∈ Ex
}) ∈ F tT , if 0 ∈ E ,
(N t,xµ )c ∩
{
ω ∈ Ωt : X˜t, x, µs (ω) ∈ Ex
} ∈ F tT , if 0 /∈ E , (5.10)
where Ex = {x+ x′ : x′ ∈ E} ∈ B(Rd). Thus
(
Bts
)−1
(E) ∈ Λt △=
{
A ⊂ Ωt : (X t,x,µ)−1(A) ∈ F tT}. Clearly, Λt is a
σ−field of Ωt. It follows that
F tT = σ
((
Bts
)−1
(E); s ∈ [t, T ], E ∈ B(Rd)
)
⊂ Λt, (5.11)
proving the measurability of the mapping X t,x,µ. Consequently, we can induce a probability measure
P t,x,µ
△
= P t0 ◦
(X t,x,µ)−1 (5.12)
on
(
Ωt,F tT
)
, i.e. P t,x,µ ∈ Pt. Similar to [43], we set Qt,xS
△
= {P t,x,µ}µ∈Ut .
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Lemma 5.4. Given (t, x) ∈ [0, T ]× Rd and µ ∈ U t, let X t,x,µ : Ωt → Ωt be the mapping defined in (5.9). It holds
for any s ∈ [t, T ] that (X t,x,µ)−1(FP t,x,µs ) ⊂ F ts . Moreover, we have
P t,x,µ = P t0 ◦
(X t,x,µ)−1 on FP t,x,µT . (5.13)
Proposition 5.3. For any (t, x) ∈ [0, T ]× Rd, we have Qt,xS ⊂ QtW .
The following result about Qt,xS is inspired by Lemma 8.1 of [43].
Proposition 5.4. Let (t, x) ∈ [0, T ]× Rd. For any P ∈ Qt,xS , FP coincides with GP , the P−augmented filtration
generated by the P−Brownian motion WP .
Fix (t, x) ∈ [0, T ] × Rd and set Bt,x △= x + Bt. By the continuity of l and l, Lt,xs △= l
(
s,Bt,xs
)
and Lt,xs △=
l
(
s,Bt,xs
)
, s ∈ [t, T ] are two real-valued, Ft−adapted continuous processes satisfying Lt,xs < L
t,x
s , ∀ s ∈ [t, T ]. The
measurability of
(
f,Bt,x
)
, the measurability of qˆt by Lemma (5.3) as well as the Lipschitz continuity of f in (y, z)
imply that
fˆ t,x(s, ω, y, z)
△
= f(s,Bt,xs (ω), y, z, qˆ
t
s(ω)
)
, ∀ (s, ω, y, z) ∈ [t, T ]× Ωt × R× Rd
is a P
(
Ft
)⊗B(R) ⊗B(Rd)/B(R)−measurable function that is also Lipschitz continuous in (y, z).
Given µ ∈ U t, one can deduce from (2.3), the version of (2.4) and (2.5) without ν−controls, Ho¨lder’s inequality,
(6.144) and (5.8) that
EP t,x,µ
[
sup
s∈[t,T ]
∣∣Lt,xs ∣∣q+ sup
s∈[t,T ]
∣∣Lt,xs ∣∣q+(∫ T
t
∣∣fˆ t,xτ (s, 0, 0)∣∣ds)q]≤c0+c0EP t,x,µ[ sup
s∈[t,T ]
∣∣Bt,xs ∣∣2+∫ T
t
|qˆts|2ds
]
≤c0+c0Et
[
sup
s∈[t,T ]
∣∣Bt,xs (X t,x,µ)∣∣2+∫ T
t
∣∣qˆts(X t,x,µ)∣∣2ds] ≤c0+c0Et[ sup
s∈[t,T ]
∣∣X˜t,x,µs ∣∣2+∫ T
t
|µs|2ds
]
<∞.
As Lt,xT ≤ h(Bt,xT ) ≤ L
t,x
T , it follows that EP t,x,µ
[|h(Bt,xT )|q] <∞, i.e. ξ ∈ Lq(F tτ , P t,x,µ). Then Proposition 5.4 and
Theorem 4.1 of [15] shows that the following Doubly reflected BSDE on the probability space
(
Ωt,FP t,x,µT , P t,x,µ
)

Ys = h(Bt,xT )+
∫ T
s
fˆ t,x
(
r,Yr,Zr
)
dr+K T−K s−
(KT−Ks)−∫ P t,x,µ
[s,T ]
ZrdWP t,x,µr , s ∈ [t, T ],
Lt,xs ≤ Ys ≤ L
t,x
s , s ∈ [t, T ], and
∫ T
t
(Ys − Lt,xs )dK s = ∫ T
t
(Lt,xs − Ys)dKs = 0
admits a unique solution
(
Yt,x,P t,x,µ(T, h(Bt,xT )),Zt,x,P t,x,µ(T, h(Bt,xT )),Kt,x,P t,x,µ(T, h(Bt,xT )),Kt,x,P t,x,µ(T, h(Bt,xT )))
∈ Gq
FP
t,x,µ
(
[t, T ], P t,x,µ
)
.
Proposition 5.5. For any (t, x) ∈ [0, T ]× Rd and µ ∈ U t
P t0
((
Yt,x,P t,x,µs
(
T, h(Bt,xT )
))(X t,x,µ) = Y t,x,µs (T, h(X˜t,x,µT )), ∀ s ∈ [t, T ]) = 1.
Let Y˜t,x,P t,x,µs
(
T, h(Bt,xT )
)
be the Ft−version of Yt,x,P t,x,µs
(
T, h(Bt,xT )
)
. For the constant yt,x,µ
△
= Y˜ t,x,µt
(
T, h(X˜t,x,µT )
)
∈ F tt , one can deduce from (5.13) that
1 = P t0
{(
Yt,x,P t,x,µt
(
T, h(Bt,xT )
))
(X t,x,µ) = yt,x,µ
}
= P t,x,µ
{
Yt,x,P t,x,µt
(
T, h(Bt,xT )
)
= yt,x,µ
}
.
It follows that yt,x,µ = Y˜t,x,P t,x,µt
(
T, h(Bt,xT )
)
. Hence,
w(t, x) = sup
µ∈Ut
Y˜ t,x,µt
(
T, h(X˜t,x,µT )
)
= sup
P∈Qt,xS
Y˜t,x,Pt
(
T, h
(
Bt,xT
))
, (5.14)
which extended the value function of [44]
(
see (5.9) therein
)
to the case of doubly reflected BSDEs based on more
general forward SDEs. Thus our value function w is closely related to the second-order doubly reflected BSDEs.
On the other hand, when the generator f ≡ 0, the right-hand-side of (5.14) is a doubly reflected version of the
value function considered in [33].
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6 Proofs
6.1 Proofs of Section 1 & 2
Proof of Lemma 1.1: For any s ∈ [t, T ], it is clear that σ(Ct,Ts ) ⊂ σ{(Bt,Tr )−1(E) : r ∈ [t, s], E ∈ B(Rd)} = F t,Ts .
To see the reverse, we fix r ∈ [t, s]. For any x ∈ Qd and λ ∈ Q+, let {sj}j∈N ⊂ Qr,s with lim
j→∞
↓ sj = r. Since Ωt,T
is the set of Rd−valued continuous functions on [t, T ] starting from 0, we can deduce that(
Bt,Tr
)−1(
Oλ(x)
)
=
∞∪
n=⌈ 2λ ⌉
∪
m∈N
∩
j≥m
((
Bt,Tsj
)−1(
Oλ− 1n (x)
)) ∈ σ(Ct,Ts ).
which implies that
O △= {Oλ(x) : x ∈ Qd, λ ∈ Q+} ⊂ Λr △= {E ⊂ Rd : (Bt,Tr )−1(E) ∈ σ(Ct,Ts )}.
Clearly, O generates B(Rd) and Λr is a σ−field of Rd. Thus, one has B(Rd) ⊂ Λr. Then it follows that
F t,Ts = σ
{(
Bt,Tr
)−1
(E) : r ∈ [t, s], E ∈ B(Rd)
}
⊂ σ(Ct,Ts ). 
Proof of Lemma 1.2: For simplicity, let us denote ΠT,St,s by Π. We first show the continuity of Π. Let A be an
open subset of Ωs,S . Given ω ∈ Π−1(A), since Π(ω) ∈ A, there exist a δ > 0 such that Oδ
(
Π(ω)
) △
=
{
ω˜ ∈ Ωs,S :
sup
r∈[s,S]
∣∣ω˜(r) − (Π(ω))(r)∣∣ < δ} ⊂ A. For any ω′ ∈ Oδ/2(ω), one can deduce that
sup
r∈[s,S]
∣∣(Π(ω′))(r) − (Π(ω))(r)∣∣ ≤ ∣∣ω′(s)− ω(s)∣∣+ sup
r∈[s,S]
∣∣ω′(r)− ω(r)∣∣ ≤ 2 sup
r∈[t,T ]
|ω′(r) − ω(r)| < δ,
which shows that Π(ω′) ∈ Oδ
(
Π(ω)
) ⊂ A or ω′ ∈ Π−1(A). Hence, Π−1(A) is an open subset of Ωt,T .
Now, let r ∈ [s, S]. For any s′ ∈ [s, r] and E ∈ B(Rd), one can deduce that
Π−1
((
Bs,Ss′
)−1
(E)
)
=
{
ω ∈ Ωt,T : Bs,Ss′
(
Π(ω)
)∈E}={ω ∈ Ωt,T : ω(s′)−ω(s)∈E}=(Bt,Ts′ −Bt,Ts )−1(E)∈F t,Tr . (6.1)
Thus all the generating sets of Fs,Sr belong to Λ △=
{
A ⊂ Ωs,S : Π−1(A) ∈ F t,Tr
}
, which is clearly a σ−field of Ωs,S .
It follows that Fs,Sr ⊂ Λ, i.e., Π−1(A) ∈ F t,Tr for any A ∈ Fs,Sr .
Next, we show that the the induced probability P˜
△
= P t,T0 ◦ Π−1 equals to P s,S0 on Fs,SS : Since the Wiener
measure on
(
Ωs,S ,B(Ωs,S)
)
is unique (see e.g. Proposition I.3.3 of [39]), it suffices to show that the canonical
process Bs,S is a Brownian motion on Ωs,S under P˜ : Let s ≤ r ≤ r′ ≤ S. For any E ∈ B(Rd), similar to (6.1), one
can deduce that
Π−1
((
Bs,Sr′ −Bs,Sr
)−1
(E)) = (Bt,Tr′ −Bt,Tr )−1(E). (6.2)
Thus, P˜
((
Bs,Sr′ −Bs,Sr
)−1
(E)
)
= P t,T0
(
Π−1
((
Bs,Sr′ −Bs,Sr
)−1
(E))) = P t,T0 ((Bt,Tr′ −Bt,Tr )−1(E)), which shows that
the distribution of Bs,Sr′ −Bs,Sr under P˜ is the same as that of Bt,Tr′ −Bt,Tr under P t,T0 (a d−dimensional normal
distribution with mean 0 and variance matrix (r′ − r)Id×d).
On the other hand, for any A ∈ Fs,Sr , since Π−1(A) belongs to F t,Tr , its independence from Bt,Tr′ −Bt,Tr under
P t,T0 and (6.2) yield that for any E ∈ B(Rd)
P˜
(
A ∩ (Bs,Sr′ −Bs,Sr )−1(E)) = P t,T0 (Π−1(A) ∩ Π−1((Bs,Sr′ −Bs,Sr )−1(E)))
= P t,T0
(
Π−1(A)
)
· P t,T0
(
Π−1
((
Bs,Sr′ −Bs,Sr
)−1
(E))) = P˜ (A) · P˜((Bs,Sr′ −Bs,Sr )−1(E)).
Hence, Bs,Sr′ −Bs,Sr is independent of Fs,Sr under P˜ . 
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Proof of Lemma 1.3:
(1) First, let ξ∈L1(FPT , P ) and s∈ [t, T ]. For any A∈FPs , there exists an A˜ ∈ F ts such that A∆ A˜ ∈ N P (see e.g.
Problem 2.7.3 of [27]). Thus we have that
∫
A
ξdP =
∫
A˜
ξdP =
∫
A˜
EP
[
ξ
∣∣F ts]dP =∫AEP [ξ∣∣F ts]dP , which implies that
EP
[
ξ
∣∣FPs ] = EP [ξ∣∣F ts], P−a.s. (6.3)
Then it easily follows that any martingale X with respect to (Ft, P ) is also a martingale with respect to (FP , P ).
Next, let X = {Xs}s∈[t,T ] be a local martingale with respect to (Ft, P ). There exists an increasing sequence
{τn}n∈N of Ft−stopping times with P
(
lim
n→∞
↑ τn = T
)
= 1 such that Btτn∧ · , n ∈ N are all martingales with respect
to (Ft, P ). For any m ∈ N, νm △= inf{s ∈ [t, T ] : |Xs| > m} ∧ T defines an Ft−stopping time. In light of the
Optional Sampling theorem, Xτn∧νm∧· is a martingale with respect to (F
t, P ). Thus, for any t≤s<r≤T , one has
EP
[
Xτn∧νm∧r
∣∣∣FPs ] = EP [Xτn∧νm∧r∣∣∣F ts] = Xτn∧νm∧s, P − a.s. (6.4)
Since P
(
lim
n→∞
↑ τn = T
)
= 1, when n→∞ in (6.4), the bounded convergence theorem implies that EP
[
Xνm∧r
∣∣∣FPs ]
= Xνm∧s, P−a.s. Namely, Xνm∧· is a bounded martingale with respect to
(
FP , P
)
. Clearly, {νm}k∈N are
FP−stopping times with lim
k→∞
↑ νm = T . Hence, X is a local martingale with respect to
(
FP , P
)
, More general,
any semi-martingale with respect to (Ft, P ) is also a semi-martingale with respect to
(
FP , P
)
.
(2) The uniqueness is obvious and it suffices to show the existence for case E = R: Let {Xs}s∈[t,T ] be a real-valued,
FP−adapted continuous process. For each s ∈ Qt,T , we see from (6.3) that
X˜s
△
= EP
[
Xs
∣∣F ts] = EP [Xs∣∣FPs ] = Xs, P−a.s.
Set N △= {ω ∈ Ωt : the path s → Xs(ω) is not continuous }∪( ∪
s∈Qt,T
{Xs 6= X˜s}
)
∈ N P . Since Xns △=∑1+⌊n(T−t)⌋
i=1 X˜t+ i−1n
1{s∈[t+ i−1n ,t+
i
n )}
, s ∈ [t, T ] is a real-valued, Ft−progressively measurable process for any n ∈ N,
We see that X˜s
△
=
(
lim
n→∞
Xns
)
1{ lim
n→∞
Xns <∞}
also defines a real-valued, Ft−progressively measurable process.
Let ω ∈ N c and s ∈ [t, T ]. For any n ∈ N, since s ∈ [sn, sn + 1n ) with sn
△
= t +
⌊n(s− t)⌋
n
, one has
Xns (ω) = X˜sn(ω) = Xsn(ω). Clearly, lim
n→∞
↑ sn = s, As n → ∞, the continuity of X shows that lim
n→∞
Xns (ω) =
lim
n→∞
Xsn(ω) = Xs(ω), which implies that N c ⊂
{
ω ∈ Ωt : Xs(ω) = X˜s(ω), ∀ s ∈ [t, T ]
}
. Therefore, X˜ is
P−indistinguishable from X , and it follows that X˜ also has P−a.s. continuous paths.
Next, let {Xs}s∈[t,T ] be a real-valued, FP−progressively measurable process that is bounded. Since Xs △=∫ s
t
Xrdr, s ∈ [t, T ] defines an real-valued, FP−adapted continuous process, we know from part (1) that X has a
unique Ft−version X˜ . For any n ∈ N, Xns △= n
(
X˜s−X˜(s−1/n)∨t
)
is clearly an real-valued, Ft−adapted continuous
process and thus an Ft−progressively measurable process. It follows that X˜s △=
(
lim
n→∞
Xns
)
1{ lim
n→∞
Xns <∞}
again
defines a real-valued, Ft−progressively measurable process.
Set N̂ △= {ω ∈ Ωt : Xs(ω) 6= X˜s(ω) for some s ∈ [t, T ]} ∈ N P . For any ω ∈ N̂ c, one can deduce that
lim
n→∞
Xns (ω) = lim
n→∞
n
(
Xs −X(s−1/n)∨t
)
= lim
n→∞
n
∫ s
(s−1/n)∨t
Xrdr = Xs, for a.e. s ∈ [t, T ],
which implies that X˜s(ω) = Xs(ω) for ds× dP−a.s. (s, ω) ∈ [t, T ]× Ωt.
Moreover, for general real-valued, FP−progressively measurable process {Xs}s∈[t,T ], let X˜m be the Ft−version
of
{
Xms = (−m) ∨
(
Xs ∧m
)}
s∈[t,T ]
for any m ∈ N. Then X˜s △=
(
lim
m→∞
X˜ms
)
1{ lim
m→∞
X˜ms <∞}
defines a real-valued,
Ft−progressively measurable process. Let D △= ∪
m∈N
{
(s, ω) ∈ [t, T ]×Ωt : Xms (ω) 6= X˜ms (ω)
}
. Clearly, ds×dP (D) =
0 and it holds for any (s, ω) ∈ ([t, T ]× Ωt)\D that X˜s(ω) = Xs(ω). 
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Lemma 6.1. Given t ∈ [0, T ] and two (t, q)−parameter sets (ξ1, f1, L1, L1), (ξ2, f2, L2, L2) with P t0(L1s ≤ L2s, L1s ≤
L
2
s, ∀ s ∈ [t, T ]
)
= 1, let
(
Y i, Zi,Ki,K
i) ∈ Cq
F
t([t, T ]) × H2,q
F
t ([t, T ],Rd) × K
F
t([t, T ]) × K
F
t([t, T ]), i = 1, 2 be a
solution of DRBSDE
(
P t0 , ξi, fi, L
i, L
i)
. For either i = 1 or i = 2, if fi satisfies (1.6), then for any ̟∈(1, q]
Et
[
sup
s∈[t,T ]
∣∣(Y 1s −Y 2s )+∣∣̟]≤C(T,̟, γ)
{
Et
[∣∣(ξ1−ξ2)+∣∣̟]+Et[(∫ T
t
(
f1(r, Y
3−i
r , Z
3−i
r )−f2(r, Y 3−ir , Z3−ir )
)+
dr
)̟ ]}
.
Proof: Without loss of generality, let f1 satisfy (1.6). Fix ̟∈(1, q]. We assume that
Et
[(∫ T
t
(
f1(r, Y
2
r , Z
2
r )−f2(r, Y 2r , Z2r )
)+
dr
)̟ ]
<∞, (6.5)
otherwise, the result holds automatically.
For X = ξ, Y, Z, we set ∆X
△
= X1 − X2. Applying Tanaka’s formula to process (∆Y )+ yields that
(∆Ys)
+ = (∆ξ)+ +
∫ T
s
1{∆Yr>0}
(
f1(r, Y
1
r , Z
1
r )− f2(r, Y 2r , Z2r )
)
dr − 1
2
∫ T
s
dLr
+
∫ T
s
1{∆Yr>0}
(
dK1r − dK2r − dK
1
r + dK
2
r
)− ∫ T
s
1{∆Yr>0}∆ZrdB
t
r, ∀ t ≤ s ≤ T,
where L is a real-valued, Ft−adapted, increasing and continuous process known as “local time”. Then we can
deduce from Lemma 2.1 of [15] that
∣∣(∆Ys)+∣∣̟ − ∣∣(∆Ys′ )+∣∣̟ + ̟(̟ − 1)
2
∫ s′
s
1{∆Yr>0}
∣∣(∆Ys)+∣∣̟−2|∆Zr|2dr
≤̟
∫ s′
s
1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−1(f1(r, Y 1r , Z1r )−f2(r, Y 2r , Z2r ))dr+̟∫ s′
s
1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−1(dK1r−dK2r−dK1r+dK2r)
−̟
∫ s′
s
1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−1∆ZrdBtr−̟2
∫ s′
s
1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−1dLr, ∀ t ≤ s ≤ s′ ≤ T. (6.6)
By the lower flat-off condition of DRBSDE
(
P t0 , ξ1, f1, L
1, L
1)
, it holds P t0−a.s. that
0≤
∫ T
t
1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−1dK1r=∫ T
t
1{L1r=Y 1r >Y 2r }
∣∣(L1r−Y 2r )+∣∣̟−1dK1r≤∫ T
t
1{L1r>L2r}
∣∣(L1r−Y 2r )+∣∣̟−1dK1r = 0.
Similarly, the upper flat-off condition of DRBSDE
(
P t0 , ξ2, f2, L
2, L
2)
implies that P t0−a.s.
0≤
∫ T
t
1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−1dK2r=∫ T
t
1
{Y 1r >Y
2
r =L
2
r}
∣∣(Y 1r −L2r)+∣∣̟−1dK2r≤∫ T
t
1
{L
1
r>L
2
r}
∣∣(Y 1r −L2r)+∣∣̟−1dK2r = 0.
Putting these two inequality back into (6.6) and using Lipschitz continuity of f1 in (y, z), we obtain∣∣(∆Ys)+∣∣̟ + ̟(̟ − 1)
2
∫ s′
s
1{∆Yr>0}
∣∣(∆Ys)+∣∣̟−2|∆Zr|2dr
≤ ∣∣(∆Ys′)+∣∣̟+̟∫ s′
s
1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−1[(γ|∆Yr|+γ|∆Zr|+∆f+)dr−∆ZrdBtr], ∀ t≤s≤s′≤T, (6.7)
where ∆f+
△
=
(
f1(r, Y
2
r , Z
2
r )− f2(r, Y 2r , Z2r )
)+
.
Since Cq
F
t([t, T ]) ⊂ C̟
F
t([t, T ]) and H
2,q
F
t ([t, T ],Rd) ⊂ H2,̟
F
t ([t, T ],Rd) by Jensen’s inequality, the Burkholder-
Davis-Gundy inequality and Ho¨lder’s inequality imply that for some c > 0
Et
[
sup
s∈[t,T ]
∣∣∣∣ ∫ s
t
1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−1∆ZrdBtr∣∣∣∣
]
≤ cEt
[(∫ T
t
∣∣(∆Yr)+∣∣2̟−2∣∣∆Zr∣∣2dr)1/2]
≤ cEt
[
sup
r∈[t,T ]
∣∣∆Yr∣∣̟−1(∫ T
t
∣∣∆Zr∣∣2dr)1/2] ≤ c∥∥∆Y ∥∥̟−1C̟
F
t ([t,T ])
∥∥∆Z∥∥
H
2,̟
F
t ([t,T ],R
d)
<∞,
6.1 Proofs of Section 1 & 2 23
which shows that{ ∫ s
t
1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−1∆ZrdBtr}s∈[t,T ] is a uniformly integrable martingale with respect to (Ft, P t0). (6.8)
Then, letting s = t, s′=T and taking the expectation Et in (6.7), we can deduce from Ho¨lder’s inequality, Young’s
inequality and (6.5) that
̟(̟−1)
2
Et
∫ T
t
1{∆Yr>0}
∣∣(∆Ys)+∣∣̟−2|∆Zr|2dr
≤ Et
[ ∣∣∆ξ∣∣̟]+̟Et[( sup
r∈[t,T ]
∣∣∆Yr∣∣̟−1)(γ(T−t) sup
r∈[t,T ]
|∆Yr|+ γ
√
T−t
( ∫ T
t
|∆Zr|2dr
)1/2
+
∫ T
t
∆f+dr
)]
≤ ̟(1 + γ(T−t))∥∥∆Y ∥∥̟
C̟
F
t([t,T ])
+γ̟(T−t)̟/2∥∥∆Z∥∥̟
H
2,̟
F
t ([t,T ],R
d)
+Et
[(∫ T
t
∆f+dr
)̟ ]
<∞.
Hence, we can define an increasing sequence of Ft−stopping times
τn
△
= inf
{
s ∈ [t, T ] :
∫ s
t
1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−2∣∣∆Zr∣∣2dr > n} ∧ T, ∀n ∈ N
such that lim
n→∞
↑ τn = T , P t0−a.s. Fix n ∈ N. Since
1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−1|∆Zr| ≤ γ
̟−1
∣∣(∆Yr)+∣∣̟+̟−1
4γ
1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−2∣∣∆Zr∣∣2dr, s ∈ [t, T ],
letting s = τn ∧ s and s′ = τn in (6.7) yields that
∣∣(∆Yτn∧s)+∣∣̟ + ̟(̟−1)4
∫ τn
τn∧s
∣∣(∆Yr)+∣∣̟−21{∆Yr>0}∣∣∆Zr∣∣2dr ≤ ∣∣(∆Yτn)+∣∣̟+̟ ∫ τn
τn∧s
∣∣(∆Yr)+∣∣̟−1∆f+dr
+
(
̟γ +
̟γ2
̟−1
)∫ τn
τn∧s
∣∣(∆Yr)+∣∣̟dr −̟ ∫ τn
τn∧s
1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−1∆ZrdBtr, s ∈ [t, T ]. (6.9)
Taking the expectation Et, we can deduce from Fubini’s Theorem, (6.8) and Optional Sampling Theorem that
Et
[∣∣(∆Yτn∧s)+∣∣̟]+ ̟(̟−1)4 Et
∫ τn
τn∧s
1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−2∣∣∆Zr∣∣2dr
≤ Et
[
ηn
]
+
(
̟γ +
̟γ2
̟−1
)∫ T
s
Et
[∣∣(∆Yτn∧r)+∣∣̟]dr, s ∈ [t, T ], (6.10)
where ηn
△
=
∣∣(∆Yτn)+∣∣̟ +̟ ∫ τnt ∣∣(∆Yr)+∣∣̟−1∆f+dr.
Let C(T,̟, γ) denote a generic constant, depending on T,̟, γ, whose form may vary from line to line. An
application of Gronwall’s inequality to (6.10) yields that
Et
[∣∣(∆Yτn∧s)+∣∣̟]+ ̟(̟−1)4 Et
∫ τn
τn∧s
1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−2∣∣∆Zr∣∣2dr ≤ C(T,̟, γ)Et[ηn], s ∈ [t, T ]. (6.11)
which together with Fubini’s Theorem shows that
Et
∫ τn
t
|(∆Ys)+
∣∣̟ds ≤ Et ∫ T
t
∣∣(∆Yτn∧s)+∣∣̟ds = ∫ T
t
Et
[∣∣(∆Yτn∧s)+∣∣̟]ds ≤ C(T,̟, γ)Et[ηn].
Then we can deduce from (6.9) that
Et
[
sup
s∈[t,τn]
∣∣(∆Ys)+∣∣̟] ≤ C(T,̟, γ)Et[ηn]+̟Et[ sup
s∈[t,T ]
∣∣∣∣ ∫ τn
τn∧s
1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−1∆ZrdBtr∣∣∣∣ ].
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The Burkholder-Davis-Gundy inequality again implies that for some c > 0
Et
[
sup
s∈[t,T ]
∣∣∣∣ ∫ T
s
1{r≤τn}1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−1∆ZrdBtr∣∣∣∣ ] ≤cEt[(∫ T
t
1{r≤τn}1{∆Yr>0}
∣∣(∆Yr)+∣∣2̟−2∣∣∆Zr∣∣2dr)1/2]
≤cEt
[
sup
r∈[t,τn]
∣∣(∆Yr)+∣∣̟/2(∫ τn
t
1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−2∣∣∆Zr∣∣2dr)1/2]≤ 1
2̟
Et
[
sup
r∈[t,τn]
∣∣(∆Yr)+∣∣̟]
+
̟c2
2
Et
∫ τn
t
1{∆Yr>0}
∣∣(∆Yr)+∣∣̟−2∣∣∆Zr∣∣2dr ≤ 1
2̟
Et
[
sup
r∈[t,τn]
∣∣(∆Yr)+∣∣̟]+C(T,̟, γ)Et[ηn],
where we used (6.11) with s = t in the last inequality. Since Et
[
sup
r∈[t,τn]
∣∣(∆Yr)+∣∣̟] ≤ ∥∥∆Y ∥∥̟C̟
F
t ([t,T ])
< ∞, it
follows from Young’s inequality that
Et
[
sup
s∈[t,τn]
∣∣(∆Ys)+∣∣̟]≤C(T,̟, γ)Et[ηn]≤C(T,̟, γ){Et[∣∣(∆Yτn)+∣∣̟]+Et[ sup
r∈[t,τn]
∣∣(∆Yr)+∣∣̟−1∫ τn
t
∆f+dr
]}
≤C(T,̟, γ)Et
[∣∣(∆Yτn)+∣∣̟]+12Et
[
sup
r∈[t,τn]
∣∣(∆Yr)+∣∣̟]+C(T,̟, γ)Et[(∫ τn
t
∆f+dr
)̟ ]
.
Hence, we have
Et
[
sup
s∈[t,τn]
∣∣(∆Ys)+∣∣̟] ≤ C(T,̟, γ){Et[∣∣(∆Yτn)+∣∣̟]+ Et[(∫ T
t
∆f+dr
)̟ ]}
. (6.12)
Since ∆Y ∈ C̟
F
t([t, T ]) and since lim
n→∞
↑ τn = T , P t0−a.s., the Dominated Convergence Theorem implies that
lim
n→∞
Et
[∣∣(∆Yτn)+∣∣̟] = Et[∣∣(∆ξ)+∣∣̟]. Letting n→∞ in (6.12) and applying the Monotone Convergence Theorem
on its left-hand-side lead to that
Et
[
sup
s∈[t,T ]
∣∣(Y 1s −Y 2s )+∣∣̟]≤C(T,̟, γ)
{
Et
[∣∣(ξ1−ξ2)+∣∣̟]+Et[(∫ T
t
(
f1(r, Y
2
r , Z
2
r )−f2(r, Y 2r , Z2r )
)+
dr
)̟ ]}
. (6.13)
Proof of Proposition 1.1: For either i = 1 or i = 2, if fi satisfies (1.6), applying Lemma 6.1 with ̟ = q yields
that Et
[
sup
s∈[t,T ]
∣∣(Y 1s −Y 2s )+∣∣q] = 0. Hence, it holds P t0−a.s. that (∆Ys)+ = 0, or Y 1s ≤ Y 2s for any s ∈ [t, T ]. 
Proof of Proposition 1.2: For any ̟ ∈ (1, q], it follows from Lemma 6.1 that
Et
[
sup
s∈[t,T ]
∣∣(Y 1s −Y 2s )+∣∣̟]≤C(T,̟, γ)
{
Et
[∣∣(ξ1−ξ2)+∣∣̟]+Et[(∫ T
t
(
f1(r, Y
2
r , Z
2
r )−f2(r, Y 2r , Z2r )
)+
dr
)̟ ]}
.(6.14)
Exchanging the order of Y 1, Y 2 and applying Lemma 6.1 again give that
Et
[
sup
s∈[t,T ]
∣∣(Y 2s −Y 1s )+∣∣̟]≤C(T,̟, γ)
{
Et
[∣∣(ξ2−ξ1)+∣∣̟]+Et[(∫ T
t
(
f2(r, Y
2
r , Z
2
r )−f1(r, Y 2r , Z2r )
)+
dr
)̟ ]}
,
which together with (6.14) implies (1.7). 
Proof of Lemma 2.1: (1) Set Θ = (t, x, µ, ν) and fix s ∈ [t, T ]. For any s′ ∈ [t, s], one can deduce from (1.1),
(2.2) and (2.1) that
sup
r∈[t,s′]
∣∣XΘr − x∣∣ ≤ γ∫ s′
t
(
1+|x|+ sup
r∈[t,r]
∣∣XΘr −x∣∣+[µr]U+[νr]V)dr + sup
r∈[t,s′]
∣∣∣∣∫ r
t
σ
(
r,XΘr , µr, νr
)
dBtr
∣∣∣∣ , P t0 − a.s.
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Then Ho¨lders inequality, Doob’s martingale inequality, (2.2), (2.1) and Fubini’s Theorem imply that
Et
[
sup
r∈[t,s′]
∣∣XΘr − x∣∣2
]
≤ c0Et
∫ s′
t
(
1+|x|2 + sup
r∈[t,r]
∣∣XΘr −x∣∣2+[µr]2U+[νr]2V)dr + c0Et∫ s
′
t
∣∣σ(r,XΘr , µr, νr)∣∣2dr
≤ c0(1+|x|2)(s− t) + c0
∫ s′
t
Et
[
sup
r∈[t,r]
∣∣XΘr −x∣∣2
]
dr+ c0Et
∫ s′
t
(
[µr]
2
U
+[νr]
2
V
)
dr, s′ ∈ [t, s].
An application of Gronwall’s inequality yields that
Et
[
sup
r∈[t,s′]
∣∣XΘr − x∣∣2
]
≤ c0ec0T (1+|x|2)(s− t) + c0ec0TEt
∫ s′
t
(
[µr]
2
U
+[νr]
2
V
)
dr, s′ ∈ [t, s].
Taking s′ = s gives (2.8).
(2) Given x′ ∈ Rk, we set ∆Xr △= Xt,x,µ,νr −Xt,x
′,µ,ν
r , ∀ r ∈ [t, T ]. By (2.2),
sup
r∈[t,s]
∣∣∆Xr∣∣≤|x−x′|+γ∫ s
t
|∆Xr|dr+ sup
r∈[t,s]
∣∣∣∣∫ r
t
(
σ
(
r,Xt,x,µ,νr , µr, νr
)−σ(r,Xt,x′,µ,νr , µr, νr))dBtr∣∣∣∣, ∀ s∈ [t, T ].
Then the Burkholder-Davis-Gundy inequality and (2.2) imply that
Et
[
sup
r∈[t,s]
|∆Xr|̟
]
≤ c̟|x−x′|̟ + c̟Et
[(∫ s
t
|∆Xr|dr
)̟
+
(∫ s
t
|∆Xr|2dr
)̟ /2]
≤ c̟|x−x′|̟ + c̟Et
[(∫ s
t
|∆Xr|dr
)̟
+ sup
r∈[t,s]
|∆Xr|̟/2
(∫ s
t
|∆Xr|dr
)̟ /2]
≤ c̟|x−x′|̟ + c̟Et
[(∫ s
t
|∆Xr|dr
)̟]
+
1
2
Et
[
sup
r∈[t,s]
|∆Xr|̟
]
, ∀ s∈ [t, T ].
As Et
[
sup
r∈[t,T ]
|∆Xr|̟
]
≤ 1 + 2Et
[
sup
r∈[t,T ]
∣∣Xt,x,µ,νr ∣∣2 + sup
r∈[t,T ]
∣∣Xt,x′,µ,νr ∣∣2] < ∞ by (2.7), it follows from Ho¨lder’s
inequality and Fubini’s Theorem that
Et
[
sup
r∈[t,s]
|∆Xr|̟
]
≤c̟|x−x′|̟+c̟Et
∫ s
t
∣∣∆Xr∣∣̟dr≤c̟|x−x′|̟+c̟∫ s
t
Et
[
sup
r′∈[t,r]
∣∣∆Xr′∣∣̟]dr, ∀ s∈ [t, T ]. (6.15)
An application of Gronwall’s inequality yields (2.9).
(3) Next, Let us assume (2.10) for some λ ∈ (0, 1]. Given µ′ ∈ U t, we set ∆Xr △= Xt,x,µ,νr −Xt,x,µ
′,ν
r , ∀ r ∈ [t, T ].
By (2.2) and (2.10),
sup
r∈[t,s]
∣∣∆Xr∣∣≤γ∫ s
t
(
|∆Xr |+ρλ
U
(
µr, µ
′
r
))
dr+ sup
r∈[t,s]
∣∣∣∣∫ r
t
(
σ
(
r,Xt,x,µ,νr , µr, νr
)−σ(r,Xt,x,µ′,νr , µ′r, νr))dBtr∣∣∣∣, ∀ s∈ [t, T ].
Then one can deduce from the Burkholder-Davis-Gundy inequality, (2.2), (2.10) and Ho¨lder’s inequality that
Et
[
sup
r∈[t,s]
|∆Xr|̟
]
≤ c̟Et
[(∫ s
t
|∆Xr |dr
)̟
+
(∫ s
t
ρλ
U
(
µr, µ
′
r
)
dr
)̟
+
(∫ s
t
(
|∆Xr|+ρλ
U
(
µr, µ
′
r
))2
dr
)̟ /2]
≤ c̟Et
[(∫ s
t
|∆Xr|dr
)̟
+
(∫ s
t
ρ2λ
U
(
µr, µ
′
r
)
dr
)̟ /2
+ sup
r∈[t,s]
|∆Xr|̟/2
(∫ s
t
|∆Xr |dr
)̟ /2]
≤ c̟Et
[(∫ s
t
|∆Xr|dr
)̟
+
(∫ s
t
ρ2λ
U
(
µr, µ
′
r
)
dr
)̟ /2]
+
1
2
Et
[
sup
r∈[t,s]
|∆Xr|̟
]
, ∀ s∈ [t, T ].
Similar to (6.15), it follows from Ho¨lder’s inequality and Fubini’s Theorem that
Et
[
sup
r∈[t,s]
|∆Xr|̟
]
≤c̟
∫ s
t
Et
[
sup
r′∈[t,r]
∣∣∆Xr′∣∣̟]dr+c̟Et[(∫ s
t
ρ2λ
U
(
µr, µ
′
r
)
dr
)̟ /2]
, ∀ s∈ [t, T ].
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Then an application of Gronwall’s inequality yields (2.11). Similarly, with (2.12) we can deduce (2.13) for each
ν ′ ∈ Vt. 
Lemma 6.2. Let M be a separable metric space with metric ρ
M
. For any two M−valued, Ft−adapted (resp.
Ft−progressively measurable) processes Y , Z, the nonnegative-valued process ρ
M
(
Y, Z
)
is also Ft−adapted (resp.
Ft−progressively measurable).
Proof: Let {xn}n∈N be the countable dense subset of M and denote by B(M) the Borel−σ−field of M. We first
claim that for any y, z ∈M and λ > 0,
ρ
M
(y, z)<λ if and only if there exist n∈N and r∈Q ∩ (0, λ) such that ρ
M
(y, xn)<r and ρM(xn, z)<λ− r. (6.16)
“⇐=”: This direction is obvious due to the triangle inequality. “=⇒”: If ρ
M
(y, z) < λ, we let r be a positive
rational number that is less than 12
(
λ− ρ
M
(y, z)
)
. There exists an n ∈ N, such that ρ
M
(y, xn) < r. By the triangle
inequality,
ρ
M
(xn, z) ≤ ρM(xn, y) + ρM(y, z) < r + ρM(y, z) < λ− r.
So we proved the claim (6.16).
Now, given two M−valued, Ft−adapted processes Y and Z, for any s∈ [t, T ] and λ>0, (6.16) implies that{
ω∈Ωt : ρ
M
(
Ys(ω), Zs(ω)
)
<λ
}
= ∪
n∈N
∪
r∈Q∩(0,λ)
({
ω ∈ Ωt : Ys(ω)∈Or(xn)
}∩{ω∈Ωt : Zs(ω)∈Oλ−r(xn)}) ∈ F ts,
which shows ρ
M
(
Y, Z
)
is also Ft−adapted.
If Y and Z are further Ft−progressively measurable, then for any s∈ [t, T ] and λ>0, we see from (6.16) that{
(r, ω)∈ [t, s]× Ωt : ρ
M
(
Yr(ω), Zr(ω)
)
<λ
}
= ∪
n∈N
∪
r∈Q∩(0,λ)
({
(r, ω)∈ [t, s]×Ωt : Yr(ω)∈Or(xn)
}∩{(r, ω)∈ [t, s]×Ωt : Zr(ω)∈Oλ−r(xn)})∈B([t, s])⊗F ts.
Namely, ρ
M
(
Y, Z
)
is Ft−progressively measurable as well. 
Proof of Lemma 2.2: We set Θ
△
= (t, x, µ, ν).
(1) For any x′∈Rk, let Θ′ △=(t, x′, µ, ν) and ∆X △=X˜Θ′−X˜Θ. The measurability of (fΘT ,∆X) and (2.5) show that
f±(s, ω, y, z)
△
=fΘT (s, ω, y, z)± γ
∣∣∆Xs(ω)∣∣2/q, ∀ (s, ω, y, z) ∈ [t, T ]× Ωt × R× Rd
define two P
(
Ft
) ⊗ B(R) ⊗ B(Rd)/B(R)−measurable functions that are Lipschitz continuous in (y, z) with
coefficient γ. We see from Ho¨lder inequality, (2.16) and (2.7) that
Et
[(∫ T
t
∣∣f±(s, 0, 0)∣∣ds)q] ≤ c0Et[(∫ T
t
∣∣fΘT (s, 0, 0)∣∣ds)q + sup
s∈[t,T ]
∣∣∆Xs∣∣2] <∞. (6.17)
Fix ε > 0. The function φ(x)
△
=
(|x|2 + ε)1/q, x ∈ Rk has the following derivatives: for any i, j ∈ {1, · · ·, k}
∂i φ(x)=
2
q
φ1−q(x) xi and ∂
2
ij φ(x)=
2
q
φ1−q(x) δij+
4
q2
(1−q)φ1−2q(x) xixj .
It is easy to estimate that
|x|2/q ≤ φ(x) ≤ |x|2/q + ε1/q, |Dφ(x)| = 2
q
φ1−q(x) |x| ≤ 2
q
∣∣x∣∣ 2q−1, ∀ x ∈ Rk. (6.18)
For any z ∈ Rk×d, since trace(D2φ(x)zzT ) = 2q φ1−q(x) |z|2+ 4q2 (1−q)φ1−2q(x) ∣∣zT x∣∣2, we also have
− 2
q
|x| 2q−2 |z|2 ≤ 4
q2
(1−q)|x| 2q−2 |z|2 ≤ trace(D2φ(x)zzT ) ≤ 2
q
|x| 2q−2 |z|2, ∀ x ∈ Rk. (6.19)
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Let us define F tT−measurable random variables ξ±
△
=h
(
X˜ΘT
) ± γφ(∆XT ) as well as real−valued, Ft−adapted
continuous processes
L±s
△
= LΘs ± γφ
(
∆Xs
)
and L
±
s
△
= LΘs ± γφ
(
∆Xs
)
, ∀ s ∈ [t, T ].
Clearly, L±s < L
±
s for any s ∈ [t, T ] and L±T ≤ξ±≤L
±
T , P
t
0−a.s. Since
Et
[
sup
s∈[t,T ]
∣∣φ(∆Xs)∣∣q] ≤ c0Et[ sup
s∈[t,T ]
∣∣∆Xs∣∣2]+c0ε <∞ (6.20)
by (6.18) and (2.7), we see from (2.16) that L±, L
± ∈ Cq
Ft
(
[t, T ]
)
and it follows that ξ±∈Lq(F tT ). Then Theorem
4.1 of [15] shows that the DRBSDE
(
P t0 , ξ±, f±, L
±, L±
)
admits a unique solution
(
Y ±, Z±,K±,K
±
)
∈ Gq
F
t([t, T ]).
For any (s, ω, y, z) ∈ [t, T ]× Ωt × R× Rd, the 2/q−Ho¨lder continuity of h, (2.5) and (2.3) imply that
ξ−(ω) ≤ h
(
X˜Θ
′
T (ω)
) ≤ ξ+(ω), f−(s, ω, y, z) ≤ fΘ′T (s, ω, y, z) ≤ f+(s, ω, y, z),
L−s (ω) ≤ LΘ
′
s (ω) ≤ L+s (ω), and L−s (ω) ≤ LΘ
′
s (ω) ≤ L+s (ω).
Clearly, there inequalities also hold if Θ′ is replaced by Θ. Proposition 1.1 then yields that P t0−a.s.
Y −s ≤ Y Θ
′
s
(
T, h
(
X˜Θ
′
T
)) ≤ Y +s , and Y −s ≤ Y Θs (T, h(X˜ΘT )) ≤ Y +s , ∀ s ∈ [t, T ]. (6.21)
By (6.20), the processes Ŷ ±s
△
= Y ±s ∓ γφ
(
∆Xs
)
, s ∈ [t, T ] are of Cq
Ft
(
[t, T ]
)
. Applying Itoˆ’s formula yields that
Ŷ ±s = ξ±+
∫ T
s
[
f±(r, Y
±
r , Z
±
r )± γ
(
(Dφ)
(
∆Xr
))T
∆br ± 1
2
γ trace
(
D2φ
(
∆Xr
)
∆σr(∆σr)
T
)]
dr
+K±T −K±s −
(
K
±
T −K
±
s
)−∫ T
s
Ẑ±r dB
t
r, s ∈ [t, T ], (6.22)
where ∆br
△
= b
(
r, X˜Θ
′
r , µr, νr
) − b(r, X˜Θr , µr, νr), ∆σr △= σ(r, X˜Θ′r , µr, νr) − σ(r, X˜Θr , µr, νr) and Ẑ±r △= (Z±r ∓
γ
(
(Dφ)
(
∆Xr
))T
∆σr
)
. To wit,
(
Ŷ ±, Ẑ±,K±,K
±
)
solves the DRBSDE
(
P t0 , ξ±, fˆ
±, LΘ, LΘ
)
with
fˆ±(s, ω, y, z)
△
= f±
(
s, ω, y ± γφ(∆Xs(ω)), z ± γ ((Dφ)(∆Xs(ω)))T∆σs(ω))± γ ((Dφ)(∆Xr(ω)))T∆br(ω)
±1
2
γ trace
(
D2φ
(
∆Xr(ω)
)
∆σr(ω)(∆σr(ω))
T
)
, ∀ (s, ω, y, z) ∈ [t, T ]× Ωt × R× Rd.
The measurability of
(
f±, b, σ, X˜
Θ′ , X˜Θ, µ, ν
)
and the Lipschitz continuity of f± in (y, z) imply that fˆ
± are also
P
(
Ft
)⊗B(R)⊗B(Rd)/B(R)−measurable functions that are Lipschitz continuous in (y, z) with coefficient γ. Then
we can deduce from (6.19), (6.18), (2.2) that∣∣fˆ±(s, 0, 0)∣∣≤ ∣∣f±(s, 0, 0)∣∣+γ2φ(∆Xs)+∣∣((Dφ)(∆Xs))∣∣(γ2|∆σs|+γ|∆bs|)+ γ
q
∣∣∆Xr∣∣ 2q−2 |∆σr |2
≤ ∣∣f±(s, 0, 0)∣∣+c0∣∣∆Xs∣∣2/q+c0ε1/q, s ∈ [t, T ]. (6.23)
Similarly, one can deduce from (6.18) (2.2), and (2.7) that
Et
[(∫ T
t
∣∣((Dφ)(∆Xs))T∆σs∣∣2 ds)q/2] ≤ c0Et[( ∫ T
t
∣∣∆Xs∣∣4/q ds)q/2]≤c0Et[ sup
s∈[t,T ]
∣∣∆Xs∣∣2]<∞,
which shows that Ẑ± ∈ H2,qF ([t, T ],Rd). Then Proposition 1.2 implies that
Et
[
sup
s∈[t,T ]
∣∣Ŷ +s − Ŷ −s ∣∣̟] ≤ c̟
{
Et
[|ξ+ − ξ−|̟]+ Et[(∫ T
t
∣∣fˆ+(r, Ŷ −r , Ẑ−r )− fˆ−(r, Ŷ −r , Ẑ−r )∣∣dr)̟ ]
}
. (6.24)
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Since
fˆ+(s, Ŷ −s , Ẑ
−
s )− fˆ−(s, Ŷ −s , Ẑ−s ) = fΘT
(
s, ω, Ŷ −s + γφ
(
∆Xs
)
, Ẑ−s + γ
(
(Dφ)
(
∆Xs
))T
∆σs
)
−fΘT
(
s, ω, Ŷ −s − γφ
(
∆Xs
)
, Ẑ−s − γ
(
(Dφ)
(
∆Xs
))T
∆σs
)
+ 2γ
∣∣∆Xs∣∣2/q
+2γ
(
(Dφ)
(
∆Xs
))T
∆bs + γ trace
(
D2φ
(
∆Xs
)
∆σs(∆σs)
T
)
, s ∈ [t, T ],
similar to (6.23), the Lipschitz continuity of fΘT , (6.19), (6.18) and (2.2) imply that∣∣fˆ+(s, Ŷ −s , Ẑ−s )− fˆ−(s, Ŷ −s , Ẑ−s )∣∣ ≤ c0∣∣∆Xs∣∣2/q+c0ε1/q, s ∈ [t, T ].
Putting this back into (6.24), we can deduce from (6.21), (6.18) and (2.9) that
Et
[
sup
s∈[t,T ]
∣∣Y Θ′s (T, h(X˜Θ′T ))− Y Θs (T, h(X˜ΘT ))∣∣̟] ≤ Et[ sup
s∈[t,T ]
∣∣Y +s − Y −s ∣∣̟] ≤ c̟Et[ sup
s∈[t,T ]
∣∣Ŷ +s − Ŷ −s ∣∣̟]
+c̟Et
[
sup
s∈[t,T ]
∣∣φ(∆Xs)∣∣̟] ≤ c̟{Et[ sup
s∈[t,T ]
∣∣∆Xs∣∣2̟q ]+ ε̟q } ≤ c̟(|x′ − x| 2̟q + ε̟q ).
Then letting ε→ 0 yields (2.19).
(2) Next, we assume that l, l and h satisfy (2.20), that b, σ are λ−Ho¨lder continuous in u, and that f is 2λ−Ho¨lder
continuous in u for some λ ∈ (0, 1/q]. For any µ′ ∈ U t, let Θ∗ △= (t, x, µ′, ν) and ∆X △= X˜Θ∗−X˜Θ. The measurability
of
(
fΘT ,∆X , µ′, µ
)
together with Lemma 6.2 and (2.5) shows that
f±(s, ω, y, z)
△
=fΘT (s, ω, y, z)± γ
∣∣∆Xs(ω)∣∣2/q± γ ρ2/q
U
(
µ′s(ω), µs(ω)
)
, ∀ (s, ω, y, z) ∈ [t, T ]× Ωt × R× Rd
define two P
(
Ft
) ⊗ B(R) ⊗ B(Rd)/B(R)−measurable functions that are Lipschitz continuous in (y, z) with
coefficient γ. Similar to (6.17), Ho¨lder inequality, (2.16) and (2.7) imply that
Et
[(∫ T
t
∣∣f±(s, 0, 0)∣∣ds)q] ≤ c0Et[(∫ T
t
∣∣fΘT (s, 0, 0)∣∣ds)q + sup
s∈[t,T ]
∣∣∆Xs∣∣2 + ∫ T
t
(
[µ′s]
2
U
+
[
µs
]2
U
)
ds
]
<∞.
The function ψ(x) = ψ(|x|), x ∈ Rk has the following derivatives: for any i, j ∈ {1, · · ·, k}
∂i ψ(x) = 1{|x|<R1}xi + 1{|x|∈[R1,R2]}ψ
′(|x|)|x|−1xi + 1{|x|>R2}
2
q
|x| 2q−2xi
and ∂2ij ψ(x) = 1{|x|<R1}δij + 1{|x|∈[R1,R2]}
(
ψ′(|x|)|x|−1δij − |x|−3xixj + ψ′′(|x|)|x|−2xixj
)
+1{|x|>R2}
(2
q
|x| 2q−2δij + 4
q2
(1−q)|x| 2q−4 xixj
)
.
We can estimate that∣∣Dψ(x)∣∣ = 1{|x|<R1}|x|+ 1{|x|∈[R1,R2]}ψ′(|x|) + 1{|x|>R2} 2q |x| 2q−1 ≤ κψ + 2q |x| 2q−1, ∀ x ∈ Rk. (6.25)
For any z ∈ Rk×d, since
trace
(
D2ψ(x)zzT
)
= 1{|x|<R1}|z|2 + 1{|x|∈[R1,R2]}
(
ψ′(|x|)|x|−1|z|2 − |x|−3∣∣zT x∣∣2 + ψ′′(|x|)|x|−2∣∣zT x∣∣2)
+1{|x|>R2}
(2
q
|x| 2q−2|z|2 + 4
q2
(1−q)|x| 2q−4 ∣∣zT x∣∣2),
similar to (6.19), one can show that∣∣trace(D2ψ(x)zzT )∣∣≤1{|x|=0}|z|2+1{0<|x|≤R2}(1+R−11 sup
λ∈[R1,R2]
1 ∨ ψ′(λ)+ sup
λ∈[R1,R2]
|ψ′′(λ)|)|z|2+1{|x|>R2} 2q |x| 2q−2|z|2
≤1{|x|=0}|z|2 + 1{|x|>0}κψ
(
1 ∧ |x| 2q−2)|z|2, ∀ x ∈ Rk. (6.26)
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Let us define F tT−measurable random variables η±
△
=h
(
X˜ΘT
) ± γψ(∆XT ) as well as real−valued, Ft−adapted
continuous processes
L
±
s
△
= LΘs ± γψ
(
∆Xs
)
and L
±
s
△
= LΘs ± γψ
(
∆Xs
)
, ∀ s ∈ [t, T ].
Clearly, L ±s < L
±
s for any s ∈ [t, T ] and L ±T ≤ η±≤L
±
T , P
t
0−a.s. Since ψ(λ) ≤ λ2/q for any λ ≥ 0, we see from
(2.7) that
Et
[
sup
s∈[t,T ]
∣∣ψ(∆Xs)∣∣q]≤Et[ sup
s∈[t,T ]
|∆Xs|2
]
<∞. (6.27)
Thus, L ±,L
± ∈ Cq
Ft
(
[t, T ]
)
by (2.16), and it follows that η±∈Lq(F tT ). Then Theorem 4.1 of [15] shows that the
DRBSDE
(
P t0 , η±, f±,L
±,L ±
)
admits a unique solution
(
Y ±,Z ±,K ±,K
±
)
∈ Gq
F
t([t, T ]). For any (s, ω, y, z) ∈
[t, T ]× Ωt × R× Rd, (2.20), (2.5) and (2.21) imply that
η−(ω) ≤ h
(
X˜Θ
∗
T (ω)
) ≤ η+(ω), f−(s, ω, y, z) ≤ fΘ∗T (s, ω, y, z) ≤ f+(s, ω, y, z),
L
−
s (ω) ≤ L Θ
∗
s (ω) ≤ L +s (ω), and L −s (ω) ≤ L Θ
∗
s (ω) ≤ L +s (ω).
Clearly, there inequalities also hold if Θ∗ is replaced by Θ. Proposition 1.1 then yields that P t0−a.s.
Y
−
s ≤ Y Θ
∗
s
(
T, h
(
X˜Θ
∗
T
)) ≤ Y +s , and Y −s ≤ Y Θs (T, h(X˜ΘT )) ≤ Y +s , ∀ s ∈ [t, T ]. (6.28)
By (6.27), the processes Ŷ ±s
△
=Y ±s ∓ γψ
(
∆Xs
)
, s∈ [t, T ] are of Cq
Ft
(
[t, T ]
)
. Let
∆b˜s
△
= b
(
r, X˜Θ
∗
s , µ
′
s, νs
)− b(r, X˜Θs , µs, νs), ∆σ˜s △= σ(r, X˜Θ∗s , µ′s, νs)− σ(r, X˜Θs , µs, νs)
and Ẑ ±s
△
=
(
Z
±
s ∓ γ
(
(Dψ)
(
∆Xs
))T
∆σ˜s
)
, ∀ s ∈ [t, T ].
Similar to (6.22), Itoˆ’s formula implies that
(
Ŷ ±, Ẑ ±,K ±,K
±
)
solves the DRBSDE
(
P t0 , η±, fˆ
±,L Θ,L Θ
)
with
fˆ±(s, ω, y, z)
△
= f±
(
s, ω, y ± γψ(∆Xs(ω)), z ± γ ((Dψ)(∆Xs(ω)))T∆σ˜s(ω)) ± γ ((Dψ)(∆Xr(ω)))T∆b˜r(ω)
±1
2
γ trace
(
D2ψ
(
∆Xr(ω)
)
∆σ˜r(ω)(∆σ˜r(ω))
T
)
, ∀ (s, ω, y, z) ∈ [t, T ]× Ωt × R× Rd.
The measurability of
(
f±, b, σ, X˜
Θ∗ , X˜Θ, µ′, µ, ν
)
and the Lipschitz continuity of f± in (y, z) imply that fˆ
± are
also P
(
Ft
)⊗B(R)⊗B(Rd)/B(R)−measurable functions that are Lipschitz continuous in (y, z) with coefficient γ.
Then we can deduce from (6.25), (2.2), (2.10) and (6.26) that∣∣ˆf±(s, 0, 0)∣∣ ≤ ∣∣f±(s, 0, 0)∣∣+ γ2ψ(∆Xs)+ ∣∣((Dψ)(∆Xs))∣∣(γ2|∆σ˜s|+ γ|∆b˜s|)+1
2
γ trace
(
D2ψ
(
∆Xr
)
∆σ˜r(∆σ˜r)
T
)
≤ ∣∣f±(s, 0, 0)∣∣+γ2∣∣∆Xs∣∣2/q+c0(κψ + ∣∣∆Xs∣∣ 2q−1)(∣∣∆Xs∣∣+ρλ
U
(µ′s, µs)
)
+
1
2
γ
(
1{|∆Xs|=0} + 1{|∆Xs|>0}κψ
(
1 ∧ |∆Xs| 2q−2
))(∣∣∆Xs∣∣2+ρ2λ
U
(µ′s, µs)
)
≤ ∣∣f±(s, 0, 0)∣∣+c0κψ(∣∣∆Xs∣∣+ρλ
U
(µ′s, µs) +
∣∣∆Xs∣∣2/q+ρ2λ
U
(µ′s, µs)
)
, s∈ [t, T ], (6.29)
where we used the Young’s inequality in the last step:∣∣∆Xs∣∣ 2q−1ρλ
U
(µ′s, µs) ≤ c0
(∣∣∆Xs∣∣2/q + ρ 2λq
U
(µ′s, µs)
)
≤ c0
(∣∣∆Xs∣∣2/q + ρλ
U
(µ′s, µs) + ρ
2λ
U
(µ′s, µs)
)
.
Similarly, one can deduce from (6.25) (2.2), (2.10), Ho¨lder’s inequality and (2.7) that
Et
[(∫ T
t
∣∣((Dψ)(∆Xs))T∆σ˜s∣∣2 ds)q/2] ≤ c0Et[( ∫ T
t
(
κ2ψ +
∣∣∆Xs∣∣ 4q−2)(∣∣∆Xs∣∣2+ρ2λ
U
(µ′s, µs)
)
ds
)q/2]
≤ c0Et
[(
κqψ + sup
s∈[t,T ]
∣∣∆Xs∣∣2−q)( sup
s∈[t,T ]
∣∣∆Xs∣∣q+(∫ T
t
ρ2
U
(µ′s, µs)
)
ds
)λq
2
)]
≤c0κqψ
({
Et
[
sup
s∈[t,T ]
∣∣∆Xs∣∣2]}q/2+{Et∫ T
t
ρ2
U
(µ′s, µs)
)
ds
}λq
2
)
+c0Et
[
1+ sup
s∈[t,T ]
∣∣∆Xs∣∣2+∫ T
t
ρ2
U
(µ′s, µs)
)
ds
]
<∞,
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where we used the Young’s inequality in the last step:
sup
s∈[t,T ]
∣∣∆Xs∣∣2−q(∫ T
t
ρ2
U
(µ′s, µs)
)
ds
)λq
2 ≤ (1− λ)q
2
+
2− q
2
sup
s∈[t,T ]
∣∣∆Xs∣∣+ λq
2
∫ T
t
ρ2
U
(µ′s, µs)
)
ds.
Thus, Ẑ ± ∈ H2,qF ([t, T ],Rd). Then Proposition 1.2 implies that
Et
[
sup
s∈[t,T ]
∣∣Ŷ +s − Ŷ −s ∣∣̟] ≤ c̟
{
Et
[|η+ − η−|̟]+ Et[(∫ T
t
∣∣ˆf+(r, Ŷ −r , Ẑ −r )− fˆ−(r, Ŷ −r , Ẑ −r )∣∣dr)̟ ]
}
. (6.30)
Similar to (6.29), the Lipschitz continuity of fΘT , (6.25), (2.2), (2.10) and (6.26) imply that∣∣fˆ+(s, Ŷ −s , Ẑ −s )− fˆ−(s, Ŷ −s , Ẑ −s )∣∣≤ 2γ2ψ(∆Xs)+ 2γ2∣∣∣((Dψ)(∆Xs))T∆σ˜s∣∣∣+ 2γ∣∣∆Xs∣∣2/q
+2γρ2λ
U
(
µ′s, µs
)
+ 2γ
∣∣∣((Dψ)(∆Xr))T∆b˜r∣∣∣+ γ trace(D2ψ(∆Xr)∆σ˜r(∆σ˜r)T)
≤ c0κψ
(∣∣∆Xs∣∣+ρλ
U
(µ′s, µs) +
∣∣∆Xs∣∣2/q+ρ2λ
U
(µ′s, µs)
)
, s ∈ [t, T ].
Putting this back into (6.30), we can deduce from (6.28), (2.11) and Ho¨lder’s inequality that
Et
[
sup
s∈[t,T ]
∣∣Y Θ∗s (T, h(X˜Θ∗T ))− Y Θs (T, h(X˜ΘT ))∣∣̟] ≤ Et[ sup
s∈[t,T ]
∣∣Y +s − Y −s ∣∣̟]
≤ c̟Et
[
sup
s∈[t,T ]
∣∣Ŷ +s − Ŷ −s ∣∣̟]+ c̟Et[ sup
s∈[t,T ]
∣∣ψ(∆Xs)∣∣̟]
≤ c̟κ̟ψ
{
Et
[
sup
s∈[t,T ]
∣∣∆Xs∣∣̟]+Et[ sup
s∈[t,T ]
∣∣∆Xs∣∣2̟q ]+Et[( ∫ T
t
ρ2λ
U
(µ′s, µs)ds
)̟
2
]
+Et
[(∫ T
t
ρ2λ
U
(µ′s, µs)ds
)̟]}
≤ c̟κ̟ψ
{
Et
[(∫ T
t
ρ2λ
U
(µ′s, µs)ds
)̟
2
]
+ Et
[(∫ T
t
ρ2λ
U
(µ′s, µs)ds
)̟
q
]
+ Et
[(∫ T
t
ρ2λ
U
(µ′s, µs)ds
)̟]}
.
Hence, (2.22) holds. The proof of (2.24) is similar. 
6.2 Proof of Dynamic Programming Principle
Lemma 6.3. Let 0 ≤ t ≤ s ≤ T . For any ω ∈ Ωt and δ > 0, Osδ(ω)
△
=
{
ω′ ∈ Ωt : sup
r∈[t,s]
∣∣ω′(r) − ω(r)∣∣ < δ} is a
F ts−measurable open subset of Ωt.
Proof: Let ω ∈ Ωt and δ > 0. Given ω′ ∈ Osδ(ω), for any ω′′ ∈ Oδ′(ω′) with δ′
△
= δ − sup
r∈[t,s]
∣∣ω′(r) − ω(r)∣∣, one has
sup
r∈[t,s]
∣∣ω′′(r)− ω(r)∣∣ ≤ ‖ω′′ − ω′‖t + sup
r∈[t,s]
∣∣ω′(r) − ω(r)∣∣ < δ′ + sup
r∈[t,s]
∣∣ω′(r) − ω(r)∣∣ = δ.
Thus Oδ′(ω
′) ⊂ Osδ(ω), which shows that Osδ(ω) is an open subset of Ωt. Moreover, since Ωt is the set of Rd−valued
continuous functions on [t, T ] starting from 0, we see that
Osδ(ω) = ∩
r∈Qt,s
{
ω′ ∈ Ωt : |ω′(r)− ω(r)| < δ} = ∩
r∈Qt,s
{
ω′ ∈ Ωt : Btr(ω′) ∈ Oδ
(
ω(r)
)} ∈ F ts. 
Given t ∈ [0, T ] and β ∈ Bt, we define
I(t, x, β)
△
= sup
µ∈Ut
Y˜
t,x,µ,β〈µ〉
t
(
T, h
(
X˜
t,x,µ,β〈µ〉
T
))
, ∀x ∈ Rk.
Taking supremum over µ ∈ U t in (2.18) and (2.28) implies that
l(t, x) ≤ I(t, x, β) ≤ l(t, x), ∀x ∈ Rk, (6.31)
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and that
the function x→ I(t, x, β) is continuous. (6.32)
Similarly, for any α ∈ At, I(t, x, α) △= sup
ν∈Vt
Y˜
t,x,α〈ν〉,ν
t
(
T, h
(
X˜
t,x,α〈ν〉,ν
T
)) ∈ (l(t, x), l(t, x)) is continuous in
x ∈ Rk.
Proof of Theorem 2.1: Let {tn}n∈N denote the countable set Qt,T and let {τµ,β : µ∈U t, β∈Bt} be a family of
Qt,T−valued Ft−stopping times.
1) We fix ε > 0. For any n ∈ N and x ∈ Rk, since w1(tn, x) is finite by (2.27), there exists a βnx ∈ Btn such that
w1(tn, x) ≤ I(tn, x, βnx ) ≤ w1(tn, x) +
1
3
ε. (6.33)
The continuity of I(tn, ·, βnx ) by (6.32) and Proposition 2.1 assure that there exists a δn(x) > 0 such that∣∣I(tn, x′, βnx )− I(tn, x, βnx )∣∣ < 13ε, and ∣∣w1(tn, x′)− w1(tn, x)∣∣ < 13ε, ∀x′ ∈ Oδn(x)(x). (6.34)
Given n ∈ N, Lindelo¨f’s covering theorem (see e.g. Theorem VIII.6.3 of [14]) shows that there exists a sequence
{xni }i∈N of Rk satisfying ∪
i∈N
O˜ni = R
k with O˜ni
△
= Oδn(xni )(x
n
i ). For any i ∈ N, let βni
△
= βnxni . We can deduce from
(6.33) and (6.34) that for any x′ ∈ O˜ni
I(tn, x
′, βni ) < I(tn, x
n
i , β
n
i ) +
1
3
ε ≤ w1(tn, xni ) +
2
3
ε < w1(tn, x
′) + ε. (6.35)
Now, fix (β, µ) ∈ Bt × U t. We simply denote τµ,β by τ and set Θ =
(
t, x, µ, β〈µ〉). For any n, i ∈ N, define
Ani
△
= {τ = tn} ∩
{
X˜Θtn ∈ O˜ni
∖ ∪
j<i
O˜nj
} ∈ F ttn ∩ F tτ .
Let m ∈ N and Am △= Ωt
∖ m∪
n,i=1
Ani ∈ F tτ . Proposition 4.10 shows that
βm(r, ω, u)
△
=
{
βni
(
r,Πt,tn(ω), u
)
, if (r, ω) ∈ [[τ, T ]]Ani = [tn, T ]×Ani for n, i ∈ {1 · · ·,m},
β(r, ω, u), if (r, ω) ∈ [[t, τ [[∪ [[τ, T ]]Am
∀u ∈ U
defines a Bt−strategy such that it holds for P t0−a.s. ω ∈ Ωt that for any r ∈
[
τ(ω), T
]
(
βm〈µ〉)τ, ω
r
=
{(
βni 〈µtn,ω〉
)
r
, if ω ∈ Ani for n, i ∈ {1 · · ·,m},(
β〈µ〉)τ, ω
r
, if ω ∈ Am.
(6.36)
Let Θm
△
=
(
t, x, µ, βm〈µ〉). As βm〈µ〉=β〈µ〉 on [[t, τ [[ , we see from (2.15) that P t0−a.s.
X˜Θms = X
Θm
s = X
Θ
s = X˜
Θ
s , ∀ s ∈ [t, τ ]. (6.37)
Hence, for any F tτ−measurable random variable ξ with LΘmτ = LΘτ ≤ ξ ≤ L
Θ
τ = L
Θm
τ , P
t
0−a.s., the DRBSDE
(
P t, ξ,
fΘmτ , L
Θm
τ∧· , L
Θm
τ∧·
)
and the DRBSDE
(
P t, ξ, fΘτ , L
Θ
τ∧·, L
Θ
τ∧·
)
are essentially the same. To wit, we have(
Y Θm(τ, ξ), ZΘm(τ, ξ),KΘm(τ, ξ),K Θm(τ, ξ)
)
=
(
Y Θ(τ, ξ), ZΘ(τ, ξ),KΘ(τ, ξ),K Θ(τ, ξ)
)
. (6.38)
Since X˜Θmτ = X˜
Θ
τ , P
t
0−a.s. by (6.37), it holds for P t0−a.s. ω ∈ Ωt that
(Θm)
ω
τ =
(
τ(ω), X˜Θτ(ω)(ω), µ
τ,ω,
(
βm〈µ〉)τ, ω).
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Then applying Proposition 4.8 and Proposition 4.7 with Θ = Θm and ξ = h
(
X˜ΘmT
)
, we can deduce from (6.36),
Proposition 4.6 (1), (2.18) and (6.35) that(
Y˜ Θmτ
(
T, h
(
X˜ΘmT
)))
(ω) = Y˜
(Θm)
ω
τ
τ(ω)
(
T, h
((
X˜Θm
)τ,ω
T
))
= Y˜
(Θm)
ω
τ
τ(ω)
(
T, h
(
X˜
(Θm)
ω
τ
T
))
= Y˜
τ(ω),X˜Θτ(ω)(ω),µ
τ,ω,(β〈µ〉)τ,ω
τ(ω)
(
T, h
(
X˜
τ(ω),X˜Θτ(ω)(ω),µ
τ,ω,(β〈µ〉)τ,ω
T
))
≤ 1{ω∈Am}l
(
τ(ω), X˜Θτ(ω)(ω)
)
+
m∑
n,i=1
1{ω∈Ani }Y˜
tn,X˜
Θ
tn
(ω),µtn,ω,βni 〈µ
tn,ω〉
tn
(
T, h
(
X˜
tn,X˜
Θ
tn
(ω),µtn,ω,βni 〈µ
tn,ω〉
T
))
(6.39)
≤ 1{ω∈Am}l
(
τ(ω), X˜Θτ(ω)(ω)
)
+
m∑
n,i=1
1{ω∈Ani }I
(
tn, X˜
Θ
tn(ω), β
n
i
) ≤ ξm(ω), for P t0−a.s. ω ∈ Ωt, (6.40)
where ξm
△
= 1Am l
(
τ, X˜Θτ
)
+ 1Acm
((
w1
(
τ, X˜Θτ
)
+ ε
) ∧ l(τ, X˜Θτ )).
The continuity of l and (2.29) show that l
(
τ, X˜Θτ
)
, w1
(
τ, X˜Θτ
) ∈ F tτ , so is ξm. Also, we see from (2.27) that
LΘτ = l
(
τ, X˜Θτ
) ≤ w1(τ, X˜Θτ ) ≤ l(τ, X˜Θτ ) = LΘτ and LΘτ = l(τ, X˜Θτ ) ≤ ξm ≤ l(τ, X˜Θτ ) = LΘτ , P t0 − a.s.
Thus both Y Θ(τ, ξm) and Y
Θ
(
τ, w1
(
τ, X˜Θτ
))
is well-posed. Then Proposition 1.2 implies that∣∣Y˜ Θt (τ, ξm)−Y˜ Θt (τ, w1(τ, X˜Θτ ))∣∣≤c0∥∥ξm−w1(τ, X˜Θτ )∥∥Lq(Ftτ)≤c0∥∥1Am(l(τ, X˜Θτ )−l(τ, X˜Θτ ))∥∥Lq(Ftτ )+c0 ε. (6.41)
Applying (2.17) with (ζ, τ, ξ) =
(
τ, T, h
(
X˜ΘmT
))
, applying Proposition 1.1 to (6.40), and using (6.38) for ξ = ξm
yield that
Y˜ Θmt
(
T, h
(
X˜ΘmT
))
= Y˜ Θmt
(
τ, Y˜ Θmτ
(
T, h
(
X˜ΘmT
))) ≤ Y˜ Θmt (τ, ξm) = Y˜ Θt (τ, ξm)
≤ Y˜ Θt
(
τ, w1
(
τ, X˜Θτ
))
+ c0
∥∥1Am(l(τ, X˜Θτ )−l(τ, X˜Θτ ))∥∥Lq(Ftτ ) + c0 ε. (6.42)
Since ∪
n,i∈N
Ani = Ω
t, one has lim
m→∞
↓ Am = ∅. By (2.3) and Ho¨lder’s inequality,∥∥l(τ, X˜Θτ )−l(τ, X˜Θτ )∥∥Lq(Ftτ) ≤ sups∈[t,T ]|l(s, 0)|+ sups∈[t,T ]|l(s, 0)|+ 2γ∥∥X˜Θ∥∥C2Ft ([t,T ],Rk) <∞. (6.43)
Hence, the Dominated Convergence Theorem shows that lim
m→∞
↓ ∥∥1Am(l(τ, X˜Θτ )− l(τ, X˜Θτ ))∥∥Lq(Ftτ ) = 0. Letting
m→∞ in (6.42) gives that
Y˜
t,x,µ,βm〈µ〉
t
(
T, h
(
X
t,x,µ,βm〈µ〉
T
)) ≤ Y˜ t,x,µ,β〈µ〉t (τµ,β , w1(τµ,β , Xt,x,µ,β〈µ〉τµ,β ))+ c0 ε.
Taking supremum over µ ∈ U t, we obtain
w1(t, x) ≤ I
(
t, x, βm
) ≤ sup
µ∈Ut
Y˜
t,x,µ,β〈µ〉
t
(
τµ,β , w1
(
τµ,β , X
t,x,µ,β〈µ〉
τµ,β
))
+ c0 ε.
Then taking infimum over β ∈ Bt and letting ε→ 0 yield (2.30). Similarly, one has (2.31).
2) Next, assume (Vλ) for some λ ∈ (0, 1). We shall show the inverse of (2.31).
a) Fix (β, µ) ∈ B̂t × U t. We simply denote τµ,β by τ . For some κ > 0 and some non-negative measurable process
Ψ on (Ωt,F tT ) with CΨ
△
= Et
∫ T
t Ψ
2
r dr <∞, it holds dr × dP t0−a.s. that[
β(r, ω, u)
]
V
≤ Ψr(ω) + κ[u]U, ∀u ∈ U.
Similar to (6.104), applying Proposition 4.3 with ξ =
∫ T
τ Ψ
2
rdr ∈ L1(F tT ), we can deduce that for all ω ∈ Ωt except
on a P t0−null set N0
Eτ(ω)
[ ∫ T
τ(ω)
(
Ψτ,ωr
)2
dr
]
= Et
[ ∫ T
τ
Ψ2r dr
∣∣∣F tτ](ω) ≤ Et[∫ T
t
Ψ2r dr
∣∣∣F tτ](ω) <∞. (6.44)
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For any n ∈ N, similar to (6.105) and the conclusion that follows, it holds for all ω ∈ Ωt except on a P t0−a.s. null
set N 1n that for dr × dP tn0 −a.s. (r, ω˜) ∈ [tn, T ]× Ωtn[
βtn,ω
(
r, ω˜, u
)]
V
≤ Ψtn,ωr (ω˜) + κ[u]U , ∀u ∈ U. (6.45)
Also, Proposition 4.6 (2) shows that there exists another P t0−null set N 2n such that βtn,ω ∈ B̂tn for any ω ∈
(N 2n)c.
Now, let us set ̟
△
= λ+12λ ∧ q > 1, clearly, λ̟ ≤ λ+12 < 1. Also, we fix ε ∈
(
0, 14 ∧
(
4CΨ
) 2λ̟
λ̟−1
)
. For
G1ε
△
=
{
ω ∈ Ωt : Et
[ ∫ T
t
Ψ2r dr
∣∣F tτ](ω) > ελ̟−12λ̟ } ∈ F tτ , one can deduce that
P t0(G
1
ε) ≤ ε
1−λ̟
2λ̟ Et
[
1G1εEt
[ ∫ T
t
Ψ2r dr
∣∣∣F tτ]] ≤ ε 1−λ̟2λ̟ Et ∫ T
t
Ψ2r dr = CΨε
1−λ̟
2λ̟ <
1
4
. (6.46)
Let k(ε)
△
=
⌈
1 − log2 ε
⌉
. Given k ∈ N with k ≥ k(ε), There exist a δ(k) > 0 and a closed subset Fk of Ωt with
P t0
(
Fk
)
>1− 2−2k such that for any ω, ω′ ∈ Fk with ‖ω − ω′‖t < δ(k)
sup
r∈[t,T ]
sup
u∈U
ρ
V
(
β(r, ω, u), β(r, ω′, u)
)
< 2−2k. (6.47)
As Gk
△
=
{
ω ∈ Ωt : Et
[
1F c
k
∣∣F tτ ](ω) > 2−k} ∈ F tτ , similar to (6.46), one can deduce that P t0(Gk) ≤ 2kP t0(F ck ) ≤ 2−k.
Thus for G2ε
△
= ∪
k≥k(ε)
Gk, we have
P t0
(
G2ε
) ≤ 21−k(ε) ≤ ε.
Using (4.2), (6.99) and applying Proposition 4.3 with ξ=1F c
k
, we obtain that for all ω∈Ωt except on a P t0−null
set Nk
P
τ(ω)
0
(
(F τ,ωk )
c
)
= P
τ(ω)
0
(
(F ck )
τ,ω
)
= Eτ(ω)
[
1(F c
k
)τ,ω
]
= Eτ(ω)
[(
1F c
k
)τ,ω]
= Et
[
1F c
k
∣∣F tτ ](ω). (6.48)
b) As F tT = B(Ωt) by (1.4), there exists an open set O˜ε of Ωt that includes
G˜ε
△
= G1ε ∪G2ε ∪ N0 ∪
(
∪
n∈N
N 1n
)
∪
(
∪
n∈N
N 2n
)
∪
(
∪
k≥k(ε)
Nk
)
,
and satisfies (see e.g. Proposition 15.11 of [40])
P t0
(
O˜ε
)
< P t0
(
G1ε
)
+ P t0
(
G2ε
)
+ ε ≤ CΨε 1−λ̟2λ̟ + 2 ε < 1
4
+ 2 ε. (6.49)
Fix n ∈ N such that {τ = tn}\O˜ε 6= ∅, we let x ∈ Rk and ω ∈ {τ = tn}\O˜ε. Since I(tn, x, βtn,ω) is finite by
(6.31), there exists a µnω,x ∈ U tn such that
Y˜
tn,x,µ
n
ω,x,β
tn,ω〈µnω,x〉
tn
(
T, h
(
X˜
tn,x,µ
n
ω,x,β
tn,ω〈µnω,x〉
T
))
≥ I(tn, x, βtn,ω)− 1
2
ε ≥ ŵ1(tn, x)− 1
2
ε.
Let k̂ = knω,x
△
= k(ε)∨
⌈
λ̟
1−λ̟ log2
(
8κ2
ε Etn
∫ T
tn
[(
µnω,x
)
r
]2
U
dr
)⌉
. Given x′ ∈ Oε(x) and ω′ ∈
(
{τ = tn}∩O tnδ(̂k)(ω)
)∖
O˜ε,
applying (2.19) and (2.24) with t = tn and using Ho¨lder’s inequality, we obtain∣∣∣∣Y˜ tn,x,µnω,x,βtn,ω〈µnω,x〉tn (T, h(X˜tn,x,µnω,x,βtn,ω〈µnω,x〉T ))− Y˜ tn,x′,µnω,x,βtn,ω′ 〈µnω,x〉tn (T, h(X˜tn,x′,µnω,x,βtn,ω′ 〈µnω,x〉T ))∣∣∣∣̟
≤ c0
∣∣x− x′∣∣ 2̟q + cλ(κψ)̟Etn
[(∫ T
tn
ρ2
V
((
βtn,ω〈µnω,x〉
)
r
,
(
βtn,ω
′〈µnω,x〉
)
r
)
dr
) λ̟
2
]
+cλ(κψ)
̟Etn
[(∫ T
tn
ρ2
V
((
βtn,ω〈µnω,x〉
)
r
,
(
βtn,ω
′〈µnω,x〉
)
r
)
dr
)λ̟]
. (6.50)
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For any ω˜∈F tn,ω,ω′
k̂
△
= F tn,ω
k̂
∩F tn,ω′
k̂
, since ω′∈O tn
δ(̂k)
(ω), one has sup
r∈[t,T ]
∣∣(ω⊗tn ω˜)(r)−(ω′⊗tn ω˜)(r)∣∣= sup
r∈[t,tn]
∣∣ω′(r)−
ω(r)
∣∣ < δ(̂k). It then follows from (6.47) that for any r ∈ [tn, T ]
ρ
V
((
βtn,ω〈µnω,x〉
)
r
(ω˜),
(
βtn,ω
′〈µnω,x〉
)
r
(ω˜)
)
= ρ
V
(
β
(
r, ω ⊗tn ω˜,
(
µnω,x
)
r
(ω ⊗tn ω˜)
)
, β
(
r, ωni ⊗tn ω˜,
(
µnω,x
)
r
(ω ⊗tn ω˜)
))
< 2−2̂k < 2−k(ε) < ε. (6.51)
Since both ω and ωni belongs to {τ = tn}∩Gcε ∩Gck̂ ∩N
c
k̂
∩N c0 ∩
(N 1n)c ∩ (N 2n)c, we see from (6.44) and (6.45) that
Etn
∫ T
tn
ρ2
V
((
βtn,ω〈µnω,x〉
)
r
,
(
βtn,ω
′〈µnω,x〉
)
r
)
dr
≤ 2
∫
Ωtn
∫ T
tn
([
βtn,ω
(
r, ω˜,
(
µnω,x
)
r
(ω˜)
)]2
V
+
[
βtn,ω
′(
r, ω˜,
(
µnω,x
)
r
(ω˜)
)]2
V
)
dr dP tn0 (ω˜)
≤ 4Etn
∫ T
tn
(
Ψtn,ωr
)2
dr + 4Etn
∫ T
tn
(
Ψtn,ω
′
r
)2
dr + 8κ2Etn
∫ T
tn
[(
µnω,x
)
r
]2
U
dr
≤ 4Et
[ ∫ T
t
Ψ2r dr
∣∣∣F tτ](ω) + 4Et[ ∫ T
t
Ψ2r dr
∣∣∣F tτ](ω′) + ε(2k̂) 1−λ̟λ̟ ≤ 8ελ̟−12λ̟ + ε(2k̂) 1−λ̟λ̟ , (6.52)
and (6.48) shows that
P tn0
((
F tn,ω,ω
′
k̂
)c)≤P tn0 ((F tn,ωk̂ )c)+P tn0 ((F tn,ω′k̂ )c)=Et[1F ck̂ ∣∣F tτ ](ω)+Et[1F ck̂ ∣∣F tτ ](ω′)≤21−k̂.
Putting this together with (6.51) and (6.52) back into (6.50), one can deduce from Ho¨lder’s inequality that∣∣∣∣Y˜ tn,x,µnω,x,βtn,ω〈µnω,x〉tn (T, h(X˜tn,x,µnω,x,βtn,ω〈µnω,x〉T ))− Y˜ tn,x′,µnω,x,βtn,ω′〈µnω,x〉tn (T, h(X˜tn,x′,µnω,x,βtn,ω′ 〈µnω,x〉T ))∣∣∣∣̟
≤ c0ε 2̟q +cλ(κψ)̟P tn0
(
F tn,ω,ω
′
k̂
)
ελ̟
+cλ(κψ)
̟
(
Etn [1]
) 1
2
[
P tn0
((
F tn,ω,ω
′
k̂
)c)] 1−λ̟2 (
Etn
∫ T
tn
ρ2
V
{(
βtn,ω〈µnω,x〉
)
r
,
(
βtn,ω
′〈µnω,x〉
)
r
)
dr
) λ̟
2
+cλ(κψ)
̟
(
P tn0
(
F tn,ω,ω
′
k̂
)
ε2λ̟+
[
P tn0
((
F tn,ω,ω
′
k̂
)c)]1−λ̟(
Etn
∫ T
tn
ρ2
V
((
βtn,ω〈µnω,x〉
)
r
,
(
βtn,ω
′〈µnω,x〉
)
r
)
dr
)λ̟}
≤ cλ(κψ)̟ελ̟+cλ(κψ)̟
(
ε
1−λ̟
2λ̟ + ε
)λ̟
2 +cλ(κψ)
̟
(
ε
1−λ̟
2λ̟ + ε
)λ̟ ≤ cλ(κψ)̟ε 1−λ̟4 ,
where We used λ < 1 ≤ 2/q and 21−k̂ ≤ 21−k(ε) ≤ ε in the second inequality. Moreover, Proposition 2.1 assures
that there exists a λn ∈ (0, ε) such that
∣∣ŵ1(tn, x) − ŵ1(tn, x′)∣∣ < 12ε for any x′ ∈ Oλn(x). Therefore, it holds for
any x′ ∈ Oλn(x) and ω′ ∈
(
{τ = tn} ∩O tnδ(̂k)(ω)
)∖
O˜ε that
Y˜
tn,x
′,µnω,x,β
tn,ω
′
〈µnω,x〉
tn
(
T, h
(
X˜
tn,x
′,µnω,x,β
tn,ω
′
〈µnω,x〉
T
))
≥ Y˜ tn,x,µ
n
ω,x,β
tn,ω〈µnω,x〉
tn
(
T, h
(
X˜
tn,x,µ
n
ω,x,β
tn,ω〈µnω,x〉
T
))
−c0κψε 1−λ̟4̟
≥ ŵ1(tn, x)− 1
2
ε− c0κψε 1−λ̟4̟ > ŵ1(tn, x′)− ε− c0κψε 1−λ̟4̟ > ŵ1(tn, x′)− c0κψε 1−λ̟4̟ . (6.53)
c) For any n ∈ N, there exists a closed set Fnε of Ωt that is included in {τ = tn} and satisfies P t0(Fnε ) ≥
(
P t0{τ =
tn} − ε2n
)+
. Set N
△
= {n ∈ N : Fnε \O˜ε 6= ∅}. We claim that N 6= ∅: Assume not. Then ∪
n∈N
Fnε ⊂ O˜ε and it follows
3
4
≥ 1
4
+ 2 ε > P t0
(
O˜ε
) ≥∑
n∈N
P t0(F
n
ε ) ≥
∑
n∈N
(
P t0{τ = tn}−
ε
2n
)
= 1− ε ≥ 3
4
.
A contradiction appears.
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Let n ∈ N. We see from Lemma 6.3 that
{
Onω,x
△
= O tnδ(knω,x)
(ω) × Oλn(x) : ω ∈Fnε \O˜ε, x ∈ Rk
}
together with(
Ωt
∖
(Fnε \O˜ε)
) × Rk form an open cover of Ωt × Rk. Since the canonical space Ωt is separable, the product space
Ωt × Rk is still separable and thus Lindelo¨f. Then one can find a sequence {(ωni , xni )}i∈N of
(
Fnε \O˜ε
) × Rk such
that
(
Fnε \O˜ε
)× Rk ⊂ ∪
i∈N
Oni . with O
n
i
△
= Onωni ,xni . We assume without loss of generality that
O˜ni
△
= Oni
∖ ∪
j<i
Onj 6= ∅, ∀ i ≥ 2
and set O˜n1
△
= On1 . Since
{
O
tn
δ (ω) : ω ∈ Ωt, δ > 0
}
are all F ttn−measurable by Lemma 6.3 again, one can inductively
show that each O˜ni is a disjoint union of finitely many measurable rectangular sets
{
An,ij ×En,ij : An,ij ∈ F ttn ,En,ij ∈
B(Rk)
}Jni
j=1
. For any i ∈ N, we set (kni , βni , µni ) = (knωni , xni , βtn,ωni , µnωni , xni ).
d) We let Θ
△
=
(
t, x, µ, β〈µ〉) and define disjoint sets:
An,ij
△
= {τ = tn} ∩ An,ij ∩
{
X˜Θtn ∈ En,ij
} ∈ F ttn ∩ F tτ , ∀n ∈ N, i ∈ N and j = 1, · · ·, Jni .
Fix m ∈ N such that Nm △= N ∩ {1, · · ·,m} 6= ∅. Setting Am △= Ωt
∖(
∪
n∈Nm
m∪
i=1
Jni∪
j=1
An,ij
)
∈ F tτ , we see from
Proposition 4.9 that
µmr (ω)
△
=

(
µni
)
r
(
Πt,tn(ω)
)
, if (r, ω)∈ [[τ, T ]]An,ij =[tn, T ]×A
n,i
j for n ∈ Nm, i = 1 · · ·,m and j=1 · · ·, Jni ,
µr(ω), if (r, ω)∈ [[t, τ [[∪ [[τ, T ]]Am
(6.54)
defines a U t−control such that for any (r, ω) ∈ [[τ, T ]]
(
µm
)τ,ω
r
=
{(
µni
)
r
, if ω ∈ An,ij for n ∈ Nm, i = 1 · · ·,m and j=1 · · ·, Jni ,
µτ,ωr , if ω ∈ Am.
(6.55)
Let Θ̂m
△
=
(
t, x, µm, β〈µm〉). As µm=µ on [[t, τ [[ and thus β〈µm〉=β〈µ〉 on [[t, τ [[, (2.15) shows that P t0−a.s.
X˜Θ̂ms = X
Θ̂m
s = X
Θ
s = X˜
Θ
s , ∀ s ∈ [t, τ ].
Thus similar to (6.38), for any F tτ−measurable random variable ξ with LΘ̂mτ = LΘτ ≤ ξ ≤ L
Θ
τ = L
Θ̂m
τ , P
t
0−a.s.,(
Y Θ̂m(τ, ξ), ZΘ̂m(τ, ξ),KΘ̂m(τ, ξ),K Θ̂m(τ, ξ)
)
=
(
Y Θ(τ, ξ), ZΘ(τ, ξ),KΘ(τ, ξ),K Θ(τ, ξ)
)
. (6.56)
Let n ∈ Nm, i = 1 · · ·,m, j=1 · · ·, Jni and ω ∈ A˜n,ij
△
= An,ij \
(
O˜ε ∪ N̂m
)
, where N̂m is the P t0−null set such that(
β〈µm〉)τ,ω ∈ Vτ(ω) for all ω ∈ N˜ cm according to Proposition 4.6 (1). For (r, ω˜) ∈ [tn, T ]× Ωtn , since An,ij ∈ F ttn ,
Lemma 4.1 shows that ω ⊗tn ω˜ ∈ An,ij . Then one can deduce from (6.54) that(
β〈µm〉)tn,ω
r
(ω˜) =
(
β〈µm〉)
r
(
ω ⊗tn ω˜
)
= β
(
r, ω ⊗tn ω˜, µmr (ω ⊗tn ω˜)
)
= β
(
r, ω ⊗tn ω˜,
(
µni
)
r
(ω˜)
)
= βtn,ω
(
r, ω˜,
(
µni
)
r
(ω˜)
)
=
(
βtn,ω〈µni 〉
)
r
(ω˜). (6.57)
Clearly, ωni ∈ Fnε \O˜ε ⊂ {τ = tn}\O˜ε. As ω ∈ A˜n,ij , we see that ω ∈
({τ = tn} ∩ An,ij )\O˜ε ⊂ ({τ = tn} ∩
O tnδ(kni )
(ωni )
)∖
O˜ε and that X˜
Θ
tn(ω) ∈ En,ij ⊂ Oλn(xni ). Applying (6.53) with (ω, x, ω′, x′) =
(
ωni , x
n
i , ω, X˜
Θ
tn(ω)
)
, we
see from (2.18) that
Y˜
tn,X˜
Θ
tn
(ω),µni ,β
tn,ω〈µni 〉
tn
(
T, h
(
X˜
tn,X˜
Θ
tn
(ω),µni ,β
tn,ω〈µni 〉
T
))
≥
(
ŵ1
(
tn, X˜
Θ
tn(ω)
)− c0κψε 1−λ̟4̟ ) ∨ l(tn, X˜Θtn(ω)).
On Zero-Sum Stochastic Differential Games 36
Using similar arguments to those that lead to (6.39), one can deduce from (6.55) and (6.57) that(
Y˜ Θ̂mτ
(
T, h
(
X˜Θ̂mT
)))
(ω) = Y˜
τ(ω),X˜Θτ(ω)(ω),(µ
m)τ,ω ,(β〈µm〉)τ,ω
τ(ω)
(
T, h
(
X˜
τ(ω),X˜Θτ(ω)(ω),(µ
m)τ,ω ,(β〈µm〉)τ,ω
T
))
≥
∑
n∈Nm
m∑
i=1
Jni∑
j=1
1{
ω∈A˜n,ij
}Y˜ tn,X˜Θtn (ω),µni ,βtn,ω〈µni 〉tn (T, h(X˜tn,X˜Θtn (ω),µni ,βtn,ω〈µni 〉T ))
+1{ω∈Am∪O˜ε}l
(
τ(ω), X˜Θτ(ω)(ω)
) ≥ ξ̂m(ω), for P t0−a.s. ω ∈ Ωt, (6.58)
where ξ̂m
△
=1Acm∩O˜cε
(
ŵ1
(
τ, X˜Θτ (ω)
)− c0κψε 1−λ̟4̟ ) ∨ l(τ, X˜Θτ )+ 1Am∪O˜ε l(τ, X˜Θτ ).
e) Similar to (6.41), we see from Proposition 1.2 that∣∣Y˜ Θt (τ, ξ̂m)−Y˜ Θt (τ, ŵ1(τ, X˜Θτ ))∣∣≤c0∥∥ξ̂m−ŵ1(τ, X˜Θτ )∥∥Lq(Ftτ )≤c0∥∥1Am∪O˜ε(l(τ, X˜Θτ )−l(τ, X˜Θτ ))∥∥Lq(Ftτ)+c0κψε 1−λ̟4̟ .
Then applying (2.17) with (ζ, τ, ξ) =
(
τ, T, h
(
X˜Θ̂mT
))
, applying Proposition 1.1 to (6.58), and using (6.56) for
ξ = ξm yield that
I(t, x, β) ≥ Y˜ Θ̂mt
(
T, h
(
X˜Θ̂mT
))
= Y˜ Θ̂mt
(
τ, Y˜ Θ̂mτ
(
T, h
(
X˜Θ̂mT
))) ≥ Y˜ Θ̂mt (τ, ξ̂m) = Y˜ Θt (τ, ξ̂m)
≥ Y˜ Θt
(
τ, ŵ1
(
τ, X˜Θτ
))− c0∥∥1Am∪O˜ε(l(τ, X˜Θτ )−l(τ, X˜Θτ ))∥∥Lq(Ftτ ) − c0κψε 1−λ̟4̟ . (6.59)
Let Aε
△
= lim
m→∞
↓ Am = ∩
m∈N
Am. As m→∞ in (6.59), the Dominated Convergence Theorem and (6.43) show that
I(t, x, β) ≥ Y˜ Θt
(
τ, ŵ1
(
τ, X˜Θτ
))− c0∥∥1Aε∪O˜ε(l(τ, X˜Θτ )−l(τ, X˜Θτ ))∥∥Lq(Ftτ) − c0κψε 1−λ̟4̟ . (6.60)
Given n ∈ N and ω ∈ Fnε \O˜ε ⊂ {τ = tn}, since
(
ω, X˜tn(ω)
) ∈ (Fnε \O˜ε) × Rk, there exists i ∈ N, such that(
ω, X˜tn(ω)
)
is in O˜ni and thus further belongs to some A
n,i
j ×En,ij , j = 1, · · ·, Jni . To wit, ω ∈ {τ = tn}∩An,ij ∩
{
X˜tn ∈
En,ij
}
= An,ij . It follows that(
∪
n∈N
Fnε
)
\O˜ε = ∪
n∈N
(
Fnε \O˜ε
)
= ∪
n∈N
(
Fnε \O˜ε
)
⊂ ∪
n∈N
∪
i∈N
Jni∪
j=1
An,ij = ∪
m∈N
∪
n∈Nm
m∪
i=1
Jni∪
j=1
An,ij ,
which together with (6.49) implies that
P t0
(
Aε ∪ O˜ε
)
= P t0
((
∪
m∈N
∪
n∈Nm
m∪
i=1
Jni∪
j=1
An,ij
)c
∪ O˜ε
)
≤P t0
((
∪
n∈N
Fnε
)c)
+ P t0
(
O˜ε
)
= 1−
∑
n∈N
P t0(F
n
ε ) + P
t
0
(
O˜ε
) ≤ CΨε 1−λ̟2λ̟ + 3 ε.
Thus, letting ε→ 0 in (6.60), we obtain
I(t, x, β) ≥ Y˜ t,x,µ,β〈µ〉t
(
τ, ŵ1
(
τ, X˜t,x,µ,β〈µ〉τ
))
.
Eventually, taking supremum over µ ∈ U t on the right-hand-side and then taking infimum over β ∈ B̂t on both
sides yield that
ŵ1(t, x) ≥ inf
β∈B̂ t
sup
µ∈Ut
Y˜
t,x,µ,β〈µ〉
t
(
τµ,β , ŵ1
(
τµ,β , X˜
t,x,µ,β〈µ〉
τµ,β
))
.
3) For any
(
t, x, y, z, u, v
) ∈ [0, T ]× Rk × R× Rd × U× V, we define
l
(
t, x
) △
= −l(t, x), l(t, x) △= −l(t, x), h(x) △= −h(x) and f(t, x, y, z, u, v) △= −f(t, x,−y,−z, u, v).
Given µ ∈ U t and ν ∈ Vt, we still let Θ stand for (t, x, µ, ν) and set L Θs △= l
(
s, X˜Θs
)
and L
Θ
s
△
= l
(
s, X˜Θs
)
,
s ∈ [t, T ]. For any Ft−stopping time τ and any F tτ−measurable random variable ξ with L Θτ ≤ ξ ≤ L
Θ
τ , P
t
0−a.s.,
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let
(
Y Θ(τ, ξ),Z Θ(τ, ξ),K Θ(τ, ξ),K Θ(τ, ξ)
)
denote the unique solution of the DRBSDE
(
P t0 , ξ, f
Θ
τ ,L
Θ
τ∧·,L
Θ
τ∧·
)
in
G
q
F
t
(
[t, T ]
)
, where
fΘτ (s, ω, y, z)
△
= 1{s<τ(ω)}f
(
s, X˜Θs (ω), y, z, µs(ω), νs(ω)
)
, ∀ (s, ω, y, z) ∈ [t, T ]× Ωt × R× Rd.
Since L Θ=−LΘ and L Θ=−LΘ, multiplying −1 in the DRBSDE(P t0 , ξ, fΘτ ,L Θτ∧·,L Θτ∧·) shows that (−Y Θ(τ, ξ),
−Z Θ(τ, ξ),−K Θ(τ, ξ),−K Θ(τ, ξ))∈Gq
F
t
(
[t, T ]
)
solves the DRBSDE
(
P t0 ,−ξ, fΘτ , LΘτ∧·, LΘτ∧·
)
. To wit
(− Y Θ(τ, ξ),−Z Θ(τ, ξ),−K Θ(τ, ξ),−K Θ(τ, ξ)) = (Y Θ(τ,−ξ), ZΘ(τ,−ξ),K Θ(τ,−ξ),KΘ(τ,−ξ)). (6.61)
Now let us consider the situation where player II acts first by choosing a Vt−control to maximize Y˜ t,x,α〈ν〉,νt
(
T,
h
(
X˜
t,x,α〈ν〉,ν
T
))
, where α∈At is player I’s response. So the priority value and intrinsic priority value of player II are
w2
(
t, x
) △
= inf
α∈At
sup
ν∈Vt
Y˜
t,x,α〈ν〉,ν
t
(
T, h
(
X˜
t,x,α〈ν〉,ν
T
))
and w2
(
t, x
) △
= inf
α∈Ât
sup
ν∈Vt
Y˜
t,x,α〈ν〉,ν
t
(
T, h
(
X˜
t,x,α〈ν〉,ν
T
))
.
For any family {τν,α : ν∈Vt, α∈At} of Qt,T−valued, Ft−stopping times, applying (2.30) yields that
w2(t, x) ≤ inf
α∈At
sup
ν∈Vt
Y˜
t,x,α〈ν〉,ν
t
(
τν,α,w2
(
τν,α, X˜
t,x,α〈ν〉,ν
τν,α
))
. (6.62)
For any
(
t, x
) ∈ [0, T ]× Rk, we see from (6.61) that
−w2
(
t, x
)
= sup
α∈At
inf
ν∈Vt
− Y˜ t,x,α〈ν〉,νt
(
T, h
(
X˜
t,x,α〈ν〉,ν
T
))
= sup
α∈At
inf
ν∈Vt
Y˜
t,x,α〈ν〉,ν
t
(
T, h
(
X˜
t,x,α〈ν〉,ν
T
))
=w2
(
t, x
)
.
Putting it back into (6.62) and using (6.61), we obtain (2.32). Similarly, we have (2.33) and its inverse holds under
(Uλ) for some λ ∈ (0, 1). 
6.3 Proofs of Section 3
The proof of Theorem 3.1 relies on the following comparison theorem for generalized reflected BSDEs.
Proposition 6.1. Given t ∈ [0, T ] and i = 1, 2, let fi : [t, T ] × Ωt × R × Rd → R be a P
(
F
t) ⊗ B(R) ⊗
B(Rd)/B(R)−measurable function. For some ξi ∈ Lq
(F tT ) and Li ∈ C+,q
F
t
(
[t, T ]
) (
resp. C−,q
F
t
(
[t, T ]
))
with ξi ≥
(resp. ≤)LiT , P t0−a.s., let
(
Y i, Zi, V i,Ki
)∈Cq
F
t([t, T ])×H2,q
F
t ([t, T ],Rd)× V
F
t([t, T ])×K
F
t([t, T ]) be a solution of
the following generalized reflected backward stochastic differential equation with lower (resp. upper) obstacle on the
probability space (Ωt,F tT , P t0)
(
RBSDE
(
P t0 , ξi, fi, L
i
)
, resp. RBSDE
(
P t0 , ξi, fi, L
i
)
, for short
)
:

Lis ≤ (resp. ≥)Y is = ξi+
∫ T
s
fi(r, Y
i
r , Z
i
r) dr+V
i
T−V is+(resp. −) (KiT−Kis)−
∫ T
s
ZirdB
t
r, s ∈ [t, T ],∫ T
t
(
Y is − Lis
)
dKis = 0.
(6.63)
If P t0(ξ1 ≤ ξ2) = P t0
(
L1s ≤ L2s, ∀ s ∈ [t, T ]
)
= 1, if V 1 − V 2 is a decreasing process, and if either of the following
two conditions holds:
( i) f1 satisfies (1.6) and f1(s, Y
2
s , Z
2
s ) ≤ f2(s, Y 2s , Z2s ), ds× dP t0−a.s.,
(ii) f2 satisfies (1.6) and f1(s, Y
1
s , Z
1
s ) ≤ f2(s, Y 1s , Z1s ), ds× dP t0−a.s.;
then P t0
(
Y 1s ≤ Y 2s , ∀ s ∈ [t, T ]
)
= 1.
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Proof: We first show the comparison for RBSDE
(
P t0 , ξi, fi, L
i
)
, i=1, 2: Let ∆X
△
=X1−X2 for X=Y, Z, V . Similar
to (6.6), applying Tanaka’s formula to process (∆Y )+ and using Corollary 1 of [24], we obtain
∣∣(∆Ys)+∣∣q − ∣∣(∆Ys′ )+∣∣q + q(q − 1)
2
∫ s′
s
1{∆Yr>0}
∣∣(∆Ys)+∣∣q−2|∆Zr|2dr
≤ q
∫ s′
s
1{∆Yr>0}
∣∣(∆Yr)+∣∣q−1(f1(r, Y 1r , Z1r )−f2(r, Y 2r , Z2r ))dr+q∫ s′
s
1{∆Yr>0}
∣∣(∆Yr)+∣∣q−1(d∆Vr+dK1r−dK2r )
−q
∫ s′
s
1{∆Yr>0}
∣∣(∆Yr)+∣∣q−1∆ZrdBtr − q2
∫ s′
s
1{∆Yr>0}
∣∣(∆Yr)+∣∣q−1dLr , ∀ t≤s≤s′≤T, (6.64)
where L is a real-valued, Ft−adapted, increasing and continuous process known as “local time”. The flat-off
condition of (Y 1, Z1, V 1,K1) implies that P t0−a.s.
0≤
∫ T
t
1{∆Yr>0}
∣∣(∆Yr)+∣∣q−1dK1r =∫ T
t
1{L1r=Y 1r >Y 2r }
∣∣(L1r−Y 2r )+∣∣q−1dK1r ≤∫ T
t
1{L1r>L2r}
∣∣(L1r−L2r)+∣∣q−1dK1r =0.
Putting this back into (6.64) and using Lipschitz continuity of f1 in (y, z) yield that
∣∣(∆Ys)+∣∣q − ∣∣(∆Ys′ )+∣∣q + q(q − 1)
2
∫ s′
s
1{∆Yr>0}
∣∣(∆Ys)+∣∣q−2|∆Zr|2dr
≤q
∫ s′
s
1{∆Yr>0}
∣∣(∆Yr)+∣∣q−1[(γ|∆Yr|+γ|∆Zr|+(f1(r, Y 2r , Z2r )−f2(r, Y 2r , Z2r ))+)dr−∆ZrdBtr], ∀ t≤s≤s′≤T,
which is similar to (6.7) except that ̟ is specified by q. Then using similar arguments to those that lead to (6.13),
we can deduce that
0 ≤ Et
[
sup
s∈[t,T ]
∣∣(∆Ys)+∣∣q] ≤ c0Et[∣∣(ξ1 − ξ2)+∣∣q]+ c0Et[(∫ T
t
(
f1(r, Y
1
r , Z
1
r )−f2(r, Y 2r , Z2r )
)+
dr
)q]
= 0.
Therefore, it holds P t0−a.s. that (∆Ys)+ = 0, or Y 1s ≤ Y 2s for any s ∈ [t, T ].
Next, we consider the case of reflected BSDEs with upper obstacles: For either i = 1 or i = 2, as
(
Y i, Zi, V i,Ki
)
solves RBSDE
(
P t0 , ξi, fi, L
i
)
, the quadruplet
(
Ŷ i, Ẑi, V̂ i, K̂i
) △
=
(−Y 3−i,−Z3−i,−V 3−i,−K3−i) solves the RBSDE(
P t0 , ξ̂i, f̂i, L̂
i
)
with ξ̂i
△
= −ξ3−i, L̂i △= −L3−is and the generator
f̂i(s, ω, y, z)
△
= −f3−i(s, ω,−y,−z), ∀ (s, ω, y, z) ∈ [t, T ]× Ωt × R× Rd.
It holds P t0−a.s. that ξ̂1−ξ̂2 = −ξ2+ξ1 ≤ 0 and L̂1s−L̂2s = −L2s+L1s ≤ 0 for any s ∈ [t, T ]. Also, the process V̂ 1−
V̂ 2 = −V 2+V 1 is decreasing. For either i = 1 or i = 2, if fi satisfies (1.6) and f1(s, Y 3−is , Z3−is ) ≤ f2(s, Y 3−is , Z3−is ),
ds× dP t0−a.s., then f̂3−i satisfies (1.6) and f̂1(s, Ŷ is , Ẑis)− f̂2(s, Ŷ is , Ẑis) = −f2(s, Y 3−is , Z3−is )+ f1(s, Y 3−is , Z3−is ) ≤ 0,
ds × dP t0−a.s. Hence, all conditions to compare RBSDE
(
P t0 , ξ̂1, f̂1, L̂
1
)
with RBSDE
(
P t0 , ξ̂2, f̂2, L̂
2
)
are satisfied.
Then we can conclude that P t0−a.s., Ŷ 1s − Ŷ 2s = −Y 2s + Y 1s for any s ∈ [t, T ]. 
Proof of Theorem 3.1:
1) We first show that w1 is a viscosity subsolution of (3.1) with Hamiltonian H1 when U0 = ∪
i∈N
Fi for closed
subsets {Fi}i∈N of U. Let (t0, x0, ϕ) ∈ (0, T )×Rk × C1,2
(
[0, T ]× Rk) be such that w1(t0, x0) = ϕ(t0, x0) and that
w1 − ϕ attains a strict local maximum at (t0, x0), i.e., for some δ0 ∈
(
0, t0 ∧ (T − t0)
)
(w1 − ϕ)(t, x) < (w1 − ϕ)(t0, x0) = 0, ∀ (t, x) ∈ Oδ0(t0, x0)
∖{
(t0, x0)
}
. (6.65)
Let us simply denote
(
ϕ(t0, x0), Dxϕ(t0, x0), D
2
xϕ(t0, x0)
)
by (y0, z0,Γ0). Since l(t0, x0) ≤ ϕ(t0, x0) = w1(t0, x0) ≤
l(t0, x0) by (2.27), it is clear that
min
{
(ϕ−l)(t0, x0),max
{
− ∂ϕ
∂t
(t0, x0)−H1
(
t0, x0, y0, z0,Γ0
)
, (ϕ−l)(t0, x0)
}}
≤ 0
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if H1
(
t0, x0, y0, z0,Γ0
)
=∞.
To draw a contradiction, we assume that when H1
(
t0, x0, y0, z0,Γ0
)
<∞,
̺
△
= min
{
(ϕ−l)(t0, x0),max
{
− ∂ϕ
∂t
(t0, x0)−H1
(
t0, x0, y0, z0,Γ0
)
, (ϕ−l)(t0, x0)
}}
> 0. (6.66)
Then the continuity of ϕ and l implies that for some δ1 ∈ (0, δ0)
(ϕ−l)(t, x)≥ 3
4
̺, ∀ (t, x)∈Oδ1(t0, x0). (6.67)
As ϕ(t0, x0) ≤ l(t0, x0), we also see from (6.66) that−∂ϕ∂t (t0, x0)−H1(t0, x0, y0, z0,Γ0) ≥ ̺. Thus, one can find an
m ∈ N such that
− ∂ϕ
∂t
(t0, x0)− 7
8
̺ ≥ sup
u∈U0
inf
v∈Omu
lim
U0∋u′→u
sup
(t,x,y,z,Γ)∈O1/m(t0,x0,y0,z0,Γ0)
H(t, x, y, z,Γ, u′, v). (6.68)
As ϕ ∈ C1,2([0, T ]× Rk), there exists a δ < 12m ∧ δ1 such that for any (t, x) ∈ Oδ(t0, x0)∣∣∣∂ϕ
∂t
(t, x)− ∂ϕ
∂t
(t0, x0)
∣∣∣ ≤ 1
8
̺ (6.69)
and
∣∣ϕ(t, x)− ϕ(t0, x0)∣∣ ∨ ∣∣∣Dxϕ(t, x) −Dxϕ(t0, x0)∣∣∣ ∨ ∣∣∣D2xϕ(t, x) −D2xϕ(t0, x0)∣∣∣ ≤ 12m ,
the latter of which together with (6.68) implies that
−∂ϕ
∂t
(t0, x0)− 7
8
̺ ≥ sup
u∈U0
inf
v∈Omu
lim
U0∋u′→u
sup
(t,x)∈Oδ(t0,x0)
H(t, x, ϕ(t, x), Dxϕ(t, x), D
2
xϕ(t, x), u
′, v).
Then for any u ∈ U0, there exists a P(u) ∈ Omu such that
−∂ϕ
∂t
(t0, x0)− 3
4
̺ ≥ lim
U0∋u′→u
sup
(t,x)∈Oδ(t0,x0)
H
(
t, x, ϕ(t, x), Dxϕ(t, x), D
2
xϕ(t, x), u
′,P(u)
)
and we can find a λ(u) ∈ (0, 1) such that for any u′ ∈ U0 ∩Oλ(u)(u)
− ∂ϕ
∂t
(t0, x0)− 5
8
̺ ≥ sup
(t,x)∈Oδ(t0,x0)
H
(
t, x, ϕ(t, x), Dxϕ(t, x), D
2
xϕ(t, x), u
′,P(u)
)
. (6.70)
Let O(u)
△
= Oλ(u)(u), u ∈ U0. For any i ∈ N, {O(u)}u∈Fi together with U \Fi form an open cover of U. Since
the separable metric space U is Lindelo¨f, one can find a sequence
{
uij
}
j∈N
of Fi such that Fi ⊂ ∪
j∈N
O(uij). Let
{uℓ}ℓ∈N represent the countable set
{
uij
}
i,j∈N
⊂ U0 and let vˆ be an arbitrary element of V0. It is clear that
P(u)
△
=
∑
ℓ∈N
1{
u∈O(uℓ)\ ∪
ℓ′<ℓ
O(uℓ′ )
}P(uℓ) + 1{
u∈U\ ∪
ℓ∈N
Oℓ
}vˆ ∈ V0, ∀u ∈ U
defines a B(U)/B(V)−measurable function.
For any u ∈ U0, since U0 = ∪
i∈N
Fi ⊂ ∪
i,j∈N
O(uij) = ∪
ℓ∈N
O(uℓ), there exists a ℓ ∈ N such that u ∈ O(uℓ)\ ∪
ℓ′<ℓ
O(uℓ′).
We see from (6.70) that
−∂ϕ
∂t
(t0, x0)− 5
8
̺ ≥ sup
(t,x)∈Oδ(t0,x0)
H
(
t, x, ϕ(t, x), Dxϕ(t, x), D
2
xϕ(t, x), u,P(uℓ)
)
= sup
(t,x)∈Oδ(t0,x0)
H(t, x, ϕ(t, x), Dxϕ(t, x), D
2
xϕ(t, x), u,P(u)),
which together with (6.69) implies that
− ∂ϕ
∂t
(t, x)− 1
2
̺ ≥ H(t, x, ϕ(t, x), Dxϕ(t, x), D2xϕ(t, x), u,P(u)), ∀ (t, x) ∈ Oδ(t0, x0), ∀u ∈ U0. (6.71)
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Let ℘
△
= inf
{
(ϕ−w1)(t, x) : (t, x)∈Oδ(t0, x0)
∖
O δ
2
(t0, x0)
}
. Since the set Oδ(t0, x0)
∖
O δ
2
(t0, x0) is compact, there
exists a sequence {(tn, xn)}n∈N of Oδ(t0, x0)
∖
O δ
2
(t0, x0) that converges to some (t∗, x∗) ∈ Oδ(t0, x0)
∖
O δ
2
(t0, x0)
and satisfies ℘= lim
n→∞
↓ (ϕ−w1)(tn, xn). The continuity of ϕ and the upper semicontinuity of w1 and imply that
ϕ−w1 is also lower semicontinuous. Thus, it follows that ℘ ≤ (ϕ−w1)(t∗, x∗) ≤ lim
n→∞
↓ (ϕ−w1)(tn, xn) = ℘, which
together with (6.65) shows that
℘ = min
{
(ϕ−w1)(t, x) : (t, x) ∈ Oδ(t0, x0)
∖
O δ
2
(t0, x0)
}
= (ϕ−w1)(t∗, x∗) > 0. (6.72)
Then we set ℘˜
△
=
℘ ∧ ̺
2(1 ∨ γ)T >0 and let
{
(tj , xj)
}
j∈N
be a sequence of O δ
4
(t0, x0) such that
lim
j→∞
(tj , xj) = (t0, x0) and lim
j→∞
ŵ1(tj , xj) = w1(t0, x0) = ϕ(t0, x0).
As lim
j→∞
(
ŵ1(tj , xj)− ϕ(tj , xj)
)
= 0, it holds for some j ∈ N that
∣∣ŵ1(tj , xj)− ϕ(tj , xj)∣∣ < 1
2
℘˜t0. (6.73)
In particular, P(t, ω, u)
△
= P(u), (t, ω, u) ∈ [tj , T ]×Ωtj ×U is a V0−valued, P(Ftj )⊗B(U)/B(V)−measurable
function. For any (t, ω, u) ∈ [tj , T ]× Ωtj × U, if u ∈ Oi\ ∪
j<i
Oj for some i ∈ N, then[
P(t, ω, u)
]
V
=
[
P(ui)
]
V
≤ m+m[ui]U≤m+m[u]U+mρU(u, ui)<m+m[u]U+mλ(ui)<2m+m[u]U ;
otherwise,
[
P(t, ω, u)
]
V
=
[
vˆ
]
V
. This shows that P satisfies (2.25) with Ψ = 2m+
[
vˆ
]
V
and κ = m. Clearly, (2.26)
automatically holds for P. Hence, P ∈ B̂tj .
For any µ ∈ U tj , we set Θµ △=
(
tj , xj , µ,P〈µ〉
)
and define two Ftj−stopping times:
τµ
△
= inf
{
s∈(tj , T ] :
(
s, X˜Θµs
)
/∈O 3
4 δ
(t0, x0)
}
and ζµ
△
= inf
{
s∈(τµ, T ] :
(
s, X˜Θµs
)
/∈Oδ(t0, x0)
∖
O δ
2
(t0, x0)
}
∧ T.
Since
∣∣(T, X˜ΘµT )− (t0, x0)∣∣ ≥ T − t0 > δ0 > δ1 > 34δ, one can deduce from the continuity of X˜Θµ that
τµ < T and
(
τµ, X˜
Θµ
τµ
) ∈ ∂O 3
4 δ
(t0, x0), P
tj
0 − a.s. (6.74)
Given n∈N, we define qn(s)△= ⌈2ns⌉2n ∧ T , s∈ [0, T ]. Then τnµ
△
= qn(τµ)∧ζµ is an Ftj−stopping time. Applying
(2.17) with (ζ, τ, ξ)=
(
τnµ , q
n(τµ), ŵ1
(
qn(τµ), X˜
Θµ
qn(τµ)
))
, we can deduce from Proposition 1.2 and Ho¨lder’s inequality
that ∣∣∣Y˜ Θµtj (τnµ , ŵ1(τnµ , X˜Θµτnµ ))− Y˜ Θµtj (qn(τµ), ŵ1(qn(τµ), X˜Θµqn(τµ)))∣∣∣ q+12
=
∣∣∣∣Y˜ Θµtj (τnµ , ŵ1(τnµ , X˜Θµτnµ ))− Y˜ Θµtj (τnµ , Y˜ Θµτnµ (qn(τµ), ŵ1(qn(τµ), X˜Θµqn(τµ))))
∣∣∣∣
q+1
2
≤ c0Etj
[∣∣∣ŵ1(τnµ , X˜Θµτnµ )− Y˜ Θµτnµ (qn(τµ), ŵ1(qn(τµ), X˜Θµqn(τµ)))∣∣∣ q+12 ]
= c0Etj
[
1{qn(τµ)>ζµ}
∣∣∣ŵ1(ζµ, X˜Θµζµ )− Y˜ Θµτnµ (qn(τµ), ŵ1(qn(τµ), X˜Θµqn(τµ)))∣∣∣ q+12 ]
≤ c0
(
P t0
(
qn(τµ) > ζµ
)) q−12q {
Etj
[∣∣∣ŵ1(ζµ, X˜Θµζµ )− Y˜ Θµτnµ (qn(τµ), ŵ1(qn(τµ), X˜Θµqn(τµ)))∣∣∣q]
} q+1
2q
. (6.75)
By (2.3), ∣∣∣ŵ1(ζµ, X˜Θµζµ )∣∣∣ ≤ (|l| ∨ |l|)(ζµ, X˜Θµζµ ) ≤ l∗ + l∗ + γ sup
s∈[tj ,T ]
∣∣X˜Θµs ∣∣2/q, (6.76)
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where l∗
△
= sup
s∈[t,T ]
∣∣l(s, 0)∣∣ and l∗ △= sup
s∈[t,T ]
∣∣l(s, 0)∣∣. Similarly,
∣∣∣∣Y˜ Θµτnµ (qn(τµ), ŵ1(qn(τµ), X˜Θµqn(τµ)))
∣∣∣∣ ≤ (∣∣LΘµτnµ ∣∣ ∨ ∣∣LΘµτnµ ∣∣)=(|l| ∨ |l|)(τnµ , X˜Θµτnµ ) ≤ l∗+l∗+γ sup
s∈[tj,T ]
∣∣X˜Θµs ∣∣2/q.
Putting it and (6.76) back into (6.75) gives that∣∣∣Y˜ Θµtj (τnµ , ŵ1(τnµ , X˜Θµτnµ ))− Y˜ Θµtj (qn(τµ), ŵ1(qn(τµ), X˜Θµqn(τµ)))∣∣∣ q+12
≤ c0
(
P t0
(
qn(τµ) > ζµ
)) q−12q {
1 + Etj
[
sup
s∈[tj ,T ]
∣∣X˜Θµs ∣∣2]
} q+1
2q
. (6.77)
Since τµ < ζµ, P
t
0−a.s. by (6.74) and since limn→∞↓ q
n(τµ) = τµ, we see from (2.7) that the right-hand-side of (6.77)
converges to 0 as n→∞. Hence, for some nµ ∈ N∣∣∣Y˜ Θµtj (τ̂µ, ŵ1(τ̂µ, X˜Θµτ̂µ ))− Y˜ Θµtj (qnµ(τµ), ŵ1(qnµ(τµ), X˜Θµqnµ (τµ)))∣∣∣ < 14 ℘˜ t0, (6.78)
where τ̂µ
△
= τ
nµ
µ = qnµ(τµ) ∧ ζµ.
As τ̂µ is an F
tj−stopping time, the continuity of ϕ and X˜Θµ show that Y µs △= ϕ
(
τ̂µ ∧ s, X˜Θµτ̂µ∧s
) − ℘˜(τ̂µ ∧ s),
s ∈ [tj , T ] defines a real-valued, Ftj−adapted continuous process. Applying Itoˆ’s formula to Y µ yields that
Y
µ
s = Y
µ
T +
∫ T
s
fµr dr −
∫ T
s
Z
µ
r dB
tj
r , s ∈ [tj , T ], (6.79)
where Z µr
△
= 1{r<τ̂µ}Dxϕ
(
r, X˜
Θµ
r
) · σ(r, X˜Θµr , µr, (P〈µ〉)r) and
fµr
△
=1{r<τ̂µ}
{
℘˜−∂ϕ
∂t
(
r, X˜Θµr
)−Dxϕ(r, X˜Θµr )·b(r, X˜Θµr , µr, (P〈µ〉)r)−12 trace(σσT (r, X˜Θµr , µr, (P〈µ〉)r)·D2xϕ(r, X˜Θµr ))
}
.
As ϕ∈C1,2([t, T ]×Rk), the measurability of b, σ andP show that both Z µ and fµ are Ftj−progressively measurable.
Since it holds P t0−a.s. that (
τ̂µ ∧ s, X˜Θµτ̂µ∧s
) ∈ Oδ(t0, x0), ∀ s ∈ [tj , T ], (6.80)
we see from the continuity of ϕ that Y µ is a bounded process, and we can deduce from (2.1), (2.2) as well as
Ho¨lder’s inequality that
Etj
[(∫ T
tj
|Z µs |2 ds
)q/2]
= (γCϕ)
q Etj
[(∫ τ̂µ
tj
(
1 +
∣∣X˜Θµs ∣∣+ [µs]U + [(P〈µˆ〉)s]V)2ds)q/2
]
(6.81)
≤c0Cqϕ
{(
1+|x0|+δ
)q
+
(
Etj
∫ T
tj
[µs]
2
U
ds
)q/2
+
(
Etj
∫ T
tj
[
(P〈µˆ〉)s
]2
V
ds
)q/2}
<∞, i.e. Z µ ∈ H2,q
F
tj
(
[t, T ],Rd
)
,
where Cϕ
△
= sup
(t,x)∈Oδ(t0,x0)
∣∣Dxϕ(t, x)∣∣. Moreover, (6.80) and (6.67) imply that P t0−a.s.
Y
µ
s ≥ l(τ̂µ ∧ s, X˜Θµτ̂µ∧s) +
3
4
̺− ℘˜T > l(τ̂µ ∧ s, X˜Θµτ̂µ∧s) = L
Θµ
τ̂µ∧s
, ∀ s ∈ [tj , T ],
which together with (6.79) shows that
{(
Y µs ,Z
µ
s , 0, 0
)}
s∈[tj ,T ]
solves the RBSDE
(
P
tj
0 ,Y
µ
T , f
µ, L
Θµ
τ̂µ∧·
)
(see (6.63)).
Since τµ ≤ τ̂µ ≤ ζµ and since w1(t, x) ≥ ŵ1(t, x) for any (t, x) ∈ [0, T ]× Rk, we can deduce from (6.72) that
Y
µ
T ≥ ϕ
(
τ̂µ, X˜
Θµ
τ̂µ
)− ℘˜T > ϕ(τ̂µ, X˜Θµτ̂µ )− ℘ ≥ w1(τ̂µ, X˜Θµτ̂µ ) ≥ ŵ1(τ̂µ, X˜Θµτ̂µ ).
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Also, (6.80), (6.71) and (2.5) show that for ds× dP tj0 −a.s. (s, ω) ∈ [tj , T ]× Ωtj
fµs (ω) ≥ 1{s<τ̂µ(ω)}
{
℘˜+
1
2
̺+ f
(
s, ω, X˜Θµs (ω),Y
µ
s (ω)− ℘˜s,Z µs (ω), µs(ω), (P〈µ〉)s(ω)
)}
≥ 1{s<τ̂µ(ω)}
{
℘˜+
1
2
̺− γ℘˜T + f
(
s, ω, X˜Θµs (ω),Y
µ
s (ω),Z
µ
s (ω), µs(ω), (P〈µ〉)s(ω)
)}
≥ fΘµτ̂µ
(
s, ω,Y µs (ω),Z
µ
s (ω)
)
.
Clearly,
(
Y˜ Θµ
(
τ̂µ, ŵ1
(
τ̂µ, X˜
Θµ
τ̂µ
))
, Z˜Θµ
(
τ̂µ, ŵ1
(
τ̂µ, X˜
Θµ
τ̂µ
))
,−K˜ Θµ
(
τ̂µ, ŵ1
(
τ̂µ, X˜
Θµ
τ̂µ
)
, K˜
Θµ
(
τ̂µ, ŵ1
(
τ̂µ, X˜
Θµ
τ̂µ
))))
solves
RBSDE
(
P
tj
0 , ŵ1
(
τ̂µ, X˜
Θµ
τ̂µ
)
, f
Θµ
τ̂µ
, L
Θµ
τ̂µ∧·
)
. As f
Θµ
τ̂µ
is Lipschitz continuous in (y, z), we know from Proposition 6.1
that P
tj
0 −a.s.
Y
µ
s ≥ Y˜ Θµs
(
τ̂µ, ŵ1
(
τ̂µ, X˜
Θµ
τ̂µ
))
, ∀ s ∈ [tj , T ].
Letting s = tj and using (6.78), we obtain
ϕ(tj , xj)− 3
4
℘˜t0 > ϕ(tj , xj)− ℘˜tj = Y µtj ≥ Y˜
tj ,xj,µ,P〈µ〉
tj
(
τ̂µ, ŵ1
(
τ̂µ, X˜
tj,xj ,µ,P〈µ〉
τ̂µ
))
> Y˜
tj ,xj ,µ,P〈µ〉
tj
(
qnµ(τµ), ŵ1
(
qnµ(τµ), X˜
tj,xj ,µ,P〈µ〉
qnµ(τµ)
))
− 1
4
℘˜t0,
where we used the fact that tj>t0 − 14δ>t0 − 14δ0> 34 t0. Taking supremum over µ ∈ U tj gives that
ϕ(tj , xj)− 3
4
℘˜t0 ≥ sup
µ∈Utj
Y˜
tj ,xj ,µ,P〈µ〉
tj
(
qnµ(τµ), ŵ1
(
qnµ(τµ), X˜
tj,xj ,µ,P〈µ〉
qnµ(τµ)
))
− 1
4
℘˜t0. (6.82)
Let {τµ,β : µ∈U tj , β∈B̂tj} be an arbitrary family ofQtj,T−valued, Ftj−stopping times such that τµ,P = qnµ(τµ)
for any µ ∈ U tj . Then (6.82), (6.73) and Theorem 2.1 imply that
ϕ(tj , xj)− 3
4
℘˜t0 ≥ sup
µ∈Utj
Y˜
tj ,xj ,µ,P〈µ〉
tj
(
qnµ(τµ), ŵ1
(
qnµ(τµ), X˜
tj,xj ,µ,P〈µ〉
qnµ(τµ)
))
− 1
4
℘˜t0
≥ inf
β∈B̂tj
sup
µ∈Utj
Y˜
tj ,xj ,µ,P〈µ〉
tj
(
qnµ(τµ), ŵ1
(
qnµ(τµ), X˜
tj,xj ,µ,P〈µ〉
qnµ(τµ)
))
− 1
4
℘˜t0
≥ ŵ1(tj , xj)− 1
4
℘˜t0>ϕ(tj , xj)− 3
4
℘˜t0 .
A contradiction appears. Therefore, w1 is a viscosity subsolution of (3.1) with Hamiltonian H1.
Similarly, one can show that w∗1 is also a viscosity subsolution of (3.1) with Hamiltonian H1 when U0 = ∪
i∈N
Fi
for closed subsets {Fi}i∈N of U. Using the transformation similar to that in the part (3) of proof of Theorem 2.1,
one can show that if V0 is a countable union of closed subsets of V, then w2 and w
∗
2 are two viscosity supersolutions
of (3.1) with Hamiltonian H2.
2) Next, by assuming (Vλ) for some λ ∈ (0, 1). we shall show that w1 is a viscosity supersolution of (3.1) with
Hamiltonian H1. Let (t0, x0, ϕ) ∈ (0, T ) × Rk × C1,2
(
[0, T ] × Rk) be such that w1(t0, x0) = ϕ(t0, x0) and that
w1 − ϕ attains a strict local minimum at (t0, x0), i.e., for some δ0 ∈
(
0, t0 ∧ (T − t0)
)
(w1 − ϕ)(t, x) > (w1 − ϕ)(t0, x0) = 0, ∀ (t, x) ∈ Oδ0(t0, x0)
∖{
(t0, x0)
}
.
The continuity of l, l and (2.27) imply that l(t, x)≤w1(t, x)≤ l(t, x), ∀ (t, x)∈ [0, T ]×Rk. So it suffices to show that
max
{
− ∂
∂t
ϕ(t0, x0)−H1
(
t0, x0, ϕ(t0, x0), Dxϕ(t0, x0), D
2
xϕ(t0, x0)
)
, (ϕ−l)(t0, x0)
}
≥ 0, (6.83)
which clearly holds if H1
(
t0, x0, ϕ(t0, x0), Dxϕ(t0, x0), D
2
xϕ(t0, x0)
)
= −∞.
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To make a contradiction, we assume that when H1
(
t0, x0, ϕ(t0, x0), Dxϕ(t0, x0), D
2
xϕ(t0, x0)
)
> −∞, (6.83)
does not hold, i.e.
̺
△
= min
{ ∂
∂t
ϕ(t0, x0)+H1
(
t0, x0, ϕ(t0, x0), Dxϕ(t0, x0), D
2
xϕ(t0, x0)
)
, (l−ϕ)(t0, x0)
}
> 0.
As ϕ ∈ C1,2([0, T ]× Rk), there exists a û ∈ U0 such that
lim
(t,x)→(t0,x0)
inf
v∈V0
H(t, x, ϕ(t, x), Dxϕ(t, x), D
2
xϕ(t, x), û, v) ≥
3
4
̺− ∂
∂t
ϕ(t0, x0).
Then by the continuity of ϕ and l, one can find a δ ∈ (0, δ0) such that
inf
v∈V0
H(t, x, ϕ(t, x), Dxϕ(t, x), D
2
xϕ(t, x), û, v)≥
1
2
̺− ∂
∂t
ϕ(t, x) and (l−ϕ)(t, x)≥ 3
4
̺, ∀ (t, x)∈Oδ(t0, x0). (6.84)
Similar to (6.72) we set ℘
△
= min
{
(w1− ϕ)(t, x) : (t, x) ∈Oδ(t0, x0)
∖
O δ
2
(t0, x0)
}
and ℘˜
△
=
℘ ∧ ̺
2(1 ∨ γ)T > 0. Let{
(tj , xj)
}
j∈N
be a sequence of O δ
4
(t0, x0) such that
lim
j→∞
(tj , xj) = (t0, x0) and lim
j→∞
ŵ1(tj , xj) = w1(t0, x0) = ϕ(t0, x0).
As lim
j→∞
(
ŵ1(tj , xj)− ϕ(tj , xj)
)
= 0, it holds for some j ∈ N that
∣∣ŵ1(tj , xj)− ϕ(tj , xj)∣∣ < 1
2
℘˜t0. (6.85)
Clearly, µ̂s
△
= û, s ∈ [tj , T ] is a constant U tj−control. Fix β ∈ B̂tj . We set Θβ △=
(
tj , xj , µ̂, β〈µ̂〉
)
and define
two Ftj−stopping times:
τβ
△
= inf
{
s∈(tj , T ] :
(
s, X˜
Θβ
s
)
/∈O 3
4 δ
(t0, x0)
}
and ζβ
△
= inf
{
s∈(τβ , T ] :
(
s, X˜
Θβ
s
)
/∈Oδ(t0, x0)
∖
O δ
2
(t0, x0)
}
∧ T.
Since
∣∣(T, X˜ΘβT )− (t0, x0)∣∣ ≥ T − t0 > δ0 > 34δ, one can deduce from the continuity of X˜Θβ that
τβ < T and
(
τβ , X˜
Θβ
τβ
) ∈ ∂O 3
4 δ
(t0, x0), P
tj
0 − a.s. (6.86)
Given n ∈ N, we define qn(s) △= ⌈2ns⌉2n ∧T , s ∈ [0, T ]. Then τnβ
△
= qn(τβ)∧ζβ is an Ftj−stopping time. Similar
to (6.77), applying (2.17) with (ζ, τ, ξ) =
(
τnβ , q
n(τβ), ŵ1
(
qn(τβ), X˜
Θβ
qn(τβ)
))
, we can deduce from Proposition 1.2,
Ho¨lder’s inequality and (2.3) that∣∣∣Y˜ Θβtj (τnβ , ŵ1(τnβ , X˜Θβτnβ ))− Y˜ Θβtj (qn(τβ), ŵ1(qn(τβ), X˜Θβqn(τβ)))∣∣∣ q+12
≤ c0
(
P t0
(
qn(τβ) > ζβ
)) q−12q {
1 + Etj
[
sup
s∈[tj ,T ]
∣∣X˜Θβs ∣∣2]}
q+1
2q
. (6.87)
Since τβ < ζβ , P
t
0−a.s. by (6.86) and since limn→∞↓ q
n(τβ) = τβ , we see from (2.7) that the right-hand-side of (6.87)
converges to 0 as n→∞. Hence, for some n
β
∈ N∣∣∣Y˜ Θβtj (τ̂β , ŵ1(τ̂β , X˜Θβτ̂β ))− Y˜ Θβtj (qnβ (τβ), ŵ1(qnβ (τβ), X˜Θβqnβ (τβ)))∣∣∣ < 14 ℘˜ t0, (6.88)
where τ̂β
△
= τ
nβ
β = q
nβ (τβ) ∧ ζβ .
As τ̂β is an F
tj−stopping time, the continuity of ϕ and X˜Θβ show that Y βs △= ϕ
(
τ̂β ∧ s, X˜Θβτ̂β∧s
)
+ ℘˜(τ̂β ∧ s),
s ∈ [tj , T ] defines a real-valued, Ftj−adapted continuous process. Applying Itoˆ’s formula to Y β yields that
Y
β
s = Y
β
T +
∫ T
s
fβr dr −
∫ T
s
Z
β
r dB
tj
r , s ∈ [tj , T ], (6.89)
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where Z βr
△
= 1{r<τ̂β}Dxϕ
(
r, X˜
Θβ
r
) · σ(r, X˜Θβr , û, (β〈µ̂〉)r) and
fβr
△
=−1{r<τ̂β}
{
℘˜+
∂ϕ
∂t
(
r, X˜
Θβ
r
)
+Dxϕ
(
r, X˜
Θβ
r
)·b(r, X˜Θβr , û, (β〈µ̂〉)r)+1
2
trace
(
σσT
(
r, X˜
Θβ
r , û, (β〈µ̂〉)r
)·D2xϕ(r, X˜Θβr ))}.
As ϕ∈C1,2([t, T ]×Rk), the measurability of b, σ and β show that both Z β and fβ are Ftj−progressively measurable.
Since it holds P t0−a.s. that (
τ̂β ∧ s, X˜Θβτ̂β∧s
) ∈ Oδ(t0, x0), ∀ s ∈ [tj , T ], (6.90)
we see from the continuity of ϕ that Y β is a bounded process. And similar to (6.81), we can deduce from (2.1),
(2.2) as well as Ho¨lder’s inequality that Z β ∈ H2,q
F
tj
(
[t, T ],Rd
)
. Moreover, (6.90) and (6.84) imply that P t0−a.s.
Y
β
s ≤ l(τ̂β ∧ s, X˜Θβτ̂β∧s)−
3
4
̺+ ℘˜T < l(τ̂β ∧ s, X˜Θβτ̂β∧s) = L
Θβ
τ̂β∧s, ∀ s ∈ [tj , T ],
which together with (6.89) shows that
{(
Y βs ,Z
β
s , 0, 0
)}
s∈[tj ,T ]
solves the RBSDE
(
P
tj
0 ,Y
β
T , f
β , L
Θβ
τ̂β∧·
)
.
Since τβ ≤ τ̂β ≤ ζβ and since w1(t, x) ≤ ŵ1(t, x) for any (t, x) ∈ [0, T ]× Rk, we can deduce that
Y
β
T ≤ ϕ
(
τ̂β , X˜
Θβ
τ̂β
)
+ ℘˜T < ϕ
(
τ̂β , X˜
Θβ
τ̂β
)
+ ℘ ≤ w1
(
τ̂β , X˜
Θβ
τ̂β
) ≤ ŵ1(τ̂β , X˜Θβτ̂β ).
Also, (6.90), (6.84) and (2.5) show that for ds× dP tj0 −a.s. (s, ω) ∈ [tj , T ]× Ωtj
fβs (ω) ≤ 1{s<τ̂β(ω)}
{
−℘˜− 1
2
̺+ f
(
s, ω, X˜
Θβ
s (ω),Y
β
s (ω)− ℘˜s,Z βs (ω), û, (β〈µ̂〉)s(ω)
)}
≤ 1{s<τ̂β(ω)}
{
−℘˜− 1
2
̺+ γ℘˜T + f
(
s, ω, X˜
Θβ
s (ω),Y
β
s (ω),Z
β
s (ω), û, (β〈µ̂〉)s(ω)
)}
≤ fΘβτ̂β
(
s, ω,Y βs (ω),Z
β
s (ω)
)
.
Clearly,
(
Y˜ Θβ
(
τ̂β , ŵ1
(
τ̂β , X˜
Θβ
τ̂β
))
, Z˜Θβ
(
τ̂β , ŵ1
(
τ̂β , X˜
Θβ
τ̂β
))
, K˜
Θβ
(
τ̂β , ŵ1
(
τ̂β , X˜
Θβ
τ̂β
))
, K˜
Θβ
(
τ̂β , ŵ1
(
τ̂β , X˜
Θβ
τ̂β
)))
solves
RBSDE
(
P
tj
0 , ŵ1
(
τ̂β , X˜
Θβ
τ̂β
)
, f
Θβ
τ̂β
, L
Θβ
τ̂β∧·
)
. As f
Θβ
τ̂β
is Lipschitz continuous in (y, z), we know from Proposition 6.1
that P
tj
0 −a.s.
Y
β
s ≤ Y˜ Θβs
(
τ̂β , ŵ1
(
τ̂β , X˜
Θβ
τ̂β
))
, ∀ s ∈ [tj , T ].
Letting s = tj and using (6.88), we obtain
ϕ(tj , xj) +
3
4
℘˜t0 < ϕ(tj , xj) + ℘˜tj = Y
β
tj ≤ Y˜
tj ,xj ,µ̂,β〈µ̂〉
tj
(
τ̂β , ŵ1
(
τ̂β , X˜
tj ,xj,µ̂,β〈µ̂〉
τ̂β
))
< Y˜
tj ,xj,µ̂,β〈µ̂〉
tj
(
qnβ (τβ), ŵ1
(
qnβ (τβ), X˜
tj ,xj,µ̂,β〈µ̂〉
qnβ (τβ)
))
+
1
4
℘˜t0, (6.91)
where we used the fact that tj>t0 − 14δ>t0 − 14δ0> 34 t0.
Let {τµ,β : µ∈U tj , β∈B̂tj} be an arbitrary family of Qtj ,T−valued, Ftj−stopping times such that τµ̂,β = qnβ (τβ)
for any β ∈ B̂tj . By (6.91), it holds for any β ∈ B̂tj that
ϕ(tj , xj) +
3
4
℘˜t0 < Y˜
tj ,xj ,µ̂,β〈µ̂〉
tj
(
τµ̂,β, ŵ1
(
τµ̂,β , X˜
tj,xj,µ̂,β〈µ̂〉
τµ̂,β
))
+
1
4
℘˜t0
≤ sup
µ∈Utj
Y˜
tj ,xj,µ,β〈µ〉
tj
(
τµ,β , ŵ1
(
τµ,β , X˜
tj,xj ,µ,β〈µ〉
τµ,β
))
+
1
4
℘˜t0.
Then taking infimum over β ∈ B̂tj , we see from (6.85) and Theorem 2.1 that
ϕ
(
tj , xj
)
+
3
4
℘˜t0≤ inf
β∈B̂tj
sup
µ∈Utj
Y˜
tj ,xj,µ,β〈µ〉
tj
(
τµ,β , ŵ1
(
τµ,β , X˜
tj,xj ,µ,β〈µ〉
τµ,β
))
+
1
4
℘˜t0≤ ŵ1(tj , xj)+ 1
4
℘˜t0<ϕ(tj , xj)+
3
4
℘˜t0 .
A contradiction appears. Therefore, w1 is a viscosity supersolution of (3.1) with Hamiltonian H1 under (Vλ).
Using the transformation similar to that in the part (3) of proof of Theorem 2.1, one can show that w2 is a
viscosity subsolution of (3.1) with Hamiltonian H2 given (Uλ) for some λ ∈ (0, 1). 
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6.4 Proofs of Section 4
Proof of Lemma 4.1: Set Λ
△
=
{
A ⊂ Ωt : A = ∪
ω∈A
(
ω ⊗s Ωs
)}
. For any A ∈ Λ, we claim that
ω ⊗s Ωs ⊂ Ac for any ω ∈ Ac. (6.92)
Assume not, there is an ω ∈ Ac and an ω˜ ∈ Ωs such that ω ⊗s ω˜ ∈ A, thus
(
ω ⊗s ω˜
) ⊗s Ωs ⊂ A. Then
ω ∈ ω ⊗s Ωs =
(
ω ⊗s ω˜
)⊗s Ωs ⊂ A. A contradiction appear.
For any r ∈ [t, s] and E ∈ B(Rd), if ω ∈ (Btr)−1(E), then for any ω˜ ∈ Ωs, (ω⊗s ω˜)(r) = ω(r) ∈ E , i.e., ω⊗s ω˜ ∈(
Btr
)−1(E). Thus ω ⊗s Ωs ⊂ (Btr)−1(E), which implies that (Btr)−1(E) ∈ Λ. In particular, ∅ ∈ Λ and Ωt ∈ Λ. For
any A ∈ Λ, (6.92) implies that Ac ∈ Λ. For any {An}n∈N ⊂ Λ, ∪
n∈N
An = ∪
n∈N
(
∪
ω∈An
(
ω⊗sΩs
))
= ∪
ω∈ ∪
n∈N
An
(
ω⊗sΩs
)
,
namely, ∪
n∈N
An ∈ Λ. Thus, Λ is a σ−field of Ωt containing all generating sets of F ts. It then follows that F ts ⊂ Λ,
proving the lemma. 
Proof of Lemma 4.2: Let A be an open subset of Ωt. Given ω˜ ∈ As,ω , there exists a δ such that Oδ
(
ω⊗s ω˜
) ⊂ A.
For any ω˜′ ∈ Oδ(ω˜), one can deduce that sup
r∈[t,T ]
∣∣(ω⊗s ω˜′)(r)− (ω⊗s ω˜)(r)∣∣ = sup
r∈[s,T ]
|ω˜′(r)− ω˜(r)| < δ, which shows
that ω ⊗s ω˜′ ∈ Oδ(ω ⊗s ω˜) ⊂ A, i.e. ω˜′ ∈ As,ω . Hence, As,ω is an open subset of Ωs. If A is a closed subset of Ωt,
then (Ac)s,ω is an open subset of Ωs and it follows from (4.2) that As,ω =
(
(Ac)s,ω
)c
is a closed subset of Ωs.
Next, let r ∈ [s, T ]. For any t′ ∈ [t, r] and E ∈ B(Rd), we can deduce that
((
Btt′
)−1
(E)
)s,ω
=

Ωs, if t′ ∈ [t, s) and ω(t′) ∈ E ;
∅, if t′ ∈ [t, s) and ω(t′) /∈ E ;{
ω˜ ∈ Ωs : ω(s) + ω˜(ti) ∈ E
}
=
(
Bsti
)−1
(E ′) ∈ Fsr , if t′ ∈ [s, r],
where E ′ = {x− ω(s) : x ∈ E} ∈ B(Rd). Thus all the generating sets of F tr belong to Λ △=
{
A ⊂ Ωt : As,ω ∈ Fsr
}
.
In particular, ∅,Ωt ∈ Λ. For any A ∈ Λ and {An}n∈N ⊂ Λ, we see from (4.2) and (4.4) that
(
Ac
)s,ω
=
(
As,ω
)c ∈ Fsr
and
(
∪
n∈N
An
)s,ω
= ∪
n∈N
As,ωn ∈ Fsr , i.e. Ac, ∪
n∈N
An ∈ Λ. So Λ is a σ−field of Ωt, it follows that F tr ⊂ Λ, i.e.,
As,ω ∈ Fsr for any A ∈ F tr.
On the other hand, since the continuity of paths in Ωt shows that
ω ⊗s Ωs =
{
ω′ ∈ Ωt : ω′(t′)=ω(t′), ∀ t′ ∈ Q ∩ [t, s)
}
= ∩
t′∈Q∩[t,s)
(
Btt′
)−1(
ω(t′)
) ∈ F ts. (6.93)
For any A˜ ∈ Fsr , applying Lemma 1.2 with S = T gives that Π−1t,s
(
A˜
) ∈ F tr , which together with (6.93) shows that
ω ⊗s A˜ = Π−1t,s
(
A˜
) ∩ (ω ⊗s Ωs) ∈ F tr. 
Proof of Proposition 4.1: Let ξ be a F tr−measurable random variable for some r ∈ [s, T ]. For any M ∈ B(M),
since ξ−1(M) ∈ F tr , Lemma 4.2 shows that(
ξs,ω
)−1
(M) = {ω˜ ∈ Ωs : ξ(ω ⊗s ω˜) ∈M} = {ω˜ ∈ Ωs : ω ⊗s ω˜ ∈ ξ−1(M)} = (ξ−1(M))s,ω ∈ Fsr . (6.94)
Thus ξs,ω is Fsr−measurable. Next, consider a M−valued, Ft−adapted process {Xr}r∈[t,T ]. For any r ∈ [s, T ]
and M ∈ B(M), similar to (6.94), one can deduce that (Xs,ωr )−1(M) = (X−1r (M))s,ω ∈ Fsr , which shows that{
Xs,ωr
}
r∈[s,T ]
is Fs−adapted. 
Proof of Proposition 4.2: For any E ∈ B([t, T0]) and A ∈ F tT0 , Lemma 4.2 shows that(E ×A)s,ω = {(r, ω˜) ∈ [s, T0]× Ωs : (r, ω ⊗s ω˜) ∈ E ×A} = (E ∩ [s, T0])×As,ω ∈ B([s, T0])⊗FsT0 .
Hence, the rectangular measurable set E ×A ∈ ΛT0 △=
{D ⊂ [t, T0]× Ωt : Ds,ω ∈ B([s, T0])⊗ FsT0}. In particular,
∅ × ∅ ∈ ΛT0 and [t, T0] × Ωt ∈ ΛT0 . For any D ∈ ΛT0 and {Dn}n∈N ⊂ ΛT0 , similar to (4.5), we can deduce that
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([t, T0] × Ωt)\D
)s,ω
=
(Ds,ω)c ∈ B([s, T0]) ⊗ FsT0 , and that ( ∪n∈N Dn)s,ω = ∪n∈NDs,ωn ∈ B([s, T0]) ⊗ FsT0 . Thus
ΛT0 is a σ−field of [t, T0]×Ωt. As the product σ−field B([t, T0])⊗F tT0 is generated by all rectangular measurable
sets
{E × A : E ∈ B([t, T0]), A ∈ F tT0}, we can deduce that B([t, T0]) ⊗ F tT0 ⊂ ΛT0 , i.e., Ds,ω ∈ B([s, T0]) ⊗ FsT0
for any D ∈ B([t, T0])⊗F tT0 .
Let {Xr}r∈[t,T ] be an M−valued, measurable process on
(
Ωt,F tT
)
. For any M ∈ B(M), since X−1(M) ∈
B
(
[t, T ]
)⊗F tT , applying the above result with T0 = T yields that(
Xs,ω
)−1
(M) = {(r, ω˜) ∈ [s, T ]× Ωs : Xs,ωr (ω˜)∈M} = {(r, ω˜) ∈ [s, T ]× Ωs : Xr(ω ⊗s ω˜)∈M}
=
{
(r, ω˜) ∈ [s, T ]× Ωs : (r, ω ⊗s ω˜)∈X−1(M)
}
=
(
X−1(M))s,ω ∈ B([s, T ])⊗FsT ,
thus
{
Xs,ωr
}
r∈[s,T ]
is a measurable process on
(
Ωs,FsT
)
.
Next, we consider an M−valued, Ft−progressively measurable process {Xr}r∈[t,T ]. For any T0 ∈ [s, T ] and
M˜ ∈ B(M), the Ft−progressive measurability of X assures that D˜ △= {(r, ω′) ∈ [t, T0] × Ωt : Xr(ω′) ∈ M˜} ∈
B
(
[t, T0]
)⊗F tT0 , thus D˜s,ω ∈ B([s, T0])⊗FsT0 . It follows that{
(r, ω˜) ∈ [s, T0]× Ωs : Xs,ωr (ω˜) ∈ M˜
}
=
{
(r, ω˜) ∈ [s, T0]× Ωs : Xr
(
ω ⊗s ω˜
) ∈ M˜}
=
{
(r, ω˜) ∈ [s, T0]× Ωs :
(
r, ω ⊗s ω˜
) ∈ D˜} = D˜s,ω ∈ B([s, T0])⊗FsT0 ,
which shows that
{
Xs,ωr
}
r∈[s,T ]
is Fs−progressively measurable.
Moreover, for any D ∈ P(Ft), since 1D = {1D(r, ω′) : r ∈ [t, T ], ω′ ∈ Ωt} is an Ft−progressively measurable
process,
(
1D
)s,ω
= 1Ds,ω is an F
s−progressively measurable process, where we used the fact that(
1D
)s,ω(
r, ω˜
)
= 1D
(
r, ω ⊗s ω˜
)
= 1Ds,ω
(
r, ω˜
)
, ∀ r ∈ [s, T ], ω˜ ∈ Ωs.
Thus, Ds,ω ∈ P(Fs). 
Proof of Corollary 4.1: Similar to the proof of Proposition 4.2, one can show that for any D ∈ P(Ft) and
M ∈ B(M), (D×M)s,ω = Ds,ω×M ∈ P(Fs)⊗B(M), and that Λ △= {J ⊂ [t, T ]×Ωt×M : J s,ω ∈ P(Fs)⊗B(M)}
forms a σ−field of [t, T ]× Ωt ×M. Thus it follows that P(Ft)⊗B(M) ⊂ Λ, i.e., J s,ω ∈ P(Fs)⊗B(M) for any
J ∈ P(Ft)⊗B(M).
Next, let f : [t, T ] × Ωt ×M → M˜ be a P(Ft) ⊗ B(M)/B(M)−measurable function. For any E ∈ B(M˜),
the measurability of f assures that J˜ △= {(r, ω′, x) ∈ [t, T ] × Ωt ×M : f(r, ω′, x) ∈ E} ∈ P(Ft) ⊗B(M). Thus,
J˜ s,ω={(r, ω˜, x)∈ [s, T ]× Ωs ×M : f s,ω(r, ω˜, x)∈E}∈P(Fs)⊗B(M), which gives the measurability of f s,ω. 
Proof of Lemma 4.3: Set A
△
= {ω′ ∈ Ωt : τ(ω′) = τ(ω)}. For any c ∈ Rd, ξ−1(c) = {ω′ ∈ Ωt : ξ(ω′) = c} ∈ F tτ ,
thus ξ−1(c)∩A ∈ F tτ(ω). Since ω ∈ A = ∪
c∈Rd
(
ξ−1(c)∩A), we can find some c˜ ∈ Rd such that ω ∈ ξ−1(c˜)∩A ∈ F tτ(ω).
Then lemma 4.1 implies that ω ⊗τ Ωτ(ω) ⊂ ξ−1(c˜) ∩ A. It follows that ξτ,ω(ω˜) = ξ
(
ω ⊗τ ω˜
)
= ξ(ω) = c˜ for any
ω˜ ∈ Ωτ(ω). It is clear that τ ∈ F tτ , thus τ
(
ω ⊗τ ω˜
)
= ττ,ω(ω˜) = τ(ω) for any ω˜ ∈ Ωτ(ω). 
Proof of Proposition 4.3: Fix s ∈ [t, T ]. Let us first show that
Es
[
ξs,ω
]
= Et
[
ξ
∣∣F ts](ω) ∈ R, for P t0 − a.s. ω ∈ Ωt. (6.95)
In virtue of Theorem 1.3.4 and (1.3.15) of [45], P t0 has a regular conditional probability distribution with respect
to F ts, i.e. a family {Pωs }ω∈Ωt ⊂ Pt satisfying:
( i) For any A ∈ F tT , the mapping ω → Pωs (A) is F ts−measurable;
( ii) For any ξ ∈ L1(F tT ), EPωs [ξ] = Et[ξ∣∣F ts](ω), for P t0 − a.s. ω ∈ Ωt; (6.96)
(iii) For any ω ∈ Ωt, Pωs
(
ω ⊗s Ωs
)
= 1. (6.97)
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Given ω ∈ Ωt, since ω ⊗s A˜ ∈ F tT for any A˜ ∈ FsT by Lemma 4.2, one can deduce from (6.97) that
P s,ω
(
A˜
) △
= Pωs
(
ω ⊗s A˜
)
, ∀ A˜ ∈ FsT
defines a probability measure on
(
Ωs,FsT
)
.
For any A˜ ∈ FsT , (6.97) and (6.96) implies that for P t0−a.s. ω ∈ Ωt
P s,ω
(
A˜
)
= Pωs
(
ω ⊗s A˜
)
= Pωs
(
(ω ⊗s Ωs) ∩ Π−1t,s (A˜)
)
= Pωs
(
Π−1t,s (A˜)
)
= Et
[
1Π−1t,s(A˜)
∣∣F ts](ω).
It is easy to see that Π−1t,s (FsT ) = σ
(
Btr −Bts; r ∈ [s, T ]
)
. Thus Π−1t,s (A˜) is independent of F ts. Applying Lemma 1.2
with S = T yield that for P t0−a.s. ω ∈ Ωt
P s,ω
(
A˜
)
= Et
[
1Π−1t,s(A˜)
∣∣F ts](ω) = Et[1Π−1t,s(A˜)] = P t0(Π−1t,s (A˜)) = P s0 (A˜).
Since CsT is a countable set by Lemma 1.1, we can find a P t0−null set N such that for any ω ∈ N c, P s,ω
(
A˜
)
= P s0 (A˜)
holds for each A˜ ∈ CsT ∪ {Ωs}. To wit, CsT ∪ {Ωs} ⊂ Λ
△
=
{
A˜ ∈ FsT : P s,ω
(
A˜
)
= P s0 (A˜) for any ω ∈ N c
}
. It is easy
to see that Λ is a Dynkin system. As CsT is closed under intersection, Lemma 1.1 and Dynkin System Theorem
show that FsT = σ
(CsT ) ⊂ Λ. Namely, it holds for any ω ∈ N c that
P s,ω
(
A˜
)
= P s0 (A˜), ∀ A˜ ∈ FsT . (6.98)
Let A ∈ F tT . For any ω ∈ Ωt, we have
(1A)
s,ω(ω˜) = 1{ω⊗sω˜∈A} = 1{ω˜∈As,ω} = 1As,ω(ω˜), ∀ ω˜ ∈ Ωs. (6.99)
By (6.96), there exists a P t0−null set N (A) such that Pωs (A) = Et
[
1A|F ts
]
(ω) ∈ R. Given ω ∈ (N c ∪N (A))c, since
As,ω ∈ FsT by Lemma 4.2, we see from (6.99), (6.98) and (6.97) that
Es
[
(1A)
s,ω
]
= Es
[
1As,ω
]
= P s0 (A
s,ω) = P s,ω(As,ω) = Pωs
(
ω ⊗s As,ω
)
= Pωs
(
(ω ⊗s Ωs) ∩ A
)
= Pωs (A) = Et
[
1A|F ts
]
(ω) ∈ R.
Then it follows that (6.95) holds for each simple F tT−measurable random variable.
Now, for any ξ ∈ L1(F tT ), ξ+ can be approximated from below by a sequence of positive simple F tT−measurable
random variables: ξn =
n2−1∑
i=1
i
n1An with An
△
=
{
ξ+ ∈ [ in , i+1n )} ∈ F tT . It is clear that limn→∞↑ ξs,ωn = (ξ+)s,ω for any
ω ∈ Ωt. Then Monotone Convergence Theorem implies that for P t0−a.s. ω ∈ Ωt
Es
[(
ξ+
)s,ω]
= lim
n→∞
↑ Es
[
ξs,ωn
]
= lim
n→∞
↑ Et
[
ξn
∣∣F ts](ω) = Et[ξ+∣∣F ts](ω) <∞. (6.100)
Similarly, Es
[(
ξ−
)s,ω]
= Et
[
ξ−
∣∣F ts](ω) < ∞ for P t0−a.s. ω ∈ Ωt, which together with (6.100) shows that (6.95)
holds for both |ξ| and ξ. Let τ take values in {tn}n∈N ⊂ [t, T ], it then follows that for P t0−a.s. ω ∈ Ωt
Eτ(ω)
[∣∣ξτ,ω∣∣] = Eτ(ω)[|ξ|τ,ω] = ∑
n∈N
1{τ(ω)=tn}Etn
[|ξ|tn,ω] = ∑
n∈N
1{τ(ω)=tn}Et
[|ξ||F ttn](ω)
=
∑
n∈N
1{τ(ω)=tn}Et
[|ξ||F tτ ](ω) = Et[|ξ|∣∣F tτ ](ω) ∈ [0,∞)
Similarly, we see that (4.6) holds for P t0−a.s. ω ∈ Ωt. 
Proof of Corollary 4.2: Given a P t0−null set N , there exists an A ∈ F tT with P t0(A) = 0 such that N ⊂ A.
For any ω ∈ Ωt, applying (6.99) with s = τ(ω) gives that (1A)τ,ω = 1Aτ,ω ; Also, (4.3) and Lemma 4.2 show that
N τ,ω ⊂ Aτ,ω ∈ Fτ(ω)T . Then (4.6) imply that for P t0−a.s. ω ∈ Ωt
P
τ(ω)
0
(
Aτ,ω
)
= Eτ(ω)
[
1Aτ,ω
]
= Eτ(ω)
[
(1A)
τ,ω
]
= Et
[
1A
∣∣F tτ ](ω) = 0,
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thus N τ,ω ∈ N P τ(ω)0 . Next let ξ1 and ξ2 be two real-valued random variables with ξ1 ≤ ξ2, P t0−a.s. Since
N △= {ω ∈ Ωt : ξ1(ω) > ξ2(ω)} ∈ N P t0 , it holds for P t0−a.s. ω ∈ Ωt that
0 = P
τ(ω)
0
(N τ,ω)=P τ(ω)0 {ω˜∈Ωτ(ω) : ξ1(ω⊗τ ω˜) > ξ2(ω⊗τ ω˜)}=P τ(ω)0 {ω˜∈Ωτ(ω) : ξτ,ω1 (ω˜) > ξτ,ω2 (ω˜)}. 
Proof of Proposition 4.4: For each ω ∈ Ωt, applying Proposition 4.2 with s = τ(ω) and T0 = T shows
that
{
Xτ,ωr
}
r∈[τ(ω),T ]
is a measurable process on
(
Ωτ(ω),Fτ(ω)T
)
. Since Et
[(∫ T
τ
∣∣Xr∣∣pdr)p̂/p] < ∞, the integral∫ T
t
1{r≥τ(ω)}
∣∣Xr(ω)∣∣pdr is well-defined for all ω ∈ Ωt except on an P t0−null set N . Let ξ △= 1N c∫ Tτ |Xr|pdr, so
ξp̂/p∈L1(F tT ). Given ω∈Ωt, (4.2) and Lemma 4.3 show that
ξτ,ω(ω˜) = 1(
N c
)τ,ω (ω˜) · ∫ T
τ(ω⊗τ ω˜)
∣∣Xr(ω ⊗τ ω˜)∣∣pdr = 1(
N τ,ω
)c(ω˜) · ∫ T
τ(ω)
∣∣Xτ,ωr (ω˜)∣∣pdr, ∀ ω˜ ∈ Ωτ(ω). (6.101)
By Corollary 4.2, it holds for P t0−a.s. ω ∈ Ωt that N τ,ω ∈ N P
τ(ω)
0 . Then (6.101) and (4.6) imply that for P t0−a.s.
ω ∈ Ωt
Eτ(ω)
[( ∫ T
τ(ω)
∣∣Xτ,ωr ∣∣pdr)p̂/p] = Eτ(ω)[(ξp̂/p)τ,ω] = Et[ξp̂/p∣∣F tτ](ω) = Et[( ∫ T
τ
|Xr|pdr
)p̂/p∣∣∣F tτ](ω) <∞. 
Proof of Corollary 4.3: Firstly, let {Xr}r∈[t,T ]∈Hp,p̂Ft ([t, T ],E). For each ω∈Ωt, applying Proposition 4.2 with
s = τ(ω) shows that {Xτ,ωr }r∈[τ(ω),T ] is Fτ(ω)−progressively measurable. Then Proposition 4.4 implies that for
P t0−a.s. ω ∈ Ωt, {Xτ,ωr }r∈[τ(ω),T ] ∈ Hp,p̂Fτ(ω)
(
[τ(ω), T ],E, P
τ(ω)
0
)
.
Next, let {Xr}r∈[t,T ] ∈ CpFt([t, T ],E) with continuous paths except on an P t0−null set N . Given ω ∈ Ωt,
Proposition 4.1 shows that {Xτ,ωr }r∈[τ(ω),T ] is Fτ(ω)−adapted, and the path [τ(ω), T ] ∋ r → Xτ,ωr (ω˜) = Xr
(
ω⊗τ ω˜
)
is continuous for any ω˜ ∈ (N c)τ,ω. By (4.2) and Corollary 4.2, it holds for P t0−a.s. ω ∈ Ωt that P τ(ω)0 ((N c)τ,ω) =
P
τ(ω)
0
(
(N τ,ω)c) = 1. Moreover, applying Proposition 4.3 with ξ = sup
r∈[t,T ]
|Xr| ∈ Lp
(F tT ) yields that for P t0−a.s. ω ∈
Ωt, Eτ(ω)
[
sup
r∈[τ(ω),T ]
|Xτ,ωr |p
]
≤ Eτ(ω)
[|ξτ,ω|p] <∞. 
Proof of Proposition 4.5: We set Dr △= {ω ∈ Ωt : (r, ω) ∈ D}, ∀ r ∈ [t, T ]. Fubini Theorem shows that
0=(dr × dP t0) (D ∩ [[τ, T ]])=
∫
Ωt
(∫ T
τ(ω)
1Dr(ω) dr
)
dP t0(ω)=Et
[∫ T
τ
1Drdr
]
.
Thus
∫ T
τ 1Drdr ∈ L1(F tT ) is equal to 0, P t0−a.s., which together with (4.6) implies that
Eτ(ω)
[(∫ T
τ
1Drdr
)τ,ω]
= Et
[∫ T
τ
1Drdr
∣∣∣F tτ](ω) = 0. (6.102)
holds for any ω ∈ Ωt except on an P t0−null set N . Given ω ∈ N c, applying Proposition 4.2 with s = τ(ω) and
T0 = T yields that Dτ,ω ∈ B
(
[τ(ω), T ]
)⊗Fτ(ω)T . Since
(Dτ,ω)r =
{
ω˜ ∈ Ωτ(ω) : (r, ω˜) ∈ Dτ,ω} = {ω˜ ∈ Ωτ(ω) : (r, ω ⊗τ ω˜) ∈ D} = {ω˜ ∈ Ωτ(ω) : ω ⊗τ ω˜ ∈ Dr}
for any r ∈ [τ(ω), T ], we can deduce from Fubini Theorem, Lemma 4.3 and (6.102) that
(
dr×dP τ(ω)0
)(Dτ,ω) = ∫
Ωτ(ω)
(∫ T
τ(ω)
1Dτ,ωr (ω˜)dr
)
dP
τ(ω)
0 (ω˜) =
∫
Ωτ(ω)
(∫ T
τ(ω⊗τ ω˜)
1Dr
(
ω ⊗τ ω˜
)
dr
)
dP
τ(ω)
0 (ω˜)
=
∫
Ωτ(ω)
(∫ T
τ
1Drdr
)τ,ω
(ω˜) dP
τ(ω)
0 (ω˜) = Eτ(ω)
[(∫ T
τ
1Drdr
)τ,ω]
= 0. 
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Proof of Proposition 4.6: (1) Let µ ∈ U t. Given ω ∈ Ωt, we see from Proposition 4.2 that µτ,ω = {µτ,ωr }r∈[τ(ω),T ]
is an Fτ(ω)−progressively measurable process, and Lemma 4.3 shows that(∫ T
τ
[
µr
]2
U
dr
)τ,ω
(ω˜) =
∫ T
τ(ω⊗τ ω˜)
[
µr(ω ⊗τ ω˜)
]2
U
dr =
∫ T
τ(ω)
[
µτ,ωr (ω˜)
]2
U
dr, ∀ ω˜ ∈ Ωτ(ω). (6.103)
As D △= {(r, ω) ∈ [t, T ] × Ωt : µr(ω) ∈ U \U0} has zero dr × dP t0−measure, we see from Proposition 4.5 that for
P t0−a.s. ω ∈ Ωt,
0 =
(
dr × dP τ(ω)0
)(Dτ,ω) = (dr × dP τ(ω)0 )({(r, ω˜) ∈ [τ(ω), T ]× Ωτ(ω) : µτ,ωr (ω˜) ∈ U \U0}).
On the other hand, applying Proposition 4.3 with ξ =
∫ T
τ
[
µr
]2
U
dr ∈ L1(F tT ) and using (6.103) yield that for
P t0−a.s. ω ∈ Ωt,
Eτ(ω)
[ ∫ T
τ(ω)
[
µτ,ωr
]2
U
dr
]
= Et
[ ∫ T
τ
[
µr
]2
U
dr
∣∣∣F tτ](ω) ≤ Et[ ∫ T
t
[
µr
]2
U
dr
∣∣∣F tτ](ω) <∞, (6.104)
thus µτ,ω ∈ Uτ(ω). Similarly, one can show that for any ν ∈ Vt, it holds for P t0−a.s. ω ∈ Ωt that ντ,ω ∈ Vτ(ω).
(2) Let α ∈ At. There exists a dr × dP t0−a.s. null set D ⊂ [t, T ]× Ωt such that α(r, ω,V0)⊂U0 and (2.25) holds
for all (r, ω) ∈ ([s, T ]× Ωt)\D. Given ω ∈ Ωt, Corollary 4.1 shows that αs,ω(r, ω˜, v) = α(r, ω ⊗s ω˜, v), ∀ (r, ω˜, v) ∈
[s, T ]× Ωs × V is P(Fs)⊗B(V)/B(U)−measurable, and we can deduce that for any (r, ω˜) ∈ ([s, T ]× Ωs)\Ds,ω(
or equivalent, (r, ω ⊗s ω˜) ∈ ([s, T ]× Ωt)\D
)
, αs,ω
(
r, ω˜,V0
)
= α
(
r, ω ⊗s ω˜,V0
) ⊂ U0 and[
αs,ω
(
r, ω˜, v
)]
U
=
[
α
(
r, ω ⊗s ω˜, v
)]
U
≤ Ψr
(
ω ⊗s ω˜
)
+ κ[v]
V
= Ψs,ωr (ω˜) + κ[v]V , ∀ v ∈ V. (6.105)
In light of Proposition 4.5 and Proposition 4.4, it holds for P t0−a.s. ω ∈ Ωt that Ds,ω is a dr × dP s0−a.s. null set
and that Ψs,ω is a non-negative measurable process on (Ωs,FsT ) with Es
∫ T
s (Ψ
s,ω
r )
2 dr < ∞. Hence, αs,ω ∈ As for
P t0−a.s. ω ∈ Ωt.
Moreover, assuming that α additionally satisfies (2.26), i.e. α ∈ Ât, we shall show that αs,ω also satisfies (2.26)
for P t0−a.s. ω ∈ Ωt. Given n ∈ N, there exist a δn and a closed subset Fn of Ωt with P t0(Fn) > 1− 1n such that for
any ω, ω′ ∈ Fn with ‖ω − ω′‖t < δn
sup
r∈[t,T ]
sup
v∈V
ρ
U
(
α(r, ω, v), α(r, ω′, v)
)
<
1
n
. (6.106)
For any ω ∈ Ωt, Lemma 4.2 shows that F s,ωn is a closed subset of Ωs. Applying Proposition 4.3 with ξ = 1Fn and
using (6.99) show that for all ω ∈ Ωt except on a P t0−null set Nn
P s0
(
F s,ωn
)
= Es
[
1F s,ωn
]
= Es
[(
1Fn
)s,ω]
= Et
[
1Fn
∣∣F ts](ω) <∞. (6.107)
As lim
n→∞
Et
[
1−Et
[
1Fn
∣∣F ts]] = 1− lim
n→∞
P t0
(
Fn
)
= 0, there exists a subsequence {ni}i∈N ofN such that lim
i→∞
Et
[
1Fni
∣∣F ts]
= 1 holds except on a P t0−null setN . Thus, taking n = ni in (6.107) and letting i→∞ yield that lim
i→∞
P s0
(
F s,ωni
)
= 1
for all ω ∈ Ωt except on the P t0−null set N˜ △=
( ∪
i∈N
Nni
) ∪N .
Now, fix ω ∈ N˜ c. For any ε > 0, there exists an i ∈ N such that ni > 1ε and that P s0
(
F s,ωni
)
> 1 − ε. Let
ω˜ ∈ F s,ωni . For any ω˜′ ∈ F s,ωni with
∥∥ω˜− ω˜′∥∥
s
<δni , since sup
r∈[t,T ]
∣∣(ω⊗s ω˜)(r)− (ω⊗s ω˜′)(r)∣∣= sup
r∈[s,T ]
∣∣ω˜(r)− ω˜′(r)∣∣<δni ,
we see from (6.106) that
sup
r∈[t,T ]
sup
v∈V
ρ
U
(
αs,ω(r, ω˜, v), αs,ω(r, ω˜′, v)
)
= sup
r∈[t,T ]
sup
v∈V
ρ
U
(
α(r, ω ⊗s ω˜, v), α(r, ω ⊗s ω˜′, v)
)
<
1
ni
< ε.
Hence, αs,ω satisfies (2.26).
Similarly, one can show that for any β ∈ Bt (resp. β ∈ B̂t), it holds for P t0−a.s. ω ∈ Ωt that βs,ω ∈ Bs(
resp. βs,ω ∈ B̂s). 
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Proof of Lemma 4.4: Let {ξi}i∈N be a sequence of L1(F tT ) that converges to 0 in probability P t0 , i.e.
lim
i→∞
↓ Et
[
1{|ξi|>1/n}
]
= lim
i→∞
↓ P t0
(|ξi| > 1/n) = 0, ∀n ∈ N. (6.108)
In particular, lim
i→∞
↓ Et
[
1{|ξi|>1}
]
= 0 allows us to extract a subsequence S1 =
{
ξ1i
}
i∈N
from {ξi}i∈N such that
lim
i→∞
1{|ξ1i |>1} = 0, P
t
0−a.s. Clearly, S1 also satisfies (6.108). Then by lim
i→∞
↓ Et
[
1{|ξ1i |>1/2}
]
= 0, we can find a
subsequence S2 =
{
ξ2i
}
i∈N
of S1 such that lim
i→∞
1{|ξ2i |>1/2} = 0, P
t
0−a.s. Inductively, for each n ∈ N we can select a
subsequence Sn+1 = {ξn+1i }i∈N of Sn = {ξni }i∈N such that limi→∞1
{
|ξn+1i |>
1
n+1
} = 0, P t0−a.s.
For any i ∈ N, we set ξ˜i △= ξii , which belongs to Sn for n = 1, · · · , i. Given n ∈ N, since {ξ˜i}∞i=n ⊂ Sn, it holds
P t0−a.s. that lim
i→∞
1{
|ξ˜i|>
1
n
} = 0. Then Bound Convergence Theorem and Proposition 4.3 imply that
0 = lim
i→∞
Et
[
1{|ξ˜i|>1/n}
∣∣F tτ](ω) = lim
i→∞
Eτ(ω)
[(
1{|ξ˜i|>1/n}
)τ,ω]
(6.109)
holds for all ω ∈ Ωt except on a P t0−null set Nn. Let ω ∈
(
∪
n∈N
Nn
)c
. For any n ∈ N, one can deduce that
(
1{|ξ˜i|>1/n}
)τ,ω
(ω˜) = 1{
|ξ˜i(ω⊗τ ω˜)|>1/n
} = 1{∣∣ξ˜ τ,ωi (ω˜)∣∣>1/n} = (1{|ξ˜ τ,ωi |>1/n})(ω˜), ∀ ω˜ ∈ Ωτ(ω).
which together with (6.109) leads to that lim
i→∞
P
τ(ω)
0
(
|ξ˜ τ,ωi | > 1/n
)
= lim
i→∞
Eτ(ω)
[(
1{|ξ˜i|>1/n}
)τ,ω]
= 0. 
Proof of Proposition 4.7: Since X˜Θ∈C2
Ft
([t, T ],Rk), Corollary 4.3 shows that for P t0−a.s. ω∈Ωt,
{
(X˜Θ)τ,ωr
}
r∈[τ(ω),T ]
∈ C2
Fτ(ω)
(
[τ(ω), T ],Rk, P
τ(ω)
0
)
. Thus, it suffices to show that for P t0−a.s. ω ∈ Ωt,
(
X˜Θ
)τ,ω
solves (4.7).
As the Ft−version of XΘ, X˜Θ also satisfies (1.1). Thus, one can deduce that except on a P t0−null set N
X˜Θτ∨s−X˜Θτ =
∫ τ
τ∨s
b
(
r, X˜Θr , µr, νr
)
dr+
∫ τ
τ∨s
σ
(
r, X˜Θr , µr, νr
)
dBtr =
∫ s
t
bΘr dr+
∫ s
t
σΘr dB
t
r, s ∈ [t, T ], (6.110)
where bΘr
△
= 1{r>τ}b
(
r, X˜Θr , µr, νr
)
and σΘr
△
= 1{r>τ}σ
(
r, X˜Θr , µr, νr
)
. In light of (2.2), (2.6) and (2.7), MΘs
△
=∫ s
t σ
Θ
r dB
t
r, s ∈ [t, T ] is a square-integrable martingale with respect to
(
F
t
, P t0
)
.
Since X˜Θτ ∈ Ftτ , Lemma 4.3 shows that for any ω ∈ Ωt and ω˜ ∈ Ωτ(ω)(
X˜Θτ
)
(ω ⊗τ ω˜) =
(
X˜Θτ
)
(ω) = X˜Θτ(ω)(ω) and τ
(
ω ⊗τ ω˜
)
= τ(ω). (6.111)
Fix ω ∈ Ωt. It easily follows that for any ω˜ ∈ Ωτ(ω)(
X˜Θτ∨s
)
(ω ⊗τ ω˜) = X˜Θτ(ω⊗τ ω˜)∨s(ω ⊗τ ω˜)=X˜Θτ(ω)∨s(ω ⊗τ ω˜)=X˜Θs (ω ⊗τ ω˜)=
(
X˜Θ
)τ,ω
s
(ω˜), ∀ s ∈ [τ(ω), T ], (6.112)
bΘr (ω ⊗τ ω˜) = 1{r>τ(ω⊗τ ω˜)}b
(
r, X˜Θr (ω ⊗τ ω˜), µr(ω ⊗τ ω˜), νr(ω ⊗τ ω˜)
)
= 1{r>τ(ω)}b
(
r,
(
X˜Θ
)τ,ω
r
(ω˜), µτ,ωr (ω˜), ν
τ,ω
r (ω˜)
)
, ∀ r ∈ [t, T ], (6.113)
and similarly
σΘr (ω ⊗τ ω˜) = 1{r>τ(ω)}σ
(
r,
(
X˜Θ
)τ,ω
r
(ω˜), µτ,ωr (ω˜), ν
τ,ω
r (ω˜)
)
, ∀ r ∈ [t, T ]. (6.114)
Then for any ω˜∈(N c)τ,ω, applying (6.110) to the path ω⊗τ ω˜ over period [τ(ω), T ] and using (6.111)-(6.113) yield(
X˜Θ
)τ,ω
s
(ω˜)=X˜Θτ(ω)(ω) +
∫ s
τ(ω)
b
(
r,
(
X˜Θ
)τ,ω
r
(ω˜), µτ,ωr (ω˜), ν
τ,ω
r (ω˜)
)
dr +
(
MΘ
)τ,ω
s
(ω˜), s ∈ [τ(ω), T ].
By (4.2) and Corollary 4.2, it holds for P t0−a.s. ω ∈ Ωt that P τ(ω)0
(
(N c)τ,ω) = P τ(ω)0 ((N τ,ω)c) = 1. Hence, it
remains to show that for P t0−a.s. ω ∈ Ωt, it holds P τ(ω)0 −a.s. that(
MΘ
)τ,ω
s
=
∫ s
τ(ω)
σ
(
r,
(
X˜Θ
)τ,ω
r
, µτ,ωr , ν
τ,ω
r
)
dBτ(ω)r , s ∈ [τ(ω), T ].
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Since MΘ is a square-integrable martingale with respect to
(
F
t
, P t0
)
, we know that (see e.g. Problem 3.2.27 of
[27]) there is a sequence of Rk×d−valued, Ft−simple processes
{
Φns =
∑ℓn
i=1 ξ
n
i 1
{
s∈(tni ,t
n
i+1]
}, s ∈ [t, T ]}
n∈N
(
where
t = tn1 < · · · < tnℓn+1 = T and ξni ∈ F ttni for i = 1, · · · , ℓn
)
such that
P t0− limn→∞
∫ T
t
trace
{(
Φnr − σΘr
)(
Φnr − σΘr
)T}
ds = 0 and P t0− limn→∞ sups∈[t,T ]
∣∣Mns −MΘs ∣∣ = 0.
where Mns
△
=
∫ s
t
Φnr dB
t
s =
∑ℓn
i=1 ξ
n
i
(
Bts∧tni+1 −Bts∧tni
)
. Then it directly follows that
P t0− limn→∞
∫ T
τ
trace
{(
Φnr − σΘr
)(
Φnr − σΘr
)T}
ds = 0 and P t0− limn→∞ sups∈[τ,T ]
∣∣Mns −MΘs ∣∣ = 0.
By Lemma 4.4, {Φn}n∈N has a subsequence
{
Φ̂ns =
∑ℓ̂n
i=1 ξ̂
n
i 1
{
s∈(t̂ni ,t̂
n
i+1]
}, s ∈ [t, T ]}
n∈N
such that except on
a P t0−null set N̂
0 = P
τ(ω)
0 − limn→∞
(∫ T
τ
trace
{(
Φ̂nr − σΘr
)(
Φ̂nr − σΘr
)T}
ds
)τ,ω
= P
τ(ω)
0 − limn→∞
∫ T
τ(ω)
trace
{((
Φ̂n
)τ,ω
r
− (σΘ)τ,ω
r
)((
Φ̂n
)τ,ω
r
− (σΘ)τ,ω
r
)T}
ds (6.115)
and 0 = P
τ(ω)
0 − limn→∞
(
sup
s∈[τ,T ]
∣∣M̂ns −MΘs ∣∣ )τ,ω = P τ(ω)0 − limn→∞ sups∈[τ(ω),T ]
∣∣∣(M̂n)τ,ωs − (MΘ)τ,ωs ∣∣∣, (6.116)
where M̂ns
△
=
∫ s
t
Φ̂nr dB
t
s =
∑ℓ̂n
i=1 ξ̂
n
i
(
Bt
s∧t̂ni+1
−Bt
s∧t̂ni
)
and we made similar deductions to (6.113).
Fix ω ∈ N̂ c. For any n ∈ N and i = 1, · · ·, ℓ̂n, we set t̂ni (ω)
△
= t̂ni ∨ τ(ω) and Proposition 4.1 implies that(
ξ̂ ni
)τ,ω ∈ Fτ(ω)
t̂ni (ω)
since ξ̂ ni ∈ F tt̂ni ⊂ F
t
t̂ni (ω)
. It holds for any s ∈ [τ(ω), T ] and ω˜ ∈ Ωτ(ω)
(
Φ̂n
)τ,ω
s
(ω˜) = Φ̂ns (ω ⊗τ ω˜) =
ℓ̂n∑
i=1
ξ̂ ni (ω ⊗τ ω˜)1{s∈(t̂ni ,t̂ni+1]} =
ℓ̂n∑
i=1
(
ξ̂ ni
)τ,ω
(ω˜)1{
s∈
(
t̂ni (ω),t̂
n
i+1(ω)
]},
so
(
Φ̂n
)τ,ω
s
is an Rk×d−valued, Fτ(ω)−simple process. Applying Proposition 3.2.26 of [27], we see from (6.115) that
0 = P
τ(ω)
0 − limn→∞ sups∈[τ(ω),T ]
∣∣∣∣∣
∫ s
τ(ω)
(
Φ̂n
)τ,ω
r
dBτ(ω)r −
∫ s
τ(ω)
(
σΘ
)τ,ω
r
dBτ(ω)r
∣∣∣∣∣. (6.117)
For any ω˜ ∈ Ωτ(ω), one can deduce that
(
M̂n
)τ,ω
s
(ω˜) =
ℓ̂n∑
i=1
ξ̂ ni (ω⊗τ ω˜)
(
(ω⊗τ ω˜)
(
s∧ t̂ni+1
)−(ω⊗τ ω˜)(s∧ t̂ni ))= ℓ̂n∑
i=1
(
ξ̂ ni
)τ,ω
(ω˜)
(
ω˜
(
s∧ t̂ni+1(ω)
)−ω˜(s∧ t̂ni (ω)))
=
ℓ̂n∑
i=1
(
ξ̂ ni
)τ,ω
(ω˜)
(
B
τ(ω)
s∧t̂ni+1(ω)
−Bτ(ω)
s∧t̂ni (ω)
)
(ω˜) =
(∫ s
τ(ω)
(
Φ̂n
)τ,ω
r
dBτ(ω)r
)
(ω˜), s ∈ [τ(ω), T ],
which together with (6.116), (6.117) and (6.114) shows that P
τ(ω)
0 −a.s.(
MΘ
)τ,ω
s
=
∫ s
τ(ω)
(
σΘ
)τ,ω
r
dBτ(ω)r =
∫ s
τ(ω)
σ
(
r,
(
X˜Θ
)τ,ω
r
, µτ,ωr , ν
τ,ω
r
)
dBτ(ω)r , s ∈ [τ(ω), T ].  (6.118)
Proof of Proposition 4.8: Since
(
Y˜ Θ, Z˜Θ, K˜
Θ
, K˜
Θ
)
△
=
(
Y˜ Θ(T, ξ), Z˜Θ(T, ξ), K˜
Θ
(T, ξ), K˜
Θ
(T, ξ)
)
∈ Gq
Ft
(
[t, T ]
)
,
Corollary 4.3 shows that for P t0−a.s. ω∈Ωt, the shifted processes
{((
Y˜ Θ
)τ,ω
r
,
(
ZΘ
)τ,ω
r
,
(
K˜
Θ)τ,ω
r
,
(
K˜
Θ)τ,ω
r
)}
r∈[τ(ω),T ]
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∈ Gq
Fτ(ω)
(
[τ(ω), T ]
)
. Thus, it suffices to show that for P t0−a.s. ω ∈ Ωt,((
Y˜ Θ
)τ,ω
,
(
ZΘ
)τ,ω
,
(
KΘ
)τ,ω
,
(
K˜
Θ
)τ,ω)
solves DRBSDE
(
P
τ(ω)
0 , f
Θωτ
T , L
Θωτ , L
Θωτ
)
. (6.119)
As the Ft−version of
(
Y Θ(T, ξ), ZΘ(T, ξ),KΘ(T, ξ),K Θ(T, ξ)
)
,
(
Y˜ Θ, Z˜Θ, K˜
Θ
, K˜
Θ
)
also satisfies DRBSDE
(
P t0 ,
fΘT , L
Θ, L
Θ
)
. Thus, it holds except on a P t0−null set N that
Y˜ Θτ∨s − ξ + K˜ ΘT − K˜ Θτ∨s − K˜ ΘT + K˜ Θτ∨s =
∫ T
τ∨s
fΘT
(
r, Y˜ Θr , Z˜
Θ
r
)
dr−
∫ T
τ∨s
Z˜Θr dB
t
r
=
∫ T
s
1{r>τ}f
(
r, X˜Θr , Y˜
Θ
r , Z˜
Θ
r , µr, νr
)
dr−MΘT +MΘs , s ∈ [t, T ],
l
(
s, X˜Θs
) ≤ Y˜ Θs ≤ l(s, X˜Θs ), s ∈ [t, T ], and ∫ T
τ
(
Y˜ Θs −l
(
s, X˜Θs
))
dK˜
Θ
s =
∫ T
τ
(
l
(
s, X˜Θs
)−Y˜ Θs )dK˜ Θs = 0,
(6.120)
where MΘs
△
=
∫ s
t
1{r>τ}Z˜
Θ
r dB
t
r, s ∈ [t, T ].
Fix ω ∈ Ωt. For any ω˜ ∈ (N c)τ,ω, applying (6.120) to the path ω⊗τ ω˜ over period [τ(ω), T ] as well as using
deductions similar to (6.112) and (6.113), we obtain that
(
Y˜ Θ
)τ,ω
s
(ω˜)−ξτ,ω(ω˜)+
(
K˜
Θ
)τ,ω
T
(ω˜)−
(
K˜
Θ
)τ,ω
s
(ω˜)−
(
K˜
Θ
)τ,ω
T
(ω˜)+
(
K˜
Θ
)τ,ω
s
(ω˜)+
(
MΘ
)τ,ω
T
(ω˜)−(MΘ)τ,ω
s
(ω˜)
=
∫ T
τ(ω)
f
(
r,
(
X˜Θ
)τ,ω
r
(ω˜),
(
Y˜ Θ
)τ,ω
r
(ω˜),
(
Z˜Θ
)τ,ω
r
(ω˜), µτ,ωr (ω˜), ν
τ,ω
r (ω˜)
)
dr, s ∈ [τ(ω), T ],
l
(
s,
(
X˜Θ
)τ,ω
s
(ω˜)
)≤(Y˜ Θs )τ,ω(ω˜) ≤ l(s, (X˜Θ)τ,ωs (ω˜)), s ∈ [τ(ω), T ], and∫ T
τ(ω)
((
Y˜ Θ
)τ,ω
s
(ω˜)−l(s, (X˜Θ)τ,ω
s
(ω˜)
))
d
(
K˜
Θ
)τ,ω
s
(ω˜)=
∫ T
τ(ω)
(
l
(
s,
(
X˜Θ
)τ,ω
s
(ω˜)
)−(Y˜ Θ)τ,ω
s
(ω˜)
)
d
(
K˜
Θ
)τ,ω
s
(ω˜) = 0.
By (4.2) and Corollary 4.2, it holds for P t0−a.s. ω ∈ Ωt that P τ(ω)0
(
(N c)τ,ω)=P τ(ω)0 ((N τ,ω)c)=1. Hence, one can
deduce from the above system of equations and Proposition 4.7 that for P t0−a.s. ω∈Ωt, it holds P τ(ω)0 −a.s. that
(
Y˜ Θ
)τ,ω
s
− ξτ,ω +
(
K˜
Θ
)τ,ω
T
−
(
K˜
Θ
)τ,ω
s
−
(
K˜
Θ
)τ,ω
T
+
(
K˜
Θ
)τ,ω
s
+
(
MΘ
)τ,ω
T
−(MΘ)τ,ω
s
=
∫ T
τ(ω)
f
(
r,
(
X˜Θ
)τ,ω
r
,
(
Y˜ Θ
)τ,ω
r
,
(
Z˜Θ
)τ,ω
r
, µτ,ωr , ν
τ,ω
r
)
dr=
∫ T
τ(ω)
f
Θωτ
T
(
r,
(
Y˜ Θ
)τ,ω
r
,
(
Z˜Θ
)τ,ω
r
)
dr, s ∈ [τ(ω), T ],
LΘ
ω
τ
s = l
(
s, X˜
Θωτ
s
)
≤(Y˜ Θs )τ,ω≤ l(s, X˜Θωτs ) = LΘωτs , s ∈ [τ(ω), T ], and∫ T
τ(ω)
((
Y˜ Θ
)τ,ω
s
−LΘωτs
)
d
(
K˜
Θ
)τ,ω
s
=
∫ T
τ(ω)
(
L
Θωτ
s −
(
Y˜ Θ
)τ,ω
s
)
d
(
K˜
Θ
)τ,ω
s
= 0.
(6.121)
Similar to (6.118), we can deduce from Proposition 3.2.26 and Problem 3.2.27 of [27] (both work for continuous
local martingales) that for P t0−a.s. ω ∈ Ωt, it holds P τ(ω)0 −a.s. that(
MΘ
)τ,ω
s
=
∫ s
τ(ω)
(
1{r>τ}Z˜
Θ
)τ,ω
r
dBτ(ω)r =
∫ s
τ(ω)
1{r>τ(ω)}
(
Z˜Θ
)τ,ω
r
(ω˜)dBτ(ω)r =
∫ s
τ(ω)
(
Z˜Θ
)τ,ω
r
dBτ(ω)r , s ∈ [τ(ω), T ],
which together with (6.121) gives (6.119). Therefore, it holds for P t0−a.s. ω ∈ Ωt that
Y˜
Θωτ
s
(
T, ξτ,ω
)
(ω˜) =
(
Y˜ Θ(T, ξ)
)τ,ω
s
(ω˜) = Y˜ Θs (T, ξ)(ω ⊗τ ω˜), ∀ (s, ω˜) ∈ [τ(ω), T ]× Ωτ(ω).
Taking (s, ω˜) =
(
τ(ω),Πt,τ(ω)(ω)
)
gives that Y˜
Θωτ
τ(ω)
(
T, ξτ,ω
)
=
(
Y˜ Θτ (T, ξ)
)
(ω) for P t0−a.s. ω ∈ Ωt. 
Proof of Lemma 4.5: For any E˜ ∈ B([s, r]) and A ∈ Fsr , applying Lemma 1.2 with S = T yields that
Π̂−1t,s
(E˜ ×A) = {(r, ω) ∈ [s, T ]× Ωt : (r,Πt,s(ω)) ∈ E˜ ×A}= E˜ ×Π−1t,s (A) ∈ B([s, r]) ⊗F tr,
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which shows that all rectangular measurable sets of B([s, r]) ⊗ Fsr belongs to Λ˜ △=
{D ⊂ [s, r] × Ωs : Π̂−1t,s (D) ∈
B([s, r]) ⊗F tr
}
. Clearly, Λ˜ is a σ−field of [s, r]× Ωs. Thus it follows that B([s, r]) ⊗Fsr ⊂ Λ˜, i.e.,
Π̂−1t,s (D) ∈ B([s, r]) ⊗F tr, ∀D ∈ B([s, r]) ⊗Fsr . (6.122)
Next, we show that
(
dr × dP t0
) ◦ Π̂−1t,s = (dr × dP s0 ) on B([s, T ]) ⊗ FsT : For any E ∈ B([s, T ]) and A ∈ FsT ,
Lemma 1.2 with S = T again implies that(
dr × dP t0
)(
Π̂−1t,s (E ×A)
)
=
(
dr × dP t0
)(E ×Π−1t,s (A)) = |E|P t0(Π−1t,s (A)) = |E|P s0 (A) = (dr × dP s0 )(E ×A),
where |E| denotes the Lesbegue measure of E . Thus the collection Cs of all rectangular measurable sets of B
(
[s, T ]
)⊗
FsT is contained in Λ
△
=
{D ⊂ [s, T ]× Ωs : (dr × dP s0 )(D) = (dr × dP t0)(Π̂−1t,s (D))}. In particular, ∅ × ∅ ∈ Λ and
[s, T ]× Ωs ∈ Λ. For any D ∈ Λ, one can deduce that(
dr×dP s0
)(
([s, T ]×Ωs)\D)=(dr×dP s0 )([s, T ]×Ωs)−(dr×dP s0 )(D)=(dr×dP t0)(Π̂−1t,s ([s, T ]×Ωs))−(dr×dP t0)(Π̂−1t,s (D))
=
(
dr×dP t0
)(
Π̂−1t,s
(
[s, T ]×Ωs)− Π̂−1t,s (D))=(dr×dP t0)(Π̂−1t,s (([s, T ]× Ωs)\D)).
On the other hand, for any pairwisely-disjoint sequence {Dn}n∈N of Λ (i.e. Dm ∩ Dn = ∅ given m 6= n), it is clear
that
{
Π̂−1t,s (Dn)
}
n∈N
is also a pairwisely-disjoint sequence. It follows that(
dr×dP s0
)( ∪
n∈N
Dn
)
=
∑
n∈N
(
dr×dP s0
)(Dn) = ∑
n∈N
(
dr×dP t0
)(
Π̂−1t,s (Dn)
)
=
(
dr×dP t0
)( ∪
n∈N
Π̂−1t,s (Dn)
)
=
(
dr×dP t0
)(
Π̂−1t,s
( ∪
n∈N
Dn
))
.
Hence, Λ is a Dynkin system. Since Cs is closed under intersection, the Dynkin System Theorem shows that
B
(
[s, T ]
)⊗FsT = σ(Cs) ⊂ Λ, i.e. (dr × dP t0) ◦ Π̂−1t,s = (dr × dP s0 ) on B([s, T ])⊗FsT .
Finally, let us discuss the P(Ft)/P(Fs)−measurability of Π̂t,s: Let D ∈ P(Fs). For any r ∈ [s, T ], since
D ∩ ([s, r]× Ωs) ∈ B([s, r]) ⊗Fsr , (6.122) implies that(
Π̂−1t,s (D)
) ∩ ([t, r]× Ωt) = (Π̂−1t,s (D)) ∩ ([s, r]× Ωt) = Π̂−1t,s (D) ∩ (Π̂−1t,s ([s, r] × Ωs))
= Π̂−1t,s
(
D ∩ ([s, r]× Ωs)) ∈ B([s, r]) ⊗F tr ⊂ B([t, r]) ⊗F tr . (6.123)
On the other hand, it is clear that
(
Π̂−1t,s (D)
) ∩ ([t, r] × Ωt) = ∅ for any r ∈ [t, s), which together with (6.123)
implies that Π̂−1t,s (D) ∈ P(Ft). As Π̂−1t,s (D) ⊂ [s, T ]× Ωt, we see that Π̂−1t,s (D) ∈ Ps(Ft). 
Proof of Proposition 4.9: (1) Let us first discuss the Ft−progressive measurability of U−valued process µ̂.
Given s ∈ [t, T ] and U ∈ B(U), we have to show that {(r, ω) ∈ [t, s] × Ωt : µ̂r(ω) ∈ U} ∈ B([t, s]) ⊗ F ts : The
Ft−progressive measurability of process µ implies that for any D ⊂ B([t, s])⊗F ts{
(r, ω) ∈ D : µr(ω) ∈ U
}
=
{
(r, ω) ∈ [t, s]× Ωt : µr(ω) ∈ U
} ∩ D ∈ B([t, s])⊗F ts, (6.124)
which together with (4.8) leads to that{
(r, ω) ∈ [t, s]× {τ > s} : µ̂r(ω) ∈ U
}
=
{
(r, ω) ∈ [t, s]× {τ > s} : µr(ω) ∈ U
} ∈ B([t, s])⊗F ts.
Thus we only need to show that
{
(r, ω) ∈ [t, s]× {τ = tn} : µ̂r(ω) ∈ U
} ∈ B([t, s])⊗F ts for each tn ∈ [t, s]:
( i) For n > N with tn ≤ s, (4.8) and (6.124) imply that{
(r, ω) ∈ [t, s]× {τ = tn} : µ̂r(ω) ∈ U
}
=
{
(r, ω) ∈ [t, s]× {τ = tn} : µr(ω) ∈ U
} ∈ B([t, s])⊗F ts.
(ii) For n ≤ N with tn ≤ s, let An0 △= {τ = tn}
∖( ℓn∪
i=1
Ani
)
∈ F ttn . One can deduce from (4.8) and (6.124) that{
(r, ω) ∈ [t, s]×An0 : µ̂r(ω) ∈ U
}
=
{
(r, ω) ∈ [t, s]×An0 : µr(ω) ∈ U
} ∈ B([t, s])⊗F ts. (6.125)
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For any i = 1, · · ·, ℓn, since Ani is an F ttn−measurable subset of {τ = tn}, we see from (4.8) that{
(r, ω)∈ [t, s]×Ani : µ̂r(ω)∈U
}
=
{
(r, ω)∈ [t, tn)×Ani : µr(ω)∈U
}∪{(r, ω)∈ [tn, s]×Ani : (µni )r(Πt,tn(ω))∈U}.
Clearly,
{
(r, ω)∈ [t, tn)×Ani : µr(ω)∈U
}∈B([t, s])⊗F ts by (6.124). Since Dni △={(r, ω˜)∈ [tn, s]×Ωtn : (µni )r(ω˜)∈
U
}∈B([tn, s])⊗F tns by the Ftn−progressive measurability of process µni , one can deduce from Lemma 4.5 that{
(r, ω) ∈ [tn, s]×Ani :
(
µni
)
r
(
Πt,tn(ω)
) ∈ U} = {(r, ω) ∈ [tn, s]×Ani : (r,Πt,tn(ω)) ∈ Dni }
=
{
(r, ω) ∈ [tn, T ]× Ωt : Π̂t,tn(r, ω) ∈ Dni
} ∩ ([tn, s]×Ani )
= Π̂−1t,tn
(Dni ) ∩ ([tn, s]×Ani ) ∈ B([tn, s])⊗F ts ⊂ B([t, s])⊗F ts.
It follows that
{
(r, ω) ∈ [t, s] × Ani : µ̂r(ω) ∈ U
} ∈ B([t, s]) ⊗ F ts. Then taking union over i = 1, · · · , ℓn and
combining with (6.125) yield that
{
(r, ω) ∈ [t, s]× {τ = tn} : µ̂r(ω) ∈ U
} ∈ B([t, s])⊗F ts.
(2) For n = 1, · · · , N and i = 1, · · · , ℓn, since{
(r, ω)∈ [tn, T ]×Ani : µ̂r(ω)∈U \U0
}
=
(
[tn, T ]×Ani
) ∩ Π̂−1t,tn({(r, ω˜)∈ [tn, T ]×Ωtn : (µni )r(ω˜)∈U \U0},
Lemma 4.5 again implies that
(dr×dP t0)
({
(r, ω)∈ [tn, T ]×Ani : µ̂r(ω)∈U \U0
})≤ (dr×dP t0)(Π̂−1t,tn({(r, ω˜)∈ [tn, T ]×Ωtn : (µni )r(ω˜)∈U \U0}))
= (dr×dP tn0 )
({
(r, ω˜)∈ [tn, T ]×Ωtn :
(
µni
)
r
(ω˜)∈U \U0
})
= 0. (6.126)
Clearly, (dr×dP t0)
({
(r, ω)∈ [[t, τ [[∪ [[τ, T ]]A0 : µ̂r(ω)∈U \U0
}) ≤ (dr×dP t0)({(r, ω)∈ [t, T ]×Ωt : µr(ω)∈U \U0}) = 0,
which together with (6.126) shows that µ̂r ∈ U0, dr × dP t0−a.s.
(3) Next, we show that Et
∫ T
t
[
µ̂r
]2
U
dr <∞: By (4.8),
Et
∫ T
t
[
µ̂r
]2
U
dr =
∫
ω∈Ωt
∫ T
t
[
µ̂r(ω)
]2
U
dr dP t0(ω)
=
(∫
ω∈Ωt
∫ τ(ω)
t
+
∫
ω∈A0
∫ T
τ(ω)
)[
µr(ω)
]2
U
dr dP t0(ω) +
N∑
n=1
ℓn∑
i=1
∫
ω∈Ani
∫ T
tn
[(
µni
)
r
(
Πt,tn(ω)
)]2
U
dr dP t0(ω)
≤
∫
ω∈Ωt
∫ T
t
[
µr(ω)
]2
U
dr dP t0(ω) +
N∑
n=1
ℓn∑
i=1
∫
ω∈Ωt
∫ T
tn
[(
µni
)
r
(
Πt,tn(ω)
)]2
U
dr dP t0(ω).
For any n = 1, · · ·, N and i = 1, · · ·, ℓn, applying Lemma 1.2 with (s, S) = (tn, T ) yields that∫
ω∈Ωt
∫ T
tn
[(
µni
)
r
(
Πt,tn(ω)
)]2
U
dr dP t0(ω) =
∫
ω˜∈Ωtn
∫ T
tn
[(
µni
)
r
(ω˜)
]2
U
dr dP t0
(
Π−1t,tn(ω˜)
)
=
∫
ω˜∈Ωtn
∫ T
tn
[(
µni
)
r
(ω˜)
]2
U
dr dP tn0 (ω˜) + Etn
∫ T
tn
[(
µni
)
r
]2
U
dr <∞.
Thus it follows that
Et
∫ T
t
[
µ̂r
]2
U
dr ≤ Et
∫ T
t
[
µr
]2
U
dr +
N∑
n=1
ℓn∑
i=1
Etn
∫ T
tn
[(
µni
)
r
]2
U
dr <∞, (6.127)
which together with part (1) shows that µ̂ ∈ U t.
(4) Let (r, ω) ∈ [[τ, T ]]Ani = [tn, T ]×Ani for some n = 1 · · ·, N and i = 1, · · ·, ℓn. For any ω˜ ∈ Ωtn , since ω⊗tn ω˜ ∈ Ani
by Lemma 4.1, it follows from (4.8) that µ̂tn,ωr (ω˜) = µ̂r
(
ω ⊗tn ω˜
)
=
(
µni
)
r
(
Πt,tn
(
ω ⊗tn ω˜
))
=
(
µni
)
r
(ω˜).
On the other hand, we consider (r, ω) ∈ [[τ, T ]]A0 . For any ω˜ ∈ Ωτ(ω), we claim that
ω ⊗τ ω˜ ∈ A0. (6.128)
6.4 Proofs of Section 4 55
Assume not, i.e. ω ⊗τ ω˜ ∈ Ani for some n = 1 · · ·, N and i = 1, · · ·, ℓn. By Lemma 4.3, τ(ω) = τ
(
ω ⊗τ ω˜
)
= tn.
So ω ⊗tn ω˜ = ω ⊗τ ω˜ ∈ Ani and Lemma 4.1 shows that ω ∈ Ani , a contradiction appears. Thus ω ⊗τ ω˜ ∈ A0.
As r ≥ τ(ω) = τ(ω ⊗τ ω˜), we see that (r, ω ⊗τ ω˜) ∈ [[τ, T ]]A0 . Then (4.8) yields that µ̂τ,ωr (ω˜) = µ̂r(ω ⊗τ ω˜) =
µr
(
ω ⊗τ ω˜
)
= µτ,ωr (ω˜). 
Proof of Proposition 4.10: (1) We first assume that α ∈ At and {αni }ℓni=1 ⊂ Atn for n = 1, · · ·, N . Then (2.25)
holds for all (r, ω) ∈ [t, T ]× Ωt except on a dr×dP t0−null set D. And for n=1, · · ·, N and i=1, · · ·, ℓn, αni satisfy
(2.25) for some κni > 0 and some non-negative F
tn−measurable process Ψn,i with Etn
∫ T
tn
(
Ψn,is
)2
ds < ∞: i.e., it
holds all (r, ω˜) ∈ [tn, T ]× Ωtn except on a dr×dP tn0 −null set Dni that[
αni (r, ω˜, v)
]
U
≤ Ψn,ir (ω˜) + κni [v]V , ∀ v ∈ V.
Fix n=1, · · ·, N and i=1, · · ·, ℓn. The Ptn(Ft)/P(Ftn)−measurability of the mapping Π̂t,tn : [tn, T ] × Ωt →
[tn, T ]×Ωtn by Lemma 4.5 shows that the function αni
(
Π̂t,tn(r, ω), v
)
= αni
(
r,Πt,tn(ω), v
)
, ∀ (r, ω, v) ∈ [tn, T ]×Ωt×V
is Ptn(F
t) ⊗B(V)/B(U)−measurable, which together with the fact [[τ, T ]]Ani =[tn, T ]× Ani ∈P(Ft) implies that
the function α̂ is P
(
Ft
)⊗B(V)/B(U)−measurable.
Similar to (6.126), one can deduce from Lemma 4.5 that
(dr×dP t0)
({
(r, ω)∈ [tn, T ]×Ani : α̂(r, ω,V0)\U0 6=∅
})≤(dr×dP tn0 )({(r, ω˜)∈ [tn, T ]×Ωtn: αni (r, ω˜,V0)\U0 6=∅})=0.
As (dr×dP t0)
({
(r, ω)∈ [[t, τ [[∪ [[τ, T ]]A0 : α̂(r, ω,V0)\U0 6= ∅
}) ≤ (dr×dP t0)({(r, ω)∈ [t, T ] × Ωt : α(r, ω,V0)\U0 6=
∅}) = 0, we see that α̂(r,V0) ⊂ U0, dr × dP t0−a.s.
Since the mapping Π̂t,tn is also B([tn, T ])⊗F tT/B([tn, T ])⊗F tnT −measurable by Lemma 4.5 again, the process
Ψn,i
(
Π̂t,tn(r, ω)
)
=Ψn,i
(
r,Πt,tn(ω)
)
, ∀ (r, ω)∈ [tn, T ]×Ωt is B([tn, T ])⊗F tT
/
B(R)−measurable, which together with
the fact [[τ, T ]]Ani =[tn, T ]×Ani ∈B
(
[t, T ]
)⊗F tT gives rise to a non-negative measurable process on (Ωt,F tT ):
Ψ̂r(ω)
△
=
{
Ψn,ir
(
Πt,tn(ω)
)
, if (r, ω)∈ [[τ, T ]]Ani =[tn, T ]×Ani for n=1 · · ·, N and i=1, · · ·, ℓn,
Ψr(ω), if (r, ω) ∈ [[t, τ [[∪ [[τ, T ]]A0 .
Similar to (6.127), one can show that Et
∫ T
t
Ψ̂2r dr ≤ Et
∫ T
t
Ψ2r dr +
∑N
n=1
∑ℓn
i=1Etn
∫ T
tn
(
Ψn,ir
)2
dr <∞.
Let κ̂
△
= κ ∨ max{κni : n = 1, · · · , N and i = 1, · · · , ℓn} > 0. For any (r, ω) ∈ ([[t, τ [[∪ [[τ, T ]]A0 )
∖D, one has[
α̂(r, ω, v)
]
U
=
[
α(r, ω, v)
]
U
≤ Ψr(ω) + κ̂[v]V = Ψ̂r(ω) + κ̂[v]V , ∀ v ∈ V;
On the other hand, if (r, ω) ∈ [tn, T ]×Ani
∖
Π̂−1t,tn(Dni ) for some n=1, · · ·, N and i=1, · · ·, ℓn, then
(
r,Πt,tn(ω)
)
=
Π̂t,tn(r, ω) ∈ ([tn, T ]×Ωtn)
∖Dni and it follows that[
α̂(r, ω, v)
]
U
=
[
αni
(
r,Πt,tn(ω), v
)]
U
≤ Ψn,ir
(
Πt,tn(ω)
)
+ κ̂[v]
V
= Ψ̂r(ω) + κ̂[v]V , ∀ v ∈ V.
Since D˜ △= D∪
(
N∪
n=1
ℓn∪
i=1
Π̂−1t,tn(Dni )
)
is a dr×dP t0−null set by Lemma 4.5, we see that α̂ satisfies (2.25) dr×dP t0−a.s.
Therefore, α̂ is an At−strategy.
(2) Next, let us verify (4.10): Fix ν ∈ Vt. For n=1, · · ·, N , Proposition 4.6 (1) shows that ν tn,ω ∈ Vtn for all ω ∈ Ωt
except on a P t0−null set Nn. Let ω ∈
N∩
n=1
N cn and r ∈ [τ(ω), T ]. If ω ∈ Ani for some n=1, · · ·, N and i=1, · · ·, ℓn,
then r ≥ τ(ω) = tn. For any ω˜ ∈ Ωtn , since ω ⊗tn ω˜ ∈ Ani by Lemma 4.1, it follows from (4.9) that(
α̂〈ν〉)tn,ω
r
(ω˜) =
(
α̂〈ν〉)
r
(
ω ⊗tn ω˜
)
= α̂
(
r, ω ⊗tn ω˜, νr(ω ⊗tn ω˜)
)
= αni
(
r, ω˜, νtn,ωr (ω˜)
)
=
(
αni 〈νtn,ω〉
)
r
(ω˜).
Otherwise, if ω ∈ A0, we have seen from (6.128) that ω⊗τΩτ(ω) ⊂ A0. For any ω˜ ∈ Ωτ(ω), since r ≥ τ(ω) = τ
(
ω⊗τ ω˜
)
by Lemma 4.3, we see that
(
r, ω ⊗τ ω˜
) ∈ [[τ, T ]]A0 . Then (6.128) leads to that(
α̂〈ν〉)τ,ω
r
(ω˜) =
(
α̂〈ν〉)
r
(
ω ⊗τ ω˜
)
= α̂
(
r, ω ⊗τ ω˜, νr(ω ⊗τ ω˜)
)
= α
(
r, ω ⊗τ ω˜, νr(ω ⊗τ ω˜)
)
=
(
α〈ν〉)τ,ω
r
(ω˜).
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(3) Now, let α ∈ Ât and {αni }ℓni=1 ⊂ Â tn for n = 1, · · ·, N . We shall show that α̂ satisfies (2.26), and it thus belongs
to Ât: Fix ε > 0. There exist δ > 0 and a closed subset F of Ωt with P t0
(
F
)
> 1− ε2 such that for any ω, ω′ ∈ F
with ‖ω − ω′‖t < δ
sup
r∈[t,T ]
sup
v∈V
ρ
U
(
α(r, ω, v), α(r, ω′, v)
)
<
ε
2
. (6.129)
As A0 ∈ F tT = B(Ωt) by (1.4), we can find a closed subset F0 of Ωt that is included in A0 and satisfies P t0
(
A0\F0
)
<
ε
8
(see e.g. Proposition 15.11 of [40]).
Let ℓ∗
△
=
∑N
n=1 ℓn. Given n = 1, · · ·, N and i = 1, · · ·, ℓn, there exist δni > 0 and a closed subset F˜ni of Ωtn with
P tn0
(
F˜ni
)
>1− ε4ℓ∗ such that for any ω˜, ω˜′ ∈ F˜ni with ‖ω˜ − ω˜′‖tn < δni
sup
r∈[tn,T ]
sup
v∈V
ρ
U
(
αni (r, ω˜, v), α
n
i (r, ω˜
′, v)
)
<
ε
4ℓ∗
. (6.130)
Applying Lemma 1.2 with (s, S) = (tn, T ) shows that Π
−1
t,tn
(
F˜ni
)
is a closed subset of Ωt and that
P t0
(
Π−1t,tn(F˜
n
i )
)
= P tn0
(
F˜ni
)
> 1− ε
4ℓ∗
. (6.131)
Similar to F0, one can find a closed subset F
n
i of Ω
t that is included in Ani and satisfies P
t
0
(
Ani \Fni
)
<
ε
8ℓ∗
. Then
P t0(F0) +
N∑
n=1
ℓn∑
i=1
P t0
(
Fni
)
= P t0(A0)− P t0(A0\F0) +
N∑
n=1
ℓn∑
i=1
P t0
(
Ani
)− N∑
n=1
ℓn∑
i=1
P t0
(
Ani \Fni
)
> 1− ε
4
. (6.132)
Since F̂0
△
= F ∩ F0 and F̂ni △= F ∩ Fni ∩ Π−1t,tn
(
F˜ni
)
, n = 1, · · ·, N and i = 1, · · ·, ℓn are disjoint closed subsets of
Ωt, we let δ > 0 stand for the minimal distance between any two of them. Let
F̂
△
= F̂0 ∪
( ∪ {F̂ni : n = 1, · · ·, N and i = 1, · · ·, ℓn}) and δ̂ △= ( 12δ ) ∧ δ ∧ 12 min{δni , n = 1, · · ·, N and i = 1, · · ·, ℓn}.
For any A1, A2 ∈ F tT , one has
P t0(A1 ∩ A2) = P t0(A1) + P t0(A2)− P t0(A1 ∪ A2) ≥ P t0(A1) + P t0(A2)− 1. (6.133)
Taking A1 = F and A2 =
( N∪
n=1
ℓn∪
i=1
Fni
)
∪ F0, we can deduce from (6.132) that
P t0(F ∩ F0) +
N∑
n=1
ℓn∑
i=1
P t0(F ∩ Fni ) > 1−
3
4
ε. (6.134)
Also, for n = 1, · · ·, N and i=1, · · ·, ℓn, letting A1=F ∩Fni and A2=Π−1t,tn
(
F˜ni
)
in (6.133), we see from (6.131) that
P t0
(
F̂ni
)
= P t0
(
F ∩ Fni ∩ Π−1t,tn
(
F˜ni
))
> P t0
(
F ∩ Fni
)− ε
4ℓ∗
,
which together with (6.134) leads to that
P t0
(
F̂
)
= P t0
(
F̂0
)
+
N∑
n=1
ℓn∑
i=1
P t0
(
F̂ni
)
> 1− ε.
Now let ω, ω′ ∈ F̂ with ‖ω − ω′‖t < δ̂. If ω ∈ F̂0, so is ω′ since δ̂ ≤ 12δ. As F̂0 ⊂ F ∩ A0 and δ̂ ≤ δ, it follows
from (4.9) and (6.129) that
sup
r∈[t,T ]
sup
v∈V
ρ
U
(
α̂(r, ω, v), α̂(r, ω′, v)
)
= sup
r∈[t,T ]
sup
v∈V
ρ
U
(
α(r, ω, v), α(r, ω′, v)
)
<
ε
2
.
6.5 Proofs of Section 5 57
On the other hand, if ω∈ F̂ni for some n = 1, · · ·, N and i=1, · · ·, ℓn, so is ω′. Since F̂ni ⊂F∩Ani ∩ Π−1t,tn
(
F˜ni
)
and
sup
r∈[tn,T ]
∣∣(Πt,tn(ω′))(r)−(Πt,tn(ω))(r)∣∣≤|ω′(tn)−ω(tn)|+ sup
r∈[tn,T ]
|ω′(r)−ω(r)|≤2 sup
r∈[t,T ]
|ω′(r) − ω(r)|<2δ̂ ≤δni ,
we can deduce from (4.9) and (6.130) that
sup
r∈[t,T ]
sup
v∈V
ρ
U
(
α̂(r, ω, v), α̂(r, ω′, v)
) ≤ sup
r∈[t,tn)
sup
v∈V
ρ
U
(
α(r, ω, v), α(r, ω′, v)
)
+ sup
r∈[tn,T ]
sup
v∈V
ρ
U
(
αni
(
r,Πt,tn(ω), v
)
, αni
(
r,Πt,tn(ω
′), v
))
<
ε
2
+
ε
4ℓ∗
< ε.
Therefore, α̂ satisfies (2.26), to wit, α̂ ∈ Ât. 
6.5 Proofs of Section 5
Proof of Lemma 5.1: As a subspace of Rd×d, Sd is also a normed vector space (We can regard the restriction to
Sd of the Euclidean norm | · | on Rd×d as the Euclidean norm on Sd.) Since each Rd×d−valued symmetric matrix
is uniquely determined by its lower (or upper) triangle, we see that
φ(Γ)
△
= (g11, g21, g22, g31, g32, g33, · · · , gd1, · · · , gdd), ∀Γ = (gij)di,j=1 ∈ Sd
defines a bijection between Sd and R
d(1+d)
2 . Clearly, |φ(Γ)| ≤ |Γ| ≤ √2|φ(Γ)|, ∀Γ ∈ Sd, thus φ is a homeomorphism.
Then the separability of R
d(1+d)
2 leads to that of Sd.
Moreover, as det(·) is a continuous function on Rd×d, its restriction on Sd is also continuous w.r.t. the relative
Euclidean topology on Sd. 
Proof of Lemma 5.2: Let i, j∈{1, · · ·, d}. For any n∈N, we set τn,i0 = t and recursively define Ft−stopping times
τn,iℓ
△
= inf
{
s ∈ [τn,iℓ−1, T ] : ∣∣∣Bis −Biτn,iℓ−1∣∣∣ > 2−n} ∧ T, ∀ ℓ ∈ N.
Clearly, T n,i,js
△
= lim
m→∞
m∑
ℓ=1
Bt,i
τn,iℓ−1∧s
(
Bt,j
τn,iℓ ∧s
− Bt,j
τn,iℓ−1∧s
)
, s ∈ [t, T ] is an R ∪ {−∞}−valued, Ft−progressively
measurable process, so is T i,j
△
= lim
n→∞
T n,i,j .
For any P ∈ Qt, as Lemma 1.3 (1) shows that Bt is also a continuous semi-martingale with respect to (FP , P ),
we know from Theorem 2 of [26] that lim
n→0
sup
s∈[t,T ]
∣∣∣T n,i,js − ∫ P[t,s]Bt,ir dBt,jr ∣∣∣ = 0, P−a.s. Thus it holds P−a.s. that
T
i,j
s =
∫ P
[t,s]
Bt,ir dB
t,j
r , ∀ s ∈ [t, T ]. (6.135)
This gives rise to a pathwise definition of the (i, j)−th cross variance of Bt as well as its density:〈
Bt,i, Bt,j
〉
s
△
= Bt,iBt,j −T i,js −T j,is and aˆt,i,js △= limm→∞m
(〈
Bt,i, Bt,j
〉
s
− 〈Bt,i, Bt,j〉
(s−1/m)+
)
, s ∈ [t, T ],
both of which are R ∪ {∞}−valued, Ft−progressively measurable processes.
For any P ∈ Qt, we see from (6.135) that P−a.s.
〈
Bt,i, Bt,j
〉
s
= Bt,iBt,j −
∫ P
[t,s]
Bt,ir dB
t,j
r −
∫ P
[t,s]
Bt,jr dB
t,i
r =
〈
Bt,i, Bt,j
〉P
s
, ∀ s ∈ [t, T ].
Then (5.4) easily follows. 
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Proof of Lemma 5.3: Let t ∈ [0, T ]. We see from Lemma 5.2 that |aˆt| is a [0,∞]−valued, Ft−progressively
measurable process. It follows that 1{|aˆt|∈(0,∞)}
1
|aˆt| is a [0,∞)−valued, F
t−progressively measurable process and
thus that nt
△
= 1{|aˆt|∈(0,∞)}
aˆt
|aˆt| is an Sd−valued, F
t−progressively measurable process. Since the determinant det(·)
is continuous on Sd by Lemma 5.1, nˆ
t △= 1{det(nt)>0}n
t + 1{det(nt)≤0}Id×d defines an S
>0
d −valued, Ft−progressively
measurable process.
For any j ∈ N, let cj △= −1× 3× · · · × (2j − 3)
2j j!
, which is the j−th coefficient of the power series of √1− x,
x ∈ [−1, 1]. When a Γ ∈ S>0d has |Γ| ≤ 1, we know (see e.g. Theorem VI.9 of [38]) that ς
△
= Id×d+
∑
j∈N cj(Id×d−Γ)j
is the unique element in S>0d such that ς
2 = ς · ς = Γ. Consequently, qt △= Id×d +
∑
j∈N cj(Id×d − nˆt)j is the unique
S>0d −valued, Ft−progressively measurable process such that
(qt)2 = nˆt = 1{|aˆt|∈(0,∞)}1{det(aˆt)>0}
aˆt
|aˆt| +
(
1{|aˆt|∈(0,∞)}1{det(aˆt)≤0} + 1{|aˆt|=0 or∞}
)
Id×d.
It follows that qˆt
△
= qt
(
1{|aˆt|∈(0,∞)}
√|aˆt|+ 1{|aˆt|=0or∞}) is the unique S>0d −valued, Ft−progressively measurable
process satisfying
(qˆt)2 = 1{|aˆt|∈(0,∞)}1{det(aˆt)>0}aˆ
t + 1{|aˆt|∈(0,∞)}1{det(aˆt)≤0} |aˆt|Id×d + 1{|aˆt|=0or∞} Id×d. (6.136)
Given P ∈ QtW , since |Γ| ∈ (0,∞) for each Γ ∈ S>0d , we can deduce from the second part of (5.5) and (6.136) that
P−a.s., (qˆt)2s = qˆts · qˆts = aˆts for a.e. s ∈ [t, T ]. 
Proof of Lemma 5.4: Let s ∈ [t, T ]. For any r ∈ [t, s] and E ∈ B(Rd), similar to (5.10), one can deduce from
the Ft−adaptness of X˜t,x,µ that
(X t,x,µ)−1((Btr)−1(E))={ω ∈ Ωt : X t,x,µr (ω) ∈ E}=
N
t,x
µ ∪
(
(N t,xµ )c∩
{
ω ∈ Ωt : X˜t,x,µr (ω)∈E
})∈F ts , if 0 ∈ E ,
(N t,xµ )c∩
{
ω ∈ Ωt : X˜t,x,µr (ω)∈E
}∈F ts , if 0 /∈ E .
where Ex = {x+ x′ : x′ ∈ E} ∈ B(Rd). Thus
(
Btr
)−1
(E) ∈ Λts △=
{
A ⊂ Ωt : (X t,x,µ)−1(A) ∈ F ts}. Clearly, Λts is a
σ−field of Ωt. So it follows that
F ts = σ
((
Btr
)−1
(E); r ∈ [t, s], E ∈ B(Rd)
)
⊂ Λts . (6.137)
For anyN ∈ N P t,x,µ , it is contained in some A ∈ F tT with P t,x,µ(A) = 0. By (5.11) and (5.12),
(X t,x,µ)−1(A) ∈
F tT and P t0
((X t,x,µ)−1(A)) = P t,x,µ(A) = 0. Then, as a subset of (X t,x,µ)−1(A),
(X t,x,µ)−1(N ) ∈ N P t0 ⊂ F ts . (6.138)
Thus, N P
t,x,µ⊂Λts, which together with (6.137) yields FP
t,x,µ
s =σ
(F ts∪N P t,x,µ)⊂Λts, i.e. (X t,x,µ)−1(FP t,x,µs )⊂F ts .
For any A ∈ FP t,x,µT , we know (see e.g. Proposition 11.4 of [40]) that A = A˜ ∪ N for some A˜ ∈ F tT and
N ∈N P t,x,µ . Since (X t,x,µ)−1(A˜ )∈F tT by (5.11) and since (X t,x,µ)−1(N )∈N P t0 by (6.138), one can deduce that
P t0 ◦ (X t,x,µ)−1(A) = P t0
(
(X t,x,µ)−1(A˜ ) ∪ (X t,x,µ)−1(N )) = P t0((X t,x,µ)−1(A˜ )) = P t,x,µ(A˜ ) = P t,x,µ(A). 
Lemma 6.4. Let (t, x) ∈ [0, T ]× Rd and µ ∈ U t. If Y is an M−valued, FP t,x,µ−adapted process, then Y(X t,x,µ)
is F
t−adapted. Moreover, if Y ∈ Cp
FP
t,x,µ
(
[t, T ],E, P t,x,µ
) (
resp. Kp
FP
t,x,µ
(
[t, T ], P t,x,µ
))
for some p ∈ [1,∞), then
Y(X t,x,µ) ∈ Cp
F
t
(
[t, T ],E
) (
resp. Kp
F
t
(
[t, T ]
))
.
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Proof: The first conclusion directly follows from Lemma 5.4. If Y ∈ Cp
FP
t,x,µ
(
[t, T ],E, P t,x,µ
) (
resp. Kp
FP
t,x,µ
(
[t, T ],
P t,x,µ
))
for some p ∈ [1,∞), let A △= {ω ∈ Ωt : the path s→Ys(ω) is continuous (resp. increasing)}. Then we see
from (5.13) that
1 = P t,x,µ(A) = P t0 ◦ (X t,x,µ)−1(A) = P t0
({
ω ∈ Ωt : X t,x,µ(ω) ∈ A}). (6.139)
Namely, Y(X t,x,µ) has P t0−a.s. continuous (resp. increasing) paths. Applying (5.13) again yields that
Et
[
sup
s∈[t,T ]
∣∣Ys(X t,x,µ)∣∣p] = EP t,x,µ[ sup
s∈[t,T ]
∣∣Ys∣∣p] <∞ (resp. Et[∣∣YT (X t,x,µ)∣∣p] = EP t,x,µ[∣∣YT ∣∣p] <∞).
Thus, Y(X t,x,µ) ∈ Cp
F
t
(
[t, T ],E
) (
resp. Kp
F
t
(
[t, T ]
))
. 
Lemma 6.5. Let (t, x) ∈ [0, T ]× Rd and µ ∈ U t. If Z is an M−valued, FP t,x,µ−progressively measurable process,
then Z(X t,x,µ) is Ft−progressively measurable. Consequently, for any p ∈ [1,∞) if Z ∈ Hp,loc
FP
t,x,µ
(
[t, T ],E, P t,x,µ
)(
resp. Hp,p̂
FP
t,x,µ ([t, T ],E, P t,x,µ) for some p̂ ∈ [1,∞)
)
, then Z(X t,x,µ) ∈ Hp,loc
F
t
(
[t, T ],E
) (
resp. Hp,p̂
F
t ([t, T ],E)
)
.
Proof: Let Z be an M−valued, FP t,x,µ−progressively measurable process. Given s ∈ [t, T ], we define Πx,µt,s (r, ω) △=(
r,X t,x,µ(ω)), ∀ (r, ω) ∈ [t, s]× Ωt. For any E ∈ B([t, s]) and A ∈ FP t,x,µs , Lemma 5.4 implies that(
Πx,µt,s
)−1(E ×A) = {(r, ω) ∈ [t, s]× Ωt : (r,X t,x,µ(ω)) ∈ E ×A} = E × (X t,x,µ)−1(A) ∈ B([t, s]) ⊗F ts.
Hence, the rectangular measurable set E × A ∈ Λs △=
{D ⊂ [t, s] × Ωt : (Πx,µt,s )−1(D) ∈ B([t, s]) ⊗ F ts}, which is
clearly a σ−field of [t, s] × Ωt. It follows that B([t, s]) ⊗ FP t,x,µs ⊂ Λs. For any M ∈ B(M), since Z−1(M) △={
(r, ω) ∈ [t, s]× Ωt : Zr(ω) ∈ M
} ∈ B([t, s]) ⊗FP t,x,µs ⊂ Λs,{
(r, ω) ∈ [t, s]× Ωt : Zr(X t,x,µ(ω)) ∈ M
}
=
{
(r, ω) ∈ [t, s]× Ωt : (r,X t,x,µ(ω)) ∈ Z−1(M)}
=
(
Πx,µt,s
)−1
(Z−1(M)) ∈ B([t, s]) ⊗F ts.
Hence, Z(X t,x,µ) is Ft−progressively measurable.
If Z ∈ Hp,loc
FP
t,x,µ
(
[t, T ],E, P t,x,µ
)
for some p ∈ [1,∞), let A △= {ω ∈ Ωt : ∫ Tt |Zs(ω)|pds <∞}. Similar to (6.139),
we see from (5.13) that 1 = P t,x,µ(A) = P t0
({
ω ∈ Ωt : X t,x,µ(ω) ∈ A}), i.e., Z(X t,x,µ) has P t0−a.s. p−integrable
paths. Thus Z(X t,x,µ) ∈ Hp,loc
F
t
(
[t, T ],E
)
.
Moreover, if Z ∈ Hp,p̂
FP
t,x,µ
(
[t, T ],E, P t,x,µ
)
for some p, p̂ ∈ [1,∞), we can deduce from (5.13) that
Et
[(∫ T
t
∣∣Zs(X t,x,µ)∣∣pds)p̂/p] = EP t,x,µ
[(∫ T
t
∣∣Zs∣∣pds)p̂/p] <∞.
Therefore, Z(X t,x,µ) ∈ Hp,p̂
F
t
(
[t, T ],E
)
. 
Lemma 6.6. Let (t, x) ∈ [0, T ] × Rd. For any P ∈ Qt,xS , the Ft−adapted continuous process M ts
△
= Bts −∫ s
t
b(r, Bt,xr )dr, s ∈ [t, T ] is a continuous martingale with respect to (Ft, P ). Consequently,
WPs =
∫ P
[t,s]
(
qˆtr
)−1
dM tr , s ∈ [t, T ]. (6.140)
Proof: We fix µ∈U t and let N˜µ △= {Xt,x,µr 6= X˜t,x,µr , ∃ r ∈ [t, T ]} ∈ N P
t
0 . Given t≤ s< r≤T , since ∫ s
t
µr dB
t
r,
s ∈ [t, T ] is a martingale with respect to (Ft, P t0), for any finite subset {t1 < · · · < tm} of Q ∩ [t, s] and any
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{(xi, λi)}mj=1 ⊂ Qd ×Q+, we can deduce from (5.7) and the F
t−adaptedness of Xt,x,µ that∫
ω′∈
m
∩
i=1
(Btti
)−1(Oλi (xi))
(
M tr(ω
′)−M ts(ω′)
)
dP t,x,µ(ω′)
=
∫
ω∈(X t,x,µ)−1
(
m
∩
i=1
(Btti
)−1(Oλi (xi))
) (Btr(X t,x,µ(ω))−Bts(X t,x,µ(ω))−∫ rs b(r′, (x+Btr′(X t,x,µ(ω)))dr′)dP t0(ω)
=
∫
ω∈
(
N t,xµ ∪N˜µ
)c
∩ (Xt,x,µ)−1
(
m
∩
i=1
(Btti
)−1(Oλi (xi))
) (Xt,x,µr (ω)−Xt,x,µs (ω)−∫ rs b(r′, Xt,x,µr′ (ω)dr′)dP t0(ω)
=
∫
ω∈
m
∩
i=1
(Xt,x,µti
)−1(Oλi (xi))
(∫ r
s
µr′(ω) dB
t
r′(ω)
)
dP t0(ω) = 0.
This shows Cts ⊂ Λts △=
{
A∈F ts :
∫
A
(M tr−M ts) dP t,x,µ = 0
}
. As Λts is clearly a Dynkin system, we see from Lemma
1.1 and Dynkin system theorem that F ts = σ
(Cts) ⊂ Λts, which implies that EP t,x,µ [M tr |F ts] = M ts, P t,x,µ−a.s.
Hence, M t is a continuous martingale with respect to (Ft, P t,x,µ). By Lemma 1.3 (1), M t is also a continuous
martingale with respect to
(
FP
t,x,µ
, P t,x,µ
)
. As
IP
t,x,µ
s =
∫ P t,x,µ
[t,s]
(
qˆtr
)−1
dBtr =
∫ s
t
(
qˆtr
)−1
b(r, x+Btr)dr +
∫ P t,x,µ
[t,s]
(
qˆtr
)−1
dM tr , s ∈ [t, T ],
we see that the process
{∫ P t,x,µ
[t,s]
(
qˆtr
)−1
dM tr
}
s∈[t,T ]
is exactly the martingale part WP
t,x,µ
of IP
t,x,µ
. 
Proof of Proposition 5.3: Fix (t, x) ∈ [0, T ] × Rd and µ∈U t. As M ts = Bts −
∫ s
t b(r, x + B
t
r)dr, s ∈ [t, T ] is a
continuous martingale with respect to (Ft, P ) by Lemma 6.6, we see that Bt is a continuous semi-martingale with
respect to (Ft, P t,x,µ). Thus, P t,x,µ ∈ Qt.
Given i, j ∈ {1, · · · , d}, it follows from (5.13) that
0=P t,x,µ− lim
n→∞
sup
s∈[t,T ]
∣∣∣∣〈Bt,i, Bt,j〉P t,x,µs −⌊2
ns⌋∑
k=1
(
Bt,ik
2n
−Bt,ik−1
2n
)(
Bt,jk
2n
−Bt,jk−1
2n
)∣∣∣∣
=P t0 − lim
n→∞
sup
s∈[t,T ]
∣∣∣∣〈Bt,i, Bt,j〉P t,x,µs (X t,x,µ)−⌊2
ns⌋∑
k=1
(
X t,x,µ,ik
2n
−X t,x,µ,ik−1
2n
)(
X t,x,µ,jk
2n
−X t,x,µ,jk−1
2n
)∣∣∣∣
=P t0 − limn→∞ sups∈[t,T ]
∣∣∣∣〈Bt,i, Bt,j〉P t,x,µs (X t,x,µ)−⌊2
ns⌋∑
k=1
(
Xt,x,µ,ik
2n
−Xt,x,µ,ik−1
2n
)(
Xt,x,µ,jk
2n
−Xt,x,µ,jk−1
2n
)∣∣∣∣ ,
which implies that P t0−a.s.,
〈Bt,i, Bt,j〉P t,x,µs
(X t,x,µ) = 〈Xt,x,µ,i, Xt,x,µ,j〉P t0s = ∫ s
t
d∑
ℓ=1
µiℓr µ
jℓ
r dr, ∀ s ∈ [t, T ]. (6.141)
Since µr ∈ U0 = S>0d , dr × dP t0−a.s. (so is µ2r = µr · µr), we can deduce from (6.141), (5.13) and (5.4) that
1=P t0
{
ω ∈ Ωt : s→ 〈Bt, Bt〉P t,x,µs
(X t,x,µ(ω)) is absolutely continuous and
lim
m→∞
m
(
〈Bt〉P t,x,µs − 〈Bt〉P
t,x,µ
(s−1/m)+
)(X t,x,µ(ω)) = µ2s(ω) ∈ S>0d for a.e. s ∈ [t, T ]} (6.142)
=P t,x,µ
{
ω′ ∈ Ωt : s→ 〈Bt, Bt〉P t,x,µs (ω′) is absolutely continuous and
aˆts(ω
′) = lim
m→∞
m
(
〈Bt〉P t,x,µs − 〈Bt〉P
t,x,µ
(s−1/m)+
)
(ω′) ∈ S>0d for a.e. s ∈ [t, T ]
}
. (6.143)
Therefore, P t,x,µ ∈ QtW . 
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Lemma 6.7. Let (t, x) ∈ [0, T ]× Rd and µ ∈ U t. It holds P t0−a.s. that
qˆts
(X t,x,µ) = µs for a.e. s ∈ [t, T ]. (6.144)
And for any Z ∈ Hp,loc
Ft,x,µ
([t, T ],Rd, P t,x,µ) with p ∈ [1,∞), it holds P t0−a.s. that(∫ P t,x,µ
[t,s]
ZrdWP t,x,µr
)(X t,x,µ) = ∫ s
t
Zr(X t,x,µ)dBtr, ∀ s ∈ [t, T ], (6.145)
where Z(X t,x,µ) ∈ Hp,loc
F
t
(
[t, T ],Rd
)
by Lemma 6.5.
Proof: We can deduce from Lemma 5.3, (6.143) and (5.13) that
1 = P t,x,µ
{
ω′ ∈ Ωt : (qˆts)2(ω′) = aˆts(ω′) = limm→∞m(〈Bt〉P t,x,µs − 〈Bt〉P t,x,µ(s−1/m)+)(ω′) for a.e. s ∈ [t, T ]}
= P t0
{
ω ∈ Ωt : (qˆts)2(X t,x,µ(ω)) = limm→∞m(〈Bt〉P t,x,µs − 〈Bt〉P t,x,µ(s−1/m)+)(X t,x,µ(ω)) for a.e. s ∈ [t, T ]} .
This together with (6.142) yields that
1 = P t0
{
ω ∈ Ωt : (qˆts)2(X t,x,µ(ω)) = µ2s(ω) and µs(ω) ∈ S>0d for a.e. s ∈ [t, T ]} , (6.146)
where we used the fact that µs ∈ U0, ds × dP t0−a.s. Since for each Γ ∈ S>0d there exists a unique element in S>0d
such that ς2 = ς · ς = Γ (see e.g. Theorem VI.9 of [38]), (6.146) leads to (6.144).
Now, let Z ∈ Hp,loc
Ft,x,µ
([t, T ],Rd, P t,x,µ) for some p ∈ [1,∞). We have seen from the proof of Proposition 5.3 that
the process M ts = B
t
s −
∫ s
t b(r, x + B
t
r)dr, s ∈ [t, T ] is a continuous martingale with respect to (Ft, P t,x,µ). It is
thus a continuous martingale with respect to
(
FP
t,x,µ
, P t,x,µ
)
by Lemma 1.3 (1). Then we know (see e.g. Problem
3.2.27 of [27]) that there exists a sequence of Rd−valued, FP t,x,µ−simple processes
{
Φns =
∑ℓn
i=1 ξ
n
i 1
{
s∈(tni ,t
n
i+1]
}, s∈
[t, T ]
}
n∈N
(
where t= tn1 < · · ·<tnℓn+1=T and ξni ∈FP
t,x,µ
tni
for i=1,· · ·, ℓn
)
such that
P t,x,µ− lim
n→∞
∫ T
t
((
Φns
)T − (qˆts)−1ZTs ) d〈M t〉P t,x,µs (Φns −Zs(qˆts)−1) = 0, (6.147)
and P t,x,µ− lim
n→∞
sup
s∈[t,T ]
∣∣∣∣∣
ℓn∑
i=1
ξni
(
M ts∧tni+1 −M
t
s∧tni
)− ∫ P t,x,µ
[t,s]
Zr
(
qˆtr
)−1
dM tr
∣∣∣∣∣ = 0. (6.148)
Define a martingale with respect to
(
F
t
, P t0
)
: Υts
△
=
∫ s
t
µrdB
t
r, s ∈ [t, T ]. We can deduce from (6.147), (5.6), (5.13)
and (6.144) that
0 = P t,x,µ− lim
n→∞
∫ T
t
((
Φns
)T − (qˆts)−1ZTs ) d〈Bt〉P t,x,µs (Φns −Zs(qˆts)−1)
= P t0− limn→∞
∫ T
t
((
Φns (X t,x,µ)
)T − ((qˆts)−1ZTs )(X t,x,µ)) aˆts(X t,x,µ)(Φns (X t,x,µ)− (Zs(qˆts)−1)(X t,x,µ))ds
= P t0− limn→∞
∫ T
t
((
Φns (X t,x,µ)
)T − µ−1s ZTs (X t,x,µ)) d〈Υt〉P t0s (Φns (X t,x,µ)−Zs(X t,x,µ)µ−1s ) . (6.149)
Also, (6.148), (6.140) and (5.13) yield that
0=P t,x,µ− lim
n→∞
sup
s∈[t,T ]
∣∣∣∣ ℓn∑
i=1
ξni
(
M ts∧tni+1−M
t
s∧tni
)−∫ P t,x,µ
[t,s]
ZrdWP t,x,µr
∣∣∣∣
=P t0− limn→∞ sups∈[t,T ]
∣∣∣∣ ℓn∑
i=1
ξni (X t,x,µ)
(
X t,x,µs∧tni+1−X
t,x,µ
s∧tni
−
∫ s∧tni+1
s∧tni
b
(
r, x+X t,x,µr
)
dr
)
−
(∫ P t,x,µ
[t,s]
ZrdWP t,x,µr
)
(X t,x,µ)
∣∣∣∣
=P t0− limn→∞ sups∈[t,T ]
∣∣∣∣ ℓn∑
i=1
ξni (X t,x,µ)
(
Xt,x,µs∧tni+1
−Xt,x,µs∧tni −
∫ s∧tni+1
s∧tni
b
(
r,Xt,x,µr
)
dr
)
−
(∫ P t,x,µ
[t,s]
ZrdWP t,x,µr
)
(X t,x,µ)
∣∣∣∣
=P t0− limn→∞ sups∈[t,T ]
∣∣∣∣ ℓn∑
i=1
ξni (X t,x,µ)
(
Υts∧tni+1−Υ
t
s∧tni
)− (∫ P t,x,µ
[t,s]
ZrdWP t,x,µr
)
(X t,x,µ)
∣∣∣∣. (6.150)
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For i = 1, · · · , ℓn, since ξni ∈ FP
t,x,µ
tni
, we see from Lemma 5.4 that ξni (X t,x,µ) ∈ F
t
tni
. Thus, Φn(X t,x,µ) is also
an F
t−simple process. Proposition 3.2.26 of [27] and (6.149) then imply that
P t0− limn→∞ sups∈[t,T ]
∣∣∣∣∣
ℓn∑
i=1
ξni (X t,x,µ)
(
Xt,x,µs∧tni+1
−Xt,x,µs∧tni
)− ∫ s
t
Zr(X t,x,µ)µ−1r dΥtr
∣∣∣∣∣ = 0,
which together with (6.150) shows that P t0−a.s.(∫ P t,x,µ
[t,s]
ZrdWP t,x,µr
)
(X t,x,µ) =
∫ s
t
Zr(X t,x,µ)µ−1r dΥtr =
∫ s
t
Zr(X t,x,µ)dBtr, ∀ s ∈ [t, T ]. 
Proof of Proposition 5.4: Let (t, x) ∈ [0, T ]× Rd and µ ∈ U t. For any s ∈ [t, T ], since WP t,x,µs ∈FP
t,x,µ
s , one
can easily deduce that
GP t,x,µs = σ
(
σ
(
WP
t,x,µ
r , r ∈ [t, s]
) ∪N P t,x,µ) ⊂ FP t,x,µs .
As to the inverse inclusion, (6.145) implies that Bt· = W
P t,x,µ
· (X t,x,µ) holds except on a P t0−null set N0. Given
r∈ [t, s] and E ∈B(Rd), one has(
Btr
)−1
(E) = {ω ∈ Ωt : Btr(ω) ∈ E} =
{
ω ∈ Ωt :WP t,x,µr
(X t,x,µ(ω)) ∈ E}∆NE
with NE △=
({ω ∈ Ωt : Btr(ω) ∈ E}∆ {ω ∈ Ωt :WP t,x,µr (X t,x,µ(ω)) ∈ E}) ⊂ N0. To wit,(
Btr
)−1
(E) ∈ Λts △=
{
A ⊂ Ωt : A =
(
(X t,x,µ)−1(A˜))∆N for some A˜ ∈ GP t,x,µs and N ∈ N P t0}.
Clearly,
{
(X t,x,µ)−1(A˜) : A˜ ∈ GP t,x,µs } is a σ−field of Ωt. Similar to Problem 2.7.3 of [27], one can show that Λts
forms a σ−field of Ωt. It follows that F ts ⊂ Λts. As N P
t
0 ⊂ Λts, we further have F
t
s ⊂ Λts.
Now, for any A ∈ FP t,x,µs , we know from Lemma 5.4 that (X t,x,µ)−1(A) ∈ F
t
s ⊂ Λts. Hence, there exists
A˜ ∈ GP t,x,µs ⊂ FP
t,x,µ
s and N ∈ N P
t
0 such that (X t,x,µ)−1(A) = (X t,x,µ)−1(A˜ )∆N , which leads to that
N = (X t,x,µ)−1(A)∆ (X t,x,µ)−1(A˜ ) = (X t,x,µ)−1(A∆ A˜ ).
Then (5.13) shows that P t,x,µ
(
A∆ A˜
)
= P t0
(N ) = 0, namely, A∆ A˜ ∈ N P t,x,µ . It follows that A = A˜∆ (A∆ A˜) ∈
GP t,x,µs , thus FP
t,x,µ
s = GP
t,x,µ
s . 
Proof of Proposition 5.5: Let us simply denote
(
Yt,x,P t,x,µ(T, h(Bt,xT )),Zt,x,P t,x,µ(T, h(Bt,xT )),Kt,x,P t,x,µ(T, h(Bt,xT )),
Kt,x,P
t,x,µ(
T, h(Bt,xT )
))
by (Y,Z,K,K). Lemma 6.4 and Lemma 6.5 shows that
(Y ,Z ,K ,K )
△
=
(Y(X t,x,µ),Z(X t,x,µ),K(X t,x,µ),K(X t,x,µ)) ∈ Gq
F
t
(
[t, T ]
)
.
And we can deduce from (5.13), Lemma 6.7 that (Y ,Z ,K ,K ) satisfies
Ys = h
(
X˜t,x,µT
)
+
∫ T
s
f
(
r, X˜t,x,µr ,Yr,Zr, µr
)
dr+K T−K s−
(
K T−K s
)−∫ T
s
Zr dB
t
r, s ∈ [t, T ],
Lt,x,µs ≤ Ys ≤ L
t,x,µ
s , s ∈ [t, T ], and
∫ T
t
(
Ys − Lt,x,µs
)
dK s =
∫ T
t
(
L
t,x,µ
s − Ys
)
dK s = 0
on the probability space
(
Ωt,F tT , P t0
)
. Since this doubly Reflected BSDE admits a unique solution in Gq
F
t
(
[t, T ]
)
according to Section 2, we have
(Y ,Z ,K ,K ) =
(
Y t,x,µ
(
T, h
(
X˜t,x,µT
))
, Zt,x,µ
(
T, h
(
X˜t,x,µT
))
,Kt,x,µ
(
T, h
(
X˜t,x,µT
))
,K
t,x,µ(
T, h
(
X˜t,x,µT
)))
. 
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