A Daniell-Stone type characterization theorem for Aumann integrals of set-valued measurable functions will be proven. It is assumed that the values of these functions are closed convex upper sets, a structure that has been used in some recent developments in set-valued variational analysis and set optimization. It is shown that the Aumann integral of such a function is also a closed convex upper set. The main theorem characterizes the conditions under which a functional that maps from a certain collection of measurable set-valued functions into the set of all closed convex upper sets can be written as the Aumann integral with respect to some σ-finite measure. These conditions include the analog of the conlinearity and monotone convergence properties of the classical Daniell-Stone theorem for the Lebesgue integral, and three geometric properties that are peculiar to the set-valued case as they are redundant in the one-dimensional setting.
Introduction
Integration of set-valued functions (multifunctions, correspondences) on a measurable space dates back to a paper by Aumann [1] from 1965. Given a σ-finite measure, the Aumann integral of a measurable function whose values are subsets of IR m , m ∈ {1, 2, . . .}, is defined as the set of all (vector) Lebesgue integrals of its integrable selections. The Aumann integral can be seen as a functional that maps a measurable set-valued function to a subset of IR m . Conversely, one can consider a functional that maps from a certain class of measurable set-valued functions into a collection of subsets of IR m and look for conditions under which this functional can be written as the Aumann integral with respect to a measure. This type of result is well known for the Lebesgue integral, see [11, 2] , and is also referred to as the Daniell-Stone theorem. To the best of our knowledge, there seems to be no such characterizations of the Aumann integral in the literature so far. In the present paper, a special structure provided by the so-called upper sets is assumed for the values of the measurable set-valued functions and a Daniell-Stone type characterization theorem is proven for the Aumann integral.
Set relations have recently been of interest in set-valued variational analysis and set optimization. In [3] , a reflexive and transitive relation is defined on the power set of IR m (more generally, a real linear space) with respect to a fixed convex cone C ⊆ IR m . The set of equivalence classes induced by the corresponding indifference relation of this set relation is given by P(IR m , C) = {D ⊆ IR m | D = D + C}, whose elements are the so-called upper subsets of IR m . It turns out that the set P(IR m , C) of all upper subsets has rather useful algebraic and order theoretic properties: On the algebraic side, an addition operation and a multiplication with positive scalars λ ≥ 0 can be defined on P(IR m , C), which makes it a conlinear space, that is, a linear space except that it is closed under multiplication with positive scalars only. On the order theoretic side, the infimum and supremum of an arbitrary collection of upper sets are well-defined upper sets when P(IR m , C) is equipped with the usual superset relation ⊇. Thus, P(IR m , C) is an order-complete lattice under ⊇.
The properties of P(IR m , C) mentioned above and their consequences make it possible to generalize many concepts and results of variational analysis to functions whose values are upper sets. These include Legendre-Fenchel conjugation, directional derivatives, subdifferentials, the FenchelMoreau biconjugation theorem, Lagrange and Fenchel-Rockafellar duality; see [4] for a survey on set-valued convex analysis based on the so-called complete lattice approach. This approach also provides new points of view in vector optimization, see [8, 4] , and in financial mathematics, see, for instance, [5] for the theory of set-valued risk measures based on upper sets. It turns out that many problems in vector or set optimization can be rewritten as problems for P(IR m , C)-valued functions. In the present paper, we will thus focus on such functions. The complete lattice approach will play an essential role in obtaining the present results.
In classical Lebesgue integration, one version of the Daniell-Stone theorem states that a functional that maps into [0, +∞] from the set of all positive measurable functions on a measurable space can be written as the integral with respect to a measure if and only if it is conlinear (that is, linear except that multiplication with strictly negative scalars is not considered) and it preserves decreasing limits (monotone convergence property); see [2, Theorem I.4 .21] for this version of the result and [11] for the original work of Stone. The aim of this paper is to prove an analogue of this theorem for the Aumann integrals of measurable functions whose values are closed and convex upper subsets of IR m . The Aumann integrals of such functions are again closed convex upper sets as shown in Proposition 4.2. This property makes it possible to use the same algebraic and order theoretic rules for the values of the functions and their integrals.
The main result of the present paper is Theorem 5.1. It shows that a functional that maps measurable set-valued functions into closed convex upper sets can be written as the Aumann integral with respect to a measure if and only if the functional is conlinear, it preserves decreasing limits and it satisfies three additional properties that are peculiar to the set-valued framework. One of these properties ensures that the value of the functional at a given set-valued function can be computed in terms of the corresponding values at the supporting halfspaces of the function. This is already a well-known property of the Aumann integral as proven in [6] . The other two properties ensure that the functional maps halfspace-valued functions to halfspaces and "point+cone"-valued functions to "point+cone"s. It turns out that these three properties, which are redundant in the scalar case, suffice to complement the already existing properties of the scalar theory (conlinearity, monotone convergence and a technical condition to guarantee σ-finiteness) in order to obtain a Daniell-Stone type characterization for the Aumann integral.
Closed convex upper sets
Let m be a strictly positive integer and consider the Euclidean space IR m with its usual topology and the usual inner product ·, · . Let int D, cl D, co D denote the interior, closure, and the convex hull of a set D ⊆ IR m , respectively. The Minkowski sum of two sets D, E ⊆ IR m is defined as
m be a closed convex cone such that 0 ∈ C and C = IR m , which is to be fixed throughout. We also assume that C has nonempty interior, that is, int C = ∅.
Define
An element of G is called an closed convex upper set. This paper is concerned with the Aumann integration of functions on a measurable space whose values are closed convex upper sets. An immediate consequence of the Hahn-Banach theorem is that every D ∈ G can be written as
where C + is the positive dual cone of C given by
Following [3, 4] , we summarize the algebraic and order theoretic properties of G that will be used in the present paper. Note that the Minkowski sum of two sets in G may fail to be closed. Instead, the addition operation ⊕ on G is defined by
For D ∈ G and λ ∈ IR, define λD = {λd | d ∈ D} with the conventions λ∅ = ∅ for λ = 0 and 0D = C. This is the usual Minkowski multiplication with scalars except for the second convention concerning the multiplication with zero. This convention guarantees that G is closed under multiplication with positive real numbers λ ≥ 0. We will use shorthand notations such as z − D = {z} + (−1)D for z ∈ IR m and D ∈ G. Finally, when the usual superset relation ⊇ is used as a partial order, G is an order-complete lattice, where the infimum and supremum of a collection D ⊆ G are provided by the formulae inf D = cl co
respectively, with the conventions inf ∅ = ∅ and sup ∅ = IR m ; see [3] .
Measurable functions
Let (X , A) be a measurable space. Given a set-valued function F : X → G \{∅}, the preimage of a set D ⊆ IR m under F is defined as
The set of all measurable set-valued functions F : X → G\{∅} is denoted by F. This is the usual notion of measurability for set-valued functions as in the books [10, 9, 7] . In Theorem 2.3 of [9, Chapter 1], set-valued functions whose values are closed subsets of a Polish space are considered. Assuming the existence of a σ-finite measure ν under which (X , A, ν) is complete, it is shown that such a set-valued function is measurable in the sense of Definition 3.1 if and only if the preimage of every Borel set, or equivalently every open set, is measurable. Since we work with functions with values in G, it is possible to provide another characterization of measurability in terms of simple sets of the form "point minus cone" as shown in the following proposition.
Proposition 3.2. Let F ∈ F. The following are equivalent:
Proof. It is obvious that (i) ⇒ (ii) ⇒ (iii). Note that the elements of G\{∅} are regular closed sets in the sense that
Hence, by [10, Example 14.7] , F is measurable if and only if {x ∈ X | y ∈ F (x)} ∈ A for every y ∈ IR m . Now fix y ∈ IR m . We claim that
For set-valued functions F, G : X → G \{∅} and λ ∈ IR, the set-valued functions F + G, F ⊕ G, λF are defined in the pointwise sense with the conventions of Section 2. These set-valued functions are measurable when F, G are measurable; see [10, Proposition 14.11] .
Denote by L 0 (IR m ) the linear space of all Borel measurable functions
, Minkowski sum and multiplication with scalars are defined analogously as in the case of the subsets of IR m . 
The Aumann integral
Let µ be a σ-finite measure on (X , A) with µ(X ) > 0. The set of all functions f ∈ L 0 (IR m ) with
The (Aumann) integral of F with respect to µ is defined as
The proof of Proposition 4.2 is given in Section 6.1.
Proof. The result is provided by [6, Theorem 5.4 ].
Proposition 4.4. For every F ∈ F and λ ∈ IR + , it holds λF dµ = λ F dµ. In particular, if
Proof. The result is obvious when λ > 0. The case λ = 0 follows from the convention 0D = C for
, then, for every w ∈ C + \{0}, we have f (x), w ≥ 0 for every x ∈ X and hence f dµ, w ≥ 0. Therefore, f dµ ∈ C. This proves Cdµ = C.
Note that 1 A F is not the same as the function 1 A F given by
Since we work with functions whose values are closed convex upper sets, it is often more advantageous in our framework to work with 1 A F rather than 1 A F .
Definition 4.5. Let F ∈ F and A ∈ A. The integral of F over the set A with respect to µ is defined as
Proposition 4.6. For every F ∈ F and A ∈ A, it holds
The proof of Proposition 4.6 is given in Section 6.2. 
which coincides with the usual definition of (the closure of) the Aumann integral of F over the set A as in [6] . When µ(A) = 0, Proposition 4.6 gives A F dµ = C which deviates from the classical definition cl A f dµ | f ∈ L µ (F ) = {0}. This is in total analogy to Definition 4.1 and aligns with the algebraic structure on G.
Since closed convex sets are identified by their support functions, it is natural to consider the relationship between the Aumann integral and the (random) support function of F ∈ F. Proposition 4.8 below shows that Aumann integration and computing support functions commute. It is a well-known result in Aumann integration and valid in a more general framework; see [6, Theorem 5.4] . In the context of the present paper, it leads to the representation (4.2) of the Aumann integral as given below.
Proposition 4.8. Let F ∈ F be a µ-integrable set-valued function. For every w ∈ C + \{0}, it holds
y, w µ(dx).
In particular,
Proof. The first part of the result is provided by [6, Theorem 5.4] . The second part follows directly from (2.1) and the observation that inf z∈ F dµ z, w = inf f ∈L µ (F ) f, w dµ for w ∈ C + \{0}.
Using Proposition 4.8, we compute the integrals of two particular functions next. The results of these examples will be used in the proof of Theorem 5.1, the main result of the paper. Let us denote the halfspace with normal vector w ∈ C + \{0} by
Example 4.9. Let w ∈ C + \ {0} and ξ : X → IR ∪ {−∞} be a Borel measurable function with ξ + dµ < +∞, where ξ + := max {ξ, 0}. Let F (x) = {z ∈ IR m | z, w ≥ ξ(x)} for x ∈ X . Hence, F ∈ F and, for everyw ∈ C + \{0} and x ∈ X , inf y∈F (x) y,w = kξ(x) ifw = kw for some k ∈ (0, +∞) −∞ else .
Since ξ + dµ < +∞, it is easy to check that f := ξ + c,w c ∈ L µ (F ), where c ∈ int C is some fixed point. Hence, F is µ-integrable. Note that, for everyw ∈ C + \{0},
Hence, by Proposition 4.8,
In particular, if F ≡ H(w), that is, if ξ ≡ 0, then F dµ = H(w).
Example 4.10. Let f ∈ L µ (IR m ) and F (x) = f (x) + C for x ∈ X . Clearly F ∈ F is µ-integrable. Note that, for every w ∈ C + \{0},
In Lebesgue integration, one version of the monotone convergence theorem states that the integral of the decreasing limit of measurable functions (dominated by some integrable function) is given as the decreasing limit of the corresponding integrals. In Proposition 4.11 below, a similar convergence result is proven for the Aumann integrals.
Proposition 4.11. Let (F n ) n∈N and F be in F. Suppose that (F n ) n∈N decreases to F in the sense that, for µ-a.e. x ∈ X , F n (x) ⊆ F n+1 (x), n ∈ N, and cl n∈N F n (x) = F (x). Suppose that F 1 is µ-integrable. Then, for every n ∈ N,
and cl
Proof. When µ is a probability measure, the result is provided by Theorem 1.44 of [9, Chapter 2]. The proof of that case relies on the classical monotone convergence theorem and works in the general σ-finite case as well.
The characterization theorem
The aim of this section is to present a Daniell-Stone type characterization theorem for Aumann integrals of set-valued functions in F, which is the set of all measurable set-valued functions F : X → G \{∅}. Recall that G = {D ⊆ IR m | D = cl co (D + C)}, where C = IR m is a closed convex cone with int C = ∅. Let c ∈ int C be fixed. 
(P) Positive homogeneity: For every F ∈ F and λ ∈ IR + , it holds Φ(λF ) = λΦ(F ).
(C) Continuity from above:
for every n ∈ N and x ∈ X , and cl n∈N F n (x) = F (x) for every x ∈ X , it holds Φ(F n ) ⊆ Φ(F n+1 ) for every n ∈ N, and cl n∈N Φ(F n ) = Φ(F ).
(N) Nullity: If F ≡ H(w) for some w ∈ C + \{0}, then Φ(F ) = H(w).
(I) Indicator property: For every ξ ∈ L 0 (IR + ), either Φ(ξc + C) = ∅, or else there exists k ∈ IR + such that Φ(ξc + C) = kc + C. In addition, there exists at least one ξ ∈ L 0 (IR ++ ) such that Φ(ξc + C) / ∈ {∅, C}.
(S) Interchangeability with supporting halfspaces: Let F ∈ F with Φ(F ) = ∅. For x ∈ X , w ∈ C + \{0}, define the supporting halfspace of F (x) with normal w ∈ C + \{0} by
Then, it holds Φ(F ) = w∈C + \{0} Φ(F w ).
Φ satisfies the above properties if and only if there exists a unique nonzero σ-finite measure µ on (X , A) such that, for every µ-integrable F ∈ F,
The proof of Theorem 5.1 is given in Section 6.3. Theorem 5.1 is a set-valued generalization of the following Daniell-Stone characterization of the Lebesgue integral: A functional on the set of all positive measurable functions that maps into [0, +∞] is the Lebesgue integral with respect to some measure if and only if it is additive and positively homogeneous, and it satisfies the monotone convergence property; see [2, Theorem I.4.21] for this version, and [11] for the original work. Indeed, these three properties are precisely equivalent to properties (A), (P), (C), respectively, in the scalar case where m = 1 and C = IR + . Properties (A) and (P) together are sometimes called "conlinearity" meaning that the functional is linear except that negative scalars are not considered in multiplication.
Therefore, properties (N), (I) and (S) are the additional properties of the set-valued framework. Properties (N) and (I) put regularity conditions on how the functional preserves the geometric properties of some special set-valued functions. In particular, Property (N) assumes that a constant homogeneous halspace is mapped to itself under Φ. Together with the aforementioned properties, it ensures that halfspace-valued functions are mapped to halfspaces under Φ. Property (I) provides a similar regularity condition when the functional is applied to functions having a special "point plus cone" structure, which is already verified for Aumann integrals in Example 4.10. In particular, Property (I) describes the behavior of the functions of the form ξ = 1 A where A ∈ A. Recalling (4.1), note that ξc + C = 1 A c + C = 1 A F , where F ≡ c + C. The function 1 A c + C can be thought as the set-valued indicator function of the measurable set A. The second part of Property (I) characterizes σ-finiteness (and the nontriviality) of the measure and also exists as an optional additional property in the scalar case; see [2, Exercise I.4.32]. Since the construction of the Aumann integral in Proposition 4.6 and Property (S) in its relation to Proposition 4.8 already assume σ-finiteness of the underlying measure, this condition is needed for the characterization theorem in the set-valued case.
Property (S) assumes that computing supporting halfspaces of functions on X commutes with the functional, which is verified for Aumann integrals in Proposition 4.8. While Proposition 4.8 is stated in terms of the Lebesgue integrals of (scalar) support functions, this is not the case for Property (S). Instead, we consider the supporting halfspace of a function as another function in F and state Property (S) in terms of its Aumann integral. In the scalar case where m = 1 and C = IR + , properties (N), (I) (the first part), and (S) become trivial and thus can be omitted.
Proofs

Proof of Proposition 4.2
First, we show
The ⊆ part is obvious since 0 ∈ C. For the ⊇ part, let f ∈ L µ (F ) and z ∈ C. Define g ∈ L 0 (IR m ) by g(x) = f (x)+(µ(A)) −1 1 A (x)z for x ∈ X , where A ∈ A is some nonempty set with 0 < µ(A) < +∞, and 1 A (x) = 1 for x ∈ A and 1 A (x) = 0 for x / ∈ A. Then, g(x) ∈ F (x) + C = F (x) for every x ∈ X since C is a cone with 0 ∈ C. Besides, g ∈ L µ (F ) and gdµ = f dµ + z.
Note that taking closures in (6.1) gives
Next, we show that f dµ | f ∈ L µ (F ) is a convex set. Indeed, let f, g ∈ L µ (F ) and λ ∈ (0, 1). Clearly, λf +(1−λ)g ∈ L µ (F ) since the values of F are convex sets. Since λ f dµ+(1−λ) gdµ = (λf + (1 − λ)g)dµ, convexity follows. Hence, F dµ is also convex. So
that is, F dµ ∈ G.
Proof of Proposition 4.6
By the definition of the integral,
Here, the ⊆ part of the second equality is obvious and the ⊇ part follows from the observation that if
We claim that
If µ(A c ) = 0, then the result follows immediately since
where the first equality uses (6.2) and the last equality is due to the fact that A F dµ ∈ G; see Proposition 4.2 and Definition 4.5. Finally, suppose that µ(A c ) > 0. To finish the proof, we claim that
For every x ∈ A c , we have g 2 (x) ∈ C. Since C is a closed convex cone, this is equivalent to the following: For every x ∈ A c and w ∈ C + \{0}, it holds g 2 (x), w ≥ 0. Thus,
for every w ∈ C + \{0}, which shows that A c g 2 dµ ∈ C. To show ⊇ in (6.3), let z ∈ C. Since µ is σ-finite and µ(A c ) > 0, there exists A 0 ∈ A such that 0
by triangle inequality, where |·| is some arbitrary fixed norm on IR m . Besides, for such g 2 ,
Hence,
since C is a cone and µ(A c ∩ A 0 ) > 0. Thus, (6.3) holds.
Proof of Theorem 5.1
Before we prove Theorem 5.1, we begin with a technical result to be used in the proof.
Proof. Let ξ := sup
f, w c, w
Recall that c, w > 0 for every w ∈ C + \ {0}. Hence, ξc − f, w = ξ c, w − f, w ≥ 0 for every w ∈ C + \{0}, that is, ξc − f ∈ L 0 (C). It remains to show that ξ ∈ L µ (IR + ). Noting that 
Proof of Theorem 5.1. If there exists a unique nonzero σ-finite measure µ on (X , A) such that Φ(F ) = F dµ for every µ-integrable F ∈ F, then all properties are already satisfied as shown in Let ξ ∈ L 0 (IR + ). If Φ(ξc + C) = ∅, then set ϕ(ξ) = +∞. Otherwise, there exists k ∈ IR + with Φ(ξc + C) = kc + C and set ϕ(ξ) = k. Here, such k is unique because fork ∈ IR,
This is an easy exercise which follows from the fact that c ∈ int C. Hence ϕ(ξ) is well-defined. Next, we show that the function ϕ : L 0 (IR + ) → IR + ∪ {+∞} satisfies the assumptions of the classical Daniell-Stone theorem:
(i) Monotonicity: Let ξ, ζ ∈ L 0 (IR + ) with ξ(x) ≤ ζ(x) for every x ∈ X . We claim ϕ(ξ) ≤ ϕ(ζ). If ϕ(ζ) = +∞, the claim holds trivially. Assume that ϕ(ζ) < +∞, that is, Φ(ζc + C) = ∅. Then, F 1 := ζc + C, F := F n := ξc + C for n ∈ {2, 3, . . .} satisfy the assumptions of Property (C). Hence, ∅ = Φ(ζc + C) ⊆ Φ(ξc + C). By Property (I), ∅ = ϕ(ζ)c + C ⊆ ϕ(ξ)c + C. By (6.4), it follows that ϕ(ξ) ≤ ϕ(ζ).
(ii) Additivity: Let ξ, ζ ∈ L 0 (IR + ). We claim ϕ(ξ + ζ) = ϕ(ξ) + ϕ(ζ). By the monotonicity of ϕ, it holds max {ϕ(ξ), ϕ(ζ)} ≤ ϕ(ξ + ζ). Hence, if ϕ(ξ) = +∞ or ϕ(ζ) = +∞, then the claim holds trivially. Assume that ϕ(ξ) < +∞ and ϕ(ζ) < +∞, that is, Φ(ξc + C) = ∅ and Φ(ζc + C) = ∅. By Property (I) and (6.4), it follows that ϕ(ξ + ζ) = ϕ(ξ) + ϕ(ζ).
(iii) Positive homogeneity: Let ξ ∈ L 0 (IR + ) and λ ∈ IR + . We claim ϕ(λξ) = λϕ(ξ). If λ = 0, then ϕ(0)c + C = Φ(C) = Φ(0C) = 0Φ(C) = C by Property (P). Hence, the claim holds with ϕ(λξ) = ϕ(0) = 0. Assume that λ > 0. By Property (P) and the fact that C is a cone, it holds Φ(λξc + C) = Φ(λ(ξc + C)) = λΦ(ξc + C). If ϕ(ξ) = +∞, that is, Φ(ξc + C) = ∅, then Φ(λξc + C) = ∅, that is, ϕ(λξ) = +∞. If ϕ(ξ) < +∞, then ϕ(λξ)c + C = λ(ϕ(ξ)c + C) = λϕ(ξ)c + C. By (6.4), it follows that ϕ(λξ) = λϕ(ξ).
(iv) Continuity from above: Let (ξ n ) n∈N , ξ ∞ be in L 0 (IR + ) such that ϕ(ξ 1 ) < +∞, ξ n (x) ≥ ξ n+1 (x) for every n ∈ N and x ∈ X , and lim n→∞ ξ n (x) = ξ ∞ (x) for every x ∈ X . We claim ϕ(ξ n ) ≥ ϕ(ξ n+1 ) for every n ∈ N and lim n→∞ ϕ(ξ n ) = ϕ(ξ ∞ ). The first part of the claim follows by the monotonicity of ϕ. For the second part, let F n := ξ n c + C for every n ∈ N ∪ {+∞}. Then, Φ( Finally, we prove that Φ(F ) = F dµ for every µ-integrable function F ∈ F. We proceed in three main steps.
