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A SPINORIAL HAMILTONIAN APPROACH TO GRAVITY
JAMES D.E. GRANT
Abstract. We give a spinorial set of Hamiltonian variables for General Relativity in any di-
mension greater than 2. This approach involves a study of the algebraic properties of spinors
in higher dimension, and of the elimination of second-class constraints from the Hamiltonian
theory. In four dimensions, when restricted to the positive spin-bundle, these variables reduce
to the standard Ashtekar variables. In higher dimensions, the theory can either be reduced to
a spinorial version of the ADM formalism, or can be left in a more general form which seems
useful for the investigation of some spinorial problems such as Riemannian manifolds with re-
duced holonomy group. In dimensions 0 (mod 4), the theory may be recast solely in terms
of structures on the positive spin-bundle V+, but such a reduction does not seem possible in
dimensions 2 (mod 4), due to algebraic properties of spinors in these dimensions.
1. Introduction
One of the central elements of the Ashtekar variables approach to canonical gravity [A1] is the
projection, to a 3-dimensional hypersurface, of the natural connection on the positive spin-bundle
V+ of a four manifold. This connection, originally introduced by Sen [S2], contains information
about both the 3-dimensional spin-connection, and the extrinsic curvature of the hypersurface in
a way which leads to a considerable simplification of the constraints of the Hamiltonian version
of the theory. If we consider the Riemannian version of the theory, then Ashtekar’s approach
is very much based on the fact that the four-dimensional spin-group Spin4 is not simple, but
decomposes as SU(2) × SU(2). This decomposition means that the spin-connection decomposes
into two independent SU(2) connections on the positive and negative chirality spin-bundles V±.
(Similarly, there exists a reformulation of 3-dimensional gravity in SU(2) spinor form.) However,
no such decomposition happens in higher even dimensions, with the connections on V± in higher
dimensions carrying all of the information of the full spin-connection. In odd dimensions, there is
no chiral decomposition of the spin-bundle at all. It therefore seems that Ashtekar’s approach is
very much limited to 3 and 4-dimensional spaces.
Independently, however, Witten introduced a similar spinor connection in his proof of the Posi-
tive Energy Theorem [W1]. Although his argument is motivated by supergravity considerations, it
is independent of the dimension of the spacetime (all that is required is that the hypersurfaces we
consider admit a spin structure), and works equally well whether we work on the full spin-bundle
or, in even dimensional spacetimes, restrict to the positive or negative spin-bundle.
The question we wish to analyse is whether one can develop a Hamiltonian theory based on
Witten’s connection in any dimension. Based on a (non-chiral) generalisation of the action in-
troduced in four dimensions to describe Ashtekar’s theory [JS, S1], we construct a Hamiltonian
theory in any dimension (greater than 2) which reduces to Ashtekar’s theory in dimension 4 when
restricted to the positive spin-bundle. In general, setting up the theory requires an analysis of the
algebraic structures on spin-bundles in general dimension, and the Hamiltonian theory contains
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extra constraints and variables which do not naturally appear in the standard 4-dimensional the-
ory. Many of these constraints and variables can be systematically removed from the theory, and
reduce the theory to a minimal version which is independent of dimension. This theory contains
both first and second-class constraints, but in dimension 3, or dimension 4 restricted to V+, all of
the second-class constraints drop out of the theory, and the theory reduces to the relevant version
of the Ashtekar theory. In all other cases, we can remove the second-class constraints by Dirac’s
procedure, leading to a theory with only first-class constraints. It is sometimes advantageous to
work with the resulting formalism directly, but alternatively one can remove some of the first-class
constraints and reduce the theory to a spinorial version of the ADM formalism.
The plan of the paper is as follows. We begin by explaining the spinorial action principle we
will use. To begin with, this is simply a generalisation of the work of [JS, S1]. However, in higher
dimensions, there are some subtleties with the equations of motion (in particular in dimensions
2 (mod 4)) which require a careful study of the properties of spin-bundles and Clifford algebras
in different dimensions. We then proceed, in Section 3, with the Hamiltonian decomposition of
the theory. Although, again, part of this work is standard, we find that the theory contains new
constraints and variables in higher dimensions, with new sets of each appearing in dimensions 2
(mod 4) or 3 (mod 4) depending on the approach one adopts. In Section 3.2, we show how these
extra constraints may be unravelled and removed from the theory, along with the extra variables.
For completeness, it is then shown, in Section 4, how the resulting minimal theory may be reduced
to the known Ashtekar version of the 3 and 4 dimensional theory. Finally, we consider the general
version of this minimal theory in Section 5. We point out some circumstances in which it is
useful to work with this theory directly, notably in the study of Riemannian metrics with reduced
holonomy group. However, we also show how, if desired, the theory can be reduced to a spinorial
analogue of the orthonormal-frame approach to the ADM formalism.
It should be noted that in higher even dimensions the natural connections on V± are not
independent, and carry all of the information of the space-time connection. It is therefore not
to be expected that there will be any particular simplification in looking at a chiral version of
the theory. In dimensions 0 (mod 4), it turns out that it is still possible to rewrite the theory
simply in terms of the connection on V+, say, and it may be the case that such an approach
would be useful if we were to couple the theory to chiral fermions. In dimensions 2 (mod 4), for
algebraic reasons it does not seem possible to reduce the theory to V+. These algebraic arguments
are essentially the same as those which suggest that coupling chiral fermions to gravity leads to
formidable problems with the quantisation of the theory in these dimensions [AW].
2. Connections and Curvature
We work on a real spin manifold X of dimension n ≥ 3. We assume that X carries a pseudo-
Riemannian metric g of signature (r, s) and that, locally, we may introduce a pseudo-orthonormal
basis {ǫA|A = 1 . . . n} for the cotangent bundle T ∗X in terms of which the metric may be written
g = ηABǫ
A ⊗ ǫB,
where the matrix ηAB takes the diagonal form
ηAB = diag[1 . . . 1︸ ︷︷ ︸
r
,−1 · · · − 1︸ ︷︷ ︸
s
].
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(Generally upper case letters A,B, . . . will denote internal SO(r, s) indices whilst lower case letters
a, b, . . . will denote space-time coordinate indices. Similar conventions will be assumed for spatial
indices, when we later consider Hamiltonian decompositions.) The spin connection Γ on the
(pseudo)-orthonormal frame bundle is uniquely determined by torsion-free condition that the
frame ǫ is covariantly closed
dΓǫ = 0.
The fact that Γ is a connection on the (pseudo)-orthonormal frame bundle means that the con-
nection automatically annihilates the metric
∇g = 0.
We are free to make internal SO(r, s) transformations of the form
ǫ 7→ Λǫ,
where
Λ = exp
(
1
2
αABM
AB
)
,
and the generators MAB form a representation of the Lie algebra of SO(r, s):[
MAB,MCD
]
= −ηACMBD + ηADMBC + ηBCMAD − ηBDMAC . (2.1)
The complex Clifford algebra Cln is an algebra over C, with identity Id, generated by T
∗X , and
may be viewed as the algebra generated by the skew-symmetrised products of objects γA which
obey the relation
γAγB + γBγA = −2ηABId. (2.2)
The Clifford algebra over T ∗X is canonically isomorphic as a vector space to the exterior algebra
Λ∗X , so given any differential form λ on X , we may consider the corresponding section of the
Clifford algebra bundle, denoted σ(λ). In particular, we may define γA = σ(ǫA). These objects
may then be viewed as sections of the bundle EndV of endomorphisms of the spin-bundle V.
The generators of the spin-1/2 representation of the so(r, s) algebra (2.1) are
ΣAB = −
1
4
[
γA, γB
]
.
The natural spinorial covariant derivative of a spinor field ψ is defined in terms of the image in
the Clifford algebra of the spin connection Γ by
∇ψ = dψ +
1
2
ΓABΣ
ABψ
= dψ +Aψ, ∀ψ ∈ Γ(V),
where
A :=
1
2
ΓABΣ
AB
is the spinor connection. The curvature of this connection, F, is defined by the relation(
[∇X,∇Y]−∇[X,Y]
)
ψ = FXYψ, ∀ψ ∈ Γ(V), ∀X,Y ∈ Γ(TX).
Defining the curvature of the spin connection
R = dΓ+
1
2
[Γ,Γ] ,
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we can then identify the curvature F with its spinorial image
FXY =
1
2
RXYABΣ
AB, ∀X,Y ∈ Γ(TX). (2.3)
Standard γ-matrix techniques, and the cyclic identity for the Riemann tensor yield the identity
RabAB γ
bγAγB = −2 rabγ
b,
where r denotes the Ricci tensor of the metric g and we have defined the spacetime γ-matrices
γa := γAǫA
a.
This relation in turn implies that
RabAB γ
aγbγAγB = −2 s Id,
where s = Tr r is the scalar curvature of the metric g. Therefore
s = −
1
2D
Tr
(
RabABγ
aγbγAγB
)
=
2
D
Tr
(
Fabγ
ab
)
,
where we have define the skew-symmetrised product of γ-matrices
γa1...ap =
1
p!
[γa1 . . . γap ± even and odd permutations] ,
and D = dimV is the rank of the spin bundle.
We can therefore rewrite the Einstein Hilbert action as
SEH =
1
16πG
∫
X
g1/2 s dnx
=
1
8πGD
∫
X
g1/2Tr
[
Fabγ
ab
]
dnx.
It will be useful to define units in which
4πGD = 1
in which case we have
SEH =
1
2
∫
X
g1/2Tr
[
Fabγ
ab
]
dnx. (2.4)
This action has been considered in the special case of dimension 4 with the connection restricted
to the positive chirality spin bundle in connection with Ashtekar variables [JS, S1].
2.1. Equations of Motion. Consider now the equations of motion that follow from the ac-
tion (2.4). We take the connectionA and the spacetime γ-matrices γa as the independent variables
with the inverse spacetime metric being constructed from the latter by the relation
gab = −
1
D
Tr (γaγb).
The variation of the connection A tells us that
Db
(
g1/2γab
)
= 0. (2.5)
This equation, by itself, is not enough to uniquely determine the connection. This, however, is
not a problem unique to our spinorial approach. If one considers the standard Palatini approach
to the Einstein-Hilbert action, then the equations which follow from variation of the connection is
supposed to uniquely determine the connection as the Levi-Civita connection. On closer inspection,
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however, this turns out not to be the case. If one, a priori, assumes the connection is torsion-free,
then the equations of motion tell us that the connection is metric, and vice versa. However, if we
start with a completely general connection, the equations of motion in the Palatini formalism are
insufficient to uniquely determine the connection.
It is therefore important to consider what we would like to demand of a connection, and what
further conditions we must impose, by hand, on the connection so that the equations of motion
uniquely confine it to be the spin-connection.
The complex Clifford algebra Cln has a unique irreducible representation on C
D when n is even,
and two inequivalent irreducible representations on CD when n is odd, where
D =


2n/2 n even
2(n−1)/2 n odd.
Therefore, assume that have an irreducible representation of our Clifford algebra on V ∼= CD. The
elements of the Clifford algebra are then represented as endomorphisms of V so, relative to any
basis for V, would correspond to elements of C(D), the set of D ×D complex matrices.
Given an irreducible representation of the algebra on a space V, we may construct bi-linear
forms
±ǫ :V⊗ V→ C, ±ǫ∗ :V∗ ⊗ V∗ → C n even,
ǫ :V⊗ V→ C, ǫ∗ :V∗ ⊗ V∗ → C n odd,
with the symmetry properties shown in Table 1 [PR]. (In odd dimensions, ǫ shall denote the one
of ±ǫ which is non-vanishing.)
n (mod 8) +ǫ −ǫ
0 Symmetric Symmetric
1 zero Symmetric
2 Skew-symmetric Symmetric
3 Skew-symmetric zero
4 Skew-symmetric Skew-symmetric
5 zero Skew-symmetric
6 Symmetric Skew-symmetric
7 Symmetric zero
Table 1. Symmetries of ±ǫ in various dimensions
One can show that the forms ±ǫ have the properties that, for p = 1, . . . n
±ǫ(λ, γA1...Apφ) = (∓1)p (−1)
p(p−1)
2 ±ǫ(γA1...Apλ, φ), ∀λ, φ ∈ V. (2.6)
If we now consider a spin manifold X , with metric g, then all of the above algebraic considera-
tions carry across to the Clifford algebra bundle over X . This is the bundle generated by Clifford
multiplication from the cotangent bundle T ∗X , and the representation space V becomes the spin
bundle, the sections of which are spinor fields. Since the maps ±ǫ are suitably equivariant under
Spinr,s transformations, they carry across directly to corresponding forms on the spin-bundles.
6 JAMES D.E. GRANT
Given an orthonormal frame for T ∗X , there is a natural connection on T ∗X , the spin-connection.
One can lift this connection to a unique connection on the spin-bundle V. We wish to consider a
minimal set of spinorial conditions we can impose on a connection on V which will uniquely define
it to be this image of the spin-connection. Given a connection on T ∗X , we can extend this to a
connection on Λ∗X . One would then like to define a connection on the Clifford algebra bundle
which commutes with this map σ introduced above
(∇X ◦ σ)λ = σ (∇Xλ) . (2.7)
In colloquial terms, this means that if we view the collection of γ-matrices as a section of TX ⊗
End(V) ∼= TX ⊗V∗⊗V then, given the connection on TX , we wish to arrange the connection on
V so that this section is covariantly constant. This does not uniquely determine the connection.
However, if we impose the additional requirement on the connection on V that it annihilates the
forms ±ǫ, this uniquely determines the connection on V to be the image of the spin-connection
defined above.
What we need to know, however, is the minimal set of conditions we must impose on a con-
nection on V in order that when combined with the equation of motion (2.5) the connection is
uniquely determined to be the image of the spin connection. One requirement would be that the
connection should annihilate the ±ǫ
∇±ǫ = 0 n even,
∇ǫ = 0 n odd. (2.8)
The question is to what extent this condition determines the connection. If we consider two
connections ∇ and ∇′ on V, then
∇′
X
ψ −∇Xψ =< T,X > ψ, ∀X ∈ Γ(TX), ∀ψ ∈ Γ(V),
where T is a section of Λ1(X)⊗ End(V) that transforms under the adjoint representation under
the Spinr,s action on V. If we assume that both connections annihilate the forms
±ǫ, then we find
that we require
±ǫ(λ,< T,X > φ) + ±ǫ(< T,X > λ, φ) = 0, ∀λ, φ ∈ Γ(V), ∀X ∈ Γ(TX).
From Equation (2.6), we therefore deduce that < T,X > is an section of Imσ
(
Λ2 ⊕ Λ6 ⊕ . . .
)
⊂
Clr,s for all vector fields X. Therefore
T ∈ Γ
(
Λ1(X)⊗ Imσ
(
Λ2 ⊕ Λ6 ⊕ . . .
))
. (2.9)
(The expansion on the right-hand-side of this equation terminates when we reach the highest
integer 4k+2 less than or equal to n.) We should perhaps note that the forms ±ǫ are not uniquely
determined by the Clifford algebra, but only determined up to a scale. Therefore a choice of this
scale is implicit in Equation (2.8). One could equivalently work without fixing this scale, imposing
only the existence of 1-forms ±λ with the property that ∇±ǫ = ±λ⊗ ±ǫ on the connection. If we
then impose the additional condition that connection is trace-free (i.e. is an SL(V) connection),
then we recover the result (2.9).
We now wish to impose the further condition on our connection that it satisfies Equation (2.5),
which followed from our action principle considerations. If we assume that the connections ∇ and
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∇′ obey this equation, then the field T obeys the condition[
Ta, γ
ab
]
= 0. (2.10)
Since pure elements of order 2 in the Clifford algebra generate Spinr,s transformations, Equa-
tion (2.10) must be separately satisfied by each of the components in the Clifford algebraic ex-
pansion of T given in Equation (2.9). First consider dimensions n 6= 2 (mod 4). Denote the part
of T of order m = 4k + 2 in the Clifford algebra by Tm. This can be viewed as a section of
∧1(X)⊗∧m(X) ∼= ∧m+1(X)⊕∧m−1(X)⊕Sm+10 (X), where the separate terms correspond to the
totally skew-symmetric, trace, and trace-free parts of Tm, respectively. We then use the simple
result:
Lemma 1. [
γAB, γ
C1C2...Cp
]
= 4 p δ
[C1
[A γB]
C2...Cp], p = 1, . . . n.
The proof of this result is a straightforward application of definitions, and so will be omitted.
With this result, it follows from the relation (2.10) that the ∧m+1(X) and ∧m−1(X) parts of
Tm vanish. The remaining equations are then inconsistent with the symmetries required of an
element of Sm0 (this is a generalisation of the argument that any (0, 3) tensor, a, with the symmetry
property a(x,y, z) = a(y,x, z) = −a(x, z,y) must vanish identically), and so the only solution of
our requirements is Tm = 0, and therefore T = 0. Therefore, if n 6= 2 (mod 4), the connection
which annihilates the forms ±ǫ and which satisfies the equations of motion (2.5) is unique, and
must be the pull-back to the spin-bundle of the spin-connection, as required.
In dimension n = 4k+2, however, this argument breaks down. If we consider the final term in
the expansion (2.9), we have the possibility
T = φ⊗ ω
for any 1-form field φ, where
ω = iαγ1 · · · γn, α =
[
n+ 1
2
]
(2.11)
is the volume element on the Clifford algebra [LM]. With respect to a general connection of
this form, the γ-matrices are not covariantly constant, although a skew-symmetrised product of
an even number of γ-matrices is covariantly constant. Since such a term has no analogue in a
tensorial approach, it does not seem to have any straightforward geometrical interpretation.
If we wish to reproduce Einstein-Hilbert gravity it is therefore necessary, in these dimensions,
to impose an additional condition on the spinor connection to remove this extra freedom. We
know, from above, that any connection which preserves the forms ±ǫ must be in the image of
Λ2 ⊕ Λ6 ⊕ · · · ⊕ Λn. The most direct way to remove the extra freedom of equation (2.12) is
therefore to impose by hand the condition that there is no Λn term:
A ∈ Γ
(
Λ1(X)⊗ Imσ
(
Λ0(X)⊕ Λ1(X)⊕ · · · ⊕ Λn−1(X)
))
n ≡ 2 (mod 4). (2.12)
This is equivalent to imposing the condition
Tr (Aω) = 0
on the connection. Only once this extra degree of freedom has been removed from the theory do
we find that the connection defined by Equations (2.9) and (2.10) is the connection we require.
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Note that, in principle, the algebraic conditions (2.8) and (2.12) on the connection could be
imposed as extra primary constraints in the Lagrangian approach we have taken. Since these
constraints have no dynamics, however, the resulting theory will be identical with the one which
results by simply assuming that the connection obeys these constraints identically. For simplicity,
we shall adopt the latter approach.
In even dimensions, we can use ω to split up V into chiral parts V±. A significant difference
between dimensions 0 (mod 4) or 2 (mod 4) is that we can arrange that
+ǫ : V+ ⊗ V+ → C, −ǫ : V− ⊗ V− → C, n ≡ 0 (mod 4),
+ǫ : V+ ⊗ V− → C, −ǫ : V− ⊗ V+ → C, n ≡ 2 (mod 4).
Therefore ±ǫ define isomorphisms
V
± ∼= (V±)∗, n ≡ 0 (mod 4),
V
± ∼= (V∓)∗, n ≡ 2 (mod 4).
The fact that these isomorphisms are between different spin-bundles in dimensions 2 (mod 4)
means that in these dimensions we cannot reduce the problem to a single spin-bundle, and a
chiral spinorial formalism does not seem to be possible. In dimensions 0 (mod 4), however, it is
possible to set up the theory completely on, for example, the positive spin-bundle V+. In odd
dimensions, the volume element is a central element of the Clifford algebra, so if we consider
irreducible spin-bundles, there is no similar reduction.
Returning to the equations of motion, if we assume that we have imposed these extra conditions
in such a way that the connection A is identified with the spin connection, and therefore its
curvature is identified with the curvature of the spin-connection as in Equation (2.3), then varying
the γ-matrices in the action (2.4), we find,
δSEH =
1
2
∫
X
g1/2Tr
(
(δγa)γb(ra
b −
1
2
sδa
b)
)
dnx.
Therefore the equation of motion tells us that the metric g satisfies the vacuum Einstein equations
r =
s
2
g.
As such, as long as we impose the condition that the connection A annihilates the natural bi-
linear forms on the spin bundle, along with the extra condition of no volume terms in dimensions
2 (mod 4), then the equations of motion which follow from our version of the Einstein-Hilbert
action are equivalent to the vacuum Einstein equations.
3. Riemannian Hamiltonian Decomposition
We now wish to consider the Hamiltonian version of the above theory. For simplicity, we will
consider metrics of Riemannian signature, although other signatures can be treated similarly. Our
treatment initially follows the standard approach in four dimensions [JS, S1].
We consider a suitable open set U ⊂ X of our manifold which we assume to be foliated by a 1-
parameter family of leaves Σ of dimension (n−1). Introducing a parameter t to label the different
leaves of this foliation, and local coordinates {xi|i = 1, . . . , n − 1} on Σ, we may decompose the
metric in standard Hamiltonian form
g = ǫ0 ⊗ ǫ0 + δIJǫ
I ⊗ ǫJ ,
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where we take
ǫ0 = Ndt,
ǫI = ei
I
(
dxi +N idt
)
.
(Upper case indices I, J, . . . take values 1, 2, . . . , n− 1.) The dual basis takes the form
e0 = N
−1
(
∂t −N
i∂i
)
,
eI = eI
i∂i.
The induced metric (first fundamental form) on Σ will be denoted q, and has components
qij = δIJei
Iej
J
with respect to the coordinates introduced above.
At this point it is useful to recall the Clifford algebra isomorphism
Clevenn
∼= Cln−1.
In our context, this means that we may define the (n− 1)-dimensional γ-matrices by
ΓI := γ0I , I = 1, . . . , n− 1,
which generate the algebra Cln−1. We also define the spatial γ-matrices
Γi := ΓI eiI ,
and their skew-symmetrised products Γij...k.
If we now insert the decomposition of the metric into the Einstein-Hilbert action, it takes the
form
S =
∫
X
q1/2Tr
[
ΓI < Ltγ, eI > −Γ
iDγi At + Γ
iF γijN
j +
N
2
F γijΓ
ij
]
dt dn−1x.
In this equation we have defined the connection
γ = pΣ(A)
as the pull-back of the connection A to the surface Σ. The curvature of this connection, γ is
denoted Fγ , and we have defined the covariant derivative of the field At by
DiAt = ∂iAt + [γi, At] .
We also, for simplification later, introduce a densitised version of the function N by defining
N := q−1/2N,
where
q := |det (qij) |.
In order to proceed with the Hamiltonian decomposition, we introduce momenta conjugate
to all of the dynamical variables. from the form of the Lagrangian above, we deduce that the
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momenta conjugate to the variables (γi, eI
i, At, N,N
i), in order, take the form:
πi = σ˜i,
πI i = 0,
πt = 0,
π = 0,
πi = 0,
where we have defined the densitised γ-matrices
σ˜i := q1/2Γi.
In Dirac’s terminology [D], we therefore have the primary constraints of the theory
φi = πi − σ˜i, (3.1a)
φI i = π
I
i, (3.1b)
φt = πt, (3.1c)
φ = π, (3.1d)
φi = πi. (3.1e)
The total Hamiltonian HT of the theory is now the sum of the canonical Hamiltonian Hc ∼ pq˙−L
and primary constraints with suitable Lagrange multipliers
HT = −
∫
Σ
Tr
[
AtD
γ
i σ˜
i + F γij σ˜
iN j +
1
2
NF γij σ˜
iσ˜j
]
+
∫
Σ
Tr
(
λiφ
i
)
+ λI
iφI i +Tr
(
λtφ
t
)
+ λφ+ λiφi.
Time evolution is generated by Poisson Brackets with this Hamiltonian, with Ltf = [f,HT ] with
f any function on the phase space, and where the variables q = (γi, eI
i, At, N,N
i) and conjugate
momenta p = (πi, πI i, π
t, π, πi) obey the heuristic Poisson Bracket relations
[q, p] = 1. (3.2)
3.1. Secondary Constraints. The primary constraints of the theory (3.1) must be preserved
under time evolution. In order that the constraints φt, φi, φ be preserved by evolution, their
Poisson Bracket with HT must be a sum of constraints. This leads to the secondary constraints
of the theory
χ1 := D
γ
i σ˜
i ≈ 0, (3.3a)
χ2i := −Tr
(
F γij σ˜
j
)
≈ 0, (3.3b)
χ3 :=
1
2
Tr
(
F γij σ˜
iσ˜j
)
≈ 0. (3.3c)
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The preservation of the constraints χ1, χ2i, χ3 do not lead to any new secondary constraints of the
theory, but simply place restrictions on the Lagrange multipliers
Ltχ1 ≈
[
λi, σ˜
i
]
≈ 0,
Ltχ2i ≈ −Tr
[(
Dγi λj −D
γ
j λi
)
σ˜j
]
≈ 0,
Ltχ3 ≈
1
2
Tr
[
Dγi λj
[
σ˜i, σ˜j
]]
≈ 0.
If we consider the equations of motion for the corresponding variables (At, N
i, N), we find
LtAt = λt, LtN = λ, LtN
i = λi.
Since the constraints φt, φi, φ have vanishing Poisson Brackets with all the other constraints,
we may drop the momenta πt, πi, π, and the multipliers λt, λ
i, λ, and simply view At, N
i, N as
Lagrange multipliers enforcing the constraints (3.3).
Eliminating these redundant variables and constraints implies that we are left with the dynam-
ical variables of the theory
(γi, π
i; eI
i, πI i),
and the constraints
φi = πi − σ˜i, (3.4a)
φI i = π
I
i, (3.4b)
χ1 = D
γ
i σ˜
i, (3.4c)
χ2i = −Tr
(
F γij σ˜
j
)
, (3.4d)
χ3 =
1
2
Tr
(
F γij σ˜
iσ˜j
)
. (3.4e)
The Hamiltonian of the theory is simply the sum of these constraints multiplied by the appropriate
Lagrange multipliers
HT = −
∫
Σ
(
Tr [Atχ1] +N
iχ2i +Nχ3
)
+
∫
Σ
(
Tr
(
λiφ
i
)
+ λI
iφI i
)
.
Since the Hamiltonian is a sum of constraints, the preservation of these constraints under time
evolution reduces to a problem concerning the Poisson Brackets of the constraints. If a constraint
is first-class, then it will automatically be preserved by the evolution, whereas if it is second-class,
its preservation will place restrictions on the Lagrange multipliers. In neither case will preservation
under time evolution introduce new constraints, so the only constraints of the theory are those
given in (3.4).
3.2. Removal of Higher Order Constraints. We know from the arguments of Section 2.1 that
the connection A must obey the extra geometrical constraint that it annihilates the forms ±ǫ on
the spin-bundle. In terms of the Hamiltonian theory, this implies that the spinorial quantities
(Ai, π
i, At) take values in Imσ(Λ
2(X) ⊕ Λ6(X) ⊕ . . . ) ⊂ Cln, where the expansion terminates at
Λ4k+2(X) for the largest value of k with 4k + 2 ≤ n. This, in turn, implies that the constraints
(φi, χ1) take values in the same space. As such, we see that new constraints enter the theory in
each dimension 2 (mod 4). In line with the arguments of Section 2.1, however, we know that in
these dimensions we must impose the extra condition that the Clifford algebra expansion of the
spinor-connection (and therefore the conjugate momentum) must not contain any multiple of the
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volume form in order to recover standard Einstein-Hilbert gravity. Therefore, we must also, by
hand, remove the corresponding constraints which arise. As such, the new constraints really only
come into effect in dimensions 3 (mod 4).
It now becomes useful to divide the constraints (φi, χ1) and the variables (Ai, π
i, At) into a
pure second order part taking values in Imσ Λ
2(X) ⊂ Cln and a part taking values in the higher
order space Imσ(Λ
6(X) ⊕ Λ10(X) ⊕ . . . ) ⊂ Cln. Further decomposing using the isomorphism
Clevenn
∼= Cln−1 introduced in Section 3, we define
γi := Ai + A˜i,
πi := Πi + Π˜i,
φi := Φi + Φ˜i,
χ1 := Ψ + Ψ˜,
where
Ai,Π
i,Φi,Ψ ∈ Imσ(Λ
1(Σ)⊕ Λ2(Σ)), A˜i, Π˜
i, Φ˜i, Ψ˜ ∈ Imσ(Λ
5(Σ)⊕ Λ6(Σ)⊕ . . . ).
We can therefore write
Φi = Πi − σ˜i, Φ˜i = Π˜i,
Ψ = ∂iσ˜
i +
[
Ai, σ˜
i
]
, Ψ˜ =
[
A˜i, σ˜
i
]
.
Generally, we will refer to the quantities of higher order in the Clifford algebra i.e. A˜i, Π˜
i, Φ˜i, Ψ˜ as
“higher order” quantities. Our first goal is to show that the higher order variables and constraints
may be removed from the theory, leaving a theory with only the first and second order quantities
in the Clifford algebra, i.e. Ai,Π
i,Φi,Ψ. To this end, we make use of the following straightforward
result:
Lemma 2. The trace of the skew-symmetrised γ-matrices
Tr
(
γA1...A2lγB1...B2m
)
vanishes unless l = m and the indices A1, . . . A2l are a permutation of the indices B1 . . . B2m. In
particular,
Tr
(
γA1...AkγB1...Bk
)
= (−1)
k(k+1)
2 Dk! δ
[A1
B1
· · · δ
Ak]
Bk
,
where D is the rank of the spin-bundle.
Assuming linear independence of the vector fields eI on Σ, then Cln−1 will be spanned by the
elements σ˜i and their skew-symmetrised products. We may therefore decompose each of the higher
order spinorial quantities above into pure constituent parts in the Clifford algebra using the σ˜i.
We define
φij1...jm := Tr
[
Φ˜iσ˜[j1 . . . σ˜jm]
]
,
ψj1...jm := Tr
[
Ψ˜σ˜[j1 . . . σ˜jm]
]
.
where m = 4k + 1 or m = 4k + 2 with k = 1, 2, . . . .
These constraints are not all first-class, and our first task is to identify the second-class con-
straints and remove them by Dirac’s procedure. In order to do this, we consider the constraints
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φij1...jm in terms of SOn−1 representation theory. We can represent these constraints as an element
of ∧1(Σ)⊗ ∧m(Σ) and use the SOn−1 decomposition
∧1(Σ)⊗ ∧m(Σ) ∼= ∧m+1(Σ)⊕ Sm+10 (Σ)⊕ ∧
m−1(Σ). (3.5)
In this decomposition, φ ∈ ∧1(Σ)⊗∧m(Σ) decomposes into a totally skew-symmetric part, denoted
∧m+1[φ], and a part of mixed symmetry, Sm+1[φ]. This second part may then be reduced to
irreducible components consisting of a trace-free element Sm+10 [φ] ∈ S
m+1
0 (Σ), and a trace part,
which may then be identified with an element of ∧m−1(Σ), denoted ∧m−1[Trφ].
Similarly, Ψ˜ ∈ Imσ(Λ
5(Σ) ⊕ Λ6(Σ) ⊕ . . . ) and we denote the separate elements of this decom-
position by ∧m[ψ],m = 4k + 1, 4k + 2.
Recall that Dirac’s procedure for eliminating second-class constraints from finite dimensional
systems consists of finding a set of second class constraints {αi|i = 1, . . . , k} with the property
that the matrix of Poisson Brackets Cij := [αi, αj ] is of maximal rank [D]. One then defines the
Dirac bracket of two arbitrary functions f and g on the phase space by the modified relation
[f, g]
∗
:= [f, g]− [f, αi]
(
C−1
)ij
[αj , g] . (3.6)
The Dirac bracket automatically has the property that [f, αi]
∗ = 0 for any function f on the phase
space. Similarly, given a function f on the phase space, we define a new function,
f∗ := f − [f, αi]
(
C−1
)ij
αj . (3.7)
The constraints automatically vanish, in the sense that α∗i = 0. The assumption of the Dirac
approach is that the dynamics of the theory, with second class constraints removed, is generated
by a Hamiltonian H∗ via Dirac Brackets
d
dt
f∗ := [f∗, H∗]∗ .
In practice, this means we remove the redundant variables of the theory by imposing the constraints
as identities, and then define the modified Poisson Brackets of the remaining quantities to be the
Dirac Bracket.
The procedure generalises to field theories with constraints in the obvious fashion (although
a choice of boundary conditions is generally involved in constructing the inverse matrix C−1).
In our case, the goal is therefore to find pairs of families of second-class constraints which are
canonically conjugate, in the sense that the matrix of Poisson Brackets of the constraints is of
maximal rank. Using the Poisson Brackets (3.2), we find that two such families of conjugate
second-class constraints are given by
∧4k+1[ψ]↔ ∧4k+1[Trφ], (3.8)
∧4k+2[ψ]↔ ∧4k+2[φ]. (3.9)
These constraints have vanishing Poisson Brackets with all other variables and constraints of the
theory, and they simply constrain the variables (∧4k+1[A˜],∧4k+2[A˜]) and their conjugate momenta
(∧4k+1[Tr Π˜],∧4k+2[Π˜]) to vanish. Therefore, when we construct the Dirac brackets as in Eq. (3.6),
these constraints have vanishing Dirac bracket with all other functions on the phase space. All
other Dirac Brackets remain equal to the original Poisson Brackets. Similarly, when we redefine
functions on the phase space as in Eq. (3.7), this sets the variables (∧4k+1[A˜],∧4k+2[A˜]) and
their conjugate momenta (∧4k+1[Tr Π˜],∧4k+2[Π˜]) identically to zero, whilst all other functions
14 JAMES D.E. GRANT
on the phase space remain unchanged. Therefore the constraints (3.8) and (3.9) simply set the
variables (∧4k+1[A˜],∧4k+2[A˜]) and momenta (∧4k+1[Tr Π˜],∧4k+2[Π˜]) identically to zero, so that
these variables and momenta are removed completely from the theory.
Carrying out this procedure for each value of k ≥ 1 completely removes all of the higher order
constraints Ψ˜ from the theory, leaving us with only the first and second order part of χ1, denoted
Ψ above. The remaining higher order parts of the constraint φi impose that the remaining parts
of the momenta Π˜ vanish. Preservation of these constraints under time evolution then places
restrictions on the Lagrange multipliers of the theory. These restrictions, modulo the second-class
constraints discussed above, when combined with the explicit form of the metric imply that
[
A˜a, γ
ab
]
= 0.
It is straightforward to show, in dimensions n 6= 2 (mod 4), that this implies A˜ = 0. In dimensions
n = 2 (mod 4) these conditions imply the A˜ is a multiple of the volume form of the Clifford algebra.
Therefore, if we assume, as in Section 2.1 that this possibility is removed, then we again find that
we require A˜ = 0.
Generally, therefore, the constraints of higher order in the Clifford algebra, (Φ˜, Ψ˜), tell us that
the higher order variables, (A˜, Π˜), are redundant as far as the dynamics of the theory are concerned.
Both the higher order constraints and the higher order variables may therefore be removed from
the theory, and will not appear again in this paper. All of the spinorial variables and constraints
left in the theory are purely first and second order in the Clifford algebra (from the Cln−1 point
of view). We thus are left with a theory with variables (Ai, e
i
I), conjugate momenta (Π
i, πIi ), and
constraints (Ψ, χ2i, χ3,Φ
i, φIi ).
We should perhaps note that in dimension 2 (mod 4), if we did not remove by hand the un-
wanted terms from the theory, then the division into first and second class constraints given breaks
down in the case of the highest order constraints. This leaves exactly the extra freedom in the
definition of the connection given in Section 2.1 and the corresponding extra freedom in the conju-
gate momentum. What this extra freedom corresponds to in gravitational terms is not apparent,
since the effect is spinorial in nature and would not occur in a purely tensorial approach.
3.3. Minimal Theory. Assuming linear independence of the vector fields eI on Σ, we decompose
the remaining variables (Ai,Π
i) and constraints (Ψ,Φi) using the densitised γ-matrices σ˜i by
defining
Ai
j := Tr
[
Aiσ˜
j
]
, Ai
jk := Tr
[
Aiσ˜
[j σ˜k]
]
,
πij := Tr
[
πiσ˜j
]
, πijk := Tr
[
πiσ˜[j σ˜k]
]
,
and
φij := Tr
[
Φiσ˜j
]
, φijk := Tr
[
Φiσ˜[j σ˜k]
]
,
ψi := Tr
[
Ψσ˜i
]
, ψij := Tr
[
Ψσ˜[iσ˜j]
]
.
The arguments of the previous section imply that, when we have eliminated the higher order
quantities from the theory, we arrive at a theory with variables (Ai
j , Ai
jk;πij , πijk), constraints
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(φij , φijk , ψi, ψij , χ2i, χ3) and Hamiltonian
HT = −
∫
Σ
Atiψ
i +Atijψ
ij +N iχ2i +Nχ3 +
∫
Σ
λijkφ
ijk + λijφ
ij + λiIφ
I
i . (3.10)
We now wish to consider the constraints (φij , φIi ). It is convenient to define linear combinations
of the first set of constraints:
φiI = q
−1/2eIjφ
ij .
It follows from the Poisson Bracket relations that the families of constraints {φiI} and {φ
I
i } Poisson
commute amongst themselves:[
φiI(x), φ
j
J (y)
]
= 0,
[
φIi (x), φ
J
j (y)
]
= 0, (3.11)
but that there are non-trivial Poisson Brackets between the two families[
φiI(x), φ
J
j (y)
]
= Dq1/2
(
δJI δ
i
j − e
J
j e
i
I
)
δ(x, y).
If n 6= 2, we can invert the operator on the right hand side of this equation to deduce that(
δJKδ
k
j − (n− 2)
−1ekKe
J
j
) [
φiI(x), φ
K
k (y)
]
= D q1/2 δJI δ
i
j δ(x, y). (3.12)
Therefore we deduce that, if n 6= 2, the matrix of Poisson Brackets of these two families of
constraints is of maximal rank. Assuming linear independence of the vector fields eI , we may
therefore consider the constraints φij and φIi as a conjugate set of second-class constraints to be
removed from the theory. Constructing the inverse of the matrix of Poisson Brackets, and following
the prescription of equation (3.6), we define the Dirac Bracket
[f(y), g(z)]
∗
= [f(y), g(z)]−
1
D
∫
Σ
dn−1x q−1/2
(
δJI δ
i
j − (n− 2)
−1eiIe
J
j
)
×
{[
f(y), φIi (x)
] [
φjJ (x), g(z)
]
−
[
f(y), φjJ (x)
] [
φIi (x), g(z)
]}
.
for any functions f and g on the phase space. With the Poisson Brackets redefined thus, the
constraints (φIi , φ
ij) have vanishing Poisson Brackets with all functions on the phase space. We
are therefore free to impose the constraints φIi , φ
ij as identities on the theory:
πIi = 0, π
ij = −Dq qij .
These identities may be looked on as completely removing the variables πIi and π
ij from the theory.
When we define the Poisson Brackets of the reduced theory with these variables removed as the
Dirac Bracket above, we find that the only non-trivial Poisson Brackets of the remaining variables
are [
Ai
j(x), Ak
l(y)
]
=
(
δliAk
j −Ai
lδjk
)
δ(x, y), (3.13a)[
Ai
j(x), σ˜k(y)
]
= δki σ˜
jδ(x, y), (3.13b)[
Ai
j(x), πklm(y)
]
=
(
δliπ
kjm − δmi π
kjl
)
δ(x, y), (3.13c)[
Ai
j(x), Ak
lm(y)
]
=
(
δliAk
jm − δmi Ak
jl
)
δ(x, y), (3.13d)[
Ai
jk(x), πlmn(y)
]
= −D q2 δli
(
qjmqkn − qjnqkm
)
δ(x, y), (3.13e)
where we have dropped the asterisks from the Dirac Bracket. These Poisson Brackets are the net
effect of removing the second-class constraints (φIi , φ
ij). Equations (3.13a) and (3.13b) imply that
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(Ai
j , σ˜i) are not quite canonically conjugate variables, but obey relations analogous to variables
(qip
j , pi) in ordinary mechanics, as is to expected from the definition of Ai
j .
Therefore, we have arrived at a “minimal” version of the general Hamiltonian theory with
canonical variables
(Ai
j , σ˜i, Ai
jk, πijk), (3.14)
which obey the Poisson Bracket relations above. We have constraints
(φijk , ψi, ψij , χ2i, χ3) (3.15)
and time evolution is generated by the Hamiltonian
HT = −
∫
Σ
Atiψ
i +Atijψ
ij +N iχ2i +Nχ3 +
∫
Σ
λijkφ
ijk . (3.16)
The behaviour of this theory in dimension 3, or in dimension 4 where we restrict to the positive
chirality spin-bundle, is quite different from that in higher dimensions, or in dimension 4 where
we work on the full spin-bundle. In the next sections, we will therefore first treat the two special
cases, and then in Section 5 we consider the most general scenario.
4. Ashtekar Variables in Dimensions 3 and 4
Here we summarise the main simplifications that occur in dimensions 3 and 4. Since this
material is, by now, standard [JS, S1, A2] we will be brief.
4.1. Dimension 3. If the manifold X is of dimension 3, we may take the γ-matrices to be
proportional to the Pauli matrices
γ0 = −iσ3, γ1 = −iσ1, γ2 = −iσ2.
This means that
γAB = ǫABCγC ,
where ǫABC = ǫ[ABC] with ǫ012 = 1 and internal indices are raised and lowered using the internal
metric (ηAB) = (η
AB) = δAB. Defining the two dimensional epsilon tensor ǫ
IJ = ǫ0IJ then
ΓI = γ0I = ǫIJγJ .
In this case there is no distinction between pure elements of order 1 and 2 in the Clifford algebra.
Therefore constraints of order 2 drop out of the theory, with the only constraints being the second-
class constraints (φij , φIi ) along with the constraints (χ1, χ2i, χ3) which are first class. Removing
the second-class constraints as above, we are left with a theory with canonically conjugate variables
(Ai, σ˜
j) and Hamiltonian
HT = −
∫
Σ
Tr (Atχ1) +N
iχ2i +Nχ3, (4.1)
The constraint χ1 along with the equation of motion for the field σ˜
i define the connection A to
be the spinorial image of the spin-connection. Constraints χ2i and χ3 along with the equation
of motion for the connection then tell us that this connection is flat. We therefore recover the
usual description of Ricci-flat geometry in 3-dimensions. The quantisation of this theory has been
discussed in some detail [A2, W2].
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4.2. Dimension 4 restricted to V+. We define a set of 4-dimensional γ-matrices
γ0 = ǫ⊗ 1, γI = −iσ1 ⊗ σI ,
where ǫ = iσ2 =
(
0 1
−1 0
)
. We define the volume element
ω = −γ0γ1γ2γ3 = σ3 ⊗ Id.
Restricting to V+ = {ψ ∈ V|ωψ = ψ}, then the restricted generators are
ΓI = −iσI , ΓIJ = ǫIJKΓK ,
where ǫIJK = ǫ[IJK] with ǫ123 = 1. In this case, only the self-dual part of the spin-connection
A+ =
1
2
(
A0I +
1
2
ǫIJKAJK
)
ΓI
appears, and the constraints φijk are again dropped from the theory. Removing the second-class
constraints (φij , φIi ) again leads to canonically conjugate variables (A
+
i , σ˜
i), and the constraints
of the theory are
χ1 = D
A+ · σ˜,
χ2i = −Tr
(
FA
+
ij σ˜
j
)
,
χ3 =
1
2
Tr
(
FA
+
ij σ˜
iσ˜j
)
.
This is the standard (Riemannian) version of the Ashtekar theory [A1, JS, S1].
5. General dimension
The theory we derived in Section 3.3 defined by variables (3.14), constraints (3.15) and Hamil-
tonian (3.16) has extra second class constraints in dimensions greater than 4, or in dimension 4
without restricting to the positive spin-bundle. We define the set of constraints
ρi := |q|−1qjkφ
jki.
(In the notation of Section 3.2 this would correspond to Λ1[Trφ] multiplied by |q|−1). It follows
from the Poisson Bracket relations (3.13) that constraints {ψi} and {ρi} Poisson commute amongst
themselves
[
ψi(x), ψj(y)
]
= 0,
[
ρi(x), ρj(y)
]
= 0,
but that there are non-trivial Poisson Brackets
[
ψi(x), ρj(y)
]
= −2D (n− 2) q qij δ(x, y).
It therefore follows that, if n 6= 2, the two families of constraints {ψi}, {ρi} are second-class, and
their matrix of Poisson Brackets is of maximal rank. Following the Dirac procedure again, we
deduce the new Dirac Bracket
[f(y), g(z)]
∗
= [f(y), g(z)]−
1
2(n− 2)D
∫
Σ
dn−1x q−1 qij
×
{[
f(y), ψi(x)
] [
ρj(x), g(z)
]
−
[
f(y), ρj(x)
] [
ψi(x), g(z)
]}
.
for any functions f and g on the phase space.
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In the notation of Section 3.2, the constraints (ψi, ρi) impose that the Λ1[Trπ] momenta vanish,
and that the variables Λ1[TrA] are defined by the equation
Ai
ij = −
1
2
Tr (σ˜j∂iσ˜
i). (5.1)
Following Dirac’s procedure, we therefore arrive at a theory with dynamical variables
(Ai
j , σ˜i,Λ3[A], S30 [A],Λ
3[π], S30 [π]),
with the variables Ai
ij of the old theory now being derived quantities defined by equation (5.1).
The Poisson Bracket relations (3.13) imply that the variables (σ˜i,Λ3[A], S30 [A],Λ
3[π], S30 [π]) Pois-
son commute with the constraints (ψi, ρi). Therefore, the Dirac Brackets involving these quan-
tities are identically equal to the Poisson Brackets derived from the relations (3.13b)–(3.13e).
The only remaining Dirac Bracket we need consider is therefore
[
Ai
j(x), Ak
l(y)
]∗
. Although the
Poisson Brackets of the constraints with Ai
j do not vanish, the Poisson Bracket of Ai
j with the
constraints {ρi} vanishes weakly. Therefore, modulo constraints, this Dirac Bracket is equal to
the Poisson Bracket (3.13a). It is easily checked that the remaining constraints of the theory,
(ψij , χ2i, χ3,Λ
3[φ], S30 [φ]), are all first class.
This is often the most useful form of the theory to work with if there are geometrical conditions
one wishes to impose directly upon the curvature F or the connection A. This is especially true
if these geometrical conditions lead to the constraints χ2i and χ3 being satisfied automatically. A
particular example of such a simplification is in the study of Ricci-flat Riemannian manifolds with
reduced holonomy group. The reduction in holonomy group may be attributed to the existence
of covariantly constant spinor fields [LM], which in turn leads to restrictions on the curvature of
the spin-connection. These conditions may be integrated up, on a simply connected region, to
restrictions on the spin-connection and, in this case, it is simplest to work with the full Hamiltonian
theory (3.16) [G].
Alternatively, we may proceed to eliminate the remaining parts of the φ constraints from the
theory. The constraints (Λ3[φ], S30 [φ]) impose that the remaining momenta, (Λ
3[π], S30 [π]), vanish.
Preservation of these conditions serves to define the remaining parts of the spatial connection Ai
jk
in terms of the vector fields eI , in a way which is consistent with this connection being identified
with the (twice densitised) (n− 1)-dimensional spin-connection.
Given that the preservation of the remaining constraints simply gives the definition of the
remaining parts of the connection, it is possible to look on these definitions in themselves as
extra constraints of the theory. These constraints would then be canonically conjugate to the
remaining parts of the constraints φi, and therefore second-class. We can therefore remove all of
these constraints from the theory, imposing them as identities. We are left with a theory with
canonically conjugate variables (Ai
j , σ˜k) along with constraints (ψij , χ2i, χ3). We must, however,
rewrite these constraints in terms of the canonical variables, replacing each part of the spatial
connection Ai
jk by its expression in terms of σ˜i. This leaves us with a theory with Hamiltonian
HT = −
∫
Σ
Atijψ
ij +N iχ2i +Nχ3,
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where we find that the constraints take the form
ψij =
1
2
(
Aij −Aji
)
,
χ2i = DjAi
j −DiAj
j ,
χ3 =
D
4
[
Tr
(
A2
)
− Tr (A)
2
+ s(q)
]
.
In this equations, we have used the soldering form to construct the twice densitised inverse metric
with components
|detq|qij = −
Tr (σ˜iσ˜j)
D
,
and Aij = qikAk
j . With this metric we then construct the Levi-Civita connection D and scalar
curvature s(q). The formalism has therefore reduced to a spinorial version of the standard ADM
Hamiltonian theory. The field Ai
j corresponds to a densitised version of the extrinsic curvature
kij , and the soldering forms σ˜
i are a densitised spinorial version of the vector fields eI .
The Poisson Bracket relations (3.13b) imply that all of the constraints are first-class. Counting
degrees of freedom, we have 2(n − 1)2 variables, (Ai
j , σ˜k), and 12 (n − 1)(n − 2) + (n − 1) + 1
first-class constraints. Therefore, we have n(n− 3) Hamiltonian degrees of freedom, as expected.
6. Conclusion
We have given a spinorial set of Hamiltonian variables for General Relativity which work in any
dimension greater than 2. Although, for simplicity, we have restricted ourselves to Riemannian
signature, a similar analysis carries through in any signature, with appropriate minus signs.
In dimensions 0 (mod 4), the theory can be reduced to the positive chirality spin-bundle, but
this is not possible in dimensions 2 (mod 4) for algebraic reasons. It is noticeable that the theory
is very different in the special cases of 3 dimensions and in 4 dimensions when restricted to the
positive spin-bundle. In these cases, the constraint χ1 is first-class, and the φ
i constraints have
no effect other than setting πi = σ˜i. In the more general case, the constraints φi are conjugate to
parts of the χ1 constraints, and we are forced to remove part of the spatial part of the connection
from the problem. As in the Palatini formalism, it is this removal of the extra constraints which
leads to the apparent non-polynomial nature of remaining constraints [A2]. Whether it is useful
to reduce the theory to ADM form seems to depend on the type of problems we wish to tackle.
If we wish to impose geometrical conditions directly on the connection or its curvature, it seems
more useful to proceed without removing the extra constraints first. This may also be the more
useful course if one wishes to quantise the theory.
One obvious problem would be to consider the extension of this approach to canonical super-
gravity theories. Certainly four-dimensional minimal supergravity can be written in Ashtekar-type
form [J], and recent attempts to find a unified approach to the gravitational field and the 3-form
potential of 11-dimensional supergravity seem to suggest links with Ashtekar variables [MN]. It
also seems possible that our approach may be useful in dimensions 0 (mod 4) when one considers
theories with chiral fermions.
A more geometrical problem mentioned earlier concerns the description of Ricci-flat Riemannian
metrics with reduced holonomy group. The reductions of the holonomy group to Ricci-flat Ka¨hler
(dimension n = 2k), hyper-Ka¨hler (n = 4k), and G2 (n = 7) or Spin7 (n = 8) may be described
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in terms of the existence of covariantly constant spinors of various types on a manifold [LM]. An
analysis of this problem in light of the current formalism will be given elsewhere [G].
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