Abstract -In this paper we propose five versions of a Proportional Conflict Redistribution rule (PCR
Introduction
This paper presents a new set of alternative combination rules based on different proportional conflict redistributions (PCR) which can be applied in the framework of the two principal theories dealing the combination of belief functions. We remind briefly the basic ideas of these two theories:
• The first and the oldest one is the Dempster-Shafer Theory (DST) developed by Shafer in 1976 in [14] . In DST framework, Glenn Shafer starts with a so-called frame of discernment Θ = {θ 1 , . . . , θ n } consisting in a finite set of exclusive and exhaustive hypotheses. This is the Shafer's model. Then, a basic belief assignment (bba) 
The combination of belief assignments provided by several sources of evidence is done with the Dempster's rule of combination.
• The second and the most recent theory is the Dezert-Smarandache Theory (DSmT) developed by the authors since 2001 [15] . In the DSmT framework, one starts with a frame Θ = {θ 1 , . . . , θ n } consisting only in a finite set of exhaustive 1 hypotheses. This is the so-called free DSm model. The exclusivity assumption between elements (i.e. requirement for a refinement) of Θ is not necessary within DSmT. However, in DSmT any integrity constraints between elements of Θ can also be introduced, if necessary, depending on the fusion problem under consideration. A free DSm model including some integrity constraints is called a hybrid DSm model. DSmT can deal also with the Shafer's model as well which appears actually only as a specific hybrid DSm model. The DSmT framework is much larger that the DST one since it offers the possibility to deal with any model and any intrinsic nature of elements of Θ including continuous/vague concepts having subjective/relative interpretation which cannot be refined precisely into finer exclusive subsets. In DSmT, a generalized basic belief assignment (gbba) 
D Θ represents the hyper-power set of Θ (i.e. Dedekind's lattice). Since the power set 2 Θ is closed under ∪ operator, while the hyper-power set D Θ is closed under both ∪ and ∩ operators, | D Θ |>| 2 Θ |. A detailed presentation of DSmT with many examples and comparisons between rules of combination can be found in [15] . Among all possible bbas or gbbas, the belief vacuous belief assignment (VBA), denoted m v (.) and defined by m v (Θ) = 1 which characterizes a full ignorant source, plays a particular and important role for the construction of a satisfying combination rule. Indeed, the major properties that a good rule of combination must satisfy, upon to authors' opinion, are :
1. the coherence of the combination result in all possible cases (i.e. for any number of sources, any values of bbas or gbbas and for any types of frames and models which can change or stay invariant over time).
2. the commutativity of the rule of combination 3. the neutral impact of the VBA into the fusion.
The requirement for conditions 1 and 2 is legitimate since we are obviously looking for best performances (we don't want a rule yielding to counter-intuitive or wrong solutions) and we don't want that the result depends on the arbitrary order the sources are combined. The neutral impact of VBA to be satisfied by a fusion rule (condition 3), denoted by the generic ⊕ operator is very important too. This condition states that the combination of a full ignorant source with a set of s ≥ 1 non-totally ignorant sources doesn't change the result of the combination of the s sources because the full ignorant source doesn't bring any new specific evidence on any problems under consideration. This condition is thus perfectly reasonable and legitimate. The condition 3 is mathematically represented as follows: for all possible s ≥ 1 non-totally ignorant sources and for any X ∈ 2 Θ (or for any X ∈ D Θ when working in the DSmT framework), the fusion operator
The associativity property, while very attractive and generally useful for sequential implementation is not actually a crucial property that a combination rule must satisfy if one looks for the best coherence of the result. The search for an optimal solution requires to process all bbas or gbbas altogether. Naturally, if several different rules of combination satisfy conditions 1-3 and provide similar performances, the simplest rule endowing associativity will be preferentially chosen (from engineering point of view). Up to now and unfortunately, no combination rule available in literature satisfy incontrovertibly the three first primordial conditions. Only three fusion rules based on the conjunctive operator are known associative: the Dempster's rule in DST, the Smets rule (conjunctive consensus based on the open-world assumption), and the DSm classic rule on free DSm model. The disjunctive rule is associative and satisfy properties 1 and 2 only. All alternative rules developed in literature until now don't endow properties 1-3 and the associativity property. Although, some rules such as Yager's, Dubois & Prade's, DSm hybrid, WAO, minC, PCR rules, which are not associative become quasi-associative if one stores the result of the conjunctive rule at each time when a new bba arises in the combination process. Instead of combining it with the previous result of the rule, we combine the new bba with the stored conjunctive rule's result. For unification of notations, we denote by G either 2 Θ or D Θ depending on the theoretical framework chosen.
present the general Weighted Operator (WO), the Weighted Average Operator (WAO) and the minC operator. MinC is historically the first sophisticated rule using the idea of proportional conflict redistribution. The last part of this paper is devoted to the development of a new family of PCR rules. Several examples and comparisons with other rules are also provided.
The principal rules of combination
In the sequel, we assume non degenerate void 2 problems and thus we always consider the frame Θ as a truly non empty finite set (i.e. Θ = {∅}), unless specified expressly.
Notion of total and partial conflicting masses
The total conflicting mass drawn from two sources, denoted k 12 , is defined as follows:
The total conflicting mass is nothing but the sum of partial conflicting masses, i.e.
Here, m(X 1 ∩ X 2 ), where X 1 ∩ X 2 = ∅, represents a partial conflict, i.e. the conflict between the sets X 1 and X 2 . Formulas (4) and (5) can be directly generalized for s ≥ 2 sources as follows: 
The conjunctive rule

Definition
For n ≥ 2, let's Θ = {θ 1 , θ 2 , . . . , θ n } be the frame of the fusion problem under consideration. In the case when these n elementary hypotheses θ 1 , θ 2 , . . . , θ n are known to be truly exhaustive and exclusive (i.e. the Shafer's model holds), one can use the DST [14] framework with the Dempster's rule, the Yager's rule [24, 25] , the TBM [20, 21] approach, the Dubois-Prade approach [6, 7, 8] or the DSmT framework as well using the general DSm hybrid rule of combination [15] adapted to deal with any DSm model (including the Shafer's model). When the hypotheses (or some of them) are not exclusive and have potentially vague boundaries, the DSmT [15] is adopted. If hypotheses are known to be non-exhaustive, one can either uses either the Smets' open-world approach [20, 21] or apply the hedging closure procedure [23] and work back with DST or DSmT.
The conjunctive rule (known also as conjunctive consensus) for s ≥ 2 sources can be applied both in DST and in DSmT frameworks. In the DST framework, it is defined ∀X ∈ 2 Θ by m ∩ (X) = X1,...,Xs∈2
m ∩ (.) is not a proper belief assignment satisfying the Shafer's definition (1) , since in most of cases the sources do not totally agree (there exists partial and/or total conflicts between sources of evidence), so that m ∩ (∅) > 0.
In Smets' openworld approach and TBM, one allows m ∩ (∅) ≥ 0 and the empty set is then interpreted not uniquely as the classical empty set (i.e. the set having no element) but also as the set containing all missing hypotheses of the original frame Θ to which the all conflicting mass is committed.
In the DSmT framework, the formula is similar, but instead of the power set 2 Θ , one uses the hyper-power set D Θ and the generalized basic belief assignments, i.e. ∀X ∈ D 
m ∩ (.) remains, in the DSmT framework based on the free DSm model, a proper generalized belief assignment as defined in (2) . Formula (9) allowing the use of intersection of sets (for the non-exclusive hypotheses) is called the DSm classic rule.
Example
Let's consider Θ = {θ 1 , θ 2 } and two sources with belief assignments
In the DST framework based on the Shafer's model, one gets
In the DSmT framework based on the free DSm model, one gets
We can easily verify that the condition 3 (neutral impact of VBA) is satisfied with the conjunctive operator in both cases and that the commutativity and associativity are also preserved. The main drawback of this operator is that it doesn't generate a proper belief assignment in both DST and DSmT frameworks when integrity constraints are introduced in the model as in dynamic fusion problems where the frame and/or the model itself can change with time.
The disjunctive rule
The disjunctive rule of combination [6, 7, 19 ] is a commutative and associative rule proposed by Dubois & Prade in 1986 and denoted here by the index ∪.
The core of the belief function (i.e. the set of focal elements having a positive mass) given by m ∪ equals the union of the cores of m 1 and m 2 . This rule reflects the disjunctive consensus and is usually preferred when one knows that one of the sources (some of the sources in the case of s sources) could be mistaken but without knowing which one. The disjunctive rule can also be defined similarly in DSmT framework by replacing 2 Θ by D Θ in the previous definition.
The Dempster's rule
The Dempster's rule of combination is the most widely used rule of combination so far in many expert systems based on belief functions since historically it was proposed in the seminal book of Shafer in [14] . This rule, although presenting interesting advantages (mainly the commutativity, associativity and the neutral impact of VBA) fails however to provide coherent results due to the normalization procedure it involves. Some proponents of the Dempster's rule claim that this rule provides correct and coherent result, but actually under strictly satisfied probabilistic conditions, which are rarely satisfied in common real applications. Discussions on the justification of the Dempster's rule and its well-known limitations can be found by example in [26, 27, 28, 22, 15] . Let's a frame of discernment Θ based on the Shafer's model and two combination of imprecise generalized (or eventually classical) basic belief functions is possible and is presented in [15] . The hybrid DSm rule can be seen as an improved version of Dubois & Prade's rule which mix the conjunctive and disjunctive consensus applied in the DSmT framework to take into account the possibility for any dynamical integrity constraint in the model.
The general weighted operator (WO)
In the framework of Dempster-Shafer Theory (DST), an unified formula has been proposed recently by Lefèvre, Colot and Vanoorenberghe in [11] to embed all the existing (and potentially forthcoming) combination rules involving conjunctive consensus in the same general mechanism of construction. It turns out that such unification formula had been already proposed by Inagaki [9] in 1991 as reported in [13] . This formulation is known as the Weighted Operator (WO) in literature [10] . The WO for 2 sources is based on two steps.
• Step 1: Computation of the total conflicting mass based on the conjunctive consensus
• Step 2: This second step consists in the reallocation (convex combination) of the conflicting masses on (X = ∅) ⊆ Θ with some given coefficients w m (X) ∈ [0, 1] such that X⊆Θ w m (X) = 1 according to
and
The WO can be easily generalized for the combination of s ≥ 2 independent and equi-reliable sources of information as well by substituting k 12 in step 1 by
and for step 2 by deriving for all (X = ∅) ∈ 2 Θ the mass m(X) by
The particular choice of coefficients w m (.) provides a particular rule of combination (Dempster's, Yager's, Smets', Dubois & Prade's rules, by example, are particular cases of WO [11] ). Actually this nice and important general formulation shows there exists an infinite number of possible rules of combination. Some rules are more justified or criticized with respect to the other ones mainly on their ability to, or not to, preserve the commutativity, associativity of the combination, to maintain the neutral impact of VBA and to provide what we feel coherent/acceptable solutions in high conflicting situations. It can be easily shown in [11] that such general procedure provides all existing rules involving conjunctive consensus developed in the literature based on Shafer's model.
The weighted average operator (WAO)
Definition
This operator has been recently proposed (only in the framework of the Dempster-Shafer theory) by Jøsang, Daniel and Vannoorenberghe in [10] only for static fusion case. It is a new particular case of WO where the weighting coefficients w m (A) are chosen as follows: w m (∅) = 0 and ∀X ∈ 2 Θ \ {∅},
where s is the number of independent sources to combine.
From the general expression of WO and this particular choice of weighting coefficients w m (X), one gets, for the combination of s ≥ 2 independent sources and
Example for WAO
Let's consider the Shafer's model (exhaustivity and exclusivity of hypotheses) on Θ = {A, B} and the two following bbas
The conjunctive consensus yields 
Limitations of WAO
From the previous simple example, one can easily verify that the WAO doesn't preserve the neutral impact of VBA (condition expressed in (3)). Indeed, if one combines the two first sources with a third (but totally ignorant) source represented by the vacuous belief assignment (i.e. 
Consequently, WAO doesn't preserve the neutral impact of VBA since one has found at least one example in which condition (3) is not satisfied because
Another limitation of WAO concerns its impossibility to deal with dynamical evolution of the frame (i.e. when some evidence arises after a while on the true vacuity of elements of power set). As example, let's consider three different suspects A, B and C in a criminal investigation (i.e. Θ = {A, B, C}) and the two following simple Bayesian witnesses reports
The conjunctive consensus is From this WAO result, one sees clearly that the sum of the combined belief assignments m W AO|12 (.) is 0.8175 < 1. Therefore, the WAO proposed in [11] 
5 The Daniel's minC rule
Principle of the minC rule
MinC fusion rule is a recent interesting rule based on proportional redistribution of partial conflicts. Actually it was the first rule, to the knowledge of authors, that uses the idea for sophisticated proportional conflict redistribution. This rule was developed in the DST framework only. MinC rule is commutative and preserves the neutral impact of VBA but, as the majority of rules, MinC is not fully associative. MinC has been developed and proposed by Milan Daniel in [1, 2, 3, 4] . A detailed presentation of MinC can also be found in [15] (Chap. 10).
The basic idea of minC is to identify all different types of partial conflicts and then transfer them with some proportional redistribution. Two versions of proportional redistributions have been proposed by Milan Daniel:
• The minC (version a) ): the mass coming from a partial conflict (called contradiction by M. Daniel) involving several sets X 1 ,X 2 ,. . . ,X k is proportionalized among all unions
. . , X k } (after a proper reallocation of all equivalent propositions containing partial conflit onto elements of power set).
• The minC (version b) ): the mass coming from a partial conflict involving several sets X 1 ,X 2 ,. . . ,X k is proportionalized among all non empty subsets of
The preservation of the neutral impact of the VBA by minC rule can been drawn from the following demonstration: Let's consider two basic belief assignments m 1 (.) and m 2 (.). The first stage of minC consists in deriving the conjunctive consensus m 12 (.) from m 1 (.) and m 2 (.) and then transfer the mass of conflicting propositions to its components and unions of its components proportionally to their masses m 12 (.). Since the vacuous belief assignment m v (.) is the neutral element of the conjunctive operator, one always has m 12v (.) = m 12 (.) and thus the result of the minC at the first stage and after the first stage not affected by the introduction of the vacuous belief assignment in the fusion process. That's why minC preserves the neutral impact of VBA.
Unfortunately no analytic expression for the minC rules (version a and b) has been provided so far by the author. As simply stated, minC transfers m(A ∩ B) when A ∩ B = ∅ with specific proportionalization factors to A, B, and A ∪ B; More generally, minC transfers the conflicting mass m(X), when X = ∅, to all subsets of u(X) (the disjunctive form of X), which is not the most exact issue. As it will be shown in the sequel of this paper, the PCR5 rule allows a more judicious proportional conflict redistribution. For a better understanding of the minC rule, here is a simple illustrative example drawn from [15] (p. 237).
Example for minC
Let's consider the Shafer's model with Θ = {θ 1 , θ 2 , θ 3 } and the two following bbas to combine (here we denotes θ 1 ∪ θ 2 ∪ θ 3 by Θ for notation convenience).
The results of the three steps of the minC rules are given in Table 1 . For notation convenience, the square symbol • Step 1 of minC : the conjunctive consensus
The first column of Table 1 lists all the elements involved in the combination. The second column gives the result of the first step of the minC rule which consists in applying the conjunctive consensus operator m 12 (.) defined on the hyper-power set D Θ of the free-DSm model.
• Step 2 of minC : the reallocation The second step of minC consists in the reallocation of the masses of all partial conflicts which are equivalent to some non empty elements of the power set. This is what we call the equivalence-based reallocation principle (EBR principle). The third column m ⋆ 12 of Table 1 gives the basic belief assignment after reallocation of partial conflicts based on EBR principle before proportional conflict redistribution (i.e. the third and final step of minC).
• Step 3 of minC : proportional conflict redistribution
The fourth and fifth columns of the Table 1 (θ 1 ∩ (θ 2 ∪ θ 3 )) = 0.06 will be proportionalized from the mass of θ 1 , θ 2 ∪ θ 3 and θ 1 ∪ θ 2 ∪ θ 3 only. The parts of the mass of θ 1 ∩ (θ 2 ∪ θ 3 ) added to θ 1 , θ 2 ∪ θ 3 and θ 1 ∪ θ 2 ∪ θ 3 will be given by
where the normalization constant is K = m Table 1 can be easily verified similarly.
0.0128 Table 2 : Version a) of minC Proportional conflict redistribution factors
0.0024 Table 3 : Version a) of minC Proportional conflict redistribution factors (continued)
0.0048 Table 4 : Version a) of minC Proportional conflict redistribution factors (continued)
Version b) of minC: In this second version of minC, the proportional redistribution of any partial conflict X remaining after step 2 uses all subsets of u(X) (i.e. the disjunctive form of X). As example, let's consider the partial conflict X = θ 1 ∩ (θ 2 ∪ θ 3 ) in the Table 1 having the belief mass m
where the normalization constant K = 0.72 corresponds here to
If one considers now X = θ 1 ∩ θ 2 with its belief mass m ⋆ 12 (θ 1 ∩ θ 2 ) = 0.05, then only θ 1 , θ 2 and θ 1 ∪ θ 2 enter in the proportional redistribution (version b) because u(X) = θ 1 ∪ θ 2 doesn't not carry element θ 3 . One then gets for this element X the new set of proportional redistribution factors:
where the normalization constant K = 0.40 corresponds now to the sum K = m
The proportional redistribution is done similarly for all other partial conflicting masses. We summarize in the Tables  5-7 all the proportions (rounded at the fifth decimal) of conflicting masses to transfer onto elements of the power set based on this second version of proportional redistribution of minC.
The sum of each column of the Tables 5-7 is transferred onto the mass of the element of power set it corresponds to get the final result of minC (version b)). By example, m Table 5 : Version b) of minC Proportional conflict redistribution factors Table 6 : Version b) of minC Proportional conflict redistribution factors (continued)
Principle of the PCR rules
Let's Θ = {θ 1 , θ 2 , . . . , θ n } be the frame of the fusion problem under consideration and two belief assignments m 1 , m 2 :
The general principle of the Proportional Conflict Redistribution Rules (PCR for short) is:
• apply the conjunctive rule (8) or (9) depending on theory, i.e. G can be either 2
• calculate the total or partial conflicting masses,
• then redistribute the conflicting mass (total or partial) proportionally on non-empty sets involved in the model according to all integrity constraints.
The way the conflicting mass is redistributed yields to five versions of PCR, denoted PCR1, PCR2, . . . , PCR5 as it will be shown in the sequel. The PCR combination rules work for any degree of conflict
for any DSm models (Shafer's model, free DSm model or any hybrid DSm model). PCR rules work both in DST and DSmT frameworks and for static or dynamical fusion problematics. The sophistication/complexity (but correctness) of proportional conflict redistribution increases from the first PCR1 rule up to the last rule PCR5. The development of different PCR rules presented here comes from the fact that the first initial PCR rule developed (PCR1) does not preserve the neutral impact of VBA. All other improved rules PCR2-PCR5 preserve the commutativity, the neutral impact of VBA and propose, upon to our opinion, a more and more exact solution for the conflict management to satisfy as best as possible the condition 1 (in section 1) that any satisfactory combination rule must tend to. The general proof for the neutrality of VBA within PCR2, PCR3, PCR4 and PCR5 rules is given in section 11.1 and some numerical examples are given in the section related with the presentation of each rule.
7 The PCR1 rule
The PCR1 formula
PCR1 is the simplest and the easiest version of proportional conflict redistribution for combination. PCR1 is described in details in [16] . The basic idea for PCR1 is only to compute the total conflicting mass k 12 (not worrying about the partial conflicting masses). The total conflicting mass is then distributed to all non-empty sets proportionally with respect to their corresponding non-empty column sum of the associated mass matrix. The PCR1 is defined ∀(X = ∅) ∈ G by:
• For the the combination of s = 2 sources
where c 12 (X) is the non-zero sum of the column of X in the mass matrix M = m 1 m 2 (where m i for i = 1, 2 is the row vector of belief assignments committed by the source i to elements of G), i.e. c 12 (X) = m 1 (X)+m 2 (X) = 0,
0.00167 Table 7 : Version b) of minC Proportional conflict redistribution factors (continued) k 12 is the total conflicting mass, and d 12 is the sum of all non-zero column sums of all non-empty sets (in many cases d 12 = 2, but in some degenerate cases it can be less) (see [16] ).
• For the the combination of s ≥ 2 sources
where c 12...s (X) is the non-zero sum of the column of X in the mass matrix, i.e. c 12.
..s is the total conflicting mass, and d 12...s is the sum of all non-zero column sums of all non-empty sets (in many cases d 12...s = s, but in some degenerate cases it can be less).
PCR1 is an alternative combination rule to WAO (Weighted Average Operator) proposed by Jøsang, Daniel and Vannoorenberghe in [10] . Both are particular cases of WO (The Weighted Operator) because the conflicting mass is redistributed with respect to some weighting factors. In the PCR1, the proportionalization is done for each non-empty set with respect to the non-zero sum of its corresponding mass matrix -instead of its mass column average as in WAO. But, PCR1 extends WAO, since PCR1 works also for the degenerate cases when all column sums of all non-empty sets are zero because in such cases, the conflicting mass is transferred to the non-empty disjunctive form of all non-empty sets together; when this disjunctive form happens to be empty, then either the problem degenerates truly to a void problem and thus all conflicting mass is transferred onto the empty set, or we can assume (if one has enough reason to justify such assumption) that the frame of discernment might contain new unknown hypotheses all summarized by θ 0 and under this assumption all conflicting mass is transferred onto the unknown possible θ 0 .
A nice feature of PCR1 rule, is that it works in all cases (degenerate and non degenerate). PCR1 corresponds to a specific choice of proportionality coefficients in the infinite continuum family 7 of possible rules of combination involving conjunctive consensus operator. The PCR1 on the power set and for non-degenerate cases gives the same results as WAO (as Philippe Smets pointed out); yet, for the storage proposal in a dynamic fusion when the associativity is needed, for PCR1 is needed to store only the last sum of masses, besides the previous conjunctive rules result, while in WAO it is in addition needed to store the number of the steps (see [16] for details) and both rules become quasi-associative. In addition to WAO, we propose a general formula for PCR1 (WAO for non-degenerate cases).
Unfortunately, a severe limitation of PCR1 (as for WAO) is the non-preservation of the neutral impact of the VBA as shown in [16] . In other words, for s ≥ 1, one gets for
For the cases of the combination of only one non-vacuous belief assignment m 1 (.) with the vacuous belief assignment m v (.) where m 1 (.) has mass assigned to an empty element, say m 1 (∅) > 0 as in Smets' TBM, or as in DSmT dynamic fusion where one finds out that a previous non-empty element A, whose mass m 1 (A) > 0, becomes empty after a certain time, then this mass of an empty set has to be transferred to other elements using PCR1, but for such case
. This severe drawback of WAO and PCR1 forces us to develop the next PCR rules satisfying the neutrality property of VBA with better redistributions of the conflicting information.
Example for PCR1 (degenerate case)
For non degenerate cases with Shafer's model, PCR1 and WAO provide the same results. So it is interesting to focus the reader's attention on the difference between PCR1 and WAO in a simple degenerate case corresponding to a dynamic fusion problem. Let's take the following example showing the restriction of applicability of static-WAO 8 . As example, let's consider three different suspects A, B and C in a criminal investigation (i.e. Θ = {A, B, C}) and the two following simple Bayesian witnesses reports
The conjunctive consensus is 
We can verify easily that
This example shows clearly the difference between PCR1 and static-WAO originally proposed in [11, 10] and the ability of PCR1 to deal with degenerate/dynamic cases contrariwise to original WAO. The improved dynamic-WAO version suggested by Daniel coincides with PCR1.
8 The PCR2 rule
The PCR2 formula
In PCR2, the total conflicting mass k 12 is distributed only to the non-empty sets involved in the conflict (not to all nonempty sets) and taken the canonical form of the conflict proportionally with respect to their corresponding non-empty column sum. The redistribution is then more exact (accurate) than in PCR1 and WAO. A nice feature of PCR2 is the preservation of the neutral impact of the VBA and of course its ability to deal with all cases/models.
A non-empty set X 1 ∈ G is considered involved in the conflict if there exists another set X 2 ∈ G which is neither included in X 1 nor includes X 1 such that X 1 ∩ X 2 = ∅ and m 12 (X 1 ∩ X 2 ) > 0. This definition can be generalized for s ≥ 2 sources.
• The PCR2 formula for two sources (s = 2) is ∀(X = ∅) ∈ G,
where
and where c 12 (X) is the non-zero sum of the column of X in the mass matrix, i.e. c 12 (X) = m 1 (X)+m 2 (X) = 0, k 12 is the total conflicting mass, and e 12 is the sum of all non-zero column sums of all non-empty sets only involved in the conflict (resulting from the conjunctive normal form of their intersection after using the conjunctive rule). In many cases e 12 = 2, but in some degenerate cases it can be less.
• For the the combination of s ≥ 2 sources, the previous PCR2 formula can be easily generalized as follows ∀(X = ∅) ∈ G:
where 
..s is the total conflicting mass, and e 12...s is the sum of all non-zero column sums of all non-empty sets involved in the conflict (in many cases e 12...s = s, but in some degenerate cases it can be less).
In the degenerate case when all column sums of all non-empty sets involved in the conflict are zero, then the conflicting mass is transferred to the non-empty disjunctive form of all sets together which were involved in the conflict together. But if this disjunctive form happens to be empty, then the problem reduces to a degenerate void problem and thus all conflicting mass is transferred to the empty set or we can assume (if one has enough reason to justify such assumption) that the frame of discernment might contain new unknown hypotheses all summarized by θ 0 and under this assumption all conflicting mass is transferred onto the unknown possible θ 0 .
Example for PCR2 versus PCR1
Lets have the frame of discernment Θ = {A, B}, Shafer's model (i.e. all intersections empty), and the following two bbas:
The sums of columns of the mass matrix are • Applying the PCR1 rule yields (d 12 = 1.2 + 0.5 + 0.3 = 2):
• While applying the PCR2 rule yields (e 12 = 1.2 + 0.5 = 1.7):
Example of neutral impact of VBA for PCR2
Let's keep the previous example and introduce now a third but totally ignorant source m v (.) and examine the result of the combination of the 3 sources with PCR2. So, let's start with
The sums of columns of the mass matrix are
Then the conjunctive consensus yields
with the total conflict k 12v = m 12v (A ∩ B) = 0.33. We get naturally m 12v (.) = m 12 (.) because the vacuous belief assignment m v (.) has no impact in the conjunctive consensus.
Applying the PCR2 rule yields:
In this example one sees that the neutrality property of VBA is effectively well satisfied since
A general proof for neutrality of VBA within PCR2 is given in section 11.1.
9 The PCR3 rule
Principle of PCR3
In PCR3, one transfers partial conflicting masses, instead of the total conflicting mass, to non-empty sets involved in partial conflict (taken the canonical form of each partial conflict). If an intersection is empty, say A ∩ B = ∅, then the mass m(A ∩ B) of the partial conflict is transferred to the non-empty sets A and B proportionally with respect to the non-zero sum of masses assigned to A and respectively to B by the bbas m 1 (.) and m 2 (.). The PCR3 rule works if at least one set between A and B is non-empty and its column sum is non-zero.
When both sets A and B are empty, or both corresponding column sums of the mass matrix are zero, or only one set is non-empty and its column sum is zero, then the mass m(A ∩ B) is transferred to the non-empty disjunctive form u(A) ∪ u(B) defined in (25) ; if this disjunctive form is empty then m(A ∩ B) is transferred to the non-empty total ignorance; but if even the total ignorance is empty then either the problem degenerates truly to a void problem and thus all conflicting mass is transferred onto the empty set, or we can assume (if one has enough reason to justify such assumption) that the frame of discernment might contain new unknown hypotheses all summarized by θ 0 and under this assumption all conflicting mass is transferred onto the unknown possible θ 0 .
If another intersection, say A ∩ C ∩ D = ∅, then again the mass m(A ∩ C ∩ D) > 0 is transferred to the non-empty sets A, C, and D proportionally with respect to the non-zero sum of masses assigned to A, C, and respectively D by the sources; if all three sets A, C, D are empty or the sets which are non-empty have their corresponding column sums equal to zero, then the mass m(A ∩ C ∩ D) is transferred to the non-empty disjunctive form u(A) ∪ u(C) ∪ u(D); if this disjunctive form is empty then the mass m(A ∩ C ∩ D) is transferred to the non-empty total ignorance; but if even the total ignorance is empty (a completely degenerate void case) all conflicting mass is transferred onto the empty set (which means that the problem is truly void), or (if we prefer to adopt an optimistic point of view) all conflicting mass is transferred onto a new unknown extra and closure element θ 0 representing all missing hypotheses of the frame Θ.
The disjunctive form is defined 9 as [15] :
9 These relationships can be generalized for any number of sets.
The PCR3 formula
• For the combination of two bbas, the PCR3 formula is given by:
where c(α) is the conjunctive normal (i.e. canonical) form of α, where α is in G, c 12 (X i ) (X i ∈ G) is the non-zero sum of the mass matrix column corresponding to the set X i , i.e. c 12 (X i ) = m 1 (X i ) + m 2 (X i ) = 0, and where φ Θ (.) is the characteristic function of the total ignorance (assuming | Θ |= n) defined by
• For the fusion of s ≥ 2 bbas, one extends the above procedure to formulas (25) and (26) to more general ones. One then gets the following PCR3 general formula. Let G = {X 1 , . . . , X n } = ∅ (G being either the power-set or hyper-power set depending on the model we want to deal with), n ≥ 2, ∀X = ∅, X ∈ G, one has:
For convenience, the following notation is used
..s (X ij ) and
where ∅ is the set of elements (if any) which have been forced to be empty by the integrity constraints of the model of the problem (in case of dynamic fusion) and (P k ({1, 2, . . . , n}) is the set of all subsets ok k elements from {1, 2, . . . , n} (permutations of n elements taken by k), the order of elements doesn't count.
The sum (28) is for cases when X i1 ,. . . , X i k become empty in dynamic fusion; their intersection mass is transferred to their disjunctive form:
The sum (28) is for degenerate cases, i.e. when X i1 ,. . . , X i k and their disjunctive form become empty in dynamic fusion; their intersection mass is transferred to the total ignorance.
PCR3 preserves the neutral impact of the VBA and works for any cases/models.
Example for PCR3
Let's have the frame of discernment Θ = {A, B, C}, Shafer's model (i.e. all intersections empty), and the 2 following Note that in this simple case, the two last sums involved in formula (26) are equal to zero because here there doesn't exist positive mass products m 1 (X 1 )m 2 (X 2 ) to compute for any X ∈ 2 Θ , X 1 , X 2 ∈ 2 Θ \ {X} such that X 1 ∩ X 2 = ∅ and u(X 1 ) ∪ u(X 2 ) = X, neither for X 1 ∩ X 2 = ∅ and u(X 1 ) = u(X 2 ) = ∅.
In this example, PCR3 provides a result different from PCR1 and PCR2 (PCR2 provides same result as PCR1) since Applying the PCR3 rule yields for this case
Similarly, one obtains
In this example one sees that the neutrality property of VBA is effectively well satisfied by PCR3 rule since
A general proof for neutrality of VBA within PCR3 is given in section 11.1.
The PCR4 rule
Principle of PCR4
PCR4 redistributes the partial conflicting mass to the elements involved in the partial conflict, considering the canonical form of the partial conflict. PCR4 is an improvement of previous PCR rules but also of Milan Daniel's minC operator [15] . Daniel uses the proportionalization with respect to the results of the conjunctive rule, but not with respect to the masses assigned to each set by the sources of information as done in PCR1-3 and also as in the most effective PCR5 rule explicated in the next section. Actually, PCR4 also uses the proportionalization with respect to the results of the conjunctive rule, but with PCR4 the conflicting mass A ∪ B) ) is redistributed to C, A ∪ B, 1 (A ∪ B) , clearly the other elements A, B, A ∪ B ∪ C that get some mass in minC were not involved in the conflict C ∩ (A ∪ B). If at least one conjunctive rule result is null, then the partial conflicting mass which involved this set is redistributed proportionally to the column sums corresponding to each set. Thus PCR4 does a more exact redistribution than both minC versions (versions a) and b) explicated in section 5. The PCR4 rule partially extends Dempster's rule in the sense that instead of redistributing the total conflicting mass as within Dempster's rule, PCR4 redistributes partial conflicting masses, hence PCR4 does a better refined redistribution than Dempster's rule; PCR4 and Dempster's rule coincide for Θ = {A, B}, in Shafer's model, with s ≥ 2 sources, and such that m 12...s (A) > 0, m 12...s (B) > 0, and m 12...s (A ∪ B) = 0. Thus according to authors opinion, PCR4 rule redistributes better than Dempster's rule since in PCR one goes on partial conflicting, while Dempster's rule redistributes the conflicting mass to all non-empty sets whose conjunctive mass is nonzero, even those not involved in the conflict.
The PCR4 formula
The PCR4 formula for s = 2 sources: ∀X ∈ G \ {∅}
with m 12 (X) and m 12 (Y ) nonzero. m 12 (.) corresponds to the conjunctive consensus, i.e.
If at least one of m 12 (X) or m 12 (Y ) is zero, the fraction is discarded and the mass m 12 (X ∩ Y ) is transferred to X and Y proportionally with respect to their non-zero column sum of masses; if both their column sums of masses are zero, then one transfers to the partial ignorance X ∪Y ; if even this partial ignorance is empty then one transfers to the total ignorance.
Let G = {X 1 , . . . , X n } = ∅ (G being either the power-set or hyper-power set depending on the model we want to deal with), n ≥ 2, ∀X = ∅, X ∈ G, the general PCR4 formula for s ≥ 2 sources is given by ∀X ∈ G \ {∅}
with ..s (X n ) is zero, the fraction is discarded and the mass m 12...s (X ∩ X 1 ∩ X 2 ∩ . . . ∩ X k ) is transferred to X, X 1 , . . . , X k proportionally with respect to their corresponding column sums in the mass matrix. Therefore, one sees clearly the difference between PCR4 and minC rules. It can be noted here that minC gives the same result as Dempster's rule, but the result drawn from minC and Dempster's rules is less exact in comparison to PCR4 because minC and Dempster's rules redistribute a fraction of the conflicting mass to A ∪ B too, although A ∪ B is not involved in any conflict (therefore A ∪ B doesn't deserve anything).
Example for PCR4 versus minC
We can remark also that in the 2D Bayesian case, the PCR4, minC, and Dempster's rules give the same results. For example, let's take Θ = {A, B}, the Shafer's model and the two following bbas 
Example of neutral impact of VBA for PCR4
Let's consider the previous example with Θ = {A, B}, Shafer's model and the the two following bbas: In this example one sees that the neutrality property of VBA is effectively well satisfied by PCR4 rule since m P CR4|12v (.) = m P CR4|12 (.)
A general proof for neutrality of VBA within PCR4 is given in section 11.1.
A more complex example for PCR4
Let's consider now a more complex example involving some null masses (i.e. The distinction between PCR4 and minC here is that minC transfers equally the 1/3 of conflicting mass m 12 (A∩B) = 0.24 onto A, B and A ∪ B, while PCR4 redistributes it to A and B proportionally to their masses m 2 (A) and m 1 (B). Upon to authors opinions, the minC redistribution appears less exact than PCR4 since A ∪ B is not involved into the partial conflict A ∩ B and we don't see a reasonable justification on minC transfer onto A ∪ B in this case.
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The PCR5 rule
Principle of PCR5
Similarly to PCR2-4, PCR5 redistributes the partial conflicting mass to the elements involved in the partial conflict, considering the canonical form of the partial conflict. PCR5 is the most mathematically exact redistribution of conflicting mass to non-empty sets following the logic of the conjunctive rule. But this is harder to implement. PCR5 satisfies the neutrality property of VBA also. In order to understand the principle of PCR5, lets start with examples going from the easiest to the more complex one.
Proof of neutrality of VBA for PCR2-PCR5: PCR2, PCR3, PCR4 and PCR5 rules preserve the neutral impact of the VBA because in any partial conflict, as well in the total conflict which is a sum of all partial conflicts, the canonical form of each partial conflict does not include Θ since Θ is a neutral element for intersection (conflict), therefore Θ gets no mass after the redistribution of the conflicting mass. This general proof for neutrality of VBA works in dynamic or static cases for all PCR2-5, since the total ignorance, say I t , can not escape the conjunctive normal form, i.e. c(I t ∩ A) = A, where A is any set included in D Θ .
A two sources example 1 for PCR5
Suppose one has the frame of discernment Θ = {A, B} of exclusive elements, and 2 sources of evidences providing the following bbas 
The conflict k 12 is the same as in previous example, which means that m 2 (A) = 0.2 did not have any impact on the conflict; why?, because m 1 (B) = 0. Therefore A and B are involved in the conflict (A ∪ B is not involved), hence only A and B deserve a part of the conflicting mass, A ∪ B does not deserve. With PCR5, one redistributes the conflicting mass 0.18 to A and B proportionally with the masses m 1 (A) and m 2 (B) assigned to A and B respectively. The mass m 2 (A) = 0.2 is not considered to the weighting factors of the redistribution. Let x be the conflicting mass to be redistributed to A, and y the conflicting mass redistributed to B. By the same calculations one has: Table 8 , one can see that when ǫ tend towards zero, the results tends towards the previous result m P CR5 (A) = 0.62, m P CR5 (B) = 0.18 and m P CR5 (A ∪ B) = 0.20. Let's explain now in details how this limit can be achieved formally. With PCR5, one redistributes the partial conflicting mass 0.18 to A and B proportionally with the masses m 1 (A) and m 2 (B) assigned to A and B respectively, and also the partial conflicting mass 0.2·ǫ to A and B proportionally with the masses m 2 (A) and m 1 (B) assigned to A and B respectively, thus one gets now two weighting factors in the redistribution for each corresponding set A and B. Let x 1 be the conflicting mass to be redistributed to A, and y 1 the conflicting mass redistributed to B from the first partial conflicting mass 0.18. This first partial proportional redistribution is then done according 
A two sources example 3 for PCR5
Let's go further modifying this time the previous example and considering: The result is different from PCR1, PCR2, PCR3 and PCR4 since one has 13 :
The Dempster's rule, denoted here by index DS, gives for this example:
One clearly sees that m DS (A ∪ B) gets some mass from the conflicting mass although A ∪ B does not deserve any part of the conflicting mass since A ∪ B is not involved in the conflict (only A and B are involved in the conflicting mass). Dempster's rule appears to authors opinions less exact than PCR5 because it redistribute less exactly the conflicting mass than PCR5, even than PCR4 and minC, since Dempter's rule takes the total conflicting mass and redistributes it to all non-empty sets, even those not involved in the conflict.
The PCR5 formula
Before explaining the general procedure to apply for PCR5 (see next section), we give here the PCR5 formula for s = 2 sources: ∀X ∈ G \ {∅}
where c(x) represents the canonical form of x, m 12 (.) corresponds to the conjunctive consensus, i.e. m 12 (X)
and where all denominators are different from zero. If a denominator is zero, that fraction is discarded.
Let G = {X 1 , . . . , X n } = ∅ (G being either the power-set or hyper-power set depending on the model we want to deal with), n ≥ 2, the general PCR5 formula for s ≥ 2 sources is given by ∀X ∈ G \ {∅} m P CR5 (X) = m 12...s (X) + 2≤t≤s 1≤r1,...,rt≤s 1≤r1<r2<...<rt−1<(rt=s)
where i, j, k, r, s and t in (33) are integers. m 12...s (X) corresponds to the conjunctive consensus on X between s sources and where all denominators are different from zero. If a denominator is zero, that fraction is discarded; P k ({1, 2, . . . , n})
is the set of all subsets of k elements from {1, 2, . . . , n} (permutations of n elements taken by k), the order of elements doesn't count.
Let's prove here that (33) reduces to (32) when s = 2. Indeed, if one takes s = 2 in general PCR5 formula (33),let's note first that:
• 2 ≤ t ≤ s becomes 2 ≤ t ≤ 2, thus t = 2.
• 1 ≤ r 1 , r 2 ≤ (s = 2), or r 1 , r 2 ∈ {1, 2}, but because r 1 < r 2 one gets r 1 = 1 and r 2 = 2.
• m 12...s (X) becomes m 12 (X)
• X j2 , . . . , X jt ∈ G \ {X} becomes X j2 ∈ G \ {X} because t = 2.
• {j 2 , . . . , j t } ∈ P t−1 ({1, . . . , n}) becomes j 2 ∈ P 1 ({1, . . . , n}) = {1, . . . , n}
Thus (33) becomes when s = 2,
After elementary algebraic simplification, it comes
) and condition "X j2 ∈ G \ {X} and j 2 ∈ {1, . . . , n}" are equivalent to X j2 ∈ G \ {X}, one gets:
This formula can also be written as (denoting X j2 as Y )
which is the same as formula (32). Thus the proof is completed.
General procedure to apply the PCR5
Here is the general procedure to apply PCR5:
1. apply the conjunctive rule;
2. calculate all partial conflicting masses separately; 4. if both sets A and B are empty, then the transfer is forwarded to the disjunctive form u(A) ∪ u(B), and if this disjunctive form is also empty, then the transfer is forwarded to the total ignorance in a closed world (or to the empty set if the open world approach is preferred); but if even the total ignorance is empty one considers an open world (i.e. new hypotheses might exist) and the transfer is forwarded to the empty set; if say m 1 (A) = 0 or m 2 (B) = 0, then the product m 1 (A)m 2 (B) = 0 and thus there is no conflicting mass to be transferred from this product to nonempty sets; if both products m 1 (A)m 2 (B) = m 2 (A)m 1 (B) = 0 then there is no conflicting mass to be transferred from them to non-empty sets; in a general case 14 , for s ≥ 2 sources, the mass m 12...s (A 1 ∩ A 2 ∩ . . . ∩ A r ) > 0, with 2 ≤ r ≤ s, where A 1 ∩ A 2 ∩ . . . ∩ A r = ∅, resulted from the application of the conjunctive rule, is a sum of many products; each non-zero particular product is proportionally redistributed to A 1 , A 2 , . . . , A r with respect to the sub-products of masses assigned to A 1 , A 2 , . . . , A r respectively by the sources; if both sets A 1 , A 2 , . . . , A r are empty, then the transfer is forwarded to the disjunctive form u(A 1 ) ∪ u(A 2 ) ∪ . . . ∪ u(A r ), and if this disjunctive form is also empty, then the transfer is forwarded to the total ignorance in a closed world (or to the empty set if the open world approach is preferred); but if even the total ignorance is empty one considers an open world (i.e. new hypotheses might exist) and the transfer is forwarded to the empty set; 5. and so on until all partial conflicting masses are redistributed; 6. add the redistributed conflicting masses to each corresponding non-empty set involved in the conflict; 7. the sets not involved in the conflict do not receive anything from the conflicting masses (except some partial or total ignorances in degenerate cases).
The more hypotheses and more masses are involved in the fusion, the more difficult is to implement PCR5. Yet, it is easier to approximate PCR5 by first combining s − 1 bbas through the conjunctive rule, then by combining again the result with the s-th bba also using the conjunctive rule in order to reduce very much the calculations of the redistribution of conflicting mass.
A 3 sources example for PCR5
Let's see a more complex example using PCR5. Suppose one has the frame of discernment Θ = {A, B} of exclusive elements, and 3 sources such that: 
Fusion based on PCR5:
In the long way, each product occurring as a term in the sum of the conflicting mass should be redistributed to the non-empty sets involved in the conflict proportionally to the masses (or sub-product of masses) corresponding to the respective non-empty set. But this procedure is more difficult, that's why we can use the following crude approach: 14 An easier calculation method, denoted PCR5-approximate for s ≥ 3 bbas, which is an approximation of PCR5, is to first combine s − 1 bbas altogether using the conjunctive rule, and the result to be again combined once more with the s-th bba also using the conjunctive rule; then the weighting factors will only depend on m 12...(s−1) (.) and ms(.) only -instead of depending on all bbas m1(.), m2(.), . . . , ms(.). PCR5-approximate result however depends on the chosen order of the sources.
Fusion based on PCR5-approximate:
If s sources are involved in the fusion, then first combine using the conjunctive rule s − 1 sources, and the result will be combined with the remaining source.
We resolve now this 3 sources example by combining the first two sources In this example one sees that the neutrality property of VBA is effectively well satisfied by PCR5 rule since
A general proof for neutrality of VBA within PCR5 is given in section 11.1.
Numerical examples and comparisons
In this section, we present some numerical examples and comparisons of PCR rules with other rules proposed in literature.
Example 1
Let's consider the frame of discernment Θ = {A, B, C}, Shafer's model (i.e. all intersections empty), and the 2 following It can be showed that minC combination provides same result as PCR4 for this example.
Example 2
Let's consider the frame of discernment Θ = {A, B}, the Shafer's model (i.e. all intersections empty), and the following two bbas: 
Example 3 (Zadeh's example)
Let's consider the famous Zadeh's example 15 [26] with Θ = {A, B, C}, Shafer's model and the two following belief assignments • with the PCR2 rule based on Shafer's model, one gets in this example the same result as with WAO and PCR1.
• with the PCR3 rule based on Shafer's model, one gets • PCR3 gives the same result like PCR2 since there is only a partial conflicting mass which coincides with the total conflicting mass.
• 
Example 5 (Target ID tracking)
This example is drawn from Target ID (identification) tracking application pointed out by Dezert and al. in [5] . The problem consists in updating bba on ID of a target based on a sequence of uncertain attribute measurements expressed as sensor's bba. In such case, a problem can arise when the fusion rule of the predicted ID bba with the current observed ID bba yields to commit certainty on a given ID of the frame Θ (the set of possible target IDs under consideration). If this occurs once, then the ID bba remains inchanged by all future observations, whatever the value they can take ! By example, at a given time the ID system finds with "certainty" that a target is a truck, and then during next, say 1000 scans, all the sensor reports claim with high belief that target is a car, but the ID system is unable to doubt itself of his previous ID assessment (certainty state plays actually the role of an absorbing/black hole state). Such behavior of a fusion rule is what we feel drastically dangerous, specially in defence applications and better rules than the classical ones have to be used to avoid such severe drawback. We provide here a simple numerical example and we compare the results for the new rules presented in this paper. So lets consider here the Shafer's model, a 2D frame Θ = {A, B} and two bba m 1 (.) and m 2 (.) with Because we are working with Shafer's model, one has to redistribute the conflicting mass m 12 (A ∩ B) = 0.9 in some manner onto the non conflicting elements of power-set. Once the fusion/update is obtained at a given time, we don't keep in memory m 1 (.) and m 2 (.) but we only use the fusion result as new prior 16 bba for the fusion with the next observation, and this process is reitered at every observation time. Let's examine the result of the rule after at first observation time (when only m 2 (.) comes in).
• With minC rule: minC rule distributes the whole conflict to A since m 12 (B) = 0, thus: and examine the result of the new target ID bba update based on the fusion of the previous result with m 3 (.).
• With minC rule: The conjunctive operator applied on m minC|12 (.) and m 3 (.) yields now m (minC|12)3 (A) = 0.4 m (minC|12)3 (A ∩ B) = 0.6
Applying minC rule again, one distributes the whole conflict 0.6 to A and one finally gets 17 :
m minC|(12)3 (A) = 1
Therefore, minC rule does not respond to the new tracking ID observations. 16 For simplicity, we don't introduce a prediction ID model here and we just consider as predicted bba for time k + 1, the updated ID bba available at time k (i.e. the ID state transition matrix equals identity matrix). 17 For convenience, we use the notation m minC|(12)3 (A) instead of m minC|(minC|12)3 (.), and similarly with PCR indexes.
• With PCR1-PCR4 rules: The conjunctive operator applied on m P CR1−4|12 (.) and m 3 (.) yields now Therefore PCR4 rule does respond to the new tracking ID observations.
• With PCR5 rule: The conjunctive operator applied on m P CR5|12 (.) and m 3 (.) yields now It can moreover be easily verified that the Dempster's rule gives the same results as minC here, hence does not respond to new observations in target ID tracking problem.
On Ad-Hoc-ity of fusion rules
Each fusion rule is more or less ad-hoc. Same thing for PCR rules. There is up to the present no rule that fully satisfies everybody. Lets analyze some of them.
Dempster's rule transfers the conflicting mass to non-empty sets proportionally with their resulting masses. What is the reasoning for doing this? Just to swell the masses of non-empty sets in order to sum up to 1?
Smets' rule transfers the conflicting mass to the empty set. Why? Because, he says, we consider on open world where unknown hypotheses might be. This approach does not make difference between all origins of conflicts since all different conflicting masses are committed with the same manner to the empty set. Not convincing. And what about real closed worlds?
Yager's rule transfers all the conflicting mass only to the total ignorance. Should the internal structure of partial conflicting mass be ignored?
Dubois-Prade's rule and DSm hybrid rule transfer the conflicting mass to the partial an total ignorances upon the principle that between two conflicting hypotheses one is right. Not completely justified either. What about the case when no hypothesis is right?
PCR rules are based on total or partial conflicting masses, transferred to the corresponding sets proportionally with respect to some functions (weighting coefficients) depending on their corresponding mass matrix columns. But other weighting coefficients can be found.
Inagaki [9] , Lefèvre-Colot-Vannoorenberghe [11] proved that there are infinitely many fusion rules based on the conjunctive rule and then on the transfer of the conflicting mass, all of them depending on the weighting coefficients/factors that transfer that conflicting mass. How to choose them, what parameters should they rely on thats the question! There is not a precise measure for this. In authors' opinion, neither DSm hybrid rule nor PCR rules are not more ad-hoc than other fusion rules.
Conclusion
We have presented in this article five versions of the Proportional Conflict Redistribution rule of combination in information fusion, which are implemented as follows: first one uses the conjunctive rule, then one redistribute the conflicting mass to non-empty sets proportionally with respect to either the non-zero column sum of masses (for PCR1, PCR2, PCR3) or with respect to the non-zero masses (of the corresponding non-empty set) that enter in the composition of each individual product in the partial conflicting masses (PCR5). PCR1 restricted from the hyper-power set to the power set and without degenerate cases gives the same result as WAO as pointed out by P. Smets in a private communication. PCR1 and PCR2 redistribute the total conflicting mass, while PCR3 and PCR5 redistribute partial conflicting masses. PCR1-3 uses the proportionalization with respect to the sum of mass columns, PCR4 with respect to the results of the conjunctive rule, and PCR5 with respect to the masses entered in the sum products of the conflicting mass. PCR4 is an improvement of minC and Dempster's rules. From PCR1 to PCR2, PCR3, PCR4, PCR5 one increases the complexity of the rules and also the exactitude of the redistribution of conflicting masses. All the PCR rules proposed in this paper preserve the neutral impact of the vacuous belief assignment but PCR1 and work for any hybrid DSm model (including the Shafer's model). For the free DSm model, i.e. when all intersections not empty, there is obviously no need for transferring any mass since there is no conflicting mass, the masses of the intersections stay on them. Thus only DSm classic rule is applied, no PCR1-5, no DSm hybrid rule and no other rule needed to apply. In this paper, PCR, minC and Dempster's rules are all compared with respect to the conjunctive rule (i.e. the conjunctive rule is applied first, then the conflicting mass is redistributed following the way the conjunctive rule works). Therefore, considering the way each rule works, the rule which works closer to the conjunctive rule in redistributing the conflicting mass is considered better than other rule. This is not a subjective comparison between rules, but only a mathematical one.
