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Abstract
In a mobile network, wireless data broadcast over m channels (frequencies) is a powerful means for
distributed dissemination of data to clients who access the channels through multi-antennae equipped on
their mobile devices. The δ-antennae largest weight data retrieval (δALWDR) problem is to compute a
schedule for downloading a subset of data items that has a maximum total weight using δ antennae in a
given time interval. In this paper, we first give a linear programming (LP) relaxation for δALWDR and
show that it is polynomial-time solvable when every data item appears at most once. We also show that
when there exist data items with multiple occurrences, the integrality gap of this LP formula is 2.
We then present an approximation algorithm of ratio 1 − 1
e
for the δ-antennae γ-separated largest
weight data retrieval (δAγLWDR) problem, a weaker version of δALWDR where each block of up to γ
data (time) slots is separated by a vacant slot on all channels, applying the techniques called collectively
randomized LP rounding and layered DAG construction. We show that δAγLWDR is NP-complete even
for the simple case of γ = 2, m = 3, and equal-weight data items each appearing up to 3 times. Our
algorithm runs in time O(2γm7T 3.5L), where T is the number of time slots, and L is the maximum
length of the input. Then, from the simple observation that a ratio α approximation solution to δAγLWDR
implies a ratio α− ǫ approximation solution to δALWDR for any fixed ǫ > 0, we immediately have an
approximation algorithm of ratio 1 − 1
e
− ǫ for δALWDR. Our algorithm has the same approximation
ratio as the known result in [16] which holds only for δ = 1 , with a significantly lower time complexity
of O(2
1
ǫ
1
ǫ
m7T 3.5L) (improved from O(ǫ3.5m
3.5
ǫ T 3.5L) of [16]). As a by-product, we also give a fixed-
parameter tractable (fpt-)algorithm of time complexity O(2Bm7T 3.5L) for δALWDR, where B is the
number of time slots that contain data items with multiple occurrences.
Index Terms
The paper has been accepted by IEEE Transactions on Mobile Computing. Citation information: DOI
10.1109/TMC.2017.2696009.
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I. INTRODUCTIONS
In recent years, wireless data broadcast has been gradually considered as an attractive data propagation
scheme for transferring public information to a large number of specified mobile devices, in applications
ranging from satellite communications to wireless mobile ad hoc networks. Most wireless broadcast is
between base stations and battery-limited mobile devices, where a base station emits public information
(such as stock marketing, weather, and traffic) via a number of parallel channels, and mobile devices
within a limited area, using an antenna (or multiple antennae), listen to the channels and obtain required
data packages. The base stations can coordinate information propagation to cover a larger scope; Within
the covered scope, the mobile client can move freely among different areas while keeping listening to
the channels for downloading the required data packages; An antenna, equipped in the mobile client, can
only listen to a channel at one time, but it can switch between the channels by adjusting its frequency.
Wireless data broadcast has already shown its advantages in wireless networks: Possible power saving,
throughput improvement, the communication efficiency that every transmission by a base station can be
received by all nodes which lie within its communication range, and so on. At the same time, it brings a
number of challenges for data propagation technologies, which have become popular research topics in
recent years, such as indexing technique, data scheduling, and data retrieval. Indexing technique and data
scheduling are mainly based on the server side. The former topic investigates the structure of the indexing
information that is emitted by the server to boost clients on finding the locations of requested data items
among the channels. The latter investigates how the server allocates the data items in proper channels and
at proper time slots, such that clients can quickly accomplish download tasks. Differently, data retrieval
is based on the client side. The goal is to find a data retrieval sequence retrieving all requested data
items among the channels such that the total access latency is minimized, where the access latency is
the length of the period from the starting time when the client knows the offset of each requested data
item (by index techniques) to the ending time when the client downloads all the requested data items.
A. Problem Statement
Let D = {d1, d2, . . . , dn} be a set of data items broadcast in channels c1, c2, . . . , cm in a given
time interval, which is separated into time slots t1, t2, . . . , tT . Let the data items d1, d2, . . . , dn be with
weights w1, . . . , wn, respectively. The largest weight data retrieval (LWDR) problem is to schedule to
download the data items of D, such that the weight of the downloaded items will be maximized [15].
When the items are with the same weight, LWDR reduces to the Largest Number Data Retrieval (LNDR)
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3problem, which is to maximize the number of the downloaded items in the given time interval. This paper
considers δALWDR, i.e., LWDR for mobile devices with δ antennae. We say there exist conflicts between
two data items iff it is impossible to retrieve both of them in the same broadcast cycle using a same
antenna. There exist two well-known conflicts for data retrieval problems (including δALWDR): (1) two
requested data items at two same time slots; (2) two adjacent time slots of different channels. The first
conflict is because one antenna can retrieve one channel in one time slot, while the second is because
that the antenna switching between different channels takes time, typically one time slot.
This paper develops a ratio 1 − 1
e
− ǫ approximation algorithm for δALWDR with both of the two
conflicts for any fixed ǫ > 0. To do this, we propose the δAγ-separated LWDR (δAγLWDR) problem,
a weaker version of δALWDR which has a vacant time slot in every γ time slots. A vacant time slot
is a time slot in which no data item is broadcast. The reason of developing approximation algorithms
for δAγLWDR instead of δALWDR is because any approximation algorithm for δAγLWDR can be
immediately adopted to solve δALWDR with only a small loss in the approximation ratio, as the simple
observation in the following (proof in appendix):
Proposition 1. If δAγLWDR admits a ratio α approximation algorithm with runtime tδAγLWDR, then
for any ǫ > 0, δALWDR admits a ratio (α− ǫ) approximation algorithm with runtime O(1
ǫ
) · tδAγLWDR.
A segment of δAγLWDR is the set of time slots between two neighbor vacant time slots. Through this
paper, we assume that the number of the segments is N . This paper also investigates δAγLWDR under
the occurrence assumption to better develop the approximation algorithm. The occurrence assumption
is: Each item is broadcast at most once in each segment in δAγLWDR.
B. Related Works
For LWDR, i.e. δALWDR with δ = 1, existing literature has discussed data retrieval in depth in the
client side of wireless data broadcast. The problem is firstly studied under the assumption that each
client is equipped with one antenna, and is to download multiple requested data items for one single
request. Three heuristic schemes have been proposed in [11] to compute a data retrieval schedule with
minimum times of switching between the channels. Later, two algorithms have been proposed in [19] to
extend data retrieval technique to the case that clients are equipped with multiple antennae. Considering
neither of the two conflicts, paper [6] gives an algorithm to find a data retrieval schedule with minimum
access latency and with the times of switching between the channels bounded by a given number. A
parameterized heuristic scheme has been proposed in [15], attempting to solve the minimum cost data
retrieval problem and to find a data retrieval schedule with minimized energy consumption. A factor−0.5
approximation algorithm for LWDR also has been presented in the same paper. The key idea of the
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4approximation is first to convert the relationship between the broadcast data items and the time slots
to a bipartite graph, and then obtain an approximation solution for LWDR via maximum matching in
the bipartite graph. The time complexity is O(m3T 3) if employing the Hungarian algorithm [14]. The
ratio is then improved to (1− 1
e
− ǫ) for any constant ǫ > 0, based on a combination of both linear and
nonlinear programming technique in the algorithm of [16], with a significantly increased time complexity
of O(ǫ3.5m
3.5
ǫ T 3.5L), where T is the number of time slots, and L is the maximum length of the input.
Although the combination of linear programming (LP) and non-linear programming seems interesting, the
algorithm is not applicable to the general case of δ > 1 due to the prohibitively high cost of the so-called
pipage rounding for the general δ [16]. Different to [15] and [16], the work [8] converts the relationship
between data items and time slots to a directed acyclic graph (DAG), and presents heuristic algorithms
to compute a nearly optimal access pattern for both one antenna and multiple antennae scenarios. To the
best of our knowledge, no approximation algorithm is known for δALWDR in the general case of δ > 1.
Since our algorithms have roots in the existing randomized algorithms for the covering problem, the
important results for the maximum coverage problem (or namely, max k−cover), the minimum set cover
(SC) problem, etc. will be addressed. Essentially, LWDR can be considered as a maximum coverage
problem with restricts on the elements. The maximum coverage problem is known to admit a ratio of
1− 1
e
that can be achieved by a greedy algorithm [10]. The key idea of the algorithm is always to select
the set with maximum uncovered weight, until all elements are covered. The ratio is best possible, since
this problem admits no ratio 1 − 1
e
+ ǫ approximation even when all elements are with equal weight,
under the assumption that P 6= NP [5]. It is interesting that, unlike the case for the maximum coverage
problem, applying similar idea as the greedy algorithm for δAγLWDR can only result in an approximation
algorithm with a tight ratio 0.5. For a given collection C of subsets of S = {u1, u2, . . . , un}, the minimum
set cover (SC) problem is to compute a subset C′ ⊆ C, such that every element in S belongs to at least
one member of C′. It has been shown that SC can be approximated within a factor of 1 + ln |S| [12]
and is not approximable within c log n unless P = NP , for some c > 0 [5]. When the cardinality of all
sets in C are bounded by a given constant k, SC remains APX -complete and is approximable within∑k
i=1
1
i
− 1/2 [3]. Moreover, if the number of occurrences of any element in C is also bounded by a
constant c ≥ 2, SC remains APX -complete [17] and approximable within a factor c for both weighted
and unweighted SC [2], [9].
In general, LWDR is to optimize a submodular function subject to a number of constraints. For
optimization of a submodular function subject to candidate constraints, matroid constraints, or knapsack
constraints, the very recent results are approximation algorithms with ratio 1− 1
e
− ǫ, for any fixed ǫ > 0
[1]. Their algorithms can not be applied to LWDR, since the constraints therein are neither candidate
constraints nor matroid constraints.
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5C. Our Technique and Main Results
In the paper, δALWDR is first investigated and transferred to the δ-disjoint maximum weight longest
path (with restricts) problem in a layered DAG, and then a novel linear programming (LP) formula
for its relaxation is given accordingly. By the formula, we show that δALWDR is polynomial solvable
when every data item appears at most once. Contrastingly, general δALWDR is NP-hard even when
δ = 1. Thus, the difficulty of solving δALWDR mainly comes from the items with multiple occurrences.
Further, the LP formula is shown to be with an integrality gap 2. That means, immediately based on the
LP formula, it is impossible to develop approximation with ratio better than 12 . Then a simple idea is first
to divide an instance of δALWDR into a number of subinstances in which every item appears at most
once; then to solve the subinstances individually, and to combine the computed subsolutions to a whole
solution. Following this idea, this paper develops three algorithms approximating δAγLWDR within a
factor of 1− 1
e
. Based on the simple observation as in Proposition 1, the algorithms can be extended for
approximating δALWDR within a ratio 1− 1
e
− ǫ.
The first algorithm for δAγLWDR is based on the randomized LP rounding technique. The idea is
inspired by the famous randomized algorithms for set cover [14]. Provided that Karmarkar’s algorithm
is used to solve the LP formula [14], the algorithm is with a time complexity of O(m3.5γ
(
T
γ
)3.5
L),
where m is the number of channels, γ is the factor of δAγLWDR, T is the number of time slots, and
L is the maximum length of the input. The algorithm can be extended to δALWDR immediately, within
a runtime O(ǫ3.5m
3.5
ǫ T 3.5L) for any fixed ǫ > 0, which is the same as the result of [16] when δ = 1,
but works for arbitrary δ. We note that the time complexity is high, e.g. it is O(m35T 3.5L) when setting
ǫ = 0.1.
Observe that the high runtime comes from the large number of all possible paths involved in the
first algorithm, we develop the second algorithm via collectively randomized LP rounding technique for
δAγLWDR. This is one of the main results of the paper. The algorithm is first given and analyzed under
the occurrence assumption (each data item appears at most once in every segment of δAγLWDR). By
collectively randomized LP rounding, our algorithm still randomly rounds edges according to an optimum
solution against the LP formula, but simultaneously rounds up a collection of edges (a computed flow) at
one time instead of rounding the edges one by one individually. The improved runtime of the algorithm
is O(m7T 3.5L) using Karmarkar’s algorithm.
Further, it is shown the second algorithm can be improved to solve δAγLWDR without the occurrence
assumption, resulting in the third algorithm of the same ratio 1− 1
e
. The algorithm can also be extended to
approximate δALWDR immediately, at the cost of increasing runtime to O(2
1
ǫ
1
ǫ
m7T 3.5L). This presents
a significant improvement from the previous result O(ǫ3.5m
3.5
ǫ T 3.5L) for δ = 1 in [16]. Although the
improved time complexity still looks high, we argue that it is efficient for two reasons: (1) m is not large
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solve the LP formula. It is known that Karmarkar’s algorithm (or other interior-point method) has better
worst case time complexity, but the simplex method has a much better practical performance. As a by-
product, we also give a fixed-parameter tractable (fpt-)algorithm with a time complexity O(2Bm7T 3.5L)
for δALWDR, where B is the number of time slots that contain data items with multiple occurrences.
In addition, we also prove the NP-completeness of the restricted version of δAγLWDR with δ = 1
and γ = 2, by giving a reduction from the 3-dimensional perfect matching (3DM) problem. We note that
the NP-completeness proof of LWDR in [15] can not be easily extended to show the NP-completeness
of δAγLWDR for γ = 2 and δ = 1.
The remainder of this paper is organized as follows: Section II gives first the construction of the
DAG corresponding to δALWDR, then an LP-formula for the relaxation of the problem, as well as some
interesting properties; Section III presents a ratio 1− 1
e
randomized approximation algorithm with a time
complexity O(m3.5γ T
γ
3.5
L) for δAγLWDR for δ = 1, as well as its ratio proof and its extension to
general δ; Section IV gives a randomized approximation algorithm with ratio 1 − 1
e
and an improved
runtime O(m7T 3.5L) for δAγLWDR under the occurrence assumption, and then its derandomization;
Section V shows that the approximation algorithm can be improved such that it works for δAγLWDR
with the same ratio 1 − 1
e
but without the occurrence assumption, and in addition that δALWDR is
fixed-parameter tractable; Section VI gives the NP-completeness proof for δAγ-LWDR with γ = 2 and
δ = 1; Section VII evaluates our algorithms by experiments; Section VIII concludes this paper.
II. DAG AND LP FORMULA FOR δALWDR
This section will first transform an instance of δALWDR into a layered DAG G with distinct vertices
s and t, such that there exists a retrieve sequence for δALWDR if and only if there exist δ (edge) disjoint
st-paths in G. Then an LP formula is proposed for computing δ disjoint st-paths in the constructed DAG,
and hence for δALWDR. Based on the formula, δALWDR is shown polynomial solvable when each data
item appears at most once in the time interval. Later, the LP formula is shown with an integrality gap 2,
so it is hard to approximate δALWDR within a factor better than 2 using the LP formula.
A. Construction of the Auxiliary DAG
The construction of DAG G is as in Algorithm 1.
Note that |E(G)| = O(|V (G)|2) according to the above construction. Since |V (G)| equals the number
of the occurrences of all the items, |V (G)| = O(m ·T ) holds, where m is the number of channels and T
is the number of time slots. So |E(G)| = O(m2T 2). However, it will be shown later that |E(G)| can be
improved to O(m · |V (G)|) = O(m2T ). Figure 1 depicts an example of constructing a layered DAG for
May 25, 2018 DRAFT
7Algorithm 1 Construction of DAG for δALWDR.
Input: An instance of δALWDR;
Output: G.
1) G := ∅;
2) For every item di:
a) Add an edge set Edi = {ei,j,k = (vi, j, k, wi, j, k)|di appears in the jth channel in the kth time slot}
to G, where w(ei, j, k) = wi;
3) For the relationship between the items, add weight-0 edges to G as below:
a) Edge (wi, j, k, vi′ , j′, k+∆) to G for every i, i
′, j, j′, k and every ∆ ≥ 2, ∆ ∈ Z;
b) Edge (wi, j, k, vi′, j, k′) to D for any k
′ > k; /* For two items which are broadcast both in the
jth channel.*/
4) Add two vertices s and t with weight-0 edges to G as below:
a) Edge (s, vi, j, k) for every i, j and k;
b) Edge (wi, j, k, t) for every i, j and k.
a given δALWDR instance by Algorithm 1. For briefness, we say an instance of δALWDR is feasible,
if and only if there exists a retrieve sequence according to which all data items can be retrieved.
Lemma 2. An instance of δALWDR is feasible if and only if there exist at most δ disjoint st-paths
containing at least one edge of each Edi for each i in the corresponding DAG G.
Proof:We shall only show the lemma holds for the case δ = 1, since the case for general δ is similar.
Assume that oi1,j1,k1 , oi2,j2,k2 , . . . , oil,jl,kl , oil+1,jl+1,kl+1, ..., kl+1 > kl for any l, is a retrieve sequence
for an instance of LWDR, where oil, jl, kl is the occurrence of data item dil in channel jl and time slot
kl. If oil+1, jl+1, kl+1 can be retrieved after oil, jl, kl , then the two data items must be conflict-free. That
is, oil+1, jl+1, kl+1 and oil, jl, kl are either (1) in the same channel, i.e. jl+1 = jl, and kl+1 > kl; or (2) in
different channels and kl+1− kl ≥ 2. According to the construction of G, there must be an edge leaving
wil, jl, kl , the head of the edge corresponding to oil, jl, kl , and entering vil+1, jl+1, kl+1 , the tail of the edge
corresponding to item oil+1, jl+1, kl+1 . Therefore, P = s, vi1,j1,k1, wi1,j1,k1 , vi2,j2,k2, wi2,j2,k2 , . . . , t is an
st path in G.
Conversely, assume that there exists inG a path P = s, vi1,j1,k1 , wi1,j1,k1, vi2,j2,k2 , wi2,j2,k2, . . . , vil,jl,kl ,
wil,jl,kl , vil+1,jl+1,kl+1, wil+1,jl+1,kl+1 , . . . , t, kl+1 > kl, sharing at least one edge with each Edi . According
to the construction as Algorithm 1, there exists an edge (wil,jl,kl, vil+1,jl+1,kl+1) only if kl+1− kl ≥ 2 or
jl = jl+1 and kl+1 > kl. That is, the items corresponding to (vil,jl,kl , wil,jl,kl) and (vil+1,jl+1,kl+1, wil+1,jl+1,kl+1),
May 25, 2018 DRAFT
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d1 d2
d4 d2 d3
d4
t
v2,1,2 w2,1,2v1,1,1
v4,2,1w4,2,1
w1,1,1 v4,1,5 w4,1,5
v3,2,5 w3,2,5w2,2,4v2,2,4
(a)
(b)
t1 t2 t3 t4 t5
edge corresponding to a data item auxiliary edge
Figure 1: Construction of an auxiliary DAG for an instance of LWDR: (a) An instance of LWDR; (b)
The corresponding auxiliary DAG.
say oil, jl, kl and oil+1, jl+1, kl+1 , are conflict-free. That is, oi1,j1,k1 , oi2,j2,k2 , . . . is a valid retrieve sequence.
Then since P contains at least one edge of each Edi , the retrieve sequence retrieves all data items.
While no confusion arises, an edge is said in the kth time slot, if the edge is corresponding to an item
broadcast in the kth time slot.
B. An Linear Programming Relaxation for δALWDR
By Lemma 2, to compute an optimum solution to δALWDR, we need only to compute δ-disjoint
maximum weight st-paths (with some additional restricts) in G. The following formula is an LP relaxation
for δALWDR (an LP relaxation for δALNDR if w(e) = 1 for all e ∈ E):
max
∑
e∈E
w(e)xe (1)
s.t.
∑
e∈Edi
xe ≤ 1 ∀Edi ⊆ E (2)
May 25, 2018 DRAFT
9∑
e∈δ+(v)
xe −
∑
e∈δ−(v)
xe =


0 ∀v ∈ V \ {s, t}
δ v = s
(3)
0 ≤ xe ≤ 1 ∀e ∈ E(G) (4)
If Inequality (2) is removed, then the above formula is exactly an LP formula for the relaxation of
δ-disjoint st-paths in G. Because graph G is acyclic, any integral optimum solution (i.e. a solution with
all xe ∈ {0, 1}) to LP (1) contains no cycle. Thus, the solution is a set of (edge) disjoint paths with
maximum weight, and hence an optimum solution to δALWDR. Note that the condition that graph G
is acyclic is essential. Otherwise, a solution to LP (1) can contain both cycles and paths, and is not a
solution to δALWDR.
Further, since when |Edi | = 1 holds for each di, the constraint matrix of LP (1) is known totally
unimodular [18], we have the following property that indicates δALWDR is polynomial solvable when
each data item broadcast at most once:
Theorem 3. When |Edi | = 1 holds for each di, any basic optimum solution to LP (1) is integral, i.e.,
each edge e is with xe = 0 or xe = 1.
Therefore, according to the theorem above, to solve an instance of δALWDR in which each item
appears at most once, we need only to compute a basic optimum solution to LP (1) with ∀i |Edi | = 1.
Moreover, it is known that a basic optimum solution to LP (1) can be computed in polynomial time [14].
Hence, we have:
Corollary 4. δALWDR is polynomial solvable when each data item is broadcast at most once.
However, it is known the general case of δALWDR is NP-hard even when δ = 1. Worse still, it
is hard to approximate δALWDR within a factor better than 12 via LP (1), as stated in the following
observation:
Proposition 5. The integrality gap of LP(1) is 12 , even for LNDR with only two channels and each data
item is broadcast at most twice.
To show the integrality gap as above, we give an instance of LWDR as depicted in Figure 2, where there
are only two channels, one antenna, and every item in the instance has the same weight and is broadcast
at most twice. Then apparently, an optimal solution is to retrieve data items {di|i = 1, 3, . . . , 2n−1}, for
which the antenna only needs to keep listening to the upper channel. That is, the weight of the retrieved
data items of an optimal solution is n. On the other hand, {xe =
1
2 |e ∈ Edi} is an optimal solution to
LP (1) against the instance, resulting a weight of 2n.
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d1 d1
d2 d4 d6
d5
t1 t2 t3 t4 t5 t6
d2
d3 d3 d5
d4 d6 d2n
d2n−1
t2n−1 t2n
d2n−1
. . .
. . .
. . .
. . .
. . .
. . . d2n
Figure 2: Integrality gap of LP (1).
Then following the definition of integrality gap, it is impossible to design an approximation algorithm
with ratio better than 2 based on LP (1) (using LP-rounding, primal-dual method, etc). However, it is
worth noting that the integrality gap of LP (1) is better than 2 if the occurrence assumption holds. In
fact, that is why we propose the occurrence assumption.
III. A FACTOR−1− 1
e
APPROXIMATION ALGORITHM FOR δAγLWDR
Instead of approximating δALWDR directly, this section will first give an approximation algorithm
with ratio 1− 1
e
for δAγLWDR for δ = 1, and then show that it can be extended to general δ. The key
idea of the algorithm comes from the following simple observation that can be easily extended from a
lemma in[16].
Proposition 6. All possible k retrieval sequences can be computed in O(mkT ) time for δALWDR, where
T is the number of the time slots.
From the above proposition, a simple idea is first to solve each segment of δAγLWDR individually
(since a segment is an instance of δALWDR with γ time slots), and then to combine the computed
subsolutions to a whole solution. However, the difficulty is how to guarantee that the subsolutions could
compose a good solution. To overcome the difficulty, we first compute all possible paths for each segment
of δAγLWDR, then give a LP formula for δAγLWDR based on the set of paths. Based on the formula, an
approximation algorithm is developed by employing randomized rounding technique. The approximation
achieves the same ratio of 1− 1
e
as in [16], but is simpler and can be easily extended to solve δAγLWDR
(and δALWDR) for general δ.
A. The LP Formula for Relaxation of δAγLWDR
Let G be the auxiliary graph output by Algorithm 1. Let tj0 = t0, tj1 , . . . , tjl . . . be the vacant time
slots in δAγLWDR. Assume that Gi is the part of G between tji−1 and tji , i.e. it corresponds to the ith
segment of δAγLWDR. Let P = {P1, . . . ,PN}, where Pi = {Pi,j |j = 1, . . . , hi and |Pi,j ∩Edl | ≤ 1∀l}
is the set of all the possible paths of Gi that correspond to retrieve sequences. Each Pi,j is assigned with
a weight w(Pi,j) =
∑
e∈Pi,j
w(e). Formally, our LP relaxation for δAγLWDR is as below:
May 25, 2018 DRAFT
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Algorithm 2 A randomized algorithm for δAγLWDR.
Input: G, P = {P1, . . . ,PN}, where Pi = {Pi,j |j = 1, . . . , hi} is a collection of paths of Gi, with a
weight w(Pi,j) =
∑
e∈Pi,j
w(e);
Output: C, a solution to δAγLWDR for δ = 1.
1) C := ∅;
2) Solve LP (5) against P for δ = 1 by Karmarkar’s algorithm [18], and obtain an optimal solution
x = (x∗1,1, . . . , x
∗
i,j, . . .);
3) For i = 1 to N do
a) Set Pi := Pi, j with probability x
∗
i,j; /* Pi is the element selected in Pi. */
b) C := C ∪ {Pi};
4) Return C.
max
N∑
i=1
∑
Pi,j∈Pi
w(Pi,j) · xi,j (5)
s.t.
∑
Pi,j∈Pi
xi,j = δ ∀Pi ∈ P (6)
∑
i,j:Pi, j∩Edl 6=∅
xi,j ≤ 1 ∀Edl ⊆ E(G) (7)
0 ≤ xi, j ≤ 1 ∀Pi,j ∈ Pi (8)
In the above formula, xi,j = 1 indicates Pi,j is selected, and xi,j = 0 otherwise. Inequality (7) is to
guarantee that a feasible solution of LP (5) contains at most one edge of each Edl , i.e. at most one edge
for item dl. If xi,j ∈ {0, 1} 1, the above formula becomes an integral programming (IP) formula for
δAγLWDR.
B. The Randomized Algorithm for δAγLWDR
Let χ = (x∗1,1, . . . , x
∗
i,j, . . .) be an optimal solution to LP (5), and wLP be its weight. The key idea
of our algorithm is to interpret the fractional value x∗i,j as the probability of selecting Pi,j for Pi. Then
the algorithm is formally as in Algorithm 2.
Lemma 7. Algorithm 2 is a randomized (1− (K−1
K
)K)-approximation algorithm with a time complexity
of O(m3.5γ · (T
γ
)3.5 ·L) for δAγLWDR for δ = 1, where L is the maximum length of input and K is the
maximum occurrence times of e in all Pi,j .
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Proof: The runtime of Algorithm 2 is easy to calculate: Step 2 of the algorithm takesO
((∑N
i=1 |Pi|
)3.5
L
)
time to run Karmarkar’s algorithm, where |Pi| = O (m
γ). Then because other steps take trivial time
compared to Step 2, the total time is O((N ·mγ)3.5 L) = O(m3.5γ · (T
γ
)3.5 · L).
For the ratio, let SOL and wSOL be the output of the algorithm and its weight respectively. To calculate
the expected value of the output of the algorithm, it remains only to compute the probability that none of
the edges of Edl is in any Pi,j ∈ SOL. Below is the probability that Edl∩Pi,j = ∅ for every Pi,j ∈ SOL:
∏
i

1− ∑
j:Edl∩Pi,,j 6=∅
x∗i,j

 ≤ ∏
i,j:Edl∩Pi,,j 6=∅
(
1− x∗i,j
)
.
Then since
∑
i,j:Edl∩Pi,,j 6=∅
x∗i,j is fixed, we assume that
f =
∏
i,j:Edl∩Pi,,j 6=∅
(1− x∗i,j)− λ ·
∑
i,j:Edl∩Pi,,j 6=∅
x∗i,j
. It is easy to see f attains maximum when
∂f
∂x∗i,j
= λ ∀i, j : uk ∈ Pi,j.
That is, when all elements of
{
x∗i,j|Edl ∩ Pi,,j 6= ∅
}
are the same,
∏
i,j:Edl∩Pi,,j 6=∅
(1 − x∗i,j) attains
maximum (1− 1
K
)K , where K is the number of the occurrence times of any edge of Edl appearing in
all Pi,j . So edges of Edl have a probability of at most (1−
1
K
)K to be all absent from every Pi,j . Now
we have all the ingredients for computing E(wSOL), the expectation of wSOL:
E(wSOL) = wLP − (expected weight of the elements absenting every Pi,j) · wLP (9)
≥ (1− (1−
1
K
)K) · wLP
Since wLP is the weight of an optimal solution to LP (5), wLP is not less than wOPT , the weight of
an optimal solution to δAγLWDR. Therefore, E(wSOL) ≥ (1− (1−
1
K
)K) · wOPT . This completes the
proof.
By simple arithmetical calculation, it is easy to see the ratio will be 0.75 when K = 2, be 0.704 when
K = 3, and be 0.684 when K = 4. Further, following the inequality as in Proposition 8 below, the ratio
of our algorithm would be not less than limK→+∞ 1− (
K−1
K
)K = 1− 1
e
.
Proposition 8. f(K) = 1− (K−1
K
)K is a monotone increasing function for K ≥ 2.
Proof: The derivative of f(K) is as in the following:
f(K)′ = ((
K − 1
K
)K)′ = (eK(ln(K−1)−lnK))′ = eK(ln(K−1)−lnK)· (
1
k − 1
+ ln
K − 1
K
).
Because for K = 2, we have both 1
k−1 + ln
K−1
K
> 0 and its derivative ( 1
k−1 + ln
K−1
K
)′ = 1(K−1)2 > 0,
f(K)′ > 0 holds for any K ≥ 2. That is, for any K ≥ 2, f(K) is monotone increasing.
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The derandomization of Algorithm 2 to δAγLWDR follows a similar line as the derandomization of
Section 4 (although it is a little more complicated). So we omit it here.
C. Extension to δAγLWDR
In this subsection, Algorithm 2 is extended to solve δALWDR for general δ. To do this, two changes
are needed for the algorithm: the first is to change the formula of LP (5), by setting the right part of the
constraint of Equality (6) from 1 to δ accordingly; the second is to select δ disjoint paths to round up
simultaneously for each Ph, while Algorithm 2 round up only one path for each Ph. More precisely, the
second is to modify Step 3 of Algorithm 2 as below:
For each {Ph,j1 , . . . , Ph,jδ} ⊆ Ph with Ph,ji ∩ Ph,jk = ∅ for ji 6= jk do
(a) Set Ph := {Ph,j1 , . . . , Ph,jδ} with probability
∑
δ
l=1
x∗i,jl
δ
, where {Ph,j1 , . . . , Ph,jδ} is a set of δ
disjoint paths in Ph and Ph is the set of δ paths selected from Ph.
(b) C := C ∪ Ph.
Lemma 9. δAγLWDR admits an approximation algorithm with ratio 1− 1
e
and runtime O(m3.5γ ·(T
γ
)3.5 ·
L+ T
γ
mδγ).
Proof: The ratio can be obtained following exactly the same line of Lemma 7.
For the time complexity, Step 2 takes O(m3.5γ ·(T
γ
)3.5·L) time to solve LP (5). Step 3 takes

 mγ
δ

 =
O(mδγ) time to select a Ph to round up, since it has to select δ paths among m
γ paths which are all
possible paths in Pi. Therefore, the total runtime is O(m
3.5γ · (T
γ
)3.5 · L + T
γ
mδγ). This completes the
proof.
IV. APPROXIMATION ALGORITHMS FOR δAγLWDR UNDER OCCURRENCE ASSUMPTION
The section will give an algorithm to approximate δAγLWDR within a factor of 1− 1
e
for general δ,
under the occurrence assumption that every item is broadcast at most once in each segment. To do this,
an approximation algorithm is first given for δAγLWDR for δ = 1, with the key idea of collectively and
randomly rounding fractional edges according to an optimum solution to LP (1). Later, the algorithm is
derandomized using an interesting method based on conditional expectation.
For all the algorithms in this section, the key observation is that the high time complexity of Algorithm
2 mainly comes from the large size of Pi, m
γ , where m is the number of the channels and γ the length of
a segment. The basic idea of the algorithms is to compute the necessary paths only, instead of computing
all possible paths. To do this, we release paths (or more precisely subflows) from the fractional flow of
an optimum solution to LP (1). Those released paths compose the set of necessary paths for each Pi. An
integral solution to δAγLWDR can then be obtained by rounding such fractional paths.
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Algorithm 3 A collective randomized rounding algorithm for δAγLWDR.
Input: Auxiliary graph G corresponding to an instance of δAγLWDR with occurrence assumption and
δ = 1, in which Gi is corresponding for the ith segment of δAγLWDR;
Output: A solution to δAγLWDR.
1) Solve LP (1) against G by Karmarkar’s algorithm [18], and obtain an optimal solution x =
(x∗1,1,1, . . . , x
∗
i,j,k, . . .);
2) For h = 1 to N do
a) For the flow corresponding to x, divide the part in Gh into a set of subflows, say Fh =
{fh,1, . . . , fh, jh} where fh, j is with value yh, j , j ∈ {1, . . . , jh} by using Algorithm 4
(given later);
b) Round the value of fh, j to 1 with probability yh, j ;
3) Return the set of the subflows with value 1 as a solution to δAγLWDR.
A. A Randomized Algorithm for δAγLWDR under Occurrence Assumption
Our algorithm is mainly composed by the following steps: first to compute an optimum solution against
LP (1) for the constructed graph G, output by Algorithm 1 for an given δAγLWDR instance; then for each
γ-separated segment, the algorithm releases a set of subflows with fractional value from the computed
solution; later, the value of each subflow is randomly rounded to 1 with probability proportional to
the original value. Eventually, the combination of the rounded subflows of each γ-separated segment
will collectively compose an integral solution to δAγLWDR. The full layout of the algorithm is as in
Algorithm 3.
Lemma 10. Algorithm 3 outputs a solution for δAγLWDR within runtime O(|E(G)|3.5L), where L is
the maximum length of the input.
Proof: Step 1 of the algorithm runs Karmarkar’s algorithm and takes O(|E(G)|3.5L) time to solve
LP(5) wrt the auxiliary graph G, since the number of the constraints of LP (5) is O(|E(G)|+ |V (G)|) =
O(|E(G)|). According to Lemma 11 (which is given later), Step 2 takes O(|E(Gh)|
2) time to compute
each Fh, and the rounding time for each Fh is O(|Fh|) = O(|E(Gh)|
2). So the total time of Step 2 is
O(N · |E(Gh)|
2). Therefore, the total time complexity of Algorithm 3 is O(|E(G)|3.5L).
Let m be the number of channels and T be the number of time slots. Recall that |V (G)| equals to
the number of all the occurrences of the data items O(mT ), and |E(G)| = O(|V (G)|2) according to the
construction of G as Algorithm 1. However, as will be shown in Section V, |E(G)| can be decreased to
O(m · |V (G)|) = O(m2T ). So the runtime of Algorithm 3 is actually O(m7T 3.5L).
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Lemma 11. Algorithm 3 is a randomized (1− (K−1
K
)K)-approximation algorithm for δAγLWDR, where
K is the maximum occurrence times of di in the subflows in the time interval.
Proof: Let SOL and OPT be the output of the algorithm and the optimum solution of δAγLWDR,
respectively. We shall show E(w(SOL)) ≥ w(OPT ) · (1 − (K−1
K
)K), where E(w(SOL)) is the ex-
pectation of w(SOL). Let wLP be the weight of an optimum solution to LP (1) against G. Since
w(OPT ) ≤ wLP , it remains only to show E(w(SOL)) ≥ wLP · (1− (
K−1
K
)K). Thus, we will calculate
how much weight is expected to lose during the rounding procession. For item di, assume that
∑
j,k,h,l:ei,j,k∈fh,l
yh,l = α, 0 ≤ α ≤ 1,
where yh,l is the value of flow fh,l which contains ei,j,k. Then the probability that the algorithm does
not pick di is:
(1− α) + α ·
∏
j,k,h,l:ei,j,k∈fh,l
(α− yh,l).
Then since
∑
j,k,h,l:ei,j,k∈fh,l
yh,l = α is fixed, we assume that gi =
∏
j,k,h,l:ei,j,k∈fh,l
(α − yh,l) − λ ·∑
j,k,h,l:ei,j,k∈fh,l
yh,l. Similar to the proof of Lemma 7, it is easy to see gi attains maximum when
∂gi
∂yh,l
= 0 ∀j, k, h, l : ei,j,k ∈ fh,l.
That is, gi attains maximum when every yh,l : fh,l ⊇ {ei,j,k} is with the same value. Then the
probability that the algorithm does not pick any edge corresponding to di is at most:
(1− α) + α · (1−
1
K
)K ,
where K is the number of the occurrences of ei,j,k, ∀j, k, in all subflows, i.e. fh, l, ∀h, l. So the
expectation of item di being picked is α(1− (1−
1
K
)K). Therefore the expectation of w(SOL) is:
E(w(SOL)) = wLP
(
the probability of the edges responding to diappearing in any fl
α
)
≥ (1− (1−
1
K
)K) · wLP
This completes the proof.
It remains to give the division of the subflows for Algorithm 3. Let x = (x∗1,1,1, . . . , x
∗
i,j,k, . . .) be an
optimal solution to LP (5). W.l.o.g., assume that we are processing the edges of Gh, and Eh = {e|0 <
xe ≤ 1}, i.e. Eh is the set of edges with 0 < xe ≤ 1 in Gh. The key idea of the computation is to
repeatedly select an edge e with minimum xe, and then construct in Eh a flow (which is also a single
path) of value xe going through e, until every edge e in Eh is with xe = 0. The detailed algorithm is
shown in Algorithm 4.
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Algorithm 4 Computation of Fh.
Input: Gh, Eh and x = (x
∗
1,1,1, . . . , x
∗
i,j,k, . . .), an optimum solution to LP (1);
Output: Fh.
1) Set Fh := ∅, i := 1;
2) Set e∗ := nil, xe∗ := 0, fh,i := ∅;
3) For each e ∈ Eh do
a) If xe < xe∗ then
e∗ := e;
/*Find an edge e∗ ∈ Eh with xe∗ ≤ xe for any e ∈ Eh. */
4) fh,i := fh,i ∪ {e
∗};
5) Set epre := esuc := e
∗;
6) While epre has preceding edges do
a) Select one of the preceding edges, say e;
b) Set xe := xe − xe∗ , epre := e, and fh,i := fh,i ∪ {e
∗};
EndWhile
/*Add the part of fh,i before e
∗ to fh,i.*/
7) While esuc has successor edges do
a) Select one of the successor edges, say e;
b) Set xe := xe − xe∗ , esuc := e, and fh,i := fh,i ∪ {esuc};
EndWhile
/*Add the part of fh,i after e
∗ to fh,i.*/
8) Set xe∗ := 0 and Fh := Fh ∪ fh,i; /*Add fh,i to Fh.*/
9) For each e ∈ Eh do
If xe = 0 then Eh := Eh \ {e};
10) If Eh 6= ∅ then
Set i := i+ 1 and go to Step 2;
Else return Fh.
Lemma 12. Algorithm 4 runs in O(|E(Gh)|
2) time, and correctly computes a set of flows Fh = {fh,i}
for Gh, such that |Fh| ≤ |E(Gh)| and xe =
∑
h,i: e∈fh,i
yh,i holds for each e ∈ Gh.
Proof: Algorithm 4 iterates Step 2-10 at most |Eh| times, since each iteration removes at least one
edge from Eh. In each iteration, Step 6 and 7 need to verify all edges of Eh in the worst case, which is
at most O(Eh). So Algorithm 4 runs in O(|E(Gh)|
2) time.
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Algorithm 5 Derandomization of Algorithm 3.
Input: F = {F1, . . . ,FN}, where Fi = {fi, j} is a collection of flows for the ith segment of δAγLWDR;
Output: C, a solution to δAγLWDR.
1) C := ∅;
2) Solve LP (1) by Karmarkar’s algorithm [18], and obtain an optimum solution x;
3) For i = 1 to N do
a) For each fi,j ∈ Fi do
Set zi,j := w(fi,j) +w(x(G
i \ fi,j));
/* zi,j is the weight of fi,j plus the expected weight sum of edge e ∈ G
i \ fi,j selected at
probability xe. */
b) Select j∗i , such that zi,j∗i ≥ zi,j for every fi,j ∈ Fi;
c) C := C ∪ {fi,j∗i }
4) Return C.
For |Fh|, according to Algorithm 4, the size of Eh decreases at least one when a new flow is added
to Fh, since at least an edge e
∗ with its xe∗ set to 0 is removed from Eh. So |Fh| ≤ |Eh| ≤ |E(Gh)|.
For the latter part, xe =
∑
h,i: e∈fh,i
yh,i clearly holds since Algorithm 4 decreases yh,i from xe if and
only if e ∈ fh,i.
Similar to the extension of Algorithm 2 to δAγLWDR, and the analysis of Lemma 9, it is easy to
extend Algorithm 3 to δAγLWDR for general δ. Hence, the extension is omitted.
B. Derandomization
The main idea of our derandomization is inspired by the derandomization technique using conditional
expectations as implicitly given in [4] and formally given in the book [20]. That is, to pick fi,j for Fi in a
greedy and sequential way: the flow for F1 is first to select, then F2, F3, . . ., and so on. Assume that the
selection of the flow for F1, . . . ,Fh is complete, and the algorithm is currently selecting flow for Fh+1
against Gh+1 = G \ {Gi|1 ≤ i ≤ h} \ {e|e ∈ fi,j∗i , 1 ≤ i ≤ h}, where fi,j∗i is the flow already selected
(i.e., yi,j∗i is rounded to 1) for Fi, and G
h+1 contains only the edges corresponding to data items to be
covered in future. Our algorithm selects for Fh+1 for the flow fh+1, j∗h+1 with w(fi,h+1) + w(x(G
h+1))
maximized. The detailed algorithm is shown in Algorithm 5. Why the algorithm removes the edges of
{e|e ∈ fi,j∗i , 1 ≤ i ≤ h} from G
h+1 is that, if the edge corresponding to item dl is already in Fi : i ≤ h,
the weight of the retrieve sequence will not increase by covering any edge corresponding to the same
item dl for later processing.
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Lemma 13. The ratio of Algorithm 5 is 1− 1
e
.
Proof: Let E(w(x(Gh))) denote the expectation weight sum of edges e ∈ Gh picked at probability
xe, i.e.
E
(
w
(
x
(
Gh
)))
=
jh∑
i=1
yi,ji ·
(
w (fi,ji) + E
(
w
(
x
(
Gh \ fi,ji
))))
(10)
Then E(w(x(G1))) is equal to E(w(SOL)), the expectation of the weight of the output of Algorithm 3.
So we need only to show
∑N
i=1 w(fi,j∗i ) ≥ E(w(x(G
1))), provided that E(w(SOL)) ≥ (1− 1
e
)w(OPT )
holds according to Lemma 11.
First, for the last iteration, the algorithm picks fN, j∗N with maximum zN,j := w(fN,j) among all js in
GN , so the following inequality obviously holds:
w(fN,j∗N ) ≥ E(w(x(G
N ))). (11)
Consider that we are selecting for h, then since j∗h is chosen to attain maximum zh,j∗h , we have:
w
(
fh,j∗h
)
+ E
(
w
(
x
(
Gh+1
)))
≥
∑jh
i=1 yi,ji ·
(
w (fi,ji) + E
(
w
(
x
(
Gh \ fi,ji
))))
(12)
Then, combining Inequality (10) and (12) yields
w
(
fh,j∗h
)
+ E
(
w
(
x
(
Gh+1
)))
≥ E
(
w
(
x
(
Gh
)))
. (13)
Summing up Inequality (13) for every 1 ≤ h ≤ N − 1, and combining with Inequality (11), we have:
N∑
h=1
w
(
fh,j∗h
)
+
N−1∑
h=1
E
(
w
(
x
(
Gh+1
)))
≥
N∑
h=1
E
(
w
(
x
(
Gh
)))
.
That is,
∑N
i=1w(fi,j∗i ) ≥ E(w(x(G
1))). This completes the proof.
V. AN IMPROVED APPROXIMATION ALGORITHM FOR GENERAL δAγLWDR
In this section, we shall show that Algorithm 3 can be extended to approximate general δAγLWDR
within the same factor of 1− 1
e
, without the occurrence assumption. The key observation is that Algorithm
3 cannot produce a good approximation ratio for δAγLWDR since a fractional flow can contain two
edges corresponding to an identical data item. So the idea of the extension is to construct an improved
auxiliary graph in which different edges of an identical flow is corresponding to distinct data items. Then,
the algorithm is to employ the collectively flow rounding method based on LP (14) given in this section
against the improved auxiliary graph, and obtain an approximation solution with the same ratio 1− 1
e
.
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A. A Refined Construction and a Dual LP Formula
Before giving the auxiliary graph where our algorithm can work correctly, we would like first to give a
refined construction of G, which significantly decreases the number of edges of G, from O(|V (G)|2) to
O(m · |V (G)|), where m is the number of the channels. The key observation of the refined construction
is that for a valid retrieve sequence of LWDR, the constructed graph need only to contain an st-path
with all the edges, but not necessarily exactly the same edges corresponding to the data items in the
retrieve sequence. Hence, we need only to construct a DAG satisfying Lemma 14. The key idea of the
construction is to connect the head of an edge to only one edge in every channel.
However, as analyzed later, LP (1) is not suitable for δAγLWDR with respect to the construction.
Besides the main part of G, it requires an additional virtual part to collaborate a new LP relaxation. The
full layout of the construction is in Algorithm 6.
Lemma 14. S is a valid retrieve sequence for δAγLWDR if and only if in the constructed graph of
Algorithm 6 there exist δ disjoint st-paths whose corresponding retrieve sequences contain every item of
S.
Proof: We shall only show the lemma holds for the case δ = 1, since the case for general δ is
similar.
For the “only if” direction, let S = oi1,j1,k1 , oi2,j2,k2 , . . . oil,jl,kl , oil+1,jl+1,kl+1 , . . ., kl+1 > kl for any l,
be a retrieve sequence for an instance LWDR, where oil,jl,kl is data item dil retrieved in channel jl and
time slot kl. If oil+1,jl+1,kl+1 can be retrieved after oil,jl,kl , then the two data items must be conflict-free.
That is, oil+1,jl+1,kl+1 and oil,jl,kl are either (1) in the same channel, i.e. jl1+1 = jl; or (2) in different
channels and kl+1−kl ≥ 2. According to the construction of G, there will be an edge leaving wil,jl,kl , the
head of the edge corresponding to item oil,jl,kl , and entering vil+1,jl+1,k′ , the tail of the edge corresponding
to a conflict-free data item oil+1,jl+1,k′ for the minimum k
′ > kl. Then according to the construction again,
there exists a path from oil+1,jl+1,k′ to oil+1,jl+1,kl+1 . That is, every oil+1,jl+1,kl+1 is reachable from vil,jl,kl .
Therefore, P = s, vi1,j1,k1 , wi1,j1,k1 , vi2,j2,k2 , wi2,j2,k2, . . . , t is an st path in G.
For the “if” direction, assume that there exists a path P = s, vi1,j1,k1 , wi1,j1,k1, vi2,j2,k2 , wi2,j2,k2 , . . . ,
vil,jl,kl , wil,jl,kl, vil+1,jl+1,kl+1 , wil+1,jl+1,kl+1 , . . . , t, kl+1 > kl, in G. According to the construction, for any
edge (wil,jl,kl , vil+1,jl+1,kl+1), kl+1 − kl > 1 holds or jl = jl+1 and kl+1 > kl both hold. That is, the
items retrieved in time slot kl and kl+1, say oil,jl,kl and oil+1,jl+1,kl+1 can be retrieved conflict-freely. So
oi1,j1,k1 , oi2,j2,k2 , . . . is a valid retrieve sequence. These completes the proof.
It is easy to see that the DAG G resulting from Algorithm 6 has a much smaller size compared to the
previous construction as in Algorithm 1, as stated below:
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Algorithm 6 Construction of Auxiliary Graph for δAγLWDR.
Input: An instance of δAγLWDR;
Output: G.
1) Set G := ∅, Gv := ∅, Gr := ∅; /*Initialization. Gr is for the main part that corresponding to
δAγLWDR; Gv the additional virtual part for a new LP relaxation.*/
2) For every item di:
Add an edge set Edi = {ei,j,k = (vi,j,k, wi,j,k)|di appears in channel jin the kth time slot} to
Gr , where w(ei,j,k) = wi;
3) Add two vertices s and p with weight-0 edges to Gr as below:
a) Edge (s, vi,j,k) with minimum k for every j;
b) Edge (wi,j,k, p) with maximum k for every j;;
4) For j = 1 to m do
For k = 1 to T do /* Add edges for the relationship between the items. */
If edge (vi,j,k, wi,j,k) exists then
Add weight-0 edge (wi,j,k, vi′,j,k′) to Gr with minimum k
′ > k;
Add weight-0 edge (wi,j,k, vi′,j′,k′) to Gr with minimum k
′ > k + 1 for every j′ 6= j;
EndIf
/*For each item add an edge from vi,j,k to the tail of the edge corresponding to the nearest item
that could be retrieved conflict-freely afterward.*/
5) For every item di do
Add edges ei = (uT+i, vT+i) and e
′
i = (u
′
T+i, v
′
T+i), as well as the edges ei = (uT+i, v
′
T+i) and
e′i = (u
′
T+i, vT+i), to Gv where c(ei) = 1 and w(ei) = w(di), other edges are all with cost 0.
/* The construction of Gv. Note that vT+i = uT+i+1, v
′
T+i = u
′
T+i+1, and uT+n = u
′
T+n = t.*/
6) Add edges e(p, uT+1) and e(p, u
′
T+1) to Gv;
/* Add the connection between Gr and Gv . */
7) Return G := Gr ∪Gv.
Lemma 15. In the constructed graph G, there exist at most O(m · T ) vertices, and at most O(m2T )
edges.
Proof: Clearly, we have |V (G)| = O(m · T ). That is because we add an edge for each occurrence
of the data items in the construction, and the number of the occurrences is at most O(m ·T ). Then since
there exist at most m edges leaving a vertex, E(G) ≤ m · |V (G)| = O(m2T ).
We now argue that LP (1) is no longer a relaxation for δAγLWDR with respect to the above refined
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construction. Because for a solution of δAγLWDR, there might exist no st-path with exactly the edges
corresponding to the retrieved sequence, i.e. because a path in G might contain two edges that corre-
sponding to an identical data item (See figure 3 for an example: The path, corresponding to the retrieve
sequence containing d1, d2, d3, is forced to go through both edges (v2,1,2, w2,1,2) and (v2,2,4, w2,2,4),
which are corresponding to the an identical item). But according to Inequality (2),
∑
e∈Edi
xe ≤ 1 should
hold. Therefore, it remains to give a new LP formula for δAγLWDR with respect to G resulted from
the refined construction. To do so, we first add a virtual part to G, and then give an LP formula, which
allows a path in G to contain multiple edges corresponding to an identical item. Then the LP formula is
as below:
min
N+n∑
i=N+1
c(ei) · w(ei)·xei (14)
s.t.
∑
e∈δ+(v)
xe −
∑
e∈δ−(v)
xe =


0 ∀v ∈ V \ {s, t}
δ v = s
(15)
∑
j,k
xei,j,k ≥ 1 1 ≤ i ≤ n (16)
0 ≤ xe ≤ 1 ∀e ∈ G (17)
where xe = 1 iff e is selected and xe = 0 otherwise. If xe ∈ {0, 1}, then from Lemma 14, the above
formula becomes an integral programming (IP) formula for δAγLWDR. The intuitive explanation of the
above LP is as below: Let W =
∑n
i=1wi, let cIP be the minimum of the objective function of the
IP corresponding to LP (5), and let wOPT be the weight of an optimal solution to the corresponding
δAγLWDR instance. Then, we have
W = cIP + wOPT . (18)
Because W is fixed, it is identical either to maximize wOPT or to minimize cIP .
Then based on the new LP formula, Algorithm 3 can be immediately adopted to solve δAγLWDR.
Following the same line of Lemma 11 and 10, and then Lemma 15 on the sized of G, we have the
following Theorem:
Theorem 16. Under the occurrence assumption, δAγLWDR admits an algorithm with ratio 1− 1
e
and a
time complexity O(m7T 3.5L).
B. Construction of the Improved Auxiliary Graph
This subsection will further improve the auxiliary graph output by Algorithm 6, such that in the
improved auxiliary graph any path in a segment will not go through two edges corresponding to an
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Figure 3: A refined construction of DAG: (a) An instance of LWDR; (b) The refined corresponding graph.
identical data item. Thus, the improved auxiliary graph can be considered as a graph satisfying the
occurrence assumption, and hence Algorithm 3 can be employed to solve the δAγLWDR problem
accordingly. The key idea of the improved construction is to find and eliminate every pair of edges
which correspond to an identical data item and appear in a common path within a segment. The detailed
construction of the improved auxiliary graph is in Algorithm 7, where w.l.o.g. we assume the δAγLWDR
instance has only one segment, since the case for multiple segments is similar. An example of execution
of the algorithm is depicted in Figure 4.
Lemma 17. In runtime O(2γ |E(G)|), Algorithm 7 outputs a graph G′ with at most O(2γ |E(G)|) edges,
where γ is the maximum length of a segment of δAγLWDR. G′ has a size, i.e. max{E(G′), V (G′)}, not
larger than 2γ · |E(G)|, and every path therein contains at most one edge of Edi for each item di within
a segment.
Proof: For the time complexity, Step 2 of Algorithm 7 repeats at most O(γ) times, each of which
at most doubles the size of G′. Since G′ is initially G, |E(G′)| ≤ 2h−1 · |E(G)| holds at the beginning
of the hth iteration. In this iteration, it takes O(E(G′)) time to duplicate the edges (in Step 2(a)) and
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Algorithm 7 The construction of an improved auxiliary graph.
Input: A refined auxiliary graph G (for δAγLWDR with one segment) output by Algorithm 6;
Output: A graph G′, in which no flow exists containing two edges corresponding to an identical data
item.
1) G′ := G;
2) For h = 1 to T do
a) For each edge e = (v, w) ∈ G[th+1, p] do /*G[th+1, p] is the subgraph of G from time slot
th+1 to p.*/
Add a corresponding edge duplicating e, say e(k) = (v(k), w(k)), to G
′
, assuming it is the
kth time duplicating e;
/*Duplicate G[th+1, p] by duplicating every edge therein. */
b) For j = 1 to m do
while there exist both edge (vi,j,h, wi,j,h) and edge (vi,j′,h′ , wi,j′,h′) with h
′ > h, such that
vi,j′,h′ is reachable from wi,j,h do
/*There exist a path containing 2 edges both corresponding to item di.*/
(i) Replace each edge ended at vi,j,h, say e(v, vi,j,h), with e(v,wi,j,h) in G
′;
(ii) Replace each edge ended at v
(k)
i,j′,h′ , say e(v, v
(k)
i,j′,h′), with e(v,w
(k)
i,j′,h′) in G
′;
Endfor
3) Return G′.
takes O(E(G′)) time to check for (vi,j,k, wi,j,k) for every j that whether there exists a path containing
2 edges both corresponding to an identical item (in Step 2(c)). So the total runtime of the algorithm is∑γ
h=1O(2
h−1 · |E(G)|) = O(2γ · |E(G)|). In addition, we also have E(G′) = O(2γ · |E(G)|).
According to Algorithm 7, the hth iteration guarantees that no path can contain both edge (vi,j,h, wi,j,h)
and another edge corresponding to di. Therefore, when Algorithm 7 terminates, all paths containing 2
edges corresponding to an identical item are eliminated. This completes the proof.
The correctness of Algorithm 7 can be immediately obtained from the following lemma:
Lemma 18. There exists δ-disjoint st-path P1, . . . , Pδ in G if and only if there exists in G
′ δ disjoint
st-paths Q1, . . . , Qδ, such that their corresponding retrieve sequences contain identical data items.
Proof: Let ei,j,k and ei′,j′,k′ be two edges in G output by Algorithm 6, where ei,j,k means that data
item di appears in channel j at time slot k. According to the construction of G
′ as in Algorithm 7, if
ei,j,k and ei′,j′,k′ connected in G, then any duplication of ei,j,k and that of ei′,j′,k′ are connected in G
′
when i 6= i′. Let P containing edges {ei1,j1,k1 , . . . , eih,jh,kh}, kl < kl+1, be a path in G, where e kl
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Figure 4: An construction of the improved DAG.
is the minimum time slot where dil’s corresponding edges appear on the path P . Then there must exist
a path Q containing {e
(∗)
i1,j1,k1
, . . . , e
(∗)
ih,jh,kh
} in G′, where e
(∗)
i1,j1,k1
means any duplication of ei1,j1,k1 .
Therefore, there exists Q in G′ which retrieves the same data items {di1 , . . . , dih} as P does. Similarly
and conversely, we can construct a path P in G from Q in G′, such that P and Q contain identical data
items. This completes the proof.
Theorem 19. δAγLWDR admits an approximation algorithm with a ratio 1 − 1
e
and a time complexity
O(2γm7T 3.5L), wherem is the number of channels, T is the number of time slots, and L is the maximum
length of the input.
Proof: The ratio can be easily obtained by combining Lemma 18 and 11. For the time complexity,
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Figure 5: An construction of the improved DAG (continued)
it takes O(|E(G)|3.5L) time to solve LP (14), since the number of the constraints is O(|E(G)|) [14].
Then by Lemma 17, the runtime O(2γm7T 3.5L) follows.
For any given ǫ > 0, by setting γ =
⌊
1
ǫ
⌋
when transforming from δAγLWDR to δALWDR, and then
combining Theorem 19 and Proposition 1, we have:
Theorem 20. For any fixed ǫ > 0, δALWDR admits an approximation algorithm with a ratio 1− 1
e
− ǫ
and a runtime O(2
1
ǫ
1
ǫ
m7T 3.5L).
As a by-production, it can be shown that δALWDR is fixed parameter tractable with respect to the
parameter “B”:
Corollary 21. δALWDR admits an exact algorithm with a time complexity O(2Bm7T 3.5L), where B is
the number of time slots containing data items which has occurrences in subsequent time slots.
Proof: For any instance of δALWDR, the exact algorithm is first to run Algorithm 7 against the
instance, and then to solve the according LP 14 to get a basic optimum solution. Then since |E(G′)| =
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O(2B · |E(G)|) = O(2Bm2T ) from Lemma 17, the time complexity of the exact algorithm would be
O(2Bm7T 3.5L) in worst case. For the correctness, from Lemma 17, in G′ there exists no path containing
two edges corresponding to one identical item. That is, the task remains only to compute a set of δ-
disjoint longest paths in G′, which is corresponding to an optimum solution for δALWDR. Following
the same line of the proof of Theorem 3, the task can be done in polynomial time O(2Bm7T 3.5L).
VI. NP-COMPLETENESS OF δAγLWDR
In this section, we show that δAγLWDR remains NP-complete for γ = 2, by giving a reduction from
the 3-dimensional perfect matching (3DM) problem, which is known NP-complete [7]. Moreover, the
NP-completeness remains true even when there are only three channels, every item is with the same
weight and appears at most 3 times.
For a given positive integer K and a set T ⊆ X × Y × Z where X, Y and Z are disjoint and
|X| = |Y | = |Z|, 3DM is to decide whether there exists a perfect matching for T , i.e., a subset M ⊆ T
with |M | = |X|, such that no elements in M agree in any coordinate.
Theorem 22. δAγLWDR is NP-complete even when γ = 2.
Since δAγLWDR is evidently in NP , we need only to give the reduction from 3DM to the decision
form of δAγLWDR: Given a positive integer K and D, a set of items of equal weight 1 broadcast in the
channels in a time interval, does there exist a retrieve sequence of D with total weight not less than K?
For an instance of decision 3DM, the construction of the corresponding δAγLWDR instance is simply
as below (An example of the construction is depicted in Figure 6):
1) For each element of X, say xi, add 3 time slots t3i+1, t3i+2, t3i+3 to the time interval, which are
initially empty time slots;
2) For each element of T , say 〈xi, yj, zk〉 where 〈xi, yj , zk〉 is the lth occurrence of xi, broadcast
two items yj and zk in time slots t3i+1 and t3i+2 of channel l, respectively.
Proof: Note that in the instance of δAγLWDR constructed as above, clearly γ = 2. We need only
to show that an instance of 3DM is feasible if and only the corresponding δAγLWDR is feasible for
K = 2|X|.
Firstly, assume that for the given 3DM instance there exists a perfect matching, say
M =
{
〈x1, y1, z1〉 , 〈x2, y2, z2〉 , . . . ,
〈
x|X|, y|X|, z|X|
〉}
, such that no elements in M agree in any coordinate, i.e. for any l 6= l′, {xl′ , yl′ , zl′}∩ {xl, yl, zl} = ∅
holds. Then for the constructed δAγLWDR instance, clearly P = y1, z1, y2, z2, . . . , y|X|, z|X| is a
feasible solution with |P | = 2|X|.
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Figure 6: An instance of δA2LWDR corresponding to the following instance of 3DM: T =
{〈x1, y1, z1〉 , 〈x1, y2, z1〉 , 〈x1, y3, z2〉 , 〈x1, y3, z1〉 , 〈x2, y1, z2〉 , 〈x3, y2, z3〉 , 〈x3, y3, z3〉}.
Conversely, assume that P = y1, z1, y2, z2, . . . , y|X|, z|X| is a feasible solution with |P | ≥ 2|X| to
δAγLWDR. Then each data item in P is distinct, because for every i ∈ {1, . . . , |X|}, yi and zi must
contribute weight 2 to the total weight. That is, for any l 6= l′, {yl′ , zl′} ∩ {yl, zl} = ∅. Therefore,
M =
{
〈x1, yh1 , zk1〉 , 〈x2, yh2 , zk2〉 , . . . ,
〈
x|X|, yh|X| , zk|X|
〉}
is a perfect matching for the given 3DM
instance. This completes the proof.
Further, the NP-completeness remains true even for a very special case of δAγLWDR :
Corollary 23. δAγLWDR is NP-complete, even when γ = 2, only three channels exist, and every item
is with equal weight and appears at most 3 times in the time interval.
Proof: It is known that 3DM is NP-complete even if the number of occurrences of any element
in X, Y or Z is bounded by “3” [13]. According to the transformation, because of the bound “3” on
element occurrences of 3DM, both the number of channels and the occurrences of any data item can be
bounded by 3.
VII. PERFORMANCE EVALUATION
In this section, we show performance evaluation of our algorithms (RFA, Algorithm 3) by experiments,
and compare our algorithms with the approximation algorithm adopting maximum weight matching (MM,
as in [15]) when δ = 1. Experimental results comparing our algorithm with an exactly algorithm (EA,
based on integral linear programming (ILP)) for δ = 2 is also given in the appendix. We implement the
algorithms using python 2.7, on a PC with Mac OS X Yosemite, 1.4 GHz Intel Core i5 processor, and 8GB
1600MHz DDR3 memory. Other than our proposed algorithm, we also implement the maximum matching
heuristic, and the exact algorithm (EA). Our implementation uses the networkx library to construct both
the auxiliary graphs of RFA and MM, the interior-point method of the GLPK library to solve LPs and
the simplex method of GLPK to solve ILPs.
May 25, 2018 DRAFT
28
A. Methodology
To evaluate our algorithms, we simulate push-based broadcast programs. We denote the number of
down-link channels by m, the total number of time slots by T , the total number of broadcasting data
items by N , and the number of the packets in a request by n. In our experiments, m is set in the range
of [2, 16], T in [100, 500], N in [100, 5000], and n in [100, 500]. We assume that all the channels are
with uniform bandwidth, and all broadcast data items are with the same size. Besides, for RFA, we set
the value of γ in [3, 50]. In our experiments, for a given the skewed parameter θ, we also assume the
access probability of a data item di for a request follows the Zipf distribution :
pi =
i−θ∑N
i=1 i
−θ
.
We use average download percentage (ADP) as the performance metric, and simulate 10,000 requests
to get ADP for each experiment.
B. Experimental Results
The simulation results comparing RFA and MM are depicted in Figure 7. In all the experiments, the
ADP of RFA always achieves better performance than that of MM: by about 20-32 percent in Figure
7 (a), and by about 9-20 percents in Figure 7 (b). These results are actually better than our analysis.
This phenomenon is reasonable, because our algorithm is based on rounding a fractional solution of
the LP relaxation of the problem. In many cases, rounding such an LP optimal solution could result
in actually a much better ADP than the worst case as analyzed. Comparing Figure 7 (a) and Figure 7
(b), we find the ADP of RFA decreases when m increases. That is because the problem becomes more
complicated when m grows, and hence the quality of the solution decreases accordingly. However, RFA
still significantly outperforms MM when m = 8, although the gap between them decreases. For the
relationship between ADP and γ, as shown in Figure 7 (a) and (b), the ADP of RFA increases when γ
increases. This is consistent with our analysis of Algorithm 3: as γ increases, ǫ = 1
γ
then decreases, and
hence the approximation ratio 1 − 1
e
− ǫ increases. In particular, as we could see in Figure 7(a), ADP
increases significantly from roughly 78 to 86 percents, when γ increases significantly from 4 to 12; when
γ > 12, the impact of γ over ADP grows inefficiently, i.e. ADP barely increases when γ increases. Then
ADP attains the maximum at about 88 percents at γ = 18, and then ADP decreases when γ > 18 grows.
While m is 8 instead of 2 in Figure 7(b), the weight increasing upon γ’s increment remains efficient
until γ > 18. Thus, for a more complicated instance, the increment of γ benefits for a larger range.
The simulation results on the runtime of the algorithms are as given in Table I, in which three parameters
are considered: T , m and γ, since according to our theoretical analysis in the previous section, these
parameters are the factors that affect the runtime of the algorithm. In all the runtime experiments, the
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(a) m = 2, n=400, γ = 2, . . . , 22. (b) m = 8, n=1600, γ = 2, . . . , 22.
Figure 7: LWDR, T = 200, p = 150.
parameters are set δ = 2, γ = 10 and m = 4, where δ = 2 is set, since most of the mobile devices in
not-long future is likely to have two antennae, provided that the current mobile devices are mostly with
only one antenna. Then m = 4 is a reasonable number of channels for δ = 2, while γ = 10 is likely
the value of γ with best performance time ratio. Comparing the runtime of RFA and EA, we can see
that the runtime of RFA is significantly lower than EA, particularly when the problem size is large, i.e.
the involved T is with size 500. Better still, the gap between them grows when the size of the problem
increases. It is worth to note that, the time of EA is mostly the time of solving ILP, while the solver of
ILP used in EA is the GLPK ILP solver, a mature package that is almost perfectly implemented. That
is, with better implementation of RFA, RFA could have a runtime over EA even better than as in the
table. On the other hand, we note that the runtime of RFA is higher than MM when the problem size is
large. The high runtime mainly comes from the cost of solving the LP formula. When m = 4, T = 1500
and γ = 10, the algorithm is to solve an LP of size about 20,000. However, we argue the algorithm has
practical values. Firstly, the algorithm can be implemented in a better way. The current implementation
is based on Python, so the runtime could be better if the algorithm is implemented in other languages
such as C or C++ that is known with a better performance. Besides, the open source library GLPK that
we used to solve LP, takes almost 500s to solve an LP of size 20, 000. Note that this runtime could be
improved if using some other commercial libraries such as Gurobi optimizer which as claimed is more
efficient than GLPK and can solve LP with up to millions of variables in a reasonable time. Last but
not least, there are a lot of efficient approximation algorithms that solve LP even faster, adopting which
could further improve the runtime of our algorithms. Secondly, even with our simple implementation,
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Table I: Runtime analysis.
Problem size of (T, m, γ) RFA(s) MM EA(s)
(100, 5, 10) 0.68 0.115 1.54
(150, 5, 10) 2.22 0.245 3.07
(200, 5, 10) 4.27 0.434 6.56
(250, 5, 10) 8.03 0.655 13.10
(300, 5, 10) 13.08 0.950 19.54
(350, 5, 10) 18.54 1.27 28.08
(400, 5, 10) 25.17 1.70 38.92
(450, 5, 10) 32.48 2.09 58.56
Problem size of (T, m, γ) RFA(s) MM EA(s)
(500, 5, 10) 41.34 2.60 83.79
(550, 5, 10) 54.53 3.19 117.23
(600, 5, 10) 71.46 3.75 153.37
(650, 5, 10) 89.84 4.38 214.28
(700, 5, 10) 110.67 5.07 -
(750, 5, 10) 132.80 6.60 -
(800, 5, 10) 158.78 7.42 -
(900, 5, 10) 217.22 8.35 -
the average runtime of our algorithm is 500ms for LWDR with the number of request data items of 100
and a channel number of 8. Therefore, Algorithm 3 has the potential to be applied in real networks.
VIII. CONCLUSION
We proposed a ratio 1− 1
e
− ǫ approximation algorithm for the δ-antennae largest weight data retrieval
(δALWDR) problem that has the same ratio as the known result but a significantly improved time
complexity of O(2
1
ǫ
1
ǫ
m7T 3.5L) from O(ǫ3.5m
3.5
ǫ T 3.5L) when δ = 1 [16]. To our knowledge, our
algorithm is the first ratio 1 − 1
e
− ǫ approximation to δALWDR for the general case of arbitrary δ.
To achieve this, we first gave a ratio 1 − 1
e
algorithm for the γ-separated δALWDR (δAγLWDR) with
runtime O(m7T 3.5L), under the assumption that every data item appears at most once in each segment
of δAγLWDR, for any input of maximum length L on m channels in T time slots. Then, we show
that we can retain the same ratio for δAγLWDR without this assumption at the cost of increased time
complexity to O(2γm7T 3.5L). This result immediately yields an approximation solution of similar ratio
and time complexity for δALWDR, presenting a significant improvement of the known time complexity
of ratio 1− 1
e
− ǫ approximation to the problem.
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APPENDIX
A Transformation from an Approximation for δAγLWDR to an Approximation for δALWDR
Let A be a ratio α approximation with a runtime tδAγLWDR for δAγLWDR. Then a simple approxi-
mation for δALWDR with runtime O(1
ǫ
) · tδAγLWDR and ratio (α− ǫ) is as in Algorithm 8.
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Algorithm 8 An approximation algorithm for δALWDR by transformation.
Input: A fixed ǫ > 0, and an instance of δALWDR (i.e., a set of data items to download
D = {d1, d2, . . . , dn} with weights w1, . . . , wn, together with their occurrences in channels and time
slots t1, t2, . . . , tT );
Output: A retrieval sequence.
1) For i = 1 to
⌈
1
ǫ
⌉
do
For j = 1 to ⌈ǫT ⌉ do
Set t
i+j·⌈ 1
ǫ
⌉ as a vacant time slot, i.e., remove any item broadcast in ti+j·⌈ 1
ǫ
⌉ ;
EndFor
Run A against the instance and obtain a retrieval sequence Si;
EndFor
2) Return S∗ with w(S∗) = maxi{w(Si)}.
Proof of Proposition 1: Proof: Let OPT be an optimum solution to the original δALWDR. Let
δALWDRi be δALWDR but with ti+j·⌈ 1
ǫ
⌉ vacant for each 1 ≤ j ≤ ⌈ǫT ⌉. Assume that OPT (i) is the set
of items in OPT being set vacant. Then OPTi = OPT \OPT (i) is an optimum solution to δALWDRi.
Let OPTi∗ be the best solution among all OPTis. It suffices to show w(OPTi∗) ≥ OPT · (1− ǫ).
From definition of OPTi, we have
w(OPTi) ≥ w(OPT )− w(OPT (i)).
Then
⌈ 1
ǫ
⌉∑
i=1
w(OPTi) =
⌈
1
ǫ
⌉
w(OPT )−
⌈ 1
ǫ
⌉∑
i=1
w(OPT (i)) = (
⌈
1
ǫ
⌉
− 1)w(OPT ).
Then
w(OPTi∗) ≥ OPT · (
⌈
1
ǫ
⌉
− 1⌈
1
ǫ
⌉ ) ≥ OPT · (1− ǫ).
This completes the proof.
Following the above proof, we immediately have an approximation algorithm for δALWDR by the
transformation as in Algorithm 8.
Performance Evaluation for δALWDR with δ = 2
For δ = 2, the experimental results comparing the performance of RFA and EA are depicted in Figure
8, where m = 2, n=100 for Figure 8 (a), m = 8, n=200 for Figure 8 (b), and γ grows from 2 to 22 in
both figures. The exact algorithm is to solve the integer linear programming (ILP) formula which is LP
(1) but with integral xi,j ∈ {0, 1}. Figure 8 shows that EA performs roughly 17-30 percents better than
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(a) m = 2, n=100, γ = 2, . . . , 22. (b) m = 8, n=200, γ = 2, . . . , 22.
Figure 8: δALWDR, T = 100, p = 150.
RFA when m = 2, and 20-35 percents when m = 8. Since EA always produces an optimum solution,
this indicates the practical ratio between the output solution of RFA and EA is better than our analysis,
similar to the case in Figure 7. Besides, also like the case in Figure 7, when γ grows the performance
of RFA also gets better. The increment of γ benefits efficiently until γ = 14 in Figure 8 (a) and until
γ = 16 in Figure 8 (b).
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