ABSTRACT Stereo matching is a difficult and challenging task due to many uncontrollable factors that affect the results. These factors include the non-ideal radiometric conditions and the presence of weak-textured regions. A stereo matching algorithm including cost computation, cost aggregation, disparity computation, and disparity refinement is proposed to overcome these limitations. First, census, gradient, and HSL measures are combined as the pixel-wise matching cost to reduce the radiometric distortions. Second, a second-order smoothness constraint based on angle direction priors is utilized to improve the matching accuracy in the weak-textured regions. Then, the matching cost and smoothness constraint are applied to semi-global matching. Third, a winner-takes-all strategy is adopted to calculate the initial disparity maps. Finally, a coarse-to-fine simple linear iterative clustering superpixel segmentation is proposed to split the image into some regions with similar colors, adjacent pixels, and similar disparity planes. Through the segmentation result, boundary lines are classified into occluded, hinge, and coplanar lines. Slanted plane iterative optimization is performed to obtain the optimized disparity maps according to the segmentation result and boundary lines classification. The algorithm is evaluated in the Middlebury and KITTI datasets. The experimental results show that the method has good performance under non-ideal radiometric conditions and in the weak-textured regions. The disparity maps obtained by the method have a lower mismatching rate compared with other algorithms.
I. INTRODUCTION
Binocular vision originates from the visual attention mechanism of human eyes. It calculates the matching relationship of corresponding pixels in binocular image pairs, and combines the camera calibration information to obtain the three-dimensional information. It is widely used in object recognition, human tracking, as well as in robotics applications including navigation, localization, and mapping. The binocular vision system is divided into four steps: camera calibration, camera correction, stereo matching and threedimensional reconstruction. Stereo matching is a crucial step, the results of which directly affect the accuracy of threedimensional reconstruction. Stereo matching calculates the location deviation of corresponding pixels in binocular image pairs, and obtains disparity value of each pixel.
The accurate disparity estimation is limited by many factors, such as the presence of occluded and discontinuous regions. There has been considerable progress in this field. Shi et al. [1] proposed a matching strategy based on adaptive control points to eliminate the interference information effectively. Taniai et al. [2] proposed a local expansion motion matching method which performed well in the occluded and discontinuous regions. Li et al. [3] proposed a hybrid efficient random search strategy and a coarse-to-fine method to obtain accurate disparity maps.
These algorithms are based on the assumption that the corresponding pixels in binocular image pairs have similar color values. This assumption is called as color consistency. In actual scenes, the radiometric conditions including exposure and illumination are not ideal so that the binocular image pairs do not satisfy the assumption. The binocular image pairs obtained in actual scenes also have large weak texture regions. These problems result in low matching accuracy. Many methods have been proposed to solve these problems for high accuracy. Mouats et al. [4] transformed the image into a new representation method using two mappings for compensating radiometric differences. Xu et al. [5] performed a local affine transformation on the image that was invariant to radiometric changes. Yamaguchi et al. [6] optimized the disparity maps by slanted plane smoothing method which can maintain the smoothness of the disparities.
In this paper, we propose a new stereo matching algorithm to compute the disparity maps more accurately. In order to reduce the effects of non-ideal radiometric conditions, the proposed work uses a combination of three different similarity measures which consist of census transform, gradient feature and HSL feature. Aiming at the problem of low matching accuracy in the weak texture regions, the firstorder smoothness constraint is modified to be a secondorder smoothness constraint based on the angle direction priors. Then the matching cost and smoothness constraint are applied to semi-global matching (SGM) [7] to obtain the initial disparity maps. Taking initial disparity information into consideration, a coarse-to-fine segmentation based on simple linear iterative clustering (SLIC) superpixel [8] is proposed to produce some regions having similar attributes and distinguish the boundary lines. Then slanted plane iterative optimization is adopted to obtain the optimized disparity maps according to the segmentation result and the boundary lines classification.
II. RELATED WORK
Scharstein and Szeliski [9] concluded four steps of stereo matching, which are cost calculation, cost aggregation, disparity calculation, and disparity refinement. There are some typical cost calculation methods, such as absolute difference (AD), squared difference (SD), normalized crosscorrelation (NCC) [10] , mutual information (MI) [11] , nonparametric transforms (rank and census) [12] and so on. The matching cost can also be computed by convolutional neural network (CNN) [13] , [14] and deep learning [15] , [16] , but the effective smoothing techniques still need to be tailored. The stereo matching algorithms are divided into local algorithms [17] - [20] , global algorithms [21] - [26] and semiglobal algorithms [7] depending on how the matching cost is aggregated. The step of disparity calculation employs the winner-takes-all strategy to compute the initial disparity maps. This strategy generates each pixel's disparity by choosing the disparity with the lowest aggregated cost. To achieve higher accuracy, refinement is undertaken to correct the outliers in the initial disparity maps.
The local matching algorithms aggregate costs of neighborhood pixels with different weights in local window. They are classified into two categories: adaptive window [17] and adaptive weight [18] - [20] . Local algorithms are typically fast, yet less accurate in comparison with global algorithms. The global matching algorithms use global energy function including data item and smooth item to optimize the smoothness of neighborhood pixels. They are divided into dynamic programming (DP) [21] , [22] , graph cuts (GC) [23] , [24] , and belief propagation (BP) [25] , [26] . Global algorithms can tackle the occluded, discontinuous and weak texture regions effectively, whereas they are complex and time-consuming.
The semi-global matching (SGM) algorithms [7] aggregate the path costs of multiple directions by dynamic planning. The SGM algorithms employ a simple first-order smoothness constraint which supports forward-parallel surfaces. The constraint makes the algorithms work less well for scenes with large weak texture regions. Woodford et al. [27] adopted the quadratic pseudo-boolean optimization (QPBP) strategy to calculate the second-order smoothness constraint, and the experimental results proved the validity. Scharstein et al. [28] used the surface direction priors to calculate the second-order smoothness constraint, which has good performance in the slanted and curve planes. Bansal et al. [29] introduced a jump network model that used pre-trained VGC convolutional neural networks for surface normal prediction.
We dedicate to make the stereo matching adaptive to nonideal radiometric conditions and improve the matching accuracy in the weak texture regions. The contributions of this paper are as follows: (1) three robust measures are combined as the matching cost which is adaptive to radiometric changes, (2) a second-order smoothness constraint with the angle direction priors is employed. The constraint has a remarkable contribution to match the weak texture regions, (3) a coarse-to-fine segmentation based on SLIC superpixel is proposed for slanted plane iterative optimization, which can distinguish the disparity planes and further improve the matching accuracy in the weak texture regions.
The rest of this paper is organized as follows: Section 3 introduces the proposed method including secondorder SGM with robust costs fusion and slanted plane iterative optimization in detail. Section 4 discusses the overall evaluations and discussions on the method. Section 5 draws conclusions and outlines directions for future research.
III. PROPOSED METHOD
The proposed method can be divided into two steps in detail: second-order SGM with robust costs fusion and slanted plane iterative optimization. The first step includes robust costs fusion and second-order smoothness constraint based on the angle direction priors, the matching cost and smoothness constraint are two important factors of SGM. The second step includes coarse-to-fine SLIC superpixel segmentation, boundary lines classification and slanted plane iterative optimization. The flow chart of the proposed method is shown in Fig. 1 . In order to show the difference of disparity values visibly, the disparity maps are displayed using pseudo-color images to replace grayscale images. Concrete information will be introduced in the following sections. 
A. SECOND-ORDER SGM WITH ROBUST COSTS FUSION
In actual scenes, the radiometric conditions are not ideal so that the binocular image pairs do not satisfy the assumption of color consistency. The census measure, gradient measure, and HSL measure are selected to form the matching cost, which is robust to the radiometric changes.
The census measure C census (p, d) denotes the Hamming difference of the census transform between the pixel p(x, y) in the reference image and the pixel p d (x − d, y) corresponding to the disparity d in the target image. It is calculated as follows
where str(p) represents the census transform code of the pixel p. Subscript l and r represent the reference image and the target image, respectively. The gradient measure C gradient (p, d) denotes the gradient difference between the pixel p(x, y) in the reference image and the pixel p d (x − d, y) corresponding to the disparity d in the target image. It is calculated as follows
where ∇I (p) represents the gradient feature of the pixel p. The gradient feature is calculated using Sobel operator in the horizontal and vertical directions. The HSL feature is calculated in the HSL color space. In theory, the hue H and the saturation S of the image are constant regardless of how the lightness L changes. Based on the theory, the HSL feature of the pixel p can be calculated with hue H and saturation S as follows
The HSL measure C HSL (p, d) denotes the difference of the HSL feature between the pixel p(x, y) in the reference image and the pixel p d (x − d, y) corresponding to the disparity d in the target image. It is calculated as follows
The census measure, gradient measure, and HSL measure are combined to form the final matching cost, which is defined as follows
where λ gradient and λ HSL are the weights of gradient measure and HSL measure, respectively.
The matching cost of a single pixel is susceptible to noise and can easily lead to mismatch, so an additional constraint is added that supports smoothness by penalizing changes of neighboring disparities. The first-order smoothness constraint in the SGM algorithm supports the forward-parallel surfaces, but it does not perform well in the weak texture regions. So the second-order smoothness constraint based on the angle direction priors is proposed to improve the matching accuracy in the weak texture regions.
Three consecutive pixels p − r, p, and p + r in the direction r are selected, and the disparities of these pixels are The angle direction prior α of the pixel p in the direction r is calculated as follows
where a, b, and c are the spatial distance of two pixels. When α is small, the smoothness constraint is increased for maintaining disparity discontinuities. When α is large, the smoothness constraint is decreased for adapting slanted or curved planes. The calculation of the smoothness constraint P 3 of the pixel p in the direction r is defined as follows
where τ is a threshold that avoids the constraint falling into local minimum. Thus, the second-order smoothness constraint is defined as follows
where the disparity of the pixel p is d, the disparity of the pixel p − r is d , and the disparity of the pixel p + r is the pre-calculated disparity. In the (8), P 1 and P 2 are constant penalties, P 2 > P 1 . A smaller penalty P 1 is adopted for minor changes to permit an adaptation to slanted or curved planes. A larger penalty P 2 is adopted for all major changes to preserve discontinuities.
We combine the robust matching cost and second-order smoothness constraint to the SGM. The path cost of the pixel p having disparity d in the direction r is defined as follows
The path costs in eight directions are accumulated to form an aggregated matching cost. The disparity value with the lowest matching cost volume of each pixel is selected as the final disparity d p by winner-takes-all strategy as follows
where d max is the maximum disparity value.
B. SLANTED PLANE ITERATIVE OPTIMIZATION
The slanted plane iterative optimization method includes three steps: (1) coarse-to-fine SLIC superpixel segmentation, (2) boundary lines classification, (3) slanted plane iterative optimization.
SLIC superpixel was proposed by Achanta et al. [8] . In this paper, we first adopt coarse segmentation based on SLIC superpixel. The total number of pixels in the image is N . The image is pre-segmented into K regions with same size. Each pixel has a segmentation label s. The color and space information are combined to split the image through iterative clustering.
The image is converted from RGB color space to Lab color space. Then color distance and space distance are combined to obtain the pixel distance of the pixel p in the region s. The pixel distance is defined as follows The segmentation labels of the pixel p and its neighboring pixels N p form a label group S Np . The optimal segmentation label of the pixel p is obtained from S Np by minimizing the pixel distance as follows
Each segmented region s has a disparity plane equation
where, a, b, and c are plane parameters. In each region, three random pixels are selected to optimize the disparity plane parameters iteratively. And then the optimal plane parameters are calculated by the least square method according to the correct pixels as follows
where, A and B are defined as follows
where N is the total number of correct pixels in each region. By (14) and (15), we can get the plane parameters and apply them to (13) . The disparity value of each pixel in each segmented region s can thereby be obtained.
The initial disparity plane information of each segmented region is taken into account to perform the fine segmentation. The image is further divided into some regions having similar colors, adjacent pixels, and similar disparity planes.
The total distance of the pixel p in the region s is defined as follows 
After obtaining optimal segmentation label of each pixel p, the disparity value of each pixel in each segmented region s can thereby be obtained by (13) . There are three types of boundary lines: occluded, hinge, and coplanar lines between two adjacent regions. Occlusion occurs when the estimated disparity values of boundary pixels do not agree from two adjacent regions. Hinge lines are the boundaries where the estimated disparity values of pixels are same in the two adjacent regions. As shown in Fig. 3 , the blue and red lines are occluded lines, the green line is a hinge line, and the gray line is coplanar lines.
The boundary line energy is the minimum energy value of the occluded, hinge, and coplanar line energy. It is defined as follows
where λ occ is occlusion threshold, B ij represents all the pixels on the boundary b ij between the regions s i and s j . If the occluded line energy is the minimum, the boundary b ij is an occlude lines. If the hinge line energy is the minimum, the boundary b ij is a hinge line. If the coplanar line energy is the minimum, the boundary b ij is a coplanar line. Slanted plane iterative optimization is performed to obtain the optimized disparity maps according to the segmentation result and the boundary lines classification. If the boundary line is an occluded line, the disparity plane is optimized by (13) in conjunction with the neighbor pixels having similar disparity values. If the boundary line is a hinge line, the disparity plane is optimized by (13) in conjunction with the pixels on the boundary line. If the boundary line is a coplanar line, the disparity plane is optimized by (13) in conjunction with the pixels in the adjacent region.
IV. EXPERIMENTS AND DISCUSSIONS
In the experiments, we first make analysis about the parameter settings. After that we evaluate the performance of the proposed method integrating various methods, and analyze the importance of each step work. Next we measure the robustness of the proposed method in the presence of radiometric changes. Finally we evaluate the performance of the proposed method in challenging real-world image pairs containing large weak texture, shaded and reflective regions. All the experiments are implemented using Visual Studio 2010 in a laptop with Intel(R) Celeron(R) CPU B815@1.60GHz. The Middlebury dataset [30] and the KITTI dataset [31] recognized by the academic community are adopted to evaluate the performance of the proposed method. The experimental results are compared with the ground truths to acquire quantitative analysis of the matching performance.
In order to evaluate the performance of the proposed method objectively, the mismatch rate B of the disparity values in all regions is defined as follows
VOLUME 6, 2018 where d E (p) is the estimated disparity value of the pixel p, d T (p) is the ground truth, N is the total number of pixels in the image, and δ d is the threshold of disparity error. We set different threshold δ d for different datasets. For indoor (Middlebury) dataset, higher precision is required [30] , so we set δ d = 1. For outdoor (KITTI) dataset, it is considered that a pixel is correctly estimated if disparity error is less than 3 pixels [31] , so we set δ d = 3.
A. PARAMETER SETTINGS
According to the requirements of Middlebury and KITTI test platform, all parameters remain unchanged in the process of algorithm evaluation. In order to obtain the optimal parameter settings, we test the datasets from Middlebury and KITTI website. We show the test results of nine images: Adirondack, Piano, Playroom, and Playtable in the Middlebury dataset, 000001_10, 000010_10, 000048_10, 000064_10, and 000123_10 in the KITTI dataset. There are too many parameters in the study, so it is difficult to find all the optimal values. In the paper, we mainly selected three key parameters in our paper, which are related to our innovation points. The weight λ HSL of HSL measure in the cost computation, the threshold τ of angle direction priors, and the weight λ depth of disparity distance in the coarse-to-fine SLIC superpixel segmentation are set by experiments as follows.
We firstly set all the parameters in the study empirically. We then increase or decrease the three parameters, respectively, until the optimal mismatch rates are obtained. The optimal value of each parameter can be obtained by experiments. In addition to the three parameters, other parameters are set up in Table 1 . The mismatch rates with different weights λ HSL of HSL measure are shown in Fig. 4 . Figure 4(a)-(b) show the mismatch rates of the images in the Middlebury and KITTI datasets, respectively. When the weight λ HSL of HSL measure is 1/6, the mismatch rates of these images are the lowest. If the weight of HSL measure λ HSL is larger or smaller, the mismatch rates will increase.
The mismatch rates with different thresholds τ of angle direction priors are shown in Fig. 5 . Figure 5(a)-(b) show the mismatch rates of the images in the Middlebury and KITTI datasets, respectively. When the threshold τ of angle direction priors is 3/2, the mismatch rates of these images are the lowest. The mismatch rates with different weights λ depth of disparity distance are shown in Fig. 6 . Figure 6(a)-(b) show the mismatch rates of the images in the Middlebury and KITTI datasets, respectively. When the weight λ depth of disparity distance is 2000, the mismatch rates of these images are the lowest.
B. PERFORMANCE OF EACH STEP
We perform experiments to obtain a better understanding of each step work. We first run the system only based on SGM. After that we add robust costs fusion in the cost computation. Then we add second-order smoothness constraint based on the angle direction priors. Finally we add the slanted plane iterative optimization with coarse-to-fine SLIC superpixel segmentation. This allows us to show the contribution of each step work, the results of the experiment are shown in Fig. 7 , from top to bottom are the images: 000001_10, 000010_10, 000048_10, 000064_10, and 000123_10 in the KITTI2015 dataset. It can be seen that each step work is crucial to obtain the final result. Experimental results show that the proposed method integrating various methods has good performance in the weak texture, shaded and reflective regions. Such as in the wall, sky, and road circled by the white boxes, the propose method has accurate disparity values. 
The mismatch rate B of the five images after each step work with δ d = 3 is shown in Table 2 . The average mismatch rate after all steps is 4.39%, and it is reduced by 7.18% compared with the average mismatch rate after the first step. From these data, it can also be seen that each step of our improvement has a beneficial effect on the final disparity maps.
C. MIDDLEBURY2 DATASET WITH RADIOMETRIC CHANGES
In a real-world environment, there are various factors that can impact or distort the intensity value of corresponding pixels. The primary reason for this is radiometric changes, including variations in illumination and camera exposure fluctuations. Middlebury2 dataset includes image pairs obtained in the different radiometric conditions including different exposure and illumination. Three image pairs are selected for comparison in the paper. As shown in Fig. 8 , from top to bottom are image pairs: Books, Laundry, and Flowerpots. Fig. 8(a)-(c) are the reference images, target images, and ground truths, respectively. Fig. 9 shows both exposure and illumination variations of the three images. Fig. 9(a) -(i) are images: Books, Laundry and Flowerpots in the illumination1-3 and exposure 0-2, respectively.
The proposed method is compared with CSCA [32] , ARW [33] , REAF [34] , and MST-CD2 [35] . CSCA adopts a generic cross-scale cost aggregation framework that allows multi-scale interaction. The method expands state-of-the-art cost aggregation methods and leads to significant improvements. ARW aggregates the pixel-wise matching costs into superpixels and modifies adaptive random walk with restart algorithm to update the matching cost for all possible disparities between the superpixels. The method has robustness in the presence of radiometric changes. REAF employs recursive edge-aware filter for stereo matching with the introduction of new approached of the state-of-the-art. MST-CD2 adopts a logarithmic transformation on matching cost function to improve the matching efficiency in the weak texture regions, and introduces depth weight computed from the original MST algorithm into an edge weight function. They all have good performance in stereo matching. Fig. 10 and Fig. 11 show all 3×3 combinations of exposure and illumination changes. In the two figures, the black curve with square symbol represents the method CSCA, the blue curve with rhombus symbol represents the method ARW, the green curve with triangle symbol represents the method REAF, the orange curve with cross symbol represents the method MST-CD2, and the red curve with round symbol represents the proposed method.
In order to test the effects of changes in exposure, the index of illumination is constant, and the index of exposure is changed from 0 to 2. The resulting curves with different exposure combinations of reference and target image are shown in Fig. 10 . Fig. 10(a)-(c) show the mismatch rate of the images: Books, Laundry, and Flowerpots.
In order to test the effects of changes in illumination, the index of exposure is constant, and the index of illumination is changed from 1 to 3. The resulting curves with different illumination combinations of reference and target image are shown in Fig. 11 . Fig. 11(a)-(c) show the mismatch rate of the images: Books, Laundry, and Flowerpots.
As shown in the Fig. 10 and Fig. 11 , the proposed method has the lowest mismatching rate. It indicates that the proposed method has the best performance among the five methods. We can also see that the curves of CSCA, ARW, REAF, and MST-CD2 are steep. This shows that these four methods are not stable in different radiometric conditions. Whereas the curve of the proposed method is flat, it means that the proposed method is adaptive to different radiometric conditions. Because our method employs the census measure, gradient measure, and HSL are not sensitive to radiometric changes, the proposed method is robust to different exposure and illumination combinations. 
D. MIDDLEBURY3 DATASET
Middlebury3 dataset includes image pairs having large weak texture regions, which bring many difficulties to matching. The Middlebury3 training dataset contains 15 image pairs. We select four image pairs for comparison. As shown in Fig. 12 , from top to bottom are the image pairs: Adirondack, Piano, Playroom, and Playtable. Fig. 12(a)-(c) are the reference images, the target images and the ground truths, respectively. As can be seen from the figures, there are many weak texture regions in the images. There are chair and scarf in the image Adirondack, piano and stool in the image Piano, chairs in the Playroom image, ground and chairs in the image Playtable.
The comparison of the four images among five methods is shown in Fig. 13 . Fig. 13(a) -(e) are the disparity maps obtained by CSCA, ARW, REAF, MST-CD2, and the proposed method, respectively. The key of our method is to construct a second-order smoothness constraint and refine disparity values with slanted plane iterative optimization. From Fig. 13 , we can see that our method perform well in the weak texture regions when compared against the four stereo matching methods. What is more, our method can also have smooth disparity plane and perform well in the occluded regions and discontinuous regions.
The mismatch rate B of the four images among five methods with δ d = 1 is shown in Table 3 . We make a comparison with CSCA, ARW, REAF, MST-CD2, and the proposed method. From the table, it can be seen that the proposed method has a lower mismatch rate of the four images than other methods. The average mismatch rate of the proposed method is 23.24%. The data shows that the proposed method is comparable to other four algorithms. 
E. KITTI DATASET
The KITTI dataset provides a collection of high-resolution image pairs, which are captured in outdoor environments. Therefore, the image pairs contain large weak texture regions (such as wall, sky, and road). There also exist inconsistent illumination conditions (such as shadows and reflections generated by sunlight). These problems bring great difficulties to stereo matching. The KITTI2012 and KITTI2015 training dataset includes 194 image pairs and 200 image pairs, respectively. We select five image pairs of five scenes in the KITTI2015 dataset for comparison. As shown in Fig. 14 , from top to bottom are the image pairs: 000001_10, 000010_10, 000048_10, 000064_10, and 000123_10. Fig. 14(a)-(c) are the reference images, the target images and the ground truths, respectively. It can be seen from the figures that there are many weak texture regions in the images, such as road, wall, vehicle and sky. There are also shadows and reflections generated by sunlight.
The comparison of the five images among five methods is shown in Fig. 15 . Fig. 15(a) -(e) are the disparity maps obtained by CSCA, ARW, REAL, MST-CD2, and the proposed method, respectively. As shown in Fig.15 , disparity maps generated by our method are smoother and contain less noise, especially have more obvious disparity plane boundaries, compared with the other methods. It indicates that our method performs well in the KITTI dataset. Our method is dedicated to construct a second-order smoothness constraint and refine disparity values with slanted plane iterative optimization, so it has better performance in the weak texture, shaded and reflective regions than other methods. In the occluded regions and discontinuous regions, the proposed method can also obtain more accurate disparity values.
The mismatch rate B of the five images among five methods with δ d = 3 is shown in Table 4 . This section compares the performance of the proposed method with four other stereo matching methods: CSCA, ARW, REAF, and MST-CD2. The average mismatch rate of the proposed method is 4.39%. It shows that the proposed method has better performance compared with the other four methods.
V. CONCLUSION
In the paper, we design a novel stereo matching method. The method has good performance under non-ideal radiometric conditions and in the weak texture regions. Firstly, the census measure, gradient measure, and HSL measure are combined as the matching costs. Secondly, a second-order smoothness constraint method based on angle direction priors is employed. Then the matching cost and smoothness constraint are applied to SGM to obtain the initial disparity maps. Thirdly, the coarse-to-fine segmentation based on SLIC superpixel is proposed. Through the segmentation result, boundary lines are classified into three lines. Finally, slanted plane iterative optimization is performed to obtain the optimized disparity maps according to the segmentation result and the boundary lines classification.
We use the Middlebury and KITTI datasets to evaluate the performance of the proposed method. The experimental results show that our algorithm is comparable to other four algorithms. We demonstrate the method's tolerance to radiometric variations. In addition, we demonstrate the method's applicability to outdoor environments including large weak texture regions. Because our method employs the census measure, gradient measure, and HSL measure which are adaptive to radiometric changes. Our method is also dedicated to construct a second-order smoothness constraint and refine disparity values with slanted plane iterative optimization. As a consequence, the proposed method has good performance in the weak texture, shaded, and reflective regions. Currently, the algorithm is implemented on the CPU. In the future research, GPU parallel operations can be used to improve the efficiency of the algorithm. We will also research multiparameter optimization algorithm to improve the matching performance in the future. 
