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Abstract 
Let C be a curve with Jacobian variety J defined over an arbitrary field k. In this paper, we 
show that the logarithmic derivative induces a natural homomorphism from the group J(k) of 
k-rational points on J into the group (H’(C, Ccc) 6& Q&)/@r(C, Q&,)), where 6 is a connecting 
homomorphism in a natural sequence of Zariski cohomology groups. When C = E is an elliptic 
curve with j-invariant equal to j, we show that the image of 6 is the k-vector subspace of 
Sz~~, spanned by the absolute differential dj. Thus, we can interpret the logarithmic derivative 
as a map dlog : E(k) --f Q~.,jl.z. Finally, we compute the kernel of this morphism explicitly. To 
describe the main theorem, write the Weierstrass equation of E in the form y* =x3 + QX + ah. 
Let ko be the prime field of k and let F be the algebraic closure in k of the field ko(n4,a6). 
We show that the kernel of dlog can be identified with the group E(F) of F-rational points 
on E. In particular, notice that when k = C is the field of complex numbers, then the kernel of 
dlog is countable, and its image must be uncountable. @ 1999 Elsevier Science B.V. All rights 
reserved. 
AMS CIuss&xttions: Primary 14H52; secondary 14627; 14405; 14C20; 11699 
0. Introduction 
Let C be a smooth projective curve defined over an arbitrary field k. One has 
equalities 
CH’(C)=Pic(C)=H’(C,JT,c)=H’(C,E:). 
In the usual way. one has an exact sequence 
deg 
0-+J(k) --f Pit(C) --t Z. 
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(If C has a k-rational point, then the degree map is also sutjective.) The most interesting 
term in this exact sequence is the group J(k) of k-rational points on the Jacobian of 
the curve. We understand the structure of this group completely over the complex 
numbers, and have ways to try to compute it over number fields. It would, however, 
be interesting to have some computational methods that work over more general fields. 
An element f E 0: is (locally) an invertible function. Thus, the logarithmic deriva- 
tive df/f makes sense. The key point is to decide where it lies. From a strictly 
geometric viewpoint, the most natural target is the sheaf of differentials sZ& relative 
to the base field k. However, using this sheaf as the target potentially ignores a great 
deal of information. Since we want to maximize our chances of detecting things, we 
should choose the largest possible target. To wit, we can compute all our differentials 
relative to the universal base ring Z. (If k is a finite field or an algebraic number field, 
then we gain nothing by making this change. It is only useful for fields that contain 
transcendental elements.) In this way, we get a natural homomorphism 
which the author [6] has considered previously. The primary question we consider in 
this paper is the following: How much of the Picard group of C is detected by the 
logarithmic derivative? 
Here is a summary of the main results. The first proposition is easy; for completeness, 
its proof is included in Section 1. 
Proposition 0.1. The geometric map, dlog : Pit(C) -+ H’( C, a&) = k, is just the com- 
posite of the degree map deg : Pic( C) 4 Z with the natural ring homomorphism Z ---f k. 
We can use this proposition to refine the absolute dlog map, and to obtain more direct 
information about the group of rational points on the Jacobian of C. The following 
corollary will be proven in Section 2. 
Corollary 0.2. The absolute map, dlog : Pit(C) + H’(C, L$,,), induces a homomor- 
phism 
where 6 is a connecting homomorphism in a sequence of Zariski cohomology groups. 
So far, we have worked on a general curve C over a field k. Now, we will restrict 
to the case of an elliptic curve E, which is equal to its own Jacobian variety. Let j 
denote the j-invariant of E. Our next task is to simplify the description of the group on 
the right-hand side of the last arrow. The following proposition allows us to identify 
it with the k-vector space sZL,zljl of Kahler differentials on k relative to Z[j]. 
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Proposition 0.3. The image of the connecting homomorphism, &r(E,Q&)),)), is the 
k-vector subspace of !2 iIz spanned by the diflerential d(j) of the j-invariant of the 
elliptic curve. 
The proof of this proposition can be found in Section 3. The techniques used in the 
proof are not particularly elegant; we explicitly compute the action of the logarithmic 
derivative on a global differential form. Rather than apologize for the lack of elegance, 
we claim that it is a virtue, since the long-term goal of this project is to be able to 
find explicit methods for detecting zero cycles on algebraic varieties. In Section 4, we 
use similar explicit computations to compute the kernel of the absolute dlog map. To 
state the main theorem, however, we need some notation. 
Let E be an elliptic curve defined over a field k. Assume that the characteristic of 
k is not equal to 2 or 3. We can assume that E is defined by a Weierstrass equation 
,v2 =x3 f a4x $ ah. 
Let F = F(E, k) denote the algebraic closure in k of ko(a4, as). 
Theorem 0.4. Let E be an elliptic curve over k. Then the kernel qf the absolute dlog 
map is equal to the set E(F) of F-rational points of E. 
To prove the theorem, we first explicitly compute the image of the absolute dlog 
map on a general point (x, y) of the elliptic curve E. Since dlog(x, y) is a differential 
form involving the terms dad, da6, and dx, the condition that it vanish only depends on 
the field ko(aJ,ab,x). After a small base extension, we are able to use Proposition 0.3 
to simplify the expression for dlog(x,y), after which the theorem becomes evident. 
Finally, we can interpret this result in terms of the effectiveness of the logarithmic 
derivative in detecting points on elliptic curves. For example, every torsion point on 
the elliptic curve E is F-rational, since its coordinates satisfy the standard division 
polynomial (see, for example, [3]). On the other hand, it follows immediately from 
the theorem that the kernel of the absolute dlog map is countable. Since E(C) is un- 
countable, this shows that dlog does an extremely good job of detecting the nontorsion 
points on elliptic curves. 
1. The geometric dlog map 
There are no new results in this section of the paper. It is included primarily because 
it gives a clear and coherent outline of the fundamental techniques that will be used 
to compute the absolute dlog map explicitly. 
Let C be a smooth projective curve over a field k. Write K = k(C) for the field of 
rational functions on C, and let ‘I: Spec(K) -+ C denote the inclusion of the generic 
point. If P E C is a closed point, we write 6;~ for the local ring of functions on C that 
are regular at P. We write I,D : P + C for the obvious closed immersion. 
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The direct proof (see, for example, [8, pp. 247-2481) of the Serre Duality Theorem 
for curves reduces ultimately to the statement that the following sequence: 
O+@,,--rl*(Q$+ IJ (Q)*(Q$Qr,,k)+O (1.1) 
PEC 
is an acyclic resolution of the sheaf of differentials. Thus, one gets an exact sequence 
(1.2) 
Next, one shows that the residue maps resp : f2kik + k vanish on regular forms at P and 
sum to zero on global rational differential forms. Thus, they induce a homomorphism 
res = c resp:H’(C,SZ&)--k, 
P 
which turns out to be an isomorphism. 
In a completely analogous fashion, an explicit proof of Bloch’s Formula [ 1, 121 for 
divisors on curves reduces to the acyclic resolution 
O++?j*(K*)+ J-J (Ip)*(K*/fi;)“O. 
PEC 
(1.3) 
The corresponding sequence of cohomology groups is 
(1.4) 
The naturality of the assignment dlog : f H df/f means in particular that it defines a 
morphism between exact sequences of sheaves from (1.3) to (1.1). Taking cohomology, 
we can view dlog as a collection of compatible morphisms from (1.4) to (1.2). We 
can use this concrete representation on exact sequences to compute the geometric dlog 
map explicitly. 
Proposition 1.5. The geometric map, dlog : Pit(C) --) H’(C, !2&) = k, is just the com- 
posite of the degree map deg : Pit(C) + Z M?ith the natural ring homomorphism Z--f k. 
Proof. Each cp is a discrete valuation ring. The valuation up : K” + Z induces a nat- 
ural isomorphism K*/6,$ + Z. Let fp E K* be such that vp( fp) = 1. Let 4p E UQEC 
K*/&$ denote the element that is represented by the function fp in the P slot and is 
trivial everywhere else. We see from ( 1.4) that the class [P] E Pit(C) = H’(C, c”:) of 
a closed point P E C is represented by 4~. To compute dlog([P]), we must determine 
the class of dlog( 4p) in H’ (C, G’$,). Since we really want the image in k, we follow 
this by computing the residue. We have 
dlog([PI) = res(dlog(4p)) = c resg(dlog($p)) = resp 
Q 
=deg(P). Cl 
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2. The absolute dlog map 
The key to computing the absolute dlog map is the so-called First Exact Sequence 
of KChler differentials. (Basic results on differentials can be found in Ch. 10 of [9].) 
In our situation, let C be a smooth projective k-curve, and let P E C be an arbitrary 
point. 
Lemma 2.1. Let cp be the local ring at a smooth point on u k-curve. Then there is 
an exact sequence 
Proof. This is standard; see [15, Proposition 9.3.5 on p. 315.1 3 
In fact, the sequence of the lemma is split exact, since the rightmost term is a free 
Lr,-module of rank one. This splitting is not natural, since it depends on the choice 
of a local parameter at P. In particular, the splitting does not extend to the analogous 
exact sequence of sheaves in the following corollary. 
Corollary 2.2. There is an exact sequence of’ Zariski sheaves 
0 + cc @k @/, A @/J 2 &, ---$ 0. 
Proof. The maps exist by the sheaf theoretic version of the First Exact Sequence. 
We can then check exactness on the stalks, which reduces to the statement of the 
lemma. 0 
Some words on notation and terminology are in order at this point. For any k-algebra 
R, an element w E s2& will be called an absolute differential form. Its image y(o) 
in !2kik is a geometric differential form, called the geometric part of o. An absolute 
differential form will be called an arithmetic differential form if it lies in the image of 
r : R 8 Q:,, + Q;,,. 
Corollary 2.3. The absolute map, dlog : Pic( C) + H’( C, 52&,), induces a homomor- 
phism 
dlog : J(k) ---f (H’(C, I”c) @/I Q;,z )/%r(c, f&k )>, 
where 6 is a connecting homomorphism in a sequence qf Zariski cohomology groups. 
Proof. Taking cohomology in the exact sequence of Corollary 2.2 yields an exact 
sequence 
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By Proposition 1.5, the absolute dlog map defines a homomorphism to this short exact 
sequence from the usual sequence 
des 0 -+ J(k) + Pit(C) + Z. 
The result follows. 0 
Proposition 2.4. There is an exact commutative diagram 
Proof. The only piece that is not known already is the middle horizontal row. The 
two middle vertical columns are the exact sequences of Lemma 2.1. The left and right 
vertical columns are parts of the exact cohomology sequence of the sequence of sheaves 
in Corollary 2.2. The bottom horizontal row is sequence (1.2). The top horizontal row 
is obtained by tensoring the equally well-known exact sequence 
with QL,z; tensoring preserves exactness in this case because everything is a k-vector 
space. Now, exactness of the middle horizontal row follows (via a diagram chase) 
from the Snake Lemma. 0 
This commutative diagram is critical to understanding the explicit computations in 
the remainder of this paper. When we apply one of the arrows labelled 7c in the diagram, 
we will usually say that we are taking the principal part or the polar part of a form. 
Now, the absolute dlog map can be viewed as a morphism of exact sequences from 
sequence (1.4) to the middle horizontal row in (2.4). Thus, we can compute the action 
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of dlog on the class of a point [D] EJ(~) by the usual diagram chase that computes 
the boundary map in the Snake Lemma. In order to standardize notation, we’ll sketch 
this diagram chase. 
First, represent [D] as a zero cycle D= C, npP, of degree zero. For each closed 
point P in this representation, find a function fp in K* such that t’p( ,fp) = 1. Applying 
dlog on the level of divisors produces the element 
The geometric part of this element represents a trivial cohomology class. So, there 
exists a geometric rational differential form VD E sZ& whose principal part is 7c(q~)= 
y(dlog(D)). Now, we can lift ~0 to an absolute rational differential form og E s2k,z, 
with geometric part ~(00) = ye. Now, use the principal part of wg to adjust the chosen 
representative of dlog(D). Specifically, consider the element 
$0 = dlog(D) - 7-4~1) = c tt,$$ - n(coD). 
P 
The absolute cohomology class of 4,) is just dlog([D]), and its geometric part is 
trivial. In particular, 4~ is a collection of arithmetic principal parts. Identifying it with 
an element in HP K/Op @.k !li$,, we see that it represent a class in H’(C, 6~) @ sZil,. 
After killing the image of the connecting homomorphism 6, this class is the image of 
[D] under the dlog map. 
3. Relations with the j-invariant 
Let k be a field of characteristic not equal to 2 or 3. Let E be an elliptic curve 
defined over k, with j-invariant equal to j. We will always assume that E is defined 
by a Weierstrass equation 
(3.1) 
Because the genus of E is 1, the k-vector space H’(E, CL) is one-dimensional. We 
choose an explicit isomorphism H’(E, Cc,) + k, given by the formula 
where y = dx/y E r(Qk,k ) generates the global geometric differential forms. Tensoring 
with the identity map on the module of differentials, one also gets an explicit isomor- 
phism 
H’(E, LiE) @k a:,, = $z. 
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So, we can rewrite the arithmetic dlog map for the elliptic curve E as a homomorphism 
dlog : E(k) -+ Q;,,/W(E, Q&k 1). 
The main goal of this section is the proof of the following proposition. 
Proposition 3.2. The image of the connecting homomorphism, 6(r(E, sZ&)) c Q:,,, 
is the k-vector subspace of Sz’ k,Z spanned by the d&erential dj of the j-invariant of 
the elliptic curve. 
Proof. The proof is a pair of computations. We will carry out the harder computation 
first, which involves determining explicitly the value of 6(q) where r is the geometric 
form dx/y. After that, we will compute the arithmetic differential of the j-invariant, 
and compare the two values. 
There are two steps to this computation. Write w = dx/y for the corresponding ab- 
solute differential form. We must first show that w has no poles at infinity, and must 
then rewrite w by differentiating (3.1) to look at its poles on the affine curve. 
To study w near the point at infinity, we make the substitution x+-+x/z, y H l/z. 
This transforms the Weierstrass equation into 
z =x3 + a4xz2 + a6z3, 
and transforms the differential form into 




Work in the local ring at the point at infinity, which correponds to the maximal ideal 
(x,z) in this affine. Then x is a local parameter and z vanishes to order three. Thus, 








Because u is a unit, we see that dx/y is a regular form at infinity, regardless of whether 
we think of it as a geometric differential form q or as an absolute differential form w. 
Now we return our attention to the original affine curve in the x-y plane. Differen- 
tiating the Weierstrass equation (3.1) yields the relation 
2y dy = (3x2 + a,+)dx + xdaa + da6. 
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Dividing through and solving for dx/y yields 
dx 2 x da4 f da6 WE-_= 
Y 3x2 + a4 dy- (3x2 +a4)y’ 
(3.4) 
In particular, we see that w has arithmetic poles at each point where y = 0; i.e., at the 
three 2-torsion points of the elliptic curve. 
We have written w as a sum of two terms. The first term only involves the differential 
dy. The denominator of this term is a unit in the local rings at each of the 2-torsion 
points R E E. Thus, the first term is a regular form at R. Since we are computing in the 
quotient Q&z/Q:PR,z, we can throw this term away. Thus, we only need to compute 
the contribution of the arithmetic differential forms 
x da4 + da6 
- (3x2 f a4)y 
at each of the three 2-torsion points. 
Using the explicit isomorphism H’(E, 6)~) C3 !2i,z + L?,&, we see that we must mul- 
tiply by the global geometric form n and compute residues. At the 2-torsion points, y 
is a local parameter. Now, the geometric part of Eq. (3.4) allows us to rewrite 
2 
9= ~ dy. 3x2 + a4 
Thus, we have 
where the sum is taken over the three 2-torsion points R on the elliptic curve E. 
Assuming that a6 # 0, we also know that both x and 3x2 + a4 are units in the local 
rings at the 2-torsion points. So, 
d(q)= c -Zrda4 + (3-$2;;)2. 
R (3x2 + a4)2 (3.5) 
The remainder of the computation is an exercise in computing symmetric functions. 
For, the 2-torsion points on E are the points (ri, 0) where q,r2, and 73 are the roots 
of the polynomial equation f(x) =x3 + a4x + a6 = 0. The sums are symmetric in the 
roots, so they can be expressed in terms of the coefficients. Let si = 0, s2 = a4, and 
s3 = -a6 denote the elementary symmetric functions in the roots pi. 
We start the symmetrization by rewriting the denominators; for example, we have 
(3rf + a4)’ = f’(q)’ = (t-1 - r2)*(rl - r3)2. 
Multiplying through by the discriminant 
A = (rl - Q)~(Y~ - Y~)~(Q - r3)= = -(4aj + 27ai), 
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we can rewrite (3.5) as 
h(1) = 4a3 : 27a2 [(TI (72 - ~3 I2 + U(YI - ~3 I2 + r3(r1 - ~2 I2 > da4 
4 6 
+ ((r2 - r3j2 + (~1 - r3>2 f (0 - r2)‘) das]. 
The coefficient of da6 expands to 
2 (Crf) - 2 (Cricj) = 2(s: - 2s~) - 2.~2 = -6a4. 
Similarly, the coefficient of da4 expands to 
(C Grj) - 6rlr2q = (s~s2 - 3~3) - 6~3 = !+j. 
Thus, the final result is that 
d(v) = 4a3 +627a2 Pa6 da4 - 2a4 da6 1. 
4 6 
(3.6) 
Now, we are ready to compare the explicit computation of 6(q) in (3.6) with the 
derivative of the j-invariant. Standard formulas (see, for example, [14, Ch. III]) show 
that 
j = 2833 a: 
4ai + 27ag ’ 
Using the quotient rule to differentiate and then simplifying shows that 
(3&j da4 - 2a4 da6). 
If either a4 = 0 or a6 = 0, then 6(q) = 0 = dj. If both a4 # 0 and a6 # 0, then 6(q) 
and dj differ by a nonzero constant. In every case, they generate the same k-vector 
subspace of Q&z, which is the result we were trying to prove. 0 
The previous proposition can be used to give another (simpler) interpretation of the 
arithmetic dlog map. For, the j-invariant of an elliptic curve E defined over a field k is 
always an element of k. So, we can form ring homomorphisms Z --+ Z[j] -+ k. There 
is a corresponding First Exact Sequence: 
The image of the first homomorphism in this sequence is precisely the k-vector sub- 
space of Q.&z generated by dj. Thus, the simpler interpretation of the arithmetic dlog 
map is as a homomorphism 
dlog : E(k) --t C$jzLj,. 
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4. The kernel of dlog on an elliptic curve 
The main goal of this section of the paper is to compute the kernel of the arithmetic 
dlog map 
associated to an elliptic curve with j-invariant j defined over a field k. Let PO denote 
the origin in the group law on E, which by convention is the point at infinity in the 
Weierstrass model. Let P = (s, t) E E(k) be an arbitrary k-rational point. Without loss 
of generality, we may assume that P is not a 2-torsion point. (Since the target is a 
k-vector space, where char(k) # 2, it contains no 2-torsion.) Under the identification of 
E with its Jacobian, the point P corresponds to the class of the zero cycle D = P - PO 
of degree zero. We will now carry out the procedure outlined at the end of Section 2 
in a series of lemmas. 
Lemma 4.1. The function fp =x - s is a local parameter at P. 
Proof. This function clearly vanishes at P. Since P is not 2-torsion, the vertical 
line x =s cannot be tangent to the elliptic curve at P, and so ,fp has a simple zero 
atP. U 
Lemma 4.2. The function f6 =x is a local parameter at PO. 
Proof. Obvious. 0 
We now know that dlog(D) is represented by the element $D E & Q&./s2~,,:, 
whose components are dlog( fp) at P, dlog( fh) at PO, and trivial everywhere else. The 
geometric part of this element has the same representation, but it can be realized as 
the geometric principal part of a single geometric differential form. 
Lemma 4.3. The geometric rational differential jbrm 
1 y+tdx __- 
qD=zx-s y E Qrc!k 
has principal parts equal to the geometric part of t,b~. In other words, z(qo) = y($D). 
Proof. We must show that qD has simple poles only at P and at PO, with residue 1 
at P and -1 at PO. Since dx/y is a regular geometric differential form, the poles of 
rl~ lie along the line x =s. This line meets the elliptic curve at P, at PO, and at the 
inverse P = (s, -t) of P. Since the function y + t vanishes at P, we see that qD has 
simple poles only at P and at PO. 
Since the sum of the residues is 0, we only need to compute the residue at PO. As 
in Proposition 3.2, we make the change of coordinates x -x/z, y H l/z. We work in 
the local ring at PO, which corresponds to the maximal ideal (x,z) in these coordinates. 
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Moreover, we can rewrite z = ux3, where u is a unit in the local ring. Rewriting 
differential using (3.3), we have 
the 
r/o+& (-2dx-x;) =-G$ - 2(:+;:_$! (4.4) 
Both u and 1 - SZU* are units in the local ring at Pa. So, the second term in this sum 
is a regular form, which can be discarded. The residue, therefore, is 
1+&x3 -___ 
1 --sUx* X=0 = 
-1, 
and the result follows. 0 
Corollary 4.5. Let 
1 yftdx -- 
oD=sx-s y E “k/z 
be an absolute rational difSerentia1 form that l$ts qD. Then 
dfp 7’C(~D)lp, = -O. 
fP, 
Proof. The proof of the lemma works down to the point where we compute the residue. 
In particular, the transformation in (4.4) holds with qo replaced by wg, and we can 
still discard the second term since it is a regular form. We now have 
= (1 -stuc2)- (1 +tux3) dx 
( > 
- 
1 -sux* x 
= -;” i-y’ dx. 
Since this form is regular in the local ring at Pi, the result follows. 0 
Write 4~ = & - z(oD). This is a collection of absolute principal parts whose coho- 
mology class [+D] RprCSentS dlog(D). By construction, y(4D) = 0. So, $D is XtUdy 
an arithmetic collection of principal parts. These principal parts can only be nonzero 
at 
(1) points where the component of @D is nontrivial; 
(2) poles of the function (y + t)/2(x - s); 
(3) arithmetic poles of the form dx/y. 
That leaves only P, PO, and the three 2-torsion points on the elliptic curve. However, 
Corollary 4.5 actually says that the absolute (and hence the arithmetic) principal part 
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of 4~ at PO is zero. So, we only need to compute the contribution of the principal 
parts at P and at the 2-torsion points. 
Lemma 4.6. With P = (s, t) and 4~ as above, we huve 
[4blPl= -$. 
Proof. Recall that to compute the contribution at a point P to the cohomology class, 
we rewrite the component 4~1~ as an element f 8 dg E K/tJp ~9 a:,,, and map it to 
resp( fdxly)dgE$,. Introduce a new coordinate system U = x -s, V = y - t, which 
moves P to the origin. In this coordinate system, 
dU I(V+2t)dU+ds 
=- __~ 
u 2 u v+t 
1 VdU 1 (V +2t)ds 
= 2U(V+t) 
-- 
2 u(v+ t) . 
Since U is a local parameter and V vanishes at P, the first term in the sum is a regular 
form, and can be discarded. Therefore, 
[$DIPI = ye0 




2(V + t>2 v=cj 
ds,-* 0 
t . 
Lemma 4.7. Let R = (Y, 0) be a 2-torsion point on the elliptic curve E. Then 
t(r da4 + d&j) 
“D’R1= (r - s)(3r2 + ~4)~’ 
Proof. We need to rewrite everything in terms of dy, since y is the natural choice for 
a local parameter at R. Recall that I$D = I/Q - rr(wg), and that $D is supported only at 
P and PO. Combining this observation with relation (3.4), we have 
1 v+tdx 
(b& = -?r(ag)lR = - -:- 
2x-s y 
x da4 + da6 
dy - (3x2 + a4)y 
(Y + t)dy X(Y + t> da4 (Y + t> da6 
= -(x - s)(3x2 + a4) + 2y(x - s)(3x2 + u4) + 2y(x - s)(3x2 + a4)’ 
Since the first term is regular in the local ring at R, we can safely discard it. Now, we 
have to multiply by the geometric differential dx/y = 2 dy/(3x2 + u4), and then compute 
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residues. We get 
[&IRl = reSR 
X(Y + t) 
da4 + (Y + t) 
(x -3)(3x2 + a4)* (x,y)=(r,O) (x - $)(3X2 + a4)2 (,y y)=(r,(J) 
da6 
tr 
= (Y - s)(3r2 + a4)2 da4 + 
t 
(r - s)(39 + a4)2 
dab. q 
We are ready to compute the final formula for the arithmetic dlog map. We must 
sum the contributions at P and at the three 2-torsion points. The result is contained in 
the following lemma. 
Lemma 4.8. Let P = (s, t) be any non-2-torsion point on the elliptic curve E, und let 
PO be the origin. Write D = P - PO. We have 
dlog(D) = - ; + 
(!%js’ $ 2U$i + 6U4U6) 
t(4ai + 27ai) 
da4 _ (6a4s2 - 9a6s +4Lzi)da 
t(4a; + 27a;) 
6. 
Proof. The ds/t term comes from Lemma 4.6. The other two terms come from rewrit- 
ing a symmetric function, which sums the contribution from Lemma 4.7 over the 
2-torsion points, in terms of the elementary symmetric polynomials. We can see that 
the denominator is 
3 
I-I 
(Y, - s)(3r,2 + a4)2 = - f(s)A” = t2(4a; + 27~;)~. 
i=l 
One factor of t and of A will cancel with the numerator of Lemma 4.7. The remainder 
of the proof is another computation with symmetric polynomials. Clearing denominators 
in the sum coming from Lemma 4.7, we are left with a sum of three terms, each of 
which looks like 
(S - y2)(S - r3)(r2 - r3)2(r~ da4 + da6) 
=rl(r2 - ~3)~s~ da4 - Y~(Q - ~3)~(?2 + r3)sda4 + ~1~2r3(~2 - ~3)~ da4 
+(Y2 - ?"3)*s2 da6 - (I'2 - 73)*(Y2 -f ?"3)sda6 -!- F2r3(Y2 - r3)* da6 
The symmetrization computation breaks up into six pieces: 
(i) The (symmetrized) coefficient of s2 da4 expands to 
(c rh) - 6/+1~2~3 = (~1~2 - %3)- 6~3 =%6. 
(ii) The coefficient of s da4 expands to 
2rlr2r3 (Cc) - (x+7) =2sis3 -(sis2 - sls3 - 2&)=2aj. 
K.K. CoomhesIJournul qf‘ Puw und Applied Alqebru 138 11999) 21-38 
(iii) The coefficient of da4 expands to 
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(iv) The coefficient of s2 da6 expands to 
2 (I$) -2 (Criq) =2((,$-2s2)-s2)=-6a4. 
(v) The coefficient of sdub expands to 
(C&) - 2 (CY’) = (SISz - 3~) - 2(S: - 3st.Q + 3S3)=%6. 
(vi) Finally, the coefficient of da6 expands to 
(Cr’r;) - 2 (cr;?$) = (s:s~ - sI.s3 - 2s:) - 2(s: - 2.~1.~) = - 4a2,. 0 
We are going to change notation slightly. Since the point PO at infinity is fixed, the 
divisor D = P - PO only depends on the coordinates of the point P = (s, t). Henceforth, 
we shall write dlog(s,t) = dlog(D), and thus make explicit the dependence on those 
coordinates. 
Proposition 4.9. Let P = (s, t) be a k-rational point on the elliptic curve E. If a4 # 0, 
then 
s da4 
dlog(s, t) z -y + 2ta 
4 
in sZ~.z,jl. 
IJ’ a4 = 0, then 
s dab 
dlog(s, t) = -$ + 3ta 
6 
in Q~,,,j,. 
Proof. By the computation in the proof of Proposition 3.2, setting G(dx/y) = 0 imposes 
the relation 
3ae da4 - 2a4 da6 = 0. 
When a4 # 0, we can solve this equation for da6 and substitute it into the computation 
in Lemma 4.8 to get 
dS 
dlog(s, t) = -t + 
(2a4(9a6S2 + 2&S + 6a4a6) - 3a6(6a4s2 - 9a@ + 4ai)) da4 
2ta4(4ai + 27ai) 
ds s da4 =-- 
t +2ta. 4 
When a4 = 0, then a6 # 0 (since E 
this computation, solving for da4. 
is a nonsingular elliptic curve), and we can repeat 
0 
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Theorem 4.10. Let E be an elliptic curve over a field k with prime field ko. Let 
F = F(E, k) denote the algebraic closure in k of ko(ad,ae). Then the kernel of the 
absolute dlog map is equal to the set E(F) of F-rational points of E. 
Proof. Let P = (s, t) be a point on the elliptic curve E. Since t satisfies a (quadratic) 
polynomial equation with coefficients involving a&&j, and s, it is enough to show that 
P E Ker(dlog) if and only if s is algebraic over ko(a4, as). 
We look first at how dlog changes under base extension. Let L/k be any separably 
generated extension field. Since dlog is natural, there is a commutative diagram 
Both vertical maps are injections. So, it is enough to prove the result after extending 
the base field. 
We next consider how dlog changes under an isomorphism of the elliptic curve. Let 
u E k be a unit. Consider the curve I? defined by the equation 
Y* =X3 + u4a4X + u6a6. 
There is an isomorphism between E and l? given by Y = u3 y, X = u2x. In order to 
distinguish the dlog maps, we will write dlog, and dlogg. We will do the case when 
a4 # 0; the case a4 = 0 is similar. Using Proposition 4.9, we have 
dS S d(u4a4) 
dlog@, T) = -r + 2Tu4a 
4 
O*s) + s d(u4a4) = -- 
u3t 2usta4 
= ;dlog,(s, t). 
Now we can proceed. Extend the base field by adjoining a fourth root of ad. (If 
a4 = 0, then adjoin a sixth root of a6 instead.) Replacing E by an isomorphic curve, we 
can then assume that a4 = 1 (or that a6 = 1). Under this assumption, ko(a4, a6) = ko(a6) 
= k&), so we need to show that s is algebraic over k&). Moreover, the formula 
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from Proposition 4.9 becomes even simpler: 
dlog(s, t) = - f E Sz;,,, jl. 
Thus, dlog(s, t) = 0 if and only if ds = 0 E !G?i,,l j,, which occurs precisely when s is 
algebraic over ks[j]. 0 
Corollary 4.11. Let E be an eliptic curve. Then the map dlog : E(k) -+ Q,&rj, has a 
countable kernel. 
Proof. Let ko denote the prime field of k. By the theorem, if (x, y) lies in the kernel, 
then x lies in the algebraic closure of ko(q,aG). This field is countable. Since there 
are at most two y values for each x-value, the kernel must be countable. 0 
In particular, suppose k = C is the field of complex numbers. Then E(C) is uncount- 
able. Since the kernel of dlog is countable, most points are detected by the logarithmic 
derivative. 
Having proved several facts about arithmetic differential forms and the dlog map 
on curves, one is naturally led to ask the following question: Let X be an algebraic 
surface defined over k. There are several versions of the dlog map: 
dlog : H’(X, Xx,j) + H’(X, Qi,z). 
Can anything be said about the kernels or images of any of these maps? 
When i = j = 1, the dlog map has domain equal to the Picard group, and so it 
should be a useful tool for detecting divisors. We also note that this map is worth 
studying when i = 1 and j = 2. For some indication of its potential usefulness, see 
[4, 5, 7, 10, 131. 
The case of most interest, however, is i = j = 2, when the domain is equal to 
the Chow group CH2(X) of zero cycles on X modulo rational equivalence. In [ll], 
Mumford showed that if X is a complex surface with a nonzero global holomorphic 
differential 2-form, then CH2(X) is too large to be represented by any algebraic variety. 
Mumford’s proof was not constructive; in fact, our best tools for detecting nontrivial 
zero cycles still see only the part of the Chow group that is represented by an algebraic 
variety. If we could prove that the image of dlog is large enough, then we would have 
a proof of Mumford’s theorem that came with an effective way to detect nontrivial 
zero cycles. On the other hand, if we could prove that the kernel is always countable, 
then we would have a proof of Bloch’s conjecture [2] on surfaces with ps = 0. 
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