Uniqueness theorem for integral equations and its application  by Xu, Xingwang
Journal of Functional Analysis 247 (2007) 95–109
www.elsevier.com/locate/jfa
Uniqueness theorem for integral equations
and its application ✩
Xingwang Xu
Department of Mathematics, National University of Singapore, 2 Science Drive 2, Singapore 117543
Received 6 April 2006; accepted 5 March 2007
Communicated by H. Brezis
Abstract
This paper is devoted to answering a question asked recently by Y. Li regarding geometrically interesting
integral equations. The main result is to give a necessary and sufficient condition on the parameters so that
the integral equation with parameters to be discussed in this paper have regular solutions. In the case such
condition is satisfied, we will write down the exact solution. As its application of our method, we should
show that the non-existence theory of the solutions of prescribed scalar curvature equation on Sn can be
generalized to that of prescribed Branson–Paneitz Q-curvature equations on Sn.
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1. Introduction
The main objective of this paper is to study the following integral equation:
u(x) =
∫
Rn
|x − y|puq(y) dy, (1.1)
with two real parameters p and q .
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In order to answer a question raised by E. Lieb [6] (see also [7]), W. Chen, C. Li and B. Ou [3]
study the case for p = α −n with 0 < α < n, so p < 0. The current author studies the case p = 1
and q = −7 in 3-dimensional Euclidean space [8] which has some geometric root. Later Y. Li
[5] studied the general form (1.1). For the case p < 0, comparing with Chen, Li and Ou’s result,
he made less regularity requirement on solution u. For case p > 0 he shows that if (1.1) has a
non-negative Lebesgue measurable solution in Rn and p(q + 1) + 2n 0, then q = −1 − 2n/p
and the solution can be exactly written down. With the information so far available, the following
question asked by Y. Li in his paper seems natural.
Question. (Question 2 in [5].) Is it true that for all n 1, p > 0 and q < −1 − 2n/p, Eq. (1.1)
does not admit any positive (regular) solutions?
As one of the main results of the paper, we should prove the following theorem.
Theorem 1. If p > 0, then Eq. (1.1) has a C1 positive solution if and only if qp = −(p + 2n). If
indeed, pq + p + 2n = 0, then the solution u is given by
u(x) = a(b2 + |x − x0|2)p/2. (1.2)
Remarks. 1. Clearly this result completely answers above question.
2. We did not touch the case p < 0. Our method hardly applies to this case.
3. The C1 assumption on solution u is not necessary. The Lebesque measurable assumption
will be enough as this will imply u to be C∞. See [5, Lemma 5.2]. One will keep this form here
just for simplicity of the statement.
For p < 0, we have the following non-existence result.
Theorem 2. Equation (1.1) has no positive C1 solution if −n < p < 0 and q < 0.
Motivated by Theorem 1, we should pay our attention to the following integral equation:
u(x) =
∫
Rn
|x − y|pK(y)u−(1+2n/p)(y) dy (1.3)
for any given smooth function K(x) on Rn.
The first result we have is the following lemma. It is no doubt that this kind of result more
or less is the generalized Kazdan–Warner condition for the integral equation (1.3) which is mo-
tivated by a similar identity for scalar curvature equation, or for the fourth-order differential
equations of Q-curvature.
Lemma 3. Suppose K(x) a > 0 is a bounded smooth function such that |∇K(x)| C|x|p−1
for some positive constant C and |x| sufficiently large. Let u > 0 be a smooth solution of the
integral equation (1.3). If p > 0, then the following identity holds true:
∫
n
[
x · ∇K(x)]u−2n/p(x) dx = 0. (1.4)R
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of the paper.
Theorem 4. Suppose the function K(x) ≡ K(r), depending only on radial distance with respect
to some point x0, without loss of generality, assume that x0 = 0. Suppose that K(r) satisfies the
following condition:
K(r) > 0, K ′(r) 0 for r  1; K(r) 0 for r  1. (1.5)
We also assume that p > −n with n  2. Then the integral equation (1.3) has no positive C∞
solution.
As a corollary, one can also show the following non-existence theorem for prescribed Q-
curvature fourth-order equations.
Theorem 5. Suppose Q(x) is a rotationally symmetric function on Sn. If Q(x) is monotone in
the region where Q(x) > 0 and Q ≡ C, then the problem
20u + cn0u + dnu =
n − 4
2
Qu
n+4
n−4 (1.6)
has no positive smooth solution on Sn if n  3, n = 4, where one has used the convention that
0 is the Laplace operator of the standard metric g0 on Sn and the dimensional constants cn, dn
are given as
cn = 12
(
n2 − 2n − 4), dn = n − 416 n
(
n2 − 4). (1.7)
One should point out that such equation has similar behavior as conformal scalar curvature
equation which has been studied for last two decades; we refer the reader to the recent ex-
cellent book [1] for details regarding this question. It has been studied very recently but it is
still in very early stage. The only known results so far are the perturbation results plus lower-
dimensional cases (n = 5,6). Regarding that part, one refers the reader to Z. Djadli, A. Malchiodi
and M.O. Ahmedou’s recent works [4]. The above non-existence result seems to be the first one
to deal with this problem as the author knows. It is true for all dimension n 3 except for n = 4.
We should make it clear that the maximum principle cannot be applied to Eq. (1.5) while the
corresponding result for the prescribed scalar curvature is exactly coming from the maximum
principle, see [2]. Hence somehow, this integral equation method seems making the maximum
principle work for higher-order equations.
The organization of the paper is as follows. In each section to follow, we prove one result in
the order as above. The methods for proving Theorem 1 and Lemma 3 are similar. Theorem 2
seems odd here. Theorem 4 is the generalization of similar result for scalar curvature equation.
The method of moving spheres has been applied. And the last theorem is just a corollary of
Theorem 4.
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First observe that if p = 0, Eq. (1.1) makes no sense. In other words, u ≡ 0, in the case q > 0,
otherwise there will be no solution. If p −n, then uq(x) must vanish at every point x in order
the right-hand side of Eq. (1.1) is meaningful. Hence hereafter, we will assume p = 0.
On one hand, if q = −(1 + 2n/p), then there are two separate cases: p > 0 and p < 0. In
case p > 0, the solutions are exactly given in Li’s recent paper [5]; In the case −n < p < 0, the
similar solutions are given in Chen, Li and Ou’s paper [3] (see also Li’s paper [5]) with the extra
condition as we stated in Theorem 1. Therefore the second statement in our Theorem 1 follows.
Notice that if p(q +1)+2n > 0, Li [5] has been able to show that the integral equation has no
positive C1 solution. Thus one only needs to show that if Eq. (1.1) has a regular positive solution
and p(q + 1) + 2n 0, then q = −(1 + 2n/p).
From now on, let us assume u > 0 is regular and satisfies (1.1).
First we claim that uq+1 is in L1(Rn) if p > 0. To see this, first we observe the fact that
0 < u(x) ∈ C1 implies the following estimate:
∞ > u(0) =
∫
Rn
uq(y)|y|p dy 
∫
Rn\B1(0)
|y|puq(y) dy 
∫
Rn\B1(0)
uq(y) dy.
Therefore uq ∈ L1(Rn) since uq ∈ L1(B1(0)) is clear. Then it follows from Eq. (1.1) that
|x|pu
(
x
|x|2
)
=
∫
Rn
|x|p
∣∣∣∣ x|x|2 − y
∣∣∣∣
p
uq(y) dy =
∫
Rn
|y|p
∣∣∣∣x − y|y|2
∣∣∣∣
p
uq(y) dy. (2.1)
Now taking limit in above Eq. (2.1) by letting |x| → 0, we have obtained:
lim|x|→0
[
|x|pu
(
x
|x|2
)]
=
∫
Rn
uq(y) dy < ∞. (2.2)
We should point out that here we can take the limit under the integral sign because of domi-
nated convergence theorem [7, Theorem 1.8]. To justify this, we only need to notice that when
p > 0, |x − y/|y|2|p  (|x| + 1/|y|)p  (1 + 1/|y|)p for |x|  1 and notice that |y|p(1 +
1
|y| )
puq(y) ∈ L1(Rn). This last fact is due to elementary inequality (a + b)p  2p(ap + bp)
for all p > 0 and a > 0, b > 0.
By doing variable change, we can see that there are constants R > 0 large and C > 0 such that
0 < C−1|x|p  u(x) C|x|p, (2.3)
for all |x|R.
Therefore we conclude from this that
∫
Rn\BR(0)
uq+1(x) dx =
∫
Rn\BR(0)
uq(x)u(x) dx  C
∫
Rn\BR(0)
uq(x)|x|p dx  Cu(0). (2.4)
This should be enough to conclude that uq+1 ∈ L1(Rn).
X. Xu / Journal of Functional Analysis 247 (2007) 95–109 99What we have done so far is that as long as Eq. (1.1) has a regular positive solution u, uq+1 ∈
L1(Rn). Due to this fact, we conclude that q + 1 = 0.
Next we claim that if the integral equation (1.1) has a C1 positive solution for p > 0, then
qp + p + 2n = 0.
First we notice that any C1 solution of Eq. (1.1) is in L1loc(Rn). (This is true for any p > −n.)
Now we claim that the gradient of u satisfies the following identity in distribution sense:
∇u(x) =
∫
Rn
p|x − y|p−2(x − y)uq(y) dy. (2.5)
To prove this claim, first we realize that if p(q + 1) + 2n  0 with n  1, we must have
q + 1 < 0 since p > 0. Hence, combining this with the estimate (2.3), we conclude that there
exists a finite positive number M > 0 such that
0 < uq(x)M, (2.6)
for all x ∈ Rn.
Next we denote the right-hand side of (2.9) as
w(x) =
∫
Rn
p|x − y|p−2(x − y)uq(y) dy.
In order to see this is well defined, we have to show that
v(x) :=
∫
Rn
|x − y|p−1uq(y) dy < ∞,
for all finite x.
In fact, let us fix a point x ∈ Rn. If p  1, then |x−y| (|x|+|y|), hence |x−y|p−1  (|x|+
|y|)p−1. When |x| 1, we have |x|+|y| 1+|y|. This implies that |x−y|p−1  (1+|y|)p−1 
(1 + |y|)p and (1 + |y|)puq(y) is in L1(Rn) as we have already seen. If |x|  1, observe that
|x − y|p−1  (|x| + |y|)p−1  (|x| + |y|)p  2p(|x|p + |y|p). Since uq and |y|puq(y) are both
integrable over Rn, we conclude that v(x) is finite for any given x ∈ Rn. Now if p < 1, we can
estimate it like the following:
v(x) =
∫
|x−y|1
|x − y|p−1uq(y) dy +
∫
|x−y|1
|x − y|p−1uq(y) dy
MCn
1∫
0
rn+p−2 dr +
∫
Rn
uq(y) dy
 MCn
n + p − 1 +
∫
Rn
uq(y) dy,
where Cn is a dimensional constant.
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have to show the following identity:
∫
Rn
(∇φ)udx = −
∫
Rn
φw dx, (2.7)
for all φ ∈ C∞0 (Rn). Notice that |x − y|  (1 + |x|)(1 + |y|), if p > 0, we have |x − y|p 
(1 + |x|)p(1 + |y|)p . Since ∇φ ∈ C∞0 , |∇φ|(x)(1 + |x|)p is in L1(Rn) and we already knew
uq(y)(1 + |y|)p is in L1(Rn). Hence we have shown that (∇φ)(x)|x − y|puq(y) is absolutely
integrable over Rn × Rn. Apply Fubini’s theorem to the left-hand side of (2.7) to obtain
∫
Rn
{∫
Rn
(∇φ)(x)|x − y|p dx
}
uq(y) dy. (2.8)
If p  1, just use the integration by parts, while if p < 1, use limiting argument together with
integration by parts to conclude that the inner integral is equal to
−
∫
Rn
φ(x)p|x − y|p−2(x − y)dx
for all y ∈ Rn. If p  1, by estimate on |w(x)| with x = 0, we see that (1 + |y|)p−1uq(y) is in
L1(Rn). Since φ(x) ∈ C∞0 , |φ(x)|(1+|x|)p−1 is in L1(Rn). Hence φ(x)|x −y|p−2(x −y)uq(y)
is absolutely integral over Rn × Rn. Now if 0 < p < 1 and p(q + 1) + 2n 0, uq is in Lr(Rn)
by estimate (2.3) with r = 2n/(2n + p − 1) > 1. Clearly φ(x) is in Lr(Rn). Apply Hardy–
Littlewood–Sobolev inequality [7, Theorem 4.3, p. 98] to show that φ(x)|x −y|p−2(x −y)uq(y)
is again absolutely integrable over Rn × Rn. Therefore we can apply Fubini’s theorem again to
get (2.7).
Notice that if t > 0, the function f (t) = t1+q is C1. Hence by chain rule for weak derivative,
we have
∇u1+q(x) = (1 + q)uq(x)
∫
Rn
p|x − y|p−2(x − y)uq(y) dy. (2.9)
Now one chooses a function η ∈ C∞0 (R) satisfying 0 η 1, −2 η′  0, η(t) = 1 for t  1
and η(t) = 0 for t  2. For any R > 0, one multiplies by η( |x|
R
)x ∈ C∞0 on both sides of Eq. (2.9)
and integrates the resulting equation over the ball Rn:
∫
Rn
η
( |x|
R
)
uq(x)x · ∇u(x)dx
=
∫
Rn
η
( |x|
R
)
uq(x)
{∫
Rn
p|x − y|p−2x · (x − y)uq(y) dy
}
dx. (2.10)
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∫
Rn
η
( |x|
R
)
uq(x)x · ∇u(x)dx
= 1
1 + q
∫
Rn
η
( |x|
R
)
x · ∇u1+q(x) dx
= − n
1 + q
∫
Rn
η
( |x|
R
)
u1+q(x) dx + 1
1 + q
∫
Rn
∇
(
η
( |x|
R
))
· xu1+q(x) dx.
Now since u1+q ∈ L1(Rn) and η( |x|
R
) is bounded between 0 and 1, by dominated convergence
theorem, we have
lim
R→∞
∫
Rn
η
( |x|
R
)
uq(x)x · ∇u(x)dx
= − n
1 + q
∫
Rn
u1+q(x) dx + lim
R→∞
1
1 + q
∫
Rn
∇
(
η
( |x|
R
))
· xu1+q(x) dx. (2.11)
The limit on the right-hand side in previous equation is zero which can be seen as follows:
|∇(η(|x|/R)) · x| 2|x|/R and the integral is restrict to the annulus domain R  |x| 2R. That
means we have
∣∣∣∣
∫
Rn
∇
(
η
( |x|
R
))
· xu1+q(x) dσx
∣∣∣∣ 4
∫
R|x|2R
u1+q dx
which clearly tends to 0 as R → ∞ since again u1+q is in L1(Rn).
Thus we conclude that
lim
R→∞
∫
Rn
η
( |x|
R
)
uq(x)x · ∇u(x)dx = − n
1 + q
∫
Rn
u1+q(x) dx. (2.12)
While for the right-hand side of Eq. (2.10), we have
∫
Rn
η
( |x|
R
)
uq(x)
∫
Rn
p|x − y|p−2〈x, x − y〉uq(y) dy dx
= p
2
∫
Rn
η
( |x|
R
)
uq(x)
{∫
Rn
[|x − y|p−2〈x − y, x − y〉uq(y) dy]
}
dx
+ p
2
∫
n
η
( |x|
R
)
uq(x)
{∫
n
[|x − y|p−2〈x + y, x − y〉uq(y) dy]
}
dx.R R
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p
∫
Rn
η
( |x|
R
)∫
Rn
|x − y|p−2〈x, x − y〉uq(x)uq(y) dy dx
= p
2
∫
Rn
η
( |x|
R
)
u1+q(x) dx
+ p
2
∫
Rn
η
( |x|
R
)∫
Rn
[|x − y|p−2〈x + y, x − y〉]uq(y)uq(x) dy dx. (2.13)
Now we have
∫
Rn
∫
Rn
∣∣[|x − y|p−2〈x + y, x − y〉]uq(y)uq(x)∣∣dy dx

∫
Rn
∫
Rn
[|x − y|p−1(|x| + |y|)]uq(y)uq(x) dy dx

∫
Rn
∫
Rn
[|x − y|p−1(1 + |x|)(1 + |y|)]uq(y)uq(x) dy dx.
If p  1, we have
∫
Rn
∫
Rn
[|x − y|p−1(1 + |x|)(1 + |y|)]uq(y)uq(x) dy dx

∫
Rn
∫
Rn
[(
1 + |x|)p(1 + |y|)p]uq(y)uq(x) dy dx < ∞.
If 0 < p < 1, [5, Theorem 1.5] implies that pq + p + 2n 0. Hence we conclude that (1 +
|x|)uq ∈ Lr(Rn) with r = 2n/(2n + p − 1) by the estimate (2.3). Hence Hardy–Littlewood–
Sobolev inequality [7, Theorem 4.3, p. 98] implies that
∫
Rn
∫
Rn
[|x − y|p−1(1 + |x|)(1 + |y|)]uq(y)uq(x) dy dx
 C(n,p)
{∫
Rn
[(
1 + |x|)uq(x)]r dx
}2/r
< ∞.
Hence, in the right-hand side of Eq. (2.13), the first term is dominated by u1+q while the
second term is dominated by [|x−y|p−1(1+|x|)(1+|y|)]uq(y)uq(x) which both are integrable.
Hence we can take limit under the integral sign in (2.13) and get
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R→∞
∫
Rn
η
( |x|
R
)∫
Rn
|x − y|p−2〈x, x − y〉uq(x)uq(y) dy dx
= p
2
∫
Rn
u1+q(x) dx + p
2
∫
Rn
∫
Rn
[|x − y|p−2〈x + y, x − y〉]uq(y)uq(x) dy dx. (2.14)
It follows by interchange variables x and y in the last double integral (which is absolutely
integrable) and Fubini’s theorem that
lim
R→∞p
∫
Rn
η
( |x|
R
)∫
Rn
|x − y|p−2〈x, x − y〉uq(x)uq(y) dx dy
= p
2
∫
Rn
u1+q(x) dx. (2.15)
Thus combine Eqs. (2.10), (2.12) and (2.15) to get that
− n
1 + q
∫
Rn
u1+q(x) dx = p
2
∫
Rn
u1+q(x) dx. (2.16)
Now since u > 0 and
∫
Rn u
1+q(x) dx < ∞, we have that
q = −1 − 2n/p.
This completes the proof. 
3. Proof of Theorem 2
First, we note that, by [9, Lemma 3.11.3], we have, for all r > 0,
1
ωnrn
∫
Br(0)
u(x) dx =
∫
Rn
{
1
ωnrn
∫
Br(0)
|x − y|p dx
}
uq(y) dy
 C
∫
Rn
|y|puq(y) dy = Cu(0), (3.1)
where C is a constant depending only on p and n and independent of r .
Now it follows from Hölder inequality that
1 = 1
ωnrn
∫
Br (0)
u−α(x)uα(x) dx

{
1
ωnrn
∫ [
u−α(x)
]β
dx
}1/β{ 1
ωnrn
∫
uαδ(x) dx
}1/δ
. (3.2)Br (0) Br (0)
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1. αβ = −q;
2. 1
β
+ 1
δ
= 1;
3. αδ = 1.
Without any difficulty, we can figure it out that α = q/(q − 1), β = 1 − q and δ = (q − 1)/q .
Thus we have the following:
Cquq(0) 1
ωnrn
∫
Br (0)
uq(x) dx. (3.3)
Now since p < 0, if |x| < r , then rp < |x|p . Therefore by multiplying both the sides of
Eq. (3.3) by ωnrn+p , we get
Cqωnr
n+puq(0) rp
∫
Br (0)
uq(x) dx =
∫
Br(0)
rpuq(x) dx 
∫
Br (0)
|x|puq(x) dx  u(0). (3.4)
Now notice that n + p > 0, by letting r go to infinity, we reach a contradiction. 
4. Proof of Lemma 3
First with similar estimates as we have done in proof of Theorem 1, with the help of assump-
tion on K , Ku−2n/p and u−(1+2n/p) are both in L1(Rn). By the same calculation as for Eq. (2.9),
one has
∇u−2n/p(x) = −2n
p
u
−(1+ 2n
p
)
∫
Rn
p|x − y|p−2(x − y)K(y)u−(1+2n/p)(y) dy, (4.1)
in the sense of distributions.
Choose the same function η ∈ C∞0 (R) as we have done in the proof of Theorem 1. Now one
multiplies Eq. (4.1) by η( |x|
R
)K(x)x for any R > 1 and integrates the resulting equation over Rn.
On the left-hand side, we have
∫
Rn
η
( |x|
R
)
K(x)u−(1+2n/p)(x)
[
x · ∇u(x)]dx
= −p
2n
∫
Rn
η
( |x|
R
)
K(x)
[
x · ∇u−2n/p(x)]dx
= p
2
∫
Rn
η
( |x|
R
)
K(x)u−2n/p(x) dx + p
2n
∫
Rn
η
( |x|
R
)[
x · ∇K(x)]u−2n/p(x) dx
− p
2n
∫
Rn
{
∇
[
η
( |x|
R
)]
· x
}
K(x)u−2n/p(x) dσx
= I + II + III.
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integral I converges to p2
∫
Rn K(x)u
−2n/p(x) dx as R → ∞. The third integral will converge to
0 as R → ∞. This is due to the fact that on the region R  |x| 2R, |∇[η( |x|
R
)] · x| 4 while it
is zero in outside of this annulus region plus K(x)u−2n/p is absolutely integrable on Rn. Thus
lim
R→∞
{∫
Rn
η
( |x|
R
)
K(x)u−2n/p(x)
[
x · ∇u(x)]dx
}
= p
2
∫
Rn
K(x)u−2n/p(x) dx + lim
R→∞
{
p
2n
∫
Rn
η
( |x|
R
)[
x · ∇K(x)]u−2n/p(x) dx
}
. (4.2)
While for the right-hand side, here and thereafter let q = (1 + 2n/p), we have
∫
Rn
η
( |x|
R
)
K(x)u−q(x)
∫
Rn
p|x − y|p−2[x · (x − y)]K(y)u−q(y) dy dx
= p
2
∫
Rn
η
( |x|
R
)
K(x)u−q(x)
{∫
Rn
[|x − y|pK(y)u−q(y) dy]
}
dx
+ p
2
∫
Rn
η
( |x|
R
)
K(x)u−q(x)
{∫
Rn
[|x − y|p−2[|x|2 − |y|2]K(y)u−q(y) dy]
}
dx.
Now by using the integral equation, the first integral is equal to p2
∫
Rn η(
|x|
R
)K(x)u1−q(x) dx.
And as R → ∞, it converges to p2
∫
Rn K(x)u
1−q(x) dx by dominated convergence theorem since
Ku1−q is absolutely integrable on Rn. Clearly we have
p lim
R→∞
∫
Rn
∫
Rn
η
( |x|
R
)
|x − y|p−2[x · (x − y)]K(x)u−q(x)K(y)u−q(y) dy dx
= p
2
∫
Rn
K(x)u−2n/p(x) dx + p
2
lim
R→∞
{∫
Rn
∫
Rn
{|x − y|p−2[|x|2 − |y|2]}
× η
( |x|
R
)
K(x)u−q(x)K(y)u−q(y) dy dx
}
. (4.3)
Since p > 0, we can argue, as in the proof of Theorem 1, that the double integral is absolutely
integrable since K is bounded. The assumption
∫
Rn K(x)u
1−q(x) dx > 0 implies that Eq. (2.3)
still holds. Thus by dominated convergence theorem, we have
p
2
lim
R→∞
{∫
Rn
∫
Rn
{|x − y|p−2[|x|2 − |y|2]}
× η
( |x|)
K(x)u−q(x)K(y)u−q(y) dy dx
}R
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2
lim
R→∞
{∫
Rn
∫
Rn
{|x − y|p−2[|x|2 − |y|2]}
× K(x)u−q(x)K(y)u−q(y) dy dx
}
.
Again the fact that this last double integrand is absolutely integrable over Rn×Rn implies that
Fubini’s theorem can be applied. It follows by interchange variables x and y in the last double
integral that this double integral is 0. Hence we have
p lim
R→∞
∫
Rn
∫
Rn
η
( |x|
R
)
|x − y|p−2[x · (x − y)]K(x)u−q(x)K(y)u−q(y) dx dy
= p
2
∫
Rn
K(x)u−2n/p(x) dx. (4.4)
Thus combine Eqs. (4.2)–(4.4) to get that
p
2
∫
Rn
K(x)u−2n/p(x) dx + p
2n
lim
R→∞
∫
Rn
η
( |x|
R
)[
x · ∇K(x)]u−2n/p(x) dx
= p
2
∫
Rn
K(x)u−2n/p(x) dx. (4.5)
Hence one gets:
p
2n
lim
R→∞
∫
Rn
η
( |x|
R
){
x · [∇K(x)]}u−2n/p(x) dx = 0. (4.6)
Now by assumption on K , we have |x · [∇K(x)]|  C|x|p for |x| large. This, together with
the estimate similar to (2.3), implies that |x|pu−2n/p is in L1(Rn). Once again, by dominated
convergence theorem, the conclusion of Lemma 3 follows. 
5. Proof of Theorem 4
As a preparation for next section, here we would like to prove the following theorem which
is Theorem 4 stated in Introduction. For reader’s convenience, one should restate it here. This
result should have its own interest.
Theorem 6. Suppose the function K(x) ≡ K(r), depending only on radial distance, satisfies the
following condition:
K(r) > 0, K ′(r) 0 for r  1; K(r) 0 for r  1. (5.1)
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u(x) =
∫
Rn
|x − y|pK(y)u−(1+(2n/p)) dy (5.2)
has no C∞ positive solution in Rn.
Proof. This is the consequence of the following inequality:
sign(−p)
{
u(λx) − |x|pu
(
λx
|x|2
)}
> 0, (5.3)
for all x ∈ B1(0) and all 0 < λ 1 if u is a positive solution of Eq. (5.2).
To see this, let us express everything in terms of the integration. Notice that q = 1 + 2n/p.
IIλ = u(λx) − |x|pu
(
λx
|x|2
)
=
∫
Rn
|λx − y|pK(r)u−q(y) dy −
∫
Rn
|x|p
∣∣∣∣ λx|x|2 − y
∣∣∣∣
p
K(r)u−q(y) dy
= λn+p
∫
B1(0)
[
|x − z|p − |z|p
∣∣∣∣x − z|z|2
∣∣∣∣
p]
×
{
K(λr)u−q(λz) − K
(
λ
r
)[
|z|pu
(
λz
|z|2
)]−q}
dy. (5.4)
The simple calculation shows that, for x, y ∈ B1(0), the kernel function
H(x, z) := |x − z|p − |x|p
∣∣∣∣ x|x|2 − z
∣∣∣∣
p
(5.5)
is positive if p < 0 and negative if p > 0.
Observe that if λ = 1, sign(−p)II1 > 0 since K(r) > 0 and K(1/r)  0 in the ball B1(0).
Now we define
λ0 = inf
{
μ > 0 | sign(−p)IIμ  0 on B1(0)
}
. (5.6)
As we have seen that λ0 < 1, in order to see it must be zero, let us rewrite the equation as
follows:
sign(−p)IIλ(x) = λn+p
∫
B1(0)
H(x, z)K(λr)
{
u−q(λy) −
[
|z|pu
(
λz
|z|2
)]−q}
dz
− λn+p
∫
H(x, z)
[
|z|pu
(
λz
|z|2
)]−q{
K
(
λ
r
)
− K(λr)
}
dz. (5.7)B1(0)
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r
. Therefore, if λ0 > 0,
then the second term is positive while the first term is non-negative by our assumption on the
function K . This forces the function IIλ0 to be strictly positive. And we can see that the number
λ0 should be smaller. This implies that λ0 = 0.
Now it is not hard to see that on the right-hand side of (5.7), both terms are non-negative by
assumption (5.1). Hence (5.3) follows. The theorem follows from (5.3) in the following way:
take λ → 0 first and take |x| → 0 to reach the contradiction. 
6. Proof of Theorem 5
The main aim of this paper is to study the non-existence of positive solutions of the Q-
curvature equation. Much attention have been attracted on such equations recently. Although they
have their own difficulty, the successful methods for scalar curvature equation can be applied to
deal with those equations. However, most of results are based on the idea to extend the condi-
tion for existence of solutions of scalar curvature equations to the corresponding Q-curvature
equations. Our effort in this paper can be used to show the following.
Theorem 7. Let K(r) be a continuous and rotationally symmetric function on Sn. If
K is monotone in the region where K > 0 and K ≡ C, (6.1)
then equation
20u + cn0u + dnu =
n − 4
2
Qu
n+4
n−4 (6.2)
has no solution on Sn for all n 3 and n = 4.
Notice that the constant coefficients cn and dn have been defined in Eq. (1.7).
Proof. Using stereographic projection with north pole at the maximum point of the function
K(r), it is not hard to see that any positive solution of Eq. (6.2) will generate a positive solution
for the integral equation (5.2) with p = 4 − n. Notice that in the proof of Theorem 6, what we
really used is the monotonicity of the function K(r) on the region where it is non-negative. We
never needed the condition K ′  0 on the region where K > 0. Thus the theorem follows from
there. 
Remark. Theorem 7 holds for scalar curvature equation by W. Chen and C. Li [2].
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