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In the recent years, the systems of differential–difference
equations [1], treated as models of some physical phenomena,
have been received considerable attention. They are usually
difﬁcult to solve analytically; so a numerical method is needed.
Recently, much attention has been given in the literature to the
development, analysis, and implementation of methods for dif-
ferential and differential–difference equations (see [2–14] for
instance). In this research we try to introduce a solution of asystem of high-order linear differential–difference equations
in the form
Xm
n¼0
Xk
j¼1
Fni;jðxÞyðnÞj ðlxþ kÞ ¼ giðxÞ; a 6 x 6 b; i ¼ 1; 2; . . . ; k;
ð1Þ
subject to the initial conditions
Xm1
j¼0
ðani;jyðjÞn ðaÞ þ bni;jyðjÞn ðbÞ þ cni;jyðjÞn ðcÞÞ ¼ ln;i;
a 6 c 6 b; i ¼ 0; 1; . . . ;m 1; n ¼ 1; . . . ; k; ð2Þ
where ani;j; b
n
i;j; c
n
i;j; l, k and ln;i are real or complex constants,
meanwhile Fni;jðxÞ; giðxÞ are continuous functions deﬁned on
the interval a 6 x 6 b.
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The classical Euler polynomials EnðxÞ is usually deﬁned as [15]Xn
k¼0
n
k
 
EkðxÞ þ EnðxÞ ¼ 2xn; n 2 N: ð3Þ
Let XTðxÞ be the ðNþ 1Þ  1 matrix and PNþ1 be the
ðNþ 1Þ  ðNþ 1Þ lower triangular matrix deﬁned by
XTðxÞ ¼ 1; x; . . . ; xN T; ½PNþ1ij ¼ i 1j 1
 
; iP j:
If n varies from 0 to N, the property (3) can be represented as
matrix systems of equations
1
2
ðPNþ1 þ INþ1ÞETðxÞ ¼ XTðxÞ:
Thus, the Euler vector can be given directly from
ETðxÞ ¼ D1XTðxÞ () EðxÞ ¼ XðxÞðD1ÞT: ð4Þ
A relation between Euler polynomials and their derivatives is
as follows (E0nðxÞ ¼ nEn1ðxÞ; n ¼ 1; 2; . . .)
½E0ðxÞ;E1ðxÞ; . . . ;ENðxÞ0|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
E0 ðxÞ
¼ ½E0ðxÞ;E1ðxÞ; . . . ;ENðxÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
EðxÞ
0 1 0 . . . 0
0 0 2 . . . 0
..
. ..
. ..
. . .
. ..
.
0 0 0 . . . N
0 0 0 . . . 0
2
6666664
3
7777775
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
M
: ð5Þ
We recall that, M is the Euler operational matrix of differenti-
ation. Trivially EðnÞðxÞ ¼ EðxÞMn for all positive integers n,
where our purpose from EðnÞðxÞ is the nth derivative of EðxÞ.
We can write yiðxÞ in the matrix form as follows;
yiðxÞ ¼
XN
n¼0
ai;nEnðxÞ ¼ EðxÞAi; i ¼ 1; 2; . . . ; k;
a 6 x 6 b; ð6Þ
where the Euler coefﬁcient vector Ai and the Euler vector EðxÞ
are given by
Ai ¼ ½ai;0; ai;1; . . . ; ai;NT; EðxÞ ¼ ½E0ðxÞ;E1ðxÞ; . . . ;ENðxÞ;
then the nth derivative of yiðxÞ can be expressed in the matrix
form by
y
ðnÞ
i ðxÞ ¼ EðnÞðxÞAi; i ¼ 1; 2; . . . ; k; n ¼ 0; 1; . . .m: ð7Þ
Making use of (4), (5) and (7) yields
y
ðnÞ
i ðxÞ ¼ EðxÞMnAi ¼ XðxÞðD1ÞTMnAi;
i ¼ 1; 2; . . . ; k; n ¼ 0; 1; . . .m: ð8Þ
By putting x! lxþ k in the relation (8), we obtain the matrix
form
y
ðnÞ
i ðlxþ kÞ ¼ Eðlxþ kÞMnAi ¼ Xðlxþ kÞðD1ÞTMnAi: ð9Þ
To obtain the matrix Xðlxþ kÞ in terms of the matrix XðxÞ,
we can use the following relation:
Xðlxþ kÞ ¼ XðxÞBðl; kÞ; ð10Þ
where
Xðlxþ kÞ ¼ 1; ðlxþ kÞ; ðlxþ kÞ2; . . . ; ðlxþ kÞN
h i
;for l–0 and k–0,
Bðl;kÞ¼
0
0
 !
l0k0
1
0
 !
l0k1
2
0
 !
l0k2 . . .
N
0
 !
l0kN
0
1
1
 !
l1k0
2
1
 !
l1k1 . . .
N
1
 !
l1kN1
..
. ..
. ..
. . .
. ..
.
0 0 0 . . .
N
N
 !
lNk0
2
666666666666664
3
777777777777775
and for
l–0 and k¼ 0;Bðl;kÞ¼
l0 0 0 . . . 0
0 l1 0 . . . 0
..
. ..
. ..
. . .
. ..
.
0 0 0 . . . lN
2
666664
3
777775:
By substituting the relation (10) into (9), we get
y
ðnÞ
i ðlxþ kÞ ¼ XðxÞBðl; kÞðD1ÞTMnAi;
i ¼ 1; 2; . . . ; k; n ¼ 0; 1; . . .m: ð11Þ
Hence, the matrices yðnÞðlxþ kÞ; n ¼ 0; 1; . . .m can be
expressed as follows
yðnÞðlxþ kÞ ¼ XðxÞBðl; kÞ D MnA; ð12Þ
where
yðnÞðlxþ kÞ ¼
y
ðnÞ
1 ðlxþ kÞ
y
ðnÞ
2 ðlxþ kÞ
..
.
y
ðnÞ
k ðlxþ kÞ
2
666664
3
777775;
XðxÞ ¼
XðxÞ 0    0
0 XðxÞ    0
..
. ..
. . .
. ..
.
0 0    XðxÞ
2
666664
3
777775;
Bðl; kÞ ¼
Bðl; kÞ 0    0
0 Bðl; kÞ    0
..
. ..
. . .
. ..
.
0 0    Bðl; kÞ
2
666664
3
777775;
D ¼
ðD1ÞT 0    0
0 ðD1ÞT    0
..
. ..
. . .
. ..
.
0 0    ðD1ÞT
2
6666664
3
7777775;
Mn ¼
Mn 0    0
0 Mn    0
..
. ..
. . .
. ..
.
0 0    Mn
2
66664
3
77775; A ¼
A1
A2
..
.
Ak
2
666664
3
777775:2.1. Matrix representation for the conditions
We can write Eq. (2) for i ¼ 1; 2; . . . ; k in the matrix form asPm1
j¼0 ½aijyðjÞi ðaÞ þ bijyðjÞi ðbÞ þ cijyðjÞi ðcÞ ¼ ½li, where
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li;0
li;1
..
.
li;m1
2
66664
3
77775
m1
; aij ¼
ai0;j
ai1;j
..
.
aim1;j
2
666664
3
777775
m1
; bij ¼
bi0;j
bi1;j
..
.
bim1;j
2
666664
3
777775
m1
;
cij ¼
ci0;j
ci1;j
..
.
cim1;j
2
666664
3
777775
m1
;
or brieﬂy
Xm1
j¼0
½ajyðjÞðaÞ þ bjyðjÞðbÞ þ cjyðjÞðcÞ ¼ l; ð13Þ
where
l ¼
l1
l2
..
.
lk
2
66664
3
77775; aj ¼
a1j 0    0
0 a2j    0
..
. ..
. . .
. ..
.
0 0    akj
2
666664
3
777775
kk
;
bj ¼
b1j 0    0
0 b2j    0
..
. ..
. . .
. ..
.
0 0    bkj
2
666664
3
777775
kk
; cj ¼
c1j 0    0
0 c2j    0
..
. ..
. . .
. ..
.
0 0    ckj
2
666664
3
777775
kk
:
Substituting the matrices yðjÞðaÞ; yðjÞðbÞ and yðjÞðcÞ, which
depend on the matrix of Euler coefﬁcients A into Eq. (13)
and simplifying the result we obtain
Pm1
j¼0 ½ajXðaÞ þ bjXðbÞ
þcjXðcÞ D MjA ¼ l. Let us deﬁne U as
U ¼Pm1j¼0 ½ajXðaÞ þ bjXðbÞ þ cjXðcÞ D Mj, thus the funda-
mental matrix form for the conditions becomes
UA ¼ l; or ½U; l: ð14Þ3. Description of the numerical method
First, we can write the system (1) in the matrix formXm
n¼0
FnðxÞyðnÞðlxþ kÞ ¼ gðxÞ; ð15Þ
where
FnðxÞ ¼
Fn1;1ðxÞ Fn1;2ðxÞ . . . Fn1;kðxÞ
Fn2;1ðxÞ Fn2;2ðxÞ . . . Fn2;kðxÞ
..
. ..
. . .
. ..
.
Fnk;1ðxÞ Fnk;2ðxÞ    Fnk;kðxÞ
2
66664
3
77775;
yðnÞðlxþ kÞ ¼
y
ðnÞ
1 ðlxþ kÞ
y
ðnÞ
2 ðlxþ kÞ
..
.
y
ðnÞ
k ðlxþ kÞ
2
666664
3
777775; gðxÞ ¼
g1ðxÞ
g2ðxÞ
..
.
gkðxÞ
2
66664
3
77775:
By placing in Eq. (15) the collocation points deﬁned by
xs ¼ aþ b a
N
s; s ¼ 0; 1; 2; . . . ;N; ð16Þwe obtain
Xm
n¼0
FnY
ðnÞ ¼ G; Fn ¼
Fnðx0Þ 0 . . . 0
0 Fnðx1Þ . . . 0
..
. ..
. . .
. ..
.
0 0 . . . FnðxNÞ
2
6664
3
7775;
YðnÞ ¼
yðnÞðlx0 þ kÞ
yðnÞðlx1 þ kÞ
..
.
yðnÞðlxN þ kÞ
2
6664
3
7775; G ¼
gðx1Þ
gðx2Þ
..
.
gðxNÞ
2
6664
3
7775:
Using relation (12) and the collocation points (16), we obtain
yðnÞðlxs þ kÞ ¼ XðxsÞBðl; kÞDðMÞnA;
s ¼ 0; 1; . . . ;N; n ¼ 0; 1; . . .m; ð17Þ
which can be written as
YðnÞ ¼ XBðl; kÞ D MnA; X ¼
Xðx0Þ
Xðx1Þ
..
.
XðxNÞ
2
6664
3
7775;
XðxsÞ ¼
XðxsÞ 0    0
0 XðxsÞ    0
..
. ..
. . .
. ..
.
0 0    XðxsÞ
2
6664
3
7775:
ð18Þ
Substituting relation (18) into Eq. (3), we have the fundamen-
tal matrix equationXm
n¼0
FnXBðl; kÞ D Mn
( )
A ¼ G: ð19Þ
Brieﬂy, the fundamental matrix Eq. (19) corresponding to Eq.
(1) can be written in the form
WA ¼ G; or ½W;G: ð20Þ
To obtain the solution of Eq. (1) under conditions (2), we
replace the row matrices (14) by the last mk rows of the matrix
(20) and obtain the new augmented matrix as follows
½W;G ¼ W; G
U; l
" #
then A ¼ ðWÞ1G: ð21Þ4. Study of error
Suppose that H ¼ L2½0; 1; Y ¼ span E0ðxÞ;E1ðxÞ; . . . ;ENðxÞf g
and g be an arbitrary element in H. Since Y is a ﬁnite dimen-
sional vector space, g has the unique best approximation out of
Y such as g 2 Y, that is for all y 2 Y; kg gk 6 kg yk. Since
g 2 Y, there exists the unique coefﬁcients g0; g1;    ; gN such
that gðxÞ ’ gðxÞ ¼PNn¼0gnEnðxÞ ¼ EðxÞGT, where EðxÞ ¼
½E0ðxÞ;E1ðxÞ;    ;ENðxÞ and G ¼ ½g0; g1; . . . ; gN.
Theorem 1. Assume that g 2H be an arbitrary function and also
is approximated by the truncated Euler series
PN
n¼0gnEnðxÞ,
then the coefﬁcients gn for all n ¼ 0; 1; . . . ;N can be calculated
from the following relation
gn¼
1
N!
R 1
0
gðNÞðxÞdx;n¼N
1
n!
R 1
0
gðnÞðxÞdxþ
XNn1
k¼0
2ðn!Þ
kþ2
kþnþ1
kþ1
 
Ekþ2ð0Þgnþkþ1
 !
;
n¼N1; N2; . . . ;0:
8>><
>>:
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series
PN
n¼0gnEnðxÞ; in other words
gðxÞ ’
XN
n¼0
gnEnðxÞ ¼ g0E0ðxÞ þ g1E1ðxÞ þ . . . gNENðxÞ: ð22Þ
By the following familiar expansion [15]
EnðxÞ ¼
Xn
k¼0
2
kþ 1
n
k
 
Ekþ1ð0ÞBnkðxÞ; ð23Þ
Euler polynomials (EnðxÞ; n ¼ 0; 1; . . .N) can be expressed in
terms of the Bernoulli polynomials. Using Eq. (23), and substi-
tuting results into Eq. (22), we get
gðxÞ’2
1
0
0
 
g0E1ð0ÞB0ðxÞ
g1
2
2
1
1
 
E2ð0ÞB0ðxÞþ2
1
1
0
 
E1ð0ÞB1ðxÞ
 
g2
2
3
2
2
 
E3ð0ÞB0ðxÞþ2
2
2
1
 
E2ð0ÞB1ðxÞþ2
1
2
0
 
E1ð0ÞB2ðxÞÞ
 
 gN
2
Nþ1
N
N
 
ENþ1ð0ÞB0ðxÞþ 2
N
N
N1
 
ENð0ÞB1ðxÞþ  

þ2
2
N
1
 
E2ð0ÞBN1ðxÞþ2
1
N
0
 
E1ð0ÞBNðxÞÞ

¼ 2
1
0
0
 
g0E1ð0Þ  
2
Nþ1
N
N
 
gNENþ1ð0Þ
 
B0ðxÞ
þ 2
1
1
0
 
g1E1ð0Þ  
2
N
N
N1
 
gNENð0Þ
 
B1ðxÞþ  
þ 2
1
N1
0
 
gN1E1ð0Þ
2
2
N
1
 
gNE2ð0Þ
 
BN1ðxÞ
þ 2
1
N
0
 
E1ð0ÞgN
 
BNðxÞ: ð24Þ
By differentiating the above equation N times, applying the
differentiation means condition property of Bernoulli polyno-
mials (i.e. B0nðxÞ ¼ nBn1ðxÞ; nP 1) and integrating the
obtained equation in the interval ½0; 1 and applying the inte-
gral means condition property of Bernoulli polynomials (i.e.R 1
0
BnðxÞdx ¼ 0; nP 1)
Z 1
0
gðNÞðxÞdx’
Z 1
0
XN
n¼0
gnE
ðNÞ
n ðxÞ
 !
dx¼2
1
N
0
 
N!E1ð0ÞgN
Z 1
0
B0ðxÞdx
zﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄ{1sinceB0ðxÞ¼1
;
since E1ð0Þ ¼ 12 , hence gN ¼ 1N!
R 1
0
gðNÞðxÞdx. Now, by differen-
tiating Eq. (24) ðN 1Þ times and again integrating the
obtained equation in the interval ½0; 1,Z 1
0
gðN1ÞðxÞdx’ 2
1
N1
0
 
gN1E1ð0Þ
2
2
N
1
 
gNE2ð0Þ
 
ðN1Þ!
Z 1
0
B0ðxÞdx
zﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄ{1sinceB0ðxÞ¼1
þðN1Þ!gN
Z 1
0
B1ðxÞdx
zﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄ{equals to zero
;
and hence gN1 ¼
R 1
0
gðN1ÞðxÞdxþ22
N
1
 
ðN1Þ!E2ð0ÞgN
ðN1Þ! . Repeating this
procedure n times for n ¼ ðN 2Þ; ðN 3Þ; . . . ; 0 yields
gn ¼
R 1
0
gðnÞðxÞdxþ
PNn1
k¼0
2ðn!Þ
kþ2
kþ nþ 1
kþ 1
 
Ekþ2ð0Þgnþkþ1
n!
. hThe above Theorem implies that Euler coefﬁcients are
decayed rapidly with increasing of n. Also we succeed to con-
vert the approximate polynomial of gðxÞ in terms of Euler
polynomials with the Eq. (23) to the corresponding approxi-
mate polynomial of gðxÞ in terms of Bernoulli polynomials
[16].
Theorem 2. ([17]). Suppose that gðxÞ be an enough smooth
function in the interval ½0; 1 and PN½gðxÞ is the approximate
polynomial of gðxÞ in terms of Bernoulli polynomials and
RN½gðxÞ is the remainder term. Then, the associated formulae
are stated for x 2 ½0; 1 as gðxÞ ¼ PN½gðxÞ þ RN½gðxÞ
PN½gðxÞ ¼
Z 1
0
gðxÞdxþ
XN
j¼1
BjðxÞ
j!
ðgðj1Þð1Þ  gðj1Þð0ÞÞ;
RN½gðxÞ ¼  1
N!
Z 1
0
BNðx tÞgðNÞðtÞdt;
where BNðxÞ ¼ BNðx ½xÞ and ½x denotes the largest integer
not greater than n.
Theorem 3. Suppose gðxÞ 2 C1½0; 1 and PN½gðxÞ is the
approximate polynomial using Bernoulli polynomials. Then the
error bound would be obtained as follows
kErrorðgðxÞÞk1 6
1
N!
BNGN;
where BN and GN denote the maximum value of B

NðxÞ and
gðNÞðxÞ in the interval ½0; 1 respectively.
Proof. By considering RN½gðxÞ ¼  1N!
R 1
0
BNðx tÞgðNÞðtÞdt,
the proof is clear. h5. Test problems
Example 1. Consider ﬁrst the system of initial value problems
given by
y01ðx 1Þ þ y02ðx 1Þ ¼ 2x y1ð0Þ ¼ 0
y01ðx 1Þ  y03ðx 1Þ ¼ 2x 1 y2ð0Þ ¼ 0 3 6 x 6 4;
y01ðx 1Þ þ y3ðx 1Þ ¼ x 1 y3ð0Þ ¼ 0
8><
>:
ð25Þ
with exact solutions y1ðxÞ ¼ x2; y2ðxÞ ¼ 2x, y3ðxÞ ¼ x. By
applying the technique described in Section 3 with N ¼ 3, we
may write the approximate solution in the form
yiðxÞ ¼
X3
n¼0
ai;nEnðxÞ; i ¼ 1; 2; 3;
where
F0ðxÞ ¼
0 0 0
0 0 0
0 0 1
2
64
3
75; F1ðxÞ ¼
1 1 0
1 0 1
1 0 0
2
64
3
75;
gðxÞ ¼
2x
2x 1
x 1
2
64
3
75:
Table 1 Comparison of the absolute errors for N ¼ 8; 10 of y1ðxÞ and y2ðxÞ of Eq. (26).
xi Absolute errors of y1ðxÞ Absolute errors of y2ðxÞ
TCM [9] CMEP method CMEP method TCM [9] CMEP method CMEP method
ðN ¼ 10Þ ðN ¼ 8Þ ðN ¼ 10Þ ðN ¼ 10Þ ðN ¼ 8Þ ðN ¼ 10Þ
0 0 0 0 0 0 0
0.1 3.226e11 4.9552e11 4.8850e14 3.1571e11 2.4766e11 3.5527e14
0.2 3.681e11 4.9312e11 4.8850e14 3.139e11 2.4641e11 3.5527e14
0.5 9.215e11 6.4881e11 1.1369e13 7.246e11 3.2397e11 1.0747e13
0.8 1.3808e10 9.1289e11 2.8244e13 1.0270e10 4.5579e11 2.2737e13
1 2.7443e10 1.1536e09 1.1253e12 3.9660e10 5.7658e10 4.7373e13
Table 2 Comparison of the absolute errors for N ¼ 6; 10 of y1ðxÞ and y2ðxÞ of Eq. (27).
xi Absolute errors of y1ðxÞ Absolute errors of y2ðxÞ
Transform method [6] CMEP method CMEP method Transform method [6] CMEP method CMEP method
ðN ¼ 6Þ ðN ¼ 6Þ ðN ¼ 10Þ ðN ¼ 6Þ ðN ¼ 6Þ ðN ¼ 10Þ
0 0 0 0 0 0 0
0.2 1.5575e02 2.8460e08 3.1863e14 2.3262e03 2.8460e08 3.3529e14
0.4 5.1209e02 1.7820e08 3.3196e14 1.6867e02 1.7820e08 4.8184e14
0.6 1.0150e01 1.2668e08 4.0967e14 5.4499e02 1.2668e08 9.2815e14
0.8 1.6630e01 3.3538e08 5.3846e14 1.3194e01 3.3538e08 1.7519e13
1 2.3351e01 6.8657e07 1.6325e12 2.8038e01 6.8657e07 1.4025e12
290 F. Mirzaee, S. BimeslThe augmented matrix for treating Eq. (25) with the colloca-
tion points x0 ¼ 3; x1 ¼  23 ; x2 ¼ 53 ; x3 ¼ 4
 
, is
½W;G ¼
0 1 9 60 0 1 9 60 0 0 0 0; 6
0 1 9 60 0 0 0 0 0 1 9 60; 7
0 1 9 60 0 0 0 0 1 9=2 20 351=4; 4
0 1 13=3 40=3 0 1 13=3 40=3 0 0 0 0; 4=3
0 1 13=3 40=3 0 0 0 0 0 1 13=3 40=3; 7=3
0 1 13=3 40=3 0 0 0 0 1 13=6 40=9 923=108; 5=3
0 1 1=3 2=3 0 1 1=3 2=3 0 0 0 0; 10=3
0 1 1=3 2=3 0 0 0 0 0 1 1=3 2=3; 7=3
0 1 1=3 2=3 0 0 0 0 1 1=6 2=9 13=108; 2=3
0 1 5 18 0 1 5 18 0 0 0 0; 8
0 1 5 18 0 0 0 0 0 1 5 18; 7
0 1 5 18 0 0 0 0 1 5=2 6 55=4; 3
2
6666666666666666666666664
3
7777777777777777777777775
:
and the matrix forms for conditions are
U0 : l1½  ¼ 1  1=2 0 1=4 0 0 0 0 0 0 0 0 ; 0½ ;
U1 : l2½  ¼ 0 0 0 0 1  1=2 0 1=4 0 0 0 0 ; 0½ ;
U2 : l3½  ¼ 0 0 0 0 0 0 0 0 1  1=2 0 1=4 ; 0½ :
Solving the previous system, the unknown Euler coefﬁcients
vector is A ¼ ½1=2 1 1 0 1 2 0 0  1=2  1 0 0T.
Hence, the solutions of the problem for N ¼ 3 become
y1ðxÞ ¼ x2; y2ðxÞ ¼ 2x and y3ðxÞ ¼ x which are the exact
solutions. Moreover, if higher values of N be chosen, we obtain
the exact solution again.
Example 2 ([18]). Consider the system of initial value prob-
lems given by
y01ðxÞ þ 4y02ðxÞ þ y1ðxÞ ¼ 1þ 2ex y1ð0Þ ¼ 1
y01ðxÞ þ y02ðxÞ þ y2ðxÞ ¼ x ex y2ð0Þ ¼ 0 0 6 x 6 1;
	
ð26Þwith the exact solutions y1ðxÞ ¼ ex þ 3ex=3  3, y2ðxÞ ¼
 1
2
ex þ 3
2
ex=3 þ x 1. Tables 1 shows the numerical results
obtained by collocation method based on Euler polynomials
(CMEP) and the numerical results of [9] using Taylor colloca-
tion method (TCM).
Example 3 ([19]). Consider the following linear differential
system
y02ðxÞ  2y1ðxÞ  y2ðxÞ ¼ 0 y1ð0Þ ¼ 0
y01ðxÞ þ y02ðxÞ þ y1ðxÞ þ y2ðxÞ ¼ 1 y2ð0Þ ¼ 0 0 6 x 6 1;
	
ð27Þ
with the exact solutions y1ðxÞ ¼ ex  1; y2ðxÞ ¼ 2 ex. In
Table 2 the numerical results for this example with N ¼ 6; 10
are displayed together with the results obtained in [6] using
transform method.6. Conclusion
In this article, we introduced a new collocation method based
on the Euler polynomials and used it for solving systems of
high-order linear differential–difference equations with vari-
able coefﬁcients. One of the advantages of this method is that
the proposed problem is transformed to a system of algebraic
equations. Another considerable advantage of this method is
to obtain the analytical solutions if the system has an exact
solution that is a polynomial function. The numerical results
show that the algorithm converges as the number of N terms
is increased. The method proposed in this work can be
extended to solve the important nonlinear partial differential
equations investigated in [20,21], but some modiﬁcations are
required.
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