The graph product of a family of groups lies somewhere between their direct and free products, with the graph determining which pairs of groups commute and which do not. We show that the graph product of quasi-lattice ordered groups is quasi-lattice ordered, and, when the underlying groups are amenable, that it satisfies Nica's amenability condition for quasi-lattice orders [17] . As a consequence the Toeplitz algebras of these groups are universal for covariant isometric representations on Hilbert space, and their representations are faithful if the isometries satisfy a properness condition given by Laca and Raeburn [14] . An application of this to right-angled Artin groups gives a uniqueness theorem for the C * -algebra generated by a collection of isometries such that any two of them either * -commute or else have orthogonal ranges. In contrast, the nonabelian Artin groups of finite type considered by Brieskorn and Saito [1] and Deligne [9] have canonical quasi-lattice orders that are not amenable in the sense of Nica, so their Toeplitz algebras are not universal and the C * -algebra generated by a collection of isometries satisfying the Artin relations fails to be unique.
Introduction
Several celebrated results in C * -algebra theory assert that the C * -algebra generated by a semigroup of isometries does not depend on the specific isometries, provided they satisfy a properness condition. The situations described by these results are of considerable interest, stemming from the fact that the algebraic structure given by the semigroup operation determines a unique C * -norm on the * -algebra generated by the isometries. As examples we have Coburn's theorem on the C * -algebra generated by a single isometry [4] , Douglas's theorem on the C * -algebra of a one parameter semigroup of isometries [10] , and the generalization by Murphy to the Toeplitz C * -algebra of a totally ordered group [16] ; in all these cases the properness condition simply says that the isometries are not unitary.
Moving away from total orders on abelian groups, Nica [17] considered a class of partially ordered groups (G, P ) he called quasi-lattice ordered. Inspired by what happens with the left regular (Toeplitz) representation of the positive cone P , he isolated a key covariance condition, which is automatic for total orders, and defined a universal C * -algebra C * (G, P ) whose representations are given by the covariant isometric representations of P . He proved that the uniqueness of the C *algebra generated by a covariant isometric representation depends on an amenability property of the quasi-lattice order that is strictly weaker than amenability of the underlying group. Indeed, he showed that Cuntz's result [6] on the uniqueness of the C * -algebra T O n generated by n isometries with orthogonal ranges can be seen as an amenability result for the canonical quasi-lattice order on the free group on n generators. In this case the covariance condition requires that the generating isometries have orthogonal ranges, and the properness condition says that the sum of these ranges is not the whole Hilbert space.
In [14] Laca and Raeburn associated a semigroup dynamical system to each quasi-lattice order and showed that the corresponding crossed product is canonically isomorphic to the universal C *algebra C * (G, P ). This approach led to two main advances. The first one was the generalisation to all quasi-lattice orders of some key estimates of Cuntz [5] , which provided a convenient framework in which to study faithfulness of representations and uniqueness properties. The second one was a direct proof of the amenability of the quasi-lattice orders on a large class of (nonamenable) free product groups, which widened the range of application of the uniqueness results.
Direct products and free products of groups are both special cases of the more general construction of a graph product of groups (see Section 2 below), and in this paper we address the natural questions of whether graph products support quasi-lattice orders, and under which conditions these are amenable. Our main technical results are Theorem 11, which shows that graph products of quasi-lattice ordered groups are indeed quasi-lattice ordered, and Theorem 19, which gives a sufficient condition for their amenability. Combining this with the results of [14] in Corollary 20, we characterize faithful representations and give a uniqueness result for the Toeplitz C * -algebras of graph products.
An interesting class of examples is that of graph products of copies of (Z, N), otherwise known as graph groups or right-angled Artin groups. It follows from our main results that they are quasilattice ordered and amenable in the sense of [17] , giving a unified statement of the amenability of the canonical quasi-lattice orders on all free groups and all free abelian groups, as well as providing many new examples of amenable quasi-lattice orders. The corresponding Toeplitz C * -algebras are thus universal and unique. We state this main result in terms of generators and relations in Theorem 23, which contains, as extreme cases, Cuntz's theorem (in which the generating isometries have mutually orthogonal ranges) and a multivariable version of Coburn's theorem, (in which the generating isometries * -commute, in the sense that they commute with each other and with each other's adjoints).
Other interesting quasi-lattice orders are provided by the family of Artin groups of finite type, with the embedded Artin monoid as positive cone [1, 9] . These examples, which include the braid groups, are lattice groups, because every pair of elements has a least common upper bound. In Section 6 we prove, using an argument essentially due to Nica, that if a group is lattice ordered and amenable as a quasi-lattice order, then the group itself has to be amenable. Thus, in contrast to what happens with graph products, only the Artin groups of finite type that are amenable (and hence abelian) give rise to amenable quasi-lattice orders. The nonabelian Artin groups of finite type appear then as an important class of groups having canonical quasi-lattice orders that are not amenable in the sense of [17] . As a consequence, the C * -algebra generated by a covariant isometric representation depends, in general, on the specific representation, Theorem 29.
Graph products of groups
Given a simplicial graph Γ with vertex set Λ, and a family {G I } I∈Λ of groups, we define the graph product Γ I∈Λ G I to be the quotient of the free product * Λ G I by the smallest normal subgroup containing the elements x 1 x 2 x −1 1 x −1 2 for all pairs x 1 ∈ G I , x 2 ∈ G J for which I and J are distinct vertices which are joined by an edge in Γ. When the G I are all copies of Z, the graph product is called a graph group, or right-angled Artin group. We shall not need to assume that Γ is finite.
Graph products were defined in the thesis of E.R. Green [12] , and have been subsequently studied by various other authors. We refer the reader to [13] and the references therein for further background. For now we shall describe a result of [12] which reduces the word problem in a graph product to the word problem in each of the component groups. For the rest of this section suppose that G = Γ I∈Λ G I is a graph product with respect to some graph Γ and collection of groups G I .
By an expression for an element x ∈ G we mean a representation of x as a product X = x 1 x 2 · · · x k of elements x i from the disjoint union of the sets G I \ {1} for I ∈ Λ. For each i = 1, 2, . . . , k we write I(x i ) for the vertex to which x i belongs. Thus
Given an expression X = x 1 x 2 · · · x k for x ∈ G, the graph product relations allow one to modify X to obtain a different expression for x by replacing a subexpression x i x i+1 with x i+1 x i if I(x i ) and I(x i+1 ) happen to be distinct vertices which are joined by an edge in Γ. In the terminology of [13] , such a substitution is called a shuffle, and we shall say that two expressions are shuffle equivalent if one may be obtained from the other via a finite sequence of shuffles. If the expression X contains a subexpression of the form x i x i+1 , with I(x i ) = I(x i+1 ), then we may give a shorter expression for x by an amalgamation, that is by deleting
We say that an expression is reduced if it is not shuffle equivalent to any expression which admits an amalgamation. Given an expression for x, one may easily produce a reduced expression for x via a finite process of shuffling and amalgamating. This may be seen by induction on the length of the expression. At each stage there are only finitely many shuffle equivalent expressions which one needs to check for the presence of amalgamating subwords. The following theorem was essentially proved in [12] (see [13] for a similar formulation). Theorem 1. Any two reduced expressions for the same element of G are shuffle equivalent.
Remark 2. Suppose that the element x ∈ G has a reduced expression X = x 1 x 2 x 3 · · · x k . Every reduced expression for x is obtained from X by some rearrangement of the symbols x 1 , .., x k . Elements of the set {x 1 , x 2 , . . . , x k } shall be referred to as the syllables of x. Note that x may have two or more syllables which are equal to the same element of G I for some I. However, since no shuffle will ever interchange them, these may always be distinguished by the order in which they appear in any reduced expression for x, and we view them as distinct syllables of x.
Define the syllable length ℓ(x) of x to be the number of syllables of x, or rather the length of any reduced expression for x. We say that I, J ∈ Λ commute if I and J are distinct vertices joined by an edge in Γ. Lemma 3. Suppose x 1 x 2 · · · x k and x σ(1) x σ(2) · · · x σ(k) are shuffle equivalent expressions (for σ a permutation). If I(x 1 ) = I(x σ(1) ), then I(x 1 ) and I(x σ(1) ) commute. Similarly, I(x k ) and I(x σ(k) ) commute, provided they are different.
Proof. Any sequence of shuffles between the expressions must at some point involve a substitution of x σ(1) x 1 for x 1 x σ(1) which is a legal shuffle only if I(x 1 ) and I(x σ(1) ) commute. The argument for x k is similar. Lemma 4. If an expression X = x 1 x 2 x 3 · · · x k is not reduced then there exist i, j with 1 ≤ i < j ≤ k such that I(x i ) = I(x j ) = I and I commutes with I(x r ) for every i < r < j. (The converse of this statement is obvious).
Proof. Since X is not reduced, there is a sequence of shuffles which rearranges the elements x 1 , .., x k into a new expression X ′ in such a way that two of them, say x i and x j for i < j, may be amalgamated. That is, x i and x j are adjacent in X ′ and I(x i ) = I(x j ) = I, say. If i < r < j, then this sequence of shuffles induces a sequence of shuffles (by simply ignoring all other syllables) from x i x r x j to either x i x j x r or x r x i x j . Thus, by Lemma 3, I(x r ) commutes with I.
We shall refer to a syllable of x as an initial syllable if it appears as the first syllable in some reduced expression for x, and a final syllable if it appears as the last syllable in some expression. Note that by Lemma 3 the initial syllables of x come from pairwise distinct, in fact commuting, elements of Λ (and similarly for the final syllables). This justifies the following: Observe that, by induction on ℓ(x) and using Lemma 3, one may find a reduced expression for x which begins with the product of the initial syllables of x in any order. Lemma 6. Given x, y ∈ G, let D = ∆ r (x) ∩ ∆(y). Let X · ( I∈D x r I ) and ( I∈D y I ) · Y be reduced expressions for x and y respectively, and define the expression Z = I∈D (x r I y I ). If x r I y I = 1 for all I ∈ D then XZY is a reduced expression for xy.
Proof. Given that each syllable z I = (x r I y I ) of Z is nontrivial, we have that Z is reduced and the expressions XZ and ZY are also reduced since they are formally the same as the reduced expressions given for x and y respectively. Suppose that W = XZY is not reduced. Then one may find a pair of syllables w i , w j as in Lemma 4. By the preceding observation, w i and w j are not both in XZ or ZY . Therefore we may suppose that w i is from the expression X and w j from Y . Now, since w i and w j commute with every syllable between them, it follows that w i is a final syllable of x and w j an initial syllable of y. But then I(w i ) = I(w j ) ∈ D and both w i and w j should come from Z, a contradiction.
Quasi-lattice orders and their graph products
Let G be a group and let P be a submonoid (subsemigroup containing the identity) of G such that P ∩ P −1 = {1}. Then we may define a left-invariant partial order on G by x ≤ y whenever x −1 y ∈ P . Note that x ∈ P if and only if 1 ≤ x. We observe, indeed, that every left-invariant partial order on G arises in this fashion. We say that (G, P ) is a partially ordered group with positive cone P .
Definition 7.
A partially ordered group (G, P ) is quasi-lattice ordered if every finite set in G with an upper bound in G has a (necessarily unique) least upper bound in G. Equivalently, every pair x, y of elements of G with a common upper bound in G has a least upper bound, which we denote by x ∨ y. If x and y have no common upper bound in G, then we write x ∨ y = ∞ for convenience.
Given the group G with positive cone P we may equally define a right-invariant partial order on G by x ≤ r y whenever yx −1 ∈ P . If x and y have a greatest lower bound for ≤ r , we denote it by x ∧ r y. Clearly one has
(1)
Lemma 8. For a partially ordered group (G, P ) the following statements are equivalent.
(i) (G, P ) is a quasi-lattice order.
(ii) Every finite set in G with a common upper bound in P has a least upper bound in P .
(iii) Every element x of G having an upper bound in P has a least upper bound in P .
(iv) If x ∈ P P −1 then there exist a pair of elements a, b ∈ P with x = ab −1 and such that for
(v) Every pair u, v of elements in P has a greatest lower bound u ∧ r v with respect to the rightinvariant partial order on G.
(vi) If x ∈ P P −1 then there exist a pair of elements a, b ∈ P with x = ab −1 and such that a ∧ r b = 1.
Assuming that (i)-(vi) hold, and given x ∈ P P −1 , there is in fact a unique pair a, b ∈ P satisfying statement (vi), being precisely the pair a, b of statement (iv).
Proof. We prove (i) =⇒ (ii) =⇒ (iii) =⇒ (i) first. Clearly (ii) follows from (i) by considering only the finite subsets of G which contain 1, and (iii) is obviously a special case of (ii). Now observe that (iii) states that the condition of Definition 7 holds for all pairs x, 1, and (i) may be recovered from this by left invariance of the partial order.
(iii) =⇒ (iv): Suppose x ∈ P P −1 . Then x has an upper bound in P , and by (iii) we can take a = x ∨ 1 to be the least upper bound in P , so that x = ab −1 for some b ∈ P . If x = uv −1 for u, v ∈ P , then u is an upper bound for x so we have a ≤ u, and hence also b
(iv) =⇒ (v): For given u, v ∈ P , the pair a, b ∈ P of (iv) determines a unique element e := a −1 u = b −1 v which one checks to be the greatest right lower bound u ∧ r v. For if w is a common right lower bound then u = cw and v = dw, for some c, d ∈ P , and one has cd
(vi) =⇒ (iii): Let x ∈ G have an upper bound u in P . Then x ∈ P P −1 , and by (vi) we can write x = ab −1 for a, b ∈ P with a ∧ r b = 1. Since ab −1 ≤ u, we have that ba −1 u ∈ P , in other words, u −1 a ≤ r b. It is obvious that u −1 a ≤ r a, so we must have that u −1 a ≤ r a ∧ r b = 1. Hence a −1 u ∈ P and a ≤ u. So we have that a is the least upper bound of x in P .
Finally suppose that (i)-(vi) hold and let x = uv −1 for u, v ∈ P . Then, as in the proof of Remark 9. We make the following remarks concerning Lemma 8.
(1) Our definition of quasi-lattice order differs slightly from the one originally given in [17, §2.1], which appears here as statement (ii). Nica had also given an equivalent form of (ii) consisting of two conditions: QL1, which is statement (iii), and QL2, which is the statement of Definition 7 for all pairs x, y ∈ P . By Lemma 8 the various definitions are equivalent; in particular QL2 is not needed as it follows from QL1.
(2) In [17] and [14] least upper bounds are always assumed to be in P , but no such assumption is made here. This causes a slight discrepancy of notation: for us the least upper bound in P of x and y should be denoted x ∨ y ∨ 1.
(3) While statements (v) and (vi) may appear to be conditions only on the monoid P , in fact they are not, because one must have that w ≤ r u ∧ r v not only for every common right lower bound w in P but also for every common right lower bound w in G.
Suppose, now, that G = Γ I∈Λ G I is a graph product in which each group G I , for I ∈ Λ, is partially ordered with positive cone P I . We say that an element x ∈ G is positive if each syllable x i of x is positive, that is x i ∈ P I(x i ) . Recall (Remark 2) that these are the syllables of any reduced expression for x. Let P denote the submonoid of G consisting of all positive elements, that is the submonoid generated by the P I for I ∈ Λ. It is easily seen that P ∩ P −1 = {1} and hence that (G, P ) is a partially ordered group. Then (G, P ) is written Γ I∈Λ (G I , P I ) and is referred to as the graph product of the partially ordered groups (G I , P I ) with respect to the graph Γ. Note that each (G I , P I ) is a partially ordered subgroup of (G, P ). That is, the inclusion map is order preserving.
In what follows, we suppose that (G, P ) = Γ I∈Λ (G I , P I ) is a graph product of quasi-lattice ordered groups. We will use the notation ∆ r (x, y) for the intersection ∆ r (x) ∩ ∆ r (y) of the vertex sets which index final syllables of elements x and y in G.
Lemma 10. Given any pair u, v ∈ P there exist a, b ∈ P satisfying the following conditions:
is a reduced expression for ab −1 .
Proof. (i): We proceed by induction on ℓ(u) + ℓ(v), the case where u = v = 1 being trivially true. Given u, v ∈ P we have (ii): This is a straightforward application of Lemma 6, the condition a r I ∧ r b r I = 1 ensuring that the syllables (a r I (b r I ) −1 ) are nontrivial.
Theorem 11. A graph product (G, P ) = Γ I∈Λ (G I , P I ) of quasi-lattice ordered groups is a quasilattice ordered group.
Proof. We prove that (G, P ) satisfies condition (iv) of Lemma 8. Given x ∈ P P −1 , Lemma 10 implies that x has a reduced expression X = x 1 x 2 ...x m in which each syllable x i lies in P I(x i ) P −1 I(x i ) . (More specifically, X may take the form of (2), with the strictly positive syllables appearing first and strictly negative syllables appearing last). Since each (G I , P I ) is quasi-lattice ordered we may, in view of Lemma 8(vi), write each x i uniquely as 
On the other hand, it also follows from (3) that both x and y divide (x I ∨ y I ) · (x ′ ∨ y ′ ). Hence the equality holds.
Amenability for graph products of quasi-lattice orders
Recall from [17] that an isometric representation V : P → Isom(H) on a Hilbert space H is covariant if it is compatible with the quasi-lattice structure in the sense that
The notation is meant to include the convention V ∞ = 0, so in particular covariance implies V x V * x V y V * y = 0 when x and y have no common upper bound. The main example of such a representation is the Toeplitz representation T : P → Isom(ℓ 2 (P )), defined by T x ε y := ε xy , where ε x denotes the typical orthonormal basis vector of ℓ 2 (P ). The C *algebra generated by the T x is called the Toeplitz C * -algebra of the quasi-lattice ordered group (G, P ) and is denoted T (G, P ). Nica also considered the C * -algebra C * (G, P ), universal for covariant isometric representations of P and he defined (G, P ) to be an amenable quasi-lattice order if the canonical homomorphism of C * (G, P ) to T (G, P ) is injective.
There is a semigroup C * -dynamical system (B P , P, α) canonically associated to P , in which B P is the C * -subalgebra of ℓ ∞ (P ) generated by the characteristic functions 1 y of the semi-infinite intervals [y, ∞) for y ∈ P ; the endomorphism α x corresponding to x ∈ P is defined by α x (1 y ) = 1 xy . Covariant isometric representations of P are in one to one correspondence with covariant representations of the semigroup dynamical system (B P , P, α) and this leads to the realisation of C * (G, P ) as a semigroup crossed product, see [14, Section 2] for the details. There is a canonical conditional expectation from B P ⋊ α P onto B P , which is faithful if and only if (G, P ) is amenable [17, §4.3] . This property, taken as the definition of amenability of (G, P ) in [14] , is instrumental in the direct proof of amenability for free product orders, which we aim to generalise in this section.
Definition 14.
An interval of a partially ordered set X is any subposet of the form [u, v] = {x ∈ X | u ≤ x ≤ v} for fixed elements u, v ∈ X such that u ≤ v. Let φ : (G, P ) → (G, P) be an order preserving map between partially ordered groups (that is, a group homomorphism such that φ(P ) ⊆ P). We say that φ is interval preserving if every interval of G is mapped isomorphically (as a poset) onto an interval of G. By left invariance of the partial orders, φ is interval preserving if and only if every interval [1, a] , for a ∈ P , is mapped isomorphically onto the interval [1, φ(a)] in P. We point out that an interval-preserving map φ need not be injective at the group level, but it is strictly order preserving in the sense that φ −1 (1) ∩ P = {1}. Lemma 15. Let φ : (G, P ) → (G, P) be a surjective order preserving map between partially ordered groups. The following are equivalent statements:
(iii) For x ∈ G, if φ(x) ∈ P then either x ∈ P or at least one of the sets xP ∩ P or P x ∩ P is empty.
When (G, P ) and (G, P) are quasi-lattice ordered these statements are also equivalent to the following:
(iv) For every pair a, b ∈ P such that a ∨ b = ∞, one has
Proof. Suppose (i), that φ is interval preserving, and that a, b ∈ P have common upper bound c. Then (ii) follows immediately by considering the interval [1, c] . Conversely, every pair of elements within a given interval [1, c] have a common upper bound, so that it follows from (ii) that [1, c] and [1, φ(c)] are isomorphic as posets.
We check that (ii) is equivalent to (iii). Now P x ∩ P is nonempty if and only if x = a −1 b for some a, b ∈ P , and xP ∩ P is nonempty if and only if x ≤ c for some c ∈ P . Thus, both P x ∩ P and xP ∩ P are nonempty if and only if x = a −1 b for a, b ∈ P having common upper bound ac ∈ P . Therefore (iii) is equivalent to the statement that, for all a, b ∈ P having a common upper bound in P , φ(a −1 b) ∈ P implies that a −1 b ∈ P . But this last statement is just (ii).
In the case that φ is a map between quasi-lattice orders, we show that (iv) is equivalent to the preceding conditions. Suppose, firstly, that φ is interval preserving and take a, b ∈ P with a ∨ b = ∞. Then the interval [1, a ∨ b] in P is isomorphic to [1, φ(a ∨ b)] in P, and (iv)(a) follows easily. To see that (iv)(b) holds observe that φ(a ∨ b) is a common upper bound for φ(a) and φ(b), and hence that φ(a) ∨ φ(b) lies in the interval [1, φ(a ∨ b)] and so must equal φ(a ∨ b). On the other hand, one sees that (iv) implies (ii) by observing that, for a, b ∈ P or P, a ≤ b if and only if a ∨ b = b.
We will need the following reformulation of Proposition 6.6 of [14] . P) is an order preserving homomorphism of quasilattice ordered groups such that, whenever x, y ∈ P have a common upper bound in P ,
If G is an amenable group, then (G, P ) is amenable as a quasi-lattice order.
Remark 17. Proposition 6.6 of [14] should have been stated like this. The reason is that the proof indicated there, modelled in that of [14, Proposition 4.2] , requires that the conditional expectation for the coaction of G on C * (G, P ) be faithful, which is true if G is amenable by [18] . We do not know whether Proposition 6.6 of [14] is correct as stated; however all that is required for the other results in [14] is the version stated above.
Our interest in interval preserving maps stems from the results about free products of Section 4 of [14] . The same recipe allows us to construct such maps on graph products. Proposition 18. Suppose that Γ is a graph with vertex set Λ and {φ I : (G I , P I ) → (G I , P I ) | I ∈ Λ} a set of surjective interval preserving maps between partially ordered groups. Then the map φ : Γ I∈Λ (G I , P I ) → ⊕(G I , P I ), induced by φ I on each factor, is surjective and interval preserving.
Proof. The induced map is clearly an order preserving surjective homomorphism. We will verify condition (ii) of Lemma 15. Suppose that x, y ∈ P have a common upper bound z and that φ(x) ≤ φ(y). Then we must show that x ≤ y. We may clearly suppose x = 1 and choose I such that We can now extend Theorem 6.7 of [14] to graph products of amenable groups.
Theorem 19. A graph product of a family of quasi-lattice orders in which the underlying groups are amenable is an amenable quasi-lattice order.
Proof. Let (G, P ) denote a graph product of the family (G I , P I ) I∈Λ of quasi-lattice orders, and let (G, P) denote their direct product. By Proposition 18, the map φ : (G, P ) → (G, P) induced by the identity on each factor is surjective and interval preserving. If each G I is amenable as a group then so is G. It then follows, by Proposition 16, that (G, P ) is amenable.
As an application of Theorem 19, we obtain the following characterisation of faithfulness of representations of C * (G, P ), and the consequent result about uniqueness of the C * -algebra generated by a covariant isometric representation of P .
Corollary 20. Let (G, P ) be the graph product of a family (G I , P I ) I∈Λ of quasi-lattice ordered groups in which every G I is an amenable group. Then
2. the Toeplitz representation is faithful (hence the Toeplitz C * -algebra T (G, P ) is universal for covariant isometric representations of P ), and 3. if V and V ′ are two covariant representations of P satisfying (4), the map V x → V ′ x extends to an isomorphism of C * (V x : x ∈ P ) onto C * (V ′
x : x ∈ P ). 
It is equivalent to consider only products of the form stated in (4) because replacing each x ∈ F by one of its initial syllables has the effect of replacing each factor (1 − V x V * x ) by a smaller one. Parts 2 and 3 follow from Corollaries 3.8 and 3.9 of [14] .
Remark 21. In some cases condition (4) is automatically satisfied by all covariant representations, in which case the Toeplitz C * -algebra is simple, and purely infinite by [15, Theorem 5.4 ]. The best known example of this is O ∞ [5] . See Corollaries 5.2 and 5.3 of [14] and Theorem 2.4 of [7] for more examples involving free products. 5 The C * -algebra of a right-angled Artin semigroup of isometries.
Let Λ be a set (usually taken to be finite, although we shall not make this restriction here). A matrix M = (m s,t ) s,t∈Λ is a Coxeter matrix if m s,t = m t,s ∈ {2, 3, . . . , ∞} for s = t and m s,s = 1. Denote by st m the word sts · · · , beginning with s and having length m, in which the letters s and t alternate.
The Artin group A M associated to M is the group with presentation
in which a relation of the form st ∞ = ts ∞ is to be interpreted as vacuous. The Artin monoid A + M is defined via the same presentation, taken in the category of monoids (semigroups with unit), see [1] . We may view A M as a partially ordered group with positive cone P M generated by Λ. The cone P M is in general a quotient of A + M via the obvious map, although in many cases of interest this map is known to be injective (see [2] for the most recent results).
Adding the relations s 2 = 1 for s ∈ Λ to the above ones yields a somewhat unusual presentation of the more familiar Coxeter group associated with M , which is usually presented via the relations (st) ms,t = 1.
Definition 22. A Coxeter group and its associated Artin group A M are said to be right-angled if every nondiagonal entry of the Coxeter matrix M is either 2 or ∞; see for example [3] . (By abuse we also refer to the matrix as right-angled.)
The terminology is motivated by noting that the right-angled Coxeter groups are those linear reflection groups whose reflecting hyperplanes are mutually orthogonal or parallel.
Every right-angled Coxeter matrix M over Λ determines a graph Γ with vertex set Λ having an edge joining s and t when m st = 2. The only relations in the presentation of A M say that two generators commute if they are joined by an edge, hence A M is precisely the graph product Γ I∈Λ Z of copies of Z. In this connection, right-angled Artin groups are also referred to as graph groups, see [13] .
By virtue of Theorem 1 the right-angled Artin monoid A + M may be identified with the positive cone of the corresponding Artin group A M , and (A M , A + M ) is a quasi-lattice order by Theorem 11. Applying Theorem 19 we see that this quasi-lattice order is amenable, and hence the Toeplitz representation of C * (A M , A + M ) is faithful. As with Coburn's and Cuntz's theorems, it is more appealing to formulate the result in terms of the generators themselves; indeed, notice that assertion (iii) below does not contain any explicit reference to quasi-lattice orders or Artin groups.
Theorem 23. Let Γ be a graph with set of vertices Λ and suppose {V s : s ∈ Λ} is a collection of isometries on Hilbert space such that for every pair of distinct vertices s and t one has Proof. We prove (i) first. Since the generators V s satisfy the stated relations, the map s → V s extends to an isometric representation, also denoted V , of the semigroup A + M . We need to show that this representation is covariant, i.e. that
which we prove by induction on the combined syllable length ℓ(x) + ℓ(y) of reduced expressions for x and y.
We begin by observing that the relations satisfied by the generating family {V s : s ∈ S} imply that (6) holds for ℓ(x) + ℓ(y) ≤ 2. As induction hypothesis we assume that (6) also holds for pairs of elements having combined length less than n, and we take x and y with ℓ(x) + ℓ(y) = n.
Assume from now on that x and y are given by reduced expressions and let a ∈ Z I be an initial syllable of x, so that we can write x = ax ′ for x ′ ∈ A + M . Suppose first that the reduced expression of y only involves vertices that are joined to I by an edge; then V * a commutes with V y V * y and we have that
By the induction hypothesis applied to the elements x ′ and y, the above is equal to
which is equal to V a(x ′ ∨y) V * a(x ′ ∨y) because of left invariance. It only remains to notice that since a commutes with the vertices in the reduced expression of y, then a ∨ y = ay, and hence a(x ′ ∨ y) = ax ′ ∨ ay = ax ′ ∨ a ∨ y = ax ′ ∨ y = x ∨ y.
Suppose now that the reduced expression of y involves a vertex that is not joined to I by an edge, denote by J the first-appearing such vertex, and let b be the corresponding syllable. Then y = αbβ, where I commutes with (but does not appear in) α, and we have that
x V y V * y = 0 and we need to show that x ∨ y = ∞. Assume, by contradiction, that x ∨ y = z ∈ A + M . Then a ≤ z and αb ≤ z, and, by left invariance, α −1 a ≤ α −1 z and b ≤ α −1 z. Since α −1 a = aα −1 , we would have that α −1 z has an initial syllable from N I greater than or equal to a and an initial syllable form N J greater than or equal to b. But this contradicts Lemma 3 because I and J do not commute. Thus, we must have x ∨ y = ∞, so, by convention, V x∨y V * x∨y = 0. If I = J, then a and b are in the same N I , so both commute with α and either a ≤ b, in which
We may now apply the induction hypothesis to the pair x ′ , α(a −1 b)β in the first case and to the pair (b −1 a)x ′ , αβ in the second case, because both pairs have combined length strictly smaller than that of x and y. Left invariance of the order then yields (6) . This completes the proof of (i).
Thus 
Non amenability for lattice ordered groups
Next we concentrate on partially ordered groups in which least comon upper bounds always exist.
Definition 25. A partially ordered group (G, P ) is lattice ordered if every pair of elements has a least common upper bound. By left invariance, it is also equivalent to require that every element x ∈ G have a least upper bound in P .
Lattice orders are special cases of quasi-lattice orders; in fact we have the following characterisation, cf. [17] .
Lemma 26. The following are equivalent for a partially ordered group (G, P ):
(i) (G, P ) is lattice ordered.
(ii) (G, P ) is quasi-lattice ordered and G = P P −1 .
(iii) (G, P ) is quasi-lattice ordered, P generates G, (in which case we say (G, P ) is connected) and aP ∩ bP = ∅ for all a, b ∈ P .
Proof. (i) =⇒ (ii): Suppose (G, P ) is lattice ordered and let x ∈ G; then x ≤ x ∨ 1 so that both a := x ∨ 1 and b := x −1 a are in P . Clearly x = ab −1 .
(ii) =⇒ (iii): If G = P P −1 then obviously P generates G. Given a pair a, b ∈ P , write a −1 b as xy −1 with x, y ∈ P . Then ax = by ∈ aP ∩ bP .
(iii) =⇒ (i): Suppose (iii) holds. Write x ∈ G as x = a 1 a 2 ...a k with each a i ∈ P or P −1 (by connectedness). If x = x ′ a −1 for a ∈ P then x ≤ x ′ , while if x = x ′ a −1 b for a, b ∈ P then, choosing ac = bd ∈ aP ∩ bP we have x ≤ x ′ c. By induction we ultimately have x ≤ α ∈ P . Since (G, P ) is a quasi-lattice order x has a least upper bound in P , and so (i) holds.
For a quasi-lattice order (G, P ), we know that if G is amenable then (G, P ) is amenable, by [17, §4.5] , see also [14, Lemma 6.5] . It turns out that for lattice ordered groups the converse is also true; the proof follows the argument outlined in Remark 2 of [17, §5.1].
Proposition 27. If (G, P ) is lattice ordered and amenable (in the sense of Definition 7) then G is an amenable group.
Proof. Suppose (G, P ) is an amenable lattice order, and denote the left regular representation of P on ℓ 2 (P ) by W . As observed by Nica, the map x ∈ P → 1 ∈ C is a (one-dimensional) covariant isometric representation, so the map W x → 1 extends to give a one-dimensional representation of T (G, P ), and an easy argument shows that s∈P λ s W s = s∈P λ s (7) for every finitely (or countably) supported nonnegative function λ in ℓ 1 (P ). Notice that the sum s λ s W s is the operator of left-convolution by λ ∈ ℓ 1 (P ) on ℓ 2 (P ), and that (7) implies that s∈P λ s W s = 1 for every probability density λ. Since the support of λ can be chosen to contain an arbitrary finite subset of P including the identity, we have that condition (e) of [8, Theorem 1] holds, with p = 2, U = 1 ∈ P , and φ a probability density whose support contains ξ ∪ {1}. By [8, Theorem 1], the semigroup P has a left-invariant mean. (Day's Theorem is about right-amenability and right-convolutions, but there is no difficulty in transforming it into a theorem for left-amenability and left-convolutions.)
Finally, the group G = P P −1 is amenable, by Corollary 3.6 of [19] .
The Artin group A M is said to be of finite type if the Coxeter group associated to the matrix M is finite, [1] . In particular, Λ is finite. By Proposition 5.5 and Theorem 5.6 of [1] , if A M is of finite type, then the Artin semigroup A + M embeds as a subsemigroup of A M , and the pair (A M , A + M ) is a lattice ordered group (see also [9] ). We wish to apply Proposition 27 to characterize amenability of these lattice orders; the first observation is that most Artin groups are not amenable.
Proposition 28. An Artin group is amenable (as a group) if and only if it is abelian. (The abelian
Artin groups of finite type are precisely the free abelian groups of finite rank).
Proof. Let A M be the Artin group with Coxeter matrix M . The generators s, t generate a special subgroup of dihedral type I 2 (m s,t ). Since the dihedral types I 2 (m) with m ≥ 3 are not amenable, because they contain free subgroups of rank two, A M is not amenable unless m s,t = 2 for every pair of generators, which means that A M is free abelian on Λ (and of finite rank if A M is of finite type).
As a consequence, the analog of Theorem 20 fails for nonabelian Artin groups of finite type, and we have the following.
Remark 30. By Theorem 29 the Toeplitz C * -algebra T (A M , A + M ) of a nonamenable A M is not universal for covariant isometric representations, so it is generally hard to decide whether a given collection of isometries satisfying the Artin relations and the covariance condition actually generates a representation of T (A M , A + M ). In any case, it follows from Theorem 6.7 and Corollary 6.8 of [11] that a given a representation of T (A M , A + M ) is faithful if and only if the generating family of isometries is proper, in the sense that Λ (1 − V s V * s ) = 0.
Our results about Toeplitz C * -algebras cover the Artin groups (A M , P M ) that are presently known to be quasi-lattice ordered, namely the finite type Artin groups from [1, 9] and the rightangled Artin groups dealt with by Theorem 11. It would be interesting to formulate and decide questions of amenability and uniqueness in the remaining cases. It is known that, for Λ finite, the monoid A + M always has a quasi-lattice structure (see [1, 9] ), but even when it is known that A + M embeds canonically in A M (which remains an open question in general; see [2] ) this is not enough to show that (A M , A + M ) is quasi-lattice ordered, which is essential for our techniques.
