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ℓ2 BOUNDED VARIATION AND ABSOLUTELY
CONTINUOUS SPECTRUM OF JACOBI MATRICES
YORAM LAST1 AND MILIVOJE LUKIC2
Abstract. We disprove a conjecture of Breuer–Last–Simon [1]
concerning the absolutely continuous spectrum of Jacobi matri-
ces with coefficients that obey an ℓ2 bounded variation condition
with step q. We prove existence of a.c. spectrum on a smaller set
than that specified by the conjecture and prove that our result is
optimal.
1. Introduction
In this paper we study semi-infinite Jacobi matrices
J =


b1 a1
a1 b2 a2
a2 b3 a3
a3
. . .
. . .
. . .


where an > 0, bn ∈ R. We assume that
sup
n
a−1n + sup
n
an + sup
n
|bn| <∞, (1.1)
in which case J is a bounded self-adjoint operator on ℓ2(N). A canonical
spectral measure µ corresponds to the cyclic vector δ1 through∫
xndµ(x) = 〈δ1, Jnδ1〉, n = 0, 1, 2, . . .
and if the Lebesgue decomposition of µ is
dµ = f(x)dx+ dµs,
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we will be interested in the essential support of the a.c. spectrum,
Σac(J) = {x ∈ R | f(x) > 0}.
This set should properly be viewed as an equivalence class of sets mod-
ulo sets of Lebesgue measure zero. The absolutely continuous spectrum
of J is then equal to the essential closure of Σac(J), defined as the set
of x ∈ R such that |Σac(J) ∩ (x− ǫ, x+ ǫ)| > 0 for all ǫ > 0; see [9] for
an expository discussion.
For ℓ2 perturbations of coeficients of the free Jacobi matrix, [4, 12]
proved Σac(J) = [−2, 2]. Their sum rule approach initiated a search
for higher-order Szego˝ theorems for Jacobi [15, 23, 13, 14] and CMV
matrices [27, 25, 10, 19, 21, 7, 8, 2], in which ℓ2 bounded variation
conditions are combined with slow decay conditions (ℓp for some p > 2)
to prove presence of a.c. spectrum on the spectrum of the free case. In
this paper, we consider the implications of an ℓ2 bounded variation
condition without any decay conditions.
This paper focuses on Jacobi matrices such that for some q ∈ N,
∞∑
n=1
|an+q − an|2 +
∞∑
n=1
|bn+q − bn|2 <∞. (1.2)
The implications of condition (1.2) on Σac(J) have been the subject of
a series of papers and conjectures of various levels of generality, relating
the a.c. spectrum of J to the a.c. spectra of its right limits. A two-sided
Jacobi matrix J (r) with coefficients a
(r)
n > 0, b
(r)
n ∈ R, n ∈ Z is called a
right limit of J if there is a sequence nj ∈ Z, nj → +∞, such that for
all n ∈ Z,
lim
j→∞
an+nj = a
(r)
n , lim
j→∞
bn+nj = b
(r)
n .
When (1.1) holds, a compactness argument shows that J has at least
one right limit; the same argument shows that for every sequence nj →
+∞ there exists a subsequence which gives rise to a right limit. We
will denote the set of right limits of J by R. We are interested in the
following conjecture from [1].
Conjecture 1.1 ([1, Conjecture 9.5]). Let q ∈ N and let (1.2) hold.
Then
Σac(J) =
⋂
R
σ(J (r)). (1.3)
A narrower version of this conjecture, for an ≡ 1 and bn → 0, was
previously made by Last [16] and proven by Denisov [6]. Further work
of Kaluzhny–Shamis [11] proved (1.3) in the case where the sequences
{an}, {bn} are asymptotically periodic (so there is, up to shifts, only one
ℓ
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right limit). These results have been carried over to orthogonal poly-
nomials on the unit circle and extended beyond asymptotic periodicity
by one of the authors [20]. Additional motivation for the conjecture is
provided by work of Denisov [5] for Schro¨dinger operators, which can
be seen as a continuum analog of Corollary 1.3 below.
However, we will construct examples which show that Conjecture 1.1
is false for q > 1. We will also prove a result which establishes a.c.
spectrum on a smaller set and our examples will show that this result
is optimal. This will also imply Conjecture 1.1 for q = 1.
The condition (1.2) implies
lim
n→∞
|an+q − an| = lim
n→∞
|bn+q − bn| = 0, (1.4)
which implies that all right limits of J are q-periodic, since
a
(r)
n+q − a(r)n = lim
j→∞
(an+q+nj − an+nj) = 0
and analogously b
(r)
n+q − b(r)n = 0. The discriminant of a two-sided q-
periodic Jacobi matrix J (r) is defined as
∆(r)(z) = tr
(
A(a(r)q , b
(r)
q ; z)A(a
(r)
q−1, b
(r)
q−1; z) . . . A(a
(r)
1 , b
(r)
1 ; z)
)
(1.5)
where tr denotes trace and A(a, b; z) is the transfer matrix
A(a, b; z) =
(
z−b
a
− 1
a
a 0
)
. (1.6)
It is well known [24, Chapter 5] that for such a Jacobi matrix,
σ(J (r)) = σac(J
(r)) = {x ∈ R | ∆(r)(x) ∈ [−2, 2]} (1.7)
and that this set is, in a natural way, a union of q closed intervals
(“bands”) in R whose interiors are disjoint. One can naturally define
the q-interior of the spectrum as the union of interiors of the q bands,
which can be expressed as
q-int(σ(J (r))) = {x ∈ R | ∆(r)(x) ∈ (−2, 2)}.
Note that this notion depends on q and cannot be expressed solely in
terms of J (r), in the sense that a q-periodic Jacobi matrix can also be
viewed as 2q-periodic, 3q-periodic, etc, and q-int(σ(J (r))), (2q)-int(σ(J (r))),
(3q)-int(σ(J (r))) . . . are all distinct sets.
We can now state the theorem.
Theorem 1.2. Let (1.1) and (1.2) hold for some q ∈ N. Then⋂
R
q-int(σ(J (r))) ⊂ Σac(J) ⊂
⋂
R
σ(J (r)). (1.8)
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Moreover, for any closed interval
I ⊂
⋂
R
q-int(σ(J (r))), (1.9)
we have ∫
I
log f(x)dx > −∞. (1.10)
The second inclusion in (1.8) is, in fact, a general result of Last–
Simon [17] for a.c. spectra of right limits, repeated here only for com-
pleteness. The essence of this theorem is in the first inclusion.
Although q-int(σ(J (r))) differs from σ(J (r)) by only a finite set of
points, those points can vary from right limit to right limit, so we would
like to emphasize that the intersections in (1.8) can differ significantly.
We will soon see examples of this.
For q = 1, the two inclusions of the previous theorem combine to
give an equality.
Corollary 1.3. If (1.1) holds and (1.2) holds for q = 1, then
Σac(J) = [lim sup
n→∞
(bn − 2an), lim inf
n→∞
(bn + 2an)]. (1.11)
Moreover, (1.10) holds for each closed interval I ⊂ int(Σac(J)).
Remark 1.1. This corollary sometimes yields intervals with purely sin-
gular spectrum. A result of Last–Simon [18, Theorem 3.1] for essential
spectra of right limits implies
σess(J) = [lim inf
n→∞
(bn − 2an), lim sup
n→∞
(bn + 2an)]
which can be strictly greater than the set (1.11), so the complement
supports a purely singular part of the measure.
Another case in which the sets in (1.8) are equal is the case of conver-
gence to an isospectral torus. This notion is the natural generalization
of decaying perturbations of the free case; see, e.g., Last–Simon [18]
and Damanik–Killip–Simon [3].
For our purposes, it suffices to define it as follows. Let S = σ(J˜) for
some q-periodic two-sided Jacobi matrix J˜ . The isospectral torus of S,
denoted TS , is the set of all q-periodic two-sided Jacobi matrices whose
spectrum is equal to S. It is known that this set is a k-dimensional
torus for some k ≤ q− 1, and that all elements of the isospectral torus
have the same discriminant, which we will denote by ∆S(x).
We will say that J converges to the isospectral torus TS if all of its
right limits lie on TS . Of course, this generalizes asymptotic periodicity.
ℓ
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By [18], convergence of J to the isospectral torus TS implies σess(J) =
S. With our ℓ2 bounded variation condition (1.2), we can also say that
σac(J) = S. More precisely, we have:
Corollary 1.4. Let (1.1) and (1.2) hold for some q ∈ N. If {an, bn}∞n=1
converges to an isospectral torus TS , then
Σac(J) = S. (1.12)
Moreover, (1.10) holds for any closed interval I ⊂ S such that |∆S(x)| <
2 for all x ∈ I.
By Corollary 1.3, Conjecture 1.1 is true for q = 1. For an arbitrary
q > 1, we will now discuss examples in which the two intersections in
(1.8) are distinct and Σac(J) is equal to one or the other. This will
show that, in general, no better statement can be made than (1.8).
Our examples will be taken from the class of discrete Schro¨dinger
operators (an ≡ 1). Moreover, let us choose a parameter λ ∈ (0, 2) and
assume that the set of right limits is the set of constant Jacobi matrices
with an ≡ 1 and bn ≡ β for β ∈ [−λ, λ],
R = {J(1, β) | β ∈ [−λ, λ]}. (1.13)
The q-discriminant of the free Jacobi matrix J(1, 0) is
∆(z) = tr
((
z −1
1 0
)q)
and it is well known [24] that
σ(J(1, 0)) = [−2, 2]
and
q-int(σ(J(1, 0))) = (−2, 2) \ {z1, . . . , zq−1}
where z1, . . . , zq−1 are the distinct solutions of ∆
′(z) = 0,
zj = 2 cos
(
(q − j)π
q
)
.
Since J(1, β) is just J(1, 0) + β, it follows that⋂
R
σ(J (r)) = [−2 + λ, 2− λ]
and
⋂
R
q-int(σ(J (r))) = (−2 + λ, 2− λ) \
q−1⋃
j=1
[zj − λ, zj + λ].
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As promised, these intersections are distinct for λ ∈ (0, 2). Moreover,
we may have ⋂
R
q-int(σ(J (r))) = ∅
even when
⋂
R σ(J
(r)) is a fairly large interval. (In fact, for any positive
λ,
⋂
R q-int(σ(J
(r))) is empty if q is large enough.) Now we will see that
each can be the essential support of the a.c. spectrum for a suitable
Jacobi matrix (where empty essential support means there is no a.c.
spectrum). The first of these two theorems disproves Conjecture 1.1.
Theorem 1.5. Let q ∈ N, q > 1. There exists a half-line Jacobi matrix
J with the properties (1.1), (1.2) and with an ≡ 1 such that its set of
right limits is the set R given by (1.13) and⋂
R
q-int(σ(J (r))) = Σac(J) 6=
⋂
R
σ(J (r)).
Theorem 1.6. Let q ∈ N, q > 1. There exists a half-line Jacobi matrix
J with the properties (1.1), (1.2) and with an ≡ 1 such that its set of
right limits is the set R given by (1.13) and⋂
R
q-int(σ(J (r))) 6= Σac(J) =
⋂
R
σ(J (r)).
The rest of this paper is organized as follows. In Sections 2 and 3,
we prove Theorem 1.2, using the method of Denisov [6] and Kaluzhny–
Shamis [11] together with some adaptations first made in [20] in the
OPUC setting. In Section 4, we apply it to Corollaries 1.3 and 1.4. In
Section 5 we prove Theorem 1.5 using a method from [16]. In Section 6
we prove Theorem 1.6.
2. Estimates and diagonalization of q-step transfer
matrices
We denote the q-step transfer matrix between positionsmq and (m+
1)q and its trace and entries by
Φm(z) = A(a(m+1)q , b(m+1)q ; z)A(a(m+1)q−1, b(m+1)q−1; z) . . . A(amq+1, bmq+1; z)
∆m(z) = tr Φm(z)
Φm(z) =
(
Am(z) Bm(z)
Cm(z) Dm(z)
)
In this section, we prepare for the proof of Theorem 1.2 by establishing
certain properties of Φm(z) which will be needed later. They are mostly
uniform estimates, necessary because without asymptotic periodicity of
Jacobi parameters, we do not have convergence of Φm(z) in m. They
ℓ
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are analogs of estimates made in [20] for orthogonal polynomials on the
unit circle.
The following are standard facts about q-step transfer matrices [24,
Chapter 5].
Theorem 2.1. (i) det Φm(z) = 1;
(ii) z ∈ R implies Am(z), Bm(z), Cm(z), Dm(z),∆m(z),∆′m(z) ∈ R;
(iii) ∆m(z) ∈ [−2, 2] implies z ∈ R;
(iv) ∆m(z) ∈ (−2, 2) implies ∆′m(z) 6= 0;
(v) ∆m(z) ∈ (−2, 2) implies Cm(z) 6= 0.
Although the notation Φm(z) is convenient, we find it useful to think
about Φm(z) as a fixed (m-independent) function of
amp+1, amp+2, . . . , a(m+1)p ∈ (0,∞), bmp+1, bmp+2, . . . , b(m+1)p ∈ R, z ∈ C.
In that point of view, note that Φm(z) is an analytic function of its
parameters, and the same is true of Am(z), Bm(z), Cm(z), Dm(z) and
∆m(z). For any such function fm(z), if (1.1) holds, then for any com-
pactK ⊂ C, analyticity and compactness imply that there is a constant
C <∞ such that for all m ≥ 0 and z ∈ K,
|fm(z)| ≤ C, (2.1)
|fm+1(z)− fm(z)| ≤ C
q∑
k=1
(|a(m+1)q+k − amq+k|+ |b(m+1)q+k − bmq+k|) .
(2.2)
For z ∈ C, let us define
L(z) = lim sup
m→∞
|∆m(z)|.
Lemma 2.2. Assume (1.1) and (1.4). Then L(z) is finite for all z ∈ C,
L(z) = max
R
|∆(r)(z)|,
L(z) is Lipschitz continuous on any compact subset of C, and⋂
R
q-int(σ(J (r))) = {x ∈ R | L(x) < 2}, (2.3)
which is an open set.
This lemma follows easily from compactness arguments and the ob-
servation that it suffices to consider right limits stemming from a se-
quence of nj which are divisible by q. For more details, compare with
Lemma 3.2 in [20].
The basic structure of the proof of Theorem 1.2 is to pick a closed
interval I with the property (1.9) and prove (1.10). To prove (1.10),
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we will need some uniform estimates which hold on such an interval.
By (2.3) and continuity of L,
max
x∈I
L(x) < 2.
Lemma 2.3 (analogous to [20, Lemma 3.3]). Assume (1.1) and (1.4)
and let I ⊂ R be a closed interval such that (1.9) holds. Then there
exist m0 ∈ N0, s, t ∈ {−1,+1}, ǫ ∈ (0, 1) and C > 0 such that for all
m ≥ m0 and z ∈ Ω,
|∆m(z)| ≤ 2− C (2.4)
−sRe∆′m(z) ≥ C (2.5)
C ≤ tReCm(z) ≤ |Cm(z)| ≤ C−1 (2.6)
where
Ω = {x+ iy | x ∈ I, y ∈ [0, ǫ]}. (2.7)
Our next goal is to diagonalize the Φm(z) for m ≥ m0 and z ∈ Ω in
a way which obeys certain uniform estimates in z and m. To do this,
we choose an eigenvalue of Φm(z) in a consistent way. With s as in
(2.5), define
λm(z) =
∆m(z)± is
√
4−∆m(z)2
2
,
where we take the branch of
√
on C \ (−∞, 0] such that √1 = 1.
Lemma 2.4. λm(z) and λ
−1
m (z) are the eigenvalues of Φm(z), and they
obey the following estimates for some C > 0, uniformly in m ≥ m0,
z ∈ Ω:
C ≤ −s Imλm(z) ≤ |λm(z)| ≤ 1− C Im z (2.8)
s Imλ−1m (z) ≥ C. (2.9)
Proof. λm(z) and λ
−1
m (z) are eigenvalues of Φm(z) since det Φm(z) = 1
and tr Φm(z) = ∆m(z). Note that
∂
∂y
∆m(x+ iy) = i∆
′
m(x+ iy)
so, taking imaginary parts and multiplying by s,
s
∂
∂y
Im∆m(x+ iy) = sRe∆
′
m(x+ iy) ≤ −C
for some C > 0 independent of m and x+ iy ∈ Ω, by (2.5). Integrating
in y and using Im∆m(x) = 0,
s Im∆m(x+ iy) =
∫ y
0
s
∂
∂y
Im∆m(x+ it)dt ≤ −Cy. (2.10)
ℓ
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By Lemma 4.1 of [20],
|λm(z)| ≤ 1 + s Im∆m(x+ iy). (2.11)
Combining (2.10) and (2.11), we obtain the upper bound on |λm(z)|
in (2.8). The bounds on s Imλ±1m (z) follow from Lemma 4.1(iii) of
[20]. 
We now diagonalize Φm(z) as
Φm(z) = Um(z)Λm(z)Um(z)
−1 (2.12)
where
Λm(z) =
(
λm(z) 0
0 λ−1m (z)
)
and
Um(z) =
(
λm(z)−Dm(z) λ−1m (z)−Dm(z)
Cm(z) Cm(z)
)
. (2.13)
We chose columns of Um(z) to be eigenvectors of Φm(z), ensuring
(2.12). Note that detUm = (λm−λ−1m )Cm 6= 0 by (2.6) and Lemma 2.4.
We also compute
U−1m =
1
(λm − λ−1m )Cm
(
Cm Dm − λ−1m
−Cm λm −Dm
)
(2.14)
and define
Wm = U
−1
m Um+1 − I.
By (2.2) and the preceding discussion, it is clear that
‖Um+1 − Um‖ ≤ C
q∑
k=1
(|a(m+1)q+k − amq+k|+ |b(m+1)q+k − bmq+k|) .
Together with ‖U−1m ‖ ≤ C, this implies that
‖Wm‖ ≤ C
q∑
k=1
(|a(m+1)q+k − amq+k|+ |b(m+1)q+k − bmq+k|)
for some value of C <∞, uniformly in m ≥ m0 and z ∈ Ω, and so by
(1.2),
∞∑
m=0
‖Wm‖2 <∞. (2.15)
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3. Proof of Theorem 1.2
In this section we conclude the proof of Theorem 1.2, adapting the
method of Denisov [6] and Kaluzhny–Shamis [11].
Our first step is to follow an idea of [11] of introducing approximants
of J which are eventually periodic and relating the a.c. parts of their
spectral measures to certain Weyl solutions. For [11], the coefficients in
their approximants were eventually equal to the periodic background;
since we are working without asymptotic periodicity, we instead extend
by periodicity from some point on.
Therefore, we define the Jacobi matrix JN , N = 0, 1, . . . , so that its
first (N + 1)q Jacobi coefficients agree with those of J , and extending
the sequence of coefficients by q-periodicity after that; i.e., the Jacobi
coefficients of JN are
aNmq+r = amin(m,N)q+r, m ∈ N0, r = 1, . . . , q (3.1)
bNmq+r = bmin(m,N)q+r, m ∈ N0, r = 1, . . . , q (3.2)
We will also use the superscript N to denote other quantities corre-
sponding to JN ; for instance, the q-step transfer matrices correspond-
ing to JN are, by (3.1) and (3.2),
ΦNm(z) = Φmin(N,m)(z).
For z ∈ Ω and N ≥ m0, we wish to single out a solution uN(z) of the
transfer matrix recursion,
uNn+1(z) = Φ
N
n (z)u
N
n (z).
This is a first order recurrence relation, so since all Φn are invertible,
we can specify the solution by setting its value at n = N ,
uNN(z) =
(
λN(z)−DN(z)
CN(z)
)
. (3.3)
Let µN , the canonical spectral measure of JN , have the Lebesgue de-
composition
dµN = fNdx+ dµNs .
We can now describe fN in terms of uN . This is a rewriting of equation
(3.5) of [11]. We deviate cosmetically from [11] in using a solution
of the transfer matrix recursion rather than a solution of the Jacobi
recursion. We prefer this point of view because it avoids a need to
extend the Jacobi recursion to the endpoint n = 0 and because it
clarifies the analogy with the case of orthogonal polynomials on the
unit circle covered in [20].
ℓ
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Lemma 3.1. Let N ≥ m0. For every x ∈ I, (uN0 )2(x) 6= 0. For
Lebesgue-a.e. x ∈ I,
fN(x) = −CN (x) ImλN(x)
π|(uN0 )2(x)|2
. (3.4)
Remark 3.1. By Theorem 2.1(ii), we already know that the right hand
side of (3.4) is real-valued. In fact, using the above formula and com-
paring fN(x) ≥ 0 with (2.6) and (2.8) gives s = t, but that observation
will not be needed in what follows.
Proof. For x ∈ R, the matrices Φn(x) have real entries, so uN(x) is also
a solution of the same recursion. By the constancy of their Wronskian
(see, e.g., [24, Prop. 3.2.3]),
(uN0 )1(x)(u
N
0 )2(x)−(uN0 )2(x)(uN0 )1(x) = (uNN)1(x)(uNN)2(x)−(uNN)2(x)(uNN)1(x),
which, using (3.3) and Theorem 2.1(ii), simplifies to
Im((uN0 )1(x)(u
N
0 )2(x)) = Im((u
N
N)1(x)(u
N
N)2(x)) = CN(x) ImλN (x).
(3.5)
In particular, by (2.6) and (2.8), this implies that (uN0 )1(x)(u
N
0 )2(x) 6= 0
for x ∈ I.
For z ∈ Ω\I, from ΦNn uNN = λNuNN for n ≥ N and |λN | < 1 it follows
that uNn is a Weyl solution (see, e.g., [24, Section 3.2]). Thus, u
N
0 (z)
is a multiple of
(
mN (z)
−1
)
, where mN is the Weyl m-function for JN .
Thus,
m(z) = −(u
N
0 )1(z)
(uN0 )2(z)
.
For almost every x ∈ R, the nontangential limit of ImmN(x) is equal
to πfN(x), so
fN(x) = −1
π
lim
ǫ↓0
Im
(uN0 )1(x+ iǫ)
(uN0 )2(x+ iǫ)
.
The limit exists for all x ∈ I because uNN , and so uNn for every n, is
continuous in z ∈ Ω. Using (3.5), this simplifies to (3.4). 
Coefficient stripping is the operation of removing the leading Jacobi
coefficients from the Jacobi matrix, i.e. replacing the sequence of co-
efficients {an, bn}∞n=1 by {an, bn}∞n=2. This operation does not affect
the validity of conclusions of Theorem 1.2, so we perform coefficient
stripping finitely many times and prove the result for the Jacobi ma-
trix obtained in this way, from which the result for the original Jacobi
matrix will follow.
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Thus, in the following we may assume that all the above estimates,
derived for m ≥ m0, now hold for all m ≥ 0, and that, instead of
(2.15),
∞∑
n=0
‖Wn‖2 < δ (3.6)
for a suitably chosen δ > 0.
The recursion relation for uNn , solved backwards, gives
uN0 = Φ˜
−1
0 · · · Φ˜−1N−1uNN .
Using the diagonalization of Φ˜n and computing U
−1
N u
N
N =
(
1
0
)
, this
becomes
U−10 u
N
0 = Λ
−1
0 (I +W0) · · ·Λ−1N−1(I +WN−1)
(
1
0
)
. (3.7)
Let us label the entries of Wn(z),
Wn(z) =
(
En(z) Fn(z)
Gn(z) Hn(z)
)
.
From (2.13) and (2.14) we compute
1 + En =
Cn(λn+1 −Dn+1) + Cn+1(Dn − λ−1n )
(λn − λ−1n )Cn
,
1 +Hn =
−Cn(λ−1n+1 −Dn+1) + Cn+1(λn −Dn)
(λn − λ−1n )Cn
.
We will need the inequalities∣∣∣∣∣log
l∏
n=k
|1 + En|
∣∣∣∣∣ ≤ C + Cv
√
l − k (3.8)
∣∣∣∣∣log
l∏
n=k
|1 +Hn|
∣∣∣∣∣ ≤ C + Cv
√
l − k (3.9)
with v = Im z and with a constant C independent of z ∈ Ω. This is
proved almost as in the proof of Theorem 2.2 of [6]; a modification is
needed where [6] uses convergence of coefficients, so Lemma 2.5 of [6]
must be replaced by Lemma 6.2 of [20].
We now have all the estimates needed to apply a theorem of Denisov [6],
made precisely to estimate such expressions.
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Theorem 3.2 ([6, Theorem 2.1]). Assume that (3.7) holds, that
C > |λ−1n | > κ > 1 (3.10)
and that (3.6) for a sufficiently small δ. Assume also there is a constant
v ∈ [0, 1) such that (3.8), (3.9) hold. Then there is a value of C1 ∈
(0,∞), which depends only on C, such that
U−10 u
N
0 =
N−1∏
j=0
(
λ−1j (1 + Ej)
)(φN
νN
)
(3.11)
where
|φN |, |νN | ≤ C1 exp
(
C1
κ− 1 exp
(
C1v
2
κ− 1
))
(3.12)
Moreover, for any fixed ǫ > 0 and κ > 1 + ǫ, we have
|φN | > C−11 > 0, |νN | < C1
∞∑
j=0
‖Wj‖2 (3.13)
uniformly in N .
By (2.8), this theorem is applicable to our case, with κ = 1+C Im z
and v = Im z. and we conclude that (3.11) holds. By (3.12) and since
v2/(κ− 1) = Im z/C is uniformly bounded for z ∈ Ω, φN , νN obey
|φN |, |νN | ≤ exp
(
C
Im z
)
(3.14)
for some C <∞ and all N and z ∈ Ω. Moreover, if δ in (3.6) has been
chosen small enough, then by (3.13),
|φN | > C, |νN | < C
2
, for z ∈ Ω with Im z > ǫ
2
. (3.15)
Multiplying (3.11) by U0(z) and using (2.13), we see
(uN0 )2(z) =
N∏
n=1
(
λ−1n (z)(1 + En(z))
)
C0(z)(φN(z) + νN (z)) (3.16)
which we rewrite as
− log|(uN0 )2(z)| = − log
N∏
n=1
∣∣λ−1n (z)(1 + En(z))∣∣− log|C0(z)| + gN(z)
(3.17)
where
gN(z) = − log |φN(z) + νN(z)| .
The above estimates imply the following lemma (the proof is analogous
to the proof of Lemma 6.3 of [20]).
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Lemma 3.3. The function gN(z) is continuous on Ω and harmonic on
int Ω. There is a value of C ∈ (0,∞), independent of N ∈ N0, such
that
(i) for all x ∈ I and N ∈ N0,∣∣log fN(x)− 2gN(x)∣∣ ≤ C (3.18)
(ii) for all N ∈ N0, ∫
I
g+N(x)dx ≤ C (3.19)
(iii) for all z ∈ Ω \ I and N ∈ N0,
gN(z) ≥ − C
Im z
(3.20)
(iv) for all z ∈ Ω with Im z > 1
2
ǫ and N ∈ N0,
gN(z) ≤ C. (3.21)
We will also need the following lemma.
Lemma 3.4 ([6], [11, Lemma 2]). Assume that f(z) is continuous on
Ω, harmonic on int Ω, and for some C, α > 0,∫
I
g+(x)dx < C,
g(x+ iy) > −Cy−β for x+ iy ∈ int Ω, and g(x+ iy) < C for x+ iy ∈ Ω
with y > C
1+β
. Then there is a constant B, depending only on C, β, so
that ∫
I
g−(x)dx < B.
By Lemma 3.3, Lemma 3.4 is applicable to gN(z), and proves∫
I
gN(x)dx > C
with a constant C independent of N . By (3.19) and (3.18), this implies∫
I
log fN(x)dx > C
with a constant C independent of N .
This integral is a relative entropy. Since JN converge strongly to J ,
the measures µN converge weakly to µ, so by upper semicontinuity of
entropy [24, Theorem 2.2.3],∫
I
log f(x)dx ≥ lim sup
N→∞
∫
I
log fN(x)dx ≥ C > −∞
ℓ
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which proves (1.10). Thus, log f(x) > −∞, and thus f(x) > 0, for a.e.
x ∈ I.
Note that by (2.5), for any x in the set
S =
⋂
R
q-int(σ(J (r))),
all right limits have the same sign of (∆(r))′(x). Let J be a band in
the spectrum of some right limit of J . Then (∆(r))′(x) have constant
sign for all right limits and all x ∈ J ∩ S, so J ∩ S is an interval or the
empty set. Since this is true for any of the q bands, we see that S is
the union of at most q open intervals.
Thus, S can be written as a countable union of closed intervals I.
By the above, for each such I, {x ∈ I | f(x) = 0} has zero Lebesgue
measure, so we conclude that {x ∈ S | f(x) = 0} has zero Lebesgue
measure and the first inclusion of (1.8) follows. The second inclusion of
(1.8) is a general result of Last–Simon [17], which completes the proof
of Theorem 1.2.
4. Proofs of Corollaries 1.3 and 1.4
Proof of Corollary 1.3. In this case all right limits are 1-periodic, with
a
(r)
n = α(r) and b
(r)
n = β(r) for some α(r) > 0 and β(r) ∈ R. For such a
right limit, by (1.5) and (1.7),
σ(J (r)) = [β(r) − 2α(r), β(r) + 2α(r)]
and
1-int(σ(J (r))) = (β(r) − 2α(r), β(r) + 2α(r)).
Since every sequence of nj has a subsequence which gives rise to a right
limit, denoting A± = ± lim infn→∞(2an ± bn), (1.8) becomes
(−A−, A+) ⊂ Σac(J) ⊂ [−A−, A+].
The difference between the left and right hand sides is a finite set,
which is negligible since Σac(J) is only defined up to a set of Lebesgue
measure zero, so (1.11) follows. 
Proof of Corollary 1.4. Since all right limits are q-periodic and have
the same spectrum S, they have the same discriminant ∆S(x) (see,
e.g., [24, Chapter 5]), so (1.8) becomes
{x ∈ R | ∆S(x) ∈ (−2, 2)} ⊂ Σac(J) ⊂ {x ∈ R | ∆S(x) ∈ [−2, 2]}.
Since ∆S is a nontrivial polynomial, the difference between the left
and right hand sides is a finite set, and (1.12) follows as in the previous
proof. 
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5. Proof of Theorem 1.5
To prove this theorem, we will rely on a method from [16]. The
sequence bn will be constructed out of two parts,
bn = λn +Wn,
where λn will be a piecewise constant sequence which will oscillate
between −λ and λ, and Wn will be a product of a piecewise constant
decaying sequence and a periodic sequence.
To construct Wn, we will pick a sequence of integers
0 = L1 < L2 < . . . , (5.1)
a q-periodic sequence {Vn}∞n=1 with
V1 = V2 = · · · = Vq−1 = 0, Vq = 1
and a decaying sequence wj with w1 ≤ 1,
w1 > w2 > · · · → 0.
Then we choose
Wn = wlVn, Ll < n ≤ Ll+1.
Note that this makes {Wn} q-periodic between Ll and Ll+1. It is im-
mediate that
lim
n→∞
Wn = 0
and
∞∑
n=1
|Wn+q −Wn|2 ≤ q
∞∑
l=1
|wl+1 − wl|2 <∞.
To construct the sequence λn, we will refine the partition (5.1) by
choosing a sequence {ml}∞l=1 such that
ml ≥ 2l
and, for each l ∈ N, a sequence of integers
Ll = nl,0 < nl,1 < · · · < nl,ml = Ll+1.
Then we will pick λn to be constant between nl,k and nl,k+1,
λn = (−1)l
(
1− 2k
ml
)
λ, nl,k < n ≤ nl,k+1
It is then straightforward to check that
lim sup
n→∞
λn = λ, lim inf
n→∞
λn = −λ,
ℓ
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and
∞∑
n=1
|λn+1 − λn|2 ≤ 4λ2
∞∑
l=1
1
ml
≤ 4λ2
∞∑
l=1
1
2l
<∞.
It follows from the above that such a Jacobi matrix has the properties
(1.1), (1.2) and the correct set of right limits, so Theorem 1.2 implies
that
(−2 + λ, 2− λ) \
q−1⋃
j=1
[zj − λ, zj + λ] ⊂ Σac(J) ⊂ [−2 + λ, 2− λ]. (5.2)
Therefore, to prove Theorem 1.5, it suffices to show that we can choose
the parameters {Ll}, {ml} and {nl,k} consistently with the above con-
straints, in such a way that there is no a.c. spectrum on (zj−λ, zj+λ),
for j = 1, . . . , q − 1.
This will be accomplished with the help of the following two propo-
sitions from [16], which, as pointed out there, follow from [17]. We
denote by Tm,n(x) the transfer matrix from m to n, i.e.
Tm,n(x) = A(an, bn; x)A(an−1, bn−1; x) . . .A(am, bm; x).
Proposition 5.1. For a.e. x ∈ Σac(J),
lim sup
N→∞
1
N log2N
N∑
n=1
‖T1,n(x)‖2 <∞. (5.3)
Proposition 5.2. Let J , J˜ be discrete Schro¨dinger operators on ℓ2(N).
Suppose that for some m, k ∈ N, k > 4, we have bn = b˜n for n ∈
{m,m + 1, . . . , k}, and that for some E ∈ R and δ > 0, σ(J˜) ∩ (E −
δ, E + δ) = ∅. Then for l ∈ {4, 5, . . . , k},
‖Tm,m+l(E)‖ ≥ 1
2
δ2(1 + δ2)
l−3
2 .
Let us also note an obvious crude estimate which we will need later.
Our Jacobi matrix has an = 1 and |bn| ≤ λ + w1 ≤ 3 for all n, so for
x ∈ σ(J) ⊂ [−5, 5],
‖A(1, b; x)‖ ≤ 2 + |x− b| ≤ 10
which implies
‖T1,n(x)‖ ≤ 10n.
The idea of this construction is to have a sequence bn which locally
looks like a constant λn plus the periodic potential Vn with coupling
constant wl. As we slowly modulate λn, we will slowly move the gaps
of wlVn, covering intervals of approximate length 2λ. By keeping a gap
over a point x long enough (i.e. by making nl,k+1 − nl,k long enough),
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we will be able to use Proposition 5.2 to show increase of norms of
transfer matrices at x, which will contradict (5.3) and show absence of
a.c. spectrum at x.
Therefore, the only property we need about the potential Vn is that
for any positive value of the coupling constant, all gaps are open. For
any w > 0, let us consider the q-periodic discrete Schro¨dinger operator
Jw with diagonal terms wVn.
Lemma 5.3. For any w > 0, the discrete q-periodic Schro¨dinger op-
erator Jw with potential wVn has q − 1 open gaps.
Proof. Jw is a q-periodic discrete Schro¨dinger operator, and its q-step
transfer matrix is
Φ(x) =
(
x− w −1
1 0
)(
x −1
1 0
)q−1
=
(
pq(x)− wpq−1(x) −pq−1(x) + wpq−2(x)
pq−1(x) −pq−2(x)
)
where pn are Chebyshev polynomials of the second kind, given by
pn(2 cos θ) =
sin((n+1)θ)
sin θ
. A closed gap at x would imply that Φ(x) = ±I,
which would imply pq−1(x) = pq−2(x) = 0. These polynomials obey the
recurrence relation pn+1(x) = xpn(x)−pn−1(x); using the recurrence re-
lation backwards, this would imply pn(x) = 0 for n = q−3, q−4, . . . , 0,
which would contradict p0(x) = 1. 
For j = 1, . . . , q − 1, denote by zl,j the center of the j-th gap of Jwl.
Let δl denote the minimum width of a gap of Jwl and pick ml so that
ml ≥ 4/δl.
Then λn oscillates from −λ to λ with steps of size 2ml ≤
δl
2
, so for
every
x ∈
[
zl,j − λ+ 3δl
4
, zl,j + λ− 3δl
4
]
, (5.4)
there is a value of k ∈ {0, . . . , ml − 1} such that∣∣∣∣x− zl,j − (−1)l
(
1− 2k
ml
)
λ
∣∣∣∣ ≤ δl4 ,
i.e. (
x− δl
4
, x− δl
4
)
∩ σ
(
Jwl + (−1)l
(
1− 2k
ml
)
λ
)
= ∅
ℓ
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Since J coincides with Jwl+(−1)l
(
1− 2k
ml
)
λ at positions nl,k+1, . . . , nl,k+1,
we can apply Proposition 5.2 to conclude
nl,k+1∑
n=1
‖T1,n(x)‖2 ≥
nl,k+1∑
n=nl,k+5
‖T1,nl,k‖−2‖Tnl,k+1,n(x)‖2
≥ 10−2nl,k
nl,k+1∑
n=nl,k+5
‖Tnl,k+1,n(x)‖2
≥ 10−2nl,k
nl,k+1∑
n=nl,k+5
1
4
(
δl
4
)4(
1 +
(
δl
4
)2)n−nl,k−4
The right hand side grows exponentially as a function of nl,k+1, so we
can pick nl,k+1 sufficiently large so that the right hand side is larger
than lnl,k+1 log
2 nl,k+1. This will accomplish
1
nl,k+1 log
2 nl,k+1
nl,k+1∑
n=1
‖T1,n(x)‖2 ≥ l.
If we construct the nl,k inductively in this way, starting from nl,0 = Ll
and stopping at nl,ml, we will have for every x from (5.4),
sup
N≤Ll+1
1
N log2N
N∑
n=1
‖T1,n(x)‖2 ≥ l. (5.5)
As l → ∞, wl → 0, so δl → 0 and zl,j → zj for j = 1, . . . , q − 1.
Thus, for any x ∈ (zj − λ, zj + λ), (5.4) holds for sufficiently large l.
Therefore, (5.5) also holds for large enough l, implying
lim sup
N→∞
1
N log2N
N∑
n=1
‖T1,n(x)‖2 =∞.
By Proposition 5.1, this implies that there is no a.c. spectrum on (zj −
λ, zj + λ) for j = 1, . . . , q − 1. Combined with (5.2), this implies
Σac(J) = (−2 + λ, 2− λ) \
q−1⋃
j=1
[zj − λ, zj + λ],
which completes the proof.
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6. Proof of Theorem 1.6
To construct a Jacobi matrix with the desired properties, it suffices
to take an ≡ 1 and pick a sequence bn such that
lim sup
n→∞
bn = λ
lim inf
n→∞
bn = −λ
and
∞∑
n=1
|bn+1 − bn|2 <∞.
For instance, we may choose
bn = λ cos(n
γ) (6.1)
for γ ∈ (0, 1
2
). This clearly obeys (1.1) and (1.2) for the given q. But
by Corollary 1.3,
Σac(J) = [−2 + λ, 2− λ], (6.2)
which completes the proof.
We should remark here that the Jacobi matrix given by (6.1) is also
in a class of slowly oscillating Jacobi matrices studied by Stolz [26],
who proved (6.2) by different methods.
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