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1.1 Motivation und Zielsetzung der Arbeit
Die Entwicklung komplexer Softwarearchitekturen bringt neben all dem technologischen Fort-
schritt auch viele Herausforderungen mit sich: Source Code wird immer umfangreicher und
somit unu¨bersichtlicher, was die schnelle Auffassung eines Softwareprojekts erschweren kann.
Um den gro¨ßtmo¨glichen Erfolg sowohl auf Technologie– als auch auf Anwenderebene zu erzie-
len, ist es wichtig, die Software so darzustellen, dass die Komponenten und Abha¨ngigkeiten eines
Softwareprojekts vom Nutzer schnell erfasst und verstanden werden ko¨nnen. Der Bereich der
Softwarevisualisierung hat sich genau dies zur Aufgabe gemacht, um es beispielsweise neuen
Softwareentwicklern zu ermo¨glichen, sich schneller und effizienter in ein bestehendes Projekt
einzuarbeiten.
In der vorliegenden Arbeit wird eine vergleichende Nutzerstudie zu zwei unterschiedlichen Soft-
warevisualisierungen durchgefu¨hrt, die beim Deutschen Zentrum fu¨r Luft- und Raumfahrt, kurz
DLR, in Ko¨ln in der Einrichtung fu¨r Simulations- und Softwaretechnik entwickelt wurden: Ei-
ne Virtual Reality-Anwendung, basierend auf einer Inselmetapher, sowie das webbasierte Pen-
dant in 2D, visualisiert durch einen kra¨ftebasierten Graphen. Vorlage fu¨r beide Visualisierungen
liefert die ebenfalls vom DLR entwickelte Open Source-Software Remote Component Environ-
ment1, kurz RCE, welche das Zusammenfu¨hren von in unterschiedlichen Programmiersprachen
geschriebenen Tools ermo¨glicht. Dadurch ko¨nnen Ingenieure und Wissenschaftler bei der Ent-
wicklung und der Simulation komplexer Systeme unterstu¨tzt werden. Anwendung findet dies
beispielsweise im Bereich des Flugzeugbaus, bei welchem Ingenieure und Entwickler aus unter-
schiedlichen Regionen und Fachbereichen gemeinsam den Entwurf eines Flugzeugs simulieren
ko¨nnen [48].
Der aktuelle Stand der Forschung hat sich bisher vor allem mit Softwarevisualisierungen in 2D
und 3D bescha¨ftigt. Hierzu existiert eine Vielzahl an Studien. Forschungsarbeiten im Hinblick
auf Vergleiche zwischen 2D und VR hingegen sind jedoch noch kaum vorhanden. Daru¨ber hinaus
mangelt es an Prototypen und Usability-Studien, die die Benutzerfreundlichkeit solcher Systeme
umfassend evaluieren [19].
Ziel der innerhalb dieser Masterarbeit durchgefu¨hrten Nutzerstudie ist es, sowohl die Sta¨rken
als auch mo¨gliche Schwachstellen in Bezug auf die Usability der beiden Visualisierungsformen
aufzudecken. Daru¨ber hinaus soll die Frage gekla¨rt werden, ob eine Softwarevisualisierung in VR




Dies soll durch den Einsatz zweier empirischer Methoden herausgefunden werden: Im ersten
Schritt werden mithilfe eines Usability-Tests sogenannte Task Scenarios durchgefu¨hrt, bei denen
die Probanden innerhalb der Software gewisse Aufgaben (Tasks) zu erfu¨llen haben. Wa¨hrend die-
se Methode vor allem objektive Metriken misst, soll mithilfe zweier standardisierter Fragebo¨gen
zusa¨tzlich die subjektive Wahrnehmung der Nutzer erfasst werden.
Da sich RCE in ihrer Anwendung an Softwareentwickler richtet, sollen auch nur diese als Pro-
banden an der Studie teilnehmen. Durch die Wahl geeigneter Hypothesen soll ein valides Unter-
suchungsdesign erzielt und die angefu¨hrten Forschungsfragen gekla¨rt werden.
1.2 Aufbau der Arbeit
Der erste Teil der Arbeit erla¨utert die relevantesten Konzepte der Programmiersprache JAVA
und fu¨hrt in das Gebiet von modularer Software ein. Hier wird auch das OSGi Framework2 und
dessen Funktionsweise vorgestellt, welches die technische Grundlage fu¨r die beiden zu evaluie-
renden Visualisierungen bildet.
Das nachfolgende Kapitel fu¨hrt in die Bereiche Usability und User Experience ein. Die wichtigs-
ten Begriffe werden erla¨utert und voneinander abgegrenzt. Kognitionspsychologische Aspekte
verdeutlichen die Notwendigkeit von Guidelines und Metaphern fu¨r die Gestaltung von Benut-
zerschnittstellen, was letztlich auch die Grundlage von Softwarevisualisierungen bildet. Auch
eine U¨bersicht u¨ber die verschiedenen Methoden der Usability Evaluation findet sich in diesem
Kapitel der Arbeit.
In Kapitel 4 wird das Gebiet der Softwarevisualisierung vorgestellt. Die Darstellung des aktu-
ellen Forschungsstands sowie der verschiedenen Arten von Softwarevisualisierungen sollen ein
umfassendes Bild u¨ber die Entwicklung dieses Forschungsgebietes der letzten Jahre vermitteln.
Anschließend werden die beiden Visualisierungen, die in dieser Arbeit untersucht werden, vor-
gestellt.
Darauf aufbauend wird dann im fu¨nften Kapitel der Hauptteil dieser Arbeit beschrieben: Die
Planung und Durchfu¨hrung der Usability-Studie. Ziele und Hypothesen der Studie werden for-
muliert sowie die verwendeten Methoden - Usability-Test und Fragebo¨gen - erla¨utert.
Im Anschluss erfolgt die statistische Auswertung der quantitativ und qualitativ vorliegenden
Daten mit der Pra¨sentation der Ergebnisse, welche aus dem Usability-Test und den Fragebo¨gen
hervorgegangen sind. Um diese nachvollziehen zu ko¨nnen, wird zuna¨chst die Wahl der statisti-
schen Analyseverfahren erla¨utert. Die Interpretation der Ergebnisse schließt sowohl die innerhalb
der beiden Visualisierungen durchgefu¨hrten Tasks als auch die Gesamtbewertungen u¨ber die bei-
den Systeme mit ein. Dadurch soll ein umfassendes Bild u¨ber die Sta¨rken und Schwa¨chen beider
Anwendungen erzeugt werden.
Abschließend werden die aus dieser Arbeit hervorgegangenen wichtigsten Erkenntnisse disku-
tiert. Auch eine kritische Auseinandersetzung mit der Arbeit ist Teil dieses Kapitels. Zuletzt






Die Modularisierung von Software, also die Zerteilung eines Programms in mehrere, einzelne
Komponenten, za¨hlt heutzutage zu einer der fundamentalsten Methoden in der Entwicklung
von komplexen und umfangreichen Softwaresystemen. Dieses Verfahren wird als Divide and
Conquer (zu dt. Teile und herrsche) bezeichnet: Das System wird also nicht als ein einziger,
monolithischer Block entworfen, sondern zuna¨chst in kleinere Teilprobleme (Module) zerlegt, bis
das Problem als lo¨sbar (beherrschbar) bezeichnet werden kann. Ein Modul stellt somit eine abge-
schlossene Einheit dar, die gewisse Funktionen bereitstellt. Es handelt sich beim Modularisieren
also um einen Entscheidungsvorgang, bei dem die einzelnen Funktionen eines Programms auf
die verschiedenen Module aufgeteilt werden. Daru¨ber hinaus stellen Module u¨ber eine definierte
Schnittstelle Services fu¨r andere Module bereit [51].
Die Vorteile sind neben der Reduzierung der Komplexita¨t eines Programms die vereinfachte
Weiterentwicklung von Softwaresystemen, da einzelne Module schnell erweitert beziehungsweise
vera¨ndert oder ausgetauscht werden ko¨nnen. Die Aufteilung eines Programms in Module ver-
einfacht zudem die Arbeitsaufteilung, da mehrere Entwickler parallel an verschiedenen Modulen
arbeiten ko¨nnen. Wichtig ist hierbei vor allem die saubere Schnittstellendefinition, die garan-
tiert, dass die einzelnen Module spa¨ter problemlos miteinander kompatibel sind. Zu erwa¨hnen
ist außerdem noch der Aspekt der Wiederverwendung, da sauber implementierte, modularisierte
Funktionen schnell und einfach in andere Softwareprojekte importiert werden ko¨nnen [4].
Im Zusammenhang mit modularen Softwarearchitekturen ist es hilfreich, die Designprinzipien
zu Kopplung und Koha¨sion zu erwa¨hnen. Bei der Entwicklung von modularer Software soll-
te immer eine lose Kopplung und eine hohe Koha¨sion zwischen den Komponenten angestrebt
werden [42]. Dabei beschreibt der Begriff der Kopplung, wie stark zwei Module miteinander
zusammenha¨ngen. Koha¨sion hingegen pra¨sentiert ein Maß dafu¨r, wie stark die Abha¨ngigkeit
zwischen den Funktionen innerhalb eines Modules ist [39].
Daneben existieren weitere Prinzipien, die bei der Entwicklung von modularer Software beru¨ck-
sichtigt werden sollten. Da in dieser Arbeit aber der Fokus auf der Darstellung von Abha¨ngig-




Java als statisch typisierte, objektorientierte Programmiersprache wird vor allem in der Anwen-
dungsentwicklung eingesetzt. Vor der Ausfu¨hrung u¨bersetzt der Compiler den Java-Quellcode
in sogenannten Bytecode, wodurch er maschinenlesbar und somit plattformunabha¨ngig gemacht
wird. Um das Programm zur Laufzeit auszufu¨hren, muss eine Java Virtual Machine (JVM) auf
dem Zielsystem installiert sein.
Die Plattformunabha¨ngigkeit des Bytecodes bedeutet, dass in Java geschriebene Programme auf
unterschiedlicher Hardware und unterschiedlichen Betriebssystemen ausgefu¨hrt werden ko¨nnen,
ohne dass A¨nderungen am Quellcode durchgefu¨hrt werden mu¨ssen. Auch eine erneute Kompi-
lierung ist nicht no¨tig [28].
2.3 Die OSGi Service Platform
Bei der OSGi Service Platform handelt es sich um eine auf Java basierende Softwareplattform,
die von der OSGi Alliance, einem Industriekonsortium, bestehend aus renommierten Unterneh-
men wie beispielsweise IBM, Oracle und Sun Microsystems, spezifiziert wurde. Durch OSGi wird
die Integration und Steuerung verschiedener Softwarekomponenten ermo¨glicht, was fu¨r komple-
xe Softwareprojekte heutzutage zwar immens wichtig, von Java standardma¨ßig aber nicht un-
terstu¨tzt wird. Fu¨r diesen Zweck wurde die OSGi Service Platform entwickelt. Im Folgenden soll
der Aufbau einer OSGi-basierten Softwarearchitektur skizziert werden.
2.3.1 Aufbau
Die Hauptkomponente der Service Platform ist das OSGi Framework, welches zur Erstellung
und Ausfu¨hrung dynamischer, modularer Systeme verwendet wird. Dabei verwaltet das Frame-
work den Lebenszyklus von Modulen sowie deren Abha¨ngigkeiten untereinander [29]. Daru¨ber
hinaus unterstu¨tzt es bei der Bereitstellung und Nutzung von Services, deren Funktion im fol-
genden Abschnitt noch na¨her betrachtet wird. OSGi setzt die Programmiersprache Java voraus.
Java-Quellcode wird u¨blicherweise in Dateien mit der Endung .java gespeichert, welche auch
als Compilation Unit bezeichnet werden, da diese Dateien dem Compiler als Eingabe dienen.
Zusa¨tzlich entha¨lt jede Compilation Unit eine Typ-Deklaration, die eine gewisse Klasse definiert.
Die Modularisierung des Quellcodes erfolgt in Java durch die Unterteilung der Klassen in Packa-
ges. Das OSGi-Framework liefert hierfu¨r einen Container, der dieses Konzept noch um sogenann-
te Bundles und Services erweitert und es ermo¨glicht, diese zur Laufzeit zu installieren, deinstal-







Listing 2.1 — Beispiel fu¨r eine Manifest-Datei eines Bundles aus dem RCE-Projekt.
Manifest -Version: 1.0
Bundle -ManifestVersion: 2
Bundle -Name: RCE Components DOE Common
Bundle -SymbolicName: de.rcenvironment.components.doe.common
Bundle -Version: 8.1.0. qualifier
Bundle -RequiredExecutionEnvironment: JavaSE -1.7
Bundle -Vendor: DLR
Export -Package: de.rcenvironment.components.doe.common







Dabei hat jede Ebene eigene Funktionen zu erfu¨llen. Das Module Layer stellt die Klassenerweite-
rung dar, in der die Bundles als zentrale Modularisierungseinheit definiert sowie deren Metada-
ten verarbeitet werden. Dabei werden sie in eigenen JAR-Archiven paketiert und verbreitet. Ein
Bundle bildet eine abgeschlossene Einheit zusammengeho¨riger Klassen, deren Abha¨ngigkeiten
zu anderen Bundles oder Services eindeutig definiert ist. Informationen u¨ber ein Bundle werden
in einer Manifest-Datei des dazugeho¨rigen JAR-Archivs gespeichert (Listing 2.1). Das Service
Layer stellt mit den Services Klasseninstanzen dar und steuert dadurch die Kommunikation
zwischen den Bundles u¨ber Interfaces. Dies hat den Vorteil, dass so keine explizite Abha¨ngigkeit
zwischen den Bundles vorhanden sein muss. Ein Bundle kann dabei mehrere Service Components
besitzen. Das Lifecycle Layer ermo¨glicht es, einzelne Module dynamisch in ein System zu laden,
wa¨hrend das Security Layer als optionale Ebene diverse Sicherheitsaspekte beru¨cksichtigt und
die no¨tige Infrastrukur zur Bereitstellung und Kontrolle von Sicherheitsapplikationen liefert [35].
Neben den einzelnen Schichten nimmt der Classloader eine zusa¨tzliche, wichtige Funktion ein.
Jedes Bundle besitzt einen eigenen Classloader, der dafu¨r sorgt, die Klassen eines Bundles zu
laden. So ko¨nnen sich Klassen aus unterschiedlichen Bundles gegenseitig referenzieren. Das La-
den der Klassen u¨ber den Classloader hat den Vorteil, dass die Klassen der einzelnen Bundles
voneinander isoliert werden, womit ein Zugriffsschutz bewirkt wird [59].
Abbildung 2.1 verdeutlicht anschaulich, wie die einzelnen Komponenten innerhalb einer OSGi-
Architektur miteinander interagieren. Damit die Bundles untereinander auf ihre Packages und
die darin enthaltenen Klassen zugreifen ko¨nnen, mu¨ssen die Packages zuna¨chst exportiert wer-




Abbildung 2.1 — Aufbau von OSGi [49].
Ein Bundle bietet Services an, die von anderen Bundles durch Service Components genutzt
werden ko¨nnen [59]. Service Components werden durch XML-Dateien beschrieben und dienen
der Deklaration von Services. Auch die in den Bundles enthaltenen Klassen ko¨nnen Services
benutzen und mu¨ssen Service-Interfaces von bereitgestellten Services implementieren [28].
2.3.2 Beispiele
Es gibt diverse Implementierungen der OSGi-Spezifikation; zu den bekanntesten unter den
Desktop-Applikationen za¨hlen beispielsweise Equinox 1, welches die Grundlage der Eclipse IDE
bildet. Andere Beispiele sind Knopflerfish2 oder Apache Felix 3.
Daneben liegen weitere Einsatzgebiete in der Smartphone-Entwicklung: Auf Connected Device
Configuration, kurz CDC, basierende Smartphones beispielsweise erlauben es, durch Nachin-
stallation neuer Komponenten diverse Funktionalita¨ten zu erweitern und anzupassen. Auch im






3 Usability und User Experience
3.1 Abgrenzung der zentralen Begriffe
Software soll vom Anwender leicht und intuitiv zu bedienen sein. Aus diesem Grund ist das Usa-
bility Testing ein essentieller Bestandteil der Softwareentwicklung. Bei eingehender Betrachtung
des Themas fa¨llt auf, dass im Zusammenhang mit Usability auch andere Begriffe eine wichtige
Rolle spielen, die im Folgenden na¨her beleuchtet und voneinander abgegrenzt werden sollen.
Die Definitionen gru¨nden dabei u¨berwiegend auf den Spezifikationen des Deutschen Instituts fu¨r
Normung, kurz DIN, welches zusammen mit der Europa¨ischen Norm (EN) und der International
Organization for Standardization (ISO) Standards zur Vereinheitlichung von Dienstleistungen
und Gegensta¨nden liefert.
Ergonomie
Der Begriff Ergonomie als Bezeichnung einer eigenen Wissenschaftsdisziplin fu¨r das Arbeit-
sumfeld existiert seit Mitte des 19. Jahrhunderts und wurde im Jahr 1959 von Brian Shackel
erstmalig im Zusammenhang mit Computern erwa¨hnt [50].
Laut DIN EN ISO 6385 [12], die die Grundsa¨tze zur Gestaltung von Arbeitssystemen beschreibt,
versteht man unter Ergonomie die Wechselwirkung aller Elemente, die man im Zusammenhang
mit Arbeitssystemen findet. Dabei steht das Ziel im Mittelpunkt, das Wohlbefinden des Men-
schen und die Leistung des Gesamtsystems zu verbessern. Der Fokus liegt also nicht auf einem
technischen System, sondern alle an einem Gesamtsystem beteiligten Bereiche, bestehend aus
Mensch, Werkzeug, Aufgabe und Umgebung [46].
Usability
Mit der DIN EN ISO 9241, die 1997 eingefu¨hrt wurde, existiert eine internationale Normenreihe
zur Beschreibung von Richtlinien der Mensch-Computer-Interaktion. Sie definiert Usability
”als das Ausmaß [...], in dem ein technisches System durch bestimmte Benutzer in
einem bestimmten Nutzungskontext verwendet werden kann, um bestimmte Ziele
effektiv, effizient und zufriedenstellend zu erreichen” [13].
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3 Usability und User Experience
Um die Usability eines Systems zu bewerten, muss also immer der Rahmen, in dem das Sys-
tem verwendet wird, beru¨cksichtigt werden. Dabei kommt den Begriffen Prozessangemessenheit
und Aufgabenangemessenheit gro¨ßere Bedeutung zu, da technische Systeme immer in Abla¨ufe
oder Prozesse eingebettet sind und dazu dienen, innerhalb dieser Prozesse gewisse Aufgaben
angemessen - also effektiv, effizient und zufriedenstellend - lo¨sen zu ko¨nnen [46]. Die Effekti-
vita¨t beschreibt dabei die
”
Genauigkeit und Vollsta¨ndigkeit, mit der Benutzer ein bestimmtes
Ziel erreichen“. Effizienz wird erkla¨rt als der
”
im Verha¨ltnis zu Genauigkeit und Vollsta¨ndigkeit
eingesetzte[r] Aufwand, mit dem Benutzer ein bestimmtes Ziel erreichen“. Zufriedenheit wird
definiert als
”
Freiheit von Beeintra¨chtigungen und positive Einstellungen gegenu¨ber der Nutzung
des Produkts“ [13].
Dabei beschra¨nkt sich der Begriff Usability im Allgemeinen nicht allein auf Softwareprodukte -
So ko¨nnen beispielswiese Alltagsgegensta¨nde gleichermaßen nach ihrer Usability bewertet werden
wie Computersysteme oder Webseiten [46].
User Experience
Die User Experience betrachtet nicht allein die Gebrauchstauglichkeit eines Systems, sondern
schließt die wa¨hrend der Nutzung vom Anwender empfundenen Emotionen mit ein. Dazu za¨hlen
positive und negative Gefu¨hle sowie Wahrnehmungen, Meinungen oder auch psychologische und
physische Reaktionen. Deshalb wird die User Experience auch als ein Produkt von Werbung,
Medien, Verpackungen etc. gesehen, d.h. die empfundenen Emotionen wa¨hrend der Anwendung
ko¨nnen durch ebendiese Aspekte beeinflusst werden.
Eine gute Usability allein fu¨hrt also nicht automatisch zu einer guten User Experience. So
erzielen beispielsweise Gera¨te wie Tablets oder Smartphones trotz teilweise schlechter Usabili-
ty (beispielsweise spiegelnde Displays) dennoch eine hohe User Experience, da sie neben den
praktischen Aspekten auch als Statussymbol und Ausdruck eines Lebensgefu¨hls gelten. In Ab-
bildung 3.1 wird das Zusammenspiel von Usability und User Experience anschaulich dargestellt.
Abbildung 3.1 — Usability und User Experience aus Sicht der ISO 9241 [46].
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Bei Betrachtung wird klar, dass Usability also nur einer von mehreren Faktoren ist, der die
User Experience eines Produkts beeinflusst [46]. Dabei liegt der Fokus auf den Empfindungen
des Anwenders wa¨hrend der Nutzung. Den gesamten Prozess, der die Erwartungshaltungen der
Nutzer vor der Anwendung sowie die erlebten Emotionen nach der Benutzung mit einschließt,
wird unter dem Begriff User Experience zusammengefasst.
User Interface
Das User Interface stellt die Schnittstelle dar, u¨ber die ein Nutzer mit einer Anwendung in-
teragiert. Die Gestaltung des User Interfaces spielt eine tragende Rolle bei der Bewertung der
Usability von computergestu¨tzten Systemen. Die DIN EN ISO 9241 definiert das User Interface
als
”alle Bestandteile eines interaktiven Systems (Software oder Hardware), die Infor-
mationen und Steuerelemente zur Verfu¨gung stellen, die fu¨r den Benutzer notwendig
sind, um eine bestimmte Arbeitsaufgabe mit dem interaktiven System zu erledigen”
[13].
3.2 Kognitionspsychologische Grundlagen
Um die Usability von Systemen bewerten zu ko¨nnen, muss man die Interessen und inneren
Vorga¨nge der Anwender verstehen, um darauf aufbauend Lo¨sungen zu entwickeln. Deshalb spielt
bei der Gestaltung solcher Systeme auch immer die menschliche Kognition eine große Rolle.
Daru¨ber hinaus sollte auch der gro¨ßere Kontext der Arbeitsabla¨ufe und -aufgaben betrachtet
werden, die mit dem System in Verbindung stehen. Aus diesem Kontext ergeben sich dann die
notwendigen Funktionalita¨ten eines technischen Systems [46].
In der Mensch-Computer-Interaktion existieren laut Norman [34] zwei Hu¨rden, die es zu u¨ber-
winden gilt: Der Gulf of execution (Ausfu¨hrungskluft), der besagt, dass der Anwender dem
System durch die Eingabe entsprechender Befehle seine Absichten vermitteln muss, und der
Gulf of evaluation (Auswertungskluft), bei dem es darum geht, dass der Anwender den Output
eines Systems richtig interpretiert und dementsprechend in seine Handlungen integriert. Grund-
lage dafu¨r ist immer die Wahrnehmung des Nutzers, also wie er Informationen aufnimmt und
verarbeitet. Dabei spielen jedoch auch die umgebenden Einflu¨sse eine Rolle, die sich auf die
Aufmerksamkeit des Anwenders auswirken ko¨nnen. Daru¨ber hinaus sollte es mo¨glich sein, die
aufgenommene Information auch im Geda¨chtnis behalten zu ko¨nnen. Daraus lassen sich drei
Hauptaspekte der Kognitionspsychologie, die bei der Interaktion mit einem technischen System
relevant sind, ableiten: Wahrnehmung, Aufmerksamkeit und Geda¨chtnis [38]. Darauf basierend
ergeben sich dann Richtlinien, wie Informationen innerhalb eines interaktiven Systems mo¨glichst
effektiv dargestellt werden ko¨nnen.
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3.2.1 Wahrnehmung
Bei der Gestaltung von User Interfaces spielt prima¨r die visuelle Wahrnehmung eine Rolle.
Die Unterstu¨tzung durch akustische oder taktile Stimuli erfolgt eher selten. Der menschliche
Sehsinn ist durch eine hohe Selektivita¨t gepra¨gt; das bedeutet, dass man im Wesentlichen nur
das sieht, worauf man auch achtet. Dieses als inattentional blindness (Unaufmerksamkeitsblind-
heit) bezeichnete Pha¨nomen sollte bei der Gestaltung von Benutzerschnittstellen beru¨cksichtigt
werden, da es zeigt, wieviel Einfluss die Darstellung von wichtiger Information auf die visuelle
Sinnesverarbeitung haben kann. Zusa¨tzlich kann ein und diesselbe dargestellte Information von
verschiedenen Personen unterschiedlich interpretiert werden.
Um solchen Effekten entgegengewirken, wird beim Design von Benutzerschnittstellen versta¨rkt
auf den richtigen Einsatz von passenden Farben und Formen sowie deren Anordnung geachtet,
indem die sogenannten Gestaltgesetze beru¨cksichtigt werden [38].
3.2.2 Aufmerksamkeit
Die menschliche Aufmerksamkeit ist eine begrenzte kognitive Ressource, das heißt, man kann nie
alle Sinneseindru¨cke, die einen umgeben, gleichzeitig wahrnehmen. Deshalb wird hier zwischen
selektiver und geteilter Aufmerksamkeit unterschieden: Bei ersterer wird die Aufmerksamkeit
auf einzelne Reize gerichtet, wa¨hrend bei der geteilten Aufmerksamkeit mehrere Prozesse gleich-
zeitig beru¨cksichtigt werden ko¨nnen. Aufmerksamkeit ist jedoch kein statischer Zustand: Durch
gewisse Reize kann schnell zwischen selektiver und geteilter Aufmerksamkeit gewechselt wer-
den. Die wichtigsten Einflussgro¨ßen sind hier zum einen Bewegung und - bei der akustischen
Wahrnehmung - Gera¨usche, die einen Aufmerksamkeitswechsel hervorrufen. In Bezug auf die
Gestaltung von Benutzerschnittstellen sollte die Aufmerksamkeit insofern unterstu¨tzt werden,
dass
1. der Nutzer wa¨hrend der Durchfu¨hrung einer Aufgabe fokussiert bleibt, die Ablenkung also
mo¨glichst gering gehalten wird und
2. nach einer Unterbrechnung die Aufgabe wieder mo¨glichst problemlos aufgenommen werden
kann.
Ein System sollte also so gestaltet sein, dass die Aufmerksamkeit eines Nutzers gezielt auf wich-
tige Informationen gelenkt wird, die fu¨r die Durchfu¨hrung einer Aufgabe relevant sind. Gleich-
zeitig sollten nebensa¨chliche Aspekte nur unauffa¨llig bzw. durch aktive Selektion des Nutzers
dargestellt werden.
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3.2.3 Geda¨chtnis
Die Art und Weise, wie Informationen und wahrgenommene Reize verarbeitet werden, beruht
auf Erfahrung und Wissen, was beides im menschlichen Geda¨chtnis gespeichert wird. Im We-
sentlichen besteht dieses aus drei Teilen: Sensorischer Speicher, Arbeitsgeda¨chtnis und Langzeit-
geda¨chtnis. Abbildung 3.2 veranschaulicht deren Zusammenspiel.
Abbildung 3.2 — Das Zusammenspiel der drei Informationsspeicher im menschlichen Geda¨chtnis [56].
Der sensorische Speicher nimmt die aus der Umgebung wahrgenommenen Reize kurzzeitig auf
und gleicht diese mit den im Langzeitgeda¨chtnis gespeicherten Informationen ab. Um nun hin-
sichtlich des aufgenommenen Reizes eine Entscheidung zu treffen, greift das Langzeitgeda¨chtnis
auf das Arbeitsgeda¨chtnis des Nutzers zu, welches die Ziele und Erwartungen des Nutzers re-
pra¨sentiert [56].
Das Hauptproblem fu¨r die Gestaltung interaktiver Systeme ist die geringe Dauer der Speiche-
rung im sensorischen Geda¨chtnis. Das bedeutet, dass ein eingehender Reiz nur fu¨r einen kurzen
Zeitraum zur Verarbeitung zur Vefu¨gung steht. Deshalb sollten Informationen so dargestellt
werden, dass sie mo¨glichst unmittelbar verwendet werden ko¨nnen. Daru¨ber hinaus sind lange
Antwortzeiten seitens des Systems zu vermeiden.
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3.2.4 Human Processor Model
Das Human Processor Model, welches 1983 von Card, Moran und Newell [8] entwickelt wurde,
beschreibt die Interaktion zwischen Mensch und Computer, indem die drei Aspekte Wahrneh-
mung, Aufmerksamkeit und Geda¨chtnis als eigene Prozessoren bei der menschlichen Informati-




Das Zusammenspiel dieser Systeme kann auf zwei Arten erfolgen: Zum einen seriell, wenn auf
einen eigehenden Reiz eine bestimmte Reaktion erforderlich ist. Fu¨r die Informationsverarbei-
tung bedeutet das, dass ein eingehender Stimulus zuna¨chst vom perzeptuellen System aufgenom-
men wird. Dabei kann es sich beispielsweise um einen visuellen Reiz handeln. Die Aufnahme in
das perzeptuelle System erfolgt dann u¨ber das menschliche Auge, welches die Information an
das kognitive System weiterleitet. Hier befindet sich das Geda¨chtnis, auf dessen darin enthal-
tene, gespeicherte Informationen zugegriffen wird. Das kognitive System gleicht die aufgenom-
me Information mit dem darin enthaltenen Kurz- und Langzeitgeda¨chtnis ab und entscheidet
dann, welcher Reiz an das motorische System weitergegeben werden soll, das eine Reaktion
beim Menschen auslo¨st. Je nach eingehendem Reiz und Verarbeitung ko¨nnen dann beispielswei-
se bestimmte Bewegungen, aber auch Sprache ausgelo¨st werden. Bei bestimmten Ta¨tigkeiten
ko¨nnen jedoch auch alle drei Systeme parallell operieren. Beim Autofahren beispielsweise kann
der Fahrer gleichzeitig die Steuerung u¨bernehmen sowie Musik ho¨ren oder sich mit dem Beifahrer
unterhalten [1]. Abbildung 3.3 stellt die Interaktion der drei Subsysteme anschaulich dar.
Abbildung 3.3 — Das Human Processor Model zur Beschreibung der menschlichen Informationsverar-
beitung [1].
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3.3 Implikationen fu¨r die Mensch-Computer-Interaktion
3.3.1 Gestaltgesetze
Auf Basis der Kenntnisse u¨ber die menschliche Informationsverarbeitung, wie sie in den letzten
Abschnitten beschrieben wurden, lassen sich diverse Guidelines ableiten, die ein technisches
System erfu¨llen sollte, um eine hohe Usability zu erzielen. Die Gestaltgesetze liefern eine gute
Orientierung daru¨ber, wie einzelne Bedienelemente platziert werden sollten, um den Nutzer
bestmo¨glich zu unterstu¨tzen (Abbildung 3.4).
1. Gesetz der Na¨he: Objekte, die nahe beieinander angeordnet sind, werden als zusammen-
geho¨rig wahrgenommen. Eine solche Anordnung kann bewusst fu¨r Gruppierungen genutzt
werden, was den Einsatz von anderen Elementen wie Trennlinien reduziert.
2. Gesetz der A¨hnlichkeit: A¨hnliche Objekte werden ebenfalls vom Auge gruppiert; die
A¨hnlichkeit kann dabei durch Farbe, Form, Gro¨ße, Textur oder Bewegungsrichtung sicht-
bar werden.
3. Gesetz der Pra¨gnanz: Bei mehreren Objekten werden diejenigen zuerst wahrgenommen,
die sich in gewisser Weise vom Rest abheben. Dieses Gestz eignet sich zur Hervorhebung
wichtiger Informationen.
4. Gesetz der Symmetrie: Symmetrisch zueinander angeordnete Objekte werden sta¨rker
wahrgenommen als zufa¨llig angeordnete Elemente. Dieses Gesetz eignet sich zur bewussten
Lenkung von Aufmerksamkeit.
5. Gesetz der Verbundenheit: Elemente, die beispielsweise durch Verbindungslinien mit-
einander verbunden sind, werden als zusammengeho¨rig wahrgenommen und eignen sich
sehr gut als Mittel zur Gruppierung.
6. Gesetz der Geschlossenheit: Die Form eines Objekts muss nicht zwingend komplett
dargestellt werden, da das menschliche Auge fehlende Teile einer Figur automatisch kom-
plettiert. Dies kann beispielsweise zur Reduktion der visuellen Komplexita¨t genutzt wer-
den.
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Abbildung 3.4 — Beispiele fu¨r die sechs Gestaltgesetze [30].
Bei der Gestaltung technischer Systeme sollte der Einsatz der Gestaltgesetze beru¨cksichtigt
werden, um hier Usability-Problemen vorzubeugen. Bei der Evaluation ko¨nnen sie gegebenenfalls
als Grundlage fu¨r Verbesserungen genutzt werden.
3.3.2 Metaphern
Neben dem Anwenden der Gestaltgesetze ko¨nnen Metaphern dabei helfen, visuelle Informatio-
nen auf effektive Weise darzustellen. Metaphern dienen dazu, im Kopf des Anwenders gewisse,
vertraute Bilder zu erzeugen und helfen somit, Analogien zur Wirklichkeit herzustellen, um
Strukturen und Funktionen schneller zu verstehen. Metaphern sind aus dem informationstech-
nlogischen Umfeld kaum noch wegzudenken. Moderne Betriebssysteme nutzen Metaphern wie
Ordner oder Papierkorb und erleichtern dem Nutzer somit die Orientierung und Interaktion
[11]. Bei der Wahl geeigneter Metaphern sollte jedoch auch immer die anvisierte Zielgruppe
beru¨cksichtigt werden, da unpassende oder stark abstrakte Metaphern auch Verwirrung beim
Anwender auslo¨sen ko¨nnen [52].
Durch das Aufkommen von 3D und VR wurden immer weitere Metaphernansa¨tze entwickelt. So
dienen ganze Sta¨dte oder Sonnensysteme dazu, die Komplexita¨t von interaktiven Systemen zu
reduzieren und sie dem Nutzer dadurch leichter zuga¨nglich zu machen. Gerade im Bereich der
Informations- bzw. Softwarevisualisierung ist dies extrem hilfreich, was in Kapitel 4 noch na¨her
betrachtet wird.
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3.4 Methoden der Usability Evaluation
Zur Evalulation von Usability wird fu¨r gewo¨hnlich zwischen verschiedenen Standards gewa¨hlt.
Dabei unterscheidet man grob zwischen zwei Gruppen: empirische und analytische Methoden.
Bei den empirischen Methoden werden Aussagen u¨ber die Usability eines Systems durch Befra-
gung und Beobachtung der tatsa¨chlichen Nutzer getroffen. Analytische Methoden werden von
einem Usability-Experten alleine durchgefu¨hrt, indem er versucht, sich in den Nutzer hineinzu-
versetzen und so Entscheidungen u¨ber die weitere Entwicklung der Anwendung zu treffen. Im
Folgenden sollen beide Evaluationsmethoden im Ansatz beschrieben werden.
Analytische Methoden
Bei den analytischen Evaluationsmethoden werden keine Versuchspersonen involviert, das heißt,
das zu evaluierende System wird ausschließlich vom zusta¨ndigen Usability-Experten getestet.




Bei der Heuristischen Evaluation werden eine Reihe von Usability-Prinzipien, sogenannte Heuris-
tiken, auf deren Einhaltung gepru¨ft. Diese Heuristiken weisen auf bestimmte Problemkategorien
bei der Gestaltung von interaktiven Systemen hin [33] und beschreiben erwu¨nschte Eigenschaf-
ten der Interaktion zwischen dem Anwender und dem System [22]. Dieses Verfahren wird von
einem oder mehreren Usability-Experten durchgefu¨hrt, die versuchen, sich in die Rolle des Nut-
zers hineinzuversetzen. Dabei steht das Ziel im Vordergrund, die Sichtweise eines Nutzers aus
der Zielgruppe einzunehmen.
Design-Guidelines stellen Richtlinien zur Gestaltung von Schnittstellen interaktiver Systeme dar,
das heißt, sie stehen am Anfang des Gestaltungsprozesses. Diese Richtlinien bestehen aus einer
Auflistung von Grundsa¨tzen, die bei der Entwicklung und Gestaltung von interaktiven Syste-
men beru¨cksichtigt werden sollten. Das vereinfacht dem Entwickler Designentscheidungen und
ermo¨glicht dem Kunden bzw. dem Usability-Experten eine objektive Bewertung der Applikation.
Dabei ko¨nnen Guidelines sowohl formativ als auch summativ angewandt werden, was bedeutet,
dass sie sich sowohl wa¨hrend des Entwicklungsprozesses als auch am Schluss zur Gesamtbewer-
tung des Systems eignen. Solche Design-Guidelines sind beispielsweise die bereits beschriebenen
Gestaltgesetze.
Bei den formal-analytischen Verfahren wird zwischen zwei Hauptgruppen unterschieden, na¨mlich
den aufgabenanalytischen Verfahren und den Expertenleitfa¨den. Aufgabenanalytische Verfahren
basieren auf mit dem System zu erfu¨llende Aufgaben, die von den Usability-Experten von Tei-
laufgaben bis zu konkreten Handlungen aufgeschlu¨sselt und mit einer formalen Modellsprache
beschrieben werden. Dadurch ist es mo¨glich, die einzelnen Schritte sowohl einzeln als auch ku-
muliert anhand verschiedener Metriken, wie beispielsweise Ausfu¨hrungzeiten, zu bewerten. Ein
großer Vorteil der formal-analytischen Methoden liegt darin, dass Systeme bereits in Form der
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Lastenhefte zu Beginn des Entwicklungsprozesses evaluiert werden ko¨nnen. Die Implementierung
von Nutzerschnittstellen oder Funktionen ist deshalb fu¨r die Evaluation nicht no¨tig. Ein bekann-
ter Ansatz dieser Methode ist das sogenannte GOMS-Modell [8], bei dem die Nutzerinteraktion
mit dem System in einzelne Teilaufgaben unterteilt wird.
Expertenleitfa¨den wiederum sind so konzipiert, dass das System nicht aufgrund seiner Eignung
zur Aufgabenerfu¨llung untersucht wird, sondern aus der Perspektive der Software-Ergonomie.
Auch Expertenleitfa¨den werden meist fru¨h im Software-Entwicklungsprozess angewendet. Da-
durch sollen quantitative Aussagen u¨ber gewisse Aspekte der Gestaltung von Benutzerschnitt-
stellen getroffen werden ko¨nnen, die sich jedoch nicht auf allgemeine Usability-Probleme, sondern
vielmehr auf einzelne (fehlende) Funktionen innerhalb des Systems beziehen [46].
Empirische Methoden
Bei empirischen Methoden wird die spa¨tere intendierte Nutzergruppe mit in den Entwicklungs-
prozess einbezogen. Das bedeutet, dass durch die Interaktion des Anwenders mit dem System
bereits dessen Schwachstellen aufgedeckt werden sollen, um darauf aufbauend Verbesserungs-





Im Folgenden sollen die oben genannten Verfahren jeweils grob skizziert werden.
Bei Walkthrough-Verfahren wird einer Nutzergruppe der Vorschlag eines Systems vorgelegt,
den sie anhand zuvor festgelegter Kriterien bewerten muss. Mit Vorschlag ist gemeint, dass
es sich um keinen funktionierenden Prototypen handelt, sondern vielmehr um Beschreibungen
der geplanten Funktionen und Bedienelemente. Oft werden hierfu¨r auch Mock-Ups eingesetzt.
Ein bekannter Vertreter dieses Verfahrens ist der Cognitive Walkthrough, bei dem u¨berpru¨ft
wird, wie einfach Nutzer eine Aufgabe mit dem System lo¨sen ko¨nnen, ohne zuvor umfassende
Anweisungen oder eine Einfu¨hrung erhalten zu haben [37].
Nutzungstagebu¨cher geho¨ren prinzipiell der Gruppe der Fragebo¨gen an, unterscheiden sich aber
in ihrem Betrachtungszeitraum und -kontext. Sie werden verwendet, um ein System u¨ber einen
la¨ngeren Zeitraum zu bewerten. Daru¨ber hinaus wird das System schon unter Realbedingun-
gen getestet, also im allta¨glichen Gebrauch und nicht in einem Testlabor. Bei Usability-Tests
wird dem Anwender eine Reihe von Tasks vorgelegt, die er unter Beobachtung eines Usability-
Experten durchfu¨hren soll. Dabei werden verschiedene Metriken gemessen und vom Beobachter
festgehalten. Fragebo¨gen dienen der Erfassung subjektiver Einstellungen des Nutzers dem Sys-
tem gegenu¨ber [46]. Dabei existiert eine Vielzahl an standardisierten Fragebo¨gen, die speziell
auf die Usability eines Systems abzielen. Beide Methoden sind Bestandteil der in dieser Arbeit
durchgefu¨hrten Studie und werden in Kapitel 5 noch umfassender beschrieben.
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Neben den bereits aufgefu¨hrten Methoden gibt es noch diverse Untergruppen, die hier nicht
aufgelistet sind. Generell la¨sst sich im Bereich der empirischen Methoden zwischen Behavioral
und Attitudinal Testing unterscheiden: Attitudinal Testing erfasst qualitative Aussagen u¨ber
die Gefu¨hle und Gedanken des Nutzers. Beim Behavioral Testing hingegen werden quantita-
tive Daten gesammelt und der Fokus liegt auf der Interaktion mit dem System. Abbildung
3.5 veranschaulicht diese Aufteilung: Zusa¨tzlich wird hier noch beim Nutzungskontext des Sys-
tems differenziert. Wie bereits erwa¨hnt, werden viele Methoden in eigens dafu¨r eingerichte-
ten Usability-Laboren durchgefu¨hrt. Ein Beispiel dafu¨r sind Eyetracking-Studien, bei denen die
Blickbewegungen des Nutzers aufgezeichnet werden. Auch Usability-Studien werden fu¨r gewo¨hn-
lich in eigenen Laboren durchgefu¨hrt. Bestimmte Systeme hingegen ko¨nnen unter realen Bedin-
gungen getestet werden, beispielsweise direkt vom Anwender zuhause. Sinnvoll ist diese Form
der Usability-Evaluierung beispielsweise fu¨r Systeme im Bereich Ubiquitous Computing, die
Anwender in ihrer allta¨glichen Arbeit unterstu¨tzen sollen.
Daru¨ber hinaus finden auch Methoden Anwendung, in welchen das eigentliche System gar nicht
involviert wird. Ein Beispiel hierfu¨r wa¨re das Card Sorting: Hier werden fu¨r die Entwicklung
der Menu¨struktur Papierkarten verwendet, die von den Probanden in eine sinnvolle Reihenfolge
gebracht werden sollen. Solche Methoden eignen sich jedoch nur in sehr fru¨hen Phasen der
Systementwicklung [43].




Trotz des Prinzips der Modularisierung, welches bereits in Kapitel 2 vorgestellt wurde, sind
große Softwareprojekte mit einer hohen Zahl an Lines of Code meist sehr schwer zu erfassen,
da dadurch der Umfang und die Komplexita¨t eines Programms schnell ansteigen kann. Au-
ßerdem fehlt es gerade fu¨r Laien an Mo¨glichkeiten, Software verstehen zu ko¨nnen. Da aber
im heutigen Berufsalltag viele Teams interdisziplina¨r arbeiten und die Softwareentwicklung in
allen Bereichen immer pra¨senter wird, mu¨ssen Mo¨glichkeiten gefunden werden, die Software
versta¨ndlich und realita¨tsnah darstellen ko¨nnen. Bekannt ist, dass bildliche Darstellungen vom
menschlichen Gehirn einfacher verarbeitet werden ko¨nnen als reiner Text - dadurch kann der Pro-
zess der Versta¨ndnisgewinnung unterstu¨tzt werden [57]. Das Gebiet der Softwarevisualisierung
vereint Aspekte aus den Bereichen Informationsvisualisierung, Software Engineering, Mensch-
Computer-Interaktion, Grafikdesign und der Kognitionspsychologie [26].
Softwarevisualisierungen helfen dabei, Informationen auf effektive Art und Weise zu kommuni-
zieren und ermo¨glichen dem Nutzer Einblick in Systeme und Prozesse [53]. Dies ist vor allem
auch deshalb wichtig, da mit der steigenden Komplexita¨t eines Softwaresystems gleichzeitig der
Aufwand wa¨chst, das System zu warten und weiterzuentwickeln [5]. Um diese Aufwandskosten
also mo¨glichst gering zu halten, ist es von hohem Interesse, den Prozess der Versta¨ndnisgewin-
nung u¨ber ein Softwaresystem zu vereinfachen und zu beschleunigen. Nach Maletic et al. [25]
ist es allerdings unmo¨glich, mit nur einem Visualisierungstool alle gewu¨nschten Bereiche der
Software abzubilden. Um also eine passende Visualisierungsart zu finden, ist es zuna¨chst no¨tig,
die wichtigsten Aspekte der Visualisierung zu identifizieren. Dabei sind im Wesentlichen fu¨nf
Dimensionen von Bedeutung:
Ziel: Durch die Festlegung eines Ziels werden die Daten, die mit der Softwarevisualisierung
u¨bermittelt werden sollen, definiert. Das ko¨nnen beispielsweise ganze Systeme, aber auch
nur Teile davon sein. Auch die reine Betrachtung von Abha¨ngigkeiten oder Beziehungen
ist mo¨glich.
Nutzer: Bei der Wahl der zu visualisierenden Information und der Darstellungsform muss auch
immer der Nutzer beru¨cksichtigt werden. Dies ko¨nnen beispielsweise Entwickler, Projekt-
leiter, Manager oder Kunden sein.
Aufgabe: Die Aufgabe ist eng verknu¨pft mit dem Ziel und definiert den Zweck der Visuali-
sierung. Zu mo¨glichen Aufgaben za¨hlen Reverse-Engineering, Entwicklung, Wartung oder
Controlling.
Repra¨sentation: Die Dimension der Repra¨sentation legt fest, mithilfe welcher grafischen Ele-
mente die Informationen dargestellt werden sollen.
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Medium: Hier wird definiert, durch welches Medium die Visualisierung erfolgen soll. Das kann
beispielsweise 2D oder 3D sein. Auch der jeweilige Tra¨ger spielt eine Rolle, also ob Papier,
ein Bildschirm oder eine VR-Brille verwendet wird.
4.1.1 Anwendungsbereiche
Im Allgemeinen la¨sst sich zwischen drei Aufgabenbereichen in der Softwarevisualisierung un-
terscheiden, in denen die Versta¨ndnisgewinnung u¨ber ein Softwaresystem eine tragende Rolle
spielt:
1. Konzeptionierung und Entwicklung von neuartigen Softwaresystemen;
2. Wartung und Optimierung bestehender Softwaresysteme;
3. Dokumentation des Software-Entwicklungsprozesses.
Fu¨r die Konzeptionierung und Entwicklung neuer Software finden ha¨ufig Visualisierungen Ein-
satz, die auf Systemodellierungen beruhen. Dabei werden in Diagrammform statische Aspekte
der Softwarearchitektur, dynamische Aspekte der Systemausfu¨hrung und physische Aspekte der
Systemoperationalisierung dargestellt. Die Erstellung solcher Modelle geschieht bereits durch
den Entwickler, der sie dann mit der Implementierung umsetzt. Ein bekanntes Beispiel fu¨r die-
sen als Forward Engineering bezeichneten Bereich der Softwarevisualisierung ist die Unified
Modeling Language (UML).
Die Wartung und Optimierung von bereits bestehenden Softwaresystemen wird als Reverse En-
gineering bezeichnet. Dabei wird oft auf sogenannte Refactoring-Methoden zuru¨ckgegriffen: Die
Struktur des Quellcodes kann somit verbessert werden, ohne dass der Programmablauf dadurch
beeinflusst wird. Dieses Verfahren wird angewandt, um schlechte Strukturen in der Architektur
zu entdecken und auszubessern. Passende Visualisierungstechniken ko¨nnen hier helfen, automa-
tisch Informationen u¨ber Strukturen, Abha¨ngigkeiten und dynamische Aspekte zu generieren
und somit zur Versta¨ndnisgewinnung u¨ber ein Softwaresystem beizutragen.
Zuletzt ko¨nnen noch geeignete Visualisierungstechniken dazu beitragen, Aufschluss u¨ber die
zeitliche Entwicklung eines Softwaresystems zu gewinnen. Das geschieht u¨blicherweise durch
die Verknu¨pfung von Daten, die aus dem Quellcode gewonnen werden ko¨nnen, mit Informatio-
nen u¨ber die zeitliche Entwicklung des Softwaresystems. Dies ist vor allem dann hilfreich, um
Hilfestellungen fu¨r zuku¨nftige Entscheidungen in der Softwareentwicklung zu liefern [5].
4.1.2 Herausforderungen
Die gro¨ßte Herausforderung bei der Entwicklung von Softwarevisualisierungen liegt darin, ge-
eignete Abbildungen mithilfe von visuellen Metaphern zu finden [18]. Denn die gewa¨hlte Dar-
stellung entscheidet maßgeblich mit daru¨ber, ob es beim Anwender zu einer Reduzierung der
Komplexita¨t kommt: So fanden Knight und Munro [21] heraus, dass zwar beispielsweise ein-
fache Graphdarstellungen Einblicke in den Aufbau eines Systems gewa¨hren, es allerdings nicht
schaffen, die Komplexita¨t aufzulo¨sen. Daru¨ber hinaus ist die ha¨ufig sehr hohe Datenmenge eine
weitere Herausforderung, die bei der Repra¨sentation beru¨cksichtigt werden muss. Deshalb ist
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es nicht zielfu¨hrend, ein komplexes Softwaresystem in nur einer Darstellung zu repra¨sentieren,
vielmehr sollte es auf mehrere verschiedene Darstellungen, sogenannte Views, aufgeteilt werden,
um die Informationen gebu¨ndelt zu vermitteln [28]. Ein weiterer Vorteil liegt darin, dass sich
der Anwender durch die so entstehende Interaktion bzw. Exploration das Dargestellte besser
einpra¨gt [27].
4.1.3 Qualita¨tskriterien
Young und Munro [61] entwickelten einen Anforderungskatalog an Eigenschaften, die bei der
Entwicklung von Softwarevisualisierungen beru¨cksichtigt werden sollten, um ein positives Nut-
zungserlebnis zu gewa¨hrleisten.
1. Einfache Navigation: Die Visualisierung sollte Funktionen anbieten, die den Nutzer da-
bei unterstu¨tzen, durch die Anwendung zu navigieren. Das Ziel dabei ist, es dem Nutzer zu
ermo¨glichen, sich schnell und einfach innerhalb der Anwendung zurecht zu finden. Daru¨ber
hinaus soll Desorientierung vermieden werden.
2. Hoher Informationsgehalt: Softwarevisualisierungen sollten soviele Informationen wie
mo¨glich darstellen, ohne dabei den Nutzer zu u¨berfordern.
3. Geringe visuelle Komplexita¨t: Die strukturelle Komplexita¨t ist abha¨ngig von der Kom-
plexita¨t der dargestellten Information. Durch die Aufteilung der Visualisierung in mehrere
Views soll dieses Problem verringert werden.
4. Verschiedene Levels of Detail: Der Nutzer soll die Mo¨glichkeit haben, die Visualisie-
rung sowohl im Ganzen als auch auf feingranularer Ebene erforschen zu ko¨nnen.
5. Stabilita¨t gegenu¨ber Vera¨nderungen: Kleinere Vera¨nderungen oder Anpassungen der
dargestellten Information sollten nicht in gro¨ßeren Vera¨nderungen der Visualisierung re-
sultieren, da dies zu einer Desorientierung beim Nutzer fu¨hren kann.
6. Verwendung passender Metaphern: Metaphern helfen dabei, sich schnell in der Vi-
sualisierung zurecht zu finden. Außerdem eignen sie sich als ein guter Startpunkt zur ersten
Versta¨ndnisgewinnung u¨ber ein Softwaresystem.
7. Zuga¨ngliches User Interface: Das User Interface sollte flexibel genug sein, um eine in-
tuitive Bedienung zu ermo¨glichen. Dieser Aspekt bezieht sich auch auf die zur Exploration
der Visualisierung beno¨tigte Hardware, die nicht zu sehr vom Standard abweichen sollte.
8. Einbindung weiterer Informationsquellen: Durch Softwarevisualisierungen ko¨nnen
bestimmte Informationen auf andere Art dargestellt werden. Dennoch sollte es mo¨glich
sein, innerhalb der Anwendung zwischen der Visualisierung und der Ursprungsinformation,
wie sie beispielsweise im Source Code vorliegt, zu wechseln.
9. Mo¨glichkeit zur Interaktion: Dem Nutzer sollte es mo¨glich sein, auf mehrere Arten
mit der Anwendung zu interagieren. Das vereinfacht die Versta¨ndnisgewinnung und hilft
dabei, die aufgenommenen Informationen zu verinnerlichen.
10. Automatisierung: Zusa¨tzlich kann durch Automatisierung bestimmter Funktionen oder
Prozesse eine ho¨here Praktikabilita¨t erzielt werden.
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4.2 Arten von Softwarevisualisierungen
Zur graphischen Darstellung von Softwaresystemen existieren verschiedene Ansa¨tze, die unter-
schiedliche Aspekte der Software abdecken. Caserta und Zendra liefern mit Abbildung 4.1 eine
umfangreiche U¨bersicht u¨ber den aktuellen Forschungsstand im Bereich der Softwarevisualisie-
rungen. Dabei unterteilen sie die verschiedenen Techniken hinsichtlich ihrer Granularita¨t in drei
Abstraktionsbenen:
1. Source Code-Ebene;
2. Package-, Klassen- und Methodenebene;
3. Architekturebene.
Abbildung 4.1 — U¨bersicht u¨ber verschiedene Visualisierungsarten und deren Abstraktionsebenen mit
Beispielen [9].
Zusa¨tzlich kategorisierten sie ihre Unterteilung in zwei Gruppen, wie sie bereits in Kapitel 4.1.1
vorgestellt wurden: Zum einen kann ein Softwareprojekt zu einem bestimmten Zeitpunkt T




Dabei liegt der Fokus schwerpunktma¨ßig auf 2D- und 3D-Repra¨sentationen, die verschiede-
ne Darstellungsansa¨tze verfolgen. Gerade bei sehr umfangreichen Softwareprojekten mit einer
großen Menge an darzustellender Information eignen sich 3D-Ansa¨tze, da durch die zusa¨tzliche
dritte Dimension eine ho¨here Zahl an Daten dargestellt werden kann [58]. Besonders kompakte
Darstellungen liefern Pixelvisualisierungen, die Software auf Source Code-Ebene abbilden, bei-
spielsweise die 2D-Visualisierung SeeSoft [15]. Marcus et al. [27] erweiterten diesen Ansatz um
eine dritte Dimension mit sv3D. Bei dieser Visualisierungstechnik werden Informationen u¨ber
Zeilenla¨nge und Kontrollstrukturen durch eingefa¨rbte Pixel dargestellt (Abbildung 4.2(a)).
Fu¨r Strukturen auf ho¨herer Abstraktionsebene, also bei der Visualisierung von Packages, Klas-
sen und Methoden, soll durch geeignete Techniken Versta¨ndnis u¨ber die innere Funktionsweise
solcher Komponenten vermittelt werden. Einige Forschungsarbeiten bescha¨ftigten sich in die-
sem Bereich beispielsweise mit der Visualisierung von Koha¨sion innerhalb einer Klasse [10].
Ducasse und Lanza [14] liefern mit Class Blueprint eine einfache Visualisierungstechnik, die
die Gesamtstruktur einer Klasse, den Kontrollfluss zwischen den Methoden dieser Klasse sowie
Methodenaufrufe darstellt.
Darstellungen auf Architekturebene stellen den wichtigsten Bereich der Softwarevisualisierungen
dar. Hier eignen sich zur Abbildung von Abha¨ngigkeiten und Beziehungen Graphen und Netze
(Abbildung 4.2(d)). Da diese Darstellungsmethoden bei umfangreichen Architekturen mit einer
hohen Zahl an Abha¨ngigkeiten schnell an ihre Grenzen stoßen, eignen sich verschiedene Arten
der sogenannten Treemap (Abbildung 4.2(b)). Die Treemap ist im Gegensatz zu graphbasierten
Darstellungen platzsparender und wird durch eine Baumstruktur abgebildet, bei welcher die
Gro¨ße der Knoten besonders pra¨gnant visualisiert werden. Deshalb ist sie auch besonders gut
zur Darstellung von Hierarchiestrukturen geeignet.
Bei Visualisierungen mit einer hohen Informationsdichte eignen sich geclusterte Graphen, die
eine Reduzierung der Komplexita¨t bewirken. Dabei kommen auch ha¨ufig dreidimensionale Gra-
phen zum Einsatz (Abbildung 4.2(c)).
Gerade im dreidimensionalen Bereich werden daru¨ber hinaus gerne Realwelt-Metaphern ver-
wendet (Abbildung 4.3). Hier wird anstelle von abstrakten grafischen Elementen die Software
mithilfe von Objekten aus der Wirklichkeit dargestellt. Der Einsatz von Metaphern soll eine
bessere Zuga¨nglichkeit fu¨r den Benutzer sowie eine intuite Interpretation der Informationen be-
wirken [45]. Das ko¨nnen Landschaften sein, die durch ihre Oberfla¨chenstruktur, beispielsweise
Berge oder Ta¨ler, und Anordnung Daten aus dem Source Code abbilden (Abbildung 4.3(a)).
Yang, Graham and Berrigan [60] entwarfen einen Prototyp, der ein Sonnensystem zur Vorlage
hat. Eine solche Darstellung eignet sich fu¨r die Repra¨sentation vieler Abha¨ngigkeiten.
Ein weiterer beliebter Ansatz ist die Stadtmetapher, bei der die einzelnen Softwarekomponenten
als Geba¨ude dargestellt werden. Panas et al. [36] liefern hierfu¨r ein sehr realistisches Beispiel
(Abbildung 4.3(c)). Dabei stellen die Geba¨ude Klassen dar; die Gro¨ße der Geba¨ude gibt die Li-
nes of Code der Klasse wieder. Eine hohe Geba¨udedichte an diversen Stellen innerhalb der Stadt
impliziert eine hohe Kopplung zwischen den Komponenten. Daru¨ber hinaus liefern zusa¨tzliche
Metriken Informationen zu den Klassen: So bestehen die Geba¨ude aus unterschiedlichen Struk-
turen, die Aussagen u¨ber die Qualita¨t der Implementierung erlauben. Beispielsweise stellen alte






Abbildung 4.2 — Beispiele fu¨r verschiedene Arten von Softwarevisualisierungen: (a) Softwarevisualisie-
rung auf Source Code-Ebene in 2D und 3D; (b) Unterschiedliche Darstellungen von Treemaps; (c) Ge-





Abbildung 4.3 — Realwelt-Metaphern als Vorlage zur Darstellung von Softwarearchitekturen: Land-
schaften, Sonnensysteme und Sta¨dte [54, 60, 36].
Neben den statischen Bereichen der Software werden aber auch dynamische Aspekte beru¨cksich-
tigt: Fahrzeuge, die sich in den Straßen bewegen, stellen den Programmfluss dar. Dabei dienen
Farbspuren der Orientierung, um die Richtung nachzuverfolgen.
Wa¨hrend also Ansa¨tze fu¨r Softwarevisualisierungen in 2D und 3D zahlreich existieren, ist der
Bereich VR diesbezu¨glich bisher weniger gut erforscht. Obwohl VR neben der Unterhaltungs-
branche mittlerweile auch in vielen wissenschaftlichen Gebieten Nutzen findet (z.B. Medizin-
technik, Flug- und Fahrsimulation etc.), gibt es in der Informations- und Softwarevisualisierung
kaum Beispiele, obwohl davon ausgegangen wird, dass die Versta¨ndnisgewinnung aufgrund der
durch die in der virtuellen Welt hervorgerufene Immersion gesteigert werden kann [24]. Ein wei-
teres Problem liegt darin, dass die meisten Entwu¨rfe nicht u¨ber einen konzeptionellen Status
hinausgehen, da es an nachvollziehbaren und pru¨fbaren Ergebnissen in Form von Prototypen
oder Nutzerstudien mangelt [19].
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In der vorliegenden Arbeit wird diese Problematik aufgegriffen, indem die Usability zweier Soft-
warevisualisierungen evaluiert wird. Es wird ein auf VR basierender Ansatz, repra¨sentiert durch
eine Inselmetapher, untersucht. Als Vergleich dient eine Visualisierung in 2D, die durch einen
kra¨ftebasierten Graphen dargestellt wird. Im folgenden Abschnitt sollen beide Visualisierungs-
arten vorgestellt werden.
4.3 Forschungsgegenstand
Bei den zu evaluierenden Visualisierungen handelt es sich um zwei vom Deutschen Zentrum fu¨r
Luft- und Raumfahrt, Einrichtung fu¨r Simulations- und Softwaretechnik, entwickelten Ansa¨tze
in 2D und VR. Da sich die Forschung bisher u¨berwiegend mit Vergleichen zwischen 2D und 3D
bzw. 3D und VR bescha¨ftigt hat, stellt diese Arbeit einen innovativen Forschungsrahmen dar.
Grundlage fu¨r die Visualisierungen ist die auf OSGi basierende verteilte Integrationsumgebung
RCE.
4.3.1 Visualisierung in 2D
Die zweidimensionale Visualisierung basiert auf einer Implementierung mit Webtechnologien
im Browser mit Javascript. Die eigentliche Visualisierung wurde mit der Javascript Bibliothek
Data-Driven Documents1, kurz D3, umgesetzt. Die Darstellung basiert auf dem Force-Layout,
welches durch einen kra¨ftebasierten Algorithmus zum Zeichnen von Graphen generiert wurde.
Dabei werden Bundles, die tendenziell viele Abha¨ngigkeiten aufweisen, innerhalb einer Punkt-
wolke mittig dargestellt. Bundles mit wenigen Verbindungen sind am a¨ußeren Rand dieser Wolke
platziert. Dadurch soll einer U¨berlappung von Knoten und Kreuzung von Kanten entgegenge-
wirkt werden [31]. Abbildung 4.4 zeigt die Hauptansicht der 2D-Visualisierung im Browser. Jeder
Punkt entspricht einem Bundle innerhalb des Softwareprojekts.
Multi-View-Ansatz
Die GUI ermo¨glicht dem Anwender verschiedene Darstellungsoptionen, die in einer Navigations-
leiste rechts neben der eigentlichen Visualisierung zu finden sind. So ko¨nnen entweder im Bezug
auf die Darstellung der Bundles oder der Abha¨ngigkeiten Einstellungen vorgenommen werden.
Beispielsweise lassen sich ein oder mehrere Bundles durch eine Filterfunktion selektieren. Ebenso
kann der Anwender von der Bundle- auf Service- oder Klassensicht wechseln (Abbildung 4.5).
Die View, die Services und Service-Components anzeigt, unterscheidet sich nur geringfu¨gig von
der Bundle-View. Die Beziehungen untereinander werden auch hier mithilfe von kra¨ftebasierten
Graphen dargestellt. Service-Components werden durch Rechtecke repra¨sentiert, Services durch
Kreise. Service-Components sind nur schwach gekoppelt und stehen in keiner direkten Verbin-
dung zueinander, sondern nur zwischen Service-Components und Services. Auch die Art der
Beziehung la¨sst sich anhand der adjazenten Kante ablesen: das Anbieten eines Services ist durch




Zusa¨tzlich besteht noch die Mo¨glichkeit, sich die Klassen von einem oder mehreren selektierten
Bundles anzeigen zu lassen. Dabei werden sie als farbige Punkte kreisfo¨rmig angeordnet. Die
Farbe zeigt dabei jeweils an, zu welchem Bundle die Klasse geho¨rt. Die Package-Zuordnung ist
ebenfalls durch Absta¨nde zwischen den Kreisen gekennzeichnet. Die Abha¨ngigkeiten zwischen
den Klassen sind durch Verbindungslinien visualisiert. In Abbildung 4.5(b) wird durch die Farb-
gebung der einzelnen Punkte (Klassen) also ersichtlich, dass zuvor in der Bundle-View drei
Bundles selektiert wurden (gru¨n, blau, orange). Die Absta¨nde zeigen die jeweilige Anzahl der
enthaltenen Packages an. Zusa¨tzlich lassen sich auch noch die Namen der jeweiligen Packages
anzeigen.
Abbildung 4.4 — Die zentrale Ansicht der Visualisierung auf Bundle-Ebene als Punktwolke.
Darstellungsmodifikationen
In der View auf Bundle-Ebene ko¨nnen verschiedene Metriken eingestellt und somit die Dar-
stellung der einzelnen Softwarekomponenten vera¨ndert werden, beispielsweise die Gro¨ße der
einzelnen Bundles. Je mehr Packages in einem Bundle enthalten sind, desto gro¨ßer wird das
Bundle in der Visualisierung dargestellt. Das gleiche la¨sst sich fu¨r die Anzahl an (top-Level)
Klassen und (top-Level) Methoden sowie fu¨r Lines of Code anzeigen. Zudem kann entweder
noch das Import-Export- oder das Private-Public-Verha¨ltnis innerhalb eines Bundles angezeigt
werden (Abbildung 4.6(c)). Dies erfolgt u¨ber eine entsprechende Fa¨rbung des Kreises. Durch
Selektieren eines oder mehrerer Bundles kann man sich zudem die entsprechende Treemap an-






Abbildung 4.5 — Die GUI der 2D-Visualisierung erlaubt den Wechsel zwischen mehreren Views: (a) Die
Darstellung der Services, ebenfalls dargestellt mithilfe eines kra¨ftebasierten Graphen; (b) Netzdarstellung
der Abha¨ngigkeiten auf Klassenebene, die Selektions- und Filtermo¨glichkeiten erlaubt.
27
4 Softwarevisualisierung
Neben der Mo¨glichkeit, die Bundledarstellung zu vera¨ndern, lassen sich auch die Abha¨ngigkeiten
zwischen den Bundles auf verschiedene Arten anzeigen (Abbildung 4.6(a)). Zum einen kann
der Anwender wa¨hlen, welches Bundle welche Packages eines anderen Bundles importiert hat.
Außerdem kann man sich anzeigen lassen, welche Bundles fu¨r andere Bundles erforderlich sind.
Abha¨ngige Bundles sind durch adjazente Kanten verbunden. Durch entsprechende Farbgebung
wird noch die Richtung kenntlich gemacht, um die Abha¨ngigkeitsverha¨ltnisse zu verdeutlichen.
Der letzte Abschnitt der Navigationsleiste zeigt Informationen u¨ber ein jeweils ausgewa¨hltes








Außerdem werden der Name und der symbolische Name des ausgewa¨hlten Bundles angezeigt.
Selektion
Die Selektion eines Bundles erfolgt per Mausklick und dem gleichzeitigen Beta¨tigen der Strg-
Taste. Ein selektiertes Bundle wird in der Darstellung durch einen roten Rand gekennzeichnet;






Abbildung 4.6 — Beispiele fu¨r verschiedene Darstellungsmodifikationen der 2D-Applikation: (a) Bundles
und ihre Abha¨ngigkeiten untereinander; (b) Darstellung der Package-Struktur innerhalb eines Bundles
als Treemap. Package und zugeho¨rige Klassen als Rechtecke sind durch die selbe Farbe gekennzeichnet,
zusa¨tzlich gibt die Gro¨ße einer Klasse deren Anzahl an LOC wieder; (c) Bundles dargestellt nach Gro¨ße
(Number of Packages) sowie deren Verha¨ltnis von Imports und Exports.
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4.3.2 Visualisierung in Virtual Reality
Die Visualisierung in VR basiert auf einer Inselmetapher, entwickelt in Unity3D. Dabei wird die
gesamte Software auf einem virtuellen Tisch durch einen Ozean mit Inseln dargestellt (Abbildung
4.7), der sich in einem großen Raum befindet. Auch wenn die Softwarevisualisierung vollsta¨ndig
innerhalb des virtuellen Tisches dargestellt ist, so spielt die Umgebung doch keine unerhebliche
Rolle fu¨r das Gesamtsystem: sie stellt einen festen Rahmen fu¨r die Anwendung dar, da sie
bekannten VR-Problemen wie Motion Sickness oder Desorientierung entgegenwirkt [40].
Abbildung 4.7 — Die Ansicht des virtuellen Tisches.
Interaktion und Navigation
Der Nutzer hat die Mo¨glichkeit, mithilfe zweier Controller durch bestimmte Gesten mit der







So la¨sst sich beispielsweise in die Anwendung hineinzoomen und die einzelnen Komponenten
selektieren. Durch gleichzeitiges Drehen des zweiten Controllers erscheint ein virtuelles Tablet
(Personal Digital Assistant, kurz PDA), auf dem dann Informationen zu der jeweils ausgewa¨hl-
ten Komponente angezeigt werden (Abbildung 4.9). Dazu za¨hlen der Name der ausgewa¨hlten
Komponente sowie die Anzahl der darin enthaltenen Packages bzw. Klassen.




Abbildung 4.9 — Aktivierung des virtuellen Tablets durch Drehung des einen Controllers bei gleichzei-
tiger Selektion einer Komponente durch den zweiten Controller.
Darstellung der OSGi Komponenten
Abbildung 4.10 zeigt die einzelnen Komponenten der Anwendung im Detail. Jede Insel repra¨sen-
tiert ein Bundle, welches Regionen (Packages) und darin befindliche Geba¨ude (Klassen) entha¨lt.
Dabei werden alle Komponenten entsprechend ihrer Gro¨ße dargestellt. Große Inseln weisen so-
mit eine ho¨here Anzahl an Packages und Klassen auf als kleinere Inseln. Durch entsprechende
Farbgebung der Regionen wird zusa¨tzlich die Abgrenzung zu den anderen Regionen unterstri-
chen. Die Ho¨he der Geba¨ude gibt die Anzahl der Lines of Code der jeweiligen Klasse wieder,
das heißt, jedes Stockwerk entspricht n Zeilen Code.
Abbildung 4.10 — Die OSGi-Komponenten der VR-Anwendung als Inselmetapher im Detail: Bundles
dargestellt als Inseln (mit Imports und Exports fu¨r Package-Abha¨ngigkeiten), Packages dargestellt als





Abbildung 4.11 — Abha¨ngigkeiten und Services in VR: (a) Bundles und ihre Abha¨ngigkeiten unterein-
ander; (b) Darstellung der Services und Service Components.
Darstellung der Abha¨ngigkeiten
Daru¨ber hinaus besitzt jede Insel sogenannte Ports, die es ermo¨glichen, sich die Verbindungen
dieser Insel zu anderen anzeigen zu lassen, also die Imports und Exports der Packages. Gru¨ne
Ports stellen dabei die Imports dar, rote die Exports. Durch Selektion des jeweiligen Ports er-
scheinen die Abha¨ngigkeiten in Form von Richtungspfeilen (Abbildung 4.11(a)). Alternativ kann
sich der Nutzer die Abha¨ngigkeiten aller Bundles untereinander auch u¨ber das PDA anzeigen
lassen; gleiches gilt fu¨r Services und Service-Components (Abbildung 4.11(b)). Eine zusa¨tzliche
Funktion bietet hier ferner die Mo¨glichkeit, alle Einstellungen wieder zuru¨ckzusetzen.
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4.4 Evaluation von Softwarevisualisierungen
In Kapitel 3 wurden bereits verschiedene Evaluationsansa¨tze vorgestellt, die die Usability von
Softwaresystemen im Allgemeinen untersuchen. Fu¨r den Bereich der Softwarevisualisierungen
soll dies nun noch pra¨zisiert werden, um darauf aufbauend ein geeignetes Studiendesign ent-
wickeln zu ko¨nnen. Fu¨r die Evaluation von Softwarevisualisierungen eignen sich grundsa¨tzlich
Methoden, bei deren Anwendung man zwischen der Erhebung von quantitativen und qualitati-
ven Daten unterscheidet.
Neben Eigenschaften der Visualisierung oder des Algorithmus werden mit quantitativen Me-
thoden auch Merkmale der Interaktion des Anwenders mit dem System gemessen. Typische
Fragestellungen, die sich auf die Betrachtung der Visualisierung und des Algorithmus bezie-
hen, wa¨ren zum Beispiel, wieviel darzustellende Information auf den Computerbildschirm passt
oder wieviel Zeit ein Algorithmus zur Kompilierung der Visualisierung beno¨tigt. Hinsichtlich
der Mensch-Computer-Interaktion steht beispielsweise die Frage im Vordergrund, wie lange der
Anwender braucht, um auf das System zu reagieren, wieviele Informationen der Darstellung er
sich merken kann oder wieviele Aufgaben er innerhalb der Anwendung zu lo¨sen fa¨hig ist.
Die quantitative Erhebung erfordert eine statistische Auswertung von Daten, die innerhalb eines
kontrollierten Experiments bzw. einer Studie ermittelt werden. Hierbei werden zwei Arten von
Einflussfaktoren beru¨cksichtigt: Zum einen gibt es die unabha¨ngigen Variablen, die von einem
Studienleiter kontrolliert und modifiziert werden. Hierzu za¨hlt beispielsweise die Visualisierung
ansich. Zum anderen sind die abha¨ngigen Variablen jene Daten, die durch die Studie ermittelt
werden. Das kann beispielsweise die beno¨tigte Zeit fu¨r das Ausfu¨hren einer Aufgabe sein. Nach
der Durchfu¨hrung einer solchen Studie mu¨ssen die Daten mithilfe geeigneter statistischer Ana-
lyseverfahren entsprechend verarbeitet und interpretiert werden, um daraus Ru¨ckschlu¨sse u¨ber
die Usability und weitere Design-Implikationen der Anwendung ziehen zu ko¨nnen.
Man unterscheidet zwischen deskriptiver und inferentieller Statistik: Bei deskriptiver Statistik
handelt es sich U¨blicherweise um statistische Maße wie Mittelwerte, die Aussagen u¨ber die zen-
trale Tendenz eines Datensatzes erlauben, d.h. wie die gemessenen Eigenschaften innerhalb der
Stichprobe durchschnittlich verteilt sind. Daru¨ber hinaus ko¨nnen Maße wie die Standardabwei-
chung oder Varianz Aufschluss u¨ber die Streuung der Daten geben. Dies ist vor allem bei vielen
voneinander abweichenden Werten hilfreich [16]. Die inferentielle Statistik hingegen betrachtet
nicht den gesamten Datensatz, sondern vielmehr gewisse Bereiche der Grundgesamtheit. Hierfu¨r
werden Analysemethoden verwendet, die beispielsweise zwei Gruppen miteinander vergleichen.
Auch die Signifikanz der Unterschiede muss hierbei beru¨cksichtigt werden.
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Dem gegenu¨bergestellt liefert die Erhebung qualitativer Daten Informationen u¨ber die individu-
elle, subjektive Wahrnehmung des Anwenders wa¨hrend der Interaktion mit dem System. Dabei
eignet sich eine aufgabenbasierte Vorgehensweise, d.h. die Probanden der Studie bekommen
Aufgaben vorgelegt, die sie innerhalb der Anwendung nacheinander ausfu¨hren sollen. Nach der
Ausfu¨hrung ko¨nnen dann qualitative Daten gewonnen werden, indem der Anwender beispiels-
weise einen Fragebogen ausfu¨llt. Eine weitere Methode zur Erhebung qualitativer Daten sind
Beobachtungen des Studienleiters, wa¨hrend ein Proband die Aufgaben ausfu¨hrt [11].
In der vorliegenden Arbeit wurde eine Usability-Studie durchgefu¨hrt, die beide Aspekte vereint
und somit quantitative und qualitative Daten u¨ber die beiden bereits beschriebenen Visuali-
sierungen erhebt. Bevor die Ergebnisse der Studie pra¨sentiert werden, soll im na¨chsten Kapitel
zuna¨chst noch die Methodik und der Ablauf der Studie vorgestellt werden.
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5.1 Ziele
Beim Durchfu¨hren von Usability-Studien sollte zuna¨chst die Frage im Mittelpunkt stehen, welche
Ziele eine solche Studie mit sich bringt. Dabei sollte auch beru¨cksichtigt werden, ob es sich nur
um die Bewertung bestimmter Funktionen handelt oder ob das Gesamtsystem evaluiert werden
soll. Dabei unterscheidet man zwischen formativen und summativen Usability-Methoden.
Formative Methoden bewerten die Usability eines Systems interativ wa¨hrend des Entwicklungs-
prozesses. Summative Methoden evaluieren das System im Ganzen, also nach der Implementie-
rung aller gewu¨nschten und beno¨tigten Funktionalita¨ten. Im na¨chsten Schritt ist es wichtig, die
Nutzergruppe einzuschra¨nken. Dies la¨sst sich realisieren, indem man nach den Zielen der Nutzer
fragt, beispielsweise, ob der Nutzer die Anwendung nur benutzt, um eine bestimmte Aufgabe zu
erfu¨llen, oder ob die Benutzung regelma¨ßig, zum Beispiel mehrmals am Tag, stattfindet. Dabei
ist die Beru¨cksichtigung zweier Hauptaspekte no¨tig, na¨mlich die Performance (Effektivita¨t und
Effizienz) sowie die Zufriedenheit der Nutzer. Die Performance misst, wie erfolgreich ein Nutzer
vorgegebene Tasks lo¨sen kann, also wie hoch die Fehlerrate ist oder wie lange er dabei braucht.
Die Zufriedenheit gibt an, wie der Nutzer u¨ber die Interaktion mit dem Produkt denkt [55].
Im Falle der vorliegenden Arbeit sollen zwei unterschiedliche Versionen von auf OSGi basierenden
Softwarevisualisierungen evaluiert werden, die bereits beide als Gesamtsystem vorliegen, das
heißt, es handelt sich um eine summative Evaluierung. Die Softwarevisualisierungen sollen neuen
oder unerfahrenen Mitarbeitern, die sich mit bestehenden Softwareprojekten noch nicht allzu
gut auskennen, als Hilfsmittel fu¨r einen schnellen und u¨bersichtlichen U¨berblick dienen. Ziel
der Applikationen ist also keine regelma¨ßige Verwendung im ta¨glichen Arbeitsalltag, sondern
lediglich als Stu¨tze zum besseren Versta¨ndnis von Software.
5.2 Zielgruppe
Neben der Definition der Ziele ist die Auswahl einer passenden Zielgruppe fu¨r den Erfolg der
Studie mitentscheidend. Im Falle der vorliegenden Arbeit sollen im Folgenden die zwei Zielgrup-
pen vorgestellt werden. Die u¨bergeordnete Zielgruppe von Softwarevisualisierungen ist die Rolle
des Softwareentwicklers. Hier existieren verschiedene Use Cases: Zum einen soll die Anwendung
einen schnellen U¨berblick u¨ber ein existierendes Softwareprojekt geben. Ein mo¨gliches Beispiel
hierfu¨r wa¨re die Einarbeitung neuer Mitarbeiter in ein bestehendes Projekt. Zum anderen soll ein
Entwickler mithilfe der Visualisierung aber auch die Mo¨glichkeit haben, fremde Module schnel-
ler an der richtigen Stelle einzuordnen. Dies ko¨nnte vorallem in der Weiterentwicklung neuer
Module Anwendung finden.
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U¨berblick u¨ber Bereiche mit
starken Vera¨nderungen
Qualita¨tssicherung, Projektplanung
Tabelle 5.1 — Verschiedene Use Cases fu¨r die beiden Zielgruppen.
Zu guter Letzt sind aber auch gerade die Abha¨ngigkeiten zwischen den Softwaremodulen wichtig,
die der Entwickler u¨berpru¨fen ko¨nnen soll. Dadurch sollen Seiteneffekte auf das Gesamtsystem
besser eingescha¨tzt werden ko¨nnen. Aber auch im Bereich der Qualita¨tssicherung oder des Re-
factorings ko¨nnen Softwarevisualisierungen einen Entwickler hier unterstu¨tzen.
Neben den Softwareentwicklern sind daru¨ber hinaus Projektleiter, deren informationstechnolo-
gische Kenntnisse nicht so stark ausgepra¨gt sind wie die eines Softwareentwicklers, die zweite
mo¨gliche Zielgruppe. Generell sollen Softwarevisualisierungen einem Projektleiter vor allem da-
hingehend helfen, Auffa¨lligkeiten in der Software erkennen zu ko¨nnen. Aber auch Bereiche mit
starken Vera¨nderungen oder sogar Stagnation ko¨nnen in Softwarevisualisierungen deutlicher
kenntlich gemacht werden. Letztlich kann einem Projektleiter außerdem ein besserer U¨berblick
u¨ber die Wissensverteilung der einzelnen Entwickler u¨ber den Code hinweg gegeben werden. All
diese Punkte dienen in erster Linie der Qualita¨tssicherung und der Projektplanung [28].
Im Rahmen der vorliegenden Arbeit beschra¨nkt sich der Fokus auf die erste Zielgruppe der
Softwareentwickler mit dem u¨bergeordneten Ziel, sich einen ersten U¨berblick u¨ber das Softwa-
reprojekt zu verschaffen.
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5.3 Hypothesen
Auf Basis der bereits vorgestellten Erkenntnisse in den Bereichen Usability und Softwarevisua-
lisierung sollen im Folgenden die Hypothesen pra¨sentiert werden, die durch die innerhalb dieser
Arbeit durchgefu¨hrte Studie gepru¨ft werden sollen. Die Hypothesen wurden so gewa¨hlt, dass sie
auf die Hauptaspekte guter Usability per Definition abzielen, na¨mlich Effektivita¨t, Effizienz und
Zufriedenheit. Daru¨ber hinaus basieren sie auf den Qualita¨tskriterien von Softwarevisualisierun-
gen, die in Kapitel 4.1.3 vorgestellt wurden.
Effektivita¨t
H1 Nutzer lo¨sen die Aufgaben effektiver in 2D als in VR.
H0.1 Nutzer lo¨sen die Aufgaben nicht effektiver in 2D als in VR.
Die Hypothese in Bezug auf die Effektivita¨t der Anwendung liegt darin begru¨ndet, dass die Be-
nutzer die Arbeit am Computer gewo¨hnt sind und sich deshalb vermutlich keine gro¨ßeren Pro-
bleme in der Interaktion ergeben, die einer korrekten Aufgabenlo¨sung im Weg stehen ko¨nnten.
Außerdem wird davon ausgegangen, dass die graphbasierte Darstellung aufgrund von diversen
bereits implementierten Hilfsfunktionen zielfu¨hrender anzuwenden ist.
Effizienz
H2 Nutzer lo¨sen die Aufgaben schneller in 2D als in VR.
H0.2 Nutzer lo¨sen die Aufgaben nicht schneller in 2D als in VR.
Fu¨r die Effizienz, also die jeweils beno¨tigte Zeit zum Lo¨sen einer Aufgabe, gilt eine a¨hnliche
Argumentation. Die Anwendung von VR-Applikationen stellt fu¨r die Mehrheit der Nutzer eine
neue Erfahrung dar. Außerdem birgt die Visualisierung mithilfe von Metaphern ein ho¨heres
Risiko an Ablenkung im Vergleich zur schlichteren, graphbasierten Darstellung. Deshalb wird
davon ausgegangen, dass das Lo¨sen der Aufgaben innerhalb der VR-Anwendung mehr Zeit in
Anspruch nimmt als in der 2D-Version.
Zufriedenheit
H3 Nutzer lo¨sen die Aufgaben zufriedener in VR als in 2D.
H0.3 Nutzer lo¨sen die Aufgaben nicht zufriedener in VR als in 2D.
Bezu¨glich der Zufriedenheit wird angenommen, dass aufgrund der durch die VR-Anwendung er-
zeugte Immersion ein ho¨heres Maß an Exploration und Interaktion erreicht wird. Auch die bild-
liche Darstellung mithilfe einer Metapher la¨sst darauf schließen, dass die Nutzer die Applikation
als spannender und interessanter wahrnehmen, was sich ebenfalls positiv auf die Zufriedenheit
mit dem Gesamtsystem auswirkt.
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5.4 Methoden
Das Studiendesign basiert auf der Kombination zweier empirischer Methoden, bestehend aus ei-
nem Usability-Test und zwei standardisierten Fragebo¨gen. Bei der Durchfu¨hrung des Usability-
Tests werden durch die Bearbeitung vorgegebener Tasks quantitative Daten gemessen. Dabei
liegt der Fokus allein auf die beiden Faktoren Effektivita¨t und Effizienz. Anschließend wird
durch den Einsatz der Fragebo¨gen die subjektive Wahrnehmung der Probanden gemessen. Die
Daten hierfu¨r liegen zum einen quantitativ durch Skalenbewertung vor, zum anderen qualitativ
in Textform durch Kommentarfelder. Mithilfe der Fragebo¨gen ko¨nnen Aussagen u¨ber die Zufrie-
denheit der Nutzer mit dem System getroffen werden. Bevor beide Methoden vorgestellt werden,
sollen zuna¨chst noch die Metriken erla¨utert werden, die zur Erhebung der quantitativen Daten
fu¨r Effektivita¨t, Effizienz und Zufriedenheit verwendet wurden.
5.4.1 Messmetriken
Task Success
Zur Erhebung der Effektivita¨t wurde Task Success gemessen. Diese Metrik gibt an, ob eine Auf-
gabe korrekt durchgefu¨hrt wurde oder nicht. Eine Aufgabe wurde korrekt ausgefu¨hrt, wenn er
vom Probanden eigensta¨ndig, das heißt, ohne jegliche Hilfestellung oder erla¨uternde Kommen-
tare seitens des Versuchsleiters, ausgefu¨hrt wurde.
Eine falsche Aufgabenlo¨sung wurde vermerkt, wenn der Proband die gegebene Aufgabe nicht
korrekt lo¨sen konnte; das heißt, er hat entweder eine falsche Antwort gegeben oder das falsche
Ergebnis pra¨sentiert. Aufgaben, die abgebrochen oder nur durch Nachfrage beim Versuchslei-
ter gelo¨st werden konnten, wurden ebenfalls als falsch bewertet. Fu¨r jede korrekt ausgefu¨hrte
Aufgabe wurde eine 1 notiert, fu¨r falsch gelo¨ste Aufgaben eine 0.
Die Ergebnisse der Messung geben die durchschnittliche Erfolgsquote pro Proband und pro Task
wieder, angegeben in Prozent.
Time on Task
Time on Task beschreibt die Messung der Zeit, die jeder Studienteilnehmer fu¨r das Durchfu¨hren
einer Aufgabe beno¨tigte. Dabei wurde nicht beru¨cksichtigt, ob die Aufgabe korrekt ausgefu¨hrt
wurde oder nicht.
Die Erfassung der Zeit erfolgte in Sekunden und startete, nachdem die Aufgabe von dem Pro-
banden laut vorgelesen wurde und endete mit der ausgesprochenen Antwort. Ausnahmen waren
Task 4 und 5, bei denen die Zeit angehalten wurde, sobald der Proband die in der jeweiligen
Anwendung richtige Darstellung wa¨hlte. Je ku¨rzer die Probanden brauchten, um eine Aufgabe
zu lo¨sten, desto effizienter wird die Visualisierung bewertet.
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Zufriedenheit
Die Erhebung der Zufriedenheit erfolgte u¨ber zwei standardisierte Fragebo¨gen, die in Abschnitt
5.4.3 vorgestellt werden. Dabei wurden Werte von eins bis sieben bzw. eins bis fu¨nf gemessen.
Die am Ende berechneten Durchschnittswerte geben dann den Grad der Zufriedenheit an, wobei
niedrige Werte auf eine eher geringe Zufriedenheit hindeuten; dementsprechend lassen hohe
Messwerte auf eine ebenso hohe Zufriedenheit schließen.
5.4.2 Usability-Test
Das Hauptziel der beiden Visualisierungen ist, dass sich die Anwender einen ersten U¨berblick
u¨ber den Aufbau des Softwareprojekts verschaffen ko¨nnen. Deshalb war es wichtig, mit den
Aufgaben das Erfassen der drei Hauptkomponenten Bundles, Packages und Klassen sowie die
Abha¨ngigkeiten und Services abzudecken. Was zudem bei der Entwicklung passender Task Sce-
narios beru¨cksichtigt werden musste, ist die Vergleichbarkeit beider Systeme. So unterscheiden
sich die Visualisierungsformen doch sehr stark in einigen Funktionen. Deshalb mussten die Auf-
gaben so gewa¨hlt werden, dass sie in beiden Visualisierungen durchzufu¨hren sind. Ferner ist
darauf zu achten, dass alle Aufgaben einen eindeutigen Start- und Endzustand aufweisen, um
die Metriken Task Success und Time on Task zuverla¨ssig erfassen zu ko¨nnen [55]. Nach mehreren
Probedurchla¨ufen wurden die folgenden fu¨nf Tasks festgelegt:
Task 1 Selektieren Sie das Bundle mit der gro¨ßten Anzahl an Packages.
Benennen Sie die Anzahl der Packages.
Task 2 Selektieren Sie ein beliebiges Bundle.
Nennen Sie den Namen des am weitesten entfernten Bundles, zu dem eine Verbindung
besteht, und die Anzahl der darin enthaltenen Klassen.
Task 3 Selektieren Sie das Bundle RCE Core Utils Scripting.
Benennen Sie die Anzahl der Imports und Exports.
Task 4 Lassen Sie sich die Abha¨ngigkeiten aller Bundles untereinander anzeigen.
Task 5 Lassen Sie sich alle Services bzw. Service Components anzeigen.
Die Reihenfolge der Tasks wurde nach Relevanz der OSGi-Komponenten gewa¨hlt. Da die Bund-
les in beiden Visualisierungen die erste Ebene darstellen, wurde auch mit ihnen in der Aufga-
benstellung begonnen. Die folgenden Aufgaben, die die Exploration der Packages und Klassen
abdecken, sollen außerdem der Versta¨ndnisgewinnung u¨ber die Bundlestruktur und den Aufbau
von auf OSGi basierenden Softwarearchitekturen beitragen. Die letzten Aufgaben zielen dann
auf die Exploration der Abha¨ngigkeiten ab.
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5.4.3 Fragebo¨gen
Zur Erhebung subjektiver Daten aus Nutzersicht wurden zwei standardisierte Fragebo¨gen ver-
wendet: Zum einen das After Scenario Questionnaire, kurz ASQ, welches direkt nach dem
Durchfu¨hren eines Szenarienblocks zum Einsatz kommt und auch nur den innerhalb dieses Blocks
ausgefu¨hrten Task bewertet. Der zweite Fragebogen, die System Usability Scale, kurz SUS, wird
zur Bewertung des Gesamtsystems am Ende der Aufgaben verwendet.
After Scenario Questionnaire (ASQ)
Beim ASQ handelt es sich um einen von James R. Lewis [23] entwickelten Fragebogen mit
drei Items, die als Aussagen u¨ber die Aufgabenbearbeitung mit dem System formuliert sind.
Der Nutzer soll mithilfe einer siebenstufigen Likert-Skala angeben, inwiefern er den Aussagen
zustimmt. Dabei reichen die Items der Skala von 1 (”Stimme u¨berhaupt nicht zu”) bis 7 (”Stimme
voll zu”). Zur Auswertung der so erhaltenen Daten wird der Durschnittswert berechnet.
Die ersten beiden Aussagen zielen auf die Effektivita¨t und Effizienz des Systems ab. Die Frage
nach der Zufriedenheit des Nutzers wird mit allen drei Aussagen beantwortet [55]. Zudem hat
der Nutzer die Mo¨glichkeit, zu allen drei Aussagen Bemerkungen mithilfe eines Kommentarfeldes
abzugeben.
1. ”Overall, I am satisfied with the ease of comleting the task in this scenario.”
2. ”Overall, I am satisfied with the amount of time it took to complete the task in this scena-
rio.”
3. ”Overall, I am satisfied with the support information (online help, messages, documenta-
tion) when completing the task.”
Der Einsatz des ASQ hilft dabei, die durch Beobachtung erhobenen objektiven Daten zu un-
termauern bzw. zu interpretieren. Daru¨ber hinaus schließt er einen Szenarienblock sauber ab,
sodass sich der Nutzer gut auf das neue, folgende Aufgabenszenario einstellen kann.
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System Usability Scale (SUS)
Zur subjektiven Bewertung des gesamten Systems wurde die 1986 von John Brooke [6] ent-
wickelte System Usability Scale verwendet. Wie auch beim ASQ werden dem Nutzer Aussagen
vorgelegt, denen er mithilfe einer diesmal fu¨nfstufigen Skala zustimmt [47]. Dabei reicht die Skala
von 1 (”Stimme u¨berhaupt nicht zu”) bis 5 (”Stimme voll zu”). Zur Auswahl stehen insgesamt
10 Items - fu¨nf davon sind negativ formuliert, die andere Ha¨lfte positiv.
1. I think that I would like to use the system.
2. I found the system unnecessarily complex.
3. I thought the system was easy to use.
4. I think that I would need the support of a technical person to be able to use this system.
5. I found the various functions in this system were well integrated.
6. I thought there was too much inconsistency in this system.
7. I would imagine that most people would learn to use this system very quickly.
8. I found the system very cumbersome to use.
9. I felt very confident using the system.
10. I needed to learn a lot of things before I could get going with this system.
Die Auswertung erfolgt bei der SUS allerdings anders als beim ASQ, bei dem einfach die jewei-
ligen Mittelwerte ermittelt werden. Bei der SUS kann jedes Item mit Werten zwischen 0 und 4
gewichtet werden. Dabei wird fu¨r die Items mit ungeraden Zahlen (1,3,5,7,9), die positiv formu-
liert sind, jeweils Wert-1 gerechnet. Fu¨r die geraden Items mit negativen Aussagen berechnet
man 5-Wert. Danach werden die Werte addiert und anschließend mit 2.5 multipliziert, um das
Gesamtergebnis zu erhalten [55].
Als Maßstab dafu¨r, wie die daraus resultierenden Ergebnisse interpretiert werden ko¨nnen, liefern
Bangor et al. (Abbildung 5.1) eine Orientierungshilfe. Demnach gelten Werte unter 50 als nicht
akzeptabel, Ergebnisse zwischen 50 und 70 werden als marginal eingestuft und Werte u¨ber 70
als akzeptabel.
Abbildung 5.1 — Interpretation des SUS Scores [3].
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Vorteile der SUS gegenu¨ber anderen standardisierten Fragebo¨gen ist zum einen die hohe Taug-
lichkeit fu¨r Vergleiche zweier Systeme. Zum anderen ist es aufgrund der vergleichsweise geringen
Anzahl an Items fu¨r den Probanden schnell auszufu¨llen sowie fu¨r den Versuchsleiter schnell aus-
zuwerten, was Zeit spart. Außerdem fu¨hrt das Berechnen des Scores zu einem pra¨zisen Ergebnis,
was leicht versta¨ndlich und mithilfe geeigneter Tabellen deutlich interpretiert werden kann.
5.5 Ablauf der Studie
Die Studie wurde im Januar 2019 im Virtual Reality-Labor der Einrichtung Simulations- und
Softwaretechnik, Abteilung Intelligente und Verteilte Systeme des Deutschen Zentrums fu¨r Luft-
und Raumfahrt in Ko¨ln Porz durchgefu¨hrt. Fu¨r die VR-Anwendung stand ein HTC Vive Virtual
Reality System mit einer Auflo¨sung von 2160 x 1200 Pixel zur Verfu¨gung, die Evaluation der
2D-Applikation fand an einem 17 Zoll-Laptop der Marke Dell, Intel Core i7 Prozessor, statt.
Fu¨r die Erstellung der Fragebo¨gen wurde das Online-Tool SoSci Survey1 verwendet.
Die Akquirierung der Studienteilnehmer erfolgte auf perso¨nliche Nachfrage. Als Voraussetzungen
galten IT-Hintergrund sowie Programmierkenntnisse in JAVA. Laut Nielsen lassen sich bereits
mit 5 Testpersonen 85% der Usabilityprobleme aufdecken [32]. Fu¨r die vorliegende Studie wurde
eine Stichprobe mit insgesamt 14 Personen gewa¨hlt, die per Zufall gleichma¨ßig auf die beiden
Anwendungen verteilt wurden; somit wurden pro Gruppe 7 Personen getestet.
Mit jedem freiwilligen Probanden wurde ein individueller Termin ausgemacht; pro Test Session
wurde ein Zeitfenster von 45 Minuten veranschlagt, inklusive Erkla¨rung des Ablaufs der Studie
sowie Einfu¨hrung in das zu evaluierende System. Bei den Probanden, die die VR-Anwendung
testeten, entsprach diese Angabe der tatsa¨chlichen durchschnittlichen Bearbeitungszeit, die Teil-
nehmer der 2D-Gruppe waren durchschnittlich nach etwa 30 Minuten fertig.
Zu Beginn der Test Session bekam jeder Proband einen Begru¨ßungstext sowie den Use Case vor-
gelegt. Nachdem dieser Text gelesen wurde, folgte die Einfu¨hrung in das System. Dabei wurden
der Aufbau sowie die wichtigsten Funktionen und Navigationselemente erkla¨rt. Anschließend er-
folgte der eigentliche Usability-Test. Bei der Evaluation der 2D-Applikation wurde der Proband
aufgefordert, den ersten Task laut vorzulesen und anschließend mit der Aufgabe zu beginnen.
Bei der VR-Anwendung sollte der Proband das Headset aufsetzen und sich in Position bringen.
Wenn er das Zeichen gab, bereit zu sein, wurde der erste Task vorgelesen. Der Studienleiter konn-
te auf einem mit dem VR System verbundenen Laptop mitverfolgen, wie die Aufgabe innerhalb
der virtuellen Welt gelo¨st wurde. Zeitgleich erfolgte bei beiden Anwendungen das Stoppen der
Zeit sowie Beobachtungen u¨ber Verhalten der Studienteilnehmer.
Sobald der Proband eine Aufgabe gelo¨st hatte, wurde die Zeit angehalten. Direkt im Anschluss
wurde ihm das ASQ vorgelegt, mit dem er die Aufgabe bewerten sollte. Dieser Vorgang wurde bis
zur fu¨nften Aufgabe wiederholt (mit Ausnahme von Task 3 in der VR-Anwendung, bei welcher
der Proband die Aufgabenstellung mit dem zu findenden Bundle selbst lesen durfte).
Nachdem die letzte Aufgabe durchgefu¨hrt und bewertet worden war, folgte noch die Bewertung
des Gesamtsystems mithilfe der SUS; außerdem konnte der Proband zusa¨tzliche Kommentare
in einem Textfeld hinterlassen.
1https://www.soscisurvey.de/
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(a)
(b) (c)
Abbildung 5.2 — Der Versuchsaufbau im Detail: (a) Das VR-Lab der Einrichtung fu¨r Simulations- und
Softwaretechnik des DLR in Ko¨ln; (b) Tisch mit Laptop fu¨r das Testen der 2D-Visualisierung; (c) Die
einzelnen Bestandteile des HTC Vive Virtual Reality Systems in Verwendung: Headset, Motion Controller
und eine von zwei Basisstationen im Hintergrund.
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6.1 Wahl der Analysemethoden
Die im Rahmen der Studie erhobenen Daten liegen sowohl in quantitativer als auch in quali-
tativer Form vor. Zur Analyse und Interpretation mussten daher geeignete Methoden gefunden
werden, die die Ergebnisse mo¨glichst umfassend und strukturiert wiedergeben.
Fu¨r die Auswertung der quantitativen Daten wurden ein T-Test bei unabha¨ngigen Stichproben
sowie eine mixed ANOVA, die eine einfaktorielle Varianzanalyse mit einer einfaktoriellen Vari-
anzanalyse mit Messwiederholung vereint, durchgefu¨hrt. Die beiden Analysemethoden sowie die
Interpretation der SPSS-Ausgaben sollen im Folgenden erla¨utert werden.
Fu¨r die Analyse der qualitativen Daten - also die subjektive Meinung der Probanden in verschrift-
lichter Form, erfasst durch die Kommentarfelder innerhalb des Fragebogens - wurde in Erwa¨gung
gezogen, eine quantitative Inhaltsanalyse durchzufu¨hren, die die Ha¨ufigkeiten bestimmter Merk-
male im Text erfasst. Dabei mu¨ssen diese Merkmale in einen bestimmten logischen Kontext zur
Beantwortung der Forschungsfragen u¨bertragen werden, was mithilfe eines Kategoriensystems
geschieht. Das bedeutet, dass u¨bergeordnete Kategorien gebildet werden mu¨ssen, die bestimmte
Auspra¨gungen besitzen. Die Anzahl dieser Auspra¨gungen wird dann geza¨hlt [44].
Da eine solche zusa¨tzliche Analyse im Rahmen der vorliegenden Masterarbeit allerdings zu
umfangreich wa¨re, wird darauf verzichtet. Stattdessen wurden die innerhalb der Gesamtbewer-
tungen am ha¨ufigsten genannten Aspekte zusammengefasst dargestellt. Daru¨ber hinaus dienen
die vorliegenden qualitativen Daten als Material, welches die Ergebnisse des quantitativen Da-
tensatzes interpretativ unterstu¨tzen soll.
6.1.1 T-Test bei unabha¨ngigen Stichproben
Da im ersten Schritt hinsichtlich der Hypothesenpru¨fung herausgefunden werden soll, ob im
Hinblick auf die Variablen Effektivita¨t, Effizienz und Zufriedenheit signifikante Unterschiede
zwischen den beiden Visualisierungen vorliegen, wurde ein T-Test bei unabha¨ngigen Stichproben
durchgefu¨hrt.
Dieses Analyseverfahren ermo¨glicht es, auf Basis der in einer Stichprobe ermittelten Kennzahlen
Ru¨ckschlu¨sse auf die zugrunde liegende Grundgesamtheit zu ziehen. SPSS liefert hierfu¨r zwei
Ausgaben: Einmal Gruppenstatistiken, die sowohl Mittelwerte als auch Standardabweichungen
der beiden Gruppen angibt. Hier muss zusa¨tzlich das Konfidenzintervall beru¨cksichtigt werden,
welches den Wertebereich angibt, in dem der berechnete Mittelwert in der Grundgesamtheit mit
einer gewissen Wahrscheinlichkeit liegt. Das Konfidenzintervall ist in der zweiten SPSS-Tabelle
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zu finden: Test bei unabha¨ngigen Stichproben. U¨blicherweise wird hier von einem Prozentwert von
95% ausgegangen. Das Konfidenzintervall gibt sogenannte untere und obere Werte an, die besa-
gen, dass die Grundgesamtheit mit einer Wahrscheinlichkeit von 95% in dem dort angegebenen
Bereich liegt.
Daru¨ber hinaus wird der sogenannte Levene-Test in die Berechnung mit eingeschlossen, der die
Varianzwerte der beiden Stichproben pru¨ft. Dabei liefert der Levene-Test zwei Varianten: Entwe-
der die Varianzen sind gleich oder sie sind es nicht. Zuna¨chst wird kontrolliert, ob die Varianzen
gleich sind. Dies geschieht mithilfe des angegebenen Signifikanzwertes p. Liegt dieser unter 0.05,
so wird davon ausgegangen, dass die Varianzen nicht gleich sind; der hier unter Sig. (2seitig)
angegebene p-Wert gibt dann Aufschluss daru¨ber, ob sich die Ergebnisse der beiden Stichpro-
ben signifikant unterscheiden; auch hier muss er kleiner als 0.05 sein. Liegt der Wert daru¨ber,
so kann davon ausgegangen werden, dass sich die ermittelten Ergebnisse der Stichproben nicht
signifikant unterscheiden [7].
6.1.2 Mixed ANOVA
Die Varianzanalyse, kurz ANOVA, eignet sich immer dann, wenn untersucht werden soll, wie sich
bestimmte Variablen in verschiedenen Gruppen unterscheiden. Eine Sonderform dieser Analyse-
methode ist die Mixed ANOVA. In der vorliegenden Arbeit soll neben dem Vergleich zwischen
den beiden Stichproben zusa¨tzlich herausgefunden werden, welchen Einfluss die ausgefu¨hrten
Aufgaben jeweils auf die Faktoren Effektivita¨t, Effizienz und Zufriedenheit haben bzw. ob und
wie sich die so ermittelten Unterschiede sowohl zwischen den Tasks, als auch zwischen den beiden
Fallgruppen unterscheiden. Deshalb wird hier die sogenannte 2 x 5 Mixed ANOVA durchgefu¨hrt.
Das bedeutet, dass gleichzeitig eine einfaktorielle Varianzanalyse auf die Zwischensubjektfakto-
ren Gruppe, also 2D und VR, sowie eine einfaktorielle Varianzanalyse mit Messwiederholung
auf den Innersubjektfaktor Task (insgesamt 5) gerechnet wird.
Um die Ergebnisse einer solchen Analyse auszuwerten, muss zuna¨chst auf Spha¨rizita¨t gepru¨ft
werden, was mit dem sogenannten Mauchly-Test umgesetzt wird. Der hier erneut unter Sig.
angegebene p-Wert gibt an, ob Spha¨rizita¨t gegeben ist, also ob die Unterschiede der Stufen
aller unabha¨ngigen Variablen gleich sind. Liegt der Wert bei u¨ber 0.05, so wird davon aus-
gegangen, dass Spha¨rizita¨t gegeben ist und somit eine Homoskedastizita¨t zwischen den Stufen
vorliegt. Ist dies nicht der Fall, ko¨nnen drei verschiedene Korrekturverfahren angewandt werden:
Greenhouse-Geisser, Huynh-Feldt und Untergrenze [17]. Dabei gilt Huynh-Feldt als liberalstes,
Untergrenze als konservativstes Verfahren [41]. Als verwendetes Verfahren der innerhalb dieser
Arbeit durchgefu¨hrten Studie wird der Greenhouse-Geiser-Wert angenommen, der in der Mitte
der beiden anderen genannten Verfahren liegt.
Im na¨chsten Schritt erfolgt dann die Bestimmung der Interaktionseffekte. Diese geben daru¨ber
Auskunft, ob sich die Tasks in Abha¨ngigkeit von der Gruppe unterscheiden. Dazu liefert SPSS
die Ausgabe Tests der Innersubjekteffekte. Um die Interaktionseffekte zu pru¨fen, wird die zweite
Zeile betrachtet (Task * Gruppe). Je nachdem, wie das Ergebnis des Mauchly-Tests ausgefallen
ist, werden die Ergebnisse entweder aus der Zeile Spha¨rizita¨t gegeben oder Greenhouse-Geisser
abgelesen. Hier ist wieder der angegebene p-Wert unter Sig. relevant - Liegt dieser unter 0.05,
so ist ein signifikanter Interaktionseffekt gegeben.
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Neben den Interaktionseffekten werden mit der Mixed ANOVA zusa¨tzlich die Haupteffekte der
Innersubjektfaktoren ermittelt, die im Falle der vorliegenden Arbeit aussagen, ob sich die Tasks
innerhalb der beiden Gruppen signifikant unterscheiden. Dabei wird die Art der Visualisierung
nicht beru¨cksichtigt. Hierfu¨r liest man die Ergebnisse aus der ersten Zeile der Tabelle Tests der
Innersubjekteffekte ab [17].
Im Folgenden werden die Ergebnisse der Stichproben strukturiert nach Effektivita¨t, Effizienz und
Zufriedenheit pra¨sentiert. Dabei werden zuna¨chst die Ergebnisse der statistischen Auswertung
des T-Tests bezu¨glich der Unterschiede zwischen den beiden Gruppen pra¨sentiert; Im Anschluss
erfolgt die Auswertung der Varianzanalyse mit Betrachtung der Ergebnisse fu¨r die einzelnen
Tasks.
Die darauffolgende Interpretation schließt dann die Beobachtungen, die vom Studienleiter ge-
macht wurden, sowie die Fragebo¨gen-Kommentare der Teilnehmer mit ein. Aus den so gewonne-




6.2 Statistische Auswertung der Daten
Die Auswertung und grafische Darstellung der Daten erfolgte mit IBM SPSS Statistics 25. Die
Diagramme u¨ber die soziodemographischen Informationen der Studienteilnehmer wurden mit
Microsoft Excel erstellt.
Zur Sicherstellung einer mo¨glichst homogenen Teilnehmerstruktur wurde zu Beginn der Eva-
luation der soziodemographische Hintergrund jedes Probanden abgefragt. Bei der Wahl der
Teilnehmer wurde darauf geachtet, dass sie einen informationstechnologischen Hintergrund und
zumindest grundlegende Programmierkenntnisse in JAVA aufweisen. Ingesamt nahmen 14 Per-
sonen an der Studie teil; Bezu¨glich der Stichprobencharakteristik la¨sst sich feststellen, dass 9 und
damit 64,3% der Teilnehmer ma¨nnlich sind. Der gro¨ßere Teil der Probanden geho¨rt mit eben-
falls 64,3% der Altersgruppe 25-34 an, davon gaben 50% und somit 7 Personen an, als ho¨chsten
Bildungsabschluss die allgemeine Hochschulreife vorweisen zu ko¨nnen; die andere Ha¨lfte hat-
ten einen Bachelorabschluss (21,4 %), Masterabschluss (14,3%) oder eine Promotion (14,3%).
Daru¨ber hinaus geben 50% der Teilnehmer an, Grundkenntnisse in der Programmierung mit JA-
VA zu haben. Die anderen 50% bezeichnen ihre Kenntnisse als fortgeschritten. Expertenwissen
hatte keiner der Teilnehmer angegeben. Zur Veranschaulichung sind die soziodemographischen
Angaben der Studienteilnehmer in Abbildung 6.1 dargestellt.




Die Messung des Task Success, also das korrekte Ausfu¨hren einer Aufgabe, liefert fu¨r die Gruppe
der 2D-Probanden insgesamt ho¨here Mittelwerte (M = 97.14, SD = 7.56) als fu¨r die Gruppe der
VR-Probanden (M = 82.86, SD = 7.56). Dieser Unterschied konnte mit t(12) = 3.54, p = .004
als signifikant nachgewiesen werden, deshalb kann die Nullhypothese H0.1 verworfen werden und
die Alternativhypothese wird besta¨tigt:
H1 Nutzer lo¨sen die Aufgaben effektiver in 2D als in VR.
Die Ergebnisse im Detail sind in Abbildung 6.2 dargestellt. Aus dieser la¨sst sich ablesen, welche
Prozentwerte die beiden Gruppen bei den einzelnen Tasks erreicht haben. Extreme Unterschiede
zeigen sich vor allem bei Task 2: hier lo¨sten 100% der 2D-Anwender die Aufgabe korrekt, wa¨hrend
die VR-Anwender nur 57,14% Aufgabenkorrektheit erzielten. Auch Task 1 liefert mit mit 100%
korrekt gelo¨sten Aufgaben in der 2D-Gruppe und 85,71% in VR einen deutlichen Unterschied.
Auch Task 4 wird von allen 2D-Probanden mit 100% korrekt gelo¨st, wa¨hrend ein Teilnehmer der
VR-Anwendung nicht auf das korrekte Ergebnis kam und die Aufgabe somit nur eine Korrektheit
von 85,71% aufweist. Task 3 und Task 5 wurde von beiden mit 100% abgeschlossen.
Die Unterschiede zwischen den gelo¨sten Aufgaben wurden jedoch sowohl zwischen (F(2.81, 33.72)
= 1.071, p = .371), als auch innerhalb der Gruppen (F(2.81, 33.72) = .93, p “ .433) als nicht
signifikant nachgewiesen. Das bedeutet, dass sich die Ergebnisse fu¨r die Aufgabenkorrektheit
sowohl abha¨ngig als auch unabha¨ngig von der Gruppe nicht signifikant unterscheiden.




Im Hinblick auf die Effizienz, welche durch die beno¨tigte Zeit fu¨r das Ausfu¨hren der Tasks in
Sekunden gemessen wurde, wurden zuna¨chst erneut die jeweiligen Mittelwerte fu¨r 2D (M =
212.43, SD = 77.12) und VR (514.00, SD = 175.90) ermittelt. Fu¨r diese Werte konnte eine hohe
Signifikanz nachgewiesen werden (t(8.23) = -4.15, p = .003).
Deshalb wird auch hier die Nullhypothese H0.2 verworfen und Hypothese 2 wird besta¨tigt:
H2 Nutzer lo¨sen die Aufgaben effizienter in 2D als in VR.
Abbildung 6.3 — Ergebnisse der Auswertung von Time on Task hinsichtlich der Effizienz
Betrachtet man die Ergebnisse im Einzelnen (Abbildung 6.3), so la¨sst sich ein großer Unter-
schied zwischen den beiden Gruppen erkennen. Dieser wird vor allem bei Task 3 deutlich: Die
Probanden der VR-Gruppe beno¨tigten hier im Mittel 288,43 Sekunden zum Lo¨sen der Aufga-
be, wa¨hrend die 2D-Gruppe diese Aufgabe durchschnittlich in nur 78,43 Sekunden lo¨ste. Das
Durchfu¨hren von Task 4 und 5 scheint beiden Gruppen wiederrum keine Schwierigkeiten bereitet
zu haben, hier sind die Durchschnittszeiten von 21,71 Sekunden (2D) und 33,00 Sekunden (VR)
fu¨r Task 4 sowie 6,86 Sekunden (2D) und 6,00 Sekunden (VR) relativ a¨hnlich. Dies la¨sst sich
auch fu¨r Task 1 festhalten, die Probanden der 2D-Gruppe sind mit 38,14 Sekunden im Mittel
nicht erheblich schneller als die VR-Gruppe, die durchschnittlich 55,43 Sekunden beno¨tigte. Ein
gro¨ßerer Unterschied sowohl innerhalb als auch zwischen den Gruppen ist wieder bei Task 2
erkennbar. Hier beno¨tigten die Teilnehmer beim Lo¨sen der Aufgabe in 2D knapp eine Minute
(67,29 Sekunden), die VR-Gruppe fast doppelt so lang (131,14 Sekunden).
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Die Pru¨fung auf Interaktionseffekte ergab mit F(2.19, 26.24) = 8.25, p “ .001) einen signifikanten
Unterschied bezu¨glich der beno¨tigten Zeit fu¨r die einzelnen Tasks zwischen den Gruppen. Fu¨r
die Unterschiede zwischen den Aufgaben innerhalb der Gruppen la¨sst sich festhalten, dass auch
sie signifikant sind mit F(2.19, 26.24) = 21.80, p ă .001).
6.2.3 Zufriedenheit
Die Zufriedenheit der Probanden mit der jeweiligen Visualisierung wurde sowohl fu¨r die einzelnen
Tasks als auch fu¨r das Gesamtsystem mithife der beiden standardisierten Fragebo¨gen ermittelt.
Zuna¨chst werden die Ergebnisse des ASQ pra¨sentiert, im Anschluss folgt die Auswertung der
SUS. Fu¨r den ASQ werden zusa¨tzlich die Ergebnisse innerhalb der Gruppen pra¨sentiert, um so
wieder Unterschiede in der Zufriedenheit in Abha¨ngigkeit der durchgefu¨hrten Aufgaben erkennen
zu ko¨nnen.
After Scenario Questionnaire (ASQ)
Die Probanden sollten hier nach jeder der fu¨nf durchgefu¨hrten Aufgaben drei Items auf einer
siebenstufigen Likert-Skala bewerten, wobei 1 ”Stimme u¨berhaupt nicht zu” und 7 ”Stimme voll
zu” entspricht. Fu¨r jede Stichprobe wurde der Mittelwert berechnet, wobei als Maximalwert
105 Punkte (pro Aufgabe 21) zu erreichen war. Generell unterscheiden sich die Ergebnisse nicht
erheblich, beide Visualisierungen weisen hohe Werte auf, wobei VR (M = 77.86, SD = 14.1)
geringfu¨gig besser bewertet wurde als 2D (M = 77.14, SD = 11.82). Dieser Unterschied wurde
jedoch als nicht signifikant nachgewiesen (t(12) = -0.10, p = .920).
Insgesamt wird die VR-Anwendung bei Task 1 und 2 sowie bei Task 4 und 5 geringfu¨gig zufrie-
denstellender wahrgenommen als die 2D-Anwendung. Der ho¨chste zu erreichende Wert ist pro
Aufgabe ein Score von 21. Task 1 wird relativ a¨hnlich bewertet mit einem Score von 16,14 bei
2D und 16,86 bei VR. Innerhalb der Gruppen zeigen sich dann bereits bei der na¨chsten Aufgabe
Unterschiede, da Task 2 von den 2D-Probanden nur noch mit 13,57 Punkten und von den VR-
Probanden mit 14,86 Punkten bewertet wird. Task 3 weist in der VR-Anwendung dann einen
starken Unterschied im Vergleich zu den anderen Aufgaben auf: Die Teilnehmer dieser Gruppe
bewerten die Aufgabe nur mit 8,86 Punkten, wa¨hrend die Zufriedenheit in der 2D-Gruppe mit
14,00 Punkten recht konstant bleibt. Task 4 wird dann wieder von beiden Gruppen deutlich
positiver bewertet: 2D erreicht einen Score von 16,71, VR einen Score von 18,43. A¨hnlich Er-
gebnisse liefert Task 5, wenngleich VR noch einmal deutlich besser bewertet wird mit einem
Score von 18,86 Punkten. Dies entspricht gleichzeitig auch der Aufgabe, die das ho¨chste Maß
an Zufriedenheit in der VR-Anwendung aufweist. Die 2D-Anwendung erreicht einen Score von
16,71 Punkten und wird damit als gleichermaßen zufriedenstellend wahrgenommen wie Task 4.
Bei der Auswertung der Ergebnisse fu¨r die einzelnen Aufgaben konnte ein statistisch signifi-
kanter Effekt von Task auf die Zufriedenheit mit F(2.73, 32.73) = 9.62, p ă .001 nachgewiesen
werden. Und auch bezu¨glich der Interaktionseffekte la¨sst sich festhalten, dass es eine statistisch
signifikante Interaktion von Task und Gruppe gibt (F(2.73, 32.73) = 3.01, p “ .048).
Abbildung 6.4 stellt die Ergebnisse der beiden Analysen anschaulich dar.
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Abbildung 6.4 — Ergebnisse der Auswertung des ASQ hinsichtlich der Zufriedenheit.
System Usability Scale (SUS)
Die SUS basiert auf einer fu¨nfstufigen Bewertungsskala mit 10 zu bewertenden Items. Hier
reicht die Skala von 1 ”Stimme u¨berhaupt nicht zu” bis 5 ”Stimme voll zu”. Anders als beim
ASQ werden hier nicht einfach die Werte fu¨r die einzelnen Items addiert, sondern durch ein
bestimmtes Verfahren der Score berechnet, wobei ein Wert von maximal 100 erreicht werden
kann. Insgesamt weist 2D (M = 54.29, SD = 9.97) bessere Werte auf als VR (M = 49.64, SD
= 8.22). Vergleicht man die Ergebnisse mit der von Bangor et al. [3] entwickelten Tabelle zur
Bewertung des SUS-Scores (siehe Kapitel 5.4.3), so mu¨ssen beide Ergebnisse als nicht akzeptabel
bzw. grenzwertig interpretiert werden. Die Unterschiede zwischen den beiden Gruppen wurde
allerdings als nicht signifikant nachgewiesen (t(12) = 0.95, p = .361).
Da auch die Unterschiede der Ergebnisse des ASQ nicht signifikant sind, wird H3 wird verworfen
und die Nullhypothese besta¨tigt:




In diesem Kapitel sollen nun die bereits dargestellten Ergebnisse bezu¨glich der Tasks im Detail
interpretiert werden, um so die Schwachstellen der Systeme aufzudecken und gegebenenfalls
Schlussfolgerungen fu¨r die Weiterentwicklung zu ziehen. Fu¨r einen besseren U¨berblick sind die
bisherigen Ergebnisse in Tabelle 6.1 noch einmal zusammengefasst und gerundet dargestellt.
2D VR
Effektivita¨t 97% korrekt gelo¨ste Aufgaben 83% korrekt gelo¨ste Aufgaben
Effizienz I212 Sekunden I514 Sekunden
Zufriedenheit ASQ: x¯ = 77 Punkte ASQ: x¯ = 78 Punkte
SUS: x¯ = 54% SUS: x¯ = 50%
Tabelle 6.1 — Ergebnisse der Durchschnittswerte fu¨r Effektivita¨t, Effizienz und Zufriedenheit.
Insgesamt erzielt die 2D-Visualisierung in fast allen Fa¨llen bessere Ergebnisse als die VR-
Visualisierung. Dabei sind die Ergebnisse der Messungen bezu¨glich Effektivita¨t und Effizienz
signifikant, bei der Zufriedenheit konnte hingehen kein signifikanter Unterschied festgestellt wer-
den.
Im Folgenden sollen nun die einzelnen Tasks im Detail betrachtet werden, was auch die vom
Studienleiter gemachten Beobachtungen sowie die Kommentare und Bewertungen der Studien-
teilnehmer miteinschließt.
Am Ende erfolgt eine Gegenu¨berstellung der Ergebnisse, die zusa¨tzlich die Gesamtbewertung der
Probanden u¨ber die beiden Systeme miteinbezieht. Diese wurden ebenfalls u¨ber den Fragebogen
erfasst.
Task 1
Selektieren Sie das Bundle mit der gro¨ßten Anzahl an Packages.
Benennen Sie die Anzahl der Packages.
Effektivita¨t: Alle Probanden der 2D-Anwendung lo¨sten diese Aufgabe korrekt, bei der VR-
Anwendung kam eine Person auf das falsche Ergebnis. Dieser Teilnehmer selektierte das falsche
Bundle. Er erkannte zwar, dass die gro¨ßte Insel auch dem Bundle mit der gro¨ßten Anzahl an
Packages entspricht, nahm sich jedoch nicht genug Zeit, um durch die Anwendung zu navigieren
und wa¨hlte somit das Bundle aus, von dem er dachte, dass es das gro¨ßte sei. Ein Teilnehmer der
2D-Anwendung lo¨ste zwar die Aufgabe korrekt, hatte aber zuna¨chst noch Probleme, das Bundle
zu selektieren (durch Strg + Mausklick), was sich letztlich jedoch nicht auf seine Zeit auswirkte.
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Effizienz: Die Probanden der 2D-Anwendung beno¨tigten zum Lo¨sen von Task 1 durchschnittlich
38,14 Sekunden, in VR lag die durchschnittliche Zeit bei 55,43 Sekunden. Ein Studienteilnehmer
war mit 15 Sekunden verha¨ltnisma¨ßig schnell. Die Versuchsperson, die in der VR-Anwendung als
einzige die Aufgabe nicht korrekt lo¨sen konnte, war mit 18 Sekunden verha¨ltnisma¨ßig schnell, was
eine Erkla¨rung fu¨r das falsche Ergebnis sein ko¨nnte. Ein 2D-Anwender brauchte mit 64 Sekunden
fast doppelt so lange wie der Durchschnitt; hier wurde beobachtet, dass der Proband nervo¨s
war und sich durch das Stoppen der Zeit unter Druck gesetzt fu¨hlte. Ein weiterer Teilnehmer
hatte zuna¨chst Schwierigkeiten, in der 2D-Anwendung den Unterschied zwischen Bundles und
Packages zu erkennen, weshalb er auch mit 71 Sekunden von allen Probanden der 2D-Anwendung
die Person war, die die meiste Zeit zum Lo¨sen der Aufgabe beno¨tigte.
Zufriedenheit: In Bezug auf die Zufriedenheit finden sich keine signifikanten Unterschiede
zwischen den beiden Visualisierungen bei Task 1. Die 2D-Anwendung wurde durchschnittlich mit
16,14 Punkten gewertet, bei VR sind es 16,86. Ein Anwender der 2D-Visualisierung kritisierte das
Schriftbild der Menu¨leiste: Es sei ”zu einheitlich, keine Hervorhebungen der unterschiedlichen
Optionen. Alles sieht gleich aus”. Ein anderer Teilnehmer in der 2D-Gruppe gab an, dass es
verwirrend sei, zusa¨tzlich die Strg-Taste zu dru¨cken, um ein Bundle zu selektieren und somit
zusa¨tzliche Informationen zu erhalten (”Would expect that clicking on it is enough”). Zwei
Probanden in der VR-Gruppe erwa¨hnten, dass zusa¨tzliche Hilfe zum Lo¨sen der Aufgabe nicht
no¨tig war. Es wird angenommen, dass sich diese Kommentare auf die Bewertung des dritten
Items beziehen (”Overall, I am satisfied with the support information (online help, messages,
documentation) when completing the task”). Ein anderer Studienteilnehmer in der VR-Gruppe
lobte die Darstellung des Gro¨ßenunterschiedes der Inseln: ”Die Aufgabe war in diesem Fall (fu¨r
mich) nicht schwierig zu lo¨sen, da einige Inseln durch die Gro¨ße herausgestochen haben.”
Design-Implikation: Generell schien das Lo¨sen von Task 1 fu¨r den Großteil der Probanden
kein Problem darzustellen. Lediglich ein Teilnehmer der VR-Anwendung kam auf das falsche
Ergebnis, da er nicht das gro¨ßte Bundle wa¨hlte. Hier ko¨nnte man die Gro¨ßenunterschiede viel-
leicht noch auf allen Ebenen deutlicher hervorheben, denn gerade, wenn man noch nicht weit
genug in die Anwendung hineingezoomt hat, erscheint eine konkrete Differenzierung schwierig.
Ein Ansatz wa¨re, die gro¨ßte Insel (die somit auch das Hauptbundle darstellt) eindeutiger zu
kennzeichnen.
Um einem solchen Problem in der VR-Anwendung zuku¨nftig entgegenzuwirken, sollte auf ein
noch sta¨rkeres Herausarbeiten der Gro¨ßenunterschiede zwischen den Inseln geachtet werden.
Dies ko¨nnte mithilfe zusa¨tzlicher Metriken geschehen, beispielsweise durch entsprechende Farb-
gebung oder ein einpra¨gsames Symbol neben der Insel. Gerade bei geringfu¨gigen Unterschieden
(beispielsweise Bundles mit 42 und 35 Packages) ist es fu¨r den Anwender auf den ersten Blick
nicht ersichtlich, bei welcher Insel es sich um die gro¨ßte handelt. Hier ko¨nnte auch das Einbe-
ziehen weiterer Metriken helfen, zum Beispiel durch Farbe.
Hinsichtlich der 2D-Anwendung ko¨nnte die Gestaltung der Menu¨leiste noch verbessert werden,
da hier eine zu starke Einheitlichkeit kritisiert wurde. Die in Kapitel 3.3 vorgestellten Gestalt-
gesetze ko¨nnten hier Unterstu¨tzung liefern, beispielsweise durch noch deutlichere Hervorhebung
der Hilfsfunktionen. Da in der 2D-Anwendung das Nutzen des Drop Down-Menu¨s zum Anzei-
gen der Gro¨ße der einzelnen Bundles unumga¨nglich fu¨r das Lo¨sen dieser Aufgabe war, ko¨nnte
der Anwender auch hier durch zusa¨tzliche Metriken unterstu¨tzt werden. In Bezug auf das Drop




Selektieren Sie ein beliebiges Bundle.
Nennen Sie den Namen des am weitesten entfernten Bundles, zu dem eine Verbindung besteht,
und die Anzahl der darin enthaltenen Klassen.
Effektivita¨t: Das Durchfu¨hren von Task 2 liefert einen hoch signifikanten Unterschied zwischen
den beiden Anwendungen. Wa¨hrend hier wieder alle Probanden der 2D-Gruppe die Aufgabe
korrekt ausfu¨hren, liegt die Fehlerquote in der VR-Gruppe bei 42,86%, was drei von sieben nicht
korrekt ausgefu¨hrten Aufgaben entspricht. Die Beobachtungen zu den betroffenen Probanden
zeigen, dass die fehlerhafte Ausfu¨hrung auf mangelnden Kenntnissen u¨ber die Interaktion mit der
Anwendung sowie einem Fehlinterpretieren der Aufgabenstellung beruht. Zwei der betroffenen
Probanden wa¨hlten beispielsweise nicht die Abha¨ngigkeitsdarstellung u¨ber die Ports, sondern
ließen sich direkt alle Abha¨ngigkeiten u¨ber das PDA anzeigen, was zu einer unu¨bersichtlichen
und verwirrenden Darstellung fu¨hrte. Daru¨ber hinaus wa¨hlten beide Probanden kein beliebiges
Bundle; einer der beiden ging davon aus, das Hauptbundle selektieren zu mu¨ssen. Zusa¨tzlich
hatte diese Person Schwierigkeiten, die Anzahl der enthaltenen Klassen herauszufinden. In der
VR-Anwendung la¨sst sich dies nur durch Za¨hlen der auf der Insel befindlichen Geba¨ude oder
durch Selektion der einzelnen Regionen und dem gleichzeitigen Anzeigen auf dem PDA ermitteln.
Die betroffene Person versuchte jedoch, die Anzahl u¨ber Selektion der Insel herauszufinden,
was dazu fu¨hrte, dass die falsche Antwort - na¨mlich die Anzahl der enthaltenen Packages -
genannt wurde. Der andere Proband ließ sich ebenfalls durch die verwirrende Darstellung aller
Abha¨ngigkeiten der Bundles untereinander ablenken und wa¨hlte letztendlich das am weitesten
aussen gelegene Bundle. Die Frage nach der Anzahl an enthaltenen Klassen beantwortete dieser
Proband aber richtig. Der dritte Teilnehmer, der Task 2 nicht korrekt ausfu¨hrte, wa¨hlte lediglich
ein beliebiges Bundle und nannte die Klassenanzahl von diesem. Hier wird davon ausgegangen,
dass die Aufmerksamkeit des Probanden beeintra¨chtigt war und die Frage nicht vollsta¨ndig
aufgenommen wurde. Ein anderer Teilnehmer der VR-Gruppe nannte zuna¨chst nur die Anzahl
an Packages, bemerkte dann aber von selbst, dass die Anzahl der Klassen gefragt war und
korrigierte sein Ergebnis.
Effizienz: Die Probanden der VR-Anwendung brauchten zum Lo¨sen von Task 2 mit durch-
schnittlich 131,14 Sekunden deutlich la¨nger als die 2D-Gruppe (67,29 Sekunden). Hier la¨sst
sich mit der bereits erwa¨hnten Darstellung der Abha¨ngigkeiten argumentieren, die in der VR-
Anwendung schnell unu¨bersichtlich und verwirrend wird. Die Darstellung der Abha¨ngigkeiten
u¨ber die Ports eines selektierten Bundles scheint fu¨r viele Probanden nicht intuitiv, weshalb
ha¨ufig versucht wurde, das PDA zur Hilfe zu nehmen. Dies erlaubt aber nur die Darstellung
aller Abha¨ngigkeiten. Daru¨ber hinaus ist auch das Za¨hlen der enthaltenen Klassen als sehr zeit-
aufwa¨ndig einzustufen. Die 2D-Anwendung erleichtert dies, indem hier alle wichtigen Informa-
tionen zu einem selektierten Bundle in der Menu¨leiste stehen. Hier hatte jedoch ein Teilnehmer
zuna¨chst Schwierigkeiten, die Darstellung der Abha¨ngigkeiten u¨ber das Drop Down-Menu¨ zu




Zufriedenheit: Die 2D-Gruppe bewertete Task 2 mit 13,57, die VR-Gruppe mit 14,86 Punkten,
was beides einer mittelma¨ßigen Zufriedenheit entspricht. Beide Gruppen bewerteten diese Auf-
gabe schlechter als den vorherigen Task 1. Bei der 2D-Anwendung wurde die fehlende Angabe
dafu¨r, welches das am weitesten entfernte Bundle ist, kritisiert (”Das am weitesten entfernte
Bundle musste ich nach Augenmaß bestimmen”). Ein Teilnehmer der VR-Gruppe erwa¨hnte die
fehlende Anzeige der Klassenanzahl auf dem PDA (”The total number of classes in a bundle
could already be shown on the virtual tablet”).
Design-Implikation: Die aus den Beobachtungen und Kommentaren resultierenden Erkennt-
nisse liefen diverse Ansa¨tze fu¨r die Weiterentwicklung der beiden Anwendungen. So finden sich
signifikante Unterschiede zwischen den Gruppen bezu¨glich der Effektivita¨t und Effizienz; in bei-
den Bereichen scheint die VR-Anwendung gro¨ßere Defizite aufzuweisen als die Darstellung in
2D. Das liegt zum einen daran, dass die 2D-Anwendung eine kompaktere Ansicht aller no¨tigen
Informationen zu einem Bundle liefert. Dies ist in VR nicht der Fall, da hier relativ umsta¨ndlich
die einzelnen Komponenten selektiert werden mu¨ssen, um an die jeweils erwu¨nschte Informa-
tion zu gelangen. Dies ließe sich jedoch ebenfalls in der VR-Anwendung realisieren durch das
Anzeigen aller Informationen auf dem PDA bei gleichzeitiger Selektion des Bundles.
Daru¨ber hinaus ist die Ansicht aller Abha¨ngigkeiten u¨ber das PDA fragwu¨rdig. Zwar la¨sst sich
durch das Anzeigen ebendieser ein Eindruck u¨ber den Umfang eines Softwareprojekts gewinnen,
wirklich hilfreich fu¨r den Entwickler ist dies aber nicht. Hilfreicher wa¨re, ebenfalls u¨ber das PDA
bei wiederrum gleichzeitiger Selektion eines Bundles die Abha¨ngigkeiten sichtbar zu machen und
nicht umsta¨ndlich u¨ber die Ports. Ein weiterer Nachteil der Ports ist das sta¨ndige Hinein- und
Hinauszoomen, das einerseits no¨tig ist, um die Ports zu selektieren, andererseits, um zu erkennen,
zu welchen anderen Bundles die Abha¨ngigkeiten bestehen.
Auch die 2D-Anwendung bereitete gewisse Schwierigkeiten bei der Darstellung der Abha¨ngig-
keiten, die ziemlich versteckt u¨ber ein Drop Down-Menu¨ in der Informationsleiste zu finden
ist. Wie schon bei Task 1 ko¨nnte entweder die deutlichere Kennzeichnung des Drop Down-
Menu¨s Abhilfe verschaffen, beispielsweise durch eine separate U¨berschrift. Eine andere Alterna-
tive wa¨re, das Anzeigen der Abha¨ngigkeiten neben anderen Funktionen direkt beim Selektieren
des entsprechenden Bundles anzubieten, beispielsweise durch ein Drop Down-Menu¨, welches
durch Rechtsklick eingeblendet wird.
Task 3
Selektieren Sie das Bundle ”RCE Core Utils Scripting”.
Benennen Sie die Anzahl der Imports und Exports.
Effektivita¨t: Sowohl in der 2D- als auch in der VR-Gruppe gab es jeweils einen Probanden,
der Task 3 nicht korrekt ausfu¨hrte. Daraus ergibt sich eine Erfolgsquote von 85,41% in beiden
Anwendungen. Der betroffene Proband der 2D-Gruppe nannte zwar am Ende die richtige Anzahl
an Imports und Exports, dies erfolgte allerdings nur durch Hilfe des Studienleiters; der Proband
wollte das gewu¨nschte Bundle mithilfe der Filterfunktion finden, da er aber nicht die richtige
Schreibweise verwendete, wechselte er die View. Auf Nachfrage ging er dann wieder zuru¨ck auf
die Bundle-View und kam dann doch mithilfe der Filterfunktion und mehreren unterschiedlichen
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Versuchen bezu¨glich der Schreibweise auf das richtige Bundle. Die Anzahl der Imports und Ex-
ports las er korrekt und ohne Hilfe von der Informationsleiste ab. Weitere Beobachtungen zeigen,
dass andere Probanden ebenfalls zuna¨chst Probleme mit der abweichenden Schreibweise in der
Filtermaske hatten (”Suchfunktion kann nur exakte Bezeichung finden, nicht die Schlagwo¨rter”,
”It is not stated which features the filter provides and what I can search for”), was die korrekte
Ausfu¨hrung der Aufgabe aber letztlich nicht beeintra¨chtigte.
Der betroffene Proband in der VR-Gruppe versucht zuna¨chst, das Bundle mithilfe der Abha¨ngig-
keitsverbindungen zu finden. Da die VR-Anwendung keine Filterfunktion anbietet, muss das
gewu¨nschte Bundle durch Selektieren der einzelnen Inseln gefunden werden. Der Proband beno¨tig-
te dafu¨r sehr viel Zeit und gab schließlich auf. Ein anderer Teilnehmer versuchte, u¨ber die Ex-
portverbindungen a¨hnlich klingender Bundles, deren Namen ebenfalls mit ”RCE Core Utils”
beginnen, die gesuchte Insel zu finden, was ihm allerdings nicht half: ”Finding islands named
alike did not result in a faster search, because the island to be found was far off and I expected
it to be closer. I revisited some islands which was ineffective.”
Effizienz: Die beiden Anwendungen unterscheiden sich hoch signifikant bezu¨glich der beno¨tig-
ten Zeit fu¨r das Ausfu¨hren von Task 3. Die 2D-Gruppe beno¨tigte hier durchschnittlich 78,43
Sekunden, die VR-Gruppe 288,43 Sekunden. Als wesentlicher Grund ist hierfu¨r die fehlende
Filterfunktion der VR-Anwendung zu nennen. Die Inseln mu¨ssen einzeln selektiert und deren
Namen auf dem PDA abgelesen werden. Auch die Anzahl der Imports und Exports kann hier
nicht einfach ermittelt werden; sie mu¨ssen zuna¨chst durch Selektion der Ports ”aktiviert” und
anschließend einzeln geza¨hlt werden. Obwohl fu¨r diese Aufgabe ein Bundle mit einer geringen
Anzahl an Imports und Exports gewa¨hlt wurde und somit das Za¨hlen vereinfachte, ist die Ak-
tivierung der Abha¨ngigkeitsdarstellung bereits sehr zeitintensiv. Daru¨ber hinaus mussten sich
die Probanden bereits beim Absuchen der einzelnen Inseln stark konzentrieren, was dann das
Za¨hlen der Imports und Exports zusa¨tzlich erschwerte.
Zufriedenheit: Mit 8,86 Punkten bewerteten die Probanden der VR-Gruppe diese Aufgabe
am schlechtesten. Auch die 2D-Gruppe empfand diese Aufgabe als am wenigsten zufriedenstel-
lend, obgleich hier mit 14,00 Punkten ein deutlich ho¨herer Score erzielt wurde als in der VR-
Anwendung. Die Beobachtungen zeigen hier viele Anzeichen von Frustration: ”Ist das a¨tzend”
und ”Warum steht hier keine Zahl?” Dies schla¨gt sich auch in den Kommentaren der Anwender
nieder. So bewertete ein Proband die Aufgabe als ”quite annoying and confusing to check each
single island; number of imports and exports had to be counted which is confusing as well”.
Ein anderer Proband bewertete die Aufgabe als ”very simple task that takes too much effort”.
Ein weiterer Kommentar bezieht sich auf das Za¨hlen der Imports und Exports: ”Es wa¨re besser,
wenn die Information auf dem Tablet stehen wu¨rde.” Die 2D-Gruppe kommentierte u¨berwiegend
die Suchfunktion; die Kommentare beziehen sich hier kritisch auf die abweichende Schreibweise
in der Suchmaske, welche bereits erwa¨hnt wurden.
Design-Implikation: Die Ergebnisse legen eindeutig nahe, dass die Implementierung einer
Suchfunktion in der VR-Anwendung sehr sinnvoll wa¨re, um dem Anwender das Auffinden
eines spezifischen Bundles zu erleichtern. Dies wa¨re in Bezug auf alle drei Faktoren Effekti-
vita¨t, Effizienz und Zufriedenheit gewinnbringend, da dadurch die Aufgabenkorrektheit und
Zeiteinsparung erho¨ht und somit eine sta¨rkere Zufriedenheit erzielt werden ko¨nnte; dies wird
auch durch die besseren Werte der 2D-Gruppe deutlich. Allerdings gibt es auch hier Ver-
besserungsbedarf, da die Suchmaske als Eingabe nur den symbolischen Namen des Bundles
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(de.rcenvironment.core.utils.scripting) erkennt. Entweder muss dies in der Informationsleiste als
Hinweis angegeben sein oder die Suchmaske muss so modifiziert werden, dass sa¨mtliche Schreib-
weisen genutzt werden ko¨nnen. Denkbar wa¨re auch die Implementierung eine Suchmaske, die
die Eingabe von regula¨ren Ausdru¨cken erlaubt - so ko¨nnten daru¨ber hinaus mehrere Bundles
gleichzeitig gefunden werden.
Und auch das Anzeigen von wichtiger Information - in diesem Fall die Anzahl der Imports und
Exports - auf dem PDA wu¨rde erneut eine hilfreiche Funktion fu¨r den Anwender darstellen, da
dies bisher nur sehr umsta¨ndlich durch Za¨hlen der Verbindungen u¨ber die Ports mo¨glich ist.
Ein Proband in der VR-Gruppe merkte an, dass die Kennzeichnung von bereits ”besuchten”
Inseln bei dieser Aufgabe mo¨glicherweise hilfreich gewesen wa¨re. Hier wa¨re eine Tracking-
Visualisierung mit Graphen denkbar, die u¨ber das PDA aktiviert werden ko¨nnte, a¨hnlich der
Darstellung der Abha¨ngigkeiten. Eine weitere Alternative wa¨re die Darstellung bereits besuchter
Inseln mithilfe einer Liste auf dem PDA.
Task 4
Lassen Sie sich die Abha¨ngigkeiten aller Bundles untereinander anzeigen.
Effektivita¨t: Task 4 liefert innerhalb der 2D-Gruppe eine Aufgabenkorrektheit von 100%, inner-
halb der VR-Gruppe sind es 85,71% mit einer falsch gelo¨sten Aufgabe. Der betroffene Proband
ließ sich nicht alle Abha¨ngigkeiten untereinander anzeigen, was u¨ber die entsprechende Aktivie-
rung auf dem PDA mo¨glich gewesen wa¨re. Stattdessen versuchte er, die Ports jeder einzelnen
Insel zu selektieren. Dass dies der falsche Weg war, fiel ihm allerdings im Nachhinein selbst auf.
So kommentierte er die Aufgabe mit ”I did not find the right button! So I tried to connect
all islands”. Ein Proband der 2D-Gruppe bezeichnete die Aufgabe wa¨hrend der Durchfu¨hrung
als ”gar nicht so einfach”. Ein weiterer Proband kritisierte die fehlende Reset-Mo¨glichkeit in
der 2D-Anwendung (”Would be nice to have a reset feature, instead of deactivating previous
selections”).
Effizienz: Task 4 wurde von allen Anwendern in den beiden Gruppen schnell ausgefu¨hrt. Mit
durchschnittlich 21,71 Sekunden war die 2D-Gruppe ein wenig schneller als die VR-Gruppe
(33 Sekunden). Dies la¨sst sich auf die doch umsta¨ndlichere Handhabung der VR-Anwendung
zuru¨ckfu¨hren: Wa¨hrend die Probanden hier zuna¨chst erst die no¨tige Handbewegung machen
mu¨ssen, um sich das PDA anzeigen zu lassen, ko¨nnen die Anwender der 2D-Anwendung ein-
fach im Drop Down-Menu¨ der Informationsleiste die gewu¨nsche Darstellung wa¨hlen. Die VR-
Anwender mu¨ssen u¨ber das PDA zusa¨tzlich zu dem richtigen Reiter mit den Einstellungen fu¨r
die Dependencies gelangen und hier den gewu¨nschten Haken setzen.
Zufriedenheit: Trotz der umsta¨ndlicheren Handhabung der VR-Anwendung - insbesondere das
Navigieren durch das PDA - bewertete die VR-Gruppe ihr System mit 18,43 Punkten besser als
die 2D-Gruppe (16,71 Punkte). Ein VR-Proband bezeichnete die Aufgabe beispielsweise als ”very
fast and easy” und lobte vor allem das virtuelle Tablet (”Documentation was good, as the option
to show all dependencies was shown directly on the PDA”). Generell wurde beobachtet, dass
vor allem das dritte Item des ASQ (”Overall, I am satisfied with the support information (online
help, messages, documentation) when completing the task”) deutlich bessere Bewertungen von
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den Teilnehmern der VR-Gruppe erhielt (M = 5.57, SD = 1.81) als die 2D-Anwendung (M = 3.71,
SD = 2.43), wa¨hrend die anderen zwei Items in beiden Gruppen sehr a¨hnliche Werte erzielten.
Dies la¨sst sich dadurch begru¨nden, dass das PDA vermutlich von den Probanden als Hilfe bzw.
Dokumentation interpretiert wurde, wa¨hrend die Informationsleiste der 2D-Anwendung lediglich
als Mittel zur Interaktion angesehen wurde, welches keinen weiteren Mehrwert fu¨r den Anwender
liefert.
Design-Implikation: Das Ausfu¨hren dieser Aufgabe stellte fu¨r beide Gruppen keine bedeu-
tenden Probleme dar. Alle Probanden lo¨sten die Aufgabe zu¨gig und mit fast vollsta¨ndiger Kor-
rektheit. Dennoch konnte beobachtet werden, dass die Anwendung u¨ber das virtuelle Tablet in
Bezug auf die Zufriedenheit der Nutzer positiver angenommen wurde als die Auswahl u¨ber das
Drop Down-Menu¨ der 2D-Anwendung. Daru¨ber hinaus wurde angemerkt, dass hier eine Reset-
Mo¨glichkeit hilfreich wa¨re, um die Darstellung aller Abha¨ngigkeiten bzw. generell alle zuvor
geta¨tigten Einstellungen wieder zuru¨ckzusetzen. In der VR-Anwendung ist eine solche Funktion
bereits implementiert. Außerdem hatten auch hier einige Probanden erneut Probleme, sich in
der Informationsleiste zurecht zu finden, das heißt, der gro¨ßte Anteil der beno¨tigten Zeit war das
Auffinden des Drop Down-Menu¨s. Zwar befindet sich dieses schon unter dem Punkt Dependen-
cies, dennoch sollte auch hier die Darstellung insofern u¨berarbeitet werden, dass der Anwender
dabei unterstu¨tzt wird, die gewu¨nschte Funktion intuitiv zu finden.
Ein Teilnehmer der VR-Gruppe konnte die Aufgabe nicht korrekt ausfu¨hren, da er den ent-
sprechenden Tab - benannt als Settings - zum Einstellen der Abha¨ngigkeiten nicht fand. Neben
Settings existiert ein zweiter Tab namens Inspect, unter welchem die Informationen zu einer
selektierten Komponente angezeigt werden, also beispielsweise der Name eines Bundles und
die Anzahl der darin enthaltenen Packages. Hier ko¨nnte man die Registerkartenstruktur noch
verbessern, da der Begriff Settings nicht direkt impliziert, dass sich hier die Einstellungen fu¨r
Abha¨ngigkeiten und Services befinden. Eine Mo¨glichkeit wa¨re, eigene Tabs fu¨r beide Kompo-
nenten anzubieten und diese Dependencies und Services zu nennen.
Task 5
Lassen Sie sich alle Services bzw. Service Components anzeigen.
Effektivita¨t: Task 5 ist die einzige von allen fu¨nf Aufgaben, bei der sowohl die 2D- als auch
die VR-Gruppe komplette Aufgabenkorrektheit mit jeweils 100% erreicht hat. Generell wurden
hier auch keine weiteren Beobachtungen gemacht, da die meisten Probanden die Aufgabe zu¨gig
und eigensta¨ndig ausgefu¨hrt hatten. Ein Teilnehmer der 2D-Gruppe hatte zuna¨chst noch ein
Bundle selektiert, was dazu fu¨hrte, dass nur die Services und Service Components zu diesem
Bundle angezeigt wurden. Er bemerkte diesen Fehler aber und konnte die Aufgabe nach der
Deselektierung dieses Bundles korrekt beenden. Dieser Teilnehmer war es auch, der folgenden
Kritikpunkt anmerkte: ”Existing selections are hard to see. A reset function or an information
that something is selected would be nice.”
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Effizienz: Auch in Bezug auf die beno¨tigte Zeit war dies die Aufgabe mit den besten Werten.
Die VR-Gruppe war hier sogar geringfu¨gig schneller mit 6,00 Sekunden im Vergleich zur 2D-
Gruppe mit 6,86 Sekunden. Ein Teilnehmer bezeichnete die Aufgabe als ”simple task that could
be finished very quickly.” Das - wenn auch nur geringfu¨gig - schnellere Beenden der Aufgabe in
der VR-Anwendung la¨sst sich darauf zuru¨ckfu¨hren, dass sich die Einstellungen fu¨r die Services
und Service Components direkt bei den Einstellungen fu¨r die Abha¨ngigkeiten befinden. Da das
Anzeigen der Abha¨ngigkeiten Ziel der vorhergehenden Aufgabe war, lassen sich hier Lernef-
fekte nicht ausschließen. In der 2D-Anwendung erfolgt das Anzeigen der Services und Service
Components u¨ber eine eigene View und nicht - wie bei den Abha¨ngigkeiten - u¨ber ein Drop
Down-Menu¨.
Zufriedenheit: Die Nutzer der VR-Anwendung bewerteten diesen Task mit 18,86 Punkten bes-
ser als die 2D-Gruppe (16,71 Sekunden). Somit ist das insgesamt die Aufgabe mit den ho¨chsten
Werten, was mit den Ergebnissen aus Effektivita¨t und Effizienz u¨bereinstimmt. Unterschiede
finden sich hier nur bei der Bewertung des dritten Items, das in der VR-Anwendung mit durch-
schnittlich 5,14 (SD = 2,27) und in der 2D-Anwendung nur mit 3,00 (SD = 2,20) Punkten
bewertet wird. Zuru¨ckzufu¨hren ist dies wieder - wie bereits in der vorherigen Aufgabe - auf die
Verwendung des virtuellen Tablets, das die Nutzer der VR-Gruppe erneut als Unterstu¨tzung
interpretieren.
Design-Implikation: Grundsa¨tzlich lassen sich von den Ergebnissen dieser Aufgabe keine
gro¨ßeren Design-Implikationen ableiten. Wie schon bei Task 4 wu¨rde sich anbieten, fu¨r die Dar-
stellung der Services in der VR-Anwendung einen separaten Tab auf dem PDA zu integrieren.
Die Nutzer der 2D-Gruppe mussten in dieser Aufgabe die View wechseln, was sich aber fu¨r alle
Probanden schnell und zielbringend ausfu¨hren ließ. Da hier die Bewertungen fu¨r Hilfsfunktionen
verha¨ltnisma¨ßig niedrig ausfielen, ko¨nnte man durch eine ausfu¨hrlichere Dokumentation oder
Legende versuchen, den Nutzer zu unterstu¨tzen.
6.4 Zusammenfassung
Aus den Ergebnissen geht hervor, dass sich die Hypothesen in Bezug auf die Faktoren Effekti-
vita¨t, Effizienz und Zufriedenheit in zwei von drei Fa¨llen als besta¨tigt erwiesen haben. In allen
drei Fa¨llen weist die 2D-Anwendung hinsichtlich der Usability bessere Ergebnisse auf, wovon
jedoch der Unterschied bezu¨glich der Zufriedenheit als nicht signifikant angesehen werden muss.
Auch innerhalb der Gruppen existieren Unterschiede hinsichtlich der durchgefu¨hrten Aufgaben.
Bei beiden Anwendungen konnten so einige Implikationen fu¨r deren Weiterentwicklung gefunden
werden.
Im Folgenden sollen nun noch die bisherigen Ergebnisse um die Gesamtbewertungen der bei-
den Anwendungen, die am Ende der Fragebo¨gen erfasst wurden, erga¨nzt werden. Zur besseren
Anschaulichkeit wurden die in den Bewertungen am ha¨ufigsten genannten Merkmale der An-
wendungen in Tabelle 6.2 zusammengefasst.
Dabei bedeutet ein gru¨ner Haken eine positive Erwa¨hnung in der jeweiligen Kategorie, ein rotes
Kreuz entspricht einer negativen Nennung. Kein Symbol bedeutet, dass keinerlei Auskunft u¨ber




U¨berblick u¨ber Softwareprojekt X 7 7
U¨bersichtliche Darstellung X7 7 X
Darstellung der Abha¨ngigkeiten X X
Darstellung der wichtigsten Komponenten X X
Informationen u¨ber Komponenten 7 7 7 7
Leicht versta¨ndliche Darstellung 7 7 7




Tabelle 6.2 — Die am ha¨ufigsten genannten Aspekte aus der Gesamtbewertung.
Das Ziel, einen ersten U¨berblick u¨ber ein Softwareprojekt zu geben, wurde von einem Probanden
der 2D-Anwendung positiv erwa¨hnt: ”Die Anwendung halte ich fu¨r geeignet um einen groben
U¨berblick zu erhalten [...]”. Bei der VR-Anwendung hingegen wurde dieser Punkt zweimal in-
frage gestellt. So erwa¨hnte ein Teilnehmer: ”Die Visualisierung scheint wenig zu nutzen, um die
Software kennenzulernen.” Ein anderer gab an, die Visualisierung helfe zwar dabei, das Konzept
von OSGi zu verstehen, aber nicht das Projekt im Ganzen.
Hinsichtlich der U¨bersichtlichkeit der Darstellung wurden sowohl die 2D als auch die VR-
Anwendung in jeweils einem Fall positiv erwa¨hnt. Zwei Teilnehmer der 2D-Gruppe revidier-
ten das jedoch: ”Die Darstellung der Bundles und Services ist bei der hohen Anzahl an Nodes
schnell sehr komplex und wird unu¨bersichtlich.” Die zweite negative Nennung bezeichnete die
Aufteilung als unu¨bersichtlich.
Ein weiterer Punkt, der in beiden Anwendungen jeweils einmal erwa¨hnt wurde, ist die Darstel-
lung der Abha¨ngigkeiten zwischen den Bundles. Ein Proband der VR-Anwendung hob dabei die
Abbildung durch Pfeile positiv hervor (”Gut sind auch die Input/Output-Pfeile, die darstellen
wie die Abha¨ngigkeiten der verschiedenen Bundles sind”). Eine Teilnehmerin in der 2D-Gruppe
gab an, ihr gefalle die Darstellung der Abha¨ngigkeiten.
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Die VR-Anwendung scheint bezu¨glich der Informationsgewinnung u¨ber die einzelnen Kompo-
nenten noch einige Defizite aufzuweisen. Insgesamt dreimal wurde dieser Punkt negativ erwa¨hnt.
Dabei wurde stets betont, dass wenige Informationen zu den Bundles, Packages und Klassen an-
gezeigt werden. Ein Teilnehmer gab ein spezifisches Beispiel dazu an (”Some extra information
would be nice, e.g. what are the functions of the different bundles, packages, classes? How are
they interacting with each other?”). Die 2D-Anwendung weist in diesem Bereich laut einem
Probanden noch Verbesserungsbedarf auf: ”Die Anwendung halte ich fu¨r geeignet einen groben
U¨berblick zu erhalten [...], jedoch nicht um detaillierte Daten u¨ber einzelne Objekte zu erfahren.”
In Bezug darauf, ob die Anwendungen leicht versta¨ndlich dargestellt sind, mu¨ssen insgesamt
drei Negativnennungen erwa¨hnt werden. In der Gruppe der 2D-Visualisierung bema¨ngelt ein
Teilnehmer, die Anwendung sei ohne Einfu¨hrung schwer zu verwenden. In der VR-Anwendung
wurden Versta¨ndnisprobleme genannt, die in diese Kategorie geza¨hlt werden. Ein Teilnehmer
hatte beispielsweise Probleme, die Absta¨nde zwischen den Inseln einzuscha¨tzen: ”It was unclear
whether or not islands that are close together are related; is there any relationship between
close islands or is it just random?” Dieser Punkt wurde von einem weiteren Probanden der
VR-Gruppe genannt: ”Es wa¨re hilfreich wenn es eine ”Help”-Schaltfla¨che geben wu¨rde, sodass
man kurz Navigationshilfe bekommt wenn man nicht weiter weiß. Es wa¨re auch nett zu wissen,
warum gewisse Bundles so einen großen Abstand zueinander haben und andere nicht.”
Auch die Aufgabenerfu¨llung wurde erwa¨hnt. So werden insgesamt drei Negativnennungen in
beiden Anwendungen geza¨hlt. Ein Proband der 2D-Visualisierung gab an, dass ”komplexere
Aufgabenstellungen unno¨tig viel Zeit [beno¨tigten] aufgrund der unu¨bersichtlichen Darstellung”.
In der VR-Anwendung notierte ein Teilnehmer: ”A search function would be really useful to
complete tasks like ”locate package x”. Hier wurde zwar nicht explizit erwa¨hnt, dass das Lo¨sen
einer Aufgabe unno¨tig viel Zeit in Anspruch nahm; die Aussage impliziert aber, dass durch eine
solche Suchhilfe die Aufgaben weitaus einfacher und schneller zu erledigen wa¨ren. Ein anderer
statuierte: ”Einige Inseln sind sehr weit entfernt, weshalb man etwas Zeit beno¨tigt, um zu ihnen
zu gelangen.”
Spaß wa¨hrend der Anwendung ist ein weiterer Faktor, die die Zufriedenheit der Nutzer beein-
flusst. In der Gesamtbewertung wurde dieser Punkt allerdings nur von einem Anwender der
VR-Gruppe genannt.
Bezu¨glich der Handhabung wurde eine Negativnennung in der VR-Gruppe geza¨hlt. Dabei be-
zeichnete der Teilnehmer das Zoomen und Verschieben innerhalb der Anwendung als ”flimsy”.
Auch dass die Anwendung nicht intuitiv anzuwenden ist, wurde einmal erwa¨hnt: ”[...] not intui-
tive enough for the first use (which was use case).”
In Summe werden in beiden Anwendungen jeweils viermal Merkmale der oben genannten Kate-
gorien positiv hervorgeheben; Negativnennungen kommen in der 2D-Anwendung fu¨nfmal vor, in
der VR-Anwendung sind es deutlich mehr: Insgesamt elfmal finden sich hier Kritikpunkte. Die
Ergebnisse der Gesamtbewertung sind somit deckungsgleich mit den Ergebnissen, die aus den
Messungen der quantitativen Daten sowie der Fragebo¨gen hervorgeht.
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7.1 Gewonnene Erkenntnisse
Die im Rahmen der vorliegenden Arbeit durchgefu¨hrte Usability-Studie u¨ber zwei Softwarevisua-
lisierungen in 2D und VR brachte viele neue Erkenntnisse hervor. Zum einen konnten definitiv
Schwachstellen der Systeme aufgedeckt werden, was das u¨bergeordnete Ziel dieser Arbeit war.
Sie weist allerdings auch einige Limitationen auf, die im Folgenden vorgestellt werden und als
Implikationen fu¨r zuku¨nftige Forschungsarbeiten dienen.
Zuna¨chst sollte erwa¨hnt werden, dass das Studiendesign einer Vergleichsstudie zwischen zwei Sys-
temen, die in ihren Funktionalita¨ten teilweise sehr verschieden sind, gewisse Defizite aufweist.
Da die Probanden der beiden Gruppen innerhalb ihrer Anwendung diesselben Tasks durchfu¨hren
sollten, mussten Aufgaben gewa¨hlt werden, die in beiden Anwendungen gleichermaßen zu erledi-
gen waren. Dies fu¨hrte jedoch dazu, dass einige Merkmale, die in der jeweils anderen Anwendung
nicht implementiert waren, dementsprechend auch nicht getestet werden konnten. Beispielsweise
weist die 2D-Anwendung die Mo¨glichkeit auf, ein selektiertes Bundle zu einer Treemap zu expan-
dieren. Dadurch kann sich der Anwender einen ersten U¨berblick u¨ber die innere Struktur eines
Bundles verschaffen. Eine vergleichsweise Darstellung existiert in der VR-Anwendung jedoch
nicht; hier wird die innere Struktur lediglich durch die Inselmetapher mit ihren Regionen und
Geba¨uden dargestellt. Dementsprechend war es nicht mo¨glich, die Verwendung der Treemap in
die Aufgabenstellung miteinzubeziehen.
Des Weiteren sollte die unterschiedliche Bedienbarkeit der Anwendungen beru¨cksichtigt werden.
Wa¨hrend die Probanden der 2D-Gruppe ihre Aufgaben in einem gro¨ßtenteils vertrauten Arbeit-
sumfeld durchfu¨hrten - bestehend aus einem Schreibtisch mit Laptop und angeschlossener Maus
- mussten sich die Probanden der VR-Gruppe einer u¨berwiegend komplett neuen Umgebung
anpassen, da die meisten Teilnehmer bisher keine bis wenig Erfahrungen mit Virtual Reality ge-
sammelt hatten. Auch typische Limitationen, die Virtual Reality mit sich bringt - beispielsweise
physische Einschra¨nkungen wie das mit dem Computer verbundene Kabel der VR-Brille - wur-
den bei dem vorliegenden Studiendesign nicht tiefergehend beru¨cksichtigt. Auch andere Risiken
wie kognitive U¨berlastung oder Motion Sickness wurden nicht gepru¨ft. Zwar konnte beobachtet
werden, dass einige Probanden durch die ungewohnte Situation zuna¨chst verunsichert wirkten
- durch die ausfu¨hrliche Einfu¨hrung und Erkla¨rung der Anwendung sollte dem entgegengewirkt
werden. Dennoch muss angenommen werden, dass die durch die VR-Anwendung hervorgerufene
Immersion Auswirkungen auf die Studienergebnisse hat.
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Eine weitere Limitation der innerhalb dieser Arbeit durchgefu¨hrten Studie ist die Pru¨fung der
Versta¨ndnisgewinnung u¨ber ein bestehendes Softwareprojekt. Zwar handelt es sich um eine
Usability-Studie, die in erster Linie nur auf die Evaluation der Benutzerfreundlichkeit der Be-
dienoberfla¨che abzielt. In diesem Bereich konnten durch die Studie wertvolle Erkenntnisse ge-
wonnen werden. Da Softwarevisualisierungen aber u¨bergeordnet die Versta¨ndnisgewinnung sowie
das Vermitteln eines ersten U¨berblicks u¨ber ein bestehendes Softwareprojekt zum Ziel haben,
sollte dies auch durch ein entsprechendes Studiendesign abgefragt werden.
Die Reihenfolge und Formulierung der im Rahmen der Studie durchgefu¨hrten Tasks stellt einen
zusa¨tzlichen Einflussfaktor auf die Ergebnisse dar. Die beiden letzten Aufgaben a¨hneln sich in
ihrer Durchfu¨hrung recht stark, was mo¨glicherweise zu Lerneffekten bei den Teilnehmern gefu¨hrt
hat. Deshalb sind gerade die Auswertungsergebnisse von Task 5 kritisch zu betrachten. Dies
konnte vor allem innerhalb der VR-Gruppe beobachtet werden, da die Durchfu¨hrung der Aufgabe
exakt demselben Vorgehen entspricht wie bei Task 4. Wa¨hrend der Vorbereitungsphase wurde
dies zwar bereits durch das Pretesting festgestellt. Zuna¨chst war die U¨berlegung, die beiden
Aufgaben jeweils an den Anfang und das Ende des Taskflows zu stellen. Da die Aufgabenstellung
aber einer induktiven Systematik folgte, sollten die drei Hauptkomponenten Bundles, Packages
und Klassen sowie die U¨bersichtdarstellungen der Abha¨ngkeiten und Services in der Reihenfolge
als zusammengeho¨rig erkennbar sein.
Die Formulierung der Aufgabenstellung stellte gerade fu¨r die Probanden der VR-Anwendung
teilweise ein Problem dar, da ihnen - mit Ausnahme von Task 3, bei dem ein spezifisches Bundle
gefunden werden sollte - die Aufgabenstellungen vorgelesen wurde. Vor allem die zweite Auf-
gabe wurde aufgrund der ausgedehnteren Syntax ha¨ufig nicht richtig oder erst auf Nachfrage
verstanden.
Als weitere Limitation der Studie ist die Repra¨sentativita¨t der ungleichma¨ßigen Stichprobe zu
nennen. Wie bereits unter Kapitel 6 erwa¨hnt, sind unter den insgesamt 14 Teilnehmern 64,3%
und somit die Mehrheit der Probanden ma¨nnlich. Mit der durch weitere 64,3% erfassten Al-
tersgruppe zwischen 25 und 34 Jahren wird eine recht junge Stichprobe repra¨sentiert, die damit
der Generation der Digital Natives angeho¨rt. Eine gro¨ßere Anzahl an Probanden ho¨heren Al-
ters ko¨nnte eine Vera¨nderung der Ergebnisse vor allem in Bezug auf Effizienz und Zufriedenheit
hervorrufen.
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7.2 Zuku¨nftige Entwicklung
Softwarevisualisierungen sind eine gewinnbringende Mo¨glichkeit, die Komplexita¨t von Source
Code zu verringern und ihn dadurch leichter versta¨ndlich zu machen. Eine wichtigte Grundvor-
aussetzung dafu¨r ist jedoch auch eine gute Usability, die zu einem positiven Nutzungserlebnis
beitra¨gt und deshalb ein wichtiger Faktor fu¨r das Erreichen der Ziele von Softwarevisualisierun-
gen ist.
Die vorliegende Arbeit liefert eine erste Evaluierung der Usability u¨ber zwei auf OSGi basieren-
den Softwarevisualisierungen in 2D und VR, was einen neuen Ansatz in diesem Bereich darstellt.
Der Fokus lag dabei auf dem Erreichen mo¨glichst hoher Werte im Bereich Effektivita¨t, Effizienz
und Zufriedenheit. In allen drei Punkten konnte die 2D-Anwendung bessere Werte erzielen als
die VR-Anwendung. Die Gru¨nde dafu¨r sind vielfa¨ltig:
Zuna¨chst ist die Nutzung von VR-Anwendungen fu¨r die meisten Personen nach wie vor eine
neue und ungewohnte Erfahrung. Gerade im Alltag werden solche Systeme bisher kaum genutzt.
Trotz großer technischer Fortschritte in den letzten Jahren za¨hlen die physischen Beeintra¨chti-
gungen wa¨hrend der Nutzung nach wie vor zu den Hauptproblemen. So fu¨hrt das Aufsetzen
des meist klobigen und schweren Headsets ha¨ufig zu einem unbequemen Tragefu¨hl und kann
daru¨ber hinaus Konsequenzen wie Nacken- oder Kopfschmerzen nach sich ziehen. Die meisten
VR-Systeme sind außerdem nach wie vor u¨ber Kabel mit den no¨tigen Rechnern verbunden,
was zu einer Einschra¨nkung der Bewegungsfreiheit fu¨hrt. Damit einhergehend verspu¨ren viele
Nutzer Hemmungen bei der Nutzung eines unbekannten Systems, was dazu fu¨hrt, dass sie sich
kognitiv nicht komplett auf die Anwendung einlassen ko¨nnen. Auch die Darstellung der virtuel-
len Realita¨t kann Probleme bereiten. So bewirkt beispielsweise die sogenannte Motion Sickness
Schwindel und U¨belkeit beim Nutzer, ausgelo¨st durch zeitliche Diskrepanzen zwischen der vi-
suellen Darstellung und der Kopfbewegung des Anwenders. Um dem entgegenzuwirken, mu¨ssen
die VR-Systeme zuku¨nftig ho¨here Pixeldichten und Bildfrequenzen aufweisen.
Bei der Anwendung jeglicher Art von Computersystemen muss jedoch stets der jeweilige Nut-
zungskontext beru¨cksichtigt werden. Dies ist gerade bei der Usabilityevaluierung ein maßgebli-
cher Aspekt, da sich die Ziele und Zielgruppen solcher Systeme ha¨ufig stark unterscheiden. Die
Evaluation von Softwarevisualisierungen, wie sie in dieser Arbeit vorliegen, erfordert natu¨rlich
vo¨llig andere Aspekte der Betrachtung als eine VR-Anwendung, die beispielsweise fu¨r die Unter-
haltungsbranche entwickelt wurde. Fu¨r zuku¨nftige Forschungsarbeiten in diesem Bereich sollte
außerdem - vor allem bei der Evaluierung von VR-Anwendungen - der Einsatz von technischen
Messinstrumenten miteinbezogen werden. So ko¨nnen beispielswiese Eyetracking-Verfahren viel
mehr Aufschluss daru¨ber geben, wie eine Person die virtuelle Realita¨t wahrnimmt. Durch ge-
zieltes Nachverfolgen der Augenbewegungen ko¨nnen sich so neue und hilfreiche Ansa¨tze fu¨r die
Entwicklung solcher Systeme ergeben.
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Daru¨ber hinaus sollte der Einsatz von VR-Systemen fu¨r den vorliegenden Use Case hinterfragt
werden. Zwar kann es fu¨r einen Softwareentwickler durchaus hilfreich sein, sich durch die Ex-
ploration einer solchen virtuellen Welt einen ersten U¨berblick u¨ber die Komplexita¨t und den
Umfang eines Softwareprojekts zu verschaffen. Langfristig wird er aber mit dem reinen Source
Code mehr anfangen ko¨nnen. Fu¨r Anwender aus anderen Bereichen, wie beispielsweise Projekt-
leiter, eignet sich der Ansatz fu¨r einen ersten Einstieg recht gut. Allerdings sollte hier versta¨rkt
u¨ber den Einsatz von Augmented Reality nachgedacht werden, da sich diese Technologie gerade
fu¨r kollaboratives Arbeiten eignet. Dies ko¨nnte einen erheblichen Mehrwert mit sich bringen:
So ko¨nnten sich Softwareentwickler sowie fachfremde Personen, die aber in dasselbe Projekt in-
volviert sind, viel leichter austauschen, was eine Versta¨ndnisgewinnung maßgeblich unterstu¨tzen
wu¨rde.
Aufgrund der in dieser Arbeit gewonnenen Erkenntnisse la¨sst sich festhalten, dass die evaluier-
te VR-Anwendung in ihrer jetzigen Form noch diverse Schwachstellen aufweist. Auch bei der
browserbasierten Visualisierung in 2D besteht Verbesserungsbedarf, auch wenn die Ergebnisse
zeigen, dass sich die Probanden hier effektiver und effizienter zurecht finden konnten. Deshalb
eignet sich fu¨r zuku¨nftige Forschungsarbeiten die Darstellung von Softwarevisualisierungen in
Augmented Reality, die als eine Kombination aus beiden Ansa¨tzen gesehen werden kann: Das ge-
wohnte Umfeld des Anwenders um virtuelle Elemente erga¨nzen sowie zusa¨tzliche Unterstu¨tzung
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A Einfu¨hrungstext zur Studie
STUDIE: 
USABILITY VON SOFTWAREVISUALISIERUNGEN  





vielen Dank für Ihr Interesse und Ihre Mithilfe an der Usability-Studie für meine 
Masterarbeit. 
 
Im Folgenden liegt Ihnen ein Use Case vor, den Sie sich bitte aufmerksam durchlesen.  
Anschließend bekommen Sie einige Minuten Zeit, um sich mit der grundsätzlichen 
Benutzung der Anwendung vertraut zu machen. 
 
Die eigentliche Studie besteht aus 5 Aufgaben (Tasks), die Sie der Reihe nach durchführen 
werden. Nach jedem durchgeführen Task werden Sie die Aufgabe mit einem kurzen 
Fragebogen bewerten. 
 






Sie haben vor wenigen Tagen Ihre neue Stelle als Softwareentwickler eines Ihnen bisher noch 
recht unbekannten Projekts angetreten. Sie wissen zwar grob, dass es sich bei RCE um eine 
Integrationsumgebung für Wissenschaftler und Ingenieure zum Analysieren, Entwerfen und 
Simulieren komplexer Systeme handelt;  Einblick in die Softwarearchitektur von RCE hatten Sie 
aber bisher noch nicht. Den möchten Sie sich jetzt aber möglichst schnell gewinnen, umfasst 
ihre neue Stelle doch unter anderem die Weiterentwicklung und Wartung der Software. 
Einige Kollegen in Ihrer Abteilung forschen im Bereich der Softwarevisualisierung und 
möchten so Softwarecode greifbarer machen. Zufälligerweise wurde auch RCE, welches auf 
dem OSGi-Framework basiert, visualisiert. 
 Als erfahrener Softwarenentwickler kennen Sie zwar den auf Java basierenden OSGi-
Framework, der es ermöglicht, Softwarecode in die drei Komponenten Bundles, Packages und 
Classes zu unterteilen. Die Darstellung von Software als 2D- / VR-Visualisierung ist Ihnen 
jedoch gänzlich neu. 
Das Softwareprojekt, bei dem Sie ab sofort mitarbeiten werden, ist sehr umfangreich und 
besteht aus vielen verschiedenen Komponenten. Mithilfe der von Ihren Kollegen entwickelten 










A Einfu¨hrungstext zur Studie
 
Task 1:  
 
Selektieren Sie das Bundle mit der größten Anzahl an Packages. 








Task 2:  
 
Selektieren Sie ein beliebiges Bundle.  
Nennen Sie den Namen des am weitesten entfernten Bundles, zu dem eine Verbindung 










Selektieren Sie das Bundle RCE Core Utils Scripting.  


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































,698 5,211b 4,000 9,000 ,019 ,698
,302 5,211b 4,000 9,000 ,019 ,698
2,316 5,211b 4,000 9,000 ,019 ,698
2,316 5,211b 4,000 9,000 ,019 ,698
,612 3,553b 4,000 9,000 ,053 ,612
,388 3,553b 4,000 9,000 ,053 ,612
1,579 3,553b 4,000 9,000 ,053 ,612
1,579 3,553b 4,000 9,000 ,053 ,612












Task ,112 22,786 9 ,007 ,703 1,000 ,250
Prüft die Nullhypothese, daß sich die Fehlerkovarianz-Matrix der orthonormalisierten transformierten abhängigen Variablen 
proportional zur Einheitsmatrix verhält.
Design: Konstanter Term + GRUPPE 
 Innersubjektdesign: Task
a. 
Kann zum Korrigieren der Freiheitsgrade für die gemittelten Signifikanztests verwendet werden. In der Tabelle mit den Tests der Effekte innerhalb der Subjekte 


































3714,286 4 928,571 ,929 ,455 ,072
3714,286 2,810 1321,793 ,929 ,433 ,072
3714,286 4,000 928,571 ,929 ,455 ,072
3714,286 1,000 3714,286 ,929 ,354 ,072
4285,714 4 1071,429 1,071 ,381 ,082
4285,714 2,810 1525,146 1,071 ,371 ,082
4285,714 4,000 1071,429 1,071 ,381 ,082





































1142,857 1 1142,857 2,400 ,147 ,167
1836,735 1 1836,735 2,348 ,151 ,164
642,857 1 642,857 ,491 ,497 ,039
91,837 1 91,837 ,064 ,804 ,005
1142,857 1 1142,857 2,400 ,147 ,167
204,082 1 204,082 ,261 ,619 ,021
642,857 1 642,857 ,491 ,497 ,039


















567000,000 1 567000,000 1984,500 ,000 ,994
























































































































































































































,888 17,917b 4,000 9,000 ,000 ,888
,112 17,917b 4,000 9,000 ,000 ,888
7,963 17,917b 4,000 9,000 ,000 ,888
7,963 17,917b 4,000 9,000 ,000 ,888
,707 5,432b 4,000 9,000 ,017 ,707
,293 5,432b 4,000 9,000 ,017 ,707
2,414 5,432b 4,000 9,000 ,017 ,707
2,414 5,432b 4,000 9,000 ,017 ,707












Task ,144 20,161 9 ,018 ,547 ,729 ,250
Prüft die Nullhypothese, daß sich die Fehlerkovarianz-Matrix der orthonormalisierten transformierten abhängigen Variablen 
proportional zur Einheitsmatrix verhält.
Design: Konstanter Term + GRUPPE 
 Innersubjektdesign: Task
a. 
Kann zum Korrigieren der Freiheitsgrade für die gemittelten Signifikanztests verwendet werden. In der Tabelle mit den Tests der Effekte innerhalb der Subjekte 


































281165,286 4 70291,321 21,799 ,000 ,645
281165,286 2,187 128583,089 21,799 ,000 ,645
281165,286 2,916 96430,835 21,799 ,000 ,645
281165,286 1,000 281165,286 21,799 ,001 ,645
106454,486 4 26613,621 8,254 ,000 ,408
106454,486 2,187 48683,985 8,254 ,001 ,408
106454,486 2,916 36510,535 8,254 ,000 ,408





































32589,257 1 32589,257 27,640 ,000 ,697
149769,000 1 149769,000 75,175 ,000 ,862
14955,779 1 14955,779 4,269 ,061 ,262
83851,250 1 83851,250 13,474 ,003 ,529
2763,457 1 2763,457 2,344 ,152 ,163
53427,020 1 53427,020 26,817 ,000 ,691
2649,150 1 2649,150 ,756 ,402 ,059


















369388,929 1 369388,929 100,141 ,000 ,893





























































































































































































































,691 5,027b 4,000 9,000 ,021 ,691
,309 5,027b 4,000 9,000 ,021 ,691
2,234 5,027b 4,000 9,000 ,021 ,691
2,234 5,027b 4,000 9,000 ,021 ,691
,455 1,875b 4,000 9,000 ,199 ,455
,545 1,875b 4,000 9,000 ,199 ,455
,833 1,875b 4,000 9,000 ,199 ,455
,833 1,875b 4,000 9,000 ,199 ,455












Task ,338 11,284 9 ,262 ,682 ,976 ,250
Prüft die Nullhypothese, daß sich die Fehlerkovarianz-Matrix der orthonormalisierten transformierten abhängigen Variablen 
proportional zur Einheitsmatrix verhält.
Design: Konstanter Term + GRUPPE 
 Innersubjektdesign: Task
a. 
Kann zum Korrigieren der Freiheitsgrade für die gemittelten Signifikanztests verwendet werden. In der Tabelle mit den Tests der Effekte innerhalb der Subjekte 


































402,429 4 100,607 9,615 ,000 ,445
402,429 2,728 147,535 9,615 ,000 ,445
402,429 3,903 103,114 9,615 ,000 ,445
402,429 1,000 402,429 9,615 ,009 ,445
126,143 4 31,536 3,014 ,027 ,201
126,143 2,728 46,245 3,014 ,048 ,201
126,143 3,903 32,321 3,014 ,028 ,201





































49,207 1 49,207 6,261 ,028 ,343
194,005 1 194,005 22,120 ,001 ,648
41,257 1 41,257 4,274 ,061 ,263
117,959 1 117,959 7,576 ,018 ,387
3,779 1 3,779 ,481 ,501 ,039
42,250 1 42,250 4,817 ,049 ,286
,114 1 ,114 ,012 ,915 ,001


















16817,500 1 16817,500 496,650 ,000 ,976
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