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. $\text{ }\tilde{\Phi}=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(\tilde{\omega}_{1}, \cdots,\tilde{\omega}_{n})$ .
$P=I$ ‘ (1)
$x^{(m+1)}$ $=$ $(D-\Phi L)-1\{(I-\Phi)D+\Phi U\}x(m)+(D-\Phi L)^{-1}\Phi b$ , $m=0,1,2,$ $\cdots$ . $(2)$
$=$ $L_{\Phi}X+(m)(D-\Phi L)^{-1}\Phi b$






2) \mbox{\boldmath $\omega$}\tilde $=1,$ $\cdots,$ $n$
3) $\tilde{U}$
H.Han [8] $\mathrm{H}.\mathrm{C}$ .Elman [6] Gauss-Seidel
–
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$\mathrm{K}.\mathrm{R}$ .James [13] (2)
. Gauss-Seidel Jacobi
$\mathrm{D}.\mathrm{J}$ .Evans $\mathrm{M}.\mathrm{M}$ .Martins [7] Extrapolated
AOR method $\mathrm{D}.\mathrm{B}$ .Russel $[16]_{\text{ }}\mathrm{P}.\mathrm{H}$ .Brazier $[2]_{\text{ }}\mathrm{J}.\mathrm{C}$ .Strikwerda $[18]_{\text{ }}$
$\mathrm{L}.\mathrm{W}$ .Ehrlich [5]




$n\cross n$ ([14] [191 )
$A=[-l_{i},pi, -u_{i}]=$
$p_{1},$ $p_{2},$




$Ax=b$ (2) $D=I$ SOR
$x^{(0)}=[x_{i}^{(0)}],$ $i=1,$ $\cdots,$ $n$
$x_{i}(m+1)=\omega_{\mathrm{i}}l_{i}X_{i-}+1((m+1)1-\omega_{ip}i)X_{i}+\omega_{ii}(m)(muX_{i1}++ib)i\omega$ , $m=0,1,2,$ $\cdots$
$x_{0}^{(m+1)}=0$ , $x_{n+}^{(m)}1=0$ ,
\ $\hat{x}=[\hat{x}_{i}]$ $e^{(m)}=x^{(m)}-\hat{x}=[e_{i}^{(m)}],$ $m=0,1,$ $\cdots$
$e^{(m+1)}=\mathcal{L}_{\Phi}e(m)$
1 $e_{1}^{(m)}=\tilde{e}_{1}^{(\eta l)}$ , $e_{i}^{(m)}=\omega_{i}l_{\mathrm{i}}\cdots\omega 2l_{2}\tilde{e}_{i}^{(m}$), $i=2,$ $\cdots,$ $n$ $m$
$e^{(m)}=Q\tilde{e}^{(m)},\tilde{e}^{(m+1)}=M_{n}\tilde{e}^{(m)},$ $m=0,1$ , $\tilde{e}^{(nx)}=(\tilde{e}_{1}^{(m)}, \cdots,\tilde{e}^{(\prime}))^{t}nnf$
$Q=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(1, \omega_{2}l_{2}, \omega_{3}l3\omega 2l2, \cdots, \omega nn\omega_{22}ll\cdots)_{i}$ $\mathcal{L}_{\Phi}.=QM_{n}Q^{-1}$ $M_{n}=$
$Q^{-1}\mathcal{L}_{\Phi}Q$
$M_{n}=(-\cdot.\cdot\alpha-\alpha-..\cdot.\cdot.\alpha-\alpha_{1}-\alpha-\alpha_{1}-\alpha_{1}1111$ $\beta_{1^{-}}\beta_{1}\beta_{1^{-}}\beta_{1^{-}}\beta 1^{-\alpha}\beta 1\beta..\cdot..\cdot..\cdot 1-\alpha-\alpha_{2}\alpha\alpha_{2}\alpha_{2}222$
























$f_{0}(\lambda)=1$ , $f_{1}(\lambda)=\lambda+\alpha_{1}$ , $f_{n}(0)=\alpha_{1}\alpha 2\ldots\alpha_{n}$
$.\mathrm{f}_{i}(\lambda)=fi-1(\lambda)(\lambda+\alpha_{i})-f_{i}-2(\lambda)\lambda\beta i-1$ , $i=2,3,$ $\cdots,$ $n$ (4)
$\rho(\mathcal{L}_{\Phi})=0$ $(\lambda)=\lambda^{n}$
$n=3$
$f_{3}(\lambda)$ $=$ $\det(\lambda I-M_{3})=$
$=$ $(\lambda+\alpha_{1})(\lambda+\alpha_{2})(\lambda+\alpha 3)-\lambda\{\beta 1(\lambda+\alpha 3)+\beta 2(\lambda+\alpha 1)\}$
$–$ $\lambda^{3}.+\{(\alpha_{1}+\alpha_{2}+\alpha_{3})-(\beta_{1}+\beta 2)\}\lambda 2$




$\alpha_{1}\alpha_{2}+\alpha_{2}\alpha 3+\alpha_{3}\alpha_{1}=\beta_{1}\alpha_{3}+\beta 2\alpha 1$
$\alpha_{1}\alpha_{2}\alpha 3=^{\mathrm{o}}$
4
I) $\alpha_{1}=0,$ $\alpha_{2}=\beta_{1}$ $\emptyset \mathrm{x}^{\sim}\mathcal{D}\alpha_{3}=\beta_{2}$
II) $\alpha_{1}=\beta_{1},$ $\alpha_{2}=\beta_{2}l>D\alpha_{3}=0$
III) $\alpha_{1}=0,$ $\alpha_{2}=\beta_{1}+\beta_{2}$ $\emptyset>^{\mathrm{v}}\supset\alpha_{3}=0$




$l_{3}u_{2}l_{2}u_{1}>0$ $\omega_{1}$ $\omega_{3}$ $\omega_{1}$ $\omega_{3}$




$f_{4}(\lambda)$ $=$ $\det(\lambda I-\mathit{1}\mathrm{w}4)=.f_{3}(\lambda)(\lambda+\alpha_{4})-.\mathrm{f}_{2}(\lambda)\lambda\beta_{3}$
$=$ $\lambda^{4}+\{(\alpha_{1}+\alpha_{2}+\alpha_{3}+\alpha_{4})-(\beta 1+\beta 2+\beta 3)\}\lambda 3+\{\alpha 1\alpha_{2}+\alpha_{2}\alpha_{3}+\alpha 3\alpha 1$
$+(\alpha_{1}+\alpha_{2}+\alpha_{3})\alpha_{4}-(\beta 1\alpha_{3}+\beta 2\alpha 1)-(\beta 1+\beta 2)\alpha_{4}-\beta 3(\alpha_{1}+\alpha_{2^{-}}(d_{1})\}\lambda \mathit{2}$




$\alpha_{1}+\alpha_{2}+\alpha 3+\alpha 4=\beta_{1}+\beta_{2}+\beta 3$
$\alpha_{1}\alpha 2+\alpha_{23}\alpha+\alpha_{3}\alpha 1+(\alpha_{1}+\alpha_{2} \dagger \alpha 3)\alpha_{4}$
$=\beta_{1}\alpha_{3}+\beta_{21}\alpha+(\beta 1+\beta_{2})\alpha 4+\beta_{3}(\alpha_{1}+\alpha 2-\beta_{1})$
$\alpha_{1}\alpha_{2}\alpha_{3}+\{(\alpha_{1}\alpha 2+\alpha_{2}\alpha_{3}+\alpha 3\alpha 1)-(\beta_{1}\alpha_{3}+\beta 2\alpha 1)\}\alpha 4-\alpha 1\alpha 2\beta 3=0$
$\alpha_{1}\alpha_{2}\alpha 3\alpha_{4}=0$
4
I) $\alpha_{1}=0,$ $\alpha_{2}=\beta_{1},$ $\alpha_{3}=\beta_{2}\not\supset\backslash \cdot\supset\alpha_{4}=\beta_{3}$
II) $\alpha_{1}=\beta_{1},$ $\alpha_{2}=\beta_{2},$ $\alpha_{3}=\beta_{3}\emptyset\rangle^{-\supset}\alpha_{4}=0$
III) $\alpha_{1}=0,$ $\alpha_{2}=\beta_{1}+\beta_{2},$ $\alpha_{3}=\beta_{3}\emptyset 1^{\vee\supset}\alpha_{4}=0$ $\mathrm{t}_{)}\text{ }\langle \text{ }$
$\alpha_{1}=0,$ $\alpha_{2}=\beta_{1},$ $\alpha_{3}=\beta_{2}+\beta 3\emptyset>^{\mathrm{v}}\mathcal{D}\alpha_{4}=0$
IV)
$\{$
$\alpha_{1}\alpha_{4}\neq 0$ , $\alpha_{2}=0$ ,
$\alpha_{1}+\alpha_{3}+\alpha 4=\beta_{1}+\beta_{2}+\beta 3$ ,
$(\alpha_{1}+\alpha_{3})\alpha 4-(\beta 1+\beta_{2})\alpha_{4}-\beta_{3}(\alpha 1-\beta_{1})=0$
$\alpha_{1}\alpha_{3}-(\beta 1\alpha 3+\beta_{21}\alpha)=0$
$\{$
$\alpha_{1}\alpha_{4}\neq 0$ , $\alpha_{3}=0$ ,
$\alpha_{1}+\alpha_{2}+\alpha_{4}=\beta_{1}+\beta_{2}+\beta 3$ ,
$\alpha_{1}\alpha_{2}+\alpha_{1}\alpha 4^{-\beta}2\alpha_{1}-\beta_{14}\alpha-\beta 3(\alpha_{1}-\beta 1)=0$
$\alpha_{2}\alpha_{4^{-(\alpha}}4\beta_{2}+\alpha 2\beta 3$ ) $=0$
IV) $\omega_{i},$ $i=1,2,3,4$
$n$ $\rho(\mathcal{L}_{\Phi})=0$









$\omega_{i}=\frac{1}{p_{i}-l_{iii-1}\omega-1u}$ , $i=2$ , 3, $\cdots,$ $n$
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$A=L_{n}U_{n}$




























$\tilde{A}=\overline{U}_{1}\overline{L}_{1}$ $\tilde{A}$ $UL$ $\tilde{\omega}_{i},$ $i=1,2,$ $\cdots,$ $n$






$\alpha_{1}=0$ , $\alpha_{i}=\beta_{i-1}$ , $i=2,$ $\cdots,$ $k-1$




















$\tilde{A}=\overline{U}_{k}\overline{L}_{k}$ $\tilde{A}$ $UL$ $\tilde{\omega}_{i},$ $i=1,2,$ $\cdots,$ $n$
Case I) Case II) Case $\mathrm{I}\mathrm{I}\mathrm{I}_{n}$ ) Case $\mathrm{I}\mathrm{I}\mathrm{I}_{1}$ )
$n$ $n=3,4$ IV) $(n-2)$
$\omega_{i},$ $i=$
.
$1.’ 2,$ $\cdots,$ $n$
IV) $\rho(\mathcal{L}_{\Phi})=0$ ‘ Case I), $\mathrm{I}\mathrm{I}$), $\mathrm{I}\mathrm{I}\mathrm{I}_{k}$ )






$\alpha_{\mathrm{i}}=\beta_{\mathrm{i}}$ , $i=1,$ $\cdots,$ $k-1$
$\alpha_{i}=\beta_{i-1}.$ , $i=k+1,$ $\cdots,$ $n$
$\Leftrightarrow$
$/ \omega_{k}=\frac{1}{p_{k}}$








$L_{k}’U_{k}’==(^{\frac{\perp}{\omega_{1}}-u_{1}}q1^{\cdot} \cdot q.k.-\cdot 2q.k.-\cdot 1-\cdot...1r\frac{1}{\omega_{k-1}0}-.\cdot-1.k.+1r_{k}.+.2^{\cdot}\cdot..\cdot r0\cdot\cdot.\frac{u_{1}0_{k}}{(\begin{array}{l}10-\omega_{2}l_{2}1..\cdot.\cdot.\cdot-\omega_{k-1}l_{k-1}100\cdots 0-\omega_{k}l_{k}100..0\end{array}\omega_{k}l_{k+}}\frac{1}{\omega_{2}}.-u_{2}\mathrm{o}.-ln00\frac{1}{\omega_{n}}\frac{01}{\omega_{k+.1}}..\cdot.n-\omega kuk0_{1}1-\omega_{k+}\frac{1}{\omega_{n-1}-l_{n}}-1u00.k+10)..1^{\cdot}.’.\cdot$
$-\omega_{n-1}u0_{1n-1}$
$q_{\mathrm{i}}=- \iota k+1j=.i1\prod_{+}^{k}\omega_{j}l_{i\prime}$ , $i=1,$ $\cdots,$ $k-1$ , $r_{i}=-u_{k-}1 \dot{J}=\prod^{\iota-1}k\omega juj$ , $i=k+1.’\cdots,$ $n$
$P_{k}’=$
$\tilde{A}=P_{k}’AP_{k}’\tau,\overline{U}_{k}^{;}=P_{k}’L_{k}’P_{k}J\tau,\overline{L}_{k}’=P_{kkk}’U’P^{\prime T},\tilde{\Phi}=P_{k}’\Phi P_{k}^{\prime T}=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(\tilde{\omega}_{1}, \cdots,\tilde{\omega}_{n})$
$\tilde{A}=\overline{U}_{k}’\overline{L}_{k}’$




$A$ $| \frac{i_{j}}{pi}+\frac{u_{i}}{pi}|$ 1 (H.Nagasaka $[14]_{\text{ }}$ T.Torii [19]
L.Brugnano&DTrigiante [3] )
i) $|_{p}^{i}\perp_{i}+u_{\angle}|\overline{p}i<1$
ii) $|_{p_{\iota}}^{\int_{-}}\lrcorner_{-}$ $\overline{p}\iota u_{\perp}|=1$ $\neq|\frac{u_{?}}{p_{l}}|$ $| \text{ }|==\frac{1}{2}$
iii) $p_{i+1}p_{i}\geq 4l_{i+1}u_{i},$ $i=1,2,$ $\cdots,$ $n-1$
) Algorithm 1. $| \frac{l_{i+1}}{pi+1}|\leq|\frac{u_{t}}{pi}|,$ $i=1,2,$ $\cdots,$ $n-1$ $x_{1}^{(0)}$
$|\omega_{i}u_{i}|>1$ $x_{n}^{(0)}$
) Algorithm 2. $| \frac{u_{i-1}}{p_{t-1}}|\leq|\frac{l_{t}}{p_{l}}|,$ $i=2,3,$ $\cdots,$ $n$ $x_{n}^{(0)}$
$|\omega_{i}l_{i}|>1$ $x_{1}^{(0)}$
iv) $p\mathrm{i}+1p\mathrm{i}<4l_{i+1}u_{i}$ $n$ ill-condition ill-
condition





1 2 Table 3.1 $n\cross n$ $A=[-l, 1, -u]$
$\delta$
$m$ $e_{p}^{(0)}.=x_{p}^{(0)}-\hat{X}_{P}$
$x^{(0)}=[x_{p}^{(0)}]$ $p$ $0\leq k_{1},$ $k_{2},$ $k\leq n$
$\lambda=\tilde{\omega}_{b}-1,$ $|d_{1}|=\sqrt{|\frac{\lambda l}{u}|},$ $|d_{2}|=\sqrt{|\frac{\lambda u}{l}|}$ ([10] )
Remark 1 Table 3.1 $0<m<n$ a), b), e)
$m$ $n$ $| \frac{\lambda}{d_{1}}|<\sqrt{|\lambda|}<|d_{2}|$ $k_{2}$ $k_{1}$
‘ c), d), f) $m$ $n$ ‘ d), f) –
$m>n$
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4 Remark 3. )
Case $\mathrm{I})_{\text{ }}$ $\mathrm{I}\mathrm{I})_{\text{ }}\mathrm{I}\mathrm{I}\mathrm{I}_{k}$ ) $Ax=b$
Algorithm 1. $| \frac{l_{i+1}}{p\iota+1}|\leq,$ $i=1,2,$ $\cdots,$ $n-1$
1) $Ax=b$ Gauss $x_{1},$ $x_{2,.n}\ldots,$$x$
2) $xn’ xn-1,$ $\cdots,$ $x1$ .
3) $x^{(0)}$ $X_{7\iota},$ $X_{n-1},$ $\cdots,$ $X_{1}$ 1)
$\omega_{i}$ , $i=1,2,$ $\cdots,$ $n$ SOR
Algorithm 2. $| \frac{l}{p}\perp|i\geq|\frac{u_{\iota-1}}{p_{?-1}}|,\dot{\iota}=2,3,$ $\cdots,$ $n$
1) $Ax=b$ Gauss $xn’ xn-1,$ $\cdots,$ $x1$
2) $X_{1},$ $X_{2},-\cdot\cdot,$ $x_{n}$
3) $x^{(0)}$ $x_{1},$ $x_{2},$ $\cdots,$ $x_{n}$ 1)
$\omega_{i}$ , $i=1,2,$ $\cdots,$ $n$ SOR
Algorithm 3. $2\leq k\leq n-1$ $k$ $x_{k}$ ([10]
) $A$ $| \frac{l_{\iota+1}}{p_{1+1}}|\leq,$ $i=1,$ $\cdots,$ $k-1$ $x_{i}$ $A_{1}$
$|$ $| \geq|\frac{u_{i-1}}{pi-1}|$ , $i=k+1,$ $\cdots,$ $lx$ $x_{i}$ $A_{2}$
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1) $Ax=b$ Gauss $A_{1}$ $x_{1},$ $x_{2},$ $\cdots,$ $xk-1\text{ }A_{2}$
$x_{n},$ $x_{n-1},$ $\cdots,$ $xk+1^{\text{ }}$
$\mathrm{r}\mathrm{r}$
$x_{k}$
2) $A_{1}$ $X_{k-1,k-2,1^{\text{ }}}X\cdots,$$X\dot{A}_{2}$ $xk+1,$ $xk+\mathit{2},$ $\cdots,$ $x_{n}$
3) $x^{(0)}$ $x_{k}$ $A_{1}$ $x_{k-1},$ $xk-2,$ $\mathrm{Y}\cdot\cdot,$ $X1\text{ }A_{2}$
$x_{k+1},$ $xk+2,$ $\cdots,$ $X_{n}$ 1) $\omega_{\dot{\mathrm{t}}},$ $i=1,2,$ $\cdots,$ $rl$
1| SOR
– $n\cross n$ $A=[-l_{i},$ $p_{i},$ $-ui|$
2,
$\cdots i_{k}\text{ },\backslash \mathrm{z}.\mathfrak{B}\mathrm{r}\mathrm{g}-1\supset \text{ _{ }}x=b\tau’$
)





$1<j_{k}<i_{k}-1)$ 1 $| \frac{l_{l+1}}{p_{1+1}}|\leq,$ $i=i_{k-1}+1,$ $i_{k}-1+2,$ $\cdots,i_{k}-2$
$p_{l}l"| \geq|\frac{u_{\iota-1}}{pi-1}|,$ $i=\gamma_{k}+2,$ $jk+3,$ $\cdots,$ $i_{k}-1$
( $1<i_{1}<i_{2}<\cdots<i_{\gamma 1\iota}<n$
$\{x_{j_{k^{-}}}\}_{k}77\iota=1$ ) $k=$
$x_{i_{k-1}}+1,$ $\cdots,$ $X_{i_{k}1}-$ 1
$x_{\mathrm{i}}=\overline{x}_{\mathrm{i}}x_{\mathrm{i}_{k}-1}+\overline{y}_{i}x_{i_{k}}+\overline{z}_{i}$ , $i=i_{k-1}+1,$ $\cdots,$ $i_{k}$. $-1$ (5)
$\overline{x}_{i}$ , $\overline{y}_{i}$ , $\overline{z}_{i}$
$-l_{i}\overline{x}_{i-1}+p_{i}\overline{x}_{i}-ui\overline{x}i\dagger 1=0$ , $i=i_{k-1}+1,$ $\cdots,$ $i_{k}-1$ , $\overline{x}_{i_{k-1}}=1$ , $\overline{x}_{i_{k}}=0$
$-l_{i}\overline{y}i-1+pi\overline{y}_{i}-u_{i}\overline{y}i+1=0,$ $i=i_{k-1}+1,$ $\cdots,$ $i_{k}-1$ , $\overline{y}_{i_{k-1}}=0$ , $\overline{y}_{i_{k}}=1$ (6)
$-l_{i}z_{i-1}+p_{i}\overline{z}_{i}-u_{i}\overline{z}_{i+1}=b_{i}$ , $i=i_{k-1}+1,$ $\cdots,$ $i_{k}-1$ , $\overline{z}_{i_{k-1}}=\overline{z}_{i_{k}}=0$
$x_{i_{k}}$
$-l_{i_{k}}x_{i_{k}}-1+pi_{k}xi_{k}-u_{i_{k}i_{k}+1}x=b_{i_{k}}$ (7)
(5) (7) $x_{i_{k}},$ $k=1,2,$ $\cdots,$ $m$










) $| \frac{l_{i+1}}{pi+1}|\leq|\frac{u}{p}.\mathrm{t}|i$ Algorithm $1_{\text{ }}$.
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) $| \frac{l_{i}}{pi}|\geq|\frac{u_{i-1}}{p_{i-1}}|$ Algorithm $2_{\text{ }}$.
) 1 Algorithm 3.
2) (9) (8) k








$1\leq i\leq n\mathrm{m}\mathrm{a}\mathrm{x}|e_{i}^{(m)}|<b$ $m$
Example 1 . $4lu<1$ $|l+u|>1$ ’1 $\mathrm{x}\prime 7$
$A=[-. \frac{4}{3},1,$ $- \frac{1}{6}]$ ( $4lu= \frac{8}{9},$ $|l+u|=1.5$ )
$x^{(0)}=[x_{i}^{(0)}],$ $x_{i}=0,$ $i=1,$ $\cdots,$ $n$ $\tilde{\omega}_{b}=\frac{2}{1+\sqrt{1-4lu}}$ ([10] )
Case $\mathrm{I})_{\text{ }}$ II) $\omega_{i},$ $i=1,$ $\cdots.,$ $n$ SOR
$m_{\overline{\omega}_{b}},$ $m_{I}.’ 7n_{II}$
$\mathrm{C}^{1}\prime \mathrm{a}\mathrm{S}\mathrm{e}\mathrm{I})_{\text{ }}$ II) $\llcorner\{j=\omega_{i}.,$ $i=1,$ $\cdots$ : $n$
$\uparrow n_{\overline{\omega}_{b}}-inU_{\wedge}.m_{I-in\mathrm{t}},$ . $m_{II-}lnU$
Case $\mathrm{I})_{\text{ }}$ II) $\omega_{i}$
Table 4.1 $n$
Case I) Case II) $n$
Ca,se II) ([11] )
$|l+u|>1$ $l\overline{L}$ $\cup\vee’ i$
$\uparrow 7l_{I-\dot{\ell}\prime\iota\mu}$ ’??II-i,l 1’ $\prime 1$
$\uparrow\uparrow x_{I}$ $m_{II}$ $7l$
$\tilde{\omega}_{b}$
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Table 4.1 $|l+u|>1$ , $l>u>0$
$x^{(0)}$ Gauss
Example 2. $n=50$ $n\mathrm{x}n$ $A=[- \frac{1}{6},1,$ $-. \frac{4}{3}]$ Algorithm 1.
Table 4.2 Algorithm 1.
$(0)$
$x_{i}$




Example 3. $n=50$ $n\cross n$ $A=[- \frac{4}{3},1,$ $- \frac{1}{6}]$ Algorithm 2.
Gauss
Table 4.3 $|l+u|>1$
$x_{i}^{(0)}-\hat{x}_{i}$ Gauss $i$ $x_{i}^{(j)}.-$
$\hat{x}_{i},$ $i=1,2,3,4$ SOR $j$ $i$
$x^{(0)}$ $UL$ $LU$ SOR






Example 4. $n=81$ $k=41$ $x_{k}$ $n\cross n$
$A=[-l_{i}, 1, -u_{i}]$ Algorithm 3.
$\{$
$l_{i+1}=- \frac{1}{6}$ , $u_{i}=- \frac{4}{3}$ , $i=1,2,$ $\cdots,$ $k-1$
$l_{i}=-^{\underline{4}}$ $u_{i-1}=-^{\underline{1}}$ $i=k+1,$ $k+2,$ $\cdots,$ $n$
3’ 6’
$x_{i}^{(0)}-\hat{x}_{i}$ Algorithm 3. 1) Gauss $i$ $x_{i}^{(0)}$
$x_{i}^{(1)}-\hat{x}_{i}$ $x^{(0)}=[x_{i}^{(0)}]$ SOR 1
$i$ $x_{i}^{(1)}$ (Remark 3. )
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Table 4.4 Algorithm 3.
Remark 2 (6) , $\overline{y}_{i},\overline{z}_{i}$ $|l_{\mathrm{i}}|+|u_{i}|\leq|p_{i}|$
$|l_{i}|+|u_{i}|>|p_{i}|$ (8)
$r_{\dot{\mathrm{t}}_{k}},\underline{.}\mathrm{s}_{i_{k}i},$$tk$ $|l_{i}|+|u_{i}.|>|p_{i}|$
Example 5. $x_{k}$ $7l\cross 7l$ $A=[-l_{li}, 1, -ui]$
Algorithm 4. $|l_{i}.|+|u_{i}|>|p_{i}|$
$n=41,$ $k=21$ $i_{1}=1,$ $i_{\mathit{2}}=‘ \mathit{2}1,$ $i_{3}=41$
$r_{k}=$ 349525666666983 $\cdots$ , $s_{k}=3.33333969116817\cdots$ E–O1,
$t_{k}=$ 349525666666983 $\cdots$ ,
$r_{k},$ $t_{k}$ $x_{k^{\sim}}$ $e_{21}=1.280112\cdots \mathrm{E}-09$
$|l_{i}|+|u_{i}|\leq|p_{i}|$
$\{$
$l_{i+1}=-0.9$ , $u_{i}=-\mathrm{O}.1$ , $i=1,2,$ $\cdots,$ $k-1$
$l_{i}=-\mathrm{O}.1$ , $u_{i-1}=-0.9$ , $i=k+1,$ $k+2,$ $\cdots,$ $n$
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$n=81,$ $k=41$ $i_{1}=1,$ $i_{2}=41,$ $i_{3}=81$








$n\cross n$ $A$ $Ax–b$ $P$
$\tilde{A}=PAP^{T}$ $\overline{U}$ 1












$\tilde{e}^{(0)}=\tilde{x}^{(0)}-\hat{X}$ ( $\hat{x}$ $\tilde{A}\tilde{x}=\tilde{b}$




Proof. $H_{\overline{\Phi}}=L^{-1}(I-\Phi U)\overline{L}$ $I-\tilde{\Phi}\overline{U}$ $0$
$\rho(H_{\overline{\Phi}})=0$
$\square$
Remark 4 (11) 1
1 $\mathrm{n}$ $n\cross n$ $\tilde{A}$ ‘ $\tilde{A}=I-\tilde{L}-\tilde{U}$ $\tilde{U}$ |
$\tilde{L}$ $\tilde{A}=\overline{U}\overline{L}$ $UL$ $\overline{L}=I-\tilde{\Phi}\tilde{L}$





Proof. $\tilde{A}=[\tilde{a}_{i.j}]$ , $\overline{L}=[\overline{l}_{i,j}]$ , $\overline{U}=[\overline{u}_{i.j}.]$
$\overline{u}_{kk}l_{kk}=\tilde{a}_{k}k-r=\sum_{k+1}u_{kp}\overline{l}pk$
, $1\leq k\leq n$
$\{$





3 $Ax=b$ $P$ $\tilde{A}=PAP^{\tau_{=}}I-\tilde{L}-\check{U}$
$\tilde{U}$ $\tilde{L}$ $\tilde{A}=\overline{U}\overline{L}$ $UL$
$\overline{U}$ $\tilde{\Phi}$
$H_{\overline{\Phi}}=(I-\tilde{\Phi}\tilde{L})-1\{(I-$






Remark 5 $\tilde{A}$ $HesSGllb\epsilon’\gamma’ g$ $H_{\overline{\Phi}}=\tilde{\mathcal{L}}_{\overline{\Phi}}$ 2
2 3 $\rho(\tilde{\mathcal{L}}_{\overline{\Phi}})=0$ Hes-
senberg




$p=i \sum_{1+}^{n}\overline{u}_{i,p}\overline{l}_{p},k=0,\dot{\iota}>k\geq 1$ 3 $\tilde{\Phi}$
$\rho(\tilde{\mathcal{L}}_{\overline{\Phi}})=0$
(2) $D=I$ SOR
5 $Ax=b$ $P$ $\tilde{A}=PAP^{T}=\check{D}-\tilde{L}-$
$\tilde{U}$ $\tilde{D}$ $\tilde{U}$ $\tilde{L}$
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