DNA Methylation
Approximately 28 million CpG dinucleotides are unevenly distributed throughout the mammalian genome. Across most of the genome, these CpGs are relatively depleted but, elsewhere, are found in clusters that form so-called CpG islands, often at gene promoters (Sch€ ubeler, 2015) . CpG dinucleotides are the target of the most abundant chemical modification of DNA in mammalian cells: methylation to generate 5-methylcytosine (5mC). Typically, the majority of CpG is in the methylated state, although graded levels at genes and regulatory sequences are a factor determining the level and integrity of gene expression. At gene bodies, methylation promotes expression and suppresses initiation of internal cryptic transcripts (Neri et al., 2017; Yang et al., 2014) . Intermediate levels of DNA methylation are found at distal regulatory sequences, including enhancers (Elliott et al., 2015; Stadler et al., 2011) , where methylation sometimes promotes gene silencing Hon et al., 2014; Lu et al., 2014) . In normal cells, CpG islands are usually unmethylated regardless of their level of expression, but when they are methylated, this promotes gene silencing . This mode of epigenetic silencing is a feature of some tumor suppressor genes in cancer cells (Greger et al., 1989; Herman et al., 1994) . DNA methylation also contributes to X chromosome inactivation and allelic imprinting (Lessing et al., 2013; Li et al., 1993) . DNA methylation can control gene expression by affecting binding of transcription factors and patterning of histone modifications that themselves influence gene expression (Reddington et al., 2013; Rose and Klose, 2014; Yin et al., 2017) . Epigenome editing approaches have confirmed a causal role of DNA methylation in gene regulation (Gregory et al., 2013; Maeder et al., 2013; Saunderson et al., 2017) . Accordingly, differences in methylation between cell types and tissues correlate with differences in gene expression (Davies et al., 2012; Irizarry et al., 2009; Laurent et al., 2010; Nagae et al., 2011) .
DNA methylation is not a static modification. 5mC is enzymatically deposited and removed by DNA methyl transferases (DNMTs) and demethylases of the ten-eleven translocation (TET) family, respectively. DNMT1 is responsible for copying DNA methylation onto the newly synthesized DNA strand after DNA replication (Sch€ ubeler, 2015) . In contrast, DNMT3A and DNMT3B, together with DNMT3L, catalyze de novo methylation in non-proliferating cells. Mammals express three TET enzymes (TET1, TET2, and TET3) that convert 5mC to 5-hydroxymethylcytosine (5hmC), which, in turn, can be converted to unmethylated cytosine by TET-mediated conversion to 5-formylcytosine (5fC) and 5-carboxylcytosine (5caC) and subsequent removal by base excision repair. 5mC and its derivatives can also be eliminated by passive demethylation during DNA replication because of inefficient copying of the hemi-modified strand (Wu and Zhang, 2017) . Inactivation of TETs or DNMTs causes gains and losses of DNA methylation (Jeong et al., 2014; Rinaldi et al., 2016; Wu and Zhang, 2017) , suggesting that the level of DNA methylation reflects a dynamic balance between methylation and demethylation. Recent studies have shown that, even in tissues comprised of largely slow or non-proliferating cells such as the liver, lung, and brain, the methylation status of a substantial proportion of CpGs oscillates with a circadian rhythm (Coulson et al., 2018; Lim et al., 2017; Oh et al., 2018) . Methylation at enhancers is thought to be particularly dynamic (Feldmann et al., 2013; Hon et al., 2014; Lu et al., 2014) . Feldmann et al. (2013) have proposed that active turnover of DNA methylation contributes to enhancer function, even in non-proliferating cells, where there are no replication-coupled dynamics. In stem cells exiting pluripotency, DNA methylation in single cells oscillates over a timescale of 2-3 hr, most markedly at enhancers, again pointing to a dynamic state independent of DNA replication (Rulands et al., 2018) . In sum, DNA methylation is a dynamically controlled DNA modification that contributes to proper control of gene expression and genome function.
The Chronological Methylation Clock
In accord with DNA methylation being a dynamic modification, many reports have documented age-associated changes to DNA methylation (Fraga and Esteller, 2007) . For example, DNA methylation tends to increase with age at some CpG islands (Ahuja et al., 1998; Issa et al., 1994 Issa et al., , 1996 Issa et al., , 2001 Kim et al., 2005a Kim et al., , 2005b Rakyan et al., 2010; So et al., 2006; Teschendorff et al., 2010; Waki et al., 2003; Yatabe et al., 2001 ), particularly at polycomb target genes (Rakyan et al., 2010; Teschendorff et al., 2010) .
Based on age-associated DNA methylation changes that occur relatively consistently between individuals, several groups have identified so-called DNA methylation clocks that accurately measure the chronological age of the donor (Horvath and Raj, 2018; Nwanaji-Enwerem et al., 2018; Wagner, 2017; Zheng et al., 2016a) . Although these DNA methylation clocks were first identified by groundbreaking studies in humans (Bocklandt et al., 2011; Garagnani et al., 2012; Hannum et al., 2013; Horvath, 2013; Weidner et al., 2014) , they have since been identified in mice (Petkovich et al., 2017; Stubbs et al., 2017; Wang et al., 2017) , dogs, wolves (Thompson et al., 2017) , and humpback whales (Polanowski et al., 2014) . Evidence suggests that the tick rate of epigenetic clocks may be related to species lifespan (Lowe et al., 2018) . Each of the clocks is derived by a linear regression algorithm that trains against the chronological age of the sample donors and ultimately selects a set of CpG dinucleotides, from 3-353 CpGs in the human clocks (Bocklandt et al., 2011; Garagnani et al., 2012; Hannum et al., 2013; Horvath, 2013; Weidner et al., 2014) and 90-329 CpGs for the mouse clocks (Petkovich et al., 2017; Stubbs et al., 2017; Wang et al., 2017) . The combined age-dependent methylation status of these CpGs yields an apparent DNA methylation age that correlates with chronological age (Figure 1 ; Box 1). The clock by Horvath (2013) , built from data from many tissues, and the clock by Hannum et al. (2013) Horvath (2013) , the average difference in percent methylation is 3.2% per CpG, comparing individuals younger than 35 years and older than 55 years. However, in another study, a CpG in the ELOV2 gene was reported to range between 7% and 91% methylation over the lifespan (Garagnani et al., 2012) . The clock-building algorithm weighs the contribution of each CpG to the clock according to the magnitude of its age-dependent change (Figure 1 ; Box 1). The accuracy of the clocks is measured by the correlation coefficient between actual chronological age and measured age and the average absolute difference between actual age and measured age. These clocks are remarkably accurate. For example, the two most accurate and most analyzed human clocks of Hannum et al. (2013) and Horvath (2013) have correlation coefficients of more than 0.9 and average errors of less than 5 years.
Although the algorithms used to generate the clocks select only relatively few CpG sites, the methylation changes that form the basis of the clock are many and widely distributed. Mammalian genomes appear to contain tens of thousands of candidate clock CpGs whose methylation status tracks chronological age (Hannum et al., 2013; Wang et al., 2017) . Human clock sites that are syntenic in the mouse measured mouse age comparably to a random selection of sites (Stubbs et al., 2017) , both with a mean absolute error of only about 11 weeks. This supports the idea that epigenetic clocks are not based on a small number of loci that are conserved between human and mouse; instead, potential clock CpGs appear to be abundant in both species. These numerous clock CpGs do not appear to localize exclusively to any particular genomic feature, and they are not obviously excluded from regulatory regions. In some cases, CpGs whose methylation increases with age are overrepresented near polycomb target genes (Horvath, 2013; Thompson et al., 2017; Weidner et al., 2014) , in line with previous observations (Rakyan et al., 2010; Teschendorff et al., 2010) . In the mouse, many clock CpGs localize to genes and promoters ( Figure 2 ; Petkovich et al., 2017; Stubbs et al., 2017; Wang et al., 2017) , and some studies also implicate hypomethylation of enhancers as a component of the mouse clock (Cole et al., 2017; Petkovich et al., 2017; Wang et al., 2017) . A previous study also showed age-associated hypomethylation of enhancers in mouse pancreatic b cells (Avrahami et al., 2015) .
A closer comparison of the three reported mouse clocks showed that there are no CpGs in common between the clock developed by Petkovich et al. (2017) from mouse blood and the clock developed from mouse liver by Wang et al. (2017) and from liver, heart, brain, and lung by Stubbs et al. (2017) . There are only two overlapping CpGs in the clocks of Wang et al. (2017) and Stubbs et al. (2017) . Consistent with this low overlap, there are also differences in the distribution of CpGs from the 3 mouse clocks across different genome features (Figure 2 ). This low overlap likely largely reflects the fact that the algorithms used to build the clocks select only a small subset of the available clock CpGs (see above). Tissue differences may partly account for the low overlap between the mouse clocks. Previous studies showed that, although some age-associated methylation changes are shared across tissues, others are tissue-specific (Christensen et al., 2009; Day et al., 2013; Maegawa et al., 2010; Thompson et al., 2010) . Although Stubbs et al. (2017) primarily generated a pan-tissue mouse clock, they also presented evidence that distinct tissue-specific clocks can also be formulated. Thus, the limited overlap between the clocks of Stubbs et al. (2017) and Wang et al. (2017) may reflect the shared liver component used to generate these clocks. However, the low overlap and differences in genome distribution between the mouse clocks is probably also due to variations in the datasets used to train the clocks. Of note, the mouse clocks were all generated largely from reduced representation bisulfite sequencing (RRBS) data, whose quality and genome representation can vary between sources, more so than Illumina arrays used to develop the human clocks. We have attempted to cross-validate the three mouse clocks with variable success, perhaps again reflecting variations in the training data and tissue specificity of some of the clocks Epigenetic clocks have been reported for both humans (Hannum et al., 2013; Horvath, 2013) and mice (Petkovich et al., 2017; Stubbs et al., 2017; Wang et al., 2017) . These clocks are represented as a linear model, where some models explicitly fit an intercept term and some do not (Equation 1). These clocks were predominantly built with ElasticNet regression (Zou and Hastie, 2005) , a form of regularized regression. This algorithm automatically determines which CpG sites to use and the weights associated with each CpG. ElasticNet learns these parameters by minimizing the cost function, b b , shown in Equation 2. Regularization performs feature selection by scaling the least informative CpG with age to 0.
where l 2 = 0; l 1 = l $ Ridge Regression and l 1 = 0; l 2 = l $ LASSO.
The learned values in front of each CpG, b 1, b 2 ...b N , indicate the amount that age changes in response to the change in methylation values. Therefore, negative coefficients indicate that the methylation value decreases as age increases, whereas positive coefficients indicate the opposite trend. Then the product of the methylation value at each CpG with the learned coefficient is summed, which yields the estimated age ( Figure 1) . A strength of this approach is that it reduces overfitting because of the large number of CpGs that can be profiled in one experiment. ElasticNet automatically performs feature selection, keeping the most relevant features to predict age, and also scales these features appropriately. This allows linear models built using ElasticNet to perform well on new datasets. Indeed, many studies using the human epigenetic clock have demonstrated that this method is applicable across datasets (for example, see A Candidate Biological Methylation Clock). However, there are some important limitations to consider. First, by formulating epigenetic clocks using linear regression, the model assumes that the amount each CpG contributes to age is additive and that the rate of methylation change is constant over the entire lifespan. However, the rate of methylation change at each CpG is not always linear and constant over the lifespan (Horvath, 2013; Petkovich et al., 2017) . Strategies implemented during clock building work around this limitation by transforming age prior to clock building by using a non-linear function (Horvath, 2013; Petkovich et al., 2017; Stubbs et al., 2017; Wang et al., 2017) and/or learning a different non-linear function to convert calculated ages back into the desired time unit (Petkovich et al., 2017; Stubbs et al., 2017) . Second, ElasticNet can be sensitive to differences in the underlying data used to formulate epigenetic clocks. Thus, many of the clocks reported may be equivalent in terms of their performance (e.g., errors in predicted age) but use completely different sets of CpG sites and are very likely to show tissue-dependent effects. This hinders our ability to assess whether the CpGs selected have any special or functional relationship to the aging process. Finally, when applying the model to new datasets, the accuracy of the age estimate is dependent on proper coverage of all CpG sites used in the model. For array-based methods, this is less of a concern because the standardized Illumina arrays can robustly measure methylation at the same CpG sites (notwithstanding differences between 27K, 450K, and infinium methylationEPIC arrays, of course), meaning that the age calculation can be readily applied to new datasets. However, for sequencing-based studies, this may not always be the case, which makes it difficult to automatically apply these clocks to other datasets, such as those generated in mice.
(Box 1). An array-based method for profiling the methylation status of relevant CpGs would help to move the mouse field forward.
To conclude this section, our earlier fragmented view of the aging methylome has progressed to reveal a methylation landscape that incurs many widespread age-linked alterations of variable magnitude. These can be computationally distilled down to much smaller subsets of CpGs whose methylation status across tissues calculates an apparent DNA methylation age. Remarkably, across a population, this DNA methylation age correlates strongly with chronological age and, in many human individuals, it measures chronological age to within a few years.
A Candidate Biological Methylation Clock
By definition, a chronological age clock measures time elapsed since birth. Hence, individuals born on the same day share the same chronological age throughout life, regardless of lifestyle, health, or disease ( Figure 3A ). In contrast, individuals of identical chronological age may have different biological ages. Biological age, although not well-defined, is intended to measure tissue and organismal functional decline, risk of and actual age-associated disease, morbidity, and mortality (Jackson et al., 2003) . Individuals of the same chronological age can, of course, differ greatly in their burden of age-associated dysfunction, disease, and risk of mortality and so can, correspondingly, be regarded as of different biological age ( Figure 3A ). This concept of biological age is important because it can potentially provide a means to predict disease and assess disease risk that is more accurate than chronological age alone. However, although panels of functional and physiological markers reflecting physical capability, musculoskeletal function, cognitive function, cardiovascular and lung function, glucose metabolism, endocrine function, inflammation, and other molecular markers (e.g., telomere length and features of cell senescence) have been proposed, there is currently no consensus as to how to best measure biological age (Mitnitski et al., 2015) . This likely reflects the complex, multi-dimensional nature of aging and the qualitative, not just quantitative, inter-individual variations in the aging process.
Despite these complexities, recent studies have indicated that the difference between apparent DNA methylation age and true chronological age (referred to as Dage) reflects biological age, at least to some extent. In other words, if an individual has a chronological age of 55 years but a calculated methylation age of 62 years, then he or she can be considered to be biologically older than the chronological age would suggest. Several lines of evidence support this idea. HIV infection is associated with methylation age advancement, concordant with phenotypic and functional data indicative of premature biological aging in HIV-infected individuals (Gross et al., 2016; Horvath and Levine, 2015; Levine et al., 2016a) . Some human genetic syndromes thought to accelerate biological aging, such as Werner's syndrome (Maierhofer et al., 2017) and Down syndrome , also exhibit an accelerated methylation clock. Conversely, super-centenarian humans and their offspring have been reported to have a decelerated methylation clock in the blood ). Many other cross-sectional studies support the notion that advanced biological age is associated with an accelerated DNA methylation age. Human conditions shown to be associated with advanced DNA methylation age include decreased mental and physical fitness (Marioni et al., 2015b) , menopause and bilateral oophorectomy (Levine et al., 2016b) , obesity, BMI and metabolic syndrome (Horvath et al., 2014; Nevalainen et al., 2017; Quach et al., 2017 ) (although BMI not in all studies; Hannum et al., 2013), non-alcoholic steatohepatitis (NASH) (Loomba et al., 2018) , Parkinson's disease (Horvath and Ritz, 2015) , Alzheimer's disease (Levine et al., 2015b ), Huntington's disease , and other early indications of brain-degenerative disorders (Raina et al., 2017) . Insomnia and extreme lifestyle stresses are also associated with accelerated methylation aging (Carroll et al., 2017; Jovanovic et al., 2017; Zannas et al., 2015) .
In light of these studies, there has been considerable excitement regarding the use of methylation age as a measure of biological age and, hence, as a predictive biomarker of disease and mortality. Baker and Sprott (1988) defined a biomarker as a molecular, physiological, or functional readout that predicts future disease better than chronological age. Indeed, in some cases, an accelerated methylation clock not only correlates cross-sectionally with apparent biological age, but is predictive of future phenotypes of aging, such as cancer, cardiovascular disease, and all-cause mortality (Ambatipudi et al., 2017; Christiansen et al., 2016; Durso et al., 2017; Levine et al., 2015a; Marioni et al., 2015a; Perna et al., 2016; Zheng et al., 2016b) . A 5-year elevation of DNA methylation age compared with chronological age is associated with a 16% higher mortality risk, adjusting for age, sex, and other health and social parameters (Marioni et al., 2015a) . A measure that also considers age-associated change in blood cell composition (so-called extrinsic epigenetic age-acceleration [EEAA]) performed better .
However, using DNA methylation age as a measure of biological age in this way is not straightforward. First, despite the fact that, in humans, advancing chronological age universally leads The mouse clock CpGs described by Petkovich et al. (2017) , Stubbs et al. (2017) , and Wang et al. (2017) were assigned to the indicated genome features. Some CpGs map to more than one feature. Hence, the sum of percentages for any one mouse clock is greater than 100.
to a decline in biological function, a perfect chronological clock, by definition, contains no information on inter-individual variation in biological age; i.e., if a methylation clock accurately judges a group of 50-year-olds to all be 50 years of age, then it cannot also report on variations in biological age between them ( Figure 3B , left). The aforementioned methylation clocks, including Hannum et al. (2013) and Horvath (2013) , were trained on chronological age. Given their accuracy at measuring chronological age, they are likely not ideal for measuring biological age ( Figure 3B , compare center and right). Second, different tissues may age at different relative rates in different people, accounting for why some 70-year-olds are afflicted with Alzheimer's disease and others with cardiovascular disease. Thus, a pan-tissue clock measured in peripheral white blood cells will not likely accurately predict future tissue-specific diseases, as required by current clinical practice. Third, the current human methylation clocks may not sample the most biologically informative CpGs. In part, this may be because the most informative biological clock CpGs may have been discarded by the modeling algorithm because their methylation is not the best correlate of chronological age. It may also be because the Illumina 450K arrays, used to generate the DNA methylation data, do not probe some of the most biologically informative CpGs.
Multiple studies have attempted to build human DNA methylation biological clocks, distinct from chronological clocks ( Figure 3B, center) . In light of previously reported patterns of (A) Two people, blue and red, born at the same time, will always share the same chronological age (gray arrow timeline measured in years). However, because of genetic, epigenetic, and environmental factors and lifestyle choices, they may progress through the functional decline that characterizes biological aging at different rates. Shown here, red ages biologically more quickly than blue, likely associated with earlier onset of lethal disease. As illustrated, in early life, red and blue are assumed to have the same biological age. (B) By definition, a perfect chronological clock (left), whether based on DNA methylation or any other molecular parameter, measures time elapsed since birth. Therefore, it cannot distinguish between individuals that biologically age fast (red) or slow (blue). In contrast, a biological clock (center) can distinguish between unhealthy (red) versus healthy (green) aging but is a less accurate chronological clock. A hybrid clock (right) tracks closely with chronological age, but deviation from the position of the 45 perfect chronological clock is a reflection of biological age. However, the hybrid clock is likely a less accurate predictor of age and disease than a bona fide biological clock. The human clocks calibrated against chronological age are likely hybrid clocks (Hannum et al., 2013; Horvath, 2013; Weidner et al., 2014) . The colors of the filled circles indicate the donor, red or blue, from (A).
age-associated DNA methylation and their relationship to cancer (Ahuja et al., 1998; Issa et al., 1994 Issa et al., , 1996 Issa et al., , 2001 Kim et al., 2005a Kim et al., , 2005b Ohm et al., 2007; Rakyan et al., 2010; Schlesinger et al., 2007; So et al., 2006; Teschendorff et al., 2010; Waki et al., 2003; Widschwendter et al., 2007; Yatabe et al., 2001) , Yang et al. (2016) rationally built the so-called EpiTOC from a set of promoter CpGs that is marked by the PRC2 complex in human embryonic stem cells (ESCs), constitutively unmethylated in many different fetal tissue types, whose methylation tends to increase with age. Although derived from blood DNA methylation data, the EpiTOC appears to be a biological clock that reflects cumulative cell divisions and is accelerated in premalignant lesions in other tissue types and buccal tissue of smokers. Zhang et al. (2017) profiled DNA methylation in blood using Illumina 450K arrays, and searched not for correlates of chronological age but for DNA methylation signatures linked to risk of mortality, one plausible but imperfect measure of biological age. Ultimately, 10 selected CpGs were used to calculate a mortality risk score that was validated in another cohort. There was no apparent overlap between these mortality-related CpGs and chronological clock CpGs (Hannum et al., 2013; Horvath, 2013) . This might be because each set of CpGs is only a small subset of a much larger combined total, or it may be because biological and chronological clock CpGs are largely distinct loci, reflecting different underlying processes. Most recently, Levine et al. (2018) trained human DNA methylation data from whole blood against a multi-system measure of biological age, or phenotypic age, to generate a DNA methylation clock called DNAm PhenoAge, comprised of 513 CpG sites. The measures of phenotypic age included 9 markers of tissue function, immune function, and also chronological age.
At least in some cases, these candidate biological clocks perform better than the original chronological DNA methylation clocks in predicting disease and mortality. For example, DNAm PhenoAge is a better predictor of 10-and 20-year survival than either the Hannum et al. (2013) or Horvath (2013) chronological clocks (Levine et al., 2018) . As well as all-cause mortality, the risk score of Zhang et al. (2017) also specifically identifies individuals with substantially increased risk of death by cancer and cardiovascular disease. It is exciting to speculate that these early biological clocks of Yang et al. (2016) , Zhang et al. (2017) , and Levine et al. (2018) might presage effective predictors of future disease; for example, future malignant disease in the case of the EpiTOC (Yang et al., 2016) . However, there are also limitations to these candidate biological clocks and their application. As noted above, DNA methylation in blood is likely of limited relevance to disease in other tissues and, if the clock is trained against mortality, there are other determinants of mortality aside from biological age; for example, risky lifestyle choices.
Given the obvious challenges of access to normal healthy human tissues for testing the predictive power of candidate, potentially tissue-specific, biological clocks, mouse models will be important to test the predictive power of DNA methylation clocks. Like the human clock, the mouse DNA methylation clocks, although calibrated against chronological age, also appear to partly reflect biological age. Physical insults considered detrimental to health or lifespan (namely, ovariectomy and a high-fat diet) accelerate methylation age (Stubbs et al., 2017) . Conversely, the mouse methylation clocks are retarded by interventions that slow biological aging, such as calorie restriction and rapamycin treatment (Petkovich et al., 2017; Stubbs et al., 2017; Wang et al., 2017) . Some studies in mice have suggested the existence of a candidate biological clock at intragenic enhancers of highly expressed genes (Cole et al., 2017; Petkovich et al., 2017; Wang et al., 2017) . In the mouse liver, ageassociated hypomethylation is enriched at enhancers that are over-represented in the mouse clock , and hypomethylation at these sites is suppressed by pro-longevity interventions that presumably delay biological aging (Cole et al., 2017; Petkovich et al., 2017; Wang et al., 2017) . In mice, it is feasible to test the ability of a candidate DNA methylation biological clock, assessed in a prospectively biopsied aged tissue, to predict the subsequent response of that tissue to an insult.
In conclusion, preliminary analyses indicate that ageassociated DNA methylation changes may, in part, reflect biological age and comprise a biological age clock. However, by definition, chronological and biological clocks are not the same, and a biological clock may be best defined by comparing DNA methylation directly with one or more candidate functional or physiological measures of biological age, perhaps also considering chronological age. This approach is complicated by the fact that there is no consensus definition of biological age, and, unlike chronological age, it may not be possible to express biological age as a single quantitative value derived from a single tissue. Despite these complexities, there is reason to believe that bona fide biological clocks can be powerful predictors of future disease and aging. Additional studies are required in humans and animal models to select the best CpG sites and approach to training of the clock, to appreciate the importance of tissue and disease specificity, and to test the predictive value of candidate biological clocks.
What Is the Mechanism Underlying the Clocks?
The chronological clock is not tightly linked to cell division, proliferation, or onset of cell senescence (Horvath, 2013; Lowe et al., 2016; Lu et al., 2018) . Nor is the chronological clock wholly a reflection of age-associated changes in tissue composition (Gross et al., 2016; Horvath and Ritz, 2015) . Although the algorithms use only a relatively small number of clock CpGs, potential chronological clock-like CpGs appear to be numerous and widely distributed across the epigenome (Hannum et al., 2013; Stubbs et al., 2017; Wang et al., 2017) . In line with this, the ticking of the clock appears to reflect a general progression of high-and low-methylated CpGs to an intermediate level nearer 50% methylation. This suggests a smoothening with age of the epigenetic landscape and a chronological clock driven by an increase in entropy (Hannum et al., 2013; Weidner et al., 2014) .
In contrast, other observations are intuitively more consistent with the chronological clock reflecting a programmed process, perhaps selected for through evolution. First, as already noted, the methylation clock provides a remarkably accurate measure of chronological age. Second, there are apparent links between the chronological clock and cell and tissue development. Methylation changes underlying the clock are apparent during early growth and development (Horvath, 2013; Petkovich et al., 2017) , prior to sexual maturation, and before the time when the cell and tissue decline associated with aging is conventionally thought to begin (Kirkwood, 2005) . In diverse species, genes most closely linked to clock CpGs (and/or other clock-like CpGs whose methylation changes with age) are enriched for genes linked to development and differentiation (Horvath, 2013; Maegawa et al., 2017; Petkovich et al., 2017; Stubbs et al., 2017; Thompson et al., 2017) , including polycomb targets (Horvath, 2013; Thompson et al., 2017) . Adult breast, a tissue that passes through an enhanced development phase during puberty, was reported by Horvath (2013) to show an accelerated clock (Sehl et al., 2017) (although this was not noted by Hannum et al., 2013) . In girls, faster ticking of the clock is associated with earlier puberty (Binder et al., 2018) . Although these observations might initially suggest that the chronological clock and, by extension, aging itself are programmed and, in some way, a continuation of development, as has been proposed previously (Blagosklonny, 2013) , these observations are also consistent with the entropic model. The apparent continuity between epigenetic changes associated with development and aging may simply reflect dynamic control of DNA methylation across a large proportion of the genome in both processes, linked to cell lineage specification and maturation, either during tissue growth and development or during tissue maintenance and repair (Bock et al., 2012; Ji et al., 2010) . The consistency between individuals of a species (i.e., the precision of the chronological clock) can be embedded within the initial set point of the system and the dynamic regulatory mechanisms that evolved to control and maintain epigenome function over the reproductive lifespan of that species (Lowe et al., 2018) . As is the case for other age-associated changes and damage accumulation (Kirkwood, 2005) , there is no need to invoke a specific evolved program of aging to account for the DNA methylation clock, and there are strong evolutionary arguments against such an evolved program (Kirkwood, 2005) . Based on these considerations, we propose that ticking of the chronological clock primarily represents widespread limited entropic decay, or smoothening, of the epigenetic landscape.
In renewable tissues underpinned by division of stem and progenitor cells, a component of entropic decay may be due to lack of fidelity of methylation patterns coupled to DNA replication (Issa, 2014) . However, this is likely not solely responsible (Horvath, 2013; Lowe et al., 2016; Lu et al., 2018) , and entropic decay of the DNA methylome in non-proliferating cells may also result from errors in its dynamic maintenance by cycles of TET and DNMT activity, perhaps especially at regions of more open and dynamic chromatin. This view fits with the observation that CpGs whose methylation changes with age partly overlap features where methylation is thought to be particularly dynamic; namely, enhancers and CpGs subject to circadian oscillation (Feldmann et al., 2013; Hon et al., 2014; Lu et al., 2014; Oh et al., 2018; Petkovich et al., 2017; Rulands et al., 2018; Wang et al., 2017) . Age-associated decay because of maintenance errors may be exacerbated by age-altered expression of TETs and DNMTs, changes in their targeting, and/or altered levels of essential substrates, such as S-adenosylmethionine (SAM) for DNMTs or a-ketoglutarate (a-KG) for TETs (Berger and Sassone-Corsi, 2016) . Expression of DNMT3B decreases with age in at least some tissues, perhaps promoting age-associated hypomethylation of some clock CpGs (Armstrong et al., 2014; Ciccarone et al., 2016) . Levels of SAM have been reported to decrease with age (Geller et al., 1988; Hoffman et al., 1979; Stramentinoli et al., 1977; Trolin et al., 1994) . Mitochondrial function, important for production of a-KG, also declines with age (Sun et al., 2016) . DNA damage and repair (O'Hagan et al., 2008 (O'Hagan et al., , 2011 , an ongoing process even in healthy unstressed cells, is also linked to altered targeting of the DNA methylation machinery.
Age-associated DNA methylation changes may also be secondary to other changes to chromatin and/or chromatin modifiers (Booth and Brunet, 2016) . Histone modifications affect DNA methylation (Rose and Klose, 2014) . For example, DNA methylation is excluded from gene promoters by H3K4me3 (histone H3, lysine 4 trimethylation) but recruited to gene bodies and heterochromatin by H3K36me3 (histone H3, lysine 36 trimethylation) and H3K9me3 (histone H3, lysine 9 trimethylation), respectively (Rose and Klose, 2014) . Polycomb complexes have also been reported to recruit DNMTs and DNA methylation (Mohammad et al., 2009; Viré et al., 2006) . Conversely, DNA hypomethylation causes a redistribution of polycomb and H3K27me3 (histone H3, lysine 27 trimethylation; Reddington et al., 2013) . By this view, the DNA methylation clock can be depicted as an ''epigenetic network clock,'' and methylation changes may be secondary to other epigenetic or even linked metabolic changes (Berger and Sassone-Corsi, 2016) , that comprise this network.
Although the chronological clock reflects methylation changes that are shared between individuals, by definition, a biological methylation clock parallels inter-individual variations in tissue dysfunction and disease or disease risk and so ought to reflect epigenetic divergence between individuals. Such age-associated epigenetic divergence of individuals has been referred to as ''epigenetic drift' ' (Ferná ndez et al., 2015; Fraga et al., 2005; Issa, 2014; Talens et al., 2012) . Accordingly, it is tempting to equate the biological clock to epigenetic drift (Fraga et al., 2005; Issa, 2014) , at least in part. Concordant with this view, drift can be suppressed by pro-longevity interventions (Maegawa et al., 2017) , which presumably also slow biological aging (Cole et al., 2017; Hahn et al., 2017; Wang et al., 2017) . The mechanism of epigenetic drift is unclear. Given the diversity of cell and tissue stresses, it is likely that there is not a single cause of drift and presumptive biological clocks. For example, ticking of the EpiTOC, which is accelerated in pre-cancerous lesions and cancer and in normal epithelial cells exposed to a carcinogen, reflects methylation of polycomb targets through mitotic divisions (Yang et al., 2016) , perhaps because of errors in DNA replication-coupled epigenetic transmission (Issa, 2014) . This may be potentiated by expression of telomerase ; for example, in stem cells. The all-cause mortality clock of Zhang et al. (2017) in part reflects smoking exposure. Smoking has been repeatedly reported to affect DNA methylation (Lee and Pausova, 2013) , and recent studies showed that chronic smoke exposure causes widespread epigenetic changes, including increased sequential recruitment of the polycomb protein complex and DNA methylation to promoters of candidate tumor suppressor genes, dysregulation of signaling and growth control genes, and predisposition to transformation (Vaz et al., 2017) . Conceivably, smoking may also exert its effects on DNA methylation via DNA damage and/or reactive oxygen species (O'Hagan et al., 2008, 2011 ).
Although the drivers of the EpiTOC and the all-cause mortality clock are likely not identical, these biological clocks underscore the complex but very evident relationship between DNA methylation and polycomb, whose dysregulation is a recurring feature in the relationship between aging, cancer, the epigenome and, more recently, epigenetic clocks. The presumptive biological clock manifest in hypomethylation of genic enhancers of highly expressed genes might reflect epigenetic dynamics associated with high gene and enhancer activity (Cole et al., 2017; Feldmann et al., 2013; Wang et al., 2017) , perhaps linked to circadian or other cycles of net TET and DNMT activity (Coulson et al., 2018; Lim et al., 2017; Oh et al., 2018; Rulands et al., 2018) .
In sum, the mechanisms underlying DNA methylation chronological and biological clocks are likely different but, perhaps, also overlapping. The chronological clock likely reflects entropic decay of the methylation landscape linked to biochemical activity. The biological clock may overlap with the phenomenon previously referred to as epigenetic drift. Both methylation clocks may be part of wider epigenetic clocks, encompassing both DNA methylation and chromatin changes. Tools for integration of diverse datasets to build better epigenetic networks are being developed (Cabezas-Wallscheid et al., 2014; Chen and Li, 2016) . Viewing age-associated epigenetic changes as an interconnected network of DNA and histone modifications, and even histone variants, nucleosome density, and chromatin binding proteins, can have important implications for understanding the cause, consequence, and targets for intervention. For example, drug interventions that primarily target histone methylation might have secondary effects on the entire epigenetic network, including the DNA methylation clock.
What Is the Consequence of the Clocks, if Any? Although some human disease syndromes caused by mutations in the DNA methylation machinery, such as immunodeficiencycentromeric instability-facial (ICF) anomalies syndrome and DNMT3A overgrowth syndrome (Ehrlich et al., 2006; TattonBrown et al., 2014) , are not obviously indicative of premature aging, in other cases, altered DNA methylation can be causative of some diseases of aging, including cancer and degenerative diseases. Methylation at polycomb targets has previously been suggested to promote cancer (Ohm et al., 2007; Schlesinger et al., 2007; Widschwendter et al., 2007) . In support of this, epigenome editing to direct methylation of the CDKN2A locus, a polycomb target encoding expression of the tumor suppressors p16 and p14ARF, prevents onset of senescence, a potent tumor suppressor mechanism (Saunderson et al., 2017) . DNMT3B is an oncogene, notably in colon cancer (Lin et al., 2006; Linhart et al., 2007) . DNMT3A is a tumor suppressor in hematologic malignancies (Mayle et al., 2015) . TET DNA demethylases are also recurrently mutated in diverse cancers (Rasmussen and Helin, 2016) . At least in hematologic malignancies, mutation of DNMT3A and TET2 is thought to be an early event that initiates disease progression through altered DNA methylation, acting as a precursor to the onset of these diseases in the aged (Jan et al., 2017) . DNMT1 mutations cause two related adult-onset and age-dependent neurodegenerative diseases, hereditary sensory and autonomic neuropathy type 1 (HSAN1E) and autosomal dominant cerebellar ataxia, deafness, and narcolepsy (ADCA-DN) (Baets et al., 2015; Klein et al., 2011 Klein et al., , 2013 Winkelmann et al., 2012) . Based on these documented links between altered DNA methylation and disease, it is reasonable to consider whether age-associated DNA methylation changes, reflected in the chronological and biological clocks, might also promote dysfunction and disease.
The chronological clock encompasses methylation changes at regulatory regions of the genome (Horvath, 2013; Petkovich et al., 2017; Thompson et al., 2017; Wang et al., 2017; Weidner et al., 2014), and Hannum et al. (2013) noted that, at least in blood, genes that show age-associated changes in expression are close to CpGs that show changes in methylation. Thus, ticking of the chronological clock may contribute to age-associated phenotypes that, more or less, track chronological age in most individuals; for example, hair greying, skin wrinkling, cognitive decline, sarcopenia, and many others. Although these phenotypes progress at different rates in different individuals, a shared component may be driven by a chronological clock. If, as proposed above, ticking of the chronological clock reflects increased entropy and a decay of the epigenetic landscape that underpins epigenome function, then ticking might result in individual epigenetic features (genes, promoters, enhancers) being less well resolved from each other. Although the effect of decay at any one locus might be very small, the consequences Healthy aging and longevity depend upon maintenance of cell phenotype. Because chromatin, in part, determines cell phenotype, this preservation of phenotype depends on a level of chromatin stability. Because chromatin is a dynamic structure, this, in turn, depends on chromatin homeostasis (chromostasis). Presumptive, but largely unknown, mechanisms of chromostasis may retard the ticking of DNA methylation and epigenetic clocks and, perhaps, be a target for interventions to promote healthy aging and longevity.
for the functionality of the whole genome and cell can be substantial, perhaps in part because of many long-range and synergistic regulatory interactions and a large cumulative effect of many, many small individual changes across the genome. This could lead to the characteristic decline in cell and tissue function with age.
In contrast to the chronological clock, ticking of a biological clock is more likely to contribute to the characteristic inter-individual variability in age-associated functional decline and disease. The all-cause mortality clock of Zhang et al. (2017) is seemingly enriched for genes previously implicated in age-associated diseases, such as cancer, type 2 diabetes, and cardiovascular disease, suggesting that methylation might affect disease progression by control of these genes. Ticking of the EpiTOC reflects methylation of polycomb target genes (Yang et al., 2016) ; as noted above, this process has previously been suggested to promote cancer (Ohm et al., 2007; Schlesinger et al., 2007; Widschwendter et al., 2007) . Enhancer hypomethylation, a candidate biological clock, for example, in the liver (Cole et al., 2017; Wang et al., 2017) , might affect enhancer activity and, therefore, basal or induced expression of genes, change enhancer-gene interactions, or promote dysfunctional cryptic transcription from within genic enhancers (Neri et al., 2017) . In the liver, such dysregulation might contribute to steatosis, steatohepatitis, type 2 diabetes, and metabolic syndrome (Michelotti et al., 2013 ). (A) In the mouse liver, hypomethylation of enhancers is linked to chronological age and contributes to the clock, but the rate of hypomethylation is decreased by interventions thought to slow biological aging (calorie restriction (CR), rapamycin (rapa), and Ames dwarfism [not shown]), suggesting that enhancers are a hybrid chronological and biological clock (but potentially separable) (Cole et al., 2017; Wang et al., 2017) . (B-F) Many questions remain, although the answers to these questions likely differ for different clock CpGs (e.g., at enhancers versus promoters). (B) To date, methylation clocks have been generated from data obtained from populations of cells. Is there cell-to-cell variation in ticking of the clock? (C) Does enhancer hypomethylation result from downregulation of DNMTs or their methyl donor substrate (SAM), increased TET demethylase activity, increased TET cofactor a-KG, increased passive demethylation, or another mechanism? (D) At enhancers, does hypomethylation affect gene expression, expression of cryptic transcripts that are normally silenced by DNA methylation, enhancer-gene interactions, or all or none of these? (E) Can a biological clock, probably tissue-specific, predict disease with sufficient sensitivity and specificity to be clinically useful? (F) How do pro-longevity interventions slow ticking of the clock, and does this contribute to their pro-longevity and/or pro-health aging benefits?
If ticking of the clocks contributes to age-associated cell dysfunction, it may also be that the cell harbors mechanisms to restrain those epigenetic changes to promote phenotypic and functional stability over the lifespan. We have previously proposed the existence of mechanisms of chromatin homeostasis-or ''chromostasis''-to maintain a chromatin steady state and, hence, a stable cell phenotype over the life course and promote healthy aging (Figure 4 ; Rai et al., 2014) . If so, more efficient chromostasis may equate to reduced epigenetic drift and slowed ticking of a biological clock Although it is tempting to attribute consequences to the clocks, it is important to note that one or both clocks might be passive, without consequence. Alternatively, they might reflect protective mechanisms to counter other detrimental changes in the aged cell. Indeed, Horvath (2013) has proposed that the DNA methylation clock reflects the activity of an epigenetic maintenance system (EMS) designed to maintain epigenetic stability.
It is important to know the consequences, if any, of the clocks, because this will dictate the outcome if the rate of ticking of the clocks can be manipulated. In mice, epigenetic drift can also be slowed by calorie restriction (CR) (Maegawa et al., 2017) . Prolongevity interventions, including reduced growth hormone (GH) and insulin-like growth factor (IGF) signaling, CR, and rapamycin, also slow down ticking of the presumptive biological clock (Petkovich et al., 2017; Wang et al., 2017) . However, whether slowing of the clock contributes to lifespan extension or vice versa is not clear. Models where apparent rejuvenation has been achieved primarily via targeting the epigenome (Ocampo et al., 2016; Wahlestedt et al., 2013) offer credence to the idea that intervening at the level of a biological epigenetic clock can be a route to healthy aging.
To conclude, although it is possible to speculate regarding the functional consequences of both chronological and biological DNA methylation clocks, the predominantly correlative nature of the studies to date makes it very difficult to distinguish between the clocks as causes, consequences, or passive bystanders of aging. A better understanding of the drivers of the chronological and biological clocks, as well as sophisticated epigenome-editing approaches in mice, will facilitate experiments to test their functional consequence, if any. If the clocks contribute to pathologies of aging, then it may ultimately be possible to intervene to promote healthy aging. If, on the other hand, the clocks are consequences or bystanders of aging, then they can still be valuable biomarkers of aging.
Summary and Outstanding Questions
Many years of research have documented age-associated changes to DNA methylation. However, only recently have computational analyses identified collections of individual CpG sites whose aggregate methylation status provides an accurate measure of chronological age, the DNA methylation clock. Ticking of this clock most likely reflects age-dependent genome-wide entropic decay of the DNA methylation landscape, linked to physiological dynamic turnover of DNA methylation. Although the DNA methylation clock has initially been developed as a molecular biomarker of chronological age, evidence suggests that DNA methylation may also have value as a biomarker of healthy versus unhealthy aging and disease risk; in other words, a biological clock.
There are a number of outstanding questions and areas for further investigation ( Figure 5 ). First, DNA methylation clocks to date have been generated using methylation data that reflect the average in populations of cells. However, at any one CpG, this population average methylation value obscures heterogeneity between cells (Angermueller et al., 2016; Gravina et al., 2016; Smallwood et al., 2014) . When considering the causes and potential consequences of methylation clocks, it will be important to consider this cell-to-cell heterogeneity. Second, although the evidence for a DNA methylation-based biological clock or clocks is provocative, future studies should attempt to build dedicated, perhaps tissue-specific, biological clocks by correlating DNA methylation directly with aging phenotypes and dysfunctions of interest. Ultimately, this may provide predictive biomarkers for aging and disease. Third, the molecular mechanisms underlying the chronological clock and potential biological clocks are very poorly understood. Of special interest is the distinction between the chronological and biological clocks at the molecular level. Fourth, the consequences, if any, of either the chronological clock or biological clocks are unknown. Potentially, although a chronological clock might contribute to features of age-associated functional decline that are shared between individuals, tissue-specific biological clocks might contribute to the inter-individual differences in dysfunction and disease that characterize the aging process. A better understanding of molecular mechanisms underlying the clocks, together with sophisticated epigenome editing approaches, can help to establish whether the clocks have functions or consequences. In turn, this knowledge will inform whether the clocks can be targets for intervention to promote disease prevention and healthy aging.
