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Resumen: En este art´ıculo introducimos la tarea de caracterizacio´n de una entidad
a trave´s de las valoraciones que sobre ella se vierten en la red, entendida como la
agrupacio´n de valoraciones (positivas y negativas) equivalentes o muy similares. Se
trata de un problema pra´ctico que se encuentra en el a´mbito de la gestio´n de la
reputacio´n online, para el que todav´ıa no existen tareas ni benchmarks de referencia
dentro del Procesamiento del Lenguaje Natural. A trave´s de un estudio de caso se
muestran las diﬁcultades intr´ınsecas de la tarea y se proporciona un baseline basado
en el algoritmo de clustering Lingo.
Palabras clave: miner´ıa de opiniones, gestio´n de la reputacio´n online, resumen de
opiniones, agrupamiento
Abstract: We introduce the opinion-based entity proﬁling task, understood as the
automatic grouping of equivalent or very similar online opinions (both positive and
negative) about an entity. This is a highly practical problem that arises in the
context of online reputation management, but it has not been directly addressed
by any Natural Language Processing evaluation campaign or speciﬁc benchmarking
corpus. We use a case study to illustrate the challenges of the task, and we provide
an initial baseline based on the Lingo clustering algorithm.
Keywords: opinion mining, online reputation management, opinion summarization,
clustering
1. Introduccio´n
Las personas comparten sus opiniones
sobre productos, personas y organizaciones
en distintos sitios de la web como foros,
blogs, redes sociales y sitios de valoraciones
(Pollach, 2006; Dellarocas, Awad, y Zhang,
2004). Monitorizar este tipo de informacio´n
es crucial para gestionar la reputacio´n de
una entidad. El proceso de Gestio´n de Repu-
tacio´n Online (Online Reputation Manage-
ment, ORM) consiste en monitorizar los me-
dios, detectar contenido relevante, analizar
que´ se dice de la entidad y participar en
las conversaciones identiﬁcadas, interactuan-
do con los consumidores.
Conocer cua´les son los comentarios (po-
sitivos y negativos) ma´s recurrentes de los
usuarios es esencial para una buena gestio´n
∗ Este trabajo se enmarca dentro del proyecto
WebOpinion, ﬁnanciado por el Ministerio de Indus-
tria y Alma Technologies.
de la reputacio´n, ya que reﬂejan la imagen
que los usuarios tienen de la entidad. A esta
tarea la hemos denominado caracterizacio´n
(proﬁling) de una entidad basada en opinio-
nes. Curiosamente, es una tarea para la que
todav´ıa no existen benchmarks espec´ıﬁcos de
evaluacio´n en el a´rea de las Tecnolog´ıas de
la Lengua. La tarea ma´s pro´xima es el “Opi-
nion Question Answering and Summarization
Task” (Dang, 2008) del TAC, en la que hay
que resumir las opiniones de los usuarios so-
bre una entidad determinada; sin embargo,
una diferencia sustancial es que en e´ste u´lti-
mo caso no es necesario tener en cuenta las
frecuencias con las que se emite cada juicio de
valor. En la tarea que nos ocupa, sin embar-
go, e´ste es un dato fundamental, y por tanto
se requiere algu´n proceso de agrupacio´n de
opiniones de contenido similar.
En este art´ıculo queremos perﬁlar el pro-
blema y estudiar el tipo de retos que plan-
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tea desde el punto de vista de su resolu-
cio´n automa´tica. No´tese que realizar un pro-
ﬁling de forma manual es bastante costo-
so: segu´n nuestras estimaciones, una perso-
na puede tardar alrededor de cinco d´ıas en
analizar mil opiniones.
Con el ﬁn de analizar la diﬁcultad de la ta-
rea de forma cualitativa y ayudar a la comu-
nidad a entender el problema, se ha realizado
un estudio preliminar sobre una entidad, la
Universidad Nacional de Educacio´n a Distan-
cia (UNED). Por un lado, se han agrupado
manualmente las valoraciones ma´s comenta-
dos en las ventajas (valoraciones positivas) y
las desventajas (valoraciones negativas) que
aparecen en las opiniones de un sitio de valo-
raciones. En segundo lugar, se han analizado
los resultados para estimar la complejidad de
abordar la tarea de forma automa´tica.
El art´ıculo esta´ organizado de la siguiente
manera: la seccio´n 2 resume el estado del arte.
A continuacio´n se muestra el ana´lisis manual
llevado a cabo para realizar la tarea de carac-
terizacio´n basado en opiniones de la UNED.
En la seccio´n 4 se analizan las tecnolog´ıas de
la lengua que se podr´ıan aplicar para auto-
matizar la tarea y co´mo se podr´ıa evaluar.
La seccio´n 5 muestra en que´ casos se podr´ıa
aplicar WordNet Castellano para mejorar los
resultados. Finalmente, en la seccio´n 6 se dis-
cuten los principales problemas encontrados
y se presenta el trabajo futuro.








ana´lisis basado en caracter´ısticas







bu´squeda y ﬁltrado de blogs
resumen de posts
Figura 1: Principales ramas de investigacio´n
en miner´ıa de opiniones y ana´lisis de blogs.
Dado que se trata de un problema emer-
gente, aunque los experimentos se centran en
un aspecto concreto de la tarea, abordamos el
estado del arte desde una perspectiva global
para una mejor contextualizacio´n del mismo.
Nuestro trabajo esta´ relacionado con dos
campos de investigacio´n que se han ido con-
solidando en los u´ltimos an˜os, esquematiza-
dos en la ﬁgura 1. El primero investiga pro-
blemas relacionados con el ana´lisis de opi-
niones e informacio´n subjetiva (Pang y Lee,
2008). El segundo campo se centra en inves-
tigar aspectos relacionados con la blogosfera
(Agarwal y Liu, 2008). Respecto al primero,
uno de los problemas que se tratan en la mi-
ner´ıa de opiniones (opinion mining) consiste
en la deteccio´n de opiniones o de subjetividad
en textos (Wiebe, Wilson, y Cardie, 2005;
Kim y Hovy, 2005a; Riloﬀ, Wiebe, y Phillips,
2005). Otra cuestio´n consiste en el ana´lisis
de la polaridad u orientacio´n sema´ntica de
las opiniones (Turney, 2002; Esuli y Sebastia-
ni, 2005; Pang, Lee, y Vaithyanathan, 2002).
En el TREC Blog Track (Macdonald y So-
boroﬀ, 2008) se evalu´an sistemas que atacan
estos dos problemas. Tambie´n se estudia el
ana´lisis de opiniones desde el punto de vis-
ta multilingu¨e (Seki et al., 2008; Mihalcea,
Banea, y Wiebe, 2007; Balahur y Montoyo,
2008). Denecke (2008) traduce automa´tica-
mente al ingle´s valoraciones en alema´n y utili-
za el recurso SentiWordNet (Esuli y Sebastia-
ni, 2006) para extraer la polaridad de las mis-
mas. Otros trabajos relacionados con el ana´li-
sis de sentimientos se centran en la extraccio´n
de emociones a partir del texto (Strappara-
va y Mihalcea, 2008; Strapparava y Mihalcea,
2007; Balahur, de Correos, y Montoyo, 2008)
usando WordNet-Aﬀect (Strapparava y Vali-
tutti, 2004)...
Por otro lado, Kim y Hovy (2005b) es-
tudian la extraccio´n del opinante (opinion-
holder) usando un algoritmo de ma´xima en-
trop´ıa entrenado con datos anotados manual-
mente para aplicarlo a tareas de bu´squeda de
respuesta (QA) de opiniones.
Con respecto al ana´lisis de la blogosfera,
hay trabajos que proponen te´cnicas para des-
cubrir las tendencias y los temas ma´s canden-
tes discutidos en los blogs (Glance, Hurst, y
Tomokiyo, 2004; Platakis, Kotsakos, y Guno-
pulos, 2008). Otro problema consiste en me-
dir la inﬂuencia de los blogs (Gill, 2004; Na-
llapati y Cohen, 2008; Java et al., 2006; Ka-
le, 2007; Marlow, 2004). Adema´s, se estudia
la bu´squeda y el ﬁltrado de blogs (Mishne y
de Rijke, 2006; Mishne, Carmel, y Lempel,
2005).
Por otra parte, Hu y Liu (2004) proponen
la tarea de agregar las opiniones de productos
que se encuentran en sitios de valoraciones
a nivel de atributos e introducen un corpus
compuesto por valoraciones de cinco produc-
tos electro´nicos descargados desde Amazon
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y Cnet. Por ejemplo, en el caso de ca´ma-
ras digitales el sistema debe detectar valo-
raciones positivas o negativas para cada uno
de sus atributos principales: resolucio´n, cali-
dad de la o´ptica, duracio´n de la bater´ıa, etc.
Usan informacio´n morfo-sinta´ctica (POS) pa-
ra extraer los nombres y los sintagmas no-
minales ma´s frecuentes como caracter´ısticas
del producto. Este tipo de extraccio´n puede
ser suﬁciente para una amplia gama de pro-
ductos; sin embargo, cuando trabajamos con
otros tipos de entidades, como organizacio-
nes y personas, las opiniones de los usuarios
no son fa´cilmente reducibles a su polaridad
en te´rminos de atributos. En el caso de la
UNED, por ejemplo, “estudiar a tu ritmo” o
“es ma´s dif´ıcil que una universidad presen-
cial” son opiniones que nos interesa conocer
expl´ıcitamente: es decir, en un informe so-
bre la UNED queremos saber que una de las
opiniones es que es ma´s dif´ıcil que las univer-
sidades convencionales, y cuan generalizada
esta´ esa opinio´n.
Liu, Hu, y Cheng (2005) describen un pro-
totipo que compara valoraciones de diferentes
productos. E´ste trata de detectar automa´ti-
camente los atributos relevantes para los pro-
ductos que se valoran, usando te´cnicas de re-
glas de asociacio´n y WordNet para extraer
sino´nimos de las caracter´ısticas. Aunque se
obtienen buenos resultados para valoraciones
de productos, no es aplicable a las relaciones
sema´nticas ma´s complejas que se establecen
al comentar aspectos de organizaciones o per-
sonas (p.e. “No presencial”, “Es a distancia”
al valorar un programa de estudios).
Gamon et al. (2005) aplican algoritmos
de clustering para agrupar opiniones, obte-
niendo resultados muy prometedores desde
un punto de vista cualitativo. E´ste es el tipo
de trabajos ma´s cercanos a nuestro intere´s,
aunque en el art´ıculo no se hace una evalua-
cio´n sistema´tica del enfoque propuesto.
Otros trabajos (Ding, Liu, y Yu, 2008; Po-
pescu y Etzioni, 2005; Carenini, Ng, y Zwart,
2005) y herramientas como Swotti1 clasiﬁcan
las opiniones de productos segu´n una taxo-
nomı´a predeﬁnida de caracter´ısticas.
El problema que tratamos de deﬁnir
aqu´ı esta´ relacionado sobre todo con la ex-
traccio´n de caracter´ısticas y la generacio´n de
resu´menes de opiniones. La experimentacio´n
descrita en este art´ıculo aprovecha la infor-
1http://www.swotti.com
macio´n estructurada (comentarios separados
en ventajas y desventajas) que ofrecen los si-
tios de valoraciones. Esto permite obviar la
deteccio´n de subjetividad y el ana´lisis de la
polaridad de las opiniones. Sin embargo, esta
tarea se puede llevar a cabo tratando las opi-
niones que aparecen en foros, blogs y medios
online, teniendo en cuenta que en este caso
es necesario llevar a cabo un ana´lisis previo
para extraer las opiniones y la polaridad de
las mismas.
3. Estudio de caso
Con el ﬁn de analizar de forma cualitati-
va la tarea de caracterizacio´n de una entidad
basada en opiniones, hemos abordado un es-
tudio de caso sobre la Universidad Nacional
de Educacio´n a Distancia (UNED).
En este art´ıculo nos centramos en las opi-
niones recuperadas del sitio de valoraciones
Ciao! 2, por dos motivos: (i) ma´s del 50% de
las opiniones recolectadas en el estudio perte-
necen a sitios de valoraciones (256 frente a un
total de 384); y (ii) los comentarios separados
en ventajas y desventajas, permiten obviar la
deteccio´n de subjetividad en la informacio´n y
el ana´lisis de la polaridad de las opiniones.
Figura 2: Una opinio´n sobre la UNED en
Ciao!
Cada opinio´n tiene un t´ıtulo, un autor, un
conjunto de caracter´ısticas predeﬁnidas de la
categor´ıa de la entidad (modelo educativo,
calidad del profesorado, sistema propio de be-
cas, programas de intercambio con univ. ex-
tranjeras. . . ), un texto libre y valoraciones se-
paradas en ventajas y desventajas. Agrupar
manualmente las ventajas y desventajas de
las 206 opiniones ha costado 8 personas-hora.
Podr´ıamos concluir que una persona tardar´ıa
unos cinco d´ıas en realizar esta tarea sobre
1000 opiniones.
Las ﬁguras 3 y 4 muestran, respectivamen-
te, las ventajas y desventajas ma´s frecuentes.
En 227 ventajas se han identiﬁcado un
total de 31 grupos distintos, de los cuales
17 esta´n compuestos por menos de tres va-
loraciones. Entre las valoraciones menos fre-
2http://www.ciao.es
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Figura 3: Ventajas ma´s comentadas sobre la
UNED en ciao.es
Figura 4: Desventajas ma´s comentadas sobre
la UNED en ciao.es
cuentes (no recogidas individualmente en la
gra´ﬁca), se encuentran “biblioteca”, “aumen-
to de curriculum”, “todo esta´ en los libros no
hay profesores inu´tiles que aguantar”, “pa´gi-
na web”, “exa´menes normales”, “sobre todo
el sistema en s´ı”,“foros”,“la posibilidad de es-
tudiar a cualquier edad”... El 26% de los gru-
pos identiﬁcados recogen el 80% de las valo-
raciones. Finalmente, el 13% de las valoracio-
nes esta´n compuestas so´lo por palabras vac´ıas
(“todas”,“muchas”,“no hay”. . . ).
En un total de 213 desventajas se han
identiﬁcado 39 grupos, de los cuales 19 tienen
menos de 3 valoraciones. Algunas de las va-
loraciones menos comentadas son: “plazos”,
“material”, “pocas ayudas”, “biblioteca pe-
nosa”, “tardan mucho en darte las caliﬁcacio-
nes”. El 36% de los grupos recogen el 80% de
las valoraciones. Las valoraciones compuestas
u´nicamente por palabras vac´ıas representan
el 9% de las desventajas.




libertad de horarios, estu-
dias a tu ritmo, adaptabili-
dad a tiempos, gestionas tu
propio tiempo, tu marcas el
ritmo, vas a tu aire
no tener que
asistir a clase
estudias en casa, no hay que




jar a la vez
poder estudiar si trabajas,
compatibilizar los estudios
con un trabajo,compatible
con otras ocupaciones, u´ni-
ca opcio´n para aquellos que
tienen que currar, la posibi-
lidad de compaginar trabajo
y estudio, puedes trabajar y
estudiar a la vez
Cuadro 1: Ejemplos de expresiones que com-
ponen las ventajas ma´s comentadas por los
usuarios
expresiones ma´s frecuentes en las valoracio-
nes. Estas expresiones ilustran la diﬁcultad
del problema: se trata de expresiones cortas
en las que se puede estar comentando un mis-
mo aspecto incluso sin usar el mismo vocabu-
lario y con una relacio´n sema´ntica compleja
entre opiniones equivalentes (p.e. “ma´s dif´ıcil





has de ser muy constante, al-
gunas veces te sientes solo,
necesidad de mucha volun-
tad, soledad, saber organi-
zarse, tienes que echarle mu-
chas ganas, te puedes des-
animar estudiando solo, sen-
timiento de dejadez, debe de
gustarte hablarte a ti mismo
ma´s dif´ıcil que
la presencial
es mucho ma´s dif´ıcil, las diﬁ-
cultades para el alumno son
altas, nivel ma´s alto que
la presencial, muy dura, re-
quiere ma´s esfuerzo, el sacri-
ﬁcio que supone
precio gasto econo´mico, pod´ıan ba-
jar los precios, que´ cara, de-
masiado cara
Cuadro 2: Ejemplos de expresiones equivalen-
tes entre las desventajas ma´s comentadas por
los usuarios
Las valoraciones ma´s comentadas por los
usuarios reﬂejan la imagen que los usuarios
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tienen de una entidad, por lo tanto son esen-
ciales para gestionar la reputacio´n de la mis-
ma.
4. Automatizacio´n de la
caracterizacio´n de una entidad
basada en opiniones
Con el ﬁn de estimar la complejidad de
automatizar la tarea de proﬁling de una en-
tidad basada en opiniones, hemos adaptado
al castellano un algoritmo de clustering de
uso extendido que adema´s esta´ especialmen-
te disen˜ado para documentos muy cortos. El
algoritmo de clustering Lingo (Osinski, Ste-
fanowski, y Weiss, 2004), implementado en
el proyecto Carrot3, esta´ pensado para agru-
par resultados de un motor de bu´squeda (a
trave´s de los snippets correspondientes a ca-
da URL), pero tambie´n se puede aplicar para
automatizar el proﬁling de una entidad basa-
da en opiniones.
Una vez realizado el preprocesamiento
(identiﬁcacio´n de idioma, ﬁltro de palabras
vac´ıas y stemming), Lingo induce los descrip-
tores de los clusters usando Singular Value
Decomposition y Latent Semantic Indexing
(Deerwester et al., 1990) para luego asignar
los documentos a los clusters usando Vector
Space Model.
La adaptacio´n al castellano ha consistido
en extender la lista de palabras vac´ıas, que
por defecto es de 146 palabras, a 446 pala-
bras, y en incluir una fase de eliminacio´n de
tildes en el preprocesamiento. Adema´s, se ha
an˜adido una penalizacio´n para los descripto-
res compuestos por un so´lo te´rmino.
4.1. Conﬁguracio´n del
experimento
Las ventajas y desventajas de las 206 opi-
niones se han considerado de forma indepen-
diente. Los umbrales del algoritmo se han en-
trenado usando los dos conjuntos de forma
cruzada (entrenando ventajas para evaluar
desventajas y viceversa). Los valores de los
umbrales obtenidos por los dos entrenamien-
tos son los mismos, excepto para el umbral
que controla el nu´mero de clusters creados
por el algoritmo, que var´ıa en dos cente´simas.
La evaluacio´n de los dos clustering se ha
realizado usando dos pares de me´tricas: pu-
reza y pureza inversa (por ser las ma´s uti-
lizadas) y precisio´n, cobertura BCubed por
3http://project.carrot2.org/
ser formalmente las ma´s adecuadas (Amigo´ et
al., 2009). Se ha calculando la medida F so-
bre ambos pares con α = 0,5 (es decir, ha-
ciendo la media armo´nica de las dos medidas
individuales). Se han optimizado los umbra-
les del algoritmo para maximizar los valores
de medida F sobre las me´tricas BCubed.
4.2. Resultados globales
El cuadro 3 muestra los resultados para el
clustering de ventajas y el clustering de des-
ventajas realizado por Lingo comparado con
los baseline “uno en uno” (cada documento
forma un cluster) y “todos en uno”(todos los
documentos se agrupan en un u´nico cluster).
Los resultados del baseline “uno en uno” indi-
can que las ventajas esta´n ma´s agrupadas que
las desventajas. Los resultados de Lingo me-
joran la calidad de los clusters con respecto a
ambos baseline. Sin embargo, sigue habiendo
un gran margen de mejora.
La evaluacio´n de agrupaciones es de por
s´ı una tarea compleja (Rosenberg y Hirsch-
berg, 2007), y sugiere un estudio en ma´s de-
talle de los resultados.
4.3. Ana´lisis detallado de
resultados
Para obtener conclusiones ma´s concretas,
se han analizado los clusters asociados a las
valoraciones ma´s comentadas (aquellas con
frecuencia mayor que 6).
La mayor´ıa de los errores de precisio´n son
debidos a palabras que no se ﬁltran en el
preprocesamiento como “permite” y “pue-
des” o por palabras compartidas por va-
loraciones distintas como “estudiar a dis-
tancia” y “hay que estudiar ma´s”. Curio-
samente, an˜adir estos te´rminos a las stop-
words empeora los resultados; entre otras co-
sas, porque resulta en muchas expresiones
que se componen so´lo por palabras vac´ıas
(“no hay”,“muchas”,“ninguna”. . . ) y que,
por tanto, el algoritmo no consigue agrupar
correctamente.
Con respecto a la cobertura, el resultado
global tiene un sesgo positivo debido a los
clusters que asocian aspectos menos comen-
tados, la mayor´ıa de e´stos compuestos por un
solo comentario). As´ı, el 83% de los clusters
ma´s signiﬁcativos, es decir, los asociados a los
aspectos ma´s comentados), tienen cobertura
menor que 0.3, mientras que la cobertura me-
dia es del 0.5. Esto signiﬁca que los aspectos
ma´s comentados tienden a dispersarse en va-
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Pureza Pureza F(P,PI) Precisio´n Cobertura F BCubed
Inversa BCubed BCubed
Uno en uno 1.00 0.14 0.25 1.00 0.14 0.25
Ventajas Todos en uno 0.25 1.00 0.40 0.12 1.00 0.22
Lingo 0.59 0.59 0.59 0.46 0.50 0.48
Uno en uno 1.00 0.18 0.31 1.00 0.18 0.31
Desventajas Todos en uno 0.16 1.00 0.27 0.07 1.00 0.13
Lingo 0.48 0.61 0.54 0.34 0.50 0.40
Cuadro 3: Calidad de los clustering de ventajas y de desventajas
rios clusters. Por ejemplo, la ventaja “No te-
ner que asistir a clase”, que se repite en 42
valoraciones, se agrupa en 5 clusters distintos
caracterizados por las expresiones: “No hay
que ir a clase”, “No tienes que desplazarte”,
“No requiere presencia”, “Comodidad” y “No
acudir a clases”.
5. ¿Puede Wordnet contribuir a
solucionar el problema?
Queremos evaluar si el uso de recursos co-
mo WordNet Castellano (Atserias, Villare-
jo, y Rigau, 2004) pueden mejorar la calidad
del clustering, al menos de manera inmedia-
ta con la informacio´n expl´ıcita que propor-
cionan. Por ello, se han elegido 10 ejemplos
representativos del problema de dispersio´n y
se han buscado manualmente posibles nexos
entre te´rminos en la ontolog´ıa por medio de
la interfaz web del Repositorio Central Mul-
tilingu¨e (MCR, Multilingual Central Reposi-
tory)4.
El cuadro 4 recoge los ejemplos de disper-
sio´n que se podr´ıan resolver con el uso de
WordNet Castellano 1.6.
El synset {ir2,desplazarse1} permitir´ıa
asociar las dos expresiones del ejemplo 1. Las
expresiones del ejemplo 2 se podr´ıan agru-
par en un mismo cluster teniendo en cuen-
ta el siguiente camino: el synset {presencia4}
tiene como hipero´nimo {proximidad3}. El
synset {pro´ximo6, cercano1} es sino´nimo cer-
cano (near synonim) de {cercano2}, que
es un estado (relacio´n be in state) de
{distancia1}. Las expresiones que aparecen
en el ejemplo 3 se podr´ıan asociar median-
te el synset {ocupacio´n5, empleo2, trabajo11}.
Las palabras “dif´ıcil” y “esfuerzo” del ejem-
plo 4 tambie´n esta´n relacionadas: el synset
{esfuerzo1, afa´n1,dedicacio´n1,desvelo1} tiene
11 hipo´nimos entre los cuales se encuentra el
4http://garraf.epsevg.upc.es/cgi-bin/wei4/
public/wei.consult.perl
synset {diﬁcultad2}. El synset {diﬁcultad6}
tiene como estado {dif´ıcil1,duro3}. El syn-
set {caro1, costoso2} esta´ relacionado con
el synset {coste1, costo1}, que tiene como
hipo´nimo al synset {importe1,precio1}. El
camino mı´nimo entre las palabras “pre-
cio” y “gasto” podr´ıa ser el siguiente: el
synset {importe1,precio1} es hipo´nimo de
{coste1, costo1} que a su vez es hipo´nimo de
{gastos1, gasto1,desembolso2}.
Existen herramientas computacionales
que calculan la similitud y la relacio´n en-
tre dos conceptos en WordNet(Pedersen, Pat-
wardhan, y Michelizzi, 2004; Agirre y Ri-
gau, 1996). Por otro lado, Hotho, Staab, y
Stumme (2003) han demostrado que el uso
de WordNet puede mejorar los resultados de
clustering de documentos. La idea consiste en
extender los vectores de te´rminos de la matriz
te´rmino-documento con conceptos de Word-
Net que aparecen en el documento. Para ello
proponen dos estrategias de desambiguacio´n:
La primera consiste en considerar el sentido
de WordNet ma´s comu´n, y la segunda con-
siste en desambiguar el sentido del te´rmino
considerando el documento como contexto.
Adema´s, usan las relaciones de hiperonimia
de los conceptos que aparecen en el docu-
mento para modiﬁcar la frecuencia en la que
aparecen te´rminos de ma´s alto nivel.
No´tese que hay casos en los que es muy
dif´ıcil encontrar un camino entre dos te´rmi-
nos. El cuadro 5 muestra algunos ejemplos en
los que no se han encontrado caminos cortos
de forma manual.
6. Discusio´n y trabajo futuro
La caracterizacio´n (proﬁling) de una en-
tidad basada en las opiniones online que se
vierten sobre ella es una tarea relevante desde
un punto de vista pra´ctico y costosa de rea-
lizar manualmente. Las aspectos ma´s comen-
tados en las ventajas y desventajas de valo-
raciones sobre la entidad son aquellos que un
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Ejemplo Expresio´n 1 Expresio´n 2
1 No hay que ir a clase No requiere desplazarse
2 No es presencial Es a distancia
3 Compatible con otras ocupaciones La posibilidad de compaginar trabajo y estudio
4 Muy dif´ıcil Requiere mucho esfuerzo
5 Precio Es cara
6 Precio Gasto econo´mico
Cuadro 4: Problemas de dispersio´n (joining gaps) que se podr´ıan resolver con WordNet Caste-
llano
Ejemplo Expresio´n 1 Expresio´n 2
7 Estudiar a tu ritmo Gestionas tu propio tiempo
8 Gestionas tu propio tiempo Libertad de horarios
9 Adquisicio´n efectiva de conocimientos Se aprende de verdad
10 Soledad Debe de gustarte hablarte a ti mismo
Cuadro 5: Ejemplos de joining gaps que no pueden conectarse mediante EuroWordNet
gestor de reputacio´n de la entidad deber´ıa de
tener en cuenta de forma prioritaria, ya que
reﬂejan la imagen que los usuarios tienen de
la misma. En este art´ıculo hemos comproba-
do que la resolucio´n automa´tica de este pro-
blema no es trivial, puesto que las valoracio-
nes suelen ser expresiones cortas dif´ıciles de
relacionar sema´nticamente mediante te´cnicas
convencionales de indexacio´n.
Hasta ahora so´lo hemos abordado un es-
tudio de caso sobre el que no se pueden ex-
traer conclusiones cuantitativas generaliza-
bles. Nuestro trabajo a corto plazo incluye la
creacio´n de un corpus de opiniones sobre enti-
dades de distintos dominios, incluyendo otras
fuentes de informacio´n como foros, blogs y
redes sociales. Este tipo de corpus nos per-
mitira´ realizar una evaluacio´n comparativa
de distintos algoritmos de clustering. Tam-
bie´n queremos estudiar el uso de otras bases
de conocimiento como eXtended WordNet5,
WordNet Domains (Bentivogli et al., 2004) o
SUMO (Pease, Niles, y Li, 2002) y el uso de
algoritmos de desambiguacio´n como el pre-
sentado en Agirre y Soroa (2009). Por u´ltimo,
otra l´ınea que pretendemos abordar consiste
en estudiar la agrupacio´n de opiniones con-
siderando la variable temporal, para analizar
co´mo var´ıa lo que se dice de una entidad en
funcio´n del tiempo.
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