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Abstract
By the critical point theory, we study the existence and multiplicity of periodic solutions to
the following system of delay differential equations:
x′(t)=−f (x(t − r)), (∗)
where x ∈ Rn, f ∈ C(Rn,Rn), and r > 0 is a given constant. A sufﬁcient condition on
the existence and multiplicity of periodic solutions for Eq. (∗) is obtained. To the authors’
knowledge, this is the ﬁrst time, the existence of periodic solutions to systems of delay
differential equations is dealt with by using variational approaches directly.
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1. Introduction
In this paper, we are concerned with the existence of periodic solutions to the system
of delay differential equations
x′(t) = −f (x(t − r)), (1.1)
where x ∈ Rn, f ∈ C(Rn,Rn), and r > 0 is a given constant.
For the case n = 1, there has been a long history in the study of the existence of
periodic solutions to (1.1). To the authors’ knowledge, the earliest result was obtained
by G.S. Jones in 1962. In his paper [14], Jones gave an existence result on the periodic
solutions to the following equation:
u′(t) = −au(t − 1)[1+ u(t)]. (1.2)
One can easily ﬁnd that (1.2) can be changed to (1.1) by letting 1 + u = ex . Jones’s
idea was to ﬁnd a cone that maps into itself under the ﬂow deﬁned by (1.2), and then
to use some ﬁxed point theorems to determine the periodic solutions. However, in most
cases, zero is an equilibrium point. Therefore one is interested in ﬁnding nonzero ﬁxed
points of a mapping of a cone. To this end, a number of ﬁxed point theorems for
cone mappings (see for example [9]) as well as mappings of a convex set into itself
with an ejective ﬁxed point as an extreme point of the convex set (see [3]) have been
established. By using the idea of Browder [3], Nussbaum obtained a series of existence
theorems (see [27,28]).
In 1970s of the last century, there were still many other effective methods developed
to investigate the existence of periodic solutions to (1.1) and to even more general
delay differential equations of the form
x′(t) = f (xt ). (1.3)
For example, the Hopf bifurcation theorem for delay differential equations ﬁrst intro-
duced by Chow and Mallet-Paret can be effectively used to study the periodic solutions
near an equilibrium point. The global Hopf bifurcation theorem was obtained by Chow
and Mallet-Paret [5] and Nussbaum [29]. Coincidence degree theory introduced by
Mawhin [24,25] also proved to be a powerful tool in studying the existence problem
for delay differential equations.
In 1974, Kaplan and Yorke [15] introduced another technique studying the existence
of periodic solutions of (1.1) when n = 1 that may reduce the existence problem of
periodic solutions of (1.1) to a problem ﬁnding periodic solutions of an associated
plane ordinary differential system.
The Poincaré–Bendixson theorem can also be applied to ﬁnd the periodic solutions
for (1.1). Results in this direction began with early work of Kaplan and Yorke [16,17]
and were given by several authors. But most of these results concern scalar equations,
and generally slowly oscillating solutions. In 1996, by using a discrete (integer-valued)
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Lyapunov function developed in [22], Mallet-Paret and Sell [23] proved the Paincaré–
Bendixson theorem for systems of cyclically (nearest neighbor) coupled differential
delay equations, in which the coupling satisﬁes a monotonicity condition. One can
refer to [23] for detailed discussion on the results and progress in the direction of
Poincaré–Bendixson theorem for delay differential equations.
It should be mentioned here that there are still other approaches developed which
have been successfully used to establish the existence and multiplicity of periodic orbits
for delay differential equations. For the most general result on the existence, we may
refer to [21]. One can also ﬁnd more results on the existence and bifurcation of periodic
solutions to delay differential equations in [6,7,10–13].
In contrast with the scalar case, the results on the existence of periodic solutions
for systems of delay differential equations in the literature are relatively rare (see e.g.
[8,23,30]).
We note that for nonlinear ordinary differential systems, those methods mentioned
above were already applied successfully to investigate the existence of periodic solu-
tions. However, there is another effective approach, calculus of variation, which proved
to be very useful in determining the existence and multiplicity of periodic solutions,
subharmonic solutions, homoclinic orbits and heteroclinic orbits for ordinary differential
equation provided that the equation with certain boundary value conditions possesses a
variational structure, for example, one can refer to [1,2,4,26,31,32] for detailed discus-
sions. But to the authors’ knowledge, there are a few results on the periodic solutions
to scalar delay differential equations which were established by the critical point theory
(see e.g. [18,20,35]), since it is often very difﬁcult to establish a suitable variational
functional for delay differential equations with some boundary-value conditions.
In [19], Li and He proved the correctness of the Kaplan–Yorke conjecture, that is,
under suitable conditions, one can ﬁnd the 2n-periodic solution of the following scalar
equation:
dx
dt
= −f (x(t − 1))− f (x(t − 2))− · · · − f (x(t − n+ 1))
by studying a coupled Hamiltonian system. In view of this result, Li and He [18,20]
further obtained several new existence results for delay differential equations.
In this paper, our main purpose is to apply the critical point theory directly to study
the periodic orbits of system (1.1) in the sense that we do not need to change the
original existence problem of (1.1) into an existence problem for an associated Hamil-
tonian system and allow that there exists a delay variable in the variational functional.
Our main approach is the pseudo-index theory introduced by Benci (see [1]).
Throughout this paper, we always assume that
(f1) f is odd, i.e. for any x ∈ Rn, f (−x) = −f (x).
(f2) There exists a continuously differentiable function F, such that the gradient of F
is f, i.e. for any x ∈ Rn, %xF (x) = f (x) and F(0) = 0.
(f3) f (x) = Ax + o(|x|) as |x| → +∞ (1.4)
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and
f (x) = Bx + o(|x|) as |x| → 0, (1.5)
where A and B are symmetric n× n matrices.
Our aim is to give a lower bound for the number of nontrivial periodic solutions
with period 4r by appropriately comparing the matrices A and B and the period 4r .
More precisely, similar to the argument in [1], for given two n× n real symmetric
matrices A and B, we set
N(A) = {numbers of negative eigenvalues of A},
N¯(A) = {numbers of nonpositive eigenvalues of A}.
For any positive integer j, deﬁne
j (A,B) = N((−1)j (2j − 1)I + A)− N¯((−1)j (2j − 1)I + B)
and
(A,B) =
+∞∑
j=1
j (A,B).
where I is the n× n identity matrix.
Now let us state our main result.
Theorem 1.1. Suppose that f satisﬁes (f1)–(f3) and
(f4) For any k ∈ N, (−1)k−1 (2k−1)2r /∈ (A),
where (A) denotes the spectrum of matrix A.
Then (1.1) possesses at least max{( 2r A, 2r B), ( 2r B, 2r A)} nonconstant 4r-periodic
solutions.
Remark 1.1. We can give a simple explanation of our result in the case that x is
scalar. For this case, the result about existence of periodic solutions was ﬁrst obtained
by Kaplan and Yorke in [15].
We suppose that f satisﬁes all the assumptions of Theorem 1.1. More speciﬁcally,
suppose that f ∈ C(R,R) and for any x ∈ R, f (−x) = −f (x). Also lim
x→∞
f (x)
x
and lim
x→0
f (x)
x
exist. Let lim
x→∞
f (x)
x
= A, lim
x→0
f (x)
x
= B and for any k ∈ N, A =
(−1)k−1 (2k−1)2r .
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We set A > B0. By a simple computation, we ﬁnd that for any even j, j ( 2r B, 2r A)
= 0, and for odd j, N¯(−(2j − 1)+ 2r A) = N(−(2j − 1)+ 2r A) since by assumption
(f4), −(2j − 1)+ 2r A = 0. So
j
(
2r

B,
2r

A
)
= N
(
−(2j − 1)+ 2r

B
)
−N
(
−(2j − 1)+ 2r

A
)
.
Note that N
(−(2j − 1)+ 2r A) equals to 1 when −(2j − 1) + 2r A < 0, and equals
to 0 when −(2j − 1)+ 2r A > 0. Then

(
2r

B,
2r

A
)
= #
{
j ∈ N|2r

B < 4j − 3 < 2r

A
}
.
For the case r = 1, by Theorem 1.1 we know that there exists a nonconstant periodic
solution with period 4 of (1.1) corresponding to each j ∈ N whenever B< 2 (4j−3)<A.
The rest of this paper is organized as follows: in Section 2, we will establish a vari-
ational structure for (1.1) with periodic boundary-value condition. We show that under
the assumptions of Theorem 1.1, the existence of 4r-periodic solutions x(t) satisfying
x(t+2r) = −x(t) to (1.1) is equivalent to the existence of critical points of some vari-
ational functional deﬁned on a suitable Hilbert space. In Section 3, we will summarize
some basic knowledge on the Z2 geometrical index theory and related pseudo-index
theory which will be used to prove our main result. Also some preliminary results will
be obtained in this section. Finally, our main result will be proved in Section 4.
2. Variational structure
In this section, we will establish a variational structure which enables us to reduce
the existence of 4r periodic solutions of (1.1) to the one of ﬁnding critical points of
corresponding functional deﬁned on some appropriate function space.
First of all, making the change of variable
t → 
2r
t = −1t, (2.1)
(1.1) transforms to
x′(t) = −f
(
x
(
t − 
2
))
(2.2)
and we seek a 2-periodic solution of (2.2) which, of course, corresponds to the 4r-
periodic solution of (1.1).
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We will treat (2.2) in the Hilbert space H = H 12 (S1,Rn), i.e. the space of 2-periodic
vector-valued functions with dimension n, which possess square integrable derivative of
order 12 . Similar to the treatment in [1,2], we can introduce this space as follows. Let
C∞(S1,Rn) be the space of 2-periodic C∞ vector-valued functions with dimension
n. For any x ∈ C∞(S1,Rn), it has the following Fourier expansion in the sense that it
is convergent in the space L2(S1,Rn)
x(t) = a0√
2
+ 1√

+∞∑
j=1
(aj cos j t + bj sin j t). (2.3)
H
1
2 (S1,Rn) is the closure of C∞(S1,Rn) with respect to the Hilbert norm
‖x‖ =

|a0|2 + +∞∑
j=1
(1+ j)(|aj |2 + |bj |2)


1
2
. (2.4)
H
1
2 (S1,Rn) can also be obtained by interpolation from the Sobolev space H 1(S1,Rn)
and L2(S1,Rn). More speciﬁcally, for any x ∈ L2(S1,Rn), if x has a Fourier expansion
with the convergence in the space L2(S1,Rn), then x has a representation as in (2.3).
Thus, x ∈ H 12 (S1,Rn) if and only if x ∈ L2(S1,Rn), and
|a0|2 +
+∞∑
j=1
(1+ j)(|aj |2 + |bj |2) < +∞.
For any x, y ∈ H 12 (S1,Rn), they have Fourier expansions as follows:
x(t) = a
(1)
0√
2
+ 1√

+∞∑
j=1
(
a
(1)
j cos j t + b(1)j sin j t
)
, (2.5)
y(t) = a
(2)
0√
2
+ 1√

+∞∑
j=1
(
a
(2)
j cos j t + b(2)j sin j t
)
, (2.6)
where a(1)0 , a
(2)
0 ∈ Rn, a(1)j , a(2)j , b(1)j , b(2)j ∈ Rn, j = 1, 2, . . . .
Then ‖x‖ and 〈x, y〉 can be explicitly expressed by
‖x‖ =

|a(1)0 |2 +
+∞∑
j=1
(1+ j)
(
|a(1)j |2 + |b(1)j |2
)
1
2
, (2.7)
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〈x, y〉 =
(
a
(1)
0 , a
(2)
0
)
+
+∞∑
j=1
(1+ j)
[(
a
(1)
j , a
(2)
j
)
+
(
b
(1)
j , b
(2)
j
)]
, (2.8)
where 〈·, ·〉 and (·, ·) denote the inner product in the Hilbert space H 12 (S1,Rn) and
Rn, respectively.
For any x, y ∈ H 12 (S1,Rn), we denote z(t) = x(t + ), w(t) = y(t + ). Clearly,
z,w ∈ H 12 (S1,Rn) and ‖z‖ = ‖x‖, 〈z,w〉 = 〈x, y〉.
In the sequel, we denote by H the space H 12 (S1,Rn).
Deﬁne the shift operator K : H → H as follows: for any x ∈ H , Kx(·) = x(· + 2 ).
Clearly, K is a bounded linear operator from H to H, for any x ∈ H , ‖K(x)‖ = ‖x‖,
and K4 = Id, where Id is the identity operator of H.
Let x, y ∈ L2(S1,Rn). If for every z ∈ C∞(S1,Rn),
∫ 2
0
(x(t), z′(t)) dt = −
∫ 2
0
(y(t), z(t)) dt,
then y is called a weak derivative of x.
Now consider a functional J deﬁned on H
J (x) =
∫ 2
0
[
1
2
(
x˙
(
t + 
2
)
, x(t)
)
+ F(x(t))
]
dt, ∀x ∈ H. (2.9)
where x˙ denotes the weak derivative of x.
We deﬁne an operator L0 : H → H ∗ as follows: for any x ∈ H , L0x is deﬁned by
L0x(h) =
∫ 2
0
(
x˙
(
t + 
2
)
, h(t)
)
dt, ∀h ∈ H, (2.10)
where H ∗ denotes the dual space of H. By the Riesz representation theorem, we can
identify H with H ∗. Then L0x can also be viewed as a function belonging to H such
that 〈L0x, h〉 = L0x(h) for any x, h ∈ H .
It is easy to check that L0 is a bounded linear operator on H.
Deﬁne
0(x) = 
∫ 2
0
F(x(t)) dt, ∀x ∈ H. (2.11)
Then J can be rewritten as
J (x) = 12 〈L0x, x〉 + 0(x), ∀x ∈ H. (2.12)
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By a standard argument as in [1,2], we have
Lemma 2.1. Assume that F ∈ C1(Rn,R), %xF (x) = f (x) and f satisﬁes (f3). Then,
functional J is continuously differentiable on H and J ′(x) is deﬁned by
〈J ′(x), h〉 =
∫ 2
0
[
1
2
(
x˙
(
t + 
2
)
− x˙
(
t − 
2
)
, h(t)
)
+ (f (x(t)), h(t))
]
dt,
∀h ∈ H. (2.13)
Moreover, ′0 : H → H ∗ is a compact mapping deﬁned as follows:
〈′0(x), h〉 =
∫ 2
0
(f (x(t)), h(t))] dt, ∀h ∈ H.
Here we still view ′0(x) as an element of H for any x ∈ H .
As usual, we shall identify the equivalence class x ∈ H and its continuous represen-
tative (see [26]).
Next, we set
E = {x ∈ H |K2x = −x}. (2.14)
Then E is a closed subspace of H.
For any x ∈ E, y ∈ H , if we set z(t) = y(t − ), then z ∈ H and
〈K2L0x, y〉 = 〈K2L0x,K2z〉 = 〈L0x, z〉
=
∫ 2
0
(
x˙
(
s + 
2
)
, z(s)
)
ds =
∫ 2
0
(
x˙
(
s + + 
2
)
, y(s)
)
ds
= −
∫ 2
0
(
x˙
(
s + 
2
)
, y(s)
)
ds = −〈L0x, y〉,
where K is the shift operator deﬁned as above. This implies that E is an invariant
subspace of H with respect to L0.
For any x, y ∈ E, by the periodicity of x, y and integrating by part, we have
〈L0x, y〉 =
∫ 2
0
(
x˙
(
t + 
2
)
, y(t)
)
dt = −
∫ 2
0
(
x
(
t + 
2
)
, y˙(t)
)
dt
= −
∫ 2
0
(
x(t), y˙
(
t − 
2
))
dt =
∫ 2
0
(
x(t), y˙
(
t + 
2
))
dt = 〈x, L0y〉.
Thus L0 is self-adjoint if it is restricted to E.
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Lemma 2.2. The existence of 2-periodic solutions x(t) for (1.1) satisfying x ∈ E, is
equivalent to the existence of critical points of functional J restricted to E.
Proof. Recall that ′0(x) is deﬁned by the following form:
〈′0(x), y〉 = 
∫ 2
0
(f (x(t)), y(t)) dt, ∀x, y ∈ H. (2.15)
First we prove that for any x ∈ E, ′0(x) ∈ E.
Since f is odd, for any x ∈ E, we have
〈K2′0(x), y〉 = 〈′0(x),K−2y〉 = 
∫ 2
0
(f (x(t)), y(t − )) dt
= 
∫ 2
0
(f (x(t + )), y(t)) dt = −
∫ 2
0
(f (x(t)), y(t)) dt
= −〈′0(x), y〉, ∀y ∈ H.
This means that ′0(x) ∈ E.
Next, for any x ∈ E, x˙(t + 2 ) = −x˙(t − 2 ) a.e. for t ∈ [0, 2]. By Lemma 2.1,
〈J ′(x), h〉 = 〈L0x, h〉 + 〈′0(x), h〉, ∀x ∈ E, ∀h ∈ H. (2.16)
One can easily see that x is a critical point of J restricted to E if and only if for
any h ∈ E, 〈J ′(x), h〉 = 0. That is
〈L0x, h〉 + 〈′0(x), h〉 = 0, ∀h ∈ E. (2.17)
Since x ∈ E implies L0x + ′0(x) ∈ E, for any h ∈ E⊥, the orthogonal complement
of E in H, (2.17) still holds. Consequently, for any h ∈ H ,
∫ 2
0
(
x˙
(
t + 
2
)
+ f (x(t)), h(t)
)
dt = 0.
That is
x˙
(
t + 
2
)
+ f (x(t)) = 0, a.e. for t ∈ [0, 2].
Generally speaking, a critical point x of J in E will be a weak solution of (1.1).
However, a simple regularity argument then shows x ∈ C1(S1,Rn) (see for example
the proof of [33, Theorem 6.10]).
The proof of Lemma 2.2 is completed. 
From now on, J will be considered as a functional on E.
24 Zhiming Guo, Jianshe Yu / J. Differential Equations 218 (2005) 15–35
3. Some preparatory results
In order to obtain the critical points of functional J, we need to use the Z2 geometrical
index theory and related pseudo-index theory, which can be found in [1]. However, for
the reader’s convenience, we still give an outline of these theories and skip the proofs.
Let H be a Hilbert space,  is the family of closed subsets of H which are symmetric
with respect to 0, i.e.
 = {P ⊂ H | P is closed and x ∈ P if and only if − x ∈ P }
and  is the set of odd and continuous mapping from H to H. For any P ∈ , the Z2
geometrical index (P ) of P is deﬁned by
(P ) = min{k ∈ N| there is a odd map h ∈ C(P,Rk\{0}}. (3.1)
When there does not exist such a ﬁnite k, set (P ) = ∞. Finally set (∅) = 0.
The Z2 geometrical index  is also called the genus.
We call the triple I = (,, ) a Z2 index theory.
When we deal with indeﬁnite functionals (i.e. functionals unbounded from below)
the existence of an index theory may not be sufﬁcient to guarantee the existence of
critical point if we simply use Ljiusternik–Schniremann theory in a direct way (see [1]).
Therefore V. Benci introduced the concept of pseudo-index theory. Here we introduce
a special case of construction of a pseudo-index theory with respect to genus .
Consider a functional J deﬁned on a Hilbert space H,
J (x) = 12 〈Lx, x〉 + (x),
where L is a self-adjoint bounded linear operator from H to H,  ∈ C1(H,R) and ′
is compact. Deﬁne
 = {etL|t ∈ R}.
Let ∗ denote a set of mappings such that for any h ∈ ∗:
(a) h ∈ , i.e. h is continuous and odd,
(b) h is a homeomorphism of the form U +  where  is compact, and
(c) U ∈ .
If we suppose that V + ∈  is a L-invariant subspace of H, we set
I ∗ = {∗, ∗}, where ∗(P ) = min
h∈∗
(h(P ) ∩ V +). (3.2)
Then I ∗ is called a pseudo-index theory with respect to the Z2 geometrical index
theory I.
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If 0 /∈ ε(L) where ε(L) denotes the essential spectrum of L, namely 0 is either
an isolated eigenvalue of ﬁnite multiplicity or it belongs to the resolvent, then we can
decompose H in the following way:
H = V + ⊕ V 0 ⊕ V −, (3.3)
where
V 0 = kerL
and
〈Lx, x〉‖x‖2, ∀x ∈ V −, 〈Lx, x〉‖x‖2, ∀x ∈ V +
and  < 0 <  are suitable constants.
If Q is a compact operator, by a well-known theorem (see e.g. [34]), we have
ε(L) = ε(L+Q). Therefore H has another decomposition of direct sum
H = W− ⊕W 0 ⊕W+, (3.4)
where
W 0 = ker(L+Q)
and
〈(L+Q)x, x〉′‖x‖2, ∀x ∈ W−, 〈(L+Q)x, x〉′‖x‖2, ∀x ∈ W+,
and ′ < 0 < ′ are suitable constants.
In order to prove our main results, we need the following theorem which is taken
from [1].
Theorem A. Let H be a Hilbert space, and J ∈ C1(H,R) be a functional which
satisﬁes the following assumptions:
(J1) J (u) = 12 〈Lu, u〉+(u), where L is a bounded self-adjoint operator and 	
def= ′
is compact.
(J2) J is even in the sense J (−u) = J (u), for any u ∈ H .
(J3) 0 /∈ (L), where (L) is the spectrum of L.
26 Zhiming Guo, Jianshe Yu / J. Differential Equations 218 (2005) 15–35
Moreover suppose that


(a) (0) = 0;
(b) there exists a compact linear operator Q, such that 	(x)
= Qx + o(‖x‖) as ‖x‖ → 0;
(c) lim‖x‖→+∞
‖	(x)‖
‖x‖ = 0.
(3.5)
If the integer
k¯ = dim(V + ∩W−)− codim(V + +W−) (3.6)
is well deﬁned and positive, then the numbers
ck = inf
∗(P )k
sup
u∈P
J (u) for k = 1, 2, . . . , k¯
are critical values of J and −∞ < c1 · · · ck¯ < 0. Moreover, if c = ck = · · · = ck+l ,
then (Kc) l + 1, where Kc = {u ∈ H |J (u) = c, J ′(u) = 0}.
Recall that, in our setting,
J (x) = 12 〈L0x, x〉 + 0(x), ∀x ∈ E.
We denote
GA(x) = F(x)− 12 (Ax, x) and A(x) = 
∫ 2
0
GA(x(t)) dt,
GB(x) = F(x)− 12 (Bx, x) and B(x) = 
∫ 2
0
GB(x(t)) dt.
Let LA,LB be bounded linear operators from E to E deﬁned by the following forms
〈LAx, h〉 =
∫ 2
0
(
x˙
(
t + 
2
)
+ Ax(t), h(t)
)
dt, ∀x, h ∈ E, (3.7)
〈LBx, h〉 =
∫ 2
0
(
x˙
(
t + 
2
)
+ Bx(t), h(t)
)
dt, ∀x, h ∈ E. (3.8)
Then J can be reformulated by
J (x) = 12 〈LAx, x〉 + A(x) (3.9)
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or
J (x) = 12 〈LBx, x〉 + B(x). (3.10)
Lemma 3.1. Assume that f satisﬁes (f1)–(f3). Then the functional J satisﬁes the as-
sumptions (J1) and (J2) of Theorem A with L = LA, = A or L = LB, = B .
Proof. We only need to give its proof in the case L = LA, = A. By assumption
(f1), we have
F(−x) =
∫ 1
0
(f (−tx),−x) dt + F(0) =
∫ 1
0
(f (tx), x) dt + F(0) = F(x).
It follows that J satisﬁes (J2).
Deﬁne linear operator A : E → E as follows:
〈Ax, h〉 =
∫ 2
0
(Ax(t), h(t)) dt, ∀x, h ∈ E.
Clearly, A is a bounded linear self-adjoint operator since A is a symmetric matrix.
Moreover, by Sobolev inequalities, one can easily verify that A is compact on E (see
e.g. [2]).
Lemma 2.1 shows that LA = L0+A is bounded linear and self-adjoint. Furthermore,
	A = 	0 − A is compact, where 	A def= ′A. 
Lemma 3.2. Suppose that f satisﬁes the same assumptions as in Lemma 3.1. Then
A(0) = 0 and
lim‖x‖→+∞
‖	A(x)‖
‖x‖ = 0. (3.11)
Proof. A(0) = 0 follows by the deﬁnition of A and (f2). By (f3), for any ε > 0,
there exists a constant M > 0, such that
|f (x)− Ax| < ε|x| +M, ∀x ∈ Rn.
Note that
〈	A(x), h〉 = 〈(	0 − A)(x), h〉 = 
∫ 2
0
(f (x(t))− Ax(t), h(t)) dt, ∀x, h ∈ E.
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Then by the Hölder inequality, we get
|〈	A(x), h〉| 
∫ 2
0
|f (x(t))− Ax(t)| · |h(t)| dt

∫ 2
0
(ε|x(t)| · |h(t)| +M|h(t)|) dt
ε‖x‖ · ‖h‖ + M√2‖h‖, ∀x, h ∈ E.
This yields
‖	A(x)‖ε‖x‖ + M
√
2.
Thus
lim sup
‖x‖→+∞
‖	A(x)‖
‖x‖ ε.
By the arbitrariness of ε, we show that (3.11) is true. 
An argument as in [1] shows the following result.
Lemma 3.3. Suppose that f satisﬁes the same assumptions as in Lemma 3.1. Then
	B(x) = o(‖x‖) as ‖x‖ → 0, where 	B = ′B .
4. Main results and proofs
Firstly, by an argument as in [1], we have
Lemma 4.1. The essential spectrum of the operator L0(see (2.10)) restricted to E is
just {−2, 2}.
Since LA and LB are compact perturbations of L0 and 0 /∈ ε(L0), we ﬁnd 0 /∈
ε(LA) and 0 /∈ ε(LB).
We denote
L2odd(S
1,Rn) = {x ∈ L2(S1,Rn)|x(t + ) = −x(t) a.e. for t ∈ [0, 2]}
and
H 1odd(S
1,Rn) =
{
x ∈ L2odd(S1,Rn)|
∫ 
2
0
(x2(t)+ x˙2(t)) dt <∞
}
.
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Note that H 1odd(S1,Rn) can be viewed as a subspace of L2odd(S1,Rn) and
H 1odd(S
1,Rn) ⊂ E ⊂ L2odd(S1,Rn). Now, we consider two delay differential opera-
tors LA,LB : H 1odd(S1,Rn) ⊂ L2odd(S1,Rn)→ L2odd(S1,Rn), which are deﬁned by
LAx(t) = x˙
(
t + 
2
)
+ Ax(t) for any x ∈ H 1odd(S1,Rn)
and
LBx(t) = x˙
(
t + 
2
)
+ Bx(t) for any x ∈ H 1odd(S1,Rn)
where x˙ denotes the weak derivative of x.
Since each x ∈ H 1odd(S1,Rn) has a Fourier expansion
x(t) = 1√

+∞∑
j=1
[
2j−1 cos(2j − 1)t + 2j−1 sin(2j − 1)t
]
,
LAx(t) =
+∞∑
j=1
[(−1)j (2j − 1)I + A][2j−1 cos(2j − 1)t + 2j−1 sin(2j − 1)t].
Let
LAx(t) = 
x(t),
where 
 is a constant. Then for any j ∈ N we have,
[(−1)j (2j − 1)I + A]2j−1 = 
2j−1
and
[(−1)j (2j − 1)I + A]2j−1 = 
2j−1.
This implies that 
 is an eigenvalue of operator LA if and only if it is an eigenvalue
of (−1)j (2j − 1)I + A for some j ∈ N.
Suppose that there exists a function x = 0, x ∈ H 1odd(S1,Rn), such that LAx = x.
Then for any h ∈ E,
h(t) = 1√

+∞∑
j=1
[
(h)2j−1 cos(2j − 1)t + (h)2j−1 sin(2j − 1)t
]
,
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we have
〈LAx, h〉 = 〈x, h〉 = 
+∞∑
j=1
(1+ j)
[
(2j−1, (h)2j−1)+ (2j−1, (h)2j−1)
]
.
Also
〈LAx, h〉 =
∫ 2
0
(LAx, h) dt
=
+∞∑
j=1
[
(A+ (−1)j (2j − 1)I )
(
2j−1, (h)2j−1
)
+(A+ (−1)j (2j − 1)I )
(
2j−1, 
(h)
2j−1
)]
.
For any j, take h(t) = 1√

cos(2j − 1)t and h(t) = 1√

sin(2j − 1)t . Then we have
(A+ (−1)j (2j − 1)I )2j−1 = (j + 1)2j−1
and
(A+ (−1)j (2j − 1)I )2j−1 = (j + 1)2j−1.
Therefore, for some j, (j + 1) is an eigenvalue of A + (−1)j (2j − 1)I . By the
deﬁnition of the space H 12 (S1,Rn), one can check that  is an eigenvalue of LA if
and only if (j + 1) is an eigenvalue of A+ (−1)j (2j − 1)I for some j.
For the above reason, we need to consider for any j ∈ N the following eigenvalue
problem:
{
(A+ (−1)j (2j − 1)I )u = 
u,
u ∈ Rn. (4.1)
Let 
j1, 
j2, . . . , 
jn be eigenvalues of A+ (−1)j (2j − 1)I and uj1, uj2, . . . , ujn
be the corresponding eigenvectors, which form an orthogonal basis of Rn. Now we set
e
(c)
jk (t) = ujk cos(2j − 1)t, e(s)jk (t) = ujk sin(2j − 1)t, j ∈ N, k = 1, 2, . . . , n.
It is easy to prove that
{e(c)jk , e(s)jk |j ∈ N, k = 1, 2, . . . , n}
forms a complete orthogonal basis of E.
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Similarly, we can study the operator LB and the eigenvalue problem
{
(B + (−1)j (2j − 1)I )u = 
ˆu,
u ∈ Rn. (4.2)
In this case, we can ﬁnd another orthogonal basis of E of the form
eˆ
(c)
jk (t) = uˆjk cos(2j − 1)t, eˆ(s)jk (t) = uˆjk sin(2j − 1)t, j ∈ N, k = 1, 2, . . . , n,
where uˆj1, uˆj2, . . . , uˆjn form an orthogonal basis of Rn, which are corresponding to
the eigenvalues 
ˆj1, 
ˆj2, . . . , 
ˆjn, respectively.
Now we are in position to construct the subspaces of E described in (3.4) and (3.5).
Deﬁne Q = B − A and let Q be the linear operator on E which is given by
〈Qx, h〉 =
∫ 2
0
(Qx(t), h(t)) dt, ∀x, h ∈ E. (4.3)
Then Q is self-adjoint and compact on E.
Set L = LA, L+Q = LB . We have
V + = span
{
e
(c)
jk , e
(s)
jk |
jk > 0, j ∈ N, k = 1, 2, . . . , n
}
,
V − = span
{
e
(c)
jk , e
(s)
jk |
jk < 0, j ∈ N, k = 1, 2, . . . , n
}
,
V 0 = span
{
e
(c)
jk , e
(s)
jk |
jk = 0, j ∈ N, k = 1, 2, . . . , n
}
and
W+ = span
{
eˆ
(c)
jk , eˆ
(s)
jk |
ˆjk > 0, j ∈ N, k = 1, 2, . . . , n
}
,
W− = span
{
eˆ
(c)
jk , eˆ
(s)
jk |
ˆjk < 0, j ∈ N, k = 1, 2, . . . , n
}
,
W 0 = span
{
eˆ
(c)
jk , eˆ
(s)
jk |
ˆjk = 0, j ∈ N, k = 1, 2, . . . , n
}
.
Lemma 4.2. If (B, A) > 0, then
dim(V + ∩W−)− codim (V + +W−) = 2(B, A).
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Proof. For any j ∈ N, we denote
Hj = { cos(2j − 1)t +  sin(2j − 1)t |,  ∈ Rn}.
Clearly, Hj is a subspace of E with dimension 2n and
E =
+∞⊕
j=1
Hj .
We set
V ±j = Hj ∩ V ±, W±j = Hj ∩W±.
Then, by the deﬁnitions of N(A) and N¯(A) (see Section 1), we get
dimW−j = 2N((−1)j (2j − 1)I + B),
dim V +j = 2n− 2N¯((−1)j (2j − 1)I + A).
Therefore,
dim(V +j +W−j ) = dim V +j + dimW−j − dim(V +j ∩W−j ).
and, since V +j and W
−
j ⊂ Hj ,
dim(V +j +W−j ) = dimHj − codim Hj (V +j +W−j )
= 2n− codim Hj (V +j +W+j ).
Thus,
dim(V +j ∩W+j )− codim Hj (V +j +W−j ) = dim V +j + dimW−j − 2n
= 2(N((−1)j (2j − 1)I + B)
−N¯((−1)j (2j − 1)I + A))
= 2j (B, A).
Since E =
+∞⊕
j=1
Hj , we get
dim(V + ∩W−)− codim E(V + +W−) = 2
+∞∑
j=1
j (B, A) = 2(B, A). 
Now we are able to prove our main result.
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Proof of Theorem 1.1. We will apply Theorem A (see Section 3) to prove Theorem
1.1. By Lemmas 3.1–3.3, the functional J satisﬁes (J1), (J2), (a)–(c) of (3.5).
In order to prove (J3) with L = LA, we need to show 0 /∈ (LA). By Lemma 4.1,
0 /∈ (L0). Therefore 0 /∈ ε(LA). Namely, 0 is either an isolated eigenvalue of ﬁnite
multiplicity or belongs to the resolvent of LA. Recall that  is an eigenvalue of LA if
and only if (j+1) is an eigenvalue of A+(−1)j (2j−1)I for some j ∈ N. However,
(f4) implies that for any k ∈ N, 0 is not a eigenvalue of (−1)j (2j − 1)I + A. This
means that 0 ∈ (LA).
Thus, all the assumptions of Theorem A are veriﬁed. If further ( 2r B,
2r
 A) > 0,
Lemma 4.2 shows that
dim(V + ∩W−)− codim (V + +W−) = 2
(
2r

B,
2r

A
)
.
Then we can choose c0 < c∞ < 0 such that the numbers
ck = inf
∗(P )k
sup
u∈P
J (u) for k = 1, 2, . . . , k¯
are critical values of J and c0c1 · · · ck¯c∞. Moreover, if c = ck = · · · = ck+r ,
then (Kc)r + 1, where Kc = {u ∈ H |J (u) = c, J ′(u) = 0} and
k¯ = dim(V + ∩W−)− codim (V + +W−) = 2
(
2r

B,
2r

A
)
.
By a standard argument (see e.g. [1,4,35], etc.), J possesses at least 2( 2r B, 2r A)
critical values. If x¯ is a critical point corresponding to some critical value ck , then it
is nonconstant since J (x¯) = cj < 0.
Therefore, we have obtained at least 2( 2r B,
2r
 A) nonconstant periodic solutions of(1.1). However, if x is a solution of (1.1), then −x is also a solution of (1.1). Also
x ∈ E implies that −x(t) = x(t + ) for any t ∈ R. It follows that the orbits of x and
−x are the same. Hence, if we identify the solution x with −x, we have to divide the
number k¯ by 2 (see the proof of [1, Theorem 5.10]).
In the case that ( 2r B,
2r
 A)0, we have (
2r
 A,
2r
 B)0. Then the proof of The-
orem 1.1 is ﬁnished; in the case that ( 2r B,
2r
 A) < 0, we can argue in the same way
replacing the functional J with its negative. 
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