Abstract: In this paper, we propose a novel high-dimensional mapping scheme based on erroneous bits minimization. Analysis and simulation results show that the proposed mapping can improve the bit-error-rate (BER) performance in comparison with random mapping and Millar mapping. It is also shown that the computational complexity of erroneous bits minimization mapping is much lower than that of Millar mapping.
Introduction
To adapt to the continuous increase in telecommunication needs, the development of higher capacity long-haul optical systems is urgently required. Higher order modulation format with high spectral efficiency is a common approach to achieve large capacity optical communication. In traditional 2-D modulation formats, the higher the order is, the worse the sensitivity is, thus greatly limiting the transmission reach. From this background, high-dimensional modulation has been investigated and thus gained much attention [1] - [5] . In [6] , the application of 4-D modulation formats in bandwidth-variable transceivers of flexible optical networking is discussed. By choosing the modulation format and keeping the symbol rate constant, the gross SE can be tuned between 2 bit/symbol and 12 bit/symbol, resulting in net bit rates between 50 Gb/s and 300 Gb/s. In a wavelength division multiplexing experiment with nine 50 GHz-spaced channels [7] , the use of PS-QPSK increased the reach with more than 41% for the same symbol rate and 21% for the same bit rate compared to PM-QPSK. In [8] , PM-2-PPM-QPSK was investigated. Experimental results show that it can increase the reach by 40% over PM-QPSK when compared at the same bit rate and at the same bit error rate (BER) ð3:8 Â 10 À3 Þ. The application of multidimensional coded modulation in various long-haul undersea cable systems including dispersion managed legacy system, +D system, and power-limited system employing spatial-divisionmultiplexing (SDM) technology was reviewed in reference [9] . Different from traditional 2-D modulation, high-dimensional modulation can simultaneously utilize the orthogonal quadratures, time slots, frequency bands, and polarizations in optical signal space for modulation [10] . Increasing the modulation dimensionality can maximize the minimum Euclidean distance between constellation points while maintaining the energy per bit. This is considered to be power efficient and able to improve the sensitivity with just a small sacrifice in spectral efficiency, providing an effective solution to the trade-off between spectral efficiency and sensitivity which has been a significant challenge in traditional 2-D modulation formats [11] - [15] .
For both traditional modulation formats and high-dimensional modulation formats, the performance in terms of bit error rate is dependant on how bits are mapped to symbols. In 2-D modulation formats, the use of constellation diagram is an effective way to depict how bit-to-symbol mapping is conducted. This is not so for high-dimensional modulation formats because of the increase of modulation dimensionality, hence a lot of difficulties to the design and optimization of symbol mapping. For high-dimensional modulations with constellation points generated from sphere-cutting of cubic lattices, Gray mapping or its derivative method can be employed as bitto-symbol mapping scheme [14] , [15] . This property does not hold for non-cubic high-dimensional modulation formats. Consequently, random mapping can be used as an alternative solution but the performance of a single random mapping is uncertain. Optimal mapping can be found through an exhaustive computer search, but it is not clever as the search space (M-1)! is huge.
To solve this, paper [16] proposed a random search algorithm for bit-labeling. Its main idea is that: for a fixed optical signal to noise ratio (OSNR), testing the BER of many randomly selected mappings, the best mapping is selected either the improvement expected from testing additional mappings approached zero, or the maximum number of test mappings was reached. We call this finitely random mapping "Millar mapping." In order to find the best scheme, Millar mapping has to implement mapping and generate symbols, and conduct decision and demapping to the noise corrupted symbols before calculating BER. The demapping complexity of high-dimensional modulation formats rises rapidly when there is increase in dimensions. This makes it unfavorable for Millar mapping to be applied to higher-dimensional modulation formats. Moreover, the BER performance of Millar mapping is greatly influenced by its fixed OSNR value. That is to say, the performance of Millar mapping is limited to the OSNR in which it is optimized. Once the OSNR deviates from that value, its performance will deteriorate. However, a practical channel is interfered by many factors and is very unstable. Therefore, it is difficult for Millar mapping to guarantee the stability of its performance.
Inspired by above observations, we propose a novel high-dimensional mapping scheme based on erroneous bits minimization (EBM). Its principle is, for a random selected mapping, calculating the number of bits that will be erroneous when and only when making an error between symbol pairs at the Euclidean distance d min from each other. We repeat this process many times and select the mapping with minimum erroneous bits as target mapping until the number of iterations is reached. Our approach gives full consideration to the impact of the minimum Euclidean distance and the total number of nearest neighbors at that distance on the performance of high-dimensional mapping. Erroneous bits minimization (EBM) mapping only forms a mapping relationship between binary labelings and high-dimensional symbols and calculates the possible erroneous bits under this correspondence. The calculation operates on Hamming distance of the nearest neighbors and it is a kind of probability calculation. Therefore, EBM mapping is easy to implement. To verify the advantages of our proposed scheme, we carry out simulations and compare the performance of EBM mapping with random mapping and Millar mapping. The results show that EBM mapping can improve the BER performance and its performance is more stable.
The paper is organized as follows. In Section 2, we explain the concept of EBM mapping. Section 3 briefly introduces the high-dimensional simulation system. Section 4 provides the simulation results. We evaluate the error performance and computational complexity of EBM mapping against random mapping and Millar mapping. Finally, conclusions are drawn in Section 5.
Erroneous Bits Minimization Mapping
Let b 1 ; b 2 ; b 3 Á Á Á b mp denote the binary source sequence, the serial data is broken up into p-bit labelings B 1 ; B 2 ; B 3 Á Á Á B m , where p denotes the number of bits per labeling. Each p-bit or labeling
N is the mapping rule, M is the number of constellation points, and S k is the corresponding signal point selected from the constellation set ; ¼ fs 1 ; s 2 ; s 3 ; Á Á Á s M g.
After transmission over optical channels, the received signal is described by r k ¼ a k :S k þ n k , where a k denotes the fading coefficient and n k is the zero-mean Gaussian noise with variance 2 . At the receiver, the demapper processes the received signal using minimum Euclidean distance decision and high-dimensional demapping.
Minimum Euclidean distance decision is performed by selecting the minimum Euclidean distance between the received signal and each possible transmitted symbol. This can be expressed as
High-dimensional demapping is carried out as
where U N 0 is the inverse of U N . We may directly see from (1) and (2) that binary vector B 0 k depends on the decision symbol S 0 k . And for minimum squared Euclidean distance decision, the symbol S 0 k is based on which signal in the constellation set is closest (in the Euclidian sense) to the received signal r k . The probability of making an error from one symbol to a symbol at distance d min is higher than making an error to a symbol at d > d min . To put this on a more mathematical basis, consider the constellation set of M points and minimum Euclidean distance between constellation points in is d min . Each symbol s i ði 2 ½1; MÞ is surrounded by t i neighboring points at that distance. We call the t i points nearest neighbors of s i and denote them by min i . For constellations in many dimensions, it is intractable to use a constellation diagram to depict the configuration of high-dimensional points. We take a simplified 2-D diagram to illustrate the relations of these points. As seen in Fig. 1 
The performance in terms of bit error rate is dependant on how bits mapping, thus mapping scheme must be designed. From what mentioned above we can say that the nearest neighbor errors dominate the BER. Hence for simplification of analysis, we only consider the distribution of p-bit labelings among the nearest neighbors while minimizing the Hamming distance of these labelings. That is the principle of EBM mapping.
The cost function to determine the optimum mapping is given by
where H d ðs i ; sÞ is the Hamming distance between corresponding p-bit labelings of s i and sðs 2 min i Þ.
The optimization rule can be expressed as 
Basic Simulation System
The simulations are performed in VPI. The block diagram of high-dimensional transmission system is depicted in Fig. 2 . At the transmitter, a continuous wave laser is used as the laser source. Optical carrier from the laser is split into x -and y -polarization with a polarization beam-splitter (PBS). The high-dimensional symbols are split into four parts and modulated to the real and imaginary parts of each of the two polarizations with a dual-polarization I/Q modulator. The independent polarization streams are then combined by a polarization beam combiner (PBC) and transmitted 100 km over a standard single-mode fiber with center frequency of 193.1 THz (corresponding wavelength is 1553.6 nm). The SSMF parameters are as follows: fiber loss is 0.2 dB/km, chromatic dispersion is 16 ps/nm/km and polarization mode dispersion is 0.1 ps/km 1/2 . At the receiver side, polarization diversity is obtained by splitting the signal with a polarization beam-splitter and mixing the light in the x -and the y -polarization with the output from a local oscillator (LO) laser in two optical 90°hybrids having integrated balanced detectors. After photo-detection, the received signals R 1 ; R 2 ; R 3 ; R 4 are sampled and sent to Matlab for offline DSP. In this paper, we follow the same approach as [17] for impairment compensation. Finally, BER was measured for performance evaluation. 
Simulation Results and Performance Analysis

BER Performance Analysis
To compare the performance of random mapping, Millar mapping and the proposed EBM mapping, we apply these mappings to 4-D signals of 3p-4D, 4p-4D, and 5p-4D. Their spectral efficiencies are 1.5, 2, 2.5 bits/symb/pol respectively, which are calculated according to equation SE ¼ log 2 M=ðN=2Þ [10] , [14] . For Millar mapping, we choose two fixed OSNRs, 12 dB (in the low-SNR regime) and 18 dB (in the high-SNR regime) respectively, to reflect its performance under different fixed OSNRs. The numerical results are shown in Fig. 3 , all the BERs are obtained by averaging the results of 100 times of simulations (the same below).
It can be observed from Fig. 3 that random mapping has the highest BER, Millar mapping and EBM mapping perform better than random mapping. At the regime of OSNR where Millar mapping is optimized, as shown in Fig. 3 , the BER of Millar is slightly lower than that of EBM mapping. When it is away from this regime, the BER performance of EBM becomes better than that of Millar mapping gradually. Besides, the size of this regime is a random value. Different high-dimensional modulation formats have different tolerance to transmission impairment. However, Millar mapping didn't take these factors into consideration. Its performance is limited to the fixed OSNR (in which OSNR it is optimized). Once the OSNR deviates from that value, its performance will deteriorate and the degree of this kind of performance change is different for different high-dimensional modulation formats. For EBM mapping, which is derived from probability optimization based on d min and t i , there is no such restriction. Thus, it can maintain a stable BER performance in the whole OSNR range and outperforms Millar mapping, except at Millar's fixed SNR regime.
To further verify the advantages of our proposed mapping, we extend the number of dimension to 8. In this part, we compare the performance of these mappings for 7p-8D, 8p-8D, and 9p-8D. Their spectral efficiencies are 1.75, 2, 2.25 bits/symb/pol respectively. The fixed OSNRs of Millar mapping are 12 dB (in the low-SNR regime) and 16 dB (in the high-SNR regime). BER curves are shown in Fig. 4 .
As in Fig. 4 , we can see that, the relative performances of these mappings for 8-D signals are very similar to that for 4-D signals. Millar mapping and EBM mapping give lower BER than random mapping. EBM mapping outperforms Millar mapping except at Millar's fixed OSNR regime. Without the "fixed OSNR restriction," the BER performance of EBM mapping is more stable.
Computational Complexity Analysis
In this subsection, we consider the computational complexity of these mappings. Before that, one thing worth noting is, EBM mapping only forms a mapping relationship between binary labelings and high-dimensional symbols and calculates the possible erroneous bits under this correspondence. The calculation operates on the Hamming distance of the nearest neighbors and it is a kind of probability calculation, but for Millar mapping, it actually implements mapping and generates symbols, and conduct decision and demapping to the noise corrupted symbols before testing BER. That makes great difference to the calculation of complexity.
We know that random mapping has no computational complexity, it is easy for implementation but poor in error performance. For each iteration of Millar mapping, it needs to generate binary pseudo random sequence and mapping per p-bit binary sequence to one of M ¼ 2 P N-dimensional constellation points. Suppose the length of binary sequence is L, then there will be L=p symbols generated by random mapping. That is to say, it has to demodulate L=p noise corrupted symbols and calculate the BER to decide if this random mapping can be chosen as the optimal scheme of Millar mapping. For high-dimensional demodulation, demodulating a symbol needs comparing it with M N-dimensional constellation points. Since each comparison needs ð5N À 1Þ times of floating To choose the best scheme, Millar mapping has to conduct I times of iterations. Therefore, the overall complexity is ð5N À 1Þ Á 2 p Á ðL=pÞ Á I. For EBM mapping, calculating CF s i needs 2pt i times of floating point operations, calculating CF needs fð2 p À 1Þ þ P 2 p i¼1 2pt i g times of floating point operations. Therefore, the overall complexity for I times of iterations is fð2
The formulas for complexity calculation of the three mappings are summarized in Table 1 .
To compare the complexity of Millar mapping and EBM mapping, we will make a careful analysis on the different items ð5N À 1Þ Á 2 p Á ðL=pÞ and ð2 p À 1Þ þ P 2 p i¼1 2pt i . For Millar mapping, the binary sequence length L has to be as large as 10 6 to ensure its performance, which leads to the required operation number for each iteration being much larger than that of EBM mapping.
Corresponding results are summarized in Table 2 . As shown in Table 2 , EBM mapping offers a reduction in computational complexity by about four to five orders of magnitude. Therefore, the complexity of EBM mapping is much lower than that of Millar mapping.
Conclusion
In this paper, we propose a novel high-dimensional mapping based on erroneous bits minimization and compared its BER performance and computational complexity with random and Millar mappings. Simulation results show that, EBM mapping can improve the BER performance in comparison to random mapping and Millar mapping. At the BER of 10 −2 , EBM mapping yields around 1.1 dB, 1.8 dB, 2.2 dB gain with respect to random mapping for 3p-4D, 4p-4D, and 5p-4D, and yields around 0.7 dB, 1.2 dB, 0.8 dB for 7p-8D, 8p-8D and 9p-8D, respectively. The BER performance of Millar mapping is different when it is optimized at different fixed OSNR, while EBM mapping can maintain a stable BER performance in the whole OSNR range and outperforms Millar mapping except at Millar's fixed SNR regime. It is also shown that the computational complexity of EBM mapping is much lower than that of Millar mapping, a reduction about four to five orders of magnitude is offered when the binary sequence length of Millar mapping is 10 6 . TABLE 2 Number of floating-point operations of these mappings for each iteration 
