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GENERALIZED CAUCHY PROBLEMS FOR SPECIAL
CONVOLUTIONARY DERIVATIVES
GIACOMO ASCIONE
Abstract. In this paper, we deduce a local existence and uniqueness result for
abstract Cauchy problems with a non-local convolutionary derivative induced
by any driftless special Bernstein function with regular variation at infinity.
To address the problem, we first show some regularity results for the potential
measure in such case and then provide to show the result via Picard iterations.
Finally, we prove a generalized version of Gronwall inequality for such non-
local derivatives and we deduce some continuity properties of the solutions
with respect to the initial datum or some parameters in a locally compact
metric space.
Keywords: potential measure, inverse subotdinator, special Bernstein function,
generalized Gronwall inequality
Contents
1. Introduction 2
2. Preliminaries and notation 3
2.1. Bernstein functions and Le´vy measures 3
2.2. Subordinators and Potential measures 4
3. Ho¨lder-regularity and power control of potential measures 5
4. Generalized Caputo derivatives and generalized fractional Ordinary
Differential Equations 7
4.1. Definition of the Picard operator 9
4.2. Contraction property with respect to the Bielecki norm 10
4.3. The affine autonomous case 11
5. Relaxation equations and Φ-exponential functions 13
6. The generalized Gronwall inequality 17
6.1. The auxiliary operator B 18
6.2. Proof of Theorem 6.1 20
7. Continuity with respect to parameters 21
7.1. Continuous dependence on the initial datum 22
7.2. Continuous dependence on a parameter 23
7.3. A bound on the distance of the solutions 24
References 25
1
2 GIACOMO ASCIONE
1. Introduction
The link between fractional calculus and inverse stable subordinators plays a
fundamental role in the study of solutions of fractional (in time) differential equa-
tions (see [28] and references therein). Fractional calculus has been used to de-
scribe a large number of physical phenomena, for which such link can be exploited
(see, for instance, [27]). In particular, the study of time-fractional parabolic equa-
tions and time-fractional differential-difference equations through the use of such
probabilistic link lead to the characterization of the solutions of such equations
with suitable initial data as probability density functions for some stochastic pro-
cesses with randomly varying time (see [31]) and then spectral properties of such
fundamental solutions have been used to reconstruct some sort of Fourier-like se-
ries representation in terms of orthogonal polynomials and Mittag-Leffler functions
([24, 23, 25, 7]). Let us also stress out that there are different standard methods to
approach fractional differential equations, which rely on Laplace transform meth-
ods (see for instance [32, 18]), on the integral formulation of the problem (and then
on solving non-linear Volterra integral equations [20]) or also on Picard iteration
methods and fixed point theorems ([37]).
On the other hand, exploiting the link between general (eventually killed) subordi-
nators and Bernstein functions (see [11, 33]) lead to a generalization of fractional
calculus in order to consider eventual time-changes with respect to any inverse sub-
ordinator. A first generalization, which concerned complete Bernstein functions,
and their representation with respect to Stieltjes measures, was considered in [21].
On the other hand, another generalization, obtained by means of semigroup theory,
that worked with the whole class of Bernstein functions, since it makes use of the
tail of the Le´vy measure, has been achieved in [34]. Let us remark that these gen-
eralizations were not just technical improvements, since both other technical but
more subtle problems [9, 8, 16], both other interesting models [15, 10]. In [29] a
particular attention is given to the case in which one deals with special Bernstein
functions, for whose the inverse of the generalized derivative operator can be explic-
itly expressed in terms of the density of the potential measure of a subordinator.
In this paper we focus on (eventually non-linear and non-autonomous) generalized
fractional differential equations in the specific case of special Bernstein functions
that are regularly varying at infinity. Indeed, by using the known control properties
of the potential measure with respect to the Laplace exponent of the subordinator
(see [11]), regular variation becomes an extremely powerful tool to exploit some
regularity of both the potential measure and the potential density. Concerning
regular variation and its link to probability models, we refer to [13] and [30]. In
this case we are first able to prove a local existence and uniqueness theorem for
generalized fractional Cauchy problems, by using a Picard iteration method similar
to the one exploited in [37]. On the other hand, by also using the known properties
of the Laplace transform of the moments of an inverse subordinator [35], we are
also able to exploit a series representation of the solution of a general relaxation
equation (i.e. an eigenvalue problem for the generalized fractional derivative). Let
us remark that in case of Complete Bernstein Functions, these equations are al-
ready extensively studied in [21] and asymptotic properties of such solutions have
been given in [22].
Another indispensable tool to study continuity properties of solutions of Cauchy
problem with respect to parameters is Gronwall inequality [4]. Generalization of
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the Gronwall inequality to the fractional case have been achieved for the Caputo
derivative in [36] and then for the Caputo-Katugampola derivative in [1]. Finally,
in [2], an extension of such inequality has been achieved for Caputo derivative with
respect to other functions. We refer to references in [2] for the extension of the
Gronwall inequality to Hadamard derivative and Ψ-Hilfer operators. Here, by us-
ing the approach exploited in [36], we obtain a generalized Gronwall inequality for
special generalized Caputo derivative in the regularly varying case and we also ex-
ploit such inequality in terms of solutions of the relaxation equation. Thus we are
also able to give some continuity results for solutions of the aforementioned Cauchy
problems.
The paper is structured as follows:
• In Section 2 we exploit the notation and some known results on Bernstein
functions and potential measures of subordinators;
• In Section 3 we investigate some regularity properties of the potential mea-
sure of a driftless special subordinator when its Laplace exponent is regu-
larly varying at infinity;
• In Section 4 we give a local existence and uniqueness result for abstract
Cauchy problems with non-local convolutionary time derivative induced
by the tail of the Le´vy measure of a special driftless Bernstein function
that is regularly varying at infinity: such result relies on a Picard iteration
technique together with a fixed point theorem;
• In Section 5 we exploit some properties of the solution of the relaxation
equation (i.e. the eigenvalue problem for the aforementioned derivative): by
using Laplace transform techniques we also exploit a series representation of
such solutions in terms of sequential convolution products of the potential
density;
• In Section 6 we show a generalization of the Gronwall inequality in the case
of the aforementioned non-local derivative;
• Finally, in Section 7, we exploit some continuity results for solutions of
non-local (in time) Cauchy problems: in this section we refer to the real
case instead of a generic Banach space to lighten the notation, while the
same proof can be actually used for generic abstract Cauchy problems.
2. Preliminaries and notation
2.1. Bernstein functions and Le´vy measures. Let us give in this section some
preliminary definitions.
Definition 2.1. We say a function Φ ∈ C∞(0,+∞) is a Bernstein function (see
[33]) if and only if, Φ(λ) ≥ 0 and, for any n ∈ N = {1, 2, . . .}, it holds
(−1)n
dnΦ
dλn
≤ 0.
The convex cone (see [33, Corollary 3.8]) of Bernstein functions will be denoted as
BF .
A measure µ on Rd \{0} is said to be a Le´vy measure (see [11, Section 0.2]) if
ˆ
Rd \{0}
(1 ∧ |x|2)µ(dx) < +∞.
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We denote by BLM the subset of Le´vy measures on R \{0} such that µ(a, b) = 0
for any (a, b) ⊆ (−∞, 0) and
ˆ +∞
0
(1 ∧ x)µ(dx) < +∞.
In particular we can consider these measure directly as measures on R+.
For any Bernstein function, the following theorem, known as Le´vy-Kintchine
representation theorem, holds (see [33, Theorem 3.2])
Theorem 2.1. A function Φ : (0,+∞) → R belongs to BF if and only if there
exist two constants a, b ≥ 0 and a measure ν ∈ BLM such that
Φ(λ) = a+ bλ+
ˆ +∞
0
(1− e−λx)ν(dx).
The measure ν is called the Le´vy measure of Φ and the map Φ ∈ BF 7→ (a, b, ν) ∈
R
+×R+×BLM is bijective.
Let us give the following additional definitions.
Definition 2.2. We say that a Bernstein function Φ ∈ BF is driftless if b = 0.
Moreover, we will suppose also a = 0 and ν(0,+∞) = +∞.
Given a Bernstein function Φ ∈ BF we call conjugate of Φ the function
Φ⋆(λ) =
λ
Φ(λ)
.
We say Φ is a special Bernstein function if Φ⋆ is a Bernstein function and the cone
(see [33, Proposition 11.20]) of special Bernstein function will be denoted by SBF .
Moreover, we will work with regularly varying functions. In particular a function
f : [0,+∞)→ R is said to be regularly varying at infinity of order γ if for any c > 0
it holds
lim
t→+∞
f(ct)
f(t)
= cγ .
When γ = 0, f is said to be slowly varying at infinity. Moreover, we say that f is
slowly varying at 0+ if t 7→ f(1/t) is slowly varying at infinity.
Concerning regularly varying functions, we will mainly refer to [13, 30].
2.2. Subordinators and Potential measures.
Definition 2.3. We call subordinator (see [11, Chapter III]) any increasing Le´vy
process σ(t).
Concerning the link between subordinators and Bernstein functions, we have the
following Theorem (see [33, Theorem 5.1])
Theorem 2.2. For any Bernstein function Φ there exists a unique subordinator
σ(t) such that E[e−λσ(t)] = e−tΦ(λ).
For this reason, the function Φ is called Laplace exponent of σ.
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Definition 2.4. We will say that σ is a driftless subordinator if and only if the
Le´vy triple of its Laplace exponent Φ is (0, 0, ν) with ν(0,+∞) = +∞. Let us
recall that driftless subordinators are almost surely strictly increasing and σ(t) is
an absolutely continuous random variable for each t > 0.
We say that σ is a special subordinator if and only if its Laplace exponent Φ ∈ SBF .
Now let us define another important class of processes that will play a main role
in this paper.
Definition 2.5. Let σ be a driftless subordinator. For any y ≥ 0 let us define
L(t) = inf{σ(y) : y > t}.
We will call L(t) inverse subordinator and we will call potential measure of σ the
function U(t) = E[L(t)].
Remark 2.3. As we can see in [11], U(t) is actually the distribution of the potential
measure of σ. We will call it directly potential measure to simplify the notation.
Finally, let us recall the following Theorem concerning special subordinators (see
[33, 11.3]).
Theorem 2.4. Let σ be a special subordinator whose Laplace exponent Φ ∈ SBF
admits Le´vy triplet (a, b, ν). Then there exists a non-negative and non-increasing
function u(t) such that
´ 1
0
u(t)dt < +∞ and
U(dt) = cδ0(dt) + u(t)dt
where δ0(dt) is Dirac’s δ measure centered in 0 and
c =
{
0 b > 0
1
a+ν(0,+∞) b = 0.
In particular for a driftless special subordinator σ with Le´vy triple (0, 0, ν) such that
ν(0,+∞) = +∞, c = 0 and U is an absolutely continuous function with derivative
(almost everywhere) given by u.
3. Ho¨lder-regularity and power control of potential measures
Proposition 3.1. Let us suppose Φ is regularly varying at infinity with order γ ∈
(0, 1). Then the potential measure U(t) is in Cγ−εloc (R+) for any ε ∈ (0, γ). More-
over, if lim infλ→0+ Φ(λ) = α > 0 (eventually α = +∞), then U(t) ∈ C
γ−ε(R+)
for any ε ∈ (0, γ).
Proof. Let us recall (see [11]) that for any t, s > 0
U(t+ s) ≤ U(t) + U(s).
Moreover, being L(t) increasing, so is U(t). Consider t > s. We have
U(t)− U(s)
|t− s|γ−ε
≤
U(t− s)
|t− s|γ−ε
.
Now let us recall, by [11, Proposition III.1], that there exists a constant C > 0 such
that
U(t− s) ≤ C
1
Φ
(
1
t−s
)
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and then we have
U(t)− U(s)
|t− s|γ−ε
≤
C
Φ
(
1
t−s
)
|t− s|γ−ε
.
Let us consider an interval [a, b] ⊂ R+ such that a ≤ s < t ≤ b. Then |t − s| ≤
|b − a| =: K. Let us recall (see [17]) that there exists a slowly varying function ℓ
such that
Φ
(
1
t− s
)
|t− s|γ = ℓ
(
1
t− s
)
.
Moreover we have (see [17])
lim
|t−s|→0
|t− s|−εℓ
(
1
t− s
)
= +∞
thus there exists a δ > 0 such that for any t, s ∈ [a, b] with |t− s| < δ it holds
|t− s|−εℓ
(
1
t− s
)
> 1.
Now let us distinguish two cases. If |t− s| ∈ (0, δ) we have
U(t)− U(s)
|t− s|γ−ε
≤
C
Φ
(
1
t−s
)
|t− s|γ−ε
=
C
ℓ
(
1
t−s
)
|t− s|−ε
< C.
If |t − s| ∈ [δ,K], then 1t−s ∈
[
1
K ,
1
δ
]
and then, being Φ a Bernstein function and
thus a continuous function,
Φ
(
1
t− s
)
≥ min
λ∈[ 1K ,
1
δ ]
Φ(λ) =: m
and then
U(t)− U(s)
|t− s|γ−ε
≤
C
Φ
(
1
t−s
)
|t− s|γ−ε
≤
C
mδγ−ε
.
Moreover, if lim infλ→0+ Φ(λ) = α > 0, then let us distinguish two cases. If α =
+∞, let us consider a constant K(+∞) > 0 such that Φ(λ) > 1 =: M(+∞) for
any λ > K(+∞). If α ∈ R+, then let us consider a constant K(α) > 0 such that
Φ(λ) > α2 =:M(α) for any λ > K(α). In any case, we know that if |t− s| ≤ K(α),
then they are contained in a compact set of diameter K(α) and there exists a
constant C˜ such that U(t)− U(s) ≤ C˜|t− s|γ−ε. If |t− s| > K(α), then we have
U(t)− U(s)
|t− s|γ−ε
≤
C
Φ
(
1
t−s
)
|t− s|γ−ε
≤
C
M(α)K(α)γ−ε
concluding the proof. 
Corollary 3.2. Let us suppose Φ is regularly varying at infinity with order γ ∈
(0, 1). Then for any T > 0 and any ε ∈ (0, γ) there exists a constant C(ε, T ) such
that
U(t) ≤ C(ε, T )tγ−ε, ∀t ∈ [0, T ].
Proof. This is direct consequence of the fact that U ∈ Cγ−εloc (R+) together with the
fact that U(0) = 0. 
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Let us consider in particular a driftless special subordinator σ, i.e. such that its
Laplace exponent Φ is a special Bernstein function. In general, since the potential
measure U(t) = E[L(t)], where L(t) is the inverse subordinator, is an increasing
function, it is also of locally bounded variation, hence it admits a distributional
derivative that is actually a Radon measure (see [3] for information on functions
of bounded variation). However, for driftless special subordinators, it has been
shown (see [33, Theorem 11.3]) that they are absolutely continuous functions. Let
us denote by u(t) their derivative (almost everywhere) and let us recall (see [33])
that u is a non-increasing function.
In the following we will need some power control also on u(t) in the driftless special
case. To do this, we just need the following easy Lemma.
Lemma 3.3. Let Φ be a driftless special Bernstein function that is regularly varying
at infinity with order γ ∈ (0, 1), of the form Φ(λ) = λγℓ(λ) where ℓ(λ) is a slowly
varying function. Then there exists a function ℓ˜(t) slowly varying at 0 such that
(3.1) u(t) ∼
1
Γ(γ)
tγ−1 ℓ˜(t)
as t→ 0+.
Proof. Since Φ is a regularly varying function we have, by a direct application of
Karamata’s Tauberian theorem (see [11, Section 3.1]),
U(t) ∼
1
Γ(1 + γ)Φ(1/t)
=
tγ
γΓ(γ)ℓ(1/t)
.
Let us observe that ℓ˜(t) = 1ℓ(1/t) is slowly varying at 0. Moreover, since Φ is a
special Bernstein function, U(t) admits a density u(t) that is non-increasing. Thus
we obtain Equation (3.1) by Monotone Density Theorem (see [11, Chapter 0] or
[30, Theorem 1.2.9]). 
4. Generalized Caputo derivatives and generalized fractional
Ordinary Differential Equations
Let us now denote by ν(s) = ν(s,+∞) the tail of the Le´vy measure of a driftless
subordinator σ. Let us then introduce the following operator.
Definition 4.1. For any regular enough (for instance absolutely continuous) func-
tion f : R+ → +∞ we define the generalized Caputo derivative of f induced by σ
(with Laplace exponent Φ ∈ BF) as
∂Φt f(t) =
d
dt
ˆ t
0
ν(t− s)(f(s)− f(0))ds.
These operators were firstly introduced in the context of semi-Markov processes
by Toaldo in [34] and they actually generalize the classical Caputo fractional de-
rivative, which falls in the case Φ(λ) = λγ .
For the particular case of driftless special subordinators, we can also introduce the
special generalized fractional integral.
Definition 4.2. We call special generalized fractional integral induced by
Φ ∈ SBF the operator
IΦt f(t) =
ˆ t
0
u(t− τ)f(τ)dτ
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where u is the potential density of the driftless special subordinator σ with Laplace
exponent Φ.
It has been shown in [29] that for regular enough functions f (as before, abso-
lutely continuous is enough)
(4.1) IΦt ∂
Φ
t f(t) = ∂
Φ
t I
Φ
t f(t) = f(t)− f(0)
thus we can see the operator IΦt as the inverse of the generalized Caputo derivative
∂Φt in case of a driftless special Bernstein function Φ. In the case Φ(λ) = λ
γ we
obtain the classical Riemann-Liouville fractional integral.
We are interested in some existence and uniqueness result for Cauchy problems of
the form {
∂Φt f(t) = F (t, f(t)) t ∈ [0, T ]
f(0) = f0
in the case Φ ∈ SBF . Before proving an existence and uniqueness result, let us
first show the following Lemma.
Lemma 4.1. The function f : [0, T ]→ R is a solution of the following generalized
fractional Cauchy problem
(4.2)
{
∂Φt f(t) = F (t, f(t)) t ∈ [0, T ]
f(0) = f0.
if and only if it is a solution of the integral equation
(4.3) f(t) = f0 + I
Φ
t F (t, f(t)), t ∈ [0, T ].
Proof. If we suppose that f is solution of (4.2) then, applying IΦt to both sides of
the first equation and substituting f(0) = f0 we get, by using also relation (4.1),
Equation (4.3).
Vice versa, if we suppose f is solution of (4.3), we have just to apply the operator ∂Φt
on both sides of the equation, recalling that ∂Φt f(0) = 0, to achieve the first equation
of (4.2), while the initial condition follows from the fact that IΦ0 f(t) = 0. 
Thus, to prove existence and uniqueness of the solution of the Cauchy problem
(4.2), we just need to prove existence and uniqueness of the solution of the integral
equation (4.3). In the following we will consider the abstract Cauchy problem
(4.4)
{
∂Φt f(t) = F (t, f(t)) a.e.t ∈ [0, T ]
f(0) = f0
where f : [0, T ]→ X , with (X, | · |) any Banach space, and F : [0, T ]×X → X .
In particular we will prove the following local existence, uniqueness and regularity
Theorem.
Theorem 4.2. Let Φ ∈ BF and F : J ×X → X. Suppose the following conditions
hold:
A1 Φ is a driftless special Bernstein function;
A2 Φ is regularly varying at infinity with order γ ∈ (0, 1);
A3 For any ball BR in X there exists a constant CR > 0 such that |F (t, x)| ≤
CR for almost any t ∈ J and any x ∈ BR;
A4 For any ball BR in X there exists a constant LR > 0 such that |F (t, x) −
F (t, z)| ≤ LR|x− z| for almost any t ∈ J and any x, z ∈ BR.
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Then for any initial datum f0 ∈ BR there exists T1 > 0 such that equation (4.4)
admits a unique solution f ∈ Cγ−ε(J1, BR) where J1 = [0, T1] and ε ∈ (0, γ).
The proof of the Theorem will be articulated in the following two Subsections:
• We first need to introduce what will be our Picard iterative operator, taking
in consideration the structure of equation (4.3);
• Then we just need to show that the operator is actually a contraction when
we choose the right norm on Cγ−ε(J1, BR).
4.1. Definition of the Picard operator. Denote J = [0, T ] and, for any τ > 0,
let us define the Bielecki norm on C(J,X) as
f ∈ C(J,X)→ ‖f‖τ = maxt∈J
|f(t)|e−τt.
Now let us define the Picard operator
A : (C(J,BR), ‖·‖τ )→ (C(J,X), ‖·‖τ )
for some R > 0, as
Af(t) = f0 + I
Φ
t F (t, f(t)),
observing that any fixed point of A is solution of (4.3). Let us show the following
lemma.
Lemma 4.3. The operator A is well defined and its codomain can be restricted to
Cγ−ε(J,X) for any ε ∈ (0, γ).
Proof. Fix δ > 0, ε ∈ (0, γ) and f ∈ C(J,BR) and observe that
|Af(t+ δ)−Af(t)| =
∣∣∣∣∣
ˆ t
0
u(t− s)F (s, f(s))ds−
ˆ t+δ
0
u(t+ δ − s)F (s, f(s))ds
∣∣∣∣∣
≤
ˆ t
0
|u(t− s)− u(t+ δ − s)||F (s, f(s))|ds+
ˆ t+δ
t
u(t+ δ − s)|F (s, f(s))|ds
= I1(t) + I2(t).
(4.5)
Let us first consider I2(t). We have, by hypothesis A4,
I2(t) ≤ CR
ˆ t+δ
t
u(t+ δ − s)ds = CRU(δ).
Now let us recall that for any t ∈ [0, T ]
U(t) ≤ C(ε, T )tγ−ε
and U is locally (γ − ε)-Ho¨lder-continuous. Thus we have
I2(t) ≤ C(R, ε, T )δ
γ−ε.
Now let us work with I1. Arguing as before we have
I1(t) ≤ CR
ˆ t
0
(u(t− s)− u(t+ δ − s))ds = CR(U(t+ δ)− U(t) + U(δ)).
By using also the fact that U is locally Ho¨lder-continuous we have
I1(t) ≤ C(R, ε, T )δ
γ−ε.
We finally have
|Af(t+ δ)−Af(t)| ≤ C(R, ε, T )δγ−ε,
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and the proof is concluded. 
Now we need to restrict more the codomain of the operator. To do this, let us
show the following result.
Lemma 4.4. There exists T1(R) ≤ T such that for any f ∈ C(J,BR) it holds
Af|J1 ∈ C(J1, BR).
Proof. Let us observe that
|Af(t)| ≤
ˆ t
0
u(t− s)|F (s, f(s))|ds ≤ CRU(t).
Now let us observe that L(t) is left-continuous hence also U(t) is left-continuous.
Moreover, U(0) = 0, hence there exists T1 > 0 such that CRU(T1) < R. Being U
non-decreasing, we have
‖Af(t)‖C(J1,X) ≤ CRU(T1) < R.
where for any function g ∈ C(J1, X), ‖·‖C(J1,X) = maxt∈J1 |g(t)|. 
Thus now we can restrict both domain and codomain of A. Thus from now on
we will consider
A : (Cγ−ε(J1, BR), ‖·‖τ )→ (C
γ−ε(J1, BR), ‖·‖τ ).
4.2. Contraction property with respect to the Bielecki norm. Now that
we have shown that we choose domain and codomain of A to be equal, we have
to show that A is a contraction. However, we cannot do this with respect to the
Chebyshev norm ‖·‖C(J1,X), but we will use the Bielecki norm. Let us first recall
that this norm is equivalent to Chebyshev norm. Indeed we have
|f(t)|e−τT1 ≤ |f(t)|e−τt ≤ |f(t)|
that, taking the maximum for t ∈ J1, gives the equivalence.
Thus we can show the following Proposition:
Proposition 4.5. There exists τ such that A is a contraction on (Cγ−ε(J1, BR), ‖·‖τ ).
Proof. Let us consider f, g ∈ Cγ−ε(J1, BR). We have
|Af(t)−Ag(t)| ≤
ˆ t
0
u(t− s)|F (s, f(s))− F (s, g(s))|ds
≤ LR
ˆ t
0
u(t− s)|f(s)− g(s)|ds
= LR
ˆ t
0
u(t− s)|f(s)− g(s)|e−τseτsds
≤ LR ‖f − g‖τ
ˆ t
0
u(t− s)eτsds.
Now let us observe that u(t) is regularly varying at 0 with order γ − 1, hence there
exists a slowly varying function ℓ such that u(t) = tγ−1ℓ(t). Moreover, consider
ε1 ∈ (0, γ) and a constant C > 0 such that ℓ(t) ≤ Ct
−ε1 . Thus we have u(t) ≤
Ctγ−ε1−1 and we have
|Af(t)−Ag(t)| ≤ CLR ‖f − g‖τ
ˆ t
0
(t− s)γ−ε1−1eτsds.
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Observe that 11+ε1−γ > 1, thus we can consider p ∈
(
1, 11+ε1−γ
)
and use Ho¨lder
inequality to have
|Af(t)−Ag(t)| ≤ CLR ‖f − g‖τ
(ˆ t
0
(t− s)p(γ−ε1−1)ds
) 1
p
(ˆ t
0
ep
′τsds
) 1
p′
= LR ‖f − g‖τ
1
(p(γ − ε1 − 1) + 1)
1
p
T
p(γ−ε1−1)+1
p
1
(
1
p′τ
) 1
p′
eτt.
Thus we achieve
e−τt|Af(t)− Ag(t)| ≤ CLR ‖f − g‖τ
1
(p(γ − ε1 − 1) + 1)
1
p
T
p(γ−ε1−1)+1
p
1
(
1
p′τ
) 1
p′
and then
‖Af −Ag‖τ ≤ CLR ‖f − g‖τ
1
(p(γ − ε1 − 1) + 1)
1
p
T
p(γ−ε1−1)+1
p
1
(
1
p′τ
) 1
p′
.
Since
lim
τ→+∞
CLR
1
(p(γ − ε1 − 1) + 1)
1
p
T
p(γ−ε1−1)+1
p
1
(
1
p′τ
) 1
p′
= 0
there exists τ > 0 such that
CLR
1
(p(γ − ε1 − 1) + 1)
1
p
T
p(γ−ε1−1)+1
p
1
(
1
p′τ
) 1
p′
< 1
concluding the proof. 
Now we can conclude the proof of the Theorem. Indeed, we have that A is a
contraction over (Cγ−ε(J1, BR), ‖·‖τ ) when τ is big enough, hence, by contraction
theorem (see [19]), we know there exists a unique fixed point f ∈ Cγ−ε(J1, BR) of
A. In particular f(t) = Af(t) is actually equation (4.3).

4.3. The affine autonomous case. A particularly easy case is given by the affine
one. Indeed, in the affine case, we can show the following Corollary.
Corollary 4.6. Let F : X → X be a bounded linear operator and let ξ ∈ X.
Suppose Φ ∈ SBF is a driftless Bernstein function regularly varying at infinity with
order γ ∈ (0, 1). Then there exists T depending only on ‖F‖L(X,X) := sup|x|=1 |Fx|,
|ξ| and |f0| such that the problem
(4.6)
{
∂Φt f(t) = ξ + Ff(t) t ∈ [0, T ]
f(0) = f0.
admits a unique continuous solution.
Proof. Let us fix R = |f0|+1 and consider the Picard operator A defined as in the
previous Theorem. Starting from (4.5), this time let us observe that
|ξ + Ff(t)| ≤ |ξ|+ ‖F‖L(X,X) |f(t)| ≤ |ξ|+ ‖F‖L(X,X)R
and then
I2(t) ≤ (|ξ|+ ‖F‖L(X,X)R)U(δ).
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Moreover, we have
I1(t) ≤ (|ξ|+ ‖F‖L(X,X)R)(U(t+ δ)− U(t) + U(δ))
thus obtaining
|Af(t+ δ)−Af(t)| ≤ (|ξ|+ ‖F‖L(X,X)R)(U(t+ δ)− U(t) + 2U(δ)).
Taking the limit as δ → 0, recalling that U is a continuous function such that
U(0) = 0, we have that Af ∈ C(J,X) for any J = [0, T ]. Moreover, we have
‖Af(t)‖C(J,X) ≤ (|ξ|+ ‖F‖L(X,X)R)U(T )
thus, by using continuity, we only have to choose T small enough to have
U(T ) ≤
R
(|ξ|+ ‖F‖L(X,X)R)
.
Let us define the left-continuous inverse of U :
U←(u) = min{x : F (x) ≥ u}, ∀u > 0
and set T = U←
(
R
2(|ξ|+‖F‖L(X,X)R)
)
. Then, since U is continuous, we have
U(T ) = U
(
U←
(
R
2(|ξ|+ ‖F‖L(X,X)R)
))
=
R
2(|ξ|+ ‖F‖L(X,X)R)
<
R
(|ξ|+ ‖F‖L(X,X)R)
and then we have a suitable choice for T which depends only on R (and thus on
|f0|), |ξ| and ‖F‖L(X,X) in such a way that |Af(t)| < R for any t ∈ [0, T ]. Thus we
have that A : (C(J,BR), ‖·‖τ )→ (C(J,BR), ‖·‖τ ) is well-defined.
Now observe that u is regularly varying at 0 with order γ − 1, then there exists a
constant C(T ) such that u(t) ≤ t
γ−2
2 for any t ∈ [0, T ]. Consider p = 4−γ2(2−γ) and
observe that, for any f, g ∈ C(J,BR),
|Af(t)−Ag(t)| ≤ C(T ) ‖F‖L(X,X) ‖f − g‖τ
ˆ t
0
(t− s)
2−γ
2 eτsds
≤ C(T ) ‖F‖L(X,X) ‖f − g‖τ
(
4
8− γ
) 2(2−γ)
4−γ
T
(2−γ)(8−γ)
2(4−γ)
(
γ
(4− γ)τ
) 4−γ
γ
eτt
and then
‖Af −Ag‖τ ≤ C(T ) ‖F‖L(X,X) ‖f − g‖τ
(
4
8− γ
) 2(2−γ)
4−γ
T
(2−γ)(8−γ)
2(4−γ)
(
γ
(4 − γ)τ
) 4−γ
γ
and then one can chose τ as
τ =
2C(T ) ‖F‖L(X,X)( 48− γ
) 2(2−γ)
4−γ
T
(2−γ)(8−γ)
2(4−γ)
(
γ
4− γ
) 4−γ
γ

γ
4−γ
to obtain
‖Af −Ag‖τ ≤
1
2
‖f − g‖τ
and conclude the proof. 
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Since we have shown that if we consider an affine autonomous problem like in
Equation (4.6) then T can be chosen to depend only on |ξ|, ‖F‖L(X,X) and |f0|, one
can argue as in [6, Corollary 2], i.e. with a gluing argument, to show the following
global uniqueness result.
Corollary 4.7. Under the hypotheses of Corllary 4.6, if there exists a solution
f ∈ C([0,+∞), BR), then this solution is unique.
Remark 4.8. Let us observe that if Φ ∈ SBF is a driftless Bernstein function which
is also regularly varying at infinity of order γ ∈ (0, 1), then we have for any ε ∈ (0, γ)
it holds 0 ≤ u(t − s) ≤ CT (t − s)
γ−ε−1. Then, in particular, we can consider any
α ∈ (1 + ε − γ, 1) to have that (t − s)αu(t − s) is integrable. In particular this
means that the affine autonomous case can be treated as a Fredholm equation of
the second kind and thus the solution can be expressed by Neumann series (see
[14]).
5. Relaxation equations and Φ-exponential functions
Now let us introduce another class of functions.
Definition 5.1. Given Φ ∈ BF a driftless Bernstein function, we will call Φ-
exponential function of rate λ the function
eΦ(t;λ) = E[e
λL(t)] ∀t ≥ 0
where L is the inverse of the subordinator σ whose Laplace exponent is Φ.
Let us observe (see [12]) that if Φ = λγ for γ ∈ (0, 1), then eΦ(t;λ) = Eγ(λt
γ),
where
Eγ(t) =
+∞∑
k=0
tk
Γ(kγ + 1)
, t ∈ R
is the one-parameter Mittag-Leffler function (see [20]).
Let us fix Φ ∈ SBF driftless Bernstein function and let us recall that, since we
have asked for a = 0 and ν(0,+∞) = +∞, then it can be shown that L(t) is
an absolutely continuous random variable for t > 0. Let us denote its density by
fL(s; t). From now on, let us also denote by Lt→λ the Laplace transform operator,
i.e. for any function f : [0,+∞)→ R of exponential order
Lt→λ[f(t)](λ) =
ˆ +∞
0
e−λtf(t)dt
for any λ ∈ C for which such integral exists. It can be shown that there exists
a real value ω = abs(f), called abscissa of convergence, such that if λ > ω then
Lt→λ[f(t)](λ) exists, while if λ < ω Lt→λ[f(t)](λ) is not defined (see [5]). For this
reason, we will just consider the case λ ∈ R.
It is known that (see [26, Equation 3.13]) for any λ > 0
(5.1) Lt→λ[fL(s; t)] =
Φ(λ)
λ
e−sΦ(λ).
On the other hand, it is not difficult to check (by definition) that
Lt→λ[ν(t)](λ) =
Φ(λ)
λ
.
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Then, for any absolutely continuous function f : [0,+∞)→ R, we have
(5.2) Lt→λ[∂
Φ
t f(t)](λ) = Φ(λ)Lt→λ[f(t)](λ) −
Φ(λ)
λ
f(0).
Now we can exploit the role of the Φ-exponential function, by considering the
eigenvalue problem for the operator ∂Φt with a different approach.
Proposition 5.1. Let Φ ∈ BF be a driftless Bernstein function. Then, for any
λ ∈ R, the function f(t) = f0 eΦ(t;λ) is the unique solution of
(5.3)
{
∂Φt f(t) = λf(t) t > 0
f(0) = f0.
Proof. Let us first show that f(t) = f0 eΦ(t;λ) is a solution of the Cauchy Problem
(5.3). For λ = 0 it is obvious, thus let us consider λ 6= 0. First of all, let us notice
that f(0) = f0. Let us then observe, by using equation (5.1)
Lt→z [f(t)](z) = f0Lt→z
[ˆ +∞
0
eλsfL(s; t)ds
]
(z)
= f0
Φ(z)
z
ˆ +∞
0
eλse−sΦ(z)ds
= f0
Φ(z)
z(Φ(z)− λ)
for any z such that Φ(z) > λ. Now, let us denote f(z) = Lt→z[f(t)](z) and multiply
everything by Φ(z)− λ to achieve
f(z)(Φ(z)− λ) = f0
Φ(z)
z
and then
Φ(z)
z
(zf(z)− f0) = λf(z).
Dividing again everything by z we achieve
(5.4)
Φ(z)
z
(
f(z)−
f0
z
)
=
λ
z
f(z).
Now let us observe that f(t) is in L∞loc(R
+), hence it is also in L1loc(R
+). Thus the
function F (t) =
´ t
0 f(s)ds is well defined and absolutely continuous. Moreover, let
us recall that any Bernstein function Φ is increasing and continuous, hence we have
that abs(f(t)) = min{z > 0 : Φ(z) = λ}. Let us set z0 = abs(f(t)). Since f ≥ 0, if
f ∈ L1(R+), then F (t) is bounded and thus abs(F ) = 0. Let us then suppose that
f 6∈ L1(R+). Then limt→+∞ F (t) = +∞. Thus, by [5, Theorem 1.4.3] we know
that for any ε there exists a constant Kε > 0 such that F (t) ≤ Kεe
(z0+ε)t for any
t > 0. Thus in particularˆ +∞
0
e−λtF (t)dt ≤ Kε
ˆ +∞
0
e−λte(z0+ε)tdt.
We can conclude that F (t) is Laplace transformable with abs(F (t)) ≤ z0. In any
case, we can consider the inverse Laplace transform of Equation (5.4) to achieveˆ t
0
ν(t− s)(f(t)− f(0)) = λ
ˆ t
0
f(s)ds
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and, being the right-hand side absolutely continuous, we can differentiate both sides
to obtain the desired result.
Concerning uniqueness, let us suppose g is solution of (5.3). Then, integrating both
sides of the equation, we haveˆ t
0
ν(t− s)(g(t)− g(0)) = λ
ˆ t
0
g(s)ds.
Since, being g a solution of the equation, it must belong to L1loc, it is Laplace
transformable and, arguing as before, so it is its antiderivative G(t) =
´ t
0
g(s)ds.
We can then apply Laplace transform on both sides to achieve, after some algebraic
manipulation and using the fact that g(0) = f0,
Lt→z [g(t)](z) =
f0Φ(z)
z(Φ(z)− λ)
= f(z)
for any z > max{z0, abs(g(t))}. Thus, by injectivity of the Lapalace transform, we
obtain that g(t) = f(t) almost everywhere, completing the proof. 
Remark 5.2. For λ < 0, we could obtain existence and uniqueness of a uniformly
bounded solution of (5.3) also by Corollary 4.7 whenever Φ ∈ SBF and it is reg-
ularly varying. However, the Laplace transform approach is much more efficient
when arguing for some simple linear abstract Cauchy problems.
Let us come back to the case in which Φ ∈ SBF is a driftless special subordi-
nator regularly varying at ∞ with order γ ∈ (0, 1). Concerning the Φ-exponential
functions, it will be useful to deduce some series representation.
To do that, let us define the following sequence of functions which are defined by
recurrence: 
u∗0(t) = 1;
u∗1(t) = U(t);
u∗k+1(t) =
´ t
0 u(t− s)u
∗
k(s)ds k ≥ 1
Let us first show the following Lemma
Lemma 5.3. Let Φ ∈ SBF be a driftless special subordinator regularly varying at
∞ with order γ ∈ (0, 1). Then for any λ > 0 the series
+∞∑
k=1
kλku∗k(t)
is totally convergent for t ∈ [0, T ] for any T > 0.
Proof. To do this let us fix T > 0 and ε ∈ (0, γ) and let us observe by Corollary
3.2 that there exists C1 > 0 such that U(t) ≤ C1t
γ−ε for any t ∈ [0, T ]. Now, since
u(t) is regularly varying at 0 with order γ − 1 we know there exists a constant C2
such that u(t) ≤ C2t
γ−1−ε for any t ∈ [0, T ]. So let us observe that
u∗2(t) ≤ C1C2
ˆ t
0
(t− s)γ−1−εsγ−εds
Let us then set w = st and β = γ − ε. We obtain
u∗2(t) ≤ C1C2t
2β
ˆ 1
0
(1−w)β−1wβdw = C1C2t
2β Γ(β)Γ(β + 1)
Γ(2β + 1)
= C1C2
β
Γ(2β + 1)
(Γ(β)tβ)2.
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Now we want to show in general that
u∗k(t) ≤ C1C
k−1
2
β
Γ(kβ + 1)
(Γ(β)tβ)k.
Let us argue by induction. We have already shown this for k = 1 and k = 2. Let
us suppose it holds true for some k ≥ 2. Then we have
u∗k+1(t) ≤ C1C
k
2
βΓ(β)k
Γ(kβ + 1)
ˆ t
0
(t− s)β−1skβds.
Setting w = st we achieve
u∗k+1(t) ≤ C1C
k
2
βΓ(β)k
Γ(kβ + 1)
t(k+1)β
ˆ 1
0
(1−w)β−1wkβdw = C1C
k
2
βΓ(β)k+1
Γ((k + 1)β + 1)
t(k+1)β
proving the claim. Hence we have
+∞∑
k=1
kλku∗k(t) ≤
C1β
C2
+∞∑
k=1
k(λC2Γ(β)t
β)k
Γ(kβ + 1)
.
Now we only have to determine the radius of convergence of the power series g(y) =∑+∞
k=1
kyk
Γ(kβ+1) which is obviously ρ = +∞. Thus, being the power series on the
right-hand side totally convergent as t ∈ [0, T ] for any T > 0, so it is the series on
the left-hand side. 
Then we are ready to show the following Theorem.
Theorem 5.4. Let Φ ∈ SBF be a driftless special subordinator regularly varying
at ∞ with order γ ∈ (0, 1). Then for any λ ∈ R it holds
eΦ(t;λ) = 1 +
+∞∑
k=1
kλku∗k(t).
Proof. For λ = 0 it is obvious, so let us consider λ 6= 0. Let us define Uk(t) =
E[(L(t))k] for k ≥ 0. Let us work with λ > 0. Then we have, by monotone
convergence theorem,
eΦ(t;λ) =
+∞∑
k=0
(λkUk(t))
k!
.
Now let us recall from [35, Equation 7] that
Lt→z [Uk(t)](z) = k
k!
zΦk(z)
, k ≥ 1.
By a simple application of monotone convergence theorem, we have
Lt→z [eΦ(t;λ)](z) =
1
z
+
+∞∑
k=1
kλk
zΦk(z)
.
Now let us observe that Lt→z [u
∗
0(t)] =
1
z .
Moreover, we have Lt→z [u
∗
1(t)] = Lt→z [U(t)] =
1
zΦ(z) .
Now let us show that
(5.5) Lt→z [u
∗
k(t)] =
1
zΦk(z)
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for any k ≥ 1. This formula holds for k = 1, hence let us show it by induction.
Suppose Formula (5.5) holds for k ≥ 1. Then let us observe that u(t) is Laplace
transformable and Lt→z [u(t)](z) = z Lt→z[U(t)](z) =
1
Φ(z) . Hence we have:
Lt→z[u
∗
k+1(t)](z) = Lt→z [u
∗
k(t)](z)Lt→z [u(t)](z) =
1
zΦk+1(z)
,
hence showing the claim.
Now that we have this, let us observe that in Lemma (5.3) we have shown that for
any λ > 0 the series
+∞∑
k=1
kλku∗k(t)
absolutely converges for any t ≥ 0. Again, by a simple application of the monotone
convergence theorem we have
Lt→z
[
1 +
+∞∑
k=1
kλku∗k(t)
]
=
1
z
+
+∞∑
k=1
kλk
zΦk(z)
= Lt→z[eΦ(t;λ)](z).
Finally, by injectivity of the Laplace transform, we get
eΦ(t;λ) = 1 +
+∞∑
k=1
kλku∗k(t).
Concerning λ < 0, let us observe that
+∞∑
k=0
∣∣∣∣(λkUk(t))k!
∣∣∣∣ = +∞∑
k=0
(|λ|kUk(t))
k!
= 1 +
+∞∑
k=1
k|λ|ku∗k(t)
hence absolute convergence of the series is ensured. Thus the proof follows analo-
gously, by using dominated convergence theorem in place of the monotone conver-
gence one. 
This series representation will come handy when proving continuous dependence
on initial datum.
6. The generalized Gronwall inequality
Now we aim to show a Gronwall-like inequyality for the special generalized frac-
tional integral, following the lines of [36, Theorem 1]. In particular we will prove
the following Theorem.
Theorem 6.1. Let x, a, g ∈ L1([0, T ]). Suppose that a is non-negative and g is
non-decreasing and non-negative. Let Φ ∈ SBF be a driftless Bernstein function
that is regularly varying at infinity with order γ ∈ (0, 1). Moreover, suppose that
(6.1) x(t) ≤ a(t) + g(t) IΦt x(t).
Then:
• It holds
x(t) ≤
+∞∑
k=0
Bka(t)
where B0 is the identity operator and B is defined as
Ba(t) = g(t)
ˆ t
0
u(t− s)a(s)ds;
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• For any ε ∈ (0, γ) there exists C2 > 0 such that, setting β = γ − ε, it holds
(6.2) x(t) ≤ a(t) + C2Γ(β)g(t)
ˆ t
0
Eβ,β(C2Γ(β)g(T )(t− s))(t− s)
β−1a(s)ds,
where Eβ1,β2(t) is the two-parameters Mittag-Leffler function (see [20]) de-
fined as
Eβ1,β2(t) =
+∞∑
k=0
tk
Γ(kβ1 + β2)
;
• If a is non-decreasing then
x(t) ≤ a(t) eΦ(t, g(T )).
The proof of this Theorem will be given in Subsection 6.2. Indeed we first need
some technical Lemmas concerning the operator B.
6.1. The auxiliary operator B. For any function f ∈ L1([0, T ]) let us define the
following operator
Bf(t) = g(t)
ˆ t
0
u(t− s)f(s)ds.
In this subsection we will prove some properties of the operator B and of its powers.
First of all, let us show the following easy Lemma
Lemma 6.2. Let f1, f2 ∈ L
1([0, T ]) with f1(t) ≤ f2(t) almost everywhere in [0, T ].
Then Bf1(t) ≤ Bf2(t) for any t ∈ [0, T ].
Proof. This property follows from the fact that g and u are non-negative functions.

Now we want to prove some control on the function Bkf(t) for f ∈ L1([0, T ]).
We have indeed the following Lemma.
Lemma 6.3. Fix ε ∈ (0, γ) and define β = γ − ε. Then there exists a constant C2
such that for any k ≥ 1 and any non-negative f ∈ L1([0, T ]) it holds
(6.3) Bkf(t) ≤
(C2Γ(β)g(t))
k
Γ(kβ)
ˆ t
0
(t− s)kβ−1f(s)ds.
Proof. Since we know that u(t) is a regularly varying function at 0 of order γ − 1,
we know there exists C2 > 0 such that u(t) ≤ C2t
γ−ε−1 = C2t
β−1. Then, for k = 1
we have
Bf(t) = g(t)
ˆ t
0
u(t− s)f(s)ds ≤ C2g(t)
ˆ t
0
(t− s)β−1f(s)ds.
Now let us suppose Equation (6.3) holds for some k ≥ 1. Then we have, by Lemma
6.2,
Bk+1f(t) = B(Bkf(t))(t) ≤ g(t)
ˆ t
0
u(t− s)
(C2Γ(β)g(s))
k
Γ(kβ)
ˆ s
0
(s− τ)kβ−1f(τ)dτds.
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Now, since g is increasing and u(t− s) ≤ C2(t− s)
β−1, we have, by also using the
substitution s = τ + (t− τ)w,
Bk+1f(t) ≤
(C2Γ(β)g(t))
k+1
Γ(kβ)Γ(β)
ˆ t
0
(t− s)β−1
ˆ s
0
(s− τ)kβ−1f(τ)dτds
=
(C2Γ(β)g(t))
k+1
Γ(kβ)Γ(β)
ˆ t
0
f(τ)
ˆ t
τ
(t− s)β−1(s− τ)kβ−1dsdτ
=
(C2Γ(β)g(t))
k+1
Γ(kβ)Γ(β)
ˆ t
0
f(τ)(t − τ)(k+1)β−1
ˆ 1
0
(1 − w)β−1wkβ−1dwdτ
=
(C2Γ(β)g(t))
k+1
Γ((k + 1)β)
ˆ t
0
f(τ)(t − τ)(k+1)β−1dτ,
concluding the proof. 
We have a different situation if f(t) is a constant function, since we can control
Bkf by using the functions u∗k(t).
Lemma 6.4. For any k ≥ 1 it holds
(6.4) Bk1(t) ≤ (g(t))ku∗k(t)
Proof. Let us first observe that B1(t) = g(t)U(t). Let us suppose Equation (6.4)
holds for some k ≥ 1. Thus, by Lemma 6.2 and the fact that g(t) is non-decreasing,
we have
Bk+11(t) = B(Bk1(t))(t) ≤ B((g(t))ku∗k(t))(t) =
= g(t)
ˆ t
0
u(t− s)(g(s))ku∗k(s)ds ≤ (g(t))
k+1u∗k+1(t),
concluding the proof. 
The power estimate given in Lemma 6.3 can be used first to prove the following
result.
Lemma 6.5. Let f ∈ L1([0, T ]). Then:
•
∑+∞
k=1 B
kf(t) absolutely converges for any t ∈ [0, T ];
• limk→+∞B
kf(t) = 0 uniformly in [0, T ];
• If f ∈ L∞([0, T ]), then
∑+∞
k=1 B
kf(t) totally converges in [0, T ]:
Proof. Let us observe that |Bf(t)| ≤ B|f |(t) by definition of B. Moreover, by
Lemma 6.2, we also have −B|f |(t) ≤ Bf(t) ≤ B|f |(t), hence, without loss of
generality, we can consider f ≥ 0.
By Lemma 6.3, we have, for some ε ∈ (0, γ), C2 > 0 and β = γ−ε, choosing k0 ∈ N
such that k0β > 1, we achieve
+∞∑
k=k0
Bkf(t) ≤
+∞∑
k=k0
(C2Γ(β)g(t))
k
Γ(kβ)
ˆ t
0
(t− s)kβ−1f(s)ds
≤
+∞∑
k=k0
(C2Γ(β)g(t))
k
Γ(kβ)
T kβ−1
ˆ t
0
f(s)ds
≤ ‖f‖L1([0,T ])
+∞∑
k=k0
(C2Γ(β)g(T ))
k
Γ(kβ)
T kβ−1,
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where last inequality follows from the fact that f ∈ L1([0, T ]) and g is increasing.
In particular we have that
+∞∑
k=k0
(C2Γ(β)g(T ))
k
Γ(kβ)
T kβ−1 = (C2Γ(β)g(T ))
k0T k0β−1
+∞∑
k=0
(C2Γ(β)g(T )T
β)k
Γ(kβ + k0β)
= (C2Γ(β)g(T ))
k0T k0β−1Eβ,k0β(C2Γ(β)g(T )T
β),
This is enough to prove that
∑+∞
k=1 B
kf(t) absolutely converges for any t ∈ [0, T ].
Moreover, we have also that the series
∑+∞
k=k0
Bkf(t) totally converges in [0, T ]:
this implies that it holds limk→+∞B
kf(t) = 0 uniformly in [0, T ].
However, if f ∈ L∞([0, T ]), we have for k < k0
Bkf(t) ≤
(C2Γ(β)g(t)t
β)k
Γ(kβ + 1)
‖f‖L∞ ≤
(C2Γ(β)g(T )T
β)k
Γ(kβ + 1)
‖f‖L∞
obtaining the total convergence of the whole series. 
Finally, let us show a last confrontation Lemma.
Lemma 6.6. For any non-negative increasing function f1 and any non-negative
function f2 in L
1([0, T ]) it holds
(6.5) Bk(f1f2)(t) ≤ f1(t)B
kf2(t)
for any t ∈ [0, T ].
Proof. Let us first observe that, being f1 increasing
(6.6)
B(f1f2)(t) = g(t)
ˆ t
0
u(t−s)f1(s)f2(s)ds ≤ g(t)f1(t)
ˆ t
0
u(t−s)f2(s)ds = f1(t)B(f2)(t).
Now let us suppose Equation (6.5) holds for some k ≥ 1. Then we have, by also
using (6.6) and Lemma 6.2,
Bk+1(f1f2)(t) = B(B
k(f1f2))(t) ≤ B(f1B
kf2)(t) ≤ f1(t)B
k+1f2(t),
concluding the proof. 
6.2. Proof of Theorem 6.1.
Proof. Starting from the relation
x(t) ≤ a(t) + g(t) IΦt x(t)
let us rewrite it as
(6.7) x(t) ≤ a(t) +Bx(t).
Now, applying on both sides the operator B and recalling Lemma 6.2 we have
Bx(t) ≤ Ba(t) +B2x(t).
Plugging last inequality in Equation (6.7) we have
(6.8) x(t) ≤ a(t) +Ba(t) +B2x(t).
Now we want to show that
(6.9) x(t) ≤ a(t) +
n−1∑
k=1
Bka(t) +Bnx(t).
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Let us observe that (6.9) already holds for n = 2, since it coincides with Equation
(6.8). Now let us suppose that Equation (6.9) holds for some n ≥ 2. Then we can
apply the operator Bn on both sides of Equation (6.7) to achieve
Bnx(t) ≤ Bna(t) +Bn+1x(t),
thus, plugging this relation in Equation (6.9), we have
x(t) ≤ a(t) +
n∑
k=1
Bka(t) +Bn+1x(t).
proving the claim.
Now let us observe that a ∈ L1([0, T ]) hence by Lemma 6.5 we know that
∑+∞
k=1 B
ka(t) < +∞.
Moreover, also x ∈ L1([0, T ]), hence, still by Lemma 6.5, limk→+∞B
kx(t) = 0.
Thus, taking the limit as n→ +∞ in Equation (6.9) we obtain
(6.10) x(t) ≤ a(t) +
+∞∑
k=1
Bka(t),
proving the first part of the Theorem.
Concerning the second part, we have, by Lemma 6.3 and monotone convergence
theorem, for any ε ∈ (0, γ), setting β = γ − ε,
+∞∑
k=1
Bka(t) ≤
ˆ t
0
+∞∑
k=1
(C2Γ(β)g(t))
k
Γ(kβ)
(t− s)kβ−1a(s)ds
=
ˆ t
0
+∞∑
k=0
(C2Γ(β)g(t))
k+1
Γ(kβ + β)
(t− s)kβ+β−1a(s)ds
≤ C2Γ(β)g(t)
ˆ t
0
Eβ,β(C2Γ(β)g(T )(t− s))(t− s)
β−1a(s)ds.
Then, plugging last inequality in (6.10) we obtain (6.2).
Concerning the third part of the Theorem, let us observe by Lemma 6.6 that
Bka(t) ≤ a(t)Bk1(t) ≤ a(t)(g(t))ku∗k(t) ≤ a(t)(g(T ))
ku∗k(t).
Thus we get
+∞∑
k=0
Bka(t) ≤ a(t)
[
1 +
+∞∑
k=1
(g(T ))ku∗k(t)
]
≤ a(t)
[
1 +
+∞∑
k=1
k(g(T ))ku∗k(t)
]
= a(t) eΦ(t, (g(T ))
k),
where last equality follows from Theorem 5.4: this inequality completes the proof.

7. Continuity with respect to parameters
Since we now have a Gronwall-type inequality (that is to say Theorem 6.1),
we can exploit some continuity properties of the solutions with respect to some
parameters of the problem.
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7.1. Continuous dependence on the initial datum. To work with continuous
dependence on the initial datum, let us define, just for this subsection, the function
Ψ : f0 ∈ R→ (t ∈ [0, T (f0)]→ Ψ(t; f0) ∈ R)
where, for fixed f0 ∈ R, t ∈ [0, T ] 7→ Ψ(·; f0) is solution of the Cauchy problem
(7.1)
{
∂Φt Ψ(t; f0) = F (t,Ψ(t; f0)) t ∈ (0, T (f0)]
Ψ(0; f0) = f0
where F and Φ satisfy the hypotheses of Theorem 4.2 and T (f0) = T1 as defined
in the aforementioned Theorem. In particular we are stressing out the dependence
of T1 with respect to the initial datum f0. Indeed, in Lemma 4.4, we have actually
shown that T1 depends on R > 0 such that |f0| < R, thus we can just fix R = |f0|+1
to have that T1 depends actually on f0. Moreover, since U is continuous, we are
asking for
T1 = U
←
(
CR
R
)
.
Now let us consider f˜0 ∈ (f0 − δ, f0 + δ). If δ < 1 we have that |f˜0| ≤ |f0|+ δ ≤ R.
By using these observations, it is easy to prove the following Lemma
Lemma 7.1. Let F and Φ satisfy the hypotheses of Theorem 4.2 and fix R =
|f0|+1. Define T1 = U
←
(
CR
R
)
. Then, for any δ ∈ (0, 1) and any f˜0 ∈ (f0−δ, f0+δ),
the Cauchy problem {
∂Φt f(t) = F (t, f(t)) t ∈ (0, T1]
f(t) = f˜0
admits a unique solution in
⋂
ε∈(0,γ)C
γ−ε((0, T1]).
Thus we can use this Lemma to fix the time interval J1 = (0, T1] as common
interval for the existence of the solution for any initial datum sufficiently near f0.
We have then the following result.
Proposition 7.2. Fix f0 ∈ R and δ ∈ (0, 1). The function f˜0 ∈ (f0 − δ, f0 + δ)→
Ψ(·; f0) ∈ C
0((0, T (f0)]) is continuous in f0.
Hence, in particular, since f0 ∈ R is arbitrary, Ψ(·; f0) is continuous with respect
to f0 ∈ R.
Proof. Let us define the function h(t; f˜0) = |Ψ(t; f˜0) − Ψ(t; f0)|. Since Ψ(t; f˜0)
is solution of (7.1) (also by Lemma 7.1 which guarantees existence in (0, T (f0)]
without changing the horizon T ), then it is also solution of (4.3). We have
(7.2) |Ψ(t; f˜0)−Ψ(t; f0)| ≤ |f˜0−f0|+
ˆ t
0
u(t−s)
∣∣∣F (s,Ψ(s; f˜0))− F (s,Ψ(s; f0))∣∣∣ .
Moreover, we have, by Theorem 4.2, that |Ψ(s; f˜0)| ≤ R and |Ψ(s; f0)| ≤ R, hence
|F (s,Ψ(s; f˜0))− F (s,Ψ(s; f0))| ≤ LRh(s; f˜0).
We obtain from Equation (7.2)
h(t; f˜0) ≤ |f˜0 − f0|+ LR
ˆ t
0
u(t− s)h(s)ds,
hence, by Theorem 6.1 and the fact that eΦ(t;λ) is increasing when λ > 0
h(t; f˜0) ≤ |f˜0 − f0| eΦ(t;LR) ≤ |f˜0 − f0| eΦ(T (f0);LR).
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This completes the proof. 
7.2. Continuous dependence on a parameter. Now let us consider a function
F : [0, T ] × R×U → R where (V, d) is a locally compact metric space. Consider
also Φ ∈ BF . Let us suppose that Φ and, for any v ∈ (V, d), (t, x) ∈ [0, T ]× R →
F (t, x; v) satisfy the hypotheses of Theorem 4.2. Moreover, suppose that v ∈ V 7→
F (t, x; v) is locally Lipschitz uniformly with respect to (t, x) ∈ [0, T ]× [−R,R] for
any fixed R > 0.
Define then the function Ψ : v ∈ (V, d) 7→ (t ∈ [0, T (v)] 7→ Ψ(t; v) ∈ R) where for
fixed v ∈ (V, d), the function t 7→ Ψ(t; v) is solution of
(7.3)
{
∂Φt Ψ(t; v) = F (t,Ψ(t; v); v) t ∈ (0, T (v)]
Ψ(0; v) = f0.
As before, we need, for a v0 ∈ V fixed and a ball Br(v0) in V , to fix a constant
T (eventually depending only on v0) such that for every v ∈ Br(v0) the solution
exists and is unique up to T . To do this, let us fix R = |f0| + 1 and x ∈ [−R,R].
Then we have
|F (t, x; v)| ≤ |F (t, x; v0)|+|F (t, x; v)−F (t, x; v0)| ≤ CR(v0)+|F (t, x; v)−F (t, x; v0)|.
Now let us recall that (V, d) is locally compact hence v0 admits a neighbourhood
V0 such that V 0 is compact. Let us then consider a radius r > 0 so small that
Br(v0) ⊂ V0 and consider v ∈ Br(v0). Since F is locally Lipschitz, then there exists
a constant Lr(R) such that
|F (t, x; v)| ≤ |F (t, x; v0)|+|F (t, x; v)−F (t, x; v0)| ≤ CR(v0)+Lrd(v, v0) ≤ CR(v0)+rLr(R).
Hence we can set C˜R = CR(v0) + rLr(R) to obtain
|F (t, x; v)| ≤ C˜R
for any t ∈ [0, T ], x ∈ [−R,R] and v ∈ Br(v0). Thus, arguing as we did for Lemma
7.1 we have the following Lemma.
Lemma 7.3. Let (V, d) be a locally compact metric space, F : [0, T ]× R×V → R
and Φ ∈ BF. Suppose that Φ and, for any fixed v ∈ V , (t, x) ∈ [0, T ] × R 7→
F (t, x; v) ∈ R satisfy the hypotheses of Theorem 4.2. Moreover, suppose that v ∈
V 7→ F (t, x; v)R is locally Lipschitz uniformly with respect to (t, x) ∈ [0, T ]×[−R,R]
for any fixed R > 0. Fix R = |f0| + 1. Then there exists a constant r > 0 such
that there exists a neighbourhood V0 of v0 with compact closure, Br(v0) ⊆ V0 and
defining Lr(R) such that
|F (t, x; v) − F (t, x; v0)| ≤ Lr(R)d(v, v0)
for any t ∈ [0, T ], x ∈ [−R,R] and v ∈ Br(v0), and T1 = U
←
(
CR+rLr(R)
R
)
, then,
for any v ∈ Br(v0), the Cauchy problem{
∂Φt f(t) = F (t, f(t); v) t ∈ (0, T1]
f(t) = f0
admits a unique solution in
⋂
ε∈(0,γ)C
γ−ε((0, T1]).
Now that we have a way to fix a common time interval, let us show the following
continuity result.
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Proposition 7.4. Let (V, d) be a locally compact metric space, F : [0, T ]×R×V →
R and Φ ∈ BF. Suppose that Φ and, for any fixed v ∈ V , (t, x) ∈ [0, T ] × R 7→
F (t, x; v) ∈ R satisfy the hypotheses of Theorem 4.2. Moreover, suppose that v 7→
F (t, x; v) is locally Lipschitz uniformly with respect to (t, x) ∈ [0, T ]× [−R,R] for
any fixed R > 0. Then the function v 7→ Ψ(·; v) is continuous with respect to v ∈ V .
Proof. Let us fix v0 ∈ V and R = |f0| + 1. Then, by Lemma 7.3, there exists
r > 0 such that for any v ∈ Br(v0) the function Ψ(t; v) is well defined up to
T1 = U
←
(
CR+rLr(R)
R
)
where Lr(R) > 0 is such that |F (t, x; v) − F (t, x; v0)| ≤
Lr(R)d(v, v0) for any v ∈ Br(v0), x ∈ [−R,R] and t ∈ [0, T ].
Let us define the function
h(t; v) = |Ψ(t; v)−Ψ(t; v0)|.
Since for any fixed v ∈ V , Ψ(t; v) is solution of (7.3) up to the time horizon T1, we
have
h(t; v) ≤
ˆ t
0
u(t− s)|F (s,Ψ(s; v); v) − F (s,Ψ(s; v0); v0)|ds.
Now let us observe that, since Ψ(s; v) and Ψ(s; v0) belong to [−R,R] for any s ∈
[0, T1] and v ∈ Br(v0),
|F (s,Ψ(s; v); v)− F (s,Ψ(s; v0); v0)| ≤ |F (s,Ψ(s; v); v)− F (s,Ψ(s; v); v0)|
+ |F (s,Ψ(s; v); v0)− F (s,Ψ(s; v0); v0)|
≤ Lr(R)d(v, v0) + LRh(s; v)
Thus in particular we have
h(t; v) ≤ Lr(R)d(v, v0)U(t) + LR
ˆ t
0
u(t− s)h(s; v)ds.
Recalling that U(t) is a non-negative and non-decreasing function, we finally achieve,
by Theorem 6.1
h(t; v) ≤ Lr(R)U(t)d(v, v0) eΦ(t;LR)
≤ Lr(R)U(T )d(v, v0) eΦ(T ;LR),
concluding the proof. 
7.3. A bound on the distance of the solutions. Let us now consider two
solutions f1, f2 of the Cauchy problems
(7.4)
{
∂Φt fi(t) = Fi(t, fi(t)) t ∈ (0, T
i]
fi(0) = f
i
0
where Φ and Fi satisfy the hypotheses of Theorem 4.2. We want to show that
if we can bound the distance between F1 and F2, then we can control also the
distance between the solutions in terms of |f10 − f
2
0 |. We have indeed the following
proposition.
Proposition 7.5. Let Fi (i = 1, 2) and Φ satisfy the hypotheses of Theorem 4.2
and let fi be the solutions of the Cauchy problems (7.4). Moreover, suppose that
for any R > 0 there exists MR > 0 such that
|F1(t, x) − F2(t, y)| ≤MR ∀t ∈ [0, T ], ∀x, y ∈ [−R,R].
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Let Ti > 0 such that fi is well-defined in [0, Ti] and set T∗ = min{T1, T2}. Then we
have
‖f1 − f2‖C0([0,T∗]) ≤ (|f
1
0 − f
2
0 |+MRU(T )) eΦ(T, LR).
Proof. Fix R = max{|f10 |, |f
2
0 |} + 1. Let us define h(t) = |f1(t) − f2(t)| that is
well-defined in [0, T ] where T∗ = min{T1, T2}. Since fi is solution of (7.4) we have
h(t) ≤ |f10 − f
2
0 |+
ˆ t
0
u(t− s)|F1(s, f1(s))− F2(s, f2(s))|ds.
Now let us observe that
|F1(s, f1(s))− F2(s, f2(s))| ≤ |F1(s, f1(s))− F1(s, f2(s))|
+ |F1(s, f2(s))− F2(s, f2(s))|
≤ LRh(s) +MR
and then
h(t) ≤ |f10 − f
2
0 |+MRU(t) + LR
ˆ t
0
u(t− s)h(s)ds.
Hence, by Theorem 6.1, we have
h(t) ≤ (|f10 − f
2
0 |+MRU(t)) eΦ(t;LR)
≤ (|f10 − f
2
0 |+MRU(T )) eΦ(T ;LR).
Taking the supremum for t ∈ [0, T∗] we conclude the proof. 
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