With the rapid proliferation of online social networks, the need for newer class of learning algorithm to simultaneously deal with multiple related networks has become increasingly important. This paper proposes an approach for multi-task learning in multiple related networks, where in we perform different tasks such as classification on one network and clustering on the other. We show that the framework can be extended to incorporate prior information about the correspondences between the clusters and classes in different networks. We have performed experiments on real-world data sets to demonstrate the effectiveness of the proposed framework.
INTRODUCTION
With the rapid proliferation of diverse online social networks, the need to integrate and analyze relational data from multiple networks has become increasingly important. Typical learning problems for relational data include community detection (or clustering), collective classification, link prediction, influence maximization, and anomaly detection. However, the focus of previous research has been on learning a single task on a single network or on a k-partite graph constructed from a multi-network with heterogeneous nodes. This paper departs from previous research by focusing on learning multiple tasks (clustering and classification) in different networks. For example, one might be interested in classifying the postings made to an online message forum while simultaneously clustering the network of users who posted the messages or comments. Multi-task learning can also be performed on networks from different domains. For example, suppose we have partially classified the users on Facebook. Can we use this information to help cluster the users on MySpace or other social networking Web sites?
One approach to solve this problem would be to combine all the graphs into one giant network and apply existing state of the art clustering or classification algorithms to the whole network. However such an approach has many limitations. First, the number of classes in one network may be different than the number of communities (clusters) in another network. By applying a single algorithm to the entire network, we have no control over the number of clusters or classes that will be found in each induced subgraph of the network. Furthermore, aggregating the graphs into one large network will lose information about the inherent variabilities between different graphs.
Another approach would be to perform the learning task independently on each network. An obvious limitation of this approach is that it does not fully utilize the link information from other related networks. More importantly, if the learning tasks are somewhat related and there is prior knowledge about the relationships between the clusters and classes in different networks, this approach will not be able to share and utilize this information. This motivates the need to develop a joint algorithm for multi-task learning in multiple related networks.
There have been recent efforts for clustering multiple graphs. Zhou et al. [6] proposed a new method to combine multiple graphs to measure document similarities, where different factorization strategies are used based on nature of different graphs. Tang et al. [4] proposed a linked matrix factorization approach for fusing information from multiple graph sources. Chen et al. [1] presented a co-classification framework for Web spam and spammer detection in social media based on the maximum margin principle. They demonstrated that joint classification strategy is more effective than independent detection strategy. However, to best of our knowledge none of the previous studies has worked on learning multiple tasks such as classification and clustering simultaneously on multiple related networks.
PRELIMINARIES
be the graph representation of a multi-network, where each V i corresponds to a set of nodes of a specific type and M is the number of node types.
Furthermore, Es is the set of links connecting the same type of nodes whereas E d is the set of links connecting nodes of different types. The multi-network forms a k-partite graph if Es = ∅. Each set of nodes of the same type also induces a subgraph Gi = (Vi, Ei), where Ei ⊆ Vi × Vi and Es = ∪ T i=1 Ei. We may consider the induced subgraph Gi as a network of homogeneous nodes within the multi-network. For brevity, the framework presented in this paper focuses on a multi-network with M = 2, though it can be generalized to graphs containing more than two types of nodes. To simplify the notation, let G1 = (V1, E1) and G2 = (V2, E2) be the induced subgraphs of G containing nodes from V1 and V2, respectively. Also, let G12 = (V1 ∪ V2, E d ) denote a bipartite graph with links connecting between nodes in V1 to those in V2. The number of nodes in each network are denoted as |V1| = n and |V2| = m, respectively. This paper focuses on a multi-task learning problem in which the tasks involve classification and clustering of nodes in two related networks. Without loss of generality, we assume that the clustering task is performed on network G1 and the classification task on network G2. Let k1 be the number of communities (clusters) in G1 and k2 be the number of classes in G2. Let A, B, and C be the adjacency matrices associated with the graphs G1, G2 and G12, respectively. We assume that the first l nodes in G2 are labeled while the remaining m − l nodes are unlabeled. The true class information is encoded in an l × k2 binary matrix L, such that Lij = 1 if the node v2i ∈ V2 belongs to class j and zero otherwise.
Our approach is to generate a pseudo label matrix X ∈ R n×k 1 for the nodes in G1 such that the i th row in X gives the cluster membership of node v1i in each of the k1 clusters. Similarly, a pseudo label matrix Y ∈ R m×k 2 is generated for the nodes in G2 such that the i th row of Y gives its membership in each of the k2 labels.
THE PROPOSED FRAMEWORK
This section outlines our proposed framework for simultaneous clustering and classification of multiple related networks. Specifically, we employ a matrix factorization approach [2] to solve both tasks by optimizing the following joint objective function:
where the superscript T denote the matrix transpose oper-
Kullback-Leibler distance between P and Q. The first term in the objective function deals with the clustering of nodes in G1 by factorizing the adjacency matrix A into a product involving the pseudo label matrix X. The last two terms deal with the classification of nodes in G2 by estimating the pseudo label matrix Y , taking into account both the link structure (B) and class information (L). It should be noted that the last term in the objective function does not apply to unlabeled nodes in network G2. Thus, Y l is an l × k2 sub-matrix of Y . Finally, the second term in the objective function is used to learn the relationship between the clusters found in network G1 and the classes obtained for network G2. Clearly, if the pseudo label matrix Y is known, we can augment this information to estimate the pseudo label matrix X for network G1 by minimizing the following objective function
Similarly, if the community membership information in network G1 is available, then it can be used as additional information for classifying the nodes in G2. This is accomplished by minimizing the following objective function
Thus, we may use an alternating minimization scheme to solve the optimization problem. Since we have five parameters to estimate (X, Y , U , W , and V ), we iteratively update the value of each parameter by fixing the values of the remaining four parameters. The update formula for each parameter is computed using a gradient descent approach. We omit the details due to space limitations and present the multiplicative update formula below:
The update formula for Yij depends on whether the node is labeled or not. For i > l (unlabeled nodes)
whereas for labeled nodes (i ≤ l), we need to add β
and ∑ a [I k 2 ]aj respectively to the numerator and denominator of update formula (5), where I k is identity matrix Similarly, the update formula for matrices U , W , and V are computed as follows:
We first randomly initialize tthe matrices X, Y , U , W , and V to some non-negative entries and then iteratively update the matrices according to the update formula given above. The process is repeated until a specified maximum number of iterations is reached.
Incorporating Prior Information
Often times, we may have additional information about the relationship between the classes and clusters in the different networks. In what follows we give a motivation to incorporate this prior information into the objective function. 
Example 1. Consider a multi-network comprising of a citation network between research articles and a co-authorship network between researchers. Suppose we would like to classify the articles according to the following topics:
where the rows are the article categories and the columns are the author clusters.
To incorporate prior, we first need to interpret the role of the V matrix in the objective function. This matrix is estimated from the KL divergence term, D(C ∥ XV Y
T ), where C is the adjacency matrix representation of the links in the bipartite graph G12. Since X encodes the cluster membership of the nodes in G1 and Y encodes the class membership of the nodes in G2, we could interpret the role of matrix V as capturing the relationship between the clusters in G1 and the classes in G2.
Let P be the prior information about the relationship between the clusters and classes. To incorporate this information, we modify the objective function (1) as follows:
where λ is a user-specified parameter that controls the tradeoff between fitting V directly to the data and fitting V to the prior matrix P . If λ = 0, then the correspondence between clusters is given by the prior matrix. If λ = 1, then the formulation reduces to the original framework given in (1) . In situations where the actual proportion of links between nodes from each cluster in G1 and each class in G2 is unknown, we may use a non-informative prior with Pij is 0 or 1 indicating whether the i th cluster is expected to be related to the j th class (see Example 1).
EXPERIMENTAL EVALUATION
This section presents the results of applying the proposed framework to the multi-task learning problem on real-world network data. As a baseline, we use the normalized cut (Ncut) algorithm by Shi and Malik [3] for clustering and the label propagation algorithm with local and global consistency (LGC) by Zhou et al. [5] for classification. For a fair comparison, we applied each baseline algorithm on the entire multi-network G (instead of G1 and G2 separately). In each experiment, we set the proportion of labeled nodes in one of the two network to 20%. We use the normalized mutual information (NMI) measure to evaluate clustering results and accuracy to evaluate classification results. We denote our proposed multi-task, multi-network learning framework as Joint or Joint + Prior in the remainder of this section.
Wikipedia Data
Two networks, namely the article networks and editor networks are available on Wikipedia. The Wikipedia articles are chosen from four broad topics-Biology, Natural Science, Computer Science and Social Science. Each of the topics are further subdivided into subtopics, as shown in Table 1 . We randomly sampled 6403 articles and 5361 of their corresponding editors to form the Wikipedia multi-network. Our task is to classify each article into one of the 12 possible sub-categories and to partition the editors into 4 clusters. As shown in Table 2 , the independent clustering of user network gives very bad results compared to the Joint approach. The cluster NMI increases from 0.08 to 0.37. However, this additional gain comes at the expense of reduced classification accuracy on the article network. Applying LGC on article network alone gives an accuracy of 0.87 which reduces to 0.85, when applied to the entire multi-network. This is because the class information provided by the article network is more useful than the "coarse-level" cluster information provided by the editor network. Furthermore, a user typically contributes to articles across different categories which makes it difficult to decide his/her actual class label. We currently assigned the user to the category to which he/she has made the most contributions. In fact, it is because of this problem, it is difficult to acquire the label information in user network, and thus, clustering becomes a necessary task.
Wikipedia and Digg Data
Here we present the results of applying the proposed framework to multi-network constructed from different domains. We cluster the users of Digg.com 1 and classify the editors of Wikipedia.org First, articles from Wikipedia are chosen from only three broad topics -Natural Science, Computer Science and Social Science and a sample of 4320 editors are chosen. We then sampled 5670 Digg users who have bookmarked URLs on the following three topics: Politics, Computer Science, and Natural Science. We formed a Digg useruser link from the user-URL matrix. Two Digg users are linked if they have at least τ URLs in common. Finally, links between Wikipedia editors and Digg users are established using the contents of Wikipedia articles and Digg's URL description. Specifically, the weight of the link corresponds to the cosine similarity between the words in the title and description of a URL and the words that appear in the content of a Wikipedia article. Figure 1 shows the spy plot for the Digg user and Wikipedia editor networks. Careful observation of the spy plots reveals three distinct clusters/classes among both networks. However the Digg user network is noisier then Wikipedia editor network. We first performed Ncut on the Digg data alone and Ncut on the overall network (Digg + Wikipedia + links between them). The confusion matrix is given in Table 4 . As can be seen in the adjacency matrix plot, the first two clusters are noisy and heavily interlinked. So we obtain only two predominant clusters. We apply the LGC algorithm to propagate labels in the Wikipedia data set. The results are summarized in Table  5 . The noisy Digg data has degraded the performance of LGC on the Wikipedia network. Propagating labels only on Wikipedia data set gives an accuracy of 0.71, which reduces to 0.66 when applied to the multi-network. 1 www.digg.com is a popular social news Web site The presence of noise on the Digg user network combined with noisy links between the Wikipedia and Digg networks resulted in poor performance of the joint learning algorithm. The number of clusters obtained is less than the number we expect. However, by incorporating the prior matrix P = I3, ensures that we obtain three clusters on each network. The results are shown in table below. Clearly, the Joint + Prior results are significantly better than both Ncut and LGC. 
CONCLUSION
In this paper we have given a framework to perform multi task learning on multiple related networks. We have also introduced the idea of using a prior to guide the clustering process. We have demonstrated a practical use of our algorithm by identifying similar communities on different network domains namely Digg and Wikipedia.
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