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We introduce a way of quantifying how informative a quantum measurement is, starting from a resource-
theoretic perspective. This quantifier, which we call the robustness of measurement, describes how much ‘noise’
must be added to a measurement before it becomes completely uninformative. We show that this geometric
quantifier has operational significance in terms of the advantage the measurement provides over guessing at
random in an suitably chosen state discrimination game. We further show that it is the single-shot generalisation
of the accessible information of a certain quantum-to-classical channel. Using this insight, we also show that the
recently-introduced robustness of coherence is the single-shot generalisation of the accessible information of an
ensemble. Finally we discuss more generally the connection between robustness-based measures, discrimination
problems and single-shot information theory.
INTRODUCTION
Although quantum states provide a complete description of
a physical system at a given time, it is through the process
of measurement that classical information about the state of
the system is obtained. How much information is obtained
depends upon the nature of the measurement made. Intu-
itively, some measurements are more informative than others,
depending on how much correlation can be generated between
the measurement outcomes and the state of the quantum sys-
tem. Measurements which are not able to generate strong cor-
relations – i.e. those which lead to almost uniform measure-
ment outcomes for all quantum states – are naturally less in-
formative than measurements which can lead to deterministic
results.
The study of how informative a quantum measurement is it
not new. There has been a series of papers studying this ques-
tion, from an information-theoretic perspective [1–13]. The
novel approach we adopt here comes from taking a ‘resource-
theoretic’ point of view.
In recent years there has been much interest coming from
quantum information in studying quantum properties and phe-
nomena taking a resource-theoretic perspective, whereby one
treats the property or phenomenon of interest as a resource,
and tries to quantify it from an operational perspective. The
prototypical example of such a quantum resource theory is
the theory of entanglement [14, 15], but there have been many
other resource theories put forward recently, including asym-
metry [16, 17], coherence [18, 19], purity [20] thermodynam-
ics [21–23], magic states [24], nonlocality [25], steering [26],
contextuality [27–29] and knowledge [30]. For a recent re-
view article, see [31].
Here we are interested in returning to the question of how
informative a measurement is, starting from such a resource-
theoretic perspective. A number of questions arise. Which
measurements are most informative? How can we compare
the informativeness of one measurement to another from this
perspective?
To that end, we introduce here a way of quantifying the in-
formativeness of a measurement, by introducing what we call
the robustness of a measurement, which, roughly speaking,
corresponds to the amount of ‘noise’ that has to be added to
a measurement before it ceases to be informative at all. After
showing that this quantity has the usual desirable properties
that one would expect from any meaningful quantifier, such
as faithfulness, convexity, and non-increase under processing,
we go on to show that it has a natural operational interpre-
tation from the perspective of state discrimination, where it
quantifies the best advantage that the measurement can pro-
vide over randomly guessing the state. Moreover, we also
show that the robustness of measurement is naturally related
to a single-shot generalisation of the accessible information of
a quantum-classical channel. Thus although our starting point
was different to previous work, we indeed find a close con-
nection to many ideas already explored [1–13], as one might
expect.
Using this insight, we then return to a similar quantifier that
was recently introduced in the context of the resource theory
of coherence/asymmetry [32, 33]. We show that the robust-
ness of coherence is also a single-shot generalisation, now of
the accessible information of an ensemble. We believe this
signals a more general connection between robustness based
measures of resources, single-shot information theory, and
discrimination type problems, as we discuss in the conclu-
sions.
ROBUSTNESS OF MEASUREMENT
Let us think about (destructive) quantum measurements
starting from a resource-theoretic perspective. To that end,
imagine a scenario where we have access to only one specific
measuring device. That is, we have access to a box, which ac-
cepts as input an arbitrary quantum state ρ (of fixed dimension
d), and performs the measurement M = {Ma}a with o out-
comes on the system, where each Ma is a positive-semidefinite
operator, Ma ≥ 0, (a POVM element), which collectively sum
to the identity ∑aMa = 1 . The box returns the measurement
outcome a with probability p(a) = tr[Maρ].
Even if we only have access to the single measurement M,
we still naturally have access to another type of box, which
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2performs a ‘trivial’ measurement. That is, we can also con-
sider a box T= {Ta}a which accepts quantum states, but pro-
duces random outcomes, i.e. which returns a supposed mea-
surement outcome a with probability q(a), independent of the
quantum state measured. Such a measurement can be thought
of as having POVM elements Ta = q(a)1 .
Using resource-theoretic language, we can think of the set
of all such trivial measurements as being the free measure-
ments, and any measurement which is not of this form as be-
ing a resourceful measurement – i.e. one which genuinely
performs a quantum measurement.
It is natural to look at quantitative properties of measure-
ments from this perspective. In particular, given a particular
measurement M, one can try to quantify to what extent it is a
resourceful measurement, and to understand the physical con-
tent of such statements. Intuitively, one would hope that ideal
von Neumann measurements, where each POVM element is
a rank-1 projector, Ma = Πa, should be the most resourceful
measurements.
Here we will focus on a single measure, which we term the
Robustness of Measurement (RoM), which is the analogue of
robustness measures which have been widely studied in the
many quantum information theory contexts, e.g. [32–36]. As
will shall see, this particular measure has many nice properties
and a compelling operational interpretation.
The RoM is defined by the minimal amount of ‘noise’
that needs to be added to the measurement such that it be-
comes a trivial measurement. In particular, if instead of al-
ways performing the intended measurementM, it was the case
that sometimes a different measurement N= {Na}a were per-
formed, then one is interested in the minimal probability of
this other measurement which would make the overall mea-
surement trivial. Formally,
R(M) = min
r,N,q
r
s.t.
Ma+ rNa
1+ r
= q(a)1 ∀a, (1)
Na ≥ 0 ∀a, ∑
a
Na = 1 .
In the above, the minimisation is over all ‘noise’ mea-
surements N = {Na}a, and all probability distributions q =
{q(a)}a. In order to have a number of convenient mathemati-
cal properties, we use the convention whereby the probability
of noise is given by r/(1+ r).
PROPERTIES
As is often the case for robustness based measures of a re-
source, the robustness of measurements has a number of de-
sirable properties:
(i) It is faithful, meaning that it vanishes if and only if the
measurement is trivial, i.e.
R(M) = 0 ⇐⇒ Ma = q(a)1 ∀a. (2)
(ii) It is convex, meaning that one cannot have a larger ro-
bustness by classically choosing between two measure-
ments, i.e. for 0≤ p≤ 1,
R(pM1+(1− p)M2)≤ pR(M1)+(1− p)R(M2). (3)
(iii) It is non-increasing under any allowed measurement
simulation [37]. That is, given access only to a sin-
gle measurement M, we can simulate any other mea-
surement M′ = {M′b}b (with an arbitrary number of out-
comes b) such that
M′b =∑
a
p(b|a)Ma (4)
where p(b|a) form a set of conditional probability distri-
butions (such that the matrix [D]ab = p(b|a) is a stochas-
tic matrix), i.e. we do the measurementM and then post-
process the outcome. For any such simulatedM′ we have
R(M′)≤ R(M). (5)
These three properties can be easily shown, and follow the
same logic as in other robustness measures. For completeness,
we include the proofs in the Appendix.
It turns out that R(M) can be evaluated explicitly as we now
show. By defining q˜= {q˜(a)}a with q˜(a) := (1+ r)q(a), and
using the first equality in (1) to solve for Na, it can be shown
that (1) can be equivalently written as
R(M) = min
q˜ ∑a
q˜(a)−1
s.t. q˜(a)1 ≥Ma ∀a. (6)
which is explicitly in the form of a semidefinite program [38].
However, by inspection the optimal solution of this optimi-
sation problem can be identified: q˜(a) will be minimised
when equal to the operator norm ‖Ma‖∞ (since Ma is positive-
semidefinite), and hence we arrive at the exact expression
R(M) =∑
a
‖Ma‖∞−1. (7)
In order to be a valid POVM element it is necessary to satisfy
the operator inequality 1 ≥ Ma, from which it follows that
1≥ ‖Ma‖∞ and hence R(M)≤ o−1. Consider also the pair
Na =
tr[Ma]1 −Ma
d−1 , q(a) =
1
d
tr[Ma] (8)
which for any measurements M forms a valid measurement
N = {Na}a and probability distribution q = {q(a)}a. This
pair directly imply that R(M) ≤ d− 1. Putting both bounds
together, we thus see that
R(M)≤min(o,d)−1. (9)
This implies in particular that in dimension d the largest ro-
bustness that can be achieved is R(M) = d − 1, which can
occur only for measurements with at least d outcomes.
3It is interesting to identify which measurements achieve
this maximum and are maximally robustness. First, for ideal
projective von Neumann measurements, Ma = Πa, we have
‖Πa‖∞ = 1 for all a, and hence R(M) = d−1. Consider fur-
thermore any rank-1 measurement (with an arbitrary number
of outcomes o > d), where Ma = αaΠa. To be a valid mea-
surement, αa ≥ 0 and ∑aαa = d. Such measurements are also
seen to be maximally robustness R(M′) = d− 1. We will re-
turn to the meaning of this later in the paper.
Finally, we saw previously that the RoM can be formulated
as an SDP in (6). This provides us with a second representa-
tion of the RoM, in terms of the dual formulation of the SDP
[38], which will prove insightful when we come to look at the
operational significance of the RoM. As demonstrated explic-
itly in the Appendix, strong duality holds and the dual formu-
lation of (6) is given by
R(M) = max
{ρa}a ∑a
tr[ρaMa]−1
s.t. ρa ≥ 0, tr[ρa] = 1 ∀a (10)
where the maximisation is now over the dual variables {ρa}a
which, due to the nature of the constraints, are seen naturally
to correspond to quantum states.
As with the primal formulation, the dual can be solved ex-
plicitly by inspection. In particular, ρa should be chosen as
a projector onto any state in the eigenspace of the maximal
eigenvalue of Ma. With such a choice, then tr[Maρa] = ‖Ma‖∞
and R(M) = ∑a ‖Ma‖∞−1 as required.
OPERATIONAL SIGNIFICANCE
We now turn our attention to the operational significance
of the RoM. Originally we introduced it as a distance based
measure of a measurement. In this section we will see that the
RoM can be understood as the advantage that can be achieved
in a state discrimination problem over guessing at random, if
one only has use of the measurement M.
Consider a situation where one of a set of known states
{σx}x is prepared with probability p = {p(x)}x. Such a sit-
uation is described by an ensemble E = {σx, px}x. The goal,
as in any state discrimination problem, is to guess which of
the states has been prepared in a given round. In each round a
guess g will be made of which state was prepared. Our figure
of merit will be the average probability of guessing correctly,
i.e. pguess(E ) = ∑x p(x)p(g = x|x) = ∑x,g p(x)p(g|x)δx,g,
where p(g|x) is the conditional probability of guessing the
state σg, given that the state σx was actually prepared. We
would like to consider two situations: (i) the trivial situation
where one is unable to measure the quantum states prepared.
(ii) The situation where one is able to perform a fixed mea-
surement M in order to produce a guess.
In case (i), the optimal strategy is to always guess the most
probable state was prepared, i.e. the state σx such that p(x) =
maxy p(y) (which may not be unique). If we denote by pmax =
maxx p(x), then in this case the probability to guess correctly
is precisely pCguess(E ) = pmax.
In case (ii), after measuring the state prepared, by using
the measurement M, the most general strategy is to produce a
guess based upon the outcome, according to some distribution
P(g|a), which will lead to a guessing probability of
PQguess(E ,M) = max{P(g|a)} ∑x,a,g
p(x) tr[σxMa]P(g|a)δg,x (11)
We are then interested in the state discrimination problem
which maximises the ratio between these two guessing prob-
abilities – i.e. the discrimination problem for which having
access to the measurement M provides the biggest advantage
over having to guess at random. Formally, we are interested
in the advantage
max
E
PQguess(E ,M)
PCguess(E )
(12)
In the Appendix we show that the advantage is specified com-
pletely by the RoM, in particular that
max
E
PQguess(E ,M)
PCguess(E )
= 1+R(M) (13)
and that the optimal discrimination problem is to choose uni-
formly at random from a set of o states {ρ∗a}a which are opti-
mal variables for the dual SDP (10).
Considering specific examples, for an ideal von Neumann
measurement, we see that we can use this to perfectly guess
which out of d states were prepared, whereas without the abil-
ity to perform a measurement we would have to guess (uni-
formly at random), and hence the advantage is pQguess/pCguess =
d. As a second example, consider a rank-1 measurement
M = {αaΠa}a For the discrimination problem with the o
states associated to this measurement, the guessing probability
is pQguess = d/o, while the classical probability is pCguess = 1/o,
and again the advantage is d, as expected. This shows why
such measurements still have maximal robustness, since they
still allow for a d times advantage in this context.
SINGLE-SHOT INFORMATION THEORY
We will now demonstrate a second way of interpreting the
operational significance of the RoM by making a connection
to single-shot information theory, by viewing a measurement
alternatively as a quantum channel which produces classical
outputs.
Given a general quantum channel, i.e. a general
completely-positive and trace-preserving map Λ(·) that maps
quantum states to quantum states, a basic quantity of interest
is the accessible information, the maximal amount of classical
information that can be conveyed by the channel [39]
Iacc(Λ(·)) = max
E ,D
I(X : G) (14)
4where E = {σx, p(x)}x, with σx the input states to the channel,
which are chosen with probability p(x), D = {Dg}g forms a
POVM which is measured on the output of the channel to pro-
duce a symbol g with probability p(g|x) = tr[DgΛ(σx)], and
I(X : G) = H(X)−H(X |G) is the classical mutual informa-
tion of the distribution p(x,g) = p(x)p(g|x). The accessible
information thus quantifies the maximal amount of classical
mutual information that can be generated between the input
and output of the channel, optimising over all encodings (in-
put ensembles) and decodings (measurements)
Since it is based upon the Shannon entropy, Iacc is an
asymptotic measure of a channel. Here, we would like to con-
sider an analogous quantity in a single-shot regime, where the
channel will only be used a single time. Let us therefore con-
sider the following single-shot variant of the mutual informa-
tion [40]
Imin(X : G) = Hmin(X)−Hmin(X |G) (15)
where Hmin(X) = − logmaxx p(x) and Hmin(X |G) =
− log∑g maxx p(x,g) are the min-entropy and conditional
min-entropy, respectively, and are the entropies associated
to the guessing probability [41, 42]. We then define the
accessible min-information as
Iaccmin(Λ(·)) = max
E ,D
Imin(X : G) (16)
where, E = {σx, p(x)}x and D= {Dg}g are all as before.
A special class of quantum channels are those which cor-
respond to measurements, i.e. quantum channels which take
as input a quantum state ρ and produce as output the state
∑a tr[Maρ]|a〉〈a|, where {|a〉} forms an arbitrary orthonormal
basis for the Hilbert space of the output. Let us denote by ΛM
the channel associated to the measurementM= {Ma}a in this
way.
We show in the Appendix, that given this viewpoint, we
can alternatively express the previous result that the RoM is
the advantage in a state discrimination problem as
Iaccmin(ΛM(·)) = log(1+R(M)) (17)
that is, the RoM is also equivalent to the accessible min-
information of the channel ΛM(·) associated to the mea-
surement, which is the maximal amount of min-mutual-
information that can be generated between the input and out-
put of the channel in a single use.
ROBUSTNESS OF ASYMMETRY AND COHERENCE
We would now like to turn our attention to a closely related
robustness-based measure that was recently introduced, the
Robustness of Asymmetry (RoA) [33], which has as a special
case the Robustness of Coherence (RoC) [32]. We will show
that the above operational significance of the RoM in terms of
accessible min-information of a quantum-to-classical channel
has a natural analogue for the RoA and RoC, where it will
also be shown to be equal to the accessible min-information
of an ensemble, (for a suitably chosen ensemble), which can
be thought of as a classical-to-quantum channel.
Consider a unitary representation Uh of a group H [43].
A state is symmetric with respect to the group if ρ =
1
|H| ∑hUhρU
†
h , where |H| denotes the number of elements of
the group. Any state which is not symmetric is asymmetric,
and is considered as a resource within the resource theory of
asymmetry. The Robustness of Asymmetry (RoA) is then the
minimal amount of noise that needs to be added to a state be-
fore it becomes symmetric
AR(ρ) = min
s,τ,σ
s
s.t.
ρ+ sτ
1+ s
= σ (18)
τ ≥ 0, tr[τ] = 1, σ = 1|H|∑
h
UhσU†h
In the case where the group H and representation Uh generate
complete de-phasing with respect to a certain fixed basis, then
the RoA is known as the Robustness of Coherence (RoC), and
symmetry/asymmetry becomes equal to incoherent/coherent
in the fixed basis.
In [32, 33] it was shown that the RoA has an operational
interpretation as the advantage that can achieved by using
an asymmetric state ρ over any symmetric state in the fol-
lowing discrimination problem: Consider that the channel
Uh(·) = Uh(·)U†h will be applied to a state with probability
q(h). We will denote q = {q(h)}h. The goal is to optimally
guess which channel has been applied using a fixed state ρ , in
comparison to any symmetric state. Defining pQguess(q,ρ) =
max{My}y,{P(g|y)}∑g,h,y q(h) tr[UhρU
†
hMy]P(g|y)δg,h as the suc-
cess probability for the state ρ , where the maximisation
is over all measurements {My}y and all guessing strategies
{P(g|y)}g,y, and pSguess(q) = maxh q(h) as the maximal suc-
cess probability for any symmetric state (which conveys no
information about which Uh was applied at all), then it was
shown in [32, 33] that
max
q
pQguess(q,ρ)
pSguess(q)
= 1+AR(ρ) (19)
That is, that the RoA is equal to the optimal advantage in the
best state discrimination game where the states sent are cre-
ated by applying a unitaryUh from the group H to the state ρ .
It was shown that the optimal game is when the states are sent
uniformly at random, q(h) = 1/|H|.
Here we would like to show that this result can be similarly
reinterpreted as about the min-accessible information of the
ensemble Eρ = {UhρU†h ,1/|H|}h associated to this optimal
game. In particular, for an ensemble E = {σh,q(h)}h, the
accessible min-information can be defined (in analogy to the
accessible information [39]) as
Iaccmin(E ) = maxM
Imin(H : Y ) (20)
5where M = {My}y is an arbitrary POVM, and p(h,y) =
p(h) tr[σhMy]. Then, it can be shown that, for ensembles of
the form Eρ = {UhρU†h ,1/|H|}h, that
Iaccmin(Eρ) = log(1+AR(ρ)) (21)
That is, the RoA quantifies the accessible min-information of
the ensemble formed by application ofUh to ρ . A short proof
of this statement can be found in the Appendix.
We finish by noting that while a measurement can be
viewed as a quantum-to-classical channel, an ensemble can
be thought of as a classical-to-quantum channel, taking the
classical random variable h to the quantum state σh. As such,
the RoM and RoA can be seen as capturing properties of two
extremal types of channels, either transforming quantum in-
formation from or to classical information.
CONCLUSIONS
Here we have addressed the question of how informative a
measurement is from a resource-theoretic perspective. We in-
troduced a quantifier of informativeness, which we termed the
Robustness of Measurement. Our main findings are to show
that this quantifier exactly characterises the advantage that a
measurement provides (over guessing at random) in the task
of state discrimination, and, when viewing a measurement as
a quantum-to-classical channel, is also equal to a single-shot
generalisation of the accessible information of the channel.
Our starting point was to take a resource-theoretic perspec-
tive on measurements (similar to that taken in [37]), where
we are only able to perform a single measurement M, and
the free-operations are to post-process the measurement. The
RoM was shown in (5) to be a monotone in this respect, that is,
non-increasing under the allowed operation. A natural ques-
tion is what other monotones exist for this resource theory
of measurements, and to find a complete set of monotones
which characterise whether or not a measurementM′ is a post-
processing of M or not (i.e. to establish the partial order). In
the appendix we show that a complete set of monotones exist,
and are given by success probability over the set of all dis-
crimination games [44]. That is, M′ is a post-processing ofM
if and only if
PQguess(E ,M)≥ PQguess(E ,M′) for all E . (22)
There are a number of interesting directions which we leave
for future work. First, we focused on a particular choice of
quantifier here, which we showed had desirable properties and
interesting operational significance. One can nevertheless de-
fine other quantifiers starting from the resource-theory per-
spective taken here, for example based upon relative entropy
or other distance based measures. It would be interesting to
understand how the use of other quantifiers can lead to further
insights into the informativeness of a measurement.
Second, our work fits into a strand or research which con-
nects robustness based measures of resources with discrimina-
tion type problems [? ]. Although it was also known, for the
Robustness-based
measure
Advantage in
discrimination game
Information-theoretic
quantity
Figure 1. Triangle of associations found here. A robustness based
measure is found to give the optimal advantage in a suitably cho-
sen discrimination game. This in turn is found to be equivalent to a
suitably defined information theoretic quantity – the single-shot ac-
cessible information of a suitably defined channel. It is interesting to
ask how general this triangle of associations is.
case of entanglement, that the robustness-based measure was
connected to single-shot information theory through the max-
relative entropy of entanglement [45], we believe that this is
the first time where this triangle of connections has been made
explicit more generally (see Fig. 1). It would be very interest-
ing to understand just how far this triangle of robustness-based
quantifier, discrimination problem, and information-theoretic
quantity can be applied. For example, we conjecture that for
any channel a single-shot accessible information is associated
to a robustness of some type and moreover to a discrimination-
type game. Indeed, we can ask if this triangle of associations
holds very generally: given any example of a vertex of the tri-
angle, can one find the associated other two vertices (either in
the single-shot or asymptotic scenario).
Third, here we have only considered the measurement out-
comes, and not the post-measurement state. It would be
interesting to extend the results here to the case of quan-
tum instruments, where we also keep the post-measurement
state. In particular, since we know there is an information-
disturbance trade-off, it would be interesting to investigate
this phenomenon using the robustness of measurement as the
quantifier of information gain.
Finally, in single-shot information theory it is usually nec-
essary to introduce the possibilities of small errors – and there-
fore approximations – in order to obtain meaningful results,
through the use of smoothed entropies. Here however we
have not had to introduce such approximations and smooth-
ing. It would be interesting to consider the role of approxima-
tion and smoothing when considering the measurements from
this resource-theoretic perspective.
NOTE ADDED
After completing this work, the independent work of Takagi
et al. appeared online [46]. In that work, the authors show
a general connection between robustness-based measures for
states, and discrimination games, as we conjectured here in
our discussion as one link in the triangle.
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APPENDICES
Properties of the RoM
In this appendix we will prove the following three proper-
ties for the RoM: (i) faithfulness: R(M) = 0 ⇐⇒ Ma= q(a)1
∀a; (ii) convexity: R(pM1 + (1− p)M2) ≤ pR(M1) + (1−
p)R(M2); (iii) non-increasing under any allowed measure-
ment simulation: R(M′)≤ R(M) when M′b = ∑a p(b|a)Ma.
Property (i) follows by definition. If the measurement M
is trivial, then Ma = q(a)1 for all a, and hence a solution to
(1) exists with r = 0. If on the other hand the measurement is
non-trivial, then it must be necessary to add noise in order to
make it trivial, hence R(M)> 0.
To prove convexity, from the definition of the RoM it fol-
lows that there exists measurements N∗i and probabilities qi =
{q∗i (a)}a, for i= 1,2, such that
Mi = [1+R(Mi)]q∗i 1 −R(Mi)N∗i (23)
where equality is understood to hold for each outcome a.
Such decompositions are referred to as pseudo-mixtures for
7the measurements Mi. It now follows immediately that
pM1+(1− p)M2 = p([1+R(M1)]q∗11 −R(M1)N∗1)
+(1− p)([1+R(M2)]q∗21 −R(M2)N∗2) . (24)
Then, by defining
r˜ = pR(M1)+(1− p)R(M2),
q˜=
p[1+R(M1)]q1+(1− p)[1+R(M2)]q2
1+ r
, (25)
N˜=
pR(M1)N1+(1− p)R(M2)N2
r
, (26)
which can straightforwardly be certified to correspond to a
valid probability distribution q˜ and valid POVM N˜, we can
write
pM1+(1− p)M2 = (1+ r˜)q˜1 − r˜N˜ (27)
as a pseudo-mixture for the convex-combination measure-
ment. The existence of such a pseudo-mixture implies that the
robustness can not be larger than r˜, since it provides a feasible
solution to (1). It hence follows, as required
R(pM1+(1− p)M2)≤ pR(M1)+(1− p)R(M2) (28)
We note that such a choice for q˜ and N˜, and hence why only
an inequality is obtained (as opposed to an equality).
Finally, for property (iii), we follow the same logic. In par-
ticular, by using the pseudo-mixture for M, we see that
M′b =∑
a
p(b|a)Ma
=∑
a
p(b|a)([1+R(M)]q∗(a)1 −R(M)N∗a )
= [1+R(M)]∑
a
p(b|a)q∗(a)1 −R(M)∑
a
p(b|a)N∗a
(29)
Defining similarly
q˜(b) =∑
a
p(b|a)q∗(a)
N˜b =∑
a
p(b|a)N∗a (30)
which are seen again to be a valid probability distribution and
valid measurement, then
M′b = [1+R(M)]q˜(b)1 −R(M)N˜b (31)
is a valid pseudo-mixture for each element of the measure-
ment, and hence
R(M′)≤ R(M) (32)
as required.
Dual formulation of the RoM
We start by writing down the Lagrangian associated to the
primal SDP (6), which is
L =∑
a
q˜(a)−1−∑
a
tr[ρa(q˜(a)1 −Ma)]
=∑
a
tr[ρaMa]−1+∑
a
q˜(a)(1− tr[ρa]) (33)
where we have introduced dual variables (Lagrange multi-
pliers) ρa ≥ 0 which are positive-semidefinite to ensure that
the Lagrangian is always smaller than the objective function
whenever the constraints of the primal are satisfied. By re-
stricting to dual variables that satisfy tr[ρa] = 1 for all a, we
see that the Lagrangian becomes independent of the primal
variables and equal to L = ∑a tr[ρaMa]− 1. Hence, in this
case the best upper bound on the objective function is found
by maximising over the dual variables and is given by
R(M) = max ∑
a
tr[ρaMa]−1
s.t. ρa ≥ 0, tr[ρa] = 1 ∀a (34)
which is precisely the dual formulation given in (10). Strong
duality guarantees that the optimal value of this optimisation
problem coincides with the optimal value of the primal prob-
lem. Strong duality holds if either the primal or the dual prob-
lem are finite and strictly feasible [38]. It can be seen by in-
spection that ρa = 1 /d for all a constitute a strictly feasible
solution to the dual (positive-definite operators), and hence
strong duality holds, meaning that (10) is an equivalent for-
mulation of (6).
RoM as advantage in state discrimination
In this appendix we provide the proof that the Robustness
of measurement has operational significance as the best ad-
vantage one can obtain in any state discrimination problem
over guessing at random, in particular that
1+R(M) = max
E
PQguess(E ,M)
PCguess(E )
(35)
where
PQguess(E ,M) = max{P(g|a)} ∑x,a,g
p(x) tr[σxMa]P(g|a)δg,x (36)
and
pCguess(E ) = pmax = maxx
p(x) (37)
First we will prove an upper bound on the advantage in any
discrimination problem. From the primal formulation of the
RoM (6) we know that there exist probabilities q∗ = {q∗(a)}
such that the operator inequality (1+R(M))q∗(a)1 ≥ Ma is
8satisfied for all a. This implies that for all discrimination prob-
lems
PQguess(E ,M) (38)
≤ (1+R(M)) max
{P(x|a)}∑x,a
p(x)q∗(a) tr[σx]P(x|a)
≤ (1+R(M))pmax max{P(x|a)}∑x,a
q∗(a)P(x|a)
= (1+R(M))pmax (39)
Since pmax = pCguess(E ), we thus see that
PQguess(E ,M)
PCguess(E )
≤ 1+R(M) (40)
We note that the right-hand-side is independent of the discrim-
ination problem, and hence provides a bound upon the advan-
tage for all problems. We now wish to show that this bound
can be achieved, i.e. that there is a choice for {σx} and p that
saturate this bound.
To do so, consider an optimal set of dual variables {ρ∗a}a
for the dual representation of the RoM (10). That it, a set of
states {ρ∗a} such that 1+R(M) =∑a tr[ρ∗aMa]. Let us consider
the discrimination problem where the goal is to discriminate
between these states, and that they are provided uniformly at
random, i.e. p(x) = 1/o for all x. That is, let us consider
the ensemble E ∗ = {ρ∗x ,1/o}x. Let us also assume that the
guessing strategy used will be to guess as the state the out-
come of the measurement, i.e. p(g|a) = δa,g (which might be
sub-optimal). Then
PQguess(E
∗,M)≥ 1
o ∑x,a,g
tr[ρ∗xMa]δa,gδg,x
=
1
o∑x
tr[ρ∗xMx]
= pmax(1+R(M)) (41)
where we used the fact that when the states are uniform
pmax = maxx p(x) = 1/o. Thus, in this case, we have the ad-
vantage
PQguess(E ∗,M)
PCguess(E ∗)
= 1+R(M) (42)
Thus, the upper bound is achieved precisely by using the states
which arise as the solution to the dual SDP (10). Altogether,
this shows that the RoM has the operational significance of
being the advantage, in terms of guessing probability, that the
measurement M provides over guessing purely at random, in
an optimally chosen state discrimination problem.
RoM as accessible min-information of a quantum-to-classical
channel
In this appendix we will show that the robustness of mea-
surement can also be seen as equivalent to the accessible min-
information of the quantum-classical channel associated to a
measurement. In particular, we will show that
Iaccmin(ΛM(·)) = log(1+R(M)), (43)
where ΛM(ρ) = ∑a tr[Maρ]|a〉〈a| and
Iaccmin(Λ(·)) = max
E ,D
Imin(X : G) (44)
where Imin(X : G) = Hmin(X) − Hmin(X |G) with
Hmin(X) = − logmaxx p(x) = − log pmax and Hmin(X |G) =
− log∑g maxx p(x,g), and E = {σx, p(x)}x, is the encoding of
the classical information X into quantum states σx which are
input into the channel, and D= {Dg}g forms a POVM which
is measured on the output of the channel and it the decoding
of the quantum information back into classical information.
Thus, written out explicitly, we have
Iaccmin(ΛM(·)) = max{σx,p(x)}x,{Dg}g− log pmax+ log∑g
max
x
p(x,g)
= max
{σx,p(x)}x,{Dg}g
log
∑g maxx p(x,g)
pmax
= max
{σx,p(x)}x,{Dg}g
log
∑g maxx p(x) tr[ΛM(σx)Dg]
pmax
= max
{σx,p(x)}x,{Dg}g
log
∑g,a maxx p(x) tr[Maσx]〈a|Dg|a〉
pmax
(45)
The maximisation over {Dg}g can be evaluated explicitly:
Since the output of the channel is already a ‘classical state’
(i.e. a set of orthogonal quantum states), the optimal measure-
ment is to “read” this classical register. That is, Dg = |g〉〈g| is
the optimal decoding measurement, hence
Iaccmin(ΛM(·)) = max{σx,p(x)}x log
∑g,a maxx p(x) tr[Maσx]δa,g
pmax
= max
{σx,p(x)}x
log max
{P(x|a)}
∑a,x p(x) tr[Maσx]P(x|a)
pmax
where in the second line we used the fact that maxx f (x) =
max{P(x)}∑xP(x) f (x), with {P(x)} an arbitrary probabil-
ity distribution, to re-express the maximisation over x (for
each value of a). We finally identify PQguess(E ,M) =
max{P(x|a)}∑a,x p(x) tr[Maσx]P(x|a) and PCguess(E ) = pmax, so
that
Iaccmin(ΛM(·)) = max{σx,p(x)}x log
PQguess(E ,M)
PCguess(E )
= log max
{σx,p(x)}x
PQguess(E ,M)
PCguess(E )
= log(1+R(M)) (46)
as required. Thus, the RoM (or a simple function therefore),
is equal to the accessible min-information of a quantum-to-
classical channel (i.e. a measurement). It thus quantifies, in
line with expectation, the maximal amount of correlation (as
measure by the min-information) that can be generated by us-
ing the channel, between the input information (encoded in
the ensemble E ), and the outcome of the measurement.
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In this appendix we show that the Robustness of Asymme-
try is also equal to the accessible min-information of a suitably
defined ensemble. In particular, we will show that
Iaccmin(Eρ) = log(1+AR(ρ)), (47)
where Eρ = {UhρU†h ,1/|H|} and
Iaccmin(E ) = maxM
Imin(H : Y ) (48)
As in the previous Appendix, writing everything out explic-
itly, we have
Iaccmin(Eρ) = max{My}y
log |H|+ log∑
y
max
h
p(h,y),
= log |H|+ max
{My}y
log∑
y
max
h
1
|H| tr[UhρU
†
hMy],
= log |H|+ log max
{My}y,{P(h|y)}∑h,y
P(h|y) 1|H| tr[UhρU
†
hMy],
= log |H|+ log max
{M′h}h
∑
h
1
|H| tr[UhρU
†
hM
′
h],
where to arrive at the third line we used the fact that the max-
imisation over h inside the sum can be recast as a maximi-
sation over conditional probability distributions, and in the
last line we used the fact that an M′h = ∑yP(h|y)My is an
arbitrary measurement when varying over all measurements
{My}y and all conditional probability distributions {P(h|y)}.
Noticing now that when Eρ = {UhρU†h ,1/|H|} that q =
1/|H| and pCguess(1/|H|) = 1/|H|, and that pQguess(1/|H|,ρ) =
max{Mh}y∑h
1
|H| tr[UhρU
†
hMh], we see that
Iaccmin(Eρ) = log
pQguess(1/|H|,ρ)
pCguess(1/|H|)
,
= log(1+AR(ρ)). (49)
That is, the accessible min-information of the ensemble Eρ is
precisely given by the robustness of asymmetry of the state ρ .
Complete set of monotones for post-processing
In this Appendix we give a complete characterisation
of when one measurement can be simulated (via post-
processing) by another measurement. In particular, given two
measurements M = {Ma}a and M′ = {M′b}b, we would like
to know when it is the case that M′b =∑a p(b|a)Ma, for a suit-
able set of conditional probability distributions {p(b|a)}b,a.
In the main text, we showed that the RoM cannot increase
under post-processing, i.e. that R(M)≥ R(M′) if M can sim-
ulate M′. In the language of resource theories, this shows that
the RoM is a monotone. However, there are measurements M
and M′ such that R(M) ≥ R(M′), but such that M is not able
to simulate M′. Thus, knowing only about the RoM of the
pair of measurements is not enough to answer the question of
whether one can simulate the other or not.
Our goal here is thus to find a complete set of monotones
which, if are all smaller forM′ thanM, imply thatM can sim-
ulateM′. We will show that such a complete set of monotones
exist, and that they are given by the guessing probabilities for
any state discrimination game. In particular, we will show that
if for all ensembles E = {σx,q(x)}x that
pQguess(E ,M)≥ pQguess(E ,M′) (50)
then M can simulate M′. That is, M can simulate M′ if and
only if there is never a game where M′ can out-perform M
in the task of guessing which state from the ensemble was
prepared on average.
To prove this claim, we start with the easy direction, namely
that if M′ can be simulated by M then it can never outper-
form it in any state discrimination game. This follows imme-
diately, as can be seen. In particular, if M= {Ma}a can simu-
late M′ = {M′b}b, then there exists a collection of probability
distributions {p(b|a)}ab such that
M′b =∑
a
p(b|a)Ma. (51)
Then, for any given discrimination game specified by an en-
semble E = {σx,q(x)}x, the success probability using M′ is
pQguess(E ,M′) = max{P′(g|b)} ∑b,x,g
q(x) tr[σxM′b]P
′(g|b)δg,x,
= max
{P′(g|b)} ∑b,x,g,a
q(x)p(b|a) tr[σxMa]P′(g|b)δg,x,
≤ max
{P(g|a)} ∑x,g,a
q(x) tr[σxMa]P(g|a)δg,x,
= pQguess(E ,M) (52)
where in the third line we used the fact that
∑b p(b|a)P′(g|b) = P(g|a) forms a conditional probabil-
ity distribution, and that, depending on p(b|a), this might
not be the most general set of conditional probability distri-
butions, which leads to the inequality. This proves the “if”
direction. Let us now prove the “only if” direction.
Let us therefore assume that M′ and M satisfy (50) for all
E . Written in full, that is
max
{P(x|a)}∑a,x
q(x) tr[σxMa]P(x|a)
− max
{P′(x|b)}∑x,b
q(x) tr[σxM′b]p
′(x|b)≥ 0 (53)
Let us assume (a potentially sub-optimal) choice P′(x|b) =
δx,b (i.e. we guess the state was σb when we see the result of
the measurement is b) then we also have
max
{P(x|a)}∑a,x
q(x) tr[σxMa]P(x|a)−∑
x,b
q(x) tr[σxM′b]δx,b
= max
{P(x|a)}∑x
q(x) tr
[
σx
(
∑
a
P(x|a)Ma−M′x
)]
≥ 0 (54)
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Since this holds for all E , it also holds if we minimise over all
E , and therefore
min
E
max
{P(x|a)}∑x
q(x) tr
[
σx
(
∑
a
P(a|x)Ma−M′x
)]
≥ 0 (55)
Now, since the function being optimised is linear in P(x|a)
and linear in σ˜x = q(x)σx, this implies we can invoke the min-
imax theorem and reverse the order of the minimisation and
maximisation, leading to
max
{p(x|a)}
min
E
∑
x
q(x) tr
[
σx
(
∑
a
p(x|a)Ma−M′x
)]
≥ 0 (56)
Consider first that a collection of conditional probabilities
{P(x|a)} exist such that ∑aP(x|a)Ma−M′x = 0 for all x, i.e.
such that M can simulate M′. In this case, the objective func-
tion vanishes for all E and we satisfy the inequality. Let us
now assume that no such {P(x|a)} exists, and show that this
leads to a contradiction.
If no such set of probabilities exists, then the Hermitian op-
erators ∆x :=∑aP(x|a)Ma−M′x cannot be identically equal to
the zero-operator for all values of x. However, by nature of be-
ing conditional probability distributions, we have nevertheless
∑xP(x|a) = 1 for all x, and hence
∑
x
∆x =∑
x
∑
a
P(x|a)Ma−M′x = 0 (57)
This in turn implies that it is impossible that all ∆x ≤ 0, i.e.
are negative semidefinite operators. Indeed, the sum of a set
of negative semidefinite operators can only equal the zero-
operator if each operator is itself the zero-operator, which we
take not to be the case by assumption. Therefore, there exists
at least one choice x∗ such that ∆∗x has at least one negative
eigenvalue λ x∗neg. Let us denote the associated eigenvector by
|λ x∗neg〉. Finally, let us then choose as an ensemble E one such
that q(x∗) = 1 and σx∗ = |λ x∗neg〉〈λ x
∗
neg|. We then find that
∑
x
q(x) tr
[
σx
(
∑
a
p(x|a)Ma−M′x
)]
= λ x
∗
neg < 0 (58)
which is in contradiction with (56). Thus, we conclude that
our assumption cannot hold, and it must be the case that ∆x =
0 for all x, which is equivalent toM being able to simulateM′.
This thus proves that simulability is equivalent to never being
more useful in any discrimination game.
We will finish by making two remarks about this result.
First, we expressed it in terms of the guessing probability, but
we can also re-phrase it in terms of conditional min-entropies.
In particular, implicit in our previous analysis was the fact that
Hmin(X |A)E ,M =− log pQguess(E ,M) (59)
where
p(a,x) = q(x) tr[σxMa] (60)
is the joint probability distribution induced by the ensemble
E and measurement M. With this defined, we see that a mea-
surement M can simulate a measurement M′ if and only if
Hmin(X |A)E ,M ≤ Hmin(X |A)E ,M′ ∀E . (61)
This form for the complete set of monotones makes the con-
nections to previous results more direct [47, 48].
Second, it is worth noting how this complete characterisa-
tion implies the previously obtained result that R(M)≥R(M′)
whenever M can simulate M′, which was proved indepen-
dently. This follows from the following sequence,
1+R(M) =
pQguess(E ∗,M)
1/oM
≥ p
Q
guess(E
′∗,M)
1/oM′
≥ p
Q
guess(E
′∗,M′)
1/oM′
= 1+R(M′) (62)
where the equality in the first line follows from the opera-
tional significance of the RoM as the optimal advantage for
any discrimination game specified by an ensemble E , (13),
and where we have defined the optimal ensemble E ∗ for the
measurement M with oM outcomes. The second inequality
follows by the fact that the advantage for the optimal ensem-
ble is not smaller than the advantage for the ensemble E ′∗
(with oM′ outcomes) which is the optimal ensemble for the
measurementM′. The third inequality uses (5), i.e. that simu-
lability implies that the guessing probability cannot be larger
for any ensemble, and then the final equality uses again (13).
