In clinical trials and other follow-up studies, it is natural that a response variable is repeatedly measured during follow-up and the occurrence of some key event is also monitored. There has been a considerable study on the joint modelling these measures together with information on covariates. But most of the studies are related to continuous outcomes. In many situations instead of observing continuous outcomes, repeated ordinal outcomes are recorded over time. The joint modelling of such serial outcomes and the time to event data then becomes a bit complicated. In this article we have attempted to analyse such models through a latent variable model. In view of the longitudinal variation on the ordinal outcome measure, it is desirable to account for the dependence between ordered categorical responses and survival time for different causes due to unobserved factors. A flexible Monte Carlo EM (MCEM) method based on exact likelihood is proposed that can simultaneously handle the longitudinal ordinal data and also the censored time to event data. A computationally more efficient MCEM method based on approximation of the likelihood is also proposed. The method is applied to a number of ordinal scores and survival data from trials of a treatment for children suffering from Duchenne Muscular Dystrophy. Finally, a simulation study is conducted to examine the finite sample properties of the proposed estimators in the joint model under two different methods.
Introduction
In recent years, researchers have shown great interest to record the values of key longitudinal covariates until the occurrence of survival time (or event time) of a subject. Certainly, the data available vary across patients according to their failure time. The truncation of a patient's response can raise similar problems to those that have been considered in the event of patient dropout [12, 14, 18] . However the primary interest in such models is in drawing inferences for the marginal distributions of the longitudinal response in the absence of dropout. Moreover, often the longitudinal model and survival model are assumed to share some unobserved variables. In this case, separate models can result in biased estimates. This necessitates the development of a joint model. Research on this topic has received substantial attention during the last few years, primarily because of its tremendous application in biopharmaceutical and related areas.
Considerable literature [5, 8, 9, 19] is available on models called selection model, where the joint density of repeated measures vector and failure time is obtained as the product of the conditional density of the failure time due to any event given the longitudinal outcomes and the marginal density of these outcomes. More specifically, the selection model answers the question regarding how one's response to the severity of the disease affects death (failure). In contrast to the previous work that mostly deals with continuous longitudinal data, the present study on joint modelling is based on ordinal categorical outcomes. This requires a very different approach in model building. Furthermore, unlike previous joint models, here we assume the repeated measures and failure times remain still dependent, even though the subject-specific random effect is conditionally given. This is because if the primary focus is to estimate and compare events between survival and any serial trends, one might postulate those repeated measurements that serve as covariates in the survival model. Consequently, an analyst may be able to predict the time for failure for any specific set of values of longitudinal outcome.
Our research is motivated by a data set concerning longitudinal outcomes of subjects involved in a study on muscular dystrophy among the children caused by deletion, duplication or point mutation of the Dystrophin gene located on X-chromosome. These values consist of observations on six different muscles that are responsible for walking. Two time-to-event indicators are also observed over different time points. These are time taken by a patient to walk 4 steps and to get up from lying state. Censoring occurs if a person fails to complete the four steps in 1 min or fails to stand up within 40 s. As both the causes are highly dependent, there is no harm in assuming that both the failures occur simultaneously. These scores, observed up to failure from any of the causes for each subject, are ordinal in nature. Our interest is on characterizing the relationship between failure time (due to any one of the causes) and the longitudinal outcomes. In this study only the first one (complete the four steps in 1 min) is used, which appears to be more severe according to the doctors.
Although longitudinal models in the presence of nonlinear relationships between outcomes and covariates are quite popular in practice, their use has been limited due to complexity of the likelihood function. Furthermore, ordinality in the data increases the complexity of the likelihood. Here we develop a methodology whereby a joint likelihood, based on ordered longitudinal scores and time to failure data, is maximized. The 'exact' and 'approximate' methods based on Monte Carlo EM (MCEM) are addressed. By 'exact' we mean the inference is based on the exact likelihood. Inference achieved by approximating the likelihood is considered to be an 'approximate' method. As the longitudinal outcomes and failure time data are simultaneously taken care of, this provides more efficient use of data. Since the parameters of both models are estimated at the same time, our approach uses not only the observed ordered longitudinal outcome but also failure information to get precise estimates of the strength of relationship between the longitudinal data and the risk of failure. We assume that the subject-specific (clusterspecific) effect is constant over time and is thus identical at all event times when the subject is at risk.
The rest of the paper is organized as follows: Section 2 describes the model and the likelihood. Section 3 describes a MCEM algorithm for exact inference. As a special case, a linear mixed model is discussed in this section. Section 4 presents a MCEM algorithm for approximate inference. The algorithm was carried out with the initial choice as the posterior solution of a suitable full Bayesian model shown in the Appendix. Section 5 presents a substantive example from a muscular study. Small sample properties of the proposed estimates are also examined via simulation studies in Section 6. Section 7 concludes the article with some discussion.
The model and the likelihood
Since our primary interest is to determine the impact of longitudinal measures (scores) on the survival outcomes, we construct the joint likelihood as the product of the time to event likelihood conditional on the longitudinal measures multiplied by the likelihood of the longitudinal outcomes. Note that for ordinal longitudinal outcomes, this likelihood is based on a latent class of mixture models where the individual trajectories for each patient are accounted for. In both models, observed covariates such as a subject's baseline variables and environmental information over time may be taken as predictors. Some of them may be time independent and some may not be. Unobserved factors enter the model as subject-specific random effects, which do not depend on the time points, so as to account for unobserved heterogeneity.
Specifically for each subject i, longitudinal q dimensional ordinal scores, taken at time point j, are denoted as y ij , j ¼ 1; . . . ; n i , i ¼ 1; . . . ; m. Thus y ij is the longitudinal response vector for subject i at time point j.
Since the ordinal score vector y ij can be considered as a result of the discretization of a continuous latent variable vector y w ij , j ¼ 1; . . . ; n i [2] , the value of each component of y ij may be determined by a series of increasing thresholds. We express for k ¼ 1; 2; . . . ; q
Furthermore, the survival time t ij for this subject i can be right censored at some time c ij . Hence v ij ¼ minðt ij ; c ij Þ denotes the observed time at risk for subject i on the jth time point. The failure indicator is defined as d ij ¼ I ðt ij #c ij Þ . Using a Cox frailty model [4] , the right-censored survival times for the particular cause are then modelled as
where l 0 ð·Þ is an unknown baseline hazard function and b 0 , b 1 are vectors of regression parameters associated with the longitudinal variates and covariates, respectively. Note that this hazard varies with time not only because l 0 does, but also because both y and x do. The specification of the hazard in Equation (1) leads to the following likelihood:
where
Then conditional on the subject-specific effects j i ¼ ðj i1 ; j i2 ; . 
where the latent variable is subject to a nonlinear mixed model, i.e.
where x ij being the vector of covariates associated with y ij , e ij being the vector of measurement errors, gð·Þ is a known function, j i is distributed with density function hð·Þ and e ij , N q ð0; s 
where 
Latent linear model
As a special case we have also considered a latent linear model. In this case, Equation (4) changes to
where 1 is q vector of unit elements and j i ¼ ðj i1 ; j i2 ; . . . ; j iq Þ 0 . The likelihood remains the same except for the form of the function gð·Þ.
Monte Carlo-based EM method
Inference for the joint model can be made using the MCEM algorithm. This MCEM approach is very effective because integral evaluation in the likelihood Equation (5) is otherwise impossible. In fact, the parameters appearing in the joint model can be estimated by performing iterations between an E-step and an M-step. The E-step is based on the complete data log likelihood which can be expressed as
where l
is given in Equation (7). The method is based on the relation between the unconditional score and the conditional score, i.e.
where S u is the unconditional score and S w u is the conditional score obtained from the logarithm of the joint likelihood given by Equation (5) . In fact, we apply EM algorithm where at the ðl þ 1Þth stage we generate j i , y w ij from Equation (7), when u ¼ u ðlÞ (E-step) and then at the M-step we solve for u from ijR Þ are generated from (7) using Metropolis-Hastings (MH) algorithm [7] and M ¼ ð2›S u =›uÞ.
In summary, the foregoing EM algorithm proceeds as follows:
Step Step 3. At the ðl þ 1Þst iteration, obtain updated estimates u ðlþ1Þ using one-step Newton-Raphson method.
Step 4. Iterate between Steps 2 and 3 until convergence. The proposed algorithm is identical for both the models-linear and nonlinear. The foregoing MC-based EM algorithm may be slow to converge, especially when the dimension of the random effects is not small. Again the MH algorithm, within MCEM, makes things more time consuming. In Section 4, we describe a particularly useful approximate method, which converges faster by avoiding the sampling of random effects by MH algorithm.
Approximate method
In view of the difficulty that arises in the E-step due to high dimension of random effects, it looks worthwhile to propose a reasonable approximate method. This approximate method can at least skip a generation of samples from the posterior distribution of random effects, or is at least capable of drawing such sample observations from the normal distribution pretty easily. The method considered in this section is computationally more efficient as it converges faster and restricts other potential computational problems associated with the exact method.
There has been several studies on nonlinear mixed effect (NLME) models [15] where the exact likelihood is approximated on the basis of Taylor expansions or Laplace approximations [3, 17] . Lindstorm and Bates [11] considered linear approximation through first order Taylor expansion around the current estimates and used posterior modes for the random effects. This makes the integration over the random effects in the E-step possible.
The approximate method can clearly be explained as follows. In view of (4), we write a general NLME latent model (conditional on j i ) as
where g is a nonlinear function. To simplify the notations, we suppress iteration numbers and MC sample numbers. We denote the current estimates of ða; j i Þ by ðâ;ĵ i Þ. Adjusting, we can writeỹ
so that the model is taken as 
. The E-step for the ith individual can be written as
The foregoing integral generally does not have a closed form, and evaluation of the integral by numerical method is generally infeasible except for simple cases. However, this can be evaluated by using MCEM algorithm (see [16] (14) .
Step 3. At the ðl þ 1Þst iteration, obtain updated estimates u ðlþ1Þ using one-step Newton-Raphson method as earlier.
Step 4. Continue till a convergence is achieved. It is well known that the EM algorithm is highly dependent on the choice of the initial estimates. In order to obtain a good initial choice of the estimates, we develop a hierarchical Bayesian framework (see Appendix). This provides a posterior solution in a very short time span. Since our primary concern is to carry out an MCEM-based analysis, we did not emphasize on the choices of priors of parameters and hyperparameters. Just a standard Bayesian framework with conjugate priors is considered for obtaining a posterior solution.
Analysis of muscle score data

The models and estimation
This article is motivated by a study on muscular dystrophy among the children. The data consist of scores of six different muscles (q ¼ 6), (neck, deltoid, bicep, iliopsoas, quadriceps and hamstrings), responsible for walking, observed on different time points. These scores are discrete in nature and can vary from 0 (very weak) to 10 (normal). Along with these, few important covariates such as age of the patient, on-set age and weight are recorded. To see the trajectory of the composite score (average of the muscle scores) over time, a LOWESS smoothing was done. The exploratory data analysis revealed that the composite score varies over time. This justifies the assumption of time dependency of the model.
It is natural that both the time to events are highly associated. In fact, in an earlier investigation, this was observed in a 2 £ 2 contingency table based on a total of 80 observations. By plotting the composite score versus a model-based estimate of hazard, given in Figure 1 , we see a decrease in the hazard estimates. This phenomenon is observed for both time to event measurements, and, therefore, gives us initial evidence that there is indeed some positive association between high composite score and longer relapse-free survival.
The proposed model is used here to analyse the data on muscular dystrophy. The study provides the data on children (patient) ranging from 4 to 12 years. The muscle scores and time to failure from the particular causes are taken into account for each patient. The only covariate considered is the weight of each patient. Here the muscle score can vary from 0 to 10. To reduce the number of categories, we condense the data a bit. Observing the frequency distribution of the muscle scores, six categories are taken into consideration. Together with these, the time taken by a patient to walk is recorded, subject to censoring. Specifically we express the latent nonlinear mixed model (corresponding to categorical variable y ij ) as
where 1 is a q £ 1 vector with each term being unity and for Note that for the latent linear mixed set-up, we consider, instead of (15), the model
for our analysis. Hazard function has been computed following the counting process formulation of Anderson and Gill [1] . This addresses the computational problem of the time-dependent covariate in the Cox proportional hazard model. For the sake of convenience we assume the regression coefficient b 02 that comes in the above two latent models is the same although it could be assumed to be different for latent variables associated with different muscles.
Conclusions
The performance of the MCEM-based 'exact' and 'approximate' algorithm can be seen in Figure 2 . Note that in order to have stabilized values of the standard errors (SEs) of the estimates, we consider here a MC-based sandwich technique (see [6] ). On the basis of the methodologies proposed in Sections 2 and 3, we carry out a numerical study. The estimated values of the parameters at convergence along with their SEs are given in Table 1 . Clearly, the three methods may give different results, which is evident from Table 1 . In most cases we found that the approximate estimates are closer to exact estimates than the linear mixed model estimates, and the linear mixed model method generally produces larger standard errors than the approximate estimates, possibly indicating inefficiency of the method based on a linear mixed model. The covariate effects in the model are tested based on Wald statistics. With regards to the computational time, it turns out that the standard MCEM for the exact method is quite slow for this example. All computations were done by using 'R-2.10.1', and the codes can be obtained from the authors on request. The analysis leads to some interesting conclusions. As the coefficients b 03 , b 05 and b 06 are statistically significant, in all models, it indicates that the third, fifth and sixth muscle (biceps, quadriceps and hamstring, respectively) scores are strongly related to the failure time. Thus the low quadriceps, hamstring and biceps muscle scores give a strong signal to the doctors on the patients' health condition. The Akaike Information Criterion (AIC), which indicates model fit and model parsimony, is also computed for both the models. It is found to be 75.38 in latent linear models. In the case of a nonlinear model, it is found to be 29.76 and 35.49 corresponding to the exact method and approximate method, respectively. Among these models, on the basis of AIC, the nonlinear model with the exact method may be assumed to be the best fit for these data.
Simulations
We conducted simulation studies to compare the exact and approximate methods. Here, we consider the same model that has been used in data analysis. We take a continuous time-dependent covariate for the latent model. The survival model is expressed conditionally with longitudinal outcomes and covariates as the predictor. The longitudinal model involves subject-specific random effects. The covariate x ij is simulated from a Normal distribution Nð0:65; 1Þ. The latent variable y w ijk ðk ¼ 1; 2; . . . ; 6Þ are generated in view of the above model with a 1 ¼ 0:2, a 2 ¼ 20:3, s 2 ¼ 0:7, r ¼ 0:6, s 2 0 ¼ 1 and hence the ordinal data y ij are generated for k ¼ 1; 2; . . . ; 6. Note that the values of the cut-off points are taken here as g 0 ¼ 21; g 1 ¼ 22 log 3; g 2 ¼ 2 log 3; g 3 ¼ 0; g 4 ¼ log 3; g 5 ¼ 2 log 3; g 6 ¼ 1. Furthermore, based on 25% censoring proportion (i.e. c ¼ 25%), censoring times were generated as independent uniform random variable on ½0; c for both cases Note that using MH algorithm, 500 samples are generated from Equation (7) where for each sample MC average of first order and second order derivatives is taken on the basis of 500 such observations. An improved estimate is obtained using Newton-Raphson method. The iteration is continued until the desired level ðju ðkþ1Þ 2 u k j , 0:0001Þ of accuracy is achieved. Like the data analysis, the exact method is found to be very slow here in terms of convergence.
Simulation study is also carried out for the latent linear model. The initial choices for parameters appearing in the latent longitudinal model are obtained by replacing y w ij by y ij and taking the model as a mixed model. The other parameters in the survival model are estimated independently. In this case also, convergence is achieved within 25 iterations. The simulation results are presented in Table 2 . The presence of longitudinal model has been assured through their SEs. The SE values have been improved by stabilizing through the sandwich approach. The proposed MCEM algorithm converges in all cases within 25 iterations. It is evident from Figure 3 that the parameters associated with the longitudinal model initially show somewhat erratic behaviour in the convergence, although at a later stage they ultimately converge. In contrast, the estimates of survival parameters in the survival model exhibit a very steady convergent behaviour. Table 2 shows a comparison between exact and alternative methods. It shows that the approximate method performs quite well. There seems to be very little difference between the exact and approximate estimates. Thus in this context, the approximate method may offer important advantages because it iteratively solves linear models with less computing time. Clearly our exact method exhibits a better performance in the sense of smaller bias. Here, we also found that the approximate estimates are closer to the exact estimates except for the estimate of b 03 , which is underestimated by the approximate method, whereas b 02 is overestimated by the exact method, although the magnitude of biases in both cases is very small.
Discussion
We have proposed a joint model for the observed longitudinal and survival data that link the responses via a common frailty. Observe that in our joint model, the survival model part depends on the longitudinal outcomes. This arises from the fact that the muscle score has a big role to play for the time to failure. Furthermore, we have assumed that there may be a nonlinear relationship between weight and the muscle scores through a latent vector.
It is important to check the appropriateness of this covariate model and the sensitivity of parameters under alternative covariate models. Sensitivity analysis may be carried out by fitting various covariate models. There is scope for further extension in the direction of nonlinear relationship. However, the linear mixed model is also fitted. We have considered the exact and approximate methods for NLME models in joint modelling. When the exact method exhibits computational problems such as slow convergence, the approximate method may be preferable, because it is computationally more appealing. A good idea may be to use the approximate method for model selection while the exact method is for final selection. This may be done by using the approximate estimates as the starting values for the exact method. Furthermore, the estimates obtained by fitting the linear mixed model may act as the initial estimates for the approximate method. Note that the nonlinear function is expanded by Taylor series and only the linear part is retained. On the basis of the AIC value computed thereafter, one can think of considering higher order terms in the expression to get improved results in subsequent stages. For the sake of simplicity, under both simulation and data analysis, we have assumed the error dispersion matrix in the latent model to be an identity matrix up to a scaler multiple. Albeit, this could be carried out easily with an unknown value of the error variance-covariance matrix. To avoid any subjectivity in the choice of the cut-off points, one can also estimate them along with the parameters. This will just enhance the computational complexity. In our investigation, we have assumed the time to failure data for the two causes are independent. Further extension with the Bivariate survival set-up would be possible at the cost of computational simplicity. This investigation is currently being carried out and is being planned to communicate soon. 
