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Abstrat
The aim of this text is to establish some relations between Markov hains in Dirihlet Environments on direted
graphs and ertain hypergeometri integrals assoiated with a partiular arrangement of hyperplanes. We dedue
from these relations and the omputation of the onnexion obtained by moving one hyperplane of the arrangement
some new relations on important funtionals of the Markov hain.
Résumé
Le but de e texte est d'établir une relation entre les haînes de Markov en environnement de Dirihlet sur
des graphes orientés, et ertaines intégrales hypergéométriques assoiées à un arrangement d'hyperplans. Nous
déduisons du alul de la onnexion obtenue en bougeant un hyperplan des relations nouvelles sur des fontionnelles
importantes de es marhes.
Version française abrégée Les lois de Dirihlet jouent un role spéique dans le ontexte des marhes
aléatoires en environnement aléatoire, ar la loi moyennée d'une marhe aléatoire en environnement de
Dirihlet est la loi d'une marhe renforée sur les arêtes orientées (f [1℄). De façon plus profonde, le but
de ette note est d'établir un lien entre ertaines fontionnelles importantes de es marhes, étroitement
liées à la transformée de Laplae du temps d'oupation des arêtes, et des intégrales hypergéométriques
assoiées à un arrangement d'hyperplans partiulier. On alule alors la onnexion obtenue en faisant
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bouger un hyperplan ; elle induit un système diérentiel satisfait par les fontionnelles de notre marhe
aléatoire. Nous pensons que les propriétés algébriques de ette onnexion pourraient donner beauoup
d'information sur les marhes aléatoires qui nous intéressent.
On se plae dans le adre général suivant : on onsidère un graphe orienté G = (V,E) ontenant un
sommet imetière δ, dont auune arête ne sort. On note U = V \{δ}, et on suppose qu'il existe un hemin
simple orienté entre tout point x de U et δ. On suppose aussi qu'on a un point x0 dans U , à partir duquel
on peut atteindre tout point de V par un hemin orienté. On note e et e la tête et la queue d'une arête
e. On se donne des poids positifs αe sur haune des arêtes e. On onstruit alors la haîne de Markov
en environnement aléatoire sur le graphe G de la façon suivante : en haque point x de U on tire des
probabilités de sortie (pe)e=x, indépendamment suivant une loi de Dirihlet de paramêtre (αe)e=x. On
note E(α) la moyenne assoiée sur les environnements, et P (pe) la loi de la haîne de Markov sur le graphe
G, partant de x0 et arrêtée en δ, obtenue à partir des probabilités de transition (pe). On note alors G
p
la fontion de Green de la marhe tuée en δ, de telle sorte que ze = G
p(x0, e)pe est le nombre moyen de
traversées de l'arête e avant d'atteindre δ. Le but de ette note est d'exprimer ertaines fontionnelles
omme E
(α)[e−<λ,z>pT ], où (λe) ∈ (R
∗
+)
E
et pT est la probabilité de l'arbre ouvrant T orienté vers δ
(pour la mesure de probabilité naturellement assoié à la haîne de Markov P (pe)), en fontion d'intégrales
hypergéométriques assoiées à un arrangement d'hyperplan partiulier. Cette orrespondane est obtenue
en faisant le hangement de variables (pe) 7→ (ze).
Dérivons maintenant brièvement l'arrangement onsidéré. On note div : RE → RU l'opérateur
div(θ)(x) =
∑
e=x θe −
∑
e=x θe et H
G,x0
l'espae ane HG,x0 = {(ze), div(z) = δx0}. Les hyper-
plans He = {ze = 0} forment un arrangement d'hyperplans A
G,x0 = (HG,x0 , (He)e∈E). Nous sommes
partiulierement intéressés par le domaine ∆ = {ze > 0}. Les bases de et arrangement sont les familles
(He1 , . . . , H|E|−|U|) où (e1, . . . , e|E|−|U|) forment le omplémentaire d'un arbre ouvrant T de E. On note
alors ωT =
dze1
ze1
∧ · · · ∧
dze|E|−|U|
ze|E|−|U|
, et nous onsidérons les intégrales hypergéométriques I
(α)
∆,T (λ) dénies
en (1). Les intégrales de e type ont été intensivement étudiées (f [2℄ pour un texte de présentation).
En partiulier, en bougeant un hyperplan es intégrales satisfont un système diérentiel ([2℄), que nous
alulons dans e as préis, f théorème 3.1. Nous relions es intégrales (en fait les intégrales obtenues
à partir d'un graphe bipartite Gˆ simplement onstruit à partir de G) à la transformée de Laplae de la
densité d'oupation des arêtes ze, pondérée par le poids des arbres ouvrants du graphe, f théorème
2.1.
1. Introdution
Among random environments, Dirihlet environments play a speial role sine the annealed law of a
random walk in a Dirihlet environment orresponds to the law of a reinfored random walk, on oriented
edges (f [1℄). More deeply, the aim of this text is to show that random walks in Dirihlet environment
have strong relations with ertain hypergeometri integrals, whih have been intensively studied (f e.g. [2℄
for a review text). As a onsequene of these relations, we are able to write a dierential system satised
by the Laplae transform of ertain important funtionals of the walks (this dierential system is related
to the Gauss-Manin onnetion of the arrangement, f [2℄, hap 8, 10). We hope this new diretion will
be useful to understand the properties of Random Walks in Dirihlet Environment. The omplete proofs
of the results announed in this note will appear soon.
Let us now desribe the model of Markov hains in random Dirihlet environment on direted graphs.
Let G = (V,E) be a nite direted graph, V is the set of verties and E ⊂ V × V is the set of edges.
We denote by e (resp. e) the origin (resp. the destination) of the edge e, so that e = (e, e). For simpliity
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we assume that there is no loop (i.e. edge of the type (x, x)). We suppose that the set of verties an be
deomposed in V = U ⊔{δ}, and that a base point x0 ∈ U is given, suh that: there is no edge with origin
δ; for all x ∈ U there is a direted simple path from x to δ; for any x in U , there is a direted simple path
from x0 to x, with the following simple denitions.
Denition 1.1 i) A simple path from verties x to y, x 6= y, is a set of edges {e1, · · · , ek} suh that
there is a list of distint verties (x0 = x, x1, . . . , xk = y) suh that for all j, 1 ≤ j ≤ k, we have either
ej = (xj−1, xj) or ej = (xj , xj−1). The path is direted if for all j, ej = (xj−1, xj).
ii) A (simple) yle is a set of edges {e1, . . . , ek} suh that there is a list of distint verties (x0, . . . , xk−1)
suh that for all j, 1 ≤ j ≤ k, we have either ej = (xj−1, xj) or ej = (xj , xj−1), with the onvention that
xk = x0. The yle is direted if for all j, ej = (xj−1, xj).
iii) A spanning tree is a subset T of edges whih ontains no yle and whih ontains a simple path
between any two verties x and y. The spanning tree T is direted (towards δ) if for any vertex x in U it
ontains a unique edge e with origin x. In this ase for any vertex x the (simple) path from x to δ in T
is direted.
Now, we onstrut some Markov hain on G killed at {δ}. We dene the set of environments
∆˜ = {(pe) ∈ (0, 1]
E , ∀x ∈ U,
∑
e, e=x
pe = 1}.
An element (pe) of ∆˜ denes a Markov hain on V , starting at x0, stopped at δ, and with exit probabilities
(pe)e=x at any point x in U .
Let us now onsider a set of positive weights (αe)e∈E . For all x in U we set βx =
∑
e=x αe. We endow
the set of environments ∆˜ with the probability µ(α) with density∏
x∈U Γ(βx)∏
e∈E Γ(αe)
(∏
e∈E
pαe−1e
)
dλ∆˜,
where dλ∆˜ is the measure on ∆˜ given by dλ∆˜ =
∏
e∈E˜ dpe, where E˜ is obtained from E by removing
arbitrarily, for eah vertex x, one edge with origin x (one an easily see that dλ∆˜ is independent of this
hoie). This means that the transition probabilities are hosen independently at eah vertex x under a
Dirihlet law of parameter (αe)e=x.
We denote by GpU the Green funtion of the Markov hain with transition probabilities (pe) killed at
δ, i.e.
GpU (x, y) = E
(pe)
x
[
Tδ−1∑
k=0
1Xk=y
]
= (I − PU )
−1
x,y,
where Tδ is the rst hitting time of δ, and PU is the transition matrix of the Markov hain restrited to
U × U . For all edge e ∈ E, ze = G
p
U (x0, e)pe is equal to the expeted number of rossings of the edge e
before the killing time Tδ. These values give of ourse onsiderable information on the behavior of the
random walk P
(pe)
x0 .
2. The arrangement (HG,x0 , (He)e∈E), and the hange of variables.
We suppose that we have a graph G = (V,E) and a base point x0 as in setion 1, and some (not
neessarily positive) weights (αe)e∈E . We dene the divergene operator div : R
E → RU by
div(θ)(x) =
∑
e=x
θe −
∑
e=x
θe, (θe) ∈ R
E , x ∈ U,
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and HG,x0 the ane spae by
HG,x0 =
{
(ze) ∈ R
E , div(z) = δx0
}
,
where δx0 is the Dira mass at x0. The hyperplanes He = {ze = 0} ∩ H
G,x0
dene an arrangement of
hyperplanes in the ane spae HG,x0 that we denote
AG,x0 = (HG,x0 , (He)e∈E).
The omplementHG,x0 \∪eHe determines some onneted omponents, and we will be speially interested
in a partiular onneted omponent ∆ = {(ze) ∈ H
G,x0 , ze > 0, ∀e ∈ E}. The ruial remark is that
the funtion (ze) = (G
p
U (x0, e)pe) takes its values in ∆ for all environment (pe) ∈ ∆˜, thanks to the third
assumption on G, x0. In partiular ∆ is not empty. We reall that a basis of an arrangement is a maximal
free subfamily of (He).
Proposition 2.1 The bases of the arrangement AG,x0 are exatly the subsets {He}e∈T c , for all spanning
trees T .
We suppose given on HG,x0 an arbitrary orientation. To any spanning tree T , we assoiate the dierential
form, with logarithmi poles
ωT =
dze1
ze1
∧ · · · ∧
dze|E|−|U|
ze|E|−|U|
,
where {e1, . . . , e|E|−|U|} = T
c
and is ordered so that ωT is positively oriented.
We will be interested in the following integrals (when they are well-dened): for all (λe) ∈ (C)
E
,
ℜ(λe) > 0 we set
I
(α)
∆,T (λ) =
∫
∆
e−<λ,z>
∏
e
zαee ωT . (1)
We want to relate some funtional of the Markov hain dened in setion 1 with hypergeometri
integrals of the type (1). The Markov hain in Dirihlet environment dened on G as in setion (1) is not
naturally related to the hypergeometri integral (1) for the graph G, but for a losely related graph Gˆ.
The strategy is to onstrut a bipartite graph Gˆ = (Vˆ , Eˆ) from the graph G = (V,E) by dupliation of
the verties of U . We dene Vˆ = Uˆ ∪{δ}, where Uˆ = {−,+}×U. To simplify notations, we denote (−, x)
(resp. (+, x)) by x− (resp. x+). We onstrut the set of edges Eˆ as follows: to any edge e ∈ E we assoiate
an edge eˆ ∈ Eˆ by eˆ = (x+, y−) if e = (x, y) and y 6= δ, and eˆ = (x+, δ) if y = δ. To any vertex x in U we
assoiate an edge eˆx = (x−, x+). We dene the set of edges of Gˆ by Eˆ = {eˆ, e ∈ E} ∪ {eˆx, x ∈ U}.
Then, we dene the ane spae HˆG,x0 = HGˆ,(−,x0) = {(zˆe) ∈ R
Eˆ , div((zˆe)) = δ(−,x0)}. It is lear
that the ane spaes HG,x0 and HˆG,x0 are isomorphi. Thus we always write HG,x0 for HˆG,x0, and we
set zeˆx =
∑
e=x ze for all vertex x ∈ U . The arrangement assoiated with the graph Gˆ is then Aˆ
G,x0 =
(HG,x0 , (He)e∈Eˆ). Compared with the arrangement assoiated with G, we see that they have the same
underlying ane spae HG,x0 , but the arrangement of Gˆ is riher sine it ontains all the hyperplanes of
the arrangement of G plus the hyperplanes Heˆx = {zeˆx = 0} = {
∑
e=x ze = 0}, for all vertex x in U .
Comparing the spanning trees, it is lear that any spanning tree T of G an be extended into a spanning
tree Tˆ of Gˆ by adding the edges {ex, x ∈ U}. Moreover, if Tˆ is a direted spanning tree of Gˆ, then all
the edges eˆx are ontained in Tˆ (f denition of setion 2), thus removing the edges {eˆx, x ∈ U} we get
a direted spanning tree of G. Thus, the direted spanning trees of G and Gˆ are the same.
We give now the following weights to the edges of Eˆ: αeˆ = αe, e ∈ E, αeˆx = −βx. It is lear that the
domain ∆ of the arrangement AG,x0 is also a domain of the arrangement AˆG,x0 sine zeˆx =
∑
e=x ze is
positive if all the ze are positive. For all λ ∈ C
Eˆ
, ℜ(λe) > 0, and all spanning tree Tˆ of Gˆ, we denote by
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Iˆ
(α)
Tˆ ,∆
(λ) =
∫
∆
e−<λ,z>

∏
e∈Eˆ
zαee

ωT .
the integral (1) for the graph Gˆ and the weights (αe, e ∈ Eˆ) suh dened. Without loss of generality
we an onsider a funtion λ whih vanishes on the edges eˆx (indeed, sine zˆeˆx =
∑
e=x zˆeˆ), so we may
onsider Iˆ
Tˆ ,∆(λ) as a funtion on C
E
.
Theorem 2.2 For all direted spanning tree T of G, and for all λ ∈ CE, ℜ(λe) > 0, we have the following
equality (and the integral are well-dened):
CαIˆ
(α)
∆,Tˆ
(λ) = E(α)
[
e−<λ,z>
( ∏
e∈T pe
det(I − PU )
)]
,
where on the left-hand side Cα =
∏
x Γ(βx)/
∏
e Γ(αe) and Tˆ is the assoiated direted spanning tree in Gˆ,
and on the right-hand side ze = G
p(x0, e)pe is the expeted number of visits of the edge e by the Markov
hain on G starting at x0 with transition probabilities (pe).
Sketh of the proof: We make the (not so easy) hange of variables i : ∆˜ → ∆, given by (pe) 7→ ze =
GpU (x0, e)pe. ✷
This last formula has an important probabilisti meaning. Indeed, we see that we get the Laplae
transform of the oupation density of the edge, whih is an important probabilisti quantity, weighted
by the probability of a direted spanning tree (for the natural probability measure assoiated with (pe)).
This law on spanning trees ontains a lot of information on the initial Markov hain. For example, by
the Wilson algorithm (f [3℄), the law of the unique (direted) simple path from x0 to δ is the law of the
loop erased random walk from x to δ, obtained from the Markov hain P (pe). Moreover, summing on all
direted spanning trees we exatly get the Laplae transform of the oupation density of the edges.
3. The Gauss-Manin onnetion
We onsider a graph G and some weights αe suh that the integrals I∆,T (λ) are well-dened (atually,
we are mainly interested in the graph Gˆ obtained from a graph G with positive weights, as desribed in
setion 2). We denote by T the set of spanning trees of G. To any yle C of G (given with an arbitrary
orientation) we assoiate a linear form lC on R
E
, and to any simple path σ from x0 to δ we assoiate a
linear form lσ, given by
lC(λ) =
∑
e∈C
ǫC(e)λe, lσ(λ) =
∑
e∈σ
ǫσ(e)λe, (λe) ∈ R
E ,
where ǫC(e) is equal to +1 (resp. -1) if e is direted aording to (resp. in opposition to) the orientation of
C, and ǫσ(e) is equal to 1 (or −1) if e is direted from x0 to δ (or from δ to x0) in the path σ. We dene
the manifold M = CE \ ∪
C yle
ker lC , where the logarithmi dierential forms
dlC
lC
are well-dened.
Let (fT )T∈T be the anonial base of R
T
. To all simple yle C of G, we assoiate the endomorphism
ΩC of R
T
, given by
ΩC(fT ) =
∑
e∈C
ǫC(e0, e)αefT∪{e0}\{e},
if there is an edge e0 in T
c
suh that C ⊂ T ∪{e0} and ΩC(fT ) = 0 otherwise (in the last formula, ǫC(e0, e)
is equal either to +1, resp. −1, if the diretions of e and e′ are the same, resp. opposite, in the yle C).
To any simple path σ from x0 to δ, we assoiate the diagonal endomorphism Ωσ of R
T
, with oeients
(Ωσ)T,T = 1 if σ ⊂ T , and 0 otherwise. It is lear that Ωσ is a projetor on the subspae generated by
5
the spanning trees ontaining σ. Conerning the matries ΩC we easily get (ΩC)
2 = (
∑
e∈C αe)ΩC , whih
means that
ΩC∑
e∈C
αe
is a projetor.
Theorem 3.1 The vetor I∆(λ) = (I∆,T (λ))T∈T satises dI∆(λ) = −ΩI∆(λ), on M ∩ {ℜ(λe) > 0},
where d is the dierential operator in the variables (λ), and Ω is the T ×T matrix (with dierential form
oeients), given by
Ω =
∑
σ
dlσ(λ)Ωσ +
∑
C
dlC(λ)
lC(λ)
ΩC ,
where the rst sum is taken over all simple paths from x0 to δ and the seond summation is taken over
all simple yles of G.
Proof: If T is a spanning tree, and e an edge in T c, there is a unique yle CeT ontained in T ∪ {e}, that
we orient by onvention aording to the diretion of e. Moreover, there is a unique simple path σT from
x0 to δ in T , that we orient from x0 to δ. The proof is based on two types of relation. The rst one is of
ohomologial nature: let e0 be in T
c
then
lCe0
T
(λ)
∫
∆
ze0e
−<λ,z>
(∏
e∈E
zαee
)
ωT =

 ∑
e′∈C
e0
T
ǫCe0
T
(e′)I∆,T∪{e0}\{e′}(λ)

 .
The seond relation omes from the ondition div(z) = δx0 , whih implies that for all (λe) ∈ R
E
and for
all spanning tree T : < z, λ >= lσT (λ) +
∑
e∈T c zelCeT (λ). ✷
The operator ∇ = d + Ω denes a onnetion on the vetor bundle M × RT , and theorem 3.1 says
that I∆(λ) is a at setion of this onnetion. This onnetion is atually integrable, and we desribe the
struture equations. Let us introdue a denition. We dene the genus of a subset S ⊂ E as the size of
the maximal free family of yles ontained in S (we say that a family (C1, . . . , Ck) of yles is free if the
assoiated funtions (χC1 , . . . , χCk) are free, where χC =
∑
C ǫ
C(e)δe).
Proposition 3.1 The matries ΩC and Ωσ satisfy the following ommutation relations:
i) [ΩC ,ΩC′ ] = 0 if C and C
′
are disjoint or if the genus of C ∪ C′ is not 2.
ii) [Ωσ,Ωσ′ ] = 0 for all σ, σ
′
.
iii) [ΩC ,Ωσ] = 0 if C and σ are disjoint or the genus of σ ∪ C is not 1.
iv) If S ⊂ C has genus 2, then either it ontains 2 disjoint yles, or exatly 3 yles. In the last ase,
these 3 yles C1, C2, C3 satisfy the following ommutation relation [ΩC1 +ΩC2 +ΩC3 ,ΩCi ] = 0, for all
i = 1, 2, 3.
v) If σ1 and σ2 are two simple paths from x0 to δ suh that the genus of σ1 ∪ σ2 is 1, i.e. suh that
σ1 ∪ σ2 ontains a unique yle C, then [Ωσ1 +Ωσ2 ,ΩC ] = 0.
These relations imply that the onnetion ∇ is integrable, i.e. that ∇2 = Ω ∧ Ω = 0.
Sketh of the proof: the ommutation relations i), ii), iii), iv), v) imply that Ω ∧ Ω = 0, one we remark
that
dlC1
lC1
∧
dlC2
lC2
−
dlC1
lC1
∧
dlC3
lC3
+
dlC2
lC2
∧
dlC3
lC3
= 0, for C1, C2, C3 in the onguration iv), and that dlσ1∧
dlC
lC
=
dlσ2 ∧
dlC
lC
in the onguration v). The ommutation relations are obtained by diret omputation. ✷
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