Abstract-Logarithmic additive terms of barrier type with a penalty parameter are included in the Lagrange function of a linear programming problem. As a result, the problem of searching for saddle points of the modified Lagrangian becomes unconstrained (the saddle point is sought with respect to the whole space of primal and dual variables). Theorems on the asymptotic convergence to the desired solution and analogs of the duality theorems for the arising optimization minimax and maximin problems are formulated. Keywords: linear programming, duality, inner penalty functions.
INTRODUCTION
Duality issues are central to problems of mathematical programming [1, 2] . In the present paper, we attempt to construct asymptotic duality schemes for linear programming problems based on the classical Lagrangian and exterior penalty functions. These functions were included in the computational toolkit of mathematical programming a long time ago (see [3] [4] [5] [6] [7] [8] and other papers). They are used to reduce a constrained extremal problem to a (in general, infinite) series of singletype unconstrained minimization problems for a weighted sum of the original target function and an interior penalty function. Under a certain change of the penalty parameter, the solution of the unconstrained problem converges to the required solution of the constrained problem. In the present paper, we consider the Lagrange function of a linear programming problem with the aim of investigating the issues of the asymptotic reduction of problems in which saddle points of convexconcave functions are sought with respect to some constructively described domain (in our case, the nonnegative orthant of an Euclidean space) to a series of parametric problems in which saddle points of some auxiliary functions are sought without such constraints. Auxiliary functions are based on the original function and include additional terms -logarithmic barriers. We formulate convergence theorems for a method that is similar to modern versions of the central path method as well as analogs of duality theorems for the arising optimization minimax and maximin problems. † Deceased. Let the original problems be feasible. Denote their common optimal value byγ and their optimal sets byX andȲ , respectively. It is well known that any pairs of optimal vectorsx ∈X andȳ ∈Ȳ (and only they) form saddle points of the Lagrange function of the original problem
with respect to the domain Ω = {[x, y] | x ≥ 0, y ≥ 0}, i.e.,x ≥ 0 andȳ ≥ 0, and the following two-sided inequalities hold:
The mentioned equivalence of problems (1.1), (1.2) to saddle point search problem (1.3) is a productive platform for a wide range of linear programming computational methods. However, in almost all such methods (see the references), the Lagrange function is modified in order to impart to it certain useful computational properties. Usually, either regularizing or penalty terms are included in the Lagrange function; in the case of a penalty, functions of an exterior penalty are mainly used. Below, we include penalty terms of logarithmic barrier type in the original saddle function. This allows us, first, to strengthen the convexity-concavity properties of the classical Lagrange function and, second, to constructively take into account the nonnegativity requirement for the variables. As a result, we obtain a problem of searching for a saddle point with respect to the whole space of its variables. We also strengthen the assumptions concerning the original problems and require the existence of Slater's primal and dual points x S and y S , respectively. These are points satisfying the conditions Ax S < b, x S > 0 and A T y S > c, y S > 0. Due to this assumption, the optimal setsX andȲ of the original problem and of the problem dual to it are not only nonempty but also bounded. The above condition is usually imposed in investigations on central path methods [9] .
APPLICATION OF BARRIERS IN A SADDLE POINT PROBLEM
Let > 0 be a small numerical parameter. Let us construct the extended Lagrange function of problems (1.1), (1.2)
and consider the problem of searching for its saddle point [x ,ȳ ] > 0 defined as a (positive) solution of the infinite system of inequalities
Let us emphasize that the requirement of the positivity of the primal and dual variables is taken into account here by means of the inclusion of barrier type terms in the Lagrange function. As shown below, the required saddle points lie inside the admissible domain of function (2.1), which makes the problem under consideration similar to saddle point search problems for smooth convex-concave 2 functions with respect to the whole space. Let us discuss existence conditions for saddle points of function (2.1) and analyze their connection with the solution of original problems (1.1), (1.2).
Let us introduce the function
It is easy to see that, for all positive x,
Indeed, if (a j 0 , x) − b j 0 ≥ 0 for at least for one index j 0 , then, due to the unbounded growth of y j 0 , the value F (x, y) can be made arbitrarily small, which explains the lower line in (2.2). In the case when (a j , x) − b j < 0 for all j, the equation
is feasible with respect to positive values of the dual variables. The solution y (x) has components
and defines a minimum point of the function F (x, · ) in the dual variables. To validate the first line in (2.2), we should substitute the components of this point into the expression for F (x, y). Thus, the function Φ (x) is defined and finite inside the admissible domain of primal problem (1.1) and differs from the classical barrier function associated with the primal problem only by the constant term m(ln − 1) . The general theory of logarithmic barrier functions [9] yields the following statement. 
The pointsx for ∈ (0, +∞) form the so-called central path of problem (1.1). We apply a similar argument to the function
It is easy to see that, for all positive y
(2.5) Indeed, if (A i 0 , y) − c i 0 ≤ 0 for at least one value index i 0 , then due to the unbounded growth of x i 0 , the value F (x, y) can be made arbitrarily large, which explains the lower line in (2.5). In the case when (A i , y) − c i > 0 for all i, the equation
is feasible with respect to positive values of the primal variables. This solution x (y) has components
and defines a maximum point of the function F (·, y) in the primal variables. To validate the upper line of (2.5), we should substitute the components of this point into the expression for F (x, y). Thus, the function Ψ (y) is defined and finite inside the admissible domain of dual problem (1.2) and differs from the classical barrier function associated with the dual problem only the constant term n(ln −1) . The general theory of logarithmic barrier functions yields the following statement. 
The pointsȳ for ∈ (0, +∞) form the so-called central path of problem (1. 
However, it is easy to see that the components of the vector y (x ) satisfy system of nonlinear equations (2.7). Indeed, in view of (2.4) and (2.8), we have
which yields componentwise
n).
This implies the required equality (we use (2.8) once more)
Consequently, y (x ) =ȳ and
Similarly,
where (see (2.6))
However, it is easy to see that the components of the vector x (ȳ ) satisfy system of nonlinear equations (2.4). Indeed, in view of (2.7) and (2.9), we have
m).
This implies the required equality (we use (2.9) once more)
Consequently, x (ȳ ) =x and
Finally, we have max
As a result, we can formulate the following statement. 
Here, ρ (·, ·) is the Euclidean distance from a point to a set.
Proof. The proof follows from known facts of the theory of logarithmic barrier functions and the central path method.
BARRIER FUNCTIONS AND DUALITY
Let us now consider the maximin and minimax search problems for the extended Lagrange function. These problems have the form
In view of the results of the previous sections, these problems can be represented as convex programming problems with equality constraints: 
Evidently, problem (3.1) can be considered as its maximin
Let us consider the classical dual (minimax) problem
and investigate the properties of its target function
It is easy to see that, under the assumption A T w − c > 0 and w > 0, the maximum points of L(x, u, w) in the primal variables can be found from the equations and, thus, with problem (3.2). A similar argument can be made for problem (3.2) , which is the usual dual problem for (3.1). The fact that these problem are in the relation of perfect duality (the reachability and coincidence of their optimal values) was actually shown in the first two sections of this paper.
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