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In this paper we describe the language
identification system built within the
Finno-Ugric Languages and the Internet
project for the Discriminating between
Similar Languages (DSL) shared task in
LT4VarDial workshop at RANLP-2015.
The system reached fourth place in normal
closed submissions (94.7% accuracy) and
second place in closed submissions with
the named entities blinded (93.0% accu-
racy).
1 Introduction
In the Finno-Ugric Languages and the Internet
project1, our aim is to harvest texts written in small
Uralic languages from the internet. The project
is funded by the Kone Foundation from its lan-
guage program, which is especially targeted to
support the research of Uralic languages (Kone
Foundation, 2012). We are particularly interested
in gathering material written in the smaller lan-
guages, instead of the three largest Uralic lan-
guages: Hungarian, Finnish and Estonian. As
part of the project, we are developing methods for
language identification which are needed to find
the relevant texts among the billions of files we
are downloading. At the moment, we have a list
of 38 relevant languages based on the ISO 639-
3 division of the Uralic languages (SIL, 2013).
Some of the relevant languages, such as Livvi-
Karelian and Ludic, two Finnic languages used in
the north-western Russia, are very close to each
other. However, the closeness between relevant
languages is not as great a problem as the close-
ness between relevant and irrelevant languages.
For example there are many dialectal variations
of Finnish which are written differently from the
1http://suki.ling.helsinki.fi
standard Finnish and are actually closer in orthog-
raphy to some of the very close languages, such
as Tornedalen Finnish, than the standard written
Finnish. This has led us to introduce separate lan-
guage models for some of the Finnish dialects. An
even greater problem for us is the large number
of pages we have found which are written in a lan-
guage not known to our language identifier (which
at the moment has models for 395 languages and
variants) or which consist mostly of lists of model
abbreviations. Some of the character combina-
tions used in the abbreviations tend to be quite
common in some of the relevant languages and
are therefore identified as such when the language
identifier is forced to choose between languages
it knows. Therefore, the opportunity given by the
second version of the DSL shared task (Zampieri
et al., 2015) to research unknown language detec-
tion has been very welcome.
2 Language identification
The problem of discriminating similar languages
given in the DSL shared task is an instance of
monolingual language identification. The aim in
monolingual language identification is to give one
language label to a mystery text. This is different
from multilingual language identification, where
the mystery text can be labeled with several lan-
guage labels. An extensive review of the work
done in the area of discriminating between simi-
lar languages can be found in the report of the first
edition of the DSL shared task (Zampieri et al.,
2014).
The shared task also includes a group contain-
ing texts written in a set of unknown languages to
which no training material is provided. Most ex-
isting language identifying methods can only cate-
gorize between languages they are trained for and
do not have the ability to label the text as an un-
known language. In order to detect the unknown
language the methods usually need to have some
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notion of how well they are performing.
2.1 Token-based backoff
The basic language identifier used in this work was
developed by Jauhiainen (2010) for his master’s
thesis. We call the method it uses the token-based
backoff. In token-based backoff, the text is tok-
enized and the tokens t are numbered from 1 to
the total number of tokens |mt| in the mystery text
m, so that identical tokens can occur several times.
The probability of each token t1...t|mt| for each
language is calculated using the longest possible
units and backing off to shorter units if needed.
For example, if the token itself is not found in any
of the language models it is divided into longest
character n-grams used and the token gets the av-
erage of the scores of the n-grams in question. For
each language l, each token t gets a score St,l and
the whole mystery text gets a score Sm,l equal to
the average of it’s tokens as in (1).
Sm,l =
St1,l + St2,l + ...+ St|mt|,l
|mt| (1)
In this way, each token in the mystery text is
given an equal weight when deciding the language
for the whole text. For example, the word “the”
is given equal weight to the word “village”. The
token-based backoff was recently used success-
fully in determining the language set in multilin-
gual documents by Jauhiainen et al. (2015).
2.2 Language models
The language models consist of units x and their
scores Sx,l for each language l. The scores S are
negative logarithms of the relative frequencies of
the units as in (2).
Sx =   log10 (relative frequency of x) (2)
The relative frequencies are calculated from the
training data by dividing the number of units by
the total number of units of the same type. If a unit
is not found in the training data for some language
a penalty value is used instead. The penalty value
corresponds to giving every unseen unit a small
relative frequency and thus it functions as a form
of additive smoothing. The penalty values are op-
timized separately for each language using the de-
velopment data. The optimization of the penalty
values is done for one language after another and
there is generally a more or less clear peak in the
accuracy. In case several penalty values produce
the highest accuracy, the smallest penalty value
is chosen. In earlier experiments we have experi-
mented with Lidstone smoothing, where the small
relative frequency is also added to the relative fre-
quencies of the seen units, but it proved out to pro-
duce slightly poorer results.
Character n-grams are formed from within the
tokens so that the beginning and the end of the to-
ken are represented by a white-space. White space
was omitted from the beginning of the first token
where a special character marking the beginning
of a text was used. The last token was treated sim-
ilarly and the same special character was used to
mark the end of the mystery text. The beginning
and the end of the text were treated in similar way
by Goutte et al. (2014).
No information spanning token boundaries
were used this time. The types of units used in
the system for the shared task in order of backing
off are:
• Space-delimited tokens consisting of any
characters (A)
• Tokens delimited by non-alphabetical charac-
ters with capital letters (C)
• Tokens delimited by non-alphabetical charac-
ters with the letters lowercased (l)
• Character n-grams of any character varying
from the length of 8 to 1.
Examples of the token units can be seen in the
Table 1 and character n-grams in the Table 2.
A C l
[ ¡Que ] [ Que ] [ que ]
[ ”La ] [ La ] [ la ]
[ Adema´s, ] [ Adema´s ] [ adema´s ]
[ PP, ] [ PP ] [ pp ]
Table 1: Examples of token units from the Spanish language
models. Underscore is used to represent a space character.
2.3 Unknown language detection
Unknown language detection is used by the sys-
tem to decide whether the mystery text is written
in one of the languages it knows or not. We are
using the unknown language xx to denote any lan-
guage not known by the language identifier. We
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Length N-grams from [ Adema´s, ]
8 [ Adema´s,], [Adema´s, ]
7 [ Adema´s], [Adema´s,], [dema´s, ]
6 [ Adema´], [Adema´s], [dema´s,]
[ema´s, ]
5 [ Adem], [Adema´], [dema´s]
[ema´s,], [ma´s, ]
4 [ Ade], [Adem], [dema´]
[ema´s], [ma´s,], [a´s, ]
3 [ Ad], [Ade], [dem], [ema´]
[ma´s], [a´s,], [s, ]
2 [ A], [Ad], [de], [em]
[ma´], [a´s], [s,], [, ]
1 [ ], [A], [d], [e], [m], [a´], [s], [,], [ ]
Table 2: Examples of character n-grams generated from the
token [ Adema´s, ]. Underscore is used to represent a space
character.
used two methods to determine whether the lan-
guage identified actually belonged to the unknown
language xx. In both methods, the system first
maps the mystery text into one of the languages it
knows. After the first mapping the results are an-
alyzed to detect the presence of an unknown lan-
guage.
The first method is simply to look at the score
given by the token-based backoff and reject iden-
tifications with too high scores. The unknown lan-
guage xx is identified as the mystery language Lm,
if the best score Sm,l for the mystery text is higher
than cut-off score Cl for the language l as in (3).
Lm = xx, if Sm,l > Cl (3)
The second one is to count how many of the
lowercased words consisting of alphabetical char-
acters in the mystery text are found in any of the
language models of the language identifier. If the
ratio of the words Rm is lower than the cut-off ra-
tio Rl for the language with the best score Sm,l,
the unknown language xx is chosen as in (4).
Lm = xx, if Rm > Rl (4)
The exact values for the cut-off ratios Rl and
the cut-off scores Cl are determined individually
for each language l. The development set is used
to find out the values which produce the best com-
bined recall for the language l and the unknown
language xx.
3 Shared task
In the dataset of the shared task, there were 6 lan-
guage groups with a total of 13 languages and the
additional unknown language marked by xx. The
unknown language xx is used to denote any lan-
guage not belonging to the group of 13 languages.
The goal was to build a system that could identify
the language of the excerpts in the test set using
only the information provided in the training and
the development sets.
3.1 DSL corpus collection
The dataset for the shared task was the second
version of the DSL corpus collection (DSLCC v.
2.0.). The training set consisted of 18000 labeled
excerpts for each of the 13 languages. Each of
the excerpts contained from 20 to 100 tokens and
seemed to comprise mostly of a one complete sen-
tence. Over 99% of the excerpts ended with a
punctuation mark, a bracket or a quotation mark.
The average number of tokens for each language
can be seen in the Table 3. On the average the
excerpts in Spanish had clearly more tokens than
those of the other languages. The development set
had 2000 labeled excerpts for each of the 13 lan-
guages as well as for the unknown language xx.
The length of the excerpts in the development and
training sets were comparable as can be seen in
the Table 3. The average number of characters in
the excerpts of the development set was 219. The
number and the identity of the languages used in
the excerpts of the unknown language xx were not
known. Some of the excerpts in the unknown lan-
guage xx were identified as Catalan and Slovenian
by Google Translate2, but also many other lan-
guages were present.
The test set A consisted of 14000 unlabeled ex-
cerpts from newspaper texts: 1000 excerpts for
each of the 13 languages and 1000 excerpts for
the unknown language. The test set B had the
same number of unlabeled excerpts from newspa-
per texts, but all of the named entities had been
substituted by place holders using a named entity
recognizer. The following example excerpt is from
the test set B:
• El #NE# #NE# #NE# #NE# asociacio´n civil
comprometida con el desarrollo econo´mico y
cultural de la ciudad, celebrara´ el 15o aniver-
sario de su formacio´n con una cena en el
2https://translate.google.com
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Language l Train. Dev.
Croatian (hr) 29.6 29.7
Bosnian (bs) 30.7 30.9
Serbian (sr) 31.7 31.6
Malaysian (my) 30.3 30.2
Indonesian (id) 30.9 30.8
Czech (cz) 30.8 30.9
Slovakian (sk) 30.5 30.4
Portuguese (pt-PT) 33.0 33.3
Braz. Port. (pt-BR) 34.1 34.0
Spanish (es-ES) 55.7 56.4
Arg. Spa. (es-AR) 49.1 48.4
Bulgarian (bg) 29.6 29.7
Macedonian (mk) 30.2 30.0
Unknown (xx) - 33.5
Table 3: The average number of tokens per excerpt in the
training and the development sets for each language.
restaurant #NE# el jueves pro´ximo desde las
20.30.
There was not a separate development set for
the test set with the named entities blinded so the
settings of our system were exactly the same on
the test set A and B. Before running the language
identifier on the test set B, we simply removed the
place holders from the excerpts.
3.2 Language group identification
We followed the example given by the best per-
forming system from the 2014 shared task (Goutte
et al., 2014) and first used the system to discrim-
inate between the six language groups. Develop-
ment set was used to optimize the units used in
the group identification phase and we ended up
using character n-grams from 7 to 1 characters in
length. The penalty value for unseen units was set
at 6.7. With these settings, the system discrimi-
nated (at least on the third run, see below) between
the groups perfectly on both the development and
the test data, if we are not considering the un-
known language. The average identification ac-
curacy for individual languages with the develop-
ment data was already 94.61% (xx not included).
The Table 4 shows the accuracies with different
unit combinations at this point. These combina-
tions were more thoroughly run after the deadline
for the shared task to show how much accuracy is
gained by backing off to smaller units within the
tokens. A small increase in overall accuracy was
noticed when the penalty value was raised to 6.8
from 6.7. It would not have affected the end result
of the system used in the shared task as the lan-
guage identifier was only used to identify the lan-
guage groups at this point and it did so perfectly
already with the penalty value of 6.7.
Units Pen. Accuracy.
n-grams: 7 to 1 6.8 94.63%
n-grams: 7 to 1 6.7 94.61%
n-grams: 6 to 1 6.8 94.52%
n-grams: 8 to 1 6.7 94.50%
n-grams: 5 to 1 7.0 94.08%
C + l + n-grams: 8 to 1 6.4 94.31%
l + n-grams: 8 to 1 6.3 94.20%







n-grams: 4 to 1 7.2 92.97%
4-grams 7.2 92.88%
8-grams 6.2 92.81%
n-grams: 3 to 1 6.9 90.19%
3-grams 6.9 90.19%
n-grams: 2 to 1 7.6 83.22%
2-grams 7.6 83.22%
1-grams 6.5 73.63%
Table 4: The average accuracies for known languages using
different unit combinations on the development set.
After the group of the mystery text was identi-
fied, the text was given to a group optimized ver-
sion of the token-based language identifier. The
units and the penalty value used within each group
can be seen in the Table 5. In the token column A
refers to tokens including all characters, C to to-
kens with only alphabetical characters and l to to-
kens with only lowercased alphabetical characters.
In the Table 5, we can see that the only time
we use complete tokens for calculating the score
is when we are discriminating between Malaysian
and Indonesian. Ranaivo-Malanc¸on (2006) used
exclusive lists of words together with the format-
ting of numbers to decide whether the mystery text
was written in Indonesian or Malaysian. The re-
sults of our experiments would also suggest that
whole words are especially important when dis-
criminating this pair of languages.
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Group Tokens N-grams Pen.
A-F - 1-7 6.7
A (bs, hr, sr) - 1-7 6.5
B (id, my) A, C, l 1-8 7.0
C (cz, sk) - 1-7 6.7
D (pt-PT, pt-BR) - 1-7 6.7
E (es-ES, es-AR) - 1-8 6.7
F (mk, bg) - 1-7 6.7
Table 5: The language models used when discriminating
within the language groups.
3.3 First run
The main difference between the first and the sec-
ond runs is that in the first run, the language iden-
tifier was optimized so that it made as few positive
errors with the unknown language xx as possible.
Positive errors with the unknown language are er-
rors where a language known to the language iden-
tifier is labeled as the unknown language xx. We
wanted to continue developing unknown language
detection methods (to be used one after another in
a serialized manner) and once a positive error was
made it was impossible to recover from it. We also
wanted to see how high recall we would achieve
with the known languages. When considering the
overall accuracy, we did not believe that the re-
sults of the first run could compete with the results
of the second run.
When we were optimizing the parameters, we
took a look at the errors the language identifier
made on the development set. After the optimiza-
tion the unknown language xx was erroneously
identified as one of the 13 languages known by the
language identifier 324 times, while a known lan-
guage was identified as unknown 4 times. With
Malaysian we allowed the language identifier to
make three ’errors’ on the development set, as the
sentences were actually in English:
• Daim not attending UMNO assembly,
Tengku Adnan confirms c  UTUSAN
MELAYU (M) BHD, 46M Jalan Lima Off
Jalan Chan Sow Lin, 55200 Kuala Lumpur.
• Complete signature forms should be mailed
by August 23 to “Save Vui Kong” Campaign,
Kuala Lumpur and Selangor Chinese Assem-
bly Hall, 1, Jalan Maharajalela, 50150 Kuala
Lumpur, Malaysia.
• Ishak said Jalan Perdana, Jalan Hishamud-
din, Jalan Travers (opposite Keretapi Tanah
Melayu Berhad), Jalan Mahameru and Jalan
Istana Baru would be closed at 9.20 am for
the cortege to be taken to Istana Negara.
Furthermore, we allowed it to make one error
with Macedonian where the latter half of the sen-
tence was actually written in Latin script instead
of the Cyrillic normally used in Macedonian. This
kind of errors in the dataset itself were not noticed
in the test set.
The parameters used for the unknown language
detection on the first run can be seen in the Table 6.
Rl is the cut-off ratio and Cl is the cut-off score.
The cut-off ratio for Slovak stayed as high as it
did because the Slovak development set included
some sentences where all the accents were omitted
from the characters. We could have coped with
this problem by creating separate language models
for these languages with de-accented characters,
but we did not have time to move further with this
idea.
Language l Rl Cl
Croatian (hr) 32 5.4
Bosnian (bs) 35 5.0
Serbian (sr) 24 5.1
Malaysian (my) 20 5.3
Indonesian (id) 30 5.4
Czech (cz) 39 5.3
Slovakian (sk) 45 5.3
Portuguese (pt-PT) 25 4.9
Braz. Port. (pt-BR) 25 4.9
Spanish (es-ES) 12 6.5
Arg. Spa. (es-AR) 14 4.9
Bulgarian (bg) 30 5.3
Macedonian (mk) 35 5.1
Table 6: The cut-off ratios used with lowercased tokens and
cut-off scores to judge the excerpt to be in the unknown lan-
guage xx on the first run.
The first run achieved 93.87% accuracy on the
development set and 93.73% accuracy on the test
set.
3.4 Second run
The language models used for the second run were
the same as for the first run and can be seen in the
Table 5.
The unknown language detection parameters
for the second run were optimized to reach the
best overall identification accuracy. These ratios
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for unknown language detection differ consider-
ably between languages as can be seen in the Ta-
ble 7 which shows the ratios used for the second
run.
Language l Rl Cl
Croatian (hr) 16 5.1
Bosnian (bs) 21 5.0
Serbian (sr) 23 5.1
Malaysian (my) 20 5.3
Indonesian (id) 30 5.4
Czech (cz) 39 5.3
Slovakian (sk) 45 5.2
Portuguese (pt-PT) 25 4.9
Braz. Port. (pt-BR) 25 4.9
Spanish (es-ES) 11 4.4
Arg. Spa. (es-AR) 14 4.9
Bulgarian (bg) 30 5.3
Macedonian (mk) 35 5.1
Table 7: The cut-off ratios used with lowercased tokens and
cut-off scores to judge the excerpt to be in the unknown lan-
guage xx for the second and the third runs.
In the development set, there was a clear ten-
dency to identify Bosnian sentences as Croatian.
We, therefore, experimented with giving a small
bonus to Bosnian over Croatian. If the first identi-
fied language was Croatian but Bosnian came sec-
ond within a score margin of 0.01, the text was
identified as Bosnian. Twenty-three errors (out
of 713 errors between Croatian, Bosnian and Ser-
bian) were corrected by this very ad-hoc weight.
The unknown language was erroneously identi-
fied as one of the known languages 82 times. A
known language was identified as the unknown
language xx 58 times.
The second run achieved 94.61% accuracy on
the development set and 94.36% accuracy on the
test set.
3.5 Third run
The language models used for the third run were
the same as for the first and second runs. The pa-
rameters for ratio and score cut-offs for determin-
ing the unknown language were the same for our
third run as our second run and can be seen in the
Table 7. The ad-hoc weight given to Bosnian in
the second run was still used in the third run.
The third run included a special modifying ad-
dition ↵Sx to the scores Sx of individual character
n-grams if they were not found in other languages
within the group. The new score S0x was calculated
as in (5).
S0x = Sx + ↵Sx (5)
This was done for the groups A (bs, hr, sr) and E
(es-ES, es-AR) only. We concentrated our efforts
to finding ways to further the identification accu-
racy of the group A and did not have the time to
find the optimal parameters for the other groups.
We also did not expect to gain much in overall ac-
curacy had we done so. The multipliers ↵ used in
the third run can be seen in the Table 8.
Found in Not found Multiplier ↵
hr bs, sr 1.50
bs sr, hr 2.00
sr bs, hr 0.15
es-ES es-AR 0.75
es-AR es-ES 1.50
Table 8: The multipliers ↵ for groups A and E.
The third run achieved 94.86% accuracy on the
development set and 94.67% accuracy on the test
set.
The confusion table for the third run on the test
data with blinded named entities can be seen in the
Table 9.
The within group accuracies for normal test set
can be seen in the Table 10. It is clear that our sys-
tem has a special problem with the group A, where
our results are almost 6% lower than the best re-
sults of the 2014 shared task.
Group Accuracy.
A-F 94.7%
A (bs, hr, sr) 87.7%
B (id, my) 99.7%
C (cz, sk) 99.8%
D (pt-PT, pt-BR) 92.4%
E (es-ES, es-AR) 90.4%
F (mk, bg) 99.8%
xx 98.2%
Table 10: The accuracies within the language groups for the
third run on normal test set.
Comparison of the performance of our system
to other systems which submitted results to the
shared task can be found in the overview of the
DSL Shared Task (Zampieri et al., 2015).
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bs hr sr id my cz sk pt-PT pt-BR es-ES es-AR mk bg xx
bs 803 136 54 0 0 0 0 0 0 0 0 0 0 7
hr 76 905 7 0 0 0 0 0 0 0 0 0 0 12
sr 80 37 882 0 0 0 0 0 0 0 0 0 0 1
id 0 0 0 989 11 0 0 0 0 0 0 0 0 0
my 0 0 0 3 997 0 0 0 0 0 0 0 0 0
cz 0 0 0 0 0 1000 0 0 0 0 0 0 0 0
sk 0 0 0 0 0 0 997 0 0 0 0 0 0 3
pt-PT 0 0 0 0 0 0 0 869 131 0 0 0 0 0
pt-BR 0 0 0 0 0 0 0 103 897 0 0 0 0 0
es-ES 0 0 0 0 0 0 0 0 0 879 116 0 0 5
es-AR 0 0 0 0 0 0 0 0 0 158 842 0 0 0
mk 0 0 0 0 0 0 0 0 0 0 0 999 0 1
bg 0 0 0 0 0 0 0 0 0 0 0 0 999 1
xx 3 5 6 0 0 4 13 0 0 1 2 0 0 965
Table 9: The confusion table for the third run on the test set with the named entities blinded.
4 Discussion
The parameters for the language identifier and the
language models used were exactly the same for
the runs on development set and the correspond-
ing test runs. We did not find the time to use the
data in the development set as an additional train-
ing material for the actual test runs, even though
we suspect it might have slightly improved the re-
sults on the test set.
The exact reason for the positive effect caused
by the ad-hoc weight used with Bosnian and Croa-
tian is not known. It is possible that the Bosnian
training material is not as representative of the lan-
guage as the Croatian. All data is biased to some
extent and if the training data for a language iden-
tifier is biased differently from the data it is used
on, situations such as this can arise.
The special character used to mark the begin-
ning and the end of the text did not affect the re-
sults much. Using it gave a 0.03% increase in av-
erage individual language identification accuracy
at the group identification phase.
After the shared task submissions, we opti-
mized the multiplier ↵ also for the other languages
using the development set. Optimization resulted
in a slight improvement with the Portuguese pair
achieving 94.88% average accuracy on the devel-
opment set. The optimized multipliers for the
other languages were zero except for the Por-
tuguese, as can be seen in the Table 11.
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