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Magnetic field emerges at the surface of the Sun as sunspots and active regions.
This process generates a poloidal magnetic field from a rising toroidal flux
tube; it is a crucial but poorly understood aspect of the solar dynamo. The
emergence of magnetic field is also important because it is a key driver of solar
activity. We show that measurements of horizontal flows at the solar surface
around emerging active regions, in combination with numerical simulations of
solar magnetoconvection, can constrain the subsurface rise speed of emerging
magnetic flux. The observed flows imply that the rise speed of the magnetic
field is no larger than 150 m/s at a depth of 20 Mm, that is, well below the
prediction of the (standard) thin flux tube model but in the range expected for
convective velocities at this depth. We conclude that convective flows control
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the dynamics of rising flux tubes in the upper layers of the Sun and cannot be
neglected in models of flux emergence.
Introduction
Solar active regions are thought to be the surface manifestation of magnetic flux tubes emerging
from the solar interior (1). These flux tubes are thought to be formed deep in the Sun, in
the stably stratified layer just beneath the convection zone (2). This is the current prevailing
picture and has been used to explain (i) the latitudes at which bipolar active regions emerge (3)
and (ii) Joy’s law: the tendency for the leading polarity to be closer to the equator than the
trailing polarity (4,5). Alternative views are that active regions are the consequence of a dynamo
operating in the shallow solar interior (6) or the bulk of the convection zone, for example, in the
work of Nelson et al. (7).
Understanding the physics of magnetic flux emergence is crucial to understanding the con-
version of toroidal to poloidal magnetic field through the tilting of active regions (Joy’s law). In
addition, magnetic flux emergence plays a central role in driving solar activity, a topic of very
broad interest in solar physics (8). In an even broader context, understanding flux emergence
on the Sun may play an important role in understanding stellar activity in general (9).
Thin flux tube models predict that magnetic flux concentrations originating from the bottom
of the convection zone reach upward speeds of about 500 m/s at 20 Mm below the surface and
then accelerate rapidly as the flux tube approaches the surface (4). Three-dimensional (3D)
anelastic simulations have also been used to model the rise of magnetic flux concentrations
through the convection zone (10–12). These simulations are carried out in a computational
domain with a top boundary at 20 to 30 Mm below the solar surface, and thus, it is not possible
to make direct observational contact with these simulations. Within 20 Mm of the surface,
the thin flux tube approximation is not justified because the tube radius is no longer small
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compared to the scale height of the solar stratification and the anelastic approximation is not
justified due to compressibility, and realistic numerical simulations of magnetoconvection are
required instead (13–15).
The upper convection zone can be probed by helioseismology – the study of solar oscilla-
tions to learn about the solar interior [see the review by Gizon et al. (16)]. Helioseismology
has been used in the past to search for signatures of the magnetic flux concentrations below
the surface before active region emergence (17–19). This approach is promising but challeng-
ing (20–22).
Here, we take a new approach and use observations of surface flows together with numerical
simulations of solar magnetoconvection to constrain physical models of the rising magnetic flux
concentrations that form active regions. This approach has not been used before; it has only
recently become feasible as realistic numerical simulations have become possible (15).
Results
The Helioseismic and Magnetic Imager (HMI) (23, 24) on the Solar Dynamics Observatory
(SDO), launched in 2010, has provided observations of the full visible solar disc with almost
complete temporal coverage. From the active regions observed by HMI/SDO to emerge on
the visible disc in the time period from April 2010 to November 2012, we selected 70 active
regions without strong pre-existing magnetic flux near the emergence location. All of these
active regions have a NOAA (National Oceanic and Atmospheric Administration) active region
number and emerge into the quiet Sun. These regions range from small active regions that
barely form a sunspot to very large active regions with a number of sunspots (total unsigned
line-of- sight flux varies from 10 × 1020 to 400 × 1020 Mx). For each of these emerging active
regions, we also identified a partner quiet-Sun control region with the same disc position but
at a different time. These regions serve as a control sample to ensure that any observed flow
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signatures are due to flux emergence rather than systematic effects associated with disc position.
Measurements of surface flows
We used both helioseismology and local correlation tracking (LCT) of granulation to measure
the horizontal surface flows associated with each of these emerging active regions. Using two
independent methods allows us to validate the horizontal flow measurements on the relevant
spatial scales of several megameters and larger. For the helioseismology, the input data are the
45-s cadence Doppler images (25), and we used helioseismic holography (26) to infer near-
surface horizontal flows (we used helioseismic measurements that are sensitive to flows in the
top few megameters of the convection zone). The LCT was done using the Fourier LCT (FLCT)
code (27, 28) to track the granulation seen in the intensity images. In both cases, we obtained
flow maps with a temporal cadence of about 6 hours for each of the active regions. Comparison
of the helioseismology and LCT results confirms that the two methods are measuring the same
horizontal flows at the surface. In addition, we used the line-of-sight magnetograms from HMI
to follow the magnetic evolution of each region, also with 6-hour time resolution.
Simulations of rising magnetic flux concentrations
To constrain the physics of the magnetic flux emergence process, we carried out a series of
comprehensive radiative magnetoconvection simulations of magnetic flux concentrations rising
through the top 20 Mm of the solar convection zone. We used the MURaM code (29) with only
minor modifications to the setup of Rempel and Cheung (15). The domain size was 98 × 98 ×
18 Mm3, and each run was carried out for 100 hours of solar time. In all cases, we emerged
a half torus of magnetic flux as detailed in the work of Rempel and Cheung (15)and shown
schematically in Fig. 1. For the cases shown here, we used a major radius R = 16 Mm, a minor
radius a = 6.1 Mm, and a field strength of 20 kG on the axis of the torus. The magnetic field
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is untwisted and has a Gaussian profile with distance from the axis of the torus. The magnetic
field strength is 20 kG × exp [−2] ≈ 2.7 kG at the boundary of the flux tube. The total flux is
1022 Mx, and the average field strength is about 10 kG. These parameters for the initial magnetic
configuration are plausible and are consistent with typical values of the observed magnetic flux
of active regions and magnetic field strengths from thin flux tube calculations. We vary the
imposed rise speed of the magnetic flux at the bottom boundary from 70 to 500 m/s in a series
of simulations. For comparison, the average upflow convective velocity at the bottom of the
domain is about 140 m/s. We used the vertical velocity (at optical depth τ = 0.01) from the
simulations as proxy Doppler images to measure the horizontal flows in the simulations using
helioseismology. This allows direct comparison with the observations.
Comparison of observed and simulated surface flows
Quantitative comparison of observations and simulations requires a consistent definition of
emergence time and emergence location. Following Leka et al., (30) we define the emergence
time as the time when the increase in magnetic flux from its quiet-Sun background level reaches
10% of its maximum. The emergence location is computed as the centroid of the pixels at which
the change in the magnetic field from 24 hours before emergence to 8 hours after emergence
is more than 30% of the maximum change. Active region emergences, in general, have a wide
variety of characteristics (for example, multiple emergence episodes in time and space). We
selected these simple definitions for ease of reproducibility [see the work of Leka et al. (30) for
further discussion].
We applied these definitions to compute emergence times and locations for the observed
active regions as well as the simulations. Figure 2 shows the evolution of the photospheric
line-of-sight magnetic field for the observed AR11416 and the vertical magnetic field in the
simulation for a flux tube with a rise speed of 140 m/s. The time evolution of the magnetic fields
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in the observations and in the simulation are qualitatively similar, although the observations
show hints of the emerging magnetic field at 14 hours before emergence, which is not seen in
the simulation.
Figure 3 shows the helioseismically inferred near-surface flows at 3 hours before emergence
for AR11416 and AR11158 (the flows from LCT are very similar; correlation coefficient of
about 0.9; see fig. S1). The flow pattern is dominated by supergranulation-scale (30 Mm)
flows. There is some magnetic field seen at the emergence location in both cases, but there is no
clear flow pattern associated with the magnetic flux emergence. The simulations (right box in
Fig. 3) show that the preemergence flow field depends on the rise speed with which the flux tube
is introduced through the bottom of the simulation domain. For the case of a rise speed of 70
m/s, the flow pattern is, like the observations, dominated by the quiet-Sun convection pattern.
Also, as in the observations, the magnetic field is concentrated near the emergence location. For
the case of a rise speed of 140 m/s, the situation is similar, but there is a weak diverging flow
away from the emergence location. For the remaining two cases, there is a strong diverging
flow of several hundreds of meters per second.
From the examples shown in Fig. 3, we see that the observed active region emergences are
not preceded by strong diverging flows, as has been noticed before in case studies (31, 32). To
determine whether the observed active regions shown in Fig. 3 are typical, we carried out a
statistical analysis on our sample of 70 emerging active regions. Figure 4 shows the azimuthal
average of the radial outflow at a distance of 15 Mm from the emergence location at 3 hours
before the emergence time. The one-σ range allowed by observations is −8 ± 50 m/s. For
comparison, the one-σ range for the quiet-Sun control regions is −5 ± 40 m/s. The simulation
with a flux tube rise speed of 70 m/s is consistent with observations at about the one-σ level.
The simulations with rise speeds of 280 and 500 m/s are excluded by the observations.
For the case of a rise speed of 140 m/s, we carried out four additional simulations. In two
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cases, we placed the rising flux tube in the strongest upflow or downflow in the simulation
domain. For the third case, we reduced the average field strength in the flux tube by a factor
of 2. In the final case, we reduced the tube cross section by a factor of 2. In these last two
cases (reduced field strength and reduced tube cross section), the total magnetic flux within the
flux tube is half that of the other simulations. Of these, only the simulation with reduced cross
section is consistent with the observations (Fig. 4).
Discussion
We have shown that models with a mean initial magnetic field strength of 10 kG, an initial
tube minor radius a = 6.1 Mm, and rise speeds at or above 140 m/s at a depth of 20 Mm
produce preemergence diverging flows at the surface that are not compatible with SDO/HMI
observations. The case with a rise speed of 70 m/s and also the case with a rise speed of 140
m/s, but reduced cross section, both produce flows that are weak enough to be allowed by the
observations. In future work, it will be interesting to carry out a more complete exploration of
the full parameter space. The upper limit on the rise speed that we have found here is about the
same as the maximum speed of the convective upflows at the bottom of the simulation domain.
We thus conclude that convection must play a key role in the flux emergence process.
The upper limit on the rise speed of magnetic flux concentrations obtained here (∼ 140 m/s)
is three times smaller than the rise speed predicted by thin flux tube calculations [∼ 500 m/s
at 20 Mm; see the work of Fan (4)]. Although thin flux tube calculations reproduce the lati-
tudes at which active regions emerge and also their tilt angles, these models cannot address the
interaction of flux tubes with convection in the near-surface layers. Future work is required to
determine a scenario for the formation of magnetic flux concentrations and their journey to the
solar surface that is compatible with the observations presented here.
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Materials and Methods
LCT to measure surface flows
For each active region, we identified the time period of interest (381 min before the emergence
time to 29 min after the emergence time) using the definition of emergence time described
earlier in the paper. To account for the main effects of solar rotation, we tracked the HMI
intensity images at the Carrington rotation rate. We then used a Postel projection to remap
each image to a Cartesian coordinate system with a map scale of 348 km/pixel. This procedure
resulted in a 3D data cube (two spatial dimensions plus time) for each emerging active region.
We then applied the FLCT code (27, 28) to estimate the horizontal flows on the surface by
following small-scale patterns (granulation). The FLCT requires a parameter σ; this parameter
defines the size of the subregions to which the correlation tracking is applied. We chose the
parameter σ = 6 pixels (≈ 2 Mm), which is appropriate for following the granulation pattern;
the choice of s is discussed in detail by Lo¨ptien et al. (33). The FLCT code provides an estimate
of the surface flows with the same cadence as the input data (45 s). To obtain the surface flow
maps described here, we then averaged the flows over the entire time period of interest (410
min).
Helioseismology of surface flows
To prepare the input data for the helioseismology analysis, we applied the same tracking and
mapping procedure as described above but used the HMI Doppler velocity images and a map
scale of 1.39 Mm/pixel. We then filtered the remapped data with filter 3 from Table 1 from the
work of Couvidat et al. (34) (this is a phase-speed filter with a central phase speed of 17.49 km/s
and a width of 2.63 km/s). This filter isolates waves with a lower turning point of about 3 Mm
below the photosphere. We then applied surface-focusing helioseismic holography (35) to mea-
sure north-south and east-west travel time differences. These travel times are proportional to the
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horizontal flows in the near-surface layers. We used a conversion constant of −5.7 m s−2 to con-
vert from travel time differences to surface flows; this empirically determined constant gives the
best match between the amplitude of the surface flows measured by LCT and helioseismology.
MURaM simulations of emerging flux
The MURaM radiative magnetohydrodynamic (MHD) code solves the MHD equations using
a finite difference discretization that is fourth-order accurate in space and time, coupled with
a short characteristic radiative transfer scheme (29). The code uses the OPAL equation of
state. Turbulent diffusivity has two components in the simulation. It is explicitly captured for
the scales that are resolved and implicitly treated through a slope-limited diffusion scheme as
detailed in the work of Rempel (36). Because of the rather low resolution of the simulations
presented here, the latter dominates in the photosphere on the scale of granulation. In the deeper
parts of the domain, the contribution from the numerical diffusivity is small enough to allow for
the presence of a small-scale dynamo that maintains a mixed polarity field independent from
the magnetic field we emerge.
The code has an open bottom boundary condition, which allows convective flows to cross
the boundary and to provide the energy flux that is required to balance radiative loss in the
photosphere. To this end, the entropy is specified in upflows at the bottom boundary, whereas
outflows transport out their typically lower entropy fluid. The top boundary, located about 700
km above the photosphere, is closed. The magnetic boundary condition at the bottom is such
that it mirrors magnetic field components into the boundary layers [see the work of Rempel
and Cheung (15) for details and implications for mixed polarity field], and at the top boundary,
the magnetic field is matched to a potential field extrapolation. The boundary conditions at
the bottom boundary are overwritten during flux emergence. In the flux emergence region, we
imposed a specified upflow velocity vr and a magnetic field that corresponds to a semitorus
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advected into the domain by the velocity vr (13, 15). We used here a soft coupling in which the
flow and magnetic field are driven toward the imposed velocity and magnetic field on a time
scale that corresponds to about 10 hz/vr, where hz is the vertical grid spacing. The pressure at
the bottom boundary was allowed to adjust to become dynamically consistent with the imposed
velocity (the mean pressure at the bottom boundary is fixed, but local pressure perturbations
are allowed). After the emergence was finished, we transitioned back to the open boundary
described above, which did not further anchor the magnetic field and allowed for free evolution.
Unlike in some of the cases (15), there was no field-aligned flow imposed by the flux emergence
boundary condition.
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Figure 1: Diagram of the setup for the simulation (bottom panel) and vertical slices through the
simulation with a rise speed of 500 m/s at 13 and 3 hours before the emergence time (middle and
top panels). In the bottom panel, the magnetic flux tube used to generate the bottom boundary
condition is shown in gray. The major radius of the flux tube is given by R, the minor radius
is given by a, and an untwisted magnetic field is oriented along the tube. Within the minor
radius, the magnetic field has a Gaussian dependence of the form exp [−2x2/a2], where x is
the distance from the center of the tube; the magnetic field is zero outside the tube. As the
simulation progresses, the flux tube moves upward with rise speed vr. In the top two panels,
the log of the magnetic field strength is color-coded (red is the strongest field, and light yellow
is the weakest), and the arrows show the flows in the plane of the vertical slice (the largest
arrows represent about 3 km/s). Upward and horizontal diverging flows are apparent during the
emergence process in this case.
12
40 20 0 20 40
40
20
0
20
40
y
 (
M
m
)
AR11416; t=-14 h
40 20 0 20 40
40
20
0
20
40 AR11416; t=- 3 h
40 20 0 20 40
40
20
0
20
40 AR11416; t=  8 h
40 20 0 20 40
40
20
0
20
40
y
 (
M
m
)
sim.; t=-14 h
40 20 0 20 40
40
20
0
20
40 sim.; t= -3 h
40 20 0 20 40
40
20
0
20
40 sim.; t=  8 h
40 20 0 20 40
x (Mm)
18
0
z 
(M
m
)
40 20 0 20 40
x (Mm)
18
0
40 20 0 20 40
x (Mm)
18
0
Figure 2: Simulations of the emergence of magnetic flux through the photosphere reproduce
many of the features of observed emergences. The top row shows, from left to right, the time
evolution of the line-of-sight surface magnetic field associated with the emergence of AR11416
as seen by SDO/HMI. The images cover the time period from 14 hours before the emergence
time to 8 hours after the emergence. The middle row shows the vertical surface magnetic field
of a simulation for the case with a flux tube rising at a rise speed of 140 m/s. The bottom row
shows vertical slices at y = 0 through the magnetic field strength in the same simulation. In the
first two rows, positive (negative) line-of-sight magnetic field is shown in white (black). The
gray scale is saturated at 120 G. In the bottom row, the color scale is the same as in Fig. 1
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Figure 3: At 3 hours before the emergence time,the near-surface flows inferred from HMI
observations are dominated by convection, where as the simulations show a diverging flow that
increases in strength with the rise speed of the flux tube at 20-Mm depth. The two panels in the
left column show maps of the horizontal divergence of the flows measured from helioseismol-
ogy (red for diverging flows and blue for converging flows), flow maps from helioseismology
(black arrows), and line-of-sight magnetic field strength (from magnetograms, shaded gray re-
gions for fields stronger than 60 G) for the HMI observations of AR11416 and AR11158. The
four-panel group on the right shows simulations for 10-kG flux tubes with rise speeds of 70,
140, 280, and 500 m/s at 20-Mm depth. The simulations with rise speeds of 280 and 500
m/s produce strong diverging flows that are not seen in the observations. The longest arrows
represent flows of 400 m/s.
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Figure 4: Comparison of the azimuthal average of the horizontal surface outflow from HMI
observations with the surface outflows seen in the simulations rules out flux tubes with total
flux 1022 Mx rising with speeds above 140 m/s at 20-Mm depth. The simulations (blue circles)
show a radial surface outflow that increases with the rise speed of the flux tube through the
bottom boundary of the simulation domain. The error bars for the simulations show upper
limits on the noise in the seismology measurement procedure. The horizontal black arrows
show the observations for AR11416 and AR11158 (the examples shown in Fig. 3). The red
shaded region shows the one-s variations in the azimuthal average of the horizontal outflow at
a distance of 15 Mm from the emergence location for the sample of 70 observed active regions.
The green diamond shows the reduced field strength case (error bars not shown; the errors are
the same as the other simulations), and the green square shows the reduced cross-section case.
The simulations with a rise speed of 140 m/s with the tube located in the strongest upflow
or strongest downflow at the bottom boundary produce diverging flows of about 90 m/s. As
discussed in the text, the surface flows driven by flux emergence depend not only on the rise
speed but also on the geometry and field strength of the rising flux tube.
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Figure S1: Comparison of horizontal surface flows measured using LCT (red) and helioseismol-
ogy (black) for AR11416. The field of view is much larger than in Fig. 3a. The longest arrows
represent flows of about 300 m/s. The correlation coefficients between the x and y components
of the flow are both about 0.93.
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