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Abstract
Low probability of detection (or covert) communication refers to the scenario where information
must be sent reliably to a receiver, but with low probability of detection by an adversary. Recent
works on the fundamental limits of this communication problem have established achievability and
converse bounds that are asymptotic in the block length of the code. This paper uses Gallager’s random
coding bound to derive a new achievability bound that is applicable to low probability of detection
communication in the finite block length regime. Further insights are unveiled that are otherwise hidden
in previous asymptotic analyses.
I. INTRODUCTION
Often in defence and national security, information must be conveyed with low probability of
detection (LPD) by unauthorised adversaries. The problem is similar to secure communications,
but stricter in the sense that the sender cannot afford the transmission to be detected let alone
its message being compromised. In an information theoretic setting, the problem becomes one
of maximising the amount of information that can be sent reliably, whilst satisfying a constraint
on the probability of detection. A number of authors have studied LPD communication in this
context [1], [2], [3], [4], [5].
In [1], Hero studied the LPD problem in the context of space-time codes for multi-antenna
communication subjected to quasi-static fading. Rather than constraining the probability of
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2detection, Hero maximises the information rate whilst constraining the Chernoff information [6,
Theorem 11.9.1], i.e. the best achievable exponent in the adversary’s Bayesian probability of
error. A salient point here is that Hero is only constraining the rate at which detection error
probability decays to zero with the code word length (or block length), not the detection
error probability itself. It turns out that for additive white Gaussian noise (AWGN) channels
the Shannon capacity of the channel is zero for a constraint explicitly on the detection error
probability sum, i.e. the sum of the adversary’s false and miss detection error probabilities.
Moreover, in this instance LPD communication obeys the so called square-root law (SRL),
i.e. only O(√n) bits of information can be transmitted reliably in n channel usages whilst
constraining the detection error probability sum [2]. Recently, Wang et al. [3], [4] proved that
the SRL extends to LPD communication over a broad class of discrete memoryless channels as
well. Moreover, they showed that the rate of increase of information with
√
n is proportional to
mutual information maximised over all input distributions subject to a constraint on the relative
entropy. It should be noted, however, that their results assume the adversary observes the same
channel outputs as the intended receiver, which is unrealistic in many practical situations. In [5],
Bloch considers the LPD problem from a resolvability perspective for the more general case
when both the receiver and adversary’s channels are separate discrete memoryless channels (i.e.
they do not observe the same channel outputs). Not only does Bloch prove the SRL in this more
general setting, but also fundamental limits on the asymptotic scaling of the message and key size
when communication must be both covert and secret. Central to the achievability results of [3],
[4], [5] is the use of a low weight, or sparse signalling scheme (as referred to in this paper) to
satisfy the LPD constraint. This is where the probability of sending an innocent symbol (defined
as the channel input when no communication takes place [5]) approaches 1 as n→∞.
This paper takes a different approach to [2], [3], [4], [5] to establish an achievability bound that
applies to finite block length codes. The contributions of this paper are summarised as follows.
Following important preliminary details in Section II, Section III revisits the implications of
the LPD constraint on the input signalling density. It is shown that the LPD constraint can
be recast as a constraint on the chi-squared distance between the densities of the adversary’s
observations conditioned on transmission and no transmission, similar to [2], [3], [4], [5], but
without using Pinsker’s inequality [7, Theorem 2.33], Taylor series expansions or bounds on
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Fig. 1. The LPD communication scenario: the transmitter (Tx) sends message m ∈ {1, . . . ,M} to the receiver (Rx) with LPD
by an adversary with a detector (Dx).
the natural logarithm. Using this relationship the spareness factor, defined as the probability
of sending a non-innocent symbol, is derived in terms of the block length, LPD constraint
and chi-squared distance. In Section IV, Gallager’s error exponent [8], [9] is lower bounded in
terms of the sparseness factor and the exponent of the density of the non-innocent symbols.
Combining this result with the constraint on the sparseness factor, a finite block length lower
bound is derived on the number of bits that can be transmitted with non-vanishing LPD and
decoding error probability. Interestingly, in the finite block length regime the bound indicates
there is an optimal block length that maximises the achievable information rate (bits per channel
use), i.e. the achievable rate increases with n until it reaches this optimal block length and then
begins decreasing at a rate proportional to 1/
√
n as a result of the SRL. In the asymptotic
large block length regime, the lower bound can be written in terms of the mutual information
of the Rx’s channel similar to [3], [4], [5]. In Section V, the utility of the finite block length
achievability bound is demonstrated for the well known binary symmetric channel (BSC) and
AWGN channel [6].
II. PRELIMINARIES
Consider the LPD communication scenario shown in Fig. 1 consisting of a transmitter (Tx),
receiver (Rx) and detector (Dx).1 In this scenario, the Tx wishes to send a message to the Rx
1In related works [2], [3], [4], [5], the Tx, Rx and Dx are referred to as ”Alice”, ”Bob” and ”Willie” respectively.
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4with a LPD by the Dx. Let M = (1, . . . ,M) denote the set of possible messages the Tx can
send. For each message, the Tx constructs a code book C consisting of M , n-length code words,
where each code word, xm = (x1(m), . . . , xn(m)), is generated independently according to the
joint density pXn with support X n. Further assume the symbols (or letters) of each code word
are independently and identically distributed (i.i.d.) so that pXn(x) =
∏n
i=1 pX(xi), xi ∈ X .
To send message m, the Tx transmits code word x(m) to the Rx who observes the corrupted
version y = (y1, . . . , yn) ∈ Yn with probability pY n|Xn(y|x(m)). Given knowledge of C, the Rx
decodes its observation outputting the decision mˆ and a decoding error occurs when mˆ 6= m.
When no message is transmitted, it is assumed the Tx inputs x0 = (x0, . . . , x0) ∈ X n to the
channel. Using the terminology of [5], x0 is referred to as the innocent symbol, representing the
case where the Tx expends no resources.
Unfortunately for the Tx, the Dx also receives a corrupted version of the code word, w =
(w1, . . . , wn) ∈ Wn with probability pWn|Xn(w|x(m)). The Dx does not know C, but knows the
distribution used to construct it, i.e. pX . Given this knowledge, the Dx attempts to decide whether
the input to its channel was either x0 or x ∈ C. It is assumed the Dx and Rx channels are memory-
less and conditionally independent, so that pY nWn|Xn(y,w|x) =
∏n
i=1 pY |X(yi|xi)pW |X(wi|xi).
As in [5], it is assumed that pW is dominated by pW |X=x0 to exclude scenarios where the Dx
would always detect the Tx’s code word with non-vanishing probability, or never detect it.2
Similarly it is assumed pY is dominated by pY |X=x0 to ensure the Rx does not have an unfair
advantage over the Dx.
III. DETECTION ERROR PROBABILITY
From its observation w the Dx must decide between two hypotheses: H0, the input to its channel
was x0; and H1, the input to its channel was x ∈ C. The probability of the Dx’s observation
2In other words, let W0 = {w : pW |X(w|x0) = 0}, if pW is dominated by pW |X=x0 then pW (w) = 0 for all w ∈ W0.
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5conditioned on H0 and H1 are given by
Pr{w|H0} = pWn|Xn(w|x0) =
n∏
i=1
pW |X(wi|x0) (1)
Pr{w|H1} = pWn(w) =
n∏
i=1
∫
X
pX(x)pW |X(wi|x) dx, (2)
where (2) assumes the messages are equally likely. Let α and β denote the false and miss
detection probabilities respectively, i.e. α is the probability of deciding H1 when H0 is true, and
β is the probability of deciding H0 when H1 is true. Further define α+ β as the detection error
probability sum. Assume the Dx knows the statistics of its observations and employs an optimal
statistical hypothesis test that minimises α+β. From [10, Theorem 13.1.1] for any such optimal
test
α + β = 1− dTV(pWn , pWn|Xn=x0) (3)
where dTV(p, q) = 12
∫
X |p(x) − q(x)| dx is the variational distance between densities p(x) and
q(x) of support X .
The goal of the Tx is to force α+β to be close to 1 so that the adversary’s best statistical test is
not much better than a blind one (i.e. a test that ignores the channel observation w) [5]. Toward
this end, suppose the Tx must ensure α + β ≥ 1 − det, where 0 < det ≪ 1 is close to zero.
Then from (3), the Tx’s code book design must be constrained such that
dTV(pWn , pWn|Xn=x0) ≤ det. (4)
In this paper, the constraint in (4) is referred to as a low probability of detection constraint,
i.e. a constraint on the adversary’s probability of detection det. Unfortunately, dealing with the
total variation distance between two multivariate densities is problematic. Instead, the works
of [2], [4], [5] proceed to upper bound dTV(pWn , pWn|Xn=x0) in terms of the relative entropy
via Pinsker’s inequality [7, Theorem 2.33] and then further approximate or weaken the bound
using Taylor series expansion methods. In particular, using bounds on the natural logarithm,
Bloch [5] bounds the relative entropy in terms of the chi-squared distance plus other related
terms. A simpler approach is presented in the following lemma.
Lemma 1. Define pWn and pWn|Xn as in (1) and (2) respectively. Then,
dTV(pWn , pWn|Xn=x0) ≤
1
2
√
W−10
(
nχ2(pW ‖ pW |X=x0)
)
(5)
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6where W−10 (z) = ze
z, z ≥ −1/e, is the inverse of the Lambert-W function on the principle
branch [11] and χ2(p ‖ q) , ∫X (p(x)−q(x))2q(x) dx is the chi-squared distance.
Proof: By the definition of variational distance,
dTV(pWn , pWn|Xn=x0) =
1
2
∫
Wn
∣∣pWn(w)− pWn|Xn(w|x0)∣∣ dw
=
1
2
∫
Wn
∣∣pWn(w)− pWn|Xn(w|x0)∣∣√
pWn|Xn(w|x0)
√
pWn|Xn(w|x0) dw
≤ 1
2
√∫
Wn
(
pWn(w)− pWn|Xn(w|x0)
)2
pWn|Xn(w|x0) dw
√∫
Wn
pWn|Xn(w|x0) dw
=
1
2
√
χ2(pWn ‖ pWn|Xn=x0), (6)
where the second line follows since pW is dominated by pW |X=x0 by assumption and the third
line results from application of Ho¨lder’s inequality.
Again, since pW is dominated by pW |X=x0 by assumption, application of [12, Lemma 3.3.10]
yeilds
χ2(pWn ‖ pWn|Xn=x0) ≤ nχ2(pW ‖ pW |X=x0)enχ
2(pW ‖pW |X=x0 )
= W−10
(
nχ2(pW ‖ pW |X=x0)
)
. (7)
Thus combining (6) and (7) results in (5) as stated in the lemma.
Application of Lemma 1 results in the following corollary.
Corollary 1. Suppose the Tx must constrain α+ β ≥ 1− det for 0 < det < 1. This constraint
can be satisfied by ensuring
χ2(pW ‖ pW |X=x0) ≤
4ξ22det
n
=
1
n
(
42det +O(4det)
)
(8)
where ξ = e−
1
2
W0(42det).
Proof: From (3), to constrain α+ β ≥ 1− det requires dTV(pWn , pWn|Xn=x0) ≤ det. Thus
using Lemma 1 this can be satisfied by ensuring
1
2
√
W−10
(
nχ2(pW ‖ pW |X=x0)
) ≤ det. (9)
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7Since W0(x) is a monotonically increasing function of x for x > −1/e then one may write
χ2(pW ‖ pW |X=x0) ≤
1
n
W0
(
42det
)
=
4
n
2dete
−W0(42det) (10)
To avoid detection, it is clear from the above analysis that the Tx should use a code book
whose code words are close to x0. One approach, in a similar vein as [3], [4], [5], is to use a
sparse signalling scheme, i.e. the Tx generates code words such that symbols x 6= x0 occur very
infrequently. More formally, in this paper the sparse signalling density is defined as follows.
Definition 1 (Sparse signalling density). Let pX˜(x) denote an arbitrary kernel density. The sparse
signalling density is defined as
pX(x; τ, pX˜) = (1− τ)δ(x− x0) + τpX˜(x), (11)
where 0 ≤ τ ≤ 1 is the sparseness factor and δ(x) denotes the Dirac-delta function.
Substituting (11) into (8) translates the detection error probability sum constraint to a constraint
on the sparseness factor, i.e. the constraint α + β ≥ 1 − det can be satisfied using a sparse
signalling density with
τ ≤ 2ξdet√
nχ2(pW˜ ‖ pW |X=x0)
, (12)
where pW˜ (w) =
∫
X pX˜(x)pW |X(w|x) dx is the density of the Dx’s channel outputs induced by
the Kernel density pX˜ .
IV. LPD ACHIEVABILITY BOUND
The achievability results of previous works [2], [3], [4], [5] on LPD communication are only
applicable in the asymptotic large block length regime. The approach of Wang et al. [3], [4] is
based on one-shot achievability bounds [13], [14]. While, Bloch’s approach [5], uses suitably
modified typical sets to enable the application of concentration inequalities. This section takes
a much simpler approach to the aforementioned works, which not only proves the asymptotic
achievability of the SRL, but also yields additional insights on the number of achievable bits
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8in the finite block length regime. Central to this approach is Gallager’s coding theorem [8], [9]
stated as follows.
Theorem 1 (Gallager’s coding theorem [8], [9]). For any pXn(x) =
∏n
i=1 pX(xi) and 0 ≤ ρ ≤ 1
there exists a code with M , n-length code words with average probability of decoding error,
dec > 0, such that
dec ≤ exp
(
−n
[
E0(ρ, pX , pY |X)− ρ
n
logM
])
, (13)
where
E0(ρ, pX , pY |X) = − log
∫
Y
{∫
X
pX(x)
[
pY |X(y|x)
] 1
1+ρ dx
}1+ρ
dy. (14)
The maximisation of the square-bracketed term in (13) over pX and ρ is Gallager’s well known
error exponent and describes how rapid the average probability of decoding error reduces with
increasing block length [8], [9]. When sparse signalling is employed, (14) is lower bounded as
follows.
Lemma 2. Suppose the input density is sparse as defined by (11) with 0 ≤ τ < 1, then for
0 ≤ ρ ≤ 1,
E0(ρ, pX , pY |X) ≥ −(1 + ρ) log
[
1− τ
(
1− e− 11+ρE0(ρ,pX˜ ,pY |X)
)]
(15)
≥ (1 + ρ)τ
(
1− e− 11+ρE0(ρ,pX˜ ,pY |X)
)
(16)
Proof: See Appendix A.
From Lemma 2, it can be seen that the lower bound (16) is proportional the sparseness factor
τ times a factor that is dependent on the E0 value of the underlying kernel density. Moreover,
when τ = 1, (15) reverts to (14). On the other hand if τ = 0, or E0(ρ, pX˜ , pY |X) = 0 then the
lower bound is also zero. Since (16) is proportional to the sparseness factor τ and from (12) τ
is O(1/√n) to satisfy the LPD constraint, then the following theorem is proved.
Theorem 2. Suppose the Tx employs the sparse signalling scheme (11) with sparseness fac-
tor (12). Then there exists a code with M , n-length code words with an average decoding error
probability not exceeding dec and probability of detection not exceeding det such that for any
0 ≤ ρ ≤ 1,
log2M ≥ det
√
nL(ρ) +
1
ρ
log2 dec. (17)
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9where
L(ρ) =
2ξ
log 2
(
1 + ρ
ρ
)(
1− e− 11+ρE0(ρ,pX˜ ,pY |X)√
χ2(pW˜ ‖ pW |X=x0)
)
(18)
From (17), some interesting insights can be made. Firstly, for large block lengths the achievability
bound is dominated by the first term of (17), and as expected from the analyses of [2], [3], [4],
[5], scales asymptotically with O(√n) as a consequence of the SRL. The quantity L(ρ) is of a
similar form as [4, eq. (28)], but now takes into account both the Rx and Dx’s channel statistics,
whereas [4, eq. (28)] assumes the Dx has the same observations as the Rx. In the asymptotic
large block length regime one has the following corollary.
Corollary 2.
lim
n→∞
log2M
det
√
n
≥ 2ξ
log 2
I(X˜;Y )√
χ2(pW˜ ‖ pW |X=x0)
(19)
where I(X;Y ) ,
∫
X
∫
Y pXY (x, y) log
pXY (x,y)
pX(x)pY (y)
dy dx is the mutual information between random
variables X and Y [6, Sec 2.3].
Proof: Dividing both sides of (17) by
√
n, yields limn→∞ 1√n log2M ≥ detL(ρ). From [8,
Theorem 2], E0(ρ, pX˜ , pY |X) is a non-decreasing function and ∂∂ρ E0(ρ, pX˜ , pY |X)
∣∣
ρ=0
= I(X˜;Y ).
Therefore L(ρ) is maximised when ρ = 0 and hence (19) is obtained using L’Hospital’s Rule [15,
Sec. 3.4] on (18).
From (19) it can be observed that replacing χ2(pW˜ ‖ pW |X=x0) with χ2(pY˜ ‖ pY |X=x0) and
multiplying by ξ(log 2)/
√
2 ≈ (log 2)/√2 results in [4, eq. (28)]. The first alteration is required
to ensure the Dx and Rx have the same channel as assumed in [4], and the log 2 scaling is to
convert from bits to nats. The extra division by
√
2 is a consequence of [4] constraining the
relative entropy rather than the variational distance as done in this paper. There is a further
subtle difference between (19) and [4, eq. (28)], in that (19) is expressed directly in terms of
I(X˜;Y ) whereas [4, eq. (28)] requires E[D(pY |X=X˜ ‖ pY |X=x0)], a consequence of using the
Taylor series expansion of I(X;Y ) in τ .
In contrast to Corollary 2, for the finite block length regime the last term of (17) becomes
significant, particularly if one considers the information rate as demonstrated in the following
corollary.
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Corollary 3. In Theorem 2, define the achievable information rate
R(n) , 1
n
log2M ≥
detL(ρ)√
n
+
1
nρ
log2 dec (20)
for any 0 ≤ ρ ≤ 1. Then (20) is maximised by
√
n∗ =
2 log2
1
dec
detρL(ρ)
(21)
for which
R(n∗) ≥ 
2
det
4 log2
1
dec
ρL2(ρ). (22)
Moreover, the number of achievable bits that can be sent in n∗ channel uses is given by
k∗ = n∗R(n∗) =
1
ρ
log2
1
dec
. (23)
Corollary 3 shows that in the finite block length regime, the achievable rate first increases with
n to a maximum value R(n∗) and then begins decreasing as the SRL dominates. From (21) it
can be seen that n∗ increases with decreasing det and dec, while on the other hand, from (22),
R(n∗) decreases.
V. LPD COMMUNICATION EXAMPLES
To highlight the insights of the previous section, this section applies Theorem 2 to two well
known channels studied in the literature - the BSC and AWGN channel [6].
A. Binary Symmetric Channel
Theorem 3. Suppose the Dx and Rx’s channels are independent BSCs with crossover probabil-
ities Dx and Rx respectively. Then for any 0 ≤ ρ ≤ 1,
log2M ≥
√
ndetLBSC(ρ, Rx, Dx) +
1
ρ
log2 dec (24)
where
LBSC(ρ, Rx, Dx) =
2ξ
log 2
(
1 + ρ
ρ
) √
Dx(1− Dx)
(1− 2Dx)
×
[
(1− Rx)
1
1+ρ − 
1
1+ρ
Rx
] [
(1− Rx)
ρ
1+ρ − 
ρ
1+ρ
Rx
]
. (25)
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In addition,
lim
n→∞
1√
n
log2M ≥2detξ
√
Dx(1− Dx)1− 2Rx
1− 2Dx log2
(
1− Rx
Rx
)
. (26)
Proof: See Appendix B
From (25), LBSC(ρ, Rx, 0) = LBSC(ρ, Rx, 1) = 0, i.e. when the Dx has a perfect (or perfectly
inverted) channel, no information can be sent covertly. On the other hand, LBSC(ρ, Rx, 12) =∞,
i.e. when Dx’s channel is useless for detection the Tx can send information at an order greater
than
√
n. In fact, for this case, constraint (8) is redundant, since χ2(pW ‖ pW |X=x0) = 0 regardless
of pX and therefore the Tx can transmit unfettered at the capacity of the Rx’s channel. If the
Rx’s channel is useless, LBSC(ρ, 12 , Dx) = 0, as expected, no information can be sent. As shown
in Appendix B the lower bound (24) requires taking the limit pX˜(1)→ 0. This peculiarity does
not imply that a binary 1 is never transmitted, but rather results in the overall probability of
sending a 1, i.e. τpX˜(1), being O(1/
√
n).
Fig. 2 illustrates these insights for the case when det = 0.1, dec = 10−3, and various Dx. The
solid lines plot the finite block length achievable information rate, i.e. (24) divided n, and exhibits
the behaviour as expected from Corollary 3. For small n, the achievable rate increases with n
up to a maximum value and then decreases with n as the SRL dominates. The dashed lines plot
the asymptotic large block length achievable rate, i.e. (26) divided by
√
n/det, confirming the
convergence of the finite block length results to the asymptotic large block length bound as n
increases. Interestingly, this convergence is slow with n, which further highlights the importance
of finite block length analysis in LPD communication system design.
B. AWGN Channel
For the AWGN channel, applying Theorem 2 yields the following result.
Theorem 4. Suppose the Rx and Dx channels are independent AWGN channels with noise
variance σ2Rx and σ
2
Dx respectively. Assuming a Gaussian kernel density, then for any 0 ≤ ρ ≤ 1,
log2M ≥
√
2ndetξ
(1 + ρ) log 2
σ2Dx
σ2Rx
+
1
ρ
log2 dec. (27)
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Provided
n > nmin =
1
2ξ22det
σ4Rx
σ4Dx
log2
1
dec
(28)
then (27) is maximised by
ρ∗ =
1√
n
nmin
− 1
[
1 +
(
n
nmin
) 1
4
]
. (29)
The peak achievable information rate and the block length it occurs at are given by
Rawgn(n
∗) =
2detξ
2
8(log 2) log 1
dec
σ4Dx
σ4Rx
(30)
n∗ =
8 log2 dec
2detξ
2
σ4Rx
σ4Dx
(31)
respectively. Moreover, the number of achievable information bits that can be sent using n∗
channel uses is given by
k∗ = n∗Rawgn(n∗) = log2
1
dec
. (32)
Proof: See Appendix C.
From Theorem 4 it is clear that the ratio σ
2
Dx
σ2Rx
plays an important role in the achievability bound.
Intuitively, the noisier the Dx’s channel is relative to the Rx, then more bits are achievable with
LPD and the smaller the minimum block length (28). Note that from (32), while k∗ is constant, as
σ2Dx
σ2Rx
decreases, the required number of channel uses (31) increases and hence the peak achievable
information rate decreases. These insights are illustrated in Fig. 3 which plots (27) divided by
n (solid lines) compared to the asymptotic large block length result (dashed lines), i.e. the first
term of (27) divided by n with ρ = 0, for det = 0.1, dec = 10−3 and various
σ2Dx
σ2Rx
. In addition,
the minimum block length required to support a positive achievable information rate (28) is also
shown (dot-dashed line).
VI. CONCLUSION
This paper studied reliable communication subject to a LPD constraint in the finite block length
regime. It was shown that the LPD constraint can be weakened to a constraint on the chi-squared
distance, but without resorting to Taylor series expansions and bounds on the natural logarithm
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as required by other works in the literature [2], [3], [4], [5]. A new lower bound on the number of
bits that can be transmitted both reliably and covertly was derived via Gallager’s work on error
exponents [8], [9]. In particular, it was shown that using a sparse signalling scheme, the overall
error exponent can be upper bounded in terms of the sparseness factor and the exponent of the
underlying kernel density. The resulting achievability bound exhibited behaviour whereby the
number of achievable bits increases rapidly for small block lengths until it reaches a threshold
block length at which point the rate of increase is then dominated by the SRL, i.e. the number
of achievable bits increases on the order of the square root of the block length. In terms of
the achievable information rate (bits per channel use), this corresponds to the achievable rate
increasing with the number of channel uses until the threshold block length is reached and
then begins decreasing at a rate that is inversely proportional the square root of the block length.
These results were applied to the BSC and AWGN channel. For the BSC the achievability bound
was derived in terms of the Rx and Dx’s crossover probabilities. For the AWGN channel, the
resulting bound was shown to be directly proportional to the Dx-to-Rx noise power ratio.
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APPENDIX A
PROOF OF LEMMA 2
Using (11) the integral in (14) can be written as
I =
∫
Y
{∫
X
pX(x)
[
pY |X(y|x)
] 1
1+ρ dx
}1+ρ
dy
=
∫
Y
{
(1− τ)p 11+ρ (y|x0) + τ
∫
X
pX˜(x)p
1
1+ρ
Y |X(y|x) dx
}1+ρ
dy
=
(∫
Y
{
(1− τ)p
1
1+ρ
Y |X(y|x0) + τ
∫
X
pX˜(x)p
1
1+ρ
Y |X(y|x) dx
}1+ρ
dy
) 1
1+ρ
1+ρ (33)
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Fig. 2. LPD achievable information rate (bits/channel use) for the BSC with dec = 10−3, det = 0.1, Rx = 0.1 and various
Dx. Solid lines plot (24) divided by n and dashed lines plot (26) divided by
√
n.
Using Minkowski’s inequality,
I ≤
(∫
Y
(1− τ)1+ρpY |X(y|x0) dy
) 1
1+ρ
+ τ
{∫
Y
(∫
X
pX˜(x)p
1
1+ρ
Y |X(y|x) dx
)1+ρ
dy
} 1
1+ρ
1+ρ
=
1− τ
1−{∫
Y
(∫
X
pX˜(x)p
1
1+ρ
Y |X(y|x) dx
)1+ρ
dy
} 1
1+ρ
1+ρ
=
[
1− τ
(
1− e− 11+ρE0(ρ,pX˜ ,pY |X)
)]1+ρ
(34)
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Fig. 3. LPD achievable information rate (bits/channel use) for the AWGN channel with dec = 10−3, det = 0.1 and various
noise power ratios σ2Dx/σ
2
Rx. Solid lines plot (27) divided by n and dashed lines plots the asymptotic large block length bound.
The dot-dashed lines show the minimum block length (28).
APPENDIX B
PROOF OF THEOREM 3
For the BSC it is not difficult to show that
E0(ρ, pX˜ , pY |X) = E0(ρ, u, Rx) = − log
([
(1− u)(1− Rx)
1
1+ρ + u
1
1+ρ
Rx
]1+ρ
+
[
(1− u)
1
1+ρ
Rx + u(1− Rx)
1
1+ρ
]1+ρ)
(35)
χ2(pW˜ ‖ pW |X=x0) = χ2(u, Dx) =
u2(1− 2Dx)2
Dx(1− Dx) (36)
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Substituting the above expressions into (18) yields
LBSC(ρ, u, Rx, Dx) =
2ξ
log 2
(
1 + ρ
ρ
) √
Dx(1− Dx)
(1− 2Dx)
×1
u
[
1−
{[
(1− u)(1− Rx)
1
1+ρ + u
1
1+ρ
Rx
]1+ρ
+
[
(1− u)
1
1+ρ
Rx + u(1− Rx)
1
1+ρ
]1+ρ} 11+ρ]
. (37)
Now consider the function g(x) and its derivative, i.e.
g(x) =
1
x
[1− f(x)] (38)
g′(x) = − 1
x2
[1− f(x)]− 1
x
f ′(x) (39)
where
f(x) =
{
[(1− x)a+ xb]1+c + [(1− x)b+ xa]1+c} 11+c (40)
f ′(x) = (b− a)f−c(x) ([(1− x)a+ xb]c − [(1− x)b+ xa]c) (41)
for 0 ≤ a, b, c ≤ 1. Suppose a ≥ b and 0 ≤ x ≤ (1 − b)/(a − b). Then, from the above,
g′(x) < 0 when [(1 − x)a + xb]c ≤ [(1 − x)b + xa]c, or x ≥ 1
2
. Now suppose b ≥ a and
0 ≤ x ≤ (1− a)/(b− a). Then g′(x) < 0 when [(1− x)a+ xb]c ≥ [(1− x)b+ xa]c, or x ≤ 1
2
.
Hence, g(x) is a decreasing function for 0 ≤ x ≤ 1. Moreover, using L’Hospital’s Rule
lim
x→0
g(x) =
(ac − bc)(a− b)
(a1+c + b1+c)
c
1+c
(42)
Hence, using a = (1−) 11+ρ , b =  11+ρ and c = ρ, with some simplification (37) reduces to (25) as
stated. Finally, from Corollary 2, applying L’Hospital’s Rule to obtain limρ,u→0 LBSC(ρ, u, Rx, Dx)
results in (26).
APPENDIX C
PROOF OF THEOREM 4
For the AWGN channel with pX˜(x) = e
− x2
2P /
√
2piP computing the required integrals yields
E0(ρ, pX˜ , pY |X) = E0(ρ, P, σ2Rx) =
ρ
2
log
(
1 +
1
1 + ρ
P
σ2Rx
)
(43)
χ2(pW˜ ‖ pW |X=x0) = χ2(P, σ2Dx) =
1√
1− P 2
σ4Dx
− 1. (44)
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Note that (43) is equal to [8, eq. (124)] with r = 0, since the LPD constraint is accounted for
by (12). Substituting the above above expressions into (18) yields
LAWGN(ρ, P, σ
2
Rx, σ
2
Dx) =
2ξ
log 2
(
1 + ρ
ρ
) 1√
1− P 2
σ4Dx
− 1
− 12
×
[
1−
(
1 +
1
1 + ρ
P
σ2Rx
)− ρ
2(1+ρ)
]
. (45)
Now consider the function
f(x) =
1− (1 + ax)−c√
1√
1−x2 − 1
=
√
2ac
(
1− 1
2
c(c+ 1)a2x+O(x2)
1 + 3
16
x2 +O(x4)
)
(46)
for a, c > 0. It is clear from the expansion of f(x) that it is a decreasing function for 0 < x < 1.
Moreover,
lim
x→0
f(x) =
√
2ac. (47)
Therefore, using a = 1
1+ρ
σ2Dx
σ2Rx
and c = ρ
2(1+ρ)
in (47) results in
lim
P→0
LAWGN(ρ, P, σ
2
Rx, σ
2
Dx) =
√
2ξ
(1 + ρ) log 2
σ2Dx
σ2Rx
. (48)
Hence substituting (48) into (17) yields (27) as stated. Now consider the function g(x) = a
1+x
− b
x
for a > b > 0. It is not difficult to show that g(x) is maximised when x = b
a−b
(
1 +
√
a
b
)
.
Applying this solution to (27) yields the optimal value for ρ, i.e. (29). Applying Corollary 3 and
maximising over ρ yields (30) and (31). Finally (32) is simply the product of (30) and (31).
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