Road networks are extremely vulnerable to cascading failure caused by traffic accidents or anomalous events. Therefore, accurate identification of critical nodes, whose failure may cause a dramatic reduction in the road network transmission efficiency, is of great significance to traffic management and control schemes. However, none of the existing approaches can locate city-wide critical nodes in real road networks. In this paper, we propose a novel data-driven framework to rank node importance through mining from comprehensive vehicle trajectory data, instead of analysis solely on the topology of the road network. In this framework, we introduce a trip network modeled by a tripartite graph to characterize the dynamics of the road network. Furthermore, we present two algorithms, integrating the origin-destination entropy with flow (ODEF) algorithm and the crossroad-rank (CRRank) algorithm, to better exploit the information included in the tripartite graph and to effectively assess the node importance. ODEF absorbs the idea of the information entropy to evaluate the centrality of a node and to calculate its importance rating by integrating its centrality with the traffic flow. CRRank is a ranking algorithm based on eigenvector centrality that captures the mutual reinforcing relationships among the OD-pair, path, and intersection. In addition to the factors considered in ODEF, CRRank considers the irreplaceability of a node and the spatial relationships between neighboring nodes. We conduct a synthetic experiment and a real case study based on a real-world dataset of taxi trajectories. Experiments verify the utility of the proposed algorithms.
With the rapidly accelerating demand for mobility, road networks have suffered from increasing pressure. An anomalous event, such as a traffic accident, may readily cause severe traffic congestions for some road segments (or intersections). In recent years, there have been many studies revealing a phenomenon of cascading failures in road networks [1] - [3] . This indicated that when a few critical nodes fail, they would cause other nodes to fail through connections between the nodes, which would dramatically reduce the transmission efficiency of the network and even result in the global collapse. Therefore, accurately identifying the critical nodes and prioritizing protective strategies is an effective approach for congestion control and to improve the transportation efficiency.
In previous studies, the road network is generally abstracted as a connected graph, in which nodes represent intersections and links represent road segments that connect two neighboring intersections. In this way, a family of methodologies based on network science and graph theory can be used to analyze the road network infrastructure. However, effectively and efficiently discovering the critical nodes in the road network is still a significant challenge due to the following reasons.
1) Road networks have a homogeneous degree distribution. This means that the majority of nodes in the road network have similar degrees, which leads to the ineffectiveness of a class of methods based on the local metrics, such as degree centrality.
2) Road networks are very large scale and include tens of thousands of nodes and edges. For such a scale network, the simulation or the global metrics based methods, such as the betweeness centrality and closeness centrality, cannot be applied due to high cost, in spite of their acceptable effectiveness on smaller networks.
3) The existing methods, regardless of the local metrics or the global metrics, evaluate the node importance based only on the topology of the network. However, significant useful information, such as the quality of the road segments, delay at the signalized intersections and the surroundings of the roads, is very difficult to collect, and is therefore generally neglected when modeling the road network as a node-edge network. This information is related to the path selection that directly affects the ranking of the node importance. 4) With the development of cities and societies, mobility and travel demands, such as traffic flow between different regions, travel distance, mode of transport, etc., have changed greatly. The changeable flow distribution and unchangeable infrastructure of the road network may cause extreme unbalance of the flow distribution, which may transform the role of hubs defined in road network planning.
A simplified example is presented in Fig. 1. Fig. 1(a) gives the topology of a small network including 8 nodes (1-8) and 11 edges (A-K). The objective is to rank the node importance. In cases where only the network topology is considered, it can be intuitively judged that node 4 may be the most important due to its location in the network. In fact, it has the highest betweenness centrality. Now let us consider the flow distribution denoted by the dashed directed lines in (a); the traffic flow on each path of each origindestination (OD) is given by an OD-path matrix shown in (b); whether or not a path traversing a node is indicated by a path-intersection matrix shown in (c). Specifically, node 6 carries the largest flow from one OD-pair; both node 1 and node 7 have the second biggest mixed flow from two distinct OD-pairs. Taking this into consideration, can we confidently clarify which node has the greatest impact on the network if it fails? Moreover, what about a larger scale network? This paper will answer these questions.
Although there are currently no exact answers to these issues, it is clear that the existing methods based on topology analysis or simulations cannot perform well. The information neglected by the existing methods, such as the flow distribution and route selection, is likely to be critical, perhaps more critical than the topology information, since such information contains not only the dynamics of the road network, but also rich experiential knowledge of the drivers. This experiential knowledge indirectly captures unquantifiable structural features of the road network, which are difficult to collect directly.
In recent years, massive trajectory data are widely available, which motivates us to tackle this challenge from a data-driven perspective. In this paper, we introduce a novel trip network to characterize the dynamics of the road network by extracting information from the comprehensive vehicle trajectory data, rather than simply represent the road network as a nodeedge network. Specifically, we model the trip network using a tripartite graph, which reflects the traffic flow between different regions and route preferences of drivers. Based on the trip network, we propose two algorithms, integrating the OD Entropy with Flows (ODEF) algorithm and the Crossroad-Rank (CRRank) algorithm. ODEF presents a new global centrality measure inspired by information entropy. Moreover, it strikes a proper balance between the traffic volume and the centrality of a node to assess its significance, which rectifies the shortcomings of the methods based only on the topology analysis. Like the PageRank [11] and HITS algorithm [10] , CRRank is also a variant of the eigenvector centrality measure. It implicates a mutually reinforcing concept: a heavy-load trip is likely to choose popular paths and a popular path is likely to be chosen by a heavy-load trip. Similarly, a popular path is likely to traverse many important intersections and an important intersection is likely to be traversed by many popular paths. In addition to having the advantages of ODEF, CRRank considers the irreplaceability of the path and spatial relationships between neighboring nodes to rank the node importance. Specifically, CRRank slightly enhances the significance of the nodes on the irreplaceable paths, such as a bridge connecting two regions. Since the congestion of the downstream node has the potential to cause the upstream node to be congested, the downstream nodes of big flows may obtain a relatively high ranking. We validate the effectiveness of the two proposed algorithms using a synthetic experiment and a real trajectory dataset of taxicabs, respectively. The results indicate that both the ODEF and CCRank can identify city-wide important nodes in the global connectivity perspective with a low computing cost. In particular, CRRank shows an improved performance over ODEF.
The remainder of the paper is organized as follows. In Section II, related studies on the discovery of important nodes are presented. In Section III, we briefly discuss the original intention behind our model. Then, the proposed framework and related definitions are introduced. In Section IV, related concepts of the tripartite graph are given, and the utilization of the tripartite graph in the trip network modeling is described. Furthermore, two algorithms are presented. In Section V, the experiments on the validity of the two proposed algorithms are presented. Section VI concludes the paper with a summary.
II. RELATED WORK
In this section, we briefly review two research fields that are relevant to this paper.
A. Evaluation of Node Importance
In complex networks, due to the cascading failure phenomena resulting from the failure of a small number of important nodes, identifying important nodes is of vital significance to prevent collapse and to maintain the functionality of the network. The methods in this research area mainly exploit the network topology and can be divided into four categories: node importance ranking based on 1) the local centrality measure, 2) global centrality measure, 3) eigenvector centrality, and 4) node removing. The referred evaluation metrics of the first category are the degree centrality and the semi-local centrality [4] . The idea of the degree centrality method is that the more direct neighbors a node has, the more important it is. The semi-local centrality considers the number of both direct and indirect neighbors of a node in a limited area. Recently, more works have focused on improving such methods. The study [5] considered the mutual dependence among nodes. In [6] , a method was proposed based on both the degree value and the importance of edges. The advantages of this category of methods are simplicity and intuition, but the results are not as good as other approaches. The works in the second category sought to evaluate the importance of a node from a global network perspective. The representative evaluation metric is the betweenness centrality of a node, which is the number of the shortest paths that pass through this node for every pair of nodes. In addition to the betweenness centrality, the global centrality measure involves a range of metrics, such as the closeness centrality, Kats centrality, flow betweenness centrality [7] , communicability betweenness centrality [8] , routing betweenness centrality [9] , etc. Compared with the local centrality, the global centrality can obtain better results. However, it is difficult to apply the global centrality over a large scale network due to their inherent high complexity. The most relevant methods to our work are the third category of methods, which consider not only the number of neighboring nodes but also their relative importance. This category of quintessential methods includes HITs [10] , PageRank [11] , LeaderRank [12] , and SALSA [13] . However, due to the homogeneous degree distribution of the road network, these methods cannot be directly applied. The last category of methods evaluates the node importance by following the two steps: 1) remove the node from the network, 2) measure the decline rate of the network efficiency [14] . This category also faces the high computing cost, and cannot be extended to large networks.
A common problem in all the aforementioned methods is that they only consider the network topology, neglecting some critical structural features that are difficult to collect and quantify. To the best of our knowledge, this paper is the first research that discovers important nodes in road networks using a data-driven framework and rectifies the aforementioned shortcomings.
B. Data-Driven Road Network Analysis
The flourishing of sensing technologies and large scale computing infrastructures have produced a variety of big and heterogeneous data for urban spaces, e.g., human mobility, vehicle trajectories, air quality, traffic patterns, and geographical data [15] . These data inspire a variety of novel data mining methods for road network analysis. A LDA-based inference model that combined road network data, points of interests, and massive taxi trajectories to infer the functional regions in a city was proposed in [16] . The study [17] discovered the bottleneck of road networks using the corresponding taxi trajectories. In [18] , a PCA-based algorithm was presented to identify the link anomalies, and then an optimization technique was used to infer the traffic flow that produced the traffic anomalies. The study [19] used frequent sub-graph mining to discover anomalous links at each time interval, and then outlier trees were formed to reveal the potential flaws in the design of the existing traffic networks. The detection of traffic anomalies in road networks using crowd sensing with human mobility and social media data was given in [20] . The study [21] proposed a spatio-temporal graph mining method to discover black holes (traffic sink) and volcanoes (traffic source) using human mobility data in a city, which can be used to quickly detect the traffic anomalies, such as concerts and football matches. Similarly, this paper also addresses the problem of transportation planning using massive vehicle trajectories.
III. FRAMEWORK
In a road network, a node is critical if its failure could lead to a dramatic reduction in the transmission efficiency of the entire network as well as the failure of numerous other nodes. Intuitively, when a node fails, its load will be redistributed to its neighbor nodes, and then the neighboring nodes may be overloaded and fail in turn. Therefore, the failure of a higher capacity node is likely to have a greater impact on its neighboring nodes; the failure of a higher centrality node would also impact a wider range of nodes. Consequently, it can be inferred that the importance of a node can be determined by its capacity and centrality, which has already been verified in the previous studies [22] , [23] . The capacity indicator of a node can be measured approximately by calculating its traffic volume, whereas the centrality indicator has multiple different definitions and measures as illustrated in the related work section. As a path-level centrality measure, the betweenness centrality could find only structural vulnerabilities instead of true vulnerabilities, since it employs pure topological information following a hypothesis that traffic flow is assigned according to the shortest paths. This is unrealistic and fails to capture the complex structural characteristic of road networks. In many cases, the shortest path is not the drivers' preference. The factors that affect a driver's route selection are extremely complicated and uncertain, and these factors may include the number of turns, the road environment, traffic flow, road quality, etc. For example, consider an intersection near a famous tourist attraction, the Forbidden City in Beijing, which is located in an urban center area. We find that it is traversed by the shortest paths for many region pairs, and thus, it has a high betweenness centrality. However, in reality, due to the traffic chaos caused by many tourists visiting this site, drivers usually prefer detour paths rather than the shortest path passing through this intersection. As a result, this node cannot act as a hub. Although route preferences and flow characteristics are extremely crucial, it has not previously been possible for these factors to be fully considered in the flow assignment model. Fortunately, these unquantifiable factors are reflected in the vehicle trajectories. Therefore, we introduce a data driven framework based on the comprehensive vehicle trajectories and geographic information of the road network to identify the significant nodes. Before describing our approach, we first introduce some concepts used throughout this paper.
where V is the set of nodes representing intersections or end points of road segments; E is the set of weighted edges representing the road segments that link two intersections. Each node v i is associated with an id v i .id; each edge e i is associated with an id e i .id and a level indicator e i .level. In detail, if e i is an expressway, freeway or arterial road, e i .level equals 1; if e i is a sub-arterial road, e i .level equals 2; if e i is a bypass, e i .level equals 3.
Definition 2 (Region): A city map can be partitioned into non-overlapping regions by the high-level road segments (e.level = 1) in the road network. The set R of these regions is represented by {r 1 , r 2 , · · ·, r |R| }, where |R| is the total number of regions; each region r is associated with an id r .id. Some low-level road segments can also be included within a region. The partition method can preserve the semantic meaning of a region, e.g., schools, parks, business areas, residential areas, etc. Definition 5 (Path): A path p is an intersection sequence including all the intersections traversed by a trip for an ODpair, p :
Our data-driven framework can be divided into the following two parts: information extraction and trip network analysis, as depicted in Fig. 2 .
A. Information Extraction
In this phase, we extract the raw trip information of each vehicle from the GPS trajectories that refer to their geospatial coordinate readings (longitude and latitude) with their sampling timestamps. However, due to the noise in the GPS samples, the readings often deviate from the actual road segments. To solve this problem, a map matching algorithm [15] is used to map each GPS reading onto the corresponding road segment, as presented in the upper part of Fig.3 . Each record in a raw trip includes three items: the trip id, road segment id and the sampling timestamp. In addition, the area segmentation algorithm [16] is used to partition the urban map into regions, as depicted in the bottom of Fig. 3 .
B. Trip Network Analysis
In this phase, as depicted in the right hand side of Fig. 2 , we use a tripartite graph to represent the trip network, which is described in detail in the next section. To construct the tripartite graph, we need to collect the OD-pairs and paths. All the valid OD-pairs can be obtained according to which region the origin road and the destination road of each raw trip are falling in. All of the paths can be obtained via transforming the road segment sequence of each raw trip into the intersection sequence based on the topology of the road network. Then, ODEF and CRRank algorithms are implemented to rank the node importance.
IV. METHODOLOGY

A. Tripartite Graph of Trip Network
Differing from the road network reflecting the geometric structure, the trip network characterizes the dynamics of the road network, such as the traffic flows from different OD-pairs and path selections. In this paper, the trip network is represented as a tripartite graph. A tripartite graph is a graph whose nodes can be partitioned into three disjoint sets so that no two nodes within the same set are directly connected. The relationships encoded by the edges between two sets of nodes can be summarized into a pair of adjacency matrixes. Specifically, the tripartite graph of the trip network is given in Fig. 4 , and can be represented formally by G (S P V , W U ), where S, P and V represent the sets of the nodes corresponding to valid OD-pairs, paths, and intersections, respectively; |S|, |P| and |V | are the number of nodes in these three categories, respectively; W denotes the adjacency matrix corresponding to the OD-pair-path edges; the entry w s, p of W is the size of flow on path p from OD-pair s; U denotes the adjacency matrix corresponding to the path-intersection edge. If p contains the intersection v, u p,v equals 1; otherwise, u p,v equals 0. Next, we describe the two algorithms for the node importance ranking based on the tripartite graph. 
B. The ODEF Algorithm
To accurately evaluate the centrality of the nodes and locate the traffic hub, we introduce the concept of OD entropy. And then we integrate the OD entropy with the traffic flow to calculate importance ratings of each node. In information theory, entropy is a measure of the unpredictability or the amount of information from a message source. As a powerful tool, entropy-based methods have also expanded to various fields, such as mathematical chemistry, cybernetics, computational physics and pattern recognition. In particular, graph entropy is widely applied to quantify structural information of graphs in graph theory [27] , [28] . Motivated by these concepts, the OD entropy of a node in the road network is given by
where p s (v k ) represents the probability that the flow on node v k is from OD-pair s. Intuitively, the higher the OD entropy of a node, the poorer the predictability of a specific OD-pair passing through it, and the wider areas this node connects. Hence, the OD entropy is very appropriate to measure the centrality of a node, reflecting the route selection of the drivers. Next, the importance of node v k is calculated by integrating the OD entropy with the traffic flow and given by
where f k is the sum of all the flows through the intersection v k . Both f k and p s (v k ) can be calculated according to the tripartite graph and are given by
C. The CRRank Algorithm
Mutually reinforcing relationships among linked objects in the graphs are ubiquitous and considered as the basis of many ranking algorithms, e.g., in the HITS algorithm, each webpage has both a hub score and an authority score. The intuition is that a good authority is pointed to by many good hubs and a good hub points to many good authorities. The hub and authority of each webpage will converge to reasonable values through an iterative calculation, which is similar to the idea of CRRank.
To implement the score propagation over the tripartite graph, each node is assigned a meaningful score that is updated during each iteration. We use the vector L to denote the OD-load, which represents the scores of each OD-pair. In fact, the road network is a finite transportation resource. Once a trip of any OD-pair is generated, the load on the road network is increased, while the load caused by different OD-pairs is different. Similarly, vector H represents the popularity of each path, and vector C represents the importance of each intersection. To integrate more priori knowledge about the traffic flow distribution and topology of the road network into CRRank, we define three profile vectors L (0) , H (0) and C (0) , which are the initial score vectors of the OD-load, path popularity and intersection importance. These vectors are given by
where γ d v v is level score of the d th edge of the intersection v and is defined as
Here, the value of λ is set to 0.1. These definitions are accordance with our intuition. That is, the OD pair with a larger flow perhaps becomes a heavier load on the road network; therefore, it has a higher initial load score. In a similar way, the path with a larger traffic flow should have a higher initial popularity score, and the intersection linking higher level roads should have a higher initial importance score. The final scores for all node types can be synchronously calculated with the weight matrixes via an iterative mode. The weighted matrixes between S and P, denoted by X S→P and X P→S respectively, can be obtained by transforming from the adjacency matrix using column normalization and are given by
The weighted matrixes Y P→V and Y V →P between P and V are calculated by
where c (0) v is the v th entry of the vector C (0) ; h (0) p is the p th entry of the vector H (0) ; δ p,v is used to model the impact on the upstream intersection from the downstream intersection. In principle, if the downstream intersection is congested with a large flow, the congestion will spread rapidly from the downstream to the upstream. Therefore, the direction of the flow is very useful and also considered in CRRank. To calculate this, a bi-directional index structure is built. In the forward index, each distinct path is indexed by all the intersections that it contains, and we define the function J ( p, i ) that returns id of the i th intersection in the path p; In the reverse index, each intersection is indexed by every path that traverses it, and the function R( p, v) is used to return the index of the intersection v in path p. If v is not included in p, the number "0" is returned. Commonly, the impact between two neighboring intersections disappears with the increase in the distance between them, so it is reasonable to define the function δ as being dependent on the distance. However, for simplicity, here we set
. Our experiments show that such a simplification still obtains an advantageous effect. The score calculation on the tripartite graph consists of a forward phase and a reverse phase. In the forward phase, score propagation begins from the OD-pair nodes, and the OD-load scores are transformed into the popularity scores of their neighboring path nodes through the weighted matrix X S→P . Then the importance score of the intersections can be acquired using the weighted matrix Y P→V via a similar procedure. H and C can be updated successively through
where α is the damping factor, and is set to 0.85 like PageRank [29] . In the reverse phase, the scores spread in the opposite direction. H and L can be updated successively through
The forward phase and the reverse phase are applied in an alternating fashion until convergence. To prevent the scores from an unbounded increase, H , C and L need to be normalized by l i = l i /||L||, h i = h i /||H || and c i = c i /||C|| after each iteration. The meaning behind the score propagation algorithm is the mutual reinforcement to boost the co-linked nodes on the tripartite graph. In detail, in one way, a heavyload OD-pair will choose a few or only one popular path, and a popular path will traverse many important intersections.
In another way, an important intersection will be traversed by many popular paths, and a popular path will be chosen by a heavy-load OD-pair. CRRank has some unique advantages: a variety of key factors that affect the node ranking, such as whether a path can be substituted by others and the impact on the upstream node from the downstream are incorporated into the score propagation.
D. Time Complexity
In our framework, the computing cost of the information extraction phase depends primarily on the map matching, region partitioning and other external data preprocessing technologies. Thus, here we only focus on the time complexity of calculating the importance score. Suppose that the number of non-zero elements of X S→P and Y P→V are |X| and |Y |. ODEF directly calculates the node importance according to the tripartite graph with its time complexity |Y |, since one path can only be assigned to one OD-pair. The score propagation of CRRank using multiplication of sparse matrix takes O(n(|X| + |Y |)) time with n iterations. In practice, the convergence of CRRank needs only a limited number of iterations. Thus, the efficiency is mainly determined by the numbers of OD pairs, paths and intersections. In brief, both ODEF and CRRank can efficiently rank the node importance in the road network from a city-wide perspective.
E. Example
In this subsection, we continue to consider the small network example in Fig. 1 . To intuitively understand the two proposed algorithms, we compare them with two baselines: the flow-based algorithm (FA) and the betweenness-based algorithm (BA), both of which evaluate the importance of a node according only to its traffic flow and betweenness, respectively. All four algorithms are performed, and their node importance rankings are listed in Table 1 . As presented, FA ranks node 6 as No. 1 due to the greatest flow, and BA ranks node 4 as No. 1 due to the highest betweenness. In the result of ODEF, node 1 and node 7 are tied for the first place, since both of them have the biggest mixed flows from two OD pairs, i.e., the flow and OD entropy of node 1 and node 7 are equal, respectively, and therefore ODEF cannot distinguish them. In comparison, CRRank also ranks node 7 as No. 1; however, node 1 is merely ranked as No. 3. Recall that when the scores propagate in the forward phase of CRRank, if an OD-pair has more than one path, the score of this OD-pair will be distributed to each path according to the corresponding weight matrix. This means that the more alternatives a path has, the lower its popularity, which lowers the importance of the intersections on this path. Note that the OD-pair A → E that traverses node 1 has two paths, while node 7 is on the only path of K → H and K → F. Therefore, compared with ODEF, CRRank slightly raises the importance of node 7. Likewise, node 6 has only one biggest flow I → J , while node 4 has two flows A → E, F → B. Particularly, F → B has only one path. Thus, CRRank ranks node 4 as No. 2, which is more important than node 6. In addition, node 2 and node 5 have only one equal flow, so they have the same ranks in TABLE I   THE RANKING RESULT OF BA, FA, ODEF AND CRRANK ON THE EXAMPLE NETWORK FA, BA and ODEF, but they have different ranks in CRRank. This difference is caused by node 5 being downstream from node 7 (No. 1). Imagine that if node 5 fails, it will likely cause the failure of node 7. To summarize this example, ODEF comprehensively considers flow and centrality to calculate the node importance. In addition to the factors considered in ODEF, CRRank incorporates the irreplaceability of the path and the impact on the upstream node from the downstream node.
V. EXPERIMENTS
In this section, we evaluate the performance and generality of the proposed algorithms. To achieve this, we carried out both a synthetic experiment and a real case study.
A. Synthetic Experiments
We generate a variety of large-scale networks using the NetworkX package of python.
1) Random Network is constructed using the Erdős-Rényi model, in which each pair of nodes has a uniform and independent probability p of linking to each other. We set p = 0.4, the average degree k = 4 and the network size N = 1024.
2) Small World Network is constructed using the Watts-Strogatz model, which starts as a lattice ring, with each node connected to its neighbors, then randomly rewires each link of this network with a probability that forbids repeated wiring. We set N = 1024, p = 0.01, and k = 4.
3) Scale Free Network is constructed with the Barabási-Albert model, which started with m 0 = 4 nodes. In each step, a new node is created with m links that connects to m nodes already in the network. We set k = 4 and N = 1024. 4) Regular Lattices is the network, in which each node has exactly the same number of links. In our simulation, each node is connected to its four nearest neighbors. We set N = 1024.
For a given network, suppose that at each time step, a certain amount of traffic is generated between some random pairs of links. Each node is characterized by the designed capacity and the maximum length of its queue. The designed capacity e i of node v i is defined as the maximum traffic flow it can deliver in one unit of time under ideal conditions; the maximum length of the queue of v i is denoted as q i , e i < q i . When the vehicle number in the queue of a particular node exceeds its designed capacity, this node is considered to fail. For simplification, we ignore the effects of traffic signals. Each node in the network can be a router for trips between any pair of links. However, when the queue of a node is full, its upstream node cannot deliver a vehicle to it until there is a vacancy in its queue. Suppose that the duration of traversing a node for a vehicle is a function of the number of vehicles in its queue. Intuitively, this function should be monotonically increasing. To simulate such congestive effects, we use the well-known U.S. Bureau of Public Roads (BPR) function [22] , [26] , given by
where d i is the cost of a vehicle passing through node v i . d is the cost of a vehicle passing through a node at free flow; q i is the number of vehicles in its queue. Here, η = 0.15 and τ = 4 are constants. Each vehicle always takes the minimal travel cost path. We trace each vehicle and record its trajectories in the database. We compare ODEF and CRRank with FA and BA, and define the following metric to evaluate the effectiveness of each algorithm.
Network efficiency is used to measure the transmission efficiency of the entire network. In the previous definition of the network efficiency, the path length is considered as the travel cost [6] , [22] . Differing from these studies, we put more emphasis on the congestion phenomena, and thus the path cost is dynamically changed. We extend the previous definition of network efficiency as follows:
where d i j andd i j are the travel cost under free flow and the actual average travel cost, respectively, from edge i to edge j ; |R| is the total number of edges. Each edge can serve as an origin or a destination. FA, BA, ODEF and CRRank are implemented individually on the four simulated networks, and distinct results of the node rankings are obtained. To compare these algorithms, at each turn, the designed capacity of one node is reduced to 10% according to the node rankings in descending order, and then the impact of the network on E(G) is measured. After n turns, we can obtain the Decline Rates of E(G) (DRE) corresponding to the distinct ranking nodes. The above steps are repeated five times to obtain the average results. Fig. 5 shows the experiment results of the top-100 ranking nodes. In general, the variation in E(G) can directly demonstrate the accuracy of the node ranking. That is, a higher DRE is expected following the failure of a more important node, and thus a high quality of ranking result should show a descending trend of the DRE when the node ranking decreases. To evaluate the ranking results, we define the difference of a ranking list Z from its expected order as
where z i is the i th element in Z ; n is the length of Z ; desc(Z ) is to sort Z in descending order; R(z i , Z ) is the position number of z i in Z . If Z is arranged exactly in descending order, which is expected, the value of Diff(Z ) is 0, whereas if Z is arranged in ascending order, the value of Diff(Z ) is 1, 0 ≤ Diff(Z ) ≤ 1. Table 2 presents the Diff values and average DRE of the ranking results of each algorithm for each simulated network.
In the scale free network and the small world network, there is a clear correlation between DRE and the node rankings for all four algorithms, and the effectiveness of these algorithms are nearly the same (see Fig. 5 and Table 2 ). The reason is that the nodes with large traffic flows are more likely to have relatively high betweenness centralities and vice versa in these two networks. Therefore, regardless of the algorithms are based on traffic volume, betweenness centrality or both of them, they will give the similar ranking results. In the random network, both of FA and BA exhibit large fluctuations of DRE and have high Diff values, while ODEF and CRRank have a relatively clear decline trend. In particular, CRRank shows the best results. In the regular network, CRRank still outperforms the other algorithms, and ODEF performs better compared with FA, while BA shows the worst performance. Furthermore, we evaluate the impact on the simulated network of top-20 nodes for each algorithm. Specifically, as a function of time, the cumulative number F c (t) of failed nodes is investigated in Fig. 6 . To clearly distinguish the different algorithms, the common nodes discovered by all four algorithms are excluded. For all the networks, F c (t) exhibits an initial rapid growth, and then tends to be stable with the increase of time. Across the measured time, CRRank has the most rapid growth and obtains the highest steady-state value, demonstrating its advantages over all other algorithms. Compared with BA and FA, ODEF has a relatively good and stable performance.
B. Case Study
Road network: the road network of Beijing contains 13,722 intersections and 25,178 road segments. The map is segmented into 478 regions using the high-level roads.
Vehicle trajectories: we use a trajectory dataset generated by approximately 30,000 taxicabs in Beijing over a period of one month (October, 2016). The sampling interval of the dataset is between 30 seconds and 60 seconds. Considering the morning and evening traffic peaks of the road network, we choose the trajectories during 7:30∼10:00 and during 17:00∼19:30. As a result, we extract approximately 161,000 valid trips (carrying passengers). Due to noise in the trajectories and mismatches of the map matching, we remove the invalid OD-pairs with less than 5 trips. As a result, we obtain 4,756 OD-pairs and 13,270 paths. The tripartite graph is built based on this information. Fig. 7 highlights the visualized results of the ranking intersections of BA, FA, ODEF and CRRank. The intersections marked with points in different size are the top-60 most important nodes. We observe that Beijing road network formed four ring-shape loops from the center outwards, which are called the 2 nd , 3 rd , 4 th and 5 th ring road, respectively. These ring roads are the arteries for the urban traffic. The No. 1 and No. 2 most important nodes discovered by all four algorithms are the same. However, many important intersections discovered by BA are located mainly within the 2 nd ring road. The other three algorithms tend to identify the important nodes on the ring roads in a wider range. We further discover that although some intersections within the 2 nd ring have high betweenness centralities and seem to be transport hubs, they do not have significant traffic flow. In fact, these intersections are very close to the shopping malls, railway stations or famous scenic spots, which are generally origins or destinations of trips. For example, intersection A near one of the largest shopping centers "Xidan Market" has a high ranking at No. 14 in the results of BA, whereas its ranking are 45 th , 58 th , and 82 nd in FA, ODEF and CRRank, respectively. For the daily trips, many drivers prefer the ring roads that are detours with less congestion to reach their destination quickly. To guarantee the free flow on the ring roads, many overpasses have been built instead of traditional signalized intersections. The reduction in the number of intersections on the ring roads leads to their high popularity. Consequently, the importance of the remaining intersections on the ring roads is further boosted.
Comparing with FA, ODEF and CRRank both slightly lower the rankings of the intersections on the 4 th ring road. The reason is that the number of OD-flows on the 4 th ring road is relatively small, and thus the centralities of the intersections are not as high as those on the 2 nd or 3 rd ring road. Moreover, the OD-flows on the 4 th ring road are commonly distant and large, and their origins or destinations are likely near the 4 th ring, which is consistent with our daily experience. With the continuous expansion of the city, many residential areas have migrated outside the 4 th or 5 th ring, which results in the emergence of many distant OD-flows.
A difference between ODEF and CRRank is that CRRank can raise the rankings of the intersections on the irreplaceable path or the downstream intersections of large flows. As presented in Fig. 7 , the rankings of intersection B on the only path to the airport are 56 th , 51 st , 47 th and 19 th , given by BA, FA, ODEF and CRRank, respectively. Although the centrality of intersection B and its traffic are not relatively very high, its failure will greatly reduce the network efficiency and seriously affect the experience of travelers. Therefore, such a node should be given adequate attention, as is done in CRRank.
Another function of CRRank is that the OD-load and path popularity can be evaluated. Four OD-pairs and their main candidate paths are shown in Fig. 8 . The OD-pair s 1 , An example of evaluation on OD-load derived from different OD-pairs. from "Jinrong" Street (a famous CBD) to the airport, has 4,821 trips. It has the largest flow for all the OD-pairs and traverses many important intersections. Accordingly, CRRank determines that s 1 places the highest load on the road network, and its path has the highest popularity. The OD-pair s 2 , from the "Wangjing" sub-district (Beijing's Koreatown) to "Wudaokou" (a commercial and educational center), has 728 trips. In CRRank, its initial ranking is higher than the OD-pair s 3 , which has 630 trips from Beijing's South Railway Station to the "Houhai" scenic location. However, the final ranking of s 2 is lower than that of s 3 . This is because the path of s 3 traverses a larger number of more important intersections located on the 3 rd ring road. Although the traffic flow ofs 3 is smaller, a confluence of s 3 and other OD-flows at these important intersections may have a greater impact on the road network. Given the last example, despite the path of the OD-pair s 4 (from the Chinese Academy of Engineering to the Military Museum) traverses many important intersections, it has still a weak impact on the road network, since it has only 11 trips. CRRank merely boosts the ranking of s 4 from 4234 th to 3998 th .
VI. CONCLUSION AND FUTURE WORK
We propose a data-driven framework to rank the node importance in a city-wide road network via data mining from massive vehicle trajectories. In our framework, we model the trip network characterizing the dynamics of the road network using a tripartite graph. Based on the trip network, we present two ranking algorithms, ODEF and CRRank. The synthetic experiment demonstrates that our methods outperform typical baseline approaches in the simulated networks with different topologies. We also evaluate our methods using a case study with a trajectory dataset generated by over 30,000 taxis. Compared with the baseline approaches, the results of our methods are more reasonable. In addition, some other interesting findings, such as the heavy-load OD-pairs and popular paths, can be observed using CRRank.
In the future, we would like to apply our methods to more road networks of additional cities. The importance rankings of intersections would help traffic bureaus avoid widespread congestion and improve the efficiency of road networks.
