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Abstract
Ionic Liquids are becoming increasingly interesting as solvents for multiphase and other
applications. However, their synthesis in continuous mode at production scale is still
challenging, especially for the solvent-free non-catalysed amine quaternisations. The
synthesis of [EMIM]EtSO4 by alkylation of N -methylimidazole with diethylsulfate was
studied as a representative for reactions with high heat output, strongly changing phys-
ical properties and sensitivity towards precise control of process conditions.
In order to characterise the reaction thermodynamics, reaction calorimetric experi-
ments were conducted in semi-batch and fed-batch mode. It could be demonstrated
that the non-ideality of the reaction system is prohibitive for the application of a simple
thermodynamic model neglecting enthalpy contributions from reaction-related changes
in mixture composition. Experimentally the latter could not be separated from the
dosing-induced enthalpy changes and the reaction enthalpy under ideal conditions due
to the reactivity of the system already at room temperature. The reaction enthalpies
obtained with the simplified model showed systematic variations over the covered con-
centration range of up to 40% of the absolute values.
ATR (attenuated total reflectance) based fibre optic mid-infrared spectroscopy has
been evaluated for reaction monitoring of the presented reaction, but suffered signif-
icantly from the non-ideality of the mixture obvious from the overrepresentation of
diethylsulfate in the infrared spectra. Monitoring of the continuous flow synthesis of
[EMIM]EtSO4 was therefore performed successfully by offline NMR spectroscopic anal-
ysis of quenched reaction mixtures. As a benchmark for the integration of the fibre
optic sensors into microfluidic reaction setups, the residence time behaviour of these
reactors was characterised. Step-change experiments were performed using a marker-
solvent combination of 2-octanone and n-octane. The beneficial influence of the coiled
geometry of the capillary reactors was unambiguously proven. Depending on the flow
rate of the fluid a reduction of the axial dispersion predicted by the Taylor-Aris theory
by a factor of 4 is possible.
1
2
1 Outline
From the beginning of first alchemists’ experimentation, chemical transformations of
given raw materials into valuable products have gained an importance that makes those
processes irreplaceable for mankind in our times. Products of chemical syntheses are
present in basically all areas of both everyday life and technical applications, covering
all categories including construction materials, metals, fuels, fertilisers, pharmaceuticals,
health care agents or pigments. The worldwide production capacities for these products
varies over a wide range of annual tonnages - compare e.g. ammonia, > 108 tons per
year, and specialised biomimetic compounds that are produced on a scale of no more
than several grams a year.
All these chemical transformations and syntheses have initially been studied in small-
scale experiments, performed by synthetic chemists in their familiar environment of
glassware-equipped laboratories, struggling to make the desired chemical reactions hap-
pen and isolation of the target product feasible. However, once proven the usefulness
of the newly created chemical compounds and materials, the obtained quantities from
these lab-scale reactions do hardly meet the requirements from a worldwide community
of users and consumers. Hence, the obvious gap between the chemist’s approach to a
“construction of molecules” and the supply of relevant quantities of chemical compounds
has made process design and chemical engineering indispensable.
The central challenge in process design, which is relevant to all lab chemists having
developed “their” synthesis, is the increase of production capacity (scale-up). However,
this is only the final step of an entire process design activity. Most probably a chemical
synthesis developed in lab-scale will need to undergo fundamental changes before being
performed as a process even on a pilot-plant scale for the production of kilograms.
Either way, the design of an industrial scale process cannot be performed neglecting the
molecular principles and conditions determining the outcome of the underlying chemical
transformation, so that comprehensive knowledge about physics and chemistry of the
desired reaction and its surroundings is essential for an effective process.
This work uses a specific process example from the fine chemical industry for ap-
proaches towards a knowledge-driven process design that is transferrable to general ap-
plications. Activities towards a realisation of this process example in locally structured
elements are organised in three basic areas (see Figure 1.1).
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Figure 1.1: Elements of process design as presented in this work.
4
1. Characterisation of the chemical reaction.
For a systematic process design, comprehensive knowledge about all compounds
involved in the reaction network is desired. Most likely, the chemical reaction
does not exclusively lead to the desired product, but formation of by-products
occurs in competitive or consecutive reaction steps. Furthermore, the formation
of a by-product can be inevitably coupled with the synthesis of the target product
(e.g. in condensation reactions) or reaction progress is limited by an equilibrium
conversion. In all these cases, appropriate separation steps need to be included
into the process network. However, some of the undesired reactions are suppressed
if the critical process regimes (e.g. unfavourable stoichiometries, insufficient heat
transfer etc.) can be intrinsically avoided.
In the ideal situation where all absolute reaction rates and the influences of temper-
ature variations on the relative reaction rates are available, space-time yield or the
effort for product workup and separation from by-products can be optimised based
on the physico-chemical conditions determining the process. If process equipment
can be tailored according to the requirements from the molecular processes (as it
is postulated e.g. for Micro Reaction Technology), even an adaptation of fluidic
geometries to the process specifications is feasible.
Whether a process involves solid, liquid or gaseous substrates, products and aux-
iliaries or catalyst is of key importance for the design of a process and to a certain
extent determines the process layout. Due to the widely differing rates of mass
transfer in gases, liquids and (porous) solids, different means of phase contacting
are required. Hence, profound knowledge about the phase behaviour of a system
is required in order to avoid difficulties caused by unanticipated phase changes.
2. Choice and development of process analytical techniques.
Already at early stages of studying a process, the choice of appropriate methods
to monitor the physico-chemical transformations is desirable, which are preferably
independent of process scale or equipment. This does not only include the choice of
methods (measurements of temperature and pressure, optical spectroscopy, chro-
matography, conductometry), but also the way of applying these methods. Crucial
in this context are the design of sensor equipment, required time resolution, achiev-
able sensitivities and possible ways of integration into process control systems.
3. Development of a continuous flow lab-scale setup.
With the prospect of a process scale-up to a kg-per-hour scale, information from
continuous flow experimentation is helpful at early stages of process development.
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Thanks to the increasing commercialisation of miniaturised process equipment, a
toolbox for flexible lab-scale plant configuration is available. Special interest in
this work lies in the adaptation of the analytical tools into the monitoring and
control system already at lab-scale.
It is obvious that the access to physico-chemical information will vary strongly with the
specific process under consideration. Thus, it can be challenging to detect all chemical
compounds with analytical methods that work under the optimum process conditions.
Frequently, kinetic and thermodynamic information may not be accessible experimen-
tally for individual partial reactions of the network, but only as an integral information.
In these situations, the incomplete knowledge can be useful as input for simulations (if a
model structure can be estimated from the available information), or less process-specific
approaches are pursued that are applicable to a broader range of problems.
The experience gathered from continuous lab-scale experimentation and information
about the physico-chemical boundary conditions of the underlying molecular processes
are used for scale-up activities in the IMPULSE project framework. Target scale-up
factors between lab-scale (single grams per hour) and pilot-scale (several kilograms per
hour) are around 100-1000. Given the successful application of an appropriate technique,
the analytical method is transferrable to pilot-scale, so that direct comparison with lab-
scale is feasible.
6
2 Approaches towards process design
Industrial production processes are facing increasing market demands in terms of flexibil-
ity, economic efficiency, shorter time intervals for product changes, reduced SHE (safety,
health and environmental) impact and a higher level of operational reliability. Gov-
ernmental and regulatory directives add to this, inducing a new force-field of increased
complexity for players in this business area.
Beyond a retrofit of existing traditional equipment to the new requirements, the pro-
motion of recently developed innovative processing technologies and their integration
into the standard toolboxes of chemical process design have been more and more recog-
nised as promising strategies for reaching economic leadership. In this context, the
European Commission has set up its 6th Framework Programme explicitly dealing with
New production processes:
leading edge technologies for manufacturing processes,
new concepts for industrial systems.
Sustainable development:
“smaller, cleaner, safer, and slicker (smarter)” production processes,
remote and distributed processing, precision manufacture on demand
and in small quantities, process intensification under extreme conditions with control
and precision. [1]
Under the acronym of “IMPULSE”,∗ a new approach in process design has been
suggested [2,3] and realised in the framework of an Integrated Project between 20 partners
from industry and academia in seven member states of the European Union. A number
of key methodologies and concepts form part of the strategy:
∗I ntegrated M ulti-Scale Process U nits with Locally S tructured E lements
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1. Integration of more than one function or unit operation on a single device;
2. a multi-scale approach providing all process units with their specific optimum
length and/or time scale;
3. the use of structured elements (see section 2.3) for enhanced process performance
and intensified processing wherever useful.
Applying these concepts, a re-design of the whole process, including up- and down-
stream processing, is targeted towards a more efficient process. In this context, the
idea of process intensification has been introduced several years ago and is now widely
understood as a combination of equipment and method based ways towards increased
efficiency in (bio)chemical processes. [4] This includes the more efficient use of raw mate-
rials, energy, equipment capacities, manpower and economic resources per for each unit
of product.
However, a reduction of the discussion to these technological aspects of new process
tools is clearly insufficient for a conclusive assessment of their potential to outperform
the traditional approaches, since new business models and process/product design ap-
proaches along the full lifetime cycle of a product will be required for the novel processes.
Among these, the availability of on-site production at the applicant’s site and on-demand
production are considered.
2.1 General design aspects
Among the crucial questions that have to be answered in the course of process develop-
ment, and that gain major importance in the context of implementing (micro-)structured
equipment in production processes are:
1. Under which circumstances is continuous operation advantageous compared to
batch?
2. Do structured elements (see section 2.3) further improve process performance?
3. Does a reduction of the characteristic length scales affect the whole process posi-
tively or negatively?
It is obvious that, especially when highly functionalised equipment is involved, not
only the chemical transformation is determining the overall assessment of different tech-
nological options, but as well the up- and downstream processing (e.g. separation units)
and the possibilities of integrating multiple processing functions. However, in the context
of this work, focus is on the chemical transformation and its immediate environment.
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2.2 Batch vs. continuous flow operation
Frequently the performance of micro-structured devices is compared to lab-scale stirred
flasks, considered as “batch” processing in general. Thus, the relative matureness of
batch technology in manufacturing is ignored, and the comparison between batch and
continuous flow techniques is drawn at different stages of technological progress. How-
ever, there is no validated systematic approach towards an assessment yet. For de-
tailed evaluation in this context, a useful distinction has been suggested between fed-
batch/semi-batch and a “true” batch:
• In fed-batch or semi-batch mode, the addition of a reactant into the charged ma-
terial is done stepwise. A very likely reason for this operation mode is the desired
control of selectivity, since the free concentration of the added component can be
kept at a low level.
Another motive can be its limited capabilities of heat removal in the case of high
heat release rates. Under these circumstances, continuous operation with higher
surface-to-volume ratio most probably generates additional benefits due to a more
efficient utilisation of the potential process performance.
• When “true” batch processes can be operated, e.g. when selectivity control by
limiting the substrates’ concentrations is not required, process performance is not
restricted by the capabilities of the equipment. In these cases, a shift towards con-
tinuous operation generates increased efficiency in the context of up- and down-
stream processing rather than in the chemical conversion step itself. The potential
benefit of a “true” batch process from structures is limited.
From these considerations it may seem reasonable to reduce the discussion to fed-batch
processes. The question of “(fed-)batch or continuous” can anyway be decoupled from
the decision between “structured” and “non-structured” (see section 2.3). Increased
intrinsic safety and reduced hold-up quantities have ever since been a valid argument
for continuous operation.
2.3 (Micro-)structures - to which degree?
Ongoing discussions in the field of Micro Reaction Technology have been pointed at
an extension of the principles of micro-structured process equipment to larger scales, in
order to exploit the advantages of high heat transfer rates, sharp residence time distribu-
tions and well-defined process conditions at increased production rates. Special interest
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in this context is put on the principles of structuring the reaction spaces, since the cen-
tral benefits in the application of micro-structured equipment are all based on the small
characteristic dimensions and geometries (high surface-to volume ratio, easy access to
laminar or plug flow regimes, steep concentration gradients). Hence, the extension of
micro-structuring to characteristic length-scales beyond 1 mm has led to the term “struc-
tured reactors” for this type of equipment. With the underlying strategies of scaling, the
flow characteristics and equipment performance of micro-structured reactors have been
transferred to processes with increased production rates, excluding the drawbacks of the
originally postulated “numbering-up” concept, i.e. the scale-up strategy based on paral-
lelisation of channels and reactors only. The latter are typically correlated to challenges
in equal flow distribution among the parallel channels and pressure drop at elevated flow
rates. Compared to that, the limitation of the channel size reduction to one dimension
only (e.g. , only the channel depth is reduced to the sub-millimeter scale, whereas width
and length remain in the macroscopic scale) is advantageous since a small characteristic
dimension can be achieved without the restrictions named above. A prominent pioneer
example has been described in the context of the DEMiS project, where the scale-up of
a lab-scale micro-channel reactor for the direct epoxidation of propylene with hydrogen
peroxide vapour is reported. [5,6]
Beyond these issues, the required level of structuring is a relevant parameter in whole
process design, since a typical micro reactor can be “over-structured” and thus be dis-
advantageous from an economic point of view or due to complexity of operation. For a
comprehensive treatment, four categories of reactor design have been suggested:∗
1. Traditional macro-scale batch equipment without integrated structured elements;
2. macro-scale equipment with structured installations (e.g. loop reactors);
3. continuous (tubular) reactors with meso-scale structures, e.g. static mixers;
4. continuously operated micro reactor systems.
The expected process improvements for a generic process example related to the switch
from batch to continuous mode and from meso-scale to micro-scale structures can be
discussed separately. Assuming a fed-batch reaction
Afeed + Bcharged → Cdesired + Dundesired ,
an analysis of the possible scenarios is performed (Table 2.1).
∗From a project deliverable for internal use in the IMPULSE project. [7]
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Table 2.1: Scenarios for the assessment of process benefits from a) continuous opera-
tion and b) structures for the generic fed-batch process.
case special batch-to- further benefit
No. challenge conti from increased structuring?
0 none a
I avoid A + C b (X) yes, if desired reaction rate
is above the mixing rate
II avoid B + C b (X) no; exposure time is crucial
III C unstable X no; exposure time is crucial
IV B unstable X no; exposure time is crucial
V A unstable c
a) ncons = ndec – yes
d
b) ncons > ndec X see base case
c) ncons < ndec
e
a Base case; only the desired reaction can occur.
b Consecutive reactions of the product C with either substrate A or B.
c Three cases discussed, depending on the reaction orders of A
in the desired consumption reaction (ncons) and the decomposition case (ndec).
d Unless B is involved in the decomposition reaction.
e Even a switch from batch to continuous disadvantageous.
Dilution of A is required and better achieved in batch.
Comparing the process outcome with the inherent performance of reaction kinetics
will give an estimation about how far the implemented structures help to approach the
optimum process outcome. Obviously, a region of too little structured equipment can be
identified, where the process underperforms due to a lack of structuring. At the opposite
end, the region of overstructured equipment is characterised by an increase in complexity
that exceeds the added value of using structures. Another criterion for the identification
of the “appropriate degree of structuring” is related to the ratio of characteristic times
for reaction and mass/heat transfer in the device under consideration. If the equipment
characteristic time comes close to the time constant of the reaction with a ratio close
to unity, this can be considered as a suitable match between process requirements and
equipment capabilities. However, a too high ratio (long characteristic times for reaction,
significantly shorter for equipment) indicates overly designed equipment for the specific
11
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purpose. Prominent examples are higher order reactions, e.g. second order, characterised
by high initial rates and a strong decay of characteristic times at increased levels of con-
version. A compensation of this effect by lowering the degree of structure along reaction
time, i.e. towards the reactor outlet, is advisable in order to prevent overstructuring.
2.4 Prominent applications of structured reaction
devices
Selecting the most striking examples in the application of Micro Reaction Technology
is arbitrary to a certain degree since the number of publications has exploded over
the last decade. In 2004, a comprehensive two-volume textbook on Chemical Micro
Process Engineering [8] has been published giving an overview about fundamentals and
application examples from all areas of chemistry. Whereas the development was initiated
mainly in the area of remote energy supply, e.g. for miniaturised steam reformers in fuel
cells, the interest in applications of Micro Reaction Technology in chemical research
and for process applications has been growing rather recently. However, the commercial
demand is still outbalanced by the supply of novel lab applications and recent equipment
development from academia and manufacturers.
The most prominent examples of micro reactor application in relevant pilot-plant or
production scale include the DEMiS reactor concept [5,6] for the one-step epoxidation
of propene wit hydrogen peroxide vapour, intermediate azide and peroxide generation
in multi-step syntheses of fine chemical products at DSM [9] and, as one of the pioneer
applications, the free-radical solution polymerisation of acrylates. [10]
In the latter application, the formation of high molecular weight polymers prone to
precipitation is inhibited by highly effective mixing of initiator and monomer, thus pro-
viding very sharply defined conditions for the initiation of polymer chain formation.
The uncontrolled growth of chains is suppressed by avoiding monomer excess in the
contacting area of the two substrate feed streams. [10]
The DEMiS reactor concept was realised in a German co-operation between the Chem-
nitz University of Technology, the Max-Planck-Institute of Coal Research (Mu¨lheim,
Germany) and the companies Degussa AG and Uhde GmbH. [5,6] It is probably clos-
est to the challenges Micro Reaction Technology faces these years, namely the scale-up
and scale-out of processes from lab-scale to pilot-plant and production scale. In order
to substitute the traditional well-known chlorohydrine-based process for the oxidation
of propene to propylene oxide and to overcome the selectivity limitations in the di-
rect oxidation with molecular oxygen, the authors report a process development for the
12
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gas-phase epoxidation with hydrogen peroxide vapour. With this approach, the high
selectivity from the slurry-phase epoxidation with liquid hydrogen peroxide is coupled
with a reduction of hydration by-product formation. The heterogeneous catalyst, a Ti
containing silicalite-1 (TS-1), is spray-coated onto the walls of structured metal plates.
The resulting reaction slits retain ”micro-”structuredness in one dimension (channel
depth is 500 µm), whereas channel width (20 mm) and channel length (100 - 1000 mm)
are increased into the ”meso-”scale. Due to the challenges resulting from the handling
of hydrogen peroxide vapours and explosive propene/hydrogen peroxide mixtures, the
process is very likely to benefit from the precise control of process conditions in mi-
crostructures. Process parameters were tested in the lab-scale reactor and transferred
from the single-channel lab reactor (one channel of 100 mm length) to the pilot-plant
reactor (up to 16 parallel channels of 1000 mm length per reaction plate).
2.5 Process example: Ionic Liquid synthesis
As early as 1929, Sugden and Wilkins reported about salts derived from organic bases,
which in contrast to sodium chloride and other common inorganic salts showed unusually
low melting points below 373 K (e.g. NaCl: 1081 K, CaSO4: thermal decomposition
beyond 1473 K [11]). Although the initial interest in these so-called “Ionic Liquids” (ILs)
was low, the topic was re-animated in the 1980s by K. Seddon who generated highly
acidic Ionic Liquids from substituted imidazolium and pyridinium halides with Lewis
acids like AlCl3 for electrochemical purposes.
[12]
Over the last decade the interest in the application of ILs has grown tremendously,
which is reflected by several review articles [13,14] as well as by the increasing overall num-
ber of publications about IL synthesis, characterisation and applications. ILs have not
only been used successfully as non-volatile substitutes for organic solvents in monophasic
catalysis and organic synthesis. Interesting applications also include the use in biphasic
systems for homogeneous, heterogeneous and biocatalysis. [15–18]
From the wide portfolio of accessible ILs, some key classes (including the alkyl sul-
fates) have attracted specific interest due to their potential for large-scale applications.
This is not only related to their smart physico-chemical properties including good ther-
mal stability, but also to their negligible halide content, their low corrosivity even in the
presence of water∗ and the facile synthesis. As for all ionic compounds, vapour pressure
is assumed to be negligibly low, even though distillation has been reported for 1-hexyl-3-
methylimidazolium bis(trifluoromethyl)-sulfonylamide [HexMIM]BTA. [19,20] Not surpris-
ingly, 1-ethyl-3-methylimidazolium ethylsulfate ([EMIM]EtSO4) with a melting point
∗Closely related to the absence of halide, since formation of hydrogen halide is suppressed.
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Figure 2.1: Synthesis of [EMIM]EtSO4 from N -methylimidazole and diethylsulfate.
below 210 K (glass transition Tg ≈ 193 K) [21] is a promising candidate for substituting
mineral oil-based lubricants in remote compressors for gas pipelines. An application of
that size is supposed to easily generate a product market in the hundred-tons range.
Regarding their use in transformations employing potentially sensitive or unstable
compounds such as organometallic catalysts, a reproducible protocol for IL synthesis
is crucial. The most common access to salts derived from both aliphatic and aromatic
amines is the N -alkylation of an amine precursor R3N by reaction with an alkylating
agent R’X that upon alkyl transfer releases the desired anion: [22]
R3N + R’X → R3R’N+ X−
Anion metathesis of X− against Y− by adding a metal salt MY, adding a Brønsted
acid HY or using anion exchange materials can follow this quaternisation step. Com-
monly, the quaternisation reactions are carried out in a batch-wise mode. As many of
those transformations are accompanied by significant heat evolution, organic solvents
like toluene have often been used for an improved heat removal. [22] However, for pro-
duction processes solvent use is particularly disadvantageous, since it leads to reduced
space-time-yields due to dilution and increased reaction times, and requires quantitative
removal of the solvent in an additional process step.
Since purity is a crucial issue for most of the applications, the manufacturers of Ionic
Liquids are working intensively on rational process design for these reactions, frequently
in cooperations with research partners from academia. In this context, a solvent-free
continuous Ionic Liquid synthesis in a tubular reactor (inner diameter: 6 mm) has
recently been carried out at the University of Bayreuth, [23] revealing the need for high
heat transfer rates and a possible use of micro reaction technology.
By the start of our own investigations in 2005, no comprehensive kinetic and thermo-
dynamic data was available from literature. At that time, the alkylation was considered
to be first order in each of the reactants with an exothermicity of about -100 kJ mol−1. [23]
The particular challenges at the beginning of the project have been deduced from these
characteristics:
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1. Exothermicity and adiabatic temperature rise
The adiabatic temperature rise and hence the danger of thermal process runaway
is obvious for the solvent-free system, since the moderately high exothermicity is
released into a system without a solvent acting as a heat sink.
2. Sensitivity towards poorly defined process conditions
A qualitative correlation between inefficient temperature control and an increased
level of coloration of the product was known. Hence, a colourless product was a
target performance parameter for the process.
3. Analytics
Suitable techniques, preferably those delivering chemical information, are required
for process monitoring in the targeted continuous plant. The challenges in analysing
samples from a reactive mixture are addressed in Chapter 4.
15
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3 Reaction calorimetry: an
experimental access to energy
balances of chemical reactors
Balancing the energy of a chemical reactor is a crucial step in understanding the be-
haviour of a chemical plant. Most likely, a chemical reaction is accompanied with the
release or uptake of heat, which needs to be either removed or supplied. A powerful ex-
perimental technique is reaction calorimetry, which is capable of delivering time-resolved
heat flow profiles from a chemical reactor. This chapter will present an energy balance
model and describe experimental aspects of reaction calorimetry and the available ap-
paratuses.
3.1 Energy balance of an arbitrary reactor
The balance system boundaries are given by the limits of the reactor interior. Cor-
respondingly, heat flows through the reactor walls are leaving the balance space. In
semi-batch or fed-batch operation of a stirred tank reactor, the quantity n0 of a sub-
strate is placed into the reactor, and fluxes Fi = n˙i of the reaction partners are added in
a portionwise or continuous manner. The change of the system’s enthalpy H with time
is given by the heat flow q˙flow across the reactor wall and the change in enthalpy caused
by the components in the feed:
dH
dt
= −q˙flow +
∑
i
hFi Fi (3.1)
with hFi as the partial molar enthalpy of component i in the feed. The total differen-
tiation of the enthalpy gives
dH =
∑
i
[(
∂H
∂ni
)
nj6=i,p,T
dni
]
+
(
∂H
∂p
)
ni,T
dp+
(
∂H
∂T
)
ni,p
dT . (3.2)
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In isothermal and isobaric processes under consideration here, dT
dt
= 0 and dp
dt
= 0.
Now, the material balances for each component can be introduced, each containing
the flux Fi, representing the feed, and a reaction term Ri:
dni
dt
= Fi +Ri (3.3)
For reactions in which the total number of moles remains constant (
∑
i νi = 0), changes
in the total number of moles are exclusively induced by the feed, hence∑
i
Ri = 0. (3.4)
Combining Equations 3.2 and 3.3, changes of the system’s enthalpy can be expressed
as
dH
dt
=
∑
i
hi(Fi +Ri) , (3.5)
with hi being the partial molar enthalpy of component i. Now, comparing this with
the energy balance (Equation 3.1), the heat flow from the system can be written as
−q˙flow = −
∑
i
hFi Fi +
∑
i
hi(Fi +Ri)
=
∑
i
hiFi −
∑
i
hFi Fi +
∑
i
hiRi
=
∑
i
(hi − hFi )Fi + V
∑
i
nR∑
j=1
hirjνij,
(3.6)
if the reaction term Ri for changes in the quantity of component i is expressed with
the sum of reaction rates rj from all j contributing reactions:
Ri = V
∑
j
rjνij. (3.7)
Further considerations reduce the scenario to the case with one single reaction with
the rate r0, i.e.
V
∑
i
∑
j
hirjνij = V
∑
i
hir0νi, (3.8)
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and pure component feeds only, hence hFi = h
o
i . Under these circumstances,
(hi − hFi ) = (hi − hoi ) ≡ hexci , (3.9)
which is the definition of the partial molar excess enthalpy of component i in the
mixture [24]. In ideal mixtures, the partial molar enthalpies do not differ from the pure
component enthalpies, hence hi = h
o
i and h
exc
i = 0. Thus, the parameter captures the
non-ideal behaviour of the system. If the model is further reduced to the feed of a single
component (subscript d), corresponding to the dosing protocol of the semi- or fed-batch
experiments described in this work, the fluxes are
Fd 6= 0, Fi6=d = 0 (3.10)
With these boundary conditions, Equation 3.6 can be rewritten as
−q˙flow = Fdhexcd + r0V
∑
i
νihi
= Fdh
exc
d + r0V
∑
i
νihi
= Fdh
exc
d + r0V
∑
i
(νih
exc
i + νih
o
i )
= Fdh
exc
d︸ ︷︷ ︸
I
+ r0V
∑
i
hexci νi︸ ︷︷ ︸
II
+ r0V
∑
i
νih
o
i︸ ︷︷ ︸
III
,
(3.11)
with hi = h
o
i + h
exc
i . Here, the three contributions to the heat flow from the reacting
system have been separated: I. the enthalpy change due to composition change upon
dosing, II. the enthalpy change due to composition change upon reaction, III. the reaction
enthalpy under the assumption of ideal behaviour. The sum of II and III represents the
reaction enthalpy as a function of mixture composition. Assuming non-ideal behaviour,
contribution II is not zero and the reaction enthalpy is not constant. The application of
this equation for the characterisation of the process example is discussed in section 6.2.
3.2 Meaning and development of reaction calorimetry
From the very beginning of chemistry, experimentalists have been observing energy
release from chemical transformations. Most often, this has been experienced as the
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release of either mechanical energy (gas generation and explosions, deflagrations, or
detonations), but in a similar way the release of heat. Before considering this in terms
of “chemistry”, mankind has been using chemical transformations for heat generation
in stoves and ovens.
Since there is hardly a transformation that by chance is not related to a change in
internal energy, any chemical reaction bears the potential to be monitored by its heat
uptake or output. This explicitly includes biochemical and biological transformations,
where only the characteristic time constants and, consequently, the heat output per
time may differ by some orders of magnitude. A very simple technique that has found
widespread application is bomb calorimetry, where a chemical reaction is performed
inside an isolated, adiabatic, isochoric autoclave. The heat flow q˙flow is accumulated
leading to a temperature change ∆T in the entire system, consisting of the reaction
mixture, reaction vessel and integrated environment such as a water bath. Frequently
the combustion of benzoic acid (∆rUm = -3215 kJ mol
−1) is used for the determination of
the total heat capacity cs of the system.
[25] In similar applications requiring a calibration
of the equipment (such as solution calorimeters), the neutralisation of aqueous NaOH
with a mineral acid (∆rh
o = −57 kJ mol−1) is employed for calibration purposes. The
information gained from such a measurement is of strictly thermodynamic nature since
only the system conditions before and after the chemical reaction are being compared.
However, the information included in the caloric signal of chemical transformations
is much more substantial. Given the possibility to measure a time-resolved profile of
the heat output from a chemical system, high-quality data is available also for the
determination of the system’s kinetic behaviour.
As the discussion shows, separation of the physico-chemical processes from stochastic
and systematic errors in the measured heat flow causes major difficulties when building
and operating a calorimeter. For this reason, activities have been constantly growing to
• build calorimetric devices with a minimised distortion of the chemical system from
the environment;
• provide sufficiently sensitive data acquisition hardware, e.g. temperature sensors;
• facilitate the manipulation of raw data in order to erase the influences of dosing,
changing heat transfer coefficients etc.;
• establish easy-to-handle data processing procedures.
In a 1997 article, W. Regenass, at that time an employee of the former Ciba company
in Basel/Switzerland and involved in the development of a reaction calorimeter, gives a
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short historical review about the development of reaction calorimetry in general. [26] For
good reason, and mainly due to the need for safety estimations in chemical processes,
the development of reaction calorimetry has been mainly industry-driven rather than
academia-driven, since a technology/tool was required simulating the process behaviour
as close as possible to the plant conditions. Hence, developments from all major chemical
companies are reported.
Up to now, the availability of reaction calorimeters to the common researcher in
academia is still limited, which is due to a number of factors:
1. The search for safety data in lab-scale equipment does not require instruments
simulating process environment.
2. Many of the available instruments require material samples that are far too big in
early stages of synthetic research (see comments in section 3.5.5).
3. Complexity of operation is challenging, even though software and hardware inter-
faces are being re-designed for facilitated application.
4. Prices for acquisition and operation are beyond the cost of standard lab equipment
and require specific infrastructure (e.g. large fumehoods or spaces in pilot plant
halls).
3.3 Heat flows
The following heat flows have to be considered in isothermal operation of a stirred tank
reactor (Figure 3.1): [27,28]
1. q˙flow, the heat flow through the reactor wall. For most operating principles this is
the “target” heat flow.
2. q˙tot, the total heat flow from all physico-chemical processes. The main challenge
in the evaluation of reaction calorimetric data is to reduce all influences on the
measured heat flow from the reactor q˙flow that go beyond q˙tot. Thus, they can be
treated equivalently.
3. q˙lid, the heat flow through the lid rather than through the wall. If q˙flow is the
target, q˙lid needs to be minimised.
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4. q˙influid and q˙
out
fluid, the heat flows into and out of the system caused by the circulating
fluid in the reactor jacket. Generally, a net heat flow q˙fluid related to the circulating
fluid can be defined:
q˙fluid = q˙
out
fluid − q˙influid = m˙fluidcp,fluid(T outj − T inj ) (3.12)
The integration of this heat flow into the heat balance is of specific importance for
heat balance calorimetry (see section 3.5.2).
5. q˙loss, the heat losses to the surrounding environment.
6. q˙comp or q˙cal, the heat flow from an electrical heater that is immersed into the
reaction mixture. In power compensation calorimeters, this electrical heater is
required for control of the interior reactor temperature (see section 3.5.3) and is
therefore referred to as q˙comp. In heat flow calorimeters, this electrical heater is
required for the calibration of the effective heat transfer (see section 3.5.1), and
its heat flow is therefore referred to as q˙cal.
7. q˙dos, the heat flow from dosing, if the temperature Tdos of the injected material is
different from the temperature Tr inside the reactor:
q˙dos = Fi
Tdos∫
Tr
(
∂H
∂T
)
p,ni
dT ≈ m˙doscp,dos(Tdos − Tr) (3.13)
8. q˙stirr, the dissipated energy from the stirrer.
Depending on the type of calorimeter, either the inner or the outer energy balance are
considered. Generally, some technical measures are being taken:
• Thermal equilibration of the reagent being added to the charged reacting mass is
required for true isothermal operation.
• Heating the lid to a temperature slightly above the reactor temperature (or above
the boiling point of the solvent) reduces q˙lid. Condensation effects need to be
avoided since enthalpies of vaporisation ∆vapH contribute significantly to the over-
all enthalpies of the observed processes (examples for molar vaporisation enthalpies
∆vapHm in kJ mol
−1: water -44, methanol -35, benzene -34). [29]
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Figure 3.1: Heat flows in a standard batch reactor or calorimeter for the isothermal
operation mode (from [28]). Explanations see text.
• Heat losses to the environment are problematic in cases where the external energy
balance is used for the interpretation of calorimetric information, e.g. for heat
balance calorimeters. In this case, q˙loss is reduced by an additional thermal isolation
of the reactor jacket (being the balanced element).
The energy balance presented in section 3.1 is referring to the internal energy balance
only. Thermal equilibration of the substrate feeds is provided, so that in good estimation
q˙flow and q˙tot are treated equally.
3.4 Modes of calorimeter operation
Independent of the calorimetric device employed in the experiment, three basic modes
of operation can be distinguished, depending on the way the temperature inside the
reactor is controlled.
1. Isoperibolic: The temperature of the reactor jacket is kept constant, whereas the
reactor temperature is set free.
2. Adiabatic: The jacket temperature follows the reactor temperature.
3. Isothermal: The reactor temperature is kept constant.
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The benefit of the isothermal mode over isoperibolic and adiabatic operation is clearly
that in an ideal case heat accumulation can be neglected and information about kinetics
is not distorted by temperature fluctuations. Corrections are generally applied since the
dynamics of the commercially available systems are poor (time constants of 60 seconds
and beyond). However, especially the adiabatic mode is valuable e.g. for simulation of
the runaway behaviour of a process.
3.5 Principles of calorimeter construction
As a consequence of the historical development of reaction calorimetry, different types
of calorimetric devices are available that can be subdivided by
• the way the heat balance is formulated;
• the rate-determining step in the heat transfer cycle;
• the quantities that have to be measured;
• the main sources of measurement errors;
• the type of construction that is required for correct boundary conditions and a
precise measurement;
• the calculation input for a transformation of the measured quantities into heat
flows;
• the required calibration effort.
With the help of these criteria, the classes of calorimeters will be discussed and briefly
compared at the end of this section (section 3.5.5).
3.5.1 Heat flow calorimeters
Heat flow calorimeters have contributed strongly to the overall development of reaction
calorimetry applications due to their constructional similarity with double-wall reaction
vessels.
Control of reactor isothermicity is achieved by an active adjustment of the jacket
temperature. Consequently, a temperature gradient is generated between the reaction
mass and the jacket fluid, thus being the driving force for heat flow through the reactor
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wall. The heat balance for a heat flow reaction calorimeter can therefore be focussed on
the processes at the reactor wall:
q˙tot = q˙flow − q˙stirr, (3.14)
with
q˙flow = kwA(Tr − Tj) (3.15)
and kwA being the effective heat transfer coefficient (kw: specific heat transfer coef-
ficient for heat transfer through the reactor wall, A: heat exchange area). In principle,
measurements of Tr and Tj are sufficient to calculate q˙flow once kwA is known.
∗
However, a fundamental challenge in heat flow calorimetry is the precise knowledge of
the reactor-sided and jacket-sided wall surface temperatures. Experimentally, only the
bulk temperatures T bulkr and T
bulk
j are accessible, so that the true temperature profile is
superimposed by the temperature profiles of the reactor-sided (T bulkr → Tr) and jacket-
sided films (T bulkj → Tj).† The quality of this underlying model is the crucial input for
a correct estimation of the temperature difference.
In order to determine kwA, a calibration heater is applied for generating a temperature
gradient ∆Tcal across the reactor wall. Since its heat output q˙cal can be determined
with high precision (from measurements of current and voltage), kwA is accessible by
Equation 3.16:
kwA =
q˙cal
∆Tcal
(3.16)
Major problems arise when either kw or A undergo significant changes along reaction
time. In general, this is compensated by an interpolation (linear, related to conversion
etc.) between the kwA values from calibrations before and after the experiment. These
changes can be attributed to an increased level of material in a semi- or fed-batch
experiment, changes in viscosity affecting the shape of the film on the reactor wall and
other phenomena.
In order to achieve fast heat removal from the reaction mixture, flow rates in the
jacket are usually chosen to be high, thus allowing for a near-constant temperature in
the fluid. Since determinations of the wall surface temperatures are the crucial steps in
a heat flow experiment, where these temperatures are only accessible indirectly via the
∗Establishing a separate experimental access to kw and A is challenging. Both depend strongly on
the flow characteristics inside the stirred vessel, which are influenced by stirring speed, stirrer geometry,
viscosity of the fluid and so on. Hence, in general only the product kwA is considered.
†A qualitative explanation of the compensation model is available e.g. for Mettler-Toledo’s RC 1. [30]
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bulk temperatures and the model, a near-constant jacket temperature contributes to the
reduction of experimental errors.
Mettler’s RC 1 as one of the commercially available standard instruments is equipped
with two reservoirs of tempering fluid, one being held at an elevated temperature
(e.g. 363 K), the second at a lower temperature (e.g. 253 K). Rapid mixing of the
two allows for relatively dynamic adjustment of the jacket temperature to the desired
level, as soon as heat flows through the wall need to be induced. However, since both
the wall and the jacket fluid are intrinsically subject to temperature changes during the
experiment, correct compensation of kwA is crucial.
3.5.2 Heat balance calorimeters
In heat balance calorimetry, all heat flows generated inside the system are balanced
via the external outer heat flow balance only. Therefore, also the heat loss to the
environment has to be considered:
q˙tot = q˙fluid − q˙stirr + q˙loss = (q˙outfluid − q˙influid)− q˙stirr + q˙loss. (3.17)
According to the heat balance of the cooling/heating fluid (Equation 3.12), all required
quantities can be measured in the circulating fluid, i.e. the mass flow rate m˙fluid and
its inlet and outlet temperature (T inj , T
out
j ). Its heat capacity cp,fluid as a function of
temperature is to be determined beforehand.
From these considerations it is obvious that the major sources of error in heat balance
calorimetry are the measurements of liquid mass flow and the temperatures. A feasible
compromise is required between a sufficiently high flow rate for dynamic heat removal
and sufficiently different inlet and outlet temperatures, suggesting low flow rates in the
circulating fluid. Temperature sensors tend to be of a resolution of 1 mK. An additional
isolation of the reactor jacket is helpful for a reduction of q˙loss.
3.5.3 Power compensation calorimeters
Another strategy to avoid the complexity of a q˙flow determination is the power compensa-
tion principle. Since the jacket temperature is kept constant throughout the experiment,
a constant heat flow through the wall is generated. Variations in q˙tot are compensated
by an adjustment of the heat output q˙comp from an electrical heater, so that the heat
balance reduces to
q˙tot = q˙flow − q˙comp − q˙stirr (3.18)
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with
q˙comp = UcompIcomp. (3.19)
From the latter relation the strength of the power compensation principle becomes ob-
vious since precise measurements of the voltage Ucomp and the current Icomp are straight-
forward.
The main source of error for power compensation calorimeters can be identified in
changing heat transfer properties through the reactor wall, i.e. q˙flow is affected by changes
in kw and A (see section 3.5.1) leading to a baseline drift in q˙tot. Beyond that, hot
surfaces of the electrical compensation heaters tend to cause hot spots inside the reacting
mixture. A technical solution to the baseline problem has been suggested by Litz [31] and
realised at the Swiss Institute of Technology (ETH) in Zurich. [32] In this setup, a separate
determination and compensation of varying heat flows q˙flow from the reactor is achieved
by intermediate thermostatting devices (intermediate thermostat or Peltier elements).
Thus, in the overall heat balance q˙flow is substituted by a heat flow q˙Pelt through a Peltier
element.
3.5.4 Peltier-based calorimeters
In Peltier-based calorimeters, heat exchange with the reactor content is achieved via
Peltier elements in the reactor walls. This design substitutes the determination of q˙flow
through the wall by a measurement of the heat flow q˙Pelt through the Peltier element:
q˙tot = q˙Pelt − q˙stirr. (3.20)
Basically, q˙Pelt is accessible by measuring the current and voltage of the Peltier element
if the Peltier-specific parameters are known (i.e. electrical resistance, heat conductivity
and Seebeck coefficient) and the outside temperature on the Peltier element is controlled
precisely.
A specific application of Peltier elements has led to the “true heat flow” principle
as realised in the ChemiSens CPA. Here, a metal sensor element is utilised as a reactor
bottom, acting as a heat transducer between the reactor content and the Peltier elements
that are in contact with the cooling fluid. Two temperature indicators are introduced
into the metal bottom, one close to the reacting mass and one close to the Peltier
elements, thus giving the heat flow for any difference ∆T as:
q˙flow = λAd
−1∆T (3.21)
with λ being the specific heat conductivity of the material, A the bottom area and d
the distance between the temperature sensors. Since the product λAd−1 is constituted
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by geometrical and material characteristics, its sensitivity to long-term changes is low,
so that re-calibration is not required frequently. Publications of To¨rnell, Silvegren and
Nilsson [33,34] report the basic research on the development of this technique.
3.5.5 Comparison of the calorimetric principles
An overview over the described techniques can give some estimation about the ease of
operation and the accuracy of the measurements.
Table 3.1: General characteristics of techniques in reaction calorimetry.
working principle measured required input
heat flow Tr, Tj kwA (from q˙cal)
a
heat balance T inj , T
out
j , m˙fluid cp,fluid
power compensation Ucomp, Icomp –
Peltier IPelt, ∆TPelt
b
“true heat flow” ∆T λAd−1
(from calibration)
a Model for temperature profile additionally needed.
b Parameters of the Peltier element from calibration:
Heat conductivity, Seebeck coefficient, electrical resistance.
Generally, commercial heat flow and heat balance calorimeters tend to be of large
volume due to the desired similarity with large-scale devices (RC 1: 400 mL minimum).
The other principles usually operate at smaller volumes facilitating the operation of
the instruments in laboratory environment for early stages of chemical process research.
However, the time constant for a system response to the generation of heat flows inside
the reactor is not necessarily shorter for smaller systems (e.g. for the Peltier principle
where heat transfer through the Peltier coverings causes additional delay in system
response).
Heat flow calorimeters, although the most widespread in application, can be of major
disadvantage for users due to the complexity of data evaluation and the inaccessibility of
primary measurement data. The underlying model for the temperature profile across the
jacket wall usually does not allow interaction. For small-scale applications, Peltier-based
or power compensation devices are highly attractive due to their ease in handling. Not
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surprisingly, these principles have been combined in a miniaturised reaction calorimeter
from the Hungerbu¨hler lab in Zurich. [32,35]
3.6 Evaluation of calorimetric data
Due to the fact that the recorded heat flow profile from a calorimetric experiment does
not exclusively contain data on the chemical reactions, but information on all processes
related to enthalpy changes occurring during the experiment (e.g. phase changes, non-
ideal mixing etc.), the complexity of thermodynamic and kinetic information is a chal-
lenge. Several approaches are reported in literature. [25,28,36] However, they generally
remain focussed on simple or single-step kinetic models. An overview of the basic inter-
pretation strategies from these references is discussed below and can be found in detail
in specified literature. [28]
1. Enthalpy.
Since the overall enthalpy change is not depending on any mechanistic assumption,
integration of the measured heat flow profile q˙tot(t) during the conversion of n moles
of the reference substrate will yield the overall enthalpy change of the process:
∆rh
o = − 1
n
tend∫
t=0
q˙flow(t)dτ . (3.22)
If an external control of the endpoint of conversion is available, e.g. by additional
analytical methods, the calculated enthalpies can be assigned correctly. However,
non-zero enthalpy effects from mixing or phase changes and excess enthalpies re-
main fully included.
In case the reaction enthalpy can be separated from the overall enthalpy change,
a thermal conversion Xth can be defined in comparison to the chemical conversion
from external analysis:
Xth(t) =
tend∫
t=0
q˙flow(t)dτ
∆rho
. (3.23)
2. One-step reaction, nth order in the rate determining concentration.
Experiments with only one limiting substrate concentration (i.e. excess of the re-
maining reaction partners) can provide useful information, since only the observed
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rate constant keff and the partial reaction order n remain unknown, and they can
be determined from rate-time data (see textbooks on chemical kinetics [24,37]). In
such a case, the thermal conversion Xth can be employed for the calculation:
∗
r(t) =
q˙flow(t)
Vr∆rH
= −keff(cA(t))n = −keffcnA,0(1−Xth(t))n (3.24)
lg |r(t)| ∼ n lg(1−Xth(t)), (3.25)
so a log-log-plot can give the reaction order as the slope and keff from the intersec-
tion of the regression line. keff includes the concentrations of all other kinetically
relevant reaction partners.
3. More complex methods for reaction networks.
For the characterisation of more complex reaction systems, a simultaneous cal-
culation of the individual reaction enthalpies and the desired kinetic parameters
(ni, EA, kj) from pure calorimetric data requires more sophisticated methods. As
long as either the reaction enthalpies or the kinetic parameters are (partially)
known, the parameter estimation can be reduced to a manageable extent. How-
ever, the applications reported in literature require numerical optimisation tool-
boxes. A simplification can be expected if the involved compounds are known and
their enthalpies of formation are accessible via ab initio or semi-empirical quantum
mechanical calculations (reported e.g. in [38]).
4. Additional analytical data available.
If additional data is available and useful for a determination of either of the param-
eter sets (enthalpies or kinetic parameters), the parameter estimation is facilitated.
Otherwise, the introduction of weighing factors for a balancing between calorimet-
ric and reference analytical errors has been suggested. [28]
The evaluation technique applied in this work is described in section 6.2 and is ex-
tended to non-ideal systems where excess effects cannot be neglected.
∗Only one single enthalpy contribution is considered.
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3.7 Reaction calorimetry for process monitoring and
control
In accordance to the evaluation techniques described above, various scenarios can be
imagined using the heat flow from calorimetric devices for process monitoring and con-
trol. The balance equations for energy and material are useful to properly build monitor-
ing scenarios for the chemical reactor in analogy to the calorimetric principles described
above. Given the possibility to apply one of the presented calorimetric principles to a
process device, a valuable signal for process monitoring is available. As an example, an
existing batch reactor equipped with a double-wall jacket is easily transformed into a
heat balance calorimeter as long as the coolant flow rate m˙fluid and its inlet and outlet
temperature (T inj , T
out
j ) can be measured with adequate accuracy. Thus, a batch reac-
tor is transformed into a heat balance calorimetric device and yields the reaction heat
flow q˙react according to Equation 3.17. Easy measurements of temperature and mass
flow and the robustness of the required sensors facilitate the access to the heat flow
information. Schuler and Schmidt [39] compare the measurement efforts and the required
estimations of states for the different operating and construction principles in reactors
for calorimetric state monitoring and control. In analogy to the typical reaction calori-
metric techniques, frequently the energy balance of an external system is determined,
e.g. of a cooling/heating circuit or of a Peltier element. The latter is merely relevant for
small-scale applications, as it has been demonstrated for micro reactors by a group from
the Fraunhofer Institute for Chemical Technology. [40]
The very basic principle for data evaluation discussed by Hergeth and Krell [41] limits
the interpretation of the heat flow profiles to an empirical validation, i.e. independent of
the underlying structure of the reaction network the measured heat flow is compared to
specified reference values. For continuous operation this is particularly simplified since in
steady-state experiments a constant heat flow is expected. However, crucial parameters
for the applicability of reaction calorimetry as a process control tool are the achievable
time constants, the resolution and sensitivity and the accuracy of the calibration.
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4 Inline process monitoring with
mid-infrared spectroscopy
4.1 Motivation: Process Analytical Technology
In 2004, the Food and Drug Administration section of the US Department of Health
and Human Services released a “Guidance for Industry”, [42] in which Process Analytical
Technology (PAT) was introduced to summarise monitoring and control strategies for
production processes in the pharmaceutical industry.
4.1.1 Overview
“An expert in process analytics should be an excellent expert in analytics,
spectroscopy, chemometrics, statistics, chemical engineering, measurement
technologies, automation, management,...”
(From the preface of a textbook by Kessler. [43])
Obviously, the challenge a chemist in research is facing when establishing his lab
chemistry in a production process environment is of significant complexity. This holds
especially for the task of having the process running automated and without permanent
“human supervision”, but nevertheless in a safe and documentable manner. Due to the
elevated sensitivity of product specifications towards deviations from the optimum pro-
cess conditions, pharmaceutical and fine chemical industries are increasingly interested
in strategies for the integration of process analytical routines and process documentation
into the overall process concept. This includes:
1. the choice of the target system property to be controlled, e.g. conversion or measure
of side-product formation;
2. the choice of an appropriate quantity to be measured, e.g. absorbance or conduc-
tivity;
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3. the choice of the optimum analytical hardware, i.e. sensor, analyser, spectrometer;
4. the development of a (chemometric) model as a correlation between the measured
data and the target system property;
5. the setup of a control feedback loop in order to guarantee for the optimum process
conditions.
In general, these skills will be spread over several technicians and experts, so that Pro-
cess Analytical Technology is an overall communicative and multidisciplinary process.
4.1.2 Classification of sensors
A highly important issue in the context of PAT is the required time resolution in which
system information needs to be available, since this will significantly influence the choice
of measured quantity and technique. Therefore, a classification of sensors has been sug-
gested [42,44] that allows to subdivide the available analytical techniques according to the
temporal and spatial distance from the process (Table 4.1). If a technique is capable
of measuring directly ”inside” the process, it is considered as an in situ technique. In
real-time techniques, the time delay between triggering the measurement and obtaining
the desired information is relatively short, typically up to several seconds. This is sig-
nificantly lower than typical time constants for many reactions, stirring and other unit
operations, so that immediate interaction with the process is possible.
Table 4.1: Categories of analytical sensors and typical methods.
class real-time in situ methods
offline no no NMR, octane number,. . .
atline no no, but close HPLC or GC with automated sampling
online yes no, often bypass optical spectroscopy (e.g. UV-VIS in transmission)
inline yes yes pressure, temperature, conductivity measurements; NIR spectroscopy
In recent years, the operando approach [45,46] has been introduced for the combina-
tion of simultaneous online measurements of process performance and in situ structure
measurements on catalysts under working conditions.
34
4.2 Spectroscopic methods for process monitoring
4.2 Spectroscopic methods for process monitoring
With the increasing interest of early scientists in the structure of matter, the question
has been raised about how to gain insight into structures below the visible macroscopic
length scale. However, closing the gap between the early concepts of the atomic structure
of matter and the first experimental indications of this hypothesis took far more than
2000 years. Hence, it is not very surprising that the step from experimental insight
into static structures by appropriate measurement techniques towards the realisation of
a practicable time resolution for the monitoring of processes again lasted some more
decades and is by far not finished yet for the commonly available analytical methods.
For the application of analytical tools in process monitoring and control, the maxi-
mum output of information is not the only criterion for the choice of the most powerful
technique. Among the requirements that need to be fulfilled are the following:
• fast and easy connection with the analyser;
• sufficiently high sampling rate for fast feedback loops with the control system;
• robustness of the signal.
In chemical analytics, two fundamentally different classes of methods and technolo-
gies can be identified. One requires external sampling, i.e. the removal of an aliquot of
the studied system, a chemical preparation of the sample and an analysis that uses up
a certain amount of the sample (invasive methods). In contrast to that, non-invasive
methods are superior since the measurement itself is not affected by insufficient repro-
ducibility of the sampling process or a consecutive reaction of the sample mixture, and
negative interferences with the equilibrated physico-chemical system are avoided. Com-
mon analytical techniques that do not strongly interfere with the chemical system under
consideration are the measurements of physical sum parameters like pressure, tempera-
ture, pH or conductivity.
A special role in the pool of methods can be assigned to the optical methods, since the
interaction of light (including visible, ultraviolet and infrared, i.e. the wavelength range
between 150 nm and 25 µm) with samples can easily be realised in a non-invasive mode.
The traditional way for UV-VIS, NIR and MIR spectroscopy is based on transmission
measurements, where the sample is penetrated by the light beam. Beyond that, reflection
techniques like attenuated total reflectance have found wide application.
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4.3 Attenuated Total Reflectance
Measuring the optical properties of a sample substance is traditionally performed in
transmission mode, i.e. by inserting a sample into the light beam. However, this tech-
nique is limited when a considerable part of the intensity is lost due to scattering. This
applies to samples containing particles, like powders or suspensions, or to media with an
overall high specific absorption, such as polymer films or opaque solutions. In these spe-
cific situations reflection techniques bear a high potential since only a minor part of the
incident radiation energy is penetrating the sample. Very common among these meth-
ods are a) the diffuse reflection technique measuring the non-directed back-scattering of
an incident light beam (mainly applied to particle samples) and b) the attenuated total
reflectance (ATR) method.
4.3.1 Reflection at an optical interface
In the 1960s, Harrick reported systematic considerations on the reflection of light beams
at optical interfaces, i.e. between media with substantially different refractive indices n1
and n2.
[47,48] According to this, the percentage of electromagnetic power recovered in the
reflected beam (sometimes referred to as the reflectance) is determined by two angles,
namely the principle angle or Brewster’s angle θp, defined as
tan θp =
n2
n1
(4.1)
and the critical angle θc, defined as
sin θc =
n2
n1
. (4.2)
These definitions only apply for n2 ≤ n1, i.e. for the transition from the optically more
dense medium into the less dense one. If the angle of incidence θ > θc, the reflectance
reaches unity, i.e. the light beam is reflected completely. In optical applications the
dense medium is referred to as the internal reflection element (IRE). However, not the
full electromagnetical power of the incident light beam is recovered inside the reflected
light beam or the IRE, respectively. Instead, an evanescent wave penetrates the optically
rarer medium with an electrical field amplitude E(x) decreasing exponentially with the
distance x from the optical interface. The penetration depth dp is therefore defined as
the distance from the interface where the amplitude has decayed to 1/e of its original
value E0, so that
E(x) = E0e
−x/dp . (4.3)
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This leads to an overall attenuation of the reflected light beam which is not indepen-
dent of the wavelength of the light beam. Since the ni are not constant over the full
spectral range and specific absorption of the sample occurs in its characteristic regions,
the acquired spectral information is comparable with a transmission experiment. An
important feature of ATR is that the penetration depth dp into the sample is a function
of the wavelength λ1 in the IRE,
dp =
λ1
2pi
√
(sin 2θ − (n2
n1
)2)
, (4.4)
so that a distortion along the full spectral range needs to be considered when com-
paring the spectra with transmission data. In MIR spectroscopy working in the spectral
range of 4000 - 400 cm−1 (2.5 µm ≤ λ ≤ 25 µm), this corresponds to dp-values in the
range of ≈ 1− 10 µm (e.g. for water and diamond: n1 = 2.417 for diamond, n2 = 1.335
for water, θ = 45o). As a consequence, the transmission paths for light of different
wavelengths are not constant, so that high-energy signals such as C-H bond valence
modes appear with lower absorbance compared to transmission spectra. As a second
consequence, the interaction of the non-reflected component of the light beam with the
external sample is restricted to short pathlengths and meso-scale surface layers. The
interference of dispersed particles is limited to the cases where convective exchange with
the surface layers on the IRE is given. Problems arise whenever selective adsorption or
covering of the IRE occur. Applications of ATR measurements in systems with signifi-
cant differences between bulk and boundary layers have to be interpreted with caution
in order not to erroneously assign the observations from the IRE surface to the processes
in the bulk.
4.3.2 The internal reflection element
Universal applicability of ATR spectroscopy in chemical environments places advanced
requirements on the materials of the internal reflection element. Beyond the refractive
index being as high as possible (compare n1 in section 4.3.1) in order to reduce the critical
angle, a fabrication of the crystals in high optical quality is required. This applies for
the bulk as well as the surface quality, since both the dispersion upon entering the
internal reflection element and upon passing through it need to be minimised. Chemical
inertness of the IRE material and the construction materials for attaching the element to
the sensor device are crucial for its versatility. These demands have led to the preferential
application of germanium, silicon, diamond and zinc selenide IREs.
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• Diamond∗
spectral range: 4000 - 2200 cm−1, 1800 - 400 cm−1
refractive index: 2.4
chemical stability: (virtually) unlimited
• Silicon
spectral range: 4000 - 650 cm−1
refractive index: 3.4
chemical stability: excellent (passivated surfaces);
attacked by fluorine and hot bases
• Germanium
spectral range: 4000 - 440 cm−1
refractive index: 4.0
chemical stability: good; attacked by oxidising acids
• Zinc selenide ZnSe
spectral range: 4000 - 500 cm−1
refractive index: 2.4
chemical stability: attacked by acids and strong bases;
releases toxic H2Se
All materials are available in commercial systems, e.g. in the ReactIR system (Met-
tler Toledo, Gießen/Germany), HELIOS (BrukerOptics, Ettlingen/Germany) or Golden
Gate (Specac, London/UK).
4.4 Fibre optical ATR sensors
The idea of transferring a light beam from its remote light source to the measuring point
of interest is not a specific challenge for MIR spectroscopy only. The use of light con-
ductors for transport of optical signals has substituted copper-wire based electronic data
transfer in many fields of everyday life. Nevertheless, the establishment of optical fibres
for mid-infrared radiation bears a number of specific issues that need to be addressed.
The commercial availability of fibre-based ATR systems for MIR spectroscopy has been
achieved rather recently. Until then, optical systems with a rigid mirror arm for light
∗Between 2200 and 1800 cm−1, absorption occurs in the diamond. Depending on the optical path-
length inside the diamond element, this can be prohibitive to the application in this spectral range.
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conductance (such as the ReactIR system distributed by Mettler Toledo) dominated the
market for inline MIR spectroscopy.
4.4.1 Fibres for mid-infrared spectroscopy
Fibres for light conductance in the mid-infrared range bear the intrinsic problem that
the common chemical construction materials have absorption maxima in the spectral
range of interest. This holds especially for polymers, but also for the quartz glass fibres
used for near-infrared or visible light. So far, three categories of fibres have come to
broader application: glass fibres, crystalline materials (poly- and single-crystalline) and
hollow fibres. [49]
Glass fibres based on chalcogenide materials contain sulfides, selenides and tellurides
of main group metals or semi-metals. The chalcogenide and As or Sb content makes
them toxic and limits their applicability. Silver halide polycrystalline fibres fabricated
from AgBr/AgCl mixtures show some characteristics that make them interesting for
MIR spectroscopy in chemical monitoring:
transmission range: 3500 - 650 cm−1
maximum temperature: 685 K (melting point)
signal loss: 0.5 - 2.5 dB m−1
A problem for the applications arises from the fact that the silver mixed halide material
is sensitive to UV irradiation enforcing the photochemical reduction of silver cations, so
that Ag grains are formed which are reducing the transparency of the fibres. The same
phenomenon can be observed if the material is in conductive contact with non-inert
metals leading to an electrochemical reduction of silver cations. For high temperature
applications, special attention has to be paid to the relatively high thermal expansion
coefficient (30 · 10−6K−1) of the material compared to that of standard construction
materials, as for example stainless steel 17.3 · 10−6K−1 or silica fibres 0.55 · 10−6K−1.
4.4.2 The fibre optical probe developed by ifs-aachen
Starting in 1997, a fibre optical probe based on polycrystalline silver halide was developed
in a cooperation between the German universities of Dortmund and Aachen and the
General Physics Institute in Moscow/Russia for remote ATR-IR measurements [50] and
is now commercially available at infrared fiber sensors , Aachen/Germany.∗ The first
designs were based on blank fibre loops as internal reflection elements that were applied
∗www.ifs-aachen.de
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Figure 4.1: Fibre probe with diamond prism as internal reflection element and a 1 Euro-
coin (diameter 23 mm) for size relation.
in medical microfluidics. From 2002, sensors employing diamond internal reflection
elements attached to the tip end of metal tubing shafts were constructed (Figure 4.1)
and applied for the analysis of biofluids [51–53] and chemical reaction monitoring. [54–57]
The length of the fibre considerably influences the sensitivity and hence the perfor-
mance of the sensor. A comparison of three sensors with different fibre lengths between
0.8 and 2.5 m shows that especially the applicability of the sensor in the high energy
range (beyond 2000 cm−1) is restricted to sufficiently short fibre lengths (Figure 4.2).
The maximum length tolerated for short wavelength measurements is not only depend-
ing on the fibre length, but also on the type of spectrometer used. In cooperation with
the manufacturer, the design of the fibre probe and of suitable accessories was adapted
for chemical microfluidic applications required for this work (see Chapter 7.4.2).
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Figure 4.2: Single channel spectrum of ATR probes with different fibre lengths (left
scale) and a resulting baseline transmission spectrum (gray, right scale)
recorded with 32 scans of 4.0 cm−1 resolution, spectrometer: Bruker Vector
22.
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Overcoming the obstacles related to the choice of an appropriate technique for data
acquisition in a physico-chemical system is only the initial step for gaining information
on its properties. For this purpose, a mechanism is required that translates the data
into useful information, i.e. providing the means for an interpretation.
In chemical analysis, be it chromatography, spectroscopy or other techniques, a cali-
bration procedure is employed for creating the desired translation model. From history
of analytical chemistry, a self-contained research area has developed summarising all
these activities under the label of chemometrics. A comprehensive discussion of the
broad field of chemometrics is by no means in the focus of this thesis, however, some
basic principles will be briefly presented here. For more detailed information the reader
is referred to the dedicated textbook by Otto [58] and to the primary literature cited
therein. Due to spectroscopy being the main technique applied in this project, consider-
ations are based on the evaluation of spectral data sets. The presented procedures can
easily be adopted for data sets with identical structure from other techniques as well.
5.1 Situation
Usually, a data set from spectroscopic measurements will consist of n spectra, each of
which is representing an array of m values for the independent variables, e.g. values
Anm for the absorbance at the m wavelengths or wavenumbers in the spectral region of
interest. This counts up to a data matrix A of the following form (Equation 5.1):
A =

A11 A12 · · · A1m
A21 A22 · · · A2m
...
...
. . .
...
An1 An2 · · · Anm
 (5.1)
The construction of a mathematical operator that transforms A into a matrix Y
containing the information, e.g. on concentration of the p components in any of the
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n samples∗, is the crucial step in a calibration procedure. Depending on the shape of
this operator and the way it is calculated, one may distinguish between
• strictly univariate methods (section 5.2),
• multivariate methods (section 5.3) and
• hard modelling methods with a physically motivated model input (section 5.4).
All approaches require calibration data, where representative spectra of the system un-
der investigation are linked with information about their composition. Design strategies
towards optimum calibration data sets are not addressed here. It is noteworthy that for
a validation of the calibration model (i.e. a comparison between the known “true” and
the predicted value) external data sets are required that are not incorporated in the data
matrix for calibration. One option is to measure a set of additional samples (“test-set
validation”), which depending on the availability of sample material can be disadvanta-
geous. Hence, the favourable way is to perform the so-called “cross-validation”, where a
model is calibrated from all samples but one (“leave-out-one” case), which is then used
for the validation. Successively, each of the samples is left out once and used to validate
the model calibrated from the remaining samples. The square sum of prediction errors
from the cross-validation can then be used as a criterion for the model performance and
quality.†
5.2 Univariate methods
Univariate evaluation methods are characterised by the fact that a single column (vector)
ai = (A1i, A2i, . . . , Ani)
T from the data matrix A is considered. This vector contains
the absorption values‡ at a wavelength characteristic for component i, and is used for
the calculation of the vector yi containing the information on its concentration in the
n samples:
yi = ai · li (5.2)
∗Considered as the “concentration matrix” throughout the chapter since spectroscopic data is in
the focus of this work.
†The root mean square error of cross-validation (RMSECV) is a common measure for the model
quality.
‡The use of peak areas is equivalent to the use of absorption values.
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In this simple case, li is a single scalar calibration constant that is available via linear
regression using calibration data. If more compounds are of interest, other characteristic
data vectors aj 6= ai are assigned to each of them.
In spectroscopy, these considerations are summarised in the Beer-Lambert law, where
a linear correlation between the concentration c of an absorbing compound and the
absorbance A of the sample at a specific wavelength is stated (Equation 5.3):
A = lg
I0
I(d)
= ε · c · d (5.3)
with I0 as the intensity of the incident light and I(d) as the intensity after an op-
tical pathlength of d. ε is the substance-specific and wavelength-dependent extinction
coefficient. A linear regression of A over c at a constant optical pathlength (which is
easily achieved in transmission measurements) gives the calibration output required for
the prediction of concentrations in unknown samples. This corresponds to the li values
in Equation 5.2.
However, the use of these univariate methods is limited due to several reasons:
1. Noise in the recorded data is directly turned into wrong concentration output.
2. There is no feedback about the compatibility of the model with the measured
system.
3. Frequently, the availability of independent spectral regions for sufficiently sup-
pressed interactions is not given in multi-component mixtures. Overlapping signals
must follow linear additivity of the individual contributions.
4. Strictly speaking, the Beer-Lambert law is only valid for diluted systems. Changes
of the extinction coefficient at elevated concentrations are not included.
For these reasons, the need for evaluation methods using more than one dimension of
the data matrix has been realised early.
5.3 Multivariate methods
Multivariate methods include more than just the information from one single dimension
in the original data matrix A, but use the information of the whole data available. In
this sense, a compression of the information and a reduction of the redundant informa-
tion including measurement noise is advisable. The common idea of the multivariate
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methods is the reduction of the dimensionality of the data matrix by a substitution of
the original variables (wavenumbers) with so-called latent variables, which then act as
pure component spectra. Similarly, the concentration matrix Y is decomposed, so that
the solution of Equations 5.4 is the fundamental step in multivariate analysis:
A = TB + EA and Y = UV + EY. (5.4)
Two of the most widely used methods are the Principal Component Analysis or Re-
gression (PCA/PCR) and the Partial Least Squares (PLS) methods briefly introduced
in the following sections. PLS has found widespread application in software packages
of common spectrometer manufacturers. It was developed and presented by the groups
of Kowalski and Wold in the 1980s and has been discussed in comparison with other
multivariate methods by Haaland and Thomas. [59–64]
5.3.1 Data basis and model parameters
In the original references, [60–62] the authors stress out the importance of mean-centering
and variance-scaling of the data. This procedure leads to normalised, dimensionless
matrix elements, which allows for the crucial step in PLS, the interchange between the
data and concentration scores th and uh. Table 5.1 gives an overview over the relevant
quantities in PLS.
5.3.2 Principal Component Analysis and Regression
In PCA, the data matrix A, i.e. the calibration spectra, is decomposed into its eigen-
vectors being the rows of the loadings matrix B. These act as the new variables and
successively follow the direction of the largest variance in the multidimensional data
set. By this substitution of the former variables (e.g. wavenumbers), the dimension-
ality can be significantly reduced. The number of principal components is limited to
the stage where the residual variance not captured by the model is considered to be
acceptably low, i.e. in the range of the measurement noise. With the loadings matrix at
hand, the calibration spectra are transformed into scores th representing the compressed
information in the spectral data:
th =
AbTh
bThbh
(5.5)
In the regression step succeeding the actual principal component analysis, Equation 5.4
is solved in a multiple linear regression step yielding the regression matrix V from the vTh :
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Table 5.1: Relevant quantities in PLS.
dimension description remarks
A n×m data matrix spectra
Y n× k concentration matrix k concentration profiles y1...k in columns
T, n× l matrices of scores for all scores profiles th,uh for the data
U n× l data and concentrations and concentration matrices in columns
B, l ×m matrices of loadings for all latent variables bh,vh for the data
V l ×m data and concentrations and concentration matrices in columns
wh 1×m weight vectors auxiliary latent variable
for initiation of each iteration
ph scalar regression factor interlinking th and uh
n number of spectra
m number of data points
k number of pure components
l number of latent variable
h index of current iteration, h = 1, . . . , l
vTh =
tThA
tTh th
(5.6)
Eigenvectors with low eigenvalues, i.e. small contributions to the variance of the data
set, can be excluded from the loadings matrix in order to avoid overfitting of the data
set.
5.3.3 Partial Least Squares
In contrast to PCA/PCR, where a correlation of the spectral data with the (known)
concentrations from the calibration samples is not effected before the final step in the
calibration procedure, the PLS algorithm integrates the available concentration infor-
mation from the very first steps of the iterative procedure. A graphical comparison
illustrates the differences between the PLS and PCA procedures (Figure 5.1).
1. For the estimation of the hth latent variable in A, an arbitrary vector yh from the
concentration matrix Y serves as a concentration profile for the first weight wh.
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Figure 5.1: Schematic comparison between the calibration procedures for the Partial
Least Squares (PLS) method (above) and Principal Component Analy-
sis/Regression (PCA/PCR, below). Grey: Data input, black: model out-
put, white: intermediate result. Numbers refer to the PLS description in
the text. Residuals from step 5 are new input for step 1 in the subsequent
iteration.
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Each wh is a least-squares estimate of the corresponding latent variable spectrum
extracted from the absorbance matrix A:
wTh =
yThA
yThyh
(5.7)
2. With the resulting weight, a scores vector th is calculated in analogy to a predicted
contribution of the latent variable spectrum wh to the absorbance data:
th =
AwTh
wThwh
(5.8)
3. The obtained data scores th are used for the calculation of data loadings bh, but
also transferred to the calculation of the concentration loadings vh, replacing
the uh with th:
bTh =
tThA
tTh th
(5.9)
vTh =
tThY
tTh th
. (5.10)
This interchange of the respective scores th and uh (compare Equation 5.4) closely
correlates the information from data and concentration matrices in each iteration
of the algorithm. The relation can for example be expressed in a linear shape and
subjected to a linear regression:
th = phuh. (5.11)
4. Finally, the residual absorbance and concentration matrices EAh and EYh are
calculated:
EA,h = EA,h−1 − thbh (5.12)
EY ,h = EY ,h−1 − uhvh, (5.13)
where EA,0 = A and EY ,0 = Y. The residual matrices EA,h and EY ,h are used as
input for the next iteration step of the PLS calibration.
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Each iteration of the PLS procedure adds a new loadings vector, i.e. an underlying
latent variable, to the loadings matrix and hence to the set of spectral components. It
is however reasonable to limit the number of factors - the rank of the model - to avoid
an overfitting of the data by noise-only factors. Often the RMSECV (in case of a cross-
validated model) or the RMSEP (in case of external validation samples) are calculated
and plotted for various numbers of factors. The number of factors corresponding to
the minimum RMSECV is then chosen as the optimum. The corresponding number of
factors is then employed for the calibration model. However, experience shows that this
minimised RMSECV or RMSEP (on which the choice of rank is based) is hardly reached
for unknown external samples.
As stated in the preceding explanations, the basic difference is based in the degree that
the (known) concentration information from the calibration data set is employed in the
calculation of factors (latent variables). Whereas in PCA the concentration is employed
exclusively in the calculation of the regression matrix V, concentration profiles serve
as the initial information for the total calibration procedure in PLS. Interconnection
between absorbance and concentration data is basically effectuated on every stage of the
procedure.
5.4 Hard modelling approaches
In contrast to the data-based methods discussed in the preceding sections (soft mod-
elling), hard modelling approaches do not neglect the structural information behind a
given data set from physical measurements. Spectra from spectroscopic measurements
are not treated as vectors with basically independent entries (i.e. absorbance values for
given wavenumbers), instead they are described according to the physical fundamentals
behind the spectroscopic method.
Hard modelling of generally multi-signal infrared spectra is therefore based on their
deconvolution into combinations of overlapping band-shaped functions. The assignment
of these signals to the constituent pure components is essential for subsequent predic-
tions of concentrations. In the past, this has been a rather laborious procedure, since
fundamental decisions in the modelling process needed to be taken interactively by the
model builder:
• What is the number of relevant peaks?
• How can the shape of the peaks be expressed adequately?
• By what strategy are the peak parameters adjusted in order to fit peak models to
the measured data?
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• Can the spectral model fit of the available data be correlated with known spectral
information, e.g. pure component spectra?
• How is the quality of the model assessed, and is it sufficient?
Activities related to the automation of spectral hard modelling have culminated in a
recent publication and software release by Kriesten et al. [65]. Some general features of
the presented method are briefly summarised in the following sections.
5.4.1 Indirect Hard Modelling: Concept
The Indirect Hard Modelling (IHM) approach is a way to overcome some of the limi-
tations of the available chemometric tools. For example, classical least squares (CLS)
techniques are not capable of accounting for signal changes in mixture spectra, since all
peak parameters (position, shape etc.) are perfectly determined by the underlying pure
component spectra. On the other hand, in PCA and PLS data are not evaluated on
the basis of physical information, and hence these methods are prone to generate latent
component structures (factors) that are far from being physically significant. Beyond
that, data-driven methods are reliable in the space of the calibration samples only, so
extrapolability into regimes experimentally not accessible (e.g. reactive systems) is not
assured.
A specific feature of IHM is that the underlying pure component models are composed
by parameterised peak functions rather than being fixed spectral models. Mixture spec-
tra are subsequently fitted with these individual peak functions, hence, the pure com-
ponent models are introduced into the modelling procedure only indirectly. Thus, the
method combines
• physical significance of the spectral model;
• increased model flexibility thanks to the parameterisation of the peak functions;
• extrapolability in non-calibrated concentration regimes thanks to the parameteri-
sation.
The obtained spectral model is subsequently used to predict the composition of the
corresponding unknown mixture. Hence, the model parameters and the composition
need to be correlated within a calibration step. In IHM, this step can be reduced
to a linear regression, since all nonlinear effects are captured during the peak fitting
procedure.
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5.4.2 Indirect Hard Modelling: Procedure
The full IHM procedure for concentration prediction in mixtures involves the following
steps:
1. modelling the pure component spectra by (nonlinear) peak fitting;
2. fitting the pure component models to spectra of mixtures with known composition,
yielding spectral contributions (“spectral weights”) of the involved components;
3. correlating the spectral weights in the mixture spectra and the (known) composi-
tion of these samples by a linear calibration model;
4. fitting the pure component models to unknown mixture spectra;
5. predicting the composition of the unknown mixture with the calibration model.
Pure component models
The peak shape of signals in vibrational spectroscopy is related to two basic mecha-
nisms: Doppler’s effect, causing a signal broadening expressed as a Gaussian function
G(ν, ω, γ), and the signal broadening caused by intermolecular interaction, described by
a Lorentzian function L(ν, ω, γ):
G(ν, ω, γ) = exp
[
−4 ln 2(ν − ω)
2
γ2
]
L(ν, ω, γ) =
γ2
(ν − ω)2 + γ2 ,
(5.14)
with ν as the wavenumber, ω as the peak position and γ as the half width at half max-
imum. In order to account for both Doppler’s effect and the interactions, the Gaussian
and Lorentzian function are combined into a Voigt function V (ν, α, β, ω, γ), incorporat-
ing a weighing factor β to account for the relative contributions of G and L:
V (ν, α, β, ω, γ) = α [βG(ν, ω, γ) + (1− β)L(ν, ω, γ)] , (5.15)
with α as the peak amplitude. The full spectral model SPk of the pure component k
is then constructed by summing up the Voigt functions of all n peaks in the spectrum:
SP(ν, θs, αi...n, βi...n, ωi...n, γi...n) =
n∑
i=1
Vi((ν − θs), αi, βi, ωi, γi). (5.16)
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The modelling of a pure component spectrum with 20 peaks (i.e. n = 20) conse-
quently requires the fit of 80 parameters. θs is introduced as an additional parameter
for a compensation of spectral shifts along the wavenumber axis, which is of particular
importance in mixture spectra fitted with several spectral models at a time.
Building the spectral model for mixtures
If the constituent components of a mixture are known and the pure component spectra
available, a weighted sum of these models SPk plus a baseline model B are fitted to the
mixture spectra yielding the mixture model SM:
SM = B +
K∑
k=1
wkS
P
k . (5.17)
The spectral modelling can now be reduced to a linear fit of the baseline model param-
eters and the weight factors wk. However, this approach, representing a Classical Least
Squares (CLS) fit with baseline correction, cannot account for effects like single peak
shifts or peak deformation (corresponding to changes in βi, ωi and γi). Therefore, more
sophisticated approaches require fitting of the peak-specific parameters as well. Consid-
ering the fact that already for a ternary mixture with 20 peaks each (K = 3, nk = 20)
the number of parameters to be fitted reaches 248 (81 parameters per spectrum, three
weight factors, at least two baseline parameters - slope and bias in the linear case), a
reasonable handling of these parameters is required. Details about the assessment of
the most relevant parameters for the optimisation of the model are beyond the target of
this work and are available in the original publications. [65–67]
Calibration
The obtained spectral weights wk from the modelling step are correlated with the mole
fractions xk of the components in the known calibration samples. The binary calibration
coefficients Kij are calculated for all binary combinations of pure components i,j from
the corresponding weight and mole fraction ratios via a least-squares fit of the linear
calibration model:
wi
wj
= Kij
xi
xj
. (5.18)
Even though only a single mixture spectrum containing all components is required, an
elevated number of mixture spectra would allow for increased accuracy of the calibration
factors Kij.
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Prediction of unknown mixtures
For the prediction of unknown mixture spectra, a spectral model based on the pure com-
pound spectra is required, according to the procedure described above for the building
of mixture models. The resulting weights can then be transferred into mole fractions
applying Equation 5.18.
5.4.3 Identification of unknown pure compound spectra
Occasionally, when monitoring a chemical reaction with spectroscopic methods, one or
more spectra of the involved pure components are not accessible, e.g. due to chemical
instability. If, however, quantitative information about the composition of the mixture is
required, ways to extract the information related to the ”unknown” component need to
be found. Traditional approaches like Self-Modelling Curve Resolution (SMCR) that are
based upon a decomposition of the data matrix into concentration profiles and the pure
component spectra [68] usually require a priori information on unique spectral features,
i.e. a specific spectral region for each compound, or initial guesses on either concentra-
tion profiles or the pure component spectra. Additionally, the data set for SMCR can
be constrained by non-negativity or unimodality, a feature that is hard to control for
mixtures of unknown composition.
In co-operation with E. Kriesten et al. at the AVT-Process Systems Engineering,
RWTH Aachen University, the development of two new methods for the identification
of pure component spectra from mixture spectra was supported. [69] Infrared spectra of
non-reactive ternary mixtures (n-heptane, ethylacetate, chloroform) were measured and
used as a test data set for development and validation of the methods. Both methods,
Complemental Hard Modelling (CHM) and Hard Modelling Factor Analysis (HMFA)
are based on spectral models obtained by applying IHM to mixture spectra according
to the automated procedure described in section 5.4.2.
Complemental Hard Modelling
Complemental Hard Modelling (CHM) is a useful method if only one of the pure com-
ponent spectra is unknown. Hence, after performing IHM with a mixture spectrum
containing all components, all peaks not assigned to one of the known pure compo-
nent spectra are constituent peaks for the unknown pure spectrum. The full procedure
includes:
1. Creating a partial spectral model of the mixture spectrum by application of IHM
with the known pure component models; peak parameters are fixed.
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2. Addition of complemental peaks in the spectral regions with the highest fitting
error.
3. Full fit of the mixture spectrum with partial model and complemental peaks.
4. Assembly of the complemental peaks for the new pure component hard model.
Since this method is limited to situations where all but one pure component spectra
are known, Hard Modelling Factor Analysis (HMFA) was developed for an extraction of
all pure component spectra from mixture spectra.
Hard Modelling Factor Analysis
With HMFA, the extraction of quantitative information from a spectral data matrix is a
twofold challenge: the pure component spectra (including their number) and the corre-
sponding concentration profiles are unknown - a situation comparable to Self-Modelling
Curve Resolution (SMCR). However, the factorisation in HMFA is not based on statis-
tical analysis of the data matrix, but rather on the physically motivated spectral hard
model obtained by IHM.
The HMFA procedure consists of six fundamental steps: [69]
1. Spectral hard modelling (IHM) of a representative spectrum for the mixture.
2. Fit of the hard model to the data set. This yields a spectral weight matrix for the
peak functions which is then analysed for collinearities between the weight profiles.
Peaks belonging to the same pure component show strong linear correlations.
3. Choice of one distinctive (large and characteristic) peak for each component. Its
corresponding peak weight profile is used as the weight profile for the corresponding
component.
4. Assignment of other unique peaks (whose weight profiles are closely correlated to
the distinctive peak weight profiles) to the pure components.
5. Analysis of shared peaks and assignment of partial peaks to the respective pure
components.
6. Assignment of all peaks to the pure components and construction of the underlying
pure component models.
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Performing HMFA for different numbers of components allows for an estimation of
the underlying component number K. For this purpose, the root mean squared error
(RMSEK) of the spectral model fit is calculated for each K, and the maximum ratio
of successive RMSEK considered as the indicator for the correct component number.
This procedure is comparable to the estimation of underlying latent variables in PLS
(section 5.3.3).
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experiments
Isothermal reaction calorimetry is one of the most powerful and precise ways towards
process insight, since the heat flow signal serves for thermodynamic as well as kinetic
interpretation (see section 3.2). Kinetic information about the reaction rate(s) rj(t) can
be made accessible via the heat flow profile q˙flow(t), as long as all enthalpy contributions
beyond the reaction enthalpy can be neglected. The combination with an analytical
technique that delivers the concentration profiles gives simultaneous access to of different
types of kinetic information:
• integral information: The measured spectral intensity I(t) is in direct proportion
to the concentration ci(t) of the observed compounds: I(t) ∝ ci(t).
• differential information: The caloric signal q˙flow(t) is in direct proportion to the
time derivative of the concentration ci(t) of the observed compounds: q˙flow(t) ∝ dcidt .
From Equation 3.11 it is obvious that a combination of concentration measurements
(rendering the mole fractions xi) with the heat flow profiles from reaction calorimetry is
highly promising.
6.1 Initial situation
At the beginning of the studies on the synthesis of [EMIM]EtSO4 (Figure 6.1), the
available data for thermodynamics and kinetics was unsatisfactory, although the process
had already been studied in lab-scale continuous tubular reactors in the group of Jess
at Bayreuth University. [23]
It was therefore advisable to carry out reaction calorimetric experiments before trans-
ferring the reaction to new process environments. Based on the available estimated
values for the molar reaction enthalpy of ∆rh
o = −100 kJ mol−1 [23] corresponding to a
heat release of 500 kJ L−1 in the solvent-free system, a semi-batch strategy similar to
the one described by Blackmond [70] was chosen. The excess reactant is charged into the
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Figure 6.1: Synthesis of [EMIM]EtSO4 from N -methylimidazole and diethylsulfate.
reactor and thermally equilibrated, and small aliquots of the second substrate are then
injected, typically 5 - 10 mol-% based on the charged substrate. Hence, between 10 and
20 consecutive injections are required for full conversion of the charged material. Fol-
lowing this procedure, pseudo-zero order regimes for the excess substrate are accessible
during the first injections, at low conversion levels of the excess substrate. [70]
Initially, the alkylation of N -methylimidazole (MIM) with diethylsulfate (DES) was
performed in semi-batch mode. The protocol was modified in order to identify possible
influences of the molecular structures on the kinetic behaviour of the system. The
following hypotheses have been considered in further reaction calorimetric experiments
in order to counter-check the 2nd order kinetic model presented in the cited literature:
1. Intermediate formation of an emulsion and delayed dissolution of the formed Ionic
Liquid in the reaction mixture.
2. Influence of the second nitrogen atom on 3-position and the induced C-H-acidity
in C2-position of the imidazole ring.
3. Influence of the second alkyl substituent of diethylsulfate, i.e. consecutive alkyl
transfer of the ethylsulfate anion.
4. Influence of an inert solvent.
An overview of the experiments is given in Table 6.1.
The emerging challenges for the evaluation of the extensive data sets and the state of
the evaluation is discussed in the following sections.
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Table 6.1: Reaction calorimetric experiments in the context of the synthesis of
[EMIM]EtSO4.
product nucleophile electrophile charged mode T [K] instrument
[EMIM]EtSO4 MIM DES DES semi-batch 308 RC 1
[EMIM]EtSO4 MIM DES MIM semi-batch 308 RC 1
[EMIM]EtSO4 MIM DES DES semi-batch 308 RC 1
in CHCl3
[EMIM]EtSO4 MIM DES MIM semi-batch 308 RC 1
in CHCl3
[EMIM]Br MIM EtBr MIM semi-batch 318 - 353 RC 1
[EMIM]Br MIM EtBr EtBr semi-batch 333 RC 1
[EMPy]EtSO4 a 3-MePyb DES 3-MePy semi-batch 308 RC 1
[EMIM]EtSO4 MIM DES MIM fed-batch 308 CPA 202
[EMIM]EtSO4 MIM DES DES fed-batch 308 CPA 202
[EMIM]EtSO4 MIM DES MIM fed-batch 308 LabKit rcb
a N -ethyl-3-methylpyridinium ethylsulfate. b 3-methylpyridine.
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6.2 Evaluation of the heat flow profiles
In section 3.1, the energy balance of a chemical reactor for semi-batch or fed-batch
operation with a single pure component feed has been developed, including the effects
evoked by non-ideal behaviour of the system (see Equation 3.11). In order to compare
two specific cases, 1. the total conversion of the charged substrate and 2. the individual
reaction pulses from semi-batch experiments, the measured heat flow profiles from the
experiments are integrated over time:
−
∫
q˙flowdτ =
∫
Fdh
exc
d dτ +
∫
r0V
∑
i
νih
exc
i dτ +
∫
r0V
∑
i
νih
o
i dτ. (6.1)
In this equation, r0V dτ can be substituted by n0dξ, since
X =
n0 − nS(t)
n0
= 1− nS(t)
n0
(6.2)
and
dX =− dnS
n0
=
r0V
n0
dt (6.3)
. (6.4)
Thus, conversion is related to the initial amount of the charged substrate nS(0) = n0,
and the integrals in Equation 6.1 in a time interval [t1; t2] are transformed into
−
t2∫
t1
q˙flowdτ =
t2∫
t1
Fdh
exc
d dτ +
t2∫
t1
r0V
∑
i
νih
exc
i dτ +
t2∫
t1
r0V
∑
i
νih
o
i dτ
=
t2∫
t1
Fdh
exc
d dτ︸ ︷︷ ︸
excess,dosing
+
X(t2)∫
X(t1)
n0
∑
i
νih
exc
i dξ
︸ ︷︷ ︸
excess,reaction
+
X(t2)∫
X(t1)
n0
∑
i
νih
o
i dξ
︸ ︷︷ ︸
reaction,ideal
.
(6.5)
In this equation, the pure component enthalpies as well as their corresponding excess
enthalpies are unknown, which consequently holds also true for the reaction enthalpy hoi .
Moreover, the excess enthalpies must be expressed as functions of the mixture composi-
tion. Separate access to the individual correlations for the dosing and the reaction in a
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calorimetric experiment is limited to situations where the dosing process does not yield
reactive mixtures, e.g. for catalysed reactions in the absence of the catalyst or below a
threshold temperature in non-catalysed reactions. Two ways of applying the correlation
to the experimentally obtained heat flow profiles are discussed here.
1. Integration along the full experiment time (t1 = 0, t2 = tend)
The experiments have been performed in a way that, independent from the dos-
ing procedure, the full amount of starting material n0 is converted. With the
levels of conversion before and after the experiment, X(0) = 0 and X(tend) = 1,
Equation 6.5 changes to
−
tend∫
0
q˙flowdτ =
tend∫
0
Fdh
exc
d dτ + n0
1∫
0
∑
i
νih
exc
i dξ + n0
1∫
0
∑
i
νih
o
i dξ
=
tend∫
0
Fdh
exc
d dτ + n0
1∫
0
∑
i
νih
exc
i dξ + n0∆rh
o.
(6.6)
Without specific knowledge of the two excess contributions in Equation 6.6 and
their correlation with the mixture composition, the following assumption is made:
0 =
tend∫
0
Fdh
exc
d dτ + n0
1∫
0
∑
i
νih
exc
i dξ, (6.7)
i.e. , similar to an ideal reaction system the net contribution of the excess enthalpies
to the overall heat release from the system is assumed to be zero for full conversion.
Although both contributions are depending on the trajectory of the respective
experiment in the composition space, this simplified treatment does not consider
the differences between differing dosing strategies. Consequently, the enthalpy
change of the system is expressed with the pure component enthalpies only, where
the pure substrates are converted into the pure product:
−
tend∫
0
q˙flowdτ = n0
∑
i
νih
o
i = n0∆rh
o (6.8)
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Here, the calculation of the molar reaction enthalpy ∆rh
o is effectuated from the
pure component enthalpies hoi , and comparison with available reaction enthalpies
from literature is possible.
2. Integration along individual reaction pulses in semi-batch experiments
(t1 = tk, t2 = tk+1)
In analogy to the full conversion experiment, the semi-batch experiment with k suf-
ficiently separated injections allows for the application of some boundary condi-
tions. Since the injected quantity of substrate per injection ∆nk is completely
converted in the reaction before the following injection, the feed increment and
the conversion increment in the time interval [tk; tk+1] are identical:
tk+1∫
tk
Fddτ = n0
Xk+1∫
Xk
dξ = ∆nk. (6.9)
∆nk is determined gravimetrically before each injection, so that Xk is accessible
as well. Hence, Equation 6.5 for injection k reads
−
tk+1∫
tk
q˙flowdτ =
tk+1∫
tk
Fdh
exc
d dτ + n0
Xk+1∫
Xk
∑
i
νih
exc
i dξ + n0
Xk+1∫
Xk
∑
i
νih
o
i dξ. (6.10)
If the conversion increments and the changes in mixture composition during injec-
tion k are sufficiently small, the (unknown) excess quantities can in good estimation
be approximated by injection-specific average values (subscript k):
−
tk+1∫
tk
q˙flowdτ = h
exc
d,k
tk+1∫
tk
Fddτ + n0
∑
i
νih
exc
i,k
Xk+1∫
Xk
dξ + n0∆rh
o
Xk+1∫
Xk
dξ
= hexcd,k∆nk +
∑
i
νih
exc
i,k ∆nk + ∆rh
o∆nk .
(6.11)
Division by ∆nk gives the molar heat release for each injection, consisting of the
formerly calculated reaction enthalpy under the assumption of ideality and the two
excess contributions from dosing and reaction:
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− 1
∆nk
tk+1∫
tk
q˙flowdτ = h
exc
d,k +
∑
i
νih
exc
i,k + ∆rh
o . (6.12)
6.2.1 Reference semi-batch experiments
Reaction calorimetric semi-batch experiments were carried out by discrete injections of
thermally equilibrated reactant into the reaction mixture.∗ The reactions were performed
by either dosing the alkylating agent or the nucleophile.
The respective maximum heat flow from substrate injections and induced reaction
pulses is recorded with an average delay of 60-80 seconds after the injection. Upon
depletion of the injected substrate, reaction heat flow approaches the zero baseline. In
order to appropriately separate the individual injections, consecutive injections were not
carried out before the reactor had reached the starting conditions. As a threshold crite-
rion, a temperature change below dT/dt ≤ 10−5 K/s for jacket and reactor temperature
was applied. This behaviour gives rise to the pronounced tailing of the heat flow spikes
(Figure 6.2). Thanks to the fact that the heat flows decay between the injections, all
injections can be treated as separate experiments according to the procedure described
above.
Between the dosages, small shifts in the baselines were observed. In heat flow calorime-
ters, these shifts are usually assigned to imperfect compensation of the changes in the
heat transfer coefficient kwA. For this reason, a linear baseline correction for each indi-
vidual dosage was effectuated (Figure 6.3). The maximum manipulation of the baseline
was 4 W, so that the maximum error related to the assignment of this baseline is esti-
mated to be 0.5 W, hence below 0.5 % (i.e. 0.4 - 0.7 kJ/mol) for the integration of a
typical injection.
Calculation of the mean molar reaction enthalpies ∆rho
The mean molar reaction enthalpies are calculated according to Equation 6.8 from the
integration of the full heat full profile of an experiment with full conversion, with the
assumptions discussed above.
∗Thermal equilibration reduces the impact of the heat flow q˙dos induced by dosing: q˙dos is minimised
if Tdos ' Tr, see Equation 3.13.
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Figure 6.2: Heat flow profile and normalised integrated heat flow from N -methylimid-
azole injections into diethylsulfate. Conditions: 308 K, 0.6 MPa, 3.397 mol
diethylsulfate charged.
Evaluation of the individual injections
The heat flow profiles from the individual injections are integrated along the total in-
jection interval [tk; tk+1] and divided by the feed increment ∆ni,k. With the ∆rh
o values
known from the full-conversion experiment, the sum of the mixing and excess contribu-
tions to the total integrated heat flow can be determined. However, as Equations ??
and 6.12 show, knowledge of the mole fraction profiles is a prerequisite for the access
to the excess quantity profiles hexci (t) or h
exc
i,k . With regard to the challenges in the
detection of the concentration profiles, the evaluation has initially been limited to the
determination of the cumulative excess and mixing terms. The values for
Qm,k ≡ − 1
∆nk
tk+1∫
tk
q˙flowdτ (6.13)
are assigned to the degree of conversion of the charged substrate Xk′ for injection k’.
Xk′ is determined from the cumulated amount of material injections ∆nk up to the k
′th
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Figure 6.3: Linear offset correction of the heat flow signal from a semi-batch injection
(left, detail). Resulting heat flow profile for a full experiment with 13 in-
jections (right). Negative heat flow pulses e.g. at t = 11450, 15150, 18040
and 22280 s are attributed to pressure release before the injection.
injection:∗
Xk′ =
1
n0
∑
k≤k′
∆nk. (6.14)
Following identical dosing strategies, the two complementary experiments were per-
formed, namely diethylsulfate injections into N -methylimidazole and N -methylimidazole
injections into diethylsulfate. Due to the different molar volumes of the two substrates†
the amounts of charged substrate required for minimum filling of the reactor (400 mL)
are deviating (4.848 mol N -methylimidazole compared to 3.397 mol diethylsulfate). As
a consequence, this holds true for the required number of injections for full conversion
as well.
The shape of the heat flow profiles differ substantially (compare Figures 6.2 and 6.4),
since the injections of diethylsulfate into N -methylimidazole (Figure 6.4) induce sig-
nificant endothermal contributions. This indicates a strongly asymmetric behaviour of
the excess and mixing enthalpies between the two substrates, since the two experiments
∗Determined gravimetrically for each injection k, Table B.2.
†N -Methylimidazole: Vm = 0.07972 L mol−1, diethylsulfate: Vm = 0.1318 L mol−1.
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Figure 6.4: Heat flow profile and normalised integrated heat flow from diethylsulfate
injections into N -methylimidazole. Conditions: 308 K, 0.6 MPa, 4.848 mol
N -methylimidazole charged.
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compare N -methylimidazole-rich reaction mixtures to diethylsulfate-rich mixtures. The
discussion of the observed heat flow profiles and conclusions for kinetics are included in
section 6.3.
6.2.2 Variations in semi-batch experiments
In order to supplement the results for the solvent-free reaction, the semi-batch protocol
for reaction calorimetric experiments was transferred to a diluted system. Since chloro-
form (in its deuterated form, i.e. d -chloroform/CDCl3) is routinely used as a solvent for
NMR analysis for the [EMIM]EtSO4 reaction, it was equally employed for the dilution
of the synthesis reaction. A 50 weight-% dilution was chosen and maintained along
the experiment, so that each injection of substrate was preceded by an injection of the
corresponding mass of chloroform.
Variations of the alkylating agent and the nucleophile were considered for validation of
the observed excess contributions. The corresponding reaction calorimetric experiments
followed the same protocol. In order to gain insight into the potential influence of
the second ring nitrogen atom or the C-H acidity of the N-CH-N group in N -methyl-
imidazole, its pyridine analogue 3-methylpyridine was employed for the alkylation with
diethylsulfate. The obtained profile of Qm,k over amine conversion is given in Figure 6.11.
[EMIM]Br (1-ethyl-3-methylimidazolium bromide) is a representative for Ionic Liquids
with elevated melting points and going through a two-phase regime when synthesised in
a solvent-free reaction at ambient pressure and temperatures below the boiling point of
bromoethane (311 K). Since it is of major interest for less halide-sensitive applications,
it was chosen as a reference for the [EMIM]EtSO4 reaction. By this means, the influence
of the diethylsulfate substrate as well as of the ethylsulfate anion on thermodynamic ob-
servations was to be approached. Performing the batch alkylation of N -methylimidazole
with bromoethane bears additional challenges since the boiling point of bromoethane
at ambient pressure is below the melting point of the alkylation product [EMIM]Br
(352-355 K [71]). Initial injections have therefore been performed at 318 K under an
increased Argon pressure of ≈ 1.1 MPa. The corresponding heat flow profile is given
in Figure 6.5. With the experiences from the N -methylimidazole injections into bromo-
ethane (reported in Appendix B.2), reaction temperature for the inverse experiment was
increased to 333 K for all injections.
In order to estimate the influence of the dissolution process of the product, thermally
equilibrated quantities of [EMIM]EtSO4 were injected into semi-converted mixtures of
excess substrate and [EMIM]EtSO4. Therefore, the semi-batch experiments described
above were repeated, and the series of substrate injections were interrupted by product
injections (Figure 6.6). From the heat flow signal it is obvious that the contribution
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Figure 6.5: Heat flow profile and integrated heat flow from bromoethane injections into
N -methylimidazole. Maximum heat flows for injections beyond 79900 s
have been cut for clarity reasons. Conditions: 318 K, 353 K from
t = 79900 s; 0.6 MPa, 4.984 mol N -methylimidazole charged.
68
6.2 Evaluation of the heat flow profiles
Figure 6.6: Above: Details from heat flow profiles of [EMIM]EtSO4 injections into
semi-converted diethylsulfate (left, heat flow pulses at 18300 and 30400 s)
and N -methylimidazole (right, heat flow pulse at 4200 s). Below: Heat
released in the dissolution Qm,solv.
∆nIL [mol] nMIM nDES nIL conversionb Q Qm,solv
[mol]a [mol]a [mol]a [kJ] [kJ mol−1]
0.104 6.166 0 0.530 0.079 0.84 -8.1
0.105 3.247 0 3.554 0.515 0.57 -5.4
0.105 1.629 0 5.276 0.757 0.49 -4.7
0.128 0 3.025 0.917 0.233 1.09 -8.5
0.112 0 0.770 3.300 0.805 0.76 -6.8
a In the semi-converted mixture. b Of the originally charged substrate.
of the product injection and dissolution is small compared to the substrate injections
with subsequent reaction. Applying the same evaluation procedure as for the reactive
injections, an estimation of the heat release for the dissolution process Qm,solv was pos-
sible (see table in Figure 6.6). The values of the dissolution heat are between -5.4 and
-8.1 kJ mol−1 and hence roughly an order of magnitude smaller than the molar heat
release for the individual reactive injections.
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Figure 6.7: Heat flow profile and integrated heat flow from [EMIM]EtSO4 fed-batch
synthesis. Left: Diethylsulfate feed in N -methylimidazole. Right: N -
Methylimidazole feed in diethylsulfate. Conditions: 308 K, 0.1 MPa,
0.643 mol substrate charged.
6.2.3 Fed-batch experiments
Semi-batch experiments performed in the RC 1 calorimeter were supplemented by fed-
batch experiments in a ChemiSens CPA 202 calorimeter.∗ According to the advantages
discussed in section 3.5, the heat flow signal from this instrument can be evaluated
without further calibration or baseline correction procedures (Figure 6.7).
In addition, a fed-batch experiment was designed in gPROMS† for the validation
of the kinetic hypothesis described in section 6.3.2 and performed in the HiTec Zang
LabKit rcb. The dosing protocol for this experiment is derived from the gPROMS
parameter estimation and design of experiments, optimising accuracy of prediction for
the rate constants (details in section B.2.2). Resulting dosing rates and intervals did not
lead to a full decay of reaction heat flow between all dosing steps, so for the injection-wise
evaluation described above some had to be combined. Thus, gravimetric conversion could
be correctly correlated with the heat flow profile, and application of Equation 6.12 was
possible (dosing 4-7 and 8+9, see Table B.8). As the resulting heat profile (Figure 6.8)
∗Performed with the kind assistance of H. Nilsson and J.-B. Jeppsson at the ChemiSens facilities in
Lund/Sweden.
†Equation-oriented modelling software, Process Systems Enterprise Ltd., London/UK.
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Figure 6.8: Heat flow profile of the designed fed-batch experiment.
shows, integration of heat flow is reasonable for a subdivision of the profile into the
suggested intervals.
6.2.4 Conclusions from thermodynamics
The obtained values for ∆rh
o from the integrated heat flows can be compared with
values from the various experiments performed under the listed conditions (Table 6.2)
with respect to the limitations discussed in the preceding sections. Since the influence of
the mixture composition on the reaction enthalpies has been excluded for the evaluation
of the calorimetric experiments, the interpretation is valid in this context only.
∆rh
o values for the [EMIM]EtSO4 synthesis listed as entries 9 and 11 in Table 6.2
have been published recently [72,73] and deviate significantly from the values determined
by our experiments for the full conversion range (entries 1-6). For the value published
by the group of Jess, [72] no experimental parameters or conditions are given, so that a
discussion is hardly feasible.
Renken et al. [73] have determined ∆rh
o from DSC experiments in isothermal and non-
isothermal mode. In order to achieve reproducible results in the DSC setup, the reaction
mixture was diluted in the Ionic Liquid (ratio 1:10), corresponding to a mixture that
has already undergone a conversion of 90.9 %. Hence, a comparison with our data
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for comparable conversion is preferable over the comparison along the entire conversion
range.
For diethylsulfate injections into a mixture of N -methylimidazole and [EMIM]EtSO4
(see entry 23, Table B.1), the values are in good agreement (-103.7 and -100 kJ mol−1,
respectively), whereas the reverse experiment with N -methylimidazole injection into a
diethylsulfate-[EMIM]EtSO4 mixture (entry 11 in Table B.2) shows a striking difference
(-135.6 vs. 100 kJ mol−1). Hence, it is assumed that the reported DSC reaction was initi-
ated by injection of N -methylimidazole into a pre-equilibrated mixture of [EMIM]EtSO4
and diethylsulfate (this information is not available from the reference [73]).
The contribution of the excess enthalpies is, however, not clearly separated from the
reaction enthalpy. From the experimental values listed as entries 1-8 in Table 6.2 the
observed differences in average molar reaction enthalpies suggest that the assumption
made in Equation 6.8 is overly simplifying the non-ideal behaviour of the reaction system.
Follow-up studies are therefore explicitly aiming at an experimental access to these
individual contributions. A major challenge lies in the fact that the reaction is non-
catalysed and initiated at room temperature already. Since the available literature
studies do not discuss non-ideal behaviour and excess enthalpies at all, this discussion
is still at its very beginning. First experimental studies have been published recently on
binary systems with Ionic Liquids and water or ethanol, with excess enthalpies up to
-20 kJ mol−1. [74,75]
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Table 6.2: Experimental mean ∆rh
o values compared to reference values.
No. Product ∆rho conversion range or mode of instrument source
[kJ mol−1] ratio of dilution operation
1 [EMIM]EtSO4 -120.4 0-100 % semi-batch (MIM feed) RC 1 a, [55]
2 [EMIM]EtSO4 -114.1 0-100 % semi-batch (MIM feed) RC 1 a, [55]
3 [EMIM]EtSO4 -129.5 0-96.4 % semi-batch (DES feed) RC 1 a, [55]
4 [EMIM]EtSO4 -121.0 0-100 % fed-batch (DES feed) CPA 202 a
5 [EMIM]EtSO4 -127.7 0-100 % fed-batch (MIM feed) CPA 202 a
6 [EMIM]EtSO4 -117.1 0-100 % fed-batch (DES feed) LabKit rcb a
7 [EMIM]EtSO4 -104.6 0-12.2 % diluted semi-batch (DES feed) RC 1 a
8 [EMIM]EtSO4 -102.6 0-34.3 % diluted semi-batch (MIM feed) RC 1 a
9 [EMIM]EtSO4 -100 (n.a.) (n.a.) (n.a.) [72]
10 [EMIM]EtSO4 -102 (n.a.) (n.a.) (n.a.) [23]
11 [EMIM]EtSO4 -100 ± 2 dilution 1:10 in product ? Mettler-DSC [73]
(≡ 90 % conversion)
12 [EMIM]Br -53.8 0-100 % semi-batch (EtBr feed) RC 1 a
13 [EMIM]Br -59.6 0-100 % semi-batch (MIM feed) RC 1 a
14 [EMPy]EtSO4 -106.2 0-100 % semi-batch (DES feed) RC 1 a
a Own studies.
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Beyond the considerations on ∆rh
o, systematic and significant trends of the excess
contribution to the enthalpy changes can be observed. (Figures 6.9 and 6.10). For
the series of N -methylimidazole injections into diethylsulfate, the initial heat release
(Q1,m ≈ −100 kJ mol−1 not considering injection 1 in run A) increases systematically
until reaching a maximum value of the 1.2- to 1.4-fold of the starting value (-120 to
-140 kJ mol−1) and a decrease approaching full conversion. The trend is in good accor-
dance for the solvent-free and the diluted reactions, for which the diethylsulfate conver-
sion had been limited to 34.3 % (five injections).
Figure 6.9: Integrated heat flows Qm,k per increment for N -methylimidazole injections
into diethylsulfate, referenced to converted N -methylimidazole ∆nM,k.
Dashed horizontal lines: ∆rh
o plus integrated excess contribution for the
respective series of injections.
In the inverse experiment the situation is more complex. In semi-batch A, the heat
release of the reaction is close to zero for the first injection and increases slowly with
conversion. The mean value for ∆rh
o in that specific experiment is -38.6 kJ mol−1 only.
Semi-batch series B shows a trend similar to that described above for the N -methylimid-
azole injections, with an increase of Qm,k from -113 kJ mol
−1 up to a maximum heat
release beyond -140 kJ mol−1 for the injections between 50 and 80 % N -methylimidazole
conversion (Figure 6.10). Values for the diluted system significantly deviate from the
mean value for the full conversion range.
The mean molar reaction enthalpy for the synthesis of [EMIM]Br from N -methyl-
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Figure 6.10: Integrated heat flows Qm,k per increment for diethylsulfate injections into
N -methylimidazole, referenced to converted diethylsulfate ∆nD,k. Dashed
horizontal lines: ∆rh
o plus integrated excess contribution for the respec-
tive series of injections. Fed-batch B: from experiment in Figure 6.8.
imidazole and bromoethane is -56.7 kJ mol−1 and thus by a factor of 2 lower than for
the synthesis of [EMIM]EtSO4. The enthalpy profile shows a trend that is qualitatively
similar to the alkylation with diethylsulfate (Figure 6.11).
The first injections in either direction show a trend similar to the diethylsulfate injec-
tions into N -methylimidazole as described above for the semi-batch run A (Figure 6.10)
with an extremely low heat release at N -methylimidazole conversions below 15 %. This
trend is observed not only with N -methylimidazole charged, but also for the inverse
experiment with bromoethane charged (which is in contrast to the diethylsulfate charge
experiment in Figure 6.9). At a conversion above 50 %, Qm,k reaches a level of 70-
80 kJ mol−1. In contrast to the corresponding experiment with N -methylimidazole, the
heat release profile for the 3-methylpyridine experiment along conversion is basically
constant showing only a slight increase of Qm,k of 6 kJ mol
−1 (6 %) between 9 and 36 %
conversion and remaining constant up to 80 % conversion.
Except for the situation where N -methylimidazole is substituted by 3-methylpyridine,
the semi-batch experiments show significant variations with conversion, i.e. excess and
mixing contributions. This is particularly striking when the composition-dependent
contribution to the heat release (i.e. Qm,k − ∆rho) is plotted against the respective
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Figure 6.11: Integrated heat flows Qm,k per increment for semi-batch syntheses of
[EMIM]Br and [EMPy]EtSO4, referenced to converted material ∆ni,k.
Dashed horizontal lines: ∆rh
o plus integrated excess contribution for the
respective series of injections.
conversion of the charged substrate (Figure 6.12).
The trend of the cumulative excess enthalpy profile is qualitatively independent of
the nature of the anion formed and of the excess substrate present in the partially con-
verted system. Since the excess enthalpy of the dissolution process in reactive mixtures
is not accessible experimentally due to the reactivity of the system at the reference
temperature, a calculation of the excess enthalpy for N -methylimidazole and diethyl-
sulfate mixtures was performed with the COSMO-RS (Conductor-like Screening Model
for Realistic Solvents [76]) approach.∗ With the obtained excess enthalpy of maximum
0.2 kJ mol−1 at N -methylimidazole contents of 40-45 % the measured trends could not
be explained. It is stated that the description of Ionic Liquids in the COSMOtherm
software had just been achieved recently and could not yet be applied to this specific
problem.
∗Calculations performed by M. Peters, RWTH Aachen University, with the COSMOtherm software
(COSMOlogic, Leverkusen/Germany).
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Figure 6.12: Excess contributions to the heat flow profiles in semi-batch experiments
with various substrates. Above: Amine charged, below: alkylation agent
charged.
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6.3 Insights into kinetics
For reactions or reaction networks with known stoichiometries, known partial orders or
known reaction enthalpies, the evaluation of reaction calorimetric data is rather straight-
forward (see section 3.6), if the excess behaviour is either known or negligible. Since the
N -alkylation of N -methylimidazole with diethylsulfate is assumed to be 2nd order (1st
order in each of the substrate concentrations), this model was used for the estimation
of the kinetic parameters. Kinetic considerations are discussed for the diluted reaction
performed in chloroform (section 6.3.1), in which the non-idealities are assumed to be
significantly lower and negligible.
6.3.1 Diluted system
Reaction calorimetric experiments performed under pseudo-zero order conditions with
only one limiting substrate concentration (i.e. with excess of one reactant) are well-
suited for a determination of partial kinetic information (see section 3.6). Following this
approach, the data sets from the semi-batch [EMIM]EtSO4 synthesis in chloroform have
been evaluated.
The concentration of the excess substrate in chloroform has been considered to be
constant during the respective injection, which is acceptable to be assumed for the A-
series (N -methylimidazole injections into diluted diethylsulfate) and for the B-series
(diethylsulfate injection into diluted N -methylimidazole, Table 6.3).
For each of the N -methylimidazole injections (A-series), the reaction rate r(t) has
been calculated from the heat flow profile q˙react(t) according to Equation 3.24:
∗
r(t) = − q˙flow(t)
Vr ·∆rho = keff · (cMIM(t))
nMIM = keff · (cMIM,0)nMIM (1−Xth(t))nMIM . (6.15)
Expressing this correlation as
lg rMIM(t) = lg keff + nMIM [lg cMIM,0 + lg(1−Xth(t))] (6.16)
allows to plot lg rMIM(t) against the expression in square brackets, so that the par-
tial reaction order nMIM is obtained as the slope of the resulting regression line. The
observable rate constant keff is accessible from the regression line intersection. The con-
centration of the excess substrate can be eliminated from keff , thus releasing the “true”
∗It is assumed that diethylsulfate concentration is constant along the reaction pulse and that the
excess effects in the diluted system are constant in the considered composition ranges.
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Table 6.3: Initial conditions for semi-batch injections into the diluted reaction system.
No. cMIM,0 [mol/L] cDES,0 [mol/L] stoichiometry (MIM : DES) volume [L]a
A1 0.300 4.069 1 : 13.6 0.492
A2 0.290 3.645 1 : 12.6 0.508
A3 0.263 3.257 1 : 12.4 0.524
A4 0.239 2.915 1 : 12.2 0.538
A5 0.227 2.611 1 : 11.5 0.552
B1 7.084 0.179 39.6 : 1 0.465
B2 6.658 0.169 39.3 : 1 0.482
B3 6.277 0.153 41.1 : 1 0.498
B4 5.923 0.154 38.4 : 1 0.515
B5 5.586 0.154 36.4 : 1 0.532
a Assuming an ideal mixture of CHCl3, N -methylimidazole, diethylsulfate and [EMIM]EtSO4.
rate constant k, if information on the reaction order nDES of the excess substrate is
available:
k =
keff
(cDES,0)nDES
. (6.17)
Here, the concentration of the excess substrate diethylsulfate is considered to be con-
stant, so that cDES(t) ≈ cDES,0. The partial reaction order nDES of the excess substrates
is set to unity in all considerations.
Injections of N-methylimidazole into diluted diethylsulfate
According to the suggested procedure following Equation 6.16, a least-squares regression
has been performed in the linear range of the lg |−r(t)| over lg(1−Xth) plot (Figure 6.13,
left). Due to the comparably slow heat transfer through the reactor content and the
reactor wall, the heat flow generated by the reaction can not be measured immediately.
Hence, the initial period (≈ 3 min) of the heat flow pulse is not described well by the
power rate law, which is obvious from the deviation from the logarithmic plot. All
regressions in the respective intervals show R2-values beyond 98 %.
Parameter determination from this regression yields the partial reaction orders and
the observed and intrinsic rate constants in the following way (Table 6.4). The significant
deviations of nMIM from the a priori estimated first order have not been discussed and
79
6 Reaction calorimetric batch experiments
Figure 6.13: Logarithmic plot for estimation of partial reaction orders. Left: N -
methylimidazole injections into diluted diethylsulfate, right: diethyl-
sulfate injections into diluted N -methylimidazole.
further studied yet.
Injections of diethylsulfate into diluted N-methylimidazole
Accordingly, the inverse experiment has been evaluated (Figure 6.13, right). Lineari-
sation and regression are of comparable quality. Again a deviation from first-order
behaviour is observed, especially for the first injection. Interestingly, the absolute value
of the intrinsic rate constant k is significantly different from the inverse experiment and
by a factor of 2-3 higher (compare Tables 6.4 and 6.5). This result is corresponding
to the observation of solvent-free experiments that diethylsulfate consumption in a N -
methylimidazole rich environment gives higher maximum heat flows than in the inverse
experiments.
6.3.2 Solvent-free system
The discussion of kinetics in a solvent-free liquid reaction system involves challenges that
complicate the treatment with standard approaches and models. Among the difficulties
that arise are
• a reaction medium with physico-chemical properties varying strongly with conver-
sion; this holds especially true for the increased viscosity and dielectric constant
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Table 6.4: Partial reaction orders and rate constants for N -methylimidazole in diluted
diethylsulfate.
No. cMIM,0 [mol/L] cDES,0 [mol/L] nMIM keff [s−1] a k [L mol−1 s−1] a,b
A1 0.300 4.069 1.000 1.277 · 10−3 3.138 · 10−4
A2 0.290 3.645 0.854 1.298 · 10−3 3.561 · 10−4
A3 0.263 3.257 1.005 1.630 · 10−3 5.005 · 10−4
A4 0.239 2.915 0.897 1.390 · 10−3 4.769 · 10−4
A5 0.227 2.611 0.972 1.631 · 10−3 6.248 · 10−4
a For clarity, units are treated as in the pseudo-first and second order case.
b Reaction order for diethylsulfate set to one.
Table 6.5: Partial reaction orders and rate constants for diethylsulfate in diluted N -
methylimidazole.
No. cMIM,0 [mol/L] cDES,0 [mol/L] nDES keff [s−1] a k [L mol−1 s−1] a,b
B1 7.084 0.179 1.219 8.270 · 10−3 11.674 · 10−4
B2 6.658 0.169 0.998 5.673 · 10−3 8.520 · 10−4
B3 6.277 0.153 1.091 6.840 · 10−3 10.897 · 10−4
B4 5.923 0.154 1.060 6.772 · 10−3 11.432 · 10−4
B5 5.586 0.154 1.111 6.722 · 10−3 12.038 · 10−4
a For clarity, units are treated as in the pseudo-first and second order case.
b Reaction order for N -methylimidazole set to one.
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with increasing conversion;
• a non-inert matrix for solvation inducing structural changes of reactant solvates;
• significant changes in reaction volume if densities differ sufficiently;
• substrate and product concentrations that are not independent from one another.
Based on the observations of the semi-batch experiments described in section 6.2.1,
designing a hypothetic more complex reaction network was considered which would
be able to explain the observed characteristics in the heat flow profiles. Due to the
obvious fact that the profiles show two inflexion points, three enthalpy contributions
with different time behaviour need to be expected, each dominating one phase of the
heat output. As the profiles of the diethylsulfate injections into N -methylimidazole
(Figure 6.4) clearly suggest, one endothermic contribution is to be identified in order
to explain the negative heat flows required to keep reaction temperature constant. In
the experiment where the N -methylimidazole content is dramatically changing (first
injection: 25.2 : 1, final injection: 1.8 : 1, see Table B.1), the endothermic contribution
varies most strongly, suggesting it to be dominated by N -methylimidazole rather than
diethylsulfate content. An explanation can be expected from the separation of the excess
contributions to the energy balance in Equation 6.5, but has not been achieved yet. A
more complex reaction network with more than a single reaction step had been suggested
and is given in Appendix B.2.1.
6.3.3 Conclusions
A full evaluation of the heat flow profiles has not yet been achieved. Due to the chal-
lenges in the evaluation of the spectroscopic data (compare section 8.1.2), the aspired
availability of the mole fraction profiles in acceptable quality was not given and is sub-
ject to ongoing studies. Hence, the partial excess enthalpies hexci and their profiles (h
exc
i,k ,
hexci (t) or h
exc
i (X), respectively) have not been determined yet. Data post-treatment
approaches by parameter estimation as well as additional targeted experimentation are
expected to complement the available information. However, the results obtained so far
suggest a significant endothermic contribution of the N -methylimidazole excess enthalpy.
This is indicated by the fact that these endothermic contributions are dominant at high
mole fractions of N -methylimidazole, so that according to Equation 3.11 the terms con-
taining xM dominate over the remaining xi. This hypothesis is further approved by
the observation that upon exchanging N -methylimidazole against 3-methylpyridine the
effect is basically disappearing.
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The search for a kinetic model beyond the one-step reaction scheme based on the
available heat flows was terminated early, although some important evidence for higher
complexity, e.g. the two inflection points in the heat flow peaks, is available. Major diffi-
culties arise from the ”asymmetric” behaviour of N -methylimidazole and diethylsulfate
in the solvent-free synthesis, giving rise to the assumption that the not yet identified
steps in the true reaction network involve the two reactants in different stoichiometries.
Qualitative comparisons between the experimental conditions with N -methylimidazole
excess and with diethylsulfate excess yield a stronger influence of N -methylimidazole
content under the tested conditions. The mechanistic nature of a possible additional
step was not elucidated. Key species that would support possible kinetic hypotheses
were not observed under the applied experimental conditions. This holds for the sulfate
anion as the product of ethylsulfate dealkylation, for diethyl- or dimethyl-imidazolium
cations and methylsulfate anion from alkyl scrambling. Further insight was therefore
expected from steady-state monitoring under continuous flow conditions. Hence, the
construction of an appropriate modular low-volume lab-scale setup explicitly aimed at
the integration of spectroscopic sensors into the process flow. The resulting setup (the
“tapless tap reactor”) is presented in Chapter 7, including studies of the residence time
behaviour. Experimental results from process monitoring are discussed in Chapter 8.
Beyond chemical and molecular techniques for the identification of reasonable inter-
mediate structures, mathematical approaches are now available aiming at an analysis
of complex kinetic networks. In 2004, Bardow et al. presented an incremental method
for the elucidation of kinetic phenomena in reaction networks with partially unknown
compounds and stoichiometries. [77,78] Here, the estimation of reaction rates and reaction
fluxes is based on measured concentration profiles. However, knowledge about the un-
derlying reaction stoichiometries is required and made accessible by the application of
a target factor analysis from the set of possible stoichiometries. [79,80] In the subsequent
steps, model discrimination and parameter estimation are performed yielding a quan-
titative description of the reaction network. A future application of these tools to the
available experimental data looks highly promising.
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7 “Tapless tap reactor”∗: A
continuous flow bench-scale plant
7.1 Situation
Searching for insight into a certain reaction, the traditional way for synthetic chemists
is to study the reaction in standard glassware like three-necked flasks with condensers,
magnetic stirring plates etc. Basically independent of the detailed list of accessories for
the experimental setup, the probability that it is designed for batch operation is fairly
high.
However, being in a context of chemistry where technical application in a produc-
tion process is in sight and batch operation is about to be overcome, there is growing
interest in the use of continuous flow technologies already in early phases of process
characterisation and development. Even though possible contributions of Micro Reac-
tion Technology in this stage of process design have already been demonstrated (see
section 2.4), the availability of tailor-made solutions for research activities is not given.
At an intermediate stage of this research project a decision was therefore taken to realise
a reactor concept fulfilling some basic requirements:
1. Flexibility:
Due to the variety of applications in academic research, the setup needs to be
multi-purpose. Strongly varying reaction times or production rates requiring an
adaptation of reaction volumes have to be considered.
2. Modularity:
Easy integration of functional devices like (micro-)mixers, sensors, or actors is
essential.
3. Versatility:
Performance of the setup should not be intrinsically restricted by limited pressure
∗Creation of the “brand name” by L. Greiner is gratefully acknowledged.
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and temperature stability or limited chemical inertness. Additional benefit lies in
the option to vary the process parameters independently.
4. Scalability:
With respect to the potential application of the concept in the demonstration
activities (at increased production rates in the kg-per-hour scale), a scale-up ratio
of 1000, i.e. 1 mL to 1 L reactor volume, was estimated to be desirable.
5. Affordable price:
Since the prices of structured equipment can still be considered as a major draw-
back to their establishment in process chemistry, the approach was to minimise the
application of expensive micro-manufacturing to the absolutely inevitable devices
instead of a full-micro fabrication (see section 2.3).
The required unit operations for a very generic plant configuration can be reduced
to substrate feed, (multiple) heat exchange, mixing and reaction. Thus, the minimum
requirement for the reactor setup is
• one pump for each of the substrate streams,
• a mixer (preferably a static mixer),
• heat exchanging facilities (including a cryostatic chiller or heater).
In order to increase the information output of experiments inside this setup, the
integration of chemical sensors, i.e. the fibre optical mid-IR probes, was a key requisite
for the extended plant design. Thus, a reactor concept was realised based on the estab-
lished concept of a so-called “tap reactor”, being a segmented tubular reactor with
sampling facilities between the reactor segments. In the desired plant design, purely
non-invasive analysis (i.e. inline) was favoured due to the small volume of the process
stream. External sampling, e.g. for chromatography, was not considered due to its large
impact on the fluid equilibrium and the steady-state operation, and hence the concept
is referred to as “tapless”. Early studies on the target process have been performed in
order to become familiar with the process characteristics and behaviour and to evaluate
the available technological alternatives for the required unit operations.
7.2 Preliminary stages of continuous flow setups
In a first generation setup, the feeding of substrates was achieved with two indepen-
dently operated rotary piston pumps (Reglo-CPF Digital with RH 00 pump head, is-
matec, Wertheim/Germany). The two substrate streams were fed into a stainless steel
86
7.3 Hardware
micro mixer (SIMM-V2, Institut fu¨r Mikrotechnik Mainz, Mainz/Germany) based on the
principle of interdigital mixing, i.e. the two inlet streams are each split into a number
of sub-streams and contacted in a “zipper” mode. Since the width of the generated
lamellae is 40 µm only and the mixture stream is focussed towards the outlet of the mix-
ing chamber, steep concentration gradients can be realised accelerating the molecular
diffusion.
The reacting mixture from the micro mixer enters segments of 1/8” × 1/16” PTFE
tubing of variable length and volume. A constant system pressure is kept by static back
pressure valves (one-way valves) with exchangeable cartridges for adjustable pressure
levels (P-790, Upchurch Scientific, Oak Harbor WA/USA; available for pressure of 5 -
1000 psi, 0.4 - 71.5 bar). Feed lines, mixer, reaction capillary and back pressure valve
have been fixed to the downside of an aluminium plate that has been used as a lid for the
open bath of a thermostat (F25-ME, Julabo, Seelbach/Germany). Temperature control
was achieved by placing the external Pt100 sensor into a flow cell positioned behind the
micro mixer.
Due to the problems caused by pulsation and slippage of the piston pumps, espe-
cially when operated against elevated pressure, continuously operated syringe pumps
(MDSP3f, MicroMechatronic Technologies, Siegen/Germany) were used for the substrate
feed into the mixer. With only one pump available at this stage, two of the fluid sys-
tems were combined and the volume ratio between N -methylimidazole and diethylsulfate
fixed to 0.6 (syringe volumes: N -methylimidazole (500+100) µL, diethylsulfate 1000 µL).
This corresponds to a stoichiometric ratio of 0.9918 (molar volumes: N -methylimidazole
0.07972 L mol−1, diethylsulfate 0.13178 L mol−1), which was considered to be acceptable
for the proof-of-concept studies on the reaction system.
7.3 Hardware
For the reactor parts of the “tapless tap reactor”, a flexible cost-effective design for rapid
plant construction was required. The most convenient way for this purpose was the use
of stainless steel capillaries as a tubular reactor. A central design issue was the option to
realise different levels of reaction temperature in one setup, so the mixer module as well
as the reactor segments were designed as compact cartridge modules with connectors
for the circulating heat exchanger fluid. Temperature control was similarly achieved for
other devices like back pressure regulators.
All devices were selected for integration into a process control system configured in
LabVIEW. Therefore, the communication network was realised via serial connections
(RS 232 protocol), Universal Serial Bus (USB) or Ethernet. All modules were mounted
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on a rack with moveable vertical holders, so that the orientation of capillary cartridges
and other components could be adjusted easily to the flexibility determined by the
available optical fibres. In Figure 7.1 a schematic overview of the tapless tap reactor
setup is shown.
The fluidic part of the system is made up by the dosing facilities (syringe pumps P1
and P2), the mixer unit and a number of capillary cartridges (setup with two cartridges
shown). In the presented configuration, mixer and cartridges are equipped with separate
cooling/heating units (thermostats) each. The sensor and control network is organised
around a mobile computer with a LabVIEW lab automation software platform (see
section 7.4).∗
7.3.1 Substrate preparation and fluid reservoirs
The situation of the [EMIM]EtSO4 synthesis where the substrates have to be pretreated
by distillation and stored under inert gas atmosphere was considered as a general case
for organic lab syntheses. The distillation device was therefore re-configured for direct
withdrawal of liquid substrate by adapting the glass connectors (GL, 14 mm) to 1/4-
28 UNF thread flat-bottom ports.
∗For specifications of the individual devices see Appendix D.
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Figure 7.1: Scheme of the bench-scale continuous flow setup.
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7.3.2 Dosing pumps
Flow uniformity in structured geometries, e.g. in micro structures or scaled equivalents
(section 2.3) can be best achieved by high precision fluid dosing, since no active mixing
or stirring is available to achieve efficient uniform distribution. Hence, the correct choice
of pump technology is considered to be crucial for the optimum operation of a chemical
plant. Micro structures show an increased sensitivity towards these irregularities (pul-
sation, pressure dependent response curves etc.) due to the direct impact on the mixing
quality. Thus, changes in pressure drop over a static mixing structure of a micro mixer
will induce undesired changes in the flow rates of the substrates.
Therefore, piston pumps and gear pumps have been excluded from application in
the targeted reactor setup and substituted by continuously operating syringe pumps.
Here, two separate fluidic units are switching between suction and convection mode
any time that the reversal point is reached (see operating principle in Figure D.1).
Since the pump head is equipped with three independent fluid systems and allows the
installation of variable syringe sizes, up to three fluids in different volume ratios can be
handled in parallel. In the need of only two substrate streams, two fluid cycles can be
interconnected, thus widening the accessible range of volume ratios and stoichiometries.
In contrast to piston pumps, fluid transport is not achieved in pulses, but by continuous
application of the convection force (except for the reversal point in the fluid cycle, where
a valve shaft switches from suction to convection mode and vice versa). This intrinsically
avoids the segmentation of the liquid flow in the mixer structures. Due to the gap-free
forced convection of the fluid streams, additional flow control is not required. Set values
for the flow rates can be adjusted externally by manual input in the control program or by
integration of the pump software into LabVIEW process control loops (see section 7.4).
7.3.3 Thermostated mixer box
The SIMM-V2 mixer does not provide integrated heating or cooling facilities and there-
fore needs to be thermostatted externally, i.e. by immersion in a temperature con-
trolled bath. In order to reduce thermal effects caused by fluctuating inlet temperature,
the two substrate streams were conducted through capillary helices and thermally pre-
equilibrated before entering the mixer (see Figure 7.2).
In a first version, the housing has been fabricated in polymethylmethacrylate (PMMA)
with aluminium lid and bottom, where connectors and through-holes are located around
the whole box. Under long-term operation conditions, the aluminium surfaces were
severely attacked by the water-based heating fluid. Therefore, in the second housing all
aluminium parts were substituted by stainless steel. Furthermore, the PMMA shell of
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Figure 7.2: Housing for the SIMM-V2 micro mixer (bottom left), PMMA version. The
black HPLC screw in the lid (top left) serves for the fixation of the Pt100
temperature sensor.
the box was substituted by quartz glass and hence required a re-positioning of the cool-
ing/heating fluid connectors. The temperature of the unit was adjusted by an external
circulating bath thermostat controlled by an external Pt100 sensor integrated into the
mixer box.
7.3.4 Capillary modules for variable residence times
In order to provide reaction spaces in flow geometries with small characteristic dimen-
sions, for variable residence times up to several hours and at preparatively interesting
flow rates, a set of reactor modules based on stainless steel capillaries was constructed
(Figure 7.3), covering total reaction volumes up to 4 mL per segment. These consist
of 1/16” x 1.0 mm (outer x inner diameter) capillaries in stainless steel of 1.4571 type
that are bent to helical loops of 40 mm diameter. These helices are inserted into a
cylindrical housing in such a way that the two capillary ends puncture the housing wall
radially through flat-bottom ports with 1/4-28 UNF threads. Thus, they can be fixed
with standard type Upchurch fittings for 1/16” tubing. The cylindrical housing bears
two 6 mm tubing connectors for an external cooling/heating fluid cycle. A central cylin-
drical body forces the circulating fluid into a countercurrent helical flow, so that efficient
heat transfer is best approximated.
All fluidic connections have been realised by Upchurch-type fittings and ferrules for
91
7 “Tapless tap reactor”
Figure 7.3: Schematic view (left) and photograph (right) of a 1.0 mL capillary reactor
module.
HPLC tubing, what in contrast to Swagelok- or Gyrlock-type connector material bears
the advantage of reversible connections. Pressure control was achieved by inserting static
low-volume back pressure ball valves with exchangeable pressure cartridges (see above:
P-790, Upchurch Scientific) at the fluid outlet.
7.4 Sensors, software and control system structure
The setup is designed to run in a fully automated operation mode based on miniaturised
sensors providing the required information from time resolved measurements about
• chemical composition profiles,
• flow rates of the substrates and
• system temperature and pressure.
The measurement of an additional product quality control parameter is optional but
not generalised for all process applications and was therefore excluded from the principal
control design. Control mechanisms for the plant devices were realised in subprograms
(“virtual instruments”, VIs) of the LabVIEW software platform (National Instruments,
Austin TX/USA) for lab automation. A schematic overview of the targeted measurement
and control setup is given in Figure 7.4 and discussed in detail in the following sections.
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7.4.1 The LabVIEW substructure
The LabVIEW “virtual instrument” (VI) environment∗ integrates subprograms for the
control of the dosing pumps, temperature control of the thermostat and a protocol for
the operation of a 6-way selection valve at the reactor outlet. Depending on the specific
process, the latter is useful for distributing the product stream towards the product
reservoir, a post-treatment facility for the raw product or to waste. Beyond the control
tasks, data management and storage are organised in the VI.
• Flow rate control
For flow rate control, the Java†-based control program PManager provided by the
pump manufacturer was triggered from the VI’s start-up procedure by means of
a Telnet communication protocol. In standard operation mode, set values for the
two flow rates are provided by LabVIEW and serve as input for the PManager
software. Communication with the pumps is realised via RS 232 serial ports.
• Pressure control
Static HPLC one-way valves were employed for maintaining a constant level of
pressure. A prototype version of a piezoelectric pressure sensor (MicroMechatronic
Technologies) was temporarily integrated into the setup.
• Data management and recording
All relevant data (time profiles of flow rates, temperature(s), system pressure, in-
cluding their set values) were stored columnwise in a text file. The default time
interval was set to one second, especially for the dynamic experiments (see sec-
tion 7.5). Concentration values from the evaluation of IR spectra were transferred
from the OPUS software via an OPC connection.
For specific process applications, a modular experiment protocol was designed. Here,
an EXCEL-file is configured including the set values for reactor temperature, total flow
rate and target mixture composition, which is then used as an input for automated
experiments. Start-up procedures and rinsing intervals are included in the protocols. [81]
7.4.2 Flow cells for concentration measurements
A focus in the activities with the continuous setup was laid on the integration of mid-
IR spectroscopic measurements inside the process stream. Hence, several boundary
∗Programming activities by M. Kaever, RWTH Aachen University, are gratefully acknowledged.
†Sun Microsystems Inc.
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conditions were set in order to guarantee the applicability of the technique in small
volumes for monitoring as well as process control:
1. Representative sampling:
The drawbacks of external sampling and offline analysis in small volume reactors
have been discussed before (see section 4.2). For this reason, external sampling
was avoided by the effort to integrate inline devices - in general being superior to
bypass solutions anyway.
2. Minimised impact on flow characteristics:
Experiences with the first generation of flow cells for fibre optic sensors showed
the need to reduce the level of noise and reduce fluctuations in the concentration
signal. These were attributed to the flow irregularities inside the cell structure.
3. Automated measurements in series:
Together with the implementation of sufficiently short time resolution, automation
of measurements is crucial for the application in monitoring and control.
4. Evaluation of spectra:
Real-time availability of the concentration information from the spectra is required
for the configuration of control loops in the process control system. A fast evalu-
ation of spectra is necessary.
A first generation of flow cells for fibre optical sensors was manufactured from PEEK
in the shape of T-connectors, where the probe is inserted like standard tubing. However,
the need for further development was obvious since it turned out that
• insertion of the fibre probe into the flow cell was not reproducible in terms of
orientation and penetration depth into the fluid stream;
• quality and reproducibility of the measurement was depending on the resulting
orientation of the internal reflection element;
• temperature sensitive processes, e.g. involving large adiabatic temperature rise
or crystallisation, can generate problems due to insufficient temperature control
inside the cell;
• application in elevated pressure regimes was not recommended.
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Figure 7.5: Section through the structured flow cell for the infrared fibre probe. Chan-
nel depth around the IRE (highlighted in the circle) 0.3 mm.
Therefore, a sensor cell was constructed with a well-defined fluid channel around the
reflection element, a probe fitting with defined rotatory orientation and a cooling/heating
option (see Figure 7.5).∗
The fibre probe is inserted into the structured probe holder half-shell of the sensor
housing and led through a polymer ferrule and its stainless steel counterpart. By fixing
the probe holder disc, the ferrule is sealed. A structured PTFE gasket is inserted into
the reverse side of the probe holder, thus forming a channel of 0.3 mm depth that follows
the geometry of the diamond prism at the tip end of the probe. A second stainless steel
half shell is attached for the connection of the fluid inlet and outlet, so that the sample
fluid stream follows the dotted arrows. The cooling/heating channel is fed from the
upper half shell (connection ports not visible).
With these flow cells at hand, measurement scenarios for up to three sensors (depend-
ing on availability of the probes) were configured with the PROCESS package of the
OPUS software. Definition of the scenarios includes: a. spectra acquisition (single mea-
surement); b. implementation of the PLS-based quantification model; c. configuration
of the repetitive measurements and d. data handling. In combination with LabVIEW,
the PROCESS scenarios were defined in a way that the documentation in OPUS was
reduced to the storage of spectral data exclusively. Concentration values were com-
∗Patent pending, DE 102007013607.4. [82]
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municated to LabVIEW via the OPC protocol, where LabVIEW can act as the client
receiving the concentration values provided by OPUS.
7.4.3 Performance of the structured IR flow cells
In order to validate the performance of the newly designed flow cells, series of spectra
from the monitoring of steady-state experiments in the continuous flow setup were eval-
uated. From preliminary experiments it was estimated that variations in the spectra
were at least partly responsible for the fluctuations in concentration values from PLS
quantification. For that reason, a representative steady-state experiment was monitored
in three positions of the tapless tap reactor, of which a non-structured PEEK-made flow
cell was inserted between the mixer and the first reactor module, and the structured
stainless steel cells between the modules and at the outlet. For each of the flow cells,
the obtained spectra from an overnight experiment (339 spectra per measuring point)
were averaged and the relative standard deviations (RSD) were calculated. In order to
compare the quality of the unprocessed measurement data, the single channel spectra
have been averaged rather than averaging the absorbance spectra.∗ Average spectra and
RSD for the three sensors are plotted in Figure 7.6.
As expected, the largest relative deviations for all sensors can be observed in the
spectral ranges with the lowest single beam intensity. However, it is very striking that
the level of scattering in the non-structured cell is at least twice as high compared to the
structured ones in the full fingerprint range (2000 - 750 cm−1) and more than five times
higher for specific ranges of high absorption (e.g. 1271 - 1220 cm−1, 920 - 881 cm−1).
For the fingerprint range, the average ratio between the RSD of the measurements in the
PEEK flow cell and the two stainless steel cells is 3.3 and 3.6, respectively. Hence, the
improvement of the measurement quality is promising enough with regard to process
monitoring of high signal stability. Applications of the flow cells are reported for a
non-reactive marker system in residence time distribution studies in section 7.5 and for
reaction monitoring in sections 8.2.1 and 8.2.2.
7.5 Residence time distribution
The modelling and understanding of chemical reactors is crucial on the way towards a
rational design of chemical plants. An increased interest lies in understanding the flow
∗This decision was made with respect to the different levels of overall transmission of the three
sensors, caused by different lengths of the optical fibres (see e.g. Figure 4.2). The same consideration
applies when comparing spectral ranges of equal absorbance, but different single beam intensities.
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Figure 7.6: Comparison of the spectral reproducibility in one non-structured and two
newly designed structured flow cells. Upper part: average of 339 consec-
utive single channel spectra from steady-state monitoring of a continuous
flow reactor for each flow cell. Lower part: relative standard deviation of
the average spectra.
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characteristics in real reactors since this knowledge allows for systematic scale-up and
dimensioning of chemical processes. A prediction not only of the average behaviour of
fluid elements (molecules, dispersed matter etc.) inside a reactor, but also of the micro-
scopic differences in the behaviour of these elements can then be effectuated. This gives
an access to the estimation of the exit stream composition, especially when influences
of more complex reaction networks like consecutive reactions are considered. This infor-
mation is derived from the residence time distribution∗ which is traditionally expressed
in two ways:
• The exit-age function E(t):
How big is the fluid fraction that exits from the reactor in the differential time
interval t+ dt?
• The residence time function F (t):
What part of the inlet fluid has already left the reactor after a certain time t?†
Experimentally, these characteristics are determined by evoking a system response to
an applied time-resolved input signal, e.g. a change in one of the fluid stream proper-
ties such as conductivity, optical properties or radioactivity. The most convenient input
signals are pulses and step changes, where at a given time ts the system property is
either changed to signal level cs for a very short time interval ts + ∆t only (Dirac pulse),
or for any time t ≥ ts, respectively.‡ The two ideal reactor types as well as the estab-
lished models for non-ideal behaviour show characteristic shapes of the exit-age and the
residence time function.
For any type of residence time behaviour, the mean residence time τ can be determined
by a calculation of the mean value of all residence times t weighed by their corresponding
fraction E(t) or from the F (t)-profile:
τ =
∞∫
0
tE(t)dt ≡
1∫
0
tdF (t). (7.1)
The hydrodynamic residence time τh derived from the volume flow rate V˙ and the
reactor volume VR is the reference for the calculated mean residence time τ .
∗A large number of textbooks on reaction engineering covers the discussion on residence time dis-
tribution. The short overview given here follows the German textbook by Emig and Klemm. [83]
†As a consequence, dF (t) = E(t)dt.
‡Since pulse experiments require levels of time resolution that could not be reached in the experi-
mental setup, further discussion is limited to step change.
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7.5.1 Ideal vs. real reactors
With the continuous stirred tank reactor CSTR (perfect back-mixing) and the plug flow
reactor PFR (no back-mixing) two basic types of ideal reactors exist that can be regarded
as the boundary cases of real reactors. Extended to the tanks-in-series model or the axial
dispersion model, they also serve for the description of non-ideal flow behaviour.
Continuous stirred tank reactor
From the mass balance of the tracer compound for the input signal, the expected resi-
dence time function for a CSTR with equal feed and outlet streams (V˙ inR = V˙
out
R = V˙ )
can be calculated:
V˙ cout(t) = V˙ cin(t)− VRdcR
dt
(7.2)
Since in the CSTR the concentration cR inside the reactor is equal to the outlet
concentration cout, and since the volume flows can be eliminated by introduction of the
hydrodynamic residence time τh = VR/V˙ , the expected outlet concentration cout and the
residence time function F (t) are calculated as∗
cout(t) = cin(t)− τhdcout
dt
(7.3)
dt
τh
=
dcout
cin − cout (7.4)
F (t) = 1− e−t/τh . (7.5)
Plug flow reactor
In an ideal PFR, where back-mixing is excluded, the shape of the marker concentration
profile is not affected. Hence, cout(t+ τh) = cin(t) and
F (t) =
{
0 for t < τh,
1 for t ≥ τh,
(7.6)
i.e. only a time shift in the concentration signal is observed.†
∗For step change experiments where F (t) = cout(t)/cin.
†Input step is set to t=0.
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Tanks-in-series
For the tanks-in-series model, a number of N ideal CSTRs is connected in series and
modelled in analogy to the single CSTR discussed above. For the nth CSTR, the inlet
concentration cnin equals the outlet concentration of the preceding (n − 1)th CSTR, so
that: [83,84]
F (t) =
cNout
c1in
= 1−
[
1 +
Nt
τN
+
1
2!
(
Nt
τN
)2
+ · · ·+ 1
(N − 1)!
(
Nt
τN
)N−1]
exp
[
−Nt
τN
]
= 1−
N∑
n=1

(
Nt
τN
)n−1
(n− 1)!
 exp [−Nt
τN
]
.
(7.7)
Consequently,
E(t) =
NN
(N − 1)! exp
[
−N t
τN
](
t
τN
)(N−1)
. (7.8)
τN is introduced as the residence time in the full series of tanks or ”cells”. With
the tanks-in-series model, deviations from an ideal PFR behaviour caused by convective
back-mixing can be explained. Increased back-mixing is expressed by an increased vol-
ume of the ideally mixed cells - i.e. a reduced number of cells, since the total volume of
the cascade must be kept constant. If the residence time distribution of a reactor setup
is (experimentally) accessible, the number N of CSTRs is the model parameter that can
be adjusted in order to approach the reactor’s flow characteristics.
Dispersion model
In the dispersion model, the flow characteristics are expressed as a superposition of a
plug flow with dispersion in the direction of the flow. In analogy to Fick’s 2nd law, an
axial dispersion coefficient Dax is introduced for the description of the non-convective
contributions to the flow, so that the material balance of the marker compound reads
∂c
∂t
= Dax
∂2c
∂x2
− u ∂c
∂x
, (7.9)
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where u is the linear velocity of the fluid along the x-axis. In the most generalised
situation, Dax does not undergo discontinuities at the inlet and outlet of the reactor,
and the exit-age function E(θ) can be expressed as follows:∗
E(θ) =
1
2
√
Bo
piθ
exp
[−(1− θ)2
4θ
Bo
]
, (7.10)
where θ is introduced as the dimensionless time (θ = t/τ). In the Bodenstein
number Bo, the axial dispersion coefficient Dax is normalised with the reactor length L
and the linear velocity u:
Bo =
uL
Dax
, (7.11)
hence, a fit of the experimental residence time distribution with the dispersion model
uses Dax as the fitting parameter. In a fluidic system limited by two defined boundaries,
different approaches for solving Equation 7.9 are available. [86] The crucial information
about the system is whether the boundaries limit the axial dispersion to the inside space
of the system or whether the axial dispersion can occur across the system boundaries.
In the present setup, the one-side-open case is used for the description of the system,
i.e. Dax = 0 at the inlet. Hence, Equation 7.10 reduces to
E(θ) =
1
2
√
Bo
pi
exp
[−(1− θ)2
4
Bo
]
. (7.12)
According to the mathematical description developed by Taylor [87] and Aris [88], Dax
can be estimated from the molecular dispersion coefficient Dm for circular cross-sections:
Dax = Dm +
u2d2t
192Dm
. (7.13)
Depending on the flow characteristics and the strength of the molecular diffusion, a
diffusion-controlled (Dax ≈ Dm) and a convection-controlled regime (Dax ≈ u2d2t/192Dm)
can be distinguished. One possible access to the diffusion-controlled regime is the re-
duction of the characteristic dimension dt of the channel, which is the case in micro
structured reactors. As an alternative way, the linear velocity u can be reduced.
In helical reactors as applied in the tapless tap reactor, unexpectedly low axial dis-
persion has been observed as early as 1928 by Dean, [89] who considered secondary flows,
∗The origin of this equation dates back to 1963 [85] and is still referenced unaltered in modern
textbooks. [86]
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predominantly radial vortices in the cross-sectional area of curved tubes, as the cause for
decreased axial dispersion. The qualitative observation is that due to perturbation of the
laminar flow in curved tubes, radial fluxes are induced, thus partially compensating the
axial dispersion as it is observed in straight tubes. More recently, various authors [90–93]
reported models for the quantitative description of the axial dispersion behaviour in
comparison to the traditional Taylor-Aris model.
Whereas the Daskopoulos model [93] is covering a wide range of flow conditions, Janssen
focusses on low degrees of curvature (ratio of radii for tube cross-section and coil be-
low 20) and accordingly low Dean numbers Dn (Dn = Re
√
r/R) below 16. In the
model, the ratio of Dax observed in a coiled reactor and Dax,TA in an equivalent straight
tube (Taylor-Aris case) is expressed as a function of the dimensionless number Dn2Sc: [90]
Dax
Dax,TA
=
96
A
∫ ∫ [
1− 2
(r
a
)2] c
ReSc
·
(
a
∂c
∂z
)
dA = f(Dn2Sc). (7.14)
Here, an integration of the predicted concentration profile is effectuated over the full
coiled reaction tube (A: cross-sectional area, a: tube diameter, r/a: dimensionless radial
co-ordinate, z/a: dimensionless axial co-ordinate) with Sc = ν/Dm. Application of the
Taylor-Aris model is, however, limited to cases where the residence time τ in the tubular
reactor is at least as long as the characteristic time for radial diffusion τD. This criterion
is expressed with the Fourier number
Fo = τ/τD =
L/u
r2/Dm
, (7.15)
which is required to exceed unity for valid application of the Taylor-Aris model. [83,93]
Higher values are required for the transition between laminar flow and plug flow, thus
limiting the applicability of the dispersion model to the respective range. For small flow
velocities and small aspect ratios of the coiled tube, i.e. for Dn2Sc → 0, the influence
of the coiled geometry is negligible, so that the dispersion behaviour approaches the
Taylor-Aris behaviour for straight tubes (Dax/Dax,TA → 1). [93]
7.5.2 Selection and validation of the marker system
Since the characterisation of the residence time distribution was considered an appropri-
ate benchmark application for the fibre optical mid-IR spectroscopic system, a suitable
tracer system was to be recognised for a sufficiently sensitive detection of concentration
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Figure 7.7: Pure component spectra of the 2-octanone-n-octane system. Maximum
absorption of the 2-octanone carbonyl signal at 1714 cm−1.
profiles from pulse or step change experiments. A non-reactive binary system combin-
ing the desired features (selective spectral absorptions of the marker, low sensitivity
towards evaporation at experimental conditions, ease of handling) is 2-octanone in n-
octane, where the IR spectrum of 2-octanone is dominated by the carbonyl signal (see
Figure 7.7) that is ideally suited as a calibration region.
With this marker system, quantification models were calibrated by means of the PLS-
based QUANT 2 tool included in the OPUS software. Therefore, mixtures of n-octane
and 2-octanone were prepared volumetrically and subjected to duplicate measurements.
This strategy was performed for a correlated series of samples (accumulation of 2-
octanone in n-octane and vice versa) as well as for independently prepared samples.
With this system, excellent quality parameters were achieved (RMSECV . 0.250 mol-
%, R2 > 99.9 %). Concentrations as low as 0.15 mol-% 2-octanone in n-octane gave
an intensity of the carbonyl signal greater than the three-fold noise amplitude in this
spectral region and were detectable in static samples.
For the application of the system in the step change experiments, the viscosity gap be-
tween the pure components (2-octanone: 1.08 · 10−2cm2s−1, n-octane: 0.77 · 10−2cm2s−1)
was reduced by employing a solution of 20 vol.-% 2-octanone in n-octane as the tracer
fluid instead of the pure ketone.∗ This measure was undertaken since the Reynolds
∗With ν = 0.75 · 10−2cm2s−1 as determined with an Ubbelohde viscosimeter.
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number Re is directly affected by changes in the kinematic viscosity ν:
Re =
uL
ν
, (7.16)
i.e. a reciprocal correlation between Re and ν is observed. In the given case, Re is
decreased by a factor of 1.4 for a change between n-octane and pure 2-octanone.∗
7.6 Experimental determination of residence time
behaviour
Since the application of the modular bench-scale setup is considered to be extended
beyond the typical micro reactor applications (with residence times in the seconds range)
to processes with increased time constants in the minutes to hours range, residence
time behaviour at relatively low linear flow velocities and long residence times was of
special interest. Hence, a series of step change experiments was performed in order to
access the flow characteristics of the capillary modules.† For this purpose, the hardware
configuration was reduced to
1. dosing pumps for n-octane and tracer solution;
2. a Y-connector‡ for contacting;
3. the capillary module being characterised;
4. flow cells for measurement of the inlet and outlet tracer concentrations.
All experiment parameters were set in the LabVIEW interface including the startup
time for the dosing pumps with the triggering of the control software, the desired vol-
ume flow rate, the time interval for tracer fluid and pure n-octane, and the total time
of the experiment, thus selecting the number of repetitions for each set of parameters.
The step changes between n-octane and the tracer solution were induced by toggling
the two dosing pumps. In agreement with the time constant for the transfer of new set
∗Constant flow characteristics facilitated the the characterisation of the secondary flows (Dean
vortices) described below. The Dean number is directly proportional to the Reynolds number, see
below.
†In parts performed as the diploma thesis of F. Sipeer, Aachen University of Applied Science (FH),
and currently prepared for publication.
‡P-512, Upchurch Scientific; swept volume 6.0 µL.
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values to the dosing pumps, the time interval for the toggling procedure was set to one
second. This is considered to be sufficiently short regarding the time interval of sev-
eral seconds between consecutive spectroscopic measurements. Preliminary experiments
showed that the time resolution for each sensor cell was unacceptably low for the simul-
taneous measurement at inlet and outlet (15-16 seconds), hence, separate experiments
were performed recording only the respective inlet or outlet concentration profiles for
given parameters. Determination of Bo (dispersion model) based on a hypothetical ideal
step change inlet profile, thus including also the dispersion behaviour of the Y-connector
and the flow cell inlet capillary.∗ For each series of replicated step change experiments,
the 2-octanone concentration profiles from the PLS model were recorded in *.txt log-
files created by LabVIEW. Since the time resolution of the LabVIEW log-file was higher
than the intervals between the spectroscopic measurements, the log-file contained ar-
tificially replicated concentration values that were substituted by values from a spline
interpolation performed in DIAdem. Concentration profiles from the recorded log-file
were transferred into the residence time function F (θ) and the exit-age function E(θ)
according to the procedure described in section A.4. The resulting curves were fitted
to the dispersion model with the Curve Fitting Toolbox in MATLAB (release R2008a,
version 7.6.0.324, The MathWorks Inc., Natick MA/USA). The fit parameter was the
Bodenstein number Bo. In order to compensate shifts on the time axis, a shift parame-
ter ∆θ was introduced, so that the dimensionless time was expressed as (θ −∆θ):
E(θ) =
1
2
√
Bo
pi
exp
[−(1− (θ −∆θ))2
4
Bo
]
(7.17)
F (θ) =
1
2
[
1− erf
(√
Bo
(θ −∆θ)
(1− (θ −∆θ)
2
)]
(7.18)
Measurements were performed for capillary modules of different volumes and at various
flow rates. Each experiment was repeated at least three times, depending on the required
time for a step change experiment, and the fitted Bo numbers were averaged over the
available replicates. According to Equation 7.11, Dax was calculated from Bo. Only the
step changes from pure n-octane to the marker solution were included into the evaluation
procedure.
Plots of experimental E-functions and corresponding fit curves are available in Fig-
ure 7.8. The quality of the fit is satisfactory especially for low Re numbers as in entries
∗Total additional dead volume: 6.0 µL (Y-connector) plus 23.6 µL (inlet capillary). For measure-
ments at the outlet, additional 20 µL volume of the inlet flow cell need to be included.
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Table 7.1: Ratio between experimental Dax and expected Dax from Taylor-Aris model.
No. volume τ u Re Dn Bo Dax Fo Dn2Sc DaxDax,TA
[mL] [s] [cm s−1] [cm2 s−1]
A 0.5 153.0 0.4244 5.66 0.895 123 0.224 1.33 275 0.522
B 2460 0.1061 1.41 0.224 1305 0.0212 21.5 17.2 1.000*
C 2.0 1230 0.2122 2.83 0.447 943 0.0587 10.7 68.8 0.693
D 615.0 0.4244 5.66 0.895 572 0.194 5.37 275 0.572
E 4794 0.1061 1.41 0.224 2006 0.0269 41.8 17.2 1.000*
F 2397 0.2122 2.83 0.447 1139 0.0948 20.9 68.8 0.881
G 1199 0.4244 5.66 0.895 810 0.267 10.5 275 0.620
H 4.0 599.3 0.8488 11.3 1.79 501 0.863 5.23 1100 0.501
I 342.4 1.485 19.8 3.13 301 2.51 2.99 3370 0.476
K 239.7 2.122 28.3 4.47 280 3.86 2.09 6880 0.359
L 119.9 4.244 56.6 8.95 181 11.9 1.05 27500 0.277
* Reference experiment for the respective series of experiments.
B, C, E and F. However, the Gaussian fit for higher values of Re does not describe
all features of the E-profile, in particular the asymmetry (skewness) and the significant
tailing, e.g. in experiments A, H, I and K. The degree of asymmetry in the shape of the
E-profiles gives a qualitative impression of the remaining laminarity in the flow (compare
with the expected profile for ideal laminar flow, e.g. in [83]).
Since the residence time behaviour of helical tubes approaches the Taylor-Aris case
for low values of Dn2Sc, Dm and Sc for the 2-octanone/n-octane system were calculated
according to Equation 7.19 with values from the experiments with the lowest available
Dn2Sc, i.e. with the lowest linear flow velocity (see Table 7.1):
Dm =
Dax
2
±
√
(Dax)2
4
− u
2d2t
192
.∗ (7.19)
With Dm = 2.18 and 2.77 cm
2 s−1 for the 2- and 4-mL module, the diffusion coefficient
is in the expected range for two liquids of water-like viscosities. Consequently, the
resulting range of Dn2Sc values basically covers the same range as the published model
(Figure 7.9).
∗In the experimental studies under consideration here, Dm = Dax2 −. . . applies, corresponding to the
convection-controlled regime (Dax ≈ u2d2t/192Dm) discussed in Equation 7.13.
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Figure 7.8: Fit of the dispersion model to representative experimental E-functions for
the parameters listed in Table 7.1.
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Figure 7.9: Dispersion behavior of the coiled reactor modules compared to reference
models. [90,92] Open circles refer to experiments with Fo < 1.
The reduced level of dispersion observed in the coiled reactor modules compared to the
Taylor-Aris prediction for straight tubes is in qualitative accordance with the available
models from literature. Especially the sigmoidal shape of the profile can be recognised
from the experimental values. The most reliable information is derived from the largest
reactor module (volume 4.0 mL), where the perturbations from geometric irregularities in
connectors and inlets are negligibly low. With this module size, the widest Dn2Sc range
is accessible, since the Taylor-Aris criterion of Fo > 1 is already fulfilled at residence
times of 100 s.
The influence of secondary flows is significant already atDn2Sc = 70 (model: Dn2Sc ≈
100), and an inflection point is observed between Dn2Sc = 300− 600. For high Dn2Sc
values, the relative axial dispersion coefficient Dax/Dax,TA levels off below 0.4 (pre-
dicted: 0.25 [90], 0.2 [94]). However, the absolute deviations of the experimentally de-
termined relative axial dispersion coefficients from the model predictions are significant.
7.7 Pressure drop
The pressure drop is estimated in order to exclude detrimental influences of pressure
variations along the tubular reactor on the process performance. The calculation is
done with the Hagen-Poiseuille equation for laminar flow in straight tubes: [95]
109
7 “Tapless tap reactor”
∆p =
32
Re
L
d
ρu2 (7.20)
The worst-case estimation for a flow rate of 10 mL min−1 in the 4 mL module
(L = 507.4 cm), corresponding to u = 21.22 cm s−1, yields a pressure drop of
∆p =
32
283
· 5.074 m
0.001 m
· 700 kg
m3
·
(
0.2122
m
s
)2
= 182 mbar.
(7.21)
With regard to the projected applications of the tapless tap reactor a pressure drop
in this range is considered to be negligible.
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Insights with inline monitoring
The solvent-free synthesis of [EMIM]EtSO4 was transferred to continuous operation as
the next step towards continuous production of the target ionic liquid product. The
applicability of the modular lab-scale reactor concept was to be evaluated with the
desired scale-up in mind. Inline monitoring of concentration profiles of all components
in the reactive mixtures was achieved by mid-infrared spectroscopy performed with fibre-
coupled ATR sensors integrated into low-volume flow cells.
As a consequence of the unsatisfactory quality of PLS-based spectral evaluation, the
physically motivated indirect hard modelling approach developed by the group of Mar-
quardt at the AVT-Process Systems Engineering, RWTH Aachen University, was applied
offline to the spectra from inline monitoring. With the upcoming hypothesis of an in-
termediate formation in the studied Ionic Liquid synthesis (section 6.3.2), interest was
growing in the development of methods for identification of unknown pure compounds
in given mixture spectra. Hence, the experimental activities for the realisation of a Hard
Modeling Factor Analysis tool were accompanied for the simplified case of a non-reactive
system.∗
8.1 Implementation of the analytical methods for
process monitoring
In order to appropriately access information on the reaction progress in the continuous
flow setups, methods for a quantitative compound-specific monitoring were required.
Hence, the interpretation of the spectroscopic data had to be implemented by generating
chemometric models. Since PLS models are readily available in spectroscopic software,
they were first choice and supplemented with the presented hard modelling tool (see
section 5.4.2) afterwards. The referencing of both methods was achieved with NMR
spectroscopy.
∗These activities are not described here, but are available in the original publication. [69]
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8.1.1 PLS-based calibration model
Spectral evaluation tools constructing chemometric models based on the Partial Least
Squares algorithm have found widespread application since they are integrated into spec-
trometer software packages.∗ Hence, the continuous flow experiments were monitored
inline with the help of these ready-to-use PLS tools.
Beforehand, PLS models for the molar fractions xi were calibrated from ternary mix-
ture spectra. These mixtures were prepared volumetrically from [EMIM]EtSO4, N -
methylimidazole and diethylsulfate, all cooled to 283 K in order to minimise reaction
progress during the measurement of reactive samples. Based on the available kinetic
parameters from literature, [72] the reaction progress during the time required for the
acquisition of the calibration spectra is estimated. Conversion after 44 seconds, the
time required for the acquisition of 100 scans, in mixtures with an equimolar ratio of
the two substrates (along the straight line in Figure 8.1) is 2.3 % for the 550 sample
(xD = xM = 0.5) and 0.5 % for the 118 sample (xD = xM = 0.1, xIL = 0.8).
Although under optimum process conditions the two substrates, fed in an equimolar
ratio, should always be found in equal molarities (straight line in Figure 8.1), the full
concentration range of the ternary mixture was mapped for increased applicability of
the model. Grid size was chosen to be 0.1 mol/mol (10 % in mole fractions), following a
mole fraction definition that treats one formula of [EMIM]EtSO4 as one entity.
† All in
all this results in the measurement of 66 samples, including the three pure components
(see Figure 8.1).
Individual calibration models for each compound were elaborated instead of creating a
common model. The construction of these models was based on wavenumber sub-regions
selected from the fingerprint range of the calibration spectra (Figure 8.2).‡
With the PLS optimisation tool implemented in OPUS, parameter sets for calibration
were screened automatically, including combinations of the previously defined wavenum-
ber regions and various ways of data pre-treatment.§ All calibrations were performed
as “leave-one-out” cross-validations, and the minimum RMSECV was used as the selec-
tion criterion for the desired model. The parameters of the selected calibration models
∗See e.g. TQ Analyst/OMNIC, Thermo Inc., or OPUS, BrukerOptics.
†This definition of mole fractions x’ was taken in this early context only. Due to the fact that this
leads to a non-constant total number of moles during the reaction, all other considerations include the
dissociation step of the Ionic Liquid. Corresponding mole fractions are marked with x.
‡This spectral range (1600 - 780 cm−1) was available for all setups, whereas the higher spectral
energy ranges (> 2400 cm−1, valence vibrations of CH/OH/NH bonds) were only available for data
measured with the more sensitive fibre-spectrometer setups.
§Centering of the data, linear corrections, derivations and normalisation as well as combinations of
these are available and automatically performed in one or more of the defined spectral regions.
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Figure 8.1: Calibration samples for PLS models including the theoretical conversion
trajectory for equimolar feed.
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compound spectral rank RMSECV R2 a data pre-treatment
ranges [cm−1] [mol/mol]
[EMIM]EtSO4 1541 - 1485 14 0.0450 97.8 2nd derivative
1435 - 1340
MIM 1599 - 1547 19 0.0081 99.9 linear offset
1302 - 1132
1122 - 1036
843 - 779
DES 1414 - 1340 12 0.0437 97.1 1st derivative
+ linear offset
a Degree of linearity between true and predicted concentrations (Pearson coefficient).
Figure 8.2: Above: Selected wavenumber regions for PLS calibration of mixtures of
[EMIM]EtSO4, N -methylimidazole and diethylsulfate. Assignment of the
regions to the individual components is the outcome of the automatic op-
timisation of models. Below: Parameters for the PLS model.
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are given in the table of Figure 8.2. In the spectral regions defined for PLS parameter
screening and calibration (compare Figure 8.2), the achievable quality for the prediction
of concentrations shows significant differences for the three compounds of the reaction
mixtures. For N -methylimidazole quantification, involving the largest part of the avail-
able spectral information, the RMSECV is below 1.0 % (0.0081 mol/mol), and the
residuals of the predicted concentrations of the calibration samples are not indicating
systematic errors in the calibration model (Figure 8.3).
Figure 8.3: Residual N -methylimidazole concentration from validation of the PLS
model. Horizontal lines indicate the RMSECV.
In contrast, calibration models for [EMIM]EtSO4 and diethylsulfate with the min-
imum achievable RMSECV are of minor quality compared to the N -methylimidazole
model (RMSECVs 4.5 % and 4.4 %, respectively), which can be related to the fact that
less spectral information is included in the calibration model. Diethylsulfate is quanti-
fied within a single spectral range (1414 - 1340 cm−1) only, whereas for [EMIM]EtSO4
quantification two regions are incorporated, including the diethylsulfate region men-
tioned before. Correspondingly, the residuals from the predictions of [EMIM]EtSO4 and
diethylsulfate concentrations show high inverse correlation (Figure 8.4).
However, large absolute deviations between predicted and true values can be observed
for characteristic groups of samples. Especially in samples with low N -methylimid-
azole content including the diethylsulfate pure spectrum, the spectral contributions of
[EMIM]EtSO4 and diethylsulfate to the mixture spectrum tend to be separated incor-
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Figure 8.4: Correlation between the [EMIM]EtSO4 and diethylsulfate concentration
residuals predicted for the calibration samples in cross-validated PLS mod-
els (open diamonds). Selected samples are labeled according to the nomen-
clature presented in section A.3.3 and marked with full diamonds.
rectly (labeled entries in Figure 8.4), so that the residual concentrations are inversely
correlated (blue line in Figure 8.4). Increasing the N -methylimidazole content obviously
stabilises concentration prediction in these spectra. A possible explanation is the influ-
ence of N -methylimidazole on mixing behaviour and surface properties of [EMIM]EtSO4-
diethylsulfate mixtures,∗ so that wetting of the ATR crystal by a representative mixture
is ensured. A similar behaviour is observed for the ternary system of [EMIM]Br, N -
methylimidazole and bromoethane, where the miscibility gap between [EMIM]Br and
bromoethane is suspended above the critical N -methylimidazole content.
8.1.2 Calibration of ternary mixtures with IHM
The PLS-based inline monitoring of continuous flow experiments was not satisfactory,
since changing process conditions and baseline distortions led to negative concentrations
and irreproducible predictions. Hence, an alternative prediction of concentrations from
the measured spectra was desirable.
Therefore, the procedure presented in section 5.4.2 was applied to the calibration
∗[EMIM]EtSO4 and diethylsulfate are only slowly miscible at 273 K.
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Table 8.1: Quality of the spectral hard models from IHM.
component No. of Voigt spectral RMSE max. residual
distributions
[EMIM]EtSO4 33 1.022 · 10−3 <0.004
N -methylimidazole 30 1.743 · 10−3 <0.01
diethylsulfate 31 0.575 · 10−3 <0.005
data set used for the PLS calibration of the ternary reaction system. The previously
measured spectra were subjected to offline evaluation with the automated Indirect Hard
Modelling tool recently published by Kriesten et al. [65]∗
Pure component models
The initial step for the prediction of concentrations is the construction of spectral models
for the pure components. Therefore, the corresponding spectra were subjected to the
automated modelling procedure provided in PEAXACT for the spectral range of 1600 -
780 cm−1. The maximum order of truncation, i.e. the number of peaks introduced to the
spectral model, was set to such a level that the automated fitting procedure would stop
automatically (which is the case after five attempts to add a new peak to the spectrum
have not increased the quality of the fit).
Since some of the spectral features were not captured, the resulting model was manip-
ulated manually by addition or removal of individual peaks where necessary, and peak
parameters were re-fitted. The resulting spectral models show excellent accordance with
the measured pure component spectra (Figure 8.5 and Table 8.1; for the lists of param-
eters see section C).
Modelling of calibration samples
Subsequently, the pure component models were used to model the spectra measured
from known calibration samples, prepared according to the procedure described in sec-
tion A.3.3. The totally available number of 66 sample spectra including the pure com-
ponent spectra were available from the PLS calibration and taken into account for the
∗Supplied by the authors as the MATLAB-based PEAXACT software package. Access to the most
recent versions, extensive consulting for software operation and fruitful discussions by E. Kriesten,
F. Alsmeyer and D. Engel is gratefully acknowledged.
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Figure 8.5: Spectral hard models and residuals (below) for [EMIM]EtSO4 (top), N -
methylimidazole (middle) and diethylsulfate (bottom) with constituent
peaks and baseline.
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Figure 8.6: Spectral weight vs. mole fraction in the ternary calibration samples. Series
of samples with equivalent diethylsulfate content (see Figure 8.1) are linked
by lines.
calibration. All spectra were subjected to the automated modelling procedure at a max-
imum flexibility of fit.∗ For a validation of the model fit quality, the spectral RMSE and
the maximum residual for the modelled spectra were considered (see Table C.4).
It becomes obvious that the quality of the automated spectral fit is highly depending
on the composition of the calibration samples. Thus, spectral RMSEs beyond 0.01 re-
main for samples with a maximum diethylsulfate content of 50 %, whereas the highest
values for the maximum spectral residual (≥ 0.1) are systematically observed for the
[EMIM]EtSO4-rich MIM-free samples and the ternary mixtures with medium diethyl-
sulfate content. Although it has been described that inferior spectral fits do not nec-
essarily deteriorate the quality of concentration prediction, [65] the fit of the calibration
sample spectra was manually optimised by additional iterations of the automatically gen-
erated models. RMSEs of the resulting models were reduced to ≤ 0.001 and maximum
residuals below 0.01.
The spectral weights of the components in the mixture spectra are listed in Table C.5
∗Very high interactions option in PEAXACT, extending the limits for parameter variations. For
details see section 5.4.2 and references cited therein.
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and plotted against the mole fractions in Figure 8.6. Especially the large contribu-
tion of the diethylsulfate spectral features in the mixture spectra is striking. Except
for the DES-free mixtures, where the spectral weights of diethylsulfate approach zero,
the proportionate spectral weights significantly exceed the corresponding diethylsulfate
mole fractions. However, since the linear regression step in IHM is not based on the
spectral weights of the individual components, but on the corresponding ratios (see
Equation 5.18), an inspection of these ratios is helpful. For all combinations, the corre-
sponding plots are given in Figure 8.7.
As the three plots in Figure 8.7 show, the underlying spectral modelling results provide
suitable regions for the linear IHM regression. The spectra for mixtures with similar
contents either of diethylsulfate and N -methylimidazole or [EMIM]EtSO4 and N -methyl-
imidazole have good linear correlations between the spectral weight ratios and the true
mole fraction ratios. As soon as the N -methylimidazole content is too low (i.e. too
high mole fraction ratios DES vs. MIM or IL vs. MIM), the deviation from the linear
correlation becomes significant. The scattering of the spectral weight ratios is remarkably
high at high diethylsulfate/[EMIM]EtSO4 ratios (see DES vs. IL plot in Figure 8.7).
Regression with composition matrix
As the last step of the calibration procedure a linear regression of spectral weights
over the known composition of calibration samples is performed. For this purpose, the
concentration matrix as in section A.3.3 was used and the data set subjected to a “leave-
one-out” cross-validation.
Whereas the quality of N -methylimidazole content prediction is practically indepen-
dent from the true content, the [EMIM]EtSO4 and diethylsulfate predictions show an
elevated RMSECV (equivalent to 8.42 % and 8.34 %, respectively, compared to 3.04 %
for N -methylimidazole) with evident deviations in the samples with low N -methylimid-
azole contents of 10 % and in binary [EMIM]EtSO4 and diethylsulfate mixtures (marked
with oval frames in Figure 8.8, above).∗ Due to this observation, a reduced data set
excluding the samples with residuals above 0.1 or below -0.1 in both [EMIM]EtSO4
and diethylsulfate (i.e. the MIM-free samples 109, 208, 307, 406, the series 217, 316,
415, 514 containing 10 % N -methylimidazole, and 235) was subjected to a new regres-
sion.† In the newly obtained calibration model, prediction is of comparable quality
for all components, and distribution of prediction residuals does not show systematic
∗Plotting the [EMIM]EtSO4 over diethylsulfate mole fraction residuals highlights the strong corre-
lation between the [EMIM]EtSO4 and diethylsulfate content predictions. See Figure C.1.
†These samples have DES vs. IL mole fractions outside the linear correlation region as described in
section 8.1.2 and plotted in Figure 8.7.
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Figure 8.7: Spectral weight ratios from IHM vs. mole fraction ratios for all binary
combinations in logarithmic representation. Insets: Regions of good linear
correlation between spectral weight ratios and mole fraction ratios.
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Figure 8.8: Residual mole fractions of [EMIM]EtSO4, MIM and DES from IHM
prediction. Above: Full data set; groups of binary [EMIM]EtSO4 and
diethylsulfate samples with particularly high residuals in [EMIM]EtSO4
and diethylsulfate prediction set in oval frames. Below: Reduced data set;
above mentioned samples omitted for re-calibration.
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trends (Figure 8.8, below). RMSECVs are significantly improved for [EMIM]EtSO4 and
diethylsulfate, whereas the N -methylimidazole prediction remains unaltered (Table 8.2).
Table 8.2: RMSECVs from regressions with full and reduced data sets.
RMSECV RMSECV
component (full) (reduced)
[EMIM]EtSO4 0.08422 0.03645
N -methylimidazole 0.03042 0.02400
diethylsulfate 0.08339 0.03072
8.1.3 Validation of IR measurements with NMR spectroscopy
Continuous flow experiments aimed at the determination of concentration profiles along
the residence time. Whereas the application of inline tools is straightforward even
for reactive systems, the application of offline techniques is challenging unless there is
a strategy to avoid further reaction. This can be achieved kinetically by dilution or
freezing or thermodynamically by reactive quenching. For this reason, a facile method
was developed following the reactive quenching approach, assumed to be most effective.
A competitive reagent to one of the substrates had to be selected by means of some
crucial parameters:
• quantitative, irreversible reaction with one of the substrates (in excess, if neces-
sary);
• no consecutive reaction of the product from quenching with the second substrate
or the desired product;
• analytical method should be straightforward.
Hence, the search focussed on an amine reacting in a competitive way with diethyl-
sulfate, and on 1H-NMR spectroscopy for the analysis of the quenched reaction mixture,
since in the obtained spectra the intensity of the signal is linearly correlated to the
concentration of the respective compound. Triethylamine, a common amine in chemical
synthesis, and n-propylamine were evaluated for their use in the quenching procedure.
It could be demonstrated that the reactivity of triethylamine was not sufficient to guar-
antee for fast conversion of diethylsulfate, whereas n-propylamine and diethylsulfate
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immediately form the alkylation product ethyl-propylammonium ethylsulfate without
detectable residual diethylsulfate content. Test experiments confirmed the applicability
of n-propylamine for the quenching procedure:
1. Under competitive conditions (n-propylamine and N -methylimidazole available for
reaction with diethylsulfate), [EMIM]EtSO4 formation is effectively suppressed.
Hence, the reactivity of n-propylamine is sufficiently superior to N -methylimid-
azole, allowing for effective quenching already at room temperature.
2. In diethylsulfate excess also the higher alkylation products (di- and triethyl-propyl-
ammonium ethylsulfate) are formed, whereas n-propylamine excess selectively
leads to the monoalkylated cation. Hence, amine excess is preferred in order
to reduce the complexity of the resulting mixture with respect to the subsequent
analysis.
3. Dealkylation of the ethylsulfate anion with n-propylamine is not observed. Hence,
the assignment of all formed ammonium species to the quench reaction is unam-
biguous.
As a consequence of these observations, a quenching procedure was established in
which reactive samples from the continuous reactor were added to an aliquot of n-propyl-
amine (2 droplets in 200 µL). The obtained samples were then analysed by 1H-NMR
spectroscopy (see Figure 8.9).
Mole fractions have consequentially been calculated from the signal intensities at
6.82 ppm (N -methylimidazole), 4.67 ppm ([EMIM]+) and 3.93 ppm (EtSO−4 ). Since
EtSO−4 can be generated either by the desired alkylation of N -methylimidazole (in equal
amounts as [EMIM]+) or by quenching, the quenched amount of diethylsulfate can di-
rectly be calculated from the difference of both.∗
8.2 Experiments and observations
First experiences with the continuous synthesis of [EMIM]EtSO4 were made with the
preliminary setup described in section 7.2 before transferring the process to the “tapless
tap reactor”.
∗All considered signals represent two H-atoms, so further balancing is not required.
124
8.2 Experiments and observations
Figure 8.9: 1H-NMR spectrum of a mixture quenched with n-propylamine. Insets: De-
tailed view of the spectral region for N -methylimidazole (left) and product
quantification (right).
8.2.1 Experiments in the preliminary setup
First monitoring experiments in the continuous synthesis of [EMIM]EtSO4 were per-
formed at 293 K with the setup described in section 7.2. At the reactor outlet, a 6 mm
fibre optical probe was inserted into a PEEK-made Y-connector and connected to a
Nexus FTIR spectrometer (see section A.3.3) for inline measurements. Concentration
profiles for different residence times were obtained by variation of the substrate volume
flow rates. Changes in process conditions were monitored with the online available con-
centration profiles from the PLS evaluation in OMNIC. After reaching a steady-state
concentration, the parameters were held for at least 50 spectra in order to have a rea-
sonable number of spectra for averaging. Thus, concentration values were recorded for
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residence times up to 120 minutes (Figure 8.10). For validation purposes, samples of the
product stream were taken at the reactor outlet, quenched according to the procedure
described in section 8.1.3 and analysed by NMR spectroscopy.
Figure 8.10: Concentration profiles in continuous [EMIM]EtSO4 synthesis at 293 K.
Left: from inline monitoring with IR spectroscopy and PLS evaluation,
right: from offline analysis with NMR spectroscopy. Note the different
time ranges covered (see text).
Else than expected for a bimolecular 1:1-reaction with equimolar dosing, where the
substrate mole fractions are expected to start at 0.5 and decay synchronously, the two
substrate concentrations measured inline do not follow the same trend. For short resi-
dence times up to τ = 7 min, the diethylsulfate fraction follows a steep increase with a
maximum value of 0.425. At the same residence time, the N -methylimidazole fraction
is already reduced to 0.275. For longer residence times, the diethylsulfate fraction in the
mixture remains significantly above the predicted N -methylimidazole fraction (≈ 0.1).
However, this behaviour is not represented in the concentration profile from offline
NMR analysis of samples from the identical experiments (Figure 8.10, right).∗ Both
curves start at mole fractions of 0.5, indicating that dosage failure at short residence
times and high flow rates cannot be considered as a source of the observation from inline
monitoring. With increasing residence time, an apparently exponential decay in mole
fractions is suggested from the profiles. The difference between the two substrate mole
∗Due to the additional reaction volume between IR probe and reactor outlet, the NMR samples
of the respective experiment are assigned to a residence time about 1.46 times higher than for the IR
measurement.
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fractions is reduced to a level below 0.02 except for the samples at τ = 2.9, 15.5 and
17.5 minutes, indicating that the offline NMR quenching technique is powerful enough
to complement the inline measurements.
In order to achieve comparability with the kinetic parameters available from litera-
ture, [23,72,73] a second order kinetic model for an equimolar reaction mixture was fitted
to the data obtained from offline NMR spectroscopy. Therefore, the second order ki-
netic law expressed with concentrations was transformed into a formulation with mole
fractions (see Appendix A.1). With Equation 8.1, a linear fit of the transformed mole
fraction profile is possible with k as the fit parameter:
kτ =
∑
i
Mi
ρi
(1 + νi)
(
1
2xD
− 1
)
+
∑
i
Mi
ρi
νi(ln 2xD). (8.1)
The two substrate mole fraction profiles from offline NMR analysis of the steady state
experiment at 293 K (Figure 8.10, right) were fitted separately at residence times up to
30 minutes.
As the fit results show (Figure 8.11), the mole fractions profile from offline sam-
pling can be properly approximated with a second order kinetic model, representing
a description of the effective kinetics. A comparison with the rate constant available
from literature (1.751 · 10−4[L mol−1s−1] [72]) shows excellent accordance. However, the
systematic deviations from the approximated offline profiles, i.e. the overestimation of
substrate fractions at short residence times and the underestimation of product fraction
at long residence times (see Figure 8.12), give rise to the hypothesis from inline monitor-
ing that the second order model is insufficient to capture all molecular processes during
the alkylation reaction.
The spectra obtained by inline monitoring with ATR-IR spectroscopy were subjected
to a quantification with the IHM calibration model created according to the procedure
described in section 8.1.2. Major interest was placed on a possible confirmation of the
unexpected trends in the mole fraction profiles predicted by PLS. A comparison between
the profiles from IHM and PLS quantification is shown in Figure 8.13.
It becomes obvious that the strong overestimation of the diethylsulfate fraction that
has been described in the context of the PLS quantification of the data set is significantly
reduced by the application of IHM. Beyond that, the pronounced maximum in diethyl-
sulfate mole fraction at short residence times as obtained from PLS quantification is
strongly reduced. Along the full residence time axis, increased fluctuations in the N -
methylimidazole and [EMIM]EtSO4 profiles are observed. Under these circumstances,
the mole fraction profiles approach the second order model fitted to the NMR-based
profiles from offline monitoring (compare section 8.2.1).
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k [L mol−1 s−1]
N -methylimidazole 1.891 · 10−4
diethylsulfate 1.791 · 10−4
substrates (mean) 1.841 · 10−4
Figure 8.11: Fit of a second order model to mole fraction profiles obtained from offline
sampling and NMR analysis. Above: Plot of the modified mole fraction
profile according to Equation 8.1). Below: Obtained rate constants.
8.2.2 Experiments in the “tapless tap reactor”
A series of experiments has been performed in the tapless tap reactor in order to study
various aspects of the process in operation:
1. validate the observations from the previous reaction monitoring in batch and con-
tinuous operation;
2. extend the process parameter variations;
3. optimise the product quality;
4. prove the applicability of the monitoring strategy.
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Figure 8.12: Fit of a second order model to the mole fraction profiles obtained from
offline sampling and NMR analysis.
Since the control setup was not completed at the time of the experiments, the set
values for flow rates and process temperature had to be set manually. Recording of the
concentration profiles was configured in OPUS without data transfer into LabVIEW. Due
to the availability of up to three fibre probes, a plant configuration with two residence
time modules was chosen, so that spectroscopic measurements were performed in the
following positions and with the given priorities:
• between the mixer and the first module (lowest priority);
• between the two modules (medium priority);
• between the second module and the back pressure valve, i.e. at the reactor outlet
(highest priority).
Exemplarily, the following plant configurations and process parameters were studied:
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Figure 8.13: Comparison between IHM (left) and PLS quantification (right) of the IR
spectra from inline monitoring of the continuous [EMIM]EtSO4 synthesis.
Second order fit from offline NMR sampling (see Figure 8.12) is included
into the IHM plot for comparison.
temperature levels (first/second module) [K]: 293 - 313 / 368
total residence time [min]: 26.89 - 125.6
total volume flow rate [µL min−1]: 25.2 - 91.3
total reactor volume [mL]: 2.935 - 3.647
module volume ratio (first : second module): 8:1, 1:2
At all available measuring points, IR spectra were recorded and directly interpreted by
the underlying PLS model in OPUS in order to monitor the state of plant operation. All
recorded spectra were evaluated offline by a two-step procedure: a) averaging spectra
representing a steady-state; b) performing an IHM quantification on the obtained average
spectrum. IHM was favoured over PLS thanks to the reduced disposition to mole fraction
offsets observed in the first series of experiments (section 8.2.1).
For the three temperature levels (293, 303 and 313 K) of the first reactor stage
(i.e. mixer and first reactor loop), the calculated mole fraction values from measurements
at position IR 1 and IR 2 (compare Figure 7.1) were combined to give the mole fraction
profiles. Values for the mole fractions measured at IR 3 after additional residence time
at 368 K are plotted as branches of the main profile. Following the transformation pro-
cedure presented in section 8.2.1 (Equation 8.1), the rate constant was estimated from
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Table 8.3: Rate constants obtained from second order fits of mole fraction profiles from
inline IR spectroscopy.
T [K] k [L mol−1s−1] reference k [L mol−1s−1] [72] ratio
293 6.812 · 10−4 1.741 · 10−4 3.8
303 1.336 · 10−3 5.815 · 10−4 2.3
313 2.806 · 10−3 1.798 · 10−3 1.5
368 (branches) 2.290 · 10−3 2.982 · 10−1 0.008
the mole fraction profiles of the product at short residence times (details of Figure 8.14).
The branches in mole fraction profiles, corresponding to the additional conversion
achieved in the second reactor module at an elevated temperature (368 K), were similarly
subjected to the second order fit. Excluded from this procedure were the branches
related to long residence time at this temperature level, since it was estimated that full
conversion is reached significantly before the measuring point is reached. This estimation
is based on the expected increase in reaction rate, i.e. the increased slope of the branches
compared to the initial slope of the mole fraction profiles in Figure 8.14. The rate
constants obtained from the second order fits are listed in Table 8.3 and compared to
the values calculated from reference parameters. [72]
In order to validate the data from inline monitoring with the Arrhenius approach,
the obtained rate constants were approximated with the well-known linear fit of the
Arrhenius law:
ln k(T ) = ln k0 − EA
R
(
1
T
)
(8.2)
with EA = 53.9 kJ mol
−1 and k0 = 2.744 · 106 L mol−1s−1 (see Figure 8.15).
Compared to the Arrhenius parameters available from literature (EA = 89 kJ mol
−1
and k0 = 1.3 · 1012 L mol−1s−1), the deviation is evident. Even though the pre-
dicted rate constants are relatively close for the studied temperature range, diver-
gence is striking for a reaction temperature further off the studied range. Conse-
quently, due to the reduced activation energy, the reaction is significantly slower for
high process temperature and faster for low temperature if comparing the IR-based pre-
diction with the reference parameters. For example, the extrapolation to 273 K gives
k(273K) = 1.319 · 10−4 L mol−1s−1 compared to 1.198 · 10−5 L mol−1s−1 from the refer-
ence fit.
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Figure 8.14: Fit of a second order model to mole fraction profiles according to Equa-
tion 8.1 and Figure 8.11 obtained from inline IR spectroscopic measure-
ments. Reactor configuration with two temperature stages as denoted in
the plots. Reference fit with parameters from literature. [72] Details: Data
ranges used for the linear fit.
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Figure 8.15: Arrhenius plot for the rate constants obtained from inline monitoring
and comparison with reference fit. [72] Dashed line: Initial rates (between
mixer and first reactor module), dotted line: rates in the second reactor
stage (first and second reactor module; details see text).
The deviation of the observed rate constant at 368 K from the linear range is obvious,
so that it has not been included into the Arrhenius fit. Since the underlying temperature
difference is relatively high (∆T = 55K), a change in the mechanism of the rate deter-
mining step is expected to cause the deviation from the model for lower temperatures.
The effect is well-known from processes changing between regimes of kinetic control and
mass transfer control, e.g. in heterogeneous systems. [83]
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In the context of this research project, the characterisation of a given process exam-
ple, the synthesis of the bulk Ionic Liquid [EMIM]EtSO4 from N -methylimidazole and
diethylsulfate, was aimed at. With regard to the desired development of a continuous
process and its subsequent scale-up, efforts were concentrated on increasing the under-
standing of kinetics and thermodynamics; evaluating appropriate analytical methods
and sensors for process monitoring and control; deriving a suitable process model; real-
ising a scalable reactor setup for lab-scale tests and develop scale-up strategies for pilot
plant scale.
Based on the energy balance of a batch reactor in semi-batch or fed-batch mode, a
process model was developed using heat flow and mole fraction or conversion profiles as
(experimental) input for the estimation of the enthalpy contributions. Reaction calori-
metric experiments allowed to determine the overall reaction enthalpies using a simplified
treatment of the excess contributions to the reaction enthalpies. Although the obtained
values were in acceptable accordance with recently published values, the limitations of
the evaluation procedure for the strongly non-ideal reaction system became obvious.
A separation of the overall excess enthalpy contributions from concentration changes
caused by simultaneous dosing and reaction allowed to estimate a share of up to 40% of
the overall heat release compared to a strictly ideal situation. Strategies for an improved
experimental access to both dosing and reaction related excess enthalpies are currently
being developed for comparably non-ideal reaction systems.
Since the accessibility of the solvent-free reactive system under consideration is not
given with the standard analytical procedures of acceptable accuracy such as gas chro-
matography (GC) or high-performance liquid chromatography (HPLC), efforts have been
made in adapting optical spectroscopy in the mid-infrared range (MIR) to the monitor-
ing requirements of the reaction and accessing additional quantitative information on the
system. Monitoring of the reaction was readily achieved with ATR-MIR spectroscopy,
performed with fibre optical sensors. The technique turned out to be highly versa-
tile for data acquisition in all types of process equipment, including miniaturised batch
equipment (reaction volume 1 mL and less), pressurised reactors for reaction calorime-
try and continuous flow lab-scale plants. For those applications, various types of flow
cells were designed allowing for increased accuracy and stability of the spectroscopic
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measurements while significantly reducing the impact on process performance. In this
context, data-driven interpretation based on Partial Least Squares (PLS) algorithms
was complemented by model-based spectral Indirect Hard Modelling (IHM). Due to the
availability of PLS tools in spectrometer software packages, they were used for the in-
line recording of concentration profiles, whereas benchmarking with the IHM tool was
effectuated offline.
A modular continuously operated bench-scale reaction system (“tapless tap reactor”)
was constructed, and its residence time behaviour was characterised. With the chosen
marker system (2-octanone in n-octane vs. pure n-octane), response signals of the re-
action setup to applied step change experiments were recorded with novel flow cells for
fibre optical sensors. These flow cells were specifically designed for the sensor geome-
try and significantly increased the reproducibility of the spectroscopic measurements.
Approximation of the obtained residence time functions was achieved with a param-
eterised dispersion model. From the calculated Bodenstein numbers the axial disper-
sion coefficients were determined, which remarkably deviated from the prediction of the
Taylor-Aris model for straight tubes. A comparison with the available models for coiled
tubular reactors showed that the decreased axial dispersion in the tapless tap reactor
can qualitatively be described with induced secondary flows in the helical capillaries of
the reactor.
Monitoring the solvent-free synthesis of [EMIM]EtSO4 in the tapless tap reactor did
not lead to further insights into the process kinetics due to the insufficient performance
of the chemometric models for the specific ternary mixture. The Indirect Hard Mod-
elling algorithm gave promising results in the calibration of the mixture, since the strong
non-linear correlations between the component mole fractions and the respective spec-
tral weights were acceptably compensated in the widest part of the composition range.
However, components with low concentrations or mole fractions were not quantified sat-
isfactorily. Hence, the approximations of concentration profiles from continuous flow
experiments are providing useful information only in medium conversion ranges.
Information gained in this work has already been used for construction and operation
of a pilot-scale setup for the continuous production of [EMIM]EtSO4 for demonstration
purposes at Aachen University.
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A Methods
A.1 Expression of kinetic models with mole fractions
In order to harmonise the energy balance of the reactor (section 3.1, e.g. Equation 3.11)
with the kinetic expressions used to describe the reaction, the formulation of these with
mole fractions rather than concentrations is desirable. The formulation is developed for
the reaction example
MIM + DES → [EMIM]+ + EtSO−4 ,
and all substance-related quantities are marked by subscripts (D: diethylsulfate, M:
N -methylimidazole, IL+: cation, IL−: anion of the Ionic Liquid)). The expression is
specifically tailored for the continuous experiments with equimolar feed, hence nD = nM,
furthermore, considering only the reaction,
∑
i ni = ntot = const.
The material balance for one of the substrates (here diethylsulfate) is
dnD
dt
= νDr0V, (A.1)
where the second order reaction rate is
r0 = kcDcM = k
nD
V
nM
V
= k
n2D
V 2
, (A.2)
so that
dnD
dt
= νDk
n2D
V
(A.3)
or, with νD = −1:
−kdt = V dnD
n2D
. (A.4)
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The reaction volume is given by
V =
∑
i
Mi
ρi
ni + V
exc = ntot
∑
i
Mi
ρi
xi + V
exc (A.5)
with the excess volume V exc. The latter is set to zero in the following discussion of
the reaction.
Beyond the condition for equimolarity, nD = nM or xD = xM, electroneutrality forces
the cation and anion concentrations to be identical, hence xIL+ = xIL− ≡ xIL. According
to
∑
i xi = 1, the ion mole fractions can be expressed by xIL = 1/2 − xD. Thus, the
volumetric equation of state changes to
V = ntot
[
MD
ρD
xD +
MM
ρM
xD +
MIL+
ρIL+
(
1
2
− xD
)
+
MIL−
ρIL−
(
1
2
− xD
)]
(A.6)
Inserting Equation A.6 into Equation A.4, this can be transcribed as
−kdt = ntot
[
1
2
∑
i
Mi
ρi
(1 + νi)− xD
∑
i
Mi
ρi
νi
]
dnD
n2D
=
[
1
2
∑
i
Mi
ρi
(1 + νi)− xD
∑
i
Mi
ρi
νi
]
dxD
x2D
,
(A.7)
since, at constant ntot, dnD = ntotdxD and nD = ntotxD. As a consequence,
−kdt =
[
1
2
∑
i
Mi
ρi
(1 + νi)− xD
∑
i
Mi
ρi
νi
]
dxD
x2D
=
1
2
∑
i
Mi
ρi
(1 + νi)
dxD
x2D
−
∑
i
Mi
ρi
νi
dxD
xD
,
(A.8)
which, with the starting condition xD,0 = 0.5, can be integrated along the reaction
time τ :
−k
τ∫
0
dt =
1
2
∑
i
Mi
ρi
(1 + νi)
xD(τ)∫
0.5
dxD
x2D
−
∑
i
Mi
ρi
νi
xD(τ)∫
0.5
dxD
xD
(A.9)
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which is equivalent to
kτ =
1
2
∑
i
Mi
ρi
(1 + νi)
(
1
xD
− 2
)
+
∑
i
Mi
ρi
νi(lnxD + ln 2)
=
∑
i
Mi
ρi
(1 + νi)
(
1
2xD
− 1
)
+
∑
i
Mi
ρi
νi(ln 2xD).
(A.10)
For the reaction under consideration, the stoichiometric factors for both substrates are
νS) = −1, hence, the first term in Equation 8.1 is exclusively related to the products.
A.2 Preparation of chemicals
N -Methylimidazole (≥ 99 %, ACROS or Merck) and diethylsulfate (≥ 99 %, Fluka)
were degassed, refluxed under reduced pressure (< 10−2 mbar) prior to use and stored
in dry nitrogen or argon atmosphere.∗ The reduction of the degree of coloration and
fluorescence was controlled by visual inspection. Distilled 3-picoline (3-methylpyridine)
was supplied by Solvent Innovation.
Bromoethane (p.a., Solvent Innovation), 2-octanone (97 %, Fluka) and n-octane (tech-
nical grade†) were used without further treatment. d -Chloroform for NMR measure-
ments was stabilised with silver and dried with molecular sieve (4 A˚).
A.3 Analytical methods
A.3.1 NMR analysis of samples from Ionic Liquid synthesis
Incompletely converted mixtures from the synthesis of [EMIM]EtSO4 have been reacted
with n-propylamine in order to interrupt reaction progress (section 8.1.3). For this
purpose, about two droplets were injected into 200 µL of n-propylamine, the reacted
mixture diluted in deuterated chloroform and analysed by 1H-NMR spectroscopy.
A.3.2 Quality control of Ionic Liquid samples
Quality control for selected samples from the continuous Ionic Liquid synthesis has been
performed externally at the industrial partner’s facilities. Contents of residual N -methyl-
∗For these purposes, a modified reflux apparatus was designed integrating condenser and collector
in one single piece of equipment.
†Temporarily substituted by an octane fraction with ≥ 95 % n-octane (Fluka).
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imidazole and [EMIM]+ cation have been determined by a proprietary HPLC method,
which due to the UV detection of the eluent is not capable of detecting diethylsulfate.
Therefore, Headspace-GC was applied for the quantification of diethylsulfate residues.
A.3.3 FTIR measurements
Reaction monitoring with infrared spectroscopy was effectuated with fibre optical probes
(DiProbe, 6 and 3 mm outer diameter, infrared fiber sensors, Aachen/Germany) that
were coupled to Avatar 380 and Nexus 5700 (Thermo Inc., Waltham MA/USA) and
to IRCube and MATRIX-MF (BrukerOptics, Ettlingen/Germany) FTIR spectrometers.
The Avatar and Nexus instruments only provide the connection of one single probe and
require the Smart FibrePort accessory (Thermo Inc.), which is modified for the uptake
of the SMA plugs of the fibre probes by widening the light beam in- and outlet to a
diameter of 1.6 mm. The MATRIX-MF is capable of serving up to six fibre optical
probes and is therefore used for all multiplex applications.
All instruments are equipped with photovoltaic MCT (mercury-cadmium-telluride,
HgCdTe) detector elements requiring cryogenic cooling (below 80 K). Hence, the appli-
cation of the technique is so far limited by the supply of liquid nitrogen (77 K). Time
intervals without data acquisition along the experiments can therefore be assigned to a
failure of cooling in most cases. Dewar capacities are sufficient for 6 (Avatar) to 12 hours
(Nexus).
A comparison between single channel spectra of the instruments shows that the spec-
tral intensity underlies strong variations. Using the Avatar instrument, data acquisition
beyond 2000 cm−1 is not recommended due to the high level of noise in the absorbance
spectra, except when combined with probes of very short fibres. Towards the low energy
boundary of the spectral range (i.e. low wavenumbers, long wavelengths) the threshold
of the semi-conductor detector element is limiting the accessible working range. The
blank intensity of the setup is influenced by both the strength of the IR source and the
length of the light conducting fibres (see Figure 4.2). Infrared spectra were acquired
with the following parameters:
spectral range:a 4000 - 650 cm−1
nominal spectral resolution:b 4 cm−1
resulting data spacing: 1.929 cm−1
scanner velocity: 40 kHz (Bruker instruments)
3.7974 cm/s (Thermo instruments)
a If available with the spectrometer-fibre constellation.
b For the nominal spectral resolution in FTIR spectrometers refer to e.g. [96].
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In the standard applications where fine time resolution was not required (e.g. moni-
toring of batch experiments), 20-50 scans were co-added in order ro reduce the spectral
noise, corresponding to a time resolution of 11-34 seconds (Thermo instruments).
For monitoring in the continuous flow setup, the number of scans was reduced to
5 scans and below (4.8 seconds including PLS analysis). Measurements of static samples
and single channel reference measurements have been performed at 100 scans (44 seconds;
all with the Bruker instruments).
Measurement of reference IR spectra for calibration data sets
Reference samples for the three-component system of N -methylimidazole, diethylsulfate
and [EMIM]EtSO4 have been measured throughout the full ternary composition range.
Hence, the accessible concentration range was extended beyond the equimolar mixtures
of N -methylimidazole and diethylsulfate, which represent the target composition for the
desired process. A major challenge is the reactivity of samples containing both substrates
in sufficiently high concentrations. Therefore, the reference samples have been cooled
down by means of a thermostatted metal block connected to a chiller. The block is
mounted on a magnetic stirring plate allowing for stirring inside the sample mixtures.
Reference samples have been prepared volumetrically from thermally equilibrated
stock material, and spectra acquisition has been triggered immediately after addition
of the final component. Samples containing only one of the substrates do not cause
difficulties and volumetric preparation is straightforward. For calibration of the reactive
reference samples containing both N -methylimidazole and diethylsulfate, the following
procedure has proven to be applicable:
1. Addition of the Ionic Liquid (if contained in the respective sample) into a GC vial
equipped with a 5x2 mm magnetic stirrer bar.
2. Addition of the substrate being present at higher concentration level. Insertion of
the vial into the thermostatted block, stirring.
3. Measurement of the reference spectrum with air background. Immersion of the
fibre probe into the sample, in a way that efficient stirring is not affected.
4. Addition of the minor substrate directly into the stirred mixture. Immediate trig-
gering of the IR data acquisition.
The number code of calibration samples indicates their composition in the mole frac-
tion nomenclature where the dissociation of the Ionic Liquid in its ions is not respected:
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[EMIM]EtSO4, N -methylimidazole and diethylsulfate content are expressed in tenths,
e.g. , “631” consists of 0.6 mol/mol [EMIM]EtSO4, 0.3 mol/mol N -methylimidazole and
0.1 mol/mol diethylsulfate.
A.4 Calculation of residence time behaviour from
recorded concentration profiles
When executing the LabVIEW-VI for plant control, an ASCII log-file (txt-format) is
created containing the concentration values calculated by the underlying quantification
method in OPUS. In order to utilise these files for the characterisation of the dispersion
behaviour, a series of manipulations needs to be performed:
1. Elimination of replicated concentration values (e.g. in MS Excel). This step is
required due to the different time resolutions of spectroscopic measurements (3-
4 seconds) and data recording (one second).
2. Spline interpolation of the concentration profile, so that a virtual time resolution
of ∆t = 1s is obtained.∗
3. Offset correction with the value from the preceding tracer-free (blank) concentra-
tion level.
4. Scaling with the concentration maximum. This operation yields the values for the
F function.
5. Calculation of θ = t/τh from the nominal hydrodynamic residence time.
6. Calculation of E(θ) by differentiation of F (θ).
The obtained data sets for the E and F functions at different states of plant operation
(module volume/capillary length and linear flow velocity) were fitted to Equation 7.17.
Compared to the generic formulation of the dispersion model (Equation 7.12), shifts on
the θ-axis are compensated by an additional shift parameter ∆θ. Hence, the dimen-
sionless residence time is expressed as (θ + ∆θ), and ∆θ is used as an additional fitting
parameter. The obtained Bodenstein numbers for replicate experiments with identical
conditions were averaged.
∗Performed with the Akima-spline tool in the data handling software DIAdem (National Instru-
ments, Austin TX/USA). Settings: five nodes (except for experiments K and L: two nodes), maximum
adjustment 10 %.
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Reaction calorimetric experiments have been conducted with three types of instruments,
all of which operating with different techniques:
• RC 1 (Mettler Toledo, Gießen/Germany): heat flow
• LabKit-rcb (HiTec Zang, Herzogenrath/Germany): heat balance; heat flow mode
available
• CPA 202 “Chemical Process Analyser” (ChemiSens, Lund/Sweden): true heat
flow
B.1 General remarks
In order to achieve isothermal dosing, the instruments have been equipped with heat
exchange installations for the dosing inlet held at the reactor set temperature. All
experiments were run in isothermal mode, i.e. the temperature of the reactor content is
controlled by variations of the jacket temperature. In the case of a sufficiently dynamic
control system this allows to significantly reduce the effort for a compensation of the
accumulated heat in the reaction mixture.
B.1.1 Experiments in the RC 1
Isothermal dosing was achieved by connecting a thermostatted double-wall dropping
funnel with an approximate volume of 45 mL to the lid of the reactor. The unit was
filled with a syringe via a standard ball valve, and the content was allowed to thermally
equilibrate for 20 minutes minimum. The funnel was connected to a pressurised Argon
supply leading to a slight overpressure for the dosing into the reactor.
The calibration of the coefficient for the effective heat transfer through the reactor
wall kWA is achieved by an electrical heater giving a precise heat flow of 25 W that
induces a characteristic temperature difference across the reactor wall. The minimum
substrate quantity needed for complete coverage of the hot section of the heater is around
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400 mL. For this reason, 4-6 mol of the respective starting material were required for
one experiment.
B.1.2 Experiments in the LabKit rcb
In the LabKit dosing is achieved via a magnet valve and controlled gravimetrically.
Hydrostatic pressure from the dangling reservoir was used to lead the liquid stream
through a thermostatted metal capillary (ø 1 mm, internal volume 0.25 mL) before
entering the reactor through the lid. Temperature of the inlet fluid stream is monitored
and accounted for when compensating the heat flow caused by dosing.
B.1.3 Experiments in the CPA 202
Since the working principle of the CPA is based on immersing the reactor into a ther-
mostatted bath, isothermal dosing is readily achieved by immersing the dosing capillary
for the second substrate in the same bath. Here, the heat flow from and into the reactor
is directed by a metal plate and transduced to the cooling fluid via Peltier elements.
Hence, calibration is required once for the lifetime of the reactor bottom only. The CPA
was used for fed-batch experiments, where dosing was achieved by an external syringe
pump.
B.2 Data from semi-batch experiments
This section lists the experimentally obtained data from the semi-batch experiments
discussed in section 6.2.1 including the synthesis of [EMIM]EtSO4, [EMIM]Br and
[EMPy]EtSO4. Experimental conditions are given in the respective table captions. Due
to the deviating experimental protocol for the alkylation of N -methylimidazole with
bromoethane, this experiment is listed separately at the end of this chapter (section B.2).
Injections of bromoethane into N-methylimidazole
The experiment followed the general procedure for the semi-batch experiments. Due
to the elevated melting point of [EMIM]Br (352 - 355 K) and the low boiling point of
bromoethane (311 K), a reaction temperature of 318 K was chosen.
After injection 32, an intermediate calibration was performed. With a delay of 750 sec-
onds after the readjustment of the thermal equilibrium, a sudden increase of reactor tem-
perature was recorded (∆Tr = 12.5 K, ∆t = 50 s) with a simultaneous steep increase
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Figure B.1: Heat flow, temperature and non-calibrated torque profile for the
[EMIM]Br crystallisation from an [EMIM]Br-N -methylimidazole mixture.
Conditions: 318 K; 4.135 mol [EMIM]Br, 0.849 mol N -methylimidazole;
0.6 MPa.
of the (dimensionless) signal from the torque transducer (Figure B.1). This gave rise to
the assumption that [EMIM]Br had crystallised from the N -methylimidazole-[EMIM]Br
mixture.
For that reason, the final injections have been performed at a reactor temperature of
353 K while keeping the dosing unit for pre-equilibration at 318 K. The time interval
between these injections was reduced to 10-15 minutes.
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Table B.7: Molar heat release Qm,k for bromoethane injections into N -methylimidazole
(charged: 409.2 g, 4.984 mol); injections 1-34: T = 318 K, p = 0.4 MPa;
injections 35-41: T = 353 K, p = 0.6 MPa. Instrument: Mettler RC 1.
No. ∆mEtBr [g] ∆nEtBr [mol] nEtBr [mol] XMIM Qk [kJ] Qm,k [kJ mol−1]
1 14.50 0.133 0.133 0.027 0.43 -3.2
2 16.65 0.153 0.286 0.057 1.11 -7.2
3 12.55 0.115 0.401 0.080 1.50 -13.0
4 12.15 0.111 0.513 0.103 1.75 -15.7
5 11.62 0.107 0.619 0.124 2.16 -20.3
6 11.88 0.109 0.728 0.146 2.55 -23.4
7 12.18 0.112 0.840 0.169 3.01 -26.9
8 11.92 0.109 0.949 0.190 3.25 -29.7
9 11.90 0.109 1.059 0.212 3.66 -33.5
10 12.21 0.112 1.171 0.235 4.12 -36.8
11 12.13 0.111 1.282 0.257 4.08 -36.7
12 11.82 0.108 1.390 0.279 4.70 -43.3
13 12.47 0.114 1.505 0.302 5.42 -47.4
14 12.14 0.111 1.616 0.324 5.66 -50.8
15 12.60 0.116 1.732 0.348 6.32 -54.7
16 12.14 0.111 1.843 0.370 6.33 -56.8
17 12.33 0.113 1.956 0.393 7.96 -70.3
18 12.00 0.110 2.067 0.415 8.32 -75.6
19 12.51 0.115 2.181 0.438 8.58 -74.7
20 12.08 0.111 2.292 0.460 8.50 -76.7
21 12.71 0.117 2.409 0.483 8.08 -69.3
22 11.92 0.109 2.518 0.505 9.28 -84.8
23 12.83 0.118 2.636 0.529 8.73 -74.1
24 11.93 0.109 2.745 0.551 9.14 -83.4
25 12.43 0.114 2.860 0.574 8.39 -73.6
26 12.34 0.113 2.973 0.597 8.89 -78.5
27 15.81 0.145 3.118 0.626 8.88 -61.2
28 14.93 0.137 3.255 0.653 10.66 -77.8
29 16.37 0.150 3.405 0.683 11.81 -78.6
30 16.55 0.152 3.557 0.714 11.36 -74.8
31 16.84 0.155 3.711 0.745 11.55 -74.7
32 15.98 0.147 3.858 0.774 11.63 -79.3
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33 15.23 0.140 3.998 0.802 (n.a.)a (n.a.)a
34 14.93 0.137 4.135 0.830 (n.a.)a (n.a.)a
cryst - - 4.135 0.830 87.37 -21.1b
35-41c (107.57) (0.987)d (5.122)d 1.000 61.61 -72.6∑e 558.15 4.707 4.707 0.944 269.40 -57.2
a No values available due to intermediate monitoring failure.
b Assuming that all [EMIM]Br crystallises from the mixture.
c Not listed individually (see text).
d Considered for calculations: 0.849 mol (full conversion reached).
e Of all recorded injections, i.e. without 33 and 34.
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Table B.1: Molar heat release Qm,k for diethylsulfate injections into N -methylimid-
azole (charged: 549.8 g, 6.696 mol), T = 308 K, p = 0.6 MPa. Instrument:
Mettler RC 1.
No. ∆mDES [g] ∆nDES [mol] nDES [mol] XMIM Qk [kJ] Qm,k [kJ mol−1]
1 41.03 0.266 0.266 0.040 30.13 -113.3
2 40.75 0.264 0.530 0.079 32.04 -121.4
3 40.88 0.265 0.796 0.119 32.03 -120.9
4 41.34 0.268 1.064 0.159 34.00 -126.9
5 41.31 0.268 1.332 0.199 33.95 -126.7
6 40.60 0.263 1.595 0.238 34.00 -129.3
7 40.08 0.260 1.855 0.277 34.17 -131.4
8 40.88 0.265 2.120 0.317 35.56 -134.2
9 41.08 0.266 2.386 0.356 35.92 -135.0
10 41.01 0.266 2.652 0.396 35.97 -135.2
11 40.48 0.263 2.915 0.435 35.97 -136.8
12 40.78 0.264 3.179 0.475 36.73 -139.1
13 41.62 0.270 3.449 0.515 38.81 -143.7
14 41.11 0.267 3.716 0.555 37.84 -141.7
15 41.34 0.268 3.984 0.595 38.68 -144.3
16 40.97 0.266 4.250 0.635 38.68 -145.4
17 41.47 0.269 4.519 0.675 37.97 -141.2
18 42.21 0.274 4.792 0.716 38.72 -141.3
19 42.40 0.275 5.067 0.757 39.40 -143.3
20 42.46 0.275 5.343 0.798 37.21 -135.3
21 42.80 0.278 5.620 0.839 36.31 -130.6
22 43.80 0.284 5.904 0.882 33.31 -117.3
23 42.60 0.276 6.181 0.923 28.61 -103.7
24 43.20 0.280 6.461 0.965 20.92 -74.7∑
996.20 6.461 6.461 0.965 836.93 -129.5
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Table B.2: Molar heat release Qm,k for N -methylimidazole injections into diethyl-
sulfate (charged: 523.8 g, 3.397 mol), T = 308 K, p = 0.6 MPa. Instrument:
Mettler RC 1.
No. ∆mMIM [g] ∆nMIM [mol] nMIM [mol] XDES Qk [kJ] Qm,k [kJ mol−1]
1 15.39 0.187 0.187 0.055 16.66 -89.1
2 24.16 0.294 0.482 0.142 30.40 -103.4
3 24.95 0.304 0.786 0.231 32.17 -105.8
4 23.89 0.291 1.076 0.317 32.16 -110.5
5 25.25 0.308 1.384 0.407 35.81 -116.3
6 25.35 0.309 1.693 0.498 38.00 -123.0
7 25.22 0.307 2.000 0.589 38.88 -126.6
8 25.57 0.311 2.311 0.680 40.47 -130.1
9 25.20 0.307 2.618 0.771 41.25 -134.4
10 25.17 0.307 2.925 0.861 42.49 -138.4
11 25.20 0.307 3.232 0.951 41.64 -135.6
12a (24.40) (0.297) (3.529) 1.000 18.79 -113.9∑
289.75 3.397 3.397 1.000 408.72 -120.4
a Considered for calculation: 0.165 mol (full conversion reached).
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Table B.3: Molar heat release Qm,k for N -methylimidazole injections into bromoethane
(charged: 601.9 g, 5.524 mol), T = 333 K, p = 1.1 MPa. Instrument:
Mettler RC 1.
No. ∆mMIM [g] ∆nMIM [mol] nMIM[mol] XEtBr Q [kJ] Qm,k [kJ mol−1]
1 33.70 0.410 0.410 0.074 6.42 -15.7
2 34.60 0.421 0.832 0.151 15.58 -37.0
3 34.34 0.418 1.250 0.226 17.10 -40.9
4 35.49 0.432 1.682 0.305 20.44 -47.3
5 35.47 0.432 2.114 0.383 22.21 -51.4
6 34.88 0.425 2.539 0.460 22.98 -54.1
7 35.14 0.428 2.967 0.537 34.02 -79.5
8 34.40 0.419 3.386 0.613 33.13 -79.1
9 35.70 0.435 3.821 0.692 34.46 -79.2
10 35.54 0.433 4.254 0.770 35.28 -81.5
11 35.43 0.431 4.685 0.848 35.73 -82.9
12 34.52 0.420 5.105 0.924 32.59 -77.6
13a (35.92) (0.437) (5.543) 1.000 19.35 -46.3∑
455.13 5.524 5.524 1.000 329.29 -59.6
a Considered for calculation: 0.418 mol (full conversion reached).
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Table B.4: Molar heat release Qm,k for diethylsulfate injections into 3-methylpyridine
(charged: 582.2 g, 6.251 mol), T = 308 K, p = 0.55 MPa. Instrument:
Mettler RC 1.
No. ∆mDES [g] ∆nDES [mol] nDES[mol] XMePy Q [kJ] Qm,k [kJ mol−1]
1 41.99 0.272 0.272 0.044 27.00 -99.3
2 42.54 0.276 0.548 0.088 28.36 -102.8
3 43.45 0.282 0.830 0.133 29.13 -103.3
4 43.05 0.279 1.109 0.177 29.46 -105.6
5 43.46 0.282 1.391 0.223 29.78 -105.6
6 43.48 0.282 1.673 0.268 30.66 -108.7
7 43.27 0.281 1.954 0.313 30.25 -107.7
8 44.37 0.288 2.242 0.359 31.37 -108.9
9 43.28 0.281 2.523 0.403 30.43 -108.3
10 44.18 0.287 2.810 0.449 30.76 -107.2
11 44.85 0.291 3.101 0.496 29.94 -102.9
12 44.42 0.288 3.389 0.542 30.76 -106.8
13 44.48 0.288 3.677 0.588 31.13 -108.1
14 44.21 0.287 3.964 0.634 30.66 -106.8
15 43.92 0.285 4.249 0.679 30.23 -106.1
16 43.80 0.284 4.533 0.725 30.00 -105.6
17 44.07 0.286 4.819 0.771 30.19 -105.6
18 44.47 0.288 5.107 0.817 28.00 -97.2
19 44.25 0.287 5.394 0.863 27.04 -94.2
20-22a 133.32 0.858 6.252 1.000 86.23 -100.5∑
964.86 6.251 6.251 1.000 651.38 -104.2
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Table B.5: Molar heat release Qm,k for N -methylimidazole injections into
chloroform/diethylsulfate mixtures (charged: 308.5 g diethylsulfate,
2.001 mol, in 308.5 g chloroform), T = 308 K, p = 0.6 MPa. Instrument:
Mettler RC 1.
No. ∆mMIM ∆mCHCl3 ∆nMIM nMIM XDES Qk Qm,k
[g] [g] [mol] [mol] [kJ] [kJ mol−1]
1 12.11 11.66 0.147 0.147 0.074 14.71 -100.1
2 12.09 12.36 0.147 0.294 0.147 13.82 -94.0
3 11.29 11.61 0.137 0.431 0.216 14.77 -107.8
4 10.55 10.85 0.128 0.559 0.280 13.48 -105.3
5 10.28 9.49 0.125 0.684 0.343 13.42 -107.4∑
56.32 55.97 0.684 0.684 0.343 70.2 -102.6
Table B.6: Molar heat release Qm,k for diethylsulfate injections into chloroform/N -
methylimidazole mixtures (charged: 270.2 g N -methylimidazole, 3.291 mol,
in 270.2 g chloroform), T = 308 K, p = 0.6 MPa. Instrument: Mettler RC 1.
No. ∆mDES ∆mCHCl3 ∆nDES nDES XMIM Qk Qm,k
[g] [g] [mol] [mol] [kJ] [kJ mol−1]
1 12.80 12.87 0.0830 0.0830 0.025 8.35 -100.6
2 12.58 12.43 0.0816 0.1646 0.050 8.05 -98.7
3 11.73 12.07 0.0761 0.2407 0.073 8.17 -107.4
4 12.24 12.17 0.0794 0.3201 0.097 8.41 -105.9
5 12.59 11.73 0.0817 0.4018 0.122 9.05 -110.8∑
61.94 61.27 0.4018 0.4018 0.122 42.03 -104.6
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Table B.8: Molar heat release Qm,k for diethylsulfate feed in N -methylimidazole at var-
ious dosing rates n˙DES. (Charged: 518.4 g N -methylimidazole, 6.314 mol),
T = 308 K, p = 0.1 MPa. Instrument: HiTec Zang LabKit rcb.
No. ∆tdos n˙DES ∆nDES nDES XMIM Qk Qm,k
[s] [10−4 mol s−1] [mol] [mol] [kJ] [kJ mol−1]
1 900 0.631 0.057 0.057 0.009 5.75 -100.9
2 2570 1.074 0.276 0.333 0.053 36.17 -131.1
3 110 5.683 0.062 0.395 0.063 9.09 -146.6
4 410 2.529 0.499 0.079
5 120 5.683 0.567 0.090
6 1200 2.529 0.871 0.138
7 2400 3.794 1.781 0.282
4-7 1.386 1.781 0.282 155.02 -111.8
8 1200 3.794 2.236 0.354
9 3960 6.323 4.740 0.751
8+9 2.959 4.740 0.751 354.73 -119.9
10 4600 3.794 1.574 6.314 1.000 174.94 -111.1∑
6.314 6.314 1.000 738.59 -117.1
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B.2.1 Proposed reaction network for the experimental design
A model for the description of the semi-batch experiments was developed in gPROMS
extending the process network beyond an elementary, nth order reaction step∗. Based on
the considerations above, the following structure of the semi-batch process model was
proposed:
1. Mass balance of injections
The addition of compound i to the charged mixture is expressed as a molar flux Fi
into the system. Duration of the injection is arbitrarily set to 0.1 second, so that
Fi =
1
0.1s
ninji . (B.1)
Consequently, the changes in reaction volume
dVr
dt
caused by the fluxes are calcu-
lated from the molar masses Mi and densities ρi via
dVr
dt
=
∑
i
Fi
Mi
ρi
.† (B.2)
2. Solvation kinetics
Upon dosage, the dissolution of the undissolved injected material in the reaction
mixture is induced:
MIMundiss → MIMdiss ; DESundiss → DESdiss
The rate laws for the dissolution in mixtures are expressed as linear combinations
of the binary dissolution processes, weighted by the composition of the mixtures.
Hence, the dissolution rates rdissM of N -methylimidazole in diethylsulfate or mixtures
of diethylsulfate and [EMIM]EtSO4 and r
diss
D of diethylsulfate in N -methylimid-
azole or mixtures of N -methylimidazole and [EMIM]EtSO4 read as follows:
∗Performed with extensive support by Dipl.-Ing. M. Zavrel, Biochemical Engineering, RWTH
Aachen University.
†Under the assumption of ideal mixing behaviour, i.e. neglecting V exc. Since no quantitative de-
scription for the non-idealities in the ternary system is available, the system is treated as being ideal.
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rdissM = [k(M→D) ·xD + k(M→IL) ·xIL]cundissM (B.3)
rdissD = [k(D→M) ·xM + k(D→IL) ·xIL]cundissD (B.4)
or, in general
rdissi =
[∑
j 6=i
k(i→j)xj
]
cundissi (B.5)
(B.6)
where xi is the mole fraction of compound i in the solvent mixture. Thus, the
ternary dissolution process is described by the binary parameters only, so that the
rate constant for the overall dissolution process can be varied according to the
solvent mixture composition.
The overall concentrations cundissi of the undissolved substrates are available from
the corresponding numbers of moles nundissi :
dnundissi
dt
= Fi −Rdissi Vr (B.7)
cundissi = n
undiss
i Vr. (B.8)
3. Reaction network and kinetics
As a hypothesis, the reversible formation of an intermediate species (Int) was pos-
tulated. Since the endothermic phenomenon is more pronounced in the N -methyl-
imidazole-rich regime and basically independent of the diethylsulfate content (see
Figures 6.4 and 6.2), the stoichiometry of the intermediate formation reaction
should favour the N -methylimidazole concentration. In a general form (i.e. for
non-specified stoichiometries) the parallelisation of the intermediate-based and the
one-step alkylation follows this network:
n MIM + m DES 
 [Intn+m] ; k1,k4 ,
[Intn+m] + (b-n) MIM + (b-m) DES → b [EMIM]+ + b EtSO−4 ; k2 ,
MIM + DES → [EMIM]+ + EtSO−4 ; k3 .
161
B Details from reaction calorimetry
The first iteration of the modelling was performed with b = 2, n = 2 and m = 1,
accordingly, the intermediate is considered as a “trimer” [Int3] of a not yet specified
structure:
2 MIM + DES 
 [Int3] ; k1,k4 ,
[Int3] + DES → 2 [EMIM]+ + 2 EtSO−4 ; k2 ,
MIM + DES → [EMIM]+ + EtSO−4 ; k3 .
From these reactions, the kinetic laws for the three reactions can be derived:
r1 = k1(c
diss
M )
2(cdissD )− k4cInt, (B.9)
r2 = k2cInt(c
diss
D ), (B.10)
r3 = k3(c
diss
M )(c
diss
D ). (B.11)
Hence, the concentrations of the involved compounds change according to
dndissM
dt
= Vr
(
(rdissM )− 2r1 − r3
)
, (B.12)
dndissD
dt
= Vr
(
(rdissD )− r1 − r2 − r3
)
, (B.13)
dnIL
dt
= Vr(4r2 + 2r3), (B.14)
dnInt
dt
= Vr(3r1 − 3r2). (B.15)
Note that due to the postulated neutrality of the mixture the concentrations of
the [EMIM]+ cation and EtSO−4 anion are equal and therefore combined as cIL.
From these relations, the overall concentrations of the substrates result as:
nM = n
undiss
M + n
diss
M , (B.16)
nD = n
undiss
D + n
diss
D . (B.17)
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4. Thermodynamics and heat flows
The total heat flow q˙flow from the reactor is simulated as the sum of the three
reactions and the two dissolution processes:
q˙flow = −[(∆rHm,1r1 + ∆rHm,2r2 + ∆rHm,3r3) + (q˙dissM + q˙dissD )] ·Vr , (B.18)
in which the heat flows from the dissolution of N -methylimidazole and diethyl-
sulfate, q˙dissM and q˙
diss
D , are again expressed by the contributions from the binary
processes:
q˙dissM = −[∆dissHm,(M→D)(k(M→D) xD)
+ ∆dissHm,(M→IL)(k(M→IL) xIL)] · cundissM Vr (B.19)
q˙dissD = −[∆dissHm,(D→M)(k(D→M) xM)
+ ∆dissHm,(D→IL)(k(D→IL) xIL)] · cundissD Vr (B.20)
B.2.2 Experimental design for validation of the postulated reaction
network
In order to validate the reaction network postulated in the preceding section, a fed-batch
calorimetric experiment was designed with the OED (optimal experiment design) tool
implemented in gPROMS. Maximum reliability of the reaction rate constants prediction
was aimed at when optimising the protocol, since these values were considered to allow
for the discrimination between the network presented above and the second order models
from literature. [72,73] In particular, the comparison between the rate constant k3 for the
direct bimolecular alkylation reaction and the remaining rate constants was expected
to allow further mechanistic insight. In addition to the rate constants, the resulting
enthalpies of the dissolution and reaction processes, directly correlated to the rate con-
stant when calculated from the heat flow, were of major interest for an elucidation of the
endothermal contributions to the overall heat flow. Maximisation of the concentration of
the postulated intermediate, required for an analytical identification, was considered to
be the successive step, given a confirmation of the model structure. The predicted mole
fraction differences between the second order model and the proposed network were too
small for a concentration-based discrimination between the two models (see Figure B.2).
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Figure B.2: Excess mole fractions predicted for the designed experiment and the
second-order reference model, including the predicted mole fraction pro-
file of the proposed intermediate species. The thermal conversion profile
is given as a reference.
Following the considerations above, the experiment was designed with N -methylimid-
azole as the excess substrate and diethylsulfate being dosed into the reactor. The reaction
heat flow was chosen as the measurement signal appropriate for a validation of the model
and limited to a maximum of 100 W due to experimental constraints. A total of one
equivalent diethylsulfate was injected into the reacting mixture, split into 10 stages (see
protocol in table B.8. The maximum feed rate of diethylsulfate was restricted by the
magnetic valve used for dosing control. The reaction temperature was set to 308 K in
order to allow direct comparability to the semi- and fed-batch experiments. The resulting
dosing profile and the measured reaction heat flow have already been presented in the
context of the thermodynamic discussions in section 6.2.3 (Figure 6.8).
The heat flow profile obtained from the designed experimental protocol does not allow
to unambiguously distinguish between the prediction capabilities of the two models
(see Figure B.3). However, some characteristic differences between the predicted and
measured profiles become obvious, allowing to derive information about the solvation
enthalpy. The solvation enthalpy predicted by the gPROMS model is too high, since
the predicted heat flow during the dosage periods is significantly above the experimental
value. This effect is even more pronounced at the end of the dosing period (t = 25000 s),
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Figure B.3: Experimental heat flow from a designed fed-batch experiment compared
to predicted profiles from experimental design and second-order reference
model.
where the sudden decrease of the heat flow predicted by the gPROMS model is not
observed. Hence, no evidence for the assumed contribution of the respective dissolution
process is found under these experimental conditions.
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C Details from spectral modelling
This section lists the parameter from the spectral modelling with the IHM method.
Beyond the peak parameters of the pure component models, the characteristics of the
mixture models and the results of the composition prediction are given.
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Table C.1: Parameters for the spectral hard model of N -methylimidazole.
position [cm−1] amplitude half width [cm−1] gaussian part
765.86 0.25991 20.83 0.975
813.24 0.50912 10.70 0.671
824.53 0.36535 20.07 0.350
858.41 0.10136 30.72 0.999
902.03 0.15232 6.18 0.001
907.22 0.70022 3.17 0.899
913.13 0.05140 2.97 0.999
958.98 0.01685 28.29 0.993
1021.53 0.02981 4.52 0.999
1026.26 0.02389 60.37 0.999
1028.18 0.33147 4.33 0.481
1064.01 0.05219 11.11 0.001
1075.56 0.87110 8.35 0.056
1107.69 0.55093 5.29 0.407
1137.38 0.01244 12.05 0.999
1229.14 0.91131 5.91 0.071
1235.08 0.14557 6.31 0.999
1279.89 0.10242 7.70 0.001
1284.39 0.50512 5.15 0.519
1329.43 0.03789 11.65 0.069
1349.05 0.03004 5.11 0.453
1358.63 0.08073 6.76 0.269
1384.49 0.04195 30.37 0.999
1419.44 0.36098 6.74 0.001
1447.26 0.07863 11.03 0.999
1472.52 0.20466 21.13 0.525
1503.83 0.09003 4.11 0.999
1509.44 0.48180 11.69 0.433
1515.99 0.58518 5.01 0.703
1593.39 0.07460 46.05 0.027
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Table C.2: Parameters for the spectral hard model of diethylsulfate.
position [cm−1] amplitude half width [cm−1] gaussian part
788.27 0.00406 2.82 0.994
800.24 0.25756 23.79 0.553
817.00 0.07254 7.08 0.001
826.55 0.21790 6.91 0.999
885.49 0.02063 5.50 0.999
900.72 0.23042 1.80 0.001
903.91 0.40764 11.10 0.844
905.92 0.04809 3.27 0.959
908.33 0.18954 1.67 0.368
909.36 0.39047 25.36 0.999
911.90 0.01286 1.18 0.999
938.28 0.01714 8.93 0.999
995.87 0.24767 7.02 0.495
1004.11 0.18329 14.82 0.423
1016.18 0.02072 6.76 0.999
1095.21 0.00971 4.78 0.956
1105.10 0.04200 10.93 0.001
1160.77 0.05797 11.03 0.025
1175.35 0.01952 6.74 0.945
1189.67 0.42672 7.00 0.650
1189.78 0.05893 2.84 0.715
1199.83 0.07107 6.35 0.693
1286.90 0.01329 13.88 0.999
1364.51 0.22099 8.99 0.035
1375.26 0.01438 3.05 0.999
1383.05 0.22821 8.35 0.809
1384.39 0.00336 2.17 0.999
1399.49 0.13731 7.98 0.514
1445.87 0.02530 6.66 0.285
1459.64 0.00851 7.12 0.656
1476.90 0.02056 6.88 0.280
169
C Details from spectral modelling
Table C.3: Parameters for the spectral hard model of [EMIM]EtSO4.
position [cm−1] amplitude half width [cm−1] gaussian part
775.49 0.30696 9.80 0.405
805.45 0.01522 4.96 0.814
830.73 0.02322 10.49 0.893
836.29 0.29435 42.57 0.403
875.55 0.00322 4.28 0.514
900.21 0.22388 13.81 0.005
913.48 0.43110 8.27 0.514
960.29 0.03035 7.07 0.973
1009.94 0.79220 12.85 0.083
1014.68 0.23709 5.80 0.999
1022.87 0.07834 4.43 0.999
1047.05 0.18973 6.27 0.057
1060.31 0.15671 4.56 0.907
1089.08 0.05530 7.68 0.999
1106.80 0.13570 16.32 0.479
1149.44 0.16416 26.61 0.805
1166.68 0.66679 12.88 0.102
1193.88 0.19559 10.48 0.999
1213.84 0.73212 13.68 0.888
1243.59 0.48114 19.98 0.001
1273.82 0.00284 2.66 0.500
1297.80 0.01107 12.32 0.517
1337.52 0.04197 12.86 0.331
1359.95 0.01616 6.34 0.953
1387.85 0.06738 8.25 0.011
1429.12 0.02234 11.46 0.002
1449.88 0.01968 5.34 0.852
1460.84 0.07838 20.03 0.700
1471.17 0.01045 6.95 0.369
1564.23 0.02441 3.83 0.880
1571.60 0.19107 9.46 0.407
1577.11 0.02350 3.87 0.807
1600.21 0.00847 7.35 0.679
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C.1 Fit results of calibration spectra
All spectra are prepared according to the procedure described in section A.3.3. As
mentioned in section A.3.3, the sample labels indicate their composition in tenth of
mole fraction x’ in the order [EMIM]EtSO4 - N -methylimidazole - diethylsulfate. Thus,
the sample ESStd325 contains 30 mol-% [EMIM]EtSO4, 20 mol-% N -methylimidazole
and 50 mol-% diethylsulfate.
Table C.4: Spectral RMSE, maximum residual and component weights in calibration
spectra. Results from automatic IHM fit.
sample RMSE max. spectral [EMIM]EtSO4 MIM DES
residual weight weight weight
[EMIM]EtSO4 0.0010 0.004 1.000 0.000 0.000
DES 0.0006 0.004 0.000 0.000 1.000
ESStd019 0.0027 0.020 0.000 0.006 0.936
ESStd028 0.0033 0.030 0.002 0.019 0.956
ESStd037 0.0065 0.070 0.007 0.031 1.043
ESStd046 0.0095 0.094 0.013 0.055 1.075
ESStd055 0.0104 0.057 0.014 0.091 1.096
ESStd064 0.0121 0.120 0.006 0.150 1.108
ESStd073 0.0171 0.119 0.027 0.215 1.095
ESStd082 0.0200 0.138 0.049 0.330 1.108
ESStd091 0.0184 0.076 0.091 0.641 0.796
ESStd109 0.0014 0.013 0.006 0.000 0.973
ESStd118 0.0026 0.020 0.015 0.005 0.921
ESStd127 0.0062 0.064 0.036 0.019 0.985
ESStd136 0.0080 0.072 0.051 0.036 1.024
ESStd145 0.0116 0.100 0.078 0.065 1.063
ESStd154 0.0149 0.090 0.106 0.097 1.051
ESStd163 0.0170 0.067 0.158 0.165 1.017
ESStd172 0.0199 0.085 0.227 0.263 0.942
ESStd181 0.0286 0.142 0.336 0.516 0.679
ESStd190 0.0179 0.070 0.332 0.862 0.000
ESStd208 0.0022 0.015 0.014 0.000 0.950
ESStd217 0.0034 0.037 0.033 0.004 0.917
ESStd226 0.0077 0.072 0.075 0.018 0.995
ESStd235 0.0153 0.098 0.190 0.065 1.004
ESStd244 0.0144 0.094 0.171 0.079 1.018
ESStd253 0.0200 0.092 0.255 0.108 0.999
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ESStd262 0.0206 0.062 0.339 0.207 0.874
ESStd271 0.0288 0.118 0.505 0.422 0.592
ESStd280 0.0203 0.074 0.571 0.667 0.000
ESStd307 0.0029 0.014 0.021 0.000 0.913
ESStd316 0.0038 0.030 0.049 0.004 0.901
ESStd325 0.0094 0.087 0.127 0.016 0.988
ESStd334 0.0142 0.108 0.210 0.041 0.985
ESStd343 0.0217 0.094 0.313 0.080 0.926
ESStd352 0.0223 0.073 0.446 0.152 0.804
ESStd361 0.0261 0.094 0.637 0.326 0.564
ESStd370 0.0225 0.080 0.774 0.448 0.000
ESStd406 0.0069 0.059 0.050 0.000 0.937
ESStd415 0.0060 0.055 0.082 0.003 0.948
ESStd424 0.0119 0.107 0.191 0.019 0.983
ESStd433 0.0191 0.101 0.368 0.075 0.853
ESStd442 0.0251 0.083 0.505 0.125 0.761
ESStd451 0.0280 0.095 0.752 0.226 0.598
ESStd460 0.0226 0.067 0.855 0.311 0.000
ESStd505 0.0155 0.109 0.240 0.007 0.901
ESStd514 0.0072 0.075 0.094 0.002 0.963
ESStd523 0.0190 0.092 0.394 0.044 0.821
ESStd532 0.0196 0.080 0.573 0.080 0.720
ESStd541 0.0287 0.095 0.826 0.161 0.563
ESStd550 0.0186 0.055 0.926 0.177 0.000
ESStd604 0.0155 0.103 0.330 0.004 0.847
ESStd613 0.0179 0.083 0.431 0.015 0.815
ESStd622 0.0188 0.078 0.582 0.046 0.737
ESStd631 0.0283 0.102 0.804 0.091 0.529
ESStd640 0.0201 0.061 0.915 0.115 0.000
ESStd703 0.0180 0.078 0.436 0.010 0.764
ESStd712 0.0166 0.078 0.627 0.017 0.710
ESStd721 0.0214 0.064 0.900 0.040 0.454
ESStd730 0.0191 0.084 0.900 0.061 0.000
ESStd802 0.0159 0.054 0.690 0.000 0.563
ESStd811 0.0174 0.065 0.917 0.004 0.328
ESStd820 0.0202 0.102 0.922 0.034 0.000
ESStd901 0.0133 0.063 0.986 0.006 0.347
ESStd910 0.0166 0.042 0.924 0.000 0.000
MIM 0.0017 0.009 0.000 1.000 0.002
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Table C.5: Parameters from manual post-treatment of calibration spectra. All spectral
RMSEs below 0.001 except when indicated.
sample [EMIM]EtSO4 weight MIM weight DES weight
[EMIM]EtSO4 1.000 0.000 0.000
DES 0.000 0.000 1.000
ESStd019 0.000 0.009 0.934
ESStd028 0.003 0.022 0.957
ESStd037 0.004 0.039 1.037
ESStd046 0.009 0.063 1.075
ESStd055 0.009 0.097 1.099
ESStd064 0.006 0.148 1.108
ESStd073 0.027 0.240 1.083
ESStd082 0.037 0.349 1.113
ESStd091 0.104 0.652 0.788
ESStd109 0.005 0.001 0.974
ESStd118 0.016 0.009 0.919
ESStd127 0.033 0.025 0.988
ESStd136 0.052 0.046 1.021
ESStd145 0.084 0.072 1.065
ESStd154 0.109 0.103 1.056
ESStd163 0.158 0.172 1.030
ESStd172 0.237 0.279 0.974
ESStd181 0.324 0.535 0.681
ESStd190a 0.309 0.858 0.025
ESStd208 0.013 0.001 0.948
ESStd217 0.036 0.008 0.914
ESStd226 0.078 0.027 1.005
ESStd235 0.190 0.079 1.016
ESStd244 0.160 0.089 1.018
ESStd253 0.257 0.138 0.988
ESStd262 0.349 0.243 0.869
ESStd271b 0.478 0.431 0.639
ESStd280b 0.538 0.667 0.019
ESStd307 0.019 0.001 0.912
ESStd316 0.050 0.008 0.901
ESStd325 0.133 0.029 1.002
ESStd334 0.208 0.050 0.990
ESStd343 0.324 0.101 0.941
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ESStd352 0.447 0.182 0.823
ESStd361 0.636 0.367 0.620
ESStd370b 0.722 0.449 0.029
ESStd406 0.060 0.003 0.948
ESStd415 0.088 0.009 0.946
ESStd424 0.203 0.029 0.993
ESStd433 0.390 0.080 0.879
ESStd442 0.508 0.133 0.790
ESStd451a 0.752 0.243 0.628
ESStd460b 0.824 0.325 0.031
ESStd505 0.248 0.001 0.886
ESStd514 0.095 0.007 0.965
ESStd523 0.425 0.050 0.842
ESStd532 0.593 0.107 0.762
ESStd541b 0.863 0.208 0.608
ESStd550b 0.936 0.192 0.034
ESStd604b 0.334 0.001 0.871
ESStd613b 0.450 0.004 0.843
ESStd622a 0.608 0.051 0.768
ESStd631a 0.836 0.138 0.623
ESStd640a 0.892 0.148 0.028
ESStd703 0.435 0.001 0.789
ESStd712 0.660 0.019 0.734
ESStd721a 0.936 0.066 0.492
ESStd730 0.891 0.077 0.043
ESStd802a 0.699 0.004 0.581
ESStd811 0.969 0.037 0.352
ESStd820 0.914 0.043 0.039
ESStd901a 1.006 0.002 0.350
ESStd910 0.946 0.040 0.058
MIMa 0.014 1.008 0.000
a 0.0015 > RMSE ≥ 0.001 .
b 0.002 > RMSE ≥ 0.0015 .
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C.2 Cross-validations for calibrations
Figure C.1: Residual IL and DES contents from IHM cross validations. Selected
samples labelled according to the nomenclature of calibration samples.
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D Hardware specifications
D.1 Dosing pumps
flow range:a 9.53 - 2381 µL min−1
operating pressure: 10 barb
wetted materials: glass (syringe cylinders)
1.4571 (valve shaft)
PTFE, ETFE (syringe pistons, valve block, fluid connectors)
communication: RS 232, Telnet
a Per stream, with 1 mL syringe pair.
b Limited by syringes.
D.2 Mixer box
capillary dimensions: profile 1/16” x 1.0 mm
length ≈ 1700 mm
volume of feed lines: ≈ 1.35 mL
volume of exit line: 31.4 µL
bath volume: ≈ 510 mL
wetted materials: 1.4571 (capillaries, mixer)
PTFE, ETFE (fluid connectors)
PMMA, aluminium (box housing 1st generation)
quartz, 1.4571 (box housing 2nd generation)
temperature control: Pt100 (connected to thermostat)
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Figure D.1: Operating principle of the continuous syringe pump. Red: Convection
zone, green: suction zone. The valve shaft is switched at the reversal
point of the syringes and thus exchanges convection and suction zone.
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D.3 Capillary modules
capillary profile: 1/16” x 1.0 mm
capillary lengths: 318, 637, 1273, 2546, 5092 mm
capillary volumes: 0.25, 0.5, 1.0, 2.0, 4.0 mL
jacket volumes: 110, 130, 170, 380, 500 mL
material: 1.4571
D.4 Stainless steel flow cells for fibre probes
internal volume: 20 µL
wetted materials: 1.4571 (body)
PTFE (central plate)
connector ports: 1/4-28 UNF (reactive stream)
1/4-28 UNF (coolant/heating fluid)
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