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Abstract
Given a graph G=(V; E), a labelling is a function f :V → Z+ which has di1erent values on
di1erent vertices of G. Graph G is a sum graph if there exists a labelling f :V → Z+ such that
for every pair of distinct vertices u; v∈V , there is an edge uv∈E if and only if there exists a
vertex w∈V with f(w)=f(u)+f(v). It is clear that every sum graph has at least one isolated
vertex. The sum number 
(G) of the graph G is the least number of isolated vertices one must
add to G to turn it into a sum graph.
It was stated by Harts6eld and Smyth (in: R. Rees (Ed.), Graphs, Matrices and Designs,
Marcel Dekker, New York, 1993, pp. 205) that for the complete bipartite graphs Km;n where
m¿n¿2 the sum number is 
(Km;n)= (3n + m − 3)=2. Unfortunately, this formula is wrong
when m¿3n. The new construction given in this paper shows that 
(Km;n) in this case is much
smaller. The new formula for 
(Km;n) is proved. c© 2001 Elsevier Science B.V. All rights
reserved.
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1. Introduction
A graph G is a sum graph if there exists a labelling f :V → Z+ such that for every
pair of distinct vertices u; v∈V , uv is an edge if and only if there exists a vertex w∈V
with f(w)=f(u) + f(v). We call such labelling as a proper labelling. It is evident
that the vertex with the maximum label must be isolated.
Sum graphs were introduced by Harary [3]. He showed that each graph can be turned
into a sum graph by adding a certain number of isolated vertices. Thus, the notion of
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the sum number of the graph G (denoted by 
(G)) arises: it is the least number of
isolated vertices one must add to G to convert it into a sum graph. Harary [3] observed
that for every graph G; 
(G)6|E|.
For some classes of graphs their sum numbers are known:
1. For the cycle Cn,

(Cn)=
{
2 if n =4;
3 if n=4:
2. For a tree T; 
(T )= 1 [2].
3. For the complete graph Kn; n¿4; 
(Kn)= 2n− 3 [1].
4. It was shown in [5] that for the wheel Wn; 
(Wn)= n=2 + 3, if n is even and
n6
(Wn)6n+ 2 if n is odd. The exact formula 
(Wn)= n in the case of odd n
was proved in [8].
5. It is shown in [7] that for the cocktail party graph H2; n the formula 
(H2; n)= 4n−5
is true.
6. It was “proved” in [4] that for the complete bipartite graph Km;n where m¿n¿2,

(Km;n)= (3n + m − 3)=2. Although the construction proposed by the authors
was right, there was a mistake in the proof of the fact that it is the best possible
construction, and indeed it is not the best construction. The labelling given in
Section 2 gives another upper bound for 
(Km;n) which is better when m¿3n. It
is proved in Section 3 that this construction is the best possible.
2. Labelling
The new upper bound of the sum number for the complete bipartite graph Km;n,
where m¿n is based on the following theorem.
Theorem 1. Suppose that m= a1+· · ·+ak−1 where all ai are nonnegative integers and
ai+1−ai¿n−1 for every i∈{1; : : : ; k−2}. Let ak = ak−1 +n−1. Then; 
(Km;n)6ak .
Proof. Let Km;n=(X; Y ;E), where the part X = {x1; : : : ; xn}. Let the second part be
partitioned into (k−1) subsets, i.e. Y =⋃k−1i=1 Yi, such that Yi = {yi;1; : : : ; yi;ai}. Consider
the graph G=Km;n ∪ Z where Z = {z1; : : : ; zak} is a set of ak isolated vertices. It is
suLcient to prove that there exists a proper labelling of the graph G.
Denote by A=m+n; B=(m+n)(m+4)=A(m+4). Consider the following labelling:
f(xi)=A+ i − 1; i=1; : : : ; n;
f(yi; j)=B+ (i − 1)A+ j − 1; i=1; : : : ; k − 1; j=1; : : : ; ai;
f(zi)=B+ (k − 1)A+ i − 1; i=1; : : : ; ak :
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Using the inequalities k6m+ 1; ak−16m; ak¡A, one can easily verify that
f(x1)¡ · · ·¡f(xn)¡2A;
2A+ 2n¡f(y1;1)¡ · · ·¡f(y1; a1 )¡f(y2;1)¡ · · ·¡f(yk−1; ak−1 )¡f(z1);
f(z1)¡ · · ·¡f(zak )¡B+ kA¡2B:
Now, let us see whether this labelling is proper.
(1) f(x1) + f(x2)= 2A + 1¿f(xn); f(xn) + f(xn−1)= 2A + 2n − 3¡f(y1;1), so
there cannot be any edge inside X .
(2) f(y1;1) + f(y1;2)= 2B + 1¿f(zak ), so there are no edges inside Y or Z , and
between Y and Z .
(3) f(x1) + f(z1)=B+ kA¿f(zak ), so there are no edges between X and Z , too.
(4) If i¡k−1, then f(x1)+f(yi;1)=f(yi+1;1); f(xn)+f(yi;ai)=B+ iA+ai+n−
26B+ iA+ai+1−1=f(yi+1; ai+1), because ai+1−ai¿n−1. So, each vertex from
X is adjacent to each vertex from Yi. Finally, f(x1)+f(yk−1;1)=f(z1); f(xn)+
f(yk−1; ak−1 ) =f(zak ) and hence each vertex from X is adjacent to each vertex
from Yk−1, as well. Theorem 1 is proved.
Note that the upper bound in [4] of the sum number for the complete bipartite
graphs can be deduced from Theorem 1 by taking m= a1 + a2, where a1 = (m− n+
1)=2; a2 = (m+n−1)=2. Then, 
6a3 = a2+n−1= (m+3n−3)=2. But Theorem 1
allows us to deduce a better bound.
Corollary. For the complete bipartite graph Km;n where m¿n¿2;

(Km;n)6k(n− 1)− k(n− 1)=2− m=(k − 1)= k(n− 1)=2 + m=(k − 1);
where k = (1 +√(8m+ n− 1)=(n− 1))=2.
Proof. Consider the sequence
bj = j(j − 1)=2=
∑j−1
i=1
i
and denote by k the number such that (n−1)bk−1¡m6(n−1)bk . (It is not diLcult to
verify that this k is the same as k in the conditions of the corollary.) Then (n−1)bk−
m¡(bk−bk−1)(n−1)= (k−1)(n−1) and hence there can be found a¡n−1; b¡k−1
such that (n− 1)bk − m= a(k − 1) + b. Then the sequence
ai =
{
(n− 1)i − a− 1 if i6b;
(n− 1)i − a if b¡i6k − 1
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satis6es the conditions of Theorem 1. Indeed,
a1 = n− 2− a¿0; ai − ai−1 = n− 1; for i = b+ 1; ab+1 − ab= n;
k−1∑
i=1
ai =(n− 1)bk − (k − 1)a− b=m:
So, by Theorem 1, 
6ak−1+n−1= (n−1)k−a. But a= (bk(n−1)−m)=(k−1).
Thus, the corollary is proved.
Note: The formula in the corollary gives the minimal value ak among all sequences
satisfying the conditions of Theorem 1.
For m63n− 1 this bound for 
(Km;n) is identical to the bound in [4]. This follows
from the fact that 3n=1 + n + (2n − 1) and for smaller m, its partition satisfying
the conditions of Theorem 1 contains only two positive addends. The larger the value
m− 3n, the larger is the gap between the bounds. Asymptotically, the bound in [4] is

(Km;n)=O(m+ n) while the new bound is 
(Km;n)=O(
√
mn).
3. Optimality
Finally, let us show that the new bound is the exact formula for the sum number

(Km;n); m¿n. Suppose that there is some labelling f :V → Z+, where V consists of
the smaller part X and the bigger part Y of Km;n and the set of isolated vertices Z .
For convenience, each vertex v will be identi6ed by its label f(v) (positive integer).
Let A ⊂ Y; B ⊂ Y∪Z . An ordered pair (A; B) is a good pair if for every x∈X; y∈Y
the condition x + y∈B ⇔ y∈A holds. For every A ⊂ Y , the image of A will be the
set I(A)= {y∈Y | x + y∈A for some x∈X }.
Lemma 1. Let (A; B) be a good pair. Then (I(A); A) is also a good pair. Moreover;
if A ∩ B= ∅ then I(A) ∩ A= ∅.
Proof. x+y∈A⇒ y∈ I(A) by the de6nition of the image. Let us show the opposite.
Consider some y∈ I(A). By the de6nition of the image, there is some x1 ∈X such
that y1 = x1 +y∈A. Suppose, that (I(A); A) is not a good pair. Then there exists some
x2 ∈X such that y2 = x2 +y ∈ A. Consider the vertex v=y+x1 +x2. On the one hand,
v=y1 + x2 ∈B; on the other hand, v=y2 + x1 ∈ B because (A; B) is a good pair, a
contradiction. So, (I(A); A) is a good pair.
If there is some y∈A ∩ I(A) then for every x∈X; x + y∈B and there exists some
x′ ∈X such that x′ + y∈A. Then x′ + y∈A ∩ B, a contradiction. Thus Lemma 1 is
proved.
Lemma 2. Let (A; B) be a good pair and |A|= l. Then |B|¿n+ l− 1.
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Proof. Let x1¡x2¡ · · ·¡xn and y1¡y2¡ · · ·¡yl be the elements of X and A re-
spectively. Then all vertices x1 +y1¡ · · ·¡xn+y1¡ · · ·¡xn+yl are in B. Therefore,
|B|¿n+ l− 1. Thus Lemma 2 is proved.
The next lemma is proved in [4].
Lemma 3. Let y∈Y . Then either x + y∈Y for every x∈X or x + y∈Z for every
x∈X .
Proof. For n=1, Lemma 3 is trivial. For n¿2, consider three cases.
(1) Suppose, that there is some x∈X such that x+ y∈Y . Consider any x′ ∈X . Then
x′ + y∈V and x′ + (x+ y)∈V . Two subcases can take place: (a) x′ + y= x, and
(b) x′ + y∈Y . We shall prove that (a) is impossible.
Indeed, if ]x′ + y= x then we have x′; x′ + y∈X and y; x′ + 2y∈Y . Then
2x′ + 2y; 2x′ + 3y∈V and therefore 2x′ + 2y∈X because y =2y + 2x′. Then
3x′+4y∈V and hence 2x′+3y∈Y . But it results in 3x′+3y∈V , which gives us
an edge between x′+ y and 2x′+2y—a contradiction because both these vertices
are in X .
So, x′ + y∈Y for every x′ ∈X .
(2) Suppose that there is some x∈X such that x+y∈X . Then by analogous arguments
we have x + y′ ∈X for every y′ ∈Y . But this statement contradicts the |Y |¿|X |
condition. So, this case is impossible.
(3) If x + y∈Z for some x∈X then from (1) and (2) we have x′ + y∈Z for every
x′ ∈X . Thus Lemma 3 is proved.
It follows from Lemma 3 that Y =Y1 ∪ Y ′1 and for every x∈X; y∈Y1; and y′ ∈Y ′1,
we have x + y∈Z and x + y′ ∈Y .
Lemma 4. If f is an optimal labelling; then (Y1; Z) is a good pair.
Proof. If x∈X; y∈Y1 then x + y∈Z—by the de6nition of Y1.
If z ∈Z and z= x + y for some x∈X; y∈Y then y∈Y1 and for every x′ ∈X; x′ +
y∈Z—by the Lemma 3. If there are no such x and y, then z can be deleted—
contradiction with the optimality of f. So, (Y1; Z) is a good pair. Lemma 4 is
proved.
Denote by Y2 = I(Y1); : : : ; Yk−1 = I(Yk−2), where I(Yk−1)= ∅.
Lemma 5. Y =
⋃k−1
i=1 Yi.
Proof. Suppose that Y ′=Y \⋃k−1i=1 Yi is not empty. Denote by y the maximal number
in Y ′. Then xn + y cannot be in V by the choice of y, a contradiction. Lemma 5 is
proved.
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Denote ai = |Yk−i|, for i=1; : : : ; k − 1. By Lemmas 1 and 4, (Yi; Yi−1) is a good
pair and Yi ∩ Yi−1 = ∅ for i=2; : : : ; k − 1. Then by Lemma 2, ai − ai−1¿n − 1. By
Lemma 5,
∑k−1
i=1 ai =m. Denote by ak = ak−1 + n − 1. By Lemmas 2 and 4, if f is
optimal, then |Z |= ak . But sequence ai satis6es the conditions of Theorem 1 and the
formula in the corollary gives the minimal value for ak in such sequences. Therefore,
the formula for 
(Km;n) in the corollary is optimal. We proved the following
Theorem 2. For the complete bipartite graph Km;n where m¿n¿2;

(Km;n)= k(n− 1)=2 + m=(k − 1);
where k = (1 +√(8m+ n− 1)=(n− 1))=2.
Note: The proof of Theorem 2 describes the structure of every proper labelling of
Km;n.
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