We show that the standard procedure for estimating long-run identified vector autoregressions uses a particular estimator of the zero-frequency spectral density matrix of the data. We develop alternatives to the standard procedure and evaluate the properties of these alternative procedures using Monte Carlo experiments in which data are generated from estimated real business cycle models. We focus on the properties of estimated impulse response functions. In our examples, the alternative procedures have better small sample properties than the standard procedure, with smaller bias, smaller mean square error and better coverage rates for estimated confidence intervals.
Introduction
There is a large literature in which researchers impose long-run identifying restrictions on vector autoregressions (VARs) to identify the dynamic effects of shocks to the economy. These restrictions are motivated by the implications that many economic models have for the long-run effects of shocks. We show that the standard procedure for estimating long-run-identified vector autoregressions uses a particular estimator of the zero-frequency spectral density matrix of the data. This estimator is derived from the estimated coefficients of a finite order VAR. When the actual VAR of the data contains more lags of the variables than the econometrician uses, this estimator of the zero-frequency spectral density matrix can have poor properties. These poor properties stem from the difficulties involved in estimating the sum of the coefficients in a VAR. We develop alternative procedures that combine different zero-frequency spectral density matrix estimators with VARs. The specific estimators that we consider are the Bartlett estimator and the estimator proposed by Andrews and Monahan (1992) . We evaluate the properties of our alternative procedures using Monte Carlo experiments in which data are generated from estimated Real Business Cycle (RBC) models. We focus on the properties of estimated impulse response functions. In our examples, the alternative procedures have better small sample properties than the standard procedure: they are associated with smaller bias, smaller mean square error and better coverage rates for confidence intervals.
The small sample properties of spectral density estimators can depend on the properties of the underlying data generating mechanism. Therefore some caution must be taken in extrapolating from our results. At a minimum our results suggest that applied econometricians should consider alternative procedures for estimating long-run identified vector autoregressions.
Long-Run Identifying Restrictions and VARs
There is an important literature in which researchers impose long-run identifying restrictions on VAR. For example, Gali (1999) imposes the identifying assumption that the only shock that affects the log of labor productivity, a t , in the long run is a technology shock ε z t . Gali's identifying assumption corresponds to the exclusion restriction: lim
In addition Gali imposes the sign restriction that f is an increasing function of ε z t . Gali imposes the exclusion and sign restrictions on a VAR to compute ε z t and identify its dynamic effects on macroeconomic variables. Denote the N variables in a VAR by Y t :
Here l t denotes per capita hours worked and x t is an additional vector of variables that may be included in the VAR. In all of our applications we assume that q = 4. Suppose that the fundamental economic shocks are related to u t via the relationship:
where the first element in ε t is ε z t . It is easy to verify that:
Here τ is a row vector with all zeros, except unity in the first location and B(1) is the sum, B 1 + ... + B q . Also, E is the expectation operator and is Ω = {Y t , ..., Y t−q+1 } is the information set.
To compute the dynamic effects of ε z t on the elements of Y t we need to know B 1 , ..., B q and C 1 , the first column of C. The matrix, V, and the B i 's can be estimated by an ordinary least squares regression. The requirement that CC 0 = V is insufficient to determine a unique value of C 1 . Adding the exclusion and sign restrictions does uniquely determines C 1 . The exclusion restriction implies that:
numbers numbers
The 0 matrix reflects the assumption that only a technology shock can have a long run effect on a t . The sign restriction implies that the (1, 1) element of
The standard algorithm for computing C 1 requires the matrix
Although we cannot directly estimate D, we can estimate DD 0 :
The right hand side of (5) can be computed directly from the VAR coefficients and the variance-covariance matrix of the u t . There are many D matrices consistent with (5) as well as the sign and exclusion restrictions. However, these matrices all have the same first column, D 1 (see Christiano, Eichenbaum, and Vigfusson CEV (2005)). This unique D 1 implies a unique value for C 1 :
The right hand side of (5) is the estimate of the zero-frequency spectral density matrix of Y t , S Y (0), that is implicit to the VAR of order q. When the true value of q is larger than the one used by the econometrician, there is reason to be concerned about the statistical properties of this estimator. A mismatch between the true value of q and the value that the econometrician assumes can arise when the data generating process is a dynamic stochastic general equilibrium model. For these types of models, Y t may have an infinite-ordered VAR, i.e. q = ∞.
To understand the nature of the problem when q is misspecified, it is useful to consider a simple analytic expression closely related to results in Sims (1972) . Equation (7) approximates what an econometrician who fits a misspecified VAR will find. The expression is an approximation because it assumes a large sample of data. LetB 1 , ...,B q andV denote the estimated parameters of a VAR with q lags. Then,
where
with L replaced by e −iω . 1 Here, B and V are the parameters of the actual VAR representation of the data, and S Y (ω) is the associated spectral density at frequency ω.
According to (7), estimating an unconstrained VAR approximately involves choosing parameters to minimize a quadratic form in the difference between the estimated and true lag matrices. The quadratic form assigns greatest weight to the frequencies where the spectral density is the greatest. If the econometrician's VAR is correctly specified, thenB = B andV = V . If the econometrician estimates a VAR with too few lags relative to the true VAR, then this specification error implies thatB 6 = B andV > V . 2 Equation (7) indicates thatB (1) will be a good approximation for B (1) only if S Y (ω) happens to be relatively large in a neighborhood of ω = 0. This is not something we can rely on.
Our alternative procedure for estimating long-run identified VARs involves 1 The minimization is over the trace of the indicated integral.
2 ByV > V we mean thatV − V is a positive definite matrix.
replacing the zero-frequency spectral density estimator in (5) by other estimators specifically designed for the task. There is a very large literature that analyzes the properties of alternative estimators of zero-frequency spectral density matrices. One alternative is to use the Bartlett estimator:
where, after removing the sample mean from Y t ,
Another alternative is to use the Andrews-Monahan (1992) estimator:
In our alternative procedure for estimating the dynamic effect of a technology shock, we replace the estimate of S Y (0) , used to construct DD 0 and D 1 in the standard procedure, with the estimator of S Y (0) given by either (8) or (9). We refer to these procedures as the Bartlett and Andrews-Monahan procedures, respectively. We then construct C 1 using (6). 3 In the alternative procedures C 1 still depends on the sum of the VAR coefficients even though D 1 does not. To implement (8) or (9) we use essentially all possible covariances in the data by choosing a large value of r, r = 150. 4 In addition, we examine the properties of our alternative procedures when we use smaller values of r.
The Data Generating Process
CEV (2005) show that a standard RBC model with a permanent technology shock and a labor supply shock implies the following reduced form model for 3 The C matrix constructed with this C 1 will not have the property that CC 0 = V. 4 The rule of always setting the bandwidth, r, equal to sample size does not yield a consistent estimator of the spectral density at frequency zero. We assume that as the sample size increases the bandwidth is increased sufficiently slowly to obtain a consistent estimator.
where φ 1 and φ 2 are scalars, θ i is two by two matrix and ε t is a normally distributed vector with variance-covariance matrix Ψ. The sign and exclusion restrictions are satisfied by the RBC model that CEV (2005) consider. Equation (10) implies that Y t has an infinite-order VAR. Therefore, any finite-order VAR is misspecified.
In the benchmark version of the model, we use values for the exogenous shock processes obtained by CEV (2005) 
Results
To analyze the properties of our different procedures we generate multiple data sets, each of length 180 observations. We generate 1000 data sets using the benchmark model and 1000 data sets using the CKM model as the data generat-ing mechanism. For each data set, we estimate a four-lag VAR and we estimate S Y (0) using the standard VAR-based estimator, the Bartlett estimator, and the Andrews-Monahan estimator. We then calculate three different estimates of the dynamic response of hours worked to a technology shock, as described in Section 2. Figure 1 reports the average estimated response across all simulations (the solid line) and the true model response (the starred line). In addition, Figure 1 reports the true degree of sampling uncertainty, measured by the standard deviation of the estimated impulse response functions across the 1000 synthetic data sets (the dashed interval). To assess whether an econometrician would correctly estimate the true degree of sampling uncertainty, we proceed as follows. For each synthetic data set, and corresponding estimated impulse response function, we calculate the bootstrap standard deviation of each point in the impulse response function. Specifically, we estimate a VAR on each of the 1000 data sets that we simulate from the economic model. We use the VAR coefficients and fitted disturbances in a bootstrap procedure to generate 200 synthetic data sets, each of length 180 observations. For each of these 200 synthetic data sets, we estimate a new VAR and impulse response function. We then calculate the standard deviation of the coefficients in the impulse response functions across the 200 data sets. We use this standard deviation to construct a two standard deviation confidence interval around the estimated responses. We also calculate coverage rates for the first coefficient in the impulse response function. Specifically, we report how often, across the 1000 data sets simulated from the economic model, the econometrician's confidence intervals contain the first coefficient of the true impulse response function. In addition, Figure 1 reports the average confidence interval (the circles) that an econometrician would construct.
To help quantify the statistical properties of the different procedures Table 1 reports summary statistics for X, the estimated contemporaneous response of l t to a technology shock.: median, mean and standard deviation of X across the 1000 synthetic data sets for each model. A different metric for assessing the different procedures is to focus on the mean square error (MSE) of X. The MSE combines information about bias and sampling uncertainty. We calculate the square root of the MSE,
, for our different procedures. Here X i denotes the value of X obtained in the i th synthetic data set and ξ is the true response. Table 1 reports the value of this statistic for the different procedures relative to the MSE associated with the standard procedure. Finally we report coverage rates for X. Consider first the results obtained using the CKM model as the data generating process. Figure 1 indicates that there is substantial upward bias associated with the standard procedure, although the bias is small relative to sampling uncertainty. Figure 1 indicates that the size of the bias associated with the Andrews -Monahan procedure is substantially smaller than the bias associated with the standard procedure. The bias associated with the Bartlett procedure is smaller still. Table 1 indicates that the bias for X falls from 0.63 using the standard procedure to 0.31 for the Andrews -Monahan procedure and to 0.08 for the Bartlett procedure. The square root of the MSE for X also falls with the modified procedures: the ratio of the MSE for the Andrews -Monahan and Bartlett procedures relative to the standard procedure is 0.91 and 0.77, respectively. Table 1 indicates that the coverage rate for X of our alternative procedures improves relative to the standard procedure. For the standard procedure, the coverage rate for X is only 74 percent which is substantially below the nominal size of 95 percent. For the Andrews -Monahan procedure, the coverage rate is 91 percent and the coverage rate is 94 percent for the Bartlett procedure. Finally, Table 1 indicates that for both alternative procedures, setting r to 150 leads to better properties than setting r to 25 or 50.
Taken together, our results indicate that for data generated by the CKM model, our alternative procedures perform better than the standard procedure with smaller bias, smaller mean square error, and coverage rates that are closer to the nominal size. In this particular application, the Bartlett procedure outperforms the Andrews-Monahan procedure.
We now briefly discuss results when the data generating mechanism is our benchmark model. Figure 1 shows that the bias associated with the standard procedure is much smaller than when the data are generated using the CKM model. Even so, both modified procedures outperform the standard procedure. Again the bias is smaller, the MSE is reduced and coverage rates are closer to nominal sizes. Judging between the Andrews-Monahan and Bartlett procedures is more difficult. Bias is larger for the Bartlett procedure but the MSE is smaller and the coverage rate is closer to the nominal size. 
