The novel introduction of spaced seed idea in the filtration stage of sequence comparison by Ma et al. (Bioinformatics 18 (2002) 440) has greatly increased the sensitivity of homology search without compromising the speed of search. Finding the optimal spaced seeds is of great importance both theoretically and in designing better search tool for sequence comparison. In this paper, we study the computational aspects of calculating the hitting probability of spaced seeds; and based on these results, we propose an efficient algorithm for identifying optimal spaced seeds. r
Introduction
With more and more genomes being completely sequenced, comparison of multimegabase genomic DNA sequences has become an important technique for genome annotation. By comparing orthologous genomic sequences, information on SNPs, translocation, tandem and segmental duplications, and intronic and intergenic regions with potential biological function can easily be inferred [8, 12, 16] . This unprecedented demand for long genomic DNA sequence comparisons poses a great challenge to alignment algorithm developers, as the popular programs such as FASTA, BLAST, SIM are too computationally demanding to analyze multimegabase sequences even in a modern computer [1, 2, 11, 13, 17] .
ARTICLE IN PRESS
One of the most important techniques for designing faster algorithms for sequence comparisons is the idea of filtration [5] [6] [7] 19] . This idea involves a two-stage process. The first stage preselects a set of positions in which given sequences are potentially similar. The second stage verifies each possible position using an accurate method rejecting potential matches that do not satisfy the specified similarity criteria. For example, BLAST programs use this technique. Each of these programs first finds reasonably long exact matches (consecutive k bases) between the given sequence and a sequence in the database, and then extend these exact matches into local alignments. Based on statistical study, two sequences are likely to have high-scoring local alignments only if there are reasonably long exact matches between them. The value of k is usually set to 11 by considering tradeoff between search speed and the sensitivity. The larger the k is, the faster the program but the poorer its sensitivity.
In fact, the idea of filtration for information retrieval/pattern matching in computer science and for sequence comparison in computational molecular biology goes back almost two decades. It was first described by Karp and Rabin for the string matching problem [14] . It was also stated for alignment problems in [4, 9] .
Multiple spaced patterns are usually used for approximate matching and sequence comparison [5, 7] . Recently, a creative idea of using a single optimal spaced pattern (called spaced seed) was introduced in designing a more efficient and sensitive program PatternHunter for sequence comparison [18] . PatternHunter also considered multiple hits of same or different seeds in the filtration stage. According to their results, the optimal spaced seed of weight 11 and length 18 is as sensitive as a consecutive seed of weight 10 when both compared sequences have 70% similarity and produces 4 times fewer chance hits. They further demonstrated that the running time of PatternHunter in a personal computer is seconds for searching bacterial genomes, minutes for Arabidopsis chromosomes, and hours for human chromosomes.
These significant practical applications raise the following questions about spaced seeds. Given the similarity of compared sequences, (i) do all spaced seeds have greater sensitivity than the consecutive seed of the same weight? (ii) how does one find the optimal spaced seeds of a given weight? (Optimal in the sense of greatest sensitivity.)
Obviously, the answers to these questions are critical for better designs, and justifying the filtration techniques in existing applications. They may also open up new ways for exploring various applications in sequence comparison.
In some aspects, all spaced seeds have better performance than the consecutive seed. For example, Keich et al. proved that the expected value of the first hitting time of any spaced seed is strictly less than that of the consecutive one of the same weight [15] . However, this beautiful result has not demonstrated that the consecutive seed has the least sensitivity. Indeed, the answer to question (i) is no. There are spaced seeds which are less sensitive than the consecutive seed of the same weight (c.f. the paragraph after the proof of Proposition 3.1). This calls for a judicious choice of spaced seed. However, giving a comprehensive/satisfactory answer to question (ii) turns out to be extremely difficult. Two dynamical programming algorithms are given in [15] to search for the optimal spaced seeds for a given weight w and given length L: However, the time complexity of their algorithms grow exponentially fast with L À w and linearly with L: These algorithms are too computationally demanding to identify the optimal seeds of weights larger than 13 in a PC in a reasonably short time, which is not sufficient for designing faster tools for sequence comparison. (Note that MegaBLAST uses a consecutive seed of weight as big as 28.) Is there a faster way to do so? Run statistics have been studied for several decades (see [10, 22, 23] ; just to name a few), and one suspects that results there might help here. However, the theory is not directly applicable to question (ii). In Section 2, we are able to derive sets of recurrence relations for computing the hit probabilities of spaced seeds. And we answer some questions for the hitting probabilities from theoretical and computational points of view. Armed with these recurrent relations, we have done extensive numerical calculations for hit probabilities and come up with an efficient screening algorithm for identifying optimal spaced seeds of the given weight and length. This algorithm turns out to be at least 10 times faster than the existing ones. Although our approach is heuristic, the program consistently produces the optimal spaced seeds for our test cases with medium weight and length.
Without any doubt, our approach for identifying optimal spaced seeds will greatly facilitate designing better programs for homology search and analysis of multimegabase sequences. Furthermore, it is hopeful that our work may find applications in other bioinformatics research such as sequencing by hybridization where spaced probes schemes were proposed by Preparata et al. [20, 21] .
Computing the sensitivity of a seed
As mentioned before, the BLAST program looks for a short substring of length k that appears in both the query and target sequences in the filtration stage. But, Ma et al. empirically discovered that better filter can be obtained if spaced k positions are examined [18] . Such a pattern of the matching positions is called a 'seed' in their paper. Here we denote a spaced seed by a string on f1; Ãg; where Ã corresponds to the 'don't care' positions. For example, if the spaced seed Q ¼ 1 Ã Ã11 Ã 1 is used, there are two seed matches between gcaattgccg and acgattgctg; such two matches end at positions 8 and 10, respectively. Obviously, a seed can uniquely be specified by the relative positions of the 1's in the seed [6] . The seed Q given above has the set of relative positions f0; 3; 4; 6g; where we number positions from 0. The number of 1's in a seed is called its weight; its overall length is called its length.
A very important problem arising from Ma et al.'s work is how to find an optimal spaced seed for detecting identities in a homology region. Assume there are two DNA sequences S 0 and S 00 of length n such that the events that S 0 and S 00 are identical at position i (or S 0 ½i ¼ S 00 ½i) are jointly independent and each event is of probability p: By translating a match at a position to 1 and mismatch to 0, we have the following equivalent formulation of the problem. Let S ¼ s 1 s 2 ? be an infinite Bernoulli random sequence in which S½i :¼ s i takes only two values, 1 or 0 with probability p and q :¼ 1 À p respectively. Let Q be a spaced seed of length L and weight w given by the following relative position set:
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The seed Q is said to hit S at position n if
Here we use the ending position as the hitting position. Let Q n :¼ Q n ðpÞ denote the probability that Q hits S before or at position n: Then, we look for an optimal seed of given weight w that has the largest hitting probability Q n for given n and p:
A simpler formula for consecutive seeds
In this section, we consider the hitting probability of the consecutive seed B of weight w: Obviously, it is a special spaced seed without 'don't care' positions. Let B n :¼ B n ðpÞ denote the probability that the seed hits a random sequence S before or at position n and % B n ¼ 1 À B n ; nX1: Then, B n ¼ 0; n ¼ 0; 1; y; w À 1 and B w ¼ p w : We shall derive a recursive relation of % B n for nXw þ 1: In order that B does not hit the random string S½1; n (that is, the first n positions of the random string S), the first 0 must have occurred in S½1; w; therefore
Therefore, B n can be computed in 2ðn À wÞ arithmetic operations if we pre-compute the value of p w q: From the formula, it is not difficult to see that
Formulas for spaced seeds
Computing the hitting probability of a spaced seed is much more involved. Let Q be a spaced seed of length L and weight w; which is specified by the relative position set in Formula (1). Recall that Q n is the probability that the seed Q hits an infinite Bernoulli random sequence S before or at position n: To calculate Q n ; we let A j be the event that Q hits S at position j and let % A j denote the complement of A j for any jpn: (Trivially,
and the probability, f n ; that the spaced seed first hits S at position n is
Obviously,
where p is the probability that 1 occurs at a position in S; and
Furthermore, f n can be computed recursively as follows. Let 
ð jÞ n ; 1pjpm; we have
We use x j ½a; b to denote the substring of x j AW Q from position a to position b inclusively. For example, x j ½1; L ¼ x j ; where L is the length of the seed Q: 
where P½w j is the probability that the word w j occurs at position L and
Formulas (4)- (6) allow us to compute Q n and f n in OðnL2 2ðLÀwÞ Þ arithmetic operations. 1 Note that this simple recursive algorithm takes exponential time in L À w and linear in n and L: Proposition 2.1. For a spaced seed Q of length L and weight w; let b denote the number of blocks of zeros. For ipj; let
For nXL þ 2;
For n4mXL þ 1;
Multiple runs under independent trials was studied by Schwager [22] . Unfortunately, the formula for calculating the probability that multiple runs occur in the paper is incorrect.
Markov chain approach
Markov chains have been applied for studying run statistics of the consecutive seeds or compound word patterns in the past decade [10] . This method is called Markov chain embedding technique. For a comprehensive treatment, see [3] and references therein. Here we illustrate how the method is relevant in deriving a recurrence relation for the hitting probabilities of spaced seeds. We imagine that the random sequence S is revealed one bit at a time, and we are comparing this segment of the random sequence for hit. If there is no hit yet at time n; one should only keep a certain amount of the last portion of S½1; n for possible future hit, but discard the front portion of S½1; n which will definitely not be needed for future hit. A moment of thought suggests that the last portion of S½1; n to be kept must coincide with a longest prefix of strings generated by Q; the set W Q :
More precisely, for a spaced seed Q; recall that W Q is the set of all 2 LÀw distinct strings obtained from Q as in Section 2.2. Let PðQÞ denote the set of all prefixes of strings of W Q including the empty prefix. For example, Q ¼ 1 Ã 1; then W Q ¼ f101; 111g and PðQÞ ¼ fE; 1; 10; 11; 101; 111g: Here, E denotes the empty string. Let the state space be denoted by S :¼ fxjxAPðQÞ; jxjoLg,fHg where H stands for hit, collection of all at most L À 1 long prefixes from W Q : Recall that the random bits s 1 ; s 2 ; y; are independent and identically distributed Bernoulli trials with probability of success p: Define X 0 ¼ E; and for nX1; we let X n :¼ X n ðs 1 ?s n Þ be at state H if Q hits s 1 ?s n at/before n; or at state s nÀkþ1 ?s n where k is the smallest integer such that s nÀkþ1 ?s n AS; i.e., the longest suffix of S½1; n that belongs to W Q : It is not difficult to see that fX 0 ; X 1 ; yg form a Markov chain starting at e and its transition probabilities, denoted by Pðx; yÞ; x; yAS; (transition probability from state x to state y) is given as follows:
For 
q if y is the maximal suffix of x0; 0 otherwise:
In general, the Markov chain method does not always lead to an efficient algorithm for computing the hitting probability of a spaced seed for the following two reasons. First, the number of states of the Markov chain grows exponentially fast with the number of zeros in Q: Indeed,
where we represent Q ¼ 1 r 0 Ã 1 r 1 ? Ã 1 r LÀw : Here r 0 ; r LÀw X1 and r i X0; 1pioL À w: Second, for some spaced seeds, there are also many cycles in the state diagrams. The number of cycles could grow exponentially fast with the number of zeros in Q for some spaced seeds. And hence, we need to introduce a system of recurrence relations.
Nevertheless, for some special spaced seeds, the corresponding Markov chain has a special structure where we can make use of to derive simple recurrence relations for the hitting probability. It is best illustrated by the following example and Proposition 2.2 below.
Example. Consider the spaced seed 1 Ã 1; which is of weight 2 and length 3.
In this case, S ¼ fe; 1; 11; 10; Hg: The Markov chain for the spaced seed can be given by the state diagram in Fig. 1 . Based on this Markov chain, we are able to derive a simple recurrence relation for % Q n as
For nX4; from the state diagram, we obtain
It is obvious that % Q n ¼ 1; n ¼ 0; 1; 2 and % Q 3 ¼ 1 À p 2 : And for consecutive seed of weight 2, we have
Iterating the above equation once again, we have, for nX4;
Therefore, for D n :¼ % Q n À % B n ; nX0;
and
Hence, D n 40 for nX2: In other words B nÀ1 oQ n oB n ; nX2:
ARTICLE IN PRESS The expectation of the first hitting time can be derived from the recurrence relation. We sum the recurrence relation for % Q n for nX4: After some algebraic simplification we arrive at
The example above can be further generalized to the next proposition with its proof given in Appendix A.
and weight a þ 1; where 0obpa: Then, the hitting probability Q n satisfies the recurrence relation,
with initial values % Q n ¼ 1; 0pnpL À 1; and for 0pjpb À 1
Comparing spaced and consecutive seeds
Recall that A i denotes the event that seed Q hits the random sequence S ¼ s 1 s 2 ?s i ? at position i and % A i the complement of A i :
Theorem 3.1. Let Q be a spaced seed of length L: Then, for any 2L À 1pkpn;
;n (see the proof of Proposition 2.1). The second inequality of (a) follows directly from the fact that A L % A Lþ1;n DA L % A Lþ1;k % A kþL;n : Similarly, the second inequality follows directly from the fact that % A L;n C % A L;k % A kþL;n : We will prove the first inequality of (a) below. For 1pipL À 1; let W i be the set of all words of length i on the alphabet f0; 1g: For any wAW i ; we use E w to denote the event that s kÀLþ2 s kÀLþ3 ?s kÀLþiþ1 ¼ w: Recall E denotes the empty word. We use E E to denote the sample space. Furthermore, it follows that E E ¼ E 0 ,E 1 : Obviously, for string w of length less than L À 1; E w ¼ E w0 ,E w1 and E w0 and E w1 are disjoint. By applying conditional probability, we have
P½E w P½A L % A Lþ1;k jE w P½ % A kþ1;n jE w where the last equality follows from the fact that conditioned on E w ; with wAW LÀ1 ; the event A L % A Lþ1;k is independent of the positions beyond position k and % A kþ1;n is independent of the first for any 1pjpL À 1 as follows. For any wAW jÀ1 ; E w is the disjoint union of E w0 and E w1 : By conditioning, we have
Observe that P½A L % A Lþ1;k jE w1 pP½A L % A Lþ1;k jE w0 and P½ % A kþ1;n jE w1 pP½ % A kþ1;n jE w0 : Hence, by applying Chebyshev's inequality to (12) , we obtain that
This implies inequality (11) since W j ¼ fw0; w1 j wAW jÀ1 g: Hence, we finish the proof of the first inequality. Since P N j¼nþ1 f j ¼ % Q n ; the first inequality of (b) follows immediately as follows
From Theorem 3.1, we are able to derive tight lower and upper bounds on the expected value of the first time, t Q ; that the spaced seed Q hits the random sequence S: Since the hitting position is defined to be the ending position, the expected value Eðt Q Þ here differs from the one defined by Keich et al. in [15] by a constant term L: Applying the first inequality of Theorem 3.1 (a) with k ¼ 2L À 1; we have that
Similarly, applying the second inequality of Theorem 3.1 (a) with k ¼ 2L À 1; we have that
Therefore, we have proved the following theorem.
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Theorem 3.2. Let Q be a spaced seed of length L and let t Q be the first time Q hits an random sequence S: Then,
Remark 1. These lower and upper bounds are quite tight since their difference is only
following from the fact that f i pf 2LÀ1 for each i in the range. We now apply Theorem 3.1 to compare a spaced seed and the consecutive seed of the same weight. Let Q be the spaced seed of length L and weight w specified by its relative position set given in Formula (1). Assume l ¼ gcdði 1 ; i 2 ; y; i w Þ41: Then, the following relative position set
gives a new spaced seed Q 0 of the same weight w but length only L=l:
n to denote the hitting probability of Q 0 on the random sequence S; we have
where k ¼ In=lm and r ¼ n À kl:
Proof. The equality follows from the facts that Q hits a random sequence and that Q 0 hits the first r random subsequences with probability Q 0 kþ1 and the rest with Q 0 k respectively. The inequality follows from the second inequality of (b) in Theorem 3.1, which is actually true for any k40: & Applying Proposition 3.1 to the spaced seed Q ¼ 1 Ã b 1; bX1; we obtain Q 0 ¼ 11 and % Q n 4 % Q 0 n : Therefore, Q n oQ 0 n : (On the other hand, Q 0 nÀb pQ n ; by a lemma proved in [15] .) We summarize this fact as Proposition 3.2. Consecutive seed of weight 2 is optimal, i.e., most sensitive, among all seeds of weight 2.
In general, given a spaced seed Q of weight w ¼ wðQÞ; if its position set RPðQÞ is equal to f0; 1; 2; y; ðw À 1Þg Â l for some l41; then its hitting probability Q n is smaller than the hitting probability of the consecutive seed with the same weight w: Such a class of spaced patterns were used for approximate pattern matching in [19] . In addition, we have the following conjecture.
Conjecture. Let Q be a spaced seed of weight w and B the consecutive seed of the same weight. If the relative position set RPðQÞaf0; 1; 2; y; w À 1g Â l for any integer l41; then, Q n XB n for any n4c; where c is a constant depending on L and p:
Remark 2. (a) For any positive integer n; we define mðnÞ :¼ maxfk j k is an integer such that Q n XB nþk g:
Obviously, mðLÞ ¼ ÀLðQÞ þ wðQÞo0: In fact, for any n; mðnÞX À LðQÞ þ wðQÞ as proved in Keich et al. (2002) . The conjecture above says that mðnÞX0 if n is large enough for the spaced seed satisfying the condition. Here we give a weak limiting result towards this conjecture. If mðn 0 ÞXw for some n 0 40; then, lim n-N mðnÞ ¼ N (to be proved in Appendix C).
(b) Similarly, for any two spaced seeds Q; Q 0 ; we define m Q;Q 0 ðnÞ to be the largest integer k such that Q n XQ 4. Efficient algorithm for identifying the optimal seeds
Numerical analysis
In this subsection, we present numerical results in comparison of the spaced and consecutive seeds of the same weight. Our proposed screening method for identifying the optimal seeds is based on the theoretical results presented in Section 2 and the numerical analysis below.
Let Q be a spaced seed satisfying the relative position condition in the conjecture and B the consecutive seed of the same weight. We define, the crossing position of the spaced seed, cðQ; pÞ ¼ minfn j Q n ðpÞXB n ðpÞg:
From our discussion in the last section, we know that cðQ; pÞ does not exist for a spaced seed that does not satisfy the condition in the conjecture. Obviously, if it exists, its value depends on both the probability p and the seed itself. To understand how the probability value of p is related to cðQ; pÞ; we computed the cðQ; pÞ's for different spaced seeds and p's using formulas (4)- (6) . We summarize them in Table 2 and Fig. 2 . One of the spaced seeds appearing in Fig. 2 was the optimal seed reported in [18] . Among all spaced seeds of weight 11, this optimal seed has the largest hitting probability on a random 64-bit sequence when p ¼ 0:70: Our computational results show that, among all the spaced seeds of weight 11, it consistently attains the smallest cðQ; pÞ for p from 0.3 to 0.8. In addition, our computation shows that on a random 64-bit sequence, the consecutive seed has higher hitting probability when p is below 0.20. This fact is in contrast to our intuition! We also notice that cðQ; pÞ is not a monotone function of p for some spaced seeds in which the 'don't care' positions are not evenly distributed. The results in Table 1 indicates that cðQ; pÞ takes a wide range of values for different spaced seeds. For example, cðQ; 0:70Þ ¼ 42 for space seed Q ¼ 1 Ã Ã Ã Ã Ã Ã Ã 1111111111; while the average value of cðQ; 0:70Þ is only 23.6 for spaced seeds of weight 11 and length 18. Our extensive computation also indicates that all optimal seeds under consideration have consistently the smallest cðQ; pÞ:
A burning question related to homology search would be: for each fixed n; L and w whether there is a unique optimal spaced seed that has the largest hitting probability for all values of p: Our numerical calculation presented in Tables 2 and 3 lends strong evidence that this is the case. We order spaced seeds by the hitting probability in the increasing order. Although the ordering changes with p; there is a unique optimal seed for all p: 
Algorithm
The above two observations suggest the following heuristic rules in reducing the search space of spaced seeds for finding optimal spaced seeds of weight w:
(i) Consider only spaced seeds Q with the smallest crossing position for some p:
(ii) The 'don't care' positions of the good spaced seeds cannot be too clustered, that is, each block of consecutive 'don't care' positions cannot exceed a small b 0 :
The implementation of the rule (i) is straightforward. The program considers only those spaced seeds with the smallest value. When the probability p is larger than 0.50, minfcðQ; pÞ j wðQÞ ¼ w; lðQÞ ¼ Lg is empirically observed to be about 2L À w (see Table 1 ).
To search for the optimal spaced seed of weight w and length L; we set b 0 in the rule (ii) to be JðL À wÞ=ðw À 1Þ þ 2n; which is slightly over the average number of 'don't care' positions in each block. Let h be the proportion of the spaced seeds examined. The analysis in Appendix B indicates that h is smaller than 0.4 for L and w in the range of interest.
Recall that Q n is the probability that a spaced seed Q hits the random sequence S before or at position n and f n the probability that Q first hits S at position n: To speed up our algorithm, we further apply the following rule:
(iii) Select the top 10 spaced seeds of length L based on the values of Q 2L þ ðn À 2LÞf 2L : Then, compute the values of Q 64 for these 10 seeds and choose the seed with the highest Q 64 : 
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It is easy to see that this rule speeds up 3 or 4 times for Lp20 since we only need to compute Q n for Lpnp2L: The rationale behind this rule is that for medium size spaced seeds Q; Q 2L þ ðn À 2LÞf 2L approximates Q 64 well. Numerically, for n42L; we have
where p is the probability that 1 occurs at a position of S; w the weight of Q; and A i the event that Q occurs at position i: Our method turns out to be very efficient. All experiments were performed on a 500 MHz Pentium III PC with 900 Mbyte of memory. When it is used to identify the optimal spaced seed of weight 11 and length 18 for searching a 64 random bit sequence, our algorithm took only about 1 h 29 min; almost 10 times faster than the existing searching algorithms. Although our algorithm is heuristic, it consistently produces the optimal seed in each test case. In fact, our program outputs 10 good spaced seeds in each test; at least eight of them are among the top 10 best spaced seed. Using our program, we found all the optimal spaced seeds of weight from 7 to 14. These optimal spaced seeds for searching a 64-bit random sequence are listed in Table 4 .
Conclusion
We have derived a set of recurrence relations for computing the sensitivity of a spaced seed and presented some theoretical results for comparing spaced and consecutive seeds. However, many questions on this topic have not been solved yet. Besides the conjecture posed in this paper, the following interesting problems are also open: Question 1. Is the hitting probability Q n ðpÞ of a spaced seed Q polynomial-time computable in terms of n; p; and the length L and weight w of Q? Question 2. How robust is an optimal spaced seed? More precisely, for fixed L and w; if Q is an optimal spaced seed among all spaced seeds of length L and weight w for a particular 0opo1 and for a large n 0 ; will Q remain optimal for all p and for all nXn 0 ? The spaced seed of weight 11 agrees with that found in [18] .
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Although our algorithm performs at least 10 times faster than the existing ones, it is still not fast enough for finding optimal spaced seeds of large weight (say w ¼ 20) in a personal computer. As a future research topic, we will continue to improve our algorithm.
To compute P½X aþbþ1 ; y; X n aH j X aþb ¼ 1 aþb ; we proceed as follows. Now 1 aþb will either jump to H with probability p; or to w 0 ¼ 1 aþbÀ1 0: In order not to visit the state H up to the first n steps, there is only one such path, namely, 1 aþb -1 aþbÀ1 0-1 aþbÀ2 0 2 -?-1 a 0 b -e and start all over again. This happens with probability q bþ1 % Q nÀLÀb : This explains the last term in the recurrence relation (10) .
Similarly, for 0pjob: Let w ¼ 1 j 0v; there is again only one path, namely, 1 aþj 0v-1 aþjÀ1 0v0-?-1 a 0v0 j -e and start all over again. This occurs with probability q jþ1 % Q nÀLÀj : Therefore, 
We also used the fact that P½A L % A Lþ1;Lþk A Lþkþ1 ¼ p aþkþ3 q k for 1pkpb À 2 in the second equality. &
Appendix B. Analysis of the screening rule (ii)
Let h be the proportion of spaced seeds examined when rule (ii) is applied with b 0 ¼ JðL À wÞ=ðw À 2Þ þ 1n: h can be shown equal to the probability of not finding b 0 þ 1 consecutive ones in the probability space (equally likely) of all vectors of length L À 2 with w À 2 ones and L À w zeros. Using the principle of inclusion and exclusion, we obtain 
À Á :
We use jQj to denote the length of a spaced seed Q: Since the optimal seed Q has about 0:7jQj ones, we choose w ¼ I0:7Lm À d; 0pdp3 for our numerical analysis for 17pLp35 (see Fig. 4 ). The analysis indicates that h is smaller than 0.4 for L in the range of interest. 
