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Abstract  
 
       In  the  traditional  systems  the  application  or  the  web 
security  is  represented  in  terms  of  Password  based 
Authentication  system.  But  over  the  time  this 
Authentication  System  is  replaced  by  Biometric 
Authentication  System.  In  such  System  an  application 
accept some of the user or human identify as the password. 
The Biometric Authentication Systems are based on some 
the human features and behaviors. A Biometric System can 
be based on Finger, Face, Voice etc.  In this proposed work 
we  are  working  with  the  Multimodal  architecture  in 
biometrics that includes the face and eye recognition. The 
proposed  work  is  the  improvement  of  tradition  PCA 
approach.  For  this  improvement  we  are  performing  a 
feature  based  analysis.  For  the  Feature  extraction  and 
representation  Gabor  and  SVM  will  be  collectively  used. 
The  proposed  system  will  improve  the  detection  ratio  for 
face images. 
 
Keywords:  Face  Recognition,  Gabor,  SVM, 
Preprocessing, Recognition 
 
1. Introduction  
 
A  new  authorization/identification  technique, 
“biometric,” has been developed that  can determine  more 
accurately  if  a  person  is  authorized  to  access  a  computer 
system  and/or  its  files.  A  biometric  is  both  the  most 
convenient  and  the  most  secure  identification  device 
available. It is not based on something the user remembers 
like a PIN code, nor is it based on something that the user has 
in possession like a smart  card.  A biometric is  something  
 
 
you are. Nothing is more convenient to use or more secure. 
A biometric identifier is the most reliable solution currently 
available.  The  term  biometric  refers  to  any  and  all  of  a 
variety of identification techniques based on some physical 
and  difficult  to  alienate  characteristic.  They  include 
fingerprints,  iris,  face,  signature,  voice,  hand  geometry, 
retina,  ear,  DNA,  voice  spectrograph,  and  signature 
dynamics. 
Biometric refers to the automatic authentication of a 
person  based  on  his/her  physiological  or  behavioral 
characteristics.  Biometric  offers  many  advantages  over 
traditional PIN umber or password and token-based (e.g., ID 
cards) approaches; for example, a biometric trait cannot be 
easily transferred, forgotten or lost, the rightful owner of the 
biometric template can be easily identified, and it is difficult 
to duplicate a biometric trait. Biometric technology has now 
become a viable and more reliable alternative to traditional 
authentication  systems  in  many  government  applications. 
With  increasing  applications  involving  human-computer 
interactions, there is a growing need for fast authentication 
techniques that are reliable and secure. Biometric recognition 
is well positioned to meet the increasing demand for secure 
and robust systems. 
Facial  recognition  systems  are  built  on  computer 
programs that analyze images of human faces for the purpose 
of  identifying  them.  The  programs  take  a  facial  image, 
measure  characteristics  such  as  the  distance  between  the 
eyes, the length of the nose, and the angle of the jaw, and 
create a unique file called a "template." Using templates, the 
software then compares that image with another image and 
produces a score that measures how similar the images are to 
each  other.  Typical  sources  of  images  for  use  in  facial 
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photos such as those in driver's license databases 
Eye recognition system uses the Iris of the human to 
recognize him. Non-invasive, non-contact and extremely fast, 
high-resolution cameras are used to capture the image of the 
iris,  translating  it  into  an  encrypted  digital  code,  called 
IrisCode.  This  is  stored  into  the  database  for  future 
identification of the person. When the person needs to prove 
his  identification,  the same  camera  and  process  is  used  to 
build  the  Iris  Code.  The  code  previously  stored  in  the 
database is then used to compare with the obtained code and 
the result is informed. The complete process of assessment  
may  take  not  more  than  two  seconds  thus  avoiding  the 
wastage  of  time  as  is  done  in  other  techniques  such  as 
Fingerprint recognition system. This technology does not use 
the retinal scan technology and no laser is projected in the 
eye as in the retinal scan.  
Computers can do increasingly amazing things, but 
they are not magic. If human beings often can't identify the 
subject of a photograph, why should computers be able to do 
it  any  more  reliably?  The  fact  is  that  faces  are  highly 
complex patterns that often differ in only subtle ways, and 
that it can be impossible for man or machine to match images 
when  there  are  differences  in  lighting,  camera,  or  camera 
angle, let alone changes in the appearance of the face itself. 
Not  surprisingly,  government  studies  of  face-
recognition  software  have  found  high  rates  of  both  "false 
positives" (wrongly matching innocent people with photos in 
the database) and "false negatives" (not catching people even 
when  their  photo  is  in  the  database).  One  problem  is  that 
unlike  our  fingerprints  or  irises,  our  faces  do  not stay  the 
same  over  time.  These  systems  are  easily  tripped  up  by 
changes in hairstyle, facial hair, or body weight, by simple 
disguises, and by the effects of aging.  
 
2. Objective 
 
The  following  milestones  are  required  to  achieve  in 
this proposed work: 
1.  Maintain a Database of Face and Eye-Images. 
2.  Track the Human Face from Some Video or Webcam 
3.  Eye Extraction from the face Image. 
4.  Performing  Preprocessing  on  Input  Face  and  Eye 
Images. 
5.  Perform  the  Eye  matching  from  the  Database  using 
Support Vector Machine. 
 
3. Existing Work 
 
To  understand  the  concept  of  facial  intension 
identification  we  need  to  understand  the  concept  the  face 
recognition,  Eyes  Recognition  etc.  The  concept  of  face 
recognition  is  too  old.  In  1967  a  machine  learning  face 
recognition system was presented in 1967 in which an image 
is projected to a photomultiplier matrix and a weighted value 
is assigned to cells of matrices on which basis the decision 
making is performed.  An image is presented about 250 times 
on this matrix and after this each image gives 100% accurate 
results  [11].    In  1976,  a  pattern  recognition  system  is 
proposed  to  identify  the  face.  This  approach  gives  an 
algorithm approach to the pattern recognition by dividing the 
whole  process  in  4  stages  i.e.  Image  acquisition, 
Preprocessing,  Feature  Extraction  and  the  Discrimination. 
The system worked with black and white images taken from 
television cameras only they required  all images in proper 
format in terms of size, lighting, threshold values etc. It gives 
the accuracy up to 90% [12].  
In 1989 a work is performed where the images are 
compared on the basis of extracted part not on whole image. 
In  this  approach  at  first  the  surface  of  the  face  image  is 
extracted. This extracted surface is presented in the form of a 
curvature. Once the curvature extracted now this part images 
is used for the image identification.  The image comparison is 
basically  performed  on  the  basis  of  quadratic  distance 
between the source image and the database images [13]. As 
the comparison results were based on threshold  values the 
results  were  not  much  realistic.    A  neural  network  based 
approach for face identification is presented by M. A. Kerin 
in 1990. 
Desong Wang describes scheme of DRM system for 
remote users based on  multimodal biometrics  (such as iris 
and  face  feature)  verification  and  watermarking  and  smart 
cards, which include two authentication phases, i.e. the client 
server authentication and the server authentication[4]. Rao, 
N.N., Thrimurthy defines watermarking has been utilized by 
researchers  for  the  security  of  digital  documents.The 
proposed  method  is  an  efficient  scheme  for  protecting  the 
copyrights of digital images with the aid of both biometrics 
and digital watermarking[5]. Meihua Wang proposes a model 
that  contains  DRM,  and  identification  methods  using  high 
security iris biometric system as an additional security layer 
for  access  to  restricted  data,  which  is  characterized  by  its 
immutability and individuality[6]. 
Sherin  Edward  describes  the  enrollment  of  the 
victim’s  face  and  iris  features  in  the  available  database. 
Second  authentication  process  is  done  by  comparing  the 
features of face image with the features of the face image in 
the data base when it matches the iris feature is compared 
with  data  base  if  this  is  also  matched  then  the  person  is 
authenticated.  This  type  of  biometric  provides  better 
authentication and security[7]. 
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The  proposed  system  and  the  model  is  the 
composition of two approaches of feature extraction. One is 
Gabor filter and other is SVM. Gabor filter is used to identify 
the face and eye features from the database. Now from these 
feature the SVM training will be performed to match the face 
as well eye from the database 
Each  isolated  facial  pattern  is  demodulated  to 
extract  its  phase  information  using  quadrature  2D  Gabor 
wavelets. It amounts to a patch-wise phase quantization of 
the  facial  pattern,  by  identifying  in  which  quadrant  of  the 
complex plane each resultant phasor lies when a given area of 
the iris is projected onto complex-valued 2D Gabor wavelets.  
 
 
 
 
 
 
 
 
Figure 1: Stages of Recognition 
 
 
Altogether  such  phase  bits  are  computed  for  each 
face. Also an equal number of masking bits are computed to 
signify  whether  any  face  region  is  obscured  by  any  other 
component. 
     The work is presented in flowchart shown in figure 2. 
The proposed work is here presented in 3 Main Stages. 
 
 
1.  Preprocessing 
2.  Training the Dataset 
3.  Matching 
 
 
The  preprocessing  work  includes  the  conversion  of 
image  to  the  normalized  image  as  well  as  to  extract  the 
features from the image. The filtration process includes the 
adjustment  of  brightness,  contrast,  low  pass,  high  pass 
filtration etc. The filtration will be done in two phases for 
face and for face feature itself. Once the filtration process is 
done  extraction  of  features  will  be  performed.  Just  after 
extraction process the feature extraction will be done. These 
featured images are the main input image to the system 
The another task is performed on the available database. 
The  database  will  be  trained  by  using  support  vector 
machine.  The training process will be done only once and 
after  training  a  feature  analysis  based  database  will  be 
created.  The  actual  match  will  be  performed  on  this  svm 
trained dataset. Again we have to generate datasets for the 
face iris. 
Third and the final process is to perform the match. The 
match will performed on both the iris image will be matched 
based on curvic definition. If both match gives results better 
then  expected  value.  The  person  will  be  identified.  
 
Figure 2: Flow Chart of Work 
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There are four color spaces: RGB, YCbCr, YES and 
HSI.  The  same  process  is  applied  to  every  color  space  to 
obtain at most four skin regions. Next, we apply a polling 
strategy  to  determine  the  final  region  where  the  face  is 
located. 
 
5.1 Segmentation 
 
An important task in several vision applications is 
the image pixel classification in a discrete number of classes. 
The objective of segmentation is providing an effective and 
real time classification.  
The first step for segmentation is obtaining a set of 
pixel  values,  which  corresponds  to  the  color  skin  in  the 
images.  The  set  is  obtained  manually,  selecting  a  small 
region directly from a frame where the face is located. 
Then this set to define the maximum and minimum 
skin pixel values for each channel of the color space. This 
vector will be employed in subsequent classifications due the 
skin color constitutes a regular cluster in the color space.  
Next,  classification  the  pixels  applying  a 
thresholding operation to the frame.  Thresholding involves 
the  use  of  the  vector  values  in  the  corresponding  three-
dimensional  color  space.  Every  vector  values  can  be 
considered as a class. 
 
5.2 Regions 
 
After  segmentation  is  performed,  then  connect  all 
pixels to produce regular  regions or blobs. This process is 
exhaustive and can affect the real time performance. 
The threshold values have a large influence on the 
segmentation results. A small threshold value leads to a large 
number of small regions while with a large threshold value 
few large regions are calculated. 
 
5.3  Localization 
 
In this stage firstly detect and locate the face in the 
frame.  Then  search  in  all  labeled  regions  for  the  one  that 
satisfies a specific  area (an approximately number of pixels 
to  form  a  face)  and  size  (high  and  width  considering  the 
region is rectangular). 
After the region of interest is located, we obtain the 
position of the region center. Dimension and center position 
of the face region is computed for each color model. In this 
way, now much regions as color spaces where the detection 
was successful for the polling process. 
 
 
   
5.4 Polling 
Finally, validate the face detection and position in 
the frame by polling. Simply, then examine all the regions, 
and  if    there  is  a  region  common  to  at  least  three  colors 
spaces, then considered such region as the detected face, in 
the other way, if the mentioned condition is not satisfied, the 
region is discarded and the process is performed to the next 
region or the next frame. 
The  presented  work  is  part  of  a  teleconference 
system where the speaker is followed by the camera during 
the  speech.  An  advantage  of  detecting  objects  using  the 
proposed method is the processing time, which is considered 
innocuous. 
This  property  allows  real  time  face  detection, 
considered  adequate  for  tracking  systems.  Actually,  the 
system  has  presented  an  acceptable  performance  and 
calibration is possible when light conditions change. 
 
5.5 Eigen Face Method  
 
The motivation behind Eigen faces is that it reduces the 
dimensionality of the training set, leaving only those features 
that are critical for face recognition.They are defined as: 
1.  The  Eigen  faces  method  looks  at  the  face  as  a 
whole. 
2.  In this method, a collection of face images is used to 
generate  a  2-D  gray-scale  image  to  produce  the 
biometric template. 
3.  Here, first the face images are processed by the face 
detector. Then we calculate the Eigen faces from the 
training set, keeping only the highest Eigen values. 
4.  Finally we calculate the  corresponding location in 
weight  space  for  each  known  individual,  by 
projecting their face images onto the ―face space‖. 
 
5.6 Recognition 
 
In this system following steps are considered to extract 
the recognitions- 
1.  Firstly, automatic system is used to detect the face 
and then the eye from an image. 
2.  Then  Gabor filter is applied on the extracted face 
and eye. This filter is used in image processing for 
edge detection. 
3.  Perform  the  Same  operation  on  Face  and  Eye 
Dataset. 
4.  Then  SVM  (support  vector  machine)  is  used  to 
classify  the  features  and  arrange  them  in  action 
units. 
5.  The action units are then used to classify different 
features. 
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The presented system is a multimodal architecture in 
which the detection of a person is performed on the basis of 
face  and the Eye  values. We have  maintained a dataset of 
face and eye images. The user will pass the input in the form 
of face image and the comparison will be performed on both 
the  face  and  the  eye  images.  To  perform  the  recognition 
process the PCA and the SVM approach is used collectively. 
The  basic  steps  of  recognition  are  same  as  some 
existing approach. Here we have provide an approach to use 
combination  of  approaches  to  identify  the  face  and  eye 
images.  The  present  system  is  providing  the  better 
recognition ratio for the identification process. 
 
7. Future Work 
 
The present work can be extended by researchers in 
different direction. The foremost process is to improve the 
identification  approach  by  using  some  neural  or  the  fuzzy 
based  analysis.  The  another  improvement  can  be  done  to 
replace the face recognition using facial feature recognition 
and eye detection by eye gaze detection. 
The proposed work is about to detect the face from 
the still image and to recognize it we can future enhance this 
work  in  different  cases.  First  of  all  we  can  include  the 
concept of face recognition from the multiple person images. 
It means its work will be to detect the person from the set of 
face on single images and to recognize his expression. The 
another extension can be done in area to include the moving 
image.  i.e.  to  capture  the  image  from  the  webcam  and  to 
perform the recognition. 
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