In this paper, we propose the design of a scalable reliable mobile multicast scheme-SRMoM. SRMoM uses well-known Scalable Reliable Multicast (SRM) in the wired networks and a NAK-based ARQ with adaptive Forward Error Correction (AFEC) in the wireless networks. In AFEC, the probability of needing retransmission of original multicast packets after FEC recovery is selectable. This selective property enables the control of channel utilization in the wireless segment for different numbers of Mobile Hosts (MHs). Using this property, the channel utilization of SRMoM is made to be virtually independent of the number of MHs, thus making it extremely scalable. The performance of SRMoM is analyzed with three adaptive FEC algorithms based on three wireless loss models, namely a Gilbert-Elliott channel, a simplified Gilbert-Elliott channel, and a binary symmetric channel, analytically as well as through simulation. Furthermore, the performance of SRMoM is compared with SRM and MRMoM (NAK-based protocol without FEC) through simulation. Using the average number of transmissions per original multicast packet, and wireless link utilization as metrics, we demonstrate that the performance of SRMoM is indeed virtually independent of the number of MHs, and that it results in the lowest number of packet transmissions and lowest channel utilization of reliable mobile multicast protocols that have been proposed to date. key words: reliable multicast, FEC, mobile multicast
Introduction
It is becoming clear that future wireless data systems will be based on IP (Internet Protocol). These so-called all IP networks will consist of a combination of wide area networks as well as IEEE 802.11 wireless LANs [1] . It is anticipated that in the near future majority of wireless data communications will occur over IEEE 802.11 WLANs. Furthermore, large classes of applications operating over these networks benefit from multicast support.
Currently, IP multicast provides mechanisms for supporting transmissions to fixed hosts. IP multicast neither support reliable delivery nor support for mobile hosts (MHs). This has been recognized by the research community and over the past couple of years. Several proposals for providing reliable multicast services [7] , [8] , [10] , [17] , [19] , [24] , [27] and supporting mobility [3] , [4] , [11] , [13] , † † † The author is with the National ICT Australia (NICTA), Australian Technology Park, Eleveigh, NSW, Australia.
a) E-mail: prawit@mut.ac.th DOI: 10.1093/ietcom/e88-b. 4 .1403 [14] , [30] have been developed. However, these schemes do not scale, as the amount of control/management traffic increases with the number of MHs.
In this paper, we designs a new scalable reliable multicast transport protocols which is based on the mathematical model in [6] . The protocol is based on NAK-based with adaptively proactive FEC, which results in a scalable reliable multicast protocol for network environments with mobile hosts. The viability of the proposed scheme both in terms of the loss protection and scalability are shown through analysis and simulation. In addition the analysis shows that the proposed scheme gives supplementary benefits in terms of the communication channel efficiency and the reduction of the transfer times.
The paper is structured as follows. Section 2 presents related work. The proposed scalable reliable mobile multicast scheme is presented in Sect. 3 . Evaluation of the proposed scheme including the descriptions of the simulation models and results are presented in Sect. 4. Finally Sect. 5 presents conclusions and future work.
Related Work
Several types of schemes for providing mobile multicast have been proposed in the literature. Perkins [25] proposed two types of mobile multicast schemes based on Mobile IP referred to remote subscription and bi-directional tunneling. With remote subscription, each MH re-subscribes to its desired multicast group when it enters a foreign network. Therefore a multicast router in each foreign network the MH visits must be added to the multicast tree. Multicast packets are sent directly to the local multicast router using IP multicast. The advantage of this protocol is that it provides optimum routing. However, depending on the frequency of handoffs, there may be significant overheads associated with reconstructing the delivery tree.
In the case of bi-directional tunneling, the home agent (HA) of the MH is registered as the multicast router with the multicast group. Thus, the source sends multicast packets to the HA by using IP multicast. The communications between the HA and the FA is enabled using Mobile IPv4 tunneling and the FA unicasts the packets to the MH. This therefore requires the HA to replicate and deliver tunneled multicast packets to all it's MHs regardless of which foreign network they reside. This leads to problems associated with tunnel convergence, where multiple Mobile IP tunnels (from different HAs) terminate at a particular foreign agent Copyright c 2005 The Institute of Electronics, Information and Communication Engineers and duplication of packet transmissions [4] .
Attempts have also been made to solve the shortcoming of both remote subscription and bi-directional tunneling schemes. The Range based Mobile Multicast protocol (RbMoM) [14] proposes the use of multicast home agents (MHAs) and a service range to limit the frequency of reconstructing the multicast tree. MobiCast (A Multicast Scheme for wireless Networks) [30] , similarly to RbMoM, proposes a method for overcoming the problems of constructing the multicast trees by adopting a hierarchical mobility management approach to isolate the mobility of the MHs from the main multicast tree. The Mobile Multicast (MoM) [4] proposes extending the bi-directional tunneling scheme to enable the FA to select a designated multicast service provider (DMSP) from the different HAs. These schemes overcome the tunnel convergence, the duplication of packet transmissions resulting from static hosts and MHs joining multicast sessions in a subnet. However, they do not provide reliable multicast.
As expected, a number of schemes for reliable multicasting in mobile environments have also been proposed [11] , [13] , [15] , [16] , [29] . Reliable Range Based Mobile Multicast (RRBMoM) [16] extends RbMoM by using an ACK-based reliability scheme together with sender-initiated loss recovery. It uses a tree-based hierarchy, to overcome ACK-implosion. This however results in high wireless link usage and as a result severely limits its scalability. Reliable Mobile Multicast protocol with error control for IP networks (RMoM) [15] extends MoM and bi-directional tunneling by using multicast forward agent (MFA), a NAK-based unicast protocol between a MFA and a FA, a LAN-level multicast, and a reliable logical link control between the FA and the MHs. However, no details of the operation of the reliable logical link control are provided which makes it impossible to determine the viability of the proposed scheme.
Reliable Mobile Multicast Protocol (RMMP) [13] is built on remote subscription by extending either the FA or HA to retransmit lost packets of a MH using an ACK based unicast protocol. RM2 [28] which uses a dynamic retransmission strategy to switch between multicast and unicast retransmission modes depending on the amount of extra load generated both on the wired and wireless interfaces by packet retransmissions. Multi-Level Reliable Mobile Multicast Scheme (MRMoM) [5] is a receiver-based protocol, which again uses multicasting and unicasting. In all these schemes, the number of retransmitted packets and control packets are dependent on the number of MHs in the multicast group. As a result they do not scale.
Several researchers have utilized FEC for reliable multicast protocols in both wired and wireless networks. Erasure Correction Scalable Reliable Multicast (ECSRM) [8] is a modification of SRM, which uses erasure correction. Nonnenmacher et al. [23] proposed the use of layered FEC and integrated FEC and ARQ. Rizzo et al. [27] also proposed the use of software FEC encoding and decoding. Yoon et al. [31] proposed the use of a hybrid ARQ and adaptive FEC where adaptive FEC scheme minimizes the number of transmissions, the number of NAK requests and the transmission time. Nikaein et al. [22] also studied the use of adaptive FEC and proposed theoretical basis for using adaptive FEC to provide QoS guarantees in terms of reliability as well as efficiency of multicast delivery. These schemes provide good scalability and reliability. However, none of them support mobility of users.
Finally McKinley et al. [18] , implemented reliable multicast by using proxies to support collaboration among the mobile users. They utilized an adaptive FEC, which adjusts the level of redundancy in response to packet loss rate in the wireless network. However this scheme is not scalable because both original packets and repaired packets are multicasted to MHs.
Scalable Reliable Mobile Multicast SchemeSRMoM
In order to incorporate reliability, mobility and scalability, SRMoM makes extensions to the Mobile IP regional registration mechanism [9] to provide multicast routing in mobile environments, and incorporates scalable reliable multicast support through the use of NAK based protocol with adaptive proactive FEC.
IP Multicast Extensions for Mobile IP Regional Registration
The Mobile IP regional registration architecture [9] and the corresponding network architecture model is shown in Figs. 1 and 2 respectively. This scheme was designed to solve the shortcoming of remote subscription in terms of frequency of handoffs and bi-directional in term of IP multicast routing. Each domain has a special network agent referred to the Gateway Foreign Agent (GFA). The GFA can have a number of foreign agents (FA) and home agents (HA) under its control, thus creating a hierarchical structure.
The FAs periodically broadcasts the IP address of the GFA associated with and its own IP address. When a MH first arrives at a foreign domain, and receives the FA broadcasts, it uses the GFA address provided to register itself with the GFA. Once it has successfully registered with the GFA, it registers the address of the GFA as its care-of-address with its HA. Thus, in contrast to Mobile IP, the care-of address does not change when the MH moves among the FAs under the same GFA. When moving to a FA under the control of a different GFA, a MH goes through the processes of registering with the new GFA, and registering the new GFA address with the HA.
The regional registration protocol, as described above, supports one level of foreign agent hierarchy. However, the protocol may be used to support several levels of hierarchy.
Operation: Mobile Host as a Multicast Receiver
In SRMoM, the Gateway Foreign Agent (GFA) that is used for regional registration, and the foreign agents are extended with additional functionality (eGFA). How a MH uses an extended Gateway Foreign Agent (eGFA) to join a multicast group is schematically shown as shown in Fig. 3 .
When a MH would like to join a multicast group, G0, if it is on the home network, it sends a subscription request to the HA. The HA in turn relays the request to its eGFA. If the MH is in a foreign network, the MH sends the subscription request to the FA currently serving it. The FA relays the request to its eGFA. The eGFA subscribes to the requested multicast group on behalf of the HA or the FA. Then the eGFA responds to the subscription request with the group address of a multicast group, G1. Upon receiving this response, the HA/FA joins multicast group G1. Once the HA/FA joins G1, it sends a reply to the MH with the address of the multicast group, i.e. G1. Finally, the MH subscribes to G1. In addition, MH joins another group, example G2 for local recovery and local forward error correction. When the eGFA starts receiving the multicast packets, it forwards them to G1.
When a MH moves to a subnet served by a different FA, under the control of the same eGFA, it simply informs the eGFA. To reduce handover loss, the eGFA then bi-casts the multicast packets for a given period of time to the new FA and the old FA.
If the MH is a multicast source, the MH tunnels the multicast packets to the serving eGFA, and the eGFA decapsulates the packets and forwards it to multicast session on behalf of the MH.
Incorporation of Scalable Reliable Multicast Support
Scalable reliable multicast support is provided by using transport modules at the eGFAs, the extended FAs (eFA), and the MHs. The module in the eGFA, called SRMoMGFA, enables the eGFA to send multicast packets on behalf of a mobile sender. The module in the eFA, SRMoMFA, and in the MH, SRMoMMH enable the local error recovery and local forward error correction.
Mobile Host as a Multicast Sender
If the MH is the multicast source, only the reliability of transmissions between itself and the SRMoMGFA needs to be considered as reliability between the SRMoMGFA and the other multicast group members will be provided by SRM [7] .
The reliability mechanism between the MH and eGFA could use any existing NAK or ACK based unicast protocol. If a NAK-based protocol is selected, when a MH moves to a new eGFA, the SRMoMGFA in it needs to request the sequence numbers of lost packets from the previous eGFA to request retransmissions from the MH. On the other hand, if an ACK-based protocol is chosen, the new SRMoMGFA need not request information about lost packet from the old SRMoMGFA.
If the SRM in eGFA needs to send multicast session messages to the multicast group, the session messages have to provide information of every MH transmitter. These messages will enable the group members to detect and recover from the losses.
Mobile Host as a Multicast Receiver
To facilitate the reliable multicast delivery to MHs, extended local recovery and local forward error correction is provided by the SRMoMFA module at the eFA and the SRMoMMH module at the MH. The communication between SRMoMFA and SRMoMMH is based on NAK-based scheme with adaptively proactive FEC which is the best scheme compared in [6] . In [6] , we have presented a comparative analysis of four generic reliable multicast mechanisms. This was done by classifying reliable multicast schemes into four generic schemes and developing an analytical model for each one. The generic schemes referred to as ACK-based, NAK-based, ACK-based with FEC, and NAK-based with FEC schemes. In addition, the analysis considers the combined use of multicasting and unicasting, where a multicast sender transmits a multicast packet for a maximum of K times, and then unicasts the packet to each of the receivers, which have not correctly received the packet. The comparison of the schemes was done using wireless channel utilization and average processing time as main metrics. The results show that NAK-based schemes with adaptive FEC and with K=1 consume the least wireless channel utilization, and wireless channel utilization is virtually independent of the number of MHs if the probability of requests after FEC recovery is inversely proportional to the number of MHs.
-Reliable multicast module of a FA(SRMoMFA)
After receiving a block of k original multicast packets, the SRMoMFA module adds parity packets to provide the necessary reliability using Reed Solomon Erasure Code (RSE) [17] . The number of parity packets to be included, h, is determined using the adaptive FEC algorithm described in Sect. 3.2.3. In addition a unique sequence number, the FEC block sequence number and FEC parameters (n and k) are added to the block of parity and original packets where n is number of packets in the FEC block.
After, the h parity packets are multicasted to group G2, SRMoMFA multicasts a polling message and starts a repolling timer. If the timer expires before SRMoMFA correctly receives CNAKs (Cumulative NAK) from all current MHs served by the FA, the polling message is multicasted again. This is continued either until CNAKs from all current MHs are received or a number of times, MaxPoll. The polling message consists of the current FEC block sequence number, the FEC parameters (n and k), and the sequences of multicast packets in the block, a time-stamp and a list of MHs who have successfully sent CNAKs.
The first three fields are used by the MHs SRMoMMHs to detect losses. The MH list is provided to enable MHs to determine whether theirs CNAKs have been correctly received. The time-stamp, is used to calculate the one-way delay, (T oneway ), as described in [20] .
If the SRMoMFA module receives a CNAK from a MH, who is a member of the multicast group, it unicasts the lost packets using a NAK-based scheme. In addition, if the SRMoMFA has received CNAKs from all MHs in the multicast group or the number of polling retransmissions MaxPoll is reached, it updates packet loss parameters, as described in Sect. 3.2.4, using the MHs packet loss parameters provided by the CNAKs.
-Reliable multicast module of a MH (SRMoMMH)
After receiving a polling message from the FA, the SRMoMMH determines the packets that it needs to be transmitted. If x of the n packets are received correctly by a MH, and x is less than k, the MH needs to request the FA to retransmit k − x original packets. In addition, it estimates the loss parameters, as described in Sect. 3.2.4. Then it sends a CNAK and adds the requested packets to the MH's lost packet list (LOSS list). After sending CNAKs, it starts timers for generating NAKs for each of requested packet. With each successful receipt of an outstanding packet the SRMoMMH module deletes the packet from its LOSS list and the corresponding timer.
The timer values used are determined using a process adopted from SRM. Namely, the timer is chosen from a uniform distribution of 2
where i is the number of NAK transmissions for a packet, RT T U = 4NRT T M and RT T M (t) = αRT T M (t − 1) + 2(1 − α)T oneway
where N is the maximum number of transmissions defined in IEEE 801.11 for unicast packets. The constant α is the smoothing factor and is assumed to have a value between 0 and 1. t is the time of receiving polling message. RT T U is the approximate round trip time for a unicast message and RT T M is the approximate round trip time for a multicast packet. Finally, C 1 and C 2 are constants.
Adaptive FEC Algorithm
The proposed adaptive algorithm shown in Fig. 4 is described as follows. The value of h is determined iteratively, using criteria parameter, C R . If C R is higher than the ratio of average packet loss rate of all MHs and the total number of mobiles, i.e. (X/M), it increases h until C R becomes less than X/M where X and M are average packet loss rate of all MHs and the total number of mobiles. The value C R is calculated using the relationship
The calculation of q M ( j) could be found in [6] . This paper presents the use of 3 adaptively proactive FEC schemes based on wireless loss models: BSC model, Gilbert Elliot channel and Simplified Gilbert Elliot channel.
Wireless Loss Parameter Estimation
The wireless loss parameters are estimated by each MH. In the case of temporally uncorrelated losses, i.e. a binary symmetric channel, a receiver calculates the loss based on the gap of packet sequences or the multicast session message. Therefore for each FEC block, the receiver calculates the probability of loss; p B ( j) from the number of losses divided by the number of packets in the FEC block for the first transmission i.e. excluding retransmitted packets. The average packet for receiver j is calculated by:
where N B is the number of FEC blocks and z is smoothing factor (0 ≤ z ≤ 1, in simulation we set z to 0.1). For temporally correlated loss, a 2-state Markov model is used for approximating the error characteristics of wireless channels. We classified onto 2 models:Gilbert Elliot channel and Simplified Gilbert Elliot channel. Gilbert Elliot channel could be described with respect to MH j as follows. The channel has two states: "good" and "bad." In the "good" state (G), losses occur with a probability of p G ( j) and while in the "bad" state (B), they occur with a probabilityp B ( j). The transition probabilities from state G to B and B to G are given by p GB ( j) and p BG ( j) respectively. The steady state probabilities of being in states G and B are ( j) . Then the average packet loss rate produced by a Gilbert-Elliott channel
. If the probabilities p G ( j) and p B ( j) are set to be 0 and 1, respectively, the model is referred as a simplified Gilbert-Elliott channel, and the packet loss rate produced is p( j) = π B ( j).
For a simplified Gilbert Elliot channel, the values p GB ( j) and p BG ( j) are estimated as described in [12] , [21] . As p G ( j) and p B ( j) are fixed to be 0 and 1 if N total ( j) is the number of total packets that are transmitted in a FEC block, N loss ( j) is the total number of lost packets, N bn ( j) is the number of consecutive packet losses, the loss rate p( j) and the average length of consecutive losses L CL ( j) are given by
and
Then the state transition probabilities can be estimated using the following relationships:
For a Gilbert-Elliot channel, the values of p BG ( j), p GB ( j), p G ( j), and p B ( j) can be estimated using the BaumWelch algorithm as described in [26] .
Handover Management
At the beginning of a handover of a MH, the SRMoMMH calculates the outstanding packets and adds them to its LOSS list. After receiving a polling signal from the new FA, SRMoMMH sends the new eFA a CNAK which identifies a limited number of previous eFAs and the sequences of packets that needs to be obtained for the corresponding FEC block. If the new eFA does not have the requested packets in its buffers, it requests the packets from the previous eFAs or other SRM members.
Congestion Control
The congestion control is the same as that of SRM. It is assumed that the receivers of the multicast session have an estimate of the available bandwidth for the session, and constrain the data transmitted to be within this estimated bandwidth.
Performance Evaluation for SRMoM
To validate the SRMoM design, it was compared with a generic NAK-based scheme without FEC and with K = 1 called Pure-NAK1, a generic NAK-based scheme without FEC and K = ∞ called Pure-NAK2, a generic NAK-based scheme with adaptively proactive FEC and K=1 called FEC-NAK1, MRMoM [5] and SRM [7] . MRMoM is similar to Pure-NAK1 schemes with the difference that it uses a combination of cumulative NAKs (CNAK) and NAKs. SRM is similar to a Pure-NAK2 with the difference that every multicast member of SRM can repair lost packets while in Pure-NAK2 only the sender can repair the lost packets.
The comparison considered the average wireless link utilization, the average number of transmission attempts and transfer delay as the main metrics. The generic schemes were analytically evaluated in [6] under assumptions, i.e. assuming that NAKs, CTSs, RTSs and ACKMACs are never lost, providing the best case scenarios for their operation. The performance of the SRMoM, MRMoM and SRM were evaluated through simulation. The simulation models of SRMoM, MRMoM and SRM were built using the Network Simulator tool (NS2) version 2.1b7a [2] . The parameters used for the simulation experiments are shown in Table 1 .
Simulation Environment
The simulation used the network topology shown in Fig. 5 . It consisted of one multicast source (S), one Home Agent (HA), one extended Gateway Foreign Agent (eGFA). The number of eFAs was varied between 1 and 8 and the number of MHs was varied between 1 and 40. The multicast source, S, the HA, the eGFA, and eFAs were assumed to be connected by 10 Mbit/s duplex wired links. The MHs were assumed to be connected to the FAs through 2 Mbit/s wireless links using the IEEE 802.11 protocol. In the simulation, the MHs were randomly placed and randomly moved within the coverage areas of the FAs. Multicast (original or parity) packets, NAK, RTS, CTS and ACKMAC sizes were assumed to be 1000 bytes, 50 bytes, 20 bytes, 14 bytes, and 14 bytes respectively. The combination of IP header and MAC header was set to be 72 bytes. The number of original packets in a FEC block (k) was set to be 30. For SRMoM, the number of redundancy packets was adapted to follow the number of MHs and packet loss rate parameters as described in Sect. 3.2.3. Each experiment was run 50 times. For all simulations and analysis, the wireless loss perceived by MHs is assumed to be spatially uncorrelated loss. We have tested for both homogenous loss and heterogeneous loss. In this paper, we present only heterogeneous loss.
Scalability in the Case of Independent Losses
To demonstrate the scalability of SRMoM, simulations were carried out with different numbers of MHs under heterogeneous and temporally independent losses. In this simulation, the MHs were randomly placed and moved around in one wireless cell served by one FA. The average bit error rates of all MHs, p b ( j), was set to be 20 × 10 −6 as per Table 1 . The average packet loss rate was calculated by using
L , where L is packet size in bits. This resulted in packet loss rates of multicast (original or parity) packets, NAKs, RTSs, CTSs, and ACKMACs of 0.1576, 0.0193, 0.0031, 0.0022, and 0.0022, respectively. The bit error rate of MH j p b ( j) was randomly selected to be between 17 × 10 −6 and 23 × 10 −6 from a uniform random distribution. The average number of transmissions calculated numerically and obtained through simulations is shown in Fig. 6 . The results show that the average number of transmissions for MRMoM is similar to a Pure-NAK1 and for SRMoM it is similar to a FEC-NAK1. The differences between the simulation and analytical results are firstly due to the assumption of no collisions and no errors of CTSs, RTS, ACKMACs and NAKs. Secondly, due to the errors in wireless loss parameter estimation of SRMoM.
The wireless link utilization is shown in Fig. 7 . It shows that the average wireless link utilization of MRMoM is less than that of Pure-NAK1. This is due to MRMoM using a combination of CNAKs (cumulative NAK) and NAKs. The use of CNAKs leads to reduced numbers of feedback packets.
In contrast, although SRMoM also uses a combination of CNAKs and NAKs, the average wireless link utilization is higher than that of FEC-NAK1. This is due to the losses of NAKs, CTSs, RTSs and ACKMACs, packet collision and errors in estimation of wireless loss parameters.
Both the average number of transmissions and average wireless link utilization of SRM are higher than those of Pure-NAK2 because of losses of NAK, packet collisions of medium access control in simulation.
The average transfer time of the 990 simulated packets is shown in Fig. 8 . It shows that the transfer time used by SRMoM and SRM is virtually independent of the number of MHs and much less than that used by MRMoM scheme.
Scalability in the Case of Temporally Correlated Loss
Similarly to the case of temporally independent losses, to demonstrate the scalability of SRMoM under homogeneous and heterogeneous temporally correlated losses, simulations were carried out for 3 different channels characterized by the value of p BG ( j) shown in Table 1 . The packet loss rate was kept the same as in the case of independent losses.
The average number of transmissions for heterogeneous losses, calculated numerically and through simulations for SRMoM, SRM and MRMoM, are shown in Fig. 9 . The results show that the average number of transmissions used by MRMoM is slightly different from that used by Pure-NAK-based scheme. Again the differences between the simulation and analytical results were firstly due to the assumption that no collisions and no error for CTSs, RTSs, ACKMACs and NAKs. Secondly, it is due to the differences between the generic Pure-NAK1 and MRMoM. In the case of Pure-NAK1, if the first multicast packet cannot be successfully received by the MH, the eFA retransmits the packet until all affiliated MHs successfully receive the packet. The sequence of the retransmissions in MRMoM depends on NAK messages, which are sent randomly.
The average number of transmissions used by SRMoM is higher than for FEC-NAK1 because NAKs, RTSs, CTSs and ACKMACs were lost with the same bit error probability as the multicast packets. In addition, it is also because the eFA could not get exact real wireless loss parameters and the probability of collisions increases when the increase in the number of MHs.
The average wireless link utilization is shown in Fig. 10 . The average wireless link utilization of MRMoM is less than that of Pure-NAK1 as MRMoM used a combination of CNAKs and NAKs. The average wireless link utilization of SRMoM is higher than that of the FEC-NAK1 for the same reason for it having a higher average number of transmissions.
The average transfer time of the 990 simulated packets is shown Fig. 11 . As in the case of independent losses, the average transfer time of SRMoM and SRM is virtually independent of the number of MHs and much less than that of MRMoM.
In summary again, both the average number of trans- missions and the average wireless link utilization of SRMoM and FEC-NAK1 are virtually independent of the number of MHs and much less than those used by MRMoM, Pure-NAK1, SRM and Pure-NAK2.
Impact of Mobility
To demonstrate the impact of random host mobility across cell boundaries on SRMoM's performance, simulations were carried out under independent loss and temporally correlated loss. Again the channel loss parameters given in Table 1 was used.
The results are presented in Figs. 12 and 13. They show that the higher the number of FAs, the lower wireless link utilization per eFA per original multicast packet. This comes about as a result of MHs being randomly located in more wireless cells.
In summary, the average wireless link utilization per original multicast packet per eFA of SRMoM is again virtually independent of the number of MHs and is much less than that used by MRMoM. 
Conclusion and Future Work
This paper presents the design of a new scalable reliable mobile multicast protocol, SRMoM. The design uses a combination of a NAK-based scheme with adaptively proactive FEC on the wireless links and SRM on wired links. The adaptive FEC scheme controls the number of transmissions and the number of NAKs to become virtually independent of number of MHs thus making it extremely scalable.
The viability of the proposed scheme was demonstrated by comparing it with a generic NAK-based scheme with K= 1, generic NAK-based scheme with K = ∞, MRMoM [5] and SRM [7] under both temporally uncorrelated loss and temporally correlated loss. The simulation results confirm the viability of proposed scheme by demonstrating that the average number of transmissions and the average wireless link utilization per original multicast packet used by SRMoM are virtually independent of the number of MHs and less than those of SRM and MRMoM.
