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Abstract
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1 Introduction
Let X be a complex manifold, PSH(X) be the class of all plurisubharmonic functions on X,
and PSH−(X) be the subclass of all non-positive functions. For any subset A of X we define
ω(·, A,X) = sup{u ∈ PSH−(X) ; u|A ≤ −1} = sup{u ∈ PSH(X) ; u ≤ −χA},
where χA denotes the characteristic function of the set A. The least upper semicontinuous
majorant ω∗(·, A,X) of ω(·, A,X) is plurisubharmonic and it is called the relative extremal
function for A in X.
Observe that if A is a Borel set, u ∈ PSH(X), u ≤ −χA, x = f(0), where f ∈ Ø(D,X) ∩
C(D,X), i.e., f is an analytic disc which extends to a continuous map from the closure D of
the unit disc D to X, then the subaverage property of u implies
u(x) ≤ 1
2pi
∫ 2pi
0
u(f(eiθ)) dθ ≤ 1
2pi
∫ 2pi
0
(−χA)(f(eiθ)) dθ = −σ(f−1(A) ∩ T) = −σf (A),
where σ denotes the normalized arc length measure on the unit circle T and σf the image
measure (push-forward) of σ under the map f . By taking supremum over all plurisubharmonic
u ≤ −χA and infimum over all f ∈ Ø(D,X) ∩C(D,X), we get
ω(x,A,X) ≤ Ω(x,A,X) = inf{−σf (A) ; f ∈ Ø(D,X) ∩C(D,X), f(0) = x}
= − sup{σf (A) ; f ∈ Ø(D,X) ∩ C(D,X), f(0) = x}.
∗This work is a part of the Research Grant No. 1 PO3A 005 28, which is supported by public means
in the programme for promoting science in Poland in the years 2005-2008. The first author is a fellow of
Krzyz˙anowski Fund at the Jagiellonian University. This work was also supported by the Research Fund at
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In this paper we are mainly concerned with a possible converse of this inequality. If A
is an open subset of X, then ω(·, A,X) = Ω(·, A,X). This is a special case of Poletsky’s
theorem which states that if ϕ is an upper semicontinuous function on X, then for every x
in X
sup{u(x) ; u ∈ PSH(X), u ≤ ϕ} = inf{
∫
T
ϕ ◦ f dσ ; f ∈ Ø(D,X), f(0) = x}.
See [10], [11], [13], and [15]. Here Ø(D,X) ⊂ Ø(D,X) ∩ C(D,X) denotes the set of all
closed analytic discs in X, i.e., analytic discs which extend to holomorphic maps in some
neighbourhood of D. With −χA in the role of ϕ we get ω(·, A,X) = Ω(·, A,X) for every open
set A.
We say that the subset A of X is pluriregular at the point x ∈ A if ω∗(x,A,X) = −1,
we say that A is locally pluriregular at the point x in A if ω∗(x,A ∩ U,U) = −1 for every
neighbourhood U of x, and finally we say that A is (locally) pluriregular if A is (locally)
pluriregular at each of its points. Note that if A is locally pluriregular, then A is pluriregular
and that if A is pluriregular, then ω(·, A,X) = ω∗(·, A,X). Our main result of Section 2 is
that if A is a locally pluriregular subset of X, then Ω(·, A,X) ≤ ω(·, A,X). (See Th. 2.1.)
This is a generalization of Th. 7.2 in Poletsky [13].
Let E be a subset of a complex manifoldX. We say that E is pluripolar or locally pluripolar
if for any a ∈ E there exists a neighbourhood U of a in X and u ∈ PSH(U), u 6≡ −∞, such
that E ∩ U ⊂ {x ∈ U ; u(x) = −∞}. We say that E ⊂ X is globally pluripolar if there exists
u ∈ PSH(X), u 6≡ −∞, with E ⊂ {x ∈ X;u(x) = −∞}. Note that any globally pluripolar set
is locally pluripolar. Josefson [8] proved that in Cn every pluripolar set is globally pluripolar.
We say that a complex manifold X is a Josefson manifold if any locally pluripolar set is
globally pluripolar. Bedford [3] has generalized Josefson’s theorem to a certain class of
complex spaces including Stein manifolds. He also showed that examples, originally given by
Grauert [7], of complex manifolds which possess no non-constant holomorphic functions are
Josefson manifolds.
In Section 3 we prove that if X is a relatively compact domain in a Josefson manifold and
A is a Borel subset of X, then Ω(·, A,X) ≤ ω∗(·, A,X). (See Th. 3.1.) The main result of
Section 3 is that a Josefson manifoldX has the property that every bounded plurisubharmonic
function on X is constant if and only if for every p ∈ X, every non-pluripolar Borel subset A
of X, and every ε > 0 there exists f ∈ Ø(D,X) ∩ C(D,X) such that f(0) = p and
σf (A) = σ(f
−1(A) ∩ T) > 1− ε.
(See Th. 3.3.) As a consequence we get a characterization of pluripolar sets in terms of
analytic discs.
In Section 4 we look at Borel subsets A of the boundary ∂D of a relatively compact domain
in a complex manifold X. We define the relative extremal function for an open subset U of
the boundary as ω(·, U,D) = u−χU ,D, where uf,D is the Perron-Bremermann envelope of
the boundary function f , and for any subset A of ∂D we define ω(·, A,D) as the supremum
over all ω(·, U,D) for U open containing A. We call the domain weakly regular if the upper
semicontinuous extension u∗−χU ,D of u−χU ,D to the closure D is less than or equal to −χU
on ∂D. For any Borel subset A of ∂D we define Ω(x,A,D) as the infimum over −σf (A) for
f ∈ Ø(D,D) ∩ C(D,D) with f(0) = x. We prove (see Th. 4.3) that for a weakly regular
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domain D and every open subset U of ∂D we have ω(·, U,D) = Ω(·, U,D) and (see Th. 4.10)
ω(·, A,D) ≤ Ω(·, A,D) ≤ ω∗(·, A,D), if A is a Borel subset of the form A = A1 ∪ E, where
A1 is locally pluriregular with respect to D and E is such that there exists u ∈ PSH−(D),
u 6≡ −∞, and u∗|E ≡ −∞. It remains an open question if the last result holds for every Borel
set A.
2 Construction of analytic discs
We have already seen that for every manifold X and every Borel subset A of X we have
ω(·, A,X) ≤ Ω(·, A,X) and that Poletsky’s theorem implies that equality holds if A is open.
Theorem 2.1 Let X be a complex manifold and A be any locally pluriregular subset of X.
Then Ω(·, A,X) ≤ ω(·, A,X), in particular, Ω(·, A,X) = ω(·, A,X) if A is also closed.
The main argument of the proof consists of an approximation of analytic discs and it
appears a few times in this paper. We therefore state it as a separate result. A similar result
for domains in Cn and, more generally, for domains in Banach spaces is proved by Poletsky in
[14]. Our proof uses the existence of Stein neighbourhoods of certain sets which was proved
by Rosay [15]. For a simplification of his arguments and further development see [6] and [11].
If X is a complex manifold and d : X ×X → [0,+∞) is a continuous function vanishing
on the diagonal, i.e., d(x, x) = 0 for all x ∈ X, then for any subset A of X we define the
diameter of A with respect to d as sup{d(x, y) ; x, y ∈ A}. In the proof of Theorem 2.1 we
will take d as a complete hermitian metric defining the topology of X.
Theorem 2.2 Let X be a complex manifold, d : X×X → [0,+∞) be a continuous function
vanishing on the diagonal, δ > 0, and {Bj} be a countable family of open subsets in X of
diameter less than δ with respect to d. Assume that U and V are open subsets of X and
V ⊂ ∪j{x ∈ Bj ; ω(x,U ∩Bj, Bj) < −a},
where a ∈ (0, 1). Let h ∈ Ø(D,X) and assume that ∆ ⊂ h−1(V ) ∩ T is a non-empty open
set. Then for every ε ∈ (0, 1) there exist g ∈ Ø(D,X) and an open set ∆˜ ⊆ ∆ such that
(1) g(0) = h(0),
(2) d(g, h) = supz∈D d(g(z), h(z)) ≤ δ + ε,
(3) σ(∆˜) ≥ (1− ε)aσ(∆), and
(4) g(∆˜) ⊂ U .
Proof: For r > 0 we let Dr be the open disc in C with radius r and centre at the origin and
we assume that h ∈ Ø(Ds,X) for some s > 1. Fix ∆0 ⊂ ∆ a union of closed arcs such that
σ(∆0) > (1− ε)σ(∆).
Take w0 ∈ ∆. Then x0 = h(w0) ∈ V , so there exists a j0 such that x0 ∈ Bj0 and
ω(x0, U ∩ Bj0 , Bj0) < −a. Since U is open, Poletsky’s theorem implies that there exists
f0 ∈ Ø(D, Bj0) such that f0(0) = x0 and σf0(U) > a. Let I0 ⊂ f−10 (U) ∩ T be a union
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of finite number of closed arcs such that σ(I0) > a. By Lemma 2.3 in [10], there exists
an open neighbourhood V0 of x0 = f0(0) in X, r > 1, and f ∈ Ø(Dr × V0, Bj0) such that
f(z, x0) = f0(z) for all z ∈ Dr and f(0, x) = x for all x ∈ V0. By choosing r > 1 sufficiently
small and shrinking the neighbourhood V0 of x0, we may assume that f(z, x) ∈ U for all
z ∈ I0 and x ∈ V0. We set F0(z, w) = f(z, h(w)) and note that F0 is defined on Dr×h−1(V0)
and that h−1(V0) is a neighbourhood of w0.
We apply a compactness argument on ∆0 and conclude that we may find:
• Open discs U1, . . . , Um centred on T with mutually disjoint closures such that Uj ∩T ⊂ ∆
and σ((U1 ∪ · · · ∪ Um) ∩ T) > (1− ε)σ(∆).
• rj > 1, j = 1, . . . ,m, and holomorphic maps Fj : Drj × Uj → Bk(j) with Fj(0, w) = h(w)
for all w ∈ Uj .
• Finite unions Ij , j = 1, . . . ,m, of closed arcs on T with σ(Ij) > a and Fj(z, w) ∈ U for all
z ∈ Ij and w ∈ Uj .
Take closed arcs J1, . . . , Jm in T such that Jj ⊂ Uj ∩T and σ(J1∪· · ·∪Jm) > (1−ε)σ(∆).
Let
K0 = {(w, 0, 0, 0, h(w)) ; w ∈ D} ⊂ C4 ×X
and
Kj = {(w, z, 0, 0, Fj (z, w)) ; w ∈ Jj, z ∈ D} ⊂ C4 ×X, j = 1, . . . ,m.
By the proof of Th. 1.2 in [11], there exists a Stein neighbourhood Z of K0∪K1∪· · ·∪Km
in C4 ×X. Let τ : Z → CN be an embedding, κ : W → τ(Z) be a holomorphic retraction
from a Stein neighbourhood W of τ(Z) in CN , and ϕ = pr ◦ τ−1 ◦ κ : W → X be the
holomorphic submersion, where pr : C4 ×X → X is the projection.
We let ρ : T → [0, 1] be a C∞ function such that ρ = 0 on T \ (∪jJj) and ρ = 1 on
a subset of ∪jJj such that σ({w ∈ T ; ρ(w) = 1}) > (1 − ε)σ(∆). We define a C∞ map
F : Ds × T→ X by
F (z, w) =
{
Fj(ρ(w)z, w), w ∈ Jj , j = 1, . . . ,m,
h(w), w 6∈ ∪jJj .
Since Z is a neighbourhood of K0 ∪ · · · ∪ Km we can replace s > 1 by a smaller number
and can define F˜ : Ds × T → W by F˜ (z, w) = τ(w, z, 0, 0, F (z, w)) and h˜ : Ds → W by
h˜(w) = τ(w, 0, 0, 0, h(w)). We note that F˜ (0, w) = h˜(w) for all w ∈ T.
In exactly the same way as in the proof of Lemma 2.6 in [10] we construct a sequence
F˜j ∈ Ø(Ds ×Aj ,W ), j ≥ j0, where Aj is an open annulus containing T, such that
• F˜j → F˜ uniformly on Ds × T as j →∞,
• there is an integer kj ≥ j such that for all k ≥ kj the map F˜j(zwk, w) can be extended to
a map G˜j ∈ Ø(Dsj ×Dsj ,W ), where sj ∈ (1, s), and
• G˜j(0, w) = h˜(w) for all w ∈ Dsj .
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We need to estimate supw∈T supz∈D d(ϕ(F˜j(z, w)), h(w)). Since F˜j → F˜ uniformly on
D× T as j →∞ and ϕ(F˜ ) = F we have
sup
z∈D,w∈T
d(ϕ(F˜j(z, w)), h(w)) → sup
z∈D,w∈T
d(F (z, w), h(w)), j →∞.
We have supz∈D d(F (z, w), h(w)) = 0 for all w ∈ T\ (∪jJj) and since Fj takes values in Bk(j),
we have supz∈D d(F (z, w), h(w)) ≤ δ for all w ∈ Jj . Hence
lim sup
j→∞
[
sup
z∈D,w∈T
d(ϕ(F˜j(z, w)), h(w))
]
≤ δ.
Take j ≥ j0 so that supz∈D,w∈T d(ϕ(F˜j(z, w)), h(w)) ≤ δ + ε/2. There exists t ∈ (0, 1)
such that supz∈D,w∈[t,1] d(ϕ(F˜j(z, w)), h(w)) < δ + ε. Note that
sup
z∈D,|w|≤t
d(ϕ(F˜j(zw
k, w)), h(w)) → 0
as k →∞, so for sufficiently large k we have
sup
z,w∈D
d(ϕ(F˜j(zw
k, w)), h(w)) < δ + ε.
We set G(z, w) = ϕ(F˜j(zw
k, w)). Then G ∈ Ø(D2,X) and G(0, w) = h(w) for all w ∈ D.
Put C = ∪j(Ij × J˜j), where J˜j = {w ∈ Jj ; ρ(w) = 1}. If σ2 = σ × σ is the product
measure on the torus T2, then
σ2(C) =
∑
j
σ2(Ij × J˜j) =
∑
j
σ(Ij)σ(J˜j) > a(1 − ε)σ(∆).
The map T2 ∋ (z, w) → (zwk, w) ∈ T2 is an automorphism with the absolute value of the
Jacobian equal to 1. Therefore the measure of the set C˜ = {(z, w) ∈ T2 ; (zwk, w) ∈ C} is
equal to σ2(C). By Fubini’s theorem there is a θ ∈ [0, 2pi) such that σ(C ′) ≥ σ2(C˜), where
C ′ = {w ∈ T ; (eiθw,w) ∈ C˜}.
Now we finally define g(w) = G(eiθw,w) for w ∈ D and ∆˜ = g−1(U) ∩∆. Then (1) and
(4) are obvious and (2) holds because
d(g, h) ≤ sup
z,w∈D
d(G(z, w), h(w)) < δ + ε.
For proving (3) we take w ∈ C ′ and observe that (eiθw,w) ∈ C˜ and therefore (eiθw ·wk, w) ∈
C. This implies that eiθwk+1 ∈ Ij, w ∈ J˜j for some j, and consequently g(w) ∈ U . Hence
C ′ ⊂ ∆˜ and
σ(∆˜) ≥ σ(C ′) ≥ σ2(C) > (1− ε)aσ(∆).

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Proof of Th. 2.1: Let x0 ∈ X. It is sufficient to prove that if a ∈ (0, 1) and ω(x0, A,X) < −a,
then Ω(x0, A,X) ≤ −a. This inequality will in turn follow if we prove that for every ε ∈ (0, 1)
there exists h ∈ Ø(D,X) ∩ C(D,X) such that h(0) = x0 and σh(A) > (1− ε)a.
We take εm ց 0 such that
∏
m(1− εm) ≥
√
1− ε. For every m we find a covering {Bmj }
of X by countably many balls of diameter less than εm and set
Um = ∪j{x ∈ Bmj ; ω∗(x,A ∩Bmj , Bmj ) < −1 + εm}.
Since A is locally pluriregular, Um is a neighbourhood of A and the inequality
ω(·, A ∩Bmj , Bmj ) ≥ ω(·, Um+1 ∩Bmj , Bmj )
implies
Um ⊆ ∪j{x ∈ Bmj ; ω(x,Um+1 ∩Bmj , Bmj ) < −1 + εm}.
Since A is locally pluriregular and U1 is an open neighbourhood of A we have
−a ≥ ω∗(x0, A,X) ≥ ω(x0, U1,X) = Ω(x0, U1,X)
and there exists h1 ∈ Ø(D,X) such that h1(0) = x0 and σh1(U1) > a. We set ∆1 =
h−11 (U1) ∩ T and observe that by the definition of the measure σh1 we have σ(∆1) > a. We
apply Th. 2.2 and get inductively a sequence hm in Ø(D,X) and a decreasing sequence ∆m
of open subsets of T such that hm(0) = x0, hm(∆m) ⊂ Um, σ(∆m+1) > (1− εm)2σ(∆m), and
d(hm+1, hm) < 2εm.
The last condition implies that hm converges uniformly on D to some h ∈ Ø(D,X) ∩
C(D,X). We set ∆ = ∩m∆m. Since hm(∆m) ⊂ Um and the points of Um are at a distance
less than or equal to εm from A, we have h(∆) ⊂ A and since σ(∆m+1) > (1 − εm)2σ(∆m)
we get
σh(A) ≥ σ(∆) >
∏
m
(1− εm)2σ(∆1) > (1− ε)a.

3 Characterization of pluripolar sets
Let X be a complex manifold. We say that X is a Josefson manifold if any locally pluripolar
subset of X is globally pluripolar. Note that any domain in a Josefson manifold is a Josefson
manifold. In particular, any domain in Cn is a Josefson manifold. As a direct consequence
of Th. 2.1 we get (cf. Cor. 7.2 in [13])
Theorem 3.1 Let X be a relatively compact domain in a Josefson manifold and A be a
Borel subset of X. Then Ω(·, A,X) ≤ ω∗(·, A,X).
Before we prove the theorem we prove the following auxiliary result.
Lemma 3.2 [See Th. 8.3 in [4] or Th. 7.3 in [13])]. Let µ be a Borel probability measure
which is zero on every pluripolar set. Then the set function c = cµ defined by
c(A) = cµ(A) = −
∫
X
ω∗(·, A,X) dµ, A ⊂ X,
is a Choquet capacity, i.e.,
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(1) c(A1) ≤ c(A2) if A1 ⊂ A2;
(2) c(K) = limj→∞ c(Kj), where K1 ⊃ K2 ⊃ · · · ⊃ K are compact sets and K = ∩jKj ;
(3) c(A) = limj→∞ c(Aj), where A1 ⊂ A2 ⊂ · · · ⊂ A are arbitrary sets and A = ∪Aj.
Proof: Since ω∗(·, A,X) = ω(·, A,X) on X \ P for some pluripolar set P , we have
c(A) = cµ(A) = −
∫
X
ω(·, A,X) dµ, A ⊂ X.
Since −ω(·, A1,X) ≤ −ω(·, A2,X) if A1 ⊂ A2, (1) holds. For proving (2) we first observe
that (1) implies c(K) ≤ limj→∞ c(Kj). If {Vk}k∈N is a decreasing basis of neighbourhoods of
K, then ω(x, Vk,X) increases to ω(x,K,X) and the monotone convergence theorem implies
that limk→∞ c(Vk) = c(K). For every k ≥ 1 there exists a jk such that Kj ⊂ Vk for all j ≥ jk,
so
lim
j→∞
c(Kj) ≤ lim
k→∞
c(Vk) = c(K).
Note that (3) is clear for open sets. Fix ε > 0 and put Vj = {x ∈ X : ω∗(x,Aj ,X) < −1+ ε}
and V = ∪jVj. Then c(Vj) → c(V ). Note that Vj ⊃ Aj \ Pj , where Pj is a pluripolar set.
Hence, V ⊃ A \ P , where P = ∪jPj . The set P is pluripolar, so c(V ) ≥ c(A).
We have ω(·, Vj ,X) ≥ ω∗(·, Aj ,X)/(1 − ε) and, therefore, c(Vj) ≤ c(Aj)/(1 − ε). Hence,
c(A) ≤ 1
1− ε limj→∞ c(Aj).
Since ε > 0 is arbitrary, this proves (3). 
Proof of Th. 3.1: If A is pluripolar, then there exists u ∈ PSH−(X) such that u 6≡ −∞ and
A ⊂ {u = −∞}. This implies that ω∗(·, A,X) = 0 and the inequality holds.
From now on we assume that A is non-pluripolar. Let us first take A compact. It is
sufficient to show that A can be written as A = A1 ∪E1, where A1 is locally pluriregular and
E1 ⊂ {u = −∞} for some u ∈ PSH−(X), u 6≡ −∞. Indeed, then Theorem 2.1 gives
ω∗(·, A,X) = ω∗(·, A1,X) ≥ Ω(·, A1,X) ≥ Ω(·, A,X).
In order to prove that A = A1 ∪ E1, we choose a countable dense subset {ak} of A and set
E1 =
⋃
k
⋃
m
{x ∈ A ∩Bd(ak, 1/m) ; ω∗(x,A ∩Bd(ak, 1/m), Bd(ak, 1/m)) > −1}
where Bd(a, r) denotes the ball with centre a and radius r with respect to a complete her-
mitian metric d defining the topology of X. Note that E1 is locally pluripolar and therefore
by assumption globally pluripolar. Moreover, since X is relatively compact in a Josefson
manifold, we can find u ∈ PSH−(X) so that E1 ⊂ {u = −∞}. Now we put A1 = A \ E1.
Then A1 is locally pluriregular, for if x ∈ A1 and U is a neighbourhood of x, then there exists
a ball Bd(x, 1/m) ⊂ U and ak ∈ Bd(x, 1/2m) such that Bd(ak, 1/2m) ⊂ Bd(x, 1/m) and we
get
−1 ≤ ω∗(x,A ∩ U,U) ≤ ω∗(x,A ∩Bd(ak, 1/2m), Bd(ak, 1/2m)) = −1.
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Now we let A be any Borel subset of X. We fix x0 ∈ X and are going to show that
Ω(x0, A,X) ≤ ω∗(x0, A,X).
It suffices to show that there exists a sequence of compact sets K1 ⊂ K2 ⊂ · · · ⊂ A so that
ω∗(x0,Kj ,X)→ ω∗(x0, A,X), j →∞.
Let us construct a probability measure on X which is zero on every pluripolar set. Fix a
covering {Uj} of X so that (Uj , ψj) is a holomorphic chart and ψj(Uj) ⊂ Cm is a bounded
domain. (We assume that X is m-dimensional.) For any Borel set A we put
µ(A) =
∞∑
j=1
1
2j
· λm(ψj(A ∩ Uj))
λm(ψj(Uj))
,
where λm is the Lebesgue measure in C
m. It is easy to see that µ is a probability measure
on X. Moreover, for any pluripolar set P we have µ(P ) = 0.
By Lemma 3.2 cµ is a Choquet capacity. The Choquet capacitability theorem states that
cµ(A) = sup{cµ(K) ; K ⊂ A is compact}
for all Borel subsets A of X. Hence, for a fixed Borel set A there exists a sequence K1 ⊂ K2 ⊂
· · · ⊂ A of compact sets such that cµ(Kj) → cµ(A). It is easy to see that ω∗(·,Kj ,X) →
ω∗(·, A,X). 
The equivalence of (1) and (3) in the following theorem is well known and it indeed holds
on every manifold. See Edigarian [5] and Rosay [15]. Using the theorem above we are able
to refine this result.
Theorem 3.3 Let X be a Josefson manifold. Then the following conditions are equivalent
(1) Any bounded plurisubharmonic function on X is constant.
(2) For every p ∈ X, every nonpluripolar Borel subset A of X, and every ε > 0 there exists
f ∈ Ø(D,X) ∩ C(D,X) such that f(0) = p and
σf (A) = σ(f
−1(A) ∩ T) > 1− ε.
(3) For every p ∈ X, every nonempty open subset U of X, and every ε > 0 there exists
f ∈ Ø(D,X) ∩ C(D,X) such that f(0) = p and
σf (U) > 1− ε.
Proof: The proof that (2) implies (3) is trivial. In order to prove that (3) implies (1),
we let u be a negative plurisubharmonic function on X. Assume that u is non-constant.
Then there exist x1, x2 ∈ X such that u(x1) < u(x2). Take an a ∈
(
u(x1), u(x2)
)
. Put
U = {x ∈ X ; u(x) < a}. Then U is an open set and x1 ∈ U . By (3) we have Ω(·, U,X) ≡ −1.
Since −1 ≤ ω(·, U,X) ≤ Ω(·, U,X), we have ω(·, U,X) ≡ −1. But 1|a|u(·) ≤ ω(·, U,X), which
implies u(x2) ≤ a, a contradiction.
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In order to prove that (1) implies (2), we take a sequence of subdomains X1 ⋐ X2 ⋐
· · · ⋐ X such that ∪∞n=1Xn = X. There exists a compact set K ⊂ A such that K is
nonpluripolar. Without loss of generality we may assume that K ⊂ X1. For any n ≥ 1 we
have by Theorem 3.1 that
Ω(·,K,Xn) ≤ un = ω∗(·,K,Xn) on Xn.
There exists x1 ∈ K such that u1(x1) = −1. Note that the sequence {un} is decreasing. Put
u = lim un ∈ PSH(X). Hence u is a constant, u(x1) = −1, so u ≡ −1.
Fix a p ∈ X and ε > 0. Then Ω(p,K,Xn) → −1 as n → ∞, so there exists n ∈ N such
that
Ω(p, F,Xn) ≤ Ω(p,K,Xn) < −1 + ε.

Observe that if u ∈ PSH(X) is such that E ⊆ {x ∈ X ; u(x) = −∞} = E˜, x ∈ X \ E˜,
and f ∈ Ø(D,X) ∩ C(D,X) with f(0) = x, then
−∞ < u(x) ≤
∫
T
u ◦ f dσ,
and we conclude that σf (E˜) = σ({t ∈ T ; u(f(t)) = −∞}) = 0. Hence we have
Theorem 3.4 Let X be a complex manifold and let E be a globally pluripolar subset.
Then there exists a globally pluripolar E˜ ⊇ E such that for every x ∈ X \ E˜ and every
f ∈ Ø(D,X) ∩C(D,X) with f(0) = x we have σf (E˜) = 0.
As a direct consequence of Theorems 3.3 and 3.4 we get a characterization of pluripolar
sets by analytic discs.
Corollary 3.5 Let X be a Josefson manifold and assume that every bounded plurisubhar-
monic function on X is constant. Let E be a Borel subset in X. Then E is pluripolar if and
only if
{x ∈ X ; ∃f ∈ Ø(D,X) ∩C(D,X), f(0) = x, σf (E) > 0} 6= X.
Observe that even in Cn this corollary gives a new characterization of pluripolar sets.
4 Analytic discs with images in boundaries of domains
Let X be a complex manifold and let D ⊂ X be a domain. If u ∈ PSH(D), then we extend
u to an upper semicontinuous function u∗ on the closure D by the formula
u∗(x) = lim sup
D∋y→x
u(y), x ∈ ∂D.
For every bounded function f : ∂D → R the function
uf,D = sup{v ∈ PSH(D) ; v∗|∂D ≤ f}
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is called the Perron-Bremermann envelope of f on D. We say that D is weakly regular if for
every relatively open subset U of ∂D we have
u∗−χU ,D ≤ −χU on ∂D,
where χU is the characteristic function of U . We put ω(·, U,D) = u−χU ,D. Note that
ω(·, U,D) is a maximal plurisubharmonic function on D and ω∗(·, U,D) ≤ −χU on ∂D, if D
is weakly regular.
We say that D is locally weakly regular if for any x ∈ ∂D there exists a neighbourhood
basis {Vj}∞j=1 of x in X such that D ∩ Vj is weakly regular for all j.
Note that every locally weakly regular domain is weakly regular. Indeed, for any D1 ⊂ D2
and any open subset Uj of ∂Dj such that U1 ⊂ U2 we have
u−χU1 ,D1 ≥ u−χU2 ,D2 .
Proposition 4.1 (cf. [2]). Any bounded domain D in Cn which is regular for the Dirichet
problem ( as a domain in R2n) for the Laplace operator is locally weakly regular. In particular,
any hyperconvex domain is locally weakly regular.
Proof: The intersection of two Dirichlet regular domains is Dirichlet regular, so it is enough
to show that D is weakly regular. For a Dirichlet regular domain it is well-known that for
any f ∈ C(∂D) we have u∗f,D ≤ f on ∂D. Since −χU is upper semicontinuous on ∂D it is
sufficient to show that u∗f,D ≤ f on ∂D for any upper semicontinuous function f . Let fj be
a sequence of continuous functions decreasing to f . Then u∗f,D ≤ u∗fj ,D ≤ fj on ∂D. We let
j →∞ and get u∗f,D ≤ f . 
For any subset A ⊂ ∂D we put
ω(x,A,D) = sup{ω(x,U,D) ; U is open and A ⊂ U ⊂ ∂D}, x ∈ D,
and
Ω(x,A,D) = − sup{σf (A) ; f ∈ Ø(D,D) ∩C(D,D), f(0) = x}, x ∈ D.
We have a natural inequality between ω(·, A,D) and Ω(·, A,D) as in the case when A is
in the interior of D.
Lemma 4.2 Let X be a complex manifold, D ⊂ X be a weakly regular domain and A ⊂ ∂D
be a Borel set. Then ω(·, A,D) ≤ Ω(·, A,D).
Proof: Let x ∈ D. If U is an open set in ∂D such that A ⊂ U ⊂ ∂D, and f ∈ Ø(D,D) ∩
C(D,D) such that f(0) = x, then for u = ω(·, U,D) we have
u(x) ≤
∫
T
u ◦ f dσ ≤
∫
f−1(A)∩T
u ◦ f dσ ≤ −σf (A).
If we take supremum over U in the left-hand side and infimum over f in the right-hand side,
then the inequality follows. 
Now we will give a new proof of an improved version of Lemma 9.1 in Poletsky [13].
10
Theorem 4.3 Let X be a complex manifold, D be a relative compact weakly regular domain
in X, and U ⊂ ∂D be an open set. Then ω(·, U,D) = Ω(·, U,D).
The proof is in several steps each of which we state as a lemma.
Lemma 4.4 Assume that U1 ⊂ U2 ⊂ · · · ⊂ ∂D are open sets. Put U = ∪jUj. Then
lim
j→∞
ω(x,Uj ,D) = ω(x,U,D), x ∈ D.
Proof: Put u(x) = limj→∞ ω(x,Uj ,D) for x ∈ D. Note that the sequence is decreasing, so
u ∈ PSH(D) and u ≥ ω(·, U,D). On the other hand, u∗ ≤ ω∗(·, Uj ,D) ≤ −χUj on ∂D for all
j ≥ 1, so u∗ ≤ −χU on ∂D and u ≤ ω(·, U,D). 
Lemma 4.5 For every x0 ∈ U and ε > 0 there exists r > 0 such that
B(x0, r) ∩D ⊂ {x ∈ D ; ω(x,U,D) < −1 + ε}.
Proof: Assume that for any n ∈ N there exists xn ∈ B(x0, 1n) ∩D such that ω(xn, U,D) ≥
−1 + ε. Then xn → x0 and ω∗(x0, U,D) ≥ −1 + ε. But ω∗(·, U,D) ≤ −χU on ∂D, a
contradiction. 
Lemma 4.6 Assume that V ⊂ D is an open set such that for any x0 ∈ U there exists an
r > 0 with B(x0, r) ∩D ⊂ V . Then ω(·, V,D) ≤ ω(·, U,D).
Proof: We have ω∗(·, V,D) ≤ −χU on ∂D. Hence, ω(·, V,D) ≤ ω(·, U,D) on D. 
Lemma 4.7 We have Ω(·, U ,D) ≤ ω(·, U,D).
Proof: Fix x0 ∈ D and ε > 0 and take a > ω(x0, U,D). Let εm > 0 be a sequence such
that εm ց 0. Assume that {Bmj }j is a countable covering of U with balls of radii < εm and
centres in U for any m ≥ 1. Put
Um = ∪j{x ∈ D ∩Bmj ; ω(x,U ∩Bmj ,D ∩Bmj ) < −1 + εm}.
Let us show that
Um ⊂ ∪j{x ∈ D ∩Bmj ; ω(x,Um+1 ∩Bmj ,D ∩Bmj ) < −1 + εm}.
For this, it suffices to show that
ω(·, Um+1 ∩Bmj ,D ∩Bmj ) ≤ ω(·, U ∩Bmj ,D ∩Bmj ) on D ∩Bmj ,
for any m ≥ 1. It follows from Lemmas 4.5 and 4.6.
We have ω(x0, U,D) ≥ ω(x0, U1,D). So, there exists an f1 ∈ Ø(D,D) such that f1(0) = x0
and σf1(U1) > |a|. Put ∆1 = f−11 (U1) ∩ T. Now we construct inductively (fm,∆m) as in the
proof of Theorem 2.1 and get the analytic disc f as its limit. 
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Proof of Theorem 4.3: By Lemma 4.2, we have ω(·, U,D) ≤ Ω(·, U,D). Take open sets
U1 ⋐ U2 ⋐ · · · ⋐ U such that U = ∪∞j=1Uj. According to Lemma 4.7 we have Ω(·, U,D) ≤
ω(·, Um,D) on D for any m ≥ 1. Take m→∞ and get Ω(·, U,D) ≤ ω(·, U,D) on D. 
We let X be a complex manifold, D be a relatively compact weakly regular domain in X,
and A ⊂ ∂D be a Borel set. Note that, in general, it is not true that {z ∈ A ; ω∗(z,K,D) >
−1} is pluripolar.
Example 4.8 Let K ⊂ T be a non-polar compact set of measure zero (take for example a
Cantor-type set on the unit circle). Then ω∗(·,K,D) is given as a Poisson integral over the
set K which is of measure zero and therefore ω∗(·,K,D) ≡ 0.
Nevertheless we have the following result, which is stated in Sadullaev [16], Theorem 27.3.
Lemma 4.9 Let A ⊂ ∂D be a compact set. Then ω∗(·, A,D) ≡ 0 if and only if there exists
a u ∈ PSH−(D), u 6≡ −∞, such that u∗|A ≡ −∞.
Proof: If ω∗(·, A,D) = 0, then there exists x0 ∈ D such that ω(x0, A,D) = 0. By the defini-
tion of ω(·, A,D), there exists a sequence of open sets Un ⊃ A on ∂D so that ω(x0, Un,D) >
−2−n. Now put u =∑n ω(·, Un,D). Then u ∈ PSH(D), u(x0) > −1, and u∗|A = −∞.
If, on the other hand, there exists a function u ∈ PSH(D) such that u∗|A = −∞, then we
consider the neighbourhoods Un = {u∗ < −n} ∩ ∂D of A. Then
u
n
≤ ω(·, Un,D) ≤ ω(·, A,D).
So, ω(·, A,D) = 0 on the set {u 6= −∞}. 
We say that a set A ⊂ ∂D is locally pluriregular at x0 ∈ A with respect to D if there exists
a sequence rj ց 0 such that ω∗(x0, B(x0, rj) ∩A,B(x0, rj) ∩D) = −1 for any j ≥ 1.
Theorem 4.10 Let A ⊂ ∂D be a Borel set. Assume that A = A1 ∪ E, where A1 is locally
pluriregular with respect to D and E is such that there exists a u ∈ PSH−(D), u 6≡ −∞,
with u∗|E ≡ −∞. Then
ω(x,A,D) ≤ Ω(x,A,D) ≤ ω∗(x,A,D) x ∈ D.
Proof: Note that ω∗(·, A,D) = ω∗(·, A1,D) on D. Fix x0 ∈ D and a > ω∗(x0, A,D). Let
εm > 0 be a sequence such that εm ց 0. Assume that {Bmj }j is a countable covering of A1
with balls of radii < εm and centres in A1 for any m ≥ 1. Put
Um = ∪j{x ∈ D ∩Bmj ; ω∗(x,A1 ∩Bmj ,D ∩Bmj ) < −1 + εm}.
Let us show that
Um ⊂ ∪j{x ∈ D ∩Bmj ; ω(x,Um+1 ∩Bmj ,D ∩Bmj ) < −1 + εm}.
For this, it suffices to show that
ω(·, Um+1 ∩Bmj ,D ∩Bmj ) ≤ ω∗(·, A1 ∩Bmj ,D ∩Bmj ) on D ∩Bmj ,
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for any m ≥ 1.
We have ω∗(x0, A1,D) ≥ ω(x0, U1,D). So, there exists an f1 ∈ Ø(D,D) such that f1(0) =
x0 and σf1(U1) > |a|. Put ∆1 = f−11 (U1) ∩ T. Now we construct inductively (fm,∆m) as in
the proof of Theorem 2.1 and get the analytic disc f as its limit. 
Question 4.11 Is Theorem 4.10 true for any Borel subset A of ∂D?
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