Estimation and forecasting of volatility of asset returns is important in various applications related to financial markets such as valuation of derivatives, risk management, etc. Till early eighties, it was commonly assumed that the volatility of an asset is constant and estimation procedures were based on this assumption even though some of the pioneering studies on property of stock market returns did not support this assumption. Following the pioneering work of Engle and Bollerslev in eighties on developing models (ARCH/GARCH type models) to capture time-varying characteristics of volatility and other stock return properties, extensive research has been done world over in modeling volatility for estimation and forecasting.
M odeling and forecasting stock market volatility is of considerable interest to the practitioners 1 and researchers alike. This has led to considerable research in this area in the past decade or so. The autoregressive conditional heteroskedasticity (ARCH) model, introduced by Engle (1982) and later generalized by Bollerslev (1986) , spawned numerous empirical studies modeling volatility in developed markets. 2 Later, there have been quite a few studies focusing on emerging stock markets 3 as well. Researchers have increasingly used conditional volatility models such as ARCH, generalized autoregressive conditional heteroskedasticity (GARCH), and their extensions as these models have helped them to model some of the empirical regularities. Starting with the pioneering work of Mandelbrot (1963) and Fama (1965) , various features of stock returns have been extensively documented 4 in the literature which are important in modeling stock market volatility. It has been found that stock market volatility changes with time (i.e., it is 'time varying') and also exhibits positive serial correlation or 'volatility clustering' (Mandelbrot, 1963) . This implies that the changes in volatility are nonrandom. Moreover, the volatility of returns can be characterized as a long-memory process as it tends to persist (Bollerslev, Chou and Kroner, 1992) . Volatility shocks at daily or lower frequency tend to decay very slowly (Andersen and Bollerslev, 1996) . It was Black (1976) who first noted that even the changes in volatility have been found to be negatively correlated with changes in the stock prices. This has been termed as 'leverage effect in volatility.' He argued that the changes in stock volatility are too large in response to changes in return direction to be explained by the leverage effect alone. The works of Christie (1982) and Schwert (1989) later supported this conclusion. The volatility has also been found to be low during non-trading periods (Fama, 1965; French and Roll, 1986) . It is also predictable in the sense that it is typically much higher at the beginning and close of this trading period than the rest of the trading period (Harris, 1986; Baillie and Bollerslev, 1991) . It is also high at the time of earning announcements for individual stocks (Cornell, 1978; Patell and Wolfson, 1981) . At the individual stock level, the volatility seems to change across stocks (Black, 1976) . In other words, there seems to be co-movement in volatility across assets. Co-movement in volatility has also been found in the context of exchange rates (Diebold and Nerlove, 1989; Harvey, Ruiz and Sentana, 1992) , yields of different maturities in bond market (Engle, Ng and Rothschild, 1990) , and stock markets across countries (Engle and Susmel, 1993; Hamao, Masulis and Ng, 1990 ). The ARCH model proposed by Engle (1982) and its various extensions 5 have been developed to model some of the above-mentioned characteristics of financial time series. In particular, different models have tried to capture time varying second moments of return distributions, time varying and mean reverting second moments, leverage effect, varying first moment, time varying 'baseline' second moment, undefined second moment, etc. Despite the ability of the ARCH/GARCH type models to capture some of the stylized facts about volatility and return distribution characteristics, their usefulness ultimately depends on their ability to forecast volatility as pointed out by Engle and Patton (2001) . As far as volatility forecasting is concerned, Akgiray (1989) in an early work found that GARCH (1,1) outperformed models based on historical prices. Later works 6 across different countries using different data sets have reported different results. From the literature on forecasting volatility, it is clear that it is difficult to forecast volatility and that the results on the forecasting ability of various models are mixed. In the Indian context, we have not come across any study comparing forecasting ability of various volatility models even though ARCH/ GARCH type models have been used in various empirical works to model time-varying second moment and serial correlation in volatility.
In addition to testing comparative performance of various conditional volatility models, another strand has evolved in the literature in the form of research on extreme value volatility estimators following the work of Parkinson (1980) . These estimators are historical unconditional estimators and are based on the range of prices observed during trading unlike the classical or traditional volatility estimator which uses closing price. These estimators, though not popular, have been shown to be theoretically much more efficient compared to the traditional estimator. One reason for the lack of interest in these estimators is that they could be downwardbiased compared to the traditional estimator due to discreteness of prices and trading in the stock markets. However, recently, Li and Weinbaum (2000) argued that the assumed unbiasedness of the traditional estimator is contingent on the validity of assumption of return generating process. They contend that both the bias and
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efficiency of extreme value estimators and the traditional estimator is more of an empirical issue. In their empirical work, they use the realized volatility measure using high frequency data, developed by Andersen et al. (2001a) as the benchmark to evaluate the empirical performance of extreme value estimators vis-à-vis traditional estimators. Besides the issue of bias, extremevalue estimators, unlike conditional volatility models, do not explicitly incorporate the empirical features of returns distribution discussed above, and are, therefore, not as attractive as conditional volatility models.
Though a plausible reason for relatively less research on and application of extreme value estimators could be the time-varying characteristic of volatility, yet, the use of extreme value estimators may still be preferred if they are as efficient empirically as implied by the theory. In that case, conditional volatility models, efficient extreme value volatility estimators, and high frequency data-based realized volatility model could possibly compete for modeling and forecasting* volatility for various applications. An attractive feature of extreme value volatility estimators is that they are, by construction, closer to the realized volatility than the models using only daily closing or opening prices. On the other hand, while conditional volatility models based on low-frequency daily data do not take into account intra-day price variations, they explicitly recognize timevarying characteristics of volatility of asset returns. The estimates and forecasts given by conditional volatility models, unlike traditional or extreme value estimators, are based on the model fitted on a larger data set or a longer time-period as the estimates and forecasts are based as much on the parameters of the model as much they are on the returns characteristics during the relevant period. The relevant period, of course, is the period over which volatility is being estimated for estimation and period just prior to the period for which forecast is sought. The trade-off in the use of extreme-value estimators vis-à-vis conditional volatility models can be set forth as a result of efficiency gained by use of intraday data vs. explicit modeling of time-varying characteristics of volatility. The former class of models use some additional data (intra-day prices) and, therefore, might provide efficient estimates and forecasts based on a short time-series without recognizing time-varying characteristics of volatility. However, the latter, despite not using intra-day data, could still be more accurate for estimation and forecasting based on longer time-series data having incorporated time-varying characteristics of volatility. This trade-off can be evaluated over different horizons only empirically and by using a measure of 'true' volatility independent of either of the two classes of models. Realized volatility measure provides such a measure as a benchmark for the evaluation of this tradeoff.
The primary motivation of this work is to evaluate and compare different volatility models in the Indian capital markets for their estimation and forecasting ability empirically. In this paper, we report the empirical performance of both historical, unconditional volatility estimators and conditional volatility models using realized volatility measure as the benchmark. In some ways, the work is similar to the study by Li and Weinbaum (2000) and its replication and extension in the Indian capital markets by Pandey (2002) . However, these studies did not include conditional volatility models for comparison. Besides including estimates from two conditional volatility models (GARCH and Exponential GARCH (EGARCH)), we also extend the scope of previous studies by investigating the predictive power of the estimators and models. The latter part is similar to studies by Day and Lewis (1992) and Pagan and Schwert (1990) . Unlike these, however, we use realized volatility measure constructed from high frequency data as the 'true' volatility to be forecasted by the estimators and models. The realized volatility measure has been shown to be model free by Andersen et al. (2001a Andersen et al. ( , 2001b . The use of 'realized volatility' based on high frequency data could be a key factor in determining the forecasting ability of the conditional volatility models as shown by Andersen and Bollerslev (1998) .
REVIEW OF VOLATILITY MODELS *
There are various classes of models and estimators which have been proposed in the literature for measuring volatility of asset returns. Models and estimators, assuming volatility to be constant, are the oldest ones among the models which have been used to estimate and forecast volatility. These models and estimators measure 'unconditional volatility.' With the recognition of empirical regularity that the volatility in financial markets is clustered in time and is time-varying, these models gave way to models measuring 'conditional volatility.' In addition, volatility estimated from the value of options in which typically volatility is the only unobservable parameter for valuation allowed researchers and practitioners to use 'implied volatility,' i.e., the market forecast of volatility in valuing the traded options. Finally, as shown by Andersen et al. (2001a Andersen et al. ( , 2001b , volatility becomes observable and does not remain latent if high frequency data are available. The 'realized volatility' estimated using high frequency data is modelfree under very weak assumptions.
'Unconditional Volatility' Estimators and Models

Traditional Estimators
Traditionally, the unconditional volatility of asset returns has been estimated using close-to-close returns. The traditional close-to-close volatility (or variance) estimator (scc) for a driftless security is estimated using squared returns and is given by:
(1) where, n = number of days (or, periods) used to estimate the volatility c = ln C t -ln C t-1 C t = closing price of day t The mean-adjusted version of the close-to-close estimator (σ acc ) is estimated using sample standard deviation and is given by:
where, c = (ln C n -ln C 0 )/n While equation (2) provides an unbiased estimate of variance, the square root of the estimator is a biased estimator of volatility due to Jensen inequality (Fleming, 1998) . The statistical properties of the sample mean make it a very inaccurate estimator particularly for small samples (Figlewski, 1997) . He suggests that taking deviations around zero, i.e., using equation (1), improves the volatility forecast accuracy. Parkinson (1980) , following the work of Feller (1951) on the distribution of the trading range of a security following geometric Brownian motion (GBM), was the first to propose an extreme value volatility estimator for a security following driftless 7 GBM which is theoretically five times more efficient compared to traditional closeto-close estimator. His estimator (σ p ) is given by:
Extreme Value Estimators
where, H t = highest price observed on day t L t = lowest price observed on day t Extending his work, Garman and Klass (1980) constructed an extreme value estimator incorporating the opening and closing prices in addition to the trading range which is theoretically 7.4 times more efficient than its traditional counterpart. Their estimator (σ gk ) is given by:
where, O t = opening price of day t Both the Parkinson and Garman-Klass estimators, despite being theoretically more efficient, are based on assumption of driftless GBM process. Rogers and Satchell (1991) relaxed this assumption and proposed an estimator (σ rs ), which is given by:
Kunitomo (1992) also proposed an extreme value estimator based on the range of a Brownian Bridge process constructed from price process which is two times more efficient than the Parkinson estimator. His estimator, however, cannot be computed directly from the daily data. Later, Spurgin and Schneeweis (1999) proposed an estimator based on the distribution of the range of binomial random walk. Their estimator (σ ss ) is given by:
where, S = the tick-size of the trades Recently, Yang and Zhang (2000) proposed an estimator independent of drift which also takes into account an estimate of closed market variance. The estimators proposed earlier, including the Rogers-Satchell estimator, do not take into account the closed market variance. This means that the prices at the opening of the market are implicitly considered the same as that of closing price on the previous day. The Yang-Zhang 
The extreme value estimators proposed in the literature have been usually derived under strong assumptions. As pointed out earlier, attempts have been made to relax the assumption of driftless price process and closed market variance by Rogers and Satchell (1991) and Yang and Zhang (2000) respectively. Besides these, it is argued that the observed extreme values may reflect certain liquidity-motivated trades (Li and Weinbaum, 2000) . This could make them less representative of 'true' prices as compared to the closing prices.
Besides extreme values being potentially less representative of the true prices, extreme values observed are in markets where the trading is discrete whereas extreme value estimators are derived under the assumption of continuous trading. This can induce downward 'discrete trading' bias in extreme value estimators as the observed highest prices are lower than the 'true' highest price and the observed lowest price is higher than the 'true' lowest price (Rogers and Satchell, 1991; Li and Weinbaum, 2000) . Rogers and Satchell (1991) (9) While theoretically extreme value estimators are shown to be more efficient (5 to 14 times), yet they have not been very popular. This is mainly because these estimators are derived under strong assumptions about underlying returns generating process in the asset markets. It is assumed that the asset prices follow GBM and are observable in a market trading continuously. While extreme value estimators of volatility could be biased if the returns generating process is mis-specified, Li and Weinbaum (2000) point out that the assumed 'unbiasedness' of the traditional estimator itself is contingent on the validity of assumed return generating process. In particular, they show that the traditional estimator based on the sample standard deviation/ variance of returns is not an unbiased estimator of the true instantaneous volatility/ variance for the trending Ornstein-Uhlenbeck process having predictable returns and constant volatility. They argue that the bias in the traditional or extreme value estimators is more of an empirical issue, more so, when it is possible to assess the efficiency and/or bias of the traditional and extreme value estimators of volatility using realized volatility measured from high frequency data.
The extreme value estimators proposed in the literature have been tested using simulated stock prices, actual stock prices, and recently, using realized volatility measures. Using simulated data with discrete price changes, Garman and Klass (1980) showed that extreme value estimators are downward-biased. Beckers (1983) using actual data also found downward bias in extreme value estimators. Studies by Wiggins (1991 Wiggins ( , 1992 ) also reached similar conclusions. However, Spurgin and Schneeweis (1999) found that the binomial estimator developed by them outperformed traditional and other extreme value estimators on daily and intra-day data of two futures -CME SP500 and CBT Treasury Bonds contracts. Li and Weinbaum (2000) , using intra-day high frequency data to measure realized volatility, found overwhelming support for extreme value estimators for stock indices (S&P 500 and S&P 100) data set, but confirmed the bias of extreme value estimators for currencies and S&P 500 futures data set despite efficiency gains. Li and Weinbaum investigated the performance of extreme value estimators for two stock indices (S&P 500 and S&P 100), a stock index futures (on S&P 500), and three exchange rates (Deutsche Mark: US$, Yen: US$, and UK Pound: US$).
Conditional Volatility Models
Conditional volatility models, unlike the traditional or extreme value estimators, incorporate time varying characteristics of second moment/volatility explicitly. Fol-lowing the pioneering work of Engle (1982) , various models have been proposed in the literature. The specification of an ARCH (q) model (Engle, 1982 ) is given by:
where, ω, α 1 ,..., α q = parameters to be estimated σ t 2 = conditional variance at period t q = number of lags included in the model e t = innovation in return at time t In the ARCH (q) model, the volatility at time t is a function of q past squared returns. For the ARCH model to be well-defined, the parameters should satisfy ω>0 and α 1 ,..,...,α q >0. Equation (10) 
where, ω, α 1 ,..., α q ,ß 1 ,.., ß p = parameters to be estimated q = number of return innovation lags included in the model p = number of past volatility lags included in the model The coefficients of the model should satisfy certain conditions for the conditional variance in the GARCH (p,q) model to be well-defined. ß j 's in the model capture GARCH coefficients, whereas α i 's capture ARCH coefficients. For the GARCH (1,1) model, the conditions to ensure positive conditional variance are: ω>0, 0<α, 0<ß, and α+ß<1. As pointed out elsewhere in the paper, the basic ARCH/GARCH models have been extended and new models proposed to model returns distribution better. EGARCH is one such model. In this work, we have used only GARCH and EGARCH models to model volatility in the Indian stock market. In the EGARCH model proposed by Nelson (1991) , the conditional variance depends upon both the size and the sign of lagged residuals. EGARCH as well as other asymmetric volatility models have been developed to incorporate the 'leverage effect' and observed 'asymmetric volatility changes with the change in return sign.' The specifications of EGARCH (1,1) model are given by: (12), ω, α, ß, γ are the parameters to be estimated while other symbols are the same as in equation (10) and (11). Unlike GARCH, EGARCH is a model of logarithm of conditional variance and hence no nonnegativity constraints are required for conditional variance to be positive. As shown by Nelson (1991) ,|β|< 1 ensures ergodicity and stationarity of EGARCH (1,1). Besides EGARCH, there have been quite a few extensions of basic ARCH/GARCH model proposed in the literature for modeling volatility. In addition, there is a separate class of conditional volatility model called stochastic volatility models in which the conditional variance specification contains two error terms. In case of ARCH/GARCH models, the conditional variance equation is determined by the information available at that time with only one error term associated with the past return. In this work, we have used relatively basic GARCH and EGARCH conditional volatility models. These models have been quite popular 9 amongst the researchers and practitioners despite emergence of extensions aimed at modeling the empirical regularities of return time-series.
Realized Volatility
If high-frequency data are available, the volatility becomes observable and does not remain latent. The realized volatility measure developed by Andersen et al. (2001a) , therefore, can be used to directly compare performance various volatility models and estimators 10 .
The realized volatility measure for day t is given by:
(13) where, r 2 j,t = squared return series of intra-day data j = intra-day interval over which returns are being measured
It is possible to annualize the realized volatility so measured by scaling it up with an annualizing factor. The annualizing factor is simply square root of number of trading days in a year. Measuring realized volatility requires choosing appropriate interval over which the squared returns are used to measure the realized volatility. While shorter time intervals reduce the measurement error, they are also likely to be biased by the microstructure effects (Andersen and Bollerslev, 1998; Andersen et al., 1999) . Andersen et al. (2001a Andersen et al. ( , 2001b and Li and Weinbaum (2000) found that sampling the returns over 5-minute interval is optimal. Without investigating the desirability of using 5-minute returns series on our data set, we have used 5-minute returns to compute the realized volatility.
CHARACTERISTICS OF NIFTY DAILY RETURNS TIME-SERIES: THE METHODOLOGICAL ISSUES
In this study, our objective is to empirically investigate the performance of some of the popular volatility models and estimators proposed in the literature. With the availability of high frequency data being compiled by the National Stock Exchange, a direct comparison of estimates with the model-free realized volatility estimates is possible and hence the realized volatility estimates have been used in the study to assess the bias and efficiency of various volatility models estimators. Traditional close-to-close estimators, various extreme value estimators, and two popular conditional volatility models are estimated and compared with the realized volatility estimates. We also test the ability of these estimators and models to forecast one-day, five-day (approximately weekly), and monthly volatility. In this section, we describe the data set used, the characteristics of daily returns of the index chosen to represent the Indian stock market, and discuss the performance criteria used to assess the performance of various models and estimators.
Nifty Daily Returns Characteristics
In this paper, we use high frequency data on S&P CNX Nifty, a value-weighted stock index of National Stock Exchange (NSE), Mumbai. S&P CNX Nifty is constructed from the prices of 50 large capitalization stocks. The NSE started compiling high frequency data for research purposes since 1999. Our data set covers the period of January 1999-December 2001, i.e., the first three years for which NSE has high frequency data. In order to make full use of high frequency data to estimate 'realized volatility' for testing the forecasting ability of conditional volatility based on out-of-the-sample volatility forecasts, we also use daily (low frequency) data on S&P CNX Nifty for the period 1st January 1996 to 31st December 1998. In addition, we also use low-frequency daily data for the period 1st January 1996 to 31st December 2001 for forecasting conditional volatility on the basis of model fitted using data on a rolling basis. The forecast of conditional volatility for the first day for which realized volatility estimate is available, i.e., 1st January 1999, is based on the models estimated for the period 1st January 1996 to 31st December 1998 and for forecasts of later periods and days, additional data are used. Similarly, for estimation of conditional volatility, we estimate conditional volatility models based on daily data for the period 1st January 1999 to 31st December 2001, the period which coincides with the period for which the realized volatility estimates are computed. We also do estimation using daily data on S&P CNX Nifty for the period 1st January 1996 to 31st December 2002, some part of which falls outside the period for which realized volatility has been measured and compared. The latter is simply to check the robustness of results. As pointed out earlier, the use of different period data sets for the conditional volatility models results in changes in the parameters (ω, α, ß and γ for GARCH(1,1) and EGARCH(1,1)) of the model fitted over the data used but actual estimates and forecasts are contingent on the return characteristics (σ 2 t-1, ε t-1, and |ε t-1 |) as well. The descriptive statistics of the entire returns series used, i.e., 1st January 1996 to 31st December 2002, and its parts, 1st January 1996 to 31st December 1998, 1st January 1999 to 31st December 2001, are given in Table 1a .
As Table 1a shows, the index had a small negative average return in the first sub-period and a small positive average return during the second period. The standard deviation of daily return is of the order of 1.7 per cent in both the sub-periods, implying average annualized volatility of around 27 per cent. The kurtosis of daily returns in each of the period is higher than three, the kurtosis of Gaussian distribution. It is, however, closer to normal in the second sub-period. The Jarque-Bera test for normality of returns distribution yield statistics much greater than any critical value at conventional confidence levels in both the sub-periods.
Time Dependence in Daily Index Returns and Volatility
In order to ascertain time-dependence in daily returns, we compute autocorrelation coefficients for up to 36 lags for each of the three series and associated Ljung-Box Q statistic. The first-order correlation coefficient at 0.050 for the entire data set is significant at 5 per cent level. The partial and autocorrelation coefficients for lag up to five are given in Table 1a .
For the entire data set, the autocorrelation coefficients * (simple and partial) associated with 6th, 10th, 18th, and 26th lags are also significant with the maximum absolute value at 0.069 (pac at 18th lag). As pointed out earlier, we use the entire data set only for one set of estimates of conditional volatility models; the other sets are based on the period for which the high frequency data were available, i.e., between January 1999 and December 2001. In the time-series for the period January 1996-December 1998, the autocorrelation coefficients associated with 18th lag are significant with values of -0.100 and -0.108 respectively. In the other series of returns between January 1999-December 2001, significant auto-correlation coefficients are associated with 23rd lag with values of 0.086 and 0.091 respectively. Using Schwarz's Information Criterion (SIC) for deciding the order of ARMA (p,q) models, we find that SIC is minimized for p=0, q=0 for the entire return series for p∈ [1, 6] and q∈ [1, 6] . Lags of up to order six were explored in case there are any settlement cycle 11 induced autocorrelations in time-series. As we have not explicitly modeled any calendar or settlement cycle effects in the return series, henceforth we model return series without incorporating autoregressive and moving average processes. A more general test for time-based dependence in the returns series, due to Brock et al. (1996) , viz., BDS test statistics, was also conducted for epsilon ranging from 0.5 to 2 times of standard deviation and embedding dimensions up to three (for the sub-sets of the entire time-series) and five (for the entire time-series). This test can detect a variety of departures from randomness including non-linear dependence and deterministic chaos. The BDS test strongly rejects the null hypothesis of randomness in the Nifty return series in each of the data set. One possible reason for the non-randomness in the returns series is attributed to predictability of volatility or autocorrelation in volatility.
We provide descriptive statistics of the squared return series of each of the periods in Table 1b . In order to check the presence of volatility clustering, we compute auto and partial autocorrelation functions of the squared return series for the entire data set (part of the same is reported in Table 1b ). The Ljung-Box Q statistic is significant at 1 per cent level for up to 36 lags in the entire data set. This confirms volatility clustering in the Indian markets, just as it has been found and reported in case of other markets. In the first sub-period of January 1996 to December 1998, the first order autocorrelation of squared returns, though significant at 5 per cent, is not as high as in the remaining data set.
The use of ARCH/GARCH-type conditional volatility models is motivated by the presence of volatility clustering and time-varying characteristics of volatility. In order to test the presence of 'ARCH effect,' we compute and report the F-statistics and the LM-statistics associated with ARCH-LM test on each data set of Nifty * Not reported in this paper for brevity. uted error terms are not consistent if the errors are not normally distributed. As can be seen from the descriptive statistics related to standardized residuals given in Table 2a , the standardized residuals are non-normal. However, Bollerslev and Woolridge (1992) provided a method for obtaining consistent and robust estimates of the standard errors. The z-statistics computed following the Bollerslev and Woolridge procedure (not reported here) for each of these models is generally lower and is also insignificant for a few parameters (GARCH term β is significant in all the three data sets) as compared to the ones reported in Table 2a . In particular, the zstatistics falls below two for the constant term in variance equation for all the three data sets and is between two and three for the ARCH term (α) for the periods 1999-2001 and 1996-2002 . The ARCH term in the data set of 1996-1998 period is below two and hence insignificant.
In order to test whether the GARCH (1, 1) model has adequately captured the persistence in volatility and there is no ARCH effect left in the residuals from the models, ARCH-LM test was conducted for lags up to five. The tests (not reported here) indicate that the standardized residuals do not exhibit any ARCH effects.
Asymmetric Conditional Volatility Model: EGARCH
Conditional volatility of returns may not only be dependent on the magnitude of error terms or innovations but also on its sign. In order to test for asymmetries in volatility, we compute cross-correlation between the squared residuals of the GARCH (1, 1) model and the lagged residuals. In the presence of the asymmetry of conditional volatility, these correlations should be negative. As shown in Table 2b , the cross-correlation for the entire data set as well as for the period 1999-2001 is significant for up to lags of three.
Since there is asymmetry in volatility in the period used for comparing performance of various estimators and models with the realized volatility, i.e., January 1999 to December 2001, we estimate EGARCH (1,1) models for each of the three periods. The results for estimated EGARCH (1,1) model are reported in Table 2c . The results are consistent with the test for asymmetry in conditional volatility as reported in Table 2b . The asymmetry term, γ, is insignificant in the period January 1996 to December 1998, but is significant in the other sub-period as well as for the entire data set. The other coefficients are significant at conventional significance levels. The Bollerslev-Woolridge robust standard errors (not re- daily returns in Table 1c . While computing these, we use the residuals of OLS residuals of the daily returns regressed on a constant. The number of lags included is five in the results reported in Table 1c . The results in Table 1c indicate the presence of 'ARCH effect' in the Nifty daily return series in each of the data set. Increasing the number of lags for the test (not reported here) did not affect the results reported here.
To sum up, our analysis indicates that the daily return series of the index is non-normal and exhibits 'ARCH effect.'
Conditional Volatility Models
Symmetric Conditional Volatility Model: GARCH
As pointed out, the return series of the index exhibits ARCH effect in all the periods studied. We, therefore, use GARCH (p, q) model, the most popular member of the ARCH class of models, to model volatility of Nifty returns. We use EViews 12 software for model estimation.
Using the Schwarz Information Criterion, we find that the best model in the GARCH (p, q) class for p∈ [1, 5] and q∈ [1, 5] is GARCH (1, 1). The results from the model estimated for different periods are reported in Table 2a .
The sum of ARCH and GARCH coefficients (α and β respectively) estimated by the model is close to 0.9 in both the sub-periods as well for the entire data set. However, during the 1999-2001 period, the volatility in Indian capital markets was spikier (higher α) and less persistent (lower β) than the 1996-1998 period and the entire data set. The sum of coefficients being significantly less than one indicates that volatility is mean reverting. The coefficients of the estimated GARCH (1, 1) models are significant as can be seen from the z-statistics reported in Table 2a . This inference from the z-statistics as reported in the table is valid only if errors are conditionally normally distributed. Table 2a also reports the descriptive statistics of residuals from the estimated models. Standardized residuals from estimated GARCH models in each of the period are not normally distributed as indicated by the Jarque-Bera statistic. The standard errors (and, therefore, associated z-statistics) computed under the assumption of conditionally normally distrib-ported here) are higher and z-statistic lower than under the assumption of conditionally normally distributed error terms. Like in the case of GARCH model, the standardized residuals from the estimated models are not normally distributed. The ARCH-LM test on residual (not reported here) indicates that there is no ARCH effect left after estimating the model. While the insignificance of asymmetry term γ for the period 1996-1998 does not affect the evaluation of EGARCH model for estimation, it does affect its evaluation for its forecasting ability as the period between 1999-2001 over which the forecasts are made, this term is large and significant. For evaluation of models for their forecasting ability, we have used the period of 1996-1998 for estimation of the model which then has been used to predict out-of-sample (1999) (2000) (2001) volatility. This constraint was due to availability of high frequency data only after 1999.
In this paper, we use only these two commonly used conditional volatility models from the class of ARCH/ GARCH type models to test their performance vis-à-vis traditional and extreme value unconditional volatility estimators.
Close-to-close Market Variance Estimates and Extreme Value Estimators
In conditional volatility models and traditional volatility estimators, using closing daily prices does not pose any problems. However, as pointed out elsewhere in the paper, extreme value estimators prior to Yang and Zhang (2000) did not take the closed-market variance (between the closing prices of the previous day and opening prices) into account. Similarly, the realized volatility measure, in the absence of continuous trading markets, is essentially a measure of open-market variance of volatility. In order to compare, therefore, some of the extreme value estimators and realized volatility measures need to be modified for estimating close-to-close market variance. In the absence of any observation for the period during which market is closed, treatment of the closed-market variance, however, has to be alike for all the estimators. For incorporating the closed-market variance in such estimators, we use traditional unadjusted estimator, as given in equation (1), for one-day period and traditional mean-adjusted estimator, as given in equation (2), for longer periods. The closed-market variance is computed using close-to-open returns.
Realized Volatility: Descriptive Statistics
In computing volatility measures for the chosen index (S&P CNX Nifty), we faced measurement problems due to trading breaks. On quite a few days during the period, trading was stopped (and later resumed) at NSE because of communication and operational reasons. Since the extreme value estimators and the traditional estimator are based on extreme values and closing prices are reported for the entire day, we use the squared return series even if there are trading breaks. In other words, the returns between the trading breaks are treated as if they are 5-minute returns. This is likely to introduce measurement errors in the realized volatility measure and make them slightly downward-biased. The extremevalue estimators also suffer from a similar bias in case of trading breaks, as pointed out earlier.
The descriptive statistics of daily realized volatility during the period January 1999-December 2001 is given in Table 3 . For making comparisons with Table 1b easy, the descriptive statistics in Table 3 is reported for the variance rather than volatility. As is clear from the comparison, the mean of realized daily variance is slightly higher than the squared returns. On the other hand, the standard deviation of realized daily variance is lower. As opposed to squared return series, the autocorrelation in realized variance decays slowly. For the period 1999-2001, the auto correlation at first lag is somewhat similar in magnitude in both the cases, but for lags between 2 and 5, the autocorrelation coefficients drop considerably in case of squared returns, whereas, they drop extremely gradually in case of realized daily variance series indicating greater 'volatility clustering or persistence.' On closer examination, we find that partial autocorrelation for lags 2 to 5 are considerably lower in case of squared return series. The mean daily realized variance implies annualized volatility of around 31 per cent. The volatility during this period was slightly higher than the average long run volatility as the capital markets in India were volatile during this period (driven by boom in technology, telecom, and media stocks) as is evident from Table 1c .
Performance Criteria for Evaluation of Estimators and Models
In order to compare bias and efficiency of various estimators and models for estimation, we use the following finite sample criteria:
• bias of the estimator • mean square error of the estimator • relative bias of the estimator • mean absolute error of the estimator.
The first and the second criteria measure bias and efficiency respectively and are standard measures. The third criterion is to assess the magnitude of bias with respect to the true parameter (realized volatility measure in this case) as the first criterion gives only absolute amount. The fourth criterion is another measure of efficiency like the second one but is less likely to be affected by the presence of outliers in the data set.
If true volatility (realized volatility) on day t is σ t and the estimated volatility given by an estimator or model is σ est , then the four performance criteria are computed as under:
Relative bias = E [(σ est -σ t )/ σ t ] Mean absolute error (MAE) = E [Abs (σ est -σ t )]
For forecasting, we use h-period volatility estimates of 'unconditional volatility' estimators for forecasting volatility h-period ahead. In case of conditional models, we forecast based on model parameters estimated from the period outside the period of study, i.e., 1st January 1996 to 31st December 1998. In case of GARCH model, we also report results based on estimation of model on a rolling basis. For example, for forecasting volatility on 1st January 1999, we use the model estimated on daily data from 1st January 1996 to 31st December 1998. In case of forecast for 2nd January 1999, we re-estimate the model parameters from data of period 1st January 1996 to 1st January 1999 and so on. For evaluating the forecasts given by the models, we use the same criteria as we do for estimation. We use the term 'forecast error' in place of 'bias' in the context of evaluating predictive power of estimators and models. In addition to forecast error, mean square forecast error, relative forecast error, and mean absolute forecast error, we also report the results of OLS regressions of the realized volatility on a constant and forecast value given by the various models and estimators following one of the approaches used by Day and Lewis (1992) to test out-of-sample predictive power of volatility models. We also report the results of the other approach followed by them, i.e., forecast encompassing regressions based on a procedure due to Fair and Shiller (1990) . Following this approach, we regress realized volatility on a constant and the forecast values obtained from different models and estimators.
EMPIRICAL RESULTS
In this paper, we analysed the empirical performance of the volatility models and estimators vis-à-vis the realized volatility measure for the S&P CNX Nifty stock index in terms of (a) estimation, and (b) predictive power. Accordingly, we report the results separately on bias and efficiency of these models and estimators for estimation and for their out-of-sample predictive power.
Volatility Models and Estimation
Estimation of volatility from data over a given horizon is important for researchers and practitioners alike. In order to test empirical performance for estimation, we compute volatility estimates from unconditional estimators and conditional volatility models and compare them with the realized volatility in Table 4 . For comparison, we use three time periods of one-day, non-overlapping five-days, and calendar months. We chose these horizons partly because we had only three years' high frequency data and partly because shorter horizons are more likely to be used in the case of time-varying volatility, particularly for unconditional estimators. While estimating conditional volatility estimates using GARCH and EGARCH models, we report the results based on the estimates from the sub-period (in sample) of January 1999-December 2001 as well as from the estimates of the entire data set (complete data set from January 1996-December 2002 including the sample period). In case of traditional estimators, two estimates are reported. The first one is based on separate adjustment for the closed market variance while the second one is more commonly used and is based on close-toclose daily returns. In panel A of Table 4 , we report the results for oneday period. While volatility estimates given by the GARCH/EGARCH models exhibit lower bias than traditional and extreme value estimators, the extreme value estimators given by Garman-Klass and Rogers-Satchell exhibit lower relative bias and higher efficiency in terms of both MSE and MAE criteria. In case of five-day period as reported in panel B, the results are similar. GarmanKlass, Rogers-Satchell, and Yang-Zhang extreme value estimators perform well compared to the GARCH/ EGARCH estimates on relative bias, MSE, and MAE criteria despite exhibiting higher bias. For results on onemonth (calendar month) period, as reported in panel C, these three estimators perform well on both efficiency criteria but exhibit higher absolute and relative bias than conditional volatility models. The extent of bias in case of these three extreme value estimators as well as conditional volatility models increases with the increase in horizon. Even then, the bias in terms of annualized volatility is less than 1 per cent for one-day period, around 2 per cent for five-day periods, and less than 3 per cent for one-month period. In case of conditional volatility models, it is about 1 per cent less than extremevalue estimators for all horizons. The bias exhibited by Parkinson estimator is exceptionally high.
Higher efficiency of extreme value estimators compared to traditional estimators and conditional volatility models in the Indian capital markets is in line with the earlier findings of Pandey (2002) wherein extreme value estimators were compared with traditional estimators. Higher efficiency of extreme value estimators in comparison with conditional volatility models is somewhat surprising though. This could be because while conditional volatility models have been estimated using daily closing prices, the extreme value estimators take into account intra-day information on prices, similar to realized volatility measure, the benchmark used for making comparisons. These results are also similar to some of the recent works discussed earlier (Li and Weinbaum, 2000; Spurgin and Schneeweis, 1999) .
Predictive Power of Volatility Models
Besides estimation, the other important application and use of unconditional and conditional volatility models is forecasting volatility. In case of unconditional estimators, generally h-period volatility estimates are used to forecast h-period volatility ahead. For evaluating the predictive power, we use estimates over a given horizon as the forecast for next horizon of equal length and compare it with the realized volatility next period. In case of volatility models, the forecasts are based on the model estimated on out-of-sample data and forecasts are Traditional Cl-op-cl estimator is based on the sum of closed market and open market squared returns whereas traditional Cl-Cl estimator is based on close-to-close squared returns. Similarly, traditional adjusted Cl-Cl estimator is estimated using close-to-close returns whereas in case of traditional adjusted Cl-op-Cl estimator, open and closed variances are separately measured and added to arrive at daily variance/ volatility.
* The volatility estimates for these comparisons are based on average daily volatility estimated over the relevant period and have not been annualized. For converting them in percentage annualized volatility, the volatility needs to be multiplied with (N) 1/2 * 100 where N is approximately 250. The same factor will also scale up the reported bias and mean absolute error while relative bias will remain unaffected. The mean square error needs to be scaled up by multiplying with N instead of its square root.
obtained for different length of periods. We use data from the period 1st January 1996 to 31st December 1998 to estimate GARCH (1, 1) and EGARCH model for forecasting. As pointed out earlier, we also forecast on the basis of rolling estimation of GARCH model by successively estimating the model to include the data just prior to the forecast period.
The results for one-day ahead forecast performance are reported in panel A of Table 5 . Among the various estimators, conditional volatility models (GARCH and EGARCH) perform well for one-day period on all parameters except relative forecast errors. However, as can be seen from results for five-day and one-month period in panel B and C, extreme value estimators perform as well for these horizons on both efficiency criteria (mean square forecast error and mean absolute forecast error). The relative forecast error for these estimators is also lower than the conditional volatility models even though mean forecast errors are higher.
In order to test the ability of the estimators and models to forecast volatility, we also regress realized volatility on the forecasted value given by each model and a constant following Day and Lewis (1992) . The specification of the OLS regression is given by:
= actual value of 'realized variance' at time t+1 σ 2 ft = value forecasted for the realized variance of time t+1 at time t In case the forecasts are accurate, we would expect value of β 0 to be 0 and that of β 1 to be equal to 1. The sign and magnitude of coefficients and R-squared values of these regressions, therefore, can be interpreted to assess the predictive power of various models and Table 4 . * As cited in Table 4 .
estimators. We report the values of coefficients, associated t-statistics, and R-squared values of these regressions in Table 6 . The forecasted values in regressions based on equation (14) are as given by different models and estimators. In panel A, B, and C of the table, we report regressions for one-day period, five-day period, and one-month period forecasts respectively. As can be seen from panel A, the values of ß 0 in all the regressions are significantly different from zero. In terms of R-squared values, conditional volatility models perform the best though only slightly better than the traditional estimator. In case of five-day and monthly forecasts however, the extreme value estimators (Garman-Klass, RogersSatchell, and Yang-Zhang) perform well. In contrast, the conditional volatility models perform extremely poorly on monthly forecasts. This is expected to some extent as the forecasts by conditional volatility models are extremely sensitive to recent volatility and error term by construction. Volatility forecasts by conditional volatility models far out into the future are likely to result in considerable error if the volatility is not as persistent as estimated by them. Despite significant volatility persistence observed in the squared Nifty returns series and in realized volatility series, the latter being more persistent than the former, the forecasting power of conditional volatility models is not vastly greater than the traditional estimator. Another plausible reason for the poor performance of conditional volatility models over longer horizons could be due to improper modeling of long-run dependencies in volatility (Andersen and Bollerslev, 1998) and may require using FIGARCH model (Baillie, Bollerslev and Mikkelsen, 1996) . We also performed forecast encompassing regression, similar to Day and Lewis (1992) , wherein different set of forecasts given by different models and estimators are used as independent variables to test whether they contain different sets of information from each other. The results for forecasts of one-day, five-day, and one-month periods are given in panel A, B, and C of Table 7 . For forecast encompassing regression, we chose forecasts of the best traditional estimator from among the traditional estimators, two best performing extreme value estimators for each horizon from the class of extreme value estimators, and the GARCH and EGARCH forecasts. The specification used in the regression is given by: σ Table 7 , the results from forecast encompassing regressions are in line with the results discussed earlier. In case of one-day period, the GARCH forecasts and traditional estimators have significant coefficients and, put together, they forecast realized volatility better. Both the extreme value estimators (Parkinson and Garman-Klass) for one-day period perform poorly. In case of five-day period, however, only extreme value estimators (Yang-Zhang and RogersSatchell) have significant coefficients and predictive power. In the results of regression using both the extreme value estimators and other forecasts, the coefficients for both are insignificant as the forecasts from both the extreme value estimators are highly correlated (0.99+). For one-month period also, extreme value estimators (Rogers-Satchell and Garman-Klass) forecast volatility much better than others and are the only ones to have significant coefficients. In the regression involving all the forecasts, the coefficients are once again insignificant due to high correlation (0.99+) of the forecasts given by two extreme value estimators. Another interesting aspect of one-month period results is that, unlike the fiveday period, traditional and conditional volatility model forecasts add somewhat to the predictive power. The poor performance of EGARCH model in terms of incremental predictive ability compared to GARCH is understandable as the model estimated for forecasting over 1996-1998 data did not have significant asymmetric term whereas during the 1999-2001 period, the asymmetric term was found to be significant and large. On examining the forecasts given by conditional volatility models closely, it was clear that the variance in their forecasts was much lower than other estimators' forecasts as well as that of realized volatility for each of the three horizons. This implies that the realized volatility is not as persistent as forecasted by conditional volatility models.
Besides relatively superior performance of extreme value estimators in forecasting volatility for five-day and one-month period ahead, the other striking aspect of our result is that the R-square values are of much higher order than the results of Day and Lewis (1992) . Most of the explanatory power in volatility prediction comes from extreme value estimators which have mostly not been used in other studies. To that extent, it would be interesting to replicate the study on different samples and contexts.
SUMMARY AND CONCLUSIONS
Modeling and forecasting volatility of capital markets has been an important area of inquiry and research in financial economics with the recognition of time-varying volatility, volatility clustering, and asymmetric response of volatility to market movements. This stream of research has been aided by various conditional volatility (ARCH/GARCH type) models proposed to handle these empirical regularities. Nonetheless, researchers have found that forecasting volatility is difficult.
Estimating and forecasting of volatility is not only of interest to academia but is required and used by practitioners in financial and other sectors of the economy. Volatility estimates or forecasts are one of the inputs required in valuing OTC derivatives written on asset prices. They are required in estimating corporate and financial risk exposures and along with the return correlations across assets are the main ingredients of popular risk management frameworks such as value at risk.
In this paper, we model the volatility of S&P CNX Nifty, an index of 50 stocks of the NSE, Mumbai, using different class of estimators and models. Our results indicate that while conditional volatility models perform well in estimating volatility for the past in terms of bias, extreme value estimators based on observed trading range perform well on efficiency criteria. As far as forecasting is concerned, the extreme value estimators are able to forecast five-day (approximately a week) and one-month volatility ahead -much better than conditional volatility models. The implication of this for the practitioners is that if volatility is being estimated or forecasted for a week or a month, the extreme value estimators such as Garman-Klass, Rogers-Satchell, and Yang-Zhang estimators could be easily used instead of Table 6 . 3. For five-day period, the traditional estimator used for forecasts is traditional close-close estimator and extreme-value estimators used for forecasts are Yang-Zhang and Rogers-Satchell Estimators. The choice was based on R-squared as reported in Table 6 . 4. For one-month period, the traditional estimator used for forecasts is traditional adj. close-open-close estimator and extreme-value estimators used for forecasts are Rogers-Satchell and Garman-Klass Estimators. The choice was based on R-squared as reported in Table 6 .
conditional volatility models. Computationally, they may find extreme value estimators easier to work with and relate to. In this paper, we have not used 'implied volatility' forecasts, used extensively elsewhere, for two reasons. Firstly, the options in the Indian capital markets have been introduced only recently and, therefore, long enough time-series is not available. Secondly, as pointed out by Varma (2002) , Indian markets seem to underprice (by implication, underestimate) volatility of index options in its short history of pricing options. Nonetheless, comparisons incorporating 'implied volatility' forecasts remain potentially an area worth investigating at a future date. Similarly, even though we have used five-minute returns for computing realized volatility, the optimality of use of lower or higher frequency returns needs to be verified empirically. Another area requiring further work in the Indian context is to model volatility explicitly for non-trading days and for any plausible 'day-of-the-week' or calendar effects in returns and volatility. As far as ARCH models are concerned, we have used relatively basic conditional volatility models. It would be interesting to use various extensions proposed in the literature to evaluate their performance in the Indian context. In particular, for testing the forecast performance over a horizon greater than one-day, long-run dependencies in volatility may be critical and the use of FIGARCH model may improve forecast performance. Similarly, intra-day data characteristics and high frequency return volatility dynamics are other areas requiring further work.
ENDNOTES
1.
Practitioners require volatility estimates and forecasts of returns on asset prices (not always that of stock market or stock prices) for valuation of derivatives, real options, and in estimating and managing risk exposures. Though this work is focused on the Indian stock market, much of the issues involved in estimating and forecasting volatility are relevant to other markets such as foreign exchange markets, commodity markets, etc. 2.
For an early review of empirical applications of ARCH models on low frequency data, see Bollerslev, Chou and Kroner (1992) and Bollerslev, Engle and Nelson (1994) . 3.
For example, Varma (1999) evaluates the performance of GARCH-GED and EWMA models in terms of goodness of fit in the context of Indian capital markets. 4.
These features are essentially same as discussed in Bollerslev, Engle and Nelson (1994) . Later, empirical studies have found long-run dependencies in financial market volatility despite intraday volatility shocks being dissipated quickly. Andersen and Bollerslev (1996) explain this anomaly theoretically. They show that the aggregate volatility can be characterized as a longmemory or fractionally integrated process which might be an aggregation of numerous independent components having their own dependence structure. 5.
We do not discuss in detail various ARCH-type models which have been proposed in the literature as we use only two basic ARCH-type models in this paper -GARCH EGARCH. 6.
See Poon and Granger (2003) for a detailed review of 93 papers on volatility forecasting. The papers reviewed by them do not provide overwhelming support for use of any particular model for forecasting volatility. 7.
Driftless means that log price process is driftless, i.e., µ = σ 2 /2. The process is specified as dS t = µ S t dt + σ S t dW t , where W t is a standard Brownian motion and S t is the price of asset at time t. 8.
In case the time-series of returns being used for modeling exhibits serial dependence or day-of-the week (or any other seasonality/ calendar effects), the conditional mean equation needs to be modified based on the characteristics of the return series. The specification of the conditional mean equation also depends upon the data frequency as serial dependence in returns is more likely in high frequency data.
9. "Many studies find that the simple GARCH (1,1) model provides a good first approximation to the observed temporal dependencies" (Andersen and Bollerslev, 1998) . (2000) use the realized volatility measure to evaluate empirical performance of extreme value estimators. In a similar vein, the study by Day and Lewis (1992) use variance of daily returns multiplied by the number of trading days to compute weekly variance for evaluating out-of-sample predictive power of various volatility models.
Li and Weinbaum
11. In the early part of the time-series (approximately half), NSE and other major Indian markets used to operate with weekly settlement cycle, i.e., trades during a settlement cycle were aggregated (and netted) and settled at one go. While settlement cycle induced autocorrelations required examining lags of up to five, six lagged terms were explored for ARMA modeling due to the presence of significant autocorelation coefficients (simple and partial) associated with the sixth lag.
12. EViews uses maximum likelihood procedure to estimate the model under the assumption that the errors are conditionally normally distributed. 
