ABSTRACT: A 2D hydraulic numerical model is presented. It is based on the fully dynamic shallow-water equations, solved by means of a finite volume scheme on multiblock structured grids. The model handles highly accurate DSM derived from airborne laser altimetry for the floodplains and sonar detection for the bathymetry of the main channel. The flow simulations are performed with a typical grid spacing of 2m, comparable to the resolution of the DSM and fine enough to represent reliably the flows at the scale of each building. Consequently, the model succeeds in predicting accurately the pattern of flood depth even in densely urbanized floodplains, as confirmed by several validation examples, which also demonstrate the ability of the model to reproduce depth measurements for a wide range of flood discharges without the need for recalibration of the roughness coefficient. Finally, the hydraulic model is exploited as a component of a complete flood risk modelling chain, accounting for socio-economic and ecological impacts of floods and dedicated to the assessment of flood protection measures in the context of climate change.
INTRODUCTION
In the framework of the Belgian national research project "ADAPT -Towards an integrated decision tool for adaptation measures", the hydraulic model WOLF 2D serves as a core component of a decisionsupport system (DSS). The tool is dedicated to the integrated evaluation of flood protection measures in the context of increased flood risk as a result of climate change. This DSS takes into consideration hydraulic, economic, social as well as environmental parameters to quantify flood risk.
Prior to assessing the effects of different flood protection measures, a preliminary step consists in determining how floodplain inundations and their socio-economic impacts are likely to be affected by climate change. Besides a comprehensive presentation of the 2D hydraulic model and its validation, the present paper describes how the model is implemented in the framework of integrated flood risk assessment, with a focus on the selection of relevant climate change scenarios for hydraulic modelling and on the discussion of the simulation results for a specific case study located along the river Ourthe in the Meuse basin (Belgium).
The hydraulic model is based on the shallowwater equations solved by means of a finite volume technique. Multiblock Cartesian grids are exploited, enabling local mesh adaptation, while an automatic mesh refinement tool embedded in the hydraulic model leads to significant reductions in computation time for simulating steady flows. Wetting and drying of computation cells is handled free of mass conservation error.
Consistently with the high resolution Digital Surface Model (airborne laser altimetry) used as topographic data to represent the floodplains, computation grids as fine as 2m by 2m are used for the hydraulic simulations. Such spatial spacing is definitely fine enough to reproduce accurately the flow pattern at the building scale, as confirmed by several validation examples based on comparisons between numerical predictions and measurements or observations during past major flood events.
With the purpose of evaluating the impact of climate change on floodplain inundations along river Ourthe, hydraulic modelling is conducted for four different climate change scenarios (perturbation factors affecting peak discharges) and two different return periods, likely to lead to complementary flood protection strategies. The four climate change scenarios reflect the wide range of uncertainty affecting the discharge predictions deduced from results of regional climate modelling and hydrological modelling, mainly as a result of the discrepancies in the various scenarios used for running the climate models. The obtained hydraulic results (inundation extent, pattern of water depth and flow velocity) serve as key input for the subsequent socio-economic and environmental assessment of flood risk.
Detailed 2D flow simulations as an onset for evaluating socio-economic impacts of floods 2 HYDRODYNAMIC MODEL As an onset for evaluating socio-economic impacts of floods, simulations of floodplain inundation flows are conducted with the numerical model WOLF 2D, developed at the University of Liege and based on a finite volume scheme.
Mathematical model
The model is based on the two-dimensional depthaveraged equations of volume and momentum conservation, namely the "shallow-water" equations (SWE). In the "shallow-water" approach the basic assumption states that velocities normal to a main flow direction are smaller than those in the main flow direction. As a consequence the pressure field is found to be almost hydrostatic everywhere.
The large majority of flows occurring in rivers, even highly transient, can reasonably be seen as shallow everywhere, except in the vicinity of some singularities (e.g. weirs). Indeed, vertical velocity components remain generally low compared to velocity components in the horizontal plane and, consequently, flows may be considered as mainly twodimensional. Therefore, the approach presented here may definitely be regarded as suitable for floodplain inundation modelling.
Conservation laws
The conservative form of the depth-averaged equations of volume and momentum conservation can be written as follows, using vector notations
with s = [h hu hv] T the vector of the conservative unknowns. f and g represent the advective and pressure fluxes in directions x and y, while. f d and g d are the diffusive fluxes: 
S 0 and S f designates respectively the bottom slope term and the friction term:
The following notations have been used: t = time; x and y = space coordinates; h = water depth, u and v = depth-averaged velocity components, z b =bottom elevation, g = gravity acceleration, ρ = density of water, τ bx and τ by = bottom shear stresses, σ x and σ y = turbulent normal stresses, and τ xy = turbulent shear stress.
Closure relations: friction and turbulence
The bottom friction is conventionally modelled thanks to an empirical law, such as the Manning formula. The model enables the definition of a spatially distributed roughness coefficient. Besides, the friction along side walls is reproduced by means of a process-oriented formulation (Dewals 2006) :
where the Manning coefficients n b and n w (s/m 1/3 ) characterize respectively the bottom and the sidewalls roughness. Those relations are particularized for Cartesian grids, as exploited in the present study.
The internal friction may be accounted for thansk to the turbulence model included in WOLF 2D. The turbulent stresses are expressed following the Boussineq approximation (transposed for a depthaveraged model) (ASCE Task Committee on Turbulence Models in Hydraulic Computations 1988; Rodi 1984):
where ν = molecular kinematic viscosity, ν Τ = eddy voscosity computed by a turbulence closure model
For this purpose, two different approaches are available in WOLF 2D: − first, a simple algebraic turbulence closure, assuming that the turbulence is bed-dominated, leading to the following expression for the turbulent kinematic: T * hu ν α = , with α taking values of the order 0.5 (Fischer et al. 1979 ); − second, an original depth-averaged k-ε model with two different length-scales accounting for vertical and horizontal turbulence mixing, as developed by Erpicum (Erpicum 2006) . Nevertheless, for the present computations, no turbulence model has been activated. All friction effects are thus globalized in the bottom and wall friction terms.
Computational implementation

Space discretization
The computation domain is discretized by means of a multiblock grid, in which each consists in a locally Cartesian mesh. Since this multiblock structure enables refined meshes close to interesting areas, it compensates for the usual drawbacks of Cartesian grids, while keeping the benefits of structured grids in terms of accuracy and computation time.
The space discretization of the divergence form of the 2D conservative shallow-water equations is performed by means of a finite volume scheme. For the applications considered in this study, this approach warranties that the numerical model is free from mass and momentum conservation errors.
Within each block, variable reconstruction at cells interfaces can be performed by constant or linear extrapolation, in conjunction with a slope limiter, leading respectively to a first or second order accuracy. Variables at the border between adjacent blocks are extrapolated linearly, using additional ghost points as depicted in Figure 1 . The value of the variables at the ghost points is evaluated from the value of the subjacent cells. Moreover, to ensure conservation properties at the border between adjacent blocks and thus to compute accurate volume and momentum balances, fluxes related to the larger cells are computed at the level of the finer ones.
Appropriate flux computation has always been a challenging issue in computational fluid dynamics. In the present study, fluxes f and g are computed by a Flux Vector Splitting (FVS) method developed by the authors. According to this FVS, the upwinding direction of each term of the fluxes f and g is simply dictated by the sign of the flow velocity reconstructed at the cells interfaces. It has thus the advantage of being completely Froude independent and of facilitating a satisfactory adequacy with the discretization of the bed elevation gradient (Erpicum 2006) . The FVS can be formally expressed as follows:
where the exponents + and − refer to, respectively, an upstream and a downstream evaluation of the corresponding terms. A Von Neumann stability analysis has demonstrated that this FVS leads to a stable spatial discretization of the terms ∂f/∂x and ∂g/∂y in Equation 1 (Dewals 2006) . This FVS has already proved its validity and efficiency for numerous applications (Archambeau et al. 2004; Dewals 2006; Dewals et al. 2006a Dewals et al. , 2006b Dewals et al. 2008b; Erpicum 2006; Erpicum et al. 2008 ). Due to their diffusive nature, the fluxes f d and g d are legitimately evaluated by means of a centred scheme.
Time discretization
Since the model is applied to compute steady-state solutions, the time integration is performed by means of a three-step first order accurate RungeKutta algorithm, providing adequate dissipation in time. For stability reasons, the time step is constrained by the Courant-Friedrichs-Levy (CFL) condition based on gravity waves. A semi-implicit treatment of the bottom friction term (3) is used, without requiring additional computational costs.
Boundary conditions
The value of the specific discharge is prescribed as an inflow boundary condition. Besides, the transverse specific discharge is set to zero at the inflow. The outflow boundary condition may be a prescribed water surface elevation, a Froude number or no condition in case of supercritical outflow. At solid walls, the component of the specific discharge normal to the wall is set to zero. For the purpose of evaluating the diffusive terms, the gradients of the unknowns must also be specified at the boundaries. These gradients in the direction parallel to the boundary are set to zero for simplicity, while the gradients of the variables in the direction normal to the boundary are properly evaluated by finite difference between the value at the boundary and the value at the centre of the next cell (Erpicum 2006 ).
Mesh adaptation and automatic refinement
A grid adaptation technique is used to restrict the computation domain to the wet cells and a narrow strip surrounding the wet cells. The grid is thus adapted at each time. As a result of an iterative resolution of the continuity equation prior to the evaluation of the momentum equations, wetting and drying of computation cells is handled free of volume and momentum conservation errors (Erpicum 2006) .
In addition, the model includes an automatic mesh refinement algorithm (AMR). For steady-state simulations, the AMR tool consists in performing the computation on several successive grids, starting from a very coarse one and gradually refining it up to the finest one. When the hydrodynamic fields are stabilized on one grid, the solver automatically jumps onto a finer one. The successive solutions are interpolated from the coarser towards the finer grid. This fully automatic method considerably reduces the number of cells in the first grids and thus substantially decreases the total computation time, despite slight extra computation time required for meshing and interpolation operations (section 7.4).
The modelling system WOLF
The herein described model constitutes a part of the modelling system "WOLF", developed at the University of Liege. WOLF includes a set of complementary and interconnected modules for simulating free surface flows: process-oriented hydrology, 1D & 2D hydrodynamics, sediment (Dewals 2006) or pollutant transport, air entrainment, as well as an optimisation tool based on Genetic Algorithms (Erpicum 2006) .
Other functionalities of WOLF 2D include the use of moment of momentum equations (Dewals 2006) , the application of the cut-cell method (Erpicum 2006), as well as computations considering bottom curvature effects by means of curvilinear coordinates in the vertical plane (Dewals 2006; Dewals et al. 2006a) .
A user-friendly interface, entirely designed and implemented by the authors (Archambeau 2006) , makes the pre-and post-processing operations very convenient. Import and export operations are easily feasible from and to various classical GIS tools. Several layers of maps can be handled to facilitate the analysis of various data sets such as topography, ground characteristics, vegetation density, hydrodynamic fields...
TOPOGRAPHIC DATA
For about a decade, high resolution, high accuracy topographic datasets have become increasingly available for inundation modelling in a number of countries. In Belgium, a data collection programme using airborne laser altimetry (LIDAR) has generated high quality topographic data covering the floodplains of most rivers in the southern part of the country. Simultaneously, the bathymetry of the main rivers has been surveyed by means of an echo-sonar technique.
Consequently, combining the data generated from those two remote sensing techniques enables to obtain a complete Digital Surface Model (DSM) characterized by a horizontal resolution of 1 m by 1 m and with a vertical accuracy of 15 cm. As regards smaller non navigable rivers, cross sections are properly interpolated to generate a two-dimensional bathymetry.
Those high quality topographic data combined with simulations performed on grids as fine as 2 m by 2 m enable to set the value of roughness coefficients to represent only small scale roughness elements and not to globalize larger scale effects such as blockage by buildings or by large irregularities of the topography. It enables also to conduct inundation modelling at the scale of each house and street individually.
Nevertheless, since inundation flows may be extremely sensitive to some local topographic characteristics, such as for instance the exact height of a protection wall, a crucial step consists in validating and enhancing the DSM by removing residual obstacles non relevant for the flow (e.g. vegetation), by integrating additional sources of topographic data (including field survey) as well as the detailed geometry of flood protections and other hydraulic structures (weirs, water intakes …). The large amount of data collected from those various sources is stored into an efficient database structure.
PROCEDURE FOR INUNDATION MODELLING IN THE SOUTH OF BELGIUM
Since 2003, the flow model WOLF 2D has been applied to conduct inundation modeling along over 800 km of the main rivers in the southern part of Belgium 800 km. A 4-step modeling procedure has been elaborated and applied systematically for each river reach: 1 elaboration from laser altimetry and sonar data (or cross sections) of the complete DSM (main riverbed and floodplains) with a grid resolution of 1 m by 1 m, 2 validation and enhancement of the DSM by a field survey and the integration of additional geometric characteristics, 3 flow modelling of past flood events with the purpose of calibrating and validating the roughness parameters, 4 Computation of the inundation maps for constant statistical flood discharge values with a 25-, 50-and 100-year return period. Depending on the river width, the flow modelling steps 3 and 4 are conducted with a grid spacing varying between 1 m and 5 m, with a typical value of 2 m.
STEADY-STATE ASSUMPTION
All the simulations detailed in the rest of the present paper refer to river reaches located in the sub-basin of river Meuse situated in Belgium.
As detailed by de Wit et al. (2007) , the Meuse basin covers an area of about 33,000 km 2 , including parts of France, Luxembourg, Belgium, Germany and the Netherlands. It can be subdivided into three major geological zones, referred to as "Lotharingian Meuse" (southern part), "Ardennes Meuse" (central part) and the Dutch and Flemish lowlands (northern part).
While the southern and northern parts are characterized by wide floodplains where flood waves are significantly attenuated, in the central part of the Meuse basin, between Charleville-Mézières and Liège, the Meuse is captured in the Ardennes massif, characterized by narrow steep valleys, where flood waves are hardly attenuated.
The rivers considered hereafter are all situated in the central part of the Meuse basin. As shown in Figure 2 , the tributaries of river Meuse which flow in the Ardennes Massif present the largest river gradients (de Wit et al. 2007 ). Consequently, the flood waves along this type of rivers are hardly attenuated as a result of the combination of the steep gradients and of the relatively narrow cross-sectional shape of the valleys (de Wit et al. 2007 ), leading to very low storage capacity in the floodplains. As a result the floodplains are completely filled with water quickly after the beginning of the flood and a quasi-steady flow is then observed.
For instance, for typical floods occurring on the river Ourthe, it has been verified that the volume of water stored in the inundated floodplains along a 10 km-long reach remains lower than one percent of the total amount of water brought by the flood wave.
Therefore, the steady-state assumption has been considered as valid for simulating floodplain inundation along most rivers of the Ardennes Massif and is systematically used in the simulations discussed in the subsequent paragraphs. An additional benefit of this assumption is reduced run time as a result of the possibility to exploit automatic mesh refinement. Besides, comparisons have been made between inundation patterns predicted by unsteady flow simulations, for which the real flood hydrograph is prescribed as an upstream boundary condition, and inundation patterns computed assuming a steadystate flow (constant discharge close to the peak discharge of the hydrograph). Those comparisons have confirmed that the maximum flood extents predicted by the two approaches are in very good agreement.
VALIDATION OF INUNDATION MODELLING
The inundation model has been slightly calibrated (roughness coefficient) and subsequently validated by comparison of the numerical results with observed flood extents and measured water depths during recent floods events. Reference data were obtained at gauging stations, collected by field surveys or deduced from aerial pictures of the flood. 
Example 1: inundation pattern along river Lesse
Located in the south-east of Belgium, the 89 kmlong river Lesse is a tributary of the River Meuse and has a catchment area of 1343 km 2 (mean annual discharge: 19 m 3 /s at his mouth into river Meuse). Figure 3 and Figure 4 compare the inundation extent along a meandering reach of the river for the flood which occurred on January 28 th , 1995. The peak discharge is evaluated at 180 m³/s, corresponding to a return period of 15 years. As shown by the reference points 1, 2 and 3 (Figs. 2 and 3) , the predicted spatial pattern of inundation, simulated with a grid spacing of 2 m in the riverbed and 4 m in the floodplains, is found to match observations very well.
Example 2: water profile along the river Amblève
River Amblève springs in the eastern part of Belgium, close to the border with Germany, and flows towards the west into river Ourthe. It is 80 km long, has a mean discharge of 19.5 m 3 /s at his mouth and the catchment areas covers 1077 km 2 . During a flood in December 1993 (discharge: 300 m 3 /s, return period: 10-15 years), water surface elevations have been measured at 11 locations along the most downstream reach of the river.
Comparisons between this set of data and the predictions of the numerical model (grid spacing: 2 m everywhere) show a satisfactory agreement, with an absolute not exceeding 11 cm along the 12 km long considered reach ( Figure 5 ). It must be emphasized that a single calibrated value of the roughness coefficient has been use for the whole length of the channel and that the achieved accuracy is slightly higher than the accuracy of the DSM (15 cm). More detailed comparisons are presented in Table 1 and Figure 6 , focusing on a 3 km long reach nested in the above-mentioned one. They confirm that the simulated measures match the measures.
Example 3: rating curve along river Vesdre
River Vesdre is also a tributary of river Ourthe. It is 70 km long, with a mean discharge of 12 m 3 /s at his mouth and a catchment area of 700 km 2 . Figure 7 displays the measured stage-discharge relationship as well as 6 additional points obtained from numerical simulation of a XX km long reach. Figure 7 shows that the numerical model succeeds in predicting the water depth in the main riverbed for a wide range of discharges (150-300 m 3 /s). The simulations for the six discharge values have been performed with the same roughness coefficient, showing that no recalibration is necessary as far as water depths in the main channel are considered. Figure 6 . Inundation extent simulated for the flood of December 21 st , 1993 along a 3 km long reach of the river Amblève (discharge: 298 m³/s). The numbers refer to the location of the four points for which water surface elevations are compared in Table 1 . 
Example 2: rating curve along the river Semois
Finally, a similar comparison is shown for the river Semois (Figure 8 ), which is a 210 km long tributary of the river Meuse and has a catchment area of 1350 km 2 (mean discharge: 35 m 3 /s at his mouth). Again, the simulated water depths have been successfully validated for discharge values ranging between 300 m 3 /s and 500 m 3 /s, without recalibration of the roughness coefficient. The hydraulic model has next been applied to extend the stage-discharge curve towards more extreme discharge values in the range 500-800 m 3 /s (Figure 8 ).
INUNDATION MODELLING AS AN ONSET FOR EVALUATING SOCIO-ECONOMIC IMPACTS OF FLOODS CONSIDERING CLIMATE CHANGE
Flood risk modelling approach and elaboration of a Decision Support System (DSS)
In the framework of the Belgian national research project "ADAPT -Towards an integrated decision tool for adaptation measures", the 2D hydraulic model serves as a core component of a decisionsupport system dedicated to the integrated evaluation of flood protection measures in the context of an expected increase in flood risk as a result of climate change. This tool is based on a combination of costbenefit analysis (CBA) and multi-criteria analysis (MCA), taking into consideration hydraulic, economic, social and ecological indicators for characterizing flood risk. More details on damage evaluation and flood risk quantification are provided in a companion paper (Dewals et al. 2008a) . In contrast, the following paragraphs concentrate on how the 2D hydraulic model is implemented within the system, with a focus on the selection of modelling scenarios, on the efficiency of different computation procedures and on the simulation results.
Case study and preliminary steps
In order demonstrate the efficiency of the decisionsupport system and to facilitate its refinement, the methodology is first tested on a case study, which covers two neighbouring reaches of the lower Ourthe river in the Meuse basin. This 20 km-long meandering part of river Ourthe, between the municipalities of Poulseur and Tilff is situated a few kilometres upstream of the mouth of river Ourthe into the Meuse river.
Prior to evaluating the benefits of different adaptation measures, a preliminary step consists in determining how inundation hazard is likely to be modified by climate change. More precisely, for floods of different return periods and for several climate change scenarios, 2D hydraulic simulations are run in order to identify which modifications climate change will cause to inundation extents as well as water depths and flow velocities in the floodplains.
Climate change scenarios
Results of Global Circulation Models (GCM) and Regional Climate Models (RCM) provide estimates of the potential increase in precipitation (winter and spring) and potential changes in evapotranspiration as a result of climate change. Those predicted changes are affected by a significant level of uncertainty due to the climate models themselves and, to an even greater extent, due to the discrepancies in the scenarios used for running those climate models (Intergovernmental Panel on Climate Change 2007).
Moreover, translating those changes in precipitation and evapotranspiration into changes in river discharges is also a challenging task, since the catchment response depends on many factors such as the land roughness and permeability, the rainfall duration, … Therefore, at the present stage of the ADAPT project, simple assumptions have been considered regarding the expected changes in the peak discharges of river Ourthe as a result of climate change. Indeed, according to a comprehensive literature review (De Groof et al. 2006; Dewals et al. 2007) , an increase by 10% of flood discharge may be regarded as reasonable. Moreover, in order to evaluate the sensitivity of the results with respect to this perturbation factor on the discharge, increases by 5% and by 15% have also been considered. Besides, a more extreme case has been simulated as well (+30%), consistently with the wide ranges of uncertainties affecting the results of GCM and RCM. All those assumptions will eventually be confirmed and refined by comparison with the output of a hydrological model (De Groof et al. 2006 ).
Most efficient computation procedure
The computation time is an issue of primary importance because of the need for repeated runs both for predicting the impact on floodplain inundations of different climate change scenarios and, for evaluating as well as optimizing a number of adaptation measures. Therefore, comparisons have been made between different procedures, which differ by the initial condition considered, by the optional use of a simplified hydraulic model as a preconditioning, or by the optional exploitation of Automatic Mesh Refinement (AMR). In the tests mentioned hereafter and involving AMR, the following grid sizes have been used sequentially: 32m, 16m, 8m, 4m and 2m. The different procedures compared are detailed in Table 2 for the case of computing the flow for a specific climate change scenario. In procedure 2, the modified initial condition refers to an a priori increase in the initial water depth by a constant value in the whole domain (this value may be estimated for instance from the change in the downstream boundary condition or from a uniform flow calculation for the updated discharge ...).
In Procedure 5, the Diffusive Wave Approximation (DWA) is used as a preconditioning for the SWE model. In contrast with the fully dynamic SWE, the DWA approach assumes that the advective terms of the SWE may be neglected. In such a case, the free surface slope is only balanced by the friction term. Ad hoc computational schemes for solving the DWA model have been detailed by Archambeau et al. (2004) and Archambeau (2006) . Although remaining nonlinear (through the friction law), the DWA model requires significantly less computation time. For that reason, the DWA approach is exploited to performs a first quick computation of an approximate solution, which is next introduced as an "enhanced" initial condition for the SWE model. Table 2 also provides the relative computation time necessary for the different procedures to converge towards a steady state solution, compared to Procedure 1. For comparison purpose, procedure 4 provides the computation time required if only the DWA is exploited. This strategy appears to be by far the most efficient one. However inaccuracies in the water depth and flow velocity patterns are found as a consequence of the simplifying assumptions lying under the DWA approach. Those inaccuracies reach up to 50 cm locally in terms of water depth, which is unacceptable compared to the expected changes induced by climate change and limiting the computation to the DWA is hence considered as not acceptable in the case of the present analysis.
Similarly, the overall efficiency of procedure 5 appears disappointing as a result of too big inaccuracies obtained at the end of step 1 (DWA), which prevent a very fast convergence of step 2 (SWE). Therefore, procedure 3, which involves the AMR technique ( § 2.2.4) and is shown to the second fastest one, is presently identified as the most efficient one for performing repeated steady-state simulations, preserving the full accuracy of the SWE. Table 3 summarizes the different hydraulic simulations performed for the two considered reaches of the river Ourthe. It also provides averaged values of the change in water depths; while detailed results are available in the form of updated inundation maps indicating, for each return period and each climate change scenario, the two-dimensional pattern of water depth, flow velocity in the floodplains. This set of results serves as an input for the subsequent damage evaluation and flood risk assessment, conducted by means of corresponding modules of the decisionsupport system. Table 3 , it is found that the results can be very sensitive to the perturbation factor affecting the discharge, due for instance to the reduced efficiency of flood protection structures (e.g. dikes) above a threshold value of discharge (design discharge).
Results of inundation modelling
Hydrodynamic modelling of flood protection measures
The hydraulic model is next applied to simulate the hydraulic effect of various local flood protection measures along river Ourthe and to demonstrate their potential efficiency in spite of the relatively limited storage capacity of the floodplains. In contrast, due to the narrow shape of the valley and the relatively long duration of the floods in this lower part of the Ourthe catchment, standard flood control areas have no chance to protect population and goods from inundation by damping the flood wave, since such areas would be completely filled with water long before the flood peak is reached. Therefore, the main riverbed and its floodplains must be designed to enable the flood discharge to flow through the most vulnerable localities without causing damaging overflows. The herein described example of flood protection measure consists in transforming non-urbanized passive floodplains into active ones. "Passive" floodplain refers to an inundation area in which flow velocity remain extremely small ( Figure 9 ). As shown in Figure 10 and 11, the activation of a passive floodplain consists in modifying the topography to enable the development of higher flow velocities beyond in the floodplain. As a result, the effective width (and thus section) of the river is increased and, consequently, the water level upstream is reduced (by 50 cm in the example shown in Figure 11 ). 
CONCLUSION
An advanced 2D hydraulic numerical model has been presented. It is based on the fully dynamic shallow-water equations, solved by means of a finite volume scheme on multiblock structured grids. The model also incorporates an automatic mesh refinement tool. The only calibration parameter is the roughness coefficient, which can be spatially distributed both in the main riverbed and in the floodplains.
The model handles routinely highly accurate DSM derived from airborne laser altimetry for the floodplains and sonar detection for the bathymetry of the main channel. For river reaches as long as 10 to 15km, the flow simulation may be performed with a grid spacing of 2m, comparable to the resolution of the DSM and fine enough to represent reliably the flows at the scale of each building individually. Consequently, the model succeeds in predicting accurately the local pattern of flood depth, as confirmed by several validation examples detailed in the paper. The validation demonstrates the ability of the model to predict the inundation extent and to reproduce depth measurements for a wide range of flood discharges without the need for recalibration. The model also offers the potential to represent the velocity pattern even in densely urbanized floodplains.
Finally, the hydraulic model is exploited as a component of a complete flood risk modelling chain dedicated to the assessment of flood protection measures in the context of climate change. Analysis of climate change effect on floodplain inundation has been detailed for a case study along river Ourthe (Meuse basin).
Since such an analysis requires repeated runs of the hydraulic model, both for evaluating a number of climate change scenarios and next for assessing the hydraulic effect of various flood protection measures, comparisons between different computations strategies have been undertaken and have revealed that the automatic mesh refinement technique proves to enhance considerably the convergence rate towards a steady flow.
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