Iterative methods for nonlinear monotone equations do not require the differentiability assumption on the residual function. This special property of the methods makes them suitable for solving large-scale nonsmooth monotone equations. In this work, we present a diagonal PolakRibière-Polyk (PRP) conjugate gradient-type method for solving large-scale nonlinear monotone equations with convex constraints. The search direction is a combine form of a multivariate (diagonal) spectral method and a modified PRP conjugate gradient method. Proper safeguards are devised to ensure positive definiteness of the diagonal matrix associated with the search direction. Based on Lipschitz continuity and monotonicity assumptions the method is shown to be globally convergent. Numerical results are presented by means of comparative experiments with recently proposed multivariate spectral conjugate gradient-type method.
Introduction
In this paper, we address the following constrained monotone equations
where F : Ω → R n is continuous and monotone function, on a non-empty closed convex set Ω ∈ R n . The monotonicity of F here means F(x) − F(y), x − y ≥ 0, ∀x, y ∈ Ω The system of monotone equations has various applications [5, 8, 15, 40] , e.g the ℓ 1 -norm problem arising from compressing sensing [17, 20, 34] , generalized proximal algorithm with Bregman distances [11] , variational inequalities problems [6, 27] , and optimal power flow equations [7, 33] among others.
At the case where Ω = R n , Solodov and Svaiter [28] combined Newton's method and projection strategy and proposed a global convergent inexact Newton method for system of monotone equations without the differentiability assumption. Wang et. al [31] extended the work by Solodov and Svaiter to solve convex constrained monotone equations. Since then many methods for solving system of nonlinear monotone equations have been proposed (see, e.g. [1, 2, 10, 12, 13, 16, 18, 21, [23] [24] [25] [26] 29, 30, 32, 35, [37] [38] [39] 42] , among others). Specifically, Ma and Wang [22] proposed a modified projection method for solving a system of monotone equations with convex constraints. Though the projection methods for convex constrained monotone equations proposed in [31] and [22] have a very good numerical performance, they are not suitable for solving large-scale monotone equations because they require matrix storage.
By taking the advantage of the good performance of the multivariate (diagonal) spectral gradient method by Han et. al. [9] , Yu et. al. [36] proposed a multivariate spectral gradient projection method for nonlinear monotone equations with convex constraints. Recently, Liu and Li [19] proposed a multivariate spectral conjugate gradient-type projection algorithm for constrained nonlinear monotone equations by combining the multivariate spectral gradient method and the Dai-Yuan (DY) conjugate gradient method.
Motivated by the development of the diagonal spectral gradient projection approach for constrained nonlinear monotone equations, in this paper, we extend the sufficient descent modified Polak-Ribière-Polyk (PRP) nonlinear conjugate gradient method proposed by Dong et. al. [4] to solve nonlinear monotone equations with convex constraints. We show that the proposed method has some attractive properties, for example, it is a derivative-free and matrix-free method. Hence, it is suitable for solving non-smooth and large-scale problems. Under the monotonicity and Lipschitz continuity assumptions on F, we show that the proposed algorithm is globally convergent.
The outstanding part of this paper is organized as follows. In Section 2 we present the algorithm of the proposed method. In Section 3 we establish the global convergence of the proposed method. In section 4 we present the numerical experiments, and conclusions in Section 5. Unless otherwise stated, throughout this paper . stands for the Euclidean norm of vectors and the induced 2-norm of matrices, . , . is the inner product of vectors in R n .
A diagonal PRP-type projection method
We begin this section by describing the unconstrained convex optimization problem
where f : R n → R is a continuously differentiable function with gradient g(
The descent modified Polak-Ribière-Polyk (PRP) conjugate gradient method proposed by Dong et. al. [4] generates a sequence {x k } that satisfies
where where α k > 0 is a steplength, d k is a search direction generated by
where β k is defined by
where
is a given positive constant. Based on the formulae (3)-(5), we introduce our method for solving (1) . Inspired by (4) we redefine d k as
where D 0 = I n , D k is a positive definite diagonal matrix given by
, if
, and δ > 0 is chosen as a safeguard that ensures all the entries of the diagonal matrix are positive. β k is defined as
Observe that, if the diagonal components the matrix D k are negative, a non-negative scalar δ is used as a safeguard. The common choice of δ in most of the previous works [9, 19, 36 ] is
However, we feel that there may be better choices for replacing λ i k when it is negative. In what follows, we present a simple approach for choosing the value of the scalar δ.
The scalar λ i k is non-positive if and only if In the first case, it is better to choose a non-positive scalar that carries some information about the current value of y k−1 . Similarly, in the second case, it is better to choose a non-negative scalar that carries some information about the current value of y k−1 . We now present our simple safeguard for choosing the replacement of λ i k in case it is negative. We consider the following two cases, in which θ ∈ (0, 1) is a shrinking factor, and ǫ > 0 is a tolerance for ensuring strictly positive values, i = 1, 2, .., n.
CASE I: Assume that
In this case, we redefine
so that λ i k =
If
Next we state our algorithm. We used the projection operator
that denotes the projection of x on the closed convex set Ω, to ensure the new point generated by our algorithm is a member of the domain of definition. It is not difficult to notice that if x ∈ Ω, the value of
Initialize m = 0;
where y i k is safeguarded for possible different signs with s i k , using Equations (11) and (12);
16
Compute D k+1 by (7) and β k+1 by (9);
18 
Remark 2.2
The sequence {λ i k+1 } at line 15 is uniformly bounded for each i and k. It is clear that
Remark 2.3
The update rule for the search direction at line 17, is given specifically to ensure global convergence of the Algorithm DPPM.
Now, we show a nice property of the search direction defined in (15) , which is quite significance in the construction of our algorithm. The proof is similar to [4] [Lemma 2.1] but with different definition for the right-hand term of the search direction.
Lemma 2.4
Let {d k } be the sequence generated by (15) , β k is given by (9) . Then there exists a constant c > 0 such that
Proof For k = 0, we have
For k ≥ 1, we consider two cases:
where the first inequality follows from the boundedness of
, then we have
By applying the inequality 2ab ≤ a 2 + b 2 to the second term of (17) with a =
, we have
Convergence Analysis
We now turn to analyze the global convergence of Algorithm 1 (DPPM). First we state the following standard assumptions:
The function F : R n → R n is continuously differentiable and monotone.
Assumption 3.2 The function F is Lipschitz continuous on Ω, i.e., there exists a constant L
> 0 such that F(x) − F(y) ≤ L x − y , ∀x, y ∈ Ω.(18)
Assumption 3.3 The solution set of (1) denoted by Φ is convex and nonempty.
In addition, we also assume that F(x) = 0, ∀x = x * , otherwise the solution of Equation (1) has been obtained.
Lemma 3.4 The Algorithm 1 (DPPM) is well defined.
Proof Suppose that there exists k 0 ≥ 0, such that
By continuity of F, allowing m → +∞, we have
which contradits the conclusion of Lemma 2.4.
The proof of the following Lemma is similar to that of [20] . 
Proof By the definition of d k in line 17 of Algorithm 1.
with 0 <ĉ = √ n ℓ , where the first inequality follows from the induced matrix norm property, and the second inequality follows from the boundedness of the components of D k .
On the other hand, if
ε 4 , where the second inequality is obtained from the induced matrix norm property, the third inequality follows directly from the boundedness of D k , the Cauchy Schwartz inequality and the fact that
. And the proof is complete. Now, we are ready to establish the global convergence of Algorithm 1. Using the line search in line (7) of Algorithm 1,
and the boundedness of {x k }, {d k } from Lemmas 3.5-3.6, we can choose a subsequence such that allowing k to go to infinity in the above inequality results
On the other hand, from Lemma (2.4) we have 4 1 − (21) and (22) implies a contradiction. Therefore, (20) holds. Furthermore, by continuity of F, the sequence {x k } has some accumulation pointx such that F(x) = 0. Since { x k −x } converges (Lemma 3.5) andx is an accumulation point of {x k }, it follows that {x k } converges tox.
Numerical Experiments
In this section we present some numerical experiments to assess the efficiency of the proposed DPPM algorithm. We chose the following parameters for the implementation of DPPM algorithm ρ = 0.8, σ = 0.01, θ = 0.1, ℓ = ε = 10 −10 , and u = µ = 10 10 . In order to test the effectiveness of the proposed method, we compare it with the recent method (MDYP) proposed in [19] . The parameters in MDYP algorithm are chosen as in [19] . The initial trial stepsize β is chosen uniformly for both algorithms as
where γ = 10 −8 . If β ≤ 10 −6 holds, we set β = 1. We examine 5 test problems (see, Appendix) using 5 different dimensions 1000, 5000, 10000, 50000 and 100000 and 8 different initial points (see, Table 1 ).
The numerical results are reported in Tables 2-5 for number of iterations (ITER), number of function evaluation (FVAL), CPU time (TIME) and the norm of the residual function F at the approximate solution (NORM). We chose the stopping criterion as follows:
• F(x k ) ≤ 10 −5 , and
• The number of iterations exceeds 1000.
A failure is reported and denoted by f if any of the tested algorithms failed to satisfy the above stopping criterion. All methods were coded in MATLAB R2017a and run on a Dell PC with an Intel Corei3 processor, 2.30GHz CPU speed, 4GB of RAM and Windows 7 operating system. Figures 1-3 shows the Dolan and Moré [3] performance profiles based on the number of iterations, the number of functions evaluations, and CPU time.
It can be observed from Figure 1 , DPPM solves and wins almost 70%, while MSDY solves and wins less than 50% of the 200 problems. In terms of the number of function evaluation Figure  2 shows that DPPM outperforms MDYP, as it solves about 80% of the problems with the least number of functions evaluation. This good performance of SSGM2 is related to the efficiency of its search direction since it requires less function evaluation for computing the accepted steplength. In terms of the CPU time metric, DPPM is faster than MDYP with more than 60% success. In summary, the proposed DPPM method is more successful than MDYP method based on the numerical experiments presented. This is due to the improvement in the search direction.
Conclusions and Future Research
We proposed a diagonal Polak-Ribière-Polyk (PRP) type projection method for solving convex constrained nonlinear monotone equations problems (DPPM). The proposed method requires neither the exact Jacobian computation nor its storage space. This is an advantage, especially for large-scale nonsmooth problems. The global convergence of the proposed method is obtained without any merit function or differentiability assumptions on the residual function. Moreover, we proposed a simple strategy for ensuring that the components of the diagonal matrices are safely positive at each iteration.
In future research, we intend to study better techniques to use for improving the search direction with a suitable line search strategy. Because of the low memory requirement of the DPPM method, we hope it will perform well when applied to solve practical problems arising from compressed sensing and image processing this is also another subject for future research.
Appendix
In this section we list the test problems used for the numerical experiments.
Problem 1 [14] Modified Exponential Function and Ω = R n + .
Problem 3 Nonsmooth Function [41]
F i (x) = 2x i − sin |x i |, i = 1, 2, 3, ..., n.
and Ω = R n + .
Problem 4 [13]
F i (x) = min(min(|x i |, and Ω = R n + .
