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ABSTRACT OF THE DISSERTATION
Advanced Optimization and Data-Driven Control in Smart Grid
by
Wei Wang
Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, March 2020
Dr. Nanpeng Yu, Chairperson
Power grids have been evolving rapidly over the last decade with widespread pen-
etration of distributed energy resources such as distributed renewable generation resources.
On one hand, the intermittency of these resources brought tremendous challenges to the
operations and planning of the smart grid. On the other hand, the installation of advanced
communication, monitoring, and remotely controlled devices enabled sophisticated control
schemes. Thus, it is imperative to develop advanced optimization and data-driven controls
to improve the economics and reliability of the system.
From the perspective of distribution system operators, it is critical to maximize
social welfare while satisfying operational constraints. To better coordinate the operations
of DERs and improve the efficiency of distribution systems, three-phase optimal power flow
(OPF) algorithms such as DCOPF and ACOPF are developed. To remove the dependency
on complete and accurate system models, deep reinforcement learning-based Volt-VAR con-
trol schemes are proposed to keep voltages of the distribution system within the allowable
range.
viii
From the perspective of end-use customers, it is critical to manage the flexible
demand resources in order to minimize energy bills while satisfying their energy needs. By
providing ancillary services, the flexible demands not only receive monetary compensations
but also improve the reliability and stability of the power grids. We developed control
schemes for data centers to provide the phase balancing service to power distribution grids
and the frequency regulation service to transmission systems.
From the perspective of financial traders in electricity markets, it is critical to
maximize their trading profits while managing the portfolio risk. A machine learning-based
trading framework is proposed to identify a portfolio of profitable virtual bids in the U.S.
wholesale electricity markets.
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Chapter 1
Introduction
Optimization techniques are used in various applications for the operation and
management of electric power grids. For example, the classical optimization problems in-
clude the unit commitment problem at a transmission network level that determines the
set of generators to be turned on and off, the economic dispatch problem that settles the
generation dispatches and locational marginal prices, and the Volt-VAR control problem
that adjusts the tap positions of voltage regulating devices in distribution systems. Due to
the integration of renewable energy resources, the installation of energy storage devices, and
the construction of data centers, we are facing new challenges and optimization problems in
the operation of power grids. Fortunately, the advanced communication and sensing tech-
nologies are gradually deployed in the smart grid, which enables more flexible and complex
control. It is the right time and also a critical time to develop new optimization and control
solutions to realize a more efficient, stable and reliable power grid.
In this chapter, the background and the current status of smart grids will be
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introduced first in Section 1.1. The overview of the technical challenges and research op-
portunities are described in Section 1.2. The contribution of this dissertation is summarized
in Section 1.3. Lastly, the organization of the dissertation is provided in Section 1.4.
1.1 Background
Our electricity grids have been transformed significantly in various aspects includ-
ing generation, demand, and control over the last few decades. The renewable generation
gradually replaces the fuel generation in order to reduce the greenhouse emission. As the
electrification and digitization of people’s daily life continue, new types of load like electric
vehicle charging and computing services arise. Moreover, with the advancement of commu-
nication technologies, data-driven control methods start to attract more and more interests
for the automation of power grids. In this chapter, the current situation and status of smart
grids are described.
1.1.1 Increasing Penetration of Distributed Energy Resources
The penetration of distributed energy resources, including distributed solar and
wind generations, energy storage facilities, is growing rapidly. For example, the total res-
idential solar generation capacity increases from 3346 MW in year 2014 to 13526 MW in
year 2019 according to the EIA-861M dataset [1]. Moreover, the capacity of battery storage
in the U.S. was only 862 MW at the end of year 2018 but projected to be over 2,500 MW by
2023 [2]. Benefiting from the new battery technology, the sales of plug-in electrical vehicles
(EVs) also soared from 118k in 2014 to 358k in 2018 [3]. The large amount of charging
2
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Figure 1.1: Residential solar generation capacity in the U.S.
demand from EVs and energy storage devices challenges the stability of the distribution
grids. However, they can be better coordinated along with the renewable energy resources
to increase overall operation efficiency.
1.1.2 Emergent Computing Load
Due to the explosive growth of digital data, cloud computing services, including
servers, storage, software, and data analytics over the cloud, are becoming more and more
popular for the scalability and flexibility. The emergence of cloud computing services drove
the rapid expansion of data centers. The number of hyper-scale data centers was over 500
in Q3 of year 2019, which was about 16% increase from 430 at the end of 2018 [4].
With continuous new construction, data centers have become a significant energy
consumer in the U.S.. According to a recent U.S. data center energy usage report [5], around
70 TWh of electricity was consumed by data centers in 2014 and the annual shipment of
data center servers is expected to grow 3% annually through 2020. The operational cost is
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a major component of the total cost of ownership of a data center. The electricity cost is
about 30% to 50% of the total operational cost [6]. From the view of data center operators,
it is imperative to improve energy management strategies and lower energy bills.
1.1.3 Widespread Deployment of Smart Meters and Sensors
The advanced metering infrastructure, i.e., smart meters, has been widely deployed
in the U.S., which enables instantaneous two-way communication between utility companies
and customers. In 2018, about 86.8 million smart meters had been installed by U.S. utility
companies [7]. Moreover, with gradually reduced manufacturing cost, the smart sensors
have been installed for both overhead and underground monitoring.
The physical system model based control is typically adopted by traditional dis-
tribution management system. However, the robust parameter estimation is not always
available. With high resolution data from the smart meters and sensors, the data-driven
based control could be the future of distribution automation.
1.1.4 Wholesale Electricity Market
Wholesale electricity market in the U.S. have been established for decades to pro-
vide reliable electricity services with the minimum cost at a transmission system level. The
main products in the wholesale markets are energy, capacity and ancillary services. There
are four key players that participate in the market: system operator, supplier, consumer
and financial trader. The suppliers produce products and sell them into the market. The
consumers buy products from the markets and consume them. The financial traders can
4
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Figure 1.2: Overview of wholesale electricity market
also participate the market through financial tools like virtual bids without owning any
physical assets. The system operators collect the offers and bids from the other partici-
pants, settle the electricity prices and dispatch points, and maintain the stable operation
of transmission networks.
1.2 Technical Challenges and Research Opportunities
With continuous integration of distributed energy resources (DERs) into power
grids, new opportunities and challenges arise at the same time. From the operators’ per-
spective, it is critical to better coordinate the DERs in distribution systems to reduce the
total energy cost, mitigate the phase unbalance, and improve the power quality. From the
consumers’ perspective, with the ability to adjust their consumption, they can participate
5
in the ancillary service or demand response program to further reduce the total energy bills.
Moreover, with advancing metering, sensing and digital management system, the reliability
and efficiency of power grids could be further improved with data driven methods. In this
section, the overview of the four targeted problems in this dissertation is provided.
1.2.1 Three-phase OPF in Distribution Systems
A two-stage pricing approach for residential demand response management is pro-
posed recently [8]. Under the two-stage pricing framework, an innovative proactive demand
participation scheme is proposed with demand bid curve forecasting [9]. In the two-stage
pricing framework, the market-based dispatch is extended from wholesale markets to retail
markets at a distribution network level, where a three-phase optimal power flow (OPF)
problem needs to be solved.
Because of the balanced three-phase loadings in transmission systems, low resis-
tance over reactance ratio of transmission lines, a single-phase direct current optimal power
flow (DCOPF) or alternating current optimal power (ACOPF) problem is typically solved
for the economic dispatch in wholesale markets. The single-phase DCOPF, as a linear pro-
gramming (LP) problem, can be solved quickly and robustly. The single-phase ACOPF
problem is non-linear and non-convex. It is more difficult to be solved but achieves more
accurate results.
However,with unbalanced loadings among three phases and much larger resistance
of distribution lines, the single-phase OPF formulation is no longer suitable for the dis-
tribution system. The three-phase OPF problems need to be solved instead in order to
achieve better dispatch results. To have a better management of distribution networks, it
6
is necessary to develop new algorithms based on the updated problem formulations.
1.2.2 Ancillary Services Provision with Data Centers
In distribution systems, ancillary services are needed to mitigate the unbalanced
three-phase loadings issues. High degree of unbalance in distribution feeders can signifi-
cantly affect power quality, damage electrical equipment and appliances [10], and result in
highly unbalanced three-phase voltages. In addition, unbalanced systems are more likely
to experience overloading on a phase wire or a neutral wire. The overloading will not only
cause overheating but also lead to tripping of a protective device if there is large neutral
current [11].
In transmission systems, the intermittency of renewable generation outputs poses
a new set of operational and planning challenges to power system operators. In particular,
there is an increasing need for high quality frequency regulation services to balance the
supply and demand of electricity in real-time and mitigate the uncertainties in renewable
generation outputs [12]. A major challenge of automatic generation control (AGC) in
fossil-fueled power plants is that they are not well suited to follow the AGC set points on
a second-by-second basis with very high accuracy.
Data centers could provide phase balancing services in distribution systems and
frequency regulation services in transmission systems by adjusting their power consumption
with different techniques including dynamic voltage and frequency scaling (DVFS) [13, 14,
15], virtual machine migration and auto-scaling [16, 17], and geometrical load balancing
[18]. By providing ancillary services, data centers can not only receive compensations and
reduce energy bills but also help further improve the stability and reliability of power grids.
7
1.2.3 Data-driven Volt-VAR Control
As the penetration level of distributed energy resources (DERs) continuously in-
creases in power distribution systems, it is increasingly difficult to keep the voltages along
the feeders within desired ranges. The voltage profile highly impacts the electricity service
quality for end users. Both over-voltage and under-voltage conditions could reduce en-
ergy efficiency, cause equipment malfunction, and damage customers’ electrical appliances.
Equipped with remotely controlled and monitoring devices, electric utilities started adopt-
ing Volt-VAR control (VVC) to maintain voltages within allowable ranges, manage power
factor, and reduce operation costs. These control objectives can be achieved by coordinat-
ing the operations of various equipment such as voltage regulators, on-load tap changers,
switchable capacitor banks, and smart inverters.
Although successful field demonstrations of VVC have been reported by many
electric utilities, there are still many barriers to the wide-spread adoption of the technology.
One of the most significant barriers is the lack of robust distribution network topology
and parameter information, which are required in optimization based VVC approaches.
In particular, inaccurate distribution secondary systems’ information [19, 20, 21] makes it
difficult for VVC to ensure that customers’ voltages will stay within the acceptable range.
Moreover, the model-based control approaches are not always scalable and may not be
applicable in real-time control environments.
With gradually reduced manufacturing cost, the smart meters, sensors, and re-
motely controlled devices are widely installed in power grids. At the same time, the com-
munication infrastructure is also upgrading, which enables instantaneous communication
8
between operators and devices. All these new technologies make the data-driven control a
promising direction to overcome the barriers of traditional approaches.
1.2.4 Algorithmic Trading with Virtual Bids
The U.S. energy market is designed as a two-settlement market, which consists
of the day-ahead (DA) market and the real-time (RT) market. The DA market is for
day-ahead planning with security constrained unit commitment and security constrained
economic dispatch programs that simultaneously optimize energy and reserves. The RT
market is settled based on the actual system operation conditions.
Financial traders without physical assets can buy or sell energy in the DA market
with an explicit requirement to sell or buy it back in the RT market through virtual bids.
The virtual bids are introduced into the two-settlement electricity market to improve market
efficiency, promote price convergence [22], provide hedging instruments [23], and enhance
market liquidity.
For proprietary trading firms, it is imperative to design virtual bids portfolio trad-
ing strategies that maximize the expected earnings and minimize risk. Moreover, the trad-
ing profitability of virtual bids can be used as an important metric to evaluate the relative
market efficiency across different whole electricity markets.
1.3 Contributions
This dissertation primarily studies the four targeted problems mentioned in the
previous section. The main contributions of this dissertation include:
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Three-phase DCOPF and three-phase ACOPF: For the three-phase OPF problems
in distribution systems, we first fill the knowledge gap by extending the iterative single-
phase DCOPF algorithm to three-phase system with fictitious nodal demand (FND) [24].
The proposed iterative three-phase DCOPF algorithm provides not only a computationally
efficient solution but also a good approximation to the ACOPF solutions. In addition, none
of the existing literatures have touched on the subject of LMP decomposition in three-phase
distribution systems. We presents a generalized three-phase LMP decomposition within the
DCOPF framework.
Furthermore, we develop a computationally efficient and scalable three-phase OPF
algorithm which is capable of finding optimal solutions for the three-phase ACOPF problem
[25]. Specifically, we first revisit the rank conundrum in solving three-phase OPF problems.
The innovative three-phase OPF algorithm synergistically combines the convex iteration
technique and the chordal based conversion algorithm. We also propose a greedy algo-
rithm to find an appropriate grid partitioning scheme that results in lower computational
complexity.
Phase balancing and frequency regulation service provisioning with data cen-
ters: For distribution systems, we propose to solve the network phase balancing problem
by shifting computational loads among the servers connected to three different phase wires
in a data center [26]. An iterative scheme to coordinate the operations of data center and
distributed energy resources within a DSO managed electricity market is proposed. We
also derived the three-phase Locational Marginal Prices (LMPs) sensitivities in a distri-
bution market and embedded the price sensitivities into the data center’s electricity cost
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minimization problem. The operational coordination strategy for data center and DERs is
very effective in reducing phase unbalance; therefore, improving distribution network oper-
ational efficiency and reliability. The simulation results show that the degree of unbalance
of a distribution feeder can be reduced by up to 100% and the electricity cost of the data
center decreases by more than 4.0%.
At a transmission system level, we design a comprehensive framework for a data
center to provide frequency regulation service, consisting of bidding into the hour-ahead
electricity market and following frequency regulation signal in real-time operations. A risk-
constrained hour-ahead bidding strategy considering uncertainties of energy and frequency
regulation service prices is developed to determine the optimal energy and frequency reg-
ulation bids by data centers. The dummy computing load is introduced for the first time
to increase the amount of frequency regulation service provision of the data center in ad-
dition to the DVFS technique. A realistic bi-linear server power consumption model and
rule-based data center power consumption control algorithm not only enable accurate fre-
quency regulation signal following but also limit degradation in quality of service (QoS).
The theoretical derivation and simulation results point out that the profitability of fre-
quency regulation service provision by data center depends on an accurate prediction of the
price difference between frequency regulation service and energy. The simulation results
show that for a period of 3 months the proposed frequency regulation service provision
framework reduces the electric bill by $21, 590(8.1%) for a data center with 100,000 servers
compared to the power minimization strategy.
Safe deep reinforcement learning algorithms in the application of Volt-VAR
11
control: We first adopt the constraint policy optimization (CPO)[27] algorithm to solve
the Volt-VAR control problem [28], which statistically guarantees every control policy during
learning will satisfy operational constraints in the form of expectation. Compared to the
optimization-based approaches, our proposed algorithm has better scalability and does not
require an accurate and complete physical model of the distribution network.
Furthermore, a safe off-policy deep reinforcement learning (DRL) algorithm is de-
veloped [29]. Instead of penalizing constraints violation in the reward function of markov
decison process (MDP), we propose a constrained MDP (CMDP) formulation for the VVC
problem, which explicitly models the physical operation constraints. By synergistically
combining the merits of the method of multipliers and soft actor-critic (SAC) [30] algo-
rithm, our proposed constraint soft-actor critic (CSAC) algorithm can better satisfy the
operation constraints in power distribution systems. Compared to tabular Q-learning and
deep Q-network (DQN) [31, 32], our proposed CSAC algorithm has significantly improved
scalability. By designing the policy network with a device-decoupled structure, the number
of parameters only increases linearly with the number of voltage regulating devices. On the
other hand, in the Q-learning based approaches, the number of network parameters increases
exponentially with the number of voltage regulating devices. As an off-policy method, the
proposed algorithm is more sample efficient than the state-of-the-art DRL algorithms for
CMDP such as constrained policy optimization [27]. This is because our proposed method
can effectively reuse historical operational data for training purpose. Furthermore, by using
an ordinal network structure to encode the natural ordering between discrete actions of
voltage regulating devices, the inductive bias can be introduced to further accelerate the
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learning process.
Algorithmic trading with virtual bids in electricity markets: A machine learning
based trading strategy is developed [33] for financial traders to maximize total profits and
limit portfolio risks. We push the research frontier of algorithmic trading with virtual bids in
the following ways. First, instead of relying only on historical LMPs to model and estimate
the DA and RT price spreads and payoff of virtual bids, this paper develops a mixture
density network (MDN) to infer the conditional distribution of nodal price spreads given
the fundamental inputs such as electric load, generation outage, and transmission outage.
Second, a risk-constrained portfolio optimization problem for virtual bids is formulated and
efficiently solved with a finite number of scenarios. Third, a machine learning framework for
algorithmic trading with virtual bids is established by synergistically combining the risk-
constrained portfolio optimization framework and the MDN model. The profitability of our
proposed trading strategy outperforms the state-of-the-art online learning (OL) approach
to virtual trading [34].
1.4 Organization
The remainder of the dissertation is organized as follows. In Chapter 2, the three-
phase OPF problems in distribution network are investigated, including the three-phase
DCOPF [24] problem and three-phase ACOPF problem [25]. In Chapter 3, data centers
are used as flexible resources to provide ancillary services in power grids, including the
phase balancing service in distribution networks [26] and frequency regulation service in
transmission networks [35]. The Volt-VAR control with deep reinforcement learning algo-
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rithms including both on-policy [28] and off-policy [29] algorithms are proposed in Chapter
4. A machine learning framework for algorithmic trading with virtual bids [33] is developed
in Chapter 5. Chapter 6 states the conclusions.
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Chapter 2
Three-phase OPF in Distribution
System
The increasing penetration of DERs has significantly influenced the daily operation
of distribution systems. It is critical to manage the DERs in an efficient and effective way.
A two-stage pricing approach for residential demand response management is proposed in
[8] recently, where a economic dispatch problem need to be solved at a distribution system
level. Because of unbalanced loads and relative larger conductance of distribution lines, the
three-phase OPF models are more appropriate for distribution systems. In this section, we
investigate the three-phase DCOPF and ACOPF problems in distribution systems.
2.1 Related Works
Many researchers have studied the problem of DERs coordination and manage-
ment. In [36], the concept of LMP for distribution system is first proposed in order to
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manage distribution generation (DG) resources and reduce lines losses. A real-time pricing
strategy is used to schedule load with a linear-programming (LP) method in [37]. Re-
searchers in [8] provide a two-stage pricing approach for residential demand response man-
agement. In [38, 9], an innovative proactive demand participation scheme is proposed under
two-stage pricing framework with demand bid curve forecasting. To mitigate power quality
issues of micro-grid, a mixed integer programming (MIP) approach is studied in [39]. The
OPF problem is one of the core problems to coordinate the DERs.
The single-phase OPF problem for the transmission system has been studied ex-
tensively in the past 50 years. The transmission system can be treated as a single-phase sys-
tem in the OPF problem due to the relatively balanced electricity loads across three phases
and periodically transposed transmission lines. The single-phase OPF problem is highly
non-convex due to the nonlinear relationship between voltage and power injections. This
problem can be solved by numerous algorithms including Newton-based methods [40, 41],
linear and quadratic programming [42], nonlinear and polynomial programming [43], inte-
rior point methods [44], and heuristic optimization methods [45]. However, none of them
guarantees a global optimum. To obtain a global optimum, a SDP relaxation method was
recently proposed [46]. The method first transforms the OPF problem to a semidefinite pro-
gramming problem (SDP) where the only non-convex constraint is a rank-one constraint.
If the rank-one constraint is dropped, then convex optimization techniques can be used to
solve the problem. The global optimality of this convex relaxation method has been proven
for single-phase tree-networks [47] and a small group of mesh networks [48] with some small
perturbations in the admittance matrix. Nonetheless, a rank-one solution can not always
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be achieved with the convex relaxation algorithm. The exactness of the convex relaxation
has been investigated in [49, 50]. The convex relaxation approach has been leveraged to
develop heuristic algorithms that solve rank-constrained optimization problems [51, 52, 53].
However, the convergence of these algorithms cannot be guaranteed.
Only a few researchers have studied the three-phase OPF problem [54, 55]. A
quasi-Newton method based approach was developed after transforming the OPF problem
with implicit function theorem in [54]. Authors in [55] developed a distributed semidefinite
programming solver for the three-phase OPF problem based on ADMM and the Lagrangian
relaxation method. However, neither of the algorithms guarantees convergence or global op-
timality. Furthermore, these algorithms are not computationally efficient enough to handle
realistic distribution feeders with thousands of buildings and customers.
In Section 2.2, we first fill the knowledge gap by extending the iterative single-
phase DCOPF algorithm [56] to three-phase system with fictitious nodal demand (FND)
[24]. Secondly, we develop a computationally efficient and scalable for the non-linear non-
convex three-phase OPF algorithm [25] in Section 2.3.
2.2 Three-phase DCOPF
2.2.1 Problem Formulation
List of Symbols
Bpmik , G
pm
ik Susceptance and conductance between node i with phase p and node k with
phase m.
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Cd (n,m)j Demand bid price of the j -th segment of price sensitive demand bid curve at
node n with phase m.
Cg (1)i Supply offer price of the i -th segment of supply offer curve at reference bus.
Cg (n,m)i Supply offer price of the i -th segment of supply offer curve at node n with
phase m.
d (n,m)j Demand bid quantity of the j -th segment of price sensitive demand bid curve
at node n with phase m.
(DF ts)
p Phase p’s delivery factor at node s with phase t.
FDmn Real power of fixed demand at node n with phase m.
FP, FQ Set of real and reactive power branch flows.
FP pb , FQ
p
b Real and reactive power flow on branch b with phase p.
g (n,m)i Supply offer quantity of the i -th segment of supply offer curve at node n with
phase m.
GSFP p gik q Generation shift factor for real power flow of the branch which connects node
i and k with phase p when power injection is at node q with phase g.
GSFQp gik q Generation shift factor for reactive power flow of the branch which connects
node i and k with phase p when power injection is at node q with phase g.
J1 Total number of segments of demand bid curve at the reference bus.
18
Jmn ,K
m
n Total number of segments of supply offer curve and demand bid curve at node
n with phase m.
Iik, Vik Current and voltage across the branch connecting node i and k.
(LF ts)
p Phase p’s loss factor at node s with phase t.
N Total number of nodes including the swing bus.
PDmn Real power of total demand at node n with phase m.
PGmn Real power of generation at node n with phase m.
P pi , Q
p
i Net injection of real and reactive power injection at node i with phase p.
P pik, Q
p
ik Real and reactive power flowing from node i to node k with phase m.
P ploss Total real power losses at phase p.
PLimitpik Real power flow limit between node i and k with phase p.
Rpgik , X
pg
ik Resistance and reactance of the phase impedance matrix relating node i with
phase p and node k with phase g.
Spik Complex power flowing from node i to node k with phase m.
(Sloss)ik Complex power losses of the branches connecting node i and k.
SLimitpik Complex power flow limit between node i and k with phase p.
Zik Phase impedance matrix of the line connecting node i and k.
γ Power imbalance limit between phases.
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θV
pm
ik ,θI
pg
ik Voltage angle difference and current angle difference between node i with phase
p and node k with phase m.
A. Linear Model without Considering Loss
The objective of three-phase DCOPF problem is to maximize total surplus of
customers and producers in a distribution system. On the supply side, an equivalent system
supply offer curve is created at the point-of-integration to the transmission system. On the
demand side, individual buildings and customers express their energy usage preferences
by constructing price-sensitive demand bid curves [38]. Node 1, the point-of-integration
to the transmission system, is selected as the swing bus of the distribution system. Note
that there is only one supply offer curve for all three phases at the distribution substation.
The objective function of the DCOPF problem is provided in equation (2.1). Without
considering losses, the real power balance constraints are represented by equation (2.2).
In subsection 2.2.1, these constraints are modified when real power losses are taken into
consideration. Equation (2.3) shows the power flow limit constraints. Generating shift
factors used in the equation are derived in subsection 2.2.1. Phase imbalance constraints
are represented in equation (2.4), which have been shown to be effective in mitigating phase
imbalance problems in [3].
max
d
N∑
n=2
3∑
m=1
Kmn∑
j=1
Cd (n,m)j d (n,m)j −
Jmn∑
i=1
Cg (n,m)i g (n,m)i
− J1∑
i=1
Cg (1)i g (1)i (2.1)
subject to:
N∑
n=1
PGmn =
N∑
n=1
PDmn ,m = 1, 2, 3 (2.2)
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|
N∑
q=2
3∑
g=1
GSFP p gik q ·
(
PGgq − PDgq
) | ≤ PLimitpik, ∀i, k and i 6= k (2.3)
|
N∑
n=2
P in −
N∑
n=2
P jn| ≤ γ, i, j = 1, 2, 3 and i 6= j (2.4)
where
PLimitpik =
√√√√(SLimitpik)2 − ( N∑
q=2
3∑
g=1
GSFQp gik q ·Qgq)2 (2.5)
B. Derivation of Generation Shift Factors
The relationship between real power injection and voltage angle is derived by
differentiating load flow equation with respect to θV . We start the derivation from equations
(2.6)-(2.7) [57]:
∂P pi
∂θV
m
k
= |V pi ||V mk |[Gpmik sinθV pmik −Bpmik cosθV pmik ], p 6= m or i 6= k (2.6)
∂P pi
∂θV
p
i
= −Bppii (V pi )2 −Qpi (2.7)
Under most operational scenarios, the voltage drop and voltage angle bias are
small when the distribution network is not heavily loaded or seriously unbalanced. When
large voltage drop happens, step-type voltage regulators, load tap changing transformers,
and shunt capacitors will be operated to keep customers’ voltage within an acceptable range.
Thus the following assumptions are made:
|V pi | ≈ 1 (2.8)
θV
pm
ik ≈

120◦ if p−m = −1, 2
−120◦ if p−m = 1,−2
0◦ if p−m = 0
(2.9)
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With the above assumptions, equations (2.6) and (2.7) can be simplified as:
∂P pi
∂θV
m
k
= Gpmik sinθV
pm
ik −Bpmik cosθV pmik , p 6= m or i 6= k (2.10)
∂P pi
∂θV
p
i
= −Bppii −Qpi (2.11)
Excluding the swing bus, in condensed form equations (2.10)-(2.11) become:
∆P = [BP ]∆θV (2.12)
where [BP ] is a 3 (N − 1)× 3 (N − 1) matrix.
The relationship between reactive power injection and voltage magnitude is derived
by differentiating load flow equation with respect to V [57]:
∂Qpi
∂V mk
= |V pi |[Gpmik sinθV pmik −Bpmik cosθV pmik ], p 6= m or i 6= k (2.13)
∂Qpi
∂V pi
=
N∑
k=1
3∑
m=1
|V mk |[Gpmik sinθV pmik −Bpmik cosθV pmik ]− |V pi |Bppii cosθV ppii (2.14)
With the same assumption above, equation (2.13) can be simplified as:
∂Qpi
∂V mk
= Gpmik sinθV
pm
ik −Bpmik cosθV pmik , p 6= m or i 6= k (2.15)
As the shunt component is usually very small
N∑
k=1
Bpmik ≈ 0,
N∑
k=1
Gpmik ≈ 0, m = 1, 2, 3
Thus
∂Qpi
∂V pi
≈ −Bppii (2.16)
Excluding the swing bus, in condensed form equations (13)-(14) become:
∆Q = [BQ]∆V (2.17)
22
where [BQ] is a 3 (N − 1)× 3 (N − 1) matrix.
The complex power flowing from node i to k with phase p is given by (2.18):
Spik = V
p
i
3∑
m=1
[
(
Gpmik + jB
pm
ik
)
(V mi − V mk )]∗ (2.18)
By separating the real and imaginary part of complex branch flow equation (17), we get
equations (2.19) and (2.20).
P pik =
3∑
m=1
{|V pi ||V mi |cosθV pmii Gpmik − |V pi ||V mk |cosθV pmik Gpmik
+ |V pi ||V mi |sinθV pmii Bpmik − |V pi ||V mk |sinθV pmik Bpmik }
(2.19)
Qpik =
3∑
m=1
{|V pi ||V mi |sinθV pmii Gpmik − |V pi ||V mk |sinθV pmik Gpmik
− |V pi ||V mi |cosθV pmii Bpmik + |V pi ||V mk |cosθV pmik Bpmik }
(2.20)
Equation (2.19) can be simplified as follows by the assuming |V pi | ≈ 1.
P pik =
3∑
m=1
2Bpmik sin
(
θV
p
i − θV mi − θV pi + θV mk
2
)
cos
(
θV
p
i − θV mi + θV pi − θV mk
2
)
−
3∑
m=1
2Gpmik sin
(
θV
p
i − θV mi − θV pi + θV mk
2
)
sin(
θV
p
i − θV mi + θV pi − θV mk
2
) (2.21)
If we assume balanced voltage angles,
θV
p
i − θV mi + θV pi − θV mk ≈

240◦ if p−m = −1, 2
−240◦ if p−m = 1,−2
0◦ if p−m = 0
(2.22)
We have sinθV
mm
ik ≈ θV mmik . Now equation (2.21) can be simplified as follows.
P pik =
3∑
m=1
(
BP
pm
ik
)”
(θV
m
i − θV mk ) (2.23)
where
(
BP
pm
ik
)”
=

1
2B
pm
ik +
√
3
2 G
pm
ik if p−m = −1, 2;
1
2B
pm
ik −
√
3
2 G
pm
ik if p−m = 1,−2;
−Bpmik if p−m = 0.
(2.24)
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According to equation (2.23), the change in real power branch flow ∆PB can be represented
in condensed form as:
∆PB = [DP ][A]∆θV (2.25)
where ∆PB is a 3L×1 vector. L is the total number of branches. [DP ] is a 3L×3L matrix,
whose off-diagonal 3 × 3 blocks are zeros. Let DP b denote the b-th 3 × 3 diagonal block
connecting bus i and bus k
DP b =

−B11ik 12B12ik +
√
3
2 G
12
ik
1
2B
13
ik −
√
3
2 G
13
ik
1
2B
21
ik −
√
3
2 G
21
ik −B22ik 12B23ik +
√
3
2 G
23
ik
1
2B
31
ik +
√
3
2 G
31
ik
1
2B
32
ik −
√
3
2 G
32
ik −B33ik

[A] is a 3L× 3(N − 1) node-arc incidence matrix. [A] is compromised of L× (N − 1), 3 by
3 blocks. Each row of the 3× 3 blocks represents a three-phase branch. Each column of the
3× 3 blocks represents a bus. Let [Aij ] be the ij -th 3× 3 block of [A].
Diagonals of Aij =

1 if branch i starts at node j
−1 if if branch i ends at node j
0 otherwise
(2.26)
The non-diagonal elements of [Aij ] are zeros.
Substituting equation (2.12) into (2.25) yields
∆PB = [DP ][A]∆θV
= [DP ][A][BP ]
−1∆P
(2.27)
Therefore, three-phase generation shift factor matrix for real power flow is derived as:
[GSFP ] = [DP ][A][BP ]
−1 (2.28)
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With |V pi | ≈ 1 and the balanced angle assumption:
θV
pm
ii ≈ θV pmik =

120◦ if p−m = −1, 2;
−120◦ if p−m = 1,−2?
0◦ if p−m = 0.
(2.29)
Equation (2.20) can be simplified as:
Qpik =
3∑
m=1
(
Gpmik sinθV
pm −Bpmik cosθV pm
)
(|V mi | − |V mk |) (2.30)
Therefore
Qpik =
3∑
m=1
(BQ
pm
ik )
′′
(|V mi | − |V mk |) (2.31)
where
(
BQ
pm
ik
)”
=

1
2B
pm
ik +
√
3
2 G
pm
ik if p−m = −1, 2;
1
2B
pm
ik −
√
3
2 G
pm
ik if p−m = 1,−2;
−Bpmik if p−m = 0.
(2.32)
According to equation (2.31), the change in reactive power branch flow ∆QB can be repre-
sented in condensed form as:
∆QB = [DQ][A]∆V (2.33)
where QB is a 3L× 1 vector. L is the total number of branches. DQ is a 3L× 3L matrix,
whose off-diagonal 3× 3 blocks are zeros. Let the DQb denote the b-th 3× 3 diagonal block
connecting node i and node k.
DQb =

−B11ik 12B12ik +
√
3
2 G
12
ik
1
2B
13
ik −
√
3
2 G
13
ik
1
2B
21
ik −
√
3
2 G
21
ik −B22ik 12B23ik +
√
3
2 G
23
ik
1
2B
31
ik +
√
3
2 G
31
ik
1
2B
32
ik −
√
3
2 G
32
ik −B33ik

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Similarly, with equations (2.17) and (2.33), three-phase generation shift factor matrix for
reactive power flow is derived as:
[GSFQ] = [DQ][A][BQ]
−1 (2.34)
The derivations of three-phase GSFs have the same form as single-phase GSF matrix. How-
ever, matrices [DP ], [DQ], [A], [BP ] and [BQ] are constructed in a different way. Intuitively,
the differences arise from the mutual coupling among three phases of distribution system
line. All of the non-diagonal elements of [D] in single-phase GSF equation are zeros, while
non-diagonal elements of diagonal 3 by 3 blocks of [DP ] and [DQ] in three-phase GSF equa-
tions are typically non-zero. In three-phase equations [BP ] and [BQ] are constructed with
conductance and susceptance from the admittance matrix Y.
C. Centralized Loss Model
The power loss on each branch can be written as:
(SLoss)ik = Vik · Iik∗ = (ZikIik) · Iik∗
=


Z11ik Z
12
ik Z
13
ik
Z21ik Z
22
ik Z
23
ik
Z31ik Z
32
ik Z
33
ik

Iik

· Iik∗
(2.35)
For each phase, we have:
(SLoss)
p
ik = I
p
ik
∗
3∑
g=1
Zpgik I
g
ik (2.36)
where Zpgik is the element of phase impedance matrix relating node i with phase p and node
k with phase g. Ipik
∗
= |Ipik|e−jθ
p
ik and Igik = |Igik|ejθ
g
ik
26
Assume |Igik| ≈ |Ipik|, for p 6= g, then (2.36) can be simplified as:
(SLoss)
p
ik = |Ipik|2
3∑
g=1
Zpgik
(
cosθI
pg
ik − j · sinθIpgik
)
= |Ipik|2
3∑
g=1
(
Rpgik + jX
pg
ik
) (
cosθI
pg
ik − j · sinθIpgik
) (2.37)
The real part of (2.37) is the real power loss,
(PLoss)
p
ik =
3∑
g=1
|Ipik|2
(
Rpgik cos θI
pg
ik +X
pg
ik sin θI
pg
ik
)
=
3∑
g=1
|Spik|2
|V pi |2
Rpgik
′
(2.38)
where the equivalent resistance obtained from phase impedance matrix relating node i with
phase p and node k with phase g is defined as: Rpgik
′ ∆
= Rpgik cos θI
pg
ik +X
pg
ik sin θI
pg
ik .
If balanced current angle is assumed,
θI
p
i − θIgk =

120◦ if p− g = −1, 2
−120◦ if p− g = 1,−2
0◦ if p− g = 0.
(2.39)
Then
Rik
′ =

R11ik −12R12ik +
√
3
2 X
12
ik −12R13ik −
√
3
2
13
ik
−12R21ik −
√
3
2 X
21
ik R
22
ik −12R23ik +
√
3
2 X
23
ik
−12R31ik +
√
3
2 X
31
ik −12R32ik −
√
3
2 X
32
ik R
33
ik
 (2.40)
If we assume |V pi | ≈ 1, then (2.38) can be simplified as:
(PLoss)
p
ik =
3∑
g=1
|Spik|2Rpgik ′ =
3∑
g=1
(|P pik|2 + |Qpik|2)Rpgik ′ (2.41)
Therefore we have
P pLoss = P
p
Loss(FP ) + P
p
Loss(FQ) (2.42)
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where
P pLoss(FP ) =
B∑
b=1
3∑
g=1
(
FP pb
)2
Rpgb
′
(2.43)
P pLoss(FQ) =
B∑
b=1
3∑
g=1
(
FQpb
)2
Rpgb
′
(2.44)
where B is the total number of branches. FP pb and FQ
p
b are real and reactive power flow on
branch b at phase g. FP and FQ are the set of real and reactive branch flows respectively.
F pb can be obtained with GSFs and power injections:
FP pb =
N∑
q=2
3∑
m=1
GSF p mb q P
m
q (2.45)
FQpb =
N∑
q=2
3∑
m=1
GSF p mb q Q
m
q (2.46)
Phase p’s marginal loss factor (LF) at bus s with phase t is defined as follows:
(LF ts)
p , ∂P
p
Loss
∂P ts
=
B∑
b=1
3∑
g=1
2Rpgb
′ ·GSFP p tb s
N∑
q=2
3∑
m=1
GSFP p mb q P
m
q (2.47)
Phase p’s marginal delivery factor (DF) at bus s with phase t is defined as following:
(DF ts)
p ∆=
1− (LF
t
s)
p, t = p,
−(LF ts)p, t 6= p
(2.48)
Loss factor and delivery factor are keys to deriving marginal loss component of
LMP. The definitions of three-phase LF and DF are similar to that of single-phase. However,
from Equation (38), we can clearly see that in three-phase distribution systems, power losses
of one phase is influenced by net loads of the other phases. Delivery factor (DF ts)
p is the
amount of power delivered from phase p when the load on node s with phase t increases
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by 1KW. When t equals p, DF is the sum of increase of load and power losses due to real
power flow on phase p. Otherwise, DF is equal to the increase in power losses due to real
power flow on phase p.
With the definitions above, it can be proved that
N∑
s=1
3∑
t=1
(DF ts)
p · (PGts − PDts)
=
N∑
s=1
3∑
t=1
(DF ts)
pP ts
=
N∑
s=1
P ps −
N∑
s=1
3∑
t=1
 B∑
b=1
3∑
g=1
2 ·Rpgb ′GSFP p tb sFP pb
 · P ts

=
N∑
s=1
P ps −
B∑
b=1
3∑
g=1
(
2 ·Rpgb ′FP pb
N∑
s=1
3∑
t=1
GSFP p tb sP
t
s
)
=
N∑
s=1
P ps − 2
B∑
b=1
3∑
g=1
Rpgb
′ (
FP pb
)2
= −P pLoss(FP ) + P pLoss(FQ) (2.49)
Thus the real power balance constraints become:
N∑
i=1
3∑
m=1
(DFmi )
p · PGmi −
N∑
i=1
3∑
m=1
(DFmi )
p · PDmi
+ P pLoss(FP )− P pLoss(FQ) = 0, p = 1, 2, 3 (2.50)
D. FND Model
Adopting FND can distribute system losses among distribution lines to eliminate
significant mismatch at the reference bus. FND-based DCOPF yields a closer approximation
to the results of ACOPF, as shown in [56]. Epi , FND at bus i with phase p, is defined as
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following:
Epi =
1
2
Bi∑
b=1
3∑
g=1
[
(
FP gb
)2
+
(
FQgb
)2
]Rpgb
′
(2.51)
where Bi is the number of branches connected to bus i. With FND, the power injection at
each node becomes:
Pmq = PG
m
q − PDmq − Emq (2.52)
Using FND, branch flow equation (2.45) can be updated as:
FP gb =
N∑
q=2
3∑
m=1
GSFP g mb q
(
PGmq − PDmq − Emq
)
(2.53)
Thus, power flow constraints (2.3) are revised as:
|
N∑
q=2
3∑
g=1
GSFP p gik q ·
(
PGgq − PDgq − Emq
) |2 ≤ PLimitpik,∀i, k and i 6= k (2.54)
Then the values of LFs, DFs, and power losses are updated with the new power injections
and power flows calculated from equations (2.52)-(2.53).
Algorithm 1 Iterative algorithm for three-phase DCOPF
1: Initially set LFs, FNDs and power losses to zeros.
2: Solve linear optimization problem using (2.1), (2.4), (2.50), and (2.54).
3: repeat
4: Update the values of FNDs, power losses, LFs and DFs using (2.47), (2.48), (2.51)
and (2.53).
5: Solve linear optimization problem using (2.1), (2.4), (2.50), and (2.54).
6: until the difference of the load and generation dispatch between the current iteration
and previous iteration’s result is less than the pre-defined tolerance
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E. Iterative DCOPF algorithm
The FND-based DCOPF problem is solved iteratively. The iterative algorithm we
propose can be briefly described as in Algorithm 1.
F. Three-Phase LMP Decomposition
The Lagrange function of the OPF problem L is derived from objective function
(2.1) and constraints (2.50), (2.4), and (2.54).
L =
 N∑
n=1
3∑
m=1
 Jmn∑
j=1
Cd (n,m)j d (n,m)j −
Imn∑
i=1
Cg (n,m)i g (n,m)i

−
3∑
p=1
λp
(
N∑
i=1
3∑
m=1
(DFmi )
p · PGmi
−
N∑
i=1
3∑
m=1
(DFmi )
p · (PDmi + Emi ) + P pLoss(FP )− P pLoss(FQ)
)
−
B∑
b=1
3∑
p=1
µpb
+
 N∑
q=1
3∑
g=1
GSFP p gb q · P gq − PLimitpb

−
B∑
b=1
3∑
p=1
µpb
−
− N∑
q=1
3∑
g=1
GSFP p gb q · P gq − PLimitpb

−
2∑
p=1
3∑
m=2,m 6=p
µpm+
(
N∑
n=2
P pn −
N∑
n=2
Pmn − γ
)
−
2∑
p=1
3∑
m=2,m 6=p
µpm−
(
−
N∑
n=2
P pn +
N∑
n=2
Pmn − γ
)
(2.55)
LMP at node i with phase g can be derived by differentiating Lagrangian function (2.55)
with respect to fixed load at node i phase g. λp is the Lagrange multiplier of real power
balance constraint of phase p (40); µpb
+
and µpb
−
are the Lagrange multipliers of distribution
line thermal limit constraints (44); µpm+ and µpm− are the Lagrange multipliers of phase
imbalance constraints (4).
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As shown in (46), three-phase LMPs can be decomposed into four component:
marginal energy component, marginal loss component, marginal congestion component,
and marginal phase imbalance component. Compared with single-phase LMP, three-phase
LMP has an extra component, namely, marginal phase imbalance component.
LMP gi =
∂ψ
∂FDgi
=
3∑
p=1
λp(DF gi )
p +
B∑
b=1
3∑
p=1
µpb
′
GSFP p gb i + µ
g ′′
= λg −
3∑
p=1
λp(LF gi )
p +
B∑
b=1
3∑
p=1
µpb
′
GSFP p gb i + µ
g ′′ (2.56)
where
µpb
′
= µpb
+ − µpb− (2.57)
µg ′′ =

µ12
+
+ µ13 − µ12i − − µ13− if g = 1;
−µ12+ + µ23 + µ12i − − µ23− if g = 2;
−µ13+ − µ23 + µ13i − + µ23− if g = 3.
(2.58)
2.2.2 Simulation Results
A. A comparison between three-phase DCOPF and three-phase ACOPF
The simulation results of three-phase DCOPF and three-phase ACOPF are shown
in Table 2.1 when the voltage of the reference bus is at 1.0 per unit. As shown in Table 2.1,
the differences in social welfare, system real power losses, and real power line flows are very
small between the proposed three-phase DCOPF and the benchmark three-phase ACOPF
algorithm. The differences in reactive power flow are slightly larger than the real power
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flow due to the fact that reactive power losses are not modeled in the three-phase DCOPF
algorithm. However, as the power factors of distribution loads are typically around 0.95
lagging, the errors of reactive power flow are usually not very significant.
Table 2.1: Comparison between three-phase DCOPF and three-phase ACOPF
DCOPF ACOPF
Social Welfare ($) 833.4 838.6
Real Power Loss (KW) 38.9 47.1
Power Flows: Line 1 (KVA)
613+242.2i 618.6+281.6i
631.4+242.2i 633.6+281.5i
654.6+242.2i 654.9+288.7i
Power Flows: Line 2 (KVA)
611.5+242.2i 617.2 + 279.5i
629.9+242.i 632.7+279.5i
652.8+242.2i 653.9+286.2i
Power Flows: Line 3 (KVA)
605.2+242.i 614.9+265.7i
624.4+242.2i 630.3+265.1i
645.7+242.2i 651.3+270.8i
Numerical errors of real power losses and total social welfare are calculated for the
proposed three-phase DCOPF algorithm. Figure 2.1. depicts the change in the numerical
errors with various load bus voltage levels. The proposed three-phase DCOPF algorithm
achieves best accuracy when the load bus three-phase average voltage is around 1.05 per
unit. If the load bus voltage is kept between 0.98 and 1.02 per unit, then the errors of social
welfare and real power losses associate with the three-phase DCOPF algorithm are smaller
than 0.5% and 10% respectively.
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Figure 2.1: Numerical error versus load bus voltage
B. Three-phase LMP decomposition
The LMPs of the IEEE 4-bus network are shown in Table III. As illustrated in
equation (46), three-phase LMPs consists of marginal energy component, marginal loss
component, marginal congestion component, and marginal phase imbalance component.
However, because the congestion constraints and phase imbalance constraints are not bind-
ing, these two components are not present in Table 2.2. The marginal energy components
are $0.6/kWh for every single bus and phase in the network. The marginal loss components
and loss factors increase from distribution substation to the end of the feeder. The marginal
loss components are higher on phase c whose loads are slightly higher than that of phase
a and b. In order to show the effects of marginal phase imbalance component, simulations
are performed by setting the fixed load of phase a as 460 KW and the fixed load of phase
c as 530KW. The phase imbalance limit is set as 50 KW. The result of LMPs is shown in
Table 2.3. The phase imbalance constraint relating phase a and c is binding. The marginal
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imbalance price component of phase a is about $-0.1/kWh, while the marginal imbalance
price component of phase c is about $0.1/kWh. Phase imbalance components of three-phase
LMPs are crucial economic signals sent to customers on phase a and c instructing them to
adjust load level to alleviate phase imbalance problems. The effect of congestion component
is intuitive and straightforward.
Table 2.2: Three-phase LMPs with only energy and loss components
Price ($/KWh) Node 2 Node 3 Node 4
Phase A 0.6 + 0.0016 0.6 + 0.0053 0.6 + 0.0234
Phase B 0.6 + 0.0013 0.6 + 0.0051 0.6 + 0.02
Phase C 0.6 + 0.0016 0.6 + 0.0055 0.6 + 0.0228
Table 2.3: Three-phase LMPs with energy, loss, and phase imbalance components
Price ($/KWh)
Node2
Phase A 0.6 + 0.0016− 0.1033
Phase B 0.6 + 0.0052− 0.1033
Phase C 0.6 + 0.0228− 0.1033
Node3
Phase A 0.6 + 0.0013 + 0
Phase B 0.6 + 0.0051 + 0
Phase C 0.6 + 0.0200 + 0
Node4
Phase A 0.6 + 0.0015 + 0.1033
Phase B 0.6 + 0.0054 + 0.1033
Phase C 0.6 + 0.0226 + 0.1033
2.2.3 Conclusion
This work developed a three-phase iterative DCOPF algorithm with fictitious
nodal demand. GSF matrix, LF and DF are derived within the three-phase DCOPF frame-
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work. The derivation for three-phase LMP decomposition shows that LMP can be decom-
posed into four price components: marginal energy component, marginal loss component,
marginal congestion component and marginal phase imbalance component. Simulation re-
sults from the IEEE 4-bus test case demonstrated the validity of the proposed three-phase
DCOPF algorithm. The three-phase DCOPF algorithm is shown to be a good approxi-
mation of the ACOPF algorithm when the load bus voltage is within normal operating
range.
2.3 Three-phase ACOPF
2.3.1 Problem Formulation
The SDP formulation of single-phase alternating current OPF (ACOPF) problem
was derived with voltages in rectangular form [48]. Reference [55] extended the SDP formu-
lation to three-phase ACOPF problem with complex voltages. In this section, we formulate
the three-phase ACOPF problem with voltages in the rectangular form.
List of Symbols
Epk , F
p
k Real part and imaginary part of the voltage at node k with phase p.
ei Standard basis vector.
gpmik , b
pm
ik Conductance and susceptance between node i with phase p and node k with
phase m in the line admittance matrix.
Gpmik , B
pm
ik Conductance and susceptance between node i with phase p and node k with
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phase m in the admittance matrix.
G The set of nodes with controllable generations in the power distribution net-
work.
Mpk Matrix defined for voltage magnitude calculation for node i with phase p.
N The set of all nodes in the power network.
NA Total number of decomposed areas.
ns Number of areas to search for further partitions at the current stage.
P pDk , Q
p
Dk
Fixed real and reactive load at node k with phase p.
P pGk , Q
p
Gk
Fixed real and reactive power generation at node k with phase p.
P pk,inj , Q
p
k,inj Real and reactive power injection at node k with phase p.
P pk, P
p
k Lower and upper limit of real power capacity of controllable distributed gener-
ation at node k with phase p.
P pmik , Q
pm
ik Real and reactive power flow from node i with phase p to node k with phase
m.
Qp
k
, Q
p
k Lower and upper limit of reactive power capacity of controllable distributed
generation at node k with phase p.
V Nodal voltage vector.
V pk Voltage at node k with phase p .
37
V pk, V
p
k Lower and upper limit of voltage magnitude at node k with phase p.
Xextl Sub-matrix of X associated with nodes in the l -th extended sub-area.
Xextl
(r)
Sub-matrix of Xextl associated with nodes in the l -th extended sub-area inter-
sected with the r -th extended sub-area.
ypmik Line admittance between node i with phase p and node k with phase m.
Y Admittance matrix.
Ypk,Y
p
k Admittance matrices defined for real and reactive power injection calculation.
Ypik,Y
p
ik Admittance matrices defined for real and reactive power flow calculation.
Ypk
(l)
,Y
p
k
(l)
Admittance matrices defined for real and reactive power injection calculation
associated with the branches in the l -th extended area.
Ypik
(l)
,Y
p
ik
(l)
Admittance matrices defined for real and reactive power flow calculation as-
sociated with the nodes in the l -th extended area.
A. Matrix Definition
For a three-phase n-node distribution network, define the voltage vector as:
V
∆
= [E11 , E
2
1 , E
3
1 · · ·E1n, E2n, E3n, F 11 , F 21 , F 31 · · ·F 1n , F 2n , F 3n ]T
where Epk and F
p
k are the real and imaginary parts of complex voltage at node k with phase
p.
Define the matrix Ψpk as
38
Ψpk
∆
= e3(k−1)+peT3(k−1)+pY (2.59)
where Y is the admittance matrix of the distribution network [55] and e3(k−1)+p is the
standard basis vector with the [3(k − 1) + p]-th element being 1, the only non-zero entry.
e3(k−1)+p
∆
= [0, 0, 0, ..., 1, 0, ..., 0]T (2.60)
Define the admittance matrices to be used for power injection calculations as:
Ypk
∆
=
1
2
 Re(Ψ
p
k + Ψ
p
k
T
) Im(Ψpk
T −Ψpk)
Im(Ψpk −ΨpkT ) Re(Ψpk + ΨpkT )
 (2.61)
Y
p
k
∆
= −1
2
 Im(Ψ
p
k + y
p
k
′T
) Re(Ψpk −ΨpkT )
Re(Ψpk
T − ypk ′) Im(Ψpk + ΨpkT )
 (2.62)
Then the real and reactive power injection equations can be rewritten as follows:
P pk,inj = Tr{YpkV V T } (2.63)
Qpk,inj = Tr{Y
p
kV V
T } (2.64)
Define the admittance matrices Ψpik, Y
p
ik, and Y
p
ik to be used for branch flow
calculations as follows:
Ψpik
∆
= e3(i−1)+p
3∑
m=1
(e3(i−1)+m · ypmik − e3(k−1)+m · ypmik )T
Ypik
∆
=
1
2
 Re(Ψ
p
ik + Ψ
p
ik
T
) Im(Ψpik
T −Ψpik)
Im(Ψpik −ΨpikT ) Re(Ψpik + ΨpikT )
 (2.65)
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Y
p
ik
∆
= −1
2
 Im(Ψ
p
ik + Ψ
p
ik
T
) Re(Ψpik −ΨpikT )
Re(Ψpik
T −Ψpik) Im(Ψpik + ΨpikT )
 (2.66)
where ypmik is the line admittance between node i with phase p and node k with phase m.
Then the branch power flow connecting node i and node k with phase p can be
rewritten as follows:
Spik = Tr{YpikV V T }+ jTr{Y
p
ikV V
T } (2.67)
Define matrix Mpi as:
Mpk
∆
=
 e3(k−1)+peT3(k−1)+p 0
0 e3(k−1)+peT3(k−1)+p
 (2.68)
Then the square of voltage magnitude can be rewritten as:
|V pi |2 = Tr{MpkV V T } (2.69)
B. Three-phase ACOPF Problem
The objective of the three-phase ACOPF problem in a distribution system is to
maximize total social welfare, minimize total power purchase cost, or minimize distribution
system losses. The three-phase OPF problem can be formulated in X = V V T with matrices
defined in section II.A as follows:
Formulation 1:
min
X
C(X) (2.70)
subject to:
P pGk − P
p
Dk
= Tr{YpkX}, k ∈ N \G (2.71)
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QpGk −Q
p
Dk
= Tr{YpkX}, k ∈ N \G (2.72)
P pk − P pDk ≤ Tr{Y
p
kX} ≤ P
p
k − P pDk , k ∈ G (2.73)
Qp
k
−QpDk ≤ Tr{Y
p
kX} ≤ Qpk −QpDk , k ∈ G (2.74)
Tr{YpikX}2 + Tr{Y
p
ikX}2 ≤ (Spikmax)2, i, k ∈ N (2.75)
(V pk)
2 ≤ Tr{MpkX} ≤ (V
p
k)
2, k ∈ N (2.76)
X = V V T (2.77)
Equation (2.77) is equivalent to the following two equations:
X  0 (2.78)
rank(X) = 1 (2.79)
In this work, the objective function (2.70) is chosen to minimize the total power
purchase cost.
C(X) =
3∑
p=1
∑
k∈G
cpkP
p
k (2.80)
where cpk and P
p
k are the supply offer price and generation quantity at controllable gener-
ation node k with phase p. Equations (2.71) and (2.72) enforce real and reactive power
balance constraints for load buses. Equations (2.73) and (2.74) represent real and reac-
tive power generation capacity constraints for buses with distributed generations. Power
flow constraints are modeled in equation (2.75). Voltage constraint is enforced in equation
(2.76). Equation (2.77) can be replaced by a positive semidefinite constraint and a rank
constraint. The rank constraint is a non-convex constraint.
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2.3.2 Technical Approach
A. Rank-one Conundrum Revisited
The rank constraint makes it difficult to solve the reformulated OPF problem.
Many researchers tried to solve the OPF problem by applying the semidefinite relaxation
technique in which the rank constraint is dropped [46, 48, 50, 58, 59, 55]. Some heuristic
methods were developed to recover a rank-one solution for single-phase networks when the
semidefinite relaxation technique fails[51, 52]. The existence of global optimal rank-one
solution has been proved for single-phase radial network in [47]. It is claimed in [55] that
semidefinite relaxation is “exact” for the three-phase OPF problem in a radial network.
However, no rigorous proof was provided. The semidefinite relaxation technique did result
in global optimal solution in the numerical tests [55]. However, the results are obtained
when the supply offer prices of the three phases are exactly the same. In practice, it is not
realistic to assume that the supply offer prices from distributed energy resources on three
phases will be the same [8]. A counter example is given in this subsection to prove that
semidefinite relaxation is not “exact” for three-phase OPF problems.
In order to prove the “exactness” of SDP relaxation for OPF problems of single-
phase tree-networks, the geometry of the feasible power injection region is analyzed [47].
Similarly, the feasible power injection region of a three-phase two-node network is studied
here. It can be assumed that a network consists of two three-phase nodes connected by
a typical distribution line. Define P 11 , P
2
1 , P
3
1 and P
1
2 , P
2
2 , P
3
2 as the power injections of
the three phases at node 1 and node 2 respectively. Assuming the voltage magnitudes are
around 1 per unit, the power injections can be calculated with the differences in voltage
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angles.
The 2-bus three-phase network is analyzed under two scenarios. In the first sce-
nario, it is assumed that the supply offer prices of DERs are the same for all three phases.
Then, the OPF problem is equivalent to optimize over the feasible injection region of power
summed over three phases. The feasible region on the plane of power injection at node 1
versus node 2, i.e., P1 versus P2, is depicted in Figure 2.2.
In the second scenario, it is assumed that the supply offer prices are different on
the three phases. In this case, the above-mentioned equivalence is no longer valid. The
projection of the six-dimensional feasible power injection region onto P 11 versus P
1
2 plane
for the second scenario is depicted in Figure 2.3.
Figure 2.2: Feasible power injection region of a two-node network with the same supply
offer prices on three phases
In the first scenario, the supply offer prices of the three different phases are the
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Figure 2.3: Feasible power injection region of a two-node network with different supply offer
prices on three phases
same. Therefore, the feasible power injection region on the P1 and P2 plane is approximately
an ellipsoid as shown in Figure 2.2. By dropping the rank constraint, the new feasible region
can be obtained by taking the convex hull of the original region, which is the same ellipsoid.
The optimal solution is located on the Pareto front of the feasible power injection region.
Therefore, relaxing the rank constraint doesn’t influence the optimal solution as the Pareto
front of the two feasible power injection regions are the same.
In the second scenario, the supply offer prices of DERs on three phases are dif-
ferent. The projection of the feasible power injection region onto the P 11 and P
1
2 plane is
non-convex as shown in Figure 2.3. Taking convex hull will enlarge the original feasible re-
gion. Therefore, the Pareto front of the relaxed problem is different and the solutions with
semidefinite relaxation technique will have higher ranks. To resolve the rank conundrum,
we advocate the adoption of the convex iteration technique to solve the three-phase OPF
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problem.
B. Convex Iteration
Instead of directly dropping the rank constraint in Formulation 1, we advocate
the adoption of the convex iteration technique to express the rank-constrained optimization
problem as iteration of the convex problem sequence (2.81) and (2.82) [60] in Formulation
2:
Formulation 2:
min
X
C(X) + wTr(XW ∗)
subject to
X ∈ B
X  0
(2.81)
min
W∈SNX
Tr(X∗W )
subject to
0 W  I
Tr(W ) = NX − 1
(2.82)
where B denotes the feasible region of X defined by equations (13) − (18), W ∗ represents
the optimal solution to semidefinite program (2.82), and X∗ denotes the optimal solution
to semidefinite program (2.81). The size of X and W are both NX ×NX . The closed-form
solution of the second convex optimization problem (2.82) is
W = U(:, 2 : NX)U(:, 2 : NX)
T (2.83)
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where U can be obtained from the eigenvalue decomposition
X∗ = UΛUT (2.84)
The result achieved from SDP relaxation can be used as a starting point, as the convex
hull usually provides a tight lower bound. The initial value of the direction matrix can be
chosen as the zero matrix. The optimal direction matrix W ∗opt is defined as any positive
semidefinite matrix yielding optimal solution X∗ of rank one. Therefore , the following two
problems are equivalent when W ∗opt is found.
min C(X) + wTr(XW ∗opt)
s.t. X ∈ B
X  0
≡
min C(X)
s.t. X ∈ B
X  0
rank(X) = 1
It should be noted that the convex iteration algorithm is different from the re-
laxation of the rank-constrained optimization problem. However, at global optimality, the
convex iteration formulation is equivalent to the relaxed problem. The convex iteration al-
gorithm was successfully applied in other applications including sensor-network localization
and compressed sensing [60]. By contrast, penalization methods [53, 52] tries to recover a
rank-one solution from the lower bound of the optimal solution by minimizing either the
voltage difference or reactive power loss.
C. Intuition of Convex Iteration Algorithm
The derivation of the convex iteration algorithm can be intuitively explained as
follows. For a rank-one positive semidefinite matrix, the largest eigenvalue is also the only
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non-zero eigenvalue, i.e.,
Tr(X) =
∑
i
λ(X)i = λmax(X) (2.85)
The rank-one constraint is equivalent to the following constraint:
Tr(X)− λmax(X) = 0 (2.86)
where the largest eigenvalue can be obtain by:
max
||u||2=1
uTXu
Therefore, constraint (2.86) can be rewritten as:
{ min
||u||2=1
Tr(X(I − uuT ))} = 0
This is equivalent to:
{ min
IW0
Tr(XW )} = 0 (2.87)
By multiplying the equality constraint (2.87) with w and adding it to the objective function
(2.85), the original problem in Formulation 1 can be rewritten as:
min
X,W
C(X) + wTr(XW )
subject to
X ∈ B
X  0
I W  0
(2.88)
As shown in the above optimization problem formulation, the rank-one constraint
is re-expressed as a bilinear term in the objective function. For a traditional bilinear opti-
mization problem, iterative linear programming method can be applied to find the optimal
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solution(s). In the context of semidefinite programming, the optimization problem (2.88)
can be tackled by iteratively solving the convex problem sequence (2.81) and (2.82).
The meaning of the direction matrix W can also provide us some intuition about
the inner working of the convex iteration algorithm. Let’s define matrix subspace Sn as
Sn ∆= {(I −W )X(I −W )|X ∈ SN+ } (2.89)
It can be shown that the orthogonal compliment of Sn is
S⊥n = {WXW |X ∈ SN+ } (2.90)
The optimal solution to semidefinite program (2.81) X∗ can be decomposed into
two components (2.91). The first component is the projection of X∗ onto subspace Sn,
which is (I −W )X∗(I −W ). The second component is the projection of X∗ onto subspace
S⊥n , which is WX∗W .
X∗ = (I −W )X∗(I −W ) +WX∗W (2.91)
According to Eckart-Young Thereom, the best rank-one approximation of X∗ in
terms of Frobenius norm distance is:
Xˆ∗ = U(:, 1)Λ(1, 1)U(:, 1)T (2.92)
It can be shown that the following equality holds:
(I −W )X∗(I −W ) = U(:, 1)Λ(1, 1)U(:, 1)T (2.93)
Therefore, the projection of X∗ onto Sn is Xˆ∗. Hence, polar direction −W can be regarded
as pointing toward the set of all rank-1 positive semidefinite matrices whose nullspace
contains that of X∗.
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D. Chordal Conversion
Coming back to Formulation 1 and first setting aside the rank constraint, a
SDP programming problem needs to be solved. In most of the SDP solvers, the primal-
dual interior-point method is adopted. The disadvantage of the primal-dual interior-point
method is that it is time-consuming to construct the dense Schur complement matrix when
solving large-scale problems. To address this drawback, the underlying aggregated spar-
sity of the power network is exploited by researchers [58, 59]. The semidefinite completion
theory allows us to exploit the chordal sparsity of radial distribution networks [61]. The
semidefinite completion theorem states that a symmetric matrix is positive semidefinite
completable if and only if all of the small matrices associated with the maximal cliques of
the graph derived from the whole matrix are positive semidefinite. This property allows
the SDP problem to be converted into another form with smaller-sized positive semidefinite
variables. The details of the conversion method are described in [62, 63]. When decom-
posing the graph of large networks, the intersections of maximal cliques are not empty.
Thus, equality constraints of the intersection areas are introduced which may increase the
dimension of the Schur complement matrix. Decisions need to be made to determine the
trade-off between the sparsity and order of the Schur complement matrix. Some heuristic
algorithms of clique amalgamation were developed in [62, 59].
By adopting chordal conversion, the original three-phase OPF problem (Formula-
tion 1) can be reformulated as follows:
Formulation 3:
min
X
NA∑
l=1
Cl
(
Xextl
)
(2.94)
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subject to:
Xextl ∈ B(l), l = 1, 2, · · ·NA (2.95)
Xextl
(r)
= Xextr
(l)
, l, r = 1, 2, · · ·NA (2.96)
Xextl  0, l = 1, 2, · · ·NA (2.97)
rank(Xextl ) = 1, l = 1, 2, · · ·NA (2.98)
where B(l) is the feasible region of Xextl satisfying
P pGk − P
p
Dk
= Tr{Ypk(l)Xextl }, k ∈ Al
QpGk −Q
p
Dk
= Tr{Ypk
(l)
Xextl }, k ∈ Al
P pk − P pDk ≤ Tr{Y
p
k
(l)
Xextl } ≤ P pk − P pDk , k ∈ Al \G
Qp
k
−QpDk ≤ Tr{Y
p
k
(l)
Xextl } ≤ Qpk −QpDk , k ∈ Al \G
Tr{Ypik(l)Xextl }2 + Tr{Y
p
ik
(l)
Xextl }2 ≤ (Spikmax)2, k ∈ Al ∩G
(V pk)
2 ≤ Tr{Mpk (l)X} ≤ (V
p
k)
2, k ∈ Al
Al is the set of nodes in the l-th area. A
ext
l denotes the set of nodes in the l-th
extended area which is defined as the union of Al and the nodes of the other areas directly
connected to the l-th area. A more detailed description of the extended area concept is
provided in [55]. V extl denotes the voltage vector with the nodes in A
ext
l . X
ext
l
(r)
is the
sub-matrix of Xextl collecting the columns and rows of X
ext
l corresponding to the voltages
of Aextl
(r)
= {Aextl ∩Aextr }.
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The decomposition of rank constraint (2.79) is obvious. If matrix X is rank-one,
then all the sub-matrices Xextl are rank-one. If all the sub-matrices X
ext
l are rank-one, then
voltage vector V can be constructed with the results of singular value decomposition of all
sub-matrices Xextl . Consequently, matrix X can be obtained from V .
E. Chordal Conversion Based Convex Iteration
By synergistically combining the chordal conversion method and the convex iter-
ation technique, we propose a new iterative three-phase OPF solution algorithm as follows.
Formulation 4: Step 1:
min
X
NA∑
l=1
Cl
(
Xextl
)
+
NA∑
l=1
wl Tr(X
ext
l W
∗
l ) (2.99)
s.t.
Xextl ∈ B(l), l = 1, 2, · · ·NA (2.100)
Xextl
(r)
= Xextr
(l)
, l, r = 1, 2, · · ·NA (2.101)
Xextl  0, l = 1, 2, · · ·NA (2.102)
Step 2:
Wl = Uj(:, 2 : NXextl
)Uj(:, 2 : NXextl
)T (2.103)
where the size of Xextl is NXextl
×NXextl . Uj is obtained from the singular value decomposi-
tion.
Xextj = UjΛjU
T
j (2.104)
At a global optimum where the trace regularization term equals to zero, Formula-
tion 4 becomes the convex equivalent of Formulation 3. The feasible set in Formulation 4
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contains all rank-one symmetric matrices. An optimal rank-one solution X∗opt from Formu-
lation 4 will also minimize the objective function of Formulation 3.
The convergence to global optimality from an arbitrary initial point is not guaran-
teed. However, the algorithm will always arrive at a stalling point when the trace regular-
ization term no longer decreases due to the monotonically non-increasing objective function
sequence [60]. To re-start the algorithm with new search directions, the randomization tech-
nique can be leveraged [60]. Specifically with rank-one constraints, the direction matrices
can be reinitialized as:
Wl = Uj(:, 2 : NXextl
) (Uj(:, 2 : NXextl
)T + rand(NXextl
− 1, 1)Uj(:, 1)T ) (2.105)
However, the re-start process may fail by converging to another or the same stalling point
with a rank larger than one. In addition, the re-start process could make the algorithm
much more time-consuming.
F. Greedy Partition of the Grid
The computational efficiency of the chordal conversion based convex iteration al-
gorithm depends heavily on the choice of grid partition scheme. This subsection develops a
greedy algorithm to find an appropriate grid partition scheme. The algorithm development
is motivated by the relationship between the computational complexity of the SDP problem
in the first step of Formulation 4 and the nonzero elements in the search direction matrix.
A closer look is taken firstly at the computational efficiency of the interior point
method which is adopted by most of the existing SDP solvers including SeDuMi [64], SDPA,
and MOSEK. As SeDuMi is one of the most popular open source SDP solver package, it is
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chosen for illustration purpose in this subsection.
The SDP in Formulation 4 is first transformed to the standard conic form. The
standard conic form of the SDP in formulation 4 can be written as follows.
min cTx (2.106)
Ax = b (2.107)
x ∈ S+ (2.108)
where x is the vectorized primal variable and S+ is the semidefinite cone. In the primal-dual
interior point method, scaling technique [65] is widely used. AHO [66], NT [67], and HKM
[68] scaling are the most popular ones. With NT scaling adopted in SeDuMi, the scaling
factor D [65, 69] is introduced to obtain the search direction in its iterative wide region
method. Preconditioned gradient method is adopted in SeDuMi to obtain the inverse of
ADAT . In the preconditioning step, Cholesky decomposition of matrix ADAT is performed.
This is the most computationally expensive process in solving large-scale SDP problems.
The computation cost of Cholesky decomposition heavily depends on the number of none-
zero elements in matrix ADAT . Therefore, to reduce the computation time, a greedy grid
partition algorithm should search for the grid partition scheme which results in the least
number of non-zero elements in matrix ADAT .
For linear programming, the process of selecting the matrix ADAT with the small-
est number of non-zero elements can be accomplished by selecting matrix AAT . This is
because the sparsity patterns of the matrices ADAT and AAT are the same. Although this
relationship doesn’t hold for semidefinite programming, it still provides a good approxima-
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Algorithm 2 Greedy algorithm for grid partition
1: Initialize ns = 1
2: while 1 do
3: if ns = 0 then
4: break
5: else
6: ntemp = ns
7: for i = 1 : ns do
8: search for a possible cut in subarea i;
9: if there exists a cut which reduces the size of AAT then
10: search along the edges in subarea i; find the cut which reduces the size of
AAT the most,
11: ntemp = ntemp + 1 and record the edge as a cut.
12: else
13: subarea i is finalized, i.e.
14: no more search will be performed in subarea i;
15: ntemp = ntemp − 1.
16: end if
17: end for
18: ns = ntemp
19: end if
20: end while
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tion. In other words, as long as the sparsity pattern does not vary a lot among different
grid decomposition schemes, the partition scheme with smaller-sized AAT matrix is more
computationally efficient in general. Based on this approximation, a greedy algorithm is
developed to find the partition scheme which yields a AAT matrix with the smallest size.
The greedy algorithm can be carried out as in algorithm 1.
2.3.3 Numerical Study
The proposed chordal based convex iteration algorithm with greedy grid partition
scheme is implemented in YALMIP [70]. Simulations are conducted on the IEEE 4-bus,
10-bus, 13-bus, 34-bus, 37-bus, 123-bus, and 906-bus three-phase test feeders to validate 1)
the optimality and feasibility of the solutions from the proposed convex iteration algorithm,
2) the computational efficiency of the greedy grid partition scheme, and 3) the scalability
of the chordal conversion based convex iteration algorithm. A Dell workstation with a 64-
bit Intel Xeon Quad Core CPU at 3.30 GHz with 16 GB of RAM is used to perform the
simulations.
A. Solution Optimality and Feasibility
The IEEE three-phase test feeders are modified to account for scenarios where
the supply offer prices on the three phases are different. In the IEEE 4-bus test feeder,
the loads on three phases at node 4 are set as 1800KW , 1600KW , and 1400KW . The
supply offer prices of the three phases are set as $1/KWh, $0.5/KWh, and $0.2/KWh.
Distribution generations are assumed to be located on node 4 with a generation capacity of
200KW per phase. In the 10-bus test feeder [55], the loads on the three phases are set as
55
700KW , 530KW , and 600KW to create unbalanced scenario. The supply offer prices of
the three phases are set as $1/KWh, $0.3/KWh, and $0.6/KWh. Distributed generations
are placed on node 5 and 7 with a generation capacity of 50KW per node per phase. In the
IEEE 13-bus test feeder, the load profile on the three phases is kept the same as 1175KW ,
1039KW , and 1252KW . Distributed generations are placed on node 611, 652, 671, and
634 with a generation capacity of 50KW per node per phase. The supply offer prices of
the three phases are set as $0.6/KWh, $0.3/KWh, and $1/KWh. For the IEEE 34-bus
test feeder, 50% load profile is adopted to avoid incorporating discrete control variables of
the voltage regulators. The loads on the three phases are 303KW , 292KW , and 289.5KW .
The distributed generations are placed on node 814, 836, and 890 with generation capacity
of 20KW per node per phase. The supply offer prices of three phases are set as $1/KWh,
$0.9/KWh, and $0.8/KWh. For the IEEE 37-bus test feeder, the distributed generations
are placed on node 701, 704, 707, 711, 744, 730, and 734 with generation capacity of
50KW per node per phase. The supply offer prices of three phases are set as $0.6/KWh,
$0.3/KWh, and $1/KWh. For the IEEE 123-bus test feeder, the distributed generations
are placed on node 7, 18, 25, 35, 44, 54, 72, 76, 89, 97, and 105, with generation capacity
of 50KW per node per phase. The supply offer prices of three phases are set as $1/KWh,
$0.3/KWh, and $0.6/KWh. For the IEEE European LV test feeder with 906 nodes, the
distributed generations are placed on node 145, 155, 391, 707, and 745 with generation
capacity of 0.5KW per node per phase. The supply offer prices of three phases are set as
$0.6/KWh, $0.7/KWh, and $0.5/KWh.
To illustrate the optimality and feasibility of solutions under the proposed algo-
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rithm, a comparison of the solutions obtained from traditional methods, including Powell
method [71, 72] and interior-point method [73, 74], and the proposed convex iteration
method is shown in Table 2.4. Additional test scenarios are created by varying the supply
offer prices of the DERs.
Table 2.4: Comparison of traditional methods and the convex iteration method with differ-
ent prices for DERs
Test
system
Prices of three
phases ($/kWh)
Objective value ($/hour)
Powell
Interior
Point
Convex
Iteration
4-bus
test feeder
1/0.5/0.2 3121.9 3121.9 3121.9
0.9/0.45/0.18 3091.9 3091.9 3086.9
10-bus
test feeder
1/0.3/0.6 1229.2 1229.2 1229.1
0.8/0.24/0.48 1191.4 1191.4 1191.3
13-bus
test feeder
0.6/0.3/1 2345.4 2345.4 2345.4
0.48/0.24/0.8 2290.2 2290.2 2290.2
34-bus
test feeder
1/0.9/0.8 832.7 832.7 830.8
0.9/0.81/0.72 816.5 816.5 815.4
37-bus
test feeder
0.6/0.3/1 1740.3 1740.3 1739.5
0.54/0.27/0.9 1675.9 1675.9 1675.4
123-bus
test feeder
1/0.3/0.6 2414.6 2414.5 2413.6
0.8/0.24/0.48 2205.6 2205.6 2205.0
906-bus
test feeder
0.6/0.7/0.5 38.4 38.3 38.2
0.54/0.63/0.45 37.9 37.9 37.7
As shown in Table 2.4, the proposed convex iteration approach achieves lower
objective values on 11 out of 14 test scenarios. The traditional methods arrive at the same
solution as the proposed convex iteration method on the other 3 test scenarios. As the size
of the test feeder increases, it becomes more difficult for the traditional methods to match
the performance of the proposed convex iteration algorithm.
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To illustrate the optimality and feasibility of the proposed algorithm, another com-
parison of solutions derived from the SDP relaxation method [46, 48, 55] and the proposed
convex iteration method with the default setting is shown in Table 2.5.
Table 2.5: Comparison of the SDP relaxation method and the convex iteration method with
different prices for three phases
Test
system
Method
Rank of
solution
Objective value
($/hour)
4-bus
test feeder
SDP relaxation 3 3085.6
convex iteration 1 3121.9
10-bus
test feeder
SDP relaxation 7 1216.3
convex iteration 1 1229.1
13-bus
test feeder
SDP relaxation 3 2319.5
convex iteration 1 2345.4
34-bus
test feeder
SDP relaxation 6* 831.8
convex iteration 1 830.8
37-bus
test feeder
SDP relaxation 1* 1739.5
convex iteration 1 1739.5
123-bus
test feeder
SDP relaxation 6* 2413.6
convex iteration 1 2413.6
906-bus
test feeder
SDP relaxation 6* 38.2
convex iteration 1 38.2
It can be seen from Table 2.5 that the SDP relaxation method does not yield a
rank-one solution by directly removing the rank constraint. For the IEEE 4-bus, 10-bus and
13-bus test feeders, the grids do not need to be partitioned. For the IEEE 34-bus, 37-bus,
123-bus, and 906-bus test feeders, the same grid partition scheme is adopted for both the
SDP relaxation and the proposed convex iteration methods. The star symbol, ∗, represents
the highest rank among all partitioned areas. The SDP relaxation method only succeeds
in finding a feasible rank-one solution for the 37-bus test feeder. The high rank solutions
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in other cases do not have any physical meaning. In most cases, the solution of the SDP
relaxation method provides a lower bound of the original non-convex optimization problem.
For the 34-bus test feeder, the SDP solver stops at a near-global optimal solution of the
relaxed problem, which has a higher value than that of the convex iteration method. The
numerical difficulty is caused by the extremely long and short distribution lines[75]. On
the other hand, the proposed chordal conversion based convex iteration algorithm always
produces a rank-1 solution.
Table 2.6: Comparison of the SDP relaxation method and the convex iteration method with
same prices for three phases
Test
system
Method
Rank of
solution
Power loss
(kW)
4-bus
test feeder
SDP relaxation 1 325.9
convex iteration 1 325.9
10-bus
test feeder
SDP relaxation 1 12.2
convex iteration 1 12.2
13-bus
test feeder
SDP relaxation 1 89.4
convex iteration 1 89.4
34-bus
test feeder
SDP relaxation 6* 38.3
convex iteration 1 37.5
37-bus
test feeder
SDP relaxation 1 26.4
convex iteration 1 26.4
123-bus
test feeder
SDP relaxation 6* 32
convex iteration 1 34.7
906-bus
test feeder
SDP relaxation 7* 1.5
convex iteration 1 1.3
If the prices are set to be $1/KWh for all three phases, the original problem is
equivalent to minimization of the total power losses. As shown in Table 2.6, the SDP
relaxation method is able to find the global optimum for the three small-scaled systems,
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which is consistent with the analysis in section III.A and reference [55].
At last, a comprehensive comparison between the penalized SDP method [53] and
the proposed convex iteration algorithm is conducted. The comparison results are shown
in Table 2.7.
Table 2.7: Comparison of the penalized SDP method and the convex iteration method
Test
system
Method eig2/eig1
Power injection
error (kW)
4-bus
test feeder
penalized SDP 9.1 ×10−9 5.6 ×10−3
convex iteration 2.6 ×10−9 3.9 ×10−3
10-bus
test feeder
penalized SDP 7.7 ×10−7 5.2 ×10−3
convex iteration 2.2 ×10−9 6.8 ×10−3
13-bus
test feeder
penalized SDP 3.8 ×10−7 0.2208
convex iteration 3.2 ×10−9 0.0629
34-bus
test feeder
penalized SDP 1.2 ×10−5 3.24
convex iteration 6.0 ×10−8 2.41
37-bus
test feeder
penalized SDP 3.0 ×10−6 1.54
convex iteration 3.0 ×10−6 1.54
123-bus
test feeder
penalized SDP 2.8 ×10−5 13.21
convex iteration 1.2 ×10−8 1.21
906-bus
test feeder
penalized SDP 5.1 ×10−5 6.7
convex iteration 6.0 ×10−8 2.3
For the IEEE 4-bus, 10-bus, and 13-bus test feeders, the comparison is performed
without graph partition. Although the penalized SDP method did obtain a rank-one solu-
tion, the ratio of the second largest eigenvalue of matrix X to its largest eigenvalue is much
larger than that of the proposed convex iteration method. Moreover, as shown in Table 2.7,
the power injection error obtained from SVD of the rank-one solution of the penalized SDP
method is much larger than that of the proposed convex iteration method.
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For the IEEE 34-bus, 37-bus, 123-bus, and 906-bus test feeders, the comparison is
performed with the same graph partition scheme obtained from the greedy algorithm. For
IEEE 34-bus, 123-bus, and 906-bus test feeders, the penalized SDP method fails to find
a rank-one solution. In IEEE 123-bus, one of the partitioned areas containing nodes 44,
47, 48, 49, and 50 is selected for verification. Under the penalized SDP method, the non-
negligible eigenvalues of the variable matrix are 15.8738, 0.0004, 0.0004, 0.0002, 0.0002,
and 0.0001. The p.u. complex voltage of the boundary node 50 obtained from rank-
one approximation are different. The complex voltage of the boundary point under the
penalized SDP method are [1.0167 − 0.0283j,−0.5260 − 0.8964j,−0.5035 + 0.8964j] and
[1.0170 − 0.0280j,−0.5262 − 0.8969j,−0.5044 + 0.8967j] in two different extended areas.
The power injection error under the penalized SDP method is also much larger than that
of the proposed convex iteration method.
B. Effectiveness of the Greedy Grid Partition Scheme
Table 2.8: Computation time of IEEE 4-bus test feeder
Number of
partition areas
Computation
time (s)
Number of
iterations
Number of
Nonzero Elements
1 0.346 4 3.92×104
2 0.373 4 2.95×104
*2 0.373 4 2.95×104
3 0.484 4 3.63×104
4 0.577 4 4.25×104
To validate the effectiveness of the proposed greedy grid partition scheme, sim-
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Table 2.9: Computation time of IEEE 13-bus test feeder
Number of
partition areas
Computation
time (s)
Number of
iterations
Number of
Nonzero Elements
1 68.397 20 2.12×106
2 10.789 14 5.39×105
3 9.659 15 4.22×105
*4 8.714 16 3.61×105
4 7.732 16 3.18×105
5 6.567 13 3.24×105
6 6.602 14 2.77×105
7 5.768 14 2.27×105
8 6.020 14 2.27×105
9 6.374 15 2.27×105
13 8.019 16 2.53×105
ulations are conducted on the IEEE 4-bus and 13-bus test feeders under all possible grid
partition scenarios. An exhaustive search for all possible partition scenarios is conducted.
The computation times of all scenarios are recorded. The results are then grouped by the
number of partitioned areas. The computation times being reported in Table 2.8 and 2.9
are the shortest computation times for each number of partition areas using MOSEK. The
computation times obtained from the greedy partition scheme is denoted by ∗.
It can be seen from Table 2.7 and 2.8 that the computation time of the proposed al-
gorithm is approximately proportional to the number of nonzero elements in matrix ADAT .
The greedy algorithm successfully found grid partitioning schemes with very reasonable
computation times. In the IEEE 4-bus test feeder, the computation time with the greedy
partition scheme is almost the same as the shortest computation time found by exhaustive
search. In the IEEE 13-bus test feeder, the computation time with the greedy partition
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scheme is only 3 seconds longer than the shortest computation time.
C. Scalability of the Proposed Algorithm
As shown in Table 2.10, the computation times of the three-phase OPF problems
on all seven IEEE test feeders is within 2 minutes using the entry level Dell workstation.
The combination of the chordal based conversion technique and the greedy grid partition
scheme made the proposed algorithm computationally efficient.
Table 2.10: Scalability of proposed algorithm
Test
system
Computation
time (s)
Number of
iterations
Number of
Nonzero Elements
Rank of
Solution
4-bus 0.373 4 2.95×104 1
10-bus 12.127 29 2.53×105 1
13-bus 8.714 16 3.61×105 1
34-bus 4.161 3 1.25×106 1
37-bus 3.261 1 2.06×106 1
123-bus 27.182 3 4.93×106 1
906-bus 79.799 3 1.32×107 1
2.3.4 Conclusion
This work develops a chordal conversion based convex iteration algorithm to solve
the three-phase OPF problem. A greedy grid partition scheme is also developed to improve
the computational efficiency of the proposed algorithm. The simulation results show that
the greedy algorithm can find an appropriate grid partition scheme which has similar com-
putation time to that of the best partition found from the exhaustive search. At last, the
scalability of the proposed algorithm is validated through simulations on the IEEE 123-
bus and 906-bus test feeders. The proposed OPF algorithm can find the optimal solutions
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within 2 minutes on an entry level Dell workstation. However, it should be noted that it
is possible for the proposed convex iteration approach to converge to a local optimum and
the re-start strategy may fail. Therefore, the proposed convex iteration algorithm does not
guarantee convergence to global optimum solution(s) in all distribution feeders.
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Chapter 3
Ancillary Service Provision with
Data centers
As the digitization of our daily life, the generated data is growing explosively. The
cloud computing gains more and more popularity for its flexibility and capacity, which has
been used for various application including storage, database, and data analytics. To host
the cloud computing services, new data centers are under continuously construction. Data
centers have become one of the significant energy consumers, which consume about 2 % of
the total energy consumption of the U.S. in 2014. The energy consumption of data centers
can be adjusted through various techniques including dynamic voltage and frequency at
chip level, sleep state at server level, virtual machine migration at data center level, and
geo-distributed load balancing at grid level. In this chapter, the control flexibility of data
centers is leveraged to provide ancillary services in electric grids, which can not only reduce
the energy bills of data center but also improve grid stability and reliability.
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3.1 Related Works
The existing research in the field of green computing tries to improve data cen-
ter energy efficiency at five different levels. At the processor level, dynamic voltage and
frequency scaling (DVFS) techniques have been shown to be highly effective in improving
the energy-efficiency [76, 77, 78]. At the server level, various scheduling policies have been
designed to create opportunities for deep sleep [79, 80]. At the data center level, virtual
machine migration and autoscaling techniques have been proposed to optimize energy con-
sumption [17, 16, 81]. The trade-off between minimizing energy cost and maximizing cloud
computing services for a data center was analyzed in [82]. At the transmission grid level,
receding horizon control approach [18], game theoretic approach [83, 84], and distributed
control approach [85] have been developed to coordinate the operations of data centers and
distributed energy resources such as renewable generation and electric vehicles.
The use of data centers to provide frequency regulation service has attracted a great
deal of interest recently. Data centers need to participate in two electricity market processes
to provide frequency regulation services: the hour-ahead (HA) market bidding process and
the real-time operations. The existing literature can be divided into two groups based on
which market/operation process was considered. In the first group of literature, the profit
maximization problem of the data center is formulated to determine the optimal bidding
strategy for energy and frequency regulation services. In [86], an optimization-based profit
maximization problem for data centers with quality of service (QoS) constraint is formu-
lated. The service rate is controlled to offer load reduction as an ancillary service. In
[87], the problem of leveraging energy storage systems in data centers to provide frequency
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regulation service and peak shaving service is studied. However, the profit maximization
problem formulated in existing literature did not take the uncertainty of energy, frequency
regulation service prices, and data center requests arrival rates into consideration. In ad-
dition, the financial risks associated with participating in the electricity market are not
modeled. In the second group of literature, the real-time frequency regulation signal follow-
ing problem of data centers is investigated. In [88, 89], the DVFS and CPU resource limit
techniques are adopted to adjust the power consumption. Different real-time control poli-
cies, such as efficiency-first and priority-first policies, are proposed to follow the frequency
regulation signal. Various power states of the servers are considered in [90, 91] to offer ad-
ditional flexibility for power control, including active, idle, slow-to-wakeup sleep state, and
shut-down power states. In [92], a stochastic dynamic programming problem is formulated
to find the optimal policy for the frequency regulation service provision while reducing the
quality of service degradation. In [93, 94], battery storage systems are leveraged to provide
frequency regulation services. Peak demand reduction of the data center is also considered
in [93]. In [95, 96], both CPU frequency and the charging schedule of electric vehicles are
controlled to follow the frequency regulation signals in real-time.
In Section 3.2 we explore the ways to coordinate the operations of data centers
and distributed energy resources at the electric power distribution system level. The exist-
ing work ignored the three-phase electrical wiring within a data center and modeled only
balanced three-phase power systems. Moreover, we filled the knowledge gap by carefully
modeling the realistic three-phase unbalanced electric power distribution network and the
data center. We propose solving the distribution network phase balancing problem by shift-
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ing computational loads among the servers connected to three different phase wires in a data
center.
In Section 3.3, we propose a comprehensive framework for the frequency regulation
provision by data centers, which covers the hour-ahead market bidding and the real-time
signal following problems. A piece-wise bi-linear energy consumption model of the data
center servers with default deep sleep state policy is first derived based on empirical mea-
surements from real-world tests on servers. Dummy computing loads are introduced to
control server power consumption in addition to the traditional DVFS technique. A neu-
ral network-based probabilistic model of energy and frequency regulation service prices is
developed and embedded into the risk constrained optimization problem to determine the
optimal energy and frequency regulation service bids for the data center in the hour-ahead
market. For real-time operations, a rule-based data center power consumption control algo-
rithm is developed, which not only enables frequency regulation signal following with high
accuracy but also reduces the total response time of the requests.
3.2 Phase Balancing in Power Distribution Network with
Data Center
3.2.1 Overall Framework
The overall framework of coordinating the operation of data center and DERs to
reduce phase unbalance and improve operational efficiency of electric distribution networks
is depicted in Fig. 3.1. The coordination framework involves interactions among three
decision making entities in the DSO managed electricity market. They are the DSO, the
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DERs, and the data center.
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(Flexible loads)
LMPs
& Dispatch
Bid 
curve 
LMPs & Price 
sensitivities 
Electricity
consumptions
Distribution System Operator
Figure 3.1: Overall coordination framework
A. Distribution System Operator
The DSO manages the distribution electricity market and adopts a transactive and
iterative approach to coordinate the operations of DERs and data center. In each iteration of
the market clearing process, the DSO tries to maximize the social welfare in the distribution
circuit with the three-phase DC optimal power flow (DCOPF) algorithm. The inputs to
the three-phase DCOPF algorithm include the price-sensitive energy bid curves from the
DERs, the electricity consumption target from the data center, and forecast for fixed loads
in the distribution feeder. The outputs of the three-phase DCOPF algorithm include the
three-phase LMPs, the dispatch levels for the DERs, and the LMPs sensitivities. After the
distribution electricity market is cleared, the DSO will send the LMPs and the dispatch
operating points to the DERs, the LMPs and the prices sensitivities to the data center.
The three-phase DCOPF algorithm and the derivation for three-phase LMPs sensitivities
are described in Sections 3.1 and 3.2.
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B. Distributed Energy Resources
The DERs proactively participate in the DSO managed distribution electricity
market by submitting their single-phase price-sensitive energy bid curves on an hourly
basis. The single-phase bid curves can be constructed based on the resource control model
and the customers’ preferences as described in [9]. If the DER is a load resource, then a
price-sensitive demand bid curve will be submitted to the DSO. The demand bid curve is
a graphical representation of the relationship between quantity of electricity demand and
customer’s willingness-to-pay. The demand bid curve must be monotonically decreasing in
the price-quantity space.
C. Data Center
It is not straightforward to construct energy bid curves for data centers due to the
electrical and computational coupling among the servers on the three individual phases. To
illustrate this coupling effect, a simplified electrical wiring diagram of a typical data center
is shown in Fig. 3.2. As shown in the figure, the computational load and electrical consump-
tion can be partially shifted among servers connected to different phase wires by migrating
computational services. However, the total electrical consumption and service level agree-
ment constraints which link all three phases depend on the level of load shifting. Therefore,
it is difficult for the data center operator to decompose its six dimensional bid curves with
prices and loads of the three phases directly into three independent two-dimensional energy
bid curves.
In order to enable the proactive participation of data center in distribution elec-
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Figure 3.2: Electrical wiring diagram of a data center.
tricity market, an iterative approach is proposed to facilitate the negotiation between the
DSO and the data center. In each iteration of the negotiation, the data center operator
first determines the optimal load shifting plan with the latest three-phase LMPs and price
sensitivities information. The data center operator then submits its electricity consumption
targets for the three individual phases to the DSO. The DSO will clear the distribution
electricity market and sends the updated three-phase LMPs and price sensitivities to the
data center. The data center electricity cost minimization algorithm is described in Section
3.3.
3.2.2 Problem Formulation
A. Distribution Network Optimization with Three-phase DCOPF
The DSO adopts a transactive approach to coordinate the operations of DERs and
data center in a distribution electricity market. To clear the distribution electricity market,
71
the DSO runs the three-phase DCOPF algorithm [24]. The objective of the three-phase
DCOPF problem is to maximize the social welfare, which is the summation of the surplus
of electricity customers and energy suppliers in a distribution system as shown in equation
(3.1). The energy supplier from the transmission system is assumed to be submitting a
supply offer from the reference bus to the DSO. The flexible loads are located at all other
buses in the distribution network. The bid curves of DERs or flexible loads are assumed to
be linear for simplicity. Hence, the customer’s willingness-to-pay function at node i with
phase m for electricity with the amount of Pf
m
i is in a quadratic form. The operating
constraints in the distribution system include the real power balance constraints (3.2), the
distribution line thermal limit constraints (3.3), and the phase imbalance constraints (3.4).
max
Pf
N∑
n=2
3∑
m=1
(ami (Pf
m
i )
2 + bmi Pf
m
i )− Cg
3∑
m=1
PGm (3.1)
subject to
PGp −
N∑
i=2
3∑
m=1
(DFmi )
p · PDmi + P pLoss(FP )− P pLoss(FQ) = 0, p = 1, 2, 3 (3.2)
|
N∑
q=2
3∑
g=1
GSFP p gik q ·
(−PDgq − Egq ) | ≤ PLimitpik, ∀i, k and i 6= k (3.3)
|
N∑
n=2
P in −
N∑
n=2
P jn| ≤ γ, i, j = 1, 2, 3 and i 6= j (3.4)
The three-phase generation shift factorsGSFP p gik q, fictitious nodal demands (FNDs)
Egq , and delivery factors (DFs) (DFmi )
p are derived from three-phase power flow equations
and three-phase admittance matrix. The three-phase GSFs, FNDs, and DFs are very differ-
ent from that of the single-phase systems. These differences arise from the mutual coupling
among three phases of distribution system lines. The derivation details can be found in
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[24]. The iterative algorithm used to solve the FND-based three-phase DCOPF problem
is described in Algorithm 3. The outputs of the iterative three-phase DCOPF algorithm
include the dispatch for flexible loads, generation, the LMPs at each bus with all three
phases.
The three-phase LMPs can be decomposed using the Lagrangian function of three-
phase DCOPF problem. Define λp as the Lagrange multiplier of the constraints (2), µpb
+
and µpb
−
as the Lagrange multipliers of the constraints (3), and µpm+ and µpm− as the
Lagrange multipliers of the constraints (4). As shown in [24], the LMP of node i with phase
g can be decomposed as
LMP gi =
3∑
p=1
λp(DF gi )
p +
B∑
b=1
3∑
p=1
µpb
′
GSFP p gb i + µ
g ′′ (3.5)
Where GSFP p gb i is generation shift factor for real power flow of the branch b with phase
p when power injection is at node i with phase g. B is the set of total branches. The
Lagrange multipliers µpb
′
and µg ′′ are defined as
µpb
′
= µpb
+ − µpb−
µg ′′ =

µ12
+
+ µ13
+ − µ12i − − µ13− if g = 1;
−µ12+ + µ23+ + µ12i − − µ23− if g = 2;
−µ13+ − µ23+ + µ13i − + µ23− if g = 3.
µpb
′
is the equivalent Lagrange multiplier of the thermal limit constraints (3) for branch b
with phase p. µg ′′ is the equivalent Lagrange multiplier of the phase imbalance constraints
(4) related to loading limit on phase g.
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B. Three-phase LMPs Sensitivities
The sensitivities of single-phase LMPs in transmission electricity market can be
derived using a perturbation approach [97]. In this section, we extend the derivation for
sensitivities to three-phase LMPs in the distribution electricity market. In particular the
three-phase LMPs sensitivities with respect to changes in bus demands are derived here.
Denote h(x,a) and g(x,a) as the set of equality and inequality constraints of three-
phase OPF problem respectively. x represents the load and generation dispatch variables.
a stands for the vector of electricity demands at all nodes.
Define z as
z = f(x,a)
= Cg
3∑
m=1
PGm −
N∑
n=2
3∑
m=1
(ami (Pf
m
i )
2 + bmi Pf
m
i ) (3.6)
The three-phase DCOPF can be written in compact form as
min
x
z = f(x,a) (3.7)
subject to
h(x,a) = 0 (3.8)
g(x,a) ≤ 0 (3.9)
By applying the perturbation technique on top of the Karush-Kuhn-Tucker first-order op-
timality conditions, we can obtain the sensitivities with respect to the electricity demands
[98]. [
dxT , dλT , dµT , dz
]T
/da = U−1S (3.10)
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where λ and µ are the Lagrange multipliers vector for the equality and inequality constraints
respectively. Matrix U and vector S can be derived as
U =

Fx 0 0 −1
Fxx H
T
x G
T
x 0
Hx 0 0 0
Gx 0 0 0

(3.11)
S = − [F Ta , F Txa, HTa , GTa ]T (3.12)
where Fx and Fa are the first order derivatives of the objective function with respect to x
and a. Fxx is the second order derivative of the Lagrange function with respect to x. Fxa is
the second order derivative of the Lagrange function with respect to x and then a. Hx, Ha,
Gx, and Ga are the first order derivatives of the equality and binding inequality constraints
with respect to x and a . The detailed derivation can be found in [98]. Taking derivatives
on both sides of equation (5) with respect to fixed demand of node u phase v, we get the
LMPs sensitivities of node i phase g with respect to P vu .
∂LMP gi
∂P vu
=
3∑
p=1
∂λp
∂P vu
(DF gi )
p +
B∑
b=1
3∑
p=1
∂µpb
′
∂P vu
GSFP p gb i +
∂µg ′′
∂P vu
(3.13)
Where the derivatives of Lagrange multipliers of non-binding inequality constraints with
respect to P vu are zeros. Now, the derivatives of Lagrange multipliers in equation (10) can
be substituted into (13) to calculate the three-phase LMPs sensitivities.
C. Data Center Electricity Cost Minimization
Since majority of the electrical appliances used in the data center cooling systems
consume three-phase electrical power, they can not be leveraged to address phase balancing
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problem. Hence, they are not modeled in this work. In this section, the data center
electricity cost minimization problem only considers the electricity cost from the servers.
Assume there are NpS servers on phase p. Define M
rp as a N r0 × 1 binary variable vector. If
the i-th element of M rp is 1, it means that the i-th VM is moving from a server on phase
r to phase p. N r0 denotes the number of VMs running on the servers of phase r initially.
The objective function of the data center is to minimize its electricity cost as shown
in equation (3.14). The electricity costs of all servers equal to the dot product of updated
LMPs vector after the VMs live migration and the vector of per phase electricity consump-
tion of servers Pdc. In the objective function, LMP = [LMP
1, LMP 2, LMP 3]T denotes
the LMPs for the three different phases at the data center bus and Pdc = [P
1
dc, P
2
dc, P
3
dc]
T
denotes the electricity consumption from the servers on the three-phases. P 0dc stands for the
initial value of Pdc. The updated LMPs vector after the VMs live migration is estimated
by using the LMPs sensitivities ∂LMP /∂Pdc, which is a 3 × 3 matrix. The LMPs sensi-
tivities are introduced into the data center electricity cost minimization process to serve as
a damping factor which prevents oscillation of computing load shifts in the data center and
the DSO’s negotiation process. Without the LMP sensitives, the data center will aggres-
sively move its load from the phase with higher price to the phase with lower price without
considering the impacts of the move on LMPs. This could prevent the iterative negotiation
process between the DSO and the data center from reaching an equilibrium point.
The electricity consumption of a particular phase equals to the sum of electricity
consumptions from each individual server connected to the phase wire in equation (3.15).
The electricity consumption of each server includes a dynamic component and an idle com-
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ponent as shown in equation (3.16) [82]. The dynamic component of the server electricity
consumption is closely related to the server utilization rate which is modeled in equation
(3.17). The utilization rate of server i on phase p, Upi , can be estimated based on the
requests arrival rate for servers on phase p and the live migration of VMs [17]. During the
migration period, computational loads increase on the servers which the VMs migrated to
and from. After the migration period, computational loads increase/decrease on the servers
which the VMs migrated to and from. For simplification purpose, a uniform utilization of
servers is assumed for each phase.
min
Mpr,p,r=1,2,3,p 6=r
[LMP +
∂LMP
∂Pdc
(Pdc − P 0dc)]TPdc (3.14)
subject to
P pdc =
NpS∑
i=1
PS
p
i , p = 1, 2, 3 (3.15)
PS
p
i = P
p
dyni
∗ Upi + P pidlei, ∀i, p = 1, 2, 3 (3.16)
Upi =
{
(Arp)T · 1−
3∑
r=1,r 6=p
[
(1− T
pr
Tint
)(Arp)T ·Mpr]
3∑
r=1,r 6=p
[
(1− T
rp
Tint
)(Arr)T ·M rp]+ 3∑
r=1,r 6=p
RrpM rp
+
3∑
r=1,r 6=p
RprMpr
}
/
NpS∑
i=1
Rcap
p
i , ∀i, p = 1, 2, 3 (3.17)
In equation (3.17), T pr denotes the VM migration time from phase p to r and Tint
is the market clearing time step. Arp denotes the vector of requests arrival rate of VMs
on phase p before the migration. It has a dimension of Np0 × 1. Rcappi denotes the request
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processing capability of server i on phase p. 1 is a vector of ones with the same dimension
as Arp.
The data center electricity cost minimization formulation also includes two sets of
constraints related to the service level agreement (3.18) and (3.19).
During the live migration of VMs, the response time constraints in the service level
agreement is modeled as
T pr = a0
p + a1
p · ((Arp)T · 1 + 3∑
r=1,r 6=p
RrpM rp +
3∑
r=1,r 6=p
RprMpr
)
/NpS ≤ TSLA, p = 1, 2, 3
(3.18)
After the migration of VMs, the response time constraints in the service level
agreement is modeled as
T pr = a0
p + a1
p
(
(Arp)T (1−
3∑
r=1,r 6=p
Mpr) +
3∑
r=1,r 6=p
(Arr)TM rp
)
/NpS ≤ TSLA, p = 1, 2, 3
(3.19)
3.2.3 Numerical Study
A. Simulation Setup
The standard IEEE 4-bus distribution test feeder [99] is modified to validate the
effectiveness of the proposed phase balancing algorithm with data center. The data center
is located at node 2. The fixed loads and flexible loads are located at node 4. The trans-
mission system is assumed to supply electric power to the distribution network through the
distribution substation at a price of $0.6/kWh. The total amount of fixed demands and
price-sensitive demands are summarized in Table 3.1. Two simulation cases with different
degree of unbalance are created. The distribution feeder is slightly unbalanced in case 1
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and heavily unbalanced in case 2. The power imbalance limit between any two phases in
the distribution feeder is set to be 60KW .
The price-sensitive demand bid curves of flexible loads on the three phases are
assumed to be linear functions as Price1 = 1−P 1f /200, P rice2 = 1−P 2f /250, and Price3 =
1 − P 3f /300. Price1, Price2, and Price3 are the bidding prices for the three phases. The
price ranges of the three demand bid curves are from $0.1/kWh to
Table 3.1: Fixed and flexible load profile
Node 4 Phase A Phase B Phase C
Fixed Load
Capacity (KW)
Case 1 460 500 530
Case 2 420 500 580
Flexible Load Capacity (KW) 180 225 270
In the simulation, the data center powers 400 servers on each of the three phase
wires through a PDU. The maximum power rating of each server is assumed to be 500W .
The maximum dynamic power and idle power of each server are 400W and 100W respec-
tively. The data center is operating in a homogeneous computing environment. It is assumed
that a total of 1200 VMs are running on the servers and they are distributed uniformly on
all three phases. Each VM processes 200 requests per second. It is also assumed that the
servers on each phase can host up to 800 VMs. Live migration is implemented in the data
center where a VM is moved from a server on one of the phases to another server on the other
phase without the need to bring down the VM instance. It is assumed that live migration
can be finished within 10 minutes. The computational cost of live migration of each VM
is assumed to be equivalent to the processing time for 24 request/s. The average response
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time of each server is a linear function with respect to the number of requests as shown in
equations (3.18) and (3.19) with parameters a0 = 0.2s and a1 = 8 × 10−4s/request. The
upper limit of response time is set at 500ms according to the service level agreement.
B. Simulation Results
The LMPs and electricity consumptions on all three phases of the data center are
calculated with and without phase balancing for the two different unbalance cases.
Table 3.2: LMPs and data center electricity consumption
Case
Phase
balancing
Price
& Power
Phase A Phase B Phase C
1
Without
($/KWh) 0.5048 0.6015 0.6988
(KW) 120.0 120.0 120.0
With
($/KWh) 0.5454 0.6015 0.6582
(KW) 130.5 120.0 110.0
2
Without
($/KWh) 0.3241 0.6015 0.8795
(KW) 120.0 120.0 120.0
With
$(/KWh) 0.4543 0.6015 0.7494
(KW) 153.8 120.0 87.9
As shown in Table 3.2, in both cases electricity load shifts from servers on phase c
which has higher price to phase a which has lower price. After phase balancing, the degree
of unbalance of the distribution feeder is reduced which leads to smaller price difference
between phase a and phase c. The amount of load shift and reduction in price difference
is higher in the heavily unbalanced case than the slightly unbalanced case.The electricity
cost of data center and total surpluses are reported in Table 3.3. As shown in the table,
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the phase balancing algorithm not only reduces the electricity bill of the data center but
also increases the total surpluses of the flexible loads and the supplier. The savings in the
heavily unbalanced case is much more significant than the slightly unbalanced case. In case
2, the phase balancing algorithm reduces the electricity bill of the data center by more than
4.0% and increases the total surpluses by 35%. Note that the savings also depend on the
price elasticity of demand.
Table 3.3: Electricity cost and total surpluses
Case
Without Phase
Balancing
With Phase
Balancing
Electricity cost of
data center ($)
1 216.6 215.8
2 216.6 207.9
Total
Surpluses ($)
1 57.3 58.9
2 39.9 53.9
Instead of keeping the phase imbalance limit γ in equation (3.4) constant at 60 KW,
we try to reduce the phase imbalance as much as possible without making the savings of the
data center and the flexible loads worse. The simulation results show that the percentage
reduction in phase imbalance varies with the electric power rating of the data center. In
the simulation setup of case 2, the power rating of the data center is about 25% of the total
feeder demand. In this case, our proposed algorithm can reduce the phase imbalance by
100%. In other words, by shifting computational loads in the data center, the electric loads
on the distribution feeder can be completely balanced. By gradually reducing the size of
the data center by 40%, 45%, and 50%, the reduction in phase imbalance also decreases to
about 93%, 83%, and 73%.
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3.2.4 Conclusions
This work develops an iterative scheme to coordinate the operations of data center
and DERs to tackle the electric distribution network phase balancing problem. We also
derived the three-phase LMPs sensitivities in a distribution electricity market and integrated
the price sensitivities into the data center’s electricity cost minimization algorithm as damp
factors. Comprehensive simulations are conducted on a modified IEEE distribution test
feeder to demonstrate the effectiveness of our proposed phase balancing algorithm. The
simulation results showed the degree of unbalanced of a distribution feeder is significantly
decreased by up to 100%, and the electricity cost of a data center is reduced by more than
4.0%.
3.3 Frequency Regulation Service Provision in Data Center
with Computational Flexibility
3.3.1 Overall Framework
The overall framework of the frequency regulation service provision by a data
center is depicted in Fig. 3.3. The overall framework involves interactions between a trans-
mission system operator (TSO) and a data center (DC) in two electricity market processes:
hour-ahead market and real-time operations. The details of the frequency regulation service
provision framework is described in the next three subsections. The proposed framework
is applicable to different electricity markets. The specific implementation of the bidding
strategy can be easily adjusted to different market rules.
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Figure 3.3: Overall framework of frequency regulation service provision by a data center
A. Data Center’s Participation in Electricity Market
As shown in Fig. 3.3, in order to provide frequency regulation services, the data
center is required to participate in two electricity market processes: HA market and real-
time operations.
In the HA market, the data center will first predict the prices for energy and
frequency regulation services, and the workload of the data center for the next operating
hour. The data center will then determine the optimal bidding capacity for energy and
frequency regulation services which maximize its expected net benefits subject to certain risk
limits. After the HA market is cleared by the transmission system operator, the data center
will receive the hour-ahead energy schedule, the award for frequency regulation service, and
the cleared prices for energy and frequency regulation.
In real-time operations, the data center receives the frequency regulation signals
and automatic generation control (AGC) set points from the transmission system operator
every 2 seconds. The frequency regulation signals range from -1 to 1. The signals are
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negative (positive) when the system requests frequency regulation down (up) services. The
AGC set points specify the amount of load the data center should consume. The AGC set
points are equal to the summation of the HA market energy schedule plus the product of
the frequency regulation signals and frequency regulation service awards. Upon receiving
the AGC set points, the data center adjusts its energy consumption to follow the set points.
Data centers can accurately follow the AGC set points by dynamically routing arriving
requests to various servers, changing the operating frequency of CPUs and inserting dummy
loads at the server level.
The physical and contractual constraints of the data center need to be taken into
consideration when participating in the electricity market. First, the bidding capacity for
energy Pbase and frequency regulation service Bcap should be determined in such a way that
the maximum and minimum power consumption limits Pmax and Pmin of the data center
will not be violated. If the submitted bids are accepted, then in real-time operations the
AGC set points for the data center ranges from Pbase − Bcap to Pbase + Bcap. The data
center needs to make sure Pbase+Bcap ≤ Pmax and Pbase−Bcap ≥ Pmin. Second, as a cloud
computing service provider, the data center also needs to satisfy the service level agreement
(SLA) and maintain the QoS. Hence, the control of request routing, CPU frequency, and
dummy loads are limited by the SLA requirements.
Finally, note that in electricity markets such as Pennsylvania-New Jersey-Maryland
Interconnection (PJM), there are two types of frequency regulation services, RegA and
RegD. The real-time regulation signal of RegD service is much more volatile than that of
RegA service, and the price of RegD service is higher than that of RegA service. The data
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center is capable of controlling its server energy usage in real-time to follow the volatile
RegD service signals. Hence, it is suitable for the data center to provide such premium
frequency regulation services and receive higher compensation from the electricity market.
Fig. 3.4 shows an example of daily prices for frequency regulation services and energy in
the PJM market. For about 32% of hours in year 2017 and 2018, the frequency regulation
price of RegD service is higher than the energy price in PJM market. As the penetration
level of renewable energy increases, the demand for frequency regulation service will rise
as well. This will further increase the percentage of hours where the frequency regulation
service price is higher than the energy price.
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Figure 3.4: Prices for frequency regulation services and energy in PJM market
B. Transmission System Operator
In the hour-ahead market process, the transmission system operator first receives
both energy and frequency regulation service bids from generators and data centers. It
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then clears the hour-ahead market to determine the hour-ahead energy schedule and prices
for energy and frequency regulation services. The objective is to minimize the total energy
and frequency regulation service costs while satisfying the electric loads [100]. The market
clearing results will be sent to data centers and other market participants. In the real-
time operations, the transmission system operator will first measure area control error and
compute the frequency regulation signals of the system aiming to reduce the area control
error to zero in a distributed fashion[101]. The individual generator and data center’s AGC
set points will be calculated based on the frequency regulation signal, hour-ahead energy
schedule, and frequency regulation service awards. The updated AGC set points will be
sent to the generators and data centers every 2 seconds.
C. Performance-based Compensation
The final compensation for providing frequency regulation services depends on
both the frequency regulation service award amount and the real-time AGC set point signal
following performance. The signal following performance is quantified by the performance
score in PJM market [102]. It consists of three components: accuracy, delay, and precision.
The accuracy score is the correlation between the AGC set point signals and data
center’s response. It is calculated over a five-minute period with 10-second granularity. The
calculation is performed repeatedly with 10-second delays propagated over five minutes,
where the best score is used. The delay score is based on the time delay between the
control signal and the point of the highest correlation. The delay score will be 100% if the
best correlation is at 0 or 10-second delay. It decreases as the delay time increases until the
5-minute mark. The precision score is calculated based the instantaneous error between the
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control signal and the regulating unit’s response. The final performance score is the average
of the three components.
D. Energy Model of Server
To build an energy model of a server, we empirically profiled a server running
CentOS 7 with 32 Intel Xeon E5 cores across different working frequencies between 1.2GHz
and 2.1GHz (maximum frequency without turbo-boosting) with the default C6 sleep policy.
We focus the energy model on processors because processors are the largest consumers of
power in data centers and have the largest dynamic range [103]. In addition, it has been
widely observed that processor power consumption can be used as a proxy for whole-server
power [103, 104, 105].
As a workload, we used the Web Search benchmark from Cloudsuite [106] with a
ramp time and steady state time of 30 and 250 seconds respectively. The measurements
taken from the tests include the average power consumption and percentage of idle time. To
find the maximum computing load a server can handle, we gradually increase the number
of clients in the benchmark at every frequency until it fails to satisfy QoS and pick the
greatest value. The idleness and power measurements are performed using powertop and
rapl-read [107] respectively, while the frequency is scaled using cpufreq drivers.
The percentage of C6 sleep time and CPU power consumption of a single server
with different request rates (per second) are depicted in Fig. 3.5. As shown in the figure, the
default C6 sleep time percentage decreases with the increase of request per second (RPS)
almost linearly for each frequency. The C6 sleep time of a server running at maximum
frequency fmax, i.e. 2.1 GHz, reaches zero at 1230 RPS, which is deemed as the maximum
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Figure 3.5: C6 sleep time versus request per second rate
capacity of the server capmax(fmax). Fig. 3.5 also shows the maximum capacity of the server
under various frequencies capmax(f) increases approximately linearly with the frequency of
the server CPU.
Hence, we can estimate the maximum capacity of the server under frequency f
with:
capmax(f) =
f
fmax
capmax(fmax) (3.20)
In Fig. 3.5, the circles on the horizontal axis represent the estimated maximum
capacity under different frequencies by scaling capmax with the above linear equation. The
squares on the horizontal axis of the figure are the approximated maximum capacity by
linear extrapolation with the last 4 points of each curve. The short distances between the
circles and squares show that the linear approximation for the maximum server capacity is
fairly accurate.
The utilization rate of the server i at time t is defined as the ratio of the number
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of requests per second to the maximum server capacity under a particular frequency:
uri(t) =
ri(t)
capmax(fi(t))
(3.21)
The energy consumption model with the default sleep policy is the baseline con-
sidered in this section. At the server level, the energy consumption can be controlled by
adjusting the CPU frequency and introducing the dummy computing load. The dummy
load can be trivially injected by running a process that stresses the CPU with mainly com-
pute instructions, limiting performance interference with other processes running in the
server. It increases the equivalent utilization rate and decreases the sleep time percentage.
The total equivalent utilization rate with the dummy load is
ui(t) = uri(t) + udi(t) (3.22)
The power consumption of a single server with the default sleep policy at different
frequencies and utilization rates are depicted by the markers in Fig. 3.6. The relationship
between the power consumption and utilization rate of the servers can be described by a
piece-wise bi-linear function. Note that the slope of the power curve segment where the
utilization rate is between 0 and 0.1 is larger than that of the segment where the utilization
rate is between 0.1 and 1. It can also be observed that for a fixed utilization rate, the power
consumption increases faster when the frequency increases from 2.0 GHz to 2.1 GHz than
when the frequency increases from 1.2 GHz to 2.0 GHz.
Therefore, the server power can be approximated as a piece-wise bi-linear function
of frequency and utilization rate as:
Pi(t) = α
j
1fi(t)ui(t) + α
j
2ui(t) + α
j
3fi(t) + α
j
4 (3.23)
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where the four different ranges of utilization rate and frequency are defined as follows:
j =

1, 0 <= ui(t) <= 0.1, 1.2 <= fi(t) <= 2.0
2, 0 <= ui(t) <= 0.1, 2.0 <= fi(t) <= 2.1
3, 0.1 <= ui(t) <= 1, 1.2 <= fi(t) <= 2.0
4, 0.1 <= ui(t) <= 1, 2.0 <= fi(t) <= 2.1
(3.24)
The power consumption curves fitted with least square regression according to
Equation (3.23) are depicted in Fig. 3.6. As shown in the figure, the piece-wise bi-linear
function is well suited to model the server power consumption.
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Figure 3.6: Fitted power consumption curves with default sleep policy
This piece-wise bi-linear model is typical of modern processors. Leakage energy
dominates at low utilization levels (below 10%), and idle power management policies, such
as sleep states and circuit-level power gating, have a profound effect. Furthermore, at
2.1GHz we observed that power increases at a faster rate. This is also typical of modern
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processors that utilize frequency boosting techniques, such as Intel TurboBoost or AMD
Turbo Core [108]. These policies aim to maximize performance and leverage the processor’s
thermal headroom. Therefore, operating at these frequencies sacrifices energy efficiency for
performance, thus the increase in power consumption rate.
3.3.2 Hour-Ahead Market Frequency Regulation and Energy Bidding
Strategy for Data Center
A. Problem Formulation
In the hour-ahead market, the objective of the data center is to determine the
optimal bidding strategy which maximizes the expected net earnings for each hour t. The
net earnings of the data center can be calculated as the difference between the revenue
received from frequency regulation service provision and the total electricity cost as shown
in Equation (3.25):
max E[Creg(t)score(t)Bcap(t)− (1 + ηcool)Ce(t)P baseDC (t)] (3.25)
where Ce(t) and Creg(t) are electricity price and frequency regulation price for
hour t. The cooling cost coefficient, i.e., ratio of cooling power over server load is denoted
by ηcool ∈ R+. The decision variables are the bidding capacity for frequency regulation
service Bcap(t) and energy consumption P
base
DC (t). Note that the data center is assumed to
be a price-taker in the electricity market participation process. In addition, only the power
consumption from the servers are considered here.
The constraints for the net earnings maximization problem are as follows:
PminDC (t) ≤ P baseDC (t)−Bcap(t) (3.26)
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Bcap(t) + P
base
DC (t) ≤ PmaxDC (3.27)
frisk(Creg(t), Cefe(t), r(t), Bcap(t), P
base
DC (t)) ≤ δrisk (3.28)
where Cefe(t) = (1+ηcool)Ce(t) is the effective energy price considering cooling cost. Equa-
tions (3.26) and (3.27) represent the upper and lower bidding capacity constraints. Equation
(3.28) represents the risk limit constraint for the data center’s bidding strategy, where r(t)
represents the average request arrival rate during hour t.
If the data center does not provide frequency regulation service, then its optimal
bidding strategy aims at minimizing energy cost. Hence, the risk of the joint energy and
frequency regulation service bidding strategy can be defined as the expectation of the bid-
ding strategy loss compared to the power consumption minimization scenario. Note that
losses arise in cases when the revenue received from frequency regulation service provision
is less than the increased energy cost:
frisk(Creg(t), Cefe(t), r(t), Bcap(t), P
base
DC (t))
= −
∫∫
V
Pr(Creg(t), Cefe(t))
{
[Creg(t)score(t)Bcap(t)−
Cefe(t)P
base
DC (t)]− (−Cefe(t)PminDC (t))
}
dCreg(t)dCefe(t)
=
∫∫
V
Pr(Creg(t), Cefe(t))
{
Cefe(t)[P
base
DC (t)− PminDC (t)]
− Creg(t)score(t)Bcap(t)
}
dCreg(t)dCefe(t) (3.29)
where V is defined as follows:
V = {Creg(t), Cefe(t)|Cefe(t)[P baseDC (t)− PminDC (t)]
> Creg(t)score(t)Bcap(t)} (3.30)
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Pr(Creg(t), Cefe(t)) denotes the joint probability distribution of frequency regulation service
price Creg(t) and effective energy price Cefe(t).
In Equation (3.27), PmaxDC denotes the maximum power consumption of the data
center, which can be calculated by summing up individual servers’ power consumption at
full utilization rate and maximum CPU frequency as PmaxDC =
∑N
i=1 Pi(f = 2.1, u = 1.0).
In Equation (3.26) and (3.29), the minimum power consumption of data center
PminDC , can be found by solving the following optimization problem with ri(t), ui(t), and
fi(t) as decision variables:
PminDC (t) = min
N∑
i=1
Pi(t) (3.31)
s.t.
N∑
i=1
ri(t) = E[r(t)] (3.32)
Pi(t) = α
j
1fi(t)ui(t) + α
j
2ui(t) + α
j
3fi(t) + α
j
4 (3.33)
ui(t) = uri(t) ≤ 100% (3.34)
uri(t) =
ri(t)
capmax(fi(t))
(3.35)
rti(t) = frt(fi(t), ui(t)) ≤ rtSLA (3.36)
The objective function (3.31) aims at minimizing the summation of the power
consumption of each server. Equations (3.32) to (3.36) represent the operation constraints
of the data center. We assume a homogeneous computing environment in the data center.
Hence, Equation (3.32) ensures that the summation of requests routed to each server should
be equal to the total requests received by the data center. Equation (3.33) represents the
power consumption model of each server where only the CPU power is considered. As shown
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in Section 3.3.1, the power consumption of a server with the default sleep state policy is
a piece-wise bi-linear function of CPU frequency and utilization rate. Equation (3.34)
enforces the upper limit of the CPU utilization rate. Note that in the power consumption
minimization problem, the dummy computing load must be zero. Hence ui(t) = uri(t).
Equation (3.36) represents the service level agreement constraint which sets upper limits
on the response time of the 90th percentile of the requests. As shown in Fig. 3.7, the
0.2 0.4 0.6 0.8
Utilization Rate
0
100
200
300
400
500
90
%
 P
as
s 
Ti
m
e(m
s)
1.2GHz
1.5GHz
1.7GHz
1.8GHz
1.9GHz
2.0GHz
2.1GHz
Figure 3.7: 90% pass time versus utilization rate
response time is a function of utilization rate. Hence, we can set an equivalent upper bound
on the utilization rate ui(t). For example, the utilization rate limit of rtSLA = 115ms at
f = 2.1GHz is about 0.8. Define umax(f) as the corresponding utilization limit of the SLA.
Although the explicit functional form of the utilization rate limit is not modeled here, the
estimation for the minimum power consumption PminDC can still be performed as shown in
the 3.3.6.
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B. Problem Reformulation
The energy price Ce is rarely negative in practice. In PJM market, there are only
24 hours in total with negative energy prices during year 2017 and 2018. When the energy
price becomes negative, the net earnings of a data center when providing both frequency
regulation and energy services are greater than when the data center tries to minimize power
consumption. Hence, we only consider the cases when Cefe > 0.
The Lagrange function of the optimization problem (3.25) to (3.28) is
L = E[Cefe(t)]P baseDC (t)− E[Creg(t)score(t)]Bcap(t) + µ1(PminDC (t) +Bcap(t)− P baseDC ((t))
+ µ2(Bcap(t) + P
base
DC ((t)− PmaxDC (t)) + µ3(frisk − δ) (3.37)
where µ1 ≥ 0, µ2 ≥ 0, and µ3 ≥ 0 are the corresponding Lagrange multipliers. By taking
partial derivative of the Lagrange function with respect to P baseDC (t), we obtain
∂L
∂P baseDC (t)
= E[Cefe(t)]− µ1 + µ2 + µ3 ∂frisk
∂P baseDC (t)
(3.38)
As shown in 3.3.6, (∂frisk)/(∂P
base
DC (t)) ≥ 0. Intuitively, the risk of providing
frequency regulation service increases with P baseDC (t) because the electricity cost increases
with P baseDC (t).
At the optimum point, (3.38) is equal to zero. Hence, we have
E[Cefe(t)] = µ1 − µ2 − µ3 ∂frisk
∂P baseDC (t)
> 0 (3.39)
Therefore, at optimal solutions,
µ1 > µ2 + µ3
∂frisk
∂P baseDC (t)
≥ 0 (3.40)
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Hence, the constraint (3.26) is binding at the optimum point, i.e.,
P baseDC (t) = Bcap(t) + P
min
DC (t) (3.41)
Therefore, the objective function (3.25) can be reformulated as:
E[Creg(t)score(t)Bcap(t)− Cefe(t)P baseDC (t)]
= E[Creg(t)score(t)− Cefe(t)]Bcap(t)
− E[Cefe(t)]PminDC (t) (3.42)
Let’s define the price difference Cdif (t) as Cdif (t) = Creg(t)score(t)−Cefe(t), and
the expectation of Cdif (t) as Cdif (t) = E[Cdif (t)]. If the estimator of r(t) is unbiased,
then PminDC (t) calculated based on r(t) is also unbiased. Note that the second term on the
right hand side of equation (3.42) is not a function of the decision variable Bcap(t). Hence,
maximizing the objective function (3.42) is equivalent to maximizing Cdif (t)Bcap(t), i.e., the
extra benefits of providing frequency regulation services compared to the minimum power
consumption strategy.
Similarly, by leveraging the equality (3.41), the risk limit constraint (3.28) can be
simplified as
−
∫ 0
−∞
Pr(Cdif (t))Cdif (t)Bcap(t)dCdif (t) ≤ δrisk (3.43)
In summary, the optimization problem (3.25) to (3.28) can be reformulated as:
maxCdif (t)Bcap(t) (3.44)
s.t.
−
∫ 0
−∞
Pr(Cdif (t))Cdif (t)Bcap(t)dCdif (t) ≤ δrisk (3.45)
0 ≤ Bcap(t) ≤ P
max
DC (t)− PminDC (t)
2
(3.46)
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C. Solution Methodology
In order to solve the optimization problem (3.44)-(3.46), the probability distribu-
tion of the price difference Cdif needs to be modeled and estimated first.
A feed-forward neural network can be trained to estimate the probability distri-
bution of Cdif based on the observed price differences and input features X such as the
historical prices, load and generation information. The conditional distribution of price
difference given observed features and trained neural network parameters is assumed to be
Gaussian.
Pr(Cdif |X,W ) = N (Cdif |y(X,W ), β) (3.47)
Where X denotes the input features, W denotes the weights of the neural network, and
β denotes the variance of the Gaussian noise. y(X,W ) denotes the output of the neural
network, which is the mean value of price difference variable which follows the Gaussian
distribution.
Given a data set of Nd independent, identically distributed observations along with
corresponding target values for price differences {(xi, Cidif ), i = 1, 2..., Nd}, we can construct
the corresponding negative logarithm of the likelihood function:
1
2β
Nd∑
i=1
(y(xi,W )− Cidif )2 −
Nd
2
ln
1
β
+
Nd
2
ln(2pi) (3.48)
The weights of the neural network W can be obtained by maximizing the likelihood
or minimizing the sum-of-square error function given by
Nd∑
i=1
(y(X,W )− Cidif )2 (3.49)
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Denote the W obtained by minimizing the sum-of-square error as Wml. By making the
partial derivative of Equation (3.48) with respect to β equal to zero, βml can be obtained
as
βml =
∑Nd
i=1(y(xi,Wml)− Cidif )2
Nd
(3.50)
After training the neural network and obtaining the network parameters Wml and
βml, we have Cdif (t) = y(x(t),Wml), and
Pr(Cdif (t)|x(t),Wml) = N (Cdif (t)|Cdif (t), βml). (3.51)
Therefore, the closed form solution of optimization problem (3.44)-(3.46) is
When Cdif (t) > 0,
Bcap(t) = min
{
PmaxDC (t)− PminDC (t)
2
,
−δrisk∫ 0
−∞
1√
2piβml
e
− (Cdif (t)−Cdif (t))
2
2βml Cdif (t)dCdif (t)
}
(3.52)
Otherwise Bcap(t) = 0. Therefore, the actual gain is influenced by the accuracy of
the price difference forecast model as the Bcap(t) is determined by Cdif and βml.
Note that to obtain PminDC (t) in (3.52), the requests arrival rate needs to be modeled
and estimated. In this section, we adopt the auto-regressive integrated moving average
(ARIMA) [109] model to approximate the time series of requests arrival rate.
3.3.3 Following Real-Time Frequency Regulation Signal
A. Problem Formulation
In the real-time frequency regulation signal following stage, the goal of the data
center is to minimize the total response time of the requests while following the frequency
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regulation signals accurately. Therefore, the task of following real-time frequency regulation
signal is equivalent to solving the following optimization problem:
min
N∑
i=1
ri(t)rti(t) (3.53)
s.t.
Pset(t)− PDC(t) = 0 (3.54)
where Pset(t) , P baseDC (t) +Bcap(t)RegD(t) is the AGC set point sent to the data center by
the transmission system operator. P baseDC (t) is the energy dispatch level of the data center
and Bcap(t)RegD(t) is the amount of frequency regulation service the data center is required
to provide. Note that RegD(t) is the frequency regulation signal which ranges from -1 to 1.
rti(t) is the average request response time of server i. The response time of each request is
determined by the utilization rate of each server. At last, PDC(t) ,
∑N
n=1 Pi(t), where Pi(t)
can be calculated by Equation (3.33). The decision variables of the optimization problem
include CPU frequency (discrete variable) and the dummy load (continuous variable) of
each server.
B. Rule-Based Data Center Power Consumption Control Algorithm
In order to make online adjustments of total power consumption as the frequency
regulation signal is updated every 2 seconds, a rule-based control strategy is proposed.
The uniform server utilization rate at time t is defined by routing requests evenly
to all servers operating with a CPU frequency of 2.1 GHz as
uuni(t) =
r(t)/N
capmax(f = 2.1)
(3.55)
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The total power consumption at time t by uniformly routing requests to all servers
running at 2.1 GHz can be obtained as
Puni(t) =
N∑
i
Pi(f = 2.1, u = uuni(t)) (3.56)
In order to accurately follow the frequency regulation signals while minimizing the
total request response time, the operating strategy of the data center varies according to
the AGC set point and total number of requests received by the data center as follows:
1. Pset(t) ≥ Puni(t);
2. Pset(t) < Puni(t) and r(t) ≤ umax(2.0)×N × capmax(f = 2.0)
3. Pset(t) < Puni(t) and r(t) > umax(2.0)×N × capmax(f = 2.0)
The operating strategy of the data center under each of the three cases will be
presented in detail.
CASE 1: When Pset(t) ≥ Puni(t), the minimum request response time can be achieved
by uniformly routing requests to all the servers and adding dummy loads until the AGC
set point is met. A proof for why the proposed data center operating strategy achieves
minimum request response time while accurately following the frequency regulation signal
is provided in the 3.3.6.
To follow the frequency regulation signals accurately, dummy computing loads
need to be added to increase the server utilization rate. The amount of dummy load ud(t)
needed can be calculated as follows:
ud(t) = u(t)− uuni(t) (3.57)
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where u(t) can be found by solving:
Pset(t) =
N∑
i=1
Pi(f = 2.1, u(t)) = N(2.1α
j
1u(t) + α
j
2u(t) + 2.1α
j
3 + α
j
4) (3.58)
Hence, the closed form solution of u(t) is as follows:
u(t) =
Pset(t)−N(2.1αj3 + αj4)
N(2.1αj1 + α
j
2)
(3.59)
Where
j =
{
2, Pset(t)/N < Pi(f = 2.1, u = 0.1)
4, Pset(t)/N ≥ Pi(f = 2.1, u = 0.1)
(3.60)
CASE 2: When Pset(t) < Puni(t) and r(t) ≤ umax(2.0) × N × capmax(f = 2.0), the data
center’s operating strategy works as follows. Note that in this case the power consumption
needs to be reduced from Puni(t) to Pset(t) and the SLA can be satisfied with all servers
running at 2.0 GHz. We will start from the baseline operating strategy where the requests
are uniformly routed to all servers running at f = 2.1 GHz. Then we select n servers whose
requests are packed to n′ servers running at 2.0 GHz with the maximum utilization rate
umax(2.0) which does not violate the SLA. The remaining n−n′ servers are kept in idle state.
By carefully choosing n and n′, the data center is capable of closely following the frequency
regulation signals. Although the proposed data center operating strategy increased the
response time for some of requests compared to the uniform routing benchmark, it minimizes
the number of requests with increased response time as shown in 3.3.6.
The data center control parameters n and n′ can be calculated online as follows.
The total energy consumption of the data center in CASE 2 include energy con-
sumption from n′ servers with packed requests, n − n′ servers in idle, and N − n servers
operating under the uniform routing and the maximum frequency.
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PDC(t) =
n′∑
i=1
Pi(f = 2.0, u = umax(2.0)) +
n∑
i=n′+1
P0 +
N∑
i=n+1
Pi(f = 2.1, u = uuni(t))
(3.61)
The number of servers with packed requests, n′ can be expressed as a function of
n:
n′ =
⌈ nr(t)
umax(2.0)Ncapmax(f = 2.0)
⌉
≤ n (3.62)
By setting Pset(t) = PDC(t) and substituting (3.62) into (3.61), we can solve for n
as follows:
n =
⌈{
Pset(t)−NPi(f = 2.1, u = uuni
}/{r(t)Pi(f = 2.0, u = umax(2.0))
umax(2.0)Ncapmax(f = 2.0)
+
[
1− r(t)
umax(2.0)Ncapmax(f = 2.0)
]
P0 − Pi(f = 2.1, u = uuni)
}⌉
(3.63)
n′ can then be derived from Equation (3.62). As shown in the Lemma III of 3.3.6,
by increasing n, the total power consumption can be continuously reduced from Puni(t) to
the power consumption lower bound in equation (3.95) with an error less than the power
consumption of one server. The approximated minimum power consumption is reached
when n = N , i.e. all workload are packed to servers running at 2.0 GHz.
CASE 3: When Pset(t) < Puni(t) and r(t) > umax(2.0) × N × capmax(f = 2.0), the data
center’s operating strategy works as follows. The combination of a low power set point and
a large number of requests pushes the utilization rate of the servers to the upper limit.
Note that even by running all servers at 2.0 GHz with the utilization rate at the
upper limit which satisfies the SLA, the data center can only handle N × umax(2.0) ×
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Algorithm 3 Rule-based data center power consumption control Strategy
1: Receives data center power set point Pset(t) = P
base
DC (t) +Bcap(t)RegD(t).
2: Calculate total server power consumption with uniformly distributed requests at the
highest CPU frequency as PDC(uuni(t), fmax) =
∑N
i Pi(f = 2.1, u = uuni(t)).
3: if Pset(t) ≥ PDC(uuni(t), fmax) then
4: Add dummy load evenly to all servers to increase utilization rate as in (3.57) - (3.60)
5: else if r(t) < Numax(2.0)capmax(f = 2.0) then
6: Calculate n′, the number of servers operating at frequency 2.0 GHz and utilization
rate umax(2.0), and n − n′, the number of servers idling, as in (3.62) - (3.63). The
remaining servers will be operating at frequency 2.1 GHz and utilization rate of u =
uuni(t).
7: else
8: Calculate n, the number of servers operating at frequency 2.0 GHz and utilization
rate umax(2.0) as in (3.67). The rest of the servers are operating at frequency 2.1 GHz
and utilization rate as in (3.65).
9: end if
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capmax(f = 2.0) requests per second. This is smaller than the number of r(t) in CASE 3.
Therefore, only n out of a total of N servers can operate at 2.0 GHz with a utilization rate
of umax(2.0). The remaining n(r(t)/N−umax(2.0)capmax(f = 2.0)) workload will be evenly
distributed to the remaining N − n servers operating at a frequency of 2.1 GHz.
The number of servers, n, operating at 2.0 GHz can be calculated online as follows.
The total energy consumption of the data center in CASE 3 include energy con-
sumption from n servers at frequency 2.0 GHz and the utilization rate of umax(2.0), and
N − n servers operating at frequency 2.1 GHz with utilization rate of u(t).
PDC(t) =
n∑
i=1
Pi(f = 2.0, umax(2.0)) +
N∑
i=n+1
Pi(f = 2.1, u(t)) (3.64)
where
u(t) =
r(t)− n× umax(2.0)capmax(f = 2.0)
(N − n)capmax(f = 2.1) (3.65)
The utilization rate of the N−n servers operating at 2.1 GHz satisfies the following
relationship:
u(t) > uuni(t) >
umax(2.0)capmax(f = 2.0)
capmax(f = 2.1)
> 0.1 (3.66)
Therefore, by setting Pset(t) = PDC(t) and combining Equations (3.64) and (3.65),
the closed-form solution for n can be derived as:
n =
⌊{
N(2.1α43 + α
4
4) +
(2.1α41 + α
4
2)r
capmax(f = 2.1)
− Pset(t)
}/
{
2.1α43 + α
4
4 + (2.1α
4
1 + α
4
2)
umax(2.0)capmax(f = 2.0)
capmax(f = 2.1)
− Pi(f = 2.0, u = umax(2.0))
}⌋
(3.67)
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As shown in the Lemma IV of 3.3.6, by gradually increasing n, the total power
consumption can be reduced from Puni(t) to the power consumption lower bound in equation
(3.101) with an error less than the power consumption of one server. The approximated
minimum power consumption is reached when the n = N − n∗2.1, where n∗2.1 is defined
in Equation (3.84). In summary, the rule-based data center power consumption control
strategy is presented in Algorithm 3.
3.3.4 Numerical Study
A. Simulation Setup
It is assumed that the data center in the numerical study has 100,000 servers.
Given estimates of data center size from 2017 [110] ranging from 50,000 - 80,000, we believe
that 100,000 servers in a data center is reasonable to simulate a large data center. The
servers are assumed to have the same power curves as shown in Fig. 3.6 with power
consumption ranging from 22W to 85W. The maximum capacity of each server is 1230
requests per second. The SLA specifies that 90% of the requests will be processed within
115 ms. The corresponding limit on the utilization rate are 0.8 at 2.1 GHz and 0.77 at 2.0
GHz. To simulate the data center’s workload, we adopted Wikipedia’s access trace from
the online repository [111]. The historical prices for frequency regulation and energy from
the PJM market are used for electricity market simulation. According to the data center
efficiency reports [112, 113], the average power usage effectiveness (PUE) of Google data
centers is about 1.12, i.e., the non-IT load is about 12% of IT load. The PUEs of Google
and Facebook data centers are as low as 1.07. Assuming that cooling is the major non-IT
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load, ηcool is set to be 0.12 in the following simulation.
B. Performance of Data Center Requests Forecast
The accuracy of the data center requests forecast is crucial to determining the
optimal level of bidding quantity for both energy and frequency regulation service. In
the numerical study, the Wikipedia access trace is adopted to simulate the data center’s
workload. Wikipedia is one of the most visited websites on the Internet, and it is hosted
on more than 350 servers [114]. The Wikipedia’s access trace contains about 10 percent of
all users’ requests to Wikipedia, which is collected over about 32 days with a granularity of
a millisecond.
Table 3.4: Forecast performance comparison among English, Spanish, and Polish web pages
English
Page
Spanish
Page
Polish
Page
MAPE 4.09% 7.37% 11.70%
Normalized
Standard Deviation
3.58% 10.28% 21.79%
The requests for visiting English, Spanish and Polish web pages are used to evalu-
ate the performance of the data center request forecast. The snapshots of the three groups
of web page access data are shown in Fig.3.8.
An ARIMA model is built to perform rolling hour-ahead data center workload
trace prediction. The last week of the workload trace of Wikipedia data is used for out-
of-sample testing. The forecasted and actual workload trace are depicted in Fig. 3.9. As
shown in Fig. 3.9, the hour-ahead workload trace prediction is fairly accurate. To quantify
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Figure 3.8: Request traces of English, Spanish and Polish pages
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Figure 3.9: Prediction of English, Spanish and Polish page visits
the performance of the forecast method, the mean absolute percentage error (MAPE) of
the hour-ahead workload forecast and the standard deviation normalized over mean of the
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5-minute workload data of the last week are shown in Table 3.4. As shown in the table,
the forecast accuracy for the English web page is the highest with a MAPE smaller than
5%. Because the normalized standard deviation of the number of visits for the Spanish and
Polish pages are higher, the corresponding prediction errors are also larger.
In the following simulations, the requests arrival rate is scaled up so that the peak
hourly utilization rate for the data center with 100,000 host servers is about 65% when the
CPU operating frequency is 2.1 GHz.
C. Performance of the Electricity Price Forecast
The net earnings for a data center to participate in the frequency regulation mar-
Table 3.5: Extracted features
Features
Last-4-hour
Prices
Energy Prices
Regulation Capacity Clearing Prices
Performance Clearing Prices
Mileage Ratio
Last-4-hour
Generation
Solar Generation
Wind Generation
Storage Generation
Hydro Generation
Other Renewable
Nuclear Generation
Coal Generation
Oil Generation
Gas Generation
Multiple Fuels
Other Generation
Last-4-hour Load Total Demand
Time Operating Hour of the Day
ket depend on the difference between the frequency regulation service price and the energy
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price. When the frequency regulation service price is higher than the energy price, i.e., the
price difference is positive, the data center receives extra benefits by providing frequency
regulation services compared to simply minimizing its power consumption. Hence, the ac-
curacy of the price difference prediction is crucial to the successful implementation of the
frequency regulation provision strategy for data centers.
Table 3.6: Performance of the price difference forecast
Training Validation Testing
F1 score 0.73 0.68 0.70
The historical prices for frequency regulation services and energy from the PJM
market is leveraged to build and test the price difference forecasting algorithms. The ex-
planatory variables in the price forecast model include the hourly electricity demand, hourly
electricity generation by energy source, and hour of the day. The input features of the price
forecast model are summarized in Table 3.5. The data sets from the last week of each month
in 2017 are chosen as the test set. The remaining data in 2017 are used for training and val-
idation with a split-ratio of 0.7/0.3. Feed-forward neural network with batch normalization
and two hidden layers of 256 neurons and 128 neurons respectively is trained. Early stop-
ping [115] technique is adopted based on the F1 score of the binary classification problem
for predicting the sign of the price difference. F1 score is a widely used metric for binary
classification. The positive class corresponds to the case where the frequency regulation
price is larger than the effective energy price, while the negative class corresponds to the
case where the regulation price is smaller than the effective energy price. The performance
score of the signal following is assumed to be 100% here. Although the forecast for the
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magnitude of price difference is necessary for the risk estimation, the sign of the frequency
regulation price minus the effective energy price is more important in terms of the total
gain. As reported in Table 3.6, the F1 score is 0.70 in the test set. Note that, for the false
negative cases, i.e., the expected price difference is wrongly predicted to be negative, the
data center will operate in the power minimization mode, which does not incur extra cost.
D. Performance of Frequency Regulation Service Provision by s Data Center
The performance of the frequency regulation service provision by a data center will
be evaluated from three perspectives: frequency regulation signal following performance,
electricity cost, and request response time. The price prediction result of the 12 last weeks
in each month of the year 2017 is used in the simulation. During the performance evaluation,
we assume that the data center will provide frequency regulation service to the electricity
market whenever the expected frequency regulation service price is higher than the energy
price. In other words, we do not consider the risk constraint. In the real-time operation
simulations, the data center is expected to follow the historical frequency regulation signals
from the PJM market. The requests served by the data are derived from the scaled requests
arrival rate of English, Spanish and Polish pages in the last week of Wikipedia trace as shown
in Fig. 3.10, which is repeatedly used. The utilization rate of each server is determined by
Algorithm 3 with the bi-linear power model. The actual power consumption of the data
center is estimated with empirical measurement data with interpolation.
The frequency regulation signal following performance of the proposed data center
power consumption control algorithm is quantified by three metrics: accuracy, delay, and
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Figure 3.10: Hourly-averaged request arrival rate after scaling
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Figure 3.11: Frequency regulation signal following of one hour for the three different pages
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precision. The frequency regulation signal and the actual power consumption trajectory of
the data center for an hour is depicted in Fig. 3.11. It can be seen from the figure that
the proposed data center power consumption control algorithm allows the data center to
closely follow the frequency regulation signals. The accuracy and precision scores for the
12 weeks are calculated and shown in Table 3.7. The power set point can be determined by
the rule based control algorithm within about 0.2s with a MATLAB program on a standard
Dell desktop computer. The delay scores are all 100% for all the test cases. It can be seen
that the accuracy and precision scores of the data center are very high for the three types
of page visit traces. The small frequency regulation signal tracking errors mainly come
from two sources: the requests prediction error and the approximation error of the piece-
wise bi-linear server power model. For comparison, the signal following performance of the
benchmarks without dummy load and using a linear power model [89] are also provided.
When the dummy load control knob is removed, the data center is unable to closely follow
the frequency regulation signal when the power set point is higher than the maximum
power consumption under uniform request routing. Thus, the introduction of dummy load
increases the range of power consumption of the data center. This allows the data center
to meet the power set points that frequency scaling alone cannot meet. In terms of using
a linear power model, the accuracy score remains reasonable as the correlation is still high.
However, the large power estimation error of the linear model results in a significant drop
in precision score.
We now present the reduction in electricity cost by participating in the frequency
regulation market for the data center. If the data center does not provide frequency regu-
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Table 3.7: Frequency regulation signal following performance scores
Dummy
Load
Power
Model
Performance
Score
English
Page
Spanish
Page
Polish
Page
Yes
Bilinear
Accuracy 99.76% 99.69% 99.62%
Precision 95.35% 95.87% 95.74%
Linear
Accuracy 96.37% 96.89% 96.28%
Precision 52.40% 56.99% 55.38%
No
Bilinear
Accuracy 99.58% 98.87% 95.44%
Precision 92.59% 92.54% 92.36%
Linear
Accuracy 43.97% 52.45% 42.21%
Precision 8.08% 20.04% 20.34%
lation service to the power system, then it will operate to minimize its power consumption.
The electricity costs of the data center with the proposed algorithm and benchmarks in-
cluding removing the control knob of the dummy load and the power minimization strategy
are reported in Table 3.8. For a data center with 100,000 servers, the proposed data center
control algorithm results in a $21,590 (8.1%) electricity costs reduction for the 12 weeks on
average compared to the power minimization strategy. With the introduction of dummy
load, a higher upper bound of feasible power consumption can be achieved, which improves
the cost saving of frequency regulation by about 300% compared to the case without dummy
load as shown in Table 3.8. Moreover, the revenue from providing frequency regulation ser-
vices with the linear power model cannot cover the increased electricity cost due to poor
signal following performance. Hence, the introduction of dummy load and the adoption
of a bi-linear model are crucial to the profitability of the data center frequency regulation
service provision.
The requests response time of the data center when providing frequency regulation
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Table 3.8: Energy costs with/without providing frequency regulation service
Dummy
Load
Power
Model
English
Page
Spanish
Page
Polish
Page
Cost With
Frequency
Regulation
($)
Yes
Bilinear 298.38K 238.29K 217.91K
Linear 326.83K 271.15K 251.08K
No
Bilinear 309.92K 254.31K 233.49K
Linear 337.16K 278.01K 252.41K
Costs with Minimum Power($) 316.65K 262.62K 240.08K
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Figure 3.12: Distribution of requests response time
services is calculated based on the proposed request routing algorithm. The distribution of
request response time during the hours when the data center provides frequency regulation is
shown in Fig. 3.12. Compared to the uniform request routing strategy, when the data center
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follows the frequency regulation signals, only a small portion of requests’ response time
moved closer to the SLA’s response time limit. If the data center does not provide frequency
regulation service and instead minimizes power consumption with a packing strategy, then
the response time of almost all the requests will be very close to the SLA’s response time
limit. Hence, compared to the minimum power consumption control strategy, the proposed
data center control with frequency regulation provision reduces not only electricity costs,
but also the response time of requests.
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Figure 3.13: Frequency regulation service bidding capacity versus predicted price difference
with weekly risk limit of $336
E. Impacts of Risk Limit on Frequency Regulation Bidding Capacity and Net
Earnings
The impacts of risk limit on frequency regulation bidding capacity and the data
center’s net earnings are evaluated in this subsection. As shown in the earlier subsection, the
performance scores of the data center in following frequency regulation signals are almost
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perfect, hence the performance scores are assumed to be 100% in the evaluation here.
For illustrative purpose, only the scaled English page traces are used in the simulation
in this subsection. By setting the weekly bidding risk limit δrisk at $336, the frequency
regulation bidding quantities and the differences between frequency regulation prices and
energy prices are shown in Fig. 3.13 for one sample week. In the figure, the green dashed line
represents the maximum feasible frequency regulation bidding capacity calculated based on
the predicted requests arrival rate of the next hour. The red squares denote the predicted
hourly price differences, while the blue dots are the frequency regulation bidding capacity
obtained from the risk-limited data center bidding strategy. It can be seen from the figure
that the bidding capacities are zero when the expected price differences are negative. In
addition, the actual bidding capacity is scaled down from the maximum feasible bidding
capacity when the confidence level in the positive price difference forecast is low. Next,
0 1000 2000 3000
Weekly Risk Limit ($)
0
500
1000
1500
2000
2500
W
ee
kl
y 
ex
tra
 b
en
ei
ft 
($)
Figure 3.14: Weekly extra net earnings versus the risk limit
we gradually increased the weekly bidding risk limit from $0 to $3,000 and recorded the
extra earnings of the data center by providing frequency regulation services compared to
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the benchmark case where the data center minimizes power consumption. The trade-off
between the weekly risk limit and the extra net earnings are depicted in Fig. 3.14. As
shown in the figure, the extra net earnings made by the data center increases with the
bidding risk limit. However, when the risk limit is very high, the saturation effect kicks in,
which leads to a slow increase in extra net earnings with the risk limit.
3.3.5 Conclusion
The operational flexibility of the data centers can be leveraged to provide valuable
frequency regulation services in the smart grid. A comprehensive frequency regulation ser-
vice provision framework is proposed in the section. A risk constrained hour-ahead bidding
strategy and a real-time frequency regulation signal following algorithm are developed. The
introduction of dummy load and the realistic server power consumption model allow data
centers to follow real-world frequency regulation signals with over 95% accuracy. Numerical
study with Wikipedia’s access trace shows that with reliable energy and frequency regula-
tion service price forecast, data centers can reduce their electricity bill by more than 8%
without violating service level agreements.
3.3.6 Proofs
Derivative of Risk Function
Lemma 1 If the frequency regulation service price is positive, then the derivative of risk
function with respect to power consumption base is greater than or equal to zero.
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Proof. For any ∆P > 0,
frisk(P
base
DC (t) + ∆P ) =
∫∫
V ′
Pr(Creg(t), Cefe(t))
{
Cefe(t)[P
base
DC (t) + ∆P
− PminDC (t)]− Creg(t)score(t)Bcap(t)
}
dCreg(t)dCefe(t) (3.68)
where the integral region is
V ′ ={Creg(t), Cefe(t)|Cefe(t)[P baseDC (t) + ∆P − PminDC (t)]
> Creg(t)score(t)Bcap(t)} (3.69)
when P baseDC (t) = P
min
DC (t), we have Bcap(t) = 0. This is because Bcap(t) ≥ 0 and P baseDC (t)−
Bcap(t) ≥ PminDC (t).
In this case,
frisk(P
base
DC (t) + ∆P ) ≥ frisk(P baseDC (t)) = 0 (3.70)
When P baseDC (t) > P
min
DC (t),
V = {Creg(t), Cefe(t)|Cefe(t) > Creg(t)score(t)Bcap(t)
P baseDC (t)− PminDC (t)
} (3.71)
V ′ = {Creg(t), Cefe(t)|Cefe(t) > Creg(t)score(t)Bcap(t)
P baseDC (t) + ∆P − PminDC (t)
} (3.72)
We can see that, with Creg(t) > 0, V ⊆ V ′. Therefore, we have
frisk(P
base
DC (t) + ∆P )− frisk(P baseDC (t))
=
∫∫
V ′−V
Pr(Creg(t), Cefe(t))
{
Cefe(t)[P
base
DC (t) + ∆P
− PminDC (t)]− Creg(t)score(t)Bcap(t)
}
dCreg(t)dCefe(t)
+
∫∫
V
Pr(Creg(t), Cefe(t))Cefe(t)∆PdCreg(t)dCefe(t)
≥ 0 (3.73)
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Hence,
∂frisk
∂P baseDC (t)
= lim
∆P→0
frisk(P
base
DC (t) + ∆P )− frisk(P baseDC (t))
∆P
≥ 0 (3.74)
Proof of the Minimum Response Time
Lemma 2 The minimum total request response time is achieved when the workload is uni-
formly distributed to all servers running at 2.1 GHz.
Proof. The response time decreases with the increase of frequency for a given
utilization rate. The utilization rate also decreases with the increase of frequency for a given
amount of requests. Hence, the response time decreases with the increase of frequency at
each server.
N∑
i=1
ri(t)rti(t) =
N∑
i=1
ri(t)frt(fi(t),
ri(t)
capmax(fi(t))
)
≥
N∑
i=1
ri(t)frt(f = 2.1,
ri(t)
capmax(fmax)
) (3.75)
Ignoring the frequency regulation signal following constraint, the total request
response time minimization problem can be reformulated as
min
N∑
i=1
ri(t)frt(f = 2.1,
ri(t)
capmax(fmax)
) (3.76)
s.t.
N∑
i=1
ri(t) = r(t) (3.77)
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Define frt,2.1 = frt(f = 2.1,
ri(t)
capmax(fmax)
). Then it can be seen from Fig. 3.7 that
d frt,2.1
d ri(t)
=
1
capmax(fmax)
d frt,2.1
d ui(t)
≥ 0 (3.78)
d2frt,2.1
(d ri(t))2
=
1
(capmax(fmax))2
d2frt,2.1
(d ui(t))2
≥ 0 (3.79)
Thus,
d2ri(t)frt,2.1
(d ri(t))2
= 2
d frt,2.1
d ri(t)
+ ri(t)
d2frt,2.1
(d ri(t))2
≥ 0 (3.80)
Therefore, the objective function (3.76), which is the sum of ri(t)frt,2.1, is convex.
The Lagrange function of problem (3.76)-(3.77) is:
L =
N∑
i=1
ri(t)frt(f = 2.1,
ri(t)
capmax(fmax)
) + λ(r(t)−
N∑
i=1
ri(t)) (3.81)
where λ is the Lagrange multiplier.
By taking partial derivative with respect to ri(t),
∂L
∂ri(t)
= frt(f = 2.1,
ri(t)
capmax(fmax)
) + ri(t)
∂frt(f = 2.1,
ri(t)
capmax(fmax)
)
∂ri(t)
− λ (3.82)
At optimal solutions, (3.82) equals zero. Hence, we have
frt(f = 2.1,
ri(t)
capmax(fmax)
) + ri(t)
∂frt(f = 2.1,
ri(t)
capmax(fmax)
)
∂ri(t)
= λ,∀i (3.83)
The above optimality condition is achieved by uniformed routing, i.e. ri(t) = rj(t),∀i, j.
Packing Strategy Monotonically Reduces Power Consumption to the Minimum
Power Consumption
Lemma 3 When r(t) ≤ umax(2.0)×N ×capmax(2.0), starting from the baseline operating
strategy where the requests are uniformly routed to all servers running at f = 2.1 GHz, the
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total power consumption can be reduced by selecting n servers whose workload are packed to
n′ servers running at 2.0 GHz with the maximum utilization rate umax(2.0) as in equation
(3.61). By gradually increasing n, the power consumption can be monotonically reduced to
the minimum power consumption with error less than the power consumption of one server,
which is achieved when n = N .
Lemma 4 When r(t) > umax(2.0)×N ×capmax(2.0), starting from the baseline operating
strategy where the requests are uniformly routed to all servers running at f = 2.1 GHz, the
total power consumption can be reduced by curtailing workload on n servers to operate at 2.0
GHz with the maximum utilization rate umax(2.0) and uniformly distributing the remaining
workload on the N − n servers as in Equation (3.64). By gradually increasing n, the power
consumption can be monotonically reduced to the minimum power consumption with error
less than the power consumption of two servers, which is achieved when n = N − n2.1∗,
where
n∗2.1 =
r(t)− umax(2.0)Ncapmax(2.0)
umax(2.1)capmax(2.1)− umax(2.0)capmax(2.0) (3.84)
Proof. The total power consumption of a data center is:
PDC(t) =
N∑
i=1
Pi(t)
=
N∑
i=1
(Pi(t)− P0) +
N∑
i=1
(P0) (3.85)
The dynamic power consumption per request per second for server i is defined as
dpri(t) =
Pi(t)− P0
ri(t)
(3.86)
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Substitute the energy consumption model (3.23) into (3.86):
dpri(t) =
αj1fi(t)ui(t) + α
j
2ui(t) + α
j
3fi(t) + α
j
4 − P0
ri(t)
=
αj1fi(t)ui(t) + α
j
2ui(t) + α
j
3fi(t) + α
j
4 − P0
capmax(fi(t))ui(t)
=
αj1fi(t)ui(t) + α
j
2ui(t) + α
j
3fi(t) + α
j
4 − P0
capmax
fmax
fi(t)ui(t)
(3.87)
Equation (3.86) can be transformed into the following form:
dpri(t) =
αj1
capf
+
αj2
capffi(t)
+
αj3 +
αj4−P0
fi(t)
capfui(t)
(3.88)
where capf = capmax/fmax. By plugging ui(t) = 0 into Equation (3.23), we get α
j
3fi(t) +
αj4 − P0 ≥ 0 or equivalently:
αj3 +
αj4 − P0
fi(t)
≥ 0 (3.89)
Therefore, for a given CPU frequency, the first two terms on the right-hand side of (3.88) are
constant, and the last term decreases with the increase of ui(t). In other words, the dynamic
power consumption per request for server i, dpri(t), decreases with higher utilization rate.
It can be seen in Fig. 3.15 that for a given utilization rate, the dynamic power
consumption per request, dpri, roughly stays at the same value when 1.2 ≤ f ≤ 2.0.
However, as shown in Fig. 3.7, for a given SLA limit rtSLA, a higher utilization rate can
be reached when the CPU frequency increases from 1.2 GHz to 2.0 GHz. In other words,
umax(f = 2.0) > umax(f), ∀f ∈ [1.2, 2.0). As the dpri(t) decreases with higher ui(t),
dpri(f = 2.0, u = umax(f = 2.0)) < dpri(f, u = umax(f)), ∀f ∈ [1.2, 2.0).
It can also be seen in Fig. 3.15 that dpri jumps when f increases from 2.0 GHz to
2.1 GHz. By performing a calculation with server power consumption curve and dynamic
power curve parameters, we can verify that dpri(f = 2.1,
122
1.2 1.4 1.6 1.8 2
Frequency (GHz)
0
0.05
0.1
0.15
0.2
0.25
0.3
D
yn
 P
ow
er
 p
er
 R
eq
ue
st
 (W
) u:0.10
u:0.20
u:0.30
u:0.40
u:0.50
u:0.60
u:0.70
u:0.80
u:0.90
u:1.00
Figure 3.15: Dynamic power consumption per request
u = umax(f = 2.1)) > dpri(f = 2.0, u = umax(f = 2.0)). Therefore, the minimum dynamic
power consumption per request of each server, dprmini (t), is achieved when the requests are
packed to fully utilize the servers operating with CPU frequency of 2.0 GHz.
For Lemma 3: If the total requests arrival rate falls into the following range, r(t) ≤
umax(2.0) × N ×capmax(2.0), we can pack the workload of n servers to n′ servers with
fi(t) = 2.0 and ui(t) = umax(2.0) according to Equation (3.62).
Let’s select two different numbers of servers n1 and n2 for packing, where n1 < n2.
We will be packing the workload of n1 (n2) servers to n
′
1 (n
′
2) servers running at 2.0 GHz
with a utilization rate of umax(2.0). n
′
1 and n
′
2 can be calculated as follows:
n′1 =
⌈ n1r(t)
umax(2.0)Ncapmax(f = 2.0)
⌉
(3.90)
n′2 =
⌈ n2r(t)
umax(2.0)Ncapmax(f = 2.0)
⌉
(3.91)
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Thus, n′1 ≤ n′2. Let’s define the workload handled by he n′1 and n′2 servers as
r1(t) = n
′
1umax(2.0)capmax(2.0) (3.92)
r2(t) = n
′
2umax(2.0)capmax(2.0) (3.93)
Since n′1 ≤ n′2, we have r1(t) ≤ r2(t). Because dpri(f = 2.1, u = uuni(t)) >
dprmini (t), we can show that
Puni(t) =
n∑
i=1
(Pi(t)− P0) +
n∑
i=1
P0
= dpri(f = 2.1, u = uuni(t))r(t) +
N∑
i=1
P0
≥ dprmini (t)r1(t) + dpri(f = 2.1, u = uuni(t))[r(t)− r1(t)] +
N∑
i=1
P0
≥ dprmini (t)r2(t) + dpri(f = 2.1, u = uuni(t))[r(t)− r2(t)] +
N∑
i=1
P0 (3.94)
Therefore, by gradually increasing n, the power consumption reduces monotoni-
cally. For any feasible request routing strategy, we have
PDC(t) =
N∑
i=1
Pi(t) =
N∑
i=1
(Pi(t)− P0) +
N∑
i=1
P0
=
N∑
i=1
dpri(t)ri(t) +
N∑
i=1
P0
≥ dprmini (t)
n2.0∑
i=1
ri(t) +
N∑
i=1
P0
= dprmini (t)r(t) +
N∑
i=1
P0 = P 1 (3.95)
where n2.0 is the number of servers running at 2.0 GHz with a utilization rate of umax(2.0)
after packing all the workload.
n2.0 =
⌈ r(t)
umax(2.0)Ncapmax(2.0)
⌉
(3.96)
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For Lemma 4: If the total requests arrival rate falls into the following range, r(t) >
umax(2.0) × N × capmax(2.0), to satisfy the SLA constraint, there must be some servers
running at f = 2.1 GHz to handle the additional workload.
In this case, the data center power consumption can be reduced by decreasing the
workload on n servers by reducing the CPU frequency from 2.1 GHz to 2.0 GHz with the
maximum utilization rate umax(2.0). The remaining workload will be uniformly distributed
to the N − n servers according to Equation (3.64).
Let’s select two different number of servers n1 and n2 for workload and CPU
frequency reduction, where n1 < n2.
Define the workload handled by the n1 and n2 servers as r1 and r2. The workload
can be calculated as
r1(t) = n1umax(2.0)capmax(2.0)
r2(t) = n2umax(2.0)capmax(2.0) (3.97)
Because n1 < n2, we have r1(t) < r2(t).
Now, let’s define the utilization rate of the remaining N − n1 and N − n2 servers
as u1 and u2. The utilization rates can be calculated as
u1(t) =
n1(uuni(t)capmax(2.1)− umax(2.0)capmax(2.0))
N − n1 + uuni(t)
u2(t) =
n2(uuni(t)capmax(2.1)− umax(2.0)capmax(2.0))
N − n2 + uuni(t) (3.98)
Therefore, u1(t) < u2(t) and it can be seen that
dpri(f = 2.1, u = u1(t)) > dpri(f = 2.1, u = u2(t))
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Now it can be shown that
Puni(t) = dpri(f = 2.1, uuni(t))r(t) +
N∑
i=1
P0
≥ dprmini (t)r1(t) + dpri(f = 2.1, u1(t))[r(t)− r1(t)] +
N∑
i=1
P0
≥ dprmini (t)r2(t) + dpri(f + 2.1, u2(t))(t))[r(t)− r2(t)] +
N∑
i=1
P0 (3.99)
Therefore, by gradually increasing n, the data center power consumption will
decrease monotonically.
When n = N − n∗2.1, the minimum power consumption is achieved, where
n∗2.1 =
⌈ r(t)− umax(2.0)Ncapmax(2.0)
umax(2.1)capmax(2.1)− umax(2.0)capmax(2.0)
⌉
(3.100)
Note that n∗2.1 is the minimum number of servers that have to operate at 2.1 GHz.
Denote the minimum dynamic power consumption per request dpri(t) at f = 2.1
as dprmini (t, f = 2.1).
Then, we have
PDC(t) ≥ dprmini (t)
N∑
i=n∗2.1+1
ri(t) +
N∑
i=1
P0 + dpr
min
i (t, f = 2.1)
n∗2.1∑
i=1
ri(t) = P 2 (3.101)
Next we will prove that Equation (3.101) holds and P 2 is the lower bound of power
consumption when r(t) ≥ umax(2.0)×N × capmax(2.0).
Let’s denote the workload handled by the servers running at f = 2.0GHz as r′(t).
r′(t) can then be calculated as
r′(t) =
N∑
i=n∗2.1+1
ri(t) = (N − n∗2.1)umax(2.0)capmax(2.0) (3.102)
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Let’s denote the remaining workload to be handled by servers running at f = 2.1
as r∗(t). Thus we have
r∗(t) = r(t)− r′(t) (3.103)
Denote the average dynamic power consumption per request of r∗(t) as dpr(r∗(t))
and the average dynamic power consumption per request of r′(t) as dpr(r′(t)). As dpr(r∗(t)) ≥
dprmini (t, f = 2.1) and dpr(r
′(t)) ≥ dprmini (t), then for any feasible operating point, we have
PDC(t) = r
∗(t)dpr(r∗(t)) + r′(t)dpr(r′(t)) +
N∑
i=1
P0
≥ dprmini (t, f = 2.1)r∗(t) + dprmini (t)r′(t) +
N∑
i=1
P0 (3.104)
Proof of the Minimum Amount of Requests with Increased Response Time
Lemma 5 The amount of requests with increased response time compared to the uniform
routing is minimized with the packing strategy in the CASE 2 (Pset(t) < Puni(t) and r(t) ≤
umax(2.0)×N × capmax(f = 2.0)) of Section 5.2.
Proof. For the real-time control strategy of CASE 2 in section 5.2, the response
time of the requests on the N − n servers running at f = 2.1 GHz is the same as that
of the uniformed routing. In order to reduce data center power consumption from the
power consumption under uniform routing policy Puni(t) by ∆P (t), we have to increase the
response time for ∆r(t) requests per second by reducing their dynamic power consumption
from dpruni(t) to dpri(t)
′.
Note that ∆r(t), ∆P (t), dpri(t), and dpri(t)
′ satisfy the following relationship:
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∆r(t) =
∆P (t)
dpruni(t)− dpri(t)′ (3.105)
In order to minimize the number of requests with increased response time per second, ∆r(t),
we have to set dpri(t)
′ at its minimum which is dprmini (t).
Now, as shown in the 3.3.6, the minimum dynamic power consumption per request
per second can be achieved when the servers are operating at f = 2.0 GHz and umax(2.0).
This is the same packing strategy for Case 2 in Section 5.2. Therefore, the packing strategy
proposed for Case 2 minimizes the number of requests with increased response time.
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Chapter 4
Data-driven Volt-VAR Control in
Power Distribution Systems
Although successful field demonstrations of Volt-VAR Control (VVC) have been
reported by many electric utilities, there are still many barriers to the widespread adoption
of the technology. One of the most significant barriers is the lack of robust distribution
network topology and parameter information, which are required in optimization based
VVC approaches. In particular, inaccurate distribution secondary systems’ information
[19, 20, 21] makes it difficult for VVC to ensure that customers’ voltages will stay within
the acceptable range. Moreover, the model-based control approaches are not always scalable
and may not be applicable in real-time control environments [116, 117]. To overcome the
drawbacks of model-based approaches, we propose to solve the VVC problem with data-
driven approaches.
In this chapter, we investigate deep reinforcement learning (DRL) algorithms for
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VVC, including both the on-policy [28] and off-policy [29] algorithms.
4.1 Related Works
The majority of the existing work on VVC adopt a physical model-based op-
timization/control approach. Due to space limitation, we focus on summarizing recent
advancements of VVC technology, which can be separated into three groups. The first
group of literature formulates VVC as deterministic optimization problems. The VVC
problem is extended to consider voltage-dependent loads [118] and formulated as a mixed-
integer quadratically constrained programming problem. A power electronic device, called
soft open point [119], is introduced to achieve real-time VVC together with conventional
voltage regulation devices. The coordinated control problem is formulated as a mixed-
integer second-order conic programming problem. The VVC problem is formulated as a
non-cooperative mixed strategy game [120], which considers flexible loads, electric vehicles,
and renewable energy sources. The limit on the number of switching operations of voltage
regulating devices is considered in the VVC [121], which is formulated as a mixed-integer
nonlinear programming problem.
The second group of literature explicitly incorporates the uncertainties of DERs
in the VVC problem formulation. A dual time-scale coordination scheme for slow and fast
controlling devices is proposed for the VVC problem, which is solved with stochastic [122]
and robust [123] optimization algorithms. The model predictive control (MPC) based VVC
algorithms are proposed to reduce network losses [124], voltage deviations and excessive
wear and tear of voltage regulating devices [125].
130
To address the algorithm scalability problem and the communication delay issue
of the centralized optimization and control approach for VVC, the third group of liter-
ature develops non-centralized control schemes, which can be further divided into three
subgroups, local VVC algorithms, distributed VVC algorithms, and decentralized VCC al-
gorithms [126]. The local VVC algorithms use only locally available information such as
bus voltages to design control strategies. Fully decentralized disturbance-feedback controller
[127], gradient-projection algorithm [128], and asynchronous gradient-project algorithm are
developed [129] for local voltage controls. The distributed VVC algorithms allow neighbor-
ing agents to communicate and share information to cooperatively reach global objectives of
VVC. Distributed algorithms such as the alternating direction method of multipliers [130],
the dual decomposition method [131], the integral-control-like update scheme [132], and the
local optimization and consensus approach [133] are developed to solve VVC problems. The
decentralized algorithms are developed with -decomposition in [134, 135], where centralized
control is only needed within the isolated sub-areas.
To remove the dependency on complete and accurate distribution network topol-
ogy and parameter information, a few researchers have developed reinforcement learning
(RL) based algorithms for VVC. The tabular Q-learning algorithm [136] is used to learn
the setting of control variables which satisfy operation constraints in power systems. The
tabular Q-learning method with the global reward recovered from the consensus-based algo-
rithm [137] is proposed to solve the optimal reactive power dispatch problem. Radial basis
functions are used to approximate Q-function in [138] to find the optimal tap settings of
the voltage regulation devices. In the existing RL-based algorithms, the VVC problems are
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always modeled as Markov decision process (MDP) and solved with Q-learning algorithm,
which is a commonly used action-value method in RL. The action-value methods learn
to approximate the action-value functions and then select actions based on the estimated
action-value functions and the -greedy algorithm [139].
In Section 4.2, we adopt on-policy policy gradient methods [140, 27] to solve the
VVC problem. In Section 4.3, to further improve the sample efficiency, we propose a
safe off-policy policy gradient algorithm. Unlike the existing RL-based VVC algorithms,
we formulate the VVC problems as a constrained MDP (CMDP) and use policy gradient
methods. Policy gradient methods directly learn a parameterized control policy that can
select actions without using a value function. Policy gradient methods have two advantages
over action-value methods. First, the VVC policy may be a simpler function to approximate
than the action-value function. Second, continuous policy parameterization yields stronger
convergence guarantees for policy-gradient methods than the -greedy action selection for
action-value methods [139]. Compared to the optimization-based approaches, our proposed
algorithm has better scalability and does not require accurate and complete physical model
of the distribution network.
4.2 Volt-VAR Control with On-policy Deep Reinforcement
Learning Algorithm
4.2.1 Problem Formulation
In this section, we first formulate the VVC problem as an optimization problem
and then as a CMDP problem.
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A. Volt-VAR Control Formulated as an Optimization Problem
VVC algorithm aims at minimizing the total system losses and equipment opera-
tion costs while satisfying voltage constraints. In this formulation, we assume the voltage
regulators, on-load tap changers and capacitor banks are the primary control knobs. Then,
the VVC problem can be formulated as an optimization problem as follows [141]:
minCp[
T∑
t=1
P tloss] + Cr
T∑
t=1
Nr∑
j=1
|Taprj(t)− Taprj(t− 1)|
+ Cl
T∑
t=1
Nl∑
j=1
|Taplj(t)− Taplj(t− 1)|
+ Cc
T∑
t=1
Nc∑
j=1
|Tapcj(t)− Tapcj(t− 1)| (4.1)
s.t.
fPB(PG
t,QGt,PDt,QDt,TAP t,u
t, lt) = 0,∀t (4.2)
fOL(PF
t,QF t,TAP t,u
t, lt) = 0,∀t (4.3)
PF tij
2
+QF tij
2
= ltiju
t
i,∀i, j ∈ N , (i, j) ∈ E, t (4.4)
u ≤ uti ≤ u,∀i ∈ N , t (4.5)
The objective function (4.1) minimizes the total operation costs, which include the
costs associated with line losses and the switching costs of voltage regulators, on-load tap
changers, and capacitor banks. The switching cost is assumed to be proportional to the
absolute number of tap changes between consecutive hours. P tloss denotes the total real line
losses at hour t. Cp, Cr, Cl, and Cc are the cost coefficients for the real power loss, the tap
changes of voltage regulators, on-load tap changers, and capacitor banks respectively. Nr,
Nl, and Nc are the total numbers of voltage regulators, on-load tap changers, and capacitor
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banks. Taprj(t), Tap
l
j(t), and Tap
c
j(t) denote the tap position of the j-th voltage regulator,
on-load tap changer, and capacitor bank at hour t. T is the operation horizon of the VVC
algorithm.
The formulation of constraints leverages the DistFlow equations [142]. The deci-
sion variables of the DistFlow formulation are the vector (ut) of uti for all the nodes (N ),
the vector (lt) of ltij for all the lines (E), and the vector (TAP t) of tap positions for all
the devices. uti denotes the square of voltage magnitude of node i at hour t. l
t
ij denotes the
square of current magnitude of the line connecting node i and j at hour t.
The set of power balance constraints in the DistFlow is represented by (4.2), where
PGt, QGt, PDt, and QDt denote the vector of nodal real and reactive power generations
and demands at hour t. The constraints corresponding to the Ohm’s law is represented by
(4.3), where PF t and QF t denote the vector of real and reactive power flows at hour t.
Equality constraint (4.4) is the only nonlinear constraint in the DistFlow formulation, which
can be relaxed as a second order cone [142]. PF tij and QF
t
ij are the real and reactive power
flow on the line connecting node i and j at hour t. E and N denote the set of edges and
nodes in the distribution feeder. Equation (4.5) represents the nodal voltage constraints,
where u and u are the lower and upper limits for the square of voltage magnitude. The
detailed formulations for the operating constraints can be found in [141], where binary
variables are introduced to represent the tap positions. The optimization problem shown
above is a MICP problem.
Finally, to account for generation and load uncertainties, the VVC problem can
be formulated as a MPC [124]. The optimization problem shown above can be solved on a
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rolling basis based on the updated load and generation forecasts.
B. Volt-VAR Control Formulated as a Constrained Markov Decision Process
In the Markov decision process (MDP), the grid operator or controller is denoted
by an agent. This agent and the distribution grid interact at each of a sequence of discrete
time steps t = 0, 1, 2, . . .. At each time step t, the agent receives the system’s state st ∈ S,
and selects a control action at ∈ A(s). One time step later, the agent receives a numerical
reward Rt+1 ∈ R ⊂ R, and finds itself in a new state st+1. The probability of receiving
a reward and observing a new state depends on the preceding state and control action as
P (st+1|st, at) = P (st+1|s0, a0, ..., st, at).
In the context of the VVC, the state is defined as s = [P ,Q, T , t], where P ,Q, T
and t denote the nodal real and reactive power injections, the current tap positions, and the
time step. The action taken by a VVC agent is changing the tap positions of controllable
devices to T ′. The size of the action space is ΠNsi=1ni, where Ns = Nr + Nl + Nc is the
number of controllable devices and ni denotes the number of tap positions of device i. The
reward received by the controller R(st, at, st+1) for taking action at at state st and reaching
state st+1 is defined as the negative of the system operational costs, which include the costs
associated with real power losses and equipment operations.
R(st, at, st+1) = −
[
CpP
t
loss + Cr
Nr∑
j=1
|Taprj(t+ 1)− Taprj(t)|
+ Cl
Nl∑
j=1
|Taplj(t+ 1)− Taplj(t)|+ Cc
Nc∑
j=1
|Tapcj(t+ 1)− Tapcj(t)|
]
(4.6)
The goal of an agent is to find a control policy pi that maximizes the expected
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discounted return defined as:
J(pi) = E
τ∼pi[G(τ)] (4.7)
where control policy pi is a mapping from state space S to action space A for a de-
terministic policy and a mapping from states to probabilities of selecting each possible
action for a probabilistic policy. τ is a trajectory or sequence of states and actions,
{s0, a0, s1, a1, ..., sT−1, aT−1, sT }. G(τ) is the discounted return along a trajectory. G(τ) =∑T
t=0 γ
tR(st, at, st+1), where γ ∈ (0, 1) is the discount factor.
Two important functions, action-value function and state-value function for policy
pi are defined as follows [139]:
Qpi(s, a) = E
τ∼pi[G(τ)|s0 = s, a0 = a] (4.8)
V pi(s) = E
τ∼pi[G(τ)|s0 = s] (4.9)
The action-value function Qpi(s, a) represents the expected return starting with state s,
taking action a, and following pi thereafter. The state-value function V pi(s) represents the
expected return starting with state s and thereafter following policy pi.
To enforce the voltage constraints, we augment the MDP with a set of cost func-
tions RC(st, at, st+1). For the VVC problem, it is defined as the number of voltage violations
across all nodes, i.e.,
RC(st, at, st+1) =
N∑
i=1
[1(|vt+1i | > v) + 1(|vt+1i | < v)] (4.10)
where 1(·) is the indicator function; vt+1i is the voltage of node i at hour t+ 1; v and v are
the upper and lower limits for voltage magnitudes. Additional operating constraints such
as the line flow limits could be incorporated in a similar manner.
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Now the expected discounted return of policy pi with respect to the cost function
can be defined as
JC(pi) = E
τ∼pi[
T∑
t=0
γtRC(st, at, st+1)] (4.11)
The final CMDP formulation for the VVC problem is:
max
pi
J(pi) (4.12)
s.t.
JC(pi) ≤ J (4.13)
where J is the limit for the expected discounted return of the cost function associated with
the voltage constraints.
4.2.2 Technical Methods
So far all reinforcement learning algorithms adopted to solve the VVC problem
have been action-value methods, which approximate the action-value functions through
learning and then select actions based on the estimated action-value functions. In this sec-
tion, we consider policy gradient methods, which learn a parameterized control policy that
directly selects actions without consulting a value function [139]. Typically, an approxi-
mate policy is parameterized according to the soft-max in action preferences, which makes
approaching deterministic policy easier and finding stochastic policy feasible [139]. Both of
these goals can not be achieved by the -greedy action selection in the action-value methods.
Another notable advantage of the policy gradient methods over the action-value methods is
that the control policy functions may be easier to approximate than action-value functions
in many applications such as the VVC problem.
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In this section, we first introduce the preliminaries of the policy gradient methods.
Then two state-of-the-art policy gradient methods based on trust region algorithms [140,
27] are adopted to solve the VVC problem. Finally, the design of neural networks to
approximate the policy and value functions in the two algorithms will be discussed.
A. Preliminaries of policy gradient method
Policy gradient methods learn a parameterized control policy piθ that maximizes
the performance measure Jˆ(piθ) by updating the parameter θ iteratively as follows:
θk+1 = θk + α∇θJˆ(θk) (4.14)
According to the policy gradient theorem [139], the gradient can be derived as
∇θJˆ(θ) = E
τ∼piθ
[
T∑
t=0
∇θ log piθ(at|st)Ψt] (4.15)
where Ψ may have various forms including the action-value function Qpiθ(s, a) and the
advantage function Apiθ(s, a).
The advantage function, which quantifies the improvement by taking action a in
state s compared to randomly selecting an action according to policy piθ and following piθ
afterwards, is defined as
Apiθ(s, a) = Qpiθ(s, a)− V piθ(s) (4.16)
Two policy gradient methods, trust region policy optimization (TRPO) and con-
strained policy optimization (CPO), that use the advantage function are presented in the
following subsections. We will discuss how to adopt them to solve the VVC problem for-
mulated as MDP and CMDP. The implementation details of these two algorithms can be
found in [140, 27].
138
B. Trust Region Policy Optimization
Algorithm 4 TRPO for VVC
1: Initialize parameters for policy and value function, θ0, φ0
2: for k = 0,1,2,... do
3: Generate sample trajectories Trk = {τ} with piθk through power flow simulations
4: Calculate the discounted return for the objective Gˆt after each time step t along the
trajectories
5: Estimate the advantage for the objective Aˆt based on the value function Vφk
6: Obtain piθ∗k+1 by solving (4.18) and (4.19)
7: Update the parameters φk of the value function neural network with Gˆt as labels
8: end for
The TRPO algorithm originally proposed in [140] provides a theoretical guarantee
of monotonic improvement of the control policy at each policy iteration step.
The design of the policy iteration procedure is based on the lower bound [27] of
the performance improvement of policy piθ′ over policy piθ:
J(piθ′)− J(piθ) ≥ 1
1− γ Es∼ηpiθ
a∼piθ′
[
Apiθ(s, a)− γξ
piθ′
1− γ
√
2KL(piθ′ ||piθ)[s]
]
(4.17)
where ξpiθ′ = maxs |Ea∼piθ′ [Apiθ(s, a)]|. KL(piθ′ ||piθ)[s] is the KL-divergence between pol-
icy piθ′ and piθ at state s. η
piθ is the discounted future state distribution, ηpiθ(s) = (1 −
γ)
∑T
t=0 γ
tP (st = s|piθ). P (st = s|piθ) denotes the probability of state s appearing at time
t under policy piθ.
Thus, we can update the policy parameters iteratively by maximizing the expected
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advantage with a small step size δ:
piθk+1 = argmaxpiθ
E
s∼ηpiθk
a∼piθ
[Apiθk (s, a)] (4.18)
s.t. E
s∼ηpiθk
[
KL(piθ, piθk)[s]
] ≤ δ (4.19)
If piθk is a feasible solution, the maximum expected advantage is non-negative. With a
small enough δ, monotonic policy improvement is guaranteed according to (4.17). The
optimization problem (4.18) and (4.19) can be solved by linearizing the objective function
and quadratically approximating the KL-divergence around θk.
The final iterative TRPO algorithm to solve the VVC problem is shown in Al-
gorithm 4. To adopt the TRPO algorithm for the VVC problem, the reward function is
augmented with a penalty term associated with the voltage violations:
R′(st, at, st+1) = R(st, at, st+1)− CVRC(st, at, st+1) (4.20)
where CV is the penalty factor for voltage violations.
C. Constrained Policy Optimization
To directly solve the VVC problem formulated as a CMDP, the CPO algorithm,
which guarantees approximate constraints satisfaction, can be leveraged [27]. The theoret-
ical guarantee of the constraint satisfaction can be shown with the upper bound [27] of the
performance improvement associated with constraints of policy piθ′ compared to policy piθ:
JC(piθ′)− JC(piθ) ≤ 1
1− γ Es∼ηpiθ
a∼piθ′
[
ApiθC (s, a) +
γξ
piθ′
C
1− γ
√
2KL(piθ′ ||piθ)[s]
]
(4.21)
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where ξ
piθ′
C = maxs |Ea∼piθ′ [ApiθC (s, a)]| and ApiθC (s, a) is the corresponding advantage function
for the constraint. According to (4.21), the constraint at each updating step is specified as:
JC(piθk) +
1
1− γ Es∼ηpiθk
a∼piθ
[A
piθk
C (s, a)] ≤ J (4.22)
Algorithm 5 CPO for VVC
1: Initialize parameters for policy and value functions, θ0, φ
1
0, and φ
2
0
2: for k = 0,1,2,... do
3: Generate sample trajectories Trk = {τ} with piθk through power flow simulations
4: Calculate the discounted returns Gˆ1t , Gˆ
2
t for the objective function and the constraint
after each time step t along the trajectories
5: Estimate the advantages for the objective Aˆ1t and the constraint Aˆ
2
t , based on the
value functions Vφ1k
and Vφ2k
6: if the problem (4.18), (4.19) and (4.22) is feasible then
7: Obtain the optimal solution piθ∗k+1
8: else
9: Obtain the solution piθ∗k+1 by solving (4.19) and (4.24)
10: end if
11: Update the parameters φ1k and φ
2
k of the value function neural networks with Gˆ
1
t
and Gˆ2t as labels
12: end for
The policy update for CMDP can be found by solving (4.18), (4.19), and (4.22).
Therefore, with a small enough δ, the constraint satisfaction is almost guaranteed at step
k+ 1 if we start from a feasible solution piθk according to (4.21). The worst-case constraint
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violation at step k + 1 is:
JC(piθk+1)− J ≤
√
2δγξ
piθk+1
(1− γ)2 (4.23)
Similarly, to solve the optimization problem, (4.22) should be linearized around
θk. At the beginning of the training process, a feasible solution can be recovered by solving
the following problem subject to (4.19):
min
piθ
E
s∼ηpiθk
a∼piθ
[A
piθk
C (s, a)] (4.24)
The final CPO algorithm to solve the VVC problem is shown in Algorithm 5.
4.2.3 Value and Policy Networks
Both the objective function (4.18) and the expectation of the advantage function
associated with the constraint in (4.22) can be calculated with only the state-value function
and the policy function as follows:
E
s∼ηpiθk
a∼piθ
[Apiθk (s, a)] = E
s∼ηpiθk
a∼piθk
[
piθ(a|s)
piθk(a|s)
Apiθk (s, a)] =
E
s∼ηpiθk
a∼piθk
[
piθ(a|s)
piθk(a|s)
(R(s, a, s′) + γV piθk (s′)− V piθk (s))] (4.25)
Therefore, we only need to design neural networks to approximate the state-value
function and the policy function. The state-value function Vφ corresponding to the aug-
mented reward in Algorithm 4 is parameterized with φ. The state-value functions corre-
sponding to the reward Vφ1 and the constraint Vφ2 in Algorithm 5 are parameterized with
φ1 and φ2. The inputs of all the value networks are states. The output is the expected
discounted return. The policy function piθ is approximated by a neural network with pa-
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Hidden layersInput
Device 1 
(softmax)
Device n 
(softmax)
Figure 4.1: Structure of the policy network
rameter θ. The structure of the policy network is shown as in Fig. 4.1. The inputs are
the states and the outputs are the probabilities of selecting various actions, which represent
the switch status of the devices. The size of the output layer is
∑Ns
i=1 ni, where Ns and ni
are the number of devices and the number of tap positions for device i. The probability
distribution Pi of the actions for device i, is obtained from the subset of the output neurons
with size ni. A softmax activation function is applied to each subset of the output neurons
corresponding to a device. The final probability distribution of the tap combinations across
all devices is calculated with P = ΠNsi=1Pi. Thus, in our proposed methods the network size
only increases linearly with Ns.
4.2.4 Numerical Study
A. Simulation Setup
The numerical studies are conducted on the IEEE 4-bus and 13-bus distribution
test feeders [75]. The real-world smart meter data of an electric utility is used as the nodal
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load in the simulation environment to generate power flow solutions. The length of historical
data is about six months. One week of data during the summer peak are used for the out-
of-sample test and the rest are used for training. The length of the VVC optimization
horizon or an episode in reinforcement learning is one week. The load time series data is
scaled and allocated to each node according to the load profile of the standard test case.
Each test feeder has three switching devices: a voltage regulator, an on-load tap changer,
and a capacitor bank. Both the voltage regulator and the on-load tap changer have 11 tap
positions with turns ratios between 0.95 and 1.05. The capacitor bank can be switched on
and off remotely and the number of ‘tap positions’ is treated to be 2. The size of the action
space for each test case is 11× 11× 2 = 242. In the 4-bus test feeder, the capacitor bank is
placed at node 4. In the 13-bus test feeder, the capacitor bank is placed at node 675. The
nominal capacity of the capacitor banks is 200kW . Initially, the turns ratios of the voltage
regulators and on-load tap changers are 1, while the capacitor banks are switched off. The
electricity price Cp is assumed to be $40/MWh. The switching costs of the devices Cr, Cl,
and Cc are set at $0.1 per tap change.
B. Benchmarking Algorithms
The MPC-based optimization algorithm is chosen as the first benchmark. The
control horizon is at 24 hours. The ARIMA [143] model is used to forecast the load during
the control horizon. The MICP problem formulated in Section 4.2.1 is solved on a rolling
basis at each step of MPC. MOSEK and GUROBI are used to solve the MICP problem.
The second benchmark is set up by replacing the load forecast with actual load data in the
MPC framework. The last benchmark represents the baseline where all switching devices
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are kept at their initial positions.
C. Policy Gradient Methods
In the TRPO and CPO algorithms, both the value and policy neural networks
have two hidden layers with 64 and 32 neurons respectively. The tanh activation function
is used in all the hidden layers. The linear and softmax activation functions are used for
the output layers of the state-value and the policy networks. In the TRPO algorithm,
the reward function is augmented by a penalty cost for voltage constraint violations. The
penalty coefficient CV is $1 per voltage violation per node. The terminal state is chosen as
the last hour of a week for both algorithms.
D. Performance Comparison
The control performances of CPO, TRPO, and MPC-based approaches are evalu-
ated in this subsection. Both the CPO algorithm and the TRPO algorithm are trained for
500 iterations. Each training iteration consists of 298 episodic trajectories, which correspond
to about 50,000 samples. Over the training episodes, we record the average discounted re-
turn (ADR), which includes the costs associated with the line losses, tap changes, and the
penalty of voltage violations.
The total operation cost (OC), the number of tap changes (# of TC), the number of
voltage violations (# of VV), and the accumulated per unit voltage violation (AVV) over the
test week are recorded in Table 4.1 for all the reinforcement algorithms and the benchmark
algorithms. The operation cost includes the costs associated with the line losses and the tap
changes. The accumulated per unit voltage violation is calculated as
∑N
i
∑
t[max(0, |vti | −
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v) + max(0, v − |vti |)].
Table 4.1: Performance comparison of Volt-VAR control algorithms
Algorithm OC ($) # of TC # of VV AVV (per unit)
4-
bus
test
case
Baseline 150.13 0 91 2.748
MPC (Actual) 111.44 18 0 0
MPC (Forecast) 111.89 20 0 0
CPO 115.01 9 5 0.044
TRPO 120.05 3 16 0.286
13-
bus
test
case
Baseline 77.88 0 268 2.673
MPC (Actual) 58.05 6 0 0
MPC (Forecast) 58.44 6 0 0
CPO 58.92 6 0 0
TRPO 61.29 3 2 0.004
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Figure 4.2: Comparison of voltage profiles on the 4-bus test feeder
The MPC with actual load represents the global optimal solution. As shown in
Table 4.4, the CPO algorithm is capable of achieving a near-optimal operational cost and
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is nearly constraint-satisfying. The CPO algorithm yields a lower operation cost compared
to the TRPO algorithm. The per unit voltages at node 3 and 4 of the 4-bus test feeder
are depicted in Fig. 4.2. It can be seen that the voltage solutions at node 3 of the MPC-
based approach with forecasted load hit the upper bound a few times. This is common
for optimization approaches as the optimal solutions are likely to be boundary points. By
following the CPO algorithm, the voltage profiles at node 4 nearly stay in bounds all the
time except for 5 minor violations. The CPO algorithm outperforms the TRPO algorithm
by approximately satisfying the voltage constraints all the time.
Table 4.2: Computation time of Volt-VAR control algorithms
Algorithm Average Time (s) Maximum Time (s)
4-bus
test case
MPC (GUROBI) 10.43 90.28
MPC (MOSEK) 346.80 3904.22
TRPO/CPO < 10−3 < 10−3
13-bus
test case
MPC (GUROBI) 4.69 8.57
MPC (MOSEK) 53.83 328.98
TRPO/CPO < 10−3 < 10−3
The average and the maximum computation time of the MPC-based algorithms
with different solvers and the policy gradient methods to determine the tap positions at each
hour are provided in Table 4.2. Without parallel computing (MOSEK), the computation
time of the MPC-based algorithm could exceed 1 hour in the worst case on an entry level
DELL desktop. On the other hand, once trained the policy gradient methods have a much
faster execution speed, which makes them suitable for online applications. Moreover, the
MPC-based algorithms require accurate and complete topology model and parameters of
the distribution network, which are not often available.
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4.2.5 Conclusion
In this section, the Volt-VAR control problem is modeled as a CMDP and solved
with policy gradient methods for the first time. The constrained policy optimization algo-
rithm is adopted to enable safe exploration for the controller. Both policy and state-value
functions are approximated by neural networks. The structure of the policy network is
tailored to achieve better scalability for the Volt-VAR control problem. The performance
of the policy gradient methods and benchmarking algorithms are validated with the IEEE
4-bus and 13-bus test feeders. The results show that the constrained policy optimization
algorithm can achieve near-optimal solutions with negligible voltage violations. Compared
to the conventional optimization based approach, the proposed reinforcement learning al-
gorithm is better suited for online VVC tasks where accurate and complete distribution
network models are not available.
4.3 Volt-VAR Control with Off-policy Deep Reinforcement
Learning Algorithm
4.3.1 Problem Formulation
In this section, we first introduce the preliminaries for CMDP and then formulate
the VVC problem as a CMDP.
A. Preliminaries of Constrained Markov Decision Process
As a formalization of sequential decision making, CMDP is defined by a tuple of
a state space S, an action space A, a reward function R, a cost function Rc, a transition
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probability function Pr, and a discount factor γ ∈ (0, 1).
In a CMDP, a learner and decision maker, also called an agent, interacts with
the environment at each of a sequence of discrete time steps, t = 0, 1, 2, 3, . . . , T . At each
time step t, the agent observes the state of the environment st ∈ S and selects an action
at ∈ A. One time step later, the agent receives a numerical reward R(st,at, st+1) ⊂ R and
a numerical cost Rc(st,at, st+1) ⊂ R. The state of the environment becomes st+1 according
to the transition probability function Pr(st+1|st,at).
The goal of the agent is to find a control policy pi that maximizes the expected
discounted return with respect to reward function J subject to a budget constraint for the
expected discounted return with respect to cost function Jc:
max
pi
J(pi) s.t. Jc(pi) ≤ J (4.26)
where pi is a mapping from a state space S to a action space A for a determin-
istic policy or a mapping from states to probabilities of selecting different actions for a
probabilistic policy. The expected discounted return of policy pi with respect to the reward
is defined as: J(pi) = E
τ∼pi[
∑T
t=0 γ
tRt], where τ is a trajectory or sequence of states and
actions, {s0,a0, s1,a1, ..., sT−1,aT−1, st}. Rt is the short name for R(st,at, st+1). Simi-
larly, the expected discounted return of policy pi with respect to cost function is defined as
Jc(pi) = E
τ∼pi[
∑T
t=0 γ
tRct ], where R
c
t is R
c(st,at, st+1) for short.
Finally, we define two important value functions, state-value function V pi(s) and
action-value function Qpi(s,a), as follows:
V pi(s) = E
τ∼pi[
T∑
t=0
γtRt|s0 = s] (4.27)
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Qpi(s,a) = E
τ∼pi[
T∑
t=0
γtRt|s0 = s,a0 = a] (4.28)
V pi(s) represents the expected discounted return starting from state s and taking actions
following policy pi thereafter. Qpi(s,a) represents the expected discounted return starting
from state s, taking action a, and thereafter following policy pi. The value functions satisfy
the Bellman equations:
V pi(st) = Eat∼pi
st+1∼Pr
[Rt + γV
pi(st+1)] (4.29)
Qpi(st,at) = Eat+1∼pi
st+1∼Pr
[
Rt + γQ
pi(st+1,at+1)
]
(4.30)
B. Formulating VVC Problem as a CMDP
Similarly as in section , the distribution system operator or controller is treated
as the agent who interacts with the distribution grid. The primary controllable devices for
the VVC task are selected to be voltage regulators, on-load tap changers, and switchable
capacitor banks. The state of the environment is defined as s = (P ,Q,Tap, t). P and Q
are the vectors of nodal real and reactive power injections. Tap is the vector of the current
tap/on-off positions of controllable devices. The action taken by a VVC agent at each time
step is changing the tap/on-off positions of controllable devices to Tap′. The size of the
action space is ΠNci=1|Ai|, where Nc is the number of controllable devices and |Ai| denotes
the number of tap/on-off positions of device i.
The VVC agent aims at reducing the distribution network losses and the operating
costs of the controllable devices. Thus, the reward function Rt of the VVC agent can be
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defined as the negative of the total operational costs, which includes the cost of real power
losses and the device switching cost:
Rt = −
[
CePloss(t) +
Nc∑
j=1
CTj |Tapj(t+ 1)− Tapj(t)|
]
(4.31)
The switching cost of a device is calculated as the product of the absolute change in tap
positions between consecutive time steps and the per tap position change cost CTj for device
j. Ce and Ploss(t) denote the electricity price and the total real power loss at time step t
respectively. The total real power loss is defined as the summation of real power losses of
all lines and devices in the distribution network.
To maintain nodal voltage profiles within a desirable range, the cost function is
chosen as the number of voltage constraint violations across all the nodes:
Rct =
N∑
i=1
[1(|V t+1i | > V ) + 1(|V t+1i | < V )] (4.32)
where 1(·) is the indicator function. V t+1i is the voltage of node i at hour t + 1; V and V
are the upper and lower limits for voltage magnitudes. N is the total number of nodes.
By evaluating the feedback in the form of rewards and costs defined above via
past and/or future interactions with the physical environment, the VVC agent tries to
learn a control policy that minimizes the total operational cost while satisfying the voltage
constraints.
4.3.2 Safe Off-policy Deep Reinforcement Learning Algorithm
In this section, we develop an innovative deep RL algorithm named constrained
soft actor-critic (CSAC) to solve the VVC problem, which is formulated as a CMDP. A
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suitable RL algorithm for solving the VVC problem should be sample efficient, scalable,
and safe to implement in the real world.
Sample efficiency: Unlike the domain of computer games, we can not repeatedly
generate a tremendous amount of operation experiences for VVC in real world distribution
feeders with low cost. Thus, it is crucial for us to develop off-policy RL algorithms, where
the learned control policy (target policy) and the policy that generated control behaviors
(behavior policy) are different. Being able to reuse the historical operational experiences,
the off-policy RL algorithms are much more sample efficient than the on-policy ones.
Scalability: In a VVC problem, the network loss is determined by the tap posi-
tions of all controllable devices together. The number of feasible control actions increases
exponentially with the number of controllable devices. Thus, in order to solve a large-
scale VVC problem, it is important to learn a control policy whose number of parameters
increases approximately linearly with the number of controllable devices.
Constraint satisfaction: In RL, agents are often given complete freedom to
learn a control policy by trial and error. However, in a real-world VVC problem, this is
unacceptable. Certain exploratory control actions may lead to significant voltage violations
in the distribution network causing equipment damage and undermining the reliability of
the network. Thus, we want to develop a RL algorithm, which can achieve near constraint
satisfaction at all times.
In the following subsections, we first introduce the actor-critic method, which is
a widely used policy gradient method. Next, we present the state-of-the-art maximum-
entropy based off-policy RL algorithm, soft actor-critic (SAC). We then propose an inno-
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vative off-policy RL algorithm called CSAC to solve the VVC problem. This is followed
by a presentation of the detailed algorithm design for CSAC. At last, we derive the policy
gradient for discrete actions and describe the device-decoupled policy network structure and
ordinal encoding for discrete actions.
A. Actor-Critic Method
The basic policy gradient method is an actor-only method, where the actor refers
to the policy function. Actor-only methods typically learn parameters for the approximated
policy function based on episodic gains from Monte-Carlo sample trajectories. This often
leads to high variance and slow learning [139]. To overcome these shortcomings, the actor-
critic method is proposed to update policy function parameters based on the approximated
value function that is a synonym for the critic. The iterative framework for a typical actor-
critic method is shown in Algorithm 6. At each iteration, the actor first generates samples
by taking actions according to the current policy. Then, the critic evaluates the quality of
the current policy by adjusting the value function estimates based on the temporal difference
[139] according to (4.30). At last, the actor is updated by using the information from the
critic.
B. Soft Actor-Critic
The commonly used actor-critic algorithms such as PPO [144] and A3C [145] are
notoriously sample inefficient, because they require new samples to be generated according
to the latest policy at each gradient step. Although off-policy policy gradient algorithms
153
Algorithm 6 Actor-Critic Algorithm
1: Initialize policy and value function parameters
2: repeat
3: Generate samples by taking actions according to the current policy
4: Update value function parameters according to (4.30)
5: Update policy parameters based on value function
6: until converge
such as DDPG [146] were introduced to improve sample efficiency, they are often brittle
with respect to their hyperparameters. To address these challenges, the off-policy maximum-
entropy deep RL algorithm, SAC [30], is developed to provide a robust and sample-efficient
learning, which achieves the state-of-the-art performance.
The SAC is built on the maximum-entropy RL framework [147, 148], which max-
imizes not only the expected return but also the entropy of the policy. The entropy for a
probabilistic policy at state st is defined as H(pi(·|st)) = −
∑
a pi(a|st) lnpi(a|st).
In the maximum-entropy RL framework, we typically work with the regularized
value functions [149] defined as:
V pih (s) = Eτ∼pi
[ T∑
t=0
γt
(
Rt + αH(pi(·|st))
)∣∣s0 = s] (4.33)
Qpih(s,a) = Eτ∼pi
[ T∑
t=0
γtRt + α
T∑
t=1
γtH(pi(·|st))
∣∣s0 = s,a0 = a] (4.34)
The corresponding entropy-regularized Bellman equations are:
V pih (st) = Eat∼pi
st+1∼Pr
[
Rt + αH(pi(·|st)) + γV pih (st+1)
]
(4.35)
Qpih(st,at) = Eat+1∼pi
st+1∼Pr
[
Rt + γ
(
Qpih(st+1,at+1) + αH(pi(·|st+1))
)]
(4.36)
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The two regularized value functions have the following relationship:
V pih (st) = Eat∼pi
[Qpih(st,at)] + αH(pi(·|st)) (4.37)
Equation (4.37) allows us to derive the closed-form solution [149] of the policy pi†(·|s) =
argmaxpi∈∆{V pih (s)}, where ∆ = {pi|pi ≥ 0,1 · pi = 1}, as:
pi†(·|s) = e
Qpih(s,·)/α∑
a e
Qpih(s,a)/α
(4.38)
When Qpih converges to Q
∗
h, the optimal policy pi
∗(·|s) also achieves optimal value V ∗h (s) for
all states s. By using the closed-form solution, the updating schema of Q-function could be
realized in an off-policy fashion.
Algorithm 7 Soft Actor-Critic
1: Initialize policy and regularized value function parameters
2: repeat
3: Sample from data buffer
4: Update parameters of value functions according to (4.36)
5: Update policy parameters according to (4.38)
6: until converge
The overall framework of SAC is summarized in Algorithm 7. The implementation
details such as the clipped double-Q learning [150], the baseline value function [139], and
the delayed update of value function [30] are omitted here.
C. Constrained Soft Actor-Critic
Although SAC has been successfully demonstrated on a range of challenging con-
trol tasks, it is designed to solve MDPs and cannot handle CMDPs with physical constraints.
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If one simply augments the reward with the product of a fixed penalty factor and constraint
violation, then the learned policy will be either too conservative or infeasible. In this subsec-
tion, we propose CSAC by extending SAC algorithm to satisfy the operational constraints
in CMDPs.
The goal of the SAC algorithm is to find an optimal policy, which maximizes the
regularized state-value function, maxpi E
s∼D
[V pih (s)], where D is the historical operation data
buffer, i.e., the set of experience tuple (st,at, st+1, Rt, R
c
t).
Moreover, in real-world control problems, it is necessary to enforce operational
constraints. For the VVC problem, we need to limit the number of total voltage constraint
violations at each time step, i.e., Rct ≤ Rc. Rct is defined in (4.32), and Rc is the upper
bound. For a finite horizon CMDP, the corresponding limit V c for the state-value function
associated with the operation constraint can be set as V c,pi(s) ≤ V c = (1− γT )/(1− γ)Rc,
where T is the episode length. Note that other types of operational constraints can be
enforced in a similar manner.
Within the maximum-entropy RL framework, the optimal policy of CMDP can be
obtained by solving:
max
pi
E
s∼D
[V pih (s)]
s.t. E
s∼D
[V c,pi(s)] ≤ V c (4.39)
The Lagrange function of the constrained optimization problem can be written as:
L(pi, λ) = E
s∼D
[V pih (s)] + λ(V
c − E
s∼D
[V c,pi(s)]) = E
s∼D
[V l,pih (s)] + λV
c (4.40)
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where
V l,pih (s) = Eτ∼pi
[ T∑
t=0
γt
(
R(st,at, st+1)− λRc(st,at, st+1) + αH(pi(·|st)
)∣∣s0 = s] (4.41)
The method of multipliers can be used to solve the constrained optimization problem. At
k-th iteration , given a multiplier λk ≥ 0, we can maximize L(·, λk), over policy domain
thereby obtaining a policy pik. We then set
λk+1 = [λk − δλ∇λL]+ = [λk + δλ( E
s∼D
[V c,pik(s)]− V c)]+ (4.42)
and repeat the process. δλ is the step size for the λ update process. [ ]
+ is the projection
to non-negative real numbers.
With a small α and H(pi) ≈ 0 at convergence, V c,pih (s) ≈ V c,pi(s). To have con-
sistent forms of value functions, the update of the Lagrange multiplier can be redesigned
as:
λk+1 = [λk + δλ( E
s∼D
[V c,pikh (s)]− V c)]+ (4.43)
where V c,pikh (s) is the state-value function associated with the operation constraint at k-th
iteration.
It has been shown that the iterative approach for updating the parameters of
control policy and Lagrange multiplier will guarantee the convergence to a local optimal
and feasible solution when the following three assumptions hold [151, 152]. First, V pih (s) is
bounded for all policies pi ∈ Π. Second, every local minima of Jc(pi) is a feasible solution.
Third,
∑∞
k=0 δθ =
∑∞
k=0 δλ =∞,
∑∞
k=0 δ
2
θ +
∑∞
k=0 δ
2
λ <∞, and limk→∞ δλ/δθ = 0. δθ is the
step size for updating the parameters θ of the policy neural network.
Note that for finite episodic cases, δλ can be set to be smaller than δθ in practice.
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If the local optimal solution is not feasible, then the algorithm can be restarted with a larger
initial value for λ.
D. Algorithm Design for CSAC
The proposed CSAC is an off-policy RL algorithm, which allows the offline training
of control policy in an iterative manner. The overall framework of the CSAC is summarized
in Algorithm 8. In each iteration, we first perform stochastic gradient descent to update the
parameters of neural networks, which approximate the value functions and policy function.
Then, we update the Lagrange multiplier of the constrained optimization problem as shown
in (4.43).
Two sets of neural networks are used to approximate the action-value functions
Qψ and state-value functions Vφ. The first set of value functions, parameterized with ψ
l
and φl, are associated with the value functions in the Lagrange function (4.40). The second
set of value functions, parameterized with ψc and φc, are associated with the constraint.
The policy function is approximated by a neural network piθ parameterized by θ.
The parameters of the action-value neural networks, Qψ, are updated by mini-
mizing the mean-square-error (MSE), 1/|B|∑B(Qψ − Qˆ)2, where B is a randomly selected
mini-batch of samples, i.e., a set of transition tuples {(st,at, st+1, Rt, Rct)}. |B| denotes the
size of the min-batch. The training target Qˆ is calculated as Qˆ(st,at) = rt + γVψ(st+1),
where rt is Rt − λRct for the neural network associated with the Lagrange function and
Rct for the neural network associated with the constraint. Similarly, the state-value net-
works, Vφ, are updated by minimizing the MSE, 1/|B|
∑
B(Vφ − Vˆ )2, where the target
Vˆ (st) = Qψ(st,at) − α lnpiθ(at|st). The parameters of the policy neural network is up-
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dated by minimizing the loss,
1
|B|
∑
B
lnpiθ(aˆt|st)(α lnpiθ(aˆt|st)−Qψl(st, aˆt) + Vφl(st)) (4.44)
where aˆt is the sampled action from piθ(·|st). The derivation for the policy gradient is
provided in the subsection 4.3.2.
Algorithm 8 CSAC Algorithm
1: Initialize network parameters and Lagrange multiplier λ
2: repeat
3: for each sample step do
4: at ∼ pi(·|st)
5: D ← D ∪ (st,at, st+1, Rt, Rct)
6: end for
7: for each gradient step with sample batch B do
8: Update action value networks Qψ
9: Update state value networks Vφ
10: Update policy network piθ
11: λ← [λ+ δλ
∑
B(Vφc − V c)/|B|]+
12: end for
13: until converge
The neural networks approximating V and Q functions use the state vector s and
the state action pair s,a as inputs, where a is treated as a vector of ordinal variables. The
outputs of these two networks are the corresponding target state and action values. The
policy network has a special design, which will be described in subsection 4.3.2.
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In order to stabilize the training process, the delayed update of value function [30]
is adopted in our algorithm. The training labels for Q networks are modified as Qˆ(st,at) =
rt + γVψtarg(st+1), where Vψtarg are the extra copies of V networks, whose parameter ψtarg
updates are delayed at each gradient step by φtarg = (1 − ρ)φtarg + ρφ, where ρ ∈ (0, 1).
To mitigate the positive bias in the policy update step, the clipped double Q-learning
technique [150] is adopted. The training labels for V networks are modified as Vˆ (st) =
mini=1,2Qψi(st,at)−α lnpiθ(at|st), where two sets of Q networks, Qψ1 = {Qψl1 , Qψc1}, Qψ2 =
{Qψl2 , Qψc2}, are maintained and trained separately.
E. Policy Gradient for Discrete Action
Discrete control variables are needed to represent the control actions in the VVC
problem such as changing the tap/on-off positions of voltage regulators, on-load tap chang-
ers, and switchable capacitor banks. The policy gradient of the SAC algorithm designed for
a continuous control problem can not be directly applied for our proposed CSAC. Specif-
ically, in SAC, the sampled actions are reparameterized with aˆθ = µθ + vθN (0, 1), where
µθ and vθ are the outputs of mean values and variances from the Gaussian policy network.
N (0, 1) is the standard normal distribution. Therefore, the aˆθ is differentiable with respect
to θ. However, it is no longer true for the discrete actions which are sampled with the
output distribution of the policy network. For discrete action space, the policy gradient can
be derived in a similar fashion to the policy gradient theorem [139, 153] to maximize the
state-value function:
∇θV pih (s) = ∇θ
∑
a
piθ(a|s)(Qpih(s,a)− α lnpiθ(a|s)
)
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= E
a∼piθ
[∇θ lnpiθ(a|s)(Qpih(s,a)− α lnpiθ(a|s))]
= E
a∼piθ
[
∇θ lnpiθ(a|s)
(
Qpih(s,a)− V pih (s)− α lnpiθ(a|s)
)]
(4.45)
The regularity condition,
∑
a piθ(a|s)∇θ lnpiθ(a|s) = 0, is used for the derivation of the
second line. Note that the loss function for updating the parameters θ of the policy neural
network is chosen as (4.44), whose partial derivative is the negative of (4.45).
F. Device-Decoupled Policy Network Structure and Ordinal Encoding for Dis-
crete Actions
Since only a single tap position can be chosen by each of the remotely controllable
devices for VVC problems, we design the policy neural network with a device-decoupled
structure. The input of the policy neural network is the state vector s and the outputs
are the probabilities of selecting a tap position for each of the Nc devices. Thus, the
dimensionality of the output layer is
∑Nc
i=1 |Ai|, where |Ai| denotes the number of tap
positions for device i. In this way, the network size only increases linearly with Nc. The
j-th action of the i-th device corresponds to the logit output lij of the last hidden layer of
the neural network. The probability pij of choosing j-th action for the i-th device can be
calculated by combining lij , 1 ≤ j ≤ |Ai| via a softmax function, pij = exp(lij)/
∑
j exp(lij).
The final probability of a tap position combination of all the devices is equal to the product
of the probability of each individual device taking its own action, p(a) = ΠNci=1pi(ai), where
a is the vector of chosen actions across all the devices and ai is the chosen action of i-th
device.
Note that the discrete controls actions of each remotely controllable device can
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be represented by an ordinal variable. For example, the control actions of an on-load tap
changer with 3 tap positions that correspond to turns ratios of 0.95, 1, and 1.05 can be
deemed as a discretization of an ordinal variable of turns ratio. Thus, we adopt an ordinal
representation [154] for all the discrete actions of a device to encode the natural ordering
between the discrete actions.
Specifically, each subset of the logit outputs corresponding to a device is first
pre-processed as follows:
l′ij =
∑
m≤j
ln oim +
∑
m>j
ln(1− oim), i = 1, 2..., Nc (4.46)
where the sigmoid function is first applied to the logits, oij = sigmoid(lij), and l
′
ij is the
transformed logit after the ordinal encoding. Then the probability of device i taking action
j can be calculated via p′ij = exp(l
′
ij)/
∑
j exp(l
′
ij).
Hidden layersInput
Device 1 
(softmax)
Device n 
(softmax)
(sigmoid)
Figure 4.3: Device-decoupled structure of the policy neural network
The device-decoupled structure of the policy neural network is depicted in Fig.4.3,
where the blue lines denote the connections associated with ln(x) and the yellow lines
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denote the connections associated with ln(1−x). Note that (4.46) is equivalent to encoding
the j-th action of a control device as a vector, [1, ...1, 0...], where the first j elements are
set as 1s and the rest of the elements are set as 0s. By introducing an inductive bias
which appropriately distinguishes the dissimilarity among the discrete actions, the ordinal
encoding further improves the learning efficiency of our proposed CSAC algorithm.
4.3.3 Numerical Study
Numerical studies are carried out on distribution test feeders to validate the sam-
pling efficiency, scalability, optimality, and safety of the proposed CSAC algorithm for
solving VVC problems. We also performed a comprehensive comparison between the pro-
posed algorithm and four benchmark algorithms including three RL algorithms and two
optimization-based algorithms.
A. Simulation Setup
The IEEE 4-bus, 34-bus and 123-bus distribution test feeders [75] are used in the
numerical simulations. In the 4-bus feeder, a voltage regulator is located at node 1 and
an on-load tap changer connects node 2 and 3. We add a capacitor bank with 200 kVar
rating to node 4. In the 34-bus test feeder, a voltage regulator is at node 800. There are
two transformers connecting node 814 to node 850 and node 852 to node 832 respectively.
Two capacitors are placed at node 844 (100 kVar) and node 847 (150 kVar). In the 123-bus
test feeder, a voltage regulator is at node 150. There are three on-load tap changers, which
connect node 10 to node 15, node 160 to node 67, and node 25 to node 26 respectively. Four
capacitors are placed at node 83 (200 kVar), node 88 (50 kVar), node 90 (50 kVar), and
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node 92 (50 kVar). All voltage regulators and on-load tap changers have 11 tap positions,
which correspond to turns ratios ranging from 0.95 to 1.05. The capacitors can be switched
on/off remotely and the number of ‘tap positions’ is treated as 2.
In the initial state, the turns ratios of voltage regulators and on-load tap chang-
ers are 1 and the capacitors are switched off. The electricity price Ce is assumed to be
$40/MWh. The operating cost per tap change CTj is set to be $0.1 for all devices. One
year of hourly smart meter energy consumption data [155] from London is used. The aggre-
gated load data is scaled and allocated to each node according to the existing spatial load
distribution of the IEEE standard test cases. 10 weeks of randomly selected data are used
for out-of-sample testing. The rest of the data are used for training purposes. For DRL
approaches, the reward and the cost are derived based on the line losses and nodal voltages
calculated from the power flow simulations. For the three IEEE distribution test feeders,
when the nodal voltages are within appropriate bounds, the line flow limits are also satis-
fied. Thus, only the voltage constraints are explicitly stated in the problem formulation.
The upper limit for the number of voltage violations V c is set as 0. The parameter settings
for the reinforcement learning algorithms are provided in Table 4.3 below.
B. Setup of the Benchmark and Our Proposed Algorithms
The deep Q-network (DQN) [31] algorithm, an extension of the tabular Q-learning
for the VVC [136], is chosen as the first benchmark RL algorithm. DQN algorithm is one
of the most widely used off-policy RL algorithms for solving MDP. In order to apply DQN
for CMDP, a penalty term for the voltage violation is added to the reward function as
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Table 4.3: Parameter settings for reinforcement learning algorithms
Parameters 4-bus 34-bus 123-bus
Size of Hidden Layers (64, 32)
Activation Function of Hidden Layers relu
Batch Size 256
Initial Value of λ 0
Discount Factor γ 0.99
Temperature Parameter α 0.02 0.02 0.05
Step Size for Q Networks δψ 1e-3
Step Size for V Networks δφ 5e-4
Step Size for pi Network δθ 1e-3
Step Size for λ Update δλ 1e-5
Delay Factor ρ 5e-4
Rt − CVRct , where the penalty coefficient CV is set as $1 per voltage violation per node.
Constrained Policy Optimization (CPO) algorithm, a state-of-the-art RL algorithm for
solving CMDP, is chosen as the second benchmark RL algorithm. CPO not only guarantees
monotonic policy improvement at each policy iteration step but also ensures constraint
satisfaction throughout the training process given that a feasible policy is recovered.
Both our proposed CSAC and the DQN algorithm are off-policy RL algorithms.
A single sample is collected at each training step for these two algorithms. On-policy RL
algorithms such as CPO typically require a large number of new samples to be collected
in order to accurately estimate the state values. In this study, the sampling size of each
training step of CPO is set to be 5000, which is determined by gradually increasing the
sampling size until the algorithm can achieve a stable and reasonable performance. The
length of each episode is set as a week, i.e., 168 hours. The weights of the neural networks
are randomly initialized and updated with batch training. The batch size is set as 256.
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To illustrate the effectiveness of proposed CSAC method, the SAC algorithm with
fixed penalty coefficients is chosen as the third DRL benchmark. Except for removing the
update step for λ, the same parameters are chosen as that of the CSAC algorithm. The
parameters of neural networks are fine-tuned based on the training performance.
Two benchmark optimization-based algorithms for VVC problems are also imple-
mented. The first benchmark optimization algorithm is implemented based on the single
period (one hour) mixed-integer conic programming (MICP), which is the same as the
discrete control stage without the chance constraints in [141]. Essentially, a multi-period
VVC problem is solved for one hour at a time with the MICP algorithm. The second
benchmark optimization algorithm is implemented by extending the single period MICP to
multiple periods with model predictive control (MPC) framework as in [124] over a planning
horizon of 24 hours. Note that for the optimization-based benchmarks, the actual future
load is assumed to be given. The commercial solver GUROBI is used for both benchmark
optimization algorithms.
C. Sample Efficiency
Evaluated based on the necessary number of samples to reach a stable solution, the
sample efficiency of the proposed CSAC algorithm and the two benchmark RL algorithms
is analyzed for the three distribution test feeders in this subsection. The number of training
samples collected versus the average weekly return (AVR) on the testing weeks, i.e., the
negative of the total operational costs associated with real power losses, tap changes, and
voltage violations are shown in the top subfigures of Fig.4.4-4.6. The number of weekly
voltage violations versus the number of training samples are shown in the bottom subfigures
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of Fig.4.4-4.6. The solid curves are the average performances of 5 random experiments, and
the light-colored regions represent the error bounds. As shown in Fig.4.4-4.6, to achieve
Figure 4.4: Average weekly return and voltage violation for 4-bus test feeder
the same level of performance, our proposed CSAC algorithm needs the least amount of
training samples. The on-policy CPO algorithm needs a much higher number of training
samples than the off-policy algorithms, CSAC and DQN. In the case of the 4-bus test feeder,
CSAC and DNQ only need about 10,000 training samples to achieve stable performance,
while CPO requires about 500,000 training samples to achieve stable performance.
The off-policy nature of CSAC algorithm not only significantly improves sample
efficiency, but also allows us to reuse historical operational data. In contrast, the on-policy
algorithms such as CPO need to generate new samples according to the latest policy at
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Figure 4.5: Average weekly return and voltage violation for 34-bus test feeder
Figure 4.6: Average weekly return and voltage violation for 123-bus test feeder
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every training step. Moreover, at each step of CPO, a large number of samples need to be
collected to form an accurate estimate of the state values.
Table 4.4: Performance comparison of Volt-VAR control algorithms
Algorithm
AVR ($) AVV
4-bus 34-bus 123-bus 4-bus 34-bus 123-bus
DQN -140.22 -680.09 N/A† 10.6 630.40 N/A†
CPO -139.27 -71.78 -68.88 9.6 27.34 1.12
CSAC -126.58 -42.39 -57.43 0.18 0.06 0
MPC -122.86 N/A∗ N/A∗ 0 N/A∗ N/A∗
MICP -133.26 -44.51 -66.99 0 0 0
∗ can not find a solution of a rolling step in 4 hours.
† can not finish one epoch of training in 10 hours.
D. Optimality, Constraint Satisfaction, and Scalability
The AVRs and the number of weekly average voltage constraints violations (AVVs)
during the testing weeks of the proposed CSAC algorithm, the two benchmark RL algo-
rithms, and the two benchmark optimization algorithms are shown in Table 4.4. The results
of the RL algorithms are the averaged performances of 5 experiments, each with a different
random seed.
As shown in the table, our proposed CSAC algorithm achieves the highest return
among all algorithms for the 34-bus and 123-bus test feeders and the second highest return
for the 4-bus test feeder. As the size of the distribution feeder increases, the advantage
of our proposed CSAC algorithm becomes more pronounced. Furthermore, our proposed
CSAC algorithm can satisfy the voltage constraints almost all the time whereas the other
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benchmark RL algorithms may lead to significant voltage violations. Minor voltage viola-
tions do occur in the 4-bus and 34-bus test feeders when our proposed CSAC algorithm is
used. However, the average voltage violation magnitude is much smaller than 0.01 per unit.
Although the MPC extension of the MICP algorithm achieves a better solution
on the 4-bus test feeder, it is not scalable and can not find a solution of a single rolling
step with 4 hours of computation time for both the 34-bus and the 123-bus systems. Sim-
ilarly, the DQN algorithm is also not scalable and can not obtain a solution for the 123-
bus system within a reasonable amount of time. This is because the number of Q values
which need to be calculated for each greedy action selection, ΠNci |Ai|, increases quickly
with the number of controllable devices. In our proposed CSAC algorithm, the policy
function can be approximated with a neural network whose size increases linearly with
the number of devices as presented in 4.3.2. Therefore, our proposed device-decoupled
encoding approach has much better scalability. Note that the same device-decoupled net-
work structure was applied on the CPO algorithm, where the trust region constraint is
enforced to limit the KL-divergence between the previous policy and the updated policy,
KL(pi′, pi) =
∑
a pi
′(a|s) ln(pi′(a|s)/pi(a|s)) ≤ δ. The total KL-divergence can be decom-
posed with respect to each device as KL(pi′, pi) =
∑Nc
i KL(pi
′
i, pii).
Table 4.5: Comparison between CSAC and SAC for Volt-VAR control
Algorithm
AVRwV ($) AVV
4-bus 34-bus 123-bus 4-bus 34-bus 123-bus
CSAC -126.40 -42.33 -57.43 0.18 0.06 0
SAC (CV = 0) -112.92 -36.50 -53.67 1020 1815.20 340.80
SAC (CV = 0.1) -125.49 -39.92 -58.19 69.33 10.62 7.94
SAC (CV = 1) -128.03 -45.31 -59.10 0.27 0.58 0
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The comparison between SAC with different penalty coefficients and CSAC is
performed to further demonstrate the effectiveness of the proposed method. The comparison
results are summarized in 4.5. When the proposed CSAC is compared to the SAC with a
constraint violation penalty factor CV = 1, it is very clear that our proposed algorithm not
only produces a higher weekly return without the penalty of voltage violations (AVRwV)
and a smaller AVV.
4.3.4 Conclusion
A model-free DRL algorithm is proposed to solve the VVC problem without de-
pending on accurate and complete distribution network topology and parameter informa-
tion. The VVC problem is formulated as a CMDP and solved by our proposed CSAC
algorithm, which is a safe off-policy DRL algorithm. In the algorithm implementation, the
policy network is specially designed with a device-decoupled structure and an ordinal encod-
ing scheme. Numerical studies conducted on the 4-bus, 34-bus, and 123-bus distribution test
feeders demonstrate that the proposed algorithm achieves better sample-efficiency, scalabil-
ity and constraint satisfaction than the state-of-the-art reinforcement learning algorithms
and the conventional optimization-based algorithms.
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Chapter 5
Algorithmic Trading with Virtual
Bids
The regional wholesale electricity markets in the United States adopt the two-
settlement structure, which includes the day-ahead (DA) market and the real-time (RT)
market. The DA market is a forward market that determines the hourly DA locational
marginal prices (LMPs), the unit commitment plans, and the DA dispatch schedules for
generations and dispatchable loads. The decisions are made based on the supply offers
and the demand bids submitted by load serving entities (LSEs), independent power pro-
ducers (IPPs), and proprietary trading firms. In the RT market, the RT LMPs and the
unit/resource dispatch schedules are calculated based on the updated supply offers and the
actual operating conditions described by the state estimator. Proprietary trading firms can
use virtual bids to arbitrage in the electricity market when the expected RT LMPs differ
from the expected DA LMPs.
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In this section, we develop a machine learning based trading strategy for propri-
etary trading firms to maximize their total profits with limited portfolio risks. It can also
be used to evaluated the market efficiency based on the trading profitability across different
markets.
5.1 Related Works
Market participants can buy or sell energy in the DA market with an explicit
requirement to sell or buy it back in the RT market using virtual bids. Note that there is
no requirement for such virtual bids to be backed by physical assets. There are two types
of virtual bids, increment offer (INC) and decrement bid (DEC) [156]. INC (DEC) is a
financial instrument that enables virtual bidders to sell (buy) energy in the DA market and
buy (sell) the same amount of energy back in the RT market at the same pricing node [157].
Virtual transactions were introduced into the two-settlement electricity market
to improve market efficiency, promote price convergence [22], provide hedging instruments
[23], and enhance market liquidity. IPPs and LSEs could leverage DECs to hedge risks
associated with generator forced outage, higher RT electric load and volatile RT LMPs.
Proprietary trading firms use virtual bids to arbitrage in the electricity market when the
expected RT LMPs differ from the expected DA LMPs.
To further drive price convergence in the electricity market, improve market ef-
ficiency and increase profitability, it is imperative for proprietary trading firms to design
virtual bids portfolio trading strategies that maximize the expected earnings and minimize
risks. Virtual traders in proprietary trading firms regularly place speculative virtual bids to
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arbitrage the differences between DA and RT LMPs based on their knowledge of the elec-
tricity market and the forecasts for the key factors that influence electricity prices. In fact,
the cleared virtual transactions in the five major electricity markets in the U.S. was 13%
[156] of the total load. In this section, we aim to develop a machine learning framework for
algorithmic trading with virtual bids. We are interested in exploring if the machine learning
based approach could find profitable virtual trading strategies in electricity markets.
Only a few researchers have studied portfolio trading strategies with virtual trans-
actions from the perspective of proprietary trading firms. In [158], the portfolio optimization
problem with virtual bids is formulated as a multi-armed bandit problem and solved by the
algorithm referred to as dynamic programming on discrete set (DPDS). It was shown that
DPDS consistently outperforms benchmark heuristic methods [159] when only the historical
LMPs are considered. A risk-constrained virtual bids portfolio trading strategy is developed
to empirically test for the efficiency of the California Independent System Operator market
[157]. The existence of a profitable trading strategy with virtual transactions is explored
via hypothesis testing in [22].
5.2 Portfolio Optimization with Virtual Bids
5.2.1 Modeling of Virtual Bids
In this subsection, we will model two types of virtual transactions, incremental
offers (INCs) and decremental bids (DECs) in detail.
Let λDAi,h and λ
RT
i,h denote the DA LMP and the RT LMP for node i and hour h.
Define λdifi,h = λ
RT
i,h − λDAi,h as the price spread between the DA LMP and the RT LMP. Let
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λbid,Ii,h and λ
bid,D
i,h represent the bid price ($/MWh) for INCs and DECs for node i and hour
h.
INCs are also called virtual supply offers, which sell energy in the DA market and
must buy back the same amount of energy in the RT market [160]. A virtual supply offer
will be cleared if the bid price is lower than the DA LMP. The expected earning of an INC
E[rIi,h] is
E[rIi,h] = E
[− λdifi,h 1(λbid,Ii,h ≤ λDAi,h )] (5.1)
DECs are also called virtual demand bids, which buy energy in the DA market and
must sell the same amount of energy in the RT market as a price-taker. A virtual demand
bid will be cleared if the bid price is higher than the DA LMP. The expected earning of a
DEC E[rDi,h] is
E[rDi,h] = E
[
λdifi,h 1(λ
bid,D
i,h ≥ λDAi,h )] (5.2)
5.2.2 Budget and Risk Constrained Portfolio Optimization
Before the DA market closes, each day a trader determines a portfolio of virtual
bids to be submitted to the DA market which maximizes the expected portfolio earnings
subject to budget and risk constraints as follows:
max
z
N∑
i=1
24∑
h=1
E[rIi,hz
I
i,h + r
D
i,hz
D
i,h] (5.3)
s.t.
N∑
i=1
24∑
h=1
[ProxI(i,h)z
I
i,h + Prox
D
(i,h)z
D
i,h] ≤ B (5.4)
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24∑
h=1
CV aRα(fh(zh,λ
dif
h )) ≤ C (5.5)
fh(zh,λ
dif
h ) = −
N∑
i=1
[rIi,hz
I
i,h + r
D
i,hz
D
i,h] (5.6)
zIi,h, z
D
i,h ∈ {0, 1} (5.7)
zIi,h and z
D
i,h are the binary variables indicating whether or not the correspond-
ing virtual bids with a quantity of 1MWh are selected for submission. The portfolio loss
function fh can be calculated as the summation of the loss of individual virtual bids (5.6),
where zh is the binary decision vector for the submission of virtual bids for all nodes at
hour h and λdifh is the vector of random price spreads for all nodes at hour h. Equation
(5.4) is the budget constraint, where ProxI(i,h) and Prox
D
(i,h) denotes the DA virtual bid
financial assurance proxy for INC and DEC at node i and hour h respectively, and B is
the total portfolio budget limit. The virtual proxy is utilized by ISO for calculating the
financial assurance requirements for virtual transactions [161]. Equation (5.5) enforces the
portfolio risk constraint, where the risk metric is selected as the conditional value-at-risk
(CVaR) with confidence level α [162]. The details about estimating the expected earnings
of virtual transactions and risk-constrained optimization are described in Section 5.3 and
5.4 respectively.
5.3 Estimation of Expected Earnings of Virtual Transactions
5.3.1 Benchmark Algorithm: An Online Learning Approach
The Online Learning (OL) approach proposed in [158] and [159] is used as the
benchmark algorithm in this section. The OL approach assumes that traders only have
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access to historical DA LMPs, RT LMPs, and bid prices when determining the optimal
virtual bids. In addition, the payoff of a virtual bid with a given bidding price has the
same distribution as that of the historical bids. To make the OL approach consistent with
the portfolio optimization framework presented in (5.3)-(5.7), we add the portfolio risk
constraint and modify the portfolio budget constraint. Note that most of the ISOs in the
U.S. use the virtual proxy for the budget constraint as in equation (5.4) rather than the bid
price as shown in [158].
In this subsection, we follow the convention of notations in [158] and [159] to make
the payoff function for INCs and DECs consistent. The DA, RT, and bid prices of INCs are
transformed as λ− λDAi,h , λ− λRTi,h , and λ− λbid,Ii,h respectively, where λ is the upper bound
of DA LMP. Similarly, the DA, RT and bid prices for DECs are transformed as λDAi,h − λ,
λRTi,h −λ, and λbid,Di,h −λ respectively, where λ is the lower bound of DA LMP. This way, the
functional form of payoffs for the INCs is the same as that for the DECs.
In the OL approach, the expected payoff of a virtual bid with a given bid price
is calculated as the average empirical payoff based on the historical DA and RT LMPs.
The expected payoff is calculated sequentially and adaptively based on the new market
information. The virtual transaction at each node and each hour of a day is treated as a
single product. Let λ
(k)
t denote the bidding price vector for the kth product from day 1
to day t with the bidding prices sorted in ascending order. Let r
(k)
t denote the vector of
expected payoff for a virtual transaction corresponding to the bid price in λ
(k)
t .
After receiving the new information about bidding price on day t for product k,
λ
(k)
t can be updated based on λ
(k)
t−1 as:
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λ
(k)
t = [λ
(k)
t−1(1 : ik), λt,k,λ
(k)
t−1(ik + 1 : t− 1)] (5.8)
where λt,k, is inserted at the ik + 1th index with ik = maxi λ
(k)
t−1(i) < λt,k. The symbol (·)
denotes the operation of fetching elements by indexes.
The vector for corresponding expected payoff r
(k)
t can be updated based on r
(k)
t−1
as:
r
(k)
t =[
t− 1
t
r
(k)
t−1(1 : ik),
t− 1
t
rt−1(ik : t− 1) + 1
t
(λRTt,k − λDAt,k )] (5.9)
where λRTt,k and λ
DA
t,k are the DA LMP and the RT LMP for product k at day t respectively.
For a trader following the OL approach, the bid price needs to be selected for each
product k. Obviously, the bid price with the highest expected payoff will be selected. The
expected payoff of bidding product k can then be updated as:
E[rk] = max(r
(k)
t ) (5.10)
5.3.2 A Machine Learning Framework
Instead of relying only on historical DA LMPs, RT LMPs, and bid prices to es-
timate the expected price spreads and the payoffs of virtual transactions, the key features
that influence the formation of DA and RT prices should also be included in the prediction
model. For example, load forecast, generation capacity, transmission outages, fuel prices,
and meteorological forecast are all crucial in determining the distribution of price spreads
and payoffs of virtual transactions. A machine learning framework based on MDN is pro-
posed in this subsection to infer the distribution of the price spreads and the expected
payoffs for virtual bids based on these key features.
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Note that under the machine learning framework for algorithmic trading, the vir-
tual bids are treated as self-schedules. In other words, the bid prices of INCs are selected
to be the price floor of the DA LMP and the bid prices for DECs are selected to be the
price cap of the DA LMP.
A. Input Features
The DA and RT LMPs are determined through the market clearing processes which
involve solving security-constrained unit commitment problems and security-constrained
economic dispatch problems in the DA and RT markets. The key features that influence
the price spreads between DA and RT LMPs can be categorized into three groups. The
first group includes all the meteorological variables such as system-wide/zonal temperature,
dew point, cloud cover, and wind speed. The second group includes all the relevant fuel
prices for natural gas, coal, and diesel. The third group includes the system variables such
as the forecast for system/zonal demand, the available generation capacity by fuel type,
and transmission outages. Note that only the forecast for these variables will be used for
choosing the virtual bids to be submitted to the DA market.
B. Modeling Price Spread with Mixture Density Networks
The price spreads between DA and RT LMPs have extremely high volatility and
spikiness [163]. For illustrative purposes, the histogram of the price spreads on a sample
node in ISO New England (ISO-NE) is shown in Fig. 5.1. The frequency of occurrence for
price spikes is not visible on the histogram. The price spikes are labeled by the red circles.
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Figure 5.1: Histogram of price spreads of a sample node in year 2015
The two zoomed-in subplots for price ranges (10, 30) and (−15,−5) show that the price
spread has a multimodal distribution. The typical neural network model assumes that the
output variable has a Gaussian distribution with a mean dependent on the input variables.
This Gaussian assumption can lead to very poor price spread predictions.
To deal with multimodality, we adopt mixture density network (MDN) to model
the conditional probability distributions of the price spreads. In MDN, a Gaussian mixture
distribution is assumed for the conditional distribution of the price spread as follows:
p(y|X) =
Nc∑
c=1
pic(X)N (y|µc(X), σ2c (X)) (5.11)
where X and y denote the input features and the prediction target. Nc is the total number
of components. pic(X), µc(X), and σc(X) are the feature dependent weight, mean value and
standard deviation for component c respectively. The loss function of MDN is the negative
logarithm of the likelihood function:
L(W ) = −
Ns∑
n=1
ln
Nc∑
c=1
pic(xn,W )N (yn|µc(xn,W ), σ2c (xn,W )) (5.12)
180
where Ns is the total number of data samples. xn and yn are the features and the price
prediction targets of sample n, while W denotes the network parameters. In order to make
the summation of weights equal to 1, the softmax activation function is applied to the
output layers for pic. To make the estimate for standard deviation positive, the exponential
activation function is adopted for the output layer of σc.
C. Data Preprocessing
Data preprocessing is crucial to minimize noise, capture nonlinear relationships,
and flatten the distribution of variables which makes the learning process of neural networks
more efficient and robust. Given that the spreads between the DA and RT LMPs are
extremely volatile and spiky, the sigmoid function f(x) = 1/(1 + exp(−x/θ)) is leveraged
to scale the output price spread data and flatten the price spread distribution. Batch
normalization is applied to the inputs.
5.4 Risk-Constrained Portfolio Optimization
The risk-constrained portfolio optimization problem (5.3)-(5.7) formulated in Sec-
tion 5.2 is a mixed integer convex optimization problem. This is because the our chosen
coherent risk measure [164], CVaR of the portfolio, is a convex function with respect to
the positions in virtual bids. In this section, we will convert the mixed integer convex
optimization problem into a mixed integer linear programming (MILP) problem.
First, we briefly review the definition of two risk metrics. The probability of the
portfolio loss fh(zh,λ
dif
h ) at hour h not exceeding ζh is defined as
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Ψ(zh, ζh) =
∫
fh(zh,λ
dif
h )≤ζh
p(λdifh )dλ
dif
h (5.13)
The value at risk (VaR), i.e., the probability of loss not exceeding ζh with confi-
dence level α is defined as
V aRα(zh) = min{ζh : Ψ(zh, ζh) ≥ α} (5.14)
The CV aRα of the portfolio loss can then be defined as
CV aRα(fh(zh,λ
dif
h )) =
1
1− α
∫
fh(zh,λ
dif
h )≥V aRα(zh)
fh(zh,λ
dif
h )p(λ
dif
h )dλ
dif
h (5.15)
It has been proven that function Fα(zh, ζh) is an upper bound of CV aRα [165].
Fα(zh, ζh) =
1
1− α
∫
λh
[fh(zh,λ
dif
h )− ζh]+p(λdifh )dλdifh (5.16)
By using the historical LMP samples, Fα(zh, ζh) can be further simplified [166] as
Fα(zh, ζh) = ζh +
1
(1− α)Ns
Ns∑
j=1
[fh(zh,λ
dif
h,j )− ζh]+ (5.17)
where Ns is the total number of samples. By introducing dummy variable u
j
h for sample j
at hour h, equation (5.17) can be transformed as:
Fα(uh, ζh) = ζh +
1
(1− α)Ns
Ns∑
j=1
ujh (5.18)
ujh ≥ fh(zh,λdifh,j )− ζh (5.19)
ujh ≥ 0 (5.20)
Hence, it can be shown [165] that CVaR of the portfolio loss can be determined
from the formula below:
CV aRα(fh(zh,λ
dif
h )) = minζh
Fα(zh, ζh) (5.21)
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Therefore, the original risk-constrained virtual transactions portfolio optimization problem
can be reformulated as
max
z,ζ,u
N∑
i=1
24∑
h=1
E[rIi,hz
I
i,h + r
D
i,hz
D
i,h] (5.22)
s.t.
24∑
h=1
Fα(uh, ζh) ≤ C (5.23)
(5.4), (5.6), (5.7), (5.18)− (5.20)
The optimization problem is now a MILP which can be tackled by commercial solvers such
as Gurobi and CPLEX.
5.5 Numerical Study
The performances of the proposed virtual transaction bidding strategy based on
MDN and the benchmark OL approach are evaluated with the electricity market managed
by ISO-NE. The historical LMPs and input variables such as oil and gas prices forecasts,
total system demand forecast, wind generation forecast, and weather forecasts, are taken
from online data repositories [167, 168]. The DA and RT LMPs from the 994 pricing nodes
in ISO-NE are collected. Three years of historical data from year 2015 to 2017 are gathered.
The first year’s data is used for training and validation purpose. The rest of the data are
used for out-of-sample testing. In the testing process, the proposed MDN model is updated
on a weekly basis. The costs associated with virtual bids in ISO-NE include transaction
fee and net commitment period compensation (NCPC). NCPC is a payment to generators,
dispatchable-asset-related demands, demand response resources or the external transactions
that did not recover their effective offer costs from the energy market. The transaction fee
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for virtual bids is $0.065/MWh. The NCPCs are $1.25/MWh in 2016 and $0.77/MWh in
2017 for ISO-NE.
5.5.1 Profitability of Algorithmic Trading Strategies
Both the OL approach and the proposed MDN based trading strategy are used
to select portfolios of virtual transactions in ISO-NE on a daily basis between January 1,
2016 and December 31, 2017. Two sets of daily portfolio budget and risk constraints of
$50k and $100k are tested. The confidence level α of CVaR is set as 0.95. The gain, the
trading costs, and the net gains are reported in Table 5.1. It can be seen from the table
that our proposed MDN based trading strategy consistently outperforms the OL approach
in both years and under both sets of budget and risk constraints. When transaction costs
and NCPC are taken into consideration, the net gains of our proposed trading strategy are
$1.17 million and $2.38 million in 2016 and 2017 with a $100k risk and budget limit. The
trading performance results suggest that the MDN provides more accurate prediction for
price spreads than historical averages calculated by the OL approach. Finally, note that
when the daily budget and risk limit increases, the net gains of the proposed MDN based
trading strategy also increases.
5.5.2 Influence of Rare Events and Changes in Market Rules
The cumulative net gains of our proposed and benchmark virtual bids trading
strategies with $100k daily budget and risk limit for year 2016 and 2017 are depicted in
Figure 5.2. As shown in the figure, the performance of the proposed and benchmark trading
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Table 5.1: Performance comparison of algorithmic trading strategies
Strategy Year
Budget Gain Fees & Net Gain
/ Risk ($) (million $) Uplift (million $) (million $)
OA
2016
50k / 50k 1.3375 1.2211 0.1164
100k / 100k 1.8406 2.2876 −0.4469
2017
50k / 50k 1.0506 0.7149 0.3356
100k / 100k 1.6967 1.3496 0.3472
MDN
2016
50k / 50k 2.2359 1.4087 0.8271
100k / 100k 3.9504 2.7804 1.1701
2017
50k / 50k 2.4221 0.8806 1.5415
100k / 100k 4.1088 1.7319 2.3770
strategy can be underwhelming during certain events/periods. It indicates that rare market
events and changes in market operation rules not captured by the machine learning model
have a significant impact on the performance of the trading algorithms.
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Figure 5.2: Cumulative net gains of the proposed and the benchmark trading strategies
from 2016 to 2017 with $100k daily budget and risk limit
The first slump of MDN algorithm in trading performance is due to the imple-
mentation of Do-Not-Exceed (DNE) dispatch rules by ISO-NE on May 25, 2016 (labeled
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by the purple dash line). Before the change in market rules, the practice of manual curtail-
ment for renewable generation resource was adopted by system operators. Under the DNE
dispatch rules, renewable generation units must submit supply offers into the DA market.
These offers are allowed to settle the DA LMPs on the corresponding pricing nodes when
congestion happens. It can be seen that the cumulative net gain of the proposed trading
strategy takes a dip right after DNE’s implementation. The sharp dip in net gain of the
benchmark algorithm on May 18, 2017 (labeled by the orange dash line) and the big drops
of MDN algorithm between September 24 and September 27, 2017 (labeled by the green
dash lines) are caused by price spikes in RT. These price spikes result from forced outages
in RT, which are difficult to predict on a DA basis.
5.6 Conclusion and Future Works
In this section, a data-driven algorithmic trading strategy is developed for virtual
transactions in electricity markets. A budget and risk constrained portfolio optimization
problem is formulated to select the virtual bids to be submitted. A mixture density network
model is developed to forecast the price spreads between DA and RT LMPs. Backcasting
results with ISO-NE’s market data show that the proposed MDN based algorithmic trading
strategy is much more profitable than the benchmark OL approach. In the future, we will
consider the price sensitivity in the portfolio optimization framework and develop a machine
learning framework to jointly model the price spreads of all pricing nodes. Furthermore,
a comprehensive comparison of the profitability across different electricity markets will be
performed to evaluate their relative efficiency.
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Chapter 6
Conclusions
In this dissertation, we investigate the optimization and control problems in smart
grids for different roles. For system operators, we develop the three-phase optimal power
flow algorithms to coordinate the distributed energy resources (DERs). Furthermore, we
design the deep reinforcement learning (DRL) algorithms for Volt-VAR control in distribu-
tion systems. For data centers, we present the proactive demand participation schemes to
provide the phase balancing service at a distribution system level and the frequency regu-
lation service at a transmission level. For proprietary trading firms, we develop a machine
learning based framework to maximize their total profits with limited portfolio risks. In
conclusion, the major work of this dissertation is summarized as follows:
In Chapter 2, we develop a three-phase iterative direct current optimal power flow
(DCOPF) algorithm with fictitious nodal demand. The definition of locational marginal
prices (LMPs) is extended to three-phase distribution systems. The proposed DCOPF al-
gorithm is effective in coordinating the operations of DERs and managing phase imbalance
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and thermal overloading. Furthermore, an innovative three-phase alternating current opti-
mal power flow (ACOPF) algorithm is developed by synergistically combining the convex
iteration technique and the chordal based conversion algorithm. We also propose a greedy
algorithm to find an appropriate grid partitioning scheme which results in lower computa-
tional complexity. The computational efficiency and scalability of the proposed algorithm
and the optimality of the solutions are validated on the IEEE test feeders.
In Chapter 3, the phase balancing problem in distribution networks is tackled by
shifting computational loads among the servers connected to three different phase wires in
a data center. An iterative scheme is developed to coordinate the operations of data centers
and DERs within a DSO managed electricity market. The sensitivities of three-phase LMPs
are derived and embedded into the scheme as damp factors. The coordination strategy for
data centers and DERs is very effective in reducing phase unbalance, improving distribution
network operational efficiency and reliability. Secondly, a comprehensive framework for a
data center to provide frequency regulation services is proposed, which includes an hour-
ahead bidding strategy and a real-time signal following algorithm. The proposed realistic
bi-linear server power consumption model and rule-based data center power consumption
control algorithm not only enable accurate frequency regulation signal following but also
limit the degradation in QoS. In addition, the dummy computing load is introduced to
increase the amount of frequency regulation service provision and final compensation.
In Chapter 4, the DRL approaches are adopted to learn a Volt-VAR control (VVC)
policy, which minimizes the total operation costs while satisfying the physical operation
constraints. The VVC problem is formulated as a constrained Markov decision process
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and solved by the on-policy constrained policy optimization at first. To further improve the
sample efficiency, an off-policy algorithm is proposed by synergistically combining the merits
of the method of multipliers and soft actor-critic algorithm. By designing the policy neural
network with a device-decoupled structure, the number of parameters in our proposed
method increases linearly with the number of voltage regulating devices. In contrast to
physical model-based VVC algorithms, our proposed DRL approaches are model-free and
does not rely on complete and accurate distribution network topology models or parameters.
In addition, the numerical study results show that the policy gradient methods are capable
of learning near-optimal solutions and determining control actions much faster than the
optimization-based approaches.
In Chapter 5, the research frontier of algorithmic trading with virtual bids is
further pushed. First, instead of relying only on historical LMPs to model and estimate
the DA and RT price spreads and payoff of virtual bids, a mixture density network is
developed to infer the conditional distribution of nodal price spreads given the fundamental
inputs such as the forecasts of demand, fuel prices and weather. Second, a risk-constrained
portfolio optimization problem for virtual bids is formulated and efficiently solved with
a finite number of scenarios. The machine learning framework for algorithmic trading
with virtual bids is established by synergistically combining the risk-constrained portfolio
optimization framework and the mixture density network model. The proposed trading
strategy also lays the fountain for the future research of market efficiency evaluation.
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