Abstract. An approach with the capability of searching a word portion in document images is proposed in this paper, to facilitate the detection and location of the user-specified query words. A feature string is synthesized according to the character sequence in the user-specified word, and each word image extracted from documents are represented by a feature string. Then, an inexact string matching technology is utilized to measure the similarity between the two feature strings, based on which we can estimate how the document word image is relevant to the user-specified word and decide whether its portion is the same as the user-specified word. Experimental results on real document images show that it is a promising approach, which is capable of detecting and locating the document words that entirely match or partially match with the user-specified word.
Introduction
With the rapid development of computer technology, digital documents have become popular for storage and transmission, instead of the traditional paper documents. The most widespread format for these digital documents is the text in which the characters of the documents are represented by the machine-readable codes(e.g. ASCII codes). The majority of the newly generated documents are in the text format. On the other hand, to make billions of volumes of traditional paper documents available and accessible in the format of digital domain, they are scanned and converted to digital images by the digitization equipment.
Although the technology of Optical Character Recognition(OCR) may be utilized to automatically transfer the digital images of these documents to their machine-readable text format, the OCR has still its inherent weaknesses in the recognition ability, especially for the poor quality document images. Generally speaking, manual correction/proofing of the OCR results is usually unavoidable, which is typically not cost effective for transferring a huge amount of paper documents to their text format. Moreover, the technology of layout analysis is still immature for the documents with complicated layouts. As a result, storing these documents in the image format has become an alternative way in many cases. Nowadays, many digital documents are in the image format. It is therefore of significant meaning to study the strategies of retrieving information from these document images.
Motivated by the fact that the OCR accuracy requirements for information retrieval are considerably lower than for many document processing applications, the methods with the ability of tolerating recognition errors of OCR have been researched [1, 2] . However, the layout analysis and character segmentation are unavoidable in these OCR-based methods. In recent years, a number of attempts have been made to avoid the use of OCR for retrieving information from document images [3, 4] .
Searching and locating a user specified keyword in the image format documents has its practical value for document information retrieval. For example, by using this technique the user can locate a specified word in the document images without the requirement of OCRing the entire document.
In the case where there are a large number of image documents in the Internet, the user has to download each one to see its contents before knowing whether the document is relevant to his interest. The image based keyword searching technology is capable of notifying the user whether a document image contains words of interest to him, and indicating which documents are worth downloading, prior to transmitting the document images through the Internet.
Some image-based approaches to searching keyword in handwritten [5, 6] and printed [7, 8, 9, 10, 11] documents have been reported in the past years. To avoid the difficulties of segmenting connected characters in a word image, segmentationfree methods were applied in these approaches. For example, the hidden Markov model and Viterbi dynamic programming algorithm are widely used to recognize keywords. However, these approaches have their disadvantages. Although DeCurtins' approach [7] and Chen's approach [9, 10] are capable of searching a word portion, it can only process the predefined keywords, and the pre-training procedure is unavoidable. In our previous word searching system [11] , a weighted Hausdorff distance is used to measure the dissimilarity between word images. Although it can cope with any words the user specified, it cannot deal with the problem of portion matching. As a result, the approach is not able to search the word "images" while the user keys in a word "image", because they are considered as different words from the image standpoint.
In this paper, we propose an approach based on partial word image matching, which has the ability of searching the words in the document images if their portions match the user-specified words. For example, it can detect the words such as "knows" and "unknown" while the user keys in the query word "know". A feature string is synthesized according to the the character sequence in the user-specified word, and each word image extracted from documents are represented by a feature string. Then, an inexact string matching technology is utilized to measure the similarity between the two feature strings. Based on the similarity measurement we can estimate how the document word image is relevant to the user specified word. Experiments have been conducted to detect and locate the user-specified words in real document images. The results show that it is a promising approach with the capability of word portion searching.
Feature String
To search a user-specified word in a document image, the feature string of the user-specified word is first generated by synthesizing the feature of each character in the word. Then it is matched with the feature string of each word image bounded in the document. According to the matching scoring the corresponding word image is decided whether its portion is the same as the user-specified word.
To extract the feature string of a word image, we scan the word image column by column, and give each column a code. Different code represents different feature as indicated below:
&: there is no image pixel in the column. It corresponds to the blank space between characters generally.
1: upper long vertical strokes. There is only one vertical stroke in the column. Its length is greater than the x-height of the word image, and it is located above the base line.
2: lower long vertical strokes. There is only one vertical stroke in the column. Its length is greater than the x-height of the word image, and it is located below the mean line.
3: vertical strokes. There is only one vertical stroke in the column, and its length is shorter than the x-height of the word image but longer than half of the x-height of the word image.
4: short vertical strokes at the upper-side of the mid-zone. There is in the column only one vertical stroke whose length is shorter than half of the x-height of the word image, and it is located at the upper-side of the mid-zone.
5: short vertical strokes at the lower-side of the mid-zone. There is in the column only one vertical stroke whose length is shorter than half of the x-height of the word image, and it is located at the lower-side of the mid-zone.
6: there are two strokes in the scanned column. 7: there are three or more strokes in the scanned column. Then, the adjacent neighboring features with the same codes are merged to one code. Figure 1 shows an example of extracting the feature codes from the word image "able".
To achieve the ability of dealing with different fonts, the features used to represent a character should be independent of typefaces. It is a basic necessity to avoid the effect of serif in a printed character. Our observation found that a feature code produced by serif can be eliminated by analyzing its preceding and succeeding features. Fox example, a feature '5' in a feature subsequence '35&' is normally generated by a right-side serif of characters such as 'a', 'd', 'h', 'm', 'n', 'u', etc. Therefore, we can remove straightforward the feature '5' from a feature subsequence '35&', as shown in Figure 1 .
Based on the feature extraction described above, we can give each character a feature sequence. For example, the feature sequence of character 'b' is '163', and that of character 'p' is '263'. The feature string of a user specified word can be generated by synthesizing the feature sequence of each characters in the word and inserting a special feature '&' among them to identify a spacing gap. In a word image, it is common that two or more adjacent characters are connected with each other, which is possibly caused by low scanning resolution or poor printing quality. This will result in the deletion of the feature '&' in the corresponding feature string, compared to its standard feature string. Moreover, noise effect will undoubtedly produce the substitution or insertion of features in the feature string of the word image. The deletion, insertion and substitution are very similar to the course of evolutionary mutations of DNA sequences in molecular biology.
Drawing inspiration from the alignment problem of two DNA sequences, we apply the technology of inexact string matching to evaluate the similarity between the feature string of the user-specified word and that of the word image extracted from document. From the standpoint of string alignment [12] , two opposing features that mismatch correspond to a substitution; a space contained in the first string corresponds to an insertion of the opposing feature into the first string; and a space in the second string corresponds to a deletion of the opposing features from the first string. The insertion and deletion are the reverse of each other. A dash("-") is therefore used to represent a space feature inserted into the corresponding positions in the strings for the situation of deletion. Notice that we use 'spacing' to represent the gap in the word image, whereas we use 'space' to represent the inserted feature in the feature string. Their concepts are completely different.
Definition 1 For a string S of length n and a string T of length m, V (i, j) is defined to be the similarity value of the prefixes [S 1 , S 2 , . .
. , S i ] and [T 1 , T 2 , . . . , T j ]. The similarity of S and T is precisely the value V (n, m).
Definition 2 Let Σ={&,1,2,3,4,5,6,7} be the feature set of the strings S and T , and let Σ be Σ with the added feature "-" denoting a space. Then, for any two features x, y in Σ , σ(x, y) denotes the score obtained by aligning the feature x against the feature y.
The similarity of two strings S and T can be computed by dynamic programming with recurrences. The base conditions are : ∀i, j:
The general recurrence relation is:
The zero in the above recurrence implements the operation of 'restarting' the recurrence, which can make sure that the unmatched prefixes are discarded from the computation.
We choose the matching scoring between any two features x and y in Σ as:
In the experiments, the scoring of matching any feature in Σ with the space '-' is defined as:
while the scoring between any feature in Σ is defined in Table 1 . The problem can be evaluated systematically using a tabular computation. In this approach, a bottom-up approach is used to compute V (i, j). We first compute V (i, j) for the smallest possible values for i and j, and then compute the value of V (i, j) for increasing values of i and j. This computation is organized with a dynamic program table of size (n + 1) × (m + 1). The table holds the values of V (i, j) for the choices of i and j(see Table 2 ). Note that the string S corresponds to the horizontal axis of the table, while the string T corresponds to the vertical axis. The values in row zero and column zero are filled in directly from the base conditions for V (i, j). After that, the remaining n × m sub-table is filled in one row at a time, in the order of increasing i. Within each row, the cells are filled in the order of increasing j.
The following pseudo code describes the algorithm:
The entire dynamic programming table for computing the similarity between a string of length n and a string of length m, can be obtained in O(nm) time, since only three comparisons and arithmetic operations are needed per cell. Table 2 illustrates the scoring table computing from the feature strings of the word image "enabled" and the user specified word "able". It can be seen that the maximum scoring achieved in the table corresponds to the matching of character sequence "able" in the word "enabled".
Then, the maximum scoring is normalized as:
where V * s (n, n) is the matching score between the string S and itself. If the score is greater than a predefined threshold δ, then we recognize that a portion of the word image matches the user-specified word.
Experiments
To verify the validity of the proposed approach of word portion matching, we use it to detect and locate the user-specified words in the real document images. The document images are selected from the scanned books and students' theses that are provided by the Central Library of the National University of Singapore. A connected component detecting algorithm is applied to identify all of the connected components in the document image first. The positional relations among the connected components are then utilized to bound the word images. The feature string of each word image is extracted for matching with the feature string of the user-specified word.
When a user keys in a specified word, the system generates its corresponding feature string according to the character sequence. The feature string is matched with each feature string of document words to measure the similarity between them. Figure 2 demonstrates one example, in which the words "processing" and "processed" are detected and located successfully in the document image within the bounding rectangles while the user keys in the word "process" for searching. Another example is given in Figure 3 , in which the words "enabled" and "unable" are detected and located in the document image while the user inputs the word "able" for searching.
To evaluate the performance of the system, 25 images of scanned books and 324 images of scanned students' theses are included in the test. 100 words are selected to search their corresponding words and variations from the document images. The system achieves an average precision ranging from 91.57% to 99.21% and an average recall ranging from 87.38% to 97.12% depending on different threshold δ, as shown in Table 3 .
A lower δ results in higher recall but at the expense of lower precision. The reverse is true for a higher δ. Thus, if the goal is to retrieve as many relevant words as possible, then a lower δ should be set. On the other hand, for low tolerance to precision, then δ should be raised.
Experiments found that the present approach is able to deal with most commonly used fonts, but it cannot handle italic fonts. This is caused by the shortcoming of the features used to represent the word image, in which the features are obtained by vertically scanning the image column by column. 
Conclusions
We proposed in this paper an approach for word portion searching based on the technique of inexact matching. The user specified word and the word image extracted from documents are represented by two feature strings first. Then, an inexact string matching technique is utilized to measure the similarity between the two feature strings. The present approach has the ability to search words in document images, whose portions match with the user-specified words. The experimental results show that it is a promising approach for word image searching.
However, the present approach cannot handle the italic word image due to the inherent shortcoming of the feature string used to represent the word image. Further work is to overcome the limitation by using a new feature string which is applicable to all typefaces. In addition, from the analysis of recall, it has been found that most of the missing words are caused by the incorrect word bounding(fragmentation mostly). It is therefore necessary to improve the word bounding performance of the system.
