Data sets containing a combination of categorical and continuous variables (mixed data sets) are difficult to analyse since no generalized similarity measure exists for categorical variables. Quantification of categorical variables makes it possible to represent this type of data using techniques designed for numerical data. This paper presents a quantification process of categorical variables in mixed data sets that incorporates information on relationships among the continuous variables into the process, as well as utilizing the domain knowledge of a user. An interactive visualization environment using parallel coordinates as a visual interface is provided, where the user is able to control the quantification process and analyse the result. The efficiency of the approach is demonstrated using two mixed data sets.
Introduction
Data sets containing only categorical variables or a combination of categorical and continuous variables (mixed data sets) exist in many research areas. These data sets are difficult to analyse since no generalized similarity measure exists for the categorical variables and due to this a certain amount of knowledge of the data and of the goal of the analysis is needed to understand the relationships between categories. Because of this the efficiency of visualization techniques for data containing categorical variables are often specialized and application dependent. However, by quantifying the categorical variables (assigning order and distance to the categories) it is possible to use more general visualization techniques designed for continuous variables to represent this type of data.
Two main approaches for quantification of categorical data exist. The first is to order the categories manually, making use of the domain knowledge of the data analyst. This is a time consuming process for high cardinality data and the efficiency depends entirely on the knowledge of the analyst. The second approach is to use an algorithm to compute distance and order of categories. A disadvantage of this approach is the lack of user control. The domain knowledge of a specialist user has no influence on the algorithm and due to this important knowledge might not be made use of. This paper presents an approach to quantification of categorical data that utilizes the efficiency of an algorithm as well as makes use of the knowledge of a user. The quantification process is carried out in an interactive environment that facilitates user control of the computational process, implemented using the GAV framework [11, 4] . The efficiency of the approach is demonstrated using two mixed data sets. The main contributions of this paper can be summarized as:
• A description of a quantification method for categorical variables in mixed data sets that incorporates information about relationships among continuous variables.
• A presentation of an interactive environment providing user domain knowledge in the quantification process, using parallel coordinates as a visual interface.
The paper is organized as follows. Section 2 presents related research. Section 3 describes the data analysis technique used in the paper. Section 4 presents the details of the quantification process and the interactive environment. Section 5 presents the results and is followed by conclusions and future work.
Related work
A number of visualization techniques specifically designed for visualization of categorical data exist. Fourfold displays [3] visualize two-by-two tables, representing the cell frequencies by quarter circles. Mosaic displays and mosaic matrices [3, 9, 1, 2] represent multi-way tables with tiles whose sizes are proportional to the cell frequencies. CatTrees [13] are extentions of Tree-maps [12] that visualize hierarchically structured categorical data.
Parallel sets [14] is a visual representation that has a layout similar to parallel coordinates [10] . The categories of a categorical variable are represented by a set of boxes that are sized according to the category frequency. Visualization of mixed data sets is done by dividing the continuous variables into bins. Havre et al. [8] present a technique that extends parallel coordinates to handle categorical data. To avoid data overlay, meaning data items being concealed by other data items, the lines are spread over additional axes and sorted according to what categories they belong to in the adjacent axes.
These techniques are related to the technique presented in this paper since they attend to visualization of categorical and mixed data sets. However, they suggest visualization techniques, whereas this paper focus on efficient quantification methods.
Several attempts on quantification of categorical data have been done. Ma and Hellerstein [15] suggest a technique for ordering of categorical data, focusing on visualization in scatter plots and parallel coordinates. They form clusters of categories based on domain semantics and order the categories in a way that minimizes the distances within the clusters. Rosario et al. [18] quantifies categorical data based on the distance and association of categories in a categorical space. The quantification is achieved using Correspondence Analysis (CA) [7] as described in detail in section 3. Patro et al. [17] incorporates this technique into a framework for mapping of diverse data types.
CA has been used in different ways in visualization. Friendly [1, 2, 3] use CA to reorder categories in a mosaic display. Greenacre [7] describes a number of ways to visualize the result of CA using scatter plot techniques, such as CA Maps, where CA is used to position categories in a plot, and CA Biplots where each row and column of a table is displayed as a point. Greenacre [7] also suggests using CA for quantification of categorical data to be able to apply statistical techniques that require numeric data.
Quantification of categorical data is a pre-processing approach that enables visualization using general techniques for multivariate data. This paper presents a quantification process that is mainly inspired by the work of Rosario et al. [18] , but that is an improvement through its ability of handling mixed data and utilizing the domain knowledge of a user.
Correspondence Analysis
Correspondence Analysis (CA) is a data analysis technique that can be used to analyse the association between categories of a categorical variable. The computation is performed on a table where the rows represent the categories [7, 6, 18] .
The most basic case of CA is Simple Correspondence Analysis (SCA) where the relationship between two categorical variables is to be analysed. Here a two-way contingency table (table 1) is used, where each cell represents the frequency of a combination of two categories, for example 25 of the senior employers are none smokers whereas 4 of them are heavy smokers. By looking at the relative frequencies of the rows (table 2) an understanding of the rela- The rows in a contingency table can be thought of as points in a space defined by the columns. CA defines independent dimensions in this space, where the first independent dimension (also called the first principal axis) explains most of the variance within the space. With every succeding dimension the amount of variation explained decreases. Based on the Optimal Scaling approach of CA [7] , where the goal is to find values leading to maximum variance, the first principal axis can be used to quantify the corresponding categories. Table 3 shows the first principal axis when SCA has been applied to table 1. As can be seen junior employers and junior managers are quantified to values close to each other, and should hence be interpreted as being similar, which is also implied by table 2.
To analyse a set of variables, Multiple Correspondence Analysis (MCA) is used. The computation of MCA is to apply SCA to a Burt Figure 1 : The quantification process is divided into three main steps: categorization of continuous data, computation of category similarities and interactive analysis and modification of result.
Step one and three provide user interaction.
correspondence matrix, P, is computed by dividing N with its grand total, n (equation 1). P is then normalized and centered using equation 2, where r and c are vectors of the row and column sums and D r and D c are diagonal matrices with r and c as diagonals [7, 6] .
The independent dimensions are found using singular value decomposition (equation 3), where U and V are unitary matrices, and Σ is a diagonal matrix where the diagonal values are the singular values of S [5] . The principal axes, F, of the rows are determined using equation 4.
The first principal axis of the MCA is used to quantify the catgories, represented by the rows in the Burt table, as described in Greenacre [7] and Rosario et al. [18] . Using this technique categorical variables are quantified using a similarity measure that is based on the association of the cateogries and all other categories in the data set, without taking the closeness of table cells into consideration.
Interactive quantification of categorical variables
This paper presents an interactive quantification process for the categorical variables in mixed data sets. The work flow of the process is shown in figure 1 and can be divided into three main steps:
1. Categorization of continuous variables in order to fit them into a table.
2. Computation of similarities between categories. The GUI of the interactive environment. The bottom parallel coordinates display the whole data set, and the top parallel coordinates display the continuous variables, using colour to show the category belonging of the data items.
3. Interactive analysis and modification of transformed data.
The similarity computation is, in this paper, achieved using MCA [6] , as described in section 3. However, any technique able to compute similarities between categories can be used.
The quantification process is performed in an interactive environment where the user is able to view and influence the result of the process. The data set is visualized using parallel coordinates, which is chosen because it is a technique where distance is easily perceived and where a large number of variables can be visualized simultaneously. Combined with a Graphical User Interface (GUI, figure 2 ) the parallel coordinates are used as a visual interface. The colour of the axes of the parallel coordinates indicates variable type, as set by the user, using white axes for categorical variables and grey for continuous. Initially categories are ordered according to their occurence in the data set. 
Categorization of continuous data
Since MCA is applied to Burt tables the continuous variables of a mixed data set have to be categorized. For this the continuous variables are displayed in separate parallel coordinates in the interactive environment.
In the categorization process the numerical distances of the continuous variables need to be taken into consideration, since the MCA process is only affected by cell frequencies and not by the closeness of table cells. If a continuous variable is divided into a number of equally sized bins along an axis, as in figure 3 , a bin would be considered to be just as close to the bin farthest away as it is to an adjacent bin in the MCA process. When MCA is applied to the table in figure 3 , bin 1 is considered to be just as close to bin 2 as it is to bin 3. This leads to a loss of similarity information contained in the continuous variables, a loss that can be reduced by using a more effective categorization.
Two categorization possibilities are suggested in this paper. The first is an interactive category assignment performed by the user. This categorization is achieved by assigning a category center to one of the continuous variables, and then setting the range of the category using sliders, as shown in figure 4 . The second categorization possibility is to apply a clustering algorithm to the continuous variables of the data set, and by this divide the continuous data into bins based on the distance of data items. An appropriate number of clusters are found using the silhouette approach described in Rousseeuw [19] , where the relative quality of a cluster is defined as a ratio between the within dissimilarity and the between dissimilarities of the clusters. For each data item i of a cluster A the average dissimilarity, a(i), of i to all other items in A is computed, as well as the average dissimilarity, d(i, C), of i to the data items in any other cluster, C. The silhouette value of an item, s(i), is computed using equation 5 where , C) ) is the average dissimilarity of i and its neighbour cluster. 
A silhouette value of 1 indicates that i is assigned to an appropriate cluster, whereas a value of -1 indicates that i is missclassified. An adequate number of clusters are found if the quality of the clustering is acceptable based on the silhouette values of the data items, e.g. if 80% of the data items has got a silhouette value above 0.75.
In this paper k-means clustering [16] is used since it is a straightforward and commonly used algorithm. However, any clustering algorithm can be used. Some clustering techniques are influenced by random processes and due to this two clusterings of the same data set are not necessarily identical, although equally relevant. To reduce the influence of any random process the category similarities are computed a number of times with MCA, using a new clustering and updating the Burt table for every computation. The mean similarity values of all computations are used for quantification. Figure 5 displays the results using two different categorization methods, visualized in parallel coordinates. The left axis represents a categorical variable and the remaining axes represent continuous variables. The distribution of data along the continuous variables implies that the blue category is closer to the red category than it is to the green category, and that the green category is closer to the red category than it is to the blue category. In figure 5 (a) categorization is achieved by dividing the axes into ten equally sized bins, and in figure 5(b) by clustering. As can be seen the quantification in figure 5(b) , where the green category is closer to the red category than to the blue, agrees more with the expected result than the quantification in figure 
Interactive analysis and modification
When categorization is achieved and MCA is applied a quantification based on the first principal axis of the MCA is displayed in the bottom parallel coordinates of the interactive environment (figure 2). At this time the user can analyse the result and interactively modify the quantification.
For high cardinality variables categories can be grouped together to reduce the number of categories. Categories that are similar are quantified to values close to each other, and based on this a grouping of categories that are sufficiently close can be done. The categories of a variable are displayed in a two dimensional scatter plot, where the categories are mapped onto the first and second independent dimension, obtained from the MCA. Categories whose distance is smaller than a threshold value, set by the user, are grouped and their mean value is used as quantification value, as shown in figure 6 . By using both the first and second independent dimension more of the variance and similarities within the data set are taken into consideration during the grouping process than if only the first dimension is used. However, if preferred the analyst can choose to base the grouping on the first dimension only. Besides this an interactive grouping can be performed by selecting several categories that are to be grouped together. The categories can be interactively reordered by employing a drag and drop approach to the categories of a selected variable, or reordered by recomputation of the category similarities. As shown in figure 1 recomputation can be accomplished in two ways, both followed by MCA: 1) recategorization of the continuous variables using the available methods described in section 4.1, 2) addition of a weight factor to the distance between categories.
The weight factor is used to influence the similarities of two categories, and affects the frequencies in the Burt table before applying MCA. The difference between table row frequencies is changed relative to the weighting factor. Table 4 shows table 1 with a weighting factor of 0.5 affecting the similarity between senior managers and secretaries, as can be seen the frequency difference between senior manager and secretaries are halved for each column. The quantification achieved by applying CA is altered according to the weight factor, as shown in table 5 where the  center column is the normalized first principal axis of the  original contingency table (table 1) and the right column is the normalized first principal axis of the weighted contingency table (table 4) . When an adequate quantification is achieved the transformed data is stored to enable future analysis and visualization of the data set.
Result
Two mixed data sets, available at [20] , are used to demonstrate the result. The first contains information on automobiles, with variables such as fuel type, engine location and weight. It contains 205 data items and is made up of 10 categorical and 16 continuous variables. The second data set is made up of 7 categorical and 8 continuous variables, containing 194 data items. It contains information related to flags of different countries, containing variables such as country name, religion, language and main hue.
To demonstrate the result of the proposed quantification process the categorical variables of the automobile data set are quantified using two methods. Figure 7 (a) displays the quantification result when applying MCA only to the categorical variables of the data set. Two car makes, Mazda and Subaru, are pointed out with red arrows. In figure 7 (b) the quantification process is based on the whole mixed data set, using clustering to categorize the continuous data and applying MCA to the categorical variables as well as the cluster information, as described in section 4. The quantification values present a suggestion of similarities and dissimilarities between categories. When the whole data set is taken into consideration (figure 7(b)) Mazda and Subaru are positioned close to each other, and are hence considered similar, whereas they are considered more different from each other when applying MCA solely to the categorical variables.
By taking a closer look at the continuous values of the data items belonging to the Mazda and Subaru categories (figure 8) it is visible that the data items follow a similar pattern along these variables. Hence, the Mazda and Subaru categories should be considered to be more similar to each other if the whole data set is to be taken into consideration than if the quantification is based on the categorical variables only. As shown in figure 7(b) this is the result when using clustering to categorize the continuous data.
Assume that the data analyst has got some knowledge of the data that is to be analysed, for instance on similarities of categories within some of the categorical variables. This is knowledge that a fully automatic process would not make use of, which the quantification process described in this paper is able to utilize.
The analyst of the automobile data set might for in-(a) Quantification is achieved by applying MCA to the categorical variables solely.
(b) Quantification is achieved by applying MCA to the whole mixed data set, using clustering to categorize the continuous data. stance has some knowlegde on drive wheels, and does not consider the result of the quantification process (figure 9, left) to agree with her/his knowledge. By adding weight values to the drive wheel categories, as described in section 4.2, the analyst can adjust the result. The weighting performed by the analyst uses the fwd category as starting point. Weight values are set to the other categories based on their distance to fwd (figure 9, left) and on the knowledge of the analyst. Assume as an example that the analyst has the opinion that fwd is more similar to rwd than to 4wd. According to this the rwd category is given Figure 8: The continuous values of the Mazda and Subaru data items. The data items follow a similar pattern and the categories should thus be positioned closer if quantifying based on the whole data set, compared to when quantifying using only the categorical data. Figure 9 : Quantification of drive wheel categories before (left) and after (right) category weighting is applied. Wheight values are given based on distance to the fwd category, which is pointed out together with the rwd category, that where given a low weight value.
a low weight value (below one) whereas 4wd is given a high weight value (above one). The quantification result succeding the weight process is shown on the right axis in figure 9 . As can be seen rwd has moved closer to the fwd category, whereas 4wd has moved further away from it, according to the weighting of the analyst. The categorical data of the flags data set are quantified using ten cluster iterations. Figure 11 (left) displays the result of the quantification for the names and landmass variables. As can be seen names is a high cardinality variable where the number of categories cause clutter in the display. To reduce the number of categories for this variable the grouping possibility using the first two independent dimensions of the MCA is employed. Figure 10 displays the name categories mapped to the first and second dimension of the MCA. The colour of the glyphs represent the group belonging when a distance threshold of 0.1 is used. The mean values of the groups are used to represent the categories within. By grouping the data the clutter of the names variable is reduced without loosing the overall structure of the data, as shown in figure 11 , where the cardinality before (left) and after (right) grouping is displayed.
Conclusions and future work
This paper has presented a process for quantification of categorical variables in mixed data sets, using Multiple Correspondence Analysis, where information about relationships among the continuous variables was incorporated into the process by categorization of the continuous data, using clustering. An interactive environment is provided, in which the user is able to control and influence the quantification process and analyse the result, using parallel coordinates as a visual interface. The environment offers possibilities of interactive categorization of continuous variables, different ways of reordering the categories as well as grouping of categories in high cardinality variables.
The presented results indicate that clustering of the continuous variables is an effective way of incorporating relationship information of the continuous data into Multiple Correspondence Analysis. It has also been shown that the proposed weighting of categories results in a quantification that is influenced by the relationships within the data set as well as by the domain knowledge of the user.
Future work includes incorporation of further distance computation and clustering techniques into the interactive environment, as well as implementation of additional interactivity and data analysis techniques to improve the process. Furthermore, an evaluation of the efficiency of the quantification process and interactive environment will be carried out.
