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Abstract- El protocolo TCP (Transmission Control 
Protocol) está implementado para actuar en redes 
fija s, donde las incidencias en la comunicación pueden 
interpreta r se como problemas de con ges tión. E n 
entornos móviles, en cambio, los problemas son debidos 
a una alta tasa de error en bit (BER); la utilización del 
protocolo TCP en este tipo de entornos afecta negati-
vamente a la efici encia de la transmisión. En este 
artículo se presenta un a solución pa ra optimizar la 
comunicación TCP: la compresión de cabeceras; con-
cretamente se expone la necesidad de un algoritmo 
especifico para comunicaciones móviles y se valora la 
propuesta de compresión de cabeceras de la lETF . 
l.INTRODUCCIÓN 
Con el auge de las tecnologías móviles en las últimas 
décadas, ha aparecido también la necesidad de que el 
usuario pueda comunicar e a cualquier hora y desde 
cua lqu ier parte, ya sea mediante servicios de voz o de 
transferencia de datos (e-mail , acceso a Internet, MMS). 
La aparición de los servicios de 2.5G y 3G, ta les como 
GPRS o UMTS, ofrecen la posibilidad de proporcionar al 
usuario acceso a todos estos recursos con las ventajas de 
la tecnología inalámbrica y con el único requerimiento de 
que exista cobertura. 
Figura l . Esquema de una conexión a Internet mediante un 
terminal móvil 
Internet está basada en la arq uitectura de protocolos TCP/ 
IP. Estos están diseñados para actuar de forma eficiente en 
redes fijas , donde la tasa de error en bit (BER) es baja y los 
principales problemas son causados por la congestión de 
la red. Las comun icaciones móviLes, en cambio, se real i-
zan a través de enlaces inalámbricos, caracterizados por 
una alta S ER. Especialmente, en condic iones de movili-
dad de terminales y reselección de celdas, pueden produ-
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ci rse ráfagas de error pronunciadas que afectan negativa-
mente al rendi miento de los protocolos TCP!lP [3]. 
Por otra parte, los retardos extremo-extremo (RTTy en 
una comunicación móvil toman valores muy superiores a 
los obte nidos en rede fijas (entre ce ntenares de 
milisegundos en sistemas 3G y entre 1 y 3 segundos en 
comunicaciones GPRS) [15]. Además, los sistemas móvi-
les permiten combati r la alta probabilidad en bit mediante 
la actuación de mecani smos de recuperación de errores a 
niveL de enlace RLCfLLC (por ejemplo, después de que se 
haya llevado a cabo una reselección de celda o después de 
una interrupc ión en la comunicac ión); esto, unido al hecho 
de que durante la transmisión pueden limi tarse la cantidad 
de recursos (s lots) di sponibles, puede provocar variacio-
nes importantes del retardo entre paquetes consecutivos. 
Por lo tanto, se provocará un funcionamiento poco efi-
c iente de l mecani smo habitua l de TCP [14] para el cá lcu lo 
del tempori zador de retransmisión (RTO). 
La Figwa 2 ejemplifica ambos aspectos. Se muestran los 
resultados de la captura (en el terminal móvi 1) de una transmisión 
realizada en una situación de movilidad. Tal como puede 
observarse, debido al paso de los paquetes a travé del enlace 
inalámbrico, se producen dos fenómenos importantes a desta-
car. Por una parte cortes o desconexiones en los que se pierden 
ráfagas de paquetes, por otra, retardos variables y de una 
duración considerable. 
Paquetes recibidos en el cliente 
r .. lurJll 
nempo 
Figura 2. Fragmento de una transmisión. Escenario móvil 
I Se denomina retardo extremo-extremo ó Round Trip Time al 
tiempo transcurrido entre que se envía un paquete y se recibe la 
confirmación . 
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Desde el punto de vista del usuario, otra característica 
negativa de este tipo de comunicaciones es que se 
llevan a cabo en enlaces de baja velocidad. Actualmen-
te en Internet y redes IP se utiliza la pila de protocolos 
TCP/IP en su versión 4. En estos sistemas se envía en 
cada paquete un mínimo de 40 bytes de cabecera a 
nivel TCP/IP. Sin embargo, para poder dar servicio a 
más usuarios y facilitar la movilidad,en un futuro será 
necesaria la utilización del protocolo IPv6 [9] que 
entre otras características dispone de un campo de 
direcciones mayor (128 bits frente a los 32 de IPv4), 
por lo que la cabecera TCP/IP se verá incrementada. 
Este hecho reducirá el tamaño del campo disponible 
para enviar información y se hará aun más plausible la 
sensación de baja velocidad y la consecuente insatis-
facción del usuario. Por todo esto se justifica la 
necesidad de métodos adicionales que permitan 
optimizar el protocolo TCP para obtener un mejor 
rendimiento en entornos móviles. 
Si se analizan los campos de las cabeceras de los 
principales protocolos de nivel de transporte (TCP/IP, 
UDP, RTP), puede observarse que para una transmi-
sión concreta, gran parte de los campos de las cabece-
ras se mantienen constantes, son deducibles o varían 
siguiendo un cierto patrón. Una manera de reducir la 
influencia de la cabecera en el tamaño total del paquete 
sería la utilización de algoritmos de compresión: el 
compresor únicamente envía los campos de cabecera 
necesarios para que el descompresor pueda reconstruir 
la cabecera original a partir de ese paquete y de un 
cierto context02• Así se aumentaría el throughput de la 
transmisión. Este hecho mejoraría la apreciación del 
usuario sobre el rendimiento de las comunicaciones 
móviles de baja velocidad. 
No obstante, la mayoría de los algoritmos de compre-
sión existentes [7, 10], aunque fueron ideados para 
enlaces de baja velocidad no son directamente aplica-
bles a las comunicaciones móviles. Esto es debido, 
sobretodo, a que no están suficientemente adecuados 
para soportar altas BER. En el caso de pérdida de un . 
solo paquete, se pierde el contexto y se descartan 
muchos paquetes en el descompresor antes de volver a 
recuperarlo. Por lo tanto, sería necesario un método de 
compresión más robusto que evitara una pérdida tan 
rápida del contexto. 
En el caso de los protocolos IP, UDP y RTP, este 
método de compresión ya existe y está propuesto como 
un estándar por el IETF [12]. En cambio, para el 
protocolo TCP, aunque es el más habitual en las comu-
nicaciones de datos, aun no existe un método suficien-
temente eficiente y robusto de compresión. 
2 Se denomina contexto a toda la información necesaria 
(normalmente se trata de los campos de cabecera de un 
paquete anterior) para recuperar la cabecera original de un 
paquete comprimido 
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El grupo de trabajo ROHC de la IETF [18] en el área 
de transporte está elaborando una nueva propuesta 
de compresión, el [17]. 
En el artículo se analiza la viabilidad de optimizar 
las comunicaciones móviles mediante métodos de 
compresión de cabeceras. En concreto, se detalla-
rán los problemas de los mecanismos de compre-
sión de la cabecera TCP IIP actuales [7, 10] y se 
presentarán posibles soluciones. En particular nos 
centraremos en la propuesta que actualmente desa-
rrolla el grupo ROHC de IETF [17], basada en el 
protocolo de compresión robusta ROHC [12]. 
El artículo se estructura de la siguiente forma. En 
las secciones 2 y 3 analizaremos el funcionamiento 
y los problemas que presentan los métodos actuales 
de compresión de cabeceras TCP: Van Jacobson e 
IPHC, en enlaces móviles. En la sección 4 presen-
taremos las características y las mejoras respecto a 
los protocolos de otras propuestas anteriores, en 
concreto la del grupo de trabajo ROHC del IETF 
para un protocolo de compresión robusta [17]. Fi-
nalmente, en la sección 5 concluiremos porqué cree-
mos que la compresión de cabeceras, y en concreto 
la propuesta [17], podría ser una buena opción para 
la optimización de las comunicaciones móviles de 
2.5G y 3G. 
2. COMPRESIÓN VAN JACOBSON 
El protocolo de compresión Van Jacobson [7] fue 
ideado para comunicaciones unidireccionales me-
diante el protocolo TCP/IPv4 en enlaces fijos de 
baja velocidad (PPP, SLIP). Basa su funcionamien-
to en mantener, para cada conexión, una cabecera 
base (o contexto) común en compresor y 
descompresor. En el compresor la cabecera base se 
actualiza con la información de cabecera de cada 
nuevo paquete enviado; en el descompresor ésta se 
inicializa cuando se envía un paquete sin comprimir 
y se actualiza mediante la información que se trans-
mite en cada paquete comprimido. 
La cabecera comprimida incluye como mínimo un 
primer byte a modo de máscara que indica los 
campos de la cabecera que se transmiten a continua-
ción, y el checksum TCP de la cabecera original, 
necesario para la detección de errores en la 
descompresión3 • El resto de los campos mostrados 
en la Figura 3 se transmiten sólo si varían respecto 
a los campos de la cabecera base. Para reducir al 
máximo el tamaño de la cabecera comprimida, en 
vez del valor real del campo del paquete a compri-
mir, se transmite la diferencia entre éste y el alma-
cenado en la cabecera base del compresor. 
3 Se considera que un paquete se ha descomprimido correcta-
mente si el CRC de la cabecera descomprimida coincide con el 
Checksum TCP de la cabecera original. 
BURAN N"20 DICIEMBRE 2003 
En el caso de que varíen otros campos no contem-
plados en la estructura de la cabecera comprimida o 
que se produzca una retransmisión, debe volver a 
enviarse un paquete sin comprimir para actualizar 
la cabecera base del descompresor. 
IclrlplslAlwlu 
C: Identificador de conexión 
Checksum TCP (2 bytes) 
U: Puntero Urgente 
W: ~ Window 
A: ~ACK 
S: ~ Secuencia 
I: ~ Identificador IP 
Figura 3 Cabecera comprimida (VJacob) 
Al tratarse de una comunicación unidireccional, la 
compresión Van Jacobson hace uso del mecanismo 
de reconocimientos de TCP para sincronizar la 
cabecera base en caso de pérdida o error de los 
paquetes. Si se pierde un paquete o se descarta por 
ser erróneo, la cabecera base en el descompresor no 
podrá actualizarse y, por tanto, diferirá de la del 
compresor que sí se habrá actualizado. Al estar los 
campos codificados de forma incremental, la cabe-
cera del próximo paquete comprimido no podrá 
reconstruirse correctamente, ya que el Checksum 
TCP enviado será diferente del calculado en el 
descompresor. Por 10 tanto, se descartará el paquete 
y el destino no enviará ningún ACK al emisor. Así 
sucederá con todos los paquetes que lleguen al 
descompresor, hasta que expire el temporizador en 
el emisor y se reenvíe el paquete erróneo o perdido 
(sin comprimir) y se vuelva a sincronizar el contex-
to del descompresor. 
Esta política de recuperación de errores presenta 
tres grandes problemas en las comunicaciones mó-
viles: 
En primer lugar, como los RTTs pueden llegar a 
ser muy altos, aunque el ancho de banda sea 
reducido, el tamaño de la ventana de transmisión 
puede ser elevado. Por 10 tanto, el descompresor 
ya habrá descartado gran cantidad de paquetes, 
antes de que se haya logrado actualizar el con-
texto, y deberá retransmitirse toda la ventana de 
transmisión y la eficiencia de la transmisión se 
verá afectada. 
En segundo lugar, cada vez que expire el RTO 
del emisor, éste, suponiendo que se trata de un 
problema de congestión, utilizará el mecanismo 
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de Slow Start y consecuentemente cerrará la 
ventana de transmisión. Teniendo en cuenta que, 
a diferencia de las redes fijas, el problema prin-
cipal de las comunicaciones inalámbricas es la 
alta tasa de error y no la congestión, se estaría 
aplicando una política de recuperación inade-
cuada que muy lejos de ayudar, ralentizaría aun 
más la transmisión. 
Por último, debe destacarse también que el pro-
tocolo de compresión Van Jacobson no contem-
pla la utilización de opciones TCP, como por 
ejemplo SACK [6] y Timestamp [8]. En comuni-
caciones móviles es recomendable la utilización 
de la opción SACK [13], por 10 tanto parece 
adecuado que el protocolo de compresión con-
temple la utilización, como mínimo de esta op-
ción, y que sea capaz de comprimirla de forma 
eficaz. 
En [3, 1] se muestra que, en un entorno inalámbrico, 
el throughput obtenido en conexiones que utilizan 
compresión Van Jacobson es menor que en co-
nexiones en las que no se aplica compresión y por lo 
tanto no se considera como una buena opción para 
comunicaciones móviles. [4] presenta posibles so-
luciones para adaptar el protocolo Van Jacobson a 
entornos con altas BER. Para ello propone la 
implementación de algoritmos que aceleren la recu-
peración en caso de pérdida de sincronismo entre el 
compresor y el descompresor; además expone la 
necesidad de adaptar el protocolo de Van Jacobson 
a comunicaciones IPv6. Ambos puntos se incluyen 
en el método de compresión IPHC [10]. 
3. COMPRESIÓN IPHC 
IPHC [10] es un método de compresión pensado no 
sólo como posible solución a los inconvenientes 
indicados en el apartado anterior para comunica-
ciones inalámbricas, sino también como alternativa 
para la compresión de cabeceras que no estén basa-
das en TCP.4 Como método pensado para las comu-
nicaciones móviles multiacceso, en el descompresor 
existirán campos de Identificador de conexión (CID) 
independientes para cada compresor. 
Tal como puede observarse en la Figura 4, la estruc-
tura del paquete comprimido IPHC es prácticamen-
te idéntica a la definida en [7]. El campo del 
identificador de conexión es obligatorio para evitar 
confusiones en el descompresor. El paquete com-
primido contempla la utilización de opciones TCP, 
4 El protocolo IPHC puede comprimir cabeceras UDP y cabe-
ceras IP fragmentadas, por ejemplo. No contempla, en cambio, 
la compresión de cabeceras RTP, cosa que ha originado la 
aparición de otros protocolos de compresión [] que no tratare-
mos aquí 
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que se incluyen sin comprimir en el campo O de la 
cabecera comprimida. Por otra parte, también pueden 
transmitirse los posibles cambios en los bits reserva-
dos (TCP) o en el campo de tipo de servicio (IPv4/ 
IPv6). En el campo Random, en el caso de comprimir 
subcabeceras , se incluyen los campos variables. 
C: Identificador de conexión 
R I O I 1 I p I s I Al w I U 
Checksum TCP (2 bytes) 
Campo Random 
R: Reserved (0-5) + TOS (6-7) 
U: Puntero Urgente 
W: !:>. Window 
A: !:>.ACK 
S: !:>. Secuencia 
1: !:>. Identificador IP 
O : Opciones TCP 
Figura 4 Cabecera comprimida (IPHC) 
En lo referente a la recuperación después de errores, se 
proponen dos formas de recuperar el contexto más 
rápidamente [4]: 
a) Algoritmo TWICE: En las comunicaciones «bulk 
data», por ejemplo el ftp, la variación de los cam-
pos de la cabecera comprimida (Delta Seq, Delta 
ACK) suele seguir un mismo patrón. En caso de 
error el descompresor podrá aplicar a la cabecera 
base hasta dos veces el incremento indicado en la 
cabecera del paquete recibido para intentar recupe-
rar el contexto localmente. Si aun así la 
descompresión es incorrecta, se recurrirá a b) o se 
esperará a que el contexto se actualice tal como en 
[7]. 
b) Petición de cabeceras: Si la descompresión del 
paquete recibido es incorrecta. el descompresor, 
puede solicitar al compresor que le envíe un paque-
te sin comprimir o comprimido de manera no dife-
rencial para solventarlos. 
Aunque estas soluciones representan una mejora del 
throughput respecto a la compresión Van J acobson 
[4], no son totalmente eficientes en presencia de erro-
res. El algoritmo TWICE presenta inconvenientes a la 
hora de comprimir los reconocimientos propios del 
algoritmo TCP (debido a la existencia de «delayed 
ACKs») y tampoco funcionará en servicios habituales 
como la descarga de páginas web o correo electrónico, 
debido a que en ellos es frecuente la variación del 
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tamaño de los segmentos de datos. Además, tampoco 
será posible la recuperación si se producen errores en más 
de un paquete consecutivo. Por otra parte, mediante la 
petición de cabecera, como mínimo se tardará un RTT en 1. 
corregir el contexto en el descompresor, y por lo tanto aun 
se perderán muchos paquetes antes de que esto suceda. 
Por lo tanto, parece necesario un método que evite las 
situaciones de inconsistenciaS en el descompresor. En la 
siguiente sección, se exponen diferentes propuestas idea-
das con este fin. 
4. OTRAS PROPUESTAS 
Entre las posibles opciones de compresión que se centran 
en evitar la pérdida de contexto se encuentran [5, 2]. Estas 
propuestas basan su funcionamiento en variaciones del 
protocolo Van Jacobson ; además el grupo de trabajo 
RORC de la IETF en el área de transporte desarrolla [17] 
como una nueva alternativa a [7] . 
En [7] los campos de cada paquete se comprimen toman-
do como referencia el paquete anterior, por lo que si se 
pierde un paquete debe retransmitirse toda la ventana de 
transmisión. 
En [5], en cambio, se mantiene un contexto al que se 
refieren todas las cabeceras comprimidas (cabecera base). 
De esta manera, aunque se pierda un paquete comprimi-
do, no peligrará la consistencia del descompresor y sólo 
deberá retransmitirse el paquete perdido. Esta cabecera 
base sólo variará si se envía un paquete descomprimido; 
por ejemplo una retransmisión. La pérdida de uno de 
estos paquetes supondría la inconsistencia del 
descompresor. Por lo tanto, aunque la posibilidad de 
pérdida de contexto se ha minimizado, aun podría produ-
cirse. 
El principal inconveniente de [5] es que si en la conexión 
no se producen errores durante un periodo de tiempo 
elevado, no se actualiza el contexto. Entonces se necesi-
tará una cabecera cada vez mayor para poder codificar 
todos los campos y se desaprovechará ancho de banda. 
La eficiencia mejora en enlaces sin errores si se 
introduce un valor umbral para los campos de las 
cabeceras comprimidas [2]. Si cualquier campo del 
paquete comprimido sobrepasa este umbral, se de-
berá actualizar el contexto. Esta actualización se 
indicará activando el primer byte de la máscara del 
paquete comprimido [7] en el que se ha sobrepasa-
do el valor umbral y se realizará a partir de la 
información del paquete anterior que debe poder 
almacenarse en compresor y des compresor. 
5 Consideramos que hay inconsistencia en el descompresor 
cuando su contexto no coincide con el del compresor y por lo 
tanto, se descomprimen erróneamente los paquetes y, por lo 
tanto, se descartan. 
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Destacamos que, debido a que se utiliza el primer 
byte de la máscara, no es posible la adaptación 
inmediata de este método de compresión para poder 
utilizar el protocolo IPv6. 
La propuesta actual del IETF, [17], pretende elabo-
rar un método de compresión transparente, eficien-
te y robusto indicado para las comunicaciones mó-
viles y , en general, para cualquier tipo de enlaces 
caracterizados por altos RTTs y altas tasas de pér-
didas. Para ello, adopta un funcionamiento y una 
estructura de paquetes basados en el protocolo 
ROHC [12] definido para IPIUDP y RTP: 
a) Los campos de cabecera se clasifican en tres 
tipos según la probabilidad de que varíen duran-
te una conexión: 
Información estática: Presenta un valor constan 
te (direcciones IP, puertos). 
Información dinámica: Campos que suelen ser 
constantes durante la conexión pero que 
puedencambiar de valor circunstancialmente. 
Información comprimible: Campos cuyo 
valor puede variar en cada paquete y que pueden 
incluir se en la cabecera comprimida. 
b) Tanto el compresor como el descompresor van 
pasando por distintos estados6 de funcionamien-
to durante la comunicación. La transición entre 
estados se producirá debido a información de 
realimentación en caso de enlaces 
bidireccionales, o a la expiración de 
temporizadores. Los estados del compresor in-
dican la cantidad de información de la cabecera 
base de la que dispone el des compresor; sólo en 
el último estado el compresor puede enviar pa-
quetes comprimidos. En el resto de estados, se 
enviará información de refresco del contexto. 
Al tratarse de un método de compresión robusta, el 
descompresor trabajará mayoritariamente en el es-
tado superior (que indica que el contexto está 
sincronizado); únicamente volverá a estados infe-
riores en caso de que se sobrepase un límite de 
paquetes erróneamente descomprimidos. 
Un ejemplo de funcionamiento, suponiendo una 
estructura de 2 estados para el compresor (INI-
CIO y COMPRES ION) y 3 para el descompresor 
(NO CONTEXTO, CONTEXTO ESTÁTICO, 
CONTEXTO COMPLETO), sería el siguiente: 
Primeramente, el compresor enviará los campos 
estáticos (direcciones IP, puertos TCP ... ) y es-
perará a recibir un reconoci miento del recep-
tor. A partir de este reconocimiento, el compre-
sor interpretará que la cabecera base del 
descompresor contiene la información estática 
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correcta (el esta do del compresor será 
CONTEXTO ESTÁTICO) Y enviará un nuevo 
paquete con información dinámica. Una vez que 
el descompresor haya confirmado que dispone 
de toda la información el contexto, tanto diná-
mica como estática, y que por lo tanto, se en-
cuentra en el estado CONTEXTO COMPLE-
TO, el compresor cambiará al estado COMPRE-
SION y podrán enviarse paquetes con los 
campos de cabecera comprimidos. 
c) La estructura de los paquetes utilizados para 
iniciar/refrescar el contexto es la misma que la 
definida en [12], por lo tanto se utilizarán pa-
quetes especiales dependiendo de si se trata de 
una actualización del contexto estático o diná-
mico. 
d) La estructura del paquete comprimido está aun 
por definir, pero especialmente de cara a la 
aplicación del protocolo a enlaces móviles debe 
contemplar la compresión de: 
Las opciones TPC: SACK y Timestamp 
Los campos especificados en IPHC 
El protocolo IPv6 (incluyendo opciones y 
extensiones) 
Cabeceras que contengan subcabeceras 
IPSEC 
En la Tabla 1 se muestra que la eficiencia consegui-
da en cuanto al tamaño de la cabecera ROHC-TCP 
es comparable al resto de propuestas de compre-
sión. 
Método de Sin Van Jarobson, IPHC ROHC 
COIqll"eSÍÓIl COIq>reSÍÓIl [5],[21 
Tamaño 40 bytes 
nÍniIm de la (TCP1IPv4) 3-5 bytes 4-5 bytes <4 bytes' 
cabecera 60 bytes (TCPIIPv4) (TCP1IPv4J6) (TCPIIPv4J6) 
COIl1>rimida (TCPIIPv6) 
Tabla 1. Comparación de los tamaños de cabecera para 
los distintos métodos de compresión 
Para evitar la pérdida de contexto y proporcionar un 
método de compresión robusto, se propone que el 
compresor guarde una ventana de m posibles con-
textos que podría haber en el descompresor. Se 
comprimirá los paquetes de tal manera que el pa-
quete resultante pueda descomprimirse siempre en 
el destino sea cual sea el contexto del descompresor. 
7 El formato del paquete comprimido no está definido aun. 
Según [19}, el tamaño de la cabecera ROHC-TCP debe ser 
menor o igual a la de IPHC 
49 
Cada vez que se reciba comprobación de que un 
paquete ha sido descomprimido en el destino, ya 
sea por realimentación o por el mecanismo implíci-
to de TCP, los contextos asociados a ese paquete y 
a los anteriores serán borrados del compresor. 
Esta técnica, aunque robusta, provoca un aumento 
del tamaño indeseado del paquete comprimido. Para 
solventar este efecto, se utilizará la codificación 
«Window LSB» para los campos de cabecera: se 
parte del hecho de que los campos de cabeceras 
variarán entre unos límites establecidos de tal ma-
nera que sólo es necesario enviar los k últimos bits 
significativos para poder recuperar el valor origi-
nal. En el caso de comunicaciones en las que el 
tamaño del campo de datos se mantiene constante 
(SEQ [ACK] = m*Payload + n ); se minimizará el 
tamaño de cabecera enviando solamente m y au-
mentando así la eficiencia de la compresión. 
Por último, cabe destacar que la propuesta [17] 
contempla un método de optimización de conexiones 
breves. Debido a que es necesario un tiempo 
considerable para inicializar el contexto en el 
descompresor, la mayoría de los paquetes enviados en 
conexiones de corta duración no estarán comprimidos 
y por lo tanto no se aprovecharán las ventajas del 
método de compresión de cabeceras. La descarga http 
de una página web, por ejemplo, se lleva a cabo 
mediante la apertura de distintas conexiones por las 
que se transmite una pequeña cantidad de datos. Estas 
conexiones difieren en el puerto TCP de origen pero 
coinciden en el valor del resto de los campos estáticos 
de cabecera (direcciones IP, puerto de destino ... ). [17] 
permite replicar en el descompresor [16] los valores de 
los campos comunes del contexto de este tipo de 
conexiones, de manera que sólo sea necesario inicializar 
los campos diferentes. De esta manera, puede 
minimizarse el número de paquetes no comprimidos 
que deben enviarse para iniciar el contexto y se mejora 
así la eficiencia de las transmisiones. 
5. CONCLUSIONES 
En los apartados anteriores se han analizado los 
inconvenientes de los protocolos de compresión 
existentes. Aunque existen diferentes propuestas 
para mejorar la eficiencia obtenida con el método 
de compresión Van Jacobson en enlaces de baja 
velocidad con altas BER y RTTs; en la práctica, si 
se utiliza compresión, el algoritmo implementado 
sigue siendo [7]. Este hecho, probablemente, se 
debe a que ninguna de las propuestas puede consi-
derarse como una solución suficientemente global a 
los problemas de este tipo de enlaces. 
El principal problema que presentan [7] y IPHC es 
que el tiempo de recuperación en el caso de pérdida 
de contexto es demasiado grande y no puede evitar-
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se, mientras tanto, el descarte de paquetes en el 
descompresor. Aunque las propuestas expuestas en 
la sección anterior no solucionan que el contexto 
pueda recuperarse con más rapidez en caso de pér-
didas de sincronismo, minimizan el riesgo de que 
esto suceda. Sin embargo, la robustez conseguida 
con [5, 2] presenta otros inconvenientes. En [5] la 
eficiencia de la transmisión se ve afectada en térmi-
nos de ancho de banda debido al incremento del 
tamaño de las cabeceras comprimidas. Por otra 
parte, se considera necesario que un método de 
compresión orientado a comunicaciones móviles 
pueda comprimir cabeceras IPv6; sin embargo [2] 
no contempla esta opción por defecto. 
La propuesta [17] se presenta como una solución 
eficiente, tanto en robustez (mediante la utilización 
de una ventana de contextos) como en términos de 
ancho de banda, ya que se requiere un tamaño de 
cabeceras igualo menor que el definido en IPHC. 
Por otra parte, aunque no se contempla la compre-
sión de todas las opciones TCP, se especifica que 
las opciones SACK y Timestamp, recomendadas en 
[13], sí que deben poder comprimirse; por lo tanto, 
considerando que el resto de las opciones no se 
utilizarán con tanta frecuencia, se concluye que la 
propuesta [17] es suficientemente adecuada en este 
aspecto. 
Por último, aunque la propuesta nos parece acerta-
da y ,concretamente, una buena solución para las 
comunicaciones móviles, como nota negativa, des-
tacamos que el hecho de utilizar este método basado 
en estados podría implicar un coste de procesado 
destacable, tanto en recursos como en tiempo. Los 
terminales móviles presentan limitaciones de pro-
ceso, por lo que la realización de un número eleva-
do de instrucciones a la hora de comprimirl 
descomprimir supondría un aumento no deseable 
del retardo extremo-extremo. Por lo tanto, es un 
aspecto que debería tenerse en cuenta a la hora de 
implementar la solución [17]. 
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