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Fusion procedure for the Yang-Baxter equation and
Schur-Weyl duality
L. Poulain d’Andecy
Abstract
We first review the fusion procedure for an arbitrary solution of the Yang–Baxter equa-
tion and the study of distinguished invariant subspaces for the fused solutions. Then we
apply these general results to four particular solutions: the Yang solution, its standard
deformation and their generalizations for super vector spaces. For the Yang solution,
respectively, its “super” generalization, we explain how, using the fusion formula for the
symmetric group together with the (super) Schur–Weyl duality, the fusion procedure
allows to construct a family of fused solutions of the Yang–Baxter equation acting on
irreducible representations of the general linear Lie algebra, respectively, of the general
linear Lie superalgebra. For the deformations of the two previous solutions, we use the
fusion formula for the Hecke algebra together with the (super) quantum Schur–Weyl
duality to obtain fused solutions acting on irreducible representations of the quantum
groups associated to the general linear Lie (super)algebras.
1. Introduction
The Yang–Baxter equation originally appeared in statistical physics and in quantum integrable
systems, and its study has then led to the discovery of quantum groups, which have found
numerous applications in mathematics and mathematical physics (for literature on the Yang–
Baxter equation and related subjects, see, e.g., [1–4] and references therein).
The fusion procedure for the Yang–Baxter equation allows the construction of new solutions
of the Yang–Baxter equation starting from a given fundamental solution. We refer to the new
solutions as “fused” solutions of the Yang–Baxter equation. The fusion procedure has first been
introduced in [5]. Several aspects of the fusion procedure for the Yang–Baxter equation and of
its applications to theoretical physics can be found for example in [6–16].
In this paper we start by reviewing the fusion procedure for an arbitrary fundamental solution
of the Yang–Baxter equation, together with the identification and the study of distinguished
invariant subspaces for the fused solutions. We provide complete proofs as the details are scattered
in the literature and as, moreover, often only some particular solutions, depending on the physical
model under consideration, were considered.
Let V be a finite-dimensional complex vector space. Starting from an arbitrary solution R(u)
of the Yang–Baxter equation on V ⊗ V (see Section 2 for more precision), a fused solution is
built given two sets of complex numbers c = (c1, . . . , cn) and c = (c1, . . . , cn′) and is denoted
by Rc,c(u). The element Rc,c(u) is an endomorphism of the vector space V
⊗n ⊗ V ⊗n
′
. Linear
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subspaces Wc ⊂ V
⊗n and Wc ⊂ V
⊗n′ are constructed, with the property that the fused solution
Rc,c(u) preserves the subspaceWc⊗Wc of V
⊗n⊗V ⊗n
′
. Thus, by restriction, the operator Rc,c(u)
induces a solution of the Yang–Baxter equation acting on the space Wc ⊗Wc. A crucial feature
of the invariant subspaces is that, for any c = (c1, . . . , cn), the subspace Wc is defined as the
image of an endomorphism F (c) of V ⊗n, and moreover the endomorphism F (c) is expressed in
terms of the original solution R(u).
The second part of the paper is devoted first to the review of the identification of interesting
spaces among the spaces Wc when R(u) is the so-called Yang solution. Then we generalize the
obtained results to the case where R(u) is a generalization of the Yang solution for a Z/2Z-
graded vector space V (i.e. a “super” vector space), and to the case where R(u) is the standard
deformation of the Yang solution, both in the usual and Z/2Z-graded situations.
For the Yang solution, the main result is the identification of subspacesWc which are isomor-
phic to finite-dimensional irreducible representations of the general linear Lie algebra glN , where
N is the dimension of V . It results in a family of fused solutions of the Yang–Baxter equation
acting on finite-dimensional irreducible representations of glN . Let λ be a partition of length less
than or equal to N . A subspaceWc isomorphic to the irreducible representation of highest weight
λ is obtained when the set of numbers c is a string of classical contents associated to a standard
Young tableau of shape λ. We show moreover that, by replacing the set c by a string of contents
associated to another standard Young tableau of the same shape, we obtain an equivalent fused
solution up to a change of basis.
As it is suggested in [17], the study of the subspaces Wc when R(u) is the Yang solution is
made using the classical Schur–Weyl duality (see, e.g., [18,19]) together with the so-called “fusion
formula” for the symmetric group. The fusion formula for the symmetric group Sn originates
in [20] and has then been developed in [21], see also [17,22–24]. The fusion formula expresses each
element of a complete set of primitive idempotents of the group ring CSn as a certain evaluation of
a rational function in several variables with coefficients in CSn (the rational function is the same
for all the idempotents). As the name suggests, the fusion formula is intimately related to the
fusion procedure. Indeed the rational function is built from elementary “universal” solutions of
the Yang–Baxter equation, called Baxterized elements of CSn, and it turns out that its expression
reproduces the expression for the operator F (c), mentioned above, in terms of R(u).
When R(u) is the generalization of the Yang solution for a Z/2Z-graded vector space V =
V0 ⊗ V1, we still can use the fusion formula for the symmetric group Sn. However, in this situa-
tion, another action of Sn on V
⊗n is relevant. This action gives rise to a “super” analogue of the
classical Schur–Weyl duality [25,26], which holds between the symmetric group and the general
linear Lie superalgebra glN |M , where N := dim(V0) and M := dim(V1). With these tools, gener-
alizing the preceding results concerning the Yang solution, we obtain a family of fused solutions
of the Yang–Baxter equation acting on finite-dimensional irreducible representations of glN |M .
For the standard deformation of the Yang solution, we use the fusion formula for the Hecke
algebra [27] together with the quantum analogue of the Schur–Weyl duality [28]. This duality
holds between the Hecke algebra and the quantum group Uq(glN ) associated to glN . Then we
apply the fusion procedure to obtain a family of fused solutions of the Yang–Baxter equation
acting on finite-dimensional irreducible representations of Uq(glN ). The parameters c are now
related to quantum contents of standard Young tableaux. Here again, replacing a standard Young
tableau by another standard Young tableau of the same shape leads to equivalent fused solutions
up to a change of basis.
The standard deformation of the Yang solution also admits a generalization for a Z/2Z-graded
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vector space V and we obtain in this case, via the fusion procedure, solutions of the Yang–Baxter
equation acting on finite-dimensional irreducible representations of a deformation Uq(glN |M ) of
U(glN |M). In this situation, we use the analogue of the Schur-Weyl duality between the Hecke
algebra and Uq(glN |M ) proved in [29].
For an arbitrary fundamental solution R(u), we study the possible equivalence of the fused
solutions under a permutation of the parameters c = (c1, . . . , cn). By “equivalence” of two fused
solutions, we mean that the two corresponding invariant subspaces have the same dimension,
and moreover the restrictions of the fused solutions to these subspaces coincide up to a change of
basis. Assuming an unitary property for R(u), we obtain that particular permutations (that we
call “admissible” for c and R(u), see Subsection 4.3) of the parameters c = (c1, . . . , cn) lead to
equivalent fused solutions. For the four solutions R(u) considered above, the fact that the fused
solutions depend on the standard Young tableaux only through their shapes is a consequence of
this general property.
We notice that, even for solutions R(u) considered in this paper, the study of (proper) invari-
ant subspaces for the fused solutions is, though quite satisfactory, not fully complete. Namely,
it is still an open problem to determine all the sets of parameters c such that the operator
F (c) is non-invertible (and thus leads to a proper invariant subspace) and to study the obtained
fused solutions. Even the classification of the sets of parameters c such that the operator F (c)
is proportional to a projector is not completely understood.
One motivation for a detailed study of the fusion procedure for an arbitrary solution of the
Yang–Baxter equation came from recent results generalizing the fusion formula of the symmetric
group and of the Hecke algebra to several other structures: the Brauer algebras [30, 31], the
Birman–Wenzl–Murakami algebras [32], the complex reflection groups of type G(d, 1, n) [33], the
Ariki–Koike algebras [34] and the wreath products of finite groups by the symmetric group [35].
These fusion formulas involve as well a rational function (with coefficients in the algebras under
consideration) which is built from elementary “universal” solutions of the Yang–Baxter equation,
the analogues for these structures of the Baxterized elements of CSn. However, in these fusion
formulas, Baxterized solutions of the reflection equation also appear in the rational functions.
It is therefore expected, as it is already mentioned in [32], that these fusion formulas admit an
interpretation in the framework of the fusion procedure for the reflection equation. We postpone
to another article an analogous study of the fusion procedure for the reflection equation and of
invariant subspaces of the fused solutions of the reflection equation.
The paper is organized as follows. In Section 2, we give necessary definitions and notations.
In Section 3, starting from an arbitrary solution R(u) of the Yang–Baxter equation acting on
V ⊗ V , we describe the construction of the endomorphisms Rc,c(u) and prove that the obtained
operators Rc,c(u) are solutions of the Yang–Baxter equation as well.
In Section 4, we define endomorphisms F (c) and show that their images provide invariant
subspaces for the fused solutions. We also give an alternative formula for F (c) and prove the
equivalence of the fused solutions under admissible permutation of the parameters c. Both Sec-
tions 3 and 4 deal with an arbitrary solution R(u) of the Yang–Baxter equation (only the unitary
property is assumed in Subsection 4.3).
In Section 5, we apply the whole procedure to the situation where R(u) is the Yang solution,
and identify invariant subspaces isomorphic to finite-dimensional irreducible representations of
the general linear Lie algebra. The main results are summarized in Corollary 5.5. We also pro-
vide explicit examples of fused solutions and discuss open problems concerning “non-standard”
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evaluations of the fusion function.
In Sections 6 and 7, we generalize the results of the preceding section to the situation where
R(u) is a generalization of the Yang solution for a super vector space and where R(u) is the
standard deformation of the Yang solution or of its “super” generalization.
Acknowledgements. The author would like to thank Oleg Ogievetsky for many fruitful dis-
cussions and for his valuable comments on this work.
2. Preliminaries
1. Let a and b be two integers such that a 6 b. We will use the following notation for the
product of non-commuting quantity xi depending on i:
→∏
i=a,...,b
xi := xaxa+1 . . . xb and
←∏
i=a,...,b
xi := xb . . . xa+1xa .
Similarly, for non-commuting quantities depending on two indices i and j, the arrow “→” in-
dicates that the factors are ordered lexicographically, while the arrow “←” indicates that the
factors are ordered in the reverse lexicographic order. For example, we have:
→∏
16i<j64
xij := x12x13x14x23x24x34 and
←∏
16i<j64
xij := x34x24x23x14x13x12 .
2. The product of two (and any number of) permutations is written with the standard notation
for the composition of functions, namely, if π, σ ∈ Sn are two permutations then πσ means that
σ is applied first and then π; for example, (1, 2)(2, 3) = (1, 2, 3) in the standard cyclic notation.
3. For a vector space V over C, we denote by End(V ) the set of endomorphisms of V . We fix a
finite-dimensional vector space V over C and let Id denote the identity endomorphism of V and
P denote the permutation endomorphism of V ⊗ V (that is, P(x⊗ y) := y ⊗ x for x, y ∈ V ). We
will denote by IdV ⊗k the identity operator on V
⊗k, for k ∈ Z>2.
We will use the standard notation for operators in End(V ⊗n); namely, if T ∈ End(V ) then Ti,
for i = 1, . . . , n, will denote the operator in End(V ⊗n) acting as T on the i-th copy and trivially
anywhere else. For example, for n = 3, we have
T1 := T ⊗ IdV ⊗2 , T2 := Id⊗ T ⊗ Id and T3 := IdV ⊗2 ⊗ T .
Similarly, if R is an operator in End(V ⊗ V ) then Ri,j will denote the operator in End(V
⊗n)
acting as R in the i-th and j-th copies and trivially anywhere else. For example, if n = 3:
R1,2 := R⊗ Id , R2,3 := Id⊗R and R1,3 := (Id⊗ P)R1,2(Id⊗ P) = P2,3R1,2P2,3 .
We also have for example R2,1 := P1,2R1,2P1,2. Note that we slightly abuse by not indicating the
integer n in the notation Ti, Ri,j, Pi,j, etc. This should not lead to any confusion as it will be
clear on which space the operators act.
We recall some obvious commutation relations that we will often use throughout the text
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without mentioning:
TiTj = TjTi if i 6= j ,
TiRj,k = Rj,kTi if i /∈ {j, k} ,
Ri,jRk,l = Rk,lRi,j if {i, j} ∩ {k, l} = ∅ ,
Pi,jTk = Tsi,j(k)Pi,j for all i, j, k = 1, . . . , n with i 6= j,
Pi,jRk,l = Rsi,j(k),si,j(l)Pi,j for all i, j, k, l = 1, . . . , n with i 6= j and k 6= l,
where si,j denotes the transposition of i and j.
4. Yang–Baxter equation. Let R be a function of one variable u ∈ C, taking values in
End(V ⊗ V ). The variable u is called the spectral parameter. The function R is a solution, on
V ⊗ V , of the Yang–Baxter equation if the following functional relation is satisfied:
R1,2(u)R1,3(u+ v)R2,3(v) = R2,3(v)R1,3(u+ v)R1,2(u) , (2.1)
where both sides take values in End(V ⊗3) and R1,2(u) means R(u)1,2 , etc. (we will always use
this standard notation). By abuse of speaking, we will sometimes say that the operator R(u)
itself is a solution of the Yang–Baxter equation.
More generally, let E be an indexing set, {Vµ}µ∈E be a collection of finite-dimensional vector
spaces over C, and let {Rµ,ν}µ,ν∈E be a family of functions of u ∈ C such that Rµ,ν takes values
in End(Vµ ⊗ Vν), for any µ, ν ∈ E. We say that the functions Rµ,ν form a family of solutions of
the Yang–Baxter equation if the following functional relations are satisfied:
Rµ,ν(u)Rµ,τ (u+ v)Rν,τ (v) = Rν,τ (v)Rµ,τ (u+ v)Rµ,ν(u) for any µ, ν, τ ∈ E, (2.2)
where both sides take values in End(Vµ ⊗ Vν ⊗ Vτ ) (in (2.2), Rµ,ν(u) stands for Rµ,ν(u)⊗ IdVτ ,
and similarly for Rµ,τ (u+ v) and Rν,τ (v)).
Equation (2.1) is the Yang–Baxter equation with “additive” spectral parameters. We will
sometimes use the version of the equation with “multiplicative” spectral parameters, namely
R1,2(α)R1,3(αβ)R2,3(β) = R2,3(β)R1,3(αβ)R1,2(α) , (2.3)
for a function R of the variable α ∈ C taking values in End(V ⊗ V ).
5. Partitions and Young tableaux. Let λ ⊢ n be a partition of a positive integer n, that is,
λ = (λ1, . . . , λl) is a family of integers such that λ1 > λ2 > · · · > λl > 0 and λ1 + · · · + λl = n.
We say that λ is a partition of size n and of length l and set |λ| := n and ℓ(λ) := l.
The Young diagram of λ is the set of elements (x, y) ∈ Z2 such that x ∈ {1, . . . , l} and
y ∈ {1, . . . , λx}. A pair (x, y) ∈ Z
2 is usually called a node. The Young diagram of λ will be
represented in the plan by a left-justified array of l rows such that the j-th row contains λj nodes
for all j = 1, . . . , l (a node will be pictured by an empty box). We number the rows from top to
bottom. We identify partitions with their Young diagrams and say that (x, y) is a node of λ, or
(x, y) ∈ λ, if (x, y) is a node of the diagram of λ.
For a node θ = (x, y), we set cc(θ) := y − x. The number cc(θ) is called the classical content
of θ. For any complex number q, we set c(q)(θ) := q2(y−x) and call c(q)(θ) the q-quantum content
of θ, or simply the quantum content of θ when q is fixed.
The hook of a node θ ∈ λ is the set of nodes of λ consisting of the node θ and the nodes
which lie either under θ in the same column or to the right of θ in the same row; the hook length
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hλ(θ) of θ is the cardinality of the hook of θ. We define, for any partition λ,
f(λ) :=
(∏
θ∈λ
hλ(θ)
)−1
. (2.4)
For any non-zero complex number q, we also define for a partition λ:
f (q)(λ) :=
∏
θ∈λ
qcc(θ)
[hλ(θ)]
, (2.5)
where [N ] :=
qN − q−N
q − q−1
for N ∈ Z .
A Young tableau T of shape λ is a bijection between the set {1, . . . , n} and the set of nodes
of λ. In other words, a Young tableau of shape λ is obtained by placing without repetition the
numbers 1, . . . , n into the nodes of λ. We use the notation shT to denote the shape of T . A Young
tableau T of shape λ is standard if its entries increase along any row and down any column of λ,
that is, the number corresponding to the node (x, y) is greater than the number corresponding
to the node (x′, y′) when x > x′ and y > y′.
For a Young tableau T , we denote respectively by cc(T |i) and c(q)(T |i) the classical content
and the q-quantum content of the node containing the number i, for all i = 1, . . . , |shT |.
3. Fused solutions of the Yang–Baxter equation
We fix V a finite-dimensional vector space over C and let R be a function of u ∈ C, taking values
in End(V ⊗ V ), which satisfies the Yang–Baxter equation:
R1,2(u)R1,3(u+ v)R2,3(v) = R2,3(v)R1,3(u+ v)R1,2(u) , (3.1)
where both sides operate on V ⊗V ⊗V (in Sections 3 and 4, we work with the additive convention
for the spectral parameters, see paragraph 4 of Section 2; equivalently, we could have chosen the
multiplicative version, as indicated in Remark 4.11 below).
Example 3.1. One of the simplest example of a solution of Equation (3.1) is the Yang solution:
R(u) = IdV ⊗2 −
P
u
. (3.2)
The fact that the function given by (3.2) satisfies the Yang–Baxter equation (3.1) can be checked
by a direct calculation. △
Let n and n′ be positive integers. We consider the space V ⊗n ⊗ V ⊗n
′
and label the copies
of V by 1, . . . , n, 1, . . . , n′ (from left to right) such that, for example, the operator Ra,b(u) with
a ∈ {1, . . . , n} and b ∈ {1, . . . , n′} stands for the operator Ra,n+b(u) with the notation explained
in Section 2 (we prefer the underlined notation to make a clear distinction between the indices
corresponding to V ⊗n and the indices corresponding to V ⊗n
′
).
Let c := (c1, . . . , cn) be an n-tuple of complex parameters and c := (c1, . . . , cn′) be an n
′-
tuple of complex parameters. We define a function Rc,c of one variable u ∈ C taking values in
End(V ⊗n ⊗ V ⊗n
′
) by:
Rc,c(u) :=
→∏
i=1,...,n′
Rn,i(u+ cn − ci) . . . . . . R2,i(u+ c2 − ci)R1,i(u+ c1 − ci) . (3.3)
6
Fusion procedure and Schur-Weyl duality
Moving all the operators with n as a first index to the left and repeating the process for n −
1, n − 2, . . . , 2, we find the following alternative form for Rc,c(u):
Rc,c(u) =
←∏
i=1,...,n
Ri,1(u+ ci − c1)Ri,2(u+ ci − c2) . . . . . . Ri,n′(u+ ci − cn′) . (3.4)
We prove in the following theorem that the set of functions {Rc,c}, where c ∈ C
n, c ∈ Cn
′
and
n, n′ > 0, forms a family of solutions of the Yang–Baxter equation. We will call elements of this
family “fused solutions” of the Yang–Baxter equation, and operators Rc,c(u) “fused operators”.
Theorem 3.2. Let n, n′ and n′′ be positive integers and let c := (c1, . . . , cn), c := (c1, . . . , cn′)
and c := (c1, . . . , cn′′) be, respectively, an n-tuple, an n
′-tuple and an n′′-tuple of complex
parameters. We have the functional equation
Rc,c(u)Rc,c(u+ v)Rc,c(v) = Rc,c(v)Rc,c(u+ v)Rc,c(u) , (3.5)
where both sides takes values in End(V ⊗n ⊗ V ⊗n
′
⊗ V ⊗n
′′
) and the copies of V are labelled by
1, . . . , n, 1, . . . , n′, 1, . . . , n′′ (from left to right). In Equation (3.5), Rc,c(u) stands for the operator
Rc,c(u)⊗ IdV ⊗n′′ and similarly for Rc,c(u+ v) and Rc,c(v).
Proof. Note first that the equality (u + ci − cj) + (v + cj − ck) = u + v + ci − ck, valid for any
i ∈ {1, . . . , n}, j ∈ {1, . . . , n′} and k ∈ {1, . . . , n′′}, ensures that, in the product of operators in
the left hand side of (3.5), we can always apply the Yang–Baxter equation (3.1) as soon as the
indices are properly arranged. In other words, we will never have to worry about the spectral
parameters. Therefore, for saving place during the proof, we will drop them out of the notation,
namely we set, until the end of the proof,
Ri,j := Ri,j(u+ ci − cj) , Ri,k := Ri,k(u+ v + ci − ck) and Rj,k := Rj,k(v + cj − ck) ,
for any i ∈ {1, . . . , n}, j ∈ {1, . . . , n′} and k ∈ {1, . . . , n′′}.
We prove the formula (3.5) by induction on n. If n = 1 then the left hand side of (3.5) is
R1,1R1,2 . . . R1,n′ · R1,1R1,2 . . . R1,n′′ ·
→∏
i=1,...,n′′
(
Rn′,i . . . R2,iR1,i
)
= R1,1R1,2 . . . R1,n′ ·
→∏
i=1,...,n′′
(
R1,i ·Rn′,i . . . R2,iR1,i
)
.
We have, for i = 1, . . . , n′′,
R1,1R1,2 . . . R1,n′ · R1,i · Rn′,i . . . R2,iR1,i
= R1,1R1,2 . . . R1,n′−1 ·Rn′,iR1,iR1,n′ ·Rn′−1,i . . . R2,iR1,i (as R1,n′R1,iRn′,i = Rn′,iR1,iR1,n′ )
= Rn′,i · R1,1R1,2 . . . R1,n′−1 · R1,i ·Rn′−1,i . . . R2,iR1,i · R1,n′ .
Repeating this calculation with n′ replaced by n′ − 1 and so on, we find that
R1,1R1,2 . . . R1,n′ · R1,i ·Rn′,i . . . R2,iR1,i = Rn′,i . . . R2,iR1,i ·R1,i ·R1,1R1,2 . . . R1,n′ .
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So we finally obtain that the left hand side of (3.5) for n = 1 is equal to
→∏
i=1,...,n′′
(
Rn′,i . . . R2,iR1,i ·R1,i
)
·R1,1R1,2 . . . R1,n′
=
→∏
i=1,...,n′′
(
Rn′,i . . . R2,iR1,i
)
·R1,1R1,2 . . . R1,n′′ ·R1,1R1,2 . . . R1,n′ ,
which coincides with the right hand side of (3.5) for n = 1.
Now let n > 1 and set c(n−1) := (c1, . . . , cn−1). Using (3.4) and commutation relations, we
reorganize the left hand side of (3.5) and write it as
Rn,1Rn,2 . . . Rn,n′ ·Rn,1Rn,2 . . . Rn,n′′ ·Rc(n−1),c(u)Rc(n−1),c(u+ v)Rc,c(v) .
We use the induction hypothesis to transform this expression into
Rn,1Rn,2 . . . Rn,n′ ·Rn,1Rn,2 . . . Rn,n′′ ·Rc,c(v)Rc(n−1),c(u+ v)Rc(n−1),c(u) .
Then we use the induction basis (with the space labelled here by n playing the same role as the
space labelled by 1 in the calculation for the induction basis) to move Rc,c(v) to the left and we
obtain
Rc,c(v) ·Rn,1Rn,2 . . . Rn,n′′ ·Rn,1Rn,2 . . . Rn,n′ · Rc(n−1),c(u+ v)Rc(n−1),c(u) .
This is equal, using again commutation relations, to Rc,c(v)Rc,c(u + v)Rc,c(u), that is, to the
right hand side of (3.5).
Remark 3.3. To the operator R(u) is associated the following figure:
❅
❅
❅❅
 
 
  
u
Roughly speaking, this represents the interaction of two particules at the intersection of the
two lines, and the interaction is governed, in some sense, by the operator R(u) (see, e.g., [2]
for the physical meaning of the graphical formulation of the Yang–Baxter equation). Then, the
Yang–Baxter equation (3.1) is formulated graphically as
1 2 3
❅
❅
❅
❅
❅
❅
❅
❅
❅
 
 
 
 
 
 
 
 
 
=
u
u+v
v
1 2 3
❅
❅
❅
❅
❅
❅
❅
❅
❅
 
 
 
 
 
 
 
 
 
v
u+v
u
The numbers above the lines are the indices of the copy of V in V ⊗3. By convention, we read
the figure from top to bottom and we write the corresponding operators from left to right; for
example, the left hand side of the picture above corresponds to R1,2(u)R1,3(u+ v)R2,3(v).
Within this graphical interpretation, the fused solutions, given by Formula (3.3), correspond
to interactions of multiplets of particules, namely, n particules interacting with n′ particules. As
an example, for n = n′ = 2, the corresponding interaction is depicted by:
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1 2 1 2
❅
❅
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❅
❅
❅
❅
❅
❅
❅
❅❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅❅
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 
 
 
 
 
 
 
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  
 
 
 
 
 
 
 
 
 
 
  
u11 u22
u21
u12
where uij := u + ci − cj for i, j = 1, 2, and c1, c2, c1, c2 ∈ C are the parameters of the fused
solutions. We note that there is no ambiguity in the ordering of the factors, because R1,1(u11)
and R2,2(u22) commute. The expression obtained from the above picture is equal to the right
hand side of the defining formula (3.3) for n = n′ = 2. △
Example 3.4. Let n = 2 and n′ = n′′ = 1. We consider the space V ⊗2 ⊗ V ⊗ V and the four
copies of V are labelled (from left to right) by 1, 2, 1, 1. By definition, we have
Rc,c(u) := R2,1(u+ c2 − c1)R1,1(u+ c1 − c1) ,
Rc,c(u) := R2,1(u+ c2 − c1)R1,1(u+ c1 − c1) and Rc,c(u) := R1,1(u+ c1 − c1) .
We illustrate on this example the calculation made in the proof of Theorem 3.2 (we use the same
abbreviated notation as in the proof):
Rc,c(u)Rc,c(u+ v)Rc,c(v) = R2,1R1,1R2,1R1,1R1,1
= R2,1 ·R2,1R1,1 · R1,1R1,1 (as R1,1R2,1 = R2,1R1,1)
= R2,1R2,1 · R1,1R1,1R1,1 (as R1,1R1,1R1,1 = R1,1R1,1R1,1)
= R1,1R2,1R2,1 ·R1,1R1,1 (as R2,1R2,1R1,1 = R1,1R2,1R2,1)
= R1,1R2,1 · R1,1R2,1 ·R1,1 (as R2,1R1,1 = R1,1R2,1)
= Rc,c(v)Rc,c(u+ v)Rc,c(u) .
This calculation (and the “higher” ones as well) is maybe more clear within the graphical inter-
pretation explained in Remark 3.3. The calculation above corresponds to the following graphical
calculation:
1 2 1 1
❅
❅
❅
❅
❅
❅
❅
❅
❅
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❅
 
 
 
 
 
 
 
 
 
=
1 2 1 1
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❅
❅
❅
❅
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❅
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 
 
 
 
 
 
 
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=
1 2 1 1
❅
❅
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❅
❅
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❅
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❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
 
 
 
 
 
 
 
 
 
where we omit the spectral parameters at the intersections as they are fixed by the indices of the
interacting lines. Moving the line indexed by 1 in the picture (using the pictorial version of the
Yang–Baxter equation of Remark 3.3) corresponds to moving the operator R1,1 from right to left
in the calculation written above. Here also, we note that there is no ambiguity in the ordering
of the factors, due to commutation relations. △
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Example 3.5. In this example, we let R(u) be the Yang solution (3.2). We set n = 2, n′ = 1,
c1 = c1 = 0 and c2 = 1. We have:
Rc,c(u) = R2,1(u+ 1)R1,1(u) =
(
IdV ⊗3 −
P2,1
u+ 1
)(
IdV ⊗3 −
P1,1
u
)
. (3.6)
We consider the case dim(V ) = 2 and let {e1, e2} be a basis of V . We define e11 := e1 ⊗ e1,
e(12) := e1 ⊗ e2+ e2 ⊗ e1, e22 := e2⊗ e2 and e[12] := e1 ⊗ e2− e2 ⊗ e1. We calculate the matrix of
the endomorphism (3.6) in the following basis of V ⊗2 ⊗ V :
{e11 ⊗ e1, e(12) ⊗ e1, e22 ⊗ e1, e11 ⊗ e2, e(12) ⊗ e2, e22 ⊗ e2, e[12] ⊗ e1, e[12] ⊗ e2} .
We obtain (points indicate coefficients equal to 0):
u−1
u+1 · · · · · · ·
· u
u+1 · −
1
u+1 · · −
1
u(u+1) ·
· · 1 · − 2
u+1 · · −
2
u(u+1)
· − 2
u+1 · 1 · ·
2
u(u+1) ·
· · − 1
u+1 ·
u
u+1 · ·
1
u(u+1)
· · · · · u−1
u+1 · ·
· · · · · · u−1
u
·
· · · · · · · u−1
u

We remark that, for the particular choice of c1, c2, c1 made here, the fused operator Rc,c(u)
leaves invariant the subspace S2V ⊗ V of V ⊗2 ⊗ V , where S2V is the symmetric square of V .
This phenomenon can be explained by the relation:
Rc,c(u) ·R1,2(−1) = R2,1(u+ 1)R1,1(u) ·R1,2(−1) = R1,2(−1) ·R1,1(u)R2,1(u+ 1) ,
together with the fact that the space S2V is the image of the endomorphism R(−1) of V ⊗2 (since
R(−1) = IdV ⊗2 + P). △
Example 3.6. We still take for R(u) the Yang solution (3.2) and we set again n = 2, n′ = 1
and c1 = c1 = 0. But now we set c2 = −1. We then have
Rc,c(u) = R2,1(u− 1)R1,1(u) =
(
IdV ⊗3 −
P2,1
u− 1
)(
IdV ⊗3 −
P1,1
u
)
. (3.7)
We consider again the case dim(V ) = 2 and calculate the matrix of the endomorphism (3.7) in
the same basis of V ⊗2⊗V as in Example 3.5. We obtain (points indicate coefficients equal to 0):
u−2
u
· · · · · · ·
· u−1
u
· − 1
u
· · · ·
· · 1 · − 2
u
· · ·
· − 2
u
· 1 · · · ·
· · − 1
u
· u−1
u
· · ·
· · · · · u−2
u
· ·
· 1
u(u−1) · −
1
u(u−1) · ·
u−2
u−1 ·
· · 1
u(u−1) · −
1
u(u−1) · ·
u−2
u−1

We remark now that, for the particular choice of c1, c2, c1 made here, the fused operator Rc,c(u)
leaves invariant the subspace Λ2V ⊗ V of V ⊗2 ⊗ V , where Λ2V is the alternating square of V .
Similarly to the preceding example, this phenomenon can be explained by the relation:
Rc,c(u) ·R1,2(1) = R2,1(u− 1)R1,1(u) ·R1,2(1) = R1,2(1) ·R1,1(u)R2,1(u− 1) ,
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together with the fact that the space Λ2V is the image of the endomorphism R(1) of V ⊗2 (since
R(1) = IdV ⊗2 − P). △
4. Invariant subspaces for fused solutions
In both Examples 3.5 and 3.6, we have noted that, for some choices of the parameters c and c,
the fused operator Rc,c(u) leaves invariant a subspace of V
⊗n ⊗ V ⊗n
′
; moreover this subspace
can be seen as the image of an endomorphism of V ⊗n ⊗ V ⊗n
′
written in terms of the original
solution R(u) of the Yang–Baxter equation. The goal of this Section is to show that Examples
3.5 and 3.6 are actually (simplest) examples of a general phenomenon.
4.1 Invariant subspaces as images of certain operators
Let n be a positive integer such that n > 2 and c := (c1, . . . , cn) be an n-tuple of complex
parameters. Recall that R(u) is an arbitrary solution of the Yang–Baxter equation (3.1) on
V ⊗ V . We define the following endomorphism of V ⊗n:
F (c) :=
→∏
16i<j6n
Ri,j(ci − cj) . (4.1)
It will be useful to consider that c1, . . . , cn are complex variables and to see F as a function of c
with values in End(V ⊗n). Depending on the function R, the function F can be singular for some
values of c (see, for example, (3.2)).
We will need a preliminary Lemma concerning the operator F (c).
Lemma 4.1. We have
F (c) =
←∏
16i<j6n
Ri,j(ci − cj) . (4.2)
Proof. As in the proof of the Theorem 3.2, we do not need to pay attention to the spectral
parameters since (ci − cj) + (cj − ck) = ci − ck. Thus, until the end of the proof, we use the
abbreviated notation Ri,j := Ri,j(ci − cj) for any 1 6 i < j 6 n.
We prove the formula (4.2) by induction on n. For n = 2 there is nothing to prove, so we let
n > 2 and write
F (c) =
→∏
16i<j6n
Ri,j =
( →∏
16i<j6n−1
Ri,j
)
· R1,nR2,n . . . Rn−1,n ,
where we have moved to the right the operators Ri,n using commutation relations. Now we use
the induction hypothesis and we have
F (c) =
( ←∏
16i<j6n−1
Ri,j
)
·R1,nR2,n . . . Rn−1,n
=
( ←∏
26i<j6n−1
Ri,j
)
·R1,n−1 . . . R1,2 · R1,nR2,n . . . Rn−1,n .
Note that
R1,n−1 . . . R1,3 ·R1,2R1,nR2,n ·R3,n . . . Rn−1,n = R1,n−1 . . . R13 ·R2,nR1,nR1,2 ·R3,n . . . Rn−1,n
= R2,n · R1,n−1 . . . R1,3R1,nR3,n . . . Rn−1,n ·R1,2 ,
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and thus, repeating a similar calculation the necessary number of times, we arrive at
F (c) =
( ←∏
26i<j6n−1
Ri,j
)
R2,n . . . Rn−1,n ·R1,nR1,n−1 . . . R1,2 .
We use again the induction hypothesis and commutation relations to conclude as follows:
F (c) =
( →∏
26i<j6n−1
Ri,j
)
R2,n . . . Rn−1,n · R1,nR1,n−1 . . . R1,2
=
( →∏
26i<j6n
Ri,j
)
R1,nR1,n−1 . . . R1,2
=
( ←∏
26i<j6n
Ri,j
)
R1,nR1,n−1 . . . R1,2 =
←∏
16i<j6n
Ri,j .
For an n-tuple of complex numbers c such that the function F is non-singular at c, let
Wc ⊂ V
⊗n denote the image of the endomorphism F (c):
Wc := Im(F (c)) ⊂ V
⊗n . (4.3)
Let n, n′ > 2 be positive integers and c := (c1, . . . , cn), respectively c := (c1, . . . , cn′), be an
n-tuple, respectively an n′-tuple, of complex numbers such that Wc and Wc are defined.
Theorem 4.2. The fused operator Rc,c(u) preserves the subspace Wc ⊗Wc of V
⊗n ⊗ V ⊗n
′
.
Proof. Let v be a complex variable. We first prove the following Lemma:
Lemma 4.3. (i) We consider the space V ⊗ V ⊗n
′
with the copies of V labelled by 0, 1, . . . , n′
(from left to right). The endomorphism R0,1(v − c1)R0,2(v − c2) . . . R0,n′(v − cn′) preserves
the subspace V ⊗Wc ⊂ V ⊗ V
⊗n′ .
(ii) We consider the space V ⊗n ⊗ V with the copies of V labelled by 1, . . . , n, n + 1 (from left
to right). The endomorphism Rn,n+1(cn − v) . . . R2,n+1(c2 − v)R1,n+1(c1 − v) preserves the
subspace Wc ⊗ V ⊂ V
⊗n ⊗ V .
Proof of the lemma. (i) Set c0 := v. The image of the endomorphism Id⊗F (c) of V ⊗ V
⊗n′ is
V ⊗Wc. We have, using Lemma 4.1,
R0,1(v − c1)R0,2(v − c2) . . . R0,n′(v − cn′) ·
(
Id⊗ F (c)
)
=
→∏
06i<j6n′
Ri,j(ci − cj) =
←∏
06i<j6n′
Ri,j(ci − cj)
=
( ←∏
16i<j6n′
Ri,j(ci − cj)
)
·R0,n′(v − cn′) . . . R0,2(v − c2)R0,1(v − c1)
=
(
Id⊗ F (c)
)
·R0,n′(v − cn′) . . . R0,2(v − c2)R0,1(v − c1) .
Thus the operator R0,1(v − c1)R0,2(v − c2) . . . R0,n′(v − cn′) restricted on V ⊗Wc has its
image contained in V ⊗Wc.
12
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(ii) Now set cn+1 := v. The image of the endomorphism F (c)⊗ Id of V
⊗n ⊗ V is Wc ⊗ V . We
have
Rn,n+1(cn − v) . . . R2,n+1(c2 − v)R1,n+1(c1 − v) ·
(
F (c)⊗ Id
)
= Rn,n+1(cn − v) . . . R2,n+1(c2 − v)R1,n+1(c1 − v) ·
( ←∏
16i<j6n
Ri,j(ci − cj)
)
=
( ←∏
16i<j6n+1
Ri,j(ci − cj)
)
=
( →∏
16i<j6n+1
Ri,j(ci − cj)
)
=
( →∏
16i<j6n
Ri,j(ci − cj)
)
· R1,n+1(c1 − v)R2,n+1(c2 − v) . . . Rn,n+1(cn − v)
=
(
F (c)⊗ Id
)
·R1,n+1(c1 − v)R2,n+1(c2 − v) . . . Rn,n+1(cn − v) .
We used Lemma 4.1 in the first and third equalities, and commutation relations in the
second and fourth equalities. We conclude that the image of the restriction on Wc ⊗ V of
the operator Rn,n+1(cn − v) . . . R2,n+1(c2 − v)R1,n+1(c1 − v) is contained in Wc ⊗ V .
We return to the proof of Theorem 4.2. Recall that the operator Rc,c(u) is given by Formula
(3.3), namely
Rc,c(u) :=
→∏
i=1,...,n′
Rn,i(u+ cn − ci) . . . . . . R2,i(u+ c2 − ci)R1,i(u+ c1 − ci) .
For any i ∈ {1, . . . , n′}, applying Lemma 4.3(ii) with v = ci − u and the label n+ 1 replaced by
i, we obtain that the operator Rn,i(u+ cn − ci) . . . . . . R2,i(u+ c2 − ci)R1,i(u+ c1 − ci) preserves
the subspace Wc ⊗ V
⊗n′ , and so in turn that the operator Rc,c(u) preserves Wc ⊗ V
⊗n′ .
Now recall the alternative formula (3.4) for the operator Rc,c(u):
Rc,c(u) =
←∏
i=1,...,n
Ri,1(u+ ci − c1)Ri,2(u+ ci − c2) . . . . . . Ri,n′(u+ ci − cn′) .
For any i ∈ {1, . . . , n}, applying Lemma 4.3(i) with v = u+ ci and the label 0 replaced by i, we
obtain that the operator Ri,1(u+ ci − c1)Ri,2(u+ ci − c2) . . . . . . Ri,n′(u+ ci − cn′) preserves the
subspace V ⊗n ⊗Wc, and so in turn that the operator Rc,c(u) preserves V
⊗n ⊗Wc.
We conclude that the operator Rc,c(u) preserves the subspace Wc ⊗Wc.
Remark 4.4. For n = n′ = 2, part of Theorem 4.2 is illustrated as follows, using the pictorial
version of the Yang–Baxter equation explained in Remark 3.3,
1 2 1 2
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
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 
 
 
 
 
 
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 
 
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 
 
 
 
 
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❅
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❅
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❅
❅
❅
❅
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
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where we omit the spectral parameters. This graphical equality corresponds to the fact that the
operator Rc,c(u) preserves the subspace Wc⊗ V
⊗n′ (a similar picture can be drawn to illustrate
the other half of Theorem 4.2). △
Remark 4.5. The content of Theorem 4.2 is empty if the endomorphisms F (c) and F (c) are
both invertible (as in this situation Wc⊗Wc = V
⊗n ⊗ V ⊗n
′
). This is the goal of Sections 5–7 to
explain that, for standard examples of R(u), there are some values of c such that the images of
the operators F (c) are interesting proper subspaces of V ⊗n. △
4.2 Alternative formula for the operator F (c)
We will give an alternative formula for F (c) which will be useful later. To do this, we define a
function R̂ with values in End(V ⊗ V ) by:
R̂(u) := R(u)P , (4.4)
where we recall that P is the permutation operator on V ⊗ V .
For any π in the symmetric group Sn on n letters, we define Ppi ∈ End(V
⊗n) by:
Ppi(x1 ⊗ x2 ⊗ · · · ⊗ xn) := xpi(1) ⊗ xpi(2) ⊗ · · · ⊗ xpi(n) for x1, . . . , xn ∈ V . (4.5)
Note that if π is written as a a product of transposition, say π = (i1, j1)(i2, j2) . . . (ik, jk) ∈ Sn,
then Ppi = Pi1,j1Pi2,j2 . . .Pik,jk .
Let wn be the longest element of the symmetric group Sn. We recall the following property
of the element wn:
wn = (1, 2)(2, 3) . . . (n−1, n)·wn−1 and wn(i) = n− i+ 1 for all i = 1, . . . , n, (4.6)
where wn−1 is the longest element of Sn−1, seen as an element of Sn acting only on the letters
1, . . . , n− 1. Note that wn is an involution.
Lemma 4.6. We have
F (c) =
( →∏
i=1,...,n−1
R̂i,i+1(c1 − ci+1) . . . R̂2,3(ci−1 − ci+1)R̂1,2(ci − ci+1)
)
· Pwn . (4.7)
Proof. We prove Formula (4.7) by induction on n. For n = 2 there is nothing to prove. Let n > 2
and write
F (c)=
→∏
16i<j6n
Ri,j(ci−cj) =
( →∏
16i<j6n−1
Ri,j(ci−cj)
)
·R1,n(c1−cn)R2,n(c2−cn) . . . Rn−1,n(cn−1−cn) .
The induction hypothesis allows to replace
→∏
16i<j6n−1
Ri,j(ci − cj) by
( →∏
i=1,...,n−2
R̂i,i+1(c1 − ci+1) . . . R̂2,3(ci−1 − ci+1)R̂1,2(ci − ci+1)
)
· Pwn−1 .
So it remains to prove that
Pwn−1R1,n(c1 − cn)R2,n(c2 − cn) . . . Rn−1,n(cn−1 − cn)
= R̂n−1,n(c1 − cn) . . . R̂2,3(cn−2 − cn)R̂1,2(cn−1 − cn)Pwn .
(4.8)
14
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Using (4.6), the left hand side of (4.8) is equal to
Rn−1,n(c1 − cn)Rn−2,n(c2 − cn) . . . . . . R1,n(cn−1 − cn) · Pwn−1
= R̂n−1,n(c1 − cn)Pn−1,n . . . . . . R̂2,n(cn−2 − cn)P2,n R̂1,n(cn−1 − cn)P1,n · Pwn−1
Moving all the permutation operators to the right, we obtain that the left hand side of (4.8) is
equal to
R̂n−1,n(c1 − cn) . . . R̂2,3(cn−2 − cn)R̂1,2(cn−1 − cn)Pn−1,nPn−2,n . . .P1,n · Pwn−1 .
It is easy to see that Pn−1,nPn−2,n . . .P1,n = P1,2P2,3 . . .Pn−1,n and thus, with (4.6), this con-
cludes the proof of (4.8) and in turn of the lemma.
We define the following function of c with values in End(V ⊗n):
F̂ (c) :=
→∏
i=1,...,n−1
R̂i,i+1(c1 − ci+1) . . . R̂2,3(ci−1 − ci+1)R̂1,2(ci − ci+1) . (4.9)
Assume that the space Wc is defined (that is, F is non-singular at c). Lemma 4.6 implies that
F̂ (c) := F (c)Pwn and thus has the following corollary.
Corollary 4.7. The subspace Wc ⊂ V
⊗n coincides with the image of the endomorphism F̂ (c).
4.3 Admissible permutation of the parameters (c1, . . . , cn)
Let n, n′ be positive integers such that n, n′ > 2, let c := (c1, . . . , cn) be an n-tuple of complex
numbers and c := (c1, . . . , cn′) be an n
′-tuple of complex numbers.
For any permutation π in the symmetric group Sn, we define c
(pi) := (cpi(1), . . . , cpi(n)). We
denote by sk the transposition (k, k + 1) ∈ Sn, for k = 1, . . . , n − 1; then we have, for k =
1, . . . , n− 1, c(sk) = (c1, . . . , ck+1, ck, . . . , cn).
We recall that the copies of V in V ⊗n ⊗ V ⊗n
′
are labelled by 1, . . . , n, 1, . . . , n′ (from left to
right).
Lemma 4.8. (i) For k = 1, . . . , n− 1, we have, on V ⊗n ⊗ V ⊗n
′
,
Pk,k+1Rk+1,k(ck+1 − ck) ·R
c,c
(u) = R
c
(sk),c
(u) · Pk,k+1Rk+1,k(ck+1 − ck) . (4.10)
(ii) For k = 1, . . . , n− 1, we have, on V ⊗n,
Pk,k+1Rk+1,k(ck+1 − ck) · F (c) = F (c
(sk)) · Pk,k+1Rk,k+1(ck − ck+1) . (4.11)
Proof. (i) We have, for any i ∈ {1, . . . , n′},
Pk,k+1Rk+1,k(ck+1 − ck) ·
←∏
j=1,...,n
Rj,i(u+ cj − ci)
= Pk,k+1 ·
( ←∏
j=1,...,n
Rsk(j),i(u+ csk(j) − ci)
)
·Rk+1,k(ck+1 − ck)
=
( ←∏
j=1,...,n
Rj,i(u+ csk(j) − ci)
)
· Pk,k+1Rk+1,k(ck+1 − ck) ;
we use in the second equality commutation relations, together with the Yang–Baxter relation on
the copies labelled by k + 1, k and i. Due to Formula (3.3), this proves the item (i).
(ii) Formula (4.11) is equivalent to
Rk+1,k(ck+1 − ck) · F (c) =
( →∏
16i<j6n
Rsk(i),sk(j)(csk(i) − csk(j))
)
·Rk,k+1(ck − ck+1) . (4.12)
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We prove Formula (4.12) by induction on n. If n = 2, Formula (4.12) is trivial.
Let n > 2. We deal first with the case k = 1. We have, using commutation relations,
F (c) =
( →∏
16i<j6n−1
Ri,j(ci − cj)
)
·R1,n(c1 − cn)R2,n(c2 − cn) . . . Rn−1,n(cn−1 − cn) .
The induction hypothesis gives
R2,1(c2 − c1) ·
( →∏
16i<j6n−1
Ri,j(ci − cj)
)
=
( →∏
16i<j6n−1
Rs1(i),s1(j)(cs1(i) − cs1(j))
)
· R1,2(c1 − c2) ,
and besides we have
R1,2(c1 − c2) ·R1,n(c1 − cn)R2,n(c2 − cn)R3,n(c3 − cn) . . . Rn−1,n(cn−1 − cn)
= R2,n(c2 − cn)R1,n(c1 − cn)R3,n(c3 − cn) . . . Rn−1,n(cn−1 − cn) ·R1,2(c1 − c2) ,
where we used the Yang–Baxter relation on the copies labelled by 1, 2 and n, and commutation
relations. Formula (4.12) for k = 1 follows.
Then we assume that k > 1, and we write
F (c) = R1,2(c1 − c2)R1,3(c1 − c3) . . . R1,n(c1 − cn) ·
( →∏
26i<j6n
Ri,j(ci − cj)
)
.
Similarly to above, we first have, using commutation relations and the Yang–Baxter equation on
the copies labeled by 1, k + 1 and k, that
Rk+1,k(ck+1 − ck) ·R1,2(c1 − c2) . . . R1,k(c1 − ck)R1,k+1(c1 − ck+1) . . . R1,n(c1 − cn)
= R1,2(c1 − c2) . . . R1,k+1(c1 − ck+1)R1,k(c1 − ck) . . . R1,n(c1 − cn) ·Rk+1,k(ck+1 − ck) ,
and then we use the induction hypothesis, namely (since k > 1)
Rk+1,k(ck+1−ck)·
( →∏
26i<j6n
Ri,j(ci−cj)
)
=
( →∏
26i<j6n
Rsk(i),sk(j)(csk(i)−csk(j))
)
·Rk,k+1(ck+1−ck) .
This yields the desired result.
For the remaining of this section, we assume that
R(u)R2,1(−u) = γ(u) · IdV ⊗2 for a complex-valued function γ of u , (4.13)
where R2,1(u) := PR(u)P. In the physical literature, this condition is called the “unitarity”
condition. We note that γ(−u) = γ(u).
Definition 4.9. For k ∈ {1, . . . , n−1}, we say that the transposition sk = (k, k+1) is admissible
for R(u) and for the set of parameters c = (c1, . . . , cn) if γ(ck − ck+1) 6= 0.
Let k ∈ {1, . . . , n− 1} such that the transposition sk is admissible for R(u) and for the set of
parameters c = (c1, . . . , cn). We define an endomorphism Ak of V
⊗n by
Ak := Pk,k+1Rk+1,k(ck+1 − ck) . (4.14)
The admissibility of sk implies that the operator Ak is invertible with, from (4.13),
A−1k = γ
−1
k Rk,k+1(ck − ck+1)Pk,k+1 , where γk := γ(ck − ck+1) .
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In this situation, the assertions of Lemma 4.8 can be rewritten, with A˜k := Pk,k+1AkPk,k+1,
R
c
(sk),c
(u) = (Ak ⊗ IdV ⊗n′ )Rc,c(u)(A
−1
k ⊗ IdV ⊗n′ ) and AkF (c) = γkF (c
(sk))A˜−1k . (4.15)
We sum up the consequences of these two formulas in the following proposition. We assume that
Wc (and thus W
c
(sk) as well) are defined.
Proposition 4.10. Let k ∈ {1, . . . , n − 1} such that the transposition sk is admissible for
R(u) and for the set of parameters c = (c1, . . . , cn). Let e1, . . . , el ∈ V
⊗n such that Bc :=
{F (c)e1, . . . , F (c)el} is a basis of the subspace Wc.
(i) Then B
c
(sk) := {AkF (c)e1, . . . , AkF (c)el} is a basis of Wc(sk) . In particular, Wc and Wc(sk)
have the same dimension.
(ii) Moreover, for any basis Bc of Wc, the matrix of the endomorphism Rc,c(u)
∣∣∣
Wc⊗Wc
in the
basis Bc ⊗ Bc coincides with the matrix of the endomorphism R
c
(sk),c(u)
∣∣∣
W
c
(sk)
⊗W
c
in the
basis B
c
(sk) ⊗Bc (we use the notation Bc ⊗Bc := {a⊗ b | a ∈ Bc, b ∈ Bc} and similarly for
B
c
(sk) ⊗Bc).
Proof. (i) As the operator Ak is invertible, the linear independence of the vectors in B
c
(sk) is
immediate. Moreover, due to the second relation in (4.15), we have that the dimensions of
W
c
and W
c
(sk) coincide and also that the vectors in Bc(sk) belong to Wc(sk) . This proves the
item (i).
(ii) The item (ii) is a direct consequence of the first formula in (4.15).
Remark 4.11. In Sections 3 and 4, we worked with a solution of the Yang–Baxter equation
with “additive” spectral parameters (see paragraph 4 in Section 2). The whole construction in
Sections 3 and 4 has an equivalent “multiplicative” version, where one replaces addition for the
spectral parameters by multiplication. As examples, the fused solution (3.3) is given by
Rc,c(α) :=
→∏
i=1,...,n′
Rn,i(
αcn
ci
) . . . . . . R2,i(
αc2
ci
)R1,i(
αc1
ci
) , (4.16)
the invariant subspace for this fused solution is the image in V ⊗n of the operator
F (c) :=
→∏
16i<j6n
Ri,j(
ci
cj
) , (4.17)
and the unitarity condition (4.13) becomes R(α)R2,1(
1
α
) = γ(α) · IdV ⊗2 , with γ(α) = γ(
1
α
) ∈ C.
All proofs and calculations made in Sections 3 and 4 are completely similar for the multiplicative
version. In the sequel we will use both versions. △
5. Invariant subspaces and representations of U(glN )
Starting from an arbitrary solution R(u) of the Yang–Baxter equation on V ⊗ V , we obtained
in the preceding sections, via the fusion procedure, a set {Rc,c} of functions of u ∈ C, where
c ∈ Cn, c ∈ Cn
′
and n, n′ > 0, which forms a family of solutions of the Yang–Baxter equation,
and where Rc,c(u) ∈ End(V
⊗n ⊗ V ⊗n
′
). Moreover, for generic c and c, we identified a subspace
Wc ⊗Wc ⊂ V
⊗n ⊗ V ⊗n
′
which is preserved by Rc,c(u). Therefore, by restriction, the operators
Rc,c(u) induce a family of solutions of the Yang–Baxter equation acting on the spaces Wc⊗Wc.
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In this Section, we will further study the subspacesWc, when we start from the Yang solution,
(5.1) below, of the Yang–Baxter equation on V ⊗ V . This will lead to a family of fused solutions
acting on irreducible representations of the general linear Lie algebra glN .
We fix in this Section:
R(u) := IdV ⊗2 −
P
u
. (5.1)
Let n > 1 and recall that F is the following function of c := (c1, . . . , cn) ∈ C
n with values in
End(V ⊗n):
F (c) :=
→∏
16i<j6n
Ri,j(ci − cj) . (5.2)
Moreover, recall that the subspace we are interested in, denoted by Wc, is the image of the
operator F (c), for points c = (c1, . . . , cn) where the function F is non-singular. For the solution
(5.1), the expression for the operator F (c) reads:
F (c) :=
→∏
16i<j6n
(IdV ⊗n −
Pi,j
ci − cj
) . (5.3)
5.1 Schur–Weyl duality
Set N := dim(V ) and denote by glN the Lie algebra of endomorphism of V and by U(glN ) its
universal enveloping algebra. The Lie algebra glN acts on the tensor product V
⊗n and we denote
by χ this representation, given by:
χ(g) := g ⊗ Id⊗ · · · ⊗ Id + Id⊗ g ⊗ Id · · · ⊗ Id + · · · · · ·+ Id⊗ · · · ⊗ Id⊗ g , g ∈ glN .
The representation χ extends to a representation, which we still denote by χ, of U(glN ).
The symmetric group Sn acts on V
⊗n by permuting the copies and we denote this represen-
tation of Sn by ρ. Explicitly, the representation ρ is given by:
ρ(π) = Ppi for all π ∈ Sn, (5.4)
where Ppi is defined by (4.5). The representation ρ extends to a representation, which we still
denote by ρ, of the group algebra CSn.
The irreducible complex representations of CSn are parametrized by the partitions of n. For
any partition λ of n, we denote by MCSnλ the corresponding irreducible CSn-module (with the
convention that MCSn(n) is the trivial representation).
For any partition λ such that ℓ(λ) 6 N , we denote by M
U(glN )
λ the irreducible highest-weight
U(glN )-module of highest weight λ.
The Schur–Weyl duality between the symmetric group Sn and the algebra U(glN ) can be
expressed by the following assertions (see e.g. [18, 19]).
Theorem 5.1. (i) The subalgebra ρ
(
CSn
)
of End(V ⊗n) is the centraliser of χ
(
U(glN )).
(ii) The subalgebra χ
(
U(glN )) of End(V
⊗n) is the centraliser of ρ
(
CSn
)
.
(iii) As an (U(glN )⊗CSn)-module defined by χ and ρ, the space V
⊗n decomposes as:
V ⊗n ∼=
⊕
λ
M
U(glN )
λ ⊗M
CSn
λ , (5.5)
where λ runs over the set of partitions such that |λ| = n and ℓ(λ) 6 N .
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5.2 Fusion formula for idempotents of the symmetric group
According to Formulas (5.3) and (5.4), we are interested in the following rational function in
u1, . . . , un with values in the group algebra CSn:
Φ(u1, . . . , un) :=
→∏
16i<j6n
(1−
(i, j)
ui − uj
) . (5.6)
We refer to the rational function Φ as the “fusion function” of the symmetric group. It is easy
to check that, for distinct i, j, k ∈ {1, . . . , n},
(1−
(i, j)
u
)(1−
(i, k)
u+ v
)(1−
(j, k)
v
) = (1−
(j, k)
v
)(1−
(i, k)
u+ v
)(1−
(i, j)
u
) . (5.7)
The functions (1− (i,j)
u
) with values in CSn are called Baxterized elements. We say that they are
“universal” solutions of the Yang–Baxter equation (associated to the symmetric group) as they
provide solutions of the Yang–Baxter equation in the representations of Sn.
Let λ be a partition of n and let T be a standard Young tableau of shape λ. For brevity, set
cci := cc(T |i) for i = 1, . . . , n. The following result traces back to the work of Jucys [20], see
also [17,21–24] (we use a formulation as in [17]).
Theorem 5.2. The element obtained by the following consecutive evaluations
f(λ)Φ(u1, . . . , un)
∣∣∣
u1=cc1
∣∣∣
u2=cc2
. . .
∣∣∣
un=ccn
(5.8)
is a primitive idempotent of CSn which generates a minimal left ideal isomorphic, as an CSn-
module, to the irreducible module MCSnλ .
Recall that f(λ) is the non-zero complex number defined in (2.4).
Remark 5.3. For some standard Young tableau T , it may happen that cc(T |j) = cc(T |k) for
j 6= k (for example, if the standard Young tableau T has the shape (2, 2)). In this situation,
Theorem 5.2 asserts in particular that the rational function Φ(u1, . . . , un) is non-singular for
the evaluations as in (5.8), even if the factor (1 −
(j, k)
uj − uk
) is singular at uj = cc(T |j) and
uk = cc(T |k). △
5.3 Fused solutions on M
U(glN )
λ ⊗M
U(glN )
λ′
Let T be a standard Young tableau such that shT = λ with |λ| = n and ℓ(λ) 6 N . We let
F (T ) := F (c)
∣∣∣
c1=cc(T |1)
∣∣∣
c2=cc(T |2)
. . .
∣∣∣
cn=cc(T |n)
, (5.9)
where c = (c1, . . . , cn) is seen here as an n-tuple of variables.
Now, in view of Theorem 5.2, we define
ET := f(λ)Φ(u1, . . . , un)
∣∣∣
u1=cc(T |1)
∣∣∣
u2=cc(T |2)
. . .
∣∣∣
un=cc(T |n)
. (5.10)
Due to Formulas (5.3) and (5.4), we have that
F (T ) = ρ
(
f(λ)−1ET
)
. (5.11)
The assertions of Theorem 5.2 imply that F is non-singular for the consecutive evaluations of
the variables as in (5.9). We denote by WT the image of the operator F (T ), which is well-defined
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and which coincides, due to (5.11), with the image in V ⊗n of the operator ρ (ET ). Moreover,
the element ET acts on the irreducible CSn-module M
CSn
λ as a projector on a one-dimensional
subspace, and annihilates any irreducible CSn-module M
CSn
λ′ with λ
′ 6= λ.
The preceding discussion, which follows from Theorem 5.2 together with the Schur–Weyl
duality, namely Formula (5.5) in Theorem 5.1, leads to the identification of the space WT .
Theorem 5.4. The subspaceWT of V
⊗n is an irreducible U(glN )-module isomorphic toM
U(glN )
λ .
Let T , T ′ be two standard Young tableaux such that shT = λ and shT ′ = λ
′, with |λ| = n,
|λ′| = n′ and ℓ(λ), ℓ(λ′) 6 N . We set cT :=
(
cc(T |1), . . . , cc(T |n)
)
, cT
′
:=
(
cc(T ′|1), . . . , cc(T ′|n′)
)
and we define
RresT ,T ′(u) := RcT ,cT ′ (u)
∣∣∣
WT ⊗WT ′
,
the restriction of the operator R
c
T ,cT
′ (u) to the subspace WT ⊗WT ′ of V
⊗n ⊗ V ⊗n
′
.
Let k ∈ {1, . . . , n − 1} and denote by T (sk) the Young tableau of shape λ obtained from T
by exchanging the nodes with numbers k and k+1. We assume that T (sk) is also standard. This
is equivalent to say that cc(T |k + 1) 6= cc(T |k)± 1.
Moreover, the Yang solution (5.1) satisfies the following unitarity condition:
R(u)R2,1(−u) =
u2 − 1
u2
· IdV ⊗2 . (5.12)
Therefore, according to Definition 4.9, the condition for the tableau T (sk) to be standard is
equivalent to the condition for sk = (k, k + 1) to be an admissible transposition for theYang
solution R(u) and the set of parameters cT . Theorem 5.4 implies thatWT ⊗WT ′ andWT (sk)⊗WT ′
are both isomorphic to M
U(glN )
λ ⊗M
U(glN )
λ′ and, moreover, Proposition 4.10 applied here asserts
that the endomorphisms RresT ,T ′(u) and R
res
T (sk),T ′
(u) coincide up to a change of basis.
Besides, it is well-known that, for two standard Young tableaux T and T˜ of the same shape
λ, there is a sequence of admissible transpositions π = si1 . . . sil ∈ Sn transforming T into T˜ .
Finally, we sum up the results obtained in this section for the Yang solution. The item
(i) below follows from Theorems 3.2, 4.2 and 5.4. The item (ii) is a consequence of the above
discussion together with the Proposition 4.10.
Corollary 5.5. (i) The set of functions {RresT ,T ′}, where T , T
′ are standard Young tableaux
such that ℓ(shT ), ℓ(shT ′) 6 N , forms a family of solutions of the Yang–Baxter equation,
where RresT ,T ′(u) is an endomorphism of a space isomorphic to M
U(glN )
shT
⊗M
U(glN )
shT ′
.
(ii) For four standard Young tableaux T , T˜ , T ′ and T˜ ′ as above such that sh
T
= sh
T˜
and
sh
T ′
= sh
T˜ ′
, the endomorphisms RresT ,T ′(u) and R
res
T˜ ,T˜ ′
(u) coincide up to a change of basis.
Example 5.6. Let T = T ′ = 1 2 . The expression for the operator RT ,T ′(u) is
RT ,T ′(u) = (IdV ⊗4 −
P2,1
u+ 1
)(IdV ⊗4 −
P1,1
u
)(IdV ⊗4 −
P2,2
u
)(IdV ⊗4 −
P1,2
u− 1
) .
The results of this section, applied to this example, give that the operator RT ,T ′(u) preserves
the subspaceW✷✷⊗W✷✷ ⊂ V
⊗2⊗V ⊗2, whereW✷✷ is the space of the irreducible representation
of U(glN ) corresponding to the partition λ = (2). In fact the subspace W✷✷ ⊂ V
⊗2 coincides
with the symmetric square of V , since it is the image of the operator R(−1) = IdV ⊗2 + P.
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Let N = 2 and fix a basis {e1, e2} of V . We set e˜1 := e1 ⊗ e1, e˜2 := e1 ⊗ e2 + e2 ⊗ e1 and
e˜3 := e2 ⊗ e2. We give the matrix of the endomorphism R
res
T ,T ′(u) of W✷✷ ⊗W✷✷ written in the
basis {e˜i ⊗ e˜j}i,j=1,2,3 ordered lexicographically (that is, e˜1 ⊗ e˜1, e˜1 ⊗ e˜2, e˜1 ⊗ e˜3, e˜2 ⊗ e˜1, ...):
(u−2)(u−1)
u(u+1) · · · · · · · ·
· u−1
u+1 ·
−2(u−1)
u(u+1) · · · · ·
· · 1 · −4
u+1 ·
2
u(u+1) · ·
· −2(u−1)
u(u+1) ·
u−1
u+1 · · · · ·
· · −1
u+1 ·
u2−u+2
u(u+1) ·
−1
u+1 · ·
· · · · · u−1
u+1 ·
−2(u−1)
u(u+1) ·
· · 2
u(u+1) ·
−4
u+1 · 1 · ·
· · · · · −2(u−1)
u(u+1) ·
u−1
u+1 ·
· · · · · · · · (u−2)(u−1)
u(u+1)

, (5.13)
where the points indicate the coefficients equal to 0. △
Example 5.7. Let T =
1 3
2
, T˜ =
1 2
3
and T ′ = 1 . The expression for the operator
RT ,T ′(u) is:
RT ,T ′(u) = (IdV ⊗4 −
P3,1
u+ 1
)(IdV ⊗4 −
P2,1
u− 1
)(IdV ⊗4 −
P1,1
u
) .
Here WT ′ = V , whereas the subspace WT is the image in V
⊗3 of the operator
F := (IdV ⊗3 − P1,2)(IdV ⊗3 +P1,3)(IdV ⊗3 +
P2,3
2
).
Let N = 2 and fix a basis {e1, e2} of V . One can directly verify that {e
T
1 , e
T
2 } is a basis of the
subspace WT where
eT1 := e1 ⊗ e2 ⊗ e1 − e2 ⊗ e1 ⊗ e1 and e
T
2 := e1 ⊗ e2 ⊗ e2 − e2 ⊗ e1 ⊗ e2 ;
(we indicate that eT1 =
2
3F (e1⊗ e2⊗ e1) and e
T
2 = −
2
3F (e2⊗ e1⊗ e2)). We give the matrix of the
endomorphism RresT ,T ′(u) in the basis {e
T
1 ⊗ e1, e
T
1 ⊗ e2, e
T
2 ⊗ e1, e
T
2 ⊗ e2} of WT ⊗WT ′ (points
replace coefficients equal to 0):
u− 2
u− 1

u
u+1 · · ·
· 1 − 1
u+1 ·
· − 1
u+1 1 ·
· · · u
u+1
 . (5.14)
On the other hand, the expression for the operator R
T˜ ,T ′
(u) is:
RT˜ ,T ′(u) = (IdV ⊗4 −
P3,1
u− 1
)(IdV ⊗4 −
P2,1
u+ 1
)(IdV ⊗4 −
P1,1
u
) .
Here, the subspace WT˜ is the image in V
⊗3 of the operator
F˜ := (IdV ⊗3 + P1,2)(IdV ⊗3 − P1,3)(IdV ⊗3 −
P2,3
2
).
As T˜ = T (s2) and cc(T , 3) 6= cc(T , 2)± 1, Proposition 4.10 (or item (ii) in Corollary 5.5) asserts
that the matrix of the endomorphism Rres
T˜ ,T ′
(u) in a certain basis of WT˜ ⊗WT ′ coincides with
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(5.14). Moreover, Proposition 4.10 provides explicitly this basis. Indeed, define, according to
Formula (4.14), the following operator on V ⊗3:
A := P2,3(IdV ⊗3 −
P2,3
2
) = (P2,3 −
IdV ⊗3
2
) .
Then the basis of W
T˜
⊗W
T ′
in which the matrix of the endomorphism Rres
T˜ ,T ′
(u) coincides with
(5.14) is {A(eT1 )⊗ e1, A(e
T
1 )⊗ e2, A(e
T
2 )⊗ e1, A(e
T
2 )⊗ e2}.
In this simple example, the assertions of Proposition 4.10 can be directly checked since, using
that
A(eT1 )=e1⊗e1⊗e2−
1
2
(e1⊗e2⊗e1+e2⊗e1⊗e1) , A(e
T
2 )=−e2⊗e2⊗e1+
1
2
(e1⊗e2⊗e2+e2⊗e1⊗e2) ,
we easily verify that F˜ (e1⊗ e1⊗ e2) = 2A(eT1 ) and F˜ (e2⊗ e2⊗ e1) = −2A(e
T
2 ), and in turn that
{A(eT1 ), A(e
T
2 )} is a basis of WT˜ . The calculation of the matrix of the endomorphism R
res
T˜ ,T ′
(u)
in the basis {A(eT1 ) ⊗ e1, A(e
T
1 ) ⊗ e2, A(e
T
2 ) ⊗ e1, A(e
T
2 ) ⊗ e2} is straightforward and leads, as
expected, to the matrix (5.14). △
5.4 “Non-standard” evaluations of the fusion function
In the framework of the fusion procedure for the Yang solution, we are interested in any set of
complex parameters c = (c1, . . . , cn) such that the fusion function Φ, defined by
Φ(u1, . . . , un) :=
→∏
16i<j6n
(1−
(i, j)
ui − uj
) , (5.15)
is non-singular at c, and moreover such that the resulting element of CSn is non-invertible. Indeed,
such a set of parameters c will lead, via (5.4), to a non-invertible endomorphism F (c), and in
turn to a proper subspaceWc ⊂ V
⊗n such that Wc⊗V
⊗n′ is invariant for the fused operators of
the form Rc,c(u). With the help of Theorem 5.2, we obtained in the preceding subsection such a
set of parameters for any standard Young tableau (actually, in these situations, the evaluations
of the fusion function are proportional to primitive idempotents of CSn).
One may easily see that there are other sets of parameters c = (c1, . . . , cn) such that the
fusion function is non-singular and gives a non-invertible element of CSn. The classification of
such sets of parameters c and the study of the associated subspaces Wc and the associated fused
solutions is an open question. We note also that the less general problem of finding all sets of
parameters c = (c1, . . . , cn) such that Φ is non-singular at c and gives an element proportional
to an idempotent is not solved. We will give in this subsection some examples for small n.
Case n=2. In this situation, the fusion function, with values in CS2, is given by
Φ(u1, u2) = 1−
(1, 2)
u1 − u2
.
It is immediate to see that the only pairs of complex numbers (c1, c2) such that the evaluation
Φ(c1, c2) is non-singular and is a non-invertible element of CS2 are the pairs such that c2 = c1±1
(this can be seen from (5.12)). As the rational function Φ(u1, u2) only depends on u1− u2, there
is no loss of generality to consider that c1 = 0. As a conclusion, for n = 2, the only pairs (c1, c2)
leading to a proper subspace W(c1,c2) ⊂ V
⊗2 are the pairs associated to the standard Young
tableaux 1 2 and
1
2
.
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Case n=3. The fusion function with values in CS3 is given by
Φ(u1, u2, u3) = (1−
(1, 2)
u1 − u2
)(1−
(1, 3)
u1 − u3
)(1 −
(2, 3)
u2 − u3
) . (5.16)
As above, we can fix the freedom of translating all variables u1, u2, u3 by the same constant with
the assumption that u1 is evaluated to 0.
Proposition 5.8. The evaluation of the function Φ(0, u2, u3) at u2 = c2 and u3 = c3 is propor-
tional to an idempotent of CS3 if and only if:
(c2, c3) ∈
{
(1, 2), (1,−1), (−1, 1), (−1,−2), (2, 1), (−2,−1)
}
.
Proof. To prove the Proposition, we solve by a direct analysis the system of 6 equations in
x, c2, c3, obtained by equating to 0 the coefficient in front of each element of S3 in the expression(
Φ(0, c2, c3)
)2
− xΦ(0, c2, c3) (we skip the details).
The first four evaluations found in the preceding proposition correspond to standard tableaux,
namely, with the same notation as in (5.10),
E
1 2 3
=
1
6
Φ(0, 1, 2) , E
1 2
3
=
1
3
Φ(0, 1,−1) , E
1 3
2
=
1
3
Φ(0,−1, 1) , E
1
2
3
=
1
6
Φ(0,−1,−2) .
For brevity, let E1 := E 1 2 3 and E4 := E 1
2
3
. For the two “non-standard” evaluations of the
fusion function obtained in the above proposition, one can verify that the following elements
E2 :=
1
3
Φ(0, 2, 1) and E3 :=
1
3
Φ(0,−2,−1) (5.17)
are idempotents of CS3 such that
EiEj = EjEi = δi,jEi for i, j = 1, 2, 3, 4 , and E1 + E2 + E3 + E4 = 1S3 ,
where 1S3 is the unit element of CS3. Thus, {E1, E2, E3, E4} is a complete system of pairwise
orthogonal primitive idempotents of CS3, and E2 (respectively, E3) generates a minimal left
ideal isomorphic, as an CS3-module, to the irreducible module corresponding to the partition
λ = (2, 1).
By the same arguments as in the preceding subsection, these two non-standard evaluations
(namely, with (c2, c3) = (2, 1) or (−2,−1)) lead to fused solutions of the Yang–Baxter equation
acting on spaces M
U(glN )
(2,1)
⊗M
U(glN )
λ′ , where λ
′ is any partition, alternative to the ones obtained
in Corollary 5.5. It is an open question to determine if these “non-standard” fused solutions are
related in some sense to the standard ones. In general (for any n), we think that “non-standard”
fused solutions deserve a better study.
Remark 5.9. It is interesting to note that the two non-standard evaluations found in Proposition
5.8 correspond actually to classical contents of non-standard Young tableaux, namely the Young
tableaux 1 3 2 and
1
3
2
. Further, translating the three variables by 1 or −1, which do not affect
the fusion function, the non-standard evaluations also correspond to the non-standard Young
tableaux
3 2
1
and
2 1
3
(we note that these Young tableaux are maybe more natural in view
of the coefficients 13 in (5.17)).
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Finally, we indicate that, for n = 4, there are some evaluations of the fusion function leading
to an element of CS4 proportional to an idempotent and which do not correspond to any Young
tableaux, standard or not (such an evaluation is, for example, (u1, u2, u3, u4) = (0, 1, 5, 2), using
a notation as in (5.16) extended for n = 4). △
Remark 5.10. As we have already explained above, not only the evaluations of the fusion func-
tion providing elements proportional to idempotents are of interest for the fusion procedure; the
evaluations of the fusion function giving non-invertible elements of CSn furnish proper invariant
subspaces as well. For n = 3, with the notation (5.16) and u1 evaluated to 0, obvious examples
of such evaluations (which include the ones studied previously) are
{u2 = ±1, u3 6= 0, u2} , {u3 = ±1, u2 6= 0, u3} , {u3 = u2 ± 1, u2, u3 6= 0} .
Further, one can verify that the two elements obtained by the following consecutive evaluations
Φ(0, u2, u3)
∣∣
u2=±1
∣∣
u3=0
are non-singular and non-invertible (we also mention that the evaluations described in this remark
exhaust the evaluations of Φ(0, u2, u3) providing non-invertible elements of CS3). △
6. Invariant subspaces and representations of U(glN |M)
We explain how, with the help of a “super” analogue of the Schur–Weyl duality [25,26], the fusion
formula for the symmetric group can also be used in the context of the fusion procedure for a
generalization of the Yang solution. We obtain a family of fused solutions acting on irreducible
representations of the general linear Lie superalgebra glN |M .
Generalization of the Yang solution for a Z/2Z-graded vector space. We fix a Z/2Z-
decomposition of the vector space V as V = V0⊕V1 and we set N := dim(V0) andM := dim(V1) .
A non-zero vector x ∈ V is called homogeneous if x ∈ V0 or x ∈ V1 . For a homogeneous vector
x ∈ Vi, i = 0, 1, we set |x| := i and let I˜V be the endomorphism of V defined by I˜V (x) := (−1)
|x|x
for any homogeneous vector x ∈ V .
We define an operator I˜V ⊗2 ∈ End(V ⊗ V ) by:
I˜V ⊗2(x⊗ y) := (−1)
|x||y|x⊗ y for any homogeneous vectors x, y ∈ V , (6.1)
and we let R be the following function of u ∈ C with values in End(V ⊗ V ):
R(u) := I˜V ⊗2 −
P
u
, (6.2)
where P is the permutation operator on V ⊗ V . It is straightforward to check that the function
R is a solution of the Yang–Baxter equation on V ⊗ V :
R1,2(u)R1,3(u+ v)R2,3(v) = R2,3(v)R1,3(u+ v)R1,2(u) . (6.3)
Moreover, this solution satisfies the same unitarity condition (5.12) as the Yang solution, namely
R(u)R2,1(−u) =
u2 − 1
u2
· IdV ⊗2 . (6.4)
Schur–Weyl duality in the Z/2Z-graded setting. Let n > 1. We recall that the symmetric
group Sn on n letters is isomorphic to the group generated by elements s1, . . . , sn−1 subject to
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the defining relations:
s2i = 1 for i = 1, . . . , n− 1 ,
sisi+1si = si+1sisi+1 for i = 1, . . . , n− 2 ,
sisj = sjsi for i, j = 1, . . . , n− 1 such that |i− j| > 1 ,
(6.5)
the isomorphism being given by si 7→ (i, i + 1), i = 1, . . . , n − 1.
We define an operator P˜ ∈ End(V ⊗ V ) by P˜ := I˜V ⊗2P, that is, we have:
P˜(x⊗ y) := (−1)|x||y|y ⊗ x for any homogeneous vectors x, y ∈ V . (6.6)
The following map from the set of generators {s1, . . . , sn−1} to the set End(V
⊗n),
si 7→ P˜i,i+1 for i = 1, . . . , n− 1, (6.7)
extends to an algebra homomorphism from CSn to End(V
⊗n) (one easily checks that the relations
(6.5) are satisfied by the images of the generators). We denote by ρ˜ this representation of CSn.
Let glN |M be the Lie superalgebra of endomorphisms of V , defined by the following Z/2Z-
grading: a non-zero element g ∈ glN |M is homogeneous of degree 0 if g(Vi) ⊂ Vi , i = 0, 1, and
is homogeneous of degree 1 if g(V0) ⊂ V1 and g(V1) ⊂ V0 . We let |g| denote the degree of an
homogeneous element g ∈ glN |M .
Let U(glN |M ) be the universal enveloping algebra of the Lie superalgebra glN |M . The map,
with values in End(V ⊗n), defined on homogeneous element g ∈ glN |M by
g 7→
{
g ⊗ Id⊗ · · · ⊗ Id + Id⊗ g ⊗ Id · · · ⊗ Id + · · · · · · + Id⊗ · · · ⊗ Id⊗ g , if |g| = 0 ,
g ⊗ Id⊗ · · · ⊗ Id + I˜V ⊗ g ⊗ Id · · · ⊗ Id + · · · · · ·+ I˜V ⊗ · · · ⊗ I˜V ⊗ g , if |g| = 1 ,
extends to a representation of the algebra U(glN |M ) on V
⊗n. We denote by χ˜ this representation.
We recall the generalization of the Schur–Weyl duality, which holds between the symmetric
group Sn and the algebra U(glN |M ) [25,26].
Theorem 6.1. (i) The subalgebra ρ˜
(
CSn
)
of End(V ⊗n) is the centraliser of χ˜
(
U(glN |M )).
(ii) The subalgebra χ˜
(
U(glN |M )) of End(V
⊗n) is the centraliser of ρ˜
(
CSn
)
.
(iii) As an
(
U(glN |M)⊗CSn
)
-module defined by χ˜ and ρ˜, the space V ⊗n decomposes as:
V ⊗n ∼=
⊕
λ
M
U(glN|M )
λ ⊗M
CSn
λ , (6.8)
where λ = (λ1, . . . , λl) runs over the set of partitions such that |λ| = n and λj 6 M if
j > N , and where the modules M
U(glN|M )
λ are irreducible U(glN |M )-modules.
Fused solutions on M
U(glN|M )
λ ⊗M
U(glN|M )
λ′ . As a consequence of Formulas (6.2) and (6.7),
we have:
ρ˜
(
si −
1
u
)
= Ri,i+1(u)P = R̂i,i+1(u) for i = 1, . . . , n− 1 .
Therefore, defining the following rational function in the complex variables u1, . . . , un with values
in CSn:
Φ˜(u1, . . . , un) :=
→∏
i=1,...,n−1
(si −
1
c1 − ci+1
) . . . (s2 −
1
ci−1 − ci+1
)(s1 −
1
ci − ci+1
) ,
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we have, recalling the definition (4.9),
ρ˜
(
Φ˜(u1, . . . , un)
)
= F̂ (u1, . . . , un) . (6.9)
Moreover, the following Lemma relates the function Φ˜ with the fusion function Φ, defined by
(5.6), of the symmetric group.
Lemma 6.2. We have (where wn is the longest element of Sn):
Φ˜(u1, . . . , un) = Φ(u1, . . . , un)wn .
Proof. Recall that the relation (5.7) holds for the functions (1 − (i,j)
u
) with values in CSn. As
moreover π ·(i, j) = (π(i), π(j)) ·π for π ∈ Sn, the lemma is a consequence of Lemma 4.6 together
with the fact that w2n = 1 (one applies Lemma 4.6 with Ri,j(u) replaced by (1 −
(i,j)
u
) and Ppi
replaced by π, for π ∈ Sn).
Thus, as wn is invertible, the fusion formula for the symmetric group in Theorem 5.2 can be
used, as in Subsection 5.3, to analyze the image of ρ˜
(
Φ˜(u1, . . . , un)
)
in V ⊗n when u1, . . . , un are
evaluated to classical contents of standard Young tableaux as in (5.8).
Using Corollary 4.7, Formula (6.9) and the Schur–Weyl duality stated in Theorem 6.1, we
reproduce the same reasoning as in Subsection 5.3, to obtain the generalization of the Corollary
5.5 for the solution (6.2). Namely, let T , T ′ are two standard Young tableaux such that shT =
(λ1, . . . , λl) and shT ′ = (λ
′
1, . . . , λ
′
l), with |shT | = n, |shT ′ | = n
′ and λj , λ
′
j 6 M if j > N . We
obtain, by restriction of the fused operators to their invariant subspaces, a function RresT ,T ′ with
the following properties.
Corollary 6.3. (i) The set of functions {RresT ,T ′}, where T , T
′ are standard Young tableaux
as above, forms a family of solutions of the Yang–Baxter equation, and RresT ,T ′(u) is an
endomorphism of a space isomorphic to M
U(glN|M )
shT
⊗M
U(glN|M )
shT ′
.
(ii) For four standard Young tableaux T , T˜ , T ′ and T˜ ′ as above such that sh
T
= sh
T˜
and
sh
T ′
= sh
T˜ ′
, the endomorphisms RresT ,T ′(u) and R
res
T˜ ,T˜ ′
(u) coincide up to a change of basis.
Remark 6.4. Assume that M > 0. Let n = 2 and define
R˜(u) := ρ˜(1−
(1, 2)
u
) = IdV ⊗2 −
P˜
u
∈ End(V ⊗2) .
Note that, contrary to the situation M = 0, the function R˜ is not a solution of the Yang–Baxter
equation. This does not contradict the relation (5.7) because if n > 2 and |i − j| > 1, we have
R˜i,j(u) 6= ρ˜(1−
(i,j)
u
). Actually, we have, if |i− j| > 1,
ρ˜(1−
(i, j)
u
) = P˜j−1,jP˜j−2,j−1 . . . P˜i+1,i+2R˜i,i+1(u)P˜i+1,i+2 . . . P˜j−2,j−1P˜j−1,j .
It follows from (6.7) and (5.7) that the function R˜(u) satisfies, instead of (6.3), a “braided”
Yang–Baxter equation:
R˜1,2(u)R˜1,3˜(u+ v)R˜2˜,3˜(v) = R˜2˜,3˜(v)R˜1,3˜(u+ v)R˜1,2(u) ,
with the braiding defined by the operator P˜, namely with R˜1,3˜(u) := P˜2,3R˜1,2(u)P˜2,3 and
R˜2˜,3˜(u) := P˜1,2R˜1,3˜(u)P˜1,2. △
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7. Invariant subspaces and representations of Uq(glN )
In this Section, we will consider another example of solution of the Yang–Baxter equation, which
is the standard deformation of the Yang solution (5.1) considered in Section 5. We present the
generalization of the construction in Section 5, which leads here to a family of fused solutions of
the Yang–Baxter equation acting on irreducible representations of the quantum group Uq(glN )
(the standard deformation of U(glN )).
7.1 Deformation of the Yang solution
We fix a basis {ei}i=1,...,N of the vector space V where N := dim(V ). Let q be a non-zero complex
number and define an endomorphism R̂ of V ⊗ V by, for i, j = 1, . . . , N ,
R̂(ei ⊗ ej) :=

q ei ⊗ ej if i = j,
ej ⊗ ei if i < j,
ej ⊗ ei + (q − q
−1) ei ⊗ ej if i > j.
(7.1)
It is well-known, and it can be directly checked, that R̂ satisfies the quadratic relation
R̂2 − (q − q−1)R̂− Id = 0 , (7.2)
and verifies as well, on the space V ⊗ V ⊗ V ,
R̂1,2R̂2,3R̂1,2 = R̂2,3R̂1,2R̂2,3 . (7.3)
Relations (7.2) and (7.3) imply by a direct calculation that the function of α ∈ C, with values
in End(V ⊗ V ), given by:
R̂(α) := R̂+ (q − q−1)
IdV ⊗2
α−1 − 1
, (7.4)
satisfies the equation (operators act on V ⊗ V ⊗ V )
R̂1,2(α)R̂2,3(αβ)R̂1,2(β) = R̂2,3(β)R̂1,2(αβ)R̂2,3(α) .
As a direct consequence, the function R given by:
R(α) := R̂(α)P , (7.5)
is a solution, on V ⊗ V , of the Yang–Baxter equation with multiplicative spectral parameters:
R1,2(α)R1,3(αβ)R2,3(β) = R2,3(β)R1,3(αβ)R1,2(α) .
Remark 7.1. The solution R(α) is a deformation of the Yang solution (5.1) in the following
sense. Consider q as a variable in C\{0} and set α = q2u. Since R̂
∣∣
q=1
= P, we obtain
R̂(q2u)
∣∣
q=1
= P−
IdV ⊗2
u
,
where we have used that 1− q−2u = (q − q−1)(q−1 + q−3 + · · · + q3−2u + q1−2u). Thus
R(q2u)
∣∣
q=1
= IdV ⊗2 −
P
u
.
△
Example 7.2. In this example, let N = 2. We write the matrix of the endomorphism R(α) in
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the basis {e1 ⊗ e1, e1 ⊗ e2, e2 ⊗ e1, e2 ⊗ e2} of V ⊗ V (points indicate coefficients equal to 0):
qα−1 − q−1
α−1 − 1
· · ·
· 1
q − q−1
α−1 − 1
·
·
(q − q−1)α−1
α−1 − 1
1 ·
· · ·
qα−1 − q−1
α−1 − 1

. (7.6)
△
7.2 Jimbo–Schur–Weyl duality
From now on, we assume that q ∈ C\{0} is not a root of unity.
Hecke algebra. The Hecke algebra (of type A) is the associative algebra Hn(q) over C gener-
ated by σ1, . . . , σn−1 with the defining relations:
σ2i = (q − q
−1)σi + 1 for i = 1, . . . , n− 1 ,
σiσi+1σi = σi+1σiσi+1 for i = 1, . . . , n− 2 ,
σiσj = σjσi for i, j = 1, . . . , n− 1 such that |i− j| > 1 .
(7.7)
The following map from the set of generators of Hn(q) to End(V
⊗n):
σi 7→ R̂i,i+1 for i = 1, . . . , n− 1 , (7.8)
extends to an algebra homomorphism. This follows from Relations (7.2) and (7.3), together with
the obvious commutation relation R̂i,i+1R̂j,j+1 = R̂j,j+1R̂i,i+1 if |i− j| > 1. We denote by ρ this
representation of Hn(q) on the space V
⊗n.
Quantum algebra Uq(glN ). The standard deformation of the universal enveloping algebra of
glN is the associative algebra Uq(glN ) over C defined by generators and relations as follows. The
generators are K±1i , i = 1, . . . , N , and Ej , Fj , j = 1, . . . , N − 1, and the defining relations are:
KiK
−1
i = K
−1
i Ki = 1, KiKj = KjKi for i, j = 1, . . . , N ,
KiEjK
−1
i = q
ai,jEj , KiFjK
−1
i = q
−ai,jFj for i = 1, . . . , N and j = 1, . . . , N − 1 ,
EiFj − FjEi = δi,j
KiK
−1
i+1 −K
−1
i Ki+1
q − q−1
for i, j = 1, . . . , N − 1 ,
where δi,j is the Kronecker delta, ai,i = −ai+1,i = 1, i = 1, . . . , N − 1, and ai,j = 0 otherwise,
together with
EjE
2
i − (q + q
−1)EiEjEi + E
2
iEj = 0 for i, j = 1, . . . , N − 1 such that |i− j| = 1 ,
FjF
2
i − (q + q
−1)FiFjFi + F
2
i Fj = 0 for i, j = 1, . . . , N − 1 such that |i− j| = 1 ,
EiEj = EjEi, FiFj = FjFi for i, j = 1, . . . , N − 1 such that |i− j| > 1 .
The algebra Uq(glN ) admits a Hopf algebra structure such that, in particular, the coproduct is
the algebra homomorphism ∆ from Uq(glN ) to Uq(glN )⊗ Uq(glN ) defined on the generators by:
∆(K±1i ) = K
±1
i ⊗K
±1
i for i = 1, . . . , N ,
∆(Ej) = Ej ⊗ 1 +KjK
−1
j+1 ⊗ Ej , ∆(Fj) = Fj ⊗K
−1
j Kj+1 + 1⊗ Fj for j = 1, . . . , N − 1 .
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The vector representation η of the algebra Uq(glN ) on V is given, on the basis {ek}k=1,...,N , by:
η(K±1i )
(
ek
)
= δi,kq
±1ek for i, k = 1, . . . , N ,
η(Ej)
(
ek
)
= δj+1,kek−1, η(Fj)
(
ek
)
= δj−1,kek+1 for k = 1, . . . , N and j = 1, . . . , N − 1 .
Via the coproduct ∆, the representation η induces a representation χ of the algebra Uq(glN ) on
the space V ⊗n. More precisely, let ∆(2) := ∆ and define inductively ∆(k) := (∆(k−1) ⊗ 1) ◦∆ for
k = 3, . . . , n, where 1 is the identity homomorphism of Uq(glN ). Thus, for all k = 2, . . . , n, ∆
(k)
is an algebra homomorphism from Uq(glN ) to Uq(glN )
⊗k. Explicitly, we have:
∆(k)(K±1i ) = K
±1
i ⊗K
±1
i ⊗ · · · ⊗K
±1
i for i = 1, . . . , N ,
∆(k)(Ej) =
∑
p=0,...,k−1
(KjK
−1
j+1)
⊗p ⊗ Ej ⊗ 1
⊗k−1−p for j = 1, . . . , N − 1 ,
∆(k)(Fj) =
∑
p=0,...,k−1
1⊗p ⊗ Fj ⊗ (K
−1
j Kj+1)
⊗k−1−p for j = 1, . . . , N − 1 .
Then the representation χ of the algebra Uq(glN ) on the space V
⊗n is given by:
χ(X) := (η ⊗ η ⊗ · · · ⊗ η) ◦∆(n)(X) for any X ∈ Uq(glN ) .
Jimbo–Schur–Weyl duality. To state the analogue of the Schur–Weyl duality (Theorem 5.1)
between the Hecke algebra Hn(q) and the quantum algebra Uq(glN ), we recall that the irreducible
representations of Hn(q) are parametrized by the partitions of n. For any partition λ of n, we
denote byM
Hn(q)
λ the corresponding irreducible Hn(q)-module (with the convention thatM
Hn(q)
(n)
is the one-dimensional Hn(q)-module on which the generators σ1, . . . , σn−1 act by multiplication
by q).
For any partition λ such that ℓ(λ) 6 N , we denote byM
Uq(glN )
λ the irreducible highest weight
Uq(glN )-module of highest weight λ (where the eigenvalues of the generators K1, . . . ,KN are of
the form qm, m ∈ Z).
Then the Jimbo–Schur–Weyl duality consists in the following assertions [28], analogous to
the assertions of Theorem 5.1.
Theorem 7.3. (i) The subalgebra ρ
(
Hn(q)
)
of End(V ⊗n) is the centraliser of χ
(
Uq(glN )
)
.
(ii) The subalgebra χ
(
Uq(glN )
)
of End(V ⊗n) is the centraliser of ρ
(
Hn(q)
)
.
(iii) As an (Uq(glN )⊗Hn(q))-module defined by χ and ρ, the space V
⊗n decomposes as:
V ⊗n ∼=
⊕
λ
M
Uq(glN )
λ ⊗M
Hn(q)
λ , (7.9)
where λ runs over the set of partitions such that |λ| = n and ℓ(λ) 6 N .
7.3 Fusion formula for idempotents of the Hecke algebra
Let n > 1 and recall the definition (4.9) of the function F̂ of c := (c1, . . . , cn) ∈ C
n (with the
multiplicative version for the spectral parameters, see Remark 4.11) with values in End(V ⊗n):
F̂ (c) :=
→∏
i=1,...,n−1
R̂i,i+1(
c1
ci+1
) . . . R̂2,3(
ci−1
ci+1
)R̂1,2(
ci
ci+1
) . (7.10)
Due to Corollary 4.7, when the function F̂ is non-singular at a particular value c := (c1, . . . , cn),
the subspace Wc ⊂ V
⊗n is the image of the operator F̂ (c).
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Following Formulas (7.10), (7.8) and (7.4), we define the following rational function in vari-
ables α1, . . . , αn with values in the algebra Hn(q):
Ψ(α1, . . . , αn) :=
→∏
i=1,...,n−1
σi(
α1
αi+1
) . . . σ2(
αi−1
αi+1
)σ1(
αi
αi+1
) , (7.11)
where σi(α) := σi +
q − q−1
α−1 − 1
for all i = 1, . . . , n − 1. The elements σi(α) with values in Hn(q)
are the Baxterized elements of the Hecke algebra. We also set
Twn := σ1(σ2σ1) . . . . . . (σn−2 . . . σ2σ1)(σn−1 . . . σ2σ1) =
→∏
i=1,...,n−1
σi . . . σ2σ1 .
The main result concerning the function Ψ(u1, . . . , un) is the following (we follow [27]). Let
λ be a partition of n and let T be a standard Young tableau of shape λ. For brevity, set
c
(q)
i := c
(q)(T |i) for i = 1, . . . , n.
Theorem 7.4. The element obtained by the following consecutive evaluations
f (q)(λ)Ψ(α1, . . . , αn)T
−1
wn
∣∣∣
α1=c
(q)
1
∣∣∣
α2=c
(q)
2
. . .
∣∣∣
αn=c
(q)
n
(7.12)
is a primitive idempotent of Hn(q) which generates a minimal left ideal isomorphic, as an Hn(q)-
module, to the irreducible module M
Hn(q)
λ .
We recall that f (q)(λ) is the non-zero complex number defined by (2.5).
Remark 7.5. In the same spirit as in Remark 7.1, we verify that
σi(q
2u)
∣∣
q=1
= (i, i + 1)−
1
u
for i = 1, . . . , n− 1,
where we recall that Hn(1) ∼= CSn with the isomorphism given by σi
∣∣
q=1
7→ (i, i + 1), i =
1, . . . , n− 1. Thus, setting αj = q
2uj , for j = 1, . . . , n, we obtain:
Ψ(α1, . . . , αn)
∣∣
q=1
=
→∏
i=1,...,n−1
(
(i, i + 1)−
1
u1 − ui+1
)
. . .
(
(2, 3) −
1
ui−1 − ui+1
)(
(1, 2) −
1
ui − ui+1
)
.
Using Lemma 6.2, we conclude that
Ψ(α1, . . . , αn)T
−1
wn
∣∣∣
q=1
= Φ(u1, . . . , un) ,
where Φ is the fusion function of the symmetric group defined by (5.6). In this sense, Theorem
5.2 is the classical limit (q → 1) of Theorem 7.4. △
7.4 Fused solutions on M
Uq(glN )
λ ⊗M
Uq(glN )
λ′
Let T be a standard Young tableau such that shT = λ with |λ| = n and ℓ(λ) 6 N . We let
F̂ (T ) := F̂ (c)
∣∣∣
c1=c(q)(T |1)
∣∣∣
c2=c(q)(T |2)
. . .
∣∣∣
cn=c(q)(T |n)
, (7.13)
where c = (c1, . . . , cn) is seen as an n-tuple of variables.
In view of Theorem 7.4, we define
E
(q)
T := f
(q)(λ)Ψ(α1, . . . , αn)T
−1
wn
∣∣∣
α1=c
(q)
1
∣∣∣
α2=c
(q)
2
. . .
∣∣∣
αn=c
(q)
n
. (7.14)
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According to Formulas (7.10) and (7.11), we have that
F̂ (T ) = ρ
((
f (q)(λ)
)−1
E
(q)
T Twn
)
The assertions of Theorem 7.4 imply that F̂ is non-singular for the consecutive evaluations of
the variables as in (7.13). Thus the image WT ⊂ V
⊗n of the operator F̂ (T ) is well-defined and
coincides, since Twn is invertible, with the image in V
⊗n of the operator ρ
(
E
(q)
T
)
.
With a similar reasoning as in Subsection 5.3 before Theorem 5.4, we conclude that Theorem
7.4 together with Formula (7.9) in Theorem 7.3 implies:
Theorem 7.6.The subspaceWT of V
⊗n is an irreducible Uq(glN )-module isomorphic toM
Uq(glN )
λ .
Let k ∈ {1, . . . , n− 1} and denote by T (sk) the Young tableau of shape λ obtained from T by
exchanging the nodes with numbers k and k+1. We assume that T (sk) is also standard, which is
equivalent to the fact that c(q)(T |k+1) 6= c(q)(T |k)q±2. The solution (7.5) satisfies the following
unitarity condition, implied by (7.2),
R(α)R2,1(
1
α
) =
(α− q2)(α − q−2)
(α− 1)2
· IdV ⊗2 . (7.15)
Therefore, according to Definition 4.9, the condition for the tableau T (sk) to be standard is
equivalent to the condition for sk = (k, k+1) to be an admissible transposition for R(α) and the
set of parameters cT .
As in Subsection 5.3, Corollary 5.5, we sum up the results obtained for the standard defor-
mation of the Yang solution. For two standard Young tableaux T , T ′ such that shT = λ and
shT ′ = λ
′, with |λ| = n, |λ′| = n′ and ℓ(λ), ℓ(λ′) 6 N , we set cT :=
(
c(q)(T |1), . . . , c(q)(T |n)
)
,
cT
′
:=
(
c(q)(T ′|1), . . . , c(q)(T ′|n′)
)
and we define RresT ,T ′(u) to be the restriction of the operator
R
c
T ,cT
′ (u) to the subspace WT ⊗WT ′ ⊂ V
⊗n ⊗ V ⊗n
′
:
RresT ,T ′(u) := RcT ,cT ′ (u)
∣∣∣
WT ⊗WT ′
.
Corollary 7.7. (i) The set of functions {RresT ,T ′}, where T , T
′ are standard Young tableaux
such that ℓ(shT ), ℓ(shT ′) 6 N , forms a family of solutions of the Yang–Baxter equation,
where RresT ,T ′(α) is an endomorphism of a space isomorphic to M
Uq(glN )
shT
⊗M
Uq(glN )
shT ′
.
(ii) For four standard Young tableaux T , T˜ , T ′ and T˜ ′ as above such that shT = shT˜ and
shT ′ = shT˜ ′ , the endomorphisms R
res
T ,T ′(α) and R
res
T˜ ,T˜ ′
(α) coincide up to a change of basis.
Example 7.8. This example is the (deformed) analogue of Example 5.6. Namely, we consider
the fused operator Rc,c(α), with n = n
′ = 2, c1 = c1 = 1 and c2 = c2 = q
2, obtained from the
solution (7.5). The expression for Rc,c(α) is
Rc,c(α) = R2,1(αq
2)R1,1(α)R2,2(α)R1,2(αq
−2) .
The results of this section, applied to this example, give that the operator Rc,c(α) preserves the
subspace W
(q)
✷✷ ⊗W
(q)
✷✷ ⊂ V ⊗2⊗V ⊗2, where W
(q)
✷✷ is the space of the irreducible representation of
Uq(glN ) corresponding to the partition λ = (2). The subspace W
(q)
✷✷ ⊂ V
⊗2 is the image of the
operator R(q−2) and is a (quantum) analogue of the symmetric square of V .
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Let N = 2 and fix a basis {e1, e2} of V . From the matrix in Example 7.2, with α = q
−2, we
find that the following vectors form a basis of W
(q)
✷✷ :
e˜1 := e1 ⊗ e1 , e˜2 := e1 ⊗ e2 + q e2 ⊗ e1 and e˜3 := e2 ⊗ e2 .
We give the matrix of the endomorphism Rc,c(α) on the space W
(q)
✷✷ ⊗W
(q)
✷✷ written in the
basis {e˜i ⊗ e˜j}i,j=1,...,3 ordered lexicographically (the points indicate the coefficients equal to 0):
[−2]α [−1]α
[0]α [1]α
· · · · · · · ·
· [−1]α[1]α
· −[2][−1]αα[0]α [1]α
· · · · ·
· · 1 · −q[2]
2α
[1]α
· [2]α
2
[0]α [1]α
· ·
· −[2][−1]α[0]α [1]α
· [−1]α[1]α
· · · · ·
· · −q
−1
[1]α
· P (α)[0]α [1]α
· −q
−1
[1]α
· ·
· · · · · [−1]α[1]α
· −[2][−1]αα[0]α [1]α
·
· · [2][0]α [1]α
· −q[2]
2
[1]α
· 1 · ·
· · · · · −[2][−1]α[0]α [1]α
· [−1]α[1]α
·
· · · · · · · · [−2]α [−1]α[0]α [1]α

,
where we have set (n ∈ Z)
[n] :=
qn − q−n
q − q−1
, [n]α :=
qnα− q−n
q − q−1
and P (α) :=
q−1α2 + (q3 − 2q − 2q−1 + q−3)α+ q
(q − q−1)2
.
Taking α = q2u and performing the “classical” limit (q → 1) on the coefficients of the above
matrix, we obtain the matrix (5.13) displayed in Example 5.6 (as it should be in view of Remark
7.1). To perform the classical limit, we use that:
[n]
∣∣∣
q=1
= n , [n]q2u
∣∣∣
q=1
= u+ n and P (q2u)
∣∣∣
q=1
= u2 − u+ 2 ;
this can be obtained, for example, by setting q = eh, expanding in powers of h (up to the order 2)
and letting h tend to 0. We remark the following facts appearing in the above deformed version
of the matrix (5.13):
– While the factors 2 in (5.13) are deformed in [2], the factors 4 become [2]2 (and not [4]).
– The factors (u + n) are deformed into [n]α , while the factor u
2 − u + 2 is deformed into
P (α).
– In addition to the “deformation rules” described in the preceding items, powers of q and of
α, which do not affect the classical limit, appear in some coefficients of the matrix. △
Remark 7.9. As in Subsection 5.4, other evaluations of the fusion function (7.11) leading to
non-invertible elements of the Hecke algebra Hn(q) are of interest in the framework of the fusion
procedure for the solution (7.5). We only indicate here the analogues of the “non-standard”
idempotents found in Proposition 5.8 (see (5.17)):
E
(q)
2 :=
1
q2 + 1 + q−2
Ψ(1, q4, q2)T−1w3 and E
(q)
3 :=
1
q2 + 1 + q−2
Ψ(1, q−4, q−2)T−1w3 ,
which are pairwise orthogonal primitive idempotents of H3(q) generating minimal left ideals
isomorphic to the irreducible module M
H3(q)
(2,1)
.
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7.5 Invariant subspaces and representations of Uq(glN |M )
The construction of fused solutions acting on irreducible representations of U(glN |M ) in Section
6 also admits, for any M , a generalization to the “quantum” setting. It relies on the Schur–Weyl
duality between the Hecke algebra Hn(q) and a quantum analogue of U(glN |M) proved in [29].
We only indicate the relevant generalization (for any M) of the solution R(α), see (7.5), and the
corresponding action of Hn(q) on V
⊗n.
Generalization of the solution R(α) for a Z/2Z-graded vector space. We fix a Z/2Z-
decomposition of the vector space V as V = V0⊕V1 and we set N := dim(V0) andM := dim(V1) .
We use the notations introduced in Section 6.
We fix a basis {ei}i=1,...,N+M of the vector space V , such that {e1, . . . , eN} is a basis of the
subspace V0 and {eN+1, . . . , eN+M} is a basis of the subspace V1. Let R̂ ∈ End(V ⊗V ) be defined
by, for i, j = 1, . . . , N +M ,
R̂(ei ⊗ ej) :=

(−1)|ei|(q + q−1) + (q − q−1)
2
ei ⊗ ej if i = j,
(−1)|ei||ej| ej ⊗ ei if i < j,
(−1)|ei||ej| ej ⊗ ei + (q − q
−1) ei ⊗ ej if i > j.
(7.16)
Note that, for M = 0, this operator coincides with the operator defined by (7.1), and that, if we
take q = 1, we obtain the operator P˜ defined by (6.6). As in Subsection 7.1, one directly checks
that:
R̂2 − (q − q−1)R̂ − Id = 0 ,
R̂1,2R̂2,3R̂1,2 = R̂2,3R̂1,2R̂2,3 on V ⊗ V ⊗ V ,
(7.17)
and thus that the following function of α ∈ C with values in End(V ⊗ V ):
R(α) := R̂P + (q − q−1)
P
α−1 − 1
, (7.18)
is a solution, on V ⊗ V , of the Yang–Baxter equation with multiplicative spectral parameters:
R1,2(α)R1,3(αβ)R2,3(β) = R2,3(β)R1,3(αβ)R1,2(α) .
Example 7.10. Let N = M = 1. We write the matrix of the endomorphism R(α) in the basis
{e1 ⊗ e1, e1 ⊗ e2, e2 ⊗ e1, e2 ⊗ e2} of V ⊗ V (points indicate coefficients equal to 0):
R(α) =

qα−1 − q−1
α−1 − 1
· · ·
· 1
q − q−1
α−1 − 1
·
·
(q − q−1)α−1
α−1 − 1
1 ·
· · ·
q − q−1α−1
α−1 − 1

. (7.19)
△
Due to Relations (7.17), the map
σi 7→ R̂i,i+1 for i = 1, . . . , n− 1 , (7.20)
from the set of generators of Hn(q) to End(V
⊗n) extends to an algebra homomorphism.
For this action of Hn(q), an analogue of the Jimbo–Schur–Weyl duality, Theorem 7.3, is
proved in [29], and involves a quantum deformation of U(glN |M) instead of Uq(glN ) (we refer
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to [29] for the precise definition of the deformation of U(glN |M)). Alternatively, the result in [29]
can be seen as a quantum analogue of Theorem 6.1, with U(glN |M) replaced by its quantum
deformation and the symmetric group Sn replaced by the Hecke algebra Hn(q). We note that
the direct sum in (6.8) remains, in the quantum setting, over the same set of partitions.
Now, the exact same reasoning as in Subsection 7.4 can be reproduced and leads to the
construction of fused solutions acting on spaces isomorphic to irreducible representations of the
quantum deformation of U(glN |M). Namely, we obtain a Z/2Z-graded analogue of Corollary
7.7, or in other words, a quantum analogue of Corollary 6.3. We omit the details as they are
repetitions of the preceding sections.
References
1 V. Chari and A. Pressley, A guide to quantum groups, Cambridge University Press (1995).
2 C. Gomez, M. Ruiz-Altaba and G. Sierra, Quantum groups in two-dimensional physics, Cambridge
University Press (1996).
3 A. Isaev, Quantum groups and Yang-Baxter equation, Preprint MPIM 04-132 (2004).
4 M. Jimbo (ed.), Yang Baxter Equation in Integrable Systems, Adv. Series in Math. Phys. 10, World
Scientific, Singapore, (1990).
5 P. Kulish, N. Reshetikhin and E. Sklyanin, Yang–Baxter equation and representation theory I, Lett.
Math. Phys. 5 (1981), 393–403.
6 A. Babichenko and V. Regelskis, On boundary fusion and functional relations in the Baxterized affine
Hecke algebra, (2013). arXiv:1305.1941
7 I. Cherednik, Some finite dimensional representations of generalized Sklyanin algebras, Funct. Anal.
Appl. 19 (1985), 77–79.
8 I. Cherednik, On “quantum” deformations of irreducible finite-dimensional representations of glN ,
Sov. Math. Dokl. 33 (1986), 507–510.
9 E. Date, M. Jimbo, A. Kuniba, T. Miwa and M. Okado, Exactly solvable SOS models II: proof of the
star-triangle relation and combinatorial identities, Adv. Stud. Pure Math. 16 (1988), 17–122.
10 E. Date, M. Jimbo, T. Miwa and M. Okado, Fusion of the Eight Vertex SOS Model, Lett. Math. Phys.
12 (1986), 209–215.
11 B-Y. Hou and Y-K. Zhou, On the fusion of face and vertex models, J. Phys. A 22 (1989), 5089–5096
12 M. Jimbo, Introduction to the Yang–Baxter equation, Int. J. Mod. Phys. A 04 (1989), 3759–3777.
13 N. MacKay, The fusion of R-matrices using the Birman–Wenzl–Murakami algebra, J. Math. Phys. 33
(1992), 1529–1538.
14 P. Pearce and Y-K. Zhou, Fusion of ADE lattice models, Int. J. Mod. Phys. B 8 (1994), 3531–3577.
ArXiv:hep-th/9405019
15 R-H. Yue, Integrable high-spin chain related to the elliptic solution of the Yang-Baxter equation, J.
Phys. A 27 (1994), 1633–1644
16 A. Zabrodin, Discrete Hirota’s Equation in Quantum Integrable Models, Int. J. Mod. Phys. B 11
(1997), 3125–3158. ArXiv:hep-th/9610039
17 A. Molev, On the fusion procedure for the symmetric group, Reports Math. Phys. 61 (2008), 181–188.
ArXiv:math/0612207
18 R. Goodman and R. Wallach, Representations and invariants of the classical groups, Cambridge
University Press (1998).
19 H. Weyl, The classical groups, their invariants and representations, Princeton University Press (1946).
20 A. Jucys,On the Young operators of the symmetric group, Lietuvos Fizikos Rinkinys 6 (1966), 163–180.
34
Fusion procedure and Schur-Weyl duality
21 I. Cherednik, On special bases of irreducible finite-dimensional representations of the degenerate affine
Hecke algebra, Funct. Anal. Appl. 20 (1986), 87–89.
22 M. Nazarov, Yangians and Capelli identities, in: “Kirillov’s Seminar on Representation Theory” (G.
I. Olshanski, Ed.) Amer. Math. Soc. Transl. 181, Amer. Math. Soc., Providence, RI, (1998), 139–163.
ArXiv:q-alg/9601027
23 M. Nazarov, Mixed hook-length formula for degenerate affine Hecke algebras, Lecture Notes in Math.
1815 (2003), 223–236. ArXiv:math/9906148
24 M. Nazarov, A mixed hook-length formula for affine Hecke algebras, European J. Combinatorics 25
(2004), 1345–1376. ArXiv:math/0307091
25 A. Berele and A. Regev, Hook Young diagrams with applications to combinatorics and to representa-
tions of Lie superalgebras, Adv. Math. 64 (1987), 118–175.
26 A. Sergeev, Representations of the Lie superalgebras gl(n,m) and Q(n) on the space of tensors, Funct.
Anal. App. 18 (1984), 80–81.
27 A. Isaev, A. Molev and A. Os’kin, On the idempotents of Hecke algebras, Lett. Math. Phys. 85 (2008),
79–90. arXiv:0804.4214
28 M. Jimbo, A q-Analogue of U(gl(N + 1)), Hecke algebra, and the Yang–Baxter equation, Lett. Math.
Phys. 11 (1986), 247–252.
29 H. Mitsuhashi, Schur–Weyl reciprocity between the quantum superalgebra and the Iwahori–Hecke al-
gebra, Algebr. Represent. Theor. 9 (2006), 309–322. ArXiv:math/0506156
30 A. Isaev and A. Molev, Fusion procedure for the Brauer algebra, Algebra i Analiz, 22:3 (2010), 142–154.
arXiv:0812.4113
31 A. Isaev, A. Molev and O. Ogievetsky, A new fusion procedure for the Brauer algebra and evaluation
homomorphisms, Int. Math. Res. Not. (2011), doi: 10.1093/imrn/rnr126. arXiv:1101.1336
32 A. Isaev, A. Molev and O. Ogievetsky, Idempotents for Birman-Murakami-Wenzl algebras and reflec-
tion equation, (2011). arXiv:1111.2502
33 O. Ogievetsky O. and L. Poulain d’Andecy, Fusion procedure for Coxeter groups of type B and complex
reflection groups G(m, 1, n), (2011) Proc. Amer. Math., to appear. arXiv:1111.6293
34 O. Ogievetsky and L. Poulain d’Andecy, Fusion procedure for cyclotomic Hecke algebras, (2013).
arXiv:1301.4237
35 L. Poulain d’Andecy, Fusion procedure for wreath products of finite groups by the symmetric group,
Algebras and Representation Theory (2013) doi:10.1007/s10468-013-9419-x. arXiv:1301.4399v2
L. Poulain d’Andecy loic.poulain-d-andecy@uvsq.fr
Mathematics Laboratory of Versailles, CNRS UMR 8100 Versailles Saint-Quentin University, 45
avenue des Etas-Unis, 78035 Versailles Cedex, France
35
