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Abstract
In this work, we consider a discrete model of population with interaction where the
birth and death rates are non linear functions of the population size. After proceeding to
renormalisation of the model parameters, we obtain in the limit population size evolves as
a generalized continuous state branching process (CSBP) solution of the SDE
Zxt = x+
∫ t
0
f(Zxr )dr +
√
2c
∫ t
0
∫ Zx
r−
0
W (dr, du) +
∫ t
0
∫ ∞
0
∫ Zx
r−
0
z M(ds, dz, du),
where W is a space-time white noise on R+ × R+, M(dr, dz, du) is a Poisson random
measure with intensity dsµ(dz)du independent of W , c > 0 and µ is a σ-finite measure on
(0,∞) which satisfies ∫ ∞
0
(zp ∧ z2)µ(dz) <∞,
with some 1 < p < 2 and M is the compensated measure of M . We also renormalize the
height process of the associated genealogical tree, and take the weak limit as the size of
the population tends to infinity.
Keywords: Continuous-State Branching Processes; Interaction; Galton-Watson Processes ;
Height Process
1 Introduction
Consider a population evolving in continuous time with m ancestors at time t = 0, in which to
each individual is attached a random vector describing her lifetime and her number of offsprings.
We assume that those random vectors are independent and identically distributed (i.i.d). The
rate of reproduction is governed by a finite measure ν on Z+ = {0, 1, 2, ...}, satisfying ν(1) = 0.
More precisely, each individual lives for an exponential time with parameter ν(Z+), and is
replaced by a random number of children according to the probability ν(Z+)−1ν. For each
individual we superimpose additional birth and death rates due to interactions with others at a
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certain rate which depends upon the other individuals in the population. More precisely, given
a function f : R+ → R, which satisfies assumption (H2) below, whenever the total size of the
population is k, the total additional birth rate due to interactions is
∑k
i=1(f(i) − f(i − 1))+,
while the total additional death rate due to interactions is
∑k
i=1(f(i) − f(i − 1))−. Let Xmt
denote the population size at time t > 0, originating from m ancestors at time 0. The above
description is good enough for prescribing the evolution of {Xmt , t ≥ 0} with one value of m.
There is a natural way to couple those evolutions for different for values of m which will be
described in subsection 2.2 below, such that m→ Xmt is increasing for all t ≥ 0, a.s.
If we exclude multiple birth at any given time and we consider this population with m = [Nx]
ancestors at time t = 0, replace ν(0) by µN = Nσ2/2, ν(2) by λN = Nσ2/2, by posing ν(`) = 0,
for all ` /∈ {0, 2}, f by fN(x) = Nf(x/N), and define the weighted population size process
ZNt = N
−1XNt , it is shown in Pardoux [14] that ZN converges weakly to the unique solution of
the SDE (see Dawson, Li [6])
Zxt = x+
∫ t
0
f(Zxr )dr + σ
∫ t
0
∫ Zx
r−
0
W (dr, du),
whereW is a space-time white noise on R+×R+. This SDE couples the evolution of the various
{Zxt , t ≥ 0} jointly for all values of x > 0.
In this work, we generalize the above generalized Feller diffusion. In other words, we consider
a general continuous time branching process, describing the above population where multiple
births are allowed, unlike in the book [14]. We then obtain in continuous setting a CSBP which
is the solution of the SDE
Zxt = x+
∫ t
0
f(Zxr )dr +
√
2c
∫ t
0
∫ Zx
r−
0
W (dr, du) +
∫ t
0
∫ ∞
0
∫ Zx
r−
0
z M(ds, dz, du), (1.1)
where W is a space-time white noise on R+ × R+, M(dr, dz, du) is a Poisson random measure
with intensity dsµ(dz)du independent of W , c > 0 and µ is a σ-finite measure on (0,∞) which
satisfies
(H1) :
∫ ∞
0
(zp ∧ z2)µ(dz) <∞,
with some 1 < p < 2 and M is the compensated measure of M . Under Lipschitz conditions,
the existence and uniqueness of a strong solution of (1.1) are classical results see [11]. In our
case, the result follows from Proposition 2.2 and Theorem 3.2 and 5.1 in [10]. By Itô’s formula
(see e.g. [13], p.153, or Theorem 3.11 in [6]), the solution of the SDE (1.1), {Zxt , t ≥ 0} solves
the following martingale problem. For every F ∈ C2b , we have
F (Zxt ) =F (Z
x
0 ) +
∫ t
0
F ′(Zxr )f(Z
x
r )dr + c
∫ t
0
F ′′(Zxr )Z
x
r dr + loc.mart
+
∫ t
0
∫ ∞
0
Zxr {F (Zxr + z)− F (Zxr )− zF ′(Zxr )}µ(dz)dr. (1.2)
Our assumption concerning the function f will be
2
Assumption(H2) : f ∈ C(R+;R), f(0) = 0, and there exists a constant β > 0 such that
f(x+ y)− f(x) ≤ βy ∀x, y ≥ 0.
Note that the assumption (H2) implies that
∀x ≥ 0, f(x) ≤ βx.
In order to derive the discontinuous model defined in (1.1), we first define a discrete model.
However, we want to define jointly our model for all initial population sizes. This imposes a non
symmetric competition rule between the individuals, which we will describe in section 2 below.
We do a suitable renormalization of the parameters of the discrete model in order to obtain in
section 3 a large population limit of our model which is a generalized CSBP, and we take the
weak limit of the height process of the associated genealogical tree, as the size of the population
tends to infinity. Let us fix our notations Z+ = {0, 1, 2, ...}, N = {1, 2, ...}, R = (−∞,∞) and
R+ = [0,∞). For x ∈ R+, [x] denotes the integer part of x.
2 Discrete model of population with interaction
In this section we set up a discrete mass continuous time approximation of the CSBP with
interaction. We consider a discrete model of population with interaction in which each indi-
vidual lives for an exponential time with parameter ν(Z+), and is then replaced by a random
of children according to the probability ν(Z+)−1ν (recall that ν is a finite measure on Z+,
satisfying ν({1}) = 0). Moreover we suppose that each individual gives birth and dies because
of interaction with others at rates which depend upon the current population size. We define
the interaction rule through a function f which satisfies hypothesis (H2).
2.1 The model
We consider a continuous time Z+-valued population process {Xmt , t ≥ 0}, which starts at time
zero from m ancestors who are arranged from left to right, and evolves in continuous time. The
left/right order is passed on to their offsprings : the daughters are placed on the right of their
mothers and if at a time t the individual i is located at the left of individual j, then all the
daughters of i after time t will be placed on the left of j and all of its daughters. Those rules
apply inside each genealogical tree, and distinct branches of the tree never cross. This means
that the forest of genealogical trees of the population is a planar forest of trees, where the
ancestor of the population X1t is placed on the far left, the ancestor of X2t −X1t immediately
on her right, etc... This defines in a non-ambiguous way an order from left to right within
the population alive at each time t. See Figure 1. We decree that each individual feels the
interaction with the others placed on her left but not with those on her right. Precisely, at any
time t, an the individual i has an interaction death rate equal to (f(Li(t) + 1)− f(Li(t)))− or
an interaction birth rate equal to (f(Li(t) + 1)−f(Li(t)))+, where Li(t) denotes the number of
individuals alive at time t who are located on the left of i in the planar picture. This means that
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the individual i is under attack by the others located at her left if f(Li(t) + 1)− f(Li(t)) < 0
while the interaction improves her fertility if f(Li(t)+1)−f(Li(t)) > 0. Of course, conditionally
upon Li(.), the occurrence of a "competition death event" or an "interaction birth event" for
individual i is independent of the other birth/death events and of what happens to the other
individuals. In order to simplify our formulas, we suppose moreover that the first individual
in the left/right order has a birth rate equal to
∑
`≥2 ν(`) + f
+(1) and a death rate equal to
ν(0) + f+(1).
Figure 1: Plane forest with four ancestors.
The resulting total interaction birth rates minus the total interaction death rates endured by
the population Xmt at time t is then
Xmt∑
k=1
[(f(k)− f(k − 1))+ − (f(k)− f(k − 1))−] =
Xmt∑
k=1
(f(k)− f(k − 1)) = f(Xmt ).
As a result, {Xmt , t ≥ 0} is a discrete-mass Z+-valued Markov process, which evolves as follows
: Xm0 = m. If Xmt = 0, then Xms = 0 for all s ≥ t. while at state k ≥ 1, the process
Xmt jumps to

k + `− 1, at rate ν(`)k + ∑kj=1(f(j)− f(j − 1))+;
k − 1, at rate ν(0)k + ∑kj=1(f(j)− f(j − 1))−.
2.2 Coupling over ancestral population size
The above description specifies the joint evolution of all {Xmt , t ≥ 0}m≥1, or in other words of
the two-parameter process {Xmt , t ≥ 0, m ≥ 1}. In the case of a linear function f, for each
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fixed t > 0, {Xmt , m ≥ 1} is an independent increments process. We believe that there exist
nonlinear functions f such that for t fixed {Xmt , m ≥ 1} is not a Markov chain. That is to say,
the conditional law of Xn+1t given Xnt differs from its conditional law given (X1t , X2t , ..., Xnt ).
The intuitive reason for that is that the additional information carried by (X1t , X2t , ..., X
n−1
t )
gives us a clue as to the fertility or the level of competition that the progeny of the n + 1st
ancestor had to benefit or to suffer from, between time 0 and time t.
However, {Xm· , m ≥ 1} is a Markov chain with values in the space D([0,∞);Z+) of càdlàg
functions from [0,∞) into Z+, which starts from 0 at m = 0. Consequently, in order to describe
the law of the whole process, that is, of the two-parameter process {Xmt , t ≥ 0, m ≥ 1}, it
suffices to describe the conditional law of Xn· , given Xn−1· for each n ≥ 1. We now describe
the conditional law of Xn· given Xm· , for arbitrary 1 ≤ m < n. Let V m,nt = Xnt − Xmt , t ≥ 0.
Conditionally upon {Xj· , j ≤ m}, and given that Xmt = x(t), t ≥ 0, {V m,nt , t ≥ 0} is a Z+-
valued time inhomogeneous Markov process starting from V m,n0 = n−m, whose time-dependent
infinitesimal generator {Qk,j(t), k, j ∈ Z+} is such that its off-diagonal terms are given by
Qk,j(t) = 0, ∀j ≥ 1, and for any k ≥ 1,
Qk,k+`−1(t) = kν(`) +
k∑
i=1
(f(x(t) + i)− f(x(t) + i− 1))+, for all ` ≥ 2,
Qk,k−1(t) = kν(0) +
k∑
i=1
(f(x(t) + i)− f(x(t) + i− 1))−.
This description of the conditional law of {Xnt −Xmt , t ≥ 0}, given Xm· , is prescribed by what
we have said above, and {Xm· , m ≥ 1} is indeed a Markov chain.
Note that if the function f is increasing on [0,Γ], Γ > 0, and decreasing on [Γ,∞), then the
interaction improves the rate of fertility in a population whose size is smaller then Γ, but for
large size the interaction amounts to competition within the population. This is reasonable
since when the population is large, the limitation of resources implies competition within the
population. A positive interaction (for moderate population sizes) has been discovered by
Warder Clyde Allee in the 1930’s who noticed that goldfish grow more rapidly when there are
more individuals within a tank. Indeed, aggregation can prove improve the survival rate of
individuals, and cooperation may crucial in the overall evolution of social structure. This is
called the Allee effect. We are mainly interested in the model with interaction defined with
functions f such that limx→∞ f(x) = −∞.
2.3 The associated contour process in the discrete model
The just described reproduction dynamics give rise to a forest Fm of m trees, drawn into the
plane as sketched in Figure 2. Note also that, with the above described construction, the
(Fm, m ≥ 1) are coupled : the forest Fm+1 is the forest Fm to which we add a new tree
generated by an ancestor placed at the (m+ 1)st position. If the function f(x) tends to −∞ as
x→ +∞ and m is large enough, the trees further to the right of the forest Fm have tendency
to stay smaller because of the competition : they are "under attack" from the trees to their left.
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From Fm we read off a continuous and piecewise linear R+-valued path Hm = (Hms ) (called
the contour process of Fm) which is described as follows.
Starting from 0 at the initial time s = 0, the process Hm rises at speed p until it hits the top
of the first ancestor branch (this is the leaf marked with D in Figure 2). There it turn and goes
downwards, now at speed −p, until arriving at the next branch point (which is B in Figure 2).
From there it goes upwards into the (yet unexplored) next branch, and proceeds in a similar
fashion until being back at the height 0, which means that the contour of the leftmost tree is
completed. Then explore the next tree, and so on. See Figure 2.
Figure 2: A forest with two trees and its contour process.
Remark 2.1 For a precise description of the contour process used in this section, we refer the
reading to section 2 in [8].
Remark 2.2 We note that the process {Hms , s ≥ 0} is not Markov process. It evolution after
time s does not depend only upon the present value Hms , but also upon its past before s, through
the local times accumulated up to time s.
To study the contour process, we will describe the discrete model of population with interaction
in another way. To this end, let us first define the probability measure on Z+ λ` by λ` =
ν(`)(ν(Z+))−1. Let us also define q(`) = λ`+1(1−λ0)−1. It is easy to check that q is a probability
measure on N. We set d = ν(0), b =
∑
`≥2 ν(`) and γ =
∑
`≥1 `q(`), that is assumed to be
finite.
Now we consider a discrete model of population with interaction in which each individual,
independently of the others, lives for an exponential time with parameter d. The birth events
happen according to a Poisson process with rate b and at each time of birth, the random
number of offsprings has the law q. Moreover we suppose that each individual gives birth and
dies because of interaction with others at rates which depend upon the current population size.
Remark 2.3 Note that this description and that given in Section 2 are equivalent.
We define the local time Lms (t) accumulated by the process Hm at level t up to time s by
Lms (t) = lim
ε7→0
1
ε
∫ s
0
1{t≤Hmr <t+ε}dr.
6
The process Hm is piecewise linear, continuous with derivative ±p : at any time s ≥ 0, the rate
of appearance of minima (giving rise to births, i.e., to the creation of new branches) is equal to
pb
γ
+ p
[
f
(
[
p
2
Lms (H
m
s )] + 1
)
− f
(
[
p
2
Lms (H
m
s )]
)]+
,
and the rate of of appearance of maxima (describing deaths of branches) is equal to
pd+ p
[
f
(
[
p
2
Lms (H
m
s )] + 1
)
− f
(
[
p
2
Lms (H
m
s )]
)]−
.
3 Convergence to a continuous state model
In this section, we will first construct a continuous time branching process, which describes the
population size where multiple births are allowed. We then proceed to renormalisation of the
model parameters and we show that the limit of large population size evolves as a generalized
continuous state branching process (CSBP) solution of the SDE defined in (1.1). And finally,
we show that under some more restriction assumption the rescaled exploration process of the
corresponding Galton-Watson family tree, converges in a functional sense, to the continuous
height process associated with the CSBP. Let N > 1 be an integer which will eventually go to
infinity. Let us state some intermediate results which will be useful in the sequel.
3.1 Preliminaries
In this part, we want to construct a very technical and somewhat complicated results. This
construction will allow us to separate small jumps and big jumps for the convergence of the
population process. Let us define L1,− and L1,+ ∈ C([0,+∞)) by
L1,−(u) =
∫ 1
0
(e−uz − 1 + uz)µ(dz) and L1,+(u) =
∫ ∞
1
(e−uz − 1 + uz)µ(dz),
where µ satisfies (H1). In what follows, we set
α−,N =
∫ 1
0
z(1− e−Nz)µ(dz), α+,N =
∫ ∞
1
z(1− e−Nz)µ(dz),
h−,N(s) = s+
1
Nα−,N
L1,−(N(1− s)) and h+,N(s) = s+ 1
Nα+,N
L1,+(N(1− s)), |s| 6 1.
It is easy to see that s→ h−,N(s) is an analytic function in (−1, 1) satisfying h−,N(1) = 1 and
dn
dsn
h−,N(0) ≥ 0, n ≥ 0.
Therefore h−,N is a probability generating function. Similarly h+,N is also a probability gener-
ating function. We define q−,Nk and q
+,N
k by
q−,Nk = h
(k)
−,N(0)/k! and q
+,N
k = h
(k)
+,N(0)/k!, k = 0, 1, 2, ...,
7
where h(k)−,N and h
(k)
+,N denote the k-th derivative of h−,N and h+,N respectively. Hence it is well
known that h−,N and h+,N can be written as
h−,N(s) =
∑
k≥0
q−,Nk s
k and h−,N(s) =
∑
k≥0
q+,Nk s
k, |s| 6 1.
However, it is easy to check that
q−,N0 =
1
Nα−,N
L1,−(N), q−,N1 = 0 and q
−,N
k =
1
k!Nα−,N
∫ 1
0
(Nz)ke−Nzµ(dz), for k > 2
(3.3)
and
q+,N0 =
1
Nα+,N
L1,+(N), q+,N1 = 0 and q
+,N
k =
1
k!Nα+,N
∫ ∞
1
(Nz)ke−Nzµ(dz), for k > 2.
(3.4)
Let pi−,N and pi+,N be two probabilities measures on Z+ defined respectively by
pi−,N({k}) = q−,Nk and pi+,N({k}) = q+,Nk . (3.5)
Let ξ−,N and ξ+,N be two random variables whose generating functions h−,N and h+,N respec-
tively. For the rest of this subsection we set d1,N = α−,N + α+,N . Let ˜N be a random variable
defined by
˜N =

1 with probability α+,N/d1,N ,
0 with probability α−,N/d1,N .
We assume that the three variables ξ−,N , ξ+,N and ˜N are independent. Let ξ1,N be a random
variable defined by
ξ1,N = ξ−,N1{˜N=0} + ξ+,N1{˜N=1}. (3.6)
We denote by f1,N the probability generating function of ξ1,N . We deduce from (3.6) that
f1,N(s) =
∑
k≥0
q1,Nk s
k, |s| 6 1,
where
q1,Nk =
1
d1,N
[
q−,Nk α−,N + q
+,N
k α+,N
]
. (3.7)
Let ν1,N be the probability measure on Z+ defined by ν1,N({k}) = q1,Nk . From (3.5), we deduce
that
ν1,N({k}) = 1
d1,N
[
pi−,N({k})α−,N + pi+,N({k})α+,N
]
. (3.8)
Let us rewrite f1,N in the form
f1,N(s) =
1
d1,N
[h−,N(s)α−,N + h+,N(s)α+,N ]
= s+N−1d−11,NL(N(1− s)), (3.9)
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where L is given by
L(u) =
∫ ∞
0
(e−uz − 1 + uz)µ(dz).
In what follows, we set µN = cN , λN = cN and d2,N = µN + λN , where c > 0.
Let us define for 0 ≤ s ≤ 1,
f2,N(s) =
1
d2,N
(µN + λNs
2). (3.10)
It is easy to check that f2,N is a probability generating function. Let ξ2,N be a random variable
whose generating function f2,N . Let us define
q2,N0 =
µN
d2,N
, q2,N2 =
λN
d2,N
and q2,Nk = 0 for all k /∈ {0, 2}. (3.11)
Hence, it is easy to see that f2,N can be written as
f2,N(s) =
∑
k≥0
q2,Nk s
k.
Let ν2,N be the probability measure on Z+ defined by ν2,N({k}) = q2,Nk . In the following, we
will need the
Remark 3.1 It is easy to check that
Nd2,N
∫
Z+
(z − 1
N
)2
ν2,N(dz) = 2c.
and for any λ > 0,
Nd2,N
∫
Z+
(z − 1
N
)2
exp
{
− λ
(z − 1
N
)}
ν2,N(dz) = c(eλ/N + e−λ/N).
For the rest of this subsection we set,
dN = d1,N + d2,N . (3.12)
Let N be a random variable defined by
P(N = k) =
dk,N
dN
, k ∈ {1, 2}.
We assume that the three variables ξ1,N , ξ2,N and N are independent. Let ηN be a random
variable defined by
ηN = ξ1,N1{N=1} + ξ2,N1{N=2}.
We denote by hN the probability generating function of ηN . Hence, it is easy to see that
hN(s) =
∑
k≥0
qNk s
k,
9
where
qNk =
1
dN
[
q1,Nk d1,N + q
2,N
k d2,N
]
. (3.13)
In other words, hN can be written in the form
hN(s) =
1
dN
[d1,Nf1,N(s) + d2,Nf2,N(s)] .
Let piN be the probability measure on Z+ defined by piN({k}) = qNk . From (3.13), we deduce
that
piN({k}) = 1
dN
[
ν1,N({k})d1,N + ν2,N({k})d2,N
]
. (3.14)
It is not hard to check that ∫
Z+
(z − 1)piN(dz) = 0. (3.15)
Now, let ΘN be a random variable with probability distribution q1,N and let Λ1,N be a random
variable with value in N defined by
Λ1,N = UN − 1, where UN ∼ ΘN ∣∣
ΘN>0
.
It is easy to check that
P(Λ1,N = k) =
q1,Nk+1
1− q1,N0
. (3.16)
In what follows, we set P(Λ1,N = k) = p1,Nk . However, it is also easy to check that, for all k ∈
N,
0 ≤ p1,Nk ≤ 1 and
∑
k≥1
p1,Nk = 1.
Therefore, p1,N is a probability distribution on N. However, from (3.7) and (3.16), we deduce
that
p1,Nk =
1
d1,N(1− q1,N0 )
[
q−,Nk+1α−,N + q
+,N
k+1α+,N
]
=
1
d1,N(1− q1,N0 )
[
p−,Nk α−,N(1− q−,N0 ) + p+,Nk α+,N(1− q+,N0 )
]
(3.17)
with
p−,Nk =
q−,Nk+1
1− q−,N0
and p+,Nk =
q+,Nk+1
1− q+,N0
. (3.18)
For the same arguments as previously p−,N and p+,N are probability distributions on N. Let
X+,N and X+,N be two random variables with probability distributions p−,N and p+,N respec-
tively. Let ˆN be a random variable defined by
ˆN =

1 with probability α+,N(1− q+,N0 )/d1,N(1− q1,N0 ),
0 with probability α−,N(1− q−,N0 )/d1,N(1− q1,N0 ).
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We assume that the three variables X+,N , X−,N and ˆN are independent. From (3.17) it is easy
to see that Λ1,N can be written as
Λ1,N = X+,N1{ˆN=1} +X
−,N1{ˆN=0}. (3.19)
We define m1,N = E(Λ1,N) , the expectations of Λ1,N . From (3.16), we have the
Remark 3.2
m1,N =
q1,N0
1− q1,N0
.
For the rest of this section, we set
γ0,N = d1,Nq
1,N
0 + µN γ1,N =
d1,Nq
1,N
0
m1,N
= d1,N(1− q1,N0 ) and γN = γ1,N + λN . (3.20)
3.2 Renormalized discrete model
Now we proceed with the renormalization of this model. For x ∈ R+ and N ∈ Z+, we choose
m = [Nx], ν(`) = dNq
N
` for all ` ≥ 2, ν(0) = dNqN0 , we multiply f by N and divide by N the
argument of the function f. We attribute to each individual in the population a mass equal
to 1/N. Then the total mass process ZN,x, which starts from [Nx]
N
at time t = 0, is a Markov
process whose evolution can be described as follows.
ZN,x jumps from
k
N
to

k+`−1
N
at rate dNqN` k + N
∑k
i=1(f(
i
N
)− f( i−1
N
))+
k−1
N
at rate dNqN0 k + N
∑k
i=1(f(
i
N
)− f( i−1
N
))−.
(3.21)
Let M−,N(dr, dz, du), M+,N(dr, dz, du) and M2,N(dr, dz, du) be three independent Poisson ran-
dommeasures on (0,∞)×Z+×(0,∞), with respective intensities α−,Ndrpi−,N(dz)du, α+,Ndrpi+,N(dz)du
and d2,Ndrν2,N(dz)du. Let us defineMN = M−,N +M+,N +M2,N and recall (3.8) and (3.14). It
is well known that the random processMN is a Poisson random measure on (0,∞)×Z+×(0,∞),
with intensity dNdspiN(dz)du (see [5], p. 260). Let P1 and P2 be two mutually independent stan-
dard Poisson processes. We assume that the three processes MN , P1 and P2 are independent.
Now from (3.21), it is not hard to see that ZN,x can be expressed as
ZN,xt =
[Nx]
N
+
1
N
∫ t
0
∫
Z+
∫ NZN,x
r−
0
(z − 1)MN(dr, dz, du) + 1
N
P1
(∫ t
0
{
N
NZN,xr∑
i=1
(
f(
i
N
)− f(i− 1
N
)
)+}
dr
)
− 1
N
P2
(∫ t
0
{
N
NZN,xr∑
i=1
(
f(
i
N
)− f(i− 1
N
)
)−}
dr
)
.
Define the martingale M¯N(dr, dz, du) = MN(dr, dz, du) − dNdrpiN(dz)du. Define also the two
martingales M1(t) = P1(t)− t and M2(t) = P2(t)− t. Recall (3.15). Consequently ZN,x can be
rewritten in the form
ZN,xt =
[Nx]
N
+
∫ t
0
f(ZN,xr )dr +MNt (3.22)
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where
MNt =
1
N
∫ t
0
∫
Z+
∫ NZN,x
r−
0
(z − 1)M¯N(dr, dz, du) + 1
N
M1
(∫ t
0
{
N
NZN,xr∑
i=1
(
f(
i
N
)− f(i− 1
N
)
)+}
dr
)
− 1
N
M2
(∫ t
0
{
N
NZN,xr∑
i=1
(
f(
i
N
)− f(i− 1
N
)
)−}
dr
)
.
Define the three martingales
M¯−,N(dr, dz, du) = M−,N(dr, dz, du)− α−,Ndrpi−,N(dz)du,
M¯+,N(dr, dz, du) = M+,N(dr, dz, du)− α+,Ndrpi+,N(dz)du
M¯2,N(dr, dz, du) = M2,N(dr, dz, du)− d2,Ndrν2,N(dz)du.
Note that M¯N = M¯−,N + M¯+,N + M¯2,N . For the rest of this subsection, we set
MN,x,−t =
1
N
∫ t
0
∫
Z+
∫ NZN,x
r−
0
(z − 1)M¯−,N(dr, dz, du) + 1
N
∫ t
0
∫
Z+
∫ NZN,x
r−
0
(z − 1)M¯2,N(dr, dz, du)
+
1
N
M1
(∫ t
0
{
N
NZN,xr∑
i=1
(
f(
i
N
)− f(i− 1
N
)
)+}
dr
)
− 1
N
M2
(∫ t
0
{
N
NZN,xr∑
i=1
(
f(
i
N
)− f(i− 1
N
)
)−}
dr
)
and
MN,x,+t =
1
N
∫ t
0
∫
Z+
∫ NZN,x
r−
0
(z − 1)M¯+,N(dr, dz, du). (3.23)
It is easy to see that (3.22) can be rewritten in the form
ZN,xt =
[Nx]
N
+
∫ t
0
f(ZN,xr )dr +MN,x,−t +MN,x,+t . (3.24)
Since MN,x,− is a purely discontinuous local martingale, its quadratic variation [MN,x,−] is
given by the sum of the squares of its jumps, i.e.,
[MN,x,−]
t
=
1
N2
[∫ t
0
∫
Z+
∫ ∞
0
(z − 1)21{u≤NZN,x
r− }
M−,N(dr, dz, du)
+
∫ t
0
∫
Z+
∫ ∞
0
(z − 1)21{u≤NZN,x
r− }
M2,N(dr, dz, du) + P1
(∫ t
0
{
N
NZN,xr∑
i=1
(
f(
i
N
)− f(i− 1
N
)
)+}
dr
)
+ P2
(∫ t
0
{
N
NZN,xr∑
i=1
(
f(
i
N
)− f(i− 1
N
)
)−}
dr
)]
.
From this, we deduce that the predictable quadratic variation 〈MN,x,−〉 ofMN,x,− is given by
〈MN,x,−〉t =
∫ t
0
{(
2c+
∫ 1
0
z2µ(dz)
)
ZN,xr +
1
N
‖f‖N,0,ZN,xr
}
dr, (3.25)
12
where for any v = k
N
, v′ = k
′
N
and k ∈ Z+ such that k ≤ k′,
‖f‖N,v,v′ =
k′∑
i=k+1
|f( i
N
)− f(i− 1
N
)|. (3.26)
We now describe the law of the pair (ZN,x, ZN,y), for any 0 < x < y. Consider the pair of
process (ZN,x, V N,x,y), which starts from
(
[Nx]
N
, [Ny]−[Nx]
N
)
at time t = 0, and whose dynamics
is described by : (ZN,x, ZN,y) jumps
from
( i
N
,
j
N
)
to

(
i+`−1
N
, j
N
)
at rate dNqN` i + N
∑i
k=1(f(
k
N
)− f(k−1
N
))+(
i−1
N
, j
N
)
at rate dNqN0 i + N
∑i
k=1(f(
k
N
)− f(k−1
N
))−(
i
N
, j+`−1
N
)
at rate dNqN` j + N
∑j
k=1(f(
i+k
N
)− f( i+k−1
N
))+(
i
N
, j−1
N
)
at rate dNqN0 j + N
∑j
k=1(f(
i+k
N
)− f( i+k−1
N
))−.
The process V N,x,y can be expressed as follows
V N,x,yt =
[Ny]− [Nx]
N
+
1
N
∫ t
0
∫
Z+
∫ NV N,x,y
r−
0
(z − 1)M ′,1,N(dr, dz, du) + 1
N
∫ t
0
∫
Z+
∫ NV N,x,y
r−
0
(z − 1)M ′,2,N(dr, dz, du)
+
1
N
P ′1
(
N
∫ t
0
NV N,x,yr∑
i=1
(
f(ZN,xr +
k
N
)− f(ZN,xr +
k − 1
N
)
)+
dr
)
− 1
N
P ′2
(
N
∫ t
0
NV N,x,yr∑
i=1
(
f(ZN,xr +
k
N
)− f(ZN,xr +
k − 1
N
)
)−
dr
)
, (3.27)
whereM ′,1,N andM ′,2,N are two independent Poisson random measures on (0,∞)×Z+×(0,∞),
with respective intensities d1,Ndrν1,N(dz)du and d2,Ndrν2,N(dz)du and where P ′1 and P ′2 are
mutually independent standard Poisson processes. Note that M ′,1,N , M ′,2,N , P ′1 and P ′2 are
mutually independent and are globally independent of {ZN,x′· , x′ ≤ x}. As previously, note also
that M ′,1,N is given by M ′,1,N = M ′,−,N +M ′,+,N , where M ′,+,N
(d)
= M+,N and M ′,−,N
(d)
= M−,N .
Consequently
V N,x,yt =
[Ny]− [Nx]
N
+
∫ t
0
[f(ZN,xr + V
N,x,y
r )− f(ZN,xr )]dr +MN,x,y,−t +MN,x,y,+t , (3.28)
whereMN,x,y,− is a local martingale whose predictable quadratic variation 〈MN,x,y,−〉 is given
by
〈MN,x,y,−〉t =
∫ t
0
{(
2c+
∫ 1
0
z2µ(dz)
)
V N,x,yr +
1
N
‖f‖N,ZN,xr ,V N,x,yr +ZN,xr
}
dr (3.29)
and whereMN,x,y,+ is given
MN,x,y,+t =
1
N
∫ t
0
∫
Z+
∫ NV N,x,y
r−
0
(z − 1)M¯ ′,+,N(dr, dz, du). (3.30)
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However, since ZN,x and V N,x,y never jump at the same time,[MN,x,−,MN,x,y,−] = 0, hence 〈MN,x,−,MN,x,y,−〉 = 0,
which implies that the martingalesMN,x,− andMN,x,y,− are orthogonal. Consequently, ZN,x+
V N,x,y solves the SDE
ZN,xt + V
N,x,y
t =
[Ny]
N
+
∫ t
0
f(ZN,xr + V
N,x,y
r )dr + M˜N,x,y,−t + M˜N,x,y,+t ,
where M˜N,x,y,− is a local martingale with 〈M˜N,x,y,−〉 given by
〈M˜N,x,y,−〉t = 〈MN,x,−〉t + 〈MN,x,y,−〉t = 〈MN,x+y,−〉t, ∀t ≥ 0
and where M˜N,x,y,+ is also a local martingale which satisfies M˜N,x,y,+ (d)= MN,y,+t . We then
deduce that for any x, y ∈ R+ such that x ≤ y,
ZN,x + V N,x,y
(d)
= ZN,y.
It follows from (3.27) that, conditionally upon {ZN,x′ , x′ ≤ x},MN,x,y,− andMN,x,y,+ are local
martingales.
3.3 Convergence of ZN,x
The aim of this section is to prove the convergence in law as N → ∞ of the two parameter
process {ZN,xt , t ≥ 0, x ≥ 0} defined in subsection 3.2 towards the process {Zxt , t ≥ 0, x ≥ 0}
solution of the SDE (1.1). We need to make precise the topology for which this convergence
will hold. We note that the processes ZN,xt and Zxt are Markov processes indexed by x, with
values in the space of càdlàg functions of t D([0,∞);R+). So it will be natural to consider a
topology of functions of x, with values in a space of functions of t.
For each fixed x, the process t→ ZN,xt is càdlàg and the limit process t→ Zxt is also càdlàg.
On the other hand, both ZN,xt and Zxt are discontinuous as functions of x. The mapping x→ Zx·
has countably many jumps on any compact interval, but the mapping x→ {Zxt , t ≥ }, where
 > 0 is arbitrary, has finitely many jumps on any compact interval, and it is constant between
its jumps. In addition, the increments of x→ Zx· are not independent, as soon as f is nonlinear.
Consider for any 0 < x < y, the increment V x,yt = Z
y
t − Zxt . Recall (1.1), we have
V x,yt = y − x+
∫ t
0
[f(Zxr + V
x,y
s )− f(Zxr )]dr +
√
2c
∫ t
0
∫ Zx
r−+V
x,y
r−
Zx
r−
W (dr, du)
+
∫ t
0
∫ ∞
0
∫ Zx
r−+V
x,y
r−
Zx
r−
zM(dr, dz, du)
= y − x+
∫ t
0
[f(Zxr + V
x,y
s )− f(Zxr )]dr +
√
2c
∫ t
0
∫ V x,y
r−
0
W1(dr, du)
+
∫ t
0
∫ ∞
0
∫ V x,y
r−
0
zM0(dr, dz, du) (3.31)
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where
W1(dr, du) = W (dr, Z
x
r− + du)
is a white noise with intensity drdu, and
M0(dr, dz, du) = M(dr, dz, Z
x
r− + du)
is a Poisson random measure with intensity drµ(dz)du. Recall that D([0,∞);R+), equipped
with the distance d0∞ defined by (16.4) in [2], is separable and complete, see Theorem 16.3 in
[2]. We have the following statement
Theorem 3.3 Suppose that Assumptions (H1) and (H2) are satisfied. Then as N →∞,
{ZN,xt , t ≥ 0, x ≥ 0} ⇒ {Zxt , t ≥ 0, x ≥ 0}
in D([0,∞);D([0,∞);R+)), equipped with the Skorokhod topology of the space of càdlàg func-
tions of x, with values in the Polish space D([0,∞);R+) equipped with the metric d0∞, where
{Zxt , t ≥ 0, x ≥ 0} is the unique solution of the SDE (1.1).
3.3.1 Tightness of ZN,x
Recall (3.22), (3.23), (3.24) and (3.25). We first establish a few Lemmas
Lemma 3.4 For all T > 0, x ≥ 0, there exists a constant C0 > 0 such that for all N ≥ 1,
sup
0≤t≤T
E
(
ZN,xt
)
≤ C0.
Moreover, for all t ≥ 0, N ≥ 1,
E
(
−
∫ t
0
f(ZN,xr )dr
)
≤ x.
Proof. Let (τn, n ≥ 0) be a sequence of stopping times such that τn tends to infinity as n goes
to infinity and for any n,
(
MN,x,−t∧τn
)
and
(
MN,x,+t∧τn
)
are martingales and ZN,xt∧τn ≤ n. Taking the
expectation on both side of equation (3.24) at time t ∧ τn, we obtain
E
(
ZN,xt∧τn
)
=
[Nx]
N
+ E
(∫ t∧τn
0
f(ZN,xr )dr
)
. (3.32)
It follows from the Assumption (H2) on f that
E
(
ZN,xt∧τn
)
≤ [Nx]
N
+ β
∫ t
0
E(ZN,xr∧τn)dr.
From Gronwall’s and Fatou’s Lemmas, we deduce that there exists a constant C0 > 0 which
depends only upon x and T such that
sup
N≥1
sup
0≤t≤T
E
(
ZN,xt
)
≤ C0.
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From (3.32), we deduce that
−E
(∫ t∧τn
0
f(ZN,xr )dr
)
≤ [Nx]
N
.
Since −f(ZN,xr ) ≥ −βZN,xr , the second statement follows using Fatou’s Lemma and the first
statement. 
We now have the following Lemma.
Lemma 3.5 For all T > 0, x ≥ 0, there exists a constants C1 > 0 such that
sup
N≥1
E
(〈MN,x,−〉T ) ≤ C1.
Proof. For any N ≥ 1 and k, k′ ∈ Z+ such that k ≤ k′, we set v = kN and v′ = k
′
N
. We deduce
from (3.26) that
‖f‖N,v,v′ =
k′∑
i=k+1
{
2
(
f(
i
N
)− f(i− 1
N
)
)+
−
(
f(
i
N
)− f(i− 1
N
)
)−}
.
Hence it follows from Assumption (H2) that
‖f‖N,v,v′ ≤ 2β(v′ − v) + f(v)− f(v′). (3.33)
We deduce from (3.33), (3.25), and Lemma 3.4 that
E
(〈MN,x,−〉T ) ≤ ∫ T
0
{(
2c+
∫ 1
0
z2µ(dz) +
2β
N
)
E
(
ZN,xr
)− 1
N
E
(
f(ZN,xr )
)}
dr
≤
(
2c+
∫ 1
0
z2µ(dz) +
2β
N
)
C0T +
x
N
.
Hence the Lemma. 
It follows from this thatMN,x,− is in fact a square integrable martingale. We need to prove
the tightness criterion of the processMN,x,y,+. To this end, we first prove the
Lemma 3.6 For all x, T > 0, there exists a constant C(T ) such that
sup
N≥1
E
(
sup
0≤t≤T
MN,x,+t
)
≤ C(T ).
Proof. From (3.23), we have
MN,x,+t =
1
N
∫ t
0
∫
Z+
∫ NZN,x
r−
0
(z − 1)M¯+,N(dr, dz, du)
=
1
N
∫ t
0
∫
Z+
∫ NZN,x
r−
0
(z − 1)M+,N(dr, dz, du), (3.34)
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since
∫
Z+(z−1)pi+,N(dz) = h′+,N(1)−1 = 0. Recall that
∫
Z+(z+ 1)pi
+,N(dz) = 2. It follows that
E
(
sup
0≤t≤T
MN,x,+t
)
= N−1E
[∫ T
0
∫
Z+
∫ NZN,x
r−
0
(z + 1)M+,N(dr, dz, du)
]
≤ α+,NE
[∫ T
0
dr
∫
Z+
ZN,xr− (z + 1)pi
+,N(dz)
]
≤ 2α+,N
∫ T
0
E(ZN,xr− )dr
≤ 2α+,NC0T,
where the last inequality follows by Lemma 3.4. The desired result follows since supN≥1 α+,N ≤∫∞
1
zµ(dz) <∞, recall that α+,N =
∫∞
1
z(1− e−Nz)µ(dz). 
We also have
Lemma 3.7 For any sequence of stopping time (τN)N≥1 bounded above by T ≥ 0, we have
lim
θ→0
sup
N≥1
E
∣∣∣MN,x,+τN+θ −MN,x,+τN ∣∣∣ = 0.
Proof. Recall (3.34). We have
E
∣∣∣MN,x,+τN+θ −MN,x,+τN ∣∣∣ = N−1E
∣∣∣∣∣
∫ τN+θ
τN
∫
Z+
∫ NZN,x
r−
0
(z − 1)M+,N(dr, dz, du)
∣∣∣∣∣
≤ α+,NE
[∫ θ
0
dr
∫
Z+
ZN,x(r+τN )−(z + 1)pi
+,N(dz)
]
≤ 2α+,N
∫ θ
0
E(ZN,x(r+τN )−)dr
≤ 2α+,NC0θ,
where the last inequality follows by Lemma 3.4. Now, since supN≥1 α+,N ≤
∫∞
1
zµ(dz) < ∞,
consequently
lim
θ→0
sup
N≥1
E
∣∣∣MN,x,+τN+θ −MN,x,+τN ∣∣∣ = 0.

Thus, Lemma 3.6 combined with Lemma 3.7 and Aldous’ tightness criterion leads to
Corollary 3.8 The sequence {MN,x,+, N ≥ 1} is tight in D([0,∞)).
Recall that p is fixed real number with 1 < p < 2, which appears in (H1). We shall need below
the
Lemma 3.9 There exist two constant C2, C3 > 0 such that for all N ≥ 1,
Nα+,N
∫
Z+
∣∣∣z − 1
N
∣∣∣ppi+,N(dz) ≤ C2 and Nα−,N ∫
Z+
(z − 1
N
)2
pi−,N(dz) ≤ C3.
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Proof. In this proof, we need the following inequalities
yp−1 ≤ 1 + y and e−y − 1 + y ≤ yp ∧ y2, for all y > 0. (3.35)
Recalling (3.4) and (3.5), we have
Nα+,N
∫
Z+
∣∣∣z − 1
N
∣∣∣ppi+,N(dz) = Nα+,N∑
k≥0
∣∣∣k − 1
N
∣∣∣pq+,Nk
=
∣∣∣∣− 1N
∣∣∣∣p L1,+(N) +Nα+,N∑
k≥2
(k − 1
N
)p
q+,Nk
≤
∫ ∞
1
zpµ(dz) +Nα+,N
∑
k≥2
( k
N
)p
q+,Nk
=
∫ ∞
1
zpµ(dz) +
∑
k≥2
( k
N
)p 1
k!
∫ ∞
1
(Nz)ke−Nzµ(dz)
=
∫ ∞
1
zpµ(dz) +
∫ ∞
1
(∑
k≥2
(
k
Nz
)p
(Nz)k
k!
)
zpe−Nzµ(dz).
(3.36)
However, using (3.35), we have∑
k≥2
(
k
Nz
)p
(Nz)k
k!
≤
∑
k≥2
k
Nz
(Nz)k
k!
+
∑
k≥2
(
k
Nz
)2
(Nz)k
k!
=
∑
k≥2
1
(k − 1)!(Nz)
k−1 +
∑
k≥2
k
(k − 1)!(Nz)
k−2
≤ CeNz.
Combining this with (3.36), we deduce that
Nα+,N
∫
Z+
∣∣∣z − 1
N
∣∣∣ppi+,N(dz) ≤ (C + 1) ∫ ∞
1
zpµ(dz)
≤ C2
where we have used the Assumption (H1) for the last inequality. We can prove similarly that
Nα−,N
∫
Z+
(z − 1
N
)2
pi−,N(dz) ≤ C3.

For the rest of this section we set
KN,x,+s = N
NZN,xs∑
i=1
(
f(
i
N
)− f(i− 1
N
)
)+
and KN,x,−s = N
NZN,xs∑
i=1
(
f(
i
N
)− f(i− 1
N
)
)−
. (3.37)
We shall need below
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Lemma 3.10 For any s > 0, we have
KN,x,+s ≤ NβZN,xs and KN,x,−s ≤ N(βZN,xs − f(ZN,xs )).
Proof. Recall Assumption (H2), it is easy to check that
KN,x,+s ≤ NβZN,xs .
However, we have also that
KN,x,−s = KN,x,+s −N
NZN,xs∑
i=1
(
f(
i
N
)− f(i− 1
N
)
)
≤ N(βZN,xs − f(ZN,xs )).

Now, let G : R+ → R+ be a C2 function defined by
G(z) =

z2, if z ≤ 1
2
,
g(z), if 1
2
< z ≤ 1,
zp, if z > 1,
where g is e.g. a a properly chosen polynomial of degree 5.We have that G ∈ C2b and that there
exists a constant C > 0 such that
G(z) ≤ zp ≤ G(z) + 1, G′(z) ≤ Czp−1 and G′′(z) ≤ C. (3.38)
However, for any z > 0, we have from Taylor’s formula
G(z+θ)−G(z) = θG′(z+θξ) andG(z+θ)−G(z)−θG′(z) = 1
2
θ2G′′(z+θξ′), for some 0 ≤ ξ, ξ′ ≤ 1.
Combining this with (3.38), we deduce that for θ > 0
G(z + θ)−G(z) ≤ θC (z + θξ)p−1 ≤ θC (zp−1 + θp−1) = Cθzp−1 + Cθp (3.39)
and
G(z + θ)−G(z)− θG′(z) ≤ Cθ2. (3.40)
We will need the following
Lemma 3.11 For any s, z > 0, we have
G′(z)f(z) ≤ C [1 + zp]− pzp−1f−(z),
where C denote a constant which may differ from line to line.
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Proof. Recall (3.38) and assumption (H2). We have
G′(z)f(z) = G′(z)f+(z)−G′(z)f−(z)
≤ Cβzp −G′(z)f−(z)1{z>1}
= Cβzp − pzp−1f−(z)1{z>1}
≤ Czp − pzp−1f−(z) + C.
The desired result follows. 
We can now establish the
Lemma 3.12 For all T > 0, x ≥ 0, there exist two constants C4, C5 > 0 such that
sup
N≥1
sup
0≤t≤T
E
[(
ZN,xt
)p]
≤ C4.
sup
N≥1
sup
0≤t≤T
E
(∫ t
0
(
ZN,xr
)p−1
f−(ZN,xr )dr
)
≤ C5.
Proof. Recall (3.22) and (3.37). By Itô’s formula (see e.g. [13], p.153), (ZN,xt , t ≥ 0) solves
the following martingale problem :
G(ZN,xt ) = G(Z
N,x
0 ) +
∫ t
0
G′(ZN,xr )f(Z
N,x
r )dr + loc.mart
+NdN
∫ t
0
∫
Z+
ZN,xr
{
G
(
ZN,xr +
(z − 1
N
))
−G(ZN,xr )−
(z − 1
N
)
G′(ZN,xr )
}
piN(dz)dr
+
∫ t
0
KN,x,+r
{
G
(
ZN,xr +
1
N
)
−G(ZN,xr )−
1
N
G′(ZN,xr )
}
dr
+
∫ t
0
KN,x,−r
{
G
(
ZN,xr −
1
N
)
−G(ZN,xr ) +
1
N
G′(ZN,xr )
}
dr.
However, from (3.8) and (3.14), we have that
G(ZN,xt ) = G(Z
N,x
0 ) +
∫ t
0
G′(ZN,xr )f(Z
N,x
r )dr + loc.mart
+Nα−,N
∫ t
0
∫
Z+
ZN,xr
{
G
(
ZN,xr +
(z − 1
N
))
−G(ZN,xr )−
(z − 1
N
)
G′(ZN,xr )
}
pi−,N(dz)dr
+Nα+,N
∫ t
0
∫
Z+
ZN,xr
{
G
(
ZN,xr +
(z − 1
N
))
−G(ZN,xr )−
(z − 1
N
)
G′(ZN,xr )
}
pi+,N(dz)dr
+Nd2,N
∫ t
0
∫
Z+
ZN,xr
{
G
(
ZN,xr +
(z − 1
N
))
−G(ZN,xr )−
(z − 1
N
)
G′(ZN,xr )
}
ν2,N(dz)dr
+
∫ t
0
KN,x,+r
{
G
(
ZN,xr +
1
N
)
−G(ZN,xr )−
1
N
G′(ZN,xr )
}
dr
+
∫ t
0
KN,x,−r
{
G
(
ZN,xr −
1
N
)
−G(ZN,xr ) +
1
N
G′(ZN,xr )
}
dr.
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Let (τNn , n ≥ 0) be the sequence of stopping times defined by τNn = inf{t > 0, ZN,xt > n} so
that τNn tends to infinity as n goes to infinity. Hence taking the expectation on both sides of
the last equation at time t∧τNn , then using (3.38), (3.39), (3.40), Lemma 3.11 and the fact that∫
Z+(z − 1)pi+,N(dz) = h′+,N(1)− 1 = 0, we then obtain
E
(
ZN,x
t∧τNn
)p
≤ 1 + C + E
(
ZN,x0
)p
+ CE
∫ t∧τNn
0
(
ZN,xt
)p
dr − pE
∫ t∧τNn
0
(
ZN,xr
)p−1
f−(ZN,xr )dr
+ CNα−,NE
∫ t∧τNn
0
ZN,xr dr
∫
Z+
(z − 1
N
)2
pi−,N(dz)
+ CNα+,NE
∫ t∧τNn
0
ZN,xr dr
∫
Z+
(z − 1
N
)p
pi+,N(dz)
+ CNd2,NE
∫ t∧τNn
0
ZN,xr dr
∫
Z+
(z − 1
N
)2
ν2,N(dz)
+
C
N2
E
∫ t∧τNn
0
KN,x,+r dr +
C
N2
E
∫ t∧τNn
0
KN,x,−r dr.
Now, using Remark 3.1, Lemmas 3.4, 3.9 and 3.10, and the Gronwall and Fatou Lemmas, we
obtain for all T > 0, there exists a constant C4 > 0 such that
sup
N≥1
sup
0≤t≤T
E
[(
ZN,xt
)p]
≤ C4.
We also have that
pE
(∫ t∧τNn
0
(
ZN,xr
)p−1
f−(ZN,xr )dr
)
≤ 1 + C +
(
[Nx]
N
)p
+ CC0 (C1 + C2 + 2c+ 2β) + Cx.
The desired result now follows by monotone convergence theorem. 
We want to check tightness of the sequence {ZN,x, N ≥ 1} using Aldous’ criterion. Let
{τN , N ≥ 1} be a sequence of stopping time in [0, T ]. We deduce from Lemma 3.12
Proposition 3.13 For any T > 0, and η,  > 0, there exists δ > 0 such that
sup
N≥1
sup
0≤θ≤δ
P
(∣∣∣∣∣
∫ (τN+θ)∧T
τN
f(ZN,xr )dr
∣∣∣∣∣ ≥ η
)
≤ .
Proof. Let d be a nonnegative constant. Provided 0 ≤ θ ≤ δ, we have∣∣∣∣∣
∫ (τN+θ)∧T
τN
f(ZN,xr )dr
∣∣∣∣∣ ≤ sup0≤r≤d |f(r)| δ +
∫ (τN+θ)∧T
τN
1{ZN,xr >d}
∣∣f(ZN,xr )∣∣ dr.
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But ∫ (τN+θ)∧T
τN
1{ZN,xr >d}
∣∣f(ZN,xr )∣∣ dr = ∫ (τN+θ)∧T
τN
1{
(ZN,xr )
p−1
>dp−1
} ∣∣f(ZN,xr )∣∣ dr
≤ d1−p
∫ T
0
(
ZN,xr
)p−1 (
f+(ZN,xr ) + f
−(ZN,xr )
)
dr
≤ d1−p
∫ T
0
[
2β
(
ZN,xr
)p
+
(
ZN,xr
)p−1
f−(ZN,xr )
]
dr
From this and Lemma 3.12, we deduce that ∀ N ≥ 1, again with θ ≤ δ,
sup
N≥1
sup
0≤θ≤δ
P
(∣∣∣∣∣
∫ (τN+θ)∧T
τN
f(ZN,xr )dr
∣∣∣∣∣ ≥ η
)
≤ η−1E
(∣∣∣∣∣
∫ (τN+θ)∧T
τN
f(ZN,xr )dr
∣∣∣∣∣
)
≤ sup
0≤r≤d
|f(r)| δ
η
+
A
dη
withA = 2βC4+C5. The result follows by choosing d = 2A/η, and then δ = η/2 sup0≤r≤d |f(r)| .

From Proposition 3.13 and Corollary 3.8, we deduce that the Lebesgue integral term and the
local martingale term MN,x,+ in the right-hand side of (3.24) satisfy Aldous’ criterion in [1].
The same result, Lemma 3.4, (3.25) and (3.33) imply that 〈MN,x,−〉 satisfies the same criterion,
hence so doesMN,x,−, according to Rebolledo’s theorem, see [12]. We have proved
Proposition 3.14 For any fixed x ≥ 0, the sequence of processes {ZN,x, N ≥ 1} is tight in
D([0,∞);R+).
We have also
Proposition 3.15 For any fixed x ≥ 0, ZN,x ⇒ Zx in D([0,∞);R+) as N →∞, where Zx is
the unique solution of the SDE (1.1).
Proof. By Proposition 3.14, to simplify the notation we pass to a subsequence and simply
assume {ZN,xt , t ≥ 0} converges to a process {Y xt , t ≥ 0} in the topology of D([0,∞);R+).
Since the solution of the martingale problem (1.2) is unique, it suffices to prove that the weak
limit point {Y xt , t ≥ 0} of the sequence {ZN,xt , t ≥ 0} is the solution of the martingale problem.
For every F ∈ C2b , we use (3.22), (3.37) and Itô’s formula (see e.g. [13], p.153), to obtain
F (ZN,xt ) = F (Z
N,x
0 ) +
∫ t
0
F ′(ZN,xr )f(Z
N,x
r )dr + loc.mart
+NdN
∫ t
0
∫
Z+
ZN,xr
{
F
(
ZN,xr +
(z − 1
N
))
− F (ZN,xr )−
(z − 1
N
)
F ′(ZN,xr )
}
piN(dz)dr
+
∫ t
0
KN,x,+r
{
F
(
ZN,xr +
1
N
)
− F (ZN,xr )−
1
N
F ′(ZN,xr )
}
dr
+
∫ t
0
KN,x,−r
{
F
(
ZN,xr −
1
N
)
− F (ZN,xr ) +
1
N
F ′(ZN,xr )
}
dr.
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However, from (3.14) and Taylor’s formula, we have that
F (ZN,xt ) = F (Z
N,x
0 ) +
∫ t
0
F ′(ZN,xr )f(Z
N,x
r )dr + loc.mart
+Nd1,N
∫ t
0
∫
Z+
ZN,xr
{
F
(
ZN,xr +
(z − 1
N
))
− F (ZN,xr )−
(z − 1
N
)
F ′(ZN,xr )
}
ν1,N(dz)dr
+Nd2,N
∫ t
0
∫
Z+
ZN,xr
(z − 1
N
)2
F ′′
(
ZN,xr +
(z − 1
N
)
ξ
)
ν2,N(dz)dr
+
1
2N2
∫ t
0
KN,x,+r F ′′
(
ZN,xr +
1
N
ξ
)
dr +
1
2N2
∫ t
0
KN,x,−r F ′′
(
ZN,xr −
1
N
ξ
)
dr, (3.41)
for some 0 ≤ ξ ≤ 1. Since ∫Z+(z − 1)ν1,N(dz) = f ′1,N(1)− 1 = 0, recall that f1,N was defined in
(3.9). However, for λ ≥ 0, we have
Nd1,N
∫
Z+
(
e−λ(
z−1
N ) − 1
)
ν1,N(dz) = Nd1,Ne
λ
N
∫
Z+
(
e−
λz
N − e− λN
)
ν1,N(dz)
= Nd1,Ne
λ
N
(
f1,N
(
e−
λ
N
)
− e− λN
)
.
Recall that L(λ) was defined in (3.9). From an adaptation of the argument of the proof of
Proposition 3.40 of Li [13], we have that
L(λ) = lim
N→∞
Nd1,N
[
f1,N
(
1− λ
N
)
−
(
1− λ
N
)]
= lim
N→∞
Nd1,N
[
f1,N
(
e−
λ
N
)
− e− λN
]
.
This implies
lim
N→∞
Nd1,N
∫
Z+
(
e−λ(
z−1
N ) − 1
)
ν1,N(dz) = L(λ).
Now, let for λ ≥ 0, F (u) = e−λu. From Lemma (3.10), it is not hard to shows that the two last
terms in (3.41) tend to zero as N tend to infinity. Thanks to Remark 3.1, by letting N → ∞
in (3.41), we obtain (1.2). A simple approximation shows that the martingale problem (1.2)
actually holds for any F ∈ C2b . 
We shall need below the
Lemma 3.16 For any 0 ≤ x < y, we have
sup
0≤t≤T
E
(
ZN,yt − ZN,xt
)
= sup
0≤t≤T
E
(
V N,x,yt
)
≤
(
[Ny]
N
− [Nx]
N
)
eβT
Proof. Let (τn, n ≥ 0) be a sequence of stopping times such that τn tends to infinity as n goes
to infinity and for any n,
(
MN,x,y,−t∧τn
)
and
(
MN,x,y,+t∧τn
)
are martingales. Taking the expectation
on both side of equation (3.28) at time t ∧ τn, we obtain that
E
(
V N,x,yt∧τn
)
≤
(
[Ny]
N
− [Nx]
N
)
+ β
∫ t
0
E(V N,x,yr∧τn )dr. (3.42)
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Using Gronwall’s and Fatou’s Lemmas, we obtain that
sup
0≤t≤T
E
(
V N,x,yt
)
≤
(
[Ny]
N
− [Nx]
N
)
eβT

From equation (3.28), using a stopping time argument as above, Lemma 3.16, and Fatou’s
Lemma, where we take advantage of the inequality f(ZN,xr )− f(ZN,xr +V N,x,yr ) ≥ −βV N,x,yr , we
deduce that
E
(∫ t
0
[f(ZN,xr )− f(ZN,xr + V N,x,yr )]dr
)
≤ [Ny]
N
− [Nx]
N
. (3.43)
We now deduce from (3.29), Lemma 3.16, and inequalities (3.43) and (3.33) that for each t > 0,
there exists a constant C(t) > 0 such that
E
(〈MN,x,y,−〉t) ≤ C(t)( [Ny]
N
− [Nx]
N
)
. (3.44)
this implies thatMN,x,y,− is in fact a square integrable martingale.
Now from an easy adaptation of the arguments of Proposition 3.13 and Lemma 3.7, we deduce
that the Lebesgue integral term and the local martingale termMN,x,y,+ in the right-hand side
of (3.28) satisfy Aldous’ criterion in [1]. From this and (3.44), it is not hard to show that
the sequence {V N,x,y, N ≥ 1} satisfies also Aldous’ criterion. Hence, we have the following
Corollary.
Corollary 3.17 For any 0 ≤ x < y, the sequence of processes {V N,x,y, N ≥ 1} is tight in
D([0,∞);R+).
Now, by combining this with (3.28) and an easy adaptation of the argument of the proof of
Proposition 3.15, we obtain the following
Corollary 3.18 For any fixed 0 ≤ x < y, V N,x,y ⇒ V x,y as N →∞, for the topology of locally
uniform convergence, where V x,y is the unique solution of the SDE (3.31).
3.3.2 Proof of Theorem 3.3
The next two Propositions will be the main steps in the proof of Theorem 3.3.
Proposition 3.19 For any n ∈ Z+, 0 ≤ x1 < x2 < · · · < xn,
(ZN,x1 , ZN,x2 , · · ·, ZN,xn)⇒ (Zx1 , Zx2 , · · ·, Zxn)
as N →∞, for the topology of locally uniform convergence in t.
Proof. We prove the statement in the case n = 2 only. The general statement can be proved
in a very similar way. For 0 ≤ x1 < x2, we consider the process (ZN,x1 , V N,x1,x2), using the
notations from subsection 3.2. It follows from the previous results that (ZN,x1 , V N,x1,x2) is tight.
Recall that W,W1,M2,N andM ′,2,N were defined in (1.1), (3.31), (3.24) and (3.27) respectively.
24
Note that M ′,2,N is independent of {ZN,x′· , x′ ≤ x}. This implies that conditionally upon
ZN,x, M ′,2,N and M2,N are independent. However, we notice also that conditionally upon Zx,
W1 and W are independent. Thanks to Proposition 3.15 and Corollary 3.18, any converging
subsequence of (ZN,x1 , V N,x1,x2) has a weak limit (Zx1 , V x1,x2) which is a weak solution of the
system of SDEs (1.1) and (3.31), with two independent noises. The result follows from the
uniqueness of the system, see again Theorem 2.1 in [6]. 
Recall (3.28). We have
Proposition 3.20 There exists a constant C, which depends only upon θ and T, such that for
any 0 ≤ x < y < z, which are such that y − x ≤ 1, z − y ≤ 1,
E
[
sup
0≤t≤T
∣∣∣ZN,yt − ZN,xt ∣∣∣p × sup
0≤t≤T
∣∣∣ZN,zt − ZN,yt ∣∣∣p] ≤ C |z − x|2 .
Recall the definition (3.30) of the stochastic processMN,x,y,+. We first prove the
Lemma 3.21 For all T > 0, 0 ≤ x < y, there exists a constant C(T ) such that
E
(
sup
0≤t≤T
∣∣∣MN,x,y,+t ∣∣∣p) ≤ C(T )( [Ny]N − [Nx]N
)
.
Proof. From (3.30), we have
MN,x,y,+t =
1
N
∫ t
0
∫
Z+
∫ NV N,x,y
r−
0
(z − 1)M¯ ′,+,N(dr, dz, du)
=
∫ t
0
∫
Z+
∫ ∞
0
GN(r, z, u)M¯ ′,+,N(dr, dz, du)
with GN(r, z, u) = N−1(z−1)1{u≤NV N,x,y
r− }
. Since 1 < p < 2, we have the following result, which
is Corollary C.2 from [4],
E
(
sup
0≤t≤T
∣∣∣MN,x,y,+t ∣∣∣p) ≤ Cα+,NE(∫ T
0
∫
Z+
∫ ∞
0
∣∣∣GN(r, z, u)∣∣∣pdrpi+,N(dz)du)
= CNα+,NE
(∫ T
0
∫
Z+
V N,x,yr−
∣∣∣z − 1
N
∣∣∣pdrpi+,N(dz))
≤ CNα+,N
∫ T
0
E(V N,x,yr− )dr
∫
Z+
∣∣∣z − 1
N
∣∣∣ppi+,N(dz)
Combining this with Lemmas 3.9 and 3.16, we deduce that
E
(
sup
0≤t≤T
∣∣∣MN,x,y,+t ∣∣∣p) ≤ C(T )( [Ny]N − [Nx]N
)
.

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Proof of Proposition 3.20. For any 0 ≤ x < y < z, we have ZN,zt − ZN,yt = V N,y,zt and
ZN,yt − ZN,xt = V N,x,yt for any t ≥ 0. Let q > 1 be such that 1q + 1p = 1. We deduce from (3.28)
and Assumption (H2) that
sup
0≤t≤T
∣∣∣V N,x,yt ∣∣∣p ≤ 4p−1 ∣∣∣∣ [Ny]N − [Nx]N
∣∣∣∣p + 4p−1βpT pq ∫ T
0
sup
0≤s≤r
(
V N,x,ys
)p
dr
+ 4p−1 sup
0≤t≤T
∣∣∣MN,x,y,−t ∣∣∣2 + 4p−1 sup
0≤t≤T
∣∣∣MN,x,y,+t ∣∣∣p
and
sup
0≤t≤T
∣∣∣V N,y,zt ∣∣∣p ≤ 4p−1 ∣∣∣∣ [Nz]N − [Ny]N
∣∣∣∣p + 4p−1βpT pq ∫ T
0
sup
0≤s≤r
∣∣∣V N,y,zs ∣∣∣pdr
+ 4p−1 sup
0≤t≤T
∣∣∣MN,y,z,−t ∣∣∣2 + 4p−1 sup
0≤t≤T
∣∣∣MN,y,z,+t ∣∣∣p.
Now let Gx,y := σ
(
ZN,xt , Z
N,y
t , t ≥ 0
)
be the filtration generated by ZN,x and ZN,y. It is clear
that for any t, V N,x,yt is measurable with respect to Gx,y. We then have
E
[
sup
0≤t≤T
∣∣∣V N,x,yt ∣∣∣p × sup
0≤t≤T
∣∣∣V N,y,zt ∣∣∣p] = E [ sup
0≤t≤T
∣∣∣V N,x,yt ∣∣∣p E( sup
0≤t≤T
∣∣∣V N,y,zt ∣∣∣p ∣∣∣∣Gx,y)] .
Conditionally upon ZN,x and ZN,y = u(.), V N,y,z solves the following SDE
V N,y,zt =
[Nz]− [Ny]
N
+
∫ t
0
[f(V N,y,zr + u(r))− f(u(r))]dr +MN,y,z,−t +MN,y,z,+t ,
where MN,y,z,−t and MN,y,z,+t are martingales conditionally upon Gx,y, hence the arguments
used in Lemma 3.16 lead to
sup
0≤t≤T
E
(
V N,y,zt
∣∣∣Gx,y) ≤ ( [Nz]
N
− [Ny]
N
)
eβT ,
and those used to prove (3.43) yield
E
(∫ t
0
[f(ZN,yr )− f(ZN,yr + V N,y,zr )]dr
∣∣∣Gx,y) ≤ [Nz]
N
− [Ny]
N
.
From this we deduce we deduce (see the proof of (3.44)) that
E
(
〈MN,y,z,−〉t
∣∣∣Gx,y) ≤ C(t)( [Nz]
N
− [Ny]
N
)
.
From Doob’s inequality we have
E
(
sup
0≤t≤T
∣∣∣MN,y,z,−t ∣∣∣2∣∣∣Gx,y) ≤ 4E(〈MN,y,z,−〉T ∣∣∣Gx,y)
≤ C(T )
(
[Nz]
N
− [Ny]
N
)
.
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Since 0 < z − y < 1, we deduce from Lemma 3.21 that
E
(
sup
0≤t≤T
∣∣∣V N,y,zt ∣∣∣p∣∣∣Gx,y) ≤ 4p−1(1 + C(T ))( [Nz]N − [Ny]N
)
+ 4p−1βpT
p
q
∫ T
0
E
(
sup
0≤s≤r
∣∣∣V N,y,zs ∣∣∣p∣∣∣Gx,y) dr.
From this and Gronwall’s Lemma we deduce that there exists a constant K1 > 0 such that
E
(
sup
0≤t≤T
∣∣∣V N,y,zt ∣∣∣p∣∣∣Gx,y) ≤ K1( [Nz]N − [Ny]N
)
.
Similarly we have
E
(
sup
0≤t≤T
∣∣∣V N,x,yt ∣∣∣p∣∣∣Gx,y) ≤ K1( [Ny]N − [Nx]N
)
.
Since 0 ≤ y − x < z − x and 0 ≤ z − y < z − x, we deduce that
E
[
sup
0≤t≤T
∣∣∣V N,x,yt ∣∣∣p × sup
0≤t≤T
∣∣∣V N,y,zt ∣∣∣p] ≤ K21 ( [Nz]N − [Nx]N
)2
,
hence the result. 
Proof of Theorem 3.3. We now show that for any T > 0,
{ZN,xt , t ≥ 0, x ≥ 0} ⇒ {Zxt , t ≥ 0, x ≥ 0}
in D([0,∞);D([0,∞);R+)). From Theorem 13.1 and 16.8 in [2], since from Proposition 3.19,
for all n ≥ 1, 0 < x1 < x2 < · · · < xn,
(ZN,x1· , Z
N,x2· , · · ·, ZN,xn· )⇒ (Zx1· , Zx2· , · · ·, Zxn· )
in D([0,∞);Rn)), it suffices to show that for all x¯ > 0, , η > 0, there exists N0 ≥ 1 and δ > 0
such that for all N ≥ N0,
P
(
wx¯,δ(Z
N) ≥ ) ≤ η, (3.45)
where for a function (x, t)→ z(x, t)
wx¯,δ(z) = sup
0≤x1≤x≤x¯, x2−x1≤δ
inf{‖z(x, ·)− z(x1, ·)‖, ‖z(x2, ·)− z(x, ·)‖},
with the notation ‖z(x, ·)‖ = sup0≤t≤T |z(x, t)|. But from the proof of Theorem 13.5 in [2],
(3.45) for ZN follows from Proposition 3.20. 
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3.4 Renormalization of the Contour Process
For a precise description of the contour process used in this section, we refer the reading to
section 2 in [8]. Thus, since we do not want to restrict ourself to the (sub)critical case, it is
not clear whether the contour process will accumulate an arbitrary amount of local time at
level 0. In order to circumvent this difficulty, we use as in [8] a trick due to Delmas [7] which
consists in considering the population process killed at an arbitrary time Γ, which amounts to
reflect the contour process below Γ. In other words, let HN,Γ be the contour process associated
to {ZN,xt , 0 ≤ t ≤ Γ}.
We now choose d = γ0,N , bγ−1 = γN , and choose the slopes to be ±2N. Recall that γ0,N and
γN were defined in (3.20). Moreover we replace the function f by fN = Nf(·/N). Hence in the
renormalized contour process HN,Γ, the maxima appear at rate
2Nγ0,N + 2N
2
[
f
(
c
2
LN,Γs (H
N,Γ
r ) +
1
N
)
− f
( c
2
LN,Γs (H
N,Γ
r )
)]−
,
and the minima at rate
2NγN + 2N
2
[
f
(
c
2
LN,Γs (H
N,Γ
r ) +
1
N
)
− f
( c
2
LN,Γs (H
N,Γ
r )
)]+
,
and
LN,Γs (t) =
2
c
lim
ε7→0
1
ε
∫ s
0
1{t≤HN,Γr <t+ε}dr, (3.46)
The motivation of the factor 2/c will be clear after we have taken the limit as N → +∞.
LN,Γs (t) equals 2/cN times the number of pairs of t-crossings of HN,Γ between times 0 and s.
In other words, LN,Γs (t) equals (1/2) ∗ (2/cN) times the number of visits at the level t. Note
that this process is neither right- nor left-continuous as a function of s.
3.5 Convergence of the Contour Process HN,Γ
In this subsection, we assume that f ∈ C1
Assumption(H2′) : There exists a constant β > 0 such that for all x ≥ 0,
f ′(x) ≤ β,
which we assume to be in force in this subsection. We also renforce assumption (H1), which
becomes
(H1′) :
∫ ∞
0
(r ∨ rp)µ(dr) <∞, with some 1 < p < 2.
We now want to use Girsanov’s theorem, in order to reduce the present model to the one
studied in [9]. As in [9], we need to write precisely the evolution of {HN,Γs , s ≥ 0}. To this end,
recall (3.20) and let {P 1,Ns , s ≥ 0}, {P ′,1,Ns , s ≥ 0}, {PNs , s ≥ 0} and {P ′,Ns , s ≥ 0} be four
mutually independent Poisson processes, with respective intensities 2Nγ1,N , 2Nd1,Nq1,N0 , 2NλN
and 2NµN . We assume that the four processes {P 1,Ns , s ≥ 0}, {P ′,1,Ns , s ≥ 0}, {PNs , s ≥ 0}
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and {P ′,Ns , s ≥ 0} are independent. Let us define PN,−s = P ′,1,Ns +P ′,Ns and PN,+s = P 1,Ns +PNs ,
∀ s ≥ 0. It is well known that the random process PN,− and PN,+ is are Poisson processes,
with intensity 2Nγ0,N and 2NγN respectively. Let {Λ1,Nk , k > 1} be a sequence of i.i.d r.v’s
with as joint law of Λ1,N , which was defined in (3.19). Let {V Ns , s ≥ 0} be the càdlàg
{−1, 1}-valued process which is such that, s−almost everywhere, dHNs /ds = 2aNV Ns , with
aN = N + c
−1d1,Nq
1,N
0 . The (R+ × {−1, 1})-valued process {(HN,s , V Ns ), s ≥ 0} solves the SDE
HN,Γs = 2aN
∫ s
0
V N,Γr dr,
V N,Γs = 1 + 2
∫ s
0
1{V N,Γ
r− =−1}
dPN,+r − 2
∫ s
0
1{V N,Γ
r− =+1}
dPN,−r + cN
(
LN,Γs (0)− LN,Γ0+ (0)
)
− cNLN,Γs (Γ−) + 2N
∑
k>0,SN,+k ≤s
(
c
2
(
LN,Γs (H
N,Γ
SN,+k
)− LN,Γ
SN,+k
(HN,Γ
SN,+k
)
))
∧ (Λ
1,N
k − 1)
N
,
(3.47)
where the SN,+k are the successive jump times of the process
PN,+s =
∫ s
0
1{V N,Γ
r− =−1}
dP 1,Nr . (3.48)
For any k > 0, Λ1,Nk − 1 denotes the number of reflections of HN above the level HN,ΓS+k . We
deduce from (3.47)
V N,Γs
2cN
=
1
2cN
+KNs +
1
cN
∫ s
0
1{V N
r−=−1}
dPNr −
1
2cN
∫ s
0
1{V N,Γ
r− =+1}
dPN,−r
+
1
2
(
LN,Γs (0)− LN,Γ0+ (0)
)− 1
2
LN,Γs (Γ
−),
where
KNs =
1
cN
∫ s
0
1{V N,Γ
r− =−1}
dP 1,Nr +
1
c
∑
k>0,SN,+k ≤s
(
c
2
(
LN,Γs (H
N,Γ
SN,+k
)− LN,Γ
SN,+k
(HN,Γ
SN,+k
)
))
∧ (Λ
1,N
k − 1)
N
,
=
1
cN
∫ s
0
[
1 +
Nc
2
(LN,Γs (H
N,Γ
r )− LN,Γr (HN,Γr )) ∧ (Λ1,NPN,+r − 1)
]
dPN,+r
= K2,Ns −K2,Ns , (3.49)
with
K1,Ns =
1
cN
∫ s
0
Λ1,NPN,+
r− +1
dPN,+r and
K2,Ns =
1
cN
∫ s
0
(
Λ1,NPN,+
r− +1
− 1− cN
2
(LN,Γs (H
N,Γ
r )− LN,Γr (HN,Γr ))
)+
dPN,+r .
Observe that PN,+s = PN,+s− + 1, for dPN,+s almost every s. For s > 0, define
PNs =
∫ s
0
1{V N,Γ
r− =−1}
dPNr and P ′,Ns =
∫ s
0
1{V N,Γ
r− =+1}
dP ′,Nr , (3.50)
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recall that PN and P ′,N are mutually independent Poisson point processes with intensities
respectively 2NλN and 2NµN under the probability measure P, so that PNs , (resp.,P ′,Ns ) has
the intensity
λ˜Nr = 2NλN1{V N,Γ
r− =−1}
, resp. λ˜′,Nr = 2NµN1{V N,Γ
r− =+1}
.
Writing the first line of (3.47) as
HN,Γs = 2aN
∫ s
0
1{V N,Γr =+1}dr − 2aN
∫ s
0
1{V N,Γr =−1}dr,
denoting byM1,N ,MN , M˜1,N and M˜N the four local martingales
M1,Ns = K1,Ns −
1
cN
∫ s
0
1{V Nr =−1}Λ
1,N
P1,Nr +1
(
2Nγ1,N
)
dr,
MNs =
1
cN
∫ s
0
1{V N
r−=−1}
(
dPNr − 2NλNdr
)
, (3.51)
M˜1,Ns =
1
cN
∫ s
0
1{V N
r−=+1}
(
dP ′,1,Nr − 2Nd1,Nq1,N0 dr
)
,
and
M˜Ns =
1
cN
∫ s
0
1{V N
r−=+1}
(
dP ′,Nr − 2NµNdr
)
, (3.52)
and recalling (3.49), we deduce from (3.47)
HN,Γs +
V N,Γs
2cN
=
1
2cN
+M1,Ns +MNs − M˜1,Ns − M˜Ns −KN,2s +
1
2
(LN,Γs (0)− LN,Γ0+ (0))
− 1
2
LN,Γs (Γ
−) + Φ1,Ns , (3.53)
with
Φ1,Ns =
1
cN
∫ s
0
1{V N,Γr =−1}
(
Λ1,NP1,Nr +1
−m1,N
)(
2Nγ1,N
)
dr.
We next introduce a Girsanov-Radon-Nikodym derivative
UN,Γs = 1 +
∫ s
0
UN,Γr−
[
(f ′N)
+
( c
2
LN,Γr− (H
N,Γ
r )
)
dMNr + (f ′N)−
( c
2
LN,Γr− (H
N,Γ
r )
)
dM˜Nr
]
, (3.54)
with f ′N(x) = N [f(x+ 1/N)− f(x)]. Under the additional assumption that f ′ is bounded, it is
clear that UN,Γ is a martingale, hence E[UN,Γs ] = 1 for all s ≥ 0. In this case, we define P˜N,Γ as
the probability such that for each s > 0,
dP˜N,Γ
dP
∣∣∣
FN,Γs
= UN,Γs ,
where FN,Γs := σ{HN,Γr , 0 ≤ r ≤ s}.
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It follows from Proposition 4.2 below with
αNr = 1 +
1
λN
(f ′N)
+
( c
2
LN,Γr− (H
N,Γ
r )
)
and α′,Nr = 1 +
1
µN
(f ′N)
−
( c
2
LN,Γr− (H
N,Γ
r )
)
that under P˜N,Γ, PNs ( resp., P ′,Ns ) has the intensity[
2NλN + 2N(f
′
N)
+
( c
2
LN,Γr− (H
N,Γ
r )
)]
1{V N,Γ
r− =−1}
,
resp.
[
2NµN + 2N(f
′
N)
−
( c
2
LN,Γr− (H
N,Γ
r )
)]
1{V N,Γ
r− =+1}
,
recall that PNs and P ′,Ns were defined in (3.50).
3.5.1 The Case where |f’| is bouned
We assume in this subsection that |f ′(x)| ≤ C for all x ≥ 0 and some C > 0. This constitutes
the first step of the proof of convergence of HN,Γ. In this case we can use Girsanov’s theorem
to bring us back to the situation studied in [9].
Let us rewrite (3.53) in the form
HN,Γs =MNs − M˜Ns +GNs + 2−1[LN,Γs (0)− LN,Γs (Γ−)] + N(s)
where
N(s) = (2cN)
−1(1− V N,Γs )− M˜1,Ns − 2−1LN,Γ0+ (0) and GNs =M1,Ns + Φ1,Ns −KN,2s .
Thus, we have the first following result which is Lemma 4.22 in [8].
Lemma 3.22 For any s > 0,∫ s
0
1{V N,Γr =1}dr −→
s
2
;
∫ s
0
1{V N,Γr =−1}dr −→
s
2
in probability, as N −→∞.
We have also
Lemma 3.23 As N −→∞, N(s) −→ 0 in probability, locally uniformly in s.
Proof. The proof follows by the proof of Corollary 4.16 in [9]. 
In addition, we have the following result which is a consequence of Theorem 4.56 in [9].
Proposition 3.24 For any s > 0, GN ⇒ G in (D([0,∞))) as N →∞, where
Gs =
1
c
∫ s
0
∫ ∞
0
zΠ(dr, dz)− 1
c
∫ s
0
∫ ∞
0
(
z − c
2
[LΓs (H
Γ
r )− LΓr (HΓr )]
)+
Π(dr, dz),
and where Π(ds, dz) = Π(ds, dz) − dsµ(dz), Π being a Poisson random measure on R2+ with
mean measure dsµ(dz).
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Moreover, from (3.51), (3.52) and (3.54),[MN]
s
=
1
c2N2
PNr ,
[
M˜N
]
s
=
1
c2N2
P ′,Nr
〈MN〉s =
2
c2
∫ s
0
1{V Nr =−1}dr, 〈M˜N〉s =
2
c2
∫ s
0
1{V Nr =+1}dr,[
UN,Γ
]
s
=
1
c2N2
∫ s
0
∣∣∣UN,Γr− ∣∣∣2[∣∣∣∣(f ′N)+ ( c2LN,Γr− (HN,Γr ))
∣∣∣∣2dPNr
+
∣∣∣∣(f ′N)− ( c2LN,Γr− (HN,Γr ))
∣∣∣∣2dP ′,Nr ],
〈UN,Γ〉s =
2
c
∫ s
0
∣∣∣UN,Γr ∣∣∣2[∣∣∣∣(f ′N)+ ( c2LN,Γr (HN,Γr ))
∣∣∣∣21{V Nr =−1}
+
∣∣∣∣(f ′N)− ( c2LN,Γr (HN,Γr ))
∣∣∣∣21{V Nr =+1}]dr,[
UN,Γ,MN]
s
=
1
c2N2
∫ s
0
UN,Γr− (f
′
N)
+
( c
2
LN,Γr− (H
N,Γ
r )
)
dPNr[
UN,Γ,M˜N
]
s
=
1
c2N2
∫ s
0
UN,Γr− (f
′
N)
−
( c
2
LN,Γr− (H
N,Γ
r )
)
dP ′,Nr
〈UN,Γ,MN〉s =
2
c
∫ s
0
UN,Γr (f
′
N)
+
( c
2
LN,Γr (H
N,Γ
r )
)
1{V Nr =−1}dr
〈UN,Γ,M˜N〉s =
2
c
∫ s
0
UN,Γr (f
′
N)
−
( c
2
LN,Γr (H
N,Γ
r )
)
1{V Nr =+1}dr
while [
MN ,M˜N
]
s
= 〈MN ,M˜N〉s = 0.
Recall Lemma 3.22, Proposition 3.24 and Theorem 4.41 in [8]. Since f ′ is bounded, the same
is true for f ′N(x) = N [f(x + 1/N) − f(x)], uniformly with respect to N. It is not difficult to
deduce from the above formulae and Proposition 4.3 that (UN,Γ, N ≥ 1) is a tight sequence
in D([0,∞)) and in consequence {(HN,Γ,MN ,M˜N , GN , UN,Γ), N ≥ 1} is a tight sequence in
C([0,∞)) × (D([0,∞)))4. Therefore at least along a subsequence (but we do not distinguish
between the notation for the subsequence and for the sequence),
(HN,Γ,MN ,M˜N , GN , UN,Γ)⇒ (HΓ,M,M˜, G, UΓ)
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as N → ¬†∞ in C([0,∞))× (D([0,∞)))5. Moreover
〈MN〉s ⇒
1
c
s,
〈M˜N〉s ⇒
1
c
s,
〈UN,Γ〉s ⇒
1
c
∫ s
0
∣∣∣UΓr ∣∣∣2 × ∣∣∣∣f ′ ( c2LΓr (HΓr ))
∣∣∣∣2dr,
〈UN,Γ,MN〉s ⇒
1
c
∫ s
0
UΓr f
′+
( c
2
LΓr (H
Γ
r )
)
dr
〈UN,Γ,M˜N〉s ⇒
1
c
∫ s
0
UΓr f
′−
( c
2
LΓr (H
Γ
r )
)
dr
It follows from the above that Theorem 4.41 in [8] and Theorem 4.56 in [9] can be enriched as
follows
Proposition 3.25 For each Γ > 0,(
HN,Γ,MN ,M˜N , GN , LN,Γs (0), LN,Γs (Γ−), UN,Γ
)
=⇒
(
HΓ,
1√
c
B1s ,
1√
c
B2s , G, L
Γ
s (0), L
Γ
s (Γ
−), UΓ
)
,
in (C([0,∞)))× (D([0,∞)))6 as N →∞.
where B1 and B2 are two mutually independent standard Brownian motions, LΓ(0) (resp.
LΓ(Γ−)) denotes the local time of the continuous semi-martingale HΓ at level 0 (resp. at level
Γ−). Moreover
HΓs =
1√
c
(
B1s −B2s
)
+
1
c
∫ s
0
∫ ∞
0
zΠ(dr, dz) +
1
2
[
LΓ(0)− LΓ(Γ−)]
− 1
c
∫ s
0
∫ ∞
0
(
z − c
2
[LΓs (H
Γ
r )− LΓr (HΓr )]
)+
Π(dr, dz), and
UΓs = 1+
1√
c
∫ s
0
UΓr
[
f ′+
( c
2
LΓr (H
Γ
r )
)
dB1r + f
′−
( c
2
LΓr (H
Γ
r )
)
dB2r
]
.
We clearly have
UΓs = exp
(
1√
c
∫ s
0
[
f ′+
( c
2
LΓr (H
Γ
r )
)
dB1r + f
′−
( c
2
LΓr (H
Γ
r )
)
dB2r
]
− c
2
∫ s
0
∣∣∣∣f ′ ( c2LΓr (HΓr ))
∣∣∣∣2dr).
Since f ′ is bounded E[UΓs ] = 1 for all s ≥ 0. Let now P˜Γ denote the probability measure such
that
dP˜Γ
dP
∣∣∣
FΓs
= UΓs ,
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where FΓs := σ{HΓr , 0 ≤ r ≤ s}. It follows from Girsanov’s theorem (see Proposition 4.1 below)
there exist two mutually independent standard P˜Γ-Brownian motions B˜1 and B˜2 such that
B1s =
1√
c
∫ s
0
f ′+
( c
2
LΓr (H
Γ
r )
)
dr + B˜1s
B2s =
1√
c
∫ s
0
f ′−
( c
2
LΓr (H
Γ
r )
)
dr + B˜2s .
Consequently
1√
c
(
B1s −B2s
)
=
√
2
c
Bs +
1
c
∫ s
0
f ′
( c
2
LΓr (H
Γ
r )
)
dr,
where
Bs =
1√
2
(
B˜1s − B˜2s
)
is a standard Brownian motion under P˜Γ. Consequently HΓ is a weak solution of the SDE
HΓs =
√
2
c
Bs +
1
c
∫ s
0
∫ ∞
0
zΠ(dr, dz) +
1
2
[
LΓ(0)− LΓ(Γ−)]+ 1
c
∫ s
0
f ′
( c
2
LΓr (H
Γ
r )
)
dr
− 1
c
∫ s
0
∫ ∞
0
(
z − c
2
[LΓs (H
Γ
r )− LΓr (HΓr )]
)+
Π(dr, dz) (3.55)
where LΓs (t) denotes the local time accumulated at level t up to time s by the process HΓ.
Remark 3.26 We note that under P˜N,Γ, UN,Γ solves (3.47), and under P˜Γ, UΓ solves the SDE
(3.55).
3.5.2 The General case
The general case (f ′ ∈ C1 and f ′ ≤ β) can easily be deduced from the above results combined
with the section 7.2 of Pardoux [14].
4 Appendix
4.1 Two Girsanov Theorems
We state two versions of the Girsanov theorem, one for the Brownian and one for the point
process case. The first one can be found, e.g., in [15] and the second one combines Theorems
T2 and T3 from [3], pages 165-166. We assume here that our probability space (Ω,P,F) is
such that F = σ(∪t>0Ft).
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Proposition 4.1 Let {Bs, s ≥ 0} be a standard d−dimensional Brownian motion (i.e., its
coordinates are mutually independent standard scalar Brownian motions) defined on the filtered
probability space (Ω,P,F). Let moreover φ be an F-progressively measurable d−dimensional
process satisfying
∫ s
0
|φ(r)|2dr <∞ for all s ≥ 0. Let
Us = exp
{∫ s
0
〈φ(r), dBr〉 − 1
2
∫ s
0
|φ(r)|2dr
}
.
If E(Us) = 1, s ≥ 0, then B˜s := Bs −
∫ s
0
φ(r)dr, s ≥ 0, is a standard Brownian motion under
the unique probability measure P˜ on (Ω,F) which is such that dP˜|Fs/dP|Fs = Us, for all s ≥ 0.
Proposition 4.2 Let {(Q(1)s , ..., Q(d)s ), s ≥ 0} be a d-variate point process adapted to some
filtration F , and let {λ(i)s , s ≥ 0} be the predictable (P,F)-intensity of Q(i), 1 ≤ i ≤ d. Assume
that none of the Q(i), Q(j), i 6= j, jump simultaneously. Let {α(i)r , r ≥ 0}, 1 ≤ i ≤ d, be
nonnegative F-predictable processes such that for all s ≥ 0 and all 1 ≤ i ≤ d∫ s
0
α(i)r λ
(i)
s dr <∞ P− a.s.
For i = 1, ..., d and s ≥ 0 define, {T ik, k = 1, 2...} denoting the jump times of Q(i),
U (i)s =
 ∏
k≥1:T ik≤s
α
(i)
T ik
 exp{∫ s
0
(1− α(i)r )λ(i)r dr
}
and Us =
d∏
i=1
U (i)s , s ≥ 0.
If E(Us) = 1, s ≥ 0, then, for each 1 ≤ i ≤ d, the process Q(i) has the (P˜,F)-intensity
λ˜
(i)
s = α
(i)
r λ
(i)
s , r ≥ 0, where the probability measure P˜ is defined by dP˜|Fs/dP|Fs = Us, for all
s ≥ 0.
4.2 Tightness Criteria
Consider a sequence {Xnt , t ≥ 0}n≥1 of one-dimensional semi-martingales, which is such that
for each n ≥ 1,
Xnt = X
n
0 +
∫ t
0
ϕnsds+M
n
t , t ≥ 0;
where for each n ≥ 1, Mn is a locally square-integrable martingale such that
〈Mn〉t =
∫ t
0
ψns ds, t ≥ 0;
ϕn and ψn are Borel measurable functions with values into R and R+ respectively. The following
statement can be deduced from Theorem 13.4 and 16.10 of [2].
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Proposition 4.3 A sufficient condition for the above sequence {Xnt , t ≥ 0}n≥1 of semi-martingales
to be tight in D([0,∞)) is that both
the sequence of r.v.′s {Xn0 , n ≥ 1} is tight;
and for some p > 1,
∀T > 0, the sequence of r.v.′s
{∫ T
0
[|ϕnt |p + (ψnt )p]dt, n ≥ 1
}
is tight.
If moreover, for any T > 0, as n −→∞,
sup
0≤t≤T
|Mnt −Mnt−| −→ 0 in probability,
then any limit X of a converging subsequence of the original sequence {Xn}n≥1 is a.s. contin-
uous.
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