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Re´sume´
La bioinformatique regroupe l’ensemble des programmes informatiques applique´s a`
la biologie. Le biologiste, qui fait appel a` ces nombreux outils, se limite principalement
aux programmes qu’il connaˆıt, meˆme s’ils ne sont pas le choix optimal par rapport a`
l’analyse qu’il doit mener.
Constatant cela, nous souhaitons aider cet utilisateur en inte´grant une partie de
l’expertise qui lui e´tait jusqu’ici requise. La description actuelle des services est insuf-
fisante et nous allons donc travailler sur base d’une ontologie qui va l’enrichir.
Bigre est un projet qui vise a` introduire un syste`me distribue´ dans le cadre de la
bioinformatique, il est co-de´veloppe´ par les FUNDP et l’ULB. Ce me´moire s’inscrit
dans le cadre de ce projet. Nous tentons de mettre en e´vidence l’aspect recherche de
services sur base de l’ontologie propose´e dans Bigre. Nous proposons ensuite d’enrichir
cette dernie`re de relations se´mantiquement plus riches, les relations part-whole.
Mots-cle´ : ontologie, infe´rence, logique descriptive, relation part-whole, repre´senta-
tion de la connaissance.
Abstract
Bioinformatics brings together all the data-processing programs applied to biology.
The biologist, who makes use of these many tools, limits himself mainly to the programs
he knows, even if they are not the best choice in respect of the analysis that he needs
to carry out.
Having noted this, we wish to help this user by integrating a part of the exper-
tise that was up until now required of him. The current description of the services is
insufficient and we shall therefore work on the basis of an ontology that will enhance
it.
Bigre is a project the aim of which is to introduce a distributed system within the
framework of bioinformatics ; it has been jointly developed by the University of Namur
and the University of Brussels. This thesis comes within the scope of this project. We
try to highlight the research aspect of services on the basis of the ontology proposed
in Bigre. We then propose to improve this ontology with semantically richer relations,
the part-whole relations.
Keywords : ontology, inference, description logic, part-whole relation, knowledge
representation.
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Introduction
Les biologistes utilisent les ordinateurs pour e´tudier des proble`mes qui leurs sont
spe´cifiques. Ces taˆches spe´cialise´es forment ce que nous appelons la bioinformatique,
que nous e´tudions dans le premier chapitre : comparer des se´quences, mode´liser les
proprie´te´s d’un syste`me biologique, visualiser des structures tridimensionnelles, proce´-
der a` des simulations, etc. Toutes ces actions sont exe´cute´es graˆce a` des programmes,
ce sont les services bioinformatiques. Ils sont nombreux et disponibles sur Internet, de
meˆme que les banques de donne´es qui regroupent un grand nombre d’informations.
Les services sont propose´s par diffe´rents fournisseurs et sont pre´sente´s sur les pages
Web de chacun. Il y a donc une forte he´te´roge´ne´ite´, tant au niveau de leur pre´senta-
tion qu’au niveau des services eux-meˆmes (chaque fournisseur peut proposer sa propre
classification des services). Pour cela et pour d’autres raisons, telles que la se´curite´
par exemple, les biologistes se limiteront dans les programmes utilise´s. Les avantages
procure´s par un syste`me fe´de´re´, qui est un cas particulier de syste`me distribue´ ou` les
diffe´rents agents collaborent, sont nombreux : se´curite´, espace de travail, pre´sentation
unique et cohe´rente, classification, etc. Nous allons nous inte´resser a` de tels syste`mes,
et en particulier a` Bigre, pre´sente´ dans le deuxie`me chapitre.
Il existe, parmi le large champ de la bioinformatique, diffe´rents profils d’utilisa-
teurs, allant du plus spe´cialise´ au novice. Le biologiste, qu’il soit un utilisateur normal
ou occasionnel, fait appel aux diffe´rents outils disponibles. Mais il va se limiter princi-
palement a` ceux qu’il connaˆıt, soit parce qu’il les a de´ja` utilise´s, soit parce qu’il en a
entendu parler lorsqu’il a pris le temps de se renseigner sur ceux-ci.
Chaque service pre´sente une description textuelle qui indique la ou les fonctionna-
lite´s qu’il remplit. Si l’utilisateur souhaite de´couvrir de nouveaux services, il va utiliser
un moteur de recherche dans lequel il indiquera un ou plusieurs mots-cle´. Le moteur
va donc lui renvoyer en re´ponse tous les services qui comprennent le mot-cle´ introduit
dans leur description textuelle : ce n’est pas une solution optimale.
Voila` pourquoi l’utilisation d’une ontologie sera un plus pour la pre´sentation des
services et des donne´es manipule´es par ces services. Une ontologie va permettre d’en
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indiquer de manie`re plus pointue les caracte´ristiques, elle va au dela` de la simple des-
cription textuelle. Nous pre´sentons les ontologies dans le chapitre 4. Mais avant cela,
le chapitre 3 introduira les bases du Web se´mantique et du langage d’ontologie OWL.
De plus, lorsque l’utilisateur a un nouveau besoin en termes de programmes bioin-
formatiques, cela lui demandera du temps et un certain niveau d’expertise pour trouver
ce qui lui convient, car aucun outil ne l’aide dans cette taˆche. De ce fait, s’il est un
utilisateur occasionnel, il ne souhaitera pas de´couvrir de nouveaux services, meˆme si
ces derniers seraient plus approprie´s par rapport a` l’analyse qu’il doit mener. Nous
nous inte´ressons a` la proble´matique de la recherche de services, et nous voyons com-
ment fournir une liste de services inte´ressante sur base de l’ontologie e´tudie´e, dans le
chapitre 5.
Dans les deux derniers chapitres, nous allons encore plus loin dans le de´tail qui
pourrait eˆtre apporte´ a` l’ontologie, par l’utilisation des relations part-whole que nous
allons e´tudier en profondeur. En effet, elles permettront d’enrichir la repre´sentation de
la connaissance, et d’affiner un peu plus le re´sultat a` des recherches de services.
Chapitre 1
La bioinformatique
Dans ce chapitre, nous allons commencer par de´finir la bioinformatique (section 1.1).
Afin de bien en comprendre l’utilite´ (section 1.3, [Gib01] et [CN03]), nous devrons ac-
que´rir des notions de biologie mole´culaire (section 1.2, [Eti95]). Nous nous limiterons
a` la biologie mole´culaire, bien que la bioinformatique s’inte´resse e´galement a` d’autres
branches telles que la biologie cellulaire, ou encore la biologie structurale. Nous de´fini-
rons ensuite les banques de donne´es et services bioinformatiques (sections 1.3.2, [Nod]).
Enfin, nous nous inte´resserons aux diffe´rents profils d’utilisateurs (section 1.4).
1.1 Qu’est-ce que la bioinformatique ?
Les biologistes utilisent les ordinateurs pour e´tudier des proble`mes qui leur sont
spe´cifiques. Ces taˆches spe´cialise´es forment, dans leur ensemble, le champ de la bioin-
formatique. Nous pouvons de´finir la bioinformatique comme e´tant la branche informa-
tique de la biologie mole´culaire.
Avant l’e`re bioinformatique, seules deux fac¸ons de proce´der a` des expe´riences bio-
logiques e´taient disponibles : in vivo (dans un organisme vivant) et in vitro (dans un
environnement artificiel). Par analogie, la bioinformatique est en fait la biologie in
silico.
1.2 Notions de biologie mole´culaire
1.2.1 Les prote´ines
Les prote´ines sont les constituants essentiels de toute cellule vivante. Leurs roˆles au
sein des organismes vivants sont multiples : catalyse enzymatique, stockage et trans-
port (fer, oxyge`ne, etc.), transmission des influx nerveux, anticorps, etc. De`s 1925,
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les chimistes avaient mis en e´vidence que les prote´ines e´taient constitue´es de longues
chaˆınes forme´es par assemblage d’e´le´ments plus simples : les acides amine´s. Mais ce
n’est qu’en 1951 qu’un biochimiste britannique, F. Sanger de´terminera pour la pre-
mie`re fois la se´quence comple`te d’acides amine´s d’une prote´ine : l’insuline1. Ce travail
lui vaudra d’ailleurs l’attribution du prix Nobel de chimie.
Les acides amine´s sont des mole´cules organiques complexes. Elles portent2 a` la
fois un groupement acide organique et un groupement amine3, basique4. Un atome de
carbone peut participer a` quatre liaisons dont deux sont de´finies par les groupements
acides et amines. Il reste donc deux liaisons disponibles. Parmi la multitude de possi-
bilite´s pour les deux groupements restants, la nature a effectue´ un tri se´ve`re, puisque
le troisie`me substituant est syste´matiquement un hydroge`ne, tandis que le quatrie`me
est choisi dans une liste de vingt groupements seulement. On ne rencontre donc que
20 acides amine´s dits « naturels », parmi lesquels on peut citer l’alanine, la glycine, la
tyrosine, la glutamine, etc. La figure 1.1 illustre la forme ge´ne´rale d’un acide amine´.
Fig. 1.1: Un acide amine´ : atome de carbone avec groupement
amine, groupement acide, hydroge`ne et radical R (20 groupe-
ments R possibles).
Source : http://ici.cegep-ste-foy.qc.ca/profs/gbourbonnais/pascal/
fya/chimcell/notesmolecules/imagesmolecules/acidesamine2.gif
1Hormone se´cre´te´e par le pancre´as lors des apports de sucre. Elle diminue le taux de sucre dans
le sang et permet son utilisation par les organes. L’insuline sert au traitement de certains types de
diabe`te.
2On dit d’une mole´cule qu’elle porte, c’est-a`-dire comporte, un certain nombre de groupements.
3Une amine est une mole´cule de´rive´e de l’ammoniac dont certains hydroge`nes ont e´te´ remplace´s
par un groupement carbone´
4Une base est une mole´cule chimique capable de ce´der une paire d’e´lectrons. Elle est ge´ne´ralement
de´finie par ses re´actions avec un autre type de compose´ chimique comple´mentaire, les acides.
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Des codes a` une ou trois lettres ont e´te´ e´tablis pour chacun de ces 20 acides amine´s,
ce sont les codes IUPAC5, du nom du comite´ qui les ont conc¸us. Ils permettent une
e´criture plus facile des chaˆınes prote´iques. La chaˆıne (ou se´quence) prote´ique est donc
une repre´sentation de la prote´ine re´elle.
Les acides amine´s peuvent s’associer les uns aux autres, le groupement acide d’un
acide amine´ peut re´agir avec le groupement amine d’un autre, avec e´limination d’une
mole´cule d’eau pour former une liaison covalente nomme´e liaison peptidique. La figure
1.2 repre´sente la formation de la chaˆıne prote´ique, appele´e aussi chaˆıne peptidique qui
est ainsi constitue´e d’un squelette forme´ d’atomes de carbone asyme´triques (porteurs
de quatre substituants diffe´rents) relie´s par des liaisons peptidiques. Ce squelette porte
des groupements correspondants a` la chaˆıne late´rale de l’acide amine´ d’origine sur
chacun des carbones asyme´triques.
=>
Fig. 1.2: Liaison peptidique par e´limination d’une mole´cule
d’eau.
Source : http://ici.cegep-ste-foy.qc.ca/profs/gbourbonnais/pascal/
fya/chimcell/notesmolecules/imagesmolecules/acidesamines.gif
Les prote´ines sont donc de grosses mole´cules constitue´es d’une ou plusieurs chaˆınes
peptidiques. La plupart des prote´ines sont forme´es de l’union de 100 a` 200 acides ami-
ne´s. La formule globale d’une prote´ine peut donc ressembler a` C1200H2400O600N300S100.
Un type donne´ de prote´ine contient toujours un nombre total pre´cis d’acides amine´s,
appele´s les re´sidus, dans des proportions identiques. La formule de la prote´ine d’insuline
se pre´sente donc comme [30 glycine + 44 alanine + 5 tyrosine + 14 glutamine + . . .]
Toutefois, l’identite´ re´elle d’une prote´ine n’est pas seulement de´rive´e de sa com-
position mais aussi de l’ordre pre´cis de ses acides amine´s constitutifs. Ainsi, c’est de
la se´quence des 110 re´sidus de l’insuline humaine que de´coulent toutes ses proprie´te´s
biologiques. La se´quence (ou l’ordre) des acides amine´s de la prote´ine de´finit ce qu’on
appelle sa structure primaire.
Les proprie´te´s de la prote´ine, par exemple sa capacite´ a` dige´rer le sucre ou a` devenir
une partie d’une fibre musculaire, ne re´sultent pas directement de sa structure primaire,
mais plutoˆt de la forme tridimensionnelle que le ruban d’acides amine´s adopte dans
5International Union of Pure and Applied Chemistry ou Union Internationale de Chimie Pure et
Applique´e
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son environnement. Cette forme est dicte´e par le type des acides amine´s de la se´quence
et des interactions entre les groupements dont ils sont porteurs : leur caracte`re hydro-
phile (qui aime l’eau) ou hydrophobe, ou encore leur e´ventuelle charge e´lectrique va
amener les groupements a` s’associer, a` se rassembler en certaines re´gions, provoquant
ainsi le repliement de la chaˆıne. Une prote´ine fonctionnelle peut eˆtre constitue´e de plu-
sieurs chaˆınes peptidiques. La figure 1.3 montre les quatre grands types d’interactions
intervenant dans le repliement de la chaˆıne.
Fig. 1.3: Quatre grands types d’interactions interviennent dans
le repliement de la chaˆıne.
Source : http://ici.cegep-ste-foy.qc.ca/profs/gbourbonnais/pascal/
fya/chimcell/notesmolecules/imagesmolecules/protrepli.gif
Ces interactions font apparaˆıtre sur divers segments de la chaˆıne peptidique une
structure re´gulie`re appele´e structure secondaire. On reconnaˆıt deux grands types
de structure secondaire :
– l’he´lice alpha : dans la structure dite en he´lice alpha, la chaˆıne d’acides amine´s
prend la forme d’un tire-bouchon. Les diffe´rentes spires sont stabilise´es par des
liaisons hydroge`ne ;
– le feuillet beˆta : dans un feuillet beˆta, il se forme des liaisons hydroge`ne entre
certains segments de la chaˆıne dispose´s paralle`lement les uns par rapport aux
autres. L’ensemble forme comme une membrane plisse´e ;
Une prote´ine est donc faite d’he´lices alpha et de feuillets beˆta relie´s par des segments
qui n’ont pas de structure secondaire de´finie. La forme finale de la chaˆıne d’acides
amine´s, c’est a` dire la structure tridimensionnelle finale qu’adopte la chaˆıne d’acides
amine´s, constitue la structure tertiaire de la prote´ine. La figure 1.4 repre´sente une
prote´ine dans sa forme finale, forme´e d’he´lices alpha et de feuillets beˆta relie´s par des
segments sans structure de´finie.
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Fig. 1.4: Prote´ine dans sa forme finale, compose´e d’he´lices alpha
et de feuillets beˆta
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1.2.2 L’ADN
L’ADN (acide de´soxyribonucle´ique) est le support de l’he´re´dite´, car il a la faculte´
de se dupliquer et d’eˆtre transmis aux descendants lors des processus de reproduction
des organismes vivants. Il est a` la base de processus biologiques importants aboutissant
a` la production des prote´ines.
Comple´mentarite´
L’ADN est une macromole´cule forme´e par deux chaˆınes comple´mentaires qui s’em-
boˆıtent tout en s’enroulant l’une autour de l’autre pour former une double he´lice.
Chaque chaˆıne est constitue´e d’un squelette forme´ de phosphodiesters et de sucres
(le de´soxyribose) en alternance (P et D sur la figure 1.5). Chaque sucre D porte un
groupe chimique appele´ base azote´e, ce sont l’ade´nine A, la thymine T, la guanine G
et la cytosine C, comme illustre´ a` la figure 1.5. La comple´mentarite´ des deux chaˆınes
vient du fait que A-T et G-C peuvent s’apparier entre elles (former des paires), on
parle alors de paires de bases. L’information ge´ne´tique est code´e par la succession des
bases azote´es A, T, G et C.
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Fig. 1.5: Structure de l’ADN
Graˆce a` la comple´mentarite´ des chaˆınes, chaque brin de l’he´lice d’ADN va, en se
se´parant de l’autre, servir de gabarit a` la machinerie biologique qui va recre´er (synthe´ti-
ser) le brin comple´mentaire. En partant d’une he´lice compose´ de deux brins d’ADN, on
obtient deux he´lices identiques, forme´es chacune d’un brin d’origine et d’un brin nouvel-
lement synthe´tise´, c’est la re´plication de l’ADN, illustre´e a` la figure 1.6. C’est l’ADN
polymerase qui va ouvrir l’he´lice d’ADN (de´solidariser les deux brins), une fourche de
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re´plication se forme pour donner deux brins distincts qui vont, par le biais de la com-
ple´mentarite´, e´difier deux nouvelles mole´cules d’ADN. Chaque mole´cule d’ADN fille
he´rite d’un brin de l’ADN me`re, la re´plication est dite semi-conservatrice.
La synthe`se des prote´ines
Les fragments d’ADN qui contiennent l’information ne´cessaire a` la production des
prote´ines sont appele´s des ge`nes. Ils sont forme´s d’une re´gion codant pour la prote´ine
et d’une re´gion re´gulatrice qui controˆle l’expression de la partie codante du ge`ne.
Le processus de production s’appelle la synthe`se des prote´ines et se de´roule en trois
e´tapes : la transcription de l’ADN en ARN simple brin, la maturation de cet ARN
en ARN messager et enfin, la traduction de l’ARN messager en prote´ine. Ces e´tapes
sont repre´sente´es a` la figure 1.7.
L’ARN (acide rybonucle´ique) est une copie de l’ADN, a` quelques diffe´rences pre`s :
– Le sucre de´soxyribose est remplace´ par un ribose.
– La base thymine T est remplace´e par un uracile U car il est moins couˆteux a`
produire pour les organismes vivants, et comme beaucoup d’ARN est produit
par la cellule mais n’est pas conserve´, c’est le couˆt e´nerge´tique qui prime sur la
stabilite´ de l’information (l’ADN).
– Il n’est ge´ne´ralement qu’un simple brin, alors que l’ADN a une structure en
double he´lice.
– Il est court : de 50 a` 5000 nucle´otides (des millions pour l’ADN).
Lors de la transcription d’un ge`ne, l’ADN va se de´rouler pour se se´parer en deux
brins, afin de cre´er un brin comple´mentaire d’ARN. Ensuite, l’ADN se re´assemble et
l’ARN est libe´re´ de la chaˆıne d’ADN.
Lors de la maturation de l’ARN, celui-ci subit des transformations dans le noyau
avant de devenir l’ARN messager qui va eˆtre exporte´ pour la traduction. Une ope´ration
importante de la maturation est l’e´pissage de l’ARN : il est compose´ d’exons, ce sont les
parties codantes qui seront traduites en prote´ine, et d’introns qui ne codent pas pour
une prote´ine et sont et sont excise´s (enleve´s) lors de l’e´pissage. Les exons sont ligature´s
entre eux pour former l’ARN messager mature qui code pour la prote´ine comple`te.
Ceci permet un phe´nome`ne tre`s inte´ressant qui est l’e´pissage alternatif : selon les pro-
te´ines re´alisant l’e´pissage, on peut avoir diffe´rents e´pissages de l’ARN en choisissant
parmi plusieurs exons et obtenir une prote´ine dont une re´gion peut eˆtre de plusieurs
sortes diffe´rentes. Un ge`ne permet ainsi de coder pour un plus grand nombre de pro-
te´ines diffe´rentes6.
La traduction de l’ARN messager en prote´ine se fait dans le cytoplasme. L’ARN se
fixe a` un ribosome qui va assembler une se´quence d’acides amine´s selon les instructions
du code ge´ne´tique.
6Source : http://www.bio.espci.fr/scolarite/c_BIO/mol/mol3.htm
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Fig. 1.6: La re´plication
Source : http://fr.wikipedia.org/wiki/Image:Dna-split.png
Fig. 1.7: Transcription et Traduction
Source : http://fr.wikipedia.org/wiki/Image:Prot%C3%A9ines.png
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1.3 Utilite´ de la bioinformatique
L’information he´re´ditaire et fonctionnelle d’un organisme est contenue dans ses
macro-mole´cules d’ADN, d’ARN et de prote´ines. Elles sont construites a` partir d’un
alphabet bien connu (A-T-C-G pour l’ADN, A-U-C-G pour l’ARN et les 20 acides
amine´s pour les prote´ines), elles peuvent donc eˆtre repre´sente´es par des se´quences de
symboles. Il est possible de comparer ces se´quences afin de trouver des similarite´s
qui sugge`rent que les mole´cules sont apparente´es, de par leur forme ou leur fonction.
La comparaison est l’un des outils informatiques les plus utiles pour les biologistes
mole´culaires. Par exemple, le Blast est un algorithme qui compare une se´quence a` la
totalite´ des se´quences d’une banque de donne´es publique (les bases de donne´es sont
pre´sente´es a` la section suivante), la consultation de celle-ci e´tant rendue possible graˆce
a` l’Internet (voir chapitre suivant).
La bioinformatique va au-dela` de la cre´ation et la maintenance de bases de donne´es,
les bioinformaticiens s’inspirent de diffe´rents domaines (les statistiques, la physique,
l’informatique et l’inge´nierie) afin de permettre le traitement des donne´es biologiques
a` tous les niveaux : que ce soient les donne´es issues de l’analyse d’une se´quence ou de
la structure d’une prote´ine ; la mode´lisation des me´tabolismes et l’analyse quantitative
des populations et de l’e´cologie ; ou encore l’abstraction des proprie´te´s d’un syste`me
biologique en un mode`le mathe´matique ou physique par exemple.
L’ordinateur permet e´galement l’utilisation d’outils de visualisation 3D des pro-
te´ines. En effet, la fonction de la prote´ine au sein d’un organisme est la conse´quence
directe de sa structure tridimensionnelle. Le lien logique entre structure et fonction est
un concept central de la biologie mole´culaire et il est e´videmment bien plus aise´ de ma-
nipuler des mode`les de structure sur un e´cran d’ordinateur que de proce´der aux tests
« a` la main » (imaginez devoir jouer avec des images de prote´ines, telles un puzzle).
Une proportion croissante de la bioinformatique est donc de´die´e au de´veloppement
d’outils de navigation entre se´quences d’acides amine´s et structures 3D.
En re´sume´, nous pouvons citer quelques domaines dans lesquels l’informatique joue
un roˆle de premier plan :
– utilisation des bases de donne´es publiques ;
– recherche et alignement de se´quences ;
– pre´diction de ge`nes ;
– analyse de se´quences prote´iques ;
– pre´diction de structures prote´iques ;
– analyse des proprie´te´s structurales d’une prote´ine ;
– simulation biochimique ;
– etc.
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1.3.1 Les services
Dans les domaines cite´s, on fait appel aux outils informatiques, que nous appelons
services bioinformatiques, ou encore les applications. L’algorithme Blast, pre´sente´ plus
haut, est un exemple de service.
EMBOSS (European Molecular Biology Open Software Suite) est une suite comple`te
de services bioinformatiques pour l’analyse de se´quences(plus de 150 outils dans sa
version de base). Son de´veloppement est mene´ par Peter Rice et Alan Bleasby. Les
outils de cette suite ont e´te´ classe´s par cate´gories. Par exemple, parmi tous les services
d’alignement, certains sont de´die´s a` l’alignement multiple, a` l’alignement global ou
local, etc. Il faut e´galement des outils d’e´dition, d’affichage, d’information, de cre´ation
et d’indexation de bases de donne´es, etc.
1.3.2 Les banques de donne´es
Fig. 1.8: Croissance exponentielle des bases de donne´es nu-
cle´iques et line´aire des bases de donne´es prote´iques. Source : [Nod]
Il existe diffe´rentes banques (ou bases) de donne´es, chacune stocke un certain type
d’informations. Il y a les bases de donne´es nucle´iques, prote´iques, ou composites.
– Les trois grandes bases de donne´es nucle´iques sont EMBL (European Bioinfor-
matics Institute - UK, Europe), GENBANK (USA) et DDJB (National Institute
of Genetics, Japon).
– Les bases de donne´es prote´iques sont UNIPROT/SWISSPROT, UNI-
PROT/TREMBL, GENPEPT (USA).
– RefSeq (The Reference Sequence) est une base de donne´es composite qui vise a`
fournir un ensemble de se´quences compre´hensible et non redondant de se´quences
d’ADN et d’ARN et de se´quences prote´iques.
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La croissance des banques de donne´es de se´quences nucle´iques a e´te´ exponentielle
ces dernie`res anne´es, comme illustre´ a` la figure 1.8. Cela est du, entre autre, aux diffe´-
rents projets de se´quenc¸age de ge´nomes complets. La croissance des bases de donne´es
prote´iques a quant a` elle e´te´ line´aire.
Vu la richesse d’information contenue dans ces diffe´rentes banques de donne´es, la
premie`re ne´cessite´ pour le biologiste est d’apprendre a` utiliser des outils de recherche
d’informations disponibles sur Internet, et notamment ceux de´die´s a` la recherche bi-
bliographique. En effet, il existe des bases de donne´es qui permettent la recherche dans
des dizaines de journaux scientifiques.
1.4 Profil des utilisateurs
Fig. 1.9: Classification des utilisateurs
MyGrid [Ric] est une solution middleware qui exploite la technologie Grid7. L’e´quipe
de MyGrid a e´tudie´ le profil de ses utilisateurs directs et indirects, et en propose une
classification (figure 1.9). Cette e´tude a e´te´ mene´e car le de´veloppement de solutions
telles que MyGrid ou Bigre (voir chapitre suivant) ne´cessite de collecter les exigences
7Il s’agit d’une infrastructure qui permet la collaboration de ressources. L’informatique distribue´e
est pre´sente´e au chapitre suivant.
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par rapport a` la fac¸on dont les bioinformaticiens travaillent, afin de connaˆıtre la manie`re
dont les diffe´rents services seront utilise´s.
Comme illustre´ a` la figure 1.9, le public d’utilisateurs est large. Les diffe´rents
groupes d’utilisateurs comprennent les administrateurs syste`me, qui peuvent instal-
ler et lancer un serveur d’applications ; les diffe´rents types de biologistes, qui peuvent
utiliser des outils qui tournent sur un serveur ; et les concepteurs d’outils de diffe´rents
types, qui peuvent utiliser des outils de´ja` existants dans leurs taˆches de programmation.
1.5 Conclusion
La bioinformatique ge´ne`re des outils mais cela n’est pas une fin en soi, l’objectif
essentiel reste d’aider a` de´couvrir comment le vivant fonctionne. L’acce`s aux diffe´rents
services, ainsi qu’aux banques de donne´es, se fait graˆce a` Internet. Nous abordons ce
sujet dans le chapitre suivant.
Dans ce chapitre, nous avons e´tudie´ les notions de biologie mole´culaire et nous
avons compris ce qu’est la bioinformatique. Nous avons mis en e´vidence quelle en est
l’utilite´ et nous avons vu qu’il existe de nombreux services ainsi que de tre`s grandes
banques de donne´es.
De plus, nous avons appris qu’il existe diffe´rents profils d’utilisateurs de la bioinfor-
matique. Parmi eux se trouvent les utilisateurs habituels et occasionnels. Ces derniers
ne savent pas toujours quel service conviendra le mieux a` ce dont ils ont besoin par
rapport a` l’analyse qu’il est en train de mener. Nous souhaitons aider l’utilisateur dans
sa recherche, sur base d’un catalogue de services disponibles.
Chapitre 2
Les nouveaux besoins en
bioinformatique
Ce chapitre pre´sente la manie`re dont sont utilise´s les outils bioinformatiques, en
termes d’informatique distribue´e, et l’inte´reˆt qu’un syste`me distribue´ pre´senterait pour
re´pondre a` certains manques. Nous e´tudierons le projet Bigre, qui s’inscrit dans cette
voie.
2.1 La situation actuelle
L’utilisation d’outils bioinformatique se fait tre`s peu en local, a` savoir sur un seul
ordinateur. L’utilisateur acce`de a` des outils de calcul principalement via Internet. Il
pre´fe´rera les sites des laboratoires tre`s connus. Ceux-ci sont fortement sollicite´s, les
requeˆtes s’en trouvent doncoui ralenties. Il existe toutefois des sites miroirs qui sont
pre´sents pour de´sengorger le trafic et ame´liorer ainsi la disponibilite´ des outils, mais
l’utilisateur ne les connaˆıt pas ou bien il n’en retient pas l’adresse.
La manie`re de proce´der de l’utilisateur est la suivante : il fait appel aux services
conse´cutifs dont il a besoin (sur un meˆme ou plusieurs sites) et il proce`de a` des copier-
coller ou a` des transformations manuelles des donne´es (le format peut varier selon le
fournisseur). Paralle`lement, il ge`re ses donne´es, dans un e´diteur de texte par exemple.
Dans cette optique, Bigre proposera un environnement de travail ade´quat, en inte´grant
tous les outils bioinformatiques accessibles au moyen d’une meˆme et unique interface
graphique.
Un grand proble`me se pose e´galement au niveau de la se´curite´, avec pour conse´-
quence que le bioinformaticien pre´fe´rera travailler dans un intranet se´curise´, plutoˆt que
d’aller de´couvrir et utiliser de nouveaux services qui pourraient mieux lui convenir.
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La figure 2.1 pre´sente l’architecture actuelle du mode d’utilisation de la bioinfor-
matique.
Fig. 2.1: Architecture actuelle
Source : [DDS03]
2.2 Les syste`mes distribue´s
Actuellement, les bases de donne´es et les services bioinformatiques sont principa-
lement appele´s via Internet. Chaque fournisseur propose un acce`s a` ses outils via ses
pages Web. Nous venons de voir quelle la situation actuelle concernant l’utilisation des
services. Par rapport aux proble`mes pre´sente´s (se´curite´, he´te´roge´ne´ite´, disponibilite´,
environnement de travail), un syste`me fe´de´re´ procurera certains avantages, que nous
allons e´tudier.
« Un syste`me distribue´ est une collection d’hoˆtes autonomes qui sont
connecte´s par l’interme´diaire d’un re´seau. Chaque hoˆte he´berge et exe´cute
un ou plusieurs composants tout en supportant un middleware, qui permet
aux composants du syste`me de coordonner leurs activite´s d’une telle fac¸on
que les utilisateurs perc¸oivent le syste`me comme une capacite´ de traitement
unique et inte´gre´e. On oppose ge´ne´ralement syste`me distribue´ a` syste`me
centralise´. » [Eng04]
Le projet Bigre propose une solution distribue´e de´veloppe´e dans le cadre du me´tier
mais il est toutefois ge´ne´rique dans sa conception et donc adaptable par la suite a`
d’autres domaines, par changement d’ontologie (la partie spe´cifique est l’ontologie de
donne´es, nous e´tudions les ontologies dans le chapitre 4).
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Un syste`me distribue´ permet de re´pondre a` de nouvelles exigences [Eng04] :
– E´volution quantitative : Monte´e en charge du syste`me, par exemple en multipliant
ou re´pliquant les hoˆtes et les composants.
– E´volution qualitative : E´volution du syste`me suite au changement du langage
de programmation (hier en Cobol, aujourd’hui en Java, et demain en ? ?) ou au
changement de la conception de l’architecture (de´placement des composants)
– He´te´roge´ne´ite´ : Les ressources peuvent eˆtre pre´-existantes dans le syste`me (le-
gacy), nouvellement et entie`rement de´veloppe´es (from-scratch) ou achete´es (pro-
venant de tiers).
– Partage et acce`s aux ressources (hardware, software et donne´es) : Permet l’acce`s
simultane´ et concurrent aux ressources (les composants). Qui dit partage dit
se´curite´ et confidentialite´.
– Tole´rance aux pannes : On active un nouvel hoˆte lorsqu’un composant est en
panne, on re´plique les donne´es pour se prote´ger des pannes de re´seau, de bases
de donne´e ou d’ordinateur.
2.3 Le projet Bigre
Bigre (Bioinformatic Grid Ressources and Environment) est un exemple d’appli-
cation distribue´e en bioinformatique. Il s’agit d’un projet qui a de´bute´ le 1er octobre
2003. Il est co-de´veloppe´ par l’Institut d’informatique des Faculte´s Universitaires Notre
Dame de la Paix a` Namur (FUNDP), par l’Unite´ de Recherche de Bioinformatique de
l’Institut de Biologie et de Me´decine Mole´culaires, ULB Wallonie a` Gosselies (IBMM)
et par l’Institut de Recherches Interdisciplinaires et de De´veloppements en Intelligence
Artificielle de l’Universite´ Libre de Bruxelles (IRIDIA).
Son architecture, au premier octobre 2004 [EBD+04], est le fruit de deux me´moires,
celui de Laurent Debaisieux et Fernando De Souza [DDS03] et celui de Pierre Buyle
et Quentin Dallons [BD03], en 2003. Le premier a e´tudie´ le partage de ressources
bioinformatiques he´te´roge`nes, et le second l’a enrichi et y a apporte´ la partie conception
et imple´mentation d’une fe´de´ration de me´diateurs. D’autres me´moires s’inscrivent dans
le cadre du projet Bigre : [Den04], [San04].
2.3.1 Architecture ge´ne´rale
Trois sous syste`mes
L’architecture ge´ne´rale de Bigre se pre´sente sous forme de trois sous-syste`mes et
est repre´sente´e a` la figure 2.2 1.
1Note : les diffe´rentes figures pre´sente´es dans ce chapitre sont reprises du rapport [EBD+04].
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– Les services sont propose´s par les fournisseurs. Ils peuvent eˆtre natifs, c’est-a`-
dire de´veloppe´s pour eˆtre directement inte´gre´s a` Bigre, ou bien interface´s graˆce a`
des « wrappers »2, qui sont les composants fac¸ade inte´grant des bases de donne´es
ou des outils existants.
– Les me´diateurs se situent entre l’utilisateur et le fournisseur. Ils assurent diffe´-
rents roˆles : la de´couverte dynamique de services, la se´curisation des communi-
cations par une infrastructure a` clefs publiques, la comptabilite´ des utilisations
(pour les services payants) et enfin le suivi de la qualite´ de service, le tout avec
une inte´gration se´mantique des services sur base d’une ontologie commune.
– Le client est l’application utilisateur qui va se connecter a` un me´diateur et
assurer toute l’interaction avec les services, d’une manie`re homoge`ne et cohe´rente.
L’interface graphique propose´e est inde´pendante des services et adapte´e au profil
de l’utilisateur (la personne de´butante ou au contraire l’expert qui requiert un
grand nombre d’options supple´mentaires), cela re´sout le proble`me des interfaces
changeantes selon les pages Web acce´de´es.
Fig. 2.2: Architecture ge´ne´rale de Bigre
Les me´diateurs s’organisent en une fe´de´ration, ils forment donc un syste`me distri-
bue´, avec les avantages qui en de´coulent. La gestion de ce syste`me est non centralise´e
mais plutoˆt autoge´re´e : les me´diateurs assurent eux-meˆme l’ouverture du syste`me et la
gestion de la fe´de´ration. C’est une organisation type Peer-to-Peer3 ou` chaque me´dia-
2Signifie « emballage »
3Les e´le´ments d’un re´seau informatique P2P sont a` la fois clients et serveurs, contrairement aux
syste`mes client-serveur classiques ou` les machines clientes faisant partie du re´seau contactent un
serveur, une machine ge´ne´ralement tre`s puissante en terme de capacite´s d’entre´e-sortie, qui leur fournit
des services. Ces services sont des programmes fournissant des donne´es.
2.3. Le projet Bigre 19
teur connaˆıt un nombre restreint de voisins. Tout ceci est transparent aux clients et
aux services, ils ne communiquent qu’avec un me´diateur, par exemple le me´diateur de
leur universite´ ou de leur entreprise.
Dynamique
La figure 2.3 permet de mieux comprendre les interactions entre les trois sous-
syste`mes. Les me´diateurs sont repre´sente´s comme un ensemble « fe´de´ration ». Le client
c1 commence par rechercher des services et obtient la re´ponse s1, s2, . . . ; il choisit
d’utiliser s1, et en demande, s’il ne la posse`de pas de´ja`, la cle´ publique, ce afin de
proce´der de manie`re se´curise´e. Il peut alors appeler s1, qui se procure la cle´ de c1,
en ve´rifie les droits, et proce`de au traitement. Chacun fournit ensuite un rapport a` la
fe´de´ration.
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Fig. 2.3: Diagramme de se´quencement ge´ne´ral pour l’appel a` un
service
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2.3.2 Architecture des me´diateurs
Les me´diateurs remplissent plusieurs fonctions.
– Le re´pertoire de services est un annuaire des services pre´sents dans la fe´de´ra-
tion. Il permet d’un part de ge´rer l’information contenue dans l’annuaire : ajout
ou modification de donne´es sur les services ; et d’autre part de consulter ces in-
formations et rechercher des services. C’est cet aspect « recherche » que nous
e´tudierons.
– Le re´pertoire d’ontologies assure le maintien et la propagation d’ontologies
dans la fe´de´ration, ainsi que l’acce`s aux ontologies connues et accepte´es par le
me´diateur. C’est dans ces ontologies que s’effectueront les recherches de services.
Nous allons donc e´tudier ces ontologies attentivement.
– Le gestionnaire de se´curite´ permet de garantir des communications se´curise´es
et se charge des droits d’acce`s aux services. Le me´diateur assure donc un roˆle
d’autorite´ de certification.
– Le gestionnaire de comptabilite´ s’occupera de la facturation de l’utilisation
des services payants. C’est le sous-syste`me coˆte´ fournisseur qui fournira les infor-
mations d’utilisation de ces services.
– L’e´valuateur de la qualite´ de service (QoS) maintient a` jour l’information
de qualite´ attendue pour un service, au moyen de rapports faits par l’applica-
tion cliente. Il calcule un score base´ sur plusieurs crite`res (le prix, la vitesse de
traitement, la disponibilite´, etc.) pour chaque service.
– Le messager de fe´de´ration propose aux composants d’un me´diateur des
moyens pour communiquer avec la fe´de´ration quand il en a besoin.
Dynamique
La figure 2.4 permet de mieux comprendre les interactions entre les trois sous-
syste`mes, avec mise en e´vidence du roˆle de chaque composant du me´diateur. Le sce´nario
est le meˆme que pour la figure pre´ce´dente.
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Fig. 2.4: Diagramme de se´quencement ge´ne´ral pour l’appel a` un
service - Mise en e´vidence des composants du me´diateur
2.5. La recherche de services 23
2.4 La recherche de services
Dans le chapitre pre´ce´dent, nous avons vu que les services bioinformatiques sont
nombreux. Entre autres, la suite EMBOSS qui regroupe plus de 150 outils dans sa
version de base. Ces outils ont e´te´ classifie´s selon leurs fonctions, chacun posse`de un
nom et une courte description textuelle. Par exemple, le service genemark (qui est classe´
dans la cate´gorie nucle´ic, sous-cate´gorie gene finding) est de´crit comme « finds potential
genes using a species specific HMM ». Il est donc possible de faire une recherche soit
sur le nom du service, soit a` l’aide de mots-cle´ dans le texte de description. Ces mots-
cle´ peuvent e´galement eˆtre combine´s sous la forme et/ou utilise´e dans les moteurs de
recherche.
Si l’on entre le mot-cle´ translation, la recherche fournit 86 re´sultats car translation
est compris dans la pre´sentation textuelle de 86 services bioinformatiques de la suite
EMBOSS. Ce n’est donc pas une recherche suffisamment pertinente. L’inte´reˆt serait
d’enrichir la recherche de services, de manie`re a` tenir compte de nombreux parame`tres
tels les proprie´te´s (qu’un service soit payant ou non, disponible 24h sur 24, etc.), les
donne´es prises en entre´e ou produites en sortie du service, les services qui en spe´cialisent
d’autres, etc.
L’architecture de Bigre prend en compte cette recherche de services. Dans la figure
2.4, le client c1 commence par rechercher des services aupre`s du Service Directory (le
re´pertoire de services), qui lui renvoie la liste s1, s2, . . .
Nous souhaitons aider l’utilisateur a` la de´couverte de nouveaux outils bioinfor-
matiques. Cette recherche de services pourra se faire graˆce a` l’annuaire dans lequel
le fournisseur a inscrit ses services, pour lesquels il fournit une description comple`te
qui reprend toute information ne´cessaire a` sa de´couverte et a` son utilisation par les
utilisateurs d’outils bioinformatiques.
Afin que ces informations soient e´changeables et surtout traitables par les diffe´rents
composants logiciels du syste`me distribue´, il faudra que sa se´mantique soit de´finie de
manie`re non ambigue¨. Nous allons e´tudier, en particulier dans le chapitre suivant, les
langages pre´vus a` cet effet (RDF, RDFS et OWL).
2.5 Conclusion
Dans ce chapitre, nous apprenons quelle est l’architecture actuelle en bioinforma-
tique et quels avantages seraient procure´s par un syste`me distribue´. Nous e´tudions
une solution distribue´e : Bigre. A` partir de la`, nous comprenons que la de´couverte de
nouveaux services bioinformatiques est importante, c’est a` ce niveau que notre e´tude
se situe.
Chapitre 3
Le Web se´mantique
OWL est le langage d’ontologie utilise´ dans Bigre, nous allons donc aborder la
question du Web se´mantique pour en comprendre les fondements. Nous de´finirons le
Web se´mantique et en e´tudierons les trois langages de base : RDF, RDFS et OWL
(chapitres 3 et 4 de [SS04]).
3.1 Pre´sentation
Le Web se´mantique est une extension du Web1 permettant de publier, de consulter
et, tout particulie`rement, d’automatiser le traitement de connaissances pre´cise´ment
formalise´es. Ce projet vise a` introduire dans la toile certaines indications de sens afin
de faciliter la recherche de documents et leur traitement automatise´.
3.1.1 Principe ge´ne´ral
Le Web se´mantique est entie`rement fonde´ sur le Web « classique » et s’appuie
sur sa fonction de base : un moyen de publier et consulter des documents. Seulement,
les documents traite´s contiennent non pas des textes en langage naturel (franc¸ais,
anglais, etc.) mais des informations formalise´es pour eˆtre traite´es automatiquement.
Ces documents sont ge´ne´re´s, traite´s et e´change´s par des logiciels.
Il rend possible la compre´hension de l’information aux ordinateurs. Le partage des
connaissances se fait dans des langages essentiellement humains, le Web se´mantique
permet aux individus de s’exprimer dans des termes que les ordinateurs pourront e´ga-
lement interpre´ter et e´changer, et ce afin de re´soudre des proble`mes qui nous semblent
fastidieux.
1Pour rappel, le Web (World Wide Web ou W3) est la me´thode d’exploration d’Internet (Inter-
connected Networks ou Re´seaux Interconnecte´s), par usage de l’hypertexte.
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3.1.2 Principes techniques
Le Web se´mantique est fonde´ sur les protocoles et langages standards du Web : le
protocole HTTP et les URI (Uniform Ressource Identifier ou Identificateur Uniforme
de Ressource). A` ces standards s’ajoutent ceux qui sont propres au Web se´mantique :
– RDF : mode`le conceptuel permettant de de´crire toute donne´e ;
– RDF Schema : langage permettant de cre´er des vocabulaires, ensembles de termes
utilise´s pour de´crire des choses ;
– OWL : langage permettant de cre´er des vocabulaires complexes a` des fins de
traitements logiques pousse´s (infe´rences).
Ces trois standards sont ouverts et issus du W3C2. Ils forment l’ossature du Web
se´mantique.
3.2 RDF
RDF (Resource Description Framework ou Cadre/Structure pour la Description de
Ressources) est assez simple a` comprendre, il s’agit d’une collection de constructions
{sujet, pre´dicat, objet} appele´es les de´clarations. Ces triplets peuvent se voir comme
e´tant un arc pre´dicat oriente´ du noeud source sujet au noeud destination objet. Par
exemple, le sujet peut eˆtre un document a` commenter, le pre´dicat une proprie´te´ de ce
document (comme son titre) et l’objet sera la valeur de cette proprie´te´.
RDF est donc un mode`le de graphe qui de´crit les donne´es et permet un certain
traitement automatique de celles-ci. Il a besoin d’eˆtre « se´rialise´ » (c’est-a`-dire qu’il
faut donner a` RDF une syntaxe). Pour ce faire, le format le plus utilise´ est RDF/XML3
(fort prise´, car pre´sente´ sous une forme XML qui est un langage bien connu par la
majorite´), il en existe d’autres, notamment N34.
Comme le Web se´mantique est, par de´finition, distribue´, RDF se doit de permettre
la collecte de informations a` partir de sources distribue´es. Cela se fait au moyen des
URI qui permettent d’identifier les objets dans des syste`mes de´centralise´s. De cette
manie`re, les trois e´le´ments d’une de´claration sont identifie´s et peuvent eˆtre re´utilise´s
dans un meˆme ou dans plusieurs mode`les.
Un litte´ral est un objet qui n’est pas une URI mais bien un contenu re´el, une valeur.
Il peut e´galement eˆtre type´, le type e´tant donne´ entre crochets derrie`re sa valeur.
La re´ification est le fait qu’un triplet puisse eˆtre un noeud origine d’un autre triplet,
a` savoir une construction du type
2World Wide Web Consortium - www.w3.org : c’est un groupement fonde´ en 1994 qui cre´e des
standards pour le Web, notamment le XML au niveau de l’architecture, le HTML pour l’interaction,
le Web se´mantique, etc.
3http://www.w3.org/TR/rdf-syntax-grammar/
4http://www.w3.org/DesignIssues/Notation3.html
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[sujet — pre´dicat → objet] — pre´dicat → objet
Par exemple,
[cette section — traite de → RDF] — introduit → OWL
3.2.1 Un exemple RDF
Fig. 3.1: Une illustration du RDF
Source : http://www.w3.org/TR/rdf-primer/
Un exemple est propose´ en figure 3.1. La personne Eric Miller
– est identifie´e par l’URI http://www.w3.org/People/EM/contact#me
– est de type (http://www.w3.org/1999/02/22-rdf-syntax-ns#type)
Personne (http://www.w3.org/2000/10/swap/pim/contact#Person)
– a un nom complet
(http://www.w3.org/2000/10/swap/pim/contact#fullName) Eric Miller
– a une adresse e´lectronique
(http://www.w3.org/2000/10/swap/pim/contact#mailbox) em@w3.org
– et a un titre
(http://www.w3.org/2000/10/swap/pim/contact#personalTitle) Dr.
Les valeurs Eric Miller et Dr. sont encadre´es d’un rectangle, car contrairement aux
autres e´le´ments de ce graphe RDF, ce ne sont pas des URI, mais bien des lite´raux.
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3.2.2 Une note sur le XML
Avant de pre´senter le format d’e´change RDF/XML, nous devons comprendre le
langage XML.
Le XML (eXtensible Markup Language ou Langage d’Annotation eXtensible) est
la norme d’e´change de documents informatise´s qui inte`gre l’ide´e de me´tadonne´e 5 et
permet de de´finir les balises que l’on veut en fonction de ses besoins. L’ide´e est de
produire des documents vraiment structure´s, graˆce a` un langage qu’on peut de´finir en
fonction des circonstances, mais selon une syntaxe tre`s stricte.
En XML, les informations doivent eˆtre
– soit encadre´es par des balises ouvrantes <ELEMENT> et fermantes </ELEMENT>.
Les e´le´ments doivent s’imbriquer proprement les uns dans les autres, aucun
chevauchement n’est autorise´. Les e´le´ments vides sont permis, selon le format
<ELEMENTVIDE/>.
– soit incluses a` l’inte´rieur meˆme des balises, on parle alors d’attributs :
<ELEMENT ATTRIBUT="VALEUR">.
– soit de´finies sous forme d’entite´s. Les entite´s sont des abre´viations. Par exemple, si
Extensible Markup Language est de´clare´ comme une entite´ associe´e a` la notation
xml, alors cette chaˆıne de caracte`res pourra eˆtre abre´ge´e en &xml ; dans tout
le fichier XML. Une entite´ peut aussi repre´senter un fichier XML externe tout
entier. Ainsi un meˆme fichier XML pourra eˆtre utilise´ par plusieurs pages XML
diffe´rentes
Les namespaces (espaces de nommage) sont un me´canisme destine´ a` lever les ambi-
gu¨ıte´s e´ventuelles des intitule´s de balise. Par exemple titre peut aussi bien de´signer le
titre d’un ouvrage que celui d’une personne. Pour lever ces ambigu¨ıte´s, le me´canisme
des namespaces consiste a` utiliser des pre´fixes, par ex. perso:titre et biblio:titre.
Ces pre´fixes doivent eˆtre de´clare´s comme associe´s a` une URL qui peut eˆtre fictive, mais
qui le plus souvent fera re´fe´rence a` l’organisme garant du vocabulaire en question. Nous
retrouvons cette notion d’espaces de nommage dans les syntaxes base´es sur le XML, a`
savoir XML/RDF, RDFS et OWL.
3.2.3 Le format RDF/XML
RDF/XML est une manie`re d’encoder un mode`le RDF sous une forme XML. Les
noeuds deviennent des e´le´ments. Les classes ont une majuscule (rdf:Description) et
les proprie´te´ une minuscule (dc:title). L’exemple de la figure 3.1 devient :
5Me´ta est un mot grec qui signifie « au milieu de, avec, apre`s », il exprime la succession, le chan-
gement, la participation. Le smiley est une me´ta-donne´e du texte, car il lui apporte une information
d’humeur, d’intonation.
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<?xml version="1.0"?>
<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:contact="http://www.w3.org/2000/10/swap/pim/contact#">
<contact:Person rdf:about="http://www.w3.org/People/EM/contact#me">
<contact:fullName>Eric Miller</contact:fullName>
<contact:mailbox rdf:resource="mailto:em@w3.org"/>
<contact:personalTitle>Dr.</contact:personalTitle>
</contact:Person>
</rdf:RDF>
3.3 RDF Schema
RDF Schema (ou RDFS) est un vocabulaire qui permet de de´crire des vocabulaires
simples. Comment ? En se dotant d’un nombre minimum de concepts, ne´cessaires a` la
de´finition d’un vocabulaire. Il de´finit :
– La notion de classe qui est un ensemble de plusieurs objets.
– La proprie´te´ particulie`re est une sous-classe de qui permet de de´finir qu’une
classe est un sous-ensemble d’une autre classe.
– La classe des ressources qui est la classe me`re de toutes choses. Tout est res-
source dans le web se´mantique, sauf la notion de lite´ral. Toute classe est une
sous-classe de la classe des ressources.
– La notion de lite´ral qui est une valeur comme une chaˆıne de caracte`re ou des
chiffres : ces choses ne sont pas des concepts et ne peuvent eˆtre manipule´s comme
tels.
– La proprie´te´ s’applique a` la classe (le rang) permettant ainsi de spe´cifier le
champ d’application d’une proprie´te´.
– La proprie´te´ est l’objet de la proprie´te´ (domaine) permettant ainsi de spe´cifier
quelles sont les classes auxquelles ont peut affecter telle ou telle proprie´te´
RDF est a` la base du Web se´mantique, mais est un syste`me insuffisant. RDF Schema
est utile pour cre´er des classifications et groupements de concepts et pour e´crire des
de´clarations, mais ne suffit pas pour les besoins du monde re´el . On peut reprocher a`
RDF et RDFS leurs insuffisances dues a` la seule de´finition des relations entre objets par
des assertions. Il s’agit d’apporter une meilleure inte´gration, une e´volution, un partage
et une infe´rence plus faciles des ontologies. Voila` pourquoi OWL a e´te´ cre´e´.
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3.4 OWL
Le W3C a mis au point OWL (Web Ontology Language ou Langage d’Ontologie
Web) [owl], conc¸u pour e´tendre RDF et pre´ciser les ontologies. Il enrichit le mode`le
des RDF Schemas en de´finissant un vocabulaire riche pour la description d’ontologies
Web structure´es (et complexes).
Une ontologie de´crit un domaine de connaissances spe´cifiques en pre´cisant les rela-
tions qui existent entre les diffe´rents termes. Par exemple, une ontologie s’inte´ressant
a` la zoologie spe´cifiera qu’il existe plusieurs sortes d’animaux, que les chats sont des
mammife`res, que les oiseaux pondent des oeufs et posse`dent des ailes mais ne savent
pas force´ment voler, etc. Les ontologies font l’objet du chapitre 4.
Le site www.schemaweb.info est un site Web qui regroupe diverses ontologies, il
est inte´ressant d’en se´lectionner quelques unes et des les e´tudier a` l’aide d’un outil
(Prote´ge´ par exemple, pre´sente´ a` la section 4.3), de manie`re a` bien comprendre le
concept d’ontologie. Ce site propose une ontologie du vin qui nous servira d’exemple
par la suite.
OWL et RDF Schema permettent donc de de´finir des vocabulaires. RDF Schema
de´finit le plus petit nombre de notions et de proprie´te´s ne´cessaires a` la de´finition
d’un vocabulaire simple, essentiellement les notions de classe, ressources, litte´ral ainsi
que les proprie´te´s de sous-classe, de sous-proprie´te´, de champ de valeur, de domaine
d’application. OWL est un langage beaucoup plus riche qui, aux notions de´finies par
RDF Schema, ajoute les proprie´te´s de classe e´quivalente, de proprie´te´ e´quivalente,
d’identite´ de deux ressources, de diffe´rence de deux ressources, de contraire, de syme´trie,
de transitivite´, de cardinalite´, etc., permettant de de´finir des rapports complexes entre
des ressources.
3.4.1 Les trois sous-langages OWL
Le langage OWL est assez complexe, voila` pourquoi il se compose de trois sous
langages qui proposent une expressivite´ croissante, chacun conc¸u pour des communau-
te´s de de´veloppeurs et des utilisateurs spe´cifiques : OWL Lite, OWL DL, OWL Full.
Chacun est une extension par rapport a` son pre´decesseur plus simple.
Le langage OWL Lite re´pond a` des besoins de hie´rarchie de classification et de
fonctionnalite´s de contrainte simples de cardinalite´ 0 ou 1. Une cardinalite´ 0 ou 1
correspond a` des relations fonctionnelles, par exemple, une personne a une adresse.
Toutefois, cette personne peut avoir un ou plusieurs pre´noms, OWL Lite ne suffit donc
pas pour cette situation.
Le langageOWL DL concerne les utilisateurs qui souhaitent une expressivite´ maxi-
mum couple´e a` la comple´tude du calcul (cela signifie que toutes les infe´rences6 seront
6Voir chapitre 5
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assure´es d’eˆtre prises en compte) et la de´cidabilite´ (c’est-a`-dire que tous les calculs se-
ront termine´s dans un intervalle de temps fini) du syste`me de raisonnement. Ce langage
inclut toutes les structures OWL avec certaines restrictions, comme la se´paration des
types : une classe ne peut pas aussi eˆtre un individu ou une proprie´te´. Il est nomme´
DL car il correspond a` la logique descriptive (pre´sente´e au chapitre 5, c’est un champ
de la recherche qui a e´tudie´ un fragment de´cidable particulier de la logique de premier
ordre).
Le langage OWL Full se destine aux personnes souhaitant une expressivite´ maxi-
male, ainsi que la liberte´ syntaxique de RDF, mais sans garantie de calcul. En OWL
Full, une classe peut e´galement eˆtre un individu, il n’y a pas de se´paration des types.
C’est pour cela que la calculabilite´ ne peut eˆtre garantie.
3.4.2 Ne´cessite´ de l’OWL Full
Quel pourrait eˆtre l’inte´reˆt de l’OWL Full si ce langage est non calculable ? C’est-
a`-dire que tous les calculs ne seront pas garantis de se terminer en un temps fini.
Parfois, la distinction entre une classe et un individus n’est pas simple : la classe
est un nom et une collection de proprie´te´s, elle sert a` de´crire un ensemble d’individus ;
individus qui, appartenant a` cette classe, en posse`dent les proprie´te´s. Ainsi, une classe
correspondrait aux ensembles de choses qui apparaissent naturellement dans un do-
maine d’e´tude, et les individus seraient les entite´s re´elles que l’ont peut regrouper dans
ces classes. Cette distinction classe / instances peut s’embrouiller de deux manie`res,
l’explication qui suit est directement reprise de www.yoyodesign.org/doc/w3c/7 :
– Les niveaux de repre´sentation : Dans certains cas, une chose qui est une classe
e´vidente peut elle-meˆme eˆtre conside´re´e comme une instance de quelque chose
d’autre. Par exemple, dans une ontologie du vin, on a la notion d’une classe
Grape dont l’objet est de repre´senter l’ensemble de tous les ce´pages. Un exemple
d’instance de cette classe est CabernetSauvignonGrape, qui repre´sente dans ce
cas le ce´page Cabernet Sauvignon. Ne´anmoins, on peut conside´rer cette instance
CabernetSauvignonGrape comme une classe a` part entie`re, c’est-a`-dire l’ensemble
de tous les ce´pages Cabernet Sauvignon re´els.
– La sous-classe compare´e a` l’instance : Il est tre`s facile de confondre la relation
instance de et la relation sous-classe de. Par exemple, il peut sembler arbitraire
de pre´fe´rer faire de CabernetSauvignonGrape un individu qui soit une instance
de la classe Grape plutoˆt qu’une sous-classe de Grape. Ce n’est pas une de´cision
arbitraire. La classe Grape repre´sente l’ensemble de tous les ce´pages, de ce fait,
toute sous-classe de Grape devrait repre´senter un sous-ensemble de ces ce´pages.
Ainsi, on devrait conside´rer CabernetSauvignonGrape comme une instance de la
7Il s’agit de la traduction d’un document produit par le W3C
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classe Grape, et non pas une sous-classe de celle-ci. Ce n’est pas la description
d’un sous-ensemble des ce´pages, c’est un ce´page.
La meˆme distinction apparaˆıt dans le traitement de la classe Wine. La classe Wine
repre´sente en re´alite´ l’ensemble de toutes les varie´te´s de vin (ou appellations), et non
l’ensemble des bouteilles re´elles qu’une personne ache`te. Dans une ontologie de rem-
placement, chaque instance de la classe Wine de l’ontologie courante pourrait de´signer
a` la place une classe consistant en toutes les bouteilles de vin de ce type. Il est facile
d’imaginer un syste`me d’information, tel un syste`me d’inventaire pour un marchand
de vin, qui doive tenir compte individuellement de chaque bouteille de vin. L’onto-
logie sur le vin ne´cessiterait de pouvoir traiter les classes comme e´tant des instances
pour mettre en oeuvre une telle interpre´tation. Le langage OWL Full autorise une telle
expressivite´, en permettant de traiter simultane´ment une instance de ce´page comme
e´tant une classe dont les instances sont des bouteilles de vin.
3.5 Conclusion
Dans ce chapitre, nous avons appris ce qu’est le Web Se´mantique et nous avons
e´tudie´ les langages RDF, RDF Sche´ma et OWL. OWL est le langage d’ontologie Web,
il est se´rialise´ sous un format XML et convient donc bien a` un syste`me distribue´ pour
le partage de connaissance entre les diffe´rents composants, voila` pourquoi il a e´te´ choisi
pour eˆtre utilise´ dans Bigre. Nous pouvons a` pre´sent nous inte´resser aux ontologies et
e´tudier le mode`le Bigre a` partir duquel nous pourrons rechercher de nouveaux services.
Chapitre 4
Les ontologies
Nous avons de´ja` aborde´ le concept d’ontologie dans le chapitre pre´ce´dent. Nous
allons l’approfondir et e´tudier l’ontologie de Bigre.
4.1 De´finition
En philosophie, l’ontologie est l’e´tude de l’eˆtre en tant qu’eˆtre, c’est-a`-dire l’e´tude
des proprie´te´s ge´ne´rales de ce qui existe.
En informatique, une ontologie est un ensemble structure´ de concepts. Les concepts
sont organise´s dans un graphe dont les relations peuvent eˆtre des relations se´mantiques
ou des relations de composition et d’he´ritage (au sens objet). La structuration des
concepts dans une ontologie permet de de´finir des termes les uns par rapport aux
autres, chaque terme e´tant la repre´sentation textuelle d’un concept.
L’ontologie est donc la de´finition d’un domaine, une sorte de dictionnaire non li-
ne´aire et complexe. A la lecture d’une ontologie, la personne est cense´e comprendre
tout le domaine concerne´.
La de´finition la plus connue d’une ontologie a e´te´ donne´e par Gruber [Gru93] :
« Une ontologie est une spe´cification explicite d’une conceptualisation. »
Dans cette de´finition, la conceptualisation signifie un mode`le abstrait d’un certain
aspect du monde, prenant la forme d’un algorithme qui de´termine des relations d’ins-
tances : l’individu i est une instance de la description de concept C si et seulement si i
est toujours interpre´te´ comme un e´le´ment de C. L’algorithme de consistance de´termine
si une base de connaissance (qui consiste en un ensemble d’assertions et un ensemble
d’axiomes terminologiques) est non contradictoire [SS04].
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4.2 L’ontologie de Bigre
Dans le chapitre 2, nous avons e´tudie´ le projet Bigre et mis en e´vidence son ar-
chitecture, ou` les clients contactaient les fournisseur via la fe´de´ration de me´diateurs.
Afin de les pre´senter au reste du syste`me, le fournisseur avait inscrit dans l’annuaire
ses services, pour lesquels il fournissait une description comple`te reprenant toute in-
formation ne´cessaire a` sa de´couverte et a` son utilisation par les utilisateurs d’outils
bioinformatiques.
Comme ces descriptions seront e´change´es et surtout traite´es par les composants des
sous-syste`mes fournisseur, me´diateur et client, il est important que leur se´mantique soit
de´crite d’une manie`re non ambigu¨e. Nous avons e´tudie´ les langages pre´vus a` cet effet
et nous abordons maintenant le mode`le de descriptions propose´ par Bigre.
L’ontologie de Bigre se compose de deux grandes parties : l’ontologie de donne´es et
l’ontologie de services.
4.2.1 L’ontologie de services
Nous devons bien comprendre le mode`le entite´-association propose´ a` la figure 4.1 :
Un service est, comme nous l’avons vu, soit un outil natif, soit une base de don-
ne´es ou un programme interface´ par un wrapper. Tout service posse`de une URI, qui
l’identifie.
Un type de service est un regroupement de services, il reprend les e´le´ments com-
muns de leurs descriptions. Concre`tement, Blast est un type de service et est instancie´
par Blast EBI et Blast NCBI, qui sont deux outils Blast situe´s a` des URI diffe´rentes.
Un service est toujours associe´ a` un et un seul type de service.
Le traitement de´finit ce qu’effectuent les services : nom, description et documen-
tation. Un traitement peut en spe´cialiser un autre, ou bien le ge´ne´raliser. Il y a donc
ici une hie´rarchie de traitements, ce qui pourra donner des suggestions inte´ressantes
dans notre e´tude. Un traitement prend des inputs et produit des outputs.
L’interface pre´sente´e par les services permet de de´finir leurs proprie´te´s et les ope´-
rations qu’ils effectuent.
Une proprie´te´ est une caracte´ristique des services. Par exemple le prix, la dispo-
nibilite´, la version, etc.
L’instance de proprie´te´ donne une valeur a` une proprie´te´ pour un service.
Une ope´ration de´finit une action que l’utilisateur peut effectuer aupre`s du service
concerne´. L’ope´ration prend des donne´es en entre´e et en renvoie en sortie.
Une donne´e peut eˆtre une proprie´te´, une entre´e d’ope´ration, ou une sortie d’ope´-
ration. Les entre´es et sorties de traitement sont les entre´es de la premie`re ope´ration de
ce traitement (organise´e par le sce´nario) et les sorties de la dernie`re ope´ration.
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Les pre´conditions et postconditions s’appliquent a` une ope´ration.
Le sce´nario documente un type de service, afin d’organiser l’enchaˆınement des
ope´rations pour re´aliser un traitement.
La description GUI permet l’affichage d’un type de service a` l’e´cran.
Le binding concre´tise le service, c’est le lien vers une couche middleware : RMI,
Corba, etc.
Les donne´es (proprie´te´s, inputs, outputs) sont classifie´es dans un type de donne´es.
Il y a une relation d’he´ritage de donne´es, de la meˆme manie`re que pour les traitements.
La partie du mode`le {donne´e, type de donne´es, he´ritage, format de donne´es} cor-
respond a` l’ontologie de donne´es.
4.2.2 L’ontologie de donne´es
Mode´liser l’ontologie de donne´es est quelque chose de tre`s de´licat, car il faut re´fle´chir
a` la bonne manie`re de repre´senter le domaine.
L’e´quipe Bigre pre´sente son e´tude a` ce niveau dans son rapport [EBD+04]. Afin
de bien de´crire les donne´es, elle a e´tudie´ diffe´rentes ontologies de´ja` existantes dans le
domaine et les a e´value´es. Les ontologies e´tudie´es sont TaO, Gene Ontology, SONG,
MBO, RiboWeb, EcoCyc, et MyGrid.
En fait, deux ontologies ont e´te´ cre´e´s. L’une est entie`rement consacre´e aux don-
ne´es manipule´es par l’algorithme d’alignement de se´quences Blast, et l’autre est une
ontologie plus ge´ne´rale.
Pre´sentation de l’outil Blast :
« L’algorithme BLAST (Basic Local Alignment Search Tool) permet de
re´aliser une recherche de similarite´ entre une se´quence et une collection
de se´quences. Cet algorithme est accessible via le Web sur des serveurs
de diffe´rents instituts de recherche. Le plus connu est le NCBI qui ge`re
paralle`lement une banque de se´quences (GenBank) mise a` jour quotidien-
nement. L’acce`s au service BLAST du NCBI permet donc de comparer
une se´quence d’ADN ou de prote´ine avec la collection la plus large et la
plus a` jour. (...) » Olivier Dugas, [EBD+04]
La seconde ontologie est plus ge´ne´rale, trois grands concepts forment cette ontolo-
gie :
– Les concepts purement lie´s aux entite´s biologiques et a` leurs relations. On y
trouve les mole´cules et leurs caracte´ristiques biologiques ou physicochimiques, il
ne figure pas de caracte´ristiques relatives a` la repre´sentation de ces mole´cules.
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– Les concepts de repre´sentation mentales des entite´s biologique. Cette classe re-
prend les caracte´ristiques des entite´s biologiques tel que les repre´sentations des
mole´cules, les formules chimiques, etc.
– Les concepts lie´s a` la de´finition des processus et analyses bioinformatiques. Le
concept est de´finit par une relation entre une a` plusieurs entite´s biologiques et
une a` plusieurs entite´s ou caracte´ristiques d’entite´s biologiques ainsi qu’un score
qui qualifie cette relation.
4.3 Passage du mode`le en OWL
Dans leur rapport scientifique [EBD+04], les chercheurs pre´sentent la me´thodologie
adopte´e pour transformer leur mode`le en un mode`le OWL.
Par rapport au mode`le conceptuel, les types d’entite´s deviennent des classes, les
types de relations deviennent des proprie´te´s objets et les attributs des proprie´te´s don-
ne´es.
Les contraintes de cardinalite´ sont conserve´es par l’ajout de restrictions : un roˆle
devient une proprie´te´ dans chacune des deux classes (qui e´taient les types d’entite´s).
Certaines de ces proprie´te´s ont ensuite e´te´ e´limine´es, car elles ne leur semblaient pas
ne´cessaires.
La figure 4.2 illustre l’ontologie OWL dans Prote´ge´. Prote´ge´ est un outil qui permet
aux utilisateur de construire des ontologies, il supporte les fichiers OWL.
L’annexe B pre´sente l’ontologie de Bigre dans son format OWL.
Il faut noter que le mode`le Bigre, dans sa version actuelle, est OWL Full, car elle
posse`de une proprie´te´ dont le range est owl:Class, il s’agit de la proprie´te´ hasData-
Type concernant la classe Data. Si l’on supprime ce range, alors l’ontologie est DL.
Nous avons vu la diffe´rence entre l’OWL DL et l’OWL Full au point 3.4 page 30.
4.4 Conclusion
Dans ce chapitre, nous avons e´tudie´ l’ontologie de donne´es et de services Bigre. Nous
souhaitons enrichir le spectre de la re´ponse propose´e a` l’utilisateur lorsqu’il recherche
des service. Pour cela, par rapport aux types d’entite´s (ou aux classes OWL) type de
donne´es et traitement qui forment des hie´rarchies, il nous faut disposer de me´canismes
d’infe´rence. Nous allons donc e´tudier l’infe´rence et l’appliquer a` l’ontologie de Bigre
pour la de´couverte de nouveaux services.
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Fig. 4.2: L’outil Prote´ge´ et Visualisation du mode`le en OWL
Chapitre 5
L’infe´rence
Ce chapitre a plusieurs objectifs : comprendre ce qu’est l’infe´rence afin de voir en
quoi elle sera utile a` notre recherche de services, e´tudier la logique descriptive qui est a`
la base des langages d’ontologies1, choisir l’outil qui nous permettra de raisonner dans
l’ontologie, et enfin, construire les premie`res questions sur le mode`le.
5.1 De´finition
L’infe´rence est l’ope´ration qui consiste a` admettre une proposition en raison de son
lien avec une proposition pre´alable tenue pour vraie. C’est un terme ge´ne´ral dont les
mots raisonnement, de´duction, induction, etc., sont des cas spe´ciaux. On voit donc en
l’infe´rence la re´alisation d’une de´duction logique, utilise´e par un syste`me expert pour
paraˆıtre intelligent. L’infe´rence est illustre´e a` la figure 5.1.
Le moteur d’infe´rence est le programme qui re´alise les de´ductions logiques d’un
syste`me expert a` partir d’une base de connaissances (faits) et d’une base de re`gles.
Les re`gles sont utilise´es pour manipuler les connaissances et aboutir a` des conclusions
qu’on espe`re lumineuses.
Nous souhaitons donc profiter de ce me´canisme d’infe´rence afin de naviguer dans
l’ontologie pour pouvoir proposer de l’information pertinente a` l’utilisateur.
1Voir http://www-db.research.bell-labs.com/user/pfps/talks/history/all.html
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Fig. 5.1: Relation infe´re´e
5.2 La logique descriptive
5.2.1 Introduction a` la logique descriptive
La logique descriptive (DL – [SS04], [BCM+03]) est une famille de formalismes de
repre´sentation de la connaissance base´es sur la logique, conc¸ue pour repre´senter et
raisonner sur la connaissance d’un domaine d’application d’une manie`re structure´e et
bien comprise. Elle descend des re´seaux se´mantiques et des frames [Jac04].
Les notions de base sont les concepts (pre´dicats unaires) et les roˆles (relations
binaires). La DL est caracte´rise´e par les constructeurs qu’elle fournit pour former des
concepts et roˆles complexes a` partir des concepts et roˆles atomiques (les pre´dicats
unaires et les relations binaires). Les deux constructeurs conjonction (u) et disjonction
(unionsq) sont respectivement l’intersection et l’union de concepts. La restriction existencielle
(∃R.C ou` R est un roˆle et C un concept) et la restriction de valeur (∀R.C ) sont telles
que :
– pour qu’un objet x soit l’instance de l’ensemble ∃R.C, il doit exister un objet,
soit y, qui est une instance de C et est lie´ via R a` x.
– x est une instance de l’ensemble ∀R.C si tous les objets lie´s a` x via R sont des
instances de C.
La TBox est le composant terminologique de la logique descriptive, elle est utilise´e
pour introduire des noms (abbre´viations) pour les concepts complexes. Elle permet la
de´claration de general concepts inclusion axioms (GCI - axiomes ge´ne´raux d’inclusion
de concepts).
La logique descriptive offre une capacite´ de raisonnement qui de´duit de la connais-
sance implicite a` partir de celle donne´e explicitement dans la TBox. L’algorithme de
subsumption2 de´termine les relations de sous et super-concepts : un concept C est en-
globe´ par un concept D si chaque instance de C est aussi une instance de D, c’est-a`-dire
2To subsume signifie englober.
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si chaque mode`le de la TBox interpre`te C comme un sous ensemble de l’interpre´tation
de D. Cet algorithme est utilise´ pour calculer la taxonomie de la TBox : c’est la hie´-
rarchie de subsumption de tous les concepts introduits dans la TBox. L’algorithme de
satisfiability (consistance) teste si un concept donne´ peut effectivement eˆtre instancie´.
Plus le pouvoir d’expressivite´ de la logique descriptive est e´leve´, plus la complexite´
de la subsumption et de la satisfiability sera e´leve´e. La DL expressif SHIQ est a` la
base de la conception du langage d’ontologies Web OWL, meˆme s’il a une syntaxe RDF
Schema. Les de´veloppeurs ont essaye´ de trouver un bon compromis entre l’expressivite´
et la complexite´ de raisonnement. Raisonner en SHIQ est calculable, mais a toute-
fois une complexite´ ExpTime e´leve´e (c’est-a`-dire que raisonner en SHIQ prendra un
temps de calcul exponentiel [Dev04]). Ne´anmoins, des raisonneurs SHIQ hautement
optimise´s tels FaCT et Racer se comportent assez bien en pratique.
Nous allons e´tudier AL qui est le langage DL minimal pre´sentant un inte´reˆt pra-
tique.
5.2.2 La syntaxe AL
Les descriptions de concepts sont forme´es selon les re`gles syntaxiques suivantes :
Soient A et B des concepts atomiques, R un roˆle atomique et C et D des descriptions
de concepts. AL est un langage descriptif minimal :
C, D → A | (concept atomique)
T | (concept universel : A unionsq ¬ A)
⊥ | (concept bottom : ¬T)
¬A | (ne´gation de concept atomique)
C u D (intersection)
∀R.C | (restriction universelle)
∃R.T (quantification existentielle limite´e)
Voici un exemple pouvant eˆtre exprime´ en AL :
– Soient Personne et Fe´minin des concepts atomiques. Alors Personne u Fe´mi-
nin et Personne u ¬Fe´minin (les personnes qui sont ou non fe´minin) sont des
concepts AL.
– Soit a-enfant un roˆle atomique, nous pouvons former les concepts :
1. Personne u∃a-enfant.T (les personnes qui on un enfant),
2. Personne u∀a-enfant.Fe´minin (toutes les personnes dont les enfants sont
des filles)
3. et Personne u∀a-enfant.⊥ (les personnes qui n’ont pas d’enfant).
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5.2.3 La syntaxe SHIQ
Le langageAL ne remplit pas les exigences de restrictions de cardinalite´ sur les roˆles
ou les exigences de types (entiers, strings, etc.). SHIQ est un langage DL au pouvoir
d’expressivite´ supe´rieur. Il ajoute la ne´gation de concepts aribtraires, les restrictions
(qualifie´es) de cardinalite´, les hie´rarchies de roˆle, l’inverse de roˆles, la transitivite´ de
roˆles et les types de donne´es. Les nouveaux constructeurs sont :
∃R.C (quantification existentielle comple`te)
¬C (ne´gation de concepts arbitraires)
α n R (restriction de cardinalite´ β)
α n R.C (restriction de cardinalite´ β qualifie´e)
αn R (restriction concre`te de domaine β)
ou` α est : ≤, ≥, =
et β est : au plus, au moins, exactement
Dans l’exemple,
– si Femme ≡ Personne u Fe´minin, alors Femme u ∃a-enfant.Personne de´note
les me`res et ¬Femme de´note les individus qui ne sont pas des femmes ;
– Me`re u ≥3a-enfant sont les me`res avec plus de trois enfants et
– Me`re u =3a-enfant.Fe´minin sont les me`res ayant exactement trois filles ;
– Personneu ≥18a-aˆge de´note les adultes (les personnes ayant plus de 18 ans).
5.2.4 Se´mantique DL
Un axiome ge´ne´ral d’inclusion de concept (GCI) est de la forme C v D. Une TBox
est un ensemble fini de GCIs.
L’interpre´tation I = (∆I , .I) consiste en un ensemble non vide ∆I appele´ le
domaine de I, et une fonction .I qui associe pour chaque nom de concept A un ensemble
AI ⊆ ∆I et pour chaque nom de roˆle R une relation binaire RI ⊆ ∆I ×∆I .
L’interpre´tation de concepts complexes est de´finie comme suit :
(C u D)I = C I ∩ DI ,
(C unionsq D)I = C I ∪ DI ,
¬C I = ∆I \ C I ,
(∃ R.C )I = {d ∈ ∆I | il existe un e ∈ ∆I tel que 〈d, e〉 ∈ RI et e ∈ C I},
(∀R.C )I = {d ∈ ∆I | pour tout e∈ ∆I si 〈d, e〉 ∈ RI alors e∈ C I}.
Une interpre´tation I satisfait le GCI CvD si C I ⊆DI . I satisfait la TBox T si I
satisfait tous les GCI dans T . Dans ce cas, I est appele´ mode`le de T . Un e´le´ment d
∈ C I est appele´ une instance de C. Si 〈d, e〉 ∈ RI , alors e est appele´ un R-successeur
de d.
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Un concept C est satisfiable par rapport a` une TBox T si il y a un mode`le I de
T tel que C I 6=  Un concept C est subsumed par un concept D (C vT D) si pour
chaque mode`le I de T , C I ⊆ DI . Deux concepts sont e´quivalents si ils se subsument
mutuellement (C = D si C v D et D v C ).
La ABox est l’ensemble des assertions. Par exemple, si la TBox contient le concept
Personne, alors la ABox peut contenir Jean qui en est une instance.
5.3 Evaluation d’outils d’infe´rence
Nous souhaitons profiter de l’infe´rence dans l’ontologie Bigre. Nous avons choisi trois
raisonneurs que nous pre´sentons et comparons ensuite dans un tableau re´capitulatif :
F lora-2, Jena, et Racer.
5.3.1 Flora
F lora-2 [YKZ03] est un langage oriente´ objet de base de connaissance et un en-
vironnement de de´veloppement d’applications. Il est un dialecte de F-logic avec des
extensions incluant la meta-programmation dans le style de HiLog et de la logique dans
le style de Transaction Logic. Il a e´te´ conc¸u pour eˆtre extensible et flexible, il fournit
donc un support pour la conception modulaire graˆce a` ses modules dynamiques. Il est
aussi un compilateur qui traduit la meta-programmation vers du code Prolog unifie´.
Les applications de F lora-2 incluent les agents intelligents, le Web se´mantique,
la gestion d’ontologie et l’inte´gration d’information. Il se base sur le moteur d’infe´-
rence d’XSB 3 qui est un syste`me de programmation logique et de bases de donne´es
de´ductives.
F lora-2 appartient a` la famille de la programmation logique, il raisonne donc a`
l’aide d’un arbre de de´cision [Jac04]. Il a l’avantage de supporter l’infe´rence graˆce a`
l’ope´rateur :: sur les classes.
Il est cependant trop isole´ par rapport a` l’ontologie de´veloppe´e en OWL. Il faudrait
de´velopper et maintenir des outils de conversion entre les deux langages. Il existe F-
OWL4 qui est un moteur d’infe´rence d’ontologie pour OWL dont le me´canisme est
imple´mente´ dans F lora-2. Il permet de raisonner sur un mode`le d’ontologie de´fini dans
le langage standard OWL selon les recommandations du W3C.
F-OWL valide son de´veloppement selon les tests cases de´finis par le W3C. Le projet
F-OWL n’est plus maintenu depuis septembre 2003. Il n’est pas inte´ressant de retenir
un raisonneur qui ne sera plus corrige´, alors que la communaute´ OWL e´volue chaque
jour.
3http://xsb.sourceforge.net
4http://fowl.sourceforge.net/
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5.3.2 Jena
Jena [W3Ca] est un cadre de travail Java open source permettant de construire
des applications de Web se´mantique. Elle fournit un environnement de programmation
pour RDF, RDFS et OWL, ainsi qu’un moteur d’infe´rence base´ sur les re`gles. Le cadre
de travail inclut :
– API RDF ;
– lecture et e´criture RDF en RDF/XML, N3, et N-Triples ;
– API OWL ;
– stockage en me´moire et persistant ;
– RDQL - un langage d’interrogation du RDF.
Le sous-syste`me d’infe´rence de Jena est conc¸u pour permettre a` certains moteurs
d’infe´rence ou raisonneurs d’eˆtre connecte´s a` Jena. Le terme infe´rence est utilise´ pour se
re´fe´rer au processus abstrait de de´rivation d’informations supple´mentaires, et le terme
raisonneur pour faire re´fe´rence a` un code objet spe´cifique qui effectue cette taˆche.
La structure de la machinerie d’infe´rence est illustre´e a` la figure 5.2. La ModelFac-
tory associe l’ensemble de donne´es avec le raisonneur pour cre´er un nouveau mode`le qui
contiendra les de´clarations supple´mentaires qui ont e´te´ de´rive´es de l’ensemble de don-
ne´es, en utilisant les re`gles et me´canismes d’infe´rence imple´mente´s dans le raisonneur.
La distribution Jena inclut des raisonneurs pre´de´finis :
ModelFactory Ont/Model API
Registre du raisonneur
InfGraph
Raisonneur
Graphe - base d’assertions Graphe - définitions d’ontologie
trouve
crée
Fig. 5.2: Machinerie d’infe´rence
– un raisonneur transitif qui imple´mente les proprie´te´s transitives et syme´triques
de rdfs:subPropertyOf et rdfs:subClassOf ;
– un raisonneur de re`gles RDFS ;
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– des raisonneurs pour OWL, OWL Mini et OWL Micro qui sont des imple´men-
tations incomple`tes du langage OWL Full, ils couvrent le sous-ensemble OWL
Lite ;
– un raisonneur ge´ne´rique base´ sur les re`gles de´finie par l’utilisateur.
Au moment de notre analyse, le raisonneur OWL supportait l’OWL Lite et une par-
tie de l’OWL Full, en ne supportant toutefois que les cardinalite´s 0 ou 1. Ce raisonneur
convient donc pour des ontologies simples et re´gulie`res.
L’avantage est que nous travaillons directement sur le mode`le OWL. La program-
mation se fait en Java qui est le langage utilise´ dans le projet Bigre.
L’ontologie Bigre va au dela` des cardinalite´s 0 ou 1, et donc les raisonneurs propose´s
dans la distribution de Jena ne conviennent pas.
Il est possible de connecter d’autres raisonneurs. Nous avons choisi Racer qui im-
ple´mente directement le langage SHIQ de la logique descriptive.
5.3.3 Racer
Le syste`me Racer (RenamedABox and Concept Expression Reasoner ou Raisonneur
d’expression de concepts et de ABox renomme´es) [MH04] est un syste`me de repre´sen-
tation de la connaissance pour le calcul DL. Il imple´mente SHIQ.
Racer se pre´sente sous la forme d’un serveur qui peut eˆtre acce´de´ par le protocole
TCP ou HTTP (voir figure 5.3) :.
– JRacer est l’interface TCP Java qui peut eˆtre utilise´ depuis des programmes
clients qui souhaitent acce´der au serveur ;
– pour un acce`s HTTP, on utilisera DIG qui est l’interface HTTP ;
– Rice (Racer Interactive Client Environment) est le client graphique de Racer, il
utilise JRacer ;
– Racer peut eˆtre utilise´ dans Prote´ge´ (outil pre´sente´ a` la section 4.3).
En DL, une base de connaissance consiste en une TBox et une ABox. La TBox re-
pre´sente la connaissance conceptuelle ; et la connaissance sur les instances et le domaine
sont repre´sente´es dans la ABox.
Conventions de nommage : C (concept), CN (nom de concept), IN (nom d’indi-
vidu), ON (nom d’objet), R (roˆle), RN (nom de roˆle), AN (nom d’attribut), ABN
(nom d’ABox), TBN (nom de TBox), KBN (nom de base de connaissance), name
(nom de toute sorte), n (un nombre naturel), [] (optionnel).
Les tableaux 5.1, 5.2, 5.3 et 5.4 pre´sentent la syntaxe Racer par rapport a` la no-
tation DL pour les constructeurs, les termes boole´ens, les restrictions qualifie´es et les
restrictions de nombre.
Le GC1 C1 v C2 se note (implies C1 C2) ; L’e´quivalence de concept C1 = C2 se
note (equivalent C1 C2) ; La disjonction de concept (les concepts n’ont pas d’instances
communes) se note (disjoint C1 . . .Cn).
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Fig. 5.3: Capture d’e´cran du serveur Racer lance´ sous Windows
C → CN |
*top* |
*bottom* |
(not C) |
(and C1 . . .Cn) |
(or C1 . . .Cn) |
(some R C) |
(all R C) |
(at-least n R [C]) |
(at-most n R [C]) |
(exactly n R [C]) |
(a AN)
et R → RN |
(inv RN)
Tab. 5.1: Constructeurs DL dans Racer
Notation DL Syntaxe Racer
Ne´gation ¬C (not C )
Conjonction C1 u . . .u Cn (and C1 . . .Cn)
Disjonction C1 unionsq . . .unionsq Cn (or C1 . . .Cn)
Tab. 5.2: Termes boole´ens
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Notation DL Syntaxe Racer
Restriction d’existence ∃R.C (some R C )
Restriction de valeur ∀R.C (all R C )
Tab. 5.3: Restrictions qualifie´es
Notation DL Syntaxe Racer
Restriction au plus ≤ n R (at-most n R)
Restriction au minimum ≥ n R (at-least n R)
Restriction exacte = n R (exactly n R)
Restriction au plus qualifie´e ≤ n R C (at-most n R C )
Restriction au minimum qualifie´e ≥ n R C (at-least n R C )
Restriction exacte qualifie´e = n R C (exactly n R C )
Tab. 5.4: Rappel des restrictions de cardinalite´s
Les features (ou attributs, note´s F) restreignent un roˆle R a` eˆtre fonctionnel, a`
savoir que chaque individu peut avoir au plus une valeur pour ce roˆle.
Les roˆles transitifs (R+) : si les deux paires IN1 et IN2 ; et IN2 et IN3 sont relie´es par
le roˆle transitif R, alors IN1 et IN3 sont e´galement lie´s par R.
La hie´rarchie de roˆles de´finit les relations sous et super-roˆles. Si R1 est un super-roˆle
de R2, alors toute paire d’individus lie´e par R2 l’est e´galement par R1. Les proprie´te´s
du super-roˆle ne sont pas dans tous les cas he´rite´es par le sous-roˆle, car la hie´rarchie
de roˆles ne peut pas eˆtre cyclique, comme pre´sente´ au tableau 5.5 qu’il faut lire ainsi :
si un roˆle RN1 est de´clare´ comme un simple roˆle R et qu’il a un feature F RN2 comme
super-roˆle, alors RN1 sera e´galement un feature.
Super-roˆle RN 2 ∈
R R+ F
Sous-roˆle RN 1 R R R F
de´clare´ comme R+ R+ R+ -
e´le´ment de F F F F
Tab. 5.5: He´ritage des proprie´te´s de roˆles
Un feature ne peut eˆtre transitif. Les roˆles transitifs ou ayant des sous-roˆles transitifs
ne peuvent pas eˆtre utilise´s dans les restrictions de nombres. Un roˆle peut eˆtre de´clare´
avec des restrictions de domaine et de rang.
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Mode`le de fichier Racer :
(in-knowledge-base la-tbox la-abox)
(signature
:atomic-concepts( un-concept-atomique
un-autre)
:roles( (un-role :domain un-concept-atomique :range un-autre))
:transitive-roles((son-parent)
(un-ro^le-transitif :parents son-parent))
:individuals( un-individu
un-autre-individu)
)
(related un-individu un-autre-individu un-role)
Dans la signature, on peut de´finir les concepts atomiques, les roˆles, les roˆles tran-
sitifs, les features, les individus et les objets. Il y a une limitation dans l’imple´men-
tation de la version actuelle de Racer : les contraintes qui sont utilise´es pour de´finir
des attributs sur les individus ne fonctionnent que si la signature ne contient pas de
section :individuals.
RQL (Racer Query Language) est le langage d’interrogation pour Racer Une requeˆte
est de la forme
(retrieve <liste des objets> <corps de reque^te>)
ou` <liste des objets> est de la forme (?x ?y)
et <corps de reque^te> serait par exemple (?x ?y ro^le) : « Donnez-moi tous les
couples (x, y) lie´s par roˆle ».
Les requeˆtes sont pre´sente´es dans une syntaxe S-expression. Une S-expression (ou
Expression Symbolique) est une convention pour la repre´sentation de donne´es ou d’ex-
pressions d’un programme sous forme textuelle. Les S-expressions sont utilise´es dans
la famille de langages Lisp, la proprie´te´ la plus commune est l’utilisation de la notation
pre´fixe´e parenthe´se´e (connue sous le nom de Notation polonaise de Cambridge).
DIG (Description Logic Implementation Group) [Bec03] est un interface pour les
syste`mes DL tels que Racer. C’est un sche´ma XML avec des fonctionnalite´ d’interro-
gation et de de´claration, un exemple de de´claration est donne´ a` la figure 5.4.
5.3.4 Re´capitulatif
Nous re´sumons les caracte´ristiques des trois technologies pre´sente´es au tableau 5.6.
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Fig. 5.4: Exemple DIG
F lora-2 Le raisonneur OWL de
Jena
Racer
Pre´sentation langage oriente´ objet
qui est traduit vers du
code Prolog
raisonneur distribue´
avec Jena
serveur interrogeable
en TCP ou HTTP
Famille programmation lo-
gique, arbre de de´ci-
sion
cadre de travail Java description logique
Infe´rence :: subClassOf v
Inte´gration isole´ : de´velopper et
maintenir des outils de
conversion
travaille directement a`
partir du mode`le OWL
lit les fichiers OWL
solution : F-OWL,
mais projet arreˆte´
mais ne supporte pas
tout OWL Full
et ge`re OWL DL
Tab. 5.6: Re´capitulatif : Flora – Jena – Racer
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5.4 Transcription du mode`le
Nous avons porte´ le mode`le Bigre (page 35) sous Racer. Les types d’entite´ de-
viennent des concepts et les types d’association deviennent des roˆles sur lesquels nous
de´finissons le domaine et le rang. Une erreur dans la version de Racer utilise´e se pre´-
sente pour les contraintes quand la section :individuals de la signature est non vide,
nous ne repre´sentons donc pas les attributs et les cardinalite´s. Ce n’est pas un pro-
ble`me, le but e´tant par la suite que Racer lise un fichier OWL, celui-ci est de´ja` correct
concernant ces contraintes. La figure 5.5 illustre le mode`le dans Rice5.
(in-knowledge-base modelacademique test-model)
(signature
:atomic-concepts( service
typedeservice
traitement
binding
instancepropriete
descriptiongui
scenario
interface
operation
propriete
condition
precondition
postcondition
donnee
inputoperation
outputoperation
inputtraitement
outputtraitement
type
formatdonnee
)
:roles( (instancie :domain service :range typedeservice)
(estinstancie :inverse realise)
(realise :domain typedeservice :range traitement)
(estrealise :inverse realise)
(concretise :domain binding :range service)
(estconcretise :inverse concretise)
5Rappel : Rice (Racer Interactive Client Environment) est le client graphique de Racer
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(caracterise :domain instancepropriete :range service)
(estcaracterise :inverse caracterise)
(affiche :domain descriptiongui :range typedeservice)
(estaffiche :inverse affiche)
(documente :domain scenario :range typedeservice)
(estdocument :inverse documente)
(presente :domain typedeservice :range interface)
(estpresente :inverse presente)
(organise :domain scenario :range operation)
(estorganise :inverse organise)
(definit :domain interface :range propriete)
(estdefini :inverse definit)
(propinstancie :domain instancepropriete :range propriete)
(propestinstancie :inverse propinstancie)
(opdefinit :domain interface :range operation)
(opestdefini :inverse opdefinit)
(conditionne :domain condition :range operation)
(estconditione :inverse conditionne)
(opdemande :domain operation :range inputoperation)
(opestdemande :inverse opdemande)
(opproduit :domain operation :range outputoperation)
(opestproduit :inverse opproduit)
(demande :domain traitement :range inputtraitement)
(estdemande :inverse demande)
(produit :domain traitement :range outputtraitement)
(estproduit :inverse produit)
(classifie :domain type :range donnee)
(estclassifie :inverse classifie)
(represente :domain formatdonnee :range type)
(estrepresente :inverse represente)
)
:transitive-roles(
(specialise :domain traitement :range traitement)
(herite :domain type :range type)
)
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:individuals( untype
unautretype
...)
)
(related untype unautretype herite)
...
Fig. 5.5: Tbox et Abox
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5.5 La recherche de services
Sur base de ce mode`le, nous pouvons nous demander comment de´couvrir de nou-
veaux services. Lorsque l’utilisateur est a` la recherche de ces services, nous souhaitons
lui proposer des requeˆtes inte´ressantes.
Dans cette section, nous allons commencer par pre´senter quelques questions simples
que l’on peut poser sur le mode`le. Ensuite, nous verrons comment poser des questions
en profitant des hie´rarchies de donne´es et de services.
Nous sommes a` chaque fois a` la recherche de services, nous nous demandons donc :
« Je recherche tous les services qui . . . ». Pour chaque demande, nous pre´sentons la
requeˆte Racer correspondante.
5.5.1 Questions simples
Les phrases suivantes sont des questions qui sont susceptibles d’eˆtre pose´es :
« Je recherche les services qui instancient tel type de service » devient :
(retrieve (?services) (?services le-type-de-service instancie))
« Je recherche les services dont le type re´alise tel traitement » devient :
(retrieve (?services) (and (?services ?tds instancie)
(?tds le-traitement realise)))
« Je recherche les services dont le type re´alise un traitement qui prend en entre´e
telle donne´e » devient :
(retrieve (?services) (and (?services ?tds instancie)
(?tds ?tt realise)
(?tt la-donnee demande)))
« Je recherche les services dont le type re´alise un traitement qui prend en entre´e
une donne´e de tel type » devient
(retrieve (?services) (and (?services ?tds instancie)
(?tds ?tt realise)
(?tt ?donnee demande)
(?donnee le-type-de-donnee classifie)))
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5.5.2 Roˆles transitifs
Un service prend des donne´es en entre´e et en renvoie en sortie, ce sont les inputs et
les outputs. Il exe´cute un certain traitement de ces donne´es. Voyons ce service comme
e´tant une fonction f, qui ne´cessite certains arguments (les inputs) et procure un re´sultat
(les outputs).
f(a, b, c, d, ...) → r, s, t, u, v, ...
Hie´rarchie d’inputs
Nous avons remarque´ une hie´rarchie au niveau des types de donne´es, que nous avons
traduite par une proprie´te´ de transitivite´ sur le roˆle herite. Au niveau des inputs,
l’utilisateur pourrait souhaiter connaˆıtre les services qui prennent une donne´e d’un
certain type en entre´e, ou bien toute donne´e d’un type dont il he´rite. Si le type demande´
est un sous-type de celui pris en input par le programme, alors il sera e´galement accepte´
par le programme. En effet, supposons que dans l’ontologie, on ait pre´cise´ que le type
entier spe´cialise le type re´el. Si je suis a` la recherche de programmes qui acceptent en
entre´e un nombre entier, je peux donc en de´duire que tous les programmes travaillant
sur nombres re´els accepteront le nombre entier, car il en est un sous-type.
Illustration : c est un sur-type de y, et l’utilisateur pose une requeˆte sur y. Nous
pouvons donc proposer f a` cet utilisateur.
f(a, b,
x
↑
c
↑
y
, ...) → r, s, t, ...
? λ(y)
ou` λ indique une recherche sur
un argument en entre´e
⇒ λ = f
Traduction en une requeˆte Racer :
(retrieve (?services) ( or (and (?services ?tds instancie)
(?tds ?tt realise)
(?tt ?donnee demande)
(?donnee le-type classifie)
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)
(and (?services ?tds instancie)
(?tds ?tt realise)
(?tt ?donnee demande)
(?donnee ?surtype classifie)
(le-type ?surtype herite)
)
)
)
Cette requeˆte se comprend comme : Donnez-moi tous les services qui prennent en
entre´e une donne´e de type le-type ou tous les services qui prennent en entre´e une
donne´e d’un super-type de le-type.
Etant donne´ que le roˆle herite est transitif, Racer infe`re sur tous les super-types de
le-type et non seulement ses parents directs.
Hie´rarchie d’outputs
De meˆme, cette logique s’applique aux outputs. La hie´rarchie se fait toutefois dans
l’autre sens, a` savoir que si l’utilisateur recherche un service renvoyant une donne´e d’un
certain type, il pourrait eˆtre inte´resse´ par les services qui ont comme outputs des don-
ne´es d’un sous-type a` ce qu’il recherche. Dans l’exemple entiers/re´els, si il recherche les
services qui renvoient des re´els, alors un service renvoyant un entier pourrait re´pondre
a` ses attentes e´tant donne´ qu’un entier est un re´el.
f(a, b, c, ...) → r,
n
↑
s
↑
m
, t, ...
? κ(n)
ou` κ indique une recherche sur
un argument en sortie
⇒ κ = f
Traduction en une requeˆte Racer :
(retrieve (?services) ( or (and (?services ?tds instancie)
(?tds ?tt realise)
(?tt ?donnee demande)
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(?donnee le-type classifie)
)
(and (?services ?tds instancie)
(?tds ?tt realise)
(?tt ?donnee demande)
(?donnee ?soustype classifie)
(?soustype le-type herite)
)
)
)
Cette requeˆte se comprend comme : « Donnez-moi tous les services qui renvoient
en sortie une donne´e de type le-type ou tous les services qui renvoient en sortie une
donne´e d’un sous-type de le-type ».
Il est techniquement possible de proposer une recherche de services sur les sous-
types en entre´e ou bien les super-types en sortie. Dans ce cas, l’utilisateur tenterait de
mettre en argument d’entre´e un sur-type a` celui attendu par le programme, il ne sera
donc pas assez spe´cifique pour le programme. A l’inverse, s’il attend un certain type
de donne´es en sortie, et qu’il en rec¸oit un sur-type, alors ce type n’est encore une fois
pas assez spe´cifique.
Hie´rarchie de traitements
Alignement
protéique
Alignement
blast
Alignement blast
protéique
Alignement
Alignement blast
protéique synch.
Alignement blast
protéique async.
Spécialisation
Fig. 5.6: Spe´cialisation de traitements
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Illustration de la hie´rarchie des traitements (voir figure 5.6) : le type de service blast-
p re´alise le traitement alignement-blast-proteique qui a un nom, une description et une
documentation. alignement-blast-p-synchrone et alignement-blast-p-asynchrone le spe´-
cialisent. De plus, alignement-blast-proteique spe´cialise alignement-blast et alignement-
proteique qui eux-meˆmes spe´cialisent le traitement alignement. Un traitement ne doit
pas force´ment avoir un (ou des) service(s) associe´(s). Ainsi, on peut hie´rarchiser les
traitements dans des concepts plus ge´ne´raux, comme ici le traitement alignement.
L’utilisateur qui recherche les services dont le type re´alise un certain traitement
pourraient s’inte´resser aux services d’un traitement que le traitement cible spe´cialise.
Par exemple, s’il recherche les services associe´s a` Alignement blast prote´ique asyn-
chrone, on pourrait lui proposer les services imple´mentant Alignement blast prote´ique,
Alignement prote´ique, Alignement blast et Alignement. La requeˆte sera :
(retrieve (?services) ( or (and (?services ?tds instancie)
(?tds le-traitement realise)
)
(and (?services ?tds instancie)
(?tds ?sur-traitement realise)
(le-traitement ?sur-traitement specialise)
)
)
)
A l’inverse, l’utilisateur voulant re´aliser un Alignement peut se demander quels
traitements le spe´cialisent. La requeˆte sera :
(retrieve (?services) ( or (and (?services ?tds instancie)
(?tds le-traitement realise)
)
(and (?services ?tds instancie)
(?tds ?sous-traitement realise)
(?sous-traitement le-traitement specialise)
)
)
)
5.5.3 Combinaisons
Nous pouvons supposer que l’utilisateur a plus d’un crite`re de recherche. Soient b
et s ces crite`res supple´mentaires.
f(a, b,
x
↑
c
↑
y
, ...) → r, s, t, ...
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? λκ(b, y, s)
ou` λκ indique une recherche sur un argument
indiffe´remment en entre´e ou sortie
⇒ λκ = f
Cette optique de combinaison de crite`res est fort inte´ressante et permet d’e´tendre
ou de restreindre le re´sultat graˆce a` des questions et ou, comme illustre´ a` la figure 5.7.
5.6 IHM
Concernant la fac¸on de pre´senter la recherche a` l’utilisateur, nous avons envisage´
diffe´rentes options. Nous mettons en e´vidence quelques moyens d’interaction :
1. la recherche par mots cle´s : c’est la me´thode utilise´e actuellement par les
suites de programmes bioinformatiques, comme nous l’avons vu au point 2.4,
page 23. Comme pre´sente´ dans l’exemple, les mots-cle´s recherchent l’information
par rapport aux noms des services et a` leur description textuelle. Ici, nous pouvons
les appliquer a` tous les champs de l’ontologie ;
2. la recherche multi-crite`res est celle pre´sente´e a` la figure 5.7, l’utilisateur peut
y spe´cifier les mots cle´s et les champs sur lesquels rechercher ces mots. Cette
IHM peut eˆtre enrichie pour permettre une meilleure utilisation des mots par la
pre´cision contient, ne contient pas, e´gal, n’est pas e´gal, supe´rieur, infe´rieur ;
3. voyage 2D ou 3D dans l’ontologie : comme l’ontologie est un catalogue de
services et de donne´es, il est possible d’y voyager a` l’aide d’une arborescence
en deux ou trois dimensions. A` chaque noeud se´lectionne´, on en de´veloppe les
voisins. TouchGraph6 est un outil graphique qui permet une visualisation 3D.
On peut naviguer d’un noeud a` l’autre par double clic et, de cette manie`re,
l’arborescence e´volue en fonction du noeud se´lectionne´ pour afficher ses voisins
directs et indirects, comme pre´sente´ en figure 5.8. Un tel utilitaire, adapte´ a` une
ontologie OWL, offre une belle manie`re de de´couvrir l’information. Il permet
d’aborder la complexite´ des ontologies d’une manie`re simple et attractive. Dans
l’instanciation de l’ontologie Bigre, un noeud service permettrait d’en voir les
bindings, les instances de proprie´te´s, et le type de service par exemple. Un passage
vers ce type de service montrerait tous ses services associe´s, etc. TouchGraph est
dore´navant inte´gre´ a` l’outil Prote´ge´.
6www.touchgraph.com
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5.7 Conclusion
Dans ce chapitre, nous avons e´tudie´ l’infe´rence et la logique descriptive. Nous avons
e´value´ trois raisonneurs et en avons choisi un pour infe´rer sur le mode`le Bigre que
nous avons traduit dans Racer. Sur cette base, nous avons re´fle´chi a` certaines requeˆtes
inte´ressantes pour la de´couverte de services. Ces requeˆtes exploitent la hie´rarchie qui
existe sur les donne´es et sur les traitements.
Ces hie´rarchies restent cependant assez simples vu qu’elles ne permettent que la
ge´ne´ralisation/spe´cialisation. Nous souhaitons enrichir la se´mantique qui existe dans
l’ontologie en permettant de nouveaux types de relations sur les donne´es. Pour cela,
nous allons e´tudier le part-whole et nous verrons ensuite comment exploiter les relations
part-whole dans la recherche de services.
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Fig. 5.7: Permettre une combinaison de crite`res de recherche
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Fig. 5.8: TouchGraph utilise´ dans Prote´ge´
Chapitre 6
Le Part-Whole
Dans ce chapitre, nous allons le´ge`rement nous e´carter du domaine bioinformatique
car, avec nos faibles connaissances en ce domaine, il nous est difficile de trouver des
exemples qui pourraient bien convenir. Les bioinformaticiens pourront ensuite appli-
quer nos raisonnements et conclusions a` leur domaine.
Apre`s plusieurs lectures ([BCM+03], [Sat95], [GP96], [Ber95], [MARR03], [PL]),
nous pouvons admettre que [BCM+03] propose l’e´tude la plus comple`te en matie`re de
relation part-whole, la pre´sentation the´orique ci-apre`s en est donc largement inspire´e.
Le part-whole (e´galement appele´ relation de composition, ces deux termes seront
utilise´s indiffe´remment dans ce chapitre) est une relation qui lie les parties (les part)
au tout (le whole). Par exemple, le moteur est un objet part de la voiture, qui est le
whole. Le lien qui existe entre moteur et voiture s’appelle le lien part-of (est la partie
de).
6.1 La relation part-whole
Un objet composite est un objet forme´ par l’agre´gation d’un ensemble d’objets,
appele´s ses composants, qui de´crivent chacun une partie de l’objet composite. La rela-
tion qui lie un objet composite a` ses composants est appele´e relation de composition.
L’objet composite est le whole, ses composants sont les part.
De nombreuses questions se posent : Qu’est-ce qu’un objet composite ? Quelles
proprie´te´s peuvent eˆtre attache´es a` la relation de composition ? Comment de´finir et
manipuler un objet composite ? Existe-t-il une infe´rence propre a` la composition ?
Quelles sont les contraintes lie´es aux langages pour la description explicite d’objets
composites ? Quels domaines et applications sont concerne´s par les objets composites ?
Qu’est-ce qu’un bon mode`le d’objets composites ?
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A` la relation part-whole, ou relation de composition, sont associe´es diffe´rentes se´-
mantiques. Il faut des mode`les de repre´sentation qui ont un pouvoir d’expressivite´
e´leve´. Le besoin est de manipuler un ensemble d’objets comme une seule entite´ logique
(pour accroˆıtre l’expressivite´ et les performances du mode`le).
6.1.1 Les sept types de relation part-whole
La relation composant/objet traduit le fait que les composants montrent cer-
taines formes de relations structurelles ou fonctionnelles entre eux et le composite
auquel ils appartiennent. Exemples : Les roues font partie des voitures, les chapitres
font partie des livres, une poigne´e fait partie d’une valise. Cette relation est la plus
utilise´e dans les domaines de l’inge´nierie de la connaissance.
Ele´ment/collection : Les e´le´ments d’une collection ne requie`rent pas une fonction
particulie`re ou un agencement structurel particulier par rapport aux autres e´le´ments
de la collection ou a` la collection elle-meˆme. Exemples : Un arbre fait partie d’une
foreˆt, un avion fait partie d’une escadrille, un e´le`ve fait partie d’une classe.
Portion/masse : Les portions de masse sont des parties similaires entre elles mais
aussi similaires a` l’objet composite qu’elles composent. Exemples : Une part de tarte
fait partie d’une tarte, les grains font partie du sel.
Substance/objet : Rapport qui existe entre un objet et ce dont il est fait, l’ob-
ject perd son identite´ de`s lors que l’un de ses constituants est supprime´. Exemples :
L’hydroge`ne fait partie de l’eau, un ve´lo est partiellement compose´ d’acier.
Etape/e´ve´nement : Cette relation de´finit une structure ou un agencement de
composants pre´de´termine´. Les composants (e´tapes) interviennent a` diffe´rents moments.
Exemples : Une introduction fait partie d’une pre´sentation, une matine´e fait partie
d’une journe´e, le de´barquement de Normandie a fait partie de la Deuxie`me Guerre
mondiale.
Phase/activite´ : Diffe`re de la relation pre´ce´dente par le fait que les composants
(phases) ne peuvent eˆtre se´pare´s de l’activite´. Exemples : Le paiement fait partie d’un
achat, le banquet fait partie d’un mariage.
Lieu/espace : Traduit une composition spatiale et exprime la situation ge´ogra-
phique d’un lieu. Les lieux ne sont pas se´parables de l’espace dans lequl ils se trouvent.
Exemples : Une oasis fait partie du de´sert, le mont Blanc fait partie des Alpes.
6.1.2 Identification des diffe´rents part-whole
Quatre crite`res sont utilise´s pour diffe´rencier les sept types de relation part-whole :
La fonctionnalite´ exprime la de´pendance fonctionnelle entre le composant et le
composite. Ce crite`re indique que les parties sont dans une position spatiale ou tem-
porelle spe´cifique qui est en relation avec leur fonction dans l’objet composite.
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La similarite´ indique que les composants sont similaires entre eux et a` l’objet
composite auquel ils appartiennent.
La se´parabilite´ s’inte´resse a` la se´paration physique entre le composant et le com-
posite.
La simultane´ite´ indique que le composite a tous ses composants de´crits en meˆme
temps.
Relations Exemple Fonctionnalite´ Similarite´ Se´parabilite´ Simultane´ite´
Composant/objet roue/voiture + - + +
Ele´ment/collection arbre/foreˆt - - + +
Portion/masse part/tarte - + + +
Substance/objet hydroge`ne/eau - - - +
Etape/e´ve´nement analyse/cycle + - + -
Phase/activite´ paiement/achat + - - -
Lieu/espace oasis/de´sert - + - +
Tab. 6.1: Typologie des relations de composition
6.1.3 Transitivite´ de la relation part-whole
La proprie´te´ de transitivite´ d’une relation est importante dans tout processus d’in-
fe´rence d’informations. Une relation de composition apparaˆıt comme e´tant transitive :
si A est une partie de B et B une partie de C, alors A est une partie de C. Cependant,
en conside´rant les types de relations mis en e´vidence, nous pouvons en conclure que la
relation est transitive lorsque les meˆmes types de relation de composition sont impli-
que´es dans les pre´misses, et qu’il y a e´chec de la transitive´ lorsque l’on compose deux
relations de types diffe´rents, comme illustre´ a` la figure 6.1
6.2 Application a` notre mode`le
6.2.1 Ajout des relations part-whole
Partant du mode`le pre´sente´ dans le chapitre pre´ce´dent (page 35), nous tenons a`
ajouter de l’information se´mantique entre diffe´rents types de donne´es. Nous de´finissons
des roˆles pour mettre en relation les termes, comme pre´sente´ a` la figure 6.2. Pour
satisfaire a` la proprie´te´ de transitivite´ a` l’inte´rieur d’un meˆme type de part-whole, nous
de´clarons ces roˆles comme e´tant transitifs. Ces sept roˆles ont un super-roˆle commun :
compose. Le domaine et le rang sont type, comme pour le roˆle non transitif herite.
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carburateur moteur
voiture
bras Einstein
académie scientifique
Relation partie-de de type composant/objet
Relation partie-de de type élément/collection
Relation partie-de déduite
Relation partie-de non déduite
1
23
1
23
Fig. 6.1: Transitivite´ de la relation de composition. Les dessins
se lisent de la fac¸on suivante : partant des pre´misses (1) et (2),
est-il possible de conclure (3) ?
Fig. 6.2: Les types de part-whole
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...
:roles( ...
)
:transitive-roles(
(compose :domain type :range type)
(composant-objet :parents (compose))
(element-collection :parents (compose))
(portion-masse :parents (compose))
(substance-objet :parents (compose))
(etape-evenement :parents (compose))
(phase-activite :parents (compose))
(lieu-espace :parents (compose))
)
...
Exemples de requeˆtes
1. Pour savoir quels objets sont lie´s par une relation de composition, nous posons
la question
(retrieve (?x ?y) (?x ?y compose))
et la re´ponse est :
((?X OASIS) (?Y DESERT)),
((?X PAIEMENT) (?Y ACHAT)),
((?X ANALYSE) (?Y CYCLE)),
((?X HYDROGENE) (?Y EAU)),
((?X PART) (?Y TARTE)),
((?X ARBRE) (?Y FORET)),
((?X ROUE) (?Y VOITURE))
2. La section 6.1.3 pre´sente les deux conclusions importantes auxquelles les travaux
pre´ce´dents arrivent. Si nous de´crivons les relations de composition d’une montre a` la
figure 6.3, alors a` la question
(retrieve (?x) (?x montre composant-objet))
(quels sont les composants de l’objet montre), Racer re´pond
((?X BRACELET)),
((?X PETITE-AIGUILLE)),
((?X GRANDE-AIGUILLE)),
((?X CADRAN))
Ce qui respecte bien les deux principes : transitivite´ au sein d’un meˆme type part-whole
et non transitivite´ entre diffe´rents part-whole.
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Fig. 6.3: Infe´rence sur roˆle transitif
6.2. Application a` notre mode`le 69
6.2.2 La question des relations directes
Si x est compose´ de y et y est compose´ de z, on peut en de´duire que x est compose´
de z. Cependant, si le lien de composition de x vers z est explicitement indique´, bien
qu’il soit un lien de transitivite´, il n’est pas conside´re´ comme redondant. Il apporte
l’information supple´mentaire suivante : x est compose´ directement de z. Voila` pourquoi
il est parfois inte´ressant d’obtenir les liens directs uniquement.
Cela n’est pas possible, e´tant donne´ la de´finition des roˆles transitifs (R+) : si les
deux paires IN1 et IN2 ; et IN2 et IN3 sont relie´es par le roˆle transitif R, alors IN1 et
IN3 sont e´galement lie´s par R.
Pour restreindre la re´ponse aux relations directes uniquement, il faut la nettoyer :
par rapport a` l’illustration propose´e a` la figure 6.4, il s’agirait de demander tous les
descendants de B, C, et D lorsque nous avons obtenu les descendants de A, et ainsi,
voyant que D est e´galement un descendant de C, nous pouvons en conclure qu’il n’est
pas directement lie´ a` A. Seulement, quand la situation comme celle pre´sente´e a` la figure
6.5 se pre´sente, D sera conside´re´ comme e´tant infe´re´ alors qu’il ne l’est pas. Ce n’est
donc pas une solution acceptable.
A
B C
D
Relation directe
Relation inférée
Fig. 6.4: Relation infe´re´e
A
B C
D
Relation directe
Relation inférée
Fig. 6.5: Pas de relation infe´re´e
En tenant compte du tableau 5.5 (page 47) d’he´ritage des proprie´te´s de roˆles, nous
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constatons qu’il ne peut y avoir de relation (super-roˆle R, sous-roˆle R+). Par contre,
un roˆle transitif peut eˆtre le super-roˆle d’un roˆle normal. En rede´finissant notre mode`le
de la manie`re suivante, nous sommes a` pre´sent en mesure de re´pondre a` des requeˆtes
aussi bien sur des relations directes qu’infe´re´es :
1. nous conservons les roˆles transitifs de´clare´s (composant-objet, etape-evenement,
etc.) ;
2. nous de´clarons de nouveaux roˆles (non transitifs) qui ont pour parent les roˆles
transitifs de´clare´s pre´ce´demment :
:roles( ...
(comp-obj-direct :parents (composant-objet))
(elt-coll-direct :parents (element-collection))
(port-mass-direct :parents (portion-masse))
(subst-obj-direct :parents (substance-objet))
(et-evt-direct :parents (etape-evenement))
(ph-act-direct :parents (phase-activite))
(l-esp-direct :parents (lieu-espace))
);
3. les relations entre deux instances sont les relations directes. Sur l’exemple de la
montre, illustre´ a` la figure 6.3, la relation (related cadran montre composant-
objet) devient (related cadran montre comp-obj-direct) ;
4. ainsi, la requeˆte (retrieve ( ?x) ( ?x montre composant-objet)) renvoie toujours
bien tous les composants de l’objet montre (a` savoir cadran, bracelet, petit-
aiguille et grande-aiguille), d’une manie`re transitive pour respecter la proprie´te´
de transitivite´ au sein d’un meˆme type part-of ;
tandis que la requeˆte (retrieve ( ?x) ( ?x montre comp-obj-direct)) re´pondra uni-
quement cadran et bracelet.
6.3 Contraintes sur les objets composites
Nous avons vu quels types part-whole existent et comment les identifier graˆce
aux quatre crite`res de fonctionnalite´, similarite´, simultane´ite et se´parabilite´. En plus
de cela, il existe certaines contraintes qui s’appliquent a` la relation binaire entre
composite et composant (c’est le lien de composition) : exclusivite´/partage, de´pen-
dance/inde´pendance, pre´dominance/non pre´dominance et cardinalite´.
Un lien de composition exprime qu’un objet composite est compose´ d’un autre objet
composant (le mot objet de´signe une instance). Le terme lien de composition de´signe
une relation binaire qui peut eˆtre soumise a` certaines contraintes alors que le terme
relation de composition est un terme ge´ne´rique qui de´signe la re´union des diffe´rents
liens de composition. La relation de composition est ge´ne´ralement de´finie comme e´tant
irre´flexive, antisyme´trique et transitive.
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6.3.1 Les proprie´te´s des liens de composition
Des proprie´te´s peuvent eˆtre attache´es aux liens de composition, permettant ainsi
d’enrichir la repre´sentation des objets composites et de simplifier leur manipulation.
Elles sont illustre´es a` la figure 6.6 page 71.
maison cuisineD
D
D salle à manger
chambre
maison fondation
D
D mur
toit
I
roue pneuPr
Pr
NPr jante
enjoliveur
voiture moteur1
1
4 carroserie
roue
porte[3,5]
4
1 aile
toit
- Liens de composition 
dépendants (D) et indépendants (I)
- Liens de composition
prédominants (Pr) et 
non prédominants (NPr)
- Cardinalité des liens 
de composition
voiture moteurE
E
E carrosserie
roue
chambre1 P
P
mur
chambre2
- Liens de composition 
exclusifs (E) et partagés (P)
Fig. 6.6: Les diffe´rentes proprie´te´s des liens part-whole
Exclusivite´ et partage
Un objet repre´sente´ par un lien de composition exclusif ne peut eˆtre re´fe´rence´ que
par ce seul lien de composition et ne peut donc faire partie que d’un seul objet com-
posite. Cette notion est souvent ne´cessaire pour la mode´lisation des objets physiques
tels que le moteur, qui n’appartient qu’a` une voiture.
A` l’inverse, un composant re´fe´rence´ par un lien de composition partage´ peut eˆtre
re´fe´rence´ par un nombre quelconque de liens de composition partage´s. Par exemple,
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un meˆme mur pour deux chambres. C’est une proprie´te´ utile pour la mode´lisation de
hie´rarchies de composition logiques.
De´pendance et inde´pendance
La de´pendance permet de spe´cifier que l’existence d’un objet composant est lie´e a`
celle de l’objet composite. Dans ce cas, la destruction de l’objet composite entraˆıne
automatiquement la destruction du composant.
Par exemple, les pie`ces cuisine, salle a` manger ou encore chambre sont de´pendantes
de la maison mais les fondations en sont inde´pendantes.
Pre´dominance et non-pre´dominance
La pre´dominance spe´cifie que l’existence de l’objet composite est lie´e a` celle du com-
posant, c’est-a`-dire que la destruction de l’objet composant entraˆıne la destruction de
l’objet composite. Cette proprie´te´ traduit le fait que l’objet composite perd son identite´
lorsque le composant est de´truit. Par exemple, roue a une relation pre´dominante avec
pneu et jante mais pas avec enjoliveur.
Cardinalite´
Il est possible d’associer une cardinalite´ a` chaque lien de composition. La cardi-
nalite´ d’un lien de composition indique le nombre d’objets re´fe´rence´s par ce lien de
composition. Elle peut eˆtre fixe ou variable, par exemple une voiture a un moteur, une
carrosserie et quatre roues ; tandis que la carrosserie peut avoir de trois a` cinq portes.
Combinaison des proprie´te´s
Par de´faut, les liens de composition sont exclusifs, de´pendants et non pre´domi-
nants, cela correspond a` des hie´rarchies de composition physiques. Ils peuvent eˆtre
partage´s, inde´pendants et non pre´dominants afin de poser le minimum de contraintes.
La cardinalite´ est e´gale a` 1 par de´faut.
6.3.2 Ajout des contraintes dans le mode`le
Nous ajoutons des roˆles pour de´finir les contraintes entre deux instances. Par
exemple, entre cadran et montre, nous pouvons pre´ciser qu’ils sont exclusifs, de´pen-
dants et non pre´dominants, comme illustre´ a` la figure 6.7. Il est important de remarquer
que la` ou` les roˆles de composition vont des part vers le whole, les proprie´te´s s’appliquent
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Fig. 6.7: Pre´cision des proprie´te´s
Fig. 6.8: Exemple de formulaire
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en sens inverse. Pourquoi ? Afin de respecter le fait que c’est l’objet whole qui influe
sur ses part (voir l’illustration 6.6 page 71).
Afin d’automatiser la de´finition des contraintes dans le mode`le, la figure 6.8 sugge`re
un formulaire et le pseudo-code qui permet la construction des commandes Racer est :
String requete;
if (choix-E-P = exclusivite)
then requete = "(related "+noeud-source+" "+noeud-cible" exclusivite)"
else requete = "(related "+noeud-source+" "+noeud-cible" partage)"
if (choix-D-I = dependance)
then requete = requete+" (related "+noeud-source+" "+noeud-cible" dependance)"
else requete = requete+" (related "+noeud-source+" "+noeud-cible" independance)"
if (choix-Pr-NPr = predominance)
then requete = requete+" (related "+noeud-source+" "+noeud-cible" predominance)"
else requete = requete+" (related "+noeud-source+" "+noeud-cible" nonpredomine)"
Send requete.
Nous conservons le me´canisme pre´sente´ a` la section 6.2.2 afin d’obtenir les relations
directes uniquement, ou les relations infe´re´es e´galement.
6.3.3 Utilite´ des contraintes
Exclusivite´ et partage
Avant de lier un composant a` un composite, il faut ve´rifier qu’il n’est pas de´ja` le
composant exclusif d’un autre composant :
(retrieve (?composite) (?composite le-composant exclusivite))
Si la re´ponse est NIL (ne signifie pas NON mais signifie que Racer ne trouve pas
l’information, par opposition a` la re´ponse T pour true ou a` une re´ponse renvoyant
d’autres instances), alors on peut lier le composant. Par exemple,
(retrieve (?composite) (?composite cadran exclusivite))
re´pond
((?COMPOSITE MONTRE))
donc nous ne pourrons pas lier cadran a` un autre composite.
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De´pendance et inde´pendance
Au moment de supprimer un objet, il faut s’assurer qu’il n’est pas le composite
dont les composants sont de´pendants, auquel cas il faudra les supprimer e´galement :
(retrieve (?composant) (le-composite ?composant dependance))
Par exemple :
(retrieve (?composant) (montre ?composant dependance))
re´pond
((?COMPOSANT CADRAN))
donc il faut supprimer cadran.
Pre´dominance et non pre´dominance
Au moment de supprimer un objet, il faut s’assurer qu’il n’est pas le composant
pre´dominant d’un objet composite, auquel cas il nous faudra le supprimer e´galement :
(retrieve (?composite) (?composite le-composant predominance))
Par exemple, a` supposer que (related bracelet cuir predominance), la requeˆte
(retrieve (?composite) (?composite cuir predominance))
renvoie
((?COMPOSITE BRACELET)),
bracelet est a` supprimer.
6.3.4 La Cardinalite´
La quatrie`me contrainte est la cardinalite´. Par rapport a` l’exemple de cardinalite´
pre´sente´ a` la figure 6.6 page 71, nous souhaitons dire qu’une voiture est compose´e de
quatre roues : voiture – {cardinalite´ = 4} →roues. Il faut une construction de la forme
cardinalite´(voiture, roue, 4), or Racer ne permet pas les triplets. Pour les repre´senter,
nous ajoutons un noeud interme´diaire auquel nous pouvons donner une valeur, comme
illustre´ a` la figure 6.9. C est un noeud unique a` A et B, et le roˆle Lien devient un triple
roˆles : Lien-A-C, Lien-C-B et Lien-C-Valeur.
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A B
Lien = Valeur
Lien(A, B, Valeur)
A B
Lien = Valeur
C
Valeur
Fig. 6.9: Repre´senter un triplet
Dans Racer, il est possible de donner une valeur a` C graˆce aux attributs : on
de´finit Valeur en tant qu’objet dans la signature :objects(valeur) et Lien-C-Valeur est
un attribut :attributes((integer lien-c-valeur)) ; on contraint l’individu C a` Valeur par
(constrained c valeur lien-c-valeur) et on peut attribuer la valeur, soit 4 : (constraints
(equal valeur 4)).
Nous devons ajouter un noeud interme´diaire et ne pas simplement valuer A avec
une re`gle du genre Quand « Lien » alors regarder « Valeur », comme pre´sente´ a` la
figure 6.10. En effet, s’il devait y avoir plus d’un Lien, auquel s’attacherait la contrainte
Valeur de´finie ?
Fig. 6.10: Repre´senter un triplet - Alternative errone´e
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6.4 Comment poser des questions ?
6.4.1 Requeˆtes mono-crite`re
Input
« Je recherche les services qui prennent en entre´e une donne´e de tel type. »
Lorsque l’utilisateur pose cette question, une re´ponse pertinente et exhaustive doit
contenir les e´le´ments suivants :
1. la liste des services qui prennent directement en entre´e une donne´e de ce type,
par la requeˆte
retrieve (?services) (and (?services ?tds instancie)
(?tds ?tt realise)
(?tt la-donnee demande)));
2. la liste des autres services valides e´tant donne´ qu’ils prennent en entre´e une
donne´e d’un type plus ge´ne´ral (super-type) que le type demande´ :
(retrieve (?services) (or (and (?services ?tds instancie)
(?tds ?tt realise)
(?tt ?donnee demande)
(?donnee le-type classifie))
(and (?services ?tds instancie)
(?tds ?tt realise)
(?tt ?donnee demande)
(?donnee ?surtype classifie)
(le-type ?surtype herite)));
3. si le type de donne´es recherche´ est dans une relation de composition
((retrieve (?x ?y) (?x ?y compose))), alors apporter les informations supple´-
mentaires suivantes :
(a) s’il est un composant :
i. indiquer le type de donne´es qu’il compose,
ii. pre´ciser la nature de la relation part-whole (composant/objet,
lieu/espace, etc.),
iii. pre´ciser les proprie´te´s d’exclusivite´, de´pendance, pre´dominance et car-
dinalite´,
iv. donner les autres donne´es composites ainsi que la nature du lien part-of
et les proprie´te´s pour chaque,
(b) s’il est un composite :
i. indiquer quels sont ses types de donne´es composants,
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ii. pre´ciser la nature de chaque relation part-whole (composant/objet,
lieu/espace, etc.),
iii. pre´ciser les proprie´te´s d’exclusivite´, de´pendance, pre´dominance et car-
dinalite´ pour chaque relation,
(c) toutes les informations s’obtiennent par la commande
(describe-individual <TYPE>). Par exemple, a` l’illustration 6.7 page
73, si l’on demande (describe-individual montre), nous obtiendrons les
informations suivantes :
(MONTRE
:ASSERTIONS NIL
:ROLE-FILLERS (((INV COMPOSE) (BRACELET CADRAN))
((INV COMPOSANT-OBJET) (BRACELET CADRAN))
(PROPRIETE-PARTWHOLE (CADRAN)))
(NONPREDOMINE (CADRAN))
(DEPENDANCE (CADRAN))
(EXCLUSIVITE (CADRAN))
:TOLD-ATTRIBUTE-FILLERS NIL
:DIRECT-TYPES ((TYPE)));
(d) en accompagnement a` toutes ces explications, en donner la signification et
donner des indications sur comment relancer une recherche sur les nouveaux
e´le´ments obtenus.
Output
« Je recherche les services qui renvoient en sortie une donne´e de tel type. »
Meˆme proce´dure.
Traitement
« Je recherche les services dont le type re´alise tel traitement. »
Lorsque l’utilisateur pose cette question, une re´ponse pertinente et exhaustive doit
contenir les e´le´ments suivants :
1. la liste des services dont le type re´alise directement ce traitement ;
2. la liste des autres services valides e´tant donne´ que leur type re´alise un traitement
dont le traitement demande´ est une spe´cialisation. Tous les super-traitements a`
celui demande´ n’ont pas force´ment de service associe´. La requeˆte est
(retrieve (?services) ( or (and (?services ?tds instancie)
(?tds le-traitement realise))
(and (?services ?tds instancie)
6.5. Comment poser des questions ? 79
(?tds ?sur-traitement realise)
(le-traitement ?sur-traitement
specialise)));
3. la liste des services pouvant l’inte´resser e´tant donne´ que leur type re´alise un
traitement qui spe´cialise le traitement demande´, par la requeˆte
(retrieve (?services) ( or (and (?services ?tds instancie)
(?tds le-traitement realise))
(and (?services ?tds instancie)
(?tds ?sous-traitement realise)
(?sous-traitement le-traitement
specialise)));
4. si le traitement voulu est dans une relation de composition, alors meˆme proce´dure
que pour les inputs.
6.4.2 Requeˆte multi-crite`res
Une requeˆte multi-crite`res sera de la forme : « Je souhaite les services imple´mente´s
par tel binding ou re´alisant telle ope´ration et prenant en entre´e une donne´e de tel type
et re´alisant tel traitement »
Construction de la requeˆte
Le syste`me d’encodage de la requeˆte multi-crite`res doit permettre de faire des
constructions de la forme et/ou. Il offre en outre la possibilite´ de parenthe´sage, ou
bien il doit eˆtre explicite sur la manie`re dont sera construite la requeˆte finale envoye´e
a` Racer concernant l’ordre d’e´valuation des diffe´rents e´le´ments.
Pre´sentation de la re´ponse
1. la liste des services qui satisfont directement a` la requeˆte multi-crite`res ;
2. la liste des services qui satisfont a` une requeˆte enrichie :
(a) on cre´e une seule requeˆte enrichie qui fait directement appel aux sur-types
des inputs demande´s, aux sous-types des outputs demande´s et aux sur-
traitement des traitements demande´s,
(b) dans un souci de de´tail de l’information renvoye´e a` l’utilisateur, on cre´era
plusieurs requeˆtes (autant qu’il n’y a de crite`res sur lesquels peut s’appliquer
une hie´rarchie ou une composition, a` savoir sur les entre´es, les sorties et les
traitements) et pour chacune, la re´ponse contiendra les e´le´ments pre´sente´s
pre´ce´demment pour les requeˆtes mono-crite`re.
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6.5 Conclusion
Dans ce chapitre, nous avons e´tudie´ la relation part-whole et avons applique´ les
e´le´ments mis en e´vidence a` notre mode`le. Cela concerne les sept types de relation part-
whole auxquels s’appliquent quatre crite`res, ainsi que les contraintes sur les objets qui
ajoutent des re`gles sur la gestion de l’ontologie (ve´rifier qu’un composant est effective-
ment exclusif a` son objet, ge´rer la suppression d’objets et valider les cardinalite´s).
Nous avons vu comment traiter les relations directes uniquement, ou bien comment
infe´rer de nouvelles relations graˆce a` la transitivite´ sur les roˆles. Nous avons mis en
e´vidence deux proprie´te´s importantes auxquelles les diffe´rentes recherches aboutissent :
il existe une transitivite´ au sein d’un meˆme type de relation part-whole et il n’existe
pas de transitivite´ entre deux types diffe´rents. Dans le prochain chapitre, nous allons
passer outre cette dernie`re proprie´te´ et proposer une manie`re de composer les types
entre eux.
Nous n’avons pas encore exploite´ les quatre crite`res de fonctionnalite´, similarite´,
simultane´ite´ et se´parabilite´ qui de´finissent les sept relations part-whole. Ces crite`res
seront de premie`re importance dans le chapitre suivant.
Sur base de l’e´tude pre´sente´e dans ce chapitre, nous avons propose´ une manie`re
d’e´tablir des re´ponses aux crite`res de recherche que l’utilisateur encode. Nous n’exploi-
tons cependant pas encore entie`rement la relation part-whole pour la de´couverte de
services, cela sera fait dans le prochain chapitre.
Chapitre 7
Infe´rence supple´mentaire
Ce chapitre propose une e´tude approfondie qui est en rapport avec les concepts
e´tudie´s dans les deux chapitres pre´ce´dents. Par rapport au chapitre 5, nous allons
continuer l’e´valuation de la hie´rarchie des donne´es qui est a` pre´sent enrichie du part-
whole e´tudie´ en de´tail dans le chapitre 6.
Apre`s deux remarques pre´alables, nous allons composer les relations part-whole
entre elles et voir comment en exploiter les re´sultats dans notre mode`le. Nous proposons
un tableau de composition ainsi qu’un algorithme qui permet de comprendre comment
parcourir l’ontologie pour l’enrichir des nouvelles relations de´couvertes dans le tableau
de composition.
Ensuite, nous enrichissons la re´ponse que nous avions pre´ce´demment e´tudie´e aux
sections 5.5 et 6.4 en nous demandant comment exploiter la relation part-whole afin
d’e´largir le spectre des services propose´s a` l’utilisateur. Pour cela, nous utilisons les
quatre crite`res qui de´finissent les diffe´rents types part-of, ce sont la fonctionnalite´, la
similarite´, la simultane´ite´ et la se´parabilite´.
7.1 Remarques pre´alables
7.1.1 Le raisonnement sur instances
Dans la litte´rature ([AFGP95] et [Ber95]), les chercheurs rede´finissent une syntaxe
et une se´mantique supple´mentaires a` AL et SHIQ, car ces langages ne permettent que
la relationv (is-a) qui caracte´rise l’he´ritage. Par exemple, dans le mode`le, Precondition
v Condition signifie que toute instance de Precondition est e´galement une instance de
Condition. Au niveau DL, les chercheurs e´tudient donc la relation part-whole entre
concepts (pour rappel, les concepts e´quivalent aux types d’entite´ du mode`le entite´-
association, ou aux classes OWL) et y ajoutent souvent la relation  qui est le roˆle
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has-part. Par exemple, le langage P de Sattler qui de´finit diffe´rents types de relations
part-whole et leur inverse.
Le mode`le Bigre formalise le fonctionnement des services bioinformatiques (par
exemple : les ope´rations s’organisent en sce´narios et ont des pre´/postconditions ; les
inputs des traitements sont des inputs d’ope´rations ; les types de donne´es classifient
les donne´es ; etc.) tout en restant ge´ne´ral par rapport au domaine repre´sente´. Une fois
ce mode`le instancie´ par les fournisseurs de services bioinformatiques (au moment de
l’enregistrement de leurs services), l’ontologie sera comple´te´e. Les types d’association
he´ritage et specialisation traduisent de l’he´ritage is-a au sein des instances. De meˆme,
nous traduisons le lien part-of par rapport aux instances et non aux concepts.
Au niveau instances, le me´canisme d’infe´rence correspondant au v qui s’applique
aux roˆles se traduit par la transitivite´ des roˆles. C’est le seul me´canisme dont nous
pouvons profiter. Par exemple, nous ne pouvons pas profiter de la cardinalite´ comme
nous pourrions le faire au niveau des concepts ; a` la place, nous devons ajouter nos
propres me´canismes tels que celui pre´sente´ au point 6.3.4 pour la cardinalite´.
7.1.2 Repre´senter le part-whole en OWL
OWL ne contient pas de primitives spe´cifiques pour les relations part-whole, contrai-
rement a` la relation subClass (est une sous-classe de) par exemple. Il est toutefois pos-
sible de les repre´senter d’une manie`re similaire a` celle pre´sente´e dans notre analyse1.
Concernant la proprie´te´ de transitivite´ au sein d’un meˆme type part-of que nous
avons e´tudie´e, il y a moyen de de´clarer une proprie´te´ comme e´tant transitive en OWL.
Si A compose B et B compose C, alors A compose C et les parties de C incluent A et
B. On de´finira donc la transitivite´ des proprie´te´s de la meˆme manie`re que celle vue au
point 6.2.2 : partOf directly est une sous proprie´te´ non transitive de partOf.
En DL, lorsque l’on de´finit une relation entre a et b, alors on peut, en partant
de b, retrouver a via l’inverse du roˆle. Les roˆles correspondent aux proprie´te´s OWL,
a` la diffe´rence qu’il n’y a pas moyen de retrouver a a` partir de b dans OWL. Il est
possible de de´finir la proprie´te´ hasPart comme e´tant l’inverse de partOf. Cependant,
les raisonneurs OWL ne se comportent pas bien pour de grandes hie´rarchies part-whole
connecte´es a` la fois par partOf et hasPart. Il est conseille´ de choisir un sens unique,
partOf par exemple.
7.2 Transitivite´ inter-types
Supposons que l’utilisateur recherche les services de transport de mate´riel pour ve´-
hiculer une cargaison de Belgique en Espagne. Il souhaite que le contenu de sa cargaison
1http://www.w3.org/2001/sw/BestPractices/OEP/SimplePartWhole/
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soit assure´e. Le raisonneur trouve un service de location de camions, sur lequel existe
une relation d’assurance. Le composite est le camion, dont le contenu est un composant
de type composant/objet (car il a pour fonction de contenir, il est se´parable et simul-
tane´). De plus, il y a une relation entre assurance et camion. Est-ce que la proprie´te´
d’assurance se re´percute sur le composant contenu de l’objet camion ?
Nous remarquons sur cet exemple que la proprie´te´ de transitivite´ au sein d’un meˆme
type de relation part-whole n’est pas suffisante pour permettre au raisonneur de faire
des infe´rences inte´ressantes.
Nous allons donc e´tudier la transitivite´ entre relations part-whole diffe´rentes, cela
nous permettra de mode´liser de nouvelles infe´rences.
7.2.1 Re´capitulatif des relations part-whole
Nous commenc¸ons par rappeler la de´finition de chaque relation part-whole, en met-
tant l’accent sur les spe´cificite´s qu’elles pre´sentent. Pour ce faire, chaque de´finition est
incre´mentale par rapport a` une pre´ce´dente, et avec pour point de de´part la relation
composant/objet, car elle est la relation de composition la plus utilise´e en inge´nierie
de la connaissance.
Ce re´capitulatif est propose´ en annexe libre A, afin que le lecteur puisse s’en ser-
vir tout au long de ce chapitre qui revient souvent sur les de´finitions et crite`res des
diffe´rents types.
7.2.2 Le tableau de composition initial
Nous souhaitons construire un tableau de composition des types part-whole dans
le but de mode´liser de nouvelles infe´rences. Afin de valider notre investigation, nous
sommes parti d’une e´tude similaire [Sat95] ou` l’auteur envisage un tel tableau. Tou-
tefois, les diffe´rents types de relations part-whole repris dans son tableau ne sont pas
tous semblables a` ceux que nous e´tudions ici. Nous commenc¸ons donc par ramener ce
tableau de composition a` nos « normes ». Pour ce faire, nous avons compare´ les de´fi-
nitions donne´es par Sattler aux noˆtres, et ramene´ ses concepts a` ceux que nous avons
de´finis. Il propose 6 types de relations part-whole, dont 4 sont facilement identifiables :
1. composant/composite ou` le composant a des frontie`res part-whole inhe´rentes
et ou` le whole est non homoge`ne. Ce type correspond a` notre type compo-
sant/objet ;
2. membre/collection, pour lequel les parts sont de´finies a` travers le whole et ne
sont pas fixe´es localement, il s’agit de e´le´ment/collection ;
3. quantite´/masse ou` le tout n’a pas de frontie`res ni de volume ; le part est quant
a` lui limite´. Cela correspond au type portion/masse ;
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4. substance/objet correspond au type du meˆme nom.
Les deux autres types sont plus difficiles a` rapprocher de nos de´finitions, il s’agit de :
1. segment/entite´ est un type ou` les frontie`res part-whole sont arbitraires ; par
exemple l’avant de la voiture par rapport a` la voiture ;
2. ingre´dient/objet a pour de´finition que le part et le whole sont spatialement
inse´parables. Par exemple, 2 kilos d’acier par rapport au ve´lo.
Nous mettons ces deux types de coˆte´ et nous concentrons sur les 4 types pour
lesquels il n’y a aucune ambigu¨ıte´ de concept. Par rapport au tableau de re´fe´rence,
nous apportons de plus une correction quant a` sa diagonale, car de nombreux travaux
sont arrive´s a` la conclusion qu’il y a transitivite´ au sein d’un meˆme type de relation
part-whole. Parmi les 4 types, portion/masse n’est pas repris en pre´misse de tableau,
mais il intervient dans la composition de segment/entite´ et ingre´dient/objet que
nous n’e´tudions pas ici. Cela nous ame`ne a` un tableau 4×3 pour lequel les relations
sont clairement de´finies. Sattler ne justifie pas la construction de son tableau, nous
le validons donc par des exemples et nous devrons ensuite de´terminer notre propre
me´thode afin de l’e´tendre.
a C/O b ∧ a E/C b ∧ a S/O b ∧
ou` b ω c ⇒ b ω c ⇒ b ω c ⇒
ω est C/O a C/O c a C/O c a S/O c
(composant/objet)
ω est E/C rien a E/C c a S/O c
(e´le´ment/collection)
ω est P/M impossible a E/C c a S/O c
(portion/Masse)
ω est S/O impossible rien a S/O c
(substance/Objet)
Tab. 7.1: Table de composition inter-types
Le tableau 7.1 pre´sente la transitivite´ inter-types part-whole. Il faut le lire de la
manie`re suivante :
– pour le premier e´le´ment, on a « a C/O b ∧ b ω c ⇒ a C/O c », c’est-a`-dire
que si a et b sont lie´s par une relation composant/objet et que b et c sont lie´s
par ω, ou` ω est la relation composant/objet, alors a et c sont lie´s par la relation
composant/objet ;
– « rien » signifie qu’on ne sait rien dire entre les e´le´ments a et c lorsqu’ils sont
chacun lie´s a` l’e´le´ment commun b ;
– « impossible » signifie qu’il est impossible que b soit un e´le´ment commun a` a et
c car il ne peut exister de situation ou` la premie`re relation soit pre´misse de la
seconde.
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Nous e´tudions ce tableau colonne par colonne :
1. si a est le composant de l’objet b et que
(a) b est le composant de l’objet c, alors a est le composant de l’objet c. Par
exemple, un boulon du moteur est e´galement un composant de la voiture,
(b) b est l’e´le´ment de la collection c, alors nous ne pouvons rien dire entre a et
c. En effet, le bras compose le musicien qui est un e´le´ment de l’orchestre,
mais nous ne pouvons pas dire que le bras soit un composant ni meˆme un
e´le´ment de l’orchestre,
(c) il est impossible d’avoir un objet composite b qui soit e´galement une portion
de la masse c. La masse est homoge`ne, ses e´le´ments sont similaires, tandis
que l’objet est non homoge`ne et surtout, le composant a une fonction pour
cet objet la`, mais aucune fonction en dehors,
(d) il est impossible d’avoir un objet composite b qui soit e´galement une sub-
stance de l’objet c. Il n’y a aucune frontie`re entre substance et objet car
l’objet est fait de sa substance et perd son identite´ si la substance est sup-
prime´e, tandis que les frontie`res sont bien de´finies dans une relation compo-
sant/objet (crite`re de se´parabilite´) ;
2. si a est l’e´le´ment de la collection b et que
(a) b est le composant de l’objet c, alors a en est aussi le composant. Par
exemple, le musicien est un e´le´ment de la collection orchestre, et l’orchestre
est un composant de l’objet ope´ra (il a une fonction dans l’ope´ra, il en est
se´parable et il est simultane´), alors le musicien est e´galement composant de
l’ope´ra,
(b) b est l’e´le´ment de la collection c, alors a est l’e´le´ment de la collection c. Ceci
provient de la proprie´te´ de transitivite´ intra-type,
(c) b est la portion de la masse c, alors a est un e´le´ment de la collection c. Une
portion e´tant similaire a` sa masse, alors l’e´le´ment de cette portion ne peut
eˆtre qu’un e´le´ment de sa masse. La collection orchestre est une portion de la
masse ensemble des orchestres, le musicien est bien un e´le´ment de l’ensemble
des orchestre,
(d) b est la substance de l’objet c, alors on ne peut rien conclure entre a et c.
La relation n’est pas impossible meˆme si a est se´parable de b qui lui n’est
pas se´parable de c (sinon, c perd son identite´). Par exemple, l’arbre est
se´parable de la foreˆt mais, a` supposer que la foreˆt soit une substance du
paysage, alors retirer un arbre ne modifiant pas le fait que ce soit une foreˆt,
le paysage existe toujours, la relation n’est donc pas impossible. Et l’on ne
sait rien dire entre l’arbre et le paysage ;
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3. si a est la substance de l’objet b, alors a sera la substance de l’objet c quel que
soit le type de relation part-whole entre b et c
(a) quand b est un composant de c : le cuir est la substance du l’objet sie`ge qui
est un composant de la voiture, alors le cuir est une substance de la voiture.
En effet, la relation composant/objet a les crite`res de fonctionnalite´ (le sie`ge
permet de s’assoir dans la voiture), de se´parabilite´ (on peut le retirer) et
de simultane´ite´ (on n’utilise la voiture que si l’on a un sie`ge pour pouvoir
la conduire) ; la relation substance/objet a l’unique crite`re de simultane´ite´ :
supprimer le cuir fait perdre son identite´ au sie`ge, et donc a` la voiture, il en
est donc bien une substance,
(b) quand b est un membre de la collection c, comme l’arbre pour la foreˆt, avec
le fait que le bois soit la substance de l’arbre, il est e´galement la substance
de la foreˆt. Sans bois, pas d’arbres, et donc pas de foreˆt,
(c) quand b est la portion de la masse c, comme la part de la tarte, alors il
est e´galement e´vident que la substance de la part, farine par exemple, soit
substance de la tarte,
(d) quand b est substance de l’objet c, alors la transitivite´ inter-type est d’ap-
plication.
7.2.3 Le tableau de composition par ses crite`res
Nous souhaitons e´largir les re´sultats a` toute combinaison des 7 types part-whole ini-
tiaux. Comme les 4 types du tableau pre´ce´dent ont e´te´ ramene´s sans ambigu¨ıte´ possible
a` nos types, alors nous pouvons poser l’hypothe`se que les crite`res de fonctionnalite´, si-
milarite´, se´parabilite´ et simultane´ite´ s’appliquent e´galement. Pouvons-nous exploiter
ces crite`res ?
La liste qui suit est une traduction du tableau 7.1 et se comprend ainsi : nous lisons
le tableau colonne par colonne et chaque relation (composant/objet, e´le´ment/collection,
etc.) est repre´sente´e par ses crite`res positifs, [fonct,se´pa,simu] par exemple. La forme
globale est :
[relation entre a et b] ∧ [relation entre b et c]
⇒ [relation entre a et c].
1. [fonct,se´pa,simu] ∧
(a) [fonct,se´pa,simu] ⇒ [fonct,se´pa,simu]
(b) [se´pa,simu] ⇒ [rien]
(c) [simi,se´pa,simu] ⇒ [impossible]
(d) [simu] ⇒ [impossible]
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2. [se´pa,simu] ∧
(a) [fonct,se´pa,simu] ⇒ [fonct,se´pa,simu]
(b) [se´pa,simu] ⇒ [se´pa,simu]
(c) [simi,se´pa,simu] ⇒ [se´pa,simu]
(d) [simu] ⇒ [rien]
3. [simu] ∧
(a) [fonct,se´pa,simu] ⇒ [simu]
(b) [se´pa,simu] ⇒ [simu]
(c) [simi,se´pa,simu] ⇒ [simu]
(d) [simu] ⇒ [simu]
Apre`s avoir analyse´ ces 12 relations entre les crite`res, nous admettons qu’elles ne
sont pas suffisantes pour en de´river des re`gles pour aider a` la constitution d’un tableau
de composition de tous les types (tableau 7 × 7) mais elles donnent certaines pistes.
Nous choisissons donc une approche moins formelle en partant d’exemples e´tudie´s sous
leur aspect crite`res.
Il nous reste 3 types a` composer avec les 4 e´tudie´s ci-dessus. Contrairement a`
ceux-ci, e´tape/e´ve´nement et phase/activite´ sont des relations qui s’appliquent a` des
concepts et non a` des biens mate´riels. Si l’on prend l’exemple du de´barquement de
Normandie qui est une e´tape de l’e´ve´nement Deuxie`me Guerre mondiale, il s’agit bien
de quelque chose d’immate´riel, a` savoir qu’on ne peut pas prendre le de´barquement et
le manipuler par exemple. Peut-on composer ces relations a` du mate´riel ? En pre´misse
(c’est-a`-dire entre a et b), non, car il est difficilement concevable qu’un e´ve´nement soit
la substance d’un objet par exemple.
Pour e´tape/e´ve´nement entre b et c, et pour les relations suivantes entre a et b :
– il est possible que l’e´tape de´barquement de Normandie soit un « objet » compose´
de fusils. En effet, le fusil a une fonction dans le de´barquement, il est se´parable
de l’e´ve´nement et lui est simultane´. La relation est donc bien composant/objet.
Alors, les fusils composent e´galement « l’objet » Deuxie`me Guerre mondiale ;
– il est impossible qu’une collection soit directement l’e´tape d’un e´ve´nement, par
exemple, le soldat n’est pas un e´le´ment de la collection de´barquement, il est un
e´le´ment de la collection arme´e mais une arme´e ne peut eˆtre une e´tape. Elle ne
peut eˆtre que le composant de l’e´tape de´barquement ;
– de meˆme, il est impossible qu’une masse soit une e´tape ;
– c’est impossible e´galement pour substance/objet ;
– pour la relation phase/activite´ entre a et b, alors a est aussi une e´tape de l’e´ve´-
nement c. En effet, a n’est pas se´parable de b qui lui-meˆme a une fonction dans c
mais en est se´parable, donc a qui a une fonction dans b a e´galement une fonction
dans c et en est se´parable.
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Phase/activite´ se rapproche tre`s fort de e´tape/e´ve´nement, il ne peut non plus eˆtre
pre´misse d’un des 4 types de´ja` e´tudie´s, et s’il lie b et c, alors :
– si a est la carte de cre´dit qui sert a` l’objet paiement qui est une phase de l’achat,
alors la carte de cre´dit est e´galement le composant de l’objet achat ;
– il est impossible qu’une collection, une masse, ou un objet (objet de la relation
substance/objet) soit une phase ;
– si a est une e´tape de l’e´ve´nement b, alors a a une fonction dans b mais en est
se´parable, avec b qui n’est pas se´parable de c, alors on ne sait rien dire entre a
et c.
Concernant la relation portion/masse entre a et b,
– une masse peut tre`s certainement eˆtre le composant d’un objet, mais quelle peut-
eˆtre la relation entre a et c ? Ce ne peut eˆtre une portion car elle n’est pas similaire
a` l’objet. Raisonnons sur un exemple, la portion pourrait eˆtre le grain de sable
qui appartient au sable qui est un composant du bac a` sable. Alors, le grain de
sable est e´galement un composant du bac a` sable ;
– si une masse est l’e´le´ment d’une collection, alors, comme la portion est similaire
a` sa masse, elle est e´galement e´le´ment de la collection. Par exemple, la tarte est
un e´le´ment de la collection paˆtisserie, alors la part de la tarte est aussi e´le´ment
de cette collection ;
– pour la composition de la relation e´le´ment/collection avec substance/objet, nous
avons vu que l’on ne sait rien dire entre a et c. La relation portion/masse a pour
unique diffe´rence par rapport a` e´le´ment/collection que les portions sont similaires
entre elles et par rapport a` la masse. Il n’est donc pas plus possible de conclure
pour la composition de portion/masse et substance/objet.
Il reste a` e´tudier lieu/espace qui sert par de´finition a` des compositions spatiales, afin
d’exprimer une situation ge´ographique. Pour une relation lieu/espace entre b et c :
– si a est le composant de l’objet b,b serait un objet qui est le lieu d’un espace c, or
b et c sont similaires, non se´parables et a est fonctionnel a` b. Ceci est impossible ;
– si l’arbre est l’e´le´ment de la collection foreˆt, et que foreˆt est un lieu de l’espace
Amazonie, alors l’arbre est aussi un e´le´ment de l’Amazonie car elle est similaire,
simultane´e et non se´parable de la foreˆt ;
– une masse peut-elle eˆtre le lieu d’un espace ? Oui, l’oasis, qui est un lieu de
l’espace de´sert, est la masse dont l’eau est une part ; comme eau est se´parable de
oasis, elle l’est e´galement de de´sert, la relation est donc portion/masse ;
– la substance d’un objet qui est le lieu d’un espace est e´galement la substance de
cet espace ;
– un e´ve´nement, ainsi qu’une phase ne peuvent eˆtre les lieux d’un espace.
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Pour la relation lieu/espace en pre´misse, c’est-a`-dire entre a et b,
– si b est le composant de l’objet c, alors a est aussi le composant de l’objet c vu
que a est simultane´, similaire, non se´parable et non fonctionnel par rapport a` b ;
– si b est le membre de la collection c, alors on ne peut rien dire entre a et c. Par
exemple, pour le lieu racine de l’espace arbre qui est un e´le´ment de la collec-
tionforeˆt, on ne sait rien dire entre racine et foreˆt, tout comme on ne savait rien
dire entre le bras du musicien et l’orchestre pour la relation composant/objet ;
– quand b est la portion de la masse c, alors a est force´ment portion de cette masse
c e´galement ;
– il est impossible qu’un espace soit la substance d’un objet c ;
– il est impossible qu’une relation lieu/espace soit la pre´misse d’une relation
e´tape/e´ve´nement ou phase/activite´.
Le tableau 7.2 synthe´tise les re´sultats obtenus et le tableau 7.3 le traduit sous sa forme
types de relations.
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↙ C/O E/C
[fonct,se´pa,simu] [se´pa,simu]
C/O [fonct,se´pa,simu] [fonct,se´pa,simu] [fonct,se´pa,simu]
E/C [se´pa,simu] [rien] [se´pa,simu]
P/M [simi,se´pa,simu] [impossible] [se´pa,simu]
S/O [simu] [impossible] [rien]
E/E [fonct,se´pa] [fonct,se´pa,simu] [impossible]
P/A [fonct] [fonct,se´pa,simu] [impossible]
L/E [simi,simu] [impossible] [se´pa,simu]
↙ P/M S/O
[simi,se´pa,simu] [simu]
C/O [fonct,se´pa,simu] [fonct,se´pa,simu] [simu]
E/C [se´pa,simu] [se´pa,simu] [simu]
P/M [simi,se´pa,simu] [simi,se´pa,simu] [simu]
S/O [simu] [rien] [simu]
E/E [fonct,se´pa] [impossible] [impossible]
P/A [fonct] [impossible] [impossible]
L/E [simi,simu] [simi,se´pa,simu] [simu]
↙ E/E P/A
[fonct,se´pa] [fonct]
C/O [fonct,se´pa,simu] [impossible] [impossible]
E/C [se´pa,simu] [impossible] [impossible]
P/M [simi,se´pa,simu] [impossible] [impossible]
S/O [simu] [impossible] [impossible]
E/E [fonct,se´pa] [fonct,se´pa] [fonct,se´pa]
P/A [fonct] [rien] [fonct]
L/E [simi,simu] [impossible] [impossible]
↙ L/E
[simi,simu]
C/O [fonct,se´pa,simu] [fonct,se´pa,simu]
E/C [se´pa,simu] [rien]
P/M [simi,se´pa,simu] [simi,se´pa,simu]
S/O [simu] [impossible]
E/E [fonct,se´pa] [impossible]
P/A [fonct] [impossible]
L/E [simi,simu] [simi,simu]
Tab. 7.2: La table de composition des relations part-whole
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a C/O b a E/C b a P/M b a S/O b a E/E b a P/A b a L/E b
ou` b ω c ⇒ b ω c ⇒ b ω c ⇒ b ω c ⇒ b ω c ⇒ b ω c ⇒ b ω c
ω est C/O C/O C/O C/O S/O imp. imp. C/O
ω est E/C rien E/C E/C S/O imp. imp. rien
ω est P/M imp. E/C P/M S/O imp. imp. P/M
ω est S/O imp. rien rien S/O imp. imp. imp.
ω est E/E C/O imp. imp. imp. E/E E/E imp.
ω est P/A C/O imp. imp. imp. rien P/A imp.
ω est L/E imp. E/C P/M S/O imp. imp. L/E
Tab. 7.3: Traduction de la table de composition en ses types
7.3 Application au mode`le
Dans la section pre´ce´dente, nous avons compris que la proprie´te´ de transitivite´ au
sein d’un meˆme type de relation part-whole ne permettait pas d’exploiter l’ontologie
de manie`re suffisante. Nous avons donc de´termine´ comment composer les diffe´rentes
relations part-whole entre elles. Maintenant, il nous faut mettre a` profit ces re´sultats
afin d’ame´liorer la recherche de services et d’enrichir la re´ponse renvoye´e a` l’utilisateur.
Dans un premier temps, nous devons savoir quels objets de l’ontologie nous pouvons
composer pour ajouter la nouvelle information qui est la relation part-whole e´value´e par
rapport aux relations part-whole de´clare´es. Nous voyons ensuite de quelle manie`re nous
pouvons proce´der pour faire cet ajout d’information, nous proposons un algorithme
pour cela. Nous nous demandons e´galement quand est-il recommande´ de proce´der a`
cet ajout de relations dans l’ontologie.
7.3.1 Quels objets pouvons-nous composer ?
Les relations directes. Lorsque a compose directement b qui compose c, alors on
peut regarder quelle relation part-whole existe entre a et c.
Les relations infe´re´es. Lorsque a compose indirectement d (via b, relation infe´re´e
par la transitivite´ intra-type) qui compose e , alors on peut regarder quelle relation
existe entre a et e.
Les relations e´value´es. A partir du moment ou` nous avons de´fini la relation entre
a et c et entre a et e, alors nous pouvons aussi regarder les relations qui partent de c
et e afin de voir s’il est possible de les composer avec a.
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Illustration. Nous illustrons ces diffe´rentes compositions a` la figure 7.1.
Fig. 7.1: Qui composer
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7.3.2 Comment composer ? Proposition d’un algorithme
Sur la simple hie´rarchie pre´sente´e a` la figure 7.1, nous constatons que la complexite´
devient vite e´leve´e concernant l’e´valuation des relations. Il faut donc une me´thode de
parcours du graphe afin que toutes les relations soient assure´es d’eˆtre e´tudie´es. A cet
effet, nous proposons un algorithme :
soient
H une hie´rarchie de relations part-whole qui est un graphe oriente´ sans boucles,
F l’ensemble des feuilles de H (a` l’initialisation),
R l’ensemble des racines de H,
Pn l’ensemble des pre´ce´dents directs et infe´re´s du noeud n,
P .INDn l’ensemble des pre´ce´dents directs, infe´re´s et indirects du noeud n,
alors
pour tout e´le´ment ci de F , faire
initialiser une liste L = H afin d’y marquer les noeuds traite´s ;
pour tout e´le´ment bj de Pci, faire
pour tout e´le´ment ak de Pbj, faire
- si ak n’a pas encore e´te´ marque´ comme traite´ pour le
noeud ci,
alors e´valuer la relation (ak, ci) : la relation peut-eˆtre un
des sept types part-whole ou rien ou impossible,
et marquer ak comme traite´ pour le noeud ci,
- si (ak, ci) 6= rien ou impossible,
alors, tant que la relation est diffe´rente de rien ou impos-
sible, si le noeud n’a pas de´ja` e´te´ traite´, e´valuer la relation
(dl, ci) pour tout dl ∈ P.INDak (jusqu’a` dl ∈ R) et le
marquer comme traite´ pour le noeud ci ;
mettre a` jour F qui est remplace´ par Pci pour tout ci appartenant a` F ;
recommencer jusqu’a` ce que F ⊆ R.
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Avec cet algorithme, nous pouvons re´viser l’exemple donne´ a` la figure 7.1 :
– les relations directes sont les couples (a, b), (b, c), (b, d), (c, f) et (d, e) ;
– (a, d) est la relation infe´re´e car le type qui lie (a, b) et (b, d) est le meˆme ;
– nous pouvons appliquer l’algorithme :
H={a, b, c, d, e, f },
F={e, f },
R={a},
pour e (avec Pe={d})
L = [a=false, b=false, c=false, d=false, e=false, f=false] ;
pour d (avec Pd={a, b})
pour a
- comme a=false dans L,
alors e´valuer la relation (a, e),
et marquer a=true dans L,
- comme (a, e) 6=vide ou impossible,
alors rien car a ∈ R ;
pour b
- comme b=false dans L,
alors e´valuer la relation (b, e),
et marquer b=true dans L,
- comme (b, e) 6=vide ou impossible,
alors, avec P .IND={a}, a=true dans L, alors rien ;
pour f (avec Pf={c})
L = [a=false, b=false, c=false, d=false, e=false, f=false] ;
pour c (avec Pc={b}),
pour b
- comme b=false dans L,
alors e´valuer la relation (b, e),
et marquer b=true dans L,
- comme (b, e) 6=vide ou impossible,
alors, avec P .IND={a}, a=false dans L, alors e´valuer
(a, f) et marquer a=true dans L ;
mettre a` jour F qui est remplace´ par Pe et Pf, F devient ={d, c} ;
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F n’est pas ⊆ R, alors recommencer ;
pour b (avec Pb={a}),
L = [a=false, b=false, c=false, d=false, e=false, f=false] ;
pour a (avec Pa={}),
rien (ensemble des pre´ce´dents de a vide),
pour c (avec Pc={b}),
L = [a=false, b=false, c=false, d=false, e=false, f=false] ;
pour b (avec Pb={a}),
- comme a=false dans L,
alors e´valuer la relation (a, c),
et marquer a=true dans L,
- comme (a, c) 6=vide ou impossible,
alors rien car a ∈ R ;
mettre a` jour F qui est remplace´ par Pb et Pc, F devient ={a} ;
F ⊆ R, alors fin.
Validation de l’algorithme et complexite´
L’algorithme est assure´ de se terminer :
– le graphe est sans circuit, cela est logique pour une hie´rarchie part-whole. S’il
contenait des circuits, l’algorithme devrait inclure des me´canismes de gestion de
boucles ;
– dans une ite´ration, on e´value les relations entre un noeud et tous ses pre´ce´dents.
On commence avec les noeuds feuilles. Comme le graphe ne contient pas de
circuit, on e´valuera au plus un noeud par rapport a` tous les autres noeuds du
graphe ;
– a` chaque nouvelle ite´ration, l’ensemble des noeuds a` e´valuer (les feuilles au de´part)
est remplace´ par l’ensemble de leurs pre´ce´dents, et ce jusqu’aux noeuds racines.
L’algorithme est donc assure´ de se terminer.
Comme chaque noeud peut au pire eˆtre compare´ a` tous les autres, et que tous les
noeuds seront e´value´s, alors l’algorithme est de complexite´ n2, avec n le nombre de
noeuds.
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7.3.3 Quand composer ?
A la cre´ation de l’ontologie. Lors de la mise en place de l’ontologie, une fois
les relations part-whole de´finies, alors on peut exe´cuter l’algorithme. A` toute nouvelle
cre´ation de noeud, on met en place un me´canisme qui va le re´e´valuer par rapport a`
l’ontologie de´ja` en place. Comme l’algorithme propose´ a une complexite´ n2, si l’onto-
logie contient un grand nombre de noeuds, elle peut entraˆıner un temps d’e´valuation
important, mais cela n’est fait qu’une fois.
Lors de la requeˆte. A l’oppose´, quand l’utilisateur inclut un crite`re de recherche
qui se trouve dans une relation de composition, alors on e´value le graphe par rapport
a` ce noeud pre´cis pour en de´duire de nouvelles relations. Par cette option, le temps
de re´ponse s’en trouverait augmente´, et les relations devraient eˆtre e´value´es a` chaque
requeˆte. Cette solution est de´conseille´e si le temps de re´ponse est un crite`re important,
ou si les requeˆtes de ce type sont fre´quentes.
Combinaison. Lors de l’e´valuation de la requeˆte par rapport a` un noeud pre´cis,
on de´clare les nouvelles relations de´couvertes, afin d’enrichir l’ontologie de manie`re
incre´mentale.
7.3.4 La nouvelle re´ponse
La re´ponse, forme´e comme indique´ a` la section 6.4, inclura, en plus des compo-
sants/composites directs et infe´re´s, les composants/composites indirects qui ont e´te´
e´value´s par rapport a` la table de composition inter-types de relations part-whole.
7.4 Re´ponse enrichie
Nous avons vu que pour la composition de donne´es, nous indiquons uniquement a`
l’utilisateur vers quelles donne´es se diriger pour refaire une nouvelle requeˆte, selon que
la donne´e demande´e initialement est un composant ou un composite.
Nous n’avons cependant pas encore mis en place de me´canisme qui enrichisse la
liste des services effectivement propose´s.
En fait, qu’une donne´e en compose une autre ne suffit pas a` en conclure que le
service qui traite cette donne´e conviendra. Nous l’illustrons a` la figure 7.2. Pour bien
comprendre, commenc¸ons par raisonner sur des exemples.
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Fig. 7.2: Les services par rapport aux composants
7.4.1 Illustration du proble`me
Nous modifions l’exemple du camion et de l’assurance introduit a` la page 82 : nous
avons le contenu qui est un composant de l’objet camion et il existe un service assurer
qui prend un objet et l’assure. La question est de savoir si assurer s’applique e´galement
au composant contenu.
Pour une relation e´le´ment/collection, soit arbre/foreˆt, il existe un service protection
qui se charge de prote´ger la foreˆt. Est-ce que ce service prote`ge alors les arbres de cette
foreˆt ? A priori, oui, mais un service s’appliquant a` une collection ne s’applique pas
force´ment a` ses e´le´ments. Par exemple, l’orchestre qui est engage´ pour donner une
repre´sentation passe ensuite par le service re´mune´ration, ce qui ne signifie pas que
re´mune´ration va verser l’argent a` chaque musicien, car l’entite´ orchestre a son propre
compte et l’argent gagne´ servira a` l’orchestre, pour acheter de nouveaux costumes par
exemple.
Nous constatons sur ces quelques exemples que le service est inde´pendant des re`gles
de transitivite´ intra et inter-types de relations part-whole. De plus, il manque une infor-
mation qui permettrait de de´terminer si un service s’appliquant a` un objet composite
s’applique aussi a` ses composants (ici, au contenu, a` l’arbre et au musicien).
7.4.2 Illustration dans le domaine me´dical
Le domaine me´dical est une application importante des relations part-whole ([Ber95]
et [MARR03]). Ce domaine offre donc une belle illustration, des exemples de donne´es
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sont :
– la teˆte de fe´mur est un composant de l’objet fe´mur ;
– la verte`bre est un membre de la collection colonne verte´brale ;
– l’e´chantillon de sang veineux est une portion de la masse sang veineux ;
– l’he´moglobine est une substance de l’objet erythrocyte ;
– le monitoring est une phase de l’activite´ anesthe´sie ;
– le segment de fe´mur est un lieu de l’espace fe´mur ;
– le pancre´as est a` la fois un part du syste`me digestif et du syste`me endocrine.
Souvent, en me´decine, un phe´nome`ne, une maladie ou une proce´dure qui est lie´e
a` ou affecte une partie de l’objet anatomique de´pend de la classe de phe´nome`nes qui
sont lie´s a` un whole de l’objet anatomique en question :
– une douleur dans l’aire de la verte`bre lombaire est une sorte de douleur au dos ;
– la fracture du fe´mur diaphysis est une sorte de fracture du fe´mur.
Ce domaine nous fournit deux autres exemples de la relation qui peut exister entre
un service et des donne´es :
1. « Je souhaite trouver un service de radiographie de la teˆte de fe´mur ». Il n’y
en a pas, mais il existe un service de radiographie du fe´mur dont la teˆte est un
composant, donc il pourrait convenir ;
2. « Je souhaite trouver un service de radiographie du fe´mur ». Il n’y en a pas, mais
il existe 3 services de radiographie de 3 segments du fe´mur. Appeler ces 3 services
et combiner la re´ponse pourrait convenir.
Nous illustrons ces deux exemples a` la figure 7.3.
7.5 Analyse
Comme nous pouvons le constater graˆce aux diffe´rents exemples introduits ci-
dessus, il y a deux grandes cate´gories a` analyser :
1. lorsqu’un service s’applique a` un composite, s’applique-t-il a` ses composants ;
2. lorsqu’un service s’applique a` un composant, comment s’applique-t-il au(x) com-
posite(s) ?
Il faut e´tudier ces deux questions en rapport a` chaque type de relation part-whole
et selon que la donne´e composante/composite est une entre´e dont le service a besoin
ou bien une sortie qu’il produit.
7.5.1 Services s’appliquant a` des composites
La similarite´
Une premie`re certitude concerne le crite`re de similarite´ qui s’applique aux relations
portion/masse et lieu/espace, lorsque l’input d’un service s’applique au whole qui est
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Fig. 7.3: Exemple (domaine me´dical)
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compose´ du part pour lequel nous recherchons des informations. Les donne´es e´tant
similaires, alors nous pouvons en de´duire que le service acceptera tout composant
quand il s’applique au de´part aux composites. Par exemple, le service servir qui agit
sur la tarte fonctionnera e´galement pour la part de tarte. Le service saler qui s’applique
a` une recette de cuisine requiert en input du sel, il accepte donc les grains de sel. Le
service survoler peut s’appliquer aux Alpes, et donc au mont Blanc e´galement.
Dans l’exemple me´dical illustre´ a` la figure 7.3, nous cherchons tout d’abord un
service de radiographie de la teˆte de fe´mur, or il existe un service de radiographie
du fe´mur. Quelle relation lie le fe´mur et la teˆte de fe´mur ? Le composant est ici
similaire au composite, il n’en est pas se´parable, il lui est simultane´ et il n’a pas de
fonctionnalite´ pour le composite fe´mur (bien qu’il aie une fonctionnalite´ par rapport
a` l’environnement du fe´mur, mais pas par rapport a` l’objet lui-meˆme). Il est donc un
lieu de l’espace fe´mur. Comme nous raisonnons ici du composite vers le composant,
concernant un input du service, alors le crite`re de similarite´ est suffisant pour en
conclure que le service de radiographie du fe´mur convient parfaitement lorsque
l’utilisateur est a` la recherche d’un service de radiographie de la teˆte de fe´mur.
Etude selon les types de relation part-whole
Nous pre´sentons les spe´cificite´s qui s’attachent a` la relation d’un service par rapport
a` chaque type de relation :
1. composant/objet :
– un service qui utilise un objet en utilise indirectement les composants car ils lui
sont simultane´s et ils ont une fonction dans l’objet. E´tant se´parables, il faudrait
savoir si le service peut s’y appliquer d’une manie`re directe, lorsqu’ils sont pris
isole´ment de leur objet. Cela semble difficile a` de´terminer si aucune information
supple´mentaire n’accompagne le service concerne´, car chaque composant d’un
objet y a sa fonction propre et il faudrait que le service indique a` quelles
fonctions il peut s’appliquer. Par exemple, le service peinture qui s’applique a`
une voiture s’applique e´galement a` carrosserie, mais pas a` moteur ni a` roue,
– si on isole la fonctionnalite´, donc si les composants et l’objet n’e´taient pas
distinguables du point de vue fonctionnel, y a-t-il alors moyen d’appliquer
automatiquement le service aux composants ? Isoler la fonctionnalite´ revient a`
conside´rer la relation qui lie les composants et l’objet comme e´tant la relation
e´le´ment/collection qui a les crite`res de se´parabilite´ et de simultane´ite´ :
2. e´le´ment/collection :
– lorsqu’un service s’applique a` une collection, nous avons vu par les deux
exemples introduits a` la section 7.4.1 qu’il n’a pas toujours un effet sur les
e´le´ments de la collection. Il manque une information sur le service,
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– cette information est la distributivite´, le service doit indiquer si il se distribue
sur les composants de l’objet composite qu’il utilise. Pour la re´mune´ration des
musiciens, le service indiquera donc si il paie l’orchestre uniquement, ou ses
musiciens en particulier. La distributivite´ sur les composants est une infor-
mation simple a` indiquer pour le service, contrairement a` une information de
fonction que re´clamerait le crite`re de fonctionnalite´ ;
3. portion/masse : ce type a le crite`re de similarite´, ce qui suffit a` conclure que le
service peut s’appliquer a` une portion prise isole´ment ;
4. substance/objet :
– l’unique crite`re positif de ce type est la simultane´ite´. Autrement dit, la sub-
stance est non fonctionnelle, non similaire et non se´parable de l’objet,
– la non se´parabilite´ nous inte´resse, elle implique que tout service s’appliquant
a` un whole compose´ de parts non se´parables s’applique aussi a` ses composants
de manie`re indirecte, mais qu’il ne peut s’appliquer a` eux isole´ment car ils
sont inse´parables de l’objet qui perdrait son identite´ si on les supprimait. Ce
qui ne signifie pas que les composants sont exclusifs de l’objet, par exemple,
l’hydroge`ne est substance d’autres objets que l’eau, ou encore l’acier ne com-
pose pas uniquement le ve´lo. Seulement, pris hors de leur objet, il n’y a aucune
raison que le service s’applique a` eux. Supposons l’hydroge`ne qui est la sub-
stance non se´parable de l’eau, le service e´lectrolyse prend en entre´e de l’eau et
renvoie en sortie l’hydroge`ne et l’oxyge`ne de cette eau, mais meˆme dans cet
exemple, le service ne s’applique pas a` la substance uniquement,
– contrairement a` l’exemple de la teˆte du fe´mur qui est un lieu non se´parable
mais similaire du fe´mur, la non similarite´ fait que nous ne pouvons rien conclure
ici,
– la non fonctionnalite´ permet de conclure qu’il ne faut pas d’information sup-
ple´mentaire sur la fonction que peut remplir le service,
– et enfin, la simultane´ite´ ne permet aucune hypothe`se non plus, a` part le fait
qu’un service s’appliquant a` un objet s’applique indirectement a` ses substances
qui en sont simultane´es,
– en conclusion, pour la relation substance/objet, aucune information, meˆme de
distributivite´, n’est utile car il n’y a aucune raison qu’un service qui s’applique
a` un objet puisse e´galement s’appliquer a` sa substance uniquement, meˆme
comme pour l’exemple de l’e´lectrolyse, il s’attache a` changer cette substance ;
5. e´tape/e´ve´nement : l’e´tape a une fonction par rapport a` l’e´ve´nement et en est
se´parable. Elle ne lui est ni similaire, ce qui signifie que le service ne s’y applique
pas force´ment, ni simultane´e, c’est-a`-dire qu’il ne s’y applique pas force´ment de
manie`re indirecte. Donc, sans information supple´mentaire par rapport au ser-
vice, rien ne peut eˆtre de´duit de sa relation par rapport au composant. De plus,
la pre´sence du crite`re de fonctionnalite´ implique qu’il faudrait de l’information
102 Chapitre 7. Infe´rence supple´mentaire
supple´mentaire qui pre´cise les fonctions prises en charge par le service
6. phase/activite´ : a` la diffe´rence de e´tape/e´ve´nement, il n’y a pas de se´parabilite´.
Cela ne permet pas de de´duction supple´mentaire concernant le comportement du
service par rapport aux phases de l’activite´ qui le concerne ;
7. lieu/espace : un lieu est similaire et simultane´ a` son espace, ce qui suffit pour
dire que le service s’appliquera aussi bien sur le composite que ses composants.
Conclusion
Savoir si des services qui s’appliquent a` un objet composite peuvent s’appliquer
a` ses composants revient a` e´tudier la question de la hie´rarchie de donne´es en entre´e,
comme vu au point 5.5.2 a` la page 54, ou` l’utilisateur qui recherche les services prenant
en entre´e une certaine donne´e peut eˆtre inte´resse´ par les services s’appliquant aux sur-
types de cette donne´e. Ici, l’objet composite e´quivaut au sur-type, et nous avons vu
qu’il n’est pas possible pour tous les types de relations part-whole d’en de´duire que le
service s’applique aux composants de cet objet.
Concernant les crite`res qui caracte´risent ces types, la similarite´ est suffisante, tandis
que la fonctionnalite´ pose des limitations.
Une information supple´mentaire de distributivite´ permet au service d’indiquer s’il
accepte des composants quand il en prend l’objet composite en entre´e.
7.5.2 Services s’appliquant a` des composants
Raisonner des composants vers le composite e´quivaut a` la recherche de services
par rapport a` ses outputs, comme vu au point 5.5.2, page 55. Lorsque l’utilisateur y
cherchait les services qui produisent un output d’un certain type, alors il e´tait inte´resse´
par les services produisant une donne´e d’un sous-type de celui recherche´.
L’e´quivalence est qu’ici, il existe des services associe´s aux composants, lorsque l’on
cherche l’ensemble des services qui s’apparentent a` un objet composite. Voyons com-
ment nous pouvons raisonner lorsqu’il s’agit de relations part-whole.
La similarite´
Dans le second exemple illustre´ a` la figure 7.3, si les trois lieux face ante´rieure,
face poste´ro-late´rale et face poste´ro-me´diale de l’espace fe´mur ont chacun un service
de radiographie, alors il est possible de conclure que, mis ensemble, ces trois radiogra-
phies peuvent convenir pour obtenir une radiographie comple`te du fe´mur. On devrait
donc combiner les trois outputs qui sont les trois radiographies des diffe´rents lieux qui
composent l’espace fe´mur.
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Donc, quand il y a similarite´, alors on peut proposer a` l’utilisateur le groupement
de tous les services qui s’appliquent aux composants de l’objet composite pour lequel
il recherche un service, ici la radiographie.
Etude selon les types de relation part-whole
Nous pre´sentons les spe´cificite´s qui s’attachent a` la relation d’un service par rapport
a` chaque type de relation :
1. composant/objet :
– Le service re´paration de moteur s’applique au composant moteur de la voiture.
On peut dire que ce service s’applique aussi a` la voiture. En effet, si l’on
applique un service re´paration de moteur a` la voiture, alors il va en re´parer le
composant moteur. De meˆme, le service peinture qui s’applique au composant
carrosserie est e´galement un service de peinture de la voiture,
– comme un composant est affecte´ par le service (dans l’exemple, le composant
est re´pare´ ou peint), et vu que ce composant a une fonction dans l’objet com-
posite, alors l’objet composite se trouve e´galement affecte´ par le service.
– toutefois, la ge´ne´ralisation qui va dans le sens composant vers composite n’est
pas automatique. Il faut un service interme´diaire, par exemple le service ou-
vrir capot de voiture avant de pouvoir re´parer le moteur. Etant donne´ qu’il
y a le crite`re de fonctionnalite´, on ne peut de´finir un service interme´diaire
ge´ne´rique qui permettrait de ge´rer la ge´ne´ralisation de manie`re automatique,
contrairement a` la relation e´le´ment/collection, comme nous le voyons au point
suivant ;
2. e´le´ment/collection :
– Le service abattre s’applique a` l’arbre qui est un e´le´ment de la collection foreˆt.
Peut-il s’appliquer a` foreˆt ? Oui, a` condition qu’une fonction interme´diaire soit
ajoute´e,
– ici, la fonction interme´diaire est ge´ne´rique, elle se charge d’appeler x fois le
service et a` lui passer les x e´le´ments de la collection, un a` un. Dans l’exemple,
elle donnera chaque arbre a` abattre,
– donc, dans le sens composite vers composant e´tudie´ pre´ce´demment, nous avons
vu qu’il faut une information de distributivite´. Ici, nous n’avons pas besoin
d’information supple´mentaire, mais bien d’un service pre´de´fini qui se charge
de passer chaque e´le´ment de la collection un a` un au service ;
3. portion/masse est similaire, ce qui suffit a` dire que la ge´ne´ralisation est possible.
Nous pouvons manger une tarte lorsque nous savons manger des portions de
tarte. Pour ce faire, nous appelons a` nouveau la fonction ge´ne´rique qui va donner
toutes les portions de la masse au service. En effet, si l’on mange toutes les parts
de la tarte, alors cela revient a` manger la tarte entie`re ;
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4. substance/objet : dans cette relation, nous avons des services qui s’appliquent a`
la substance d’un objet. La substance est non se´parable de son objet, elle le com-
pose. La de´truire ou la modifier affecte directement l’objet. Par exemple fondre
modifie l’acier et donc aussi le ve´lo. Dans le sens composant vers composite que
nous e´tudions ici, nous nous inte´ressons aux services qui produisent ou modifient
des donne´es en sortie, or ici, une modification implique une alte´ration de l’objet
qui compose´ de la substance en question. Nous ne pouvons rien de´duire, tout
comme pour le sens composite vers composant e´tudie´ pre´ce´demment ;
5. e´tape/e´ve´nement : le crite`re de fonctionnalite´ pre´sent dans ce type de relation
implique qu’une fonction ge´ne´rique n’est pas suffisante, il n’est pas possible de
de´terminer automatique comment se comporter face a` un e´ve´nement lorsque des
services s’appliquent a` ses e´tapes ;
6. phase/activite´ : a` la diffe´rence de la relation pre´ce´dente, la phase n’est pas
se´parable de l’activite. Cette caracte´ristique n’ame`ne a` aucune conclusion sup-
ple´mentaire ;
7. lieu/espace : ce crite`re a e´te´ pre´sente´ dans l’exemple de la radiographie du fe´mur
a` partir des diffe´rentes radiographies des ses lieux. Les lieux sont similaires et non
se´parables de leur espace, on peut composer les outputs des diffe´rents services
pour obtenir une re´ponse qui satisfera l’utilisateur.
La fonctionnalite´
Pour mieux comprendre la proble´matique qui s’attache au crite`re de fonctionnalite´,
prenons un exemple mathe´matique : nous recherchons un service d’addition de ma-
trices. Dans l’ontologie enrichie des relations part-whole sur laquelle nous souhaitons
effectuer la recherche, nous avons de´fini une matrice comme e´tant compose´e de vec-
teurs colonne qui sont eux-meˆme compose´s de valeurs entie`res. La relation qui lie les
valeurs aux vecteurs, et les vecteurs a` la matrice est une relation composant/objet. En
effet, un vecteur a une fonction dans la matrice (il a une place bien de´termine´e et une
signification), il lui est simultane´ (sans vecteur, pas de matrice) et se´parable (on peut
traiter un vecteur de manie`re isole´e) :
matrice
↑ composant/objet
vecteur
↑ composant/objet
valeur
Retenons uniquement le crite`re de fonctionnalite´. Il existe un service d’addition de
valeurs. Nous pouvons dire qu’il faut appeler ce service pour chaque couple de valeurs
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selon leur place dans les vecteurs, et donc dans les matrices. Ensuite, nous remettons
chaque valeur re´sultat au bon endroit pour obtenir la matrice re´sultat additionne´e :


1 3 2
1 0 0
1 2 2

+


0 0 5
7 5 0
2 1 1

 =


1 + 0 3 + 0 2 + 5
1 + 7 0 + 5 0 + 0
1 + 2 2 + 1 2 + 1

 =


1 3 7
8 5 0
3 3 3


Avec l’information pre´sente dans l’ontologie, il n’est pas possible de de´terminer
l’agencement des ope´rations automatiquement, nous le comprenons mieux a` la figure
7.4 : a` part le fait d’indiquer que chaque e´le´ment est le composant d’un autre, aucune
information ne de´termine la fonction que cet e´le´ment occupe dans l’objet composite.
matrice
vecteur
(1, 1, 1)
vecteur
(3,0,2)
vecteur
(2,0,2)
valeur
3
valeur
0
valeur
2
Fig. 7.4: Repre´sentation de la matrice dans l’ontologie de donne´es
La fonctionnalite´ est donc bien une information a` ajouter de manie`re explicite dans
un mode`le, il n’est pas possible de l’e´tudier d’une manie`re ge´ne´ralise´e. Le mode`le de ser-
vices et donne´es Bigre est ge´ne´rique, il s’applique actuellement a` la bioinformatique,
mais pourrait assez simplement eˆtre porte´ sur un autre domaine. C’est son instan-
ciation qui de´finira de manie`re spe´cifique la bioinformatique et l’agencement de ses
services et donne´es. De ce fait, il n’est pas possible d’envisager une manie`re d’ajouter
de l’information de fonctionnalite´ a` ce stade-ci.
L’ontologie obtenue sera donc pre´cise et cible´e, telle qu’en est la de´finition de de´-
part : « une ontologie est une spe´cification explicite d’une conceptualisation » (voir
chapitre 4). Donc, toute application travaillant sur une certaine ontologie pourra y in-
te´grer ses propres re`gles quant au crite`re de fonctionnalite´. Par exemple, une ontologie
de la me´canique enrichira la relation composant/objet afin d’y inte´grer les fonction-
nalite´s que remplissent les diffe´rents composants entre eux et par rapport a` leur objet
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composite. Une ontologie mathe´matique s’attardera a` de´finir clairement les relations
entre donne´es et services.
Conclusion
Dans le sens composant vers composite, nous pouvons conclure qu’il est possible de
proposer une re´ponse satisfaisante a` l’utilisateur, au moyen d’une fonction interme´diaire
qui se charge de regrouper soit les diffe´rents services associe´s a` chaque composant, soit
en appelant le service qui s’applique aux composants autant de fois qu’il n’y a de
composants.
La fonctionnalite´ implique que nous fassions appel a` une fonction supple´mentaire
qui ne peut a` priori pas eˆtre de´finie d’une manie`re ge´ne´rique. La similarite´ garantit
qu’une fonction ge´ne´rique suffit.
7.5.3 Synthe`se
Nous avons mis en e´vidence le fait que certains crite`res permettent ou non des
conclusions sur l’utilisation des services par rapport a` la relation part-whole :
1. la fonctionnalite´ : elle est telle que nous ne pouvons apporter de conclusion si
il n’existe pas d’information supple´mentaire spe´cifique aux fonctions des donne´es
entre elles, et aux fonctions auxquels sont capables de re´pondre les services.
La fonctionnalite´ s’applique aux relations composant/objet, e´tape/e´ve´nement et
phase/activite´.
2. la similarite´ : lorsqu’une relation n’est pas fonctionnelle, nous pouvons regarder
si elle est similaire. C’est le cas pour portion/masse et lieu/espace. Dans le sens
composite vers composant que nous avons tout d’abord e´tudie´, ce crite`re suffit
a` dire qu’un service s’appliquant a` un objet composite offre une re´ponse pour
ses composants. Dans le sens composant vers composite que nous avons aborde´
ensuite, il suffit d’une fonction ge´ne´rique qui se´quence les donne´es composantes,
afin de proposer un groupement d’outputs produits par les services.
3. la se´parabilite´ : si un type n’est ni fonctionnel, ni similaire, alors nous pou-
vons regarder s’il est se´parable ou non. S’il l’est, comme pour la relation e´le´-
ment/collection, alors, lorsque nous avons affaire a` un service qui a indique´ qu’il
est distributif le long des composants, il peut s’appliquer aux composants de
l’objet composite. A l’inverse, il suffit d’une fonction ge´ne´rique pour ge´rer la
composition de services.
4. la simultane´ite´ : le type non fonctionnel, non similaire, non se´parable et simul-
tane´ est substance/objet. Dans un sens ou dans l’autre, cette relation ne permet
pas de de´cider comment les services peuvent se distribuer le long de la relation.
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Dans Racer, lorsque l’utilisateur interroge le mode`le afin de trouver certains
services, s’il demande une recherche sur un certain type de donne´e, alors :
on e´tudie l’instance concerne´e, par la commande
(describe-individual <TYPE>) ;
si le type est demande´ en entre´e de service, alors on regarde s’il est le composite
d’un autre objet,
si oui, alors
– on ne s’inte´resse pas a` cet autre objet quand la relation est compo-
sant/objet, e´tape/e´ve´nement, phase/activite´, ou substance/objet,
– on renvoie a` l’utilisateur les services associe´s a` cet objet quand la re-
lation est portion/masse ou lieu/espace,
– quand la relation est e´le´ment/collection, on regarde si les services asso-
cie´s a` cet objet indiquent qu’ils sont distributifs. Si tel est le cas, alors
on renvoie aussi ces nouveaux services a` l’utilisateur ;
si non, alors il n’y a pas de service supple´mentaire que nous pourrions
proposer a` l’utilisateur ;
si le type est demande´ en sortie de service, alors on regarde s’il est le composant
d’un autre objet,
si oui, alors
– on ne s’inte´resse pas a` cet autre objet quand la relation est compo-
sant/objet, e´tape/e´ve´nement, phase/activite´, ou substance/objet,
– quand la relation est portion/masse, lieu/espace ou e´le´ment/collection,
alors nous faisons appel a` une fonction interme´diaire pre´sente´e ci-
dessous,
si non, alors il n’y a pas de service supple´mentaire que nous pourrions
proposer a` l’utilisateur.
Concernant la fonction interme´diaire, il faut distinguer deux situations :
– il y a la situation illustre´e dans la deuxie`me partie de la figure 7.3, page 99, ou`
chaque lieu a un service qui lui est propre. Dans ce cas, la fonction interme´diaire
se charge de rassembler tous ces services et propose un sur-service a` l’utilisa-
teur. Si l’utilisateur choisi ce sur-service, celui-ci se chargera d’appeler chaque
service associe´ a` chaque composite, et renverra la liste groupe´e des diffe´rentes re´-
ponses obtenues. Dans l’exemple, il donnera a` l’utilisateur les trois radiographies
compose´es, qui se rame`nent a` une radiographie comple`te ;
– un meˆme service est associe´ a` tous les types de part, de lieu, ou d’e´le´ment qui
composent la masse, l’espace, ou la collection qu’est le type sur lequel nous tra-
vaillons (le type demande´ par l’utilisateur). Dans ce cas, la fonction interme´diaire
proposera un sur-service qui, s’il est appele´ par l’utilisateur, va appeler x fois le
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service concerne´ pour qu’il travaille sur les x types qui composent le type de
de´part.
7.6 Critiques
7.6.1 Le niveau de perception
Nous avons de´fini les diffe´rents types part-whole et de´veloppe´ notre analyse sur
base de quatre crite`res. Il faut cependant noter que la frontie`re qui se´pare un crite`re
positif de son pendant ne´gatif n’est pas clairement de´finie, elle inte`gre une dimension
supple´mentaire qui est le niveau de perception. Celui-ci varie en fonction du domaine,
ou plutoˆt de l’expertise de la personne qui souhaite mode´liser ce domaine.
Par exemple, nous avons statue´ que les e´le´ments arbres de la collection foreˆt ne sont
pas similaires. A` un certain niveau, on peut conside´rer que dans une foreˆt d’heˆtres,
chaque arbre est similaire a` un autre, vu qu’ils sont tous des heˆtres. L’herbologiste va
e´videmment contredire le fait que deux heˆtres soient similaires.
Plus subtil, pourquoi statuer qu’un grain de sable est similaire a` un autre grain
de sable et similaire au sable qu’il compose ? Les grains sont des petites particules de
roche, et il existe diffe´rents types de roches, donc deux grains ne sont pas similaires
selon cet angle de vision. Par exemple, en granulome´trie, ou` l’on classe les sables selon la
grosseur des grains, on ne conside´rera pas que les sables soient similaires. On distingue
aussi le sable selon sa capacite´ a` s’e´couler ; il peut aussi eˆtre transporte´ par le vent ou
par l’eau, etc.
Concernant le crite`re de fonctionnalite´, nous avons de´fini la substance comme e´tant
non fonctionnelle par rapport a` son objet. L’hydroge`ne est la substance de l’eau, or un
chimiste de´sapprouvera le fait que nous n’attachions pas de crite`re de fonctionnalite´ a`
cet hydroge`ne par rapport a` l’eau qu’il compose.
Nous mettons donc en e´vidence le fait qu’il y a toujours une certaine interpre´tation
des quatre crite`res pre´sente´s. Il n’y a e´videmment pas de re´ponse absolue a` ce proble`me.
7.6.2 La repre´sentation de la connaissance
De meˆme, le simple fait de mettre en place une ontologie rele`ve quelque peu du de´fi.
Il ne sera pas possible de mettre tout le monde d’accord concernant une unique manie`re
de repre´senter la connaissance d’un domaine particulier ou d’une taˆche donne´e.
La question de la repre´sentation de la connaissance couvre un domaine fort vaste
que nous n’avons pas fini d’explorer.
Le part-whole, qui tente d’enrichir les ontologies, et donc d’ame´liorer la re´pre´sen-
tation de la connaissance, n’est pas non plus optimal. L’application la plus connue du
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part-whole est le domaine me´dical, afin de repre´senter l’anatomie. Une partition y est
la de´composition du corps ou d’une structure anatomique e´tant donne´ un contexte, a`
savoir selon un certain point de vue. L’article [MARR03] revisite la relation part-whole
applique´e a` l’anatomie afin d’en proposer leur propre taxinomie2 base´e sur de nouvelles
re`gles. Ils introduisent une plus grande spe´cificite´, afin de lever les ambigu¨ıte´s : il existe
une re`gle de consistance de la dimensionalite´, une re`gle de distinction contenu/part,
etc. Nous constatons donc que le part-whole n’est pas encore suffisant pour la repre´sen-
tation de la connaissance, et nous pensons qu’il sera encore enrichi dans les prochaines
anne´es.
7.6.3 Autres Relations
Il existe d’autres types de relations que le part-whole. Par exemple, une relation qui
mette en e´vidence le rapport qui existe entre deux objets, en indiquant s’il y a ou non
e´quivalence se´mantique.
Nous le voyons sur des exemples illustre´s a` la figure 7.5 :
1. nous avons deux types de donne´es pour repre´senter la tempe´rature : celsius et
fahrenheit. Un utilisateur qui recherche les programmes travaillant sur des don-
ne´es du type celsius seront inte´resse´s par des programmes travaillant sur des
degre´s fahrenheit, a` la condition qu’il existe un programme de conversion de la
donne´e celsius fournie par l’utilisateur. Il faut donc une premier information qui
concerne ce programme de conversion ;
2. nous avons deux types de donne´es pour repre´senter une image : bmp et jpg. Nous
faisons les meˆmes remarques que pour l’exemple pre´ce´dent, seulement ici, nous
mettons en e´vidence le fait qu’il faille une information supple´mentaire au pro-
gramme de conversion : l’information se´mantique. Cette information permettra
d’indiquer que la conversion allant de bmp a` jpg provoquera une perte d’informa-
tion sur l’image donne´e. Il existe e´galement un programme de conversion du jpg
vers le bmp, avec, dans ce sens-ci, e´quivalence se´mantique. En effet, on ne peut
pas retrouver de l’information dont le format bmp, qui est plus riche, disposait
avant de passer a` un format jpg, mais on ne perd pas d’information que le jpg
ait et que n’aurait pas le bmp ;
3. en bioinformatique, il s’agirait, par exemple, de mettre en rapport les formats
fasta et raw format qui permettent de stocker des se´quences. Dans le format fasta,
la premie`re ligne est compose´e du symbole > suivie du nom de la se´quence et
d’une e´ventuelle description. Sur une seconde ligne, il y a la chaˆıne de caracte`res
qui repre´sente la se´quence des nucle´otides de l’ADN ou des acides amine´s de
2La taxinomie est la partie de la biologie visant a` e´tablir une classification syste´matique des eˆtres
vivants
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la prote´ine. Le second format, raw format, e´quivaut au premier, mais sans la
premie`re ligne. Passer du format fasta au raw format provoque donc une perte
se´mantique, vu qu’on a supprime´ deux informations : le nom de la se´quence et
la description. On peut repasser d’un raw format au format fasta, sans perte
se´mantique, par ajout d’une premie`re ligne factice.
Température Image
Celsius Fahrenheit BMP JPG
Relation is-a
Indication du programme de conversion
Et information sur l’équivalence ou la perte sémantique
Fig. 7.5: Conversion de type et e´quivalence/perte se´mantique
Un autre type de relation est la relation contenant/contenu, par exemple la bouteille
d’eau et l’eau, ou bien, comme indique´ dans l’article [MARR03], la nouvelle re`gle dis-
tinction contenu/part qui contraint la relation contient a` la classe espace anatamique,
et son inverse contenu-dans a` la classe substance du corps.
7.7 Conclusion
Dans ce chapitre, nous avons pousse´ notre investigation de la relation part-whole
un cran plus loin. Nous avons aborde´ deux grandes parties.
Premie`rement, nous avons tente´ de combiner les diffe´rents types, afin de surmonter
la proprie´te´ qui dit que les types ne sont pas transitifs entre eux. Nous avons donc
justifie´ notre approche et propose´ un tableau de composition inter-types. Pour ce faire,
nous sommes parti d’un autre tableau, qui existait mais qui n’e´tait pas valide´, nous
avons e´tudie´ cette approche par les crite`res, et nous avons apporte´ des exemples et
contre-exemples pour justifier la construction de notre tableau.
Nous avons ensuite regarde´ comment appliquer nos nouvelles propositions de transi-
tivite´ inter-type dans une ontologie existante. Pour cela, nous proposions un algorithme
de parcours du graphe pour y ajouter ces nouvelles informations.
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Dans un second temps, nous avons souhaite´ enrichir la liste des re´ponses propose´s
a` l’utilisateur de manie`re automatique. Jusqu’ici, nous nous contentions de lui indiquer
que le type recherche´ appartenait a` une relation de composition, et nous l’invitions a`
se renseigner lui-meˆme sur la pertinence des services associe´s. Nous avons donc e´tudie´
les diffe´rents cas qui pouvaient se pre´senter et, graˆce aux quatre crite`res qui de´finissent
les types de relations part-whole, nous avons pu tirer des conclusions sur la validite´ des
services associe´s a` des objet compose´s ou composant l’objet du type voulu.
Enfin, nous avons apporte´ diffe´rentes critiques et remarques par rapport a` notre
e´tude.
Conclusion
Les services bioinformatiques sont nombreux. Le biologiste, qui a besoin de ces
outils de manie`re re´gulie`re ou occasionnelle, se limite souvent aux quelques outils qu’il
connaˆıt, alors que d’autres pourraient mieux lui convenir. La recherche de services,
selon divers crite`res, est donc une e´tape pre´alable ne´cessaire a` un bon usage de la
bioinformatique.
Ce me´moire s’inscrit dans la ligne´e d’autre me´moires. Tout d’abord, [DDS03] et
[BD03] ont permis la mise en place d’un syste`me distribue´ qui serait l’interme´diaire
entre les utilisateurs et les fournisseurs de services bioinformatiques. Ensuite, [Den04]
a permis de mettre en e´vidence l’importance d’une mode´lisation des donne´es.
Partant de l’ontologie de´veloppe´e pour ce syste`me distribue´, Bigre, nous avons mis
en e´vidence certaines formes de questions qui pourraient eˆtre pose´es par l’utilisateur,
avec pour avantage qu’il peut cibler sa recherche sur des crite`res bien plus riches que
ce qu’il n’existe actuellement, a` savoir une simple description textuelle du service.
Les donne´es et les services sont organise´s en hie´rarchies, ce qui permet de naviguer
le long de la ge´ne´ralisation/spe´cialisation, selon que la donne´e est recherche´e comme
input du service, ou comme son output.
Nous avons ensuite constate´ qu’il serait inte´ressant d’enrichir l’ontologie au dela` du
simple he´ritage is-a. Pour ce faire, nous avons e´tudie´ en profondeur une relation de
composition qui s’appelle le part-whole. Cela nous a permis d’enrichir la re´ponse par
rapport a` une recherche sur les donne´es prises ou produites par les services.
L’analyse que nous avons mene´e sur le part-whole est originale, dans le sens ou` aucun
aucun article e´tudie´ n’a approfondi tous les points que nous avons aborde´s. Apre`s avoir
de´fini de manie`re pre´cise les sept relations part-whole, chacune ayant quatre crite`res
positifs ou ne´gatifs, nous avons vu quelles contraintes s’y attachent et avons applique´
les concepts e´tudie´s a` notre mode`le.
Nous avons e´tabli un tableau de composition afin de pouvoir infe´rer de nouvelles
relations par rapport aux relations part-whole explicite´es dans le mode`le, ce qui est
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unique. Nous avons e´galement propose´ un algorithme pour e´valuer l’ontologie existante
par rapport aux nouvelles relations inter-types de´couvertes.
Les crite`res nous ont ensuite permis de tirer des conclusions quant a` la manie`re
d’e´largir de manie`re automatique le spectre des services valides propose´s a` l’utilisateur.
En conclusion de cette analyse, nous avons mis en e´vidence les roˆles de chaque crite`re,
ainsi que la priorite´ qu’ils ont entre eux.
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Annexe A
Re´capitulatif des relations
part-whole
Relations Exemple Fonctionnalite´ Similarite´ Se´parabilite´ Simultane´ite´
Composant/objet roue/voiture + - + +
Ele´ment/collection arbre/foreˆt - - + +
Portion/masse part/tarte - + + +
Substance/objet hydroge`ne/eau - - - +
Etape/e´ve´nement analyse/cycle + - + -
Phase/activite´ paiement/achat + - - -
Lieu/espace oasis/de´sert - + - +
Tab. A.1: Typologie des relations de composition
Nous rappelons la de´finition de chaque relation part-whole, en mettant l’accent sur
les spe´cificite´s qu’elles pre´sentent. Chaque de´finition est incre´mentale par rapport a`
une pre´ce´dente, avec pour point de de´part la relation composant/objet car elle est
la relation de composition la plus utilise´e en inge´nierie de la connaissance.
1. composant/objet
(a) relation structurelle ou fonctionnelle : 1) entre les diffe´rents composants et 2)
entre chaque composant avec le composite. D’ou` crite`res de fonctionnalite´,
(b) les composants interviennent en meˆme temps. D’ou` crite`re de simultane´ite´,
(c) composant : Frontie`res inhe´rentes. D’ou` crite`re de se´parabilite´,
(d) composite : Non homoge`ne. D’ou` pas de crite`re de similarite´,
(e) crite`res : fonctionnalite´, se´parabilite´, simultane´ite´,
(f) exemple : roue/voiture ;
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2. e´le´ment/collection
(a) relation composant/objet mais pas de relation structurelle ou fonctionnelle
particulie`re. D’ou` crite`re de fonctionnalite´ en moins,
(b) crite`res : se´parabilite´, simultane´ite´,
(c) exemple : arbre/foreˆt ;
3. portion/masse
(a) relation e´le´ment/collection mais les composants portion sont des parties
similaires entre elles et similaires au composite masse. D’ou` crite`re de simi-
larite´ en plus,
(b) crite`res : similarite´, se´parabilite´, simultane´ite´,
(c) exemple : part/tarte ;
4. substance/objet
(a) rapport entre un objet et ce dont il est fait. Le composite perd sont identite´
quand un composant est supprime´. D’ou` unique crite`re de simultane´ite´,
(b) crite`res : simultane´ite´,
(c) exemple : hydroge`ne/eau ;
5. e´tape/e´ve´nement
(a) Relation composant/objet (rapport structurel entre les composants e´tapes
et le composite e´ve´nement) mais pas de simultane´ite´, les composants inter-
viennent a` diffe´rents moments,
(b) crite`res : fonctionnalite´, se´parabilite´,
(c) exemples : analyse/cycle ;
6. phase/activite´
(a) relation e´tape/e´ve´nement sans se´parabilite´. Le composant phase ne peut
eˆtre se´pare´ du composite activite´,
(b) crite`res : fonctionnalite´,
(c) exemple : paiement/achat ;
7. lieu/espace
(a) relation portion/masse sans se´parabilite´. Le composant lieu ne peut eˆtre
se´pare´ du composite espace. Pour exprimer la situation ge´ographique d’un
lieu,
(b) crite`res : similarite´, simultane´ite´,
(c) exemple : oasis/de´sert.
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<?xml version="1.0"?>
<rdf:RDF
xmlns="http://www.info.fundp.ac.be/~bigre/ontologies/services.eng.owl#"
xmlns:protege="http://protege.stanford.edu/plugins/owl/protege#"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:xsd="http://www.w3.org/2001/XMLSchema#"
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"
xmlns:owl="http://www.w3.org/2002/07/owl#"
xmlns:daml="http://www.daml.org/2001/03/daml+oil#"
xmlns:dc="http://purl.org/dc/elements/1.1/"
xml:base="http://www.info.fundp.ac.be/~bigre/ontologies/services.eng.owl">
<owl:Ontology rdf:about="">
<owl:versionInfo rdf:datatype="http://www.w3.org/2001/XMLSchema#string"
>1.0 RC1</owl:versionInfo>
<owl:imports rdf:resource="http://protege.stanford.edu/plugins/owl/protege"/>
</owl:Ontology>
<owl:Class rdf:ID="Service">
<rdfs:subClassOf>
<owl:Restriction>
<owl:cardinality rdf:datatype="http://www.w3.org/2001/XMLSchema#int"
>1</owl:cardinality>
<owl:onProperty>
<owl:FunctionalProperty rdf:ID="hasServiceType"/>
</owl:onProperty>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="Data">
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty>
<owl:DatatypeProperty rdf:ID="hasName"/>
</owl:onProperty>
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<owl:cardinality rdf:datatype="http://www.w3.org/2001/XMLSchema#int"
>1</owl:cardinality>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty>
<owl:ObjectProperty rdf:ID="hasDataType"/>
</owl:onProperty>
<owl:cardinality rdf:datatype="http://www.w3.org/2001/XMLSchema#int"
>1</owl:cardinality>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="InputTraitement">
<rdfs:subClassOf>
<owl:Class rdf:ID="OperationInput"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="DataInstance">
<rdfs:subClassOf>
<owl:Restriction>
<owl:cardinality rdf:datatype="http://www.w3.org/2001/XMLSchema#int"
>1</owl:cardinality>
<owl:onProperty>
<owl:FunctionalProperty rdf:ID="isInstanceOf"/>
</owl:onProperty>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:comment xml:lang="fr">Un individus InstanceDeDonne est un individus
qui est utilise comme une instance d’une Donnee. Il doit egalement faire
partie de la classe instancieDonnee.typeePar.</rdfs:comment>
</owl:Class>
<owl:Class rdf:ID="GUIDescription"/>
<owl:Class rdf:ID="Scenario"/>
<owl:Class rdf:ID="PostCondition">
<rdfs:subClassOf>
<owl:Class rdf:ID="Condition"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="PropertyInstance">
<rdfs:comment rdf:datatype="http://www.w3.org/2001/XMLSchema#string"
>Par rapport aux autres DataInstance, une PropertyInstance est egalement
liee a un Service paritculier. On retrouve ce lien via la propriete characterise.
</rdfs:comment>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty>
<owl:FunctionalProperty rdf:ID="characterize"/>
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</owl:onProperty>
<owl:cardinality rdf:datatype="http://www.w3.org/2001/XMLSchema#int"
>1</owl:cardinality>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf rdf:resource="#DataInstance"/>
</owl:Class>
<owl:Class rdf:ID="OutputTraitement">
<rdfs:subClassOf>
<owl:Class rdf:ID="OperationOutput"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="Interface"/>
<owl:Class rdf:ID="PreCondition">
<rdfs:subClassOf>
<owl:Class rdf:about="#Condition"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="Property">
<rdfs:subClassOf rdf:resource="#Data"/>
</owl:Class>
<owl:Class rdf:ID="Operation"/>
<owl:Class rdf:ID="ServiceType">
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty>
<owl:ObjectProperty rdf:ID="hasScenario"/>
</owl:onProperty>
<owl:cardinality rdf:datatype="http://www.w3.org/2001/XMLSchema#int"
>1</owl:cardinality>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty>
<owl:InverseFunctionalProperty rdf:ID="presents"/>
</owl:onProperty>
<owl:cardinality rdf:datatype="http://www.w3.org/2001/XMLSchema#int"
>1</owl:cardinality>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty>
<owl:InverseFunctionalProperty rdf:ID="hasGui"/>
</owl:onProperty>
<owl:cardinality rdf:datatype="http://www.w3.org/2001/XMLSchema#int"
>1</owl:cardinality>
</owl:Restriction>
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</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:cardinality rdf:datatype="http://www.w3.org/2001/XMLSchema#int"
>1</owl:cardinality>
<owl:onProperty>
<owl:FunctionalProperty rdf:ID="realize"/>
</owl:onProperty>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="#Condition">
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty>
<owl:FunctionalProperty rdf:ID="appliesTo"/>
</owl:onProperty>
<owl:cardinality rdf:datatype="http://www.w3.org/2001/XMLSchema#int"
>1</owl:cardinality>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="Call">
<rdfs:comment rdf:datatype="http://www.w3.org/2001/XMLSchema#string"
>Represente l’appel d’une operation</rdfs:comment>
<owl:versionInfo rdf:datatype="http://www.w3.org/2001/XMLSchema#string"
>TODO: Proposition a valider</owl:versionInfo>
</owl:Class>
<owl:Class rdf:ID="Process"/>
<owl:Class rdf:ID="Binding">
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty>
<owl:FunctionalProperty rdf:ID="concretize"/>
</owl:onProperty>
<owl:cardinality rdf:datatype="http://www.w3.org/2001/XMLSchema#int"
>1</owl:cardinality>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="#OperationInput">
<rdfs:subClassOf rdf:resource="#Data"/>
</owl:Class>
<owl:Class rdf:about="#OperationOutput">
<rdfs:subClassOf rdf:resource="#Data"/>
</owl:Class>
<owl:ObjectProperty rdf:ID="generalize">
<owl:inverseOf>
<owl:ObjectProperty rdf:ID="specialize"/>
L’ontologie Bigre en OWL VII
</owl:inverseOf>
<rdfs:domain rdf:resource="#Process"/>
<rdfs:range rdf:resource="#Process"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="organize">
<rdfs:domain rdf:resource="#Scenario"/>
<rdfs:range rdf:resource="#Operation"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#InverseFunctionalProperty"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="isInstanciedBy">
<rdfs:range rdf:resource="#Service"/>
<owl:inverseOf>
<owl:FunctionalProperty rdf:about="#hasServiceType"/>
</owl:inverseOf>
<rdfs:domain rdf:resource="#ServiceType"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#InverseFunctionalProperty"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="realisePar">
<rdfs:range rdf:resource="#ServiceType"/>
<owl:inverseOf>
<owl:FunctionalProperty rdf:about="#realize"/>
</owl:inverseOf>
<rdfs:domain rdf:resource="#Process"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#InverseFunctionalProperty"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="characterizedBy">
<owl:inverseOf>
<owl:FunctionalProperty rdf:about="#characterize"/>
</owl:inverseOf>
<rdfs:range rdf:resource="#PropertyInstance"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#InverseFunctionalProperty"/>
<rdfs:domain rdf:resource="#Service"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="#specialize">
<rdfs:range rdf:resource="#Process"/>
<owl:inverseOf rdf:resource="#generalize"/>
<rdfs:domain rdf:resource="#Process"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="onOperation">
<rdfs:comment rdf:datatype="http://www.w3.org/2001/XMLSchema#string"
>Reference l’operation sur laquelle porte l’appel</rdfs:comment>
<rdfs:domain rdf:resource="#Call"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#FunctionalProperty"/>
<rdfs:range rdf:resource="#Operation"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="producesOperationOutputs">
<rdfs:domain rdf:resource="#Operation"/>
<rdfs:range rdf:resource="#OperationOutput"/>
</owl:ObjectProperty>
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<owl:ObjectProperty rdf:ID="withParameters">
<rdfs:domain rdf:resource="#Call"/>
<rdfs:range rdf:resource="http://www.w3.org/2000/01/rdf-schema#Class"/>
<rdfs:comment xml:lang="fr">Les individus qui representent les parametres
de l’appel. Pour un Call, cette propriete prends autant de valeurs qu’il
n’y a d’InputOperation definis pour la valeur prise par la propriete
onOperation. Chacune de ces valeurs est un individus qui a pour classes
DataInstance et la classe definie par la propriete hasDataType de la
valeur prise par sa propriete isInstanceOf.</rdfs:comment>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="requiresOperationInputs">
<rdfs:domain rdf:resource="#Operation"/>
<rdfs:range rdf:resource="#OperationInput"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="#hasDataType">
<rdfs:range rdf:resource="http://www.w3.org/2002/07/owl#Class"/>
<rdfs:domain rdf:resource="#Data"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#FunctionalProperty"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="producesProcessOutputs">
<rdfs:domain rdf:resource="#Process"/>
<rdfs:range rdf:resource="#OutputTraitement"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="hasDefaultValue">
<rdfs:domain rdf:resource="#OperationInput"/>
<rdfs:range rdf:resource="#DataInstance"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#FunctionalProperty"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="requiresProcessInputs">
<rdfs:domain rdf:resource="#Process"/>
<rdfs:range rdf:resource="#InputTraitement"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="#hasScenario">
<rdfs:domain rdf:resource="#ServiceType"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#FunctionalProperty"/>
<rdfs:range rdf:resource="#Scenario"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="definesProperties">
<rdfs:domain rdf:resource="#Interface"/>
<rdfs:range rdf:resource="#Property"/>
</owl:ObjectProperty>
<owl:DatatypeProperty rdf:about="#hasName">
<rdfs:range rdf:resource="http://www.w3.org/2001/XMLSchema#string"/>
<rdfs:domain>
<owl:Class>
<owl:unionOf rdf:parseType="Collection">
<owl:Class rdf:about="#Data"/>
<owl:Class rdf:about="#Operation"/>
<owl:Class rdf:about="#ServiceType"/>
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<owl:Class rdf:about="#Process"/>
</owl:unionOf>
</owl:Class>
</rdfs:domain>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#FunctionalProperty"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:ID="hasTextualDescription">
<rdfs:range rdf:resource="http://www.w3.org/2001/XMLSchema#string"/>
<rdfs:domain rdf:resource="#Process"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#FunctionalProperty"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:ID="isMandatory">
<rdfs:range rdf:resource="http://www.w3.org/2001/XMLSchema#boolean"/>
<rdfs:domain rdf:resource="#OperationInput"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#FunctionalProperty"/>
</owl:DatatypeProperty>
<owl:FunctionalProperty rdf:about="#isInstanceOf">
<rdfs:domain rdf:resource="#DataInstance"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#ObjectProperty"/>
<rdfs:range rdf:resource="#Data"/>
</owl:FunctionalProperty>
<owl:FunctionalProperty rdf:about="#concretize">
<rdfs:domain rdf:resource="#Binding"/>
<rdfs:range rdf:resource="#Service"/>
<owl:inverseOf>
<owl:InverseFunctionalProperty rdf:ID="hasBinding"/>
</owl:inverseOf>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#ObjectProperty"/>
</owl:FunctionalProperty>
<owl:FunctionalProperty rdf:about="#hasServiceType">
<rdfs:range rdf:resource="#ServiceType"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#ObjectProperty"/>
<owl:inverseOf rdf:resource="#isInstanciedBy"/>
<rdfs:domain rdf:resource="#Service"/>
</owl:FunctionalProperty>
<owl:FunctionalProperty rdf:about="#realize">
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#ObjectProperty"/>
<rdfs:range rdf:resource="#Process"/>
<rdfs:domain rdf:resource="#ServiceType"/>
<owl:inverseOf rdf:resource="#realisePar"/>
</owl:FunctionalProperty>
<owl:FunctionalProperty rdf:about="#characterize">
<owl:inverseOf rdf:resource="#characterizedBy"/>
<rdfs:domain rdf:resource="#PropertyInstance"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#ObjectProperty"/>
<rdfs:range rdf:resource="#Service"/>
</owl:FunctionalProperty>
<owl:FunctionalProperty rdf:ID="isDocumentedBy">
<rdfs:comment xml:lang="fr">Reference la documation de ce Traitement.
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</rdfs:comment>
<rdfs:range rdf:resource="http://www.w3.org/2001/XMLSchema#anyURI"/>
<rdfs:domain rdf:resource="#Process"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#DatatypeProperty"/>
</owl:FunctionalProperty>
<owl:FunctionalProperty rdf:ID="hasUri">
<rdfs:range rdf:resource="http://www.w3.org/2001/XMLSchema#anyURI"/>
<rdfs:domain rdf:resource="#Service"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#DatatypeProperty"/>
</owl:FunctionalProperty>
<owl:FunctionalProperty rdf:about="#appliesTo">
<owl:inverseOf>
<owl:InverseFunctionalProperty rdf:ID="conditonnedBy"/>
</owl:inverseOf>
<rdfs:domain rdf:resource="#Condition"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#ObjectProperty"/>
<rdfs:range rdf:resource="#Operation"/>
</owl:FunctionalProperty>
<owl:InverseFunctionalProperty rdf:ID="definesOperations">
<rdfs:range rdf:resource="#Operation"/>
<rdfs:domain rdf:resource="#Interface"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#ObjectProperty"/>
</owl:InverseFunctionalProperty>
<owl:InverseFunctionalProperty rdf:about="#hasGui">
<rdfs:domain rdf:resource="#ServiceType"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#FunctionalProperty"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#ObjectProperty"/>
<rdfs:range rdf:resource="#GUIDescription"/>
</owl:InverseFunctionalProperty>
<owl:InverseFunctionalProperty rdf:about="#hasBinding">
<rdfs:domain rdf:resource="#Service"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#ObjectProperty"/>
<rdfs:range rdf:resource="#Binding"/>
<owl:inverseOf rdf:resource="#concretize"/>
</owl:InverseFunctionalProperty>
<owl:InverseFunctionalProperty rdf:about="#presents">
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#ObjectProperty"/>
<rdfs:domain rdf:resource="#ServiceType"/>
<rdfs:range rdf:resource="#Interface"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#FunctionalProperty"/>
</owl:InverseFunctionalProperty>
<owl:InverseFunctionalProperty rdf:about="#conditonnedBy">
<owl:inverseOf rdf:resource="#appliesTo"/>
<rdfs:range rdf:resource="#Condition"/>
<rdf:type rdf:resource="http://www.w3.org/2002/07/owl#ObjectProperty"/>
<rdfs:domain rdf:resource="#Operation"/>
</owl:InverseFunctionalProperty>
</rdf:RDF>
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