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LINKAGE BETWEEN PIECEWISE CONSTANT MUMFORD-SHAH
MODEL AND ROF MODEL AND ITS VIRTUE IN IMAGE
SEGMENTATION
XIAOHAO CAI∗, RAYMOND CHAN†, CAROLA-BIBIANE SCHO¨NLIEB‡ , GABRIELE
STEIDL§ , AND TIEYONG ZENG¶
Abstract. The piecewise constant Mumford-Shah (PCMS) model and the Rudin-Osher-Fatemi
(ROF) model are two of the most famous variational models in image segmentation and image
restoration, respectively. They have ubiquitous applications in image processing. In this paper, we
explore the linkage between these two important models. We prove that for two-phase segmentation
problem the optimal solution of the PCMS model can be obtained by thresholding the minimizer of
the ROF model. This linkage is still valid for multiphase segmentation under mild assumptions. Thus
it opens a new segmentation paradigm: image segmentation can be done via image restoration plus
thresholding. This new paradigm, which circumvents the innate non-convex property of the PCMS
model, therefore improves the segmentation performance in both efficiency (much faster than state-of-
the-art methods based on PCMSmodel, particularly when the phase number is high) and effectiveness
(producing segmentation results with better quality) due to the flexibility of the ROF model in
tackling degraded images, such as noisy images, blurry images or images with information loss. As
a by-product of the new paradigm, we derive a novel segmentation method, coined thresholded-
ROF (T-ROF) method, to illustrate the virtue of manipulating image segmentation through image
restoration techniques. The convergence of the T-ROF method under certain conditions is proved,
and elaborate experimental results and comparisons are presented.
Key words. Image segmentation, image restoration, Mumford-Shah model, piecewise constant
Mumford-Shah model, Chan-Vese model, ROF model, thresholding.
1. Introduction. Image segmentation aims to group parts of a given image with
similar characteristics together; image restoration aims to remove degradation such
as noise, blur or occlusion in a given image. In computer vision and image processing,
image segmentation and image restoration are fundamental and challenging tasks and
serve for example as a preliminary or postprocessing step for object recognition and
interpretation, with ubiquitous applications in various types of imaging. The piecewise
constant Mumford-Shah (PCMS) model (nonconvex, a special case of the Mumford-
Shah model [33]) and the Rudin-Osher-Fatemi (ROF) model (convex, [37]) are two of
the most famous variational models in the research areas of image segmentation and
image restoration, respectively. In this paper, we show that there is a strong intrinsic
linkage between the PCMS model and the ROF model, and with this unveiled linkage
we derive a new image segmentation paradigm: manipulating image segmentation
through image restoration plus thresholding.
∗ Image Analysis Group, Department of Applied Mathematics and Theoretical Physics (DAMTP),
University of Cambridge, Cambridge CB3 0WA, UK. Mullard Space Science Laboratory (MSSL),
University College London, Surrey RH5 6NT, UK. Email: x.cai@ucl.ac.uk. This work is partially
supported by EPSRC grant No. EP/K032208/1; and Issac Newton Trust, University of Cambridge.
† Department of Mathematics, The Chinese University of Hong Kong, Shatin, Hong Kong. Email:
rchan@math.cuhk.edu.hk. This work is supported by HKRGCGrants No. CUHK300614, CRF Grant
C1007-15G, AoE/M-05/12; CUHK DAG No. 4053211, and FIS Grant No. 1907303.
‡ Image Analysis Group, Department of Applied Mathematics and Theoretical Physics (DAMTP),
University of Cambridge, Cambridge CB3 0WA, UK. Email: cbs31@cam.ac.uk. This work is partially
supported by EPSRC grant No. EP/K032208/1.
§ Department of Mathematics, University of Kaiserslautern, Kaiserslautern, Germany. Email:
steidl@mathematik.uni-kl.de.
¶ Department of Mathematics, The Chinese University of Hong Kong, Shatin, Hong Kong.
Email: zeng@math.cuhk.edu.hk. This work is partially supported by NSFC 11271049, RGC 211911,
12302714 and RFGs of HKBU.
1
Let us first recall the PCMS and ROF models. Let Ω ⊂ R2 be a bounded, open
set, and f : Ω → R be a given (degraded) image. Without loss of generality, we
restrict f ∈ [0, 1]. In 1989, Mumford and Shah in [33] proposed solving segmentation
problems by minimizing over (Γ, u) ∈ Ω×W 1,2(Ω \ Γ) the energy functional
EMS(u,Γ;Ω) = H
1(Γ) + λ
∫
Ω\Γ
|∇u|2dx+ µ
∫
Ω
(u− f)2dx, λ, µ > 0, (1.1)
where H1 denotes the one-dimensional Hausdorff measure. The functional EMS con-
tains three terms: the regularity term on the length of Γ, the regularity term on the
smoothness of u in Ω \ Γ, and the data fidelity term controlling the distance to the
given image f . Related approaches in a spatially discrete setting were proposed in
[9, 27]. An early attempt to solve the challenging task of finding a minimizer of the
non-convex and non-smooth Mumford-Shah functional (1.1) was done by approxi-
mating it using a sequence of simpler elliptic problems, see [3]. Many approaches to
simplify model (1.1) were meanwhile proposed in the literature; for example, in [36], a
novel convex relaxation of the model was proposed; another important simplification
is to restrict its solution to be piecewise constant, which goes to the so-called PCMS
model. More detailed facts associated with the PCMS model are briefly recalled
below.
PCMS model. Over the years, researchers have tried to simplify model (1.1).
The most famous strategy is to restrict ∇u = 0 on Ω \ Γ, which results in the PCMS
model
EPCMS(u,Γ;Ω) = H
1(Γ) + µ
∫
Ω
(u − f)2dx. (1.2)
Here Ω =
⋃K−1
i=0 Ωi with pairwise disjoint sets Ωi and on each Ωi, i = 0, . . .K − 1, the
function u(x) ≡ mi, a constant. In particular, (1.2) can be rewritten as
EPCMS(Ω,m) =
1
2
K−1∑
i=0
Per(Ωi; Ω) + µ
K−1∑
i=0
∫
Ωi
(mi − f)
2dx, (1.3)
where Ω := {Ωi}
K−1
i=0 , m := {mi}
K−1
i=0 , and Per(Ωi; Ω) denotes the perimeter of Ωi in
Ω, see Section 2 for more details about the notations. If the number of phase is two,
i.e. K = 2, the PCMS model is actually the model of the active contours without
edges (Chan-Vese model) [25], i.e.,
ECV(Ω1,m0,m1) = Per(Ω1; Ω) + λ
( ∫
Ω1
(m1 − f)
2 dx+
∫
Ω\Ω1
(m0 − f)
2 dx
)
. (1.4)
One of the drawbacks of the algorithm (based on level sets) used in [25] to solve
model (1.4) is that it can easily get stuck in local minima. To overcome this drawback,
a convex relaxation approach was proposed in [23]. More precisely, it was shown that
the global minimizer of ECV(·,m0,m1) for fixed m0,m1 can be found by solving
min
u∈BV (Ω),0≤u≤1
{
TV (u) + µ
∫
Ω
(
(m0 − f)
2 − (m1 − f)
2
)
u dx
}
, (1.5)
and setting Ω1 := {x ∈ Ω : u(x) > ρ}, ∀ρ ∈ [0, 1), see also [7, 11]. Note that the
first term of (1.5) is known as the total variation (TV) term (see Section 2 for more
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detailed definition about it and BV (Ω)). In other words, (1.5) is a tight relaxation of
the Chan-Vese model with fixed m0 and m1. For the convex formulation of the full
model (1.4), see [12].
There are many other approaches for two-phase image segmentation based on
the Chan-Vese model and its convex version, see e.g. [41], [11], [26], and [6]. In
particular, a new hybrid level set method was proposed in [41], which replaces the
first term of (1.4) by a boundary feature map and the data fidelity terms in (1.4) by
the difference between the given image f and a fixed threshold chosen by a user or
a specialist. Method [41] was used in medical image segmentation. However, since
every time it needs the user to choose a proper threshold for its model, it is not
automatic and thus its applications are restricted. In [11], the TV term of (1.5) was
replaced by a weighted TV term which helps the new model to capture much more
important geometric properties. In [26], the TV term of (1.5) was replaced by a
wavelet frame decomposition operator which, similar to the model in [11], can also
capture important geometric properties. Nevertheless, for its solution u, no similar
conclusions as the ones in [23] can be addressed; that is, there is no theory to support
that its segmentation result Ω1 = {x : u(x) > ρ} for ρ ∈ [0, 1) is a solution as to
some kind of objective functional. In [6], the Chan-Vese model was extended for 3D
biopores segmentation in tomographic images.
In [38], Chan and Vese proposed a multiphase segmentation model based on the
PCMS model using level sets. However, this method can also get stuck easily in
local minima. Convex (non-tight) relaxation approaches for the PCMS model were
proposed, which are basically focusing on solving
min
mi,ui∈[0,1]
{K−1∑
i=0
∫
Ω
|∇ui|dx+ µ
K−1∑
i=0
∫
Ω
(mi − f)
2uidx
}
, s.t.
K−1∑
i=0
ui = 1. (1.6)
For more details along this thread, refer to e.g. [5, 13, 16, 31, 32, 35, 39, 40] and
references therein. Before continuing the discussion in image segmentation, let us
briefly introduce the important model, ROF model, in image restoration whereby
(with the PCMS model) we will build a linkage between these two research areas.
ROF model. In 1992, Rudin, Osher and Fatemi proposed the following varia-
tional model, the so-called ROF model, for image restoration [37]:
min
u∈BV (Ω)
{
TV (u) +
µ
2
∫
Ω
(
u− f)2dx
}
. (1.7)
For simplicity, we still use u, with abuse of notation, to represent the solution of the
ROF model (1.7). In (1.7), again, the first term is the TV term (cf. model (1.5)), with
the least-squares data fidelity term in the second (cf. model (1.2)). We emphasize
that model (1.7) is one of the most important variational models in image processing
and has been studied extensively in the literature, see e.g. [19, 20, 24] and references
therein.
Actually, a subtle connection between image segmentation and image restoration
has been raised in our previous work in [15]. In detail, we proposed a two-stage image
segmentation method in [15] – smoothing and thresholding (SaT) method – which
finds the solution of a convex variant of the Mumford-Shah model in the first stage
followed by a thresholding step in the second. The convex minimization functional in
the first stage (the smoothing stage) is the ROF functional (1.7) plus an additional
smoothing term
∫
Ω
|∇u|2 dx. The SaT method is very efficient and flexible: it per-
forms excellently for degraded images (e.g. noisy and blurry images and images with
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information loss); the minimizer from the first stage is unique; and one can change the
number of phase K without solving the minimization functional again. The success of
the SaT method indicates a new methodology for image segmentation: first smooth-
ing and then thresholding. This approach was extended in [22] for images corrupted
by Poisson and Gamma noises, and in [14] to degraded color images.
Our contribution. In this paper, we show the relationship between the PCMS
model (1.3) and the ROF model (1.7). We prove that thresholding the minimizer
of the ROF model is actually equivalent to solving the PCMS model when K = 2
(Chan-Vese model (1.4)), and is equivalent to solving the PCMS model under mild
assumptions whenK > 2. This linkage between the PCMS model and the ROF model
validates the effectiveness of our proposed SaT method in [15] for image segmentation.
Due to the significance of the PCMS model and ROF model respectively in image
segmentation and image restoration, this linkage, in some sense and to some extent,
bridges these two research areas and provides a new paradigm for image segmentation,
so as to motive us to improve and design better methods.
A direct by-product benefited from the virtue of the built linkage is a new efficient
segmentation method – thresholded-ROF (T-ROF) method – proposed in this paper.
The T-ROF method exactly follows the new paradigm which is: doing image segmen-
tation through image restoration plus a thresholding (more strategic thresholding, not
the straightforwardway used in the SaT method in [15] by K-means). Briefly speaking,
the proposed T-ROF method achieves segmentation results by iteratively threshold-
ing the solution of the ROF model where these thresholds are selected automatically
following certain rules derived from the proposed method itself. We emphasize that
we just need to solve the ROF model once, and our method gives optimal segmen-
tation results akin to the PCMS model. The convergence of our T-ROF method is
proved under minor assumptions.
On one hand, the T-ROFmethod can be regarded as a special case of our proposed
SaT method. However, it is directly obtained from the linkage between the PCMS
model and the ROF model discovered in this paper and thus is more theoretically
sound. Moreover, the strategy of choosing the thresholds automatically and optimally
in the T-ROF method is not covered in the SaT method in [15]. The strategy makes
our T-ROF method more effective particularly for degraded images whose phases
have close intensities. On the other hand, the T-ROF method inherits the advantages
of the SaT method – super fast speed and computational cost independent to the
required number of phase K. In contrast, methods solving the PCMS model become
computational demanding as the required number of phase increasing. Numerical
experiments and detailed comparisons to the start-of-the-art methods are presented
to demonstrate the great performance of the proposed T-ROF method.
The result in this paper has been partially presented in a conference proceeding
[17]. Compared with [17], in this paper, the linkage between the PCMS model and
ROF model for the multiphase case (K > 2) is proved; the convergence proof of the
proposed T-ROF method is completed (not possible in [17] due to the limitation of
the page length) and polished so that a stronger conclusion is achieved; and more
detailed experimental results are presented.
The paper is organized as follows. In Section 2, we give the basic notation used
throughout the paper. The linkage between the PCMS model and ROF model is
presented in Section 3. In Section 4, we present our T-ROF method and the algorithm
used to solve it. The convergence proof of the method is also provided. In Section 5,
we test our T-ROF method on various synthetic and real-world images and compare it
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with the representative related segmentation methods [32, 35, 39, 30, 15]. Conclusions
are given in Section 6.
2. Basic Notation. We briefly introduce the basic notation which will be used
in the followings, see [2, 4] for more details. ByBV (Ω) we denote the space of functions
of bounded variation defined on Ω, i.e., the Banach space of functions u : Ω→ R with
finite norm ‖u‖BV := ‖u‖L1(Ω) + TV (u), where
TV (u) := sup
{ ∫
Ω
u(x)divϕdx : ϕ ∈ C1c (Ω,R
2), ‖ϕ‖∞ ≤ 1
}
.
The distributional first order derivative Du of u is a vector-valued Radon measure
with total variation |Du| = TV (u). In particular, we have for u ∈ W 1,1(Ω) that
Du = ∇u ∈ L1(Ω) so that in this case TV (u) =
∫
Ω
|∇u| dx.
A “set” is understood as a Lebesgue measurable set in R2, where we mainly
consider equivalence classes of sets which are equal up to Lebesgue measure zero sets.
By |A| we denote the Lebesgue measure of a set A. For a Lebesgue measurable set
A ⊂ Ω, the perimeter of A in Ω is defined by
Per(A; Ω) :=
∫
Ω
∇(χA)dx,
where χA is the characteristic function of A. Hence A is of finite perimeter if its
characteristic function has bounded variation. If A has a C1 boundary, then Per(A; Ω)
coincides with H1(∂A ∩ Ω), where again H1 denotes the one-dimensional Hausdorff
measure in R2. For A,B ⊂ Ω the relation
Per(A ∪B; Ω) + Per(A ∩B; Ω) ≤ Per(A; Ω) + Per(B; Ω) (2.1)
always holds. We define the mean of f on A ⊂ R2 by
meanf (A) :=
{ 1
|A|
∫
A
f dx if |A| > 0,
0 otherwise.
We call (u∗, c∗) a partial minimizer of some objective function E(u, c) if{
E(u∗, c∗) ≤ E(u∗, c) for all feasible c,
E(u∗, c∗) ≤ E(u, c∗) for all feasible u.
(2.2)
As an example, a partial minimizer (Ω∗,m∗) of the PCMS model (1.3) with Ω∗ =
{Ω∗i }
K−1
i=0 , m
∗ = {m∗i }
K−1
i=0 has to fulfill
m∗i = meanf (Ω
∗
i ), i = 0, . . . ,K − 1. (2.3)
We note that if E is differentiable on its domain, then every partial minimizer con-
tained in the interior of the domain is stationary, see e.g. [29].
3. Linkage. We first propose our segmentation model, the T-ROF model, and
then derive the linkage between the PCMS model and ROF model using the T-ROF
model.
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3.1. Thresholded-ROF (T-ROF) Model. We start by considering the min-
imizing problem for fixed τ ∈ (0, 1)1, i.e.,
min
Σ⊆Ω
{
Per(Σ;Ω) + µ
∫
Σ
(τ − f) dx
}
. (3.1)
The following proposition gives a way to solve it.
Proposition 3.1. For any fixed τ , a global minimizer Στ of (3.1) can be found
by solving the convex minimization problem
min
u∈BV (Ω),u∈[0,1]
{
TV (u) + µ
∫
Ω
(τ − f)u dx
}
(3.2)
and then setting Στ := {x ∈ Ω : u(x) > ρ}, ∀ρ ∈ [0, 1).
For a proof of the proposition, we refer to Proposition 2.1 in the review paper [19]
where the proof uses the same ideas as in [7, 34]. The functional (3.2) is convex and
it is well known that there exists a global minimizer. Hence the proposition ensures
the existence of a global minimizer of (3.1). Moreover, based on [1, Lemma 4i)] and a
smoothness argument, an explanation that the minimizing set Στ is unique was given
in [19].
The following proposition gives another way of solving (3.1) via the ROF func-
tional (1.7). For the proof see [19, Proposition 2.6].
Proposition 3.2. The set {x ∈ Ω : u(x) > τ} solves (3.1) if and only if the
function u ∈ BV (Ω) solves the ROF model (1.7).
One important property of model (3.1) is given below where the proof is given in
[17, Lemma 2.4].
Lemma 3.3. For fixed 0 < τ1 < τ2 < 1, let Στi be minimizers of (3.1), i = 1, 2.
Then |Στ2\Στ1| = 0 is fulfilled, i.e., Στ1 ⊇ Στ2 up to a measure zero set.
Using Lemma 3.3, after minimizing (3.1) for 0 < τ1 < τ2 < · · · < τK−1 < 1, we
have
Ω ⊇ Στ1 ⊇ Στ2 ⊇ · · · ⊇ ΣτK−1 ⊇ ∅. (3.3)
Set Στ0 = Ω and ΣτK = ∅, we see that the corresponding
Ωi := Στi\Στi+1 , i = 0, . . . ,K − 1 (3.4)
are pairwise disjoint and fulfill ∪K−1i=0 Ωi = Ω.
Let Σ := {Σi}
K−1
i=1 , τ := {τi}
K−1
i=1 (τi < τj , i < j), and
E(Σ, τ ) :=
K−1∑
i=1
(
Per(Σi; Ω) + µ
∫
Σi
(τi − f) dx
)
, (3.5)
where µ > 0 is a fixed parameter. Our T-ROF (thresholded-ROF) model is to find
(Σ∗, τ ∗) fulfilling
E(Σ∗, τ ∗) ≤ E(Σ, τ ∗), ∀Σ ⊂ Ω, (3.6)
s.t. τ∗i =
1
2
(mi−1 +mi), mi := meanf (Ω
∗
i ), 1 ≤ i < K, (3.7)
1Note that E(∅, τ) = 0 and E(Ω, τ) = µ
∫
Ω
(τ − f) dx. Since f maps into [0, 1], the global
minimizer of E(·, τ) for fixed τ ≤ 0 is Ω and for fixed τ ≥ 1 is ∅. Therefore we restrict our attention
to τ ∈ (0, 1).
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where
Ω∗i := Σ
∗
i \Σ
∗
i+1,Σ
∗
0 := Ω, Σ
∗
K := ∅. (3.8)
Since E(·, ·) in (3.5) is separable in each i and, for each i, it is precisely of the form
of (3.1), a minimizer of E(·, τ ∗) in (3.6) can be found quickly by componentwise
minimization for each i using Proposition 3.2, i.e., thresholding the minimizer of the
ROF model (1.7) with τ ∗. However, finding a pair of (Σ∗, τ ∗) satisfying (3.6) as
well as the condition (3.7) is not straightforward. In Section 4.1, we will propose
an efficient way to address the solution of the T-ROF model (3.6) that satisfies the
condition (3.7).
Note that by convention, we always order τ = {τi}
K−1
i=1 such that τi < τj for i < j.
Hence by Lemma 3.3 and (3.4), {Ω∗i }
K−1
i=0 are pairwise disjoint and fulfill ∪
K−1
i=0 Ω
∗
i = Ω.
Once we have obtained (Σ∗, τ ∗), the desired segmentation for the given image f is
then given by Ω∗i , i = 0, . . . ,K − 1.
3.2. Linkage of PCMS and ROF Models for K = 2. We first give the
relationship between our T-ROF model and the PCMS model for K = 2, and then
use it to derive the relationship between the ROF model and the PCMS model for
K = 2.
Theorem 3.4. (Relation between T-ROF and PCMS models when K = 2) For
K = 2, let (Στ∗1 , τ
∗
1 ), Στ∗1 6∈ {∅,Ω} be a solution of the T-ROF model (3.6) with
parameter µ > 0. Then
(
Στ∗1 ,m
∗
0,m
∗
1
)
is a partial minimizer of the PCMS model
(1.4) with the special parameter λ := µ2(m∗1−m∗0)
.
Proof. Since E(Στ∗1 , τ
∗
1 ) ≤ E(∅, τ
∗
1 ), we conclude
∫
Στ∗1
(τ∗1 −f) dx < 0 which implies
that τ∗1 < meanf (Στ∗1 ) = m
∗
1. Similarly, since E(Στ∗1 , τ
∗
1 ) ≤ E(Ω, τ
∗
1 ), we see that
0 < Per(Στ∗1 ; Ω) ≤ µ
∫
Ω\Στ∗1
(τ∗1 − f) dx
and consequently m∗0 = meanf (Ω \ Στ∗1 ) < τ
∗
1 . Therefore m
∗
0 < m
∗
1.
Clearly the set Στ∗1 is also a minimizer of E(·, τ
∗
1 ) + C with the constant C :=
λ
∫
Ω(m
∗
0 − f)
2 dx. By setting τ∗1 =
m∗1+m
∗
0
2 we obtain
E(Σ, τ∗1 )+C = Per(Σ;Ω) + µ
∫
Σ
(τ∗1 − f) dx+ C
= Per(Σ;Ω) +
µ
2(m∗1 −m
∗
0)
∫
Σ
[(m∗1 − f)
2−(m∗0 − f)
2] dx+ C
= Per(Σ;Ω) + λ
(∫
Σ
(m∗1 − f)
2dx+
∫
Ω\Σ
(m∗0 − f)
2dx
)
. (3.9)
By definition of mi, i = 0, 1 and (2.3) we get the assertion.
Remark 3.5. Since f ∈ [0, 1], we have 0 < m∗1 −m
∗
0 ≤ 1. Hence the parameter
λ = µ2(m∗1−m∗0)
in the Chan-Vese model (1.4) is larger than µ and increases dramati-
cally if (m∗1−m
∗
0) becomes smaller. Hence, this λ is adapted to the difference between
m∗1 and m
∗
0 and penalizes the data term more in the Chan-Vese model if this differ-
ence becomes smaller. We now know that when (m∗1 −m
∗
0) is very small, λ used in
the Chan-Vese model should be large; however, in practice, to solve the Chan-Vese
model, λ is given beforehand with no knowledge about this kind of information. It is
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therefore very hard if not impossible for the Chan-Vese model to be given a good value
of λ to obtain a high quality segmentation result. In contrast, it is much easier for
our T-ROF model to get good results by just tuning thresholds τ∗1 (automatically, see
Section 4), no matter how large or small the difference between m∗1 and m
∗
0 is.
Next we give the relationship between the ROF model and the PCMS model for
K = 2.
Theorem 3.6. (Relation between ROF and PCMS models for K = 2) Let
K = 2 and u∗ ∈ BV (Ω) solve the ROF model (1.7) with µ > 0. For any given
0 < m0 < m1 ≤ 1, define Σ˜ = {x ∈ Ω : u∗(x) >
m1+m0
2 }. Then Σ˜ is a minimizer of
the PCMS model (1.4) with fixed λ := µ2(m1−m0) , m0,m1. In particular, (Σ˜,m0,m1)
is a partial minimizer of (1.4) if m0 = meanf (Ω \ Σ˜) and m1 = meanf (Σ˜).
Proof. Following (3.9), we have for all m0 < m1 and Σ ⊂ Ω,
E(Σ,
m1 +m0
2
) + λ
∫
Ω
(m0 − f)
2 dx = ECV(Σ,m0,m1), (3.10)
where λ = µ2(m1−m0) . We note that E is the same as model (3.1) for K = 2. By Propo-
sition 3.2, Σ˜ minimizes E(·, m1+m02 ) and hence by (3.10) it minimizes ECV(·,m0,m1).
If m˜0 = meanf (Ω \ Σ˜) and m˜1 = meanf (Σ˜), then 0 < m˜0 < m˜1 (cf. the first part of
the proof of Theorem 3.4); and it is easy to see that they minimize ECV(Σ˜, ·, ·).
3.3. Linkage of PCMS and ROF Models for K > 2. Now we consider
K > 2. For Σ in (3.3) and {Ωi}
K−1
i=0 in (3.4), we know Ωi ∪ · · · ∪ ΩK−1 = Στi ,
therefore
K−1∑
i=0
Per(Ωi ∪ · · · ∪ ΩK−1; Ω) =
K−1∑
i=0
Per(Στi ; Ω).
If Στi ⊃ Σ¯τi+1 , the closure of set Στi+1 , then
K−1∑
i=0
Per(Ωi ∪ · · · ∪ΩK−1; Ω) =
K−1∑
i=0
Per(Στi ; Ω) =
1
2
K−1∑
i=0
Per(Ωi; Ω).
We consider the following variant of the PCMS model (1.3)
min
Ωi,mi
{K−1∑
i=0
Per(Ωi ∪ · · · ∪ ΩK−1; Ω) +
K−1∑
i=0
µ˜i
∫
Ωi
(mi − f)
2dx
}
, (3.11)
where µ˜i > 0 are regularisation parameters. Let us call model (3.11) the PCMS-V
model. The relationship between the T-ROF model (3.6) and the PCMS-V model
(3.11) is given in the following Theorem 3.7.
Theorem 3.7. (Relation between the T-ROF and PCMS-V models for K > 2)
For K > 2, let ({Στ∗
i
}K−1i=1 , {τ
∗
1 }
K−1
i=1 ) be a solution of the T-ROF model (3.6) with
parameter µ > 0. Then ({Ω∗i }
K−1
i=0 , {m
∗
i }
K−1
i=0 ) is a partial minimizer of the PCMS-V
model (3.11) with regularization parameters defined as
µ˜i =


µ
2(m∗1−m
∗
0)
, i = 0,
µ
2(m∗
i
−m∗
i−1)
+ µ2(m∗
i+1−m
∗
i
) , i = 1, . . . ,K − 2,
µ
2(m∗
K−1−m
∗
K−2)
, i = K − 1,
(3.12)
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where {Ω∗i }
K−1
i=0 is obtained by (3.4) with {Στ∗i }
K−1
i=1 .
Proof. When minimizing E(Σ, τ ∗) (3.5) with respect to Σ, i.e.,
min
Σi
{
Per(Σi,Ω) + µ
∫
Σi
(τ∗i − f)dx
}
, i = 1, . . . ,K − 1, (3.13)
it is clear that finding Στ∗
i
is independent with finding Στ∗
j
for j 6= i. Hence,
Στ∗1 , . . . ,Στ∗i−1 , Στ∗i+1 , . . . ,Στ∗K−1 can be regarded as fixed when finding Στ∗i . Note
that, we also have Στ∗1 ⊇ Στ∗2 ⊇ · · · ⊇ Στ∗K−1 using Lemma 3.3. From Theorem 3.4,
we know the minimizer of (3.13) for each i is a partial minimizer of
min
Σi,mi−1,mi
{
Per(Σi; Ω) +
µ
2(m∗i −m
∗
i−1)
(∫
Σi
(mi − f)
2dx+
∫
Ω\Σi
(mi−1 − f)
2dx
)}
,
(3.14)
which is equivalent to
min
Ωi,mi−1,mi
{
Per(Ωi ∪ Ω
∗
i+1 ∪ · · · ∪ Ω
∗
K−1; Ω)
+
µ
2(m∗i −m
∗
i−1)
(∫
Ωi
(mi − f)
2dx+
∫
Ωi−1
(mi−1 − f)
2dx
)}
. (3.15)
The proof is completed by summing up the above objective functions for all i =
1, . . . ,K − 1.
Remark 3.8. Note that for the standard PCMS model in (1.3), the regularisation
parameter µ is fixed. In contrast, its variation in (3.11) derived from our T-ROF
model (3.6) has more flexible regularisation parameters. This kind of resetting in
regularisation parameters will avail it (and our T-ROF method which is given in the
next section) for multiphase segmentation particularly for images containing phases
with close intensities. We demonstrate this fact in the experimental results as well.
In summary, we conclude that, when K = 2, the T-ROF model gives a seg-
mentation result of the PCMS model for fixed λ and mi, i = 0, 1 using the way of
defining λ in Theorem 3.6, and vice versa. When K > 2, Theorem 3.7 tells us that,
if Στi ⊃ Σ¯τi+1 , i = 1, . . . ,K − 1, then the T-ROF model gives a segmentation result
of the PCMS model with µ redefined as in (3.12); otherwise, an approximation to the
PCMS model is achieved by T-ROF model.
4. T-ROF Method and Its Convergence.
4.1. T-ROF Method. Proposition 3.2 implies that we can obtain a minimizer
Σ of E(·, τ ) in (3.6) by minimizing the ROF functional and subsequently thresholding
the minimizing function by τi, i = 1, . . . ,K − 1. This method is particularly efficient
since the minimizer of the ROF functional remains the same and thus just need to
be solved once when we apply various thresholds τ (k). Here, at iteration k, when we
have (Σ
(k)
τ , τ (k)), we use the following rule to obtain τ (k+1):
m
(k)
i = meanf (Στ (k)
i
\Σ
τ
(k)
i+1
), τ
(k+1)
i =
1
2
(m
(k)
i−1 +m
(k)
i ), i = 1, . . . ,K − 1 (4.1)
For ease of reference, we represent the rule in (4.1) by τ (k+1) = Φ(Σ
(k)
τ , τ (k)).
Algorithm 1 gives the T-ROF segmentation method to find a solution of our
proposed T-ROF model (3.6).
From Algorithm 1, we see that the T-ROF method exactly follows the new
paradigm which is: performing image segmentation through image restoration plus
9
Algorithm 1 T-ROF Segmentation Algorithm
Initialization: Phase number K ≥ 2 and initial thresholds τ (0) =
(
τ
(0)
i
)K−1
i=1
with
0 ≤ τ
(0)
1 < · · · < τ
(0)
K−1 ≤ 1.
Compute the solution u of the ROF model (1.7).
For k = 0, 1, . . . , until stopping criterion reached
1. Compute the minimizers Σ
(k)
τi of E(·, τ
(k)
i ) by setting
Σ
(k)
τi = {x ∈ Ω : u(x) > τ
(k)
i }.
2. Update τ (k+1) = Φ(Σ
(k)
τ , τ (k)) by (4.1).
Endfor
a thresholding. Therefore, the T-ROF method can be regarded as a special case of
our proposed SaT method in [15]. However, in addition to the theoretically sound
setting of the T-ROF method and the fast speed it inherits as a SaT method, the it-
erative way of selecting optimal thresholds – strategy in (4.1) – in the T-ROF method
makes it more effective in multiphase segmentation when compared with the K-means
thresholding in SaT method, particularly for images with phases which have close in-
tensities.
There are many efficient methods to solve the ROF model, for example the primal-
dual algorithm [21], alternating direction method with multipliers (ADMM) [10], or
the split-Bregman algorithm [28]. In this paper, we use the ADMM to solve the ROF
model (1.7). The convergence property of Algorithm I is discussed in next section.
4.2. Convergence Proof of T-ROF Algorithm. Recall that τ
(k+1)
i =
1
2 (m
(k)
i−1+
m
(k)
i ), where m
(k)
i = meanf (Στ (k)
i
\Σ
τ
(k)
i+1
). We will prove the convergence of our T-
ROF algorithm, Algorithm 1, under the following assumption:
(A) If Στ 6= Στ˜ are the minimizers of E(·, τ) and E(·, τ˜ ) for any 0 < τ < τ˜ < 1
appearing in the algorithm, then
τ < meanf (Στ\Στ˜ ) ≤ τ˜ . (4.2)
The right-hand inequality in (4.2) is for example fulfilled if Στ˜ is also a minimizer
of Per(Σ;Στ ) + µ
∫
Σ
(τ˜ − f) dx. The left-hand inequality holds if Στ\Στ˜ is also a
minimizer of Per(Σ;Ω\Στ˜ ) + µ
∫
Σ(τ − f) dx.
Lemma 4.1. Let A,B,C,D ∈ B(R2) be bounded sets with A ⊇ B ⊇ C ⊇ D and
let f : R2 → R be a Lebesgue-integrable function. Then the following implications
hold true:
i) if meanf (A\B) ≤ meanf (B\C), then:
meanf (A\C) ≤ meanf (B\C) and meanf (A\B) ≤ meanf (A\C);
ii) if meanf (A\B) ≤ meanf (B\C) ≤ meanf (C\D), then:
meanf (A\C) ≤ meanf (B\D).
Proof. i) We first prove the first assertion in i). If |A\C| = 0, then this assertion
is clearly true. Let |A\C| > 0. Since A\C = A\B ∪ B\C and A\B ∩ B\C = ∅, we
conclude |A\C| = |A\B|+ |B\C| and in particular |A\B| > 0 if |B\C| = 0. Assume
that meanf (A\C) > meanf (B\C). Then∫
A\C f dx
|A\C|
=
∫
A\B f dx+
∫
B\C f dx
|A\B|+ |B\C|
> meanf (B\C) =
{
0 if |B\C| = 0,∫
B\C
f dx
|B\C| if |B\C| > 0.
Both cases yield a contradiction to the assumption meanf (A\B) ≤ meanf (B\C).
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Concerning the second assertion in i) we are done if |A\B| = 0. If |A\B| > 0, then
by the above considerations |A\C| > 0 and assuming meanf (A\B) > meanf (A\C)
we obtain ∫
A\C
f dx
|A\C|
=
∫
A\B
f dx+
∫
B\C
f dx
|A\B|+ |B\C|
<
∫
A\B
f dx
|A\B|
.
This yields again a contradiction to the assumption.
ii) Applying the first/second implication in i) with respect to the first/second
inequality in the assumption of ii) we obtain
meanf (A\C) ≤ meanf (B\C) and meanf (B\C) ≤ meanf (B\D),
which lead to meanf (A\C) ≤ meanf (B\D) and we are done.
Using the assumption (A) and Lemma 4.1, we can prove the following lemma.
Lemma 4.2. Under the assumption (A), our T-ROF Algorithm 1 produces se-
quences (τ (k))k and (m
(k))k with the following properties:
i) 0 ≤ m
(k)
0 ≤ τ
(k)
1 ≤ m
(k)
1 ≤ · · · ≤ m
(k)
K−2 ≤ τ
(k)
K−1 ≤ m
(k)
K−1.
ii) Set τ
(k)
0 := 0 and τ
(k)
K := 1. If τ
(k)
i ≥ τ
(k−1)
i and τ
(k)
i+1 ≥ τ
(k−1)
i+1 , then
m
(k)
i ≥ m
(k−1)
i , i = 0, . . . ,K − 1 and this also holds true if ≥ is replaced
everywhere by ≤.
Proof. i) At step k, let τi = τ
(k)
i . For fixed 0 ≤ τ1 < τ2 < · · · < τK−1 < 1, let Στi
be minimizer of E(·, τi). We only need to prove m0 ≤ τ1 and τK−1 ≤ mK−1. Assume
that Ω0 := Ω\Στ1 and ΩK−1 := ΣτK−1 have positive measure.
Since |Ω0|, |ΩK−1| > 0, neither Ω nor ∅ are minimizers of E(·, τi), we verify that
Per(Στ1 ; Ω) + µ
∫
Στ1
(τ1 − f) dx ≤ µ
∫
Ω
(τ1 − f) dx, (4.3)
Per(ΣτK−1 ; Ω) + µ
∫
ΣτK−1
(τK−1 − f) dx ≤ 0. (4.4)
From (4.3), we have
Per(Στ1 ; Ω) + µ
∫
Στ1
(τ1 − f) dx ≤ µ
∫
Ω0
(τ1 − f) dx+ µ
∫
Στ1
(τ1 − f) dx.
Note that mi := meanf (Ωi). Thus, 0 ≤ µ
∫
Ω0
(τ1 − f) dx which gives m0 ≤ τ1. From
(4.4), we have 0 ≥
∫
ΩK−1
(τK−1 − f) dx, which means τK−1 ≤ mK−1.
ii) We only prove for sign ≥. The proof for sign ≤ follows the same lines.
If τ
(k)
1 ≥ τ
(k−1)
1 , let τ1 := τ
(k−1)
1 , τ2 := τ
(k)
1 , using the conclusion from Lemma 4.2
i), we get
0 ≤ meanf (Ω\Σ
(k−1)
τ1
) ≤ τ
(k−1)
1 ≤ meanf (Σ
(k−1)
τ1
\Σ(k)τ1 ) ≤ τ
(k)
1 .
Hence, from the second implication of Lemma 4.1 i), we have m
(k)
0 ≥ m
(k−1)
0 .
If τ
(k)
K−1 ≥ τ
(k−1)
K−1 , let τ1 := τ
(k−1)
K−1 , τ2 := τ
(k)
K−1, using the conclusion from Lemma
4.2 i), we get
0 ≤ τ
(k−1)
K−1 ≤ meanf (Σ
(k−1)
τK−1
\Σ(k)τK−1) ≤ τ
(k)
K−1 ≤ meanf (Σ
(k)
τK−1
).
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Hence, from the first implication of Lemma 4.1 i), we have m
(k)
K−1 ≥ m
(k−1)
K−1 .
For i ∈ {1, . . . ,K − 2} and if τ
(k)
i ≥ τ
(k−1)
i and τ
(k)
i+1 ≥ τ
(k−1)
i+1 , from Lemma 4.2
i), we have
τ
(k−1)
i ≤ τ
(k−1)
i+1 and τ
(k)
i ≤ τ
(k)
i+1.
Hence, we can only have one of the following orderings:
a) τ
(k−1)
i ≤ τ
(k−1)
i+1 ≤ τ
(k)
i ≤ τ
(k)
i+1;
b) τ
(k−1)
i ≤ τ
(k)
i ≤ τ
(k−1)
i+1 ≤ τ
(k)
i+1.
In case a) we obtain by Lemma 4.2 i) that
τ
(k−1)
i ≤ m
(k−1)
i ≤ τ
(k−1)
i+1 ≤ τ
(k)
i ≤ m
(k)
i .
In case b) we conclude by Lemma 4.2 i) with the settings τ1 := τ
(k−1)
i , τ2 := τ
(k)
i and
τ1 := τ
(k)
i , τ2 := τ
(k−1)
i+1 and τ1 := τ
(k−1)
i+1 , τ2 := τ
(k)
i+1, respectively,
τ
(k−1)
i ≤meanf (Σ
(k−1)
τi
\Σ(k)τi ) ≤ τ
(k)
i ≤ meanf (Σ
(k)
τi
\Σ(k−1)τi+1 ) ≤ τ
(k−1)
i+1 ≤
≤meanf (Σ
(k−1)
τi+1
\Σ(k)τi+1) ≤ τ
(k)
i+1.
By Lemma 4.1 ii) this implies m
(k−1)
i ≤ m
(k)
i , which completes the proof.
To prove the convergence of the sequence (τ (k))k, we define a sign sequence ζ
(k) =
(ζ
(k)
i )
K−1
i=1 as follows: If τ
(k)
i 6= τ
(k−1)
i ,
ζ
(k)
i :=
{
+1 if τ
(k)
i > τ
(k−1)
i ,
−1 if τ
(k)
i < τ
(k−1)
i ,
and otherwise
ζ
(k)
i :=
{
ζ
(k)
j if i = 1,
ζ
(k)
i−1 if i 6= 1,
(4.5)
where j = min{l | τ
(k)
l 6= τ
(k−1)
l }. By sk we denote the number of sign changes in
ζ(k), for example, if ζ(k) = (
︷ ︸︸ ︷
+1,+1,+1,
︷ ︸︸ ︷
−1,−1,
︷︸︸︷
+1 ,
︷︸︸︷
−1 ), then sk = 3.
Lemma 4.3. i) The number of sign changes sk is monotone decreasing in k.
ii) If ζ
(k+1)
1 6= ζ
(k)
1 , then we have the strict decrease sk+1 < sk.
Proof. i) Let sk = N and rewrite (τ
(k))k as
(τ
(k)
0 , · · · , τ
(k)
l1︸ ︷︷ ︸
v
(k)
1
, · · · , τ
(k)
ij
, · · · , τ
(k)
lj︸ ︷︷ ︸
v
(k)
j
, · · · , τ
(k)
iN
, · · · , τ
(k)
K︸ ︷︷ ︸
v
(k)
N
),
where v
(k)
j contains those successive components of (τ
(k))k with the same sign.
1. If #v
(k)
j ≥ 3, we consider ζ
(k+1)
i∗ with ij ≤ i
∗ − 1 ≤ i∗ ≤ i∗ + 1 ≤ lj , i.e.,
ζ
(k)
i∗−1 = ζ
(k)
i∗ = ζ
(k)
i∗+1. WLOG let ζ
(k)
i∗ = −1. Then we obtain by Lemma 4.2 ii) that
m
(k)
i∗−1 ≤ m
(k−1)
i∗−1 and m
(k)
i∗ ≤ m
(k−1)
i∗ . Therefore
τ
(k+1)
i∗ =
m
(k)
i∗−1 +m
(k)
i∗
2
≤
m
(k−1)
i∗−1 +m
(k−1)
i∗
2
= τ
(k)
i∗
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and consequently ζ
(k+1)
i∗ = −1 or ζ
(k+1)
ij
= ζ
(k+1)
ij+1
= · · · = ζ
(k+1)
i∗ = 1. The case
ζ
(k)
i∗ = 1 can be handled in the same way.
2. If there is no j such that #v
(k)
j = 1, we consider ζ
(k+1)
lj
and ζ
(k+1)
ij+1
which are
different by definition. WLOG let ζ
(k)
lj
= −1 and ζ
(k)
ij+1
= +1. Then, from Lemma 4.2
ii), we have
m
(k)
lj−1
≤ m
(k−1)
lj−1
, m
(k)
ij+1
≥ m
(k−1)
ij+1
.
If m
(k)
lj
< m
(k−1)
lj
(or m
(k)
lj
≥ m
(k−1)
lj
), then τ
(k+1)
lj
< τ
(k)
lj
(or τ
(k+1)
ij+1
≥ τ
(k)
ij+1
). This
means that ζ
(k+1)
lj
6= ζ
(k)
lj
and ζ
(k+1)
ij+1
6= ζ
(k)
ij+1
is not possible at the same time.
3. Finally, we consider the case #v
(k)
j = 1 for all j1 ≤ j ≤ j2, where #v
(k)
j1−1
> 1 and
#v
(k)
j2+1
> 1. We prove that from iteration k → k + 1 the signs of ζ
(·)
ij1−1
, ζ
(·)
j , . . . , ζ
(·)
j2
,
ζ
(·)
ij2+1
can not change at the same time. WLOG assume that ζ
(k)
ij1
= −1 so that
ζ
(k)
ij
= (−1)j−j1+1 for j1 ≤ j ≤ j2, and ζ
(k)
ij1−1
= ζ
(k)
ij1−2
= +1 and ζ
(k)
ij2+1
= ζ
(k)
ij2+2
=
(−1)j2−j1 . From Lemma 4.2 ii), we know that
m
(k)
ij1−2
≥ m
(k−1)
ij1−2
, and
{
m
(k)
ij2+1
≥ m
(k−1)
ij2+1
if j2 − j1 is even,
m
(k)
ij2+1
≤ m
(k−1)
ij2+1
if j2 − j1 is odd.
(4.6)
If in ζ
(·)
ij1−1
, ζ
(·)
ij1
, · · · , ζ
(·)
ij2
, ζ
(·)
ij2+1
the signs change at the same time, we can deduce by
Lemma 4.2 ii) that {
m
(k)
ij2+1
< m
(k−1)
ij2+1
if j2 − j1 is even,
m
(k)
ij2+1
> m
(k−1)
ij2+1
if j2 − j1 is odd,
which contradicts (4.6).
By parts 1–2, we see that if #v
(k)
j > 1 for j = 1, . . . , N , then sk+1 ≤ sk. If there
exists #v
(k)
j = 1 for some j ∈ {1, . . . , N}, then parts 1–3 imply that sk+1 ≤ sk for
any k ∈ N.
ii) If ζ
(k+1)
1 6= ζ
(k)
1 , then by parts 1–3 of the proof we get all the components in
vk1 must change signs at step k + 1, therefore sk+1 < sk. This completes the proof.
Now we can prove the convergence of our T-ROF algorithm.
Theorem 4.4. Under assumption (A), the sequence (τ (k))k∈N produced by the
T-ROF Algorithm 1 converges to a vector τ ∗.
Proof. We prove the assertion by induction on the number of sign changes sk at
some iteration step k.
i) Assume that sk = 0. WLOG let ζ
(k)
i = +1, i = 1, . . . ,K−1, i.e., τ
(k)
i ≥ τ
(k−1)
i .
From Lemma 4.2 ii), we obtain m
(k)
i ≥ m
(k−1)
i and consequently τ
(k+1)
i ≥ τ
(k)
i ,
i = 1, . . . ,K − 1. Therefore sk+1 = 0 and ζ
(k+1)
i = +1, i = 1, . . . ,K − 1. This means
that each sequence (τ
(k)
i )k is monotone increasing. Since the sequences are moreover
bounded in [0, 1], we conclude that (τ (k))k converges. Note that sk = 0 when K = 2.
ii) Assume that (τ (k))k converges if sk ≤ N − 1 for some k ∈ N.
iii) We prove that (τ (k))k converges in case of sk = N . If there exists a kˆ such
that ζ
(kˆ)
1 6= ζ
(kˆ−1)
1 , we get skˆ ≤ N − 1 directly from Lemma 4.3 ii), therefore (τ
(k))k
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converges by ii). If ζ
(k+1)
1 = ζ
(k)
1 for all k > kˆ, then (τ
(k)
1 )k>kˆ is monotone and bounded
and converges consequently to some threshold τ∗1 . By the definition of Σ
(k)
τ1 , we have
Σ
(k)
τ1 converges, and therefore m
(k)
0 also converges. Since τ
(k)
1 = (m
(k)
0 +m
(k)
1 )/2, we
have m
(k)
1 converges. Now we prove τ
(k)
2 also converges (here we assume there does
not exist a kˆ such that ζ
(k+1)
2 = ζ
(k)
2 for all k > kˆ, since otherwise the convergence
of τ
(k)
2 is obtained immediately). If not, τ
(k)
2 must contain at least two convergent
subsequences converge to say τ∗2 and τ
′
2. WLOG, let τ
∗
2 < τ
′
2. Then we have Στ∗2 ⊇ Στ ′2
from Lemma 3.3. In what follows, we show by contradiction that it is impossible.
- If Στ∗2 ⊃ Στ ′2
, then from assumption (A) and Lemma 4.1, we have meanf (Στ1\
Στ∗2 ) < meanf (Στ1 \ Στ ′2
), which implies m
(k)
1 diverges.
- If Στ∗2 = Στ ′2
, then there exists a kˆ such that Σ
τ
(k)
2
= Στ ′2
for k > kˆ. Consider-
ing thresholds τ
(k)
3 , · · · , τ
(k)
K−1 in set Στ∗2 , the convergence of them is obtained
immediately from ii) by their sign changes which are ≤ N − 1. Therefore
m
(k)
2 converges, with the convergence of m
(k)
1 , so τ
(k)
2 also converges.
Analogously, we can have τ
(k)
3 converges from the convergence of τ
(k)
2 and m
(k)
2 . Re-
peating this procedure up to the final index K − 1, we obtain the assertion.
5. Numerical Results. In this section, we test our proposed T-ROF method
on many kinds of images. More precisely, we use the T-ROF Algorithm 1 with a
discrete ROF model (see e.g. [18]) whose minimizer is computed numerically by
an ADMM algorithm with its inner parameter fixed to 2. Speedups by using more
sophisticated methods will be considered in future work. The stopping criteria in the
T-ROF algorithm for u and τ are(
‖u(i) − u(i−1)‖2
)
/‖u(i)‖2 ≤ ǫu and ‖τ
(k) − τ (k−1)‖2 ≤ ǫτ , (5.1)
where ǫu and ǫτ are fixed to 10
−4 and 10−5, respectively. The initialization of
(τ
(0)
i )
K−1
i=1 was computed by the fuzzy C-means method [8] with 100 iteration steps.
We compare our method with the recently proposed multiphase segmentation
methods [15, 30, 32, 35, 39]. Note that the methods [35, 39] work with the fixed fuzzy
C-means codebook (mi)
K−1
i=0 which are not updated (all the codebooks used in the
following examples are given in Appendix). Such update is however involved in [30].
The default stopping criterion used in [30, 32, 35] is the maximum iteration steps,
which will be shown in each example; the default stopping criterion used in [15] is the
relative error with tolerance set to 10−4; and the default stopping criterion used in [39]
is the same as the one used in [15], together with maximum 300 iteration steps. We
choose the regularization parameter µ in front of the fidelity term for all the methods
by judging the segmentation accuracy (SA) defined as
SA :=
#correctly classified pixels
#all pixels
.
We show the results for two two-phase and five multiphase images, where all compu-
tations were run on a MacBook with 2.4 GHz processor and 4GB RAM.
5.1. Two-phase Image Segmentation. Example 1. Cartoon image with some
missing pixel values. Fig. 5.1 (a) is the clean two-phase image, with constant value
in each phase. Fig. 5.1 (b) is the test corrupted image generated by removing some
pixel values (in this example, 80% pixels are removed) randomly from Fig. 5.1 (a).
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Fig. 5.1 (c)–(g) are the results of the methods in [32, 35, 39, 30, 15], respectively.
Fig. 5.1 (h)–(j) give the results of our T-ROF method respectively at iterations 1, 2
and 6 (final result) with µ = 1, which clearly shows the effectiveness of the updating
strategy of our T-ROF method on τ given in (4.1). For the T-ROF method, the
iteration steps to find u and τ are 418 and 6 (simply represented as 418 (6) in Table
5.1), respectively. From those results, we see that only methods [30, 15] and our T-
ROF method give good results. The quantitative comparison in terms of µ, iteration
steps, computation time, and SA for each method is given in Table 5.1. We can
see that the T-ROF method gives the highest SA, which shows the effectiveness and
necessity of updating the threshold τ , compared with the slightly poor results of the
SaT method [15] which just uses fixed thresholds selected by K-means without any
rule to update them to be optimal.
(a) Clean image (b) Corrupted image
(c) Li [32] (d) Pock [35] (e) Yuan [39] (f) He [30]
(g) Cai [15] (h) Ours (Ite. 1) (i) Ours (Ite. 2) (j) Ours (Ite. 6)
Fig. 5.1. Segmentation of two-phase cartoon image with some missing pixel values (size 256×
256). (a): clean image; (b): image (a) with some pixel values removed randomly; (c)–(g): results
of [32, 35, 39, 30, 15], respectively; (h)–(j): results of our T-ROF method at iterations 1, 2, and 6
(final result), respectively.
Example 2. Two-phase image with close intensities. Fig. 5.2 (a) is an image
generated by adding Gaussian noise with mean 0 and variance 10−8 onto a constant
image with constant value 0.5. Fig. 5.2 (b) is a two-phase mask separating the whole
domain into two parts (the black and the white color parts). The testing noisy image
Fig. 5.2 (c) is generated from Fig. 5.2 (a) by keeping the pixel values belonging to the
white part of the original image and reducing the pixel values belonging to the black
part by a factor of 2 × 10−4. This way of generating test images has the following
two main virtues: i) the noise pattern (e.g. Gaussian) presented in the noisy image
15
is locally changed slightly, which will make the test more challenging so as to better
evaluate the performance of each method and to do comparison; ii) the way of lower or
increase the intensities of some specified areas can help to generate test images easily
which contain phases with close intensities, and then these generated images are good
candidates to test the performance of different methods in classifying the close phases.
Fig. 5.2 (d)–(h) are the results of methods in [32, 35, 39, 30, 15], respectively. Fig.
5.2 (i)–(j) are the results of our T-ROF method with µ = 8 at iterations 1 and 6
(final result), respectively, which again clearly show the effectiveness of the updating
strategy on τ given in (4.1). Obviously, except method [32], all other methods can
get good results. The quantitative results given in Table 5.1 show that our method is
the fastest and gives the highest SA, which again validates the necessity of updating
the threshold τ given in (4.1) against the way of obtaining thresholds by K-means
used in the SaT method [15].
(a) Gaussian noise (b) Mask (c) Noisy image
(d) Li [32] (e) Pock [35] (f) Yuan [39]
(g) He [30] (h) Cai [15] (i) Ours (Ite. 1) (j) Ours (Ite. 6)
Fig. 5.2. Segmentation of two-phase image with close intensities (size 128×128). (a): Gaussian
noise imposed on constant image; (b): mask; (c): noisy image generated from (a) and (b); (d)–(h):
results of [32, 35, 39, 30, 15], respectively; (i)–(j): results of our T-ROF method at iterations 1 and
6 (final result), respectively.
5.2. Multiphase Image Segmentation. Example 3. Five-phase noisy image
segmentation. Fig. 5.3 (a) and (b) are the clean image and Gaussian noisy image
with mean 0 and variance 10−2. Fig. 5.3 (c)–(h) are the results of [32, 35, 39, 30, 15]
and our T-ROF method (with µ = 8), respectively. From there results, we see that
all the results are very good except the result of method [32]. From Table 5.1, we can
see that the T-ROF method is the fastest.
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(a) Clean image (b) Noisy image (c) Li [32] (d) Pock [35]
(e) Yuan [39] (f) He [30] (g) Cai [15] (h) Ours
Fig. 5.3. Five-phase noisy cartoon image segmentation (size 91 × 96). (a): clean image; (b):
noisy image of (a); (c)–(h): results of [32, 35, 39, 30, 15] and our T-ROF method, respectively.
Example 4. Four-phase gray and white matter segmentation for a brain MRI
image. In this example, we test the four-phase brain MRI image used in [35], see
Fig. 5.4 (a). The gray and white matter segmentation for this kind of image is very
important in medical imaging. Fig. 5.4 (b)–(g) are the results of [32, 35, 39, 30, 15]
and our T-ROF method (with µ = 40), respectively. We can see that all the methods
work well for this kind of image. In particular, the T-ROF method with 11 τ -value
updates is faster than other methods, e.g., three times faster than the algorithm of
Pock et al. [35] with assigned parameters. Note that the SaT method [15] is also very
fast, due to the fact that it is akin to the T-ROF method.
Example 5. Stripe image. In this example, we test methods on segmenting the
noisy stripe image in Fig. 5.5 (b), which is generated by imposing Gaussion noise with
mean 0 and variance 10−3 on the clean image Fig. 5.5 (a) with 30 stripes. The results
are generated by segmenting Fig. 5.5 (b) into five, ten, and fifteen phases, respectively.
The rows two to seven of Fig. 5.5 are the results of methods [32, 35, 39, 30, 15]
and our T-ROF method (with µ = 8), respectively. The quantitative comparison is
shown in Table 5.2, from which we can see that methods [35, 30] and our T-ROF
method give much better results in terms of SA; note that, importantly, our method
is always the fastest compared with [35, 30]. Moreover, Table 5.2 shows clearly the
great advantage of the T-ROF method and SaT method [15] in computation time:
their computation time is independent to the required number of phases K, whereas
this is not the case for other methods (as the number of phases goes larger, their
computation time significantly increases inevitably). From Table 5.2, we also see that
the T-ROF method gives much better results than the SaT method, which again
shows the excellent performance and necessity of updating the threshold τ benefited
from the rule proposed in (4.1).
Example 6. Three-phase image containing phases with close intensities. In this
example, we test a three-phase image, where two phases of it with very close inten-
sities. The test image in Fig. 5.6 (c) is generated using the same way as that in
Example 2 with Gaussian noise of mean 0 and variance 10−2, and the factors used
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(a) Given image (b) Li [32] (c) Pock [35]
(d) Yuan [39] (e) He [30] (f) Cai [15] (g) Ours
Fig. 5.4. Four-phase segmentation of MRI image (size 319 × 256). (a): given image; (b)–(g):
results of [32, 35, 39, 30, 15] and our T-ROF method, respectively.
Table 5.1
Quantitative comparison: µ, iteration (Ite.) steps, CPU time in seconds, and SA in Examples
(Exa.) 1–4. The iteration steps of our T-ROF method e.g. 418 (6) means that 418 and 6 iterations
are respectively executed to find u and τ in Algorithm 1.
Li [32] Pock [35] Yuan [39] He [30] Cai [15] Our method
E
x
a
.
1 µ 20 2 8 5 2 1
Ite. 50 150 47 100 162 418 (6)
Time 1.71 6.36 2.55 13.76 5.42 8.34
SA 0.6918 0.8581 0.6915 0.9888 0.9878 0.9913
E
x
a
.
2 µ 200 50 15 120 7 8
Ite. 100 100 267 150 81 59 (6)
Time 0.73 0.97 2.11 6.66 1.21 0.38
SA 0.7867 0.9658 0.9598 0.9663 0.9816 0.9845
E
x
a
.
3 µ 120 40 15 50 15 8
Ite. 100 50 101 100 57 61 (4)
Time 0.87 0.71 0.99 4.11 0.46 0.32
SA 0.9729 0.9826 0.9819 0.9872 0.9827 0.9831
E
x
a
.
4 µ 200 100 20 200 40 40
Ite. 100 50 46 50 46 20 (11)
Time 8.49 7.41 5.24 22.13 2.75 1.96
in the black and white color parts are 0.1 and 0.6, respectively. For the results of
[32, 35, 39, 30, 15], in order to see the properties of these methods clearly, we give
two representative results for each method compared using different regularization
parameters, see Fig. 5.6 (d)–(m). From Fig. 5.6, we can see that our T-ROF method
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Table 5.2
Quantitative comparison: µ, iteration (Ite.) steps, CPU time in seconds, and SA in Example 5.
The iteration steps of our T-ROF method e.g. 84 (4) means that 84 and 4 iterations are respectively
executed to find u and τ in Algorithm 1.
Li [32] Pock [35] Yuan [39] He [30] Cai [15] Our method
5
p
h
a
se
s µ 80 100 10 50 10 8
Ite. 100 100 87 100 41 84 (4)
Time 3.87 6.25 4.33 16.75 1.33 1.39
SA 0.9946 0.9965 0.9867 0.9968 0.9770 0.9986
1
0
p
h
a
se
s µ 80 100 10 50 10 8
Ite. 100 100 102 100 41 84 (5)
Time 7.71 15.41 9.79 38.52 2.11 2.33
SA 0.8545 0.9984 0.9715 0.9848 0.8900 0.9967
1
5
p
h
a
se
s µ 80 100 10 50 10 8
Ite. 100 100 208 100 41 84 (5)
Time 11.56 28.21 33.21 63.67 3.06 3.74
SA 0.7715 0.9993 0.9730 0.9904 0.5280 0.9933
gives the best result, see Fig. 5.6 (o) (with µ = 8). In detail, we notice that method
[32] gives very poor results, see Fig. 5.6 (d)–(e). For methods [35, 30], no matter
how to tune their parameters, they all cannot achieve good results as the result of
our T-ROF method given in Fig. 5.6 (o). More specifically, methods [35, 30] either
give results separating different phases unclearly, or give results not removing the
noise successfully. The main reason is that, the regularization parameters in methods
[35, 30] are constant the same as the parameter µ used in the PCMS model (1.3);
however, constant parameter used to penalize all the phases equally is obviously not
appropriate for this case. The results of methods [39, 15], Fig. 5.6 (h) and (l), are
better than the results of methods [32, 35, 30]. Again, after comparing Fig. 5.6 (h),
(l) and Fig. 5.6 (o) from visual-validation and the quantitative results given in Table
5.3, we see that our T-ROF method gives the best result in terms of segmentation
quality and computation time.
Example 7. Four-phase image containing phases with close intensities. In order
to show the powerful of our T-ROF method in handing images containing phases
with close intensities, in this example, we test these methods on a four-phase image
where each two phases with close intensities. Fig. 5.7 (a) and (b) are the clean
image and the noisy image generated by adding Gaussian noise with mean 0 and
variance 3 × 10−2. Similar to Example 6, this example also provides two results for
each method compared using different representative parameters, see Fig. 5.7 (c)–(l).
From Fig. 5.7 and Table 5.3 (which gives quantitative results), we see that methods
[32, 35, 39, 30] all give poor results compared with our result in terms of segmentation
quality and computation time. In particular, our method gives much better results
than that of its akin SaT method [15], see Fig. 5.7 (k) and (n), which verifies further
the excellent performance of updating the threshold τ using the rule proposed in (4.1).
Before closing this section, we report the convergence history of τ in our T-ROF
algorithm corresponding to iteration steps for Examples 1–7, see Figure 5.8. From
Figure 5.8, we can see that τ always not only converges, but converges very quickly –
just a few steps are enough (generally within ten iterations from the examples shown
in this paper).
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Fig. 5.5. Stripe image segmentation (size 140 × 240). Row one: clean image (left) and noisy
image (right); Rows two to seven: results of [32, 35, 39, 30, 15] and our T-ROF method, respectively.
6. Summary and Conclusions. In this paper, we unveiled the linkage between
the PCMS model and the ROF model, which is important to build the connection
between image segmentation and image restoration problems. The built linkage the-
oretically validates our proposed novel segmentation methodology – pursuing image
segmentation by applying image restoration plus thresholding. This new segmenta-
tion methodology can circumvent the innate non-convex property of the PCMS model,
and thus improves the segmentation performance in both efficiency and effectiveness.
In particular, as a direct by-product of the built linkage, we proposed a segmenta-
tion method named T-ROF method. The convergence of this method under certain
conditions has been proved. Elaborate experimental results were presented which all
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(a) Gaussian noise (b) Mask (c) Noisy image
(d) Li [32] (e) Li [32] (f) Pock [35] (g) Pock [35]
(h) Yuan [39] (i) Yuan [39] (j) He [30] (k) He [30]
(l) Cai [15] (m) Cai [15] (n) Ours (Ite. 1) (o) Ours (Ite. 6)
Fig. 5.6. Segmentation of three-phase image containing phases with close intensities (size
256 × 256). (a): Gaussian noise imposed on constant image; (b): three-phase mask; (c): noisy
image generated from (a) and (b); (d)–(e): results of [32] with µ = 50 and 100, respectively; (f)–
(g): results of [35] with µ = 70 and 100, respectively; (h)–(i): results of [39] with µ = 15 and 20,
respectively; (j)–(k): results of [30] with µ = 100 and 200, respectively; (l)–(m): results of [15] with
µ = 3 and 10, respectively; (n)–(o): results of our T-ROF method, with µ = 8, at iterations 1 and
6 (final result), respectively.
support the excellent performance of the proposed T-ROF method in terms of seg-
mentation quality and computation time. For the future work, considering using other
thresholding rules, e.g. using the median instead of the mean in the T-ROF method,
may be worthwhile. Moreover, similar to the linkage built in this paper between the
PCMC and ROF models, investigating the relationship between other models, such
as those variants of the PCMS and ROF models respectively in image segmentation
and image restoration, will also be of interest.
Appendix. The codebooks (m := {mi}
K−1
i=0 ) computed by [8] and used for meth-
ods [35, 39] and our T-ROF method (as initialisations) in all Examples 1-7 are listed
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(a) Clean image (b) Noisy image
(c) Li [32] (d) Li [32] (e) Pock [35] (f) Pock [35]
(g) Yuan [39] (h) Yuan [39] (i) He [30] (j) He [30]
(k) Cai [15] (l) Cai [15] (m) Ours (Ite. 1) (n) Ours (Ite. 5)
Fig. 5.7. Segmentation of four-phase image containing phases with close intensities (size 256×
256). (a): clean image; (b): noisy image; (c)–(d): results of [32] with µ = 50 and 100, respectively;
(e)–(f): results of [35] with µ = 30 and 50, respectively; (g)–(h): results of [39] with µ = 10 and 15,
respectively; (i)–(j): results of [30] with µ = 20 and 100, respectively; (k)–(l): results of [15] with
µ = 3 and 10, respectively; (m)–(n): results of our T-ROF method, with µ = 4, at iterations 1 and
5 (final result), respectively.
in Table 6.1.
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