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ABSTRACT For single channel recordings, the maximum likelihood estimation (MLE) of kinetic rates and conductance is well
established. A direct extrapolation of this method to macroscopic currents is computationally prohibitive: it scales as a power of the
number of channels. An approximated MLE that ignored the local time correlation of the data has been shown to provide estimates
of the kinetic parameters. In this article, an improved approximated MLE that takes into account the local time correlation is
proposed. This method estimates the channel kinetics using both the time course and the random ﬂuctuations of the macroscopic
current generated by a homogeneous population of ion channels under white noise. It allows arbitrary kinetic models and stim-
ulation protocols. The application of the proposed algorithm to simulated data from a simple three-state model on nonstationary
conditions showed reliable estimates of all the kinetic constants, the conductance and the number of channels, and reliable values
for the standard error of those estimates. Compared to the previous approximated MLE, it reduces by a factor of 10 the amount of
data needed to secure a given accuracy and it can even determine the kinetic rates in macroscopic stationary conditions.
INTRODUCTION
Ion channels are multimeric transmembrane proteins that reg-
ulate the passage of ions through the cellular membrane (1).
They are able to couple their kinetics to an external factor (e.g.,
the concentration of an agonist, the membrane potential,
tension, etc.). Since the changes they generate in themembrane
potential propagatemuch faster than the diffusion ofmolecules
(2), ion channels have a central role in the fast processing of
information and in the fast coordination of the body. Thanks to
the patch-clamp technique (3), it is possible to follow in real
time the ion current that passes through a single channel. In that
way it was observed that ion channels have at least two
conformational states—one that allows the passage of ions
(open) and another that does not (closed). Their change from
one state to the other is faster than standard electrophysiological
recording methods (3). After the continuous recording of
several thousand openings and closings, it was found that the
distribution of the durations of the openings and the closings
was multimodal, suggesting that the open and closed states
were aggregates of conformational states with different sta-
bility (4). Those facts can be interpreted quantitatively in terms
of a Markov process, stochastic and memoryless (5,6). In a
Markov process, the system is deﬁned only by its present state
andnot by its past.At each interval of time, there is a probability
of switching to a different state; this probability is dependent on
the current state of the systemandusually some external variable
(like concentration of an agonist, membrane potential, etc.).
The statistical properties of single channel recordings have
been studied with great detail (5–15). To ﬁnd the kinetic
rates that best describe a set of experiments, the method of
choice (11,13,15,16) is the maximum likelihood estimation
(MLE). The likelihood function is deﬁned as the probability
of obtaining the data, conditional to a given value of the
model parameters; and as such, it makes use of the average
time course and the random ﬂuctuations of the data. MLE
uses standard multivariate optimization methods (17) to ﬁnd
the parameters for which likelihood is maximal.
For single channel recordings, the likelihood function is
determined by the forward recursive algorithm of hidden
Markov modeling (18), which is described in Theory and
Algorithm. For the special case where the instrumental noise
is much greater than the ﬂuctuations in the number of chan-
nels, the logarithm of the likelihood function of the mac-
roscopic currents generated by a big (i.e.,.1000) number of
channels is numerically homologous to the negative of the
squared residuals sum; this approach makes use only of the
time course of the data.
The construction of the likelihood function of macro-
scopic currents in the general case is done by extrapolating
the single channels MLE. This extrapolation involves build-
ing a meta-channel in which each state of the meta-channel
represents a particular distribution of states of the popula-
tion of channels (11,15). The statistics of this meta-system is
also Markovian and the likelihood function can be deter-
mined in the same way as in the single channel case. I label
this approach microscopic-recursive (Micro R) to emphasize
the fact that it distinguishes the discrete entity of each chan-
nel, and the fact that it uses a recursive algorithm to de-
termine the likelihood. This approach provides exact values
for the likelihood, but at the price of a computation cost
that increases as the 2 3 (nstates1) power of the number of
channels, which is computationally prohibitive even for a
small number of channels. Therefore, the realistic alternative
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is to ﬁnd algorithms that provide approximate values of the
likelihood.
For instance, a simpliﬁed likelihood function can be ob-
tained by ﬁrst approximating the distribution of states by a
continuous distribution and then neglecting the statistical
dependence of successive measurements, considering each
sample independent of the others (19). We call this approach
macroscopic-nonrecursive (Macro NR) to emphasize the fact
that the discrete entity of the channels is blurred and the
fact that the underlying algorithm is not recursive, i.e., the
calculation of each predictive value does not depend on
the previous ones. This approximation makes use of the
variance of the random ﬂuctuations of the data, but it does
not make use of its local time correlation. It will be studied in
detail in this article.
Another approximation is the covariance ﬁtting (20),
which ﬁts both the magnitude of the recorded current and the
strength of the correlation between different time points. It
maximizes a general multivariate likelihood function (20).
However, this method scales as the square of the number of
samples and therefore is limited in the number of points it
can use: it cannot analyze an entire data set, only a subset of
it (20). In this article, I propose a new algorithm, macro-
scopic-recursive (Macro R), that both approximates the like-
lihood function of the whole data set and takes into account
the local time correlation of the data. This algorithm provides
better estimates of the kinetic parameters than the Macro
NR. This method makes use of the recursive nature of the
correlation between measurements and therefore it scales
linearly with the number of samples.
This article is structured as follows. In Theory and Al-
gorithm, I describe the three algorithms in the context of
Markov kinetics, hidden Markov modeling, and Bayesian
statistics. In Results, I provide numerical simulations to show
the relative performance of Macro R and Macro NR methods
in the tasks of 1), approximating the exact likelihood value
provided by the Microscopic algorithm; 2), estimating the ki-
netic parameters, number of channels and conductance from
simulated data; and 3), providing the covariance of the esti-
mates. In Discussion, I will examine the scope of applicability
of the new algorithm and future avenues of research.
THEORY AND ALGORITHM
In this section, I will ﬁrst introduce the Markov approach as
a simpliﬁed model of ion channel kinetics. Next, I will bring
in a second element necessary to build a description of a
multichannel system: the observer, with a brief comment on
Bayesian and frequentist approaches. Although channels are
independent from each other, statistical correlations between
the measurements performed on them arise as a consequence
of the observer being incapable of distinguishing the
contributions of each individual channel (7). This fact makes
the description of the Markov multichannel system more
complicated than the simple enumeration of the state of each
channel (11,15). Then, I will attack the central problem of
this article: determining the kinetic parameters from a set of
electrophysiological recordings by using hidden Markov
modeling (HMM) combined with MLE. After a brief intro-
duction to HMM, I will describe the three algorithms studied
in the present article for determining the likelihood function:
Micro R (13,15), Macro NR (19), and Macro R (this study).
Then the application of MLE for the kinetic parameters is
straightforward by using standard quasi Newton maximizing
algorithms (17). The Fisher information matrix provides
reliable approximations of the covariance of the estimates.
Markov kinetic modeling of the behavior of a
single channel
In the Markov approach to channel kinetics (5), the con-
tinuum of structural conformations of ion channels is parti-
tioned on a ﬁnite number k of conformational states, s(t)¼ si,
1 $ i $ k. Each conformational state may have different
physicochemical properties; the easiest to measure is the con-
ductance through the pore. The k 3 1 column vector g with
elements gi represents the amount of current that crosses
through a channel that is currently in the state si. In the sim-
plest kinetic scheme, there are two states: one that conducts
ions (open) and another that does not (closed). More sophis-
ticated schemes consider multiple closed states and multiple
open states of the same or different conductance.
Channels are dynamic and change their state at random.
Those conformational changes are usually modeled by the
simplest stochastic mechanism: aMarkov process. In aMarkov
process, at each time interval there is a constant probability
that the channel will change from one state to another. This
probability is dependent only on the current state of the chan-
nel, no matter how long the channel has been in the present
state. It is the perfect memoryless system; the system instan-
taneously forgets all its past.
The probability of each one of the possible transitions be-
tween the different states that the channel might undergo is
described by a different rate constant,
qij ¼ lim
Dt/0
Prðsðt1DtÞ ¼ sjjsðtÞ ¼ siÞ
Dt
; (1)
where qij is the probability rate that the channel will change
from the state i to the state j.
Since Markov processes are stochastic, we need to in-
troduce the use of probabilities for ion channel kinetics.
We deﬁne then the (13k) state probability vector p(t) ¼
(p1(t), . . . ,pk(t)) with state probabilities pi(t) ¼ Pr(s(t) ¼ si),
which denotes at a particular time the probability of the chan-
nel being in each one of the k conformational states.
Here, I make a digression. There are two main approaches
to probabilities. In the frequentist approach, we think about a
population of channels evolving stochastically from a given
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where Q is an nXn rate matrix, with off-diagonal elements
% being the rate constants of the transition between states
i -+ j. Each diagonal element qii is equal to % = - Ly'i qij,
the negative sum of the off-diagonal elements of the itA row.
In this way the sum of each row is zero, and therefore the
sum of probabilities is kept constant at one. When there is no
direct transition between states i -+ j, % = 0, this matrix Q
summarizes the kinetic properties of the channel itself.
For t > 0, the solution of Eq. 2 is given by the Chapman-
Kolmogorov solution:
starting point; the state probability vector indicates the prob-
ability that a randomly chosen channel from an infinite pop-
ulation of channels is in a given state. This approach is useful
for describing a system that is evolving by itself without any
perturbations from the observer. In the Bayesian approach,
the key concept is that the state probability vector is not a
property of the channel itself (the channel is at a single con-
formational state at each time); it is a measure of the uncer-
tainty that the observer has about the channel state. Therefore,
we do not have to refer to a hypothetical population of chan-
nels, but to the channel we are studying and the information
we have as observers of the channel. The advantage of doing
that (see below) is that we can use the concept of the state
probability vector in the deduction of the recursive likelihood.
The evolution of the state probability vector p in the
absence of further observations is thus determined by the
Kolmogorov differential equation
a~~t) = p(t) . Q,
p(t) = p(O) . exp(Qt).
(2)
(3)
the codification of the information the observer has about the
system, and the equations that describe the evolution of the
system.
Approaches to model an ensemble of channels
When there are multiple channels in a patch under voltage-
clamp conditions, the behavior of each channel is indepen-
dent from the others. Therefore, the average behavior of
a population of multiple channels is well described by Eq. 3,
addressing single channels modeling. However, when re-
peated measurements are performed on a population of chan-
nels that are indistinguishable, a local time correlation appears
and a more sophisticated modeling is needed to deal with it.
There are two approaches to model a population of channels.
The microscopic approach is the exact discrete description of
the system. The macroscopic is a continuous approximation
of the system.
Microscopic approach
In the microscopic description we assume, beforehand, the
number of channels N. The state of the system is described
by the microscopic state vector n, a 1Xk vector of positive
integers listing the number of channels that are in each one of
the k conformational states (15). The conductance of each
ensemble state is n·'}', the sum of the number of channels at
each state weighted by its conductance.
To describe the probability vector, we first build the
occupancy index matrix N, an MXk matrix, whose rows {ni}
are each one of the
possible values that n is allowed to assume. Associated with
this matrix is the microscopic probability vector, pm, a 1XM
vector that lists the probabilities for each of the possible
ensemble states. The matrix product pm . N gives the mean
number of channels that are in each state.
The evolution of the vector m is described by an homology
ofEq. 2 as
This equation allows us to estimate the probability state
vector as a function of time, given the fact that no more ob-
servations are made on the channel state. There are two ways
to define the exponential of a matrix: in terms of a Taylor
series,
or by decomposing Q into its vector of eigenvalues A and
matrix of eigenvectors V,
apm(t) = m(t). Qill
at p , (6)
where the notation AD indicates the diagonal operator, which
builds a diagonal matrix with the vector A. The exponential
of a diagonal matrix is equal to the diagonal of the exponen-
tial of each element.
Markov modeling of an ensemble of channels
In this section, I will define, for an ensemble of channels, the
same elements of the Markov approach that I have defined
for a single channel: the definition of the state of the system,
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where the elements of Qm are the ensemble rate constants,
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which are the rate constants for the transitions between
the state nv to the state nw. Since, in the limit, the probability
of more than one channel changing its state is zero, only a
small number of ensemble transitions are different from
zero-namely, the ones that involve the transition of only
one channel:
Here, nvi indicates the number of channels in si when the
n ¼ nv; d(n,m) ¼ 1 if n ¼ m, otherwise d(n,m) ¼ 0. In this
equation, nv is the starting ensemble state and nw is the ending
ensemble state. If the only difference betweennw andnv is that
there is one more channel in sj and one less channel in si, the
ensemble rate constant is equal to the rate constant of the only
transition that occurred (qij) multiplied by the original number
of channels that were in state si (nvi). Otherwise the ensemble
rate constant is zero. Diagonal values ofQm are calculated as
the negative sum of the off-diagonal elements of the ith row.
Equation 6 is solved using the Chapman-Kolmogorov solu-
tion (Eq. 3).
Macroscopic approach
In the continuous macroscopic approximation, we describe
the state of the system by the macroscopic state vector, r¼ n/
N, a 13k vector of real numbers listing the ratio of occu-
pancies of each one of the states (19). Note that we do not refer
to a number of channels but to a proportion of channels in each
state, the proportion can be any real number between 0 and 1.
To calculate the conductance of the ensemble of channels, we
use the expression Nrg—the average conductance multi-
plied by the number of channels.
The distribution of r can be approximated by a multivar-
iate Normal,
PrðrtÞ ¼ N r mt;
1
N
St
 
¼ Nk=2ð2pÞk=2jStj1=2
exp N
2
ðr mtÞ  S1t  ðr mtÞT
 
; (9)
where T is the transpose operator and we denote the mean vec-
tor and the dispersion matrix by E(rt) ¼ mt and varðrtÞ ¼
Eððrt  mtÞT  ðrt  mtÞÞ ¼ St=N. In this way, the number of
parameters that describes the distribution of r is only (k2k)/2.
Classical hidden Markov modeling
The hidden Markov modeling (HMM) approach deals with
the problem of using the evolution of an observable signal to
guess the state of an unobservable Markov system (18).
Originally developed in 1960s (21,22), it has been success-
fully used for single channel kinetics analyses in the 1990s
(14,23), where the observable signal is the current that passes
through the channel.
HMM distinguishes (18) four elements: 1), a Markov
model that describes the evolution rules of the hidden system;
2), an observational model that describes the relationship
between the hidden state and the observable signal; 3), a se-
quence of hidden states st; and 4), a sequence of observa-
tions yt.
A given Markov model is deﬁned by the transition proba-
bilities between the hypothetical states. The key property that
deﬁnes a process as a Markov model is its absence of mem-
ory, i.e., the fact that its future evolution only depends on its
present state:
Prðst11 ¼ sjjst ¼ siÞ ¼ lðsi; sj; uÞ ¼ aij: (10)
It is important to differentiate between what constitutes the
architecture of the Markov model, l, and the numerical pa-
rameters of the model, u. The architecture of the model refers
to the way it is built, i.e., the list of states, the allowed tran-
sitions between them, and the equations that map the model
parameters onto the transition probabilities between states.
Usually the architecture of the model is assumed, whereas the
parameters are extracted from the data. However, it is pos-
sible to compare different architectures in their ability to
predict the data.
In a similar way, the architecture of the observational
model, k, refers to the equations that relate the observational
parameters, e, with the probability of observing a given value
of a signal given a speciﬁc state of the system:
Prðyt ¼ yjst ¼ siÞ ¼ kðy; si; eÞ: (11)
Two estimates of usual interest in HMM are
1. The likelihood function, the probability that the model
L (short for l and k) with parameters Q (u and e) might
produce the signal y:
‘ðQÞ ¼ Pðy1; . . . ytjQ;LÞ: (12)
Note that this probability is independent of the actual evo-
lution of the system. The probabilities are summed up over
all the possible evolutions.
2. The maximum likelihood estimates of the parameters Q,
given the model L:
Q
MLE ¼ arg
Q
maxPðy1; . . . ytjQ;LÞ: (13)
This is the value of the parameters that produces the
maximum likelihood.
A third estimate, offered below, is beyond the usual scope
of HMM, and will not be treated in this article.
3. The most likely model L, independent of the actual
parameters:
L
MLE ¼ arg
L
maxPrðy1; . . . ytjLÞ: (14)
q
m
vw ¼ nviqij nwi ¼ nvi  1; nwj ¼ nvj1 1; +
k
s
dðnvs;nwsÞ ¼ k  2
0 otherwise
:
8<
: (8)
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Likelihood function and forward algorithm
To obtain the likelihood of observing the signal y given a
model L, we use the observational model k to determine the
relationship between the observed signal and the state of the
system and the Markov model l to determine the probability
of the states’ sequences. A conceptually simple way to deter-
mine the likelihood of the Markov process is to sum over all
the possible sequences of states (18), the product of the prob-
ability of obtaining the signal given a sequence of states by
the probability of obtaining that particular sequence of states:
Prðy1; . . . ytjQÞ ¼ +
s
Prðy1; . . . ytjs1; . . . st; eÞPrðs1; . . . stjuÞ:
(15)
This procedure is not practical, given the exponentially
growing number of the possible sequences of states. A much
better approach takes advantage of the fact that Markov pro-
cesses are memoryless by using a recursive algorithm (18).
The initialization of the algorithm is provided by an a priori
estimate of the state probability vector based on equilibrium
considerations:
a0ðsiÞ ¼ Prðs0 ¼ si; uÞ: (16)
The ith value is deﬁned as
atðsiÞ ¼ Prðy1 . . . yt; st ¼ sijuÞ; (17)
the induction is made by
at1 1ðsjÞ ¼ Prðyt11jst11 ¼ sj; e2Þ
3+
i
Prðst11 ¼ sjjst ¼ si; uÞatðsiÞ; (18)
and the termination is the sum
‘ðQ; y1; . . . yTÞ ¼ Prðy1; . . . yTjQÞ ¼ +
i
aTðsiÞ: (19)
Using Eqs. 10 and 11 and assuming Gaussian noise, the
induction step is
at11ðsjÞ ¼ Nðyt11  gj; e2Þ+
i
aijat11ðsiÞ; (20)
where N indicates the Normal probability density function
and aij are the elements of A ¼ exp(QDt).
Bayesian formulation of the forward algorithm
It is insightful to describe the forward algorithm in Bayesian
terms. The formulation is also extended for a continuous
state set. The likelihood of the joint measurement y1. . .yT can
be decomposed as the product of the incremental likelihoods
due to each measurement yt:
‘T ¼ ‘ðQjy1 . . . yTÞ ¼
YT
t¼1
‘9t ; (21)
‘9t ¼ Prðytjy1 . . . yt1;QÞ: (22)
We deﬁne the prior probability vector as the information
the observer has about the system before each measurement
by the equation
p

t ðsiÞ ¼ Prðst ¼ sijy1 . . . yt1;QÞ: (23)
If we have a continuous space, the prior probability
function is deﬁned as
pt ðrÞ ¼ Prðst ¼ rjy1 . . . yt1;QÞ; (24)
where r is a macroscopic state vector. After we perform the
measurement, we can calculate the likelihood of this par-
ticular measurement by multiplying the conditional proba-
bility of the measurement by the prior probability vector
‘9t ¼ +
k
i
Prðytjst ¼ si; e2Þ  pt ðsiÞ: (25)
If we use the continuous approximation, we multiply by
the prior probability function and we integrate over the entire
state probability space:
‘9t ¼
Z
s
Prðytjst ¼ r; e2Þ  pt ðrÞ  dr: (26)
The posterior probability vector is the information the
observer has about the state of the system updated after the
measurement yt is made:
ptðsiÞ ¼ Prðst ¼ sijy1 . . . yt;QÞ ¼ Prðytjst ¼ si; e
2Þ
‘9t
 pt ðsiÞ:
(27)
The posterior probability function is
ptðrÞ ¼ Prðst ¼ rjy1 . . . yt;QÞ ¼ Prðytjst ¼ r; e
2Þ
‘9t
p

t ðrÞ:
(28)
Now we use the Markov transition to ﬁnd the state of the
system at time t1Dt. For the discrete case,
pt1DtðsjÞ ¼ +
k
i
Prðst1Dt ¼ sjjst ¼ si; uÞptðsiÞ: (29)
If we use the continuous approximation, we integrate over
the entire state probability space:
pt1DtðuÞ ¼
Z
s
Prðst1Dt ¼ ujst ¼ r; uÞptðrÞdr: (30)
In this way, the Bayesian formulation of the forward algo-
rithm provides us with three meaningful variables: the partial
likelihood, the prior probability, and the posterior probability
vector or function. The partial likelihood indicates the prob-
ability of each particular measurement conditional to the pre-
vious ones. The prior and posterior probabilities tell us what
we know about the state probability function just before and
after each measurement. Partial likelihoods are statistically
independent by construction, a very desirable statistical prop-
erty that can be used for multiple purposes. One of them is to
ﬁnd an estimate of the Fisher information matrix.
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Nonrecursive macroscopic algorithm
This algorithm estimates the likelihood of the data neglecting
the local time correlation:
‘ðQ; y1; . . . ; yTÞ 
YT
t¼1
PrðytjQÞ: (31)
The likelihood of the joint measurements y1, . . . ,yT is
approximated by the product of the likelihood of each mea-
surement. Although this approximation can substantially
underestimate the actual likelihood of the data if there is a
strong local time correlation, it is also computationally inex-
pensive and it has been proved to provide reliable estimates
of the kinetic rates, number of channels and, with a substan-
tial amount of data, of the conductance (19). The likelihood
of each measurement is calculated by a direct comparison
between the actual data yt and the expected mean evolution
of the data, yﬁtt,
‘ðQ; ytÞ ¼ Nðyt  yfitt ;s2t Þ
¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ps
2
t
q exp ðyt  yfitt Þ2
2s
2
t
 
; (32)
yfitt ¼ Nmt  g; (33)
s
2
t ¼ NgT  ðmDt  mTt  mtÞ  g; (34)
mt ¼ m0  expðQtÞ; (35)
m0 ¼ u13k  ðQ1Uk3kÞ1; (36)
where mt represents the expectation of r; the macroscopic
state vector at time t; and u13k andUk3k are a unit vector and
a unit matrix.
Microscopic recursive algorithm
In the microscopic recursive algorithm, the forward algo-
rithm is applied straightforward.
The initial prior state probability vector pm* can be found
by the formula,
pm 0 ¼ u13M  ðQm1UM3MÞ1; (37)
where Qm is the transition-rate probability matrix and u13M
is a 13M vector of ones and UM3M is a M3M matrix of
ones.
The incremental likelihood is found summing over all the
elements of the prior probability vector
‘9t ¼ +
M
j
Nðyt  nj  g; e2Þpmjt; (38)
where nj is the j
th row of N, the occupancy index matrix.
Each element of the posterior probability vector is found
by the equation
pmj t ¼
Nðyt  nj  g; e2Þ
‘9t
pmjt: (39)
The prior probability at time t1Dt is obtained by the
vector product
pmt1Dt ¼ pmt  expðQmDtÞ: (40)
Macroscopic recursive algorithm
The initial distribution of states is obtained from equilibrium
conditions, i.e., when
Prðr; 0Þ ¼ N r m0;
1
N
S

0
 
; (41)
m

0 ¼ u13k  ðQ1Uk3kÞ1; (42)
S

0 ¼ m0D  m0T  m0: (43)
The incremental likelihood is obtained by integrating
the product of the prior and the measurement probability
(Eq. 26)
‘9t ¼
Z
s
Nðyt  Nrt  g; e2ÞN rt  mt ;
1
N
S

t
 
drt; (44)
where s indicates that the integral is made over all the pos-
sible states of r. The result of this integral is
‘9t ¼ Nðyt  yt ;s2t Þ; (45)
where
y

t ¼ Nmt  g; (46)
s
2
t ¼ e21NgT  St  g: (47)
Each posterior is obtained by normalizing the product of
the prior and the measurement probability (Eq. 28).
ptðrÞ ¼ Nðyt  Nrt  g; e
2Þ
‘9t
N rt  mt ;
1
N
S

t
 
: (48)
The result of this product is
ptðrÞ ¼ N rt  mt;
1
N
St
 
; (49)
where
mt ¼ mt 1
ðyt  yt Þ
s
2
t
 gT  St ; (50)
St ¼ St 
N
s
2
t
S

t  g  gT  St : (51)
Let A ¼ exp(QDt), from the Markovian model, we know
that
Eðrt1Dtjy1; . . . ; ytÞ ¼ mt  A (52)
and from the multinomial distribution,
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varðrt1Dtjy1 . . . yt; rtÞ ¼ ððrt  AÞD  AT  rDt  AÞ=N: (53)
Then, from well-known results on conditional expecta-
tion, we can calculate the prior probability at time t1Dt,
m

t1Dt ¼ Eðrt1Dtjy1 . . . ytÞ ¼ EfEðrt1Dtjy1 . . . yt; rtÞg
¼ Eðrt  AÞ;
i.e.,
mt1Dt ¼ mt  A; (54)
and
i.e.,
S

t1Dt ¼ ðmt  AÞD  AT  mDt  A1AT  St  A: (55)
Maximum likelihood estimation of the
kinetic parameters
The maximum likelihood estimation is a method for param-
eter ﬁtting that can be used if we have a model that provides
the likelihood of a given set of kinetic parameters and ob-
servations. It ﬁnds the set of parameters that maximizes the
probability of obtaining the results. However, instead of max-
imizing likelihood, what is usually done is to minimize the
negative of the logarithm of the likelihood (LL):
u
MLE ¼ arg
u
minðLLÞ ¼ arg
u
minðlogð‘ðL; y1 . . . yTÞÞÞ:
(56)
To ﬁnd the point where the negative of LL is minimal, we
use a quasi-Newton algorithm. The idea of those methods is
that the log-likelihood function is well approximated near its
maximum by a second-order Taylor series,
LLðuÞ   LLðu0Þ1Gðu0ÞT  ðu u0Þ
1
1
2
 ðu u0ÞT Hðu0Þ  ðu u0Þ; (57)
where G and H are the Gradient vector of ﬁrst derivatives
and Hessian matrix of second derivatives of the negative of
the log-likelihood respect to the parameters vector. The dif-
ference with the optimal point and the optimal log-likelihood
would be approximated by
u
  u0  Hðu0Þ1 Gðu0Þ; (58)
LL
  LL0  1 1
2
Gðu0ÞT Hðu0Þ1 Gðu0Þ: (59)
As calculating H is computationally expensive, we ap-
proximate it by using the observed behavior of LL(u) to build
up curvature information to make an approximation to H
using an appropriate updating technique. Here we used the
formula of Broyden, Fletcher, Goldfarb, and Shanno (BFGS)
(17),
Hi11 ¼ Hi1DG  DG
T
DGT  Du 
HTi  DuT  Du H
Du
T H  Du ; (60)
where Du ¼ ui11ui.
If the quadratic form is a good approximation, the likeli-
hood tends to a multivariate Gaussian
‘ðuÞ  C  exp 1
2
ððu uÞT H  ðu uÞÞ
 
; (61)
where C is a constant. Therefore the Hessian matrix estimates
the covariance matrix of the ﬁtted parameters, cov(u) ¼
H1. Another way to estimate the covariance matrix is to
use the Fisher information matrix (FIM), the variance of the
Gradient of the log-likelihood function. Under certain con-
ditions, FIM estimates the mean of the Hessian. FIM can be
obtained from the gradient of the logarithm of the partial
likelihood of each sample (LL9i):
FIM ¼ Eð=LLT  =LLÞ ¼ +
nsamples
i
ð=LL9Ti  =LL9iÞ: (62)
Simulations
Stochastic simulations were generated using the ligand-gated
kinetic model of two closed states joined by an open state (Fig.
1) after a previous study (19) to allow an easy comparison.
The instrumental noise was set to 1 pA at 50 KHz as well as
the unitary conductance. No open channel noise was included
in the model. The parameter values used for the simulation
were called the true values as opposed to estimated values.
Nonstationary and stationary conditions were simulated. In
stationary conditions ligand concentration was held constant
at 1 M and the initial states of the channels were randomly
chosen from the equilibrium conditions. In nonstationary con-
ditions, the concentration was also constant at 1 M, but at the
beginning of the simulation all the channels were unliganded
and closed (C1). Two set of simulations were run. In the ﬁrst, I
compared the values of the likelihood function provided by
the Macro NR, Macro R, and Micro R algorithms for 20 chan-
nels. In the second, I compared only Macro NR and Macro
R algorithms in their MLE for 100 channels.
varðrt1Dtjy1 . . . ytÞ ¼ St1Dt=N ¼ Efvarðrt1Dtjy1 . . . yt; rtÞg1 varfEðrt1Dtjy1 . . . yt; rtÞg
¼ Efððrt  AÞD  AT  rDt  AÞ=Njy1 . . . ytg1 varfrt  Ajy1 . . . ytg
¼ ððmt  AÞD  AT  mDt  AÞ=N1AT  ðSt=NÞ  A;
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RESULTS
Recursive and nonrecursive
algorithm performances
The main point of this article is to present a new algorithm
that approximates the likelihood of macroscopic currents. This
new algorithm, the macroscopic recursive (Macro R), was
compared against two other algorithms: one that provides
the exact value of the likelihood, the microscopic recursive
(Micro R) (15); and one that approximates it, the macroscopic
nonrecursive (Macro NR) (19).
In the Macro NR approach, the log-likelihood is calculated
by summing up the log-likelihood of each measurement, as if
each sample point were an independent event. Both Micro R
and Macro R, on the other hand, calculate the likelihood by
summing up the incremental log-likelihood of each sample
point. The Macro R method approximates LL, assuming that
the state probability vector follows a multinormal distribu-
tion and the likelihood of each sample is obtained from the
difference between the measured current and a predicted
current. In the Microscopic method, all the possible combi-
nation of channels states are considered independently and
the direct likelihoods of each one are summed up weighted
by its prior probability; in this way the true value of the
likelihood is obtained (true under the assumptions of the
observational and Markov model). The microscopic method
is computationally prohibitive for maximum likelihood esti-
mation; it is included here as a ‘‘gold standard’’. There is a
fourth algorithm, covariance ﬁtting (20), which calculates
the likelihood of a subsample of the trace. This method
analyzes the information available on the subsample by
calculating the likelihood against a multivariate normal dis-
tribution. This method was not analyzed here.
In Fig. 2 the two approximated macroscopic algorithms are
compared with the exact microscopic algorithm in their ability
to provide the likelihood function of the 40-ms simulated trace
generated by 20 channels at a sampling rate of 50 KHz. The
Macro R algorithm needed;16 ms to compute on a Pentium
V the approximated value of the likelihood function of the
simulated trace while the Macro NR needed only 5.6 ms. To
determine an exact value, the computing time used by the
Micro R algorithm is two orders-of-magnitude higher: 2730
ms. Software routines for the three algorithms are available on
request from the author. Based only on the provided param-
eters, the Macro NR algorithm makes a prediction about the
entire temporal course of the measured signal (Fig. 2 A). Both
recursive algorithms, on the other hand, adjust their prediction
of each measurement, taking into account the previous one
(Fig. 2, B and C). As a consequence of that, recursive algo-
rithms follow much more closely the simulated measurements
(Fig. 2, B and C, compare solid and shaded lines) whereas the
nonrecursive algorithm only follows the general trend (Fig. 2
A). Therefore, whenever there are more channels open than
the expected, they will continue to be for some time, since the
channels do not equilibrate instantaneously. As a consequence
of that, a local time correlation will be present on the residual
variation remaining in the data after the response expected by
the nonrecursive algorithm has been subtracted (Fig. 2 D).
This is something that can be seen as a clear low frequency
component in the fast Fourier transform of the residuals (Fig.
2 M). Recursive algorithms completely abolish that time cor-
relation (Fig. 2, E, F, N, and O). Another important improve-
ment is the fact that the expected standard deviation of the
measurements is much lower in the recursive algorithms (Fig.
2, H and I versus G) and, therefore, the likelihood is greater
(Fig. 2, K and L versus J). This is because nonrecursive algo-
rithms do not consider distribution of states previous to each
measurement. In this way, whenever there is a random depar-
ture from the expected number of channels, this departure is
considered many times for the likelihood calculation until it
eventually relaxes. In the case of recursive algorithms, each
random departure is considered only once.
If we look then into the deduced evolution of the prior
probability ratios (Fig. 3, m1, m2, m3), we see that Macro NR
follows the general trend, whereas the Macro R is almost
undistinguishable from the Micro R. When we compare the
evolution of the elements of the covariance matrix (Fig. 3,
S11–S33), we see that the Macro NR differs greatly and that
the Macro R follows the general trend of the Micro R, but
there is a high frequency component of the Micro R that is
not followed by the Macro R approximation. This reminds us
of the fact that the value of each measurement is present in
the actualization of the mean (Eq. 50), but not in the actua-
lization of the covariance matrix (Eq. 51).
Log-likelihood distribution
The three algorithms provide a value for the likelihood.
However, if we run several stochastic simulations of the data
with the same parameters, we will ﬁnd different values for
the likelihood. In this way we can construct the distribution
of the likelihood. What is the expected distribution of the
log-likelihood? By the central limit theorem, the distribution
of the log-likelihood should be approximately normal and
the variance should be approximately the sum of the ex-
pected variance of the partial log-likelihoods. As the var-
iance of the log-likelihood of a normal distribution is just
FIGURE 1 Kinetic model used in this article. It has a single binding step
(k12) and a ‘‘desensitized’’ state (C3). It is taken from a previous work (19) to
make their comparison easier.
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one-half, then the expected variance of the log-likelihood is
just half the number of samples. I found that the cumulative
distribution of the log-likelihood was closely matched by a
normal distribution with a variance of nsamples/2 in the case
of the recursive algorithms. In the case of the Macro NR
algorithm the variance of the log-likelihood was;733 higher
than nsamples/2, suggesting that the ‘‘effective’’ sample size
might be 733 smaller.
Macroscopic recursive converges to microscopic recursive
as the number of channels increases
Although small, there was a signiﬁcant difference in the log-
likelihood calculated by the microscopic and macroscopic
recursive algorithms. To ﬁnd out how this difference scales
with the number of channels, we numerically measured the
difference in the log-likelihood as the number of channels in-
creases. The difference between microscopic and macroscopic
FIGURE 2 Comparison of macroscopic-
nonrecursive, macroscopic-recursive, and mi-
croscopic-recursive algorithms in their ability to
predict the response of the 20 simulated channels
during 40 ms at 50 KHz (2000 samples). (A–C)
Simulated measured response trace (shaded)
and response expected by each algorithm (solid
representation). Nonrecursive algorithmmakes
its prediction based only on the parameters
value; it ignores the data. Recursive algorithms
adjust the prediction of each data point based
on the previously measured one. (D–F) Resid-
ual variation resulting from the deduction of the
expected response. There is a time correlation
in nonrecursive that is absent in recursive algo-
rithms. (G,H) Each algorithm predicts also the
standard deviation of the residuals (i.e., it pro-
vides an estimate of the square of the residuals).
Note that macroscopic nonrecursive predicts a
greater standard deviation and that microscopic
recursive predicted a noisier trace. (J–L) Each
algorithm also calculates an incremental like-
lihood at each sample point. Note that the lower
values in the macroscopic nonrecursive algo-
rithm. (M–O). The Fourier transform of the re-
siduals shows a clear low frequency component
in nonrecursive.
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decreases as the number of channels increases (Fig. 4) in an
inverse relationship: it is reduced by half after each doubling
in the number of channels. For 100 channels the difference is
expected to be approximately two likelihood units per trace.
That means that, for 1000 traces, the difference would be
;2000 likelihood units.
Application of an algorithm for maximum likelihood estimation
The whole purpose of ﬁnding the log-likelihood function is
to use it to feed a nonlinear maximization algorithm to ﬁnd
the optimal kinetic parameters that deﬁne the ion channel
behavior. Since we want to analyze only the conditions
where the approximations made by the macroscopic algo-
rithms are expected to be valid, we increase the number of
channels to 100 and we use the likelihood function of sets of
1000 independent traces. The algorithm was fed with a
random perturbation of the true parameter values. The values
of the following parameters were optimized: N, the number
of channels, g, the unitary conductance, and the kinetic rates
k12, k21, k23, and k32. The value of e, the instrumental error,
was not optimized; its true value was used for the likelihood
calculations. In real experiments, the instrumental error can
be obtained from traces where there are no openings.
In Fig. 6 we show an example of the evolution of the Quasi
Newton minimization algorithm under those conditions using
the Macro R estimation of the likelihood function on non-
stationary conditions. At the beginning of each step, the log-
likelihood is calculated (Fig. 5 A, black line) for a given set of
values of the parameters being optimized (Fig. 5 C; each
parameter is color-coded). Then the gradient is calculated by
ﬁnite differentiating (Fig. 5 B, color codes are the same) and
the Hessian is updated by the BFGS formula (Eq. 60). Then
a new value of the parameter estimates is calculated by
FIGURE 3 Comparison of the macroscopic nonrecur-
sive (dark shaded), macroscopic recursive (shaded), and
microscopic recursive (solid) algorithms in the evolution of
the components of the mean and covariance of the state
probability function. Data from the simulations analyzed
on Fig. 2. The macroscopic nonrecursive differed strongly
from the recursive algorithms. Both recursive algorithms
were quite similar in the expected mean and they differed
in the expected variance, the microscopic recursive showing
much more variation than the macroscopic recursive.
FIGURE 4 Macroscopic likelihood underestimation decreases with the
number of channels. The log-log plot represents the mean and variance of
the difference in the likelihood between the approximated macroscopic-
recursive method and the exact microscopic-recursive method. The likeli-
hood was calculated for single 40-ms, 50-KHz traces as a function of the
number of channels. The lines indicate the linear regression of the last three
points. The slope values were 1.05 for the mean and 1.33 for the vari-
ance. The variance was 2.43 greater than the mean for 40 channels.
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performing a line search on the direction given by Eq. 58. The
absolute values of the components of this direction are given
in Fig. 5 D. Successive steps of the algorithm provide better
and better estimates, as judged by the decrease in the negative
of the log-likelihood (Fig. 1 A). An important issue is when to
stop the algorithm. A ﬁrst possibility is to wait until the
absolute value of the gradient (Fig. 6 B) is smaller than a
given amount. However, the value of the gradient increases
with the increase in the sample size, so a criterion indepen-
dent from the sample size would be more useful. The vector-
valued gradient can be used to estimate the log-likelihood
excess (i.e., current log-likelihood minus the log-likelihood
of the optimal parameters) by applying Eq. 59 and taking
the BFGS approximated value of the Hessian. This value is
shown as the shaded line in Fig. 5 A. After running the
minimization algorithm for 800 function evaluations, no
more changes in the LL were found. In this way, a ﬁnal value
was obtained for the log-likelihood and the estimates of the
parameters. We use then this value to estimate the difference
between the log-likelihood and the optimal log-likelihood
and see if the estimation made by Eq. 57 is good. Fig. 6 A
shows that the estimation is fairly good for values of log-
likelihood under 10–100. In the same way, we can compare
the absolute value of the difference between the running
value of parameters (Fig. 5 E) and the ﬁnal estimation of them
with the value calculated by Eq. 58 (Fig. 5D). The estimation
is good for values in the 0.01–0.0001 range. The discrepancy
at lower values is probably due to the rounding error at cal-
culating the gradient by ﬁnite differentiating.
Convergence of recursive and nonrecursive algorithms in
stationary and nonstationary conditions
To determine its robustness, recursive MLEwas performed on
25 more sets of data generated on nonstationary conditions.
For each set of simulated data, the starting guess of the esti-
mated parameters were randomly chosen from values between
103 lower or 103 greater than the true values. Fig. 6 A
FIGURE 5 Convergence of the macroscopic-
recursive MLE of 1000 simulated traces of 100
channels in nonstationary conditions. Initial pa-
rameters were chosen at random and after 1000
likelihood function evaluations, the algorithm
converged to values close to the true parameters.
(A) Evolution of the excess in log-likelihood as
compared to the ﬁnal value. In shading is the
estimation of the log-likelihood excess ob-
tained by Eq. 59, DLL ¼ GT H1 G, where G
and H are the gradient (obtained by ﬁnite dif-
ferentiation) and the Hessian (obtained by the
BFGS approximation) of the log-likelihood.
(B) Evolution of the gradient of the log-likeli-
hood with respect to the parameters. (C) Evo-
lution of the parameter estimates, short lines
indicate the true values. (D) Evolution of the
absolute difference between the current param-
eter value and the parameter value to which the
algorithm will converge. (E) Evolution of the
absolute value of the application of Eq. 58
Du¼H1G, which estimates the values shown
in panel D. Symbols coding for different
parameters was the same in panels B–E: N
(edge, shaded; ﬁll, shaded), g (edge, shaded; ﬁll,
open), k21 (edge, shaded; ﬁll, solid), k12 (edge,
solid; ﬁll, shaded), k32 (edge, solid; ﬁll, open),
and k23 (edge, solid; ﬁll, solid).
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represents the evolution of the quasi-Newton algorithm esti-
mation of the number of channels, conductance, k12, k21, k23,
and k32 for each one of the data sets. After 2000 evaluations
of the likelihood function, the algorithm found, in all the
cases, a value very close to the true (Fig. 6 A, small lines).
The nonrecursive MLE was also applied to the same data
sets: it was also efﬁcient in ﬁnding the parameters but with a
higher error rate (Fig. 7 B).
The same experimental simulation was performed on sta-
tionary conditions. In stationary conditions, the tested model is
symmetrical to exchanging C1 by C3. The only difference
between C1 and C3 is that k12 is 103 k32 and k21 is 23 k23. As
we randomly choose the starting value of the rates, it is
sometimes possible that the starting value of k32 is greater than
the starting value of k12; in those cases, the algorithm prefers to
increase its value rather than to decrease it, therefore swapping
C1 byC3. That happened in 3 out of 25 simulations (see shaded
lines in Fig. 7 A) where the estimated value of k21 converged to
the true value of k23, the estimated value of k12 converged to
the true value of k32, and vice versa. In the other 22 sets, all the
kinetic values converged to themselves. To ﬁnd out the factor
determining that the algorithm swaps C1 by C3, the trajectories
of the parameters estimates were further analyzed by plotting
k12 against k32 (Fig. 8). Trajectories conformed to two clear
groups: those that swapped C1 by C3 (shaded line), and those
that did not (solid line). The dashed line represents y¼ x; points
above it indicate that k32 is.k12, which was the case of all the
simulations that swapped states. There were two starting points
(open triangles) where, even though k32 was slightly greater
than k21, the algorithm did not swap. In those cases, it was
found that k12 was .k32 (as is the case in the true parameters).
Therefore, after correcting the variation due to swapping
states, the recursive algorithm is remarkably precise in
returning the true values of the parameters. It is completely
different in the case of the nonrecursive algorithm. In
stationary conditions, there are no changes in the expected
mean current, so the nonrecursive algorithm has no means to
estimate the kinetic rates. It is not a surprise, then, to ﬁnd that
the nonrecursive algorithm failed completely in estimating
the kinetic parameters (Fig. 7 B). This failure can be seen in
the fact that the initial variability that existed in the fed
values of the parameters remained after the competition of
the minimization algorithm. Interestingly, some convergence
was found in the value of the unitary conductance (Fig. 7 B).
Covariance of the adjusted parameters: theoretical and
numerical results
One of the advantages of a good approximation to the like-
lihood function is that the inverse of the Hessian matrix pro-
vides an estimate of the covariance matrix of the maximized
parameters (see Eq. 61). However, to provide meaningful
information, the Hessian has to be positive-deﬁnite (i.e., all
the eigenvalues have to be real and positive), something that
FIGURE 6 Convergence of the MLE on nonstation-
ary conditions. (A,B) Both macroscopic-recursive and
macroscopic-nonrecursive algorithms converge. Each
trace represents the evolution of the nonlinear maxi-
mization of the likelihood of a different set of 1000
simulated traces of 100 channels. Each point represents
an iteration of the maximization algorithm. Values esti-
mated by the macroscopic-recursive algorithm are closer
to ones used for the simulation of the data (depicted as
short lines).
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was not found always to be the case. Fortunately there is
another estimate of the Covariance, the Fisher Information
matrix, which is positive-deﬁnite by construction and, also
important, computationally cheaper (it needs only the numer-
ical partial derivatives of ﬁrst instead of second order). The
covariance estimated in this way provides an accurate descrip-
tion of the correlation structure of the estimated parameters
both in nonstationary (Fig. 9) and stationary (Fig. 10) con-
ditions. The information available to the algorithm in sta-
tionary and nonstationary conditions is different in nature: in
stationary conditions, the algorithm uses only the informa-
tion present in the random ﬂuctuations, whereas in nonsta-
tionary conditions, the algorithm also uses the time course of
the response after the stimulation. The macroscopic recursive
algorithm performed equally well in describing the covari-
ance of the estimates in both situations.
Accuracy and sensitivity of recursive and
nonrecursive methods
The accuracy and sensitivity of the recursive and nonrecur-
sive methods were analyzed in relation with an increased
sample size. As it can be seen in the left panels of Fig. 11, the
accuracy increased with the number of traces included in the
analysis, for the three tested situations: recursive-nonstationary;
recursive-stationary; and nonrecursive-nonstationary. Fur-
thermore, the sensitivity also increased with the sample size
(Fig. 11, right panel), doubling the sensitivity each time the
sample size is quadrupled. If we compare the recursive and
nonrecursive algorithms at nonstationary conditions, we see
a greater accuracy and higher sensitivity in the ﬁrst case,
with the only exception of the slowest rate, k32, where the
FIGURE 7 Convergence of the MLE on stationary
conditions. (A) The macroscopic-recursive algorithm
converges. As the model was symmetrical to swapping
C1 by C3, in three out of 25 simulations (shaded), the
values of the kinetic parameters exchanged values: k12
by k32 and k21 by k23 and vice versa. (B) Nonrecursive
algorithm failed to converge.
FIGURE 8 Convergence of recursive MLE on stationary conditions.
Trajectory of the pair of kinetic parameters that differed the most, k12 and
k32. Each point indicates an iteration of the algorithm. A big triangle
indicates the initial guess for each application of the algorithm and a circle
indicates the ﬁnal parameter estimation. In most cases (solid) the true
parameter pair was found, but in three cases (shaded) the algorithm chose to
swap the values. In all those cases, the initial pair of values was above the
line y ¼ x, meaning that was bigger than the initial value of k12.
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sensitivity was the same. To guarantee the same minimum
sensitivity, we need;103more traces using the nonrecursive
algorithm. If we compare nonstationary and stationary con-
ditions using the recursive algorithm, we ﬁnd, for all the
estimates, more sensitivity at nonstationary conditions.
The solid lines represent the expected standard deviation
estimated from the Fisher Information Matrix in the recur-
sive algorithm and from the FIM divided by 73 (the expan-
sion in the variance of the likelihood) in the nonrecursive
algorithm, and the points represent the standard deviation of
the actual parameter estimates. As can be seen in the ﬁgure,
the estimation of the standard deviation is remarkably accu-
rate, with the notable exception of the slowest rate k32 in the
nonrecursive method, where the standard deviation is approxi-
mately double that expected.
DISCUSSION
The kinetic analysis of electrophysiological recordings is
easier when the number of channels is either one or very high.
In those cases there are powerful and well-understood meth-
ods, especially for single channels (11–15,24). With the con-
tinuously increasing computing power available, interest in
statistical methods that can deal with a regular number of
channels is increasing (25). In that sense, ﬁnding an MLE
method for small populations of channels is highly desirable.
The main problem to do that is to formulate the likelihood of a
macroscopic trace. The exact solution (given by the recursive
microscopic algorithm) has been known since the adaptation
of MLE for single channels (15), but it is computationally
prohibitive, since it scales as the 2(k1) power of the number
of channels. Therefore, efﬁcient approximations are needed.
A ﬁrst step in that direction was made by proposing a non-
recursive algorithm that approximates the likelihood function
of macroscopic currents (19). This method was successful in
retrieving all kinetic rates, conductance, and number of chan-
nels of a simple kinetic model, after providing an enormous
number of traces. However, their method ignores all the in-
formation present in the local time correlation of the data (19),
and therefore it does not provide reliable error rates of the
estimates as present results show. Another approach directly
attacked that problem by making a direct ﬁt of the covariance
matrix of the measured data (20). In this way, a much better
approximation to the likelihood function and therefore reliable
estimates of the error rates can be obtained. However, since
this approach involves calculating the covariance matrix of the
FIGURE 9 Scatter plots of the pa-
rameters estimated by the macroscopic-
recursive algorithm in nonstationary
conditions (100 traces). In nonstation-
ary conditions, the algorithm uses infor-
mation coming both from the random
ﬂuctuations in the number of open chan-
nels as well as from the time course of
the mean number of open channels after
the perturbation. Ellipses represent ﬁve
standard deviations from the mean and
were obtained from the inverse of the
Fisher information matrix (the variance
of the gradient vector, calculated from
the variance of the derivative of the in-
cremental likelihood) which estimates the
covariance of the estimates.
Fitting Macroscopic Currents 87
Biophysical Journal 93(1) 74–91
full set of measurements, it can only be applied to a subset of
the measurements.
Present work integrates both approaches by postulating a
new algorithm, macroscopic and recursive, which approxi-
mates the likelihood of the macroscopic currents including the
information present in the local time correlation of the data.
This new algorithm is computationally affordable and does
not scale with the number of channels, although it is more
expensive computationally than the nonrecursive one. The sim-
ulations presented here have shown that the proposed macro-
scopic recursive algorithm provides likelihood values close
to the exact microscopic recursive algorithm and that both
values converge with increasing number of channels. Conse-
quently, MLE provides values that converge with increasing
number of traces to the true parameters values used origi-
nally to generate the data. As has been previously shown
(19), the nonrecursive macroscopic method also converge,
although it needed ;103 more traces to assure the same
maximal error in the estimates. The proposed algorithm pro-
vides reliable values for the covariance matrix of the estimates,
something that the nonrecursive method is not able to do.
Interestingly, approximate values for the error rates in the
estimates were found by taking the values provided by the
nonrecursive algorithm and multiplying them by the expan-
sion factor found in the variance of the log-likelihood. How-
ever, the error rates thus found were not right for all the
estimates, showing that this is not a reliable way to obtain the
error rates in a general way.
It was surprising to ﬁnd that the proposed method allows
the recovery of six parameters (four kinetic rates 1 number
of channels and conductance) in stationary conditions (Fig. 8
A). Where does the algorithm get the information? Equilib-
rium noise analysis (7,26) could provide four independent
parameters (two time constants with their coefﬁcients) and
the mean current could provide a ﬁfth. Where the sixth come
from? Although the channels are in equilibrium, they spend
some time away from it. So, it is likely that the algorithm
makes use of that variation to get an estimate of the well-
known relationship between variance and mean current that
is used in nonstationary analysis of noise (27).
In fact, the same problem is present in the ability of the
nonrecursive method to get the same six parameters in non-
stationary conditions (Fig. 7 B and (19)). In this case, there
are again four parameters provided by the temporal course of
the relationship (two time constants with their coefﬁcients)
and one by the variance. The sixth is probably provided by
FIGURE 10 Scatter plots of the pa-
rameters estimated by the recursive mac-
roscopic algorithm in stationary conditions
(100 traces), where the algorithm has to
rely only on the random ﬂuctuations of
the response. Same conventions as in
Fig. 9.
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the relationship between the variance and mean current,
which is subject to variations induced by the changes in the
agonist concentration.
Present work validates the macroscopic recursive algorithm
with a simple kinetic scheme of three states. More complex
schemes would involve the task of recovering a greater
number of parameters. For each extra state, there would be an
extra time constant with its coefﬁcient. Therefore, if the
number of added parameters in the complex scheme is ,23,
the number of extra states, the Macro R algorithm should be
able to recover all the parameters even in stationary condi-
tions, as long as a sufﬁcient number of traces were provided.
Bayesian approach to HMM
In this article, the classical forward algorithm that calculates
the likelihood function in hidden Markov modeling is pre-
sented in a Bayesian way. That allows us to replace the
‘‘alphas’’ of the old terminology by three meaningful varia-
bles: the prior and posterior state probability functions that
indicate the knowledge the observer has about the distribution
of states before and after each measurement and the incre-
mental likelihood of each measurement, which indicates how
likely is each measurement, after the deduction of previous
ones. The partial likelihoods are statistically independent by
construction, a very nice statistical property that allows esti-
mating the Fisher Information Matrix, which under regularity
conditions is an estimator of the Hessian and, therefore, of the
inverse of the covariance of the parameters estimates.
Conditions where the algorithms can be applied
and how to interpret them
There are several aspects of the real world electrophysiology
that are not taken into account in either of the algorithms
presented here. First, the noise of electrophysiological traces
is usually not Gaussian white but colored, and there is always
the effect of the low-pass ﬁlter used to clean the signal. There
are published methods (10,14) that deal with colored noise
and ﬁltering that might be extrapolated to multiple channels.
Second, in the modeling presented here, the measurements
are considered to be instantaneous, where electrophysiolog-
ical measurements always result from some time-averaging.
At a single channel this problem leads to a failure in the
detection of brief openings and it has been heavily studied
(11,28–32). In macroscopic analysis, this problem leads to
the underestimation of the ﬂuctuations at high frequency.
Building observational models that take into account this fact
is necessary to increase the time resolution of the kinetic
modeling. This problem is especially signiﬁcant for multiple
channels recording, since the ﬂuctuation kinetics increases
linearly with the number of channels. A formulation of the
algorithms that can deal with time-averaged signals is
therefore fundamental to the widespread use of the algo-
rithms presented here. Both problems are connected and they
might be solved together.
Macroscopic-recursive MLEmakes two more assumptions:
The ﬁrst assumption is that the state probability function
is well approximated by a multivariate normal distribution.
The error made by this approximation is higher when the
FIGURE 11 Comparison of the accuracy and sensitivity
of macroscopic recursive in nonstationary and stationary
conditions and of nonrecursive in nonstationary conditions.
The thick lines show the theoretical sensitivity predicted by
the Fisher Information Matrix alone (for the recursive
algorithm) or corrected (for the nonrecursive algorithm) by
the increase in the log-likelihood variance (;73). To get
errors of #10% for all the parameters, the macroscopic-
recursive method needed 100 traces in nonstationary
conditions and 1000 traces in stationary conditions. The
macroscopic-nonrecursive method needed 1000 traces in
nonstationary conditions.
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number of channels is small. This can be seen in the in-
creased difference between microscopic and recursive algo-
rithms (Fig. 4) at lower number of channels. For this reason,
the method was tested with 100 channels with a mean of
;30 open channels. The method might be biased at a smaller
number of channels. More sophisticated approximations to
the state probability function are necessary to overcome this
limitation. Alternatively, it is possible that, by integrating on
longer times, the approximation to normality holds.
The second assumption is that the distribution of the par-
tial likelihood, with respect to the measurement, is normal.
This assumption starts to be violated if the instrumental noise
is less than the unitary conductance.
The nonrecursive method makes one more assumption:
that there is no local time correlation in the residuals. There
are two ways to fulﬁll this assumption. One way is to mea-
sure at intervals greater than the expected correlation time.
However, that implies measuring at times greater than the
kinetic constants, and therefore completely missing the ki-
netics. The other way is to have more instrumental noise than
kinetic noise. However, the information obtained from the
variance is also lost; the method in this case is equal to a
least-squares sum, where no information about the number of
channels and conductance can be obtained. So, there is no
useful way for this method to fulﬁll its assumptions. How-
ever, the method seems to be able to recover the parameters
in the tested situation. The only effect of the local time
correlation seems to be in the estimation of the error rates of
the parameter estimates (and therefore probably in the ability
to distinguish between alternative models). The fact that a
simple correction, multiplying by the variance inﬂation
factor determined in Fig. 4, was enough to correct most (but
not all) of the error estimates (Fig. 11) suggests that it might
be possible to estimate the error rates in a relatively simple
way, making the nonrecursive algorithm an attractive alter-
native to the recursive algorithm, when computing power is
a problem.
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