Abstract: An approach based on artificial neural networks is proposed for the analysis of electromechanical modes in Taiwan power system. To evaluate the dynamic performance of a power system in system operation and planning, the dominant eigenvalues for the worst-damped electromechanical mode must be computed. A multilayer feedforward artificial neural network is developed. It is well known that eigenvalues are complicated functions of many system variables such as bus loads, line flows, generation schedule, bus voltages etc. An important procedure in neural network design is to select those features which most affect system eigenvalues. A clustering artificial neural network is thus designed for feature selection. To demonstrate the effectiveness of the approach, results from eigenvalue analyses of Taiwan power system are reported. 
Introduction
Analysis of electromechanical modes is important for a longitudinal power system such as Taiwan power system which had experienced low frequency oscillations [ 13. In long-term system planning, it is essential to install adequate new generating units and transmission lines such that, in addition to other important requirements, the system will have enough damping of the low frequency oscillations. In system operation, the generating units must be properly dispatched so that all system modes (especially the electromechanical modes in our system) are effectively damped.
To evaluate the damping characteristics of the oscillation modes, both time-domain simulations and frequency-domain eigenvalue analyses have been widely employed [2] . In both approaches, numerous system variables such as bus loads, bus voltages, generation patterns etc. which affect system-damping characteristics must be considered, making these approaches very time consuming for a practical power system. Since eigenvalue analysis must be repeated when there is a change in bus voltages or generation schedules, it is essential, especially for system operators, to devise an approach which can be employed to perform eigenvalue analysis very efficiently.
In this paper, artificial neural networks (ANN) [3-91 are developed for eigenvalue analysis of Taiwan power system. Artificial neural networks are made up of some neurons (nodes) connected together via links. Information is stored as connection weights of these links. By distributing the knowledge over the neurons and conducting parallel processing on information, artificial neural networks are expected to be capable of solving complicated problems in a very efficient manner.
In the present paper, the multilayer feedforward ANN [7] is employed to evaluate system eigenvalues. The output of the ANN is the real part of the eigenvalues for the worst-damped electromechanical modes, as this is a good measure of system stability. Since the eigenvalues are complicated functions of numerous system variables such as bus loads, bus voltages, line flows, generation patterns etc., it seems natural to use these system variables as the inputs to the ANN so that the neural network will yield an accurate stability measure. However, it would be very difficult to train the neural network when this great number of system variables was directly applied to the neural network as the number of input neurons and connection weights is proportional to the number of input variables. It is thus essential to reduce the number of inputs to the ANN. The principle is to retain only one key variable in a group of variables which have similar characteristics. The process of selecting these key variables is usually referred as feature selecFinancial support was given to this work by the National Science Council, Republic of China, under contract NSC 80-0404-E002-07. tion. A clustering ANN [8-101 is developed in this paper to select the features. Using this clustering ANN for feature selection, the inputs to the multilayer feedforward ANN are reduced from 542 to 14.
To demonstrate the effectiveness of the proposed neural-network approach, eigenvalue analyses of Taiwan power system, which consists of 180 buses, 30 generating units and 296 lines, are performed. It is concluded from the computational results that accurate stability measures can be derived by the ANN in a very efficient manner. The average percentage error is 2.22% for the patterns outside the training set. . It is thus desirable to evaluate small-signal stability measures in system operation. Table 1 lists the buses in the study system. Note that nuclear units and some hydro-electric units are dispatched as base load units while thermal units are used for load-following. For the purpose of eigenvalue analysis, we need the system variables as listed in Table 2 . Note that other variables such as voltage-angle separation between two buses can also be included in Table 2 . However, these variables are not considered in the present work because of the variables in Table 2 and these functions can be accomplished by the neurons in the hidden and output layers of the neural network. Note that the total number of system variables is 542, system variables being denoted by Sj ( j = 1, 2, . . . , 542).
Certain constant parameters such as generator reactances, time constants, exciter constants and line reactances do not change with system-loading conditions. They are therefore not selected as potential candidates for neural-network inputs. In fact, these constant parameters can be dealt with using the bias terms of neurons in neural-network implementations. However, in conventional time-domain and frequency-domain approaches, both these constant parameters and the system variables are required for digital simulations or eigenvalue computations. In Section 3, an artificial-neural-network approach will be introduced to evaluate system-stability measures without the laborious task of digital simulation or eigenvalue computations. The first step in neural-network design is to create the training patterns in the training set. To do this, the historical operating records of Taiwan power system are compiled. The collected data sets consist of bus loads, bus voltages, line flows and generation patterns which characterise system operating conditions. The compiled operating point is referred to as the base operating point. To describe the system more adequately, we need other operating points in addition to these compiled base operating points. This is acheived by randomly varying each bus load in the base operating point over a wide range of *20%. Some derived operating points can be obtained by executing unit-commitment, economic-dispatch and power-flow-analysis routines for each perturbed loading condition. We use this method to generate 200 operating points, among which 120 points are randomly chosen as the training patterns. The remaining 80 points will be used as testing patterns. Note that the generation of these patterns is achieved by limited variation of the base operating point. Therefore, these patterns are somewhat related. Each operating point (including base operating points and derived operating points) is described by a feedforward ANN. As a result, each training pattern ti in the training set for the multilayer feedforward ANN is described by the input (Xi)-output (ai) pair as follows
where ui is the real part of the eigenvalues for the worstdamped modes under the operating point described by
x .
If this set of training patterns is directly applied to train the multilayer feedforward ANN using the generalised delta rule [SI, one may face the problem of local minima and slow convergence. This is caused by the huge number of neurons and unknown connection weights which are proportional to the number of inputs (542 in the present case). Thus it is desirable to reduce the number of inputs to the ANN so that the resultant state vector Xi = [xi,, x i 2 , . . . , xic] will include only those G system variables (Sl, S,, . . . , S,) which are essential for stability-measure evaluation by the ANN. With these reduced state vectors Xi and training patterns t ; =(A,;, a) (2) at hand, it is expected that the multilayer feedforward ANN can be efficiently trained by using the generalised delta rule in the training phase. Finally, in the testing phase, the trained multilayer feedforward ANN must yield accurate stability measures for operating points both in and outside the training set. In Section 4, a clustering ANN will be presented to reduce system variables and to select key features for stability evaluation.
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The basic principle for a clustering ANN [SI is to group the total N ( N = 542) system variables (SI, S, , . . . , S,.,)
into G clusters such that the variables in a cluster have similar characteristics. We then pick out one representative variable in a cluster as the feature for this cluster.
This will reduce the number of system variables from N to G . For the purpose of feature selection using the clustering ANN, M = 120 training patterns (ti = (Xi, oi), i = 1, 2, , . . , 120) are created. To evaluate the damping characteristic for each operating point, the eigenvalues for the electromechanical modes are computed using the AESOPS program [2] . The real part of the eigenvalues for the worst-damped modes a is a good measure of small-signal stability. Therefore, we select a as the output of the multilayer can be clustered based on these vectors Y j . Those system variables with similar vectors Y j will be grouped in a cluster. As shown in Fig. 3 , two vectors Y , and Y , which are similar to each other will have a small angle between them. We can therefore put a group of these similar vectors in a cluster. To do this, define the cosine value of the angle 8,k between two vectors and Y, as This cosine value can be used to evaluate the degree of similarity between two vectors. If cos (e,,) is greater than a specified threshold pr, the two vectors and & are Fig. 3 Vectors Y shown in 3-dimensional space regarded as two similar vectors and are put in the same cluster. Details of the clustering algorithm are described as follows.
Step I : Let system variable S1 belong to cluster 1 and let the cluster vector for cluster 1, C , = [ell, czl, ..., cM1IT, be equal to column vector Y , , i.e.
Step 2: Increase j by one.
Step 3 
U If D, , < pr (a specified threshold), the present vector Y j is far from any existing cluster vectors and we have to create a new cluster for system variable S j . Go to step 5.
If De, > pr , the present vector Yj is close to cluster vector Cgy of cluster g,,, and system variable Sj should be assigned to cluster gm. Proceed to step 4.
Step 4: If vector Yj has not been presented before, let system variable S j be grouped in cluster g, and update the cluster vector C,, = [ c, , , , cZ, , , ..., cM,,JT as follows
where k,, is the number of system variables in cluster g, .
Go to step 6. If vector Yj has been presented before and variable S j has been grouped in cluster g m go to step 6.
If vector Yj has been presented before and variable S j has been grouped in a different cluster gm. move system variable S j to cluster g, and execute the update formulae Step 5: Create a new cluster gn for system variable S j with the cluster vector C,, = [c,,. , cZgn,. . . , cM,JT where cign=yij i = l , 2 ,..., M (11) Increase G by one and go to step 6.
Step 6: If j = N , proceed to step 7; otherwise, go to step 2.
Step 7: If there is any more in cluster elements in the preceeding N iterations, reset j to zero and proceed to step 2. Otherwise, go to step 8.
Step 8: For each cluster g, find a system variable S, whose column vector Y, is closest to the cluster vector C, , i.e.
for any S j in cluster g. Let system variable S, be the feature variable for cluster g. Print out the system variables and feature variable for each cluster and stop. Using the clustering ANN as described in Section 4, the 542 system variables can be grouped into G clusters. By selecting one representative feature S, for each cluster g, a total of C (G = 14 for our study system) features can be derived. These G feature variables S, (g = 1, 2, . . . , 14)
will be employed as the inputs to the multilayer feedforward ANN as shown in Fig. 4 [6] to conduct eigenvalue analysis. 
Fig. 4 Multilayerfeedforward neural network
The nodes in the input layer receive input signals from the outside world and directly pass the signals to the nodes in the next layer. The node in the output layer provides the desired real part of the eigenvalues for the worst-damped modes (U). In addition to the input layer and the output layer, we need one or more hidden layers. The nodes in the hidden layers take signals from the input layer and send their outputs to the nodes in the next layer when computations within the nodes have 201 been completed. In this work, two hidden layers with 28 hidden units at each layer are used. It is noted that we need at least two hidden layers to cover all possible kinds of training pattern in the training set [7] . As for the number of hidden units per layer, an empirical figure of twice the number of inputs has been recommended [3] . In the present work, a neural network of 28 hidden units has been found to yield satisfactory results.
Before the neural network can be used to yield the desired eigenvalue real part, the connection weights must be determined. The process of determining the connection weights is usually referred to as the training process.
In the training process, 120 different operating conditions are considered covering a system load from 6200 MW to 9200 MW for the study system. The test patterns are also selected from the same range since the system load is within the range for the study period. However, the ANN can be applied to generate the solution for a pattern outside the range. This solution speed i s similar, but the accuracy may be not as good when the system load is remote from the specified range. For each operating condition p , the values for the G features S, (g = 1, 2, . .., G), i.e., xplr x p z . ..., and xpG are first recorded and the real part of the eigenvalues for the worst-damped modes up is computed by using the AESOPS program. Thus the training pattern p is described by
where xpg is the value of the system variable S, for training pattern p .
A commonly used approach to training the multilayer feedforward ANN is the generalised delta rule [SI. In which the connection weights are updated in order to minimise the sum-of-squares errors between the desired output and the actual output. Details of the update formula can be found in Reference 6.
expected since a greater threshold in step 3 of the clustering algorithm will tend to create more new clusters. A proper value of p r must be selected such that the resultant features will yield fewest errors in the testing phase when they are applied as inputs to the multilayer feedforward ANN to evaluate system eigenvalues. The issue will be addressed below.
To give a clear picture on how the system variables are clustered in different groups, Table 4 lists the system variables in each cluster for pr = 0.9. , i = 1 4 . 1~1 8 . 3 6 , 3 8 , 1 0 6 . 1 0 7 , 1 2 5 . 1 3 2 . 6,, To examine the physical significance of the clustering results, Table 1 lists the 345 kV buses in the three areas of Taiwan. Since the excess power in the northern area or the southern area must be transmitted to other areas through the 345 kV trunk lines, the 345 kV buses in one area can be regarded as belonging to the same coherent group. In addition, the bus-voltage angles are important indicators for system stability. Therefore, it is expected that the bus-voltage angles in one area are grouped in the cluster. This observation is confirmed by the clustering results in Table 4 . The voltage angles in the north (hl, h , , . . . , 6,) are grouped in cluster 3. The voltage angles in the centre (a,, a, , . . . , h I 3 ) are also grouped in cluster 3 while the voltage angles in the south (6,,, a, , , a, , , hI8 ) are grouped in cluster 2. Although there is a minor exception (al5), the correlation between the clustering results and the coherent groups can generally be established. Note that the variances of voltage magnitudes are very small (within 0.001). Therefore the variables for the voltage magnitudes are in the same cluster in Table 4 . On the other hand, the variances of phase angles, real powers and reactive powers are about 0.45, 1.3 and 0.2, respectively, these are greater than those for the voltage magnitudes. These system variables therefore belong to different clusters (the variances of eigenvalues are within 0.000 24).
After the features have been selected, they are used as the inputs to the multilayer feedforward ANN which are trained using the 120 training patterns in the training set. The learning rate q and momentum constant a used in this work are 0.5 and 0.8, respectively. The resultant ANN is tested using the 120 training patterns in the training set and 80 other patterns outside the training set. To examine neural-network training and testing results, define:
Average percentage error for the training patterns in the training set errors from testing the resultant ANN are compared in Table 5 . Table 5 , the following observations are in order.
The number of connection weights in the ANN increases with increasing number of inputs (features). Therefore, the required training time will increase as the number of inputs to the ANN is increased.
Among the three thresholds used in the present work, a value of p, = 0.85 will result in an ANN with greatest percentage errors. The average percentage error reaches 2.87% while the maximum percentage error reaches 13%) for those patterns which are not in the training set. It seems that a large threshold will result in fewer features than are required fully to describe the small-signal stability of the study system.
If the threshold is increased to 0.9, the clustering ANN recommends that we use 14 inputs for the multilayer feedforward ANN. In this case, the average percentage error EAVEl and maximum percentage error EuAxl for the patterns in the training set are 1.51% and 5.29%, respectively, while those for the patterns outside the training set are 2.22% and 7.69%, respectively. A considerable improvement in ANN performance over the case of p, = 0.85 is achieved. In normal operation of Taiwan power system, the real parts of the electromechanical mode eigenvalues range from -0.1 to -0.2. In this case, a error of less than 10% is acceptable from the viewpoint of stability assessment.
If the threshold is further increased to 0.95 and the number of features increased to 28, no significant improvements in ANN performance can be made. In fact, the maximum percentage errors for the present case are greater than those in the case of pt = 0.9. A possible reason for the deterioration of performance in this case is that some minor variables are included as features of the system, causing interactions with major system features. A value of 0.9 seems to be a proper choice for the threshold in our study system. Note that the threshold value is system dependent and a proper value can only be achieved by a trial-and-error process.
Once the multilayer feedforward ANN has been trained, it can be employed to generate the desired eigenvalue real part very efficiently. The average CPU time required to obtain an answer on a Sun IV-60 Workstation is about 0.05 s. It is expected that the neural networks designed can provide on-line operational aids to system operators.
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Conclusions
In this paper we propose to use artificial neural networks to perform eigenvalue analysis of Taiwan power system. A clustering ANN is first developed to select those features from system variables which can be used to characterise system stability. These features are then employed as the inputs to a multilayer feedforward ANN which is designed to evaluate system stability based on the input signals. The multilayer feedforward ANN has been trained using 120 training patterns in the training set and tested with other 80 patterns outside the training set. Results from eigenvalue analyses of Taiwan power system reveal that an average percentage error of 2.22% can be achieved for the patterns outside the training set.
In the present work, the training patterns used in the training phase and the test patterns used in the test phase cover a wide range of bus loads and generation profile. Since line switchings are rare events in normal operation of the Taiwan power system, the change of system topology due to such events is not considered in this paper. To take this factor into account, additional system variables which characterise system topology must be employed as the inputs to the neural networks.
For systems larger than Taiwan power system such as the US West Coast System, one may be interested in more than one mode. In this case, we need more than one output from the ANN. However, the techniques remains the same. 
