Improved estimators are proposed for estimating the population mean Y of the study variable y using auxiliary variable x in simple random sampling. Explicit expression for the bias and MSE of the proposed family are derived to the first order of approximation. The proposed estimators are compared with other estimators and theoretical findings are illustrated by two numerical examples.
Introduction
Consider a simple random sample of size n drawn without replacement from a finite population To date in the literature of survey sampling, the efficiencies of estimators of unknown population means of a study variable y have been increased by the use of known information on an auxiliary variable x which is highly correlated with study variable y , the well-known ratio estimator is x X y t R = .
(
When the correlation between auxiliary variable
x and study variable y is highly negative, then the conventional product estimator for Y is defined as
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Theoretically, it has been established that, in general, the linear regression estimator is more efficient than the ratio and product estimators except in the case where the regression line passes through the neighborhood of the origin, thus the classical regression estimator is ( )
Furthermore, to find more precise estimates several authors have used prior values of certain population parameter(s). Searls (1964) used known coefficient of variation (CV) of study variable at estimation stage. Sisodiya and Dwivedi (1981) extended the Searls (1964) work by using the known CV of the auxiliary variable for estimating population mean of study variable y in a ratio method of estimation. Thus, use of prior value of coefficient of kurtosis in estimating the population variance of study variable y was first conducted by Singh, et al. (1973) . It was later, used by Sen (1978) , Upadhyaya and Singh (1984) and Searls and Interpanich (1990) in the estimation of population mean of a study variable. Further, Singh and Tailor (2003) proposed a modified ratio estimator by using a known value of a correlation coefficient. This study suggests a new family of estimators to estimate a population mean Y of a study variable y by using estimators from Khoshnevisan, et al. (2007) ; the optimum cases of the suggested family of estimators are also obtained.
The Suggested Family of Estimators A family of estimators proposed by Khoshnevisan, et al. (2007) 
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which is minimum, when 
To obtain the bias and MSE of the class of estimators T , Expanding T in terms of s '
where
It is assumed that 
Taking expectations of both sides on (10), give the bias of T to the first degree of approximation, as
Squaring both sides of (10) 
Taking expectations of both sides on (12), gives the MSE of T to the first degree of approximation as
which is minimum when, for example, 
The ratio-cum-regression estimators (see Table  1 ) are in the same family of (8) and the bias and mean squared error (MSE) in (13) for these estimators can be expressed as ( 
For the product-cum-regression estimators given in Table 1 
Efficiency Comparisons
The expressions of MSE of various estimators to the first degree of approximation are , the results are: Population II (Singh, 2001) Consider the data used by Anderson (1958) Here, the percent relative efficiencies (PRE) of different suggested estimators were computed with respect to the usual unbiased estimator y for both populations. The outcomes are shown in Table 2 .
Conclusion
It is envisaged from Table 2 that the proposed estimator at its optimum is more efficient than among all discussed estimators. Also, the estimators 1
