Abstract. In this paper we examine the initial-boundary value problems (a): ut=Uxx, 0<x<L, t>0, u(O,t) In either of the last two situations ut(L, t) becomes unbounded if the time interval is finite. If u reaches one in infinite time, then fd u(x, t) dx and u(x, t) are unbounded on the half line and half strip respectively.
u(L,t)=q(u(L,t)) where q(-o,l)(0,) is continuously differentiable, monotone increasing and limu__.-q,(u)= +o. For problem (a) we show that there is a positive number Lo such that if L<--L o, u(x,t)<_l-8 for some 8>0 for all t>0, while if L>Lo, u(L,t) reaches one in finite time while ut(L,t becomes unbounded in that time. For problem (fl) it is shown that if L is sufficiently small, then u(L, t)_< --8 for all t>0 while if L is sufficiently large and folq(r/) dr/< , u(L,t) reaches one in finite time whereas if fq(r/) dr/= o, u(L, t) reaches one in finite or infinite time.
In either of the last two situations ut(L, t) becomes unbounded if the time interval is finite. If u reaches one in infinite time, then fd u(x, t) dx and u(x, t) are unbounded on the half line and half strip respectively. 1 . Introduction. In his paper [5] , Kawarada He showed that if u(L/2,t) reached one in finite time, T, then ut(L/2,t ) was unbounded on (0, T), in fact limt_r-ut(L/2,t)--+ . He called this type of regularity loss quenching. In the same paper, he showed that if L>2v-, then quenching must occur as u(L/2, t) does then reach one in finite time. In [1, 2] and independently in [6] it was shown that there is a number L0<2(L0 1 .5307) such that if L<L o then u cannot quench, even in infinite time whereas if L> L 0 u must quench in finite time. In [6] it was also shown that if L---L 0 the former situation holds. In [1] , [2] , [6] more general nonlinearities were also studied.
Let us make the following operational definition, which is weaker than Kawarada's. We will say that a solution of an evolutionary equation quenches in some seminorm (in x) depending on if (i) the solution remains bounded in this norm while (ii) some derivative in some seminorm of the solution becomes unbounded in finite time. We shall sometimes say that a solution quenches in infinite time if (i) and (ii) occur but the
In [3] the following nonlinear initial boundary value problem for the wave equation was studied. [5] . Problem (B) can be viewed as the initial-boundary value problem describing the motion of a wire composed of a magnetic material carrying an electric current in the presence of a second wire also carrying a current. Stoker and Minorsky [9] , [10] give a phase plane analysis of the analogous ordinary differential equation which describes the motion of a current carrying conductor restrained by springs and subject to the force due to a magnetic field of an infinitely long parallel wire conducting a current I. The equation has the form 2(t)= kx( ) + k?/(a-x( )) where x(0), (0) are prescribed.
We were aware of the physical motivation for (A) before we wrote [6] . However Arje Nachman kindly brought to our attention the references [9] , [10] (unfortunately after [3] had appeared). In the same spirit and in the hope that the knowledgeable reader will have a ready application for them, we present our results for problems (a), () below.
It is the purpose of this paper to examine the corresponding problems when the solution is driven by the boundary conditions rather than by the forcing term. Specifically, we study and Ut--Uxx t>0, 0<x<L,
(By simultaneous scaling in x, we can take L--1 in Problems (a), (/3) provided the boundary condition at the right endpoint takes the form Ux(1,t)-Lck( u (1,t) 
Certainly (a') and (a'") are similar looking problems and we might therefore expect (indeed it is our goal to show) that the results obtained for (a) are similar to those obtained for (a"). However, there is no obvious correspondence between the solutions of (a) and (a") or between (a') and (a'"). For example, the stationary solutions of (a) (when they exist) are linear in x so that (for q(u)--1/(1-u)) the stationary solutions of (a') are quadratic polynomials in x since
On th other hand, (again for 0(u)--1/(1-u)) th stationary solutions of (") (when they xist) ar transcendental functions of x (s [1] , [2] , [6] lu(y,t)lVdy for f C Rn, f bounded, 8f smooth and u=0 on a portion of 8 of dimension n-1.
Finally, nothing has been established about the behavior of utt, even in one dimension.
The above paragraph corrects one of the concluding remarks of [3] . We note one other correction (typographical) for [3] . On p. 395, we should have Proof. We work in DT_ with 0 < h-< e/2 and 0_< t-< T-e. Define v(x, t)-
O<t<_T-e where is between u(1,t) and u(1,t+h). Since t+h<_T-e/2, u(1,t) and u(1,t+h) are bounded above by 1- By the maximum principle, w cannot have a nonpositive minimum in Dr_ f)(0, 1) (T --e}. Moreover w cannot have a negative minimum at a point (1,t0) (0<t 0 < T-e), otherwise (because of the choice of )) wx(1, to)>0 at such a point whereas it must be nonpositive at a negative minimum. Therefore w>_0 in Dr_ and hence v_>0 in D.
It follows that, wherever it exists, Ut(X,t)O. Proof. One lets u, u 2 be two solutions. If w-eXX-X2t(u-u2), then w satisfies the same initial boundary value problem as the w of the preceding lemma except that wx-()+Lqd())w where is between Ul(1,t ) and u2(1,t). Since w--_0 and -w_>0 by the first part of the proof, we have w----0. LEMMA 2.5. Let f(x)--ax where a< is a root of a-Lq(a) and let u solve problem (a). Then u(x,t)<f(x) for all (x,t)D r.
Proof 
Ft(x,t)-(yUy-U)lo+XUyl -u(x t)+xLq(u(1 t))
Clearly, (2.1)
where M(x)>_O. Now for any x,t we have a(x,y)ey_<7.
It is easy to see that if f(t) is a bounded function such that f'(t)>_O and lim_f'(t)=_>0, then =0. Therefore h(1)<l and M(x)=O so that h(x)= xL(h(1)) so that with a=h (1) 3. The hyperbolic problem (/3). Here we consider weak solutions of (/3). (c) This also follows from (3.4). If u(1, t)_< 1-8 on 0, ), then (3.4) will again be contradicted. Hence lim t T-U (1, t) where T_< + .
Before stating an important corollary, we look at an example. as an integration by parts shows. Thus these techniques are unlikely to yield optimal results. (al) COROLLARY 3.5. If U(1, t) --< for all t, then for all > 0 and all x, 0 < x < 1,
Proof. This is an obvious consequence of (3.3).
4. cal existence. In ts section we exane the questions of local estence and continuation of local solutions of problems (a), (fl). Since these questions reduce to the study of nonlinear Volterra integral equations, copious detail will not be needed.
We begin with problem (a). u(x,t)--folG(x,y; t)f(y)dy+ Z fotG(x 1; t--r/)q(u(1, r/))dr/. 
Therefore, for w, the data are in B (for each t). 
1Lg(1)dp'( f(1)) g+tH(rl)drl
where Uo(X, t), the so-called free solution, is given by
If one integration by parts is carried out in the last integral on the right of (4.5), we find
The quantity in brackets in the integral on the right of (4.7) is piecewise continuously (1-(t-,1) )-H'(1 + (t-,l))] dy.
A few moments reflection will convince the reader that H'(1-x)-H'(1 +x)-2H'(x-1).
Using this in (4.13) and taking the (distribution) derivative of the rsult yields (where n is the largest integer such that 2n _ t-1), (4.14)
ut(1,t)-L,(u(1,t))+2L (-1)Pdp(u(1,t-2p-1)). Thus there is a sequence of points (x,t) with 0<x< and t,o + o such that lim u(x,,L)-+ Using these points in the inequality preceding (3.3) we find lim u2 (x, t ) dx + c
