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А. С. ДОВБИШ, В. І. ЗИМОВЕЦЬ, М. В. БІБИК 
ОПТИМІЗАЦІЯ ІЄРАРХІЧНОЇ СТРУКТУРИ ДАНИХ ІНТЕЛЕКТУАЛЬНОЇ СИСТЕМИ 
ФУНКЦІОНАЛЬНОГО ДІАГНОСТУВАННЯ ТЕХНІЧНОГО СТАНУ СКЛАДНОЇ МАШИНИ 
Розглядається метод інформаційно-екстремального машинного навчання системи функціонального діагностування технічного стану 
складної машини з оптимізацією ієрархічної структури вхідних даних. Показано, що на функціональну ефективність машинного навчання 
системи функціонального діагностування  суттєво впливає розміщення в ієрархічній структурі  класів розпізнавання, які характеризують 
технічний стан машини та її вузлів. При цьому для кожної страти ієрархічної структури накладаються обмеження  на кількість класів 
розпізнавання, що дозволяє зменшити ступінь їх перетину в просторі діагностичних ознак. Оптимізація ієрархічної структури здійснюється  
в процесі інформаційно-екстремального машинного навчання системи функціонального діагностування, що дозволяє максимізувати 
інформаційну спроможність системи. Як критерій оптимізації параметрів машинного навчання розглядається модифікована інформаційна 
міра Кульбака, яка є функціоналом точнісних характеристик діагностичних рішень. При цьому алгоритм машинного навчання представляв 
собою багатоциклічну ітераційну процедуру пошуку максимального глобального значення інформаційного критерію оптимізації параметрів 
машинного навчання в робочій (допустимій) області визначення його функції.  В результаті для страт всіх ярусів ієрархічної структури 
сформовано алфавіти  класів розпізнавання, які  забезпечили  максимальну функціональну ефективність машинного навчання. За 
отриманими в процесі машинного навчання оптимальними геометричними параметрами контейнерів класів розпізнавання побудовано 
вирішальні правила, які дозволяють приймати діагностичні рішення в реальному темпі часу.  Крім того, вирішальні правила, побудовані в 
рамках геометричного підходу, є практично інваріантними до багатовимірності вхідних даних, що є їх суттєвою перевагою перед штучними 
нейронними мережами.  Як приклад реалізації запропонованого методу розглядалося машинне навчання системи функціонального 
діагностування шахтної підйомної машини з оптимізацією структури вхідних даних. 
Ключові слова: система функціонального діагностування, технічний стан, інформаційно-екстремальне машинне навчання. 
А. С. ДОВБЫШ, В. И. ЗИМОВЕЦ, М. В. БИБИК 
ОПТИМИЗАЦИЯ ИЕРАРХИЧЕСКОЙ СТРУКТУРЫ ДАННЫХ ИНТЕЛЛЕКТУАЛЬНОЙ 
СИСТЕМЫ ФУНКЦИОНАЛЬНОГО ДИАГНОСТИРОВАНИЯ ТЕХНИЧЕСКОГО СОСТОЯНИЯ 
СЛОЖНЫХ МАШИН 
Рассматривается метод информационно-экстремального машинного обучения системы функционального диагностирования технического 
состояния сложной машины. Процесс проходит с оптимизацией иерархической структуры данных. Показано, что на функциональную 
эффективность машинного обучения системы функционального диагностирования существенное влияние оказывает расположение в 
иерархической структуре классов распознавания, характеризующих техническое состояние машины и её узлов. При этом для каждой страты 
рассматриваемой иерархической структуры накладывается ограничение на количество классов распознавания, что позволяет уменьшить 
степень их пересечения в пространстве диагностических признаков. Оптимизация иерархической структуры осуществлялась в процессе 
информационно-экстремального машинного обучения системы функционального диагностирования, позволяющего максимизировать 
информационную способность системы. В качестве критерия оптимизации параметров машинного обучения рассматривалась 
модифицированная информационная мера Кульбака, являющаяся функционалом точностных характеристик диагностических решений. При 
этом алгоритм машинного обучения представлял многоциклическую итерационную процедуру поиска максимального глобального значения 
информационного критерия оптимизации параметров обучения в рабочей (допустимой) области определения его функции. По полученным 
в процессе машинного обучения оптимальным геометрическим параметрам контейнеров классов распознавания построены решающие 
правила, позволяющие принимать диагностические решения в реальном темпе времени. В качестве примера реализации метода 
оптимизации структуры входных данных рассматривалось машинное обучение системы функционального диагностирования шахтной 
подъёмной машины. В результате для страт всех ярусов иерархической структуры сформированы алфавиты классов распознавания, 
обеспечивающие максимальную функциональную эффективность машинного обучения. 
Ключевые слова: система функционального диагностирования, техническое состояние, информационно-экстремальное машинное 
обучение. 
А. S. DOVBYSH, V. I. ZIMOVETS, M. V. BIBYK 
OPTIMIZATION OF HIERARCHICAL DATA STRUCTURE OF INTELLIGENT SYSTEM OF 
FUNCTIONAL DIAGNOSIS OF TECHNICAL CONDITION OF COMPLEX MACHINES 
The conclusions about the strata of society, various parties are supported by, have been made. The method of information-extreme machine learning of 
the system of functional diagnosis of the technical state of a complex machine with the optimization of the hierarchical data structure is considered. It 
is shown that the functional efficiency of machine learning of the system of functional diagnosis is significantly influenced by the location in the 
hierarchical structure of the recognition classes characterizing the technical state of the machine and its nodes. At the same time, for each level of the 
hierarchical structure under consideration, a restriction on the number of recognition classes is imposed, which makes it possible to reduce the degree 
of their intersection in the space of diagnostic features. Optimization of the hierarchical structure was carried out in the process of information-extreme 
machine learning of the system of functional diagnosis, which allows to maximize the information capacity of the system. As a criterion for optimizing 
the parameters of machine learning, we considered a modi fied information measure of Kulbak, which is a functional of the accurate characteristics of 
diagnostic solutions. In this case, the algorithm of machine learning represented a multi-cycle iterative procedure of finding the maximum global value 
of the information criterion for optimizing learning parameters in the working (permissible) domain of determining its function. Based on the optimal 
geometric parameters of recognition class containers obtained in the course of machine learning, decision rules have been constructed that allow 
making diagnostic decisions in a real time. As an example of the implementation of the method of optimization the structure of input data, the machine 
learning of the system for the functional diagnosis of a mine hoist was considered. As a result, alphabets of recognition classes have been created for 
strata of all tiers of the hierarchical structure, providing the maximum functional efficiency of machine learning. 
Keywords: system of functional diagnostics, technical condition, information-extreme machine learning.  
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Вступ. Одним із шляхів підвищення надійності 
та безпечної роботи автоматизованих систем 
керування складними машинами є прогнозування 
моменту виходу діагностичних ознак за нормовані 
допуски. Особливо актуальною така задача є для 
систем і машин критичного призначення, відмова 
яких може призвести до техногенних катастроф з 
важкими наслідками. До цього класу  відносяться 
системи і обладнання в гірничодобувній 
промисловості, серед яких важливе місце займають 
багатоканатні шахтні підйомні машини (ШПМ) [1]. 
При цьому до рівня безпечної роботи ШПМ 
висуваються  вимоги як і до безпеки бортового 
обладнання літальних апаратів.  Наприклад, однією з 
таких вимог є наявність для ШПМ “чорної скриньки”, 
яка зберігає  архівні дані, отримані на всіх 
технологічних циклах функціонування 
автоматизованої системи керування. Але 
розшифровка “чорної скриньки”  є довготривалою 
складною процедурою, яка відбувається, як правило, 
під час планових профілактичних робіт або аналізу 
наслідків аварії.  
Сучасним підходом до підвищення оперативності 
оцінки технічного стану вузлів машини, є застосуван-
ня системи функціонального діагностування, інтегро-
ваної в автоматизовану систему керування ШПМ [2, 
3]. При цьому система функціонального діагностуван-
ня повинна виконувати прогностичні функції, пов’я-
зані з оцінкою поточного ресурсу технологічного 
обладнання і тенденції виходу діагностичних ознак за 
межі нормованих допусків  
Подальший розвиток теорії інформаційного син-
тезу систем функціонального діагностування складних 
систем і машин пов’язаний з подоланням ряду науко-
во-методологічних ускладнень, обумовлених такими 
основними причинами: 
1) довільні початкові умови технологічного 
процесу; 
2) суттєвий перетин в просторі діагностичних 
ознак класів розпізнавання, які характеризують відпо-
відні технічні стани обладнання; 
3) великі обсяги даних, що аналізуються. 
Традиційні підходи до вирішення проблеми 
функціонального діагностування, засновані на 
методах математичної логіки,  математичної 
статистики або імітаційного моделюванні, не 
дозволяють будувати адекватні діагностичні моделі 
складних об'єктів через обмеженість часових, 
обчислювальних і матеріальних ресурсів. Тому в 
останні десятиліття спостерігається підвищення 
наукового і практичного інтересу до застосуванням 
інформаційних технологій інтелектуального аналізу 
даних [4–6].   
Аналіз методів прогнозування технічного стану 
обладнання та механізмів показує що їх можна 
розділити на аналітичні [7], імовірнісні [8] і методи 
прогностичної класифікації [9]. Метод аналітичного 
прогнозування, як правило, застосовується, коли 
відома аналітична залежність функції зміни 
діагностичного параметру в часі. При побудові 
довгострокових прогнозів зміни параметрів, що 
характеризують технічний стан об'єктів 
діагностування, найбільшого поширення набули 
методи статистичної екстраполяції даних 
експерименту [8]. Основним недоліком цього підходу  
є необхідність накопичення великих обсягів даних за 
сталих умов, що як правило на практиці не 
виконується. В результаті прогностичної класифікації 
контрольований об'єкт відносять до того чи іншого 
параметричного класу технічного стану, який 
встановлюють попередньо за критерієм схожості і 
приймають за еталон [9]. Основна перевага методів 
прогностичної класифікації полягає в тому, що  вони є 
адаптивними до зміни початкових умов 
технологічного процесу. Крім того, прогнозування 
можна починати з моменту здійснення одноразового 
контролю обладнання, яке функціонує в робочому 
режимі. Але при цьому необхідною умовою є 
наявність вирішальних правил, побудованих на етапі 
машинного навчання системи функціонального 
діагностування.  
Таким чином, перспективним шляхом 
подальшого розвитку основ проектування систем 
функціонального діагностування складних машин і 
систем є застосування ідей і методів машинного 
навчання та розпізнавання образів [10]. При цьому 
найбільшого поширення набули методи 
інформаційного синтезу систем функціонального 
діагностування, побудовані на основі штучних 
нейронних мереж [11, 12]. Основним недоліком 
такого підходу є чутливість штучних нейронних 
мереж до багатовимірності простору діагностичних 
ознак і алфавіту класів розпізнавання. Крім того, 
оскільки класи розпізнавання на практиці 
перетинаються в просторі діагностичних ознак, то в 
працях [13, 14] розглядається застосування в задачах 
технічного діагностування нечітких нейронних мереж. 
Але доцільність такого підходу обумовлена наявністю 
якісної шкали виміру діагностичних ознак. В задачах 
технічного діагностування як правило 
використовується  кількісна шкала виміру, за якою 
для аналізу закономірностей діагностичних ознак 
доцільно використовувати більш розвинений апарат  
багатовимірного статистичного аналізу [15]. 
 Один їх перспективних шляхів інформаційного 
синтезу інтелектуальних систем функціонального 
діагностування складних машин полягає у 
застосуванні ідей і методів так званої інформаційно-
екстремальної інтелектуальної технології (ІЕІ-
технології) аналізу даних [16, 17]. В праці [18] 
розглядався алгоритм інформаційно-екстремального 
машинного навчання електроприводу багатоканатної 
ШПМ, який дозволив в рамках геометричного підходу 
побудувати високодостовірні лінійні вирішальні 
правила. Але функціональне діагностування всієї 
ШПМ вимагає використання потужного алфавіту 
класів розпізнавання, що обумовлює необхідність 
переходу від лінійних до ієрархічних алгоритмів 
машинного навчання. При цьому актуальною є задача 
оптимізації ієрархічної структури даних, оскільки 
розташування в ній класів розпізнавання може суттєво 
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впливати на функціональну ефективність машинного 
навчання системи функціонального діагностування. 
В статті розглядається метод інформаційно-
екстремального машинного навчання системи функці-
онального діагностування багатоканатної ШПМ з оп-
тимізацією ієрархічної структури даних.  
Постановка задачі. Розглянемо формалізовану 
постановку задачі оптимізації ієрархічної структури 
даних в процесі інформаційно-екстремального 
машинного навчання системи функціонального 
діагностування.  
Нехай кожний клас розпізнавання характеризує 
технічний стан вузла машини, що діагностується. Да-
но ієрархічну структуру алфавіту класів розпізнавання 
{𝑋ℎ,𝑠,𝑚
𝑜 |ℎ = 1,𝐻̅̅ ̅̅ ̅;𝑠 = 1,𝑆; 𝑚 = 1,𝑀;}, де 𝐻 – кількість 
ярусів ієрархічної структури; 𝑆 – кількість страт на ℎ -
му ярусі; 𝑀 – кількість класів розпізнавання в 𝑠-й 
страті. За результатами моніторингу сигналів з датчи-
ків інформації сформовано для кожної страти 
тривимірну навчальну матрицю‖𝑦𝑚,𝑖
(𝑗)
‖,𝑖 = 1,𝑁, 𝑗 =
1,𝑛, де 𝑁,  𝑛  кількість ознак розпізнавання і   
векторів-реалізацій класів розпізнавання відповідно. 
Крім того, задано структурований вектор параметрів 
машинного навчання системи функціонального 
діагностування       
 𝑔ℎ,𝑠,𝑚=〈𝑥ℎ,𝑠,𝑚, 𝑑ℎ,𝑠,𝑚 , δh,s, ℎ〉 (1) 
де 𝑥ℎ,𝑠,𝑚 – двійковий усереднений вектор-реалізація, 
вершина якого визначає геометричний центр 
гіперсферичного контейнеру класу розпізнавання 
𝑋ℎ,𝑠,𝑚
𝑜  в бінарному просторі діагностичних ознак;  
𝑑ℎ,𝑠,𝑚  – кодова відстань, яка визначає радіус 
гіперсферичного контейнера класу 𝑋ℎ,𝑠,𝑚
𝑜 ;  
δ𝐾,ℎ,𝑠,𝑚,𝑖 – параметр, який дорівнює половині си-
метричного поля контрольних допусків i-ї діагностич-
ної ознаки усередненого вектору-реалізації 𝑥ℎ,𝑠,𝑚 кла-
су розпізнавання 𝑋ℎ,𝑠,𝑚
𝑜 ;  
ℎ – ієрархічна структура алфавіту класів розпіз-
навання.  
При цьому задано обмеження 
𝑑ℎ,𝑠,𝑚 𝜖 [0;𝑑(𝑥ℎ,𝑠,𝑚⨁𝑥ℎ,𝑠,𝑐) − 1], 
де 𝑑(𝑥ℎ,𝑠,𝑚⨁𝑥ℎ,𝑠,𝑐) – кодова відстань між 
усередненим вектором-реалізацією 𝑥ℎ,𝑠,𝑚 класу 
розпізнавання 𝑋ℎ,𝑠,𝑚
𝑜  і усередненим вектором-
реалізацією 𝑥ℎ,𝑠,𝑐 найближчого сусіднього класу  
розпізнавання 𝑋ℎ,𝑠,𝑐
𝑜 ;   
δ𝐾,ℎ,𝑠,𝑖ϵ [0;
δ𝐻,ℎ,𝑠, 𝑚,𝑖
2
] , 
де δ𝐻,ℎ,𝑠, 𝑚,𝑖 – поле нормованих (експлуатаційних) 
допусків 𝑖-ї діагностичної ознаки усередненого 
вектору-реалізації 𝑥ℎ,𝑠,𝑚 класу розпізнавання 𝑋ℎ,𝑠,𝑚
𝑜  
Необхідно в процесі машинного навчання 
шляхом цілеспрямованої перестановки класів 
розпізнавання в заданій структурі даних оптимізувати 
параметри  вектору (1), які забезпечують максимальне 
значення  усередненого за стратами фінального ярусу 
інформаційного критерію  
 𝐸max
{𝐻}
=
1
𝑆𝐻
∑𝐸max
(𝑠)
𝑆𝐻
𝑠=1
 (2)  
де 𝐸max
(𝑠)
 – інформаційний критерій оптимізації 
параметрів машинного навчання  розпізнавати 
реалізації класів розпізнавання 𝑠-ї страти фінального 
ярусу;  
𝑆𝐻 – кількість страт фінального ярусу 𝐻;    
На етапі екзамену необхідно прийняти рішення 
про належність реалізації, що розпізнається, одному із 
класів заданого алфавіту. 
Категорійна модель машинного навчання. 
Математичну модель оптимізації структури класів 
розпізнавання представимо у вигляді орієнтованого 
графу відображення множин, що застосовуються в 
процесі ієрархічного машинного навчання. Категорій-
на модель включає вхідний математичний опис систе-
ми функціонального діагностування, який подано у 
вигляді структури [5] 
𝛥𝐵 = 〈𝑇,𝐺,𝛺,𝑍,𝑌,𝑋;𝑓1,𝑓2〉, 
де 𝑇  множина моментів часу формування 
векторів-реалізацій класів розпізнавання;  
𝐺  фактори, що впливають на функціонування 
системи;  
Ω   простір діагностичних ознак;   
Z – простір технічних станів системи, які 
визначають алфавіт класів розпізнавання;  
𝑌  вхідна багатовимірна навчальна матриця для 
заданого алфавіту 
, ,{ }
o
h s mX  класів розпізнавання;  
𝑋 – бінарна навчальна матриця;  
𝑓1  оператор формування вхідної навчальної 
матриці;  
𝑓2 – оператор перетворення вхідної навчальної 
матриці 𝑌 в бінарну матрицю 𝑋.  
На рис. 1 показано категорійну модель 
інформаційно-екстремального машинного навчання 
системи функціонального діагностування з 
оптимізацією ієрархічної структури алфавіту класів 
розпізнавання.  
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Рис. 1. Категорійна модель машинного навчання 
На рис. 1 декартовий добуток  𝐺 × 𝑇 × Ω × 𝑍 
визначає універсумум випробувань. Оператор θ 
відображає двійкові вектори-реалізації навчальної 
матриці X на розбиття ℜ̃|𝑀| простору діагностичних 
ознак на класи розпізнавання, а оператор ψ перевіряє 
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основну статистичну гіпотезу про належність 
реалізацій відповідному класу розпізнавання. За 
результатами статистичної перевірки гіпотез 
формується множина гіпотез 𝐼|𝑠|, де 𝑠 – кількість 
статистичних гіпотез, а оператор 𝛾 формує множину 
точнісних характеристик ℑ|𝑞|, де 𝑞 = 𝑠2 Оператор φ 
обчислює множину 𝐸 значень інформаційного 
критерію оптимізації параметрів навчання, а оператор 
ξ: 𝐸 ⟶ ℜ̃|𝑀| на кожному кроці машинного навчання 
відновлює в радіальному базисі простору ознак 
контейнери класів розпізнавання. Контур оптимізації 
контрольних допусків на ознаки розпізнавання 
замикається через терм-множину D – систему 
контрольних допусків, які використовуються як рівні 
квантування ознак розпізнавання при формуванні 
робочої бінарної навчальної матриці. Наявність 
бінарної навчальної матриці дозволяє змінювати 
шляхом квантування за рівнем діагностичні ознаки з 
метою адаптації вхідного математичного опису до 
максимальної достовірності діагностичних рішень. 
Крім того категорійна модель має додатковий контуру 
оптимізації структури даних в заданій ієрархічній 
структурі, який замикається через множину 𝐻, що 
містить варіанти структур даних в заданій ієрархічній 
структурі. Згідно з принципом відкладених рішень у 
випадку недосягнення високої функціональної 
ефективності машинного навчання категорійна модель 
передбачає можливість переходу до іншого більш 
складного типу вирішальних правил. З цією метою  в 
зовнішньому контурі оптимізації знаходиться 
множина 𝑉– набір геометричних форм контейнерів 
класів розпізнавання (гіпереліпсоїдних, гіперцилінд-
роїдних тощо), які відновлюються в процесі 
машинного навчання в радіальному базисі простору 
діагностичних ознак.  Оператор 𝑢: 𝑉 → 𝐺 × 𝑇 × Ω × 𝑍 
регламентує процес машинного навчання  системи 
функціонального діагностування.  
Алгоритм машинного навчання. Інформацій-
но-екстремальний алгоритм навчання з оптимізацією 
структури класів розпізнавання в заданій ієрархічній 
структурі представимо у вигляді ітераційної 
процедури пошуку глобального максимуму 
усередненого за алфавітом {𝑋𝑚
𝑜 } інформаційного 
критерію (2) в робочій області визначення його 
функції 
 ℎ
∗ = argmax
𝐺ℎ
 {max
𝐺𝛿
{max
𝐺𝐸
?̅?}} , (3)   
де 𝐺ℎ – область допустимих значень параметра 
машинного навчання ℎ.  
Розглянемо основні етапи реалізації алгоритму 
оптимізації ієрархічної структури даних в рамках ІЕІ-
технології. 
1. Обнуління лічильника варіантів ієрархічних 
структур (кроків навчання): 𝑟 ≔ 0. 
2. Ініціалізація лічильника варіантів ієрархічних 
структур: 𝑟 ≔ 𝑟 + 1. 
3. Обнуління лічильника ярусів структури даних: 
ℎ ≔ 0 
4. Ініціалізація лічильника ярусів структури 
даних:    ℎ ≔ ℎ + 1. 
5. Обнуління лічильника страт ярусу: 𝑠 ≔ 0. 
6. Ініціалізація лічильника ярусу: 𝑠 ≔ 𝑠 + 1. 
7. Для кожної 𝑠-ї страти ℎ-го ярусу 𝑟-ї ієрархічної 
структури реалізується інформаційно-екстремальний 
алгоритм навчання з паралельно-послідовною 
оптимізацією контрольних допусків на діагностичні 
ознаки, який обчислює усереднене по всім стратам 
ярусу максимальне значення інформаційного 
критерію  ?̅?𝑟,ℎ,𝑠
∗ . 
8. Якщо 𝑠 ≤ 𝑆ℎ, де 𝑆ℎ – кількість страт на ℎ -му 
ярусі, то виконується пункт 6, інакше – пункт 9. 
9. Якщо ℎ ≤ ℎmax, де ℎmax  – кількість ярусів 𝑟-ї 
структури даних, то виконується пункт 4, інакше – 
пункт 10. 
10. Обчислюється усереднене по всім ярусам 
структури даних максимальне значення 
інформаційного критерію оптимізації ?̅?𝑟,ℎ
∗ . 
11. Якщо 𝑟 ≤ 𝑟max, де 𝑟max – кількість ієрархічних 
структур даних, то виконується пункт 2, інакше – 
пункт 12.  
12. Визначається оптимальна ієрархічна 
структура даних: ℎ𝑟
∗ = argmax
{𝑟}
 ?̅?𝑟,ℎ
∗  . 
13. ЗУПИН. 
Таким чином, у рамках ІЕІ-технології алгоритм 
оптимізації ієрархічної структури даних зводиться до 
цілеспрямованої процедури пошуку глобального 
максимуму інформаційного критерію для різних 
варіантів ієрархічних структур алфавіту класів 
розпізнавання і вибору оптимального із них. 
Приклад реалізації алгоритму. Як приклад реа-
лізації алгоритму оптимізації ієрархічної структури 
даних розглянемо машинне навчання системи функці-
онального діагностування вузлів багатоканатної шах-
тної підйомної машини. Як вхідні дані розглядалися 
значення діагностичних ознак, які періодично зчиту-
валися з датчиків інформації в процесі функціонуван-
ня шахтної підйомної машини. Вхідна навчальна мат-
риця була сформована за архівними даними, наданими  
підприємством «УЛИС Сістемс», яке займається мо-
дернізацією системи керування шахтної підйомної 
машини в «ДТЕК Павлоградвугілля» (м. Павлоград, 
Україна).  
Моделювання машинного навчання системи 
функціонального діагностування здійснювалося для 
чотирьох класів розпізнавання: клас 𝑋1
𝑜 
характеризував функціональний стан шахтної 
підйомної машини «Норма», клас 𝑋2
𝑜 – підвищена 
температури підшипників електродвигуна, клас 𝑋3
𝑜 –
 підвищений температурний режим обмотки 
електроприводу і клас 𝑋4
𝑜 – функціональний стан 
канатоведучих шківів, радіуси яких були  «Більше 
норми».  
На практиці в системах функціонального 
діагностування класи розпізнавання перетинаються в 
просторі діагностичних ознак через близькість центрів 
розсіювання векторів-реалізацій сусідніх класів, що 
може суттєво зменшити достовірність діагностичних 
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рішень. З метою збільшення середньої міжкласової 
відстані здійснювалося надлишкове кодування 
двійкових векторів-реалізацій робочої навчальної 
матриці за циклічним методом Боуза – Чоудхурі – 
Хігвієми. У результаті кодування мінімальна кодова 
відстань Хеммінга для усереднених векторів-
реалізацій класів розпізнавання дорівнювала 𝑑min = 5. 
Для наочності розглядалися показані на рис.2 три 
варіанти структур даних для заданого алфавіту класів 
розпізнавання. 
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Рис. 2. Варіанти ієрархічних структур даних 
Моделювання машинного навчання системи 
функціонального діагностування вузлів шахтної під-
йомної машини здійснювалося за алгоритмом (3). При 
цьому в процесі машинного навчання оптимізувалася 
системи контрольних допусків на діагностичні ознаки 
за паралельною схемою, при якій контрольні допуски 
змінювалися для всіх ознак одночасно. Як критерій 
оптимізації параметрів машинного навчання системи 
функціонального діагностування розглядався модифі-
кований в праці [5] інформаційний критерій Кульбака, 
який для рівно ймовірних двох альтернативних гіпотез  
має вигляд 
 𝐸ℎ,𝑠,𝑚
(𝑘)
=
1
2
{2 − [αℎ,𝑠,𝑚
(𝑘) (𝑑) + βh,s,m
(k) (𝑑) ∗ (4) 
 ∗ log2
2 − [αℎ,𝑠,𝑚
(𝑘) (𝑑) + βℎ,𝑠,𝑚
(𝑘) (𝑑)] + 10−𝑟
[αℎ,𝑠,𝑚
(𝑘) (𝑑) + βℎ,𝑠,𝑚
(𝑘) (𝑑)] + 10−𝑟
  
де αℎ,𝑠,𝑚
(𝑘) (𝑑) – помилка першого роду при прийнятті 
класифікаційних рішень, обчислена в процесі 
відновлення гіперсферичного контейнера класу 
розпізнавання 𝑋𝑚
𝑜 ;   
βℎ,𝑠,𝑚
(𝑘) (𝑑) – помилка другого роду при прийнятті 
класифікаційних рішень, обчислена в процесі віднов-
лення гіперсферичного контейнера класу розпізна-
вання 𝑋𝑚
𝑜  з радіусом d;  
𝑑 – радіус гіперсферичного контейнера класу 
розпізнавання, який в процесі машинного навчання 
відновлюється в радіальному базисі простору 
діагностичних ознак  
10−𝑟 – достатньо мале число, яке вводиться для 
уникнення поділу на нуль. 
При обчисленні інформаційного критерію опти-
мізації (4) в процесі реалізації алгоритму машинного 
навчання замість точнісних характеристик використо-
вувалися їх оцінки:  
 αℎ,𝑠,𝑚
(𝑘) (𝑑) =
𝐾1,ℎ,𝑠,𝑚
(𝑘) (𝑑)
𝑛
; (5) 
 βℎ,𝑠,𝑚
(𝑘) (𝑑) =
𝐾2,ℎ,𝑠,𝑚
(𝑘) (𝑑)
𝑛
,  
де 𝐾1,ℎ,𝑠,𝑚
(𝑘) (𝑑) – кількість подій, при яких реалізації 
класу розпізнавання 𝑋ℎ,𝑠,𝑚
𝑜  не відносяться до свого 
класу;  
𝐾2,ℎ,𝑠,𝑚
(𝑘) (𝑑) – кількість подій, при яких “чужі” реа-
лізації помилково відносяться до класу розпізнавання 
𝑋ℎ,𝑠,𝑚
𝑜 ; 
𝑛 – обсяг репрезентативної навчальної вибірки. 
Після підстановки оцінок точнісних характерис-
тик у формулу (4) було отримано робочу формулу для 
обчислення інформаційного критерію оптимізації па-
раметрів машинного навчання системи функціональ-
ного діагностування 
 𝐸ℎ,𝑠,𝑚
(𝑘) (𝑑) =
1
𝑛
{𝑛 − [𝐾1,ℎ,𝑠,𝑚
(𝑘) (𝑑) + 𝐾2,ℎ,𝑠,𝑚
(𝑘) (𝑑) ∗ (6) 
 ∗ log2
2𝑛 − [𝐾1,ℎ,𝑠,𝑚
(𝑘) (𝑑) + 𝐾2,ℎ,𝑠,𝑚
(𝑘) (𝑑)] + 10−𝑟
[𝐾1,ℎ,𝑠,𝑚
(𝑘) (𝑑) + 𝐾2,ℎ,𝑠,𝑚
(𝑘) (𝑑)] + 10−𝑟
  
Нормований критерій оптимізації параметрів 
машинного навчання представимо у вигляді 
 𝐽ℎ,𝑠,𝑚
(𝑘) (𝑑) =
𝐸ℎ,𝑠,𝑚
(𝑘) (𝑑)
𝐸max
, (7)   
де 𝐸𝑚𝑎𝑥 – максимальне значення критерію (6), яке 
він приймає при підстановці 𝐾1,ℎ,𝑠,𝑚
(𝑘) (𝑑) =
𝐾2,ℎ,𝑠,𝑚
(𝑘) (𝑑) = 0. 
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Результати оптимізації ієрархічних структур, 
показаних на рис. 2, наведено в табл.1. При цьому 
критерій (7) обчислювався при параметрах 𝑛 =
40,  𝑟 = 2. 
 
Таблиця 1 – Результати оптимізації ієрархічних структур 
даних 
№ 
структури 𝐽?̅?𝑎𝑥
{2}
 α̅(𝑑) β̅(𝑑) 
1 0,67 0,40 0,01 
2 0,69 0,35 0,02 
3 0,74 0,22 0,02 
  
У табл. 1 прийнято такі позначення: 
𝐽?̅?𝑎𝑥
{2}
 – усереднене за стратами нижнього ярусу 
ієрархічних структур даних (рис.2) значення 
нормованого критерію (7); 
α̅(𝑑) – усереднене значення помилки першого 
роду; 
β̅(𝑑) – усереднене значення помилки другого 
роду. 
Аналіз табл. 1 показує, що найбільше значення, 
усередненого за стратами нижнього ярусу заданих 
ієрархічних структур, інформаційного критерію 
отримано для третьої структури (рис. 2, в), яке 
дорівнює 𝐽m̅ax
{2}
= 0,74. 
На рис. 3 показано графіки залежності 
інформаційного критерію (7) від радіусів контейнерів 
класів розпізнавання, які входять в ієрархічну 
структуру (рис. 2, в).   
На рис. 3 подвійною штриховкою позначено ро-
бочу (допустиму) область визначення функції  крите-
рію (7), в якій помилки першого і другого роду не 
перевищують відповідно першу і другу достовірності. 
Аналіз рис. 3 показує, що для оптимальної структури 
даних (рис. 2. в) отримано такі оптимальні радіуси 
контейнерів класів розпізнавання: для класу 𝑋1
𝑜 
оптимальний радіус дорівнює  𝑅1
∗ = 32 (тут і далі в 
кодових одиницях); для класу 𝑋2
𝑜 − 𝑅1
∗ = 32; для класу 
𝑋3
𝑜 − 𝑅3
∗ = 33; і для класу 𝑋4
𝑜 − 𝑅4
∗ = 23;  
За отриманими в процесі машинного навчання 
оптимальними параметрами контейнерів класів розпі-
знавання в рамках геометричного підходу побудовано 
такі вирішальні правила: 
 (∀𝑥(𝑗) ∈ ℜ̃|𝑀|)(∀𝑋𝑚
𝑜 ∈ ℜ̃|𝑀|){𝑖𝑓 ({?̅?𝑚})& (8) 
 &(𝜇𝑚 > 𝑐) then 𝑥
(𝑗) ∈  𝑋𝑚
𝑜  else 𝑥(𝑗) ∉  𝑋𝑚
𝑜 },  
де μ̅𝑚 – усереднене значення функції належності 
реалізацій гіперсферичному контейнеру класу 
розпізнавання 𝑋𝑚
𝑜  
{μ𝑚} – множина усереднених значень функцій 
належності для алфавіту класів розпізнавання {𝑋𝑚
𝑜 }; 
c – порогове значення, яке задається в інтервалі 
0 < c < 1 
Функція належності для гіперсферичного 
контейнера класу 𝑋𝑚
𝑜  розглядалася у вигляді [9],  
де 𝑑[𝑥𝑚⨁𝑥
(𝑗)] – кодова відстань між усередненим 
вектором-реалізацією класу 𝑋𝑚
𝑜  і вектором-реаліза-
цією 𝑥(𝑗), що розпізнається; 
𝑑𝑚
∗  – оптимальний радіус контейнера класу 𝑋𝑚
𝑜 . 
За результатами тестування системи за 
екзаменаційною матрицею усереднена за алфавітом 
класів розпізнавання повна ймовірність правильного 
прийняття діагностичних рішень дорівнювала 
𝑃𝑡 = 0,88. 
 
а 
 
б 
 
в 
 
г 
Рис. 3. Графіки залежності інформаційного критерію від 
радіусів контейнерів класів розпізнавання: а – клас 𝑋1
𝑜;  
б – клас 𝑋2
𝑜; в – клас 𝑋3
𝑜; г – клас 𝑋4
𝑜 
Висновки. Запропоновано алгоритм інформацій-
но-екстремального машинного навчання системи 
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функціонального діагностування складної машини з 
оптимізацією ієрархічної структури даних. На прикла-
ді системи функціонального діагностування багатока-
натної підйомної машини показано, що функціональна 
ефективність машинного навчання залежить від роз-
ташування класів розпізнавання в ієрархічній струк-
турі. За отриманими в процесі машинного навчання 
оптимальними геометричними параметрами контей-
нерів класів розпізнавання побудовано високо досто-
вірні вирішальні правила, які практично інваріантні до 
багато вимірності простору діагностичних ознак. В 
перспективі для розширення алфавіту класів розпізна-
вання планується застосувати метод інформаційно-
екстремального факторного аналізу, який дозволяє пе-
ренавчати систему функціонального діагностування. 
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І. В. ШЕЛЕХОВ, С. О. ПИЛИПЕНКО, О. О. СТОЛЯРЧУК, Т. А. РОМАНЕНКО 
ІНФОРМАЦІЙНО-ЕКСТРЕМАЛЬНЕ МАШИННЕ НАВЧАННЯ СИСТЕМИ КОНТРОЛЮ 
ЗНАНЬ 
Розглядається алгоритм машинного навчання комп’ютеризованої системи контролю знань за тестовими завданнями. При цьому машинне 
навчання здійснюється в рамках інформаційно-екстремальної інтелектуальної технології аналізу даних, яка ґрунтується на максимізації 
інформаційної спроможності системи в процесі її навчання. Як ознаки розпізнавання розглядалися результати відповідей студентів на 
тестові завдання, які оцінювалися за стобальною шкалою. Запропоновано алгоритм інформаційно-екстремального машинного навчання з 
паралельно-послідовною оптимізацією системи контрольних допусків на ознаки розпізнавання. Як параметр машинного навчання, що 
оптимізується, розглядався нижній контрольний допуск на ознаки розпізнавання при фіксованому верхньому допуску. При цьому отримані 
в процесі паралельної оптимізації квазіоптимальні контрольні допуски на ознаки розпізнавання використовувалися як стартові при 
реалізації алгоритму машинного навчання з послідовною оптимізацією. Як критерій оптимізації параметрів машинного навчання 
розглядалася модифікована інформаційна міра Кульбака, яка є функціоналом від точнісних характеристик класифікаційних рішень. 
Оскільки, специфіка контролю знань полягає в тому, що алфавіт класів є структурованим, то розглядалася вкладена структура контейнерів 
класів розпізнавання, які характеризують відповідні рівні знать. При цьому вкладена структура характеризувалася загальним центром 
розсіювання векторів-реалізацій класів розпізнавання. Така структура на відміну від полімодальних контейнерів класів розпізнавання 
дозволила підвищити оперативність машинного навчання та достовірність вирішальних правил. Перевірка працездатності запропонованого 
алгоритму машинного навчання здійснювалася за репрезентативною вхідною навчальною матрицею, яка була сформованою за результатами 
тестування студентів за навчальною дисципліною.  
Ключові слова: інформаційно-екстремальна інтелектуальна технологія, машинне навчання, оптимізація, система контрольних 
допусків, ознака розпізнавання, гіперсферичний контейнер класу розпізнавання.  
И. В. ШЕЛЕХОВ, С. А. ПИЛИПЕНКО, А. А. СТОЛЯРЧУК, Т. А. РОМАНЕНКО 
ИНФОРМАЦИОННО-ЭКСТРЕМАЛЬНОЕ МАШИННОЕ ОБУЧЕНИЕ СИСТЕМЫ КОНТРОЛЯ 
ЗНАНИЙ  
Рассматривается алгоритм машинного обучения компьютеризированной системы контроля знаний по тестовым заданиям. При этом 
машинное обучение осуществляется в рамках информационно-экстремальной интеллектуальной технологии анализа данных, которая 
основана на максимизации информационной способности системы в процессе ее обучения. В качестве признаков распознавания 
рассматривались результаты ответов студентов на тестовые задания, которые оценивались по стобалльной шкале. Предложен алгоритм 
информационно-экстремального машинного обучения с параллельно-последовательной оптимизацией системы контрольных допусков на 
признаки распознавания. Как параметр машинного обучения, который оптимизируется, рассматривался нижний контрольный допуск на 
признаки распознавания при фиксированном верхнем допуске. При этом полученные в процессе параллельной оптимизации 
квазиоптимальные контрольные допуски на признаки распознавания использовались как стартовые при реализации алгоритма машинного 
обучения с последовательной оптимизацией. Как критерий оптимизации параметров машинного обучения рассматривалась 
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