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CHAPTEB I. INTSODUCTICN 
One of this century's most phenomenally revcluticnary 
inventions is the computer (Bothman and Mosmann, 1972} . It 
is revolutionary because its impact is felt in every part of 
our society from education, to science, to industry, to gov­
ernment (Buff, 1 972) . It is phenomenal because of its growth 
pattern. The "dark ages" of computers was only 25 years ago 
when a mere 10 to 15 computers were in existence according to 
Logsdon and Logsdon (1974). The computer industry grew at 
the rate of 30* per year during the sixties, and Gray (1974) 
predicted that by 1975 there would be 170,000 computers in 
use in the United States. 
Although the computer's potential has barely been 
tapped, it is very much a part of education. This potential 
and the computer's phenomenal growth has not escaped the at­
tention of today's college students, "Each year nearly 
500,00 0 undergraduates sign up for an introductory course in 
computer tecnnclogy" (Logsdon and Logsdon, 1974, Preface) . 
Students take computer courses for many reasons but 
three of the most important reasons are: 1) students seeking 
a vocation realize that the computer has "created a new 
industry that employs hundreds of thousands of people" 
(Sothmaa & Bosmann, 1972, p. 3) , 2) the computer has become 
omnipresent and to be able to deal with it the student must 
have a speaking knowledge of the rudiments cf computer 
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technology, and 3) fialston (1971) feels that no educated 
person should be totally ignorant of computer science. 
Predicting success in college courses has a long and 
well respected tradition as evidenced ty the voluminous 
amount of research reported. It seems only natural that 
predicting success in computer courses should be included 
among this mountain cf research reportinqs. Predicting suc­
cess of computer programmers was done in the early sixties by 
McNamara and Hughes (1961) with the Programming Aptitude 
Test. Control Data Corporation used the General Aptitude 
Test Battery to predict the success of computer technclcgy 
trainees with the company (U. S. Department of labor, 1969). 
Various studies of computer science have teen conducted at 
the college level; however, most studies at the college level 
(Correnti, 1969; Alspaugh, 1971; Alspaugh, 1972; Buff, 1972; 
and Gray, 1974) have dealt specifically with computer 
programmers or computer programming. 
No study, to the investigator's knowledge, has been 
undertaken to predict the success of students in a college 
level general education type of introduction to computers 
coursa. This study is aimed at that specific group cf col­
lege students. 
Statement of the Problem 
The Introduction to Computers course at Northwest 
Missouri State University is used as a general education type 
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of coarse and also as an initial course in computer science 
and business-computer science degree programs. 
Some students take the course out of a general interest 
in this area of modern technology only to find their general 
enthusiasm about computers does not match their achievement 
in tne course. Some students take the course to meet a re­
quirement in their major curriculum but delay enrolling in 
the course until their senior year. This delay is often 
caused by some undefinable apprehension on the part of the 
student about computers. Some students in the latter 
subgroup discover an interest and ability in the computer 
field and regret that they had not included more computer 
science courses in their undergraduate program. 
The problem is to identify and encourage those students 
who are delaying their enrollment in the Introduction to 
Computers course and who may have ability in computer sci­
ence; and also to warn those students who plan tc enroll in 
the Introduction tc Computers course but whose achievement in 
the course may not match their enthusiasm for computer sci­
ence. The investigation examines certain biographical, 
temperament, and aptitude data in order to develops a predic­
tive model for achievement as measured by academic perform­
ance in Introduction to Computers at Northwest Missouri State 
University. 
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Objectives of the Study 
The major objective of the study is to determine if a 
significantly reliable model can be developed for predicting 
academic performance in Introduction to Computers at 
Northwest Missouri State University by the use of selected 
biographical, temperament, and aptitude data. This model 
could then be used in career guidance for beginning students. 
The sub-objective of the study is the selection of sig­
nificant data items to be used as predictors of academic per­
formance in Introduction to Computers at Northwest Missouri 
State University. These predictors are to be selected from: 
1. biographical data (example: high school rank, age, 
family rank, parents' occupation, year in cclleqe, grade 
point average, and sex) , 
2. temperament data as measured by the Thurstone 
Temperament Schedule-
3. aptitude data as measured by the General Aptitude 
Test Battery. 
Hypotheses to be Tested 
There is no significant correlation between the bio­
graphical data and achievement as measured by academic per­
formance. 
There is no significant correlation between the 
temperament data and achievement as measured by academic per­
formance. 
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There is no significant correlaticn between the aptitude 
data and achievement as measured by academic performance. 
The predictive model is not a significant predictor of 
achievement as measured by academic performance. 
Basic Assumptions 
The assumption is made that the enrollment in Introduc­
tion to Computers is sufficiently heterogeneous during the 
Fall semester so as to apply information from that semester 
to predict the results of the following semesters in order to 
cross validate and use the models. This assumption is sup­
ported by the fact that the course is historically a mixture 
of students frcm a broad range of curricula manors. 
It is also assumed that the course content is suffi­
ciently homogeneous from section to section although differ­
ent instructors are involved. The course grade assigned by 
tiie instructors is assumed to be consistent and comparable 
for all class sections. These assumptions are considered 
viable because; 1) the investigator, while not ens of the 
instructors, is the course coordinator and prepares the 
course outline, and 2) common ob-jective midterm and final 
examinations are given. 
Delimitations of the Investigation 
The research is limited to investigating seme of the 
characteristics of the students in Introduction to Computers 
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at Northwest Missouri State University and the results of the 
study will be applicable only to succeeding students in In­
troduction to Computers at Northwest Missouri State Universi­
ty. 
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CHAPTEB II. REVIEV OF LITEBATURE 
History of Computers 
The history of the modern digital computer is a 
relatively short one dating hack to 1939 when Dr. John 
Atanasoff, a physics professor at Iowa State College (now 
Iowa State University) , developed the first prototype of the 
ABC computer (Wu, 1975). The foundation for the modern 
digital computer was built over a long time period centering 
around the invention of devices for mechanizing arithmetic 
computations. The first of these computing devices was the 
abacus developed independently by both the Chinese and the 
Greeks around 450 B.C. The next great stride didn't occur 
until the 17th century with the invention of logarithms by 
Napier, the development of the adding machine by Pascal, the 
invention of the slide rule by Oughtred, and the building of 
Liêijûitz-s calculator for multiplication, division, and ex­
tracting sguare roots. 
In the 19th century three apparently unrelated 
developments occurred. The first was the brain child of 
Charles Babbage who envisioned the design of "a computer that 
could perform arithmetic calculations, read input data, write 
results, and also contain data within the storage device" 
(Wu, 1975, p. 12). These ideas were embodied in Babbage's 
Difference Engine and his Analytical Engine. The second de­
velopment was that of the punched card for weaving looms by 
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Jacquard and later for the U. S. Bureau of the Census ûy 
Hollerith. The third unrelated but important development was 
that )f Boolean Algebra by George Boole, an English 
mathematician. This algebra established the rules for two 
state symbolic logic. 
With the invention of electronic vacuum tubes and the 
adaption of Boolean Algebra to electronic switching circuits 
by Shannon in 1939, the stage was set tor the first genera­
tion of computers. 
The computer as known today can be defined as "any auto­
matic device (usually electronic) which is capable of storing 
large amounts of data and executing complicated seguences of 
mathematical or logical operations without human interven­
tion" (Logsdon and Logsdon# 1974, p. U). 
First generation computers (1942- 1954) were 
characterized by large numbers of vacuum tubes (up to 18,000 
in tha ENiaC), speeds of up to 1000 operations per second, 
and the stored program. The latter characteristic was attri­
buted to John von Neumann and is a concept where by the 
instructions for the operation of the computer are stored 
within the computer's memory. 
The second generation of computers (1955-1964) is 
identifiable by its use of transistors and faster speeds. In 
general, any computer marketed after 196 5 and using integrat­
ed circuits is called a third generation computer. The speed 
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of a third generation computer is over a million operations 
per second. 
Ralston (1971) lists the great ideas in the history of 
computers as; 1) the recognition that the operations of ar­
ithmetic could be mechanized, 2) the recognition that 
computers could be "programmed", where a program is defined 
as a sequence of arithmetic and decision operations performed 
without human intervention, and 3) the stored program con­
cept. 
Richards, an electrical engineer involved in the comput­
er industry during its early development, in an unpublished 
lecture in 1976, listed the four great ideas in the develop­
ment of electronic computers as; 1) the adaptation of Boolean 
Algebra to electronic switching circuits, 2) the invention of 
the transistor, 3) the stored program concept, and 4) the de­
velop™ ent of coincident current core memory by Forrester at 
M.I.T. 
The modern digital computer's foundation is in arithmet­
ic computations; but it is a mistake to confuse it with a 
fast desk calculator, "k digital computer is a fast desk 
calculator in the same sense that a man is a monkey; he may 
be, but he is a lot more too" (Ralston, 1971, p. 2) , 
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Ecediction of Academic Achievement 
Gëa€Eal_çgmnents 
One need only look at the index of dissertation 
abstracts or in the lEIC documents index to discover that 
predictive studies are popular topics for educational re­
search. Prediction studies have an honorable and obviously 
voluminous history in educational research. In fact, Gleser 
(1960) claims that in the field of education the primary qoal 
of scientific investigation is that of prediction. In order 
to make scientific predictions, an evaluation or testing of 
individual abilities is necessary. 
Testing is not a recent phenomenon; it has been going on 
for as long as human beings have been organized into 
societies. It wasn't until the second half of the 19th 
century however that some new developments changed the 
process of evaluation of human abilities. Goslin (1963) 
lists these new developments as; 1) "... a growing awareness 
that individual differences in intellectual ability were po­
tentially measurable," 2) the development of probability sta­
tistics making "... possible a conceptual yardstick against 
which a quality as difficult to grasp as human intelligence 
might be systematically compared," and 3) the idea of corre­
lation - "the invention of a way to measure relationships be­
tween two sets of measurements." 
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The abilities alluded to above are measured by aptitude 
tests which are purported to predict perfcrmance. On the ed­
ucational scene this performance is measured by achievement 
tests, "Differences between so-called aptitude and 
achievement tests tend to break down conceptually to differ­
ences in degree or relative emphasis" (Levine, 1958, p. 52U). 
The distinction between the two is that aptitude tests are 
administered before instruction and achievement tests are ad­
ministered after instruction (Levine, 1958). "Aptitude is an 
interaction of heredity and environment, it includes intelli­
gence, achievement, personality, interest, and other 
abilities and skills" (Seashore, 1948, p. 2) . 
Lavin (1958) reports that on the average 35 to 45% of 
the variation in academic performance can be accounted for by 
measures of ability. "While no other single type of factor 
accounts for this much variation, more than half still 
remains unexplained" (Lavin, 1958, p. 59). Travers (1949) 
says that approximately half of the variance in achievement 
test scores can be accounted for by aptitude scores. He goes 
on to conclude that the remaining amount "of the variance 
must be accounted for by personality and motivational 
factors" (Travers, 1949, p. 162). 
The conclusion that must be drawn from this is that in 
order to account for the largest amount of variance in an 
12 
achievement test, the predictive model must include 
intellectual and non-intellectual factors. 
Computer courses 
Barrett (1968), in an article, describes what he calls 
"the computer mentality." Barrett concludes that "computer 
programming is an exacting profession, one that appeals to 
those who possess the capacity for meticulous attention to 
detail and a willingness to adapt to the rigid means cf com­
munication dictated by the computer" (Barrett, 1S68, p. 430). 
The implication here is that those who do well in computer 
programming have some special or at least different qualities 
from others. 
The search for these differing qualities began in the 
50'5. McNamara and Hughes (1961) reported a 1958 study that 
showed age, college major, and highest degree held were not 
predictors of programming performance. In 1563, in an arti= 
cle entitled "Identifying Programmer Behavior," Peres and 
Arnold (196 3) identified 6 factors after analyzing essays 
written by programmers about the best programmer they knew or 
had known. The factors were called (in order cf importance); 
1) personal maturity and stability, 2) cooperation - inter­
personal relations, 3) communication skills, 4) thoroughness 
- dependability, 5) professional competence, and 6) job 
interest and zeal. 
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The first study to be reported predicting success in a 
college programming course used course grade as a criterion 
and cumulative college grade point average (CPA) , College 
Qualification Test (CQT), Aptitude Test for Programming 
Personel (ATPP)), and Strong Vocation Interest Blank (SVIB) 
as independent variaoles. A combination of GPA, ATPP, and 
SVIB sxplained over 60% of the variance in course grade in a 
10 week computer programming course involving 68 students 
(Bauer, Hehrens, and Vinsonhaler, 1968). A much larger 
study, involving 261 students from four two-year institutions 
in New York State, showed again that GPA and ATPP were sig­
nificant predictors of success in a programming course 
(Correnti, 1969). Correnti (1969) also looked at; study 
habits through the Survey of Study Habits and Attitudes 
(SSHA) , scholastic aptitude and achievement by the State Uni­
versity of New York Admissions Ezamination (SUAE) , and 
parents* occupations. Seven of the sixteen independent 
variables were significant predictors of course grade, but no 
combination of variables was considered good enough tc be 
used for acceptance or rejection to a data processing 
curriculum. 
Buff (1972) reported that GPA was again a significant 
predictor of grade in a FORTEAN programming course at New 
York University. Partitioning the students by sex, 
socioeconomic status, and aptitude didn't help the predic­
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tion. Socioeconomic status did correlate, however the corre­
lation vas negative. 
ATPP in conjunction with the Otis Quick-Scoring Mental 
abilities test (Otis IQ) and the College Entrance Examination 
Board's Scholatic Aptitude Test math score (SAT/math) were 
used to predict GPA in core courses for Data Processing 
manors (Bitch, 1973) . Although all were found to be signifi­
cant, the low percentage of explained variance precludes 
their use as viable predictors of success for these students. 
In the most recently reported study. Fuller (1974) 
sampled 91 students from five Virginia community colleges for 
characteristics measured by the Comparative Guidance and 
Placement Test that might be related to performance in a be­
ginning computer course. Hath interest, business interest, 
and motivation were rejected when tested for significance. 
The above studies are net merely a sampling of those 
made in the area of college computer courses but represent 
the bulk of the investigations made to this time. The 
sparseness of information about students in college computer 
courses and the belief that the "computer mentality" can be 
identified by individual abilities, encouraged the 
investigator to probe this new but uncharted field of study. 
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Factors Used for Prediction 
Biographical 
la the search for intellectual and non-intellectual 
factors that measure human abilities, biographical informa­
tion has been gathered and evaluated. "That biographical 
data can be used to estimate academic success has been demon­
strated with varying degrees of success by several 
reseachers" (Payne, fiapley, and Wells, 1973, p. 152). Van 
Den Haag (1973, p. 200) goes even further when he concludes 
that "the family background of students determines academic 
achievement, the school does not". Evidence has been drawn 
together "indicating that the variance in the measurable in­
telligence of individuals is largely genetic ... and that it 
might explain differences in performance" (Van Den Haag, 
1973, p. 200) . 
Ayers and Bohr (1972) took a different tack when they 
investigated the effect of the student's grade expectation. 
They found a strong indication that the student could predict 
ahead of time what his grade would be. Cider students did 
better at predicting their grade, but personality factors 
were found not to be significant. 
A common use of biographical inventories or 
guestionnaires is to predict the GPA of Freshman college 
students (Beck, 1968 ; Fudge, 1970; Payne, et al., 1973). 
These studies also found past academic performance to be the 
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best estimator of future scholastic success. The past aca­
demic performance indicator takes the form of either high 
school grade average (HSGPA) or high school rank (HSR) . 
Fudge (1 970) found that HSGPA correlated higher with freshman 
GPA for both men and women than did either SAT/math or 
SAT/verbal scores. Biographical data added significantly to 
the prediction model for freshmen GPA using HSB and SAT for 
both men and women enrolled in a college science curriculum 
(Beck, 1 968). 
A weighted application blank was devised for aiding in 
the selecting of computer technology trainees (U, S. Depart­
ment of Labor, 1969) . Factors used in this study included 
age, father's occupation, high school standing, and the num­
ber of high school math and science courses taken. 
If the purpose of a study is to determine the best pre­
dictive ™odel, it should be obvious that biographical data 
could play a significant role. 
lemaeraaeat 
Aptitude is an interaction of many things, one of which 
is personality. It has been concluded that personality and 
motivational factors therefore might explain some of the var­
iance in achievement test scores not covered by aptitude 
tests. 
One of the many facets of personality is temperament. 
Temperament is defined "as those aspects of personality which 
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ace of a relatively stable nature" (Van Steenberg, 1970, p. 
827) . Temperament is contrasted with other fluctuating per­
sonality qualities such as attitude, opinion, and mood, which 
tend to be affected by recent experience. 
The Thurstone Temperament Schedule is a self-
administering questionnaire of 140 items. It "is designed to 
give a brief appraisal of seven relatively permanent aspects 
of temperament in persons who are fairly well adjasted" 
(Harsh, 1970, p. 573). Shaffer, a reviewer in the Journal of 
Consulting Psychology (1951), states that the questionnaire's 
emphasis on normality is perhaps its most distinctive and 
valuable feature because items describing neurotic symptoms 
are not included. 
The seven traits purportedly measured by the Thurstone 
Temperament Schedule were found from a factor analysis of 
scores from the 13 personality areas measured by the "... 
Guilford-Martin Inventory of factors GAMIN, the Guilford-
Martin Personnel Inventory and the Inventory of Factors 
3TDCR" (Van Steenberg, 1970, p. 827). 
Some early studies using the Thurstone Temperament 
Schedule, as reported by Van Steenberg (1959), indicated that 
the "impulsive", "sociable", and "reflective" scales 
differentiated between motor vehicle offenders and non­
offenders and also that the scales "active", "vigorous", 
"impulsive", "dominant", and "sociable" were significantly 
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different for people receiving promoticn and those not 
promoted over a five year period at Sears, Roebuck and 
Conpan y. 
In a study designed to predict first term GPA for 
Freshman in a Police Administration curriculum the 
"reflective" scale correlated positively while the 
"impulsive" scale correlated negatively (King, Ncrrell, and 
Erlandson, 1959) . 
&s early as 1952, the Band Corporation vas using the 
Thurstone Temperaaenû Schedule in the selection of computer 
programmers (Rowan, 1957) . As many as 30 different types of 
tests were initially included in a multiple regression with 
supervisor rating as the criterion. The analysis reduced the 
battery of tests to two; the Thurstone Primary Mental 
Abilities test and the Thurstone Temperament Schedule. 
In a more recent study, involving students in a program­
ming course teaching FORTRAN and EAL, Alspaugh (1970) used 
the Thurstone Temperament Schedule. She concluded that the 
better student "... might be expected to possess a personali­
ty associated with a lower level of 'implusiveness* ana 
*sociabxIxty~" and that "... he would rate relatively higher 
than most students on •reflectiveness* ...." 
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The General Aptitude lest Battery (henceforth GÀTB) was 
designed to be an aid to effective placement of job 
applicants who have insufficient experience. The GATB "is 
designed to measure several aptitudes which have been found 
important to success in many occupations" (Blum, 1953, p, 
686) . 
The G&TB is the result of one of the longest prcqrams 
for the development cf a test battery, according to Bechtoldt 
(1965). It began with a study of 59 different tests divided 
into 9 groups consisting of 15 to 29 tests in each group. A 
total of 2,156 job applicants or trainees from 12 different 
cities took the test (Blum, 1953). Fifteen tests were formed 
after the above results were factor analyzed. It was later 
revised and now consists of 12 separately timed objective 
tests with parts 1 through 7 making up the paper and pencil 
portion (Comrey, 1959) . 
The GATB constitutes one of the best known of the 
factored aptitude test batteries (Humphreys, 1959) and it 
seems to be a very popular object of study for master's and 
doctorial candidates (Carroll, 1965). 
The 12 tests of the GATB are combined to measure the 
following factors: intelligence (G) , verbal aptitude (V), nu­
merical aptitude (N) , spatial aptitude (5), form perception 
(P), clerical perception (Q) , motor coordination (K) , finger 
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dexterity (F), and manual dexterity (M). 
Since coordination and dexterity are not generally 
requirements in an academic environment, most studies of col­
lege students use only the paper and pencil portions. 
Cullum (1965) studied aptitude of students in six dif­
ferent major fields and gave the GATB to 50 students from 
each of the following areas of study: Psychology, Government, 
Music, Management, English, and Physical Education. CPA was 
used as the criterion and the study indicated that it was 
most frequently related to the GATB scales intelligence (G) , 
verbal (V), and numerical (N). Furthermore, the study found 
significantly different aptitudes for students in Management, 
English, and Physical Education. 
Control Data Corporation used the GÀîB in a 1968 study 
of 173 trainees in a computer technology course (U. S. De­
partment of Labor, 1 969). Significant correlations sere 
found for General intelligence, verbal, numerical, spatial, 
and clerical scores; but only the intelligence, numerical, 
and spatial scores remained after multiple regression. 
Howell, Vincent, and Gay (1967) used the GATB, the Federal 
Services Entrance Examination (FSEE) , and the Programmer 
Aptitude Test (PAT) in a study of computer programming using 
the Robot test as a criterion. The Robot test involves the 
student in writing instructions in a symtolic language for a 
robot clerk. PA I proved to be the best single predictor with 
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a correiaticQ cf 0.60. An improvement in correlation to 0.71 
was found with the addition of the FS££ but no improvement 
was found when the GATE was added to the PAT. 
In a large population (489) long term study (1962-71) 
involving students enrolled in a Data Processing Technology 
Program, Gray (1974) used the GATE to study the differences 
in those who completed the courses and graduated and those 
who dropped out and did not graduate. He found that intelli­
gence, verbal, and spatial scores were valid predictors of 
success but none were good enough to be used to determine 
acceptance or rejection in the program. 
Although the GATE was originally intended to test 
occupational aptitude, it has been found to be a valuable and 
widely used tod for the prediction of academic success. 
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CHAPTER III. INTRODUCTION Ï0 COMPUTERS 
AT NORTHWEST MISSOURI STATE UNIVERSITY 
Background 
The first computer system installation at Northwest 
Missouri State University (henceforth NKMSU) was designed and 
used strictly for the university administration. It was used 
to maintain student records, course offerings, and to print 
reports. 
The second and present computer system at NWMSU is an 
IBM System 360 Model 30 with 64k bytes of memory. The system 
was again justified and installed for administrative use. 
The new part-time director of data processing was an 
academician with an interest in teaching and in introductory 
programming courses. The computet system was made available 
for running student -jobs after normal administrative hours. 
As interest and enrollment grew, additional sections of 
the introductory programming course were offered. All 
sections were taught by professors whose academic interest 
and background was net computer science. The course was thus 
individualized to aeet the particular background knowledge of 
the instructor. No common syllabus, outline, or programming 
language was used in teaching the course. This is probably 
not an uncommon occurrence as a new field of study is begun. 
However, eventually as additional computer courses were in­
troduced, the necessity for a common foundation on which to 
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build was recognized and a philosophy of commonality emerged. 
The present introduction to computers course was thus 
evolved and became a prerequisite to all other computer 
course offerings. 
Overview of the Course 
Introduction to Computers, Computer Science 150 
(henceforth CS 150), at NWHSU is a three semester credit hour 
course and is reguired for all business majors and highly 
recommended for most science majors. The remainder of 
students taking CS 150 come from other curricula including 
education and agriculture. 
Four sections were offered each semester and were taught 
by four different instructors. The class sizes ranged from 
25 to 50 with a total initial enrollment of 150 to IbC. 
About two-thirds of those enrolled were male. The students 
enrolled were evenly divided between those in their scphmore, 
junior, and senior year with an additional 15 to 25 freshman. 
To insure that the philosophy of commonality was adhered 
to, a coordinator for the course was assigned. The 
coordinator, the investigator, working in concert with the 
instructors teaching the course, prepared an outline of 
topics to be followed. Common midterm and final exams were 
prepared by the coordinator in concert with the instructors. 
Weekly program assignments were made from a list of assign­
ment choices agreed upon by the instructors. Each instructor 
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prepared his own assignments and graded bis own students. 
The programs assigned could be classified into three groups 
with increasing degree of difficulty: canned, SHAC, and 
FORTRAN. The canned programs used were simple programs which 
were prewritten by the investigator to which the student pro­
vided the data only. The purpose of the canned programs was 
to familiarize the students with key punching, job submittal, 
and the rudiments of getting programs to run properly. SMAC 
programs were programs written by the student in a simple ma­
chine language. FORTRAN programs were also written by the 
student to solve simple problems. 
CS 150 was intended to be a true introduction to 
computers and not just a programming course. The material 
covered in the course could be divided into three categories: 
general, programming, and computers and society. The general 
category covered sach things as history cf computers, ijasic 
computer equipment, the number systems used by the computer, 
elementary boolean logic, and internal structure and opera­
tion of a computer. 
The programming portion of CS 150 began with the 
flowcharting of simple algorithms. A simple machine language 
was simulated and the students' first programs were written 
and run using this machine language. A ten statement FORTRAN 
compiler called TfitJFOR was especially written for CS 150 to 
help the student make the transition from machine language 
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programming to the higher level language of FORTRAN. The 
students* first i'ORlRkU programs were written in TENFOH. Two 
or three additional programs were written in FORTRAN. A 
basic discassicn of the compiler process was included as part 
of the introduction to higher level language programming. 
The computers and society part of CS 150 was a discus­
sion of the wide variety of computer application, their 
impact on human affairs, the control of computer operations 
and of the information stored in computers, and some 
predictions of future computer sizes, speeds, and uses. 
Outline 
Each instructor teaching CS 150 prepared his own 
lectures which fit his particular interests, bias, and mode 
of teaching style. The lecture topic and the emphasis of 
each topic was governed by an outline that specified the 
order and amount of time intended for each topic. Program 
assignments were specified as to the type of program intended 
to be assigned and the order in which they •ere to be as­
signed. The common midterm examination and the common final 
examination were used as a check to assure that each instruc­
tor had covered the topics. The course met for 44 periods of 
50 minutes each. The common examinations were given to all 
sections at the same time in a large lecture hall. A class 
period by class period outline listing topics and program 
assignments is in Appendix A. 
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CHAPTER IV. METHODOLOGY 
This investigation was designed to gather information 
about the students enrolled in Introduction to Computers at 
NHHSU and to use this information to build a mathematical 
model. The model was used to predict achievement of students 
in the course during the following semester. 
Sample 
The subjects included in the study were students 
enrolled in the four sections of Introduction to Computers at 
NWMSU during the fall and Spring semesters of the 1975-76 ac­
ademic year. The students who were selected as subjects were 
those students on whcm a complete set of information was 
available. A complete set of data was unavailable for a few 
of the subjects in the two semesters for a number of reasons. 
Some students never came to class, others were absent when 
the instruments were administered, some students dropped the 
course before completion, and some graduating seniors were 
excused from the final examination. One hundred twenty-eight 
(128) students received a grade for the course after the fall 
semester and 133 students received a grade for the course 
after the Spring semester. A complete data set was collected 
on 113 subjects for the Fall semester and on 119 subjects for 
the Spring semester. A total of twenty-two subjects, on whom 
a complete set of biographical, temperamemt, and aptitude 
data was collected, dropped the course during the two 
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semesters (11 each semester). Those students who dropped the 
course during the semester were not included as subjects in 
the analysis of data for the predictive model. 
The majority of the subjects declared themselves to be 
majoring in one of the many programs offered by the Business 
and Economics department. The remainder of the students con­
sisted mainly of Agriculture majors or majors in cne of the 
sciences. 
Description of the Instruments 
The review of literature led the investigator tc con­
clude that biographical factors, personality, and aptitude 
were important variables in the examination of student's aca­
demic performance in Introduction to Computers. Hence, three 
instruments were chosen to be administered to all students. 
They were; 1) a biographical guestionnaire, 2) the Thurstone 
Temperament Schedule, and 3) the General Aptitude Test 
Batter y. 
The biographical guestionnaire consisted of 15 items to 
be used as independent variables. A sample of the guestion­
naire is in Appendix B. The 15 items were: 
1. age 
2. sex 
3. family size 
4. family rank 
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5. father's occupation 
6. mother's occupation 
7. home town size 
8. high schcoi rank 
9. high school GPA 
10. college GPA 
11. year in school 
12. number of high schcoi math and sciences courses 
13. number of semesters of hiqh school math and science 
14. math-science GPA 
15. grade prediction 
The Thurstone Temperament Schedule was developed by L. 
L. Thurstone and consists of 140 short yes or no questions. 
The 140 answers are evenly divided into seven scales of 
temperament to be used as independent variables. The 
temperament scales are naaad: 
1. active 
2. vigorous 
3. iaplusive 
4. dominant 
5. stable 
6. sociable 
7. reflective 
A description of the seven scales is included in Appen­
dix C. The reliability of the Thurstone Temperament Schedule 
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ranges from 0.45 to 0.86 with a median of 0.64 (Euros, 1953). 
The General Aptitude Test Battery (GATB) was developed 
and used by the United States Employment Service. The GATB 
Form B, paper and pencil portion only, was used and consists 
of seven fixed time speeded tests. The raw scores from the 
individual tests are converted to ten scores which are com­
bined to produce six resultant scores to te used as indepen­
dent variables. The scales measured by the GATB are: 
1. general intelligence 
2. verbal 
3. numeric 
U. spatial 
5. form perception 
6. clerical 
A sample of the combining form used is included in Ap­
pendix Û. nost of the testers test reliabilities are reported 
(Euros, 196 5) to be between 0.80 and 0.90. Predictive 
validity is reported (Buros, 1965) to have a median of 0.71. 
Criterion Variables 
Four dependent variables were used in the study. The 
principle dependent variable used in measuring academic per­
formance was the grade received for the course. The course 
grade was determined by the individual instructors and was 
based on quizzes, homework, a common midterm examination, and 
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a common final examination. The other three dependent 
variables were: 
1. the common midterm examination score 
2. a programming grade 
3. the common final examination score. 
The common midterm consisted of UC multiple choice 
questions plus a program score. The programming grade was 
determined by the individual instructors, and was based on 
homework assigned as specified by the course outline. The 
common final examination consisted of 75 multiple choice 
questions with emphasis primarily on the second half cf the 
semester's work. 
Collection of the Data 
The three instruments were administered to the students 
during regularly scheduled class time in all class sections 
on the first three Wednesdays of each semester. The bio­
graphical questionnaire was administered on the first Wednes­
day followed by the Ihurstone Temperament Schedule and the 
GATB respectively on successive Wednesdays. 
All of the instruments were administered by the 
investigator. The biographical questionnaire required about 
10 minutes of class time, the Thurstone Temperament Schedule 
required about 15 minutes of class time, while the GATE re­
quired the entire 50 minute class period to administer. 
31 
All instruments were hand scored by the investigator and 
the scores were recorded on forms prepared for easy conver­
sion to punched cards. The data were stored on a disk file 
at NWMSU's computer facility for purposes of listing, sorting 
out of incomplete data, and statistical analysis. The 
midterm examination score, programming grade, final examina­
tion score, and course grade were recorded on punched cards 
and stored on the disk file. 
Models Used 
Programs were written to sort out the subjects on whom 
complete information was available and to create a temporary 
file to be used by a stepwise regression program. The inclu­
sion and rejection F levels of the stepwise regression pro­
gram were set at zero to allow all variables to be included 
in the model. The stepwise regression program selects the 
variables that make the greatest contribution one at a time 
and datermines a model as each new variable is included. 
After each new variable is included in the model, the 
stepwise regression program prints the coefficient and t 
value for each variable and the constant term. Also printed 
is the standard error of the estimate, the multiple correla­
tion coefficient, and the goodness of fit for the model. The 
stepwise regression program was used to determine models for 
the midterm examination score, the programming grade, the 
final examination score, and the course grade. 
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Several predictive models for each of the dependent 
variables were selected to be cross validated with data from 
the Spring semester. The selection process was simply to 
include all models from the stepwise regression from step one 
up to the step where the standard error of estimate ceased to 
decrease. 
Cross Validation 
For purposes of cross validation, the predictive models 
were used in conjunction with biographical, temperamemt, and 
aptitude data collected on subjects during the Spring 
semester to predict their midterm examination scores, their 
programming grades, their final examination scores, and their 
course grades. A program was written to determine Student's 
t value for the paired differences (the difference between 
each predicted and actual score) and to compute Pearson's 
product moment correlation between predicted and actual 
scores for each of the models. 
The best predictive model for each of the dependent 
variables was determined to be the one with 1) all highly 
significant variables from the regression, 2) the highest 
significant correlation between predicted and actual scores, 
3) a non-highly significant paired difference, and 4) easiest 
implementaticn. 
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CHAPTER V. FINDINGS 
All data were collected for both Fall and Spring 
semesters and are presented in tabular form for easy compari­
son between semesters. The Pearson product moment correla­
tion was used to test the relationship between the indepen­
dent and dependent variables and to cross validate the 
predictive models under investigation. Significance of non­
zero correlation is shown by; a blank for p > 0.05, indicat­
ing little or no significance, an asterisk (*) for p < 0.05, 
indicating significance, and a double asterisk (**) for 
p < 0.01, indicating high significance. 
Analysis of data 
The mean and standard deviation tables are given for all 
independent variables in each of the categories used (bio­
graphical, temperament, aptitude) and for all of the criteri­
on variables (midterm examination score, programming grade, 
final examination score, course grade) . An intercorrelation 
matrix is given for all significant and highly significant 
independent variables by category of independent variable. 
An intercorrelation matrix of all criterion variables is also 
given. 
All predictive nodels to be cross validated for each 
criterion variable are tabulated along with pertinent statis­
tical information about the model (standard estimate of the 
error and multiple correlation coefficient). Cross 
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validation of each model for each criterion variable is found 
by two methods; 1) the Student's t value for paired differ­
ences (predicted minus actual), and 2) the Pearson's product 
moment correlation between predicted and actual values. This 
cross validation information is also presented in tabular 
form. 
The sample sizes for the criterion variables are not the 
same for the following reasons. The sample size for midterm 
examination score is higher than for the course grade because 
some subjects dropped the course after the midterm examina­
tion. The sample size for programming grade is smaller than 
the sample size for course grade because some subjects were 
allowed to withdraw from the course with grades of 'WE' 
(implying a passing or a ' D* grade) or * WF* (implying a 
failing or a ' F' grade); however, insufficient information 
yas available to assign a programming grade. The sample size 
for final examination score is less than the sample size for 
course grade because graduating Seniors are allowed certain 
privileges and not all of them were reguired to take the 
final examination. 
For ease of tabulating information the folicwing 
abbreviations will be used. 
number of children in the family (children) 
birth rank within the family (family rank) 
father's occupation (father) 
35 
mother's occupation (mother) 
size of heme town (town size) 
high school rank (HSB) 
high school grade point average (HS GPA) 
college grade peint average (GPA) 
year in college (year) 
number o£ mathematics and science courses taken in high 
school (» Math Sci) 
number of semesters of mathematics and science courses 
taken in high school (Sem Math Sci) 
grade point average in high school mathematics and sci­
ence courses (MS GPA) 
self predicted grade (pred grade) 
midterm examination score (midterm) 
programming grade (program) 
final examination score (final) 
course grade (grade) 
general intelligence score (gen int (G) ) 
verbal score (verbal (V)) 
numerical score (numerical (N) ) 
spatial score (spatial (S) ) 
form perception score (form (P)) 
clerical score (clerical (Q) ) 
sample size (N) 
standard deviation (Std Dev or Std) 
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average (Ave) 
multiple correlation coefficient (Mult B) 
Student's t value (t) 
Pearson's product moment correlation (r) 
probability of a Type I error (p) 
Fall Semester 1575 (F75) 
Spring Semester 1976 (576) 
degrees of freedom (d.f.) 
instructor (inst) 
semipartial correlation (semi r) 
Biographical 
The means and standard deviations for both Fall and 
Spring semesters for all biographical variables are presented 
in Table I. The t test fails to indicate that there is a 
significant difference in the averages between the two 
semesters for any of the variables. This implies that the 
average biographical makeup of the subjects in both semesters 
was the same. 
The correlations between the biographical variables and 
the midterm examination score are presented in Table II. 
Highly significant correlations are found in both semesters 
for college grade point average, grade point average in high 
school mathematics and science courses, and self predicted 
grade. High school grade point average was highly signifi­
cant for the Fall semester but only significant for the 
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TÀBLE I 
Means and Standard 
Biographical 
Deviations 
Variables 
for 
Biographical 
Variables 
Mean 
F7 5 S76 
Standard 
F7 5 
Deviatioi 
S76 
Age 20. 30 20. 50 2.21 3.23 
Sex 1.38 1.36 0. 48 0. 48 
Children 3. 84 3.90 1.78 1.90 
Family rank 2.53 2.34 1. 41 1.34 
Father 3.32 3.68 1. 17 1. 17 
Mot her 4. 47 4.43 0.95 0. 88 
Town size 3. 18 3.21 1.31 1.41 
HSfi 0.26 0.17 0. 29 0. 22 
HS CPA 3.0 9 3.07 0.46 0.53 
GPA 2.85 2.90 0.46 0. 47 
Year 2.73 2.50 1. 02 1.07 
# Hath Soi 4.18 3.82 1. 78 1.48 
Sen Math Sci 8. 14 8.03 3.76 4. 20 
MS GPA 2. 9 2 2.93 0.64 0.64 
Pred grade 2.82 2.94 0. 62 0.63 
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Spring semester, while the number of mathematics and science 
courses taken in high school was highly significant for the 
Spring semester but cnly significant for the Fall semester. 
Some other apparent differences between semesters are found 
in the size of the heme town, high school rank, and the num­
ber of semesters of high school mathematics and science 
courses. However, in all three cases the correlations are in 
the same direction and differ primarily in degree of signifi­
cance. 
The correlations between the biographical variables and 
the programming grade are presented in Table III. Highly 
significant correlations were found in both semesters for 
college grade point average and self predicted grade. Grade 
point average in high school mathematics and science courses 
was highly significant for the Fall semester but cnly signif­
icant for the Spriag semester. Ma-jcr differences between 
semesters appear in the number of children in the family, 
size of home town, and high school grade point average. 
These differences are considered to be unexplained anomalies, 
for they do not appear with any of the other criterion 
variables. 
The correlations between the biographical variables and 
the final examination score are presented in Table IV, 
Highly significant correlations were found in fcoth semesters 
for high schcol rank, high school grade point average, col-
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TABLE II 
Correlation between Biographical Variables 
and Midterm Examination Score 
Biographical 
V ariables 
Age 
Sex 
Children 
Family rank 
Father 
Mother 
Town size 
HSH 
HS GPA 
G PA 
Year 
# riata 5ci 
Sem Math Sci 
MS GPA 
Pred grade 
F75 
N=123 
0.01560 
-0. 10081 
-0.13691 
0.02446 
-0.14500 
-0.08592 
-0.18648* 
-0.22214* 
0.31037** 
0.45124** 
-0.03379 
0. Î 7597* 
0.13805 
0.33323** 
0.28299** 
S76 
N=126 
•0.09253 
0.02297 
0 . 0 8 8 6 8  
0.01518 
•0.12130 
0. 12148 
-0.10427 
-0.13970 
0.21748* 
0.49146** 
-0.15603 
f t  JU 
V « 
0.22743** 
0.27147** 
0.32470** 
^ _ / A n c 
** p < 0.01. 
40 
TABLE III 
Correlation between Biographical Variables 
and Programminq Grade 
Biographical 
Variables 
F75 
N=10 8 
576 
S = 112 
Age -0.07732 -0.06650 
Sex 0.13960 0.12989 
Children -0.05629 -0. 18679* 
Family rank -0.06289 -0.00527 
Fat her -0.12300 -0.14258 
Mother -0.06211 -0.06285 
Town size -0.24567* -0.09353 
HSE -0.17595 -0.C799Û 
HS GPA 0.28301** 0.06331 
GPA 0.34117** 0.39022** 
Year -0.10121 -0.04171 
# Math Sci -0.02072 0.05498 
Sem Hath Sci 0.03063 0.02839 
MS GPS 0.26809** 0. 17863* 
Pred grade 0.28206** 0.26543** 
* p < 0.05. 
•» p < 0.01. 
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lege grade peint average, grade point average in high school 
mathematics and science courses, and self predicted grade. 
Differences between semesters appear for the number of mathe­
matics and science courses taken in high school and for the 
number of semesters of mathematics and science courses taken 
in high school. These two differences appear in the same 
manner for the midterm examination score and the course grade 
and may indicate an inherrent difference in the biographical 
makeup of the two groups of students. 
The correlations between the biographical variables and 
the course grade are presented in Table V. Highly signifi­
cant correlations were found in both semesters for high 
school grade point average, college grade point average, 
grade point average in high school mathematics and science 
coursas, and self predicted grade. High school rank was 
highly significant for the fall semester but only significant 
for the Spring semester. There was a difference between the 
two semesters for sex, father's occupation, home town size, 
the number of mathematics and science courses taken in high 
school, and the number of semesters of mathematics and sci­
ence courses taken in high school. The significant correla­
tion of sex with course grade in the Spring semester was the 
only occurance where sex was significant and was considered 
as an unexplained ancmaly. Father's occupation, while sig­
nificant only with course grade during the Spring semester. 
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TABLE IV 
Correlation between Biographical Variables 
and Final Examination Score 
Biographical F75 576 
Variables N=107 N=106 
Age -0.06872 0.01824 
Sex -0.08033 0.16256 
Children -0.15562 -0.09454 
Family rank -0.09943 -0.09335 
Father -0.16533 -0.06745 
Mother -0.14395 Û.00950 
Town size -0.06943 0.01925 
HSfi -0.33737** -0.24891** 
HS CPA 0.33932** 0.30845** 
GPA 0.51239** 0.66581** 
Year -0.03409 -0.04728 
# Math S ci 0.12047 0.29338** 
Sem Math Sci 0.10205 0. 19995» 
MS GPA 0.36602** 0.39468** 
Pred grade 0.33291** 0.47980** 
* p < 0.05. 
** p < 0,01. 
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has shown a repeated negative correlation approaching sig­
nificance for both semesters with all criterion variables and 
may indeed be a factor of importance. The difference between 
semesters for the number of courses and the number of 
semesters of mathematics and science taken in high school was 
consistent for all criterion variables and indicates an 
inherrent difference in the biographical makeup of the 
students in the Fall and Spring semesters. The difference 
between semesters for home town size was not great and in 
fact for three of the criterion variables it was negative and 
either significant or approaching significance. Home town 
size, like father's occupation, may be an important factor. 
An inter cor re la tien matrix for the important biographi­
cal variables is presented in Table VI. The important bio­
graphical variables are those that are consistently highly 
significant, significant, or approaching significance for all 
criterion variables. The intercorrelations for both 
semesters are presented in the same table with the upper 
value representing the Fall semester and the lower value for 
the Spring semester. 
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TABLE V 
Correlation between Biographical Variables 
and Course Grade 
Biographical 
Variables 
F75 
N=113 
57 6 
N=n9 
Age 
Sex 
Children 
Family rank 
Father 
Mother 
Town size 
HSfi 
as GPA 
GPA 
Year 
f Math S ci 
Se m Math Sci 
MS GPA 
Pred grade 
•0.05106 
•û.05017 
•0.069 15 
•0.02016 
-0.11331 
-0.03058 
-0.16414 
-0.30920** 
0.35424** 
0.50460** 
-0.05419 
0.06406 
0.06578 
0.39113** 
0.28265** 
-0.05349 
0.21050* 
-0.10117 
0.01343 
-0.20414* 
0.05874 
-0. 18907* 
-0.21549* 
0.30941** 
0.65248** 
-0.07179 
0.29728** 
0.24973** 
0.44082** 
0.43348** 
» p < 0.05. 
** p < 0.0 1, 
TABLE VI 
Intôrco):relation Matrix for the important Biographical Variables 
F75 
S76 
Town size 
HSR 
HS GPA 
GPA 
# Math Sci 
1 
o
 o
 
•
 
•
 
014 
154 
0
 o
 
1 088 
013 
-0. 
0. 
040 
175 
-0. 
-0. 
088 
042 
-0. 
-0. 
131 
167 
-0. 
-0. 
720** 
767** 
-0. 
-0. 
136 
153 
-0. 
-0. 
195* 
083 
-0. 
-0. 
514** 
353** 
0.646** 
0.454** 
1 
1 
o
 o
 
•
 
« 033 
096 
-0. 
-0. 
140 
120 
-0. 
-0. 
230* 
216* 
0.184* 
0.174 
0. 
0. 
099 
306** 
« 
« 
0
 o
 
1 
1 
008 
037 
-0. 
-0. 
139 
110 
-0. 
-0. 
263** 
210* 
0. 175 
0.245** 
0. 
0. 
086 
251** 
0. 
0. 
935** 
818** 
-0. 
-0. 
1 94* 
084 
-0. 
-0. 
232* 
193* 
-0. 
-0. 
608** 
571** 
Û.740** 
0.669** 
0. 
0. 
568** 
435** 
0. 
0. 
338** 
271** 
0.342** 
0. 309** 
f 
tn 
Pred grade -0.343** -0.127 
-0.020 -0.130 
Father Town size 
- 0 . 1 8 0 *  
-0.308** 
HSfi 
0.288* 0.376** 
0.253** 0.425** 
HS GPA 
0.282** 
0.298** 
0.277** 
0.213* 
GPA 
# Sem 
/lath Sci Math Sci 
0. 308** 
0.289** 
MS GPA 
* p < 0.05. 
** p < 0.01. 
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Temperament 
The means and standard deviations for both Fall and 
Spring semesters for all temperament variables are presented 
in Table VII. The t test fails to indicate that there is a 
significant difference in the averages between the two 
semesters for any of the temperament variables. This implies 
that the average temperament makeup o£ the students in both 
semesters was the same. 
TABLE VII 
Means and Standard Deviations for 
Temperament Variables 
Temperament Mean Standard Deviation 
Variables F75 S76 F75 S76 
Active 12.1 12.2 3.39 3.52 
Yigcro us 11.1 11.0 4.11 54 
Impulsive 12.6 12.3 2.67 2.80 
Dominant 9.8 9.0 4.55 4.60 
Stable 9.5 10.4 3. 17 3.80 
Sociable 12.1 12.8 3.51 3.37 
Reflective 9.6 9.5 3.39 3.43 
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The corcelatiens between the temperament variables and 
the midterm examination scores are presented in Table VIII. 
Inconsistencies appearappeared between semesters for the 
vigorous, imulsive, and dominant scales. The sociable and 
reflective scales were different in significance for the two 
semesters; however, they were the same in sign and relative 
magnitude. 
TABLE VIII 
Correlation between Temperament Variables 
and Midterm Examination Scores 
Temperament 
Variables 
Active 
Vigorous 
Impulsive 
Dominant 
Stable 
Sociable 
Reflective 
f75 
N=123 
-0.04110 
0.17353 
0.05335 
- 0 . 0 0 0 0 2  
-0.04974 
-0.13610 
0.09635 
576 
B = 126 
-0. 16548 
-0.15766 
-0=24331»* 
-0.25032** 
-0.05235 
-0.24256** 
0. 17749* 
* p < 0.05. 
** p < 0.01 
U8 
The correlaticns between the temperament variables and 
the pcogramming grade are presented in Table IX. Only one 
significant correlation was found for any of the temperament 
variables for either semester. The implication might be that 
temperament was not a factor in determining a programming 
grade. 
TABLE IX 
Correlation between Temperament Variables 
and Programming Grade 
Temperament 
Variables 
Active 
Vigorous 
Impulsive 
Dominant 
Stable 
Sociable 
Eef lecti ve 
F75 
N=108 
0.06573 
-0,01432 
0.11288 
0.13599 
-0.12329 
0.09841 
0.06018 
S76 
N=112 
•0. 17098 
•0.07123 
•0.22038* 
•0.06048 
"0.05128 
-0.08594 
* p < 0.05. 
The correlaticns between the temperament variables and 
the final examination score are presented in Table X. The 
inconsistencies between Fall and Spring semesters were ob­
served again. Highly significant correlations appear for the 
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Spring semester for the impulsive and sociable variables. 
Significant correlations appear for the Spring semester for 
the vigorous and dominant variables. No significant or what 
might be considered even approaching significant correlation 
was found for any of the temperament variables for the fall 
semester. 
TABLE X 
Correlation between Temperament variables 
and Final Examination Score 
Temperament 
Variables 
Active 
Vigorous 
Impulsive 
Dominant 
Stable 
Sociable 
Bef lective 
* p < 0.05. 
** p < 0.01. 
F75 
N=107 
S76 
N=106 
-0.05431 
0.04244 
0.02739 
0.01022 
-0.03046 
-0.05 968 
0.08460 
•0. 17506 
•0.22159* 
-0.28123»* 
•0.24062* 
-0.02904 
-0.33300** 
0.CS559 
The correlations between the temperament variables and 
the course grade are presented in Table XJ. Four of the 
seven variables were found to be highly significant and one 
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variable was found to be significant for the Spring semester 
while again no significant correlation was found for any 
variables during the Fall semester. Only the sociable and 
reflective scales were consistently of the same sign for both 
semesters. The implication of these differences is that the 
subjects from the two semesters were of different temperament 
makeup. However, the sociable and reflective scales show 
tendencies towards being important factors. Also, 
impulsive's repeated difference in significance between 
semesters makes it a carious case. 
TABLE XI 
Correlation between Temperament Variables 
and Course Grade 
Temperament 
Variables 
F75 
N=113 
S76 
N=119 
Act ive 
Vigoro us 
Impulsive 
Dominant 
Stable 
Sociable 
Reflective 
» p < 0.05. 
** p < 0.01, 
-0.00652 
0.05376 
0.05854 
0.03911 
-0.13164 
-0.02300 
0.07267 
-0.22749* 
-0.27712** 
-0.31664** 
-0.26815** 
0.08607 
-0.24318** 
0. 11048 
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àn intercorrelation matrix for the temperament variables 
with the most interesting relationships for all criterion 
variables is presented in Table XII. The interesting 
temperament variables are impulsive, sociable, and 
reflective. The intercorrelations are presented together for 
both semesters with the upper value representing the fall 
semester and the lower value for the Spring semester. 
TABLE XII 
Intercorrelation Matrix for the 
Interesting Temperament Variables 
P75 
S76 
Sociable 0.52520** 
0.44706*» 
Reflective 0.08402 
0.02208 
-0.C8945 
-0. 16950 
Impulsive Sociable 
* p < 0.05 
** p < 0.01 
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The means and standard deviations for both Fall and 
Spring semesters for all general aptitude variables are pre­
sented in Table XIII. The t test fails to indicate that 
there is a significant difference in averages between the two 
semesters for any of the variables. This implies that the 
average general aptitude makeup of the students in both 
semesters was the same. 
TABLE XIII 
Means and Standard Deviations for 
General Aptitude Variables 
General Aptitude Mean Standard Deviation 
Variables F75 S76 F75 S76 
Gen Int (G) 117 119 14.8 13.5 
yertal (V) 107 109 12.8 12.7 
Numerical (N) 119 120 15.4 14.1 
Spatial (S) 116 116 19.9 17.9 
Form (P) 122 124 20.2 21.6 
Clerical {Q) 127 128 17.4 18.8 
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The correlations between the general aptitude variables 
and the midterm exaninaticn are presented in Table XIV. 
Highly significant correlations were found for general intel­
ligence and verbal scales of the G&TB for both sesesters. 
The numerical and spatial scales were different for the two 
semesters but only in a matter of degree. 
TAELfi XIV 
Correlation between General Aptitude Variables 
and Midterm Examination Scores 
General 
Aptitude 
F75 
N = 123 
576 
11=126 
Gen Int (G) 
Verbal (V) 
Numerical (N) 
Spatial (S) 
Form (P) 
Clerical (Q) 
* p < 0.05. 
»* P < 0.0 1. 
0.46862** 
0.40866** 
0.28324** 
0.23760** 
0.052 11 
0.16916 
0.29876** 
0.25781** 
0.21319* 
0. 11209 
0.09283 
0.11708 
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The correlations between the general aptitude variables 
and che programming grade are presented in Table XV. Three 
inconsistencies occur between the two semesters that do not 
appear with any of the other criterion variables. General 
intelligence, numerical, and clerical variables show highly 
significant correlations and verbal shows significant corre­
lation for the Fall semester but no significance was found 
for any of the variables for the Spring semester. 
TABLE XV 
Correlaticn between General Aptitude Variables 
and Programming Grade 
General 
Aptitude 
Gen In t (G) 
Verbal VJ) 
Numerical (N) 
Spatial (S) 
Form (?) 
Clerical (Q) 
F75 
N = 108 
S76 
N = 112 
* p < 0.05. 
** p < 0.01, 
0.28826»» 
0.23064» 
0.26595»» 
0.11344 
0.15726 
0.24537»» 
0.01323 
•0.00315 
0.02513 
0. 14641 
0.06493 
0.02137 
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The correlations between the general aptitude variables 
and the final examination score are presented in Table XVI. 
Highly significant correlations were found for general intel­
ligence and verbal scores for both semesters. Three differ­
ences do erist between the two semesters, numerical, spatial 
and clerical, but it is only a matter of the level of signif­
icance and not a major discrepancy as it was for programming 
grade. 
TABLE XVI 
Correlation between General Aptitude Variables 
and Final Examination Score 
General 
Aptitude 
Gen In t (G) 
verial (V) 
Numerical (N) 
Spatial (S) 
Form (P) 
Clerical (Q) 
F75 
N=107 
57 6 
N=106 
» p < 0.05. 
»• p < 0.01. 
0.42012*» 
0.32907** 
0.27518»* 
0.20139* 
0.09688 
0.14756 
0.34323»» 
0.3216%** 
0.22656* 
0.12747 
0.09562 
0.22127* 
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The correlations between the general aptitude variables 
and the course grade are presented in Table XVII. k highly 
significant correlation for general intelligence and a sig­
nificant correlaticn for clerical were found for both 
semesters. Highly significant correlations were found for 
verbal and numerical for the Fall semester but only signifi­
cant correlations were found for the Spring semester. 
TABLE XVII 
Correlation between General Aptitude Variables 
and Course Grade 
General 
Aptitude 
Gen Int (G) 
Verbal (V) 
îJuEsrical (N) 
Spatial (S) 
Form (E) 
Clerical (Q) 
* p < 0.05. 
** p < 0.01. 
F7 5 
N=n3 
0.49054** 
0.36218** 
0.41S22** 
0.17821 
0.14479 
0.20295* 
S76 
N=119 
0.24067** 
0.22764* 
0.23208* 
0.14630 
0. 13041 
0.19428* 
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ÀQ intereorrelation matrix for the important general 
aptitude variables is presented in Table XVIII. The impor­
tant general aptitude variables were those that were 
repeatedly highly significant, significant, or approaching 
significance for all criterion variables. The 
intercorrelations for both semesters are presented in the 
table with the upper value representing the fall semester and 
the lower value for the Spring semester. 
TABLE XVIII 
Intercorrelation Matrix for the Important 
General Aptitude Variables 
F75 
S76 
Verbal 
(V) 
0.68923»* 
0.70003»» 
Numerical 0.68758»» 
0.72684»» 
0.45252»» 
0:37022»» 
Clerical 
(Q) 
0.47229»» 
0.46983»» 
0.40934»» 
0.42286»» 
0.61517»» 
0.544C9»* 
Gen Int 
(G) 
Verbal 
(V) 
Numerical 
(N) 
»» p < 0.01 
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The means and standard deviations for both semesters for 
all criterion variables are presented in Table XIX. The t 
test fails tc indicate that there is a significant difference 
in the averages between the two semesters for any of the 
variables. This implies a consistency in testing and grading 
from semester to semester. 
TABLE XIX 
Means and Standard Deviations for 
Criterion Variables 
Criterion Mean standard Deviation 
Variable F75 S76 F75 S76 
Midterm 69.10 70.70 14.10 12.50 
Program 2.74 2.80 1.16 1.18 
Final i i 9 .6Q 49.30 8. 26 9,31 
Grade 2.58 2.45 1.09 1.13 
An intercorrelation matrix for the criterion variables 
is presented in Table XX. The computation of multiple corre­
lation (Nunnally, 1967, pp. 167-9) shows that the midterm ex­
amination score, the programming grade, and the final 
examination score account for 82% of the variance in the 
course grade for the Fail semester and 93% of the variance in 
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the course grade for the Sprinq semester. These percentages 
are the sum of the squares of the semipartial correlaticos 
times 100. 
TABLE XX 
IntercorrelatioQ Matrix for Criterion Variables 
F75 
S76 
Program 0.386 10** 
0.38657»* 
Final 0.55187»* 
0.589 38»» 
0.34910** 
0.36678»» 
Grade 0.69577»» 
0.67551»» 
0.70578»* 
0.73879** 
0.73359** 
0.67450** 
Semi r 0.69600 
0.67600 
0.4720C 
0.517ÛC 
0.34100 
0.45600 
Midterm Program Final 
** p < 0.01. 
The predictive models for midterm examinaticc sccre, 
programming grade, final examination score, and course grade 
were computed by stepwise multiple linear regression using 
the data collected from the sub-jects during the Fall 
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semester. The models take the algebraic form cf 
Y = b(0) + b (1)2(1) • ... + b(n)X(n), 
where ï is the estimate of the score or grade, 
b(0) is the constant term, 
b(1) ... b(n) are the coefficients for n 
independent variables, 
and X(1) ... X(n) are n independent variables. 
Several models for each criterion variable were computed for 
testing by cross validation with data collected from the 
subjects during the Spring semester. The number of models to 
be tested for each criterion variable was determined by 
observing the standard error of the estimate as each new var­
iable was selected by the regression and added to the model. 
The nsw model was included in the test as long as the stan­
dard error of the estimate aonotonically decreased. 
? ^ ^ i'SS O CX« ITllO f Q ^   ^n 
variables on a step by step basis showing the standard error 
of the estimate, the multiple correlation, the constant term, 
and the coefficients and the t values for the variables. 
Table XXI presents the statistics and the predictive 
models for the midterm examination score. General intelli­
gence from the GATE and college grade point average provide 
the greatest improvement in the multiple correlation coeffi­
cient. The t values indicate that there were three highly 
significant contributors to the model, general intelligence. 
TABLE XXI 
Models Used to Predict 
Midterm Examination Score 
Coefficients and t values 
step Std Mult Constant Gen Int GPA Viqorcus Form Reflect Active Stable 
Err R Term (G) (P) 
1 12.505 0.469 17.653 0.443 
5.835** 
2 11.900 0.538 6.432 0.312 9.277 
3.814** 3.441** 
3 11 .6 44 0. 578 -2 .931 0. 290 10. 5 47 0. 746 
3. 633** 3. 968** 2. 834** 
4 11 .563 0. 591 3 .088 0. 362 9. 778 0. 701 — Oo 096 
3. 994** 3. 647** 2. 665** -1. 636 
5 11 .518 0. 600 3 .349 0. 367 10. 721 0. 807 -0. 100 
4. 060* + 3. 889** 2. 956** -1. 707 
6 11 .4 93 0. 607 6 .301 0. 37 3 10. 779 0. 810 - 0 » 094 
4. 135** 3. 918** 2. 971** -1. 598 
7 11 .4 74 0. 613 10 .105 0. 38 4 10. 646 0. 818 -0. 095 
4. 237*4 3. 8 73** 3. 005** -1. 615 
-0.456 
-1.381 
-0.460 -0.383 
-1.397 -1.236 
-0.506 -0.437 -0.375 
-1.528 -1.396 -1.172 
** p < 0.01. 
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college grade point average, and vigorous. It is interest­
ing to note that four of the temperament scales contribute to 
the models. 
The models used to predict programming grade are pre­
sented in Table XXII. The multiple correlation coefficients 
are significant but quite a bit lower than they were for the 
models used to predict midterm examination scores. Five of 
the sâven variables used in the models ccme from biographical 
information with college grade point average contributing the 
largest amount to the multiple correlation coefficient. The 
t values indicate that there were two significant 
contributors to the model, college grade point average and 
size of home town. 
The models used to predict final examination scores are 
presented in Table XXIII. Again college grade point average 
and general intelligence from the GATS are the largest 
contributors to the multiple correlation coefficient. The 
remaining five variables are all biographical variables. 
None of these five variables have appeared in the models for 
midterm examination score or programming grade. The t values 
indicate that there were three significant contributors to 
the model, ccllege grade point average, general intelligence, 
and sex. 
The models used to predict course grade are presented in 
Table XXIV. These models have a lower standard error of the 
TABLE XXII 
Models Used to Predict 
Program Grade 
Coefficients and t values 
Step Std Mult Constant GPA Town Pred Clerical # Sem Impulsive 
Err R Term Size (Q) Math sci Hath sci 
1 1.091 0. 34 1 0.281 0. 
3. 
86 2 
736** 
2 1.0 75 0. 388 1.056 0. 
3. 
772 
332*% 
-0. 
-2. 
162 
045* 
3 1.0 64 0. 419 0.587 0. 
2. 
61 4 
499* 
-0. 
- 1. 
156 
983* 
0. 
1. 
320 
786 
4 1 .053 0. 44 8 -0.564 0. 
2. 
509 
03 6* 
-0. 
-1. 
150 
929 
0. 
1. 
324 
828 
6 1.0 52 0. 456 -0.292 0. 
2. 
50 8 
033* 
-0. 
- 2 m  
160 
041* 
0. 
2. 
374 
04 1* 
6 1 .044 0. 479 -0.336 0. 
2. 
518 
088* 
-0. 
-2. 
156 
015* 
0. 
1. 
361 
984* 
7 1 .040 0. 492 -0,894 0. 
2. 
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140* 
-0. 
-1. 
152 
960 
0. 
1. 
340 
866 
0 .011  
1.793 
0.010 -0.065 
1.646 -1.082 
0.011 -0.310 0.121 
1.719 -1. 893 1.602 
0.010 -0.358 0.151 0.052 
1.612 -2.178* 1.919 1.309 
• p < 0.05. 
** p < 0.01. 
TABLE XXIII 
Models Used to Predict 
final Examination Score 
Coefficients and t values 
Step Std Mult Constant gpa Gen Int Sex Family hsr Father HS gps 
Err fi Term (G) Bank 
9. 251 
6. 111** 
7. 318 0. 137 
4. 432** 2. 598* 
8. 30 5 0. 125 - 3. 275 
4. 969** 2. 409* -2. 333* 
8. 442 0. 125 -3. 445 
5. 092*4 2. 437* - 2. 471* 
7. 241 0. 127 -3. 782 
3. 915*4 2. 471* -2. 689** 
6. 941 0. 119 -3. 901 
3. 717*1= 2. 317* - 2. 782** 
7. 721 0. 131 -3. 643 
3. 861*4 2. 489* -2. 559* 
-0.790 
-1.712 
-0.729 
-1. 582 
-0.697 
-1.517 
-0.719 
-1.565 
-6.648 
-1. 434 
-7.768 
- 1 . 6 6 0  
-9.939 
-1.955 
•0. 823 
•1.423 
• 0 . 8 6 1  
1.487 
-2. 39 7 
-1.033 
* p < 0.05. 
** p < 0.01. 
TABLE 
Models Used 
Course 
XXIV 
to Predict 
Grade 
Coefficients and t values 
Step Std Mult Constant GPA Gen Int Sex Stable USB Verbal Mother 
Err fi Term (G) (V) 
0.941 0.505 -0.051 
0.890 0.582 -2.632 
0.881 0.598 -2.330 
0.872 0.614 -1.904 0.888 0.024 -0.325 -0.047 
-1.813 
0.866 0.626 -1.076 0.705 0.025 -0.372 -0.055 -0.977 
-2.078* 01 .644 
0.862 0.634 -0.547 0.762 0.032 -0.368 -0.061 -1.109 -0.013 
-2.289* -1.848 -1.379 
0.861 0.640 -1.170 0.743 0.033 -0.384 -0.063 -1.115 -0.012 0.103 
-2.365* -1.861 -1.226 -1.153 
1. 195 
6. 156** 
0. 836 0. 024 
4. 039** 3. 747** 
0. 92 2 0. 023 -0. 316 
4. 38 2* + 3. 616** - 1. 799 
    
4. 247* + 3. 818** -1. 872 
   
2. 99 3** 3. 948** - 2. 131* 
    
3. 197** 3. 956** -2. 115* 
   
3. 111* + 4. 080** -2. 203* 
* p < 0.05. 
** p < 0.01. 
66 
estimate than the models fox programming grade. These 
models have higher multiple correlation coefficients than do 
the models for all the other criterion variables. College 
grade point average and general intelligence from the GATB 
are the largest contributors to the multiple correlation co­
efficient. The t values indicate that there were two highly 
significant contributors to the model, college grade point 
average and general intelligence. College grade point aver­
age is the only independent variable tc appear in the models 
for all of the criterion variables. General intelligence 
from the GATB appeared in the models for three of the criter­
ion variables. Sex and high school rank from the biographi­
cal variables and stable from the temperament variables 
appear in the models for two of the criterion variables. 
Cross Validation 
The predictive models determined from data collected 
from the subjects during the Fall semester was cross 
validated with similar data collected from the subjects 
during the Spring semester. Two forms of cross validation 
were used. Student's t and Pearson's product moment correla­
tion. Student's t value was computed for the paired differ­
ences (the differences between actual value and predicted 
value for each subject) to test the hypothesis that the aver­
age paired difference was zero. Pearson's product moment 
correlation was computed to determine the correlation between 
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the predicted values and the actual scores and grades 
received by the subjects. The tables of information for the 
cross validation list the model by number; this number 
corresponds to the step number and the number of variables 
used in the model as presented in the tables for the predic­
tive models. Also listed with each model is the average 
paired difference (Ave) , the standard deviation of the paired 
differences (Std), the Student's t value (t), and Pearson's 
product moment correlation (r) . Significance is indicated by 
blank, *, and ** as in the previous tables. 
The cross validation of the predictive models for the 
midterm examination score is presented in Table XXV. Stu­
dent's t value fails to indicate a significant difference be­
tween the average paired difference and zero for any of the 
models; with the lowest value appearing for the model with 
two variables. The Pearson's product ECEsnt correlation is 
highly significant for all models with the highest value ap­
pearing for the model with two variables. The cross 
validation indicates that the best predictors for midterm ex­
amination score are general intelligence from the GATE and 
college grade point average. The t value in Table XXI im­
plies that vigorous was also a significant contributor to the 
model; and since Fisher's z test (Snedecor and Cochran, 19 67, 
pp. 185-8) for the difference between the non-zero correla­
tions for model 2 and 3 (Table XXV) indicates no signifi-
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TABLE XXV 
Cross Validation of the Predictive Models 
for Midterm Examination Score 
Model Ave Std t r 
1 0.7 12.2 0.616 0.301** 
2 0.4 11.1 0.448 0.483** 
3 0.5 11. 3 0.503 0.448** 
4 0.7 11.4 0.666 0.441** 
5 0.8 11.6 0.776 0.414** 
6 0.9 11.4 0.830 0.443** 
7 1.1 11.3 1.123 0.459** 
d.f. = 125. 
** p < 0.01. 
cance, the best model for midterm grade would be 
Midterm = -2.931 + 0.290 x Gen Int + 10.547 x CPA 
+ 0.746 X Vigorous. 
However, only 20% of the variance in the actual score is ex­
plained by this model. 
The cross validation of the predictive models for the 
programming grade is presented in Taole XXVI. Student's t 
value for the average paired difference between actual and 
predicted programming grade was not significant fcr any of 
the models. The Pearson's product moment correlation was 
69 
significant or highly significant for all model with the 
highest value found for the model with only one variable. 
The cross validation indicates that the best predictor for 
programming grade was college grade point average. The t 
value in Table XXII implies that home town size was also a 
significant contributor to the model, fisher's z indicates 
no significant difference in correlation between model 1 and 
2 (Table XXVI). Programming grade's best model would be 
Program = 0.281 + 0.862 x GPA. 
However, only 15% of the variance in actual programming grade 
is explained by this model. 
TABLE XXVI 
Cross Validation of the Predictive Models 
for Programming grade 
Model Ave Std t r 
C.39Û** 
0. 369** 
0.378** 
0.314** 
C.325** 
0.279** 
0.216* 
d.f. = 111. 
* p < 0.05. 
** p < 0.01. 
1 0.0 1.0 -0.048 
2 0 .0  1 .0  -0 .018 
3 0.0 1.0 -0.362 
4 -0.1 1.1 -0.478 
5 -0.1 1.1 -0.771 
6 -0.2 1.1 -1.507 
7 -0.2 1.2 -1.416 
70 
The cross validation of the predictive models for the 
final examination score is presented in Table XXVII. The 
Student"s t value for the average paired difference between 
actual and predicted final examination score was not signifi­
cant for any of the models. The Pearson's product moment 
correlation is highly significant for all models with the 
highest value found for the model with only one variable. 
The cross validation indicates that the best predictor for 
final examination score is college grade point average. The 
t values in Table XXIII imply that general intelligence and 
sex were also significant contributors, although college 
grade point was the only highly significant contributor. 
Fisher's z indicates no significant difference in correlation 
between model 1 and 3 (Table XXVII). The best model for 
final examination score would be 
Final = 2 3,074 + 9.2 51 x GPÂ. 
This model explains a respectable 44% of the variance in 
the actual final examination score. 
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TABLE XXVII 
Cross Validation of the Predictive Models 
for Final Examination Score 
Model Ave St d t r 
1 -1.0 7.2 -1.436 0.665** 
2 -1.1 7.2 -1.523 0.659** 
3 -1.1 7.4 -1.479 0.618** 
4 -1.2 7.3 -1.738 C.614** 
5 -1.0 7.5 -1.317 0.592** 
6 -0.6 7.5 -0.665 0.583** 
7 -0.6 7.5 -0.863 0.588** 
d.f. = 105. 
** p < 0.01. 
The cross validation of the predictive models for the 
course grade is presented in Table XXVIII. The Student's t 
value for the average paired difference between actual and 
predicted course grade shows significance for three cf the 
models, indicating that the models predict grades slightly 
higher on the average than the actual grade given. The 
Pearson's product moment correlation is highly significant 
for all models with the highest value found for the model 
with only one variable. The cross validation indicates that 
the best predictor for course grade is college grade point 
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average. The t value in Table XXIV implies that general in­
telligence was alsc a highly significant contributor to the 
model. Fisher's z indicates no significant difference in 
correlation between model 1 and 2 (Table XXVIII). For sim­
plicity, since about 3 0 minutes is required to take the three 
parts of the GATE necessary to get the general intelligence 
score, the best and easiest model to use for course grade 
would be 
Grade = -C.851 + 1. 195 x GPA. 
This model represents a respectable 43% of the variance in 
the actual course grade. 
TABLE XXVIII 
Cross Validation of the Predictive Models 
for Course Grade 
r 
0.652»* 
0.564** 
0.541** 
0.552** 
Û.503** 
0.493** 
0.488** 
Model Ave Std t 
1 -0.2 0.8 -2.C3E* 
2 -0.2 0.9 -2. 274* 
3 -0.2 0.9 -2. 271* 
4 -0.2 0.9 -1.891 
5 -0.1 0.9 -1.320 
6 -0.1 0.9 -1.113 
7 -0.1 0.9 -1.133 
d.f. = 118. 
» p< 0.05. 
** p < 0.01. 
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Test of Hypotheses 
Hypothesis: Ihere is no significant correlation between 
the biographical variables and achievement as measured by ac­
ademic performance. 
Data collected from the sub-jects during the Fall and 
Spring semesters, when statistically analyzed, fail to reject 
the hypothesis at the 0.05 level of significance for the in­
dependent biographical variables; age, sex, number of chil­
dren in the family, birth rank in the family, mother's occu­
pation, year in college, father's occupation, and size of 
home town. The latter two variables, however, did approach 
significance at the 0.0 5 level. 
Data collected from subjects, when statistically 
analyzed, reject the hypothesis at the 0.05 level of signifi­
cance for; high school rank, the number of mathematics and 
science courses taken in high school, and the number of 
semesters of mathematics and science courses taken in high 
school, and at the 0.01 level of significance for; high 
school grade point average, college grade point average, high 
school mathematics and science grade point average, and self 
predicted grade. 
Hypothesis: Ihere is no significant correlation between 
the temperament variables and achievement as measured by aca­
demic performance. 
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Data collected fcoa the suh-jects during the Fall and 
Spring semesters, when statistically analyzed, fail to reiect 
the hypothesis at the 0.05 level of significance for the in­
dependent temperament variables; active, vigorous, dominant, 
stable, and reflective. 
The data for the temperament variables impulsive and 
sociable are not consistent between Fall and Spring 
semesters. Data collected from subjects during the Fall 
semester fail to reject the hypothesis at the 0.05 level of 
significance for the variables impulsive and sociable; while 
data collected from the subjects during the Spring semester 
rejects the hypothesis at the 0.01 level of significance for 
the variables impulsive and sociable. 
Hypothesis: ïhere is no significant correlation between 
the aptitude variables and achievement as measured by academ­
ic perforaance. 
Data collected from the subjects during the Fall and 
Spring semesters when statistically analyzed, fail to reject 
the hypothesis at the 0.05 level of significance for the in­
dependent aptitude variables form perception, spatial, and 
clerical. îhe latter variable, however, did approach signif­
icance at the 0.05 level. 
Data collected from the subjects during the Fall and 
Spring semesters, when statistically analyzed, reject the 
hypothesis at the 0.05 level of significance for verbal and 
75 
numerical, and at the 0,01 level of significance for general 
intellignece. 
Hypothesis: The predictive models are not significant 
predictors of achievement as measured by academic perform­
ance. 
Data collected from the subjects during the fall 
semester, when statistically analyzed and cross validated 
with data collected from subjects during the Spring semester, 
reject the hypothesis at the 0.01 level of significance for 
all of the criterion variables; midterm examination score, 
programming grade, final examination score, and course grade. 
Some uncertainty exists concerning the models for midterm 
examination score and programming grade because of the low 
percent of explainable variance in the actual score and grade 
(20% and 15% respectively) . 
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CHAPTER VI. DISCUSSION 
Basic Assumptions 
It was assumed from the outset of the study that the 
students in Introduction to Computers were of a broad range 
of curricula manors. The thinking here was that a broad 
range of curricula majors implies a wide range of biographi­
cal, temperament, and aptitude makeup. If the predictive 
model is constructed from results of a wide range of input 
data then the usefulness of the model would be improved so as 
to apply the model to future students planning tc enroll in 
Introduction to Computers. The data show that a broad range 
of cirricula majors is represented in the subjects (15 dif­
ferent curricula majors) but that the vast majority of 
students declared themselves to be business majors. Whether 
aptitude represented in the subjects is debatable. What is 
less debatable is that the subjects from the Spring semester 
were not significantly different from the subjects from the 
Fall semester. Several things point to this ccnclusicn. 
None of the means and standard deviations for any of the bio­
graphical, temperament, or aptitude variables were signifi­
cantly different from one semester to the other. The distri­
bution of sex was almost identical with 63% males and 37% 
females for the Fall semester versus 65% males and 35% 
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females for the Spring semester. An analysis of variance 
indicates that neither males nor females did significantly 
better than the other for either semester for midterm exami­
nation score, programming grade, and final examination score. 
The distribution of year in school was not significantly 
different for the Fall semester versus the Spring semester 
with an average of 16% Freshman, 32% Sophomores, 29% Juniors, 
and 23% Seniors. An analysis of variance indicates that none 
of tha years did significantly different from the others for 
either semester for midterm examination score, programming 
grade, and course grade. 
Another assumption was that four different instructors 
could teach essentially the same course and assign essential­
ly the same grades. Three things were done to try to ensure 
this commonality; 1) a common outline of topics was used, 2) 
common objective midterm and final examinations *?ere given, 
and 3) similar programming assignments and grades were given. 
The analysis of variance for the criterion variables 
when divided by instructor is presented in Table XXIX. There 
are some guestions raised about the viability of the assump­
tion on commonality from instructor to instructor. The anal­
ysis of variance indicates some differences in scores for 
midterm examination and final examination. This was not ex­
pected because it is the one area where the most control of 
commonality was thought to be assured by the commonly admin­
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istered objective examinations. Further examination of the 
data indicates that Instructor 3 (Table XXIX) had the lowest 
average score for midterm and final examination score for 
both semesters. However, the evidence was not ccnclusive, 
during the Fall semester only is there a marked difference 
for this instructor and that difference could be explained by 
an unusually slow group of students. 
There was seme evidence to argue the viability of the 
basic assumptions but that evidence is spctty and 
inconclusive. The heterogeneity of the subjects from the 
Fall semester is arguable, but at least that distribution of 
data seems to fit the distribution of data from the subjects 
for the Spring semester. The only arguable point therefore 
might be the application of the model to future students if 
the makeup of those future students should change. The 
commonality of the course is arguable only if it is assumed 
that one instructor was less able or less willing to teach 
from the common outline. The counter argument might be that 
he was the only instructor not teaching the tests. No argu­
ment against the basic assumptions holds though for all cri­
terion variables for both semesters. 
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TABLE XXIX 
Analysis of Variance 
for criterion Variables by Instructor 
Criterion F75 S76 
Variable Inst Â ve Std F Ave Std £ 
Midterm 8, .14** 1. 16 
1 74. 40 12. 90 74. 20 18. 70 
2 69. 70 12. 70 73. 10 12. 50 
3 59. 80 10. 20 69. 00 14. 00 
4 70. 40 15. 90 69. 10 12. 2 
Program 0. ,44 0.72 
1 2. 86 1. 17 2. 83 1. 21 
2 2. 64 1 . 16 2. 68 1. 49 
3 2. 76 1. 00 2. 93 0. 81 
4 2. 52 1. 28 2. 50 1. 29 
Final 2.92» 3.28* 
1 49.00 8.91 48.50 9.C9 
2 50.20 7.32 55.30 5.24 
3 45.80 8.21 47.40 9.75 
4 52.10 7.49 48.70 8.90 
Grade 2.04 0.37 
1 2.70 1.00 2.54 1.08 
2 2.54 1.11 2.45 1.28 
3 2. 11 1.06 2.31 1. 05 
4 Z.65 1.17 2.29 1.22 
* p < 0.05 
** p < 0.01 
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Dropouts 
Those subjects who started the course but didn't finish 
it are callea dropouts. These subjects were not assumed to 
have dropped the course only because of receiving poor or 
failing marks during the first part of the course. Because 
of this assumption the dropouts were not included as failing 
grades in the model for the programming grade cr course 
grade. To include the dropouts would mean that a letter 
grade of 'D' or 'F' would have to be assigned. Ths questicn 
would be, what should the grades be, all «D's or all 'F's or 
a combination of the two depending on early marks. 
There were 22 students who dropped the course on whom 
complete biographical, temperament, and aptitude data were 
available (11 from each semester). During the Fall semester 
10 of the 11 dropouts took the midterm examination and 7 of 
the 11 dropouts took the midterm examination during the 
Spring semester. 
To help analyze the data from the dropouts, the predic­
tive model for course grade was used to project the dropout's 
course grades (Table XXX) . The mean of the predicted course 
grades (2.27 for F75 and 2.39 ror S76} was not sxgnxfzcantly 
lower for either semester than the mean of the grades as­
signed to the students who completed the course (2.56 for F75 
and 2.45 for S76). Only one of the 22 predicted grades was 
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more that one standard deviation below the mean cf these who 
completed the course. 
TABLE XXX 
Predicted Course Grades for Dropouts 
F75 576 
1. 32 2. 14 
2.00 2.02 
2. 0 7 2.14 
1.80 1.78 
2. 53 2.66 
2.29 3. 69 
2. 56 3.01 
2.78 2. 14 
2.05 2.25 
3.49 1.72 
2.0 5 2.73 
Average 
Std Dev 
z.27 
0.55 
2.39 
0.56 
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To further analyze the dropouts, the predictive model 
for midterm examination score was used tc project the 
dropout's midterm examination scores. The predicted scores 
are paired with the actual scores in Table XXXI for the 17 of 
the 22 dropouts who took the midterm examination. Three in­
teresting facts have come to light; 1) none of the predicted 
results indicated very poor or failing scores, 2) 13 of the 
actual midterm examination scores were below or well below 
the predicted scores, and 3) the highly significant correla­
tion between midterm examination score and self predicted 
grade (Table II) . An implication here might be that the stu­
dent did not drop the course because of poor or failing 
grades but rather because the student was not matching his 
own expectations. In other words, the student did not drop 
because of the fear of failing but because he thought he 
should be doing better but wasn't and therefore decided tc 
drop. 
If students did not drop the course because of poor or 
failing grades then it is not reasonable in this case to 
include them as failing grades when constructing a model as 
Buff ( 1972) did in his study. 
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TABLE XXXI 
CcmparisoQ of Actual and Predicted 
Midterm Examination Scores for Dropouts 
Actual Predicted 
46 55 
41 62 
63 63 
46 61 
3 2  69 
41 66 
75 70 
50 72 
35 63 
94 81 
65 
66 
60 
60 
69 
83 
69 
S76 57 
56 
43 
68 
6 2  
70 
66 
F75 Ave = 69.1 dt d 
S76 Ave = 70.7 Std 
14. 1 
12. 5 
84 
Results 
In some ways the results of the investigation were 
gratifying and in other ways the results were a 
disappointment. The results are gratifying because the 
models for final examination score and course grade explained 
over uO% of the variance in the actual scores and grades. 
This figure is comparable with other recent studies in the 
computer area (Correnti, 1 969; Buff, 1972; and Gray, 1974), 
The models used college grade point average as their best 
predictor. The implication here is that a good student is a 
good student in all areas of study. The guest for the "com­
puter mentality" didn't show up as any special talent, at 
least not in areas covered by this investigation. Herein 
lies the disappointment, like Ponce de Leon and his ill fated 
search for the fountain of youth, the investigator's search 
for the so called "computer eentality" was unsuccessful. 
Several highly significant biographical variables were 
found by the investigation (high school rank, high school 
grade point average, college grade point average, number of 
mathematics and science courses taken in high school, number 
of semesters or mathematics and science courses taken in high 
school, high school mathematics and science grade point aver­
age, and self predicted grade) . Table VI indicates that 
these biographical variables are so highly intercorrelated 
with college grade point average that they provide little ad­
85 
ditional information. Two of the less significant biographi­
cal variables, father's occupation and heme town size, are 
not as highly intercorrelated with the others and do point 
out aa area of possible unique information. 
another disappointment was the poor and highly 
inconsistent showing of the temperament variables. 
Alspaugh's (1970) study led this investigator to expect to 
find significant correlations between the scales impulsive, 
sociable, and reflective and programming grade. Also, a pre­
liminary investigation of the temperament variables by the 
investigator in the Spring semester of 1975 indicated possi­
ble significance for the scales impulsive, sociable, and 
reflective with course grade. Impulsive was the only 
temperament variable to show significant negative correlation 
with programming grade (Taole IX) for the Spring semester but 
this vas ccspletely contradicted by the positive correlation 
found in the Fail semester's data. The data from the Spring 
semester does follow the expected pattern for the other three 
criterion variables but it doesn't agree with the data from 
the fall semester, thus leaving the investigation with an 
apparent contradiction. The intercorrelation matrix for 
temperament variables (Table XII) shows that impulsive and 
sociaole are highly intercorrelated while reflective does not 
indicate significant intercorrelation with impulsive cr 
sociable. The real disappointment about the temperament 
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variables is net the lack of correlation but the 
inconsistency in the data between Fall and Spring semesters. 
The GATE scales, while designed primarily for 
occupational discrimination, indicate remarkable consistency 
in their correlation with the criterion variables. General 
intelligence, verbal, numerical, and clerical scales show 
repeated significant or highly significant correlation with 
all criterion variables except programming grade. The 
intercorrelaticn matrix (Table iVIIl) shows that the four 
significant GATE scales are all highly intercorrelated thus 
limiting any unique information from these scales. General 
intelligence does appear in the models for all criterion 
variables except programming grade. The clerical scale does 
appear in the model for programming grade supporting 
Barrett's (1968) observation aoout "meticulous attention to 
detail" in his description of the "computer mentality". How­
ever, the clerical correlation is not consistent between 
semest ers. 
Only college grade point average, grade peint average in 
high school mathematics and science courses, and self pre­
dicted grade of all the independent variables tested indicate 
consistent significant or highly significant correlation with 
programming grade. There seem to be many inconsistencies in­
volving programming grade, implying possible inconsistencies 
in the determination of programming grade. The investigator 
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had the least control over the programming grade c£ all the 
criterion variables. Perhaps inconsistencies exist between 
instructors as to what constitutes a good program. 
College grade peint average is the dominant factor in 
the determination of all the criterion variables. The model 
for course grade 
Grade = -G.851 + 1.195 x G PA 
implies that Introduction to Computers is a more difficult 
course than the average college course, at least at Northwest 
Missouri State University. 
Examples: 
for CPA = 2.00, Grade = 1.54, 
for GPA = J. 00, Grade = 2.78, 
for GPA = 4.00, Grade = 3.93. 
Lise of the Study 
The Introduction to Computers course at Northwest 
Missouri State University is used to screen and recruit 
students as possible computer science majors or business-
computer science majors. The results of this study, while 
not strong enough to be used as an absolute in determining 
majors in the computer area, can at least point out the 
probability of doing well in this particular area of study. 
I he investigator plans to use the results of this study 
to advise all students, who come to hia expressing an 
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interest ia computer science, about their prospects of suc­
cess in computer science. The investigator plans to use the 
results of this study to encourage students to take the 
course early in their college career and thus open up a pos­
sible new or additional area of study for them. 
Further Study 
As is the case with many research studies, this investi­
gation uncovered additional questions. Three question in 
particular are posed for possible further research. 
The first of these questions concerns the influence of 
the occupation of the parents on college students in qeneral 
and in particular cn computer science majors. Perhaps a 
better method of classifyinq occupations could be found or a 
method of weighting certain occupations more heavily than 
others. It might be possible to investigate the parent's 
occupations of presently successful computer scientists. 
The second question concerns the temperament of computer 
scientists. Is it unique? Is it similar to other 
scientists? Is it similar for most college students with 
high grade point averages or low grade point averaqes? The 
results of this study were inconsistent and inconclusive con­
cerning the temperament variables. The investiqator plans a 
futurs study involvinq the Thurstone Temperament Schedule and 
students in upper division (Junior and Senior level) computer 
sciences courses at Northwest Missouri State University. 
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The third question that this study has uncovered is that 
of determining a programming grade. What do instructors in 
computer programming courses consider when grading student 
programs? Is there a common ground of what is thought of as 
a good program as opposed to a bad program? Do instructors 
teaching multisectioned courses need tc communicate or 
compromise on grading policies for student written programs? 
This investigation may arouse more questions from other 
researchers but these three afore mentioned manor questions 
are the important ones raised in the mind of this 
investigator as an educator and researcher. 
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CHAPTER VII. SUMMAEY 
Computer science is a young but rapidly growing field of 
study. Each year nearly half a million undergraduate 
students sign up for introductory computer courses on 
campuses across the country. The sub-jects of this study were 
students enrolled in such an introductory course at Northwest 
Missouri State University durinq the Fall 1975 and Spring 
1976 semesters. Biographical information, in the form of an 
autobiographical guestionnaire (Appendix B), temperament in­
formation, from the Ihurstone Temperament Schedule, and gen­
eral aptitude information, from the General Aptitude Test 
Battery (GATB) , were gathered from each of the sub-jects. The 
biographical, temperament, and general aptitude data from the 
subjects enrolled in the Fall semester were analyzed and used 
to construct predictive models for the criterion variables 
midterm examination score, programming grade, final examina­
tion score, and course grade. The data from the sub-jects 
enrolled durinq the Spring semester were analyzed and used to 
cross validate the predictive models. 
The hypothesis that the independent biographical 
variables were not correlated with the criterion variables 
was rejected at the 0.C5 level of significance for high 
school rank, the number of mathematics and science courses 
taken in high school, and the number of semesters of mathe­
matics and science courses taken in high school. This 
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hypothesis was also rejected at the 0.01 level of signifi­
cance for high school grade point average, college grade 
point average, high school mathematics and science grade 
point average, and self predicted grade. The analysis failed 
to reject this hypothesis at the 0.05 level for variables 
age, sex, number of children in the family, birth rank in the 
family, mother's occupation, year in college, father's occu­
pation, and size of home town. 
The hypothesis that the independent temperament 
variables were not correlated with the criterion variables 
was not rejected at the 0.05 level of significance for the 
temperament variables active, vigorous, dominate, stable, and 
reflective. Inconsistencies between Fall and Spring 
semesters clouded rhe picture for the variables impulsive and 
sociable, with Spring's data indicating rejection and Fall's 
data failing to reject this hypothesis. 
The hypothesis that the independent general aptitude 
variables were not correlated with the criterion variables 
was rejected at the 0.05 level of significance for the 
variables verbal, numerical, and clerical and at the 0.01 
level for general intelligence. Spatial and form perception 
failed to reject this hypothesis at the 0.05 level. 
The hypothesis -that the predictive models were not sig­
nificant predictors of achievement was rejected for all of 
the criterion variables. However, the model for midterm ex-
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aminatioa score explained only 20% of the variance in actual 
score when cross validated and the model for programming 
grade explained only 15% of the variance in actual grade. 
The models for final examination score and course grade 
faired much better when cross validated, explaining 44% and 
43% respectively of the actual variance. 
The best predictors of midterm examination score were 
general intelligence, college grade point average, and 
vigorous. College grade point average was the best predictor 
for programming grade, final examination score, and course 
grade. The model for course grade implies the Introduction 
to Computers may be a slightly more difficult course than the 
average college course. 
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APPENDIX A. OUTLINE FOE CS 150 
Class period Topic Program 
1 Introduction 
2 History of computers 
3 Computer equipment Computer 
U Number systems Center 
5 Number systems Tour 
6 Number systems Data 
7 Boolean logic Laboratory 
8 Boolean logic 
9 Boolean logic Bank 
10 Info representation Reccncillia-
11 Storage devices tion 
12 Review Computer 
13 Exam #1 Aided text 
14 Review exam #1 Editing 
15 Hypothetical computer SMAC 
16 Hypothetical computer Program #1 
17 Flow charting 
18 Example SMAC programs SMAC 
19 Example SMAC programs Program #2 
20 Example SMAC programs 
2 1 Computer languages SMAC 
22 Review Program #3 
2 3 Midterm exam 
24 Review midterm exam 
25 Basic TENfOR instructions 
26 Basic TENFOR instructions TENICfi 
27 Subscripted variables Program #1 
2o Subscripted vanaDles (%tsratzenj 
29 lENFOR to FORTRAN IV TENFOR 
30 Do loops Program #2 
3 1 Do loops (subscripts) 
32 Format statements FORTRAN 
33 Format statements Program #1 
3 4 Review lDo_loo£^ 
35 Exam #3 
36 Implied do loops FORTRAN 
37 Subprograms Program #2 
38 Subprograms (formatting) 
39 Computers and society FORTRAN 
40 Applications Program #3 
41 Human affairs (subprogram) 
42 Control FORTRAN 
4 3 Future Program #4 
44 Review (optional) 
45 Final exam 
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APPENDIX E. BIOGRAPHICAL QUESIIONNAIEE 
Last first Middle Initial 
Age 
Social Security Number 
Sex (circle) MALE lEHALE 
Number of brothers and sisters 
Bank in the family (1st born, 2nd born, etc.) 
Father's occupation 
Mother's occupation 
Size of home town (circle) 
less than less than less than greater than 
Rural 1,000 10,000 100,000 100,000 
Number in High School graduating class 
Bank in High School class 
High School grade point average 
College grade point average 
College Major 
Year in college (circle) FB SO JR SE GS 
List all Math and Science courses taken in High School 
also number of semesters and grade 
Çguçsg Semesters Grade 
Predict the grade you think you will get in this course 
(not the grade you hope you will get) 
100 
Coding of Biographical Items 
Sex 
1-male 
2-female 
Occupâticn 
1-professional 
2-skilled 
3-business 
4-clerk 
5-unskilled 
Size of home town 
1-rural 
2-less than 1,000 
3-less than 10,000 
4-less than 100,000 
5-greater than 100,000 
Year in college 
1-freshman 
2-sophmore 
3-junior 
4-senior 
5-graduate 
Predicted grade 
4 - A 
3-3 
2-C 
1-D 
0-F 
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APPENDIX C. DESCRIPTION OF TEMPEBAMENT SCALES 
Activa. A high score in this area suggests you like to be 
"on the go." You probatiy speak, walk, write, drive, 
work and eat fast even if you do not have to. 
Vigorous. A high score here indicates you enioy active 
sports, work requiring use of hands or tools, and 
outdoor occupations. You usually enjoy physical activi­
ty requiring a lot of energy. 
Impulsive. If you score hiqh in this area you are usually 
happy-go-lucky. You probably like to take chances, and 
can make decisions quickly. 
Dominant. A high score shows capacity for taking the 
initiative and assuming responsibility. You probably 
enjoy organizing social activities, promoting new 
projects, and persuading others. 
Stable. If you have a high Stable score you probably remain 
calm in a crisis, can disregard distractions while 
studying cr working, and are not irriated if interrupted 
when concentrating. 
Sociable. If you are sociable, you usually enjoy the company 
of others, make friends easily, and are sympathetic, 
cooperative, and agreeable in your relations with 
others. 
Reflective. & high score in this area indicates you like 
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meditative thinking and enjoy dealing with theoretical 
rather than practical problems. You usually prefer to 
work alone with material requiring accuracy and fine 
detail, 
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APPENDIX D. GATE COMBINIKG FCRM 
NABE 
S.S. 
1 RAW 1 i 1 J 1 1 i 
PART 1 SCORE 
1 
1 G 
1 
i V 1 
1 
N 1 S 
1 • 
1 P 
1 
1 Q 1 
1 1 
.1 
1 i 
i i 
1 
2 1 
1 
1 
J 
1 
1 
1 
1 1 1 1 1 
3 1 
.1 1 1 1 
1 1 1 1 
4 ! 1 
1 1 1 1 1 
-I \ i < 
1 1 1 1 1 
6 1 
.1 J l_ 
1 1 I 1 i 
7 1 1 1 1 1 
i 1 1 1 1 1 
API ITU DE 1 1 - I . .1 \ 1 
