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The problem to be studied is the system 
- = v,dc, + c,B,(c, )..., c‘.g), .f?. acz 
at ’ I an aR = 0, 
i = l,..., N; (*I 
vp z 0, n open, smooth, bounded in (w”. Under rhe assumption of a food 
pyramid condition on E&k, the existence of a convex Liapunov function for the 
ordinary differential equations, 
and under an extra hypothesis relating the yi’s with the Liapunov function 
it is shown that the solutions of (*) approach a compact connected set, a subset 
of the maximal invariant set of (*a). Applying the above to the system of the 
Volterra-Lo&a equations with diffusion, 
me obtain that any solution of (* * * ) approaches exponentially a periodic solution 
of the classical Volterra-Lo&a equations for arbitrary diffusion coefficients 
Ye, Y* and for any dimension. The stability of the manifold of the periodic 
solutions of the classical Volterra-Lo&a equations in the class of solutions of 
( * * *) is investigated. 
I. INTRODUCTION 
The equations considered in this paper form the system 
ac< 
- = v( Aci + c&(c, ,..., cN) on 52 x (0, co), at 
ac. (1-I) 
2 = 0 on CX2 x (0, co), vi > 0, I2 open, bounded, smooth an 
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introduced by Chow and Williams [3] in connection with ecological models. 
The basic hypothesis is a food pyramid condition on Bi’s. Such a statement is 
motivated by the fact that given N species living isolated in a certain region one 
may arrange them in an arithmetic sequence and in such a way so that the jth 
species may feed on any ith species (i <j) and may not feed on any Kth species 
(R > j). Consequently, the growth of the jth species should be bounded in 
terms of the available food, that is the magnitude of the ith species. This last 
statement is the content of the food pyramid condition. With this hypothesis in 
combination with the existence of a convex Liapunov function for the system 
of ordinary differential equations 
dC. 
2 = C&(C1 )...) CN) 
lit 
and under an extra assumption relating the vi’s with the Liapunov function 
we prove via the invariance principle that any solution of ( 1. l), for any dimension 
and arbitrary but positive diffusion coefficients vi > 0, approaches in a strong 
sense a compact connected set, a subset of the maximal invariant set of the 
system (1.2). 
These results generalize the work of Chow and Williams [3]. These authors 
obtained similar results for the case of the Volterra-Lotka equations with 
diffusion, 
ac -L = VI AC, + (a - c2) CL ,at f f ,  p positive constants, 
3% 
an - "4 4 + (cl - P) cg , onDx(O,ccr) U-3) 
ac, 
2% an I 
= 0 on af2 x (0, CO), i = 1,2, 
a special case of (1. l), under the additional restrictive hypothesis that the solution 
is L" bounded, uniformly for all time, an assumption that they were able to 
justify in the case of the one dimensional domain (rz - 1) or the equality of the 
diffusion coefficients (vr = va). 
In addition, we discuss the stability of the manifold of the periodic solutions 
of (1.3). For this, we need an extension to partial differential equations of results 
on the asymptotic behavior and stability near a K-parameter famiiy of periodic 
solutions, similar to Hale and Stokes [ll]. Finally, applying the above general 
results to the specific case of the system (1.3) we obtain that each solution of this 
for any dimension and any positive diffusion coefficients or , ~a approaches a 
periodic solution of the classical Volterra-Lotka equations exponentially with 
asymptotic phase and that, moreover, the family of periodic solutions of the 
Volterra-Lotka equations is asymptotically, stable with asymptotic phase and 
amplitude. The approach we have adopted of equations in a Banach space requires 
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less smoothness on the BUS and also permits an extension to nonautonomous 
equations without additional effort. 
One of the main technical results in this paper that seems to have more 
general applicability is the derivation of an a priori uniform (for all time) bound 
for the Lm norm of a solution of (1.4) in terms of a uniform bound of its L’ 
norm, 
$ = Au +f(x, t)% 
(I.41 au 
2% as2 / 
=o 
under the assumption f(x, t) < a, (but, in general, 1 j(x, t)! is not uniformly 
bounded), a being a positive constant. 
II. GLOBAL EXISTENCE-POSITWITS OF SOLUTIONS 
Let X be a Banach space with an order relation “>‘9 such that 
(4 x > x, 
@I “v~y,y~z=?x>%, 
(c) ~3Y~X+Z~y+z,hxZh3rforevervzE~,:XEIW’UCO). 
(d) The set (x E x 1 m > 0), called cone, is closed. 
Let a function G: x+ x be called increasing with respect to the above order if 
x >y G- G(x) > G(y). 
The following abstraction of the maximum principle then can be formulated 
(see [12]). 
LEMMA 2.1. Let -+fi be a sectorial operator1 in x zuith (M + /!f-% 3 0 -for 
x 3 0 9 (AI + ii-l increasing for all X > 0. Assume that f: [to, tJ X P -+ X 
is locally Lipschitzian and ow bounded sets B, 
B = {X E B 1 x > 0, /i x /ia < bj, (2.1) 
there exists a real c&.stant p = ,8(B) such that 
f (t, x) f ,h > 0, x E B, t E [to Z tI). (2.2) 
1 See [12] for definition. It turns out that. sectorial operators are precisely the ones that 
generate analytic semigroups. P is the space that Aa generates with its graph norm, 
OSa<l. 
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Then, if x0 E x”, x0 2 0, the solution x(t) = x(t, t,, ; x0) of dx/dt + Ax = 
f(t, x), x(to) = x0 s&--es the condition x(t) 3 0. 
Proof. The solution satisfies the variation of constants formula 
x(t) = e-d(t-to)xo + 
s 
t 
e-d(t-T)f(T, x(r)) ~37. (2.3) 
to 
In the case that condition (2.2) is satisfied with /3 = 0 the lemma is clear. The 
general case follows by the change of variables y  = eatx. Q.E.D. 
Consider the system 
I%. 
2 = vi& + ciBt(cl ,..., cN, t) 0nG x (0, co) 
at (2.4) 
vi positive constant, Q open smooth bounded set in [w” with boundary conditions 
&. 
-2 
I an im 
= 0 in a!S X (0, cc), (2.5) 
with a/&z. denoting the derivative along the outward normal, and initial conditions 
4% 0) =f&) on Q, i = l,..., IV. (2.6) 
Assume that B( : RN x R -+ R satisfy 
(Hl) B, is locally Lipschitz in (cr ,..., cN , t). 
Moreover, we have the hypotheses 
(H2) Positivity of the initial data: 
ff(.> 3 0,fi E Xi”, crsuchthat2u--%>u>O,a<l 
where v  is an arbitrarily small positive number,2 and where 
(H3) The food py ramid condition: there exists a positive constant b, such 
that B,(c, ,..., cN , t) < bl for cI > 0 )..., cN > 0. 
2 This inequality can always be satisfied for some a’s if p is chosen sufficiently large, 
how farge depending on the dimension, for example, if p = 2, ?z = 1,2, 3 then 0~ > 2 . 
The reason for choosing 01’s that large is so as to guarantee sufficient smoothness of the 
space where we pick our initial conditions. 
REACTION-DIFFUSION EQUATTIONS 205 
Also given that C, > O,..., C,-l 3 0 are in a bounded set B in W-l there 
exists positive bi = b@) such that 
Bi(c, I..-, CN , t) < bi , i = 2,..., N. 
We are ready to state the basic result of this section, 
THEOREM 2.1. Giwn the aboae hypotheses (HI), (H2), (H3) then the system 
(2.4) with the boundary conditions (2.5) and initial conditions (2.6) has a wipe 
classical solution c(x, t) = (c,(n, t),..., c,(x, t)) that exists for all time. Moreover, 
ci(x, t) > 0. Finally, ; f  f. z f  0 and f2 is connected, then CJX, t) > 0 JOY t > 0. 
F(c, t) = 
where c == col(c, ,..., Gv),f(Xj = co~(f,(+-,fN(~))* 
Then the system (2.4), (2.5), (2.6) can be written abstractly in the form 
$ + AC = F(c, t), C(X, 0) =f(xj (2.7) 
on the space Xk, 01 satisfying the inequality in (Hz) where X = l;“(Q) x ... x 
D(O). Note that A is sectorial (see [12] for defmition) with domain n%‘, D&j, 
@A,) = D(--d) = (4 E ?V2*P(Q)/a~j8n iao = 01. By the Glushko-Krein 
theorem [g] the following continuous injection holds: 
Iy”Gcv(Q) x .-a x C’“(Q), v  defined in (H2). (2.7)’ 
Hypothesis (H3) implies that the problem is well posed on Xx. In fact, orbits 
are defined for all time for nonnegative data. To show this, we proceed by 
contradiction. Accept for the moment that for nonnegative data the solution 
on its interval of existence is nonnegative and assume that we have a finite 
maximal interval of existence (0, t,,,). Then by th e continuation result in [Ej 
c-w 
206 NICHOLAS ALIKAKOS 
Consider the first equation of the system 
at = “I 4 + Q,(c, ,..., CN , 9, 
ac1 
an I & = 0. 
Multiplying (2.9) by cf-l(x, t) and integrating, we obtain 
(2.9) 
This inequality being true for every integer n > 2. The assumption (H3) was 
used in the above. Thus, 
ID clR(~, 4 dx G 4Q> evzblt II cd., O)ll~mcQ, (2.10) 
from which it follows that 
II C1C.Y f)ll,y,, & eat II cd-, W,~o, 7 o<t<4n,. 
Using hypothesis (H3) we obtain similarly that )I ci( ., t&(o) < ebit Ij ci( ., O)/lrm(o). 
Next, let us write the equation (2.9) in abstract form 
2 + d,cl = qc, t), A, = --vlA, Xl = P(J?). 
The associated variation of constants formula is 
cl(t) = e -A~f~,(0) + Lt e-A1(f-S)Fl(c, s) ds. (2.11) 
In estimating 11 . I/x1e we may assume that Re o(A,) > 6 without any harm 
(otherwise, add 6u to both sides of the equation). So after operating on both 
sides of (2.11) by AIo; we obtain 
11 A,“e-“lt IILy(sz) < Kt-“e-‘” + Iot e-“(t-“)(t - s)-’ // F,(c, s)lILptRJ ds. 
Here we made use of the well known estimate 
I/ rl~e-‘+’ J!LP,R) < Cat -Pt. 
Thus, ~l~~(t)l]~,~ is bounded as t+tmilx since [ F,(c, s)i < constant. Hence, the above 
reasoning can be applied to the second equation and so on Consequently, we obtain 
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after hi applications a contradiction to (2.8). Next observe that (XT + A-r 2 0 
where X > 0. That is, (M + A)-l is a positive operator on the cone of nonnega- 
tive functions. This follows directly from the same property of the Laplacian 
under Neumann boundary condition and reflects the positivity of the associated 
Green’s function. It can be easily seen that the food pyramid conditian (H3) 
implies that the conditions of Lemma 2.1 hold for the equation (2.7), where 
AT = X, -?i =: 4 and the relevant cone is that of the nonnegative functions. 
Consequently, the solution of (2.7) is nonnegative, that is c.~(x, t) 2 0 on ,Q x 
[0, co). That fi(x) + 0, f{(x) > 0 im pl ies, in the case of connected S, that 
ci(x, t) > 0 for t > 0, has been observed in [3] and follows immediately by the 
strong maximum principle for parabolic operators [20]. Finally, we come to the 
regularity of the solution. It is known ([12]) that t ++ dc/dt is locally HSlder 
continuous as a map from [w to Xn which in turn is continuously imbedded in Cy. 
It follows that (x, t) - c(x, t), (x, t) -+ &(x, t)/at are continuous maps. (The 
derivative a/at exists in the classical sense.) Now 
,4c = F(c, t) - 9 E cy which implies that c E Cv+s. 
III. AN A PRIORI BOUND 
Consider the equation 
au 
- = v1 Au + 2&3(.x, t) on J2 X (0, co), 
at 
324 
si I &-J = 
0 on aQ x (0, CQ), 
u(x, 0) =f(.Y) > 0 (vi is a positive constant), 
under the hypothesis 
Q.E.D. 
(3-l) 
(3.2) 
(3.3) 
(H) B(x, t) < a, a is a positive constant, B(x, t) is locally Lipschitz in (N, t). 
Our objective in this section is to show that L1 uniform boundedness of the 
solution implies L* uniform boundedness. This fact will be used in the next 
section in connection with the food pyramid hypothesis (H3). Let X1 = P(Q), 
p 3 2, and assume 0 C IFP. Recall that if the nonnegative initial condition 
jr(~) is in <a: where 01 E [0, 1) and satisfies 
11 
2ff-->v>o 
P 
(3.4) 
then, by the results of the previous section, we secure the global existence of a 
nonnegative classical solution to (3.1): (3.2), (3.3). 
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We are ready now to state the main result of this section and in some sense 
the heart of the paper. 
THEOREM 3.1. Consider the equation (3.1), (3.2), (3.3) and assume that 
24(x, t) > 0, and sup t20 Js? u(x, t) dx < R, K a Jinite positive constant. Then 
under the hypothesis (H) we have that 
;;: II 4.7 tNp,,, . 4 K*, where K* is a constant 
, 
that depends on K and on 11 u(., O)jILm(E) . 
Proof Multiplying the equation by u2’-l and integrating over Sz we obtain 
2”- 1 
<--F---v 22&-Z 1 $, 1 V(U~“~)~~ dx + a I, 19” d.v (3.5) 
equivalently, 
d - (+ s, (&‘)” dx) < - w v1 jn j V(u2”-‘)I2 dx 
dt 
+ 2h’-la I;, (u2”-1)2 dir. (34 
Let 
G-1 = 2” - 1 21’ u*, v  __I = vr: ) a, = or2+1. 1 p-1 (3.7) 
Then (3.6) takes the simple form 
(3.8) 
Next, recall the Nirenberg-Gagliardo interpolation inequality ([6], Th. 10.1) 
a special case of which is the inequality 
from which we obtain with the help of Young’s inequality 
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Choosing 0 < E < 4 it follows that 
II E II;* < E II vi? !I;2 + G II t II’,1 > 
where 
C, = (constant)e+/“. 
(3.9) 
(3.10) 
By substituting u* in the place of 8 in (3.9) and fk in the place of E we obtain, 
after multiplying each side by (al, $- ck) and rearranging 
-(an, -I- Ek) Jo (u*)’ dx + (UP + 4 c:, (jD u* dx)” 
> -(ak + 63 Eli s, 1 Vu” 12 dx. (3.11) 
Choosing Q such that atEa + E> < vii we obtain from (3.8) via (3.11) that 
d 
- (i! jfl (u*)" do) < -vk ja 1 VU* I2 dx $ a, jo @*)” dX dt 
B 4% + 4 fk ‘R 1 1 Vu* j2 dx + a, j, (u*)” dx 
where by “boundgO Jo u* d 3” we mean a constant that dominates f, u* dx for 
all time. It follows easily from (3.12) that 
I (u*)” dx < max R I (uk+cfc’k [bT;zd jou*dxr, jQ(U+(X,0))2dx\. 
Resubstituting back the u* from (3.7) and assuming for convenience that 
m(Q) = 1 we obtain from the above that 
s 
u3 dx < max 
SE I 
(a, + Ek) cc, 
Ek [byy:d s, u2’-l dxr, // u(., O)j!g,,,1. (3.13) 
Without loss of generality we may as well assume that (ak + &JGJElr > 1, 
K = 1, 2,... and that K, the constant that dominates so u(x, t) dx for all time, 
505/33;2-5 
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dominates j/ u(., O&(o) as well. Doing all these then we obtain fairly simply 
from (3.13) the inequality 
s 2 *?k dr( (ale + Ek:> cc, 9 @k-l + <k-l) q+, . . . . \ R ( EL I( Ek-1 1 
( 
(a1 + 4 c,, 2-K@ 
El ) 
The final goal is to estimate the right hand side of (3.14) and show that it behaves 
like (const.)2L. Then by taking the l/2” power of both sides we can pass to the 
limit and obtain the L” estimate. 
Recall from (3.10) that C, behaves like l/c A, h = n/2. Thus, without loss of 
generality 
(“a” possibly a bigger constant than the initially introduced “a”). To see this 
note that E* satisfies the inequality 
and so using the definitions of Ye and ab in (3.7) we obtain that Ed can be chosen 
of the order 1/4k. Consequently, the right hand side of (3.14) becomes 
(2k(h+2)a)20(2(k-1)(n-t2)a)21(20(h+Z)a)22 . . . (2(k-(k-l))(A+2)a)2”-1 . K”’ 
= a2a-1 . 2bW)(k+2(k-l)+2”(k-2)f~~+2”-~(k-(k-l))) . K2” 
=a $'-l . 2U+2)G-L+2"+1-2) . K"*- (3.17) 
s u2E & < a2"-l . 2(Af2)(-k+2”+1-2) . K”‘: (3.18) R 
Taking the limit as K -+ + cc of the l/2” power of both sides of (3.18) we obtain 
II * II p(n) G &$a (2'~U/2" . 2(A+2,(-k+2k+'-1,/2k. K) 
= a . 2”0+2’ . Km Q.E.D. 
Remarks. (a) Note that the bound for [I ?I [lLWta, increases with the dimension 
since h = n/2. 
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(b) This result expressed in Theorem 3.1 holds for more general equations. 
In fact, D. Henry observed that by employing the above method of proof one 
can obtain an identical result for the more general 
Zft == Au + f  a,(x, t) 2 + b(x, t)u on 8 x (0, T), 
j=l 3 
n 
u$yl on ar> x (0, T) 
with b(x, t) < C, , j +(x, t)\ < C. 
IV. ASYMPTOTIC BEHAVIOR 
The concept of the Liapunov function will be central in the considerations 
to follow. (See, also [17].) 
DEFINITION 4.1. Let (s(t), t > 0} b e a nonlinear semigroup on a complete 
metric space C. A Liapunov Function is a continuous real valued function li 
on C such that 
3(N) =ig f{v(s(t)x) - V(x)) < 0 (4.1) 
for all s E C. The possibility F(X) = - co is not excluded. Given an autonomous 
equation (A), by the expression “i7 is a Liapunov function for (A)” we will 
understand that if s(t) denotes the nonlinear semigroup that (A) generates then 
fT and S(t) are related as I/ and s(t) in the above definition 
DEFINITION 4.2. If  x0 E C, y(x,,) = (S(t)x, ; t 2 O] is the orbit through x0 ~ 
then the w-limit set for x0 is defined by 
w(x,,) = (X E C / there exists t,-+ fee such that S(t,Jx,-+ of. 
Consider the system 
8.C. 
2 = vi AC+ + c&(c, ,..., CM) 
at 
on Q x (0, co), 
ac. 2 -0 
an aQ .- on a52 x (0, CO>, 
C~(X,0)=~~(X)Ex~‘,2cr-~~v>0,0<1,~~(s)=;0, 
Q bounded, open, smooth in W, 
vI positive constants, i = I,..., ii? 
(4.2) 
(4.3) 
(4.4) 
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The associated system of ordinary differential equations is 
de. 
2 = c,B& )..., CN), 
dt 
i = l,..., N. 
The following hypothesis will play an important role in what follows. 
(4.5) 
(H4) There exists a Liapunov function E(z, ,..., .zN), for (4.5) on 
((z, T.--f ZN), .zi > 0, i = 1). .., N) with the following additional properties: 
(i) The Hessian [iYE/&,&,] is positive semidefinite and [v~(S’E~&@~~)] 
is positive definite except at isolated points. 
(ii) I f  cn = (zr ,..., zN) then limlzl++m E(x) = +co. 
The following lemma will be very useful. 
LEMMA 4.1. -Assume that E(z; ,..., zN) is a Liapunov function for (4.5) that 
satisjes (H4)(i). Then the functional V defined by 
RU-~-JN(*>> = s, -W&Lfdx)) dx (4.6) 
is a Liapuncw function for (4.2), (4.3) on Xe n ff(.)/f(x) 2 0). In fact if+, t) = 
col(c,(x, t), c&G t),..., c,(x, t)), c(x, t) so&ion of (4.2), (4.3) then 
,..., c,(-7 t)) 
(4.7) 
Proof, Observe that if we show (4.7)3 the proof will be over since the second 
term is nonpositive by virtue of E being a Liapunov function for the system (4.5) 
and the first term is nonpositive by (H4)(i). Continuity of Van X8 is immediate. 
Integration by parts gives 
S I am indebted to Reza Malek-Madani for a very helpful suggestion in connection 
with (4.7)). 
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Note that the integrand of the first term equals 
Xext, we have the principal result of this section. 
THEOREM 4.1. Consider the system (4.2), (4.31, (4.4), and assume that hype- 
theses (Hl), (H2), (H3), (H4) are satisjied. Then, for nonnegative data (fi ,...,fN) 
such that V(fi ,..., fN) < + 00 each orbit is compact in X10, 0 < 01” < 1 and tends 
in the XQ sense to a compact connected iwariant subset of the associated system 
(4.5) of ordirzary dz@e?wztial equations. &lore specijically, each orbit tends to a 
compact connected set in the maximal inoariant subset of 
E” = {f = (J’; ,..., fN),fE r) s”~p(~) = 0) 
O<ao<l 
= (c = (Cl ,. ..) c&.), ci E R/S(c, )...) CN) = 0). 
Proof. Let c(x, t) be a solution of (4.2), (4.3), (4.4). Since I’ is a Liapunov 
function for (4.21, (4.3) 
Since the Hessian of E by (H4)(i) is positive semidefinite E is convex. Then by 
the vector analogue of Jensen’s inequality, it follows from (4.8) that 
E (J‘ cl@, t) dx ,..., j c&, t) dx) G \ ~(f,(x) ,..., f&)) ds. (4.9) 
>a n -52 
Consequently, by taking into account (H4)(ii) we obtain 
* 
J 
c&c, t)dx < K = K(f) < +cc, i==l ,...) N. (4.10) 
52 
Consider the first equation in (4.2). Using (4.20) with i = 1, Theorem 3.1 
and (H3) we obtain that I/ cr(., t)jl,,(,) < constant. Using the food pyramid 
condition (H3) we obtain similarly from the second equation that jj cz(., t)j\,,t.Gj < 
constant and in general that 1) c~(., t)JJ,,(n) < constant, i = l,..., N. Then by 
the smoothing action of the differential equation we obtain that the orbits are 
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bounded in the XX0 sense, 01s E [0, 1) and so a fortiori compact. Thus, the 
Invariance Principle is applicable [IO], [ 171. Q.E.D. 
Note. The space X& is continuously embedded into C*(G) so the convergence 
of the solution to the invariant set in E* is quite strong. 
COROLLARY 4.1. Assume the same hypothesis as in Theorem 4.1. In addition, 
assume that lim ato+ E(:, ,.-.s zzN) = A-OS. Then the space average oj’ the z&h 
coordinate of the corresponding solution c(x, t) .with initial condition f that satis$es 
V(f) < + CD is bounded away from xero by a constant not depending on the 
d@usion coe@cients. 
Proof. It follows immediately from (4.9). Q.E.D. 
Note. We overlook on purpose the pathological aspect of E, possibly be- 
coming infinite at zero, a fact that formally disqualifies it from being a Liapunov 
function. We discuss this technicality in Section 6 and show that it can be 
resolved easily. 
This simple corollary has significance in connection to applications. It implies 
very strongly the statement that no species is lead to extinction. Observe that 
the connectivity of the domain D as well as the magnitude of the diffusion 
coefficients are immaterial. 
Next, we state another immediate corollary for asymptotically autonomous 
systems 
COROLLARS 4.2. Consider the system 
ac, 
at = vi & + ciBi(cl ,..., cN , t) on 8 X (0, co), (4.11) 
6C. 
2 
an aR E 
0 on aG x (0, CD], i = I,..., N, 
Ci(X, 0) = fi(X) E Xl@, 2+v>o, a < 1. 
Assume that tlze B,‘s satisfy (Hl), (H2), (H3), and tlzat 
lim B& ,..., Ehr , t) = B,(F, ,..., F,), (Et ,..., CN) E R”, t-++m 
the convergence beiq uniform on bounded sets in RN. 
Colzsider also the limiting system 
au, 
_ = vi hi + u,B,(u, ,..+, uN) on G x (0, co), 
at 
(4.14) 
au. 2 
&z. I an = 
0 on 82 x (0, cc), (4.15) 
z+(x, 0) = gi(x) E Xlm, a as above. (4.16) 
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Assume that a solution c(x, t) of(4.11), (4.12), (4.13) has bounded space average. 
Then, its corresponding orbit is relatively compact in Xao, a0 c [O, 1) and is so 
contained in a bounded set B and moreover 
dist&c(t), Mf -+ 0 as t + +co, 
where M is the maximal invariant subset Sz B of the system (4.14), (4.15) 
Proof. That boundedness of the space average implies compactness of the 
orbit follows from the proof of Theorem 4.1 via the result given in Theorem 3.1. 
The rest follows by Theorem 4.3.6 of Henry [12]. 
Remarks. Convexity of the Liapunov functional turns out to be a situation 
very commonly encountered. 
We list below two simple examples that conform to our general hypotheses 
and have some prominence in ecology [22]. 
(a) A direct analog of the Volterra-Lotka equations for n-prey system 
given by 
(4.17) 
@i(t) - = P,(t) 
dt --b, + f  B&j(t) 1 > i = l,..., 72, j=I 
where ai ? bi ~ olii, pij are non-negative constants. 
A more special version of this is given by 
dN&) 
dt= N<(t) Uf - 2 aijfVj(t) j=l I 
7 i = I,..., m, (4.18) 
where (aij) is antisymmetric. This one possesses a convex Liapunov function 
[22] given by 
@Wl ,.-a, N,,,) = f {Ni - IV: In IV,) (4.19) 
i=l 
N* being the equilibria. 
(b) A competition model with symmetry given by 
dNi( t) 
at = N,(t) I 
) i = 1, 2 ,...) m. (4.20) 
(aij) is symmetric and positive definite. 
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Again, a convex Liapunov function exists given by 
ON ,..., N,) = c (NC - N:) olij(Nj - N;). (4.21) 
i&l 
V. STABILITY OF THE MANIFOLD OF A K-PAFIAMETER 
FAMILY OF PERIODIC SOLUTIONS 
In this section, we will be concerned with the stability properties of a K- 
parameter family of periodic solutions of the abstract equation 
g + Au =f(u), 
u(t,) = ug E x, 
where X is a Banach space, A is a sectorial operator [12], f = UC Xti + X, 
f is C on U, for an open set U in Xm,4 
Very general results of this kind were first given by Hale and Stokes [ll] in 
the case of ordinary differential equations, that generalized the classical results 
on the behavior of the ilow around a periodic orbit of an autonomous equation. 
Iooss [14] was the first to discuss the orbital stability of a periodic solution for 
a partial differential equation. Our approach follows very closely that of Henry 
[ 121 who abstracted and formulated the theorem of orbital stability of a periodic 
solution for general parabolic equations and developed a lot of the relevant 
machinery. 
Our method of proof consists of a slight modification of the method presented 
in [12] where the case of a single periodic orbit is handled. 
Some terminology with a few definitions are indispensable. Assume that (5.1) 
has a nontrivial periodic solution u&t) of least period p, contained in U. 
Provided that the map t wf,(q,(t)), as a map from R to U(Xa, X), is Hijlder 
continuous we can associate to (5.1) the variation equation 
(5.2) 
Define theperiod ntap to be the operator U(t) = T(t + p, t), T being the evolutio 
operator of (5.2). The nonzero eigenvalues of U(t) are called clzaracteristic 
multipliers. 
It can be easily seen that U(t + p) = U(t) for all t; that a(U(t)) - (0) is 
independent of t (and thus so are the characteristic multipliers); that if -4 has 
4 The “e” in this section is some number in [0, 1) and unrelated to the “a” introduced 
in hypothesis (H2). 
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compact resolvent then U’(t) is compact. All these and much more may be found 
in [12]. 
Now we are ready to state the theorem. 
THEOREM 5.1. Consider zi + Au = f(u), fi U C Xti -+ X, f  E Cl, U open set. 
Assume that {u&t, b)} is a family of nontrivial periodic solutions uo(t + w(b), b) = 
uo(t, b), lying in U, where w(b) is the least period, w(b) > 0. Moreo@er, assume 
that the maps 
b - uo(t, Q, 
b-w(b) 
are C2, as maps from V, an open set in R7;, to XG and Rf, respectively. In addition, 
assume that 
Rank{zi,(t, b), au,,(t, b)/i%} = k + 1 and that for each b the period map of the 
variational equation 3 + Ay = fU(uo(t, b))y has 1 as a k + l-dimension& charac- 
teristic multiplier with the remainder of the spectrum in the set 
jp 1 / p 1 < e-E(b)o(b), p(b) > 0). 
Then the manifold (u,(t, b)}bGY = m is orbital& asymptotically stable with asymp- 
totic phase and amplitude, that is, if 
dist,,ju(O), rn} = $11 u(O) - zc,(t, b)il, < p/2M p > 0, 
then the solution through u(O) exists on (0, co) and, moreover, there exists 8* = 
@(u(O)) and b* = b(u(0)) with the property 
I! u(t) - 2io(t - e*, b*)jl, < 2pe-B(b*)t t > 0. 
Before we present a proof we will make some comments. 
Comments. (a) Note that the assumption Rank{d,,(t, b), C&,/S> = k -+ 1 
for each b, t implies that the period map Ub of eakh variational equation has at 
least a k +- l-dimensional generalized eigenspace associated to the charac- 
teristic multiplier 1. 
(b) In the case that A has compact resolvent the assumption that b is in KV 
and not in an infinite dimensional space is not restrictive at all; for in this case 
the manifold of periodic solutions has to be finite dimensional. This can be 
thought of as a manifestation of a very general theorem due to Mallet-Paret [19] 
about the dimensionality of the set of initial conditions for which one can 
extend the flow backwards. In our special case, finite dimensionality follows 
immediately from the compactness of the period map. 
Proof cf Theorem 5.1. Fix b and consider the change of variables 
u = u,(t, b) + x. 
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Then the equation (5.1) takes the form 
2 + [A -fu(uo(t, b))]x =: g(r, z) (5.3) 
where 
if/l z1 IL , II 2; IL -=c P and 4~) -+ 0 as p + 0 + . Consider the associated variational 
equation 
Let Ub denote the period map. Note that (1) is a spectral set of u(Clb(t)). By 
results of [12] we have the decomposition X = X,(t) 0 X2(t) where 
(5.5) 
and 
4w3 Ix,(t)) = 01 = KL u(W) IX,(d) = 4W)) - 01 t (5.6) 
X,(t), X2(t) are invariant and if t 2 s me have that T(t, s): X;(S) -+ X;(t), is 
one-to-one and onto. T(t, s) is the evolution operator of (5.4). Moreover, we can 
assure the existence of a family of bounded operators, invertible and such that 
Gdt): X&o) + X1(t), Pa@ + 4)) = Pb(O, 
P&o) = 1 (5.7) 
and of a bounded operator C on X,(S,) with u(C) = (l/w(b)) In or = 0. For 
zc E X,(S), all t, s we have the Floquet representation 
T,(t, s)u = PJt) ecff--s)P;ys)u. (5.8) 
For zls E X2”(s), t > s, we have the estimates 
Jj T(t, s)u2 /Ia < &fe-6’(t-s) )J 24, Ila , M(t - ~)-%-fl’(~-~) JJ u2 /I (5.9) 
for some /? = p(b) > B(6) > 0, IW = M(B). 
Also, for or E X,(s), for any E > 0, there is anIl& such that we have the estimate 
II qt, 4% IL < -%e-E(t-s) II a, lb s > t. (5.10) 
This follows from the finite dimensionality of X,(s). 
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Choose p > 0 such that 
M(t) K(p) MO (f + Jorn e--(-)y---a d.$j f  $, EEz- ; , (5.11) 
where Ma = max,(jl E,(s)[J, // Ea(s)II}, I& , Ez being the projections associated to 
XI(s), X’,(s). The map z -+F(x) defined by 
- 
J -m w, $1 &W g(s, $4) & t 3 t,, 
(5.12) 
t 
is a contraction on the set of continuous maps x: [t, 2 CO) -+ X& with the norm 
provided a E Xa(t,), 11 a ljoL < p/2M. Let z*(.; a, b) be the unique fixed point of 
the above contraction. Then clearly u*(t; a, b) = z+,(t, b) + z*(f; LZ, b) is a 
solution of the differential equation (5.1) for t > t,, . The idea now is to show 
that all solutions near the manifold are given in the above form. The implicit 
function theorem is the tool to be used. 
Given a solution of (5.1) if & is sufficiently close to u(fO , b,) then the solution 
with zd(tt, - w(b), 5) = 4, t > to - w(b,) exists on [t, - I, to + w(b,) + ~1. 
Our goal is to show the existence of a* E X2(to), b* E C” and 8* > 0 such that 
where 
u(t, + e*, f) = “*(tQ ; a”, b*), (5.23) 
Let 
1 8* j + Ij n* /lo1 + !/ b* - b, // is arbitrarily small. 
qe, a, 6; 0 E ~(t, + e, 0 - 2;*(t,; a, 6) + u - qt, , 6) 
- %&, 43) - 36 
%I& 1 4d 6 
- 
Then (5.13) is equivalent to 
Let 
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ko(to 9 bo) 0 
0 auo(to , bo) 
ab 
0 
is an isomorphism. 
Consequently, the implicit function theorem is applicable. Q.E.D. 
VI. AN APPLICATION: THE VOLTERRA-LOTKA EQUATIONS WITH DIFFUSION 
In this final section we will apply the results obtained so far to the system (1.3) 
which was our major motivation. The classical Volterra-Lotka Predator-Prey 
model is given by the system of ordinary differential equations 
__ = (01’ - @J CD1 , 
dt 
cy’, /3’ positive constants. 
d% - = (a$ - /3’) Q2 , 
dt 
(6.1) 
It is well-known (see [21] for example) that all the orbits of (6.1) are periodic, 
and that there is a first integral given by 
E(x, y) = [d/T-l(.r - /3’ - /I’ In@‘+) + y  - a’ - 01’ ln(ol’-ly)) 
= m4 + q y), (6.2) 
where 
q4 = --& x - $ - -$ In@-%), (6.3) 
K?(Y) = -$ y  - + - + ln(&ly). 
Note that 
-q-q > 0, x > 0, 
E;(x) > 0, 
lim Ei(z) = +co, z+O+ 
lim E,(z) = $-co. 2++U2 
(6.4) 
(6.4) 
(6.5) 
(6.6) 
(6.7) 
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Consider the associated system of diffusion equations 
au --L = Vl Au, + (CL’ - u2) u1 ) at 
au -2 = v2 Au, + (ul - /I’) 24,) at (6.9) 
S2 bounded, smooth, open in Rn, vI > 0, va > 0, with boundary conditions 
a& 
an z&a I = 0 on ix? x (0, m), 
Ui(X, 0) = f&g. (6.11) 
The assumptions of Theorem 4.1 are satisfied since [&!?/8zi&xj] is diagonal 
positive definite. As an immediate result we obtain that the w-limit set of any 
orbit of (653, (6.9) with nonnegative initial data is a compact connected subset 
of the pIane, that is 
(6.12) 
Since soiutions of (6.1) are solutions of the system (6.Q (6.9) it follows that w(f) 
will be, at the most, an annulus consisting of periodic solutions of (6.1). However, 
it consists exactly of one periodic orbit. This follows from the fact that on the 
w-limit set V has to be constant. In the specific case at hand Y(j; , j..) = Jo 
E(Jr(x), f&x)) dx and one can check easily that V takes different values on 
different closed orbits on the plane. Note that the assumptions of Corollary 6.1 
hold. We can summarize all the above into 
l?3EOREM 6.1. Let D be opt%, connected, bounded, with smooth boundary in UP. 
Letfi >, 0, fi E XW, ol satisfying the equality in (HZ). Assume that fi $z 0, i =_ I, 2, 
Then 
(a) BE system (64, (6.9) h as a classicnl (in fact, Cm smooth) solution, 
strictly positive for t > 0 and existing for all time. 
(b) AIE orbits are bounded in the Lm sense for all time 
(6.13) 
and, a fortioud, compact in dFo, 0 < a0 < 1. 
(c) The space averages frc ui(x, t) d.. T, i = 0, 1, are bounded away fmrn WYO 
by constants that do not depend on the d@usion coejkients. 
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0 < ci” < s, ui(x, t) dx, i = 0, 1. (6.14) 
Consequently, the model of Volterra-Lotka equations implies that no species is 
lead to extinction and its survival is independent from how fast it icdz$j5ues” itself 
in the environment. 
(d) There exist periodic solutions Q+(t), QB(t) of (6.1) such that the associated 
orbit r = {(Q+(t), G&(t)) 1 ---GO < t < +CO> is approached by (z+(., t), z+(., t)) i?l 
the Xa sense as t -+ + 03, that is, 
distx,&(-, t), u2(., Oh 0 -+ 0 as t-++cc a E [O, 1). 
Note. The Liapunov function for the Volterra-Lotka equations with diffusion 
is given by V(g, , gs) = so E(g,(x), gs(x)) dx, g,(x) 3 0, gi E XiS. It is seen that 
when gi E 0 V becomes + co and this is a pecularity that is not desirable since 
by its very definition the Liapunov function is not allowed to take values in 
the extended reals. In this case, the metric space C (see Definition 4.1) is the 
cone K, of nonnegative functions in Xa. Exploiting the positivity and applying 
Fatou’s lemma one can show that the w-limit set of any orbit (except the trivial 
one) is a subset of 
E ={kl,gJEKI Vg,,g,)<+~l. (6.15) 
One can proceed and actually prove that the invariance principle is valid in 
this situation. In a similar fashion one can treat the general situation that is 
implied in Corollary 4.1. 
Our next objective is to obtain more precise information about the asymptotic 
behavior of the solutions of (6.8), (6.9). The stability of the manifold of the 
periodic solutions will be obtained via the results of Theorem 5.1. The existence 
of the Liapunov function is crucial here for proving that the spectral hypothesis 
in the theorem holds. 
From the exposition to follow, it will become apparent why asymptotically the 
species are uniformly distributed and therefore the asymptotic behavior of 
solutions of (6.8), (6.9) is governed by the asymptotic behavior of their space 
averages (see [3]) which can be realized as the projections of the solutions on 
the invariant manifold of the periodic orbits. 
Our Liapunov function is given by 
and moreover 
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It is important that V is positive definite and that P is negative definite on the 
complement of the invariant plane of the periodic solutions. 
LEhm$ 6.2. Let {u&, 6)}bsR be the family of nontrim’al periodic solutions of 
(6X), (659, Fixing 6, 1 is a characteristic multiplier of the conespondi?lg period 
map with a two dimensional generalized eigenspace, {z&(t, bj, au,(t, b)/ab> form&q 
a basis, and with the rest of the spectrum in. the set (~11 p / < e-B@JB). 
Proof. That 1 is a characteristic multiplier with an at least two-dimensional 
corresponding generalized eigenspace is clear. What we need to show is that 
the generalized eigenspace is exactly two-dimensional and that the rest of the 
spectrum is strictly in the unit disc. We will proceed by contradiction. fissume 
first that the generalized eigenspace is n-dimensional, n > 2. Since the system 
(6.8j, (6.9) has compact resolvent this assumption can be made with no loss of 
generality. 
By making the change of variables u = u,(t, b) + x we obtain an equation 
that can be written abstractly 
dz 
z + [A - f&o(t, b))lz = g(t, 4 
where g(t, 0) = 0, II g(t, d - g@, 4ll d K(P) Ii x1 - x2 II if ilzl IL 7 II x2 IL d P 
and K(p) + 0 as p -+ O+. By the center manifold theorem there is an invariant 
manifold, the center manifold, of dimension n. On this, system (6.8) (6.9), 
(6.10), (6.11), is equivalent to an ordinary differential equation. 
The linearization of this ordinary differential equation around the origin 
gives rise to a linear equation which has an eigenvalue with a corresponding 
a-dimensional generalized eigenspace. Consider the n - 2 part that complements 
the invariant plane. The Liapunov function being strict in the complement of 
the plane gives to a strict Liapunov function for the linearized ordinary differen- 
tial equation. This can be seen as follows. 
Given an ordinary differential equation 6 = h(t)? h(0) = 0, and a Liapunov 
function U near the origin, then 
Assume that aU(O)/at = 0 and that 
is a negative definite quadratic form. Assuming that we have enough smoothness 
we thus obtain that U is a Liapunov function for the Iinearized equation as well. 
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Consider the behavior of the Liapunov function F’ on the orthogonal comple- 
ment of the invariant plane, that is on the collection of functions (gr , gz) E 
rPq-2) x lwyq such that Jogi dx = 0. It can be easily checked that 
awl 3 c2) 
ax = 0, (cr , c2) EPlane, ci > 0, ci constant. 
Moreover, 
which is negative definite. This fact in combination with the above given 
argument for ordinary differential equations settles the issue. Since r is negative 
definite the corresponding Liapunov function will have this property as well. 
Then we get a contradiction since the origin in the (n - 2)-dimensional space 
will have to be asymptotically stable for the linear ordinary differential requatio 
(see[l9]). This argument takes care of the two-dimensionality of the generalized 
eigenspace. Next, assume that there is an eigenvalue outside the unit disc. Then 
by applying the unstable manifold in the way we did with the center manifold 
we obtain a contradiction. Q.E.D. 
Now applying Theorem 5.1 to the special case of the system (6.8), (6.9) we 
obtain 
THEOREM 6.2. Ally orbit of the system (6.8), (6.9) with nonnegative, nontrivial 
initial condition in X”l, 01 satisfying the inequality in (H2), approaches exponentially, 
in the XQ sense 01,, E [0, I), aperiodic orbit of (6.1) with asymptoticphase. Moreover, 
the manifold of periodic solutions is orbitally stable with asymptotic phase and 
amplitude. 
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