We describe a class of non-Markov shot noise processes that can be used as models for rates of return on securities, exchange rate processes and other processes in nance. These are continuous time processes that can exhibit heavy tails that become lighter when sampling interval increases, clustering and long memory.
The Hill estimators of the tail exponents for the daily and 4-day returns are shown on Fig.  1 .2. The reliability of this non-parametric technique for tail estimation is widely, though not universally, accepted. The fact that the data under consideration is heavy tailed seems to be well established, and it is also possible to observe it by plotting the the tail of the empirical distribution function against its argument in the log-log coordinates. Presently we have selected a Hill estimator based on a relatively short sample (this tends to increase the variance but reduce the bias of the estimator). It seems to indicate an increase in the tail exponent from about = 3:75 for daily returns to about = 3:95 for 4-day returns.
The empirical autocorrelation function depicted in Fig. 1.3 shows a very slow decay in correlations of absolute returns. It appears to be signi cant even after as much as 150-200 days.
Modeling of nancial processes has developed, naturally, in two ways. The rst is concerned with the dynamical structure of the processes, i.e. understanding how they develop in time.
Here much work has been done along the lines of processes with stationary and independent increments (\the random walk hypothesis"), especially Brownian motion (Samuelson Sam65] , see also F ollmer and Schweizer FS93] for a recent discussion), but also jump processes, like L evy stable motion (Mandelbrot Man63] ) and others. Another body of work is devoted to ARCH and GARCH models, which are time series models that can account, for example, for the heavy tails and the clustering property of the nancial processes. Figure 1 .3 Secondly, it is important to nd a good model for marginal distribution of the return X(t), and there is a vast literature on the subject, beginning with the Gaussian and stable distributions mentioned above, up to very sophisticated families of distributions, showing an excellent t to the data (alternative stable distributions of Mittnik Bar94] , to mention just a few).
Of course, the above properties of nancial processes show that the latter require careful modeling of both marginal distribution of X(t) and the non-trivial dependence structure in the process fX(t); t 0g. However, it is also important to have an intuitive model, one that seems to be in correspondence with the activity underlying the nancial processes. For example, a process with stationary and independent increments has an obvious intuitive appeal by expressing the idea of \total randomness" of returns, even though the idea may not be universally accepted. See Taylor Tay86] for a discussion. Stability (in a wide sense) property of nancial models is another intuitive property, as emphasized by Mandelbrot Man82] and Mittnik and Rachev MR93] .
The purpose of the present paper is to suggest a class of continuous time models for nancial processes, the shot noise models, that arise naturally and intuitively if one thinks of the more signi cant activity in a market as caused by reaction of the market to various events (interest rate changes, mergers, announcements, expectations, rumors, political events, etc). Speci cally, assume that the events a ecting the market arrive at (random) times T i ; i = 1; 2; : : :, the (random) initial e ect of the event i on the market is Z i , and the this e ect changes with time according to a deterministic function f(t); t 0. The random variables Z 1 ; Z 2 ; : : : are assumed to be i.i.d. Since the e ect of the event number i begins at the time of its arrival, T i , we can think of the return at time t as the total of the e ects caused up to this time, which gives
Such a model is a simpli cation of the general shot noise model described usually as X(t) = X T i t W i (t ? T i ); with i.i.d. stochastic processes fW i (t); t 0g. The deterministic nature of the dynamic e ect of each event on the market leads to a simpler model (which by itself is very important), and we will argue in the sequel that even such a choice leads to a very rich class of models that can account for the properties of nancial processes described above. One should mention that such processes are non-Markov moving averages, and that the many statistical problems associated with such processes are still being studied, and many others should yet be studied.
Shot noise processes are not a new phenomenon in probabilistic modeling. They are used in risk theory (Kl uppelberg and Mikosch KM93a] and KM93b]), in modeling earthquake aftershocks (Vere-Jones Ver70]) and computer failure times (Lewis Lew64]), among others. We purport to show that these processes can be useful in nancial modeling as well.
This paper is organized as follows. In the next section we de ne our model and discuss its basic properties. Section 3 contains a speci c case of our model that exhibits many of the features of nancial processes described in the present section, and Section 4 presents some simulation results and conclusions.
Shot noise processes
We consider a stochastic process of the form
where f : R ! R is a measurable function vanishing on the negative half-line, Z 1 ; Z 2 ; : : : are i.i.d. random variables with a common distribution function F, and T 1 ; T 2 ; : : : constitute a cluster Poisson process independent of the sequence Z 1 ; Z 2 ; : : :. Such a process is de ned by three parameters: cluster arrival rate , cluster size probabilities p k ; k 1 and displacement distribution H. That is, cluster \centers" C j ; j 1 arrive according to a time homogeneous Poisson process with rate . The j'th cluster is of size K j = k with probability p k , k 1, and the points in this cluster are located at C j + D ij ; i = 1; : : : ; K j . The array fD ij ; i 1; j 1g is an array of i.i.d. random variables with common distribution H, independent of the two independent sequences: that of Poisson arrivals fC j j 1g and that of i.i.d. discrete random variables fK j ; j 1g with probabilities given by p k ; k 1.
We refer to the stochastic process fX(t); t 2 Rg as a cluster Poisson shot noise process. In the particular case when all clusters are of size 1 with probability 1 (p 1 = 1), the underlying point process T 1 ; T 2 ; : : : is just a time homogeneous Poisson process with rate , leading to a simpler, Poisson shot noise model. The cluster nature of the more general model can, however, be useful for modeling the clustering property of nancial processes.
One can see immediately from the de nition of the cluster Poisson shot noise process that it su ers from an unidenti ability problem. Indeed, two \whole distributions" must be speci ed. In future work we plan to restrict the modeling to particular parametric classes of distributions, which can eliminate the unidenti ability problem. In certain cases one may want to decide on the form of the cluster size and displacement distributions from other considerations, based on the nature (or theories) of shocks a ecting the market. It is this possibility of concentrating on the nature of the nancial process that adds appeal to the proposed class of models.
We would like to emphasize from the beginning that, in spite of the deterministic nature of the function f in (2.1), the shot noise process fX(t); t 2 Rg is not predictable between the jumps T i ; i = 1; 2; : : :, because the shots of the noise overlap. Therefore, observing the sample path of the process until a time s, say, it is not generally possible to infer the locations T i 's and the magnitudes Z i 's of the jumps up to that time, and so it is impossible to predict the behavior of the process until the next jump. It is this feature of shot noise processes that makes them valuable as stochastic models. The Poisson character of a cluster Poisson process implies immediately that the cluster Poisson shot noise process (2.1) is in nitely divisible, whenever it is well de ned (that is, whenever it is de ned by a convergent sum). We would like to understand its properties, for which purpose it is more convenient to regard this process as a stochastic integral
with respect to an cluster compound Poisson random measure M de ned by
Here we have transformed, for obvious convenience, the i.i.d. sequence Z 1 ; Z 2 ; : : : into an i.i.d. array Z ij ; i; j 1, with the same common distribution F. This form of representation of the cluster Poisson shot noise model shows that it is also a moving average with respect to the random measure M. The result of the following lemma is, undoubtedly, known. Nonetheless, it does not seem to be readily available, and we include it here for completeness. Notice that the lemma does not require the function f to vanish on the negative half-line. where for k 1 the measure k is de ned by k = Leb P T ?1 k : Here T k is a map from R to R de ned by
(2:7)
Proof: The required computation can be done in a number of ways, the most \logical" of which is to \mark" the Poisson process by the clusters. Computationally, nonetheless, the easiest way seems to be the following direct argument.
Recalling the de nition of the random measure M, we condition on the number of Poisson points in (?R; R) whose locations are then uniformly distributed in (?R; R) and conclude that i dx : (2:8) From here we observe that the L evy measure R of I R (f) is given by (2.6), but the domains of the maps T k 's in (2.7) are restricted to (?R; R) . As R ! 1 the measures R increase to the measure given by (2.6). It follows easily from (2.4) that the characteristic function of I R (f) converges, as R ! 1, to the expression in the right hand side of (2.5). Therefore, I(f) exists as a limit in distribution, and its L evy measure is given by (2.6). Finally, existence of I(f) as an almost sure limit follows from the fact that, for a series of independent random variables, convergence in distribution is equivalent to the a.s. convergence.
Remark Note that when the compounding distribution F is symmetric, the same argument shows that the integrability condition (2.4) may be replaced with a weaker condition
The assumption of homogeneous arrivals for the underlying Poisson process clearly implies that, once the function f satis es (2.4), the well de ned stochastic process fX(t); t 0g
given by (2.1) or (2.2) is a stationary process. Its second-order properties are described by the following lemma. In this section we show that one can account for the properties exhibited by the nancial processes and described in Section 1 by simple processes of the the shot noise type described in the previous section. We would like to emphasize that what we present here is only an example that exhibits these properties, and that many other cluster shot noise processes will share the latter. Let us take the compounding distribution F to be the Laplace distribution. That is, F is absolutely continuous with respect to Lebesgue measure, with the density F 0 (x) = :5e ?jxj ; x 2 R:
The choice of the Laplace density, though fairly arbitrary, leads to simpler computations, and permits one to view probability tails through Laplace transform-type of lenses (c.f. (3.9)) and to utilize Tauberian-type arguments. Proof of Theorem 3.1: Throughout the proof we will suppose, for simplicity of notation, that = 1.
(i) We need to check (2.9). Observe that, for a xed k and xed displacements D 11 ; : : : ; D k1 fx 2 R :
where D is the domain of the function f:
Using the translation invariance of the Lebesgue measure we conclude that for any k 1,
and so (2.9) follows from EK 1 < 1 and d > 0.
(ii) Suppose rst that K 1 = 1 with probability 1. Then M is just a compound Poisson random measure, and we may assume that D 11 = 0 with probability 1.
It follows from Lemma 2.1 that for any > 0, the L evy measure of X ;d;m (t) satis es In the general case we use (2.6) and appeal to Theorem 3.2 with (y; x) = yf(x) to conclude that (iii) We already know from the proof of part (ii) that it is enough to prove our statement in the case K 1 = 1 and D 11 = 0 a.s.
The argument of (3.9) shows that for any > 0 the L evy measure of for every m 1, and, more generally, under what conditions is the counterpart of (3.21) true:
when N is independent of the sequence X x i ; i 1 ?
In this paper we consider only the case of a regularly varying G, and the family (F(x; ); x 2 A) generated in a rather special way. However, one can see even here that new phenomena arise, those not present when one takes unconditional convolution powers. and using once again (3.25) and regular variation we obtain
from which (3.24) follows by letting ! 0 and using (3.27).
It remains, therefore, to prove (3.25).
Assume rst that the density h of the distribution of D 1 with respect to the Lebesgue measure is bounded. That is, there is a C < 1 such that h(x) C for every x 2 R. We have One can simulate the process X ;d;m using directly the integral (or series) de nition (2.2) and (2.3), truncating the sum over clusters by a certain nite number. The result of such a simulation is presented below. We emphasize that the whole problem of parameter estimation for a shot noise model is still under investigation, and the purpose of presenting a simulation result here is to give the reader an idea how a cluster shot noise process can behave. The result of a simulation is presented on Fig. 4 .1. Observe that the process X ;d;m has a nite L evy measure, so it will unavoidably take some zero values (this property can be actually useful in the context of high frequency data). The frequency with which zero values appear can be reduced by increasing the intensity of the point process and the cluster size K 1 .
A possible point of view of a model having the above properties is to regard it as modeling the signi cant events taking place on the market, with the rest of activity being regarded as, say, a Brownian motion, or another simple noise. We have added to the above shot noise process an independent standard white noise, with the result appearing on Fig. 4 .2. Heavy tails and clustering phenomena are highly visible in the two plots.
Conclusions
We have described a class of cluster Poisson shot noise models that can naturally exhibit heavy tails that get lighter under summation of consecutive observations, long memory and clustering. Those processes are non-Markov moving averages with respect to certain random measures. Problems of parameter estimation, prediction and derivative pricing have to be studied for such models, but it seems clear that their intuitive structure, and the ability to explain, in a parsimonious way, many characteristics of nancial processes, make them quite an attractive class of models for the latter. 
