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1. Introduction
Let k be a field of ch(k) = 0. A quadratic form ξ over k is called excellent if for every field extension K/k, the anisotropic
part of the form ξ|K is defined over k. Pfister forms, norm forms, and all forms over R are typical examples of excellent forms.
The quadric Xξ defined by an excellent form ξ is called excellent. The structure of the motive M(Xξ) is known by Rost,
Hoffmann, Karpenko–Merkurjev [11,12,3,5,14,15]. This gives the additive structure of the Chow ring CH∗(Xξ). In this paper,
we determine themultiplicative structures for the cases dim(Xξ) 6= 2 mod(4). For these cases, they depend only on dim(Xξ).
Moreover, we see that some torsion elements in CH∗(Xξ) are divisible by the large power of the hyperplane h.
Theorem 1.1. Let Xξ be an excellent anisotropic quadric with 2n − 1 ≤ dim(Xξ) = d ≤ 2n+1 − 2. Then there are elements
u1(d), . . . , un−1(d) (and u0(d)when d = 2 mod(4)) in CH∗(Xξ) and positive integers d1(d) ≥ · · · ≥ dn−1(d) such that there is the
Z[h]-algebra isomorphism
CH∗(Xξ) ∼= F ⊕⊕n−1i=1 Z/2[h]/(hdi(d)){ui(d)}
where F =
{
Z[h]/(hd+1)⊕ Z{u0(d)} for d = 2 mod(4)
Z[h]/(hd+1) otherwise
with multiplication hu0(d) = hd/2+1 mod(ui(d)|1 ≤ i ≤ n− 1) and ui(d)uj(d) = 0 for all i, j.
Here h is the hyperplane section and deg(h) = 1. The degree |ui(d)| and di(d) are somewhat complex integers, and will be
given in Section 5 (see Theorem 5.1 and (3.1)–(3.3)). The fact that the torsion elements in CH∗(Xξ) are divisible by the large
power of h implies that its subquadric of not large codimension also has torsion in the Chow ring.
Corollary 1.2. Letψ be a subform of an anisotropic excellent form ξ of codim = c. Let emb : Xψ → Xξ be the induced embedding.
Then the induced map
emb∗ : CH∗(Xξ)/(hd+1−c, hdi(d)−cui(d)|1 ≤ i ≤ n− 1)→ CH∗(Xψ)
is injective for d = odd and Ker(emb∗) ⊂ Z{hd/2 − u0(d)} for d = even.
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The above corollary is almost immediate consequence from the fact emb∗emb∗ = ·hc. Notice that the above corollary does
not follow from the motivic decomposition, as the motive of the specified subquadrics do not necessarily contain any Rost
motive as a direct summand.
The arguments for the proof of the above theorem are the following.
Let Ω∗(X) be the algebraic cobordism defined by Levine and Morel [8–10] or the motivic cobordism MGL2∗,∗(X) defined
by Voevodsky [16,17]. Let k¯ be an algebraic closure of k and X|k¯ = X⊗k k¯ its extension.Wewill prove that the restrictionmap
ik¯ : Ω∗(Xξ)→ Ω∗(Xξ|k¯)
is injective by using the result of Vishik–Yagita [15]. Each quadric Xξ|k¯ is cellular and its ring structure of CH∗(Xξ|k¯) is given
by Rost [12]. From this, we also know some multiplicative structures of Ω∗(Xξ|k¯). The multiplicative structure of CH∗(Xξ) is
deduced from
CH∗(Xξ) ∼= Ω∗(Xξ)⊗Ω∗ Z ∼= ik¯(Ω∗(Xξ))⊗Ω∗ Z.
Alexander Vishik taught me the theory of quadratic forms. Many ideas in this paper are due to him. The referee also
corrected serious errors in the first versions of this paper. I am very glad to thank them very much.
2. Rost motive
Let k be a field of ch(k) = 0 and X the smooth variety. We consider the Chow ring CH∗(X) generated by cycles modulo
rational equivalence. For a non zero symbol a = {a0, . . . , an} in the mod 2 Milnor K-theory KMn+1(k)/2, let φa = 〈〈a0, . . . , an〉〉
be the (n + 1)-fold Pfister form. Let Xφa be the projective quadric of dimension 2n+1 − 2 defined by φa. The Rost motive
Ma(= Mφa) is a direct summand of the motive M(Xφa) representing Xφa so that
M(Xφa) ∼= Ma ⊗M(P2n−1). (2.1)
The Chow ring of the Rost motive is well known (in fact, CH∗(Ma) has the natural ring structure which is explicitly computed
in [15]). Let k¯ be an algebraic closure of k, X|k¯ = X⊗k k¯, and ik¯ : CH∗(X)→ CH∗(X|k¯) the restriction map.
Lemma 2.1 (Rost [11,12,15]). The Chow ring CH∗(Ma) is only dependent on n. There are isomorphisms
CH∗(Ma) ∼= Z{1, cn,0} ⊕ Z/2{cn,1, . . . , cn,n−1} |cn,i| = 2n − 2i,
and CH∗(Ma|k¯) ∼= Z{1, α¯n}with |α¯n| = 2n−1. Here themultiplications are given by α¯2 = 0 and cn,i ·cn,j = 0 for all 0 ≤ i, j ≤ n−1.
Moreover the restriction map is given by ik¯(cn,0) = 2α¯n and ik¯(cn,i) = 0 for i > 0.
Let us use notation Ω∗(X) for the algebraic cobordism defined by Morel and Levine or the motivic cobordism MGL2∗,∗(X)
defined by Voevodsky. It is known ([9], Corollary 3.7 in [18]) that
Ω∗ = Ω∗(pt.) ∼= MU2∗(pt.) ∼= Z[x1, x2, . . .]
where MU2∗(pt.) is the complex cobordism ring and |xi| = −i. There is the relation ([9], Corollary 3.8 in [18])
Ω∗(X)⊗Ω∗ Z ∼= CH∗(X). (2.2)
Let si be the additive characteristic class (for details, see [1,13,16]). The ring generator xj ofΩ∗ is characterized (e.g. page 128
in [13]) by
sj(xj) =
{
±p mod(p2) if j = pn − 1 for n, prime p
±1 otherwise.
Moreover we can take x2n−1 such that all characteristic numbers are divided by 2. Let us write by vn such a generator x2n−1.
We note that vn is represented by a quadric of dimension 2n − 1 and defined only mod(In)where
In = (2 = v0, v1, . . . , vn−1) ⊂ Ω∗
is the ideal ofΩ∗ generated by 2, v1, . . . , vn−1. It is well known that In and I∞ are the only prime ideals (which do not contain
odd numbers) stable under the Landweber–Novikov cohomology operations [7] in Ω∗ (see the proof of Lemma 4.4).
The category of cobordismmotives is defined and studied in [15]. In particular, we can define the algebraic cobordism of
motives. The following is the main result in [15].
Lemma 2.2 ([15]). There is the Ω∗-module isomorphism
Ω∗(Ma) ∼= Ω∗{1} ⊕ In{αn} ⊂ Ω∗{1,αn} |αn| = 2n − 1
such that viαn = cn,i in Ω∗(Ma)⊗Ω∗ Z ∼= CH∗(Ma) in (2.2). Moreover the restriction map ik¯ : Ω∗(Ma)→ Ω∗(Ma|k¯) ∼= Ω∗{1, α¯n} is
injective and is given by ik¯(viαn) = viα¯n.
Note that viαn is defined over k but αn itself is not. We also note that Ω∗(Ma) is torsion free but CH∗(Ma) has torsion.
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3. Excellent forms
Nowwe consider the quadrics defined by a subform ξ of the Pfister form φa. Recall that T is the Tate motive i.e.,M(P1) =
T0 ⊕ T. By using results of Rost and Hoffmann, we see the following theorem.
Theorem 3.1 (Rost, Hoffmann [11,12,3,5,15]). Let ξ be a subformof the Pfister formφa = 〈〈a0, . . . , an〉〉 of dim(ξ) = 2n+m, 2n ≥
m > 0 (i.e., ξ is a neighbor of φa). Let η be a complementary form (φa = ξ⊕ η). Then
M(Xξ) = Ma ⊗M(Pm−1)⊕M(Xη)⊗ T⊗m.
The direct corollary of this theorem is the isomorphism given in (2.1). Let us write CH∗(Ma) simply by CMn. Let ξ = ξ0 and
m = m0. Suppose that η = ξ1 is itself a neighbor of 〈〈a0, . . . , an1 〉〉, n1 < n = n0 and ξ2 be its complementary form. Applying
the above theorem, we have the additive isomorphisms
CH∗(Xξ0) ∼= CMn0 [t]/(tm0)⊕ CH∗(Xξ1){tm0 }
∼= CMn0 [t]/(tm0)⊕ CMn1 [t]/(tm1){tm0 } ⊕ CH∗(Xξ2){tm0+m1 }.
Here ti is a generator of CHi(Ti) ∼= Z but the above isomorphisms do not preserve the product structure.
Now we recall the definition of excellent quadrics [5,6]. A quadratic form ξ over k is called excellent if for every field
extension K/k, the anisotropic part of ξK is defined over k. An anisotropic form is excellent if and only if it is a Pfister neighbor
whose complementary form is excellent also [5,6].
Suppose that ξ = ξ0 is excellent. Then we have a decreasing sequence
pi0 ⊃ pi1 ⊃ · · · ⊃ pir
of embedded Pfister forms such that the class [ξk] in theWitt ring is given by [ξk] = [pik]−[pik+1]+· · ·+(−1)r−k[pir], namely,
[ξi] + [ξi+1] = [pii].
Let us write dim(pii) = 2ni+1. Then n0 > n1 > · · · > nr + 1 ≥ 0 and
dim(ξ) = 2n0+1 − 2n1+1 + · · · + (−1)r2nr+1. (3.1)
Thus ni are the places changing zero to one (or one to zero) in the 2-adic expansion of dim(Xξ)+ 2 = d+ 2. Let us write
mj = 1/2(dim(ξj)− dim(ξj+1))
= 2nj − 2nj+1+1 + · · · + (−1)r−j2nr+1, (3.2)
sj = m0 + · · · +mj−1 = 1/2(dim(ξ0)− dim(ξj))
=
{
2n0 − 2n1 + · · · + 2nj−2 − 2nj−1 j : even
2n0 − 2n1 + · · · − 2nj−2 + 2nj−1 − 2nj+1 + · · · + (−1)r2nr+1 j : odd. (3.3)
Note that sr+1 = [1/2 dim(ξ)]. Then we can see inductively
Lemma 3.2 (Rost [11,5]). There is an isomorphism of motives
M(Xξ) ∼= ⊕ri=0 Mpii ⊗M(Pmi−1)⊗ T⊗si .
When dim(ξ) = odd, we see pir = 〈1〉 and dim(Xpir ) = −1. So the respective term should be omitted.
Corollary 3.3. Let r′ = r for d = even and r′ = r − 1 otherwise. There is an additive isomorphism
CH∗(Xξ) ∼= ⊕r′i=0 CMni [t]/(tmi){tsi }.
Let CMn = Z{1} ⊕ Jn, namely Jn = Z{cn,0} ⊕ Z/2{cn,1, . . . , cn,n−1}. Let e = d/2 for d = even and e = (d− 1)/2 for d = odd.
Recall that sr′+1 = 1/2 dim(ξ) = e + 1 for d = even, and sr′+1 = 1/2(dim(ξ) − 1) = e + 1 for d = odd. Hence we have the
additive isomorphisms
⊕r′i=0 Z[t]/(tmi){tsi } ∼= Z[t]/(te+1),
Jni [t]/(tmi){tsi } ∼= Jni {ts|si ≤ s < si+1}.
Corollary 3.4. There is an additive isomorphism
CH∗(Xξ) ∼= Z[t]/(te+1)⊕⊕r′i=0 Jni {ts|si ≤ s < si+1}.
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The decomposition of the (Chow) motive in Lemma 3.2 also gives that of the cobordism motive from [15]. Hence from
Lemma 2.2, we get the Ω∗-module isomorphisms
Ω∗(Xξ) ∼= ⊕r′i=0(Ω∗{1} ⊕ Iniαni)[t]/(tmi){tsi },
Ω∗(Xξ|k¯) ∼= ⊕r′i=0(Ω∗{1} ⊕ Ω∗α¯ni)[t]/(tmi){tsi }.
Since Ini [t]/(tmi){tsiαni } ∼= Ini {tsαni |si ≤ s < si+1}, we also have;
Corollary 3.5. The map ik¯ : Ω∗(Xξ)→ Ω∗(Xξ|k¯) is injective and there is an Ω∗-module isomorphism
Ω∗(Xξ) ∼= Ω∗[t]/(te+1)⊕⊕r′i=0 Ini {tsαni |si ≤ s < si+1}.
Let us write
s′i = |tsiαni | = |tsicni,0| = si + 2ni − 1.
We write the picture for si, s′i and mi for small i′s;
0=s0· m0←−−→s1· m1←→s2· m2←→s3· −− e+1· −− s
′
2· m2←→s
′
1· m1←→s
′
0· m0←−−→d+1·
In fact, we see that
s′i−1 − s′i = (si−1 + 2ni−1 − 1)− (si + 2ni − 1) = −mi−1 + (2ni−1 − 2ni)
= (−2ni−1 + 2ni+1 − 2ni+1+1 + · · ·)+ (2ni−1 − 2ni) = mi.
4. Algebraic cobordism of quadrics
Let ψ be a (not assumed to be excellent) quadratic form. For each quadric Xψ, the Chow ring of Xψ|k¯ = Xψ ⊗ k¯ is given by
Rost.
Let dim(Xψ) = d. Let h¯ (resp. α¯) be an element of CH∗(Xψ|k¯)which is represented by a hyperplane section (resp. amaximal
projective space) in Xψ|k¯. So |h¯| = 1 and |α¯| = e if d = even (|α¯| = e+ 1 for d = odd).
Theorem 4.1 ([12]). There is an isomorphism of rings
CH∗(Xψ|k¯) ∼= Z{1, h¯, . . . , h¯e} ⊕ Z[h¯]/(h¯e+1){α¯}.
The multiplication of CH∗(Xψ|k¯) is given by
(1) h¯e+1 = 2h¯α¯ for d = even (h¯e+1 = 2α¯ for d = odd),
(2) α¯2 = h¯eα¯ if d = 0 mod(4)(α¯2 = 0 otherwise).
Here notice that h¯ ∈ Im(ik¯) but α¯ 6∈ Im(ik¯), in general.
Next consider Ω∗(−) version. We denote the respective cobordism classes by the same symbols h¯ and α¯. Since Xψ|k¯ is
cellular, we know from [9,10] that Ω∗(Xψ|k¯) is Ω∗-free. From (2.2) and the above theorem, we see
Corollary 4.2. There is the Ω∗-algebra isomorphism
Ω∗(Xψ|k¯) ∼= Ω∗{1, h¯, . . . , h¯e} ⊕ Ω∗[h¯]/(h¯e+1){α¯}.
The multiplication of Ω∗(Xψ|k¯) is given by (2) in the theorem and
h¯e+1 = 2h¯α¯ mod(Ω<0) if d = even, (= 2α¯ mod(Ω<0) d = odd)
where Ω<0 = Ideal(x1, x2, ..) the negative degree part of Ω∗.
Let Fi be the Ω∗-submodule of Ω∗(Xψ|k¯) generated by all elements of degree ≥ i, i.e.,
Fi =
{
Ω∗{h¯i, . . . , h¯e, α¯, . . . , h¯eα¯} for i ≤ e
Ω∗{h¯i−|α¯|α¯, . . . , h¯eα¯} for i > e.
Here note that Fi coincideswith theΩ∗-subalgebra generated by elements of degree ≥ i, andmoreover is an ideal ofΩ∗(Xψ|k¯).
Then Fi gives the filtration of Ω∗(Xψ|k¯) and let (see also 4.5.2 in [10])
grΩ∗(Xψ|k¯) = ⊕Fi/Fi+1.
Of course, as Ω∗-modules, grΩ∗(Xψ|k¯) ∼= Ω∗(Xψ|k¯), because these are Ω∗-free modules.
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By the definition, the ring structure of ⊕i Fi/Fi+1 is deduced from that of CH∗(Xψ|k¯). Hence we have the Ω∗-algebra
isomorphism
grΩ∗(Xψ|k¯) ∼= Ω∗ ⊗ CH∗(Xψ|k¯).
(See Corollary 4.5.8, Remark 4.5.9 in [10] for more general treatments.)
For the map ik¯ : Ω∗(Xψ)→ Ω∗(Xψ|k¯), the Ω∗-subalgebras Fi ∩ Im(ik¯) give the filtration of Im(ik¯), and denote by gr Im(ik¯)
its graded algebra, i.e.,
gr (Im(ik¯)) = ⊕i(Im(ik¯) ∩ Fi)/(Im(ik¯) ∩ Fi+1)
∼= ⊕i(((Im(ik¯) ∩ Fi)+ Fi+1)/Fi+1) ⊂ grΩ∗(Xψ|k¯).
Let us write pi : Fi → Fi/Fi+1 ⊂ grΩ∗(Xψ|k¯) and p|α¯|(α¯) = β (let us write p1(h¯) by the same letter h¯).
For a = (a1, a2, . . .), ai ≥ 0, let Sa be the Landweber–Novikov operation [1,2,10,18]
Sa : Ω∗(X)→ Ω∗+|a|(X) |a| =
∑
aii.
Then the following Cartan formula holds
Sa(xy) =
∑
a=a′+a′′
Sa′(x)Sa′′(y).
Here if deg(y) ≥ i, then deg(Sa′′(y)) ≥ i. This means Sa(Fi) ⊂ Fi. Hence Landweber–Novikov operations act on grΩ∗(Xψ|k¯).
Moreover by the naturality of such operations, Sa also acts on gr (Im(ik¯)).
Lemma 4.3. There is an Ω∗-algebra isomorphism
gr (Im(ik¯)) ∼= Ω∗{1, . . . , h¯e} ⊕ ⊕es=0 Ls{h¯sβ} ⊂ Ω∗ ⊗ CH∗(Xψ|k¯)
where L0 ⊂ L1 ⊂ · · · ⊂ Le is a sequence of invariant ideals in Ω∗ with 2 ∈ Le. Moreover if Xψ is anisotropic, then Le 6= Ω∗.
Proof. First note that an Ω∗-subalgebra of Ω∗ is an ideal L in Ω∗. For each 0 ≤ i ≤ d, we see gr iΩ∗(Xψ|k¯) ∼= Ω∗ (or∼= Ω∗{h¯e} ⊕ Ω∗{β} for i = e and d = even). Since gr (Im(ik¯)) is an Ω∗-subalgebra of grΩ∗(Xψ|k¯), there exists the above
decomposition for some ideals Ls in Ω∗.
We will show that each Ls is invariant. Suppose that x ∈ gr Im(ik¯) and x = bh¯sα¯with b ∈ Ω∗, namely b ∈ Ls. By the Cartan
formula
Sa(x) =
∑
a=a′+a′′
Sa′(b)Sa′′(h¯
sα¯) = Sa(b)h¯sα¯ mod(Fs+|α¯|+1),
which is also in gr Im(ik¯). Hence Sa(b) ∈ Ls and this means that the ideal Ls is invariant.
Let b ∈ Ls. Then bh¯sα¯ ∈ gr Im(ik¯). If w ≥ s, then by multiplying h¯w−s, we see bh¯wα¯ ∈ gr Im(ik¯). This means b ∈ Lw. Hence
Ls ⊂ Lw.
Since dim(Xψ) = d, we still know
Ωd(Xψ|k¯) ∼= CHd(Xψ|k¯) ∼= Z{h¯eα¯}.
It follows from h¯d = 2heα¯ that 2 ∈ Le. If Xψ is anisotropic, then h¯eα¯ 6∈ Im(ik¯) and hence Le 6= Ω∗. 
Let us write the ideal
IΩ = (2, x1, x2, . . .) = (2,Ω<0) ⊂ Ω∗.
Of course I∞ ⊂ IΩ . By Landweber [7], it is known that all prime invariant ideals (which do not contain odd number) are In
and I∞.
Lemma 4.4. Let L be an invariant ideal of Ω∗. Let L˜ = (L+ I2Ω)/(I2Ω) be the induced ideal in Ω∗/(I2Ω). Then L˜ is isomorphic to one
of (0), Ω∗/(I2Ω) or
I˜n ∼= Z/2{2, v1, . . . , vn−1} for n ≥ 1 or n = ∞.
Proof. Let us write by L′ = (L + I2∞)/(I2∞) the induced ideal in Ω∗/(I2∞). Since I∞ is invariant, L′ is also invariant in Ω∗/(I2∞)
from the Cartan formula. It is immediate Ω∗/(I2∞) ∼= Ω∗(2)/(I2∞) from 4 ∈ I2∞.
Here we recall the BP∗(−) theory with the coefficient ring BP∗ = Z(2)[v1, . . .]. The complex cobordism theory MU∗(−)(2)
is covered by BP-theory by the famous (Quillen–Novikov) natural isomorphism ([1,2])
MU∗(X)(2) ∼= BP∗(X)⊗ N where N = Z(2)[xj|j 6= 2i − 1].
Hence cohomology operations in BP-theory are N-linearly extended to those in MU∗(2)-theory.
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In BP-theory, there exists the cohomology operation Ri (= r2i−1∆1 in the notation in (1.8) in [4] or (31.1.13) in [2]) such
that
Ri(vi) = vi−1 mod(Ii−1) in BP∗. (4.1)
Moreover since BP<0 ⊂ I∞, we see Ri(vi) = vi−1 mod(I2i−1).
Suppose vi ∈ L′. It follows vi−1 ∈ L′ from (4.1). Thus we see
(2, v1, . . . , vi−1, vi) ⊂ L′.
If xj ∈ N∩ L′, then sj(xj) = ±1 mod(4) and hence L′ = Ω∗/(I2∞). The only nonzero homogeneous elements in Ω<0/(I2∞) are xi,
that is,
Ω∗/(I2Ω) ∼= Z/4{1} ⊕ Z/2{x1, x2, . . .}.
Hence if L˜ 6= (0) and 6= Ω∗/(I2Ω), then we have L˜ = Z/2{2, v1, . . . , vn−1}. 
Let GrΩ∗(Xψ) be theΩ∗/I2Ω-subalgebra of grΩ∗(Xψ|k¯)/(I2Ω) generated by elements in gr (Im(ik¯)). That is, GrΩ∗(Xψ) = ⊕i Gri
where
Gri = (Im(ik¯) ∩ Fi)/(Im(ik¯) ∩ (I2ΩFi + Fi+1))
⊂ gr i(Ω∗(Xψ|k¯))/(I2Ωgr i(Ω∗(Xψ|k¯))). (4.2)
From Lemma 4.4, we have
Lemma 4.5. There is a sequence 0 ≤ `0 ≤ · · · ≤ `e such that there is an Ω∗/I2Ω-algebra isomorphism
GrΩ∗(Xψ) ∼= Ω∗/I2Ω{1, h¯, . . . , h¯e} ⊕ ⊕es=0 Z/2{2, v1 . . . , v`s−1}{h¯sβ}.
Note that vih¯sβ (0 ≤ i ≤ `s−1) in the above lemma is not in the ideal (IΩ) of GrΩ∗(Xψ) because h¯sβ does not exist in
GrΩ∗(Xψ). Indeed, we see
IΩ · GrΩ∗(Xψ) = IΩ · {1, h¯, . . . , h¯e} ⊂ GrΩ∗(Xψ). (4.3)
Hence we can write explicitly
Gri/(IΩ) ∼=

(1) Z/2{h¯i} i < e or i = e and d = odd
(2) Z/2{h¯e} ⊕ Z/2{2, . . . , v`0−1}{β} i = e (d = even)
(3) Z/2{2, . . . , v`s−1}{h¯sβ} s = i− e > 0 (d = even)
or s = i− e− 1 ≤ 0 (d = odd).
(4.4)
Of course, one of the most important facts is the relation between CH∗(Xψ) and GrΩ∗(Xψ).
Theorem 4.6. There is a filtration F′i of CH∗(Xψ)/2 such that there is an epimorphism of rings
jψ : gr CH∗(Xψ)/2 = ⊕i F′i/F′i+1 → GrΩ∗(Xψ)/(IΩ).
Proof. Since CH∗(X)/2 ∼= Ω∗(X)⊗Ω∗ Z/2, we have the surjection
j′ψ : CH∗(Xψ)/2→ Im(ik¯)⊗Ω∗ Z/2 ∼= Im(ik¯)/(IΩ · Im(ik¯)).
Let us write gr (Im(ik¯)/(IΩ · Im(ik¯))) = ⊕F′′i /F′′i+1 where
F′′i = (Fi ∩ Im(ik¯))/(Fi ∩ IΩ · Im(ik¯)).
We define the filtration F′i = (j′ψ)−1(F′′i ) of CH∗(Xψ) so that there is the surjective map
j˜ψ : gr CH∗(Xψ)/2→ gr (Im(ik¯)/IΩ · Im(ik¯)).
Hence for the existence of the surjective map jψ in this theorem, we need the surjective map
j′′ψ : gr (Im(ik¯)/IΩ · Im(ik¯))→ GrΩ∗(Xψ)/(IΩ)
so that jψ = j′′ψ ◦ j˜ψ.
Here note
F′′i /F
′′
i+1 ∼= (Fi ∩ Im(ik¯))/(Fi ∩ IΩ · Im(ik¯)+ Fi+1 ∩ Im(ik¯)).
By the definition (4.2) of Gri and (4.3), for the existence of the above map j′′ψ, it is sufficient to show that
Fi ∩ IΩ · Im(ik¯) ⊂ I2ΩFi + IΩ{1, h¯, . . . , h¯e}. (4.5)
(Of course Fi ∩ IΩ · Im(ik¯) ⊂ Im(ik¯).)
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Let x ∈ Im(ik¯) and x 6= 0 in Fj/Fj+1. If j > e, then from (3) in (4.4), we have
x ∈ I`sFj + I2ΩFj + Ω |x|−j−1Fj+1.
Here |x| − j− 1 < 0, since |x| ≤ j. Hence IΩx ⊂ I2ΩFj. Similarly, when j ≤ e, from (1),(2) in (4.4), we see
IΩx ⊂ IΩ h¯j + I2ΩFj.
Thus we have
IΩ · Im(ik¯) ⊂ IΩ{1, h¯, . . . , h¯e} + I2ΩF0. (4.6)
Since there is the Ω∗-module isomorphism grΩ∗(Xψ|k¯) ∼= Ω∗(Xψ|k¯) (in fact, they are Ω∗-free), we see Fi ∩ I2ΩF0 = I2ΩFi.
Then we see
(Fi ∩ (IΩ{1, h¯, . . . , h¯e} + I2ΩF0))/(Fi ∩ I2ΩF0) ⊂ Fi/(I2ΩFi) ∩ (IΩ{1, h¯, . . . , h¯e} + I2ΩF0)/(I2ΩF0) (4.7)
∼= Fi/(I2ΩFi) ∩ IΩ/(I2Ω){1, h¯, . . . , h¯e} in F0/(I2ΩF0). (4.8)
Let i ≤ e. Then by the definition of Fi, we see
Fi/(I
2
ΩFi)
∼= Ω∗/(I2Ω){h¯i, . . . , h¯e, α¯, . . . , h¯eα¯}.
Therefore the Ω∗/(I2Ω)-module (4.8) is isomorphic to
IΩ/(I
2
Ω){h¯i, . . . , h¯e}.
Thus, from (4.6) and (4.7), we have
Fi ∩ IΩ · Im(ik¯) ⊂ IΩ{h¯i, . . . , h¯e} + I2ΩFi,
which implies (4.5) for i ≤ e.
When i > e, by the definition of Fi, the Ω∗/(I2Ω)-module (4.8) is zero. So (4.5) follows from (4.6) also. 
Here we give the another expression of GrΩ∗(Xψ)/(IΩ) quite explicitly.
Theorem 4.7. Let `i be the numbers in the preceding Lemma 4.5. Let fj be the minimal numbers such that vjh¯fjβ ∈ GrΩ∗(Xψ) and
dj = e+ 1− fj. Then we have the ring isomorphism
GrΩ∗(Xψ)/(IΩ) ∼= F/2⊕⊕`e−1j=1 Z/2[h¯]/(h¯dj){uj}
where F/2 =
{
Z/2[h¯]/(h¯d+1) if d = odd or `0 = 0
Z/2[h¯]/(h¯d+1)⊕ Z/2{u0} otherwise
with |uj| = |vjh¯fjβ| = −2j + 1+ fj + e′ and uj ∈ Grfj+e′Ω∗(Xψ|k¯), where e′ = e (resp. e′ = e+ 1) for d = even (resp. odd). Here the
multiplications are given by uiuj = 0 for all i, j, and h¯u0 = h¯d/2+1 mod(ui|1 ≤ i < `e) when d = even and `0 6= 0.
Proof. Recall that GrΩ∗(Xψ)/(IΩ) is isomorphic to
Z/2{1, . . . , h¯e} ⊕ ⊕es=0 Z/2{2, . . . ., v`s−1}{h¯sβ} (∗)
as Ω∗/(IΩ)-modules. Given 0 ≤ j ≤ `e − 1, let fj be the smallest f such that vjh¯fβ ∈ GrΩ∗(Xψ), that is,
vjh¯
fjβ ∈ Z/2{2, . . . , v`fj−1}{h¯fjβ}
but
vjh¯
fj−1β 6∈ Z/2{2, . . . , v`fj−1−1}{h¯fj−1β}.
This means `fj−1 ≤ j < `fj .
Then (∗) is rewritten by exchanging the orders of the summation
F/2⊕⊕`e−1j=1 Z/2[h¯]/(h¯dj){vjh¯fjβ}
with dj = e+ 1− fj. (Note h¯e+1 = 2β (or 2h¯β) in CH∗(Xψ|k¯) for d = odd (otherwise).)
Writing uj = vjh¯fjβ ∈ Grfj+|β|Ω∗(Xψ|k¯) and u0 = 2β for d = even and `0 6= 0, we have the isomorphism in this lemma. The
relation uiuj = 0 follows from
vih¯
fiβ · vjh¯fjβ = vjvih¯fi+fjβ2 = 0 mod(I2ΩgrΩ∗(Xψ|k¯)).
The relation h¯u0 = h¯d/2+1 mod(ui|1 ≤ i < `s) follows from 2h¯β = h¯d/2+1 mod(Ω<0) in grΩ∗(Xψ|k¯). 
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Corollary 4.8. Let ψ′ be a subform of a form ψ of codim = c. Let emb : Xψ′ → Xψ be the induced embedding. Then the induced
map
emb∗ : GrΩ∗(Xψ)/(Gr≥d+1−c, IΩ)→ GrΩ∗(Xψ′)/(IΩ)
is injective for d = odd and Ker(emb∗) ⊂ Z/2{h¯d/2 − u0} for d = even and `0 6= 0 (where Gr≥d+1−c = ⊕i≥d+1−c GriΩ∗(Xψ)).
Proof. By the definition of emb∗, we see emb∗(1) = h¯c. Hence emb∗emb∗ = ·h¯c, in fact,
emb∗(x) = x · emb∗(1) = x · h¯c for x ∈ emb∗GrΩ∗(Xψ).
Since ·h¯c|Gr∗Ω∗(Xψ)/(Gr≥d+1−c, IΩ) → GrΩ∗(Xψ)/(IΩ) is injective for d = odd from the preceding theorem. The case
d = even, we know Ker(·h¯c) ⊂ Z/2{h¯d/2 − u0} + Gr≥d−c+1. Hence we get this corollary. 
5. The proof of main theorem
In this section, we prove the main theorem. Recall that Xξ is an excellent anisotropic quadric with 2n − 1 ≤ dim(Xξ) =
d ≤ 2n+1 − 2.
Theorem 5.1. There are elements u′1, . . . , u′n−1 (and u′0 when d = 2 mod(4)) in CH∗(Xξ) and positive integers d1 ≥ · · · ≥ dn−1
such that there is the Z[h]-algebra isomorphism
CH∗(Xξ) ∼= F ⊕⊕n−1i=1 Z/2[h]/(hdi){u′i}
where F =
{
Z[h]/(hd+1)⊕ Z{u′0} for d = 2 mod(4)
Z[h]/(hd+1) otherwise
with multiplication hu0 = hd/2+1 mod(u′i|1 ≤ i ≤ n) and u′iu′j = 0 for all i, j. The degree is given as follows ; if ni+1 ≤ j < ni then
dj = si+1 and |u′j| = 2ni − 2j + si (see (3.1)–(3.3)).
Proof. Recall that theΩ∗-module structure ofΩ∗(Xξ) is given in Corollary 3.5. Namely, there is anΩ∗-module (but not rings)
isomorphism
Ω∗(Xξ) ∼= Ω∗[t]/(te+1)⊕⊕r′i=0 Ini {tsαni |si ≤ s < si+1}.
When si ≤ s < si+1, let us write
s′′ = s′′(s) =
{
s′ − e = s+ 2ni − 1− e for d = even
s′ − e− 1 = s+ 2ni − 2− e for d = odd (5.1)
so that |tsαni | = |h¯s′′β|. Let us write s′′i = s′′(si).
Since Fj/Fj+1 is a free Ω∗-module of rank = 1 (or= 2 when j = e and even), we know
GrΩ∗(Xξ) ∼= Ω∗/(I2Ω){1, . . . , h¯e} ⊕ ⊕r
′
i=0 Z/2{2, v1, . . . , vni−1}{h¯s
′′
β|s′′i ≤ s′′ < s′′i−1}.
(Recall the picture of si and s′i in the end of Section 3.)
Let ni+1 ≤ j ≤ ni − 1 such that vj ∈ Ini but vj 6∈ Ini+1 . Then we see
vjh¯
s′′i β ∈ GrΩ∗(Xξ).
Moreover this s′′i is the smallest fj. In fact for s′′ < s′′i , we see vjhs
′′
fβ 6∈ GrΩ∗(Xξ) since vj 6∈ Ini+1 . Hence dj = d + 1 − s′i = si+1
(recall the picture after Corollary 3.5). Then the surjective map jψ in Theorem 4.6 is really an isomorphism
jξ : gr CH∗(Xξ)/2 ∼= GrΩ∗(Xξ)/(IΩ)
because we already know the Z/2-module structure of CH∗(Xξ)/2 from Corollary 3.4.
The multiplicative structure of GrΩ∗(Xξ)/(IΩ) is given by
h¯djuj = 0, ujuk = 0, h¯u0 = h¯e+1 mod(ui|1 ≤ i ≤ n).
For j > 0, let u′j ∈ CH∗(Xξ)/2 be a torsion element such that it maps to uj = vjh¯s′′i β by the isomorphism jξ. Since
uj ∈ Grd+1−djΩ∗(Xψ|k¯), we see u′j ∈ F′d+1−dj . So hdju′j ∈ F′d+1. Hence it is zero in CH∗(Xξ)/2 since F′d+1 = 0.
Moreover u′ju′k ∈ F′d+1 = 0 for dimensional reasons. Thus for d 6= 2 mod(4), we see that the map jξ induces the
isomorphism
j¯ξ : CH∗(Xξ)/2 ∼= GrΩ∗(Xξ)/(IΩ).
Note that this shows the isomorphism in the theorem with mod(2).
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When d = 2 mod(4), we can take u′0 = 2α¯ in F′e using the fact 2α¯ ∈ Im(ik¯). (However when d = 0 mod(4), the number
nr = 0 and Inr {β} = {0}, so we see 2α 6∈ Im(ik¯) and u′0 is not defined.) Then 2h¯α¯ = h¯e+1 mod(Ω<0Ω∗(Xψ|k¯)) implies
u′0h = he+1 mod(u′j|1 ≤ j ≤ n) in CH∗(Xξ)/2,
since CH∗(Xξ)/2 is multiplicatively generated by u′j and h. Thus we can prove the isomorphism in the theoremwith mod(2)
also for this case.
We already know that in CH∗(Xξ) the elements hi and u′0 are torsion free but c′j, j > 0 are just (not higher) 2-torsion.
Indeed ξ splits over a quadratic extension of k. Hence we get the isomorphism in the theorem. 
From the Corollary 4.8, we get Corollary 1.2 in the introduction.
For excellent Xξ, we can compute Im(ik¯) (but not only grIm(ik¯)) more directly. Recall the notation of s′′ in proof (5.1) of
the preceding theorem. (We think s′′ = s′′(s) (resp. s = s(s′′)) as a function of s (resp. s′′) here.)
Proposition 5.2. As an Ω∗-subalgebra of Ω∗(Xψ|k¯), the restriction image of Ω∗(Xξ) is written as
Im(ik¯) = Ω∗{h¯s|0 ≤ s ≤ e} ⊕ ⊕r′i=0 Ini {h¯s
′′(s)α¯|si ≤ s < si+1}.
Proof. From Corollary 3.5 and the arguments of the first parts of the proof of Theorem 5.1, we rather see that gr Im(ik¯) is
isomorphic to the right hand side Ω∗-module in the proposition.
Of course h¯s ∈ Im(ik¯). Suppose that
Ini {h¯s
′′
α¯} ⊂ Im(ik¯) for si ≤ s < si+1. (5.2)
Then the right hand sideΩ∗-module in this proposition is contained in Im(ik¯). Since gr Im(ik¯) is isomorphic to the right hand
module, we get the proposition. Hence we only need to prove (5.2).
Given 0 ≤ w ≤ e, by induction, we assume (5.2) for all s′′ > w. Let sj ≤ s(w) < sj+1. From Corollary 3.5 and Theorem 4.1,
we already know that there is an Ω∗-module generator tw = ts(w)αnj ∈ Ω∗(Xξ|k¯)which projects h¯wα¯ in CH∗(Xξ|k¯) so that
|tw| = |h¯wα¯| and Inj ts ⊂ Im(ik¯).
Let x = ts − h¯wα¯. Then x ∈ Ω<0 · Ω∗(Xψ|k¯) and Inj(h¯wα¯ + x) ⊂ Im(ik¯). Here x ∈ Ω∗{h¯w+1α¯, . . . , h¯eα¯}. For each s′′ > w, we
note
Inj = I`w ⊂ I`s′′ = Ini .
By the inductive assumption (5.2), I`s′′ {h¯s
′′
α¯} ⊂ Im(ik¯). Hence we see Inj {x} ⊂ Im(ik¯). This implies that Inj {h¯wα¯} ⊂ Im(ik¯). 
Remark. From above proposition, we can prove Theorem 5.1 more directly.
In the end of this section, we note the cases of isotropic quadrics. If ψ is isotropic, then there is m > 0 such that
ψ = mH⊕ ψ′ where ψ′ is anisotropic and H = 〈1,−1〉 is the hyperbolic form. By Rost, the decomposition of the motive of
Xψ is given by
M(Xψ) = ⊕m−1i=0 (Ti ⊕ Tdim(Xψ)−i)⊕M(Xψ′)⊗ Tm.
By arguments similar to the anisotropic cases, we have the following corollary.
Corollary 5.3. Let ψ = mH ⊕ ξ be a form such that ξ is an anisotropic excellent form of dim(ξ) = d + 2. Then there is the
Z[h]-algebra isomorphism
CH∗(Xψ) ∼= IF ⊕⊕n−1i=1 Z/2[h]/(hdi(d)){u˜i(d)}
where IF = IF′ ⊕ Z{u˜0(d)} for d = 2 mod(4) (IF = IF′ otherwise),
with IF′ = (Z[h]/(hd+2m+1)⊕ Z[h]/(hm){α′})/(2α′ = hd+m+1)
and where u˜i(d)u˜j(d) = u˜i(d)α′ = 0 for all i, j > 0 (and hu˜0(d) = hd/2+m+1 mod(ui|1 ≤ i ≤ n)). The degree is given
|u˜i(d)| = |ui(d)| + m, |α′| = d+ m.
Proof. From the above decomposition of the motive of Ω∗(Xψ), we have the Ω∗-module (but not ring) isomorphism
Ω∗(Xψ) ∼= Ω∗[t]/(tm){1, td+m+1} ⊕ Ω∗(Xξ){tm}
with |t| = 1. We also know the Ω∗-algebra isomorphism
Ω∗(Xψ|k¯) ∼= Ω∗{1, . . . , h¯e+m} ⊕ Ω∗[h¯]/(he+m+1){α¯ψ}
where α¯ψ is the cobordism class representing a maximal projective space in Ω∗(Xψ|k¯), and so |α¯ψ| = |α¯| + m.
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Then we can prove
ik¯(Ω
∗(Xψ)) = ⊕e+mi=0 Ω∗{hi} ⊕ ⊕mi=1 Ω∗{h¯e+iα¯ψ} ⊕ ⊕r
′
i=0 Ini {h¯s
′′
α¯ψ|si ≤ s < si+1}
by the same arguments as those in the proof of the preceding proposition.
Let uj(d), (resp. α′) be the element in CH∗(Xψ) corresponding to vjh¯s
′′
i α¯ψ (resp. h¯e+1α¯ψ) in the isomorphism CH∗(Xψ) ∼=
Ω∗(Xψ)⊗Ω∗ Z. Then we get the desired result. 
6. Examples
Recall φa is the Pfister form of dim(φa) = 2n+1. When ξ = φa, we still know the additive structure
CH∗(Xφa) ∼= Z[t]/(t2n)⊗ (Z{1, cn,0} ⊕ Z/2{cn,1, . . . , cn,n−1}).
This case d+ 2 = 2n+1 and n0 = n, r = 0. From Theorem 5.1, we get the ring isomorphism
CH∗(Xφa) ∼= Z[h]/(h2n+1−1)⊕ Z{u0} ⊕ Z/2[h]/(h2n){u1, . . . , un−1}.
Here we identify h = t, ui = cn,i and h2n−1+s′′ = ts′′cn,0 for s′′ > 0.
Let φ′a is a maximal neighbor of φa, i.e., dim(φ′a) = 2n+1 − 1. We see the additive isomorphism
CH∗(Xφ′a) ∼= Z[t]/(t2
n−1)⊗ (Z{1, cn,0} ⊕ Z/2{cn,1, . . . , cn,n−1}).
With identification h2n−1 = cn,0, we also get the ring isomorphism
CH∗(Xφ′a) ∼= Z[h]/(h2
n+1−2)⊕ Z/2[h]/(h2n−1){u1, . . . , un−1}.
At last, we consider the norm form qa = 〈〈a0, . . . , an−1〉〉 − 〈an〉. This case dim(qa) = 2n + 1 and n0 = n, n1 = n − 1 and
n2 = −1. Moreover m0 = 1 and m1 = 2n−1 − 1. By Corollary 3.3, the additive structure is
CH∗(Xqa) ∼= CMn[t]/(t)⊕ CMn−1[t]/(t2n−1−1){t}
∼= Z{1, cn,0} ⊕ Z/2{cn,1, . . . , cn,n−1}
⊕Z[t]/(t2n−1−1)⊗ (Z{t, cn−1,0t} ⊕ Z/2{cn−1,1t, . . . , cn−1,n−2t}).
From Theorem 5.1, we have the ring isomorphism
CH∗(Xqa) ∼= Z[h]/(h2n)⊕ Z/2[h]/(h2n−1){u1, . . . , un−2} ⊕ Z/2{un−1}.
(Note hun−1 = 0.) Here we can identify t = h, cn−1,0t = h2n−1 , cn,0 = h2n−1, and cn−1,jt = uj for 1 ≤ j ≤ n− 2, cn,n−1 = un−1 and
cn−1,jt2
n−1 = cn,j.
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