Flow in the world's oceans occurs at a wide range of spatial scales, from a fraction of a metre up to many thousands of kilometers. In particular, regions of intense flow are often highly localised, for example, western boundary currents, equatorial jets, overflows and convective plumes. Conventional numerical ocean models generally use static meshes. The use of dynamically-adaptive meshes has many potential advantages but needs to be guided by an error measure reflecting the underlying physics. A method of defining an error measure to guide an adaptive meshing algorithm for unstructured tetrahedral finite elements, utilizing an adjoint or goal-based method, is described here. This method is based upon a functional, encompassing important features of the flow structure. The sensitivity of this functional, with respect to the solution variables, is used as the basis from which an error measure is derived. This error measure acts to predict those areas of the domain where resolution should be changed. A barotropic wind driven gyre problem is used to demonstrate the capabilities of the method. The overall objective of this work is to develop robust error measures for use in an oceanographic context which will ensure areas of fine mesh resolution are used only where and when they are required.
Introduction
Among the smaller scale flows in the world's oceans are those associated with abrupt topographic features, such as the continental shelf break, which has a horizontal scale of order 10 km, and tall isolated seamounts, which have a horizontal scale of order 20 km. Western boundary currents have a typical width of 50 km and are strongly influenced by topography, whereas convective plumes have a scale of the order of 100 m. On the other hand, basin-scale gyre circulations typically occur on scales of the order of 1000 km. These differences in scale produce challenges in numerical modelling. At present, no numerical ocean models are able to routinely resolve simultaneously the full range of pertinent spatial scales. Conventional numerical ocean models generally use uniformly spaced finite-differences to discretise the governing equations. The finite-element model described in Ford et al. (2004a) has been generalised to allow the mesh to evolve to better resolve regions of intense flow where increased resolution is required. Coarser resolution can be used in other areas of the flow domain. The eventual aim of the work is: to exploit the use of unstructured dynamically adapting meshes in both the horizontal and vertical; to utilise the geometric flexibility of the mesh to conform well to both topography and coastlines; and to allow the variable mesh resolution to capture and optimally resolve the fluid flow at an intermediate point in time between consecutive 'adaptations' of the mesh.
Use of a dynamically adapting, variable resolution unstructured mesh allows a faithful representation of isolated local features as well as their relation to larger scale processes. An objective of implementing an adaptive mesh approach is to reduce the overall computational cost and increase the accuracy of solutions; ensuring areas of fine resolution are used only when and where they are required. Although these techniques require additional computations, there is a point at which the additional overhead incurred from the use of a uniform grid, composed of elements of the finest resolution required, is greater than the overhead associated with the use of finite elements coupled to a mesh adaptivity algorithm.
Any mesh adaptation algorithm requires the derivation of an appropriate error measure. This error measure 'guides' the adaptivity algorithm, or in other words decides how the mesh is to be modified. Numerous error measures to serve this purpose have been presented in the literature. For example, interpolation based methods (Peraire et al., 1987; Wu et al., 1990; Lö hner et al., 1985; Piggott et al., 2005) calculate an priori measure of the error based on both the local mesh size and some higher order derivative of the exact solution, which must typically be obtained using recovery from the numerical solution; there also exist various types of explicit and implicit a posteriori error measures (Strouboulis and Oden, 1990; Ainsworth and Oden, 1997 ). An error measure, for use in an oceanographic context, should encompass criteria which are important to the problem in question. For example, it should be able to identify sharp temperature gradients or regions of high vorticity. Ocean flows also occur at a very wide variety of scales and a truly rigorous error norm should reflect these issues. It should also be possible for the user to have the freedom to build into the measure tailored information or criteria that only the expert in the application or local geographic area would possess.
The Imperial College Ocean Model (ICOM) (Ford et al., 2004a,b; Pain et al., 2005) utilises dynamic adaptation of a fully unstructured tetrahedral mesh in three-dimensions (3-D), as presented in Pain et al. (2001) . This technique uses a form of h-refinement (or mesh optimisation) to adapt the mesh, changing the size, shape and location of tetrahedral elements to optimise the mesh according to specific criteria, as defined by an error measure. The algorithm is based on a series of mesh connectivity and node position searches, defining the mesh quality. A Riemannian metric tensor reflecting the error measure is used to calculate the desired element size and, importantly, its shape. A functional is used to gauge the mesh quality-this functional embodies both element size and shape with respect to the metric tensor. A local based search strategy is adopted to carry out the adaptation operations-node smoothing, edge and face-edge swapping, and edge splitting and collapsing-to minimise the functional. The algorithm is robust, produces high quality anisotropic meshes, and has a time complexity which varies linearly with the number of elements (see Pain et al., 2001) .
The error measure utilised in this work is one based upon both the curvature of the solution (which provides directional information) and a required specification of an appropriate interpolation error derived from a goal-based method. The required interpolation error varies in time and space through the simulation. Scaling of the resulting metric tensor (Pain et al., 2001; Castro-Diaz et al., 1997) allows phenomena acting at various scales to be resolved. The overall approach effectively uses the current solution of the problem in hand to adapt the mesh to reflect future 'activity' in the flow.
The motivation for the incorporation of sensitivity analysis in error measure design stems from the assumption that it is ineffective and undesirable (computationally speaking) to adapt the mesh every time step (or few time steps); so in a dynamically evolving flow the mesh could be said to be 'behind the flow', and therefore not in an optimal form to resolve features and provide the best solution. The method presented here is a first step toward being able to 'predict' the flow's future movement (at least to highlight possibly important areas), and adapt the mesh accordingly. Sensitivity analysis deals with the calculation of the gradients of a model forecast with respect to model parameters, where these parameters might be initial conditions, boundary conditions or other physical inputs. Use of an adjoint model, first introduced in Cacuci (1981) , can identify regions where changes to variables or parameters has the largest impact. Put simply, an area with high 'sensitivity' is one within which small perturbations can strongly influence the growth of errors in the overall solution. Sensitivity analysis has been applied in a variety of fields, including the control of water through irrigation channels (Sanders and Katopodes, 1999) and contaminant releases in rivers (Piasecki and Katopodes, 1997) , applications to the shallow water equations (Sanders and Katopodes, 2000) , as well as various meteorological applications (Zhang et al., 2000; Gunzburger, 1999; Langland et al., 1995) . Theoretical considerations have been presented by Homescu and Navon (2003) and Cacuci (1988) , with later applications to optimal control, 3/4D-VAR data assimilation and error estimation (Alekseev and Navon, 2005) .
The aim of goal-based error measure design is to take a measure of what is 'important' in a problem and design an error measure, and consequently mesh adaptation scheme, to optimise the accuracy of this quantity. A bound on the required accuracy for this quantity (goal) can be set, and the method presented in this paper yields a mesh which achieves this level of accuracy with minimal computational resources. A method of this type is particularly important for problems with a number of solution variables where it is typically unclear what priority to put on resolving each of the solution fields. The method developed here provides a systematic way of doing this. The error contribution to each of the nodal solution variables can be determined and used to substantially improve the accuracy of the goal functional (see Pierce and Giles, 2000; Mü ller and Giles, 2001 ). In addition, sensitivity information may also be used to provide a bound for the error in this functional, which can be invaluable to any model (see Paraschivoiu and Patera, 1998 ). An example of an application area of this type of technique is in the adaptation of a mesh to optimise a quantity of interest in a fluid simulation such as the drag or lift past an aerofoil (Pierce and Giles, 2000) . The particular interest here is for an ocean model, as described by Ford et al. (2004a) and Pain et al. (2005) . The goal function in such a model could be an observation or some measure of the dynamics of the system, for example some integral of vorticity or the strength of the thermohaline circulation.
What distinguishes this work from previous work on goal-based error measures and adaptivity (for example in Oden and Prudhomme, 2001; Prudhomme and Oden, 1999b,a; Cirak and Ramm, 1998; Venditti and Darmofal, 2000) is the use of readily accessible (in simulation codes) discretised equations, the application to transient problems and the use of a metric tensor obtained from sensitivity analysis to adapt three-dimensional meshes of unstructured tetrahedral elements. The metric tensor is used to gauge both shape and size quality of each tetrahedral element which forms the basis of a mesh adaptivity/optimisation procedure. Since the adjoint solution is typically calculated in data assimilation, control, and optimisation problems, then the method presented in this paper provides an additional use for the adjoint information. See Hide (1989 Hide ( , 2002 for a number of important diagnostics which may be used to generate error measures.
The remainder of this paper is organised as follows. Section 2 gives a brief overview of the anisotropic adaptivity method employed here. Sections 3 and 4 outline the methodology for the goal-based method and the creation of a metric tensor. Section 5 outlines how the method is implemented for ocean modelling problems. Section 6 briefly outlines the model equations which are then utilised to solve a wind driven rotating gyre problem, using the goal-based technology, in Section 7. In Section 8, some conclusions are drawn.
An anisotropic mesh adaptivity method
For completeness a brief overview of the mesh optimisation algorithm employed in this work is given in this section. A more detailed description of the method is given by Pain et al. (2001) .
Metric tensor
The mesh optimisation method presented requires as a precursor an error measure in the form of a nodally defined metric tensor (George, 1998) . This positive definite matrix defines, anisotropically, the desired mesh edge lengths at each node. The desired edge length, h i , in the direction of the ith eigenvector, e i , of the metric tensor M, is defined as
, where k i is the eigenvalue associated with e i . In general the metric tensor is used to calculate distances during mesh optimisation via kvk = v T M v v, where M v is the average metric tensor along vector v. This approach may be viewed as a discretisation of a Riemannian geometry constructed from an error norm. As the directionality of the solution is encoded in the metric tensor, anisotropic solutions will generally lead to anisotropic meshes that balance accuracy with computational efficiency. For example, the fact that the method seeks a specific error means that the procedure will remove elements where there is a glut in accuracy, thus improving computation efficiency.
When forming a suitable metric tensor a number of generic operations are regularly applied. These include: limiting the maximum and minimum desired edge lengths so as not to specify unrealistic modelling goals; limiting the aspect ratio of principal directions of an element; combining several metric tensors from different solution fields; global scaling of the metric tensor in order to limit the computational resources the model may request (i.e. limit the number of degrees of freedom in the model); and metric tensor gradation control. Most of these operations are discussed extensively in the literature (e.g. Pain et al., 2001; George, 1998 ) and so will not be elaborated here.
Element functional
To define a mesh optimisation problem an element functional is defined in terms of the metric tensor and of the properties a good mesh should exhibit for modelling. Trials are then performed on the local mesh connectivity and node position-in the case of a minimisation problem being defined the aim is to find a local configuration that reduces the functional value. Defining the mesh functional as
where F is the vector of element functionals for the whole mesh, the process terminates when F falls below some tolerance. There are many possible choices for the definition of the local functional F (see Knupp (2000) for a review). The element functional used here is geometrically based
Here r ' is the length, with respect to the edge centred metric tensor, M ' , of edge '; L e is the set of edges of element e; q e is the radius, with respect to M, of the inscribed sphere (insphere) of element e; and a is the radius of the inscribed sphere of an ideal element. In 3-D the ideal element is defined as an equilateral tetrahedron with sides of unit length when measured in metric space (and hence may still be highly anisotropic when viewed in physical space). The trade-off between size and shape is controlled by the parameter l, which has been chosen to be unity for the work here. The first term in the functional becomes zero as all of the edge lengths approach unity (measured with respect to the metric tensor M), and the second term becomes zero as the in-sphere radius approaches a (measured with respect to the metric tensor M). In this way the functional gives a measure of the quality of an element in terms of both its size and shape.
Mesh adaptations
For a given error metric and objective functional, the tetrahedral mesh is adapted through a combination of: node insertion/deletion via edge splitting and collapsing, face-to-edge swapping and edge swapping (Joe, 1989) , Laplacian smoothing (in metric space).
It is worth noting that: edge collapsing reduces the number of elements and nodes thereby coarsening the mesh; edge splitting increases the number of elements and nodes, thereby refining the mesh; face and edge swapping, and mesh smoothing primarily serve to modify the shape of elements. This multi-pronged approach is similar to that of Freitag and Ollivier-Gooch (1997) except that the objective function described above is used rather than purely Euclidean measures of element quality.
An adjoint based sensitivity measure
This section outlines the basis for the calculation of a new metric tensor M, based upon both forward and adjoint calculations. Calculating M is the focus of this paper and while the theoretical development is presented in this section, the overall construction of a practical and usable metric will be expanded upon in this and the following three sections. The overall approach has five main steps which may be summarised as follows: take a single large time step forward with the model to anticipate the forward solution (see Sections 5 and 6); calculate the differential of the functional encoding what is important in the simulation and place this on the right-hand side of the adjoint problem (see Section 6); take a large time step backwards (half the forward time step) by solving the associated adjoint problem (see Section 5); calculate the residual of the forward and/or the adjoint equations using a multi-grid like method (see Sections 3.2.3 and 4.2); convolve this residual with the Hessians of the forward and/or adjoint solution fields to obtain the final metric (Sections 3.2.2 and 3.2.3) which yield the error measures to be used by the mesh optimisation algorithm.
Following the introduction of a differential problem (3) and associated continuous (5) and discrete residuals (6), the following subsections construct a measure of the error in a functional or goal (7). This functional would typically be chosen such that it encodes in some sense what is important in the simulation being undertaken. The associated adjoint problem is introduced in Section 3.1.2 and is used to estimate the error in the numerical estimate of the functional. This then leads to the two expressions for the error, (18) and (20), which are used in the remainder of this work. Section 3.2 assumes that the unknown quantities in these expressions have been estimated (with details in Section 4) and subsequently constructs two new error metric tensors (28) and (31).
A goal-based error measure
Suppose a differential equation to be solved is
for source s, linear operator L (the extension to non-linear operators is relatively straightforward although it can involve considerable algebra), dependent solution variable w (in this work typically momenta, temperature, etc.), and the exact solution is w exact w exact (x). This solution is approximated with a finite element numerical expansion
with x being the spatial coordinates, W ðW 1 ; W 2 ; . . . ; W N Þ T the discrete solution vector, N j (x), j ¼ 1; . . . ; N the (piecewise linear in this work) finite element basis functions, and N the number of nodes in the finite element mesh. Then the equation residual is
The aim is to make this residual small in some sense. This is done by multiplying (5) by the weighting functions and integrating over the domain. In the Bubnov-Galerkin method these weighting functions are chosen to be the basis functions N i (x), i ¼ 1; . . . ; N. Whatever method is chosen to discretise the equations a matrix equation and residual vector result rðwÞ AW À S ¼ 0; ð6Þ for matrix A and discretised source S. In a practical implementation with inexact arithmetic and possibly the use of iterative solution methods, r(w) may not be identically zero. It is assumed insignificantly small in this work. This assumption may be relaxed by retaining r(w) in the following derivations. In addition, note that in the analysis it is assumed that r(w) is in some sense a discretised representation of the residual RðwÞ multiplied by a representative volume of each cell or node, as achieved in typical finite element Petrov-Galerkin or control volume methods.
The functional or goal
Suppose that the functional whose accuracy is to be optimised is represented as F F(w), and
where X is the solution domain. F(w) may be any derived quantity of the solution w. Applying a first order Taylor series analysis, the gradient of/ow near the exact solution w exact can be obtained from
or in discrete form, oF oW
in which W exact ðW exact 1 ; W exact 2 ; . . . ; W exact N Þ T is a vector containing the exact solution at the N finite element nodes (or control volume cells) and
That is, e w exact is the finite element (or other numerical) interpolant of the exact solution w exact .
Discrete error measure
Suppose a non-singular matrix A exact exists such that
where W exact is the exact solution at the nodes for a given discretised source vector S. Note that via a probing method (taking S to be the unit vectors) the columns of A À1 exact may be constructed directly assuming the corresponding exact solution W exact is known. In practice of course A exact and W exact are not available, the procedures for their estimation are given in Section 4. Now define the adjoint solutions W * and W Ã exact in terms of the adjoint problems
Again, via a first order Taylor series expansion, oðr exact ð e w exact ÞÞ oW ðW exact À WÞ % r exact ð e w exact Þ À r exact ðwÞ ð 13Þ
% rð e w exact Þ À rðwÞ; ð14Þ which with (11) and (6) yields
This can then be combined with (9) and (12) to obtain
This expression can also be used to obtain an improved prediction of F, that is to find F ð e w exact Þ, once estimates of rð e w exact Þ and e W Ã exact have been obtained.
Discrete functional correction
Although the error estimates are obtained from (16), the product ðrð e w exact Þ À rðwÞÞ T W Ã exact is not known and cannot be used directly to correct the functional F. To do this the following relation is employed:
rðwÞ is approximately equal to rð e w exact Þ and is obtained from the residual calculation method outlined in Section 4. Eq. (17) can also be used to re-normalise the error measures to correctly obtain the desired error in F.
Dual discrete error measure
Another error measure, in a discrete sense, can be defined from (16),
This is used to form a directional error measure based on the forward solution.
Alternative error measures
The dual error measure derived in Section 3.1.4 can be written, taking into account (12) and (15) and assuming r(w) = 0, as
From (19) a useful relationship which has an analogous continuous form is
Eq. (20) is used to form a directional error measure based on the adjoint solution. Similar results to (19) have been used by Venditti and Darmofal (2000) , in which the latter part of (20), that is rð e w exact Þ T ðW exact À WÞ, is used to gauge mesh adaptivity isotropically (Venditti and Darmofal, 2002) and anisotropically (Venditti and Darmofal, 2003) . In Pierce and Giles (2000) a defect correction method, similar in form, is presented to increase the accuracy of the estimation. Mü ller and Giles (2001) use a similar approach to that described here, but using an isotropic error measure. Note that (19) can also be written for linear operators as
Estimates of the solution errors ðW Ã À W Ã exact Þ and (W À W exact ) can readily be obtained using interpolation theory as outlined in Section 3.2.
Derivation of a metric tensor field to guide anisotropic mesh adaptivity
In Section 3.1 the error measures (18) and (20) 
These equations require a measure of the error in the forward solution (22) and both forward and adjoint solutions (23).
Defining a metric tensor
A metric tensor (see Section 2) can be defined
Here H is the Hessian matrix with jHj its symmetric positive-definite absolute value, is the required level of error and c is a scalar constant. The Hessian here is defined in terms of both the forward solution w and the adjoint solution w * . The metric tensor is defined such that an element size (length) is unity if it has the desired interpolation error . The discrete (nodal) form of , from (22) 
Suppose dF is the acceptable error in F; then assuming the error contribution to F is the same for each node, then define 
To calculate the Hessians, the method presented in Pain et al. (2001) is followed. Galerkin methods are repeatedly applied to calculate the first derivatives. Consider the forward Hessian constructed from the forward solution w l , consequently at node i
and in a similar way for q l y i and q l zi . Therefore,
where N j are the finite element basis functions and M L is the row summed lumped mass matrix (see Zienkiewicz and Taylor, 2000) . The second order terms which form the Hessian for an equation solution variable l centred on node i, are calculated in a similar way, for example
If there are M solution variables per node then an averaged Hessian H i associated with node i can be defined as
where
This technique uses (22) as the basis for this average. Using the error measure defined by (22) the metric tensor field can be found. An interpolation error i at node i can be defined as
then the nodal metric tensor M i is obtained from
This is the metric tensor used in the applications (see Section 7). Using the adjoint error measure defined by (23) a second metric tensor can be obtained. To this end suppose that
then a combined averaged Hessian H Ã i associated with node i can be defined as
An adjoint based interpolation error Ã i can be defined as
So a new adjoint based metric tensor M Ã i at node i is obtained from
Superposition of metric tensors
In practice, one metric tensor M is required to guide mesh adaptivity. A single metric tensor field can be obtained by either ignoring the metric tensor M Ã and using only M as the basis of mesh adaptivity, thus the overall metric tensor M i at node i is obtained from
or alternatively by including both metric tensors M and M Ã where
In this case the operator GðA; BÞ superimposes the two metric tensors A and B by the method presented in Pain et al. (2001) .
Equation residuals
4.1. Determining the residual
In this section approximations d
and rð e w exact Þ respectively, are obtained for a particular node i. This is achieved by finding a coarse grid representation of the discrete matrix equations at each node i; the residual is obtained when an approximation to the adjoint solution W * is evaluated at the coarse grid nodes and used in conjunction with the resulting coarse grid matrix. The coarse grid residuals are obtained algebraically, so that no access to the governing equations is necessary. This takes a step towards the possibility of developing a method (and an associated computer implementation) that is independent of the governing equations. With knowledge of how the residual varies with the grid resolution one can determine an estimate of the residual. A fine grid stencil is constructed from the nodes directly connected to node i; these nodes form the set S i and are shown as filled circles in Fig. 1 . The fine grid stencil is indicated by solid bold lines in Fig. 1 . The fine grid stencil is extended by a factor of two in each direction to give the location of coarse grid nodes. The coordinates of the coarse nodes x c , related to the nodes j 2 S i are defined as These points are shown with solid open circles in Fig. 1 , the extension of the stencil is shown with a bold dashed line. To apply quadratic interpolation a further point must be defined, x d say. Similarly, the coordinates of the coarse nodes x d , related to the nodes j 2 S i are defined as
These points are shown with dashed open circles in Fig. 1 
This process is repeated for each of the nodes j surrounding node i; the value at node i, the centre of the discretisation, is taken to be W Ãl i . Fig. 1 shows the stencil extensions required for a node i with three surrounding nodes j.
Generally the points x c and x d lie within elements of the fine (original) mesh; there are however some special cases to consider when the nodes lie close to the boundaries of the domain. As demonstrated in Fig. 2 . It is likely that the stencil will be extended beyond the boundaries of the domain. In the case that only x c lies outside the domain or both x c and x d lie outside the domain then
Alternatively if x d lies outside the domain then linear interpolation is applied such that
The interpolated values of W * at the nodes surrounding node i are enough to compute the ith row of d A T W 
Smoothing the residual
It should also be noted that the equation residual can be quite oscillatory (see Pierce and Giles, 2000) and has been smoothed in Venditti and Darmofal (2000) to obtain residuals that can be used in the equations above. As indicated in the previous section, smoothing is applied to the residuals calculated using the above method. The smoothing method employed uses a weighted average of residual values at the node in question, as well as those nodes directly connected to it. For simplicity, letr be the approximation to the residual that has been calculated, d
A T W Ã exact orrð e w exact Þ. This is defined at the nodes. Then a smoothed value of this,r S i say, at a node i, is defined as,
where S i is the set of nodes directly connected to node i, excluding node i itself and s i is the number of nodes in set S i . Applying this procedure to all of the nodes in turn creates a new smoothed field, the process is repeated a number of times (in the examples presented here 5 iterations are used when d A T W Ã exact is amended in (22) using this approach), producing increasingly smooth fields.
Outline implementation
At a point t = s in the computation, when one wishes to adapt the mesh, the forward problem is solved from this time level (t = s) using a time step of size d
DT. The solution of this problem provides the forward solution W. The time step d
DT is the size of a multiple of time steps Dt (where Dt is the time step size for the overall problem being solved) and is equal to the pre-set time between adaptations of the mesh.
The adjoint problem is then initialised and solved backward from this point ðt ¼ s þ d DTÞ, using a time step of size d DT=2, giving the adjoint solution W * . The source term oF/oW for the adjoint problem is constructed from the solution to the forward problem W (at time t ¼ s þ d DT). This procedure is best illustrated by Fig. 3 which shows the process for a computation between two mesh adaptations. Once W and W * have been found the error measures and metric tensor M can be computed, and the mesh adapted. An important point to note is that once the error measures and metric tensor have been formed and the mesh adapted, the simulation continues, using time steps of size Dt from the time level t = s, until the next scheduled adapt (at t ¼ s þ d DT), at which point the process is repeated. The initial conditions, boundary conditions and solution procedure for this forward problem (with a large time step d DT) are identical to those for the problem being solved. Once the end of the time step d DT has been reached the adjoint problem is initialised; the initial conditions are set to the values produced by the forward problem at time t ¼ s þ d DT. More details on the construction of the adjoint and boundary conditions may be found in Fang et al. (this issue) .
Numerical basis of model
The method outlined in this paper is used in conjunction with the Imperial College Ocean Model, the numerical basis of which is briefly outlined in this section and more fully considered in Ford et al. (2004a) and Pain et al. (2005) . In the model the three-dimensional (3-D) non-hydrostatic Boussinesq equations are discretised in the domain X & R 3 . The equations are as follows:
where u = (u, v, w) T represents the 3-D velocity and p is the perturbation pressure. Here u, v and w are the velocity components in the x-, y-and z-directions, respectively. The rotation vector is X and takes the form X ¼ 0; 0; f 2 À Á T , where f is the Coriolis parameter. q is the perturbation density, g is the acceleration due to gravity and k = (0, 0, 1) T . The viscous terms are represented by the stress tensor s. Additional details of the numerical basis of the model can be found in Ford et al. (2004a) .
A candidate functional used to derive the error metric and thus guide mesh adaptivity can be defined in terms of the vorticity of the flow dynamics. As the application of the model in this paper is 2-D only one component of the vorticity, is non-zero. The rationale for basing functionals around vorticity stems from both the physics but also the ability to represent the vorticity numerically. Thus an appropriate functional can be defined in terms of
The functional F (7) being optimised is then simply the enstrophy of the flow. To initialise the adjoint problem (see Section 5) the source terms oF/oW must be calculated. When time stepping is used the functional from Section 3 can be defined as total enstrophy at time level n + L 
in which L is the number of time steps used to form the error measure. The aim of using the functional defined by (44) is to optimise the accuracy of the functional at the end of time step d DT (time interval between two consecutive mesh adaptations), or taking into account all time levels using Then, applying the procedure previously described, the solution at each time level between two mesh adaptations from n to n + L is calculated. Then the multi-field formulation defined previously can be applied with a forward model of 
. . .
. . . in which 
T . Now assuming the problem is linear, the adjoint equation becomes In (47) it has effectively been assumed that / *(n+L+1) = 0. There are a number of issues arising from the formulation of these matrices, for example the use of the same projection method to approximately solve the adjoint equation (47) as that used to solve the forward equation (46). This modifies the equations above slightly, but is an approximation to them. This has been the motivation for not necessarily assuming that r(w) = 0 in the derivation of (18). If the time steps for the forward and adjoint calculations used here are large (bearing in mind that the time step will typically be larger than that used to solve the equations once an error measure has been found and the mesh adapted) then a single Picard iteration in time is used for non-linear stability. The equations themselves can become very poorly conditioned for these large time steps if the same discretisation method is used as that to solve the forward equations, i.e. Galerkin spatial discretisation with Crank-Nicolson time stepping. Thus the SUPG (Streamline Upwind Petrov-Galerkin) method for spatial discretisation with backward Euler time-stepping is employed to evaluate (46) and (47). For L = 1, Eqs. (46) and (47) become (assuming / n is known from before the model is adapted) 
and are evaluated in this order. To recover some of the accuracy lost by using only one time step to calculate the error measure, the trapezoidal rule is used to calculate / via / ¼ 1 2 ð/ ðnÞ þ / ðnþLÞ Þ, and similarly to evaluate / * between mesh adaptations. The aim is to obtain a mesh which can define the fields at each time step between adapts and thus optimising the mesh at the mid time level. Thus the equations become 
; and
These values are used to evaluate the metric tensor, given by (28) and the process is shown schematically in Fig. 3 . 
Application: non-linear wind-driven gyre
Wind driven barotropic circulation provides a good test of this technology. Extending the considerations from the linear problem considered in Munk (1950) to the non-linear version of the problem examined by Ierley (1987) gives a test not only applicable in an 'oceanographic' context, but one where the flow structure is less predictable and exists at a variety of scales.
The domain is taken to be a square box of size L = 1000 km which is H = 500 m deep. A maximum zonal wind stress of s 0 = 0.1 N m À2 is applied in a cosine of latitude profile. The Coriolis terms are taken into account with the beta-plane approximation (f = by) where b = 1.8 Â 10 À11 m À1 s À1 , and the reference density is taken to be q 0 = 1000 kg m À3 . The problem is non-dimensionalised with the maximum Sverdrup balance velocity
(and so the velocity scale U = 3.5 Â 10 À2 m s À1 is used here), and the horizontal length-scale (L = 10 6 m) so that the domain is a box with a horizontal size of 1 and depth of 0.0005. The domain is maintained as a single layer, i.e. one element in the vertical. Time is non-dimensionalised with T = L/U. Incorporating the beta-plane The functional and source terms are calculated using the solution to the forward problem W (see Section 5 for details), at time level t ¼ s þ d DT, where d DT is taken to be 1.51 Â 10 À2 or 5 days, which is the time between adaptations of the mesh, as discussed in Section 5. dF is taken to be for 7.85 Â 10 À1 for Re = 20 and 5.0 Â 10 À1 for Re = 1000, with the minimum and maximum edge lengths being 0.001 (1 km) and 0.1 (100 km), respectively. The number of nodes is capped at 10,000. Note that the number of nodes quoted in the figures is the value for the entire one element deep three-dimensional mesh, to compare with the resolution (but not cost) of a two-dimensional code this number would need to be halved. 
Results-Re = 20
The forward metric tensor is used in this simulation. The mesh adapts every 41 time steps (5 days). The adaptive method is employed on this problem from 100 days into the simulation, after the initial spin-up of the gyre is complete. The simulation is conducted up to this point on a set mesh of 40 Â 40 elements; the initial velocity vectors, mesh and velocity components are shown in Figs. 4-7. The forward and adjoint time steps are preformed as detailed in Section 5, the adjoint problem being initialised from source terms derived from the differential of the functional F defined in terms of the vorticity. The u and v velocity (28) is employed in adapting the mesh here it is useful to look at the adjoint residuals. The residuals associated with u * and v * are estimated by the method described in Section 4. These are shown in Figs. 12 and 13. The Hessians of the forward solution fields are calculated and averaged, and used to form the metric tensor M with which the mesh is adapted. The results shown in Figs. 8-13 relate to the first adaptation of the mesh, i.e. the initial large forward time step is between day 100 and day 105 of the simulation, the aim being to optimise the accuracy of the functional F at day 105. The adapted mesh, used to compute the actual solution, using time steps of 3 h between days 100 and 105 is shown in Fig. 14. The process is repeated when the simulation reaches day 105, taking a large time step to day 110 and finding a mesh to optimise the accuracy of the functional F at day 110. Subsequent adapted meshes are shown in Figs. 15-17. Areas highlighted by both the Hessian of the forward solution and the residual can be seen to be receiving mesh refinement, whilst in other areas the mesh is coarsened. It can be seen that increased mesh resolution is concentrated around the western boundary. The finest resolution normal to the boundary at the western side of the domain is approximately 15 km (for the mesh shown in Fig. 17 ). As described above, the mesh adapts every 40 time steps (5 days). When the mesh adapts, the CPU time overhead associated with the mesh optimisation algorithm is equivalent to approximately two standard time steps of the forward model. The forward and adjoint calculations used to compute the error measures and metric have a CPU cost also approximately equivalent to the cost of two time steps. However, after the mesh is first adapted the number of nodes not only decreases to half of its original value, it also reaches a state where it is using less than a quarter of the number of nodes a uniform mesh achieving the resolution of 15 km everywhere would require. Therefore, although the calculation of the metric and the mesh adaptation requires additional computations, these costs are offset by the reduction in the total number of nodes used in the calculation. 
Results-Re = 1000
In this section the method is applied to a case with a Reynolds number of 1000; otherwise identical conditions are used as to those in Section 7.1. Meshes at equivalent times to those shown previously are shown in Figs. 28-33. Differences in the complexity of the flow can be seen. The method optimises the mesh using the same requirements as those used in the previous section. Flow vectors at days 125 and 150 are shown in Figs.  34 and 35 , respectively. The model can be seen to be resolving the intense boundary current and subsequent generation of eddies propagating into the domain interior. The finest resolution normal to the boundary at the western side of the domain is approximately 1 km (for the mesh shown in Fig. 33 ) and thus the model here is using a number of nodes approximately two orders of magnitude lower than would be required by a model with a uniform mesh achieving this resolution everywhere. Figs. 36-47 show results at intervals up to 8 years in simulation time. Fig. 48 shows the value of the functional F over time. 
Concluding remarks
A novel method of constructing a metric tensor field for defining the size and shape of elements in adaptive mesh modelling of oceanographic phenomena has been presented. A goal-based technique has been used to highlight areas of the domain where increased (or decreased) mesh resolution is desirable. The goal and measure of the dynamics of the two-dimensional wind-driven gyre problem presented here is to optimise the accuracy of the total enstrophy (integral over the solution domain of vorticity squared). The method employs both forward and adjoint computations to calculate a sensitivity, thereby highlighting locations of the domain that warrant increased or decreased resolution. The specified level of acceptable error for each variable is set by the method, rather than a constant global value being defined by the user. This allows the specified level of acceptable error to be varied automatically in time and space, according to the requirements of the problem.
The methodology behind this work will become particularly important when considering turbulent flows, where very fine resolution may be desired in a majority of the domain, but where a restriction in computational overheads exists. In cases such as these, a method which highlights more important areas to be considered will be an important tool in resolving the problem accurately with available computational resources. Future work will involve the testing of the method on an extended set of benchmarks and the application and comparison of a variety of functionals or goals. 
