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Abstract
Wepresent a new approach for combining thebeliefs of many
individuals using graphical models. Existing Bayesian belief
aggregation methods break several theoretical assumptions
for Bayesian reasoning. More practically, existing opinion
pool functions that compute asingle value torepresent thebe-
lief of all contributors do not represent reality well, especially
incaseswheretherearemany diverseopinions. Divergence is
a natural result of combining opinions from individuals with
different beliefs, backgrounds and experiences. Instead of
forming a single consensus value that will average out this
diversity, we ﬁnd clusters of agreement for each probability
distribution and propagate the cluster means throughout the
network during inference. We utilize a social network that
tracks the agreement between individuals and the normalized
graph cut algorithm to ﬁnd emerging groups of consensus in
the agreement network. We leverage the agreement that oc-
curs across multiple belief estimates to help reduce the com-
plexity that may arise as the means are propagated through-
out a belief network. By monitoring agreement over time we
may also expose the variety of backgrounds that will help ex-
plain divergence in belief. This paper discusses the approach,
background and our motives for ongoing research.
Introduction
Many ﬁelds have a need to build predictive models from
a number of different individuals who each can contribute
their experience and beliefs to the whole. The motivations
for collecting beliefs from multiple individuals ﬁt into two
different categories. First, we may be interested in build-
ing the most accurate model of a domain or future of inter-
est from a set of experts or sensors, each of which brings
a different background or specialization to the table. This
situation would be typical of an expert system or fusing out-
put from a sensor network to improve situation understand-
ing. Second, we may simply be interested in the opinions
of the individuals, and desire to build a concise democratic
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model that is most representative of the beliefs of the in-
dividual contributors. This situation most closely models
polling, and thus far, has not been discussed in Bayesian be-
lief aggregationliterature. Our approachaddresses bothmo-
tivations, and therefore presents a generalized technique for
belief aggregation that can be used in many real-world situ-
ations. However, we constrain our approach to situations in
which enough disagreement occurs to render existing belief
aggregation approaches imprecise. We suspect that many
realistic situations ﬁt into this category.
Consider an example in which we would like to build an ac-
curate predictive model from a number of experts. Several
law enforcement units working autonomously have discov-
ereddifferentsuspiciousactivitiesrelatingtothepurchaseof
restricted biochemicals, information retrieved about a city’s
water system, and unusual travel activity into the state. Now
imagine that there is a network of very observant individu-
als connecting all law enforcement units, government agen-
cies and military intelligence units. These individuals are
able to monitor information entered by the different groups
and make connections between them. Each group may en-
ter their own piece of information. Group A enters “Suspect
purchases water soluble chemicals in Canada and smuggles
it into Buffalo.” Group B enters “Frequent downloads of
information such as maps of the Hudson River water basin
from an IP address in Pakistan.” Group C enters “Several
single men with Passports from Pakistan arrived at airports
across New York within a two week period in August.”
One of the very astute individuals monitoring all this infor-
mation may notice that all the activity is in New York, and
there is overlap between group A’s and B’s observations re-
ferring to water and an overlap between B and C’s observa-
tions regarding Pakistan. This astute (or paranoid) person
may conjecture that there could be a relationship between
these pieces of information and raise a ﬂag to the appropri-
ate authorities to look into this. However, perhaps another
agentseesthesameactivityandconcludesthatsomeofthese
coincidences can be explained away by additional informa-
tion. For example, perhaps the Pakistani men happened to
be graduate students at state universities and it was the start
of the fall semester.Thanks to imperfect recall, bias, and varying backgrounds,
even if multiple individuals have observed the same activi-
ties, they will often have differing opinions on the implica-
tions of their observations. One of them may believe that an
attack is imminent while another has intuition that indicates
a less threatening scenario. Whenever we have multiple hu-
man(andevenautonomous)contributorstoamodelwemust
consider that there will be disagreement. However, in order
to make decisions based on the observations, we must be
able to form a concise conclusion from their opinions.
We are aggregating the partial probabilistic models of indi-
viduals with diverse and sometimes conﬂicting knowledge
in order to build a representative model. Existing belief ag-
gregationapproachesare unable to realistically represent di-
verse beliefs because they attempt to form a single consen-
sus model which averages away any conﬂict. As a conse-
quence of this approach, they also break many theoretical
assumptions that are central to Bayesian logic. Our research
leverages agreement between individuals to allow models
to be built that capture both consensus and diversity among
opinions. This also enables us to provide approximate solu-
tions to the issues that have limited the progress of belief
aggregation and topological fusion. Capturing belief and
structure from diverse information sources is a signiﬁcant
bottleneck for probabilistic systems and is one that needs
to be addressed before any theoretical system can be used
in practice. Our solution offers a practical and theoretically
sound approach to this challenge, enabling researchers and
knowledge engineers to build holistic models from diverse
and potentially conﬂicting sources.
This paper is organized as follows. We ﬁrst discuss related
work in Bayesian belief aggregationand introduceproblems
with existing approaches that we are addressing. We then
discuss the details of our approach, including the belief ag-
gregationtechnique we base our approach on, using clusters
of consensus to represent divergent beliefs, and using social
networks to capture agreement for clustering and inference.
We then discuss how our approach can be used to develop
bothaccurateandrepresentativemodels,andﬁnallydescribe
some initial results from an experiment which elicited be-
liefs on political outcomes. We conclude by raising some
research questions that we address during the ongoing re-
search.
Background
Belief aggregation is the process of combining probability
estimates on the same distribution from multiple human or
software agents. Early researchers developed various opin-
ion pool functions whose output was a numeric result of the
combinationof a numberof inputs. Matzkevichand Abram-
son (1992) cited two different approaches to belief aggre-
gation that were discussed at the time. The ﬁrst was called
posterior compromise, which combines the beliefs after the
network and probabilities have been deﬁned and a query has
been made. In other words, one would query separate net-
works and then combine the result. The authors introduced
their alternative approach called prior compromise that in-
stead found a consensus network before inference was done
to determine the result of a query. This approach would in-
volve fusing together networks that may also have different
structure. Once networks were fused, they combinedthe be-
liefs on local relationships using an approach called family
aggregation (Pennock and Wellman 1999).
An opinion pool functionis a mathematicalfunction to form
a single aggregate value from multiple beliefs. Mathemati-
cally, P0 = f(P1,P2,...,Pn) where each Pi is the prob-
ability estimation from the ith contributor given N con-
tributors. P0 is the consensus estimation. The two most
commonly used opinion pools are the linear opinion pool
(LinOP) and the logarithmic opinion pool (LogOP). If the
world is composed of m possible events (assuming binary
variables)LinOP is a weightedarithmeticmean with the fol-
lowing formula:
P0(x) =
N X
i=1
αiPi(x) (1)
where αi is a non-negative weight assigned to each of the
N contributors and
PN
i=1 αi = 1.0. LogOP is a weighted
geometric mean with the following formula:
P0(wj) =
QN
i=1[Pi(wj)]αi
P2m
k=1
QN
i=1[Pi(wk)]αi
(2)
where wj and wk are each one of 2m possible events given
m states of the world (Pennock and Wellman 1999).
Given the potential for opinion pool functions to form mod-
els by aggregating multiple beliefs, Pennock and Wellman
investigated whether combined belief yields enough struc-
ture to form a graphical representation. In (Pennock and
Wellman 1999) the authors show that even when agents are
in agreement on the structure of a model, existing aggrega-
tion methods do not yield the same structure. They prove
that it is not possible to maintain consistent structures using
an opinion pool function unless Markov independencies are
preserved.
Pennock and Wellman also introduced the market-based be-
lief elicitation and aggregation approach. This approach re-
quires that individuals back up their beliefs by buying and
selling stocks that indicate their conﬁdence in an event oc-
curring (Pennock and Wellman 1997; 2005). The consensus
value is determined by the resulting stock price. While this
approach may improve accuracy when all agents have the
same risk tolerance, this case is highly unlikely. In general
a market based approach increases the subjectivity of the
result as each individual has unequal desire to make a bet
on their beliefs. While problematic, a number of other re-
searchershave followedin the competitivemarket-basedap-
proach to belief aggregation (Ottaviani and Sorensen 2006;
NappandJouini2006;Maynard-ReidandChajewska2001).Belief aggregationraises a more philosophicalissue that has
thus far not been discussed in the literature. The logic be-
hind averaging to ﬁnd one consensus based on many pos-
sibly divergent opinions is ﬂawed. The more divergent the
opinions, the more unrealistic and misrepresentative the av-
erage is. Consider the following situation; Joe believes that
Democrats winning the election is very unlikely (10%). Su-
san believes that Democrats winning the election is almost
certain (90%). The result of averaging these opinions im-
plies that people believe the election is a tossup, while the
individual opinions clearly are quite polarized. A second
situation has three opinions; one at 55%, one at 45% and
one at 50%. The average of these also calls the election a
tossup, but the opinions more closely reﬂect this conclusion.
Tomaintainarealisticrepresentationofbelieffrommanyin-
dividuals, the resulting consensus model should distinguish
between these two situations.
Our Approach
We now discuss our aggregation approach that merges fam-
ily aggregation, clustering and social networks to form and
propagate consensus belief clusters for Bayesian inference.
Family Aggregation
Family aggregation (Pennock and Wellman 1999; Matzke-
vich and Abramson 1992) is an aggregation approach in
which LinOP is applied within each conditional probability
table (CPT) between the parents and child. Family aggrega-
tion is in the form:
P0(X|Pax) = f(P1(X|Pax),...,Pm(X|Pax) (3)
Where P0 is the consensus probability and Pi(X|Pax) is
each of m individual’s probability estimate of X given
its parents Pax and P0(X|Pax) is the consensus. Using
LinOP, the elements in the multiple supplied CPTs are aver-
aged to form a consensus CPT. We will utilize independence
assumptions such that each table being considered will rep-
resent a single parent→ child relationship. This will reduce
the overall complexity and enable fusion of differing sub-
structures (Matzkevich and Abramson 1992).
The problem is that family aggregation also fails to uphold
Bayesian properties, speciﬁcally the Bayes rule:
P(Y |X) =
P(Y )P(X|Y )
P(X)
(4)
An example in (Pennock and Wellman 1999) illustrates this.
In summary, multiple agents supply beliefs on the condi-
tionalprobabilitiesofaparentchildrelationship,speciﬁcally
P(X),P(Y |X), and P(Y |¬X). The estimates are then av-
eraged to ﬁnd a consensus CPT and then the results are used
to ﬁnd the joint distribution P(Y,X). They then utilize the
original agent estimates to reverse the edges between parent
and child to ﬁnd P(X|Y ) using (4) and again ﬁnd the con-
sensus CPT by averaging these values. When they utilize
the consensus CPT to ﬁnd the joint distribution P(X,Y ),
these values are not equal to the values P(Y,X), found us-
ing the initial consensus CPT, which means that the Bayes
rule properties are broken using family aggregation. We ob-
serve that the variance (or error) between the joint distribu-
tions P(Y,X) and P(X,Y ) is much greater when the orig-
inal beliefs are more divergent, for example, agent A states
that P(Y |X) = 0.2 and agent B states that P(Y |X) = 0.8.
This observation is a foundation of our approach.
Consensus Belief Clusters
Our approach leverages agreement and disagreement be-
tweenindividualstoreducetheerrorthatoccursin situations
similar to the previous example, as well as form a more re-
alistic consensus model. Instead of computing a single con-
sensus value (or average) to represent the beliefs of many
potentially divergent opinions, we cluster similar probabil-
ity estimates to form consensus belief clusters and apply an
opinion pool function to each of the clusters. The result is a
set ofk means, as well as a weight ω foreach clusterindicat-
ing the relative number of estimates that ﬁt into the cluster.
The variance σ within each cluster is partially determined
by a similarity measure s, that indicates the maximum dis-
tance between probability estimates that we will allow. A
lower value of s will result in decreased error, but a greater
number of clusters.
Two key variables determine the appearance of the consen-
sus model. The ﬁrst is the degree of disagreement between
belief estimates, or δ. If all estimates are within s of each
other, then we can utilize the traditional opinion pool func-
tions to form a single consensus value. If not, then clus-
tering will split the estimates into multiple groups of con-
sensus. The second important variable is m, or the number
of individual belief estimates. In situations where there are
only a few estimates, we ﬁnd the mean of each cluster using
LinOP. However, if we have a signiﬁcant number of belief
estimates we can ﬁt Gaussians to the clusters, resulting in
a Gaussian mixture model (Dasgupta and Schulman 2007;
Sanjeev and Kannan 2001) containing k components. The
mixture model provides us with a compact, yet informative
representation to visualize the distribution of belief.
Utilizing consensus belief clusters allows us to represent
both consensus and divergence across a probability distri-
bution. The positive implications of our approach include:
• Although we cannot eliminate the inconsistencies that
cause existing opinion pool functions to break Bayesian
formalisms,utilizingconsensusbelief clusterswill reduce
the error that arises (for example when computing the
joint distribution using family aggregation).
• We can represent both convergingand diverging opinions
where appropriate, building a more realistic model. Thishas beneﬁts in many applications including polling and
prediction. In polling, we would like to capture a con-
cise representation of signiﬁcant clusters of opinions. In
prediction, maintaining an awareness of outliers (beliefs
that are not well supported with consensus) is important
in situations that may involve rare and unexpectedevents.
• The outliers may also indicate noise and bias that can be
isolated from the dominate consensus. The clusters con-
taining stronger consensus will likely be more accurate
thanamodelthataggregatesall beliefsintooneconsensus
using traditional aggregation methods because any noise
and bias that appears as outliers will not be included.
Social Networks of Agreement
To determine the extent of agreement and extract the clus-
ters of consensus we utilize a graph theoretic approach that
has been used by many researchers across various compu-
tational and statistical ﬁelds (Sanjeev and Kannan 2001;
Shi and Malik 2000; Clauset, Newman, and Moore 2004).
We build a social network in which nodes represent individ-
uals and edges between nodes indicate that two individuals
agree (in other words their estimates are within a similar-
ity measure, s of each other). Each edge also has a weight
thatindicatesthefrequencythat twoindividualsagreeacross
multiple probabilityestimates. More formally,we deﬁne the
graph G to be composed of (V,E,s), where V is a set of
vertices(each representinga uniqueindividual),E is a set of
edges, and s is a similarity measure. An edge exists between
two nodes vi and vj, i  = j iff the individuals represented by
the nodes have supplied belief estimates Pi and Pj such that
|Pi − Pj| ≤ s. Each edge is also associated with a weight
w that is a function of the frequency of agreement between
two individuals i and j.
Utilizing a graph to track similarity as described is a com-
mon approach to capture similarity between many individ-
ual features or agents. (Sanjeev and Kannan 2001) describe
an algorithm to ﬁnd mixture models by creating edges be-
tween nodes that share close neighbors, and then ﬁnding the
cliques in the graph. (Shi and Malik 2000) utilize a similar-
ity graph to describe the similarity between pixels in an im-
age. Someresearchershaveused socialnetworksto describe
agreement or shared beliefs (Robins and Lusher 2006).
The primarypurposeof forminga graphin which edges rep-
resent similarity or agreement is to create a structure from
which algorithms can then be used to extract or distinguish
clusters of nodes that tend to group together due to their
higherdegreesof similarity. In ourcase, we utilize thegraph
to extract the clusters of belief for individualprobabilitydis-
tributions in addition to detecting agreement across multi-
ple probability distributions which highlights more consis-
tent consensus between individuals and groups.
We utilize the normalized graph cut algorithm deﬁned by
(Shi and Malik 2000) to extract the consensus clusters from
the agreement network. The graph cut algorithm works by
separating partitions of a network by removing edges be-
tween dissimilar partitions. As in our agreement network,
edge weight wij represents the similarity between nodes i
and j. Given a graph G, it can be divided into two partitions
A and B. The cut is a value that indicates the amount of
dissimilarity between A and B. It is deﬁned as follows:
cut(A,B) =
X
uǫA,vǫB
wuv (5)
An optimal partitioning is one that minimizes this value.
While ﬁnding the minimum cut is an NP hard problem,
many efﬁcient approximations exist (Shi and Malik 2000).
The normalized cut algorithm is an extension of the mini-
mum cut that normalizes the cut value by the overall asso-
ciation between groups. This helps to reduce the incidence
ofcuts occurringthatpartitionsmall, isolatedcuts butignore
moreinterestingpartitionsbetweenlarger,less distinguished
partitions.
To determine the consensus clusters for a single probabil-
ity distribution, we utilize an edge weight of 1 for all edges
between nodes that have a similarity < s. Once clusters
of consensus have been foundin our agreementnetwork, we
determinethe means of the these clusters. Thenext step is to
propagatethese means throughoutthe network for Bayesian
inference.
Leveraging Agreement for Inference
Bayesian inference is the process of propagatingprobability
distributions across network nodes to compute the overall
joint probability distribution of the variables in a network.
The problem is that now instead of one consensus value for
each probability distribution, we have a set of k means. If
we have kA values that represent the probability distribution
for variable A, then we will potentially have to propagate
each of those values to A’s children. If B is A’s child and B
has kB means, we will have to combine kA means with kB
means as well as the means from all of B’s other parents.
This explosion of values could easily make inference using
our consensus models intractable.
One obvious approach would be to ﬁnd the largest consen-
sus cluster from each probability distribution and only prop-
agate its mean throughoutthe network. However,this would
make our goal of realistically representing divergence un-
achievable since we would be dropping many valid consen-
sus clusters.
Consider instead the case in which every person that agreed
with another person on one belief also agreed with that per-
son on all other beliefs. If this were truly the case, then
we would not need to combine one group’s beliefs with any
other group’s beliefs since there would be no overlap be-
tween groups. Instead we could have k agents with eachagent representing a consensus group, each with a model of
the network and a single consensus value for each probabil-
ity distribution. Then the problem is simply a typical propa-
gation problemin which we propagateone value throughout
the network. This would result in k results for each query in
which those k results would accurately represent the beliefs
of each group.
Of course it is not likely that individuals will always agree
on beliefs, therefore this example is much too simplistic.
However, it is certainly possible that many of the individ-
uals who agree will agree a signiﬁcant proportion of the
time. We returnto ouragreementnetworkandedgeweights.
Each time two individuals i and j agree, we increment a
count on the edge between vi and vj. The edge weight
wij is this count, normalized by the total number of times
individuals have agreed. In other words, the weight rep-
resents the amount of agreement between individuals over
time. When we run the graph cut algorithm on the network
using these weights, we will ﬁnd the consensus clusters (or
groups) that emerge across all probability distributions. We
then assign an agent to represent each group that will main-
tain the network for the group, including propagatingvalues
within each network. While we will still have agreement
between groups we can greatly reduce the explosion of the
number of values being propagated throughout the network
by constraining propagation based on the amount of agree-
ment.
Accurate versus Representative Models
In many domains of interest the goal is to combine (or fuse)
a number of sources to create a single representative model
(Steinberg and Bowman 2004). In typical applications, such
as medical, military and technical, the knowledge engineers
are interested in building the most accurate model possible.
Inthiscase, the performanceofeachexpertmaybeaconsid-
eration whencontributionsare combined. Better performing
experts (or agents) may be given more weight while con-
tributions from unreliable sources are discounted. In some
situations, perhaps one expert may simply have more expe-
rience in a particular area than another. Our approach is to
consider the amount of support that an individual brings to
the model. First of all, an expert may be supported by other
experts that agree with her on the current belief, or which
have agreed with her on other beliefs. This social support
is a function of the degree of the node that represents this
individual in the agreement network and the weights of the
node’s edges.
An expert may also be supported by the amount of informa-
tion that she supplies to back up her claim, or informational
support. In a causal model, this property can be inferred
from the set of variables and causal relationships for which
the expert supplies belief estimates. In the counterterrorism
example used in the Introduction,one agent had an intuition
that the university semester was starting, and therefore he
might add a variable to the network representing this pos-
sibility, with a conditional probability that would decrease
the likelihood of an attack on New York because of visiting
Pakistani men. If we look for the differences across multi-
ple probability estimates, we may be able to infer the back-
grounds that explain differences in expert opinions.
Informational support is also interesting when aggregating
belief in models in which all individual’s opinions are con-
sidered equally valid. Some domains, such as polling or sur-
veys, may be more interested in models that providethe best
representation of the contributors’ beliefs. In this case, we
may not use informational support to validate the individ-
uals, but we can still use it to discover variations in indi-
viduals’ backgrounds. In the representative model, we are
particularly interested in generating a realistic distribution
of the opinions. A higher quality representative model will
be one in which the results of querying the network more
closely match the results of querying a reasonable sampling
of the contributors.
Results
Since the research discussed in this paper is in progress we
do not yet have completed results available to demonstrate
our full approach1. However, we ran an experiment using
Mechanical Turk (Amazon 2008), an Amazon.com spon-
sored system that allows one to hire many individuals to
undertake simple online tasks. We asked Mechanical Turk
workers to supply likelihoods for several political outcomes.
In Table 1 we show the results of clustering on probabili-
ties in the range 0...100. We used WEKA’s (Garner et al.
1995) simple k-means clusterer to create two clusters based
on answers from 186 individuals. The columns labeled C1
and C2 show the means of the two clusters.
The table shows considerable divergence across many ques-
tions that are typical Democrat versus Republican issues.
Forexample,the clusterlabeledC1 believedthat it was 72%
likely that Obama will be elected president and also over-
whelmingly believed that climate change is effected by hu-
mans. The cluster labeled C2 believed it was less likely that
Obama will win and also believed the likelihoods of ﬁnd-
ing bin Laden and independence on foreign oil were higher
if McCain wins. These results demonstrate that it is possi-
ble to ﬁnd clusters of consensus even across several issues.
They also demonstrate the potential of our approach for use
in polling. Instead of just asking people their belief on a sin-
gle event, we can ask people to back up their beliefs with
reasoning, or cause them to consider the consequences of
certain events. The predictions from Mechanical Turk will
be used to form a Bayesian network and test our belief ag-
gregation approach.
1We will have more complete results by the ﬁnal submission
date.Prediction C1 C2
McCain will be elected president 28.2 50.8
Obama will be elected president 71.8 49.2
US economycontinuesto declineifMcCain
wins
77.3 46.2
US economy continues to decline if Obama
wins
56.5 60.7
Increased taxes if bailout passes 75.6 69.4
US economy continues to decline if bailout
passes
69.9 56.4
US exits Iraq by 2010 if McCain wins 19.5 53.4
US exits Iraq by 2010 if Obama wins 65.0 66.8
Iraq is stabilized if the US leaves by 2010 38.2 38.2
Find bin Laden if McCain wins 27.9 43.8
Find bin Laden if Obama wins 33.4 30.4
Independence on foreign oil in 10 years if
McCain wins
28.7 56.1
Independence on foreign oil in 10 years if
Obama wins
45.8 47.4
Independence on foreign oil due to alterna-
tive fuels
65.5 50.3
Independence on foreign oil due to ex-
panded drilling
39.5 49.7
Climate change effected by humans 84.3 61.7
Number of instances 122 64
Percent 66 34
Table 1: Results of clustering on predictions elicited using
Mechanical Turk. Columns C1 and C2 show the means of
the clusters. The predictions were in the range 0...100.
Research Questions
Aside from validating our approach, we have a number of
questions that we will be addressing during our research.
• At which point do traditional belief aggregation meth-
ods fail to capture the divergence that occurs and when
is our approach most appropriate? We can measure the
graph property called modularity that detects how well a
graphdivides intoindividualcommunities(Clauset, New-
man, and Moore 2004) to determine whether our ap-
proach should be used.
• What are the differences in behavior depending on the
number of contributors we have? Are we able to ﬁt Gaus-
sians to the clusters when thereare sufﬁcient statistics and
does this beneﬁt our approach?
• What types of problems is our approach most appropri-
ate for? We demonstrated its potential in polling– an un-
touched area for Bayesian reasoning. Can we also lever-
age divergence to improve accuracy and infer the varied
backgrounds of the individual contributors?
Our research aims to reduce the error that arises in existing
beliefaggregationapproaches,improverichnessandrealism
of the consensus modelformedfrom manydiverse opinions,
and reduce noise and isolate bias. We also anticipate ad-
vancement in inferring backgrounds of individuals and en-
couragingindividualstosupporttheirclaimswithreasoning.
This will help build both accurate and representativemodels
acrossdomainsandwill addto theadvancementof Bayesian
reasoning as a practical modeling tool.
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