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RESUMO
Esta tese apresenta um estudo sobre o chamado canal de retransmissa˜o
bidirecional (TWRC, do ingleˆs Two Way Relay Channel) sob diferen-
tes te´cnicas de transmissa˜o. Como primeira contribuic¸a˜o, e´ obtido para
cada te´cnica de transmissa˜o o limitante teo´rico para a taxa efetiva de
transfereˆncia, em func¸a˜o da relac¸a˜o sinal-ru´ıdo (SNR, do ingleˆs Sig-
nal to Noise Ratio), bem como e´ indicada a correspondente taxa de
mensagem o´tima, ou seja, aquela com a qual a ma´xima taxa efetiva
pode ser alcanc¸ada. Expresso˜es otimizadas para as duas taxas (ambas
expressas em bits por s´ımbolo complexo) sa˜o derivadas para o TWRC
sob desvanecimento quase-esta´tico do tipo Rayleigh e sob as te´cnicas
de transmissa˜o de roteamento (RO), de codificac¸a˜o de rede (NC) e de
codificac¸a˜o de rede na camada f´ısica (PNC). Para PNC, foram consi-
deradas as estrate´gias de retransmissa˜o Decodifica-e-Encaminha (DF)
e Computa-e-Encaminha (CF). Ale´m disso, para aumentar a taxa de
transfereˆncia na te´cnica PNC, foi considerada a utilizac¸a˜o de um buffer
de pacotes (PB) na estac¸a˜o relay. A partir dos resultados nume´ricos,
va´rias concluso˜es importantes foram obtidas, como por exemplo que
CF-PNC com PB e´ a melhor te´cnica para SNR de moderada a alta.
Como segunda contribuic¸a˜o desta tese, formas de codificac¸a˜o de canal
integrada a` codificac¸a˜o de rede na camada f´ısica foram consideradas, vi-
sando alcanc¸ar ou se aproximar da ma´xima taxa efetiva de transfereˆncia
e assim validar os limitantes obtidos. Para a estrate´gia DF-PNC, foram
projetados co´digos de canal integrados turbo com diferentes taxas de
mensagens. A fim de melhorar o desempenho, foram implementadas
modificac¸o˜es no algoritmo de decodificac¸a˜o dos co´digos turbo propos-
tos. Para a estrate´gia CF-PNC, a te´cnica de codificac¸a˜o de rede via
reticulados sobre ane´is de inteiros, recentemente introduzida por Feng,
Silva e Kschischang, foi considerada. Foram projetados co´digos de re-
ticulados sobre ane´is de inteiros complexos obtidos a partir de co´digos
turbo bina´rios, fazendo uso da Construc¸a˜o A Levantada. Resultados
de simulac¸a˜o envolvendo as duas propostas de codificac¸a˜o de canal in-
tegrada a` codificac¸a˜o de rede na camada f´ısica associadas a`s te´cnicas
DF-PNC e CF-PNC corroboram os resultados teo´ricos sobre taxas ob-
tidos na primeira parte desta tese.

ABSTRACT
This Ph.D. dissertation presents a study of the so-called two-way relay
channel (TWRC) under different transmission techniques. As a first
contribution, the theoretical limit on the effective transfer rate, as a
function of the signal-to-noise ratio (SNR), as well as the correspon-
ding message rate (i.e., the information rate at which the maximum
effective transfer rate is achieved) are obtained. Optimized expressions
for the two rates (both expressed in bits per complex symbol) are deri-
ved for the TWRC under quasi-static Rayleigh fading and under three
transmission techniques, namely, routing (RO), network coding (NC),
and physical-layer network coding (PNC). For PNC, the decode-and-
forward (DF) and compute-and-forward (CF) retransmission strategies
are considered. Additionally, in order to increase the transfer rate in
PNC, the utilization of a packet buffer (PB) is considered in the relay
station. From numerical simulation results, several important conclusi-
ons are drawn, for instance, that CF-PNC with PB is the best technique
for moderate-to-high SNR. As a second contribution of this disserta-
tion, forms of channel coding integrated to physical-layer network co-
ding are considered, aiming at achieving or approaching the maximum
effetive transfer rate, thus validating the derived limits. For the DF-
PNC strategy, integrated turbo channel codes with different message
rates are designed. To get a better performance, some modifications
are implemented in the decoding algorithms for the proposed turbo
codes. For CF-PNC, the techique named network coding via lattices
over integer rings, recently introduced by Feng, Silva, and Kschischang,
is considered. Lattice codes over complex integer rings obtained from
binary turbo codes, making use of Lifted Construction A, are designed.
Simulation results for the two proposed channel coding techniques in-
tegrated to physical-layer network coding, associated with DF-PC and
CF-PNC, corroborate the theoretical results on rates obtained in the
first part of the dissertation.

LISTA DE FIGURAS
Figura 1 Te´cnicas de comunicac¸a˜o para o TWRC: (A) Rotea-
mento, (B) Codificac¸a˜o de rede e (C) Codificac¸a˜o de rede na camada
f´ısica. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
Figura 2 Taxa de mensagem o´tima versus SNR para o canal quase-
esta´tico com desvanecimento Rayleigh e com buffer de pacotes. . . . 39
Figura 3 Taxa-soma efetiva alcanc¸a´vel, R∗ (para o´tima r∗), versus
SNR para o TWRC com RO, NC, DF-PNC, e CF-PNC, para canal
com desvanecimento quase-esta´tico Rayleigh. . . . . . . . . . . . . . . . . . . . . . 41
Figura 4 Ganho de SNR obtido com o buffer de pacotes versus
taxa-soma efetiva, R∗ (para o´tima r∗), para o TWRC com CF-
PNC e DF-PNC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
Figura 5 Modelo do Sistema.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Figura 6 Estrutura da trelic¸a produto. . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Figura 7 Comparac¸a˜o de desempenho da taxa de erro de frame
(FER) entre os processos de decodificac¸a˜o XOR-F4 e XOR tradici-
onal, para o canal de acesso mu´ltiplo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Figura 8 Taxa-soma efetiva do sistema TWRC com DF-PNC e
co´digo turbo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
Figura 9 Constelac¸a˜o recebida no relay quando os ganhos de canal
sa˜o reais e iguais a h1 = 1 e h2 = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Figura 10 Constelac¸a˜o recebida no relay quando os ganhos de canal
sa˜o ortogonais. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
Figura 11 Modelo do codificador Turbo-LNC na fonte Sl. . . . . . . . . 62
Figura 12 Modelo do decodificador para o co´digo Turbo-LNC. . . . . 64
Figura 13 FER do co´digo Turbo-LNC no relay com canais sujeitos
a desvanecimento Rayleigh. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Figura 14 Taxa-soma efetiva do sistema TWRC com CF-PNC e
co´digo Turbo-LNC.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

LISTA DE TABELAS
Tabela 1 Mapeamento PNC para canais com desvanecimento. . . . 47

LISTA DE ABREVIATURAS
AF Amplify-and-Forward
ANC Analog Network Coding
AWGN Additive White Gaussian Noise
BC Broadcast
BPSK Binary Phase-Shift keying
CF Compute–and–Forward
CRC Cyclical Redundancy Check
CsF Compress-and-Forward
CSI Channel State Information
DF Decode-and-Forward
FER Frame Error Rate
LDPC Low-Density Parity-Check
LLR Log Likelihood Ratio
LNC Lattice Network Coding
MA Multiple Access
NC Network Coding
PB Packet Buffering
PNC Physical-Layer Network Coding
PP Ponto-a-Ponto
RO Roteamento
RSC Recursive Systematic Convolutional
SNR Signal-to-Noise Ratio
TWRC Two-Way Relay Channel

SUMA´RIO
1 INTRODUC¸A˜O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.1 MOTIVAC¸A˜O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.2 OBJETIVOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.2.1 Objetivo geral . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.2.2 Objetivos espec´ıficos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.3 ESTRUTURA DO DOCUMENTO . . . . . . . . . . . . . . . . . . . . . . . 27
2 MODELO DO SISTEMA ADOTADO E REGIO˜ES
DE CAPACIDADE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.1 INTRODUC¸A˜O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2 MODELO DO SISTEMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3 REGIA˜O DE CAPACIDADE PARA OS CANAIS BA´SICOS 31
2.3.1 Canal ponto-a-ponto, de difusa˜o e de acesso mu´ltiplo
com Decodifica-e-Encaminha . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.2 Canal de acesso mu´ltiplo com Computa-e-Encaminha 32
2.4 CONCLUSO˜ES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3 TAXA-SOMA EFETIVA DE TRANSMISSA˜O . . . . . . . 35
3.1 INTRODUC¸A˜O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 TAXA EFETIVA PARA OS CANAIS BA´SICOS . . . . . . . . . . 35
3.2.1 Canal ponto-a-ponto e de Difusa˜o . . . . . . . . . . . . . . . . . . 36
3.2.2 Canal de acesso mu´ltiplo . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 TAXA-SOMA EFETIVA PARA O TWRC . . . . . . . . . . . . . . . 38
3.3.1 Roteamento . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.2 Codificac¸a˜o de Rede . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3.3 Decodifica-e-Encaminha . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3.4 Computa-e-Encaminha . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4 RESULTADOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5 CONCLUSO˜ES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4 CO´DIGOS TURBO PARA DF-PNC . . . . . . . . . . . . . . . . 43
4.1 INTRODUC¸A˜O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 INTEGRAC¸A˜O DA CODIFICAC¸A˜O DE CANAL E DE
REDE NA CAMADA FI´SICA . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3 CODIFICAC¸A˜O TURBO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.4 DECODIFICAC¸A˜O TURBO-XOR . . . . . . . . . . . . . . . . . . . . . . . 46
4.4.1 Decodificac¸a˜o XOR-F4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.5 RESULTADOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.6 CONCLUSO˜ES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5 CO´DIGOS TURBO PARA CF-PNC SOBRE INTEI-
ROS GAUSSIANOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.1 INTRODUC¸A˜O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.2 ESTRATE´GIA COMPUTA-E-ENCAMINHA SOBRE ANE´IS 55
5.2.1 Codificac¸a˜o de Rede via Reticulados . . . . . . . . . . . . . . . 58
5.3 CODIFICADOR TURBO SOBRE INTEIROS GAUSSIANOS 61
5.4 DECODIFICAC¸A˜O TURBO SOBRE INTEIROS GAUSSI-
ANOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.5 RESULTADOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.6 CONCLUSO˜ES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6 CONCLUSO˜ES E TRABALHOS FUTUROS . . . . . . . . 69
6.1 DISCUSSA˜O DOS RESULTADOS . . . . . . . . . . . . . . . . . . . . . . . 69
6.2 CONTRIBUIC¸O˜ES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.3 ARTIGOS PUBLICADOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.4 TRABALHOS FUTUROS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
REFEREˆNCIAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
21
1 INTRODUC¸A˜O
O Brasil registrou, em marc¸o de 2016, 257,81 milho˜es de linhas
ativas na telefonia mo´vel, de acordo com dados da Ageˆncia Nacional de
Telecomunicac¸o˜es (Anatel). Aliados ao crescimento no uso de tecnolo-
gias mo´veis, que na verdade e´ mundial, novos servic¸os de informac¸a˜o
e comunicac¸a˜o esta˜o sendo introduzidos quase que diariamente, e as
demandas por maiores taxas de transmissa˜o e capacidade de comu-
nicac¸a˜o continuam a crescer. Investir no setor de telecomunicac¸o˜es,
seja na expansa˜o de sua infraestrutura e/ou no incentivo ao desenvolvi-
mento de novas tecnologias, e´ de fundamental importaˆncia para garan-
tir um n´ıvel mı´nimo de qualidade nos servic¸os prestados. Uma maneira
de maximizar o tra´fego de informac¸o˜es nas redes existentes e, conse-
quentemente, minimizar a demanda por novas implantac¸o˜es, e´ buscar
o aumento da capacidade, com confiabilidade, dos atuais sistemas de
telecomunicac¸a˜o atrave´s de esforc¸os de pesquisas cient´ıficas. Algumas
descobertas teo´ricas foram fundamentais para o desenvolvimento e me-
lhoria dos sistemas de comunicac¸a˜o sem fio, e e´ neste contexto que
insere-se a presente tese.
Em 1948, Shannon [1] lanc¸ou as bases da Teoria da Informac¸a˜o.
Nela foram estabelecidos os limites teo´ricos para uma comunicac¸a˜o
confia´vel atrave´s de um canal ruidoso. Pore´m, para alcanc¸ar este li-
mite e´ necessa´rio fazer uso da te´cnica de Codificac¸a˜o de Canal.
Resumidamente, esta te´cnica consiste na introduc¸a˜o de redundaˆncia
a` informac¸a˜o de um modo controlado, a fim de protegeˆ-la contra erros
de transmissa˜o. As te´cnicas de codificac¸a˜o de canal mais poderosas
sa˜o os co´digos turbo [2] e os co´digos LDPC (do ingleˆs Low-Density
Parity-Check) [3].
Por outro lado, visando aumentar o fluxo de informac¸a˜o em uma
rede de comunicac¸a˜o, foi introduzida, no ano de 2000, a te´cnica de
Codificac¸a˜o de Rede, que tem atra´ıdo cada vez mais atenc¸a˜o da
comunidade cient´ıfica, particularmente para os ambientes sem fio. A
ideia principal foi proposta inicialmente por Ahlswede et al. [4], que
mostraram que, se for permitido aos no´s intermedia´rios de uma rede
combinar as mensagens recebidas, antes de encaminha´-las, o fluxo de
informac¸a˜o ma´xima podera´ ser alcanc¸ado.
A integrac¸a˜o das te´cnicas de codificac¸a˜o de rede e de canal, ob-
jetivando maiores taxas e melhor desempenho, e´ um tema atual, de
grande interesse e que contribui para a melhoria das futuras redes de
comunicac¸a˜o.
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Em um ambiente sem fio, o conceito de codificac¸a˜o de rede pode
ser facilmente entendido atrave´s de um sistema com um canal de re-
transmissa˜o bidirecional (TWRC, do ingleˆs Two-Way Relay Channel),
estudado inicialmente em [5]. Nesse modelo de transmissa˜o coopera-
tiva, dois usua´rios trocam mensagens entre si atrave´s de um no´ inter-
media´rio (do ingleˆs relay), na˜o havendo comunicac¸a˜o direta entre eles.
Uma etapa fundamental na codificac¸a˜o de rede para TWRC e´ obter,
no relay, uma combinac¸a˜o linear das mensagens transmitidas (ex., a
soma mo´dulo-2) pelos dois usua´rios. Para isso, os usua´rios usualmente
transmitem suas mensagens em intervalos de tempo distintos, evitando
assim a interfereˆncia entre os sinais.
No ano de 2006, de forma simultaˆnea e independente, alguns pes-
quisadores perceberam que essa interfereˆncia, ate´ enta˜o tratada como
um fenoˆmeno destrutivo, poderia ser utilizada de forma bene´fica pos-
sibilitando uma comunicac¸a˜o mais ra´pida e eficiente [6–8]. A super-
posic¸a˜o de sinais, pro´pria do meio sem fio, seria uma forma de codi-
ficac¸a˜o de rede que ocorreria naturalmente e que, quando aplicada ao
TWRC, faria com que o processo de comunicac¸a˜o acontecesse no me-
nor intervalo de tempo poss´ıvel. Desta forma, o relay na˜o necessitaria
mais conhecer as mensagens individuais dos usua´rios, e seu papel seria
extrair diretamente dos sinais sobrepostos recebidos alguma func¸a˜o das
mensagens (por exemplo o XOR). Na literatura, esta estrate´gia e´ co-
nhecida como Codificac¸a˜o de Rede na Camada F´ısica (PNC, do
ingleˆs Physical-Layer Network Coding) [6].
Apesar de usar a interfereˆncia de uma forma bene´fica, ainda
e´ preciso lidar com o ru´ıdo pro´prio do canal. E para garantir uma
transmissa˜o confia´vel, o uso de codificac¸a˜o de canal e´ uma te´cnica im-
portante. Neste contexto, uma questa˜o interessante que se coloca e´
como a codificac¸a˜o de canal pode ser eficientemente integrada ao sis-
tema PNC. Segundo Zhang e Liew [9], ha´ duas maneiras para se aplicar
codificac¸a˜o de canal em PNC. Uma delas e´ o PNC codificado fim-
a-fim, no qual o no´ intermedia´rio na˜o realiza qualquer codificac¸a˜o ou
decodificac¸a˜o de canal. A outra forma e´ chamada PNC codificado
link-a-link , em que na˜o apenas os dois usua´rios, mas tambe´m o relay
executa codificac¸a˜o/decodificac¸a˜o de canal. Nesta tese sera´ adotada
a segunda abordagem, que doravante sera´ chamada simplesmente de
PNC codificado. O processo mais cr´ıtico do PNC codificado e´ a de-
codificac¸a˜o conjunta, no relay, para inferir uma combinac¸a˜o linear das
mensagens diretamente a partir da sobreposic¸a˜o dos sinais codificados
desvanecidos e acrescidos de ru´ıdo.
Atualmente um grande desafio e´ conseguir um bom desempenho
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com modulac¸o˜es maiores que a bina´ria e mu´ltiplos usua´rios. Nazer e
Gastpar [8, 10, 11] observaram que isso pode ser conseguido com o uso
das estruturas de reticulados (do ingleˆs lattices) [12].
Recentemente, Feng, Silva e Kschischang apresentaram em [13]
uma abordagem alge´brica para PNC, denominada codificac¸a˜o de rede
via reticulados (LNC, do ingleˆs Lattice Network Coding), da qual o
esquema de Nazer e Gastpar [11] pode ser visto como um caso espe-
cial. Eles observaram que o uso de uma estrutura de reticulados sobre
ane´is e´ o caminho mais promissor para obter-se o melhor desempenho
do PNC codificado, uma vez que evita-se ambiguidades no ca´lculo da
combinac¸a˜o linear.
1.1 MOTIVAC¸A˜O
A comunicac¸a˜o TWRC e´ uma forma de comunicac¸a˜o coope-
rativa, e como tal explora a natureza de radiodifusa˜o das comunicac¸o˜es
sem fio fazendo uso de no´s intermedia´rios (relays) como retransmisso-
res, para produzir diversidade espacial [6, 7, 14–17]. Essa caracter´ıstica
permite um aumento da capacidade e uma melhora no desempenho. Os
esquemas de transmissa˜o baseados em relays sa˜o considerados como
uma opc¸a˜o via´vel para os futuros sistemas sem fio. Algumas vantagens
no uso dos relays em comparac¸a˜o com a comunicac¸a˜o ponto-a-ponto
sa˜o:
1. Ganho de diversidade espacial, aumentando a confiabilidade da
comunicac¸a˜o atrave´s do compartilhamento das antenas da fonte e
do relay. Desta forma, mesmo equipamentos que possuem apenas
uma antena podem obter ganhos de diversidade.
2. Ganhos de poteˆncia e eficieˆncia. Supondo que o relay esteja po-
sicionado de uma forma apropriada, e´ muito prova´vel que o link
ou enlace da fonte para o relay seja de melhor qualidade do que
o link direto entre origem e destino. Nesse caso, o uso do re-
lay possibilita taxas de dados mais altas do que a simples co-
municac¸a˜o ponto-a-ponto. Ale´m disso, a fonte pode economizar
energia de transmissa˜o, o que e´ especialmente bene´fico para dis-
positivos mo´veis. Em sistemas celulares tambe´m se pode esperar
uma a´rea de cobertura maior, devido a` utilizac¸a˜o de relays.
Em uma comunicac¸a˜o TWRC [5], dois no´s (fonte) desejam trocar
informac¸a˜o atrave´s da ajuda de um no´ relay. Assume-se que os no´s
fonte sa˜o inacess´ıveis entre si e que todos os no´s operam em modo
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Figura 1: Te´cnicas de comunicac¸a˜o para o TWRC: (A) Roteamento,
(B) Codificac¸a˜o de rede e (C) Codificac¸a˜o de rede na camada f´ısica.
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Fonte: pro´pria.
half-duplex. Va´rias estrate´gias teˆm sido propostas para a comunicac¸a˜o
atrave´s desses canais, ilustradas na Figura 1 e descritas abaixo. A
comunicac¸a˜o e´ baseada em quadros, sendo um time slot definido como
o per´ıodo de tempo necessa´rio para a transmissa˜o de um quadro de
tamanho fixo. Os usua´rios compartilham a mesma faixa de frequeˆncia
de transmissa˜o.
A abordagem mais tradicional com TWRC e´ uma estrate´gia
de quatro fases (esta´gios ou time slots), aqui chamada de roteamento
(RO), em que o relay recebe e encaminha as mensagens provenientes
das fontes atrave´s de quatro transmisso˜es ponto-a-ponto (PP) indepen-
dentes [18].
Outra abordagem, aqui referida como codificac¸a˜o de rede (NC
do ingleˆs Network Coding) [4], e´ uma estrate´gia de treˆs fases, na qual o
relay primeiramente recupera as mensagens das fontes em duas trans-
misso˜es independentes e, em seguida, transmite, simultaneamente a
ambos os no´s, uma combinac¸a˜o linear (por exemplo, o XOR) das men-
sagens de origem aproveitando a natureza de difusa˜o (broadcast) (BC)
do meio sem fio [5]. As fontes, ao receberem a combinac¸a˜o de mensa-
gens e conhecendo a sua pro´pria, podem extrair o conteu´do desejado.
Uma terceira abordagem, referida aqui como codificac¸a˜o de rede
na camada f´ısica (PNC) [6–8], tem, na primeira fase, as duas fontes
transmitindo simultaneamente, atrave´s de um canal de acesso mu´ltiplo
(MA), com o relay tendo o objetivo de (eventualmente) obter uma
combinac¸a˜o linear das duas mensagens de origem. Em seguida, o relay
transmite esta combinac¸a˜o linear para ambos os no´s [19, 20].
Dependendo do processamento realizado no relay, e´ poss´ıvel dis-
tinguir entre quatro operac¸o˜es de encaminhamento/decodificac¸a˜o dife-
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rentes, que sa˜o brevemente descritas como segue.
Amplifica-e-Encaminha (AF, do ingleˆs Amplify-and-
Forward). No caso AF [15] o relay recebe o sinal, amplifica-o e em
seguida o sinal e´ transmitido para o destino. Este me´todo e´ simples,
mas tem o inconveniente de realc¸ar o ru´ıdo do link relay-destino. Uma
versa˜o simplificada de PNC associada ao AF, chamada de Codificac¸a˜o
de Rede Analo´gica (ANC, do ingleˆs Analog Network Coding) [21]
utiliza essa forma de encaminhamento, onde o relay apenas amplifica
e encaminha a soma ponderada dos sinais. Essa e´ uma boa abordagem
quando se tem alta SNR.
Decodifica-e-Encaminha (DF, do ingleˆs Decode-and-
Forward). No caso DF [15] o relay demodula e decodifica o sinal
recebido. No PNC associado ao DF, o relay primeiro decodifica as
duas mensagens individuais, a fim de calcular uma combinac¸a˜o linear
delas [22]. Sendo a decodificac¸a˜o bem sucedida, a informac¸a˜o sera´
recodificada e transmitida em um segundo time slot. Em caso de falha
na decodificac¸a˜o, as seguintes opc¸o˜es podem ser adotadas: ignorar a
falha, recodificar e transmitir uma mensagem errada, implicando na
propagac¸a˜o de erros, ou o relay pode permanecer em sileˆncio e na˜o
transmitir nada, a fim de impedir a propagac¸a˜o de erros, descartando
assim o sinal recebido. Se houver um canal de retorno relay-fonte,
o relay pode indicar a falha na decodificac¸a˜o e a fonte faria uma
retransmissa˜o. O sucesso/falha na decodificac¸a˜o pode ser verificado,
por exemplo, atrave´s de um verificador de redundaˆncia (CRC, do
ingleˆs cyclical redundancy check).
Comprime-e-Encaminha (CsF, do ingleˆs Compress-and-
Forward). Em vez de decodificar a informac¸a˜o transmitida pela fonte, o
relay pode ajudar o destino enviando uma versa˜o compactada do sinal
que recebeu [17]. Comparado com DF, apresenta uma complexidade
computacional menor, porque na˜o e´ necessa´rio decodificar o sinal rece-
bido. Apesar de poder ter desempenho melhor que o protocolo AF e o
DF, o CsF e´ menos empregado devido a` dificuldade de implementac¸a˜o
em sistemas pra´ticos.
Computa-e-Encaminha (CF, do ingleˆs Com-
pute–and–Forward). Esta estrate´gia foi apresentada pela primeira
vez no ano de 2008 em [10]. Nela, o relay na˜o tem a necessidade de
decodificar as mensagens individuais; em vez disso, extrai diretamente
do sinal recebido a combinac¸a˜o linear desejada.
Na presente tese, as operac¸o˜es de decodificac¸a˜o no relay DF e
CF sera˜o utilizadas e investigadas na estrate´gia de duas fases (PNC),
denominadas por DF-PNC e CF-PNC respectivamente.
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Inu´meras pesquisas e trabalhos objetivando o aumento da capa-
cidade e a melhora do desempenho de um sistema de comunicac¸a˜o sem
fio adotam o TWRC como modelo de canal. Mas como saber se o es-
quema proposto alcanc¸a a melhor taxa efetiva de transmissa˜o poss´ıvel
com um bom desempenho em um TWRC? Ate´ o presente momento
na˜o havia sido estabelecido na literatura um limitante para a ma´xima
taxa alcanc¸a´vel no TWRC com PNC.
1.2 OBJETIVOS
1.2.1 Objetivo geral
O objetivo geral desta tese e´ apresentar os limitantes e diretri-
zes para selecionar taxas de mensagens ideais e assim projetar co´digos
adequados para uma comunicac¸a˜o eficiente e confia´vel no TWRC. Em
resumo, esta tese pretende apresentar uma resposta concreta a` seguinte
pergunta:
Dada uma relac¸a˜o sinal-ru´ıdo (SNR), qual a taxa de men-
sagem o´tima, ou seja, que maximize a taxa efetiva de
transfereˆncia (em bits/s´ımbolo complexo), e como proje-
tar co´digos de canal visando uma comunicac¸a˜o eficiente
e confia´vel no TWRC?
1.2.2 Objetivos espec´ıficos
Os objetivos espec´ıficos desta tese sa˜o:
 Derivar expresso˜es para a ma´xima taxa efetiva de transfereˆncia
e taxa de mensagem associada (em bits por s´ımbolo complexo)
de roteamento, NC e PNC para o TWRC com desvanecimento
quase-esta´tico do tipo Rayleigh.
 Obter a taxa de mensagem o´tima que alcance uma comunicac¸a˜o
eficiente e confia´vel no TWRC por SNR.
 Desenvolver uma nova te´cnica de decodificac¸a˜o turbo integrada
a` codificac¸a˜o de rede na camada f´ısica com modulac¸a˜o bina´ria,
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que possa ser utilizada para alcanc¸ar ou se aproximar da ma´xima
taxa efetiva de transfereˆncia com a te´cnica DF-PNC.
 Desenvolver um esquema de codificac¸a˜o e decodificac¸a˜o para PNC
baseado em reticulados sobre inteiros Gaussianos obtidos pela
Construc¸a˜o A Levantada, fazendo uso de co´digos turbo bina´rios
e modulac¸a˜o na˜o bina´ria, que possa ser utilizado para alcanc¸ar
ou se aproximar da ma´xima taxa efetiva de transfereˆncia com a
te´cnica CF-PNC.
1.3 ESTRUTURA DO DOCUMENTO
O restante deste documento esta´ organizado da seguinte ma-
neira. O Cap´ıtulo 2 apresenta o modelo do sistema adotado na tese
e a regia˜o de capacidade para o canal ponto-a-ponto, de difusa˜o e de
acesso mu´ltiplo.
No Cap´ıtulo 3 conceitua-se taxa efetiva de transmissa˜o (em bits
por s´ımbolo complexo) e derivam-se expresso˜es para maximiza´-la. Es-
ses resultados sa˜o utilizados como diretrizes para selecionar taxas de
mensagens ideais e projetar co´digos adequados para uma eficiente e
confia´vel comunicac¸a˜o no TWRC utilizando as te´cnicas de roteamento,
de codificac¸a˜o de rede, e de codificac¸a˜o de rede na camada f´ısica,
tanto no aˆmbito da te´cnica decodifica-e-encaminha (DF-PNC) como
na computa-e-encaminha (CF-PNC).
No Cap´ıtulo 4 e´ projetado um co´digo turbo que utiliza a es-
trate´gia DF-PNC. Uma contribuic¸a˜o desta tese e´ a modificac¸a˜o do algo-
ritmo de decodificac¸a˜o BCJR qua passa a operar no corpo de Galois F4.
Com base no limitante obtido no Cap´ıtulo 3, verifica-se que a te´cnica
apresenta um o´timo desempenho para topologias com dois usua´rios e
modulac¸a˜o BPSK, embora em detrimento de um decodificador mais
complexo.
O Cap´ıtulo 5 apresenta o projeto de um esquema de codi-
ficac¸a˜o/decodificac¸a˜o para CF-PNC baseado em reticulados sobre in-
teiros Gaussianos obtidos pela Construc¸a˜o A Levantada, fazendo uso
de co´digos turbo bina´rios. Com base no limitante obtido no Cap´ıtulo 3,
verifica-se o bom desempenho do esquema proposto, com a vantagem de
a complexidade de decodificac¸a˜o ser relativamente baixa e independer
do nu´mero de usua´rios presentes no sistema.
Para finalizar, no Cap´ıtulo 6 sa˜o sumarizadas as contribuic¸o˜es
desta pesquisa, bem como elaboradas propostas para trabalhos futuros.
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2 MODELO DO SISTEMA ADOTADO E REGIO˜ES DE
CAPACIDADE
2.1 INTRODUC¸A˜O
O objetivo deste cap´ıtulo e´ apresentar o modelo do sistema e as
regio˜es de capacidade para os canais utilizados nesta tese.
As seguintes suposic¸o˜es sa˜o feitas:
 somente os receptores possuem o perfeito conhecimento do canal
(CSI, do ingleˆs Channel State Information);
 a estat´ıstica de desvanecimento do canal e´ conhecida nos recep-
tores e transmissores;
 os ganhos de desvanecimento dos canais permanecem constantes
em um per´ıodo (coereˆncia) de tempo, e mudam de forma aleato´ria
e independentemente de um per´ıodo para outro;
 os no´s da rede operam no esquema half-duplex, na˜o sendo capazes
de transmitir e receber informac¸o˜es ao mesmo tempo/na mesma
frequeˆncia;
 a transmissa˜o simultaˆnea de sinais se da´ de forma s´ıncrona.
Sob essas premissas, e´ poss´ıvel codificar em va´rios per´ıodos de
coereˆncia (modelo de canal de desvanecimento em bloco), objetivando
atingir a capacidade ergo´dica [23]. No entanto, nesta tese, considera-
se a abordagem na qual a codificac¸a˜o e´ realizada de forma indepen-
dente em cada per´ıodo de coereˆncia (modelo de desvanecimento quase-
esta´tico), de tal modo que o canal de desvanecimento e´ transformado
em um canal com apagamento. Em outras palavras, presume-se que a
camada f´ısica seja separada de uma camada de n´ıvel superior onde a
correc¸a˜o de apagamento e´ realizada, permitindo a adoc¸a˜o de medidas
de desempenho como capacidade de outage [23] e taxa efetiva de trans-
fereˆncia (em bits por s´ımbolo). Esta certamente na˜o e´ a abordagem
ideal, mas e´ mais atraente do ponto de vista pra´tico.
2.2 MODELO DO SISTEMA
Ao longo da tese, adota-se a seguinte notac¸a˜o. Os vetores linha
sa˜o representados por letras minu´sculas em negrito. As matrizes sa˜o
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representadas por letras maiu´sculas em negrito. O s´ımbolo⊕ representa
a operac¸a˜o ou-exclusivo denotada por XOR. A unidade imagia´ria e´ dada
por j =
√−1. O posto de A e´ representado por rank{A}. O operador
esperanc¸a matema´tica e´ dado por E[·]. E a probabilidade de um dado
evento ocorrer e´ representado por P(·).
Conforme apresentado no cap´ıtulo anterior, a comunicac¸a˜o
TWRC se utiliza de uma combinac¸a˜o de treˆs canais base, quais sejam,
PP, BC e MA, de acordo com a te´cnica de transmissa˜o empregada:
RO utiliza quatro canais PP independentes, NC utiliza dois canais PP
independentes e um canal BC (considerado aqui como dois canais PP
independentes com o mesmo sinal transmitido) e, finalmente, CF-PNC
e DF-PNC utilizam um canal MA e um canal BC.
A seguir, os quatro enlaces poss´ıveis (pares emissor-receptor) que
compo˜em o TWRC sa˜o indexados como 1: A→ R, 2: B→ R, 3: R→ A,
4: R→ B, em que A e B representam os dois no´s fonte e R e´ o no´ relay,
ilustrados na Figura 1.
Antes de transmitir atrave´s do enlace i ∈ {1, 2, 3, 4}, o no´ trans-
missor codifica sua mensagem, ui ∈ U , numa palavra-co´digo, xi ∈ Cn,
em que U e´ algum espac¸o (alge´brico) de mensagens [10]. Para os canais
PP e BC, o sinal recebido (um vetor de tamanho n) e´ dado por
yi = hixi + zi (2.1)
em que u3 = u4 (e x3 = x4) para o caso BC, hi ∈ C e´ o ganho de canal,
e zi ∈ Cn e´ o ru´ıdo Gaussiano complexo com me´dia zero e matriz de
covariaˆncia N0In. Para o canal MA, o sinal recebido e´
y = h1x1 + h2x2 + z1. (2.2)
Por simplicidade, a poteˆncia me´dia de transmissa˜o, P ,
E
[‖xi‖2] /n, e´ assumida independente de i (caso sime´trico) para qual-
quer te´cnica utilizada. Define-se a relac¸a˜o sinal-ru´ıdo me´dia (na
auseˆncia de desvanecimento) como SNR , P/N0 em que N0 e´ a densi-
dade espectral de poteˆncia do ru´ıdo.
Neste modelo, como o desvanecimento do canal, apesar de ser
aleato´rio, permanece constante durante toda a transmissa˜o e, caso o ca-
nal passe por um desvanecimento profundo, qualquer que seja o co´digo
utilizado nos transmissores, existira´ sempre um erro de detecc¸a˜o no
destino. Neste caso, o canal e´ dito estar em outage e a esta probabi-
lidade de falha da´-se o nome de probabilidade de outage pout. Nesta
tese trabalhamos com o conceito de probabilidade de sucesso, ps, dada
por ps = 1− pout.
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Ao enviarem suas informac¸o˜es, todos os no´s fonte utilizam a
mesma taxa de mensagem r = k/n (em bits de informac¸a˜o por s´ımbolo),
em que k (resp., n) e´ o nu´mero de bits de informac¸a˜o (resp., s´ımbolos)
por pacote (fragmentos de mensagens). Contudo, o relay tem a liber-
dade de transmitir com uma taxa de mensagem diferente da utilizada
pelas fontes.
2.3 REGIA˜O DE CAPACIDADE PARA OS CANAIS BA´SICOS
Dada a importaˆncia dos canais ba´sicos PP, BC e MA (com DF
e com CF) para a comunicac¸a˜o no sistema TWRC, as regio˜es de ca-
pacidade para estes canais sera˜o apresentadas a seguir. Estas sa˜o ne-
cessa´rias para os resultados que sera˜o apresentados nos cap´ıtulos se-
guintes.
2.3.1 Canal ponto-a-ponto, de difusa˜o e de acesso mu´ltiplo
com Decodifica-e-Encaminha
Para o canal PP, a capacidade instantaˆnea em bits por s´ımbolo
e´ dada por [23]
Ci , log2
(
1 + |hi|2SNR
)
. (2.3)
E para o canal BC,
CBC , min (C3, C4) . (2.4)
Note que, para o canal BC, assume-se que somente informac¸a˜o comum
e´ transmitida.
A regia˜o de capacidade MA, para dois usua´rios, e´ a casca convexa
fechada de todos os pares de taxas que satisfac¸am as seguintes restric¸o˜es
ri ≤ Ci, i = 1, 2, (2.5)
r1 + r2 ≤ Csum , log2
(
1 + ‖h‖2SNR) , (2.6)
em que h = [h1 h2]. Como se considera o caso sime´trico, o par de taxas
assume a forma (r1, r2) = (r, r).
Naturalmente, como o transmissor na˜o tem conhecimento do ga-
nho de canal, o par de taxas podera´ ser corretamente decodificado
somente quando encontrarem-se dentro da regia˜o de capacidade [24].
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2.3.2 Canal de acesso mu´ltiplo com Computa-e-Encaminha
Em va´rios cena´rios, incluindo no TWRC, na˜o e´ necessa´rio que o
relay recupere as mensagens das fontes de forma individual; e´ suficiente
recuperar uma combinac¸a˜o linear destas mensagens. Uma te´cnica eficaz
para realizar essa tarefa e´ CF [10]. Foi demonstrado que, com CF, a
ma´xima taxa de mensagem alcanc¸a´vel para recuperar uma combinac¸a˜o
linear de forma confia´vel e´ dada pela chamada taxa computacional [10]
(ri ≤ Rcomp)
Rcomp(a,h,SNR) = log2
(
SNR
aMaH
)
, (2.7)
em que a = [a1 a2] ∈ Z[j]2 = {Z+ jZ}2 e´ o vetor de coeficientes
da combinac¸a˜o linear desejada [13] (isto e´, o relay recupera o pacote
a1u1 + a2u2 ∈ U) e
M , SNR I2 − SNR
2
SNR‖h‖2 + 1h
Hh, (2.8)
em que hH e´ o conjugado transposto ou Hermitiano de h.
Observa-se que, ao ajustar a = [1 0], tem-se no canal MA a
ma´xima taxa alcanc¸a´vel para decodificar o usua´rio A tratando o usua´rio
B como ru´ıdo. A prova para esta afirmac¸a˜o e´ obtida reescrevendo-se a
taxa computacional Rcomp da seguinte forma,
Rcomp(a,h,SNR) = log2
(
‖a‖2 − SNR|h
Ha|2
1 + SNR‖h‖2
)−1
. (2.9)
Substituindo a = [1 0] em (2.9) tem-se que
Rcomp(a,h,SNR) = log2
(
1− SNR|h1|
2
1 + SNR‖h‖2
)−1
. (2.10)
Apo´s algumas manipulac¸o˜es alge´bricas (2.10) pode ser reescrita como
Rcomp(a,h,SNR) = log2
(
1 +
SNR|h1|2
1 + SNR|h2|2
)
que e´ exatamente a ma´xima taxa de mensagem que o usua´rio A pode
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transmitir, quando utiliza-se a te´cnica tradicional DF no canal de acesso
mu´ltiplo, considerando o usua´rio B como ru´ıdo e transmitindo em sua
capacidade [23]. Desta forma, verifica-se que a te´cnica DF e´ um caso
particular da CF.
Considera-se que a1 = [a11 a12] seja o vetor de coeficientes que
maximiza Rcomp, isto e´,
a1 = arg max
a∈Z[j]2
Rcomp(a,h,SNR) (2.11)
e faz-se R+comp = Rcomp(a1,h,SNR). Esta e´ a ma´xima taxa de mensa-
gem alcanc¸a´vel quando uma u´nica combinac¸a˜o linear e´ procurada. Em
geral, pode-se estar interessado em extrair duas combinac¸o˜es lineares
independentes de mensagens. A segunda combinac¸a˜o linear o´tima tem
o vetor de coeficientes a2 = [a21 a22] dado por
a2 = arg max
a∈Z[j]2:
rank{a1;a}=2
Rcomp(a,h,SNR).
Denota-se por R−comp = Rcomp(a2,h,SNR) a correspondente
taxa computacional. Claramente, R+comp ≥ R−comp.
Nota-se que, no caso de dois usua´rios, se duas combinac¸o˜es li-
neares independentes sa˜o extra´ıdas, enta˜o o correspondente sistema de
equac¸o˜es 2 × 2 pode ser resolvido, produzindo as duas mensagens ori-
ginais.
2.4 CONCLUSO˜ES
Neste cap´ıtulo, as regio˜es de capacidade para os canais ba´sicos
que compo˜em o sistema TWRC foram obtidas. Conceitos importantes
para o estudo desta tese, como a taxa computacional para o canal MA
com CF e vetor ou matriz de coeficientes de combinac¸o˜es lineares, foram
introduzidos. Esses sa˜o elementos fundamentais para o estudo de taxas
alcanc¸a´veis no TWRC, como sera´ visto a seguir.
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3 TAXA-SOMA EFETIVA DE TRANSMISSA˜O
3.1 INTRODUC¸A˜O
Neste cap´ıtulo, derivam-se expresso˜es otimizadas para a ma´xima
taxa-soma efetiva de transfereˆncia (em bits por s´ımbolo complexo) do
roteamento, da codificac¸a˜o de rede (NC), e da codificac¸a˜o de rede na ca-
mada f´ısica (PNC), tanto no aˆmbito da te´cnica decodifica-e-encaminha
(DF-PNC) como na computa-e-encaminha (CF-PNC), para o TWRC.
Para a te´cnica PNC, considera-se como uma alternativa para aumentar
a taxa de transfereˆncia do sistema a utilizac¸a˜o de um buffer de pacotes
(PB), conforme [25]. A partir dos resultados nume´ricos, va´rias con-
cluso˜es importantes sa˜o obtidas, por exemplo, CF-PNC com PB e´ a
melhor te´cnica para SNR de moderada a alta.
3.2 TAXA EFETIVA PARA OS CANAIS BA´SICOS
De acordo com os modelos de canal apresentados no Cap´ıtulo 2,
define-se a taxa efetiva de transfereˆncia (doravante chamada apenas de
taxa efetiva) R como a raza˜o
R , B
S
, (3.1)
em que B e´ o nu´mero total de bits de informac¸a˜o que uma fonte deseja
transmitir para um dado destino, e S e´ o nu´mero me´dio de s´ımbolos
que realmente e´ necessario ser transmitido para que o destino possa
recuperar com sucesso esta informac¸a˜o. Assume-se que B seja fixo e
igual para ambos os no´s fonte.
De forma mais detalhada, tem-se que B = Kk, em que K e´
o nu´mero de pacotes de informac¸a˜o a ser transmitido para o destino.
Similarmente, tem-se S = E [N ]n, em que N e´ o nu´mero de paco-
tes codificados realmente transmitido ate´ que a informac¸a˜o tenha sido
recuperada com sucesso no destino. Utiliza-se o termo pacote para
fragmentos de mensagens.
A varia´vel N pode ser modelada como uma varia´vel aleato´ria
discreta que segue a distribuic¸a˜o Binomial negativa [26] com paraˆmetros
K e p, em que p e´ a probabilidade de sucesso em cada tentativa. Desta
forma, o valor esperado de N e´ dado por E [N ] = K/p. E a taxa efetiva
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pode ser reescrita como
R =
Kk
Kn/p
= pr. (3.2)
Nota-se que a probabilidade de uma transmissa˜o com sucesso, p,
depende da taxa de mensagem r. Enta˜o, deseja-se maximizar a taxa
efetiva R ajustando r.
3.2.1 Canal ponto-a-ponto e de Difusa˜o
Considere que i e´ o ı´ndice do link. Para o canal PP, um sucesso
e´ dito ocorrer se a capacidade instantaˆnea em (2.3) e´ maior do que a
taxa de mensagem [23], que acontece com probabilidade
p = p(i)s (r) , P(r < Ci). (3.3)
A taxa efetiva ma´xima alcanc¸a´vel e a correspondente taxa de mensagem
sa˜o dadas por
R∗PP = max
r>0
{
p(i)s (r)r
}
, (3.4)
e
r∗ = arg max
r>0
{
p(i)s (r)r
}
(3.5)
respectivamente, em bits por s´ımbolo. De (2.3) e (3.3), nota-se que a
taxa de mensagem otimizada, r∗, e, consequentemente, R∗PP dependem
da SNR.
O nu´mero mı´nimo de s´ımbolos complexos transmitido e´ dado por
S∗ =
B
R∗PP
. (3.6)
Para o canal BC, uma vez que apenas informac¸a˜o comum e´ trans-
mitida e os canais PP individuais sa˜o assumidos serem estatisticamente
ideˆnticos, tem-se que p
(3)
s (r) = p
(4)
s (r). Enta˜o, a taxa efetiva ma´xima
R∗BC e´ a mesma da equac¸a˜o (3.4).
3.2.2 Canal de acesso mu´ltiplo
Como considera-se o caso de taxas sime´tricas e canais com a
mesma estat´ıstica, a taxa efetiva para o canal MA e´ dada de forma
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semelhante ao canal PP. Relembrando que podem-se utilizar duas
te´cnicas diferentes para o canal MA: DF ou CF. Para cada caso,
considera-se que o no´ relay pode operar com ou sem buffer de pacotes.
Para DF no canal MA, sem buffer (SB), o relay e´ capaz de de-
codificar as duas mensagens, e, portanto, produz imediatamente uma
combinac¸a˜o linear u´til para a transmissa˜o (tal como u1 + u2), ou uma
falha (outage) e´ declarada. Neste caso, a probabilidade de sucesso para
o esta´gio MA e´ dada por [24]
pDF-SBs (r) = P (r < min{C1, C2, Csum/2}) . (3.7)
Com buffer, o relay pode se beneficiar da decodificac¸a˜o (e ar-
mazenamento) de uma u´nica mensagem individual, com a esperanc¸a
de decodificar, em alguma rodada futura, outra mensagem individual
do outro usua´rio. Cada par de correspondentes mensagens individu-
ais pode ser combinado para produzir uma combinac¸a˜o linear u´til (e,
em seguida, removido do buffer). Exatamente quais as mensagens sa˜o
combinadas na˜o e´ importante (contanto que elas sejam de diferentes
utilizadores), dado que sob um esquema o´timo (por um canal de apa-
gamento) um usua´rio e´ capaz de decodificar assim que um nu´mero
suficiente de mensagens do outro usua´rio e´ recebido (conve´m lembrar
que o que se chama de mensagem, para o canal MA, e´ na verdade um
pacote codificado de um co´digo externo de correc¸a˜o de apagamento
que atinge a capacidade). Observe tambe´m que quaisquer poss´ıveis
cabec¸alhos necessa´rios para manter o controle das combinac¸o˜es linea-
res teˆm sobrecarga assintoticamente negligencia´vel.
Sob essas premissas, a probabilidade de sucesso se torna
pDFs (r) = p
DF-SB
s (r) + min{p1, p2} (3.8)
em que
pi = P (Ci < r < Csum − Ci)
e´ a probabilidade de que a mensagem do i-e´simo usua´rio na˜o pode ser
decodificada com sucesso mas a mensagem do outro usua´rio pode ser
decodificada tratando o i-e´simo usua´rio como ru´ıdo. A justificativa
para esse resultado e´ que, depois de N transmisso˜es, aproximadamente
min{p1, p2}N combinac¸o˜es lineares u´teis sera˜o produzidas exclusiva-
mente atrave´s da combinac¸a˜o de mensagens individuais.
A probabilidade de sucesso do CF no canal MA sem buffer
e´ obtida de forma semelhante. Lembre-se que, em CF, e´ poss´ıvel
decodificar as duas mensagens se r < R−comp. Por outro lado, se
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R−comp < r < R
+
comp, ainda se pode recuperar uma combinac¸a˜o linear
simples (com vetor de coeficiente a1). Esta combinac¸a˜o linear e´ u´til
para CF sem PB se os coeficientes de a1 sa˜o ambos diferentes de zero,
dando origem a` probabilidade de sucesso
pCF-SBs (r) = P
(
r < R−comp
)
+ P
({R−comp < r < R+comp}, {a11 · a12 6= 0}) . (3.9)
Com PB, exatamente um dos coeficientes em a1 pode ser zero, caso em
que uma u´nica mensagem individual e´ recuperada. Enta˜o, a probabili-
dade de sucesso se torna
pCFs (r) = p
CF-SB
s (r) + min{q1, q2} (3.10)
em que
qi = P
({R−comp < r < R+comp}, {a1i = 0}) .
Da mesma forma, para o DF e CF, as respectivas taxas efetivas
ma´ximas, R∗DF e R
∗
CF, sa˜o tambe´m obtidas a partir da maximizac¸a˜o
descrita em (3.4). No entanto, a probabilidade de sucesso, p
(i)
s (r), e´
substitu´ıda pela expressa˜o apropriada:
 pDF-SBs (r) em (3.7) e p
DF
s (r) (3.8), sem e com buffer respectiva-
mente para a te´cnica DF;
 pCF-SBs (r) em (3.9) e p
CF
s (r) in (3.10), sem e com buffer respecti-
vamente para a te´cnica CF.
Finalmente, o valor mı´nimo S∗, para os casos considerados
acima, e´ obtido como em (3.6) com a expressa˜o apropriada para R∗.
A Figura 2 apresenta as taxas de mensagem otimizadas r∗PP, r
∗
CF
e r∗DF para os canais ba´sicos PP (ou BC) e MA: CF e DF, respectiva-
mente, utilizando a metodologia proposta. Observa-se, como esperado,
que a taxa de mensagem o´tima para o MA e´ menor do que a obtida
para o canal PP.
3.3 TAXA-SOMA EFETIVA PARA O TWRC
Nesta sec¸a˜o, derivam-se as expresso˜es da ma´xima taxa-soma efe-
tiva para o TWRC sob as diferentes te´cnicas de transmissa˜o. Neste
ponto, deixa-se claro que, ao contra´rio das sec¸o˜es anteriores, onde DF
e CF se referem a` transmissa˜o das fontes para o relay somente (um in-
tervalo de tempo), nesta sec¸a˜o, considera-se a transmissa˜o fim-a-fim no
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Figura 2: Taxa de mensagem o´tima versus SNR para o canal quase-
esta´tico com desvanecimento Rayleigh e com buffer de pacotes.
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TWRC. Vai-se, portanto, admitir algum abuso de notac¸a˜o, reutilizando
as mesmas siglas.
Para o TWRC, sob o pressuposto de simetria discutido no
Cap´ıtulo 2, a taxa-soma efetiva alcanc¸a´vel e´ dada por
R∗ =
2B
S∗tot
, (3.11)
em que S∗tot e´ o paraˆmetro o´timo de S considerando todos os time slots
utilizados por uma te´cnica de transmissa˜o em particular. O fator 2 em
(3.11) corresponde ao nu´mero de fontes.
As taxa-soma efetivas alcanc¸a´veis para o TWRC sa˜o dadas a
seguir.
3.3.1 Roteamento
Uma vez que o roteamento requer quatro time slots para comple-
tar a transmissa˜o, associada a quatro canais PP independentes, temos
S∗tot = 4S
∗. A taxa-soma efetiva ma´xima e´ dada por
R∗RO =
R∗PP
2
. (3.12)
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3.3.2 Codificac¸a˜o de Rede
Com NC, treˆs time slots sa˜o requeridos, correspondendo a duas
transmisso˜es PP seguidas por uma transmissa˜o BC. Enta˜o, tem-se que
S∗tot = 3S
∗. A taxa-soma efetiva ma´xima e´ dada por
R∗NC =
2R∗PP
3
. (3.13)
3.3.3 Decodifica-e-Encaminha
DF requer somente dois time slots, os quais correspondem a uma
transmissa˜o MA, seguida por uma transmissa˜o BC. Enta˜o, tem-se que
S∗tot = S
∗
DF + S
∗, em que S∗DF = B/R
∗
DF, como discutido na sec¸a˜o
anterior. A taxa-soma efetiva ma´xima e´ dada por
R∗DF−PNC =
2
(1/R∗DF + 1/R
∗
PP)
. (3.14)
3.3.4 Computa-e-Encaminha
O caso de CF para o TWRC e´ semelhante ao DF. Tem-se S∗tot =
S∗CF + S
∗, em que S∗CF = B/R
∗
CF. A taxa-soma efetiva ma´xima e´ dada
por
R∗CF−PNC =
2
(1/R∗CF + 1/R
∗
PP)
. (3.15)
3.4 RESULTADOS
Os resultados nume´ricos para o TWRC utilizando as expresso˜es
derivadas na Sec¸a˜o 3.3 sa˜o aqui apresentados. Assume-se que o ganho
de canal e´ representado por uma varia´vel aleato´ria com me´dia zero,
variaˆncia unita´ria, distribuic¸a˜o de Rayleigh i.i.d, resultando numa pro-
babilidade de sucesso p
(i)
s (r) = e−
2r−1
SNR para os canais PP e BC. Para o
uso de PNC, a probabilidade de sucesso e´ obtida atrave´s do me´todo de
Monte Carlo, e para isso considerou-se um nu´mero L = 105 de blocos
de transmissa˜o.
A Figura 3 apresenta a taxa-soma efetiva alcanc¸a´vel para as qua-
tro te´cnicas de transmissa˜o no TWRC, onde DF-PNC e CF-PNC con-
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Figura 3: Taxa-soma efetiva alcanc¸a´vel, R∗ (para o´tima r∗), versus
SNR para o TWRC com RO, NC, DF-PNC, e CF-PNC, para canal
com desvanecimento quase-esta´tico Rayleigh.
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sideram o uso do buffer de pacotes (PB). Como esperado, as duas
te´cnicas de transmissa˜o que fazem uso de dois time slots teˆm taxa-
soma superior. Mais interessante, CF-PNC e´ a melhor te´cnica para
SNR variando de moderada a alta (> 10 dB), enquanto que DF-PNC
e´ um pouco maior no regime de baixa SNR.
A vantagem do uso do buffer de pacotes e´ mostrada na Figura 4.
Pode ser visto que, para baixa SNR (correspondentemente, baixa taxa-
soma), o ganho de SNR obtido com PB e´ maior uma vez que sob
esta condic¸a˜o, o termo min{q1, q2} em (3.10), que representa a recu-
perac¸a˜o de apenas uma u´nica mensagem individual, torna-se domi-
nante. Tambe´m e´ revelado a partir da Figura 4 que a te´cnica CF-PNC
e´ mais beneficiada pelo uso do buffer do que a DF-PNC, para toda a
faixa de SNR simulada.
3.5 CONCLUSO˜ES
Expresso˜es otimizadas para a taxa-soma efetiva alcanc¸a´vel do
roteamento, NC, DF-PNC e CF-PNC em um canal de retransmissa˜o
bidirecional foram obtidas. Os resultados nume´ricos revelam que, re-
lativa a esta medida de desempenho, CF-PNC e´ a melhor te´cnica para
SNR na faixa moderada-alta. Ale´m disso, o buffer de pacotes no re-
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Figura 4: Ganho de SNR obtido com o buffer de pacotes versus taxa-
soma efetiva, R∗ (para o´tima r∗), para o TWRC com CF-PNC e DF-
PNC.
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lay revelou-se u´til para alcanc¸ar taxas efetivas de transfereˆncia mais
elevadas, especialmente para CF-PNC. Esses resultados devem ser uti-
lizados como diretrizes para selecionar taxas de mensagens ideais e
projetar co´digos adequados para uma comunicac¸a˜o eficiente e confia´vel
no TWRC. Essa metodologia sera´ validada nos Cap´ıtulos 4 e 5 apo´s
o desenvolvimeto de co´digos turbo que utilizam as te´cnicas DF-PNC e
CF-PNC, respectivamente.
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4 CO´DIGOS TURBO PARA DF-PNC
4.1 INTRODUC¸A˜O
O Cap´ıtulo 1 apresentou duas estrate´gias de encaminhamento
no relay para implementar a Codificac¸a˜o de Rede na Camada F´ısica
(PNC), que sa˜o: decodifica-e-encaminha (DF) e computa-e-encaminha
(CF). O presente cap´ıtulo se concentrara´ na estrate´gia DF-PNC, na
qual o relay primeiro decodifica as duas mensagens individuais, para
enta˜o calcular uma combinac¸a˜o linear delas (XOR das mensagens envia-
das). Para realizar a decodificac¸a˜o individual das mensagens, propo˜e-se
um esquema de codificac¸a˜o turbo a ser utilizado pelos no´s fonte asso-
ciado a um decodificador utilizado no relay que opera em uma trelic¸a
produto (operando no corpo de Galois F4). Apesar de ser mais com-
plexa, essa decodificac¸a˜o apresenta um excelente desempenho e possi-
bilita a aproximac¸a˜o do limitante obtido no Cap´ıtulo 3. Trata-se da
primeira forma eficiente de integrar co´digos de canal e co´digos de rede
na camada f´ısica proposta nesta tese. Detalhes deste esquema sera˜o
vistos mais adiante.
4.2 INTEGRAC¸A˜O DA CODIFICAC¸A˜O DE CANAL E DE REDE
NA CAMADA FI´SICA
A fim de garantir uma transmissa˜o confia´vel, o uso de codificac¸a˜o
de canal e´ uma te´cnica importante. Com a codificac¸a˜o pode-se aumen-
tar a faixa de operac¸a˜o do sistema, reduzir a taxa de erros e diminuir os
requerimentos de poteˆncia. Nesse contexto, uma questa˜o interessante
que se coloca e´ como a codificac¸a˜o de canal pode ser eficientemente
integrada ao sistema PNC.
Segundo Zhang e Liew [9], ha´ duas maneiras para aplicar codi-
ficac¸a˜o de canal em PNC. Uma delas e´ o PNC codificado fim-a-fim,
no qual o no´ intermedia´rio na˜o realiza qualquer codificac¸a˜o ou deco-
dificac¸a˜o de canal (AF). A outra forma e´ chamada PNC codificado
link -a-link , em que na˜o apenas os dois usua´rios, mas tambe´m o relay
executa codificac¸a˜o/decodificac¸a˜o de canal (DF). A operac¸a˜o crucial e´
o assim chamado processo de codificac¸a˜o de rede e decodificac¸a˜o de ca-
nal (CNC- Channel-Decoding-Network-Coding) [9], e acontece no relay,
sendo caracterizada pela recuperac¸a˜o da combinac¸a˜o linear das mensa-
gens (por exemplo a operac¸a˜o XOR) a partir da sobreposic¸a˜o dos sinais
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codificados e corrompidos. Nesta tese, adota-se a segunda abordagem.
Os co´digos de canal propostos para integrac¸a˜o ao PNC em [9] sa˜o
os chamados co´digos repete e acumula (RA - Repeat-Accumulate), que
podem ser vistos simultaneamente como uma classe de co´digos turbo e
uma classe de co´digos LDPC (Low-Density Parity-Check). Essas duas
classes de co´digos correspondem a`s mais importantes em termos de
desempenho em relac¸a˜o ao limite estabelecido por Shannon. Os resul-
tados em [9], pore´m, sa˜o restritos ao canal com ru´ıdo aditivo Gaussiano
branco (AWGN - Additive White Gaussian Noise), ou seja, os ganhos
de canal para todos os links foram assumidos constantes em todos os
momentos. No presente cap´ıtulo, estende-se esse cena´rio ao caso de des-
vanecimento quase-esta´tico do tipo Rayleigh e foca-se no co´digo turbo
e na integrac¸a˜o do PNC no algoritmo de decodificac¸a˜o BCJR [27].
Recentemente, em [28, 29], os autores usaram co´digos turbo in-
tegrados ao PNC considerando ambos os canais AWGN e com desva-
necimento Rayleigh. E´ relatado que, em seu processo de decodificac¸a˜o
turbo, as duas mensagens de dados (associadas aos dois usua´rios) sa˜o
recuperadas individualmente e, em seguida, a operac¸a˜o XOR e´ rea-
lizada. Para reduzir a complexidade de decodificac¸a˜o turbo, eles se
concentraram na construc¸a˜o de uma trelic¸a com um nu´mero reduzido
de estados, com base na qual o decodificador turbo e´ supostamente
capaz de recuperar a informac¸a˜o XOR diretamente a partir dos sinais
sobrepostos.
Uma proposta de co´digos LDPC integrados ao PNC sobre canais
sujeitos a desvanecimento foi apresentada em [30]. Um algoritmo soma-
produto generalizado operando no corpo de Galois F4 foi desenvolvido,
e simulac¸o˜es comprovaram um bom desempenho.
Contrastando com [28, 29], neste cap´ıtulo propo˜e-se a utilizac¸a˜o
conjunta de PNC e de um decodificador turbo com base em uma trelic¸a
completa, por meio da qual o relay calcula o XOR das mensagens envia-
das pelas fontes diretamente a partir dos sinais sobrepostos. Inspirados
na ideia de [30], propo˜e-se a decodificac¸a˜o denotada por XOR-F4, em
que interpreta-se de forma distinta a informac¸a˜o que sai dos quatro ra-
mos da trelic¸a produto numa transic¸a˜o de estado, o que pode ser inter-
pretado como a aplicac¸a˜o de uma decisa˜o suave na estimativa do XOR.
A decodificac¸a˜o XOR-F4 pode ser vista como uma forma de decodificar
as mensagens individualmente (DF), pore´m na˜o tem-se a necessidade
de conhecimento do canal no transmissor. Ganhos considera´veis sa˜o
obtidos em comparac¸a˜o com [28, 29], embora em detrimento de uma
maior complexidade de decodificac¸a˜o. Detalhes desta comparac¸a˜o fo-
ram apresentados em [31].
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4.3 CODIFICAC¸A˜O TURBO
Assume-se que todos os no´s fonte empregam codificac¸a˜o turbo [2]
para codificar suas mensagens. O codificador turbo e´ constitu´ıdo por
dois co´digos convolucionais recursivos e sistema´ticos (RSC - Recur-
sive Systematic Convolutional) ideˆnticos, operando em paralelo com
um entrelac¸ador entre eles. Para simplificar a exposic¸a˜o, assumi-
mos o co´digo turbo com uma taxa igual a 1/n. Antes de transmitir
atrave´s do link i ∈ {1, 2, 3, 4}, o no´ transmissor codifica sua mensagem,
ui = [ui(1), . . . , ui(k)] na sequeˆncia codificada vi = [vi(1), . . . ,vi(k)]
correspondente de tamanho nk bits. Cada bloco codificado vi(t) =[
v1i (t), . . . , v
n
i (t)
]
e´ um vetor de n bits e corresponde a` sa´ıda de um
codificador turbo considerando a entrada bina´ria ui(t) no tempo t. As-
sumimos um codificador sistema´tico, de tal forma que v1i (t) = ui(t),
para todo t. O bloco codificado e´ enta˜o modulado via BPSK (do ingleˆs
Binary Phase-Shift Keying) para produzir xi, atrave´s da operac¸a˜o
xji (t) = 1 − 2vji (t), para j = 1, . . . , n. Os canais entre os no´s fonte e
intermedia´rio sa˜o modelados como canais AWGN com desvanecimento
quase-esta´tico Rayleigh. O modelo do sistema e´ mostrado na Figura 5.
O sinal recebido pelo no´ relay e´ dado por
yR = h1x1 + h2x2 + z1, (4.1)
em que xi ∈ Cnk e´ o vetor transmitido, hi ∈ C e´ o coeficiente de
desvanecimento do canal no link i, para i = 1 e 2, e z1 e´ o vetor ru´ıdo
Gaussiano complexo, com me´dia zero e matriz de covariaˆncia N0Ink.
Assume-se que o relay tenha informac¸a˜o completa sobre o estado
do canal, ou seja, conhece h1 e h2.
A operac¸a˜o conjunta de decodificac¸a˜o de canal e codificac¸a˜o de
rede na camada f´ısica, realizada no relay na fase MA, e representada
pelo operador CNC(·), foi descrita em [9]. Este operador produz uma
estimativa de uR = [uR(1), . . . , uR(k)], em que uR(t) = u1(t) ⊕ u2(t),
baseada no sinal recebido yR, ou seja, ûR = CNC(yR). A estimac¸a˜o
direta de uR atrave´s de yR obtida pelo decodificador turbo sera´ descrita
na Sec¸a˜o 4.4.
Finalmente, no esta´gio BC, os bits XOR estimados ûR sa˜o nova-
mente codificados, com o mesmo co´digo utilizado nas fontes, e remodu-
lados pelo relay gerando uma sequeˆncia de s´ımbolos xR. Essa sequeˆncia
deve enta˜o ser enviada a`s fontes atrave´s dos canais com desvanecimento
quase-esta´tico Rayleigh h3 e h4. Essa informac¸a˜o e´ usada para obter
a estimac¸a˜o de ûR com base no sinal transmitido pelo no´ relay, xR.
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Figura 5: Modelo do Sistema.
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Como as fontes conhecem sua pro´pria informac¸a˜o, os dados desejados
podem ser facilmente obtidos por uma simples operac¸a˜o XOR.
Como o processo de decodificac¸a˜o realizado pelas fontes na fase
BC e´ padra˜o, na pro´xima sec¸a˜o, descreveremos apenas a decodificac¸a˜o
realizada pelo no´ relay, por ser esse o processo mais cr´ıtico e inovador.
4.4 DECODIFICAC¸A˜O TURBO-XOR
O processo de decodificac¸a˜o iterativa baseada no uso conjunto de
PNC e co´digo turbo e´ aqui detalhado. Foi desenvolvido o processo de
decodificac¸a˜o XOR-F4 e para entender melhor esse esquema, considera-
se a regra de mapeamento PNC apresentada na Tabela 1, na qual a
varia´vel uF4(t) e´ definida como uF4(t)
∆
= 2u1(t) + u2(t) ∈ {0, 1, 2, 3}.
Ela sera´ responsa´vel pela representac¸a˜o dos quatro poss´ıveis n´ıveis de
sinais que podem ser detectados. Maiores detalhes sera˜o fornecidos no
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Tabela 1: Mapeamento PNC para canais com desvanecimento.
Fontes Relay
Mensagem Sinal transmitido Sinal recebido sem ru´ıdo uF4 Mapeamento Sinal transmitido
u1 u2 x1 x2 zR = h1x1 + h2x2 2u1(t) + u2(t) uR = u1 ⊕ u2 xR
0 0 +1 +1 +h1 + h2 0 0 +1
0 1 +1 −1 +h1 − h2 1 1 −1
1 0 −1 +1 −h1 + h2 2 1 −1
1 1 −1 −1 −h1 − h2 3 0 +1
Fonte: pro´pria.
decorrer do texto.
O trabalho e´ focado no desenvolvimento de um decodificador
para o no´ relay, que recebera´ os sinais sobrepostos e desvanecidos, yR.
Ele deve ter a capacidade de minimizar a probabilidade de erro de bit
de uR(t) = u1(t)⊕u2(t), no tempo t, via decodificac¸a˜o turbo iterativa.
Utilizamos o algoritmo BCJR [27] para produzir, de forma indepen-
dente, estimativas melhoradas das probabilidades a priori de uR(t) com
base nos sinais sobrepostos e corrompidos, yR. Estas estimativas sa˜o
expressas atrave´s da LLR (do ingleˆs Log Likelihood Ratio) a posteriori
Λ(uR(t) | yR) = ln
(
P (uR(t) = 1 | yR)
P (uR(t) = 0 | yR)
)
. (4.2)
O crite´rio de decisa˜o final sobre o bit uR(t) e´ o habitual:
ûR(t) =
{
0, se Λ(uR(t) | yR) ≤ 0
1, caso contra´rio.
Observando o mapeamento proposto na Tabela 1, verifica-se que o
ca´lculo da LLR a posteriori pode ser realizado considerando que uF4
carrega quatro informac¸o˜es distintas. Nesse caso, existe a necessidade
de se calcular treˆs LLRs a posteriori. Com esse simples procedimento,
conseguimos explorar ao ma´ximo a redundaˆncia do co´digo. As LLRs
parciais sa˜o dadas por
Λj(uF4(t) | yR) = ln
(
P (uF4 = 0 | yR)
P (uF4 = j | yR)
)
em que j = 1, 2 e 3. (4.3)
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Figura 6: Estrutura da trelic¸a produto.
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A LLR a posteriori final sera´ calculada por
Λ(uR | yR) = ln
(
P (uR = 1 | yR)
P (uR = 0 | yR)
)
(4.4)
= ln
(
P (uF4 = 1 | yR) + P (uF4 = 2 | yR)
P (uF4 = 0 | yR) + P (uF4 = 3 | yR)
)
(4.5)
em que o crite´rio de decisa˜o final sobre o bit uR(t) e´ o habitual.
Da Tabela 1 pode-se notar que os quatro poss´ıveis n´ıveis de sinais
recebidos sem ru´ıdo a partir da equac¸a˜o (4.1) pertencem ao conjunto
†R = {h1 + h2, h1 − h2,−h1 + h2,−h1 − h2}. Essa ideia foi primeira-
mente proposta para o algoritmo de decodificac¸a˜o soma-produto em
[30]. Estende-se seu uso nesse cap´ıtulo para o algoritmo BCJR.
No entanto, e´ necessa´rio modificar o algoritmo de decodificac¸a˜o
BCJR para que este possa operar em uma nova trelic¸a, aqui denomi-
nada trelic¸a produto, projetada para o decodificador turbo-XOR. Tal
trelic¸a e´ constru´ıda tendo como base as trelic¸as T1 e T2, que representam
as trelic¸as dos co´digos utilizados nas fontes A e B aqui representados
por S1 e S2, respectivamente. A Figura 6 ilustra essa construc¸a˜o.
Considere a trelic¸a Ti associada ao co´digo utilizado em Si. Seja
si(t) o vetor de estado do codificador turbo da fonte Si no tempo t. A
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transic¸a˜o de estado do codificador sobre a recepc¸a˜o do s´ımbolo fonte
ui(t) = 0 (resp. ui(t) = 1) e´ representada por uma linha so´lida (resp.
tracejada). O codificador convolucional que compo˜e o codificador turbo
possui memo´ria igual a νi. Ale´m disso, assuma que, para S1, o estado
inicial, no tempo t− 1, e´ dado por k, ou seja, s1(t− 1) = k; a transic¸a˜o
quando u1(t) = 0 leva ao estado l originando o bloco codificado v
′
1(t)
e a transic¸a˜o quando u1(t) = 1 leva ao estado m originando o bloco
codificado v′′1 (t). Da mesma forma, para S2, temos que o estado inicial,
no tempo t−1, e´ q, ou seja, s2(t−1) = q; a transic¸a˜o quando u2(t) = 0
leva ao estado r originando a palavra co´digo v′2(t) e a transic¸a˜o quando
u2(t) = 1 leva ao estado s e palavra co´digo v
′′
2 (t). Aqui, k, l,m ∈
{1, . . . , 2ν1} e q, r, s ∈ {1, . . . , 2ν2}.
As sa´ıdas, v′i(t) e v
′′
i (t), dos codificadores podem enta˜o ser defini-
das como uma func¸a˜o do estado do codificador e do s´ımbolo de entrada
utilizando o mapeamento: Γ[si(t− 1), ui(t)].
Considere agora a trelic¸a produto Tp. Seja sp(t) o vetor de es-
tados do decodificador turbo para o relay no tempo t. Os estados de
Tp sa˜o formados pela concatenac¸a˜o dos estados das trelic¸as dos co´digos
correspondentes, ou seja, sp(t) = s1(t) ‖ s2(t), em que ‖ denota conca-
tenac¸a˜o. Por exemplo, se o estado de T1 e T2 sa˜o k e q respectivamente,
o estado de Tp e´ k ‖ q (ou simplesmente, kq). Do estado sp(t− 1) = kq,
sa˜o poss´ıveis quatro transic¸o˜es, sp(t), para os estados lr, ls, mr, ms,
os quais sa˜o combinac¸o˜es de todos os poss´ıveis estados de s1(t) e s2(t).
Portanto, lr, ls,mr,ms ∈ {1, . . . , 2ν1+ν2}.
Na trelic¸a produto, as transic¸o˜es entre dois estados sa˜o re-
presentadas por uma linha que liga os estados. Criamos a varia´vel
uF4(t), definida como uF4(t)
∆
= 2u1(t) + u2(t) ∈ {0, 1, 2, 3}, para re-
presentar esta linha, como mostrado na Figura 6. A sa´ıda da trelic¸a
produto e´ tambe´m definida como uma func¸a˜o do novo conjunto de
s´ımbolos de entrada utilizando o mapeamento Γ′[sp(t − 1), uF4(t)] =
h1 · Γ[s1(t− 1), u1(t)] + h2 · Γ[s2(t− 1), u2(t)].
Podemos verificar que na trelic¸a produto as transic¸o˜es entre
estados sa˜o classificadas de quatro maneiras distintas. Sejam l′ ∆=
sp(t − 1) e l ∆= sp(t). Enta˜o, para i = 0, 1, 2, 3, definimos Ri ∆=
{(l′, l) | (l′, l) e´ associado com uF4(t) = i}, em que (l′, l) denota a
transic¸a˜o do estado l′ para o estado l.
O decodificador turbo-XOR aqui proposto considera em seu pro-
cesso iterativo que as regio˜es Ri, para i = 0, 1, 2, 3, carregam quatro
diferentes informac¸o˜es. A subsec¸a˜o que segue apresenta mais detalhes.
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4.4.1 Decodificac¸a˜o XOR-F4
O processo de decodificac¸a˜o XOR-F4 considera que os quatro
conjuntos de transic¸a˜o associados aos s´ımbolos uF4(t) carregam diferen-
tes informac¸o˜es. Assim, consegue-se explorar ao ma´ximo a redundaˆncia
do co´digo proposto. Apenas ao final do processo de decodificac¸a˜o ite-
rativa se obte´m a estimativa do XOR. Os valores das probabilidades
P (uF4(t) = i | yR), para i = 0, 1, 2 e 3, no tempo t, sa˜o enta˜o calculados
como
P (uF4(t) = i | yR) =
∑
(l′,l)∈Ri
P (l′, l,yR),
em que P (l′, l, yR) = αt−1(l′) · γt(yR(t), l′, l) · βt(l) para todo t =
1, . . . , N . Os valores de α e β sa˜o obtidos de forma padra˜o. Con-
tudo, o ca´lculo de γt dependera´ da sa´ıda atual do canal bem como das
probabilidades de transic¸a˜o da trelic¸a produto e seu valor e´ dado por
γt(yR(t), l
′, l) = P (uF4(t)) exp
(
−
∑n
k=1 d
2(ykR(t), z
k
R(t))
2σ2
)
em que zkR(t) e´ o ro´tulo da transic¸a˜o de estado correspondente, (l
′, l),
na trelic¸a produto, d(a, b) e´ a distaˆncia Euclidiana entre os pontos a e
b, no plano complexo, e σ2 e´ a variaˆncia do ru´ıdo. Antes da primeira
iterac¸a˜o, a distribuic¸a˜o de probabilidades a priori de uF4(t) e´ uniforme
em {0, 1, 2, 3}, e sera´ obtida e melhorada na sa´ıda do decodificador
turbo. A expressa˜o da j-e´sima LLR a posteriori de uF4(t) para j = 1, 2
e 3 e´ dada por
Λj(uF4(t) | yR) = ln
∑
(l′,l)∈R0 P (l
′, l,yR)∑
(l′,l)∈Rj P (l
′, l,yR)
.
A j-e´sima informac¸a˜o extr´ınseca do decodificador turbo para j =
1, 2 e 3, sera´
Λj,e(uF4(t)) = Λj(uF4(t) | yR)− Λj − Λj,S ,
em que Λj(uF4(t) | yR) e´ a j-e´sima LLR a posteriori calculada no pro-
cesso de decodificac¸a˜o atual, Λj e´ a informac¸a˜o a priori de uF4(t) calcu-
lada no processo de decodificac¸a˜o passado e Λj,S representa a parcela da
j-e´sima LLR a posteriori, relacionada apenas com os bits sistema´ticos,
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z1R(t), e e´ dada por
Λj,S = ln
(
p(uF4(t) = 0 | y1R(t))
p(uF4(t) = j | y1R(t))
)
= ln
(
p(y1R(t) | uF4(t) = 0)P (uF4(t) = 0)
p(y1R(t) | uF4(t) = j)P (uF4(t) = j)
)
,
em que, como indicado acima no texto, P (uF4(t)) e´ uniforme sobre Ri
antes da primeira iterac¸a˜o. A func¸a˜o densidade de probabilidades da
sa´ıda y1R dado que a entrada uF4(t) ocorreu e´ dada por
p(y1R(t) | uF4(t)) =
Eb
σ
√
2pi
exp
(− | y1R(t)− z1R(t) |2
2σ2
)
,
em que | · | e´ a operac¸a˜o mo´dulo e σ2 e´ a variaˆncia do ru´ıdo.
Ao te´rmino do processo iterativo, calcula-se a LLR a posteriori
final da seguinte forma
Λ(uR(t) | yR) = ln
∑
R1 P (l
′, l,yR) +
∑
R2 P (l
′, l,yR)∑
R0 P (l
′, l,yR) +
∑
R3 P (l
′, l,yR)
.
4.5 RESULTADOS
O desempenho do algoritmo de decodificac¸a˜o XOR proposto e´
avaliado atrave´s de simulac¸o˜es nume´ricas. As fontes A e B empre-
gam o mesmo codificador turbo, que e´ composto pela concatenac¸a˜o
paralela de dois codificadores recursivos e sistema´ticos com compri-
mento de memo´ria ν = 2 e descritos pela matriz geradora G(D) =
[1 (1 + D2)/(1 + D + D2)]. Este co´digo tem taxa igual a 1/3. Para
aumentar a taxa, removemos alguns dos bits de paridade atrave´s da
te´cnica de puncionamento utilizando a matriz P =
[
1 1 0
1 0 1
]T
, em
que 0 (zero) indica que o bit foi puncionado e portanto na˜o transmitido.
De acordo com este padra˜o de puncionamento, os bits de paridade dos
dois codificadores RSC sa˜o alternadamente exclu´ıdos. A taxa conse-
guida por este co´digo puncionado e considerando os bits de cauda, e´,
portanto, 0, 4975. Foram utilizados dois entrelac¸adores distintos. Na
simulac¸a˜o, o tamanho do vetor mensagem ui foi escolhido como 400
bits. O entrelac¸ador interno que conecta os codificadores convolucio-
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Figura 7: Comparac¸a˜o de desempenho da taxa de erro de frame (FER)
entre os processos de decodificac¸a˜o XOR-F4 e XOR tradicional, para o
canal de acesso mu´ltiplo.
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Fonte: Simulac¸a˜o computacional.
nais que constituem o co´digo turbo e´ um entrelac¸ador aleato´rio que gera
a permutac¸a˜o do bloco de 400 bits. Os canais, das fontes para o relay e
do relay para as fontes, sa˜o canais com desvanecimento independentes.
As simulac¸o˜es foram realizadas no final da fase MA, no no´ relay,
uma vez que o processo de decodificac¸a˜o realizado pelas fontes na fase
BC e´ padra˜o. O nu´mero de iterac¸o˜es dos decodificadores turbo, em
todas as simulac¸o˜es realizadas nesta tese, foi fixado em 6.
A Figura 7 mostra a FER (do ingleˆs Frame Error Rate) do de-
codificador XOR-F4 e do decodificador baseado na trelic¸a dos co´digos
componentes, aqui denominado XOR tradicional. Como refereˆncia, a
probabilidade do evento (outage) r + r ≥ log2
(
1 + ‖h‖2SNR), em que
h = [h1 h2], para a taxa de mensagem r = 0, 4975 bits por s´ımbolo
complexo e´ tambe´m mostrada pela figura. Ela serve como um limi-
tante teo´rico para a FER do co´digo turbo para DF-PNC.
Para canais independentes sujeitos a desvanecimento, a decodi-
ficac¸a˜o baseada na trelic¸a produto oferece ganhos em termos de FER
em toda a faixa de SNR simulada. Percebemos o grande potencial do
esquema DF-PNC de se aproximar do limite teo´rico, apesar do aumento
da complexidade de decodificac¸a˜o.
53
Observamos que a maioria dos trabalhos que se utilizam da
te´cnica PNC assumem canais Gaussianos cujo coeficiente de desvane-
cimento e´ sempre unita´rio. Aqui simulamos canais reais sem fio. A
refereˆncia [29] apresenta uma proposta semelhante a` nossa, pore´m com
um desempenho bastante inferior.
O resultado obtido neste cap´ıtulo refere-se a` transmissa˜o das
fontes para o relay, i.e, considera-se apenas a etapa de acesso mu´ltiplo.
Para verificar se o co´digo desenvolvido alcanc¸a a ma´xima taxa-soma
efetiva proposta no Cap´ıtulo 3, e´ necessa´rio considerar uma transmissa˜o
fim-a-fim no TWRC.
Vai-se, mais uma vez, admitir algum abuso de notac¸a˜o,
reutilizando-se as mesmas siglas. Na etapa de difusa˜o, considerou-se
a ma´xima taxa efetiva para o canal PP, sem realizar a codificac¸a˜o de
canal. Assim, a taxa-soma efetiva do DF-PNC e´ dada por
RDF−PNC =
2
(1/[(1− FER)r] + 1/R∗PP)
, (4.6)
em que FER e´ a taxa de erro de quadro, r e´ a taxa de mensagem em
bits por s´ımbolo complexo, fixada em r = 0, 4975 para a estrate´gia
DF-PNC e R∗PP e´ a ma´xima taxa efetiva alcanc¸a´vel para o canal de
ponto-a-ponto. O termo (1−FER) deve ser visto como a probabilidade
de sucesso do processo de decodificac¸a˜o.
A Figura 8 apresenta a ma´xima taxa-soma efetiva alcanc¸a´vel
para o DF-PNC com buffer (neste caso a taxa de mensagem utilizada e´
a o´tima, da Figura 2, que varia com a SNR), a taxa-soma efetiva obtida
para o co´digo turbo DF-PNC (que tem r fixa em 0,4975) e o limitante
teo´rico obtido a partir da equac¸a˜o (4.6) para esta taxa de mensagem
fixada. Observando a figura, nota-se que, quando a SNR esta pro´xima
de -1 dB o “gap” entre a curva do esquema turbo DF-PNC, operando
com uma taxa de mensagem pro´xima a 1/2, e a curva da ma´xima
taxa-soma efetiva para DF-PNC e´ o menor poss´ıvel. De fato, para
uma SNR = −1 dB, o melhor co´digo sera´ aquele que possuir uma taxa
de mensagem pro´xima a 1/2, conforme apresentado na Figura 2 do
Cap´ıtulo 3. Dessa forma, qualquer co´digo de canal projetado com taxa
de mensagem superior ou inferior teria uma menor taxa-soma efetiva
de transferaˆncia e consequentemente uma comunicac¸a˜o menos eficiente.
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Figura 8: Taxa-soma efetiva do sistema TWRC com DF-PNC e co´digo
turbo.
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4.6 CONCLUSO˜ES
Foram propostas neste cap´ıtulo a utilizac¸a˜o conjunta de PNC
e decodificac¸a˜o turbo com base em uma trelic¸a completa e uma sim-
ples modificac¸a˜o no algoritmo de decodificac¸a˜o BCJR para obter a in-
formac¸a˜o XOR diretamente dos sinais sobrepostos. Apesar de esse novo
decodificador ser mais complexo, resultados de simulac¸a˜o computacio-
nal mostraram que o seu desempenho de erro, em um canal com desva-
necimento quase-esta´tico Rayleigh, foi superior a` decodificac¸a˜o direta
do XOR das mensagens. Como consequeˆncia, a taxa-soma obtida com
este co´digo aproximou-se do limitante teo´rico correspondente (ma´xima
taxa-soma efetiva) obtido no Cap´ıtulo 3, como observamos na Figura
8.
O uso do esquema DF-PNC em uma topologia que considera
mu´ltiplos usua´rios torna-se proibitiva, pois o processo de decodificac¸a˜o
e´ muito complexo. Nazer e Gastpar em [8, 10, 11] mostraram que para
se obter alta confiabilidade em sistemas PNC sem aumento excessivo de
complexidade, deve-se fazer uso da estrate´gia CF. O pro´ximo cap´ıtulo
e´ dedicado a` construc¸a˜o de co´digos de canal integrado a PNC para a
estrate´gia CF.
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5 CO´DIGOS TURBO PARA CF-PNC SOBRE
INTEIROS GAUSSIANOS
5.1 INTRODUC¸A˜O
A estrate´gia CF para PNC, desenvolvida por Nazer e Gastpar em
[10], atraiu muita atenc¸a˜o da comunidade cient´ıfica. A ideia principal e´
fazer com que o relay decodifique uma combinac¸a˜o linear das mensagens
recebidas de acordo com os coeficientes de canal observados. Foram
utilizados, para isso, co´digos de reticulados aninhados nos transmisso-
res, assegurando que combinac¸o˜es lineares inteiras de palavras-co´digo
tambe´m sejam palavras-co´digo. Consequentemente, a decodificac¸a˜o no
relay e´ feita de modo semelhante a` de um cena´rio ponto-a-ponto, inde-
pendentemente do nu´mero de usua´rios. Este e´ um aspecto importante
de CF, que torna o sistema escala´vel.
Recentemente, Feng, Silva e Kschischang apresentaram em [13]
uma abordagem alge´brica para PNC, denominada codificac¸a˜o de rede
via reticulados (LNC, do ingleˆs lattice network coding), da qual o es-
quema de Nazer e Gastpar [11] pode ser visto como um caso especial.
As motivac¸o˜es para essa abordagem bem como o seu detalhamento sa˜o
apresentados na pro´xima sec¸a˜o.
Na sequeˆncia, a Sec¸a˜o 5.3 apresenta como contribuic¸a˜o original
desta tese, o projeto de um esquema de codificac¸a˜o para PNC baseado
em reticulados sobre inteiros Gaussianos obtidos pela Construc¸a˜o A
Levantada, fazendo uso de co´digos turbo bina´rios.
Em seguida, na Sec¸a˜o 5.4, outra contribuic¸a˜o desta tese e´ apre-
sentada. Trata-se de um algoritmo de decodificac¸a˜o BCJR baseado
em uma nova forma de ca´lculo de me´tricas, especialmente desenvolvida
para o cena´rio em questa˜o.
Por fim, na Sec¸a˜o 5.5, resultados nume´ricos e comparac¸o˜es com
os limitantes teo´ricos correspondentes, obtidos no Cap´ıtulo 3, compro-
vam o excelente desempenho do esquema proposto.
5.2 ESTRATE´GIA COMPUTA-E-ENCAMINHA SOBRE ANE´IS
Foi mostrado por Feng, Silva e Kschischang [13] que o uso de
co´digos de reticulados aninhados com modulac¸o˜es maiores que a bina´ria
resulta em ambiguidades na obtenc¸a˜o de uma combinac¸a˜o linear es-
pec´ıfica com coeficientes em um corpo finito. A soluc¸a˜o proposta
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em [13] foi adotar a estrutura de ane´is de inteiros complexos (ao inve´s
de corpos finitos).
Para ilustrar o que seria essa ambiguidade, suponha que os
Usua´rios 1 e 2 possuam as mensagens u1,u2 ∈ U = {0, 1}k, respectiva-
mente. As mensagens devem ser mapeadas em sinais x1,x2 ∈ S ⊂ Cn,
antes de serem transmitidas. Por questa˜o de simplicidade, suponha
que k = 2 e n = 1. Ou seja, suponha que ambos os usua´rios adotem a
modulac¸a˜o QPSK, com mapeamento L : U → S:
L (00) = +1 + j,L (01) = +1− j,L (10) = −1 + j,L (11) = −1− j.
O mapeamento inverso e´ indicado por L−1 : S → U .
O relay, atrave´s da detecc¸a˜o de ma´xima verossimilhanc¸a, encon-
tra o par ou conjunto de pares (x̂1, x̂2) ∈ S × S tal que
(x̂1, x̂2) = arg min
(x1,x2)∈S2
|yR − (h1x1 + h2x2)|2 (5.1)
em que yR = h1x1 +h2x2 +z e´ o sinal recebido, sendo z o ru´ıdo aditivo.
Ao todo, teˆm-se 16 pares de sinais distintos no relay. Suponha
que se deseje obter o XOR entre as mensagens, uR = u1⊕u2. Estes pa-
res devem enta˜o ser mapeados em quatro regio˜es de decisa˜o (cada uma
correspondendo a um valor distinto de XOR das mensagens), agrupadas
da seguinte forma
1. D(+1 + j,+1 + j) = D(+1 − j,+1 − j) = D(−1 + j,−1 + j) =
D(−1− j,−1− j)⇒ XOR = 00
2. D(+1 − j,+1 + j) = D(+1 + j,+1 − j) = D(−1 − j,−1 + j) =
D(−1 + j,−1− j)⇒ XOR = 01
3. D(−1 + j,+1 + j) = D(−1 − j,+1 − j) = D(+1 + j,−1 + j) =
D(+1− j,−1− j)⇒ XOR = 10
4. D(−1 − j,+1 + j) = D(−1 + j,+1 − j) = D(+1 − j,−1 + j) =
D(+1 + j,−1− j)⇒ XOR = 11
em que D(a, b) = L−1(a)⊕ L−1(b) e a, b ∈ S.
Deseja-se que os pontos (sinais sobrepostos) recebidos pelo relay
estejam separados por uma distaˆncia mı´nima que permita identifica´-los
e que resulte em regio˜es de decisa˜o bem definidas.
Pore´m, o posicionamento dos 16 pontos, que serve como re-
fereˆncia para que o relay consiga realizar o processo de decodificac¸a˜o
corretamente, dependera´ dos valores assumidos pelos ganhos dos ca-
nais, h1 e h2. Algumas realizac¸o˜es de canal fazem com que esses pontos
57
Figura 9: Constelac¸a˜o recebida no relay quando os ganhos de canal
sa˜o reais e iguais a h1 = 1 e h2 = 2.
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recebidos fiquem bastante pro´ximos, ou ate´ mesmo sobrepostos, impos-
sibilitando a identificac¸a˜o correta das quatro regio˜es de decisa˜o ante-
riormente definidas. A Figura 9 apresenta a constelac¸a˜o dos poss´ıveis
sinais recebidos (supondo auseˆncia do ru´ıdo) no relay para o caso em
que os ganhos de canal sa˜o reais e iguais a h1 = 1 e h2 = 2. Pode-se
observar que consegue-se decodificar o XOR uma vez que as regio˜es de
decisa˜o sa˜o bem definidas.
No entanto, para outros ganhos de canal, como no caso em que
ha´ ortogonalidade entre eles, h1 = jh2, surgem ambiguidades no ca´lculo
do XOR, como pode ser observado na Figura 10. Em [13], e´ mostrado
que nenhuma func¸a˜o linear sobre um corpo finito pode resolver todas as
ambiguidades na constelac¸a˜o de recepc¸a˜o, e a soluc¸a˜o e´ o relay fazer uso
de uma estrutura de reticulados sobre um anel de inteiros gaussianos
Z[j] = {Z+ jZ}.
Co´digos de reticulados veˆm sendo desenvolvidos para sistemas
de comunicac¸a˜o desde a de´cada de 80 [12]. Em 2003, comec¸aram a sur-
gir classes de co´digos de reticulados associadas a co´digos LDPC [32].
Apenas em 2010 eles comec¸aram a ser associados aos co´digos turbo
[33]. Com o trabalho de Feng, Silva e Kschischang [13] sobre PNC,
a construc¸a˜o de sistemas LNC poderosos foi parcialmente explorada
em alguns trabalhos recentes [34, 35]. Em [35], os autores utilizaram
co´digos LDPC em esquemas LNC sobre ane´is de inteiros complexos
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Figura 10: Constelac¸a˜o recebida no relay quando os ganhos de canal
sa˜o ortogonais.
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(os inteiros de Eisenstein), e conseguiram um bom desempenho em ca-
nais espec´ıficos. A complexidade do processo de decodificac¸a˜o, pore´m,
cresce quando aumenta-se o nu´mero de usua´rios do sistema.
Resumindo esta sec¸a˜o, a estrate´gia CF de Nazer e Gastpar [11]
explora a propriedade de que qualquer combinac¸a˜o linear de pontos de
um reticulado pertence ao reticulado. Feng, Silva e Kschischang [13]
observaram que o uso de CF com modulac¸o˜es maiores que a bina´ria
gera ambiguidades na decodificac¸a˜o da combinac¸a˜o linear quando esta e´
sobre um corpo finito, ao contra´rio do que acontece quando se considera
um anel finito.
Na subsec¸a˜o seguinte, a abordagem LNC proposta em [13] e´ re-
vista e servira´ como base teo´rica para a construc¸a˜o de um co´digo de
reticulados baseado em co´digos turbo bina´rios [2]. A Sec¸a˜o 5.3 apre-
senta o desenvolvimento do codificador turbo sobre inteiros Gaussianos
contribuic¸a˜o desta tese.
5.2.1 Codificac¸a˜o de Rede via Reticulados
Na abordagem alge´brica LNC em [13] constroem-se reticulados
sobre ane´is de inteiros complexos com base na Construc¸a˜o A Levantada
(como refereˆncia, ver o artigo [36]). Seja C ⊂ Zn2 um co´digo turbo
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bina´rio. Considere o co´digo levantado C definido por C ∆= {c + jc′ :
c, c′ ∈ C}, que e´ um Z2[j]-mo´dulo, sendo Z2[j] = {0, 1, j, 1 + j} o anel
finito de inteiros Gaussianos mo´dulo 2, com j =
√−1. Defina Λ como
sendo o reticulado
Λ ,
{(
2z1 + c1, . . . , 2z
n + cn
)
: z1 . . . zn ∈ Z[j],
c = (c1, . . . , cn) ∈ C
}
. (5.2)
Dessa maneira, os cosets da partic¸a˜o Λ/2Z[j]n sa˜o isomorfos a`s
palavras-co´digo de C.
Antes de transmitir sobre o link i ∈ {1, 2, 3, 4}, de forma re-
sumida tem-se que os no´s fonte particionam seu vetor de mensagens
ui = u
I
i + ju
Q
i ∈ Z2 [j]k em uIi ∈ Zk2 e uQi ∈ Zk2 , representando as com-
ponentes em fase e em quadratura, e as mapeiam em palavras-co´digo
de C. Em seguida, para minimizar a energia gasta na transmissa˜o das
palavras-co´digo, somam-se vetores de dither, dIi ∈ Rnk e dQi ∈ Rnk,
a`s palavras-co´digo de C, gerando assim um reticulado deslocado. Os
sinais transmitidos sa˜o enta˜o dados por
xi = (c
I
i + d
I
i ) mod 2Z+ j(c
Q
i + d
Q
i ) mod 2Z,
em que a operac¸a˜o (x mod 2Z) retorna o elemento de menor magnitude
de (x+ 2Z).
Os canais entre os no´s fonte e intermedia´rio sa˜o modelados como
canais com desvanecimento quase-esta´tico do tipo Rayleigh. Assim, o
sinal recebido pelo relay e´ dado por
y = h1x1 + h2x2 + z1 (5.3)
em que xi ∈ Cnk e´ o vetor transmitido, hi ∈ C e´ o coeficiente de
desvanecimento do canal no link i, para i = 1 e 2, e z e´ o vetor ru´ıdo
Gaussiano complexo, com me´dia zero e matriz de covariaˆncia N0Ink.
Assume-se que o relay tenha informac¸a˜o completa sobre o estado do
canal, ou seja, conhece o valor hi.
O relay, apo´s receber o sinal dado pela equac¸a˜o (5.3), e antes de
realizar o processo de decodificac¸a˜o, deve realizar os seguintes passos:
1. O sinal recebido e´ escalonado por um fator α, ou seja, calcula-se
αy. O paraˆmetro α deve ser otimizado em func¸a˜o dos ganhos
dos canais, h = [h1 h2] ∈ C2, do vetor da combinac¸a˜o linear
a ∈ Z[j]2, e do valor da SNR, e pode ser interpretado como uma
tentativa de aproximar os coeficientes de canal de valores inteiros
Gaussianos [13], possibilitando um melhor casamento entre estes
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coeficientes. O valor o´timo de α e´ dado pelo teorema que segue.
Teorema 5.2.1 ([11, 13]) Para um sistema PNC com vetor de
desvanecimento h, vetor de coeficientes da combinac¸a˜o linear a e
SNR, a seguinte taxa computacional pode ser alcanc¸ada
Rcomp(h,a) , max
α∈C
log2
(
SNR
||αh− a||2SNR + |α|2
)
.
Esta e´ maximizada pelo valor o´timo de α, dado por
αotm =
ahHSNR
||h||2SNR + 1 ,
que resulta em
Rcomp(h,a) = log2
(
SNR
aMaH
)
,
em que
M = SNRIi − SNR
2
SNR||h||2 + 1h
Hh
e Ii e´ a matriz identidade 2× 2.
Note que a minimizac¸a˜o do fator aMaH, que aumenta a taxa
computacional, Rcomp, e´ equivalente ao problema de encontrar o
menor vetor de um reticulado com matriz Gram M [13].
2. O efeito do dither deve agora ser removido, resultando no sinal
y˜, que sera´ a entrada para o decodificador:
y˜ = αy −
2∑
i=1
aidi (5.4)
= α
2∑
i=1
hlxi + αz−
2∑
i=1
aidi
=
2∑
i=1
aici mod 2Z︸ ︷︷ ︸
palavra-co´digo, c
+
2∑
i=1
(αhi − ai) xi + αz︸ ︷︷ ︸
ru´ıdo efetivo, n
.
Desse modo, o relay pode recuperar a combinac¸a˜o linear desejada,
com probabilidade de erro arbitrariamente baixa, se as taxas associ-
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adas a`s mensagens envolvidas (isto e´, aquelas com coeficientes dife-
rentes de zero) forem menores do que a taxa computacional, ou seja,
r < Rcomp(h,a), conforme apresentado no Cap´ıtulo 3.
Observe que a equac¸a˜o acima e´ equivalente a` de uma transmissa˜o
em um canal ponto-a-ponto, na qual as mensagens sa˜o codificadas
atrave´s de pontos de um reticulado e, ao serem transmitidas, sa˜o cor-
rompidas por um ru´ıdo aditivo, que neste caso na˜o e´ necessariamente
Gaussiano. Note tambe´m que na˜o e´ necessa´rio realizar a decodificac¸a˜o
individual das mensagens transmitidas. Na estrate´gia CF, decodifica-
se c =
∑2
i=1 aici mod 2Z como uma palavra-co´digo va´lida. E, devido
a`s propriedades alge´bricas do esquema LNC, garante-se a existeˆncia de
um homomorfismo ϕ : Λ→ Z2[j]k, tal que
ϕ(c) = uˆR = a1u1 + a2u2
ou seja, a combinac¸a˜o linear das mensagens desejada e´ prontamente
obtida.
5.3 CODIFICADOR TURBO SOBRE INTEIROS GAUSSIANOS
A construc¸a˜o de co´digos de reticulados obtida nesta tese, baseada
em co´digos turbo bina´rios [2], e´ agora detalhada. Ao longo do traba-
lho, o co´digo de reticulado obtido com esta construc¸a˜o sera´ denominado
co´digo Turbo-LNC. O codificador turbo convencional e´ constitu´ıdo por
dois co´digos convolucionais recursivos e sistema´ticos (RSC - Systematic
Convolutional) ideˆnticos, operando em paralelo com um entrelac¸ador
entre eles. Para simplificar a exposic¸a˜o, assumimos que o co´digo turbo
tenha taxa igual a 1/n. Os no´s fonte produzem, de forma independente
e paralela, o par de vetores (uIi ,u
Q
i ) ∈ Fk2×Fk2 , representando as compo-
nentes em fase e em quadratura da mensagem ui = u
I
i +ju
Q
i ∈ Z2 [j]k .
Analogamente, os cosets da partic¸a˜o Z [j]k /2Z [j]k sa˜o isomorfos a`s
mensagens ui ∈ Z2 [j]k.
Para i = 1 e 2, sejam uIi = [u
I
i (1), ..., u
I
i (k)] ∈ Fk2 e uQi =
[uQi (1), ..., u
Q
i (k)] ∈ Fk2 os dois vetores de mensagem de tamanho
k bits cada da fonte Si. Estes sa˜o codificados por dois codifica-
dores turbo independentes, produzindo as respectivas sequeˆncias co-
dificadas de tamanho nk bits cada: cIi = [c
I
i (1), ..., c
I
i (k)] ∈ Fnk2
e cQi = [c
Q
i (1), ..., c
Q
i (k)] ∈ Fnk2 . Cada bloco codificado cji (t) =[
cj,1i (t), ..., c
j,n
i (t)
]
e´ um vetor de n bits, e corresponde a` sa´ıda do codifi-
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Figura 11: Modelo do codificador Turbo-LNC na fonte Sl.
E
E
+
x
j
uIi ∈ Fk2
uQi ∈ Fk2
cIi ∈ Fnk2
cQi ∈ Fnk2
xIi ∈ Rnk2
xQi ∈ Rnk2
xi ∈ Cnk
Codificador
Turbo bina´rio
Codificador
Turbo bina´rio
Fonte: pro´pria.
cador turbo j, com j ∈ {I,Q}, considerando a entrada uji (t) no tempo t.
Assumimos um codificador sistema´tico, de tal forma que cj,1i (t) = u
j
i (t).
O reticulado Λ constru´ıdo via Construc¸a˜o A Levantada derivado deste
co´digo e´ obtido pela equac¸a˜o (5.2).
Cada fonte e´ equipada com dois moduladores ideˆnticos, E :
Fnk2 → Rnk, cada um dos quais mapeia cji em uma palavra-co´digo
n-dimensional real xji = E(cji ). Para realizar uma transmissa˜o qua-
terna´ria, o sinal transmitido e´ representado por xi = x
I
i + jx
Q
i ∈ Cnk.
O processo de codificac¸a˜o das mensagens na fonte Si e´ representado na
Figura 11.
A poteˆncia me´dia de transmissa˜o e´ dada por
P , 1
nk
E
[||xi||2] ,
e definimos SNR = P/N0.
A taxa de mensagem ri de cada transmissor e´ dada pelo com-
primento da sua mensagem normalizado pelo nu´mero de usos do canal:
ri = 2k/nk log2 2 = 2/n (medida em bits por s´ımbolo complexo).
5.4 DECODIFICAC¸A˜O TURBO SOBRE INTEIROS GAUSSIANOS
O processo de decodificac¸a˜o turbo para o co´digo Turbo-LNC de-
senvolvido nesta tese e´ realizado de forma independente para as com-
ponentes em fase e em quadratura do sinal y˜, conforme apresentado na
Figura 12. Depois de algumas manipulac¸o˜es alge´bricas, o sinal de en-
trada para o decodificador, fornecido em (5.4), pode ser desmembrado
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em
y˜I = αIyI − αQyQ −
2∑
i=1
(
aIi d
I
i − aQi dQi
)
(5.5)
y˜I = cI + nI (5.6)
e
y˜Q = αIyQ + αQyI −
2∑
i=1
(
aIi d
Q
i + a
Q
i d
I
l
)
(5.7)
y˜Q = cQ + nQ, (5.8)
em que
yI =
2∑
i=1
(
hIix
I
i − hQi xQi
)
+ zI (5.9)
yQ =
2∑
i=1
(
hIix
Q
i + h
Q
i x
I
i
)
+ zQ (5.10)
e
cI =
[
2∑
i=1
(
aIi c
I
i − aQi cQi
)]
mod 2Z (5.11)
cQ =
[
2∑
i=1
(
aQi c
I
i + a
I
i c
Q
i
)]
mod 2Z. (5.12)
O processo de decodificac¸a˜o turbo deve ter a capacidade de mi-
nimizar a probabilidade de erro do bit ujR(t) =
2∑
i=1
aiu
j
i (t) no tempo
t via decodificac¸a˜o turbo iterativa, para j ∈ {I,Q}. Utilizamos o al-
goritmo padra˜o de decodificac¸a˜o BCJR [27] para produzir, de forma
independente, estimativas melhoradas das probabilidades a priori de
uˆIR(t) e uˆ
Q
R(t).
Essas estimativas sa˜o expressas atrave´s do ca´lculo de duas LLR’s
a posteriori, representando as componentes em fase e em quadratura
do sinal, aqui representadas pelo ı´ndice j. Dessa forma, a LLR sera´
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Figura 12: Modelo do decodificador para o co´digo Turbo-LNC.
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dada por
Λj(ujR(t) | y˜j) = ln
(
P (ujR(t) = 1) | y˜j)
P (ujR(t) = 0) | y˜j)
)
. (5.13)
O crite´rio de decisa˜o final e´ o usual, dado por:
uˆjR(t) =
{
0 se Λ(ujR(t) | y˜j) ≤ 0
1 caso contra´rio.
A trelic¸a decodificadora sera´ a mesma utilizada pelas fontes.
Pore´m, precisaremos ajustar o valor da variaˆncia do ru´ıdo efetivo, dado
em (5.4), que na˜o e´ necessariamente Gaussiano.
Os valores de P (ujR(t) = 0 | y˜j) e P (ujR(t) = 1 | y˜j) no tempo t
sa˜o enta˜o calculados como
P (ujR(t) = b | y˜j) =
∑
(l′,l)∈Tb
P (l′, l | y˜j),
para b ∈ {0, 1}, em que Tb representa o conjunto de transic¸o˜es de es-
tado, (l′, l), na trelic¸a do decodificador, provocadas por ujR(t) = b, e
P (l′, l, y˜j) = αt−1(l′) · γt(y˜j , l′, l) · βt(l) para todo t = 1, . . . , k. Os
valores de α e β do algoritmo BCJR sa˜o obtidos da forma padra˜o [2].
Contudo, o ca´lculo de γt depende da sa´ıda atual do canal e das proba-
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bilidades de transic¸a˜o da trelic¸a. Com isso, seu valor e´ dado por
γt(y˜
j(t), l′, l) = P (ujR(t)) exp
−
n∑
m=1
d2(y˜jm(t), vjm(t))
2σ2

em que vjm(t) sa˜o os elementos dos vetores dados pelas equac¸o˜es (5.11)
e (5.12) associados ao ro´tulo da transic¸a˜o de estado correspondente
(l′, l) na trelic¸a, d(a, b) e´ a distaˆncia Euclidiana entre os pontos a e b
no plano real, e σ2 e´ a variaˆncia do ru´ıdo efetivo, definido em (5.4). A
probabilidade a priori de ujR(t) e´ inicializada com P (u
j
R(t)) =
1
2 , e e´
obtida e melhorada na sa´ıda do decodificador turbo.
A variaˆncia do ru´ıdo efetivo e´ obtida como
σ2 = E
[|n− E [n] |2] .
Note que E [n] = 0 pois, como z ∼ CN (0, N0) e xi = {±0.5± j0.5},
tem-se que E [z] = E [xi] = 0. Dessa forma,
σ2 = E
[||n||2] (5.14)
=
1
2
2∑
i=1
|αhi − ai|2 + |α|2N0, (5.15)
em que 1/2 e´ a poteˆncia do sinal de dimensa˜o complexa. Podemos
ainda rearrumar e equac¸a˜o (5.15) da seguinte maneira:
σ2 = N0SNR
2∑
i=1
|αhi − ai|2 + |α|2N0
= N0
(
SNR
2∑
i=1
|αhi − ai|2 + |α|2
)
= N0aMa
H .
5.5 RESULTADOS
O desempenho do algoritmo de codificac¸a˜o/decodificac¸a˜o turbo
para LNC sobre inteiros Gaussianos (Turbo-LNC) foi avaliado atrave´s
de simulac¸o˜es computacionais. Considerou-se que as duas fontes A e B,
empregam o mesmo codificador turbo e desejam enviar suas mensagens
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u1 e u2 ∈ Z2 [j]k para o relay. Os codificadores convolucionais bina´rios,
recursivos e sistema´ticos utilizados para formar o co´digo turbo possuem
comprimento de memo´ria ν = 2, matriz geradora G(D) = [1 (1 +
D2)/(1 +D +D2)] e taxa apo´s puncionamento de 1/2.
Em conformidade com a Construc¸a˜o A Levantada, foram utiliza-
dos em cada fonte dois codificadores turbo em paralelo, um responsa´vel
pela codificac¸a˜o da componente em fase e o outro da componente em
quadratura do vetor mensagem de tamanho k.
Nas simulac¸o˜es da FER, o tamanho do vetor mensagem por
componente em fase ou em quadratura foi escolhido como 400 bits.
As sequeˆncias dos coeficientes de canal foram geradas de forma inde-
pendentes representando varia´veis aleato´rias Gaussianas complexas de
poteˆncia unita´ria.
O nu´mero de iterac¸o˜es do decodificador turbo proposto, em todas
as simulac¸o˜es realizadas neste trabalho, foi fixado em 6.
A Figura 13 mostra a FER do decodificador do co´digo Turbo-
LNC no relay, ou seja, considerando apenas a fase MA. Como re-
fereˆncia, a FER (probabilidade de outage) do esquema de Nazer e
Gastpar (limitante NG), ou seja, a probabilidade do evento r ≥
log2(SNR/aMa
H), para a taxa de mensagem r = 0, 9901 bits por
s´ımbolo complexo, e´ tambe´m mostrada na figura. Essa curva deve
servir como limitante para a FER do co´digo turbo desenvolvido. Per-
cebemos o grande potencial do esquema CF-PNC de se aproximar do
limitante NG, com uma complexidade de decodificac¸a˜o aceita´vel.
O limitante teo´rico que aparece na Figura 13 foi obtido com base
na regia˜o de capacidade MA “relaxada”. Normalmente, a regia˜o de ca-
pacidade MA considera que um evento tem sucesso quando consegue-
se decodificar corretamente as duas mensagens de forma individual
(lembre-se que no MA tradicional na˜o existe o conceito de combinac¸a˜o
linear de mensagens). Aqui relaxamos esta caracter´ıstica, ou seja, um
evento de outage e´ contabilizado apenas quando na˜o conseguimos de-
codificar nenhuma das mensagens.
Para verificar se o co´digo Turbo-LNC desenvolvido alcanc¸a a
ma´xima taxa-soma efetiva obtida no Cap´ıtulo 3, tem-se que considerar
uma transmissa˜o fim-a-fim no TWRC. A fim de se calcular a taxa-soma
efetiva do CF-PNC, considerou-se na etapa de difusa˜o a ma´xima taxa
efetiva para o canal ponto-a-ponto, sem realizar uma codificac¸a˜o de
canal. Assim, a taxa-soma efetiva do CF-PNC e´ dada por
RCF−PNC =
2
(1/[(1− FER)r] + 1/R∗PP)
. (5.16)
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Figura 13: FER do co´digo Turbo-LNC no relay com canais sujeitos a
desvanecimento Rayleigh.
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Fonte: Simulac¸a˜o computacional.
em que FER e´ a taxa de erro de quadro, r e´ a taxa de mensagem em
bits por s´ımbolo complexo, fixada em r = 0, 9901, e R∗PP e´ a ma´xima
taxa efetiva para o canal PP. O termo (1 − FER) deve ser visto como
a probabilidade de sucesso do processo de decodificac¸a˜o.
A Figura 14 apresenta a ma´xima taxa-soma efetiva alcanc¸a´vel
para o CF-PNC com buffer (neste caso a taxa de mensagem utilizada e´
a o´tima, da Figura 2, que varia com a SNR), a taxa-soma efetiva obtida
com o co´digo Turbo-LNC e o limitante de Nazer e Gastpar (NG) com
uma taxa de mensagem fixa, r = 1 bit/s´ımbolo, que e´ semelhante a`
taxa utiliza pelo co´digo Turbo-LNC. O limitante NG pode ser visto
como o resultado para um co´digo o´timo que considera uma modulac¸a˜o
infinita. Ou seja, qualquer co´digo pra´tico desenvolvido deve ter um
desempenho abaixo ou muito pro´ximo desta curva como apresentado
na figura.
Observando a Figura 14, nota-se que a curva do esquema Turbo-
LNC, operando com uma taxa de mensagem pro´xima a` unidade, quase
tangencia a curva da ma´xima taxa-soma efetiva alcanc¸a´vel para o CF-
PNC com buffer para a SNR = 3 dB. De fato, para uma SNR = 3 dB, o
melhor co´digo sera´ aquele que utiliza uma taxa de mensagem pro´xima
a` unidade conforme apresentado na Figura 2 do Cap´ıtulo 3.
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Figura 14: Taxa-soma efetiva do sistema TWRC com CF-PNC e co´digo
Turbo-LNC.
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5.6 CONCLUSO˜ES
Neste cap´ıtulo, para realizar a estrate´gia CF-PNC, foi projetado
um co´digo Turbo-LNC que usa reticulados sobre inteiros Gaussianos
e co´digos turbo bina´rios. Simulac¸o˜es computacionais demonstraram o
bom desempenho do esquema proposto, com a vantagem de a com-
plexidade de decodificac¸a˜o ser relativamente baixa e de sua operac¸a˜o
independer do nu´mero de usua´rios presentes no sistema.
Verificou-se que o co´digo proposto, com taxa de mensagem
pro´xima a` unidade, apresenta um desempenho o´timo para a SNR =
3 dB, conforme previsto pela teoria desenvolvida no Cap´ıtulo 3. As-
sim, pode-se concluir que se trata de um projeto muito bem sucedido
de co´digos para a estrate´gia CF-PNC.
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6 CONCLUSO˜ES E TRABALHOS FUTUROS
6.1 DISCUSSA˜O DOS RESULTADOS
No Cap´ıtulo 2, o modelo do sistema TWRC adotado nesta tese
foi apresentado e as regio˜es de capacidade para os canais ba´sicos foram
descritas, visando a obtenc¸a˜o da probabilidade de sucesso necessa´ria
para a metodologia proposta no Cap´ıtulo 3.
No Cap´ıtulo 3, expresso˜es otimizadas para a ma´xima taxa efetiva
de transfereˆncia e a correspondente taxa de mensagem o´tima (em bits
por s´ımbolo complexo) foram derivadas para o TWRC. Consideraram-
se as te´cnicas de roteamento, de NC e de PNC, com desvanecimento
quase-esta´tico do tipo Rayleigh. Para PNC, as verso˜es DF-PNC e CF-
PNC foram avaliadas. Ale´m disso, introduziu-se um buffer de pacotes
do relay com o objetivo de se alcanc¸ar taxas efetivas de transfereˆncia
mais elevadas, o que se mostrou bastante interessante, sobretudo para
CF-PNC.
No Cap´ıtulo 4, buscou-se projetar um co´digo de canal que melho-
rasse significativamente o desempenho de erro em sistemas que utilizam
a estrate´gia DF-PNC. Uma contribuic¸a˜o da tese foi a modificac¸a˜o do
algoritmo de decodificac¸a˜o BCJR, que passou a operar no corpo de Ga-
lois F4. A te´cnica apresentou um o´timo desempenho para topologias
com dois usua´rios e modulac¸a˜o BPSK. Fazendo uso da taxa de men-
sagem o´tima para uma SNR = −1 dB, o co´digo turbo DF-PNC quase
tangencia a ma´xima taxa-soma efetiva obtida no Cap´ıtulo 3.
O desenvolvimento de um co´digo turbo que utiliza a estrate´gia
CF-PNC com esquema LNC foi apresentado no Cap´ıtulo 5. Fez-se uso
de reticulados sobre inteiros Gaussianos e co´digos turbo bina´rios. As
simulac¸o˜es computacionais demonstraram o bom desempenho do es-
quema proposto, com a vantagem de a complexidade de decodificac¸a˜o
ser relativamente baixa e da operac¸a˜o do sistema independer do nu´mero
de usua´rios. Com taxa de mensagem pro´xima a` unidade, este co´digo
deve ser o de melhor desempenho considerando uma SNR = 3 dB.
Qualquer co´digo de canal projetado com taxa de mensagem superior
ou inferior teria uma menor taxa-soma efetiva de transferaˆncia e con-
sequentemente uma comunicac¸a˜o menos eficiente.
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6.2 CONTRIBUIC¸O˜ES
As principais contribuic¸o˜es desta tese de doutorado consistem
nas seguintes constatac¸o˜es:
 PNC codificado melhora o desempenho no TWRC.
 As expresso˜es otimizadas para a ma´xima taxa-soma efetiva de
transfereˆncia (em bits por s´ımbolo complexo) apresentadas no
Cap´ıtulo 3 devem ser utilizadas como limitantes para esquemas
que utilizam PNC para o TWRC com desvanecimento quase-
esta´tico do tipo Rayleigh.
 Dada uma relac¸a˜o sinal-ru´ıdo (SNR), obte´m-se a taxa de men-
sagem o´tima e, a partir dela, projetam-se bons co´digos de canal
visando uma comunicac¸a˜o mais eficiente e confia´vel no TWRC.
 A utilizac¸a˜o de um buffer de pacotes no relay aumenta as taxas
efetivas de transfereˆncia alcanc¸a´veis, notadamente para CF-PNC.
 Para uma SNR = −1 dB, o esquema de codificac¸a˜o/decodificac¸a˜o
para PNC, DF-PNC, operando no corpo de Galois F4, com taxa
de mensagem r = 1/2 (bit/s´ımbolo) e com modulac¸o˜es bina´rias,
apresenta um desempenho de erro do sistema superior ao da de-
codificac¸a˜o direta do XOR das mensagens. No entanto, ocorre
um aumento na complexidade de decodificac¸a˜o no TWRC.
 Com modulac¸o˜es na˜o bina´rias, o esquema de codi-
ficac¸a˜o/decodificac¸a˜o para CF-PNC baseado em reticulados
sobre inteiros Gaussianos, LNC, aproxima-se de seu limitante
teo´rico. O uso da taxa de mensagem ideal para uma SNR
= 3 dB (r ≈ 1 bit/s´ımbolo) prova o o´timo desempenho do
co´digo proposto, com complexidade de decodificac¸a˜o aceita´vel
no TWRC.
6.3 ARTIGOS PUBLICADOS
As publicac¸o˜es decorrentes diretamente desta tese foram:
 CASTRO, M. C. et al. Decodificac¸a˜o turbo integrada a` codi-
ficac¸a˜o de rede na camada f´ısica. XXX Simpo´sio Brasileiro de
Telecomunicac¸o˜es, p. 1–5, set. 2012a [37].
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 CASTRO, M. C. et al. Improved joint turbo decoding
and physical-layer network coding. IEEE Information Theory
Workshop, v. 1, p. 532–536, set. 2012b [31].
 CASTRO, M. C.; UCHOˆA-FILHO, B. F.; SILVA, D. Co´digos
turbo para codificac¸a˜o de rede na camada f´ısica sobre inteiros
gaussianos. XXXI Simpo´sio Brasileiro de Telecomunicac¸o˜es, v.
1, p.1–5, set. 2013 [38].
Encontra-se em fase de submissa˜o para o perio´dico Physical
Communication o artigo intitulado On the Achievable Sum-Throughput
in the Two-Way Relay Channel Without Transmit CSI.
6.4 TRABALHOS FUTUROS
Como trabalhos futuros, sugere-se inicialmente uma ampliac¸a˜o
da topologia adotada. Considerar cena´rios mais real´ısticos, com mais
usua´rios e relays, e´ de grande interesse.
Sobre a obtenc¸a˜o das expresso˜es otimizadas para a ma´xima taxa
efetiva de transfereˆncia (em bits por s´ımbolo complexo), foram consi-
deradas va´rias hipo´teses, a saber:
 taxas de mensagem sime´tricas;
 mesmo tamanho de pacote transmitido entre as fontes;
 canais sime´tricos;
 transmissa˜o simultaˆnea de sinais realizada de forma s´ıncrona.
Derivar expresso˜es de taxa efetiva para sistemas mais gene´ricos, remo-
vendo as restric¸o˜es supramencionadas, representaria uma grande con-
tribuic¸a˜o.
Outra questa˜o importante que deve ser considerada e´ igualar o
gasto energe´tico entre as te´cnicas de roteamento, codificac¸a˜o de rede e
codificac¸a˜o de rede na camada f´ısica. Dessa forma sera´ poss´ıvel realizar
uma comparac¸a˜o mais justa, uma vez que um menor gasto energe´tico
certamente e´ uma vantagem, assim como maior taxa.
Considerar sistemas mistos, cujas restric¸o˜es topolo´gicas requei-
ram o uso conjunto dos esquemas DF-PNC (para SNR < 10 dB ) e
CF-PNC (SNR > 10 dB), tambe´m pode ser de grande valor. Um
exemplo de tais sistemas e´ uma rede veicular, na qual pode existir a
auseˆncia de linha de visada entre uma parte dos usua´rios.
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