Abstract. Physical based and geometric based variational techniques for surface construction have been shown to be advanced methods for designing high quality surfaces in the fields of CAD and CAGD. In this paper, we derive a Euler-Lagrange equation from a geometric invariant curvature integral functional-the integral about the mean curvature gradient. Using this Euler-Lagrange equation, we construct a sixth-order geometric flow (named as minimal mean-curvature-variation flow), which is solved numerically by a divided-difference-like method. We apply our equation to solving several surface modeling problems, including surface blending, N-sided hole filling and point interpolating. The illustrative examples provided show that this sixth-order flow yields high quality surfaces.
Introduction
Problems such as surface fairing, free-from surface design, surface blending and N-sided hole filling have been important issues in the areas of CAD and CAGD. These problems can be efficiently solved by an energy-based variational approach (e. g. [2, 6, 14, 15] ). Roughly speaking, the variational approach is to pursue a curve or surface which minimizes certain type of energy simultaneously satisfying prerequisite boundary conditions. A problem one meets within this approach is the choice of energy models. Energy models previously used can be classified into the categories of physical based and geometric based. The class of physical models mainly encompasses membrane energy E 1 and strain energy E 2 of thin elastic plate (see [4, 15] ): where f (x, y) and Ω are surface parametrization and its domain, respectively. Recently, energy functionals based on geometric invariants begin to lead in this field. As is well-known, area functional and total curvature functional (see [7] ) proposed by Moreton et al. in [11] punishes the variation of the principal curvatures, where e 1 and e 2 are principal directions corresponding to the principal curvatures k 1 and k 2 . The advantage of utilizing physical based models is that the resulting equations are linear and therefore easy to solve. The disadvantage is that the resulting equations are parameter dependent. Energy models based on geometric invariants can overcome this shortcoming.
Another critical problem of the variational approach is how to find out those surfaces which minimize these energy functionals. Two approaches have been employed to solve this problem. One method is using the optimization approach (see [6, 11, 15] ). The minimization problem can be discretized to arrive at finite dimensional linear or nonlinear systems. Approximate solutions are then obtained by solving the constructed systems. Another widely accepted method is based on variational calculus. The first step of this method is to calculate the EulerLagrange equations for the energy functionals, then solve these equations for the ultimate surface. This method is superior to the optimization technique in general because optimization is lack of local shape control and computationally expensive.
To solve the Euler-Lagrange equations, gradient descent flow method has been introduced and widely accepted. For instance, from the Euler-Lagrange equation H = 0 of E 3 (M), the well-known mean curvature flow ∂r ∂t = Hn is constructed. Here n is the normal vector field of the surface. When the steady state of the flow is achieved, we obtain H = 0. Similarly, Willmore surfaces (see [16] ), the solution of the Euler-Lagrange equation ΔH + 2H(H 2 − K) = 0 of the energy
can be constructed by this gradient descent flow method. For the purpose of volume-preserving for closed surfaces, surface diffusion flow (see [10] )
It is well-known that the second-order flows, such as mean curvature flow or averaged mean curvature flow, yield G 0 continuous surfaces at the boundaries of the constructed surfaces. The fourth-order flows, such as surface diffusion flow (SDF) and Willmore flow (WF) ( [8] ), result in G 1 continuity. However, higher order continuity are sometimes required in the industrial and engineering applications. For instance, in the shape design of the streamlined surfaces of aircraft, ships and cars, G 2 continuous surfaces are crucial. Therefore, higher order flow need to be considered. On this aspect, Xu et al. have utilized a sixthorder flow in [20] to achieve G 2 continuity and Zhang et al. have used another sixth-order PDE in [21, 22 ] to obtain C 2 continuity. A sixth-order equation is also proposed in [3] by Botsch and Kobbelt to conduct real-time freeform medeling. But all these sixth-order flows and PDEs are neither physical based nor geometric based in the sense mentioned above.
In this paper, a sixth-order geometric based PDE is introduced. It is derived from the Euler-Lagrange equation of the energy functional
which punishes the variation of mean curvature. A surface which minimizes functional (1.1) is called minimal mean-curvature-variation surface. We expect that G 2 continuity can be achieved using this sixth-order flow in solving the surface modeling problems, such as surface blending, N-sided hole filling and scattered points interpolation. A semi-implicit divided-difference-like discretization scheme is proposed to solve the highly nonlinear PDE. The experimental and comparative results show that high quality surfaces are obtained.
The rest of this paper is organized as follows. In section 2, some used notations and preliminaries are introduced. One sixth-order flow is derived in section 3. The numerical solving of the flow is discussed in section 4. The application and examples are provided in section 5. Section 6 concludes this paper.
Notations and Preliminaries
In this section, we introduce some notations and several differential operators defined on surface used throughout this paper. Let M be a regular parametric surface represented as r(u, v) ∈ R 3 , (u, v) ∈ Ω ⊂ R 2 , whose unit normal vector is n = ru×rv ru×rv after suitable orientation being chosen, where the subscript of r denotes partial derivative and x := x, x
2 is the usual Euclidean norm. Superscript T stands for the transpose operation. We assume at least r ∈ C 6 (Ω, R 3 ). The coefficients of the first fundamental form and the second fundamental form are
To simplify notation we sometimes write w = (u, v) and
To introduce the mean curvature and Gaussian curvature, let us first introduce the concept of Weingarten map. The Weingarten map or shape operator of surface M is a self-adjoint linear map on the tangent space T r M := span{r u , r v } defined by (see [5] )
where v r is an arbitrary tangent vector of M at point r and v is a tangent vector field satisfying v(r) = v r , and D v is directional derivative operator along direction v. We can represent this linear map by a matrix as
The trace divided by 2 and determinant of S, H = tr(S)/2, K = det(S) are the mean curvature and Gaussian curvature, respectively. Now let us introduce some used differential operators defined on surface M.
Tangential gradient operator. Let f be a smooth function on M. Then the tangential gradient operator ∇ acting on f is given by
Second tangent operator. Let f be a smooth function on M. Then the second tangent operator 3 acting on f is given by
Divergence operator. Let v be a C 1 smooth vector field on M. Then the divergence of v is defined by
Then ∇f is a smooth vector field on M. The Laplace-Beltrami operator (LBO) Δ applying to f is defined by Δf = div(∇f ). From the definitions of ∇ and div, we can easily derive that
It is easy to see that Δ is a second-order differential operator which relates closely to the mean curvature normal H := Hn by the relation
It should be emphasized that these differential operators are all geometric intrinsic, though they are defined by the local parametrization of surface .
A Sixth-Order Geometric Flow
In this section, we first derive a Euler-Lagrange equation for the functional (1.1) and then construct a sixth-order geometric flow.
Proof. At first, we can rewrite the functional (1.1) as
which is parameter-invariant. Consider now an extremal M of functional (3.2) and a family of normal variation r(w, ε) of M defined by
where
Substituting (3.5) into (3.4), we arrive at
Using the Green's formula, we finally write (3.3) as
In the end, the Euler-Lagrange equation of functional (1.1) is (3.1) and the theorem is proved.
Obviously, equation (3.1) is of sixth-order. It is easy to see that surfaces with constant mean curvature, such as Delaunay surfaces (see [12] , pp. 144-148) (include unduloid and nodoid), sphere, cylinder, and minimal surfaces, are the solutions of the equation. But tori and cone are not the solution surfaces of the equation. It is not difficult to derive that
Theorem 3.2. Equation (3.1) is invariant under the transforms of rotation, translation and scaling.
Here the invariant means that a solution surface of (3.1) is still a solution under the three transforms mentioned. Now let us introduce the sixth-order flow used in this paper. Let M 0 be a compact immersed orientable surface in R 3 . A curvature driven geometric evolution consists of finding a family {M(t) : t ≥ 0} of smooth immersed orientable surfaces in R 3 which evolve according to the flow equation
Here
r(t) is a surface point on M(t), V denotes the normal velocity of M(t).
Let M(t) be a closed surface with outward normal. Then it has been shown that (see [9] , Theorem 4) In this paper we name this newly introduced flow as minimal mean-curvaturevariation flow (abbreviated as MMCVF). Though the problems of the existence and the uniqueness of the solutions of this flow are currently left open, the numerical solving of the equation could be conducted by either the divided-differencelike (generalized divided difference) method or the finite element approach. For simplicity, we solve it in this paper by the divided-difference-like method.
Numerical Solving of the GPDE
Discretizations of curvatures and geometric differential operators. To solve the geometric PDE (3.8) over a triangular surface mesh M with vertex set {r i } using a divided-difference-like method, discrete approximations of the mean curvature, Gaussian curvature and various differential operators are required. In order to use a semi-implicit scheme, we require the approximations of the differential operators mentioned above at r i to have the following form
where Θ represents one of above mentioned differential operators and w
is the index set of the k-ring neighbor vertices of r i . Although there are several discretization schemes of Laplace-Beltrami operator and Gaussian curvature (see [17, 19] for a review), the discretizations of Gaussian curvature are not in the required form and may be not consistent in the following sense.
Definition 4.1. A set of approximations of differential geometric operators is said consistent if there exists a smooth surface S, such that the approximate operators coincide with the exact counterparts of S.
Here we use a biquadratic fitting of the surface data and function data to calculate the approximate differential operators. The algorithm we adopted is from [18] . Let r i be a vertex of M with valence n, r j be its neighbor vertices for j ∈ N 1 (i). Then approximations of the used differential operators are represented as (see [18] for detail)
and w ij ∈ R. Using the relation (2.1), we have
Remark 4.1. The reasons why we approximate the used differential operators basing on the parameter fitting have been given in [18] . In a word, the scheme we adopted leads to convergent, consistent and required form approximations.
Semi-Implicit discretization of the GPDE. Let us now consider the discretization of (3.8). An explicit scheme for solving the equation (3.8) in general is unstable, therefore requires a small time step-size. To make the evolution process more efficient, an implicit scheme is more desirable. However, since the used PDE is highly nonlinear, a complete implicit scheme is hard to solve. In the following we present a semi-implicit scheme, which leads to a linear system of equations. The basic idea for forming the linear equations is to decompose each of the terms of (3.1) as a product of a linear term and a remaining term. The linear term is discretized using the discretized differential operator. The remaining term is computed from previous approximation of the surface. Specifically, the terms of the equation (3.8) are approximated as follows:
where τ is the time step-size, the subscript i denotes the corresponding quantity is evaluated at the vertex r i , the superscript (k) denotes the quantity is at the time kτ , the superscript (k + 1) denotes the quantity is at the time (k + 1)τ . The quantities at (k + 1)τ are unknowns. Using these approximations, we can discretize the equation(3.8) recursively, and derive a linear system with r (k+1) i as unknowns. For instance,
Similarly,
where n i := n(r 
If an involved vertex r
is not an interior one, r (k+1) j = r j is fixed and the term τw ij r (k+1) j is moved to the right hand side of the equation. Such a treatment of the boundary condition leads to a system of n equations with n unknowns. Here n is the number of interior vertices. The idea of this boundary treatment is adopted from [20] .
Solving the linear system. The result system is highly sparse. An iterative approach for solving the system is desirable. We employ Saad's iterative method (see [13] ), named GMRES to solve the system. The experiments show that this iterative method works very well.
Remark 4.2.
The experiments show that the semi-implicit discretization scheme proposed equipped with Saad's solver of the linear system is very stable. The time step-size could be oftentimes chosen fairly large (see Table 5 .1).
Illustrative Examples
Recover property to some surfaces. We have mentioned that constant mean curvature surfaces are the solutions of equation (3.1). Fig. 5 .1 is used to illustrate that constant mean curvature surfaces can be recovered from their perturbed counterparts by MMCVF. The test is performed as follows. We first replace certain parts of a given constant mean curvature surface with another surface, and then we use our geometric flow to evolve the surface. The first row of Fig. 5.1 shows that a cylinder is recovered, where (a) is a cylinder with certain parts missing. Figure (b) shows the minimal surface filling of the missing parts. This minimal surface acts as an initial surface M 0 for the geometric flow. (c) shows the evolution result. It can be seen that the cylinder is correctly recovered. The second row of Fig. 5.1 shows that a sphere is recovered, where (d) is a wire-frame of a sphere with eight openings. These openings are filled with minimal surfaces as shown in (e). These minimal surfaces act as an initial surface M 0 of the geometric flow. (f) shows the evolution result. It is easy to see that the sphere is perfectly recovered. Smooth blending of surfaces. Given a collection of surface meshes with boundaries, we construct a fair surface to blend smoothly the meshes at the boundaries. Fig 5.2 shows the case, where surfaces to be blended are given (figure (a), (d) and (g)) with initial minimal surface constructions ( figure (b) , (e) and (h)) using [1] and then mean curvature flow. The surfaces (c), (f) and (i) are the blending meshes generated using our sixth-order flow.
N-sided hole filling. Given a surface mesh with holes, we construct a fair surface to fill smoothly the holes with G 2 continuity on the boundary. Fig 5. 3 shows such an example, where a head mesh with several holes in the nose, face and jaw subregions is given as input ( figure (a) ). An initial G 0 filler of the holes are shown in (b) using [1] and then evolved with the mean curvature flow. The blending surface (c) is generated using flow (3.8).
Point interpolation. For the point interpolation problem, we are given some points as the input data, and we wish to construct a fair surface mesh to interpolate this multi-dimensional data. In Fig. 5 .6, the surface to be evolved is defined as a graph of a function g: Running Times. We summarize in Table 5 .1 the computation time needed by some of our examples. The algorithm was implemented in C++ running on a Dell PC with a 3.0GHz Intel CPU. All the examples presented in this section are the approximate steady solution (t → ∞). Hence, the total time costs depend greatly on how far we go in the time direction, which in turn depend on how far the initial surface away from the final solution. In Table 5 .1, we list the costs for a single iteration. The second column in Table 5 .1 is the number of unknowns. These numbers are counted as 3n 0 (each vertex has x, y, z variables). Here n 0 is the number of interior vertices. The third column is the used time step-size. The fourth column in the table is the time (in seconds) for forming the coefficient matrix. The fifth column is the number of evolution steps. The last column is the time for solving the linear systems for one time step.
Conclusions
We have derived a sixth-order nonlinear geometric flow from the functional F = M ∇H 2 dA. We name it as minimal mean-curvature-variation flow. This flow can be used to solve several surface modeling problems, such as surface denoising, surface blending, N-sided hole filling and free-form surface design, when G 2 continuity on the boundary is required. The experimental results show that the semi-implicit discretization using the divided-difference-like method equipped with Saad's solver of the linear system is efficient and stable for solving this sixth-order nonlinear equation. Comparative results also show that the proposed sixth-order flow yields high quality and high order continuity surfaces.
