Place n coins on distinct squares of a semi-infinite strip. The squares are numbered with the nonnegative integers 0, 1,2,3, . . . from the left end of the strip. Each of the two players alternately moves a coin to a lower unoccupied square, at most k squares from its present position, where k is a fixed positive integer. The player first unable to move (because the coins are jammed in the lowest possible numbered squares 0, 1,2, . . . , n -1) loses and his opponent wins. The main interest of this paper is in investigating interesting properties of the game, presenting a solution for the case of three coins (n = 3) for any k (by giving a strategy with a polynomial algorithm) and investigating properties of the Sprague-Grundy function for this case, including its polynomial computation for the subcase k = 2" -2. /89/$3.50 0 1989, Elsevier Science Publishers B.V. (North-Holland) 
Introduction
The game of Welter is played on a semi-infinite strip ruled into squares labelled 0, 1,2,3, . . . from its left end. Finitely many coins (n) are placed on distinct squares. Each of the two players alternately moves a coin to any lower unoccupied square. The player first unable to move (because the coins are jammed in the lowest possible numbered squares 0, 1,2, . . . , n -1) loses and his opponent wins, thus constituting an impartial "Last Player Win" game.
Welter's game is similar to the famous game of "Nim". A coin in square x is equivalent to a pile of size x and moving this coin to a lower square is equivalent to reducing that pile's size. The restriction of an "unoccupied" square makes it a different game (which is equivalent to playing Nim with the restriction of distinct sizes of piles) -see Welter [5] .
It turns out that in spite of the superficial similarity to Nim, Welter's game is very difficult to analyze and even more difficult to generalize (see e.g. Berlekamp PI) .
The game of Welter has been "solved" in the sense that the Sprague-Grundy function of a game position can be computed in polynomial time, considering the input size (which is affected by both the number of coins, n, and their locations). However, the algorithm to compute the Sprague-Grundy value (also called g-value in the sequel) involves strange interrelations between ordinary arithmetic (addition, subtraction) and bit arithmetic (i.e. "Nim addition", known also as "exclusive or" operation).
The "Nim addition" is denoted by the symbol '03' which takes precedence over regular addition and subtraction, so that Q + b @ c = a + (b @ c). We will use the big symbol @ for repeated Nim addition (the same way C is used for repeated addition). Note also that because of the intensive use of bit arithmetic, every integer in this paper may be interpreted as its binary encoding string as well as its value.
The Sprague-Grundy value of a Welter's position (xl, x2, . . . , x,) is called the "Welter function" and denoted by [x, 1 x2 1 l l l 1 x,J (which implies, here and throughout this paper, distinct x1, x2, . . . , x~). The algorithm (or formula) to compute this value can be presented in many ways (which yield the same value-see Berlekamp [l] ). The symmetric form and the asymmetric form of Conway [3] , who gave a complete analysis of the game, follow below.
l The Symmetric Form of Welter's Function:
For distinct x and y, define the "mating function" (X 1 y) as 2"+' -1 where 2" is the highest power of 2 by which x and y are congruent (the definition may be extended to (X I y) = -1 for x = y). Then:
l The Asymmetric Form of Welter's Function: For n = 1: [x] =x. Forn=2:
[xIy]=(x@y)-I. For n > 2: Find two numbers Xi,, Xiz which are congruent the highest power of 2. Find a next best mate from the remaining n -2 numbers and continue doing so until all the numbers (except possibly one, the "spinster" s, in case of odd n) have been mated. Then:
The k-Welter game is a generalization of Welter's game. Let k be a fixed positive integer. We add the restriction that each player can move a coin at most k squares (down) from its present position. k-Welter is indeed a generalization of Welter's game, as the latter may be viewed as the special case of k 2 the initial location of the furthest coin (or, for simplicity, k = 00).
The case of one coin (n = 1) is trivial (the Sprague-Grundy function of a position (x) is g(x) =x (mod& + I)), the least nonnegative residue). From Kahane and Fraenkel [4] we have a solution for the following cases: 0 The case of two coins (n = 2), for which we define for every k 3 0:
(where for a set S of nonnegative integers, mex S is the least nonnegative integer not in S). Then, for r,, rY defined as the least nonnegative residues of X, y (mod(k + l)), we get:
The case of any number of coins and k = 2" -1 (m > 0), for which we get:
&I, x2, l l l , x,) = [xl 1 x2 1 l l l 1 x,J (mod(k + 1)).
Again-the least nonnegative residue (0 s g s k) is taken.
l Another related result from [4] is that, for any k, the Sprague-Grundy function of the game is invariant under translation of any subset of the coins by k + 1 squares (special cases of this are seen in the above formulas). We call this property "the invariance property".
Throughout this paper we say that a k-Welter's position (x1, x2, . . . , x,J is "represented" by (yl , y2, . . . , y,J if Yi are the least nonnegative residues of some permutation of Xi (mod(k + 1)) (i = 1,2, . . . , n).
Once we fix k and the number of coins, then the time to compute the Sprague-Grundy value of a game position is "fixed" (i.e. does not depend on the coin locations): All we really need to do is to calculate once (initially) the values of all the g(x,, x2, . . . , x,J for 0 <Xi < n(k + 1) -1. For any possible (Yl, Y2, ' l . , y,J there is an (xi, x2, . . . , x,J such that Xi CYi (mod(k + 1)) and 0 s xi s n(k + 1) -1, so we can use the invariance property.
For example, in the case of k = 9 (k + 1 = 10) and 3 coins (n = 3), the position (17,49,87) is "congruent" to e.g. (7,9,17) and (7,39,77) and (7, 19, 27) . For the latter we already know how to compute the Sprague-Grundy value from the initial calculation, as indicated in the previous paragraph.
A straightforward algorithm thus includes constructing the entire game graph for 0 s xi s n(k + 1) -1. In other words, we have all the combinations of II distinct squares out of n(k + 1) squares (the order does not matter), for a total of ( "tkz 'I) vertices. For large 12 we get:
(nk + n)! (nk + n)nk+n (nk + n)nk (nk + n)
cnckn' 'I) = (nk)! n! < (nk)"%" = (nkyk nn =(~)"L(~~=(l+~~k(k+l)'%z~(k+l~=(e(k+l)~.
For example, for n = 3 we get O(k3) vertices in the graph. Computing the Sprague-Grundy value for each vertex requires a total time which is still polynomial in k (the number of edges in the example is not more than 0(k6)). Note that without the pre-calculation of the g-values, this computation takes place in each move.
To summarize, for a fixed number of coins, the Sprague-Grundy function of any position in a k-Welter's game can be computed in at most P(k) steps (for some fixed polynomial P). Since the input to our problem is the number k which has size log k and the locations of the coins of which we use the least nonnegative residues (mod(k + l)), the straightforward algorithm is still exponential.
The rest of this paper deals with ways to reduce the computation time and form algorithms which are polynomial with respect to the input size (i.e. O(P(log k)) time).
Section 2 deals with basic properties of k-Welter and the D(k, r) function, including a polynomial algorithm to compute D(k, r). Section 3 is the main section of this paper, which deals with the case of three coins, including a polynomial algorithm to identify its P-positions (the positions with zero Sprague-Grundy values). Section 4 gives a polynomial algorithm for the strategy of 3-coin k-Welter, based on the results of Section 3. Section 5 investigates interesting properties of the Sprague-Grundy function for 3-coin k-Welter (not just its zeros). Section 6 gives a polynomial algorithm to compute the Sprague-Grundy function for 3-coin k-Welter for the sub-case k = 2" -2. Throughout this paper, all integers are assumed to be nonnegative, unless otherwise specified.
Basic properties of k-Welter
In this section we summarize some basic properties of k-Welter's game and its Sprague-Grundy function. Proof. First, it is obvious that for r > k we get D(k, r) = 0 (since r G3 r = 0 does not appear among 0 $ rr 1 CB r, . . . , k CT3 r). Hence the "interesting" case is when r s k. Therefore, the time to compute D(k, r) can be limited by a function of k only (note that the comparison between k and r may be done in at most O(log k) steps).
In order to continue, we now present a recursive formula for D(k, r), expressing D(kl, rJ by some D(k,, r2), where k2 c k1/2 and the computation takes no more than O(log k,) steps.
For 2" -1 s k G 2m+1 -2(m 2 0), we have:
D(k, r) = D(k-2",r)+2"
ifr<2"-1
D(k-2",r-2")
ifr>2", where we define D(-1, r) = 0 (note that the recursion may be ended as soon as r>k).
Let us see why this is true. For any r ~2" -1 the sequence (OCB r, 1t3r,...,(2m -1) @ r) is a permutation of (0, 1, . . . ,2" -1). So we have: D(k,r)=mex{O$r, l$r,..
. , k$r} =mex{O@r, l$r, . . . . (3m-1)$r,2m@r,.
..,k@r} =mex{O, l,..., 2"-1,2"@r ,..., k@r} =mex{O, l,... ,2"-1,2"+0& ,..., 2m+(k-2m)@r}
(1) =2m+mex{0$r,.
. . , (k-2")&) = 2" + D(k -2", r).
Note that if k = 2" -1 then the "2" -1" is the last item and for the "mex" value we simply get 2" = D( -1, r) + 2". The extraction of the "2"" in (1) is justified sincers2"-landk-2"s2" -2 (so the "+" is the same as "B"). For r 3 2" the reasoning is similar. If r 2 2"+' then r > k and we immediately get: D(k, r) = D(k -2", r -2") = 0. Hence we can assume r ~2"+' -1 (and then r-2ms2m-1). Now the sequence (O@ r, l$ r, . . . , (2" -1) $ r) is a permutation of (2", 2" + 1, . . . ,2"+l-1). So we have:
. . , k$r} =mex{O@r,lCijr ,..., (2m-1)$r,2m$r ,..., k$r} =mex{2m,2m-t1,. . . ,2""-1,2"$r ,... ,k@r} = mex{2", 2" + 1, . . . ,2m+i -1, o@;r-2m), . . . , (k -2"') 03 (r -2")) (2) =mex{O@(r-2"), . . . , (k-2")@(r-2"))
= D(k -2", r -2").
Note that if k = 2" -1 then the "2m+1 -1" is the last item and the "mex" value is simply 0 = D(-1, r -2"). Equation (2) is true since we decreased both sides of "a" by 2" where they were in the range 2" to 2"+' -1. The "trick" is in (3) where we omitted everything from 2" up, because there are smaller numbers still excluded from the "mex" list. This is because k G 2"+' -2 so k -2" < 2" -1, which implies that something is missing from the above permutation of (0 1 9 ,2" -1). U&gm this recursive formula we can compute D(k, r) in at most O(log k) iterations, where each iteration takes no more than O(log k) steps (since all values are less than 2m+1 ). This yields a total amount of computation which is not more than O(log* k) steps. Cl Froof. The simple proof of this lemma appears in Kahane and Fraenkel [4] . Cl Now we are ready to define the "k-Welter function". For any 0~ Xl, x2, l l l 9 &l s k (not necessarily distinct) we define I%+&, x2, . . . , xn) as the Sprague-Grundy value of any k-Welter's position whose least nonnegative residues (nod(k + 1)) are x1, x2, . l . , xn (the order is not important). Because of the invariance property, it does not matter which such position we choose. In other words: Wk(xI, x2, . . . , x,J is the Sprague-Grundy value of any k-Welter's position whose representation is (xl, x2, . . . , x@,!.
By Lemma 1, for distinct x1, x2, . . . , x,, we have Wk(xI, x2, . . . , x,) = [Xl 1 x2 I ' l l 9 1 x,J. What remains to be investigated is the case of nondistinct x1, x2, l 0 l 9 &a. which WaS used by Welter to define his function-see Conway [3] .
We also define the k-Welter "zero" function: After having a solution for n = 1 and n = 2, we are interested in the case n = 3. From Lemma 3 we learn that &(I=, r) is never -1 for any 0 s r s k. Now, in order to find a polynomial strategy for 3-coin k-Welter, all we really need to do (as will be demonstrated later on) is to compute Z&, r) in O(P(log k)) time. We shall present a strategy later on.
For the following discussion, we define the "tail" function:
Note that also:
which is simply the numerical value of the largest sequence of contiguous least significant l's in the binary encoding of x (e.g. T(. . . G ,,I'. :. 1;) r.11. . . 11). \ n bits n bits Thus T(x) = 0 for x even.
We are also going to use the following notations:
l "x v y" to denote the "logical or" of x and y (bit by bit), l 5" to denote the logical "complement" of x (bit by bit), l "(x )/' to denote bit number u of x (bit 0 is the least significant bit), l 'x s y" to denote the every "1" bit of x is also a "1" bit of y, and we will use the following trivial properties of nonnegative integers:
1. x cy iff Vu 20: (x), s (y)U, 2. xsyiffxvy=y, 3. xcyiffx@y=y-x, 4. x c y implies x S y, 5. x,yc_wimpliesx@ysw,
Note that the "v" operation, like the "a" operation, takes precedence over regular addition and subtraction, so that Q + 6 v.c = a + (6 v c). The operations @ and v have the same priority and are therefore executed in sequence (from left to right). Lemma 
If O<xcy then yvT(Z)+l=min{w:y<w,x$w} (i.e. the least number >y that does not "include" x). In particular, x $ y v T(Z) -I-1.
Proof. Let u > 0 be the position of the least significant bit of x which is 1, SO (x), = (Y)~ = 1. But u is also the position of the least significant 0 of x, SO T(f) is made up of u contiguous l's (bits 0 to u -1, if any). Hence y v T(Z) has at least u + 1 contiguous l's in its "tail". Thus we get: (y v T(Z) + l)U = 0, which implies x $ y v T(Z) + 1.
Obviously y<yvT(Z)+l. If y6z<yv$)+l then y~z~yvT(Q. Since y and y v T(Z) have the same most significant part (from bit u and up), then z must also have the same most significant part, hence x cz. Thus y v T(X) + 1 is indeed the minimum w of the specified type. Cl
The reader may find it helpful to examine the figure at the end of this paper while going through the proof of Theorem 2. In several places in the proof there are references [inside brackets] to the fonts and lines of the figure which represent certain subcases of the theorem.
So now we are ready for the main theorem of this section.
m > 0) [between two vertical bold lines]
andOsrsk, wehave:
&(r, r) = &+*)vT(r) -1(r, r) if 2" -l<randr+lck+2[bold]
D(k + 1, r + 1) -1 otherwise [roman],
which trivially yields an algorithm to compute &(r, r), since the three cases do not intersect. Furthermore, this is an O(P(log k)) algorithm to compute &(r, r).
Proof. First note that the cases do not intersect. If I < T(k + 1) (and we know k+lc2"+' -2) then r<2*-1. Now let us first verify (assuming the correctness of this formula) the time factor. All the arithmetic is O(log k) steps. We already know from Theorem 1 that D(k, r) can be computed in O(log" k) steps. The second case prescribes computing Z&Jr, r) for k' = (k + 2) v T(r + 1) -1, because T(r) = T(r + 1). Since r + I> 0, Lemma 4 implies r + 1 $ k' + 2. Hence the computation of Z&r, r) does not involve the second case. Thus, the entire computation takes indeed O(P(log k)) time.
The rest of this section will prove the correctness of this formula, but first we need a few more lemmas. Let a, b, c 2 0 be distinct numbers such that [a 1 b 1 
c] = 0. Let p be a number such that a < T(p). Then b <p if and only if c <p.
Proof. Suppose T(p) has u (at least one) bits of 1. Assume b <p. By Lemma 5
we have c + 1 = (a + 1) Cl3 (t + 1). We have a + ! G T(p), so the "03" may only modify the u least significant bits of b + 1. But the u least significant bits of p are all l-bits, so:
b<p+b+l~p+(a+l)@(b+l)~p+c+16p+c<p
and the other direction is the same. Cl
Now we can resume the proof of Theorem 2, the first case [italic]:
If r < T(k + 1), then by Lemma 6 for any others s c k + 1 the solution of D(k, r) d k + 1, and D(k, r) = k + 1 iff r 6 T(k) .
Proof. By definition: D(k, r) = mex{O $ r, 1 $ r, . . . , k $ r}. Within the braces we have k + 1 numbers, all nonnegative, so there are two possible cases:
1. These numbers are a permutation of 0, . . . , k, in which case we get D(k, r) = k + 1.
2. This is not a permutation of 0, . . . , k, so there are numbers in the range 0 to k missing from the list, thus D(k, r) is the smallest one missing (hence D(k, r) < k + 1). Proof. By the same argumentation we used in the proof of Lemma 8, we get:
WeknowD

CodLy 2. Let a 2 0 be a number such ,that T(p) < a <p. Then there exist b <p and c >p such that [a
1 b 1 c] = 0.
Proof. This corollary (which complements Lemma 6) is a direct combination of the previous two lemmas. Choose b = D(p, a + 1) -1. By Corollary 1, we get:
rsk+l+D(k, r)(= min{l~r:l>k))=(k+l)~r=k+l-r,
butrsk+l@k+l-rck+l, sotogetherweget:
rck+l+(D(k,r)=k+lr, D(k, k+l-r)=r)rjD(k, D(k,r))=r.
As for the other direction, assume D(k, D(k, r) Result (5) is what we got in the proof of Theorem 1. We also know (by Corollary 1) that:
T(k+l)<r =$T(k+l)<r+l $D(k+l,r+l)<k+2
+dsk.
Consider the k-Welter's position (r, d, k + 1 + r) whose representation is (r, r, d) . This position has followers whose representations are of exactly two vpes: (r,r,s)forr#s<dand(r,d,s) forr,d#ssk.
1.
2.
For the first type, if some W,(r, r, s) = 0, then all its followers of type (r, s, y) must satisfy [r 1 s 1 y] > 0. In other words, the solution of [r 1 s 1 X] = 0 must be x > k. This contradicts the minimality of d (rather than s) to yield x>k.
For the second type, if [r 1 d 1 s] = 0, then by the same result we immediately get s > k, a contradiction. Thus, all the followers of (r, r, d) have Sprague-Grundy value >O, so W,(r, r, d) = 0, or in other words: &(r, r) = d.
For the sub-case r 2 2" -1 and r + 1 C$ k + 2 [below the horizontal bold line], we get: 2" -2<ks2"+'-3, r32"-1 32"-l<k+1<2"+'--2, r+132" ~D(k+1,r+1)=D(k+1-2",r+1-2") (6) ~D(k+-1,r+1)~k+1-2"+1=k+2-2"
+D(k+l,r+1)~2"+'-3+2-2"=2"-1 +ds2" -2, d cr.
Result (6) is again what we got in the proof of Theorem 1, while (7) is by Lemma 8.
Considering the same position, everything said before is true, except now we have a third type of follower, whose representation is (d, d, r) . Since d c 2" -2, we can use the result of the previous subcase with r and d interchanged and state that &(d, d) = r if and only if two things hold:
(i) T(k + 1) s d(s2" -2 as we saw).
(ii) r = D(k + 1, d + 1) -1. But (ii) is equivalent to r + 1 = D(k + 1, d + 1) while by definition, d + 1 = D(k + 1, r + 1). By Lemma 9 the two last equalities hold if and only if r + 1 s k + 2, and by Corollary 1 we get (i) as well:
r<k+l+D(k+l,d+l)<k+2+T(k+l)<d+l.
Since r + 1 $ k + 2, we have Z&d, d) #r which is the same as W,(d, d, r) 
Thus again all the followers of (r, r, d) have Sprague-Grundy value >O which gives &(r, r) = d and covers the second subcase. So the complete third case of the theorem holds.
To settle the second case of Theorem 2, we still need one more lemma.
Lemma 10. D(k, r) # D(k + 1, r) iff r c k + 1.
Proof. We have:
D(k,r)=min{l@r:l>k}
and D(k+l,r)=min{Z~r:I>k+l}.
The first set has exactly one more iterm than the second set-the number (k + 1) $ r, so the two values will be different if and only if this is the first value (i. e. D(k, r) = (k + 1) $ r) . By the proof of Lemma 9 we know this happens if r E k + 1. If, however, r $ k + 1, we get again the same contradiction to the minimality of D (k, r), because then (k + 1) @ r is not the minimum of the first set. 0
The proof of the second (and last) case of Theorem 2 [bold]:
Given 2" -2sk<2"+'--3, 2"-lsrsk, r+lck+2, weneedtoprove:
&Jr, r) = &Jr, r) for k' = (k + 2) v T(r) -1.
All we really need to do, is to prove &(r, r) = Zk+ &, r) because by Lemma 4 we have that k' is the least number >k such that r + 1 $ k' + 2, so we get:
&(r, r) = Zk+l(r, r) = Zk+,(r, r) = l l l = Zkl-l(r, r) = Zkb 4,
Note that k<2m+1-3+k'-ls2m+'-3, so the complete "chain" is within the same "m-range" (except, possibly, the last item-but that does not harm the induction). Now let us distinguish between two subcases: Let us denote the first property (within the parentheses) by "(i)" and the second by "(,)", so we have:
Vs, 0~s s k, s #r:(i) or (ii).
Suppose (i) does not hoid for some so in the appropriate range. Analysis of so shows that:
1. If 2" -16~~ then: Therefore, we have so < 2" -2. 2. If so < T(k + 2) then by Lemma 6 we immediately get (i), therefore T(k + 2) G so. 3. From (1) and (2) we get Z,+,(s,, so) = D(k + 2, so + 1) -1 by the third case of the theorem (note that k #2"+' -3, otherwise T(k + 2) = 2"+' -1 which contradicts (2), so k + 1 G 2m+1 -3 as well). Therefore, we have so + 1 $ k + 2. 5. Since (i) does not hold for so then (ii) must hold, i.e. IV&,, so, r) = 0 or in other words: &(s,, so) = r. We know so # r and so + 1 $ k + 2, so we must be in the third case of the theorem. Thus r = Z'(s,, so) = D(k + 1, so + 1) -1. 6. By Lemma 10 we now get: ,(s, s, r) = 0) .
What happens for s =k+l?Sincer+l~k+2weget: ,(s,s, r)=O) Hfs, Osssk+l, s#r: Oat<k+l,t#r,s:[rlslt]=O  or W,+,(s,s,r) W,(r, r, s) = O@ Wk(s, s, r) > 0  Vt, OGtCs, t#r:W,(r, r, t) >O.
Let us denote these properties by "(i)", "(ii)", and "(iii)". Analysis of s, similar to what we did in the previous subcase, shows that: 1.
2.
3.
4.
5.
6.
7.
8. 211 If 2" -1 ss then: (s, s, r) > 0) . Ifs=k-rthenweget:
s=k-r+s+l=k+l-r=(k+2)-(r+l)+s+lsk+2,
but as we saw in Lemma 9 and Lemma 10 this yields: D(k + 1, s + 1) = (k + 2) @(s + 1) = (k + 2) -(s + 1) = r+ 1, which contradicts u # r. So s + 1 $ k + 2 and s # k -r. We already saw [r I k -r I k + 1] = 0, so it must be [r 1 s property (i) extends to t = k + 1.
. .
k+l]>O. Thus
Now, if s<T(k+2) then by Lemma 6 we get [rlslt]=O for t<k+2, contradicting the "extended (i)", so T(k + 2) =G s. From (1) and (6) we get Z,+l(s, s) = D(k + 2, s + 1) -1 by the third case of the theorem (note that k # 2"+' -3 similarly to what we saw before). By Lemma 10 we now get: (k + 1, s + 1) = D(k + 2, s + 1) +D(k+l,s+l)-l=D(k+2,s+l)-1 9.
N. Duvdevani, A.S. Fraenkel
Thus property (ii) also extends to k + 1. As for property (iii), let 0 6 to <s so W,(r, r, to) represented by (r, r, to) has three types of followers:
(r, r, w) for w<tOCs.
(r, to, w) for w # r, to.
(to, to, 4.
The first type cannot have Sprague-Grundy value of 0, because Wk(r, r, s) = 0. So at least one of the other two must. Now we repeat exactly the same analysis of the previous subcase with to and get W,+,(r, r, to) > 0. Thus property (iii) also extends to k + 1. Thus finally we get the extended properties (i), (ii), and (iii) which are equivalent to W,+,(r, r, s) = 0, so again Z&, r) = &+,(r, r), completing the proof of Theorem 2. Cl
Polynomial strategy for 3-coin k-Welter
As promised at the beginning of Section 3, we now present a polynomial strategy for 3-coin k-Welter, based on the computation of Zk(r, r) in O(P(log k)) time. Note that such a strategy is "polynomial", since the input of our problem is the number k, which has size log k and the locations of the coins of which we use the least nonnegative residues (mod(k + 1)).
A "strategy" means two things: (i) Checking whether we are in a position whose Sprague-Grundy value is 0 or not. (ii) If not 0, finding an appropriate move which will put the opponent in a position of value 0. We are going to present an algorithm that does both things, given our current position (x, y, z) and the number k.
1 . Let a, 6 , c be the least nonnegative residues of X, y, z (mod(k + 1)).
Position (x, y, z) is represented by (a, 6, c) . 2. If any two numbers of a, b, c are equal, then without loss of generality: a = 6, so check whether c = Zk(a, a) . Else (distinct three numbers), check whether [a 1 b 1 c] = 0. 3. If we find nonzero Sprague-Grundy value, continue to compute the appropriate move (else, move arbitrarily . . .):
3.1
If all three numbers are equal (i.e. a = 6 = c)? then find Zk(a, a) and move one of the coins accordingly (i.e. to a location whose least nonnegative residue (mod(k + 1)) is such). 3.2 If two of the numbers are equal and the third is different (without loss of generality: a = b # c), then: 3.2.1 . Find &(a, a) 
Proof.
I
This theorem has been proved in Section 3. Cl
The general Sprague-Grundy function
What about the general Sprague-Grundy function (as zeros)? By Lemma 1 we are merely interested in the (mod(k + 1)) coin locations, i.e. finding W,(x, x, y ) .
In Section 1, we already mentioned the result of Kahane any number of coins and k = 2" -1 (m > 0), which states: opposed to just its case of nondistinct and Fraenkel [4] for gh ~2,. . . 9 x,) = [xl 1 x2 1 9 9 l 1 x,] (mod(k + I)), where the least nonnegative residue (0 <g s k) is taken. Applying this to the special case of 3 coins, we get for k = 2"' -1, for x = (2 m+l -1) 03x -2" (mod 2")
Again-the least nonnegative residue is taken and thus the "mod" may be omitted.
Lemma ll. Let x, y, z be distinct nonnegative numbers such that x, y < 2". Then [x/yIz+2m]=[x(y(z]+2m.
Proof. If x, y is the best mate then: M$(0,0,1)=W,(k,0)=[k~0]=k~0-1=k-1.
Note that we used Lemma 2 as well as the other result obtained by Kahane and Fraenkel [4] for the case of 2 coins. Similarly we get:
wk+&O, 0, 1) = k + 2" -1, and the difference is indeed 2". The same may be said for that position in the "k + 2"" game, with regards to k + 2" instead of k. We therefore have: (x, x, y) , "raised" by 2". Cl
The case k=2"-2
Another interesting case is when we have 3 coins and k = 2" -2. The Sprague-Grundy function in this case appears to be much more complicated, but still-polynomially computable. 
Furthermore, this is an O(P(log k))
Proof. Let us first verify the time factor (assuming correctness of this formula). All the arithmetic is O(log k) steps. The second case prescribes computing WEJx, x, y) for k' = 2m-' -2. We observe three things: 1.
2.
3.
For m = 2 we never meet the conditions for the second case, so this "iterative" process is final. We may use again the same formula in the next "iteration", since k' is also of the same type. The next iteration is for k' <k/2, thus the total number of iterations is limited by O(log k). Hence, the entire computation takes not more than O(P(log k)) time.
The first case is implied by Theorem 2, since because k = 2" -2 we get:
which is the same as saying Wk(x, x, x) = 0. The second case is an immediate result of Theorem 4, since 2m-' -2 = k -2"-?
For the third case we use Lemma 2 and the result for 2 coins: W$(x, x, 0) = Wk(x -1, x -1) = D(k, x -1) -1= D (2" -2, x -1) -1 =mex{0~(x-1),1~(x-1),...,(2"-2)CE3(~-1)}-1~ the "mex" list is the permutation of (0, 1, . . . ,2" -1) except for (2" -1) @ (x -1) which is missing and is therefore the "mex": W,(x, x, 0) = (2" -1)$(x-l)-1=(2"-1)-(x-1)-1=2m-1-x. Now let us have a look at the remaining two cases. In both cases, we may use the same argument as in Theorem 4 and state that: *2"-1-r=[2" -1-x-1[2m-l-y-1] (9) *2"-1-r=((2" -1) @ (x + 1)) @ ((2" -1) @ ( y + 1)) -1 +2ml-r=(xal)@(y+l)-1 +r=2m-(x+1)@(y+1).
Note that in (8) we use one of the characteristics of the Welter's function (see Conway [31) , while (9) is by Lemma 2. Hence for x, y ~2"~' -2 or for x,yxY+-1 we have (x+l)@(y+1)~2"-'-1 and r~2"-*+1 while for x, y in the "different" ranges we get r G 2'?
The fifth case can now be proved, using induction on y. First we observe that in thiscasexcy, soC=Oandp<q. For y = 2"-' -1 we get: = ]2 "-'-1~2"-1]e3[x]=2"-'-1-x, so r <p, which makes r the smallest of the three values (p, q, r) . The set A contains only the Wk(x, x, w) values for w #x and w < y = 2"-' -1. Also, for the fifth case we have x < 2"-' -2. Therefore by the second case of the theorem, all the values in A are larger than 2% So r = [x I y I 2" -1] is indeed the "mex". 
