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MOMENTUM REGULARITY AND STABILITY OF THE
RELATIVISTIC VLASOV-MAXWELL-BOLTZMANN SYSTEM
YAN GUO AND ROBERT M. STRAIN
Abstract. In the study of solutions to the relativistic Boltzmann equation,
their regularity with respect to the momentum variables has been an outstand-
ing question, even local in time, due to the initially unexpected growth in the
post-collisional momentum variables which was discovered in 1991 by Glassey
& Strauss [13]. We establish momentum regularity within energy spaces via a
new splitting technique and interplay between the Glassey-Strauss frame and
the center of mass frame of the relativistic collision operator. In a periodic box,
these new momentum regularity estimates lead to a proof of global existence
of classical solutions to the two-species relativistic Vlasov-Maxwell-Boltzmann
system for charged particles near Maxwellian with hard ball interaction.
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1. Introduction and formulation
In 2003 it was shown for the first time that the full (Newtonian) Vlasov-Maxwell-
Boltzmann system [17] has global in time unique classical solutions on the torus
for initial conditions which are sufficiently close to the steady state. Then in 2006
the rapid convergence [20] on the torus for these solutions, as predicted by the
H-theorem, was established. However it should be pointed out that this model
is physically limited because it is not fully Lorentz invariant in the sense that
the symmetries of the Maxwell system are inconsistent with those of the Newto-
nian Boltzmann equation and serious difficulties are encountered in extending the
method from [17] to the relativistic fully Lorentz invariant regime. In this work, as
explained in the following developments, we overcome these difficulties and establish
the momentum regularity as well as the existence of global in time classical solu-
tions for the fully Lorentz invariant relativistic Vlasov-Maxwell-Boltzmann system
with hard-ball interaction.
Y.G. was partially supported by the NSF grant DMS-0905255, a NSF FRG grant, and the
Chinese NSF grant # 10828103.
R.M.S. was partially supported by the NSF grant DMS-0901463, and an Alfred P. Sloan
Foundation Research Fellowship.
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We study the following two-species relativistic Vlasov-Maxwell-Boltzmann sys-
tem which describes the time evolution of charged particles:
∂tF+ + c
p
p0+
· ∇xF+ + e+
(
E +
p
p0+
×B
)
· ∇pF+ = Q+(F ) +Q±(F ),
∂tF− + c
p
p0−
· ∇xF− − e−
(
E +
p
p0−
×B
)
· ∇pF− = Q−(F ) +Q∓(F ).
(1.1)
The collision operators, defined in (1.4) below, are given by Q+(F ) def= Q(F+, F+),
Q−(F ) def= Q(F−, F−), Q±(F ) def= Q(F+, F−), and Q∓(F ) def= Q(F−, F+).
These equations are coupled with the Maxwell system:
∂tE − c∇x ×B = −4π
∫
R3
{
e+
p
p0+
F+ − e− p
p0−
F−
}
dp,
∂tB + c∇x × E = 0,
with constraints
∇x · E = 4π
∫
R3
{e+F+ − e−F−} dp, ∇x ·B = 0.
The initial conditions are F±(0, x, p) = F0,±(x, p), E(0, x) = E0(x), and B(0, x) =
B0(x). Here F±(t, x, p) ≥ 0 are the spatially periodic number density functions
for ions (+) and electrons (−), at time t ≥ 0, position x = (x1, x2, x3) ∈ T3 def=
[−π, π]3 and momentum p = (p1, p2, p3) ∈ R3. The constants ±e± and m± are the
magnitude of the particles charges and rest masses respectively. The energy of a
particle is given by p0± =
√
(m±c)2 + |p|2 and c is the speed of light. Note that
here and below ± indicates two possible sign configurations.
For number density functions F+(p) and F−(p) a collision operator should satisfy∫
R3



 1p
p0+

Q(F+, F−)(p) +

 1p
p0−

Q(F−, F+)(p)

 dp = 0.
The same property holds for the other sign configurations. By integrating the
relativistic Vlasov-Maxwell-Boltzmann system and plugging in this identity, we
obtain the conservation of mass, total momentum and total energy for solutions as
d
dt
∫
T3×R3
m+F+(t) =
d
dt
∫
T3×R3
m−F−(t) = 0,
d
dt
{∫
T3×R3
p(m+F+(t) +m−F−(t)) +
1
4π
∫
T3
E(t)×B(t)
}
= 0,
d
dt
{
1
2
∫
T3×R3
(m+p
0
+F+(t) +m−p
0
−F−(t)) +
1
8π
∫
T3
|E(t)|2 + |B(t)|2
}
= 0.
(1.2)
The entropy of the relativistic Vlasov-Maxwell-Boltzmann system is defined as
H(t) def= −
∫
T3×R3
dxdp {F+(t, x, p) logF+(t, x, p) + F−(t, x, p) logF−(t, x, p)} .
Then the celebrated Boltzmann H-theorem for the relativistic Vlasov-Maxwell-
Boltzmann system corresponds to the following formal statement
d
dt
H(t) ≥ 0,
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which says that the entropy of solutions is non-decreasing as time passes.
The global relativistic Maxwellian (a.k.a. the Ju¨ttner solution) is given by
J±(p)
def
=
exp
(−cp0±/(kBT±))
4πe±m2±ckBT±K2(m±c2/(kBT±))
,
where kB > 0 denotes Boltzmann’s constant, K2(·) is the Bessel function K2(z) def=
z2
2
∫∞
1 e
−zt(t2− 1)3/2dt, and T± is the temperature. From the Maxwell system and
the periodic boundary condition of E(t, x), we see that ddt
∫
T3
B(t, x)dx
def
= 0. We
thus have a constant B¯ such that
(1.3)
1
|T3|
∫
T3
B(t, x)dx = B¯.
Let [·, ·] denote a column vector. We then have the following steady state solution
to the relativistic Vlasov-Maxwell-Boltzmann system
[F±(t, x, p), E(t, x), B(t, x)] = [J±, 0, B¯],
which maximizes the entropy.
We furthermore define the relativistic Boltzmann collision operator [5] as
(1.4) Q(F±, G∓)
def
=
∫
R3
dq
q0∓
∫
R3
dq′
q′0∓
∫
R3
dp′
p′0±
W±|∓ [F±(p
′)G∓(q′)− F±(p)G∓(q)].
It is written similarly for other sign configurations. Here the “transition rate”
W±|∓ =W±|∓(p, q|p′, q′) is defined as
(1.5) W±|∓
def
= s σ±|∓(g, θ) δ(p0± + q
0
∓ − p′0± − q′0∓)δ(3)(p+ q − p′ − q′).
The quantities here are s = s(p±, q∓), g = g(p±, q∓), θ = θ(p±, q∓) and σ±|∓(g, θ)
are defined exactly as in the following sub-section.
The physical intuition provided by the Boltzmann H-theorem is to say that solu-
tions should converge to their steady state, which is chosen by the initial conditions
and the conservation laws (1.2), as time goes to infinity. Our goal in this work is to
prove this global existence and rapid convergence in the context of perturbations.
We define the standard perturbation f±(t, x, p) to J± as
F±
def
= J± +
√
J±f±.
We will plug this ansatz into (1.1) to derive a perturbed system for f±(t, x, p),
E(t, x) and B(t, x). The two relativistic Vlasov-Maxwell-Boltzmann equations for
the perturbation f = [f+, f−] take the form{
∂t + c
p
p0±
· ∇x ± e±
(
E +
p
p0±
×B
)
· ∇p
}
f± ∓ e±c
kBT
{
E · p
p0±
}√
J± + L±f
= ± e±c
2kBT
{
E · p
p0±
}
f± + Γ±(f, f),(1.6)
with f(0, x, p) = f0(x, p) = [f0,+(x, p), f0,−(x, p)]. The linear operator L±f , defined
in (1.8), and the nonlinear operator Γ±(f, f), defined in (1.7), are derived from an
expansion of the Boltzmann collision operator (1.4).
In particular, using (1.5), we observe that the collision operator (1.4) satisfies
Q(J+, J+) = Q(J+, J−) = Q(J−, J+) = Q(J−, J−) = 0.
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Then, with f = [f+, f−] and h = [h+, h−], we can write the nonlinear operators as
(1.7) Γ±(f, h)
def
= J
−1/2
± Q(
√
J±f±,
√
J±h±) + J
−1/2
± Q(
√
J±f±,
√
J∓h∓).
Furthermore the linearized collision operators take the form
(1.8) L±(h)
def
= −Γ±(h,
√
J)− Γ±(
√
J, h).
We estimate these operators in Sections 3 and 4.
In this linearized system, the coupled Maxwell system is given by
∂tE − c∇x ×B = −4πJ def= −4π
∫
R3
{
e+
p
p0+
√
J+f+ − e− p
p0−
√
J−f−
}
dp,
∂tB + c∇x × E = 0,
(1.9)
with constraints
∇x ·E = 4πρ def= 4π
∫
R3
{
e+
√
J+f+ − e−
√
J−f−
}
dp, ∇x ·B = 0.(1.10)
The charge density and current density due to particles are denoted ρ and J re-
spectively. In computing ρ, we have used the normalization
∫
R3
J±(p)dp = 1e± .
In all of the following developments, none of the physical constants
will affect the results of our analysis. Then without loss of generality
but for the sake of simplicity, we normalize all constants to one. We set
J±(p) = J(p) =
e−p
0
4π
.
We drop the inessential ± notation all over, in particular we use the
kernel notation σ(g, θ) = σ±|∓(g, θ) and we set p0± = p
0 def=
√
1 + |p|2, etc.
Furthermore we assume that initially [F0, E0,B0] has the same mass, total mo-
mentum and total energy (1.2) as the steady state [J, 0, B¯], then we can rewrite the
conservation laws in terms of the perturbation [f, E,B] as follows:∫
T3×R3
dxdp f+(t)
√
J =
∫
T3×R3
dxdp f−(t)
√
J = 0,(1.11) ∫
T3×R3
dxdp p {f+(t) + f−(t)}
√
J(p) = − 1
4π
∫
T3
dx E(t)×B(t),(1.12) ∫
T3×R3
dxdp p0 {f+(t) + f−(t)}
√
J = − 1
8π
∫
T3
dx |E(t)|2 + |B(t)− B¯|2.(1.13)
We have used (1.3) for the normalized energy conservation (1.13).
In the next sub-section we will discuss reductions of the collision operator (1.4).
1.1. Collision operator in the Glassey-Strauss frame. In a pioneering work
of Glassey and Strauss [14], the collision operator Q was represented as follows:
(1.14) Q(f, h) =
∫
R3×S2
sσ(g, θ)
p0q0
B(p, q, ω)[f(p′)h(q′)− f(p)h(q)]dωdq,
where the kernel is
(1.15) B(p, q, ω)
def
=
(p0 + q0)2p0q0
∣∣∣ω · ( pp0 − qq0)∣∣∣
[(p0 + q0)2 − (ω · [p+ q])2]2 .
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Above the quantity s = s(p, q), which is the square of the energy in the “center of
momentum” system, p+ q = 0, is defined as
s
def
= 2(p0q0 − p · q + 1).
The relative momentum, g = g(p, q), is denoted
(1.16) g
def
=
√
2(p0q0 − p · q − 1).
Notice that s = g2 + 4. We point out that this notation, which is used in [5], may
differ from other authors notation by a constant factor.
The condition for elastic collisions is then given by
(1.17)
p0 + q0 = p′0 + q′0,
p+ q = p′ + q′.
In this expression, the post collisional momentum are given as follows
(1.18)
p′ = p+ a(p, q, ω)ω,
q′ = q − a(p, q, ω)ω,
where
a(p, q, ω)
def
=
2(p0 + q0)p0q0
{
ω ·
(
q
q0 − pp0
)}
(p0 + q0)2 − {ω · (p+ q)}2 .
The Jacobian for the transformation (p, q)→ (p′, q′) in these variables [13] is
(1.19)
∂(p′, q′)
∂(p, q)
= −p
′0q′0
p0q0
.
Now we turn to a discussion of the collision kernel σ(g, θ) in (1.14). The kernel
σ(g, θ) measure’s the interactions between particles. See [8,9] for a physical discus-
sion of general assumptions. We use the following hypothesis.
Hypothesis on the collision kernel: We consider the “hard ball” condition
σ(g, θ) = constant.
This condition is implicitly used throughout the rest of the article. In fact to sim-
plify the notation, without loss of generality, in the following we use the normalized
condition σ(g, θ) = 1. The Newtonian limit, as c → ∞, in this situation is the
Newtonian hard-sphere Boltzmann collision operator [24].
In the next section we will discuss our main results.
2. Statement of the main results
Let the multi-indices γ and β be γ = [γ0, γ1, γ2, γ3] and β = [β1, β2, β3]. We will
use the following notation for a high order derivative
∂γβ
def
= ∂γ
0
t ∂
γ1
x1∂
γ2
x2 ∂
γ3
x3 ∂
β1
p1 ∂
β2
p2 ∂
β3
p3 .
We sometimes also use the notation β0, β1, β2 and α to denote multi-indices with
three components such as β. Then if each component of β is not greater than that
of β1, we denote this by β ≤ β1, also β < β1 means β ≤ β1 and |β| < |β1| where
|β| = β1 + β2 + β3 as usual. We also denote a collection of weight functions by
wℓ
def
= 〈p〉ℓ , 〈p〉 def=
√
1 + |p|2, ℓ ∈ R.
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Given a solution [f±(t, x, p), E(t, x), B(t, x)] to the relativistic Vlasov-Maxwell-
Boltzmann system (1.6), (1.9), and (1.10), we define the full instant energy func-
tional to be a continuous function, EN,ℓ(t), which satisfies:
(2.1) EN,ℓ(t) ≈
∑
|γ|+|β|≤N
‖wℓ∂γβf(t)‖2 +
∑
|γ|≤N
‖∂γ [E(t), B(t)]‖2.
At time t = 0 the time derivatives in EN,ℓ(0) are defined customarily through
equations (1.6) and (1.9). In (2.1) and the rest of this paper, the norm ‖ · ‖ denotes
either the L2(T3x×R3p) norm or just the L2(T3x) without ambiguity depending upon
the variables in the functions being measured. Throughout the rest of this paper
we furthermore assume N ≥ 4 and ℓ ≥ 0.
We are now ready to state our main results:
Theorem 1. Suppose that [f0,±, E0, B0] satisfies the constraint (1.10) and the the
conservation laws (1.11), (1.12), (1.13) initially. Fix ℓ ≥ 0 and N ≥ 4. Consider
F0,±(x, p) = J± +
√
J±f0,±(x, p). There is a constant M > 0 such that if
EN,ℓ(0) ≤M,
then there exists a unique global solution [f±(t, x, p), E(t, x), B(t, x)] to the perturbed
relativistic Vlasov-Maxwell-Boltzmann system (1.6), (1.9) with (1.10) satisfying
EN,ℓ(t) . EN,ℓ(0).
Moreover F±(t, x, p) = J± +
√
J±f±(t, x, p) solves the relativistic Vlasov-Maxwell-
Boltzmann system (1.1), and F±(t, x, p) ≥ 0 if this is so initially.
If EN+k,ℓ(0) is sufficiently small for some k > 0, then we have rapid decay as∑
|γ|+|β|≤N
‖wℓ∂γβf(t)‖2 +
∑
|γ|≤N
‖∂γ[E(t), B(t) − B¯]‖2 . EN+k,ℓ(0) (1 + t)−k ,
where the constant B¯ is defined in (1.3).
There have been many investigations about various kinetic models for describing
charged particles. Standard references include [3, 5, 11]. We refer to several results
such as [1, 2, 9, 10, 12, 18, 21]. In [16], global classical solutions were constructed
for the Vlasov-Poisson-Boltzmann system (no magnetic fields) via introduction of
a nonlinear energy method for which the linear collision operator L is positive
for solutions near Maxwellians. In [17], an improvement of such a method led to
construction of global solutions to the Vlasov-Maxwell-Boltzmann system in the
presence of magnetic field. In [23], such a construction was carried out in the whole
space case using some new dissipation estimates. Even though the Vlasov-Maxwell-
Boltzmann system can be viewed as a ‘master system’ for kinetic models, from
general physical principle, the classical (non-relativistic) Boltzmann is not compat-
ible with the (Lorentz invariant) Maxwell system, which obeys special relativity.
It is therefore important to study the relativistic effects for the relativistic Vlasov-
Maxwell-Boltzmann system (1.1) and to generalize the result in [17] to a relativistic
setting. However, such a project was easily stopped due to a severe difficulty of lack
of regularity in the momentum p variables for the relativistic Boltzmann equation.
In the Glassey-Strauss frame (1.14) and (1.18), the following pointwise estimates
were discovered by Glassey & Strauss [13] in 1991:
(2.2) |∇pq′i|+ |∇pp′i| ≤ C 〈q〉5
(
1 + |p · ω|1/21{|p·ω|>|p×ω|3/2}
)
.
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This is a sharp estimate at least in regards to the p growth. Furthermore
|∇qp′i|+ |∇qq′i| ≤ C 〈q〉5 p0.
Although in this second estimate, no attempt was made to further refine it. Notice
that higher derivatives do not exhibit momentum growth in p:∣∣∇kpp′i∣∣+ ∣∣∇kpq′i∣∣+ ∣∣∇kqp′i∣∣+ ∣∣∇kqq′i∣∣ ≤ C 〈q〉5 , ∀k > 1.
The q growth above does not cause any difficulty because we have strong exponential
decay in that variable in the linearized collision operator Γ. But the p momentum
growth in (2.2), introduces high order growth of p in {|∇pq′i| + |∇pp′i|}N , within
the highest order derivatives of ∂βf(p
′) with |β| = N.
Such a growth phenomenon is purely a relativistic effect, which is absent in the
classical setting. Consequently, no regularity for the momentum variables, even
local in time, for the solutions of the Boltzmann equation has been obtained. This
is because of the presence of highest polynomial growth rate in p in the highest
order derivatives of the solutions, which makes it impossible to close the estimates
in any reasonable energy norm. Up to now, all existing work for the relativistic
Boltzmann equation only involves spatial and temporal regularity. Unfortunately,
it is necessary to obtain momentum regularity to study the relativistic Vlasov-
Maxwell-Boltzmann system due to the Lorentz force term: (E + pˆ×B) · ∇pf.
2.1. Collision operator in the center of mass frame. Our key idea to overcome
such a severe difficulty in the Glassey-Strauss frame is to resort to the following
center of mass representation of the Boltzmann collision operator. We remark that
the study of such a center of mass frame was initiated recently in the absence of
momentum derivatives [22, 26]. For a function G : R3 × R3 × R3 × R3 → R:∫
S2
dω
sB(p, q, ω)
p0q0
G(p, q, p′, q′) =
∫
S2
dω vø G(p, q, p
′′, q′′),
where B(p, q, ω) is given by (1.15) and (p′, q′) on the l.h.s. are given by (1.18). On
the r.h.s. we use that vø = vø(p, q) is the Møller velocity given by
(2.3) vø
def
=
1
2
g
√
s
p0q0
.
The post-collisional momentum, (p′′, q′′), on the r.h.s. can be written:
p′′ def=
p+ q
2
+
g
2
(
ω + (ρ− 1)(p+ q) (p+ q) · ω|p+ q|2
)
,
q′′ def=
p+ q
2
− g
2
(
ω + (ρ− 1)(p+ q) (p+ q) · ω|p+ q|2
)
,
(2.4)
where ρ = (p0 + q0)/
√
s. See [26, Corollary 5] for basic properties of such a center
of mass frame. In particular the Jacobian (1.19) effectively also works here as
(2.5)
∫
R3
dp
∫
R3
dq
∫
S2
dω vø σ(g, θ) G(p, q, p
′′, q′′)
=
∫
R3
dp
∫
R3
dq
∫
S2
dω vø σ(g, θ) G(p
′′, q′′, p, q).
A more detailed explanation is given in [26, Corollary 5 and (23)].
Clearly, there is also a problem in the center of mass variables from (2.4). In
these variables it is straightforward to compute that high momentum derivatives
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of p′′ and q′′ create high singularities when p = q and p = −q. These two distinct
problems in each separate representation formula for the relativistic Boltzmann
collision operator illustrate the main reason why it has remained an open problem
to prove energy estimates with momentum regularity.
To resolve these difficulties, and to prove the main nonlinear estimate in Theorem
2 below, we will split the desired estimate into two different cases. These cases
correspond to the following two different integration regions:
(2.6) A
def
= {|p| ≤ 1} ∪ {|p| ≥ 1, |p| 1m ≤ 2q0}, Ac def= {|p| ≥ 1, |p|1/m ≥ 2q0}.
Here m≫ 1 is taken to be a given large positive integer. On the set A, we can use
the Glassey-Strauss frame (1.18). Large growing polynomial momentum weights
in p, as described above and in (2.2) can be controlled by the factor J1/4(q) since
|p| . (q0)m on A. On the other hand, on the region Ac, we will use the center-
of-momentum variables (2.4). Note |p| ≥ 2|q| so that |p± q| ≥ |p|2 ≥ 12 . Then the
deficiency in these variables, namely that derivatives of (2.4) create singularities
(even though there is no momentum growth at infinity), is fortunately avoided on
the region Ac; meaning that our estimates in this region are safe as well. Without
such a magical use of the center of mass frame, it is still an outstanding open
question if one can control the growth in p solely within the Glassey-Strauss frame.
We would like to say that we think it would be interesting to study this analogous
problem in the whole space R3x including the convergence rates, as in [6, 7, 23, 27].
2.2. Notation. In addition to the notation from (2.1), we will use the L2 spaces
‖h‖2 def=
√∫
T3
dx
∫
R3
dp |h(x, p)|2, |h|2 def=
√∫
R3
dp |h(p)|2.
Similarly any norm represented by one set of lines instead of two only takes into
account the momentum variables. We also define ‖h‖ν = ‖h‖2, which is justified
by (4.1) later on. The L2(R3p) inner product is denoted 〈·, ·〉. We use (·, ·) to denote
the L2(T3x × R3p) inner product. Now, for ℓ ∈ R, we consider the weighted spaces
‖h‖2,ℓ def= ‖wℓh‖2, ‖h‖ν,ℓ def= ‖wℓh‖ν, |h|2,ℓ def= |wℓh|2, |h|ν,ℓ def= |wℓh|ν .
We will furthermore use A . B to mean that ∃C > 0 such that A ≤ CB holds
uniformly over the range of parameters which are present in the inequality (and
that the precise magnitude of the constant is unimportant). The notation B & A
is equivalent to A . B, and A ≈ B means that both A . B and B . A. We
additionally use C > 0 to denote a generic positive large constant and c > 0 to
denote a small constant; their exact values are considered to be inessential.
2.3. Organization of the paper. In Section 3 we will prove the estimates for the
momentum derivatives of the non-linear collision operator (1.7) using the splitting
into the Glassey-Strauss frame and the center of momentum frame. Then in Section
4 we will use these nonlinear estimates to deduce quickly several linear estimates,
using also [25]. Lastly in Section 5, we show how to use our estimates to prove the
global existence and rapid decay, following the arguments from [19, 20].
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3. Momentum derivatives of the nonlinear collision operator
Recalling the decomposition of A and Ac in (2.6), consider the smooth test
function χ ∈ C∞0 ([0,∞)) such that 0 ≤ χ ≤ 1, and χ(ρ) = 1 for ρ ∈ [0, 1] with
χ(ρ) = 0 for ρ > 2. We use the splitting 1 = χA(p, q) + χAc(p, q) with
χA(p, q)
def
= χ
(
p0
)
+
(
1− χ (p0))χ
(
|p| 1m
q0
)
,
χAc(p, q)
def
=
(
1− χ (p0))
(
1− χ
(
|p| 1m
q0
))
.
We split Γ(f1, f2) = ΓA + ΓAc as
ΓA =
∫
R3×S2
dωdq
sB(p, q, ω)
p0q0
√
J(q) [f1(p
′)f2(q′)− f1(p)f2(q)]χA(p, q),
ΓAc =
∫
R3×S2
dωdq vø
√
J(q) [f1(p
′′)f2(q′′)− f1(p)f2(q)]χAc(p, q).
(3.1)
Here without loss of generality, we have taken f1 and f2 to be scalar functions.
Using these important decompositions, we will prove the main estimate:
Theorem 2. We have the following nonlinear estimate for any |β| ≥ 0:∣∣〈w2ℓ∂βΓ(f1, f2), ∂βf3〉∣∣ . |∂βf3|2,ℓ ∑
β1+β2≤β
|∂β1f1|2,ℓ|∂β2f2|2,ℓ.
Here we can include any ℓ ≥ 0. Then for |γ|+ |β| ≤ N with N ≥ 4 we have∣∣∣(w2ℓ∂γβΓ(f1, f2), ∂γβf3)∣∣∣ . ‖∂γβf3‖2,ℓ ∏
j=1,2
∑
|γ1|+|β1|≤N
‖∂γ1β1fj‖2,ℓ.
The second estimate follows easily from the first and Sobolev embeddings.
Now this theorem will follow directly from our Lemmas 2 and 5 below. It will
be our focus in the rest of this section to prove these estimates.
3.1. Estimates in the Glassey-Strauss Frame ΓA. To avoid taking derivatives
for the singular factor of |ω · ( pp0 − qq0 )| inside B(p, q, ω) for ∂βΓA in (3.1), we
introduce the following change of variables q → u (for fixed p) as:
(3.2) u = p0q − q0p.
By (3.2), we have that q = q
0
p0 p+
u
p0 and taking norms on both sides yields
q0 = (u · p) +
√
(u · p)2 + |u|2 + (p0)2.
Such a transformation (3.2) therefore defines an invertible mapping with
∂ui
∂qj
= p0δij − qjpi
q0
, (i, j = 1, 2, 3),∣∣∣∣∂u∂q
∣∣∣∣ = det
(
∂ui
∂qj
)
=
(p0)2
q0
(
p0q0 − p · q) ≥ (p0)2
q0
.
Since |ω · ( pp0 − qq0 )| = |ω·u|p0q0 , we can express ΓA from (3.1) as
(3.3) ΓA =
∫
R3×S2
dωdu
∣∣∣∣ ∂q∂u
∣∣∣∣ sB˜ |ω · u|p0q0
√
J(q){f1(p′)f2(q′)− f1(p)f2(q)}χA(p, q),
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where now
B˜
def
=
(p0 + q0)2
[(p0 + q0)2 − (ω · [p+ q])2]2
.
We take a high order derivative ∂β of (3.3) to obtain
|∂βΓA| .
∑∫
R3×S2
1|p| 1m.q0dωdu K
A
β0
√
J(q) |(∂β1f1)(p′)(∂β2f2)(q′) µβ1β2 |
+
∑∫
R3×S2
1|p| 1m.q0dωdu K
A
β0
√
J(q) |∂β1f1(p)∂β2f2(q)|,
where the sum is over β0 + β1 + β2 ≤ β. Furthermore
(3.4) KAβ0 = K
A
β0(u, p, ω)
def
= |ω · u|
∣∣∣∣∣∂β0
(∣∣∣∣ ∂q∂u
∣∣∣∣ sB˜p0q0 J1/2(q)χA(p, q)
)∣∣∣∣∣ J−1/2(q).
Also µβ1β2 = µ
β1
β2
(u, p, ω) is the term which results from applying the chain rule to
the post-collisional velocities p′ and q′. Here µβ1β2 contains the sum of products of
high order momentum derivatives of the smooth functions p′ and q′. The next step
is to reverse this change of variables (3.2) to go from u back to an integration over
q. After that change of variables:
Lemma 1. On the set A, we have the following estimates
w2ℓ (p)
∣∣KAβ0(p0q − q0p, p, ω)∣∣ . 〈q〉
n
p0q0
.
Similarly, we also have the upper bound of∣∣∣µβ1β2(p0q − q0p, p, ω)
∣∣∣ . 〈q〉n .
Above n ≥ 1 is a fixed large integer which depends upon ℓ ≥ 0, β, β0, β1, and β2.
Proof of Lemma 1. We start with the estimate for µβ1β2 . Clearly, up to constants,
µβ1β2 is a sum of products of terms of the following form
(∂β1p
′)γ1(∂β2q
′)γ2 ,
where β1, β2, γ1 and γ2 are suitable multi-indices which are all ≤ |β|. (Note β1 and
β2 in the previous display need not be the same as those in µ
β1
β2
.) It is therefore
sufficient to estimate the size of these derivatives from above. This follows from
the multi-dimensional generalization [4], from 1996, of the Faa` di Bruno formula
(1855). Consider the case |β| = 1. After the change of variables (3.2) we have
p′ = p+ a˜(p, u, ω)ω,
q′ =
u
p0
+
q0
p0
p− a˜(p, u, ω)ω,
where
a˜(p, u, ω) =
2(p0 + q0) ω · u
(p0 + q0)2 − {ω · (p+ q)}2 =
N
D
.
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Our goal will be to estimate derivatives of these functions. We thus compute
∂p′k
∂pj
= δkj + ωk
∂a˜(p, u, ω)
∂pj
,
∂q′k
∂pj
=
ukpj
(p0)3
+
q0
p0
δkj +
q0
(p0)3
pkpj +
∂q0
∂pj
pk
p0
+ ωk
∂a˜(p, u, ω)
∂pj
.
We compute the final derivative as
∂a˜
∂pj
=
1
D
∂N
∂pj
− N
D2
∂D
∂pj
,
∂N
∂pj
= 2ω · u
(
pj
p0
+
∂q0
∂pj
)
,
∂q0
∂pj
= uj +
2(u · p)uj + 2pj√
(u · p)2 + |u|2 + (p0)2 .
The derivative of the denominator is further given by
∂D
∂pj
= 2
(
p0 + q0
)(pj
p0
+
∂q0
∂pj
)
− 2ω · (p+ q)
3∑
k=1
ωk
(
δkj +
q0
p0
δkj + pk
∂
∂pj
(
q0
p0
)
+
ukpj
(p0)3
)
.
In particular we can write the whole derivatives of (p′, q′) as
∂p′k
∂pj
=
fkj(p, q, ω, p
0, q0, u)
(p0)aDb(
√
(u · p)2 + |u|2 + (p0)2)c ,
∂q′k
∂pj
=
gkj(p, q, ω, p
0, q0, u)
(p0)aDb(
√
(u · p)2 + |u|2 + (p0)2)c ,
where fkj and gkj are smooth polynomials in the variables (p, q, ω, p
0, q0, u). Fur-
thermore, a, b and c are positive exponents which depend upon k, j and the form of
(p′, q′). These polynomials and exponents are quite lengthy to compute. However,
the key observation in these calculations is that the denominators, e.g. p0, D, and√
(u · p)2 + |u|2 + (p0)2 are in all cases uniformly bounded from below, so that no
singularities are present.
Therefore, after applying the reverse change of variables u→ p0q − q0p to (3.2)
we can see that we always have the crude upper bound (for some n > 0) of∣∣∣∣∂p′k∂pj
∣∣∣∣+
∣∣∣∣∂q′k∂pj
∣∣∣∣ . (〈p〉 〈q〉)n.
This estimate will conclude the second estimate in Lemma 1 if all of the derivatives
are first order derivatives. Note that the exact value of n is in fact unimportant
to our argument. The crucial observation now is that this pattern repeats for the
higher derivatives of order β with |β| > 1. In particular, we see that
∂βp
′
k =
fβj(p, q, ω, p
0, q0, u)
(p0)aDb(
√
(u · p)2 + |u|2 + (p0)2)c ,
∂βq
′
k =
gβj(p, q, ω, p
0, q0, u)
(p0)aDb(
√
(u · p)2 + |u|2 + (p0)2)c ,
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where again fβj and gβj are smooth polynomials in the variables (p, q, ω, p
0, q0, u).
And once again a, b and c are (different) positive exponents which will depend
upon β, k and the form of (p′, q′). This form of these high order derivatives
is quickly deduced from the standard rules of differentiation, and for instance a
simple induction procedure. However to compute the exact expressions of fβj and
gβj seems to be quite difficult. A key observation is that computing these high
order polynomial expressions explicitly is in fact not-necessary to our argument.
Again the crucial point is that the denominators of ∂βp
′
k and ∂βq
′
k are uniformly
bounded from below by a positive constant, so that no singularities are present.
This implies that, after applying the change of variables u→ p0q − q0p, the higher
order derivatives are all similarly bounded above as
|∂βp′k|+ |∂βq′k| . (〈p〉 〈q〉)n,
for some (different) n > 0. After that, the second estimate for µβ1β2 in Lemma 1 is
a consequence of the region A from (2.6). We conclude the estimate for µβ1β2 .
The estimate for (3.4) is directly similar. The point is again that momentum
derivatives in (3.4) end up creating ratios of polynomials in the variables ω, u,
p, p0, and q0. The exact expressions created by the high order derivative ∂β0 in
(3.4) is apparently quite difficult to compute in general, but fortunately this is not
necessary. Instead it is easily seen that the denominators of these rational functions
created by the high order derivative, ∂β0 , are all uniformly bounded from below.
Thus after reversing the change of variables in (3.2) the term (3.4) must be bounded
from above by a constant multiple of (〈p〉 〈q〉)n for some n > 0. 
Lemma 2. We have the following estimate for ΓA with any ℓ ≥ 0:
|w2ℓ (p)∂βΓA| . e−c|p|
1/m
∫
R3×S2
dqdω 1|p| 1m.q0 J
1
4 (q)
×
∑
β1+β2≤β
{|(∂β1f1)(p′)(∂β2f2)(q′)|+ |(∂β1f1)(p)(∂β2f2)(q)|} .(3.5)
Moreover, from that estimate one can deduce the following uniform bound
(3.6)
∣∣〈w2ℓ∂βΓA(f1, f2), ∂βf3〉∣∣ . |∂βf3|2 ∑
β1+β2≤β
|∂β1f1|2|∂β2f2|2.
Proof. The proof of (3.5) follows directly from the previous Lemma 1 by noting
that J−
1
8 (q) & ec|p|
1/m
& (1 + |p|+ |q|)n for any large n > 0 since |p| . (q0)m.
To establish (3.6), we apply the Cauchy-Schwartz inequality to obtain∣∣〈w2ℓ∂βΓA, ∂βf3〉∣∣
.
∑
β1+β2≤β
∫
J1/4(q)
p0q0
{|∂β1f1(p′)∂β2f2(q′)|+ |∂β1f1(p)∂β2f2(q)|} |∂βf3(p)|
. |∂βf3|2
∑
β1+β2≤β
∫
dωdqdp
J1/4(q)
p0q0
|(∂β1f1)(p′)(∂β2f2)(q′)|2
+ |∂βf3|2
∑
β1+β2≤β
|∂β1f1|2|∂β2f2|2.
We finally complete the proof by making pre-post collisional change of variables
(p, q)→ (p′, q′) from (1.19). 
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3.2. Center of Momentum Frame. In this section we prove estimates for the
term ΓAc from (3.1). We take β momentum derivatives of ΓAc to obtain
|∂βΓAc | .
∑∫
R3×S2
dqdω 1|p|1/m&q0 |∂β0vø|
√
J(q)|(∂β1f1)(p′′)(∂β2f2)(q′′)κβ1β2 |
+
∑
|∂β1f1(p)|
∫
R3×S2
dqdω 1|p|1/m&q0 |∂β0vø|
√
J(q)∂β2f2(q)|.
Here κβ1β2 is the collection of sums of products of momentum derivatives of p
′′ and
q′′, from (2.4), which result from the chain rule of differentiation. Again the sum
is over the multi-indices β0 + β1 + β2 ≤ β. We then have
Lemma 3. Let |p| 1m & q0 with m large, as in (2.6). For some integer n ≥ 1, which
depends upon β 6= 0, we have the following estimates
〈p〉 |∂βvø|
|vø| + |∂βp
′′|+ |∂βq′′| . 〈q〉n .
To prove Lemma 3 we will use the following:
Lemma 4. Let |p| 1m & q0 with m large. Then for any β 6= 0, we have
|∂βg| . 〈q〉
|β|
g
,
∣∣∣∣∂β
(
1
g
)∣∣∣∣ . 〈q〉|β|g3 ,
|∂β
√
s| . 〈q〉
|β|
g
,
∣∣∣∣∂β
(
1√
s
)∣∣∣∣ . 〈q〉|β|g3 .
Proof of Lemma 4. We shall use an induction over |β|. If |β| = 1, we have
|∂pig| =
∣∣∣∣1g
(
pi
p0
q0 − qi
)∣∣∣∣ . 〈q〉g ,∣∣∣∣∂pi
(
1
g
)∣∣∣∣ =
∣∣∣∣−∂pigg2
∣∣∣∣ . 〈q〉g3 ,
|∂pi
√
s| =
∣∣∣∣g∂pig√s
∣∣∣∣ . |∂pig| . 〈q〉g ,∣∣∣∣∂pi
(
1√
s
)∣∣∣∣ =
∣∣∣∣g∂pig√s3
∣∣∣∣ . |∂pig|g2 . 〈q〉g3 .
Here we recall that s = g2 + 4. Assume that the estimates are valid for β. Now for
(|β|+ 1)−th order derivatives, from the induction hypothesis for 1g , we have
|∂β∂pig| .
∑
β1≤β
∣∣∣∣∂β1
(
1
g
)
∂β−β1
(
pi
p0
q0 − qi
)∣∣∣∣
.
〈q〉
g
+
∑
06=β1≤β
〈q〉|β1|
g3
〈q〉
.
〈q〉|β|+1
g
.
Here (and below) we use that g & 1 on |p| 1m & q0. This follows from
(3.7) 1 .
√
〈p〉
〈q〉 . g . 〈p〉 ,
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which itself is a consequence of the inequality |p−q|√
p0q0
. g . |p− q| (see [14, Lemma
3.1]) on the region |p| 1m & q0 from (2.6). For the next step, similarly note that∣∣∣∣∂β∂pi
{
1
g
}∣∣∣∣ =
∣∣∣∣∂β
{
∂pig
g2
}∣∣∣∣
.
∑
β1+β2≤β
∣∣∣∣∂β−β1−β2
{
1
g
}
∂β1
{
1
g
}
∂β2 {∂pig}
∣∣∣∣
.
∑
β1+β2≤β
〈q〉|β|−|β1|−|β2|
g
〈q〉|β1|
g
〈q〉|β2|+1
g
.
〈q〉|β|+1
g3
.
This last estimate in particular holds because we have, by the induction assumption
and a direct calculation, for any multi-index 0 ≤ α ≤ β that∣∣∣∣∂α
{
1
g
}∣∣∣∣ . 〈q〉|α|g
Here again we used that g & 1 on |p| 1m & q0.
Simialrly for any multi-index satisfying 0 ≤ α ≤ β we have that∣∣∣∣∂α
{
1√
s
}∣∣∣∣ . 〈q〉|α|g , |∂αg| . max
{
g,
〈q〉|α|
g
}
.
With that, we again use the induction hypothesis to obtain
|∂β∂pi
√
s| =
∣∣∣∣∂β
{
g∂pig√
s
}∣∣∣∣
.
∑
β1+β2≤β
∣∣∣∣∂β−β1−β2g∂β1
{
1√
s
}
∂β2∂pig
∣∣∣∣
.
∑
β1+β2≤β
max
{
g,
〈q〉|β|−|β1|−|β2|
g
} 〈q〉|β1|
g
〈q〉|β2|+1
g
.
〈q〉|β|+1
g
.
For the last case, we do a similar calculation as∣∣∣∣∂β∂pi
{
1√
s
}∣∣∣∣ =
∣∣∣∣∂β
{
g∂pig√
s3
}∣∣∣∣
.
∑
β1+β2+β3+β4≤β
∣∣∣∣∂β1
{
1√
s
}
∂β2
{
1√
s
}
∂β3
{
1√
s
}
∂β4g∂β−β1−β2−β3−β4∂pig
∣∣∣∣
.
∑
β1+β2+β3+β4≤β
〈q〉|β1|
g
〈q〉|β2|
g
〈q〉|β3|
g
max
{
g,
〈q〉|β4|
g
} 〈q〉|β|+1−|β1|−|β2|−|β3|−|β4|
g
.
〈q〉|β|+1
g3
.
In summary, the desired estimates follow by via the induction hypothesis. 
We now use the estimates from Lemma 4 to prove Lemma 3.
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Proof of Lemma 3. We first show the decay of ∂βvø. Consider g, and recall (3.7).
Next recall vø =
1
2
g
√
s
p0q0 from (2.3). Then using Lemma 4 we have
|∂βvø| = 1
2
∣∣∣∣∂β
{
g
√
s
p0q0
}∣∣∣∣ . ∑
β1+β2≤β
∣∣∣∣∂β1g∂β2√s∂β−β1−β2
(
1
p0q0
)∣∣∣∣
. max
{
g,
〈q〉|β1|
g
} 〈q〉|β2|
g
1
p0q0
.
〈q〉|β|
g2
g
√
s
p0q0
.
〈q〉|β|
〈p〉 |vø| .
This completes the estimate for a high-order derivative of vø.
To show |∂βp′′|+ |∂βq′′| . 〈q〉n , we note from (2.4) for |β| > 0 that
|∂βp′′i | .
δij
2
1β=ej +
∣∣∣∣∂βg2 ωi
∣∣∣∣+∑
α≤β
∣∣∣∣∂β−α (g2(ρ− 1)
)
∂α
(
(pi + qi)
(p+ q) · ω
|p+ q|2
)∣∣∣∣ .
We estimate each of these terms individually. The first term is trivially bounded. By
Lemma 4, for the second term on the right side of ∂βp
′′
i we use |∂βg| . 〈q〉
|β|
g . 〈q〉|β|
on |p| 1m & q0. For the third and last term on the right side of ∂βp′′i we notice∣∣∣∣∂α
(
(pi + qi)
(p+ q) · ω
|p+ q|2
)∣∣∣∣ . |p+ q|−|α| . 〈p〉−|α| .
The first inequality holds generally; the second inequality holds on |p| 1m & q0 from
(2.6). Now for the term g2 (ρ − 1) we notice that
∣∣g
2 (ρ− 1)
∣∣ . p0 + q0 . 〈p〉 on
|p| 1m & q0. The first inequality in the previous chain holds because of g√
s
. 1 and
the definition of ρ from (2.4). We conclude that if β − α = 0 then the third term
on the right side of ∂βp
′′
i is bounded as in Lemma 3 since in this case |α| = |β| > 0.
It remains to estimate the last term on the right side of ∂βp
′
i when |β − α| > 0.
To this end, notice that g2 (ρ− 1) = g2
(
p0+q0√
s
− 1
)
. Therefore by Lemma 4
∣∣∣∂β (g
2
(ρ− 1)
)∣∣∣ . |(∂βg) (ρ− 1)|+ ∑
β1 6=β,β1+β2<β
∣∣∣∣(∂β1g) ∂β2
(
1√
s
)
∂β−β1−β2p
0
∣∣∣∣
+
∑
β1 6=β,β1+β2=β
∣∣∣∣(∂β1g)∂β2
(
1√
s
)
∂β−β1−β2p
0
∣∣∣∣
.
〈q〉|β|
g
∣∣∣∣p0 + q0 −
√
s√
s
∣∣∣∣+ ∑
β1 6=β,β1+β2<β
max
{
g,
〈q〉|β1|
g
}
〈q〉|β2|
g
+
∑
β1 6=β,β1+β2=β
max
{
g,
〈q〉|β1|
g
}
〈q〉|β2|
g3
p0
. 〈q〉|β|+2 .
This use several previous estimates, and holds for a general multi-index β 6= 0.
Collecting all of these completes the estimate for ∂βp
′′
i in Lemma 3. Notice that
the estimate for |∂βq′′i | is exactly the same. 
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Lemma 5. Fix |β| ≥ 0. Then we have the uniform estimate
(3.8) |∂βΓAc | .
∑∫
R3×S2
dqdω 1|p|1/m&q0
vø J
1/4(q)
|p|min{1,|β0|} |(∂β1f1)(p
′′)(∂β2f2)(q
′′)|
+
∑
|∂β1f1(p)|
∫
R3×S2
dqdω 1|p|1/m&q0
vø J
1/4(q)
|p|min{1,|β0|} |∂β2f2(q)|.
Above the sum is over multi-indices β0 + β1 + β2 ≤ β.
Moreover, for ℓ ≥ 0, we obtain
(3.9)
∣∣〈w2ℓ∂βΓAc(f1, f2), ∂βf3〉∣∣ . |∂βf3|2,ℓ ∑
β1+β2≤β
|∂β1f1|2,ℓ|∂β2f2|2,ℓ.
Proof. First (3.8) follows directly from the previous Lemma 3 and the fact that
J−1/4(q) & 〈q〉n for any n > 0. We then have the upper bound of∣∣∣〈w2ℓ∂βΓAc , ∂βf3
〉∣∣∣ .∑∫ w2ℓ (p)vøJ1/4(q) |(∂β1f1)(p′′)(∂β2f2)(q′′)∂βf3(p)|
+
∑∫
dqdpdω w2ℓ (p)vøJ
1/4(q) |∂β2f2(q)| |∂β1f1(p)∂βf3(p)|.
Above the sum is over multi-indices β1 + β2 ≤ β. The second term above clearly
has the desired upper bound in (3.9) using Cauchy-Schwartz.
For the first “gain term”, notice from [14, Lemma 2.2] that we have the estimate
wℓ(p) ≤ wℓ(p′′)wℓ(q′′). We remark that the estimate [14, Lemma 2.2] is true for
any variables satisfying the conservation laws (1.17). Now using Cauchy-Schwartz
we obtain the upper bound (using also vø ≤ 4)
|∂βf3|2,ℓ
{∑∫
vø w
2
ℓ (p
′′)w2ℓ (q
′′) |∂β1f1(p′′)∂β2f2(q′′)|2 dpdqdω
}1/2
. |∂βf3|2,ℓ
{∑∫
vø w
2
ℓ (p
′′)w2ℓ (q
′′) |∂β1f1(p′′)∂β2f2(q′′)|2 dp′′dq′′dω
}1/2
.
Once again the pre-post change of variables from (2.5) establishes Lemma 5. 
4. The linear estimates
We will use the estimates proven in the previous section for Γ from (1.7) to prove
the linear estimates in this section. Recalling (1.8) and (1.7) we write
L(h) = [L+(h), L−(h)], L(h) = ν(p)h−K(h).
Here we recall that h = [h+, h−]. From (1.4), (1.7) and (1.14) we can define
Γgain(f1, f2)
def
=
∫
R3×S2
dωdq
sB(p, q, ω)
p0q0
√
J(q)f1(p
′)f2(q′),
Γloss(f1, f2)
def
=
∫
R3×S2
dωdq
sB(p, q, ω)
p0q0
√
J(q)f1(p)f2(q).
Above f1 and f2 are scalar functions. Then following (1.7) we can write
(4.1) ν(p)
def
= 2Γloss
(
1,
√
J
)
= 2
∫
R3×S2
dωdq
sB(p, q, ω)
p0q0
J(q).
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With these developments the operator K(h) = [K+(h),K−(h)] can be expressed as
(4.2) K±(h)
def
= Γgain(h±,
√
J) + Γgain(h±,
√
J) + Γ±
(
[
√
J,
√
J ], h
)
.
Then from [25, Lemma 3.1] we clearly have that ν(p) ≈ Cσ for Cσ > 0. Furthermore
Lemma 6. Let |β| > 0, then |∂βν(p)| ≤ C 〈p〉−1.
Proof. As in (4.1), we apply (3.5) and (3.8) with f1 ≡ 1 in the loss terms. 
Proposition 7. Let |β| > 0 and fix ℓ ≥ 0. For any small η > 0, there exists a
large R = R(η) > 0 and C = C(η) > 0 such that
〈w2ℓ∂β{ν(p)h}, ∂βh〉 ≥ |∂βh|2ν,ℓ − η
∑
|α|≤|β|
|∂αh|2ν,ℓ − Cη|1≤Rh|22.
Here 1≤R(p) is the indicator function of the ball of radius R centered at the origin.
Proof. We will prove the desired coercivity estimate for a real valued function h
to simplify notation; the result follows trivially for a vector valued function h =
[h+, h−]. We expand out the inner product as
〈w2ℓ∂β{ν(p)h}, ∂βh〉 =
∫
R3
w2ℓ ν |∂βh|2 +
∑
0<β1≤β
Cββ1
∫
R3
w2ℓ ∂β1ν ∂β−β1h ∂βh
= |∂βh|2ν,ℓ +
∑
0<β1≤β
Cββ1
∫
R3
dp w2ℓ (p) ∂β1ν(p) ∂β−β1h(p) ∂βh(p).
Here Cββ1 is the constant which results from the high order differentiation. Since
|β1| > 0 we have from Lemma 6 that |∂β1ν(p)| ≤ C 〈p〉−1 .
Then, for fixed R > 0, we split the second term above as∑
0<β1≤β
Cββ1
∫
R3
dp w2ℓ ∂β1ν(p) ∂β−β1h ∂βh =
∫
|p|≤R
+
∫
|p|>R
.
On the unbounded part we use Cauchy-Schwartz as follows∑
0<β1≤β
∫
|p|≥R
dp w2ℓ |∂β1ν(p) ∂β−β1h ∂βh| ≤
C
R
|∂βh|ν,ℓ
∑
0<β1≤β
|∂β−β1h|ν,ℓ
≤ C
R
∑
β1≤β
|∂β1h|2ν,ℓ.
On the bounded region we use the compact interpolation of Sobolev-spaces∫
|p|≤R
dp
∑
0<β1≤β
|∂β−β1h ∂βh| ≤
∫
|p|≤R


∑
0<β1≤β
dp |∂β−β1h|2 + η˜ |∂βh|2


≤ η′
∑
|α|=|β|
∫
|p|≤R
dp |∂αh|2 + Cη′
∫
|p|≤R
dp |h|2
≤ η
∑
|α|≤|β|
|∂αh|2ν,ℓ + Cη|1≤Rh|22.
Above the different η > 0 variables are allowed to be arbitrarily small. This com-
pletes the desired estimate. 
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Proposition 8. Let |β| ≥ 0 and ℓ ≥ 0. For any small η > 0, ∃Cη > 0 and
R = R(η) > 0 such that the operator from (4.2) satisfies the following estimate:
|〈w2ℓ∂βK(h1), ∂βh2〉| .

η
∑
|α|≤|β|
|∂αh1|ν,ℓ + Cη |1≤Rh1|2

 |∂βh2|ν,ℓ .
Proof. For |β| = 0, this follows from [25, Lemma 3.3]. We then explain how to
prove the case with |β| > 0. To do this we split K into two parts. We apply (3.5)
and (3.8) with f2 =
√
J and f1 = h1 as in the definition of K from (4.2), etc.
For the term as in (3.8), we deduce that it is bounded by a different linear kernel
with vøJ
1
4 (q′′) and vøJ
1
4 (q). Such a new linear operator has the same property as
the original K in the center of mass frame with vøJ
1
2 (q′′) and vøJ
1
4 (q). So the
Lemma follows from the result for K without derivatives in [25, Lemma 3.3].
For (3.5), the term with β1 = β is bounded by∫
R3×S2
sB(p, q, ω)
p0q0
dqdω J
1
4 (q)
{
|(∂βh1)(p′)J 14 (q′)|+ |J 14 (p′)(∂βh1)(q′)|
}
+
∫
R3×S2
sB(p, q, ω)
p0q0
dqdω J
1
4 (q) |(∂βh1)(p)J 14 (q)|.
This new linear operator has the same property as the original K. So the lemma
follows in this case from the result for K in [25, Lemma 3.3]. On the other hand,
for terms with β1 < β, by compact Sobolev imbedding, it suffices to consider the
case where |p| is large, for which the fast decay factor e− 18 |p|1/m in (3.5) provides
the small constant η and we complete the proof. 
5. Global solution and rapid decay
In this final section, we explain how to use the new estimates from the previ-
ous sections to prove the global existence and rapid decay of nearby Maxwellian
classical solutions to the relativistic Vlasov-Maxwell-Boltzmann system (1.6) and
(1.9) with (1.10). We prove global existence following the approach from [17, 19].
The decay follows as in the method described in [20]. Since several of these previ-
ously elucidated details [17,19,20] are similar, we will simply write down the main
steps and refer to the prior results for an elaboration of the full argument. We aim
to make our argument completely precise in the sense that we refer to the exact
argument which is needed from the previous work [17, 19, 20].
First in Section 5.1 we explain the local existence argument. Then in Section 5.2
we exposit the argument for proving the crucial positivity of the linearized collision
operator for solutions to the relativistic Vlasov-Maxwell-Boltzmann system (1.6)
and (1.9) with (1.10). Finally in Section 5.3 we explain how these estimates can be
used to prove the global in time existence and rapid decay.
5.1. Local solutions. We now sketch the procedure for obtaining a unique local-
in time solution to the relativistic Vlasov-Maxwell-Boltzmann system (1.6), (1.9),
(1.10). These arguments are rather standard [17, 19].
Given a solution [f(t, x, p), E(t, x), B(t, x)] to the relativistic Vlasov-Maxwell-
Boltzmann system we recall the definition of the instant energy functional EN,ℓ(t)
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in (2.1). We furthermore define the dissipation rate DN,ℓ(t) as (ℓ ≥ 0)
DN,ℓ(t) def=
∑
|γ|+|β|≤N
‖∂γβf(t)‖2ν,ℓ.
We state the following local existence theorem.
Theorem 3. Fix ℓ ≥ 0. ∃M0 > 0, T ∗ > 0 such that if T ∗ ≤M0/2 and
EN,ℓ(0) ≤M0/2,
then there is a unique solution [f(t, x, p), E(t, x), B(t, x)] to the relativistic Vlasov-
Maxwell-Boltzmann system (1.6), (1.9) and (1.10) on [0, T ∗)× T3x × R3p such that
sup
0≤t≤T∗
{
EN,ℓ(t) +
∫ t
0
ds DN,ℓ(s)
}
≤M0.
The high order energy norm EN,ℓ(t) is continuous over [0, T ∗).
If F0(x, p) = J + J
1/2f0 ≥ 0, then F (t, x, p) = J + J1/2f(t, x, p) ≥ 0. Further-
more, the conservation laws (1.11), (1.12), and (1.13) hold for all 0 < t < T ∗ if
they are valid initially (at t = 0).
This local existence theorem can be proven in the standard way using the esti-
mates in this paper combined with the local existence proof in [19] for the relativistic
Landau-Maxwell system. The positivity of solutions follows from the proof in [17].
5.2. Positivity of L. In this subsection we elucidate the positivity of the linearized
operator (1.8), L, for any small amplitude solution [f(t, x, p), E(t, x), B(t, x)] to the
full relativistic Vlasov-Maxwell-Boltzmann system (1.6), (1.9) and (1.10).
Our main result in this section is as follows.
Theorem 4. Let [f(t, x, p), E(t, x), B(t, x)] be a classical solution to (1.6) and (1.9)
satisfying (1.10), (1.11), (1.12) and (1.13). Then there exists an M0 > 0 and a
δ0 = δ0(M0) > 0 such that if N ≥ 4 and
(5.1)
∑
|γ|≤N
{
1
2
||∂γf(t)||2 + ||∂γE(t)||2 + ||∂γB(t)||2
}
≤M0,
then ∑
|γ|≤N
(L∂γf(t), ∂γf(t)) ≥ δ0
∑
|γ|≤N
||∂γf(t)||2.
In the rest of this section, we always work exclusively with a classical solution
[f(t, x, p), E(t, x), B(t, x)] to (1.6) and (1.9). This argument proceeds, as is cus-
tomary, via a careful study of the the six dimensional null space of L, for any fixed
(t, x); this null space is given by (1 ≤ i ≤ 3)
(5.2) N(L)
def
= span
{
[
√
J, 0], [0,
√
J ], [pi
√
J, pi
√
J ], [p0
√
J, p0
√
J ]
}
.
Define the orthogonal projection from L2(R3p) into N(L) by P. Then decompose
f = Pf + {I−P}f.
It is now standard to call Pf = [P+f,P−f ] ∈ R2 the “hydrodynamic part” of f
and {I−P}f = [{I−P}+f, {I−P}−f ] the “microscopic part.” By separating its
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linear and nonlinear part, and using L± (Pf) = 0, we can express the hydrodynamic
part of f through the microscopic part up to a higher order term h(f):
(5.3)
{
∂t +
p
p0
· ∇x
}
P±f ∓
{
E · p
p0
}√
J = l±({I−P}f) + h±(f).
This is a decomposition of (1.6) (with normalized constants), where
l±({I−P}f) def= −
{
∂t +
p
p0
· ∇x
}
{I−P}±f − L± ({I−P}f) ,(5.4)
h±(f)
def
= ∓
(
E +
p
p0
×B
)
· ∇pf± ±
{
E · p
p0
}
f± + Γ±(f, f).(5.5)
We further expand P±f as a linear combination of the basis in (5.2) as
(5.6) P±f =

a±(t, x) +
3∑
j=1
bj(t, x)pj + c(t, x)p
0


√
J(p).
The positivity of L is obtained via a careful study of the relativistic system of
macroscopic equations (5.7) - (5.11); this system was derived in [19].
We will sketch the derivation of (5.7) - (5.11) for the convenience of the reader.
Expand the left side of (5.3) with respect to the terms in (5.6) as{
∂0a± +
pj
p0
{
∂ja± ∓ Ej
}
+
pjpi
p0
∂ibj + pj
{
∂0bj + ∂
jc
}
+ p0∂0c
}√
J(p).
Here ∂0 = ∂t and ∂
j = ∂xj . For fixed (t, x), this is an expansion of left side of (5.3)
with respect to the basis of {ek}, whose components are given by (1 ≤ i, j ≤ 3)
[
√
J, 0], [0,
√
J ], [pj
√
J/p0, 0], [0, pj
√
J/p0], pj
√
J [1, 1], pjpi
√
J/p0[1, 1], p0
√
J [1, 1].
We expand the right side of (5.3) with respect to the same basis and compare the
coefficients on both sides to obtain the macroscopic equations:
∂0c = lc + hc,(5.7)
∂ic+ ∂0bi = li + hi,(5.8)
(1− δij)∂ibj + ∂jbi = lij + hij ,(5.9)
∂ia± ∓ Ei = lai± + hai±,(5.10)
∂0a± = la± + ha±.(5.11)
To ease the notation we define the following index set
M def= {c, i, ij, ai±, a± | i, j = 1, 2, 3} .
Thus M is the collection of all indices in the macroscopic equations. For λ ∈ M
each lλ(t, x) are the coefficients of l({I−P}f) with respect to the basis elements
{ek}; similarly for each hλ(t, x). Precisely, a given lλ can be expressed as
lλ =
∑
k
Cλk 〈[l+({I−P}f), l−({I−P}f)], ek〉, Cλk ∈ R.
Also the hλ(t, x) can be computed similarly.
From (5.6) and (1.9) (with normalized constants) we see that
J = −
∫
R3
[p
√
J/p0,−p
√
J/p0] · {I−P}fdp.(5.12)
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Next, we explain how to estimate each of these terms.
Proposition 9. Suppose that N ≥ 4, then we have
∑
|γ|≤N−1
(∑
λ∈M
‖∂γlλ‖+ ‖∂γJ ‖
)
.
∑
|γ|≤N
‖{I−P}∂γf‖.
This Proposition 9 is proven for the relativistic Landau-Maxwell system in [19,
Lemma 11]. Because the structure of the operator lλ is similar, the proof of Propo-
sition 9 is exactly the same as [19, Lemma 11]. The only difference between these
cases is for the term L± in lλ, since the operator L± is in fact very different. However
because of (1.8) the required estimate for 〈L{I−P}∂γf, ek〉 used in [19, Lemma
11] is supplied by our Theorem 2. We then refer to [19, Lemma 11] for the rest.
We now estimate coefficients of the higher order term h(f) from (5.5).
Proposition 10. Let (5.1) be valid for some M0 > 0. Then∑
|γ|≤N
∑
λ∈M
‖∂γhλ‖ ≤ C
√
M0
∑
|γ|≤N
‖∂γf‖.
As in the previous proposition, Proposition 10 is proven for the relativistic
Landau-Maxwell system in [19, Lemma 12]. Again the structure of hλ is simi-
lar in both cases, meaning that the proof of Proposition 10 the same as [19, Lemma
12]. The only difference between these cases is for the term Γ± in hλ; the operator
Γ± is in again quite different. However the needed estimate for 〈∂γΓ(f, f), ek〉 used
in [19, Lemma 12] is supplied by our Theorem 2. Otherwise the proof is exactly
the same, and for the full details we refer to the proof in [19, Lemma 12].
Next we estimate the electromagnetic field [E(t, x), B(t, x)] in terms of f(t, x, p)
through the macroscopic equation (5.10) and the Maxwell system (5.12).
Proposition 11. Let [f(t, x, p), E(t, x), B(t, x)] be the solution to (1.6), (1.9) and
(1.10) constructed in Theorem 3 with the constant (1.3). Let the small amplitude
assumption (5.1) be valid for some 0 < M0 ≤ 1. Then we have∑
|γ|≤N−1
(||∂γE(t)||+ ||∂γ{B(t)− B¯}||) . ∑
|γ|≤N
‖∂γf(t)‖.
Similar to the previous propositions, this Proposition 11 is proven in exactly the
same way as [19, Lemma 13] except that we replace the estimates in the proof of
[19, Lemma 13] with their corresponding analogues herein. Specifically, we follow
directly the proof of [19, Lemma 13] however we replace the use of [19, Lemma 11
and Lemma 12] with Propositions 9 and 10 respectively.
Collecting the previous estimates in this section, we can now prove the crucial
positivity of L from (1.8), as stated in Theorem 4, for a small amplitude solution
[f(t, x, p), E(t, x), B(t, x)]. Once again the proof is the same as the analogous proof
for the relativistic Landau-Maxwell system from [19, Theorem 2]. We need only
replace the estimates used in [19, Theorem 2] with their analogues in this section;
in particular we replace [19, Lemma 13] with our Proposition 11, [19, Lemma 12]
with Proposition 10, and [19, Lemma 11] with Proposition 9. We then refer to [19]
since otherwise the details are exactly the same. This completes Theorem 4.
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5.3. Global Solutions. In this section we establish Theorem 1. We first explain
how to derive a refined energy estimate. We use the instant energy functional
Em,ℓ(t) ≈
∑
|β|≤m
∑
|γ|≤N−|β|
‖∂γβf(t)‖22,ℓ +
∑
|γ|≤N
‖∂γ [E(t), B(t)]‖2.
We also define the refined dissipation rate as
Dm,ℓ(t) def=
∑
|β|≤m
∑
|γ|≤N−|β|
‖∂γβf(t)‖2ν,ℓ.
Here 0 ≤ m ≤ N . In these spaces we have the estimate:
Proposition 12. Fix ℓ ≥ 0. Let [f(t, x, p), E(t, x), B(t, x)] be the unique solution
constructed in Theorem 3 which also satisfies the conservation laws (1.11), (1.12)
and (1.13). Let the small amplitude assumption (5.1) be valid. For any given
0 ≤ m ≤ N and |β| ≤ m, there are constants C∗m,ℓ > 0 and δm,ℓ > 0 such that
d
dt
Em,ℓ(t) + δm,ℓDm,ℓ(t) ≤ C∗m,ℓ
√
EN,ℓ(t) DN,ℓ(t).
We point out that the proof of Proposition 12 is exactly the same as the corre-
sponding proof in [19, Lemma 14] for the relativistic Landau-Maxwell system. The
differences are that we use the relativistic Boltzmann estimates from this paper,
instead of the corresponding estimates from [19], and secondly that we include the
weight ℓ ≥ 0. For the estimates, we specifically replace [19, Theorem 4] with our
Theorem 2, [19, Lemma 13] with Proposition 11, [19, Lemma 7] with Propositions
7 and 8 and otherwise the argument follows exactly the proof of [19, Lemma 14].
To include the weights ℓ ≥ 0, we refer to the argument used to prove [7, Eq (4.6)].
Finally we prove the global existence of solutions to the relativistic Vlasov-
Maxwell-Boltzmann system (1.6) and (1.9). Notice that using the estimates above,
in particular Proposition 12, this follows from the standard continuity argument as
in for example [17,19]. Thus we have proven all of Theorem 1, except for the decay
rates. But the decay rates in this case follow directly using the interpolation pro-
cedure from [20] (which was applied to the Newtonian Vlasov-Maxwell-Boltzmann
system and the relativistic Landau-Maxwell system in [20]). Note precisely that for
the rapid decay, we use the proof from [20, Section 2] combined with the differential
inequality from Proposition 12 in this paper. Q.E.D.
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