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User-centric Association in Ultra-dense mmWave
Networks via Deep Reinforcement Learning
Qing Xue, Yao Sun, Jian Wang, Gang Feng, Li Yan, and Shaodan Ma
Abstract—For ultra-dense networks, user-centric architecture
is regarded as a promising candidate to offer mobile users better
quality of service. One of the main challenges of user-centric
architecture is exploring efficient scheme for user association in
the ultra-dense network. In this letter, we study dynamic user-
centric association (UCA) problem for ultra-dense millimeter
wave (mmWave) networks to provide reliable connectivity and
high achievable data rate. We consider time-varying network
environments and propose a deep Q-network based UCA scheme
to find the optimal association policy based on the historical expe-
rience. Simulation results are presented to verify the performance
gain of our proposed scheme.
Index Terms—Ultra-dense mmWave network, user-centric,
multiple association, deep learning.
I. INTRODUCTION
Ultra-dense network (UDN) featured by the high density
of small cells is promoted as one of the technology trend-
s to meet the high capacity requirement of future mobile
network. In UDN, various kinds of access points (APs) or
small base stations (SBSs) are densely deployed to provide
plenty of mobile access opportunities and flexible network
connection choices. In [1], a reinforcement learning based
power control scheme is proposed to suppress the downlink
inter-cell interference and save energy for ultra-dense small
cells. Deep Q-network (DQN) assisted resource allocation
problem in ultra-dense cellular networks was studied in [2].
Moreover, to exploit the full potentials of UDN, the network
architecture is shifted from traditional network/cell-centric to
user-centric paradigm [3]. In a user-centric UDN, a user could
ensure the satisfied quality of service (QoS) while moving
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around through dynamic AP/SBS grouping. Meanwhile, multi-
connectivity scheme has been introduced to form the dynamic
AP/SBS groups [4]. Thanks to the major advantages of large
available bandwidth, immunity to interference, and effective
integration with massive MIMO, millimeter wave (mmWave)
technology [5], [6] can be effectively integrated with the UDNs
requiring short-range high-rate communications. In return, the
problems of large propagation path loss and high sensitivity
to blockage of mmWave can be overcome. User association
is identified as one of the critical issues to address in such
networks since it affects the network performance principally.
Due to the extremely high density of SBSs, a user can
receive multiple strong signals in UDNs. Thus, multiple asso-
ciation, which refers to the scenario where a user is allowed to
connect to multiple SBSs, should be suitable. Although some
literatures have studied the multiple association in UDNs [7]–
[9], only a few of them are used for mmWave communications.
Meanwhile, current methods for user association are generally
based on the received power (e.g., reference signal received
power, RSRP, or received signal strength, RSS). However,
due to denser topologies, such association would be highly
inefficient in mmWave networks, as it may lead to unbalanced
SBS loads and in turn affect the network fairness and may
result in overly frequent handovers between the adjacent SBSs
[10]. To improve the user experience in UDN, we intro-
duce the user-centric association (UCA) paradigm [7] where
the user is the central point in any considered association
scheme. Different from traditional network-centric association,
the UCA paradigm is supposed to provide seamless services
for mobile users anywhere by “eliminating” the cell edge.
This association paradigm would be a dominant factor in
the network operation of future networks. Although the user-
centric paradigm is a well-known concept, there are few
solutions to UCA in the open literature.
In this letter, we first model UCA in mmWave UDN
mathematically as a constrained optimization problem, and
then solve it by applying a model-free reinforcement learning
method. The main contributions can be summarized as follows.
(1) To solve the UCA optimization problem, which is NP-hard
due to the binary user association variables, we resort to DQN.
In contrast to the existing literature, the action defined in DQN
is executed only when the handover conditions are triggered,
not immediately after it is selected. (2) Different from existing
work, applying DQN to user association and network load
balance of mmWave UDN is the first attempt, to the best of
the authors’ knowledge. Compared to the existing methods,
simulation results demonstrate that the DQN-based UCA can








Fig. 1: An illustration of ultra-dense mmWave HetNet.
II. SYSTEM MODEL AND PROBLEM FORMULATION
As shown in Fig. 1, we consider a two-tier heterogeneous
network (HetNet), in which ultra-dense mmWave SBSs (mS-
BSs) are deployed randomly under the coverage of one macro
BS (MBS) operating in conventional microwave band. The
MBS and mSBSs are inter-connected via traditional backhaul
X2 interfaces. For supporting robust communications, multi-
connectivity technique, which enables user equipments (UEs)
to simultaneously maintain multiple possible connections to
different cells, is considered in the HetNet. Supposing that the
low frequency link with high reliability between the MBS and
a UE has been established, we focus on the optimum UCA pol-
icy, which is to determine which mSBSs the UE is associated
with, to maximize the long-term rate performance of the user-
centric cell. There may exist multiple potential serving mSBSs
around a typical UE in the ultra-dense mmWave HetNet,
but only a few of them can be selected to serve this UE.
Meanwhile, the UE may switch the serving BSs, especially
mSBSs, to meet its own QoS requirements as the HetNet
environment (e.g., the channel conditions) is time-varying. For
the dynamic association management, as in [11], a time-slotted
decision-making process is adopted. Specifically, the UE first
chooses its serving mSBSs at the beginning of a slot and
then starts data transmission with the associated mSBSs. We
assume that a UE (e.g., UE u) equipped with Mantu antennas
and MRFu radio frequency (RF) chains is associated with up
to Mmaxu mSBSs simultaneously. The UE and each serving
mSBS communicate via one transmit-receive beam pair (one
data stream), such that Mmaxu ≤MRFu ≤Mantu . Let B and U
denote the set of mSBSs and UEs in the HetNet respectively,
xu,b denotes the binary association indicator variable for UE
u ∈ U and mSBS b (b ∈ B), we have
xu,b =
{
1, if UEu is associatedwithmSBS b,
0, otherwise.
(1)
For mmWave transmission, the path loss in dB can be mod-
eled as [12] L(du,b) = α+20 log10 (fc)+10β log10 (du,b)+χ,
where fc is the carrier frequency in GHz, du,b is the link
distance in meters, α and β are the attenuation value and path
loss exponent respectively, and χ represents the shadowing.
The signal-to-interference-plus-noise ratio (SINR) of UE u











where pu,b and Wu,b are the transmit power and bandwidth
allocated to UE u by mSBS b respectively, gTu,b and g
R
u,b are
the transmit and receive antenna gain of link ℓu,b respec-
tively, γmm is the noise power spectral density at the UE,
and Iu =
∑








· L−1i is the interference
received by ℓu,b from simultaneous mmWave links, where
Iu is the set of these simultaneous links, pi is the transmit
power of link i (i ∈ Iu), ξTi and ξRi are respectively the
angles of link i’s transmit beam and UE u’s receive beam
offset from the axis of UE u and the mSBS of link i, g (ξ)
denotes the mmWave antenna gain pattern with respect to the
relative angle ξ to its boresight, and Li is the path loss of
link i. The high directivity and short distance of mmWave
transmission enable few intra-/inter-cell interference among
simultaneous links. Furthermore, the low interference can be
eliminated by appropriate spatial precoding. Hence, all mSBSs
can be assumed to employ the same frequency band, and
UEs can access to the full available bandwidth Wmm of
each mSBS. That is, Wu,b = Wmm for ∀u ∈ U , ∀b ∈ B.
The achievable rate of UE u from mSBS b can be given
as Ru,b
∆
= Wmmlog2(1 + SINRu,b). We propose to use the
total achievable rate Rut =
∑
∀b∈But
Ru,b delivered by all serving
mSBSs to UE u as the metric to gauge the QoS at time
slot t, where But is the set of the serving mSBSs. In this
study, we formulate the UCA problem mathematically as a
constrained optimization problem, which is to maximize the
long-term network performance in terms of user achievable




















C1 : xu,b ∈ {0, 1} ,




C3 : SINRu,b ≥ ϕ,





where ϕ is a given SINR threshold, pmax is the maximum
transmit power for each UE, and xu
∆
= [xu,b]b∈B denotes
the association matrix. In P1, C2 represents the constraint on
the number of serving mSBSs for UE u, C3 represents the
QoS constraint which ensures that each link can achieve the
minimum SINR to meet QoS requirement, and C4 represents
the total power constraint. A learning-based UCA algorithm
for solving P1 is proposed in the following section.
III. DQN-BASED ASSOCIATION SCHEME FOR
USER-CENTRIC CELL
For the time-varying HetNet environment that lacks accurate
information and model, the decision-making process of user
association can be defined as a partially observable Markov
decision process (POMDP) due to (i) the Markov property, i.e.,
the behavior of this stochastic process at times in the future
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depends on only the present network state, and (ii) no other
than local state can be observed as the strategies and states
of other UEs are impossible to be known without information
interaction. We apply DQN to provide the intelligent scheme
for UCA. Each UE learns the best association decision from its
past experience automatically and independently. In this study,
the essential components of DQN are defined as follows.
1) Agent: Each UE in U acts as an independent agent.
2) State: Let sut denote the state observed by UE u ∈ U
at time slot t for characterizing the HetNet environment.
For a fully distributed self-learning association scheme, the
observation of UE u includes its current serving mSBSs
chosen at the last time slot, i.e.., But−1, the public information
of the HetNet, and the candidate serving mSBSs. The public
information (e.g., the number of served UEs of each mSBS)
can be obtained from the MBS at the beginning of each time
slot. The number of served UEs for mSBS b (∀b ∈ B) is
U bt =
∑
u∈U xu,b(t), which can be uploaded to the MBS via
X2 interface. Thereby, the public information at time slot t
is Pt =
{
U bt ; ∀b ∈ B
}
. In terms of resource (e.g., power)
allocation, generally, the less the number of served UEs, the
more the power available for each UE, and the better the
corresponding QoS. Each mSBS b ∈ B broadcasts reference
signals to UEs at the start of each time slot, and then UE
u determines its candidate serving mSBSs by measuring the
received signal strength of the reference signals. Denoting
the set of candidate serving mSBSs at time t as But,can





3) Action: In the POMDP, the network states change with
the actions which are defined as the association policies of the







the action space of UE u at time slot t, where aut,0 denotes a
silent action and aut,1 denotes a handover to the target mSBSs.
When UE u chooses aut,0, no association request is sent. It
means that the association with the current serving mSBSs is
the best choice or the handover trigger conditions are not met.
The handover trigger conditions can be expressed as
But,can ̸= ∅, (4a)
∃τ0 ∈ [(t− T ) τ, tτ ] , s.t. Rut < η, (4b)
Ru∗t −Rut ≥ R∆ > 0, (4c)
where τ is the length of each time slot, τ0 is the maximum
endurance time that the UE allows the achievable rate from
the serving mSBSs to be lower than the threshold η in the
past T slots, Ru∗t is the estimated transmission rate of the
target mSBSs, and R∆ is a given threshold for rate increment
between the target mSBSs and the serving mSBSs. Specifi-
cally, Eq. (4a) indicates that there are some candidate serving
mSBSs for UE u, (4b) indicates that the UE’s time in the
receiving rate below the threshold in the past T slots exceeds
the tolerance time limit, and (4c) indicates that the estimated
transmission rate of the target mSBSs is higher than the rate
of the current serving mSBSs. In our scheme, the action aut,1
is executed only when the handover conditions are triggered,
not immediately after it is selected. It is because that, although
performing aut,1 may get better rate performance, there will
be execution overhead in terms of time and radio resource,
and the overhead cost may be higher than the performance
improvement.
4) Reward: In order to optimize the UE achievable rate and
the network load balance, we model the reward function when














where ∆τ (∆τ < τ ) denotes the interruption time used for
association, Pt (b) = U bt , λ is a weight factor, and xu,b = 1
if the association with the serving mSBS b is retained or
the association request to the target mSBS b is accepted.
The reward function represents a tradeoff among the user
achievable rate and the network load balance and provides
a reward signal for the UE to evaluate the impact of new
association policy. Specifically, the first term of the reward is
the total achievable rate of UE u adopting new association
policy, and the second term is the user load of the network.
5) Q-Function Approximation: For u ∈ U , aut ∈ At, the
Q-function that calculates the quality of a given state-action
pair (sut , a
u
t ) is approximated as




= f (sut , a
u
t ; θ) , (6)
where f(·) is a function which can be represented by DNN




parameters θ−, is the same as Q (sut , a
u
t ; θ) except that θ
− is
copied every C training steps from θ. In DQN, the estimated
Q-value Q (sut , a
u






used for evaluating the real value of selecting action aut under
state sut . The target used by DQN is then
Y DQNt = r
u








where ρ (0 < ρ < 1) is the discount factor for future rewards.
6) Loss Function: The loss function Loss (θ) is defined as




t ; θ), i.e.,
Loss (θ) = Ed∼D
[(
Y DQNt −Q (sut , aut ; θ)
)2]
, (8)
where d is a mini-batch data sampled from the experience















learning procedure, θ is updated at each iteration to minimize
the loss function, in general, by utilizing gradient descent.
Based on this model, the DQN-based UCA scheme can be
summarized as Algorithm 1, where Mu and pu are the number
of serving mSBSs for UE u and the total transmit power of
these mSBSs for the UE respectively, η1 is a given threshold of
Ru,b, υ is the learning rate, Nc is the number of training steps
to the convergence of DQN. The computational complexity
of the DQN-based UCA denoted by OUCA is evaluated
by jointly considering the computational complexity of (re-







where Ne is the overall operation epochs in the training phase.
In fact, for DQN, the expensive computational complexity can
be done at the offline training phase. Therefore, the proposed
algorithm is implementation-friendly with low computational
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complexity for solving the problem P1. For the traditional
association based on maximum rate (i.e., choosing the mSBSs
with highest achievable rate to be associated with), the compu-






which is usually much higher than that of the proposed
algorithm. To meet QoS requirements, UE u first associates
with mSBS b that meets rss ≤ RSSb = max
∀i∈But,can
RSSi, where
RSSb is the received signal strength of reference signals from
mSBS b and rss is a given threshold. Then the UE establishes
high-quality directional mmWave link with mSBS b by beam
training [5], [6]. In general, the QoS constraint SINRu,b ≥ ϕ
in Eq. (3) can be satisfied and, moreover, can be ensured by
beam tracking when the UE moves.
Algorithm 1 DQN-based UCA scheme
Input: Network topology (mSBS and UE distributions).
1: Initialize DQN, including θ, θ− = θ, and D;
2: Initialize initial state, υ, ρ, C, Nc;
3: for dynamic user-centric cell do





5: Choose action au∗t according to ε-greedy strategy [13]:
Set the value of random selection probability ε;
Generate a random value in (0, 1), record it with ε0;








Otherwise, randomly select an action in At as au∗t .
6: if au∗t = aut,0 then
7: No association request is sent, and But = But−1.
8: else if association trigger conditions in (4) are met then
9: Set But = But−1.
10: Switch from the mu serving mSBSs that Ru,b (t) <
η1 to the mu best candidate mSBSs in But,can, and
update But accordingly.
11: Remove the selected candidate mSBSs out of But,can.
12: Calculate Mu = |But |.
13: repeat
14: Request to associate with the best mSBS in But,can,
e.g., b, and remove it out of But,can.
15: if xu,b = 1 then
16: Record mSBS b into But .
17: Update Mu = Mu + 1.
18: end if
19: until Mu = Mmaxu or But,can = ∅.
20: Perform beam training/alignment to establish high
quality mmWave links between the UE and the
serving mSBSs.
21: end if














24: for training step nc = 1 to Nc do
25: Sample random mini-batch d from D.
26: Perform a gradient descent step on Loss (θ) with
respect to θ, i.e., θ ← θ − υ · ∇θLoss (θ).
27: Update Q̂ = Q every C steps by resetting θ− = θ.
28: end for
29: end for
Output: Association decision, i.e., the serving mSBS set But .
TABLE I: DQN structure in the simulation.
Layer Generate
1 nn.Sequential(nn.Linear(in dim, n hidden 1), nn.ReLU())
2 nn.Sequential(nn.Linear(n hidden 1, n hidden 2), nn.ReLU())
3 nn.Sequential(nn.Linear(n hidden 2, n hidden 3), nn.ReLU())
4 nn.Sequential(nn.Linear(n hidden 3, out dim))
IV. PERFORMANCE EVALUATION
In this section, we conduct numerical simulations to com-
pare the performance of proposed DQN-based UCA with the
other two traditional association schemes, namely choosing the
mSBSs with highest achievable rate to be associated with (i.e.,
maximum rate association, Rate-max) and being associated
with the nearest mSBSs (i.e., minimum distance association,
Dis-min). The Dis-min method usually corresponds to the
association based on the maximum received power (e.g., RSRP
or RSS). We consider that mSBSs are uniformly distributed
in a rectangular area of 500 × 500 m2 and set the transmit
frequency as 28 GHz with available bandwidth 2 GHz. In the
simulation, we use a set of random values to represent the
number of users in each small cell, to simulate the problem
of user density. Meanwhile, an mSBS is able to admit at most
6 UEs simultaneously, and the maximal number of mSBSs
that a UE is allowed to be associated with at a time is set
to 9. Moreover, the transmit power is set to pu,b = 30 dBm,
the parameters of path loss model L(du,b) are respectively





threshold is set to ϕ = −32 dB, and the noise power spectral
density is set to γmm = −10 mW/GHz. To simplify our
simulations, the transmit beam gain and the receive beam gain
are assumed to be gTu,b ≈ gTm = 20 dB and gTu,b ≈ gRm = 10
dB respectively. Meanwhile, as mmWave networks have been
shown to be noise-limited rather than interference-limited, the
SINR can be approximated by the SNR for mmWaves which
is quite different than the trend in sub-6GHz networks [14].
For the learning part settings, we mainly use the nn.Module,
nn.Sequential, and nn.Linear of PyTorch to build a four layer
DQN, as given in Table I, where in dim =2 |B|+1, n hidden 1
= 90, n hidden 2 = 120, n hidden 3 = 90, and out dim = 1.
Specifically, the two parameters in nn.Linear() are the size
of each input sample and the size of each output sample
respectively. Meanwhile, we set the size of experience replay
pool is 1000, the batch-size is 32, and the value of random
selection probability ε0 = 0.1. All the other settings such
as reward, action, state keep consistent with those in our
modeling part.
In the first experiment, we evaluate the convergence of
the proposed DQN-based UCA algorithm under three typi-
cal learning rates 0.03, 0.06 and 0.1. Fig. 2 compares the
average loss of DQN-based UCA with the relationship of
the number of iterations under the three learning rates. We
find that all the three curves reach the convergence after
dozens or hundreds of iterations. As expected, the higher
learning rate, the faster convergence speed. For example, the
algorithm can be converged after around 70 iterations when
learning rate is 0.1 while around 220 iterations of learning
rate 0.03. These convergence results clearly demonstrate the
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effectiveness and rationality of UCA. We set the learning rate
to 0.06 in the following experiments. In the second experiment,
we compare load balance of the network under the three
association schemes, i.e., DQN-based UCA, Rate-max and
Dis-min. Fig. 3 shows the variance of UE load on each mSBS
under different number of mSBSs. We find that the proposed
DQN-based UCA outperforms the other two schemes when
the number of mSBSs exceeds 9. This is because the designed
DQN-based algorithm helps each UE to better understand the
load of the surrounding mSBSs after the interactions with the
network environment. Finally, we evaluate the transmission
rate of DQN-based UCA with comparisons of the other two
traditional schemes, Rate-max and Dis-min. Fig. 4 shows
the transmission rate of the three association schemes under
varying number of mSBSs from 4 to 18. It can be found
that Rate-max achieves the highest transmission rate due to
that the UEs always select the mSBSs with high data rate
provisioned at each decision time. Moreover, we find that the
DQN-based UCA achieves the second highest transmission
rate with relatively small difference of that in Rate-max but
much higher than that of Dis-min. Essentially, the DQN-based
UCA provides a better tradeoff between UE load balance and
transmission rate. For example, when the number of mSBSs
is 18, the variance of UE load on each mSBS is about 46 and
the transmission rate is 115 Mbps for the DQN-based UCA,
while around 52 and 119 Mbps respectively for the Rate-max.
We see that the DQN-based UCA can overcome the problem
of unbalanced mSBS loads which in turn affect the network
fairness and may result in overly frequent handovers between
the adjacent mSBSs.













learning rate = 0.03
learning rate = 0.06
learning rate = 0.1
Fig. 2: Convergence of the DQN-based UCA.
V. CONCLUSION
In a dense mmWave HetNet, the user association is a
quite challenging yet of paramount importance issue which
affects not only users but the whole network performance. In
this letter, we break the conventional rule of network-centric
while coming up with the scheme of user-centric association.
Specifically, we exploit deep reinforcement learning to let user
intelligently choose multiple mSBSs to access at a time. Thus,
the long-term system load balance and network throughput can
be improved which are also verified by our simulations. In
general, this work can be seen as a pioneer of using artificial
intelligence (AI) to solve user association problem under a
UDN via the view of user-centric.





















Fig. 3: Comparisons of load balance for the three schemes.























Fig. 4: Comparisons of transmission rate for the three schemes.
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