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The steady state of Burger’s equation, sy” = y( y’ -a) with boundary 
conditions y(0) = tl, y( 1) = j3, has been studied in [l] from a qualitative 
point of view, by use of non-standard analysis methods. In [2] Roberts has 
examined the case a = 0 from a quantitative or numerical point of view. 
It appears that the “non-standard analysis” methods are quite efficient 
even to obtain numerical results and furthermore can give a better insight 
of what is going on. For logical foundations of non-standard analysis, see 
[3, 41 and also [l]. 
In order to make easier the comparison of numerical results with those 
of [2], we shall study the boundary value problem 
Ey” = yy’, Y( - 1) = 4 Y( 1) = B? 
where E is assumed to be a given infinitely small (i.s.) real strictly positive 
number, a and /I real numbers that are not infinitely large (il.) 
The equation sy” = yy’ has constant functions as obvious solutions, but 
those provide solutions of the boundary value problem if and only if c( = /?. 
Henceforth we shall assume c( # fi and accordingly seek for non-constant 
solutions. 
By integrating twice, we get first 2&y’ = y2 + C and 
(i) for C= -K2, K>O, Y@)=K[; ‘:::;:I 
(ii) for C=k2, k>O, y(x) = k tan 
(iii) for C= 0 we get y(x) =s, 
which satisfies the boundary conditions if (fi - u)/c$ = I/E. In that case, 
D = 1 - ~&/CL This will provide a solution on [ - 1, + 1 ] if D > 1, that is, 
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~1~0, or else if D < -1, that is, 0 <u <E. Let us now check (i)-type 
solutions. We have to compute K and A to lit with boundary conditions, as 
well as the subsidiary condition 1 - AeKrir #O for XE [ - 1, + 11, i.e., 
A < eP K’E, so that (i) would actually provide a solution on [ - 1, + 11. 
From y(-l)=cc, and y(l)=p, we get 
and we seek for solutions such that K > 0. For such a solution 
(u- K)(P + K) is i.s. and (a - K)(B + K)/(a + K)(fi - K) greater than zero. 
If c$ > 0 there is exactly one solution: either K = a* infinitely near (in.) CI 
if both CI and /I are greater than zero or K= -fl* i.n. -fl if both M and p 
are smaller than zero. If aj?<O, it is clear that (*) has no strictly positive 
solution if c( < 0 and /I 2 0 and two strictly positive solutions c1* i.n. a and 
-b* i.n. -/I if a>O, /3<0, and a+b#O. Assuming cc+B#O and not is., 
for each K> 0 solution of (*) we may compute A through 
a-K 
A=-e K/c _ b - K e KIT 
a+K B+K 
and check the condition A < e - Klc. If K = a* z=- 0, 
a--* 3*1r 
A=------ 
/l-u* a*,:,: 
a + a* =-a* ’ 
which is smaller than e ‘*I’ if p + CI* > 0. Analogously, if K = -fi* > 0, 
AJ!L!C+ [I’:,. _ a + B* 
B-8* 
--e 
a--/?* 
which is smaller than e/‘*” if ct + J* < 0. Let 
K = ~1* = o! + q with an i.s. q. We then have 
/P/c 
us assume, for instance, 
p+Cr* 
’ (a+a*)(p-a*)= -’ 
.- 23=/e 
’ 
so that qje- 2X’s is i.n. ((a - /?)/(a + 8)) 2a’ while 
( 
A B-ae-aiE E 
fl + a 
> 
e - 3dt: 
’ Assume a and /I to be well-defined reals, one says standard reals. Then 2a((a - B)/(a +/I)) 
is a standard real and the only one that is i.n. q/~~‘k we say that it is the standard part of 
q/e - za1E. 
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is i.n. 2cr((p - cc)‘/(p + ~1)‘). Thus we have an idea of the accuracy of the 
approximations K0 = a of K = CI* and 
EXAMPLES. Direct computations executed with an HP 33 (not program- 
mable) are to be compared with [2, Tables 2 and 41. 
(1) cI= 1, p=2 
E KO A0 K-K,=q A-A, 
0.1 1 1.51333099 x 10-s -1.4x IO-’ 2x lo-‘) 
0.01 1 1.240025325 x lOm44 -10-x7 2Oil _ x f XH1 
9 
0.0001 
2 _ , 
3( 
L”.oM 2x 104 -c 30,ooo 
9 
(2) a= 1, fi=o 
c KO 4, K-K,,=q A-A, 
0.1 1 -4.5399929 x 10 5 4x10 y 2x lo-‘? 
0.01 1 -3.720075976 x 10 M 3 x 10 ” 200 x e 300 
0.0001 1 - c l”,ooO 2 x e Z”.,“K lx 104xe-30.“X’ 
We have omitted E = 1 since we may not consider at once c = 1 as being 
small and cx = 1 (or /I = 2) as being not. 
If a+fl=O, Eq. (*) becomes ((a- K)/(a+ K))‘=eeZK”., that is, 
K/C )=o. 
Since we seek for K > 0, when a > 0 we get two solutions a* and a:, i.n. 
LX, with a: <~<:a*, say. When a < 0 there is no solution. Assuming a > 0, 
we have A2 = 1. For K=aT, A = 1 and this value does not provide a 
solution of the differential equation on [ - 1, + I]. For K = a*, A = -1 
and we have the solution 
that satisfies the boundary conditions. 
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By the way, we may observe the following. Let CI > 0, /l< 0, and a + p be 
is. As we have already noticed there is one and only one convenient 
solution for K= a* or -p* according with the sign of a + p. Assume, for 
instance, K = a* = a + q with r] > 0 and i.s. Then 
AJ-a-~e-‘“+‘l”“- -*a-He-(‘+“),& 
/?+a+? - rl+t 
with 5 = j? + a, i.s. and greater than zero. On the other hand, 
A=a-(a+fl)e’“+“‘,E -q - p+rlvc 
a+a+v *a+? ’ 
so that A will be neither i.s. not il. if q = C,e “’ for some real positive C, 
neither is. nor il. In that case, from the first expression of A, we shall have 
5 = Ce - “’ for a certain positive real C neither i.s. nor i.1. Conversely if 
<= Ce-“I” it is easily shown that the only solution of the boundary value 
problem is 
y(x) = a* 
1 -Ae-“*‘!” 
* + Ae ~ a*.r/i: 
with A neither i.s. nor i.1. (compare with [S]). Thus for (a + P)/e .- a’c not 
i.l.,’ both of the derivatives of y at x = 1 and x = -1 vanish while if 
a + fi > 0 is not i.s. (and a > /?) the derivative of y at x = + 1 is infinite. It is 
then natural to study (y(x) - y( l))/(x - 1) for LY + /3 is., and check the 
limit when x tends to 1, x smaller than 1. We obtain easily that if a + /3 is 
i.s. the derivative of y at x = + 1 is finite and vanishes if (a + /?)/E’ +.’ is not 
i.1. for some s> 0, not i.s.3 This situation is very hard to handle from a 
classical point of view, which would show irrelevant discontinuities in the 
phenomenon. 
Now let us examine (ii)-type solutions, that is, y(x) = k tan(kx/2& + B). 
For kx/2& to assume finite values, we seek for k = 1s with 1> 0, not i.1. The 
boundary conditions 
y(-l)=ktan 
(” > 
-5+B =a and 
2 One says that a + p belongs to the em”:‘-galaxy of zero. 
3 x + /I belongs to some e’ +‘-galaxy of zero. 
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may be written as 
tanB(k-otani)=r+ktani 
tanB(k+fltani)=fl-ktani 
leading to 
We already assumed fi - CI # 0; if we make the further assumption that 
@ # 0 and not i.s., we get that tan(L/2) is either i.s., say k(fi - a)/2(ag)*, or 
il., say 2(afl)*/k(a - fl). In the first case, 2 would be 2nn* for some integer 
n and rr* i.n. rc, and tan B would then be infinitely large. But this would not 
provide a solution since 2nn*c tan(nrr*x + 7c*/2 + nzrr) is not continuous in 
the vicinity of zero. In the second case, A= rc* + 2nx and a straightforward 
computation from (**) shows that (l/s’)[(n - 2nn) - n( 1 + c((fl- a)/afl))] 
is in. rr((b - a)‘/a’fi’). We then see that 
tan B= 
( -a2 - (afi)*) 7c*~ 
TI*~E*(~ - a) - 2a*j* 
is is. and more precisely that (l/s*)[(B- mrc) - (a + ,!?) 7c~/2@] is is. for 
some integer m. To have (continuous) solution on [ - 1, + 1 ] we must 
choose n = m = 0, to obtain 
y(x)=rr*Etan(Gx+B). 
We may observe that y( - 1) = a is negative, while y( 1) = fi is positive. Now 
we just have to deal with the cases a = 0, /I > 0 and a < 0, B = 0. For a = 0, 
(**) becomes (k + /I tan(1/2)) tan(L/2) = b - k tan(L/2). If /I is no i.s., 
tan(A/2) is i.n. of + 1 or - 1. As previously to obtain a solution on 
[ - 1, + 11, we are led to choose IL = 71*/2. More precisely 
(l/s*)[;l- (71/2)( 1 -c/p)] is in. n/2/I’. We then have tan B = tan(A/2) and 
thus B= 7r*/4, more precisely (l/&*)[B- (7c/4)(1 -s//I)] is i.n. 77/4fl*. The 
solution is y(x) = (7c*/2)s tan((rc*/4)(x+ 1)). We may observe that the 
derivative of the solution at - 1, which is infinite for a < 0, is i.s. for 
a = 0. For fi=O, we have 2 = n*/2, B = -1r*/4 and ‘in fact 
(1/~~)[;1--(n/2)(1 +&/a)] and (l/~*)[B+(x/4)(1 +~/a)] are i.n. n/2a2 and 
n/4a2, respectively. 
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EXAMPLES. To be compared with [2, Tables 3 and 51. 
(1) cI=o, fi=2 
& 1 B ,a212 
0.1 1.49 0.74 2.22 x 10-Z 
0.01 1 S629 0.7814 2.4427 x 10 -‘I 
0.0001 1.5707178 0.7853589 2.467154407 x 10 8 
(2) a= -1, p=o 
E 1 B 12/t? 
0.1 1.41 -0.71 1.99x 10-2 
0.01 1.5551 -0.7775 2.4183 x 1O-4 
0.0001 1.57063924 -0.78531962 2.4669076 x 10 8 
In these two examples, to have good accuracy, E must be small enough. 
Nevertheless even for E = 0.1 or 0.01 we have a very good “initial guess” for 
further computations using more sophisticated tools 
Finally, having studied every possible boundary condition (a, fl), we get 
back that there is always one and only one solution (see [ 1, p. 1991). 
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