James River Water Quality Model Refinement and Scenario Simulations by Shen, Jian & Qin, Qubin
W&M ScholarWorks 
Reports 
10-2019 
James River Water Quality Model Refinement and Scenario 
Simulations 
Jian Shen 
Virginia Institute of Marine Science 
Qubin Qin 
Virginia Institute of Marine Science 
Follow this and additional works at: https://scholarworks.wm.edu/reports 
 Part of the Marine Biology Commons, and the Oceanography Commons 
Recommended Citation 
Shen, J., & Qin, Q. (2019) James River Water Quality Model Refinement and Scenario Simulations. Special 
Reports in Applied Marine Science and Ocean Engineering (SRAMSOE) No. 474. Virginia Institute of 
Marine Science, William & Mary. doi: 10.25773/j0fa-yk48 
This Report is brought to you for free and open access by W&M ScholarWorks. It has been accepted for inclusion in 
Reports by an authorized administrator of W&M ScholarWorks. For more information, please contact 
scholarworks@wm.edu. 
 
 
 
James River Water Quality Model Refinement  
and Scenario Simulations 
 
 
 
 
Jian Shen and Qubin Qin  
 
 
 
 
Final Report to 
 
Virginia Department of Environment Quality 
 
 
 Special Report No. 474  
In Applied Marine Science and Ocean Engineering  
 
Virginia Institute of Marine Science  
Department of Physical Sciences  
William & Mary 
P.O. Box 1346 
Gloucester Point, VA 23062 
 
 
 
 
 
 
 
 
 
 
 
 
 
October, 2019
 i 
 
Table of Contents 
 
 
Table of Contents ....................................................................................................................................... i 
LIST OF FIGURES .................................................................................................................................... iv 
LIST OF TABLES .................................................................................................................................. viii 
1 Introduction ............................................................................................................................................. 1 
2 Model description, configuration, and skill evaluation .............................................................. 2 
2.1 Model configuration for the James River ........................................................................... 3 
2.1.1 Model grid ............................................................................................................................. 3 
2.1.3  Model state variables ....................................................................................................... 5 
2.1.4  Open boundary condition .............................................................................................. 6 
2.2 Model evaluation statistics ......................................................................................................... 9 
3. Eutrophication Model validation .................................................................................................. 12 
3.1 Modeling approach of carbon and Chl-a ratio ................................................................... 12 
3.2 Temperature and nutrient effects ........................................................................................... 16 
3.3 Model calibration 1991-2000 (Varying carbon to Chl-a ratio) .............................. 18 
3.3.1 Model statistics ................................................................................................................. 18 
3.3.3 Tidal freshwater region ................................................................................................ 27 
3.3.4 Oligohaline region ........................................................................................................... 35 
3.3.5 Mesohaline region ........................................................................................................... 42 
3.3.6 Nutrient limiting and N:P ratio .................................................................................. 49 
3.3.7 Bottom sediment processes ........................................................................................ 54 
3.3.8 Model Parameters ........................................................................................................... 58 
3.4 Model verification 2005-2013 ............................................................................................ 61 
3.4.1 Model statistics ................................................................................................................. 62 
3.4.2 Tidal fresh region ............................................................................................................ 77 
3.4.3 Oligohaline region ........................................................................................................... 84 
3.4.4 Mesohaline region ........................................................................................................... 91 
3.4.5 Nutrient limiting and N:P ratio .................................................................................. 98 
3.4.6 Carbon Fixation .............................................................................................................. 102 
3.4.7 Dataflow data .................................................................................................................. 105 
4. Model uncertainty analysis .......................................................................................................... 112 
4.1 Sensitivity of simulation of phytoplankton ................................................................. 112 
ii 
 
4.2 Sensitivity of model response to nutrient loading reduction ............................... 117 
4.3 Sensitivity of open boundary condition ........................................................................ 123 
4.4 Sensitivity of nutrient half-saturation parameter ..................................................... 127 
4.5 Model parameter sensitivity ............................................................................................. 133 
5. Summary............................................................................................................................................ 140 
References ............................................................................................................................................ 142 
Appendix A. Water Quality Model description ....................................................................... 145 
Reference for Appendix A .......................................................................................................... 157 
Appendix B Water quality model calibration time series plots I .................................... 158 
Station TF5-2A ............................................................................................................................... 159 
Station TF5-3 .................................................................................................................................. 165 
Station TF5-4 .................................................................................................................................. 171 
Station TF5-5 .................................................................................................................................. 177 
Station TF5-5A ............................................................................................................................... 185 
Station TF5-6 .................................................................................................................................. 191 
Station RET5-1A ............................................................................................................................ 197 
Station RET5-2 ............................................................................................................................... 203 
Station LE5-1 .................................................................................................................................. 209 
Station LE5-2 .................................................................................................................................. 215 
Station LE5-3 .................................................................................................................................. 221 
Station LE5-4 .................................................................................................................................. 227 
Station LE5-5 .................................................................................................................................. 233 
Station LE5-6 .................................................................................................................................. 239 
Station ELI2 ..................................................................................................................................... 245 
Station LFA01 ................................................................................................................................. 251 
Station EBE1 .................................................................................................................................... 257 
Appendix C Water quality model verification time series plots I ................................... 263 
Station TF5-2A ............................................................................................................................... 264 
Station TF5-3 .................................................................................................................................. 270 
Station TF5-4 .................................................................................................................................. 276 
Station TF5-5 .................................................................................................................................. 282 
Station TF5-5A ............................................................................................................................... 288 
Station TF5-6 .................................................................................................................................. 293 
Station RET5-1A ............................................................................................................................ 300 
iii 
 
Station RET5-2 ............................................................................................................................... 306 
Station LE5-1 .................................................................................................................................. 312 
Station LE5-2 .................................................................................................................................. 318 
Station LE5-3 .................................................................................................................................. 324 
Station LE5-4 .................................................................................................................................. 330 
Station LE5-5W .............................................................................................................................. 336 
Station LE5-6 .................................................................................................................................. 342 
Station ELI2 ..................................................................................................................................... 348 
Station LFA01 ................................................................................................................................. 354 
Station EBE1 .................................................................................................................................... 359 
  
iv 
 
LIST OF FIGURES 
  
Figure 2-1: A diagram of water quality model kinetics in the water column. .................... 3 
Figure 2-2: A diagram of the model grid for the James River model ................................. 4 
Figure 2-3: Locations of nonpoint sources and point sources (circles are discharge locations)
............................................................................................................................................. 5 
Figure 2-4: Example of the interpolated distribution of suspended sediment .................... 6 
Figure 2-5: Open boundary condition for water quality state variables during 1991-2000 8 
Figure 2-6: Open boundary condition for water quality state variables during 2005-2013 8 
Figure 2-2-1: Locations of DEQ monitoring stations in the James River. Stations 
represented as circles are used for model calibration. .......................................................11 
Figure 3-1-1: Example of correlation analysis of PC (mg/l) and Chl-a (g/l) ................. 13 
Figure 3-1-2: Example of seasonal correlation analysis of PC (mg/l) and Chl-a (g/l) ... 14 
Figure 3-1-3: Observed and modeled carbon to chlorophyll rations (CChl) versus light 
attenuation for (a) spring and (b) winter group (Cerco and Noel, 2004). ......................... 16 
Figure 3-2-1: Distribution of temperature limiting function............................................. 17 
Figure 3-3-1: Comparison of modeled and observed at Station TF5.5 at surface and bottom 
(triangles are observations, red lines are modeled daily mean values, gray area represents 
daily minimum and daily maximum.) ............................................................................... 33 
Figure 3-3-2: Comparison of modeled and observed at Station TF5-5 as accumulative 
distribution (blue lines are modeled mean, maximum, and minimum values and red lines 
are observations) ............................................................................................................... 34 
Figure 3-3-3: Comparison of modeled and observed at Station RET5.2 at surface and 
bottom (triangles are observations, red lines are modeled daily mean values, and gray area 
represents daily minimum and daily maximum.) ............................................................. 40 
Figure 3-3-4: Comparison of modeled and observed at Station RET5.2 as accumulative 
distribution (blue lines are modeled mean, maximum, and minimum values and red lines 
show observations)............................................................................................................ 41 
Figure 3-3-5: Comparison of modeled and observed at Station LE5.3 at surface and bottom 
(triangles are observations, red lines are modeled daily mean values, gray area represents 
daily minimum and daily maximum.) ............................................................................... 47 
Figure 3-3-6: Comparison of modeled and observed at Station LE5.3 as accumulative 
distribution (Blue lines are modeled mean, maximum, and minimum values and red lines 
show observations)............................................................................................................ 48 
Figure 3-3-7:  Comparison of modeled and observations for inorganic nutrients (mg/L) at 
Station TF5.5 (Red line is at surface and blue line is at bottom. Downward-pointing and 
upward-pointing triangle symbols are observations at the surface and bottom, respectively. 
Dashed line indicates nutrient limitation level.) ............................................................... 50 
Figure 3-3-8:  Comparison of modeled against observations for inorganic nutrients (mg/L) 
at Station RET5.2 (Red line is at surface and blue line is at bottom. Downward-pointing 
and upward-pointing triangle symbols are observations at the surface and bottom, 
respectively. Dashed line indicates nutrient-limitation level.) .......................................... 51 
Figure 3-3-9:  Comparison of modeled against observations for inorganic nutrients (mg/L) 
at Station LE5.3 (Red line is at surface and blue line is at bottom. Downward-pointing and 
upward-pointing triangle symbols are observations at the surface and bottom, respectively. 
Dashed line indicates nutrient-limitation level.) ............................................................... 52 
v 
 
Figure 3-3-10:  Comparison of modeled against observations for TN:TP ratio  at Stations 
TF5.5. RET5.2, and LE5.5 (Circles are observations and lines are model results). ......... 53 
Figure 3-3-11: Bottom sediment flux at Station TF5.5 ..................................................... 55 
Figure 3-3-12: Bottom sediment flux at Station RET5.2 .................................................. 56 
Figure 3-3-13: Bottom sediment flux at Station LE5.3 .................................................... 57 
Figure 3-4-1: Comparison of modeled and observed Chl-a near the surface (triangles are 
observations, red line shows model simulation prediction, and gray shading area indicates 
daily variation). ................................................................................................................. 74 
Figure 3-4-2: Comparison of modeled and observed at Station TF5.5 at surface and bottom 
(triangles are observations, red lines are modeled daily mean values, gray area represents 
daily minimum and daily maximum.) ............................................................................... 82 
Figure 3-4-3: Comparison of modeled and observed at Station TF5.5 as accumulative 
distribution (blue lines are modeled mean, maximum, and minimum values and red lines 
are observations.) .............................................................................................................. 83 
Figure 3-4-4: Comparison of modeled and observed at Station RET5.2 at surface and 
bottom (triangles are observations, red lines are modeled daily mean values, and gray area 
represents daily minimum and daily maximum.) ............................................................. 89 
Figure 3-4-5: Comparison of modeled and observed at Station RET5.2 as accumulative 
distribution (blue lines are modeled mean, maximum, and minimum values and red lines 
are observations.) .............................................................................................................. 90 
Figure 3-4-6: Comparison of modeled and observed at Station LE5.3 at surface and bottom 
(triangles are observations, red lines are modeled daily mean values, and gray area 
represents daily minimum and daily maximum.) ............................................................. 96 
Figure 3-4-7: Comparison of modeled and observed at Station LE5.3 as accumulative 
distribution (blue lines are modeled mean, maximum, and minimum values and red lines 
are observations). .............................................................................................................. 97 
Figure 3-4-8:  Comparison of modeled and observations for inorganic nutrients (mg/L) at 
Station TF5.5 (Red line is at surface and blue line is at bottom. Downward-pointing and 
upward-pointing triangle symbols are observations at the surface and bottom, respectively. 
Dashed line indicates nutrient-limitation level.) ............................................................... 99 
Figure 3-4-9:  Comparison of modeled and observations for inorganic nutrients (mg/L) at 
Station RET5.2 (Red line is at surface and blue line is at bottom. Downward-pointing and 
upward-pointing triangle symbols are observations at the surface and bottom, respectively. 
Dashed line indicates nutrient-limitation level.) ............................................................. 100 
Figure 3-4-10:  Comparison of modeled and observations for inorganic nutrients (mg/L) at 
Station LE5.3 (Red line is at surface and blue line is at bottom. Downward-pointing and 
upward-pointing triangle symbols are observations at the surface and bottom, respectively. 
Dashed line indicates nutrient-limitation level.) ............................................................. 101 
Figure 3-4-11:  Comparison of modeled predictions against observations for TN:TP ratio  
at Stations TF5.5, RET5.2, and LE5.5 (Circles are observations and red lines are model 
results.). ........................................................................................................................... 102 
Figure 3-4-12:  Comparison modeled and measured carbon fixation (blue lines are modeled 
daily averaged carbon fixation, red lines are estimated modeled fixation, and ‘x’ is lab. 
measurement). ................................................................................................................. 104 
Figure 3-4-13:  Example of dataflow observation. ......................................................... 106 
Figure 3-4-14:  Selected locations of dataflow observation for comparing model 
vi 
 
simulations. ..................................................................................................................... 106 
Figure 3-4-15: Example of comparison of model simulation against dataflow data in 
different regions of the James River (JMSTFU: tidal freshwater, JMSOH: oligohaline, 
JMSMH:mesohaline, JMSPH:polyhaline). ..................................................................... 108 
Figure 3-4-16: Comparison of annual mean of model simulation against dataflow data 
(summer). .........................................................................................................................110 
Figure 3-4-17: Comparison of annual mean of model simulation against dataflow data 
(spring). ............................................................................................................................ 111 
Figure 4-1-1: Comparisons of model simulations using different models for simulating 
phytoplankton at Station TF5.5 (top panel uses time-varying CChl and bottom panel uses 
fixed CChl).......................................................................................................................113 
Figure 4-1-2: Comparisons of model simulations using different model for simulating 
phytoplankton at Station RET5.3 (top panel uses time-varying CChl and bottom panel uses 
fixed CChl).......................................................................................................................114 
Figure 4-1-3: Comparisons of model simulations using different model for simulating 
phytoplankton at Station LE5.3 (top panel uses time-varying CChl and bottom panel uses 
fixed CChl).......................................................................................................................114 
Figure 4-2-1: Comparison of model response to load reduction at three selected stations 
(model 1 uses fixed CChl a ratio and model 2 uses time-varying CChl a ratio). ............118 
Figure 4-2-2: Comparison of model calibrations and model response to changing Chl-a to 
load reduction at Station TF5.5 (top panel is calibration results and bottom panel is the 
simulation by reducing growth rate by 10%) .................................................................. 121 
Figure 4-2-3: Comparison of model simulation and response to load reduction for different 
model calibrations at Station TF5.5 (top panel blue line is calibration result and rad line is 
simulation by reduce growth rate by 10%). .................................................................... 121 
Figure 4-2-4: Comparison of model simulation and response to load reduction for different 
model calibrations at Station RET5.2 (top panel blue line is calibration result and rad line 
is simulation by reduce growth rate by 10%). ................................................................ 122 
Figure 4-2-5: Comparison of model simulation and response to load reduction for different 
model calibrations at Station LE5.2 (top panel blue line is calibration result and rad line is 
simulation by reduce growth rate by 10%). .................................................................... 123 
Figure 4-3-1: Comparison of model simulation of phytoplankton due to a 10% decrease of 
the open boundary nitrogen concentration at Station LE5.5. .......................................... 124 
Figure 4-3-2: Comparison of model simulation of phytoplankton due to a 10% decrease of 
the open boundary nitrogen concentration at Station LE5.4. .......................................... 124 
Figure 4-3-3: Comparison of model simulation of phytoplankton due to a 10% decrease of 
open boundary nitrogen concentrations (PON, DON, NH4, NO3) at Station LE5.3. ...... 125 
Figure 4-3-4: Comparison of model simulation of phytoplankton due to a 10% decrease of 
open boundary phosphorus concentrations (POP, DOP, PO4) at Station LE5.5. ............ 125 
Figure 4-3-5: Comparison of model simulation of phytoplankton due to a 10% decrease of 
open boundary phosphorus concentrations (POP, DOP, PO4) at Station LE5.4. ............ 126 
Figure 4-3-6: Comparison of model simulation of phytoplankton due to a 10% decrease of 
open boundary phosphorus concentrations (POP, DOP, PO4) at Station LE5.3. ............ 126 
Figure 4-4-1: Comparison of model simulation of phytoplankton using different half-
saturation nitrogen parameters at Stations TF5.5, RET5.2, and LE5.3 for the baseline 
condition (blue lines use low half-saturation N and rad lines use high half-saturation N)
vii 
 
......................................................................................................................................... 129 
Figure 4-4-2: Comparison of model simulation of phytoplankton using different half-
saturation phosphorus parameters at Stations TF5.5, RET5.2, and LE5.3 for the baseline 
condition(blue lines use low half-saturation N and rad lines use high half-saturation P)
......................................................................................................................................... 131 
Figure 4-4-3: Comparison of impact of using different half-saturation concentration of P 
on impact of reduction on Chl-a at Stations TF5.5, RET5.2, and LE5.3 for the baseline 
condition. ........................................................................................................................ 133 
Figure 4-5-1: Parameter uncertainty. .............................................................................. 134 
Figure 4-5-2: Difference of model simulations by increase half-saturation of nitrogen by 
5%. .................................................................................................................................. 135 
Figure 4-5-3: Difference of model simulations by increasing the growth rate for green algae 
by 5%. ............................................................................................................................. 136 
Figure 4-5-4: Difference of model simulations by increasing the growth rate for green algae 
respiration rate by 5%. .................................................................................................... 137 
Figure 4-5-5: Difference of model simulations by increasing the mortality rate of green 
algae (summer group) by 5%. ......................................................................................... 138 
Figure 4-5-6: Difference of model simulations by increasing Chl-a-related ‘ke’ coefficient 
by 5%. ............................................................................................................................. 139 
 
  
viii 
 
LIST OF TABLES 
 
Table 3-2-1: A list of half-saturation concentrations for nitrogen and phosphorus .......... 18 
Table 3-3-1: Summary of Statistics for Algae near Surface at Selected Stations ............. 21 
Table 3-3-2a: Summary of Statistics for DO near the Surface at Selected Stations ......... 22 
Table 3-3-2b: Summary of Statistics for DO near the Bottom at Selected Stations ......... 22 
Table 3-3-3a: Summary of Statistics for DIN near the Surface at Selected Stations ........ 23 
Table 3-3-3b: Summary of Statistics for DIN near the Bottom at Selected Stations ........ 23 
Table 3-3-4a: Summary of Statistics for PO4 near the Surface at Selected Stations ........ 24 
Table 3-3-4b: Summary of Statistics for PO4 near the Bottom at Selected Stations ........ 24 
Table 3-3-5a: Summary of Statistics for TN near the Surface at Selected Stations .......... 25 
Table 3-3-5b: Summary of Statistics for TN near the Bottom at Selected Stations .......... 25 
Table 3-3-6a: Summary of Statistics for TP near the Surface at Selected Stations .......... 26 
Table 3-3-6b: Summary of Statistics for TP near the Bottom at Selected Stations .......... 26 
Table 3-3-7: List of model parameters .............................................................................. 59 
Table 3-4-1: Summary of Statistics for Algae near Surface at Selected Stations ............. 64 
Table 3-4-2a: Summary of Statistics for DO near the Surface at Selected Stations ......... 65 
Table 3-4-2b: Summary of Statistics for DO near the Bottom at Selected Stations ......... 65 
Table 3-4-3a: Summary of Statistics for DIN near the Surface at Selected Stations ........ 66 
Table 3-4-3b: Summary of Statistics for DIN near the Bottom at Selected Stations ........ 66 
Table 3-4-4a: Summary of Statistics for PO4 near the Surface at Selected Stations ........ 67 
Table 3-4-4b: Summary of Statistics for PO4 near the Bottom at Selected Stations ........ 67 
Table 3-4-5a: Summary of Statistics for TN near the Surface at Selected Stations .......... 68 
Table 3-4-5b: Summary of Statistics for TN near the Bottom at Selected Stations .......... 68 
Table 3-4-6a: Summary of Statistics for TP near the Surface at Selected Stations .......... 69 
Table 3-4-6b: Summary of Statistics for TP near the Bottom at Selected Stations .......... 69 
Table 3-4-7: Comparison of statistics for model calibration (1991-2000) and verification 
(2005-2013) for Chl-a (surface). ....................................................................................... 74 
Table 3-4-8a: Comparison of statistics for model calibration and verification (2005-2013) 
for DIN (surface)............................................................................................................... 75 
Table 3-4-8b: Comparison of statistics for model calibration and verification (2005-2013) 
for DIN (bottom). .............................................................................................................. 75 
Table 3-4-9a: Comparison of statistics for model calibration and verification for DIP 
(surface). ........................................................................................................................... 76 
Table 3-4-9b: Comparison of statistics for model calibration and verification for DIP 
(bottom)............................................................................................................................. 76 
Table 4-1-1: Comparison of statistics for two model simulations (Chl-a). ......................114 
Table 4-1-2a: Comparison of statistics for two model simulations for DIN (surface). ...115 
Table 4-1-2b: Comparison of statistics for two model simulations for DIN (bottom). ...115 
Table 4-1-3a: Comparison of statistics for two model simulations for DIP (Surface).....116 
Table 4-1-3b: Comparison of statistics for two model simulations for DIP (Bottom).....116 
Table 4-2-1: Comparison of model calibration for Chl-a ................................................119 
Table 4-5-1: Correlations among selected model parameters ......................................... 134 
 
  
1 
 
1 Introduction 
 
This project was part of the Virginia Department of Environmental Quality’s (DEQ) 
study to evaluate the protectiveness of chlorophyll criteria and consider potential criteria 
revisions, along with implications for the James River portion of the Chesapeake Bay 
TMDL. To assist DEQ for the development of total maximum daily load of nutrient 
(TMDL) based on the chlorophyll-a criterion in the James River, the Three-dimensional 
Hydrodynamic and Eutrophication model (HEM-3D) was applied for modeling 
eutrophication processes. The Environmental Fluid Dynamics Computer Code (EFDC) 
constitutes the hydrodynamic portion of the model. The eutrophication model was 
developed based on the original CE-QUAL-ICM water quality model developed by the 
Chesapeake Bay Program (Cerco and Cole, 1994). Therefore, the biochemical processes 
for eutrophication are very similar to the current Bay water quality model without living 
resources and submerged vegetation. This model will be referred to as the James River 
Water Quality Model (JRWQM) hereinafter. Some kinetic processes of the model have 
been updated in accordance with the CBP water quality and sediment transport model 
(CBWQSTM).  
 
In 2016, the JRWQM model was calibrated for the period of 1991-2000 and verified for 
the period of 2007-2013 using DEQ monitoring data collected from 1991-2013 (CEC, 
2016).  This version of the model will refer to the 2016 version hereafter. The loadings 
for total nitrogen (TN), total phosphorus (TP), and organic carbon were output from the 
James River watershed model (JWSM) developed by Tetra Tech (CEC, 2016). The basic 
model configuration for this study (referred to the 2018 version hereafter) is the same as 
that of the 2016 version. Some of the model details including hydrodynamic model and 
water quality model processes are documented in the previous modeling report (CEC, 
2016; Shen et al., 2016). For this study, the flow and nutrient loadings, and open 
boundary conditions for water quality state variables, including point sources and bank 
erosion, are obtained from the CBP Phase 6 watershed model, which provides more 
accurate loading estimation. Because the loading distribution and total amount differ 
from the 2016 version of the model calibration, the model has undergone calibration 
against Phase 6 loadings. This report is to document the JRWQM model configuration 
and model calibration and modification of the model. A series of model parameter 
sensitivity tests have been conducted and some results and discussions are presented.  
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2 Model description, configuration, and skill evaluation 
 
 
The HEM-3D model was developed at the Virginia Institute of Marine Science (Park et 
al., 1995a). The eutrophication model is based on the original CE-QUAL-ICM water 
quality model developed by the Chesapeake Bay Program (Cerco and Cole, 1994). The 
eutrophication model is a sub-model and linked to the Environmental Fluid Dynamics 
Computer Code (EFDC; Hamrick, 1992). The transports of state variables are driven by 
the EFDC model. The eutrophication model simulates the spatial and temporal 
distributions of water quality parameters including dissolved oxygen, phytoplankton (3 
groups), and various species of carbon, nitrogen, phosphorus, and silica.  A sediment 
process model with twenty-seven state variables (DiToro and Fitzpatrick, 1993) has also 
been developed. The sediment process model, upon receiving the particulate organic 
matter deposited from the overlying water column, simulates their diagenesis and the 
resulting fluxes of inorganic substances (ammonium, nitrate, phosphate, and silica) and 
sediment oxygen demand back to the water column.  The coupling of the sediment 
process model enables the model to simulate the long-term changes in water quality 
conditions in response to changes in nutrient loadings.   
 
The eutrophication sub-model simulates 19 state variables for the eutrophication 
processes, which are: 
 
     1) cyanobacteria (blue-green algae)  
     2) diatoms 
 3) green algae (others) 
 4) refractory particulate organic carbon (RPOC)  
     5) labile particulate organic carbon (LPOC) 
 6) dissolved organic carbon (DOC) 
 7) refractory particulate organic phosphorus  (RPOP) 
     8) labile particulate organic phosphorus (LPOP) 
 9) dissolved organic phosphorus (DOP)  
     10) total phosphate (TP) 
 11) refractory particulate organic nitrogen (RPON) 
     12) labile particulate organic nitrogen (LPON) 
 13) dissolved organic nitrogen (DON) 
     14) ammonium nitrogen (NH4) 
 15) nitrate nitrogen (NO23) 
 16) particulate biogenic silica (PU)  
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     17) available silica (SA) 
 18) chemical oxygen demand (COD)   
     19) dissolved oxygen (DO) 
 
A diagram of eutrophication processes simulated by the model is shown in Fig. 2-1. The 
descriptions of the model kinetic process and model parameters are presented in 
Appendix A. 
 
 
Figure 2-1: A diagram of water quality model kinetics in the water column. 
 
 
2.1 Model configuration for the James River 
 
2.1.1 Model grid 
 
The model grid is similar to the previous James River model grid (Rice et al., 2012), with 
modifications in the tidal fresh region and downstream region so that the model has 
sufficient resolution to represent the variation of geometry, but is still computationally 
efficient enough to conduct a long-term simulation without having too much 
computational burden (Shen et al., 2016). The model grid used for this updated version is 
the same as the grid used for the 2016 version of the water quality model (CEC, 2016). 
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The model grids were designed to follow the main channel of the James River. High 
resolution was placed in the mainstem of the river to obtain the best representation of the 
topography in this area. The model grid is shown in Fig. 2-2. There are a total of 3,066 
grid cells in the horizontal and eight layers in the vertical. The open boundary is extended 
outside of the James River to avoid the influence of the open boundary condition on the 
inside of the model domain. 
 
 
 
 
 
Figure 2-2: A diagram of the model grid for the James River model  
 
The daily mean flows and total nutrients loadings from the upstream of the James River, 
the Appomattox River, and the Chickahominy River, and from lateral watersheds are 
derived from the Phase 6 watershed model outputs. Fig. 2-3 shows the locations of flow 
and loadings discharged to the JRWQM. Nutrients and carbon loadings include nonpoint 
sources, point sources, and bank erosion. Locations of the point sources and bank erosion 
are discharged to the same location corresponding to the sub-watershed. The discharge 
locations (point and nonpoint sources) are distributed to 199 locations, which are the 
same as the CBWQSTM model. This 1-1 mapping ensures the loading is identical to that 
of the CBWQSTM model. The atmospheric deposition is evenly distributed to the surface 
of the James River.  
 
The point sources, nonpoint sources, and bank erosion of nutrients are combined and 
discharged to the James River. Loadings discharged to the James are: 
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(1) Algae (as carbon) 
(2) Particulate organic carbon 
(3) Dissolved organic carbon 
(4) Particulate organic phosphorus 
(5) Dissolved organic phosphorus 
(6) Inorganic phosphorus  
(7) Particulate organic nitrogen  
(8) Dissolved organic nitrogen 
(9) Ammonium  
(10) Nitrite and nitrate 
 
The watershed model does not simulate silica. Therefore, the JRWQM does not simulate 
silica and its associated nutrient limitation for phytoplankton because this estuary is not 
silica-limited based on results from the 2016 modeling study (CEC, 2016).    
 
 
Figure 2-3: Locations of nonpoint sources and point sources (circles are discharge 
locations) 
 
2.1.3  Model state variables 
 
Although the HEM-3D model simulates 19 state variables, the current model combines 
refractory and labile particulates of organic carbon, organic nitrogen, and organic 
phosphorus to reduce model uncertainties, because the watershed model only models one 
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particulate for carbon, nitrogen, and phosphorus, and there is insufficient information to 
split these two particulate sources other than using a constant ratio. The watershed model 
does not simulate silica. Therefore, silica is not simulated. Because silica is not limited in 
this system, the approach does not cause any deficiency for the eutrophication model. For 
the simulation of phytoplankton, the algae are grouped as summer and winter 
assemblages. The harmful algae (HA) of cyanobacteria bloom in tidal freshwater regions 
and C. Polykrikoides bloom in polyhaline and mesohaline regions are not explicitly 
simulated.  
 
Although the dynamic model has the sub-model to simulate suspended solids in the 
James River, it is difficult to directly simulate suspended sediment correctly without 
considering wave and accurately simulating sediment deposition and erosion processes. 
For the downstream of the James, the suspended solid does not correlate well with 
loading as it is more controlled by erosion and resuspension. Therefore, the observation 
data of suspended solids were used to generate the suspended solids field to reduce the 
uncertainty in directly simulating suspended sediment. This approach was applied to the 
2016 version and works well. We interpolated the observations in both space and time for 
the James River. The weighted shortest distance method was used to create the sediment 
field in space. The linear interpolation method was used to interpolate data between 
observations. The results can be considered as monthly mean values of suspended 
sediment. An example of interpolated results is shown in Fig. 2-4 for both surface and 
bottom suspended sediment.  
 
 
 
 
Figure 2-4: Example of the interpolated distribution of suspended sediment  
 
2.1.4  Open boundary condition  
 
The state variables of the Chesapeake Bay Program water quality model include 19 state 
variables, which can be modeled by the HEM-3D model. The Bay model simulation 
results from 1990-2000 and 2005-2013 are available at the James River open boundary. 
The daily outputs of 19 state variables of carbon, nutrients, algae, and DO at our model 
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open boundary were obtained from the CBP and used as the model open boundary 
conditions. We combined refractory and labile particulates to one particulate for organic 
carbon, nitrogen, and phosphorus, respectively. Since the Bay Program also provides 
spring and summer species of algal groups at the open boundary, which can be directly 
inputted to the model. The boundary condition for each species at the mouth of the James 
(located at the center of the cross-section) is shown in Figs. 2-5 and 2-6, respectively, for 
1991-2000 and 2005-2013. 
 
 
 
 
 
 
8 
 
Figure 2-5: Open boundary condition for water quality state variables during 1991-
2000  
 
 
 
 
Figure 2-6: Open boundary condition for water quality state variables during 2005-
2013  
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The upstream boundary condition for winter and summer group of algae is as follows 
based on available data analyzed: 
 
 
Fraction Fraction 
Month        Winter-spring Summer 
January 1.00  0.00 
February 1.00  0.00 
March  0.90  0.10 
April  0.80  0.20 
May  0.50  0.50 
June  0.20  0.80 
July  0.10  0.90 
August  0.10  0.90 
September 0.10  0.90 
October 0.50  0.50 
November 0.90  0.10 
December 1.00  0.00 
 
 
2.2 Model evaluation statistics  
 
Different methods have been introduced for evaluating model predictive skills. The 
common statistics used to assess model predictive skill include mean error, absolute 
error, relative errors, root-mean-square error, correlation coefficient, model skill, etc. 
(Cerco and Cole, 1994; Testa et al., 2014; Wilmott, 1981). Model performance was 
evaluated using multiple quantitative metrics defined as follows: 
 
 
Mean difference:   ME = ∑ (𝑃𝑘 − O𝑘)/N
𝑛
𝑘=1
 
 
Absolute difference:      AME = ∑ |𝑃𝑘 − O𝑘|/N
𝑛
𝑘=1  
 
Relative difference:    𝑅𝐸 =
∑ |𝑃𝑘−𝑂𝑘|
𝑛
𝑘=1
∑ 𝑂𝑘
𝑛
𝑘=1
 
 
 
Root-mean-square error:  𝐸𝑅 = √
∑ (𝑃𝑘−𝑂𝑘)2
𝑛
𝑘=1
𝑛
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Correlation Coefficient: 𝑅 =
∑(𝑃𝑘−𝑃𝑘̅̅ ̅̅ )(𝑂𝑘−𝑂𝑘̅̅ ̅̅ )
√∑(𝑃𝑘−𝑃𝑘̅̅ ̅̅ )2√∑(𝑂𝑘−𝑂𝑘̅̅ ̅̅ )2
 
 
Model Skill:    𝑊𝑆 = 1 −
∑ (𝑃𝑘−𝑂𝑘)
2𝑛
𝑘=1
∑ (𝑃𝑘−?̅?𝑘)2+∑ (𝑂𝑘−?̅?𝑘)2
𝑛
𝑘=1
𝑛
𝑘=1
       
      
Where Pk are model predicted values and Ok are observed values.  
 
The large variations are associated with the water quality state variables. The model 
difference can be due to uncertainties associated with point and nonpoint sources, open 
boundary conditions, dynamic fields, model parameters, model structure error, and errors 
in observations. Considering the large uncertainty associated with the model, the use of 
statistical methods for evaluating the model skill should not be based on one single 
statistical value. For example, a high correlation can be achieved if the distribution of the 
state variable has a strong seasonal variation, even if the model prediction is biased. On 
the other hand, the model prediction can have a low bias, but have a poor correlation, if 
there are no strong seasonal cycles. No one set of model performance statistics exists 
(Cerco et al., 2010). The mean difference gives the measurement of model biases, and the 
relative difference gives an overall measure of the model prediction accuracy. The 
Chesapeake Bay model uses the ME, AME, and RE to measure the model performance. 
To be consistent with the Bay model, these statistics will be computed. The correlation 
coefficient R, the model skill WS, and the root-mean-square error ER, will also be 
computed.    
 
To facilitate the evaluation of model predictive skill, we also plot the empirical 
accumulative curve for both observations and model predictions for DO, Chl-a, DIN, 
DIP, NH4, and NO23. The empirical accumulative curve provides an overall model 
performance, which is also used in the Chesapeake Bay Program. If both empirical 
curves have a similar distribution, then that suggests that the model has good predictive 
skill. The mismatch in either high concentration or low concentration shows a weakening 
of the model performance. If the model predictions and data have the same empirical 
distribution but do not match each other, this condition indicates that the model 
predictions are biased. 
 
DEQ observation stations that can be used for model calibration are shown in Fig. 2-2-1. 
The observation stations located in the main channel (stations with circles) are used for 
water quality assessment, which is mainly used for the model calibration, and results are 
presented in this report. In a real environment, various errors are often associated with the 
numerical model and data. There could be some underlying processes that are not 
explicitly simulated by the model. For example, the model does not simulate harmful 
algal blooms (HABs), while observations can include HAB data. There could also be 
errors associated with boundary conditions, loading, and random or sampling errors. The 
previous studies show that model kinetic parameters are highly correlated and there is no 
unique solution for the parameters if there are errors between observations and boundary 
conditions used for model calibration (Shen, 2006). For those parameters associated with 
large uncertainty, it is more difficult to calibrate. The calibration focuses on seasonal 
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variation and overall model performance. The main focus is the phytoplankton as the 
values will be used for the attainment of Chl-a assessment. Because there are large 
variations of water quality state variables at different stations, it is difficult to ensure that 
model prediction has the same skill at all stations. The model calibrations at Stations 
TF5.5, RET5.2, and LE5.3 located in freshwater (TF5.5), the oligohaline region 
(RET5.2), and the mesohaline region (TF5.3) are presented in this calibration section to 
provide examples. Two stations located inside the Elizabeth River, ELI2 and LAF01, are 
also included in the statistical quantification of the model skill. Model results for other 
stations are presented in Appendix B.  Predicted daily means at surface and bottom in the 
water column are plotted and compared to observations. 
 
 
Figure 2-2-1: Locations of DEQ monitoring stations in the James River. Stations 
represented as circles are used for model calibration.  
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3. Eutrophication Model validation 
 
We evaluated the modeling approach of the 2016 version and reviewed the reviewer’s 
comments and suggestions. For the current version, some kinetic processes and 
parameters used in the 2016 version were revised. The major changes are documented in 
this section. 
 
 
3.1 Modeling approach of carbon and Chl-a ratio 
 
The Chl-a will be used for the assessment criteria for the water quality condition in the 
James River. The numerical model simulation of phytoplankton is a carbon-based model. 
The Chl-a concentration is computed based on the ratio of carbon and Chl-a.  Based on 
the data analysis between POC and Chl-a concentration, it is found that the carbon to 
Chl-a ratio (CChl) changes in summer and winter and varies at different locations due to 
variation of phytoplankton species.  An example of the POC and Chl-a correlation is 
shown in Figs. 3-1-1 and 3-1-2. It can be seen that there is a large variation of CChl in the 
James River. Bukaveckas and Barry (2011) show that the ratio is approximately 39±2 
(mg/mg), estimated based on POC and Chl-a data, in the tidal freshwater region. The 
algae fraction ranged from 37±2% to 72±8%, and the median value is about 50 (mg/mg). 
A large variation of CChl exists in the downstream and it varies between 50-70 and 
seasonal variations between summer and winter are large. A low ratio occurs in winter 
and a large ratio occurs in summer. 
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Figure 3-1-1: Example of correlation analysis of PC (mg/l) and Chl-a (g/l) 
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Figure 3-1-2: Example of seasonal correlation analysis of PC (mg/l) and Chl-a (g/l) 
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The influence of light on phytoplankton production is represented by a chlorophyll-
specific production equation (Jassby and Platt, 1976; Cerco and Noel, 2004): 
 
 
I
I
mP    P
22
BB
IK+
=                                                                                              (3-1) 
where: 
PB = photosynthetic rate (g C g-1 Chl d-1) 
PBm = maximum photosynthetic rate (g C g-1 Chl d-1) 
I = irradiance (E m-2 d-1) 
 
Parameter Ik is defined as the irradiance at which the initial slope of the production 
vs. irradiance relationship intersects the value of PBm: 
 
 
mP
   
B

=IK                                                                                                                (3-2) 
where: 
α = initial slope of production vs. irradiance relationship (g C g-1 Chl (E m-2)-1) 
The chlorophyll-specific production rate is readily converted to the carbon-specific 
growth rate, through division by the carbon-to-chlorophyll ratio: 
 
 
P
   
B
CChl
G =                                                                                                                 (3-3) 
where: 
CChl = carbon-to-chlorophyll ratio (g C g-1 chlorophyll-a) 
 
It can be seen that different CChl applied to the model will affect the growth rates. Cerco 
and Noel, 2004) show that CChl ratio varies with the light attenuation coefficient (Fig. 3-
1-3).  
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Figure 3-1-3: Observed and modeled carbon to chlorophyll rations (CChl) versus light 
attenuation for (a) spring and (b) winter group (Cerco and Noel, 2004).  
 
 
Because Ke is a function of the Chl-a concentration, when Chl-a concentration decreases, 
the Ke value will decrease as well and the CChl will increase, which will affect the model 
simulation of Chl-a. The simulation used the seasonal variation of CChl based on the 
empirical equation shown in Fig. 3-1-3 and both the growth rate and CChl are 
dynamically varying. Because the growth rate is affected by both the light and the Ke 
value, the model behavior will depend on phytoplankton concentration and on available 
nutrients to support phytoplankton to grow.  
 
For the current JRWQM, we used the time-varying CChl to simulate the Chl-a 
concentration. Therefore, the growth rate will change as well. The empirical equations in 
Cerco and Noel (2004) were used to estimate the carbon to Chl-a ratio. The model 
calibration and verification indicate that the model works well for the James River.  
 
3.2 Temperature and nutrient effects  
 
The temperature has a large impact on algal growth. For the 2016 version, the 
temperature limiting function used for both summer and winter groups is estimated based 
on algal distribution according to the change of temperature. Although the model 
simulates algal growth well, it may not represent the true algal growth as algal 
distribution can be altered by grazing and mortality. According to Eppley (1972), an 
increase in temperature results in an increase of maximum algal growth, suggesting a 
continued temperature increase function should be used. However, recent laboratory 
experiments show the dinoflagellate growth depends on the temperature and growth 
decrease as temperature increases (Kim et al., 2004). For the current model, the 
temperature function has been modified to remove the strong temperature dependence for 
limiting the growth and increasing the range for algal growth, which follows Eppley’s 
principle, but the growth dependence at high temperature was still implemented for 
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mesohaline and polyhaline regions where HABs are frequently observed in summer. The 
model simulations suggest that it improves the primary production and POC simulations.  
 
The effect of temperature on algal production is represented by a function similar to a 
Gaussian probability curve: 
 
( )
( ) x2xx
x
2
xx
TM  T       whenT] - [TM  KTG2-exp          
TM  T       when]TM - [T  KTG1-exp    f(T)
=
=
                                                 
where: 
TMx = optimal temperature for algal growth (°C) 
KTG1x = effect of temperature below TMx on algal growth (°C
-2) 
KTG2x = effect of temperature above TMx on algal growth (°C
-2) 
 
The revised temperature limiting functions applied to tidal freshwater and mesohaline 
regions are shown in Figure 3-2-1. 
 
   
 
Figure 3-2-1: Distribution of temperature limiting function.   
 
 
 
The half-saturation concentration for nitrogen and phosphorus used in the model can 
affect the simulation of nutrient limitation. In the preliminary model calibration, 
relatively low values for N and P were used. As the P half-saturation concentration is one 
of the most sensitive parameters (see the sensitivity of the model section), these low 
values could affect the model results. After having reviewed the values used by other 
models (Table 3-2-1), reviewers’ suggestions, and model simulation results, the values of 
0.020 and 0.0025 mg/L were used for the current model, respectively, for N and P 
species. The changes of these values do not affect too much for both model calibration 
and nutrient reduction, which will be discussed in the sensitivity of the model section.    
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 Table 3-2-1: A list of half-saturation concentrations for nitrogen and phosphorus  
 
Source Half-Saturation Coefficients (mg/L) 
 TN TP 
VIMS draft James River model1 0.015 0.0015 
 0.020 (revised)5 0.0025 (revised) 5 
CBP WQSTM2 0.01 (fresh) 0.0025 
 0.025 (spring & green)  
HDR James River model3 0.015 (cyanobac.) 0.0015(cyanobac.) 
 0.02 (diatoms & greens) 0.0020 (diatoms) 
Median value used for phytoplankton in QUAL2K 
models4 0.015 0.002 
Median value used phytoplankton in WASP models4 0.025 0.0025 
1Shen and others (2018)—report being reviewed  
2Cerco, C.F., and Noel, M.R. 201. The 2017 Chesapeake Bay Water Quality and Sediment Transport 
Model. May 2017 draft report submitted to the USEPA Chesapeake Bay Program. 108 p.  
3August 2015 Draft James River Chlorophyll Study Modeling Report, Chapter 4  
4USEPA. 2017. Literature Review on Nutrient-Related Rates, Constants, and Kinetics Formulations in 
Surface Water Quality Modeling. Draft document prepared by the USEPA Office of Research and 
Development. 91 p. 
5The value was used for 2018 version 
3.3 Model calibration 1991-2000 (Varying carbon to Chl-a ratio) 
 
The water quality model calibration period was selected to be from 1991-2000. The 
selection of the period is to match the Bay model simulation period. The model 
simulation starts from 1/1/1990 to allow a one-year spin-up for the model to reach 
dynamic equilibrium.  The residence time of the James River ranges from 30-90 days, 
depending on the flow condition (Shen and Lin, 2006). The influence of the initial 
condition for the water column can quickly be removed as we start the model simulation 
in winter and high flow often occurs in spring. For the bottom sediment processes model, 
we ran the model for three years using the 1990 loading. Once the benthic model reached 
a dynamic steady-state condition, it was used for the initial condition of the model.  After 
we performed a preliminary calibration of the model, the calibrated kinetic parameters 
were used to rerun the model for 1990, and then we used the final results as an initial 
condition for the sediment model. This process was conducted for several iterations 
during the process of model calibration. We noted that the bottom sediment processes 
model is quite stable, the model reached dynamic equilibrium, and it did not vary 
significantly from year to year (see bottom sediment section).   
3.3.1 Model statistics 
 
The model statistics for phytoplankton, DO, DIN, DIP, TN, and TP at 14 stations are 
listed in Tables 3-3-1 to 3-3-6, respectively. The root-mean-square error (RMSE), 
correlation coefficient (R), mean difference, absolute difference, relative difference, 
together with the model and observed mean and standard deviations are listed in these 
tables. Station TF5.2 is not included in the table as it is located at the upstream boundary 
and mainly controlled by loading inputs from the watershed model. 
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For phytoplankton, R values range from 0.1 to 0.82. Stations TF5.2A and TF5.3 have low 
R values. Because these two stations are located upstream of the tidal freshwater region 
where residence time is less than 5 days under a mean flow condition (Shen and Lin, 
2006), which depend highly on the upstream boundary condition and has no clear 
seasonal variation and low R values can be expected. When the channel widens and 
residence time increases, seasonal variation of the phytoplankton bloom is highly 
controlled by the dynamic condition and residence time (Qin and Shen, 2017). It has a 
clear seasonal and interannual variation, thus R values are relatively high (R=0.69-0.82) 
for Stations TF5.4, TF5.5, and TF5.5A. For the oligohaline, mesohaline, and polyhaline 
regions the model performance is similar, and R values range from 0.21-0.65. The 
stations located inside the Elizabeth River, ELI2 and LFA01, are similar to mesohaline 
stations. The mean RMSE is 10.81 mg/L. The relative difference has a mean value of 
59.07%. Low relative differences are observed in the lower tidal freshwater region and in 
the polyhaline region. The high relative difference is in the upper tidal freshwater region. 
The mean difference ranges from 1.17 to -3.04 mg/L and the mean is -0.22 mg/L, 
indicating that the model-averaged phytoplankton concentration is not biased for the 
entire James River. The modeled mean at each station is close to the observation. As the 
model does not explicitly simulate HABs, the modeled standard deviation is lower than 
that from observations. Because it is difficult to calibrate the model to have good 
agreement between model and observation at each station for Chl-a and for all other state 
variables, the model calibration is seeking to match model performance for all state 
variables with the highest weights for Chl-a as this is the most important state variables. 
 
Model simulation of DO has good predictive skill with R values larger than 0.87 and 
relative differences of less than 8% at all stations at both the surface and the bottom, 
except Station TF5.4. Mean RMSE is 0.92 at the bottom. Low DO is simulated well. We 
noted that more carbon (POC) is discharged from the upstream results in a high POC 
concentration at Stations TF5.2a and TF5.3 (see appendix B) and it decreases at Station 
TF5.4. It appears that a large amount of POC is settled in this region when the geometry 
of the stream changes. The decay of organic carbon can increase consumption oxygen. 
Other reasons are that the model grid of the Appomattox River is not long enough to 
include the upstream. The OC discharged from upstream has less time to settle down 
before reaching this station, resulting in high OC concentration and consumption of more 
DO.   
 
Model simulations for both DIN and DIP have mean RMSE values of 0.18 and 0.02 
mg/L, respectively, at the surface. The RMSE values are similar at both the surface and 
the bottom. Mean differences are 0.02 and 0.005 for DIN and DIP, respectively, near the 
surface, indicating that biases are low. Mean relative differences are 43.74% and 43.00%, 
respectively, for DIN and DIP at the surface.  Relative differences for DIN range from 
29.7% to 64% at the surface and from 29% to 61% at the bottom. The relative difference 
for DIP ranges from 32% to 53% at the surface and from 39% to 75% at the bottom. The 
large relative difference occurs at the downstream station near the mouth. In general, the 
relative difference at the bottom is large than that at the surface. The predictive skill 
values for both DIN and DIP are similar and modeled mean and standard deviation values 
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are close to observed mean and standard deviation values. Because PO4 loading is 
different from the 2006 version, the sorption of PO4 due to suspended sediment is 
reduced for the current simulation, which improves the simulation of PO4. 
 
The model simulation is better for TN than for TP. The relative difference ranges from 
13.6 to 41.1% for TN and ranges from 14.1 to 51.5% for TP, respectively, at the surface 
and the bottom. Average relative differences for TN and TP, respectively, are 25.2% and 
30.6% at the surface.   
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Table 3-3-1: Summary of Statistics for Algae near Surface at Selected Stations 
 
Station 
RMSE 
(g/L) 
R 
Mean 
Difference 
(g/L) 
Abs. 
Difference 
(g/L) 
Relative 
Difference 
(%) 
Obs. 
Mean 
(g/L) 
Model 
mean 
(g/L) 
Obs. 
Std. 
(g/L) 
Model 
Std. 
(g/L) 
# of 
Obs. 
TF5.2A 8.57 -0.10 -0.71 5.55 121.90 4.55 5.26 7.39 3.69 134 
TF5.3 9.70 -0.08 0.72 6.78 105.40 6.44 5.72 8.82 3.43 136 
TF5.4 12.40 0.82 1.48 7.03 32.70 21.50 20.02 21.70 17.55 139 
TF5.5 14.47 0.80 -2.27 9.28 37.60 24.71 26.98 23.78 21.30 139 
TF5.5A 18.87 0.69 -0.56 10.16 38.40 26.43 26.99 26.27 17.39 137 
TF5.6 12.61 0.27 -1.19 8.73 64.70 13.49 14.68 12.43 7.28 139 
RET5.2 12.61 0.38 1.94 5.43 45.90 11.83 9.89 13.53 5.74 139 
LE5.1 7.72 0.23 -0.62 4.76 57.80 8.23 8.84 7.13 5.07 139 
LE5.2 15.33 0.53 1.17 7.62 74.20 10.27 9.10 17.45 5.26 139 
LE5.3 11.15 0.34 -1.13 5.84 66.70 8.75 9.88 11.82 4.95 138 
LE5.4 6.39 0.53 -3.04 4.62 59.20 7.80 10.84 6.36 4.95 135 
LE5.5 5.65 0.65 -2.43 3.98 40.30 9.87 12.30 6.50 5.51 95 
ELI2 10.99 0.55 2.35 6.67 49.00 13.63 11.28 12.68 5.07 116 
LFA01 4.83 0.49 1.17 3.26 33.20 9.82 8.65 5.45 2.23 29 
Average 10.81 0.44 -0.22 6.41 59.07 12.66 12.89 12.95 7.82 125 
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Table 3-3-2a: Summary of Statistics for DO near the Surface at Selected Stations 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L) 
Model 
Std. 
(mg/L) 
# of 
obs 
TF5.2A 1.11 0.92 0.56 0.69 7.20 9.64 9.08 2.04 2.38 133 
TF5.3 1.09 0.92 0.56 0.69 7.30 9.53 8.98 2.07 2.38 135 
TF5.4 2.19 0.34 0.99 1.39 14.50 9.56 8.57 1.75 1.66 134 
TF5.5 0.89 0.87 -0.05 0.60 6.30 9.46 9.51 1.79 1.55 143 
TF5.5A 0.82 0.89 -0.05 0.57 6.10 9.35 9.40 1.78 1.66 136 
TF5.6 0.93 0.90 -0.13 0.67 7.80 8.58 8.71 2.08 1.95 137 
RET5.2 0.72 0.92 0.08 0.55 6.20 8.76 8.68 1.87 1.76 142 
LE5.1 0.96 0.87 -0.24 0.71 8.30 8.62 8.86 1.91 1.75 139 
LE5.2 0.68 0.96 -0.31 0.49 5.80 8.40 8.71 2.13 1.91 139 
LE5.3 0.43 0.98 -0.09 0.27 3.10 8.53 8.61 2.08 2.03 137 
LE5.4 0.41 0.98 -0.08 0.25 3.00 8.29 8.37 2.06 2.00 137 
LE5.5 0.76 0.94 0.31 0.46 5.20 8.77 8.46 2.03 1.91 99 
ELI2 1.24 0.90 0.61 0.77 8.40 9.11 8.49 2.45 1.98 116 
LFA01 0.38 0.98 -0.10 0.30 3.60 8.26 8.35 2.07 2.02 39 
Average 0.90 0.88 0.15 0.60 6.63 8.92 8.77 2.01 1.92 126 
Table 3-3-2b: Summary of Statistics for DO near the Bottom at Selected Stations 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L) 
Model 
Std. 
(mg/L) 
# of 
obs 
TF5.2A 0.86 0.95 0.39 0.57 6.00 9.45 9.06 2.24 2.45 133 
TF5.3 0.79 0.96 0.34 0.55 5.90 9.27 8.93 2.27 2.44 135 
TF5.4 2.33 0.30 0.89 1.46 15.80 9.23 8.34 1.99 1.63 137 
TF5.5 0.95 0.89 -0.25 0.65 7.10 9.13 9.38 1.98 1.62 143 
TF5.5A 0.80 0.92 -0.23 0.54 5.90 9.11 9.34 1.96 1.74 139 
TF5.6 0.95 0.91 -0.23 0.66 7.90 8.40 8.62 2.23 1.99 138 
RET5.2 0.75 0.93 0.15 0.54 6.10 8.73 8.59 2.01 1.79 142 
LE5.1 0.88 0.91 -0.16 0.67 8.00 8.43 8.59 2.12 1.84 139 
LE5.2 0.72 0.96 -0.31 0.52 6.50 8.00 8.32 2.22 1.96 139 
LE5.3 0.43 0.98 0.00 0.28 3.40 8.15 8.16 2.15 2.04 138 
LE5.4 0.66 0.95 -0.15 0.41 5.10 7.89 8.04 2.07 2.02 137 
LE5.5 1.07 0.93 -0.76 0.80 11.10 7.18 7.95 1.99 1.93 98 
ELI2 1.52 0.88 -0.76 1.11 14.40 7.71 6.75 2.46 2.29 113 
LFA01 0.33 0.99 0.02 0.28 3.40 8.25 8.22 2.09 2.14 35 
Average 0.93 0.89 -0.08 0.64 7.61 8.50 8.45 2.13 1.99 126 
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Table 3-3-3a: Summary of Statistics for DIN near the Surface at Selected Stations 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
 (%) 
Obs. 
mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L) 
Model 
Std. 
(mg/L) 
# of 
obs 
TF5.2A 0.21 0.38 -0.03 0.14 36.90 0.39 0.41 0.12 0.23 132 
TF5.3 0.22 0.51 -0.02 0.15 34.00 0.45 0.47 0.15 0.26 134 
TF5.4 0.19 0.59 0.04 0.14 39.30 0.35 0.32 0.21 0.21 135 
TF5.5 0.25 0.70 -0.10 0.17 29.90 0.56 0.66 0.29 0.30 137 
TF5.5A 0.24 0.69 -0.02 0.16 29.70 0.54 0.57 0.32 0.28 136 
TF5.6 0.22 0.65 0.01 0.15 30.30 0.49 0.48 0.28 0.24 137 
RET5.2 0.20 0.71 -0.02 0.14 43.90 0.33 0.35 0.29 0.22 133 
LE5.1 0.18 0.71 0.01 0.14 44.20 0.31 0.29 0.24 0.23 135 
LE5.2 0.14 0.78 0.05 0.10 42.60 0.24 0.19 0.18 0.20 131 
LE5.3 0.12 0.81 0.07 0.09 45.70 0.19 0.12 0.16 0.16 125 
LE5.4 0.11 0.73 0.07 0.08 51.60 0.15 0.08 0.11 0.11 126 
LE5.5 0.08 0.69 0.04 0.05 58.50 0.08 0.04 0.09 0.07 98 
ELI2 0.18 0.49 0.12 0.14 64.10 0.21 0.10 0.15 0.10 119 
LFA01 0.14 0.60 0.10 0.10 61.60 0.16 0.06 0.12 0.09 30 
Average 0.18 0.65 0.02 0.12 43.74 0.32 0.30 0.19 0.19 122 
 
Table 3-3-3b: Summary of Statistics for DIN near the Bottom at Selected Stations 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std 
(mg/L) 
Model 
Std. 
(mg/L) 
# of 
obs 
TF5.2A 0.22 0.44 -0.03 0.15 37.00 0.39 0.42 0.14 0.24 130 
TF5.3 0.22 0.53 -0.02 0.15 32.40 0.45 0.47 0.15 0.26 133 
TF5.4 0.21 0.54 0.04 0.15 41.10 0.35 0.31 0.22 0.20 133 
TF5.5 0.25 0.69 -0.12 0.16 30.10 0.54 0.66 0.25 0.29 135 
TF5.5A 0.23 0.67 -0.03 0.15 29.00 0.53 0.56 0.29 0.27 134 
TF5.6 0.21 0.63 0.00 0.14 29.60 0.47 0.48 0.26 0.23 135 
RET5.2 0.19 0.71 -0.03 0.13 43.70 0.31 0.33 0.26 0.22 131 
LE5.1 0.17 0.72 0.00 0.13 44.20 0.28 0.28 0.21 0.23 132 
LE5.2 0.15 0.64 0.03 0.11 57.40 0.19 0.16 0.14 0.18 129 
LE5.3 0.11 0.70 0.05 0.08 51.20 0.15 0.10 0.11 0.13 125 
LE5.4 0.11 0.39 0.06 0.08 63.50 0.12 0.06 0.08 0.07 126 
LE5.5 0.05 0.37 0.03 0.03 57.90 0.06 0.03 0.04 0.02 99 
ELI2 0.138 0.218 0.03 0.11 61.60 0.18 0.10 0.10 0.08 118 
LFA01 0.123 0.678 0.09 0.09 58.80 0.16 0.07 0.11 0.10 29 
Average 0.17 0.57 0.01 0.12 45.54 0.30 0.29 0.17 0.18 121 
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Table 3-3-4a: Summary of Statistics for PO4 near the Surface at Selected Stations 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L) 
Model 
Std. 
(mg/L) 
# of 
obs 
TF5.2A 0.03 0.39 0.02 0.02 48.60 0.04 0.03 0.02 0.02 136 
TF5.3 0.02 0.35 0.01 0.02 46.30 0.04 0.03 0.02 0.02 137 
TF5.4 0.01 0.42 0.00 0.01 36.60 0.02 0.01 0.01 0.01 139 
TF5.5 0.01 0.40 0.00 0.01 32.40 0.02 0.02 0.01 0.01 139 
TF5.5A 0.01 0.45 0.00 0.01 33.40 0.02 0.02 0.01 0.01 139 
TF5.6 0.01 0.22 0.00 0.01 40.80 0.02 0.02 0.01 0.01 139 
RET5.2 0.02 0.31 -0.01 0.01 53.30 0.02 0.03 0.01 0.02 138 
LE5.1 0.02 0.32 0.00 0.01 38.90 0.02 0.02 0.01 0.02 139 
LE5.2 0.02 0.32 0.01 0.01 47.30 0.03 0.02 0.02 0.01 139 
LE5.3 0.02 0.52 0.01 0.01 45.70 0.03 0.02 0.02 0.01 138 
LE5.4 0.02 0.55 0.01 0.01 52.30 0.02 0.01 0.02 0.01 138 
LE5.5 0.01 0.65 0.01 0.01 45.10 0.01 0.01 0.01 0.00 99 
ELI2 0.02 0.69 0.01 0.01 53.40 0.02 0.02 0.02 0.01 118 
LFA01 0.01 0.87 0.00 0.01 27.90 0.02 0.02 0.02 0.01 36 
Average 0.02 0.46 0.005 0.01 43.00 0.02 0.02 0.01 0.01 127 
 
 
Table 3-3-4b: Summary of Statistics for PO4 near the Bottom at Selected Stations 
 
 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L) 
Model 
Std. 
(mg/L) 
# of 
obs 
TF5.2A 0.03 0.34 0.02 0.03 62.90 0.04 0.02 0.02 0.01 135 
TF5.3 0.03 0.34 0.02 0.02 56.60 0.04 0.02 0.02 0.01 137 
TF5.4 0.02 0.31 0.01 0.01 50.90 0.02 0.01 0.01 0.01 138 
TF5.5 0.02 0.30 0.01 0.01 44.10 0.02 0.01 0.01 0.01 139 
TF5.5A 0.01 0.36 0.01 0.01 45.10 0.02 0.01 0.01 0.01 138 
TF5.6 0.01 0.13 0.01 0.01 45.30 0.02 0.01 0.01 0.01 139 
RET5.2 0.01 0.38 0.00 0.01 37.10 0.02 0.02 0.01 0.01 137 
LE5.1 0.02 0.29 0.01 0.01 49.60 0.03 0.02 0.01 0.01 138 
LE5.2 0.02 0.36 0.02 0.02 61.50 0.03 0.01 0.02 0.01 138 
LE5.3 0.02 0.47 0.01 0.01 61.80 0.02 0.01 0.02 0.01 137 
LE5.4 0.02 0.51 0.01 0.01 66.90 0.02 0.01 0.02 0.00 138 
LE5.5 0.01 0.54 0.01 0.01 75.00 0.02 0.00 0.01 0.00 98 
ELI2 0.03 0.67 0.01 0.02 69.60 0.03 0.01 0.02 0.01 117 
LFA01 0.01 0.77 0.01 0.01 38.20 0.02 0.01 0.01 0.01 34 
Average 0.02 0.41 0.01 0.01 54.61 0.02 0.01 0.01 0.01 126 
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Table 3-3-5a: Summary of Statistics for TN near the Surface at Selected Stations 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L) 
Model 
Std. 
(mg/L) 
# of 
obs 
TF5.2A 0.24 0.52 -0.07 0.15 21.00 0.69 0.76 0.21 0.24 128 
TF5.3 0.22 0.62 -0.05 0.13 17.30 0.77 0.82 0.22 0.26 129 
TF5.4 0.30 0.74 0.12 0.23 24.40 0.94 0.82 0.26 0.41 133 
TF5.5 0.30 0.86 -0.17 0.21 18.60 1.15 1.32 0.36 0.48 133 
TF5.5A 0.24 0.79 -0.06 0.17 14.40 1.15 1.21 0.35 0.37 135 
TF5.6 0.19 0.75 -0.04 0.13 13.60 0.98 1.02 0.27 0.25 133 
RET5.2 0.32 0.58 0.09 0.19 22.60 0.86 0.77 0.37 0.23 134 
LE5.1 0.28 0.55 0.11 0.19 24.10 0.78 0.67 0.30 0.22 136 
LE5.2 0.31 0.56 0.16 0.20 27.80 0.70 0.54 0.32 0.20 136 
LE5.3 0.22 0.66 0.14 0.17 27.70 0.60 0.46 0.21 0.17 135 
LE5.4 0.24 0.47 0.17 0.18 31.50 0.58 0.41 0.19 0.14 132 
LE5.5 0.20 0.28 0.11 0.13 25.70 0.49 0.38 0.17 0.11 85 
ELI2 0.31 0.44 0.27 0.27 41.10 0.66 0.39 0.16 0.13 106 
LFA01 0.27 0.41 0.23 0.23 41.10 0.57 0.34 0.14 0.12 34 
Average 0.26 0.59 0.07 0.18 25.06 0.78 0.71 0.25 0.24 121 
 
Table 3-3-5b: Summary of Statistics for TN near the Bottom at Selected Stations 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L) 
Model 
Std. 
(mg/L) 
# of 
obs 
TF5.2A 0.24 0.51 -0.05 0.15 20.50 0.72 0.77 0.22 0.25 123 
TF5.3 0.26 0.48 -0.04 0.14 18.50 0.78 0.82 0.26 0.26 127 
TF5.4 0.32 0.74 0.14 0.24 24.70 0.97 0.84 0.28 0.42 131 
TF5.5 0.30 0.82 -0.09 0.20 16.10 1.27 1.36 0.46 0.50 131 
TF5.5A 0.28 0.73 0.02 0.20 15.80 1.26 1.23 0.37 0.38 131 
TF5.6 0.32 0.56 0.11 0.19 16.60 1.16 1.05 0.36 0.26 131 
RET5.2 0.50 0.46 0.30 0.35 32.40 1.08 0.77 0.44 0.23 131 
LE5.1 0.32 0.56 0.19 0.23 27.10 0.85 0.67 0.31 0.23 133 
LE5.2 0.24 0.64 0.15 0.18 27.10 0.66 0.52 0.23 0.20 132 
LE5.3 0.28 0.54 0.20 0.22 33.10 0.65 0.45 0.23 0.16 130 
LE5.4 0.38 0.37 0.21 0.23 37.70 0.61 0.40 0.34 0.13 131 
LE5.5 0.13 0.50 0.07 0.10 23.60 0.44 0.37 0.12 0.10 88 
ELI2 0.25 0.37 0.07 0.22 36.80 0.59 0.38 0.14 0.12 110 
LFA01 0.26 0.53 0.23 0.23 40.80 0.57 0.34 0.11 0.12 33 
Average 0.29 0.56 0.11 0.21 26.49 0.83 0.71 0.28 0.24 119 
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Table 3-3-6a: Summary of Statistics for TP near the Surface at Selected Stations 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L) 
Model 
Std. 
(mg/L) 
# of 
obs 
TF5.2A 0.06 0.52 -0.03 0.04 43.50 0.09 0.12 0.05 0.06 132 
TF5.3 0.06 0.47 -0.03 0.04 47.70 0.09 0.12 0.05 0.06 135 
TF5.4 0.04 0.59 0.02 0.02 22.80 0.10 0.08 0.03 0.03 138 
TF5.5 0.04 0.48 -0.01 0.03 21.90 0.11 0.12 0.04 0.04 136 
TF5.5A 0.05 0.41 0.00 0.03 26.60 0.12 0.11 0.04 0.04 138 
TF5.6 0.15 0.02 -0.01 0.05 43.90 0.11 0.11 0.14 0.05 135 
RET5.2 0.06 0.39 -0.01 0.04 40.60 0.10 0.11 0.05 0.06 137 
LE5.1 0.06 0.38 -0.01 0.03 38.90 0.09 0.10 0.04 0.06 138 
LE5.2 0.04 0.23 -0.01 0.03 35.90 0.08 0.08 0.03 0.04 138 
LE5.3 0.03 0.41 0.00 0.02 24.00 0.07 0.07 0.03 0.02 136 
LE5.4 0.03 0.33 0.01 0.02 26.40 0.06 0.05 0.02 0.02 136 
LE5.5 0.02 0.39 0.01 0.01 17.50 0.05 0.04 0.02 0.01 97 
ELI2 0.02 0.50 0.01 0.02 25.20 0.06 0.06 0.02 0.02 116 
LFA01 0.02 0.83 0.00 0.01 14.10 0.07 0.07 0.03 0.03 34 
Average 0.05 0.43 0.00 0.03 30.64 0.08 0.09 0.04 0.04 125 
 
Table 3-3-6b: Summary of Statistics for TP near the Bottom at Selected Stations 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L) 
Model 
Std. 
(mg/L) 
# of 
obs 
TF5.2A 0.06 0.48 -0.02 0.04 39.10 0.10 0.12 0.06 0.06 130 
TF5.3 0.07 0.38 -0.02 0.04 40.00 0.10 0.12 0.06 0.06 134 
TF5.4 0.05 0.60 0.03 0.03 29.20 0.12 0.09 0.05 0.04 137 
TF5.5 0.11 0.35 0.04 0.06 36.00 0.17 0.12 0.11 0.05 137 
TF5.5A 0.10 0.19 0.04 0.06 38.50 0.16 0.12 0.09 0.04 137 
TF5.6 0.32 0.00 0.07 0.09 51.00 0.19 0.12 0.30 0.06 136 
RET5.2 0.17 0.21 0.09 0.10 51.50 0.20 0.11 0.14 0.06 135 
LE5.1 0.08 0.38 0.03 0.05 40.20 0.13 0.10 0.07 0.06 137 
LE5.2 0.04 0.53 0.01 0.03 30.00 0.09 0.08 0.04 0.04 136 
LE5.3 0.04 0.35 0.02 0.02 30.20 0.08 0.07 0.03 0.02 135 
LE5.4 0.04 0.52 0.02 0.03 34.80 0.07 0.05 0.04 0.02 136 
LE5.5 0.06 0.11 0.03 0.03 42.80 0.06 0.04 0.05 0.01 95 
ELI2 0.03 0.53 0.03 0.02 28.10 0.07 0.06 0.03 0.02 116 
LFA01 0.02 0.56 0.00 0.01 18.70 0.06 0.06 0.02 0.02 33 
Average 0.08 0.37 0.02 0.04 36.44 0.11 0.09 0.08 0.04 124 
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3.3.3 Tidal freshwater region 
 
Station TF5.5 is located in the lower tidal freshwater region near Hopewell and Rice 
Center. Harmful algal blooms frequently occur in this region. The James River widens in 
this area and flow becomes slow and, thus, residence time increases (Shen et al., 2016). 
Consequently, the dynamic condition becomes favorable for algae to bloom (Bukaveckas 
and Barry, 2011) and an algal bloom occurs every year.  The water quality model results 
at Station TF5.5 are shown in Fig. 3-3-1. It can be seen that the model responds to flow 
and nutrient loads and simulates algal concentration variation for these 10 years. 
Although the model missed some years as it overestimated the summer algal bloom in 
1991 and 1995, and it underestimated the summer algal bloom in 1997. The model 
predicted the overall interannual algal variations. It has found that a HAB may occur 
when Chl-a concentration is high. Because only 2 groups of algae were simulated, it is 
expected that the model will miss some events of HABs as this model cannot simulate 
these specific events. One of the reasons is that it is unknown what condition initiated the 
HABs in this region. To catch high algal concentration, the model will over-simulate 
algal when there is a small bloom in the summer, such as in years 1991 and 1995 as there 
are large interannual variations. Based on statistics, the simulated Chl agrees well with 
observations in general (Table 3-3-1). The correlation coefficient is 0.80 and the relative 
difference is 37%. The empirical accumulative curves show that the modeled algal 
distribution is within the range of the observations (Fig. 3-3-2). The comparison of POC 
seems reasonable near the surface, but it appears low near the bottom, which could be 
due to resuspension (Fig. 3-3-1). Model performances at other stations, including TF5.4, 
TF5.5A, and TF5.6, were similar (Table 3-3-1, Appendix B). Overall, the algae 
prediction is satisfactory.  
 
The model prediction of DO shows a good model skill. The correlation coefficient is 
larger than 0.89 at this station. Relative differences are mainly less than 7.1% (Table 3-2) 
near the bottom. The predicted DO distribution matches the observations well (Fig. 3-3-
2). Although the model predictions missed matching a couple of isolated low DO 
observations, overall, the model prediction of DO is satisfactory. 
 
The model predictions of nutrients are within the expected range. It seems that the model 
overpredicted NH4, thus DIN during the early period from 1991-1996 and then matched 
observations in the later period after 1995 and 1998. NH4 decreases during these 10 
years. By examining the model perform at Stations TF5.2a and TF5.3, DIN distribution 
matched model simulation (Appendix B), which indicates that the high DID 
concentration can be affected by point source discharge. The model prediction of NO23 
has a good skill. The correlation coefficient of DIN is 0.70 at the surface at Station TF5.5 
and the relative difference at this station is 30% at the surface. The accumulative curve 
matches NO23 better than NH4. It appears that model overpredicts NH4, which is mainly 
in the early years before 1996. The predictions of PO4 have large relative differences of 
32% and 44%, respectively, at the surface and bottom, but the accumulative distributions 
match the observations well. Because the PO4 distribution does not show a clear seasonal 
variation, the correlation between model predictions and observations is 0.40 at the 
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surface. Relative differences for TN and TP predictions are less than 19% and 22%, 
respectively, at the surface at Station TF5.5. One difference between modeled and 
observed PO4 is that the model seems to underpredict PO4 near the bottom, especially 
during the early period. One of the reasons is due to resuspension of the bottom PO4. 
Because the current model only simulates net settling, the processes associated with 
adsorption, resuspension, and resuspension may not be well-simulated. Another reason is 
due to the use of a constant adsorption rate for the entire James River, whereby more PO4 
can settle to the bottom due to high TSS concentration in the tidal freshwater region. If 
using a different value, it will affect the downstream PO4 concentration model. As the 
algal bloom depends highly on PO4 in the downstream, the low sorption rate was used for 
the entire estuary. The modeled POC and DON are reasonably well-simulated. 
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Figure 3-3-1: Comparison of modeled and observed at Station TF5.5 at surface and 
bottom (triangles are observations, red lines are modeled daily mean values, gray area 
represents daily minimum and daily maximum.) 
 
34 
 
 
 
Figure 3-3-2: Comparison of modeled and observed at Station TF5-5 as accumulative 
distribution (blue lines are modeled mean, maximum, and minimum values and red 
lines are observations)  
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3.3.4 Oligohaline region 
 
The oligohaline region is where salinity changes substantially from low salinity to zero.  
Station RET5.2 is located in this region. In general, the model underpredicted algal at 
their peaks for a couple of events when HABs manifested (Fig. 3-3-3). Predictions for 
other stations are shown in Appendix B. The correlation coefficient is 0.38, but the 
accumulative distribution is closer to the observations (Fig. 3-3-4). The relative 
difference is 46% (Table 3-3-1). Because this location depends on the salinity intrusion 
and is controlled by both freshwater inflow and tide, the model performance is not as 
good as in the tidal freshwater region. 
 
The model prediction of DO does well for both time series plot and accumulative 
distribution. The accumulative distribution is similar to the observations. The correlation 
coefficient is 0.93 at the bottom and the relative difference is 6.1% (Table 3-3-2b).  
 
It appears that the model predicted DIN well at Station RET5.2. Both NO23 and NH4 can 
be simulated well (Fig. 3-3-3). The accumulation distribution agrees with observations. 
The correlation coefficients for DIN are 0.71 and 0.71, respectively, at the surface and the 
bottom. The relative difference is 44% at the surface. Overall, the model predicts well for 
NH4 and NO23. The model overpredicts PO4 at some peaks. Relative errors are 53% and 
37%, respectively, at the surface and the bottom (Tables 3-3-3 and 3-3-4). The 
accumulative distribution of PO4 between model and observations agrees in general.  
 
The prediction of TN is better than that of TP. The relative errors for TN and TP at the 
surface are 23% and 32%, respectively (Tables 3-3-5 and 3-3-6). The prediction near the 
surface is better than that near the bottom. The accumulative distribution agreement of 
TN is better than that of TP. It appears that the discrepancy is the persistent 
underprediction of POC near the bottom, but the DON concentration is reasonable. This 
could be due partially to low input of OC from the Chickahominy River and bottom 
resuspension.    
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Figure 3-3-3: Comparison of modeled and observed at Station RET5.2 at surface and 
bottom (triangles are observations, red lines are modeled daily mean values, and gray 
area represents daily minimum and daily maximum.) 
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Figure 3-3-4: Comparison of modeled and observed at Station RET5.2 as accumulative 
distribution (blue lines are modeled mean, maximum, and minimum values and red 
lines show observations)  
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3.3.5 Mesohaline region 
 
The selected results of model prediction at Station LE5.3 in the mesohaline region are 
shown in Fig. 3-3-5. Predictions for other stations are shown in Appendix B.  In this 
region, the estuary stratification persists over the years. The prediction of algal variation 
is more difficult. The model often misses some bloom events. As there are multiple algal 
species in this region, this can be expected when the model only used 2 algal groups. The 
accumulative distributions are similar between model predictions and observations (Fig. 
3-3-6). The correlation coefficient is about 0.34 and the relative error is about 66.7%. It 
appears the model overpredicts low Chl-a concentration in the late summer. 
 
The model has a good predictive skill for DO. The empirical accumulative curves match 
well in this region. The correlation coefficients are larger than 0.98 near the bottom and 
relative errors are less than 3.4% (Table 3-3-2). It appears that the model predicted both 
stratification and DO consumption well. 
 
Overall, nutrient predictions are fine. The model has a better predictive skill of DIN at 
Station LE5.3. The relative difference for DIN is about 46% and the correlation 
coefficient is 0.81 near the surface. The relative difference of PO4 is about 62% with an R 
value of 0.47 at the surface layer. PO4 is underpredicted between 1991-1996 but it is 
better simulated for the period from 1997-2000 near the surface. The accumulative 
distribution of the predictions matched that of the observations well. The large 
discrepancy is the underprediction of PO4  near the bottom, which could be due 
resuspension from the bottom. Predictions of TN and TP are in the correct range. The 
relative differences of TN are about 28% and 33%, respectively, at the surface and the 
bottom. The relative differences for TP are 24% and 30%, respectively, at the surface and 
the bottom (Table 3-3-6). The TP predictions are lower than observations near the 
bottom, but the accumulative curve (Fig. 3-3-4) agrees well. The model underpredicts 
POC when the phytoplankton concentration is high due to the occurrence of a HAB. 
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Figure 3-3-5: Comparison of modeled and observed at Station LE5.3 at surface and 
bottom (triangles are observations, red lines are modeled daily mean values, gray area 
represents daily minimum and daily maximum.)  
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Figure 3-3-6: Comparison of modeled and observed at Station LE5.3 as accumulative 
distribution (Blue lines are modeled mean, maximum, and minimum values and red 
lines show observations).  
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3.3.6 Nutrient limiting and N:P ratio  
 
It is important to simulate nutrient limiting correctly in order to use the model for nutrient 
reduction and TMDL studies.  We evaluate model performance from two perspectives.  
We plot the comparison of model predictions and observations using a log-plot to 
examine the model predictive skill at nutrient-limiting levels. We also compare the N:P 
ratio of the model simulation against observations. The model uses the nitrogen half-
saturation level of 0.020 mg/L and the phosphorus half-saturation level of 0.0025 mg/L to 
control nutrient up-take. These are 2 critical nutrient levels.  Figs. 3-3-7 to 3-3-9 compare 
model-simulated NH4, NO23, and PO4 against observations in detail for Stations TF5.5, 
RET5.2, and LE5.3. It can be seen that the modeled NH4 value is higher at Station RF5.5, 
but NO23 and DIN values are reasonable. PO4 can catch the low values. Nutrients are not 
limited at Stations TF5.5 and RET5.2, but appear limited at the mesohaline station. Both 
NH4 and NO3 seem to be overpredicted compared to observations when nutrients are low 
at Station RET5.2, although overall model performance is good (Fig. 3-3-3). DIN is 
limited in certain years. Nutrients become limited, especially for DIN for some years. 
PO4 can catch lows, and close to limiting conditions during certain periods of each year. 
The model simulation at Station LE5.3 seems reasonable. In general, nutrients can be 
simulated well (Figure 3-3-9).  
 
Accurate simulation of TN:TP is not an easy task as many factors can affect this ratio. 
The model simulation results of TN:TP ratio are shown in Figure 3-3-10. In general, the 
ratio is within the range of variation of the observations and matches the mean ratio.  
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Figure 3-3-7:  Comparison of modeled and observations for inorganic nutrients (mg/L) 
at Station TF5.5 (Red line is at surface and blue line is at bottom. Downward-pointing 
and upward-pointing triangle symbols are observations at the surface and bottom, 
respectively. Dashed line indicates nutrient limitation level.) 
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Figure 3-3-8:  Comparison of modeled against observations for inorganic nutrients 
(mg/L) at Station RET5.2 (Red line is at surface and blue line is at bottom. Downward-
pointing and upward-pointing triangle symbols are observations at the surface and 
bottom, respectively. Dashed line indicates nutrient-limitation level.) 
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Figure 3-3-9:  Comparison of modeled against observations for inorganic nutrients 
(mg/L) at Station LE5.3 (Red line is at surface and blue line is at bottom. Downward-
pointing and upward-pointing triangle symbols are observations at the surface and 
bottom, respectively. Dashed line indicates nutrient-limitation level.) 
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Figure 3-3-10:  Comparison of modeled against observations for TN:TP ratio  at 
Stations TF5.5. RET5.2, and LE5.5 (Circles are observations and lines are model 
results). 
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3.3.7 Bottom sediment processes  
 
Iris and Stanhope (2014) conducted a bottom sediment flux study for the James River. 
SOD ranges from 17.4-81.22 mmol O2 m
-2d-1 in the tidal fresh region. It ranges from 
9.19-25.34 mmol O2 m
-2d-1 in the mesohaline and polyhaline regions. Summer SOD is 
higher than that in the spring. NH4 flux ranges from -0.04-3.95 mmol N m
-2d-1 in the tidal 
fresh region and from -0.011-3.19 mmol N m-2d-1 in the mesohaline and polyhaline 
regions. NOx ranges from -0.74-0.29 mmol N m
-2d-1 in the tidal fresh region and ranges 
from -0.064-0.1 mmol N m-2d-1 in the mesohaline and polyhaline regions. PO4 flux ranges 
from 0.008-0.14 mmol P m-2d-1 in the tidal fresh region and from 0.038-0.009 mmol N m-
2d-1 in the mesohaline and polyhaline regions.  The model fluxes of SOD and nutrients 
were examined. Because the observations were conducted in 2013 and stations are 
located in the shallow region, a direct comparison is not feasible.  We plot the fluxes at 
selected stations as a qualitative comparison.  
  
The model results are shown in Figs. 3-3-11 to 3-3-13.  The bottom sediment model is 
quite stable and the variations of interannual fluxes do not show a very large fluctuation. 
It can be seen that fluxes are on the same order of magnitude and are within the correct 
range. However, it appears that PO4 fluxes predicted by the model are relatively higher 
than the magnitude of the observations.   
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Figure 3-3-11: Bottom sediment flux at Station TF5.5 
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Figure 3-3-12: Bottom sediment flux at Station RET5.2 
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Figure 3-3-13: Bottom sediment flux at Station LE5.3 
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3.3.8 Model Parameters 
 
The Chesapeake Bay model parameters (Cerco and Cole, 1994) and parameters used 
previously in the James River and Virginia estuaries (Park et al., 1995a; Shen and Kuo, 
1999; Sisson et al., 2011) were used as initial values. We divided the entire estuarine into 
6 regions, an upstream freshwater section (from Richmond to a transect upstream of 
Hopewell), a tidal fresh region (from near Hopewell to upstream of Station TF5.6), a 
mesohaline region (from Station TF5.6 to Station LE5.1), the Chickahominy River, a 
downstream tidal region (from Station LE5.2 to the mouth), and the Elizabeth River. 
Most parameters in these regions are the same, with differences mainly due to algal 
growth, respiration, mortality, and settling rates, light-related coefficients, and CChl 
ratios. Our approach is to use the same model parameters in all areas unless it is 
necessary to use different parameters. Some parameters are determined during the model 
calibration. Consequently, three major groups (tidal freshwater, mesohaline, and 
polyhaline) were used. Because a high correlation exists between model parameters, there 
is no unique set of parameters that can be found (Shen and Kuo, 1998; Shen, 2006).  The 
judgment of model performance is not a straightforward process, especially for multiple 
variables. The key variables we focused on are algae, DO, DIN, PO4, TP, and TN. We 
used multiple quantitative metrics together with visual time series comparisons and 
comparisons of accumulative error plots, and professional judgment as holistic 
judgments. There is no single statistic that can be used to satisfy the assessments for all 
(Cerco et al., 2010).  The parameters used for the model calibration are listed as follows 
in Table 3-3-7. Because cyanobacteria were not used in the model, parameter values 
associated with cyanobacteria are not used in the model.  
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Table 3-3-7: List of model parameters 
Name Description of parameters for ALGAE 
Parameter Values 
Same parameters for all region 
KHNd  nitrogen half-saturation for winter algae group (mg/L) 0.020 
KHNg  nitrogen half-saturation for summer algae group (mg/L) 0.020 
KHPd  phosphorus half-saturation for  winter algae group  (mg/L) 0.0025 
KHPg  phosphorus half-saturation for summer algae (mg/L) 0.0025 
STOX  salinity at which growth is halved for  freshwater algae   0.5 
   Upper  Middle Lower 
KeTSS light extinction for total suspended solids (1/m per g/m3) 0.055 0.035 0.027 
KeCHL light extinction for total suspended chlorophyll (1/m per g/m3) 0.027 0.012 0.022 
KeSat light extinction for CDOM (use salinity as indicator 0 -0.072 -0.072 
Keb background light extinction coefficient (1/m) 0.96 0.96 1.57 
CChld2  carbon-to-chlorophyll ratio for winter algae group (mg C /g Chl) 0.045 0.045 0.055 
CChlg2  carbon-to-chlorophyll ratio for summer algae group (mg C /g Chl) 0.045 0.055 0.055 
    Upper  Middle Lower 
TMd1  lower optimal temperature for  winter algae group (deg C) 16 17 17 
TMd2  upper optimal temperature for  winter algae group (deg C) 20 17 17 
TMg1  lower optimal temperature for  summer algae group (deg C) 22 22 22 
TMg2  upper optimal temperature for  summer algae group (deg C) 22 22 22 
   Upper Middle Lower 
KTG1d  suboptimal   temperature effect coef. for  winter algae group growth 0.0005 0.001 0.002 
KTG2d  superoptimal temperature effect coef. for  winter algae group growth 0.0005 0.001 0.002 
KTG1g  suboptimal   temperature effect coef. for  summer algae group growth 0.001 0.008 0.005 
KTG2g  superoptimal temperature effect coef. for  summer algae group  growth 0.001 0.008 0.005 
 Constant parameters for CARBON   Same parameters for all region 
FCRP  carbon distribution coef. for algae predation: refractory POC 0 
FCLP  carbon distribution coef. for algae predation: labile POC 0.75 
FCDP  carbon distribution coef. for algae predation: DOC 0.25 
FCDd  carbon distribution coef. for  winter algae metabolism 0 
FCDg  carbon distribution coef. for  summer algae group  metabolism 0 
KHRd  half-sat. constant (gO2/m3) for  winter algae DOC excretion 0.5 
KHRg  half-sat. constant (gO2/m3) for  summer algae group   DOC excretion 0.5 
    Same parameters for all regions 
KLC  minimum dissolution rate (1/day) of labile POC  0.05   
KDC  minimum dissolution rate (1/day) of DOC  0.1   
KLCalg  constant relating labile POC dissolution rate to total chla  0   
KDCalg  constant relating DOC dissolution rate to total chla  0   
       
TRHDR  reference temperature for hydrolysis (deg C)  20   
TRMNL  reference temperature for mineralization (deg C)  20   
KTHDR  temperature effect constant for hydrolysis  0.069   
KTMNL  temperature effect constant for mineralization  0.069   
KHORDO  oxic respiration half-sat. constant for D.O. (gO2/m3)  0.5   
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KHDNN  half-sat. constant for denitrification (gN/m3)  0.1   
AANOX  ratio of denitrification rate to oxic DOC respiration rate  0.5   
 Constant parameters for PHOSPHORUS       
FPLP  phos. distribution coef. for algae predation: labile POP  0.2   
FPDP  phos. distribution coef. for algae predation: DOP  0.4   
FPIP  phos. distribution coef. for algae predation: Inorganic P  0.4   
FPRd  phos. distribution coef. of RPOP for winter algae group metabolism  0   
FPRg  phos. distribution coef. of RPOP for  winter algae group  metabolism  0   
FPLd  phos. distribution coef. of LPOP for winter algae group metabolism  0.2   
FPLg  phos. distribution coef. of LPOP for summer algae group metabolism  0.2   
         
FPDd 
 phosphorus distribution coef. of DOP for  winter algae group 
metabolism  0.3   
FPDg 
 phosphorus distribution coef. of DOP for summer algae group 
metabolism  0.3   
FPId  phosphorus distribution coef. of P4T for winter algae group metabolism  0.5   
FPIg 
 phosphorus distribution coef. of P4T for summer algae group 
metabolism  0.5   
KPO4p  partition coefficient for sorbed/dissolved PO4  0.08   
         
KLP  minimum hydrolysis rate (1/day) of LPOP  0.05   
KDP  minimum hydrolysis rate (1/day) of DOP  0.03   
KLPalg  constant relating hydrolysis rate of LPOP to algae  0   
KDPalg  constant relating hydrolysis rate of DOP to algae  0   
  Upper Middle Lower 
CPprm1  constant used in determining algae Phos-to-Carbon ratio 32 32 32 
CPprm2  constant used in determining algae Phos-to-Carbon ratio 95 95 95 
CPprm3  constant used in determining algae Phos-to-Carbon ratio 200 200 200 
 Constant parameters for NITROGEN   Same parameter for all regions 
FNLP  nitrogen distribution coef. for algae predation: LPON  0.3   
FNDP  nitrogen distribution coef. for algae predation: DON  0.4   
FNIP  nitrogen distribution coef. for algae predation: Inorganic N  0.3   
FNRd  nitrogen distribution coef. of RPON for winter algae group metabolism  0   
FNRg  nitrogen distribution coef. of RPON for summer algae group  metabolism  0   
FNLd  nitrogen distribution coef. of LPON for winter algae group metabolism  0.3   
FNLg  nitrogen distribution coef. of LPON for summer algae group  metabolism  0.3   
       
FNDd  nitrogen distribution coef. of DON for winter algae group metabolism  0.4   
FNDg  nitrogen distribution coef. of DON for summer algae group  metabolism  0.4   
FNId  nitrogen distribution coef. of DIN for  winter algae group metabolism  0.3   
FNIg  nitrogen distribution coef. of DIN for summer algae group  metabolism  0.3   
  Upper  Middle Lower 
ANCd  nitrogen-to-carbon ratio for algae diatoms 0.181 0.172 0.154 
ANCg  nitrogen-to-carbon ratio for algae greens 0.181 0.172 0.154 
        
ANDC  mass NO3 reduces per DOC oxidized (gN/gC)  0.933   
rNitM  maximum nitrification rate (gN/m3/day)  0.055   
KHNitDO  nitrification half-sat. constant for D.O.  0.1   
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3.4 Model verification 2005-2013 
 
The model simulations from 2005-2013 were selected as the model verification period. 
The same model parameters used for the model calibration were applied to the period for 
model verification. This implicitly assumes that there is no change for the algal species. 
Therefore, the model might not fit all state variables well. It should be noted that a HAB 
more often occurs in the Elizabeth River and lower James River, which suggests the 
change of algal species.    
KHNitN  nitrification half-sat. constant for NH4  0.1   
TNit  reference temperature for nitrification (degC)  20   
KNit1  suboptimal   temperature effect constant for nitrification  0.0045   
Knit2  superoptimal temperature effect constant for nitrification  0.0045   
 Constant parameters for NITROGEN   Same parameter for all regions 
KLN  minimum hydrolysis rate (1/day) of LPON  0.01   
KDN  minimum hydrolysis rate (1/day) of DON  0.015   
KLNalg  constant relating hydrolysis rate of LPON to algae  0   
KDNalg  constant relating hydrolysis rate of DON to algae  0   
 Constant parameters for COD & DO   Same parameter for all regions 
AOCR  stoichiometric algae oxygen-to-carbon ratio (gO2/gC)  2.67   
AONT  stoichiometric algae oxygen to-nitrate ratio (gO2/gN)  4.33   
KRO  reaeration constant (3.933 for OConnor-Dobbins; 5.32 for Owen-Gibbs)  1.024   
KHCOD  oxygen half-saturation constant for COD decay (mg/L O2)  1.5   
KCD  COD decay rate (per day)  5.5   
TRCOD  reference temperature for COD decay (deg C)  20   
KTCOD  temperature rate constant for COD decay  0.041   
 Spatially/temporally constant ALGAL PARAMETERS Upper  Middle Lower 
Gd1  max. growth rate for winter algae group (1/day) 3.2 2.6 2.8 
Gg1  max. growth rate for summer algae group (1/day) 2.6 2.0 2.0 
PB_d1 Maximum photosynthetic rate ( winter algae )  (g C/g Chla-day) 135 143 154 
PB_g1 Maximum photosynthetic rate ( summer algae )  (g C/g Chla-day) 108 110 110 
d 
Initial slope of production versus irradiance 
Relationship g C/(g Chlamol photons m2) 1.93 2.06 2.17 
g 
Initial slope of production versus irradiance 
Relationship g C/(g Chlamol photons m2) 2.16 2.20 2.20 
BMRd  basal metabolism rate for winter algae group (1/day) 0.07 0.07 0.07 
BMRg  basal metabolism rate for summer algae group  (1/day) 0.08 0.08 0.08 
PRRd  predation rate on winter algae group (1/day) 0.05 0.05 0.08 
PRRg  predation rate on summer algae gropu  (1/day) 0.06 0.03 0.06 
  Spatially/temporally constant SETTLING VELOCITIES Upper Middle Lower 
WSd  settling velocity for winter algae group (m/day) 0.3 0.3 0.5 
WSg  settling velocity for summer algae group (m/day) 0.2 0.2 0.4 
WSlp  settling velocity for labile POM (m/day) 0.5 0.5 0.4 
1computed based on empirical equation of CChl and light extinction coefficient for the calibration.  
 2CChl=30+150exp(-1.18Ke)  [spring] 
 2CChl=30+90exp(-1.19Ke)  [summer] 
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For the simulation period from 2005-2013, the Bay model outputs were available for 
open boundary conditions. The radiation boundary condition was used in the model, in 
which the water quality concentration was driven by a specified open boundary condition 
during the flooding period, while it is controlled by the water quality concentration inside 
the estuary during ebb tide. The model sensitivity test shows that a 10% change of the 
open boundary condition will only slightly change the model results inside the James (see 
sensitivity section).  
 
 
3.4.1 Model statistics 
 
The model statistics for phytoplankton, DO, DIN, DIP, TN, and TP at 14 stations are 
listed in Tables 3-4-1 to 3-4-6, respectively. The root-mean-square error (RMSE), 
correlation coefficient (R), mean difference, absolute difference, relative difference, 
together with the model and observed mean and standard deviations are listed in these 
tables. Station TF5.2 is not included in the table as it is located at the upstream boundary 
and mainly controlled by loading inputs from the watershed model. 
 
For phytoplankton, R values range from 0.15 to 0.86. Stations TF5.2A and TF5.3 have 
low R values. Because these two stations are located upstream of the tidal freshwater 
region where residence time is less than 5 days under a mean flow condition (Shen and 
Lin, 2006), this depends highly on the upstream boundary condition and has no clear 
seasonal variation as shown in Fig. 3-4-1. A low R value can be expected. When the 
channel widens and residence time increases, seasonal variation of the phytoplankton 
bloom is highly controlled by the dynamic condition (Qin and Shen, 2017). It has a clear 
seasonal and interannual variation, and thus R values are relatively high (R=0.68-0.84) 
for Stations TF5.4, TF5.5, and TF5.5A. For the oligohaline, mesohaline, and polyhaline 
regions the model performance is similar, and R values range from 0.12-0.60. The mean 
RMSE is 11.3 g/L. The relative difference has a mean value of 45%. Low relative 
differences are observed in the lower tidal freshwater region and in the polyhaline region. 
The high relative difference occurs in the upper tidal freshwater region. The modeled 
mean difference is -0.17 g/L, indicating that the model-averaged phytoplankton 
concentration is not biased. The modeled mean at each station is close to the observation. 
As the model does not explicitly simulate HABs, the modeled standard deviation is lower 
than that from observations. Because it is difficult to calibrate the model to have good 
agreement between model predictions and observations at each station for Chl-a and for 
all other state variables, the model calibration is seeking to match model performance for 
all state variables. 
 
Fig. 3-4-1 shows surface Chl-a at each station. It can be seen that the model simulates 
Chl-a well in the lower tidal freshwater region. However, the interannual variation cannot 
always be simulated well. For example, the model overestimated Chl-a in 2008 and 
overestimated in 2011 at Stations TF5.4 to TF5.5A. The model simulation of Chl-a in the 
upper tidal freshwater region can be influenced by the boundary condition. The 
interannual variations of TF5.2A and TF5.3 are similar to that of TF5.2, which is located 
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close to the Fall Line, as water movement is much more rapid than that downstream. The 
model overestimated Chl-a at Station TF5.6 from 2005 to 2010, but the range is 
reasonable in later years. A similar distribution of Chl-a can be seen at Station RET5.2. It 
appears that a portion of the algae can be transported from upstream. In the mesohaline 
region, randomly high Chl-a levels have been observed and the high Chl-a does not occur 
at the same time at different stations. These high Chl-a values indicate HABs and may 
not always be observed from monthly surveys. The model cannot simulate these high 
Chl-a events, which will also affect the statistics. The model simulates diatoms and 
dinoflagellates routinely bloom in the James and Chl-a concentration is relatively low 
compared to HABs. The simulation in the tributaries, including Chickahominy River 
(RET5.1A), Elizabeth River (ELI2), and Lafayette River (LFA01), seems reasonable. 
The downstream levels are influenced more by the open boundary condition. Because the 
same model kinetic parameters were used for the period from 1991-2013 and we 
implicitly assume that the environmental conditions and phytoplankton community have 
not changed over these years, the model performance has a good model skill in general 
for a period spanning more than 28 years.     
 
Model simulation of DO has good predictive skill with R values larger than 0.92 and 
relative differences of less than 8% at all stations at the bottom, except Station TF5.4.  
The bottom mean RMSE is 0.98. Overall, DO is simulated well. We noted that more 
carbon is predicted at Station TF5.4, which has a large RMSE value (2.48 mg/L) and a 
low R value compared to other stations. The high concentration of POC from upstream 
due to the deposition of POC as the channel width increases could be one of the factors 
affecting the DO. One of the reasons is that the model grid of the Appomattox River is 
not long enough to include the upstream portion. The OC discharged from the upstream 
has less time to settle down before reaching this station, resulting in high OC 
concentration and consumption of more DO.   
 
Model simulations for both DIN and DIP have mean RMSE values of 0.18 and 0.01 
mg/L, respectively, at the surface. The RMSE values are similar at both the surface and 
the bottom. Mean differences are -0.05 and 0.005 for DIN and DIP, respectively, near the 
surface, indicating that biases are low. Mean relative differences are 51% and 58%, 
respectively, for DIN and DIP at the surface. DIP has a relatively large relative 
difference.  Relative differences for DIN range from 29% to 61% at the surface. 
However, the relative difference near the bottom is larger than that near the surface. The 
relative difference for DIP ranges from 43% to 69% at the surface and from 37% to 82% 
at the bottom. The large relative difference occurs at the tidal freshwater region for DIP 
near the surface. The predictive skill for both DIN and DIP are similar and modeled mean 
and standard deviation values are close to observed mean and standard deviation values. 
 
The model simulation is better for TN than for TP. The relative difference ranges from 
13% to 41% for TN and ranges from 19 to 50% for TP, respectively, at the surface and 
the bottom. Average relative differences for TN and TP, respectively, are 25% and 34% 
at the surface.  
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Table 3-4-1: Summary of Statistics for Algae near Surface at Selected Stations 
 
Station 
RMSE 
(g/L) 
R 
Mean 
Difference 
(g/L) 
Abs. 
Difference 
(g/L) 
Relative 
Difference 
(%) 
Obs. 
Mean 
(g/L) 
Model 
mean 
(g/L) 
Obs. 
Std. 
(g/L) 
Model 
Std. 
(g/L) 
# of 
 
Obs 
TF5.2A 8.46 0.19 2.04 3.93 106.50 3.69 1.65 7.60 2.08 98 
TF5.3 9.51 0.15 3.31 5.13 92.70 5.53 2.22 8.94 2.81 99 
TF5.4 10.54 0.84 -1.22 6.51 34.30 18.98 20.20 18.90 18.48 96 
TF5.5 14.03 0.76 0.46 7.65 33.30 22.98 22.52 21.14 19.29 102 
TF5.5A 13.35 0.68 -3.74 8.73 44.80 19.49 23.23 16.45 15.47 100 
TF5.6 10.21 0.19 -4.89 7.47 111.60 6.69 11.58 7.15 7.04 101 
RET5.2 4.67 0.60 0.58 2.83 35.90 7.88 7.29 5.77 4.11 97 
LE5.1 18.89 0.32 2.28 6.34 63.50 9.99 7.71 19.84 4.81 95 
LE5.2 25.59 0.14 3.68 9.94 76.40 13.00 9.33 25.70 4.69 97 
LE5.3 11.42 0.12 -0.96 5.98 62.10 9.62 10.59 11.10 4.34 99 
LE5.4 7.00 0.29 -1.74 4.54 46.40 9.78 11.52 6.87 3.80 100 
LE5.5 8.93 0.10 -1.33 4.52 41.40 10.90 12.24 8.44 3.65 126 
ELI2 9.32 0.26 0.92 5.77 47.10 12.25 11.33 9.53 4.04 100 
LFA01 6.25 0.37 -1.79 4.17 45.00 9.27 11.06 6.35 3.50 90 
Average 11.30 0.33 -0.17 5.96 60.07 11.43 11.60 12.41 7.01 100 
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Table 3-4-2a: Summary of Statistics for DO near the Surface at Selected Stations 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
Mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L)  
Model 
Std. 
# of  
Obs 
TF5.2A 0.57 0.97 0.00 0.38 3.90 9.73 9.74 2.40 2.48 98 
TF5.3 0.60 0.97 0.01 0.39 4.10 9.46 9.45 2.44 2.51 97 
TF5.4 2.37 0.46 1.33 1.63 16.60 9.86 8.53 1.88 1.92 92 
TF5.5 0.71 0.93 -0.15 0.50 5.20 9.64 9.79 1.88 1.70 98 
TF5.5A 0.78 0.93 -0.25 0.55 5.90 9.43 9.67 2.00 1.89 99 
TF5.6 1.25 0.91 -0.73 0.89 10.80 8.29 9.02 2.43 2.17 99 
RET5.2 0.79 0.94 -0.11 0.60 6.70 8.92 9.03 2.30 2.07 98 
LE5.1 1.01 0.92 -0.47 0.77 8.60 8.90 9.37 2.31 1.97 97 
LE5.2 0.87 0.96 -0.38 0.66 7.50 8.80 9.18 2.56 2.09 100 
LE5.3 0.55 0.98 -0.03 0.35 4.00 8.96 8.98 2.40 2.15 101 
LE5.4 0.54 0.97 0.04 0.34 3.90 8.74 8.70 2.29 2.10 102 
LE5.5 0.74 0.94 0.32 0.40 4.40 9.09 8.76 2.00 1.98 129 
ELI2 0.76 0.95 0.27 0.51 6.10 8.40 8.13 2.19 1.92 89 
LFA01 0.66 0.98 0.11 0.41 4.80 8.52 8.41 2.59 2.16 89 
Average 0.87 0.92 0.00 0.60 6.61 9.05 9.06 2.26 2.08 99 
Table 3-4-2b: Summary of Statistics for DO near the Bottom at Selected Stations 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
Mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L) 
Model 
Std. 
(mg/L) 
# of  
obs 
TF5.2A 0.69 0.97 -0.20 0.46 4.80 9.44 9.64 2.70 2.57 94 
TF5.3 0.65 0.97 -0.18 0.40 4.40 9.21 9.39 2.80 2.69 95 
TF5.4 2.48 0.39 1.15 1.76 18.50 9.49 8.35 2.11 1.89 92 
TF5.5 0.91 0.92 -0.39 0.59 6.40 9.29 9.68 2.11 1.81 98 
TF5.5A 0.83 0.94 -0.38 0.55 6.00 9.25 9.63 2.14 1.96 99 
TF5.6 1.31 0.92 -0.83 0.93 11.40 8.16 8.99 2.59 2.22 99 
RET5.2 0.84 0.94 -0.16 0.62 7.00 8.84 9.00 2.33 2.08 98 
LE5.1 1.16 0.93 -0.67 0.90 10.60 8.51 9.18 2.43 2.00 97 
LE5.2 1.02 0.96 -0.55 0.78 9.50 8.24 8.79 2.65 2.09 99 
LE5.3 0.66 0.97 -0.05 0.40 4.70 8.48 8.53 2.45 2.16 101 
LE5.4 0.90 0.94 -0.09 0.51 6.20 8.19 8.29 2.46 2.10 102 
LE5.5 0.58 0.96 0.16 0.37 4.30 8.57 8.42 2.08 1.91 129 
ELI2 1.13 0.93 0.16 0.83 11.30 7.34 6.66 2.40 2.16 89 
LFA01 0.61 0.98 0.20 0.37 4.40 8.44 8.24 2.56 2.31 89 
Average 0.98 0.91 -0.13 0.68 7.82 8.68 8.77 2.42 2.14 99 
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Table 3-4-3a: Summary of Statistics for DIN near the Surface at Selected Stations 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
Mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L) 
Model 
Std. 
(mg/L) 
# of  
obs 
TF5.2A 0.29 0.70 -0.19 0.21 50.30 0.42 0.61 0.24 0.31 99 
TF5.3 0.30 0.72 -0.21 0.22 48.50 0.46 0.66 0.23 0.31 100 
TF5.4 0.25 0.61 -0.16 0.18 54.40 0.34 0.50 0.23 0.19 95 
TF5.5 0.26 0.73 -0.15 0.18 43.40 0.42 0.57 0.30 0.26 101 
TF5.5A 0.20 0.85 -0.12 0.14 36.50 0.38 0.50 0.28 0.29 100 
TF5.6 0.18 0.77 -0.03 0.13 29.10 0.45 0.48 0.26 0.26 98 
RET5.2 0.19 0.76 -0.10 0.13 41.60 0.32 0.42 0.21 0.24 91 
LE5.1 0.19 0.74 -0.07 0.15 51.90 0.28 0.35 0.20 0.26 90 
LE5.2 0.16 0.61 0.00 0.12 61.40 0.19 0.20 0.14 0.20 93 
LE5.3 0.12 0.60 0.03 0.08 58.90 0.13 0.10 0.12 0.13 94 
LE5.4 0.09 0.51 0.04 0.05 56.40 0.10 0.06 0.09 0.08 92 
LE5.5 0.05 0.65 0.02 0.03 54.30 0.06 0.03 0.06 0.05 126 
ELI2 0.18 0.44 0.11 0.12 65.50 0.19 0.08 0.16 0.07 89 
LFA01 0.14 0.42 0.07 0.09 62.80 0.15 0.08 0.13 0.08 86 
Average 0.18 0.65 -0.05 0.13 51.07 0.28 0.33 0.19 0.20 97 
 
Table 3-4-3b: Summary of Statistics for DIN near the Bottom at Selected Stations 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
Mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L) 
Model 
Std. 
(mg/L) 
# of  
Obs 
TF5.2A 0.30 0.69 -0.19 0.22 51.30 0.42 0.61 0.24 0.32 97 
TF5.3 0.28 0.75 -0.20 0.21 45.90 0.47 0.66 0.24 0.31 100 
TF5.4 0.25 0.58 -0.16 0.18 51.20 0.36 0.51 0.23 0.20 89 
TF5.5 0.23 0.80 -0.15 0.18 42.80 0.41 0.56 0.27 0.27 99 
TF5.5A 0.20 0.85 -0.12 0.14 35.80 0.39 0.50 0.27 0.29 96 
TF5.6 0.18 0.76 -0.03 0.13 29.10 0.45 0.48 0.25 0.26 97 
RET5.2 0.18 0.77 -0.09 0.13 40.60 0.31 0.40 0.21 0.24 88 
LE5.1 0.20 0.67 -0.07 0.16 62.40 0.26 0.33 0.16 0.25 90 
LE5.2 0.18 0.36 -0.02 0.13 83.80 0.15 0.17 0.12 0.19 91 
LE5.3 0.11 0.36 0.03 0.08 68.10 0.11 0.09 0.10 0.10 92 
LE5.4 0.08 0.11 0.03 0.05 71.50 0.07 0.04 0.07 0.04 93 
LE5.5 0.05 0.51 0.02 0.03 56.80 0.05 0.03 0.05 0.03 126 
ELI2 0.15 0.166 0.02 0.12 65.00 0.18 0.09 0.12 0.06 92 
LFA01 0.131 0.39 0.06 0.09 59.50 0.15 0.09 0.12 0.08 87 
Average 0.18 0.55 -0.06 0.13 54.56 0.27 0.33 0.17 0.19 96 
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Table 3-4-4a: Summary of Statistics for PO4 near the Surface at Selected Stations 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
Mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L) 
Model 
Std. 
(mg/L) 
# of  
obs 
TF5.2A 0.01 0.84 0.00 0.01 43.10 0.02 0.02 0.02 0.02 100 
TF5.3 0.01 0.63 0.00 0.01 39.70 0.02 0.02 0.01 0.02 100 
TF5.4 0.01 0.40 -0.01 0.01 63.20 0.01 0.02 0.01 0.01 97 
TF5.5 0.01 0.52 -0.01 0.01 68.20 0.01 0.02 0.01 0.01 103 
TF5.5A 0.01 0.43 -0.01 0.01 68.80 0.01 0.02 0.01 0.01 103 
TF5.6 0.01 0.21 0.00 0.01 43.30 0.02 0.02 0.01 0.01 103 
RET5.2 0.01 0.35 0.00 0.01 43.30 0.02 0.03 0.01 0.01 99 
LE5.1 0.02 0.12 0.00 0.01 52.20 0.02 0.02 0.01 0.01 98 
LE5.2 0.02 0.21 0.01 0.02 61.10 0.02 0.02 0.02 0.01 99 
LE5.3 0.02 0.45 0.01 0.01 57.90 0.02 0.01 0.02 0.01 99 
LE5.4 0.01 0.62 0.01 0.01 53.90 0.02 0.01 0.01 0.01 101 
LE5.5 0.01 0.84 0.00 0.01 51.40 0.01 0.01 0.01 0.00 126 
ELI2 0.02 0.71 0.01 0.02 69.00 0.02 0.01 0.02 0.01 100 
LFA01 0.02 0.66 0.01 0.01 64.70 0.02 0.01 0.02 0.01 92 
Average 0.01 0.50 0.00 0.01 55.70 0.02 0.02 0.01 0.01 101 
 
 
Table 3-4-4b: Summary of Statistics for PO4 near the Bottom at Selected Stations 
 
 
  
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
Mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L) 
Model 
Std. 
(mg/L) 
# of  
obs 
TF5.2A 0.02 0.81 0.01 0.01 54.50 0.02 0.01 0.03 0.01 98 
TF5.3 0.01 0.66 0.01 0.01 45.50 0.02 0.01 0.01 0.01 100 
TF5.4 0.01 0.48 0.00 0.00 38.40 0.01 0.01 0.01 0.01 95 
TF5.5 0.01 0.51 0.00 0.00 37.80 0.01 0.01 0.01 0.01 102 
TF5.5A 0.01 0.36 0.00 0.00 42.90 0.01 0.01 0.01 0.01 101 
TF5.6 0.01 0.20 0.01 0.01 42.60 0.02 0.01 0.01 0.01 102 
RET5.2 0.01 0.26 0.01 0.01 45.20 0.02 0.02 0.01 0.01 98 
LE5.1 0.02 0.01 0.01 0.02 63.10 0.03 0.01 0.01 0.01 97 
LE5.2 0.02 0.08 0.01 0.02 72.70 0.02 0.01 0.02 0.01 98 
LE5.3 0.02 0.33 0.01 0.01 68.80 0.02 0.01 0.01 0.01 99 
LE5.4 0.02 0.46 0.01 0.01 69.50 0.02 0.01 0.01 0.00 102 
LE5.5 0.01 0.70 0.01 0.01 73.30 0.01 0.00 0.01 0.00 126 
ELI2 0.03 0.59 0.01 0.02 82.10 0.03 0.01 0.03 0.00 100 
LFA01 0.03 0.41 0.02 0.02 79.00 0.02 0.01 0.02 0.00 92 
Average 0.02 0.42 0.01 0.01 58.24 0.02 0.01 0.01 0.01 101 
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Table 3-4-5a: Summary of Statistics for TN near the Surface at Selected Stations 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
Mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L) 
Model 
Std. 
(mg/L) 
# of  
obs 
TF5.2A 0.24 0.52 -0.07 0.15 21.00 0.69 0.76 0.21 0.24 128 
TF5.3 0.22 0.62 -0.05 0.13 17.30 0.77 0.82 0.22 0.26 129 
TF5.4 0.30 0.74 0.12 0.23 24.40 0.94 0.82 0.26 0.41 133 
TF5.5 0.30 0.86 -0.17 0.21 18.60 1.15 1.32 0.36 0.48 133 
TF5.5A 0.24 0.79 -0.06 0.17 14.40 1.15 1.21 0.35 0.37 135 
TF5.6 0.19 0.75 -0.04 0.13 13.60 0.98 1.02 0.27 0.25 133 
RET5.2 0.32 0.58 0.09 0.19 22.60 0.86 0.77 0.37 0.23 134 
LE5.1 0.28 0.55 0.11 0.19 24.10 0.78 0.67 0.30 0.22 136 
LE5.2 0.31 0.56 0.16 0.20 27.80 0.70 0.54 0.32 0.20 136 
LE5.3 0.22 0.66 0.14 0.17 27.70 0.60 0.46 0.21 0.17 135 
LE5.4 0.24 0.47 0.17 0.18 31.50 0.58 0.41 0.19 0.14 132 
LE5.5 0.20 0.28 0.11 0.13 25.70 0.49 0.38 0.17 0.11 85 
ELI2 0.31 0.44 0.27 0.27 41.10 0.66 0.39 0.16 0.13 106 
LFA01 0.27 0.41 0.23 0.23 41.10 0.57 0.34 0.14 0.12 34 
Average 0.26 0.59 0.07 0.18 25.06 0.78 0.71 0.25 0.24 121 
 
 
Table 3-4-5b: Summary of Statistics for TN near the Bottom at Selected Stations 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
Mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L) 
Model 
Std. 
(mg/L) 
# of  
obs 
TF5.2A 0.29 0.79 -0.21 0.22 31.30 0.69 0.90 0.29 0.33 87 
TF5.3 0.27 0.82 -0.19 0.20 26.40 0.77 0.96 0.30 0.34 86 
TF5.4 0.24 0.61 -0.11 0.16 18.50 0.87 0.98 0.23 0.26 85 
TF5.5 0.27 0.60 -0.14 0.19 18.90 0.99 1.13 0.29 0.20 87 
TF5.5A 0.24 0.62 -0.14 0.17 18.60 0.92 1.07 0.24 0.18 85 
TF5.6 0.26 0.56 -0.12 0.19 21.60 0.86 0.98 0.28 0.18 77 
RET5.2 0.20 0.57 -0.04 0.13 18.00 0.72 0.77 0.23 0.20 87 
LE5.1 0.22 0.55 -0.01 0.15 22.30 0.68 0.68 0.24 0.21 77 
LE5.2 0.34 0.38 0.07 0.19 29.80 0.62 0.56 0.35 0.19 81 
LE5.3 0.16 0.46 0.05 0.11 21.20 0.51 0.46 0.14 0.15 86 
LE5.4 0.14 0.26 0.06 0.10 20.70 0.48 0.42 0.11 0.11 83 
LE5.5 0.11 0.11 0.05 0.08 19.10 0.43 0.39 0.08 0.07 124 
ELI2 0.30 0.27 0.05 0.22 36.00 0.62 0.40 0.22 0.09 80 
LFA01 0.23 0.11 0.16 0.17 29.40 0.57 0.41 0.16 0.09 85 
Average 0.23 0.48 -0.04 0.16 23.70 0.69 0.72 0.22 0.18 86 
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Table 3-4-6a: Summary of Statistics for TP near the Surface at Selected Stations 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
Mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L) 
Model 
Std. 
(mg/L) 
# of  
obs 
TF5.2A 0.04 0.73 -0.02 0.03 42.50 0.06 0.08 0.03 0.05 83 
TF5.3 0.05 0.62 -0.03 0.03 45.90 0.06 0.09 0.03 0.05 87 
TF5.4 0.03 0.59 0.00 0.01 18.60 0.08 0.08 0.02 0.03 88 
TF5.5 0.04 0.48 -0.01 0.02 25.30 0.08 0.09 0.02 0.04 87 
TF5.5A 0.04 0.32 -0.01 0.02 29.10 0.08 0.09 0.03 0.04 83 
TF5.6 0.05 0.26 -0.02 0.03 47.00 0.07 0.09 0.02 0.05 98 
RET5.2 0.05 0.14 -0.01 0.03 36.20 0.08 0.09 0.02 0.05 94 
LE5.1 0.04 0.12 -0.01 0.03 39.30 0.07 0.08 0.02 0.04 94 
LE5.2 0.04 0.01 -0.01 0.02 39.70 0.06 0.07 0.03 0.03 94 
LE5.3 0.04 0.12 0.01 0.02 32.00 0.06 0.05 0.03 0.02 90 
LE5.4 0.03 0.14 0.01 0.01 28.10 0.05 0.04 0.03 0.01 88 
LE5.5 0.01 0.69 0.00 0.01 22.30 0.04 0.03 0.02 0.01 125 
ELI2 0.03 0.50 0.02 0.02 36.40 0.06 0.04 0.03 0.01 87 
LFA01 0.04 0.32 0.02 0.02 37.30 0.06 0.04 0.03 0.01 87 
Average 0.04 0.36 0.00 0.02 34.26 0.06 0.07 0.03 0.03 92 
 
Table 3-4-6b: Summary of Statistics for TP near the Bottom at Selected Stations 
 
Station 
RMSE 
(mg/L) 
R 
Mean 
Difference 
(mg/L) 
Abs. 
Difference 
(mg/L) 
Relative 
Difference 
(%) 
Obs. 
Mean 
(mg/L) 
Model 
mean 
(mg/L) 
Obs. 
Std. 
(mg/L) 
Model 
Std. 
(mg/L) 
# of  
obs 
TF5.2A 0.04 0.69 -0.01 0.02 34.20 0.07 0.08 0.04 0.05 87 
TF5.3 0.04 0.65 -0.02 0.03 38.60 0.07 0.08 0.04 0.05 90 
TF5.4 0.03 0.47 0.01 0.02 22.80 0.09 0.08 0.03 0.03 85 
TF5.5 0.06 0.50 0.03 0.04 32.40 0.12 0.10 0.06 0.04 86 
TF5.5A 0.05 0.63 0.02 0.03 25.30 0.11 0.09 0.05 0.04 81 
TF5.6 0.08 0.30 0.04 0.05 40.00 0.13 0.09 0.08 0.05 97 
RET5.2 0.11 0.10 0.06 0.08 49.80 0.15 0.10 0.09 0.05 94 
LE5.1 0.07 0.06 0.02 0.05 42.70 0.11 0.08 0.05 0.04 93 
LE5.2 0.04 0.02 0.01 0.03 37.30 0.07 0.07 0.03 0.03 92 
LE5.3 0.04 0.13 0.02 0.03 37.70 0.07 0.05 0.04 0.02 91 
LE5.4 0.04 0.12 0.02 0.02 36.40 0.06 0.04 0.03 0.01 90 
LE5.5 0.01 0.59 0.01 0.01 25.30 0.03 0.03 0.01 0.01 124 
ELI2 0.03 0.55 0.01 0.02 36.10 0.06 0.04 0.03 0.01 92 
LFA01 0.04 0.29 0.02 0.02 35.60 0.06 0.04 0.03 0.01 88 
Average 0.05 0.36 0.02 0.03 35.30 0.09 0.07 0.04 0.03 92 
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Figure 3-4-1: Comparison of modeled and observed Chl-a near the surface (triangles 
are observations, red line shows model simulation prediction, and gray shading area 
indicates daily variation). 
 
Compression of model statistics between model calibration and verification is listed in 
Tables 3-4-7 to 3-4-9 for Chl-a, DIN, and DIP.  For Chl-a there is no obvious difference 
between model calibration and verification. However, the mean difference at Stations 
TF5.5A and TF5.6 is larger for model verification than for model calibration. It appears 
the Chl-a is overestimated at these 2 stations. The relative difference is larger at Stations 
TF5.6 and LE5.2 for the model verification period than for the model calibration period. 
 
DIN simulations seem slightly better for the model calibration period than for the 
verification period, but model performances are not even at each station. Model skill is 
different at different stations. There is not much difference for DIP. Overall, the model 
has similar skill for both the model calibration and verification periods. 
 
Table 3-4-7: Comparison of statistics for model calibration (1991-2000) and verification 
(2005-2013) for Chl-a (surface).  
 
  
Calib
. Verif. Calib. Verif. Calib. Verif. Calib. Verif. 
Station  RMSE (g/L)  R  
Mean Difference 
(g/L) 
Relative 
Difference (%) 
TF5.2A 8.57 8.46 -0.10 -0.19 -0.71 2.04 121.90 106.50 
TF5.3 9.70 9.51 -0.08 0.15 0.72 3.31 105.40 92.70 
TF5.4 12.40 10.54 0.82 0.84 1.48 -1.22 32.70 34.30 
TF5.5 14.47 14.03 0.80 0.76 -2.27 0.46 37.60 33.30 
TF5.5A 18.87 13.35 0.69 0.68 -0.56 -3.74 38.40 44.80 
TF5.6 12.61 10.21 0.27 0.19 -1.19 -4.89 64.70 111.60 
RET5.2 12.61 4.67 0.38 0.60 1.94 0.58 45.90 35.90 
LE5.1 7.72 18.89 0.23 0.32 -0.62 2.28 57.80 63.50 
LE5.2 15.33 25.59 0.53 0.14 1.17 3.68 74.20 76.40 
LE5.3 11.15 11.42 0.34 0.12 -1.13 -0.96 66.70 62.10 
LE5.4 6.39 7.00 0.53 0.29 -3.04 -1.74 59.20 46.40 
LE5.5 5.65 8.93 0.65 0.10 -2.43 -1.33 40.30 41.40 
Average 11.29 11.88 0.42 0.33 -0.55 -0.13 62.07 62.41 
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Table 3-4-8a: Comparison of statistics for model calibration and verification (2005-
2013) for DIN (surface).  
 
  Calib. Verif. Calib. Verif. Calib. Verif. Calib. Verif. 
Station  RMSE (g/L)  R  
Mean Difference 
(g/L) 
Relative Difference 
(%) 
TF5.2A 0.21 0.29 0.38 0.70 -0.03 -0.19 36.90 50.30 
TF5.3 0.22 0.30 0.51 0.72 -0.02 -0.21 34.00 48.50 
TF5.4 0.19 0.25 0.59 0.61 0.04 -0.16 39.30 54.40 
TF5.5 0.25 0.26 0.70 0.73 -0.10 -0.15 29.90 43.40 
TF5.5A 0.24 0.20 0.69 0.85 -0.02 -0.12 29.70 36.50 
TF5.6 0.22 0.18 0.65 0.77 0.01 -0.03 30.30 29.10 
RET5.2 0.20 0.19 0.71 0.76 -0.02 -0.10 43.90 41.60 
LE5.1 0.18 0.19 0.71 0.74 0.01 -0.07 44.20 51.90 
LE5.2 0.14 0.16 0.78 0.61 0.05 0.00 42.60 61.40 
LE5.3 0.12 0.12 0.81 0.60 0.07 0.03 45.70 58.90 
LE5.4 0.11 0.09 0.73 0.51 0.07 0.04 51.60 56.40 
LE5.5 0.08 0.05 0.69 0.65 0.04 0.02 58.50 54.30 
Average 0.18 0.19 0.66 0.69 0.01 -0.08 40.55 48.89 
 
Table 3-4-8b: Comparison of statistics for model calibration and verification (2005-
2013) for DIN (bottom).  
 
  Calib. Verif. Calib. Verif. Calib. Verif. Calib. Verif. 
Station  RMSE (g/L)  R  
Mean Difference 
(g/L) 
Relative Difference 
(%) 
TF5.2A 0.22 0.30 0.44 0.69 -0.03 -0.19 37.00 51.30 
TF5.3 0.22 0.28 0.53 0.75 -0.02 -0.20 32.40 45.90 
TF5.4 0.21 0.25 0.54 0.58 0.04 -0.16 41.10 51.20 
TF5.5 0.25 0.23 0.69 0.80 -0.12 -0.15 30.10 42.80 
TF5.5A 0.23 0.20 0.67 0.85 -0.03 -0.12 29.00 35.80 
TF5.6 0.21 0.18 0.63 0.76 0.00 -0.03 29.60 29.10 
RET5.2 0.19 0.18 0.71 0.77 -0.03 -0.09 43.70 40.60 
LE5.1 0.17 0.20 0.72 0.67 0.00 -0.07 44.20 62.40 
LE5.2 0.15 0.18 0.64 0.36 0.03 -0.02 57.40 83.80 
LE5.3 0.11 0.11 0.70 0.36 0.05 0.03 51.20 68.10 
LE5.4 0.11 0.08 0.39 0.11 0.06 0.03 63.50 71.50 
LE5.5 0.05 0.05 0.37 0.51 0.03 0.02 57.90 56.80 
Average 0.17 0.19 0.59 0.60 0.00 -0.08 43.09 53.28 
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Table 3-4-9a: Comparison of statistics for model calibration and verification for DIP 
(surface).  
 
  Calib. Verif. Calib. Verif. Calib. Verif. Calib. Verif. 
Station  RMSE (g/L)  R  
Mean Difference 
(g/L) 
Relative Difference 
(%) 
TF5.2A 0.03 0.01 0.34 0.84 0.02 0.00 62.90 43.10 
TF5.3 0.03 0.01 0.34 0.63 0.02 0.00 56.60 39.70 
TF5.4 0.02 0.01 0.31 0.40 0.01 -0.01 50.90 63.20 
TF5.5 0.02 0.01 0.30 0.52 0.01 -0.01 44.10 68.20 
TF5.5A 0.01 0.01 0.36 0.43 0.01 -0.01 45.10 68.80 
TF5.6 0.01 0.01 0.13 0.21 0.01 0.00 45.30 43.30 
RET5.2 0.01 0.01 0.38 0.35 0.00 0.00 37.10 43.30 
LE5.1 0.02 0.02 0.29 0.12 0.01 0.00 49.60 52.20 
LE5.2 0.02 0.02 0.36 0.21 0.02 0.01 61.50 61.10 
LE5.3 0.02 0.02 0.47 0.45 0.01 0.01 61.80 57.90 
LE5.4 0.02 0.01 0.51 0.62 0.01 0.01 66.90 53.90 
LE5.5 0.01 0.01 0.54 0.84 0.01 0.00 75.00 51.40 
Average 0.02 0.01 0.36 0.47 0.01 0.00 54.73 53.84 
 
Table 3-4-9b: Comparison of statistics for model calibration and verification for DIP 
(bottom).  
 
  Calib. Verif. Calib. Verif. Calib. Verif. Calib. Verif. 
Station  RMSE (g/L)  R  
Mean Difference 
(g/L) 
Relative Difference 
(%) 
TF5.2A 0.03 0.02 0.34 0.81 0.02 0.01 62.90 54.50 
TF5.3 0.03 0.01 0.34 0.66 0.02 0.01 56.60 45.50 
TF5.4 0.02 0.01 0.31 0.48 0.01 0.00 50.90 38.40 
TF5.5 0.02 0.01 0.30 0.51 0.01 0.00 44.10 37.80 
TF5.5A 0.01 0.01 0.36 0.36 0.01 0.00 45.10 42.90 
TF5.6 0.01 0.01 0.13 0.20 0.01 0.01 45.30 42.60 
RET5.2 0.01 0.01 0.38 0.26 0.00 0.01 37.10 45.20 
LE5.1 0.02 0.02 0.29 0.01 0.01 0.01 49.60 63.10 
LE5.2 0.02 0.02 0.36 0.08 0.02 0.01 61.50 72.70 
LE5.3 0.02 0.02 0.47 0.33 0.01 0.01 61.80 68.80 
LE5.4 0.02 0.02 0.51 0.46 0.01 0.01 66.90 69.50 
LE5.5 0.01 0.01 0.54 0.70 0.01 0.01 75.00 73.30 
Average 0.02 0.01 0.36 0.40 0.01 0.01 54.73 54.53 
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3.4.2 Tidal fresh region 
 
Station TF5.5 is located in the lower tidal freshwater region near Hopewell and the Rice 
Center. Harmful algal blooms frequently occur in this region. The James River widens in 
this area and flow becomes slow and, thus, residence time increases.  The phytoplankton 
is well-simulated at this station (Fig. 3-4-2). The other stations in this region (TF5.4 and 
TF5.5A) are also well-simulated (Fig. 3-4-1). The model missed peak bloom in 2011, but 
overpredicted for 2008. The correlation coefficient is 0.76 and the RMSE is 14.0 g/L. 
The accumulative distribution of model simulation is close to the observations, but it 
seems overpredicted Chl-a around concentrations of 90 g/L. The surface POC is 
simulated well near the surface, but the model underpredicted POC near the bottom. The 
current model only simulates the net settling of POC and it does not account for 
resuspension of POC near the bottom, which could be one of the reasons for the 
underprediction of POC near the bottom. Plots of other stations are included in Appendix 
C. 
 
The model prediction of DO shows a good model skill. The correlation coefficient is 
larger than 0.93 at this station. RMSE is 0.91 g/L near the bottom. Relative differences 
are mainly less than 6% (Table 3-4-2). The predicted DO distribution matches the 
observations well (Fig. 3-4-2). The accumulative distribution of model predictions is 
close to the observations (Fig. 3-4-3).  Although the model predictions missed matching a 
couple of isolated low DO observations, overall, the model prediction of DO is 
satisfactory. 
 
The model predictions of nutrients have a good model skill. DIN is simulated well at both 
surface and bottom. The correlation coefficient of DIN is 0.73 at the surface at Station 
TF5.5 and the relative difference at this station is 43.4% at the surface. Both model 
simulations of NH4 and NO23 reveal a good model skill. The accumulative curve matches 
NO23 better than that of NH4. NH4 seems overpredicted when its concentration is high. 
The predictions of PO4 have relatively large relative differences of 68.2% and 37.8%, 
respectively, at the surface and bottom, but the accumulative distribution shows that the 
model underpredicted observations well. Because the PO4 distribution does not show a 
clear seasonal variation, the correlation between model predictions and observations is 
0.52 at the surface. Relative differences for TN and TP predictions are less than 18.9% 
and 32.4%, respectively, at the surface at Station TF5.5. The modeled POC and DON are 
reasonably well-simulated. 
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Figure 3-4-2: Comparison of modeled and observed at Station TF5.5 at surface and 
bottom (triangles are observations, red lines are modeled daily mean values, gray area 
represents daily minimum and daily maximum.) 
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Figure 3-4-3: Comparison of modeled and observed at Station TF5.5 as accumulative 
distribution (blue lines are modeled mean, maximum, and minimum values and red 
lines are observations.)  
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3.4.3 Oligohaline region 
 
 
The oligohaline region is where salinity changes substantially from low salinity to zero.  
Station RET5.2 is located in this region. In general, the model Chl-a well for the 
simulation period (Fig. 3-4-4). The correlation coefficient for Chl-a is 0.6 and the RMSE 
is 4.67 g/L, one of the few stations with low RMSE in the James. The relative difference 
is 36%, which is on the same as lower freshwater stations. The accumulative distribution 
of model predictions is close to the observations (Fig. 3-4-5). Because this location 
depends on the salinity intrusion and is controlled by both freshwater inflow and tide, the 
model performance is not as good as in the tidal freshwater region. By examining the 
POC, the model simulation is within the range of the variation. The surface POC is 
simulated well. The weakness is that the model underpredicts POC near the bottom, 
which is partially caused by resuspension of bottom POC and this station is located near 
the salinity intrusion limit and the resuspension of suspended sediments and POC occurs 
more frequently. Plots of other stations are included in Appendix C. 
 
The model prediction of DO does well for both plots of time series and the accumulative 
distribution. The accumulative distribution is similar to the observations. The correlation 
coefficient is 0.94 at the bottom and the relative difference is 7.0% (Table 3-4-2b). The 
RMSE is 0.84 mg/L at the bottom.  
 
It appears that the model predicted DIN well at Station RET5-2. The simulation of NO23 
is better than NH4 (Fig. 3-4-4). The accumulation distribution is close to that of the 
observations. The correlation coefficients for DIN are 0.85 and 0.86, respectively, at the 
surface and the bottom. The relative difference is 42.0% at the surface and 40.6% at the 
bottom (Table 3-4-3). Overall, the model predicts NH4 and NO23. The model over-
predicts PO4 at some peaks. Relative errors are 43.0% and 45%, respectively, at the 
surface and the bottom (Tables 3-4-4). The accumulative distribution of PO4 shows that 
the model predicted PO4 well in general, but underpredicted PO4 slightly near the bottom. 
 
The prediction of TN is better than that of TP. The relative errors for TN and TP at the 
surface are 22% and 36%, respectively, for TN and TP (Tables 3-4-5 and 3-4-6). The 
prediction near the bottom is better than that near the surface for TN, with a relative error 
of 18% for TN. Accumulative distribution agreement of TN is better than that of TP, but 
both are similar. It appears that the discrepancy is the underprediction of POC at peak 
Chl-a concentration, but the DON concentration is reasonable. This could be due partially 
to low input of OC from the Chickahominy River and bottom resuspension.    
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Figure 3-4-4: Comparison of modeled and observed at Station RET5.2 at surface and 
bottom (triangles are observations, red lines are modeled daily mean values, and gray 
area represents daily minimum and daily maximum.) 
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Figure 3-4-5: Comparison of modeled and observed at Station RET5.2 as accumulative 
distribution (blue lines are modeled mean, maximum, and minimum values and red 
lines are observations.)  
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3.4.4 Mesohaline region 
 
The selected results of model prediction at Station LE5.3 in the mesohaline region are 
shown in Fig. 3-4-6. Predictions for other stations are shown in Appendix B. In this 
region, the estuary stratification persists over the years. The prediction of algal variation 
is more difficult. The model often misses some algal bloom events. As there are multiple 
algal species in this region, this can be expected when the model only used 2 algal 
groups. The accumulative distributions are similar between model predictions and 
observations (Fig. 3-4-7). The correlation coefficient is about 0.12 and the relative error 
is about 62.9%. The model simulates a slightly higher low Chl-a concentration in late 
summer, which is also shown in accumulative predictions. The range of algal simulation 
is less than observation as the model does not simulate HABs directly. Plots of other 
stations are included in Appendix C. 
 
The model has a good predictive skill for DO. The empirical accumulative curves match 
well in this region. The correlation coefficients are larger than 0.97 near the bottom and 
relative errors are less than 4.7% (Table 3-3-2). It appears that the model predicted both 
stratification and DO consumption well. 
 
Overall, nutrient predictions are fine. The model has similar predictive skills for DIN and 
DIP at Station LE5.3. The relative difference for DIN is about 58.9% and the correlation 
coefficient is 0.6 near the surface. The relative difference of PO4 is about 68.9% with an 
R value of 0.33 at the surface layer. PO4 seems underpredicted. The accumulative 
distribution of the predictions also shows the underprediction of NH4. The relative 
differences in TN and TP are about 27.7% and 32.0%, respectively, at the surface. Model 
predictions of TN and TP are better than those for DIN and DIP. The model successfully 
predicted POC near the surface, but underpredicts POC near the bottom.  
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Figure 3-4-6: Comparison of modeled and observed at Station LE5.3 at surface and 
bottom (triangles are observations, red lines are modeled daily mean values, and gray 
area represents daily minimum and daily maximum.) 
 
 
97 
 
 
Figure 3-4-7: Comparison of modeled and observed at Station LE5.3 as accumulative 
distribution (blue lines are modeled mean, maximum, and minimum values and red 
lines are observations).  
 
 
 
 
 
98 
 
3.4.5 Nutrient limiting and N:P ratio  
 
It is important to simulate nutrient limiting correctly in order to use the model for nutrient 
reduction and TMDL study.  We evaluate model performance from two perspectives.  
We plot the comparison of model predictions and observations using a log-plot to 
examine the model predictive skill at nutrient-limiting levels. We also compare the N:P 
ratio of the model simulation against observations. The model uses the nitrogen half-
saturation level of 0.015 mg/L and the phosphorus half-saturation level of 0.0015 mg/L to 
control nutrient up-take. These are 2 critical nutrient levels.   
 
Figs. 3-4-8 to 3-4-10 compare model-simulated NH4, NO23, and PO4 against observations 
in detail for Stations TF5.5, RET5.2, and LE5.3. It can be seen that PO4 is not limited at 
Station TF5.5. The DIN is not limited for most of the time. Comparing NH4 and NO23 to 
the observations, it shows that low nutrient level close to the observation but does not 
simulate very low nutrients. At Station RET5.2, PO4 is not limited, and DIN is almost not 
limited, but NH4 limiting occurs more often. However, the model does not simulate low 
NH4. The model simulation of NO23 is closer to matching values of observations. At 
Station LE5.3, PO4 is almost not limited, but DIN is more limited. The model simulation 
of PO4 is lower compared to the high values of PO4, but close to low PO4 concentrations. 
For DIN, the model also predicted low concentration, but close to low concentration. The 
simulation of NH4 and NO23 is similar, but the model simulation of NO23 is better than 
that of NH4. 
 
Accurate simulation of TN:TP is not an easy task as many factors can affect this ratio. 
The model simulation results of TN:TP ratio are shown in Figure 3-4-11. In general, the 
ratio is within the range of variation of the observations. The mean model TN:TP ratio is 
higher at Stations TF5.5 and LE5.3, but lower at Station RET5.2. 
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Figure 3-4-8:  Comparison of modeled and observations for inorganic nutrients (mg/L) 
at Station TF5.5 (Red line is at surface and blue line is at bottom. Downward-pointing 
and upward-pointing triangle symbols are observations at the surface and bottom, 
respectively. Dashed line indicates nutrient-limitation level.) 
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Figure 3-4-9:  Comparison of modeled and observations for inorganic nutrients (mg/L) 
at Station RET5.2 (Red line is at surface and blue line is at bottom. Downward-pointing 
and upward-pointing triangle symbols are observations at the surface and bottom, 
respectively. Dashed line indicates nutrient-limitation level.) 
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Figure 3-4-10:  Comparison of modeled and observations for inorganic nutrients 
(mg/L) at Station LE5.3 (Red line is at surface and blue line is at bottom. Downward-
pointing and upward-pointing triangle symbols are observations at the surface and 
bottom, respectively. Dashed line indicates nutrient-limitation level.) 
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Figure 3-4-11:  Comparison of modeled predictions against observations for TN:TP 
ratio  at Stations TF5.5, RET5.2, and LE5.5 (Circles are observations and red lines are 
model results.). 
 
3.4.6 Carbon Fixation  
 
The USEPA Chesapeake Bay monitoring program included mainstem Stations TF5.5, 
RET5.2, and LE5.5 and the upper Elizabeth River Station SBE5 for 2007 through 2009. 
However, these data were obtained from laboratory measurements with optical light 
without nutrient limitations. These data can be used for an additional check on the model 
calibration by comparing observed estimates of carbon fixation rates versus model 
estimates. It was difficult to fully determine the light exposures used for the USEPA 
productivity incubations, since we compare model results of total carbon fixation and 
adjusted value for maximum carbon fixation based mean value assuming the production 
follows a sine curve, which gives the maximum daily value as /2 of mean value.  
 
The model underestimates the maxima observed carbon production at Station TF5.5 (Fig. 
3-4-12), particularly the early summer values in 2007-2009, for Station TF5.5. Although 
the model-simulated carbon production is a lower land Lab. measurement, the production 
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is high and daily maximum value can be 0.40 g-C/m3/hr. The later year production is 
lower than that of 2007-2009. The estimated value is about 2 g-C/m3/hr. This value is 
close to the measurements near the Rice Center measured by Paul Bukaveckas (pers. 
comm.) The model underestimates the maxima observed at Station RET5.2 and the 
model simulation appears to be much lower. Modeled daily values range from 0.06-0.06 
g-C/m3/hr over the 2009-2013 period. Estimated adjusted values range from 0.07-0.1 g-
C/m3/hr. This station is located near the turbidity maximum and light is often limited. 
Model simulated production is lower at this station. However, model simulated POC 
matches observations well at this station near the surface. The model simulations of 
production at Stations LE5.3 and inside the Elizabeth River compare favorably to the data 
in 2007-2009. Modeled carbon fixations 0.08-0.19 g-C/m3/hr and estimated maximum 
value ranges from 0.13-0.28 g-C/m3/hr over the 2009-2013 period at Station LE5.5.  Paul 
Bukaveckas did a measurement in 2011 at Station LE5.1 with a value of 0.04 g-C/m3/hr. 
The model simulation is about 0.06 g-C/m3/hr (Fig. 3-4-12). 
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Figure 3-4-12:  Comparison modeled and measured carbon fixation (blue lines are 
modeled daily averaged carbon fixation, red lines are estimated modeled fixation, and 
‘x’ is lab. measurement).  
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3.4.7 Dataflow data 
  
Besides fixed station measurements, dataflow surveys have been conducted for a number 
of years in the James River by DEQ and HRSD. An example of the track of dataflow is 
shown in Fig. 3-4-13. It is very challenging to compare model simulation to dataflow data 
as Chl-a concentration measured by dataflow can have large variations even though 
observation stations are very close due to the nature of the patchiness of phytoplankton 
distribution as shown in the example in Fig. 3-4-13. Currently, DEQ has selected more 
than 140 stations that are located within the model grid area to compare model results 
against dataflow data (Fig. 3-4-14) for the assessment to include large coverage of the 
dataflow. There are fewer data in the upstream of the James River, whereas more data are 
available downstream. An example of a model-data comparison is shown in Fig. 3-4-15. 
We selected some stations located in the polyhaline, mesohaline, oligohaline, and tidal 
freshwater regions.  In general, dataflow data has large variations with both high and low 
Chl-a concentrations compared to the daily averaged model results. Because the model 
did not simulate HABs, it can be expected that the model fails to simulate high Chl-a 
concentration in summer in the mesohaline and polyhaline regions during HAB events. It 
can also be seen that the current model predicted slightly higher than the low 
concentration of Chl-a detected by dataflow data, a difference of about 5 g/L. In order to 
simulate HABs associated high Chl-a concentration, explicitly simulating HABs is 
needed in the future.   
 
The annual geo-mean of dataflow and model during summer and spring were computed 
and a comparison of the results at some stations are shown in Figs. 3-4-16 and 3-4-17, 
respectively. The tidal freshwater stations are not presented as there are very limited data. 
It can be seen that there is a bias between model and observations as model calibration is 
relatively high for the downstream of James. The trend of variation seems to agree at 
some stations. 
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Figure 3-4-13:  Example of dataflow observation. 
 
 
Figure 3-4-14:  Selected locations of dataflow observation for comparing model 
simulations. 
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Figure 3-4-15: Example of comparison of model simulation against dataflow data in 
different regions of the James River (JMSTFU: tidal freshwater, JMSOH: oligohaline, 
JMSMH:mesohaline, JMSPH:polyhaline).  
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Figure 3-4-16: Comparison of annual mean of model simulation against dataflow data 
(summer). 
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Figure 3-4-17: Comparison of annual mean of model simulation against dataflow data 
(spring). 
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4. Model uncertainty analysis 
 
There are large uncertainties associated with model boundary, loading, and model kinetic 
parameters. We conducted some model sensitivity tests to gain better knowledge as to 
how sensitive the model prediction is with respect to model parameters. Some results are 
presented and discussed in this section.  
4.1 Sensitivity of simulation of phytoplankton  
   
Unlike the approach of using an empirical equation for CChl for the simulation of 
phytoplankton, the fixed CChl ratio was applied to the previous model simulation, for 
which the CChl will vary for summer and winter seasons, but the ratios are fixed and 
derived from the observations of POC and Chl-a. The difference is that the CChl ratio 
will not change during the nutrient reduction run and as the Chl-a concentration becomes 
lower (Fig. 3-1-3). It is important to know that a different approach will result in different 
results. The ratio applied to the model varies for winter and summer for different regions 
based on data analysis and adjusted slightly through model calibration. CChl (mg/mg) 
values used for the model are listed as follows: 
 
 
 
 
 
 
 
A comparison of model results (2005-2013) for phytoplankton is shown in Figs. 4-1-1 to 
4-1-3. The comparison of statistics of two model simulations is listed in Tables 4-1-1 to 
4-1-3 for Chl a, DIN, and DIP, respectively. It should be noted that, with the use of a 
different model to simulate phytoplankton, the model parameters need some adjustment 
for the model calibration. It can be considered as a different calibration. Therefore, the 
comparison is not exactly a one-to-one comparison. It suggests that the model can be 
calibrated with a different approach to model the CChl ratio.  
 
It can be seen that also the Chl-a concentration using the varying CChl ratio calibrated 
relatively high Chl-a concentration compared to the model calibration using a fixed CChl 
ratio. The calibration is subjective as one can also calibrate the fixed ratio model to a high 
Chl-a concentration. When the model matches the high Chl-a concentration, it will 
overestimate the period when the bloom is low. Interannual variation patterns are similar 
so does the over statistics. Table 4-1-1 lists statistics for two model simulations. It can be 
seen that there are no significant differences in these two model simulations. The 
distribution of nutrients does not show substantial differences statistically. Comparing the 
statistics for two model results, the performance of the two models is very similar. The 
mean difference shows that Chl-a is less bias for using varying ratio, but the relative 
difference is slightly large. No substantial difference for RMSE and R values for 2 model 
simulations as performance is different at different stations. By careful comparison of 
statistics and time series plots and kinetic process, the calibration using the varying CChl 
Region Winter Summer 
Tidal freshwater 45 60 
Oligohaline 55 60 
Mesohaline 55 60 
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ratio seems more reasonable as it represents the change of carbon to the Chl-a ratio when 
algal concentration changes.  
 
 
Figure 4-1-1: Comparisons of model simulations using different models for simulating 
phytoplankton at Station TF5.5 (top panel uses time-varying CChl and bottom panel 
uses fixed CChl) 
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Figure 4-1-2: Comparisons of model simulations using different model for simulating 
phytoplankton at Station RET5.3 (top panel uses time-varying CChl and bottom panel 
uses fixed CChl) 
 
 
 
 
Figure 4-1-3: Comparisons of model simulations using different model for simulating 
phytoplankton at Station LE5.3 (top panel uses time-varying CChl and bottom panel 
uses fixed CChl) 
Table 4-1-1: Comparison of statistics for two model simulations (Chl-a).  
 
  M-21 M-12 M-2 M-1 M-2 M-1 M-2 M-1 
Station  
RMSE 
(g/L) R  
Mean Difference 
(g/L) 
Relative Difference 
(%) 
TF5.2A 8.40 8.46 -0.20 -0.19 2.29 2.04 102.20 106.50 
TF5.3 9.70 9.51 0.10 0.15 3.72 3.31 93.30 92.70 
TF5.4 10.89 10.54 0.82 0.84 1.75 -1.22 36.80 34.30 
TF5.5 15.75 14.03 0.71 0.76 5.22 0.46 38.10 33.30 
TF5.5A 13.16 13.35 0.62 0.68 0.55 -3.74 46.90 44.80 
TF5.6 8.90 10.21 0.32 0.19 -4.25 -4.89 100.80 111.60 
RET5.2 5.55 4.67 0.49 0.60 2.43 0.58 40.90 35.90 
LE5.1 19.24 18.89 0.45 0.32 4.89 2.28 59.00 63.50 
LE5.2 24.97 25.59 0.37 0.14 5.66 3.68 66.20 76.40 
LE5.3 11.11 11.42 0.16 0.12 0.89 -0.96 51.10 62.10 
LE5.4 6.44 7.00 0.37 0.29 0.27 -1.74 33.30 46.40 
LE5.5 8.38 8.93 0.21 0.10 0.83 -1.33 32.40 41.40 
Average 11.87 11.88 0.37 0.33 2.02 -0.13 58.42 62.41 
1Fixed CChl ratio. 2Varying CChl ratio. 
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Table 4-1-2a: Comparison of statistics for two model simulations for DIN (surface).  
 
 
  M-2 M-1 M-2 M-1 M-2 M-1 M-2 M-1 
Station  
RMSE 
(mg/L) R  
Mean Difference 
(mg/L) 
Relative Difference 
(%) 
TF5.2A 0.22 0.21 0.38 0.38 -0.03 -0.02 37.10 36.80 
TF5.3 0.23 0.22 0.50 0.51 -0.03 -0.02 34.40 33.90 
TF5.4 0.20 0.20 0.62 0.58 0.08 0.08 42.60 42.90 
TF5.5 0.29 0.19 0.66 0.79 -0.14 -0.06 35.80 24.30 
TF5.5A 0.26 0.21 0.64 0.76 -0.06 0.03 33.80 25.20 
TF5.6 0.23 0.20 0.63 0.76 -0.02 0.07 32.20 29.50 
RET5.2 0.26 0.19 0.56 0.76 -0.10 0.01 60.80 40.70 
LE5.1 0.22 0.18 0.58 0.73 -0.07 0.02 54.60 43.60 
LE5.2 0.13 0.14 0.74 0.78 0.00 0.05 42.80 43.40 
LE5.3 0.12 0.12 0.78 0.80 0.05 0.07 43.80 46.40 
LE5.4 0.10 0.11 0.71 0.72 0.06 0.07 48.80 54.20 
LE5.5 0.08 0.08 0.68 0.70 0.04 0.04 59.80 59.00 
Average 0.19 0.17 0.62 0.69 -0.02 0.03 43.88 39.99 
 
Table 4-1-2b: Comparison of statistics for two model simulations for DIN (bottom).  
 
  M-2 M-1 M-2 M-1 M-2 M-1 M-2 M-1 
Station  
RMSE 
(mg/L) R  
Mean Difference 
(mg/L) 
Relative Difference 
(%) 
TF5.2A 0.22 0.22 0.38 0.43 -0.03 -1.38 37.10 -0.02 
TF5.3 0.23 0.22 0.50 0.54 -0.03 -0.02 34.40 32.10 
TF5.4 0.20 0.22 0.62 0.55 0.08 0.10 42.60 46.10 
TF5.5 0.29 0.24 0.66 0.68 -0.14 -0.12 35.80 30.30 
TF5.5A 0.26 0.23 0.64 0.67 -0.06 -0.02 33.80 29.20 
TF5.6 0.23 0.21 0.63 0.64 -0.02 0.00 32.20 29.80 
RET5.2 0.26 0.19 0.56 0.68 -0.10 -0.03 60.80 45.60 
LE5.1 0.22 0.17 0.58 0.70 -0.07 -0.01 54.60 44.70 
LE5.2 0.13 0.15 0.74 0.64 0.00 0.03 42.80 57.80 
LE5.3 0.12 0.11 0.78 0.69 0.05 0.05 43.80 52.80 
LE5.4 0.10 0.11 0.71 0.37 0.06 0.06 48.80 65.70 
LE5.5 0.08 0.04 0.68 0.37 0.04 0.02 59.80 53.80 
Average 0.19 0.17 0.62 0.58 -0.02 -0.11 43.88 40.66 
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Table 4-1-3a: Comparison of statistics for two model simulations for DIP (Surface).  
  M-2 M-1 M-2 M-1 M-2 M-1 M-2 M-1 
Station  
RMSE 
(mg/L) R  
Mean Difference 
(mg/L) 
Relative Difference 
(%) 
TF5.2A 0.03 0.03 0.39 0.34 0.02 -0.98 48.50 0.02 
TF5.3 0.02 0.03 0.34 0.35 0.01 0.02 46.50 57.10 
TF5.4 0.01 0.02 0.18 0.23 0.00 0.01 49.10 55.80 
TF5.5 0.01 0.02 0.32 0.30 0.00 0.01 37.80 44.80 
TF5.5A 0.01 0.01 0.39 0.35 0.00 0.01 37.90 45.40 
TF5.6 0.01 0.01 0.17 0.13 0.00 0.01 47.90 45.80 
RET5.2 0.02 0.01 0.26 0.38 -0.01 0.00 83.40 37.80 
LE5.1 0.02 0.02 0.51 0.34 -0.01 0.01 49.00 47.70 
LE5.2 0.02 0.02 0.61 0.41 0.00 0.02 35.10 60.00 
LE5.3 0.01 0.02 0.71 0.49 0.00 0.01 33.70 60.50 
LE5.4 0.01 0.02 0.70 0.52 0.01 0.01 40.30 65.30 
LE5.5 0.01 0.01 0.73 0.57 0.00 0.01 33.40 72.80 
Average 0.02 0.02 0.44 0.37 0.00 -0.07 45.22 49.42 
 
Table 4-1-3b: Comparison of statistics for two model simulations for DIP (Bottom).  
 
  M-2 M-1 M-2 M-1 M-2 M-1 M-2 M-1 
Station  
RMSE 
(mg/L) R  
Mean Difference 
(mg/L) 
Relative Difference 
(%) 
TF5.2A 0.03 0.03 0.35 0.34 -0.95 -0.98 0.02 0.02 
TF5.3 0.03 0.03 0.35 0.35 0.02 0.02 56.50 57.10 
TF5.4 0.02 0.02 0.14 0.23 0.01 0.01 54.80 55.80 
TF5.5 0.02 0.02 0.26 0.30 0.01 0.01 40.80 44.80 
TF5.5A 0.01 0.01 0.31 0.35 0.01 0.01 42.00 45.40 
TF5.6 0.01 0.01 0.10 0.13 0.01 0.01 45.10 45.80 
RET5.2 0.01 0.01 0.35 0.38 0.00 0.00 42.40 37.80 
LE5.1 0.01 0.02 0.56 0.34 0.01 0.01 35.80 47.70 
LE5.2 0.02 0.02 0.66 0.41 0.01 0.02 46.50 60.00 
LE5.3 0.02 0.02 0.68 0.49 0.01 0.01 47.60 60.50 
LE5.4 0.02 0.02 0.68 0.52 0.01 0.01 55.40 65.30 
LE5.5 0.01 0.01 0.64 0.57 0.01 0.01 66.00 72.80 
Average 0.02 0.02 0.42 0.37 -0.07 -0.07 44.41 49.42 
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4.2 Sensitivity of model response to nutrient loading reduction 
 
The evaluation of model performance is a difficult task. Currently, the approach is a 
combination of comparing model statistics, virtual comparison, and professional 
judgment. Besides the time series comparison, the accumulation distribution, the primary 
production, the benthic flux of nutrients is also used for model skill evaluation. However, 
we do not have good data for primary production and this can only be evaluated 
quantitatively. As there is no one method that can be used to evaluate model performance 
and the model performance varies at different stations for different state variables, the 
overall evolution is subjective. Although different model calibrations can have a very 
similar model skill based on statistics, the model response to nutrient reduction can be 
different. We, therefore, investigate the response of the model calibration to nutrient 
reduction.  
 
We compared the model response to load reduction for using fixed CChl and by varying 
CChl ratio conducting a model simulation for load reduction of E3 scenario (a scenario 
meaning Everything, Everywhere, by Everyone, or the maximum level of efforts of 
nutrient reduction). The difference between E3 and the baseline condition is shown in 
Figure 4-2-1. It can be seen the model response to the load reduction is different. It 
appears that the Chl-a concentration decreases more when using varying CChl. Chl-a 
concentration decreases at Station TF5.5, followed by RET5.2, and LE5.3. Less 
difference occurs at Station LE5.3.  
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Figure 4-2-1: Comparison of model response to load reduction at three selected 
stations (model 1 uses fixed CChl a ratio and model 2 uses time-varying CChl a ratio).  
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It is unclear whether the difference is due to using a different approach of CChl or due to 
a different calibration. We conducted model experiments by comparing results from two 
model runs with different growth rates. Another sensitivity run was conducted by 
reducing the growth rate by 10%. The average difference of bias is about 1 g/L and the 
bias is different at different stations. Overall, by reducing 10% of the growth rate, the 
model seems under the predicted mean. It has a relatively high mean bias of 1.28 g/L 
compared to baseline calibration which has a mean bias of -0.13 g/L (Table 4-2-1). A 
comparison of model simulation is shown in Figure 4-2-2. It can be seen that the Chl-a 
concentration decrease slightly when the growth rate was decreased by 10%. Two model 
simulations do not show substantial difference statistically, but overall, the baseline is 
better based mean RMSE, R, and mean bias. 
 
We conducted a reduction of E3 and compared the model response to nutrient reduction 
(Figs. 4-2-3 to 4-3-5). It can be seen that when the model underpredicted Chl-a 
concentration, the decrease in Chl-a concentration decreases for the same amount of 
loading reduction. The difference ranges from 5-8% in the tidal freshwater region and 
less than 5% in the mesohaline region. These results suggest that response to loading 
reduction differs for different model approaches. Using varying CChl is sound. The 
uncertainty introduced in model calibration will affect the model reduction, but the 
impact is not very large.  
 
Table 4-2-1: Comparison of model calibration for Chl-a 
 
1reduce growth rate by 10% 
2model calibration 
 
 M-1
1 M-22 M-1 M-2 M-1 M-2 M-1 M-2 
Station  
RMSE 
(g/L) R  
Mean Difference 
(g/L) 
Relative Difference 
(%) 
TF5.2A 8.46 8.46 -0.19 -0.19 2.06 2.04 106.40 106.50 
TF5.3 9.73 9.51 0.06 0.15 3.51 3.31 95.40 92.70 
TF5.4 11.09 10.54 0.82 0.84 2.48 -1.22 37.20 34.30 
TF5.5 15.31 14.03 0.72 0.76 3.76 0.46 36.10 33.30 
TF5.5A 13.36 13.35 0.62 0.68 0.12 -3.74 47.00 44.80 
TF5.6 8.75 10.21 0.20 0.19 -2.71 -4.89 90.30 111.60 
RET5.2 5.33 4.67 0.50 0.60 1.68 0.58 37.70 35.90 
LE5.1 19.55 18.89 0.22 0.32 3.36 2.28 63.10 63.50 
LE5.2 26.04 25.59 0.06 0.14 4.59 3.68 76.60 76.40 
LE5.3 11.44 11.42 0.09 0.12 -0.65 -0.96 60.60 62.10 
LE54 6.95 7.00 0.29 0.29 -1.54 -1.74 44.50 46.40 
LE5.5 8.87 8.93 0.11 0.10 -1.24 -1.33 40.50 41.40 
Average 12.07 11.88 0.29 0.33 1.28 -0.13 61.28 62.41 
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Figure 4-2-2: Comparison of model calibrations and model response to changing Chl-a 
to load reduction at Station TF5.5 (top panel is calibration results and bottom panel is 
the simulation by reducing growth rate by 10%) 
  
 
 
 
Figure 4-2-3: Comparison of model simulation and response to load reduction for 
different model calibrations at Station TF5.5 (top panel blue line is calibration result 
and rad line is simulation by reduce growth rate by 10%). 
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Figure 4-2-4: Comparison of model simulation and response to load reduction for 
different model calibrations at Station RET5.2 (top panel blue line is calibration result 
and rad line is simulation by reduce growth rate by 10%). 
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Figure 4-2-5: Comparison of model simulation and response to load reduction for 
different model calibrations at Station LE5.2 (top panel blue line is calibration result 
and rad line is simulation by reduce growth rate by 10%). 
 
 
4.3 Sensitivity of open boundary condition 
 
The specification of open boundary conditions can affect the model predictions in the 
tidal water region near the mouth. A sensitivity run is conducted by reducing the nitrogen 
and phosphorus, respectively by 10%.  Comparisons of the model simulation with a 10% 
reduction of nitrogen at the mouth and original the model simulation are shown in Figs. 
4-3-1 to 4-3-3. For this simulation, nutrient species of PON, DON, NH4, and NO3 are all 
reduced by 10%.  It can be seen that a 10% reduction of nutrient inputs from the open 
boundary has a minor change at Station LE5.5 at the mouth. DIN was changed by about 
6.6% while the change in Chl-a was less than 1%. The impact decreases further upstream. 
There is 3% change in DIN at Station LE5.3 and 1% change at Station LE5.2. The Chl-a 
change is about 1.5% at both Stations LE5.4 and LE5.3. The impact on Chl-a is lower 
than on nutrients. Overall, the impact of nitrogen near the mouth due to change at the 
open boundary is on the same range.  
 
Comparisons of model simulation with a 10% reduction of phosphorus at the mouth and 
original model simulation are shown in Figs. 4-3-4 to 4-3-6. For this simulation, POP, 
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DOP, and PO4 all were reduced by 10%.  It can be seen that a 10% reduction of nutrient 
inputs from the open boundary has a minor change at Station LE5.5 at the mouth. PO4 
was changed by about 7% while the change in Chl-a was less than 1%. The impact 
decreases further upstream. There is a 4% change in PO4 at Station LE5.3 and a 2% 
change at Station LE5.2. The Chl-a change is less than 1.0% at both Stations LE5.4 and 
LE5.3. The impact on Chl-a is lower than on nutrients. Overall, the impact of phosphorus 
near the mouth due to change at the open boundary is about the same range.  
 
Figure 4-3-1: Comparison of model simulation of phytoplankton due to a 10% decrease 
of the open boundary nitrogen concentration at Station LE5.5. 
 
Figure 4-3-2: Comparison of model simulation of phytoplankton due to a 10% decrease 
of the open boundary nitrogen concentration at Station LE5.4. 
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Figure 4-3-3: Comparison of model simulation of phytoplankton due to a 10% decrease 
of open boundary nitrogen concentrations (PON, DON, NH4, NO3) at Station LE5.3. 
 
 
 
Figure 4-3-4: Comparison of model simulation of phytoplankton due to a 10% decrease 
of open boundary phosphorus concentrations (POP, DOP, PO4) at Station LE5.5. 
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Figure 4-3-5: Comparison of model simulation of phytoplankton due to a 10% decrease 
of open boundary phosphorus concentrations (POP, DOP, PO4) at Station LE5.4. 
 
 
Figure 4-3-6: Comparison of model simulation of phytoplankton due to a 10% decrease 
of open boundary phosphorus concentrations (POP, DOP, PO4) at Station LE5.3. 
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4.4 Sensitivity of nutrient half-saturation parameter 
 
The sensitivity of nutrient half-saturation concentration is tested for both N and P. The 
model simulations using half-saturation N between 0.02 and 0.015 were conducted. 
Comparisons of the results are shown in Figs. 4-4-1 at Stations TF5.5, RET5.2, and 
LE5.3. It can be seen that the largest change in DIN is at Station LE5.3 that is about 
3.5%. The change in Chl-a is less than 1.2% for all stations. That changes if N half-
saturation has less impact on the model results. 
 
The model simulations using half-saturation P between 0.0015 and 0.0025 were 
conducted. A comparison of the results is shown in Figs. 4-4-2 at Stations TF5.5, 
RET5.2, and LE5.3. It can be seen that the change in PO4 is less than 6% at Station 
TF5.5. The change in PO4 is less than 3% at Stations RET5.2 and LE5.3. However, the 
change in Chl-a can be as large as 12% and 14% at Stations RET5.2 and TF5.5, 
respectively. The change in Chl-a at Station LE5.3 is less than 2%. It can be seen that 
using a different half-saturation concentration has a large impact in the tidal freshwater 
and oligohaline regions, but has less impact in the downstream.  
 
Although Chl-a has a large change in the tidal freshwater region, the change is relative 
and the absolute change is still not very large. Therefore, it does not affect the model 
calibration based on statistical measures. To understand if these changes will affect the 
results of nutrient reduction, we selected the WIP2 scenario and conducted the same test 
using a different half-saturation concentration for P.  A comparison of the difference in 
reduction is shown in Fig. 4-4-3.  It can be seen that the impact is different in different 
regions. In the tidal freshwater region, an increase of half-saturation concentration 
decreases the reduction impact on Chl-a.  Chl-a concentration at Station TF5.5 decreases 
by about 5%. At RET5.2, the increase and decrease in Chl-a reduction occur, but the 
impact is less than 2%. At downstream LE5.3, the increase and decrease in reduction 
effect for Chl-a can be observed, but the impact is about 1%. It can be seen that a 
relatively large impact on Chl-a occurs in the tidal freshwater region. When using low 
half-saturation concentration, the model calibration tends to reach low P limiting, which 
has a relatively large impact on Chl-a. 
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Figure 4-4-1: Comparison of model simulation of phytoplankton using different half-
saturation nitrogen parameters at Stations TF5.5, RET5.2, and LE5.3 for the baseline 
condition (blue lines use low half-saturation N and rad lines use high half-saturation 
N) 
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Figure 4-4-2: Comparison of model simulation of phytoplankton using different half-
saturation phosphorus parameters at Stations TF5.5, RET5.2, and LE5.3 for the 
baseline condition(blue lines use low half-saturation N and rad lines use high half-
saturation P) 
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Figure 4-4-3: Comparison of impact of using different half-saturation concentration of 
P on impact of reduction on Chl-a at Stations TF5.5, RET5.2, and LE5.3 for the baseline 
condition. 
 
4.5 Model parameter sensitivity 
 
To understand the parameter uncertainty, a series of model sensitivity tests for model key 
parameters was conducted. We computed the model response to any parameter revised by 
change of selected parameters by 5%. The sensitivity matrix (A) was computed and the 
correlation of parameters and parameter uncertainty was estimated (Shen, 2006). The 
correlations among parameters are listed in Table 4-5-1. It can be seen that there are high 
correlations among many parameters, indicating that parameters are not independent and 
that it is difficult to find a unique set of model parameters (Shen, 2006). The inverse of 
(AA’) is an estimation of model parameter uncertainty, which is shown in Figure 4-5-1. 
A large value indicates uncertainty for a parameter. It can be seen that the model is 
sensitive to the half-saturation values of  N and P (HN and HP), respiration rates (Rg and 
Rd), light extension coefficient (ke), and nitrogen dissolution rate (KDN) compared to 
other parameters. Large uncertainties are associated with settling velocity and nutrient 
reaction rates for phosphorus (KDP and KLP). Model parameters have larger uncertainty 
for the growth rate compared to the respiration and mortality rate.  
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Figure 4-5-1: Parameter uncertainty. 
 
Table 4-5-1: Correlations among selected model parameters  
 
  
 
 
We plot the difference between sensitivity run and baseline. As we only increase 
parameters by 5%, the change is minor. The average percentage change is shown on the 
top of each figure.  
 
 
HN 
1 
HP 
2 
Gd 
3 
Gg 
4 
Rd 
5 
Rg 
6 
Md 
7 
Mg 
8 
Selt d 
9 
Selt g 
10 
Ke 
11 
C:Nd 
12 
C:Ng 
13 
Selt Pom 
14 
KDN 
15 
KLN 
16 
KDP 
17 
KLP 
18 
1 1 0.38 0.16 0.75 0.76 0.41 0.76 0.03 0.26 0.74 0.67 0.62 0.81 0.30 0.47 0.89 0.33 0.58 
2  1 0.81 0.52 0.29 0.28 0.42 0.55 0.15 0.50 0.69 0.31 0.14 0.39 0.62 0.33 0.34 0.13 
3   1 0.22 0.13 0.64 0.05 0.77 0.54 0.18 0.47 0.27 0.39 0.23 0.60 0.03 0.43 0.11 
4    1 0.90 0.50 0.95 0.24 0.41 0.99 0.95 0.14 0.59 0.16 0.61 0.91 0.50 0.88 
5     1 0.70 0.98 0.13 0.65 0.92 0.76 0.22 0.75 0.04 0.40 0.90 0.56 0.81 
6      1 0.59 0.63 0.47 0.50 0.31 0.41 0.72 0.13 0.30 0.54 0.52 0.69 
7       1 0.03 0.59 0.97 0.85 0.15 0.68 0.08 0.53 0.92 0.51 0.81 
8        1 0.23 0.19 0.39 0.33 0.34 0.01 0.79 0.10 0.06 0.12 
9         1 0.49 0.15 0.01 0.54 0.27 0.26 0.55 0.63 0.45 
10          1 0.92 0.13 0.62 0.13 0.60 0.92 0.48 0.83 
11           1 0.02 0.36 0.34 0.64 0.77 0.30 0.76 
12            1 0.78 0.63 0.16 0.43 0.23 0.20 
13             1 0.47 0.13 0.83 0.58 0.62 
14              1 0.18 0.21 0.31 0.12 
15               1 0.58 0.31 0.39 
16                1 0.57 0.80 
17                 1 0.78 
18                                   1 
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The change of nitrogen half-saturation is shown in Fig. 4-5-2. The 5% increase of half-
saturation concentration will result in a change of 2% for Chl-a concentration and 3% for 
nitrogen at Station LE5.2 (Fig. 4-5-2). The change is more pronounced at the lower 
James where nutrients become limited. Changes at other stations are less than at this 
station. 
 
 
Figure 4-5-2: Difference of model simulations by increase half-saturation of nitrogen 
by 5%. 
 
 
The change of growth rates of green algae (summer group) by 5% can result in a 12.8% 
change in Chl-a concentration and 7% in DIN and DIP at Station RET5.2 (Fig. 4-5-3). 
The change in the tidal freshwater is less than 6% at Station TF5.5. The model is more 
sensitive to green algae (summer group) compared to the winter group.  
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Figure 4-5-3: Difference of model simulations by increasing the growth rate for green 
algae by 5%. 
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Increasing the respiration rate of green algae can result in a 4% change in Chl-a 
concentration and 2% DIN and DIP at Station RET5.2 (Fig. 4-5-4). The changes at other 
stations are less than at RET5.2. Changing the respiration rate for diatoms by increasing 
the respiration rate only changed less than 1% of algae concentration. As high algal 
concentration occurred in summer, it is more sensitive to changing the growth rate for the 
summer group.  
 
 
 
 
Figure 4-5-4: Difference of model simulations by increasing the growth rate for green 
algae respiration rate by 5%. 
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An increased mortality rate of green algae can result in a 2% change in Chl-a 
concentration and 1% changes in DIN and DIP at Station LE5.1 (Fig. 4-5-5). The 
changes at other stations are less than at Station LE5.1. Changing the mortality rate for 
diatoms by increasing the respiration rate only changed the algae concentration by less 
than 1%. As high algal concentration occurred in summer, it is more sensitive to change 
the growth rate for the summer group.  
 
 
Figure 4-5-5: Difference of model simulations by increasing the mortality rate of green 
algae (summer group) by 5%. 
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Increasing the coefficient of Chl-a in the light function to compute ‘ke’ can result in a 
3.6% decrease in Chl-a concentration and increases in DIN and DIP by 1.8% and 2.8%, 
respectively, at Station TF5.5 (Fig. 4-5-6). As algal growth is sensitive to light, the ‘ke’ 
value is sensitive to algal growth. 
 
 
 
 
Figure 4-5-6: Difference of model simulations by increasing Chl-a-related ‘ke’ 
coefficient by 5%. 
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5. Summary  
 
The eutrophication model developed for the James River is based on the James River 
model developed in 2016, which was calibrated and verified using the watershed loading 
developed by Tetra Tech. The current model uses USEPA Phase 6 latest loading, which 
provides an updated bay watershed model, included nonpoint source, point source, bank 
erosion, atmospheric deposition. Because the new loading is different from the 2016 
loading, the eutrophication model has been recalibrated for the 1991-2000 period and 
verified for the 2005-2013 period. The open boundary condition for the calibration and 
verification periods use the model output from the Chesapeake Bay 3D water quality and 
sediment transport model. 
 
The main change of the model kinetics is to use the varying carbon to Chl-a ratio (CChl), 
which is the function of light attenuation based on the publication by Cerco and Nole 
(2004). The rationale of this approach is the consideration that CChl will increase as the 
Chl-a concentration decreases due to nutrient reduction, which would affect the Chl-a 
concentration when converting organic carbon unit to Chl-a.  
 
The model calibration focuses on 1991-2000 monthly data, which is a representative of 
long-term water quality conditions. There are many water quality state variables. The 
focus of the model calibration is on the algae, DIN, DIP, and DO, which are important 
water quality state variables for water quality assessment. While the water quality model 
cannot be considered a perfect model, it does capture some of the key features of 
phytoplankton chlorophyll observed in the various reaches of the James River Estuary as 
judged by combined qualitative and quantitative skill measures. The results of model 
calibration and verification indicate that the model is robust for the long-term water 
quality simulation in the James River. The model has a good predictive skill for seasonal 
and interannual variations of algae and DO.  
 
In general, the model simulated the interannual algal variation in the lower tidal 
freshwater region, which suggests that the model simulates both water transport and 
biological processes well and is able to simulate algal blooms in this region although the 
model may miss some bloom events which are caused by HABs. Moving downstream, 
the model has similar predictive skills in both the oligohaline and mesohaline regions. 
The model prediction skill decreases in the mesohaline and polyhaline regions.  One of 
the reasons is that we only model 2 algal groups. It may not be possible to simulate 
multiple algal species. However, given monthly algal data, using multiple algal groups 
may reduce model bias, but model uncertainty will increase. Because dinoflagellates are 
the dominant algae group in summer and fall, the migration behavior of the 
phytoplankton is not considered in this model. Therefore, the current model may not be 
able to catch a large variability of algal distribution due to HABs. Overall, these model 
simulations of nutrients are reasonable and have good model skill. The model revised 
kinetic parameters of the current model improve the prediction of POC and fixation 
compared to the 2016 version of the water quality model.   
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The weakness of the model is that it underpredicts POC near the bottom. This could be 
due to the resuspension of the bottom particulate carbon. Because the current model 
simulates the net settling of organics, it cannot simulate the resuspension events. The 
nutrient limits in the tidal freshwater water often occur, while the current model does not 
always simulate the low nutrient events. In the mesohaline region, the model verification 
period (2005-2013) simulates low DIN although it simulates the nutrient limiting in this 
region. This is because we did not change the model kinetic parameters and implicitly 
assumed that the phytoplankton community has not changed for more than 20 years. As 
HABs occurred more often in recent years, the assumptions of “without change of 
biological processes” may not accurately reflect the current condition.  
 
A series of model sensitivity tests were conducted with respect to model kinetic 
parameters, open boundary conditions, half-saturation values, and different approach of 
CChl ratio. These sensitivity tests show that the model is robust and does not change 
much as these parameter changes suggesting that model results are reliable. The 
sensitivity tests were also conducted to examine the model response to nutrient reduction 
when model parameters or open boundary changes. The results show that the errors 
introduced in the reduction due to the uncertainty of model parameters are less than 5% 
overall, which does not affect the assessment for the attainment.   
 
Because the model is not calibrated for HABs, it does not simulate the high algal 
concentration that occurred in the Lafayette River and the Lower James River in recent 
years. The high concentrations of HAB have been observed in recent years using 
continuous monitoring stations and dataflow. Therefore, the modeled Chl-a variation is 
lower than observations. We will put more effort to improve the HAB model in the 
future.  
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Appendix A. Water Quality Model description 
 
The HEM-3D model was developed at Virginia Institute of Marine Science (Park et al., 
1995). The eutrophication model is based on the original CE-QUAL-ICM water quality 
model developed by the Chesapeake Bay Program (Cerco and Cole, 1994). The 
eutrophication model is a sub-model and linked to the Environmental Fluid Dynamics 
Computer Code (EFDC; Hamrick, 1992). The transports of state variables are driven by 
the EFDC model. The eutrophication model simulates the spatial and temporal 
distributions of water quality parameters including dissolved oxygen, phytoplankton (3 
groups), and various species of carbon, nitrogen, phosphorus, and silica.  A sediment 
process model with twenty-seven state variables (DiToro and Fitzpatrick, 1993) has also 
been developed.  The sediment process model, upon receiving the particulate organic 
matter deposited from the overlying water column, simulates their diagenesis and the 
resulting fluxes of inorganic substances (ammonium, nitrate, phosphate, and silica) and 
sediment oxygen demand back to the water column.  The coupling of the sediment 
process model enables the model to simulate the long-term changes in water quality 
conditions in response to changes in nutrient loadings.   
 
The eutrophication sub-model simulates 19 state variables for the eutrophication 
processes, which are: 
 
     1) cyanobacteria (blue-green algae)  
     2) diatoms 
 3) green algae (others) 
 4) refractory particulate organic carbon (RPOC)  
     5) labile particulate organic carbon (LPOC) 
 6) dissolved organic carbon (DOC) 
 7) refractory particulate organic phosphorus  (RPOP) 
     8) labile particulate organic phosphorus (LPOP) 
 9) dissolved organic phosphorus (DOP)  
     10) total phosphate (TP) 
 11) refractory particulate organic nitrogen (RPON) 
     12) labile particulate organic nitrogen (LPON) 
 13) dissolved organic nitrogen (DON) 
     14) ammonium nitrogen (NH4) 
 15) nitrate nitrogen (NO23) 
 16) particulate biogenic silica (PU)  
     17) available silica (SA) 
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 18) chemical oxygen demand (COD)   
     19) dissolved oxygen (DO) 
 
A diagram of eutrophication processes simulated by the model is shown in Fig. A-1. 
 
Figure A-1. A diagram of kinetic processes of the eutrophication model 
 
3.2.1 The transport  
 
The governing mass-balance equation for water quality state variables consists of 
physical transport, advective and diffusive, and kinetic processes, which can be expressed 
as follows: 
 
𝜕𝐶
𝜕𝑡
+
𝜕(𝑢𝐶)
𝜕𝑥
+
𝜕(𝑣𝐶)
𝜕𝑦
+
𝜕(𝑤𝐶)
𝜕𝑦
=
𝜕
𝜕𝑥
𝐾𝑥
𝜕(𝐶)
𝜕𝑥
+
𝜕
𝜕𝑦
𝐾𝑦
𝜕(𝐶)
𝜕𝑦
+
𝜕
𝜕𝑧
𝐾𝑧 + reaction + source + sink   
 
Where u, v, and w are velocities in the x-, y-, and z- directions, which are computed from 
the EFDC model. Kx, Ky, and Kz are horizontal diffusion coefficients in the x- and y- 
directions and the vertical diffusion coefficient in the z-direction, respectively. For the 3D 
model, Kx and Ky are sub-grid scales diffusion that are computed using the Smagorinsky 
scheme. Kz values are computed based on calculations by the Mellor-Yamada level 2.5 
turbulence closure scheme (Mellor and Yamada, 1982; Galperin et al., 1988). The 
reaction term includes all biochemical processes, which will be presented below. Source 
and sink terms are external sources including point and non-point sources, atmospheric 
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deposition, and other sources. The method to solve the transport equation is identical to 
that for the transport of salinity and thus readers are referred to Hamrick (1992) and Park 
et al. (1995). 
 
3.2.2 Dissolved oxygen process 
 (1) Effects of algae on dissolved oxygen in the water column 
Algae produce oxygen during photosynthesis and consume oxygen through respiration. 
The quantity produced during photosynthesis depends on the form of nitrogen taken up.  
Since oxygen is released in the reduction of nitrate (NO3), more oxygen is produced, per 
unit of carbon fixed, when NO3 is the algal nitrogen source rather than when ammonia 
NH4 is the source.  When NH4 is the nitrogen source, one mole of oxygen is produced per 
mole of carbon dioxide fixed.  When NO3 is the nitrogen source, 1.3 moles of oxygen are 
produced per mole of carbon dioxide fixed.  The equation that describes the effect of 
algae photosynthesis on DO in the model is:      
        
( ( ) ) xBAOCR 3.03.1 −=


 xx
x
PPN
t
DO
                                                           (A-1) 
where: 
PNx = algal group x preference for ammonium in which  
Px = production rate of algal group x (day
-1) 
AOCR = DO-to-carbon ratio in respiration (2.67 g O2 per g C) 
Bx = algal biomass (g C m
-3) 
 
As employed here, basal metabolism is the sum of all internal processes that decrease 
algal biomass.  A portion of the metabolism is respiration and may be viewed as a 
reversal of production.  In respiration, carbon and nutrients are returned to the 
environment accompanied by the consumption of DO. Respiration cannot proceed in the 
absence of DO. Basal metabolism decreases in proportion to the decrease of oxygen 
availability.  
 
The formulation of this process can be described as: 
 
( ) xBAOCR 
+
−=


 x
xx
BM
DOKHR
DO
t
DO
                                                       (A-2) 
where: 
KHRx = half-saturation constant of DO for algal DOC exudation (g O2 m
-3) 
BMx =  basal metabolism rates for algal group x (day
-1) 
 
(2) Effects of nitrification on dissolved oxygen 
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Nitrification is a process mediated by specialized groups of autotrophic bacteria that 
obtain energy through the oxidation of ammonia to nitrite and oxidation of nitrite to 
nitrate. A simplified expression for complete nitrification is: 
 
NH4
+ + 2O2 →  NO3- +H2O +2H2+                                                                            (A-3) 
The equation indicates that two moles of oxygen are required to nitrify one mole of 
ammonia into nitrate. The simplified equation is not strictly true, however. Cell synthesis 
by nitrifying bacteria is accomplished by the fixation of carbon dioxide so that less than 
two moles of oxygen are consumed per mole of ammonium utilized (Wezernak and 
Gannon, 1968). In this study, nitrification is modeled as a function of available 
ammonium, dissolved oxygen, and temperature: 
 
NTMTf
NHKHNNT
NH
DOKHONT
DO
NT 
++
= )(
4
4                                                  (A-4) 
where: 
NT = nitrification rate (gm N m-3 day-1) 
NTM = maximum nitrification rate at optimal temperature (gm N m-3 day-1) 
KHONT = half-saturation constant of DO required for nitrification (gm DO m-3) 
KHNNT = half-saturation constant of NH4 required for nitrification (gm N m
-3) 
 
Therefore, the effect of nitrification on DO is described as follows: 
NTAONT
t
DO
−=


                                                                                                   (A-5)   
where: 
AONT = mass DO consumed per mass ammonia nitrified (4.33 gm DO gm–1 N) 
 
(3) Effects of surface reaeration on dissolved oxygen   
Reaeration occurs only in the model surface cells. The effect of reaeration is: 
)( DODO
z
K
t
DO
S
s
R −

=


                                                                                              (A-6) 
where: 
KR = reaeration coefficient (m day 
–1) 
Δzs = model layer thickness (m)  
DOS = dissolved oxygen saturation concentration (gm DO m
-3) 
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Saturation dissolved oxygen concentration DOS is computed (Genet et al., 1974): 
( )25-3-
2
S
T109.796    T105.866  -  0.1665
1.80655
CL
  -          
  T0.0054258    T0.38217  -  14.5532    DO
+
+=
                                   (A-7) 
where: 
CL = chloride concentration (= salinity/1.80655) 
 
The reaeration coefficient includes the effect of turbulence generated by bottom friction 
(O'Connor and Dobbins, 1958) and that by surface wind stress (Banks and Herrera, 
1977): 
𝐾𝑟 = (𝐾𝑟0   √
𝑢𝑒𝑞
ℎ𝑒𝑞
+ 𝑊𝑟𝑒𝑎)
1
∆𝑍
𝐾𝑇𝑟
𝑇−20 
 
ueq= weighted velocity over cross-section (m/s) 
Heq=weighted depth over cross-section (m) 
Wrea= wind-induced reaeration (m/day) = 0.728√𝑈𝑤 − 0.317𝑈𝑤 + 0.0372𝑈𝑤
2  
Uw is wind velocity (m/s) at the 10-m height 
KTr is constant for temperature correction. 
 
(4)  Effects of Chemical Oxygen Demand on dissolved oxygen 
In the present model, chemical oxygen demand represents the reduced materials that can 
be oxidized through inorganic means. The source of COD is bottom sediment demand. 
The kinetic equation showing the effect of chemical oxygen demand, including bottom 
sediment demand (bottom cells only) is: 
 
¶DO
¶t
  =   -  
DO
KHOCOD   +   DO
KCOD ×COD 
   
                                                                 (A-8) 
here: 
COD = chemical oxygen demand concentrations (g O2-equivalents m
-3) 
KHOCOD = half-saturation constant of DO for oxidation of COD (g O2 m
-3) 
KCOD = oxidation rate of COD (day
-1) 
BFCOD = sediment flux of COD (g O2-equivalents m
-2 day-1). 
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( )]TR  -  [TKTexp  K  K CODCODCDCOD =                                                                    (A-9) 
where: 
KCD = oxidation rate of COD at reference temperature TRCOD (day
-1) 
KTCOD = effect of temperature on oxidation of COD (°C
-1) 
TRCOD = reference temperature for oxidation of COD (°C). 
 
Overall, the internal sources and sinks of dissolved oxygen include algal photosynthesis 
and respiration, atmospheric reaeration (surface cells only), heterotrophic respiration, 
nitrification, and oxidation of COD.  The complete kinetic equation showing sediment 
oxygen demand is: 
 
( )
Δz
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DO    KHO
DO
  -  NITAONT  -          
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DO  KHO
DO
  -  DO  - DO
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+

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+
+






+
=



                      (A-10) 
 
 
 3.2.3 Model Phytoplankton Kinetics 
 
There are three functional groups for algae: cyanobacteria, diatoms, and green algae. This 
grouping is based upon the distinctive characteristics of each class and upon the 
significant roles these characteristics play in the ecosystem. Cyanobacteria are 
characterized by their bloom-forming characteristics in freshwater. They are 
characterized as having small settling velocity and are subject to low predation pressure. 
Diatoms are large phytoplankton that usually produce the spring bloom in the saline 
water. Settling velocity of diatoms is relatively large, so the diatoms settling into 
sediment may be a significant source of carbon for sediment oxygen demand. Diatoms 
are also distinguished by their requirement of silica as a nutrient. The green algae 
represent the mixture that characterizes blooming in saline waters during summer and 
autumn, and are subject to relatively high grazing pressure. 
 
Equations governing the three algal groups are similar. Differences among groups are 
expressed through the magnitudes of parameters in the equations. Generic equations are 
presented below, except when group-specific relationships are required. Algal sources 
and sinks in the conservation equation include production, metabolism, predation, and 
settling. In the following equations, a subscript, x, is used to denote three algal groups: c 
for cyanobacteria, d for diatoms, and g for green algae. The internal sources and sinks 
included are growth (production), basal metabolism (respiration and exudation), 
predation, and settling.  The following kinetic equations for algae are:  
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 ( )
δz
δB
  WS-  B PR  -  BM  -  P    
t
B x
xxxxx
x =


                                                                 (A-11) 
where: 
Bx = algal biomass, expressed as carbon (g C m
-3) 
Px = growth (production) of algae (day
-1) 
BMx = basal metabolism of algae (day
-1) 
PRx = predation rates of algae (day
-1) 
WSx = algal settling velocity (m day
-1) 
z = vertical coordinate 
 
(1) Growth (Production) 
 
Algal growth depends on nutrient availability, ambient light, and temperature.  The 
effects of these processes are considered to be multiplicative as follows: 
 
f(T)f(I)f(N)  PM  P xx =                                                                                         (A-12) 
where: 
PMx = maximum production rate under optimal conditions (day
-1) 
f(N) = effect of sub-optimal nutrient 
f(I) = effect of light intensity 
f(T) = effect of temperature 
 
(2) Effect of nutrient on growth 
Liebig’s “law of the minimum” (Odum, 1971) is used, so that nutrient limitation is 
determined by the single most limiting nutrient: 
 






++++
+
=
SAd  KHS
SAd
 , 
PO  KHP
PO
 , 
NO  NH  KHN
NO  NH
minimium   f(N)
d4dx
4d
34x
34
              (A-13) 
where: 
NH4, NO3 = ammonium and nitrate nitrogen concentrations, respectively (g N m
-3) 
PO4d = dissolved phosphate concentration (g P m
-3) 
SAd = dissolved silica concentration (g Si m-3) 
KHNx = half-saturation constant for algal nitrogen uptake (g N m
-3)  
KHPx = half-saturation constant for algal phosphorus uptake (g P m
-3)  
KHSd = half-saturation constant for silica uptake by diatoms (g Si m
-3) 
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(3) Effects of light on growth 
 
The influence of light on phytoplankton production is represented by a chlorophyll-
specific production equation (Jassby and Platt, 1976; Cerco and Noel, 2004): 
 
 
I
I
mP    P
22
BB
IK+
=                                                                                              (A-14) 
where: 
PB = photosynthetic rate (g C g-1 Chl d-1) 
PBm = maximum photosynthetic rate (g C g-1 Chl d-1) 
I = irradiance (E m-2 d-1) 
 
Parameter Ik is defined as the irradiance at which the initial slope of the production 
vs. irradiance relationship intersects the value of PBm: 
 
 
mP
   
B

=IK                                                                                                                (A-15) 
where: 
α = initial slope of production vs. irradiance relationship (g C g-1 Chl (E m-2)-1) 
The chlorophyll-specific production rate is readily converted to the carbon-specific 
growth rate, through division by the carbon-to-chlorophyll ratio: 
 
 
P
   
B
CChl
G =                                                                                                                 (A-16) 
where: 
CChl = carbon-to-chlorophyll ratio (g C g-1 chlorophyll-a) 
 
(4)  Effect of temperature on growth 
The effect of temperature on algal production is represented by a function similar to a 
Gaussian probability curve: 
 
( )
( ) x2xx
x
2
xx
TM  T       whenT] - [TM  KTG2-exp          
TM  T       when]TM - [T  KTG1-exp    f(T)
=
=
                                                (A-17) 
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where: 
TMx = optimal temperature for algal growth (°C) 
KTG1x = effect of temperature below TMx on algal growth (°C
-2) 
KTG2x = effect of temperature above TMx on algal growth (°C
-2) 
 
(5)  Constructing the photosynthesis vs. irradiance curve 
A production versus irradiance relationship is constructed for each model cell at each 
time step. First, the maximum photosynthetic rate under ambient temperature and nutrient 
concentrations is determined: 
 
 f(N)*f(T)*mP    T)m(N,P BB =                                                                                (A-18) 
where: 
PBm(N,T) = maximum photosynthetic rate under ambient temperature and nutrient  
                     concentrations (g C g-1 Chl d-1) 
The single most limiting nutrient is employed in determining the nutrient limitation. 
Next, parameter Ik can be derived from Equation A-15.  Finally, the production vs. 
irradiance relationship is constructed using PBm (N,T) and Ik.   
 
 
(6)  Water surface irradiance 
Hourly surface irradiance measured at a meteorological station was used for irradiance at 
the surface for the model simulations for this project.  
 
Irradiance declines exponentially with depth below the surface.  The attenuation 
coefficient, Ke, is computed as a function of background extinction and concentrations of 
chlorophyll-a and total suspended solids. 
 
(7)  The light attenuation model 
The water quality model requires daily solar radiation intensity except fractional day 
length, in order to simulate the algal growth. The light attenuation model also requires 
input of the light attenuation coefficient. It is assumed that the light extinction coefficient 
consists of three parts: background extinction, the light extinction due to suspended 
solids, and light extinction due to algae: 
 
SATaCHLaTSSaa 4321 *    *      Ke +++=                                                                  (A-19) 
where: 
a1 = background attenuation (m
-1) 
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a2 = attenuation by inorganic suspended solids (m
2 g-1) 
a3 = attenuation by organic suspended solids (m
2 gm-1 CHL) 
TSS = total suspended solids concentration (g m-3) 
CHL = chlorophyll-a concentration (mg CHL m-3) 
 
The “background” attenuation term included attenuation from both water and dissolved 
organic matter. Individual parameters were determined from Park et al. (1995).  The 
value for a1 used in the model is 0.735 m
-1, a2 is 0.018 m
2 g-1, and a3 is 0.06 m
2 mg-1 CHL. 
 
 
(8) Basal metabolism 
Basal metabolism is commonly considered to be an exponentially increasing function of 
temperature: 
 
( )]TR - [T KTBexp*BMR    BM xxxx =                                                                    (A-20) 
where: 
BMRx = metabolic rate at reference temperature TRx (day 
–1) 
KTBx = effect of temperature on metabolism (C-1) 
TRx = reference temperature for metabolism (C) 
 
(9) Predation 
The predation formulation is identical to basal metabolism. The difference in predation 
and basal metabolism lies in the distribution of the end products of these processes. 
 
PRx =BPRx exp (KTBx (T- TRx))                                                                              (A-21) 
where: 
BPRx = predation rate at TRx (day 
–1) 
KTBx = effect of temperature on predation (C-1) 
TRx = reference temperature for predation (C) 
 
(10) Settling velocity 
The algal settling rate employed in the model represents the total effect of all 
physiological and behavioral processes that result in the downward transport of 
phytoplankton. The settling rate employed, from 0.1 m d-1 to 0.2 m d-1, was used in the 
model to optimize the agreement between predicted and observed algae. 
 
(11) Effect of algae on phosphorus 
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Model phosphorus state variables include total phosphate (dissolved, sorbed, and algal), 
dissolved organic phosphorus, labile particulate organic phosphorus, and refractory 
particulate organic phosphorus. The amount of phosphorus incorporated in algal biomass 
is quantified through a stoichiometric ratio. Thus, total phosphorus in the model is 
expressed: 
 
TotP = PO4d  +  PO4p + Apc*Bx + DOP + LPOP + RPOP                                     (A-22) 
where: 
TotP = total phosphorus (g P m-3) 
PO4d = dissolved phosphate (g P m
-3) 
PO4p = particulate inorganic phosphate (g P m
-3) 
Apc = algal phosphorus-to-carbon ratio (g P g-1 C) 
DOP = dissolved organic phosphorus (g P m-3) 
LPOP = labile particulate organic phosphorus (g P m-3) 
RPOP = refractory particulate organic phosphorus (g P m-3) 
 
Algae take up dissolved phosphate during production and release dissolved phosphate 
and organic phosphorus through respiration. The fate of phosphorus released by 
respiration is determined by empirical distribution coefficients. The fate of algal 
phosphorus incorporated by zooplankton and lost through zooplankton mortality is 
determined by a second set of distribution parameters. 
 
 
(12) Effect of algae on nitrogen 
Model nitrogen state variables include ammonium, nitrate, dissolved organic nitrogen, 
labile particulate organic nitrogen, and refractory particulate organic nitrogen. The 
amount of nitrogen incorporated in algal biomass is quantified through a stoichiometric 
ratio. Thus, total nitrogen in the model is expressed: 
 
TotN = NH4 + NO3 + Anc*Bx + DON + LPON + RPON                                        (A-23) 
where: 
TotN = total nitrogen (g N m-3) 
NH4 = ammonium (g N m
-3) 
NO3 = nitrate (g N m
-3) 
Anc = algal nitrogen-to-carbon ratio (g N g-1 C) 
DON = dissolved organic nitrogen (g N m-3) 
LPON = labile particulate organic nitrogen (g N m-3) 
RPON = refractory particulate organic nitrogen (g N m-3) 
 
Algae take up ammonium and nitrate + nitrite during production and release ammonium 
and organic nitrogen through respiration. Nitrate + nitrite is internally reduced to 
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ammonium before synthesis into biomass occurs (Parsons et al., 1984). Trace 
concentrations of ammonium inhibit nitrate reduction so that, in the presence of multiple 
nitrogenous nutrients, ammonium is utilized first. The “preference” of algae for 
ammonium is expressed by an empirical function (Thomann and Fitzpatrick, 1982): 
 
( ) ( )
( ) ( )
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*
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4
4
4
xx
x
x
NOKHnNONH
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NOKHnNHKHn
NO
NH
++
+
++
=
                                                          (A-24) 
where: 
PN = algal preference for ammonium uptake (0 < Pn < 1) 
KHn = half saturation concentration for algal nitrogen uptake (g N m-3) 
 
When nitrate + nitrite is absent, the preference for ammonium is unity. When ammonium 
is absent, the preference is zero. 
 
(13) Effect of algae on silica 
The model incorporates two siliceous state variables: dissolved silica and particulate 
biogenic silica. The amount of silica incorporated in algal biomass is quantified through a 
stoichiometric ratio. Thus, total silica in the model is expressed: 
 
TotSi = Dsil + Asc * Bx + PBS                                                                                 (A-25) 
where: 
TotSi = total silica (g Si m-3) 
Dsil = dissolved silica (g Si m-3) 
Asc = algal silica-to-carbon ratio (g Si g-1 C) 
PBS = particulate biogenic silica (g Si m-3) 
 
As with the other nutrients, the fate of algal silica released by metabolism and predation 
is represented by distribution coefficients. 
 
3.2.4 Benthic sediment process 
 
Additionally, a benthic sediment process model developed by DiToro and Fitzpatrick 
(1993) was incorporated and coupled with HEM-3D for the present model application.   
 
The sediments in this model are represented by two layers: the upper aerobic layer (Layer 
1) and the lower anoxic layer (Layer 2).  The sediment process model is coupled with the 
water column eutrophication model through depositional and sediment fluxes.  First, the 
sediment model is driven by net settling of particulate organic matter from the overlying 
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water column to the sediments (depositional flux).  Then, the mineralization of particulate 
organic matter in the lower anoxic sediment layer produces soluble intermediates, which 
are quantified as diagenesis fluxes.  The intermediates react in the upper oxic and lower 
anoxic layers, and portions are returned to the overlying water column as sediment 
fluxes.  Computation of sediment fluxes requires mass-balance equations for ammonium, 
nitrate, phosphate, sulfide/methane, and available silica.  Mass-balance equations are 
solved for these variables for both the upper and lower layers.  Complete model 
documentation of the sediment flux model can be found in DiToro and Fitzpatrick 
(1993). 
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Appendix B Water quality model calibration time series plots I 
 
In this appendix the model simulation results using time varying carbon to Chl a 
ratio are presented. The time series plots are included in this section by each 
station. Comparison of modeled and observed at each station at surface and bottom 
are shown in the following plots. In these plots, the triangles are observations, lines 
are modeled daily mean values, gray area represents daily minimum and daily 
maximum. The locations of the stations are shown in Figure B-1.  
 
 
Figure B-1: Locations of DEQ monitoring stations in the James River. Stations with 
circle are used for model calibrations.  
 
 
 
 
 
 
 
 
Note: James2018:\James2017\Calibration_09242018_point\2013e1_JCHLACAL20180808 
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Station TF5-2A 
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Comparison of modeled and observed at surface and bottom (triangles are 
observations, lines are modeled daily mean values, gray area represents daily 
minimum and daily maximum.) 
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Comparison of modeled and observed at surface and bottom (blue lines are model 
mean, minimum, and maximum, and red line are observations) 
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Station TF5-3  
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Comparison of modeled and observed at surface and bottom (triangles are 
observations, lines are modeled daily mean values, gray area represents daily 
minimum and daily maximum.) 
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Comparison of modeled and observed at surface and bottom (blue lines are model 
mean, minimum, and maximum, and red line are observations) 
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Appendix C Water quality model verification time series plots I 
 
In this appendix the model simulation results using time varying carbon to Chl a 
ratio are presented. The time series plots are included in this section by each 
station. Comparison of modeled and observed at each station at surface and bottom 
are shown in the following plots. In these plots, the triangles are observations, lines 
are modeled daily mean values, gray area represents daily minimum and daily 
maximum. The locations of the stations is shown in Figure C-1.  
 
 
Figure C-1: Locations of DEQ monitoring stations in the James River. Stations with 
circle are used for model calibrations.  
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Comparison of modeled and observed at surface and bottom (triangles are 
observations, lines are modeled daily mean values, gray area represents daily 
minimum and daily maximum.) 
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Comparison of modeled and observed at surface and bottom (blue lines are model 
mean, minimum, and maximum, and red line are observations) 
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Comparison of modeled and observed at surface and bottom (triangles are 
observations, lines are modeled daily mean values, gray area represents daily 
minimum and daily maximum.) 
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Comparison of modeled and observed at surface and bottom (blue lines are model 
mean, minimum, and maximum, and red line are observations) 
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