We transform the Bratu's problem directly into an unconstrained optimization problem, and then solve it by a simple algorithm, which combining the particle swarm optimization algorithm with Runge-kutta method together. We compare the numerical performance of the proposed optimization algorithm with the existing methods, and the numerical results show that the proposed new method is quite promising.
INTRODUCTION
The Liouville-Bratu-Gelfand equation in one-dimensional case, namely the Bratu's problem, is widely used in science and engineering to describe complicated physical and chemical models. More applications can also be found in solid fuel ignition models of the thermal combustion theory [1] [2] , in radiative heat transfer [3] , in nano-technology and even in the expansion of the universe [4] . Moreover, it has been a popular test-bed for numerical and perturbation methods in recent years.
Many analytical and numerical methods have been applied to solve the Bratu's problem. For example, Boyd [5] has analyzed the analytical and numerical properties of the two-dimensional Bratu's problem in 1986. Deeba et al., [6] presented the decom position technique for solving a class of nonlinear boundary value problems, and they implemented the method for the Bratu's problems in 2000. Boyd [7] introduced two methods for simultaneously approximating both branches of a two-branched function using Chebyshev polynomials and applied this method to the one-dimensional Bratu equation in 2003. Khuri [8] introduced a Laplace transform decomposition numerical algorithm for solving Bratu's problem in 2004. Wazwaz [9] presented a framework to determine exact solutions of Bratu-type equations mainly depending on the Adomian decomposition method in 2005. Syam and Hamdan [10] presented a numerical technique for solving Bratu's problem, based on the Laplace Adomain decomposition method in 2006. Aksoy and Pakdemirli [11] proposed a different perturbation-iteration algorithm depending upon the number of Taylor expansion terms and obtained the new solutions of Bratu-type equations in 2010. In the same year, Caglar et al., [12] proposed a B-spline method for solving the one-dimensional Bratu's problem. Abbasbandy et al., [13] transformed the Bratu's problem into a non-linear second order boundary value problem, and then solved it by the Lie-group shooting method in 2011. For more numerical methods for solving the Bratu's problem, the interested readers may refer [14] [15] [16] etc, for more comprehensive understanding.
However, the existing methods such as Adomian decomposition method, variational iteration method and homotopy perturbation method involve the computation of Adomian polynomials, the integral related with exponential function or the perturbation of small parameters, this leads to increase the numerical computation cost and narrow down their applications.
To avoid these disadvantages, we transform the Bratu's problem into an univariate unconstrained optimization problem, and then we solve the proposed optimization problem by a stochastic random search algorithm combined with Runge-Kutta method. In the whole search procedures, the proposed algorithm does not require initial values settings of the decision variables and is totally gradient and integral free. The obtained results are numerically compared with the corresponding results from other methods such as Decomposition technique [6] , Laplace transform decomposition method [8] , B-spline method [12] and Liegroup shooting method [13] . The numerical results given by the present method show that a good accuracy can be obtained. Thus our equivalent transformation of the Bratu's problem to optimization problem is quite acceptable.
The whole paper is organized as follows: in Section 2, we introduce the Bratu's problem and it's analytical solution. The transformation of the Bratu's problem into a univariate unconstrained optimization problem is also presented in this section. Section 3 is about the optimization method for solving the proposed optimization problem. Section 4 presents the numerical results of the new algorithm by some comparisons. We end the paper with a conclusion in Section 5.
BRATU'S PROBLEM AND IT'S EQUIVALENT TRANSFORMATION
We consider the Liouville-Bratu-Gelfand equation boundary-value problem (BVP) [1, 3, 17] in one-dimension, namely the Bratu's problem
Where l > 0.
The Solution of Bratu's Problem
The analytical solution [3, 17] of the Bratu's problem is given by
Where q is the solution of The problem has zero, one or two solutions when l > l c , l = l c and l < l c respectively, where l c = 3.513830719. And it satisfies the equation .
An Equivalent Transformation
We transform the Bratu's problem (1) into an equivalent system of first-order equations by using the following way:
.
(4)
Hence the substitution of (4) in Eq. (1) yields the system
With
Random setting y¢ 1 (0) = g, then the system (5), (6) turns into an initial value problem (IVP) with the initial condition
Now the goal is to find g for which the solution satisfies the second boundary condition y 1 (1) = 0. Applying the Runge-Kutta method for this IVP, and denoting the obtained boundary value for y 1 (1) as r (g ), namely the computed result ŷ 1 (1) should be a function of g. Therefore, we can obtain a residual between the exact solution of y 1 (1) = 0 and j (g ). Thus, the BVP (1) is well solved if and only if From the above analysis, for solving the IVP (1), we obtain the following unconstrained optimization problem . (8) It is noted that the function value j (g ) changes with respect to the variable g. Thus we can use g as univariate variable to design a new algorithm.
What we left is to find an appropriate optimization algorithm for solving the minimize optimization problem (8).
THE OPTIMIZATION APPROACH
This section is about the algorithm description of particles optimization algorithm (PSO) [18] for the Bratu's problem, combined with Runge-Kutta method.
In PSO, each solution vector is called a particle, and the set of particles is called a swarm. A swarm consists of N particles moving around in a onedimensional search space. The position of the i-th particle can be represented by g i . The velocity for the i-th particle can be written as v i . The positions and velocities of the particles are confined within the variables range and velocity limits [V min , V max ], respectively. Each particle coexists and evolves simultaneously based on knowledge shared with neighboring particles, it makes use of its own memory and knowledge gained by the swarm as a whole to find the best solution. When a particle finds a position that is better than any previously found positions, then it updates it as the new current best for particle i. The best previously encountered position of the i-th particle is denoted its individual best position g i p , a value called P best (g i ). The best value of the all individual P best (g i ), i = 1, …, N values is denoted the global best position g i g and called g best (g ). The PSO process is initialized with a population of random particles, and the algorithm then executes a search for optimal solutions by continuously updating generations. At each generation, the position and velocity of the ith particle are updated by P best (g i ) and g best (g ) in the swarm. The update equations can be formulated as:
where r 1 and r 2 are random numbers between [0, 1], and c 1 and c 2 are acceleration constants, which control how far a particle will move in a single generation.
Velocities v new i and v old i denote the velocities of the new and old particle, respectively. g old i is the current particle position, and g new i is the new updated particle position. The inertia weight w controls the impact of the previous velocity of a particle on its current one.
In what follows, we present the pseudo-code of the PSO-Runge-Kutta (PSORK) method to solve the proposed optimization problem (8) .
PSORK pseudo-code
Begin:
Randomly initialize g i , i = 1, …, N;
While (number of iterations, or the stopping criterion is not met); For n = 1: N;
Find P best (g i ), i = 1, …, N and g best (g );
Update the position of particles by Eq. (9) and (10); Next n; End Next generation until stopping criterion; End
The performance of the proposed algorithm will be illustrated in the next section.
NUMERICAL EXAMPLES
This section is about the performance of the PSORK algorithm for solving the optimization problem (8) for three specific values l, which guarantee the existence of two locally unique solutions. In particular, we use l = 1, 2, 3.51 and 3.513830719. The parameters for the PSORK algorithm are given as: N = 20, c 1 = 1.4962, c 2 = 1.4962, w = 0.7298, and the maximum iteration number is 100.
The initial values obtained by PSORK and value of the objective function for the optimization problem are presented in Table 1 . The accuracy of our method compared with the exact solution as well as the other methods' solutions for different l, are indicated by Table 2 to Table 5 , respectively. It can be seen that the PSORK algorithm produces the perfect results.
The comparison with exact solution and numerical solution of Bratu's problem with PSORK method is showed in figure 1 to figure 4 .
It can be seen that the PSORK algorithm produces the perfect results for most of the preceding examples. Fig 1 to Fig 4 present exact and 
CONCLUSION
This paper presented a new idea and a novelty algorithm to solving the Bratus problem. The numerical results showed that our method of transformation can match the analytical solution very efficiently with quite a few calculations. Also the presented method has a simple implementation process and the proposed optimization algorithm is very powerful. As shown in Tables 2-4 for three computed case the PSORK method is more accurate than other methods, such as the Adomian decomposition method, the Laplace transformation method, the B-spline method and Lie-group shooting method. Further work is still needed in adopting the optimization technique to solve more complex differential equation problems.
