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THE COMPLEXITY OF SOME ORDINAL DETERMINED CLASSES OF OPERATORS
R.M. CAUSEY
Abstract. We compute the complexity of the classes of operators Gξ,ζ ∩ L and Mξ,ζ ∩ L in the coding of
operators between separable Banach spaces. We also prove the non-existence of universal factoring operators
for both ∁Gξ,ζ and ∁Mξ,ζ . The latter result is an ordinal extension of a result of Johnson and Girardi.
1. Introduction
In this work, we investigate the complexity of some recently isolated operator ideals from two different
points of view. The first point of view is by the classical search for a universal factoring operator for the
complement of the ideal. The second point of view makes use of descriptive set theory and the coding L of the
class of operators between separable Banach spaces first given in [5]. The ideals of interest are ordinal-defined
classes which are related to three important ideals: The weak Banach-Saks operators wBS, the completely
continuous operators V, and the class DP whose space ideal is the class of spaces with the Dunford-Pettis
property. Each of these classes is defined by the behavior of weakly null sequences. Therefore it is natural
to use the weakly null hierarchy defined by the Banach-Saks index of a weakly null sequence defined in [2]
to define quantified classes. We give the the formal definition of ξ-weakly null in Section 2. Heuristically,
given a weakly null sequence (xn)
∞
n=1, an ordinal assignment BS((xn)
∞
n=1) is defined which measures how
weakly null the sequence (xn)
∞
n=1 is. Sequences with smaller Banach-Saks index are “more” weakly null than
sequences with larger index. Given a Banach space X , we can define for each 0 6 ξ 6 ω1 the setWN ξ(X) to
be the set of all weakly null sequences (xn)
∞
n=1 in X with BS((xn)
∞
n=1) 6 ξ. The properties of these classes
relevant to this work are summarized in the following items.
(i) WN 0(X) consists of the norm null sequences in X ,
(ii) WN 1(X) consists of those sequences in X such that every subsequence has a further subsequence
whose Cesaro means converge to zero in norm.
(iii) WNω1(X) = ∪ξ<ω1WN ξ(X) is the set of all weakly null sequences in X .
Let us recall definitions of the classes wBS,V, and DP using the notation from the previous paragraph
The class wBS is the class of all operators A : X → Y such that for every (xn)∞n=1 ∈ WNω1(X), (Axn)
∞
n=1 ∈
WN 1(Y ). The class V is the class of all operators A : X → Y such that for every (xn)∞n=1 ∈ WNω1(X),
(Axn)
∞
n=1 ∈ WN 0(Y ). The class DP is the class of all operators A : X → Y such that for each (xn)
∞
n=1 ∈
WNω1(X) and (y
∗
n)
∞
n=1 ∈ WNω1(Y
∗), limn y
∗
n(Axn) = 0. Now for 0 6 ζ, ξ 6 ω1, we let Gξ,ζ denote the
class of all operators A : X → Y such that for each (xn)∞n=1 ∈ WN ξ(X), (Axn)
∞
n=1 ∈ WN ζ(Y ). Then
wBS = Gω1,1 and V = Gω1,0. It is easily verified that if (xn)
∞
n=1 ∈ WN ξ(X), then (Axn)
∞
n=1 ∈ WN ξ(Y ).
From this it follows that Gξ,ζ is simply the class L of all bounded, linear operators when 0 6 ξ 6 ζ 6 ω1.
Therefore we will be interested in these classes only in the non-trivial case 0 6 ζ < ξ 6 ω1. The classes
(Gξ,ζ)06ζ<ξ6ω1 are closed, distinct, injective, two-sided ideals which contain all compact operators [9] and
each of which contains the classV. For 0 6 ζ, ξ 6 ω1, we letMξ,ζ denote the class of all operatorsA : X → Y
such that for each (xn)
∞
n=1 ∈ WN ξ(X) and (y
∗
n)
∞
n=1 ∈ WN ζ(Y
∗), limn y
∗
n(Axn) = 0. Then DP = Mω1,ω1 .
Furthermore, Mξ,ζ = L if ξ = 0 or ζ = 0, so we will restrict our attention to the cases 1 6 ξ, ζ 6 ω1.
The classes (Mξ,ζ)16ξ,ζ6ω1 are closed, distinct, non-injective, two-sided ideals which contain all compact
operators [9]. One benefit of defining and studying such classes is that results which fail for a set which
is too complex may have (sometimes quantitatively weaker) positive results when we restrict our attention
to sets with lower complexity. Results of this type using descriptive set theory can be found in [3] and [5].
To that end, we show that when restricting to countable ordinals, we obtain strictly lower complexity for
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the classes in the coding of operators between separable Banach spaces. We also compute complexity of the
associated space ideals in the coding SB of separable Banach spaces, which complements recent computations
of Kurka of the classes of separable Schur spaces and separable spaces with the Dunford-Pettis property.
Kurka’s results are the spatial versions of items (iii) and (vi) of the following theorem.
Theorem 1.1. (i) For 0 6 ζ < ξ < ω1, the class Gξ,ζ ∩ L is Π
1
1-complete and therefore non-Borel in the
coding L of operators between separable Banach spaces.
(ii) For 0 6 ζ < ξ < ω1, the class Gξ,ζ ∩ SB of spaces X such that IX ∈ Gξ,ζ is Π11-complete and therefore
non-Borel in the coding SB of separable Banach spaces.
(iii) For each 0 6 ζ < ω1, the class Gω1,ζ ∩ L is Π
1
2-complete and therefore not Σ
1
2 in L.
(iv) For 1 6 ζ, ξ < ω1, the class Mξ,ζ ∩ L is Π11-complete and therefore non-Borel in the coding L of
operators between separable Banach spaces.
(v) For 1 6 ζ, ξ < ω1, the class Mξ,ζ ∩ SB of spaces X such that IX ∈ Mξ,ζ is Π11-complete and therefore
non-Borel in the coding SB of separable Banach spaces.
(vi) For each 1 6 ζ, ξ 6 ω1 with max{ξ, ζ} = ω1, the class Mω1,ζ ∩ L is Π
1
2-complete and therefore not Σ
1
2
in L.
We also investigate the classes above by searching for one or a class of universal factoring operators
for the complement of the ideal. If I is an ideal and U : F → G is a member of the complement ∁I
which factors through another operator A : X → Y , then A ∈ ∁I. This motivates a search for an easily
understood class U ⊂ ∁I such that for each A : X → Y ∈ ∁I, there exists U : F → G ∈ U which factors
through A. The best result of this type would be for U to be a singleton. One notable of such results is the
universal non-weakly compact operator Σ : ℓ1 → ℓ∞ of Lindenstrauss and Pe lczn´ski [16] which takes the n
th
member of the canonical ℓ1 basis to the sequence (1, 1, . . . , 1, 0, 0, . . .), where 1 appears n times. Another
example is Johnson’s universal non-compact operator J : ℓ1 → ℓ∞ [15] which takes the canonical ℓ1 basis
to the canonical c0 basis. A simple, universal class for the complement of an ideal can provide a route to
investigating that ideal. For example, Bourgain’s result [7] that the binary trees of arbitrary, finite height
embed with uniformly bounded distortion into any non-superreflexive Banach space uses the fact that the
universal non-super-weakly compact operator factors through the identity of such a space. A generalization
of this argument was used in [10] to prove the analogous operator version of Bourgain’s spatial result. In
certain instances, one can show that no universal operator exists for a given class (see, for example, [14] and
[20]), or that the existence of a “nice” class of universal factoring operators is impossible (see [4], where it
was shown by descriptive set theoretic considerations that no Borel subset of L can be a universal factoring
class for V). As we have quantified classes which depend on ordinals parameters, one can ask for weaker
conclusions by, for example, searching for a “nice” subset U of ∁Gξ+1,ζ such that each member A : X → Y
of ∁Gξ,ζ factors of member of U. This complements the negative result of Girardi and Johnson and offers
another example of the aforementioned theme within descriptive set theory: Given an ordinal quantification
on some class, restricting our attention to subsets whose ordinal quantification does not exceed some fixed,
countable bound ξ yields classes for which positive results hold, while the analogous results fail if we consider
the entire class without a countable bound. Our negative and positive results regarding universal classes are
summarized in the following theorem.
For the following theorem, if F is a Banach space with basis (fi)
∞
i=1, and if M = {m1 < m2 < . . .} is an
infinite subset of N, we let FM denote the closed span in F of the subsequence (fmi)
∞
i=1 of (fi)
∞
i=1.
Theorem 1.2. (i) For 0 6 ζ < ξ 6 ω1, ∁Gξ,ζ does not admit a universal operator.
(ii) For any 0 6 ζ < ξ < ω1, there exist a Banach space F with basis (fi)
∞
i=1 and an operator U : F → ℓ∞
such that for each ζ < β < ξ, each subsequence (fmi)
∞
i=1 of the basis (fi)
∞
i=1 and A : X → Y ∈ ∁Gβ,ζ ,
U |FM ∈ ∁Gξ,ζ and U |FM factors through A.
(iii) For each 1 6 ξ, ζ 6 ω1, the class Mξ,ζ does not admit a universal factoring operator.
We remark that, as ∁Gβ,ζ ⊂ ∁Gξ,ζ ⊂ ∁Gα,ζ whenever β < ξ < α 6 ω1, item (ii) is quantitatively the
strongest possible result in light of the negative result of (i). That is, for 0 6 ζ < β < ω1, we exhibit a fairly
simple class U of operators in ∁Gβ+1,ζ such that each member of ∁Gβ,ζ factors a member of U.
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2. Definitions
Throughout, for a subset M of N, we let [M ] (resp. [M ]<N) denote the set of all infinite (resp. finite)
subsets of M . Throughout, we will denote sets as sets as well as strictly increasing sequences in the natural
way. We let E < F denote the relation that either E = ∅, F = ∅, or maxE < minF . We topologize
{0, 1}N with the product topology and endow the power set 2N of N with the topology making the map
2N ∋ E ↔ 1E ∈ {0, 1}N a homeomorphism. Given two members (mi)ki=1, (ni)
k
i=1 ∈ [N]
<N, we say (ni)
k
i=1 is
a spread of (mi)
k
i=1 if mi 6 ni for all 1 6 i 6 k. We say a subset F ⊂ [N]
<N is spreading if it contains all
spreads of its members. We say F ⊂ [N]<N is hereditary if it contains all subsets of its members. We say
F ⊂ [N]<N is regular if it is spreading, hereditary, and compact.
Given two non-empty, regular families F ,G, we let
G[F ] = {∅} ∪
{ n⋃
i=1
Ei : ∅ 6= Ei ∈ F , E1 < . . . < En, (minEi)
n
i=1 ∈ G
}
.
Let
An = {E : |E| 6 n}
and let
S = {∅} ∪ {E : |E| 6 minE}.
We next recall the Schreier families, defined in [2]. We let
S0 = A1,
if Sξ has been defined for ξ < ω1,
Sξ+1 = S[Sξ],
and if ξ < ω1 is a limit ordinal, there exists a sequence (ξn)
∞
n=1 such that ξn ↑ ξ, Sξn+1 ⊂ Sξn+1 for all n ∈ N,
and
Sξ = {∅} ∪ {E : ∅ 6= E ∈ SξminE+1} = {E : ∃n 6 E ∈ Sξn+1}.
We note that the existence of such as sequence was discussed, for example, in [8].
For a regular family F , let us note that the set of isolated points of F is precisely the set of maximal (with
respect to inclusion) members of F . Let us denote this set by MAX(F). Then we let F ′ = F \MAX(F).
It is easy to see that F ′ is also regular. Then the Cantor-Bendixson derivatives are given by
F0 = F ,
Fξ+1 = (Fξ)′,
and if ξ is a limit ordinal,
Fξ =
⋂
ζ<ξ
Fζ .
We let CB(F) be the minimum ordinal ξ such that Fξ = ∅, noting that such a ξ must exist. Furthermore,
we note that for a non-empty, regular family F , CB(F) must be a successor ordinal. For this reason,
it is convenient to let ι(F) = CB(F) − 1 whenever F is a non-empty, regular family. We next recall
some important facts regarding these notions. A reference for these facts is [8]. For what follows, for
N = (ni)
∞
i=1 ∈ [N] and a regular family F , we let F(N) = {(ni)i∈E : E ∈ F}.
Proposition 2.1. Let F ,G be regular families.
(i) For every ξ < ω1, Sξ is regular with ι(Sξ) = ωξ.
(ii) For every n ∈ N, An is regular with ι(An) = n.
(iii) The set F [G] is regular and ι(F [G]) = ι(G) + ι(F).
(iv) There exists N ∈ [N] such that F(N) ⊂ G if and only if for every M ∈ [N], there exists N ∈ [M ] such
that F(N) ⊂ G if and only if CB(F) 6 CB(G).
(v) If G is regular and (mn)∞n=1 ∈ [N], then {E ∈ [N]
<N : (mn)n∈E ∈ G} is regular with the same Cantor-
Bendixson index as G.
(vi) For any 0 6 ζ 6 ξ < ω1, there exists k ∈ N such that for any E ∈ Sζ with k 6 E, E ∈ Sξ.
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Given a regular family F , a Banach space X , and a sequence (xn)∞n=1 ⊂ X , let us say (xn)
∞
n=1 is an
ℓF1 +-spreading model if (xn)
∞
n=1 is bounded and
inf{‖x‖ : F ∈ F , x ∈ co(xn : n ∈ F )} > 0.
We say (xn)
∞
n=1 is an ℓ
F
1 -spreading model if (xn)
∞
n=1 is bounded and
inf{‖x‖ : F ∈ F , x =
∑
n∈F
anxn,
∑
n∈F
|an| = 1} > 0.
If F = Sξ, we write ℓ
ξ
1+ (resp. ℓ
ξ
1) in place of ℓ
Sξ
1 + (resp. ℓ
Sξ
1 ). For ξ < ω1, we say the sequence (xn)
∞
n=1
is ξ-weakly null if it has no subsequence which is an ℓξ1+-spreading model. This implies weak nullity by the
Mazur lemma.
If F is a regular family containing all singletons, we define the norm ‖ · ‖F on c00 by
‖x‖F = sup{‖Ex‖ℓ1 : E ∈ F}.
Here, E ⊂ N also denotes the projection on c00 given by E
∑∞
n=1 anen =
∑
n∈E anen. In the case that
F = Sξ, we write ‖ · ‖ξ in place of ‖ · ‖Sξ . These are the Schreier spaces. We also define the mixed Schreier
spaces. For a null sequence (̟n)
∞
n=1 ⊂ (0, 1] and a sequence F1,F2, . . . of regular families such that each Fn
contains all singletons, the completion of c00 with respect to the norm
[x] = sup{̟n‖Ex‖ℓ1 : n ∈ N, E ∈ Fn}.
3. The non-existence of universal operators
A persistent question regarding any class I with the ideal property is whether or not there exists an
operator U : X → Y lying in ∁I which factors through every member of ∁I. Important examples of such
operators are the universal factoring non-weakly compact operator Σ : ℓ1 → ℓ∞ which takes the ℓ1 basis
to the summing basis of c0 [16], universal factoring non-super weakly compact operator Σn : (⊕∞n=1ℓ
n
1 )ℓ1 →
(⊕∞n=1ℓ
n
∞)ℓ∞ which takes the basis of ℓ
n
1 to the summing basis of ℓ
n
∞, a universal ℓp-singular operator, which
is any isomorphic embedding of ℓp into ℓ∞, and the universal factoring non-super ℓp-singular operator jP ,
where P : (⊕∞n=1ℓ
n
p )ℓ1 → (⊕
∞
n=1ℓ
n
p )c0 is the formal inclusion and j : (⊕
∞
n=1ℓ
n
p )c0 → ℓ∞ is an isomorphic
embedding [20]. In this section, we will prove that none of our classes of interest admits a universal factoring
operator. We begin with a technical piece for later use.
Lemma 3.1. Fix 0 < η < ω1 and suppose that F1,F2, . . . are regular families which contain all singletons
and such that CB(Fn) < ωη for all n ∈ N. Fix a sequence (̟n)∞n=1 ⊂ (0, 1] of numbers converging to 0.
Define | · |n on c00 by
|x|i = sup
{ t∑
i=1
‖Iix‖ℓ2 : t ∈ N, I1 < . . . < It, (min Ii)
t
i=1 ∈ Fn
}
.
Define [·] on c00 by [x] = supn̟n|x|n and let Z be the completion of c00 with respect to this norm. Then the
canonical basis of Z is η-weakly null.
In the proof below, we make use of the repeated averages hierarchy, introduced in [2]. As a precise
definition of the repeated averages hierarchy is not necessary for the following proof, and the full definition
of the hierarchy would be unnecessarily technical, we simply state here the essential facts about the repeated
averages hierarchy needed for the following proof. For each ξ < ω1, each n ∈ N, and M ∈ [N], S
ξ
M,n =
(SξM,n(i))
∞
i=1 is a sequence of non-negative numbers such that 1 =
∑∞
i=1 S
ξ
M,n(i) and {i : S
ξ
M,n(i) 6= 0} ∈ Sξ.
Proof of Lemma 3.1. Suppose the result is not true. Then there exist a subsequence (emi)
∞
i=1 and 0 < ε < 1
such that
ε < {[x] : F ∈ Sη, x ∈ co(emn : n ∈ F )}.
First choose k ∈ N such that 1/k < ε2/16. Choose N = (ni)
∞
i=1 ∈ [N] such that Sη[Ak](N) ⊂ Sη. Such an
N exists by Proposition 2.1(iv), since
CB(Sη [Ak]) = kω
η + 1 = ωη + 1 = CB(Sη).
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Fix G1 < G2 < . . . with |Gi| = k and define xi =
1
k
∑
j∈Gi
emnj . Note that ‖xi‖ℓ2 = 1/k
1/2 < ε/4 and
‖xi‖ℓ1 = 1 for all i ∈ N. Also, by our choice of N , it follows that
ε 6 inf{[x] : F ∈ Sη, x ∈ co(xi : i ∈ F )}.
Fix m ∈ N such that ̟m < ε/2. Let F = ∪mi=1Fi and note that CB(F) = max16i6m CB(Fi) < ω
η. For
each i ∈ N, let si = max supp(xi) and let
G = {E : (si)i∈E ∈ F},
so CB(G) = CB(F) < ωη by Proposition 2.1(v). By [11, Lemma 4.3], there exists P ∈ [N] such that
sup{SηQ,1(A) : A ∈ G, Q ∈ [P ]} < ε/4.
Let
x =
∞∑
i=1
S
η
P,1(i)xi ∈ co(xi : i ∈ supp(S
η
P,1)).
Since supp(SηP,1) ∈ Sη, [x] > ε. Now fix n ∈ N. If n > m,
̟n|x|n 6 ̟n‖x‖ℓ1 < ε/2.
If 1 6 n 6 m, fix I1 < . . . < It such that (min Ii)
t
i=1 ∈ Fn. Let A denote the set of those i ∈ supp(S
η
N,1)
such that Ijxi 6= 0 for at least two values of j, and let B = supp(S
η
N,1) \ A. For each i ∈ A, let ji be the
minimum j ∈ {1, . . . , t} such that Ijxi 6= 0 and note that A ∋ i 7→ ji is an injection of A into {1, . . . , t}.
Moreover, (si)i∈A is a spread of (min Iji )i∈A ⊂ (min Ij)
t
j=1 ∈ Fn, whence (si)i∈A ∈ F and A ∈ G. Then
̟n
t∑
j=1
‖Ijx‖ℓ2 6
∑
i∈A
S
η
P,1(i)
∞∑
j=1
‖Ijxi‖ℓ1 +
∑
i∈B
S
η
P,1(i)‖xi‖ℓ2
6
∑
i∈A
S
η
P,1(i)‖xi‖ℓ1 +
∑
i∈B
S
η
P,1(i)k
−1/2
6 SηP,1(A) + k
−1/2 6 ε/2.
Since this holds for any I1 < . . . < It with (min Ii)
t
i=1 ∈ Fn, it follows that ̟n|x|n 6 ε/2. Therefore we
have shown that
[x] = sup
n
̟n[x]n 6 ε/2,
a contradiction.

We recall that for a sequence (xn)
∞
n=1 in the Banach space X and δ > 0,
Fδ((xn)
∞
n=1) = {E ∈ [N]
<N : (∃x∗ ∈ BX∗)(∀n ∈ E)(Re x
∗(xn) > δ)}.
We will use the following fact.
Lemma 3.2. [11, Lemma 3.12] For a Banach space X, 0 < η < ω1, and an η-weakly null sequence (xi)
∞
i=1 ⊂
X, for every δ > 0 and M ∈ [N], there exists N ∈ [M ] such that
CB(Fδ((xi)
∞
i=1) ∩ [N ]
<N) < ωη.
We are now ready to prove the non-existence of a universal operator for ∁Mξ,ζ.
Theorem 3.3. For 1 6 ζ, ξ 6 ω1, ∁Mξ,ζ does not admit a universal factoring operator.
Proof. Seeking a contradiction, assume that U : X → Y is a universal factoring operator for ∁Mξ,ζ . This
means there exists a sequence (xn)
∞
n=1 ⊂ X which is ξ-weakly null and such that infn ‖Uxn‖ > 0. If ξ < ω1,
let η = ξ. If ξ = ω1, fix η < ω1 such that (xi)
∞
i=1 is η-weakly null. Note that in either case, 0 < η < ω1. By
Lemma 3.2, we may select M1 ⊃ M2 ⊃ . . . such that for each n ∈ N, CB(F3−n((xi)
∞
i=1) ∩ [Mn]
<N) < ωη.
For each n ∈ N, we may fix νn < η and kn ∈ N such that CB(F3−n((xi)
∞
i=1) ∩ [Mn]
<N) < ωνnkn. Now fix
m1 < m2 < . . ., mn ∈ Mn, and let M = (mn)∞n=1. First note that for any n ∈ N and L ∈ [M ], there exists
N ∈ [L] such that CB(F3−n((xi)
∞
i=1) ∩ [N ]
<N) < ωνnkn. Indeed, any N ∈ [L] which is also a subset of the
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tail set (mi)
∞
i=n of M has this property. Let Fn = Akn [Sνn ], which has Cantor-Bendixson index ω
νnkn < ω
η.
Let Z be the space from Lemma 3.1 with ̟n = 2
−n. More precisely,
[x] = sup{2−n
t∑
i=1
‖Iix‖ℓ2 : n ∈ N, I1 < . . . < It, (min Ii)
t
i=1 ∈ Akn [Sνn ]}.
By Lemma 3.1, the basis of Z is η-weakly null. The basis of this space is also ξ-weakly null, since η 6 ξ. Let
I : Z → ℓ2 be the formal inclusion. Since the canonical basis of ℓ∗2 is 1-weakly null and e
∗
n(Ien) = 1 for all
n ∈ N, I ∈ ∁Mξ,1. This means there exist R : X → Z and L : ℓ2 → Y such that U = LIR. Since (Rxi)∞i=1
and (IRxi)
∞
i=1 are weakly null and seminormalized in Z and ℓ2, respectively, by a standard perturbation
argument, we may fix N = (ni)
∞
i=1 ∈ [N] and a block sequence (zi)
∞
i=1 with respect to the c00 basis such that
ε := infi ‖zi‖ℓ2 > 0 and for all (ai)
∞
i=1 ∈ c00,
[
n∑
i=1
aizi] 6 2[
∞∑
i=1
aiRxni ].
Fix n ∈ N such that 2n/3n < 2‖R‖/ε. By our remark above, by replacing N with an infinite subset thereof,
we may assume
CB(F3−n((xi)
∞
i=1) ∩ [N ]
<N) < ωνnkn.
Note that for any F ∈ Akn [Sνn ] and non-negative scalars (ai)i∈F summing to 1, if Ii = supp(zi), then since
(min supp(zi))i∈F is a spread of F ,
[
∑
i∈F
aizi] > 2
−n
∑
j∈F
‖Ij
∑
i∈F
aizi‖ℓ2 > 2
−nε.
Next let us note that by the geometric Hahn-Banach theorem, for any sequence (yi)
∞
i=1 and δ > 0,
F ∈ Fδ((yi)∞i=1) if and only if min{‖y‖ : y ∈ co(yi : i ∈ F )} > δ. By the last inequality from the previous
paragraph, it follows that CB(F2−nε((zi)
∞
i=1)) > CB(Akn [Sνn ]) = ω
νnkn+1. Now for any finite subset F of
N,
min{‖z‖ : z ∈ co(zi : i ∈ F )} 6 2min{‖Rx‖ : x ∈ co(xni : i ∈ F )} 6 2‖R‖min{‖x‖ : x ∈ co(xni : i ∈ F )}.
From this it follows that for any δ > 0, Fδ((zi)
∞
i=1) ⊂ F2‖R‖δ((xni )
∞
i=1) and
CB(Fδ((zi)
∞
i=1)) 6 CB(F2‖R‖δ((xni)
∞
i=1)) 6 CB(F2‖R‖δ((xi)
∞
i=1) ∩ [N ]
<N).
Applying this with δ = 2−nε and noting that 2‖R‖δ > 3−n,
ωνnkn < CB(F2−nε/2((zi)
∞
i=1)) 6 CB(F2‖R‖2−nε/2((xi)
∞
i=1) ∩ [N ]
<N)
6 CB(F3−n((xi)
∞
i=1) ∩ [N ]
<N) < ωνnkn.
This contradiction finishes the proof.

For the classes Gξ,ζ , we will prove a slightly stronger non-existence result, followed by a parallel positive
result. Let F,G be Banach spaces with bases (fi)
∞
i=1, (gi)
∞
i=1 such that the formal inclusion U : F → G is
well-defined. For an infinite subset M ∈ [N], let FM (resp. GM ) denote the closed span of (fmi)
∞
i=1 in F
(resp. (gmi)
∞
i=1 in G). Let UM : FM → GM be the restriction of the formal inclusion U to FM . Given an
ideal I, let us say that U is subsequentially universal for ∁I if for any A : X → Y ∈ ∁I and any L ∈ [N],
there exist M ∈ [L] and subspaces X0, Y0 of X and Y , respectively, such that A(X0) ⊂ Y0 and UM factors
through A|X0 : X0 → Y0.
Remark 3.4. An operator U : F → G being subsequentially universal for the class ∁I provides a potentially
small, easy to understand collection (formal inclusions between subsequences of fixed bases) which can be
used to study the class I. Furthermore, the definition not only requires that we can factor formal inclusions
of these subsequences through members of ∁I, but that the subsequences of this type are fairly abundant.
Remark 3.5. If I is injective (which our classes Gξ,ζ are) and U : F → G is subsequentially universal for
∁I, first fix an isometric embedding j : G→ ℓ∞. Then the conclusion that UM factors through a restriction
A|X0 : X0 → Y0 of A together with injectivity imply the existence of a factorization of jUM through A.
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Theorem 3.6. (i) For 0 6 ζ < ξ 6 ω1, there do not exist basic sequences (fi)
∞
i=1 and (gi)
∞
i=1 such that
(fi)
∞
i=1 is ξ-weakly null, (gi)
∞
i=1 is not ζ-weakly null, and the formal identity U : [fi : i ∈ N]→ [gi : i ∈ N]
is well-defined and subsequentially universal for ∁Gξ,ζ .
(ii) For any 0 6 ζ < ξ 6 ω1, there exists a formal identity operator I between mixed Schreier spaces which
lies in ∁Gξ,ζ such that for each ζ < β < ξ, I is subsequentially universal for ∁Gβ,ζ.
Given item (i) of Theorem 3.6, item (ii) Theorem 3.6 is the best possible quantitative weakening in the
search for universal factoring operators.
We will need the following consequence of Lemma 3.1.
Proposition 3.7. Suppose 0 < η < ω1 and F1,F2, . . . are regular families containing all singletons and such
that for each j ∈ N, CB(Fj) < ωη. Fix a positive sequence of numbers (̟n)∞n=1 converging to zero. Let Z
be the completion of c00 with respect to the norm
[x]0 = sup
{
̟j‖Ex‖ℓ1 : j ∈ N, E ∈ Fj}.
Then the basis of Z0 is η-weakly null.
Proof. Fix j ∈ N and E ∈ Fj. Write E = (ni)ti=1 and let Ii = (ni). Then I1 < . . . < It and (min Ii)
t
i=1 ∈ Fj .
Then if Z is the space from Lemma 3.1,
[x] > ̟j‖Ex‖ℓ1 .
From this it follows that the formal inclusion I : Z → Z0 is bounded with norm 1. Since the canonical c00
basis is η-weakly null in Z, its image is η-weakly null in Z0.

Proof of Theorem 3.6. (i) Seeking a contradiction, assume F is the closed span of a ξ-weakly null, basic
sequence (fi)
∞
i=1, G is the closed span of a basic, ℓ
ζ
1+-spreading model (gi)
∞
i=1, and the linear extension of
the map taking fi to gi extends to a continuous linear operator U : F → G which is subsequentially universal
for ∁Gξ,ζ. If ξ < ω1, let η = ξ. If ξ = ω1, let η < ω1 be such that (fi)
∞
i=1 is η-weakly null. Note that in
either case, 0 < η < ω1. As in the proof of Theorem 3.3, we may recursively select M1 ⊃ M2 ⊃ . . ., νn < η,
kn ∈ N such that for all n ∈ N,
CB(F3−n((fi)
∞
i=1) ∩ [Mn]
<N) < ωνnkn.
Let us note that since (fi)
∞
i=1 is η-weakly null and (gi)
∞
i=1 = (Ufi)
∞
i=1 is not, ζ < η. Therefore by replacing
νn with ζ for any n such that νn < ζ, we may assume that νn > ζ for all n ∈ N. Let ̺n = νn − ζ. That is,
̺n is the unique ordinal such that ζ + ̺n = νn. For each n ∈ N, let
Fn = Akn [S̺n [Sζ ]].
Note that for each n ∈ N, CB(Fn) = ωζω̺nkn + 1 = ωνnkn + 1 < ωη. Note that Fn ⊃ Sζ for all n ∈ N. Let
Z be the completion of c00 with respect to the mixed Schreier norm
[x] = sup{2−n‖Ex‖ℓ1 : n ∈ N, E ∈ Fn}.
Let I : Z → Xζ be the formal inclusion, which has norm 2. Moreover, by Proposition 3.7, the basis of Z is
η-weakly null. But the canonical Xζ basis is not ζ-weakly null, so I ∈ ∁Gη,ζ ⊂ ∁Gξ,ζ .
Fix m1 < m2 < . . ., mn ∈ Mn, and let M = (mn)∞n=1. By the definition of subsequentially universal,
there exists P ∈ [M ] such that the restriction UP : FP → GP factors through some restriction of I. Fix
V0,W0 and R : FP → V0, L : W0 → GP such that I(U0) ⊂ V0 and LIR = UP . Since (LIRfn)n∈P is
an ℓζ1+-spreading model, so is (IRfn)n∈P , and (IRfn)n∈P has no ζ-weakly null subsequence. By standard
perturbation arguments, we may find N = (ni)
∞
i=1 ∈ [P ] and a block sequence (zi)
∞
i=1 with respect to the
c00 basis such that (Izi)
∞
i=1 is an ℓ
ζ
1+-spreading model in Xζ and for all (ai)
∞
i=1,
[
∞∑
i=1
aizi] 6 2[
∞∑
i=1
aiRfni ].
We must consider two cases. If ζ = 0, we fix 0 < ε < infi ‖zi‖ζ = infi ‖zi‖c0 . If ζ > 0, let γ = max{ω
α :
ωα 6 ζ}. In the ζ > 0 case, by [9, Theorem 2.14], there exists β < γ such that lim sup ‖zi‖β > 0. In this
case, we may pass to a subsequence of N , relabel, and assume there exists ε > 0 such that ε < infi ‖zi‖β.
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This is because if no such ε and β exist, (Izi)
∞
i=1 is ζ-weakly null in Xζ . Now in either case, fix n ∈ N so
large that 2n/3n < 2‖R‖/ε. By passing to a subset of N and relabeling once more, we may assume that
CB(F3−n((fni)
∞
i=1)) 6 CB(F3−n((fi)
∞
i=1) ∩ [N ]
<N) < ωνnkn.
As in the proof of Theorem 3.3, we will show that CB(F2−nε((zi)
∞
i=1)) > ω
νnkn, and this contradiction will
finish (i). In the ζ = 0 case, for each i ∈ N, we fix a singleton Ei = (si) ∈ supp(zi) such that ‖Eizi‖ℓ1 > ε.
In the 0 < ζ case, we fix Ei ∈ Sβ such that ‖Eizi‖ℓ1 > ε. In either case, there exists T = (ti)
∞
i=1 ∈ [N] such
that for any G ∈ Sζ , ∪i∈GEti ∈ Sζ . In the ζ = 0 case, we may take T = N, since G and Ei are singletons.
For the ζ > 0 case, we appeal to [9, Lemma 2.2(i)] and the fact that β+ ζ = ζ by properties of the additively
indecomposable ordinal γ. In the ζ = 0 case, ̺n = νn and Fn = Akn [Sνn ]. Then for any F ∈ Fn and
non-negative scalars (ai)i∈F summing to 1,
[
∑
i∈F
aizi] > 2
−n
∑
j∈F
‖Ej
∑
i∈F
aizi‖ℓ1 > 2
−nε.
By another appeal to the geometric Hahn-Banach theorem, Akn [Sνn ] ⊂ F2−nε((zi)
∞
i=1), which gives the
required lower estimate on the Cantor-Bendixson index and finishes the ζ = 0 case of the proof. Now assume
ζ > 0 and let T be as above. Now fix F ∈ Akn [S̺n [Sζ ]], which means we can write
F =
l⋃
i=1
Gi,
G1 < . . . < Gi, ∅ 6= Gi ∈ Sζ , (minGi)li=1 ∈ Akn [S̺n ]. Now for each 1 6 i 6 l, let Hi = ∪j∈GiEtj and
note that this set lies in Sζ by our choice of T . Note that minHi > minGi, so (minHi)li=1 is a spread of
(minGi)
l
i=1, and therefore lies in Akn [S̺n ]. Therefore
H :=
l⋃
i=1
Hi ∈ Akn [S̺n [Sζ ]].
For any non-negative scalars (ai)i∈F summing to 1,
[
∑
i∈F
aizti ] > 2
−n‖H
∑
i∈F
aizti‖ℓ1 > 2
−nε.
One more appeal to the geometric Hahn-Banach theorem yields that
{(ti)i∈E : E ∈ Akn [S̺n [Sζ ]]} ⊂ F2−nε((zi)
∞
i=1).
Since
CB({(ti)i∈E : E ∈ Akn [S̺n [Sζ ]]}) = CB(Akn [S̺n [Sζ ]]) = ω
ζω̺nkn + 1 = ω
νnkn + 1,
this gives the required lower estimate on the Cantor-Bendixson index and finishes (i).
(ii) We first consider the case in which ξ is a successor, say ξ = η+1. If ξ = ζ+1, the conclusion is vacuous,
as there are no β with ζ < β < ξ. Therefore we assume ζ < η, so 0 < η < ω1. Let I : Xη → Xζ be the formal
inclusion, which is bounded by Proposition 2.1. Let X,Y be Banach spaces and suppose A : X → Y ∈ ∁Gη,ζ .
Fix an η-weakly null sequence (xi)
∞
i=1 ⊂ BX such that (Axi)
∞
i=1 is basic, seminormalized and an ℓ
ζ
1+-
spreading model. By [2, Theorem A], we may assume that (xi)
∞
i=1 and (Axi)
∞
i=1 are convexly unconditional.
This means that for any δ > 0, there exists C(δ) > 0 such that for any (ai)
∞
i=1 with
∑∞
i=1 |ai| 6 1 and
‖
∑∞
i=1 aixi‖ > δ, then ‖
∑∞
i=1 λiaixi‖ > C(δ) for any scalars (λi)
∞
i=1 with |λi| = 1 for all i ∈ N. A similar
inequality holds for (Axi)
∞
i=1. By [1, Theorem 1.10], we may assume (yi)
∞
i=1 is Sζ-unconditional. This means
that there exists a constant a > 0 such that for any (ai)
∞
i=1 ∈ c00,
sup
F∈Sζ
a‖
∑
i∈F
aiAxi‖ 6 ‖
∞∑
i=1
aiAxi‖.
Since (Axi)
∞
i=1 is convexly unconditional and an ℓ
ζ
1+-spreading model, (Axi)
∞
i=1 is an ℓ
ζ
1-spreading model,
which means there exists b > 0 such that
inf{‖
∑
i∈F
aiAxi‖ : F ∈ Sζ ,
∑
i∈F
|ai| = 1} = b.
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Then for any (ai)
∞
i=1 ∈ c00,
‖
∞∑
i=1
aiAxi‖ > a sup{‖
∑
i∈F
aiAxi‖ : F ∈ Sζ} > ab sup{
∑
i∈F
|ai| : F ∈ Sζ}.
This yields that the formal inclusion J : [Axi : i ∈ N]→ Xζ given by JAxi = ei is well-defined and bounded.
Now for δ > 0, let
Hδ = {E ∈ [N]
<N : (∃x∗ ∈ BX∗)(∀n ∈ E)(|x
∗(xi)| > δ)}.
Since (xi)
∞
i=1 is η-weakly null, for every δ > 0 and M ∈ [N], there exists N ∈ [M ] such that
CB(Fδ((xi)
∞
i=1) ∩ [N ]
<N) < ωη.
By convex unconditionality, this implies that for every δ > 0 and M ∈ [N], there exists N ∈ [M ] such
that CB(Hδ ∩ [N ]<N) < ωη. Now let us fix 0 < ϑ < 1. Let L ∈ [N] be arbitrary and recursively select
L ⊃M1 ⊃M2 ⊃ . . . such that for all n ∈ N, either Hϑn ∩ [Mn]<N ⊂ Sη or Sη ∩ [Mn]<N ⊂ Hϑn . We may make
these selections by [13, Theorem 1.1]. But our remark preceding the fixing of ϑ yields that the second option
cannot hold, and Hϑn ∩ [Mn]
<N ⊂ Sη for all n ∈ N. Fix m1 < m2 < . . ., mn ∈ Mn, and let M = (mn)
∞
n=1.
Now fix (ai)
∞
i=1 ∈ c00 and x
∗ ∈ BX∗ such that
‖
∞∑
i=1
aixmi‖ = x
∗(
∞∑
i=1
aixmi).
For each n ∈ N, let
In = {i < n : |x
∗(xmi)| ∈ (ϑ
n, ϑn−1]}
and
Jn = {i > n : |x
∗(xmi)| ∈ (ϑ
n, ϑn−1]}.
For each n ∈ N,
(mi)i∈Jn ∈ Hϑn ∩ [Mn]
<N ⊂ Sη,
so
x∗(
∑
i∈In∪Jn
aix
∗
mi) 6 ϑ
n−1
[
‖(ai)
∞
i=1‖∞|In|+
∑
i∈Jn
|ai|
]
6 nϑn−1‖
∞∑
i=1
aiemi‖η.
Therefore
‖
∞∑
i=1
aixmi‖ 6 (1− ϑ)
−2‖
∞∑
i=1
aiemi‖η.
Thus the maps taking (emi)
∞
i=1 ⊂ Xη to (xmi)
∞
i=1 and (Axmi )
∞
i=1 to (emi)
∞
i=1 ⊂ Xζ are bounded. Since
L ∈ [N] was arbitrary, this shows that I : Xη → Xζ is subsequentially universal for ∁Gη,ζ . Since for any
ζ < β < ξ, ∁Gβ,ζ ⊂ ∁Gη,ζ , this completes the successor case.
Now suppose that ξ is a limit ordinal. Fix ζ < ξ1 < ξ2 < . . . with ξn ↑ ξ and a null sequence (̟n)∞n=1 ⊂
(0, 1] of positive numbers. Let Z be the completion of c00 with respect to the norm
[x] = sup{̟n‖Ex‖ℓ1 : n ∈ N, E ∈ Sξn}
and let I : Z → Xζ be the formal inlusion. Suppose that for some 0 6 ζ < β < ξ, A : X → Y ∈ ∁Gβ,ζ.
Arguing as in the successor case, we may select a sequence (xi)
∞
i=1 ⊂ BX which is β-weakly null and such
that the map taking (Axi)
∞
i=1 to (ei)
∞
i=1 ⊂ Xζ is bounded. Also, for L ∈ [N], we may select (mi)
∞
i=1 ∈ [L]
such that the map taking (emi)
∞
i=1 ⊂ Xβ to (xmi)
∞
i=1 is bounded. Now if n ∈ N is such that ξn > β, the
formal inclusion of Xξn into Xβ is bounded by Proposition 2.1, as is the map taking (emi)
∞
i=1 ⊂ Xξn to
(emi)
∞
i=1 into Xβ . Now the map taking (emi)
∞
i=1 ⊂ Z to (emi)
∞
i=1 ⊂ Xξn , and therefore the maps taking
(emi)
∞
i=1 ⊂ Z to (xmi)
∞
i=1 and (Axmi)
∞
i=1 to (emi)
∞
i=1 ⊂ Xζ are well-defined and bounded. This yields the
appropriate factorization of I through a restriction of A and gives the limit ordinal case.

The following is implicitly contained in (i) of the preceding proof.
Corollary 3.8. For 0 6 ζ < ξ 6 ω1, ∁Gξ,ζ does not admit a universal factoring operator.
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Sketch. If U : F → G ∈ ∁Gξ,ζ were universal for ∁Gξ,ζ , we first fix (fi)∞i=1 ⊂ X which is ξ-weakly null and
such that (Ufi)
∞
i=1 = (gi)
∞
i=1 is an ℓ
ζ
1+-spreading model. Let η = ξ if ξ < ω1 and otherwise let η < ω1 be
such that (fi)
∞
i=1 is η-weakly null. We fix M1 ⊃M2 ⊃ . . ., νn < η, and kn ∈ N such that
CB(F3−n((fi)
∞
i=1) ∩ [Mn]
<N) < ωνnkn.
We may assume νn > ζ for all n ∈ N and write νn = ζ + ̺n. If ζ = 0, let Z be the completion of c00 with
respect to the mixed Schreier norm
[x] = sup{2−n‖Ex‖ℓ1 : n ∈ N, E ∈ Akn [Sνn ]}.
If ζ > 0, let Z be the completion of c00 with respect to the mixed Schreier norm
[x] = sup{2−n‖Ex‖ℓ1 : n ∈ N, E ∈ Akn [S̺n [Sζ ]]}.
In either case, the formal inclusion I : Z → Xζ lies in ∁Gξ,ζ . If U were to factor through Z as U = LIR,
then arguing as in the proof of Theorem 3.6(i), we would be able to find N ∈ [M ], ε > 0, n such that
2n/3n < 2‖R‖/ε, and a block sequence (zi)∞i=1 with respect to c00 such that
ωνnkn < CB(F2−nε((zi)
∞
i=1)) 6 CB(F3−n((fi)
∞
i=1) ∩ [N ]
<N) < ωνnkn.

4. Codings of SB, L, and dual spaces
We first recall some facts and constructions from descriptive set theory. Two references for such facts are
the books [12] and [17].
The following fact is standard. However, since it will be used freely, we isolate it here.
Proposition 4.1. Let X be a Polish space with topology τ . Let Yn be a sequence of second countable
topological spaces and fn : X → Yn a sequence of Borel functions. Then there exists a Polish topology τ ′ on
X finer than τ such that the Borel σ-algebras of τ and τ ′ coincide and for each n ∈ N, fn : (X, τ ′)→ Yn is
continuous.
Proof. For each n ∈ N, let (Um,n)∞m=1 be a countable base for the topology of Yn. Then by [17, Lemma 13.3,
Page 82], there exists a Polish topology τ ′ on X finer than τ , generating the same Borel σ-algebra as τ , such
that each of the sets f−1n (Um,n), m,n ∈ N, is clopen in τ
′.

Let us recall that a subset A of a Polish space S is Σ11 if there exist a Polish space P , a Borel subset B
of P , and a Borel function f : P → S such that f(B) = A. A subset C of S is Π11 if S \ C is Σ
1
1. We say a
subset A of a Polish space S is Σ12 if there exist a Polish space P , a Π
1
1 subset B of P , and a Borel function
f : S → P such that f(B) = A. If for subset A,B of Polish spaces S, P , respectively, and a Borel function
f : S → P , f−1(B) = A, then we say A is Borel reducible to B. Given j ∈ {1, 2}, we say a set A ⊂ S is
Π1j -hard if for any Polish space P and any Π
1
j subset B of P , A is Borel reducible to B. We say A ⊂ S is
Π1j -complete if it is Π
1
j -hard and Π
1
j .
We let C(2N) be the space of continuous functions on the Cantor set. We endow F (C(2N)), the set of
closed subsets of C(2N), with its Effros-Borel σ-algebra, and recall that this is a standard Borel space. That
is, there exists a Polish topology on F (C(2N)) the Borel σ-algebra of which is the Effros-Borel σ-algebra.
By a result of Kuratowski and Ryll-Nardzewski [18], there exists a sequence dn : F (C(2
N)) \ {∅} → C(2N)
such that each dn is Borel and for each ∅ 6= F ∈ F (C(2N)), {dn(F ) : n ∈ N} is a dense subset of F . By
standard techniques, we may assume that for each finite subset F of N and all rational numbers (pi)i∈F ,
there exists n ∈ N such that
∑
i∈F pidi = dn. We let SB denote the subset of F (C(2
N)) consisting of those
closed subsets of C(2N) which are linear subspaces. This is easily seen to be a Borel subset of F (C(2N)),
whence it is also a standard Borel space. From now on, we will treat SB as a Polish space. However, as we
are not concerned with the particular Polish topology on SB which generates the Effros-Borel σ-algebra as
its Borel σ-algebra, we will fix a Polish topology on SB which generates the Effros-Borel σ-algebra and such
that each selector dn is continuous with respect to this topology. Define rn(X) = dn(X) if ‖dn(X)‖ 6 1 and
rn(X) = dn(X)/‖dn(X)‖ if ‖dn(X)‖ > 1. Note that each rn is also continuous and ‖rn(X)‖ 6 1 for each
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n ∈ N and X ∈ SB. We also let L denote the set of all triples (X,Y, (yn)∞n=1) ∈ SB × SB × C(2
N)N such
that yn ∈ Y for all n ∈ N and there exists k ∈ N such that for all n ∈ N and scalars (ai)ni=1,
‖
n∑
i=1
aiyi‖ 6 k‖
n∑
i=1
aidi(X)‖.
It is easy to see that this is a Borel subset of SB × SB × C(2N)N, and is also therefore a standard Borel
space. We fix a Polish topology on L stronger than the topology inherited as a subspace of the product
SB×SB×C(2N)N and which generates the Effros-Borel σ-algebra. Note that the functions (X,Y, (yn)∞n=1) 7→
dm(X), rm(X) are still continuous for allm ∈ N. This is the coding of all operators between separable Banach
spaces introduced in [5]. That is, for any (X,Y, (yn)
∞
n=1) ∈ L, the map A0 : {dn(X) : n ∈ N} → Y given
by A0dn(X) = yn is well-defined and extends to a continuous, linear operator A : X → Y . Conversely, if
A : X → Y is a continuous, linear operator for X,Y ∈ SB, then (X,Y, (Adn(X))∞n=1) ∈ L.
We also recall the coding of dual spaces. Let H = [−1, 1]N, endowed with a Polish topology such that
the coordinate functional (ai)
∞
i=1 7→ an is continuous for each n ∈ N, and the map (ai)
∞
i=1 7→ ‖(ai)
∞
i=1‖∞ is
continuous. We can see that such a topology exists by first endowing H with its product topology τ and
then using Proposition 4.1 to find a finer Polish topology τ ′ such that (ai)
∞
i=1 7→ ‖(ai)
∞
i=1‖∞, which is Borel
with respect to τ , is continuous with respect to τ ′. We leave this topology fixed throughout. Given X ∈ SB
and x∗ ∈ BX∗ , we define
H ∋ fx∗ = (x
∗(r1(X)), x
∗(r2(X)), x
∗(r3(X)), . . .).
We let KX = {fx∗ ∈ H : x∗ ∈ BX∗}. We define D ⊂ SB × H by (X, f) ∈ D ⇔ f ∈ KX . Then D is a
Borel set and the bijective identification BX∗ ∋ x∗ ↔ fx∗ ∈ KX is isometric (see properties P10-P12 from
[12, Page 12]). More generally, for x∗1, . . . , x
∗
n ∈ KX and scalars (ai)
n
i=1, ‖
∑n
i=1 aix
∗
i ‖X∗ = ‖
∑n
i=1 aifx∗i ‖∞.
We also remark that since 2N with its product topology is compact and the subset [N] of infinite subsets
of N is Gδ in 2
N, [N] with its inherited topology is a Polish space.
Our first result regarding this is that functional evaluation is Borel.
Lemma 4.2. The set E := {(Y, y, fy∗) ∈ SB × C(2N) × D : y ∈ Y, fy∗ ∈ KY } is Borel and the map
(Y, y, fy∗) 7→ y∗(y) is Borel from E to R.
Proof. The map (Y, y, fy∗) 7→ (Y, fy∗) is continuous and therefore the set of (Y, y, fy∗) such that fy∗ ∈ Y is
the set of (Y, y, fy∗) such that (Y, fy∗) ∈ D is Borel. It is known that the set of (Y, y) ∈ SB × C(2N) such
that y ∈ Y is Borel (see [12, Property (P4), Page 10]). Thus E is Borel.
To prove that evaluation is Borel, it is sufficient to prove that evaluation is continuous when SB and H
are endowed with the topologies we have fixed above. We therefore proceed assuming that for each n ∈ N,
dn and rn are continuous on SB for each n ∈ N, and (ai)∞i=1 7→ an, (ai)
∞
i=1 7→ ‖(ai)
∞
i=1‖∞ are continuous on
H . Assume (Y, y, fy∗) ∈ E is the limit of a sequence ((Yn, yn, fy∗n))
∞
n=1 ⊂ E .
Define T : [0,∞) → [1,∞) by T (x) = 1 if 0 6 x 6 1 and T (x) = x for all x > 1. Note that T is 1-
Lipschitz. Fix ε > 0 and j ∈ N such that ‖y− dj(Y )‖ < ε. Fix m ∈ N such that for all n > m, ‖yn− y‖ < ε,
|fy∗(j)− fy∗n(j)| < ε, and ‖dj(Y )− dj(Yn)‖ < ε. Now let us note that dj(Y ) = T (‖dj(Y )‖)rj(Y ), so
y∗(dj(Y )) = T (‖dj(Y )‖)fy∗(j).
Similarly, for any n ∈ N,
y∗n(dj(Yn)) = T (‖dj(Yn)‖)fy∗n(j).
By the triangle inequality, for any n > m,
‖yn − dj(Yn)‖ 6 ‖yn − y‖+ ‖y − dj(Y )‖+ ‖dj(Y )− dj(Yn)‖ < 3ε.
Thus
|y∗(y)− T (‖dj(Y )‖)fy∗(j)| = |y
∗(y)− y∗(dj(Y ))| 6 ‖y
∗‖‖y − dj(Y )‖ 6 ‖y − dj(Y )‖ < ε
and for any n > m,
|y∗n(yn)− T (‖dj(Yn)‖)fy∗n(j)| = |y
∗
n(yn)− y
∗
n(dj(Yn))| 6 ‖y
∗
n‖‖yn − dj(Yn)‖ 6 ‖yn − dj(Yn)‖ < 3ε.
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From this it follows that for any n > m,
|y∗(y)− y∗n(yn)| 6 |y
∗(y)− T (‖dj(Y )‖)fy∗(j)|+ |T (‖dj(Y )‖)fy∗(j)− T (‖dj(Y )‖)fy∗n(j)|
+ |T (‖dj(Y )‖)fy∗n(j)− T (‖dj(Yn)‖)fy∗n(j)|+ |T (‖dj(Yn)‖)fy∗n(j)− y
∗
n(yn)|
6 ε+ T (‖dj(Y )‖)ε+ ε+ 3ε
6 (5 + ‖y‖+ ε)ε.
Since ε > 0 was arbitrary, we are done.

For the remainder of this work, when an ideal is denoted by a fraktur letter (with subscripts), the
associated subsets of L and SB will be denoted by the same letter (with the same subscripts) in calligraphic
and bold fonts, respectively. That is, for an ideal I, we let I denote subset of L consisting of those members
(X,Y, (yn)
∞
n=1) of L such that the unique continuous extension of the function dn(X) 7→ yn lies in I. We let
I denote the subset of SB consisting of those X ∈ SB such that X ∈ I (equivalently, such that IX ∈ I).
Remark 4.3. The map Φ : SB → L given by Φ(X) = (X,X, (dn(X))∞n=1) is Borel. From this it follows
that for any ideal I of operators, if I is Π11 (resp. Π
1
2), then I is Π
1
1 (resp. Π
1
2). Therefore to provide an
upper estimate on the complexities of I and I, it is sufficient to provide that upper estimate only for I.
Similarly, in order to show that I and I are Π11-hard (resp. Π
1
2-hard), it is sufficient to show that I is
Π11-hard (resp. Π
1
2-hard). To see this, if P is a Polish space, C ⊂ P is a Π
1
1 subset of P , and Ψ : P → I is a
Borel map such that Ψ−1(I) = C, then Φ ◦ Ψ : P → L is a Borel reduction of I to C. A similar statement
holds for Π12-hard sets.
Given ξ < ω1 and M ∈ [N], there exists a unique, non-empty, finite initial segment of M which is a
maximal member of Sξ. We denote this initial segment by M |ξ. Given a Banach space X , a sequence
(xn)
∞
n=1 ⊂ X , ξ < ω1, and M ∈ [N], we let
Ξξ((xn)
∞
n=1,M) = min{‖x‖ : x ∈ co(xn : n ∈M |ξ)}.
For a Banach space X , (xn)
∞
n=1 ⊂ X , and M = (mn)
∞
n=1 ∈ [N], let us say that the pair ((xn)
∞
n=1,M) has
Dξ provided that for any k ∈ N and N ∈ [M ] with minN > mk, Ξξ((xn)∞n=1, N) 6 1/k.
Proposition 4.4. Let (xn)
∞
n=1 be a sequence in the Banach space X. Let ξ < ω1.
(i) (xn)
∞
n=1 fails to be ξ-weakly null if and only if there exist m ∈ N and M ∈ [N] such that for all N ∈ [M ],
Ξξ((xn)
∞
n=1, N) > 1/m.
(ii) If (xn)
∞
n=1 ⊂ X is ξ-weakly null, then for any M0 ∈ [N], there exists M ∈ [M0] such that ((xn)
∞
n=1,M)
has Dξ.
(iii) If M = (mn)
∞
n=1 ∈ [N] is such that ((xn)
∞
n=1,M) has Dξ, then (xmn)
∞
n=1 is ξ-weakly null.
Proof. First, for each m ∈ N, let Vm denote the set of subsets M ∈ [N] such that
Ξξ((xn)
∞
n=1,M) > 1/m.
Since this is a closed set, the infinite Ramsey theorem yields that for each m ∈ N and M ∈ [N], there exists
N ∈ [M ] such that either [N ] ⊂ Vm or [N ]∩Vm = ∅. From this and a standard diagonalization, we establish
the dichotomy that either there exist m ∈ N and M ∈ [N] such that for all N ∈ [M ], Ξξ((xn)
∞
n=1, N) > 1/m,
or for every M0 ∈ [N], there exists M ∈ [N] such that ((xn)∞n=1,M) has Dξ. We will show that the first of
these two conditions is equivalent to (xn)
∞
n=1 failing to be ξ-weakly null, which will yield both (i) and (ii).
First suppose that there exist m ∈ N andM = (mi)∞i=1 ∈ [N] such that for all N ∈ [M ], Ξξ((xn)
∞
n=1, N) >
1/m. Now fix F ∈ Sξ and let E = (mn)n∈F ∈ Sξ. Let N be any infinite subset of M such that E is an
initial segment of N . Now let (an)n∈F be non-negative numbers summing to 1 and note that
‖
∑
n∈F
anxmn‖ > Ξξ((xn)
∞
n=1, N) > 1/m.
This yields that (xmn)
∞
n=1 is an ℓ
ξ
1+-spreading model, and (xn)
∞
n=1 is not ξ-weakly null.
Now suppose that (xn)
∞
n=1 is not ξ-weakly null. If (xn)
∞
n=1 is not weakly null, then there exist m ∈ N
and M = (mn)
∞
n=1 such that inf{‖x‖ : x ∈ co(xmn : n ∈ N)} > 1/m. Then Ξξ((xn)
∞
n=1, N) > 1/m for all
N ∈ [M ]. Now suppose that (xn)∞n=1 is weakly null but not ξ-weakly null. This means there exist ε > 0 and
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r1 < r2 < . . . such that (xrn)
∞
n=1 is 2-basic and for each F ∈ Sξ and x ∈ co(xrn : n ∈ F ), ‖x‖ > ε. Now
choose 1 = s1 < s2 < . . . such that for each n ∈ N, sn+1 > rsn . Let mn = rsn and M = (mn)
∞
n=1. Fix
N ∈ [M ] and let N |ξ = (rsti )
l
i=1. Then F := (sti)
l
i=2 is a spread of (rsti )
l−1
i=1 and therefore lies in Sξ. Fix
non-negative scalars (ai)
l
i=1 summing to 1 and note that
‖
l∑
i=1
aixrsti
‖ >
1
3
max
{
a1‖xrst1
‖, ‖
l∑
i=2
aixrsti
‖
}
>
ε
3
max
{
a1,
l∑
i=2
ai
}
> ε/6.
Thus for any N ∈ [M ], Ξξ((xn)∞n=1,M) > ε/6. Fixing m > 6/ε, we conclude the stated equivalence. This
yields (i) and (ii).
(iii) If ((xn)
∞
n=1,M) has Dξ and (xmn)
∞
n=1 is not ξ-weakly null, we may argue as in the previous paragraph
to find m ∈ N, r1 < r2 < . . ., and s1 < s2 < . . . such that for each N ∈ [(rsn)
∞
n=1], Ξξ((xn)
∞
n=1, N) > 1/m,
with the added condition that (rn)
∞
n=1 ∈ [(mn)
∞
n=1]. Now if we fix k > m and N ∈ [M ] with minN > k,
these two conditions yield that
1/m 6 Ξξ((xn)
∞
n=1, N) 6 1/k,
which is a contradiction.

Lemma 4.5. The sets
W = {(X, (ni)
∞
i=1) ∈ SB× N
N : (dni(X))
∞
i=1 is weakly null}
and
W ∗ = {(Y, (fi)
∞
i=1) ∈ SB×H
N : (fi)
∞
i=1 ⊂ KY , (fi)
∞
i=1 is weakly null in ℓ∞}
are Π11. For ξ < ω1, the sets
Wξ = {(X, (ni)
∞
i=1,M) ∈ SB× N
N × [N] : ((dni(X))
∞
i=1,M) has Dξ}
and
W ∗ξ = {(Y, (fi)
∞
i=1, P ) ∈ SB×H
N × [N] : (fi)
∞
i=1 ⊂ KY , ((fi)
∞
i=1, P ) has Dξ in ℓ∞}
are Borel.
Proof. First let C denote the set of those (X, (ni)
∞
i=1,M, p) ∈ SB×N
N× [N]×N such that for all k ∈ N and
non-negative scalar sequences (ai)
k
i=1, ‖
∑k
i=1 aidnmi (X)‖ > 1/p. Here, M = (mi)
∞
i=1. It is evident that C
is closed. Let π : SB × NN × [N] × N → SB × NN be the projection and note that, by the Mazur lemma,
(SB× NN) \ π(C) is the set W .
Now let A denote the set of those (Y, (fi)
∞
i=1,M, p) ∈ SB×H
N× [N]×N such that for all i ∈ N, fi ∈ KY .
Let B denote the set of those (Y, (fi)
∞
i=1,M, p) ∈ SB×H
N× [N]×N such that for all k ∈ N and non-negative
scalars (ai)
k
i=1, ‖
∑k
i=1 aifmi‖∞ > 1/p. Since {(Y, f) ∈ SB×H : f ∈ KY } is Borel, A is Borel. It is obvious
that the set B is closed, as we have assumed a topology on H making the supremum norm continuous. Then
A ∩B is Borel. Let π : SB×HN × [N]×N→ SB×HN be the projection and note that, by another appeal
to the Mazur lemma, W ∗ = (SB×HN) \ π(A ∩B).
We next show that, with our fixed topologies, the set Wξ is closed. To that end, fix (X, (ni)
∞
i=1,M) ∈
(SB× NN × [N]) \Wξ. This means there exist ε > 0, k ∈ N, and L ∈ [M ] such that minL > mk and for all
non-negative scalars (ai)i∈L|ξ summing to 1,
‖
∑
i∈L|ξ
aidni(X)‖ > ε+ 1/k.
Here, L = (li)
∞
i=1 and M = (mi)
∞
i=1. Let t = maxL|ξ. Let U1 denote the set of Y ∈ SB such that for each
1 6 i 6 nt, ‖di(Y )− di(X)‖ < ε. By continuity of the selectors, U1 is open in SB. Let U2 denote the subset
of NN consisting of those (pi)
∞
i=1 such that pi = ni for all 1 6 i 6 t, which is open. Let U3 denote the subset
of [N] consisting of those Q ∈ [N] such that for all 1 6 i 6 max{mk, t}, 1M (i) = 1Q(i). This is an open set
in [N]. Now let U = U1 × U2 × U3, which is an open subset of SB × NN × [N] containing (X, (ni)∞i=1,M).
We claim that U ∩Wξ = ∅. Indeed, suppose (Y, (pi)∞i=1, Q) ∈ U . Let us note that, if L|ξ = (l1, . . . , ls),
ls = t. Since Y ∈ U1, it follows that ‖di(Y ) − di(X)‖ < ε for all 1 6 i 6 nls . Since (pi)
∞
i=1 ∈ U2, ni = pi
for all i 6 ls. Since Q ∈ U3, if j ∈ N is such that t = mj , qi = mi for all i 6 j. The last condition implies
that (l1, . . . , ls) is an initial segment of some infinite subset R of Q such that minR = minL > mk = qk.
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Moreover, since (l1, . . . , ls) is a maximal member of Sξ which is also an initial segment of R, R|ξ = L|ξ.
Then for any non-negative scalars (ai)i∈R|ξ = (ai)i∈L|ξ summing to 1,
‖
∑
i∈R|ξ
aidpi(Y )‖ = ‖
∑
i∈L|ξ
aidni(Y )‖ > ‖
∑
i∈L|ξ
aidni(X)‖ −
∑
i∈L|ξ
ai‖dni(X)− dni(Y )‖ > ε+ 1/k − ε = 1/k.
This yields that (Y, (pi)
∞
i=1, Q) /∈ Wξ, and Wξ is closed.
Now let A denote the set of (Y, (fi)
∞
i=1,M) ∈ SB ×H
N × [N] such that fi ∈ KY for all i ∈ N and let B
denote the set of (Y, (fi)
∞
i=1,M) ∈ SB×H
N× [N] such that ((fi)∞i=1,M) has Dξ in ℓ∞. If (Y, (fi)
∞
i=1,M) /∈ B,
there exist ε > 0, k ∈ N, L ∈ [M ] such that minL > mk and for all non-negative scalars (ai)i∈L|ξ summing
to 1,
‖
∑
i∈Lξ
aifi‖∞ > ε+ 1/k.
Let t = maxL|ξ. We let U1 be the set of those (gi)∞i=1 ∈ H
N such that ‖fi − gi‖∞ < ε for all 1 6 i 6 t.
Let U2 be the set of those Q ∈ [N] such that 1M (i) = 1Q(i) for all i 6 max{mk, t}. Then as in the previous
paragarph, if (Z, (gi)
∞
i=1, Q) ∈ SB×U1 ×U2, there exists R ∈ [Q] with minL = minR > mk = qk such that
R|ξ = L|ξ and
‖
∑
i∈R|ξ
aigi‖∞ = ‖
∑
i∈L|ξ
aigi‖∞ > ‖
∑
i∈L|ξ
aifi‖∞ −
∑
i∈L|ξ
ai‖fi − gi‖∞ > 1/k
for all non-negative scalars (ai)i∈R|ξ summing to 1. This yields that (Z, (gi)
∞
i=1, Q) /∈ B. This yields that B
is closed. Since A ∩B =W ∗ξ and A is Borel, W
∗
ξ is Borel.

We are now ready to prove the upper estimates.
Proposition 4.6. (i) For 0 6 ζ < ξ 6 ω1, Gξ,ζ and Gξ,ζ are Π12, and Π
1
1 if ξ < ω1.
(ii) For 1 6 ζ, ξ 6 ω1, Mξ,ζ and Mξ,ζ are Π12, and Π
1
1 if ζ, ξ < ω1.
Proof. (i) It suffices to prove that Gξ,ζ is Π11 if 0 6 ζ < ξ < ω1 and that Gω1,ζ is Π
1
2 for any ζ < ω1. The
desired membership of the classes of spaces then follows from Remark 4.3.
First fix ξ < ω1. Let B denote the set of ((X,Y, (yi)
∞
i=1), (ni)
∞
i=1,M, p) ∈ L × N
N × [N] × N such that
((dni(X))
∞
i=1,M) has Dξ and let C denote the set of ((X,Y, (yi)
∞
i=1), (ni)
∞
i=1,M, p) ∈ L×N
N × [N]×N such
that for all F ∈ Sζ and non-negative scalars (ai)i∈F summing to 1, ‖
∑
i∈F aiyni‖ > 1/p. It is obvious that
C is Borel (and actually closed with our fixed topologies), and we know that B is Borel by Lemma 4.5. Let
π : L×NN × [N]×N→ L be the projection and note that π(B ∩C) is Σ11. In order to show that Gξ,ζ is Π
1
1,
it suffices to show that L \ π(B ∩ C) = Gξ,ζ .
If (X,Y, (yi)
∞
i=1) ∈ L\Gξ,ζ , then there exists a ξ-weakly null sequence (xi)
∞
i=1 ⊂ X whose image under the
operator associated with the triple (X,Y, (yi)
∞
i=1) is an ℓ
ζ
1+-spreading model. By perturbing, we may assume
xi = dni(X) for some (ni)
∞
i=1 ∈ N
N. By Proposition 4.4, there existsM ∈ [N] such that ((dni(X))
∞
i=1,M) has
Dξ. Furthermore, since the image of dni(X) under the operator associated with the triple is yni , (yni)
∞
i=1 is
an ℓζ1+-spreading model. This yields the existence of some p ∈ N such that ((X,Y, (yi)
∞
i=1), (ni)
∞
i=1,M, p) ∈
B∩C. Therefore L\π(B∩C) ⊂ Gξ,ζ . For the reverse inclusion, assume that (X,Y, (yi)∞i=1) ∈ π(B ∩C). Fix
(ni)
∞
i=1 ∈ N
N, M ∈ [N], p ∈ N such that ((X,Y, (yi)
∞
i=1), (ni)
∞
i=1,M, p) ∈ B ∩ C. Then by Proposition 4.3,
(dnmi (X))
∞
i=1 is ξ-weakly null, while (ynmi )
∞
i=1 is an ℓ
ζ
1+-spreading model. Thus (X,Y, (yi)
∞
i=1) ∈ L \ Gξ,ζ .
The ξ = ω1 case is similar. We replace Wξ with W from Lemma 4.5.
(ii) Suppose that ξ, ζ < ω1. Let P = L×NN×HN× [N]×N. We let A,B,C be the subsets of P consisting
of those ((X,Y, (yi)
∞
i=1), (ni)
∞
i=1, (fi)
∞
i=1,M, p) ∈ P such that
(A) for all i ∈ N, fi ∈ KY ,
(B) ((dni(X))
∞
i=1,M) has Dξ,
(C) ((fi)
∞
i=1,M) has Dζ .
Note that A,B,C are Borel. Let E denote the subset of A consisting of those ((X,Y, (yi)
∞
i=1), (ni)
∞
i=1,M, p)
such that for all i ∈ N, fi(yni) > 1/p. Note that E is a Borel subset of A, and is therefore Borel in P . Let
π : P → L be the projection. Arguing as in the first paragraph, we deduce that L\π(E∩B∩C) =Mξ,ζ . Thus
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this set is Π11. Here we are using the fact that for fy∗1 , . . . , fy∗n ∈ KY and scalars (ai)
n
i=1, ‖
∑n
i=1 aify∗i ‖∞ =
‖
∑n
i=1 aiy
∗
i ‖Y ∗ . Therefore if fi ∈ KY , fi = fy∗i , and ((fi)
∞
i=1,M) has Dζ in ℓ∞, ((y
∗
i )
∞
i=1,M) has Dζ in Y
∗.
Therefore (y∗mi)
∞
i=1 is ζ-weakly null.
Now if ξ = ω1 and ζ < ω1, we replace B above with the set of ((X,Y, (yi)
∞
i=1), (ni)
∞
i=1,M, p) such that
(dni(X))
∞
i=1 is weakly null, which is Π
1
1. This gives that the resulting setMω1,ζ is Π
1
2. If ξ < ω1 and ζ = ω1,
we replace the set C above with the set of ((X,Y, (yi)
∞
i=1), (ni)
∞
i=1,M, p) such that (fi)
∞
i=1 is weakly null. If
ξ = ζ = ω1, we make both of these replacements of B and C.

Throughout, for a given set S, 2S will be topologized with the product topology. Given a set Λ, we
let Tr(Λ) denote the subset of 2Λ
<N
consisting of those subsets which contain all initial segments of their
members. Let Tr = Tr(N). LetWF and IF, respectively, denote the subsets of Tr consisting of well-founded
and ill-founded trees. Let us recall that T is ill-founded if there exists (ni)
∞
i=1 ∈ N
N such that (ni)
l
i=1 ∈ T
for all l ∈ N, and T is well-founded otherwise. Let us also recall that Tr with the topology inherited from
2Λ
<N
is a Polish space and WF is a Π11-complete subset of Tr [12, Theorem A.9, page 130]. Let us note that
a regular family, by compactness, is always identified with a well-founded tree on N.
For T ∈ Tr(2× N) and σ = (εn)∞n=1 ∈ 2
N, let T (σ) = ∅ if T = ∅ and otherwise let
T (σ) = {∅} ∪ {(ni)
l
i=1 ∈ N
<N : (εi, ni)
l
i=1 ∈ T }.
Let us define the subset C of Tr(2 × N) by
C = {T ∈ Tr(2× N) : (∀σ ∈ 2N)(T (σ) ∈ IF)}.
Then C is Π12-complete [19, Lemma 4.1].
For a finite sequence v = (n1, . . . , nk) of natural numbers, let v = (n1, n1 + n2, . . . , n1 + . . .+ nk). For an
infinite sequence v = (n1, n2, . . .), let v = (n1, n1 + n2, . . .). Let ∅ = ∅. For the following proposition, let
us recall that we identify subsets of N with sequences in N in the natural way. A subset is identified with
the sequence obtained by listing the members of that subset in strictly increasing order. Therefore a regular
family is identified with a tree on N.
Proposition 4.7. Suppose F is a regular family. Define the map UF : Tr(2 × N) → Tr(2 × N) by letting
∅ ∈ UF(T ) and by letting (εi, ni)ki=1 ∈ UF(T ) if and only if either (εi, ni)
k
i=1 ∈ T or (ni)
k
i=1 ∈ F . Then
T 7→ UF(T ) is continuous. Furthermore, UF(T ) ∈ C if and only if T ∈ C.
Proof. Fix t ∈ (2 × N)<N. Fix a sequence Tn of trees on 2 × N converging to the tree T . If t = ∅, then for
all n ∈ N,
1UF (Tn)(t) = 1 = 1UF (T )(t).
If t 6= ∅, write t = (εi, ni)ki=1 and let v = (ni)
k
i=1. If v ∈ F , then for all n ∈ N,
1UF (Tn)(t) = 1 = 1UF (T )(t).
Otherwise
1UF (Tn)(t) = 1Tn(t)→ 1T (t) = 1UF (T )(t).
Now let I denote the set of all trees T on N such that if (ni)
k
i=1 ∈ T , then n1 < . . . < nk. Note that
F ∈ I. Define the map Ψ : Tr → I by Ψ(T ) = {v : v ∈ T } and note that Ψ is a bijection. Note also that
Ψ(T ) is well-founded if and only if T is. Furthermore, it is well-known that if S, T are two trees, then S ∪ T
is well-founded if and only if S, T are. From this it follows that for a tree T on N, then T , Ψ(T ), Ψ(T )∪ F ,
and Ψ−1(Ψ(T ) ∪ F) are all well-founded, or all ill-founded.
One can describe UF by noting that for each σ ∈ 2N and V ∈ Tr(2×N), UF(V )(σ) = Ψ−1(Ψ(V (σ))∪F).
Now suppose that V is a tree on 2× N. Suppose that V ∈ C. Then for each σ ∈ 2N, by the last paragraph
applied with T = V (σ), UF(V )(σ) = Ψ
−1(Ψ(V (σ))∪F) is ill-founded. Since this holds for any σ, UF (V ) ∈ C.
Now if V ∈ Tr(2×N) \C, then there exists σ ∈ 2N such that V (σ) and Ψ−1(Ψ(V (σ))∪F) are well-founded.
In this case, UF (V ) ∈ Tr(2 × N) \ C.

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Let us recall that for a Banach space R and an ordinal 0 < α < ω1, a basis (ei)
∞
i=1 for R is said to be
asymptotic cα0 (resp. asymptotic ℓ
α
1 ) in R provided that there exists a > 0 such that whenever (xi)
l
i=1 is a
block sequence with respect to (ei)
∞
i=1 such that (min supp(xi))
l
i=1 ∈ Sα,
‖
l∑
i=1
xi‖ 6 a max
16i6l
‖xi‖
(resp. ‖
l∑
i=1
xi‖ > a
l∑
i=1
‖xi‖).
Note that every seminormalized block sequence in a space with a basis which is asymptotic-ℓα1 in the space
is an ℓα1 -spreading model, and is therefore not α-weakly null.
Corollary 4.8. For each 0 < α < ω1, there exist Borel maps Sα,S
∗
α : Tr(2 × N)→ SB such that
(i) if T ∈ C, then Sα(T )∗,S∗α(T ) have the Schur property, and therefore Sα(T ),S
∗
α(T ) have the Dunford-
Pettis property, and
(ii) if T /∈ C, then Sα(T ) (resp. S∗α(T )) has a complemented, reflexive subspace R with a basis which is
asymptotic cα0 (resp. asymptotic ℓ
α
1 ) in R.
Proof. For a tree T on N, let us recall that
[T ] = {(ni)
∞
i=1 ∈ N
N : (∀k ∈ N)((ni)
k
i=1 ∈ T )}.
define
MT = {∅} ∪ {{n1, n1 + n2, . . . , n1 + . . .+ nk} : (ni)
k
i=1 ∈ T } ∪ {{n1, n1 + n2, . . .} : (ni)
∞
i=1 ∈ [T ]} ∈ 2
N.
Note that MT is compact. Given σ = (εi)∞i=1 ∈ 2
N and l ∈ N, we let σ|l = (εi)li=1. Now for T ∈ Tr(2× N),
we define the space ET to be the completion of c00(2
<N \ {∅}) with respect to the norm
[
∑
t∈2<N\{∅}
atet] = sup
σ∈2N
‖
∞∑
l=1
aσ|lel‖MT (σ) .
Here, for a compact set M ⊂ 2N, ‖ · ‖M denotes the Tsirelson space T ∗[M, 1/2] as defined in [19]. Kurka
showed that there exist Borel maps S,S∗ : Tr(2 × N) → SB such that for each T ∈ Tr(2 × N), S(T ) is
isometric to ET and S
∗(T ) is isometric to E∗T . Kurka also showed that if T ∈ C, E
∗
T has the Schur property.
Moreover, it is easy to see that for any σ = (εi)
∞
i=1 ∈ 2
N, ET contains a complemented copy of the space
T ∗[MT (σ), 1/2], namely the closed span of the branch (eσ|l)
∞
l=1.
Now for 0 < α < ω1, let us define Sα = S ◦ USα and S
∗
α = S
∗ ◦ USα , where USα is as defined in
Proposition 4.7. Thus these maps are Borel. Furthermore, if T ∈ C, then so is USα(T ). By Kurka’s result,
for T ∈ C, Sα(T ) is isometric to EUSα (T ), the dual of which has the Schur property. Similarly, for T ∈ C,
Sα(T )
∗ is isometric to E∗USα (T )
, which has the Schur property. Now if T ∈ Tr(2×N)\C, there exists σ ∈ 2N
such that T (σ), and USα(T )(σ), are well-founded. Let M = MUSα (T )(σ). Then since M contains only
finite sets (that is, since USα(T )(σ) is well-founded), [USα(T )(σ)] = ∅, it is well-known that T
∗[M, 1/2] is
reflexive. By construction, Sα ⊂ M, whence the basis of T ∗[M, 1/2] is asymptotic cα0 and the basis of the
dual space is asymptotic ℓα1 . Then Sα(T ) contains a complemented copy of the reflexive space T
∗[M, 1/2]
with asymptotic cα0 basis. Since S
∗
α(T ) is isometric to E
∗
T , it contains a complemented copy of the reflexive
space T [M, 1/2] with asymptotic ℓα1 basis.

Remark 4.9. If X is a Banach space with a complemented, reflexive subspace R having a seminormalized
basis which is asymptotic c0 in R, then X lies in ∁M1,ω1 . Indeed, since R is complemented in X , it is
sufficient to show that R itself lies in ∁M1,ω1 . But a normalized, asymptotic c0 basis for a reflexive Banach
space is 1-weakly null and the coordinate functionals to this basis are weakly null. Therefore such a space
cannot lie in M1,ω1 .
Similarly, if X is a Banach space with a complemented, reflexive subspace R having a seminormalized
basis which is asymptotic ℓ1 in R, then X lies in ∁Mω1,1. Indeed, since R is complemented in X , it is
sufficient to show that R itself lies in ∁Mω1,1. Arguing as in the previous paragraph, the basis of R is weakly
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null and the coordinate functionals to the basis are asymptotic c0 in R
∗, and therefore 1-weakly null. Thus
R∗ ∈ ∁Mω1,1.
Finally, let us note that if X is a Banach space with a reflexive subspace R having a basis which is
asymptotic ℓα1 in R, and if ζ < α, then X ∈ ∁Gω1,ζ . Indeed, R, and therefore X , admits a weakly null,
normalized sequence. Since R is asymptotic ℓα1 , a subsequence of this sequence must be an ℓ
α
1 -spreading
model, so this sequence cannot be ζ-weakly null.
We are now ready to prove the lower estimates on complexity in the case that at least one of the ordinals
is uncountable.
Theorem 4.10. (i) If 0 6 ζ < ω1, then Gω1,ζ and Gω1,ζ are Π
1
2-hard.
(ii) If 0 < ζ 6 ω1, then Mω1,ζ, Mω1,ζ, Mζ,ω1, and Mζ,ω1 are Π
1
2-hard.
Proof. We can deduce that the classes of operators are Π12-hard if we know that the classes of spaces are
Π12-hard. Therefore it suffices to produce for each class Gω1,ζ, Mζ,ω1 , Mω1,ζ a Borel reduction of the class
to C.
(i) Let us fix ζ < α < ω1 and let S
∗
α be the map from Corollary 4.8. Then if T ∈ C, S
∗
α(T ) has the Schur
property and therefore lies in Gω1,ζ . If T /∈ C, then S
∗
α(T ) has a reflexive subspace R with a basis which is
asymptotic ℓα1 in R. We deduce that if T /∈ C, S
∗
α(T ) ∈ SB \Gω1,ζ by Remark 4.9.
(ii) Let us fix any 0 < α < ω1. If T ∈ C, Sα(T )∗,S∗α(T ) have the Schur property, so Sα(T ),S
∗
α(T ) lie in
Mω1,ω1 if T ∈ C. Now if T /∈ C, Sα(T ) has a complemented, reflexive subspace R with asymptotic c
1
0-basis,
so Sα(T ) ∈ SB \M1,ω1 ⊂ SB \Mζ,ω1 by Remark 4.9. A similar appeal to Remark 4.9 yields that if T /∈ C,
S∗α(T ) has a complemented, reflexive subspace R with asymptotic ℓ
1
1-basis, so S
∗
α(T ) ∈ SB \Mω1,1.

We now complete the lower estimate on the complexity in the case of two countable ordinals. This follows
from a standard tree space construction.
Proposition 4.11. (i) For 0 6 ζ < ξ 6 ω1, Gξ,ζ and Gξ,ζ are Π11-hard.
(ii) For 1 6 ζ, ξ 6 ω1, Mξ,ζ and Mξ,ζ are Π11-hard.
Proof. We prove the result for spaces. We prove (i) and (ii) simultaneously. First fix any space Y with a
normalized, bimonotone basis (yi)
∞
i=1 such that Y lies in ∁Gξ,ζ (resp. ∁Mξ,ζ). Note that Xζ ∈ ∁Gξ,ζ , as the
canonical basis is ζ + 1-weakly null and not ζ-weakly null, and ℓ2 ∈ ∁M1,1 ⊂ ∁Mξ,ζ . So such a Y exists.
Now let T denote the finite, non-empty sequences of natural numbers and for such a sequence, let |t|
denote the length of t. Let us define the relation  on T by s  t if s is an initial segment of t. We say
a subset s ⊂ T is a segment if it is of the form s = {v : u  v  w} for some u,w ∈ T . Let us say two
segments s0, s1 are incomparable if for j ∈ {0, 1}, no member of sj is an initial segment of any member of
s1−j . Now let Z denote the completion of c00(T ) with respect to the norm
‖
∑
t∈T
atet‖ = sup
{ n∑
i=1
‖
∑
t∈si
aty|t|‖Y : n ∈ N, s1, . . . , sn ⊂ T pairwise incomparable segments
}
.
For a tree T on N, let Z(T ) denote the closed span in Z of {et : t ∈ T \ {∅}}. Then by an easy induction
on the rank of T , if T is well-founded, Z(T ) has the Schur property and therefore lies in Gξ,ζ (resp. Mξ,ζ).
If T is ill-founded, Z(T ) contains a complemented copy of Y , and therefore lies in ∁Gξ,ζ (resp. ∁Mξ,ζ).
Furthermore, by standard techniques (see, for example, [6]), there exists a map J : Subs(Z)→ SB mapping
the space of closed subspaces of Z into SB such that T 7→ J(Z(T )) is Borel. This is a reduction of WF to
Gξ,ζ (resp. Mξ,ζ).

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