Abstract-A coding theorem is proved for memoryless channels when the channel state feedback of finite cardinality can be designed. Channel state information is estimated at the receiver and a function of the estimated channel state is causally fed back to the transmitter. The feedback link is assumed to be noiseless with a finite feedback alphabet, or equivalently, finite feedback rate. It is shown that the capacity can be achieved with a memoryless deterministic feedback and with a memoryless device which select transmitted symbols from a codeword of expanded alphabet according to current feedback. To characterize the capacity, we investigate the optimization of transmission and channel state feedback strategies. The optimization is performed for both channel capacity and error exponents. We show that the design of the optimal feedback scheme is identical to the design of scalar quantizer with modified distortion measures. We illustrate the optimization using Rayleigh block-fading channels. It is shown that the optimal transmission strategy has a general form of temporal water-filling in important cases. Furthermore, while feedback enhances the forward channel capacity more effectively in low-signal-to noise ratio (SNR) region compared with that of high-SNR region, the enhancement in error exponent is significant in both high-and low-SNR regions. This indicates that significant gain due to finite-rate channel state feedback is expected in practical systems in both SNR regions.
I. INTRODUCTION

C
OMMUNICATION theory with channel state feedback 1 has been investigated over many decades. State feedback is generally classified into causal feedback and noncausal feedback. Causal feedback means that at time , the transmitter has feedback of channel state information from to . In the case of noncausal feedback, the transmitter has knowledge in advance on the realization of the channel state sequence from the start to the end of transmission. Clearly, causal feedback is more suitable to communication systems where channel states are measured sequentially in the temporal domain. On the other hand, noncausal feedback is suitable to communication systems where channel states are measured block by block. An example is the orthogonal frequency-division multiplexing (OFDM) system where the channel state over the frequency domain is available noncausally to the transmitter [1] . In this paper, our focus is on causal feedback systems.
Communications with perfect channel state information at the transmitter (perfect CSIT) has been investigated by Shannon in [2] . Causal state feedback was assumed and the capacity is expressed as that of an equivalent memoryless channel without side information at either the transmitter or the receiver. Communication with perfect channel state information at the receiver (perfect CSIR) has been investigated, for example, in [3] . Communication with perfect CSIT and perfect CSIR has been treated in [4] - [9] . On the other hand, the case of partial state feedback has also been investigated in [10] - [14] . For example, noncausal partial state feedback was treated in [12] , [13] and the corresponding causal versions has been investigated in [10] , [11] , [14] . For instance, the optimal transmission strategy (with average transmit power constraint and perfect channel state feedback) is well known to be temporal water-filling. However, in most literature, the forward channel capacity was evaluated based on some assumed statistical relationships ( ) of CSIT and CSIR . The general problem of optimal transmission and state feedback strategy design when the state feedback alphabets has a finite cardinality constraint is still an open problem. This problem is proposed in [14] and a simple example is given. Recent related work on outage capacity can be found in [15] and that on asymptotic cases can be found in [16] . The focus of this paper is to investigate the optimal transmission and feedback strategies and characterize the performance limit with finite feedback-alphabet cardinality as a constraint for both the forward channel capacity and error exponents. 2 We also give numeric results for single-input single-output (SISO) block-fading channels. Results on multiple-input multiple-output (MIMO) case is presented in [17] .
We consider a general channel with channel state but, without loss of generality, we use block-fading channel terminology to describe it. The channel states remain static within a fading block but are independent and identically distributed (i.i.d.) across different fading blocks. A codeword spans multiple fading blocks as illustrated in Fig. 1(a) and hence, in the limit of large number of blocks, nonzero ergodic capacity is achieved. CSIR is estimated and a function of it is fed back to the transmitter. The feedback, or the CSIT, is assumed to be causal and noiseless with a cardinality constraint , where is the number of feedback bits per fading block as illustrated in Fig. 1(b) .
To summarize, the main focus and contributions of the paper are listed as follows.
• A coding theorem is proved for memoryless channels when the channel state feedback of finite cardinality can be designed. It is shown that the capacity can be achieved with a memoryless deterministic feedback and with a memoryless device which selects transmitted symbols from a codeword of expanded alphabet according to current feedback.
• To characterize the capacity, we propose and formulate the design of optimal transmission and state feedback strategies. The optimization is applied to both the forward channel capacity and the error exponents. It is shown that the design is identical to the design of a scalar quantizer, which may be approximately solved with the Lloyd algorithm [18] , [19] , but with a modified distortion measure.
• As an application example, a simplified algorithm to compute the optimal transmission and state feedback strategy is proposed for block-fading channels. The transmission strategy is shown to be a single Gaussian code followed by power control. The feedback gain is presented for Rayleigh block-fading channels with numeric results.
The paper is organized as follows. The system model and the channel model are outlined in Section II, where we also present existing results on channel capacity and error exponent. In Section III, a coding theorem is proved and the optimization problem is formulated for the general case. As an illustration, we apply the results to Rayleigh block-fading channels. In Section IV, we present and discuss the numerical results at various signal-to-noise (SNR) regions for block-fading channels. Finally, we conclude with a brief summary of results in Section V.
II. PRELIMINARIES
In this section, we first describe the system model. Then we quote relevant capacity and error exponent results that are essential for the optimization problem that we study in Section III. The model and results are presented for discrete alphabets. The continuous case can be treated as the limiting case of the discrete ones as in [20] , [14] . We will not elaborate on this but modify the formula for continuous case by replacing the appropriate summations with integrations and probability mass function (pmf) with probability density function (pdf) for applications to fading channels in Section III-C.
For the remainder of the paper, we shall use the following conventions in notations. A capital letter such as denotes a random variable while a lower case letter such as denotes its realization. A bold-font letter such as denotes a vector or a matrix of random variables. Let denote a sequence and denote expectation of . Index denotes the th symbol within a fading block. Index denotes the th fading block within a coding block. Following conventions, we will use to represent pmf or pdf when there is no confusion.
A. Forward Channel Model
We consider a communication system with a transmitter, a forward channel with a channel state, and a receiver as in Fig. 1(b) . Let a length-sequence be the discrete transmitted symbols and a length sequence be the discrete received symbols.
is the transmitted signal of the th fading block and is the received signal of the th fading block. The memoryless channel is characterized by the transition probability , where represents channel states. We assume a general channel model. However, without loss of generality, we will use the terminologies of block-fading channels to describe the channel. Therefore, the channel states of symbols of th fading block take the same value , which is i.i.d. with pmf . For fading blocks, the forward channel is characterized by the channel transition probability and the channel state sequence probability given by and This is illustrated in Fig. 1(b) .
B. Channel State Feedback Model
We assume the transmitter has some partial knowledge about the channel state. In particular, we consider the scenario of noiseless state feedback from receiver as illustrated in Fig. 1 3 In general, the state feedback may not be uniformly distributed and the entropy . We define the feedback rate as (bits per fading block). In this paper, we do not consider rate loss due to pilot symbols for the channel estimation and ignore feedback delay due to channel estimation and feedback transmission. Asymptotically, these overheads are negligible if each fading block is long enough. When we generalize our system model to the continuous case latter, the state feedback will remain as a discrete random variable with finite cardinality.
C. Relevant Channel Capacity Results
In this subsection, we quote relevant capacity results under the assumption that the relation among the channel state , the CSIR , and the CSIT is given and is i.i.d., i.e., (The random variables , , and do not have to be a Markov chain.) Section III studies the capacity when we have further freedom to design the relation between and .
The memoryless channel capacity when there is perfect channel state information available at transmitter only has been studied by Shannon [2] . The result is extended by Caire and Shamai in [14] and proved directly in [10] for the case of imperfect CSIR in addition to imperfect CSIT. The extension is done by hiding the channel state , viewing CSIT as the channel state, and viewing the CSIR as part of the channel output. This is illustrated in Fig. 2 .
Although block-fading channel has memory within one fading block, the following argument given in [22] makes it possible to apply the results of memoryless channel capacity directly. If we view the symbols received in one fading block as outputs of parallel channels, then we have a memoryless vector channel. Considering one vector channel use as channel uses and applying the capacity result in [14] directly, the capacity of the block fading channel is (1) where is a random matrix and is the received signals in a fading block. It is the capacity of an equivalent discrete memoryless channel without CSIT or CSIR and with input and output and . The subscript of indicates that is given. The capacity-achieving coding scheme is as follows. A codeword spanning fading blocks is a sequence of matrices constructed according to . Let denote the element of th row and th column of . Without loss of generality, assume the feedback alphabet . At the th symbol time of fading block , is transmitted and and are received. Let 's be the elements of and 's be the elements of . This coding scheme is depicted in Fig. 2 . The channel transition probability for the calculation of (1) is For the case of perfect CSIR, i.e., , the capacity in (1) takes a scalar form as (2) where and with channel transition probability Capacity is the limiting case of the capacity in (1) when increases to infinity so that perfect CSIR can be obtained by the negligible overhead of sending pilot symbols.
In the case of imperfect CSIR, i.e., may not equal to , the capacity (1) is lower-bounded by (3) where and with channel transition probability This lower bound is achieved under the low-complexity constraint that 's are independent within a fading block and the receiver does not attempt to improve channel estimation from other received signals within one fading block, i.e., the receiver regards the channel as i.i.d. even within a fading block, although it happens to receive the same for every symbol of a fading block. The capacity (1) also equals to this lower bound when .
D. Error Exponent of the Forward Channel With Partial CSIT
While channel capacity deals with performance when we have infinite block length, error exponent is also an important performance measure for communication systems with finite block length [20] , [7] . In this section, we shall derive the error exponent of the system with partial feedback.
Considering the equivalent discrete memoryless channel, the codeword error probability can be upper-bounded as [20] for . Therefore, where is the error exponent given by and The Gallager function can be simplified for several cases. If is a deterministic function, it can be simplified to (4) at the top of the following page. Equation (4) is valid even if is not a deterministic function of because an upper bound of can be derived by averaging the upper bound of . If in addition, CSIR is perfect, i.e., and , it can be simplified to (5) at the top of the following page. For continuous alphabets under mild regularity, the error exponents formula can be obtained by replacing the summations with integrations [20] .
III. OPTIMAL STATE FEEDBACK STRATEGY WITH FEEDBACK CARDINALITY CONSTRAINT
The main purpose of this paper is to study the performance limits and the design of transmission and feedback strategies under the constraints that the state feedback is discrete with finite cardinality . Section III-A provides a coding theorem and shows how to achieve the capacity. In Section III-B, the Lloyd algorithm is employed to solve the optimization problem. Section III-C presents an example for Rayleigh block-fading channels.
A. The Channel Capacity
We investigate the channel capacity when we have the freedom to design the transmission and feedback strategies.
The feedback design means that we design the channel state feedback based on the channel state estimate . This implies that forms a Markov chain. As described in Section II-B, the relation among , , and is Note that it is not clear whether an i.i.d. relation between and is optimal when we have the freedom to design the feedback strategy. However, in Coding Theorem 1, we show that an identical deterministic relation achieves the capacity.
The transmission strategy design means that we design the relation between a message and the signal to convey the message over fading blocks based on the causal state feedback . Note that when the channel state feedback can be designed, it is not clear whether the transmitted signal has to be a deterministic function of , or whether is related to the past state feedback . The coding theorem shows that a simple memoryless device identical to Shannon's device [2] discussed in Section II suffices to achieve the capacity.
The following mutual information identity is useful in the proof of the lemma and the coding theorem. The unconditional mutual information and the conditional mutual information is related by the identity (6) This identity is obtained by expanding using the chain rule of mutual information, i.e., To prove the coding theorem, we first prove a simple lemma. The further implication of the lemma is discussed in the remark following the theorem.
Lemma 1: For every statistical relation
, we can always find a deterministic relation such that
Proof : Employing the identity (6), we have (9) where we have used the fact because and are independent given .
The first term of (9) can be upper-bounded as If , . Therefore, simultaneously maximize the first term of (9) and minimize the second term of (9). 4 The following coding theorem gives the channel capacity when we have the freedom to design feedback and transmission strategies. The achievability part shows how to achieve the capacity with a deterministic memoryless feedback function and a deterministic memoryless device at the transmitter to select the transmitted symbol from a codeword with expanded alphabet. Let denote .
Theorem 1: Consider a discrete memoryless channel having input and output . The channel transition probability is , i.e., the input and the output are independent. For the th channel use, the transmitter receives a delay-less channel state feedback from the transmitter. The cardinality constraint is . The feedback is related to the channel output through a causal relation . The channel output is conditionally independent of the sequence given and , i.e., . When the relation can be designed and we count a vector channel use as channel uses, the capacity of this channel is (10) where is a partition of space . The partition is related to function through where . The maximizations are over all the possible partitions, or equivalently all the possible deterministic memoryless functions and distributions . 4 The upper bound can also be proved using the convexity of the mutual information as a function of the channel transition probability p(yjv; t t t) = p(ujv)p(yju; v; t t t) [5] .
Proof: Achievability. Let be the function corresponding to the optimal partition in (10) . Let the feedback be . It reduces the channel to a memoryless channel with the transmitter side information. This case is studied in [2] , [14] and the capacity-achieving coding method is quoted in Section II. A memoryless device produces the transmitted symbol according to current feedback . The equivalent channel is a discrete memoryless channel (DMC) without side information. The capacity can be achieved according to the DMC coding theorem [5] . The code book is constructed according to , where is the optimal distribution in (10).
Converse. The converse is proved using Fano's lemma [5] . Let the message be with an uniform distribution and . The message is related to the channel input and the corresponding channel output . Let be the detected message at the receiver and define the error probability as . The rate satisfies (11) where follows from the definition of the mutual information, follows from the independence between and . By Fano's lemma [5] , the first term of (11) is upper-bounded as (12) In general, and are related through due to the causality of the feedback. A key step in the proof of the converse is to introduce an intermediate random variable
with conditional distribution and assume that is independent of and given and , i.e., . The assumption has no loss of generality because we can always let to restore the original relation.
The second term of (11) can be upper-bounded as
where follows from the mutual information identity (6), follows from the independence between and given and the nonnegativity of mutual information , follows from the chain rule of the mutual information, follows from the data processing inequality [5] and that is a Markov chain given , follows from the fact that the conditioning reduces the entropy, follows from the fact that is independent from the other variables given , follows from Lemma 1, follows from the fact that is a Markov chain given , and follows from (10) .
Combining (11), (12), and (14), we obtain If as , then the rate must be less than or equal to .
Remark 1:
If there is memoryless feedback error, the relation between and is an i.i.d. statistical relation . Comparing (7) of Lemma 1 and the capacity in (10), we observe that the feedback error results in two penalties. The first penalty is due to averaging, i.e., and the second penalty is due to the fact that the receiver is uncertain about . Therefore, Lemma 1 will be useful for the design of the index assignment of the feedback when there is feedback error.
Remark 2: Theorem 1 is proved with the assumption that the receiver does not know the feedback . Of course, since the optimal feedback is a deterministic function of , the receiver knows the feedback implicitly. The capacity is the same even if we start by assuming the receiver knows the feedback. In this case, the proof of the converse part will start from (13) . The rest of the proof is the same.
For the case of perfect CSIR , similar to in (2), the capacity in (10) can be simplified to a scalar form as (15) For the case of or the case of the low-complexity receiver, similar to in (3), the capacity in (10) can be simplified to a scalar form as (16) In applications, we might have additional constraints on the input distribution of . For example, a common constraint is the average power of codewords. In this case, we need to choose to maximize the mutual information under the constraint . Section III-C will give examples of fading channels with power constraints.
To characterize the benefit of the state feedback, the following two optimization problems need to be solved.
Problem 1:
Find the feedback strategy with partition and the transmission strategy , to achieve the capacities in (10), (15) , and (16).
We are especially interested in the simpler case of perfect CSIR and the case of low-complexity receiver. (17) at the bottom of the page.
B. The Lloyd Algorithm
We shall illustrate that the design of the optimal feedback strategy and the optimal transmission strategy are equivalent to the design of a scalar quantizer with a modified distortion measure.
Forward Channel Capacity: Define the distortion measure for forward channel capacity as (18) (20) Hence, both optimization problems can be approximately solved by the Lloyd algorithm which is outlined in the following. For each initial configuration, Step 1 and Step 2 are repeated until convergence. Many initial configurations are chosen randomly to search for the optimal solution.
Step 1. Find optimal transmission strategy given partition . The optimal transmission strategy is given by the generalized centroid
Step 2. Find optimal partition given transmission strategy . The optimal partition is given by the nearest neighbor rule
C. Example: Rayleigh-Fading Channels
CSIR Estimation and the Equivalent Channel Model:
We illustrate the feedback design by an example of SISO Rayleighfading channel. The multiple-antenna case is considered in [17] . All of the following complex Gaussian random variables are circularly symmetric. The received symbol is given by where is the zero-mean, unit variance complex Gaussian fading coefficient during the th fading block and is the complex Gaussian noise with variance . Furthermore, assume that the CSIR, , is estimated from the preamble transmission once every fading block. The CSIR is (17) , where represents the complex channel estimation error with variance . We assume the input distribution satisfies the average transmit power constraint . The SNR is defined as . For imperfect CSIR , we consider an equivalent channel which corresponds to a receiver treating as a perfect channel state and suffering from additional noise. This is a practical situation and it simplifies the optimization problem to the case of perfect CSIR. The equivalent channel model is given by where is the equivalent channel noise, which is not correlated with the signal for unbiased channel estimator, with variance where is the variance of . The equivalent channel noise is non-Gaussian, and finding the optimizing input distribution is nontrivial. Yet, in practice, with the coherent accumulation in the CSIR estimation, the estimation error variance is much smaller than the channel noise variance of the forward channel . Since Gaussian noise is the worst case channel noise [20] , we lower-bound the capacity (or upper-bound the distortion measure) by assuming the equivalent channel noise to be Gaussian and choosing the input distribution in (18) to be zero-mean complex Gaussian distribution with variance (transmitted power) . For perfect CSIR, Gaussian input is the optimal input distribution.
Distortion Measure for Forward Channel Capacity: Including the Lagrange multiplier for the average transmit power constraint, the corresponding distortion measure is given by
The upper bound on the distortion measure is asymptotically tight as . We will minimize in the following.
Transmission and Feedback Strategies for Forward Channel Capacity: The modified Lloyd algorithm for optimizing the transmission and feedback strategies to achieve the forward channel capacity of the block-fading channel is as follows.
Step 1. Find given partition : is given by the solution of which is simplified as where . Solution to the above equation is quite messy. We shall further approximate the solution based on the following observation. For sufficiently fine partition , we have (21) where . In general, we observe that the preceding approximation is quite good even for moderate size partition. This is illustrated in Fig. 3 , where "Value" denotes the value of (21) . The error of the approximation is less than 0.1 dB. In any case, the approximated expression in (21) serves as a lower bound on the forward capacity. Moreover, if the iterative optimization ends in Step 2, the partition is optimal given . With the above approximation, the generalized centroid condition in Step 1 for perfect CSIR is where . Note that it has the form of water-filling. On the other hand, the generalized centroid for imperfect CSIR is obtained by one of the roots of (21).
Step 2. Find partition given : The optimal partition is given by the nearest neighbor rule
The resulting feedback and transmission strategy with feedback cardinality constraint is characterized by a set of partitions and the corresponding set of transmission powers . It can be implemented by power control as illustrated in Fig. 4 . At the start of each fading block, a preamble is transmitted and CSIR is estimated at the receiver. The CSIR is compared with the partitions and the one that contains is selected. The corresponding CSIT index is fed back to the transmitter. If is the feedback, the transmitter shall apply as the transmission power for the current fading block. A single Gaussian code book can be used as discussed in [14] . The set of transmit powers is set up at the transmitter prior to communication.
The average transmitted power over a coding block is Given the feedback strategy and the transmission strategy , the corresponding forward channel capacity is Distortion Measure for Forward Error Exponent: Assuming Gaussian input with variance , considering as perfect CSIR as in (20) , and including the Lagrange multiplier for the average transmit power constraint, the corresponding distortion measure for error exponent is given by
Optimal Feedback Strategy for Forward Error Exponent:
Step 1 of the modified Lloyd algorithm for optimizing the transmission strategy with respect to the forward channel error exponent is to find satisfying which is as shown in the first equation at the bottom of the page.
Using an approach similar to (21) , the generalized centroid in
Step 1 with perfect CSIR is shown in the second equation at the bottom of the page, which is again in the form of water-filling. The case of imperfect CSIR is solved numerically.
Step 2 of the Lloyd algorithm is similar to the part for channel capacity. Hence, when the optimal feedback strategy is characterized by and , the error exponent is
IV. NUMERIC RESULTS AND DISCUSSIONS
We illustrate the performance limits, capacity, and error exponents, in terms of the noiseless channel state feedback alphabet cardinality with numerical results in this section. The feedback rate is bits per fading block. We consider both perfect CSIR and imperfect CSIR in the following subsections.
A. Perfect CSIR
We first consider the case of perfect CSIR (i.e., ). Fig. 5(a) illustrates the forward channel capacity versus the SNR with feedback rate constraint varying from to . When feedback rate , it corresponds to the case without CSIT. When , the optimization converges to on/off power control. When the feedback rate , it corresponds to the case with perfect CSIT. In the low-SNR region, as illustrated in Fig. 5(b) , there is a significant gain of around 2.5 dB in forward channel capacity between perfect CSIT and no CSIT. Furthermore, there is a gain of 2.1 and 2.3 dB for partial feedback with feedback rate and , respectively. In other words, realized about 93% of the feedback gain. On the other hand, there is small SNR gain in the forward capacity in the high-SNR region. This is reasonable because when the SNR is large, the penalty of transmitting power less efficiently is small compared to the case when the SNR is small. This is illustrated in Fig. 5(a) . Hence, the performance of feedback with respect to forward channel capacity is significant in the low-SNR region only.
The corresponding forward channel error exponents for large with are illustrated in Fig. 6 (a) and (b) for the high-SNR (10 dB) and the low-SNR ( 6 dB) regions, respectively. Unlike the forward channel capacity, feedback performance gain is significant in both the high-and low-SNR regions. This implies that even in high-SNR region, state feedback introduces reasonable gain in practical systems although the channel capacity gain is limited. It is the same as in the case of channel capacity when a few bits of feedback is sufficient to achieve most of the gain. 
B. Imperfect CSIR
In this subsection, we consider the performance with imperfect CSIR. We express the quality of the CSIR by estimation error-to-noise ratio . Fig. 7(a) illustrates the forward channel capacity with feedback rate constraint varying from to and CSIR estimation error-to-noise ratio being and . CSIR estimation noise degrades the forward channel capacity for various . Furthermore, the SNR gain of full feedback over the case with no feedback is decreased when CSIR estimation noise is increased. This is because of the increased penalty due to large transmit power.
The performance of forward error exponent with various feedback rates and CSIR estimationerror-to-noise ratio is illustrated in Fig. 7(b) . The error exponent curves all shift to the left when the estimation noise is increased. Similar to the forward capacity, the error ex- 
V. CONCLUSION
In this paper, we find the capacity of a memoryless channel when we have the freedom to design the channel state feedback which has finite cardinality . To calculate the capacity, we consider the optimization of transmission and channel state feedback strategies. The Lloyd algorithm is employed to approximately solve the problem. Numeric examples are provided for Rayleigh block-fading channels. Channel state information is estimated at the receiver and fed back to the transmitter. The feedback is assumed to be noiseless and causal. Due to the causal constraint, no block encoding over all the fading realizations can be done in the feedback channel. Hence, the feedback channel is characterized by a feedback rate constraint , which is the number of feedback bits per fading block. Both the forward capacity and error exponent are considered. We show that the design of the optimal transmission and feedback scheme is identical to the design of scalar quantizer with a modified distortion measure.
For Rayleigh-fading channels, it is shown that the transmission strategy has a general form of temporal water-filling in some cases. Furthermore, while feedback enhances the forward channel capacity more effectively in low-SNR region compared to that of high-SNR region, the performance gain of the error exponent is significant in both SNR regions. Note that it is possible to obtain good CSIR and thus, meaningful channel state feedback in low-SNR region. Theoretically, when the fading block size approaches infinity, the CSIR can be obtained with negligible training overhead. 5 In practice, for example, a code-division multiple-access (CDMA) cellular system downlink has a separate strong pilot channel for channel estimation and other purposes. From the pilot channel, good CSIR can be obtained even when the data channel has low SNR. There also exist systems, e.g., systems with more transmit antennas than receive antennas, for which the feedback gain in capacity is significant in both low-and high-SNR regions. Therefore, the above suggests that reasonable benefit from channel state feedback is possible in the design of practical systems at all SNR regions.
