A dominant characteristic of the available simulations of past sea ice changes is the strong link between the model results for modern and past climates. Nearly all the models have similar extent for preindustrial conditions and for the mid-Holocene. The models with the largest extent at Last Glacial Maximum (LGM) are also characterized by large pre-industrial values. As a consequence, the causes of model biases and of the spread of model responses identified for present-day conditions appear relevant when simulating the past sea ice changes. Nevertheless, the models that display a relatively realistic seaice cover for present-day conditions often display contrasted response for some past periods. The difference appears particularly large for the LGM in the Southern Ocean and for the summer ice extent in the Arctic for the early Holocene (and to a smaller extent for the mid-Holocene). Those periods are thus key ones to evaluate model behaviour and model physics in conditions different from those of the last decades. Paleoclimate modelling is also an invaluable tool to test hypotheses that could explain the signal recorded by proxies and thus to improve our understanding of climate dynamics. Model analyses have been focused on specific processes, such as the role of atmospheric and ocean heat transport in sea ice changes or the relative magnitude of the model response to different forcings. The studies devoted to the early Holocene provide an interesting example in this framework as both radiative forcing and freshwater discharge from the ice sheets were very different compared to now. This is thus a good target to identify the dominant processes ruling the system behaviour and to evaluate the way models represent them.
Introduction
Sea ice is an important component of the climate system. Two of its main characteristics, namely the high albedo, and the low thermal conductivity, are associated with powerful feedbacks that generally amplify the climate variability at high latitudes. The one that is the most studied is the temperature-albedo feedback in which an initial warming (alternatively cooling) induces a decrease (increase) in the ice extent and thus in the albedo leading to a larger (lower) absorption of incoming solar radiation and finally an additional warming (cooling) (Ebert and Curry, 1993; Qu and Hall, 2006; Flanner et al., 2011) . This mechanism has significantly contributed to the recent decrease of the ice extent in summer in the Arctic Flanner et al., 2011) . As sea ice isolates the ocean and the atmosphere, a decrease in the ice extent or in the ice thickness, due for instance to an initial atmospheric warming, will induce a larger heat transfer from the relatively warm ocean to the atmosphere in autumn and winter and then a prolonged warming of the atmosphere (the conduction feedback). In addition, for thinner ice, the ocean will cool faster and sea ice formation will be more rapid, partly compensating the initial decrease in ice extent (e.g., Ebert and Curry, 1993; Bitz and Roe, 2004) .
Sea ice changes also affect the atmosphere and the ocean state, leading to both positive and negative feedbacks. Recent studies analysing the impact of the minima of summer sea ice extent between 2006 and 2008 in the Arctic suggest that the sea ice retreat has increased the humidity and modified stability of the atmospheric boundary layer. This induced a greater low cloud formation over newly opened water in early fall, reducing the surface heat losses by increasing the downward longwave radiation but also limiting the surface solar radiation (cloud-ice feedback; e.g., Kay and Gettelman, 2009; Kay et al. 2011) . When sea ice forms, a part of the salt contained in seawater is rejected towards the ocean. This process, which tends to destabilise the surface layer and to induce a deepening of the surface mixed layer, is a key element of the formation of deep water, in particular along the Antarctic continental shelf. In regions where the stability of the pycnocline below the mixed layer is low and where the water is relatively warm at depth, this mixed layer deepening brings thermal energy to the surface that tends to moderate further ice formation (Martinson, 1990; Martinson and Steele, 2001) .
In addition to its active role in climate variations, sea ice is a sensitive diagnostic of any climate change. Because of its low inertia, related to its small thickness compared to the ocean and atmosphere, any change in the winds, in ice-ocean or atmosphereocean heat fluxes has indeed a large imprint on the ice cover. Furthermore, the shift from an ice covered to an ice free ocean is a clear modification of the system, easy to represent and to quantify even for non-specialists. The sea ice changes are thus among the most spectacular ones of the climate system, as illustrated by the attention received by the decrease in summer sea ice extent in the Arctic over the last decade (e.g., Parkinson et al., 1999; Comiso and Nishio, 2008; Stroeve et al., 2012) .
This interest in sea ice has attracted modelling studies for more than 40 years (e.g. Maykut and Untersteiner, 1971; Semtner, 1976; Hibler, 1979; Parkinson and Washington, 1979) leading to large improvements over the years and major successes. However, the current results of the sea ice components of coupled climate models still have clear biases for present day-conditions. On average over the ensemble of available simulations, models are able to reproduce adequately the mean ice extent in summer and winter. This averaging, however, hides the large scatter between individual simulations that reaches several millions square kilometres (Arzel et al., 2006; Parkinson et al., 2006; Massonnet et al., 2012; Zunz et al., 2013) . Models have more troubles to reproduce the variance of the system and the observed trends over the last decades, although some models are clearly more realistic than the others (Arzel et al., 2006; Parkinson et al., 2006; Stroeve et al., 2007; Massonnet et al., 2012; Zunz et al., 2013) .
The modeledata comparison focussing on the last decades is the main step in model evaluation since it is the period with the largest amount of precise observation. For instance, reliable estimates of the sea ice concentration based on satellite data start in the late 1970s only Parkinson et al., 1999; Comiso and Nishio, 2008; Cavalieri and Parkinson, 2012; Parkinson and Cavalieri, 2012) . This corresponds to a short sample that is insufficient to estimate the internal variability of the system on a wide range of timescale and to measure the influence of various forcings, in particular of forcing displaying a larger magnitude than the recent ones. Over the last decades, the sea ice extent in summer has strongly decreased in the Arctic. This trend is a combination of the response to forcing changes and the internal variability of the system but the exact contribution of each component could not be determined using recent observations. Furthermore, the time history of the forcing is complex and not precisely known. It is thus not possible to test adequately the impact of a forcing change in models on the basis of this period only, with a clear impact on the uncertainty in the projections of the state of the ice cover during the 21st century and beyond.
A complementary method for model evaluation is to perform simulations over most distant periods and to compare them with proxy records. The advantages are the longer time series, allowing for instance to analyse centennial changes, and the wide range of conditions. This also provides the opportunity to study mechanisms that are not dominant in the recent development of the sea ice cover but played a central role in the past and maybe again in the future. On the other hand, some forcings are more uncertain as we go back in time and the proxy records allow the reconstruction of a smaller number of climatic variables than modern instruments. Furthermore, as the proxies provide only indirect estimates of climate changes, it is necessary to transfer the recorded signal into the physical variables of the model such as the ice concentration or to include additional variables in the model to simulate directly the variable measured in the archives. The first method is the most widely applied but it is associated with many sources of uncertainties (see for instance the other papers in this special issue) inducing potential limitations in modeledata comparison (e.g., Lohmann et al., 2012) . The second one is more precise but requires significant model-development. It is relatively mature for some variables like the water isotopes (e.g., Roche et al., 2004; Schmidt et al., 2007; Sime et al., 2008) but not yet for sea ice related proxies.
Here, a brief overview of the modelling of past sea ice changes is provided. We focus on the last 20 ka, in particular on the time periods selected in the framework of the Paleoclimate Model Intercomparison Project (PMIP, e.g. Braconnot et al., 2007a) as they are the ones for which the largest amount of information can be obtained. Depending on the availability of the data and of previous analyses, the present review is based on simulations from PMIP2 and PMIP3 (which was coordinated with the more general exercise CMIP5, Couple Model Intercomparison Project, phase 5) as well as on experiments performed outside of those intercomparison exercises. The goal is not to be exhaustive on any particular time period or process as specific studies are required for this purpose. We rather present some examples illustrating how the simulation of past sea ice changes can be used to evaluate climate models as well as to analyse feedbacks and mechanisms in which sea ice plays a central role, presenting the current status of the field and the opportunities. The modelling of biogeochemical process is not discussed as it is the subject of another paper in this special issue.
Section 2 provides a short introduction to sea ice modelling. For more details, the readers should consult the description of recent models (e.g., Vancoppenolle et al., 2009; or a review specifically devoted to the subject (e.g., . Section 3 is focussed to the two most classical time periods analysed in PMIP: the mid-Holocene (6 ka BP) and the Last Glacial Maximum (LGM, 21 ka BP). Section 4 deals with transient runs covering the Holocene and more specifically the last millennium. In Section 5, we propose a discussion of two specific points: the perspectives in modeledata comparison as well as the causes of model biases and of the spread in model results. Finally, some conclusions are presented.
Sea ice modelling
Sea ice is a highly heterogeneous medium made of individual ice floes whose size ranges from one metre to tens of kilometres. The ice thickness of first year sea ice (the ice which formed during the previous fall and winter) is typically of the order of oneetwo metres while multiyear ice (the one that had survived one summer at least) is generally between 2 and 4 m for present-day conditions. However, because of convergences and divergences in the pack, the sea-ice thickness can widely vary between a ridge of more than 10 m and open water (also termed lead) on a short horizontal scale. The sea ice itself includes brines and different types of ice crystals depending on the mechanisms leading to its formation. All those characteristics influence the behaviour of sea ice and its response to forcings. The goal of sea-ice models is to represent them as accurately as possible at the model-scale (Fig. 1) , which is presently of the order of one hundred of kilometres or more for climate studies.
Traditionally, the processes taken into account in models are divided into dynamics and thermodynamic ones. Sea ice dynamics includes the movement and deformation of the ice. In this framework, sea-ice is considered to be a two-dimensional continuum, i.e. that the model does not compute the velocity of each ice floe but an integrated velocity which characterizes the movement at the model grid-scale. This velocity is obtained by applying Newton's second law that relates the acceleration of the medium and the applied forces. When the pack is thin and/or the floe concentration is low, the dominant forces are the wind stress, the ocean stress and the Coriolis force. This case is usually referred as "free drift". The ice is generally driven by the winds and a classical rule of the thumb gives a sea ice velocity of about 2% of the wind speed at an angle of a few degrees to the right (left) of the wind in the northern (southern) hemisphere (e.g., Thorndike and Colony, 1982; Fukamachi et al., 2011) . Inside the pack, when concentration and thickness are higher, internal ice stress plays a much larger role. It is given by a constitutive law that describes the characteristics of sea ice. The classical ones used in sea ice model are based on the viscouse plastic rheology of Hibler (1979) in which sea ice does not resist significantly to divergence because of the presence of cracks and leads in the pack but can oppose a large force to a convergent motion.
At large-scale, the vertical gradients of temperature are much larger than the horizontal ones and the dominant thermodynamic processes are occurring along the vertical. As a consequence, the thermodynamic part of the sea ice model is one-dimensional. It computes the heat balance at the interfaces with the ocean and the atmosphere, the sea ice melting/formation, as well as temperature profiles inside the ice in order to obtain the conduction flux. A fundamental characteristic of sea ice is that the conduction flux is strongly influenced by the ice thickness leading to a much larger ice formation in cold condition at the base of thin ice than at the one of thicker floes that efficiently isolates the ocean from the cold atmosphere (Maykut, 1982; Bitz and Roe, 2004) . It is thus required to take into account the distribution of the ice between various thicknesses inside the model grid cell to have a fair estimate of freezing and melting rates. Representing the pack by a slab of sea ice of uniform thickness and leads that each occupies a fraction of the cell is a useful simplification, still made in several climate models, but this is a strong approximation that leads to clear biases in the models response to forcing (e.g. Holland et al., 2010; Massonnet et al., 2011) . Snow also has a large insulating capacity, in addition to its specific radiative properties, characteristics that are taken into account using simple or more complex schemes (e.g., Lecomte et al., 2011) .
It is important to note that this classical distinction between dynamical and thermodynamical processes is only formal. On the one hand, the ice dynamics strongly influences the ice thickness distribution, the formation of leads, etc, and thus the heat exchanges with the ocean and the atmosphere. The transport of sea ice towards lower latitudes where it meets warmer waters and melts is a central element of the mass balance of the sea ice system. On the other hand, the strength of the ice and its dynamical behaviour depend critically on the ice thickness and thus on the thermodynamical processes.
In order to resolve the processes mentioned above, some additional variables can be computed. The heat capacity, the latent heat and the conductivity of the ice are a function of its salinity that is now explicitly included in some models (e.g., Vancoppenolle et al., 2009) . The fraction of the surface covered by melt ponds collecting the freshwater due to melting provides essential information for an accurate estimate of the surface albedo (e.g., Flocco et al., 2010) , whose value is critical for the absorption of solar radiation and thus on surface melting. Alternatively, the characteristics of the ice such as its albedo can be parameterized in a simpler way, i.e. deduced from existing model variables like the ice thickness and the state of the surface (melting or non-melting). Many additional processes (the effect of flooding of the snow layer by seawater when the snow ice interface is below the water level leading to the formation of snow ice, the ridging induced by convergence, etc) are also represented through parameterizations for which various methods and level of sophistication are applied.
The models differ thus not only in the choice of the processes and variables that are represented but also in the way the parameterization are applied. The models used for the simulations of past climates in the framework of PMIP3 are the same as the ones applied for present and future changes in CMIP5. Consequently, the majority of them include relatively sophisticated sea ice components. However, the models used in paleoclimatology for long transient simulations or for ensemble of simulations are often Earth Model of Intermediate Complexity (EMICs) or older generation models that incorporate a more simplified approach in order to be less computer-time demanding, as discussed below (Table 1) .
Snapshots: 6 ka BP and LGM
The changes in forcing from the pre-industrial climate to 6 ka BP result in more incoming solar radiation during northern hemisphere summer, and less insolation during the northern hemisphere winter, the changes in summer being larger than the ones in winter (Berger and Loutre, 1991) . As discussed recently in Berger et al. (2013) , confirming earlier studies (e.g., Otto-Bliesner et al., 2006; Braconnot et al., 2007b; Fischer and Jungclaus, 2011) , the response of all the models to the increase in summer insolation is similar and characterized by a decrease in summer (minimum) sea ice extent at 6 ka BP in the northern hemisphere as compared to the pre-industrial conditions (Fig. 2) . In the majority of the models, this decrease is smaller than 1$10 6 km 2 but reaches more than 2$10 6 km 2 in some of them (BCC-CSM1-1, CNRM-CM5, HadGEM2-CC, HadGEM2-ES, MRI-CGCM3). Changes in greenhouse gas concentration is also included as a forcing in the majority of the models but its role is generally less important than the one of insolation (e.g., Braconnot et al., 2007a; Renssen et al., 2009 ). For the winter sea ice cover, the changes are generally weaker and the models are not as consistent: about 3/4 of the models simulate a slightly reduced maximum sea ice cover at 6k as compared to the maximum pre-industrial ice cover. It means that in those models, the decrease in ice extent and lower ice thickness in summer (see below) allow a larger heat storage in the system, heat that is released in autumn and winter and is able to overwhelm the effect of a lower insolation during this period of the year at 6 ka BP. The rest of the models simulate a more extensive maximum sea ice cover in 6 ka BP as a more direct response to insolation changes during this part of the year.
In the southern hemisphere, the scatter between the models is larger but this mainly reflects the biases in the pre-industrial conditions: the difference in the simulated sea ice cover between the control climate and 6 ka BP are small for all models, the ice extent being only slightly reduced in the majority of models in the 6k simulations, both for the maximum and minimum ice cover. Renssen et al. (2005b) argue that this smaller ice extent is due to the higher insolation in winter and spring that directly induced higher temperatures during those seasons. Furthermore, because of the memory of the system, which keeps the influence of those warmer conditions through a reduced ice extent and ice thickness as well as through heat storage in the top layers of the ocean, this signal propagated to the other seasons.
Those results illustrate that, for the same model, the simulated sea ice extents are not very different for 6 ka BP and pre-industrial conditions. Berger et al. (2013) discussed actually that, in the Arctic, the change in the sea ice thickness from the 6 ka BP to the preindustrial climate is more prominent in all PMIP2 models than the changes in sea ice extent: the simulated sea ice cover becomes thinner in the mid-Holocene simulations compared to the control, for all models and all seasons (preliminary analyses confirm this result for PMIP3 simulations). As a consequence, the way a model simulates the sea ice extent at 6 ka BP does not bring a lot of new information about its relative skill at high latitudes in regards to what is brought by the modeledata comparison for the modern period which is based on more precise observations. More subtle diagnostics are thus required to get the best of those past simulations. It is however instructive to see that all the models that display a larger decrease in the sea ice extent in summer in the Arctic are coming from the PMIP3 archive. This can be related to the conclusion that recent models included in the CMIP5 archive simulate on average a larger decrease in summer sea ice extent for the recent decades than the older model versions in CMIP3 (Massonnet et al., 2012; Stroeve et al., 2012) . Simulated ice extent at 6 ka BP during the month of minimum (summer) and maximum (winter) ice extent in northern and southern hemispheres as a function of the preindustrial value. The observations based on satellite data for the period 1979e2000 with a range of 2$10 6 km 2 are given in grey shading (Fetterer et al., 2012) . A difference between satellite data and pre-industrial values is expected (see Fig. 7 , Goosse et al., 2012) but this difference is smaller than the mean model bias and smaller than the range of 2$10 6 km 2 displayed. The models corresponding to blue and green colours are from PMIP2, the ones with red and orange colours are from PMIP3.
Because of this link between mid-Holocene and modern conditions, only the models that display a reasonable ice extent for present-day conditions have been shown in Fig. 3 . To be selected, the mean ice extent of the model has to be within 2$10 6 km 2 of the observations for modern conditions for both seasons. As many models are better in one hemisphere compared to the other, different models can be chosen for the Arctic and the Southern Ocean. Many methods have been proposed to identify the "best models" (e.g., Massonnet et al., 2012; Wang and Overland, 2012) but there is no objective and general rule than could be applied in all cases. No model is better than the other ones in all the regions, for all the variables (mean and variance of the ice concentration, of the ice thickness, etc). Furthermore, to identify the robustness of processes among a wide range of conditions, it can be wiser to take into account all the available models including the ones that have a biased mean state but a different representation of some relevant mechanisms. The 2$10 6 km 2 limit should thus certainly not be considered as a strong choice but rather as a way to illustrate the behaviour of a few models only among all the available ones in the present overview. The models included in PMIP2 (Berger et al., 2013 ) display a winter ice edge location on the western side of the Atlantic located from the northern part of the Greenland coast in the north, to Newfoundland in the south. On the eastern side, the PMIP2 models can be divided in two groups, one for models with the sea ice edge located in the Barents Sea (CCSM3, CSIRO1.0, CSIRO1.1, ECBILT-CLIO, GISS-E, MIROC3.2, MRI-CGCM2-fa, and UBRIS) and the other for models with the ice edge extending all the way south to the Great Fig. 3 . Location of the ice edge, defined as the 15% concentration limit at 6 ka BP in summer and winter (March and September) for a selection of models that display for present-day conditions ice extent within 2$10 6 km 2 of observations for both seasons in each hemisphere (see Fig. 2 ).
Britain (FGOALS-1.0g, FOAM, and MRInfa), reflecting the model behaviour for present-day conditions (Berger et al., 2013) . If we restrict the analysis to the models included on Fig. 3 , the range of the model is much smaller and relatively close to present-day conditions with some models like IPSL-CM5A-LR showing a large ice extent in the western Atlantic and some others in the North Pacific as MIROC3.2. In summer, while the extent displays a very wide range if all the models are analysed (Berger et al., 2013) , the ice remains only in the central Arctic in the models selected for Fig. 3 . Proxy data based on drift wood and beach ridge formation indicate that the sea ice along the East Greenland reached a minimum sometimes between 8.5 and 6 ka BP, with the summer ice edge limit located at 83 N, approximately 1000 km north of present day ice limit (Funder et al., 2011) . Only a few models (e.g., MRI-CGSM2-fa) simulate the summer sea ice edge at such high latitude suggesting an underestimation of the response to the forcing in this region in some models. Fig. 3 also illustrates some of the limitations of our selection criteria which is based on the ice extent over the whole hemisphere as some models display a too large extent in one sector that is compensated by an underestimation in another one. This is particularly critical in the Southern Ocean where, in winter, Hag-GEM2-CC and HadGEM2-ES underestimate the ice extent in the eastern Weddell Sea but overestimate it in the Pacific sector. In summer, all the models in Fig. 3 have a reasonable mean extent by definition but a too high ice concentration in the Ross Sea and a too low in the Bellingshausen Sea. By contrast, some models with a good representation of the ice the Bellingshausen Sea but a similar or weaker overestimation in the Ross Sea have a net bias on the mean ice extent and are thus not included in Fig. 3 following our very simple selection criteria.
In order to simulate conditions corresponding to the LGM, the PMIP2 and PMIP3 protocols recommend to modify the ice-sheet topography and albedo following the global ice sheet reconstruction ICE-5G described in Peltier (2004) in PMIP2 and a blending of three different sources for PMIP3 (http://pmip3.lsce.ipsl.fr/), to change the concentration of CO 2 , CH 4 and N 2 O, and to impose astronomical configuration corresponding to 21 ka BP in the computation of the insolation (Berger, 1978) . In response to those changes, the models consistently simulate an equatorward expansion of the sea-ice cover at the LGM compared to the pre-industrial state, as expected in a colder, glacial, climate (e.g., Hewitt et al., 2003; Otto-Bliesner et al., 2006; Braconnot et al., 2007b; Roche et al., 2007 Roche et al., , 2012 . One has to be careful that this does not necessary induce a larger surface covered by sea ice compared to preindustrial conditions because of the different land-sea masks leading to a smaller ocean surface at LGM, in particular in the Arctic (Fig. 4) . As noticed for 6 ka BP, there is a link between the pre-industrial ice extent and the one simulated in each model at LGM but this link is much weaker than for 6 ka BP, in particular for the Southern Ocean. There, although nearly all models simulate a larger sea-ice cover for winter and summer under LGM conditions, the spread of the response is very large as detailed in the recent review conducted by Roche et al. (2012) for PMIP2 models. For the summer extent, model response ranges from models with only some coastal sea-ice around Antarctica to other ones with nearly 60$10 6 km 2 .
Besides, some models that agree reasonably well with observations for modern data, such as the MRI-CGCM3, are also close to the 11.1 AE 4$10 6 km 2 value estimated by Roche et al. (2012) for this period using reconstructions based on proxy data. Similarly, the winter sea-ice edge is found in models between 40 S and 65 S, a spread of 25 in latitude . Broadly, data evidence shows a sea-ice edge between 55 and 50 S during LGM in winter (Gersonde et al., 2005) . Consequently, the data limit is within the model spread and a few models are reasonably close to the value of 43.5 AE 4$10 6 km 2 given by Roche et al. (2012) based on proxy evidence (CCSM3, CCSM4, ECBILT-CLIO, HADCM, MPI-ESM-P, MRI-CGCM3). Among those ones, a few such as MRI-CGCM3 are also close to observations in winter for modern conditions. However, all models are showing a fairly zonal sea-ice distribution around the Antarctic continent, in disagreement with data evidences showing a more oval shaped distribution (Gersonde et al., 2005) , with maximum sea-ice expansion in the Atlantic sector of the Southern Ocean ( Fig. 5 ; Roche et al., 2012) . Additionally, Roche et al. (2012) showed that the seasonal range in sea-ice at the LGM is very close to the pre-industrial one in the PMIP2 models, a fact at odds with data evidences that calls for increased seasonality. Although some models show a somehow larger amplitude of the seasonal cycle at LGM like MRI-CGCM3 and MPI-ESM-P, this bias appears valid to a large extent for the PMIP3 models analysed here. In the eastern North Atlantic, the simulated sea-ice limit for the LGM in the PMIP2 and PMIP3 models in summer is located in the Nordic Seas in some models while it reaches Iceland in others. In the western North Atlantic, the summer ice edge is found anywhere between the southern tip of Greenland to the coast up to Newfoundland. This spread has some similarities with the one simulated for the pre-industrial winter within the same area and all the models selected for Fig. 5 have a relatively small ice cover in this sector. Turning to the North Pacific, only a few of the climate models considered are simulating a significant cover there. Among the ones included in Fig. 5 , only MIRCO-ESM has some ice remaining in the Okhotsk Sea.
Comparing with proxy data is complicated in the North Atlantic because of contradicting evidences arising from different type of proxies. If dinocysts suggest largely ice free conditions during LGM summer in the Nordic Seas (de Vernal et al., 2000) , foraminifera abundances indicate partial sea-ice cover with a strong EasteWest gradient from perennial sea-ice cover at the Greenland coast and ice-free conditions at the Norwegian coast (Kucera et al., 2005) . The models are clearly in better agreement with the latter inferences, simulating in the majority of them a strong gradient between Greenland and Norway with a sea-ice limit between Iceland and Svalbard.
During winter, models are simulating a substantial increase in sea-ice extent with expansion of the sea-ice cover over much of the Nordic Seas and even to Scotland as well as a large increase in the western North Atlantic Ocean and in the eastern part of the Pacific (Fig. 5 ). In winter, the different proxies also indicate a large southward expansion of sea-ice along the American coast of the northern Atlantic Ocean and a likely large cover in the western Atlantic open ocean (de Vernal et al., 2000; Pflaumann et al., 2003) . Proxy data suggests some winter sea-ice cover as well along the European coast up to at least southern Ireland. The models broadly agree with such a pattern, except for the too marked increase in sea-ice (up to 40 N) on the American side of the North Atlantic Ocean in some of them.
Transient changes: the Holocene and the last millennium
In addition to the quasi-equilibrium simulations using fixed boundary conditions such as the ones discussed in the previous section, transient simulations are now regularly performed, in particular for the Last Interglacial, the last deglaciation and the Holocene (e.g., Crucifix and Loutre, 2002; Calov et al., 2005; Timmermann et al., 2009; Smith and Gregory, 2012) . For the Holocene, models are generally driven by orbital forcing and changes in greenhouse gas concentrations. In response to those forcings, the simulated sea ice developments in summer and winter are monotonic over the past six to eight thousand years (Renssen et al., 2005a (Renssen et al., , 2005b Fischer and Jungclaus, 2011; Fig. 6) . It means that the analysis of conditions at 6 ka BP gives a good qualitative overview of the major characteristics of Holocene change. The amplitude of the changes is, however, larger for the early Holocene than for 6 ka BP, which is consistent with the larger forcing. As a consequence, the difference between the results of different models or between simulations performed with the same model but using different parameters are clearer, which allows an easier distinction between the simulations that are in agreement or not with the proxy based reconstructions (e.g., Goosse et al., 2007) . This comparison is nevertheless not straightforward because of the relatively small number of proxy available to describe the complex structure of the changes but also as the variability of the system as well as changes in the mean state are expected when sea ice extent is reduced in the Arctic, with a potential impact of the interpretation of the proxies Lohmann et al., 2012; Berger et al., 2013) .
When the influence of the remnant Laurentide ice sheet on the surface albedo, topography and freshwater discharge are also included as forcing for the Early Holocene, a cooling at high latitudes of both hemispheres is simulated (Renssen et al., 2009 . As a consequence, the ice extent in summer displays a minimum around 8 ka BP in summer, about 1000 years later in winter. In the northern hemisphere, this cooling, which agrees well with observations (Renssen et al., 2009) , is directly due to the local temperature changes associated with higher elevation and a decreased absorption of solar radiation over Eastern Canada as well as to a moderate reduction of the meridional overturning circulation in the North Atlantic which then transports less heat northward. As a consequence, the largest increase in sea ice extent in response to those forcings is located in the western North Atlantic. In the Southern Ocean, the larger sea ice extent in response to Laurentide Ice Sheet deglaciation in the simulations of Renssen et al. (2010) is caused by the transport and upwelling in this region of colder deep water formed in the Atlantic. This advective link between the two hemispheres provided by the ocean circulation implies that they both cool more or less at the same time, in contrast to the seesaw between the two hemispheres obtained in many models when a larger freshwater flux is applied in the North Atlantic, inducing a major reduction of the meridional overturning circulation (e.g., Stocker, 2002; Stouffer et al., 2005) .
Compared to the transient simulations covering the whole Holocene, the experiments focussing on the past millennium include additional natural (solar, volcanic) and anthropogenic forcings (greenhouse gases, aerosols, land-use changes) (e.g. Schmidt et al., 2011) . In both hemispheres, the trend of the annual mean sea-ice extent is positive between 850 and roughly 1800, before a significant decrease (Fig. 7) . In the majority of the models, this pre-industrial trend is weaker in the southern hemisphere than in northern hemisphere. It can be viewed as being part of the general cooling trend simulated at high latitudes over the Holocene (Fig. 6) . However, the forcings included in the addition to the orbital one, which is responsible for the changes at the scale of the Holocene, play also a role: although the surface cooling induced by the reduction of surface incoming radiation at surface after a major volcanic eruption lasts only a few years, the more intense volcanic activity associated with a higher number of large eruption between the 13th and 19th has clearly contributed to the long term cooling trend at high latitudes Miller et al., 2012; Crespin et al., 2013) . Furthermore, Miller et al. (2012) identified a feedback involving sea-ice (Zhong et al., 2011) that amplifies the initial cooling induced by the volcanic eruption leading to a perturbation of the system that could last several decades. More surprisingly, some simulations suggest that the land-use change, which occurred at low and mid-latitudes and induce a global cooling over this period, may have a remote influence in Polar Regions Crespin et al., 2013) . No large scale reconstruction exists for the southern hemisphere. For the northern hemisphere, the simulated trends are in qualitative agreement with the reconstruction of Kinnard et al. (2011) , except during 17th Fig. 5 . Location of the ice edge, defined as the 15% concentration limit, at the LGM in summer and winter (March and September) for a selection of models that display for presentday conditions ice extent within 2 10 6 km 2 of observations (see Fig. 4 ). As only a few models are close to modern observations in the southern hemisphere among the ones that have available results for LGM, it is not imposed as for fig. 3 and the northern hemisphere that they have a low bias in both seasons but only in the season displayed (i.e. models should display reasonable ice extent for modern conditions in summer or in winter in the southern hemisphere not in summer and in winter as for the other panels). Present-day continental configuration is shown.
and 18th century that are characterized by a local minimum in ice extent in the reconstruction while the simulated ice extent is close to its maximum. The surface air temperature reconstructions at high latitudes display cold conditions during that period (e.g. Kaufman et al., 2009) , as also simulated by the models. As a consequence, low surface air temperatures and ice extent appear consistent in models while the reconstructions suggest a decoupling between the two, maybe related to modifications in oceanic exchanges between the Arctic and the North Atlantic.
Discussion

Some perspectives in modeledata comparison
The qualitative or semi-quantitative comparisons of the results of different models with data and between them, such as the ones that have been performed up to now in the majority of the cases for sea ice, are instructive. They provide a more or less explicit ranking of the models related to the response in different regions (e.g. Roche et al., 2012; Berger et al., 2013) and in some cases attempts have been made to use this information in order to reduce the uncertainty on sea ice projections (e.g., Goosse et al., 2007) . It is possible and suitable to go a step forward by performing more quantitative estimates of the modeledata mismatch leading to a more objective evaluation of the models skill, through a specified metrics for instance. A few studies have followed this goal but this is, however, not yet systematic in paleoclimatology (e.g., Annan and Hargreaves, 2006; Schneider von Deimling et al., 2006; Edwards et al., 2007; Schmidt, 2010; Zhang et al., 2010; Hargreaves et al., 2011; Braconnot et al., 2012) , and none of those studies were specifically focused on sea ice. A central issue is the interpretation of the various proxies and of their uncertainties as it has a large impact on the estimates of the reliability of model results (e.g. Hargreaves et al., 2011 Hargreaves et al., , 2012 .
In the same framework, the goal of data assimilation is to optimally combine model results and proxy records to provide additional information on the past state of the system, on the processes responsible for the changes and on the modeledata Fischer and Jungclaus, 2011) . Five simulations covering the last 8000 years with LOVECLIM1.1 using different model parameters are in green, yellow, red, magenta and violet . The parameters that are varied are mainly related to the radiative scheme leading to climate sensitivities ranging from 1.6 to 3.8 K. An additional simulation with ECBILT-CLIO over the last 9000 years is in light green (Renssen et al., 2009 ). Compared to the other simulations, this longer simulation includes a forcing related to the presence of remains of the Laurentide during the early Holocene (effect on the surface albedo, elevation and freshwater forcing). Note that the plotted time series end in 1850 as some simulations does not include anthropogenic forcings. The reference period is 1000e1850 and a 51-year running mean has been applied to the time series.
agreement. As this is technically obtained by constraining the model to be in agreement with proxy records, taking into account uncertainties in model results, forcing and proxies, it also requires a quantitative measure of the modeledata differences. Data assimilation, which is now standard in many geophysical fields, has been applied in paleoclimatology too (see for instance the recent review of Widmann et al., 2010) . However, the models were driven by reconstructions of surface temperature only, providing indirect information on sea ice (e.g., Goosse et al., 2012) but we can expect that, in the near future, simulations will be performed in which sea ice proxies, such as the one described in this special issue, are used in data assimilation experiments.
Potential causes of modeledata and modelemodel discrepancies
In parallel to this quantitative evaluation of the model behaviour, it is also important to understand the causes of the model biases and of the spread in the different models responses to changes in the forcings. Actually, those two points appear somehow linked as several studies have related the decrease in the summer sea ice extent in the Arctic over the 21st century simulated by a model to its mean state for present or pre-industrial conditions (e.g., Zhang and Walsh, 2006; Holland et al., 2008; Boé et al., 2009a; Massonnet et al., 2012) . As discussed in Massonnet et al. (2012) , some of those relationships are due to simple physical mechanisms. Models with a smaller initial ice extent and smaller initial ice volume will need less energy to melt ice and will reach faster an ice free state. Similarly, models with a large area of thin ice generally display a faster decrease in the ice extent as the thin ice already melts for moderate warming. Models with a larger amplitude of the seasonal cycle also tends to simulate a faster decrease of the ice extent, likely because they are more sensitive to the forcing as illustrated for present-day condition by the response to the changes in solar insolation between summer and winter.
Similar arguments can then be applied to explain part of the spread of model responses during past periods. At the zero order, it has been shown in Section 3 that the biases in ice extent for present-day conditions are also generally seen for the past. Furthermore, all other factors being equal, models with lower ice volume or larger extent of thin ice will likely display a larger decrease in ice extent for past warm conditions. In this framework, the models that display the largest decrease of sea ice extent at 6 ka BP in summer in the Arctic are models with a relatively low ice extent for present-day conditions (BCC-CSM1-1, CNRM-CM5, HadGEM2-CC, HadGEM2-ES, MRI-CGCM3). Those models are also generally among the ones that show the fastest decrease of the ice extent in the Arctic in projections for the 21st century (Massonnet et al., 2012; Stroeve et al., 2012) . However, because the forcings are very different in the two periods and the models response can be dominated by many different feedbacks, the link is not systematic. For instance, the MIROC-ESM, which has the lowest ice extent in the Arctic for present-day condition among the PMIP3 models, simulates a very fast decrease of the ice extent during the 21st century (Massonnet et al., 2012) but has only very moderate changes for 6 ka BP (Berger et al., 2013) .
By contrast, if it is expected that models with a large ice extent for modern conditions will also have a large one at LGM, it is not obvious to determine a priori if they will also show a larger increase in this period compared to the other models. At this stage, PMIP2 and PMIP3 results do not bring any clear answer except in winter in the Southern Hemisphere where it appears to be indeed the case (Fig. 4) , but this aspect certainly deserves additional attention.
Those results highlight the interest in understanding the causes of the discrepancies between observed and simulated sea ice cover for present-day conditions before analysing past periods. However, as sea ice is strongly coupled to the atmosphere and the ocean, the inability of models to reproduce some of the sea ice characteristics are not necessarily linked to the sea ice model itself but also to its ocean or atmospheric components. Identifying the causes of the biases is therefore a very complex and time demanding task. It is even not always clear to determine exactly why a model version behaves in a different way than the previous one (e.g., Voldoire et al., 2012; Landrum et al., 2012) . Nevertheless, the studies that have been devoted to the subject have identified several potential sources of error. First, for the sea ice model, it seems important to reproduce well the thermodynamics of the system by including a multi-category scheme that takes into account adequately the sub-grid scale distribution of ice thickness and to have a good representation of surface albedo, at least for the Arctic (e.g. Holland et al., 2010; Landrum et al., 2012) . Furthermore, many models do not reproduce well the coupling between sea ice thickness and ice dynamics in the Arctic, simulating higher velocities during the months when ice is thick than when it is thin in contrast to observations, with a potential impact on the ice transport, on the regional distribution of the ice and on the response of the model to the forcing (Rampal et al., 2011) .
Secondly, some systematic model biases for sea ice have been related to the simulated winds and ocean currents. In CCSM3 and CCSM4, the too strong winds in the Southern Ocean induce a too large northward sea ice transport, contributing to the overestimation of the sea ice extent in those models (Landrum et al., 2012) . In a similar way, Koldunov et al. (2010) relate some discrepancies between observed and simulated ice thickness and concentration in ECHAM5/MPI-OM to a spurious atmospheric circulation around the North Pole in this model. Illustrating the role of ocean currents, Voldoire et al. (2012) argue that the simulated sea ice extent is greatly improved in the Barents Sea in the new version of the CNRM model (CNRM-CM5.1) thanks to a better representation of the northward oceanic heat transport and of the currents there. Because of their resolution, no model currently used in the framework of CMIP5 can explicitly represent the meso-scale eddies that plays a dominant role in ocean dynamics, in particular in the Southern Ocean (e.g., Böning et al., 2008) . Their effects are thus parameterized in different ways in models with consequences on the simulated mean state of the model and on the response of ocean circulation and oceanic heat transport to changes in wind forcing (e.g., Farneti and Gent, 2011; Gent and Danabosoglu, 2011) .
Thirdly, the heat fluxes at the top and the bottom of sea ice are influenced by the way models simulate the structure of the oceanic and atmospheric boundary layers. In the Arctic, many models overestimate the strength of the temperature inversion in winter, with a clear impact on both turbulent and radiative fluxes (Boé et al., 2009b) . In the Southern Ocean, the stability of the water column plays a dominant role because it controls the vertical oceanic heat input to the ocean surface and the sea ice. Unfortunately, the majority of the models are not able to adequately reproduce the observed stratification and the processes responsible for the exchange between the surface oceanic layer and the deeper ones, explaining some of the discrepancies between model and data and between different models in this region (e.g., Arzel et al., 2006; Russell et al., 2006; Lefebvre and Goosse, 2008; Sen Gupta et al., 2009) . Additionally, the radiative fluxes are influenced by clouds and any bias in their representation has a large effect on surface fluxes in polar regions (e.g., Bodas-Salcedo et al., 2012) .
The ability to reproduce well the mean state for present-day conditions is a key indicator of model behaviour but it also necessary to evaluate its response to perturbations. A large part of the work devoted to this subject has been focussed on future change and thus on the impact of an increase in radiative forcing. Unsurprisingly, it has been shown that the decline in sea ice is well correlated with the temperature increase in the Arctic but many models display a too low decrease in sea ice area per degree of warming (e.g. Mahlstein and Knutti, 2012) . There is also a large scatter in the simulated polar amplification of the temperature changes (i.e., the ratio between the warming in polar regions and the one at global scale) both for future and past conditions (e.g., Holland and Bitz, 2003; Masson-Delmotte et al., 2006; Mahlstein and Knutti, 2012) , leading to very different response at high latitudes between models that display similar global mean temperature changes.
Part of this spread in model results has been related to the different magnitude of standard feedbacks in the various models, in particular the ones associated with clouds, surface albedo, and clear sky longwave fluxes (e.g., Holland and Bitz, 2003; Crucifix, 2006; Qu and Hall, 2006; Boé et al., 2010) . In turn, a fraction of the scatter in the magnitude of feedbacks can be linked to the model biases for present-day conditions. For instance, Boé et al. (2009b) argue that the vertical stability of the atmosphere in winter in the Arctic controls the magnitude of the temperature changes which is a dominant contributor in the spread in the longwave feedback. In models with a too strong temperature inversion, the warming caused by the radiative forcing tends to remain confined close to the surface, inducing a larger increase in upward longwave fluxes and thus a larger negative longwave feedback which damps the temperature and sea ice responses.
Atmospheric and oceanic circulations also respond differently in the various models to perturbations, leading to modifications in the heat transport towards high latitudes which can be a significant contributor to the climate changes there (e.g., Holland and Bitz, 2003; Bitz et al., 2006; Mahlstein and Knutti, 2011; Serreze and Barry, 2011) . In this framework, the wide range of the magnitude of the deep circulation in the North Atlantic simulated for LGM conditions (e.g., Otto-Bliesner et al., 2007) has certainly a large impact on the spread of the sea ice edge in winter in this region. In the Southern Ocean, as already noticed for present-day conditions, the stratification of the ocean and the winds appear to play a dominant role in shaping the model response for both past and future changes (e.g. Lefebvre and Goosse, 2008; Sen Gupta et al., 2009; Roche et al., 2012) . In particular, Roche et al. (2012) suggest that the inability of models to simulate a larger amplitude of the seasonal cycle of sea ice extent for LGM conditions compared to present-day is due to a too weak stratification simulated by the models at that time.
This non-exhaustive list shows that the model response results from the interplay of many mechanisms. As a consequence, a model that reproduce reasonably well the majority of them would not necessary obtain results in better agreement with observations compared to a model that appears less realistic on single factors but has a better compensation of errors, by chance or because of a better tuning (e.g., Parkinson et al., 2006) . This is illustrated by Roche et al. (2012) who explains that HadCM3, which has one of the simplest sea ice model among all the ones involved in PMIP2 was among the best ones in simulating the sea ice extent in the Southern Ocean at the LGM.
Conclusions
In the northern hemisphere, models agree broadly with each other and reproduce the main features of the reconstructions for the periods investigated here. The model spread is much larger in the southern hemisphere, as already noticed for pre-industrial and present-day climate. The simulations of past climates also indicate a strong link with the simulations for modern conditions with the same model. In particular, the models with unrealistic conditions for the recent past are also unrealistic for the more distant periods.
When analysing models results in more details, differences on the magnitude of the response as well as in the regional changes are noticed. The comparison with proxies provides then an additional benchmark for the models that display satisfactory results for present-day conditions. A model can indeed be relatively good for the recent past because of a compensation of errors or because some processes that are not well represented in the model do not play a critical role during this period while they are crucial in the dynamics of some past and future changes. Adequate tests under past conditions could then underline the behaviour in a wider range of conditions, providing additional confidence in the physics of the models that most successfully agree with proxy data. Furthermore, the reliability of a set of models could also be estimated to see if this ensemble as a group represents well the variability deduced from data. To be useful, those tests must correspond to periods where the difference between model results is large enough. In this framework, the mid-Holocene is an interesting candidate, in particular for summer ice extent in the Arctic, but the signal is still relatively small. Besides, the early Holocene and the LGM display more contrasted changes. It is also possible to rank the models in order to select the ones that can be used with the highest confidence to study a specific past period. This should however be done with caution as a good model for some variables or in some regions is not necessary the best for some other ones. Reducing the range of model results by selecting only some of them could then lead to overconfident interpretations that do not cover the full range of uncertainty.
All the models results may differ from some proxy evidence. A first point is then to ensure that the proxy signal is robust and that no alternative and reasonable interpretation of the proxy can reconcile models and data. If this is not possible, this provides a clear target for improving our understanding the dynamics of the system and its modelling. For instance, models fail to represent the sea-ice distribution in the Southern Ocean for the LGM both in shape and in seasonal range, calling for a detailed assessment of mechanisms driving sea-ice changes over such timescales (e.g., Roche et al., 2012) . During the early Holocene, many proxies suggest a larger retreat of sea ice north and east of Greenland while sea ice was still likely present in a large fraction of the Canadian Basin of the Arctic. No model is able to reproduce such a feature reasonably well, maybe because it is related to some circulation changes at high latitudes in response to the forcing they are not able to simulate adequately (e.g., de Vernal et al., 2005; Dyck et al., 2010; Funder et al., 2011) .
In addition to the general model benchmarking, simulations of past climate and modeledata comparison can also focus on some important, specific processes such as the atmospheric and oceanic circulation changes in response to modifications of the surface temperature gradients or the influence of a freshwater discharge at high latitudes. The latter seems particularly interesting since many questions have been raised on the impact an additional freshwater discharge from Greenland in the future. The last deglaciation, or the Eemian provides then a nice way to investigate the relative magnitude of the response to the radiative forcing compared to the ones of the freshwater input in conditions relatively similar to the present ones, both locally as well as in remote areas through teleconnections (e.g., Renssen et al., 2009 Renssen et al., , 2010 Govin et al., 2012) .
In summary, the examples presented here of simulations of past sea ice states have illustrated that having a good quantitative response of the system to a perturbation, the right spatial distribution and a reasonable confidence of the mechanisms involved is important for improving models, models that can in turn improve our understanding of the system. This is also essential for our confidence in projections as several studies have demonstrate the link between past and future changes and the interest of past simulations for evaluating the quality of simulated future changes (e.g., Masson-Delmotte et al., 2006; Goosse et al., 2007; Miller et al., 2010; Schmidt, 2010; Braconnot et al., 2012; Vandenberghe et al., 2012) .
