Highly localized heating rates occur in extreme thermal environments, such as shock-shock interaction at hypersonic speeds. Experimental estimation of heat ux usually involves measurement of discrete unsteady surface temperatures on low conductivity materials that are chosen to reduce conduction effects. Typically, temperature measurements are reduced to heat uxes using one-dimensionalconductiontechniques. However, lateral conduction from localized high heat ux regions into low heat ux regions is signi cant and in uences the one-dimensional solution. The one-dimensional solution also suffers mathematical instabilities. To evaluate the nonuniform, unsteady surface ux from measured temperatures, an inverse technique was devised that damps instabilities in the temporal direction and resolves large and sudden ux changes in the spatial direction. Based on previous work, a simple inverse method was used in time, and a function speci cation method was used in space. Furthermore, a technique was devised to expedite the solution by marching in space as well as in time. The new multidimensional inverse method was found to resolve steep spatial gradients more accurately in ux than a one-dimensionalmethod. Furthermore, the inverse procedure exhibits better stability than a multidimensional forward technique. 
Nomenclature

Introduction S
HOCK-SHOCK interactions during hypersonic ight can produce very intense and very damaging localized heat ux. Damaging thermal environmentscharacterizedby high temperatures and localized heating rates can be created during high-speed ight and must be studied to prevent mission failure. An example of such damage was observed on the X-15.
1,2 Another example from the previous National Aerospace Program (NASP) is that shock-shock heat ux on the engine's cowl leading edge was estimated with computational uid dynamics (CFD) to be as much as 5.6 £ 10 ¡ 8 W/m 2 (50,000 Btu/ft 2 s) (Ref. 3 ). Shock-shock interaction studies have been performed for many years beginning with leading-edge interference experiments 4 and the characterization of shock interactions by Edney. 5 The signicance of the potentialdamage and necessity for designs that account for these thermal phenomena has been the subject of numerous studies, such as the work by Weiting and Holden. 6 Experimental and CFD characterization of shock-shock interaction heating was done at NASA Langley Research Center and through funding by NASA Langley Research Center under the NASP effort in an extensive experimental program at Calspan University at Buffalo Research Center. In one set of experiments from the latter effort, 7 shock-shock interactionsproduced a 30-times ampli cation of heat ux on a 3-in.-diam cylinder; 25% of the intense peak occurred in a region of only 4 circumferential degrees. The measurements were made on a Pyrex TM 7740 substrate and included only onedimensionalconduction.Recently,more complexshockinteractions have been studied such as those examined by Berry and Nowak 8 and Neumann. 9 Conclusionssharedby all of these experimentsare that the heating generated by shock interaction has very high gradients and that the heating rates are extremely large and localized. Furthermore, oscillatinglevels of heat uxes can be found at differentpositionson models subjectedto shock interactionheating. The reader is referred to work by Edney 5 and Glass et al. 10 for an analysis of the ow patterns produced in shock interactions that are responsible for the heating rates characteristic of shock-shock interactions. CFD work by several researchers, for example, Prabhu 3 and Wright et al., 11 has since veri ed the character of the shock-shock heating ux ampli cations found experimentally.
To evaluate the nonuniformheating rates, data reduction schemes have been used to convert measured temperatures from the surface of models to heat uxes. This problem is unstable, 12, 13 and many methods have been proposed as solution methodologies. Walker and Scott 14 provide a summary of commonly used methods and their strengths and weaknesses. All currently used methods assume a one-dimensional conduction model. However, a simple analysis can demonstrate the fallacy in this assumption.
Suppose a heat ux is being applied to a surface in a step fashion such that there is some area that sees a zero ux. We know that the heat being added will diffuse into the nonheated region, causing the temperatureto rise there as exempli ed in Fig. 1 . A one-dimensional data reduction routine will result in a nonzero ux estimate for any sensor that sees a temperature change. Therefore, we must use a two-dimensional conduction model to describe accurately a spatially dependent heating rate where the heat is diffusing laterally. The differencebetween one-dimensionaland two-dimensionalanalysis depends on the speci c problem and is what will be identi ed in this work.
A direct solution to the data reduction would be to calculate the multidimensional conduction solution using the measured temperature as a boundary condition. The ux could then be found by differentiating the resulting temperature distribution (normal to the surface) at the surface and using Fourier's law. Direct methods, in general,have severalinherentdisadvantages,as describedby Walker and Scott. 15 For example, they tend to display unstable behavior resulting from differentiationof discrete data. Furthermore,we have to make some assumption about the temperature distribution between sensors and between time steps for these approaches. In effect, we are including high-frequency information that cannot possibly appear in discrete data, which reduces our con dence in the solution methodology. 16 For an inverse approach we must rst decide how the heat ux (not temperature) is to vary between sensors and between time steps. For most cases a linear change in heat ux between estimation points is assumed. The term estimation points is used here to mean the position and time where and/or when a ux is estimated. Normally this will coincide with the sensors and the measurements; however, we have suggested the potential to estimate uxes with a higher spatial resolution than the sensor spacing used to record actual measurements through an inverse technique. This approach was rst examined by Walker and Scott, 14 where two-dimensional inverse techniques were compared to two-dimensional forward techniques.
The goal of this work is to examine the problem of lateral conduction effects in estimating heat uxes from surface temperature measurements and to introduce a solution technique that can resolve uxes that are spatially dependent. This work is a direct application of the methodologies discussed in a previous work by Walker and Scott 17 and described earlier. However, the methods used have only previously been applied to one-dimensional problems. This work represents a rst attempt to solve nonuniform high heat ux problems with the new method. A brief description of inverse solution techniques will be given, as well as some results from an implementation of the inverse technologywith experimental test data. These results will also be compared to a one-dimensional forward technique that is considered state of the art. 
Experiment Description
The shock interaction temperature data used for this study were obtained from NASA Langley Research Center; the test was documented by Berry and Nowak. 8 A three-dimensional ow pattern was generated with a planar incident shock impinging a cylinder that was arranged in a plane perpendicular to the shock (Fig. 2) . The interaction between the planar shock and the bow shock produced supersonicjets (M ¼ 6) that resulted in heating on the surface of the model at the point of impingement. The temperature history was measured using thin-lm temperature gauges arranged along the length of the cylinder.
Two model con gurations were used to examine the lateral conduction effects and localized jet resolution. In the rst case, the temperature sensors were deposited directly onto the 1.27-cm-diam ceramic model. The sensorswere placed as close as possible(limited by the application method) at a distance of 0.635 mm. To increase the sensor spacing on the model, a second application method was used. In this case, the sensors were sputtered onto a at thin sheet of Upilex TM (a polyimidelike material, Ube Industries, Ltd). With this method, the spacing between gauges was reduced to 0.381 mm, which was limited primarilyby the spacing requirementsof the electrical leads to the sensors. The Upilex lm was then bonded to the cylindrical model with high-temperature epoxy.
Approximately 90 channels of temperature measurements were collected at a sample rate of 50 Hz for each sensor for a duration of approximately 5 s. Even though the ow conditions were close to steady, small uctuations such as vibrations due to injection of the model and impact of the ow result in small perturbations.Additionally, shock-shock interaction studies have been shown to be inherently unsteady. However, this particular experiment was shown to produce relatively stable measurements. 8 Therefore, the experiment with laminar ow conditions was expected to produce a relatively constant heat ux coef cient in time, and so a high sampling rate was not necessary.
Solution Methodology
The inverse heat conduction solution, which is being proposed as a solution to the data reduction problem, attempts to identify a boundary ux or heat transfer coef cient given an interior temperature measurement. Because measurements are discrete and contain noise, the solution is unstable, meaning that small uncertainties in the measurement result in large changes in the boundary estimate. In the present work, surface measurements are recorded that reduce the uncertainty in the solution somewhat compared to interior measurements.
The inverse solution estimates the boundary condition that produces a calculated response matching the measured response by employing an optimization routine. In other words, the difference between measured and calculated values is minimized. This can be performed by any number of optimization routines; in this case a Newton's method was used. Inverse methodologies help stabilize the solution because 1) we do not have to take derivatives of the experimentaldata and 2) the precisematchingof experimentaldata can be relaxed. The rst point can very easily be accomplished by nding a boundary solution that minimizes the calculated and measured temperatures as in a least-squares t. The second point is realized by requiring the residual (difference between calculated and measured values) to lie within the level of measurement noise, but not to match exactly. This suggests that some bias will be introduced into the solution through the methodology. There are two primary methodologiesthat will be used to perform the biased minimization.
The techniques presented here have been rigorously tested against known data and fabricated heat uxes designed to mimic shock interaction data. 17 Furthermore, the methods have been veri ed with experiments that collect heat ux and temperature data simultaneously.
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Function Speci cation
The rst method examined is one that has been applied to this problem previously using several test cases with simulated data. 17 It predicts a value for the heat ux, provided the estimate ts a predetermined functional form. We are, in essence, estimating the coef cients of a function that describe the boundary ux. Note that the estimates are found in a sequential manner such that only the current time and a few future times are examined simultaneously. Once the current estimate is determined, the procedure progresses to the next time step with its future measurements. By choosing the appropriate number of future time steps, we can use a rst-order boundary approximation without introducing overwhelming bias. The appropriate number of future times for our case is one, the minimum required to fully de ne a line.
We have described the typical one-dimensional inverse solution technique. However, the goal is to enhance the solution methodology to include multidimensional conduction. Therefore, we must describe the implementationof the function-speci cation method in the spatial direction. Again, a functional form of the boundary ux (which is now a function of location as well as time) must be predetermined, and the coef cients that minimize the objective function must be found. Because the spatial direction is elliptical rather than parabolic in nature, the inclusion of neighboring sensors in the estimation procedure will help introduce a bias into the solution much like the future time steps did for the temporal direction. However, the solution cannot march in the spatial direction as it did in the temporal direction. As a result, all spatial estimates for a given time must be found simultaneously.
The formulation for the function coef cients that make up the estimates is found from the objective function, which is the sum of squares of the difference between measured, Y, and calculated, T, temperatures given by
that is to be minimized. Here, the components of the temperature vectors consist of temperatures from different sensors at a single time followed by the temperature for the same sensors at the next time step. For example,if we use subscriptsto denotespatiallocation and superscriptsto denote time step, considering two time steps and two spatial locations,the temperaturevectors T and Y can be written as
Note that the calculated temperatures are found from any legitimate conduction solution.
To minimize this objective function S, the derivative with respect to the ux can be set equal to zero. The boundary condition is introduced into the formulation by writing the rst-order Fourier series expansion of the temperature as where X is the sensitivity matrix; its components are given by X i j´@ T 0i / @q 0 j . Note that because the conduction problem is nonlinear due to temperature-dependent properties and multiple conductionlayers,a correctionD q to the currentestimateq 0 was sought.
The estimate is expressed as q = q 0 + D q, where the estimate at the current iteration is q 0 . After manipulation, the ux correction can be expressed as a linear set of equations given by
where T 0 is the calculated temperature for the current iteration.
The sensitivity matrix X in the formulation for the solution [Eq. (4) ] is found by perturbing the estimate of the current iteration and recording the temperature change. However, the perturbation that is performed must be chosen with care. As described in a previous paper, 17 in some respect, the sensitivity patch determines the amount of bias that is introduced into the solution. In other words, where and how the current estimate is perturbed can affect the stability and accuracy of the solution signi cantly.
Two different type of patches were used for this analysis. The linear patch and the constant patch correlate to a linear function speci cation and a constant speci cation method in space, respectively. An example of the linear patch is shown in Fig. 3 , where the extent of the patch is at the minimum of one sensor on each side. Note that, to increase the bias, the span of the patch can be stretched to include two sensors on each side. In this case, a linear distribution from one (at the center) to zero (two sensors away from the center) would constitutethe perturbation.Note that the estimateobtainedfor the sensor in question (the sensor in the center) must be distributed over the patch region in accordance with the weighting dictated by the patch. The second patch, also illustrated in Fig. 3 , is a piecewise constant function. The added bias can be increased in this case as well by expanding the extent of the patch to cover more sensors.
Regularization
The regularization method is a minimization problem where the difference between the temperature measurements and a calculated temperature(residual) is minimized as for the function-speci cation method. However, the formulation is derived from a biased leastsquares t of the measured,Y, and calculated,T, temperaturehistory data (called the objectivefunction S). The objectivefunctionis given as
where the bias a H T Hq 0 is a function of the current ux estimate beingoptimized(to be discussedlater) and T 0 containsthe calculated temperatures as a result of the ux estimate at the current iteration. For this formulation, the temperature must be written in its Fourier expansiontakingonly the rst-orderterm, and the ux is represented in terms of a correction as before. The linear set of equations that represents the ux correction is
This methodology is also used in a sequential manner.
The regularization that is added as bias to stabilize the solution is usually rst order, which means that the type of bias forces the estimates toward a line. This means that the coef cients of the regularization term H look like a difference formulation of a rst derivative. The regularizationparametera is chosen so that there is enough bias to stabilize the problem without destroying the solution with too much deterministic error. The selection of the parameter is accomplished, with trial and error, by requiring S to be on the same order as the noise in the data. Of course, determining the nature and amount of noise in the recordedsignalrequiresadditionalestimation and will be discussed later.
Modi cations of the regularization method for problems with surface temperature measurements were suggested by Walker and Scott 17 and are implemented in this work. This work represents the rst attempt to apply the new method to a two-dimensionalproblem. It was suggested that because the measurements are on the surface, future time steps are unnecessary. To provide bias, however, more than a single time step must be examined. The approach, then, is to examine the preceding ux and the current ux in the regularization term and to ignore the temperature difference at the preceding time step in the residual term. The problem has been simpli ed because the correction is only at a single time step.
To implement this method for a multidimensional problem, we must look at several adjacent sensors simultaneously.For the patch in this case, though, we will use the con guration that introduces the least bias so that this can be controlledby the regularization.The patch chosen was the linear patch that spans a single sensor on either side. Now the multidimensional approach has two separate levels of regularization that could be added, the rst being regularization in space and the second being regularizationin time. Therefore, the ux correction can be found using the linear equations as
where the subscripts s and t are the spatial and temporal regularization, respectively. Note that the the temporal regularization is written in terms of the previous known heat ux. The regularization in the spatial direction is a nite differencerepresentationof the rst derivative of ux 20 for a complete description on the designation of rst-order regularization.
Results
Test cases were developed to verify the solutions obtained from the inverse procedures.A spatial step heat ux was examined to simulate the localizedheatingfoundin the shock-shockinteractiondata. Because the exact data are known, errors can be calculated instead of residualsas with experimentaldata. The spatial step ramped from 0 to 100 W/cm 2 in 0.4 s, which is comparable(before normalization) to the experimental data. Two limiting con gurations are presented where the step lies on a sensor (case 1) and where the step lies directly between two sensors (case 2). The rms of the errors reported in Table 1 were calculated and compared for the one-dimensional and two-dimensional techniques.
Four experimental runs are examined. Each case represents the same experimentalsetup in that the sweep angle of the instrumented cylinder in the ow stream is k = ¡ 25 deg as documented by Berry and Nowak. 8 Two runs (14 and 36) use a Macor model, whereas runs 58 and 60 use the Upilex model with a higher sensor resolution. (The runs will be referred to as Macor-1, Macor-2, Upilex-1, and Upilex-2, respectively.) A typical transient response of the sen- sor that receives the largest heating is indicated by the temperature shown in Fig. 4 . A sudden jump in heating rate corresponds to the steep rise in temperature as the shock-shock interaction develops. Pivotal to the description of the inverse solution methodology is the characterization of the noise in the measurements and the selection of the regularization parameter. Realize that bias in the measurements cannot be tolerated by the inverse technique that is employed here. Therefore, errors such as lag due to thermal constants of sensorsare not addressed.Note, however, that the thickness of the sensors is on the order of microns and is not expected to inuence the measurement signi cantly. Random noise, on the other hand, can be characterizedand incorporated into the method. Without knowing much about the measurements, it was assumed that a normally distributed random error with a variance of 5 K exists in the signal. By trial and error, the regularization parameter that results in the optimal solution was a = 0.0001 K 2 cm 4 /W 2 . The heat ux due to the shock interaction is a function of the surface temperature of the model [q = C h / (T aw ¡ T w )], where T w is the temperature of the surface of the model and is dependent on material properties. The normalized heat transfer coef cient C h is relatively independentof surface temperature.Note that the normalized heat ux incident on both models (Macor and Upilex) should be similar because the ow and resulting heat rates are independent of the model and material properties. It is for this reason that the normalized heat ux (C h / C h ref ) will be the reduced quantity and referred to as the heat ux.
Despite the independenceof the heat ux on temperature, there is some uncertainty in the properties and geometries of the materials being used. For the Upilex case, the glue layer, which is assumed to be 0.001 in. thick compared to the 0.002-in.-thick Upilex, was ignored as a conductinglayer for this analysis so that the results could be comparedto the one-dimensionalestimatesperformed previously that also ignore this layer. As a result, the estimate, which depends on the material properties, could contain some bias as a result of the inaccurate model. Therefore, we should not expect exact agreement between the Macor and Upilex models.
Even thoughthe modelis curved,the analysisis performedassuming the test articlecan be modeled as a at plate. This type of analysis does not hold; an accurate analysis would have to account for the effects of curvature on the conduction.In fact, Buttsworth and Jones 21 suggested a correction factor for curved models. The intent of this research,however, is to examine the validity of an inverse technique over standard forward techniques. Because a at plate assumption was used for previous forward analysis, the same assumption was used for our inverse analysis so that curvature effects could be eliminated as a cause for variation between the two types of solution methods. Note that an inverse method can incorporate a forward model with any level of complexity, including curvature effects.
At 2 s (when the shock is considered steady), the spatial distributions of the instantaneousheat ux estimatesare compared. Macor-1 and Macor-2 in Figs. 5 and 6 , respectively, show the increased estimate of the two-dimensional model over the one-dimensional case. The heat ux values have been normalized to remove effects of initial temperature and model temperature. (For a complete discussion of the effects of the tunnel and data reduction method, refer to Berry and Nowak. 8 ) Note that the value of the heat ux for the two-dimensional analysis is nearly identical between the two runs as expected; the one-dimensional analysis does not predict similar heat uxes between the two runs. This effect is an artifact of the location of the uid structuresthat induce the heat uxes relative to the sensors. Because the heat uxes are highly localized, it was shown by Walker and Scott 17 that the location of the peak heat ux relative to the sensor is signi cant in being able to resolve the magnitude of the heat ux accurately. Conduction effects in this case become signi cant and must be modeled as in the two-dimensional case.
To verify that the two-dimensional analysis does not introduce additional bias into the solution, we can compare the load integrated over the surface. If the temperature is representative of the energy in the system, both the one-dimensional technique and the two-dimensional technique should be similar. Table 2 shows that the difference in average load is from 3 to 5% and that neither is consistently larger than the other. This indicates that the twodimensional method is capable of adjusting the distribution to account for lateral conduction without adding bias to the solution.
One question that remains after examining the data concerns sensor spacing. The design of an experiment to recover heat uxes from temperature measurements will rely heavily on the features of the data reduction method. It was shown that missing sensors as in Upilex-1 can adversely affect the results. However, the sensor spacing of the Macor models is larger but does not seem to be affected in the same way. The required sensor spacing, therefore, is material dependent. For example, because the diffusivity of Macor is 3.5 times that of Upilex, we can expect the penetration depth of the Upilex to be much smaller than that of the Macor. Therefore, the temperature gradients between the sensors could be more pronounced in the Upilex case resulting in a different spacing requirement.
In addition to being material dependent, adequate sensor spacing is also determinedby jet size. CFD calculations 3 place the size of the uid jet on the order of the spacing of the sensors. Conservatively, the size of the peak heating is assumed to be similar to the size of the impinging jet. Therefore, it is dif cult to determine the shape and actual magnitude of the peak heating region because we may only have a maximum of two or three sensors that fall in this region. Because the location of the jet relative to the sensorscannot be carefully controlled, the temperature distribution between sensors cannot be accurately characterized. However, one-dimensional methods that ignore lateral conduction should provide even less accurate results because the gradients are ignored completely.
We are able to glean additional knowledge about the twodimensionalmethod vs the one-dimensionalmethod. The ow structure from schlieren images 8 near the impingement indicates a series of expansion and compression waves moving away from the impingement site. As a result, we would expect to see spatial oscillations in heat ux away from the peak location. Because the two-dimensional method can include conduction effects, the oscillating heating rates can be recovered adjacent to the peak.
The results of the two runs with slightly higher sensor resolution (Upilex model) provide similar information to that of the Macor model. Because of the measured sensor spacing and the different thermal properties on the surface, the Upilex runs required use of the regularizationmethod that allows the bias to be controlled more closely. The two-dimensional estimates from the Upilex model are again higherin the peaks and lower in the valleys,as shown in Figs. 7 and 8.
Some gauge signals were lost during the Upilex-1 experiment in the region of the maximum heating.As a result, the two-dimensional method has less additionalknowledgeof the lateralconductionto inuence the estimate.The resultsreduceto a one-dimensionalmethod as the temperature information is reduced. This phenomenon indicates that the two-dimensional inverse approach incorporates signi cant lateral conduction effects and veri es the two-dimensional method in a limiting case. However, we cannot determine whether the given sensor spacing is adequate to fully resolve the effect accurately. A comparison of Upilex-2 with the two Macor runs results in similar peak heating rates. This agreement furthers our con dence in the solution technique because the heat ux coef cient should be material independent.
In an attempt to address the question of whether the modeling of the glue layer affects the estimate, Upilex-1 was analyzed using a numerical model with glue and one without glue. Because the properties are largely unknown, material properties for typical high-temperatureepoxy were used. The goal in this analysis was to determine if the modeling of the glue layer would have a signi cant effect. The results are material dependent but suggest that a more accurate and complex model is required for accurate estimation of heat uxes. In both cases, the two-dimensional inverse approach was employed. As expected, in Fig. 9 the estimate is higher when the glue is considered. Note that the chosen properties of the glue tend to smooth the peak.
In an attempt to validate the estimates, the conduction solutions using the one-and two-dimensionalestimates were calculated. These resulting temperature responses were then compared to the original measurement to obtain residuals. Shown in Fig. 10 are the residuals for Upilex-2 at a time of 2 s. [Note that the maximum D T = (T measured ¡ T calculated ) ¼ 60 K.] A positive residual means that the estimate overshot the target temperature. Ideally, we would like the residuals to lie close to zero and within the measurement noise. It is immediately clear that the one-dimensionalmethod introduces a great deal of error into the estimate, whereas the two-dimensional approach tends to match the measurements better. This nding is not surprising despite the addition of bias into the two-dimensional inverse technique because the one-dimensional approach is biased by ignoring lateral conduction effects. To obtain a quanti cation of how well the estimation methods performed, we calculate the rms residual. This is simply a measure of the average of the difference between the measured and calculated temperatures. Table 3 shows a striking difference between the one-and two-dimensional estimates for all models. The differences between the residuals of the Upilex and Macor models are a result of the discrepancy mentioned earlier, but exist partly because a different conduction model had to be employed. The varying material propertiescause the sensitivityof the problemto change. Ultimately, this results in less con dent solutions as demonstrated by the larger residuals. Following Haftka et al., 22 this result suggests that the entire experimental setup can and should be designed to maximize the value of any measurements made and to minimize the effects of uncertainties in the experiment.
Conclusions
The results clearly identify the two-dimensionaltechniqueas producing more accurate results. Therefore, lateral conduction within the model must be considered when temperature gradients exist between adjacent sensors. When the heating rate is large and localized, the energy that diffuses laterally will be ignored by onedimensional estimation techniques. The two-dimensional inverse technique demonstrates its ability to account for direct heating as well as diffusive heating by estimating a signi cantly higher peak heating rate. Despite the improved accuracy of the inverse approach with its ability to track lateral conduction effects, the estimates cannot account for inadequate experimental data. Because the location and size of the peak heating region is considered to be on the order of the sensor spacing, the apparentlack of data reduces the accuracy of the estimates.
To qualify the increased accuracy claims, note that inverse techniques allow for better modeling of phenomena. They cannot, however, compensate for an inadequate quantity of measurements. In other words, inverse methods make better use of the existing data, but do not increase the amount of information in measurements. What inverse techniques do provide is the ability to incorporate additional measurement information and the ability to incorporate physically accurate (complex) mathematical models.
