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a  b  s  t  r  a  c  t
In a future  Smart  Grid context,  increasing  challenges  in managing  the  stochastic  local  energy  supply  and
demand  are  expected.  This  increased  the  need  of  more  accurate  energy  prediction  methods  in  order
to  support  further  complex  decision-making  processes.  Although  many  methods  aiming  to  predict  the
energy  consumption  exist,  all these  require  labelled  data, such  as historical  or  simulated  data.  Still,
such  datasets  are  not  always  available  under  the  emerging  Smart  Grid  transition  and  complex  people
behaviour.  Our approach  goes  beyond  the state-of-the-art  energy  prediction  methods  in that  it  does  not
require  labelled  data.  Firstly,  two  reinforcement  learning  algorithms  are  investigated  in order  to  model
the building  energy  consumption.  Secondly,  as  a main  theoretical  contribution,  a  Deep  Belief  Network
(DBN)  is incorporated  into  each  of these  algorithms,  making  them  suitable  for continuous  states.  Thirdly,
the  proposed  methods  yield  a cross-building  transfer  that  can target  new  behaviour  of  existing  buildings
(due  to changes  in their  structure  or installations),  as  well  as completely  new  types  of buildings.  The
®achine learning methods  are  developed  in  the  MATLAB environment  and  tested  on  a real database  recorded  over  seven
years,  with  hourly  resolution.  Experimental  results  demonstrate  that the energy  prediction  accuracy  in
terms of  RMSE  has  been  signiﬁcantly  improved  in 91.42%  of the  cases  after  using  a  DBN  for  automatically
extracting  high-level  features  from  the  unlabelled  data,  compared  to  the  equivalent  methods  without
the  DBN  pre-processing.
© 2016  Elsevier  B.V.  All  rights  reserved.. Introduction
Prediction of energy consumption as a function of time plays
n essential role in the current transition to future energy systems.
ithin the new context of so-called Smart Grids, the energy con-
umption of buildings can be regarded as a nonlinear time series,
epending on many complex factors. The variability introduced by
he growing penetration of wind and solar generation sources only
trengthens the role of accurate prediction methods [1]. Prediction
orms an integral part in the efﬁcient planning and operation of the
hole Smart Grid.
On the one hand, advanced energy prediction methods should
e easily expandable to various levels of data aggregation at all
ime scales [2]. On the other hand, they have to automatically adapt
ith decision strategies based on dynamic behavior of active con-
umers (e.g. new and smart(er) buildings) [3]. Applications of these
ew methods should facilitate the transition from the traditional
∗ Corresponding author.
E-mail address: e.mocanu@tue.nl (E. Mocanu).
1 Deceased March 14, 2015.
ttp://dx.doi.org/10.1016/j.enbuild.2016.01.030
378-7788/© 2016 Elsevier B.V. All rights reserved.single-tariff grid to time-of-use (TOU) and real-time pricing. The
effects will be felt by all players in the grid from transmission (TSO)
and distribution system operator (DSO) to the end-user, including
resource assessment and analysis of energy efﬁciency improve-
ments, ﬂexible demand response (DR) and other continuous
projection on planning studies. The joint consideration of deci-
sions regarding new renewable generation, TSO development, and
demand-side management (DMS) programs in an integrated fash-
ion requires demand forecasts. Consequently, these will require
changes in the way how the data are collected and analyzed [4].
Prior studies have shown that by using statistical methods, more
recent inspired by supervised machine learning techniques, such
as Support Vector Machines [5,6], Artiﬁcial Neural Networks [7,8],
Autoregressive models [9], Conditional random ﬁeld [10], or Hid-
den Markov Model [11], one can improve the accuracy of energy
prediction signiﬁcantly. On the other hand, there are many methods
based on physical principles, including a large number of building
parameters, to calculate thermal dynamics and energy behavior
at the building level. Moreover, to shape the evolution of future
buildings systems, there are also some hybrid approaches which
combine some of the above models to optimize predictive perfor-
mance, such as [12–16]. Interested readers are referred for a more
E. Mocanu et al. / Energy and Buil
Nomenclature
 ˛ learning rate, ∀  ˛ ∈ [0, 1]
 discount factor, ∀ ∈ (0, 1)
E[ · ] expected value operator
A  the set of actions, ∀a ∈ A
D  dataset
R the reward function
S the set of states, ∀s ∈ S
T transition probability matrix
h vector collecting all the hidden units, hj ∈ {0, 1}
v vector collecting all visible units, vi ∈ R
Wvh matrix of all weights connecting v and h
E total energy function in the RBM model
k the number of hidden layers
M building energy consumption model
p, P probability value/vector
Q the quality matrix
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machine learning time series prediction techniques. In the most
general statement, the proposed Reinforcement and transfer learn-
ing setup is depicted in Fig. 1. Given the unevenly distributed
building energy values during time, ﬁrstly, a special attention isZ normalization function
omprehensive discussion on the application of energy demand
anagement to [9,14,17,18].
Although they remain at the forefront of academic and applied
esearch, all these methods require labeled data able to faithfully
eproduce the energy consumption of buildings. In the remaining of
his paper we refer to the labeled data as to the historical (known)
ata of the analyzed building. Usually the lack of historical data can
e replaced by simulated data. Still, both, historical or simulated
ata, are employed in these forecasting methods in a non-adaptable
ay without considering the future events or changes which can
ccur in the Smart Grid.
A stronger motivation for this paper, is given by the not too
ell exploited fact that sometimes there are not historically data
onsumption available for a particular building. From the machine
earning perspective this is a typical unsupervised learning prob-
em. One of the most used methods of unsupervised learning,
einforcement learning (RL), was introduced in power system area
o solve stochastic optimal control problems [19]. RL methods
re used in a wide range of applications, such as system control
20], playing games or more recent in transfer learning [19,21].
he advantage of the combination of reinforcement learning and
ransfer learning approaches is straightforward. Hence, we want to
ransfer knowledge from a global to a local perspective, to encode
he uncertainty of the building energy demand.
Owing to the curse of dimensionality, these methods fail in high
imensions. More recently, there has been a revival of interest in
ombining Deep Learning with reinforcement learning. Therein,
estricted Boltzmann Machines were proven to provide a value
unction estimation [22] or a policy estimation [23]. More than that,
inh et al. [24] combined successfully deep neural networks and
-learning to create a deep Q-network which successfully learned
ontrol policies in a range of different environments.
In this paper, we comprehensively explore and extended two
einforcement learning (RL) methods to predict the energy con-
umption at the building level using unlabelled historical data,
amely State-Action-Reward-State-Action (SARSA) [25] and Q-
earning [26]. Due to the fact that in the original form both methods
an not handle well continuous states space, this paper con-
ributes theoretically to extend them by incorporating a Deep Belief
etwork [27] for continuous states estimation and automatically
eatures extraction in a uniﬁed framework. Our proposed RL meth-
ds are appropriate when we do not have historical or simulated
ata, but we want to estimate the impact of changes in Smart Grid,dings 116 (2016) 646–655 647
such as the appearance of a building or several buildings in a cer-
tain area, or more commonly a change in energy consumption due
to building rennovation. In this paper, we have shown the appli-
cability and efﬁciency of our proposed method in three different
situations:
1. In the case of a new type of building being connected with
the Smart Grid, thus transferring knowledge from a commercial
building to a residential building. Speciﬁcally, in Section 6.2.1,
four different types of residential buildings were analyzed.
2. In the case of a rennovated building, thus transferring knowl-
edge from a non-electric heat building to a building with electric
heating.
3. Additionally, we propose experiments to highlight the impor-
tance of external factors for the estimation of building energy
consumption, such as price information. In Section 6.2.2, trans-
fer learning is applied, from a building under a static tariff to a
building with a time-of-use tariff.
According to our knowledge, this is the ﬁrst time when the
energy prediction is performed without using any information
about that building, such as historical data, energy price, physical
parameters of the building, meteorological condition or informa-
tion about the user behavior.
The paper is organized as follows. In Section 2 we explain
the rationality underlying our approach. Section 3 presents the
mathematical modeling of the reinforcement learning approaches.
Section 4 describes the novelty method to estimate continuous
states in reinforcement learning using Deep Belief Networks. The
experiments setup and results are illustrated in Sections 5 and
6, respectively. The paper concludes with a discussion and future
work.
2. Problem formulation
In this paper, we propose a method to solve the unsupervised
energy prediction problem with cross-building transfer by usingFig. 1. The unsupervised learning explore and extends reinforcement and transfer
learning setup, by including a Deep Belief Network for continuous states estimation.
6 d Buil
g
i
c
p
p
p
1
2
3
m
u
m
t
3
i
p
c
i
e
t
b
s
h
t
t
i
t
s
t
e
t
R
S
P
c
p
(
w
T
a
w
a
i
b
s
m
o
e
a
ﬁ
e
T
s48 E. Mocanu et al. / Energy an
iven to the question: How to estimate a continuous state space? The
dea is to ﬁnd a lower-dimensional representation of the energy
onsumption data that preserves the pairwise distances as well as
ossible.
More formally, the energy prediction using unlabeled data
roblem presented in this paper is divided into three different sub-
roblems, namely:
. Continuous state estimation problem: Given a dataset, D  : IR →
S, ﬁnd a conﬁned space state representation S1.
. Reinforcement learning problem: Given a building model M1 =
〈S1, A1, T · ( · , · ), R1〉, ﬁnd a optimal policy, ∗1.
. Transfer learning problem: Given a model, M1 =
〈S1, A1, T · ( · , · ), R1〉, a reasonable ∗1 and M2 =
〈S2, A2, T · ( · , · ), R2〉, ﬁnd a good 2.
The proposed solution is presented in Section 4, where a new
ethod to estimate continuous states in reinforcement learning
sing Deep Belief Network is detailed. Further this state estimation
ethod is integrated in SARSA and Q-learning algorithms in order
o improve the prediction accuracy.
. Reinforcement learning
Reinforcement learning [28] is a ﬁeld of machine learning
nspired by psychology, which studies how artiﬁcial agents can
erform actions in an environment to achieve a speciﬁc goal. Practi-
ally, the agent has to control a dynamic system by choosing actions
n a sequential fashion. The dynamic system, known also as the
nvironment, is characterized by states, its dynamics, and a func-
ion that describes the state’s evolution given the actions chosen
y the agent. After it executes an action, the agent moves to a new
tate, where it receives a reward (scalar value) which informs it
ow far it is from the goal (the ﬁnal state). To achieve the goal,
he agent has to learn a strategy to select actions, dubbed policy in
he literature, in such a way that the expected sum of the rewards
s maximized over time. Besides that, a state of the system cap-
ures all the information required to predict the evolution of the
ystem in the next state, given an agent action. Also, it is assumed
hat the agent could perceive the state of the environment without
rror, and it could make its current decision based on this informa-
ion. There are two different categories of RL algorithms, (i) Online
L wich are interaction based algorithms, such as Q-learning [26],
ARSA [25] or Policy Gradient, and (ii) Ofﬂine RL, like Least-Square
olicy Iteration or ﬁtted Q-iteration. For a more comprehensive dis-
ussion of RL algorithms we refer to [29]. In the remaining of this
aper will refer just to online RL.
A RL problem can be formalized using Markov decision process
MDPs). MDPs are deﬁned by a 4-tuple 〈S, A, T · ( · , · ), R · ( · , · )〉,
here S is a set of states, ∀s ∈ S, A  is a set of actions, ∀a ∈ A,
 : S × A  × S → [0,  1] is the transition function given by the prob-
bility that by choosing action a in state s at time t the system
ill arrive to state s′ at time t + 1, such that pa(s, s′) = p(st +1 = s′|st = s,
t = a), and R : S × A  × S → R  is the reward function, were Ra(s, s′)
s the immediate reward (or expected immediate reward) received
y the agent after it performs the transition to state s′ from state
. An important property in MDPs is the Markov property which
akes the assumption that the state transitions are dependent just
n the last state of the system, and are independent of any previous
nvironment states or agent actions, i.e. p(st +1 = s′, rt +1 = r|st, at) for
ll s′, r, st, and at. The MDPs theory does not assume that S or A  are
nite, but the traditional algorithms make this assumption. In gen-
ral, they can be solved by using linear or dynamic programming.
he interested reader is referred to [30] for a more comprehen-
ive discussion about MDPs. Furthermore, in the real-world, thedings 116 (2016) 646–655
states transitions probabilities T · ( · ; · ) and the rewards R·(· ; ·) are
unknown, and the states space S or the actions space A  might be
continuous. Thus, RL represents a normal extension and generaliza-
tion over MDPs for such situations, where the tasks are too large or
too ill-deﬁned, and can not be solved using optimal-control theory
[25].
3.1. Q-learning
First, the Q-learning algorithm [26] is recommended like a
standard solution in RL were the rules are often stochastic. This
algorithm therefore has a function which calculates the Quality of
a state-action combination, deﬁne by Q : S × A  → R. Before learn-
ing has started, Q matrix returns an initial value. Then, each time
the agent selects an action, and observes a reward and a new state
that both may  depend on the previous state and the selected action.
The action-value function of a ﬁxed policy  with the value function
V : S → R  is
Q(s, a) = r(s, a) + 
∑
s′
p(s′|s, a)V(s′), ∀s ∈ S, a ∈ A  (1)
The value of state-action pairs, Q(s, a), represents the expected
outcome when one agent is starting from s, executing a and then
following the policy  afterwards, such that V(x) = Q(x, (x)), with
their corresponding Bellman equation
Q ∗(s, a) = r(s, a) + 
∑
s′
p(s′|s, a)max
b
Q ∗(s, b) (2)
where the discount factor  ∈ [0, 1] trades off the importance of
rewards and b = max(a). Thus, the optimal value are obtained for
∀s ∈ S, V∗(s) = max
a
Q ∗(s, a) and ∗(s) = argmax
a
Q ∗(s, a). The value
of state-action pairs is given by the same formal expectation value,
E , of an expected total return rt, such that Q (s, a) = E(rt |st =
s, at = a). The off-policy Q-learning algorithm have the update rule
deﬁne by
Qt + 1(st, at)
= Qt(st, at) + ˛t[rt + 1 +  max  Qt(st + 1, a) − Qt(st, at)] (3)
where rt +1 is the reward observed after performing at in st, and
where ˛t(s, a), with all  ˛ ∈ [0, 1], is the learning rate which may
be the same for all pairs. Q-learning algorithm has problems with
big numbers of continuous states and discrete actions. Usually, it
needs function approximations, e.g. neural networks, to associate
triplets like (state, action, Q-value). Exploration of one MDP  can be
done under Markov assumption, to take into account just current
state and action, but because in the real world we have Partially
Observable MDPs, we  may  have better results if an arbitrary k num-
ber of history states and actions (St−k, at−k, · · · , St−1, at−1) will be
considerate [31], to clearly identify a triplet 〈St , At , Qt〉 at time t.
3.2. SARSA
An interesting variation for Q-learning is the State-Action-
Reward-State-Action (SARSA) algorithm [25], which aims at using
Q-learning as part of a Policy Iteration mechanism. The major differ-
ence between SARSA and Q-Learning, is that the maximum reward
for the next state in SARSA is not necessarily used for updating the
Q-values. Therefore, the core of the SARSA algorithm is a simple
value iteration update. The information required for the update is
a tuple (st, at, rt +1, st +1, at +1), and the update is deﬁned by
Qt + 1(st, at)
= Qt(st, at) + ˛t[rt + 1 + Qt(st + 1, at + 1) − Qt(st, at)] (4)
d Buildings 116 (2016) 646–655 649
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Fig. 2. A general Deep Belief Network structure with three hidden layers. The topE. Mocanu et al. / Energy an
here rt +1 is the reward and ˛t(s, a) is the learning rate. In practice,
-learning and SARSA are the same if we use a greedy policy (i.e.
he agent chooses the best action always), but are different when
he -greedy policy is used, which favors more random exploration.
In traditional reinforcement learning algorithms, only MDPs
ith ﬁnite states and actions are considered. However, building
nergy consumption can take nearly arbitrary real value resulting
n a very large number of states in MDPs. Due to the fact that energy
onsumption can be seen as a time series problem, an prior dis-
retization of the states space is not very useful. So, we try to ﬁnd
lgorithms that work well with large (or continuous) states spaces,
s it is shown next.
. States estimation via Deep Belief Networks
Deep architectures [27] showed very good results in differ-
nt applications, such as to perform non-linear dimensionality
eduction [32], images recognition [33], video sequences, or
otion-capture data [34]. A comprehensive analysis on dimen-
ionality reduction and deep architectures can be referred to [35].
verall, Deep Belief Networks (DBN) could be a way to naturally
ecompose the problem into sub-problems associated with differ-
nt levels of abstraction.
.1. Restricted Boltzmann Machines
DBNs are composed of several Restricted Boltzmann Machines
RBMs) stacked on top of each other [36]. A RBM is a stochastic
ecurrent neural network that consists of a layer of visible units, v,
nd a layer of binary hidden units, h. The total energy of the joint
onﬁguration of the visible and hidden units (v, h) is given by:
(v, h) = −
∑
i,j
vihjWij −
∑
i
viai −
∑
j
hjbj (5)
here i represents the indices of the visible layer, j those of the
idden layer, and wi,j denotes the weight connection between the
th visible and jth hidden unit. Further, vi and hj denote the state
f the ith visible and jth hidden unit, respectively, ai and bj rep-
esent the biases of the visible and hidden layers. The ﬁrst term,
i,jvihjWij represents the energy between the hidden and visible
nits with their associated weights. The second,
∑
iviai represent
he energy in the visible layer, while the third term represents the
nergy in the hidden layer. The RBM deﬁnes a joint probability over
he hidden and visible layer p(v, h)
(v, h) = e
−E(v,h)
Z
(6)
here Z is the partition function, obtained by summing the energy
f all possible (v, h) conﬁgurations, Z =
∑
v,he−E(v,h). To determine
he probability of a data point represented by a state v, the marginal
robability is used, summing out the state of the hidden layer, such
hat p(v) = ∑hp(v, h).
The above equation can be used for any given input to calcu-
ate the probability of either the visible or the hidden conﬁguration
o be activated. This values are further used to perform inference
n order to determine the conditional probabilities in the model.
o maximize the likelihood of the model, the gradient of the log-
ikelihood with respect to the weights must to be calculated. The
radient of the ﬁrst term, after some algebraic manipulations can
e written as∂log(
∑
h exp(−E(v, h)))
∂Wij
= vi · p(hj = 1|v) (7)
owever, computing the gradient of the second term is intractable.two layers have undirected connections and form an associative memory, where
denotes binary neurons and ◦ represents the real values.
The inference of the hidden and visible layers in RBM can be
done accordingly with the next formulas
p(hj = 1|v) = (bj +
∑
i
viWji) (8)
p(vi = 1|h) = (ai +
∑
j
hjWji) (9)
where (.) represents the sigmoid function. Moreover, to learn
an RBM we can use the following learning rule which performs
stochastic steepest ascent in the log probability of the training data
[37]:
∂log(p(v, h))
∂Wij
= 〈vihj〉0 − 〈vihj〉∞ (10)
where 〈 · 〉0 denotes the expectations for the data distribution (p0),
and 〈 · 〉∞ denotes the expectations under the model distribution.
4.2. Deep Belief Networks
Overall, a Deep Belief Network [27] is given by an arbitrary num-
ber of RBMs stack on the top of each other. This yields a combination
between a partially directed and partially undirected graphical
model. Therein, the joint distribution between visible layer x (input
vector) and the l hidden layers hk is deﬁne as follows
p(x, h1, . . .,  hk) =
l−2∏
k = 0
P(hk|hk + 1)P(hl−1, hl) (11)
where P(hk|hk +1) is a conditional distribution for the visible units
conditioned on the hidden units of the RBM at level k, and P(hl−1,
hl) is the visible-hidden joint distribution in the top-level RBM. An
example of a DBN with 3 hidden layers (i.e. h1(j), h2(k), and h3(l))
is depicted in Fig. 2.
The top level RBM in a DBN acts as a complementary prior from
the bottom level directed sigmoid likelihood function. A DBN can
be trained in a greedy unsupervised way, by training separately
each RBM from it, in a bottom to top fashion, and using the hidden
layer as an input layer for the next RBM [38]. Furthermore, the
DBN, can be used to project our initial states acquired from the
environment to another state space with binary values, by ﬁxing
the initial states in the bottom layer of the model, and inferring the
top hidden layer from them. In the end, the top hidden layer can be
directly incorporated into the SARSA or Q-learning algorithms, as
it is described in Algorithm 1.
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value at the same time-step. Then, by using the Pearson product-
moment correlation coefﬁcient (R), insights are given on the degree
of linear dependence between the real value and the predicted
value. Hence R(u, v) = (E[(u − u)(v − v)]/uv), where E[  · ] is50 E. Mocanu et al. / Energy an
lgorithm 1. RL extension including a DBN for state estimation.
1: %%DBN for state estimation
2: Initialize DBN
3: Initialize training set X with the states
4: for each RBMk in DBN
5:  repeat training epoch
6: For each training instance x ∈ X
7:  Set RBMvisiblek = x
8:  Run Markov chain in RBMk
9: Get Statistics for RBMk
10: Update Weights for RBMk
11: end for
12: Until converge
13: for each training instance x ∈ X
14: Set RBMvisiblek = x
15: Infer RBMhiddenk
16: Replace x in X with RBMhiddenk
17: end for
18: end for
19: %% Use the last computed X as states for RL(·)
20: %% RL(1): SARSA algorithm
21: Initialize Q(s, a) arbitrarily, where s ∈ X
22: repeat (for each episode)
23: Initialize s
24: Choose a from s using policy derived from Q
25: repeat (for each step of episode)
26: Take action a, observe r, s′
27: Choose a′ from s′ using policy derived from Q
28: Q(s, a) ← Q(s, a) + ˛[r + Q(s′ , a′) − Q(s, a)]
29: s ← s′
30: a ← a′
31: until s is terminal
32: until Q optimal
33: %% RL(2): Q-learning algorithm
34: Initialize Q(s, a) arbitrarily, where s ∈ X
35: repeat (for each episode)
36: Initialize s
37: repeat (for each step of episode)
38: Choose a from s using policy derived from Q
39: Take action a, observe r, s′
40: Q (s, a) ← Q (s, a) + ˛[r + max
˛
Q (s′, a′) − Q (s, a)]
41: s ← s′
42: until s is terminal
43: untilQ optimal
Now that we have considered the problem of state estimation
nd we incorporated all three sub-problems in a uniﬁed approach
e look into the experimental validation.
. Data set characteristics
The proposed solution is experimentally evaluated using a
ataset recorded over seven years, more exactly between January
, 2007 and January 31, 2014. The loads proﬁles, including differ-
nt residential and commercial buildings, are made available by
altimore Gas and Electric Company [39]. For every type of build-
ng analyzed the available historical load data in kWh  represent an
verage building proﬁle per hour. Overall, there are ﬁve different
uildings proﬁles, as presented in Table 1.
For a more comprehensive view of the datasets used in this
aper we have shown in Fig. 3 the hourly evolution of the electrical
nergy consumption for a General Service (G) dataset, including
able 1
uilding types in datasets.
Residential
R Residential (non-electric heat)
R (ToU) Residential Time-of-Use
(non-electric heat)
RH Residential (electric heat)
RH  (ToU) Residential Time-of-Use (electric
heat)
Commercial G General Service (< 60 kW),
Commercial, Industrial & LightingFig. 3. Electrical energy consumption for a Commercial, Industrial & Lighting (G)
dataset and for a residential building with non-electric heat (R) building over dif-
ferent time horizons.
Commercial, Industrial & Lighting, and a residential with non-
electric heat (R) building over different time horizons. Moreover,
some general characteristics for the entire dataset are graphically
depicting in Fig. 4. In all experiments the data were separated into
the training and testing datasets. More precisely, the data collected
from 1st June 2007 until 1st January 2013 (2041 days) were used in
the learning phase and the remaining data, between January 2013
and 31 January 2014 (396 days) were used to evaluate the perfor-
mance of the methods. The metrics used to assess the quality of the
different buildings energy consumption prediction are described
further.
5.1. Metrics for prediction assessment
As we mention earlier, the goal is to achieve good general-
ization by making accurate prediction for new building energy
consumption data. Firstly, some quantitative insight into the
dependence of the generalization performance of our approach are
evaluated using the root-mean-square error deﬁned by RMSE =√
(1/N)
∑N
i = 1(vi − vˆi)
2, where N represents the number of multi-
steps prediction within a speciﬁed time horizon, vi represents the
real values for the time-step i and vˆi represents the model estimatedFig. 4. General characteristics of all data sets: a box-plot with the exactly value for
mean and standard deviation encoded in it.
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ing approaches using the data set described in Section 5. Different
scenarios, as summarized in Table 2, have been created to assess
the performance of the proposed models.ig. 5. (Left) The RMSE values observed for different RBM conﬁgurations in the DB
Right)  Performance metrics for the chosen RBM conﬁguration with 10 hidden neur
he expected value operator with standard deviations u and v.
he correlation coefﬁcient may  take on any value within the range
−1,1]. The sign of the correlation coefﬁcient deﬁnes the direction
f the relationship, either positive or negative. Finally, we perform
he Kolmogorov–Smirnov test [40] in order to gain insights on sta-
istical signiﬁcance of our results. The Kolmogorov–Smirnov test
as the advantage of making no assumption about the distribution
f data. This elaborate statistical test is not a typically metric used
n the analyze of the prediction accuracy, but is imposed by the
act that the learning and the testing procedure is made using dif-
erent building types. Hence, exceeding the statistical signiﬁcance
evel, p < 0.05, would be expected and will validate the different
robability distribution function from where this data are provided.
. Empirical results
To assess the performance of our extended reinforcement and
ransfer learning approaches presented in Section 4, we have
esigned ﬁve different scenarios. These are selected to cover
arious multi-step prediction at different resolution, and are sum-
arized in Table 2. Further on, before to go in the deep analyses of
he numerical results, ﬁrstly we present some details of the imple-
entation.
.1. Implementations details
The implementation has been done in two parts. Firstly, a DBN is
mplemented, and secondly the RL algorithms use the DBN in their
mplementations for continuous states estimation, as it is shown
ext.
.1.1. Continuous states estimations using DBN
We  implemented the DBN in MATLAB® from scratch using theathematical details described in Section 4. In order to obtain a
ood prediction we investigate carefully the choice of the optimal
umber of hidden units in our DBN conﬁguration with respect to
he RMSE evolution, see Fig. 5.
able 2
ummary of the experiments.
Notation Time horizon Resolution
Scenario 1 S1 1 h 1 h average
Scenario 2 S2 1 day 1 h average
Scenario 3 S3 1 week 1 h average
Scenario 4 S4 1 month 1 h average
Scenario 5 S5 1 year 1 week averageitecture, with varying number of hidden neurons, as a function of training epochs.
Thus, the number of hidden neurons was  set to 10 and the learn-
ing rate was  10−3. The momentum was set to 0.5 and the weight
decay to 0.0002. We trained the model for 20 epochs, but as it can
be seen in Fig. 5 (right), the model converged after approximately
4 epochs. More details about the optimal choice of the parameters
can be found in [41].
6.1.2. SARSA and Q-learning
We implemented the SARSA and Q-learning in MATLAB® using
the mathematical details described in Section 3. In both cases the
learning rate was set to 0.4 and the discount factor was considerate
0.99. Both parameters have a direct inﬂuence on the performance
of the both algorithms.
The choice of these parameters was  made after a thorough
examination of the RMSE outcome, as is shown for example in Fig. 6.
Overall, the learning rate determines to what extent the newly
acquired information will override the old information and the
discount factor determines the importance of future rewards, for
example  = 0 will make the agent “opportunistic” by only consid-
ering current rewards, while a discount factor approaching 1 will
make it strive for a long-term high reward.
6.2. Numerical results
In this section, we test and illustrate the two unsupervised learn-Fig. 6. Analyses of RMSE values obtained from different  ˛ value in exploration
step, for different scenarios. This involve the prediction of G dataset (Commercial,
Industrial & Lighting consumption, General Service (< 60 kW)).
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Table 3
Using Commercial, General Service (G) (< 60 kW)  dataset to predict rezidential energy consumption, such as R, R (ToU), RH and RH (ToU) values using SARSA, Q-learning, SARSA with DBN extension and Q-learning with DBN
extension.
Method G R R (ToU) RH RH (ToU)
RMSE R p-Val RMSE R p-Val RMSE R p-Val RMSE R p-Val RMSE R p-Val
S1
SARSA 0.18 0.90 5.6e−10 0.02 0.99 2.8e−23 0.10 0.93 3.9e−12 0.36 0.91 1.2e−10 0.42 0.88 4.2e−09
Q-learning  0.22 0.86 2.2e−08 0.02 0.99 2.8e−23 0.04 0.99 2.5e−21 0.34 0.92 3.3e−11 0.34 0.92 3.3e−11
SARSA  + DBN 0.04 0.01 1.7e−05 0.02 0.99 3.4e−20 0.06 0.98 4.7e−14 0.04 0.99 1.2e−23 0.04 0.01 7.8e−26
Q-learning  + DBN 0.01 0.99 6.9e−38 0.03 0.97 7.1e−16 0.09 0.94 2.1e−12 0.04 0.99 1.1e−23 0.02 0.99 5.3e−33
S2
SARSA  0.65 0.36 0.0097 0.75 0.52 1.3e−04 0.47 0.42 0.0029 1.23 0.55 4.3e−05 1.20 0.65 3.5e−07
Q-learning  1.09 0.17 0.2460 0.98 0.30 0.0358 0.40 0.81 1.4e−12 1.28 0.52 1.4e−04 1.55 0.41 0.0038
SARSA  + DBN 0.38 0.65 1.3e−05 0.37 0.98 0.39 0.37 0.79 0.0014 0.46 0.81 0.0023 0.47 0.67 2.6e−05
Q-learning  + DBN 0.33 0.84 6.2e−14 0.37 0.08 0.5539 0.29 0.74 1.7e−09 0.41 0.50 2.3e−04 0.66 0.26 0.0671
S3
SARSA  1.27 0.12 0.0877 1.73 0.21 0.0026 1.36 0.27 1.1e−04 1.59 0.29 2.6e−05 1.33 0.26 2.3e−04
Q-learning  1.39 0.09 0.2052 1.10 0.24 7.6e−04 0.83 0.23 0.0012 1.47 0.25 3.1e−04 1.61 0.06 0.3589
SARSA  + DBN 0.69 0.90 1.4e−05 1.31 0.99 0.88 0.55 0.98 0.1623 1.33 0.99 0.7896 1.18 0.99 0.5244
Q-learning + DBN 0.62 0.38 4.8e−08 0.98 0.11 0.0978 0.58 0.30 2.1e−05 1.26 0.12 0.0950 1.30 0.03 0.5932
S4
SARSA  1.55 0.09 0.0128 3.70 −0.25 1.3e−11 2.39 0.07 0.0361 2.05 0.07 0.0397 1.89 0.16 1.0e−05
Q-learning  1.41 0.15 6.1e−05 1.24 0.07 0.0404 1.14 −0.04 0.2000 1.67 0.08 0.0309 1.71 0.02 0.4621
SARSA  + DBN 1.14 0.98 2.2e−04 1.45 0.99 0.29 1.17 0.98 0.0025 1.33 0.99 −8.51e−5 1.21 0.99 0.1347
Q-learning + DBN 0.98 0.34 2.5e−20 1.40 0.01 0.8960 0.87 −0.13 5.2e−04 1.52 0.11 0.0022 1.55 0.17 3.2e−06
S5
SARSA  1.01 −0.08 0.5419 2.61 −0.15 0.2484 2.04 −0.20 0.1298 2.16 −0.31 0.0197 1.95 −0.29 0.0276
Q-learning 0.72 0.30 0.0208 2.28 −0.20 0.1334 1.81 −0.20 0.1267 1.83 −0.33 0.0125 1.59 −0.08 0.5542
SARSA  + DBN 0.05 0.65 1.4e−08 0.08 0.66 5.3e−09 0.10 0.74 6.4e−12 0.11 0.89 6.02e−22 0.24 0.48 8.7e−05
Q-learning  + DBN 0.03 0.02 0.8245 0.02 0.37 0.0031 0.02 0.37 0.0028 0.03 0.22 0.0873 0.03 0.06 0.6315
* Statistical signiﬁcant at p < 0.05.
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lig. 7. Overview of errors obtained, where (a) using G dataset we  predict R, R(ToU
H(ToU). Four methods are used: SARSA, Q-learning, SARSA with DBN extension an
.2.1. Commercial to residential transfer
In this set of experiments, we use Commercial, Industrial &
ighting data to train the DBN model. Furthermore, we use the
rained DBN model to predict four different types of unseen res-
dential building consumption, such as residential with electric
eat and without electric heat, and residential electric consumption
ith TOU pricing, as it is shown in Table 3 and Fig. 7. The analysis of
he different types of residential buildings advances the insight on
he generalization capabilities of our proposed method and stud-
es its robustness by testing the behaviour on different probability
istributions (see Fig. 4).
.2.2. Residential to residential transfer
During these experiments we learn and transfer one type of
esidential building energy demand proﬁle to another type of res-
dential building with different characteristics. More exactly, we
sed to train the learning algorithm (i) A residential building proﬁle
ithout electric heat (R), and (ii) A residential building with elec-
ric heat (RH). The prediction results of these two building models
an be seen in Tables 4 and 5.In Tables 3–5, the RMSE values show a good agreement between
he real values and the model estimated values. In addition, the
onﬁdence in our results is formally determined not just by the
able 4
rediction of residential building with electric heat consumption using data col-
ected from a residential with non-electric heat building.
Methods RMSE R p-Value
Scenario 1
SARSA 0.42 0.88 4.2e−09
Q-learning 0.44 0.87 1.1e−08
SARSA with DBN 0.42 0.88 5.8e−09
Q-learning with DBN 0.03 0.99 7.2e−27
Scenario 2
SARSA 2.15 −0.18 0.2175
Q-learning 1.93 −0.10 0.4802
SARSA with DBN 1.25 0.61 3.7e−06
Q-learning with DBN 0.5 0.64 9.2e−07
Scenario 3
SARSA 2.63 −0.27 8.6e−05
Q-learning 2.57 −0.18 0.0094
SARSA with DBN 2.67 0.13 0.06
Q-learning with DBN 0.69 0.09 0.1863
Scenario 4
SARSA 2.23 0.04 0.2504
Q-learning 2.14 0.11 0.0015
SARSA with DBN 1.97 −0.09 0.01
Q-learning with DBN 0.71 −0.10 0.0072
Scenario 5
SARSA 0.74 0.62 2.8e−07
Q-learning 0.57 0.62 2.1e−07
SARSA with DBN 0.03 0.43 4.8e−04
Q-learning with DBN 0.02 0.51 0.0259nd RH(ToU) values. (b) Using R we predict RH and (c) using R(ToU) we predict the
arning with DBN extension.
RMSE values, but also by the correlation coefﬁcient and the num-
ber of steps predicted into the future. For example, if there is just
one step ahead, such as in Scenario 1, then the Pearson correlation
coefﬁcient needs to be very close to 1 or −1 in order to consider it
statistically signiﬁcant. However, in the case of Scenarios 3 and 4,
where the prediction is made on 168 and 672 future steps, a coef-
ﬁcient close to 0 can still be considered highly signiﬁcant. More
discussions about the robustness of the correlation coefﬁcient can
be found in [42]. Still, the inaccuracy was reﬂected in a negative
correlation coefﬁcient in 24% of the experiments when we used
the simple form of the SARSA and Q-learning methods. By con-
trast, our two improved approaches, SARSA with DBN extension
and Q-learning with DBN extension, shows a negative correlation
in just 4% of the cases. Overall, the Kolmogorov–Smirnov test in
most cases conﬁrms that the data do indeed come from different
distributions. This is partially due to the unique characteristics of
this dataset, given by the presence of a highly non-linear proﬁle
shape and large outlier values, as seen in Fig. 4. All of these observa-
tions, give a strong argument for employing a more comprehensive
examination of the distributions used in the transfer learning. Nev-
ertheless, the results presented in Tables 3–5, demonstrate that
the energy prediction accuracies in terms of RMSE signiﬁcantly
improve in 91.42% of the cases after using a DBN for automatically
Table 5
Prediction of residential building consumption with electric heat using data col-
lected from a residential with non-electric heat building, boht with ToU pricing.
Methods RMSE R p-Value
Scenario 1
SARSA 0.50 0.83 1.8e−07
Q-learning 0.16 0.99 1.7e−25
SARSA with DBN 0.28 0.94 6.1e−13
Q-learning with DBN 0.24 0.99 2.0e−21
Scenario 2
SARSA 1.69 0.33 0.0200
Q-learning 0.91 0.83 3.0e−13
SARSA with DBN 1.42 0.55 4.09e−05
Q-learning with DBN 1.18 0.77 1.0e−10
Scenario 3
SARSA 2.69 −0.11 0.1205
Q-learning 1.65 0.17 0.0031
SARSA with DBN 1.98 0.27 1.2e−04
Q-learning with DBN 1.55 0.21 0.0167
Scenario 4
SARSA 2.45 −0.01 0.9477
Q-learning 1.62 0.17 3.7e−06
SARSA with DBN 2.38 0.24 4.7e−11
Q-learning with DBN 1.60 0.28 3.3e−14
Scenario 5
SARSA 0.67 0.19 0.0014
Q-learning 0.41 0.47 2.0e−04
SARSA with DBN 0.03 0.34 0.006
Q-learning with DBN 0.02 0.42 6.4e−04
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[54 E. Mocanu et al. / Energy an
omputing high-level features from the unlabelled data, as com-
ared to the situation when the counterpart RL methods are used
ithout any DBN extension.
Notably, the proposed approach is also suitable when we  have
ccess to historical data. In the scope of this argument, the result
btained in ﬁrst column of Table 3 are expected to be equivalent
ith the results obtain with any supervised learning methods, such
s ANN or SVM like. Nevertheless, the RMSE accuracy obtained
sing the Q-learning algorithm with the DBN extension for the
ong-term forecasting of buildings energy consumption (Scenario
) is greater than 90% in all the experiments than Q-learning with-
ut DBN extension. For example, in Table 4 the RMSE is 0.02 if we
se Q-learning with DBN versus 0.57 for Q-learning without DBN,
ielding to a 96.5% improved RMSE accuracy.
. Discussion and conclusion
In this paper, a new paradigm on building energy predic-
ion has been introduced, which does not require historical
ata from the speciﬁc building under scrutiny. In a uni-
ed approach, we can successfully learn a building model by
ncluding a generalization of the state space domain, then
e transfer it across other building. The contribution is two-
old. First, we present a Deep Belief Network for automatically
eature extraction and second, we extend two standard reinforce-
ent learning algorithms able to perform knowledge transfer
etween domains (buildings models), namely State-Action-
eward-State-Action (SARSA) algorithm and Q-learning algorithm
y incorporating the states estimated with the Deep Belief Net-
ork. The novel proposed machine learning methods for energy
rediction are evaluated over different time horizons with differ-
nt time resolutions using real data. Notably, it can be observed
hat as the prediction horizon is increasing, SARSA and Q-learning
xtensions by including a DBN for states estimation seem to
e more robust and their prediction error is approximately 20
imes lower that of their unextended versions. The strength of
his method is given by the DBN generalization capabilities over
he underlying state space for a new building and the robust-
esses to invariance in the states representation. However, a
orthcoming deep investigation can be done at different Smart
rid levels in order to help the transition to the future energy
ystem.
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