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Abstract
We introduce a new framework for dynamic programming called mutually dependent decision
processes (MDDPs). Each MDDPs model is constructed from two or more ﬁnite-stage deterministic
decision processes. At each stage, the reward in one process depends on the optimal values of the other
processes, whose initial state is determined by the current state and decision of the original process. We
formulate the MDDPs models and derive their mutually dependent recursive equations by dynamic
programming.
1. Introduction
Dynamic programming [1] is a powerful tool for solving various problems. How-
ever, it cannot be denied that plenty of problems which cannot be handled by dynamic
programming still exist. Here, we propose a novel framework of dynamic programming
theory that extends the applicability of dynamic programming methods. In this frame-
work, called mutually dependent decision processes (MDDPs), each MDDPs model is
constructed from at least two ﬁnite-stage deterministic decision processes. At each
stage, the reward in one process depends on the optimal values of the other processes.
The initial state is determined by the current state and the decision of the original
process. To some extent, the transition structure yielded by our models can be regarded
as a nonserial system [10, 2]. However, the emergence of a mutually dependent
structure through reward functions is an entirely novel concept. Here, the MDDPs
are newly constructed on a nonserial transition system.
Section 2 introduces our basic model involving two decision processes. Each
decision process is an ordinary additive process. We also introduce mutual dependency
and derive the mutually dependent recursive equations. Section 3 discusses the asso-
ciative reward systems, whose recursive equations are derived by an invariant embedding
technique. Section 4 formulates our general model. Speciﬁcally, we state the recursive
equations of the MDDPs with more than two processes and generalize the model
criteria.
Our models enable easier treatment of some classes of complex multi-stage decision
processes.
2. Basic model
In this section, we formulate our basic model of MDDPs. This model comprises
two additive decision processes; the main-process and sub-process. The main-process
Pðx0Þ is formulated as follows:
Maximize rðx0; u0Þ þ rðx1; u1Þ þ    þ rðxN1; uN1Þ þ rGðxNÞ
subject to xnþ1 ¼ fXX ðxn; unÞ n ¼ 0; 1; . . . ;N  1
un A UðxnÞ n ¼ 0; 1; . . . ;N  1
ðN ¼ Nðx0; u0; x1; u1; . . .Þ ¼ maxfn : xn B TXg þ 1Þ;
where
1. X is a nonempty ﬁnite set called the state space and TXHX denotes the
terminal state set. The transition is terminated if xn A TX . xn ðA XÞ repre-
sents the state of the process at time n, with n ¼ 0; 1; . . . ;N. The initial state
x0 A XnTX is speciﬁed at the beginning of the process.
2. U is a nonempty ﬁnite set called the decision space. un ðA UÞ represents the
selected action at time n, with n ¼ 0; 1; . . . ;N  1. The power set of U is
denoted by 2U :
2U ¼ fA : a set jAHUg:
Furthermore, we denote a point-to-set valued mapping from XnTX to 2Unffg
by U . UðxÞ, called the feasible decision space, represents the set of all feasible
actions in state x. Let GrðUÞ denote the graph of UðÞ:
GrðUÞ ¼ fðx; uÞ j u A UðxÞ; x A XnTXg:
3. r : GrðUÞ ! R is the reward function, where R ¼ ðy;yÞ. At each stage, an
action u selected in state x confers a reward rðx; uÞ. The function rG : X ! R
is the terminal reward function.
4. fXX : X U ! X is a deterministic transition law. If a process in state x
selects action u, it deterministically proceeds to the next state fXX ðx; uÞ.
Similarly, the sub-process Qðy0Þ is formulated as follows:
Maximize qðy0; v0Þ þ qðy1; v1Þ þ    þ qðyN1; vN1Þ þ qGðyNÞ
subject to ynþ1@ fYY ðyn; vnÞ n ¼ 0; 1; . . . ;N  1
vn A VðynÞ n ¼ 0; 1; . . . ;N  1
ðN ¼ Nðy0; v0; y1; v1; . . .Þ ¼ maxfn : yn B TYg þ 1Þ;
where
1 0. Y is a nonempty ﬁnite set called the state space, and TYHY denotes the
terminal state set. The transition is terminated if yn A TY . yn ðA Y Þ repre-
sents the state of the process at time n, with n ¼ 0; 1; . . . ;N. The initial state
y0 A YnTY is speciﬁed at the beginning of the process.
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2 0. V is a nonempty ﬁnite set called the decision space. vn ðA VÞ represents the
action chosen at time n, n ¼ 0; 1; . . . ;N  1. Furthermore, we denote a point-
to-set valued mapping from YnTY to 2Vnffg by V . VðyÞ, called the feasible
decision space, represents the set of all feasible actions in state y.
3 0. q : GrðVÞ ! R is the reward function. At each stage, an action v selected in
state y confers a reward qðy; vÞ. The function qG : Y ! R is the terminal
reward function.
4 0. fYY : Y  V ! Y is a deterministic transition law.
We now introduce two transition laws that connect the state spaces X and Y :
fXY : X U ! Y ; fYX : Y  V ! X :
The initial state of a sub-process problem is given by the transition fXY , which depends
on the state xn and decision un of the main-process at time n. Conversely, the initial
state of a main-process problem is given by the transition fYX , which depends on the
state yn and decision vn of the sub-process at time n.
The rewards r and q are then deﬁned as follows:
rðx; uÞ ¼
qGðy0Þ y0 ¼ fXY ðx; uÞ A TY ;
max
ynþ1¼ fYY ðyn; vnÞ
vn AVðynÞ
n¼0;1;...;N1









½rðx0; u0Þ þ    þ rðxN1; uN1Þ þ rGðxNÞ x0 ¼ fYX ðy; vÞ B TX :
8><
>>:
In this fromulation, rðx; uÞ is the maximum value of the sub-process problem with the
corresponding initial state y0 ¼ fXY ðx; uÞ. In particular, when y0 is a terminal state,
rðx; uÞ equals the terminal reward qGðy0Þ. Similarly, qðy; vÞ is the maximum value of
the main-process problem with initial state x0 ¼ fYX ðy; vÞ. We assume a ﬁnite maxi-
mum length of all state sequences along the alternating processes.
The goal is to get the maximum value of the main-process problem Pðx0Þ, where
x0 A XnTX is a given initial state. This problem is denoted by ðP;Q; x0Þ.
We now give recursive equations for ðP;Q; x0Þ. Each process is an ordinary
additive decision process. Therefore, both processes are treated in the standard way
[3]. The optimal values vðx0Þ of the main-process with initial state x0 A X are given by





½rðx0; u0Þ þ    þ rðxN1; uN1Þ þ rGðxNÞ x0 B TX ;
and the recursive equation is obtained as follows:
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Recursive equation (main-process)
vðxÞ ¼ rGðxÞ x A TX ;
vðxÞ ¼ max
u AUðxÞ
½rðx; uÞ þ vð fXX ðx; uÞÞ x B TX :
Similarly, the optimal value wðy0Þ of the sub-process with initial states y0 A Y is
computed as:
wðy0Þ ¼ qGðy0Þ y0 A TY ;
wðy0Þ ¼ max
ynþ1¼ fYY ðyn; vnÞ
vn AVðynÞ
n¼0;1;...;N1
½qðy0; v0Þ þ    þ qðyN1; vN1Þ þ qGðyNÞ y0 B TY :
and the recursive equation is given as follows:
Recursive equation (sub-process)
wðyÞ ¼ qGðyÞ y A TY ;
wðyÞ ¼ max
v AVðyÞ
½qðy; vÞ þ wð fYY ðy; vÞÞ y B TY :
Furthermore, specifying the reward functions r and q as w and v respectively, we
obtain
rðx; uÞ ¼ wð fXY ðx; uÞÞ; qðy; vÞ ¼ vð fYX ðy; vÞÞ:
These formulations are collected into the following theorem.
Theorem 2.1. We have the following mutually dependent recursive equations.
vðxÞ ¼ rGðxÞ x A TX ;
vðxÞ ¼ max
u AUðxÞ
½wð fXY ðx; uÞÞ þ vð fXX ðx; uÞÞ x B TX ;
wðyÞ ¼ qGðyÞ y A TY ;
wðyÞ ¼ max
v AVðyÞ
½vð fYX ðy; vÞÞ þ wð fYY ðy; vÞÞ y B TY :
The above recursive equations yield the desired optimal value vðx0Þ of ðP;Q; x0Þ.
Then, letting
pX ðxÞ A argmax
u AUðxÞ
½wð fXY ðx; uÞÞ þ vð fXX ðx; uÞÞ x B TX ;
pY ðyÞ A argmax
v AVðyÞ
½vð fYX ðy; vÞÞ þ wð fYY ðy; vÞÞ y B TY ;
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we obtain a pair of optimal Markov policies ðpX ; pY Þ for the target MDDPs problem
ðP;Q; x0Þ.
3. Associative reward
We now introduce associative reward systems into the MDDPs. The notations
are those of the preceding section, and sets C and D are subsets of R. We note that
decision process with additive reward system has an optimal solution in Markov policy
class [3]. However, a decision process with an associative reward system might yield no
optimal solution in the Markov policy class. By generalizing the policy class, we can
guarantee an optimal policy in any associative reward system [4, 5, 7, 8].
In the main-process, PAðx0Þ and QAðy0Þ are respectively given as follows:
PAðx0Þ Maximize rðx0; u0Þ  rðx1; u1Þ      rðxN1; uN1Þ  rGðxNÞ
subject to xnþ1 ¼ fXX ðxn; unÞ n ¼ 0; 1; . . . ;N  1
s ¼ ðs0; s1; . . . ; sN1Þ A S
ðN ¼ Nðx0; u0; x1; u1; . . .Þ ¼ maxfn : xn B TXg þ 1Þ;
where
5.  : C  C ! C is a binary operator that satisﬁes the associative law:
a  ðb  cÞ ¼ ða  bÞ  c a; b; c A C:
We assume that there exists a left identity element ~l in C:
~l  a ¼ a a A D:
6. sn : X
nþ1 ! U , n ¼ 0; 1; . . . ;N  1 is an nth general decision function that gives
decision un ¼ snðx0; x1; . . . ; xnÞ A UðxnÞ at time n. Therefore, each decision at
time n depends on the sequence of states up to time n. The sequence s ¼
ðs0; s1; . . . ; sN1Þ is called a general policy and the set of all general policies is
denoted by S.
QAðy0Þ Maximize qðy0; v0Þ  qðy1; v1Þ      qðyN1; vN1Þ  qGðyNÞ
subject to ynþ1@ fYY ðyn; vnÞ n ¼ 0; 1; . . . ;N  1
g ¼ ðg0; g1; . . . ; gN1Þ A G
ðN ¼ Nðy0; v0; y1; v1; . . .Þ ¼ maxfn : yn B TYg þ 1Þ;
where
5 0.  : DD ! D is a binary operator satisfying the associative law. We assume
that D contains a left identity element ~m.
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6 0. gn : Y
nþ1 ! U , n ¼ 0; 1; . . . ;N  1 is an nth general decision function that
gives decision vn ¼ gnðy0; y1; . . . ; ynÞ A VðynÞ at stage n. The set of all general
policies is denoted by G .
The reward functions are given as follows:
rðx; uÞ ¼
qGðy0Þ y0 ¼ fXY ðx; uÞ A TY ;
max
g AG ;ynþ1¼ fYY ð yn; vnÞ
n¼0;1;...;N1




rGðx0Þ x0 ¼ fYX ðy; vÞ A TX ;
max
s AS;xnþ1¼ fXX ðxn;unÞ
n¼0;1;...;N1
½rðx0; u0Þ      rðxN1; uN1Þ  rGðxNÞ x0 ¼ fYX ðy; vÞ B TX :
8<
:
We now introduce the recursive equations of ðPA;QA; x0). First we imbed the
main-process problem PAðx0Þ into the following problem with a parameter l A C and its
optimal value is denoted by Vðx0; lÞ as follows:
Vðx0; lÞ ¼ l  rGðx0Þ x0 A TX ; l A C;
Vðx0; lÞ ¼ max
s AS;xnþ1¼ fXX ðxn;unÞ
n¼0;1;...;N1
½l  rðx0; u0Þ      rðxN1; uN1Þ  rGðxNÞ x0 B TX ; l A C:
Similarly, we consider the following imbedded problem with a parameter m A D for the
sub-process with initial state y0 A Y and optimal value function W .
Wðy0; mÞ ¼ m  qGðy0Þ y0 A TY ; m AD;
Wðy0; mÞ ¼ max
g AG ;ynþ1¼ fYY ð yn; vnÞ
n¼0;1;...;N1
½m  qðy0; v0Þ      qðyN1; vN1Þ  qGðyNÞ y0 B TY ; m AD:
The recursive equations of the imbedded problems are obtained as follows [6, 8]:
Recursive Equation (Imbedded Main-process)
Vðx; lÞ ¼ l  rGðxÞ x A TX ; l A C;
Vðx; lÞ ¼ max
u AUðxÞ
½Vð fXX ðx; uÞ; l  rðx; uÞÞ x B TX ; l A C:ð1Þ
Recursive Equation (Imbedded Sub-process)
Wðy; mÞ ¼ m  qGðyÞ y A TY ; m A D;
Wðy; mÞ ¼ max
v AVðyÞ
½Wð fYY ðy; vÞ; m  qðy; vÞÞ y B TY ; m A D:ð2Þ
These formulations are collected into the following theorem.
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Theorem 3.1. The mutually dependent recursive equations for ðPA;QA; x0Þ are
given by
Vðx; lÞ ¼ l  rGðxÞ x A TX ; l A C;
Vðx; lÞ ¼ max
u AUðxÞ
½Vð fXX ðx; uÞ; l Wð fXY ðx; uÞ; ~mÞÞ x B TX ; l A C;
Wðy; mÞ ¼ m  qGðyÞ y A TY ; m A D;
Wðy; mÞ ¼ max
v AVðyÞ
½Wð fYY ðy; vÞ; m  Vð fYX ðy; vÞ; ~lÞÞ y B TY ; m A D:
ð3Þ
ð4Þ
The optimal value of ðPA;QA; x0Þ is given by Vðx0; ~lÞ.
Proof. It is easy to show that Vðx0; ~lÞ and Wðy0; ~mÞ are the optimal values of
the original main-process problem PAðx0Þ and original sub-process problem QAðy0Þ,
respectively. Thus, from the deﬁnition of the reward functions, we have rðx; yÞ ¼
Wð fXY ðx; uÞ; ~mÞ and qðy; vÞ ¼ Vð fYX ðy; vÞ; ~lÞ. Therefore, Eqs. (1) and (2) are obviously
equivalent to Eqs. (3) and (4), respectively. r
Moreover, letting
pX ðx; lÞ A argmax
u AUðxÞ
½Vð fXX ðx; uÞ; l Wð fXY ðx; uÞ; ~mÞÞ x B TX ; l A C
and
pY ðy; mÞ A argmax
v AVðyÞ
½Wð fYY ðy; vÞ; m  Vð fYX ðy; vÞ; ~lÞÞ y B TY ; m A D;
we obtain a pair of parameterized optimal Markov policies ðpX ; pY Þ for the imbedded
MDDPs.
Optimal general policies s ¼ fs0 ; s1 ; . . . ; sN1g and g ¼ fg0 ; g1 ; . . . ; gN1g for
ðPA;QA; x0Þ are then constructed from ðpX ; pY Þ by the following procedures.
Procedure A. Let x0 ¼ x0 and execute Procedure B with x0.
Procedure B (Input: initial state x0). Let l0 ¼ ~l and put
s0 ðx0Þ ¼ pX ðx0; l0Þ:
Next, let x1 ¼ fXX ðx0; s0 ðx0ÞÞ, l1 ¼ l0  rðx0; s0 ðx0ÞÞ and put
s1 ðx0; x1Þ ¼ pX ðx1; l1Þ:
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Generally, for n ¼ 1; 2; 3; . . . such that ðx0; x1; . . . ; xn1Þ A ðXnTX Þn,
xn ¼ fXX ðxn1; sn1ðx0; x1; . . . ; xn1ÞÞ;
ln ¼ ln1  rðxn1; sn1ðx0; x1; . . . ; xn1ÞÞ;
sn ðx0; x1; . . . ; xnÞ ¼ pX ðxn; lnÞ:
For each state sequence x0; x1; . . . ; xm ðm ¼ 0; 1; . . .Þ generated in this procedure, if
y0 ¼ fXY ðxm; smðx0; x1; . . . ; xmÞÞ is not a terminal state, then execute Procedure C
with y0.
Procedure C (Input: initial state y0). Let m0 ¼ ~m and put
g0 ðy0Þ ¼ pY ðy0; m0Þ:
For n ¼ 1; 2; 3; . . . such that ðy0; y1; . . . ; yn1Þ A ðYnTY Þn,
yn ¼ fYY ðyn1; gn1ðy0; y1; . . . ; yn1ÞÞ;
mn ¼ mn1  qðyn1; gn1ðy0; y1; . . . ; yn1ÞÞ;
gn ðy0; y1; . . . ; ynÞ ¼ pY ðyn; mnÞ:
For each state sequence y0; y1; . . . ; ym ðm ¼ 0; 1; . . .Þ generated in this procedure,
if x0 ¼ fYX ðym; gmðy0; y1; . . . ; ymÞÞ is not a terminal state, then execute Procedure B
with x0.
Note that Procedures B and C are recursively executed until the terminal state is
reached.
4. General model
In this section, we generalize the above model to more than two decision
processes. Furthermore, all objective functions are functions of an associative reward,
and each reward function of one process is a function of the optimal values of the other
decision processes. The ﬁrst process P1ðx0Þ ðx0 A X1nT1Þ and the ith process Piðx0; cÞ
ðx0 A XinTi; c A Di; i ¼ 2; 3; . . . ;mÞ are respectively given by
P1ðx0Þ Maximize g1ðr1ðx0; u0Þ 1 r1ðx1; u1Þ 1    1 r1ðxN1; uN1Þ 1 k1ðxNÞÞ
subject to xnþ1 ¼ f11ðxn; unÞ n ¼ 0; 1; . . . ;N  1
s1 ¼ ðs10; s11; . . . ; s1ðN1ÞÞ A S1
ðN ¼ Nðx0; u0; x1; u1; . . .Þ ¼ maxfn : xn B T1g þ 1Þ;
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Piðx0; cÞ Maximize giðc; riðx0; u0Þ i riðx1; u1Þ i    i riðxN1; uN1Þ i kiðxNÞÞ
subject to xnþ1 ¼ fiiðxn; unÞ n ¼ 0; 1; . . . ;N  1
si ¼ ðsi0; si1; . . . ; siðN1ÞÞ A Si
ðN ¼ Nðx0; u0; x1; u1; . . .Þ ¼ maxfn : xn B Tig þ 1Þ;
where the components of the ith process ði ¼ 1; 2; . . . ;mÞ are deﬁned as follows:
i. Xi (a nonempty ﬁnite set) is the state space and TiHXi denotes the terminal
state set.
ii. Ui (a nonempty ﬁnite set) is the decision space. un ðA UiÞ represents the
selected action at time n, with n ¼ 0; 1; . . . ;N  1. Furthermore, we denote a
point-to-set valued mapping from XinTi to 2Uinffg by Ui. UiðxÞ is called the
feasible decision space.
iii. The functions ri : GrðUiÞ ! Di and ki : Xi ! Di are the reward and terminal
reward functions, respectively, where DiHR.
iv. fii : Xi Ui ! Xi is a deterministic transition law.
v. The operator i : Di Di ! Di is an associative binary operator:
a i ðb i cÞ ¼ ða i bÞ i c a; b; c A Di:
The binary operator is assumed to have a left identity element ei:
ei i a ¼ a a A Di:
The function gi : Di ! R is a utility function.
vi. sin : X
nþ1
i ! Ui, n ¼ 0; 1; . . . ;N  1 is the nth general decision function. The
sequence si ¼ ðsi0; si1; . . . ; siðN1ÞÞ is called a general policy and the set of all
general policies is denoted by Si.
The optimal values of P1ðx0Þ ðx0 A X1nT1Þ and Piðx0; cÞ ðx0 A XinTi; c A Di; i ¼ 2; 3; . . . ;
mÞ are denoted by V1ðx0Þ and Viðx0; cÞ, respectively. Especially, if x0 is a terminal state
of the ith process, we have
V1ðx0Þ ¼ g1ðk1ðx0ÞÞ; Viðx0; cÞ ¼ giðc; kiðx0ÞÞ i ¼ 2; 3; . . . ;m:
The following transition laws connect the state space Xi to state space Xj :
fij : Xi Ui ! Xj i; j ¼ 1; 2; . . . ;m; i0 j:
Then, the reward function for the ith process is given by
riðx; uÞ ¼ Riðx; u;V1ð fi1ðx; uÞÞ;V2ð fi2ðx; uÞ; ci2ðx; uÞÞ; . . . ;
Vi1ð fiði1Þðx; uÞ; ciði1Þðx; uÞÞ;Viþ1ð fiðiþ1Þðx; uÞ; ciðiþ1Þðx; uÞÞ; . . . ;
Vmð fimðx; uÞ; cimðx; uÞÞÞ i ¼ 1; 2; . . . ;m;
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where
Ri : GrðUiÞ  Rm1 ! Di i ¼ 1; 2; . . . ;m;
cij : GrðUiÞ ! Dj i ¼ 1; 2; . . . ;m; j ¼ 2; 3; . . . ;m; i0 j:
We assume a ﬁnite maximum length of all state sequences along the recursive processes.
The aim is to get the maximum value of P1ðx0Þ, where x0 A X1nT1 is a given initial
state. This problem is denoted by ðfPigmi¼1; x0Þ.
The recursive equations are induced by the following imbedded problems, where Wi
denotes the optimal value function of the imbedded ith process problem. For i ¼ 1, Wi
is deﬁned as follows:
W1ðx0; lÞ ¼ g1ðl 1 k1ðx0ÞÞ x0 A T1; l A D1;
W1ðx0; lÞ ¼ max
s1 AS1;xnþ1¼ f11ðxn;unÞ
n¼0;1;...;N1
½g1ðl 1 r1ðx0; u0Þ 1    1 r1ðxN1; uN1Þ 1 k1ðxNÞÞ
x0 B T1; l A D1;
and for i ¼ 2; 3; . . . ;m,
Wiðx0; c; lÞ ¼ giðc; l i kiðx0ÞÞ x0 A Ti; l A Di;
Wiðx0; c; lÞ ¼ max
si ASi ;xnþ1¼ fiiðxn;unÞ
n¼0;1;...;N1
½giðc; l i riðx0; u0Þ i    i riðxN1; uN1Þ i kiðxNÞÞ
x0 B Ti; l A Di:
Lemma 4.1. The imbedded ith process problems are solved by the following recursive
equations. For i ¼ 1, we have
W1ðx; lÞ ¼ g1ðl 1 k1ðxÞÞ x A T1; l A D1;
W1ðx; lÞ ¼ max
u AU1ðxÞ
½W1ð f11ðx; uÞ; l 1 r1ðx; uÞÞ x B T1; l A D1:ð5Þ
and for i ¼ 2; 3; . . . ;m,
Wiðx; c; lÞ ¼ giðc; l i kiðxÞÞ x A Ti; l A Di;
Wiðx; c; lÞ ¼ max
u AUiðxÞ
½Wið fiiðx; uÞ; c; l i riðx; uÞÞ x B Ti; l A Di:ð6Þ
Proof. Given that c is constant through all stages in the ith process Piðx0; cÞ
ði ¼ 2; 3; . . . ;mÞ, Eqs. (5) and (6) are essentially equivalent. Therefore, it is su‰cient
to show that Eq. (5) holds. Furthermore, although P1ðx0Þ appears superﬁcially dif-
ferent from PAðx0Þ (or QAðy0Þ) in the previous section, Eqs. (1) and (5) are of the
same form. Therefore, the truth of Eq. (5) can be demonstrated as described in [6].
r
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Theorem 4.1. We have the following mutually dependent recursive equations.
W1ðx; lÞ ¼ g1ðl 1 k1ðxÞÞ x A T1; l A D1;
W1ðx; lÞ ¼ max
u AU1ðxÞ
½W1ð f11ðx; uÞ; l 1 R1ðx; u;W2;W3; . . . ;WmÞÞ x B T1; l A D1;
Wiðx; c; lÞ ¼ giðc; l i kiðxÞÞ x A Ti; m A Di
i ¼ 2; 3; . . . ;m;
Wiðx; c; lÞ ¼ max
u AUiðxÞ
½Wið fiiðx; uÞ; l i Riðx; u;W1;W2; . . . ;
Wi1;Wiþ1; . . . ;WmÞÞ x B Ti; l A Di
i ¼ 2; 3; . . . ;m;
where
W1 ¼ W1ð fi1ðx; uÞ; e1Þ; Wj ¼ Wjð fijðx; uÞ; cijðx; uÞ; ejÞ j ¼ 2; 3; . . . ;m:
The optimal value of ðfPigmi¼1; x0Þ is given by W1ðx0; e1Þ.
Proof. Since
V1ð fi1ðx; uÞÞ ¼ W1ð fi1ðx; uÞ; e1Þ
and
Vjð fijðx; uÞ; cijðx; uÞÞ ¼ Wjð fijðx; uÞ; cijðx; uÞ; ejÞ j ¼ 2; 3; . . . ;m
are hold, we have
r1ðx; uÞ ¼ R1ðx; u;W2;W3; . . . ;WmÞ;
riðx; uÞ ¼ Riðx; u;W1;W2; . . . ;Wi1;Wiþ1; . . . ;WmÞ i ¼ 2; 3; . . . ;m:
Thus, the result follows directly from Lemma 4.1. r
We remark that the optimal general policy for ðfPigmi¼1; x0Þ is similarly constructed
to s and g in Section 3.
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