Introduction
Economic development and growth depends on capital accumulation and productivity (Motmeni, 2010) . On the other hand capital formation is the most important Functions of financial markets, and Financial markets, including the stock exchange is doing well these tasks (capital accumulation and productivity) (Saeedi, 2010) .
Trade decisions on a stock market are made on the basis of predicting the trend and are driven by many direct and indirect factors. Effective decisions depend on accurate prediction (Mandziuk & Jaruszewicz, 2011) .
Many techniques applied to the task of stock market prediction are presented in the literature and method is the preferred than error rate of prediction is less. Statistical models can be used for predict. Usually either the Markov models (Tino et al., 2001 ) or more sophisticated, based on analysis of variance, ARIMA and GARCH models (Mantegna & Stanley, 2000) . Despite remarkable effort devoted to stock market prediction, the problem remains difficult and in general case unsolved.
The main reason for this difficulty is complex and varying in time dependencies between factors affecting the price (Thawornwong & Enke, 2004) . According to some theories, changes on stock markets are chaotic (Mantegna & Stanley, 2000) . The Efficient Market Hypothesis (EMH) says that all available information (or only past prices in the weak variant of the hypothesis) is already reflected in the current price. Therefore it is not possible to predict future values. Several researches deny this hypothesis.
Computational Intelligence (CI) methods such as neural networks are widely used for stock market prediction. The question concerning the superiority of CI methods over statistical models is still open although according to some papers (Kohzadi et al., 1996) . The efficacy of ARIMA or GARCH is not satisfactory compared to neural networks. Artificial neural networks compared to other methods have this capability that considers the complex effects of Factors influencing the prediction of stock index in the analysis.
Most of the neural methods described above require specific set up of steering parameters and suitable selection of the input data. Both these issues can be effectively approached with the help of genetic algorithms (GA) (Thawornwong and Enke, 2004) . Therefore, we can use the artificial neural network for predicting and the genetic algorithm for optimizing the input variable in the neural network and the combination of the two can be combined into a model for predicting stock index gained.
Artificial Neural Network (ANN)
The theory of neural network computation provides interesting techniques that mimic the human brain and nervous system. A neural network is characterized by the pattern of connections among the various network layers, the numbers of neurons in each layer, the learning algorithm, and the neuron activation functions.
In general, a neural network is a set of connected input and output units where each connection has a weight associated with it. During the learning phase, the network learns by adjusting the weights so as to be able to correctly predict or classify the output target of a given set of input samples.
Artificial Neural Networks have characteristics such as ability to learn, generalize, parallel processing capabilities and the ability to repair errors and more. One of the most common neural networks used are Multilayer Perceptron Neural Network.
The structure of multi-layer perceptron neural network includes an input layer, one or more hidden layers and output layer. Each of these layersis formed by one or more nodes. The input layer has nodes with the same number of independent variables and similarly the output layer has the same number of dependent variable, but defining the hidden layer is difficult (Hagan, 2002; Hoglund, 2012 ).
Genetic Algorithms
Genetic Algorithm (GA) is a search heuristic that mimics the process of natural selection. This heuristic (also sometimes called a metaheuristic) is routinely used to generate useful solutions to optimization and search problems (Mitchell, 1996) .
Genetic algorithms belong to the larger class of evolutionary algorithms (EA), which generate solutions to optimization problems using techniques inspired by natural evolution, such as inheritance, mutation, selection, and crossover. Differences in genetic algorithms and other optimization methods as follow:
1. Genetic Algorithms work with the code of solutions and the solutions will not work. 2. Genetic Algorithms in search of solutions to the population, not a single answer.
3. This algorithm uses only the information required by the objective function, not derivatives or other auxiliary information.
4. Genetic Algorithm uses probabilistic rules, not deterministic rules.
Combinations of Genetic Algorithms and Neural Networks
Various schemes for combining genetic algorithms and neural networks were proposed or compared (Branke, 1995) . This paper focuses on how GAs can be used to assist neural networks. Combinations can be collaborative where they are used simultaneously or supportive where they are used sequentially.
Collaborative combinations typically involve using genetic algorithms to determine the neural network weights or the network topology, or both. A usually avoids local minima by searching in several regions simultaneously and needs no gradient information. Supportive combinations typically use genetic algorithms to prepare data for neural networks.
They achieved some success on real world tasks, especially classification problems. Feature selection is a representative example.
Steps of hybrid models combining neural networks and genetic algorithms to predict stock index Tehran Stock Exchange are as follows (Zare'zade & Hadad, 2011):
Step 1: At this stage, the population of each generation and maximum number of generations is determined. (Random initial population is determined)
Step 2: Using the values of the genes in each population created an artificial neural network structure is determined.
Step 3: Using the normalized input data network trained.
Step 4: After the network did predict, root mean square error is calculated.
Step 5: By operators such as transplants, genetic mutation and Roulette Wheel The next generation is created.
Step 6: At this stage new population is replaced with previous population.
Research variables and hypotheses
H 1 : Hybrid model of artificial neural networks and genetic algorithms to efficiently index predicts. In this study, USD market price, gold coin bubbling price, world price of an ounce of 24 carat gold and OPEC oil price are independent variables and Tehran Stock exchange stock index is dependent variable.
Research methodology
The network inputs are: USD market price, gold coin bubbling price, world price of an ounce of 24 carat gold and OPEC oil price. Also the network output is the stock index. Activation function in the hidden layer is hyperbolic tangent sigmoid. To test the hypothesized, number of neurons in hidden layer changed from 1 to 20 and the hybrid model trained 20 times.
Because the model was stable after 800 generations and did not fluctuate dramatically, from 800 generations was used. Other features and characteristics of genetic algorithm are described in the following 2) Unavailability of other variables which have effect on stock index in negotiable documents bource of Iran.
3) There are some matters in scientific research process especially in human sciences such as accounting which are out of researchers control and can effect on the research results potentially.
