Figure S1
a) In addition to analysing data using photon count ratios ( Fig. 1a-b ), reconvolution fitting of FLIM calibration data was performed for comparison. Lifetime data (Fig. 1a , time-resolved OGB2 fluorescence) was approximated with a triple exponential decay function convolved with the instrument response function (IRF) of the imaging system. For each [Ca 2+ ], the amplitude-weighted average fluorescence decay time constant was calculated. The relationship between this time constant and [Ca 2+ ] was approximated by a Hill function (R 2 = 0.99).
b) The sensitivity of both methods to the number of measured photon detection times was quantified. For this test, lifetime data sets were generated by random sampling of 200, 2000 or 20000 photon detection times from a reference lifetime calibration measurement and each data set was analysed using both methods (1000 data sets for each number of photon detection times). The coefficients of variation (CV) of the amplitude-weighted decay time constant and the photon count ratios were calculated across the data sets for 200, 2000 and 20000 sampled photon detection times. Intuitively, the variability of analysis results decreased the more photon detection times were sampled to build a lifetime curve. Especially for fewer photon detection times, the CV of photon count ratios was smaller than the CV of time constants. Thus, analysis of photon count ratios provides more stable results when few photon detection times are available for analysis.
c) The time-resolved OGB2 fluorescence decay was iteratively fitted by reconvolution of a triple-exponential decay function with the IRF (see also Material and Methods). Slightly different decay time constants (1…3) were obtained from calibration data and intracellular recordings (n = 7 for cuvette calibrations and 13 intracellular recordings from astrocytes, respectively).
d) The significance of the lifetime component differences was estimated. Experimental fluorescence decay profiles were simulated by randomly choosing the three amplitudes of individual components and convolving the resulting triple-exponential decay function with the IRF. The convolved result was then transformed into a probability density function, which gives the probability distribution of photon detection times for the chosen set of component amplitudes. A simulated fluorescence profile was then obtained by randomly sampling 20000 photons from this distribution. For a given set of component amplitudes, this was performed with the lifetime decay time constants for cuvette calibration (bars) and intracellular recordings (line). e) A total number of 10000 photon distribution pairs were simulated (black circles for experimentally observed range and grey circles outside). A strong linear relationship between the simulated intracellular and cuvette calibration photon count ratios was observed. This linear relationship was used to transform the ratio obtained from intracellular recordings to an equivalent ratio from the cuvette calibration and, thus, for conversion of experimentally observed photon count ratios into Ca 2+ concentrations.
f) The relationship between [Ca 2+ ] and intracellularly measured photon count ratio is displayed. The minimum (Rmin) and maximum (Rmax) were verified experimentally. For Rmin, 10 mM BAPTA were added to the intracellular solution (n = 3 astrocytes). For Rmax, 10 mM BAPTA and 10 mM CaCl2 were added to the intracellular solution (saturating free Ca 2+ of 19.2 µM, n = 4). Note the match between the experimentally determined range and the calibration.
g) A number of molecules present in brain tissue can fluoresce in response to two-photon excitation. We tested if such autofluorescence contributes significantly to our measurements by imaging tissue at comparable depth, laser power and imaging settings (n = 3). An example of the observed time-resolved autofluorescence is shown (grey dots) together by its approximation by reconvolution fitting (triple exponential decay). The amplitude-weighted average lifetime was 0.96 ± 0.076 ns (n =3).
h) To estimate the contribution of autofluorescence to [Ca 2+ ] measurements, we compared the rate at which autofluorescence photons were detected with the rate from otherwise identical experiments in which astrocytes were filled with OGB2, the Ca 2+ buffer BAPTA (10 mM) without any added Ca 2+ . Under these conditions of minimal OGB2 fluorescence, the detection rate of autofluorescence photons was two orders of magnitude lower than in astrocyte recordings indicating that the contribution of autofluorescence is negligible. To quantify the error introduced into [Ca 2+ ] measurements by autofluorescence we generated synthetic lifetime curves (random photon detection time sampling, see above) of OGB2 for [Ca 2+ ] = 101 nM and added similarly generated autofluorescence with 100x fewer photon detection times. The error was then estimated by analysing [Ca 2+ ] using photon count ratios for generated OGB2 and OGB2+autofluorescence lifetime profiles. It was -1.1 ± 0.83 % (n = 100).
Figure S2
Kinetics of DHPG-induced Ca 2+ transients are not controlled by resting [Ca 2+ ] (related to Figure 1 ). ], orange) were averaged and then peak-scaled. These were averaged across all recordings (n = 11). quartiles (Q1 and Q4). Please note, that in this analysis 50% of ROIs are not taken into account by definition. a) As expected, the baseline is significantly higher in Q4 compared to Q1 (p = 5.3 x 10 -4 , paired Student's t-test). 1-4 (De Young and Keizer, 1992; Höfer et al., 2002; Patrushev et al., 2013) Fig. 1 for comparison. Note that the slope is set by the Ca 2+ store volume fraction. As a consequence, the strength of the negative correlation between resting [Ca 2+ ] and [Ca 2+ ] transient amplitude is expected to vary within a single astrocyte depending on the local abundance of Ca 2+ stores.
Figure S4

Equilibration of Ca 2+ between cytosol and Ca 2+ -stores during astroglial Ca 2+ transients reproduces the experimentally observed dependence of transient peak [Ca 2+ ] and amplitude on resting [Ca 2+ ] (related to Figures
Figure S5
Correction of Spearman correlations obtained from recordings using GCaMP5g (related to Figure 4) . Fig. 1 and 3 , the corresponding fraction of Ca 2+ -bound GCaMP5G was calculated for the baseline and peak [Ca 2+ ] of the transient. These fractions are linearly correlated with the corresponding fluorescence intensity ratio of GCaMP5G/tdTomato (G/T) within a single experiment and cell. The amplitude (G/T) of each event was calculated as the difference between peak G/T and baseline G/T. We then calculated Spearman Rs between baseline (G/T) and peak (G/T) and between baseline (G/T) and amplitude (G/T) and compared these to the Spearman Rs obtained from direct [Ca 2+ ] measurements. a) For correlations between baseline and peak, we observed a direct linear dependence between the Spearman R's obtained from estimated G/T data and [Ca 2+ ] data (n = 20, R 2 = 1, slope = 1, y-intercept = 0). Therefore, no corrections are needed for Spearman rank correlation coefficients obtained between baseline G/T and peak G/T. b) For correlations between baseline and amplitude, we again obtained a direct linear dependence between Spearman Rs calculated from estimated G/T data and [Ca 2+ ] (n = 20, R 2 = 0.78). The y-intercept differed significantly from zero (y-intercept = 0.38 ± 0.062, p = 1.1 x 10 -5 ) and the slope was 1.03 ± 0.13. Therefore, we corrected Spearman Rs calculated between baseline and amplitude in GCaMP5g/tdTomato recordings by subtracting 0. 
