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Abstract
We consider a supersymmetric Wilson loop operator for 4d N = 4 super Yang-
Mills theory which is the natural object dual to the AdS5 × S5 superstring in
the AdS/CFT correspondence. It generalizes the traditional bosonic 1/2 BPS
Maldacena-Wilson loop operator and completes recent constructions in the litera-
ture to smooth (non-light-like) loops in the full N = 4 non-chiral superspace. This
Wilson loop operator enjoys global superconformal and local kappa-symmetry of
which a detailed discussion is given. Moreover, the finiteness of its vacuum expec-
tation value is proven at leading order in perturbation theory. We determine the
leading vacuum expectation value for general paths both at the component field
level up to quartic order in anti-commuting coordinates and in the full non-chiral
superspace in suitable gauges. Finally, we discuss loops built from quadric splines
joined in such a way that the path derivatives are continuous at the intersection.
ar
X
iv
:1
50
6.
07
04
7v
2 
 [h
ep
-th
]  
25
 N
ov
 20
15
Contents
Contents 2
1 Introduction 2
2 Definition, Geometry and Symmetries of the Super Wilson Loop 5
2.1 Superspace and Gauge Theory . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Super Wilson Loop Operator . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Kappa-Symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 Geometry and Superconformal Cosets . . . . . . . . . . . . . . . . . . . . . 11
2.5 Conformal Symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3 The Super Wilson Loop in Harnad-Shnider Gauge 19
3.1 Component Expansion of the Superfields . . . . . . . . . . . . . . . . . . . 20
3.2 Propagators and the One-Loop Vacuum Expectation Value . . . . . . . . . 22
3.3 Finiteness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.4 Conformal Symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4 The Super Wilson Loop in Non-Chiral Superspace using Light-Cone
Gauge 28
4.1 Superspace Propagators . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.2 Wilson Loop Singularity Structure . . . . . . . . . . . . . . . . . . . . . . 31
4.3 Conformal Symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5 Conclusions 34
A Conventions 35
A.1 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
A.2 Gamma-Matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
A.3 Superspace Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
B Cosets 39
C Inversion 41
References 41
1 Introduction
The four-dimensional, maximally supersymmetric Yang-Mills (N = 4 SYM) theory is a
highly symmetric and distinguished model uniting all of the concepts of gauge field theory.
This makes it an ideal quantum field theory laboratory. The model is superconformally
invariant and uniquely specified by a choice of coupling g and gauge group. For the choice
of a U(N) gauge group in the planar large N -limit theN = 4 SYM theory is conjectured to
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be both, integrable [1] and dual to the free IIB superstring on an AdS5×S5 background [2].
By now there is overwhelming evidence for these properties. However, we are still lacking
a general theory of integrability in four dimensional N = 4 SYM theory. So far we
have detected integrability in the study of a variety of gauge invariant observables in the
theory. The best established examples are the two-point functions of local gauge invariant
operators related to integrable spin-chain Hamiltonians, as well as the Yangian invariance
of scattering amplitudes [3] and their weak-coupling dual description via light-like Wilson
loops [4–12].
The Wilson loop/scattering amplitude duality relates scattering amplitudes to a chi-
ral light-like polygonal Wilson loop in superspace. These chiral super Wilson loops were
defined and studied from a twistor space [13] and from a space-time perspective [14]. The
scattering amplitudes are IR divergent (due to massless particles) while the polygonal
Wilson loops (and also their supersymmetric cousins) are UV-divergent (due to cusps and
light-likeness). Interestingly, the structure of these duality-related divergences in dimen-
sional regularization are known to all orders in perturbation theory [5, 15, 16]. Because
of these divergences, some generators of the superconformal symmetry algebra become
anomalous preventing the use of the full symmetry in the problem. Nevertheless, progress
has been made in the understanding of the anomalous generators [11, 17]. The hidden
integrability in the problem manifests itself from studying how the superconformal sym-
metries are mapped under the scattering amplitude/Wilson loop duality. In [10] it was
shown that the usual and the dual superconformal algebras are different but partially
overlap. The closure of these transformations is a Yangian algebra [3], which is a hallmark
of integrability. Yet another way in which integrability has appeared in the study of polyg-
onal light-like Wilson loops is via the Wilson loop operator product expansion initiated
in [18] and scrutinized in [19]. Motivated by an attempt to understand the Q¯-anomaly
of these dual Wilson loops, a non-chiral super Wilson loop was defined in ref. [20] to the
first order in the anti-commuting coordinate θ¯. In refs. [21, 22] a more thorough study
of these non-chiral super Wilson loops was undertaken, including a study of the Yangian
anomalies when using different regularizations.
Here we turn to a prominent further class of non-local observables in N = 4 SYM,
which is in fact almost as old as the proposal of the AdS/CFT correspondence itself: the
Maldacena-Wilson loop operators [23, 24]. These extend the usual Wilson loop operator,
which integrates the gauge field Aµ along a bosonic closed path C in R1,3, by an additional
coupling to the six adjoint scalar fields φi of theN = 4 SYM theory to a path C˜ on R1,3×S5
via
W˜ =
1
N
tr P exp
(∮
C˜
dτ
(
x˙µAµ(x) + n
i
√
x˙µx˙µ φi(x)
))
with (ni)2 = 1 . (1.1)
The coupling is such that from an effective 10d perspective the path is light-like: x˙µˆ =
(x˙µ, ni
√
x˙µx˙µ) with x˙
µˆ x˙µˆ = 0 in mostly minus signature. This operator is locally 1/2 BPS
and invariant under conformal transformations. Remarkably, its vacuum expectation value
is finite for smooth, non-intersecting loops [25] securing conformal invariance also at the
quantum level. In fact, for a circular loop configuration (related to an infinite straight
line via inversion) the exact non-perturbative vacuum expectation value was conjectured
in [26] in terms of a simple Bessel function I1(
√
λ) with λ = g2N . This first exact result
in N = 4 SYM at finite coupling in fact predates the discovery of integrability in the
theory. The result was proven later using localization techniques [27].
In the AdS/CFT duality, the leading order strong coupling contribution to the Wilson
loop expectation value is computed by the (suitably regularized) minimal string worldsheet
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ending on the boundary of AdS5 on a contour prescribed by the Wilson loop path [24,23].
For the AdS5×S5 superstring model ref. [28] showed that the transformation which maps
the superconformal symmetry to its dual is an interesting combination of T-dualities, some
of which are along fermionic directions. The fact that the dual generators correspond to
non-local worldsheet generators of Yangian type was emphasized in refs. [29, 28]. Such
non-local generators in two-dimensional systems reflect their classical integrability. In
recent work [30] the minimal surface problem relevant for a strong-coupling description of
smooth Wilson loops in the gauge theory was lifted to the full supersymmetric scenario of
the AdS5 × S5 superstring. Exploiting the hidden Yangian symmetry of the superstring
model it was shown that the vacuum expectation value of the smooth Wilson loop at strong
coupling is Yangian invariant. Recently smooth bosonic Wilson loops where studied at
strong coupling as a continuum limit of light-like polygonal boundary curves in [31].
In this work we present the supersymmetric generalization of the Maldacena-Wilson
loop operator (1.1) which is the natural dual object to the minimal superstring surface
in the AdS/CFT correspondence. This construction was initiated in ref. [32], which also
showed the Yangian invariance of this object at leading order in the coupling and anti-
commuting coordinates θ and θ¯. Here we define the loop operator to all orders in anti-
commuting coordinates and study its symmetries. The proposed smooth super Maldacena-
Wilson loop operator in N = 4 superspace reads
W˜ = 1
N
tr P exp
(∮
Z˜
dτ
(
pµAµ(x, θ, θ¯) + qi Φi(x, θ, θ¯)
+ θ˙aαAaα(x, θ, θ¯) + ˙¯θα˙aAaα˙(x, θ, θ¯)
))
, (1.2)
where pµ = x˙µ + θσµ ˙¯θ − θ˙σµθ¯ and qiqi = pµpµ depend on the path Z˜ = {x, θ, θ¯; q} in
non-chiral N = 4 superspace and Aµ, Aaα, Aaα˙ and Φi are fields on this superspace. We
note that the super-momentum pµ is real due to the reality convention
θ¯ = −iθ† = θ‡ (1.3)
that we use in this work. For Graßmann variables θ, ψ, we take (θψ)‡ = −ψ‡θ‡. Most of the
literature on field theory, instead, uses the reality condition θ† = θ¯ with (θψ)† = ψ†θ†. See
App. A for a complete discussion of our conventions. In fact, a related supersymmetrized
Maldacena-Wilson loop as W˜ in (1.2) was introduced some 15 years ago in [33].
The smooth non-chiral super Wilson loop operator (1.2) differs from the chiral polygo-
nal super Wilson loops in several ways. First, it is non-chiral, second, it contains a coupling
to scalar and fermions as well, and third, it is defined on a smooth curve in superspace.
The super Maldacena-Wilson loop may be also thought of as the generalization of the
non-chiral polygonal light-like super-loop operator introduced in [21, 22]. It should be
stressed that the definition (1.2) necessarily uses an on-shell superspace with gauge fields
Aµ(x, θ, θ¯), Aaα(x, θ, θ¯) and Aaα˙(x, θ, θ¯). These need to be constrained in order to elim-
inate the non-physical components of these superfields. We discuss them in more detail
in eqs. (3.1)–(3.4) and (A.29). In fact these constraints are equivalent to the equations of
motion as shown in [44,35,36]. In our work we shall not go beyond the one-loop order in
perturbation theory. To this order we will show that smooth, non-selfintersecting loops
are finite. Therefore there are no ambiguities arising from the on-shell nature of (1.2). It
remains to be seen what happens at higher loops, this is, however, left for future work.
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Hence, all our claims towards finiteness and symmetries are only secured at leading or-
der pertubation theory. Nevertheless, we are convinced that they may be extended to all
loops.
Our paper is organized as follows. The smooth, non-chiral super Wilson loop that
we present is intimately related to the superspace formulation of N = 1 SYM in ten
dimensions [35,36] which we discuss in Section 2. The dimensional reduction to 4d within
this formalism provides the guideline for the supersymmetric generalization of (1.1). In
fact, we shall show that the 1/2 BPS property of the bosonic Maldacena-Wilson loop is
the consequence of the local fermionic kappa-symmetry of the super Wilson loop inherited
from the 10d superparticle in a suitably deformed fashion. Moreover, the superconformal
symmetry of our proposed super Wilson loop is proven at the operator level. In Section 3
we determine the component field form of the super Wilson loop operator upon expanding
in the anti-commuting coordinates θ and θ¯. Picking a specific convenient fermionic gauge
due to [36] we provide the full expansion for the linear or abelian theory of the super-loop
operator and compute the one-loop vacuum expectation value through fourth order in
Graßmann odd coordinates. Within this expansion we moreover show the equivalence of
the super Maldacena-Wilson loop operator (1.2) to the construction of [32] at leading order
in θ and θ¯. Finiteness and superconformal symmetry of the one-loop vacuum expectation
value is shown at the component field level. In Section 4 we lift our analysis to a one-loop
study in the full N = 4 non-chiral superspace. For this the superspace propagators are
established. Using these we prove the finiteness of the loop expectation value to all orders
in the theta expansion and display the superconformal symmetry. Finally, in Section 5 we
conclude pointing to an upcoming companion paper [37] in which the Yangian symmetry
of our super Maldacena-Wilson loop operator is investigated in the full superspace.
2 Definition, Geometry and Symmetries of the Super
Wilson Loop
2.1 Superspace and Gauge Theory
We begin by describing gauge theory in superspace. This material is standard (see ref. [36]
for a good presentation), but we use this opportunity to introduce our conventions.
We start the presentation with the N = 1 super Yang-Mills theory in ten dimensions,
which will then be dimensionally reduced to four dimensions. In ten dimensions the super-
space is parametrized by (xµˆ, θαˆ), with µˆ = 0, . . . , 9 and αˆ = 1, . . . , 16. The odd variables
θ form a Majorana-Weyl spinor transforming in the 16 of the Spin(1, 9) group. Quantities
with a lower spinor index transform in the 16′.
The supersymmetry covariant derivatives are
∂µˆ, Dαˆ = ∂αˆ + (θΓ
µˆ)αˆ∂µˆ, (2.1)
where we have used the ten-dimensional generalization of the Pauli matrices Γ µˆ
αˆβˆ
. The ma-
trices Γ µˆ
αˆβˆ
and (Γ˜ µˆ)αˆβˆ are 16×16 matrices which satisfy the algebra Γ µˆΓ˜ νˆ +Γ νˆΓ˜ µˆ = 2ηµˆνˆ
and Γ˜ µˆΓ νˆ + Γ˜ νˆΓ µˆ = 2ηµˆνˆ . See App. A.2 for our conventions on Γ matrices. These Pauli
matrices are symmetric in the spinor indices. The fermionic covariant derivatives obey the
anti-commutation relations {Dαˆ, Dβˆ} = 2Γ µˆαˆβˆ∂µˆ representing torsion of superspace.
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For each of these covariant derivatives we introduce a connection A which is a function
of the superspace coordinates
Dµˆ = ∂µˆ +Aµˆ(x, θ), Dαˆ = ∂αˆ + (θΓ µˆ)αˆ∂µˆ +Aαˆ(x, θ). (2.2)
These connections are defined up to gauge transformations
δAµˆ = [Dµˆ, χ], δAαˆ = [Dαˆ, χ]. (2.3)
Even after identifying gauge connections which differ by a gauge transformation, the
Graßmann expansion of these connections produces many more fields than appropriate.
To reproduce the expected spectrum, we need to impose some constraints on them. In
order for the constraints to be gauge invariant they must be expressed in terms of the
field strengths. The field strengths are computed in the usual way
Fαˆβˆ = {Dαˆ,Dβˆ} − 2Γ µˆαˆβˆDµˆ, Fµˆαˆ = [Dµˆ,Dαˆ], Fµˆνˆ = [Dµˆ,Dνˆ ], (2.4)
where for Fαˆβˆ we had to subtract a piece which arises due to the superspace torsion. We
impose the constraints that
Fαˆβˆ = 0. (2.5)
If Fαˆβˆ were non-vanishing, then it would correspond to a dimension-1 field transforming
in the symmetric product of two 16 representations.1
Bianchi identities generate further constraints. For example,[Dαˆ, {Dβˆ,Dγˆ}]+ cycle(αˆ, βˆ, γˆ) = 0, (2.6)
implies that Γ µˆ
(αˆβˆ
Fγˆ),µˆ = 0, where the parentheses indicate total symmetrization of the
enclosed indices. These constraints can be solved by Fµˆαˆ = Γαˆβˆ,µˆΨ βˆ which allows us to
identify the field strength Fµˆαˆ with the fermionic superfield Ψ . This is possible thanks to
the “magic identity” Γ µˆ
(αˆβˆ
Γγˆ)ˆ,µˆ = 0.
Continuing the analysis of the constraints generated by Bianchi identities, one finds
that they can only be realized on-shell [35]. We can define the vielbeine, which are dual
to the supersymmetry covariant derivatives2
eµˆ = dxµˆ + θΓ µˆdθ, eαˆ = dθαˆ, (2.7)
such that we have d = eµˆ∂µˆ + dθ
αˆDαˆ. If we introduce A = eµˆAµˆ + dθαˆAαˆ, we have
d + A = eµˆDµˆ + dθαˆDαˆ. The field strength defined by F = dA + A ∧ A transforms
covariantly under gauge transformations.
Dimensionally reducing to four dimensions using the formulas and convention in
App. A.2 the 10d superspace and superfields decompose into 4d quantities as
{xµˆ, θαˆ } → {xα˙α, θaα, θ¯α˙a} ,
Aµˆ(x, θ)→ {Aαα˙(x, θ, θ¯), Φab(x, θ, θ¯)} ,
Aαˆ(x, θ)→ {Aaα(x, θ, θ¯),Aaα˙(x, θ, θ¯)} . (2.8)
1This representation is reducible and decomposes into a vector and a selfdual five-form. But no fields
of dimension 1 with these transformation properties exist in this theory. The bosonic gauge field is a
vector of dimension 1, but it is not gauge covariant.
2In our conventions the differential forms in superspace have two gradings: a form degree and a Graß-
mann degree. For example, dx has form degree one and Graßmann degree zero while dθ has form degree
one and Graßmann degree one. When commuting two differential forms, we pick up two contributions,
one of which is the usual sign from commuting differential forms and the other is the sign from commuting
Graßmann variables. See App. A.3 for a more in-depth discussion.
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Here we recognize the 4d gauge superfieldAαα˙ and a 4d scalar superfield Φab whose leading
component is the adjoint scalar field φab(x) of N = 4 SYM.
2.2 Super Wilson Loop Operator
The standard bosonic Wilson loop operator is a functional of the closed path C defined
as
W =
1
N
tr P exp
(∮
C
dτ x˙µAµ(x)
)
, (2.9)
where we consider an SU(N) or U(N) gauge group and P stands for path ordering (with
increasing path variable τ from left to right). It is gauge and reparametrization invariant.
Given the definitions of the super-connection and the super-vielbeine it is straight-forward
to define the super Wilson loop operator for N = 1 super Yang-Mills theory in ten
dimensions. We now consider a closed path in superspace Z = {xµˆ(τ), θαˆ(τ)} and define
the super Wilson loop operator
W = 1
N
tr P exp
(∮
Z
A
)
=
1
N
tr P exp
(∮
Z
dτ
(
pµˆAµˆ + θ˙αˆAαˆ
))
, (2.10)
where we have introduced the super-momentum
pµˆ = x˙µˆ + θΓ µˆθ˙ . (2.11)
This operator is gauge and reparametrization invariant as well as supersymmetric by
construction. The supersymmetry variations follow from the supersymmetry transforma-
tion of the contour. The smooth super Wilson loop of the N = 4 super Yang-Mills theory
in four dimensions of interest to us is not simply obtained through a dimensional re-
duction of the 10d operator (2.10). The relevant bosonic Wilson loop was introduced by
Maldacena [23] and also couples to the six scalar fields φi(x) in the adjoint of U(N) via
a path ni(τ) on an S5. Given a path C˜ specified by (xµ(τ), ni(τ)), we define
W˜ =
1
N
tr P exp
(∮
C˜
dτ
(
x˙µAµ(x) + n
i
√
x˙µx˙µ φi(x)
))
with (ni)2 = 1 . (2.12)
This coupling was motivated in [23,25] through the induced coupling of the gauge field to
a massive W boson obtained by spontaneous symmetry breaking of U(N + 1)→ U(N)×
U(1). It may also be understood as arising from a 10d light-like path xµˆ = {xµ,√x˙2 ni}
giving rise to a 1/2 BPS property to be discussed in Sec. 2.3. This coupling also guarantees
the finiteness of the vacuum expectation value for smooth, non-intersecting curves.
How does one supersymmetrize this operator? As in the ordinary case discussed above
the guiding principle is the invariance under supersymmetry transformations. Here we pro-
pose the following supersymmetric generalization of the Maldacena-Wilson loop operator
coupling to the superpath Z˜ = {xµ, θαˆ; qi}
W˜ = 1
N
tr P exp
(∮
Z˜
dτ
(
pµAµ + θ˙αˆAαˆ + qi Φi
))
, (2.13)
where qi is constrained by
q2 = qiqi = pµpµ , (2.14)
and thus qi =
√
pµpµ n
i with ni being a unit vector as in (2.12). This operator is manifestly
gauge and reparametrization invariant and limits to the bosonic predecessor (2.12). Its
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supersymmetry transformations can again be obtained by transforming the contour. We
shall now show that it is also invariant under kappa-symmetry as a generalization of the
1/2 BPS property, as well as under superconformal transformations.
A similar super Wilson loop operator was in fact proposed in [33]. The explicit con-
struction of this super Maldacena-Wilson loop operator in terms of component fields in a
particular gauge to be discussed in Sec. 3, shows that the proposed operator (2.13) exactly
reproduces the explicit construction of [32] to the first two orders in the theta expansion.
Finally, for pµpµ = 0 it turns into the light-like super Wilson loop of [38,22].
2.3 Kappa-Symmetry
In this section we discuss the kappa-symmetry of the super Wilson loops. The kappa-
symmetry is closely related to the BPS property for local operators so we first discuss
this simpler case. Then we discuss the kappa-symmetry for ten-dimensional super Wilson
loops and finally give the kappa-symmetry transformations for the four-dimensional super
Wilson loop with a scalar coupling.
BPS property of local operators. Let O(x) be a local gauge-invariant operator in
a supersymmetric theory. We can formally construct its supersymmetric completion by
defining
O(x, θ) = eθQO(x)e−θQ, (2.15)
where Q are the supercharges acting on the fields. This is equivalent to the familiar
translation property
O(x) = exPO(0)e−xP, (2.16)
with the difference that the translations in superspace do not commute in general. Using
this we can define the operator at an arbitrary point in superspace by
O(x, θ) = exP+θQO(0)e−xP−θQ. (2.17)
The supersymmetry transformations of a local gauge-invariant operator are given by
eQO(x, θ)e−Q = O(x− Γθ, θ + ). (2.18)
Looking at the linear terms in  we find that3
[Qαˆ,O(x, θ)] = −QαˆO(x, θ), (2.19)
where Qαˆ is the representation of the supercharge acting on the coordinates. Explicitly,
we have Qαˆ = −∂αˆ + (Γ µˆθ)αˆ∂µˆ. Similarly, we obtain that Pµˆ = −∂µˆ and [Pµˆ, O(x)] =
−PµˆO(x) = ∂µˆO(x). The representation on the coordinates of course satisfies the same
graded commutation relations as the representation on the fields, i.e. {Qαˆ,Qβˆ} = 2Γ µˆαˆβˆPµˆ.
It may happen that a particular combination of Poincare´ supercharges annihilates
an operator [Q, O(x)] = 0 for some spinor . Then the supersymmetric version O(x, θ)
depends only on some θ’s and therefore the Graßmann expansion is shorter. These are
BPS operators. The condition [Q, O(x)] = 0 on the bottom component gets translated
3The minus sign in the equation below is crucial. It ensures the invariance of a superfield under the
combined field and coordinate transformations.
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into another condition on its supersymmetric version O(x, θ). Working to first order in ,
we find
O(x, θ) = eθQeQO(x)e−Qe−θQ = e(θ+)Q+(Γ µˆθ)PµˆO(x)e−(θ+)Q−(Γ µˆθ)Pµˆ
= O(x+ Γθ, θ + ) = O(x, θ) + (D)O(x, θ) +O(2). (2.20)
Here Dαˆ is the supersymmetry covariant derivative (2.1). The conclusion of this computa-
tion is that [Qαˆ, O(x)] = 0 implies DαˆO(x, θ) = 0. This concludes the discussion of local
operators.
Kappa-symmetry. Let us now consider a Wilson loop on a light-like path in ten di-
mensions. The connection can be written as A(τ) = dτ x˙µˆAµˆ. Using the infinitesimal
action of the supercharges on the fundamental fields A and ψ yields
δAµˆ(x) = [Q, Aµˆ(x)] = −Γµˆψ(x), (2.21)
δψ(x) = [Q, ψ(x)] = 12(Γ˜
µˆνˆ)Fµˆνˆ(x), (2.22)
and we find
[Q, A] = −dτ(x˙µˆΓµˆψ). (2.23)
If x˙ is a null vector, this variation vanishes if  = κx˙µˆΓ˜µˆ, where κ is a spinor and Γ˜
are the ten-dimensional Pauli matrices with upper indices (see App. A.2). This is a local
condition since x˙ is in general not constant, so different supersymmetries are preserved at
different points around the Wilson loop contour. It is a 1/2 BPS condition, as the spinor
καˆ has 8 degrees of freedom as x˙
µˆΓ˜µˆ for null x˙
µˆ has an 8 dimensional kernel.
Just like for local operators, the invariance of the bosonic Wilson loop under some
local worldline supersymmetry transformations lifts to the invariance of the super Wilson
loop under some local super-diffeomorphisms. These super-diffeomorphisms are obtained
by replacing  → κpµˆΓ˜µˆ and Q → D, where pµˆ = x˙µˆ + θΓ µˆθ˙ is the super-momentum, a
supersymmetrization of x˙µˆ.
The kappa-symmetry transformations are just the transformations of the superspace
coordinates under the super-diffeomorphism καˆp
µˆΓ˜ αˆβˆµˆ Dβˆ ≡ (κ)αˆDαˆ. For example, we find
δκp
µˆ = [(κ)αˆDαˆ, p
µˆ] = 2(κ)Γ µˆθ˙, δκθ
αˆ = [(κ)βˆDβˆ, θ
αˆ] = (κ)αˆ. (2.24)
We should note that out of the 16 components of κ, only 8 appear in the transformations,
while the other 8 are projected out when acted upon by the matrix pµˆΓ˜µˆ. Using the light-
like condition on p it is easy to show that there is an equivalence relation κ ∼ κ+ p · Γξ
on the spinors κ. That is, κ and κ+ p · Γξ produce the same kappa-transformation.
Let us now show that the full 10d super Wilson loop (2.10) is invariant under the
kappa-symmetry transformations. The kappa-transformations can, as explained above,
be seen as diffeomorphisms in superspace generated by the vector field
δκθ
αˆ∂αˆ + (δκθΓ
µˆθ)∂µˆ = δκθ
αˆDαˆ =: ζ
ADA with ζA = (0, δκθαˆ) , (2.25)
where A = (µˆ, αˆ) is a collective superspace index. Under a general diffeomorphism ζADA
the super-connection transforms as
δζ
∮
A = (ζADA) ∮ dτ pBAB = ∮ dτ(pBζAFAB + [pADA, ζBAB]) , (2.26)
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where we have introduced the abbreviation pA = (pµˆ, θ˙αˆ). Note that the latter term in
equation (2.26) represents an infinitesimal, field-dependent gauge transformation and can
therefore be neglected if δζ is applied to a gauge invariant operator. By applying equation
(2.26) to the case of kappa-transformations one finds the following expression for the
variation of the super Wilson loop operator
δκW = 1
N
tr P
{
exp
(∮
Z
A
)∮
Z
δA
}
=
1
N
tr P
{
exp
(∮
Z
A
)∮
Z
dτ
(
pµˆ δκθ
αˆFαˆµˆ + θ˙βˆ δκθαˆFαˆβˆ
)}
. (2.27)
With the constraints Fαˆβˆ = 0 (2.5) and Fµˆαˆ = Γαˆβˆ,µˆΨ βˆ as discussed in Sec. 2.1 we see
that the above vanishes for pµˆ pµˆ = 0 as
δκθ
αˆ pµˆ Γαˆβˆ,µˆΨ
βˆ = (κΓ˜νˆΓµˆΨ) p
νˆ pµˆ ∝ pµˆ pµˆ = 0. (2.28)
A closely related transformation is loop reparametrization under which the super Wil-
son loop is invariant. On the superspace coordinates the infinitesimal reparametrization
transformations acts as the diffeomorphism
δσθ(τ) = σθ˙(τ), δσx
µˆ(τ) = σx˙µˆ(τ). (2.29)
Consistency requires that the kappa-transformations and the reparametrization transfor-
mations form a closed algebra. Indeed, we find (see App. B for more details)
[δκ1 , δκ2 ] = δκ(κ1,κ2) + δσ(κ1,κ2), (2.30)
[δσ1 , δσ2 ] = δσ(σ1,σ2), (2.31)
[δσ1 , δκ2 ] = δκ(σ1,κ2), (2.32)
where
κ(κ1, κ2) = 4(θ˙κ2)κ1 − 4(θ˙κ1)κ2 + 2(κ1Γ˜µˆκ2)(Γ µˆθ˙), κ(σ1, κ2) = σ˙1κ2 − σ1κ˙2, (2.33)
σ(κ1, κ2) = −4(κ1pµˆΓ˜µˆκ2), σ(σ1, σ2) = σ2σ˙1 − σ1σ˙2. (2.34)
Let us now use the same ideas for a 4d bosonic Maldacena-Wilson loop with a scalar
coupling. We find, for the supersymmetry transformations[
Q, x˙µAµ(x) +
√
x˙2φi(x)n
i
]
= −(x˙µΓµ +√x˙2Γini)ψ(x), (2.35)
where we have used the dimensionally reduced supersymmetry transformations. Note that
the matrix x˙µΓµ +
√
x˙2Γin
i has an eight-dimensional kernel. Therefore, there is an eight-
dimensional space of operators Q which locally annihilate the exponent of the Wilson
loop. The spinors  for which this holds are of type4  = κ(x˙µΓ˜µ +
√
x˙2Γ˜in
i). Just like
for local operators, this translates on the super Wilson loop to a condition involving
supersymmetry covariant derivatives. These conditions are precisely the conditions of
invariance under kappa-symmetry transformations. Hence the 1/2 BPS property of the
Maldacena-Wilson loop is the kappa-symmetry of the super Wilson loop in disguise.
4Here one should keep in mind that ΓiΓ˜j + ΓjΓ˜i = 2ηij = −2δij since our metric signature is mostly
minus.
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Figure 1: 1|8-dimensional submanifold of superspace describing Wil-
son lines equivalent by kappa-symmetry.
In the super Wilson loop case, if we follow the same recipe as in ten dimensions and
replace x˙µ → pµ and √x˙2ni → qi, we find that the kappa-symmetry transformations are
generated by
καˆ(p
µΓ˜µ + Γ˜iq
i)αˆβˆDβˆ = (κ¯
a
α˙p
α˙α + qabαβκβb)Daα + (καap
α˙α + q¯ab
α˙β˙κ¯bβ˙)D¯
a
α˙, (2.36)
where we have used the formulas in App. A.2 to reduce ten-dimensional gamma-matrices
to four dimensions. Also, qab is the vector qi written in spinor form and q¯ab =
1
2
abcdq
cd.
The transformations of the odd variables follow immediately,
δκθ
αˆ = κβˆ(p
µΓ˜µ + q
iΓ˜i)
βˆαˆ, (2.37)
or in four-dimensional language
δκθ = κ¯p− qκT, (2.38)
δκθ¯ = pκ− κ¯Tq¯, (2.39)
where p = x˙+ 2θ¯θ˙ − 2 ˙¯θθ. In matrix notation we take κ to be a 2× 4 matrix and κ¯ to be
a 4 × 2 matrix. The kappa-transformations of the remaining quantities of interest are in
vector language
δκx
µ = −θΓ µδκθ, δκpµ = −2θ˙Γ µδκθ, δκqi = −2θ˙Γ iδκθ, (2.40)
or in the compact spinor matrix notation
δκx = 2(pκ− κ¯Tq¯)θ − 2θ¯(κ¯p− qκT), (2.41)
δκp = 4(pκ− κ¯Tq¯)θ˙ − 4 ˙¯θ(κ¯p− qκT), (2.42)
δκq
ab = −8(θ˙(δκθ)T)[ab] − 4abcd( ˙¯θT(δκθ¯))cd. (2.43)
Here we have taken the transformations for q to be the dimensional reduction of the
kappa-transformations for the extra components of ten-dimensional momentum.
The kappa-transformations and reparametrizations can be thought of as transfor-
mations mapping points along some path to nearby points in superspace. Since these
transformations close under the Lie bracket, they locally generate some manifold of di-
mension 1|8, see Fig. 1. Any two paths within this manifold are therefore related by
kappa-transformations and reparametrizations, and the corresponding Wilson loops are
equivalent.
2.4 Geometry and Superconformal Cosets
Before we proceed, we would like to understand the geometric foundations of the Wil-
son line. An ordinary Wilson line is defined by a path in space-time on which the gauge
theory is formulated. In a supersymmetric gauge theory formulated on superspace, the
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generalization of the Wilson line is straight-forward by lifting the path to the correspond-
ing superspace. However, the above Wilson line has additional couplings to the scalar
field (on superspace). From the ten-dimensional perspective this coupling is natural upon
dimensional reduction. However, from the four-dimensional point of view it appears some-
what ad-hoc.5 What is the geometric meaning of the scalar couplings since they have no
immediate connection to space-time or superspace? Is there an extension of superspace
to accommodate for the scalar couplings?
Superconformal symmetry. In particular, we are interested in symmetry properties
of the Wilson line. Therefore we should ask whether it is possible to define an action of the
superconformal group on such an extended superspace. Depending on whether we admit
only unit vectors ni for the coupling to the scalars or more general vectors of unrestricted
length, this space-time will have 5 or 6 additional bosonic coordinates.6
In fact, the requirement of superconformal symmetry resolves the geometry because
it can only act consistently on its coset spaces or collections thereof. Ordinary superspace
is the coset space of the superconformal group by the super Poincare´ group, dilatations
and internal rotations
R3,1|16 =
PSU(2, 2|4)(
SO(6)× SO(1, 1))n SPoin∗ . (2.44)
Here the SPoin∗ group is not the usual super Poincare´ group, but the dual one generated
by (K,M, S, S¯). The dimension of the superconformal group is (15 + 15|32) while the
denominator group has dimension (15 + 1 + 10|16); the difference of dimensions agrees
with superspace. Now, to add a unit vector ni ∈ S5 to this space is not difficult [33]:
R3,1|16 × S5 = PSU(2, 2|4)(
SO(5)× SO(1, 1))n SPoin∗ . (2.45)
This is because S5 is the coset space SO(6)/SO(5). The path for the extended Wilson
line is therefore defined on the above coset space which extends superspace by an S5. The
fields of N = 4 SYM, however, are defined on ordinary superspace. These two spaces are
canonically connected by projection from S5 to a point.
The extension by S5 is therefore very natural. However, it is also possible to extend
the space for the paths to R6 and thus to relax the unit vector constraint for ni. To that
end, one can view R6 as the union of spheres with different radii. Therefore, it is possible
to extend the superconformal action to this space as well. The transformations will never
change the modulus |n|, i.e. the modulus can be viewed as a coordinate on R+ unrelated
to superconformal symmetry.
The above discussion shows that a superconformal action on the path of the extended
Wilson line can be established. In the following we will develop the various transformation
properties more explicitly.
Non-null curved lines. In view of the relevance of null polygonal Wilson loops to
scattering amplitudes [6, 8], it is natural to ask whether these objects can be generalized
5For example, one might contemplate similar direct couplings to the spinor fields.
6This could be seen as an obstacle to superconformal symmetry which is known to exist only up to
and including 6 dimensions. However, we will not require Lorentz symmetry in 4 + 6 dimensions, but
merely Lorentz symmetry in 4 dimensions and rotational symmetry in the 6 internal directions.
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to our Wilson loops. The following is somewhat outside the scope of the present paper,
and it may be skipped without penalty for the understanding of the following sections.
First, let us briefly review the case of null lines, before discussing the non-null case.
Straight null lines are parametrized by ambi-twistors (see for example refs. [39,38]), which
again form a coset space of the superconformal group. An ambi-twistor is a pair (Z ,W ) ∈
CP3 × CP3 and such that Z ·W = 0. The pair (Z ,W ) has six degrees of freedom from
which we subtract the Z · W = 0 constraint to obtain five degrees of freedom. The
conformal group acts by the natural SL(4) action7 on the first CP3 and the inverse of this
action on the second CP3. The stability group of a light-like ray can be found as follows.
Let us take a light-like ray in the x(+) ≡ x0 + x1 direction. The broken generators (which
do not preserve this light-like direction) are P−, Pi and Mi− for i = 2, 3. So the space of
light-like lines is five-dimensional. This is also what we obtained from the ambi-twistor
description. The unbroken generators are the rest of the generators, P+, K+, K−, Ki,
M+−, D, M+i, M23 and they generate the stability group by which we need to quotient in
the coset.
Next, we should extend the notion of a straight null line to a non-null line. We are most
interested in preserving conformal symmetry, and it is known that non-null straight lines
are typically transformed to circles and/or hyperbolae under conformal transformations.
More precisely, the class of non-null straight lines, circles and/or hyperbolae closes under
conformal transformations, and hence these shapes are natural generalizations of straight
null lines.
The moduli space for hyperbolae (including straight time-like lines) in bosonic space-
time is given by the coset (up to global issues)
SO(2, 4)
SO(3)× SO(2, 1) . (2.46)
This is most easily seen by considering the stabilizer of a straight time-like line. The
time-like direction x0 is preserved by the transformations (K0,D,P0). These generators
form the conformal algebra in one dimension with signature (1, 0) which generates the
group SO(2, 1). It is also preserved by SO(3) rotations in the transverse space (x1, x2, x3).
Conversely, circles (including straight space-like lines) are parametrized by the coset
SO(2, 4)
SO(1, 2)× SO(1, 2) . (2.47)
This time we need to find the stability group of a space-like axis, x3. The x3 axis is
preserved by the transformations (K3,D,P3). These generators form the conformal algebra
in one dimension with signature (0, 1) which generates the group SO(1, 2). It is also
preserved by SO(1, 2) rotations in the transverse space (x0, x1, x2). Both cosets have a
dimension of 15 − 3 − 3 = 9, i.e. the curves are specified by 9 moduli. These correspond
to:
• 4 parameters to describe a specific point on the curve;
• minus 1 parameter to choose this point on the curve;
• 3 parameters to specify the direction of the curve at this point;
7This natural action is just the matrix multiplication on the homogeneous coordinates.
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• 3 parameters to specify the curvature radius and orientation (orthogonal to the
direction).
Alternatively, one could count the parameters as follows:
• 4 parameters to specify the center of the circle;
• 1 parameter to specify the radius;
• 4 parameters to describe the orientation of the great circle.
The generalization to superspace exists only for the time-like case
PSU(2, 2|4)
OSp(2|2,H) . (2.48)
Here, the bosonic component Sp(2) = Sp(2,H) is the spin group for SO(5), and SO(2,H)
is locally equivalent to SO(3)×SO(2, 1). The space-like case does not correspond to a real
coset space. However, one can achieve such curves by allowing some coordinates to become
imaginary; ordinarily, the scalar couplings ni are accompanied by a factor of the imaginary
unit i. This case can be embedded into the complexified space PSL(4|4,C)/OSp(4|4,C).
See [40] for related discussions. The coset has dimension (15|32|15)− (6|16|10) = (9|16|5),
where the middle number counts the fermionic degrees of freedom and the latter one
the bosonic degrees of freedom related to the scalars. The additional 5 bosonic degrees of
freedom specify the point ni on the sphere S5 whereas the 16 fermionic degrees of freedom
describe the orientation of the curve along the odd directions of superspace.
To be slightly more concrete, let us express a straight line in superspace which is
described by a particular class of points in the above moduli space. Its direction is deter-
mined by a time-like vector p = v, v2 = 1, and a unit internal vector q = n, n2 = 1; Note
that the fermionic directions are completely determined by these moduli as well though
the orthogonality conditions dθvT = ndθ¯T and n¯dθ = dθ¯Tv. The location of the line
in space-time is further specified by a vector b and a spinor (β, β¯). The (fat) line is a
manifold of dimension 1|8 given by
x = vτ + b− 2θ¯β + 2β¯θ, θ = λ¯v − nλT+ β, θ¯ = vλ− λ¯Tn¯+ β¯. (2.49)
Here, τ is a bosonic coordinate of the manifold, and λ, λ¯ are 16 fermionic coordinates out
of which 8 are projected out in the above equation. Note that the manifold is straight
in the sense that the dependence on the coordinates (τ, λ, λ¯) is linear. To obtain a more
conventional straight one-dimensional (thin) line, one may restrict the submanifold by
assuming the fermionic coordinates to be linear functions of τ , e.g. λ = ωτ , λ¯ = ω¯τ ;
however, due to kappa-symmetry, such a restriction along with the value of ω has no
physical significance.
By changing the coordinates τ, λ, λ¯ one can see that only 3|8 of the 4|16 components of
b, β, β¯ are physical. Together with the 3 + 5 directions, there are 6|8|5 moduli for straight
lines. The more general form of hyperbolae is obtained by conformal inversion and trans-
lation in superspace amounting to 3|8 additional degrees of freedom and 9|16|5 moduli
altogether. One can convince oneself that all of these 1|8-dimensional sub-manifolds of
superspace are invariant under some OSp(2|2,H) subgroup of PSU(2, 2|4). We conclude
that their moduli space is indeed the above coset.
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Figure 2: A polygon (left) and a spline (right) composed from curved
line segments with an inscribed Wilson loop. Two lines segments meet
at a corner (middle) which can act as a source for a UV-singularity.
Polygons and splines. Closed curves can be constructed from segments of the above
curves. Let us first understand how to make two curves meet in a point. The codimension
of a (1|8)-dimensional curve in (4|16)-dimensional superspace is (3|8). Two curves thus
imply (6|16) equations on the (4|16) coordinates of the intersection, i.e. generically the
curves will not intersect. Only after imposing (2|0) suitable constraints on the moduli of
the curves, they will generically intersect at a single point in superspace. A closed curve
made from n segments thus has n · (7|16|5) degrees of freedom, see Fig. 2.
In a Wilson loop expectation value, the segments of the curve are expected to be
finite whereas the corners may introduce UV-divergences. Since kappa-symmetry appears
to imply finiteness, one should make sure that the corners preserve this symmetry as
well. Kappa-symmetry requires p2 = q2 for all points on the curve. At the corners p
and q are discontinuous, and a reasonable regularization of the constraint is to demand
p− · p+ = q− · q+, where p± and q± describe the values of p and q just before and after
the discontinuity, cf. Fig. 2.8 9 This amounts to one bosonic constraint and consequently,
a composite curve of n segments has n · (6|16|5) degrees of freedom.
In a more conservative approach, the transition between the segments can be smoothed
out by one order in the derivatives. In other words, the direction of the path can be made
continuous while its derivative must be allowed to have jumps, see Fig. 2. The resulting
shape can be called a quadric spline.10 For this purpose, the variable qi should be con-
sidered on equal footing as the path derivative pµ ≈ x˙µ. Matching of the directions of p±
amounts to 3 constraints (the magnitude may jump due to a discontinuity in parametriza-
tion) Similarly, the q± are aligned by 5 constraints (the magnitude is linked to p). Finally,
only half of the fermionic directions θ˙ are physical while the other ones can be adjusted by
kappa-symmetry. Altogether, continuity imposes (3|8|5) constraints and leaves n · (4|8|0)
degrees of freedom for a spline with n segments. Curiously, this is merely one additional
bosonic degree of freedom per segment compared to the null polygon in full superspace [21].
As such one might consider it as a massive generalization of these objects, and wonder
whether there might be corresponding or dual objects in the AdS/CFT dictionary. Could
the 4 bosonic degrees of freedom correspond to a massive particle momentum? Are the
corresponding string configurations or their T-duals distinguished in some way? What is
8Using the finiteness derivations in later sections, one can convince oneself that this constraint is
sufficient for one-loop UV-finiteness of the corners.
9The only solution of this constraint with all parameters real (time-like curves) is the trivial one where
p and q are continuous. This can be seen by writing the constraint as p2 cosh ξ = q2 cos θ where θ is the
angle between q± and ξ is the corresponding hyperbolic angle between p±.
10A spline is a piecewise polynomial function which is smooth to a certain degree. They are often used
to approximate other functions, e.g. in computer graphics and modeling. A polygon is a spline of lowest
degree, here we require one extra degree of smoothness. The segments of our splines are not polynomials,
but rather circles or hyperbolae.
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the twistor space description?11
Unfortunately, these polygons or splines are not very amenable to concrete calculations
because the moduli space for each segment is already very large: There are (9|16|5) moduli
to specify the curved line plus 2 times (1|8) parameters to specify the end points of the
segment. In practice, for the one-loop expectation value one would need to compute the
correlator of two segments. However, the combination of two segments already breaks all
of conformal symmetry and most of the internal symmetry. Therefore, this correlator will
be a function of several cross ratios [42], and conformal symmetry cannot be used to con-
strain this function fully. Supposing that the residual internal symmetry is SO(4) ⊂ SO(6)
of dimension (0|0|6), there would be 2 · (9|16|5) + (0|0|6) − (15|32|15) = (3|0|1) super-
conformal cross ratios in this configuration. Furthermore, the correlator of two segments
would depend on the four end points specified by (1|8) coordinates each. Nevertheless,
Yangian symmetry may provide some clues towards their calculation. This will be inves-
tigated in [37]. For instance, some modification of the TBA-related methods found in [43]
could be used to describe the moduli of the spline along with the Wilson loop expectation
values. The advantage of this shape over the null polygons would be the manifest absence
of singularities. The latter should be approachable by taking a limit of splines and observ-
ing how the divergences develop. Finally, some special kinematical configurations might
further simplify the analysis so that concrete results could be computed, with or without
integrability.
2.5 Conformal Symmetry
After dimensional reduction to four dimensions, the symmetry is enhanced with respect
to what one might naively expect. Some extra generators arise, like conformal boosts and
conformal supersymmetry.
Before moving on to the supersymmetric case let us study the bosonic Maldacena-
Wilson loop whose exponential is
dxµAµ(x) + dτ
√
x˙2φi(x)n
i, (2.50)
where ni is some (possibly τ -dependent) six-dimensional unit vector. Obviously this is
invariant under Poincare´ transformations and six-dimensional rotations. If we show that it
is invariant under inversion, then conformal invariance follows. Using the transformations
of the fields under inversion, this is easy to establish once we use the fact that12
dxµAµ(x) = dx
′µA′µ(x
′), x˙′2 =
x˙2
(x2)2
. (2.51)
Let us now work out the action of the extra generators on superfields. Consider the
following transformations, which will turn out to correspond to inversions
I(x±) = (x∓)T,−1, (2.52)
I(θ) = −Mθ¯T(x−)T,−1, (2.53)
I(θ¯) = (x+)T,−1θTM−1. (2.54)
11See [41] for a similar construction of higher degree curves in twistor space, which may or may not be
related.
12Recall that under inversions φ′(x′) = x2 φ(x). There is a potential sign issue when taking the square
root if x2(τ) changes sign.
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Here we use the notation x± = x ∓ 2θ¯θ and we have introduced a constant (i.e. x-
independent) 4 × 4 matrix M which acts on the R-symmetry indices. The matrix M is
such that MT = M , M † = M−1. These properties are necessary to ensure that I2 = id. It
can be checked that the constraint x− − x+ = 4θ¯θ is preserved by inversion. The reality
conditions θ‡ = θ¯ and (x+)‡ = x− are also preserved. The inversion for x can be obtained
from x = 1
2
(x+ + x−)
I(x) = (x−)T,−1xT(x+)T,−1. (2.55)
In order to find the transformation under inversion for the superfields corresponding to
the fundamental fields of N = 4 super Yang-Mills, we proceed as follows. First, consider
the total differential
d = dθaαDaα + dθ¯
α˙
aD¯
a
α˙ + e
µ∂µ, (2.56)
where
Daα = ∂aα + θ¯
α˙
a∂αα˙, (2.57)
D¯aα˙ = ∂¯
a
α˙ + θ
aα∂αα˙, (2.58)
eµ = dxµ − dθaασµαα˙θ¯α˙a + θaασµαα˙dθ¯α˙a. (2.59)
Using the inversion formulas we can compute new vielbeine in terms of the old. For
our purposes it is more useful to present the old vielbeine in terms of the new. We find,
using the matrix form for these quantities
e = −x−e′Tx+, (2.60)
dθ = (1− 4θx−,−1θ¯)Mdθ¯′Tx+ − θe′Tx+, (2.61)
dθ¯ = −x−dθ′TM−1(1 + 4θx+,−1θ¯)− x−e′Tθ¯. (2.62)
Plugging these equations in the formula for the total differential d we find
D′aα = −(x−)α˙α(M−1(1 + 4θx+,−1θ¯))abD¯bα˙, (2.63)
D¯′aα˙ = (x+) αα˙ ((1− 4θx−,−1θ¯)M)baDbα, (2.64)
∂′αα˙ = −(x−)β˙α(x+) βα˙ ∂ββ˙ − 2(x+) βα˙ (θ)aαDaβ − 2(x−)β˙α(θ¯)α˙aD¯aβ˙. (2.65)
These supersymmetry covariant derivatives get promoted to supersymmetry and gauge
covariant derivatives, by defining
Daα = Daα +Aaα, D¯aα˙ = D¯aα˙ +Aaα˙, Dαα˙ = ∂αα˙ +Aαα˙. (2.66)
Then, if inversion is to act as a symmetry, we need to take the transformations of the gauge
connections to be the same as the transformations of the gauge covariant derivatives.
It remains to show that these inversion transformations are indeed a symmetry of
the theory. For this it is sufficient to check that they preserve the supersymmetry con-
straints, which, in turn, imply the equations of motion. As a by-product we also obtain
the transformations under inversion of the scalar superfields.
In dimensionally reduced form and with the conventions in App. A.2 for gamma-
matrices, the constraints read
{Daα,Dbβ} = −4αβΦab, (2.67)
{D¯aα˙, D¯bβ˙} = −2α˙β˙abcdΦcd, (2.68)
{Daα, D¯bβ˙} = 2δbaDαα˙. (2.69)
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Plugging in the expressions for the transformed covariant derivatives, we find
Φ′ab
(
I(x), I(θ), I(θ¯)
)
= (detx−)
(
M(1 + 4θx+,−1θ¯)
)
ac
(
M(1 + 4θx+,−1θ¯)
)
bd
Φ¯cd(x, θ, θ¯),
(2.70)
where Φ¯ab = 1
2
abcdΦcd.
It is useful to compute the determinant det(1 + 4θx+,−1θ¯). To do this, we use the fact
that det(1 + AB) = det(1 + BA)−1 where A is an odd n × m matrix and B is an odd
m× n matrix. We can show this identity by computing the super-determinant of ( 1 −AB 1 )
in two different ways.13 Using this identity, we have
det
(
1+4θx+,−1θ¯
)
= det
(
1+4x+,−1θ¯θ
)−1
= det
(
1+x+,−1(x−−x+))−1 = detx+
detx−
. (2.71)
Using inversion we can compute the infinitesimal transformations of (x, θ, θ¯) under
superconformal boosts (see App. A.3 for the explicit expressions). Then, we can find how
the supersymmetry covariant derivatives transform. We have
Daα = (1 + 4ρ
TθT + 4θ¯Tρ¯T) ba (1− 4ρθ) βα D′bβ , (2.72)
where ρ and ρ¯ are the parameters of the superconformal transformations. The supersym-
metry and gauge covariant derivatives Daα transform in the same way. Then, the super-
symmetry constraints can be used to compute how the scalar superfield Φab transforms.
We find
Φ′ab(x
′, θ′, θ¯′) = Φab(x, θ, θ¯) + 4 tr(ρθ)Φab− 4(ρTθT + θ¯Tρ¯T) a′a Φa′b + 4Φab′(θρ+ ρ¯θ¯)b
′
b. (2.73)
This transformation law makes it clear that Φ is a superconformal primary: when placed
at the origin of superspace it is invariant under S and S¯ transformations.
If Φab is contracted with q
ab and we want this contraction to be invariant, then we
need to impose that qab transforms in the opposite way. That is, using matrix notation,
δq = −4(θρ+ ρ¯θ¯)q + 4q(ρTθT + θ¯Tρ¯T)− 4 tr(ρθ)q. (2.74)
The same result can be obtained by studying the transformation of dθdθT. More precisely,
dθdθT is related to dθ′dθ′T in the same way as dq is related to dq′.
The transformation law for q¯ can be found by using hermitian conjugation q¯ = q†.
Complex conjugation of odd variables preserves the order of terms and does not introduce
extra signs. The reality conditions for the odd variables are θ∗ = θ¯T, θ¯∗ = θT, and similarly
for ρ. Using this we obtain
δq¯ = −4(θ¯Tρ¯T + ρTθT)q¯ + 4q¯(ρ¯θ¯ + θρ) + 4 tr(θ¯ρ¯)q¯. (2.75)
Finally, using a Schouten identity in five indices, the duality relation q¯ab = (∗q)ab ≡
1
2
abcdq
cd can be shown to be preserved by these transformations.
We conclude that this super Wilson loop transforms in a simple way under supercon-
formal transformations. In fact, both the gauge and the scalar part have simple transfor-
mations by themselves.
13The bosonic counterpart of this identity is det(1 +AB) = det(1 +BA), for A an n×m even matrix
and B an m×n even matrix. This identity can be shown by noticing that it holds if A and B are invertible
square matrices and then using a standard deformation argument.
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One last thing which is not obvious is whether the ten-dimensional light-like con-
straint is preserved by superconformal transformations. It is clearly preserved by Lorentz
transformations and R-symmetry transformations, which descend from ten-dimensional
SO(1, 9) Lorentz transformations. It is less obvious that the light-like constraint is also
preserved by conformal boosts. These conformal boosts can be thought of as descend-
ing from ten-dimensional conformal group SO(2, 10) which preserves the ten-dimensional
light-like intervals. So it remains to check if the light-like constraint is preserved by S-
supersymmetries. We find[
ρS + ρ¯S¯, (p2 − q2)] = −4(p2 − q2)(tr(ρθ) + tr(ρ¯θ¯)), (2.76)
where q2 = 1
8
abcdq
abqcd = −1
4
tr(qq¯) and p2 = −1
2
tr(ppT).
Let us now study how the superconformal transformations and kappa-transformations
fit together. We do not need to make any checks for the transformations which descend
from ten-dimensional super Poincare´ transformations, since those can be represented as
a left-action in the coset language and their algebra with the right action of the kappa-
transformations can be found from general arguments.
For the S and S¯ supersymmetries we will check the algebra with kappa-transformations
by direct computation. The action on θ and p is simple and it yields
[ρS + ρ¯S¯, δκ] = δκ′ , (2.77)
where κ′ = −4κρ¯θ¯ − 4κθρ− 4ρθκ. However, checking the action of this commutator on q
is much more involved.
In order to show that the action of this commutator on q is the same as on θ and p,
we need a number of identities involving the dual of a rank two tensor
q2(∗M) = −1
2
qMTq + 1
2
qMq − 1
2
q tr(Mq), (2.78)
∗(Mq¯N) = −1
2
q tr(MNT) + 1
2
MTqNT − 1
2
tr(N)MTq + 1
2
NMTq (2.79)
+ 1
2
MTNq − 1
2
tr(M)qNT + 1
2
qMNT + 1
2
qNTM (2.80)
− 1
2
tr(M)Nq + 1
2
tr(N)qTM + 1
2
NqM + 1
2
q tr(M) tr(N), (2.81)
(∗M) tr(N) = ∗(MN)− ∗(MTN) +N(∗M) + (∗M)NT, (2.82)
where M , N are 4 × 4 even matrices with zero form grading. The last identity can in
fact be used to rewrite in a more compact way the transformation of q under S and S¯
transformations
δq = −4(ρ¯θ¯q) + 4(ρ¯θ¯q)T + 8∗(q¯θρ) = −8∗∗(ρ¯θ¯q) + 8∗(q¯θρ), (2.83)
where we have used the fact that ∗∗M = 1
2
M − 1
2
MT (for an anti-symmetric matrix we
have the more familiar relation ∗∗M = M).
When acting with [ρS + ρ¯S¯, δκ]− δκ′ on q, we find
4
(
2∗(κTρ) + κ¯ρ¯T − ρ¯κ¯T)(p2 − q2), (2.84)
which vanishes for p2 − q2 = 0.
3 The Super Wilson Loop in Harnad-Shnider Gauge
In the previous section we introduced the supersymmetric analog of the Maldacena-Wilson
loop operator and studied its symmetries. We discussed that our super Maldacena-Wilson
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loop operator is invariant under superconformal transformations and moreover enjoys
kappa-symmetry. In this section we will compute the one-loop expectation value through
fourth order in an expansion in the anti-commuting variables and investigate the question
of finiteness. Moreover, we will explicitly check the superconformal invariance of the one-
loop expectation value at the first non-trivial order in the fermionic coordinates.
3.1 Component Expansion of the Superfields
We start by expressing the super-connection in terms of the component fields of N = 1
SYM theory in 10d. The procedure that we will use to do so was introduced in [44]
and [36]. By combining the constraint Fαˆβˆ = 0 (2.5) with the Bianchi identities for the
gauge covariant derivatives one can derive the following set of equations [35]
Fαˆβˆ = 0 , (3.1)
Fµˆαˆ = Γµˆ,αˆβˆ Ψ βˆ , (3.2){Dαˆ, Ψ βˆ} = −12 (Γ µˆνˆ)αˆβˆFµˆνˆ , (3.3)
[Dαˆ,Fµˆνˆ ] = Γµˆ,αˆβˆ
[Dνˆ , Ψ βˆ]− Γνˆ,αˆβˆ[Dµˆ, Ψ βˆ] . (3.4)
The first two of these equations have already been discussed in Sec. 2.1. While the fourth
equation follows straight-forwardly from the Bianchi identity for Dµˆ, Dνˆ and Dαˆ, the third
one requires a bit more work. Starting from the Bianchi identity for one bosonic and two
fermionic gauge covariant derivatives one finds
Γ νˆ
αˆβˆ
Fµˆνˆ = 12Γµˆ,βˆγˆ
{Dαˆ, Ψ γˆ}+ 12Γµˆ,αˆγˆ{Dβˆ, Ψ γˆ} . (3.5)
By multiplying this equation with Γ˜ρˆ and taking the trace we obtain the following set of
equations:
Fµˆνˆ = − 116
(
Γ˜µˆνˆ
)αˆ
γˆ
{Dαˆ, Ψ γˆ} , {Dαˆ, Ψ αˆ} = 0 . (3.6)
If we now expand the expression
{Dαˆ, Ψ βˆ} on a basis of gamma-matrices and make use
of the two former equations we find{Dαˆ, Ψ βˆ} = −12(Γ µˆνˆ)αˆβˆFµˆνˆ + 116 14![(Γσˆρˆνˆµˆ)γˆ ˆ{Dˆ, Ψ γˆ}](Γ µˆνˆρˆσˆ)αˆβˆ . (3.7)
Equation (3.3) follows now by plugging this expression back into equation (3.5) and noting
that the coefficient multiplying Γ µˆνˆρˆσˆ vanishes.
After having briefly recalled the derivation of the relations (3.1)–(3.4) we now pro-
ceed by fixing the fermionic gauge invariance. Following [36], we adopt the gauge fixing
condition
θαˆAαˆ(x, θ) = 0 . (3.8)
Next, we define the operator
D := θαˆDαˆ = θαˆ ∂
∂θαˆ
, (3.9)
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where the rightmost statement is a consequence of the gauge fixing condition (3.8) and the
fact that the Pauli matrices are symmetric. By combining the gauge fixing condition (3.8)
with the equations (3.1)–(3.4) one easily derives the following set of recursion relations
(1 + D)Aαˆ = 2(θΓ µˆ)αˆAµˆ , (3.10)
DAµˆ = −(θ ΓµˆΨ) , (3.11)
DΨ αˆ = −1
2
(θΓ µˆνˆ)αˆFµˆνˆ , (3.12)
DFµˆνˆ = (θΓµˆDνˆΨ)− (θΓνˆDµˆΨ) . (3.13)
Using these relations we can now reconstruct the superfields entirely from the lowest-order
data
Aµˆ(x, θ) = Aµˆ(x) +O(θ) , Aαˆ(x, θ) = O(θ) , Ψ αˆ(x, θ) = ψαˆ(x) +O(θ) . (3.14)
The result reads
Aµˆ(x, θ) = Aµˆ(x)−
(
θΓµˆψ(x)
)− 1
4
(
θΓµˆΓ˜
ρˆσˆθ
)(
Fρˆσˆ(x) +
2
3
(
θΓρˆDσˆψ(x)
)
(3.15)
+ 1
12
(
θΓρˆΓ˜
νˆκˆθ
)
DσˆFνˆκˆ(x) +
1
6
[(
θΓρˆψ(x)
)
,
(
θΓσˆψ(x)
)])
+O(θ5) ,
Ψ αˆ(x, θ) = ψαˆ(x) + 1
2
(
Γ˜ µˆνˆθ
)αˆ(
Fµˆνˆ(x) +
(
θΓµˆDνˆψ(x)
)
(3.16)
+ 1
6
(
θΓµˆΓ˜
ρˆσˆθ
)
DνˆFρˆσˆ(x) +
1
3
[(
θΓµˆψ(x)
)
,
(
θΓνˆψ(x)
)])
+O(θ4) ,
Aαˆ(x, θ) =
(
θΓ µˆ
)
αˆ
(
Aµˆ(x)− 23
(
θΓµˆψ(x)
)− 1
8
(
θΓµˆΓ˜
ρˆσˆθ
)
Fρˆσˆ(x)
)
+O(θ4) , (3.17)
where Dνˆ = ∂νˆ + Aνˆ is the usual bosonic gauge covariant derivative. In the linearized
theory one can in fact easily find the complete theta expansion of Aµˆ and Aαˆ. For this,
note that at the linear level the recursion relations (3.10)–(3.13) imply
D(D− 1)Alinµˆ = −ΣµˆνˆAlinνˆ , (3.18)
where we have introduced the operator
Σµˆ
νˆ :=
(
θΓµˆ
ρˆνˆθ
)
∂ρˆ . (3.19)
Given the second order relation (3.18) and the two lowest-order components of the bosonic
superfield Aµˆ it is not too hard to see that in the linearized theory the superfield Aµˆ is
to all orders in theta given by
Alinµˆ (x, θ) =
( 8∑
n=0
(−1)n
(2n)!
(
Σn
)
µˆ
νˆ
)
Aνˆ(x)−
( 7∑
n=0
(−1)n
(2n+ 1)!
(
Σn
)
µˆ
νˆ
)(
θΓνˆψ(x)
)
, (3.20)
where (
Σn
)
µˆ
νˆ := Σµˆ
σˆΣσˆ
ρˆ . . . Σλˆ
κˆΣκˆ
νˆ and
(
Σ0
)
µˆ
νˆ := δνˆµˆ . (3.21)
With the help of equation (3.10) we can now also write down an all-order expression for
the linearized fermionic superfield Alinαˆ :
Alinαˆ (x, θ) = 2
(
θΓ µˆ
)
αˆ
{( 7∑
n=0
(−1)n
(2n)!(2n+ 2)
(
Σn
)
µˆ
νˆ
)
Aνˆ(x)
−
( 7∑
n=0
(−1)n
(2n+ 1)!(2n+ 3)
(
Σn
)
µˆ
νˆ
)(
θΓνˆψ(x)
)}
. (3.22)
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The generalization of these component field expansions to the full non-linear case was
recently reported in [45]. Note however that all the fields in the above equations are on-
shell since the relations (3.1)–(3.4) do not only eliminate all the auxiliary fields, but also
impose the equations of motion [35].
3.2 Propagators and the One-Loop Vacuum Expectation Value
After having established the component expansion of the super-connection we will now
compute the one-loop expectation value of the super Maldacena-Wilson loop operator
(2.13) through quartic order in an expansion in the anti-commuting variables. In what
follows we write, for the sake of brevity, the super Maldacena-Wilson loop operator (2.13)
as
W˜ = 1
N
tr P exp
(∮
Z˜
dτ
(
pµˆAµˆ + θ˙αˆAαˆ
))
, (3.23)
where we have reassembled the four and six vector that couple to Aµ and Φi, respectively,
into one 10d vector being defined as follows:
pµˆ =
{
x˙µ +
(
θΓ µθ˙
)
for µˆ = µ = 0, . . . , 3,
qi = ni
√
pνpν for µˆ = i = 4, . . . , 9.
(3.24)
To get started let us compute the superfield propagators to the relevant order in the
anti-commuting variables. Since we are eventually interested in N = 4 SYM in 4d rather
than in N = 1 SYM in 10d we will, from now on, work with the reduced theory (i.e.
∂iAµˆ(x) = ∂iψ(x) = 0) but keep the 10d notation for the spinors and vectors. In order
to have a self-contained presentation let us once more list the component expansions of
the linearized superfields Alinµˆ and Alinαˆ . Spelling out the first few summands of (3.20) and
(3.22) while discarding derivative terms with respect to the six extra coordinates yields
Alinµˆ (x, θ) =Aµˆ(x)−
(
θΓµˆψ(x)
)− 1
2
(
θΓ µˆ
ρνˆθ
)
∂ρAνˆ(x) +
1
6
(
θΓ µˆ
ρνˆθ
)(
θΓνˆ∂ρψ(x)
)
(3.25)
+ 1
24
(
θΓ µˆ
ρνˆθ
)(
θΓ νˆ
σκˆθ
)
∂ρ∂σAκˆ(x) +O(θ5) ,
Alinαˆ (x, θ) =
(
θΓ µˆ
)
αˆ
(
Aµˆ(x)− 23
(
θΓµˆψ(x)
)− 1
4
(
θΓ µˆ
ρνˆθ
)
∂ρAνˆ(x)
)
+O(θ4) . (3.26)
Here and in what follows, hatted vector indices run from 0 to 9 while unhatted ones run
from 0 to 3. The final ingredients needed to compute the superfield propagators are the
propagators of the component fields. These can easily be derived from the dimensionally
reduced version of the N = 1 SYM action in 10d which in our conventions reads
SN=1 = − 1
g210
∫
d10x tr
[
1
2
Fµˆνˆ F
µˆνˆ +
(
ψΓµˆD
µˆψ
)]
. (3.27)
In Feynman gauge one finds
〈
Aaµˆ(x1)A
b
νˆ(x2)
〉
=
g2δab
4pi2
ηµˆνˆ
x212
,
〈
ψαˆa(x1)ψ
βˆb(x2)
〉
=
g2δab
2pi2
Γ˜ αˆβˆρ x
ρ
12
x412
, (3.28)
where we have abbreviated xρ12 := x
ρ
1 − xρ2 and a, b are the SU(N) color indices. Using
the expressions given above it is now a straight-forward exercise to compute the leading
order terms in the Graßmann expansion of the superfield propagators. Through quartic
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order in the anti-commuting variables we find the following expression for the propagator
of two bosonic superfields14〈Aaµˆ(1)Abνˆ(2)〉 = g2δab4pi2 (ηµˆνˆ + ηµˆνˆ(θ1Γρθ2)∂ρ2 − 2ηρ(νˆ(θ1Γµˆ)θ2)∂ρ2 + 12(θ12Γµˆρνˆθ12)∂ρ2
+ 1
24
(
θ12Γ µˆσ
κˆθ12
)(
θ12Γκˆρνˆθ12
)
∂ρ2∂
σ
2 − 16ησ[µˆ
(
θ1Γνˆ]ρκˆθ2
)(
θ1Γ
κˆθ2
)
∂ρ2∂
σ
2
+ 1
6
ησ[µˆ
(
θ12Γνˆ]ρκˆθ12
)(
θ1Γ
κˆθ2
)
∂ρ2∂
σ
2 +
1
6
ησµˆ
(
θ2Γνˆρκˆθ2
)(
θ1Γ
κˆθ2
)
∂ρ2∂
σ
2
− 1
6
ησνˆ
(
θ1Γµˆρκˆθ1
)(
θ1Γ
κˆθ2
)
∂ρ2∂
σ
2 +
1
2
(
θ12Γµˆσνˆθ12
)(
θ1Γρθ2
)
∂ρ2∂
σ
2
+ 1
6
ηµˆρηνˆσ
(
θ1Γκˆθ2
)(
θ1Γ
κˆθ2
)
∂ρ2∂
σ
2 +
1
2
ηµˆνˆ
(
θ1Γρθ2
)(
θ1Γσθ2
)
∂ρ2∂
σ
2
− 1
2
ηµˆρ
(
θ1Γνˆθ2
)(
θ1Γσθ2
)
∂ρ2∂
σ
2 − 12ησνˆ
(
θ1Γρθ2
)(
θ1Γµˆθ2
)
∂ρ2∂
σ
2
+O(θ6)
)(
x212
)−1
. (3.29)
In order to bring the propagator to this particular form we made repeated use of the
magic identity ηµˆνˆΓ
µˆ
(αˆβˆ
Γ νˆγˆ)ˆ = 0 as well as of the formula
Γ µˆ1...µˆpΓ νˆ1...νˆq =
min{p,q}∑
k=0
k!
(
p
k
)(
q
k
)
η[µˆp|
[νˆ1|
η|µˆp−1|
|νˆ2|
. . . η|µˆp+1−k|
|νˆk|
Γ |µˆ1...µˆp−k]
|νˆk+1...νˆq ]
. (3.30)
Note that in the last expression we have, for obvious reasons, given up the explicit dis-
tinction between the two types of Pauli matrices, cf. (A.13).
The mixed superfield propagator can be computed to be〈Aaµˆ(1)Abαˆ(2)〉 = g2δab4pi2 (θ2Γ νˆ)αˆ(ηµˆνˆ + 14(θ2Γµˆρνˆθ2)∂ρ2 + 12(θ1Γµˆρνˆθ1)∂ρ2 (3.31)
− 4
6
(
θ1Γµˆρνˆθ2
)
∂ρ2 − 86ηρ(νˆ
(
θ1Γµˆ)θ2
)
∂ρ2 +
4
6
ηµˆνˆ
(
θ1Γρθ2
)
∂ρ2 +O(θ4)
)(
x212
)−1
,
while the propagator between two fermionic superfields is, at leading order, given by〈Aaαˆ(1)Abβˆ(2)〉 = g2δab4pi2 (θ1Γ κˆ)αˆ(θ2Γκˆ)βˆ(x212)−1 +O(θ4) . (3.32)
Using these results we can now compute the one-loop expectation value of the loop opera-
tor (3.23) up to quartic order in the anti-commuting variables. Expanding the exponential
in (3.23) leads to
〈W˜〉 = 1 + δab
4N
∫
dτ1 dτ2
(
pµˆ1p
νˆ
2
〈Aaµˆ(1)Abνˆ(2)〉+ 2pµˆ1 θ˙αˆ2 〈Aaµˆ(1)Abαˆ(2)〉
− θ˙αˆ1 θ˙βˆ2
〈Aaαˆ(1)Abβˆ(2)〉) + . . . . (3.33)
After plugging in the superfield propagators and performing a few manipulations using
the identity (3.30) as well as integration by parts, we obtain
〈W˜〉 = 1 + λ
16pi2
∫
dτ1 dτ2 F(τ1, τ2) +O(λ2) , (3.34)
14Here we have dropped terms which are proportional to 2
(
x212
)−1
and which do therefore vanish
up to a delta-function δ(4)(x(τ1)− x(τ2)). Explicitly, these terms are
(
1
12
(
θ12Γµˆνˆκˆθ12
)− 112(θ1Γµˆνˆκˆθ2)−
1
6ηµˆνˆ
(
θ1Γκˆθ2
)
+ 12
(
θ1Γµˆθ2
)
ηνˆκˆ
)(
θ1Γ
κˆθ2
)
2
(
x212
)−1
.
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where the integrand is given by
F(τ1, τ2) =
{
pµˆ1p
νˆ
2
(
ηµˆνˆ +
1
2
(
θ12Γµˆρνˆθ12
)
∂ρ2 +
1
24
(
θ12Γ µˆρ
nˆθ12
)(
θ12Γ nˆσνˆθ12
)
∂ρ2∂
σ
2
)
+ 2pµˆ1
(
ηµˆκˆ +
1
4
(
θ12Γ µˆρκˆθ12
)
∂ρ2
)(
θ12Γ
κˆθ˙2
)
− 2
3
(
θ12Γ
µˆθ˙1
)(
θ12Γµˆθ˙2
)} 1
(x12 − θ1Γθ2)2 +O(θ
6) . (3.35)
Note that for the sake of manifest super Poincare´ invariance, we have completed the
distance x12 in the denominator above. Upon Taylor expansion all terms which are of
order 6 or higher in the anti-commuting variables of course need to be neglected. Now,
given the integrand (3.35) it is tempting to speculate about the all-order form of the one-
loop integrand. In fact, by taking into account the all-order expressions (3.20) and (3.22)
for the linearized superfields one can come up with an educated guess for the complete
one-loop integrand
F(τ1, τ2) =
{
pµˆ1
( 16∑
n=0
1
(2n)!
(
Σ¯n12
)
µˆ
νˆ
)
p2νˆ + 4p
µˆ
1
( 15∑
n=0
1
(2n)!(2n+ 2)
(
Σ¯n12
)
µˆ
νˆ
)(
θ12Γνˆ θ˙2
)
− 2
3
(
θ12Γ
µˆθ˙1
)( 15∑
n=0
cn
(
Σ¯n12
)
µˆ
νˆ
)(
θ12Γνˆ θ˙2
)} 1
(x12 − θ1Γθ2)2 , (3.36)
where we have used a similar notation as in (3.20) with Σ¯12 being defined as(
Σ¯12
)
µˆ
νˆ :=
(
θ12Γµˆ
ρνˆθ12
)
∂2ρ and
(
Σ¯012
)
µˆ
νˆ := δνˆµˆ. (3.37)
Unfortunately there seems to be no easy way of determining the coefficients cn beyond
explicit calculation so that at this point we only know that they are rational and that
c0 = 1.
3.3 Finiteness
Although it has never been rigorously proven, the Maldacena-Wilson loop operator as it
was introduced in [23] is generally believed to have a finite expectation value as long as the
path on which it depends is smooth and non-intersecting. In this section we will address
the question whether a similar statement holds true for our super-loop operator (2.13).
While the question of finiteness is on the one hand very interesting in itself, it is on the
other hand also crucial for us with respect to the way we will deal with the symmetries of
the quantum object. Since an all-loop analysis seems to be far beyond reach we will, in
what follows, restrict ourselves to a discussion at the one-loop level. More precisely, we will
only focus on the short-distance behavior of the one-loop integrand (3.35) resp. (3.36) as
the absence of short-distance singularities at the level of the integrand already guarantees,
at least for a wide class of contours15 , the finiteness of the one-loop expectation value.
15Due to the Minkowski structure of our superspace it could in principal happen that the denominator
of (3.35) becomes zero although the two points (x(τ1), θ(τ1)) and (x(τ2), θ(τ2)) do not coincide. However,
for the time being, let us not consider this case and instead restrict to curves for which the square of
supertranslation invariant interval does not vanish for any two distinct τ1 and τ2.
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To investigate the UV-behavior of our super-loop operator (2.13) we will study the
short-distance limit of the one-loop integrand (3.35). For this we introduce a parameter
ε being defined as ε = τ2 − τ1 and expand the integrand (3.35)
F(τ1, τ2) = F(τ, τ + ε) (3.38)
for small ε. If we can show that the resulting series is free of poles, the integrand stays finite
over the whole integration domain thus leading to a finite vacuum expectation value. The
loop contour that we are going to consider is assumed to be a smooth, non-intersecting,
closed path in superspace which is furthermore super light-like in 10d, i.e.,
pµˆpµˆ = p
µpµ − qiqi = 0 −→ pµˆp˙µˆ = 0 , (3.39)
but nowhere light-like in 4d, i.e. pµpµ 6= 0 for all τ . Here we have used the same definition
for the 10d vector pµˆ as in the previous section, see (3.24). The expansions of the super-
path variables Z(τ + ε) around ε = 0 are given by
xµ1 = x
µ, xµ2 = x
µ + εx˙µ + 1
2
ε2x¨µ +O(ε3), (3.40)
θαˆ1 = θ
αˆ, θαˆ2 = θ
αˆ + εθ˙αˆ + 1
2
ε2θ¨αˆ +O(ε3), (3.41)
qi1 = q
i, qi2 = q
i + εq˙i + 1
2
ε2q¨i +O(ε3) . (3.42)
We start our investigation of the pole structure of (3.38) by focusing on the denominator
term in (3.35) and its derivatives. Using the expansions (3.40)–(3.42) we find
1
(x12 − θ1Γθ2)2 =
1
ε2
(
1
pµpµ
− ε p
µp˙µ
(pνpν)
2 +O(ε2)
)
. (3.43)
For the first derivative of the denominator term we obtain the following Taylor expansion
∂ρ2
(
1
(x12 − θ1Γθ2)2
)
=
1
ε3
(
−2pρ
(pµpµ)
2 + ε
4pρpµp˙µ − p˙ρpµpµ
(pνpν)
3 +O(ε2)
)
. (3.44)
In general, each partial derivative increases the power of the leading divergence by one
unit. Therefore, we can write down the following formal Taylor series for the n-th deriva-
tive of the inverse square of the supertranslation invariant interval
(∂2)
n
(
1
(x12 − θ1Γθ2)2
)
=
1
ε2+n
(
Sn(τ) + εTn(τ) +O(ε2)
)
, (3.45)
where Sn and Tn denote two different rank-n tensors. Having discussed the denominator
term and its derivatives, we now need to compute the Taylor expansions of the numerator
terms. We start by focusing on the sum of all terms which do not involve a partial
derivative. For these terms we find the following result
pµˆ1
(
p2µˆ + 2
(
θ12Γµˆθ˙2
))− 2
3
(
θ12Γ
µˆθ˙1
)(
θ12Γµˆθ˙2
)
= 1
2
ε2pµˆ
(
p¨µˆ − 2
(
θ˙Γµˆθ¨
))
+O(ε3), (3.46)
where we have used the relations (3.39) as well as the fact that the Pauli matrices are
symmetric. If we multiply the two expansions (3.43) and (3.46) we immediately see that
the resulting series starts at order ε0 and does therefore have a finite limit as ε→ 0. For
the sum of all terms which multiply the first derivative of the denominator term (3.44)
we obtain the following expansion
1
2
pµˆ1p
νˆ
2
(
θ12Γµˆρνˆθ12
)
+ 1
2
pµˆ1
(
θ12Γµˆρκˆθ12
)(
θ12Γ
κˆθ˙2
)
= 1
2
ε3pµˆp˙νˆ
(
θ˙Γµˆρνˆ θ˙
)
+O(ε4) . (3.47)
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Here we have used the fact that the term at order ε2 vanishes due to the anti-symmetry of
Γµˆρνˆ . Therefore, the product of the two expansions (3.44) and (3.47) is also free of poles.
The last term which we will investigate explicitly is the one which multiplies the second
derivative of the denominator term. Its Taylor expansion reads
1
24
pµˆ1p
νˆ
2
(
θ12Γ µˆρ
nˆθ12
)(
θ12Γ nˆσνˆθ12
)
= 1
24
ε4pµˆpνˆ
(
θ˙Γ µˆρ
nˆθ˙
)(
θ˙Γ nˆσνˆ θ˙
)
+O(ε5) . (3.48)
If we combine this expression with equation (3.45) (for n = 2) we see that the resulting
series is again UV-safe, thus completing our proof that the first three terms in the Graß-
mann expansion of the complete one-loop integrand are free of short-distance singularities.
Given this result one can now of course raise the question whether this statement also
holds for the higher-order terms in the theta expansion. In fact, provided that our con-
jecture about the form of the complete one-loop integrand (3.36) is structurally correct,
one easily sees that all the higher-order terms are also UV-finite since every operator Σ¯12
comes with two ε’s originating from the expansions of the two θ12 but contains only one
partial derivative, cf. (3.45).
3.4 Conformal Symmetry
In Sec. 2.5 we argued that our super-loop operator (2.13) is superconformal in the fol-
lowing sense: The action of a superconformal transformation on the path of the loop is
equal to minus the superconformal transformation acting on the fields. Assuming the su-
perconformal invariance of the path integral measure this implies a Ward identity for the
super Maldacena-Wilson loop: The path action of (say) the superconformal generators S
and S¯ on the vacuum expectation value of our super-loop operator should vanish. Using
the results obtained in Sec. 3.2 we will now explicitly check this Ward identity at leading
order in the perturbative expansion. More precisely, we will compute the variation of the
expectation value (3.34) under a superconformal boost and then show that this expression
vanishes modulo terms which are at least cubic in the anti-commuting variables.
In 10d notation for the spinors the superconformal transformation laws of the super-
space coordinates (A.21), (A.22) and (2.74) take the following form
δxµ = x
ν
(
θΓµΓ˜νξ
)− 1
12
(
θΓ νρξ
)(
θΓµΓ˜νρθ
)
+ 1
12
(
θΓ ijξ
)(
θΓµΓ˜ijθ
)
, (3.49)
δθαˆ = xµ
(
ξΓ˜µ
)αˆ
+ 1
2
(
θξ
)
θαˆ − 1
4
(
θΓ µνξ
)(
θΓµν
)αˆ
+ 1
4
(
θΓ ijξ
)(
θΓij
)αˆ
, (3.50)
δqi = 2qj
(
θΓ jΓ˜ iξ
)
, (3.51)
where ξ is the parameter which specifies the transformation. In order to be able to split
the subsequent computation in smaller but self-contained pieces we will work with the
following form of the one-loop expectation value
〈W˜〉
(1)
=
λ
16pi2
∫
dτ1 dτ2
{
Ip(τ1, τ2) + Iq(τ1, τ2) +O(θ4)
}
, (3.52)
where we have separated the integrand into a part which does not involve the coordinate
q at all
Ip(τ1, τ2) =
pµ1p
ν
2
x212
(
ηµν + 2ηµν
(
θ1Γρθ2
)xρ12
x212
+
(
θ12Γµρνθ12
)xρ12
x212
)
+
2pµ1
x212
(
θ12Γµθ˙2
)
, (3.53)
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and a piece which involves all the remaining terms
Iq(τ1, τ2) =
qi1q
j
2
x212
(
ηij + 2ηij
(
θ1Γρθ2
)xρ12
x212
+
(
θ12Γiρjθ12
)xρ12
x212
)
+
2qi1
x212
(
pµ2
(
θ12Γiρµθ12
)xρ12
x212
+
(
θ12Γiθ˙2
))
. (3.54)
This particular splitting turns out to be useful since the p-part and the q-part do not mix
under superconformal transformations.
Let us start by computing the variation of the integrand Ip(τ1, τ2). Under a supercon-
formal boost the super-momentum pµ transforms as
δpµ = 2x˙
ν
(
θΓµΓ˜νξ
)
+O(θ3) . (3.55)
Using this expression we can now compute the variation of the integrand (3.53). If we
only keep terms which are linear in theta after the variation we find
δIp(τ1, τ2)
∣∣∣∣
O(θ)
=ˆ
2x˙µ1
x212
(
2x˙ν2
(
θ2ΓµΓ˜νξ
)− xν12(θ˙2ΓµΓ˜νξ)+ x˙ν2(θ12ΓµΓ˜νξ))
− 2x˙
µ
1 x˙
ν
2
x412
(
ηµνx
ρ
12x
σ
12
(
θ1ΓρΓ˜σξ
)
+ ηµνx
ρ
12x
σ
12
(
θ2ΓρΓ˜σξ
)
− xρ12xσ12
(
θ12ΓµρνΓ˜σξ
))
, (3.56)
where by =ˆ we mean that the expression on the right-hand side gives the same result when
integrated over τ1 and τ2, i.e., we already made use of the freedom to relabel integration
variables. Using the Clifford algebra relation for the Pauli matrices as well as the identity
(3.30) the former expression can be rewritten as follows:
δIp(τ1, τ2)
∣∣∣∣
O(θ)
=ˆ
2x˙µ1
x212
(
2x˙ν2
(
θ2ΓµΓ˜νξ
)− xν12(θ˙2ΓµΓ˜νξ)+ x˙ν2(θ12ΓµΓ˜νξ)− x˙2µ(θ1ξ)
− x˙2µ
(
θ2ξ
)− x˙ν2(θ12Γµνξ)+ 2x˙ρ2x12ρx212 xν12(θ12ΓµΓ˜νξ)
)
. (3.57)
By use of the Clifford algebra relation as well as integration by parts the variation of
Ip(τ1, τ2) can be shown to be equivalent to
δIp(τ1, τ2)
∣∣∣∣
O(θ)
=ˆ 2x˙µ1
(
− x˙
ν
2
x212
(
θ12ΓµΓ˜νξ
)− xν12
x212
(
θ˙2ΓµΓ˜νξ
)
+
2x˙ρ2x12ρ
x412
xν12
(
θ12ΓµΓ˜νξ
))
. (3.58)
This expression can however easily be seen to be a total derivative with respect to τ2
δIp(τ1, τ2)
∣∣∣∣
O(θ)
=ˆ 2x˙µ1
∂
∂τ2
(
xν12
x212
(
θ12ΓµΓ˜νξ
))
(3.59)
and does therefore vanish when integrated over. Let us note that the expression is also
not singular in the limit 1→ 2.
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We now turn to the variation of Iq(τ1, τ2). If we again discard terms which are of
higher-order than linear in theta we find
δIq(τ1, τ2)
∣∣∣∣
O(θ)
=ˆ
2qi1q
j
2
x212
((
θ12Γijξ
)
+ ηij
(
θ1ξ
)
+ ηij
(
θ2ξ
)− 1
x212
(
ηijx
µ
12x
ν
12
(
θ1ΓµΓ˜νξ
)
+ ηijx
µ
12x
ν
12
(
θ2ΓµΓ˜νξ
)− xµ12xρ12(θ12ΓiρjΓ˜µξ))) (3.60)
+
2qi1
x212
(
−xµ12
(
θ˙2ΓiΓ˜µξ
)
+ x˙µ2
(
θ12ΓiΓ˜µξ
)
+
2pν2
x212
xµ12x
ρ
12
(
θ12ΓiρνΓ˜µξ
))
.
Using the Clifford algebra relation as well as the reduction formula (3.30) one easily shows
that the part being quadratic in q vanishes without leaving behind a total derivative term.
Note that this is expected as the terms being quadratic in q originate from the correlator
of two scalar superfields Φi and the combination q
iΦi is superconformally invariant, see
section (2.5). The terms being linear in q can be rewritten as
δIq(τ1, τ2)
∣∣∣∣
O(θ)
=ˆ 2qi1
(
−x
µ
12
x212
(
θ˙2ΓiΓ˜µξ
)− x˙µ2
x212
(
θ12ΓiΓ˜µξ
)
+
2x˙ρ2x12ρ
x412
xµ12
(
θ12ΓiΓ˜µξ
))
, (3.61)
which is pretty much the same total derivative that we encountered when varying the
integrand Ip(τ1, τ2)
δIq(τ1, τ2)
∣∣∣∣
O(θ)
=ˆ 2qi1
∂
∂τ2
(
xν12
x212
(
θ12ΓiΓ˜νξ
))
. (3.62)
Putting both partial results together yields
δ
〈W˜〉
(1)
=
λ
8pi2
∫
dτ1 dτ2
{
∂
∂τ2
(
xν12
x212
(
θ12
(
x˙µ1Γµ + q
i
1Γi
)
Γ˜νξ
))
+O(θ3)
}
, (3.63)
which shows that the vacuum expectation value of our super-loop operator (2.13) is anni-
hilated by the generators of superconformal transformations modulo terms which are at
least cubic in the anti-commuting variables.
4 The Super Wilson Loop in Non-Chiral Superspace
using Light-Cone Gauge
In the previous section we showed that the Maldacena-Wilson loop is finite and confor-
mally invariant at one loop and at the leading orders in the theta expansion. Here we
investigate the O(g2) divergence structure of a Wilson loop in full superspace. This is
not only relevant for the kappa-symmetric case, which is expected to be finite, but also
towards properly renormalizing the remaining Wilson loops.
4.1 Superspace Propagators
At O(g2) there is only one term contributing to the expectation value of a Wilson loop:
The Wilson loop must be expanded to two fields which are consequently connected by a
propagator. All effects of a non-abelian gauge group are irrelevant at this level, and one
can effectively assume an abelian gauge group.
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In order to discuss the singularities of a Wilson loop, we need the propagators in
superspace. The propagators for the gauge connection clearly depend on the gauge chosen.
In [22] a full superspace expression was derived for an abelian gauge group in a light-cone
gauge.
Pre-potentials. First of all, the connection can be split up into chiral, anti-chiral and
pure gauge contributions
A = A+ +A− + dΛ. (4.1)
The chiral components A± can be expressed in terms of chiral pre-potentials B±
A+ = εβγ(dx+)α˙α ∂
∂(x+)α˙γ
B+αβ + εβγdθaα
∂
∂θaγ
B+αβ,
A− = −εβ˙γ˙(dx−)α˙α ∂
∂(x−)β˙α
B−α˙γ˙ − εβ˙γ˙dθ¯α˙a
∂
∂θ¯β˙a
B−α˙γ˙. (4.2)
It was then shown in [22] that the pre-potentials have the following propagators
〈B+αβ(1)B+γδ(2)〉 ∼ `α`β`γ`δ δ0|4(θ12|x+12|¯`])〈`|x+12|¯`]4(x+12)2 ,〈B+αβ(1)B−γ˙δ˙(2)〉 ∼ `α`β ¯`γ˙ ¯`δ˙(x+−12 )2
(∗+ log(x+−12 )2)
〈`|x+−12 |¯`]2
+
`{αεβ}λεκ˙{γ˙ ¯`δ˙}(x
+−
12 )
λκ˙
〈`|x+−12 |¯`]
,
〈B−
α˙β˙
(1)B−
γ˙δ˙
(2)
〉 ∼ ¯`α˙ ¯`β˙ ¯`γ˙ ¯`δ˙ δ0|4(〈`|x−12|θ¯12)〈`|x−12|¯`]4(x−12)2 , (4.3)
where ` and ¯` are spinors corresponding to a light-like gauge parameter and ∗ denotes
an unspecified integration constant. We also use the intervals x±12 := x
±
1 − x±2 and x+−12 =
−x−+21 := x+1 − x−2 + 4θ¯2θ1 and the compact notations
〈`|x+12|¯`] = `α(x¯+12)αα˙ ¯`α˙, (θ12|x+12|¯`])a = θaα(x¯+12)αα˙ ¯`α˙, (4.4)
with x¯αα˙ = xµσ
µ
αα˙.
Potentials. Combining the above expressions and performing some spinor algebra, we
find the propagator for the mixed-chiral gauge connections
〈A+(1)A−(2)〉 = g2
8pi2
{
〈`|d1x+−12 (x+−12 )−1d2x+−12 |¯`]
1
〈`|x+−12 |¯`]
− 〈`|d1x+−12 |¯`]〈`|d2x+−12 |¯`]
(
# + log(x+−12 )
2
)
〈`|x+−12 |¯`]2
+ 〈`|d1d2x+−12 |¯`]
(
# + log(x+−12 )
2
)
〈`|x+−12 |¯`]
}
. (4.5)
The factor # is related to the above integration constant ∗. As such this propagator
contains logarithmic terms, a common feature of light-cone gauges. However, one can
show that they are merely due to the choice of gauge. Namely, we have the freedom to
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add terms which are a total derivative on at least one leg. Adding the following total
derivative terms is convenient to simplify the propagator
1
2
d2
[
log(x+−12 )
2d1 log〈`|x+−12 |¯`]
]− 1
2
d1
[
log(x+−12 )
2d2 log〈`|x+−12 |¯`]
]−#d1d2 log〈`|x+−12 |¯`].
(4.6)
They remove the logarithmic terms as well as the integration constant, and we are left
with a purely rational propagator
〈A+(1)A−(2)〉 = g2
8pi2
{
〈`|d1x+−12 (x+−12 )−1d2x+−12 |¯`]
〈`|x+−12 |¯`]
− 1
2
d1〈`|x+−12 |¯`]
〈`|x+−12 |¯`]
d2(x
+−
12 )
2
(x+−12 )2
− 1
2
d1(x
+−
12 )
2
(x+−12 )2
d2〈`|x+−12 |¯`]
〈`|x+−12 |¯`]
}
. (4.7)
Several comments on this change of gauge are in order. The above derivative terms do
not follow from a specific gauge or a Lagrangian. We merely added them to simplify the
structure of the propagator for gauge potentials. In particular, they have no influence on
the one-loop expectation value of Wilson loops because they can be integrated trivially.
There is, however, a subtlety in the previous statement: Alike the propagator, these terms
are singular in the limit of coincident points. This implies that the Wilson loop must be
regularized and renormalized in the UV. Then the additional terms do not necessarily
integrate to zero. The change of gauge must thus be accompanied by a compensating
change of the renormalization. Only then the expectation value does not change.
We have added the above terms to remove the logarithmic terms in the propagator,
which would lead to an inconvenient logarithmic singularity structure. However, there are
further terms that could be added which preserve the rational structure of the propagator,
most notably
d1d2 log(x
+−
12 )
2. (4.8)
Here we fix its coefficient such that the singularity structure of the bosonic truncation of
the propagator agrees with an ordinary bosonic propagator in Feynman gauge. It turns
out that no further contribution from this term is needed, and (4.7) is the desired final
result.
Here we only treated the mixed-chiral case. It would be nice to find a convenient
superspace expression for the purely chiral propagator 〈A+(1)A+(2)〉. The fermionic delta-
function in 〈B+(1)B+(2)〉 (4.3) leads to more involved combinatorics, yet the result will
be rational by construction. As we will not actually need the precise expression, we shall
not compute it here.
Field strength. Let us continue to evaluate correlators involving the field strength
Flin = dA. It can be decomposed into chiral and anti-chiral components Flin = F+ +F−,
where we consider only the linearized part of the field strength, since the higher-order
terms in the fields do not contribute at this order (see App. A.3 for the formulas needed
to prove this decomposition). The chiral and anti-chiral field strengths then take the form
F− = [2(dθdθT)ab + 1
3
(edθT)α˙aD¯bα˙ +
1
96
(eeT)α˙β˙D¯aα˙D¯
b
β˙
]
Φab, (4.9)
F+ = [2(dθ¯Tdθ¯)ab + 13(eTdθ¯)αaDbα + 196(eTe)αβDaαDbβ]Φ¯ab. (4.10)
All the components of the field strength can be written as SUSY covariant derivatives
acting on the scalar superfield Φab =
1
2
abcdΦ¯
cd.
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The two-point functions of field strengths follow from the above gauge propagator
(4.7) via F± = dA± which includes the scalar correlator. The latter takes the form16
〈
Φ¯ab(1)Φcd(2)
〉
= − g
2
pi2
(1− 4θ12x−+,−112 θ¯12)a[c(1− 4θ12x−+,−112 θ¯12)b|d]
(x−+12 )2
. (4.11)
This form can be easily derived from elementary CFT considerations by using translation
symmetry to place one point at the origin and then using the inversion transformations
of the scalar fields, as described in eq. (2.70).
For the other two-point functions we find
〈F+(1)Φab(2)〉 = −2g2
pi2
αβd1
(
x−+,−112 θ¯12
)
αa
d1
(
x−+,−112 θ¯12
)
βb
, (4.12)〈F+(1)F−(2)〉 = g2
4pi2
[
tr
(
d1(x
−+,−1
12 d2x
−+
12 )d1(x
−+,−1
12 d2x
−+
12 )
)
− tr(d1(x−+,−112 d2x−+12 )) tr(d1(x−+,−112 d2x−+12 ))], (4.13)〈F+(1)F+(2)〉 = −2g2
pi2
αβα˙β˙
abcd
[
x+−12 d2(x
+−,−1
12 θ¯12)(1− 4θ12x−+,−112 θ¯12)
]α˙
a
· [x+−12 d2(x+−,−112 θ¯12)(1− 4θ12x−+,−112 θ¯12)]β˙b
· d1(x−+,−112 θ¯12)αc d1(x−+,−112 θ¯12)βd. (4.14)
4.2 Wilson Loop Singularity Structure
Now we are ready to investigate the UV-singularities of the Wilson loop one-loop expec-
tation value in full superspace〈W˜〉
(1)
∼
∫ ∫ 〈
(A+ +A− + Φ)(1)(A+ +A− + Φ)(2)〉. (4.15)
Here, Φ := dτqiΦi denotes the coupling of the scalars as a one-form on the Wilson loop.
For simplicity, we regularize this expression by a short-distance cut-off as in Sec. 3.3.
We parametrize the points τ1 = τ and τ2 = τ + ε and expand the position variables in
ε (3.40)–(3.42)
Z1 = Z(τ), Z2 = Z(τ + ε) = Z + εZ˙(τ) +
1
2
ε2Z¨(τ) + . . . . (4.16)
Typically, only the leading and sub-leading terms in the expansion w.r.t. ε will contribute
to the divergences. For the superspace intervals we obtain the expansions
θ12 = θ2 − θ1 = εθ˙ + 12ε2θ¨ + . . . ,
x+−12 = x
+
1 − x−2 + 4θ¯2θ1 = −εp− 12ε2
(
p˙+ 4 ˙¯θθ˙
)
+ . . . ,
x−+12 = x
−
1 − x+2 − 4θ¯1θ2 = −εp− 12ε2
(
p˙− 4 ˙¯θθ˙)+ . . . , (4.17)
where (2.11) p = x˙+ 2θ¯θ˙ − 2 ˙¯θθ. The derivations act as d1 = dτ(∂τ − ∂ε) and d2 = dε ∂ε.
16The numerical constant can not be determined by using symmetry considerations. It can be ob-
tained by comparing the two-point functions following from it with the ones computed from canonically
normalized gauge fields.
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We are now ready to perform the expansion of the correlators. It is straight-forward
to show that the chiral part of the gauge propagator 〈A±(1)A±(2)〉 is non-singular. This
follows from the propagator for the chiral pre-potentials (4.3), which is rational and of
order ε2. Two derivatives are needed to turn it into the propagator for the gauge fields.
At worst this reduces the short-distance behavior to ε0. In other words, there cannot be
singularities.
Conversely, a singularity of ε−2 is expected for the mixed-chiral part (4.7) of the
propagator. Collecting all the terms, we find17〈A+(1)A−(2)〉 = g2dτ dε
8pi2
[
1
ε2
− 1
ε
4( ˙¯θθ˙) · p
p2
+ . . .
]
, (4.18)
where the notation ( ˙¯θθ˙) · p stands for the dot product between the vector corresponding
to the bi-spinor ˙¯θθ˙ and p. The opposite chirality assignment yields the same term with
the opposite sign for the sub-leading term〈A−(1)A+(2)〉 = g2dτ dε
8pi2
[
1
ε2
+
1
ε
4( ˙¯θθ˙) · p
p2
+ . . .
]
. (4.19)
All contributions of the gauge connections together yield a plain ε−2 singularity〈A(1)A(2)〉 = g2dτ dε
4pi2
[
1
ε2
+ . . .
]
. (4.20)
This is precisely the same singularity as in a non-supersymmetric Yang-Mills theory.
Next we consider the singularities involving the scalar fields. The gauge-scalar prop-
agator is non-singular. This can be checked, for example, by splitting up the gauge field
into chiral and anti-chiral components and then picking out the scalar contributions to〈A±(1)dA∓(2)〉 or equivalently 〈A±(1)dA±(2)〉. All terms are of order at most 1/ε, and
the sum of the most singular parts turns out to be zero.
The scalar-scalar propagator reads (see eq. (4.11))〈
Φ(1)Φ(2)
〉
= − g
2
16pi2
CcaC
d
b q
ab
1 q2,cd
(x+−12 )2
dτ1dτ2, (4.21)
where Φ(1) = 1
4
Φab(1)q
ab
1 dτ1 and
Cba = δ
b
a + 4
(
θ12(x
+−
12 )
−1θ¯12
)b
a. (4.22)
Again this term yields a singularity of order ε−2 originating from the denominator. To
simplify the contributions from the matrices Cba, we can use SU(4) representation theory.
Inspection of Cba shows that it differs from the identity matrix by a sub-leading term. At
this order we can approximate all other terms by their leading order, in which case q1 = q2
are two equal vectors and the other matrix Cdc is the identity. The symmetric product of
two vector representations splits into a singlet and 20-dimensional representation. There
is no 15-dimensional (adjoint) representation to accommodate the non-trace elements of
Cba. Hence we can safely replace the matrices C
b
a → δbaC by their trace components C
C = 1
4
Caa = 1− tr
[
θ¯12θ12(x
+−
12 )
−1] = 1− ε tr( ˙¯θθ˙p−1) + . . . = 1− 2ε( ˙¯θθ˙) · p
p2
+ . . . . (4.23)
17The additional gauge terms (4.6) remove the dependence on the light-cone vector `. While also other
gauge terms are conceivable, the absence of gauge artifacts distinguishes the particular combination (4.6).
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We thus obtain upon expansion in ε
〈
Φ(1)Φ(2)
〉
= − g
2
32pi2
C2abcdq
ab
1 q
cd
2
(x+−12 )2
dτ1 dτ2 = − g
2
4pi2
(q1 · q2)C2
(x+−12 )2
dτ1 dτ2
= − g
2
4pi2
dτ dε
q2
p2
[
1
ε2
+
1
ε
(
q˙ · q
q2
− p˙ · p
p2
)
+ . . .
]
, (4.24)
which again agrees with the result for plain non-supersymmetric scalar fields with the
appropriate usage of the super-momentum p instead of x˙. Here we used the definition
q1 · q2 = 18abcdqab1 qcd2 .
Assembling all contributions we find the singularity structure18
〈
(A(1) + Φ(1))(A(2) + Φ(2))〉 = g2
4pi2
dτ dε
[
1
ε2
p2 − q2
p2
− 1
ε
q2
p2
(
q˙ · q
q2
− p˙ · p
p2
)
+ . . .
]
.
(4.25)
When p2 = q2 all the divergences cancel and the Wilson loop is free of UV-divergences.
Note, however, that pure gauge terms do have an impact on the singularities, see the
discussion below (4.7).
4.3 Conformal Symmetry
Finally, let us confirm the full conformal invariance of our super-loop at O(g2). The prop-
agator of gauge connections discussed in Sec. 4.1 is manifestly invariant under translations
in superspace and under internal symmetries. The parameters ` and ¯` of the light-cone
gauge, however, break Lorentz invariance. As this is merely a gauge artifact, the propa-
gator only changes by a gauge transformation, i.e. by a total derivative
L
〈A(1)A(2)〉
(1)
=
〈
L1A(1)A(2)
〉
(1)
+
〈A(1)L2A(2)〉(1)
= −δ`
〈A(1)A(2)〉
(1)
= d1G12 + d2G21. (4.26)
Here G12 is a function of points 1 and 2 and a one-form at point 2. The latter combination
is due to the symmetry between points 1 and 2. It remains to confirm invariance under
special conformal transformations (up to total derivatives).
The identification of the corresponding function G is rather tedious, let us therefore
show the previous statement indirectly. First, it suffices to consider a conformal inversion
as in Sec. 2.5. Secondly, we will consider the correlator of two field strengths. At O(g2),
the theory is effectively abelian, and we can consider Flin = dA. The derivatives remove
the gauge artifacts from the r.h.s. of (4.26) because Flin is invariant under linearized gauge
transformations. Thus we have to show
I
〈Flin(1)Flin(2)〉(1) = 〈Flin(1)Flin(2)〉(1). (4.27)
Let us consider the mixed-chiral part of the correlator (see eq. (4.13)). This correlator can
be expressed in terms of the combination d1(x
−+,−1
12 d2x
−+
12 ). The inverse of the mixed-chiral
superspace interval reads I[x−+12 ] = −x+,T,−11 x+−,T12 x−,T,−12 . The inversion of the relevant
18Notice that the 1/ε term is the derivative of the 1/ε2 term, thus the 1/ε singularity implies no
additional constraints. In fact, both singular terms can be combined to (∂τ − 2∂ε)∂ε[f(p, q) log ε] with
f(p, q) = 1− q2/p2.
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combination nicely maps to a similar combination with chiralities interchanged and con-
jugated by x−,T2 ,
I[d1(x
−+,−1
12 d2x
−+
12 )] = x
−,T
2 d1(x
+−,T,−1
12 d2x
+−,T
12 )x
−,T,−1
2 . (4.28)
Within the trace, the conjugation cancels out showing that
I
〈F+(1)F−(2)〉
(1)
=
〈F−(1)F+(2)〉
(1)
. (4.29)
Using the formulas in App. C the analogous statement can be shown to hold for the
chiral-chiral two-point function 〈F+(1)F+(2)〉. Altogether this implies a similar statement
for the correlator of gauge connections but with additional total derivative terms on the
r.h.s. as in (4.26).
5 Conclusions
In this work we have studied in detail a non-chiral, smooth Wilson loop operator in N = 4
SYM theory. It represents the supersymmetric completion of the Maldacena-Wilson loop
operator from 1998 [23, 24] and enjoys remarkable properties. Firstly, it is the natural
non-local operator to consider in the AdS/CFT correspondence as it is dual to a minimal
surface of the IIB superstring ending on the superspace boundary. Secondly, it enjoys
superconformal and local kappa-symmetry leading to a large equivalence class of loop
operators with differing paths in non-chiral superspace but identical vacuum expectation
values. Moreover, it is a finite observable of the 4d interacting QFT – at least to the
one-loop order. This was proven both in a detailed component field expansion using a
convenient Harnad-Shnider gauge [36] as well as in the general non-chiral superspace
setting employing a light-cone gauge.
The natural next question to address concerns the possibility of Yangian symmetry.
If indeed present the super Maldacena-Wilson loop operator represents yet another inte-
grable observable within planar N = 4 super Yang-Mills theory. This is to be expected as
(i) the classical dual superstring minimal super-surface problem is Yangian symmetric [30]
and (ii) the leading θ terms in the component field expansion of the vacuum expectation
value enjoy this property [32]. It would be important to establish this hidden symmetry
in full superspace and at the operator level. This and related questions will be answered
in our upcoming work [37].
The general super-loop depends on an infinite number of variables. In order to obtain
concrete expressions for the vacuum expectation value of such operators, it is useful to
restrict to special types of contours. Apart from very symmetric shapes like the circle, the
polygonal light-like contours are the simplest one can consider.
Unfortunately, the vacuum expectation values of the polygonal super-loops are UV-
divergent. In Sec. 2.4 we have proposed some contours which are still simple in the sense
that they depend on a small number of parameters and which yield UV-finite observables.
These contours are piecewise-quadratic, joined in a way which insures UV finiteness at
one loop. At this point we can not exclude the possibility that UV divergences will appear
at higher loop orders. However, if such divergences do appear, then they should result in
interesting quantities, just like for polygonal Wilson loops the divergences lead to the cusp
anomalous dimension (see ref. [15]).
The piecewise-quadratic contours can be generalized to higher degrees, with different
smoothness conditions at the joining points.
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In ref. [46] a mass regularization was proposed for scattering amplitudes. In this regu-
larization conformal symmetry is preserved if the symmetry generators are suitably mod-
ified. It would be interesting to investigate if scattering amplitudes regularized in this way
are dual to super-loops similar to the ones we considered in this paper.
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A Conventions
A.1 Notations
• 10d vector indices: µˆ, νˆ, ρˆ, σˆ, . . . = 0, 1, . . . , 9
• 10d spinor indices: αˆ, βˆ, γˆ, ˆ, . . . = 1, . . . , 16
• 4d vector indices: µ, ν, ρ, . . . = 0, . . . , 3
• 4d left spinor indices: α, β, γ, . . . = 1, 2
• 4d right spinor indices: α˙, β˙, γ˙, . . . = 1˙, 2˙
• 6d vector indices: i, j, k, . . . = 1, . . . , 6
• 6d spinor indices: a, b, c, . . . = 1, . . . , 4
• Color indices: a, b
• 10d N = 1 superspace: {xµˆ, θαˆ}
• 4d N = 4 non-chiral superspace: {xµ, θaα, θ¯α˙a}
• 10d N = 1 super-connections: Aµˆ, Aαˆ
• 4d N = 4 super-connections and scalar superfield: Aµ, Aaα, Aaα˙ and Φi or Φab
• 10d super-momentum: pµˆ = x˙µˆ + θΓ µˆθ˙
• 4d super-momentum: pµ = x˙µ + θσµ ˙¯θ − θ˙σµθ¯
• Scalar coupling: qi = ni√pµpµ with qiqi = pµpµ and nini = 1
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A.2 Gamma-Matrices
We use the mostly minus signature. The four-dimensional Pauli matrices are given by
σµ = (1, ~σ) and σ¯µ = (1,−~σ), where σ1 = ( 0 11 0 ), σ2 = ( 0 −ii 0 ) and σ3 = ( 1 00 −1 ). They
satisfy the usual algebra
σµσ¯ν + σν σ¯µ = 2ηµν , σ¯µσν + σ¯νσµ = 2ηµν . (A.1)
The Pauli matrices transform between the four-dimensional chirality left and right
spinors. We index the left chirality spinors by Greek letters from the beginning of the
alphabet while the right chirality spinors by dotted Greek letters from the beginning of
the the alphabet. We denote the four-dimensional space-time directions by Greek variables
µ, ν, ρ, τ while the same hatted variables denote space-time directions in ten dimensions.
Then the index structure of the four-dimensional Pauli matrices is σµ,αα˙, σ¯
α˙α
µ .
We define
σµν =
1
2
(σµσ¯ν − σν σ¯µ), σ¯µν = 12(σ¯µσν − σ¯νσµ), (A.2)
σµνρ = σ[µσ¯νσρ], σ¯µνρ = σ¯[µσν σ¯ρ], (A.3)
where the anti-symmetrization is done with unit strength. If µνρτ is the anti-symmetric
tensor normalized as 0123 = 1, 
0123 = −1, then we have
σµν =
i
2
µνρτσ
ρτ , σ¯µν = − i
2
µνρτ σ¯
ρτ , (A.4)
σµ =
i
3!
µνρτσ
νρτ , σµνρ = iµνρτστ , (A.5)
σ¯µ = − i
3!
µνρτ σ¯
νρτ , σ¯µνρ = −iµνρτ σ¯τ . (A.6)
The anti-symmetric 2× 2 matrix19  = ( 0 1−1 0 ) is useful when performing contractions.
It also appears when expressing symmetry properties
T = −, (σµ)T = −σ¯µ, (σµν)T = σµν, (σ¯µν)T = σ¯µν. (A.7)
Other useful identities involving the four-dimensional Pauli matrices are
σµ,αα˙σ¯
µ,β˙β = 2δβαδ
β˙
α˙, (σ
µν) βα (σ¯µν)
β˙
α˙ = 0, (σ
µν) βα (σµν)
δ
γ = −8δδαδβγ + 4δβαδδγ.
(A.8)
An easy way to see why the contraction σµν σ¯µν = 0 is to notice that it is a contraction
between a selfdual and an anti-selfdual rank two tensor.
If we do not insist on the reality conditions,20 we can write the ten-dimensional Pauli
matrices as
Γµ,(aα),(bα˙)
= δbaσµ,αα˙, Γ˜
(aα),(bα˙)
µ = δ
a
b σ¯
α˙α
µ , (A.9)
Γ[ab],(cα),(dβ) = αβabcd, Γ˜
(cα),(dβ)
[ab] = 
αβ(δcaδ
d
b − δcbδda), (A.10)
Γ[ab],(cα˙),(
d
β˙)
= α˙β˙(δ
c
aδ
d
b − δcbδda), Γ˜ (
c
α˙),(
d
β˙)
[ab] = 
α˙β˙abcd. (A.11)
19There are two such anti-symmetric matrices, one with undotted indices and one with dotted indices.
They act on different spaces, but we do not distinguish them by notation since they are numerically
equal.
20If we do insist on preserving the reality of the ten-dimensional Pauli matrices, then only an SO(4) ⊂
SU(4) ' Spin(6) symmetry is manifest.
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Here we have identified the six-dimensional vectors Γi for i = 4, . . . , 9 with Γ[ab] where
[ab] = −[ba], for a, b = 1, . . . , 4 is an anti-symmetric index. We have not written all the
matrix elements, but the missing ones can either be obtained by symmetry or they vanish.
The metric in the extra six dimensions can be obtained from the Pauli matrices. We
find
Γ[ab]Γ˜[cd] + Γ[cd]Γ˜[ab] = 2η[ab][cd] = −abcd, Γ˜[ab]Γ[cd] + Γ˜[cd]Γ[ab] = 2η[ab][cd]. (A.12)
Whenever we contract a pair of upper anti-symmetric indices with a pair of lower anti-
symmetric indices we introduce a factor of 1
2
by hand, to avoid double counting. For
example, from above we have η[ab][cd] = −12abcd, η[cd][ef ] = −2cdef . Their contraction is
δ
[ef ]
[ab] =
1
2
η[ab][cd]η
[cd][ef ] = δeaδ
f
b − δebδfa .
We sometimes use anti-symmetrized products of ten-dimensional Γ matrices such as
Γ µˆνˆ =
1
2
(Γ µˆΓ˜ νˆ − Γ µˆΓ˜ νˆ), Γ˜ µˆνˆ = 1
2
(Γ˜ µˆΓ νˆ − Γ˜ µˆΓ νˆ), (A.13)
and analogous formulas for higher rank products. As a rule, such a matrix has no tilde if
the row index is lower and it has a tilde if the row index is upper.
A.3 Superspace Geometry
The four-dimensional superspace has coordinates (x, θ, θ¯). We will use a matrix notation
similar to the one in ref. [38]. The bosonic coordinate x is represented by a 2× 2 matrix
with index structure xα˙α, while θaα is 4×2 and θ¯α˙a is a 2×4 matrix. Here lowercase Latin
letters from the beginning of the alphabet represent SU(4) R-symmetry indices taking
values 1 through 4.
Under supersymmetry transformations the superspace coordinates transform as
δθ = %, δθ¯ = %¯, δx = 2θ¯%− 2%¯θ, (A.14)
where %, %¯ are the parameters of the supersymmetry transformations. It is useful to
introduce x± = x∓ 2θ¯θ, which transform in a simpler way
δx+ = −4%¯θ, δx− = 4θ¯%. (A.15)
Note that x± satisfy some constraints
x =
1
2
(x+ + x−), θ¯θ =
1
4
(x− − x+). (A.16)
These constraints are preserved by the supersymmetry transformations.
So far we have taken the superspace coordinates (x, θ, θ¯) to be complex. We can impose
the following reality conditions
x‡ = x, θ‡ = θ¯, θ¯‡ = θ, (x±)‡ = x∓, (A.17)
where, for Graßmann variables χ, ψ we use the convention that (χψ)‡ = −ψ‡χ‡. This
convention, which is not so frequent in the physics literature, allows us to avoid introducing
many factors of i in the equations. For transposition we use the same convention as for ‡.
Let us now consider two points with coordinates (x1, θ1, θ¯1) and (x2, θ2, θ¯2). Using the
supersymmetry transformations in eq. (A.14), we can translate the second point to zero
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while the first point acquires coordinates (x1 − x2 + 2θ¯2θ1 − 2θ¯1θ2, θ12, θ¯12). Here we have
used the short-hand notation θ12 = θ1 − θ2 and similarly for θ¯12. It is then natural to
define the bosonic supersymmetric interval x12 = x1 − x2 + 2θ¯2θ1 − 2θ¯1θ2. The analogs of
the chiral and anti-chiral coordinates for the translated point are
x+−12 = x
+
1 − x−2 + 4θ¯2θ1 = x12 − 2θ¯12θ12, (A.18)
x−+12 = x
−
1 − x+2 − 4θ¯1θ2 = x12 + 2θ¯12θ12. (A.19)
The supersymmetry covariant derivatives are defined as
Daα = ∂aα + σ
µ
αα˙θ¯
α˙
a∂µ, D¯
a
α˙ = ∂¯
a
α˙ + θ
aασµαα˙∂µ. (A.20)
The chiral covariant derivativeD annihilates functions depending on (x−, θ¯) while the anti-
chiral covariant derivative D¯ annihilates functions depending on (x+, θ). The quantities
x+−12 and x
−+
12 are mixed; for instance, x
+−
12 is chiral in the coordinates of point 1 and
anti-chiral in the coordinates of point 2.
The transformations under superconformal boosts (S and S¯) are as follows
δx = 2θ¯ρ¯x− − 2x+ρθ, (A.21)
δθ = ρ¯x+ − 4θρθ, δθ¯ = x−ρ+ 4θ¯ρ¯θ¯, (A.22)
δx+ = −4x+ρθ, δx− = 4θ¯ρ¯x−. (A.23)
In working with differentials in superspace we adopt the bi-graded point of view: each
expression has a form grading and a Graßmann grading. For example, x, θ and θ¯ have
zero form grading while dx, dθ and dθ¯ have form grading one. When permuting two
such expressions, we pick up a sign from the differential grading and another from the
Graßmann grading. This means that dθ commutes with dθ and dθ¯ but anti-commutes
with dx.
The superspace comes equipped with vielbeine
eα˙α = dxα˙α − 2dθ¯α˙aθaα + 2θ¯α˙adθaα, eaα = dθaα, eα˙a = dθ¯α˙a (A.24)
whose differentials are21
de = 4dθ¯ ∧ dθ, ddθ = 0, ddθ¯ = 0. (A.25)
The total differential in superspace can be written using normal or supersymmetry
covariant derivatives
d = 1
2
dxα˙α∂αα˙ + dθ
aα∂aα + dθ¯
α˙
a∂¯
a
α˙ =
1
2
eα˙α∂αα˙ + dθ
aαDaα + dθ¯
α˙
aD¯
a
α˙. (A.26)
The gauge connection is a one-form in superspace which can be decomposed on the
vielbein basis as
A = 1
2
eα˙αAαα˙ + dθaαAaα + dθ¯α˙aAaα˙. (A.27)
The supersymmetry and gauge covariant derivatives are defined as
Dαα˙ = ∂αα˙ +Aαα˙, Daα = Daα +Aaα, D¯aα˙ = D¯aα˙ +Aaα˙. (A.28)
21In the following we will mostly omit the wedge symbol in the wedge product of differential forms.
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They satisfy some constraints
{Daα,Dbβ} = −4αβΦab, {Daα, D¯bβ˙} = 2δbaDαβ˙, {D¯aα˙, D¯bβ˙} = −2α˙β˙abcdΦcd.
(A.29)
The components of the field strength can be computed by taking commutators or
anti-commutators of gauge covariant derivatives. They can all be expressed in terms of
covariant derivatives acting on the scalar fields, as follows
[Daα,Dββ˙] =
2
3
αβ[D¯bβ˙, Φab], (A.30)
[D¯aα˙,Dββ˙] =
1
3
α˙β˙
abcd[Dbβ, Φcd], (A.31)
[Dαα˙,Dββ˙] =
1
24
α˙β˙
abcd{Daα, [Dbβ, Φcd]}+ 1
12
αβ{D¯aα˙, [D¯bβ˙, Φab]}. (A.32)
B Cosets
The N = 1 ten-dimensional superspace can be described as coset of the super Poincare´
group by the right action of the Lorentz group. A representative of this coset is g(x, θ) =
exp(xP + θQ). The left action yields the supersymmetry transformations
eQg(x, θ) = g(x− Γθ, θ + ). (B.1)
We can define the vielbeine as
g−1(x, θ)dg(x, θ) = (dx+ θΓdθ)P + dθQ. (B.2)
Since the left-hand side is invariant under the left action it follows that the vielbeine are
invariant under supersymmetry. The bosonic vielbein can be used to define a supersym-
metric momentum pµˆ = x˙µˆ + θΓ µˆθ˙.
The kappa-symmetry can be thought of as a right action, in the following sense (see
also ref. [48] for a similar analysis for p-branes). We pick a path in superspace, defined
parametrically by Z(τ) = (x(τ), θ(τ)). Then, we introduce an equivalence relation
g(Z(τ)) ∼ g(Z1(τ)) = g(Z(τ)) exp
[
κ(τ)pµˆ(Z(τ))Γ˜µˆQ
]
. (B.3)
Actually, in order for this to be an equivalence relation, we need to show that the right
action transformations compose correctly, in a group-like fashion. More concretely,
g(Z(τ)) ∼ g(Z1(τ)) = g(Z(τ)) exp
[
pµˆ(Z(τ))κ1(τ)Γ˜µˆQ
]
(B.4)
∼ g(Z2(τ)) = g(Z1(τ)) exp
[
pµˆ(Z1(τ))κ2(τ)Γ˜µˆQ
]
, (B.5)
where the outer transformation acts at the transformed point Z1.
The reparametrization of the path can also be described by a right action. Defining
g(Z(τ)) ∼ g(Z1(τ)) = g(Z(τ)) exp
[
σ1(τ)p
µˆ(Z(τ))Pµˆ + σ1(τ)θ˙(τ)Q
]
, (B.6)
we obtain x1(τ) = x(τ) + σ(τ)x˙(τ), θ1(τ) = θ(τ) + σ(τ)θ˙(τ), which are just the repara-
metrization transformations τ → τ1 = τ − σ(τ).
In order to show that the right action is consistent, we proceed as follows. We compute
the composition of two infinitesimal right actions to second order in the small parameters.
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Then, we take the logarithm and subtract the corresponding quantity obtained by doing
the composition in the opposite order. This corresponds to taking the commutator. If
this commutator has the same structure as another right action, then the right action is
consistent.
Let us show this explicitly for the path reparametrization. We find
exp
[
σ1p
µˆ(Z1)Pµˆ + σ1θ˙1Q
]
exp
[
σ2p
µˆ(Z2)Pµˆ + σ2θ˙2Q
]
= exp
[(
(σ1 + σ2 + σ2σ˙1)p
µˆ + σ1σ2p˙
µˆ
)
Pµˆ +
(
(σ1 + σ2 + σ2σ˙1)θ˙ + σ1σ2θ¨
)
Q
]
. (B.7)
Computing the commutator we find
[δσ1 , δσ2 ] = δσ2σ˙1−σ1σ˙2 , (B.8)
which is the expected rule for the algebra of diffeomorphisms. Following the same steps we
find that the commutator of a reparametrization and a kappa-transformation is another
kappa-transformation
[δσ1 , δκ2 ] = δκ(σ1,κ2), (B.9)
with κ(σ1, κ2) = σ˙1κ2 − σ1κ˙2.
Finally, the composition of two kappa-transformations is more involved. We only give
the final answer, without going through the derivation.
[δκ1 , δκ2 ] = δκ(κ1,κ2) + δσ(κ1,κ2), (B.10)
where
κ(κ1, κ2) = 4(θ˙κ2)κ1−4(θ˙κ1)κ2+2(κ1Γ˜µˆκ2)(Γ µˆθ˙), σ(κ1, κ2) = −4pµˆ(κ1Γ˜µˆκ2). (B.11)
The spinors κ which appear in the kappa-transformations are defined up to an equiv-
alence κ ∼ κ+ p · Γξ. We now show that this equivalence relation is compatible with the
commutation relations. In other words, we need to show that
[δσ1 , δκ2+p·Γξ2 ] = [δσ1 , δκ2 ] + δp·Γξ(σ1,ξ2), (B.12)
[δκ1+p·Γξ1 , δκ2 ] = [δκ1 , δκ2 ] + δp·Γξ(κ2,ξ1). (B.13)
When computing a commutator like [δσ1 , δκ2+p·Γξ2 ] there are two contributions
22; one
computed as if σ1 did not act on p and the second taking into account the action of
reparametrizations on p. A similar statement holds for kappa transformations. Hence, we
obtain
[δσ1 , δκ2+p·Γξ2 ] = δκ(σ1,κ2+p·Γξ2) + δ(δσ1p)·Γξ2 , (B.14)
[δκ1+p·Γξ1 , δκ2 ] = δκ(κ1+p·Γξ1,κ2) − δ(δκ2p)·Γξ1 , (B.15)
where
κ(σ1, κ2 + p · Γξ2) = κ(σ1, κ2) + p · Γ (σ˙1ξ2 − σ1ξ˙2)− σ1p˙ · Γξ2, (B.16)
κ(κ1 + p · Γξ1, κ2) = κ(κ1, κ2) + p · Γ (4(ξ1κ2)θ˙ − 2(θ˙Γµξ1)Γ˜ µκ2)− 2(κ2Γ˜µp · Γ θ˙)(Γ µξ1).
(B.17)
Now, using δσp = σ˙p+ σp˙ and δκp = −2θ˙Γ µp · Γ˜ κ, we find that indeed the commutators
are compatible with the equivalence κ ∼ κ+ p · Γξ and
ξ(σ1, ξ2) = 2σ˙1ξ2 − σ1ξ˙2, ξ(κ2, ξ1) = 4(ξ1κ2)θ˙ + 4(θ˙κ2)ξ1 − 2(θ˙Γµξ1)Γ˜ µκ2. (B.18)
22A similar subtlety appears when checking the Jacobi identities of kappa-transformations and repara-
metrizations.
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C Inversion
Under inversion the superspace coordinates transform as follows
I(x±) = (x∓)T,−1, (C.1)
I(θ) = −Mθ¯T(x−)T,−1, (C.2)
I(θ¯) = (x+)T,−1θTM−1. (C.3)
It can be checked that the constraint x−−x+ = 4θ¯θ is preserved by inversion. The reality
conditions θ‡ = θ¯ and (x+)‡ = x− are also preserved. The inversion for x can be obtained
from x = 1
2
(x+ + x−)
I(x) = (x−)T,−1xT(x+)T,−1. (C.4)
For the purpose of checking the conformal invariance of various two-point functions,
the following transformations under inversion are useful
x+−12 → −x+,T,−12 x−+,T12 x−,T,−11 , (C.5)
θ¯12 → x+,T,−12 (θT12(1 + 4θ1x+,−11 θ¯1)T − x−+,T12 x+,T,−11 θT1)M−1, (C.6)
θ¯12 → x+,T,−11 (θT12(1 + 4θ2x+,−12 θ¯2)T − x+−,T12 x+,T,−12 θT2)M−1, (C.7)
d1(x
−+,−1
12 θ¯12)→ x−,T2 d1(θ12x+−,−112 )T(1 + 4θ2x+,−12 θ¯2)TM−1, (C.8)
(1 + 4θ12x
+−,−1
12 θ¯12)→M(1− 4θ2x−,−12 θ¯2)T(1− 4θ12x−+,−112 θ¯12)T(1 + 4θ1x+,−11 θ¯1)TM−1,
(C.9)
d1(x
−+,−1
12 d2x
−+
12 )→ x−,T2 d1(x+−,T,−112 d2x+−,T12 )x−,T,−12 . (C.10)
Some other useful transformations are obtained trivially by relabeling 1 ↔ 2 or by ‡
conjugation. It is noteworthy that the quantities d1(x
−+,−1
12 θ¯12) and d1(x
−+,−1
12 d2x
−+
12 ) which
appear in the correlation functions transform homogeneously under inversion.
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