Abstract Floods have potentially devastating consequences on populations, industries and environmental systems. They often result from a combination of effects from meteorological, physiographic and anthropogenic natures. The analysis of flood hazards under a multivariate perspective is primordial to evaluate several of the combined factors. This study analyzes spring flood-causing mechanisms in terms of the occurrence, frequency, duration and intensity of precipitation as well as temperature events and their combinations previous to and during floods using frequency analysis as well as a proposed multivariate copula approach along with hydrometeorological indices. This research was initiated over the Richelieu River watershed (Quebec, Canada), with a particular emphasis on the 2011 spring flood, constituting one of the most damaging events over the last century for this region. Although some work has already been conducted to determine certain causes of this record flood, the use of multivariate statistical analysis of hydrologic and meteorological events has not yet been explored. This study proposes a multivariate flood risk model based on fully nested Archimedean Frank and Clayton copulas in a hydrometeorological context. Several combinations of the 2011 Richelieu River flood-causing meteorological factors are determined by estimating joint and conditional return periods with the application of the proposed model in a trivariate case. The effects of the frequency of daily frost/thaw episodes in winter, the cumulative total precipitation fallen between the months of November and March and the 90th percentile of rainfall in spring on peak flow and flood duration are quantified, as these combined factors represent relevant drivers of this 2011 Richelieu River record flood. Multiple plausible and physically founded flood-causing scenarios are also analyzed to quantify various risks of inundation.
Introduction
In the spring of 2011, the Richelieu River (Canada) and the Lake Champlain drainage basin (straddling the U.S.-Canada border) were flooded for 67 days, with lake levels reaching record heights of 31.47 m of water above mean sea level; an event which had yet to be seen in the past century. Major environmental consequences followed damage to residential, commercial and agricultural properties throughout the watershed with more than 4,000 homes flooded and a total estimated cost of approximately 88 million dollars in damages as well as emergency and recovery operations for Canada and the United-States of America combined. The lands adjacent to the Richelieu River were most affected by this event; about 70 % of that total estimated cost was expensed to the Quebec province (GTILCR 2013) . Consequently, concerned decision makers, business owners and residents of the watershed demanded to know what could have caused such an extreme flood. In response, an early study by Environment Canada put forward the hypothesis that the joint occurrence of particular meteorological events played a major role in the observed high water levels and record flows (Cantin 2011) . Beniston (2009) and Hao et al. (2013) have shown that analyzing the joint occurrence of temperature and precipitation quantile exceedance allowed for a more comprehensive understanding of trends in cold/dry, cold/wet, warm/dry and warm/wet extremes for both past and future periods around the globe, which have a major incidence on hydrological systems. The main goal of this work is to explore the joint effect of hydrometeorological conditions using a proposed multivariate statistical approach. The multi-dimensional aspect of this study is essential since most spring floods are consequences of multiple cumulative and simultaneous events/conditions, including primarily snowmelt conditions. The severity of spring floods in North-East America depends mainly on the rate of snowmelt and the snow accumulation from the previous winter, but intense spring rainfall events may also amplify the phenomenon (Lawford et al. 1995; Turcotte et al. 2010; Villarini et al. 2011; Mazouz et al. 2012) . Such meteorological events can be quantified using indicators developed by the Expert Team on Climate Change Detection Monitoring and Indices (ETCCDMI) and/or by the STAtistical and Regional dynamical Downscaling of EXtremes for European regions project (STARDEX), which were used in previous studies in eastern Canada in Gachon et al. (2005) . Hence, the joint occurrences of such meteorological events must be taken under consideration when analyzing hydrometeorological hazards.
In practice, the concurrent consideration of various hydrologic variables in flood prediction systems is a common approach. Lavallée et al. (2000) describe a flood forecasting system for summer and fall flash floods, which has proven efficient for a neighboring watershed of the Richelieu River. It takes into account the number of humid days that recently passed in combination with past and predicted occurrences and intensities of rainfall events in order to best assess future flood risks. Turcotte et al. (2010) describe the current operational hydrologic forecasting system used by the ''Centre d'Expertise Hydrique du Québec'' of the Quebec Ministry of Sustainable Development, Environment, Wildlife and Parks (Canada) as an assimilation of previous hydrometric, temperature, precipitation and snow accumulation observations as well as short (0-72 h) and medium (0-90 days) term temperature and precipitation forecasts used as inputs to hydrologic models. Hence, understanding the combined effects of various past and/or forecasted hydrometeorological events is essential to proper flood predictions and risk management. Although copulas are not commonly used for short term flood predictions, this statistical technique can be used for flood risk management as a risk assessment tool that takes into account the joint effect of inter-dependant hydrological and meteorological variables on floods.
The term copula was introduced to the scientific community by Sklar (1959) , as an n-dimensional cumulative distribution function used to describe the dependence between random variables. This statistical technique connects multivariate probability distributions to the marginal probability distributions of each variable considered (Nelsen 2006) . The latter differs from more common statistical approaches used to study or model extreme values in hydrology, which consists of associating a unique probability distribution to all interdependent variables while assuming that those variables are independent from each other . In recent years, copulas have generated predominant interest, development and applications in the finance sector (Genest et al. 2009 ). In fact, the book by Nelsen (2006; originally published in 1999) was particularly important in the vast spreading and understanding of copula theory. According to Genest et al. (2009) , an interest in extreme-value theorem and copula applications in hydrology grew following several worldwide conferences on the subject. Several types of copulas exist and have been used in environmental studies, but bivariate Archimedean copula has grown popular in hydrological research due to its associative, flexible and symmetric properties. The latter property does not hold true for all Archimedean copulas, as some have asymmetric constructions (Liebscher 2009 ). Moreover, bivariate Archimedean copulas can represent a large variety of dependence structures between variables both in the positive and negative range via the Gumbel (1958) , Clayton (1978) and Frank (1979) copula. The common approach uses a single parameter to model the link between pairs of variables. The copula parameter can directly be derived from the Kendall's correlation coefficient (i.e. Kendall's Tau) associated to the variables considered ). There are several ways to adapt bivariate Archimedean copulas to account for 3 or more variables. One way is to adopt a classical multivariate Archimedean copula using a single parameter to represent the dependence between all the variables (Fischer et al. 2007 ). Another uses a nested approach, which consists of joining two or more bivariate Archimedean copulas using parent Archimedean copulas (Hofert 2008) . The advantages of such an approach are numerous and include a good flexibility in the representation of dependence structures of hydrometeorological variables. In other words, not only can copulas represent a large range of positive and negative correlations, but the nested approach takes into account various degrees of dependencies for different pairs of variables (Huard et al. 2004) . Copulas have been used to calculate the conditional and joint probability of occurrence of particular hydrological events as well as to estimate the return period of such events (Salvadori and De Michele 2007) . El demonstrated the added value gained by using copulas to evaluate the combined effect of river flow and downstream lake levels when estimating hydrologic hazards. Copula modeling was also used to assess hydrologic characteristics of ungauged watersheds via the relationship between hydrometeorological indices such as cumulative annual evapotranspiration and maximum annual water deficit determined from nearby gauged watersheds (Nazemi and Elshorbagy 2012) . In addition, used entropy theory in combination with copula theory to estimate the joint and conditional return periods of rainfall and runoff events of various watersheds over North America. Jeong et al. (2013) used bivariate Archimedean copulas in order to estimate the projected changes of 3 pairs of flood characteristics for future stream flow scenarios (2041-2070) driven by five members of the Canadian Regional Climate Models using ensemble simulations.
This study explores hydrometeorological risks over the Richelieu River and Lake Champlain (LCR) watershed using a proposed multivariate copula approach. The main objective consists of gaining a more comprehensive understanding of flood risks for the region of interest. Such knowledge can help improve the detection of future flood events and ultimately serve in the development of flood warning and risk management systems as well as engineering designs. In that perspective, a nested multivariate copula model is developed and evaluated on the region of interest. The joint effect of particular meteorological events on the recurrence of extreme floods such as the 2011 spring incident of the Richelieu River are investigated using the proposed approach. Joint and conditional return periods of extreme peak flow, flood duration and meteorological events of the study region are estimated. A characterization of the events preceding and during severe floods, as well as under less extreme conditions is conducted to complement this information. Furthermore, statistically plausible and physically founded scenarios of notable flood events are elaborated.
The methodology is first introduced by describing the hydrometorological indices that are used to characterize spring flood hazards (Sect. 2.1.1). The copula theory (Sect. 2.2.1) and the proposed simulation algorithm (Sect. 2.2.2) will also be covered in the methodology. This is followed by a description of the study region and data (Sect. 3). A brief hydrometeorological characterization of the study region is introduced for context purposes (Sect. 4.1). The model evaluation (Sect. 4.2.1), its application to a record flood (Sect. 4.2.2) and the elaborated hydrometeorological scenarios (Sect. 4.2.3) are then presented. The discussion and conclusion (Sect. 5) investigate further research opportunities on the subject.
Methodology

Analysis of hydrometeorological events
Hydrometeorological indicators
Hydrometeorological characteristics that best describe spring flood hazards are explored by analyzing the total Stoch Environ Res Risk Assess (2015) 29:275-294 277 daily precipitation and temperature observations in conjunction with the flow regime of floods. This is complemented with the use of indices calculated for different time-scales (i.e.: monthly, seasonal, annual) and for various locations over the region of interest in order to spatiotemporally describe hydrometeorological events in terms of occurrence, intensity, duration, quantity and variability. The seasonal timescale consists of the 4 temperate seasons: Winter, composed of the months of December, January and February (DJF), Spring (MAM), Summer (JJA) and Fall (SON). In addition, extended seasons comprised of several months (from November to March), are also considered in order to account for cumulative precipitation (mainly solid, i.e. snow) fallen prior to the flood seasons during cold months (with negative daily temperatures). In fact, the amount of snow cover accumulated during the winter months constitutes the main factor for the strong majority of spring flood events in Nordic countries such as Canada.
The flood peak and duration variables are used to measure flood severity in terms of intensity and length respectively, while evaluating the performance of the proposed approach. Those variables are quantified using the maximum flow index and a peak-over-threshold flood duration index adapted specifically for the river of interest. Although the maximum flow index can be calculated for the four seasons, an emphasis is put on snowmelt floods that occur in spring; hence, peak flow analyses of the current work are conducted using the maximum spring flow (Qmax spr , in m 3 /s). The flood duration index (Fldur, in days) consists of the consecutive number of days for which the daily flow values exceed a certain onset/offset threshold. The latter is calculated by multiplying a scale factor to the climatological mean annual flow. An appropriate threshold needs to be neither too high nor too low to avoid underestimation or overestimation of flood duration, respectively. Furthermore, it must be selected in consideration of high threshold effects on the correlation between peak flow and flood duration. As the threshold value increases, the estimated flood duration decreases and the absolute value of the correlation between both indices increases in return (Karmakar and Simonovic 2009) . The flood duration threshold is also selected with the objective of maximizing the number of years for which a flood is detected since high thresholds may result in omitting certain floods. Finally, the duration index is calculated between the 45th and 250th Julian day of each year in order to specifically account for spring floods that may start before the end of winter or extend into the summer.
This study also considers climate indices developed by the ETCCDMI and the STARDEX project to characterize meteorological events as observed by the weather stations of the region of interest for a common period. The quantity of precipitation fallen per station (PrecTOT, in mm) is represented in terms of total, liquid and solid cumulative precipitations for various timescales (i.e. monthly or seasonal). The liquid and solid precipitations are derived from the daily total precipitation and the mean temperature values. When the daily mean temperature is below 0°C, the precipitation fallen on that same day is considered solid, whereas liquid precipitation is assumed when mean temperature is above that threshold value. The duration of precipitation events are determined with the number of consecutive wet days (CWD, in days; i.e. number of days with precipitation C1 mm/day). The intensity of precipitation events are calculated using several indicators including the simple daily intensity index (SDII, in mm/wet day), which consists of the ratio of cumulated precipitation fallen per period (i.e. month, season, year) to the number of wet days (using the threshold of 1 mm/day to define wet/ dry days). In addition, the maximum cumulative precipitation fallen during 5 consecutive days (R5D, in mm) is calculated to detect persistent and intense precipitation events for the period of interest. In order to determine the intensity of heavy daily precipitation events, the 90th percentile of precipitation (P90p, in mm/day) is calculated per period using the Cunnane formula (1978), commonly used by Canadian hydrologists for flood frequency curves (Helsel and Hirsch 2002) . The number of days per period with daily frost/thaw episodes (FrThSeq, in days) is also calculated for different timescales in order to assess the snow accumulation potential prior to the flood season. The criteria selected to differentiate between frost and thaw events consists of reaching a daily minimum temperature below 0°C for frost events, and a maximum temperature above 0°C for thaw events on the same date. A degree day of melt index is used to estimate the potential water equivalent of snowmelt available per day (DDmelt, mm). The latter is described in Anctil et al. (2005) as an empirically developed index for mostly forested regions, and is calculated according to the following formula: h = 0.05 * (T mean -32), where h is the potential water equivalent of snowmelt (converted in mm by a ratio of 1 inch/25.4 mm), and T mean is the mean temperature of the studied period in degrees Fahrenheit. This definition of DDmelt is selected for the purpose of the study because of the limited data required for its calculation. The validity of this index is confined to mean temperatures between 1 and 19°C, which are typically satisfied during the months of March and April, when snowmelt is predominant in North America.
Interannual variability analysis
The inter-annual standardised anomalies of each index are calculated for a common period in order to compare the yearly hydrometeorological events as recorded by the main observation stations (i.e. hydrometric and meteorological). In addition, the dependence between the different indices are detected and quantified for every observation station as well as relevant timescales and periods using Kendall's correlation test with 90 and 95 % confidence intervals in order to describe the relationship between the hydrometeorological events.
Univariate frequency analysis
The univariate risks of occurrence of extreme events are quantified using frequency analysis. This statistical technique estimates the probability of occurrence of a particular event according to observations of past events of similar nature. The model used for such estimates consists of a mathematical equation that determines the probability that a specific value is exceeded [i.e. P(X [ x), where x is the quantile and X the random variable for which we are estimating the exceedance probability]. The recurrence (or return period) of the event is calculated using the inverse value of the exceedance probability. Consequently, the probability of occurrence of a particular event is expressed in terms of the return period; a high return period for a specific event means that this event is rarely observed. The semi-automated approach developed by El Adlouni et al. (2008) is used to select and adjust an adequate probability model to each variable. The particularity of this method consists of verifying a series of statistical criteria while executing various tests, classifying the probability distribution of the variable of interest according to the weight of the upper-tail of that distribution. Since this work focuses on extreme flood events, two types of heavy-tailed distributions are considered: The generalised extreme value (GEV) and the Gamma distributions. In the case where multiple probability distributions fit the observation series, the Akaike and Bayesian information criteria (AIC, Akaike 1974; BIC, Schwarz 1978, respectively) are used to select an optimal probability model. Therefore, using a univariate frequency analysis, the return period of extreme events are estimated considering the observed time series of a single variable. However, spring flood hazards more often result from a combination of multiple meteorological events, which is why the consideration of joint meteorological conditions for the estimation of flood return periods is also conducted.
Multivariate analysis
Copula theory
Multivariate frequency analysis allows for greater understanding of flood risks by considering more than one variable that influences such hazards. A copula approach is used to conduct this analysis. Hence, it is important to define the terms and notation as well as to describe the theory behind this method. A copula is a statistical technique used to connect multivariate to univariate probability distributions (Nelsen 2006) . Following this description, the multivariate probability distribution is expressed in terms of the uniform marginal distributions [F X (x), F Y (y)] of the continuous random variables [X, Y] in conjunction with the dependence function (C) between those variables as shown in Eq. 1.
Several types of copula functions exist, but Archimedean copula families are more commonly used in hydrology due to their properties, which allow for greater flexibility and simplicity of use. In fact, a single parameter per copula is adjusted according to the marginal probabilities and Kendall's tau in order to best represent the positive or negative dependence between the variables. Some common Archimedean copula families include the Frank and Clayton copulas, which have the following general form in a bivariate case:
where u, the ''generating function'', is a convex
function with u(1) = 0, which differs according to the copula family (Table 1) , and u -1 the pseudo-inverse of that function.where
dt is the «Debye» function of first order (k = 1). These bivariate copulas are used to calculate the probability of occurrence of joint and conditional events (Eqs. 3 and 4) as well as their return periods (Eqs. 5 and 6). Interpreting conditional return periods requires an understanding of the relationship between the univariate and multivariate estimations of recurrences and associated hazards. The results of univariate frequency analysis will indicate the estimated recurrence of the studied phenomenon (T), which can also be expressed in terms of probability of occurrence (i.e. 1/T 9 100 %). The bivariate conditional return period indicates the probability that the studied phenomenon occurs if and only if a prior condition takes place. In other terms, the conditional return period depends on the recurrences of both the studied phenomenon and the covariate. An example of this interpretation is given in Sect. 4.2.2. These conditional probabilities can be used to assess particular flood occurrences using observed or predicted meteorological conditions. They can also be used to elaborate various statistically founded flood-causing scenarios, while determining which meteorological conditions are most influential to the flood characteristics of interest. This is conducted by comparing the conditional return period of flood characteristics under meteorological conditions of the same order of magnitude. Those orders of magnitude consist of common return periods such as 2, 20, 50 and 100 years estimated from their respective marginal distributions. Therefore, under similar marginal conditions, a lower conditional return period reflects a more influential meteorological phenomenon for the flood characteristic in question. Similarly, in a multivariate case, when interpreting the effect of various orders of magnitude of a covariate on a flood characteristic, a lower recurrence signifies a more influential flood-causing condition.
The performance of such statistical models can be improved by considering additional information on flood characteristics from more than one significant meteorological condition. In the case where three or more interdependant variables are considered in a multivariate frequency analysis, a fully nested Archimedean copula (FNA) can be adopted. This consists of separating the n variables in n-1 mutually exclusive sub-groups with a single copula parameter adjusted per sub-group ( Fig. 1 ; Fischer et al. 2007 ). In other words, a first copula is adjusted for the first pair of variables and a second copula is adjusted according to that initial copula and the third variable as shown in Eq. 7.
This approach allows for some flexibility in the representation of dependence structures between the different groups of variables. However, with this configuration, a similar dependence between the first and third variables will be associated to the second and third variables. Consequently, a less accurate estimation of the probability of occurrence may be expected with an increasing number of variables. Furthermore, several constraints arise in order to respect the essential monotonicity condition described by Eq. 8.
Huard et al. (2004) have derived those multivariate constraints for various Archimedean copulas as shown by the trivariate constraint of the Clayton copula parameter in Table 1 and that of the Frank copula parameter illustrated in Fig. 2 .
Proposed simulation algorithm
The multivariate FNA approach is applied to the Clayton and Frank copulas under trivariate conditions in order to determine the probability of occurrence of joint and conditional hydrometeorological extremes associated with various events. Two simulation algorithms are proposed in order to estimate these probabilities of occurrence since no explicit formulations are available. The steps undertaken to estimate these probabilities from interdependent hydrometeorological simulations are described in this section and a corresponding MATLAB function is provided in appendix. The parameters of the Clayton and Frank copulas are estimated for (1) a first pair of variables and (2) those copulas are calculated. The most appropriate copula used to model the dependence between those variables is selected using the k-plot and the quadratic distance criteria (3; see below). In the trivariate case, (4) steps 1 and 2 are repeated using the copula selected in step 3 in combination with the third variable of interest; however, the parameter of this parent copula is fitted to the new combination of variables. An adaptation of the Marshall and Olkin (1988) bivariate simulation algorithm is then applied (5) to generate quantiles of the 3 variables. (6) The joint and conditional probability of occurrence and the return periods of particular events are estimated.
The estimation of the parameters of the bivariate Archimedean copulas is conducted with the method of moments, which was found adequate for estimating parameters of distribution functions for small sample sizes. Furthermore, separately calculating marginal and joint distribution parameters provides more accurate estimates than methods used to approximate all parameters simultaneously. The method of moments consists of estimating the The most appropriate copula is selected according to the k-plot and the minimum quadratic distance (L 2 ) between the empiricalK À Á and theoretical (Kw) values of the K criterion calculated for the various copulas. The theoretical values are determined using the generator function respective to each copula and a vector of uniform values z for which the criterion is evaluated using Eq. 9.
On the other hand, the empirical values of K are calculated using the sample size (S) as well as both variables of interest (x, y) as shown in Eq. 10.
where 
Graphical comparisons of those theoretical and empirical values are conducted using k-plots. The copula which minimizes the surface area between the theoretical and empirical curves is selected.
The Marshal and Olkin (1988) bivariate simulation algorithm for the Clayton copula consists of the following:
1. Generating 2 independent values (y 1 , y 2 ) from the exponential distribution with mean parameter mu = 1. 2. Generating an independent value (z 1 ) from the gamma distribution with shape and scale parameters 1/a 1 and 1, respectively, which will be used in combination with the copula parameter to link both variables.
3. Calculating the simulated variables using
ð Þ with j = 1, 2; where random variable u j is distributed according to the Clayton copula.
In the trivariate case, generalizing this algorithm for 3 variables consists of generating a third randomly distributed variable u 3 in order to have [C(u 1 ,u 2 ;a 1 ), u 3 ] * C(a 2 ). A second linking value z 2 can be calculated from C(u 1 ,-u 2 ;a 1 ) = V 1 , which is then used to estimate u 3 . In this case, the trivariate simulation algorithm of the Clayton copula is as follows:
1. Executing the same three steps as the bivariate Clayton simulation. 2. Calculating the first copula V 1 = C(u 1 ,u 2 ;a 1 ). 3. Generating two more exponentially distributed independent values (y 3 , y 4 ) with mean parameter mu = 1. 4. Calculating the second linking value z 2 from V 1 using
5. Calculating the simulated value u 3 similarly to step 3 of the bivariate Clayton algorithm stated above, but with j = 3; where random variable u 3 is distributed according to the Clayton copula.
Finally, the quantiles associated to those probabilities are obtained by applying the marginal inverse cumulative probability distributions of the respective variables.
In the case of the Frank copula, the algorithm is simpler since the variables are simulated using the inverse of the Frank generating function. The bivariate algorithm goes as follow: Table 1 Description of the generating functions, parameter constraints as well as of the relationships between copula parameter and Kendall's Tau for Archimedean copulas (contents extracted from Huard et al. 2004; Copula family Fig. 2 Graphical representations of the trivariate fully nested Frank copula parameter constraint, where values within white spaces satisfy the constraints (Huard et al. 2004) 1. Generating two uniformly distributed random numbers (y 1 , y 2 ). 2. Associating the first random number y 1 to the first variable u 1 . 3. Calculating the second simulated variable by taking the inverse of the Frank generating function (u -1 ) between y 2 and u 1 as u 2 ¼ Àa
In the trivariate case, the third variable u 3 is simulated in order to have [C(u 1 ,u 2 ;a 1 ), u 3 ] * C(a 2 ) similarly to the Clayton copula. To do so, one has to generate a third uniformly distributed random number and calculate the inverse of the Frank generating function of that number with the initial copula value of the first 2 simulated variables. In this case, the trivariate nested simulation algorithm for the Frank copula is as follow:
1. Executing the same three steps as the bivariate Frank simulation. 2. Generating a third uniformly distributed random value y 3 . 3. Calculating the first copula V 1 = C(u 1 ,u 2 ;a 1 ) between the first 2 simulated variables. 4. Calculating the third simulated variable u 3 by taking the inverse of the Frank copula between y 3 and u 1 similarly to step 3 of the bivariate Frank copula algorithm stated above.
The quantiles of these probabilities are determined similarly to the approach taken for the Clayton copula. It is important to note that the inverse of the Frank generating function cannot be solved analytically. A numerical method is used to estimate the copula parameter.
An evaluation of the proposed adaptations of the fullynested Archimedean multivariate copula simulation algorithms is conducted by comparing the distribution of the simulated values to that of the observed values for the different variables considered with the use of box-and-whisker plots. In addition, 2 and 3-dimensional graphic representations of the simulated values of various combinations of variables are examined for expected dependence structures. Moreover, the scatterplots of observed events are superimposed to these simulations in order to qualitatively evaluate the suitability of each copula as suggested by Chowdhary et al. (2011) . Finally, the univariate return periods of the simulated variables are compared to the results of the frequency analysis obtained from observations in order to verify that the marginal distributions are respected.
For the purpose of this study, a large sample of 100,000 simulations of inter-dependent variables is produced using the before-mentioned algorithm. The joint and conditional probability of occurrence of particular events are estimated from samples of 50,000 multivariate simulations randomly extracted from the total number of simulations generated. Various combinations of 2-3 dependent hydrometeorological indices are primarily used to characterise a record breaking flood of the river of interest in terms of intensity and duration. The same method is used to statistically elaborate plausible flood-causing hydrometeorological scenarios by selecting various combinations of meteorological thresholds for which the probability of occurrence of a particular flood event approaches unity. Those scenarios are analysed in terms of their return periods and relative to their 95 % confidence interval, which is obtained via the before-mentioned bootstrapping technique (Efron and Tibshirani 1993) .
The advantages of implementing such a nested multivariate copula model are multiple. Foremost, they lay in the flexibility to represent various dependence structures between several variables even with relatively small sample sizes in addition to preserving the marginal distribution which best represent each variable. In addition, the computational resources required to run such simulations are relatively low, accessible and easy to implement in an operational context. Furthermore, the uncertainties associated to the estimated risks are illustrated via the 95 % confidence interval of the simulations.
Study region and data
Partially located in a moderate continental sub-humid climate characterized by cold winters, warm summers and a long season favorable to agricultural growth (Comité de Concertation et de Valorisation du Bassin de la Rivière Richelieu 2011), the study region stretches 125 km along the Richelieu River from its outlet at the St. Lawrence River in Quebec (Canada) and extends another 193 km to the southern tip of Lake Champlain. This lake is situated between the states of New York (NY) and Vermont (VT) in the United States of America (USA). This area is delineated by two watersheds with only a small extent in Canada (16 %), more specifically in the flat low lands of southern Quebec and the St. Lawrence valley. The remaining region of interest (84 %) falls between the Adirondacks (NY) and the Green mountains (VT) in the USA, which amount to a total watershed area of approximately 23,899 km 2 . About 90 % of the Richelieu River flow originates from the mostly forested (85 % of the total study area) Lake Champlain watershed near Rouses Point (NY). The difference in height from that point to the outlet is more than 33 m, with a shallower river bed adjacent to Saint-Jean-Sur-Richelieu (Quebec) and no structures regulating the natural flow of the river. The daily flow-measuring hydrometric station used in this study is approximately 10 km downstream of Saint-JeanSur-Richelieu at Rapides Fryer (Fig. 3) . Twenty eight (28) meteorological stations spread through Canada and USA are also considered to measure daily total precipitation, minimum and maximum air temperature for the 31-year common period between January 1st, 1981 and December 31st, 2011. From this data bank, the South Hero (NY) station, identified as station #28 in Fig. 3 , is selected for univariate and multivariate analysis because of its proximity to the hydrometric station and due to shared homogeneous meteorological characteristics with most of the stations in the region upstream of Rapides Fryer (Fig. 3) . Further information on these observation stations are detailed in Table 2 .
Results
Hydrometeorological analysis
The interannual standardized anomalies of hydrometeorological indices calculated for years with the highest maximum spring flow (i.e. 1983, 1993, 1994, 1996 and 1998) (i.e. 1983, 1994, 1996 and 1998) . In fact, the latter instances have maximum spring flows (Q) equal or superior to the minor flood threshold (i.e. Q C 1,064 m 3 /s), which is set empirically by the public security authority of the province of Quebec. Such a flood entails inundations of nearby roads, fields and possibly small damages to homes situated along the river. In contrast, the years 1993 and 1998 exceeded the medium flood severity threshold (Q C 1,221 m 3 /s), which typically involves damages of several homes and bridges, poor road conditions, risks of overflowing sewers as well as possible evacuations. Furthermore, the 2011 spring flood of the Richelieu River exceeded the major flood threshold of Q C 1,335 m 3 /s, which brings about the same consequences as all the lower flood severity levels in addition to causing damage to large inhabited sectors while threatening people and infrastructures in the extended area due to high water levels and possible electrical power failures.
Meteorological events observed at the South Hero station show interesting characteristics, particularly for 2011.
Observations at the center of the watershed, near Lake Champlain (i.e.: South Hero station), indicate that the 2010-2011 winter and spring seasons were relatively abnormal in terms of the intensity and quantity of precipitation in addition to the variability of temperature. In fact, the cumulative total precipitation fallen between November and March was positively abnormal for 2011 with quantities of 354.7 mm, corresponding to a 14-year recurrence event. Generally, lower cumulative winter and spring precipitations are observed throughout the 31 year record for the South Hero weather station relative to observations taken in the south of the watershed (not shown in this analysis). The 2010-2011 cumulative solid precipitation fallen in DJF at South Hero was abnormally high with 199.2 mm, which corresponds to recurrences of approximately once every 12 years. The solid precipitation fallen in March was abnormally high with 64.2 mm, corresponding to a return period of 25 years. The intensity of those snowfall events were particularly important in 2011 for the South Hero station with a maximum cumulative solid precipitation in 5 consecutive days of 63 mm, which corresponds to a return period of 12 years. Out of the 31 year record, 2008 is the only other year with a more abnormal cumulative solid precipitation fallen in winter Table 4 . The Kendall's rank correlation test (1938) is conducted between the various indices for all the stations in order to detect and quantify the dependence between the different hydrometeorological events. Table 5 shows the correlation coefficients between some of these indices for the South Hero station. These Kendall tau coefficients (s) fall within the range of acceptable correlation coefficients for the use of Clayton and Frank copulas as defined by Michiels and Schepper (2008;  i.e. -1 C s B 1). The maximum spring flow and the flood duration indicators are significantly positively correlated with each other and that correlation increases with higher flood detection thresholds for the flood duration index. Certain meteorological indices are also positively correlated with each other for all the weather stations such as the 90th percentile and simple daily liquid precipitation in spring. In other words, an increase in intense precipitation events leads to an increase in mean daily precipitation per wet day for the same period. The correlations of the other combinations of indices are not significant for every station. Moreover, pairs of indices for which the South Hero weather station has significant correlations are given particular attention for the multivariate analysis, especially if they can be used to anticipate flood occurrences. For example, it can be observed that the maximum spring flow is negatively correlated with the frequency of daily frost/thaw episodes in winter as recorded by the South Hero station. Hence, the number of days for which the temperature fluctuates above and below 0°C in winter appears to have an inverse effect on the intensity of flow. In other words, less/more thawing days during winter may increase/decrease the quantity of snowmelt water available in spring that contributes to the flood. However, the index for degree days of melt is not correlated to the peak spring flow nor flood duration indices for any weather station. The latter is unexpected and raises doubts about the suitability of the DDmelt index chosen for the study area. In summary, the cumulative total precipitation fallen between the months of November and March is positively correlated with the maximum spring flow for the station of interest. Intensity indices of liquid precipitation in spring such as the 90th percentile of rainfall are also positively correlated with Qmax spr and Fldur for several observation stations including that of South Hero. As a result, the spring peak flow increases at Rapides Fryer as the cumulative total precipitation fallen from November through March and the 90th percentile of liquid precipitation in spring increase as well as when the frequency of daily frost/thaw episodes in winter decreases for several weather stations across the LCR watershed. Multivariate analyses of these correlated variables are conducted in the next section for a more in depth understanding of their effect on the Richelieu River flood risks.
Multivariate analysis
Evaluation of simulation algorithm
In Fig. 5 , the performance of the generalized nested Archimedean copula algorithm is analyzed with the use of box-and-whisker plots. The algorithms for the Clayton and Frank copula have proven capable of representing central distributions of the events observed by the South Hero and Rapides Fryer stations while respecting the dependence structure between the variables tested; namely the maximum spring flow, cumulative solid precipitation in winter and the 90th percentile of rainfall in spring. In fact, the inter-quartile ranges (IQR) are quite similar for the observed and simulated values of the three variables; with a slightly underestimated median for the 90th percentile of rainfall in spring for both copulas (Fig. 5) . The whiskers, representing values within 1.5 times the IQR of Q 1 and Q 3 , are longer for the simulated meteorological variables, indicating that the simulated extremes and variations are higher than what is observed. The slight skewness in the higher quantiles of the observed Qmax spr index is not represented in the simulated time-series of both copulas due to the low estimated value of the scale parameter for the lognormal distribution associated to that simulated variable. There is a larger number of outliers for the three simulated variables relative to the respective observed data, which is possibly due to the limited number of observations available for the 1981-2011 period compared to the 50,000 simulations generated for this evaluation as argued by Chowdhary et al. (2011) . The univariate probabilities of exceeding the 2011 thresholds as estimated from the 3 simulated variables are similar to those obtained by univariate frequency analysis of the observed events of 2011 (Table 6 ). Therefore, the marginal probability distributions of the variables considered in the proposed copula models are adequately preserved and respected. Figure 6 represents the simulations on 3 and 2-dimensional scatter plots, which are used to analyze the dependence structure between the three variables for the Clayton or Franck copula (Fig. 6a, b) . The superimposed scatter plots of the observations and simulations indicate that both sets of simulations (i.e. via Clayton and Frank copulas) appear suitable for this exercise. For low values of the cumulative solid precipitation in winter as well as of the 90th percentile of rainfall in spring, a low value of maximum spring flow is jointly simulated. As expected, when the values of the meteorological indices increase, so does the joint value of Qmax spr . However, this increase is not without important variations as can be seen by the scattering of points under more extreme conditions. A similar tendency is observed in the scatter plots of the Qmax spr-PrecSol and Qmax spr-P90p pairs of simulations. Using the Frank copula (Fig. 6b) , the dependence structures are not as clear to interpret as those obtained via the Clayton copula. According to the k-plot and the quadratic distance criteria (L Frank 2 = 0.0019 vs L Clayton 2 = 0.0016), the Clayton copula is better suited to represent the interdependence of the variables being tested in this exercise. However, further evaluations of the trivariate Frank copula simulation algorithm demonstrated appropriate dependence structures. Overall, the generalized nested simulation algorithm for both copulas is considered adequate for the current study, but the Clayton copula performs best when combined with the method of moments for parameter estimation. estimations of recurrences and risks. The example of the conditional return period of the maximum spring flow in consideration of the 90th percentile of rainfall in spring as a covariate is used to illustrate that interpretation. The probability that the peak spring flow observed in 2011 occurs is of 0.011 or 1.1 %, which corresponds to a return period of 90 years (i.e. 1/0.011) according to a univariate frequency analysis. By taking into account additional information from dependent meteorological observations such as the 90th percentile of rainfall in spring, the probabilities that the same spring peak flow occurs can be estimated for different extreme precipitation intensities. For example, by considering the occurrence of a P90pLiq-MAM of 16.41 mm/day, which has a return period of only 2 years, the probability that 2011's Qmax spr is exceeded is of 0.0233 or 2.3 %, corresponding to a return period of 43 years (i.e. 1/0.0233). In other words, when 2-year extreme spring rainfall intensities occur, there is *2.3 % probability that 2011's maximum spring flow also occurs.
In order to determine which meteorological variable has the most influence on the flood characteristics, the conditional return period of the hydrologic events under meteorological conditions of 2, 20, 50 and 100-year return periods are compared. The effect of these meteorological events on the recurrence of the 2011 spring peak flow and flood duration is quantified (i.e. T Qmaxspr | X and T Durf|X , respectively, where X is a meteorological condition). In a first case, the conditional return periods of a record flood event is quantified in consideration of the meteorological indices of interest presented in Fig. 7 . The 90th percentile of rainfall in spring appears to have the most influence on flood peak occurrences between the meteorological indices and marginal conditions evaluated. The cumulative total precipitation fallen between November and March and the frequency of frost/thaw episodes in winter also appear to have an effect on the conditional return period of Qmax spr , but to a lesser degree. Similarly, the 2011 flood duration is affected by extreme conditions of rainfall intensity in spring since the Fldur conditional return period is lowest under unusual P90pLiqMAM events. In all the evaluated cases, the separate effect by those meteorological phenomena on the conditional return periods of either flood characteristic diminishes considerably for meteorological conditions of marginal return period's superior to 20 years. The latter may indicate that more than one meteorological condition must be met in order to increase the risk of a spring peak flow and flood duration similar to 2011.
Following the same approach, the 2011 hydrometeorological events are analysed in a bivariate case using the proposed copula algorithm and the observations of the South Hero and Rapides Fryer stations. The joint occurrence of the 2011 maximum spring flow and flood duration (i.e. 1,550 m 3 /s and 111 days, respectively) is infrequent with an estimated return period of the order of 960 years according to the Clayton copula. Note that those estimates are based on a maximum sample size of 31 years. Consequently, important uncertainties are expected for events with relatively high return periods when using a limited sample size of a few decades. Therefore, estimates of joint return periods should be interpreted as ordinal scales of measurement varying from frequent, normal, rare and extremely rare events and not as precise estimates. On the other hand, the conditional return period of flood duration of 111 days is of 11 years if a maximum spring flow similar to the 2011 record is reached.
Moreover, the maximum spring flow of 2011 has return periods of approximately 51 and 40 years when the observed frequency of daily frost/thaw episodes in winter or the cumulative total precipitation fallen between November and March are similar to those of 2011. Whereas Qmax spr has a /s has higher probabilities of occurring when P90pLiqMAM C 31.1 mm/day then when either Prec-TOTNM C 355 mm or FrThSeqDJF C 19 days. This indicates that the intensity of spring precipitation fallen at the center of the LCR watershed in 2011 had an important influence on its spring peak flow. This can be explained by the abnormally high 90th percentile of rainfall that spring, which had an approximate marginal return period of 260 years. The occurrence of the 2011 flood duration was influenced by these intense precipitation events. In fact, P90pLiqMAM had a prominent effect on the probability of occurrence of the 2011 flood duration since a conditional return period of 8 years is estimated under such extreme spring rainfall intensities.
In order to determine how the combined occurrence of the three meteorological conditions affected the record flood, a trivariate analysis of the conditional [T 2011 (a|b,c) ] and joint [T 2011 (a,b,c) ] return periods of the 2011 maximum spring flow is conducted. Table 7 sums up the lower (LL) and upper (UL) limits of the 95 % confidence interval for the estimated conditional and joint return periods of the hydrometeorological events observed by the South Hero and Rapides Fryer stations. It must be noted that the generalized simulation algorithm for the Frank copula has difficulties converging estimates of joint and conditional trivariate return periods when extreme or very rare events are considered. It is not necessarily the case for the Clayton copula. Hence, when both copulas are suitable, the Clayton copula is used in an attempt to remediate convergence issues.
The results show that the estimated joint return periods are larger than the conditional recurrences as expected from their respective definitions. The bivariate return period of the joint occurrence of the 90th percentile of spring rainfall and the cumulative total precipitation fallen between November and March 2011 is high, but not as important as the return period of the trivariate joint occurrence of these 2 meteorological conditions with the 2011 maximum spring flow. Whereas the estimated trivariate conditional return period indicates that the occurrence of such a spring peak flow can be very probable when cumulative and intense precipitation conditions similar to those of 2011 are observed. However, the 95 % confidence intervals of these trivariate recurrence estimates are relatively large and must be interpreted with caution.
On the other hand, the occurrence of the frequency of frost/ thaw episodes recorded in winter 2011 in conjunction with the cumulative total precipitation fallen in the months from November to March 2011 may have a lesser, but more certain influence on the recurrence of the spring peak flow for that year. The confidence interval of the return period for the joint bivariate occurrence of the 2011 FrThSeqDJF and Prec-TOTNM events is much lower than that of the P90pLiqMAM and PrecTOTNM combination of events, which can be explained by the lower marginal recurrences of the former two variables. Overall, those considered indices characterizing the cumulative and punctual intensity of precipitation as well as the variability of temperature in the months prior and during flood-prone seasons appear to be appropriate indicators of extreme peak flow occurrences over the Richelieu River.
Hydrometeorological scenarios
The proposed nested multivariate Archimedean copula approach is used to statistically elaborate multiple plausible and physically founded scenarios of hydrometeorological events causing minor and major floods according to the peak flow thresholds set by the Quebec provincial public security authority. The trivariate conditional and joint return periods of flow occurrences associated with these minor and major flood thresholds (1,064 and 1,335 m 3 /s, respectively) are evaluated according to a variety of meteorological events extracted from the observed range of PrecTOTNM, P90pLiqMAM and FrThSeqDJF of the available 31-year record. Since no flood duration is associated to the flood conditions set by the public security authority, scenarios are only generated according to flow thresholds. The 95 % confidence interval of the estimated return periods for the joint and conditional trivariate minor and major flood scenarios are presented in Tables 8 and 9 .
The return periods of the joint occurrences of the FrThSeqDJF, PrecTOTNM and either flood threshold are generally lower than those of the P90pLiqMAM, Prec-TOTNM and respective flood threshold. The reason for this is that the latter meteorological conditions have much higher extreme values with more scarce occurrences than the former combination of events. Moreover, the return periods of trivariate joint occurrences for the minor flood threshold are lower than for the major flood threshold since the latter are in fact, less common. In general, the uncertainties attributed to the estimated return periods of joint occurrences increases substantially with higher values of meteorological conditions. However, that increase is less important for the estimated return periods of the conditional occurrences of flood thresholds. Overall, these scenarios indicate that commonly observed PrecTOTNM, P90pLiqMAM and FrThSeqDJF conditions by the South Hero station can generate minor floods approximately every 4 years or 25 % of the time, while the risk for major flood events is of at most 4 % (i.e. return period of 25 year) under similar conditions. Those risks increase with more rare and extreme meteorological conditions to maximum flood risks ranging from about 50 to 100 %, respectively for major and minor floods. Although such joint trivariate events are rare, these meteorological conditions are appropriate indicators of flood causing scenarios, and can be used for design purposes or for hydrologic sensitivity analysis of the river of interest.
Discussion and conclusion
The fully nested multivariate Archimedean copula approach suggested in this study has proven capable of representing the inter-dependence of hydrometeorological phenomena while preserving the marginal distributions of the considered variables. A generalisation of the bivariate simulation algorithms of the Frank and Clayton copulas to the trivariate case was conducted in a nested framework in order to satisfy this objective. This technique preserves the most suitable marginal distribution for each variable instead of assigning a common distribution to all variables. The evaluation of the approach showed that both the Clayton and Frank simulation algorithms were capable of representing the inter-quartile range of the variables tested as well as the univariate exceedance probability of extreme hydrometeorological observations. However, differences in the number of outliers and extreme values were found between the simulations and observations due in part to the sample size difference of the two datasets. In fact, more abundant observations would benefit the performance of marginal and copula parameter estimations by considering a larger range of the phenomenon's natural variability. In the absence of a large sample size, the use of the method of moments for parameter estimation was opted since it performs as well as, if not better than, other methods such as the maximum likelihood approach under similar conditions. In addition, the separate estimation of the marginal and copula parameters via the method of moments, although tedious, is more effective than techniques which estimate the entirety of the model's parameters simultaneously.
Moreover, the simulation algorithms of both copulas represent adequately the dependence structures between variables, while performing particularly better for the Clayton copula in this study. The difference in performance with the Frank copula may lie in the use of a numerical method to solve for the inverse function of the Frank generator, while the inverse of the Clayton generator can be found analytically. In fact, convergence issues were observed for the Frank copula during simulations of extreme values for certain variables. In this case, the Clayton copula was used when both copulas were found similarly suitable, thereby reducing the range of the 95 % confidence interval for the estimated joint and conditional return periods. Nonetheless, the algorithm developed for the Frank copula may be more appropriate when simulating dependencies between variables of less extreme nature and more central values (Genest and Favre 2007) . Thus, the fully nested approach presented in this study may be applicable for other Archimedean copulas if desired.
The confidence interval was calculated with a bootstrapping technique developed to maximise the sampling distribution by selecting with replacement 1,000 samples of 50,000 values of each variable from a total of 100,000 simulations. This approach ensured that random simulations are selected for every sample in large enough numbers to estimate high return periods, thereby allowing an adequate assessment of the accuracy of the simulation algorithms. By doing so, practical estimates of the risks and return periods of joint and conditional occurrences of common and scarce bivariate and trivariate hydrometeorological events are successfully produced using the Clayton and Frank copulas. Larger confidence intervals translate in elevated uncertainties and smaller confidence intervals into higher certainty. Therefore, uncertainties associated to return periods of extreme/rare events were larger than to those of more normal/frequent conditions due to the limited availability of observations in the study region and, in turn, due to the limited representation of the natural variability and extremes within the sample. In this case, it is recommended that estimates of joint or conditional return periods be interpreted as ordinal scales of measurements varying from frequent to extremely rare events. Furthermore, the multivariate analysis was limited to the consideration of three variables due to the constraints imposed by the sample size and the nested approach (Table 1) . A general rule of thumb in statistical analysis is to have about 4 times more observations than the number of parameters to estimate. In the case of the Richelieu River, the sample size of observations was limited to 31 years hence only 3 variables were considered simultaneously since a minimum of 8 parameters have to be estimated. Hence, the applicability the proposed methodology and uncertainties associated to its estimates are strongly influenced by the sample size of the observations and by the nature of dependence between the variables of interest (i.e. extreme/central values; magnitude of dependence).
In one application of this tool, a record breaking flood event of the Richelieu River has been characterized in terms of spring peak flow and flood duration risks. It was shown that the combined effect of cumulative total precipitation fallen between November and March with the 90th percentile of rainfall in spring and the frequency of daily frost/thaw episodes in winter explained part of the 2011 extreme spring peak flow and flood duration of the river. However, when extreme meteorological and hydrological events such as the 90th percentile of rainfall and the spring peak flow of 2011 are considered, the proposed simulation algorithm has difficulties estimating the joint and conditional return periods even with the use of the Clayton copula. The limited sample size of observations may be one of the reasons behind this performance issue since relatively small ranges of the natural variability of the phenomena of interest are considered for the calibration of the model. In a subsequent study, it would also be interesting to include a more sophisticated degree days of melt index, which takes into account the snow density or accumulation, elevation and wind speeds as suggested by the National Engineering Handbook of the Natural Resource Conservation Service (2004), since spring floods are often associated to particular snowmelt rates in North America. Moreover, certain variables were stationary with only 90 % confidence. Therefore, it would be interesting to explore a non-stationary approach to the proposed fully nested multivariate Archimedean copula thereby eliminating the effect of any possible trend in the dataset.
In a second application, physically founded and probable flood-causing hydrometeorological scenarios are elaborated. The latter showed that risks of minor and major flood events increased with more extreme meteorological conditions of cumulative precipitation and of frequency of frost/thaw episodes in the months previous to the flood season, especially when extreme spring precipitation intensities also occurred. However, it was also shown that the combination of less abnormal meteorological events can still expose the river to minor and even major flood risks when several particular conditions are met. Such scenarios will be generated for the LCR watershed in a subsequent study and will be given as input to a semidistributed hydrologic model calibrated over the Richelieu River in order to determine flood risks along the river according to the flow response.
The following conclusions are drawn from this study: (1) Trivariate hydrometeorological flood analysis can be conducted using the proposed simulation algorithms developed for nested multivariate Archimedean Frank and Clayton copulas if adequate datasets are available; (2) Joint and conditional return periods obtained from such a model can provide valuable information for decision makers in order to elaborate adaptation and flood risk management strategies when appropriate indicators are selected; (3) The consideration of more than one meteorological condition is required to explain extreme flood events since the effect of a single meteorological event is, in some cases, not sufficient to cause record breaking floods such as the 2011 spring flood of the Richelieu River; (4) Cumulative total precipitation and frequency of daily frost/thaw episodes in the months preceding flood-season combined with the extreme intensities of rainfall during the flood-prone spring season constitute major meteorological factors of maximum spring flow for the Richelieu River; And (5) the effect of different combinations of meteorological conditions on flood characteristics can be compared with the use of copulas. In fact, as demonstrated in our study, the 90th percentile of rainfall in spring has an important influence on extreme spring peak flow. This is especially true when particular preconditioned memory of water storage along the Richelieu River and Lake Champlain drainage basin is satisfied through the cumulative total precipitation fallen between the months of November and March or the frequency of frost/thaw cycles in winter. Thus, these three combined meteorological factors should be considered or serve as indicators of high impact floods for the region of study in any intermediate or long-term alert system or risk management scheme. This is of particular importance for the survey of spring flood occurrence in Canada, as the current practice in meteorological services is to use univariate meteorological information or to assume a linear combination of multiple variables, mainly related to precipitation, in order to assess spring flood risks within river basins.
