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Model regresi linier berganda digunakan untuk mempelajari hubungan
antara sebuah variabel tak bebas dan lebih dari satu variabel bebas. Metode estimasi
yang paling sering digunakan untuk menganalisis regresi adalah metode kuadrat
terkecil. Metode kuadrat terkecil untuk model regresi linier dikenal sangat sensitif
terhadap pencilan. Regresi robust adalah metode yang penting untuk menganalisis
data yang terkontaminasi oleh pencilan. Tugas akhir ini akan membahas regresi
robust MM-estimator. Estimasi ini merupakan gabungan metode estimasi yang
mempunyai nilai breakdown yang tinggi (LTS-estimator atau S-estimator) dan
M-estimator. Langkah-langkah metode MM-estimator secara umum ada tiga
langkah: estimasi parameter awal regresi dihitung dengan metode LTS-estimator,
residual dan skala robust dengan menggunakan M-estimator, dan estimasi parameter
akhir dengan metode M-estimator. Tujuan penulisan tugas akhir ini adalah
mendeteksi pencilan dengan menggunakan DFFITS dan menentukan persamaan
regresi linier berganda yang mengandung pencilan dengan menggunakan metode
regresi robust MM-estimator. Data yang digunakan adalah data bangkitan dari
software Minitab 14.0. Berdasarkan hasil analisis dapat disimpulkan bahwa data
ke-21, 27, 34 merupakan pencilan dan persamaan regresi linier berganda dengan
menggunakan estimasi regresi robust MM-estimator adalah = 3.97 + 0.392 −0.810 − 0.263 + 0.968 .
Kata Kunci : Regresi Linier Berganda, Metode Kuadrat Terkecil, Pencilan, Regresi




The multiple linear regression model is used to study the relationship between
a dependent variable and more than one independent variables. Estimation method
which is the most frequently be used to analyze regression is Ordinary Least Squares
(OLS). OLS for linear regression models is known to be very sensitive to outliers.
Robust regression is an important method for analyzing data contaminated by
outliers. This paper will discuss the robust regression MM-estimator. This estimation
is a combined estimation method which has a high breakdown value (LTS-estimator
or S-estimator) and M-estimator. Generally, there are three steps for MM-estimator:
estimation of regression parameters initial using LTS-estimators, residual and robust
scale using M-estimator, and the final estimation parameter using M-estimator. The
purpose of writing this paper are to detect outliers using DFFITS and determine the
multiple linear regression equations containing outliers using robust regression
MM-estimator. The data used is the generated data from software Minitab 14.0.
Based on the analysis results can be concluded that data 21st, 27th, 34th are outliers
and equation of multiple linear regression using robust regression MM-estimators isy = 3.97 + 0.392 x − 0.810 x − 0.263 x + 0.968 x .
Keywords : Multiple Linear Regression, Ordinary Least Square (OLS), Outliers,
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Menurut Greene (1951), model regresi linier berganda digunakan untuk
mempelajari hubungan antara sebuah variabel tak bebas dan lebih dari satu
variabel bebas. Bentuk model regresi linier berganda dengan k variabel bebas
adalah: = + + +⋯+ + , adalah variabel tak bebas
pada pengamatan ke-i, , , … , adalah nilai variabel bebas pada
pengamatan ke-i dan parameter ke-k, , , … , adalah parameter regresi, dan
adalah error pada pengamatan ke-i (Montgomery and Peck, 1992).
Menurut Montgomery and Peck (1992), metode estimasi yang digunakan
untuk menganalisis regresi adalah metode kuadrat terkecil. Metode kuadrat
terkecil mempunyai asumsi-asumsi tertentu. Asumsi tersebut yaitu memiliki
parameter-parameter yang bersifat linier, error mempunyai nilai rata-rata sebesar
nol, homoskedastisitas, tidak terjadi autokorelasi, tidak terjadi multikolinieritas,
dan error berdistribusi normal (Gujarati, 2007).
Menurut Willems and Aelst (2005), metode kuadrat terkecil untuk model
regresi linier dikenal sangat sensitif terhadap pencilan pada data. Pencilan
merupakan suatu keganjilan dan menandakan suatu titik data yang sama sekali
tidak sama dengan data yang lain. Oleh karena itu, suatu pencilan patut diperiksa
2secara seksama, sehingga alasan dibalik keganjilan itu dapat diketahui (Draper
and Smith, 1992).
Berbagai kaidah telah diajukan untuk menolak pencilan (memutuskan
untuk menghilangkan data yang ada pencilannya, setelah itu data dianalisis ulang
tanpa pencilan). Penolakan pencilan yang begitu saja bukanlah langkah yang
bijaksana. Adakalanya pencilan dapat memberikan informasi yang tidak bisa
diberikan oleh titik data lainnya, misalnya karena pencilan timbul dari kombinasi
keadaan yang tidak biasa yang mungkin saja sangat penting dan perlu diselidiki
lebih jauh. Sebagai kaidah umum, pencilan baru ditolak jika setelah ditelusuri
ternyata merupakan akibat dari kesalahan-kesalahan seperti memasukkan ukuran
atau analisis yang salah, ketidaktepatan pencatatan data, dan terjadi kerusakan alat
pengukuran. Bila ternyata bukan akibat dari kesalahan-kesalahan semacam itu,
penyelidikan yang seksama harus dilakukan (Draper and Smith, 1992).
Regresi robust adalah metode yang penting untuk menganalisis data yang
terkontaminasi oleh pencilan . Regresi robust terdiri dari 5 metode estimasi, antara
lain: M-estimator, Least Median Square (LMS)-estimator, Least Trimmed Square
(LTS)-estimator, S-estimator, dan MM-estimator. Metode estimasi MM
dikenalkan oleh Yohai pada tahun 1987. Estimasi ini merupakan gabungan
metode estimasi yang mempunyai nilai breakdown yang tinggi (LTS-estimator
atau S-estimator) dan M-estimator (Chen, 2002).
Langkah metode MM-estimator secara umum ada tiga langkah. Pertama,
estimasi regresi awal dihitung dengan metode LTS-estimator. Tahap kedua,
3menghitung residual berdasarkan estimasi regresi dan skala robust dengan
menggunakan M-estimator. Terakhir, menghitung estimasi parameter akhir
dengan metode M-estimator (Yohai, 1987).
Analisis regresi robust yang pernah ditulis sebelumnya antara lain: Elen
Dwi Pradewi (2012) memodelkan regresi linier berganda “ketahanan pangan di
Jawa Tengah tahun 2007” menggunakan regresi robust estimasi M-IRLS dengan
fungsi pembobot Huber dan Tukey Bisquare, dan Ory Ade Maulana (2012)
menggunakan regresi robust Least Trimmed Square dengan algoritma Fast-LTS
dan C-Steps untuk mengatasi pencilan pada regresi linier.
Pada penulisan tugas akhir ini, yang dibahas adalah mengenai estimasi
parameter regresi linier berganda yang mengandung pencilan, tanpa
menghilangkan pencilan dengan menggunakan metode regresi robust
MM-estimator.
1.2 Tujuan
Adapun tujuan dari penulisan tugas akhir ini adalah
1. Mendeteksi pencilan pada data bangkitan yang digunakan dalam
tugas akhir ini dengan menggunakan DFFITS.
2. Menentukan persamaan regresi linier berganda yang mengandung
pencilan dengan menggunakan metode regresi robust MM-estimator.
