A method was developed and tested to estimate challenge load due to disease outbreaks and other challenges in sows using reproduction records. The method was based on reproduction records from a farm with known disease outbreaks. It was assumed that the reduction in weekly reproductive output within a farm is proportional to the magnitude of the challenge. As the challenge increases beyond certain threshold, it is manifested as an outbreak. The reproduction records were divided into 3 datasets. The first dataset called the Training dataset consisted of 57,135 reproduction records from 10,901 sows from 1 farm in Canada with several outbreaks of porcine reproductive and respiratory syndrome (PRRS). The known disease status of sows was regressed on the traits number born alive, number of losses as a combination of still birth and mummified piglets, and number of weaned piglets. The regression coefficients from this analysis were then used as weighting factors for derivation of an index measure called challenge load indicator. These weighting factors were derived with i) a two-step approach using residuals or year-week solutions estimated from a previous step, and ii) a single-step approach using the trait values directly. Two types of models were used for each approach: a logistic regression model and a general additive model. The estimates of challenge load indicator were then compared based on their ability to detect PRRS outbreaks in a Test dataset consisting of records from 65,826 sows from 15 farms in the Netherlands. These farms differed from the Canadian farm with respect to PRRS virus strains, severity and frequency of outbreaks. The singlestep approach using a general additive model was best and detected 14 out of the 15 outbreaks. This approach was then further validated using the third dataset consisting of reproduction records of 831,855 sows in 431 farms located in different countries in Europe and America. A total of 41 out of 48 outbreaks detected using data analysis were confirmed based on diagnostic information received from the farms. Among these, 30 outbreaks were due to PRRS while 11 were due to other diseases and challenging conditions. The results suggest that proposed method could be useful for estimation of challenge load and detection of challenge phases such as disease outbreaks.
INTRODUCTION
Diseases and other challenges like high ambient temperature adversely affect several reproduction traits. For example, porcine reproductive and respiratory syndrome (PRRS) leads to a higher number of still births and mummified piglets and a lower number of piglets born alive and weaned. Similarly, heat stress, poor feed quality and poor management practices also have a negative effect on reproduction traits. In worldwide commercial pork production, it is highly desirable to minimize these losses and produce pigs that are robust to overcome the adverse effects of common challenges for efficiency and uniformity in pig production. One of the main challenges in breeding for disease resistance or tolerance in pigs is the difficulty in having data on pathogen burden in the majority of commercial farms. On the other hand, large numbers of reproduction records are available through the farm management software programs that could be used to indirectly quantify the adverse effects of these challenges. For example, reproduction records have been used to detect outbreaks of PRRS (Lewis et al., 2009; Rashidi et al., 2014) . However, these studies are based on analysis of single traits while these challenges affect several traits. Hence, a composite measure of robustness to these challenges could be of interest for genetic selection as well as for management decisions. Therefore, this study was conducted with the following objectives: a) develop a composite measure for estimation of challenge load for a farm, b) evaluate the ability of the proposed measure to detect disease outbreaks and other periods of challenges, c) validate the suitability of the proposed measure in several farms with and without PRRS outbreaks and d) discuss the usefulness of the proposed measure for other diseases as well as for other challenges.
MATERIALS AND METHODS

Data
The data consisted of 3,518,222 reproduction records from 447 farms from Europe and America provided by TOPIGS breeding company (Vught, The Netherlands). The reproduction records were collected over a period of 6 yr from 2007 to 2013. The records included number born alive (NBA), number of stillborn piglets (STB), number of mummified piglets (MUM) and number of weaned piglets (NWP). The numbers of stillborn and mummified piglets were summed into a new variable called number of lost piglets (NLP). This also helped in avoiding counting errors since the correct differentiation between MUM and STB can be difficult in many commercial farms.
Reproduction records were divided into three datasets as shown in Table 1 . First, the "Training dataset" was used to develop models to identify challenged periods within farms. This dataset was obtained from a commercial farm in Canada that had frequent and severe outbreaks of PRRS. The same farm was used in Rashidi et al. (2014) . Second, the models developed were tested using data from 15 farms with confirmed outbreaks in the Netherlands, which constituted the "Test dataset." This Test dataset did not include data from the Canadian farm used in the Training dataset. The outbreaks were detected by the farm owners and their veterinarians and confirmed through ELISA and PCR tests conducted by Animal health services (Gezondheidsdienst voor dieren, The Netherlands). This Test dataset allowed comparison of the models and selection of the most suitable model for general use, as these farms were exposed to different strains of the PRRS virus (compared to the Training data set) and presented different levels of clinical severity. Finally, the selected model was further validated using a dataset called "Validation dataset" that contained data from 431 farms other than the Canadian farm, some located in several other countries. Even though ELISA and PCR results were not available for all the farms, valuable information regarding disease and management problems was provided by veterinarians and other local contacts in the respective countries. The Validation dataset allowed further evaluation of the usefulness of the selected model for robustness of the sows to diseases and other stressful conditions or challenges.
Statistical Analysis
Definition of challenge load. It was assumed that sows have to face challenges of different magnitudes that adversely affect their reproductive performance. At a lower level of the challenge, there may only be a small adverse effect on the reproductive performance. However, adverse effects tend to increase as the magnitude of challenge increases. When the challenge load increases beyond a certain threshold, drop in production becomes very obvious, as for example during a disease outbreak (Fig. 1) . Periods of significant increase in number of stillbirths and mummies together with decrease in number of pigs born alive and weaned are typically seen during disease outbreaks (Lewis et al., 2009; . Based on this hypothesis, we assumed that changes in reproduction of sows during known periods of disease outbreaks can be used to estimate their resilience to the disease challenge.
Challenge load of individual sow was then estimated as a function of NBA, NLP and NWP. where, CL is the indicator variable for the challenge load sows experience which represents reduction in reproductive output of an individual sow proportional to the magnitude of challenge load during a challenge phase (e.g., PRRS outbreak). The weighing factors w 1, w 2 , and w 3 are corresponding weighting factors for the traits NBA, NLP and NWP, respectively. Derivation of the weighting factors (w 1 , w 2 , and w 3 ) also requires accounting for effects of other systematic variation such parity of the sow, seasonal variation etc., as they also affect reproductive output during challenge phases. Computation of challenge load with different approaches using Training dataset. Derivation of weighting factors was based on 2 different approaches: two-step approach (TSA) and a single-step approach (SSA). The two-step approach is based on the hypothesis that the impact of the disease on reproduction traits can be estimated better if other systematic variation is taken out first. The method assumes that the impact of challenge is either captured by the year-week effect within a herd or ends up in the residual effect. Hence, TSA was further subdivided into 2 approaches: two-step approach using residuals (TSR) and two-step approach using solutions for year-week effect (TSS). The single-step approach does not involve any precorrection of the reproduction traits. As such 3 approaches TSR, TSS, and SSA were compared. Moreover, 2 types of regression models were used in each of them: a logistic regression considering challenge load as a binary trait, and a General Additive Model (GAM; Austin, 2007) considering challenge load as a normally distributed trait. The GAM is a more generalized form of Generalized Linear Models (GLM) which allows relaxing linearity assumption between the predictor variable and the response variable. That way it is not necessary to specify the nature of relationships between the predictors and the response variable but is dictated by the data. The GAM approach was compared with other statistical approaches by Austin (2007) who suggested that GAM was comparable to logistic regression. Analyses in the present study were conducted using SAS software (SAS Inst. Inc., Cary, NC).The 2 types of models, Logistic and GAM, allowed comparison of assumptions regarding distribution of the challenge load. Thus, a total of 6 types of equations were developed using the Training dataset and their usefulness to truly detect outbreaks assessed in the Test dataset. The main criterion for comparison of the 6 equations of CL was their ability to detect known PRRS outbreaks. The most suitable equation was selected based on this criteria and was further validated on 431 farms with wide variety of challenges.
Two-Step Approach
In this approach, a model with necessary fixed and random effects was used in the first step. The residuals and year-week solutions obtained were then used in a second step to derive the weighting factors needed to estimate CL.
Step 1: Calculation of pre-corrected values of reproduction traits The following linear model was used as described by Rashidi et al. (2014) :
where Y ijkl is the phenotypic value for the reproductive trait (NBA, NLP or NWP) of l th sow, μ is the overall mean, b is the regression coefficient of the covariate SIN, SIN is a sinusoidal covariate to account for seasonality in reproduction of sow which was calculated as: sin[((Farrowing date-"1 May")/365.25) × (2π)]. PAR is the fixed effect of the ith parity of sow, YR is the fixed effect of the j th year, yw is the random effects of the kth year-week with s is the residual variance. The analysis was conducted using ASReml software (Gilmour et al., 2009 ).
Step 2: Derivation of weighting factors For this purpose, all the sows farrowing within a known disease outbreak period were considered exposed to the disease, so the respective records were assigned a value of 100 for the disease status (DS) while those outside the disease outbreak period, i.e., healthy, received a value of 0.
The weighting factors were then derived using a) residuals obtained in step 1; b) year-week solutions obtained in step 1:
Two-step approach using residuals (TSR)
Following model was used: is the residual for number of piglets weaned for l th sow from Model 1 of step 1, and w 1 , w 2 , and w 3 are the respective weights.
Two-step approach using year-week solutions (TSS)
In this step, residuals for the 3 traits in Model 2 were replaced by solutions for each year-week effect (y wk ) for the respective traits. Then the model was as follows: is the solution for number of piglets weaned for k th year-week from step 1 and w 1 , w 2 , and w 3 are the respective weights.
Single-step approach (SSA)
In this approach, original trait values of NBA, NLP or NWP were directly used to derive the weighting factors using the model [4]. Testing and comparison of the approaches using Test dataset. Values of CL were computed using each of the above approaches (TSR, TSS, and SSA) and using GAM and Logistic regression. The 6 types of values of CL were then analyzed using the same model as the one used for individual traits (Model 1) to obtain solutions for each yearweek (yw k ) within the 15 farms. These solutions were then divided by their respective SE to get standardized estimates. A year-week was considered as potentially involved in a disease outbreak as shown in Fig. 1 , when the ratio of the yearweek solution to its SE exceeded the critical value of 2.326 (1% truncation point of normal distribution; Rashidi et al., 2014) . In this process, when this ratio did not exceed the critical value of 2.326 for a single week, while a series of the flanking weeks had that ratio greater than the critical value, the week was still considered as part of the disease outbreak period. Sporadic single weeks with a ratio higher than the critical value were not regarded as part of any outbreak.
Determination of the most suitable approach
The approaches were compared with respect to their ability to detect outbreaks in widely different conditions. The CL TSR , CL TSS , and CL SSA values estimated with the TSR, TSS and SSA approaches, respectively were used to detect outbreaks in the Test dataset (Table 1; 15 farms from the Netherlands). The number of outbreaks detected was compared among the 6 CL values. In addition, solutions for the effect year-week (y wk ) for single traits, NBA, NLP, and NWP were also used for comparison purposes.
Sensitivity (SN) of each approach to detect outbreaks was calculated as: SN = TP/(TP+FN). In this case, the 15 outbreaks confirmed in the respective farms based on ELISA and/or PCR tests were considered as true outbreaks. The outbreaks detected with statistical test were considered truly positive (TP) while those not detected with statistical analysis were considered as false negative (FN).
Validation in farms worldwide using the Validation dataset. Data from the Validation dataset were analyzed using the same procedure for detection of outbreaks as for the Test dataset. The main difference was that only the "best" set of weights was used for the Validation dataset, which was the GAM model using SSA (see Results). The predictive ability was assessed just by counting the number of outbreaks detected using data analysis and the outbreaks confirmed through the responses received from different countries.
RESULTS
Analysis of the Training Dataset
The weighting factors for the traits NBA, NLP, and NWP along with their SE are given in Table 2. These weighting factors were then used in calculating the respective CL values. For example, the CL using the twostep approach using residuals (TSR) and logistic regression was CL TSR = -0.017 × NBA + 0.010 × NLP − 0.004 × 1 NBA = number born alive; NLP = number of lost piglets; NWP = number of weaned piglets; GAM = general additive model.
2 Standardized using respective mean and SD given in Table 3 *P < 0.001
NWP. The values of CL TSR were calculated for each sow. The mean of this CL TSR was -0.197 and the SD was 0.080 as given in Table 3 . Since the means and SD of the CL TSR , CL TSS , and CL SSA differed according to the method used, they were standardized to 0 mean and 1 unit SD by dividing each of the coefficients by the respective SD and subtracting the mean to have comparable values. The standardized coefficients are also given in Table 2 .
Standard Statistics
The overall mean and SD are given in Table 3 . The mean CL was below 0 during healthy periods and about 0.9 SD above 0 during the diseases. As expected, the mean of standardized CL was close to 0 and SD close to 1. The mean CL was higher during disease phases than in healthy phases. Also there was more variation during disease phases as indicated by higher SD.
Comparison of Different Approaches Using Data from the Test Dataset
Number of outbreaks detected using the 3 different approaches and 2 estimation methods are shown in Table 4 . At the same time, outbreaks detected using single traits, NBA, NLP, and NWP, according to Rashidi et al. (2014) are included for comparison purposes. Sensitivities considering the 15 true outbreaks are also given. The use of NLP alone led to the detection of the lowest number of outbreaks followed by NBA. CL showed higher power to detect outbreaks than the single traits NBA and NLP except for NWP. Single step approach showed highest sensitivity to detect outbreaks, especially when the GAM was used (93%).
The severity of these outbreaks was assessed as the ratios of the year-week solutions to their SE, averaged over the weeks within the outbreak detected. These values are given in Table 5 . The two-step approaches, using either residual or solutions, were less sensitive to disease than the single step approach. The single-step approach actually captured more variation than two-step approach, probably because the impact of the disease was partly captured by the year-week solution and partly by the residual. Among the two-step methods, the model using residuals performed better. The analysis also showed differences between farms in the intensity of the disease effects. For example, in farm B there were limited clinical signs and limited effect of the disease on the reproductive performance while farm A was affected more severely.
Validation in Farms Worldwide Distributed
Single step approach using general additive model was therefore considered as the most suitable. Hence, this approach was used to detect outbreaks of disease in the Validation dataset. A list of farms with the periods of outbreaks detected using the data analysis was sent to contacts in respective countries. The responses received are summarized in Table 6 .
Out of 431 farms, outbreaks were detected in 44 farms, some of them with more than 1 outbreak. In majority of cases when the responses were received, the outbreaks detected were verified with veterinary records and/or clinical signs. Although most of the outbreaks were due to the virus PRRS, in some cases the outbreaks were due to other disease agents or feed related issues.
DISCUSSION
Detection of Outbreaks
Several approaches have been suggested for detection of outbreaks with respect to PRRS. Lewis et al. (2009) used 30-d rolling averages of the trait mummified piglets per litter. When the 30-d rolling average for this trait was above a 99% confidence threshold based on the baseline mean and SD, subsequent litters were considered as part of the disease outbreak. In a similar approach Rashidi et al. (2014) recognized a disease phase based on strong deviations of year-week estimates from the annual average of reproduction traits through years. They showed that using the weekly average of farms without correcting for fixed and random effects could lead to low sensitivity of detecting truly positive phases. This is because the annual production of farms would decrease as a consequence of PRRS which reduces deviation of a certain year-weak from the annual average. Therefore, Rashidi et al. (2014) suggested using a linear model that includes effects of several factors other than disease such as parity and season since they could also affect the rolling average. The authors used number born alive as a single trait to detect PRRS outbreaks. This approach was very effective in detecting outbreaks in a farm with severe clinical signs of disease. However, the use of the same approach (i.e., using exclusively the trait number of piglets born alive) on the 15 farms from the Netherlands included in the Test dataset showed that only 6 out of the 15 true PRRS outbreaks were detected (Table 4 ). This could be due to differences in the virus strains, and thus diversity of effects on the number of mummified piglets, number of stillbirths, preweaning mortality, etc. The use of CL resulted in a better detection of outbreaks compared to single traits with the exception of NWP that produced similar results to CL. This is in agreement with the interpretation of NWP as a composite measure itself for outbreak detection. Indeed, NWP includes effects of NLP, NBA, and preweaning mortality rather in an additive manner. On the other hand, the use of CL allows giving different weighting factors to these component traits with respect to disease outbreaks. Klopfenstein et al. (2012) suggested using number of piglets weaned per insemination as a measure to detect outbreaks. This could be useful in detecting some outbreaks due to PRRS. However, this type of measure could give undue weighting to repeat inseminations (e.g., if there were 2 inseminations instead of 1, the ratio of number of pigs weaned would reduce by onehalf). Then the effect of 1 extra insemination is equal to mortality of one-half of the number weaned. Also the ratio measure may not follow the normal distribution properties like CL and could have limited utility other than outbreak detection. One of the issues that requires further investigation is the number of year-weeks with extreme effects required for recognizing an outbreak. In the present study, the number of the consecutive weeks in an outbreak period ranged from 4 to 13 depending on the method used. Out of the total of 4,512 yr-wk in the Validation dataset, there were 42 yr-wk (0.9%) that occurred as single week with extreme values mostly far apart from the outbreak periods. However, the number of consecutive weeks could be different in other situations depending on the severity of diseases and other challenges prevalent in the farm.
The development of CL was based on the implicit assumptions that all pigs in the outbreak period within a farm were exposed to disease. Despite the fact that there could be some differences in spread of pathogens within a farm and exposure at an individual level, our assumption was based on previous studies of PRRS transmission. It has been reported that PRRS virus has an airborne mode of transmission. The transmission has been demonstrated even with 1% of ventilation intake (Kristensen et al., 2004) which is quite likely within in a farm. Nodelijk et al. (2001) have also shown very high transmission rate of the virus within farms. Hence it could be safe to assume that all animals were exposed to the PRRS virus, once the outbreak occurred in the farm. 
Testing and Validation
The CL was estimated based on the reduction in NBA and NWP together with the increase of NLP during known outbreak periods using data from a farm in North America. The severity of PRRS infection and its effect on reproduction traits depends on a number of factors including the virus strain, region, magnitude of exposure, time of exposure, and genetic resistance or tolerance of the sow. It is known that the PRRS virus strains prevalent in North America (Type 2) have more adverse effects on reproduction than the virus strain prevalent in Europe (Type 1). Indeed, PRRS virus 2 often leads to higher number of abortions, still births, mummification, lower number of piglets born alive, and number weaned. Considering these differences, it is interesting to note that CL was able to detect outbreaks in the Netherlands and several countries in Europe and America demonstrating its usefulness to cover a wide range of PRRS strains and severity of infections
Usefulness of Challenge Load Indicator
Detection of disease outbreaks is an important step within studies of disease resistance and tolerance based on the analysis of reproduction records. The Challenge Load Indicator developed in this study showed its usefulness to infer the challenge affecting each herd-yearweek, and accordingly, to classify data into disease and healthy phases. The identification of disease and healthy phases makes the estimation of differences in genetic parameters possible (Lewis et al., 2009) . At the same time, the estimates of genetic correlations between health and disease phases can be used for selection decisions (Mathur and Horst, 1994; . For instance, whether selection for disease-challenged environments can be based on data from healthy farms e.g., in a different country (Mulder and Bijma, 2005) .
In many cases, it is not desirable to divide the data into disease and healthy phases but to account for the periods of low reproductive output in multiple classes or as a continuous variable. An example is a reactionnorm approach to determine the intercept and slope of the response in a given trait to challenge phases (Knap and Su, 2008; Cardoso and Tempelman, 2012; Rashidi et al., 2014) . The independent variable in such a reaction norm approach is often the herd-year-season effect of the same trait. Instead of reaction to the general herdyear-season level, CL can be used to specifically estimate the reaction to challenges of interest. The slopes of individual animals can then be used to select those with higher resistance or tolerance to diseases or other environmental factors (Knap, 2005) . The approaches of using challenge load described above were applied in a subsequent study using the current dataset and the results are summarized by Mathur et al. (2014) . In general, even if the purpose is not related to investigations on disease resistance, the outbreak detection using CL can be useful in properly accounting for the effect of the periods of disease or other challenges.
Conclusions
The main objective of this study was to develop a measure of challenge load of sows to a given challenge based on reproduction records. This can be especially useful for circumstances when the level of challenge e.g., pathogen burden is not available. The challenge load indicator (CL) developed in this study proved to be an effective measure for retrospective detection of outbreaks based on periods of low reproductive output. The CL was originally developed based on data from a PRRS outbreak in North America. In spite of differences in virus strains and regional differences, it is interesting to note that outbreaks in Europe and several other countries could also be detected. In some cases, the outbreaks detected were due to other disease agents or other stressors demonstrating its usefulness in identifying periods of low reproductive output due to stressors other than disease. This was partly expected, as CL is mainly based on decrease in reproductive performance through a combination of traits. As a quantitative variable, it allows not only classification into detection of outbreak periods but also measuring the magnitude of challenge presented in each herd-year-week even when the clinical signs are mild. In this way, CL can be used in the commercial 1 Most of the outbreaks were associated with virus PRRS.
2 Contacts in different countries were asked 1) if the outbreaks detected using data analysis were actually observed and 2) if the response was 'yes', they were asked to give the reason for observation.
3 Five of these outbreaks were not due to PRRS but associated with other pathogens such as Salmonella, Streptococcus suis, Brachyspira or influenza.
4 Two of these outbreaks were due to Leptospira infection.
5 Two of these outbreaks were due to epidemic diarrhea and 2 were due to lower feed quality.
