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51 Introduction
Addressing the energy demand of a growing world population, thermonuclear
fusion represents a possible solution. In this context, the world’s largest inter-
national fusion experiment is currently under construction in Cadarache, South
France: ITER1. As the name indicates, ITER is designed for experimental pur-
poses and is an intermediate step on the roadmap towards a fusion power plant.
The machine beyond ITER will be the DEMOnstration power plant DEMO. It
will be the last step towards a commercial reactor based on fusion energy.
A key system for heating and current drive of such fusion machines is neutral beam
injection based on negative hydrogen ions (NNBI). Negative ions are formed in
the volume of a low pressure, low temperature hydrogen plasma produced in the
injectors ion source and by plasma surface interaction. After formation negative
ions are extracted and accelerated by a multi grid system to form a high ener-
getic particle beam. The ion beam is subsequently neutralised to a high energetic
neutral particle beam and directed into the fusion device.
Requirements for future NNBI systems are very challenging. In case of ITER
NNBI a very homogeneous, high energetic 1MeV ion beam of 40A extracted
from an extraction area of 0.2m2, i.e. with a negative ion current density of
200Am-2 is demanded for pulse lengths of up to one hour. Moreover, the ratio
of inevitably co-extracted electron current to the extracted negative ion current
has to be below unity. In case of DEMO, requirements are not as specified yet
but corresponding or even more challenging demands are realistic. At present, no
such NNBI systems exist and extensive research and development is performed.
At ITER NNBI negative ion formation will be based on the conversion of positive
ions and atomic hydrogen at a caesiated converter surface. Caesium is applied for
reducing the converter’s work function, which results in a significant enhancement
of particle conversion into negative hydrogen ions. However, although capable of
maintaining a high negative ion yield, the alkali metal exhibits a high chemical
reactivity and is subject to plasma induced redistribution processes. Thus a com-
plex caesium dynamic is given. Known from present test stands like the ones
1International Thermonuclear Experimental Reactor (Latin for ’the way’).
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at IPP2 which are equipped with the prototype sources for ITER, caesium will
have to be continuously evaporated into the source for maintaining a spatially
homogeneous and temporal stable low converter surface work function, i.e. for
continuously delivering the demanded high source performance. The arising cae-
sium consumption and the migration of caesium into the accelerator stage are
critical issues regarding the maintenance periods and system reliability and thus,
for DEMO NNBI and beyond alternative materials are needed.
Investigations on different materials for negative hydrogen ion formation have
been performed throughout the literature at different experiments focused on
specific material types in tailored experimental setups. However, partially incon-
sistent or even contrary results have been reported and additionally the compa-
rability of those investigations and the transfer to NNBI ion sources is rather
limited. For the application in negative ion sources for NNBI, comparable inves-
tigations are required at actual operational ion source relevant conditions, i.e. in
a low pressure low temperature hydrogen plasma providing a high combined flux
of atomic hydrogen and positive ions.
The aim of this work is therefore the systematic investigation of different caesium-
free materials at one distinct experimental setup which provides ion source rele-
vant parameters and directly compare the effect on the negative ion density with
the application of caesium.
These investigations are carried out at the laboratory experiment HOMER3
where the plasma is monitored with a multitude of different diagnostics for mea-
suring the overall plasma parameters and in particular the negative hydrogen ion
density. Investigations are focused on materials known from literature, i.e. on
materials with an intrinsically low work function, different types of doped and
non-doped diamond as well as on the refractory metals tantalum and tungsten.
A material’s impact on the plasma and especially on the negative ion density
is directly compared with other materials at equal external experimental con-
ditions. Underlying negative ion related volume processes are modelled using a
0-dimensional model for balancing volume formation and destruction channels on
bases of measured input parameters which allows for assessing a materials impact
on the negative ion density. In order to set gained results into perspective, inves-
tigations are compared to measurements with a stainless steel reference sample
representing the negative ion density coming from pure volume processes on the
one hand and by in-situ application of caesium i.e. the aimed for enhancement
on the other hand.
2Max-Planck-Institut für Plasmaphysik, Garching (Germany).
3HOMogeneous Electron cyclotron Resonance plasma.
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A promising concept for future power generation is thermonuclear fusion in a
magnetically confined plasma composed of deuterium and tritium [SCM+07]:
2D + 3T→ 4He + n + 17.6MeV . (2.1)
Two basic concepts exist that follow this approach: the Tokamak and the Stellara-
tor (see figure 2.1). The Tokamak concept, is based on the transformer principle
and the magnetic field needed for plasma confinement is created by external coils
superimposed by a magnetic field resulting from a toroidally driven plasma cur-
rent. The current is induced as the plasma acts as a secondary winding for a
transformer whose solenoid is in the centre of the torus. Hence, a pulsed opera-
tion is inherent for the Tokamak. In a Stellarator the plasma confining magnetic
field is solely created by a complex geometry of solenoids avoiding the need of
a plasma current. It allows for a steady-state operation that is generally ad-
vantageous, as a competitive future fusion power plant will have to operate in
steady-state or long-pulse mode of several hours. However, due to the complex
geometry of solenoids needed for the Stellarator, the development of the Tokamak
concept is currently further progressed1.
For sufficient energy production in fusion reactors, high collision rates are needed
that are achieved by heating the confined plasma to temperatures up to 100 mil-
lion Kelvin. To sustain the plasma at those high temperatures in a controlled
way different auxiliary heating systems like electron cyclotron resonance heat-
ing (ECRH), ion cyclotron resonance heating (ICRH) or neutral beam injection
(NBI) are applied.
NBI provides beside its heating capabilities, an efficient way of toroidal current
drive and thus it allows for an extension of a Tokamaks pulse length. It will be
1Further information on the Tokamak and the Stellarator principle can be found in [Sch93].
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Figure 2.1: Schematic drawing of the two reactor concepts for thermonuclear
fusion based on magnetic confinement: Tokamak (left) and the Stellarator (right).
The major radius of such toroidal machines is in the order of &5m.
therefore a key system for heating and current drive at the world largest next gen-
eration Tokamak ITER (International Thermonuclear Experimental Reactor)
which is currently under assembly in Cadarache, south France. ITER will start
first plasma operation in December 2025 and the scope of ITER is to demon-
strate the scientific and technological feasibility of fusion energy for up to one
hour [ITE16, IAE02]. For the corresponding pulse lengths two NBI systems will
provide a total injected power of 33MW with a beam energy of 1MeV [IAE02].
According to the European roadmap to the realisation of fusion energy as a sus-
tainable and secure energy source, the machine beyond ITER will be a DEMOn-
stration reactor DEMO, which will be the last machine towards a commercial
fusion power plant [RBB+12]. The construction of DEMO will be prepared be-
tween 2021 and 2030 and is expected to commence in 2031 aiming to start first
plasma operation in the early 2040’s. The production of net electricity from fu-
sion is planned to start in 2050 [RBB+12]. In the European DEMO’s present
conceptual design status two scenarios are considered: a pulsed and a cw option
[FBB+15a, FBB+15b]. Depending on the scenario different research and develop-
ment needs for heating and current drive arise that are currently under assessment
(see for instance [SBJ+12, FF13a, McA14]). When a DEMO NBI system will be
applied, the system will be based on the technological know-how and design of
the ITER NBI system. It is discussed that a DEMO NBI system has to deliver
9a total injected power of up to 50MW in case of a pulsed scenario and up to
135MW for a steady-state scenario with beam energies between 1 and 1.5MeV
[FBB+15b, GAB+15]. For the application at DEMO, it is of major relevance,
that a DEMO NBI system provides a high reliability, availability, maintainability
and a facilitated inspectability, also known as RAMI issues together with a high
plug-in efficiency [FBB+15a, FBB+15b].
Neutral Beam Injection
The NBI heating and current drive is based on the injection of a high energetic
particle beam into the fusion plasma, depositing its energy by collisions. The
beam for ITER will consist of neutral hydrogen or deuterium particles, able to
pass through the external magnetic field that confines the fusion plasma. (Within
this work for simplification, the term hydrogen will be used as a synonym for deu-
terium and hydrogen. A distinction will be made when necessary to emphasis a
present difference).
A schematic drawing of an NBI system is shown in figure 2.2. It consists of
an ion source, an extraction and acceleration multi-grid system, a neutraliser
and a beamline connecting the system to the fusion device. In the ion source a
low pressure low temperature hydrogen plasma is created. Charged particles are
subsequently extracted by the electrostatic grid system and accelerated to high
energies. After acceleration, the precursor charged particle beam is neutralised in
a gas target2 via charge exchange collisions. Residual ions are deflected by a mag-
netic field to an ion dump. For minimizing transmission losses due to collisions
with residual gas after the neutraliser, a large scale vacuum pump is reducing the
pressure and the high energetic neutral beam is transmitted to the fusion plasma
torus.
Most present NBI systems like for the currently largest fusion experiment JET
(Joint European Torus) are based on positive ions. The JET NBI system deliv-
ers in short pulses (seconds range) a maximal total beam power of up to 34MW
with particle energies of up to 125 keV [AJS+15]. For ITER and DEMO, NBI
systems will have to deliver for pulse lengths of up to one hour a higher total
injected power with particle energies of at least 1MeV [IAE02, SBJ+12, FF13a,
McA14, FBB+15b]. As shown in figure 2.3 the neutralisation efficiency in a gas
neutraliser is significantly reduced for such high energetic positive ions [BPS75],
while to the contrary, for negative deuterium ions the neutralisation efficiency
2For DEMO other neutraliser concepts like a photo or plasma neutraliser may be applied
[McA14].
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Figure 2.2: Schematic drawing of a neutral beam injection (NBI) system. The
typical length of a NBI system is in the order of several 10m.
does not decline below 60%. Consequently, for maintaining a high overall effi-
ciency of the NBI system, at ITER and DEMO the NBI will be based on negative
ions [IAE02, FBB+15a, FBB+15b].
Negative Ion Based Systems
Positively charged particles for positive ion based systems are efficiently formed
via ionising collisions within the ion source plasma bulk (see chapter 3.1). The
most relevant pathway for negative ion formation in case of negative ion based
NBI (NNBI) systems is given via a particle conversion at the plasma facing grid
(PG, first grid of the multi grid system) (see chapter 4.1.2). Furthermore, nega-
tive ions are also formed in the bulk plasma volume (see chapter 4.1.1). However,
due to the low binding energy of the negative hydrogen ions additional electron,
negative ions are easily destroyed in the plasma volume (see chapter 4.1.3). As a
consequence, the mean free path of negative ions in ion sources is generally low
and most of the extracted negative ions are created in the vicinity of the plasma
grid [GWF+09].
For reducing the negative ion loss rate in the accelerator stage, the ITER neg-
ative ion source has to be operated at low pressure of maximal 0.3 Pa [IAE02].
At such low pressure, only negative ion sources based on the negative ion surface
production are capable to fulfil the required parameters for ITER [SFF+06]:
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Figure 2.3: Neutralisation efficiency versus particle energy of positive and nega-
tive deuterium ions travelling through a gas target of optimal thickness [BPS75].
Specified in [IAE02], the ITER NBI will have a source area of 1.5×0.6m2. The
system will have to deliver a negative ion current of 40A D− at a current density
of 200Am-2. Therefore, the beam is extracted from an extraction area of 0.2m2
that possesses 1280 extraction apertures with a diameter of 14mm each. During
the one hour pulse length a high beam homogeneity with deviations of maximally
±10% are demanded.
For negative ion extraction the ion source, including the plasma and accelera-
tion grid (both grids at different negative potentials) is negatively biased against
a third, grounded grid. This allows for controlling the beam extraction perfor-
mance, but is linked with the inevitably co-extraction of electrons due to the
same charge state of electrons and negative ions. In order to protect components
after the extraction and acceleration stage from high energetic electron bombard-
ment, co-extracted electrons are deflected within this multi-grid system prior to
full acceleration via bending magnets. The resulting heat load on components is
a limiting factor and thus, for ITER NNBI, the ratio of the co-extracted electron
current density je to the extracted negative ion density jD− has to be below unity
[IAE02].
In the EU fusion roadmap it is favoured that initial system design studies for
DEMO are as much as possible based on the extrapolation from ITER experi-
ence [RBB+12, FBB+15b]. Thus, research and development focused on the ITER
NNBI systems will influence a future DEMO NBI design and described ITER NBI
parameters can be seen to represent at least minimal requirements for a DEMO
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NNBI system.
Up to date, NNBI systems that achieve all ITER requirements simultaneously do
not exist. Main tasks concern for example the ion source, i.e. the efficiency of
negative ion formation and homogeneous and temporal stable operation as well
as the stable and reliable 1MeV particle acceleration. In the context of the ion
source topics, research and development is performed at the Max-Planck-Institute
for Plasmaphysics (IPP) in Garching (Germany). At present the test facilities
BATMAN (BAvarian Test MAchine for Negative ions) [SFF+06] and ELISE
(Extraction from a Large Ion Source Experiment) [HFF+09, FHF+13] are in op-
eration. Both test stands are equipped with the RF prototype sources for ITER.
BATMAN has a source area of 0.32 × 0.59m2 with an extraction area of about
7.0×10−3 m2. With this test stand, it has already been demonstrated that in
short pulses (seconds range) at low pressure the ITER required current densities
at the demanded electron to negative ion current density ratio can be achieved
[SFF+06]. ELISEs design allows for cw operation and the pulsed extraction of
negative ion beams of 10 s every 150 s. It has a larger source area of 1.0×0.9m2
and an extraction area of 0.1m2, i.e. half of the size of the ITER NNBI ion
source. One objective of ELISE is to demonstrate ion source size scaling towards
ITER NNBI.
Current test facilities, like BATMAN and ELISE achieve high extracted nega-
tive ion currents and simultaneously low amounts of co-extracted electrons at
low pressure by negative ion production at converter surfaces with a low work
function. Therefore, caesium is evaporated into the ion sources. The alkali metal
is subject of complex redistribution processes in the ion source body and results
in a reduction the PG’s work function. Neutral hydrogen atoms and positive ions,
impinging on the PG are converted, with a probability depending on the work
function, to negative ions and are subsequently extracted.
For providing long pulses of negative ion beams with high homogeneity and high
negative ion current densities, a uniform and stable negative ion formation at
the PG is a requisite. Therefore, a uniform low work function has to be main-
tained. After [FFW12], this is the most challenging task for operation of negative
ion sources based on the application of caesium: caesium is characterised by a
high chemical reactivity and consequently compounds with unavoidable impuri-
ties within the ion sources (e.g. residual oxygen and water) are easily formed.
This results in a spatially inhomogeneous deterioration of the low work function
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and consequently in the negative ion formation probability. For maintaining a
stably low and uniform work function of the PG, i.e. a high source performance,
up to date careful source conditioning by frequent evaporation of fresh caesium
is needed. This affects the availability and reliability of NNBI systems [FFW12].
Maintenance periods for NNBI systems are sensitive to the caesium consumption
[FF13a] and a possible migration of caesium into the accelerator stage, causing a
reduction of the high voltage holding capabilities of different components can af-
fect the reliability of such systems. As these issues are in contradiction to RAMI
needs for future NNBI systems caesium-free alternatives are investigated for effi-
cient negative ion formation.
Such investigations are performed within this work at the small scale laboratory
experiment HOMER (HOMogeneousElectron cyclotronResonance plasma) that
provides comparable plasma conditions like those in front of the PG in combina-
tion with a high flexibility and diagnostic accessibility.
In table 2.1 a comparison of characteristic parameters of HOMER and the IPP
prototype source at BATMAN in front of the PG is presented. Both experiments
are operated in hydrogen and deuterium at a gas pressure of down to 0.3Pa. Neg-
ative ion formation and destruction processes are sensitive to plasma conditions
like electron temperature and electron density (both directly determine electron
stripping by electron negative ion collisions for example). Furthermore, surface
production of negative ions in BATMAN is mainly a consequence from neutral
atomic hydrogen conversion, correlated with the atomic hydrogen flux [WSM+12].
As can be seen, despite of a significant higher available discharge power, the small
scale laboratory experiment HOMER provides within its smaller discharge vol-
ume comparable electron temperatures and densities like in front of BATMANs
PG and a comparable flux of atomic hydrogen. This is indispensable for the
transferability of gained results at HOMER to negative ion source application.
Table 2.1: Parameters and characteristics of the laboratory setup HOMER and
the IPP prototype source at BATMAN. Plasma parameters in case of the prototype
source represent typical conditions in front of the plasma grid.
HOMER BATMAN
Pressure [Pa] ≥ 0.3 (H2, D2) ≥ 0.3 (H2, D2)
Discharge power [kW] ≤ 1 ≤ 150
Power density [kW/m−3] . 260 . 2930
Electron temperature [eV] 0.5 – 2 1 – 2
Electron density [m−3] 1016 – 1017 1016 – 1017
Atomic hydrogen density [m−3] 1018 – 1019 1018 – 1019
Atomic hydrogen flux [m−2s−1] 1021 – 1022 1021 – 1022
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3 Low Temperature Low
Pressure Hydrogen Plasmas
3.1 General Plasma Characteristics
Within a plasma, i.e. an at least partially ionised gas, neutral particles like
molecules and atoms as well as positively and negatively charged species are
present1. In case of a low pressure, low temperature hydrogen plasma these
particles are neutral H2 molecules and H atoms, three different species of positive
ions (H+, H+2 , H+3 ), negative hydrogen ions H− and electrons.
A plasma is quasi-neutral on a macroscopic scale. This means, the sum of the
positive charge density equals the sum of the negative charge density. With
nH+ , nH+2
, nH+3 and nH− representing the corresponding positive and negative ion
densities of H+, H+2 , H+3 and H−, and ne denoting the electron density, this yields
for a hydrogen plasma:
nH+ + nH+2 + nH+3 = ne + nH− . (3.1)
Deviations from quasi-neutrality are only possible within the so-called Debye
length:
λD =
√
0kBTe
e2ne
(3.2)
where 0 is the permittivity constant, kB the Boltzmann constant, e the elemen-
tary charge and Te the electron temperature. For dimensions exceeding this scale
(typically some µm), present Coulomb potentials are efficiently shielded by elec-
trons and quasi-neutrality is fulfilled.
The description of the various processes in a plasma is possible by the appli-
cation of distribution functions f(v, r, t). These functions give the probability of
1The following presented plasma characteristics are based on [LL05] and [CB11] where a
detailed description of plasma discharges and processes can be found.
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a particle per unit volume and per unit time being in a certain velocity or energy
unit. Their evolution can be calculated via the so-called Boltzmann equation:
df
dt
= ∂f
∂t
+ v · ∇rf + F
m
∇vf =
(
∂f
∂t
)
coll
, (3.3)
where F = |q| (E + v × B) is the force of a local electric and local magnetic
field E and B onto a particle of mass m and charge q. By the collisional term
(∂f/∂t)coll a redistribution of f(v, r, t) due to elastic and inelastic collisions can
be attributed. Of major relevance in low temperature, low pressure plasmas is
the electron velocity distribution function (EVDF) fe(v, r , t) or the equivalent
electron energy distribution function (EEDF) fe(E, r , t).
The density of a specific particle ensemble like the electron density ne (this also
holds for other particle species) is given by the integration in v-space of the
corresponding distribution function fe(v, r , t) and the mean velocity is given by
〈ve(r , t)〉 = 1ne
∫
d3vvfe(v, r , t).
In case of the ensemble being in thermal equilibrium, the distribution function is
given by the Maxwell-Boltzmann or short Maxwell distribution fM(v, r , t) and a
temperature T can be assigned to the particle ensemble. For an isotropic, spatially
and temporal constant distribution function describing a particle ensemble like
the electron ensemble, the Maxwellian distribution function can be written as:
fM(ve) = ne
(
me
2pikBTe
)3/2
4piv2e exp
(
− mev
2
e
2kBTe
)
, (3.4)
with me being the electron mass. The mean thermal velocity 〈ve〉 is given by
〈ve〉 =
√
8kBTe/pime and a transformation of this distribution function into the
energy dependent form yields:
fM(Ee) =
2ne√
pi
( 1
kBTe
)3/2√
Ee exp
(
− Ee
kBTe
)
. (3.5)
Like the mean velocity, the mean energy can be defined via:
〈Ee〉 = 1
ne
∫
dEeEef(Ee) (3.6)
that transforms in case of a Maxwellian distribution into:
〈Ee〉 = 32kBTe . (3.7)
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Laboratory plasmas, including those in ion sources are generated by electric or
electromagnetic fields. Thereby, efficient energy transfer is provided dominantly
to electrons and heavy particles like ions and neutrals are mainly heated by elastic
electron collisions. Due to the ineffectiveness of elastic collisions between particles
with a distinct mass difference and low collision rates present in low pressure, low
temperature discharges, electrons and heavy particles do not thermalize among
each other. As a consequence, the electron temperature is significantly higher
than heavy particle temperatures like for neutrals (e.g. the gas temperature Tgas)
and for ions Ti. Thus, a low temperature, low pressure plasma is a non-equilibrium
plasma with Te  Tgas ≈ Ti.
It is convenient in plasma physics to express temperatures in terms of the energy
equivalent unit eV where 1 eV ≈ 11605K. Typical electron temperatures in low
pressure low temperature plasmas are in the order of eV whereas heavy particle
temperatures are usually & 0.04 to 0.09 eV (≈ 500 to 1000K).
Beside a Maxwellian EEDF another prominent form, the so-called Bi-Maxwellian
EEDF fBM(Ee) can evolve when energy selective heating or loss mechanisms are
present that surpass the electron ensembles thermalization.
A Bi-Maxwellian EEDF is a composition of two different Maxwellian distribu-
tions comprising two ensembles of electrons namely ne,1 and ne,2 that are ther-
malized within each ensemble separately but not as a whole. After [GMS95] a
Bi-Maxwellian EEDF can be characterised by the ’temperatures2’ Te,1 and Te,2
where Te,1 < Te,2 and the weighting factor β = ne,2/(ne,1 + ne,2):
fBM(Ee) =
2ne√
pi
√
Ee(1− β)(kBTe,1)−3/2 exp
(
− Ee
kBTe,1
)
(3.8)
+ 2ne√
pi
√
Eeβ(kBTe,2)−3/2 exp
(
− Ee
kBTe,2
)
.
A correlation with the mean electron energy is again given via equation (3.6).
Furthermore, an effective electron temperature T effe can be defined via:
T effe = (1− β)Te,1 + βTe,2 . (3.9)
A convenient way of comparing different forms of EEDFs is to calculate the
so-called electron energy probability function EEPF g(Ee) = f(Ee)/
√
Ee. De-
2Note, a temperature in thermodynamic sense only can be assigned in case of a Maxwellian
energy distribution function.
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pending on the normalisation to unity or the density, the EEDF is given in units
of [eV−1m−3] or [eV−1] and the EEPFs unit is [eV−3/2m−3] or [eV−3/2]. For a
Maxwellian distribution the logarithm ln g(Ee) plotted versus Ee represents a lin-
ear decrease, with a slope given by (−kBTe)−1. In comparison, a Bi-Maxwellian
EEPF plotted versus Ee is concave shaped. It has to be noted, also other forms
of the electron energy distribution, like the convex shaped, so-called Druyvesteyn
distribution or ν-distributions can evolve when a depletion in the EEDFs high en-
ergy tail is given due to characteristic energy levels of relevant collisional partners
[DP40, BF94].
3.2 Plasma Generation via ECR
The generation of a plasma discharge is generally achieved by the application
of electrostatic fields or electromagnetic waves to a gas. A compilation of the
different plasma generation and heating mechanisms can be found in [LL05]. A
very efficient way for plasma generation at low pressure is resonant coupling
of circular polarised microwaves into a plasma. Therefore, a magnetic field is
applied to adjust the gyration frequency of a particle species for matching the
microwave frequency and thus allow for the resonant deposition of the injected
microwave power. Commonly used in research and industrial applications are
electron cyclotron resonance (ECR) heated plasma discharges at a frequency of
fMW = ωMW/2pi = 2.45GHz. Here a magnetic field of strength 87.5mT, which
can be created by permanent magnets or solenoids is needed for resonant electron
coupling (ωMW = ωc,e ≡ eB/me), i.e. by matching the introduced frequency and
the electron cyclotron frequency ωc,e. The absorption of the incoming right-hand
circularly polarized wave is thereby increasing the mean energy of the electron en-
semble by collisional and collisionless heating mechanisms in the resonance zone
[LL05].
Electromagnetic wave propagation within a plasma is generally described by the
dispersion relation ω(k) and the transmission or reflection of an incident wave
with frequency ω is dependent on the refractive index N . The refractive index is
a function of the plasma frequency ωP =
√
nee2/(me0). Without any magnetic
fields applied, N =
√
1− ω2P/ω2 and wave propagation is possible for ω > ωP. For
N < 0 a so-called cut-off is present and the incident wave is reflected. A magnetic
field modifies the dispersion relation for electromagnetic wave propagation within
a plasma. After [Gel96] the refractive index for a right hand circularly polarised
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wave is given by: N∗ =
√
1− [(ω2P/ω2)(1− ωc,e/ω)−1].
In order to prevent wave propagation through a region where a cut-off is present,
the microwave is typically injected in ECR discharges via a region with local mag-
netic field increment (so-called high-field side), where the magnetic field exceeds
the one needed for resonant coupling.
3.3 Plasma Processes
3.3.1 Atomic and Molecular States of Hydrogen
The different interactions pathways of the constituents in a hydrogen discharge
result in the (re-)distribution of the internal energies of the different reactants.
A review of corresponding processes can be found in [JRS03].
For atomic hydrogen distinct electronic states exist. With the Rydberg con-
stant RH = 13.6 eV the internal energy En = RH(1 − 1/n2) is quantified by the
principal quantum number n. A transition between different electronic states is
possible by various processes like electron impact excitation from all states below
n, heavy particle collisions between atomic hydrogen and other hydrogen species
or by optical transitions i.e. emission or absorption of photons.
For the homonuclear hydrogen molecule a by far more complex energy struc-
ture arises due to the additional degrees of freedom caused by the relative motion
of the two nuclei3. The vibration and rotation of the nuclei leads to the existence
of further internal energy states and the internal energy of H2 is given by the
sum of electronic, vibrational and rotational energy: E = Eel + E(ν) + Eν(J).
For each electronic state different vibrational states, characterised by the vibra-
tional quantum number ν and for each vibrational state distinct rotational states
characterised by the rotational quantum number J exist. The energy difference
between the ground and electronic excited states is typically several eV, whereas
the energy difference between different vibrational states is in the order of 0.1 eV
and between rotational states in the order of 0.01 eV.
After the Born-Oppenheimer approximation it can be assumed that the nuclei
are at rest during electronic transitions, due to the mass difference between the
nuclei and electrons. Thus, a separate treatment of the nuclei and electron mo-
3A detailed description of the energy levels of molecules can be found e.g. in [Her50].
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tion is possible.
The electronic energy states of H2 split according to the spin rules into a singlet
and a triplet state system where no optical transitions between these two systems
are allowed by quantum mechanic’s selection rules. The vibrational motion of the
nuclei is characterised by potential curves, i.e. by functions of the nuclei distance.
The complex structure of these functions furthermore depends on the electronic
state of the molecule. In the electronic ground state the potential curve can be
approximated for example by a Morse-Potential.
The ground state of the H2 molecule is a binding state, i.e. the potential curve
possesses a distinct minimum. This singlet state is termed in the spectroscopic
nomenclature4 with X1Σ+g . The energetically lowest triplet state is b3Σ+u and its
potential curve monotonously decreases with increasing nuclei distance, i.e. this
state is anti-binding. When a hydrogen molecule in ground state is electronically
excited into this repulsive state, the molecule dissociates and two hydrogen atoms
in ground state are created.
3.3.2 Plasma Reactions
The variety of processes within a hydrogen plasma like excitation, dissociation or
ionisation results in distinct densities of different species and their states. In the
following a brief overview of relevant reactions in the plasma volume is presented.
This list by far does not claim completeness but is intended to give an idea about
the variety of mechanisms that occur in a low pressure hydrogen plasma.
A dominant population channel of electronically excited atomic and molecular
hydrogen states (in the following labelled with H(i, k) and H2(i, k)) is given in
low pressure, low temperature hydrogen discharges by electron impact excitation
out of the corresponding ground states:
H,H2 + ef → H(i),H2(i) + es . (3.10)
The indices f and s denote fast and slow electrons. For optically allowed tran-
sitions, excited states are primarily depopulated via spontaneous emission into
a lower lying electronic state k by emission of a characteristic photon of energy
4A description of the spectroscopic nomenclature can be found in [Her50].
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Eik = hfik where h is the Planck constant and fik is the photons frequency:
H(i),H2(i)→ H(k),H2(k) + Eik with i > k. (3.11)
Atomic hydrogen is mainly resulting from dissociative excitation via the repulsive
b3Σ+u triplet state:
H2 + ef → H2(b3Σ+u ) + es → H + H + es . (3.12)
The H+ and H+2 positive ions are dominantly formed via electron impact ionisation
H,H2 + ef → H+,H+2 + es + e , (3.13)
and for the positive molecular ion H+2 dissociative recombination with a low ener-
getic electron leads to the formation of a ground state atom and an electronically
excited atom:
H+2 + es → H + H(k) . (3.14)
The triatomic molecule H+3 results from the heavy particle collision of H2 and
H+2 :
H2 + H+2 → H+3 + H . (3.15)
The formation of negative hydrogen ions proceeds via the dissociative attachment
process where a low energetic electron attaches to a vibrationally excited hydrogen
molecule in ground state H2(X, ν) resulting in the formation of a ground state
hydrogen atom and a negative hydrogen ion via a transient negative hydrogen
molecule ion:
H2(X, ν) + es → H−2 → H + H− . (3.16)
Additionally to these, corresponding reverse processes and further collisions be-
tween atoms, molecules and ions as well as recombinative processes are present
in a hydrogen plasma. A detailed compilation can be found in [JRS03].
In a global (0-dimensional) approach, the density of the corresponding process
products nx can be calculated by balancing the different reaction rates R+,- de-
scribing the sources and sinks for a population:
dnx
dt
=
∑
sources
R+ −
∑
sinks
R−. (3.17)
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In case of collision processes of heavy particles and/or electrons, a reaction rate R
can be calculated by the product of the parent species densities and the so-called
rate coefficient X. In this case, the rate coefficient is sensitive on the parent
species’ relative energy Erel and is calculated from the related cross section σ
and the corresponding distribution functions for the involved particles. In case of
electron collisions, the relative energy can be approximated to equal the electron
energy Erel ≈ Ee and thus the rate coefficient is solely dependent on the EEDF:
X(EEDF) =
∫ ∞
0
dEeσ(Ee)
√
2Ee
me
f(Ee)
ne
. (3.18)
Depending on the process a threshold energy Eth like for example the ionisation
energy can be present so that σ(E < Eth) = 0 and parent particles of less energy
consequently do not affect the resulting products density.
In case of optical transitions, the corresponding reaction rate is dependent on
the so-called Einstein-coefficients. A depopulation of an initial electronic excited
state i is for example linked via the Einstein-coefficient for spontaneous emission
Aik with the so-called emissivity ik = dnidt via:
ik = niAik . (3.19)
A set of equations of the form of (3.17) allows setting up a 0-dimensional popula-
tion model (e.g. dissociation, ionisation or collisional radiative models). Via such
models the steady-state population density for different particle states or particle
densities can be calculated. However, the accuracy is thereby highly sensitive on
the available cross section data. Depending on the number of relevant processes
various input parameters like Te, ne, ... are needed for determining the reaction
rates R. In turn, when the population density is known from measurement, these
models can be used to identify dominant populating or depopulating processes.
3.3.3 Diffusion and Balances
An important process that affects the population density of particles with suf-
ficiently long lifetimes is given by particle diffusion. This process superimposes
the random particle movement and can be driven in case of charged particles
by electric fields or generally by present density gradients, caused for example
by a particle species production or loss mechanism at a surface like the plasma
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surrounding wall. Such surface mechanisms can be for example the adsorption
or reformation of atomic hydrogen to hydrogen molecules or the recombination
of positive ions to neutrals. For charged particles the quasi-neutrality causes also
a diffusion, when a density gradient in an oppositely charged particle density is
given via an ambipolar field (so-called ambipolar diffusion).
Following the review of particle diffusion for neutrals and ions by [Möl93] the
diffusion rate R of a particle species with density nx can be represented via a
confinement time τconf:
R = nx/τconf . (3.20)
The confinement depends on typical vessel dimensions d given by the ratio of
plasma volume V and surrounding surface area A (d = V/A) and the mean free
path λfree. The latter is defined as the average distance that particles of speed 〈v〉
travel through a background of particles with a density n0 between two collisions
within a time τcoll. Thus, the mean free path is dependent on the pressure and
is furthermore specific for each particle species, i.e. linked to the cross section or
the rate coefficient via:
λfree =
1
n0σ(E)
= 〈v〉
n0 ·X(E) = 〈v〉 · τcoll . (3.21)
According to the mean free path, the collision frequency νcoll can be defined as
the inverse of the average time between two collisions τcoll:
νcoll = τ−1coll . (3.22)
Generally, the confinement time is given by τconf =
∫
dV nx∮
dAΓ with Γ = nv being
the particle flux. For a diffusive flux driven by an electric field E and a density
gradient ∇nx, Γ can be furthermore written as:
Γ = µnxE −D∇nx . (3.23)
Here, D is the so-called diffusion coefficient, defined for particles of mass m and
temperature T by
D = kBT
mνcoll
(3.24)
and µ = qm−1ν−1coll is the mobility of the diffusing particles with charge q. In
case of λfree  d the diffusion is laminar, i.e. dominated by particle collisions
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within the plasma volume and the confinement time τ lamconf is [Möl93]:
τ lamconf =
Λ2
D
, (3.25)
where Λ is a characteristic diffusion length (see below). In case of neutral particle
diffusion, equation (3.23) simplifies to Γ = −D∇nx and the diffusion coefficient in
equation (3.25) is given by the normal diffusion coefficient Dn. After [HCB64] the
normal diffusion coefficient for neutral particles diffusing through a background
of particles with mass m0 and of same temperature is:
Dn =
3
√
pi
8 λfree
√
kBTgas
m+m0
2mm0
. (3.26)
For charged particle diffusion, the ambipolar electric field couples positive ion
and negatively charged particle diffusion and the positive ion flux Γ+ equals
the sum of electron Γe and negative ion flux Γ−: Γ+ = Γe + Γ−. In a low
temperature, low pressure plasma with electrons being the only negatively charges
particle species and with Te  Ti ≈ Tgas, this transforms to Γ+ = Γe. As
electrons are characterised by a higher velocity then positive ions (mass and
temperature difference), an electrical field evolves that accelerates the positive
ions and decelerates the electrons until the flux is ambipolar. The corresponding
ambipolar diffusion coefficient Da is given by [TL29]:
Da =
3
√
pi
8
Te
Tgas
λfree
√
kBTgas
mi +m0
2mim0
, (3.27)
with mi being the mass of the diffusing positive ion.
In the presence of negative ions within the plasma, the ambipolar diffusion coef-
ficient is modified due to the additionally diffusing negatively charged particles
with high mass, i.e. the negative ions. After [LVL+94] the modified ambipolar
diffusion coefficient Da+ can be expressed by:
Da+ =
kBTgas
miν
+
coll
1 + γ + 2γα
1 + γα , (3.28)
with γ = Te/T− and α = n−/ne, where T− and n− are the temperature and density
of the negative ions respectively and ν+coll the collisional frequency of positive ions.
The characteristic diffusion length Λ in equation (3.25) depends on the plasma
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geometry. For a finite cylindrical vessel with radius R and height H, Λ can be
approximated by [Möl93]:
1
Λ2 =
(2.405
R
)2
+
(
pi
H
)2
. (3.29)
A modification of Λ was introduced by [Cha87] in order to address the effect of a
wall not being an ideal sink for a neutral particle i.e. a finite reflection probability
is present. Such a particle sticking is relevant for example for atomic hydrogen
and can be accounted via an enlarged characteristic diffusion length Λ˜:
Λ˜2 = Λ2 + αd with α = 23λfree
2− s
s
, (3.30)
with the so-called sticking coefficient s ∈ [0, 1].
At low pressure, i.e. for λfree  d the diffusion is called molecular and
wall collisions dominate. In this case, the confinement time is given by the ratio
of a characteristic length Π = 2d and the mean velocity 〈v〉:
τmolconf =
Π
〈v〉 . (3.31)
Again a modification due to a particle sticking can be addressed by a modified
effective length Π˜ = 2d(2− s)/s.
The presence of a magnetic field leads to an increased confinement of charged
particles moving perpendicular to the field lines. While the velocity component
along the field lines is unaffected, a transport perpendicular to the magnetic field
is only possible due to collisions allowing a charged particle to shift its cycloidal
motion from line to line [CB11]. A characteristic length scale for shifting from
one line to another is thereby given by the radius of the cycloidal motion.
Assuming a strong magnetic field where the gyration radii of charged particles
are significantly lower than typical vessel dimensions, the diffusion coefficient for
a charged particle moving perpendicular to this magnetic field D⊥ is [LL05]:
D⊥ =
kBTνcoll
mωc
. (3.32)
Here, νcoll denotes the collision frequency of electrons or ions with particles lead-
ing to a cycloidal shift and ωc the corresponding cyclotron frequency. Assuming
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electrons being the only negatively charged particle species, the ambipolar diffu-
sion coefficient perpendicular to a magnetic field D⊥a can be approximated by
[LL05]:
D⊥a ≈ D⊥e
(
1 + Te
Ti
)
. (3.33)
Here, the diffusion coefficient for electrons D⊥e is given via equation (3.32). The
diffusion length Λ in the presence of a magnetic field can then be expressed by
[Rot95]:
1
Λ2 =
(2.405
R
)2 ν2coll
ν2coll + ω2ce
+
(
pi
H
)2
. (3.34)
Ionisation balance
In low temperature, low pressure plasmas positive ions are dominantly produced
via electron impact ionisation and lost via diffusion and subsequent recombina-
tion on the plasma confining walls [Beh91]. By balancing these two processes,
a qualitative behaviour of the electron temperature can be obtained. Assuming
a Maxwellian EEDF and only one positive ion and neutral particle species of
densities ni+ and n0 equation (3.17) yields in steady state:
nen0Xion(Te) =
ni+
τconf
, (3.35)
where Xion(Te) is the corresponding ionisation rate coefficient. Due to the quasi-
neutrality ne and ni+ cancel out. As Xion is very sensitive on electron temperature
variations, the inverse linear dependence of τconf on Te can be neglected and
equation (3.35) can be rewritten:
Xion(Te) ∝ λion
n0
√
mi
. (3.36)
Thus, the particle diffusion is correlated with the present electron temperature
within a discharge: Influencing the particle diffusion by increasing the mean free
path, e.g. by decreasing the pressure, is balanced by a higher ionisation rate
coefficient. Consequently a higher electron temperature arises, needed to balance
the loss of positive ions at a surface. In turn, a lower diffusion e.g. given for a
heavier particle results in a lower electron temperature. In case of more than one
neutral and ion species, equation (3.35) has to be modified by the sum of the
corresponding densities, ionisation rate coefficients and confinement times.
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3.4 Sheath Formation
A plasma facing a surface like the plasma confining wall results in the formation of
a transition region between the bulk plasma and the wall. This transition region
is composed of a pre-sheath and a sheath region. In a low pressure, low temper-
ature plasma, the flux of positive ions towards a surface would be significantly
smaller compared to the electron flux due to the different particle temperatures
and masses. Thus, to fulfil quasi-neutrality in steady state the potential of the
plasma relative to the surface is increased to balance the charged particle fluxes.
This potential difference accelerates positively charged particles and decreases
the electron flux. The arising density and potential profiles obey the Poisson’s
equation and are depicted schematically as a function of distance in figure 3.1.
Within the pre-sheath region positive ions are accelerated to the so-called Bohm
velocity
vB =
√
kBTe
mi
. (3.37)
This velocity is the minimum speed of positive ions with density ni+ required to
fulfil flux equality within the sheath region. Accordingly, the positive ion flux can
be assessed via
ΓB = ni+vB . (3.38)
In the vicinity of the surface, i.e. the sheath region, quasi-neutrality is no longer
fulfilled and the electron density decreases more pronounced than the positive ion
density. The dimensions of the sheath and pre-sheath are quite different. While
the thickness of the sheath is in the order of a few Debye lengths, the pre-sheath
dimension is linked to the mean free path of positive ions that is in low pressure,
low temperature plasmas in the range of few mm to cm. In physics textbooks
(e.g. [LL05, CB11]) commonly the potential evolution is calculated relative to the
sheath edge, i.e. the transition between pre-sheath and sheath region, defining
at this location φ ≡ 0. The potential difference between the undisturbed bulk
plasma and this sheath edge is called plasma potential φpland can be represented
by:
φpl =
kBTe
2e . (3.39)
In case of the surface being insulated, i.e. is electrically floating, the fluxes of
positively and negatively charged particles are towards this surface balanced. The
potential of the surface is the so-called floating potential φfl is can be represented
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relative to the sheath edge potential where φ ≡ 0 as:
φfl =
1
2
kBTe
e ln
(2pime
mi
)
. (3.40)
As shown in figure 3.1, the potential difference between bulk plasma and sheath
edge is significantly smaller then between the sheath edge and the floating wall.
Exemplary, for an electron temperature of 1 eV in a plasma with H+2 being the
dominant positive ion species the potential difference between the bulk plasma
and the sheath edge is ≈ 0.5V whereas the potential drop within the sheath is ≈
3.2V. In many cases of experimental applications, the potentials are considered
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Figure 3.1: Schematic density and potential profile as a function of distance to
a floating surface after [LL05].
relative to a grounded surface, e.g. the experimental vessel walls. The plasma and
floating potentials shift correspondingly, i.e. the potential difference between the
bulk plasma and an insulated surface φpl − φfl is conserved. It has to be pointed
out that for a large conducting surface like a vacuum vessel made of stainless
steel, the balance of the overall fluxes can include compensating currents within
the walls and local fluxes onto a wall do not have to be in balance.
When additionally to electrons negatively charged ions are present, the tran-
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sition region between the bulk plasma and a wall can be modified depending
on the amount of negative ions relative to the electron density α = ni−/ne, the
corresponding temperature ratio γ = T−/Te and the region of origin for negative
ions, i.e. volume or surface produced.
Fluxes of positive ions onto a floating surface balance the flux of all negatively
charged particles. For volume produced negative ions, their higher mass com-
pared to electrons leads to a decreased negative particle flux coming from the
volume assuming γ ≥ 1. After [CB11, SCB99], negative ions are well confined
within the plasma volume except for α  1 and a lower positive ion flux is re-
quired to balance this negative particle flux. Thus, a lower potential difference
between the bulk plasma and the sheath edged accelerates the positive ions to the
Bohm velocity. After [CB11] the Bohm velocity vB∗ in the presence of negative
ions in the plasma bulk can be represented by:
vB∗ = vB
√
1 + αs
1 + γαs
, (3.41)
where αs is the density ratio at the sheath edge that can be approximated by
αs = α exp(eφpl/(kBTe)(1− γ)). Furthermore, the Debye length is reduced, given
by [LL05]:
λD∗ = λD
√
1
1 + γα . (3.42)
In the presence of surface produced negative ions, the sheath topology has to
balance fluxes coming from the plasma volume directed to the surface and the
negative ion flux directed into the plasma. The treatment is generally more com-
plex and specific particle-in-cell (PIC) codes have to be applied for individual
scenarios. For the purpose of a negative ion source based on H− surface for-
mation induced by the application of caesium, the sheath topology and density
profiles were investigated via a PIC code by [WGF09]. While the H− density
monotonously decreases from its highest value in the vicinity of the surface with
increasing distance, the density profiles of positive ions and electrons evolve com-
parable to the case of a classical transition region shown in figure 3.1. However, in
the presented case, surface formation of negative ions predominantly proceeds via
atomic particle conversion and it was found that in this case a potential well in
the vicinity of the surface can result depending on the amount of surface produced
negative ions and the flux of positive ions. For a high amount of surface produced
negative ions and an insufficient flux of positive ions to fulfil quasi-neutrality, the
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evolving potential well can hinder the transport of surface produced negative ions
into the bulk plasma and thus a space charge limitation for the emission of surface
produced negative ions is given.
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4 Negative Hydrogen Ions
4.1 Formation and Destruction Mechanisms
The negative hydrogen ion density in a plasma is a consequence of formation and
destruction mechanisms. Generally, surface and volume processes can be distin-
guished. While negative ion formation can proceed via mechanisms at a surface
as well as within the plasma volume, the destruction is mainly given by volume
processes. The minor relevancy of surface related destruction mechanisms is a
consequence of the repelling sheath potentials present at the plasma boundaries,
confining negative ions within the plasma volume. However, obviously a relevant
loss channel can be given by neutralisation of negatively charged particles at sur-
faces when those are bias positively e.g. when electrodes are used and a negative
ion attracting sheath is formed.
4.1.1 Volume Formation
As described in section 3.3.2, the formation of negative hydrogen ions in the
plasma volume proceeds via the dissociative attachment process DA:
H2(X, ν) + e→ H−2 → H + H−. (4.1)
The rate coefficient, calculated on basis of cross sections after [JRS03] and a
Maxwellian EEDF is shown in figure 4.1. A strong dependency on the initial
vibrational state is given by which XDA increases with increasing vibrational
quantum number. The relative position of vibrational states in the electronic
ground state and the transient negative ion molecule and the linked transition
probabilities cause that this increment is most pronounced for ν ≤ 5 in the
case of hydrogen and for ν ≤ 8 for deuterium [JRS03, BW79]. At Te = 1 eV
the rate coefficient for dissociative attachment rises by more than four orders of
magnitude from ν = 0 to ν = 5 for hydrogen and up to seven orders of magnitude
for ν = 0 to ν = 8 for deuterium. For higher vibrational states the rate coefficient
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furthermore increases. With increasing electron temperature, the formation rate
via dissociative attachment decreases and the process is most efficient for low
energetic electrons.
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Figure 4.1: Rate coefficient for dissociative attachment calculated on basis of a
Maxwellian EEDF and cross section data after [JRS03].
The rate of producing negative ions via the dissociative attachment process is
given after equation (3.17) by:
RDA =
∑
ν
nenH2(X,ν)X
ν
DA(Te) . (4.2)
Thus, a high volume production rate for negative ions is given for high electron
densities at low temperature and a high amount of highly vibrationally excited
molecules H2(X, ν). The population density of a certain vibrational state can be
calculated by the product of the ground state molecular hydrogen density nH2(X)
and the relative vibrational population coefficient Pν :
nH2(X,ν) = nH2(X)Pν , (4.3)
where ∑ν Pν = 1. For the population of the vibrational states being Boltzmann
distributed, the relative vibrational population coefficient can be described via a
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vibrational temperature Tvib:
Pν =
exp (−∆Eν/kBTvib)∑
ν exp (−∆Eν/kBTvib)
, (4.4)
with the corresponding energy difference ∆Eν = Eν−Eν=0. In general, the popu-
lation distribution is determined by numerous mechanisms in the plasma volume
as well as by plasma wall interaction (see sections 3.1 and 4.1.2) and deviations
from a Boltzmann distribution can arise.
A significant source for producing highly vibrationally excited molecules is given
by collisions of high energetic electrons with hydrogen molecules in the electronic
ground state [His80, Gra84, Bac06]. For sufficient electron energy, ground state
molecules are excited into the singlet H2(B, ν) and H2(C, ν) states. By a subse-
quent radiative decay, vibrationally excited molecules in electronic ground state
H2(X, ν ′′) can be formed:
H2(X, ν) + ef → H2(B, ν),H2(C, ν) + es → H2(X, ν ′′) + hf + es , (4.5)
where hf denotes the energy of the emitted photon. For collisions between low
energetic electrons and H2(X, ν) an alternative to the dissociative attachment pro-
cess represents the change of the ground state hydrogen molecule’s vibrational
state. After [Bac06] this process results most probable in a change of ν by ±1.
Thus, for an initially pronounced population of the ν = 0 state, a high collision
rate is requisite for a significant population of vibrationally highly excited states.
The dissociative attachment process itself represents a significant depopulation
channel for vibrationally highly excited hydrogen molecules in low temperature,
low pressure hydrogen plasmas [WF01]. Furthermore, vibrationally excited states
are depopulated by de-exciting collisions of H2(X, ν ′′) with atoms and other
molecules. Thereby, vibrational energy is transferred to translational energy.
Since the distribution in steady-state can be calculated by 0-dimensional popu-
lation models, which allows for investigating the influence of different population
mechanisms, the vibrational population of H2(X, ν) has been calculated for a low
pressure low temperature hydrogen plasma by [Wün14] for two different electron
temperatures namely 1 and 4 eV via the collisional-radiative model Yacora H2. A
description of the model and included processes can be found in [WF01, Wün04].
The Boltzmann plot of the corresponding relative population is depicted in fig-
ure 4.2. For Te = 1 eV the distribution is linearly decreasing with a slope given
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by −1/kBTvib where Tvib ≈ 7000K. However, for Te = 4 eV a deviation from a
linear decrease starting at ν ≈ 5 can be seen showing an overpopulation of the
higher vibrational levels. Like in the case of a Bi-Maxwellian EEDF (see equation
(3.8)) this population can be described by the combination of two distribution
functions with different ’vibrational temperatures’ being Tvib,1 ≈ 4500K, Tvib,2 ≈
15000K and a weighting factor of 5%. As can be furthermore seen, artificially
excluding the redistribution via the singlet states H2(B, ν), H2(C, ν) results in a
lower population of vibrationally highly excited states.
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Figure 4.2: Relative vibrational population density of H2(X, ν) versus energy
difference between energy eigenvalues of distinct vibrational states Eν and Eν=0
calculated via Yacora H2 by [Wün14] for Te = 1 and 4 eV. In a particular case
study the influence on the population of highly excited vibrational levels by electron
impact excitation is shown by artificially excluding these channels for Te = 4 eV.
It has to be noted that for efficient negative ion formation within the plasma
volume a high amount of vibrationally highly excited molecules and consequently
high electron temperatures are needed. However, for a high rate of H− formation
via the dissociative attachment process low electron temperatures are needed as
well. For solving this discrepancy, the so-called tandem-principle is applied in
negative ion source design i.e. the source volume is providing distinct volumes
with hot and cold electrons. This concept will be described in section 4.2.
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4.1.2 Surface Assisted Formation
For the formation of negative ions via the interaction of a particle with a surface,
generally two cases have to be distinguished:
• An indirect mechanism by enhancing the volume production, i.e. a two step
process. Thereby vibrationally excited hydrogen molecules are catalytically
produced at the surface and are subsequently transformed into negative
ions via dissociative attachment in the plasma volume.
• A direct formation of a negatively charged particle by an electron transfer
from the surface into the atomic particles affinity level that is in the vicinity
of the surface.
Surface Supported Production of Negative Ions
The catalytic formation of vibrationally excited H2(X, ν ′′) on a surface, i.e. the
precursor species for the dissociative attachment process can basically be de-
scribed via a three body reaction of the form
H + H + surface→ H2(X, ν ′′) + surface . (4.6)
The interaction is sensitive to the surface material, its structure, its purity and the
binding energy of potential adsorbates. In literature there are numerous investi-
gations focused on the effect on the vibrational population of desorbing hydrogen
molecules for hydrogen gas as well as hydrogen plasmas interacting with different
surface materials (see for instance [HCL+88, EBL+88, SPL+94, BIG+04]). An
enhancing effect on the population of vibrationally excited molecules was found
for example by [HCL+88, SPL+94, BIG+04] with tantalum and tungsten, two
refractory metals that can be immersed to an ion source plasma.
Although investigated by various groups, the underlying mechanism for the for-
mation of vibrationally highly excited molecules at different surfaces is still sub-
ject of on-going discussions. In the following a brief overview of the proposed
pathways will be presented:
It is discussed that the underlying mechanism is either a direct formation of vibra-
tionally excited molecules due to recombinative desorption via the Eley-Rideal
(ER) or the Langmuir-Hinshelwood (LH) catalytic process or via a third pos-
sibility, the so-called hot-atom (HA) process1. A main difference between the
1A review of these processes can be found for instance in [BMT90].
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proposed pathways is the amount of energy that can be transferred into internal
and translational energy of the desorbing molecule.
In the ER process a chemisorbed H atom reacts directly with an impinging H
atom, resulting in the immediate formation of a hydrogen molecule that subse-
quently desorbs. The internal energy of the resulting molecule is depending on the
translational energy of the impinging atom and the binding energy for chemisorp-
tion [HK81]. According to [SPL+94], a maximal excitation of vibrational levels
of up to ν ′′ = 4 (2.17 eV) is possible for the ER process when hydrogen interacts
with a metal surface, assuming a maximal energy of 2.24 eV for the free atom
coming from the Franck-Condon Energy of a H2 dissociating via the repulsive
b3Σ+u state.
By [SPL+94] it was proposed that the formation of vibrationally highly excited
molecules is related to the reaction of impinging hydrogen atoms with more loosely
bound hydrogen atoms rather than chemisorbed ones. Such atoms are assumed
to be physisorbed onto a layer of prior chemisorbed H atoms, so less energy is
lost by breaking the binding between the trapped particle and the substrate and
subsequently higher vibrational levels of the desorbing molecule can be populated.
In case of the LH process, two H reactants are in a chemisorbed state on the
surface, capable to reformate on the surface e.g. when they are on adjacent sur-
face sites. For this pathway the reformation process has to take energy from the
bulk heat bath of the solid e.g. via electron-hole or phonon de-excitation and
the formed molecule can subsequently desorbe in a vibrationally excited state
depending on the energy provided by the solid [HK81, Chr88]. However, since
the chemisorption potential of the two H atoms is quite deep (eV range), typi-
cally less energy is left for the vibrational excitation and consequently, only low
vibrational states are expected to be populated [SPL+94].
The HA process can be seen as a process between the two extremes represented
by the ER and the LH process. In this case, prior to the formation and des-
orption of vibrationally excited molecules a certain amount of incident H atoms
are trapped in the chemisorption potential well (which is periodic in the surface
plane). Due to the periodic potential, the trapped hydrogen atoms can be highly
delocalized [PNM+83, Chr88]. These initial atoms are so-called hot atoms, when
they possess a high kinetic energy parallel to the surface plane that can result for
example from a high impinging energy in combination with the finite time span
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for thermalization between the solid and such an ad-particle [HK81]. These hot
atoms are capable to diffuse across the surface and a reformation can occur like in
case of the LH process with another chemisorbed H atom or like in case of the ER
process, by picking up another impinging H atom. In both cases and in contrast
to the pure ER or LH process, an additional amount of energy is provided by the
hot atom [HK81, Chr88].
A fourth alternative was proposed by [BIG+04], where investigations were di-
rectly focused on an enhancement of the negative ion volume formation in a
negative ion volume source by modifying the stainless steel wall material by
evaporating filaments made of tantalum and tungsten. Together with the re-
sults reported in [BGI+02], the authors propose the formation of vibrationally
highly excited molecules to be given by a three step process: First vibrationally
excited molecules with ν ′′ = 1 and 2 are formed by recombinative desorption on
the tantalum or tungsten covered walls. These ’precursor’ H2(X, ν ′′ = 1, 2) states
can be excited within the bulk plasma volume via electron impact excitation into
the singlet H2(B, ν), H2(C, ν) states and subsequently, higher vibrationally ex-
cited H2(X, ν ′′) states are populated when these electronically excited states are
relaxing via optical transitions. The description is based on the fact that within
the investigations reported in [BGI+02] a higher population of excited H2(B, ν)
states was deduced via VUV spectroscopy in combination with a higher nega-
tive ion density when a tantalum covered wall was compared to tungsten covered
wall. Although this pathway is possible from an energetic point of view, it has
to be mentioned that the enhancement of excited H2(B, ν) states could not be
reproduced by the very same group in a later experimental campaign as reported
in [BIG+04].
The identification of a material induced enhancing effect on the vibrational pop-
ulation of H2 in a plasma environment is aggravated since additionally to the
wall effects, numerous effects in the plasma volume determine the steady-state
vibrational population.
By [HF01] the effect of tungsten was investigated in a low pressure hydrogen
plasma environment. The authors found no enhancing effect on the vibrational
population when a bulk tungsten sample was compared to stainless steel sample
and moreover virtually the same vibrational temperatures were determined. This
is in contradiction of the results reported by [SPL+94], where tungsten had an
increasing effect on the vibrational population, but in gas phase experiments.
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For tantalum and/or tungsten further investigations regarding directly the effect
on negative hydrogen ions were performed in negative ion sources or correspond-
ing test facilities by [LEP85, IMO+92, GBD+05]. Also in these investigations
partly inconsistent or even contrary results were gained and the effects were ex-
plained by different approaches, all not related to any of the above mentioned
ones. Briefly, higher negative ion yields were measured by [LEP85] when they in-
stalled tungsten rods in their experimental setup compared to tantalum and both
metals resulted in a more enhanced negative ion yield than with stainless steel
rods. The authors discuss this as a consequence of different secondary electron
emission properties of the respective metals (stainless steel higher than the oth-
ers) which increases the amount of high energetic electrons in their arc discharge
that is in turn linked to an increased H− destruction. In contrast, [IMO+92] has
measured higher negative ion yields when the wall material was covered with tan-
talum than with tungsten, which they explained by different sticking coefficients
for atomic hydrogen on the wall that subsequently differently affects the vibra-
tional distribution of H2. By [GBD+05] a diminishing effect on the extracted H−
current has been reported when a meshed grid (see section 4.2) manufactured
of stainless steel was exchanged by one made of tantalum. However, no further
explanation for this effect was given.
To summarize, different authors have measured the formation of vibrationally
excited H2 desorbing from different surfaces in gas phase and plasma environ-
ment, where different pathways for the formation process were described. In
the context of negative ion formation these investigations are of relevance, since
these H2(X, ν ′′) are precursors for the dissociative attachment process. However,
promising materials like tantalum or tungsten have resulted in partially inconsis-
tent results and further experiments are necessary to investigate their effect on
the negative ion density in the context of efficient negative ion formation.
Direct Surface Production of Negative Ions
Negative hydrogen ion surface formation is basically given by the transition of
one or two electrons from occupied states within a solid into the energy levels
of an atomic hydrogen particle being in the vicinity of the solid2. The process
is thereby depending on the energetic structure of the solid (binding energy of
2The following descriptions are based on the concepts presented in [BN81, RWL82, WSA97],
which are reviewed in [BW15] and [Win02, BE00, LG90] for example.
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electrons, present band gaps and surface states,...) as well as on the position of
the particle’s affinity level relative to the level of occupied states within the solid.
For hydrogen, the electron affinity EA, i.e. the binding energy of the additional
electron, at infinity is 0.75 eV.
The particle to be transformed can either be initially adsorbed at the surface and
ejected as a negative ion via sputtering or an impinging particle can be directly
converted to a negative ion and backscattered from the surface. For the latter
case, the impinging particle can be a neutral atomic hydrogen or an atomic pos-
itive ion3.
Basically, specific probabilities characterise the negative ion formation and the
survival of formed negative ions in the outgoing trajectory. In case of a posi-
tive ion impinging onto the surface, the probability for negative ion formation is
furthermore superimposed by a finite probability for the neutralisation process
that proceeds either via resonant charge transfer or Auger-Neutralisation and a
sequential or a simultaneous transition of two electrons is possible [BE00].
After formation, the negative ion can lose the incorporated additional electron
back into the solid. This is correlated with the retention time of the formed nega-
tive ion in the vicinity of the surface. As the retention time is correlated with the
translational energy of the particle, the net probability for negative ion formation
is sensitive on the particles translational energy.
Direct negative hydrogen ion surface production in present negative ion sources
for NNBI, proceeds via the conversion of positive ions and neutral atomic hydro-
gen impinging onto a metal converter surface i.e. the plasma grid. The plasma
grid is therefore coated with an alkali metal (caesium) for reducing the surface’s
work function which allows for an efficient particle conversion.
Negative hydrogen ion formation has been furthermore found by different au-
thors after formation at diamond surfaces [WSA97, GD99, HLU+01, KAP+11,
APC+14] and diamond can consequently be seen as a potentially relevant mate-
rial for being a caesium-free alternative grid material.
The physical properties of metals and diamonds significantly differ and conse-
quently also the mechanisms for the formation of negative ions are supposed to
be different. In the following negative ion formation at metals as well as at dia-
monds will be further described.
3Molecular ions are supposed to dissociate in front of a surface as has been reported by
[IKS92, TKH+97, WSH85].
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Formation at Metal Surfaces
In figure 4.3 a schematic of the energetic level diagram of an atomic hydrogen
particle approaching in front of a metal surface is shown, illustrating the surface
formation of negative ions at a metal surface.
For an approaching hydrogen atom, the affinity level is shifted downwards due
to an attractive interaction with an induced image charge within the metal. Ad-
ditionally, the affinity level broadens as a consequence of the coupling between
electronic states within the metal and the affinity level (indicated by the evolution
of the two blue lines in figure 4.3). As soon as the affinity level is comparable or
below the Fermi Energy EF, the tunnelling probability of a metal electron into
the affinity level is significantly enhanced. The transition rate for the electron
correlates with the width of the affinity level and furthermore with the energy
difference between the affinity level and the Fermi energy.
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Figure 4.3: Schematic of the energy levels for negative hydrogen ion formation
at metal surfaces including the level shift and broadening of the affinity level.
The difference between the vacuum level and the Fermi level of the solid state
is given by the material’s work function χ. After the so-called amplitude model
[NL79], the formation probability for a negative ion β− can be expressed as a
function of the material’s work function, the affinity level EA and the normal
velocity component relative to the surface plane of the negative hydrogen ion vH−
[BN75]:
β− ∝ 2
pi
exp
(
−φ− EA
CvH−
)
. (4.7)
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In equation (4.7) C is an exponential decay constant of the transition rate de-
pending on the surface structure. Since a higher velocity vH− is correlated with an
decreased dwelling time of the formed negative ion in the vicinity of the surface,
the destruction of the formed negative ion is reduced and thus, the formation
probability β− is generally increased. The combination of the formation and
the destruction probability given in equation (4.7) is why this probability is also
called net formation probability.
For all refractory metals the work function is of the order of up to 5 eV [Mic77].
By covering the metal with an alkali metal, a significant reduction of a materials
work function can be induced [Lan71] and thus the formation probability can be
enhanced. Therefore, preferentially caesium is applied, which has as a bulk mate-
rial the lowest work function of applicable alkali metals, namely 2.14 eV [Mic77].
When coated with a sub-monolayer of caesium, a reduction of the converter
metals work function down to 1.44 eV has been reported by [Wil66a, Wil66b].
The consequent increment of the negative ion yield has been demonstrated by
[BDD74, LS92] and [IKS92] for example and this technique is commonly used in
present NNBI systems and respective test stands [SFF+06].
However, regarding caesium-free alternative grid materials, other materials char-
acterised by a low work function can be seen as a potentially suitable alternatives
for being a grid material and are therefore investigated within this work.
Formation at Diamond Surfaces
Negative hydrogen ion formation at diamond surfaces has been reported by
[WSA97, GD99, HLU+01], measured in scattering experiments. And also in a
low density hydrogen plasma [KAP+11] and [APC+14] have measured negative
ions after formation at diamond and boron doped diamond materials. However,
compared to studies on negative hydrogen ion formation on metal surfaces, in-
vestigations performed on insulating materials are generally ’fairly scarce’ [BE00]
and hence theoretical models describing the formation process are less matured.
Especially in case of diamond, the actual mechanism is not known at present.
The energetic structure of diamond differs from metals and for example the Fermi
level lies in case of metals within the conduction band, while it is for diamond
within a band gap that separates the conduction band minimum (CBM) from the
valance band maximum (VBM) by about 5.5 eV. Depending on the surface termi-
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nation and the purity of diamond, the Fermi level is located about 5 eV below the
vacuum level [WSA97] and thus, electron tunnelling from the solids valence band
into the affinity level of an atomic particle would require a significant reduction
of the approaching particle’s affinity level. The theoretical concept for negative
ion formation at metals, including the hydrogen particles level shift is based on
the assumption of ’free’ charge carriers being present up to the Fermi level in the
conduction band - an assumption that does not hold for diamond.
However, diamond is known to have a low electron affinity that can be positive or
even negative (see schematic energy level diagram in figure 4.4). In case of posi-
tive electron affinity (PEA) the CBM is situated energetically below and in case
of negative electron affinity (NEA) the CBM is energetically above the vacuum
level [DKA+98]. While PEA is resulting for example when the diamonds surface is
terminated with oxygen, NEA typically occurs in case of a hydrogen-termination
[HKV+79, DKA+98, WZB+94]. It is quoted by [GD99] that especially NEA, re-
sulting in the presence of an increased number of free electrons at the surface is
beneficial for negative hydrogen ion formation.
Additionally to NEA, [APC+14] discusses a possible dependency of negative ion
formation on the sp3/sp2 ratio, since they found increased relative negative ion
yields for a changing ratio of sp3 to sp2 phases and see a possible correlation of
this ratio and the field electron-emission properties reported by [KFK01, JEN+02]
for nano-diamond/carbon composite films.
Although they pointed out that negative ion formation and field electron emis-
sion are two different mechanisms without having a direct correlation among
each other, it is discussed that it may be also favourable for negative ion forma-
tion when electrons are easily released from the solid into vacuum. According to
[KFK01, JEN+02] a negative electron affinity of diamond is not sufficient for high
field electron-emission properties and among other conditions, also a good elec-
tron conduction is necessary. This is linked to the sp2 content and their proper
alignment, i.e. of the graphite phase of carbon that shows electrical conductivity
[KFK01, HA98].
Another explanatory approach by [APC+14] is that negative hydrogen ion forma-
tion at diamond is linked to the hydrogen content in the sub surface layers. On
the one hand this may be correlated with the increased probability of sputtering
H as H−, on the other hand the diamond’s electronic structure may be benefi-
cially modified, increasing the H− formation probability like in case of tetrahedral
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amorphous carbon, where increased negative ion yields in beam experiments have
been found when the surfaces were hydrogen terminated which is according to
[SWW+05] a result from a modification of the solid’s energy levels.
For hydrogen terminated diamond films negative ion formation has also been ob-
served due to electron stimulated desorption (ESD) by [GD99, GDF00, HLU+01]
and according to [HLU+01] ESD is a consequence of one of the following two
processes:
• In the dissociative electron attachment (DEA) process an electron im-
pinges onto the solid, consisting of adsorbed H atoms on the diamond
substrate. Thereby the electron is temporally captured and an excited,
localized chemisorbed state results. This state can transform into a tran-
sient molecular negative ion state near the surface which subsequently can
dissociate, resulting in the ejection of a negative ion and a remaining neutral
or excited neutral surface state.
• In the dipolar dissociation process (DD), a hydrogen-carbon complex on the
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surface is excited via electron impact collision. A subsequent fragmentation
into a positive and a negative ion pair can occur where either the positive
or the negative ion is ejected. The charge continuity is balanced by the
surface acting as a source or a sink.
Independent of the underlying mechanism for negative hydrogen ion formation
at a diamond surface, the net formation probability is expected to be increased
compared to the metal case since the differences in the energetic structure should
be correlated with an increased negative ion survival probability: Due to the
diamond’s band gap a decreased energy range is present where the affinity level
of the formed negative hydrogen particle matches the states within the diamond
which can be repopulated by the exchanged electron, i.e. which can lead to a
neutralisation of the leaving particle [BE00].
Regarding the application of diamond materials in negative ion sources for fu-
ture NNBI systems, the differing conditions between negative ion sources and
experimental setups that have been used up to now for investigating negative ion
formation on diamond materials have to be noted. A major difference is given
for example in the overall particle fluxes: in contrast to the previously mentioned
experimental setups, a high amount of charged particles, with comparably low
energy is present in negative ion sources which are accompanied by a high flux of
neutral atoms.
Only in the investigations on negative hydrogen ion formation performed by
[KAP+11, APC+14] a combined flux of neutral and ionic hydrogen particles was
present. However, for the experimental conditions within this low density dis-
charge, a significantly lower atomic hydrogen flux is bombarding the investigated
surfaces, deviating from a negative ion source plasma. Furthermore, the authors
focused on the underlying mechanisms for negative ion formation and therefore
they applied high bias potentials on the investigated surfaces. The resulting
positive ion energies (∼ 60 eV) are significantly exceeding those in negative ion
sources. Furthermore, the authors focused only on the relative increment of the
negative ion yields comparing different carbon based materials and no absolute
yields or a comparison with pure metal or caesiated metal surfaces was inves-
tigated by [KAP+11, APC+14]. Hence, an extrapolation of gained results to
negative ion sources is very limited.
4.1. Formation and Destruction Mechanisms 45
4.1.3 Volume Destruction
Negative hydrogen ions are easily destroyed due to the low binding energy of
the second electron (EA = 0.75 eV). As described in section 3.4, negative ions
within the plasma volume are confined by the potential difference between the
plasma and the surrounding wall. Hence, the drain of negative ions to the walls
is reduced (depending on their energy and the amount of negative ions relative
to the electron density) and the following processes within the plasma volume
represent the main destruction channels:
• Electron Detachment: A collision of H− with an electron creates a hy-
drogen atom and two electrons:
ED: H− + e→ H + e+ e . (4.8)
• Mutual neutralisation: The collisional process between negative and a
positive ion (H+,H+2 ,H+3 ) results in two neutral particles:
MN: H− + H+x → H + Hx (x = 1, 2, 3) . (4.9)
• (Non-)associative detachment: A negative ion colliding with a hydro-
gen atom leads to the formation of an electron and a hydrogen molecule or
two H atoms:
non-AD: H− + H→ H + H + e , and (4.10)
AD: H− + H→ H2(ν ′′) + e . (4.11)
• Collisional Detachment: A collision between a hydrogen molecule and a
negative ion may lead to a hydrogen atom, a molecule and an electron:
CD: H− + H2 → H + H2 + e . (4.12)
The rate coefficients for these processes are shown in figure 4.5. They have been
calculated on basis of cross section data provided by [JRS03]. For electron detach-
ment the rate coefficient has been calculated after equation (3.18) neglecting the
negative ion motion. For the other processes, the rate coefficient were calculated
after [SS74] taking the finite temperatures of both involved particles into account:
For neutrals and positive ions a fixed temperature of 500K for the solid lines in
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figure 4.5. For particles of comparable masses, i.e. protons, atomic hydrogen
and negative ions additionally rate coefficients are shown for TH = TH+ = TH−
as dotted lines. In case of the associative and non-associative detachment the
same collisional partners are involved. Thus, the sum of both rate coefficients is
plotted in figure 4.5.
The rate coefficient for electron detachment shows a strong dependency on the
electron temperature. For Te = 0.5 eV XED is 1.1 ×10−15 m3/s and for Te =
10 eV it is 6.7× 10−13 m3/s. For H− destruction via collisional detachment a high
sensitivity of the rate coefficient on the negative ion temperature is present: be-
tween TH− ≈ 0.3 to 10 eV it increases by more than two orders of magnitude. For
(non-)associative detachment and mutual neutralisation a comparatively small
dependence on the H− temperature is present (maximal a factor of 6.5 for TH−
between 0.5 to 10 eV).
0.01 0.1 1 1010-17
10-16
10-15
10-14
10-13
10-12
MN (H+3)
ED
MN (H+2)
CD
AD + nonAD
Rat
e co
effic
ient
 [m
3 /s]
TH−, Te [eV]
MN (H+)
500
 K
Figure 4.5: Rate coefficients for negative ion destruction processes calculated on
basis of cross sections after [JRS03] for fixed temperatures of neutrals and positive
ions of 500K (solid lines), and for TH = TH+ = TH− (dotted lines).
According to equation (3.17) the destruction rate for each process is given by:
Rd = nH−ndXd . (4.13)
Here, the index d denotes the different destruction processes where nd is the den-
sity of the corresponding collisional partner for H− and Xd is the rate coefficient.
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After equation (4.13) the negative ion destruction can be minimized by reducing
the collisional partner’s density nd or by a beneficial particle temperature (see
figure 4.5). However, this approach is only possible in a narrow range since it
depends on the one hand on the relevancy of the distinct destruction channels
and the controllability of the corresponding parameters and on the other hand on
the dominant negative ion formation process, i.e. negative ion volume or surface
production:
A reduction of the electron detachment is possible for example, by reducing ne
and/or Te. However, especially when dissociative attachment represents the dom-
inant formation channel, a reduction of ne linearly reduces the formation rate
and a lowered Te hampers the production of required vibrationally highly excited
molecules. For analogue reasons, a reduction of the molecular hydrogen density
is limited.
Another possibility of decreasing the negative ion destruction rate would be given
by reducing the positive ion density, i.e. by a reduction of the mutual neutralisa-
tion rate. Generally beneficial, this is limited as well since the positive ion density
is coupled via quasi-neutrality with the density of negatively charged particles.
Moreover, especially in ion sources based on the direct negative ion surface for-
mation process, a high flux of positive ions (∼ ni+) onto the converter surface
is required for a high negative ion yield. For the very same reason, a reduction
of the (non-)associative detachment by reducing the atomic hydrogen density is
limited.
4.2 Tandem Principle
Since contrasting plasma parameters for efficient negative ion formation on the
one hand and minimized H− destruction on the other hand are required, negative
ion sources are designed after the so-called tandem principle which was introduced
in volume negative ion sources first. The plasma volume is separated into distinct
regions with tailored plasma conditions i.e. into a heated driver region with high
electron temperatures and densities and in a diffusive downstream region located
in front of the negative ion extraction system, with comparatively low Te and ne.
In the heated driver region vibrationally highly excited H2 molecules and atomic
hydrogen particles are formed. Both particle species are characterised by long
mean free paths4 and therefore can diffuse into the downstream region. In this
4For the vibrationally excited molecules the long mean free path is caused by quantum mechan-
ical selection rules which permit for the homo-nuclear molecules like H2 and D2 a depopula-
tion of vibrational states by spontaneous emission (metastable character). The reformation
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region, the dissociative attachment is promoted since the rate coefficients are
generally increased at low electron temperatures (see figure 4.1). In case of neg-
ative ion surface formation, the flux of atomic hydrogen which comes from the
driver impinges onto the converter surface and subsequently produces negative
ions which can be extracted.
The low electron temperature and electron density is beneficial since linked to
a reduced destruction via electron detachment. Furthermore and of special rel-
evancy for negative ion sources is the lowered electron density in front of the
extraction region, since a lowered co-extraction of electrons is given.
The separation of the plasma volume can be realized either by a magnetic
filter field [LEB83] or a so-called meshed grid [FI92]. At the ion source for ITER
NNBI a magnetic filter is going to be applied [IAE02]. Also at the IPP prototype
sources a magnetic filter is used. The magnetic field lines are oriented parallel to
the extraction grid system, forcing the electrons to gyrate. Thereby, the effective
pathway of electrons is increased which results in an increment of the number
of inelastic collisions between electrons and heavy particles and thus a reduction
of the electron ensemble’s energy, i.e. a reduction of the electron temperature.
One major drawback of this technique is the resulting complex trajectory of all
charged particles which is discussed to result in an unwanted plasma asymmetry
in front of the plasma grid [FFKN09].
In the present work, the meshed grid method is used by mounting a stainless steel
grid directly within the plasma volume. This is advantageous as a complex inter-
play among different magnetic field components are cancelled out. Originally, the
meshed grid was introduced by [FI92] in their experimental setup for influencing
the flux of electrons from the heated driver region into the none heated diffusive
region by biasing the meshed grid. For wave heated plasma discharges, like in
the present case, the meshed grid has another benefit (even without applying any
bias). An efficient reduction of the electron temperature is given by limiting the
electromagnetic wave propagation, i.e. the corresponding volume for power depo-
sition. Electrons diffusing through the meshes are no longer heated and lose their
energy by inelastic collisions with heavy particles, thus the electron temperature
is diminished.
of atomic hydrogen to H2 in the bulk plasma has a generally low probability caused by the
low particle density typically present in low pressure discharges.
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5 Applied Diagnostics
The effect of different materials on the negative ion density is investigated within
this work in the downstream of a meshed grid of a ECR discharge. In this volume,
plasma parameters, including the negative ion density are measured via optical
emission spectroscopy (OES), Langmuir probe and laser photodetachment. OES
is used for deriving the temperatures of neutral hydrogen particles (molecules
and atoms) and the atomic to molecular hydrogen density ratio. The electron
temperature, more precisely the EEDF as well as the positive ion density and the
plasma and floating potential are determined via Langmuir probe measurements.
In combination of Langmuir probe and laser photodetachment, the negative ion
density is accessed.
5.1 Optical Emission Spectroscopy (OES)
Optical emission spectroscopy is a non-invasive diagnostic that allows for the
determination of line-of-sight averaged plasma parameters. It is based on the
measurement of the spectral intensity distribution I(λ) that is related to the
emissivity ik via
ik =
1
lplasma
∫
∆λik
I(λ)f(λ)dλ , (5.1)
where lplasma is the length of the line-of-sight within the plasma and f(λ) a fac-
tor that takes the wavelength specific transmission of the applied spectroscopic
system into account. Within the present work OES was used to determine the
rotational and vibrational temperatures of the hydrogen molecule, the atomic hy-
drogen temperature and the density ratio of atomic to molecular hydrogen. From
the latter the atomic hydrogen density can be derived by using the gas tempera-
ture, needed for determining the thermal atomic hydrogen flux onto investigated
sample surfaces.
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5.1.1 OES at Molecular Hydrogen
The rotational and vibrational temperatures of the electronic ground state of
H2(X1Σ+g ) are evaluated by investigating the emission of the Fulcher system
(d3Πu, ν ′, J′ → a3Σ+g , ν ′′, J′′)1 after [FH98]. The ro-vibrational population dis-
tribution of the electronic ground state is thereby linked to the upper triplet
state of the Fulcher system via electron impact excitation, assuming the validity
of the Franck-Condon principle. The cross section data for these processes were
taken from [MTG72]. The emission spectra of the Fulcher system range from
590 to 640 nm and for the diagnostic purpose the corresponding first five rota-
tional Q-lines (J′ = 1, ..., 5→ J′′ = J′) of the first four diagonal vibrational bands
(ν ′ = 0, ..., 3→ ν ′′ = ν ′) were taken.
Determination of the gas temperature
The small energy difference of the rotational levels of the electronic ground state
nX(ν,J) allows for a thermal population distribution by heavy particle collisions.
Assuming the conservation of the rotational population distribution for electron
impact excitation, the electronic ground state distribution is projected into the
excited upper Fulcher state taking the ratio of the corresponding rotational con-
stants BXν=0 and Bdν′ into account [OOR+89]. This provides the diagnostic ac-
cess for measuring the gas temperature. The corresponding emissivity of the
ro-vibronic transitions is given by [Her50]
ν
′,ν′′J ′,J ′′
d,a ∝ gcoreSJ ′,J ′′ exp
(
−∆Erot
kBT ν
′
rot
)
, (5.2)
where gcore is a statistical factor that is correlated with the nuclear spin and SJ ′,J ′′
the Hönl-London factor [Kov69]. ∆Erot is the energy difference of the rotational
levels of the corresponding upper states relative to J ′ = 1 and T ν′rot the specific
rotational temperature describing the thermal population distribution of a single
vibrational state ν ′. The latter can be deduced via the slope of the natural
logarithm of ν
′,ν′′J ′,J ′′
d,a /gcoreSJ ′,J ′′ plotted versus ∆Erot.
The rotational temperature in the electronic ground state can be obtained via
[OOR+89]:
T ν=0rot (X) =
BXν=0
Bdν′
T ν
′
rot(d) . (5.3)
1Within this work, the tick marks ’ and ” are used to differentiate between differently excited
rotational and vibrational states.
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It has to be noted that the rotational population in case of light molecules like
hydrogen and deuterium can be varied in the electron impact excitation process
and so different rotational temperatures can be given for different vibrational
levels [OOR+89]. It has been reported by [FM01] that the rotational temperature
derived from the ν ′ = 2 state of the upper Fulcher level equals the gas temperature
in a non-equilibrium hydrogen plasma after equation (5.2). For deuterium the
gas temperature is derived from the rotational temperature of the ν ′ = 1 state of
the upper Fulcher level [Heg02].
Determination of the vibrational temperature
The determination of Tvib, describing a thermal population in the H2 electronic
ground state, via OES is performed by comparison of a measured relative vi-
brational distribution n(ν ′)/n(ν ′ = 0) of the upper Fulcher level using the first
four diagonal vibrational transitions, with a calculated one for a given vibrational
temperature in ground state. Therefore, the measured vibrational distribution is
deduced via the corresponding transition probabilities and the emissivities of each
vibrational transition using equation (5.2) i.e. accounting for a Boltzmann pop-
ulation of the rotational states with the afore described rotational temperatures.
This relative population distribution is compared to one, which is calculated for
a distinct Tvib in ground state and projected into the upper Fulcher state, de-
pending on the electron temperature, the corresponding Franck-Condon factors
and vibrationally resolved relative rate coefficients [FH98].
It has to be noted that the evolution of the Franck-Condon factors for different
vibrational states causes that this procedure gives access to the vibrational pop-
ulation distribution in electronic ground state of ν ≤ 3 in case of H2 and ν ≤ 4
in case of D2 only [FH98]. Thus, the vibrational temperature deduced via OES
represents the low energy part of the vibrational population of H2.
Determination of the entire Fulcher emission
For deriving the entire absolute emission of the Fulcher transition the measured
emission of the first four diagonal transitions is extrapolated using a scaling factor
f(Tvib):
Ful = f(Tvib)
∑
ν′=0−3,J ′=1−5
ν
′J ′
d,a . (5.4)
The scaling factor is taken from the ratio of a calculated emissivity of the first
four vibrational bands to the calculated emissivity of the entire Fulcher transition.
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Therefore, the population of the upper Fulcher level is calculated by balancing
a population via electron impact excitation from electronic ground state, taking
the Franck-Condon factors and vibrationally resolved, relative electron impact
rate coefficients into account, against a depopulation via spontaneous emission
(so-called corona-model) [FH98]. Since the vibrational population distribution in
ground state is a function of the vibrational temperature, these scaling factors
are functions of Tvib. Different scaling values2 f(Tvib) for H2 and D2, calculated
for different vibrational temperatures by [Die10] can be found in table 5.1.
Table 5.1: Scaling factors for extrapolation to the entire Fulcher emission after
equation (5.4) calculated by [Die10].
Tvib [K] H2 D2
0 1.97 3.47
1000 1.97 3.44
2000 1.95 3.22
3000 1.92 2.97
4000 1.89 2.79
5000 1.87 2.67
6000 1.86 2.60
7000 1.86 2.59
8000 1.88 2.61
9000 1.92 2.67
5.1.2 OES at Atomic Hydrogen
Within the present work OES at atomic hydrogen is used for determining the
atomic hydrogen temperature and the atomic hydrogen density. Particularly,
the Balmer line emission H(n′→n′′=2) in a range between 410.2 to 656.3 nm, i.e.
Hα, Hβ, Hγ, Hδ is used.
Determination of the atomic hydrogen temperature
For particles with distinct masses, e.g. for hydrogen molecules and atoms different
temperatures can arise within a plasma. The temperature of atomic hydrogen can
be derived via the Doppler broadening of the emission line profile. For an emitting
2The higher number of vibrational sates in D2 causes that the measured emissivity represents
a smaller fraction of the overall Fulcher emission compared to the case for H2. Thus, higher
scaling factors are required for extrapolating the measured to the entire Fulcher emission in
case of deuterium.
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particle of temperature TH∗ the Doppler effect leads to a Gaussian emission line
profile whose full width at half maximum (FWHM) is given by
∆λD(TH∗) = 2λ0
√
2kBTH∗ ln 2
mHc2
. (5.5)
Here λ0 is the central wavelength of the emission line, mH the mass of atomic hy-
drogen and c the speed of light. Taking fine structure splitting of the Balmer line
as well as the apparatus profile of the optical system into account, the tempera-
ture of the excited atoms is accessible when other broadening mechanisms3 can
be neglected. Therefore, forward calculation can be used, i.e. the FWHM deter-
mined from measurement is compared to calculated ones where the temperature
is used as input parameter. For the calculation each fine structure emission line
has to be first convoluted individually, taking the Lorentzian line profile (com-
ing from the natural broadening) and the Gaussian line profile (coming from
the apparatus and the Doppler broadening which is characterised by the FWHM
∆λ′ =
√
∆λ2D(TH∗) + ∆λ2app where ∆λapp is the FWHM of the apparatus profile)
into account. On this bases the total emission line profile can be deduced when
all fine structure lines are taken into account.
A main population mechanism of the upper atomic states is given by electron
impact excitation of ground state atoms [WDF09]. During this collisional excita-
tion process the kinetic energy of H(n = 1) is conserved due to the mass difference
between atoms and electrons. Consequently, the temperature determined from
the emission of excited particles equals the temperature of a thermalised ensemble
in ground state:
TH∗ = TH . (5.6)
Additionally, atoms can be directly formed via dissociative processes of hydrogen
molecules or ionic molecules (see e.g. [JRS03]) and thus the population of excited
atoms can be additional to the ground state atom, coupled to further species.
This can, for example, be the case for recombining plasmas where the relevance
of the population of excited hydrogen atoms via dissociative recombination (see
equation (3.14)) can be significantly increased [WFF13]. Thereby high energetic
H(n ≥ 2) can be formed [PTB+85].
The resulting emission due to optical de-excitation of such high energetic excited
particles can lead to a well distinguishable Doppler broadened line profile when
3For a compilation of different broadening mechanisms see for instance [Gri74].
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time scales for thermalisation among excited atoms are longer than spontaneous
emission lifetimes. For such a case, the resulting emission line profile is shown
in figure 5.1. By comparing the transition probability Aik and the time scales
for formation of and thermalization among the resulting ensembles, it has to
be revised, whether and which of the determined temperatures represents the
temperature of ground state atoms.
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Figure 5.1: Emission line profile of Hγ resulting from optical de-excitation of
H(n=5) formed via processes coupled to the electronic ground state and from
dissociative recombination, i.e. coupled to the positive hydrogen molecule ion H+2 .
Influence of different population channels on the Balmer emission
The influence on the Balmer emission due to population processes coupled to
different species like the electron impact excitation from the atomic ground state,
dissociative excitation (H2 + ef → H + H(n ≥ 2) + es) or the dissociative recom-
bination (see equation (3.14)) can be assessed via Yacora H [Wün04]. In figure
5.2 the influence of the population coupled to the corresponding species on the
Hγ emission is shown, as a function of the atomic to molecular hydrogen density
ratio nH/nH2 as well as of the density ratio of molecular H+2 ions relative to the
electron density nH+2 /ne. Depicted data were calculated for 1Pa total pressure
and a gas temperature of 550K. The electron temperature is set to 2 eV and
ne = 1× 1016 m-3.
As can be seen, with increasing nH/nH2 , the emission is less influenced by pro-
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cesses coupled to molecular hydrogen. Only for nH/nH2 lower than 1%, the Hγ
emission is significantly determined by H and H2. In this case, the emissivity is
influenced by more than 20% compared to H(n = 5) being populated solely via
processes coupled to the atomic ground state. For higher atomic to molecular
density ratios than 1% this influence continuously diminishes.
In contrast, at chosen parameters, the influence on the emission due to a pop-
ulation coupled to H+2 shows a strong increase with increasing nH+2 . While at
nH+2
/ne = 1% the emission is influenced by less than 5% compared to a popu-
lation of H(n = 5) coupled only to the atomic ground state, it is influenced by
more than 30% for nH+2 /ne > 10%.
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Figure 5.2: Influence of the population via processes coupled to the neutral hy-
drogen atom, the hydrogen molecule and the molecular hydrogen ion H+2 on the
Hγ emission determined via Yacora H [Wün04].
Determination of the atomic hydrogen density
The atomic hydrogen density can be derived via the atomic to molecular hydro-
gen density ratio. This ratio is determined by the emission ratio of atomic to
molecular hydrogen taking effective emission rate coefficients Xeff into account.
Such Xeff are given by the product of the corresponding Einstein-coefficient for
spontaneous emission and the so-called collisional-radiative coupling coefficients
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which describe the population processes coupled to the respective ground or ionic
states [Fan06]. The calculation of collisional-radiative coupling coefficients can
be performed via CR models. Under the assumption of dominant population
of H(n = 5) and H2(d3Πu) via processes coupled to the neutral atom H and the
molecule H2 the emissivity is given by [Fan04]:
Hγ = nenHXeffHγ and (5.7)
Ful = nenH2(X)XeffFul . (5.8)
Hence, the atomic to molecular density ratio is:
nH
nH2
= Hγ
Ful
(
XeffHγ
XeffFul
)−1
. (5.9)
For known total pressure and temperatures of neutrals4 the atomic hydrogen
density is
nH =
p
kBTgas(nH/nH2)−1 + kBTH
. (5.10)
The ratio of the effective rate coefficients calculated via the corresponding CR
models Yacora H [Wün04] and H2 [WDF09] for equation (5.9) is shown in figure
5.3. As can be seen, for electron densities between 1× 1016 m-3 and 1× 1017 m-3,
relevant within the present work, the ratio is insensitive for a wide electron tem-
perature range and is between 0.6 and 0.7.
It has to be noted, this evaluation is valid only for a dominant population of the
relevant excited states coupled to the corresponding ground states. When addi-
tional species are relevant for the population of H(n = 5) or H2(d3Πu) equation
(5.9) has to be modified. However, if the products of these additional population
channels are spectroscopically identifiable, as shown for example in figure 5.1, a
separate treatment of each ensemble is possible.
5.2 Langmuir Probe
A widely used diagnostic in plasma physics is the so-called Langmuir probe (after
I. Langmuir [MSL26]). It is an electrostatic probe that allows for the determina-
tion of multiple local plasma parameters by drawing a current due to an applied
4It has to be noted, in the low temperature low pressure hydrogen plasmas investigated within
this work, molecular hydrogen represents the dominant particle species. Thus, the corre-
sponding temperature TH2 represents the gas temperature.
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Figure 5.3: Ratio of the effective emission rate coefficients for the Hγ and Fulcher
emission versus the electron temperature for different electron densities, calculated
via the CR models Yacora H and H2 for dominant coupling to the corresponding
ground states.
variable voltage U between a probe tip and the conducting walls. In order to min-
imize the influence of this invasive diagnostic, typically small cylindrical probes
(radius of rp = 50µm and some mm length) are used drawing currents in the
range of a few mA at applied biases of some ten volts. The basic concept is that
depending on the applied probe voltage an energetic filter for charged particles is
given that determines the corresponding electron and ion fluxes onto the probe
tip. The collecting area of charged particles is given by the probe tip surrounding
sheath whose radius rs can be approximated for cylindrical probes after [Kie68]
by
rs =
(
1 + γ−0.375τ(α)1 +Q1 + α |φpl − U |
)
rp . (5.11)
Here φpl is the plasma potential and α and Q represent the temperature and
charge ratios of attracted to repulsed particles respectively. The parameter γ is a
function of these ratios, the probe radius and the Debye length: γ = (rp/λD)2(1+
α/Q)−1. For α ≥ 1, τ(α) is τ(α) = 1 + 0.23α−0.68 and τ(α) = 1.54− 0.3542α0.35
when α < 1.
For an electropositive plasma, the measured current I(U) is a superposition of
the positive ion current Iion(U) and the electron current Ie(U). While electrons
reaching the probe are measured by definition as a positive current, positive ions
recombine at the probe tip with electrons from the probe tip and the resulting
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positive ion current is measured as a negative current:
I(U) = Ie(U)− Iion(U) . (5.12)
5.2.1 Probe Characteristic
In the following, basic concepts for understanding the measured probe character-
istic will be discussed. More detailed information about the physics of Langmuir
probes can be found in literature e.g. [LL05], [CB11] and [Che03].
A typical current-voltage characteristic for an electropositive plasma is depicted
in figure 5.4 where different regimes can be identified:
Applying a sufficiently high negative voltage (eU  kBTe), a sheath is formed
that is repulsive for electrons and attractive for positive ions. In this ion satu-
ration region a negative current is measured that is mainly driven by positive
ions. Although the name indicates a saturation, for cylindrical probes no real
saturation can be measured, caused by the increase of the collecting sheath ra-
dius for increasing bias (see equation (5.11)).
Increasing the voltage from highly negative values to less negative values reduces
the electron repelling potential. Hence more and more electrons reach the probe
tip depending on their energy. The measured negative current I(U) decreases.
At a probe bias that equals the local floating potential φfl, the positive ion flux
equals the electron flux and no net current is measured. Further increasing the
probe bias decreases the electron repelling sheath size. In case of a Maxwellian
EEDF, the electron current Ie rises exponentially in this transition region.
Reaching the local plasma potential φpl, the presence of the probe is not dis-
turbing the plasma, and no sheath is surrounding the probe tip. Due to the
temperature difference (Te  Tion) as well as due to the mass difference of elec-
trons and positive ions, the electron flux is much higher than the positive ion
flux. Hence the measured current is nearly solely given by the electron current:
I(U = φpl) ≈ Ie(U = φpl) . (5.13)
A further increment of probe bias leads to the formation of an electron attract-
ing sheath and the ion current is more and more suppressed. In this so-called
electron saturation region again no real saturation of the measured current is
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obtained for cylindrical probe geometries due to the expanding collection radius.
-40 -20 0 20 40
0
2
4
6
8
10
φfl
electron saturationtransitionregion
Pro
be 
cur
ren
t [m
A]
Probe bias [V]
ion saturation
φpl, ne
ni+
Figure 5.4: Typical current-voltage characteristic for a cylindrical Langmuir
probe in an electropositive plasma, including labels for the positive ion and electron
density as well as floating and plasma potentials at corresponding sections for their
determination.
5.2.2 Determining Plasma Parameters
The I-U characteristics measured with a Langmuir probe provides access to vari-
ous plasma parameters like the positive ion and electron densities, the EEDF and
’possibly’ the electron temperature, as well as the local plasma and floating po-
tentials. A Langmuir probe also can be used to measure the negative ion density.
However, this is only possible for sufficiently high negative ion densities which
will be addressed separately at the end of this section. In the following the main
concepts for analysing probe characteristics will be briefly discussed. A detailed
description can be found in literature, e.g. [Che03].
Potentials
As the floating potential is given for flux equality, it can be directly determined
via I(φfl) = 0.
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The plasma potential marks the end of the transition region. In case of a
Maxwellian EEDF the electron current for a probe bias lower than φpl is given
by
Ie(U) = AeΓe = Ae
1
4ne exp−
(
e(φpl − U)
kBTe
)
〈ve〉 , U ≤ φpl , (5.14)
where A is the effective collection area of the probe, taking the probe tip dimen-
sions and the surrounding sheath dimensions into account (see equation (5.11))
and 〈ve〉 the mean thermal electron velocity. Due to the exponential increase of
equation (5.14) the slope of the measured current is maximal at U = φpl. Draw-
ing a higher current in the electron saturation region by further increasing the
probe bias is correlated with increasing the electron attracting sheath size. In
this region, the electron current is no longer exponentially increasing with probe
bias and as can be seen in figure 5.4, for U > φpl a reduced slope of the mea-
sured current is given. This allows for deducing φpl via the determination of the
maximal slope that is mathematically given by the inflection point:
d2I(U)
dU2
= 0⇔ U = φpl . (5.15)
The determination of the plasma potential is illustrated in figure 5.5 on the left.
Electron Density
For known Te the electron density can be derived after equation (5.14) from the
measured current at the plasma potential where no sheath is present. Here the
collecting area A can be approximated by the probe surface area, neglecting the
top of the cylindrical probe tip, and the electron density is given by
ne =
√
me
2pikBTe
I(φpl)
erplp
(5.16)
where rp and lp are the corresponding probe radius and length.
EEDF and Electron Temperature
As the electron current in the transition region is depending on the electron energy
Ee = e(φpl−U), the Langmuir probe grants a direct access to the EEDF. However,
it has to be noted that near the floating potential, the measured current is carried
by electrons and positive ions. Thus, for deriving the EEDF from the measured
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probe characteristic, the positive ion current first needs to be subtracted and the
EEDF can be deduced from the resulting data. After [Dru30], the EEDF f(Ee)
is given via the second derivative of this probe current:
f(Ee) =
√
8meEe
e3/2A
d2I
dU2
. (5.17)
In figure 5.5 on the left the second derivative of a measured probe current is
plotted, including a denotation of the range for determining the corresponding
EEDF. The EEDF transformed into the EEPF g(Ee) is depicted in a logarith-
mic scale on the right. As mentioned in chapter 3.1, plotted in this scale, a
Maxwellian EEPF linear decreases. Thus, for electrons being thermalized, the
electron temperature can be derived by the inverse of the slope of the measured
EEPF. One can see in figure 5.5 that the measured EEPF significantly deviates
in the low energy region from a linear evolution. This is an inherent charac-
teristic for gaining the EEPF via a Langmuir probe, independent of a present
thermalization of electrons. Among others, this is a consequence of the numerical
procedure for deriving the EEDF. However, the deviation can also arise due to
technical measurement reasons like rf-noise and stray capacitances, as well as due
to oscillations of the plasma potential [GPA92].
Obviously, a deviation from the linear regression can also be the result of the
EEDF being non-Maxwellian. For that case the above mentioned procedure still
can be applied but only the determination of an effective temperature via the
mean energy is possible (see equation (3.9)). However, it has to be noted that
determining the mean energy by using equation (3.6), i.e. by integration of the
measured EEDF, always leads to an inherent underestimation of 〈E〉 due to the
afore mentioned underpopulation of the measured EEDF close to the plasma po-
tential. Another approach for characterising the measured EEPF is possible by
fitting a corresponding EEPF like a Bi-Maxwellian to the measured one.
The measurement of the EEDF by a Langmuir probe is always limited to the low
energy region. This is a consequence of the rapid decay of the electron current
in the transition region down to the floating potential leading to an unfavourable
signal-to-noise ratio and the EEDF is overlaid by distortions at higher electron
energies.
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Figure 5.5: Left: Second derivative of a measured Langmuir probe characteris-
tic for determining the plasma potential as marked and the position of the EEDF.
Right: Plot of the EEPF calculated from the second derivative of the measured
probe current, including a linear fit for determining the effective electron temper-
ature.
Positive Ion Density
The positive ion density is derived from the positive ion current in the ion satura-
tion region. However, the description of the dependence of Iion on the probe bias
requires a proper description of the sheath surrounding the probe including the
collection of particles. In practice, the positive ion density is derived by fitting a
theoretical evolution of the positive ion current to the measured one. For cylin-
drical probes three theoretical approaches are most commonly used to describe
the ion saturation current: the Orbital Motion Limited (OML) theory, the theory
developed by Allen, Boyd and Reynolds (ABR) as well as the one by Bernstein,
Rabinowitz and Laframboise (BRL). All these theories have in common that they
assume collisionless sheaths. They differ in the description of the sheath and the
particle motion. There is no general rule at which circumstances a certain model
is valid and the applicability of a model has to be assessed carefully e.g. by
benchmarking the derived density against other diagnostics. A brief description
of the different theories is given in the following. A review and a discussion of
the applicability can be found for instance in [Che03].
• The Orbital Motion Limited (OML) theory ([MSL26]) is based on the
assumption that the potential applied to the probe decays homogeneously
from φ = U at the probe tip to φ = 0V at infinity. Within this infinite
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sheath the ion current is only determined by the orbital motion of the par-
ticles and the particle trajectory can be calculated by angular momentum
and energy conservation. After [Che09], the positive ion current Iion onto
a cylindrical probe is proportional to the positive ion density, the applied
probe bias and depends on the positive ion mass:
Iion ∝ ni
√
U
mi
(5.18)
The applicability of the OML theory was shown for densities in the range
of some 1014 − −1016 m−3 and probe tip radii of up to 60µm, i.e. for
comparable conditions like within the present work by [Che09].
• A model of the ion sheath for spherical geometries was presented by Allen,
Boyd and Reynolds (ABR) ([ABR57]) and extended to cylinders by
Chen [Che65]. In this theoretical description, the potential distribution
within the sheath is calculated by solving the Poisson equation assuming
cold ions at start (Tion+ = 0) that move radial onto the probe. An orbital
motion is neglected and so the theoretical predictions typically overestimate
the calculated positive ion current and in turn, the positive ion densities
derived via the ABR theory tend to underestimate the actual positive ion
density [CEZ12].
• Bernstein and Rabinowitz calculated the ion current taking the orbital
motion within a finite sheath into account [BR59]. This approach was ex-
tended by Laframboise [Laf66] for a Maxwellian distribution describing
the positive ion energy. Thus, from a theoretical point of view the most
accurate description of the positive ion current is given by the BRL theory.
Although this rather sophisticated model accounts for several physical pro-
cesses, different authors reported that positive ion densities determined via
BRL often overestimate the correct value (see for instance [Che09], [Che03]).
Only in case of the OML theory an analytical solution can be derived for deter-
mining the positive ion density. In contrast, for the ABR and BRL theory no
analytical formulas describing the positive ion current can be derived and numeri-
cal computations are necessary. For these theories, a determination of the positive
ion density is possible via an iterative procedure based on the parametrization
after [Che01].
Within this work the applicability of these different theories has been investigated
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by comparing the measured ion current evolution with a theoretical calculated
current evolution. In case of hydrogen, the measured ion saturation current
showed within the investigated parameter space a linear dependency of I2 ver-
sus the probe bias. After [Che09], such a linear dependence indicates a perfect
orbiting and the OML theory can be applied. In contrast, positive ion currents
calculated via ABR and BRL theory do not show a linear dependence of I2 on
probe bias.
In case of deuterium, I2(U < φfl) does not evolve as a straight line, which is
caused by the higher mass of the corresponding positive ions that hinders their
perfect orbiting at given potential differences between probe and plasma. Here
the theoretical positive ion current predicted by the BRL theory shows the best
accordance with the measurements.
All described ion theories are functions of the positive ion mass. For the in-
vestigated hydrogen plasmas three different species of positive ions H+, H+2 and
H+3 are contributing to the overall ion current. This can be taken into account by
using an effective ion mass meffion calculated on basis of the corresponding relative
ion concentrations.
The relative positive ion concentration in low pressure low temperature hydrogen
discharges is depending on various parameters and can be measured using ion
mass spectrometry for example. However, within this work no diagnostic access
to the relative positive ion concentrations is given and therefore, measurements
of the positive ion concentrations performed by other groups at comparable ex-
perimental conditions were consulted.
Typically, for low pressure low temperature hydrogen discharges up to several
Pascal pressure and low discharge powers (below 500W), the positive ion concen-
tration is dominated by H+3 followed by H+2 and H+ [MGH+06, NK07, MFS+08].
With decreasing pressure [MGH+06] measured an increasing share of H+2 , devel-
oping to be the dominant species at electron densities of several 1016 m-3 and Te
in the range of 2 to 8 eV. Also within other low pressure low temperature hydro-
gen discharges, a comparable result was found [SCC+08, Ert10]. Thus, for the
evaluation of the positive ion density within this work an effective positive ion
mass of 2 u for hydrogen and 4 u for deuterium is assumed.
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Influence of Negative Ions
In the presence of negative ions, the measured probe current in the transition and
electron saturation region is modified depending on the ration of negative ions to
electrons and the corresponding particle temperatures. When the probe is biased
to the plasma potential, no sheath is present and the measured current is given
by
I(U = φpl) = Ie + IH− ∝ ne
√
kBTe
me
+ nH−
√
kBTH−
mH−
. (5.19)
Caused by the high mass difference between ions and electrons, the flux of negative
ions is by a factor of
√
me/mH− lower compared to a pure electron driven flux,
even for TH− ≈ Te and nH−/ne = 1. For those conditions, I(U = φpl) is minor
effected by the presence of negative ions (about 2%). For lower negative ion
temperatures, the influence of negative ions on the probe characteristic is even
more decreased and can be neglected.
In case of high negative ion concentrations (nH−/ne  43 for TH− ≈ Te) an ion-
ion plasma is formed and due to the comparable masses of positive and negative
ions the probe characteristic is getting symmetric [WPL73].
Influence of a Magnetic Field
In the presence of a magnetic field the probe characteristic can be modified as
a consequence of the magnetization of charged particles. Since diffusion perpen-
dicular to B-field lines is hindered for charged particles, the effective collection
area of a probe is modified [Che65]. In general, the magnitude of this effect
is dependent on the orientation of the probe relative to the field lines and the
mean free path of particles moving perpendicular to the magnetic field. Further-
more, a magnetic field differently affects the currents of electrons and ions onto
a probe. After [PT01] the applicability of a Langmuir probe in the presence of a
magnetic field is depending on the dimensionless parameter κ = rp/rL, i.e. the
ratio of probe radius and the Larmor radius. When κ 1, the magnetic field is
negligible and an evaluation of the probe characteristic for the charged particle
densities is possible [PT01]. For typical values in the present experimental setup
(Te = 1 eV, B = 87.5mT) the gyration radius of electrons (rL ≈ 44µm) is com-
parable to the probe radius (rp = 50µm) and κ ≈ 1. In this case, a significantly
reduced electron current is resulting compared to a field free situation and a di-
rect measure of the electron density at the plasma potential after equation (5.16)
is not possible. Due to the larger gyration radii of ions κ is 1 and consequently,
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the positive ion density can be determined from the measured positive ion sat-
uration current as described above. It has to be noted that since the electron
energy is not influenced by the an homogeneous, conservative B-field, no effect
on the EEDF evaluation is given.
5.3 Laser Photodetachment
Laser photodetachment is a diagnostic to determine spatially resolved the nega-
tive ion density, based on the photodetachment process:
H− + hf → H + e . (5.20)
A sketch of the principle setup for the laser photodetachment diagnostic is shown
in figure 5.6. A laser is used to inject photons of suitable energy (EPh > EA) into
the plasma within a short laser pulse of some nanoseconds duration. Negative
ions in the illuminated laser beam are destroyed, resulting in a localised increment
of the electron density that is proportional to nH− . Via a Langmuir probe this
increment is measured. Therefore, the probe tip is axially centred to the laser
beam axis and positively biased at a constant voltage U in the electron saturation
region (U > φpl) [BHB+79]. An ideal evolution of the laser photodetachment
laser rapid 
data acquisition 
system 
power supply 
plasma 
Langmuir 
probe 
pulsed laser beam 
Figure 5.6: Schematic of the laser photodetachment setup.
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signal is shown schematically in figure 5.7. The following description is based on
the theoretical model after [SDB+90] and applies for an electropositive plasma.
For simplification, the volume that is illuminated by the laser is labelled in the
following as such even in the absence of the laser light in order to distinguish
between the surrounding undisturbed plasma and the beam volume. It has to be
noted that the injection of the laser does not alter the net charge within the laser
beam volume but changes the net mobility of negatively charged particles.
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Figure 5.7: Time evolution of a theoretical laser photodetachment signal after
[SDB+90].
For t < 0, just before the laser pulse, the fluxes of negatively charged particles
entering and leaving the beam volume are balanced. A constant current I0 is
given that is due to the high mobility of electrons, proportional to the steady-
state electron density ne (see equation 5.14).
At t = 0 the short laser pulse is injected which duration is chosen to be short
enough not to influence the following particle dynamics. Due to the negative
ion destruction, the electron density in the beam volume is increased to n′e =
ne + ne from H− , leading to a sudden increase of the probe current by ∆I. The
ratio of the electron current onto the probe before and shortly after the laser
pulse is given by
I0 + ∆I
I0
=
1
4A (ne + nH−) 〈ve〉
1
4Ane 〈ve〉
= ne + nH−
ne
. (5.21)
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Here, a constant mean thermal electron velocity 〈ve〉 of steady-state electrons and
those that are created by the photodetachment process can be assumed as the
corresponding thermalization proceeds in sufficiently short time scales (∼ 10 ns)
[Bac00]. Furthermore, a constant collection area of the probe A can be assumed
within the present short time scales [BBB96]. Thus, the relative negative ion
density, i.e. the ratio of the negative ion density to the steady-state electron
density is
∆I
I0
= nH−
ne
. (5.22)
The absolute negative ion density nH− can be subsequently derived by simple
multiplication of the relative negative ion density with ne that has to be deter-
mined at the same location by an independent measurement via the Langmuir
probe.
The dynamic of the laser detachment system can be understood in terms of the
changed mobility, taking the ambipolar diffusion of the different particle species
within the beam volume and the surrounding volume into account. The injection
of the laser pulse, i.e. the creation of electrons by the photodetachment process
results in an increased flux of negatively charged particles leaving the beam vol-
ume. As the negative ions in this region have been destroyed, this leaving flux is
a flux of highly mobile electrons. As this flux is increased compared to the overall
flux of electrons and negative ions, this would lead to a depletion of negatively
charged particles within the laser beam volume. In order to keep quasi-neutrality
fulfilled, a potential barrier evolves, to diminish the electron drain. The resulting
electron confinement leads to the occurrence of a so-called plateau in the laser
detachment signal (see figure 5.7). The duration of the plateau (typically 100
to 200 ns) is a function of the laser beam diameter and the velocity of negative
ions in the undisturbed, surrounding plasma as the flux of negative ions entering
the beam volume continuously reduces the potential barrier. Thus, correlated
with the diminishment of the potential, the electron confinement reduces and the
probe current decays over time.
As can be seen in figure 5.7, at 0.5µs an overshoot, i.e. an even lower current
than the initial I0 evolves. This is a consequence of the positive ion’s inertia:
Positive ions are repelled by the aforementioned electron confining potential and
are accelerated out of the beam volume. The positive ions are characterised by a
lower mobility compared to the net mobility of negatively charged particles and
do not react within the same time scale on changes of the potential topology.
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Thus, a depletion of positively charged particles in the laser beam volume arises.
This in turn is balanced by a reduction of electrons in the beam volume and
consequently the overshoot evolves. As the dynamics are damped over time the
measured current typically tends to I0.
Required laser beam diameter
The required size of the laser beam diameter is dependent on the region in which
electrons that are created by the photodetachment process are collected by the
Langmuir probe. Hence, it is dependent on the probe bias and according to
[BBN81, Bac93], in combination with a cylindrical probe which radius is rp, the
laser beam radius rc can be approximated to be at least:
rc & rp + c · rs(U) , (5.23)
where rs represents the collection radius of a cylindrical probe given by equation
(5.11) and c an empirically determined correction factor that ranges between two
and three. For low temperature, low pressure hydrogen discharges with electron
densities of some 1015 to 1016 m−3 and an electron temperature of 1 eV, a beam
radius of around 3mm is required when a Langmuir probe of radius 50µm is used
biased to about 40V.
Pulse energy and detachment efficiency
The cross section σPD for photodetachment at negative hydrogen ions is depicted
after [Lab77] in figure 5.8. Nd:YAG lasers are capable to produce short high
energetic laser pulses at a wavelength of 1064 nm (EPh = 1.17 eV) where the cross
section is σPD = 3.5× 10−21 m-2, i.e. only slightly lower than the maximal value
of σPD = 4× 10−21 m-2 at 800 nm. Therefore, Nd:YAG lasers are frequently used
for determining the negative hydrogen ion density via laser photodetachment at
hydrogen discharges [Bac00].
After [BHB+79] the detachment efficiency ∆nH−/nH− for a beam radius of rc can
be calculated via:
∆nH−
nH−
= 1− exp
(
−σPDλhc
Epulse
pir2c
)
. (5.24)
Thus, in order to destroy more than 99% of negative hydrogen ions within the
laser beam volume by a single laser pulse at 1064 nm, a Nd:YAG laser has to
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Figure 5.8: Cross section for the photodetachment process after [Lab77].
provide a laser pulse energy per unit area of Epulse/A of 245 J/m2. This energy
density lies within the typical specification of commercial available high power
Nd:YAG lasers (see for instance [Qua16]).
It has to be noted that using a wavelength of 1064 nm is beneficial as the corre-
sponding photon energy is too low for other photo induced processes that produce
electrons like photo-ionisation of ground state5 H and H2 and consequently the
negative ion density determination is not influenced by these particle species.
Furthermore, the wavelength is advantageous when a small amount of impurities
like oxygen is present. For the corresponding negative oxygen ions O−, O−2 and
O−3 the electron affinities are 1.46 eV, 0.44 eV and 2.1 eV respectively. Thus, for
O− and O−3 the photon energy of 1.17 eV isn’t sufficient for affecting negative
oxygen photodetachment. In [Bac93] the detachment efficiency for O−2 has been
investigated and found to be sufficiently low to be neglected compared to negative
hydrogen ions at the same pulse energy.
Influence of a Magnetic Field
In the presence of a magnetic field, charged particle motion is anisotropic and
the electron current measured by a Langmuir probe is reduced. However, this
is not affecting the measurement of the relative negative ion density via laser
5For excited hydrogen atoms and molecules an ionisation and further excitation or dissociation
can occur but is negligible due to the low density of such particles.
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photodetachment as the effect of a magnetic field on electrons is constant over
time and only the relative change of the electron current before and after a laser
pulse is measured. As has been described in chapter 5.2, it is dependent on
the dimensionless parameter κ whether the determination of the electron density
and of the positive ion density is possible in the presence of a magnetic field.
When a determination of the positive ion density is possible, absolute negative
ion densities can be derived by the use of quasi-neutrality via
nH− = ni+
(
1− 1
α + 1
)
with α = nH−
ne
. (5.25)
5.4 Modelling of H− Volume Processes
The negative ion density resulting from volume processes can be determined in
a global, i.e. 0-dimensional approach by balancing the different production and
destruction rates described in sections 4.1.1 and 4.1.3. The rate equation is given
by
∑
ν
nH2(X,ν)neX
ν
DA(EEDF) =
= nH−(neXED(EEDF) + nHX(non)AD(TH, TH−)+ (5.26)
+ nH2XCD(TH2 , TH−) +
∑
x=1,2,3
nH+xXMN(TH+x , TH−)) .
This equation can be solved for nH− via the flexible solver Yacora [WDF09] when
the corresponding cross section data are known. The required input data, i.e. the
densities and temperatures of electrons, positive ions, atomic and molecular hy-
drogen particles can be determined experimentally for example. In the following
this model is called Yacora H−.
Within Yacora H− the production rate via dissociative attachment is imple-
mented vibrationally resolved by parameterizing the vibrational population nH2(X,ν)
after equation (4.3). For a relative vibrational population after Boltzmann, Pν is
calculated via a vibrational temperature Tvib that is defined as input parameter.
As described in chapter 4.1.1, in a low temperature, low pressure hydrogen plasma
also a vibrational population can arise that is characterized by a superposition
of two Boltzmann distributions with distinct vibrational temperatures. For this
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case, the relative vibrational population is calculated within the model using:
Pν =
(1− β) exp
( −∆Eν
kBTvib,1
)
+ β exp
( −∆Eν
kBTvib,2
)
∑14
ν=0 (1− β) exp
( −∆Eν
kBTvib,1
)
+ β exp
( −∆Eν
kBTvib,1
) . (5.27)
The weighting factor β is ∈ [0, 1] and Tvib,1 describes the population of the low
vibrational levels and Tvib,2 correspondingly the population of the highly excited
vibrational H2 states. As described in section 5.1.1, the vibrational population
up to ν = 3 can be derived via OES yielding the vibrational temperature TOESvib .
Thus, TOESvib is used as experimentally determined input parameter Tvib,1 in Yacora
H−. The measured population of nH2,ν≤3 can be well reproduced by a calculated
population after equation 5.27 using β = 0.05 and consequently, β is chosen to
be 0.05 fixed within the model. The second vibrational temperature Tvib,2 is ex-
perimentally not accessible. It is taken as a free adjustable parameter to match
the measurements within reasonable limits that have been assessed with the vi-
brationally resolved CR model Yacora H 2.
The positive ion density as well as the EEDF are experimentally determined via
the Langmuir probe (see section 5.2). Within the model, the rate coefficients
for dissociative attachment XνDA are calculated on basis of vibrationally resolved
cross section data provided by [JRS03], using a definable EEDF. Therefore, an
externally calculated EEDF can be used directly via an input file. Optionally, for
a Maxwellian EEDF the electron temperature can be used as input parameter6.
Analogue to the calculation of XνDA, the rate coefficient for electron detachment
XED is calculated within the model taking the determined EEDF into account.
The neutral particle densities of atomic and molecular hydrogen as well as the
corresponding temperatures TH and TH2 are determined via OES (see section
5.1). Within the range of within this work present neutral particle temper-
atures (between 500 and 1000K) a negligible sensitivity of the corresponding
rate coefficients on these temperatures, i.e. of X(non)AD and XCD is given. Fol-
lowing the reported negative ion temperatures of around 0.2 eV, measured by
[NSB98, CBB95, DAB+89, BBB+91] in volume sources, at comparable plasma
parameters, a fixed negative ion temperature of 0.2 eV is assumed. Thus, for
(non-)associative detachment X(non)AD = 2 × 10−15 m3/s and for collisional de-
tachment XCD = 1.3× 10−18 m3/s is used in the model.
For mutual neutralisation, the sum of the different positive ion densities is ap-
6XνDA are depicted in figure 4.1 for a Maxwellian EEDF.
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proximated by using the experimentally determined positive ion density as derived
from the Langmuir probe characteristics. Due to the efficiency of thermalization
between particles of comparable masses, positive ion temperatures are assumed
to be comparable to neutral particle temperatures. The rate coefficients for mu-
tual neutralisation for this temperature range are nearly independent on the in-
volved particle temperatures. Thus, for mutual neutralisation a combined value
of XMN = 1× 10−13 m3/s is used in the model.
The introduced model allows for the calculation of nH− resulting from present
volume processes. On basis of independently derived experimental data, the
resulting negative ion density can be compared with nH− measured via laser
photodetachment by varying Tvib,2. Like this, the relevance of the individual
destruction mechanisms can be evaluated.
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6 Experimental Setup and
Diagnostic Systems
6.1 Experimental Setup
The investigations on caesium-free alternative materials for negative ion forma-
tion are carried out at the experimental setup HOMER (HOMogeneous Electron
cyclotron Resonance plasma). The setup is an ECR experiment and provides ion
source relevant parameters in combination with a high flexibility and diagnostic
accessibility. A schematic drawing of the setup in front view is shown in figure
6.1. The discharge chamber is a cylindrical vessel of 7.5 cm radius and 31 cm
height, manufactured of stainless steel. At a height of 15.5 cm four ports are
symmetrically arranged at the cylindrical vessel, granting access for diagnostics,
gas supply and the connection to the vacuum pumps. The minimal background
pressure of some 10−5 mbar is maintained via a roughing pump in combination
with a turbo molecular pump. For monitoring the background pressure a com-
pact pressure gauge is used comprising a Pirani gauge and a cold cathode gauge.
The gas supply is managed via mass flow controllers maintaining a fixed H2 or
D2 gas flow of 9 sccm. By an inline-valve, installed in between the connection
between the vessel and the pumps, the gas outflow is regulated and thereby the
absolute working pressure is adjusted. A pressure range between 0.3 to 100Pa is
accessible, monitored via a gas type insensitive, capacitive pressure gauge.
The H2/D2 plasma are generated via a microwave (fMW = 2.45GHz) introduced
from the top of the vessel through a, for the microwave transparent, borosilicate
window. The microwave is generated in a water cooled magnetron with a maxi-
mal output power of Pmax = 1 kW and directed into the discharge chamber via a
wave guide system.
For resonant coupling of the microwave to the plasma electrons a magnetic field
is created via a system of three DC current driven solenoids made from copper
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Figure 6.1: Schematic drawing of the experimental setup HOMER (front view).
tubes that are concentric surrounding the vacuum vessel. By two main solenoids
of 198 windings each, a Helmholtz coil system is created that is symmetrically
placed above and beneath the four aforementioned ports, allowing for creating
a homogeneous magnetic field of 87.5mT at the height of the ports. A third
solenoid of 70 windings is placed at the top of the experiment surrounding the
borosilicate window, for providing a localized magnetic field increment at the in-
troduction region of the microwave into the plasma accomplishing the high-field
coupling of the microwave (see chapter 3.2). The serial to the two solenoids ap-
plied current at the top of the experiment and separately the current through
the bottom solenoid is maintained by two distinct high-current generators. The
current can be adjusted between 0 and 55A. To remove heat loads caused by
ohmic heating of the solenoids, a high pressure water cooling system (0.5 l/s at
p & 32 bar) is used for pumping water through the solenoids’ copper tubes.
For maintaining the tandem-principle (see section 4.2) a meshed grid (radius
r ≈ 7 cm) is installed at a height of 19 cm relative to the bottom plate, electri-
cally insulated against the grounded vessel walls. Thereby, the vessel volume is
separated into a heated driver region of 2.1 l and a diffusive downstream region
of 3.4 l. The meshed grid is manufactured of stainless steel wires which have a
thickness of d = 0.25mm each. The mesh size is 1mm2 resulting in a grid trans-
parency of 64% defined by the ratio of the total grid area to the sum of the mesh
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area. The grid design is chosen to allow a significant amount of plasma particles
to diffuse from the driver region to the downstream region while simultaneously
limiting the microwave to the driver region. A bias control of the meshed grid
relative to the grounded vessel walls is given by an electrical connection through
a feedthrough at the vessel bottom.
For hosting sample materials within the diffusive downstream region a mounting
platform of 6×8.5 cm2 is present, manufactured of stainless steel and arranged
perpendicular to the vacuum cylinder axis. The mounting platform is affixed via
a ceramic coupling to a stainless steel hollow cylinder and is thereby electrically
and thermally insulated. The sample holder as a whole (mounting platform and
hollow cylinder) is vertically movable via a mechanical vacuum feedtrough at the
bottom plate. This allows for performing distance scans by adjusting the sample
holder position relative to the stationary probe (see below). The arrangement
allows for variations of the distance between the mounting platform and the sta-
tionary probe of maximally 5 cm.
Via a coaxial heating wire a temperature of maximal 550 ◦C can be applied to the
investigated sample by heating the mounting platform. The temperature is mon-
itored by a coaxial thermocouple which is positioned inside the sample holder. A
schematic of the sample holder including the arrangement of the heating wire and
the thermocouple is shown in figure 6.2. Furthermore, the mounting platform can
be biased against the grounded walls in a voltage range between ±40V.
6.2 Diagnostic Systems
For monitoring purposes the potentials of the sample holder and the meshed grid
relative to the grounded vessel walls are measured via multimeters. Furthermore,
the diagnostic systems described in chapter 5 are applied. The line-of-sight (LOS)
for OES and the position of the Langmuir probe and the laser photodetachment
are located to the diffusive downstream volume above the sample surface. The
plasma volume above the meshed grid is diagnostically not accessible within the
present work. However, plasma parameters in this region are assessable via the
extensive studies in [Die10].
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Figure 6.2: Schematic drawing of the sample holder..
6.2.1 Spectroscopic Systems
Two spectroscopic systems are used within the present work. For constantly
monitoring the plasma emission of prominent emission lines during a measure-
ment campaign a survey spectrometer is used that records a wide spectral range
at once (200 – 1100 nm) with moderate spectral resolution. The plasma emis-
sion is collected via a lens head which is equipped with a quartz lens and the
collected emission is transmitted via an optical fibre (600µm diameter) to the
Czerny-Turner type spectrometer having a focal length of 4.5 cm and a grating
with 300 grooves per mm. The entrance slit width of the spectrometer is 25µm
and the apparatus profile is Gaussian with a FWHM of 1.5 nm at 400 nm and
1.2 nm at 850 nm. The CCD chip line has 2048 pixels with 14 × 200 µm2 each.
The corresponding LOS is stationary and directed through a quartz window par-
allel to the laser beam used for laser photodetachment into the volume above the
investigated sample material.
For quantitative optical emission spectroscopy a spectrometer with higher reso-
lution is used. The plasma emission is collected via a lens tube having a solid
angle limiting aperture of 10mm in diameter. Within the lens tube a quartz
lens (focal length 75mm) is mounted, focusing parallel collected light at the focal
point where a UV enhanced optical fibre (400µm in diameter) is placed. For
suppressing higher diffraction orders of lower wavelengths an edge filter can be
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introduced into the lens tube for measurements of emission lines above 520 nm.
Being also of Czerny-Turner type, this second spectrometer has a focal length of
75 cm with a grid comprising a grating constant of 1800mm-1. The entrance slit
width has been adjusted during this work to be 45µm. The Gaussian apparatus
profile has a FWHM of 23 pm at 400 nm monotonously decreasing to 17 pm at
850 nm. The CCD chip with 2500 × 600 pixel (12 × 26 µm2 each) is actively
cooled to -35 ◦C to reduce thermal noise. The LOS is directed parallel to the
investigated sample and perpendicular to the LOS of the laser. Furthermore, the
lens head is height adjustable, thus allowing for distance scans of the emission
relative to the sample.
Calibration of the Spectroscopic Systems
For deriving plasma parameters via OES, the spectroscopic system has to be ab-
solutely wavelength and intensity calibrated. Wavelength calibration was done
by recording emission lines of known wavelength using a mercury and rare gas
lamps. A derivation between the measured wavelength and values known from
the spectroscopy database [KRR+15] of ±0.01 nm has been identified which can
be seen as negligible for the present application.
An intensity calibration has been performed by using an Ulbricht sphere, i.e. a
diffuse and homogeneously emitting secondary radiation standard. For this light
source the absolute emission is known and a calibration factor f(λ) (which unit
is [(s m2nm(Cts/s))−1]) can be derived by dividing the known emission of the
Ulbricht sphere [(s m2nm)−1] by the emission measured with the present spectro-
scopic system [Cts] after normalisation to the integration time [s]. The calibration
was performed in a spectral range between 400 and 850 nm, covering the for the
present work relevant spectral range of the Balmer and Fulcher emission. In order
to prevent the higher diffraction orders of lower wavelengths to interfere the mea-
surements, an edge filter is used when emission lines above 520 nm are recorded.
For the survey spectrometer the calibration factor was determined via a single full
range spectrum, whereas for the second spectrometer the emission was recorded
in 10 nm steps and linearly interpolated in between. The resulting calibration
factor for a spectral range between 400 and 850 nm for the two spectrometers is
presented in figure 6.3.
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Figure 6.3: Calibration factor for the applied spectroscopic systems including the
corresponding lens heads, optical fibres and quartz window.
Error estimation
Parameters derived via optical emission spectroscopy are influenced by different
sources of errors. On the one hand, an uncertainty arises from the determination
procedure of the calibration factor via the known and measured Ulbricht sphere
emission. On the other hand a limited accuracy is given for the determination of
the emissivity via the line integral by fitting the measured spectral intensity. Fur-
thermore, an uncertainty is linked to the accounted plasma length. This results
in a measurement error for the emissivity of ±10%. For deriving parameters via
the applied CR models Yacora H [WDF09] and Yacora H 2 [WF01], errors arise
together with the uncertainty for the emissivity determination from the input
parameters like the limited accuracy of underlying cross section data and particle
densities. Taking the input data for granted, an uncertainty of the determination
of nH/nH2 of ±20% is given. The sensitivity for deducing the gas, the vibrational
and the atomic hydrogen temperatures is given only for temperatures exceeding
the values given in table 6.1.
Table 6.1: Uncertainties for parameters determined via OES.
Parameter Error
Tgas ±50K
Tvib ±500K
TH ±250K
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6.2.2 Langmuir Probe and Laser Photodetachment
System
As described in section 5.3, for determining nH− the electron current at a dis-
tinct probe bias I0 in steady state and the current including the signal increment
caused by the laser induced photodetachment of H−, I0 +∆I, has to be measured
together with the positive ion density. Therefore, a combined diagnostic system,
comprising the control unit and data acquisition system for the Langmuir probe
and the laser photodetachment diagnostic is used. The basic system has been
developed and described in [Mai11] and was revised and recommissioned within
the present work.
The Langmuir probe is installed horizontally in a fixed height of 17 cm relative to
the bottom of the vessel. It is perpendicular oriented to the axis of the cylindri-
cal vessel and thus to the present magnetic field lines. A variation of the relative
position between the investigated sample surfaces and the probe is possible via
the height adjustable sample holder. The probe tip, a 1 cm long tungsten wire
of 50µm radius, is placed in the centre of the plasma and thus centered above
the sample material, allowing for local measurements. A borosilicate glass tube is
used for hosting the electrical feedthrough and maintaining its electrical insulation
against the plasma. For minimizing the noise level of the measured probe signal,
the connection to the data acquisition system is completely coaxially shielded. A
maximal probe bias of U = ±100V can be applied against the grounded vessel
walls via a bipolar power supply.
For laser photodetachment a pulsed Nd:YAG laser is used, creating short laser
pulses of 8 ns at the fundamental wavelength λ = 1064nm. The laser system is
capable to provide a maximal energy per laser pulse of 50mJ with a maximal
repetition frequency of 20Hz. The line of sight of the laser beam is axially ad-
justed to the centre of the probe tip and the beam diameter is enlarged via a
plane-concave lens to be 6mm at the location of the probe tip.
The diagnostic system comprises a sophisticated triggering system which is re-
quired as the power output of the microwave that sustains the plasma is not
stabilised. The power output and in turn the power deposition is oscillating with
a frequency of about 48 kHz that is furthermore superimposed by an unsettled
amplitude modulation. As a consequence, the electron density and thus the mea-
sured probe current is not constant at a fixed probe bias. For a biased probe of
35V the measured probe current is depicted in figure 6.5 (a). The triggering sys-
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tem ensures measurements at comparable plasma parameters by synchronizing
the ignition of laser pulses to the probe current measurement via a quick-response
circuit (reaction times in nanosecond range). In figure 6.4 an equivalent circuit
diagram of the control unit and data acquisition system for the Langmuir probe
and the laser photodetachment diagnostic is depicted. The measurement is basi-
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Figure 6.4: Equivalent circuit diagram of the control unit and data acquisition
system for the Langmuir probe and the laser photodetachment diagnostic.
cally divided into two subsections. To illustrate the measurement procedure the
correspondingly measured signals are presented in figure 6.5 (a) and in (b), (c):
In a first step (figure 6.5 (a)), the oscillating current onto the constant biased
probe is recorded over a time range of 1000µs (≈ 48 oscillations) to determine
a mean current Imean. The probe bias is therefore applied by the computer con-
trolled power supply. This mean value is used to manually define the trigger
level for a comparator in the quick-response circuit. When the constraint for the
trigger is fulfilled, i.e. the measured current equals Itrg, the laser pulse is released
and a detachment signal is subsequently recorded (figure 6.5 (b)). The signal is
stored in a volatile buffer depending on the signal quality which is rated after the
following characteristics:
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• Laser pulse successfully triggered at defined set value in a tolerance range
of ± 2.5% of Itrg.
• Low RF noise level of . 2% within the signal ’shortly before’ (-0.1 < t <
-0.04µs) and ’after’ the detachment (1 < t < 1.5µs).
Following this procedure ten single signals1 are acquired with and without a
shutter hindering the laser beam to enter the plasma and a corresponding mean
current signals are calculated (figure 6.5 (b)). The current I0 is consequently
derived from these mean currents at t = 0.0µs. The difference of the recorded
void measurements and the previously recorded currents with the laser entering
the plasma is calculated to give ∆I. Subsequently ∆I/I0 = nH−/ne is derived. It
has to be noted that the measured detachment signal which is presented in figure
6.5 (c) deviates from the theoretical evolution shown in figure 5.7. This basically
can be attributed to the finite electrical response times of the applied triggering
and data acquisition circuit.
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Figure 6.5: Exemplary probe currents at constant probe bias of 35V for laser
detachment measurement: (a) Probe current for determining the mean value used
for triggering the laser detachment measurement. (b) Mean values of ten acquired
signals with and without the laser for determination of I0. (c) Difference between
signal and void measurements for determining ∆I.
1After this number of recorded signals the difference between the mean value and the standard
derivation have shown its minimal level.
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Parameters for laser photodetachment
As described in section 5.3, several constraints have to be fulfilled for applying
laser photodetachment as a diagnostic for measuring the negative ion density.
For the determination of the external parameters fulfilling these constraints, dis-
tinct measurements were conducted at conditions comparable to the subsequent
investigations on caesium-free alternatives, i.e. at 300W discharge power and
1Pa hydrogen gas pressure. Furthermore, a stainless steel sample in a relative
distance of 4.5 cm to the Langmuir probe has been installed, not biased or heated.
The accurate measurement of the negative ion density is sensitive to the cor-
rect choice of the collection radius of the Langmuir probe together with the
laser beam radius, where the collection radius of the probe has to be slightly
smaller than the beam radius. The beam radius is predefined within this work
to be 3mm whereas the collection radius can be influenced via the applied probe
bias. A lower limit of the probe bias can be approximated for known charged
particle temperatures and densities using equation (5.23). For the given laser
beam radius, a probe tip with 50µm radius in a plasma with Te = 1 eV and
ne = 1 × 1016 m−3 and a positive ion temperature of 0.05 eV the approximation
leads to a bias of about 50V.
Generally, a high probe bias is required for a high signal-to-noise ratio as for an
increased bias an increased electron current is drawn. However, increasing the
probe bias is limited as thermal stresses of the probe tip by high electron currents
can result. The investigation of the probe bias at given experimental conditions
was performed by investigating the evolution of ∆I/I0 for bias variations. Within
these investigations, a plasma potential of φpl ≈ 1.4V was determined. The probe
bias was varied between 20 to 60V, i.e. in a wide range of the electron saturation
region. As the investigated probe bias range was fulfilling the constraint of being
significantly above the plasma potential, a virtually constant ∆I/I0 was measured
independent of the applied probe bias. Thus, at the given beam diameter, the
collection radius of photodetached electrons is sufficiently large when the probe
bias is chosen within the investigated bias range. However, for higher probe bi-
ases, an overall increasing RF noise of the measured signals evolved. Thus, in
order to have a trade-off between a high signal-to-noise level and minimizing a
potential stress and keeping the RF noise at a reasonable level, the probe bias
was set to 35V.
In a further campaign, the laser pulse energy was investigated regarding the
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detachment efficiency (see equation (5.24)). This was done by measuring the
evolution of ∆I at a constant probe bias of 35V for varying laser pulse energy.
In order to check the actually emitted pulse energy and its reproducibility the
emitted pulse energy was furthermore measured at distinct relative energies with
a Joulemeter. Therefore, the energy was recorded for ten pulses at a single rel-
ative energy and the standard deviation derived. In figure 6.6 the evolution of
the ∆I together with the evolution of the measured pulse energy as a function
of adjusted relative laser pulse energy is shown. The depicted signal increment
∆I is normalised to the maximally acquired ∆I which corresponds to ∆nH−/nH−
(see equation (5.24)). As can be seen, the mean values of the measured laser
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Figure 6.6: Increment of measured probe current and via equation (5.24) calcu-
lated ∆nH−/nH− (left scale) as well as correlation of measured laser pulse energy
(right scale) for relative laser pulse energy variations.
pulse energies even exceed the manufacturer’s data but with increasing pulse en-
ergy, an increasing standard deviation is given. Furthermore, it can be seen that
the measured evolution of the normalised current increment well reproduces the
detachment efficiency calculated via equation (5.24). For a relative laser pulse
energy of & 20%, the measured and the calculated ratios saturate. Hence, the
relative laser pulse energy is chosen to be 45% (= 22.9mJ), since the neutrali-
sation efficiency exceeds 99.9% and simultaneously a high reproducibility of the
emitted laser pulse energy is given. Furthermore, a potential damage of com-
ponents being within the laser line of sight, especially the quartz window and
effects like secondary electron emission and probe material ablation induced by
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interaction of the laser beam with the probe tip can be minimized [Mai11].
Error estimation
As described in chapter 5, the Langmuir probe is used to determine the EEDF,
the plasma and floating potentials as well as the positive ion density. For the de-
termination of these parameters uncertainties can arise resulting for example from
a finite signal-to-noise ratio of the I-U characteristic.
For the determination of the EEDF the signal-to-noise ratio is typically in the
order of two orders of magnitudes which corresponds for the conditions present
within this work to an electron energy range of typically 14 eV. A systematic eval-
uation of the measurement error for the plasma and floating potential revealed an
uncertainty of ±7.8% and ±6.5%, respectively. The uncertainty for determining
the positive ion density crucially depends on the effective positive ion mass. As
this quantity is not accessible, the resulting error cannot be assessed. However,
independent of this error, already the uncertainty of the effective probe area and
of the procedure for fitting a theoretical positive ion current evolution to the
measured current evolution is accompanied by an error of typically ±11%.
The uncertainty for the absolute negative ion density is given by the accuracy of
the positive ion density determination and by the error for determining ∆I and
I0. As indicated in figure 6.5 the error for determining the latter two parameters
is also correlated with the signal-to-noise level. Taking this into account, the
error has been assessed via the standard deviation, determined via several sets
of ten measurements as described above at identical external parameters. An
uncertainty for ∆I of maximally ±7% and for I0 of less than ±1% was found
leading to a Gaussian error for ∆I/I0 of ±8%. Together with the typical error
for the determination of the positive ion density of 11%, the Gaussian error for
nH− is estimated to be in the order of ±15%.
Benchmark
For the determined parameters the applied laser photodetachment diagnostic
has been successfully benchmarked against cavity-ringdown spectroscopy (CRDS)
by [Rau14]. The determination of the negative hydrogen ion density via this
diagnostic is also based on the laser photodetachment process, but grants access
without the necessity and uncertainty of additional parameter determination like
the electron or positive ion density in case of laser photodetachment. Briefly, the
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absolute negative ion density is measured via the decay time of a laser pulse that is
introduced into a high-finesse cavity which consists of two highly reflective mirrors
and the plasma volume. By comparing the decay times of a laser pulse traversing
the cavity with and without the plasma and thus with and without H−, the
negative ion density can be determined2. Although being highly reliable, CRDS
only provides access to the line of sight averaged negative ion density. However,
the design of the experimental setup HOMER is focused on providing radially
homogeneous plasma profiles (see investigations e.g. on density and potential
profiles in [Die05]). Therefore, negative ions determined via CRDS and laser
photodetachment are comparable.
2A more detailed description of this diagnostic can be found for example in [OD88].
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7 Initial Basic Studies
In negative ion sources as well as in the present experimental setup HOMER, the
negative ion density is a superposition of surface produced H− and those pro-
duced in volume processes. Therefore, a surface induced enhancement of nH− is
only observable when the amount of surface produced H− formation is at least
comparable to the one coming from negative ion related volume processes. Hence,
a comprehensive understanding of the volume processes supports the investiga-
tions on caesium-free alternative materials. Insight into present volume processes
is provided by measuring the absolute negative ion density together with plasma
parameters related to the volume processes and applying the 0-dimensional model
Yacora H−, described in section 5.4.
Two reference cases are investigated in the context of this work: on the one
hand measurements performed with a bare stainless steel reference sample, for
which due to the high work function, H− surface production is negligible and
consequently give access to the pure volume processes. And on the other hand,
measurements of the enhancing effect on the negative ion density induced by the
evaporation of caesium into the experimental setup, since a suitable caesium-free
alternative material should result in at least comparable or even exceeding neg-
ative ion densities.
Within this work, several caesium-free materials are investigated and thus, the
reproducibility of the negative ion density measurement after exchanging the
sample material has to be checked. Therefore, measurements with the stainless
steel reference sample at constant external conditions are performed throughout
different campaigns.
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7.1 Investigations on Bare and Caesiated
Stainless Steel
7.1.1 The H− Volume Processes at HOMER
First basic investigations on the H− volume processes are performed with the none
actively heated stainless steel reference sample for a variation of pressure between
0.3 and 3Pa at 300W discharge power and a standard relative distance between
the stationary Langmuir probe and the sample surface of 4.5 cm, i.e. its maximal
distance (see sketch figure 7.1). These experimental conditions are used as they
allow for investigating a large plasma parameter variation in a relevant range in
combination with a minimized influence of the sample holder. It has to be noted
that for later measurements using materials where a direct negative ion surface
production is investigated, a smaller distance between the sample surfaces and
the Langmuir probe will be used and the pressure will be set to the ion source
relevant value of 0.3Pa. Within these investigations, respective measurements
with the stainless steel reference will be performed.
For the following investigations, the stainless steel sample has been mechanically
polished and cleaned with purified water, acetone and isopropyl alcohol prior to
installation into the vacuum vessel. To minimize conditioning effects, i.e. chang-
ing plasma parameters due to thermalization of the experimental setup and/or
a saturation of particle ad- and desorption processes on the walls, measurements
are started one hour after starting the plasma.
4.5 cm 
3 cm 
3 cm 
8.5 cm 
6 cm 
1 cm Langmuir probe 
sample surface 
Figure 7.1: Sketch to illustrate the relative position between the sample surface
and the Langmuir probe tip.
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In figure 7.2 the measured negative ion density is depicted as a function of pres-
sure. The negative ion density lies between 1.0 and 2.8×1015 m−3, peaked at
0.5Pa. The corresponding negative ion to electron density is about 10%, i.e.
comparable to typical values in negative ion source based on the pure volume
process [Bac00, SBB+06].
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Figure 7.2: Negative ion density as a function of pressure for the stainless steel
reference sample.
Plasma Parameters Correlated with H− Volume Processes
The measured negative ion density is a consequence of negative ion volume for-
mation via dissociative attachment which is balanced by mutual neutralisation,
(non-)associative, collisional and electron detachment. Thus, the negative ion
density is sensitive on the electron and positive ion density, the density and dis-
tribution of vibrationally excited molecules, the atomic hydrogen density and the
EEDF.
In figure 7.3 the evolution of the positive ion density is depicted which is corre-
lated with the electron density via the quasi-neutrality. Additionally the electron
current measured at 35V sample bias, i.e. at the default probe bias for laser
photodetachment is shown. This depicted current data gives a measure of the
relative evolution of the electron density for pressure variations.
As can be seen, both quantities show the same dependence on pressure variation.
The positive ion density ranges between 1.6 and 3.4×1016 m−3 and is peaked at
1Pa.
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Figure 7.3: Positive ion density determined via OML and measured probe current
at a probe bias of 35V as a function of pressure for the stainless steel reference
sample.
A direct access to the EEDF is given via the Langmuir probe. Over the whole
investigated pressure range the measured EEDFs are Bi-Maxwellian. Exemplary
for 1Pa, the corresponding EEPF and a theoretical EEPF calculated after equa-
tion (3.8) (normalised to ne = 1) with Te,1 = 0.6 eV, Te,2 = 3.6 eV and β = 0.11 is
depicted in figure 7.4 (a).
It has to be noted that the Bi-Maxwellian EEDF character is no consequence
of the present meshed grid, as a Bi-Maxwellian EEDF also was measured in the
absence of the meshed grid (not shown here). In fact, its presence in molecular
plasmas is also reported throughout the literature (for example by [BF94]). It
is dominantly induced in hydrogen discharges by electron impact excitation of
ro-vibrational H2(X) states leading to a depletion of the amount of low energetic
electrons and an according accumulation of lowest energetic electrons.
Data analyses via OES is based on a Maxwellian EEDF (see model descrip-
tion of Yacora H in [WDF09] and Yacora H2 in [WF01]) and in figure 7.4 (a) a
corresponding Maxwellian EEPF is additionally plotted, calculated for an elec-
tron temperature of 2.7 eV derived via OES by [Fri15]. The population of excited
atomic levels (e.g. for the Balmer emission) via electron impact excitation requires
electron energies which are above the excitation threshold energies (& 11 eV).
Hence, electron temperatures deduced via OES TOESe are expected to be closer to
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Te,2 than Te,1, i.e. the electron temperature deduced via Langmuir probe, which
describes the higher energetic electron ensemble.
In figure 7.4 (b) the evolution of the ’electron temperatures’ Te,1, Te,2 and TOESe
is shown as a function of pressure. The characteristic ’electron temperature’ Te,1
decreases with increasing pressure from 0.6 to 0.4 eV and in case of Te,2 from 5 to
3.6 eV. The corresponding weighting factor β shows a minor dependency on pres-
sure variations: the low energetic ensemble represents the majority of electrons
and β is about 10%. A comparable trend is measured for the evolution of the
electron temperature derived via OES, i.e. decreasing with increasing pressure
from 3.1 down to 2.1 eV. Thus, via both diagnostics, an decreasing mean electron
energy with increasing pressure is derived, which is in accordance to the ionisa-
tion balance described in section 3.3.
In the following, the Bi-Maxwellian EEDFs derived via the Langmuir probe are
applied for modelling the negative ion density via Yacora H− as the involved
processes are highly sensitive to the electron energy distribution in the low en-
ergy range. For parameter evaluations via OES, i.e. Tvib and nH/nH2 electron
temperatures deduced via OES are used for consistence.
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Figure 7.4: (a) Measured and modelled EEPFs for stainless steel at 1 Pa. (b)
Evolution of the ’electron temperatures’ characterising the Bi-Maxwellian EEPF
Te,1, Te,2 and the electron temperature determined via Yacora H [WF01, Fri15]
for pressure variation.
In figure 7.5 the evolution of the vibrational temperature and the gas tempera-
ture are shown. The determined vibrational temperature decreases from 3700 to
3100K with increasing pressure. Within the error margins, a virtually constant
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Figure 7.5: Vibrational temperature Tvib and gas temperature as function of
pressure variations for stainless steel sample.
gas temperature of about 550K is measured.
For determination of the atomic to molecular density ratio, the emission of Hγ
and the Fulcher system have to be known. Independent of pressure, the mea-
sured line profile of the Balmer line is characterised by the superposition of two
Gaussian profiles with different FWHM1. The spectral intensity measured at 1Pa
pressure and 300W discharge power is exemplarily shown in figure 7.6 including
the fitted Gaussian line profiles and the superposition of both calculated ones.
As described in section 5.1.2 the presence of a multi-Gaussian emission line profile
implies the presence of different excited atomic hydrogen ensembles that are not
thermalized among each other, i.e. are characterised by different temperatures.
Evaluated via Yacora H and the corresponding collisional frequencies for thermal-
ization with the background gas (∼ 104 s−1) and de-excitation via spontaneous
emission (∼ 106 s−1), their population can be assigned to be coupled to different
species which are the electronic ground state (via direct electron impact excita-
tion) and the H+2 molecular ion (via dissociative recombination). For the shown
example, the Doppler broadened line profiles yield temperatures of TH∗cold = 500K
and TH∗hot = 3 eV which can be attributed to come from an ensemble populated
via direct excitation of with the background gas thermalized H(n=1) in case of
the narrow peak and from a population via dissociative recombination i.e. cou-
1This characteristic is present for all measured Balmer lines.
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Figure 7.6: Spectral intensity of the measured Hγ emission line including a two
Gaussian fit.
pled to H+2 in case of the broad peak. This is furthermore consistent with the
given comparability of the determined gas temperature and TH∗cold (see figure 7.5)
which is measured over the whole investigated pressure range.
In the presence of a significant population of H(n=5) via processes coupled to
further particle species besides H, the determination of nH/nH2 after equation
(5.9) still holds, when the emitting particle ensembles are spectroscopically well
distinguishable. Since this constraint is fulfilled, the atomic to molecular hydro-
gen density ratios can be evaluated via equation (5.9) taking only the narrow
peak of the Hγ emission line into account.
The corresponding evolution of nH/nH2 for pressure variations is shown in figure
7.7: nH/nH2 ranges between 9.5 and 16.3% and is peaked at 1Pa.
Modelling negative ion densities
The negative ion density modelled via Yacora H− on basis of the presented plasma
parameters is plotted as a function of pressure together with the measured nH− in
figure 7.8. For modelling, the vibrational population of H2(X, ν) is calculated for
a single Boltzmann distribution characterised by the diagnostically determined
vibrational temperatures (shown in figure 7.5).
As can be seen, the modelled negative ion densities on basis of experimental deter-
mined parameters do not reproduce the measured data. Independent of pressure,
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Figure 7.7: Evolution of the atomic to molecular density ratio determined via
the emissivities of the narrow peak of Hγ and the Fulcher system.
modelled negative ion densities are more than one order of magnitude lower than
the measured ones. It can be excluded that this deviation is a consequence of
negative ion surface formation at the stainless steel sample as a comparable de-
viation has been reported in [Mai11] for measurements performed at HOMER
without any sample holder installed. It can be furthermore excluded that this
deviation results from negative ions produced in the driver region and diffuse into
the downstream region as corresponding negative ions are not able to traverse the
sheath of the meshed grid due to their low energy.
The formation of negative ions via dissociative attachment significantly depends
on the population of vibrationally highly excited states with ν ≥ 5 (see section
4.1.1) which are diagnostically not accessible with the applied diagnostics (see sec-
tion 5.1.1). An increased population of such vibrationally highly excited states
can result by a redistribution via electron impact excitation of singlet H2(B) and
H2(C) states. However, for such a redistribution typically higher mean electron
energies are necessary than have been measured.
Sufficiently high mean electron temperatures are expected in the heated driver
region, according to measurements performed by [Die10] and [Mai11] at HOMER
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Boltzmann distribution corresponding to the measured Tvib.
without the meshed grid installed2. Since vibrationally excited H2 molecules are
metastable, they can diffuse into the downstream region of the meshed grid after
they have been formed in the driver region and allow for efficient negative ion
formation, where the negative ion densities are measured.
An increased population of vibrationally highly excited H2 can be addressed in
Yacora H− via a superposition of two Boltzmann distributions characterised by
the vibrational temperatures of the low vibrational states Tvib,1 and highly ex-
cited states Tvib,2. This allows for fitting the modelled negative ion density to
the measured nH− , by taking the diagnostically determined vibrational temper-
ature TOESvib for Tvib,1 and adapting Tvib,2 as free parameter. In figure 7.9 (a) the
correspondingly modelled and measured negative ion densities (identical curve)
are shown as a function of pressure together with the accuracy range of the mea-
surement indicated by the dotted red lines. Modelled data well reproduce the
measurement for Tvib,2 shown also as a function of pressure in figure 7.9 (b). The
uncertainty of Tvib,2 deduced by fitting modelled data within the accuracy of mea-
surement is maximally ±330K (dotted red lines). The vibrational temperature
Tvib,2 lies between 7700 and 10300K, peaked at 0.5Pa. The corresponding relative
vibrational coefficient Pν (see equation (5.27)) is comparable to those calculated
2It is reported that at comparable parameters electron temperatures reached up to 3 eV.
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by [Wün14] for an electron temperature of 4 eV (see figure 4.2), implying that
vibrational temperatures deduced by fitting modelled negative ion densities to
measured ones are reasonable.
For such high Tvib,2, the relative vibrational coefficient for ν ≥ 4, Pν≥4, is increased
by up to three orders of magnitude compared to one described by a single Boltz-
mann distribution with Tvib = TOESvib . Since the rate coefficient for dissociative
attachment is highest for vibrationally highly excited states, this results in a
significant increment of negative ion formation via the dissociative attachment
process.
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Figure 7.9: Evolution of (a) the measured and modelled negative ion density and
of (b) the free parameter Tvib,2 for adapting modelled to measured data together
with the accuracy range indicated by the dotted red lines.
The achieved agreement between measured and modelled H− allows for an iden-
tification of the dominant destruction mechanisms via the 0-dimensional model
Yacora H−. The evolution of the different shares of destruction channels for H−
with pressure is shown in figure 7.10. Over the whole pressure range, negative
ions are dominantly destroyed by collisions with neutral atoms. The associative
and non-associative detachment rate contributes to more than 74% of the to-
tal negative ion destruction, monotonously increasing with increasing pressure.
Electron detachment and mutual neutralisation have a comparable share for the
destruction, representing between 1.7 and 13% of the total destruction channels.
Despite nH2 representing the dominant particle species within the plasma, the
destruction of negative ions via collisions with hydrogen molecules, i.e. via colli-
sional detachment has a minor share of less than 1% independent of pressure.
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Figure 7.10: Evolution of the relative shares of H− destruction via associative
and non-associative detachment (AD), electron detachment (ED), mutual neu-
tralisation (MN) and collisional detachment (CD) as a function of pressure.
Following this, a simplified equation for calculating the negative ion density by
balancing the volume formation with the destruction channels is given and equa-
tion (5.26) transforms to:
nenH2
∑
ν
PνXνDA(EEDF) ≈ nHnH−X(non)AD (7.1)
which yields:
nH− ≈
(
nH
nH2
)−1
ne
∑
ν PνXνDA(EEDF)
X(non)AD
. (7.2)
Thus, the evolution of the negative ion density for pressure variations is caused
dominantly by the evolution of the atom to molecular density ratio, the electron
density, the EEDF and the relative vibrational population:
An increment of nH/nH2 is correlated due to the reverse correlation, with a corre-
spondingly decreasing negative ion density. Since nH/nH2 slightly increases in the
pressure range between 0.3 and 1Pa and decreases by about 42% for higher pres-
sure, the evolution of nH/nH2 results in a slight decrease of nH− in the pressure
range between 0.3 and 1Pa and a significant increment for increasing pressure.
The evolution of the electron density is assessed via the positive ion density evo-
lution shown in figure 7.3 which is peaked at 1Pa. A pronounced dynamic of the
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electron density is given which leads due to the linear dependence in a compara-
ble evolution of nH− .
Regarding the evolution ofXνDA as a function of Te shown in figure 4.1 the dissocia-
tive attachment rate coefficient for ν ≤ 7 significantly decreases for a decreasing
electron temperature with Te ≤ 1 and slightly increases for higher vibrational
states. The measured mean electron energies are comparable and an according
correlation of the corresponding XνDA is given, for the evolution of the measured
mean electron energies: With increasing pressure, the changing EEDF causes a
reduction of dissociative attachment rate coefficients for ν ≤ 7 by up to 50%
while the rate coefficients are increasing by up to 24% for higher vibrational
states. However, the influence of the EEDF evolution is significantly depending
on the evolution of the relative distribution of vibrationally excited states.
The described evolution of nH/nH2 and ne would lead to a negative ion density
evolution peaked at 1Pa and decreasing due to the contrary influences of nH/nH2
and ne by only 15% for increasing pressure. The measured negative ion density
decreases between 1Pa and 3Pa by 57%. This is mainly caused by the decreas-
ing population of vibrationally highly excited states, i.e. of Tvib,2 and shows the
pronounced influence of this parameter.
7.1.2 Effect of Caesiation of a Stainless Steel Sample
After having evaluated the evolution of the nH− background coming from pure
volume processes, the second reference case was investigated by in-situ applica-
tion of caesium onto a stainless steel sample for investigating the negative ion
density enhancement by H− surface formation. For these investigations the sam-
ple holder is modified by a support structure allowing for the application of an
alloy caesium dispenser [Alv15]. Via this support structure the caesium dispenser
can be placed in a fixed distance of 2 cm relative to the sample while being elec-
trically and thermally insulted from the sample holder. The evaporation rate of
caesium is controlled by the electrical current running through the dispenser.
For ensuring that surface produced negative ions are measured by the diagnostic
system, the mean free path of surface produced negative ions has to be higher
than the distance between the sample surface and the stationary Langmuir probe
used for laser photodetachment. The mean free path of surface produced neg-
ative ions can be estimated by taking the accelerating sheath potential and the
dominant loss channel into account: The sheath potential can be assessed via the
potential difference of the sample and the plasma potential. Measurements are
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conducted at 0.3Pa and 300W discharge power where the dominant loss mech-
anism is given by collision of negative ions with atomic hydrogen (see section
7.1.1). As surface produced negative ions are accelerated within the sheath ac-
cording to the measured potential difference to about 2 eV, the mean free path
for surface produced negative ions can be estimated to be 2.8m. The distance
between the stainless steel sample and the stationary Langmuir probe is set to
2.5 cm and thus a high probability is given that all surface produced negative ions
are detected with the applied diagnostic system.
For monitoring the caesium evaporation, the emission of caesium resonance line
at 852 nm is measured. The impact of caesiation over time is directly accessible
by monitoring the negative ion density evolution. Furthermore, plasma param-
eters like the EEDF and positive ion density as well as the plasma emission are
monitored.
In figure 7.11 the time evolution of the positive and the negative ion density
is shown together with the evolution of the caesium emission at 852 nm. Start-
ing without any caesium, virtually constant positive and negative ion densities
of 1.3×1016 m-3 and 1.0×1015 m-3, respectively, are measured. After 53 minutes,
caesium evaporation3 is started which is observable at the increase of the caesium
emission. Simultaneously, an immediate increase of the negative ion density by a
factor of up to 2.5 is measured. In contrast, the positive ion density is virtually
not affected. According to the increasing caesium emission, an increment of the
caesium flux onto the stainless steel sample is given resulting in a reduction of the
stainless steel sample’s work function4 which allows for the formation of negative
ions at the sample material’s surface. With on-going caesium evaporation, after
about 82 minutes, the caesium emission starts decreasing. Accordingly, the cae-
sium flux onto the sample surface is reduced which leads to a degradation of the
sample’s work function and thus a reduction of the H− surface formation. Thus,
the negative ion density slightly decreases within one hour of operation down to
a value of 2×1015 m-3 correlated to a decreasing caesium emission.
It is well known that the application of caesium also can affect the plasma poten-
tial (see for instance [FF13b]). As described in section 3.4, this is a consequence
3A maximal caesium density of nCs ≈ 0.5× 1015m−3 is determined via OES.
4By [GWF11] a reduction of a molybdenum sample’s work function down to 2.2 eV was mea-
sured when the caesium flux was increased by evaporation in an hydrogen discharge compris-
ing comparable parameters. A comparable effect was measured by [Fri15].
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Figure 7.11: Time evolution of positive and negative ion density as well as
caesium emission before and while evaporation of caesium to a stainless steel
sample.
of an increasing density of negative particles in the vicinity of a caesium covered
surface altering the charged particle flux balance. In the present case, this af-
fects the complex interplay between the potentials of the sample, the plasma and
the meshed grid. Together with changes in the potentials, the Balmer emission
decreases by up to 15% during caesium evaporation. This effect has also been
observed by [Fri13] where it is explained as a consequence of caesium induced H
gettering. Although the correlation between the atomic hydrogen density and the
negative ion density is linear (destruction via (non)associative detachment), the
measured reduction of 15% in the atomic hydrogen density is negligible compared
to the surface induced enhancement of the negative ion density.
It has to be mentioned that in negative ion sources the application of caesium
is typically correlated with an enhancement of the negative ion density of up to
a factor of 10 [WSF16]. The deviation to the present observations is explained
by the different fluxes of atomic and ionic hydrogen particles bombarding the
converter surface.
At HOMER the positive ion flux is in the order of 1×1020 m-2s-1. This flux is
calculated on basis of an effective electron temperature determined via equation
(3.9) and an effective positive ion mass of 2 u. For the calculation of the neutral
hydrogen atom flux both ensembles of hydrogen atoms, i.e. the hot and the cold
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ensembles have to be taken into account. The combined neutral atom flux is
thereby assessable via the ratios of the corresponding formation rates and the
thermal velocities of the both ensembles. Thus, at HOMER a neutral hydrogen
atom flux of about 5×1021 m-2s-1 is given. The maximal conversion yield reported
in [IKS92] and [LS92] is 20% for positive ions and 25% for neutral atoms depend-
ing on the actual surface work function and the energy of the impinging particles.
According to this, the neutral atom flux at HOMER has a much higher relevance
for producing a negative ion flux into the plasma than the positive ion flux. The
estimated difference is up to a factor of 63. After [WGF09] and [WSM+12], the
conversion of neutral atoms also is the dominant process for negative ion produc-
tion in negative ion sources.
In the IPP prototype negative ion source the positive ion and neutral atom fluxes
are about 0.7 to 7×1020 m-2s-1 and 1 to 3×1022 m-2s-1, respectively, [Wim14].
Thus, at HOMER the positive ion flux is up to a factor of seven and the neutral
atom flux up to a factor of six lower than at BATMAN. Consequently a lower en-
hancement of the measured nH− is expected at HOMER when caesium is applied.
It has to be noted that at HOMER the lower enhancement of the measured
nH− may also be correlated with a potentially present space charge limitation
(see section 3.4) that masks the actual negative ion surface formation induced by
the application of caesium. However, regarding the investigations on caesium-free
alternatives this effect is of minor relevance as the effect of caesiation is measured
for giving a benchmark value at present experimental conditions at HOMER and
correspondingly apply for all other investigated materials.
7.2 Reproducibility Regarding Exchange of
Sample
For monitoring the long term evolution and to check a possible material induced
contamination of the setup during the performed investigations, measurements
with the stainless steel reference sample were conducted at constant external con-
ditions after distinct measurement campaigns. In figure 7.12 the corresponding
positive and negative ion densities are plotted for 0.3Pa H2 and 300W discharge
power in a distance of 2.5 cm to the sample.
A mean positive ion density of 1.28× 1016 m−3 with a standard deviation of less
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than 4% and a mean negative ion density of 9.43 × 1014 m−3 with about 12.2%
of standard deviation was determined. The measured deviation is smaller than
the corresponding error margins for the positive ion density determination of
about 11% and for nH− of 21%. Thus, this virtually constant long term evo-
lution shows no indications for any possible contamination of the experimental
setup and confirms the reproducibility of the negative ion density determination
and furthermore, the applicability of the stainless steel sample for determining
reference values.
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Figure 7.12: Reproducibility of the positive and negative ion densities measured
with the stainless steel reference installed. Measurements were performed over one
year of measurement after distinct campaigns (indicated by the different symbols)
on caesium-free materials.
105
8 Negative Ion Formation at
Caesium-Free Materials
Following the discussions in chapter 4.1.2 three types of materials are investi-
gated for their effect on the negative ion formation, i.e. for being caesium-free
alternatives:
• materials with inherent low work function (H− surface formation),
• diamond materials (direct H− surface formation), and
• refractory metals (indirectly enhancing the volume formation).
For the investigations, each campaign is compared to respective measurements
performed with a stainless steel reference sample. Furthermore, the influence of
the investigated surfaces is assessed using 0-dimensional modelling of the H− vol-
ume processes.
In order to detect any plasma induced erosion or ablation of the investigated
sample materials, the sample weight is measured before and after plasma expo-
sure and the plasma emission is monitored with the survey spectrometer to see
impurities.
8.1 Investigations on Low Work Function
Materials
Materials with inherently low work function, namely lanthanum hexaboride (LaB6)
and a molybdenum sample doped with 0.7% lanthanum (MoLa) are investigated
for their effect on the negative ion density.
The LaB6 sample has a polycrystalline structure and is manufactured by press
sintering. It has a sample size of 3x3 cm2 and is purchased from the commercial
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distributor Sindlhauser [Sin14]. For this sample material a work function between
2.7 and 3 eV is expected according to [SKO+79, KS97] and [UWG06]. Also the
MoLa sample has a polycrystalline structure and is produced via press sintering.
A work function of about 2.6 eV is expected according to [YNX+04] for the MoLa
sample which has a sample size of 8.5×6 cm2 and is purchased from the commer-
cial distributor Plansee [Pla01].
Both samples were cleaned with purified water, acetone and isopropyl alcohol.
Additionally to that, the MoLa sample was mechanically polished prior to the
described procedure.
For none of the performed investigations indications for plasma induced material
erosion was measurable by emission nor by weight loss measurements, showing
the resistibility of LaB6 and MoLa in the investigated scenarios.
In order to reduce residual impurities on the investigated surfaces, i.e. to achieve
a low work function, the samples are heated in vacuum up to a temperature1 of
450◦C for two hours. Measurements are conducted one hour after starting the
discharge at 0.3Pa hydrogen gas pressure and 300W discharge power like in case
of the stainless steel measurements.
8.1.1 Sample Bias Variations
The amount of negative ions at a surface depends on the flux of incoming parti-
cles. The low work function materials are consequently investigated for a sample
bias variation, since thereby a direct influence on the positive ion flux, on the one
hand and on the dwelling time of surface produced negative ions on the other
hand is possible. Additionally, by increasing the positive ion flux a potentially
present space charge limitation may be suppressed and so a further insight into
the negative ion formation capability given.
In figure 8.1 the negative ion density measured as a function of sample bias
between -30 to +20V is shown for MoLa, LaB6 and the stainless steel reference
sample. The measurements are performed with a relative distance between the
1It has to be noted that typically low work function materials are heated to significantly higher
temperatures (&1000K) for achieving lowest possible work functions. However, the applied
temperatures within this work are expected to be of higher relevance from an engineering
point of view in the context of future NNBI systems.
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installed samples and the stationary Langmuir probe of 2.5 cm.
Compared to stainless steel an increased nH− is measured over the whole investi-
gated range when MoLa or LaB6 are installed. The increase is most pronounced
in the range between -10 to +20V being at least 15% in case of MoLa and 25% in
case of LaB6. For MoLa nH− is maximal at -5V (=1.4×1015 m−3) and increased
by 60% compared to stainless steel. For LaB6, nH− is maximal at +20V and
maximally increased by 42%, at -5V. For negative biases of -30 and -20V, the
difference between the measured H− density for the low work function materials
and stainless steel diminishes and is comparable within the error margins.
Independent of the material, the negative ion density is reduced when a negative
bias below -5V is applied. With increasing bias between -5 to +20V, i.e. in the
moderate negative and positive bias range, nH− increases monotonously in case
of the stainless steel reference, is within the error margin virtually constant for
LaB6 and for MoLa.
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Figure 8.1: Negative ion density as a function of applied sample bias for stainless
steel (Tsmpl = 160 ◦C) and the low work function materials MoLa and LaB6 (Tsmpl
= 450 ◦C).
It has to be noted that in the present setup a modification of the sample bias
not only affects the fluxes of charged particles in front of the sample but also the
potentials of the plasma and the meshed grid. Thus, the complex interplay of
global particle fluxes is affected. The principle influence of a sample bias variation
on the plasma itself is characterized by using the stainless steel reference sample.
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The potential difference between the plasma and the sample allow for assess-
ing the energy of impinging charged particles. The evolution of the plasma and
floating potential which are determined via the Langmuir probe relative to the
grounded vessel walls as well as of the meshed grid is shown as a function of
sample bias variation in figure 8.2 (a) exemplarily for the stainless steel reference
sample. For the low work function materials, an almost equal evolution is ob-
served. As can be seen in figure 8.2 (a), the measured potentials shift accordingly
with the sample potential, i.e. with increasing sample potential, the measured
potentials increase but show a lower dynamic in the negative bias range.
In figure 8.2 (b), the potential difference ∆U between the plasma and the sam-
ple potential for stainless steel and the low work function materials is depicted.
Assuming a collisionless sheath, a maximal positive ion energy of up to 10 eV
is achievable for the dominant positive ion species H+2 in the investigated range
when the sample is most negatively biased. In the moderate negative and positive
bias range, the positive ion energy is nearly independent of sample bias variations:
the positive ion energy in this range is constantly about 0.9 eV.
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Figure 8.2: Evolution of potentials and potential differences for sample bias vari-
ations: (a) plasma and floating potentials measured with the Langmuir probe and
potential of the meshed grid for stainless steel. (b) Potential difference between
plasma and sample potential for stainless steel and the low work function mate-
rials.
Additionally to the shown effect of sample bias variations on the negative ion
density and the potentials, a change of measured plasma parameters is observed
mainly for nH/nH2 and the mean electron energy, i.e. the EEDF. Other plasma
parameters like the diagnostically determined TOESvib as well as the positive ion den-
sity are only minor influenced by sample bias variations. For all materials, a TOESvib
8.1. Investigations on Low Work Function Materials 109
of about (3500±250)K and a positive ion density of about (1.3±0.1)×1016 m−3
are measured.
It has to be noted that in case of low work function materials, a changing nH/nH2 ,
i.e. a changing nH, not only affects the H− destruction via atom collisions but
also negative ion surface formation. A changed mean electron energy influences
the formation via the dissociative attachment process as well as the destruction
via electron detachment.
In figure 8.3 the atomic to molecular density ratio is shown as a function of
applied sample bias. Like in section 7.1.1, the Balmer emission lines were char-
acterised by a double-Gaussian peak and depicted data are deduced according to
the emissivity of the narrow Hγ peak.
For stainless steel and LaB6 nH/nH2 ranges between 7.3 and 9.5%, whereas in case
of MoLa the density ratio is slightly increased (range 8.7 to 9.7%). As depicted
in figure 8.3, these variations are almost within the error margins and indepen-
dent of the sample, the atomic to molecular hydrogen density ratio is only minor
effected by sample bias variations. Within the error margins, comparable atomic
hydrogen and gas temperatures of 500K are measured, virtually unaffected by
sample bias variations. Hence, the atomic hydrogen fluxes vary correspondingly
with nH/nH2 : Overall the atomic hydrogen flux varies between 1.6×1021 m−2s−1
and 2.2×1021 m−2s−1.
The effect of sample bias on the EEPF evolution is shown exemplarily for stain-
less steel in figure 8.4 (a) and the corresponding Te,1 and Te,2 for stainless steel,
MoLa and LaB6 are depicted in figure 8.4 (b).
As can be seen, the electron energy distribution has a Bi-Maxwellian character
that is clearly influenced by sample bias variations. Comparable EEDFs are mea-
sured for stainless steel and the low work function materials. The corresponding
electron temperatures behave equably, independent of the installed sample ma-
terial. With increasing bias Te,1 decreases from about 1.8 eV at -30V down to
0.5 eV at 0V and is virtually constant for positive biases. Te,2 is decreasing over
the whole investigated bias range from 7.0 eV at -30V down to 4.5 eV at +20V.
Furthermore, the weighting factor β is nearly constant within the error margins
at about 10% in the positive bias range but increases with increasing negative
bias up to 20%. This evolution is consistent with an increment of electron re-
pulsion from the surface which is correlated with the increasing negative sample
bias.
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Figure 8.3: Atomic to molecular density ratio as a function of applied sample
bias for stainless steel (Tsmpl = 160 ◦C) and the low work function materials MoLa
and LaB6 (Tsmpl = 450 ◦C).
In order to assess the present negative ion surface formation at the low work
function materials, the volume processes are modelled based on the measured
plasma parameters.
The significant influence of the diagnostically not accessible population of vibra-
tionally highly excited H2 molecules on the absolute density nH− is again taken
into account in Yacora H− like in section 7.1.1 via a variation of the tempera-
ture Tvib,2. It is assumed that all three investigated surfaces have a comparable
effect on the distribution of highly excited H2(X, ν ≥ 3) states2. Regarding this,
two approaches for implementing the vibrational temperature Tvib,2 are used for
modelling:
• In a first approach Tvib,2 was deduced by fitting modelled data to stainless
steel measurement at 0V and keeping this free parameter fixed for other
biases and materials.
• In the second approach, Tvib,2 was adapted to fit modelled nH− to mea-
sured stainless steel data for each sample bias and applying the deduced
temperatures also for the low work function materials.
2The vibrational population can be modified by particle reformation at the surface and thus
it might be sensitive on the surface material (see chapter 4.1.2). However, for both materials
no dedicated data on this reformation process are available in literature.
8.1. Investigations on Low Work Function Materials 111
-30 -20 -10 0 10 20 300
1
2
3
4
5
6
7
8
0 5 10 1510
-4
10-3
10-2
10-1
100 -30-20-1001020
Te,2EEP
F [e
V-3/2
]
E [eV]
Sam
ple b
ias [
V]  
a
stainless steel
Te,1
Te,1
 MoLa LaB6 stainless steel'Ele
ctro
n te
mp
era
ture
' [eV
]
Sample bias [V]
0.3 Pa300 W2.5 cm
Te,2
b
Figure 8.4: Evolution of the mean electron energy as a function of sample bias
variations: (a) Dependence of measured EEPF versus sample bias of the stain-
less steel sample. (b) ’Electron temperatures’ Te,1 and Te,2 of the Bi-Maxwellian
EEDF in dependence of applied sample bias for stainless steel (Tsmpl = 160 ◦C)
and the low work function materials MoLa and LaB6 (Tsmpl = 450 ◦C).
The first approach follows the idea that the vibrational distribution is mainly
resulting from present conditions within the driver region, i.e. in the plasma
volume above the meshed grid where it is assumed that sample bias variations
have a negligible influence (tandem principle). In the second approach it is as-
sumed that any potential influence of sample bias variations on H2(X, ν ≥ 3) are
at least transferable from stainless steel measurements to investigations with the
low work function materials.
In figure 8.5 the measured nH− is compared to the modelled negative ion densities
for all three materials. As can be seen, in case of stainless steel, modelled nH−
well reproduce the measured densities in the moderate negative and positive bias
range using a fixed Tvib,2 of (8300±210)K. In this bias range the evolution of the
negative ion density is mainly given by changes in the dissociative attachment
rate. However, in the negative bias range, a significant deviation between mod-
elled and measured negative ion densities is present. The strong decrease of the
modelled nH− is a consequence of the changing EEDF leading mainly to a low-
ered dissociative attachment rate. Furthermore, the H− destruction via electron
detachment increases according to the increasing mean electron energy in the neg-
ative bias range. While in the moderate negative and positive bias range, H− are
dominantly destroyed via atomic collisions with a relative share of all destruction
channels of minimal 66%, negative ions are predominantly destroyed by electron
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detachment in the bias range between -30 and -20V reaching a relative share of
almost 50%. The pronounced deviation between modelled and measured nega-
tive densities implies that in this bias range the population of vibrationally highly
excited states is strongly affected. This can be taken into account in Yacora H−
via Tvib,2 and the model well reproduces the measured stainless steel data when
vibrational temperatures are increased up to 10600K at -30V (see figure 8.6).
This analyses clearly shows that for the both low work function materials higher
negative ion densities are given which are not resulting from increased volume for-
mation. Independent of the approach and in contrast to stainless steel, modelling
based on measured plasma parameters results for the both low work function
materials in negative ion densities that are lower than measured ones over the
whole investigated bias range.
This discrepancy implies that in case of the low work function materials an ad-
ditional source for negative ions, i.e. H− surface production is present. It has to
be furthermore noted that in case of MoLa and LaB6 the comparison of modelled
and measured nH− indicates an even more pronounced surface induced nH− en-
hancement is given than the comparison of measurements with the stainless steel
measurement would imply.
For the low work function materials, the deviation between measurement and
modelling is most pronounced in the positive bias range and diminishes at least
for the second modelling approach in the negative bias range. As shown in figure
8.3, nH/nH2 is decreasing for decreasing bias and thus also the atomic hydrogen
flux onto the sample surface. As a higher atomic hydrogen flux is expected to
correlate with an increased negative ion surface formation rate, this may be inter-
preted as an indication for an increasing H− surface formation at higher biases.
However, regarding the flux of positive ions to the surface, no enhancement is
measured for increasing the positive ion flux by increasing the negative sample
bias. Also no increment of the H− yield by increasing the energy of the impinging
positive ions is observed which was reported by [IKS92] for a caesiated molyb-
denum surface in a comparable energy range. This confirms a minor relevance
of the positive ion flux and energy of impinging positive ions for the H− surface
production in case of MoLa and LaB6 which would be in line with the expected
higher relevance of negative ion surface formation from H seen in case of a caesi-
ated surface (see discussion in section 7.1.2). It has to be furthermore noted that
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no indications for a space charge limitation are observed as in the negative bias
range no increment of the negative ion density is measured.
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Figure 8.5: Modelled nH− as a consequence of changed volume processes in com-
parison with measured nH− as a function of sample bias. Modelling is based on
measured input parameters assuming Tvib,2 deduced from adapting modelled data
to stainless steel measurements after two different approaches (see text for de-
tails).
8.1.2 Distance Scans
According to the estimation of the mean free path of surface produced negative
ions (see section 7.1.2), a high probability is given that the applied diagnostic
system at HOMER is suited to detect all surface produced H−. However, the
negative ion transport may be influenced since surface produced negative ions
can lead to a significant modification of the sheath topology. Thus, the evolu-
tion of nH− is investigated as a function of distance comparing low work function
materials and the stainless steel reference sample. This is done by variation
of the sample holder’s relative position, i.e. the distance between the station-
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Figure 8.6: Evolution of the vibrational temperature as determined via OES for
stainless steel and the low work function materials and of Tvib,2, fixed at 8300K
(dotted line, first approach, see details in text) and for matching for stainless steel
modelled nH− to measured data (second approach, , see details in text).
ary Langmuir probe and the sample surface. For these investigations no sample
bias is applied, i.e. the samples are on floating potential and measurements are
performed at 0.3Pa hydrogen pressure and 300W discharge power. According
to measurements regarding the effect of sample bias variations, the low work
function materials are kept at a temperature of up to 450 ◦C during the present
measurement campaigns.
In figure 8.7 the negative ion densities are shown, measured as a function of
distance for the low work function materials as well as for the stainless steel
reference sample. Increasing the relative distance between the sample surface
and the Langmuir probe from 1.5 to 4.5 cm results in an increment of nH− for
all materials. Thereby, higher negative ion densities are measured with the low
work function materials than with the stainless steel reference sample installed.
The negative ion density increases from 7.1×1014 m−3 up to 1.6×1015 m−3 and
1.5×1015 m−3 for MoLa and LaB6 respectively, whereas for the stainless steel ref-
erence the negative ion density increases from 6.2×1014 m−3 to 1.4×1015 m−3. As
expected, no indications for a higher concentration of surface produced H− is
observed which is in line with the mean free path of several meters. A variation
of the relative distance rather affects the bulk plasma in front of the probe:
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Figure 8.7: Dependence of nH− for MoLa, LaB6 (Tsmpl = 450 ◦C) and stainless
steel (Tsmpl = 160 ◦C) on a distance variation of the sample surface relative to
the stationary Langmuir probe.
While variations of the relative distance between the sample surface and the Lang-
muir probe mainly affect the absolute negative and positive ion densities, virtually
no changes beyond the error margins are measured in the corresponding EEDFs,
nH/nH2 ratios and temperatures. The Bi-Maxwellian EEDFs are characterised
by Te,1 of about 0.6 eV, Te,2 of 5.1 eV and β ≈ 10%. An atomic to molecular
density ratio of about 9.5% is present and Tgas ≈ TH is 500◦C whereas Tvib,1 is
about 3700K. For all three materials the positive ion density is virtually identi-
cal and increases linearly with increasing sample distance from 1.2×1016 m−3 to
1.6×1016 m−3.
For modelling the H− related volume processes the approaches for Tvib,2 described
in section 8.1.1 are used, i.e. the second vibrational temperature is deduced by
adapting modelled data to measurements performed with stainless steel. In figure
8.8, measured and modelled H− densities are depicted as a function of relative
sample distance for stainless steel, MoLa and LaB6.
In the first approach, Tvib,2 is determined by adapting the modelled nH− to stain-
less steel data, measured at 2.5 cm distance and keeping the deduced value of
(8600±220)K fixed for other distances and materials (open symbols). The differ-
ing evolution of measured and modelled negative ion densities for stainless steel
indicates a pronounced dependence of the vibrational distribution from the rela-
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tive position of the sample since all other, measured plasma parameters are taken
into account. Thus, Tvib,2 is adapted in a second approach to stainless steel mea-
surements for each distance separately. The measured negative ion densities for
stainless steel are reproduced by the model using a monotonously increasing Tvib,2
of 7900K at 1.5 cm to ≈ 9000K at 4.5 cm which correlates with a decrement of
the depopulating character of an interaction between vibrationally highly excited
H2 and the sample surface.
Modelled negative ion densities for the low work function materials based on
correspondingly measured input data are shown in figure 8.8. For a fixed Tvib,2 of
8600K lower nH− are resulting than have been measured for distances greater than
1.5 cm and generally the measured trend of nH− is not reproduced. In contrast,
within the accuracy of the model, a comparable relative evolution of measured
and modelled negative ions is given for the second approach for Tvib,2. However,
modelled volume processes again result in negative ion densities that are lower
than the measured densities over the whole investigated range. This confirms
again the presence of an additional source for negative ions which is constantly
increasing the negative ion density independent of distance.
8.1.3 Isotopic Differences on H–/D– using MoLa
Future NNBI systems will operate in hydrogen as well as in deuterium. Among
caesium-free low work function materials, the highest H− densities have been
measured with MoLa. Consequently, the effect of this material on the negative
ion density is further investigated in deuterium.
In figure 8.9 the negative ion density is shown measured as a function of sample
bias in H2 and D2 with the MoLa sample installed. In both campaigns the sam-
ple temperature is constantly at 450◦C. For comparison also nH− measured in H2
with the stainless steel reference sample is depicted, too.
Shown data are measured at identical external parameters, i.e. in a relative dis-
tance of 2.5 cm to the stationary Langmuir probe at 0.3Pa gas pressure and 300W
discharge power.
In accordance with the previously described results on H2, higher negative ion
densities are measured in the moderate negative and positive bias range in the
presence of a MoLa sample compared to the stainless steel sample. A comparable
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Figure 8.8: Modelled nH− as a consequence of changed volume processes in com-
parison with measured nH− as a function of relative distance between sample sur-
face and fixed Langmuir probe. Modelling is based on measured input parameters
assuming Tvib,2 deduced from adapting modelled data to stainless steel measure-
ments after two different approaches (see text for details).
evolution of the negative ion density is given for H2 and D2, i.e. an increasing
negative ion density with increasing bias, showing the highest dynamic in the
bias range between -20 and -5V. Applying a negative bias results in both cases
within the error margins in virtually the same negative ion density of about
8.5×1014 m−3.
It has to be noted that the interpretation of the measured negative ion densi-
ties by deducing the volume processes via the 0-dimensional model Yacora H− is
not possible in case of deuterium due to the limited availability of corresponding
cross section data. However, based on the assumption that changes in plasma
parameters comparably affect negative ion related volume processes in D2 as in
H2, a qualitative comparison of measured plasma parameters involved in these
volume processes can be done.
In figure 8.10 the positive ion density as well as the ’electron temperatures’ Te,1
and Te,2 describing the Bi-Maxwellian EEDF are plotted as a function of sample
bias for MoLa in D2 and H2.
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Figure 8.9: Negative ion density as a function of applied sample bias for the
low work function material MoLa measured in H2 and D2 (Tsmpl = 450 ◦C). For
comparison data measured with the stainless steel reference in H2 are depicted.
For the positive ion density evaluation in D2, the OML theory (applied for H2) is
inappropriate and the BRL theory applies (see chapter 5.2). As can be seen, a sig-
nificant dependence on the isotope is present. Over the whole investigated range
an increased positive ion density is measured in D2 compared to H2. In deuterium
the positive ion density ranges between 1.8×1016 m−3 and 2.4×1016 m−3, thus it is
up to 73% increased compared to H2. Furthermore, a more pronounced influence
on sample bias variations is present in deuterium. Due to quasi-neutrality, the
higher positive ion density together with the virtually equal negative ion density,
correlates with a higher electron density in deuterium at comparable external
parameters.
It has to be noted that on the one hand it is known that positive ion densities
derived via BRL typically are higher than ones derived via OML (see section 5.2).
However, on the other hand increased electron densities have also been measured
in deuterium at a slightly modified version of HOMER, reported by [Die10] using
among others microwave interferometry. It was discussed that this difference re-
sults at HOMER from a more efficient coupling of the injected microwave power
into a deuterium plasma.
Independently of the gas type, a Bi-Maxwellian EEDF is present over the whole
investigated bias range. Furthermore, the mean electron energy decreases with
8.1. Investigations on Low Work Function Materials 119
increasing bias for both gases, i.e. a lower Te,1 and Te,2 is measured in the positive
bias range than in the negative range. However, in case of deuterium, a higher
mean electron energy is present independent of the applied sample bias: While
virtually equal Te,1 are measured for deuterium and hydrogen being up to 1.8 eV
in the negative range and 0.7 eV in the positive bias range, Te,2 is between 8 and
6 eV for deuterium, i.e. is increased between 0.5 and 2.3 eV compared to H2 ex-
ceeding the error margins. This increase is most pronounced in the positive bias
range. Also by [Die10] differences in the EEDF depending on the isotope have
been observed.
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Figure 8.10: (a) Positive ion density and (b) ’electron temperatures’ for MoLa
in H2 and D2 as a function of sample bias.
In figure 8.11 the atomic to molecular density ratio as well as the gas temperature
and the diagnostically accessible vibrational temperature Tvib,1 = TOESvib are plot-
ted as a function of sample bias for MoLa in D2 and H2: a clear isotope effect is
given for the density ratio and the gas temperature. Like in hydrogen, the emis-
sion line profile of the Balmer lines in D2 are characterised by the superposition
of two Gaussian profiles. The atomic to molecular density ratio is accordingly
derived taking the narrow peak of the Dγ emission line into account. In hydrogen
the atomic to molecular density ratio is between 8.7 and 10% whereas it is be-
tween 17.9 and 25.8% in deuterium. Furthermore, it shows a higher sensitivity on
sample bias variations in deuterium than in hydrogen. The increased atomic to
molecular density ratio in deuterium is in line with measurements performed by
[Die10, Fri13] and [FFF+06]. It is a consequence of the higher cross sections for
electron induced dissociative excitation [CJL+01] as well as of the higher ne and
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mean electron energy present in case of deuterium. The gas temperature mea-
sured in deuterium is lower by about 60K compared to the hydrogen discharge
in accordance with results reported by [Die10] and [Fri13]. Regarding the popu-
lation of the diagnostically accessible vibrational states (i.e. ν ≤ 3), comparable
vibrational temperatures Tvib,1 of (3500±250)K are measured for both isotopes
within the error margins, not showing a pronounced dependence on sample bias
variations.
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Figure 8.11: (a) Atomic to molecular density ratio, (b) measured vibrational
temperature Tvib,1 and gas temperature for MoLa in H2 and D2 as a function of
sample bias.
Assuming a comparable effect of these plasma parameters on the negative ion
related volume processes in D2 as in H2, an overall increased dissociative at-
tachment rate is given in deuterium, balanced by an overall increased volume
destruction: The increased volume production is caused by the higher electron
density present in deuterium. A discussion of the influence of a changed EEDF is
however not possible due to the missing cross section data for D2. As described,
modelling of H− related volume processes revealed that for hydrogen the evo-
lution of the negative ion density, mainly given by changes in the dissociative
attachment rate which is balanced in the positive bias range dominantly by de-
struction via atomic collisions and by electron detachment for the most negative
biases. As the atomic particle density is even more increased in deuterium, a
comparable relevancy of the present negative ion destruction mechanisms is ex-
pected for deuterium. Furthermore, regarding the absolute destruction rates, the
increased atomic deuterium density and the higher electron density measured in
deuterium results in an overall increased destruction of negative ions independent
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of the applied sample bias. Electron detachment is even more enhanced due to
the higher mean electron energy in deuterium.
The described differences in the positive ion and atomic neutral particle den-
sities are in turn directly correlated with the negative ion surface production,
which is depending on the impinging particle fluxes. These fluxes differ in hydro-
gen and deuterium not only due to the different particle densities but also the
masses and temperatures. In contrast to the atomic temperature determination
in hydrogen via the Doppler broadening of the Balmer emission line, the temper-
ature evaluation in case of D2 is not possible due to the spectral resolution of the
diagnostic system. Therefore, the atomic deuterium flux is calculated on basis
of the determined gas temperatures shown in figure 8.11, assuming a comparable
equality of measured gas and atomic temperatures as in case of H2.
Despite the higher mass of deuterium, the atomic particle flux is overall increased
due to the measured increased nD. In deuterium an atomic particle flux be-
tween 3.9×1021 m−2s−1 in the negative bias range and 5.3×1021 m−2s−1 for pos-
itive biases is determined. For comparison, a maximal atomic particle flux of
2.1×1021 m−2s−1 is deduced in case of MoLa in H2. Regarding the positive ion
fluxes which are calculated on basis of an effective electron temperature deter-
mined via equation (3.9) and an effective positive ion mass of 2 u for H2 and 4 u for
D2. For these corresponding Bohm fluxes no significant isotope effect is present
within the error margins: Despite the differences in the positive ion densities, the
Bohm flux is between 1.2 and 1.6×1020 m−2s−1 in deuterium and between 0.9 and
1.6×1020 m−2s−1 in hydrogen.
Regarding the negative ion related volume processes, indications for compensat-
ing tendencies for the volume production and destruction are found in deuterium.
Thus, comparable negative ion densities like in case of hydrogen can be expected.
According to the different atomic neutral fluxes, an increased negative ion surface
formation is expected in case of deuterium. This difference is most pronounced
in the positive bias range. Since within the error margins negative ion densities
are only slightly rather than clearly increased in case of deuterium, this can be
caused by a lower Tvib,2 being present in D2 than in H2 or generally that this
effect is not exceeding the sensitivity of the diagnostic system for negative ions.
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8.1.4 Conclusion
The effect of the low work function materials MoLa and LaB6 on the negative
ion density was studied as a function of sample bias and distance. Furthermore,
for MoLa isotope differences were investigated.
Both materials have resulted in enhanced negative ion densities compared to
stainless steel, without showing any signs of plasma induced erosion. Thus, they
fulfil general requirements for being installed in negative ion sources for NNBI
and are seen as potential suitable caesium-free alternative converter materials.
Compared to stainless steel, the presence of a MoLa sample in H2 resulted in
a maximal increment of the negative ion density by up to 60% and in case of
LaB6 by up to 42%. This enhancement is sensitive to the sample bias, i.e. it
is most pronounced in the moderate negative and positive bias range, decreasing
with decreasing bias. For a sample bias below -20V virtually the same negative
ion densities are measured as in case of the stainless steel reference sample. In
contrast to a sensitivity on the sample bias, increased negative ion densities were
measured when low work function materials have been installed independent of
the relative distance.
It was discussed that this effect in not caused by changes of the H− volume
formation processes using Yacora H−: The effects of changing plasma parame-
ters on the volume processes were modelled, assuming a comparable distribution
of the vibrationally highly excited H2 states for the low work function materials
as in case of stainless steel: For MoLa and LaB6 lower negative ion densities are
determined by the volume processes than have been measured. This is interpreted
as the presence of an additional source for negative ions, i.e. H− surface produc-
tion. The observed correlation between the impinging atomic hydrogen flux and
the measured nH− evolution in combination with the absence of a pronounced
effect resulting from an increment of the positive ion flux implies that H− surface
formation at MoLa and LaB6 is given mainly by atomic particle conversion.
Isotopic differences were studied for MoLa, also by variation of the applied sample
bias. Over the whole investigated range virtually the same negative ion densities
were observed within the error margins in H2 and D2.
A quantitative comparison via modelling of the volume processes is not possible
for deuterium due to the limited availability of appropriate cross section data.
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However, a comparison of measured plasma parameters under the assumption of
a comparable dependence of negative ion related volume processes in deuterium
like in case of hydrogen revealed that overall increased volume formation and
destruction rates are present in deuterium. Hence, comparable negative ion den-
sities coming from the correlated volume processes are expected in D2 like in
H2. The observed increment of the atomic deuterium density, correlated with
an increased atomic particle flux did not result in an expected enhancement of
the amount of surface produced negative ions that exceeds the sensitivity of the
diagnostic system. Only a slightly enhanced negative ion density is measured in
case of deuterium which is however within the error margins.
For the application in negative ion sources for NNBI, the significantly higher pos-
itive ion densities, measured in D2, at comparable negative ion densities have to
be noted, which is linked to higher electron densities. This is generally related to
a high amount of unwanted, co-extracted electrons, an effect that is typically also
observed in negative ion sources comparing deuterium and hydrogen operation
(see for instance [FSW14]).
It has to be furthermore mentioned that despite the observed enhancing effect of
MoLa and LaB6 at HOMER, the actual work function of these materials has not
been accessible within the performed investigations. Since this crucial parameter
for negative ion formation may be altered for higher particle fluxes present in
negative ion sources, dedicated experiments regarding the impact of ion source
plasma exposure and long-term stability are necessary in order to further examine
their suitability for being converter surfaces.
8.2 Investigations with Diamond Materials
Within this work a variety of different none-doped and boron doped diamond
samples have been investigated for their negative ion formation capability at ion
source relevant parameters, since the underlying mechanism for negative ion for-
mation at diamond is not known at present. Two non-doped diamond samples (in
the following labelled diamond#1 and diamond#2) and three boron doped dia-
mond (BDD) samples (in the following labelled BDD#1, BDD#2 and BDD#3)
are investigated. Their characteristics are given in the following and additionally
for a comprehensive view they are listed in table 8.1.
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The first non-doped diamond sample (diamond#1) is a polycrystalline bulk
diamond sample of 0.75mm thickness and an average grain size of about 150µm
deposited at the University of Augsburg [Sch15] via MPACVD3. Investigations
are performed using twelve diamond pieces sized between 0.5×2 cm2 and 2×2 cm2
and arranged in a mosaic pattern on the sample holder.
The second non-doped sample (diamond#2) has an epitaxial crystalline struc-
ture and a thickness of about 13µm. The sample was deposited at the University
of Augsburg [Sch15] also via MAPCVD on a 〈0 0 1〉 oriented silicon substrate and
comprised an average grain size of 2.5µm. The sample size is 3×2 cm2.
The first BDD sample (BDD#1) is a polycrystalline diamond layer deposited
with a maximal thickness of 3µm on a silicon waver at the LSPM laboratory
[LF15] via PECVD4 and was provided by [Gil15]. The sample has an estimated
charge carrier density of 1.5×1018 m−3, an average grain size of 1.8µm and a di-
ameter of 5 cm.
The second BDD sample (BDD#2) is a polycrystalline diamond layer deposited
via MPACVD on a molybdenum substrate at Heriott-Watt University [Her15]
and was provided by [Cro13]. The boron doping level was measured by [Sar15]
via RBS5 to be 0.5×1018 m−3. The sample size was 8.5×6 cm2.
The third BDD sample (BDD#3) is a polycrystalline diamond layer of 12µm
thickness deposited via HFCVD6 on a niobium substrate and was purchased from
the commercial supplier Diaccon [Dia13]. The boron doping level was measured
by [Sar15] via RBS to be 0.1×1018 m−3. The average grain size was about 3µm
and the sample is 6.9×2.9 cm2.
All samples have been cleaned with purified water and dried with nitrogen gas
prior to installation in HOMER. Measurements are started one hour after starting
the hydrogen discharge. It is therefore assumed that all samples are H covered
3Microwave plasma assisted chemical vapour deposition.
4Plasma enhanced chemical vapour deposition
5Rutherford backscattering spectrometry.
6Hot filament assisted chemical vapour deposition
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Table 8.1: Overview of investigated diamond materials.
diamond#1diamond#2 BDD#1 BDD#2 BDD#3
Crystallinity polycr. epitaxial polycr. polycr. polycr.
Sample Size
[cm2] 34 4 31.4 51 20
Thickness of
diamond layer
[µm]
7.5×102 13 3 notspecified 12
Average grain
size [µm] 150 2.5 1.8
not
specified 3
Substrate mat-
erial - Si 〈0 0 1〉 Si polycr. Mo polycr. Nb polycr.
Deposition
method MPACVD MPACVD PECVD MPACVD HFCVD
Boron
Doping level
[1018 m−3]
0 0 1.5 0.5 0.1
Supplier [Sch15] [Sch15] [Gil15,LF15]
[Cro13,
Her15] [Dia13]
due to the present hydrogen flux and consequently are expected to possess a neg-
ative electron affinity according to the results reported by [DKA+98, WZB+94],
i.e. a beneficial constraint is fulfilled for negative ion surface formation.
For the investigations on the effect of diamond materials on the negative ion den-
sity, the focus is laid on variations of sample bias, temperature increment and in
case of BDD additionally on sample bias variations at elevated temperature, i.e.
with and without actively heating the BDD samples. Due to the low or absent
electrical conductivity of the investigated diamond materials, the application of a
sample bias is maintained by biasing the sample holder. Via this procedure, the
electrical field induced over the diamond is modified. Even if the actual potential
at the plasma facing surface is diagnostically not accessible, the sheath topology
will be altered and thus, the labelling ’sample bias’ is maintained, in order to
illustrate the variation of the positive ion energy.
Presented measurements are performed at a relative distance of 2.5 cm to the sta-
tionary Langmuir probe at a hydrogen gas pressure of 0.3Pa and 300W discharge
power. If not otherwise specified, the samples are not additionally heated and
the sample temperature is below 160 ◦C.
Regarding the resistibility of the diamond materials against ion source relevant
plasma conditions, the impact of plasma exposure is investigated by determin-
ing the sample weight before and after the different campaigns, monitoring the
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plasma emission and analyses of the surface structure.
8.2.1 Sample Bias Variation for non-heated Diamond
Materials
In figure 8.12 the negative ion density is depicted as a function of sample bias
between -30 to +20V for non-doped diamond (part (a)) and BDD samples (part
(b)). Compared to stainless steel, none of the investigated diamond materials7
results in a systematic enhancement of nH− beyond the error margins and virtu-
ally the same negative ion densities are measured. Furthermore, independent of
the installed material sample, a comparable dependence on variation of sample
bias is present, i.e. increasing nH− with increasing bias.
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Figure 8.12: Negative ion density as a function of sample bias for stainless
steel, (a) non-doped diamond and (b) BDD. The sample temperatures are about
Tsmpl ≈ 160◦C.
The influence of sample bias variations on the charged particle flux can be as-
sessed qualitatively via the evolution of the potentials and their differences. The
sample bias variation from -30 to +20V results in a comparable evolution of the
plasma and floating potentials (meshed grid and Langmuir probe) for all diamond
materials showing virtually the same dependency like in case of the stainless steel
reference sample depicted in figure 8.2. Accordingly, a virtually constant poten-
tial difference between plasma and sample potential of 1.3V is given for the bias
range between -5 and +20V. With increasing negative bias the potential differ-
ence significantly increases up to a maximal potential difference of 21V at -30V
7In section 8.2.3 it will be shown that despite a detected plasma induced surface erosion for
all diamond samples a diamond layer is still present after plasma exposure.
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sample bias.
Regarding the influence on the bulk plasma, virtually the same positive ion den-
sities of about 1.3×1016 m−3 are given independent of the installed materials,
showing a minor dependence of less than 14% on sample bias variations. In con-
trast a pronounced influence of the presence of diamond and BDD samples on
the mean electron temperature, the vibrational temperature and the atomic to
molecular density ratio is observable. In figure 8.13, corresponding parameters
are plotted as a function of sample bias for all diamond and BDD materials com-
pared to stainless steel. Like for stainless steel, a Bi-Maxwellian EEDF is present
for all materials independent of applied sample bias. A comparable evolution
of both temperatures Te,1 and Te,2, characterising the EEDF, is given. As can
be seen, Te,1 decreases from about 1.5 to 0.8 eV with increasing bias. For Te,2,
stainless steel and the diamond materials differ slightly: While for stainless steel
Te,2 decreases monotonously with increasing bias over the whole investigated bias
range, for diamond materials it decreases in the negative bias range, but slightly
increases in the positive bias range. At most negative bias, Te,2 is about 8 eV for
all materials and at +20V it is about 4.2 eV for stainless steel and 5.8 eV in case
of diamond materials.
The weighting factor β evolves similar to the case of bias variations with the
stainless steel reference sample with absolute values of 10 to 20%.
Regarding the vibrational distribution, compared to stainless steel, a systematic
increment of the vibrational temperature TOESvib is measured when diamond sam-
ples are installed. As can be seen in figure 8.13 (b), the diagnostically accessible
vibrational temperature TOESvib in the presence of diamond materials is between
4000 and 4500K, i.e. increased by about 500K compared to stainless steel.
The most pronounced impact of diamond materials is given on the atomic to
molecular density ratio. Compared to stainless steel the atomic to molecular hy-
drogen density is in investigations performed with diamond materials significantly
reduced by up to 70% over the whole investigated bias range.
Like for stainless steel measurements, the determined atomic hydrogen tempera-
tures are within the error margins comparable with the gas temperature (Tgas ≈
500K) for all diamond materials. According to the lower atomic to molecular
density ratios measured with diamond materials, compared to stainless steel a
reduced atomic hydrogen flux of 0.9 to 1.4×1021 m−2s−1 is determined. For com-
parison, in case of stainless steel, the atomic hydrogen flux ranges between 2.4
and 2.8×1021 m−2s−1.
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Figure 8.13: (a) ’Electron temperatures’, (b) atomic to molecular density ratio
and (c) vibrational temperature TOESvib for diamond, BDD and stainless steel as a
function of sample bias.
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In another low pressure hydrogen discharge a similar effect for graphite, i.e. an-
other carbon based material on the vibrational temperature has been reported
by [HF01] and for the atomic hydrogen density by [Fan04]: The authors reported
that compared to stainless steel the presence of graphite resulted in increased Tvib
and decreased nH.
The vibrational population and the atomic to molecular hydrogen density ratio
is resulting from various processes in the plasma volume and plasma surface in-
teraction. Compared to metals, a high Eley-Rideal reactivity, i.e. the catalytic
reformation of atomic hydrogen at a surface resulting in a vibrationally excited H2
molecule, has been found for graphite in calculations performed by [JL01]. This
is in line with the reported results in [HF01] and [Fan04]. However, graphite and
diamond differ e.g. in the crystallographic structure and the strength of bonds
between H and the substrate. After [JL01] the strength of H substrate bonds
affects the reactivity of the Eley-Rideal process, i.e. the cross section increases
with decreasing bond strength. Thus, the effect should be weakened in case of
diamond compared to graphite. However, also for diamond sp2 hybridised phases
are present at grain boundaries and defects and consequently a high Eley-Rideal
reactivity can arise. Furthermore, for the investigated diamond materials, indica-
tions for plasma induced surface erosion and amorphization is found (see section
8.2.3). Thus, indications are given, that a high Eley-Rideal reactivity of the di-
amond surfaces might be present. Furthermore, the measured effects might also
be a consequence of a modification of the vessel wall surfaces, resulting from the
re-deposition of eroded sample material in an amorphous structure having a high
Eley-Rideal reactivity.
Moreover, the detected erosion indicates the presence of hydrocarbons in the
plasma volume for which an enhancing character on the vibrational population
of hydrogen molecules has been reported by [FM01].
The shown plasma parameters affect the volume production of negative ions.
For modelling H− related volume processes, an analogue approach for deduc-
ing the diagnostically not accessible population of vibrationally highly excited
states is applied as described in chapter 8.1 (see page 8.1.1, second approach).
Tvib,2 is consequently taken for modelling nH− for diamond materials, from fit-
ting modelled data to measured stainless steel data: Tvib,2 ranges from 8300K in
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the positive and moderate negative bias range, where it is virtually constant, to
10600K in the negative bias range (see figure 8.6). Since already higher values for
the diagnostically determined vibrational temperature TOESvib in case of diamond
materials are given than for stainless steel, it is expected that the deduced vi-
brational temperatures Tvib,2 represent a lower limit in case of diamond materials
and may even be increased.
For all investigated diamond and BDD materials a comparable evolution of mea-
sured and modelled data is found. Figure 8.14 exemplarily shows the results for
diamond#2 and BDD#3 compared to stainless steel.
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Figure 8.14: Comparison of measured and modelled nH− for stainless steel, di-
amond#2 and BDD#3 as a function of sample bias. The modelled nH− is based
on measured plasma parameters assuming a Tvib,2 deduced via fitting modelled to
measured stainless steel data.
Using measured input parameters modelling for diamond and BDD results over
the complete bias range in higher negative ion densities than have been measured
(up to 66%). The high negative ion densities deduced via modelling are on the
one hand a consequence of the high measured vibrational temperatures which
result in a high volume production rate and of the comparably low destruction
rates via collisions with low density H atoms on the other hand.
The results imply that no direct negative ion surface formation seem to be present
but rather indications for a decreasing influence of the diamond materials on the
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negative ion density are given. As described in section 4.1.3, H− are confined
within the bulk plasma due to the plasma surrounding sheath which repels neg-
atively charges particles. Thus, no pronounced H− destruction directly at the
investigated diamond/BDD surfaces is expected and the negative ion density
should mainly be influenced by changes in the volume processes.
This implies either the presence of mechanisms adversely affecting the population
of vibrationally highly excited H2 and thus Tvib,2 even if higher TOESvib are mea-
sured, or the presence of further H− destruction mechanisms e.g. by hydrocarbon
collisions.
In combination, these effects could counteract the beneficial effects of the mea-
sured increased vibrational temperature TOESvib and the reduced destruction rate
via atomic collisions.
In [APC+14] the authors correlate the increased relative negative ion yield in
the presence of diamond materials with a changing sp3/sp2 hybridisation ratio
induced by hydrogen plasma exposure within their experimental setup. However,
they applied comparably high biases (positive ion energies of ∼60 eV [APC+14])
and in combination with the expected low atomic hydrogen fluxes in their exper-
imental setup, the plasma surface interaction clearly differs from HOMER and
negative ion sources. Thus, the absence of a significant effect on the negative
ion density at HOMER could be a consequence of a differently evolving sp3/sp2
hybridisation ratio caused by the lower energetic positive ion flux and the addi-
tionally given high flux of atomic radicals, i.e. H atoms. While the conditions
at HOMER, i.e. at negative ion sources could be generally unfavourable for neg-
ative ion surface formation at diamond materials it also has to be noted that
[KAP+11, APC+14] measured only a change of the relative negative ion yield.
Thus, a comparable effect of negative ion formation at the investigated diamond
surfaces might be also present at HOMER but not be sufficient to result in a
comparable amount of negative ions like the volume processes. Hence, negative
hydrogen ion formation at the investigated surfaces might be masked by changes
of the volume processes.
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8.2.2 Effect of Temperature Increment for Diamond
Materials
In [KAP+11] and [APC+14] the most pronounced enhancement of the measured
relative negative ion yield has been reported, when diamond and BDD samples
were heated to 400 ◦C. Thus, investigations with diamond materials regarding the
absolute negative ion density as a function of sample temperature are conducted
at HOMER.
In figure 8.15 the negative ion density measured as a function of sample tempera-
ture is shown for all investigated diamond and BDD samples. For comparison, the
mean negative ion density measured with the non-heated stainless steel reference
sample is plotted including the margin of error indicated by the highlighted area.
The average sample temperature for stainless steel caused by inherent plasma
heating was below 160 ◦C. Measurements are performed in hydrogen at 0.3Pa
and 300W discharge power in a relative distance of the sample of 2.5 cm without
the application of any bias (i.e. samples are on floating potential).
As can be seen, no systematic trend of the measured negative ion density is
visible. Furthermore, absolute densities comparable to those with stainless steel
are determined independent of material or temperature. Moreover, no effect of
elevated temperatures on the positive ion density, the electron and vibrational
temperatures or the atomic to molecular density ratio is observable within the
error margins. For the determined gas temperature a slight increment of about
20K is given with increasing surface temperature.
In a further campaign, a possible interplay of effects coming from temperature
increment and increased positive ion energy is investigated by varying the sample
bias between -30 and 0V for BDD samples heated to 430 ◦C. In figure 8.16 the
negative ion density as a function of sample bias is shown for the different BDD
samples at elevated sample temperature.
Independent of heating the BDD samples or not, virtually the identical negative
ion densities within the error margins are given and heating the BDD samples
does not result in an enhancement of nH− compared to stainless steel.
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Figure 8.15: Negative ion density as a function of temperature for diamond
and BDD samples compared to a not additionally heated stainless steel sample
(Tsmpl ≈ 160 ◦C).
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Figure 8.16: Negative ion density as a function of sample bias for heated BDD
samples (Tsmpl ≈ 430◦C) compared to stainless steel sample (not additionally
heated, Tsmpl ≈ 160◦C).
8.2.3 Plasma Induced Surface Modification
The monitoring of a potentially present plasma induced erosion of the investi-
gated surfaces by sample weight measurements were performed before and after
the respective investigations on the influence of diamond materials on the neg-
ative ion density. For minimizing a contamination of the discharge chamber by
venting the system, the weight is measured at the very end of the complete set of
investigations for each sample. As has been described, for the diamond materials
different measurement campaigns (bias scan with or without additional heating)
are performed and consequently, the plasma exposure time and experimental con-
ditions vary. In table 8.2 the relative weight loss as well as the relative weight loss
per plasma-on-time is listed. The average plasma-on-time is between 10 and 15
hours. For all diamond samples (m &2 g) a reduced weight is given after plasma
exposure. The average erosion rate is about 1×10−3 g/h and the observed mass
loss is lower than the mass of the respective diamond layers, but clearly shows a
plasma induced erosion.
This observation is generally in line with the well-known effect of material erosion
of carbon based materials including diamond due to hydrogen plasma exposure
which is intensively investigated e.g. in the context of suitable materials for the
walls in future fusion machines (see for instance [Bro93, Sta05, TDJ+09]).
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Table 8.2: Weight loss and weight loss per plasma-on-time of investigated dia-
mond materials due to plasma exposure. Performed investigations: (a) bias scan
without additional heating, (b) bias scan with additional heating, (c) temperature
scan.
Material Relative weightloss [h]
Relative weight loss
per plasma-on-time
[h/ h] Treatment
diamond#1 1.4 0.2 a, c
diamond#2 6.4 0.6 a, c
BDD#1 0.7 0.05 a, b, c
BDD#2 0.8 0.07 a, b, c
BDD#3 0.3 0.02 a, b, c
The plasma induced surface modification is further investigated for the differ-
ent BDD samples: BDD#1 is analysed at the PIIM laboratory using Raman
and optical spectroscopy [Gil15]. For BDD#2 and BDD#3 the plasma induced
surface modification was investigated via SEM8 at the University of Augsburg
[Gut15].
The BDD#1 diamond layer, deposited on a silicon substrate waver showed a
non-uniform layer thickness before plasma exposure, i.e. a lower thickness of
the diamond layer at the sample edges than at the centre of the sample. Ac-
cording to density and potential profile measurements at HOMER performed by
[Die05], the plasma at the location of the sample holder is homogeneous and
plasma induced erosion is consequently expected to be uniform over the whole
sample area. The surface structure is investigated by means of optical microscopy
and Raman spectroscopy at different positions from the centre towards the edge.
Corresponding pictures and data are shown in figures 8.17 and 8.18 where for
comparison also a untreated, i.e. non-eroded BDD sample is included, labelled
with (a). Measurements performed at the centre position are labelled with (b)
and on-going enumeration corresponds to positions recorded moving towards the
thinner edge9.
The surface structure of the untreated diamond surface, looked at with an optical
microscope shows typical sharp crystalline edges and structures of the diamond
sample (see inset in figure 8.17 (a)). Furthermore, the untreated BDD diamond
8Scanning electron microscopy.
9It has to be noted that in figure 8.18 no Raman spectrum corresponding to position (f) is
depicted as nearly no more diamond layer is present.
136 Chapter 8. Negative Ion Formation at Caesium-Free Materials
layer is recognizable by homogeneously distributed dark structures. In contrast
to the untreated sample, the surface structure of the plasma exposed BDD sam-
ple, depicted in figure 8.17 (b), partially loses the typical sharp crystalline edges,
indicating plasma induced erosion. Furthermore, going from figure 8.17 (b) to (f)
more and more parts of the silicon substrate become visible as can be seen by the
bright parts, furthermore showing the erosion. In figure 8.18 corresponding mea-
a b c 
e d f 
Zoomed in Zoomed in 
BDD sample 
b ,c , d, e, f 
10 µm 
2 µm 2 µm 
Figure 8.17: Surface of (a) untreated BDD sample and (b) to (f) of the after
plasma exposure at HOMER eroded BDD#1 surface at different positions on the
sample from the centre to the edge as indicated in the schematic on the right,
recorded by optical microscopy [Gil15].
surements by means of Raman spectroscopy (performed at PIIM laboratory) are
shown. Additionally, to the measurements at the positions (b) to (f), a spectrum
of the untreated (non-exposed) BDD sample is depicted (black curve in figure
8.18).
The Raman spectra of the untreated BDD sample and at position (b) of exposed
BDD sample are characterized by the diamond peak at around 1300 cm−1 and the
boron peak at ∼1200 cm−1. Moving towards the eroded zone (towards (e) in fig-
ure 8.17), the silicon peak at ∼950 cm−1 appears and grows. Since the intensity is
correlated with the layer thickness, the spectra of the exposed sample clearly show
the decrease of the BDD film thickness and the increase of the silicon substrate
contribution. Furthermore, slight indications for the appearance of the G band
at ∼1600 cm−1 and the D band at ∼1520 cm−1 are present which may imply the
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establishment of sp2 bonds and non-diamond sp3 bonds. These bond structures
can be a consequence of surface amorphization induced by plasma bombardment
[Gil15].
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Figure 8.18: Raman spectra of a untreated BDD and the BDD#1 sample after
plasma exposure at HOMER. For the latter, the spectra are recorded at different
positions on the sample corresponding to positions labelled with (b) to (e) in figure
8.17 [Gil15].
For the investigations on BDD#2 and BDD#3 at HOMER, a stainless steel mask
is used for covering a defined area of the samples from plasma exposure. Exem-
plarily SEM pictures of the BDD#3 sample are shown in figure 8.19. In figure
8.19 (a) a section is depicted, where a dark and a lighter area is visible. The darker
area was covered by the stainless steel mask and represents the pristine surface
structure. The lighter part was exposed to the hydrogen plasma at HOMER. In
figures 8.19 (b) and (c) zoomed-in pictures of both areas are shown.
As can be seen, the pristine, i.e. polycrystalline surface structure (b) is clearly
modified due to plasma exposure (c). The plane textures present in the pristine
area (b) are transformed into structures of a higher surface roughness (c).
Despite the weight loss and the shown surface modifications, no emission coming
from carbon atoms or molecules and/or from CxHy (x, y = 1, 2, 3, . . . ) was ob-
served throughout the campaigns. This implies that only low particle densities of
corresponding species are present in the bulk plasma. It is estimated by taking
the diamond sample’s weight loss and the particle diffusion into account, that the
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Figure 8.19: SEM pictures of BDD#3. (a) Section showing pristine (dark) and
plasma exposed areas (lighter). (b) Zoomed-in in pristine area. (c) Zoomed-in in
plasma exposed area [Gut15].
carbon particle density is comparably low, i.e. at least three orders of magnitude
smaller than the atomic hydrogen density.
8.2.4 Conclusion
The effect of different diamond and BDD materials on the negative ion density
was investigated as a function of sample bias and surface temperature. Compared
to stainless steel, none of the samples resulted in a systematic increase of the neg-
ative ion density independent of bias and temperature. Furthermore, clear signs
for plasma induced erosion were observed.
The diamond materials influenced the overall plasma conditions, which was dis-
cussed to be possibly correlated with the clearly observable surface erosion: The
vibrational temperature TOESvib was systematically increased by about 500K and
the atomic to molecular density ratio reduced by up to 70% compared to stainless
steel. Based on these measured input data, modelled H− related volume processes
would result in higher nH− than were measured. This implies the presence of addi-
tional processes that may result in a decreased population of vibrationally highly
excited H2 states or the presence of an additional H− destruction channel.
The absence of a measurable effect on nH− by the increment of sample temper-
ature indicates that the sp3/sp2 hybridisation ratio cannot be beneficially influ-
enced by the present ion source relevant plasma conditions for yielding efficient H−
surface formation. Indeed, Raman spectra of BDD#1 do not show a pronounced
signal coming from sp2 phases, which is discussed as important perquisite for H−
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formation on diamond in the literature [APC+14].
Since for the application in negative ion sources for future NNBI systems, a po-
tential caesium-free alternative converter material has to provide a constantly
high negative ion formation efficiency and simultaneously has to withstand the
plasma exposure over long term, the gained results show that the investigated
diamond samples are not suitable.
8.3 Investigations with Tantalum and Tungsten
Motivated by the discrepancies reported in literature in combination with tan-
talum and tungsten (see section 4.1.1), the effect of tantalum and tungsten is
systematically investigated at ion source relevant conditions at HOMER. Con-
sistent with the performed investigations described on low work function and
diamond materials, solid bulk samples are used.
Investigations are performed as function of pressure between 0.3 and 3Pa. The
distance between the floating sample and the Langmuir probe is set to 4.5 cm and
the discharge power is 300W.
The bulk tantalum and tungsten samples have a size of 8.5×6 cm2 and were
mechanically polished and cleaned with purified water, acetone and isopropyl al-
cohol. Residual humidity was reduced by drying with nitrogen gas. The discharge
is started one hour before starting the experiments. Thereby, the samples were
inherently heated by the plasma up to 160 ◦C. None of the investigated samples
showed any signs of plasma induced erosion determined by monitoring the plasma
emission and the equality of sample weight before and after the campaigns.
8.3.1 Pressure Variation
In figure 8.20 the negative ion density is shown, measured for tantalum, tungsten
and the stainless steel reference sample.
Compared to the stainless steel reference sample, no systematic enhancement
of the negative ion density is visible. For all materials, nH− is increasing from
1.5 × 1015 m-3 at 0.3Pa to 2.7 × 1015 m-3 at 0.5Pa and decreases with further
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Figure 8.20: Negative ion density as a function of gas pressure for tantalum,
tungsten and stainless steel.
increasing pressure down to about 9× 1014 m-3.
Except for the atomic to molecular density ratio comparable plasma parameters
are present independent of the installed material sample (see figures 7.3 to 7.5). In
contrast to the measurements performed with the stainless steel reference sample
where an atomic to molecular hydrogen density ratio between 9.5% and 16.3%
is determined, nH/nH2 lies between 7.7% and 13.2% for tantalum and tungsten,
i.e. is slightly decreased.
Comparable vibrational temperatures TOESvib of constantly about 3600K between
0.3Pa and 1Pa decrease for all materials down to 3200K at 3Pa.
Although not significantly pronounced, the lower atomic to molecular hydrogen
density ratio given in case of tantalum and tungsten results in a reduced negative
ion destruction rate via atomic collisions. As has been described in section 7.1.1,
(non-)associative attachment represents the dominant destruction channel. Since
virtually the same nH− are measured for all three metals independent of pres-
sure, this implies a reduced negative ion formation via dissociative attachment to
balance the lower destruction rate. It has to be noted that these variations are
almost within the accuracy of the nH/nH2 and nH− determination.
For matching on bases of measured input parameter, modelled nH− to measured
data, slightly lower vibrational temperature Tvib,2 describing the vibrationally
highly excited states are given. For tantalum and tungsten modelled negative ion
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densities reproduce the measurement for vibrational temperatures Tvib,2 between
7650 and 10130K which is up to 560K lower than in case of stainless steel.
Hence, no indication for an enhancing effect on the vibrational population is vis-
ible, neither for tantalum nor for tungsten. Comparing tungsten and stainless
steel, this is in line with results reported by [HF01], where within the error bars
also virtually the same vibrational temperatures TOESvib have been determined for
these two metals in a low pressure low temperature hydrogen discharge.
It has to be noted that presented investigations are performed using bulk ma-
terial samples. In contrast, [IMO+92] and [BGI+02, BIG+04], reported about
increased negative ion densities, when they modified the wall material by evap-
oration of tantalum or tungsten from corresponding filaments which covered the
walls. And also investigations reported by [LEP85] where different rods of bulk
material have been used, were performed in a tungsten filament driven arc dis-
charge. Consequently it can be assumed that also within these investigations,
material evaporation is present which results in a comparable coverage like dis-
cussed in [IMO+92] and [BGI+02, BIG+04]. Thus, a significant difference between
those investigations and the ones performed at HOMER is present regarding the
effective surface area and the surface structure. According to [BIG+04], both pa-
rameters are affecting the H trapping, i.e. the atomic hydrogen density within the
discharge on the one hand and the hot-atom formation process, i.e. the catalytic
formation of vibrationally excited hydrogen molecules on the surface which can
subsequently desorb into the bulk plasma (see section 4.1.2).
8.3.2 Conclusion
Bulk samples of tantalum and tungsten were investigated as a function of pressure
between 0.3 and 3Pa. Within the performed investigations neither the application
of tantalum nor of tungsten bulk samples resulted in a measurable enhancement
of the negative ion density compared to stainless steel. Except for the atomic to
molecular hydrogen density ratio, none of the plasma parameters correlated with
the H− volume processes showed a material dependence. Especially regarding
the population of vibrationally excited molecules no indications for any surface
induced enhancement could be observed.
Investigations were performed using bulk material samples but could be extended
by evaporating filaments for modifying the wall surface like in case of investiga-
tions performed by [IMO+92] and [BGI+02, BIG+04]. However, the backgrounds
for finding caesium-free alternative materials for the application in future negative
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ion sources include problems correlated with the presently required evaporation of
caesium, like an unwanted migration into the extraction and acceleration multi-
grid system. Thus, it is questionable whether evaporation of tantalum or tungsten
is suitable for future NNBI systems that need to fulfil the RAMI requirements.
Taking this into account together with the absence of a measurable enhancement
of the negative ion density for bulk samples, tantalum and tungsten can generally
not be seen as alternative converter materials for efficient negative ion formation
applied in future negative ion sources for NNBI.
8.4 Overview of the Maximal Negative Ion
Densities for the Investigated Materials
A caesium-free alternative material should result in a comparable enhancement
of the negative ion density like the application of caesium or at least eliminated
linked drawbacks when a slightly lower enhancement is given. To give an overview
of the measured negative ion densities in combination with the different investi-
gated caesium-free alternatives the maximally achieved negative ion densities are
presented in figure 8.21 compared to the case for the in-situ caesiated stainless
steel sample labelled as ’stainless steel + Cs’ (see chapter 7.1.2). All of the shown
measurements were performed at equal external parameters.
At ion source relevant plasma conditions present at HOMER, neither bulk sam-
ples of the refractory metals tantalum and tungsten nor any of the investigated
diamond materials have resulted in a measurable increase of the negative ion
density but virtually the same negative ion densities like in case of stainless steel
were measured. The absence of an enhancing effect and in case of diamond the
observed erosion, which contradicts the required stability of a converter material
for long-term application in negative ion sources, show that these materials can-
not be seen as suitable caesium-free alternatives.
An enhancement of the negative ion density was measured only with the low
work function materials MoLa and LaB6. Both materials furthermore did not
show any signs of plasma induced erosion, i.e. proved to be stable for long time
spans of plasma exposure. Thus, basically both materials are suitable for being
applied in negative ion sources for future NNBI systems. However, within the
performed investigations none of these materials resulted in a comparably high
negative ion density as in case of application of caesium.
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On the other hand, it has to be noted that when MoLa or LaB6 would be applied,
difficulties related to the complex evaporation, adsorption and/or redistribution
dynamics of caesium including a possible migration into the multi grid system
would be cancelled out, since bulk samples could be used that did not show any
signs of erosion.
Furthermore, dedicated investigations regarding the maximally extractable neg-
ative ion currents at simultaneously given co-extracted electron currents are re-
quired in order to evaluate the full potential of MoLa and LaB6 for being caesium-
free alternative converter materials in negative ion sources. Although it is well-
known that negative ion surface formation reduces the amount of electrons in the
vicinity of the converter surface (see for instance [FF13b]), the actual influence
of these materials on the extracted currents have to be investigated directly at a
negative ion source providing an extraction system.
Another issue that should be addressed in further investigations is the evolution
of the respective work functions during plasma exposure, regarding their stability
as well as possibilities for maintaining lowest possible values and counteracting
any unwanted deterioration.
Generally, the results show that materials with inherent low work function can be
seen as the most promising types of materials for being caesium-free alternatives
in future NNBI ion sources like for DEMO and it is recommended that further
investigations should be focused on this type of materials.
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Figure 8.21: Maximally measured negative ion density for different materials at
equal external experimental conditions.
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9 Summary
A main auxiliary system for heating and current drive at the fusion experiment
ITER will be neutral beam injection based on negative ions (NNBI). Depending
on the scenario, it will be also of major importance for DEMO, the next step
fusion device and the first machine to produce net electricity based on thermonu-
clear fusion. Respective future NNBI systems will have to provide for long pulses
of up to one hour, high energetic energy beams in the MeV range. Furthermore,
a high negative ion current density (ITER NNBI: 200Am−2) has to be extracted
and accelerated from the corresponding negative ion sources with the constraint
of a current ratio of inevitably co-extracted electrons to negative ions of below
unity.
Currently, no systems exist that fulfil such challenging requirements and the test
stand MITICA1 will be the first device allowing to access the full performance.
Research and development for future NNBI systems is performed, focused for ex-
ample on efficient negative hydrogen ion formation. Up to date, high performance
negative ion sources are based on negative ion formation by atom and positive
ion conversion at a caesiated plasma grid. Therefore, caesium is evaporated into
the ion source volume to cover the grid surface, lower it’s work function and thus
significantly enhance the H− surface formation probability. However, although
various requirements have already been shown to be compliable with this proce-
dure (e.g. the demanded negative current density at an electron to negative ion
current ratio below unity), there are several drawbacks inherently linked to the
application of caesium: caesium is chemically very reactive and susceptible to
form compounds with residual impurities, which leads to an unwanted spatially
and temporally inhomogeneous degradation of the plasma grid’s work function.
In order to counteract this, continuous evaporation of fresh caesium is necessary
and together with an inherent plasma induced caesium redistribution, a com-
plex caesium dynamic is given. This affects the stability and reliability of the
source performance and results in an unwanted caesium consumption. Therefore,
1MITICA (Megavolt ITER injector Concept Advancement).
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caesium-free alternative materials are highly desired for the application in future
ion sources, granting a comparably high efficiency for negative ion formation like
caesium.
In this context, caesium-free materials were investigated within this work at ion
source relevant plasma conditions and their effect on the negative ion density
was directly compared with the effect of caesium application at one distinct ex-
perimental setup. Investigations were performed at the flexible ECR discharge
HOMER, a laboratory experiment which is equipped with various diagnostics
including laser photodetachment allowing for a locally resolved determination of
the negative ion density. HOMER provides ion source relevant plasma conditions
and a meshed grid is used for applying the tandem principle, i.e. for separating
the plasma volume into a heated driver and a diffusive downstream region. The
setup allows for investigating the effect of different caesium-free materials on the
negative ion density in the diffusive downstream region as a function of sample
temperature, sample bias, relative distance to the sample surface and of gas pres-
sure. For comparability reasons, all these investigations were performed at the
same discharge power of 300W.
Since the determined negative ion density is a consequence of H− related volume
processes and of a possibly present H− surface formation, a material induced
enhancement of the negative ion density is only detectable when it is at least
comparable to the amount of negative ions coming from volume processes. As
the materials themselves can influence the bulk plasma, the H− related volume
processes can also be influenced by the investigated materials. Therefore, volume
processes were modelled by balancing volume formation against the different de-
struction mechanisms via the 0-dimensional model Yacora H− on basis of mea-
sured plasma parameters which were determined via Langmuir probe and OES
measurements. A detailed knowledge of the negative ion related volume processes
allows to assess the amount of surface produced negative ions.
For comparison of the gained results, measurements with a stainless steel ref-
erence sample were performed, which represent the negative ion density due to
pure volume processes. Together with the investigations on the effect of in-situ
application of caesium, these measurements allow to set performed investigations
on caesium-free alternative materials into perspective.
A first characterisation of the volume processes, using the stainless steel reference
sample was performed in a pressure range between 0.3 and 3Pa. In a relative
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distance to the sample surface of 4.5 cm the measured negative ion density is
peaked at 0.5Pa and ranges between 1.0 and 2.8×1015 m−3, i.e. within typical
values known from other discharges where H− volume formation is investigated.
Modelling the volume processes based on a simple Boltzmann distribution for
describing the vibrational population of H2 states, results in lower negative ion
densities than have been measured. For an experimentally via OES determined
vibrational temperatures of 3700 to 3100K modelled nH− are at least one order
of magnitude lower compared to measurement. However, H− volume formation
is rather sensitive on the diagnostically not accessible population of vibrationally
highly excited states with ν ≥ 5. Thus, modelling was performed by describing
the vibrational population with a two-temperature-Boltzmann distribution, using
Tvib,1 as determined via OES for the low lying vibrational states and Tvib,2 for the
vibrationally highly excited states as a free adjustable parameter. The descrip-
tion of the vibrational population via a two-temperature-Boltzmann distribution
is a well known procedure which is often applied in literature and the applicabil-
ity has been confirmed by various groups in distinct investigations. Within the
present work, the enhanced population of vibrationally highly excited states is in
line with the tandem principle design of HOMER and the correspondingly mod-
elled negative ion density matches the measured nH− over the whole investigated
pressure range for Tvib,2 being between 7700 and 10300K, i.e. being increased by
about 5000K compared to Tvib,1.
Moreover, modelling revealed that (non-)associative detachment, i.e. H− destruc-
tion via collisions with atomic hydrogen, is the most relevant destruction channel.
It contributes by more than 74% to the total share of negative ion destruction.
According to this result, the negative ion density resulting from volume pro-
cesses at HOMER is dominantly determined by the evolution of the H− volume
formation process, i.e. determined by the electron density, the population of vi-
brationally highly excited H2 states and the EEDF on the one hand and by the
atomic hydrogen density on the other hand which determines the H− destruction.
The atomic hydrogen density was evaluated within this work via the ratio of
the Hγ emission line and the Fulcher emission. It was found that the emission
line profile of the Balmer lines are characterised by the superposition of two dif-
ferent Gaussian line profiles with strongly differing FWHM which result from two
ensembles of excited atomic hydrogen with different temperatures. The narrow
part of the peak is coupled to the hydrogen atomic ground state ensemble. This
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ensemble is thermalized prior to excitation with the H2 background gas resulting
in a temperature deduced from the Doppler profile close to the gas temperature.
On the other hand, high energetic excited H atoms are formed via dissociative
recombination of H+2 which results in a Balmer emission with a much broader
Doppler profile.
The atomic hydrogen density was determined via the emissivity of the narrow
peak, since well-established evaluation procedure is based on Balmer emission
coupled to H only. A typical atomic hydrogen density of 3.5×1018 m−3 was present
at an atomic to molecular hydrogen density ratio in the order of 10%, i.e. typical
for low pressure low temperature hydrogen discharges. On the other hand, for
the determination of the flux of hydrogen atoms onto the investigated sample
materials, the combined peak of ’hot’ and ’cold’ atoms was evaluated, taking the
determined temperatures of the two ensembles into account. Typical fluxes were
in the order of 2.5×1021 m−2s−1, i.e. in the same order like in negative ion sources
and test stands.
A benchmark of the maximally achievable enhancement of nH− at HOMER was
deduced by the in-situ application of caesium via evaporation onto a stainless
steel sample surface. Measurements were focused on the ion source relevant pres-
sure of 0.3Pa and were performed at a relative distance of the sample surface to
the applied laser photodetachment diagnostic of 2.5 cm. Corresponding to mea-
surements reported in literature, a reduction of the surface work function down to
2.2 eV was expected by the caesium application. At HOMER the evaporation of
caesium results in an immediate increment of the measured negative ion density
by up to a factor of 2.5. For the given fluxes of atomic (∼ 5.0×1021 m−2s−1) and
positive ionic hydrogen (∼ 1.0×1020 m−2s−1) this enhancement is in line with the
increasing effect of caesium application in negative ion sources where atomic and
positive ion fluxes are about a factor of seven and six, respectively, higher than at
HOMER and caesium evaporation leads to an enhancement of the negative ion
density of up to an factor ten. It was found that at HOMER a higher relevancy of
the atomic hydrogen flux for H− formation at a caesiated surface is given than of
the positive ion flux, caused by the higher atomic hydrogen flux and the increased
respective conversion probability. This is also the case in negative ion sources.
Direct negative ion surface formation is correlated with the reduction of the sur-
face work function as utilized by the application of caesium. Following this,
materials with inherent low work function were investigated within this work: A
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molybdenum sample doped with 0.7% of lanthanum (MoLa) comprising an ex-
pected work function of 2.6 eV and a LaB6 sample with an expected work function
between 2.7 and 3.0 eV. The values of the work function are taken from literature
and are typically determined at very high temperatures &1000K. For these low
work function materials measurements at 0.3Pa were focused on sample bias vari-
ations between -30 and +20V in a relative distance to the respective surface of
2.5 cm. The sample were heated for reducing the work function to temperatures
which are expected to be relevant from an engineering point of view for negative
ions sources, i.e. to 450 ◦C. Compared to the bare stainless steel reference, the
measured negative ion density is increased for both low work function materials
over the whole investigated bias range. This increase is most pronounced in the
moderate negative and positive bias range with up to 60% in case of MoLa and
42% for LaB6. In the negative bias range it nearly diminishes. Regarding the
bulk plasma, it was found that a sample bias variation results for the low work
function materials as well as for the stainless steel reference sample mainly in
changes of nH/nH2 and the mean electron energy. Taking the measured plasma
parameters into account for modelling and using different approaches for an en-
hanced population of highly vibrationally excited H2 states, volume processes
result in case of the low work function materials in lower negative ion densities
than have been measured which implies the presence of actual H− surface forma-
tion.
The effect of the low work function materials was furthermore investigated at
0.3Pa as a function of distance between 1.5 and 4.5 cm without the application
of any bias. Again, compared to the stainless steel reference sample increased
negative ion densities were measured for the low work function materials in the
whole investigated range. Within the distance variations, a clear sensitivity of
the relative position of the surfaces on the bulk plasma was identified for all
materials. Modelling on bases of measured input parameters revealed a compa-
rable relative evolution of modelled and measured nH− . However, for the low
work function materials, modelling of volume processes results in lower negative
ion densities with a nearly constant offset. For an estimated mean free path for
surface produced negative ions of about 3m, this offset would be expected for a
present additional negative ion source by H− surface formation.
Since the highest negative ion densities were measured with MoLa, investigations
for this material were extended regarding isotopic differences. Plasma parameters
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clearly differ for hydrogen and deuterium, but still virtually the same negative
ion densities are measured in a distance of 2.5 cm in D2 as in H2, independent of
a variation of the applied sample bias between -30 and +20V. Modelling of the
volume processes is not possible in case of deuterium due to the unavailability of
required of cross section data. Thus, the evolution of negative ion related volume
processes was evaluated qualitatively by discussing the evolution of respectively
determining plasma parameters. The most pronounced isotopic differences are
the significant increment of the positive ion density (up to 73%) and the atomic to
molecular density ratio (up to a factor of 2.7) in case of deuterium. The compar-
ison of the bulk plasma parameters revealed in deuterium the equally increasing
effects on the volume formation and destruction mechanisms. The higher atomic
to molecular density ratio in case of deuterium is correlated with an increased
atomic particle flux onto the MoLa surface which is about a factor of two higher
than in case of hydrogen. In contrast, due to the isotopic mass difference, virtu-
ally the same positive ion fluxes are present at given parameters.
As second material group, two non-doped and three boron doped diamond (BDD)
samples with different doping levels and substrate materials were exposed to the
hydrogen plasma at HOMER. This material group has attracted much interest
since negative ion formation was reported in scattering and beam experiments as
well as in low density hydrogen discharges by different authors in literature. The
effect on the negative ion density was measured in a distance of 2.5 cm at 0.3Pa as
a function of sample bias. Furthermore, the effect of temperature increment was
investigated and in case of the BDD samples measurements for bias variations of
samples heated to 430 ◦C were performed. In contrast to the low work function
materials, none of the investigated diamond materials resulted in a systematic
increment of the measured negative ion density compared to stainless steel, inde-
pendent of bias and temperature. However, in the presence of diamond materials
the vibrational temperature determined via OES (Tvib,1) is clearly increased by
at least 500K compared to stainless steel. Moreover, the atomic hydrogen den-
sity ratio is significantly reduced by up to 70%. Both effects would result in an
increment of the negative ion density coming from the H− volume processes. As
no enhancement of nH− compared to stainless steel was measured, this implies
either the presence of mechanisms which adversely affect the population of highly
vibrationally excited H2 states or of an additional H− destruction process caused
for example by collisions with hydrocarbons coming from the diamond surface.
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Furthermore, clear signs of plasma induced erosion were detected for all diamond
materials: A reduced sample weight after plasma exposure was measured and by
means of optical microscopy, SEM and Raman spectroscopy a modification of the
surface structure was detected. This is clearly in contradiction to a demanded re-
sistibility of a converter material in negative ion sources for long-term application.
Refractory metals were the third group of materials which were investigated for
their effect on the negative ion density. For bulk tantalum and tungsten samples,
the negative ion density was measured in a distance of 4.5 cm within a pressure
range between 0.3 and 3Pa. For both samples no indications for an enhancing
effect on the negative ion density was observed and no indications could be iden-
tified for an assumed enhancing effect of these materials on the population of
vibrationally excited H2 states. Compared to stainless steel virtually the same
negative ion densities and vibrational temperatures were measured within the
error margins. Since in case of tantalum and tungsten slightly reduced atomic
densities were determined, compared to stainless steel a correspondingly lower
H− destruction by H collisions is present for these metals. Thus, for resulting in
virtually identical negative ion densities, even slightly lower vibrationally temper-
atures Tvib,2 seem to be given for tantalum and tungsten which leads to a reduced
H− volume formation.
Concluding, within this work various materials known from literature
were investigated at ion source relevant plasma conditions, regard-
ing their suitability as a caesium-free alternative converter material
needed for the next generation NNBI systems, like DEMO NNBI. As
a main result, neither bulk samples of tantalum or tungsten nor any
of the investigated diamond materials have resulted in a measurable
enhancement of the negative ion density, but rather the same nega-
tive ion densities like in the presence of a stainless steel sample were
measured. Moreover, all diamond materials showed signs of a plasma
induced erosion. This is in clear contradiction of a demanded high
negative ion formation efficiency and long-term stability of a suitable
converter material applied in future negative ion sources.
Only the investigated low work function materials MoLa and LaB6
showed a systematic increment of the negative ion density and fur-
thermore, no indications of erosion were found. However, compared to
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the enhancement resulting from a direct application of caesium, MoLa
as well as LaB6 resulted in significantly lower negative ion densities.
Thus, when these materials are applied in negative ion sources, it con-
sequently has to be tested whether the lower impact on the negative
ion density overcompensates the advantage of cancelling out the prob-
lems related to the required frequent evaporation of fresh caesium and
its complex redistribution dynamics. Furthermore, the maximally ex-
tractable amount of negative ions has to be investigated and especially
which amount of co-extracted electron currents are thereby given.
Within this work, also isotopic differences on the negative hydrogen
ion density were addressed using the MoLa sample since future NNBI
systems will mainly be based on deuterium. Virtually the same neg-
ative ion densities at simultaneously higher positive ion densities and
therefore higher electron densities were measured in D2.
The performed investigations within this work on caesium-free alternatives at one
distinct experimental setup and the direct comparison of gained results showed
that the particle conversion at low work function materials are the most promising
concepts for finding suitable alternative materials for the application in negative
ion sources for future NNBI systems. In this context, investigations should be in-
tensified, also regarding the evolution of the respective work functions during ion
source plasma exposure, focused on their stability and on procedures for main-
taining lowest values as well as on counteracting an unwanted deterioration.
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