Abstract. We introduce a diffeomorphism invariant of 4-manifolds, Pin − (2)-monopole invariant, defined by using Pin − (2)-monopole equations. We compute the invariants of several 4-manifolds, and prove gluing formulae for these invariants. By using the invariants, we construct exotic smooth structures on E(n)#(# 2 ) > 0. As another application, we give an estimate of the genus of surfaces embedded in a 4-manifold X representing a class α ∈ H 2 (X; l), where l is a local coefficient on X.
Introduction
In the paper [17] , we introduced the Pin − (2)-monopole equations which are a twisted or a real version of the Seiberg-Witten equations, and obtained several constraints on the intersection forms with local coefficients of 4-manifolds by analyzing the moduli spaces. In this article, we investigate diffeomorphism invariants defined by using the Pin − (2)-monopole equations, which we will call Pin − (2)-monopole invariants. We compute the invariants of several 4-manifolds, and prove connected-sum formulae for these. We give two applications of these invariants. The first application is to construct exotic smooth structures on E(n)#(# 2 ) > 0. The second application is an estimate of the genus of surfaces embedded in a 4-manifold X representing a class α ∈ H 2 (X; l), where l is a local coefficient on X, which can be considered as a local coefficient analogue of the adjunction inequality in the Seiberg-Witten theory [12, 5, 15, 20] . First, we state the applications.
1(i). Exotic smooth structures.
Here is the first application: Theorem 1.1. For any positive integer n, there exists a set S n of infinitely many distinct smooth structures on the elliptic surface E(n) which have the following significance: For σ ∈ S n , let E(n) σ be the manifold with the smooth structure σ homeomorphic to E(n). For each positive integer i, let Σ 2 )) for different σ are mutually non-diffeomorphic. Remark 1.2. A famous result due to C. T. C. Wall tells us that any pair of simply-connected smooth 4-manifolds M 1 and M 2 which have isomorphic intersection forms are stably diffeomorphic for stabilization by taking connected sums with k(S 2 × S 2 ) for sufficiently large k. (See e.g. [10] .) Theorem 1.1 says that there exist infinitely many exotic structures on E(n) which can not be stabilized by Σ 1 × Σ 2 such that g(Σ 1 ) = 0, 1 and g(Σ 2 ) > 0.
1(ii).
The genus of embedded surfaces. Let X be a closed oriented connected 4-manifold and suppose a nontrivial double coveringX → X is given, and let l =X × {±1} Z. Then a homology class α ∈ H 2 (X; l) is represented by an embedded surface Σ as follows:
• Σ is a connected surface embedded in X. Let i : Σ → X be the embedding map.
• The orientation system of Σ is identified with the pull-back i * l of l by i. • If i * : H 2 (Σ; i * l) → H 2 (X; l) is the induced homomorphism and [Σ] ∈ H 2 (Σ; i * l) is the fundamental class, then α = i * [Σ] . Conversely, a connected embedded surface Σ whose orientation system is the restriction of l has its fundamental class [Σ] in H 2 (X; l). Theorem 1.3. Suppose a pair (X, l) of 4-manifold X, and a Z-bundle l over X is one of the following:
• (N 1 #N 2 # · · · #N n , l 1 # · · · l n ), where each N i is a homotopy Enriques surface, and l i is a nontrivial Z-bundle, or
2 )), l) in Theorem 1.1 with K a K3 surface, where l = Z#l X 2 is defined before Theorem 1.12. Let Σ be a connected embedded surface as above representing a class α ∈ H 2 (X; l). If α has an infinite order and α · α ≥ 0, then −χ(Σ) ≥ α · α. From this, we can also obtain some kind of equivariant adjunction inequality on the double coverings: Corollary 1.5. LetX → X be the double covering associated with (X, l) in Theorem 1.3, and ι :X →X be the covering transformation. Suppose an oriented connected surface Σ embedded inX satisfies the property that . Then we can arrange to take a connected sum Σ = Σ 1 #S#Σ 2 inX such that Σ ∩ ι(Σ) = ∅. Such a Σ certainly satisfies (1.6) because of the adjunction inequality for K3. On the other hand, we can construct oriented connected surfaces Σ embedded inX with Σ ∩ ι(Σ) = ∅ which violate (1.6) as follows. Let g 1 be the genus of Σ 1 above. We can take an embedded 2-torus T representing Remark 1.10. Theorem 1.8 is proved by Theorem 2.17 which relates the Pin − (2)-monopole invariants of N with the Seiberg-Witten invariants of the double covering K, together with the non-vanishing result due to J. Morgan and Z. Szabó [14] for homotopy K3 surfaces.
Next we state a connected-sum formula for Pin − (2)-monopole invariants. Before that, we note the following remarks. In general, an ordinary Spin c -structure can be seen as a reduction of an untwisted Spin c − -structure defined on a trivial double coverX → X ( §2(i)). Furthermore, Seiberg-Witten (U(1)-monopole) equations on a Spin c -structure can be identified with Pin − (2)-monopole equations on the corresponding untwisted Spin c − -structure ( §2(iv)). Often, we will not distinguish an untwisted Spin c − -structure and the Spin c -structure which is its reduction, and use the same symbol. In the following, we consider the gluing of Pin − (2)-monopoles and ordinary Seiberg-Witten U(1)-monopoles. Let X 1 be a 4-manifold with an ordinary Spin c -(or untwisted Spin c − -)structure c 1 . To define another 4-manifold X 2 , let us consider a 2-torus T 2 with a nontrivial Z-bundle l T . An oriented Riemann surface Σ with positive genus g can be considered as a connected sum of g tori: Σ = T 2 # · · · #T 2 . Let l Σ be the Z-bundle over Σ which is given by the connected sum of l T : l Σ = l T # · · · #l T . Let Σ 1 = T 2 and Σ 2 be a Riemann surface with positive genus, and consider their direct product Σ 1 ×Σ 2 with a Z-bundle l which is defined as l = π * 1 l Σ 1 ⊗ π * 2 l Σ 2 , where π i : Σ 1 × Σ 2 → Σ i are the projections. We also consider S 2 × Σ with the Z-bundle l which is the pullback of l Σ . 2 ) with the Z-bundle l X 2 = l (1) # · · · #l (k) . If we write the cardinality of H 2 (X 2 ; l X 2 ) as m, there are m distinct isomorphism classes of Spin c − -structures forX 2 → X 2 , whereX 2 is the double covering associated to l X 2 . (See Proposition 2.2.) Each of these Spin c − -structures on X 2 has a characteristic O(2)-bundle E withc 1 (E) = 0, and therefore E is isomorphic to R ⊕ (l X 2 ⊗ R). Let c 2 be such a Spin c − -structure on X 2 . We consider the connected sum X 1 #X 2 with the Spin c − -structure c 1 #c 2 which is the connected sum of the Spin c − -structures c 1 and c 2 . (Here we assume c 1 as an untwisted Spin c − -structure.) Then, the following holds: Theorem 1.12. Let X 1 be a closed oriented connected 4-manifolds with a Spin c (untwisted Spin c − )-structure such that
• the virtual dimension of the Seiberg-Witten moduli for (X 1 , c 1 ) is zero,
• the Seiberg-Witten invariant for (X 1 , c 1 ) is odd.
2 ) and l X 2 be as above. Then, for any Spin c − -structure c 2 oñ X 2 → X 2 , the Pin − (2)-monopole invariant of (X 1 #X 2 , c 1 #c 2 ) is nonzero.
Remark 1.13. The virtual dimension d of the moduli space of (X 1 #X 2 , c 1 #c 2 ) is positive: If we set
Remark 1.14. This non-vanishing result would be interesting in the following two points: First, although the dimension of the moduli is positive, the (co)homological (not cohomotopical) invariant is nontrivial. Second, if Σ (i) 1 = S 2 for some i, all of the Seiberg-Witten invariants and the Seiberg-Witten cohomotopy invariants [2] of X 1 #X 2 are 0 because X 2 admits a positive scalar curvature metric and b + (X 2 ) > 0. Remark 1.15. It is worth to notice that b + (X 2 ; l) = 0. In fact, Theorem 1.12 can be considered as a Pin − (2)-monopole analogue of the Seiberg-Witten gluing formulae for connected sums X 1 #X 2 when X 1 is a 4-manifold with b + (X 1 ) > 0, and (1) X 2 is a 4-manifold with b 1 (X 2 ) = b + (X 2 ) = 0 (e.g., CP 2 , a rational homology 4-sphere [5, 11] ), or (2) X 2 = S 1 × S 3 , or (3) X 2 is a connected sum of several manifolds in (1) or (2) above.
As mentioned above, the Pin − (2)-monopole invariants are defined as Z 2 -valued invariants. But in some exceptional cases, we can define Z-valued invariants. For instance, the non-vanishing result for homotopy Enriques surfaces (Theorem 1.8) is refined as follows:
Furthermore, the following holds for connected sums of homotopy Enriques surfaces. Theorem 1.17. For any integer n ≥ 2, let X n = N 1 #N 2 # · · · #N n where each N i is a homotopy Enriques surface. Then X n has a Spin c − -structure c n such that
Remark 1.18. Since b + (N i ) ≥ 1, Seiberg-Witten invariants and Donaldson invariants of X n are 0. Now we state the following general form of the adjunction inequality, which, together with nonvanishing results above, implies Theorem 1.3. Theorem 1.19. Let c be a Spin c − -structure onX → X, andc be the Spin c -structure oñ X induced from c (see §2). Suppose at least one of the following occurs:
• b + (X; l) ≥ 2 and the Pin − (2)-monopole invariant of (X, c) is nontrivial.
• b + (X) ≥ 2 and the ordinary Seiberg-Witten invariant of (X,c) is nontrivial. Suppose a class α ∈ H 2 (X; l) is represented by a connected embedded surface as above. If α has an infinite order and α · α ≥ 0, then
where χ(Σ) is the Euler number of Σ.
The organization of the paper is as follows. In Section 2, we introduce Pin − (2)-monopole invariants, and discuss the relation with the Seiberg-Witten invariants on the double covering, and prove Theorem 1.8 and Theorem 1.16. Then several versions of gluing formulae are stated, and assuming these, we prove Theorem 1.17 and Theorem 1.1. Sections 3-5 are devoted to the proof of the gluing theorems stated in §2. Section 3 describes the Pin − (2)-monopole theory on 3-manifolds. Section 4 deals with finite energy Pin − (2)-monopoles on 4-manifolds with tubular ends. In Section 5, we give proofs of the gluing theorems. In Section 6, the proof of the genus estimate (Theorem 1.19) is given, and Section 7 is a discussion on the genus estimate. The Appendix provides some analytic detail of the gluing construction.
Acknowledgements. The author would like to thank M. Furuta for helpful discussions and invaluable suggestions at various stages of this work which enable the author to enrich the contents of this paper. [17] , Section 3.) Let X be a closed oriented connected Riemannian 4-manifold with double coveringX → X. The SO(4)-frame bundle on X is denoted by F r(X). Since Pin Definition 2.1. A Spin c − -structure onX → X is a triple (P, σ, τ ) where
• P is a Spin c − (4)-bundle over X, • σ is an isomorphism between Z/2-bundles P/ Spin c (4) andX, • τ is an isomorphism between SO(4)-bundles P/ Pin − (2) and F r(X).
Instead of the determinant U(1)-bundle for a Spin c -structure, an O(2)-bundle E = P/ Spin c (4) is associated to a Spin c − -structure. We call this E the characteristic O(2)-bundle. Let l be the Z-bundleX × {±1} Z over X. Then l is related to E by det E = l ⊗ R. The basic fact on Spin c − -structure onX → X is as follows:
(1) For an O(2)-bundle E over X with det E = l ⊗ R as above, there exists a Spin c − -structure onX → X whose characteristic bundle is isomorphic to E if and only if w 2 (X) = w 2 (E) + w 1 (l ⊗ R) 2 . (2) If a Spin c − -structure onX → X is given, there is a bijective correspondence between the set of isomorphism classes of Spin c − -structures onX → X and H 2 (X; l).
Proof. The assertion (1) is proved in [17] . To prove the assertion (2), let us consider the exact sequence,
From this, we have a fibration,
In (2.3), {±1} gives rise to an automorphism of S 1 of complex conjugation. If we identify BS 1 with CP ∞ , the action of π 1 (B({±1})) ∼ = Z 2 on a fiber of (2.4) can be homotopically identified with complex conjugation on CP ∞ . Then Spin c − -structures onX → X are classified by
whereπ 2 is the local coefficient with respect to the π 1 (B({±1}))-action on fibers.
Usually, we will assume the coveringX → X is nontrivial. But in the case whenX → X is trivial, the Spin c − (4)-bundle of a Spin c − -structure on X has a Spin c (4)-reduction, and in fact, this reduction induces a Spin c -structure on X. We will refer to a Spin c − -structure with trivialX as an untwisted Spin c − -structure. We will often make no distinction between an untwisted Spin c − -structure and the Spin c -structure obtained by reduction. Furthermore, we will see later that the Pin − (2)-monopole solutions on an untwisted Spin c − -structure are also reduced to the Seiberg-Witten solutions on the Spin c -structure which is given by reduction (Proposition 2.14). A typical example of untwisted Spin c − -structure appears when we pullback a (twisted) Spin c − -structure on X to the double coveringX. In such a situation, we can relate the Pin − (2)-monopole theory on X with the Seiberg-Witten theory on the double covering X with a certain antilinear involution I. (See §2(v).)
2(ii). Definition of Pin
− (2)-monopole invariants. In this subsection, we introduce Pin − (2)-monopole invariants. Let X be an oriented closed connected 4-manifold with double coveringX → X, and suppose a Spin c − -structure c onX → X is given. Let l =X × {±1} Z, λ = l ⊗ R, and E be the characteristic O(2)-bundle. Then we have λ = det E. In order to define Pin − (2)-monopole invariants, we need in general to perturb the equations. As in the Seiberg-Witten case, a way of perturbation is to add a twisted self-dual 2-form µ ∈ Ω + (iλ) as follows.
Here we adopt the convention according to [13] , slightly different from [17] , with 1 2 on the curvature F + A . The gauge transformation group is given by G = Γ(X × {±1} U(1)), where {±1} acts on U(1) by complex conjugation. The moduli space M(X, c) = M Pin − (2) (X, c) is defined as the space of solutions modulo gauge transformations.
Remark 2.6. When the Spin c − -structure is untwisted, sinceX → X is trivial, we have G = Γ(X × {±1} U(1)) ∼ = Map(X, U(1)). While the stabilizer of the Pin − (2)-monopole reducible on a twisted Spin c − -structure is {±1}, that in the untwisted case is U(1). (See also §2(iv).)
For the time being, we suppose the Spin c − -structure is twisted. Suppose b + (X; l) ≥ 1. Then, as in the case of the ordinary Seiberg-Witten theory, by a generic choice of µ, the moduli space M(X, c) have no reducible and is a compact manifold whose dimension is given by
(The perturbed moduli space will be denoted by the same symbol M(X, c).) Let A be the space of O(2)-connection on E, C the configuration space C = A×Γ(S + ), and C * the space of irreducible configurations 20) . In contrast to the ordinary Seiberg-Witten theory, the moduli space M(X, c) may be nonorientable. (A necessary condition for M(X, c) to be orientable will be given in §2(iii).)
In general, we can define the following Z/2-valued version of the Pin − (2)-monopole invariants.
Definition 2.8. The Pin − (2)-monopole invariant of (X, c) is defined as a map
Pin (X, c) depends on the chamber structure of the space of metrics and perturbations.
Remark 2.9. The compactness of M(X, c) enables us to develop the Bauer-Furuta theory [2] for the Pin − (2)-monopole equations. In fact, we can define a stable cohomotopy refinement of the Pin − (2)-monopole invariants. This will be discussed elsewhere.
2(iii).
Orientability of the moduli spaces. The purpose of this subsection is to discuss the orientability of the moduli spaces. Let us consider the family of Dirac operators δ Dirac = {D A } A∈A . In [17] , §4, we introduced a subgroup K γ in G, which has the properties:
• K γ acts on A freely, and A/K γ can be identified with
Remark 2.10. Here γ is a circle embedded in X on which l is nontrivial. The subgroup K γ is the set of gauge transformations whose restrictions to γ are homotopic to 1.
Dividingδ Dirac by K γ , we obtain the family δ Dirac =δ Dirac /K γ over A/K γ .
Proposition 2.11. If the index of the Dirac operator is even and det ind δ Dirac is trivial, then the moduli space is orientable.
Proof. For a configuration (A, Φ), let us consider the sequence,
ρ(a)Φ), which are the linearizations of the gauge group action and the monopole map.
. Then the familyδ = {δ (A,Φ) } (A,Φ)∈C defines a bundle homomorphism between the bundles over C,δ : C × V → C × W. Restrictingδ to C * and dividing by G, we obtain a bundle homomorphism over
The moduli space is orientable if det ind δ is trivial. By deforming
is trivial. Therefore it suffices to consider the Dirac family
Then (2.12) can be identified with the pull-back ofδ Dirac , via the projection p : C → A with p(A, Φ) = A. Dividing (2.12) by K γ , we obtainδ
, which is trivial by the assumption. Hence det ind δ is trivial if and only if det ((p 
Let us consider an untwisted Spin c − -structure c = (P, σ, τ ), i.e., a Spin c − -structure on a trivial double coveringX → X. Since P/ Spin c (4) ∼ =X ∼ = X × {±1}, there are two Spin c (4)-reductions which induce two Spin c -structures, c ′ and c ′′ . Then these Spin c -structures c ′ and c ′′ are mutually complex conjugate. (These two may be isomorphic.) In fact, the projection P → P/ Spin c (4) ∼ = X × {±1} defines a Spin c -structure on X × {±1}, and its restrictions to the connected components are mutually complex conjugate Spin c -structures (see [17] , §2(iii)). As real vector bundles, we have identifications among spinor bundles for c, c ′ and 
where M U(1) means the ordinary Seiberg-Witten (U(1)-monopole) moduli spaces.
2(v).
Relation with the Seiberg-Witten invariants of the double coverings. Let us consider a Spin c − -structure c on a nontrivial covering π :X → X. If we pull-back the Spin c − -structure c toX, the pulled-back Spin c − -structurec onX is untwisted. If P is the Spin c − (4)-bundle for c, the projection P → P/ Spin c ∼ =X can be considered as a Spin c (4)-bundle overX which defines a Spin c -structurec ′ overX which is obtained by reduction fromc. Then π * P is identified with P × Spin c (4) Spin c − (4). The covering transformation ι :X →X has a natural liftι onc which is given by a Spin c − (4)-bundle morphism of
Then there is a bijective correspondence between the configuration space of c and the space ofι-invariant configurations onc. If we interpret the objects onc in terms of the Spin c -structurec ′ of reduction, theι-action is identified with the antilinear involution I defined in [17] , §4(v). Thus we can identify configurations on (X, c) with I-invariant configurations on (X,c ′ ). In particular, we have,
There is a bijective correspondence between the set of Pin − (2)-monopole solutions on (X, c) and the set of I-invariant Seiberg-Witten solutions on (X,c ′ ). Moreover we have
Let us discuss the relation of the Pin − (2)-monopole invariants of X and the SeibergWitten invariants ofX. Mimicking the arguments in [21] or [16] , we can prove a formula which relates the Pin − (2)-monopole invariants of (X, c) with the Seiberg-Witten invariants of (X,c ′ ) as follows.
where
is the Seiberg-Witten invariant of (X,c ′ ), and c σ runs through all Spin c − -structures on X whose pull-back onX are isomorphic toc, the pull-back of c. Furthermore, if the Pin − (2)-monopole moduli spaces are orientable, then the Z-valued Pin − (2)-monopole invariants SW Pin Z also satisfies the relation (2.18).
Remark 2.19. Since the I-action is free and d(c) = 0, the virtual dimension of the SeibergWitten moduli for (X,c ′ ) is also zero.
Remark 2.20. The set of c σ 's as above is identified with
Proof of Theorem 2.17. In the I-equivariant setting, the moduli space M U(1) (X,c) is decomposed into the I-invariant part and the free part. The I-invariant part is identified with M Pin − (2) (X, c) as in (2.16). On the other hand, if the free part is a 0-dimensional manifold, then the number of elements in the free part is even, because Z/2 acts freely. Now, the theorem follows if the equivariant transversality can be achieved by an equivariant perturbation. This issue is discussed in [16] . (Cf. [21] .) It is easy to achieve the transversality on the free part. For the I-invariant part, on each point ξ ∈ M U(1) (X,c) I , let us consider the Kuranishi model f ξ : H 1 → H 2 , where H 1 and H 2 are finite dimensional I-linear vector spaces. Since the I-action on the base spaceX is free, the Lefschetz formula tells us that H 1 and H 2 are isomorphic as the I-spaces. Then fixing an I-linear isomorphism L ξ : H 1 → H 2 , we can perturb the equations I-equivariantly by using L to achieve the transversality around ξ. Now, we can prove Theorem 1.8 and Theorem 1.16.
Proof of Theorem 1.8 and Theorem 1.16. There exists a Spin c − -structure c on N whose associated O(2)-bundle is isomorphic to R ⊕ (l K ⊗ R). Then the associated Spin c -structurẽ c on the double cover K has a trivial determinant line bundle. Then SW U(1) (K,c) is congruent to one modulo 2 by Morgan-Szabó [14] . On the other hand, since b 1 (N; l) = 0, the Dirac index is even and d(c) = 0 for the Spin c − -structure c, the moduli space is orientable, and by fixing an orientation, Z-valued invariant is defined. Then, by Theorem 2.17, there is a Spin
Remark 2.21. At present, the author does not know the exact value of SW Pin Z (N, c ′ ) for any homotopy Enriques surface N.
2(vi).
Gluing formulae. In this subsection, we state several gluing formulae for Pin − (2)-monopole invariants, which will be proved in later sections. The formulae have different forms whether the Spin c − -structures are twisted or untwisted, and the moduli spaces contain reducibles or not. Since B * is homotopy equivalent to RP ∞ ×T b 1 (X;l) for a twisted Spin c − -structure, we have an identification
Let η be the generator of H 1 (RP ∞ ; Z 2 ). For local coefficients l 1 and l 2 over X 1 and X 2 , if both of l i are nontrivial, then we have
where T 0 is a circle. On the other hand, if one of l i is trivial, then
) for each i = 1, 2, and t 0 be a generator of H 1 (T 0 ). The first gluing formula is on the gluing of U(1)-irreducibles monopoles and Pin − (2)-monopoles.
Theorem 2.23. Let X 1 be a closed oriented connected 4-manifold with a Spin c (untwisted Spin c − )-structure c 1 which satisfies the following:
Let X 2 be a closed oriented connected 4-manifold which satisfies the following:
• There exists a nontrivial double coveringX 2 → X 2 with b + (X 2 ; l 2 ) = 0 where
• There exists a Spin c − -structure c 2 onX 2 → X 2 such thatc 1 (E) 2 = 0 and the Dirac index is zero. Then, the Pin
12 is a corollary of Theorem 2.23. The second one is on the gluing of Pin − (2)-irreducibles and U(1)-reducibles, that is, a blow-up formula.
Theorem 2.24 (Cf. [5, 18, 7] ). Let X be a closed 4-manifold with a Spin c − -structure c
The third one is on the gluing of Pin − (2)-irreducibles and Pin − (2)-reducibles.
Theorem 2.25. Let X 1 be a closed oriented connected 4-manifold with a twisted Spin c − -structure c 1 with b + (X; l) ≥ 2, and X 2 be a manifold in Theorem 2.23. Let l be the local coefficient associated with c 1 #c 2 . Then, for any ξ ∈ H * (B * (X 1 )),
If 4-manifolds X 1 and X 2 have positive b + , then the Seiberg-Witten invariants of X 1 #X 2 are always 0. Likewise, Z 2 -valued Pin − (2)-monopole invariants have similar properties.
Theorem 2.26. Let X 1 be a closed oriented connected 4-manifold with a twisted Spin c − -structure c 1 with b + (X 1 ; l 1 ) ≥ 1. Let X 2 be a closed oriented connected 4-manifold with a (twisted/untwisted) Spin c − -structure c 2 , and suppose one of the following:
On the other hand, Z-valued invariants can be nontrivial for a connected sum X 1 #X 2 with positive b + (X 1 ; l 1 ) and b + (X 2 ; l 2 ). This implies Theorem 1.17.
Theorem 2.27. Let n be any positive integer. For i = 0, 1, . . . , n, let X i be a closed oriented connected 4-manifold with a twisted Spin c − -structure c i satisfying
• d(c i ) = 0, and
• the index of the Dirac operator is positive and even. Note that in this situation, the moduli space M(X i , c i ) is orientable, and the
for a choice of orientation and a generator t Proof of Theorem 1.1. Let (X 2 , l X 2 ) be as in Theorem 1.12. Then this satisfies the conditions for X 2 in Theorem 2.23.
For given n, required exotic structures on E(n) can be constructed by both of logarithmic transformation (see e.g., [9] ) and Fintushel-Stern's knot surgery [6] .
First, we discuss on the case of logarithmic transformation. Let E(n) p.q be the log transformed E(n) with two multiple fibers of multiplicities p and q. For odd n, all of E(n) p.q with gcd(p, q) = 1 is homeomorphic to E(n). On the other hand, for even n, E(n) p.q is homeomorphic to E(n) if and only if gcd(p, q) = 1 and pq is odd. Let f ∈ H 2 (E(n) p,q ) be the Poincaré dual of the homology class of a regular fiber. Then there is a primitive class f 0 with f = pqf 0 , and the Poincaré duals f p and f q of the multiple fibers of p and q are given by f p = qf 0 and f q = pf 0 . If we put
and the value the Seiberg-Witten invariant for the class
which is independent on b and c. Similar facts hold for the case when n = 1. In general, the number of basic classes whose Seiberg-Witten invariants are odd is changed if p and q are varied. By using these facts together with Theorem 2.23, we can find infinitely many {p, q} such that E(n) p,q #X 2 have different numbers of basic classes for Pin − (2)-monopole invariants.
For a knot K, let E(n) K be the manifold obtained by the knot surgery on a regular fiber T with K. If we consider the Seiberg-Witten invariant as a symmetric Laurent polynomial as in [6] , the invariant of E(n) is related to that of E(n) K by
where t = exp(2[T ]) and ∆ K (t) is the (symmetrized) Alexander polynomial of K. Now, let X K = E(n) K , and let us fix a Spin c − -structure c 2 on X 2 as in Theorem 2.23, and consider a function of Pin
which is defined as
where c(h) is the Spin c -structure on X K with c 1 = h. If we assume SW
Pin
− (2)-monopole theory on 3-manifolds Sections 3-5 are devoted to the proof of the gluing theorems in §2(vi), and this preparatory section is on the Pin − (2)-monopole theory on 3-manifolds. We refer to [13, 7] for the Seiberg-Witten counter part of the topics in this section.
3(i). Spin
c − -structures on 3-manifolds. Let us define the group Spin c − (3):
Let Y be an oriented closed connected Riemannian 3-manifold, and F (Y ) its SO (3) 
Let us define the action of Spin
Then we obtain the associated bundle S = P × Spin c − (3) H which is the spinor bundle for the Spin c − -structure. The Clifford multiplication is defined as follows. The identity component of Spin c − (3) is a Spin c (3), and the quotient group Spin c − (3)/ Spin c (3) is isomorphic to {±1}. Let C − be a copy of C with the {±1}-action by complex conjugation. Then Spin c − (3) acts on C − via the projection Spin
Then we can define the Clifford multiplication
Note that K = R⊕iλ, and so
. Although the spinor bundle S does not have an ordinary hermitian inner product, the pointwise twisted hermitian product
is a traceless endomorphism which is skew-adjoint with respect to the inner product (3.2). The whole image of T * Y by ρ forms the subbundle of Hom(S, S), which we write assu(S), equipped with the inner product 1 2 tr(a * b). When {e 1 , e 2 , e 3 } is an oriented frame on Λ 1 (Y ), we assume the orientation convention ρ(e 1 )ρ(e 2 )ρ(e 3 ) = 1. We extends ρ to forms by the rule,
The orientation convention implies ρ( * α) = −ρ(α) for 1-forms.
3(ii). Pin − (2)-monopole equations on 3-manifolds. Fixing an O(2)-connection B on E and together with the Levi-Civita connection, we obtain a Spin c − (3)-connection on P , and we can define the Dirac operator D B : Γ(S) → Γ(S) associated to B.
The bundle Λ 1 (Y ) ⊗ R iλ is also associated with P as follows. Let ε : Pin − (2) → Pin − (2)/ U(1) ∼ = {±1} be the projection, and let Spin
, and induces a quadratic map
For a closed 2-form η ∈ Ω 2 (iλ), the perturbed Pin − (2)-monopole equations on Y are defined as
for O(2)-connections B on E and Ψ ∈ Γ(S). The gauge transformation group is given by
where {±1} acts on U(1) by complex conjugation. 
A few comments on the definition. For α ∈ Ω 1 (iλ) and
We equip the tangent space with an L 2 metric. Then the gradient of ϑ with respect to the L 2 -metric is given by
Hence the critical points of ϑ are the solutions of the Pin
is an iλ-valued 1-form, and the λ-valued 1-form
is the de Rham cohomology class of η.
3(iv).
Nondegenerate critical point on S 3 . Here, we suppose Y = S 3 with a positive scalar curvature metric. Since S 3 is simply-connected, every Spin c − -structure is untwisted. This is unique up to isomorphism and identified with a unique Spin c -structure. For a positive scalar curvature metric, every monopole solution is a reducible one, say (θ, 0), which is unique up to gauge. Furthermore, the kernel of the Dirac operator D θ is trivial. Since the index of D θ is 0, the cokernel is also trivial, and this implies (θ, 0) is nondegerate. The stabilizer of (θ, 0) of the gauge group action is denoted by Γ θ :
Note that Γ θ ∼ = S 1 .
Pin − (2)-monopoles on a 4-manifold with a tubular end
In this section, we continue the preparation for gluing, and discuss on finite energy Pin − (2)-monopoles on 4-manifolds with tubular ends. We refer to [3] as well as [13, 7] .
4(i).
Setting. Let X be a Riemannian 4-manifold with a Spin c − -structure containing a tubular end [−1, ∞) × Y , where Y is a closed, connected, Riemannian 3-manifold with a Spin c − -structure. More precisely, suppose we are given
(1) an orientation preserving isometric embedding i :
is compact for any t ≥ −1, (2) an isomorphism between Spin c − -structure on [−1, ∞) × Y induced from Y and the one inherited from X via the embedding i. Later we will define weighted Sobolev norms on various sections over X. For this purpose, let us take a C ∞ -function w : X → R such that
where α is a small positive number which will been chosen later to be suitable for our purpose. For p(≥ 2) and a nonnegative integer k, the weighted Sobolev norm of a section f (e.g., a form or a spinor) on X is given by
Let X 1 and X 2 be 4-manifolds with tubular ends as above with isometric embeddings
whereȲ is Y with opposite orientation. For T ≥ 0, let X #T be the manifold obtained by gluing X for (t, y) ∈ [−T, T ] × Y . For the sections over X #T , we will use the weighted norm
4(ii).
Exponential decay. Since a Pin − (2)-monopole on an untwisted Spin c − -structure is identified with an ordinary Seiberg-Witten monopole, the estimates for Seiberg-Witten monopoles on a cylinder [0, ∞) × Y hold for Pin − (2)-monopoles on an untwisted Spin c − -structure. In particular, exponential decay estimates hold. We invoke the results due to Froyshov [7] . (In fact, the following theorems (Theorem 4 
If Φ ∞ ≤ C andν ≤ ǫ then there is a smooth monopole α over Y , gauge equivalent to β, such that if B is the connection part of π * α then for every t ≥ 1 and nonnegative integer k one has sup 
If Φ ∞ ≤ C andν ≤ ǫ then there is a smooth monopole α over Y , gauge equivalent to β, such that if B is the connection part of π * α then for every t ≤ T − 1 and nonnegative integer k one has
Remark 4.6. An easy way to prove similar (but possibly weaker) estimates for Pin − (2)-monopoles on twisted Spin c − -structures is lifting everything to the double cover (0, ∞) ×Ỹ on which the corresponding Spin c − -structure is untwisted and applying the estimate for the Seiberg-Witten monopole as above. Of course, we can prove such results for Pin − (2)-monopoles by adapting the arguments in [7] mutatis mutandis. the tube. For configurations (A, Φ), we define the energy by
where s is the scalar curvature. 
where B is the boundary connection induced from A. . Let Z be a compact Riemannian Spin c − -4-manifold with boundary. Suppose there exists a constant C so that a sequence (A n , Φ n ) of smooth solutions to Pin − (2)-monopole equations satisfies the bound E(A n , Φ n ) ≤ C. Then there exists a sequence g n of (smooth) gauge transformations with the following properties: after passing to a subsequence, the transformed solutions g n (A n , Φ n ) converges weakly in L 
where s is the scalar curvature of X.
Proof. By Corollary 4.9, we may assume (A, Φ) converges to a monopole (B, Ψ) on Y . If |Φ| takes its maximum on X, then the argument in [12] , Lemma 2, implies the proposition. Otherwise we have Φ C 0 = Ψ C 0 . Since (B, Ψ) is a 3-dimensional monopole, Ψ also satisfies Ψ = 0 or
4(v)
. Weighted Moduli spaces. Let X be a Spin c − -4-manifold with the end [−1, ∞) × S 3 . Let us fix a smooth reference connection A 0 which is the pull-back of θ on the tube [0, ∞) × S 3 . For later purpose, we choose p so that (4.11) 2 < p < 4.
We consider the space of configurations
Let us consider the set of gauge transformations 
+ |ξ(x 0 )|, where x 0 ∈ X is a fixed base point.
(2) Each element g ∈ G w tends to a limit in Γ θ at infinity, and therefore the evaluation map is defined:
Remark 4.13. The group G w is topologized as follows: For the base point x 0 , the fundamental neighborhoods of the identity are given by
For a configuration (A, Φ) ∈ C w , the infinitesimal G w 0 -action is given by the map
Φ is the formal adjoint of I Φ , the adjoint of I Φ with respect to the weighted norm is given by
This gives the decomposition(Cf. [7] ):
2 ). Since the G w 0 -action on C w is free, the quotient spaceB w = C w /G w 0 is a Banach manifold, with a local model
The Pin − (2)-monopole map is defined as
Proposition 4.14. The moduli space M is compact.
Proof. Let [(A n , Φ n )] be any sequence in M. In general, one can prove that the sequence has a chain convergent subsequence. ( [3] , Chapter 5 and [7] , Chapter 7.) Since there is only one critical point on Y = S 3 , the subsequence converges in M.
The differential of Θ at x = (A, Φ) is given by
where Dq Φ is the differential of q. Then
Therefore, if (A, Φ) is a Pin − (2)-monopole solution, then D (A,Φ)
• I Φ (f ) = 0, which forms the deformation complex:
The cohomology groups are denoted by H i (A,Φ) . The monopole map Θ defines a Γ θ -invariant section of a bundle overB w whose linearization is given by I * ,w Φ ⊕ D (A,Φ) . When Y is the standard S 3 , the virtual dimension of the moduli space "framed at infinity"M = Θ −1 (0)/G w 0 ⊂B w is given by ind in (2.7) . The genuine moduli space is M =M/Γ θ whose virtual dimension is d(c). In general, M andM are not smooth manifolds, and we need to perturb the equations. Before that, we introduce several terms. For the proof of Theorem 2.23, we will need cut-down moduli spaces as in [17] , §4(viii).
Let us define M → A/G by [(A, Φ)] → [A]
. For α ∈ A/G, the cut-down moduli space is
Theorem 4.19. Let X be a closed oriented connected 4-manifold with a twisted Spin c − -structure satisfying that b + (X; l) = 0,c 1 (E) 2 = 0 and the Dirac index is 0. For a generic choice of α ∈ A/G and a compactly-supported self-dual 2-form, the cut-down moduli space M C is regular, and therefore M C consists of one reducible point and finite number of irreducible points.
Proof. The proof is similar to that in [17] , §4(viii). Due to the noncompactness of X, we need to modify the following point: Note that M C contains a unique reducible class [A(µ)] for every choice of compactly-supported self-dual 2-form µ.
Claim. Let R be the set of compactly-supported self-dual 2-forms such that D A(µ) is surjective, (and hence, of course, also injective). Then R is open-dense.
The proof of the claim is similar to that of Lemma 14.2.1 of [7] . With this understood, the rest of the proof of the theorem is similar to [17] .
Proofs of gluing formulae
The purpose of this section is to give proofs of the gluing formulae in §2(vi).
5(i).
Gluing monopoles. Let X 1 and X 2 be Spin = 0. We assume each A i is in temporal gauge on the tube, and if necessary, consider it as a one-parameter family of connections θ + a i (t) on the tube. The spinors Φ i are also considered as one-parameter families Φ i (t) on the tube. Now, we construct an approximated solution on X #T from (A 1 , Φ 1 ) and (A 2 , Φ 2 ) by splicing construction. Let us choose a smooth cut-off function γ, with γ(t) = 1 for t ≤ 0 and γ(t) = 0 for t ≥ 1. Let us define x 
, where Γ i are the stabilizers of x i .
Let Gl = Γ θ /(Γ 1 ×Γ 2 ). Let us define the map J : Gl → B(X #T ) by the splicing construction above:
= 0 and T is sufficiently large, then we can find in a unique way a monopole solution x(σ) on X #T near the spliced configuration x ′ (σ). (The construction is explained in the Appendix.) Then we have a smooth map
Before proceeding, we give another description of the spliced family {[x ′ (σ)]} for gluing parameters σ ∈ Γ θ . According to the definition of x ′ (σ), for different σ, x ′ (σ) are objects on different bundles parameterized by σ. It is convenient if we can represent all [x ′ (σ)] as objects on a fixed identification, say σ 0 , of bundles. This is also done in [4] , §7.2.4, in the ASD case.
Recall 
and satisfies |∇λ| = O(1). Define another function λ 2 on X #T by λ 2 = 1 − λ 1 . Let v ∈ Lie Γ θ = iR, and σ = σ 0 exp(v). Define gauge transformations h 1 and h 2 on X #T by
are flat, and therefore we can glue them. The glued configuration is denoted by x ′ (σ 0 , v). Then, by definition, it can be seen that x ′ (σ) and x ′ (σ 0 , v) are gauge equivalent. Often, we will not distinguish these two, and use the same symbol x ′ (σ).
5(ii).
Gluing map. The gluing construction (5.2) can be globalized to whole moduli spaces. In fact, we can define the map (The Spin c − -structures may be twisted or untwisted.) Suppose that M(X i ) are regular and M(X 1 ) contains no reducibles. Then there exists a large T such that the gluing map Ξ is a homeomorphism, and M(X #T ) is regular and contains no reducible. Furthermore, the following hold:
• Restricting to outside of the quotient singularities of reducibles, Ξ is a diffeomorphism.
• If each M(X i ) consists only of reducibles or irreducibles, then Ξ is a diffeomorphism.
We note the following special case. • an open 4-ball with the standard Spin c -structure, or
with the Spin c -structure whose c 1 is a generator of H 2 (X 2 ; Z). Furthermore X 2 is supposed to be equipped with a metric whose scalar curvature is bounded below by a positive constant. Then Ξ induces a diffeomorphism
The proofs for these are similar to those of the corresponding theorems in the SeibergWitten and Donaldson theory ( [4, 3, 7] etc.). A proof based on [4, 3] will be explained in the Appendix.
5(iii).
The images of the map I. To prove the gluing formulae, we want to know what is the homology class of the image of I in H * (B). The homology class depends on whether each of the Spin c − -structures on X 1 and X 2 is twisted or untwisted, and whether each of monopoles x 1 and x 2 is irreducible or not. We call an irreducible/reducible monopole on a twisted Spin c − -structure Pin − (2)-irreducible/reducible, and an irreducible/reducible monopole on an untwisted Spin c − -structure U(1)-irreducible/reducible. We assume that at least one of Spin c − -structures of x i is twisted. Then B(X #T ) is homotopy equivalent to RP ∞ ×T b 1 (X #T ;l) . Let η be the generator of H 1 (RP ∞ ; Z 2 ). For monopoles x 1 and x 2 on X 1 and X 2 , let C be the image of I. Suppose x 1 and x 2 are not U(1)-reducible. Then C is a circle. Before proving the theorem, we give some preliminaries. In the following, we simplify the notation as
, let S i be the set of solutions which are G-equivalent to x i . Now, we prove the assertions (1) and (2).
Proof of (1) and (2). We have a commutative diagram whose vertical and horizontal arrows are exact:
We also have the following diagrams of various quotient maps:
By definition, S 1 /G and S 2 /G are one-point sets. Then S 2 /G 0 is a circle on which Γ θ acts freely. Hence, C = Im I can be written as
First, let us consider the case of (2) . In this case, G acts on S 1 freely. Therefore S 1 /K 0 ∼ = Γ θ × {±1}, and we can see that the homology class of C is zero. In the case of (1), each element of S 1 has the stabilizer {±1} ⊂ G. Since G 0 ∩ {±1} = {1}, we see that
In order to prove the assertions (3) and (4), we first consider the gluing of connections. For each i = 1, 2, let A i be a connection on the characteristic bundle E i for c i . Let us consider spliced connections A 1 # σ A 2 on E = E 1 # σ E 2 as in §5(i), where σ ∈ Γ θ are gluing parameters. Note that A 1 # σ A 2 is gauge equivalent to A 1 # −σ A 2 , where −σ = σ exp πi. 
where λ 2 is the function defined around (5.3). On the other hand, for any w with 0 < w < π, if we put σ w = σ exp(iw), then A 1 # σ A 2 and A 1 # σw A 2 are not gauge equivalent. Therefore S is a circle embedded in A(E)/G. By taking homotopy class and projection, we have a surjection ρ : G → H 1 (X; l)/Tor (see [17] , Lemma 4.22). Since A(E)/G is isomorphic to the Picard torus H 1 (X; l ⊗ R)/(H 1 (X; l)/Tor), it suffices to prove ρ(ǧ) is a primitive element in H 1 (X; l)/Tor. To see this, let us consider the following commutative diagram:
where the maps ̟ and ̟ ′ are the pull-back maps to the double coveringX. Note the following:
• The image of ̟ is the fixed point setG I , where the I-action is given by Ig = ι * g . • LetX i (i = 1, 2) be the double coverings of X i . ThenX is the connected sum "at two points" ofX 1 andX 2 . That is, this is obtained as follows: For each i = 1, 2, removing two 4-balls from each ofX i , we obtain a manifoldX ′ i whose boundaryỸ i is a disjoint union of two S 3 . ThenX =X Proof of (3) and (4). Let us consider the projection
, where each A i is the connection part of x i . Note that π is a map between two S 1 . Then, π has degree 1 in the case of (3), and degree 2 in the case (4). 
where 
By Theorem 5.6, we see that
This implies the theorem.
Proof of Theorem 2.26. For simplicity, suppose d(c 1 ) = 0. The general case will be obvious. The case (1) is proved by Theorem 5.6(2). In the case (2), M(X #T ) is a disjoint union of circles C i , such that t 0 , [C i ] = ±2. Therefore Z 2 -valued invariant is zero.
By the proof of the case (2) of Theorem 2.26, Theorem 2.27 is true if the glued moduli is orientable. The orientability of the glued moduli space follows from the next lemma:
Lemma 5.8. For i = 1, 2, let X i be a closed oriented connected 4-manifold with a twisted Spin c − -structure c i whose Dirac index is positive and even, and A i be a connection on the characteristic bundle E i . Then for S in Lemma 5.7, the restriction of ind δ Dirac to S, ind(δ Dirac | S ), is orientable.
Proof. We construct a framing of the index bundle ind(δ Dirac | S ). For simplicity, we assume ind D A 2 = 2, and the general case will be clear. Let us consider the family {D A 1 #σA 2 } σ∈Γ θ . By Proposition 2.2 in [1], we may assume Coker D A 1 #σA 2 = 0 for any σ. Since ker D θ = 0 on S 3 , we can construct an isomorphism for each σ ( [3] , §3.3):
In the proof of Lemma 5.7, we have seen that A 1 # σ A 2 is gauge equivalent to A 1 # −σ A 2 by a gauge transformation g. Now we can see that, for ψ ∈ Ker D A 1 and φ ∈ Ker D A 2 ,
Let {ψ
Then the following gives a framing for ind(δ Dirac | S ):
Corollary 5.9. For each i = 1, 2, let X i be a closed oriented connected 4-manifold with a twisted Spin c − -structure which has the following properties:
• the index of the Dirac operator is positive and even, and • the moduli space M(X i ) is orientable. Then the glued moduli space M(X 1 #X 2 ) is also orientable.
Proof of Theorem 2.27. Since each of M(X i ) is orientable, Corollary 5.9 implies M(X 0 # · · · #X n ) is also orientable. The statement for the invariant is proved by Theorem 5.6. In this section, we prove Theorem 1.19 and Corollary 1.5. Our proof of Theorem 1.19 is similar to the proof of Thom conjecture due to Kronheimer and Mrowka [12] . (Cf. [18] .) We begin with the proof of Theorem 1.19.
6(i).
Reduction to the case when α·α = 0. Suppose n := α·α > 0. Let X ′ = X#nCP 2 , and E i (i = 1, . . . , n) be the (−1)-sphere in the i-th CP 2 . Take the connected sum in X ′ ,
Even if we replace X by X ′ , the Pin − (2)-monopole invariant is unchanged by Theorem 2.24. Furthermore, even if we replaceX byX ′ , the Seiberg-Witten invariant is also unchanged by the ordinary blow-up formulae [5, 18] . The quantity −χ(Σ) and α·α+|c 1 (E)·α| are also unchanged. Thus, we may assume α · α = 0.
6(ii).
The case when χ(Σ) > 0. Here, we point out that, under the assumption of Theorem 1.19, the Euler number of Σ cannot be positive: Proposition 6.1. Suppose (X, α, Σ) satisfies the assumption of the beginning of §1(ii). If we suppose the following:
• χ(Σ) > 0,
has an infinite order, and
• α · α = 0, then the Pin − (2)-monopole invariants of (X, c) and the Seiberg-Witten invariants of (X,c) are trivial.
Proof. The Seiberg-Witten case is proved by Theorem 1.1.1 in [7] or Proposition 4.6.5 in [18] . The Pin − (2)-monopole case is similar. Take a tubular neighborhood N of Σ, and let Y = ∂N and X 0 = X \ N. Then Y admits a positive scalar curvature metric g Y . Decompose X as X = X 0 ∪ Y N. For a positive real number T , let us insert a cylinder between X 0 and N as:
Fix a metric on X T which is product on the cylinder: dt 2 + g Y . By the assumption, α ⊗R is a nonzero class in H 2 (X T ; λ). Let a ∈ H 2 (X T ; λ) be its Poincaré dual. Then the image of a by the restriction map r :
is also a nonzero class. Choose a 2-form η ∈ Ω 2 (Y ; i * λ) representing r(a). Let us perturb the Pin − (2)-monopole equations on Y by η as in (3.3). Since every Pin − (2)-monopole solution for a positive scalar curvature metric g Y is reducible, a generic choice of η makes the perturbed Chern-Simons-Dirac functional (3.6) have no critical point. Choose a 2-form µ ∈ iΩ 2 (X; λ) whose restriction to the cylinder is the pull-back of iη. Now suppose the Pin − (2)-monopole invariants of (X, c) is nontrivial. Then the moduli space M(X T ) is nonempty for all T . Taking the limit T → ∞, we can obtain a finite energy solution on the manifold with cylindrical end,
Since a finite energy solution should converge to a critical point at infinity (Corollary 4.9), this is a contradiction.
6(iii).
The case when Σ is nonorientable. Take a tubular neighborhood N of Σ, and let Y = ∂N and X 0 = X \ N . Decompose X as X = X 0 ∪ Y N. For a large T > 0, let us insert a long cylinder between X 0 and N as:
Fix a metric on X T which is product on the cylinder: dt 2 + g Y . (Below, we will take a special metric g Y on Y .) LetX T be the associated double covering. Theñ
(The object with˜is the associated double covering.) Let us take the metric g Y on Y so that its pull-back metric onỸ = S 1 ×Σ is of the form
where gΣ is the metric with constant scalar curvature −2π(4g(Σ) − 4). Then the volume ofΣ is 1. Now, let us consider the limit T → ∞. ForX T , the following is known.
Proposition 6.2 ([12])
. If the Seiberg-Witten invariant of (X,c) is nontrivial, then there is a translation invariant Seiberg-Witten solution on R ×Ỹ .
Similarly, we can prove the following:
Under the situation of Proposition 6.3, by pulling back the Pin − (2)-monopole solution on R × Y to R ×Ỹ , we also have a translation invariant Seiberg-Witten solution on R ×Ỹ .
By the argument in [12] , the existence of a translation invariant solution on R×Ỹ implies
This immediately implies
6(iv). The case when Σ is orientable. In the case when the Pin − (2)-monopole invariant of (X, c) is nontrivial, let us consider X T with long neck. Since the restriction of the local system l to Σ is trivial for orientable Σ, the Pin − (2)-monopole equations on N and Y are in fact the Seiberg-Witten equations. This reduces the argument to the SeibergWitten case [12] . Let us consider the case when the Seiberg-Witten invariant of (X,c) is nontrivial. Since Σ is orientable,Σ has two components:Σ =Σ 1 ∪Σ 2 . Then take a tubular neighborhoodÑ 1 ofΣ 1 , and letỸ 1 = ∂Ñ 1 andX 0 =X \Ñ 1 . Let us consider
for large T . This also reduces the argument to the Seiberg-Witten case [12] .
Proof of Corollary 1.5. Since (ι * ) 2 = id, H 2 (X; Q) splits into (±1)-eigenspaces. Then (−1)-eigenspace is identified with H 2 (X; l ⊗ Q). Let π :X → X be the projection. Then π * : H 2 (X; Q) → H 2 (X; l ⊗ Q) can be identified with α → 1 2 (α − ι * α). It follows from these and the assumption that Σ ∩ ιΣ = ∅ that π(Σ) satisfies the conditions in Theorem 1.3.
7.
A discussion on the genus estimate Let K be a K3 surface. Let us recall a result due to C. T. C. Wall. Theorem 7.1 (Wall [22] ). Every primitive class in H 2 (K#(S 2 × S 2 ); Z) is represented by an embedded S 2 .
On the other hand, Theorem 1.19 implies the following:
) with positive g and the Z-bundle l over S 2 × Σ g as in Theorem 1.12, a primitive class α in H 2 (K#(S 2 × Σ g ); Z#l) of an infinite order with α · α ≥ 0 cannot be represented by an embedded S 2 .
By the adjunction inequality obtained by the ordinary Seiberg-Witten theory [15] (Cf. [12, 5, 20, 18] ), a primitive class α in H 2 (K; Z) with α · α ≥ 0 cannot be represented by an embedded S 2 . Let K ′ be a manifold obtained by removing an embedded 4-ball from a K3 surface K. Note that the inclusion K ′ ֒→ K induces an isomorphism on the
second homology groups. We may assume K ′ is embedded in both of K#(S 2 × Σ g ) and K#(S 2 × S 2 ). Let us consider the following injective homomorphisms: Let us prove Proposition 7.4 The proof presented here is due to M. Furuta. Let us #T is defined as a map between weighted spaces:
Since the monopole solutions x 1 and x 2 decay exponentially( §4(ii)), we have an estimate
Therefore we also have
Now we assume α < δ 0 so that the quantity above will be small for large T , and set
We want to solve the equation for
is the linearization of Θ, and n is the quadratic term: 
The proof is a simple adaptation of the argument due to Donaldson [3] , §3.3. Now, an approximate inverse
is constructed by splicing as follows: Recall X #T is considered as the union
. Take χ 2 and γ 2 symmetrically. Then we have γ 1 χ 1 + γ 2 χ 2 = 1 everywhere. Now define
Note that the w T -norm of χ 1 u is equal to the w 1 -norm of that since the weight functions are equal on its support. Thus we have
where C 1 is the constant in Proposition A.4.
Recall that x 1 and x 2 are monopole solutions on X 1 and X 2 , x 
where * means an algebraic multiplication. Let us estimate each term of the last equation. The w T -norm of ∇γ 1 * Q 1 (χ 1 u) is less than w 1 -norm of it since w T is smaller than w 1 . Therefore
Next we want to estimate
, but is that of D x 1 . Since x 1 decay exponentially, the operator norm of the difference of these two is estimated as
Summing up these, we obtain
for some constant C. If we take a large T so that CT −1 < 1, we obtain the inverse
is given by
For summary, Proposition A.5. There exists the operator Q :
which satisfies
Now we begin to seek the solution for (A.3). The main tool for this is the contraction mapping principle. We seek the solution of the form y = Qu. So to solve is (A.6) u + n(Qu) = −Θ(x ′ 0 ). We slightly change the function spaces. In (4.11), p is chosen so that 2 < p < 4. Let q be the number defined by
Then the operator Q can be considered as a map from U to V with
for some constant C independent of T . Since n is a quadratic map, by using Hölder's inequality with the relation (A.7), we have an estimate that there is a constant M such that
for any y 1 , y 2 in V . Then we have
where the constants C and M are those in (A.8) and (A.9). Now if, for instance, Θ( , and hence in C ∞ . Thus for each σ ∈ Γ, we can find a monopole solution x(σ) in a unique way near the spliced configuration x ′ (σ). The correspondence σ → x(σ) descends to the map I.
A(ii). The image of I. We would like to characterize the image of I. Let d be the metric on B(X #T ) given by
= 0 for i = 1, 2, then for small enough ε there exists T (ε) so that for T > T (ε) any point in U(ε) can be represented by a configuration of the form x ′ (σ) + Q σ u with u U < const.ε, where Q σ is the right inverse for D x ′ (σ) .
Assuming the proposition, we have
= 0 for i = 1, 2, then for ε and T (ε) in Proposition A.11, and for every T > T (ε), the intersection U(ε) ∩ M(X #T ) is equal to the image of I : Γ θ → M.
The corollary follows from the argument in §A(i) since under the given assumptions there is a unique small solution u to the equation Θ(
A(iii). Proof of Proposition A.11: Closedness. Let us begin to prove Proposition A.11. The proposition is proved by continuity method. Let [y] be an element of U(ε). Then there exists x ′ ∈ J(Γ θ ) with x ′ − y V < ε. Let us write y = x ′ + b and consider the path for t ∈ [0, 1],
By gauge transformation, we may assume y and b are smooth, and so is y t for all t. It can be seen that, for given ε, if we take T large enough, the class [y t ] is in U(ε) for every t ∈ [0, 1]. Let us define the subset S ⊂ [0, 1] as the set of t which has the property that there exist
with u U < ν, where ν will be chosen below. Obviously 0 ∈ S. We would like to prove S is open and closed. Let us prove the closedness. Suppose t ∈ S. Then there exist g t , x ′ σt and u t so that (A.13) holds. Applying Θ on both sides of (A.13), we have (A.14)
Θ(g t y t ) = Θ(x
. Then we have an estimate
U , where C σt is the constant for Q σt so that Q σt u ≤ u . Since Γ θ is compact, C σ (σ ∈ Γ θ ) is bounded above by some constant N as (A.15)
C σ ≤ N.
Rearranging this and taking
This estimate implies the following:
Lemma A.17. Suppose ν ≤ (2N 2 ) −1 so that the estimate (A.16) holds. Then we can choose small ε and large T so that u < ν implies u ≤ Thus the open condition u < ν is also closed. Suppose we have t i ∈ S with t i → t ∞ . By definition, for each t i , there exist u i = u t i , σ i = σ t i and y i = y t i , and if we set
Since Γ θ is compact, σ i converge to some σ ∞ . Then the spliced configurations x ′ (σ t i ) converge to x ′ (σ t∞ ) in C ∞ . By the uniform bound u i U < ν, taking a subsequence, we have a weak limit u ∞ so that
, and we may assume u i converge weakly in L p,w T 2 and strongly in L p,w T 1 . Now we would like to see that u i converge to u ∞ strongly. By (A.14), (A.18)
If i, j → ∞, then the second term of the right hand side Θ(
The first term is estimated, for instance, as
where the right hand side tends to 0 if i, j → ∞. For the third term,
where N is the constant in (A.15). If we assume u i U < (4MN 2 ) −1 , then, by rearranging (A.18), we can see that the sequence {u i } is a Cauchy sequence in U, and u ∞ is the strong limit. Now we choose ν so that ν ≤ min{(2N) −1 , (4MN 2 ) −1 }, and choose ε and T as in Lemma A.17. Then {u i } converge strongly to u ∞ , and by Lemma A.17, the limit u ∞ satisfies u ∞ U < ν. This means t ∞ ∈ S, and the closedness is proved.
A(iv). Proof of Proposition A.11: Openness. Let us prove the openness. To prove the openness, we use the implicit function theorem. Suppose t 0 ∈ S with 0 ≤ t 0 < 1 so that there exist g 0 , σ 0 and u 0 so that g 0 y t 0 = x ′ 0 + Q 0 u 0 . To prove is [t 0 , t 0 + ǫ) ⊂ S for small ǫ. In fact, we will prove any configuration z close to y t 0 is gauge equivalent to some x ′ v + Q v (u 0 + w) for some v ∈ Lie Γ θ and w ∈ U, where
). We need to show that F is surjective onto a neighborhood of 0. This follows from the implicit function theorem if the derivative DF of F at (0, 0, 0) is surjective. If 
The term ∂ v Q v will be discussed below. In order to prove the surjectivity of DF , we define a map
Let B 1 be the completion of the domain of T in the norm:
where U = L p,w T and V = L q,w T . This is a norm by Lemma A.19 below. Let B 2 be the completion of the range in the norm:
Now, the fact that · B 1 is a norm follows from the following:
= 0, then there exists a constant L independent of T such that, for any f ∈ Ω 0 (iλ) and any v ∈ Lie Γ θ , we have
, say. Rearranging this, we obtain a bound for
q,w i and L q,w T norms of it are uniformly equivalent, and the lemma is proved.
Thus T is a bounded map from B 1 to B 2 . In fact, the following holds:
Lemma A.20. There exists a constant K independent of T so that
α. By (4.15), we have
, we obtain
Thus, when T is sufficiently large, we obtain a bound w U ≤ K 1 α B 2 for some constant K 1 . Therefore we have
Combining the last two inequalities, we can find a constant K so that (A.21) holds.
Corollary A.22. The kernel of T is zero, and the image of T is closed in B 2 .
Now we use the index theorem to prove T is the isomorphism.
= 0 for i = 1, 2, then the operator T is an isomorphism from B 1 to B 2 with operator norm T −1 OP ≤ K. Proof. The operator Q 0 is a pseudo-differential operator whose symbol is homotopic to
⊕ Q 0 is Fredholm, and the index is calculated as 
By differentiating (A.24), we obtain
Hence we obtain the estimate (A.25)
Differentiating the identity D x ′ v Q v = 1, we have
where φ is the spinor component of Q 0 (u). Therefore we have the estimate
because of the following facts:
• Hölder's inequality with (A.7) implies ab U ≤ a V b L 4 , and • we may assume the L 4 norm of ∇λ i is independent of T , and therefore j(v) L 4 ≤ const.|v|.
Now if u U is small (i.e., ν is small), then DF is invertible and the proof of Proposition A.11 is completed.
A(v). The injectivity of the map I. Now, we prove that the map I is injective: Q v (u v )) ). By calculating the derivative (by using (A.9)), we have For the proof, we need some more things. Let ε and T (ε) be the constants in Proposition A.11, and take T > T (ε). For τ such that T > τ > T (ε), let K g 1 x 1 − y 1 V + inf
g 2 x 2 − y 2 V .
For monopoles x i (i = 1, 2) on X i , let x ′ i be the flattened configuration, and J : Gl → B(X #T ) the map splicing x So the monopole class [x] is in the image I(Gl) for gluing y 1 and y 2 . By Proposition A.26, we find the inverse image of [x] for the gluing map Ξ, and we can see that Ξ is a diffeomorphism in the acyclic case. Thus Theorem A.29 for the acyclic cases is proved.
In order to generalize Theorem A.29 to the non-acyclic cases, we need one more ingredient. If dim M 1 or dim M 2 is positive, cutting down the moduli space reduces the argument to the 0-dimensional case. For given points w i = [x i ] ∈ M i (i = 1, 2), choose local coordinates,
By §10.4 of [7] , we can embed U 1 × U 2 into B(K τ ) for a large τ via the restriction map r : B(X 1 ) × B(X 2 ) → B(K τ ), and find an open neighborhood V of r(U 1 × U 2 ) and a map
satisfying q • r is the identity on U 1 × U 2 . Let r ′ : B(X #T ) → B(K τ ) be the restriction map, and U(ε) be an open set of (A.10) for the configurations splicing x 1 and x 2 . We can arrange so that r ′ (U(ε)) ⊂ V . Let us define Υ by the composite map as
Then, the argument in the previous subsections work for the cut-down moduli space Υ −1 (z 1 , z 2 ) ∩ U(ε) ∩ M(X #T ) for (z 1 , z 2 ) ∈ ϕ 1 (U 1 ) × ϕ 2 (U 2 ). In particular, Corollary A.12 is modified to the following: With this understood, we have a smooth family of diffeomorphisms parameterized by (z 1 , z 2 ) ∈ U 1 × U 2 ,
