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Dynamical localization prevents driven atomic systems from fast fragmentation by hampering the excitation
process. We present numerical simulations within a collinear model of microwave-driven helium Rydberg
atoms and prove that dynamical localization survives the impact of electron-electron interaction, even for doubly
excited states in the presence of fast autoionization. We conclude that the effect of electron-electron repulsion
on localization can be described by an appropriate rescaling of the atomic level density and of the external field
with the strength of the interaction.
PACS numbers: 32.80.Rm, 05.60.Gg, 32.80.Zb, 72.15.Rn
Anderson localization implies the exponential decay of
wavefunctions in configuration space due to a disordered po-
tential landscape [1], and is well understood as a single-
particle effect [2–7]. Dynamical localization, its analogue
emerging in periodically driven quantum systems [8], is best
known in connection with the quantum kicked rotor, which
has enjoyed quite an experimental success in the field of cold
atoms [9–16]. There, a pseudo-randomness generated by the
kicked dynamics leads to an exponential suppression of transi-
tions to high momentum states. In the context of electromag-
netically driven atomic systems, the excitation energy takes
the role of the localized observable: excitation processes cor-
responding to an energy exchange of E = kω exhibit an ex-
ponential decrease exp (−|k|/ξ), where |k| is the net num-
ber of exchanged photons and ξ is the localization length
[17–22]. The suppression of the excitation process trans-
lates into highly enhanced values of the critical field strength
FC needed to ionize the atoms with respect to the classi-
cal prediction. This effect has been measured experimentally
[18, 19, 23, 24] and is supported by numerical simulations for
hydrogen and alkali atoms [22, 25], and also by our results on
collinear helium, which show a significant agreement with the
experimental data (cp. Fig. 1).
In this letter we approach the problem on how localization
is affected by particle-particle interactions. This is a broad-
interest question which is currently being intensively investi-
gated in the context of metal-insulator transitions and many-
body Anderson localization [26–30]. For two particles in one
dimension, short-range interactions can weaken localization
leading to an enhancement of the two-particle localization
length [31–41]. In the case of the quantum kicked rotor, which
can be mapped onto the standard Anderson problem [8], in-
teractions in the form of nonlinearities are known to induce
delocalization [42, 43]. While the driven one-electron atom in
turn maps onto the quantum kicked rotor [17], the extension
of this mapping to the many-particle case is non-trivial. Thus,
the study of dynamical localization in the presence of a long-
range Coulomb interaction considerably expands the realm of
localization phenomena within the area of light matter inter-
action, where the interelectronic repulsion is essential, e.g.,
to understand the correlations observed in laser-driven atomic
ionization [44–50]. The helium atom is a fundamental and
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FIG. 1. (color online) Scaled critical fields FC0 = n4FC vs scaled
frequencies Ω0 = n3ω (ω = 2.667 × 10−6 a.u.), for the second Ry-
dberg series of Zee helium: N = 2 and n ∈ [65, 130]. Our numeri-
cal data for helium are indicated by black squares. Experimental re-
sults for Sr are reproduced from Ref. [24]. The dashed line marks the
prediction for 1D hydrogen given by Casati et al. [22]. The dashed-
dotted line indicates the result given by Jensen et al. [20]. The solid
line corresponds to the classical prediction [22]. The inset shows
ionization yield P ionn vs field strength F for two states n = 80, 120.
Vertical lines mark the required critical fields to yield 50% ionization
after a driving time of 20 ns.
experimentally accessible system which can be used to shed
some light onto this subject.
Field-free helium.— We consider two distinct configura-
tions of collinear helium, namely Zee and eZe helium, char-
acterized by whether the electrons are located on the same
side or on opposite sides of the nucleus, which is fixed at the
origin. The field-free Hamiltonian in atomic units reads
H0 =
1
2
(
p21 + p
2
2
)
−
Z
r1
−
Z
r2
+
γ
r12
, (1)
for Z = 2, where r1, r2 > 0 denote the radial coordinates of
the electrons, and r12 = |r1 ∓ r2| for Zee(−) and eZe(+)
helium. The radial momentum operators are pj ≡ −i∂rj . The
parameter γ, with a physical value γ = 1, tunes the strength of
the electronic interaction. The classical dynamics underlying
the two configurations are rather distinct and exhibit comple-
mentary features of the three-dimensional problem. While the
eZe phase space is fully chaotic [51], leading to fast fragmen-
tation, long-lived ’frozen planet states’ exist for Zee helium
2— which, although with shorter lifetimes, persist in two and
three dimensions [52–55]. Furthermore, both collinear con-
figurations are stable against small transverse displacement in
three dimensions [56, 57].
The interaction term γ/r12 in H0 induces a coupling of all
doubly excited states to the underlying single-ionization con-
tinua, and thus turns them into resonances with finite decay
(autoionization) rates. The energies Ej , decay rates Γj and
wavefunctionsφj associated to these resonances can be calcu-
lated from the eigenvalues and eigenstates of a non-hermitian
Hamiltonian obtained by the method of complex rotation [58],
using a basis of Sturmian functions [54, 59]. In order to treat
exactly all the Coulomb terms in Eq. (1) we work with a reg-
ularized H0, multiplied by r1r2r12.
The discrete spectrum of collinear helium can be charac-
terized by quantum numbers (N,n), and it is organized in
Rydberg series which converge to single ionization thresh-
olds EN = −Z2N−2/2 [57]. In a typical Rydberg state
(N = 2, n ∼ 100) we find autoionization rates for Zee-
helium corresponding to long lifetimes τtyp = Γ−1typ ∼ 300 µs,
in accordance with the classical stability of this configuration.
For eZe we obtain two sets of resonances, even and odd with
respect to the exchange of r1 and r2, with τtyp ∼ 5 ns and
500 ns, respectively.
Driven helium.— We take into account a dipole coupling
to an external classical electromagnetic field of strength F and
frequency ω. The Hamiltonian in velocity gauge reads H =
H0 +HF , where
HF =
F
ω
(p1 ± p2) sin(ωt) = VF sin(ωt), (2)
for Zee(+) and eZe(−). Due to the periodicity of HF ,
we may use Floquet theory to solve the time-dependent
Schrödinger equation for the complex rotated Hamiltonian.
The elementary solutions have the form
ψǫ(t) = e
−iǫt
∞∑
k=−∞
e−ikωtψkǫ , (3)
where the Floquet components ψkǫ and quasienergies ǫ obey
the eigenvalue equation
(H0 − kω)ψ
k
ǫ +
1
2i
VF
(
ψk+1ǫ − ψ
k−1
ǫ
)
= ǫ ψkǫ . (4)
The Floquet index k can be effectively related to the number
of photons exchanged between atom and field [60]. Given a
reference state with energyE0, we expand the componentsψkǫ
in terms of field-free atomic eigenstates lying inside an energy
interval ∆E, centered at Ek = E0 + kω. The tolerance ∆E
then corresponds to the maximum allowed detuning of any
k-photon transition. Numerically, we detect convergence of
the results by their invariance under a further increase of ∆E,
which is always the case for ∆E < 10ω. Using this method,
we reduce the dimensionality of our Floquet eigenvalue prob-
lem, which enables us to consider processes of very high order
(> 100) in k.
The field-induced transition probability between atomic
levels φi and φj after an interaction time T with the field,
is given by Pi→j(T ) = |〈φj |U(T )|φi〉|2, where the time evo-
lution operator U(T ) is resolved in terms of the solutions in
Eq. (3). The ionization probability of the initial atomic state
φi is then obtained as P ioni (T ) = 1−
∑
j Pi→j(T ).
For comparison with experimental data and theoretical pre-
dictions, we calculate ionization yields and critical fields FC
of Zee Rydberg states of the second series, N = 2, for
the same parameters as those experimentally considered in
Ref. [24]. Due to the low excitation of the inner electron and
the slow autoionization, we expect no crucial differences in
comparison to driven hydrogen or alkali atoms. We use the
scaled variables FC0 = n4FC , Ω0 = n3ω, to display the re-
sults: FC0 is the critical field in units of the average Coulomb
field in a hydrogen atom, and Ω0 is the frequency in units
of the hydrogen level spacing. As shown in Fig. 1, our cal-
culations for Zee helium —in spite of the one-dimensional
nature of the model— agree with the experimental results of
Ref. [24] in the regime Ω0 6 2.5 [61]. Our data is also con-
sistent with the localization-based prediction of Ref. [22].
Influence of electron-electron interaction on dynamical
localization.— The energy of a doubly excited state can be
cast into an effective Rydberg form via
E = −
Z2
2N2
−
Z2eff
2n2eff
, (5)
where Zeff = Z − γ and γ ∈ [0, 1]. The effective quantum
number neff encodes the influence of the electron-electron in-
teraction on the spectrum. For theZee configuration we found
that neff = n + δN , given by a so-called quantum defect δN ,
which is only determined by the series index N . The whole
spectrum of Zee helium is described very accurately by δN
and Eq. (5) [62]. Following this picture, we argue that the
outer electron sees a mean level spacing ∆ = n−3eff Z2eff and
experiences a Coulomb field f = n−4eff Z3eff. The critical ion-
ization fields FC and the driving frequencyωγ should then be
measured with respect to these fundamental quantities. The
appropriately scaled variables in this case are
F˜C0 ≡
FC
f
= n4effZ
−3
eff F
C , Ω˜0 ≡
ωγ
∆
= n3effZ
−2
eff ωγ . (6)
The driving frequency is changed with γ as ωγ = Z2eff ω1,
for ω1 = 1.508× 10−6 a.u., which is one of the frequencies
employed in the experiments by Koch et al. [19]. This scaling
ensures that for a given value of Ω˜0 = n3effω1 the number of
photons needed to ionize the outer electron is the same for all
γ. This latter condition is crucial to compare the occurrence
of localization for different interaction strengths.
We first calculate the critical fields FC = F 20% yielding
20% ionization after a driving time of 100 ns (∼ 103Z2eff field
periods), of states in the second Rydberg series of Zee he-
lium (N = 2) for different values of γ. The obtained FC are
shown in the inset of Fig. 2. For a fixed Ω˜0, the critical field
decreases by almost one order of magnitude with increasing
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FIG. 2. (color online) Scaled critical fields F˜C0 vs scaled frequencies
Ω˜0 for 20% ionization after a driving time of 100 ns, for different
series N and values of the interaction strength γ. The shown range
of Ω˜0 corresponds to neff ∈ [65, 170], and the number of absorbed
photons needed for ionization ranges from 80 to 12. For N = 2 the
quantum defect is negligible whereas δZeeN=29 ≃ 14. The inset shows
the absolute critical fields FC vs Ω˜0 for N = 2 and Zee helium. The
horizontal bar in the inset marks the parameter region considered for
the simulations of Fig. 3.
γ. Therefore, the ionization process is strongly enhanced due
to the electron-electron interaction, which in turn reflects a
weakening of localization. Nevertheless, as seen in Fig. 2, the
values of the scaled field F˜C0 remarkably coincide for all γ
up to fluctuations, indicating that the absolute critical fields
FC are proportional to Z3eff. We found that this result carries
over to the first Rydberg series (N = 1) of eZe helium, also
shown in Fig. 2. We also considered the high series N = 29
forZee helium, where the electron-electron interaction effects
are very strong, as indicated by the value of the quantum de-
fect δZeeN=29 ≃ 14. As shown in Fig. 2, the scaled critical fields
again coincide with the data for the low-lying series.
The collapse of the critical field curves suggests that the
influence of the inner electron on the ionization dynamics can
be understood from the appropriate rescaling of the level spac-
ing and the elementary Coulomb field for the outer electron.
In the case of doubly excited eZe states, however, fast au-
toionization makes the definition of critical fields meaning-
less. In order to show that dynamical localization is present,
we monitor directly the field-induced transitions Pi→j(T ) be-
tween atomic levels. The population redistribution of a driven
initial state φi is then visualized in energy space as a func-
tion of the excitation energy ∆E = Ej − Ei, measured in
multiples k ∈ Z of the photon energy. The resulting popula-
tions P (k) can thus be correlated to the net number of photons
emitted and absorbed. Figure 3 shows these distributions for
the second series of Zee and eZe, averaged over initial states
n ∈ [110, 119], for several driving times. The chosen field
strength, F = 2× 10−10 a.u., is strong enough to observe a
considerable spreading, but still does not lead to ionization of
the Zee initial states (see the bar in the inset of Fig. 2). In
the Zee case the distribution freezes completely after about
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FIG. 3. (color online) Histogram of transition probabilities P (k) vs
excitation energy in units of ω1 (γ = 1), averaged over initial states
n ∈ [110, 119] of the N = 2 Rydberg series of (a) Zee and (b) eZe
helium, for a field strength of F = 2× 10−10 a.u. (see correspond-
ing Ω˜0 range in the inset of Fig. 2), after a driving time T . Thick
dashed lines highlight the exponential decay according to the local-
ization length obtained from the analysis of the Shannon entropy,
I . The upper and lower insets show respectively the probability of
the outer electron to remain bound to the atom, 1 − P ion, and I of
the normalized distributions vs T (dashed lines: eZe, solid lines:
Zee), averaged over the same states. Fast autoionization of the eZe
states is also observed for smaller fields of F = 1× 10−10 a.u.,
due to average autoionization rates Γ¯eZeeven = 3.3 × 10−9 a.u. and
Γ¯eZeodd = 3.1× 10
−11 a.u. (Γ¯Zee = 6.9× 10−14 a.u.).
10 ns and approaches an exponentially localized shape. For
the eZe states, the distribution also localizes exponentially in
k, but its norm decreases with time due to fast autoioniza-
tion, as seen in the upper inset of Fig. 3. We characterize
the width of the normalized distribution Pˆ (k) via the Shan-
non entropy, I = −
∑
k Pˆ (k) log Pˆ (k). As depicted in the
lower inset of Fig. 3, I increases rapidly for short times and
then fluctuates around some saturated value. Hence, the field-
induced transport on the energy axis freezes, and we conclude
that localization is still present despite any loss of norm due
to autoionization.
In order to carry out a quantitative analysis of the localiza-
tion behavior, we estimate the localization length ξ of the dis-
tributions P (k) ∼ exp (−|k|/ξ) from the limiting value of I ,
averaged over times between 48 and 97 ns [65]. For the range
of initial states considered, ξ seems to be roughly independent
of n, apart from fluctuations caused by the local detuning of
the field-induced transitions. The estimate of the localization
length and its uncertainty are obtained from the average over
initial states n ∈ [110, 119]. We studied the dependence of ξ
on the field strength F for the second Rydberg series of both
helium configurations, as well as its dependence on the inter-
action strength γ for Zee helium. As shown in the inset of
Fig. 4, for a fixed field strength ξ increases with γ, once more
demonstrating the enhancement of the excitation process due
to the interaction. For a fixed γ the localization length also
grows with the field strength F . As discussed above, the criti-
cal fields scale with Z3eff. Therefore, in order to treat different
interaction strengths on an equal footing, we should rescale
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FIG. 4. (color online) Localization length ξ for the N = 2 Ry-
dberg series of Zee and eZe helium, obtained from the Shannon
information I of the distributions P (k) [cp. Fig. 3], as a function
of (FZ−3eff )
2
. An average of I for T ∈ [48, 97]ns and over initial
states n ∈ [110, 119] has been considered. Error bars indicate one
standard deviation. Higher F implies larger fluctuations of ξ as a
function of n, which results in larger uncertainties. The inset shows
ξ vs interaction strength γ for Zee states and several field intensities
F .
F . As shown in Fig. 4 the values of ξ as a function of FZ−3eff
overlap within their 95% confidence interval for all values of
γ. Therefore, the influence of the electron-electron interac-
tion on localization can be described by taking into account
an appropriate rescaling of the field strength with the effective
charge. Additionally, we observe that the estimated localiza-
tion lengths for FZ−3eff & 10−10 a.u. are seemingly compati-
ble with a quadratic scaling law, ξ ∼ (F Z−3eff )2 , as found for
driven hydrogen [17]. Motivated by the scaling law for the
two-particle localization length put forward by Shepelyansky
[32] and Imry [33], we have analysed the enhancement of ξ
in the form ξ(γ 6= 0) ∼ ξ(γ = 0)κ, finding a γ-dependent
κ [38] that increases from κ ≃ 1 for γ . 0.2 to κ ≃ 2 for
γ = 1. Values 1 < κ < 2 have also been observed for two
particles with on-site interaction in configuration space [41].
In conclusion, using efficient numerical techniques we have
verified the suppression of field-induced single-particle ion-
ization in helium due to dynamical localization. We have
shown that the effect of electron-electron interaction on lo-
calization can be described through the influence of the for-
mer on the atomic level density and an appropriate scaling of
the external field with the effective charge. This also holds
in the presence of fast autoionization as a dominant compet-
ing process. We emphasize that dynamical localization in the
presence of autoionization is the equivalent of Anderson local-
ization in the presence of absorption, which poses a challenge
for the observation of light localization [66, 67].
We expect our results to hold even for comparable quan-
tum numbers of both electrons. While neighboring Rydberg
series of the unperturbed eZe configuration strongly mix for
N & 20, strong mixing of odd and even states is induced
by the driving field at lower values of N , and does not affect
the localization mechanism, as we have shown for N = 2.
Therefore, we conjecture that localization will persist also for
N > 20, what will have to be verified in future work. An-
other future perspective is the characterization of the fluctua-
tions of the photoionization signal under parameter variations.
The statistics thereof is a sensitive indicator of the underlying
transport mechanism [68] and might allow for a refined as-
sessment of the fingerprints of electron-electron interactions.
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