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HEURISTICS FOR A GENERALIZATION OF TSP IN THE CONTEXT OF 
PCB ASSEMBLY
A li F u a t A L K A Y A 1 a n d E krem  D U M A N 2
Abstract —  Traveling Salesm an Problem  (TSP) is one o f  the m ost w ell-know n N P -H ard  
com binatorial optim ization problem s. A dding new constraints to the problem  yields different 
generalizations to the problem  a n d  each new generalization fo rm s  the basis o f  a  new research area. 
In  this study, w e propose new techniques fo r  a  generalization o f  the TSP. In this problem , the cost o f  
traveling between two cities does no t only depend  on the distance betw een these cities, but also on 
the visiting  sequence. W e ana lyzed  the problem  under d ifferent conditions; the f ir s t  a n d  last points  
(nodes) are se t f ix e d  or they are fr e e  a n d  fo r  so lving  the problem  we propose several heuristics. 
After analyzing  constructive heuristics, im provem ent heuristics are applied . As im provem ent 
heuristics, w e im plem ented pair-w ise exchange procedure (PEP) a n d  record-to-record travel w ith  
local exchange m oves (R TR LE M ). C om parison o f  these approaches together w ith  their param eter  
f in e  tuning are g iven .
Keywords — Heuristic, p r in te d  circuit board, sequence, traveling salesm an prob lem
IN T R O D U C T IO N
Traveling Salesman Problem (TSP) is one o f the most well-known NP-Hard combinatorial optimization 
problems. Adding new constraints to the problem yields different generalizations to the problem and each 
new generalization forms the basis o f a new research area. Mostly known generalizations are Asymmetric 
TSP, Vehicle Routing Problem (VRP) and its variants. TSP is observed in many research areas and among 
these we can easily pronounce logistics and transportation. After a small survey on TSP, one can easily argue 
that there is uncountable number o f studies towards solving it since it is introduced to the literature, ranging 
back to at least the late 1940’s. The TSP is the focus o f interest for many research disciplines (mostly 
computer scientists and mathematicians) because, even after about half a century o f research, the problem has 
not been completely solved. This is because any programmable efforts to solve such problems would grow 
super-polynomially with the problem size. These categories o f problems became known as NP-hard [1].
We observe the spirit o f the traveling salesman problem within many practical applications in real life. 
For example, a mail delivery person tries to figure out the most optimal route that will cover all o f his/her 
daily stops, a network architect tries to design the most efficient ring topology that will connect hundreds of 
computers, a manufacturing engineer tries to design the shortest sequence for assembling components on a 
printed circuit board (PCB). In all o f these instances, the cost or distance between each location, whether it be 
a city, building or node in a network, is known (we use the terms “vertex”, “node” and “point” 
interchangeably in this study). With this information, the basic goal is to find the optimal tour.
In this study, we analyze a generalization o f TSP in which, the cost o f traveling between two cities does 
not only depend on the distance between these cities, but also on the visiting sequence. This problem is 
observed in PCB assembly machine optimization. We firstly define the problem, and then propose some 
heuristics for solving the problem. The performance analyses o f the proposed heuristics are also done within 
the study.
In the next section, classical TSP definition and formulation is given together with a literature survey o f  
proposed techniques and heuristics towards optimizing it. Also definition o f the generalization o f the TSP is 
given. The constraints to the problem are given with its definition. In the following section, proposed 
solution heuristics are defined in detail. The proposed heuristics are compared on randomly generated PCB 
data and the results are given in Results and Discussion section which is followed by a conclusion.
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P R O B L E M  D E F IN IT IO N , C O N S T R A IN T S  A N D  L IT E R A T U R E  SU R V E Y
The TSP is stated as, given a complete graph, 0=(V,E), where V  is a set o f vertices, E  is a set o f edges, 
and a cost, c^, associated with each edge in E. The value c^ is the cost for travelling from vertex i e  V  to 
vertex j e  V. Cardinality o f V  is denoted by n, i.e. |V|=n. Given this information, a solution to the TSP must 
return the cheapest Hamiltonian cycle o f G. A Hamiltonian cycle is a cycle in which each vertex in a graph is 
visited exactly once.
In order to obtain a solution to TSP, several solution methodologies are developed. Exact algorithms are 
guaranteed to find an optimal solution and to prove its optimality for every instance o f a class of 
combinatorial optimization problems. The run-time, however, often increases dramatically with the instance 
size, and often only small or moderately sized instances can be practically solved to provable optimality. We 
can categorize the exact algorithms as branch-and-bound, cutting planes and branch-and-cut [2]-[4].
Another approach for solving TSP-like problems is developing heuristic methods. In heuristic methods 
we sacrifice the guarantee o f finding optimal solutions for the sake o f getting good solutions in a significantly 
reduced amount o f time. Among the basic heuristic methods we usually distinguish between constructive 
methods and local search methods. Constructive algorithms generate solutions from scratch by adding—to an 
initially empty partial solution—components, until a solution is complete. They are typically the fastest 
heuristic methods, yet they often return solutions o f inferior quality when compared to local search 
algorithms. Local search algorithms start from some initial solution and iteratively try to replace the current 
solution by a better solution in an appropriately defined neighborhood of the current solution.
Among the constructive methods developed for TSP we can list Convex-Hull and Nearest Neighbor 
algorithms [5]-[7]. Several local search methods are also developed for TSP. Croes developed first 2-opt 
algorithm, not after a decade Lin generalized the 2-opt concept to r-opt [8]-[9]. Or developed Or-Opt
algorithm where he relocates chains o f length three, two and one [6]. Recently, Babin et al. showed that
improved Or-Opt + 2-opt is an excellent combination and is easy to implement [10]. All o f these local search 
methods put promising results for reaching optimality in a reasonable time. For a complete survey and 
summary about TSP, we direct the reader to [7].
A generalization of the TSP
In this study, we deal with problem which is a generalization o f the TSP. In classical TSP, the cost 
between two points is fixed and known a priori. Thus the cost function, C1(x,y), implies that the cost increase 
linearly with distance, d(x,y) (3). The distance may be either Euclidean or Chebyshev metric. In Euclidean 
metric, the distance is directly calculated by the formula
d  (x  y ) = V (x1 -  y  )2 + ( x 2 -  y 2 )2 (1)
whereas in Chebyshev metric the distance is calculated by using 
d (x, y )  -  m a x jx  -  y j ,  |x2 -  y 21}. (2)
Chebyshev metric is usually encountered in placement machines. In this study, we calculate cost in time 
units, so we define C1(x,y) mathematically as follows:
« „ . . d M
v
where v is a predefined constant.
However, in our problem the cost of travel between cities depends also on the visiting sequence and some 
other predefined parameters. We face this generalization o f TSP while optimizing the operations o f a 
component placement machine in PCB manufacturing industry [11]. Nevertheless, as we pointed out before, 
TSP and its variants can be observed in a number o f cases in real life, and we believe that optimization 
techniques developed for this type of problem can be applied in other research areas.
In this generalization o f TSP, the cost function is stated as
C 2(ti , x, y )  = m ax {ti, C1( x, y)} (4)
Observe that this function is dependent on a parameter 11 and it is known at compile time.
W hat makes the problem complicated is that there are a number o f ti values and they are used in different 
positions o f the placement sequence. In our case, there are four different 11 values and t1<t2<t3<t4. In order to 
explain the usage o f 11 values assume that a tour is already created. Then total travel cost is calculated as
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follows. Starting form the first point on the tour (depot), cost o f travel for n1 points is calculated by using 
C2(t1,x,y). Cost for following n2 points on the tour is calculated by using C2(t2,x,y) and so on where
4
^ n t = n  and they are given as input to the problem.
i —1
For optimizing this problem, we developed several heuristics. Since the problem is a generalization of 
TSP, any solution obtained by using algorithms proposed for TSP is feasible for it. Hence, algorithms 
proposed for classical TSP can be used for reaching initial solutions to the problem. Specifically, we applied 
Convex-Hull and Or-Opt algorithms [5]-[6]. But we should note that while applying these algorithms, Cl(x,y) 
is used as the cost function because applying C2(t,x,y) is impractical (actually, that’s why the problem is a 
hard problem to attack).
Constraints to the problem
In some environments where the generalization o f TSP is encountered, adjusting the starting (first) point, 
(depot), of the tour may be impossible. For example, for a firm distributing goods from a depot, the depot is 
predetermined and moving it to a new location may have a large cost. Also, the tour is generally expected to 
end when the salesman returns back to depot but, in some cases the ending (last) point may be another point 
different from the first point. Consider a salesman starting the tour from the firm and is planning to finish the 
tour by his/her home.
In PCB assembly machines, mostly neither o f these requirements exists. So, the manufacturing engineer 
is free to select a first point. The tour is completed when the first point is reached, and at that moment 
assembly o f another PCB starts. For a complete study, we will analyze the problem under each constraint 
separately. So, there exist three cases.
Case 1: Fixed first point (FP) and the tour is completed when the salesman returns to FP 
Case 2: Fixed FP and fixed last point (LP)
Case 3: Free selection o f FP
S O L U T IO N  M E T H O D O L O G IE S  
Proposed Local Search Heuristics
In this study, we used Convex-Hull and Or-Opt to obtain an initial solution to the problem. The 
performances o f the Convex-Hull and the Or-Opt procedures are analyzed by many researchers in the 
literature regarding Chebyshev distance measure. It was shown that, solution procedures similar to Or-Opt are 
very successful [12]. This is the main reason why these algorithms are used for an initial solution.
As stated in previous sections, obtaining new solutions from an initial current solution requires a local 
search. In TSP variants, for a local search a general method is to apply exchanges o f edges or nodes [8],[13]. 
For exchanging two nodes, two alternatives exist; we can either insert a node into a different place on the 
route, called 1-0 Exchange move, or we can exchange two nodes, called 1-1 Exchange. Exchanging two 
edges is called 2-Opt move.
In order to improve the algorithms, we designed two local search heuristics. First one is a local random 
search procedure. The procedure starts with a given solution and applies a number o f pair-wise (1-1) 
exchanges. Therefore we call it pair-wise exchange procedure (PEP). More specifically, it can be defined as 
follows. Randomly determine two points (components). If  the new cost stays the same or decreases by 
exchanging these two points, perform the exchange. Continue this procedure until a predetermined number of 
exchange trials are made.
The other heuristic developed is a hybrid o f record-to-record travel (RRT) and local search moves. RRT 
is a deterministic variant of Simulated Annealing (SA), developed by Dueck and it is shown that the quality of 
the computational results obtained so far by RRT is better than SA [14]. In RRT Record is defined as the cost 
o f best solution observed so far. Deviation is defined as a predefined percentage o f Record. It is deterministic 
because, a neighbor solution s ’ replaces current solution only if  its cost is less than Record+Deviation. .
We developed an improvement algorithm that combines RRT with local search moves. We call it RRT 
with local exchange moves (RRTLEM). It is a general framework that consists of simple iterative statements 
(Figure 1). How RRT concept is embedded in 1-0 local search move is given in Figure 2 as an example.
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RRT with Local Exchange Moves (RRTLEM) 1-0 Exchange move with RRT
The idea is inspired from the study [15], but important modifications are added that will improve the 
performance. PEP and RRTLEM are improvement heuristics that can be applied in any o f the cases. From 
the implementer’s point o f view, PEP is a straightforward algorithm to implement while RRTLEM requires 
use o f complicated data structures and much more care.
Proposed Heuristics for Case 2 (Fixed FP and LP)
For case 2, where FP and LP is fixed, we propose two heuristics. Before explaining the details o f these 
heuristics, let us visualize the case by an example. Assume that the tour starts by the point FP. The tour is 
expected to end with LP but Convex-Hull gives a complete tour that ends by FP. However, in this case some 
of the points (points between FP and LP) are excluded from the tour and this situation raises the question of 
how to deal with these excluded components. These components somehow must be inserted into the 
placement sequence. For inserting these components into the placement sequence, we developed Least Cost 
Insertion (LCI) and Group Insertion (GI) heuristics. In LCI, each excluded vertex is included between 
vertices where the total cost increases minimum.
Other method for inserting these excluded points can be defined as follows. In the tour formed by 
Convex-Hull Or-Opt the points between FP and LP are separated from the tour by preserving the order 
determined by Convex-Hull Or-Opt. Then insert this group o f points between points i and j  in the tour that 
gives the minimum total cost (total assembly time). In each insertion trial, both normal and the reverse order 
o f the group are considered. This approach for inserting the excluded points is called Group Insertion (GI) in 
the following discussions.
Proposed Heuristic for Case 3 (Free selection of FP)
In this study, we propose Adjusting First Point heuristic (AFP) for Case 3. The idea behind AFP is very 
simple. We firstly build an initial tour by using Convex-Hull and Or-Opt algorithms. Then for each point i in 
the tour, we modify the route such that the tour starts from point i and calculate new cost o f the tour. At the 
end, the point that minimizes cost o f the tour is chosen as the first point for the tour. AFP is only applicable 
when we are free to select first point o f the tour.
Application plan of proposed heuristics to cases
Each case has different constraints and therefore proposed heuristics may not be applicable to all three 
cases. Thus, we made an application plan o f these heuristics. PEP and RRTLEM are based on local exchange 
moves, so they are applicable to all cases.
TABLE 1
Application plan o f heuristics
Case Heuristics applied
Case 1 (Fixed FP) Convex-Hull and Or-Opt + PEP or RRTLEM
Case 2 (Fixed FP and LP) Convex-Hull and Or-Opt + LCI or GI + PEP or RRTLEM
Case 3 (Free selection of FP) Convex-Hull and Or-Opt + AFP + PEP or RRTLEM
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On the other hand, LCI and GI are based on inserting any excluded vertices in the tour. Hence they are 
designed for Case 2 and their application to other cases does not make any sense. Our last heuristic AFP is 
based on changing the starting point o f the tour hence is applicable only in Case 3. Table 1 summarizes the 
application plan.
R E S U L T S  A N D  D IS C U S S IO N
A data generator that produces random printed circuit boards is implemented. The methodology for this 
generator is the same as the one used by [11]. The total number o f components to be placed, n, is set as 100. 
The board that these components are placed is assumed to have dimensions o f 250mm by 300mm and it is 
assured that no two components can be placed on the same coordinate. The data generator generated 100 
instances o f PCB and they are kept in files as inputs for the algorithms. In this section, any value appearing in 
a comparison table is the average o f these 100 PCBs, unless stated otherwise. The basic and most important 
comparison criterion in PCB placement machines is the total assembly time o f  a given PCB.
Parameters o f the proposed heuristics are set as follows. PEP is based on (1-1) exchanges and number of 
exchanges is set as 106. In our analysis we found that increasing the number o f exchanges does not provide 
much performance in terms o f total assembly cost, but results in much more cost in terms o f running time. 
RRTLEM has two parameters that must be fine tuned in order to obtain best performance. These are the 
number o f iterations, noi, and percentage value, rate, which is used to calculate the deviation. After an 
analysis, we decided on that rate parameter should be equal to 1.4% and noi parameter should be equal to 400.
In Table 2, we give the performance results o f the heuristics that can be applicable to Case 1. Assembly 
time is the cost of tour, running time is the time for the computer to finish the heuristic (total time for 100 
instances) and improvement ratio is obtained by comparing the assembly time of the heuristic by Convex-Hull 
and Or-Opt. We can say that RRTLEM shows best performance both in terms o f running time and assembly 
time. PEP may be considered as an alternative when observed from the implementer’s point o f view.
TABLE 2
Performance comparison of heuristics for case 1
Heuristic Assembly Time (sec.) Running Time (sec.) Improvement Ratio
Convex-Hull Or-Opt 40.55 53 -
Convex-Hull Or-Opt + PEP 39.35 1802 2.97%
Convex-Hull Or-Opt + RRTLEM 38.63 1174 4.73%
In Table 3, the performance results of heuristics applied to Case 2 is summarized. We tried several 
alternatives and formed six heuristics. They are again compared with the performance o f  Convex-Hull and 
Or-Opt. We observe that applying only LCI or GI increases the performance only about 1.6% in about the 
same running time. We also observe that PEP cannot put much on the performance o f LCI and GI 
performance when its running time cost is considered. On the other hand, RRTLEM achieves to increase the 
performance gain up to 5.00% with a running time equal to 2/3 o f PEP.
Performance
TABLE 3 
comparison of heuristics for case 2
Heuristic Assembly Time (sec.) Running Time (sec.) Improvement Ratio
Convex-Hull Or-Opt 40.55 53 -
Convex-Hull Or-Opt + LCI 39.93 55 1.54%
Convex-Hull Or-Opt + GI 39.88 54 1.66%
Convex-Hull Or-Opt + LCI + PEP 39.70 1760 2.10%
Convex-Hull Or-Opt + LCI + RRTLEM 38.54 1186 4.97%
Convex-Hull Or-Opt + GI + PEP 39.46 1774 2.69%
Convex-Hull Or-Opt + GI + RRTLEM 38.52 1173 5.00%
When we analyze the results o f Case 3, the results are more fascinating (Table 4). Applying only AFP 
brings 4.77% improvement almost in the same running time. Moreover, RRTLEM increases this value more 
than 6 per cent. This performance increase may be due to free selection o f FP.
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TABLE 4
Performance comparison of heuristics for case 3
Heuristic Assembly Time (sec.) Running Time (sec.) Improvement Ratio
Convex-Hull Or-Opt 40.55 53 -
Convex-Hull Or-Opt + AFP 38.62 54 4.77%
Convex-Hull Or-Opt + AFP + PEP 38.47 1752 5.13%
Convex-Hull Or-Opt + AFP + RRTLEM 37.97 1155 6.37%
C O N C L U S IO N
In this study, we analyzed a generalization o f  the well known combinatorial optimization problem TSP. 
In this problem, the cost o f  traveling between two cities does not depend only on the distance between these 
cities, but also, on the visiting sequence. This problem arises in optimization o f  PCB assembly machines. We 
analyzed the problem under several constraints and thus we categorized those under three titles. We proposed 
several heuristics for the problem where some o f  them are applicable only under certain conditions. The 
performance o f  the heuristics is compared on randomly generated PCB data. We can easily say that AFP 
algorithm together with RRTLEM shows best performance among all by a performance improvement o f more 
than 6 per cent.
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