Abstract-Complex-field linear/nonlinear inverse problems are central issues in wireless communication systems. In this paper, we propose a novel trainable iterative signal recovery algorithm named complex-field TISTA (C-TISTA), which is an extension of recently proposed trainable iterative soft thresholding algorithm (TISTA) for real-valued compressed sensing. The proposed C-TISTA consists of a gradient step with Wirtinger derivatives, projection step with a shrinkage function, and error-variance estimator whose trainable parameters are learned by standard deep learning techniques. We examine the performance of C-TISTA in three distinct problems: complex-valued compressed sensing, discrete signal detection for an underdetermined system, and discrete signal recovery for nonlinear clipped OFDM systems. Numerical results indicate that C-TISTA provides remarkable signal recovery performance in these problems, which suggests a promising potential of C-TISTA to a wide range of inverse problems.
I. INTRODUCTION
Inverse problems for linear and nonlinear systems are ubiquitous in wireless communications. The goal of an inverse problem is to estimate an input vector of a system (or a channel) from an output vector as correct as possible. For example, a multiple-input multiple-output (MIMO) detection problem can be regarded as an instance of an inverse problem because a MIMO channel is modeled by a linear observation with additive Gaussian noises. Another example is an orthogonal frequency-division multiplexing (OFDM) system with nonlinear clipping which reduces the peak-to-average power ratio (PAPR). In this case, we need to handle an inverse problem for a nonlinear system to detect the transmitted signal. An efficient algorithm for solving linear and nonlinear inverse problems may be able to contribute to advance of detection algorithms in wireless communications.
Compressed sensing (CS) is an important class of linear inverse problems. Let x ∈ R n be a sparse vector which is an input to the linear system. The output, i.e., noisy observation, from the linear system can be represented by y = Ax + w where A ∈ R m×n is a real matrix, and w represents an additive noise vector. A common assumption of CS is that the system is underdetermined, i.e., m < n. Sparsity of the input vector is assumed as a strong prior information for the input. If certain conditions are satisfied, one can approximately reconstruct the input vector x from the observation vector y by using the prior information even if the system is underdetermined.
An interesting class of prior information for input signals is not limited to the sparse prior. The discrete value prior is that each component of the input vector takes a value in a finite set of real/complex values [1] . In wireless communications, most of detection problems are classified into this category such as MIMO detection and OFDM detection. As inverse problems, CS and these problems have the same root and they are essentially equivalent. This means that an advanced signal recovery algorithm for CS can be naturally applied to many wireless detection problems.
A number of sparse signal recovery algorithms have been developed. Iterative soft thresholding algorithm (ISTA) [2] is one of the most known recovery algorithm that is based on the proximal gradient descent algorithm for solving the LASSO formulation of the CS problem. ISTA consists of simple iterative processes based on matrix-vector products and a component-wise nonlinear update rule. Several improved algorithms have derived from ISTA such as FISTA [3] . Among them, one notable algorithm was recently proposed by Gregor and LeCun, which is called learnable ISTA (LISTA) [4] . By unrolling the signal-flow graph of ISTA, we obtain the architecture of LISTA including trainable parameters which are optimized by standard deep learning methods, i.e., a stochastic gradient descent method and back propagation. LISTA shows faster convergence than the original ISTA.
The authors proposed trainable ISTA (TISTA) [5] , [6] that is also a variant of ISTA with trainable parameters. TISTA inherits several features from OAMP [7] such as the error variance estimator. Compared with LISTA, TISTA provides remarkable convergence performance, and stable and fast training process due to smaller number of trainable parameters. The success of TISTA is due to careful design regarding trainable parameters. The concept of TISTA was successfully applied to a detection algorithm for massive overloaded MIMO systems [8] and other applications [9] , [10] .
In some detection problems in wireless communications, TISTA cannot be directly applied because it is designed only for real-valued linear systems. Since the baseband signals in a receiver are complex-valued signals, a signal recovery algorithm working over complex field is more natural for handling the baseband signals [11] . Furthermore, we often encounter nonlinearity of a channel, e.g., clipping, nonlinearity due to amplifier, and quantization. The original TISTA unfortunately cannot handle such nonlinearity in inverse problems.
The goal of the paper is twofold. One goal is to update TISTA to solve nonlinear inverse problems over complex field based on the observation y = f (Ax) + w, where x ∈ C n , A ∈ C m×n , and f is a component-wise function that is applied to each component of the argument. If the function f is the identity function, the problem becomes a linear inverse problem such as the CS problem over complex field. To treat complex-valued problems, we replace the gradient step, an update rule based on the gradient of the squared error function, in the original TISTA to that using Wirtinger derivative for non-analytic complex functions. C-TISTA is expected to be applied to wide variety of wireless detection problems because the complex-valued and/or nonlinear model is fairly general.
The other goal of this paper is to present signal recovery performances of C-TISTA for several inverse problems in wireless communications. We expect that the numerical experiments indicate the potential of C-TISTA for detection problems. In this paper, we will study the following problems: (i) a CS problem over complex field, (ii) signal recovery for an underdetermined linear system with 8-PSK inputs (corresponding to an overloaded MIMO scenario), and (iii) signal recovery for a clipped OFDM system (a nonlinear system with 16-QAM inputs).
The outline of the paper is as follows. Section II describes notation and a system model. Section III is a brief review of Wirtinger derivative and its application to the gradient descent method. Section IV describes C-TISTA and we examine its signal recovery performance in linear inverse problems, namely (i) and (ii), in Section V. In Section VI, we will demonstrate C-TISTA for a nonlinear inverse problem (iii). Section VII is a summary of this paper.
II. PRELIMINARIES

A. Notation
T . For a complex vector z, z * represents its conjugate. For a matrix A := (a ij ) ∈ C m×n , A H := (a * ji ) is the Hermitian transpose of A.
B. System model
We consider a complex-field nonlinear system given by
where A ∈ C m×n . The vector x ∈ C n is the input vector on which a certain prior information such as sparsity is imposed. Each component of the the additive noise w ∈ C m follows the complex Gaussian probability density function CN (0, σ 2 ) with variance σ 2 . The task of a signal recovery algorithm is to infer the input vector from the observation y under the assumption that the algorithm perfectly knows A and f .
III. GRADIENT DESCENT BY WIRTINGER DERIVATIVE
Before we describe C-TISTA, we briefly review Wirtinger derivative and derive a gradient descent method for solving the the least mean square (LMS) problem for (1), i.e.,
with no prior information. A simple extension of the gradient descent method for a real-valued problem is not applicable to the complex-valued problem (2) because a function z 2 2 = z H z is not analytic and does not have complex differentiability. To overcome this difficulty, we here use Wirtinger derivative in complex analysis as an extension of partial derivative with respect to real variables. For a function f : C → C and z := z r +jz i ∈ C (z r , z i ∈ R), we introduce a function F :
by using partial derivatives [11] , [12] . For a complex vector z ∈ C n , we introduce differential operators . It is known that the steepest descent direction is given by −∂f /∂z * [13] , not −∂f /∂z. We thus calculate ∇g(x) := −∂g/∂x * of (2) to solve the LMS problem by gradient descent.
We first calculate the Wirtinger derivative with respect to the first variable x * 1 based on the assumption that the function f is applied to a vector component-wisely. We have
where
. We use a chain rule [12] , i.e.,
for functions f 1 , f 2 : C → C, and an identity ∂z/∂z * = ∂z * /∂z = 0 in the second line of (5). Combining it with derivatives with respect to other variables, we obtain
where is the Hadamard product, i.e., component-wise product. It would be useful to simplify (7) for several special cases. For a linear model in which f (z) = z, we have
As another case, for an analytic function f (z), we have
where f (z) is a complex derivative with respect to z. Similarly, for a real-valued system in which A ∈ R m×n , x, w ∈ R n , and f : R → R, we obtain
Based on the gradient (7), the update rule of the gradient descent method is given by
with a step-size parameter β(> 0) and an initial value x (1) . The factor 2 in (11) is necessary to keep consistency with the real-valued case.
IV. COMPLEX-FIELD TISTA
We now introduce C-TISTA, which is an extension of TISTA to complex-field nonlinear inverse problems. To address the problem, we use Wirtinger derivative in the gradient step of TISTA and modify the MMSE estimator and error-variance estimator to more flexible ones. The recursive formulas of C-TISTA are given as follows:
h(s) := W {y − f (As)} * ∂f ∂z * (As)
where η(z; λ) : C → C is a nonlinear shrinkage function such as a complex soft shrinkage function with error variance parameter λ. The matrix W :
is a pseudo inverse matrix of A. Starting from a proper initial point s (1) , the output of the algorithm, i.e., the estimate after T iteration steps, is given byx := s (T +1) . In the numerical experiments in the following sections, we use s (1) := W y, which is the estimate by the zero-forcing (ZF) detector.
The first update rule (12) is a gradient step based on (7), (11) whose step-size parameter is a trainable parameter β t (> 0). To improve performance, we replace A H in (11) to W like TISTA [6] although another choice is also possible. In the second update rule (13) called a projection step, the detected signal is softly projected to a solution space of the original signal based on the prior information. We can use various nonlinear functions η(·) depending on the system model.
As discussed in the following sections, the function η(·) uses the error variance between the true signal and r (t) , which cannot be computed in practice. Instead, the error-variance estimator in (14) approximates the error variance based on the squared error between the noisy observation y and a tentative estimate f (As (t) ). The error variance estimator of TISTA [5] , [6] , [7] can be naturally extended to the complex case. It has the form a + b y − f (As (14) including the trainable parameters a t and b t derived from this assumption.
The trainable parameters in C-TISTA (T iteration steps) are thus 3T real scalars {β t , a t , b t } T t=1 , which can be trained by an incremental training based on the mini-batch training as in the original TISTA [6] . The small number of trainable parameters leads to the fast and stable training process, which is the same strong point with TISTA.
V. NUMERICAL RESULTS: LINEAR SYSTEM
In this section, we investigate the recovery performance of C-TISTA for complex linear systems y = Ax + w.
A. Sparse signal recovery for underdetermined linear system
In the context of wireless communications, CS over complex field has numerous applications [14] such as spectrum sensing [15] , angle-of-arrival detection [16] , and channel estimation of linear inter-symbol interference channels with a sparse impulse response [17] . Several signal recovery algorithms for CS over complex field have been proposed. For example, complex approximate message passing (CAMP) is discussed in [18] . It is also possible to use an iterative algorithm such as a conventional AMP [19] designed for realvalued CS problems in order to achieve successful recovery for complex-field CS. This is because a complex-valued linear system can be transformed into a real-valued system having double size. However, such a transformation destroys correlations between a real and imaginary part of the signal and it leads to sub-optimal recovery performance if the real and imaginary part of an input signal component is not independent [18] .
In this numerical experiment, we consider an underdetermined linear system y = Ax + w whose system size is (n, m) = (300, 150). Each component of the input vector follows the complex Gaussian-Bernoulli prior,
with p = 0.1 and σ 2 x = 1.0. The function δ(x) is the Dirac's delta function. This means that around 10% of components in an input vector x is nonzero and these nonzero components follows CN (0, σ 2 x ). We assume that each component of A follow CN (0, 1/m). The variance of the noise w is σ 2 = 0.02 2 . In C-TISTA, we used the complex soft shrinkage function [18] η(x; λ) : C → C defined by
where ϕ(x) is the phase of x and S λ : R → R is the soft thresholding function, S λ (x) := max{|x| − λ, 0}sign(x), with the sign function sign(x). The function (17) is a natural choice for the complex Gaussian-Bernoulli prior and used in the projection step (13) set to ξ = 0.0005. The recovery performance is measured by the normalized mean squared error (NMSE) defined by N M SE := 10 log 10 E ||x − x||
, wherex is the estimate given by a signal recovery algorithm, and E is an average over random variables. As a baseline, the NMSE of AMP [19] is included in the following comparison. AMP is known as one of the most powerful recovery algorithms for CS and it provides much faster convergence than the original ISTA. In this experiment, we applied the real-valued AMP [19] to the transformed real system.
The signal recovery performance in NMSE is presented in Fig. 1 . The horizontal axis T represents iteration steps of C-TISTA. It can be observed that the NMSE curve of C-TISTA is monotonically decreasing as T increases. After 12-iterations, C-TISTA achieves NMSE = −30dB. The NMSE curve of AMP indicates slower convergence and it reaches to NMSE = −22dB at T = 12. This result suggests the acceleration of convergence speed of C-TISTA by learning its trainable parameters, which agrees with the results presented in the original TISTA paper [5] , [6] .
B. Signal recovery for underdetermined linear system with 8-PSK input
As described in Section I, not only the sparsity prior but also the discrete value prior is important for wireless communication problems. We here discuss an underdetermined linear system over complex field with the discrete value prior. This model is almost equivalent to the channel model for an overloaded massive MIMO system with signal modulation. In order to achieve reasonable recovery performance, one should use the discrete value prior appropriately in a signal recovery algorithm. We employ the MMSE shrinkage function [5] over complex field matched to the discrete value prior.
Let S := {s 1 , s 2 , . . . , s M } ⊂ C be a signal constellation. The constant M represents the size of the signal constellation. We consider the following virtual AWGN channel. The transmitted signal s ∈ S is selected randomly according to the prior distribution p(x) = s ∈S δ(x − s )/M . The signal s is fed to the AWGN channel defined by the conditional PDF
The MMSE estimator is known to be E[x|y]. The MMSE shrinkage function η(y; λ) : C → C for the virtual AWGN channel is then given by
This complex shrinkage function plays a key role for detection problems with discrete inputs. The conditions for the numerical experiments in this subsection is as follows: We consider a linear system y = Ax+w where (n, m) = (200, 160) and each component of A follows  CN (0, 1) . The noise vector w follows CN (0, σ 2 ) whose variance σ 2 is given by the signal-to-noise ratio (SNR), i.e., SN R := 10 log 10 (E[ Ax . We assume the uniform prior for the input: P (x) := s∈S (1/M )δ(x − s). It should be remarked that the real and imaginary part of the input is not independent in this case. This means that we cannot convert a complex-valued system with 8-PSK input into a real-valued system. The trainable parameters in C-TISTA with the shrinkage function (19) are tuned by a incremental training with K = 500, L = 200, and ξ = 0.0005. The number of iterative steps of C-TISTA is fixed to T = 10. As a baseline of recovery performance, we use the ZF detector:x := W y. Figure 2 presents the MSE of C-TISTA and ZF detector as a function of SNR. We find that C-TISTA successfully detects discrete signals by using a proper MMSE estimator (19) . The gap between C-TISTA and the ZF detector becomes larger as the SNR increases. For example, the MSE of C-TISTA is about 9.0 × 10 −3 when the SNR is 20dB while that of the ZF detector is 1.1 × 10 −1 . The performance gain of C-TISTA can be seen more clearly in terms of the symbol error rate (SER). In Fig. 3 , we show the SER of two detectors as a function of the SNR. To evaluate the SER, the hard thresholding function to 8-PSK signal points is applied to the detected signal. That is, each detected signalx is replaced to the nearest signal point in the 8-PSK constellation. It is found that C-TISTA shows considerably better SER performance than the ZF detector in the high SNR region. It indicates that proposed C-TISTA enables us to detect a discrete signal accurately in an underdetermined system.
VI. NUMERICAL RESULTS: NONLINEAR SYSTEM
In this section, we turn to a nonlinear inverse problem for clipped OFDM systems. Clipping is a well-known PAPR reduction technique that limits the peak amplitude of the transmitted signal [20] . Such an amplitude clipping contains nonlinearity, which causes in-band and out-of-band distortion. Although the filtering technique reduces the out-of-band distortion [21] , it cannot compensate in-band distortion. To address in-band distortion, the use of error-correcting codes such as the low-density parity-check (LDPC) codes have been proposed [22] . We here study C-TISTA as a signal detector for the clipped OFDM system by comparing it with a standard discrete Fourier transformation (DFT)-based detection.
The clipped OFDM system is formulated as the nonlinear system y = f c (F x) + w with a data block x = (x i ) n i=1 of n subcarriers with 16-QAM signal points, i.e., x i = p + jq (p, q ∈ {±1, ±3}). Here, the matrix F := (f ki ) is the n × n inverse DFT matrix (without over sampling) given by
and function f c is the amplitude clipping function for the time-domain signal F x, which is defined by where α(> 0) is a real constant called clipping level. We assume that each component of w follows CN (0, σ 2 ). To construct a trainable signal detector for the clipped OFDM system, we apply C-TISTA to the system. Assuming that {x i } independently follows the uniform distribution over 16-QAM signals, the MMSE shrinkage function (19) is used in C-TISTA. In the training process, we set K = 500, L = 200, and ξ = 0.0005. The iteration steps of C-TISTA is set to T = 10. As a strength of clipping, the clipping level α is computed in advance using a target PAPR defined by P AP R := 10 log 10 (max 1≤k≤n |x k | 2 /E F x 2 2 ), wherẽ x := f c (F x). We assume that C-TISTA perfectly knows the clipping function (21) and the clipping level α. Here, strongly clipped OFDM systems with n = 128 and PAPR=3dB or 5dB are examined. Figure 4 shows the SER performance of C-TISTA and DFT as a function of the SNR. The results show that the SER performance of a conventional DFT is largely affected by the PAPR because a small PAPR causes large distortion of signals. On the other hand, C-TISTA shows nearly the same SER performance even when the clipping level takes a small value. It suggests that the signal distortion introduced by the amplitude clipping is correctly compensated by C-TISTA. In fact, compared with DFT, C-TISTA exhibits better detection performance: the gain of C-TISTA is about 2.5dB when SER= 1.0 × 10 −3 and PAPR=5dB, which becomes much larger when PAPR=3dB.
In addition to the SER performance, the MSE performance is also important when error-correcting codes such as LDPC codes are employed after the detector. This is because a decoder uses a distance between each signal point and the detected signal [22] . Fig. 5 shows the SNR dependency of the MSE performance in the same setting. The result shows that C-TISTA detects transmitted signals with high accuracy in terms of the MSE. The MSE of C-TISTA when SNR=17.5dB and PAPR=3dB is about 2.4×10 −5 while that of DFT is about 5.1 × 10 −3 . As in Fig. 6 , we find that each signal detected by C-TISTA locates nearly at 16-QAM signal points although DFT is not the case. These results suggest that C-TISTA can detect a discrete signal even in nonlinear inverse problems. In terms of clipped OFDM systems, C-TISTA shows remarkable signal detection performance compared with DFT and can be combined with other OFDM techniques such as filtering and coding easily.
VII. CONCLUDING REMARKS
In this paper, we propose C-TISTA for complex-field nonlinear inverse problems. C-TISTA consists of a gradient step with Wirtinger derivatives, projection step with a complex shrinkage function, an error-variance estimator, and small number of trainable parameters. Numerical studies reveal that C-TISTA achieves remarkable signal recovery performance in various types of inverse problems such as a complex-valued CS problem, discrete signal detection in a underdetermined linear system, and discrete signal recovery for nonlinear clipped OFDM systems. These results indicate a promising potential of C-TISTA, which is applicable to a wide range of inverse problems in wireless communications.
