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Abstraet--A quasimolecular, particle model is developed for and applied to the simulation ofcavity flow. 
The approach is formalized as an n-body problem which incorporates classical molecular type forces. 
Large systems of second order, ordinary differential equations are generated and solved numerically. 
Vector computer xamples are described and discussed. 
1. INTRODUCTION 
The availability of vector processors, like the Cray and the Cyber, has motivated the development 
of n-body molecular models in both science [1] and engineering [2], the motivation being that 
continuum models cannot incorporate molecular forces. Our purpose in this paper is to apply a 
molecular type of fluid modeling [3] to vortex develoment. We will consider a prototype problem, 
the cavity problem, which is formulated as follows [4]: determine the motion of a fluid which fills 
a square basin, or cavity, when the upper side, or lid, of the square is in uniform horizontal motion. 
2. PARTICLE MODELING 
Our fundamental physical assumption is that gross fluid behavior is the result of molecular 
interaction [5]. Our foundational modeling assumption is that molecular interaction can be 
approximated by grouping molecules into larger units, called quasimolecules or particles, and then 
applying suitably adjusted molecular dynamical formulas to the resulting n-body system. Of course, 
the process of lumping molecules into particles was not unknown to both Boussinesq and Prandtl 
[6, 7]. 
Quasimolecular modeling, called particle modeling for simplicity, utilizes coupled, second order 
systems of nonlinear differential equations 
Fi=mii"/, i = 1,2 . . . . .  n, (1) 
in which the Fi are chosen in the following special way. Any fluid consists of a large, but finite, 
number of molecules. These molecules are acted upon by two types of forces: (i) long range forces 
(e.g. gravity) and (ii) short range, or local, forces (e.g. classical molecular type interactions). For 
short range forces, each molecule P is acted upon only by its immediate neighbors and, typically, 
these forces have magnitude F given by 
G H 
F= - r~ +--rq , a >~ o, H >~ O, q>p>7,  (2) 
where r is the distance from P to a neighboring molecule. 
To approximate actual molecular interaction by quasimolecular interaction, we would, in 
general, allow each F i in equation (1) to consist of two parts, a long range component and a local 
component, and to compensate for the grouping of molecules into quasimolecules, we adjust 
the parameters in local force formula (2) appropriately. The system (1) would then be solved 
numerically from given initial data by any of the currently popular numerical techniques. 
3. ILLUSTRATIVE EXAMPLE 
Rather than begin with a very general discussion, let us describe first in complete detail an 
illustrative xample. 
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Consider the triangular mosaic of 612 points shown in Fig. 1. The points are arranged within 
and on square ABCD, whose side is 6 units. (For convenience in displaying velocity fields later, 
the units of the axes differ very slightly.) The point set is symmetrical about both axes and the 
origin. The rows contain, alternately, 24 and 25 points. In each row the distance between two 
adjacent points is 0.25. The distance between two consecutive rows is also 0.25. 
Each point will represent a particle and the mass of each particle is taken to be unity. The 
particles are denoted by P~-P6~2 as follows. The subscripts increase from left to right on any row 
and the numbering begins on the top row and proceeds from any row to the next lower row. Each 
particle is now assigned a small, randomly generated velocity vector whose speed is less than 0.002, 
so that all initial data are now available. 
Next, fix the gravity constant by g = -98.0  and the local force parameters by G = 0, H = 200, 
p --- 1, q = 3, which allow the particles to move relatively freely, as is desirable in a fluid. Assume 
that gravity acts uniformly on all particles, but that local force interactions are restricted to pairs 
of particles whose distance of separation is less than 0.35. 
The resulting system of 612 second order equations (1) was then solved numerically by the 
leap-frog formulas [8] with At = 0.0001. Whenever a particle crossed a side of the square, it was 
reflected back symmetrically across that side with a velocity damping factor of 0.9. In the usual 
notation tk = kAt, k = 0, 1 . . . . .  the system was solved numerically to /30,000, at which time the 
system's total kinetic energy had stabilized. The resulting particle configuration was taken to be 
the fluid in the cavity and the positions and velocities are shown in Fig. 2. (For the interested reader, 
a FORTRAN program and a listing of the coordinates and velocity components of the 612 particles 
shown in Fig. 2 are available [9].) The execution for 30,000 time steps on the Cray II required 10 h. 
We are now ready to simulate cavity flow. Taking the configuration shown in Fig. 2 as an initial 
state, we continue the calculation as described above, but with a single modification. Whenever 
a particle has moved across side AB of the square in Fig. 1, that is, whenever the particle has 
collided with the lid of the square, the particle is reflected as indicated and then the constant V 
is added to its x-component of velocity. The constant V represents the uniform horizontal speed 
of the lid. For the present, let V = -5 .  
Figure 3 shows the velocity field of the resulting motion after 10,500 time steps, that is, at tt0.500- 
The figure is relatively meaningless, because the velocity components due to local force interactions 
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Fig. 2. Initial particle state after 3000 iterations. 
dominate. A filtering process is therefore required to clarify the gross fluid motion, and this is 
implemented very simply as follows• 
Definition 1 
For N a positive integer, let particle Pi be a t  (Xi, k,Yi, k) at time tk and a t  (Xi, k_N,Yi, k_N) at time 
tk-N. Then Pis average velocity V~,k,N at time t k is defined by 
V,.k U = \ NAt  ' NAt  }" 
' "~ ~. -  k I \ . t  . i \ t l  ," t ~ .  / ,  _ 
, ", _',, "d  ~ t .  -1  ~1~.  _1  
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l>  \ I .  x / ~  ~ -x \  i t 7 /  t \ / ,  
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F ig .  3. Ins tantaneous  ve loc i ty  f ield at  tlo.5oo. 
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Fig. 4(a). Average velocity field at 6500- 
t t • o 
- -  - - -  e " I . 
# / ~-  f • / ~ " • 
B 
/ • . I S l - . 
I I • . 
I I • ° ° o • o 
I " s ° 
, I _ , X " . . . • • . • . . . . .  
I .  • | i .~  ~ ° • • • ° . • • • • ° • • • ° 
i l #  . • • . • . • . • . • • . • 
• • , o ° 
• • • , . • • . . . .  • . o • • 
i " " • ° ° • " . . . . . .  " • 
• ° • • o • . . . . .  . . • . o . 
• . o • • • , • , . ° . ° • . , , • . • • . 
• . . • • . , , • • • o o • • , . , • . , . 
• . • • • , . , • • • . . • • . " • • • . , 
• o • • . • • , . , • • . • • • , . ° • . • . 
• • , . , • • , . , , . • o . ° , . . . . . .  
• . , . • • . • • • , • • . . ° , . o , . . . . .  
• . . . . . . . . .  . , • . , • , 
• , . • . . . • , . o . , . . . . .  . • o o . , 
Fig. 4(b). Average velocity field at t3ooo. 
Definition 1 allows one to describe from measurable data gross particle motions over extended 
periods by deemphasizing local, Brownian effects• For the present, we choose N = 1500. In all 
further discussions, the velocity fields are those of average velocity vectors• 
Figures 4(a)-(j) show the motion of the fluid by displaying the velocity fields at times in the 
range t lsoo-t165.oo .  The development of a primary vortex is clear and is entirely consistent with 
experimental results [10]. Most important, however, is the observation that the methodology 
employed reveals the mechanism of the motion• This is valid because the particles behave 
qualitatively like molecules. Thus, Figs 4(a)-(d) reveal that there is compression in the upper left 
corner and partial vacuum in the upper right corner• The compression yields large repulsive forces, 
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Fig. 4(c). Average velocity field at t450o. 
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Fig. 4(f). Average velocity field at t,o.5oo. 
which result in motion downward• The repulsive forces between particles just below the partial 
vacuum result in upward motion to fill the void. Thus, rotational motion begins. The continued 
driving force of the lid results in an increase in the size of the vortex• However, when the vortex 
has reached the size shown in Fig. 4(i) at t65,0o0, it changes very slowly thereafter, as can be seen 
in Fig. 4(j) at t165,0o . This is consistent with the common assumption of the existence of a steady 
state [1 1], but is not equivalent to it. Indeed, unless the energy added to the system is dissipated 
at an appropriate rate, no steady state really exists, but, instead, the energy increase must lead 
eventually to chaotic behavior, though this may require a very extensive time period• 
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Figures 5(a)-(c) show the dispersion of the particles P~-P2a through t450o. These particles were, 
initially, the very top row of the fluid• 
Figure 6 shows the strongest motions of the vortex at fl65.00o [compare with Fig. 4(j)] by displaying 
only those velocity vectors whose magnitudes are > 8. 
Secondary vortices were not easily identified• It is not clear, for example, whether more particles 
are required or whether a different choice of N is required. However, two examples of secondary 
vortex development are given in Figs 7(a)-(b), which show vortex development in the lower left 
corner at t10,500 and in the lower right corner at t40,0o0. For display purposes, the velocity vectors 
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of the secondary vortices required magnification• If CTV represents the magnification factor, then 
CTV = 25 was used for the lower left corner of  Fig. 7(a), while CTV = 100 was used for the lower 
right corner of  Fig. 7(b). 
4. ADDIT IONAL EXAMPLES 
The number and variety of  examples which can be explored are unlimited, since one need only 
vary g, p, q, G, H, V, N, the number of  particles, the masses, the distance of  local interaction, and/or 
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the wall reflection protocol.  Let us then give only a few selected results obtained from several 
studies undertaken• 
Figure 8 illustrates at t75.0o0 the more gradual vortex development which results when the 
parameter choices V = -5 ,  N = 1500 in Section 3 are changed to V = -2 .5 ,  N --- 3000. For clarity 
in showing the relatively weak velocity field, we chose CTV = 2.0 for Fig. 8. Figure 9 illustrates 
the more rapid vortex development,  after only 3000 time steps, which results from the choices 
V = - 10.0, N = 750. The velocity vectors were so large that the choice CTV = 0.5 was used for 
the field shown in the figure• The replacement of  V = -5  in Section 3 with V = - 1 did not yield 
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Fig. 9. Average velocity field at t3ooo for V = - I0.0, N = 750, CTV = 0.5• 
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Fig. 10. Average velocity field shown in Fig. 4(j) but with N = 3000. 
any vortex development, but only an undulation through the fluid. The replacement by V = -20  
led to such violent motion that the impulsive fashion in which the lid's motion was implemented 
became questionable. 
Figure 10 shows the same particle configuration at tj65,000 as shown in Fig. 4(j), but with average 
velocity vectors determined using N = 3000. A particular area of interest is along the left side. In 
the upper left corner, for example, where particle interaction is complex, the y components of the 
vectors with N = 1500 are negative, while those for N = 3000 are positive. Further down the side, 
the vectors with N = 1500 are almost vertically downward, whereas those with N = 3000 show 
motion in the negative x direction. In general, however, the increase in N tends to smooth out 
erratic behavior, and, where motion is not erratic, the two velocity fields have great similarities• 
5. COMPARISONS 
The cavity problem has been studied extensively from the continuum point of view (see for 
example Refs [10-19] and the numerous references contained therein). Numerically, both finite 
difference and finite element methods have been applied• Usually, the equations considered have 
been the two dimensional, steady state, Navier-Stokes equations in stream and vorticity variables• 
Good results have been obtained• A shortcoming is that, invariably, incompressibility is assumed, 
whereas compressibility is required on the molecular level for identifying the mechanism of vortex 
generation• 
The method for choosing reasonable parameters, like those in Section 3, has been described in 
detail elsewhere [3]. However, a shortcoming of the particle approach is that, in general, one does 
not know how to choose the parameters appropriately when a particular fluid, like water at 25°C, 
is specified a priori• Thus, the development in Sections 24  has been qualitative. The only 
quantitative particle modeling done thus far has been for stress wave propagation i thin aluminum 
bars [20]. 
Nevertheless, the availability of two distinctly different modeling techniques i of value from the 
scientific point of view, since it provides a check and balance system for modeling natural 
phenomena. In addition, we hope to extend the particle approach to the study of the most common, 
yet least understood, type of fluid motion, that is, to turbulence, since we feel that turbulent 
behavior is a consequence of large molecular epulsions induced by relatively high particle speeds• 
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