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Hoofdst;ajc .5 o Oplossen van ~:J..sebra,i,sch~ ep ..,transcendente ver&7liJkingen 
Oo Inleidin.s, 
Voor literatuu:r zie NPL~s Modern Computing Methods 9 Hoofdstuk 60 In dit 
hoofdstuk gaan we ons bezig houden met het numeriek oplossen van verge-
lijkingen met een onbekendea Men spreekt van wortels van een vergelijking 
of ook nulpunten van een functieo Eerst zullen wij procedevs behandelen 9 
die bruikbaar zijn voor willekeu:rige continue functies 9 daarna beschouwen 
we meer in het bijzonder procede 9 s ter bepaling van nulpunten van poly-
nomen9 moaoWo wortels van algebraische vergelijkingene Ter inleiding een 
Oo1 yoorbeeldo Berekening van vierkantswortel,.~o 
Zij gevraagd x = '{;o 
We zoeken pen q zodanig 9 data= pq 9 bijvo p = 1 9 q = a 9 maar liever nog 
z6 9 dat pen q dicht bij elkaar liggeno Als p = q 9 zijn we klaar 9 want dan 
geldt x = po Als p ~ q 9 vinden we een betere schatting door het gemiddelde 
te nemeng m = (p+q)/2o Bij deze m9 die te groot is 9 vinden we een schatting 
die te klein is 9 door mop ate deleng h = a/mo 
Blijkbaar geldtg hm = a 9 dus hen m kunnen de rol van pen q overnemeno 
Met deze nieuwe p en q herhalen (oftewel "itereren") we bovenstaand reken-
schema9 totdat hen m z6 dicht bij elkaar zullen komen 5 dat voldoende pre-
cisie bereikt iso Dit iteratie-proces moge worden toegelicht met het volgen-
de voorbeeld en bijbehorend plaatjeo 







3/2 = 1o5 
17/12 ~ 104167 
577/408 ~~ 104142157 
Vergelijk '[i' ~ 1 o 414213562373 o 
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0 p h m q 
Dit iteratie-proces convergeert zeer snel; in elke stap wordt het aa.ntal 
correcte cijfers ongeveer verdubbeldo Dit heet g,u!3-drat,ische ,cRnve,ra,;nti~o 
Het proces zal blijken te zijn de methode van Newton (zie onder)e 
Oo2 Iteratie 
Het bepalen van wortels van niet-lineaire vergelijkingen geschiedt meestal 
iteratiefo Daarom nu iets over iteratie in het algemeeno 
Een proces heet iteratie~Eroc~..!• als het bests.at uit het herha.ald uitvoe-
ren van een bepa.ald rekenschema. 9 de Zogono "it~rati~-sta.R,"o Precieserg 
Men gaat uit va.n een sta.rtwaarde x0 (ook ~~inscha.tting genoemd)o Da.arna. 
wordt voor i = 0 9 19 2 9 ooo de i-de itera.tie-st~ll uitgevoerd 9 welke behelst 
h t b k . t D h t II • t .. If, f II • t t . d II e ere enen van x.+ 1 ui x.o eze x. e en i era~es o i era ie-wa.a.r en o J. J. J. 




Indien het proces voldoende snel convergeert 1 wordt de iteratie voortgezet, 
totda.t de limiet-waarde in de gewenste precisie benaderd iso 
Het kan zijn 0 dat in de i-de itera.tie•sta.p voor de berekening va.n xi+, niet 
alleen xi• maar ook oudere iteratie-waa.rden nodig zijno Da.n heeft men na.tuur-
lijk ook meer dan een startwaarde nodig (zie bijvoorbeeld Regula fa.lsi)o 
In dit hoofdstuk zijn de iteratie-waarden en de gezochte limiet steeds (reele 
of complexe) getalleno Het kunnen echter ook vectoren zijn (zie blzo 146) of 
zelfs functies (bijvo bij het oplossen van differentiaa.lvergelijkingen)o 
Conver~~ntie-snelhei$l._ 
Een ma.at voor de convergentie-snelheid is de zogono orde van het iteratie--
proceso Zij a de gezochte limiet en o. = x. - a de fout in de i-de iterateo 
1 J. 
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Als nu op den duur (voor voldoende grote i) bij benadering geldt~ 
voor constante C en m1 dan heet m de orde van het proceso -Als m = 1 of 2 spreken we ook van lineaire respo guac\I'atische con-
vergentieo Bij lineaire convergentie is ook de convergentie-factor 
C van belango 
1 o Bisectie 
Deze methode gaat uit van de 
tussenwaarde-stelli~io Een continue functie neemt in een interval (a 9b) 
elke waarde tussen f(a) en f(b) aan0 
In het bijzonderg als f(a) en f(b) tegengesteld teken hebben, dan heeft 
f tussen a en been nulpunto Op grond hiervan kan van een continue functie 
f die in a en b tegengestelde teken heeft 9 een nulpunt bepaald worden als 
volgto 
Neem het midden van het intervalg m = (a+b)/2 en bereken f(m)o Er zijn drie 
mogelijkhedeng 
1) f(m) = o, dan ism dus een nulpunt; 
2) f(m) o f(a) > o, moaoWo f(m) o f(b} < 0 9 dus nu ligt er een nulpimt 
tussen men bo Vervang nu a doormen itereer, d0W0Zo herhaal het bovenw 
staande met de nieuwe a en b 9 
3) f(m) o f(a) < 0 9 dus dan is er een nulpunt tussen a en m. Vervang dan b 
doormen itereero 
Dit proces heet bisectieo De iterates x. zijn hier de opeenvolgende midden= 
J. 
punten mo Bij elke stap wordt de lengte van het te beschouwen interval ge-
halveerdo Het proces convergeert dus altijd en lim x. is een nulpunt van fo 
• J. 
1-
(Dit proces kan zelfs als bewijs van de tussenwaarde-stelling dienen.) 
De convergentie is lineair met convergentie-factor ¾o MaaeWo elke staple-
vert een bit ( = bineair cij fer) meer precisie o Daar 210 ~ 103 9 gebruik~n 
we de vuist-regel 9 dat elke 10 bisectie-stappen een winst levert van 3 deci-
maleno 
Bij bisectie is de enige inform.a.tie, die we aan de functie ontlenen 9 het 
tekeno Bij lineaire interpolatie gebruiken we ook de waardeo Deze me~hode 
gaat uit van de onjuiste aanname (vandaar "regula falsi") dat de functie 
lineair iso Laten twee iterates met bijbehorende functie=waarden 
{xi_1ifi_1) en (xi,fi) gegeven zijno Dan wordt het snijpunt xi+1 van de 
lijn door deze twee punten met de x-as bepaaldg 
Hierbij zijn dus twee startwaarden x0 en x 1 nodigo Dit proces gebruikt in 
elke stap de twee laatste iteratie-waardeno Helaas convergeert het niet 
altijd 9 maar als het convergeert 9 convergeert het wel snele 
Een veilige 0 maar veel langzamer convergerende methode krijgen we, als we 
in elke stap interpoleren tussen twee iterates, wier functie-waarden tegen-
gesteld van teken zijno Dit heet interpolatie in stricte zin; als de ge-
bruikte functie-waarden hetzelfde teken hebben spreken we soms van extra-
polatieo 
2o2 Voorbeeldo f(x) = x3 - 6x2 + 11x - 6 = (x-1)(x-2)(x-3)o 
Startwaardeng x0 = 4 en x1 = 2o5o 
X f(x) /:,,x 
4 6 
2o5 -0375 +o09 
206 =0384 +o08 
2o7 =0357 +o07 
208 =0288 +o05 
2o9 -o 171 +0030 
2o93 
0 
Dit convergeert langzaam. 9 omdat we voor de stricte interpolatie steeds 
het oude punt x0 = 4 moeten gebruikeno Extrapolatie tussen 208 en 2o9 
zou leveren t:.x = +a146i dus x = 30046, een veel betere benaderinge 
2o3 P£nv~rge~~!e-sne_J.heid 
Wij beschouwen earst de stricte interpolatieo Hierbij geldt, dat voor de 
berekening van xi+1 worden.gebruikt de laatste iterate xi en een vrij 
oude iterate& die onder omstandigheden (zoals in bovenstaand voorbeeld) 
constant blijft en die we voor het gemak x0 noemeno Noemen we het nul-
punt a en ontwikkelen we fin een Taylorreeks om a, dan krijgen we 
Dus voor zo grote i• dat o. = x. - a klein genoeg is geldtg 
l. l. 
Dit proces convergeert dus lineair en soms nog langzamer dan bisectieo 




1 = ....,,.._ = 2/30 
ro 
Nu beschouwen we de eerste geschetste gevaarlijke methode 9 waarbij in elke 
stap de twee nieuwste iterates worden gebruikt en vrageng "Als het proces 
convergeert 9 hoe snel dan?" We zetten de bovengenoemde Taylor-reeks nog 
een term verder voort en krijgeng 
x . .., x. 
1 J. J.= 




( x. = x . 
1 
)( f' { a)( x . - a ) + i f 11 { a )( x . - a) 2 + o o o ) 
J. 1= 1 1 
Ofwel 0 als i groot genoeg is en fi(a) ~ 0 (moaoWo a is een enkelvoudige 
wortelh 
Om de orde m van het proces te bepalen; stellen we oi+ 1 
logarithmeg 
= C fl1: en :nemen de 
1 
Omdat ln o. naar - 00 gaat • mogen we alle constante termen verwaarlozeni 
1 1 
m 1n o. ~ ln o. + - ln 0-a 
J.2 1 m i 1 1 
Ofwel m - m - 1 = 0 ll dus m = - + - 1f?o 2 ,_ 2P' 
Als het proces convergeert 9 is alleen het + teken bruikbaar en we vinden 
dus voor de orde van dit procesg 
Compinatie,yan veili~heid en sne~heid 
Gelukkig is het mogelijk de lineaire interpolatie zodanig uit te voeren 0 
dat zij veilig is en op den duur convergeert met orde 1060 Bij het hand-
rekenen vindt men meestal wel de juiste tactiek 9 maar deze tactiek te 
programmeren is lastigero 





) < Oo In elke iteratie-stap bewaren we 3 punten 9 nlo a= de 
voorlaatste 9 b = de laatste iterate enc= het laatste contra-punt, dat 
is de laatste iterate, waarvoor f(c) o f(b) < Oo 
Het veilige interval is dus (c 0b)o Voor de interpolatie worden gebruikt 
a en bo Ligt het resultaat niet tussen c en b 9 dan wordt dit verworpen 
157 
en dan kan men strict interpo1eren tussen c en b of 5 nog beter 9 gewoon 
het gemidde1de van c en b nemeno 
Tens1otte nog een k1einigheido We moeten constateren 1 dat de gewenste 
precisie bereikt iso Bij het handrekenen ziet men dit welo In een 
machine-programma moeten we, als de iterates te dicht bij elkaar komen• 
een stapje & opzij gaan 9 om de teken-oms1ag te constatereno 
Een en ander is beschreven in de Algol-procedure AP 230 1 van het Mathe-
matisch Centrum (zie onder)o 





















comm.ent AP 230 
ZERO:~ x:~ a zero of fx between a and b. The expression fx 
must depend on x and ~..ave different signs for x ~ a and x = b. 
In array e[l : 2] one must give the relative tolerance e[1] and the 
absolute tolerance e[2], both of which must be positive. The method is 
a combination of linear inter- and e..~trapolation and bisection, pro-
ceeding as follows: Startiri..g from the interval (a, b), ZERO constructs 
a sequence of shrinking interva.ls {c, x), each interval having the 
property tbat fx has different signs in its end points. If necessary, 
c and x @,re interchanged, in order to ensure that fx has the smaller 
absolute value in x. Subsequently, either interpolation using c and x 
or extrapolation using x and a point outside (c, x) takes place, yiel-
ding a new iterate i. If abs (i - x) is too small, i is moved slightly 
to"Wards c. Furthermore, the new-iterate is accepted only if it is si-
tuated in the x-half of (c,x), otherwise it is replaced by the middle 
m of the interval. The process ends as soon as the interval (c, x) 
has a length< 2 x (abs (x X e[1]} + e[2]). For a simple zero this 
process is of-order 1.6; 
~ procedure ZERO (x,a,b,fx,e); value a,b; ~ x,a,b,fx; array e; 
begin 
goon: 
real c,fa,fb,fc,m,i,tol,re,ae; re:= e[1]; ae:= e[2]; -
x:= a; fa:= fx; x:= b; fb:= fx; goto entry; 
if abs (i - b) < tol ~ i:= b + sign (c - b) X tol; 
x:= 1£ sign (i - m) = sign (b - i) ~ i ~ m; 
a:== b; fa:= fb; b:= x; fb:= fx; 
if sign (fc) = sign (fb) then - -
entry: begi~ c:= a; fc:== fa~; 
if abs (fb) > abs (fc) ~ 
begin a:~ b; fa:== fb; b:= c; fb:= fc; c:= a; fc:= fa end; 
m: = (b + c) / 2; 
i := if fb - fa 4 0 then (a X fb - b X fa) / (fb - fa) else :m; 
~ -=-- ~
tol:"" abs (b X re) + ae; if abs (m - b) > tol ~ goto goon; 
ZERO:= x:= b 
end ZERO; 
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85 a) Schrijf een procedure of functie-procedure in ALGOL 60 9 die een 
nulpunt van een functie bepaalt door middel van bisectie in een 
voorgeschreven precisieo De heading zou kunnen luideng 
"~ pro_ced;ure BISEC (a, b• f 9 eps 9 alarm)• 
value a 9 b eps, ~ a 9 b• eps; label alarm; ~ 12rocedure f;" 
b) Schrijf hieromheen een programma 8 dat met behulp van deze proce-
dure enige nulpunten berekent in 3 decimalen nauwkeurigo Kies zelf 
een geschikte vergelijking en bijbehorende a en b, bijve de verge-
lijking tg(x) = Xo 
86) Bereken met behulp van lineaire interpolatie in 5 decimalen de reele 
wortels van 
x
3 = 2x - 5 = 0 
2 4 . 2 0 x - 3x - sin x = 
x3 9x2 + 18x 6 = 0 
x5 = 5 = Oo 
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3a Formule van Newton 
Bij gebruik van deze formule gaat men uit van een schatting x0 van het 
nulpunt, trekt de raaklijn aan de krOmine en snijdt deze met de x~aso 
Het snijpunt is de volgende schatting en men itereert dito 
De iteratie-formule luidt dus 
f(x.) 
l, 
3o1 Voorbeeld 9 nogmaals de vergelijking x
3 = 2 = 0 
X f(x) f 6 (x) Ax 
1 -1 3 +l 3 
1 o3 +o 197 5o07 '""0039 
10261 +000514258 4077036 -0001078 
1.259922 
VgJ.o o/?= 1025992100 
Ook Newton-iteratie convergeert niet altijdo Zelfs bij polynomen kan het 
voorkQm.en 0 dat men in het oneindige terecht komt of in een cyclus 
(bijvo xi+2 = xi) blijft hangeno Convergentie is verzekerd als tussen 
nulpunt en schatting de functie convex is (doWoZo met de bolle kant naar 
de x-as gekeerd)o Dit is het geval als tussen nulpunt en schatting 
f(x) o f"(x) > Oo (Bijvoorbeeld geldt dit voor polynomen met uitsluitend 
reele nulpunten 9 met schatting groter dan het grootste of kleiner dan het 
kleinste nulpunto) 
We ontwikkelen f weer in een Taylorreeks om het gezochte nulpunt ao 
1 2 f(x) = f 3 (a)(x = a) + 2 f"(a)(x = a) + o o o 
Dus 
Stel nu f 0 (a} # 0 0 moaoWo a zij een enkelvoudig nulpunto Dan 
moaoWo o . ..,_~ ~ C o~ il dus voor een enkelvoudig nulpunt is Newton ij s itera-
1...- u J. 
tie=proces kwadratisch convergento {Bij elite stap wordt het a.antal goede 
cijfers ongeveer verdubbeldo) 
Stel vervolgens f 9 (a) = 0 0 :maar fn{a) 'Ii 0 9 moaoWo a zij een dubbel nul-
punt o Dan geldt g 
moaowo oi+i~ i ois dus nu is het proces lineair convergent met factor fo 
,Y,2,,r~elijkin~ lineaire interpg~atie met Newtol!, 
Vergelijken we nu deze twee processen voor het vinden van een enkelvoudig 
nulpunto Newtonijs proces is van de orde 2 en lineaire interpolatie van de 
orde 1060 Wat praktisch het gunstigste is® ha.ngt echter af van de hoeveel-
heid rekenwerk 0 nodig voor het_ berekenen van fij {x) o Er zijn twee belang-
rijke gevalleng 
1e) De berekening van fY(x) kost vrijwel niets (bvo als f een oplossing is 
van een differentiaa.lvergelijking)o Dan is Newton°s proces gunstiger 9 omdat 
dit proces van hogere orde iso 
2e) De berekening van f'(x) kost vrijwel evenveel als de berekening van 
f(x)o (Dit is bvo het geval bij polynomen van ni~t al te lage graadQ) 
Noemen we de berekening van een waarde f(x) of r 0 (x) een evaluatie 9 dan 
vergt lineaire interpolatie dus ~~n evaluatie per stap en Newton tweeo Per 
evaluatie is Newton dus effectief van de orde \/2' ~ 1 o4 dus iets minder 
snel® dan lineaire interpolatieo 
3o3 Combinatie yan veili5heid en ,snel}:lei~ 
Ook Newtonijs formule kan op een veilige en snelle Wl.JZe worden uitgevoerd1 
indien twee punten bekend zijn 1 waar de functie tegengesteld teken heefto 
Men moet dan 8 evenals boven geschetst voor lineaire interpolatie 9 een vei-
lig interval bijhouden en elke Newton-stap alleen accepteren als zij een 
iterate binnen het veilige interval leverto Zo niet, dan kan men weer het 
gemiddelde nemen (zie opgave 89)o 
4o Invers~. ~nterpolatie,van getabell~e!se functi~s 
Voor een nulpunt van een functie f geldt f(z) = 0 9 maaoWe z = f-
1(0)o We 
=1 kunnen f door een polynoom benaderen en interpoleren0 Bij argument 0 
vinden we dan een benadering van een nulpunt Zo 
Als f door een equidistante tatel gegeven is 9 is dit niet aantrekkelijk 
1e) omdat we dan alle voordelen van de equidistantie kwijt zijn 9 2e) omdat 
soms f- 1 veel minder op een polynoom lijkt dan f 9 zodat geen redelijke 
precisie verkregen wordt (zie ook blzo 60)o Beter is het de getabelleerde 
functie f zelf door een polynoom te benaderen en van dit polynoom een nul-
punt te bepalen 9 bijvoorbeeld met regula falsie Natuurlijk starten we hier 
met een tabel-intervalz waar de functie teken-omslag vertoonto 
4o1 Voorbeeld formula van BesseJ. 
* 2 2 3 f (x0 + ph) = f 0 +po~+ B2 (p)(o0 + o1) + B3(p)o~ + eoo o 
. . k ,. *( ) W1.J zoe en p zo, dat f x
0 
+ ph = Oo Laten x. en f. tabel-argumenten en l. l. 
-waarden aanduiden, waar p. de successieve iterates zijn met de start-1. 
waarden p
0 
= 1 en p 1 = Oo Lineaire interpolatie levert 
p = -f I a,. 
2 0 2 
* Vervolgens berekenen we f (x
0 
+ p2h) en zetten de volgende stapo Het 
tabel-interval is vaak zo fijn 9 dat we de helling van de interpolatie-
lijn constant gelijk aan 1/o, mogen houdeno 
2 
Dus 
2 ,;2) 3 = f =B2(pi){oo+ .., B (p.) o1 - o _o o 0 1 3 l. ii = , ' 5, 0 
2 
Men zal zien 5 dat na een paar iteraties de bijdrage 
niet meer verandertg men heeft dan p gevondeno 
(Het proces convergeert lineair, maar snel 9 want de convergentie~factor 
is kleino) 
~iJ voorbee~d, vierde nulpunt van Besselfunctie J O(x) 
X Jo(x) o o2 o3 
11o4 -009021450 
11 o5 "'006765395 
'l106 =004461567 
11o7 =002133128 + 1406 
+ 2329845 - 23024 
11) 08 +000196717 + 402 
11 o9 +002504944 
12oO +004768931 
12o1 +006966677 
De hogere differenties blijken (voor Besselijs interpolatie) verwaarloos-
baaro 
P2 = = rO/oi ~ 002133/002330 ~ 09155 
2 2 B2(p2)(oO + o1) + ooo ~ 000000516 
Dit levert p
3 
~ o915345OoHierna nog slechts een subtiele veranderingi 
2 2 B2(p3
)(oO + o1) + ooo ~ 000000515 
P4 = 091534458 
Vergelijk vierde nulpunt van J O ~ 11079153443910 
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9Pgaveg 
87) a) Hoe luidt de formule van Newton voor de vergelijking 
Toon aan dat de formule convergeert 9 als r ~ 0 9 a> 0 en x0 > Oo 
Noem gevallen 0 waarin geen convergentie optreedto 
b) Belangrijke bijzondere gevallen zijn r = 2 en r = -1o Laat zien, 
dat de formule voor r = 2 equivalent is met de formulet behandeld 
in voorbeeld (Oo1)o 
Bereken met de formule voor r = -1 ( 11delen zonder delen") het quo-
tient 1/o25 uitgaande van de startwaarde x0 = 1c 
88) Schrijf een programma 9 dat met behulp van procedure ZERO (page 158) 
een nulpunt bepaalt van een polynoom van oneven graado Laat de tole-
rantie zijn een gegeven e maal de som der absolute waarden der poly-
noom.-coefficienteno De invoer-gegevens voor dit programma zijn dusg 
de precisie e en de graad en coefficienten van het polynoomo 
Stel de gegevens op voor de polynomen van opgave 86 en voor het poly-
noom 
Doe de berekening tevens met de hand om de resultaten van hand- en 
machine=berekening te kunnen vergelijkeno Laat het programma hiertoe 
de nodige tussen-resultaten uittypen 9 om de stappen te kunnen verge-
lijkeno 
89) a) Schrijf een Algol-procedure 8 dat het precede, beschreven in (3o3), 
uitvoert en eindigt met een interval ter lengte 2 x tol (vergelijk 
procedure ZERO, pago 158)0 De heading zou kunnen luideng 
"~ procedure Newton (a& b 9 f 11 Df 9 e}. 
value a 9 b; ~ a~ b, :3-rral e, ~ i:?rocedure f 11 Df, 
b) Schrijf hieromheen een programma 8 dat met deze procedure een nul-
r punt berekent van x .. a voor enige waarden van a en r in 5 cijfers 
nauwkeurigo 
t:, 
90) Bereken de reele wortels van de vergelijkingen genoemd in opgave 86 9 
maar nu met de formule van Newtono 
5o In~erse inte:!J:!olatie=formule vap !4,u!ler 
Bij lineaire interpolatie & wordt de gegeven functie f in elke stap 
benaderd door een polynoom van de eerste graado Hier gaan we uit van 
een benaderend polynoom van de graad tweeo Laten gegeven zijn 3 basis-
punten x
0
, x 10 x2 o De interpolatie-formule van Newton op deze basispun-
tent evenwel toegevoegd in omgekeerde volgorde 9 luidtg 




Dan krijgen weg 
= h./h. ~ o 
:l i-c 
Dit is een vierkantsvergelijking in d
2
o Om convergentie te krijgena 
kunnen we het beste de absoluut kleinste wortel kiezeno 
5o1o }ptermezzo over de vierkant~!e;s71iJf~ll6 
De vierkantsvergelijking ax2 +bx+ c = 0 heeft twee wortels volgens de 
bekende formule 
b &t. Vb2 ""' 4ac 
2a 
Wanneer lacl << lb2 l 9 dan zullen voor de absoluut kleinste wortel cij-
fers in de teller wegvalleno Om dit te vermijden 9 berekent men eerst de 
absoluut grootste wortel x19 volgens bovenstaande formuleo Dus 0 als 
a, b 9 c reeel zijni 
166 
waarbij sgn(b) = 1 als b ~ 0 en -1 als b < Oo 
Vervolgens berekent men de andere wortel x2 door x 1 op het product te 
deleng 
5o1o2 
Is men alleen geinteresseerd in de absoluut kleinste wo::tel x2 • dan 
berekent men deze direct als voJ.gtg 
5o1o3 
Zijn a 9 b 1 c niet reeel 9 maar compJ.ex 9 dan kiest men het teken van 
r = Vb2 = 4ad Zb9 dat in het complexe vlak de vectoren horende bij b 
en r een niet stompe hoek maken, 
5o2o F,o,rmule van Muller ~rvolg) 
Van vergelijking (5o0a2) willen we alleen de absoluut kleinste wortel 
hebbeno Deze berekenen we daarom volgens formule (5a1o3) (althans zolang 







d2 - - ---~";=:~========= 
sgn(b) Vb2 - 4(1 + d1)(d1A1 - d1
2A0 )~2 
waarbij b 2 = (1 + 2d1)A 1 - d1 A0 o 
Dit is de formule van Mullero 
In het geval van complexe arithmetiek wijzigt zich deze formule in zoverre 
dat het teken van de wortelvorm wordt gekozen volgens opmerking (5.1a4)o 
Uit deze d2 worden dan h2 en x3 
verkregen volgensg 
h2 = d2 x h 1t x3 = h2 + x2 o 
Vervolgens warden x0 , x19 x2 vervangen door respo x10 x29 x31 de functie-
waarde in het nieuwe punt :x
2 
wordt uitgerekend en dan is men gereed voor 
de volgende i teratie-stapo · 
5o3c ~onvergentie-snelheid 
Muller 0 s proces convergeert niet altijdo Noemen we de fout weer 
o. = x, - a, waarbij a een nulpunt isc Op analoge wijze als in 2c3 9 J. J. 
vinden we nu het volgendeo 
Indien Mullerws proces convergeert naar een enkelvoudig nulpunt a• 
dan geldt op den duur 
De convergentie-orde mis gelijk aan de grootste wortel van de verge-
1 . 'k' 3 
2 • = 0 d 1 84 1 J ing m - m = m - , e us m ~ o o 
5o4o Voordelen van Muller 0 s methode 
1) Geen afgeleiden van f nodig (evenals lineaire interpolatie)o 
2) Hoge convergentie-ordeo 
3) Uitgaande van reele start-waarden duikt dit proces op natuurlijke 
wijze in het complexe vlako 
2J2saveno 
In tegenstelling tot lineaire inter~olatie en Newton 9 kan deze 
formule warden gebruikt om complexe nulpunten te bepaleno 
91) De confluente formule van Muller gaat uit van drie samen-vallende 
f 
basispunten (vglo pago 64)o MoaoWo r* is het quadratische polynoom• 
~~ , e e dat in een punt x. met f functie-waarde en 1 en 2 afgeleide gemeen 
J. 
heeft. Leidt voor dit geval af de formule voor x1+1 zijnde het dichtst 
* bijzijnde nulpunt van f o 
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92) Bereken uit de volgende tabel zo nauwkeurig mogelijk het nulpunt 
X Jo(x) 
2o0 +022389 07791 
2o1 +016660 69803 
2o2 +011036 22669 
2o3 +005553 97844 
2o4 +000250 76833 
2o5 -004838 37765 
206 -009680 49544 
2o7 =o 14244 93700 
208 -018503 60334 
2o9 =022431 15458 
93) Zij gegeven de volgende tabel van r(x) en van ~(x) = k ln (r(x)) 
X r(x) ip(x) 
10445 088572 23397 -001621 81479 
10450 088566 13803 -001131 64226 
10455 088562 20800 -e00643 72934 
10460 088560 43364 -,00158 05620 
10465 088560 80495 +000325 39677 
1 .470 088563 31217 +000806 64890 
10475 088567 94575 +001285 71930 
10480 088574 69646 +001762 62684 
Bepa.al uit deze tabel zo nauwkeurig mogelijk het nulpunt s van ip(x) 
en het bijbehorende minimum r(s) van de r-runctieQ 
94) Schrijf procedures ter berekening van 
a) het product van twee complexe getallen 5 
b) het quotient van twee com.plexe getallen 1 
c) de vierkantsw0rtel uit een complex getalo 
Schrijf hieromheen een progra.mma. 0 dat de wortels van een vierkants-
vergelijking met complexe coefficienten berekento De coefficienten wor-
'den ingelezen van de band (bvo g "a 1 g= read") o De gevonden wortels worden 
geponst op een band (bvo met "punch (x1)") o 
60 ~!e!,. VEffi:liJkin&en P\et twee onpekenden 
Van de boven besproken formules laat die van Newton zich het gema.kkelijkst 
uitbreiden tot een stelsel van n vergelijkingen met n onbekendeno We be-
perken ons hier tot n = 2o 
Zij gevraagd x en y zo 0 dat 
De Taylor-reeksen van fen g om het punt (x. 0y.) luiden, als /:ix= x - x. en J. J. J. 
( ) f( .) + l!.... AX + lL. A f X1Y ~ Xo9Y• '\ Ll "I uy 
J. J. ax. ay. 
J. J. 
+ 000 
T O O 0 
We verwaarlozen de termen van hogere orde 9 moaoWo fen g worden vervangen 
door lines.ire functies (men spreekt ook van "linearizeren" van het probleem)o 
Zo krijgen we het volgende lineaire stelsel 
ar A + ar A r( ) 
- uX ......,_ u.y = - x. aY· ax. ay. 1 i 
J. 1 
lL 6X + ~ b.y = ... g(x. sY·) ax. ay. . i i 
J. J. 
De matrix J van dit stelsel heet matrix van Jacobio 
Schrij ven we f'. = f ( x. 8y. ) • g. = g ( x. 9y. ) en J. J. J. J. J. J. 
D = det (J) ar = ~ 0 ax. 
J. 
dan luidt de oplossing 
/ix = (g. !t.. - f. lL)/D 
i ay. i ay. 
J. J. 
l:.y = ( f. ~ - g. : f ) /Do 
J. ax. J. ax. 
J. J. 
Met deze l:.x en l:.y verkrijgt men.nieuwe iterates xi+l =xi+ l:.x 0 Yi+1 =Yi+ 6y 9 
waarme7 men het proces herhaalto Men start met gekozen startwaarden x00y0 o 
Evenals Newton voor een enkele vergelijking 5 convergeert dit proces niet 
altijd 0 maar indien het convergeert, is de convergentie-orde quadratischo 
no 
7 o Worte,ls Val! A15ebrais,ch; VergeliJ~.~ngen 
Elk der bovengenoemde methodes is bruikbaar voor algebraische vergelij-
kingen, waar de functie in kwestie dus een polynoom iso Aangezien deze 
methodes in elke stap een functie-waarde 0 en Newton bovendien de waarde 
van de afgeleide 0 behoeven, zullen we eerst nagaan hoe de waarde van een 
polynoom en zijn afgeleiden berekend wordeno 
Zij gevraagd de waarde voor x = p van een n-de graads polynoom en zijn 
afgeleiden 9 als het polynoom wordt gegeven door 
) n n-1 7o1o0o A(x = a0x + a 1x + ooo + an_1x + ano 
We berekenen achtereenvolgens voor i = 0(1)ng 
b. = a. + pb. "l 9 l. l. 1.- 0 
waarbij per definitie b_
1 
= 0 9 dus b0 = a0 o 
Deze rekenwijze levert niet alleen de functie=waarde 9 nolog 
b = A(p) 0 n 
maar bovendien geldtg 
waarbij 
A(x) = (x - p) B(x) + b., 
n 
( ) n-1 Bx = b0x + coo Tb 2x + b ~o n= n- o 
Om de afgeleide te krijgen, doen we hetzelfde met B(x) 9 moaoWo we 
berekenen c. = b. + pc. 1 voor i = 0 ( 1 )n-1 11 wederom per defini tie stel-1. l. 1.-
lend c_
1 
= Oo Dan vinden we dus 
B(x) = (x - p)C{x) + c i& 
n-i 
waarbij 
Blijkbaar geldt nu c ~ = A'(p)o 
n-1 
Berekenen we vervolgens op dezelfde wijze coefficienten d. 9 dan vinden we l. 
dn£2 = ~A"(p) o 
Deze rekenwijze heet rekenwijze van Hornero 
, "r 
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Men zet de optredende getallen aldus in schemas 
ao = bO = co = do 
a1 b1 c1 d1 
a2 b2 c2 d' 2 
0 0 0 0 
0 0 0 0 
0 0 0 0 
an-2 b n-2 0 n-2· d = ~A"(p) n-2 
a n=1, b n-1 C n-1 = A' (p) 
a b = A(p) n n 
Bouwen we het schema verder naa.r rechts uit 8 dan vinden we in feite de 
coefficienten van de Taylorontwik.keling van het polynoom A(x) in het punt 
A(x) = A(p) + A9 (p) (x - p) + ~A"(p) (x ... p)2 + o o o + ~ A (n) (p) (x ... p)n 
no 
= b + c ~(x - p) + d 2(x - p)
2 + ooo + a0(x - p)no n n-1 n= 
~av.en.~ 
95) Bereken zo nauwkeurig mogelijk het nulpunt uit de volgende tabel 











96) Bepaal met de regel van Newton het reele nulpunt van f(x) = x + ln(x)o 
97) Bepaal de reele nulpunten van het polynoom 
x5 - 9x
4 
+ 42x3 - 66x2 - 43x + 750 
n2 
7o2o Reele nulpunten van een ~?l;:moos 
Voor het vinden van een reeel nulpunt tracht men eerst een interval 
te vinden 0 waar de functie van teken omslaato Is het polynoom van 
oneven graad 0 dan lukt dit gemakkelijk 0 nlo voor een zeer groot getal 
m geldt f(m) x f(-m) < Oo 
Bij het handrekenen probeert men enige gehele argument=waarden 8 tot= 
dat tekenomslag wordt gevond~n tussen twee opeenvolgende gehele ge-
talleno 
In een programma gaan we liefst uit van een niet al te grote mo Men 
kan als m nemen een bovengrens voor de absolute waarde van alle 
wortelso Een geschikte bovengrens levert de volgende 
~~ellin50 Zij gegeven een polynoom A(x) volgens 7o1o0e waarbij 
a0 'f Oo Zij 
v = max 
k=1 11 o o o ,n 
Dan zijn alle nulpunten van .A(x) in absolute waarde kleiner dan 2v~ 
Bovendien is het absoluut grootste nulpunt in absolute waarde min-
stens vino 
Voor een polynoom van oneven graad kunnen we dus uitgaan van de 
bovengrens m = 2v en de veilige lineaire interpolatie toepassen 
met het veilige begin-interval [-m 9 m] e 
Voor een polynoom van even graad kan het moeilijk 9 of zelfs onmoge-
lijk9 zijn een interval te vinden waar tekenomslag optreedto Met 
name de gevalleng 2 bijna samenvallende reele wortelse 2 sam.enval= 
lende reele wortels, 2 bijna samenvallende toegevoegd complexe wor-
te1s0 zijn moeilijk te onderscheiden en kunnen door futiele wijzi-
ging der coefficienten in elkaar overgaano 
Vindt men geen tekenomslag 8 dan zit er niets anders op, dan uitgaan-
de van gekozen benodigde startgegevens een der bovengenoemde iteratie-
processen te proberen en te hopen dat dit convergeerto 
Heeft men een wortel gevonden 9 dan kan men de factor x=p uitdelen 
met het Horner=schema (zie 7o1} en met het quotient B(x) de bereke~ 
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ning voortzetteno Dit kan men herhalen totdat alle wortels gevonden 
zijno Om voldoende precisie voor alle wortels te krijgen 9 is het van 
belang dit uitdelen in extra precisie te doen 0 waarbij ook de ge-
bruikte p extra precisie moet hebbeno Bij hoge graads polynomen is 
het bovendien raadza.a.m de aldus gevonden wortels nog te controleren 
en te verbeteren (bvo met een of meer Newton-slagen) aan de hand van 
het oorspronkelijke polynoomo 
7o3o ~gz;ner sc~ema voor comE~ex are,ent 
Voeren we de Horner rekenwijze (7o1) uit voor complex argument 
u + vi 0 dan vergt dit 4n vermenigvuldigingeno Als het polynoom 
reele coefficienten heeft 0 kan dit tot 2n gereduceerd wordeno 
Hiertoe delen we gelijk met de factor x - u = vi de toegevoegd 
complexe factor uito Hun product is reeel en heeft de gedaante 
(x - u = vi)(x - u +vi)= (x2 - 2ux + u2 + v2) = 
2 
= X = pX ~ q9 
2 2 waarbij we nu stellen p = 2u en q = ~(u + v )o 
Uitdelen van deze quadratische factor levert een rest van de graad 
een 9 dus we mogen stelleng 
2 A(x) = (x - px - q)B(x) +Rx+ S 9 
r= 
ao 
7 ,3,2, b: = a, + pbO 
b. = a. + pb. 1 + qb. 2 voor i > 1o 
J. J. J.- J.-
Stellen we b_ 1 = b = 0 0 dan geldt de b.-formule ook voor i =Oen -, -2 J. 
1o Voor i = n - 1 levert deze formule juist Re moaoWo 
7o3o3o R = b 1 = a 1 + pb 2 + qb 3 n-i n=, n- n-
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en tenslotte 
7o3o4o S = a + qb 2 o n n= 
De functie=waarde voor het argument u + vi is dan blijkbaar 
7o3o5o A(u +vi)= Ru+ S + Rvio 
Men kan complexe nulpunten berekenen met behulp van de formule 
van Muller (zie sectie 5) 0 waarbij de functie-waarden voor complexe 
iteraties worden berekend volgens het complexe Horner-schema (7e3)o 
Deze methode leent zich goed voor automatische berekening 8 ofschoon 
convergentie niet is te garandereno Het is dus zaak 1 als de gewen• 
ste precisie niet bereikt wordt 9 na een beperkt aantal iteraties 
het proces te onderbrekeno 
Het is bovendien van belang iteraties met een al te grote absolute 
waarde (bvo iteraties > 2v vgl0 stelling {7o2o0)) te verwerpen en 
door iets geschikts te vervangeno 
Van de formule van Muller is onlangs een veel eenvoudiger variant 
van Traub bekend gewordeno 
Om deze af te leideri gaan we weer uit van Newton's interpolatie-
formule op de basispunten x20 x19 x0 en berekenen hiervan een nul-
punt x
3
o Stellen we weer hi= xi+1 - xi 0 dan krijgen we {vglo 5o0o1)g 
7o4o1o f#(x
3
) = f[x2] + f(?c 18x2}h2 + f!jc0 ,x111x2]h2(h2 + h1) = 0 
Dit is een vierkantsvergelijking in h2o De coefficient van h2 
luidt 




.,., 4fl1c0 .x1 sx21 f[x2] 
waarbij het teken van de wortelvorm 1 die we r noemen 5 zo gekozen 
wordt 9 dat pen r een niet-stompe hoek makena 
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7a5a Methode van Bairstowa 
Deze methode is speciaal voor polynomen, en geschikt zowel voor 
handrekenen als voor het rekenen met een computera We trachten een 
2 
quadratische factor x - px - q te vinden (pen q reeel), waarbij 
de wortels van deze factor een reeel paar of een toegevoegd complex 
paar mogen zijna Hiertoe schrijven we het polynoom A(x) in de vorm 
(7.3a1)a Nu is x
2 
- p x - q slechts dan een factor van A(x) als de 
rest Rx+ S v~rdwijnt 9 ]lloaaWo we moeten pen q zodanig bepalen 
dat R = S = Oa Nu zijn Ren S functies van pen q en het probleem 
is dus herleid tot het oplossen van het stelsel vergelijkingen 
\R(p,q) = 0 
ls(p,q) = Oo 
De methode van Bairstow bestaat nu uit het oplossen van dit stelsel 
met de formule van Newton (zie sectie 6)a 
MoaoWo uitgaande van startwaarden p = Pos q 
i-de stap op te lessen het lineaire stelsel 
= q, hebben we in de 
0 
waarbij de waarden van Ren Sen hun partiele afgeleiden worden ge-
nomen voor p = p. en q = q.a 
1 1 
Om de partiele afgeleiden te vinden, differentieren we eerst formule 
(7.3.2); 
ab1 3b ab1 cJb 3b b 0 0 0 0 -= + p- = b ~aq=ap=aq= 
7a5o3 
ap 0 ap o 
ab. 3b. 1 3b. 2 1 
b. 1 + p 
1-
+ q 1--= 
' ap 1- ap ap 
3b. 3b. 
1 3b. 2 1 
b. 2 + p 
1- 1- (i > 1) -= q;>r;q; + q aq 1- aq aq 
Vergelijken we deze formule met (7.3a2), dan z1en we dat 
" 
ab. ao . 
....2:. en -2:. aan dezelfde recurrente betrekking voldoen als b. ap aq • 1 
mits we hierin a. vervangen door b. 1 respectievelijk b. 2 o Daarom 1 1- 1-
passen we hetlHorner schema nogmaals toe, nu op B(x), en krijgen 
B(x) = (x
2 
- px - q) C(x) + cn_3 x + bn_2 + q cn_4, 
waarbij ( ) n-4 C X = C X + 000 + C 4 0 o n-
De recurrente relatie voor de c. luidt nu 
1 








ci =bi+ p ci_1 + q ci_2 voor i > 1 0 
Vergelijking van (7o5o3) en (7.5G4) levert onmiddellijk.(mits we 
c = c = 0 stellen)g 
-1 -2 
Dus in het bijzonder, wegens R = b 0 
n-1° 
En tenslotte 
as -= q ap = q C n-3 
as abn-2 = b 
-=b + -- + 2 q q C 4 o aq n- aq n-2 n-
Het op te. lessen stelsel (7.5.2) krijgt dus de gedaante~ 
Tellen we p x de eerste vergelijking bij de tweede op, dan wordt het 
rechterlid - b (volgens formule (~.3o2) met i = n), de coefficient 
n 
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van /J. q wordt c 2 en de coefficient van /J. p wordt n-






n- n- n- n-
Het stelsel luidt dan 
{ 
cn-2 /J. p + cn-3 /J. q = - bn-1 
M /J. p + cn-2 /J. q = - bn 
De determinant van de matrix is 
D = c 2 n-2 
en de oplossing luidt 
- Mc n-3 
= (c 
3 
b - c 2 b 1)/D, n- n n- n-
= (Mb 1 - c 2 b )/D. n- n- n 
Hiermee vindt men een nieuwe schatting 
waarmee de bewerking wordt herhaald. 
Tenzij men iets beters weet 9 kan men beginnen met p = q = o. 0 0 
Convergentie kan ook hier niet warden gegarandeerd. Indien evenwel 
het proces convergeerts is het quadratisch convergent. Moeilijkheden 
treden opals D = 0 of zeer klein is. 
Heeft men eenmaal een wortelpaar gevonden, dan kan men met quotient 
B(x) de berekening voortzetten om verdere wortels te vinden. 
Bij een dergelijke werkwijze zal men evenwel precisie verliezen. Het 
is dus raadzaam pen q in extra precisie te berekenen en de laatste 
complexe Horner ook in extra precisie te doen. Bij hoge graads poly-
nomen doet men goed om ter controle en correctie een aldus gevonden 
paar p,q als start te nemen voor een psar Bairstow-stappen met het 
oorspronkelijke polynoom. 
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Voorbeeld 4 3 2 X - 2 X - 4 X + 5 X - 6 
p = 0 







D = 16 
L\p = 2 
L\q = -1o5 
p = 2 







D = 27 
L\p = =1o39 
L\q = 092 




p = 061 











100000 -100000 met b1% - 1 en b2% - 6a 
. f .. 2 1 2 6 Dus de 2 quadratische actoren ziJn x - x + en x - x - en de 
wortels zijn + 3, - 2 en (1 .!. i '3)/2a 
O;rgaven 
98) Bepaal in 6 decimalen alle nulpunten van 
a) 32 x3 - 48 x2 + 18 x - 1 
b) x
4 - 16 x3 + 72 x2 - 96 x + 24 
99) Bepaal met de methode van Bairstow in 5 decimalen de nulpunten 
van~ 
4 3 2 
a) X - 2 X + 7 X + X + 1 
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b) x6 + 8 x5 + 24 x4 + 36 x3 + 72 x2 + 36 x + 30 
100) a) Schrijf een Algol procedure, die de waarde van een polynoom 
met reele coefficienten berekent voor complex argument met 
behulp van het complexe Horner-schema (7o3)o 
b) Schrijf een Algol procedure, die een paar nulpunten van een 
polynoom bepaalt met de methode van Bairstowo 
Deze mag natuurlijk de vorige procedure gebruikeno 
101) Schrijf een Algol programma, dat alle nulpunten van een poly-
noom berekent, waarbij al of niet mag worden aangenomen, dat 
alle nulpunten reeel zijno 
Stel enige geschikte polynomen op en laat hiervoor het program.-
ma uitvoeren. 
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Hoofdstuk 60 Eigenwaarden en vectoren van matrices 
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1o Theorieo 
Het algebraische eigenwaarde-probleem kan als volgt worden geformuleerd. 
Gegeven een vierkante matrix A van de orde n 9 zoeken we getallen A9 
waarvoor het stelsel lineaire vergelijkingen 
Ax= AX 
een oplossingsvector x # 0 heefto De waarden van A9 die voldoen, heten 
eigenwaarden van A en een bij zo@n A horende vector x heet eigenvector 
van Ao 
Eigenwaarden 
We kunnen het stelsel (1o1o) ook schrijven in de Votin 
(A H)x = O , 
waarbij I de eenheidsmatrix van de orde n iso Dit stelsel heeft dan 
en slechts dan een oplossing x # 0 als 
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det {A - AI)= Oa 
Dit is een algebraische nde_graads vergelijkinga Deze vergelijking 
heet de karakteristieke vergelijking van A en het polynoom det (A-AI), 
of ook wel det (AI-A) 1 dat 1 als coefficient van An heeft, heet het 
karakteristieke polynoom van Ao 
We beperken ons tot reele matricesa De coefficienten van het karak-
teristieke polynoom zijn dan kennelijk ook reeela De eigenwaarden 
zijn dus reeel of complex en, als ze niet reeel zijn, verschijnen ze 
als toegevoegd complexe parena 
Eigenvectorena 
Bij elke eigenwaarde hoort minstens een eigenvector en bij een enkel-
vou~ige eigenwaarde (daio een enkelvoudige wortel van de karakteris-
tieke vergelijking) hoort ook slechts een eigenvectora Zo'n eigenvector 
is, wegens de homogeniteit van (1a1o) , op een factor na bepaalda 
In de praktijk wordt een eigenvector vaak op geschikte wijze 
genormeerd, bijva zb dat zijn lengte of zijn absoluut grootste 
element gelijk aan 1 iso Eigenvectoren horende bij verschillende 
eigenwaarden zijn lineair onafhankelijka Zijn alle eigenwaarden 
A19 aao,An verschillend, dan horen daar dus n lineair onafhankelijke 
eigenvectoren x 1, •• a,xn bij, die samen de hele n-dimensionale ruimte 
opspanneno Mcaawa een willekeurige vector v kan warden geschreven als 
.de 1 · d ·d t Laat de i e ement van eigenvector x. wor en aangedui me x.,, dan 
iJ J 
vormen deze elementen samen een matrix 
iJ 
eigenwaarden A., j=1 9 aaa,n, 
J 
X = (x· •)o Als we bovendien de 
op de diagonaal van een diagonaal matrix 
zetten, moaoWo 
dan krijgt de volledige oplossing van het eigensysteem (1a1.) voor 
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A = 1. , ••• .,).. de gedaante 
·1 n 
1.4. AX=X/1.. 
Omdat de eigenvectoren x. lineair onafhankelijk zijn, is X niet-
J . . -1 singulier, m.a.w. X bestaat. Dus 
-1 
X AX = A. 
Een transformatie, die aan een matrix A toevoegt een matrix x-1AX heet 
gelijkvormigheids-transformatie en de matrices A en x-1AX heten 
gelijkvormig, m.a.w.: 
Definitie. Twee matrices A en B heten gelijkvormig als er een niet-
singuliere matrix X bestaat zo, dat 
We hebben dus de volgende 
Stelling. Als alle eigenwaarden A1, ••• 5An van een matrix A verschillend 
zijn, dan is A gelijkvormig met de diagonaal-matrix A= diag (A 1, ••• ,An). 
Omgekeerd geldt blijkbaar ook de volgende 
Stelling. Als A gelijkvormig is met een diagonaalmatrix A~ m.a.w. 
-1 voor zekere X geldt X AX= A , dan zijn de diagonaal-elementen van A 
de eigenwaarden van A en de kolommen van X zijn de bijbehorende 
eigenvectoreno 
Deze stelling geldt ook, als de diagonaal-elementen van A en dus 
eveneens de eigenwaarden van A niet alle verschillend zijn. 
Eigensysteem bij meervoudige eigenwaarden 
Bij een meervoudige eigenwaarde horen meestal meer dan een eigenvectoro 
Nu is elke lineaire combinatie van eigenvectoren horende bij eenzelfde 
eigenwaarde A eveneens een eigenvector bij Ao De eigenvectoren bij ~~n 
eigenwaarde A vormen dus een lineaire deelru:im.te~ de eigenruimte van 
Ao Laat p de dimensie van deze eigenruimte zijn, dan heeft A dus 
precies p lineair onafhankelijke eigenvectoren. 
Laat verder A een m-voudige eigenwaarde zijno Dan geldt p ~ m, moaow. 
de dimensie van een eigenruimte is hoogstens de multipliciteit van 
de eigenwaardeo Als p < m, dan heet de matrix defect, moaowo 
Definitie. Een matrix heet defect als hij een meervoudige eigenwaarde 
bezit, wiens multipliciteit groter is dan de dimensie van de bijbe-
horende eigenruimte. 
Bijvo de matrix(~ 6) heeft een dubbele eigenwaarde 0 9 waarbij 
slechts een lineair onafhankelijke eigenvector (6) hoorto Als de matrix 
defect is, zijn er blijkb~ar te weinig eigenvectoren om de hele 
n-dimensionale ruimte op te spannen. De matrix is dan niet gelijk-
vormig met een diagonaal-matrixo 
Omdat defecte matrices voor de praktijk minder belangrijk zijn en 
bovendien numeriek moeilijker te behandelen zijn, zullen wij ons hier 
beperken tot nlet-defecte matriceso Niet-defecte matrices hebben n 
lineair onafhankelijke eigenvectoren en zijn dus gelijkvormig met een 
diagonaai-matrix. We noemen ze daarom diagonaliseerbaar, d.w.zo; 
Definitieo Een matrix heet diagonaliseerbaar~ als zij gelijkvormig is 
met een diagonaal-matrixo 
De begrippen "defect" en 11diagonaliseerbaar" zijn dus tegengesteld. 
De volledige oplossing van het eigensysteem van een diagonaliseerbare 
matrix heeft dus de vorm (1o4o) en (1o5o) 9 waarbij nu evenwel de 
eigenwaarden al of niet verschillend mogen zijn. Bij meervoudige 
eigenwaarden genieten de eigenvectoren een grotere onbepaaldheid dan 
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bij enkelvoudige. Niet alleen mogen ze met een willekeurige faktor 
vermenigvuldigd warden, maar ook mag als verzam.eling lineair onaf-
hankelijke eigenvectoren bij een meervoudige eigenwaarde elke basis 
van zijn eigenruimte gekozen warden. 
Deze onbepaaldheid moet men bij de numerieke behandeling in de gaten 
houdeno 
Numeriek is moeilijk te onderscheiden, of eigenwaarden gelijk ziJn of 
bijna gelijko Wanneer ze bijna gelijk zijn, dan zijn de bijbehorende 
eigenvectoren moeilijk te berekenen, omdat ze bijna onbepaald zijno 
Eigenrijen 
Naast het stelsel (1o1) is ook van belang het getransponeerde stelsel 
106 ATy = Xy t 
ook wel geschreven als 
yTA = XyT 10 7 
Matrix AT heeft kennelijk dezelfde eigenwaarden als Ao De oplossings-
vectoren yT heten eigenrijen van A enter onderscheiding hiervan he-
ten de eigenvectoren ook eigenkolommeno We hebben dan de volgende 
StelliIY5.~ Een eigenkolom en een eigenrij horende bij verschillende ei-
genwaarden staan loodrecht op elkaar. 
Als A enkelvoudige eigenwaarden heeft en Y de matrix der eigenvecto-
T . . . . YT . . . ren van A isj is dus bliJkbaar X een diagonaal-matrix. De eigenko-
T 
lommen en -rijen worde~ zo genormeerd dat Y X = I iso 
Als A meervoudige eigen'waarden heeft en diagonaliseerba.ar isj is AT 
ook ~iagonaliseerbaar. Men kiest in dit geval de bases in de eigen-
. ~ T . ruimte en de normering zo, dat Y X = Io Dan hebben we dus voor diago-
naliseerbare matricesg 
we kunnen dus een diagonaliseerbare matrix A schrijven als 
A= XAX-1 = XAYT, moaoWo 
Stellingg Een diagonaliseerbare matrix A met eigenwaarden Xi, en bij-





T A. x. y. l. l. l. 
Reele symmetrische matrices 
Een belangrijk bi'jzonder geval zijn de reele symmetrische matrices. Zij 
komen in de praktijk vaak voor en zijn numeriek prettigero De eigenwaar-
den ZJ.Jn in dit geval altijd reeelo Men normeert de eigenvectoren vaak 
zo, dat de lengte 1 iso Dit heeft tot gevolg, dat, indien alle eigen= 
waarden verschillend zijn, de matrix X der eigenvectoren orthogonaal 
is, doWoZo XTX = Io Een symmetrische matrix is, ook indien zij meervou-
dige eigenwaarden heeft, altijd diagonaliseerbaar. Men kiest bij meer-
voudige eigenwaarden orthogonale bases in de eigenruimtes, zodat de 
matrix X der eigenvectoren bij normering op lengte 1 ook orthogonaal 
2o Directe methode 
De meest voor de hand liggende methode, die echter numeriek slechts 
bruikhaar is voor zeer lage orde 9 is de volgendeo 
Bereken eerst de coefficienten van het karak.teristieke polynoom 
det (AI - A)= An+ c1An-
1 + ooo +en, 
bereken vervolgens de nulpunten hiervan (zie hoofdstuk 5) en los daar-
na voor de aldus gevonden eigenwaarden de betreffende stelsels voor de 
eigenvectoren opo 






= - spoor (A)= - I 
i=1 
1 a .. a .. = l.l. l.J 
1 <i<j <n a .. a .. "" ... J l. JJ 
n 
a .• l.l. 
= (-1 )n-1 I m .. l.l. • waarbij i=1 
= (-1)n det (A) 
m .. 
l.l. 
= minor van a .. l. l. 
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Voor hogere orde (>5 zeg) wordt de berekening van deze coefficienten 
al spoedig tijdrovendo Een veel ernstiger nadeel voor hoge orde is, dat 
de eigenwaarden vaak veel gevoeliger zijn voor fouten in de coefficien-
ten c. , dan voor fouten in de elementen van Ao J. 
203 Voorbeelden 
Voorbeeld. 1 uit (2~ I!a~a 65 
(33 16 72) A= -24 -10 -57 
-8 -4 -17 
De karakteristieke vergelijking luidt~ A 3 6A 2 + 11A - 6 = 0 
De eigenwaarden zijn A1 = 1 • A2 = 2 $ A3 = 3o 
De eigenkolommen zijn 
De eigenrijen zijn 
T T T y 1 = (1, O, 4) , y2 = (O~ 1 9 -3) 9 y3 
= (4, 4, 3) • 
.. ' d dt T 1 De vectoren ZJ.Jn zo genormeer 9 a yi xi= • 
Na het berekenen van een eigensysteem is het aan 
leren of de relaties YTX = I en eventueel ook l 




' • • • . ' 3 21 ' 2 0 Karakteristieke vergeliJking~ A - A = o 
Eigenwaarden A1 = A2 = O, A3 = 210 
Eigenvectoren~ 
te bevelen te contro-
T A. x. y. = A geldeno J. J. J. 
2o4 Complexe eigenwaarden en -vectoren 
Laat matrix A van de orde n een complexe eigenwaarde A+ µi bezitten 
en laat r + si een bijbehorende eigenvector aanduideno Dan luidt het 
op te lessen lineaire stelsel 
(A - A - µi) 
-+ (r + si) = 0. 
Dit is equivalent met het volgende reele stelsel van de orde 2ng 
Als A+ µi enkelvoudig is, heeft dit systeem de rang 2n - 2, m.a.wo we 
kunnen 2 vergelijkingen schrappen en twee onbekenden willekeurig kiezeno 
Door deze keuze worden reeel en imaginair deel van de normeringsfactor 
vastgelegdo 
Voorbeeld 
A = ( 1 -2) 
· 2 1 
Karakteristieke vergelijking~ A2 2A + 5 = 0 
Eigenwaardeng A1 = 1 + 2i, A2 = 1 - 2i 
Het op te lessen stelsel voor de eigenvector x1 = r + si van A1 luidt 
0 -2 2 0 r, 0 
2 0 0 2 r2 0 
= -2 0 0 -2 s, 0 
0 -2 2 0 s2 0 
We kunnen kiezen r, = 1 9 s, = 0 en krijgen dan 
x, =C) x2 = (] , 
en de eigenrijen zijn, na normeringg 
T = ~ {1, i) T 
, 
(1, -i) Y1 , Y2 = 2 
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Opgaven 
102) Bereken in 7 cijfers nauwkeurig de eigenwaarden en genormeerde 











Bereken in 5 cijfers nauwkeurig de eigenwaarden, 
eigenrijen van 
(~ 2 D 
045 -090 -027 040 
5 , 0 1 a30- 0 
8 1 0 0 0 
-058 0 0 1 
eigenkolommen en 
3o ~~r~x-maal-vector iteratie (Bower m~tho~l 
Deze methode is een vector-iteratie 9 d~wozo de iterates zijn vectorena 
. . {O) (1) (2) die we aanduiden met u 8 u 9 u • ooo (vglo po 146 en 152)0 De 
start-vector· u(O) wordt gekozen en de iteratie-stap luidtg 
De methode heeft alleen succes als A een dominante eigenwaarde heeft, 
doWoZo een eigenwaarde die in absolute waarde alle andere overtrefto 
We nemen gemakshalve aan dat deze dominante eigenwaarde enkelvoudig 
iso Als de eigenwaarden volgens absolute grootte geordend zijn, hebben 
we dus 
Verder nemen we aan 9 dat A diagonaliseerbaar is en dus n lineair 
onafhankelijke eigenvectoren x1, 000 8 xn bezito Dan kan dus iedere 
vector geschreven worden als lineaire combinatie hiervan 9 in het 
bijzonder 
u(O) =ax +ax + ooo +ax o 
1 1 2 2 n n 
Gaan we nu itereren 9 dan krijgen we 
u 
( 1) 
0 0 0 + a Ax a en algemeen n n n 
Nu nemen we aan dat a 1 ongelijk aan O iso Dan geldt 




2 + 000 
"k i Omdat (r) voor k > 1 naar O convergeert, convergeert de richting van 
u(i) naai de richting van de eigenvect~r x
1
o De vector u(i) zelf conver-
geert echter niet 8 omdat de factor a 1A~ naar.oneindig of naar O gaato 
Deze factor werken we weg 1 door de vector u(:i.) te normerene 
3o1 Intermezzo over normen 
De norm van een vector v wordt aangeduid met I !vi lo 
Het belangrijkste zijn de volgende twee normeng 
3o1o1 I !vi I = Yv~ + coo 2 I (Euclidische + V n 
3o 1 o2 I lvl I = max lvklo 
k=1tooo9n 
norm)~ 
Delen we een vector v # 0 door zijn norm, dan ontstaat een genor-
1 
meerde vector w = l'!v! r Vo 
Bij gebruik van de Euclidische norm, krijgen we een vector w ter 
lengte 1 en bij de tweede norm heeft ween absoluut grootste element 1o 
. . (i) 
Keren we terug tot onze iteratie-vector u a 





tor 0 die naar x1 convergeerto 
i 
a1A1 
Blijkbaar moet dan t. j , .... , naar 1 convergereno Samenvattend hebben 
I lu 1 11 
we de volgende 
3o2 ~~;~~in~o Zij A een diagonaliseerbare matrix met enkelvoudige 
dominante eigenwaarde A
1 
en bijbehorende eigenvector x
1
o Zij u(O) een 
start-vector 9 zodanig gekozen dat a 1 f O in (3o0o2)o Dan geldt 
3o2o 1 
De eigenwaarde hierbij kan op verschillende wijzen Worden berekendo 
We hebben namelijk 
3o2o2 
3o2o3 
waarbij k zo genomen 
absolute waarde iso 






1 . ~ ' im (ij = /\1 3 
i~ ~ 
wordt• dat ~i) een element van u(i) met maximale 
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De afleiding van 3o2o3 verloopt als volgto 
Meestal zal k op den duur costant worden en dan hebben we wegens 
(3o0o4): 
a .:>. . 1 (i+1) 
~1 
+ 2c 2 ,i + xk2 + 000 
~ a 1 .:>. 1 
(i) = .:>.1 0 a· .:>. . 
Uk 
xk1 + ~.2.)J. ~2+ 0 0 0 a 1 ;\ 1 
Omdat ~ 1 de limiet is van ~(i) en ~(i) maximaal gekozen was, geldt 
zeker ~
1 
f Oo Dus 
a2 A • x 
(i+1) 1 +- ( _g_)i+1 k2 + 
~ a1 .:>.1 xk1 = .:>. 1 (i) a .:>. . 








0 0 0 
xk1 
0 0 0 
M.aoWo 
.:>.2 
convergeert lineair naar >-
1 
met convergentie-factor r□ 
1 
1 (i) 
Beschouwing van (3o0o4) leert dat de convergentie van -~~-u 
lluCiJ11 
eveneens lineair geschiedt met dezelfde convergentie-factor .:>. 2 o 
1 
Als IA21 maar weinig kleiner is dan jA1 I, moeten we dus op een 
zeer langzame convergentie rekeneno 
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3o3 Opmerkingen 





Start men toevallig met een u( ) , waarvoor a
1 
= o, dan zal toch 
door afrondingsfouten op den duur x
1 
erin komen (d.woz. a
1 
f 0 
worden) en de iteratie naar x
1 
convergeren ( wat natuurlijk wel 
veel tijd kost). 
b) We hebben reeds gezien, dat de vectoren u(i) of naar oneindig 
of naar O gaan. Dit is onaangenaam en kan eenvoudig verholpen 
worden, door de iteratie-stap (3.0.1} als volgt te wijzigeng 
(i) (') 
v = Au 1 
(i+1) 1 (i) 
u = -I l_v.,....( i.,..,.) 1-1 v 0 
M.aoWo in elke stap normeren we de geitereerde vector. Dan con-
vergeert u(i) blijkbaar naar een genormeerde eigenvector en 
I lv(i)I I convergeert wegen 3.2.2 naar IA
1
l o 
3.4 Matrix maal vector iteratie voor symmetrische matrices 
Stelling (3o2) luidt voor een symmetrische matrix A blijkbaar aldus~ 
Als A een enkelvoudige dominante eigenwaarde A1 met bijbehorende 
genormeerde eigenvector x
1 
heeft en u(O) een startvector is, die niet 
1 (i) . loodrecht op x
1 




De convergentie is voor symmetrische A ook lineair met dezelfde factor 
>.. 
f o Voor de eigenwaarde-berekening gebruikt men hetzij (3.2.2) met 
1 






Deze formules convergeren eveneens lineair maar nu met factor (T) o 
1 
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Schrijven we hiervoor weer >. 1(1 + o1) dan hebben we nu oi+1 % ("~) 
3o5 Voorbeeld 
(61 -70 -115) (:) A= -70 36 10 , ( 0) = u 
-115 10 101 
V 
(0) u ( 1) V 
( 1) 
u (2) V (2) u(3) v(3) 
76 09524 275039 08900 293064 08759 293044 
-24 -03008 =78000 -02521 =75018 -.2242 -73066 







l IV ( 1) 11 = 309 0 44 I lv< 2) 11 = 335026 I lv( 3) 11 = 335099 
Na 7 iteratie-stappen vinden we >.
1 
~ 336000 en x 1 ~ u(
7) = 
= (-:::::) 0 
-04364 
306 Volgende eigenwaarden en eigenvectoren 





o Om. een volgende te vinden staan ons twee 
mogelijkheden open 




= 0 maken en houden door orthogonalisatieo 
Ad 1o Deflatie volgens Hotelling 
De deflatie volgens Hotelling verloopt voor symmetrische matrix A 
alduso A wordt vervangen door 
T waarbij x
1 





Matrix A2 is eveneens symmetrisch en heeft 9 volgens definitie (1o1), 
dezelfde eigenvectoren als A met eigenwaarden O, A2 , 000,. Ano 
Waren A
1
~ ooo, An volgens absolute grootte gerangschikti dan is nu 
dus A2 dominant, mits IA 2 j ,~ IA 3 1° 
De matrix maal vector methode toegepast op A
2 





Hierna kunnen we weer defleren en zo achtereenvolgens alle eigenwaarden 
en =Vectoren vindeno 













de eigenkolom en y
1 
de eigenrij bij A
1 
1s en de normering 
. . T 
zodan1g 1S~ dat Y1X1 = 1o 
Ook nu heeft A2 de eigenwaarden o, A2 , 000 9 An en dezelfde eigenvec-
toren als Ao Nadeel van deze deflatie-formule is, dat behalve x
1 
ook 
y~ bekend moet zijn, wat dus dubbel zoveel werk betekento Bovendien 
! 
schijnt de nauwlreurigheid van de volgende eigenwaarden en eigenvectoren 
bij deze deflatie ernstig te kunnen worden-aangetast (zie [29] po585)o 
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Voorbeeld 
Deflatie van de matrix uit voorbeeld ( 3 o 5 ) met A 
1 T 
X = (08729, -02182, -04364) levert 1 
( 4.98 -6000 12.99) 
A2 = -6000 20.00 -21099 
' 12099 -21.99 37001 
Toepassing van de matrix maal vector iteratie met 
u_( O )T = ( 1 , 1 , 1 ) levert na 5 stappen >-
2 
~ 55 o 99 ~ 
T x
2 
= (02670, -05344, 08019)0 







Iteratie hierop levert >.
3 
= 6000 en 
x
3 
= ( 04067 9 08167 I) 04083) o 
= 336000 en 
start vector 
Nogmaals deflatie moet, afgezien van afrondingsfouteni de nulmatrix 
opleveren. De resulterende matrix kan dus een idee geven van de bereikte 
precisieo 
Ad 2o Orthogonalisatie 
We nemen weer aan, dat A symmetrisch iso 
We kunnen tijdens het itereren a1 = 0 houden, door in elke stap de 
geitereerde vector te orthogonaliseren toOoVo x1o Hiertoe wordt de 
iteratie-stap (vglo 3o3o1) aldus gewijzigdo 
(i) (0) 
W = V J. 
Hierbij nemen 




we aan~ ~at x1 genormeerd_is op lengte 1a (1) (1+1) . 
staat w , en dus ook u t inderdaad loodrecht 





= (x V 1 ) (x X) = 0 omdat 





= 1 verondersteld isa 
Als I A 11 > I >. 2 1 > I A3 I ~ a a o ~ I An I ~ convergeert deze iteratie naar 
x2 en A2 a 
Hebben we A1 ~ oaa» "m met hun eigenvectoren x 1, aa~, xm bepaald 7n 
zoeken we "m+ 1 met xm+1, dan wordt in (3a6a2) de formule voor w(i) 
vervangen door~ 
W (i) = v(i) - (xTv(i))x (xTv(i))x - 1 1 - QOO - m mo 
Voor grotere waarde van m betekent dit aanzienlijk. meer rekenwerk 
in elke iteratie-stapa 
Daarom zal men meestal de voorkeur geven aan deflatiea Heeft men 
echter een zeer grate matrix met overwegend nulleni dan wil men niet 
defleren, omdat deflatie een volle matrix (zonder nullen) leverta 
In dit geval is orthogonalisatie aan te bevelen, omdat daarbij de 
matrixs en dus ook het nul-patroon, gehandhaafd blijfto 
Bij niet=symmetrische matrices moet men, om x2 te bepalen, de vector (i) . . . . T • 
V orthogonaliseren toOaVo de e1genr1J Y1 0 Hier hebben we dus 





bekend moet wordeno 
Voorbeeld 
We beschouwen weer de matrix uit voorbeeld (3a5) met 
x~ = (08729 9 =02182, =o4364)a 










u (2) V (2) w (2) u(3) 
76 12000 03810 140986 140985 02868 150338 15a330 02688 
-24 -8000 -02540 -260924 -260924 -05153 -300315 -300313 -05315 
-4 28000 08890 430434 430435 08312 450816 450820 08033 
T (0) 
XV = 1 I 
(0)I T (1) (1)1 07332 5 W = 31o496s x1v = a0015 9 lw 
= 00092, 1w< 2 >1= 510038 
Zo doorgaande krijgt men na 6 iteraties 
3o7 Eigenwaarden met gelijke modulus 
Wat gebeurt er als de twee grootste eigenwaarden dezelfde modulus 
hebben 9 moaoWa IA 11 = IA2 1? Nemen we aan dat de andere eigenwaarden 
in absolute waarde kleiner zijn en alles volgens absolute grootte 
geordend, dan hebben we dus 
Als de matrix reeel symmetrisch is, zijn de eigenwaarden ook reeelo 
Gelijke modulus houdt dan slechts twee mogelijkheden in, nlo 
A1 = A2 of A1 = -A2 o 
3a7o1 Het geval A1 = A2 
In dit geval is met x1 en x2 ook elke lineaire combinatie 
ax
1 
+ ax2 eigenvector bij A1o Zij de startvector 
dan convergeert 
De convergentie 
De aldus gevonden eigenvector mogen we nu gerust x
1 
noemena Gaan we 
hiermee defleren of ten opzichte hiervan orthogonaliseren, dan levert 
de volgende matrix maal vector iteratie een tweede eigenvector bij A
1
s 
die netjes loodrecht op de eerste staata 
Dit geval geeft evenmin moeilijkhedenj mits men de iteraties om de 
andere bekijkta Dan itereert men als het ware met A2 , die twee 
gelijke ei~enwaarden ~fen A~ heefta Hebben we voldoende overeenstemming 
(21-2) (21) (2i) tussen u en u , dan geldt dus voor de geno~eerde u en 
(2i) 
voor Au 
u( 2i) ~ax +ax 
1 1 2 2 
We mogen aannemen, dat A1 de positieve van het paar tegengestelde 
eigenwaarden isa De waarde hiervan vinden we (itererend volgens 3a0a1) 
uit 
Met de aldus gevonden Ai krijgen we 
, (2i) + Au(2i) % A 
1\1 u 2a1 1x1 
waarna normering de gewenste eigenvectoren oplevert. 
3a7a3 Opmerkingen 
Hiermee zijn voor symmetrische matrices alle mogelijkheden uitgeputo 
Gevallen, waarin meer dan twee in absolute waarde gelijke eigenwaarden 
optreden gaan volkomen analoogo Bij asymmetrische matrices kunnen 
complexe eigenwaarden optredeno 
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Dan is met A1 ook r1 een eigenwaarde 9 en deze hebben dezelfde absolute 
waardeo ·rn dit geval convergeert de matrix maal vector iteratie niet0 
308 Verschuiving van de oorsprong 
Men kan trachten de convergentie te versnellen door de oorsprong te 
verschuiven,doWoZo in plaats van met A itereert men met A-pI 9 voor 
geschikt gekozen Po 
Deze matrix heeft immers dezelfde eigenvectoren, terwijl de eigenwaarden 
met p verminderd zijno Met behulp van verschuiving kan men bovendien 
zowel de grootste als de kleinste eigenwaarde bepalen, zonder de hulp van 
deflatie of orthogonalisatie in te roepeno 
3o9 Practische toepassing 
Voordeel van de matrix maal vector methode is, dat de formules 
eenvoudig zijno Nadeel is 9 dat convergentie zo langzaam isj) als eigen-
waarden dicht bij elkaar liggeno 
Bij :ttJatrices van enige omvang zal men dan ook de methode slechts 
gebru:ill:en voor het vinden van een betrekkelijk klein aantal eigenwaardeno 
Voor grote matrices met overwegend nullen kan de methode aantrekkelijk 
zijn, omdat zij van deze nullen kan profiteren (zie 306 orthogonalisatie)o 
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Opgaven 
104 a) Schrijf een procedure, die de dominante eigenwaarde met 
eigenvector berekent van een gegeven matrixa 
b) Schrijf een volledig ~rogra.mma, dat met behulp van_deze 
procedur,e en met verschuivingvande oorsprong de grootste 
en kleinste eigenwaarde met eigenvector berekento 
105 a) Schrijf een procedure, die de deflatie volgens Hotelling 
uitvoert bij gegeven symmetrische matrixo 
106) 
b) Schrijf een programma 9 dat van een gegeven symmetrische 
matrix een zeker aantal meest dominante eigenwaarden en 
bijbehorende eigenvectoren berekento 
Bereken met de matrix maal vector methode en orthogonalisatie 
deco) de eigenwaarden en -vectoren van de volgende matrices 
co 30 20) (1.5884 103314 .5811) 30 20 15 11 103314 -1 .0438 -08368 0 
20 15 12 ,5811 -.8368 =03146 
(in 3 
107) Bereken met de matrix maal vector methode en Hotellings deflatie 
de eigenwaarden en eigenvectoren 11 in 3 decimaleni!J van 
420 210 140 105) 210 140 105 84 
140 105 84 70 
105 84 70 60 I 
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4o Methode van Jacobi 
4oO Inleiding 
Deze methode is speciaal voor symmetrische matrices en is erop gericht 
tegelijk alle eigenwaarden en eigenvectoren op te levereno 
De methode is een iteratie, waarbij de iterates nu zijn matrices 
A= A(O), A(l) s A{ 2 ), ooo o Elke iteratie-stap is een orthogonale 
gelijkvormigheids-transformatie~ 
waarbij Rk een orthogonale matrix van eenvoudig type iss namelijk 
een vlakke rotatieo 
Vanwege de gelijkvormigheid blijven de eigenwaarden invariant en 
omdat Rk orthogonaal is blijven de iterates symmetrischo 
Wanneer een iterate A(m) in voldoende precisie een diagonaal-matrix is, 
is het doel bereikt; de eigenwaarden van A zijn dan de diagonaal-ele-
menten van A(m) en de eigenvectoren worden verkregen als de kolommen 




. ooo R 10 m-
Een vlakke rotatie Rk wordt bepaald door drie gegevens, namelijk twee 
indices pen q 9 aangevend dat de draaiing plaats vindt in het vlak door 
de eenheids-vectoren ep en e
4
, en een draaiingshoek 0o De matrix Rk 




cos e -sin e 
1 
' ' ' I 1 sin e cos e 
1 j ' '- ' 1 





PP qq qp pq t(Rk) = (Rk) = cos 0, (Rk) = -(Rk) = sin 0, (Rk) .. = 1 voor i # p,q, (Rk) .. = 0 voor alle andere i en J 11 1J 
De matrix R;
1 
= ~ wordt blijkbaar verkregen door sin 0 en -sin 0 
-1 te verw~sseleno Vanwege de eenvoudige gedaante van Rk en Rk worden 
in de k-de iteratie-stap slechts de p-de en de q~de rij en kolom 
van A(k) gewijzigdo 
Voor i I p~q geldt 
(k+1) a. = (A{k)R ). = a~k)cos 0 + 
(k) a. sin 0 = 
(k+1) a . ip kip ip iq pi 
4oOo3 
a~k+1) = (A(k)R ). =-a~k)sin 0 + (k) cos 0 = a(~+1) a. k iq iq ip iq qi 
Blijven nog over de 4 elementen 9 waarvoor be~de.indices p of q Z1Jng 
(k+1) (k) 2 + a(k) . 2 0 + a(k) sin (20) a = a cos 0 sin 
PP pp qq pq 
4oOo4 (k+1) (k) . 2 e + a(k) 2 0 -a(k) sin (20) a = a sin cos qq PP qq pq 
a (k+1) = 1(a(k) - a(k)) sin (20) (k) (r+1) + a cos (20) = a pq 2 qq PP pq qp 
We willen uiteindelijk een diagonaal-matrix krijgen, moaowe de niet-
diagonale elementen moeten nul wordeno Daarom maken we in de k-de 
stap het element a(k+1 ) gelijk aan nul. 
pq 
Deze voorwaarde bepaalt de draaiingshoek 0, namelijk 
Hierbij zullen we 0 altijd zo kiezen, dat 101 ~ n/4 en als a(k) 
PP 
nemen wee=±. n/4o 
= a 
Het proces is iteratief, omdat elke stap de eerder geintroduceerde 




4o1 De berekening van cos en sin 
In feite hebben we niet de hoek 0 nodig, maar cos 0 en sin 0o Ter 
afkorting schrijven we 




tan (20) = A/µo 
(k) a = µ. 
qq 
Omdat we 0 zo kiezeni dat 101 ~ n/4, zijn cos 0 en cos (20) minstens Oo 
Daarom nemen we in de volgende formule de absolute waarde vanµ en na-
tuurlijk de positieve wortelo Dus 
cos (20) = lµl/✓ A2 + µ~, 
sin (20) = A sgn {µ)/JA
2 + µ2 , 
waarbij sgn (µ)=ifµ> 0 then 1 else -1o 
Hieruit vinden we dan 
4c 1 o 4 cos 0 
1+cos(20) =VH1 + lµI 2 V 2 A + 
4o1o5 sin 0 
sin {20) A s~n {µ) = = 2 cos 0 V 2 2, 2 A+µ cos 0 
., 
2• ) ' µ 
0 
Op deze wijze vallen nergens cijfers weg en krijgen we dus een 
behoorlijke relatieve precisie, ook als 0 in de buurt van O ligto 
In tegenstelling tot sommige andere iteratie-processen, is hier van 
meet af aan een behoorlijke precisie nodigo 
Hierna voeren we de transformatie uit met behulp van (4oOo3) en (4oOo4), 
(k+1) behalve wat betreft a die we natuurliJ0 k zonder meer O stelleno 
pq ' 
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4o2 Convergentie en strategie 
Omdat we naar een diagonaal-matrix streven, is het van belang voor de 
iterates een maat te hebben, die aangeeft hoever we van dit doel ver-
wijderd zijno Hiertoe beschouwen we de grootheid 
4a2a0 11 = I (a~~) )2 k 
1~i<j~n l.J 
en gaan nu na hoe nk+1 eruit zieto De enige elementen, die veranderenj 
zijn die in de p-de en g_-de rij en kolomo Uit (4aOa3) volgt 
( (k+1) )2 a. + 
l.p 
D ht . 1 t d t . d . k b i"s a(k) us e enige e emen, a in nk veran ering an rengen a 
Omdat deze O wordt 9 geldt blijkbaar 
MoaoWo in elke Jacobi-stap boeken we een winst (a(k)) 2o pg_ 
Er zijn nu 3 strategieen mogelijko 
pg_ 
a) Bepaal pen g_ in elke stap zodanig, dat la(k)I maximaal iso . pg_ 
Dan is de winst in deze stap zo groot mogelijko Nadeel is, dat het 
zoeken van het maximale element te veel tijd kosto 
b) Werk alle niet-diagonale elementen af in een vaste volgordeo 
Om tijd te sparen, is het echter van belang kleine elementen voor-
lopig te negereno Vandaar de volgende tactieko 
c) de drempel-strategie 
Werk alle niet-diagonale elementen af in vaste volgorde, maar doe de 
transformatie alleens als la(k)I >drempela Als alle niet-diagonale pg_ -
elementen in, absolute waarde kleiner dan de drempel blijken te zijn, 
wordt de drempel verlaagdo Dit wordt herhaald 9 totdat de drempel 
klein genoeg is en alle niet-diagonale elementen eronder liggeno 
Deze strategie levert altijd convergentie opo Immers voor vaste 
drempel hebben we 
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Dus na een eindig aantal stappen moeten alle niet-diagonale elementen 
onder de drempel liggen, omdat anders n negatief zou wordeno 
We kunnen dus onder elke willekeurig kleine drempel komen 5 moaoWo 
het proces convergeert altijdo 
Als alle eigenwaarden verschillend zijn, is de convergentie kwadratischo 
4o3 Voorbeeld (van Wilkinson [29} Po 274)0 
Wegens de symm~rie schrijven we alleen de bovendriehoeken opo 




= 2~ tan (20) - 2 x o2165 
q - 06532-04105 ~ cos 0 = 08628, sin 0 = 
(°7800 0 
A(l) =\ .2836 o005J 00029 
02132 
( 2 X 00053 = 3, tan 20) =--~--,cos e = 100000 5 sin 0 = 





p = 2, q 
2 X 00029 











De matrix X der eigenvectoren is gelijk aan het product der trans-





, dan moeten we de eerste kolom hiervan 
hebben, dus x1 = Xe1 = R0R1R2e 1o Dit berekenen we het handigst door 






5o Schets van enige andere methodes 
500 Householders transformatie 
Veel methodes beginnen met een gelijkvormigheidstransformaties die de 
matrix ir. een prettige vorm brengto Deze transformatie is dan niet 
iteratiefi maar behelst, bij gegeven orde 9 een vast aantal stappen. 
Op deze wijze is niet de diagonaalvorm bereikbaar, maar wel de tri-
diagonaalvorm, doWoZo alleen de hoofddiagonaal en de 2 aanliggende 
nevendiagonalen bevatten niet-nul elem.enteno 
Transformatie van symmetrische matrices 
Bij symmetrische matrices past men altijd orthogonale transformaties 
toe, omdat alleen deze de symmetrie handhaveno Men kan voor het berei= 
ken van de tridiagonaalvorm vlakke rotaties gebruiken (methode van 
Givens)o Beter en sneller is Householders transformatie, die bestaat 
uit n-2 transformaties van de gedaante 
waarbij Pk orthogonaal en symmetrisch is ,( dus P; 1 = 
uitziet als volgt 
Deze matrix is blijkbaar symmetrisch en als de vector wk genormeerd is 
op lengte 1 9 is zij bovendien orthogonaalo 
De vector wk begint met k nullen, moaoWo 
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en wordt zo gekozen, dat in de k=de kolom (en vanwege de symmetrie dus 
ook in de k-de rij) de gewenste nullen ontstaano Nullen geintroduceerd 
voor lagere waarden van k blijven hierbij intact en zo ontstaat na 
n-2 stappen de tridiagonaalvormo 
Transformatie van niet-synunetrische matrices 
Als de matrix niet symmetrisch is$ is Householders transformatie ook 
heel geschikto De nullen ontstaan nu echter slechts aan een kant van 
de diagonaal en de vorm~ die ontstaat is de bijnadriehoeksvorm oftewel 
Hessenbergvorm, doWoZo de niet-nul elementen komen slechts voor in de 
boven= of onder-driehoek en de aanliggende nevendiagonaalo 
Voor asymmetrische matrices bestaat ook een niet-orthogonale transfor-
matie naar Hessenbergvorm; deze verloopt sneller dan Householders 
transformatie. 
Heeft men eenmaal de Hessenbergvorm, dan kan men deze eventueel nog 
verder reduceren tot een (niet-symmetrische) tridiagonale vormo Dit 
proces is numeriek minder stabiel en het is daarom raadzaam dit in 
I 
extra precisie uit te voereno 
5o1 Berekening der eigenwaarden 
Heeft men de matrix getransformeerd in een gelijkvormige matrix van 
speciale gedaante, nlo tridiagonaal of bijna driehoeksj dan gaat men 
hiervan de eigenwaarden berekenen met een of ander iteratief proces 
ter bepaling van nulpunten (zie hoofdstuk 5)o 
Het voordeel van de speciale gedaante is, dat de berekening der functie-
waarden, in dit geval de waarden van de karakteristieke determinantj 
aanzienlijk sneller gaato Voor een willekeurige matrix van de orde n 
is het aantal bewerkingen, nodig voor het berekenen van de determinant, 
evenredig met n3o Heeft de matrix de tridiagonaalvorm of de Hessenberg-
vorm, dan is dit aantal evenredig met n respectievelijk n2o Dus voor 
grote n betekent dit een aanzienlijke tijdbesparingo 
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Eigenwaarden van symmetrische matrices 
In het symmetrische geval levert Householders transformatie een tri-
diagonale matrix 
a, b1 0 ' b1 a2 ' ' 5o1o1 s ' ' ' = ' ' ' ' ' ' ' ' 'b 0 ' ' n-1 'b ' 
n-1 'a n 
Het karakteristieke polynoom det(AI - S) wordt berekend met de 
recursie-formuleg 
·f = 1 
0 
fo(A) is juist gelijk aan det(~I - So), waarbij So de submatrix van de 
1 1 1 
orde i in de linkerbovenhoek van S iso 
Dus f (A)= det(AI - S) is de gevraagde functie-waardeo Bovendien n 
hebben we de volgende 
5o1o3 Stelling van Givens 
Als in matrix Salle nevendiagonaal-elementen bo ongelijk aan 0 zijni 
1 
dan vormt de rij f 0 , f 1(A) 5 000 9 fn(A) een Sturm-rij, doWoZo het aantal 
eigenwaarden van S groter dan A is gelijk aan het aantal tekenwisselingen 
in deze rij$ mits f (A)~ 0o 
n 
Deze stelling is_een belangrijk hulpmiddel voor de berekening der eigen-
waardeno Men vormt steeds kleinere intervallen met behulp van bisectieo 
Heeft men eenmaal een interval gevonden, waarin blijkens de tekenwisselingen 
in de Sturm-rij precies ~~n eigenwaarde zitj dan kan men deze bepalen 
met de veilige regula falsi (zie pago 156 en AP 230 pago 158)0 Bij een 
meervoudige eigenwaarde vindt men zoijn interval nieti maar dan levert 
biseotie de eigenwaarde met zijn multipliciteito 
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Eigenw~arden van niet-symmetrische matrices 
In het asymmetrische geval levert Householders transformatie een 
Hessenbergmatrix H opo De karakteristieke determinant van H kan bvo 
met eliminatie worden berekendo Men kan de eigenwaarden berekenen 
met de gevaarlijke regula falsi, indien men weet dat alle eigenwaarden 
reeel zijn of anders met Mullers methodeo 
5o2 Berekening der eigenvectoren 
Heeft men eenmaal een benaderde eigenwaarde A gevonden, dan kan men 
de eigenvectoren berekenen door het betreffende stelsel op te losseno 
Men kan zo nodig de eigenvector nog verbeteren door inverse iteratieo 
DoWoZo als u een schatting van een eigenvector van A is, dan berekent 
men een nieuwe schatting v door op te lossen 
(A - AI)v = Uo 
Ondanks het feit, dat A - AI bijna singulier is, is v meestal veel 
beter dan u 9 Neemt men hier voor A de getransformeerde matrix S of H, 
dan vergt deze berekening veel minder rekenwerk dan voor een volle 
matrixo Wel moet men dan de gevonden eigenvector v terugtransformeren 
tot een eigenvector x van de oorspronkelijke matrix. Dit geschiedt 
door de vector successievelijk voor te vermenigvuldigen met de 
transformerende matrices, evenwel in omgekeerde volgordeo Dus voor 




108) Schrijf een Algolprogramma, dat de eigenwaarden en eigenvectoren 
van een symmetrische matrix perekent volgens de methode van 
. . 
Jacobio Het programma meet inlezen de gewenste precisie epss 
de orde n 9 en daarna de matrixa 
109) Bereken de 2e en 3e eigenvector van de matrix uit voorbeeld 4a3a 
110) Bereken de coefficienten der karakteristieke vergelijking en de 






De eigenkolommen moeten zo worden genormeerd, dat het absoluut 
maximale element 1 iso De elementen van de gegeven matrix zijn 
exacto De vereiste precisie is 5 cijfers (relatieve precisie) 
voor de eigenwaarden en 5 decimalen (absolute precisie) voor de 
vectoreno 
111) Bereken met de matrix maal vector methode en Hotellings deflatie 









begin co:rrrment R 1086 Progr. M.Fretin 270166. Eigenwaarden en -vectoren 
van symm.ma:trices volgens methode van Jacobi. Het gebruikt Alg. 85 van 
Th.E.Evans, Co:mrJ1.ACM. 5(1962)p.2o8 behoudens enige wljzigingen, vooral 
in de dre~pel-strategie. Op geta.lband moet staan precisie EPS, dan de 
:matrices als onderdJ:iehoek voorafgegaan door de orde, en tenslotte O; 
integer N,B 3 C3 i 3 j 3 count;real EPS; 
procedure JACCIBI(A,s,n,r~o};value n,rho;integer n;~ rho;array A,S; 
begin integer i,j,p3 q3 ind; 
real norm.1 3 norm2,thr,cos2t,sin2t,sintacost,int1,v1,v2,v3,mu,sq; 
~i:=1 step 1 until n do for j:=1 step 1 until n do 
begin if i""j then S[i,j]-r;;;17oelse S[i,j]:=S[j,i]:=0.0 end; 
ind:=count:=0;1.nt'1:=0; - -=--
for i:=1 step 1 until n do for j:=1 step 1 until i do 
Ml :=if abs(A[i,j J )>int1then abs(A[i,j]) else int TT norml :=intl; 
MAIN: int 1:=0; - ........_ 
for i: 3 2 step 1 until n do for j:=1 step 1 until i-1 do 
Int1:= if°'abs(A[J,j]) >int1then abs(A[i,j]) else intTT 
norm2:=intl/norm1;if norm2<rho then goto END1;thr:=0.1Xnorm2; 
MAIN 1 : count: =count + TT --=- -
for q:=2 step 1 until n do for p:=1 step 1 until q-1 do 
begin if abs(A[p,qJ)> thrt'iieii - -
begin ind:=1 ;vl :';°A[p.,pJ; v2:=A[R-!q]; v3 :=A[q,q]; 
mu:=0.5x(v1-v3);sq:=sqrt(v2}2 + ~); 
sin2t:=(if mu>O.O then v2 else -v2)/sq;cos2t:=abs(mu)/sq; 
cost:=sqrt(o.5x(1+cos2t));s'Iiit:=sin2t/(2Xcost); 
for i:=1 step 1 until n do 





fur i:=l step 1 1L~til n do 
b (g 0 A[p,i J :=A[i,p];A[q;i] :=A[i3 q] ~; 
p,p]:= vlXcost4'2+v3Xsint.{2+v2Xsin2t; 
A[q,q]:= v1Xsint,t.2+v3Xcost42-v2Xsin2t; A[p,q]:=A[q,p]:=O.O; 
end end; 
iliiid:"1 then begin ind:=O;goto MAIN1 end else 
= if thr>rho then goto MAIN; ~ -
ENDl: ~ =~ 
end JACOBI; 
BEGIN:EPS:=read;RUNOUT; DEBUT:N:=read;if N =O ~ goto END; 
begin array M.,P[1:N,1:N]; 
for i:=1 step 1 until N do for j:=1 step 1 until i do 
M[i,j]:=M[j,i] :=read;JACOBI{M.,P,N.,EPSJ;PUNLCR; -
FIXP(3,0,N);PUSPACE(3);FIXP(3,03 count);PUNLCR;B:=1;C:=7; 
IN: if N>C ~ goto PRI else C:=N; 
PRI:!£!: i:=B step 1 until C 2;2, FIDP(12.,3,M[i,i]);PUNLCR;PUNLCR; 
for i:=1 step 1 until N do 
begin for-=:rr=B step l until C do FIDP(12,3,P[i.,j]);PUNLCR end; 





Hoofdstuk 7o Gewone differentiaal-vergelijkingen 
Oo Inleiding 
Een vergelijking is een gelijkheids-relatie, waarin een of meer 
onbekende groot~eden voorkomeno De opgave daarbij luidt voor iedere 
onbekende een, enige of alle mogelijke waarden te vinden 9 die de 
relatie in een identiteit overvoereno De onbekende grootheden kunnen 
zijng 
a) reele (of complexe) getalleno In dit geval spreken we van een 
getal-vergelijking; deze kan zijn lineair, algebraisch of transcen-
dento 
b) vectoren of matriceso In dit geval hebben we een vector- respec-
tievelijk matrix-vergelijkingo 
Zie bijvoorbeeld in hoofdstuk 4 de vector-vergelijking (1o1) en de 
matrix-vergelijkihgen (5o0o1) en (6oOo1)o 
c) reele functies·van een (of meer) reele veranderlijkeno In dit geval 
spreken we van functie-vergelijkingeno 
Hiertoe behoren de differentiaal-vergelijkingen 9 dat zijn functie-
vergelijkingen waarin een of meer afgeleiden van de onbekende functie 
voorkomeno Wij beperken ons tot gewone (dat is niet-partiele) differen-
tiaal-vergelijkingeno Dan is de onbekende functie y een functie van een 
veranderlijke x en de voorkomende afgeleiden zijn gewone afgeleiden 
naar Xo De algemene gedaante van een gewone differentiaal-vergelijking 
luidt dus 
( ) dy(x) d(n)y(x))-F(x9y X D dx 9 0009 ---- - Oo 
dxn 
Een oplossing van deze vergelijking is een functie y(x), waarvoor 
deze relatie identiek geldt voor alle waarden van x gelegen in een 
zeker intervalo De orde van de hoogste voorkomende afgeleide heet 
de~ van de differentiaal-vergelijkingo· De differentiaal-verge-
lijking (Oo1) heet lineairi als F lineair is in yen alle voorko-
mende afgeleideno 
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Dus de algemene gedaante van een n-de orde lineaire differentiaal-
vergelijking is 
waarbij de coefficienten a0 i ooo, an en b gegeven functies van x 
zijno 
Eerste orde'differentiaal-vergelijkingen 
De algemene gedaante van een differentiaal-vergelijking van de orde 1 
is blijkbaar 
Liever schrijven we i expliciet als functie van x en y, wat altijd 
wel mogelijk isi en krijgen dan als algemene gedaante~ 
Ter illustratie beschouwen we nu lineaire eerste-orde vergelijkingen, 
die dus de algemene gedaante hebben 
waarbij a en b functies van x zijne 
Belangrijke bijzondere gevallen zijn 
) ... ~ a a= 0 1 dus de vergel1Jk1ng dx = bo 
De oplossingen zijn y(x) = fb(x)dx + C. 
b) b = 0 9 dus ~ = aye · 
De oplossingen hiervan zijn y(x) = C exp (Ja(x)dx)o 
Als a en b geen van beide nul zijn, kan het aanzienlijk ingewikkel-
der worden (zie bv. [1](doiG Modern Computing Methods) pago 80)o 
In deze bijzondere gevallen zien we, dat de differentiaal-vergelijking 
wordt opgelost door het berekenen van onbepaalde integraleno Naar aan-
leiding hiervan heeft het woord "integreren" cie ruimere betekenis ge-
kregen van "oplossen van differentiaal-vergelijkingen" en de verkregen 
oplossing heet dan ook "integraal" van d~ differentiaal-vergelijkingo 
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Grafische methode voor het integreren van een eerste orde vergelijking 
Een eenvoudige manier om inzicht te krijgen in de gedaante van de inte= 
gralen van een differentiaal-vergelijking is het tekenen van de iso-
klienent dat zijn lijnen van gelijke hellinga Voor de differentiaal-
vergelijking y 8 = f(x,y} zijn de isoklienen de lijnen die voldoen 
aan f(x 9y) = constanta Op een dergelijke lijn is dus de helling y 0 
constanta Men kiest zoveel waarden voor de constante 9 dat de isoklienen 
voldoende dicht bij elkaar liggena 
Een manier van oplossen is~ start in een punt (x0 , y0 ) gelegen op een 
isoklien en ga met de bijbehorende helling y 8 verder totdat een andere 
isoklien bereikt wordt, ga dan met de nieuwe helling verder, enza 
Beter nog is het, tussen twee isoklienen een gemiddelde helling te 
nemeno 
Voorbeelda(Uit Hamming, paga 184)a Gegeven de differentiaal-vergelij-
• 1 2 2 . kl' 2 2 C . . . . . .. king y = X yo De 1SO 1enen X - y = Z1Jn gel1JkZ1Jd1ge hyper-
bolen, die voor C = 0 ontaarden in het lijnenpaar x =!Ya 
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Men ziet dat met ieder startpunt een nieuwe oplossing cor,respondeerto 
Men kan een oplossing van (Oo4) vastleggen door het geven van xO en 
een bijbehorende beginwaarde yO = y(xO)o Men heeft dan een zgno 
beginwaarde-probleem van de orde eeng 
Een beginwaarde-probleem van de orde n heeft als algemene gedaante 
0 0 0 S, 
0 
0 
waarbij xO, yO, y 19 ooo , y0 _ 1 gegeven getallen zijno 
Deze extra condities leggen, ender vrij alge~ene voorwaarden, de op-
lossing eenduidig vasto 
Veel lastiger probleem, zgno randwaarde-problemen, ontstaan als in 
de extra condities tunctiei--waarden en waarden van de afgeleiden voor-
komen in meer dan een punt~ 
Wij zullen ans voqrlopig beperken tot beginwaarde-pr?blemeno 
Opgaven 
112) Integreer de differentiaal-vergeliJking 
yY = x2y + 5x2 a 
A 
• • • • g 2 anwiJzing~ inte~reer eerst het homogene deel y = x y, vervang 
in de oplossing_hiervan de integratie-constante c door een functie 
c(x) en bepaal c(x) zodanig 9 dat aan de gegeven vergelijking 
wordt voldaana 
113) Integreer evenzo de differentiaal-vergelijking 
-2x yff = Y + e 
114) Bereken in 5 decimalen de oplossing van de volgende stelsels 























het volgende stelsel op met 
decim.alen nauwkeuriga 
x, + 10x2 + X3 = 
2x1 + 20x3 
+ X4 = 
3x2 + 30x5 
+ 3x6 == 
1ox, + x2 x6 = 
2x4 2x5 + 20x6 = 




















Inte:rmezzo over functies van twee veranderlijken (pago 216A-D) 
Gaat men een functie van meer dan een veranderlijke differentieren, 
dan zal men moeten aangeven, naar welke veranderlijke men differen-
tieerto De andere veranderlijken worden daarbij constant gedacht en 
men spreekt van partiele afgeleidena Nauwkeuriger gezegd~ 
Definitiea De partiele afgeleiden van een functie g = g(x,y) worden 
gedefinieerd als volgt~ 
g =cg= 1 . g(x 1y+k) - g(x 1y) 
y cy defa ~~ k 
Hiernaast te spreken van de gewone afgeleide * heeft alleen zin, 
als y een functie van x isa Scrijven we deze functie als y = y(x), 
dan geldt 
~ = lim g(x+h 2y(x+h)) -
dx h+-O h 
Het verband tussen deze gewone afgeleide en de partiele afgeleiden 
wordt vastgelegd in de volgende 
Stelling. Als in een zeker gebied van het (x,y)-vlak de partiele 
. . . . . .2:l. afgeleiden g en g bestaan en continu ziJn en als bovendien dx 
X y 




~ = 1 . g(x+h 5y(x+h)) - g(x 2y(x)) = dx im h 
h+O 
= lim g(x+hwy(x+h)) = g(x+hmy(x)) + 
h~O h 
216B 
De tweede limiet is kennelijk gelijk aan g (x,y); de eerste limiet 
X 
is volgens de middelwaarde-stelling (wegens het bestaan van gy) 
gelijk aan 
g (x+h,p(h)) {y(x+h) - y(x)) 
lim -~----------~---
h+-0 h 
waarbij p(h) een punt tussen y(x) en y(x+h) iso Wegens de continuiteit 
van y(x) convergeert p(h) naar y(x) en de limiet is dus gelijk aan 
lim g (x+h,p(h)} x lim ri_x+h) ~ y(x) = gy(x,y) x ~dx 
h+-0 y h+-0 h 
waarmee de stelling bewezen is. 
Hogere afgeleiden 
De partiele afgeleiden g en g zijn ook functies van x en yen hier-x y 
van kunnen we dus weer de partiele afgeleiden vormen, mits de betref-
fende limieten bestaano 
Zo hebben we 
a2 a a 
gxx = !...S. = -;;-x (~x)' dX2 defo O 0 
a2 a ~ g = ~ = def o -- ( ) enz o xy axay ay ax' 
Hierbij is van belang de volgende 
Stellinao Als in een zeker gebied van het (xsy)- vlak de partiele 
afgeleiden g en g__ beide bestaan en continu zijn, dan zijn zij xy -yx 
aan elkaar gelijko 
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Bewijso 
g (x,y+k) - g (x,y) = lim _x ______ x__ _ 
k+O k 
= lim lim [g(x+h,y+k) - g(xfly+k)] - [g(x+h,y) - g(x,y)] 
~o~o ~ 
0 
Volgens de middelwaarde-stelling toegepast op g(x+h,y) - g(x,y), 
opgevat als functie van y, is dit gelijk aan 
waarbij O < 01 < 1. 
Nu passen we op gy(x,y+8 1k), opgevat als functie van x, weer de 
middelwaarde-stelling,toe en vinden dan dat deze limiet, voor 
zekere 02 tussen Oen 15 gelijk is aan 
lim lim gyx(x + e2h, y + 81k)o 
k-+-0 h+O 
Deze limiet is wegens de continuiteit van g gelijk aan g (x,y), yx yx 
waarmee de stelling bewezen iso 
Met behulp van deze stellingen vinden we de hogere gewone afgeleideno 
Passen we dit toe op de differentiaal-vergelijking y~ = f(x,y), 
dan krijgen we 
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df 
Y" - - f + ff - dx - X y 0 
= L cf + ff ) + f L < f + ff ) ax x y ay x y 
= f + ff +ff + ff + f 2f 
XX yx X y xy yy 
= f xx + 2ff xy +ff + ff
2o 
X y y 
+ ff2 
y 
Deze formules worden gebruikt voor het opstellen van de Taylor-reeks 
van y(x). Zie hieronder (1o1o2) en (1o2o10)o 
Opgave 
116) Bereken bij de differentiaal-vergelijking yff = f(x,y) alle 
partiele afgeleiden van f van de orde een en twee en de afge-





2 + 7xy 
b) x - y 2 
c) 1/(x + y) 
3 2 d) x - 11x y + cos(x)o 
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1o Numerieke oplossing van beginwaarde-problemen 
1o1 Taylor-reeks methode 
Zij gf;!geven het begin-waarde probleem 
1o1o0 {
Yu = f(xiy) 
y(xo) = Yo 
Wij willen nu weten y(x0 + h) en ontwikkelen hiertoe yin een 
Taylor-reeks 
h2 hm 
y(xO+h) =y(xO) +hyu(xO) +2y"(xO) +ooo+m! y(m)(xO) + 
+ ,::~)~ f(m+1)(~), 
waarbij ~ tussen x0 en x0+h ligto 
Uit het gegeven probleem (1o1o0) volgtg 
y(xo) = Yo 
yi(xo) = f(xo,Yo) 
en algemeen 
Y
(k+1) (x ) = [dk f( )7 
o l~k x'i)y Jx=xo, Y:Yo. 
Op deze wiJze berekenen we de afgeleiden tot en met een zekere orde m 
en verkrijgen daarmee een benadering voor y(x0+h) volgens (1o1o1)o 




De orde van een integratie-formu.le is per definitie een lager dan de 
h-exponent in de fout-termo Dus de orde van form.u.le (1o1o1) is gelijk 
aan mo 
NaBo Verwar niet orde van een formule met orde van een differentiaal-
vergelijkingo 
In het bijzonder hebben we de eerste orde formule 
Deze formule wordt ook wel formule van Euler genoemdo 
En de tweede orde formule 
2 
y(xO + h) = yO + hf(xO,yO) +: y"(xO) + O(h3) 
Heeft men zo y(xO + h) berekend voor h = hO_, dan bepaalt men uitgaande 
van x1 = xO + hO en y 1 = y(xO + hO) vervolgens y2 = y(x1 + h1), waarbij 
h1 niet gelijk aan hO behoeft te zijno 
Zo voortgaande zetten we telkens een stapje van (variabele) grootte ho 
1 
en berekenen voor het argument xi+ 1 =xi+ hi de waarde van y met 
behulp van de Taylor-ontwikkeling in het punt Xoo 
1 
Voorbeelda Los op met form.ule (1a1a5) en h = Oo1 het beginwaarde-
probleemg 
yi = -2xy2 , y(O) = 1, exacte oplossing y(x) = 1/(1+x2 )o 
Dan geldt dus ~ 
2 
Y11 : -2y - 4xyyll o 
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X y yo y"/2 fout x103 
oO 10000 oOOO =10000 0 
0 1 0990 -o 196 - 0941 0 
o2 0961 -0369 - a782 -1 
o3 0916 -0503 - 0562 -1 
o4 0860 -a592 - a332 -2 
o5 a798 -0637 - 0129 -2 
a6 0733 =0645 + 0030 -2 
o7 0669 -0627 + 0139 -2 
08 0608 -◊592 + 0206 -2 
a9 0551 -0546 + 0238 -1 
LO 0499 -1 
Ter controle kan men ook een stap terug doen, moaaWo h door -h 
vervangena Bijvoorbeeldg 
y(Oo4) = 0 o 798+OoO637-OoOO129 ~ .86Oo 
Voor- en nadelen 
Het voo:rdeeJ. van de Taylor-reeks methode is" dat men in elke stap 
de stap~engte h vrij kan kiezen. Opeenvolgende stappen zijn slechts 
verbonden door de functie-waarde, die het resultaat is van de voor-
,afga~nd~ en het beginpunt is voor de volgende stapo Dit soort methodes 
heten een-stap methodes. 
Hiernaast bestaan zgno meer-stap methodes, die in elke stap voor het 
berekenen van een nieuwe functie-waarde, meer dan een voorafgaande 
functie-waarde nodig hebbeno Een eenvoudige formule van dit type wordt 
verkregen door van (1o1o5) de overeenkomstige £ormule voor y(x0 .!, h) 
af te trekkeng 
2 
y(xO-h) = Yo - hf(xO1lyO) + ~ y"(xO) + O(h
3 )a 
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De formule die dan ontstaat is van de orde twee en luidtg 
Vergelijken we deze formule met (1o1o4), dan zien we, dat beide 
formules een gelijke hoeveelheid rekenwerk vergen terwij_l de orde 
van (1o1o7) een hoger iso 
Deze formule heeft echter twee voorafgaande functie-waarden y(x0) 
en y(xO-h) nodig, zodat,in opeenvolgende stappen de staplengte h 
niet zonder meer gewijzigd kan wordeno Later komen we op de meer-
stap formules terugo 
Het nadeel van de Taylor-reeks methode is, dat voor de formules van 
de orde < 1 afgeleiden van de rechter-functie f(x,y) nodig zijno 
Deze afgeleiden worden bij hogere orde meestal ingewikkeldo 
Een hogere orde Taylor formule is daarom slechts bruikbaar ofwel 
voor zeer eenvoudige differentiaal-vergelijkingen ofwel om een rij 
start-waarden voor een meer-stap formule te berekeneno De eerste 
orde formule (1o1o4) is wel altijd bruikbaar, maar heeft het nadeel, 
dat de gebruiker een kleine staplengte moet kiezen om nog een rede-
lijke precisie te bereikeno 
1o2 Runge-Kutta methodes 
Deze methodes hebben enorme belangstelling ge~regen sinds de op-
komst van de automatische rekenmachineso Ze zijn van het een-stap 
type en hebben dus het voordeel, dat de staplengte h vrij kiesbaar iso 
Een ander voordeel is, dat ze geen afgeleiden van de rechterlid-functie 
nodig hebben en desondanks een redelijk hoge orde kunnen hebbeno 
Wij beschouwen weer het eerste orde beginwaarde-probleem (1o1o0)o 
Het idee van Runge en Kutta is de rechterlid-functie f(x,y) te 
berekenen {n enige punten van het (x,y)-vlak gelegen in de buurt van 
(x0 ,y0 )o Van deze f-waarden wordt dan een lineaire combinatie genomen, 




1 o2o 1 
waarbij 
en algemener voor i = 1(1)p-1 
k. = hf(x0 + m.h, Yo+ l. 0k0 +ooo+ 1 .. 1k. 1 ) J. J. l, l.l.- l.-B 
Het getal p heet de rang van de Runge-Kutta formule en geeft aan 
hoe vaak in een stap de rechterlid-functie berekend meet wordeno 
De rang is dus een maat voor de hoeveelheid rekenwerk, mits het 
rechterlid f{x,y) niet al te eenvoudig iso Bij gegeven rang p 
worden de coefficienten a., m. en 1 .. nu zo gekozen, dat de orde 
l. l. l.J 
van de formule zo hoog mogelijk wordto Hiertoe wordt de Runge-Kutta 
formule (1.2o1) vergeleken met de Taylor-ontwikkeling van y(x
0
+h). 
Stemmen zij overeen tot en met de m-de term van de Taylor-reekst moaoWo 
. m+1 . is de fout van de orde h , dan is de Runge-Kutta formule van de orde 
m (vgl. definitie 1o1o3). Het bepalen van de maximale orde m bij gege-
ven rang pen het berekenen van bijbehorende waarden van de coeffi~ 
cienten a., m., 1 .. leidt bij hogere waarden van p to~ lastige stelsels 
l. l. l.J 
algebraische vergelijkingen. Wij zullen alleen lage p-waarden beschouwen 
en enige voorbeelden geven. 
Wij hebben hierbij nodig de formule van de Taylor-reeks voor een functie 
met twee variabelen (vglo pago 169)~ 
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Rang p = 1 
In dit geval bestaat ~y uit slechts ~~n term a0k0 
en om overeenstem-
ming met de Taylor-reeks te krijgen moet natuurlijk a
0 
gelijk aan een 
zijno We krijgen dus als resultaat formule {1o1o4) van de orde eena 
Rang p = 2 
In dit geval hebben we 
Hierm.t volgt met behulp van ( 1 o2o3), waarin we h door m
1
h en k door 
1 10hf(x0 ,y0
) vervangeng 
waarbij fen de partiele afgeleiden worden genomen in het punt (x0 ,y0 )o 







= 1 10 0 Verder kunnen we m1 
willekeurig 1 0 kiezen en vinden dan 
als algemene oplossing 
a = 1 - a a 0 1 
De h3-term blijkt niet in overeenstemming met de Taylor-reeks te maken 
te zijn~ zodat de hoogst bereikbare orde in dit geval 2 isa 
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Voor de hand liggende keuzen van m1 en bijbehorende Runge-Kutta 
formules van de tweede orde zijn 
Rang p = 3 
De ontwikkeling van k1 meet nu nog een orde verder voortgezet 
wordeni dus 
Vervolgens moet k2 ontwikkeld worden~ 
Dit moet overeenstemmen met de Taylor-reeks 
2 +ff +ff)+ 000 0 
xy y 
Van elke term stellen we de coefficient in de Runge-Kutta formule 
(1.2o1) en in de Taylor-reeks (1o2c10) aan elkaar gelijk en krijgen 














ao + a1 + a2 
a
1
m1 + a2m2 

















i}m2 = 120 + 121 = (b) 
1 
= 3 
1 = 3 
1 = 3 
= 
frm1 = 110 
= 
(a) 
Hieruit volgen meteen de gelijkheden (a) en (b), waarna het stelsel 





2 2 1 a
1
m




Dit stelsel heeft oneindig veel oplossingen (m
1 
en m2 kunnen vrijwel 
willekeurig gekozen worden)o Twee bijzondere gevallen leiden tot de 
volgende formules van de orde drieg 








k1 = hf(xo +; h, 
2 
k2 = hf(xo + 3 h, 
Yo+½ ko) 
2 
Yo + 3 k1) 
225 
Formule van Kutta 
Rang p = 4 
In dit geval is de hoogste bereikbare orde 4o 
Zonder afleiding geven we hier de volgende formule van Kutta 
Opmerking 
Als de rechterlid-functie niet van y afhangti moaoWo als de gegeven 
differentiaal-vergelijking luidtg yi = f(x), dan hebben we kennelijk 
te doen met gewone integratie oftewel quadratuuro 
De bovengenoemde Runge-Kutta formules gaan voor dit geval dus over 
in quadratuur-formuleso Zo gaat (1a2a6) over in de trapezium-regel, 
en (1o2o13) en (1o2o14) gaan beide over in de formule van Simpsono 
Ga dit nao 
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Opgaven 
117) Gegeven het beginwaarde-probleem yQ = x - y2 , y(O) = 1o 
Gevraagd de oplossing y(x) voor x = O(Oo2)1 in 4 decimalen 
te berekenen met de Taylor-reeks methodeo 
Bereken tevens (door interpolatie) plaats en grootte van 
het minimum van y(x)o 
118) Gegeven het beginwaarde-probleem yij = 1/(x+y), y(O) = 1o 
Gevraagd de oplossing y(x) voor x = O(Oo5)2 te berekenen 
in 4 decimalen met behu.lp van de Runga-Kutta fo::rmule (1o2o14)o 
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Runge Kutta met Richardson-correctie 
Evenals bij gewone integratie kunnen we bij een Runge-Kutta-formule 
de Richardson correctie-term uitrekeneno Hiertoe integreren we over 
2 stappen hen 1 stap 2h. Als voorbeeld beschouwen we de vierde=orde 
formule (1G2o14). Als ~y.(h) de Runge-Kutta bijdrage in het punt 
l. 
xi= x0 + ih met stap-grootte h voorstelt, krijgen we 
1o2o15 y(x0 + 2h) =Yo+ ~yO(2h) + 32Ch
5 + O(h6 ) 
A:ftrekken levert 
De correctie-term voor (1.2.16) moet overeenkomen met 2Ch5 en de 
gecorrigeerde formule luidt dus 
Deze formule is van de orde 5; het aantal benodigde fu.nctie-berekeningen 
bedraagt 3 x 4 - 1 = 1 l,. 
Froberg's stap-halvering en -verdubbeling 
Daar de Ru.nge-Kutta formules van het een-stap type zijn, kunnen we de 
stapgrootte h vrij variereno We kiezen nu h zo, dat de correcties beneden 
een zekere tolerantie blijvena Zorgen we, bij gegeven e, dat in elke stap 
de correctie-term in absolute waarde kleiner is dan h x e, dan is de to-
tale correctie, integrerend van a naar b, kleiner dan (b-a) x e. 
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In Froberg 0 s precede wordt nu, als de correctie-term te groot is, 
h gehalveerd en opnieuw geintegreerd; anders wordt de stap geaccep-
teerd en door-geintegreerd, waarbij echter eerst nog wordt overwogen 
de stap te verdubbeleno 
Verdubbeling kan geschieden als de correctie-term al te klein wordt 
1 (bvo <20 maal de toelaatbare waarde) .i of als vaak genoeg achtereen-
volgende stappen geaccepteerd zijno 
Dit precede is beschreven in de procedure RK in het Revised report 
on ALGOL 60o Hierin wordt evenwel de Richardson correctie wel gebruikt 
om h aan te passer1,ll maar niet om de vierde-orde Runge-Kutta-formule 
te corrigeren tot een vijfde-orde formuleo 
~en procedure van Zonneveld 
Zonneveld heeft zowel de berekening van de correctie-term als het 
aanpassen van de stap-grootte vereenvoudigdo 
Wat het eerste betreft, bij het opstellen van een Runge-Kutta-formule 
(zie 1o2o1 en 1o2o2) van de orde m kan men trachten de som der hoogste 
orde termen (dus de termen van de orde i/11), te schrijven als een line-
aire combinatieo 
Bij de tweede orde formules (1o2o6 en 1o2o7) lukt dit zonder meero 
Bij hogere orde hebben we hiervoor minstens een extra k. nodig, moaowo 
J. 
we moeten de rang verhogeno 
Het op te lossen algebraische stelsel heeft nu p extra onbekenden, nlo 
deb's, en het aantal vergelijkingen is verdubbeldo We vermelden slechts 
een enkele oplossing, behorende bij formule (1o2a12)o 
1 
k3 = hf(xo + h, Yo+ 4 (ko + 3k2)) 
3 1 som der h -termen = - (k - 3k + 2k )o 2 0 2 3 
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De waarde van y nodig voor het berekenen van k
3 
is hier juist de 
berekende waarde van y(x0 + h), die we toch nodig hebbeno Bij hogere 
orde formule luk.t dit niet meero 
In de onderstaande procedure wordt een formule gebruikt van de orde 5 
waarin 7 functie-berekeningen nodig zijn, nlo 6 voor de bepaling van Ay 
en nog een extra voor de som der h5-termeno Deze formule betekent dus 
een aanzienlijke besparing vergeleken bij de boven geschetste bereke-
ning van de Richardson-correctieID waar totaal 11 functie-berekeningen 
nodig waren. 
De som der hoogste orde termen is nu te beschouwen als de correctie-
term, die kan worden gebruikt om de stap-grootte aan te passeno 
Beter dan het vrij grove halverings- en verdubbe1.ingsproces is het, 
na iedere stap te schatten hoe groot de volgende stap moet zijn om 
juist onder de gevraagde tolerantie te blijveno 
De tolerantie "tol" nemen we evenredig met h, laten we zeggen 
tol = h x e 
en voor een vijfde-orde formule is de correctie-term 11discr11 (bij 
benadering) evenredig met h5, dus 
discr~ Ch5 
We willen nu h
1 
zo kiezen, dat daarvoor discr ongeveer gelijk aan 
tol is, dus · 
dus 
We nemen nog een veiligheidsmarge van 5% en krijgen dan 
Vj I h1 = Oa95 htol/discro 
Er zijn nu in elke stap 2 mogelijkhedeng 
230 
discr > tolg dan wordt de stap verworpen en opnieuw geintegreerd 
met h1 berekend volgens (1o2o18)o 
discr < tolg dan wordt de stap aanvaard en doorgeintegreerd eveneens 
met h1 uit (1o2o18) 
Voor functies die sterk van karakter varieren kan de veiligheids-
marge van 5% te klein zijno Daarom is het nog mooier, de nieuwe 
stap-lengte te extrapoleren uit de twee leatste h-waarden. Dit wordt 
in -onderstaande procedure gedaan, waarbij voor de vierdemachts-wortel 
een lineaire benadering gebruikt wordto 
Descrivtion·AP 252 
RK1 can be used t.o: int-egr.atei-the.-equation,'dy/dx = :f(:i;i:~y). 
First we explain the actual parameters corresponding to the formal 
parameters~ 
x the independent variable; upon completion of a call of RK1, 
it is equal to b; 
a the starting value of x; 
b a value parameter, giving the end value of x; 
y the dependent variable; 
ya the value of y at x=a; 
fxy; an expression, depending on x and y, giving the value of 
dy/dx; 
e an array of positive tolerances, consisting of e[1] and e[2J ; 
e[1] is used as a relative tolerance, e[2] as an -absolute one; 
the tolerance in a quantity z is defined, here and in the 
sequel 9 as 
tolerance ( z) = abs ( z) * e O] + e [2} ; ( 1 ) 
d an array with elements d[1] 5 • o o, d[4] ; upon completion of 
a call of RK1 ~ 
entier (d[1] ❖ .5) is the number of steps skipped; 
dfg] J.S the step- lengtb; 
d[3] J.S equal to b; 
d~] is equal to y(b}; 
·-
231 
fi a Boolean; if fi thett the integration starts at a, with trial 
step b-a; if 7fi then the integration is continued with 
x=d[3] !) y=d[4}, h=d[2] * sign (b-d[3]) as initial conditions; 
a and ya are ignoredo 
RK1 integrates dy/dx=fxy to x=b, w~th if fi then x=a 1 y(a) = ya; 
if 7fi then x=d[3], y{d[3] )=d[4] o 
Upon completion of a call of RK1 we have x=d[3]=b, y=d[4J=y(b)o 
RK1 uses as its minimal absolute step length 
hmin=e [1] * int+e [2] , 
where int=abs(b-(if. fi ~a~ d[3])) o · 
If a step of leng'th abs(h) ~ hmin is rejected, a step sign(h) * hmin 
is skipped; a step is rejected if 
th5dy > (abs(fxy) * e[1]+e[2]) * abs(h)/into 
Procedure RK1 has been copied from JaA. Zonneveld, Automatic 
Numerical Integration (thesis, Amsterdam 1964). 
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comment AP 252; 
procedure RKl (x,a, b_,y,ya., fxy., e.,o.,, fi); value b,fi; real x,a, b,y,ya,f'xy; 
Boolean :fi; array e.,d; · · -
begin real e1,e2.,xl,yl,h,int,hmin.,absh,kO.,k1.,k2.,k3.,k4.,k5.,discr.,tol,mu., 
mul.,~hl; . 
Boolean last.,first.,reJect; 
if fi then begin d[3]:= a; d[4):= ya end; d[l]:= O; xl:= d[3]; 
yl:= dPTI'r if fi then d{2]:= b - d[3]; absh:= h:= abs(d[2]); 
if b - xl <O then h:.: - h; int;= abs(p ..... xl); 
hmin:= int x eTTT+ e[2]; 
e1:= e[l]/int; e2:= e[2]/int; first;= true; 
if fi then befi).last:= true; goto step end; 
test: absh; = abs h ; if absh < hmin then -
begin h:= if h > Othen hmin else - hmin; absh:= hmin end; 
if h > b -xl = h > O then - -
begin .... d[2]:== hJ J.a,st;= true; b:::; p - xl; absh:= abs(h) end 
else last:= false; - -
step:x:= xl; y:= yl; kO:= fxy X h; x:= x], + h X 2/9; y:= yl + kO X 2/9; 
kl:= fxy x h; x:= xl + h/3; y:= yl + (kO + kl x 3)/12; 
k2:= fxy X h; x:= xl + h X .5; 
y:= yl + (kO + k2 X 3)/8; k3:= fxy X h; x:= xl + h X .8; 
y:= yl + (kO X 53 - kl X 135 + k2 X 126 + k3 X 56)/125; 
k4:= fxy x h; x:= if last then b else xl + h; 
y:= yl +(kO X 133 ::-kl X 378'+ k2~76 + k3 X 112 + k4 X 25)/168; 
k5 :=i fxy X h; 
discr:~abs(kO X 21 - k2 X 162 + k3 X 224 - k4 X 125 + k5 X 42)/14; 
tol:= abs(kO) X e1 + absh X e2; reJect:= discr > tol; 
mu:= tol/(tol + discr) + .45; if reject then 
begin if absh < hmin then - -
begin d[ 1 ]:= d[ 1 ]+T; y:=i yl; first:=~; goto next~; 
h:= mu X h; goto test 
end· -_.,
if first then 
begin fir~ false; hl:= h; h:= mu x h; goto ace~; 
fh:= mu X h/hl + mu - mu1; hl:= h; h:= fh X h; 
ace : mu 1 : = mu; 
y:= yl + (- kO X 63 + kl X 189 - k2 X 36 - k3 X 1J2 + k4 X 50)/28; 
k5 := fxy X hl; 
y:= yl + (kO X 35 + k2 X 162 + k4 X 125 + k5 X 14)/336; 
next: ±! b + x ~ bjgin xl;= ::x;; yl;= y; goto test end; 




119) Schrijf een Algol-programma, dat een van de volgende beginwaarde-
problemen oplost met behulp van de procedure RK1 (AP 252)0 
a) y' = -2y 
y(0) = 1 
2 2 
b) y' = x - y 
y(0) = 0 
Kies geschikte relatieve en absolute toleranties en laat de 
oplossing printen voor x = 0(0o1)2o 
120) Gegeven is het beginwaarde-probleem 
y' = (x + y )2 
y(0) = 1 
Bereken y(0a05) in 6 decimalen door numerieke integratie met 
behulp van Taylor-ontwikkeling in stappen van h = 0o01o 
121) ~ereken met een derde-orde Runge-Kutta formule de oplossing 
van het beginwaarde-probleem 
yi = 2xy 
y(0) = 1 
in de punten x = 0a02, 0.06 en 0a10o 
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103 Hogere orde differentiaal-vergelijkingen en stelsels differentiaal-
vergelijkingen 
De een-stap methodes laten zich onmiddellijk uitbreiden tot het oplos-
sen van hogere orde differentiaal-vergelijkingen en stelselso Deze twee 
hangen trouwens zeer nauw met elkaar sameno Om dit te zien beschouwen 
we eerst de algemene vorm van een stelsel eerste orde differentiaal-
vergelijkingen 
000000000000000000~0000 
y'I = f (x, Y-., o o o ll Y ) n n , n 
Hierbij zijn y1, ooo, yn de onbekende functies van x die gezocht 






) = 111, , 
1 l. 
i = 1(1)n, 
dan spreken we van een beginwaarde-probleem (in stelsel-vorm)o Nu kan 
een n-de orde differentiaal-vergelijking gemakkelijk herleid warden 
tot een stelsel eerste-orde vergelijkingeno Dit gaat als volgto Zij 
gegeven den-de orde vergelijking 
(n) ( w (n-2) (n-1)) 1o3o3 Y = f X9 Y~ Y t 0009 Y s Y o 
(n-2) (n-1) 
Stellen we nu y = y1~ yff = Y2 i ooo, Y = Yn_1, Y _ = 
gaat deze vergelijking over in het equivalente stelsel 
GOOOOOO 
q 
Yn-1 = Yn 
y~ = f(xi y 19 y2, 0009 Yn_1, yn) 0 
y dan n 
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Dit is dus een bijzonder geval van (1a3a1)o Gaan we uit van een begin-
waarde-probleem van de orde n {vgla Oa7) 9 maaawa zijn bij (1a3a3) 
gegeven de beginvoorwaarden 
= CL 
l. 
i = 0( 1}n-1 9 
dan krijgen we blijkbaar een beginwaarde-probleem in stelsel-vormo 
De Taylor-reeks methode voor hogere orde vergelijkingen en stelsels 
is volkomen analoog aan (1a1)o Men moet dan alle functies y. ontwik-
l. 
kelen en steeds alle vergelijkingen een stap int~grerena Voor de toe-
pasbaarheid is wederom nodig, dat men over afgeleiden van de rechter-
lid-functies beschikta 
We beschouwen nu Runge-Kutta methodes voor stelsels differentiaal-
vergelijkingen (die dus de hogere orde vergelijkingen als bijzonder 
geval bevatten)o 
Het Runge-Kutta schema van een stelsel (1o3o1) met beginvoorwaarden 
(1a3a2) ziet er als volgt uit, als j = 1(1)n~ 
yj(x0 + h) = nj + a0k0j + a 1k1j 
koj = hfj(x0 , n1, aoo, nn) 
enzo 





p- p- ,J 
Dit wordt vergeleken met de Taylor-reeksen van y., wat weer leidt tot 
J -
een stelsel algebraische vergelijkingen in a., m. em 1 .. , dat vrijwel 
l. l. l.J 
hetzelfde is, als voor een enkele differentiaal-vergelijkingo (Men 
neemt altijd m. = l 1 .. , wat tot een aanzienlijke vereenvoudiging leidta) 
l. j l.J 
Zo hebben we analoog aan (1a2a14) de volgende Runge-Kutta formule van 
de orde 4, voor een stelsel differentiaal-vergelijkingen (j = 1(1)n)g 
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y . ( xO + h) = n . 
1 + k3j) + O(h
5) + t (ko. + 2k1j + 2k2j J J . J 
kOj = hfj (xO, n,, 0 0 O i} nn) 
10306 = hfj(xO 
1 1 1 
k1j + 2 hs n1 + 2 k01' 0 0 0 9 nn + 2 kon) 
= hfj(xO 
1 1 1 
k2j + 2 h, n, + 2 k'! 1' 0 0 0 j nn + 2 k1n) 
Voorbeeld (uit C.Eo Froberg, po 245)0 
Gegeven is het tweede orde beginwaarde-probleem 
y11 = x(yff) 2 -y2 ~ y(O) = 1, yY(O) = Oo 
We stellen yt = z en krijgen dan het equivalente stelsel 
y~ = z ;r( 0) = '1 
z(O) = Oo 
De eerste Runge-Kutta stap volgens (1o3o6 9 waarbij n = 2® y1 = y, 
y2 = z) ziet ers als h = Oo2~ zo uitg 
r, 2 2 ki1 ki2 X y z = xz -y =f 2 
0 0 -1 0 -Oo2 
0 0 1 1 -Oo 1 =00999 -OoO2 -0 0 1998 
0 0 1 Oo99 -000999 -00979102 -0.01998 -001958204 
Oo2 0098002 -001958204 -009527709 =00039164 -001905542 
De eindwaarden van deze stap voor x, y, z staan onder de lijn en 
deze warden weer gebruikt als beginwaarden voor de volgende stapo 
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De Runge-Kutta formules voor stelsels differentiaal-vergelijkingen 
kunnen, evenals bovengeschetst voor een enkele vergelijking~ worden 
gebruikt met Richardson-correctie en Froberg's stap-halverings- en 
verdubbelings-techniek (zie de procedure RK in het Revised report on 
ALGOL 60)o 
De Runge-Kutta formules voor stelsels zijn eveneens zeer goed bruik-
baar met Zonneveld's correctie-term en stap-extrapolatieo 
(Voor enige ALGOL-procedures voor stelsels zie JoAo Zonneveldt 
thesis Amsterdam 1964)0 
Opgaven 
122) De functie y(x) voldoet aan de differentiaal-vergelijking 
2 
y" + X y = 0, 
terwij~ y(O) = 0 en y'(O) = 1o 
Bepaal ligging en waarde van het maximum van y(x) gelegen in de 
buurt van x = 1o5o Voer de berekening uit in 6 decimaleno 
123) Gegeven het beginwaarde-probleem 
Bereken met behulp van reeks-ontwikkeling en ook met de Runge-
Kutta-f'ormule (1o3o6) in 4 decimalen nauwkeurig de waarden van 
y(x) voor x = Oo5 en x= 1o 
124) Schrijf een ALGOL-programma 9 dat met behulp van de procedure RK 
uit het Revised report on ALGOL 60 een van de volgende beginwaarde-
problemen oplosto 
a) µ' = xz + 1 9 y ( O) = O 
lzW = -xy , z(O) = 1o 
Gevraagd yen z voor x = Oo3, Oo6, Oo9o 
2 2 2 b) y" = (x - y )/(1 + (y') ) 9 y(O) = 1 9 y'(O) = O. 
Gevraagd y(x) voor x = Oo5~ 1o0 9 1o5o 
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1o4 Meer-stap·r6mules met achterwaartse differenties 
De een-stap formuless nlo de Taylorreeks en de Runge=Kutta formules, 
hebben het nadeel~ dat men$ om een hogere orde formule te krijgen, 
meer rekenwerk per stap moet doeno De meer-stap formules bereiken 
hogere orde door gegevens van verscheidene voorgaande stappen te 
benutteno Hierbij moet dan wel de staplengte constant gehouden wordeno 
We beschouwen weer het beginwaarde-probleem 
en nemen aan dat we op een aantal equidistante punten 
xi= x0 + ih (i = 0(1)n) 
bijbehorende functiewaarden y. hebben berekendo 
l. 
We zoeken nu een formule~ die bij xn+1 = xn + h een benaderde functie-
waarde Yn+1~y{xn+1) leverto 
Uit (1o4o1) vinden we door integratie de equivalente integraal-verge-
lijking 
Een iteratieve oplossings-methode is de volgendeo 
Kies als start de lineaire functie 
en bereken dan voor k = 0 9 19 2 9 ooo achtereenvolgens 
Deze methode heet methode van Picardo 
Men kan bewijzen, als f(x,y) aan een vrij zwakke eis voldoet, dat 
het beginwaarde-probleem (1o4o1) een eenduidige oplossing heeft en 
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dat de rij functie y[k] (x) naar deze oplossing convergeert0 De methode 
van Picard is dus ongetwijfeld van theoretisch belango Voor practische 
toepassing is de methode meestal niet geschikt, omdat, als f(x,y) niet 
al te eenvoudig is, de berekening der integralen spoedig te ingewikkeld 
wordto 
We gaan nu in formule (1o4o3) de daarin voorkomende integraal vervan-
gen door een numerieke integratie-formuleo Omdat, zoals we aannamen, 
Xo met y. en dus ook de bijbehorende waarden van f slechts bekend zijn 
i i 
voor i < n, ligt het voor de hand achterwaartse differenties te ge-
bruikeno Definieren we 
k k 
f o = f(x. ,Y. ) en V. = V f., k = 1, 2 ~ o o a i i i i i 
dan ziet het schema van bekende y- en f-waarden met de differenties 
































We benaderen f met de achterwaartse formule van Newton van de orde m 
(vgl. formule 18o2 pago 77), nu echter niet in x0 maar in xn beginnend~ 
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m= 1 ( ) 
f ( x + ph) ~ l p p+ 1 
n k=O 
= r + ~ + p(p+1) v2 + p(p+1) (p+2) 
n ~•n 2 n 6 
3 V + ooo o n 
Vervangen we in (1.4o3) de functie f door deze benadering en stellen 
wet= x + ph, dan krijgen we 
n 









f( t ,y( t) )dt 
~ y + h l P p+ 1 o o ; p+k-1 dp V f no m-1 f 1 ( ) ( ) k 
n k=O O ko 
A 
We noemen de hiermee verkregen y-waarde Yn+
1 
en hebben dus 
YAn+1.~ Yn + h(fn + _21 v + 512 v2 + * v3 + 272501 v4 + 0. 0 )o , _ n non n 
Dit is de formule van Adam.so Omdat hierin alleen bekende waarden van 
yen f gebruikt worden, heet deze formule van het 9pen typeo Dit in 
tegenstelling tot de gesloten formules, die (een schatting van) fn+ 1 
met bijbehorende differenties gebruikeno 
Om een gesloten formule te krijgen gaan we uit van de achterwaartse 
Newton-formule (1o4o6), waarin we nun door n+1 vervang~n, stoppen deze 
benadering in (1o4o3) en krijgen dan met t = xn+1 + ph~ 
Yn+1 = yn + h J:1 f(xn+1 + ph)dp 
= y + ~ p p+1 o;o p+k-1 d k f m-1 f o ( ) ( ) 
n k~O -1 ko p V n+1o 
B 
De hiermee verkregen y-waarde Yn+1 noemend krijgen we nu 
Y!+1 = Yn + h(fn+1 - ½ vn+1 - ~2 v!+1 = -k v~+1 = ;~o v~+1 - 000 ) 0 
Dit is de formule van Bashfortho Voor gewone integratie (doWoZo als 
f = f(x) onafhankelijk van y is) is deze formule dezelfde als formule 
(3o2oO) op pago 1170 De coefficienten van Bashforth zijn veel kleiner, 
dan die van Ada.ms, zodat men met Bashfort vaak minder differenties 
hoeft mee te nemeno Om deze reden gebruikt men graag (1o4o8) in combi-
natie met (10407). De open formule (1o4o7) heet dan "predictor"~ hiermee 
wordt een schatting Y!+1 "voorspeld
11
, vervolgens wordt t!:+1 = 
( A ) • . • = f xn+
1
, yn+1 berekend en met deze schatting van fn+l het differentie-
schema uitgebouwd. Daarna wordt met de gesloten formule (1a4o8) 9 de 




berekendo Mocht deze waarde 
te veel van de voorspelde waarde yn+
1 
verschillen, dan berekent men 
B 
fn+ 1 opnieuw 5 nu met yn+1 en herhaalt de berekening~ totdat Yn+i niet 
meer veranderto 
Andere formules 9 zowel van open als van gesloten type, worden verkregeni; 
door te integreren vanaf een vroeger punt x k' dus n-
x 





= y k + h J1 f(x + ph)dp 
n- -k n 
(open type) 
(gesloten type)c 
Zo krijgen we voor k = 1 resp. k = 3 de volgende open formules 
= y + h(2f + l v2 + .l v3 + 29 v4 + ooo) 
n-1 n 3 n 3 n 90 n 
h(4f 40 + .§. 02 + 14 04 + Yn+1 = yn-3 + n - vn 3 vn 45 vn 
In de eerste formule is de coefficient van V nula Het is dus gunstig 
n 
de formule daar af te breken, waarmee we formules (1a1o7) weer gekregen 
hebbeno .. In formule ( 1 o4a 10) is de coefficient van v3 nulo Breken we . n 
de formule .daar·:af en drukken we de differenties uit in functie-waarden, 
dan ontstaat de formule 
Dit is de formule van MilneoVoor gewone integratie (f = f(x)) is deze 
formule dezelfde als de open quadratuur-formule (2.5a3) op pag. 1120 
De met k = 1 ontstaande gesloten formule luidt 
Yn+1 = Yn-1 + h(2fn+1 - 2V + .l. v2 - l.... v4 + oaa)o - n+1 3 n+1 90 n+1 
Ook hier ontbreekt de v3-term. Breken we de formule daar af en werken n 
we weer de differenties om, dan krijgen we de formule van Simpson 
( vgl o 2. 1 o 3 pag o 102) g 
Milne stelde voor de formule van Milne te gebruiken als predictor en 
die van Simpson als correctora 
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1.5 Stabiliteit 
Sommige formules zijn instabiel, d.w.z. dat de door het stap-voor-stap 
integreren veroorzaakte fout-opbouw zo groot is, dat de berekende op-
lossing meer en meer van de exacte oplossing gaat afwijken. We zullen 
dit nagaan voor twee eenvoudige formules. 
De eerste·orde formule (1.1.4) 
We gaan het eerste-orde-beginwaarde-probleem (1.1.0) oplossen met be-
hulp van {1.1.4), stap-voor-stap integrerend met constante stapgrootte 
h. Zij y = y(x) de exacte oplossing en yn = y(xn), waarbij xn = x0 + nh. 
Zij verder z de berekende benadering van y. Dan hebben we enerzijds 
n n 
Y = y + hf{x ,Y) + T, n+1 n n n n 
waarbij T de afbreek-fout ( "truncation error") is, dat is de fout, die n 
ontstaat door de hogere termen van de Taylor-reeks te verwaarlozen. 
Anderzijds geldt voor de berekende waarden 
zn+ 1 = z + hf(x ,z ) + R, n n n n 
waarbij R de fout is, veroorzaakt. door het niet-exact rekenen; als 
n 
h.klein is en f voldoende nauwkeurig berekend wora.t, i!:l Rn practisch 
gelijk aan de afrondiri.gsfout ( "rounding error"), ontstaan door het 
afronden van het resultaat zn+,• 
Door aftrekking krijgen we voor de fout E = y - z de volgepde 
. n n n 
betrekking: 
En+ 1 = E + h rf(x ,y ) - f(x ,z )] + T n L n n n n n 
= E + hE f (x ,n ) + E, n ny n n n 
waarbij E = T - R en n ligt tussen y en z. n n n n n n 
R 
n 
De laatste gelijkheid geldt volgens de stelling van Rolle, mits de 
afgeleide f (x,y) bestaat. 
y 
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We beperken ons nu tot het· geval f =A= constant, m.a.w. het gegeven 
y 
beginwaarde-probleem luidt 
1. 5 .4 y' = A:y 
De oplossing hiervan is blijkbaar 
De betrekking (1.5.3) gaat nu over in 
e: = e: + Aht + E • · n+1 n n n 
Beschouw eerst het homogene stuk e: = (1 + Ah)e: • De oplossing hiervan n+1 . n 
is blijkbaar e:n = e:
0
(1 + Ah)n. 
Beschouw nu (1.5.6) met E = E = constant en probeer een constante C te 
n 
vinden, zodat e: = a.(1 + Ah)n + C voldoet. Danmoet gelden 
-n 
a.(1 + Ah)n+1 + C = a.(1 + Ah)n+1 + C(1 +Ah)+ E, 
dus C = -E/ (Ah). 
Voor n = 0 vinden we meteen a= e:
0 
+·E/(Ah), zodat de oplossill-g van 
( 1 • 5 ~6) met E 
n 
= E luidt 
e: = ( e: + .!_ )( 1 + Ah )n ~ 
n O Ah - Ah 
Nemen we nu aan I En I ~ E = constant, .een si tuatie die zich voordoet 
bij vaste-komma-rekenen, mits E hoofdzakelijk uit de afrondingsfout 
n 
bestaat. Men kan dan (door volledige inductie) bewijzen, dat voor Ah> -1 
de fout e: voldoet aan 
n 
We onderscheiden n~ 2 gevallen 
1)A>O. 
Dan neemt d~ fout blijkbaar exponentieel toe, de oplossing ecnter ook. 
n . 
Voor h > 0 geldt (1 + Ah) < exp(Ahn) = exp(A(x - x
0
)), zodat we voor 
de relatieve fout krijgen 
exp(A(x - x0 ) 
M.a.w. de relatieve fout groeit niet aan. 
2) A< O. 
1 Nu moet h voldoen aan O < h < W . Dan is O < 1+Ah < 1 , dus het 
exponentiele stuk sterft uit _en de fout voldoet aan I En I ~ l~ I . 
M.a.w. de absolute fout groeit niet aan (de relatieve fout wel, omdat 
de oplossing nu afnemende is).. . 
In beide gevallen is het resultaat zo goed, als we mogen verwachten 
en de conclusie is, dat formule (1.1.4) stabiel is. 
P.!, tweed~::orde formU;J;~ ~J. o 1 o 7l 
Lossen we nu het probleem (1o1o0) op met behulp van fcrmule (1o1o7) 9 
wederom. stap-voor-sta.p integrerend met consta.nte hri da.n hebben we met 
dezelfde notatieg 
zn+ 1 = z ~ + 2hf(x 9z) +Ro 
n n=u n n n 
A:ftrekking levert nu 
1o5o9 &n~1 = & 1 + 2h& f (x ,n) + E o -.- n-. n y n n n 
We beperken ons weer tot ·r = A = constant I dus y 
1o5o10 & +1 = & 1 + 2.Ah& + E o n n=u n n 
We beschouwen eerst het homogene stuk &n+ 1 = &n_1 + 2Ah&n en proberen 
a.ls oplossing & = rno Dan moet r voldoen aan :r2 - 2.Ahr - 1 = 0 9 mo&oWo n 
De algemene oplossing van het homogene stuk is da.n 
1o5o12 
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Beschouw nu {1o5o10) met E = E = constant en probeer een constante C 
n 
te vinden zodat En= ar1n + Sr2
n + C een oplossing ise Dan geldt blijk-
baar C = -E/(2Ah) en de oplossing luidt dus 
n n E 
1o5o13 En= ar, + Sr2 - 2Ah 
Nu is het triesti r 1r 2 = -1, dus ofwel Jr11 ofwel lr2 1 is grater dan 1 
(of beide zijn 15 wat alleen optreedt in het geval A= O). Dus de abso-
lute fout groeit altijd exj;)Onentieelo Als A > o·-, blijft de relatieve fout 
begrensd, maar als A< Oj is de oplossing afnemend en groeit dus zowel 
de absolute als de relatieve fouto De conclusie is, dat formule (1.1o7) 
instabiel iso Omdat de instabiliteit alleen optreedt voor A< 0 5 heet zij 
"conditioneel instabiel 11 o 
~elke formules zijn stabiel? 
In het algemeen kan men zeggen, dat formules van het type Yn+1 = yn + ~ 
stabiel zijno Zo zijn de Taylor-formules en de Runge Kutta-formules sta-
biel en eveneens de formules van Adams (104.7) en van Bashforth (1o4.8). 
Daarentegen zijn conditioneel instabiel de formules van het type 
Yn+ 1 = Yn-k + ~ voor k > O, dus in het bijzonder (1o4o9 t/m 13). Natuur-
lijk is er geen bezwaar tegen een instabiele formule als predictor met 
een stabiele formule als corrector te gebruikeno 
Stabiliteit van beginwaarde-problemen 
Oak het gegeven beginwaarde-probleem kan instabiel zijno Bijvoorbeeld 
he~ beginwaarde-probleem 
heeft als oplossing~ y = e-xo Een kleine storing 2£ in de beginwaarde 
voor y heeft tot gevolg, dat de oplossing wordt~ y =sex+ (1 + E)e-x. 
Voor toenemende x gaat ex overheersen en is de afwijking dus veel te 
grooto Dit beginwaarde-probleem is instabielo Geen enkele integratie-
formule startend in O kan de oplossing voor grote x in redelijke preci-
sie leveren (tenzij met exacte arithmetiek)! In de praktijk komt zoiets 
nogal eens vooro Men kan de instabiliteit vaak vermijden, door van de 
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andere kant af te beginnen te integreren. Helaas weet men echter aan 
de andere kant vaak geen beginvoorwaardeno 
Ook een eerste-orde beginwaarde-probleem kan instabiel zijno Bijvoorbeeld~ 
y 9 = y - x, y(O) = 1 heeft als oplossing y = x + 1, maar een fout e in 
X de beginwaarde levert als fout in de oplossing ee, welke voor toene-
mende x spoedig gaat overheersen. 
Opgaven 
125) Integreer de differentiaal-vergelijking y' = y/x + x sin x met de 
formule van Adams in 5 decimalen voor x = 1(0.025)1025 met de be-
ginv~orwaarde y(1) = Oo 
126) Bereken met de predictor-corrector methode Adams-Bashforth de op-
lossing van y 1 = y/x - y2 met beginpunt x = 1, y = 1o Reken in 
6 decimalen, kies h = 0.1 en integreer tot en met x = 2.0o 
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106 Gebruik van de meerstap-formules 
Start 
Om een meerstap-formule te kunnen toepassen, moeten we voor een voldoende 
aantal equidistante argumenten x. de bijbehorende y. en f. berekend heb-
1 1 1 
bena Het interval h moet hierbij zo klein zijn, dat de hogere differen-
ties snel genoeg afnemeno 
De start kan worden verkregen door middel van een eenstap-formule, dus 
Taylor of Runge-Kuttao Bij gebruik van de Taylor-reeks kan men bovendien 




0 Cl O j 
(zie pago 56 en (15.5) pag. 70). 




Dus y' = -1 
0 
y" = 2X - yW ~ 
yq i ~= 2 - y" 
y(4)= _/3) 
De hogere afgeleiden zijn blijkbaar alternerend + 1o 
Voor h = Oo1 geldt h6y
0
(6 ) = h6r
0
( 5) = - 10 - 6,-zodat we bij verwaar-
lozing van v5r een precisie van 5 a 6 decimalen mogen verwachteno We 
berekenen nu uit de Taylor-reeks y(x) voor x = -Oo3(0.1]0o3 en gaan daar-
na met Adams verder integreren. 
""249.., 
X y hf' 
-o3 10340141 ""'0125014 
7154 
=o2 10218597 -0117860 1223 
8377 -117 
=o1 10104829 =o 109483 1106 12 
9483 -105 
oO 10000000 -0100000 1001 9 
10484 - 96 
0 1 0905163 -0089516 905 11 
11389 ... 85 
o2 0821269 -0078127 820 6 
12209 = 79 
o3 0749182 -0065918 741 
12950 ... 70 
o4 0689682 =0052968 671 6 
13621 ... 64 
o5 0643470 ""0039347 607 6 
14228 "' 58 
06 0611190 -=0025119 549 7 
14777 - 51 
o7 0593416 -0010342 498 2 
15275 - 49 
08 0590672 +0004933 499 7 
15724 - 42 
o9 0603433 +0020657 407 
16131 
1 oO 0632121 +0036788 
yera.nder;in~ van de sta.~len{Ee 
A.ls men zo door-integreert kunnen twee dingen gebeureng 
1) De differenties worden steeds kleiner in absolute waa.rdeo Worden ze 
al te klein 0 da.n moet de stap vergroot worden zowel om sneller op te 
schieten a.ls om onnodige opbouw van afrondingsfouten te voorkomeno 
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Het ligt voor de hand de stap te verdubbeleno Het bijbehorende sche-
ma kan dan zonder meer worden opgesteldo Natuurlijk moet men voldoen-
de punten ter beschikking ~ebben en bedenken dat bij de dubbel~ stap 
de k-de differentie van hf ongeveer 2k+1 ma.al groter wordto 
2) De differenties worden steeds groter in absolute waardeo Dan moetm~nop 
een gegeven moment de stap verkleinen om voldoende precisie ~e houceno 
Meestal zal men de stap halvereno De tussenliggende waarden van f 
k.a.n men berekenen door interpolatie (Bessel of a.chterwaa.rtse Newton)& 
waarna men zonder moeite het schema voor de nieuwe staplengte gereed 
maakto 
Zoals we Adams 0 formule hebben afgeleid uit de achterwaartse Newton-
formule leiden we nu een centrale formu.le af uit de formule van Bessel 
( °19o3 pa.go 81) 9 die weals volgt mogen schrijven (wegens o2k + o2k=2 a2k) 0 0 1 µ~ 0 
* (p .., ~)o, + 2 3 4 1 o 7 oO f {x0 + ph) = µf, + 2B2µo~ + B3oi + 2B4µo~ + 000 li li 
~ 
We vervangen nu in (1o4o3) de functie f door f (x + ph) en krijgen dan n 
X 
n 
1 I f-»(xn + ph)dpo 
0 
Werk.en we dit uit, dan blijken de coefficienten van oneven orde nul te 
zijn en het resultaat luidtg 
Deze formule is dezelfde a.ls (3o3o0) op page 1180 
Op dezelfde wijze vinden we door de formule van Stirling (19 0 2 pag. 80) 
te integrereni 
+1 
Yn+l = Yn_1 + h J (fn + pµon + s2(p)on2 + s3(p)µon3 + 000 )dp 0 
-1 
... 251 -
De coefficienten van oneven orde zijn weer Oen we krijgen 
h(2f + 1 o 2 ... ...l o 4 + Yn+1 = Yn-1 + n 3 n 90 n 
Deze fo:rmule is weer conditioneel instabiel 1 terwijl (1o7o1) stabiel iso 
Men ka.n (1o7o1) als corrector gebruiken met (1o7o2) als predictoro 
Deze centrale fo:rmules hebben het voordeel 8 dat de coefficienten veel 
sneller afnemen 0 en het nadeel 9 dat men bij hogere orde fo:rmules nogal 
wat r-waarden en differenties moet voorspelleno Hierdoor zijn de centra-
le fo:rmules ongeschikt voor automatische berekeningo 
Iteratieve start-~r2~edure 
De centrale fo:rmules kunnen goed worden gebruikt voor een iteratieve 
start-berekeningo Men begint een tabel van y te ma.ken moboVo de eerste 
orde-fo:rmule (1o1o4)o Daarna gaat men iteratief (1o7o1) toepassene tot-
dat de waarden niet meer vera.ndereno Doen we a.it voor het beginwaarde-
probleem {10602) 8 dan krijgen we 
X y hf 
-o3 1033 -0124 
7 
=o2 10 21 =o 117 1 
8 
=o1 10 10 =o 109 1 
oO 1 oOO ""o 100 
i 1 
0 1 090 -0089 
12 
o2 081 ""'0077 
13 
o3 073 -0064 
Dit was moboVo (1o1o4); nu passen we (1o7o1) toeo 
... 252 .... 
X y hf 
-o3 103380 -o 12480 ( 130) 
705 (-5) 
-o2 102175 -o 11775 125 (=5) 
83c -10 
=o1 10 1045 =o 10945 115 ... 5 
945 -15 
oO 100000 ""o 10000 100 0 
1045 -15 
0 1 09055 ""008955 85 +5 
1130 ... 10 
o2 08225 -007825 75 (+5) 
1205 ( ... 5) 
o3 07520 -006620 (70) 
De getallen tussen ha.a.kjes zijn geschato Nogma.e.ls (1o7o1) toepassen le-
vert 
X y hf 
=o3 10339896 -0124990 (1376) 
7138 (-143) 
=o2 10218515 -o 117852 1233 (20) 
8371 -123 (~,3) 
-o1 10 104815 -0109481 1110 17 
9481 -106 -3 
oO 10000000 -0100000 1004 14 
10485 - 92 ... 3 
0 1 0905148 -0089515 912 11 
11397 ""81 (-3) 
o2 0821181 -0078118 831 (8) 
12228 (-73) 
o3 0748896 -0065890 (758) 
Dit stemt in beide 4 decimalen met de Taylor-start overeeno Na nog twee 




127) Bepaal de exacte oplossing va.n het beginwaarde=probleem (10602)0 
Ga (voo:r enige waarden van x) na. hoe goed de met behulp va.n Adams 
verkregen oplossing hiermee overeenstemto 
128) De oplossing y van (10602) blijkt een minimum te hebben voor x in 
de buurt va.n 0080 Bereken dit minimum en bijbehorend argument 
a) door inverse interpolatie in het boven vermelde differentie-
schema 
b) met behulp van Newton-iteratie toegepast op de exacte oplossingo 
129) Bereken de oplossing va.n de differentiaalvergelijking y 9 = x2 + y 2 - 2 
met beginwaarde y(O) = 1 voor x = Oo1(0o1)0o6 in 6 decimaleno 
a,) Gebruik de Taylor-reeks voor de start en daarna. Adwns-Bashfortho 
b) Bereken de start iteratief en ga daama integreren met een 
centre.le integratie=formuleo 
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1.8 Meerstap-formules voor tweede-orde differentiaal-vergelijkingen 
We hebben gezien, hoe een differentiaal-vergelijking van de tweede 
orde y" = f(x,y,y') kan worden geschreven als een stelsel eerste orde 
vergelijkingen y' = z, z' = f(x,y,z). Zijn beginwaarden van yen y' 
gegeven, dan kan dit stelsel met elk van de boven b~schreven methodes 
worden aangepakt, waarbij dus zowel y als de afgeleide y' berekend 
worden. Een belangrijk bijzonder geval is een tweede orde vergelijking, 
waarvan het rechterlid niet va.n y' afhangt. niet alleen komt dit gcval 
vaak voor in physische problemen, maar ook kunnen vele tweede orde 
vergelijkingen in deze vorm getransformeerd worden. 
Voorbeeld. De algemene lineaire tweede orde vergelijking luidt: 
1 .8 .o y" + p(x)y' + q(x)y = r(x). 
Stel nu y = vz, dan hebben we y' = vz' + v'z en y" = vz" + 2v'z' + vnz. 
Substitutie in (1.8.o) levert 
vz" + (2v' + pv)z' + (v" + pv' + qv)z = r. 
Om de afhankelijkheid van z' weg te werken stellen we nu 
v' 1 2v' + pv = O, m.a.w.-:;;- = - 2 p, dus 
1.8 .1 v = c exp (-ff p(x)dx). 
V 11 V 1 
2 1 1 1 2 1 Wegens-:;;- = 2 - 2 p = 4 p - 2 p' krijgt de differentiaal-verge-
v 
lijking voor z dan de gedaante 
1 .8 .2 
1 2 1 
z" + ( q - 4 p - 2 p' ) z = r /v. 
Bijvoorbeeld de differentiaal-vergelijking van Bessel luidt 
2 2 2 
x y" + xy' + (x - n )y = O. 
We vinden dan v = 1 /'Vx' en y = z/ yx, waarbij z voldoet aan de 
differentiaal-vergelijking 
2 z" + (1 - (n 
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We beperken ons nu tot het bijzondere tweede orde beginwaarde-probJ.eem 
1.8.3 
Voor dit geval bestaan speciale meerstap-formules, waarbij y',niet 








Schrijven we y' .= y'(x + ph) en f = f(x + ph,y(x + ph)), dan n+p n n+p n n 
wordt dit: 
yn'+t - y' + h ft f dp. n O n+p 
Nogmaals integreren levert: 
1.8.4 
Dit zou mets= 1 kunnen worden gebruikt om yn+1 te berekenen, maar 
dan zou in elke stap ook de afgeleide moeten worden berekend. We kunnen 
echter y' wegwerken door (1.8.4) mets= 1 ens= -1 bij elkaar op te n 
tellen, wat als resultaat heeft: 
1 .8. 5 o2y = Yn+1 - 2y + y 1 = h
2(J 1ft f + dpdt+J- 1Jt f dpdt). n n n- 0 0 n p O O n+p 
Benaderen we f met de achterwaartse formule van Newton (1.4.6) dan vinden 
we 
1 .8 .6 + _1_ 1/2 + _1_ 1/3 + ..12._ 1/4 12 n 12 n 240 n 
Benaderen we f echter met de .formule van Stirling (19.2 pag. 80), dan 
krijgen we de centrale formule: 
1.8. 7 
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Formule (1.8.6) is een open formule en kunnen we, na het optellen van 
een start, zonder meer gebruiken. 
Bij het gebruik van (1.8.7) daarentegen moeten we differenties schatten 
of (1.8.6) als predictor gebruiken. 
Vermenigvuldigen we (1.8.7) met o-2 en vervangen wen door n+1 dan ont-
staat de formule 
1 .8 .8 
(zie Interpolation and allied Tables, p. 74). 
Deze formule is numeriek geenszins equivalent met de vorige (hier 
wordt nl. de tweede som-functie o-2f gebruikt) en heeft enig voor-
deel bij het handrekenen. 
De start 
De start kan wederom worden berekend met behulp van de Taylo~-reeks 
of iteratief. De start-berekening moet, evenals in het algemene geval, 
nauwkeurig geschieden, nu te meer omdat de afgeleide y' met zijn 
beginwaarde alleen in de1 start gebruikt worden. 
Voorbeeld y" + xy = 0, y(0) = 0; y'(0) = 1. 




-.3 -.300675(5) -9020 
+5017 
-.2 -.2001333 -4003 -2014 
+3003 11 
- • 1 - .1000083 -1000 -2003 
+1000 3 
.o 0 0 -2000 
-1000 3 
• 1 .0999917 -1000 -1997 
-2997 11 
.2 .1998667 -3997 -1986 
-4983 
.3 .299325(5) -8980 
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' -2 -1 We gaan nu de startwaarden voor 8 fen 8 f bepalen. 
Met behulp van (1.8.8) vinden we 
2 -2 h 2 h 2 2 
h o f O = y O - 12 f O + 240 o f O + • • • ~ - • 810-·6 ' 
2 -2 h2 h 2 2 




- 12 f 1 + 240 8 f 1 + • • • ~ • 0999992. 
2 -1 2 -2 2 -2 Dush o f~ =ho r 1 - ho r0 'M,.1000000. 
Nu kunnen we het startschema opstellen. We controleren nog even 
y( .2) en y(.3) (die in 7 decimalen blijken te kloppen) en gaan dan 























100000 -· 100 0 
- 100 -200 
99900 - 300 2 
- 400 
99500 - 498 3 
-195 
98602 - 693 5 
_·, 591 -190 
97011 - 883 11 
-179 
94537 -1062 16 
-3536 







.680154 680550 -4761 -144' 8 
86240 27 
.8 .766280 766790 -6130 -11i 6 
80110 -1486 33 
.846266 846900 -7616 - 84 (9) 
-1570 (42) 
1.0 .918629 919394 -9186 (-42) 
De getallen tussen haakjes zijn geschatte waarden. 
258 
De oplossing hangt samen met de Bessel-functie J 113 en ook met de 
Airy functies (zie Handbook of Mathematical functions, NBS-AMS 55, 
hoofdstuk 10). De hier berekende waarden blijken in alle decimalen 
goed te zijn, behalve voor x = .4, waarvoor de correct afgeronde 
waarde luidt .397870. 
Dubbele integraal 
Een nog meer bijzonder geval is de differentiaal-vergelijking 
y" = f(x), waarbij de functie f noch van y noch van y' afhangt. 
Zijn de beginwaarden y(0) = y'(0) = 0, dan is de oplossing blijk-
baar 
Deze oplossing kan met formule (1.8.8) berekend worden, waarbij 
nu niets voorspeld hoeft te worden, omdat f voor elke waarde van 
x bekend is. 
Opgaven 
130) Bereken de oplossing y van het beginwaarde-probleem (vgl. opgave 
122, pag. 237) 
2 
y" + x y = 0, y(0) = 0, y'(0) = 1 
voor x = .1(.1)1.0 met behulp van (1.8.8). Voer de berek~ning 
uit in 6 decimalen. 
131) Bereken in 6 deqimalen de oplossing y van het beginwaarde-probleem 
2 
y" = xy + x , y(0) = y' (0) = 0 
voor x = .1(.1)1.0 met behulp van (1.8.8). 
132) Bereken in 6 decimalen de dubbele integraal 
f 1 Jx 2 . cos(; t )dt dx. 
JO 0 
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2. Numerieke oplossin~ van randwaarde-problemen 
We hebben gezien, dat voor het eenduidig vastleggen van een oplos-
sing van een differentiaal-vergelijking extra condities nodig zijn 
(zie Inleiding). Het aantal extra condities is in het algemeen 
gelijk aan de orde van de differentiaal-vergelijking• Als deze 
extra condities de waarde van de oplossing en afgeleiden hiervan 
in slechts een punt voorschrijven 5 spreken we van een beginwaarde-
probleem. Komen daarentegen in de extra condities de waarden voor 
van de oplossing en eventueel ook afgeleiden ervan in verschillende 
punten, dan is het probleem een randwaarde-probleem. 
Wij zullen ons beperk!en tot randwaarde-problemen van de tweede 
orde. Deze hebben twee extra condities, waarin meestal de waarde 
van de oplossing in twee punten wordt voorgeschreven, in formule 
2.0.0 
De rand-condities leggen de oplossing helaas niet altijd eenduidig 
vast. Bijvoorbeeld het randwaarde-probleem 
2. 0. 1 y" + y = 0, y(0) = 0, y(1r) = 1 
heeft geen oplossing. Vervangen we evenwel de laatste randvoorwaarde 
door y(1r) = 0, dan heeft het probleem oneindig veel oplos~ingen 
c sin (x), waarbij c een willekeurige constante is. 
2.1 Herleiding tot beginwaarde-probleem 
Voor het oplossen van het randwaarde-probleem (2.0.0) ·beschouwen 
we eerste het beginwaarde-probleem 
2. 1 .o 
Voor elke gekozen n kunn.en we de oplossing y (x) numeriek bepalen 
n 
met een van de bovengenoemde methodes. 
We ziJn hierbij vooral geinteresseerd in de "eindwaarde" y (x) 
n e 
en zoeken een waarde n, waarvoor y (x) = y. M.a.w. we moeten een n e e 
nulpunt van de functie y (x) - y bepalen. Dit kan het best geschie-n e e 
den met behulp van de Regula falsi. 
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verschillend teken, dan 
n e e 
hebben we een veilig interval en kunnen we de veilige methode toe-
passen (zie pag. 156 en AP 230, ~ag. 158). 
Deze methode kan tamelijk tijdrovend zijn, doordat verscheiQene 
malen een beginwaarde-probleem moet worden opgelost. 
Is evenwel de gegeven diffe~entiaal-vergelijking lineair, dan is 
y (x) een lineaire functie van n zodat slechts voor twee waardeh n e 
van n hoeft te worden geintegreerd en de oplossing door eenmaal 
lineair interpoleren verkregen wordt. Met een kleine wijziging 
gaat dit als volgt. Een lineaire differentiaa~-vergelijking heeft 
de algemene gedaante 
2. 1 • 1 y" + p(x)y' + q_(x)y = r(x). 
Laten de randwaarden zijn 
2. 1.2 = Yo' y(x) = y. e e 







willekeurig gekozen mag zijn; laat v(x) een 
oplossing zijn van het homogene stuk y 11 + p(x)y' + q_(x)y = 0 met 
beginwaarden v(x0 ) = O, v'(x0 ) = a, waarbij a een willekeurige waarde 
# 0 mag hebbe~. Deze functie vis in feite het verschi1' van twee 
oplossingen van (2.1.1) met dezelfde waarde in x0 • Nu st.ellen we 
2. 1.3 y(x) = u(x) + cv(x) 
en trachten c zo te bepalen, da.t aan het randwaarde-probleem voldaan is. 
Blijkbaar voldoet y(x) voor alle c aan (2.1.1) en y(x0 ) = y0 • Voor 
de tweede randvoorwaarde hebben we y(x ) = u(x ) -!· cv(x ) , wat geliJk e e e 
moet zijn aan Ye• Dus 
2. 1 .4 c = (y ·_ u(x ))/v(x ). 
.e e e 
Hiermee is het randwaarde-probleem opgelost, mits v(x) # O. Anders 
e 




2.1.5 y" + y = x, y(O) = O, y(;) = 1. 
Een particuliere oplossing van de differentiaal-vergelijking met 
y(O) = 0 is u(x) = x en de oplossing van het homoJene probleem 
met y(O) = 0 en y' (0) = 1 is v(x) = sin (x). 
De eindvoorwaarde levert c = 1 - ; en de oplossing van o.i t randwaarde-
probleem luidt dus y(x) = x + (1 - ;)sin (x). 
2.2 Herleiding tot stelsel lineaire algebraische vergelijkingen 
We beschouwen weer het lineaire tweede~orde randwaardeprobleem 
2.2.0 
We verdelen het interval '2c
0
,xe] inn gelijke stukken ter lengte h, 
dus h = (xe - x0 )/n. Volgens de gebruikelijke notatie xi= x0 + ih 
hebben we dan xe = xn = x0 + nh. Dus y0 en yn = ye zijn bekend; daar-
tussen liggen de onbekenden y 1 , o••, yn_ 1, waarvoor we een stelsel 
vergelijkingen gaan opstellen. Hiertoe drukken we y' en y" uit in 
centrale differenties (vgl. de formules op pag. 98): 
y! 1 3 1 5 )y., 2. 2. 1 h = (µo-bµo + 30 µcS - ... ]. ]. 
h2 11 (cS2 1 4 1 a6- )y .• 2.2.2 y. = - 12 0 + 90 ... 
We gaan dit in 
schrijven µcSy. 
]. 
enz. Alles met 
]. ]. 
de differentiaal-vergelijking invullen,. waarbij we 
1 2 . 
=. -2 (y.+1 - y. ,), cS Y· = Y•+1 - 2y. + y. 1' p. = -o(x.), 2 ]. J.- ]. ]. ]. J.- ]. - ]. 
h vermenigvuldigend krijgen we dan voor i = 1(1)n-1: 
2.2.3 
1 2 1 2 
( 1 - -2 hp. )y. 1 




]. J.- ]. ]. ]. J.+ ]. ]. 
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Zien we voorlopig af van de hogere orde termen Cy., dan hebben we het 
J. 
volgende lineaire stelsel 
r 
2.2.4 (1-!hp. )y. 1 J. J.-
De matrix A van dit stelsel en het rechterlid b zijn 
2.2.5 A= 
b = 
2 -(2-h q) 
1 
(J 











Matrix A is tridiagonaal, wat het belangrijke voordeel heeft, dat 
Gauss' eliminatie zowel als de methode van Crout veel sneller verlopen 
I 
dan bij een volle matrix. 
D 1 . t di' t t 1 1 (o] e op ossings-vec or van s e se noemen we y , m.a.w. 
2.2.6 
De elementen van y[o] ziJn een eerste schatting voor de functie-waarden 
y 1, ••• , yn_1• We vinden vervolgens iteratief betere schattingen door 
oplossing van het stelsel 
=0,1,2, •••• 
Orn de vector 
nodig buiten 
Cy[k} te berekenen, hebben we nag enige functie-waarden 
het interval [x0 ,xe]. Deze vinden we m.b.vo 2.2.3, bv. 
Vaak kunnen evenwel de hogere differenties, benodigd voor Cy0 en Cye, 
geschat warden. 
Voorbeeld (uit Froberg, pag. 256). 
y" + y 2 = 7x, y(0) = 0, y(1) = 2. 
1 + X 
Kiezen wen= 5 en dus h = 0.2, dan luidt het lineaire stelsel (2.2.6): 
-1.9615y1 + Y2 = .056 
Y1 1.9655y 2 + Y3 = • 112 
y - 1.9706y3 + Y4 = .168 2 
. [oJ , Als oplossing y vinden we 
wat goed overeenstemt met de exacte oplossing y = x3 + x. 
Voor een ander voorbeeld, zie Modern Computing methods, pag. 95. 
Niet-lineaire randwaarde-problemen 
Voor niet-lineaire randwaarde-problemen leidt bovenstaande methode 
tot een niet-lineair stelsel, dat meestal veel lastiger op te lossen 
is. Men kan hiertoe zijn toevlucht nemen tot Newton's iteratie voor 
stelsels vergelijkingen (vgl. pag. 169, waar dit proces is beschreven 
vo~r 2 vergelijkingen met 2 onbekenden). We gaan hierop niet verder in. 
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2.3 Eigenwaarde-problemen 
Dit zijn homogeen-lineaire randwaarde-problemen met een parameter A. 
Een typisch tweede-orde eigenwaarde-probleem ziet er als volgt uit. 
waarbij a0 , a 1, a2 
functies van x zijn. Waarden van A, waarvoor het 
probleem een oplossing y heeft, die niet identiek nul is, heten 
eigenwaarden en de bijbehorende functie y heet eigenfunctie c, De eigen-
functie is op een constante factor na bepaald. 
Gaan we, evenals boven, y' en y" uitdrukken in centrale differenties 
en verwaarlozen we differenties van de orde 3 en hogr=r, dan krijgen 
we een stelsel van de gedaante 
➔ 
(A - AI)y = O, 
waarbij A wederom eerr tridiagonale matrix is. 
Voorbeeld 
y" + Ay = 0, y ( 0 ) = y ( 1 ) = 0. 
. d . . ' k 2 2 k 1 2 d b. 0 b h d . De eigenwaar en Z1J n /\ = 11 , = , , ••• ; e J.J e oren e eigen.-
functies zijn y = c sin( '{i. x) = c sin(krrx), waarbij c een willekeurige 
constante is. 
Voor n = 5, dus h = 0.2; vinden we als matrix 
2 -1 
A 25 
--1 2 -1 
= 
-1 2 -1 
-1 2 
• • • ' •Q • 2(ilf, • 1 2 3 l De eigenwaarden van A ziJn ~i = 1 0 sin 10,, i = , , • 4, du~ 
A.
1 
is een aardige benadering van de kleinste eigenwaarde rr2 van (2.3.2). 
Opgaven 
133) Zij gegeven de matrix A 
door 
= (a .. ) van de orde n, gedefinieerd 
J.J 
a .• = -2 
J.J. 
voor 1 = 1(1)n, a. . 1 = a. +1 . = 1 J. ,1+ J. ,1 
voor 1 = 1(1)n-1 en alle andere elementen van A zijn O. 
Bereken de inverse van A voor n = 2, 3, 4, 5. 
134) Schrijf een ALGOL-procedure, die een stelsel lineaire alge-
braische vergelijkingen oplost met behulp van Gauss' eliminatie, 
als de matrix van het stelsel een tridiagonale matrix van de 
orde n is. 
135) Bereken in 4 decimalen de oplossing van het randwaarde-probleem 
2 y" + x y = 0 , y(O) = o, y(1) = 1 
voor x = 0.25, 0.50, 0.75. 
Literatuur 
Aan de lijsten op pag. 21, 121 en 180 voegen we hier toe de volgende 
boeken op het gebied van numerieke wiskunde. 
30) W.E. Milne, Numerical solution of differential equations (1953). 
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1) Gevraagd alle 3 wortels in 5 decimalen nauwkeurig van de volgende 
vergelijking 
x3 - 15 x2 + 120,c -· 100 = 0 
2) Gegeven de volgende tabel van f(x) = arccosh x 
X f(,x) 
1o75 080689197 
1. 76 080489994 
1.77 080291954 
1078 080095066 






a) Gevraagd door interpolatie te berekenen f(1o78656) 
b) Gevraagd die waarde van x te bepalen, waarvoor f(x) = 4/5 
Practicum Proefwerk 26-10-1965 
1) Gevraagd alle 3 nulpunten in 5 decimalen nauwkeurig van de volgen= 
de veelterm 
3 2 
X - 8x - 28x - 200 











a) Bereken dpor interpolatie f(1o8383838)0 
l 
b) Bepaal die waarde van x, waarvoor f(x) = 0950000000 
Cursus WRA 
ToJ. Dekker 
Proefwerk ALGOL 60 
Maak vraagstuk 1 en 2 en hetzij 3 hetzij 4 
26-10-1965 
1) Hieronder volgen ALGOL statements, waarin syntactische fouten 
zijn geslopen. 
Corrigeer deze fouten. 
a) x : = if if B ~ B A else B B ~ i! C 
then xa else xb else.if D then xc else xd - --
b) if x = if B ~ O ~ -1 VO < a < 1 ~ !2!:_ 
i := 1, i+1 while ~ .2£ 
P(a,b) else z ~= z + if B then 1 else 0 
. - ===- ~
c) begin procedure A(b,c,n), value n, b; array c[t:n]; 
begin integer i; .!£!_ i : = ~ . step 1 until n do 
c[i] := bt - i end; 
array y[1 :8.9]; A(3. 14,y,9) end 
2) a) Schrijf een procedure voor de benadering volgens de trapeziumregel 
van Jb f(x)dx met n deelintervallen. 
a 
De heading van de procedure moet luiden: 
"~ procedure trap(x,a,b,fx,n); 
value a,b,n; ~ x,a,b,fx; integer n;" 
b) Welke waarde krijgt z na uitvoering van 
11 z := trap(x,O, 1,trap(y,Osx,x+y,2) ,2) 11 , 
waarbij x,y,z variabelen van type~ zijn. 
ZoOoZo 
3) Schrijf een functie-procedure 0 die een nulpunt van een functie f 
met afgeleide Df bepaalt volgens de iteratie-formule van Newtono 
Start de iteratie in het gegeven punt xOo 
De iteratie moet warden beeindigd als twee opeenvolgende iterates 
minder dan eps uiteenliggen of als het aantal gedane stappen 15 
bedraagto Lever de laatste iterate af als waarde van de functie 
en het laatste verschil als deltax. De heading moet luiden~ 
ureal procedure Newton (xO,f,Df 5eps 9deltax); 
value xOseps; ·~ xO®eps,deltax, ~ procedure f~Df, 11 
4) Schrijf een procedure, welke de elementen van een 




1) a) Hoe luidt de interpolatie-formule van Lagrange van de orde n? 
Vermeld hierbij ook expliciet de gedaante der Lagrange-coeffi-
cienten .. 
b} Bereken de Lagrange-coefficienten van de orde 4 als de basis-
punten zijn 2, 3, 5 en 7 voor het argument x = 4o 
c} Hoe luidt de restterm, horende bij den-de orde Lagrange-
formule, uitgedrukt in den-de afgeleide van de te interpoleren 
functie? In welk interval moet deze n-de afgeleide bestaan? 
2) a) Hoelil;.uidt den-punts integratie-formule van Newton-Cotes? 
Welke nae.m heeft deze formule voor de bijzondere gevallen 
n = 2 en n = 3f Welke waarde hebben de coefficienten in deze 
gevallen ~n hoe worden ze berekend? 
b) Wat is Richardson-correctie? Welke formule verkrijgt men als 
men Richardson-correctie toepast op de 3-punts Newton-Cotes 
formule? 
c) Hoe verloopt de berekening van Jb f(x)dx met automatisch 
a 
varierende staplengteT 
3) a) Waarom is Gauss' eliminatie zonder verwisselingen niet goed? 
Geef als voorbeeld een lineair stelsel van de or~e 2, waarvoor 
het mis gaat o 
b) Wat is een pivot? Hoe worden bij Gauss' eliminatie de pivots 
gekozen? 
c) Wat is de inverse van een matrix? Hoe wordt een inverse matrix 
numeriek berekend? 
2 
4) a) Definieer het begrip 11partiele afgeleide11 o 
b) Beschrijf de iteratie-formule van Newton voor het oplossen van 
een stelsel van 2 vergelijkingen met 2 onbekendeno 
c) Beschrijf de methode van Bairstow ter berekening van een paar 
nulpunten van een polynoomo 
5) a) Wat is een gelijkvormigheids-transformatie en wanneer heten 
2 matrices gelijkvormig? 
b) Hoe luidt een iteratie-stap van de methode van Jacobi ter 
bepaling van de eigenwaarden van een reele symmetrische matrix? 
In het bijzonder~ welke gedaante heeft de transformerende matrix 
en hoe wordt de draaiingshoek gekozen? 
c) Beschrijf een strategie, die de volgorde der af te werken 




Proefwerk deel I 
1) De functie y(x) voldoet aan de diffo vergelijking 
2 
y 11 + xy 9 + X y = 0 3 
terwijl y(O) = 1 en y'(O) = Oo 
22-3-1966 
Gevraagd wordt met behulp van reeks-ontwikkeling de waarde van y 
in 4 decimalen nauwkeurig te bepalen voor x = Oo5 en x = 0060 
2) Bereken met de derde orde formule van Kutta de oplossing van het 
beginwaarde-probleem 
y 1 = -2y/x , y(1) = 1 
voor x = 1o1(0o1)1o5o Doe de berekening in 5 decimaleno 
Bereken vervolgens, eveneens in 5 decimalen, het verschil van de 
aldus verkregen oplossing met de exacte oplossingo 
Cursus WRA 
TaJ. Dekker 
Proefwerk deel II 
Maak opgaven 3 en 4 en hetzij 5 hetzij 6 
22-3-1966 
3) ~) Wat is de waarde van de integer variabele a na beeindiging van 
het volgende stukje programma: 
"integer procedure M(k); value k; integer k; 
M := if k = 1 then 2 else ax M(k-1); 
a:= 1; a:= M(7) 11 o 
b) Dezelfde vraag na het volgende stukje programma: 
"procedure EEN(x); value x; integer x; x := 1; 
!£!'.. a := 0 ~ EEN(a); EEN(a)". 
c) Voor welke waarden van de integer variabele n wordt de statement 
S uitgevoerd in de ALGOL statement 
11 for n := 2 step .g_ n < 10 ~ 13 ~ -5 until 8 do S11 ? 
Hierbij wordt verondersteld, dat S de variabele n niet wijzigto 
4) Zijin een ALGOL-programma gedeclareerd de procedure ZERO (AP 230, 
page 158) en bovendien een array A [o : 10]. Binnen de scope hiervan 
komt het volgende blok voor: 
"begin ~ w, integer t; array real LJ 2] ; 
~ procedure fun; 
end11 o 
begin t := t + 1; A It] := fun := w ~; 
t := 0; real [1] := 0; real [2] := 0a001; 
A [t] := ZERO(w, -1, 2, fun, real) 
Welke getallen staan, na uitvoering van dit blok, in het array A? 
5) a) Schrijf een stuk progra.mma in de vorm van een blok dat met behulp 
van de niet-locale procedure RK1 (AP 252 pag. 232) de oplossing y(x) 
van het beginwaarde-probleem 
i - ....L y - x+y II y(O) = 1 




De gewenste absolute precisie is 4 decimalena 
Het blok moet de gevraagde functie-waarden afleveren in een passend 
niet-locaal arrayo Alle andere benodigde arrays en variabelen moeten 
in dit blok gedeclareerd wordeno 
b) Schrijf de in deze procedure RK1 gebruikte Runge-Kutta-formule uit, 
met name de formules voor b.y en de benodigde k 1 so Welke formule wordt 
gebruikt voor de som der hoogste orde termen? Hoe luidt de formule 
voor de tolerantie? 
6) a) Schrijf eeµ blok, dat met behulp van de niet-locale procedure RK 
uit het Revised report on ALGOL 60 oplost het stelsel 2e orde diffe-
rentiaal-vergelijkingen 
waarbij 2 2 2 02855837 de beginvoorwaarden zijn r = X + y , C = en 
x(0) = 1 , x' ( 0) = 0 
y(0) = o, y' (0) = 1 0 
Gevraagd worden de waarden van x en yen hun eerste afgeleide voor 
t = 0(0a2)20o Deze waarden moeten worden afgeleverd in passende 
niet-locale arrayso 
Alle andere b~nodigde arrays en variabelen moeten in dit blok worden 
gedec'lareerdo 
De gewenste absolute precisie bedraagt 5 decimalena 
b) Welke formule wordt in deze procedure gebruikt en hoe wordt in 
elke stap de staplengte bepaald? Welke onvolkomenheden merkt U in 
deze procedure op? 
Cursus WRA 
ToJo Dekker 
Practicum proefwerk 21-6-1966 
13000 - 15015 uur 
(Uit Examen voor Wetenschappelijk Rekenen A, 1963) 




o,o4 o, 13350 
0,09 0,21472 





0,81 1, 13756 
1,00 1,44892 
Bereken op verantwoorde wijze~ 
a) de waarde van y voor x = 0,29, 
b) de afgeleide * voor x = o,16~ 
c) de integraal J: y dxo 
2o Tabuleer in vier decimalen de oplossing van de differentiaal-
vergelijking 
over het gebied x = 1,5(0 9 1)1,7 als de volgende waarden van y 
dv .. 















Theorie proefwerk 21-6-1966 
15.30 - 17.30 uur 
1. a) Beschrijf de matrix-maa1-vector iteratie te~ bepaling van een 
eigenwaarde en bijbehorende eigenvector van een matrix. 
b) Wanneer convergeert dit proces en wat is dan de convergent~e-
snelheid? 
c} Beschrijf een methode, waarmee men, na het vinden van de 
. absoluut grootste eigenwaarde, een volgende eigenwaarde met 
eigenvector kan vinden. 
2. a) Beschrijf hoe men een differentiaal-vergelijking van de orde n 
kan herleiden tot een stelsel van n eerste orde differentiaal-
vergelijkingen. 
b) Beschrijf de 'l'aylor ... reeks _methode voor het oplossen van het 
tweede-orde beginwaarde-probleem. 
y" = f(x,y,y') , y' (x ) = b. 
0 
c) Noem voor- en nadelen van de Taylor-reeks methode in vergelij-
king met Runge Kutta en de meerstap-formules. 
3. De interpolatie-formule van -Stirling heeft de volgende coefficien-
ten voor- i = O, 1, 2, .~.: 
=~(P:i-1) 
2J. 2J. - 1 
4 Schrijf de formule uit tot en met de o -term en leidt hieruit de 
volgende formules af 
a) een centrale differentiatie-formule voor f'(xn), als xn een 
tabel-argument is. 
b) een centrale integratie-formule voor yn+
1 
- yn_1, als y voldoet 
aan de differentiaal-vergelijking y' = f(x,y). 
2 
c) een centrale integratie-:f'ormule voor o y , als y voldoet aan de 
n 
differentiaal-vergelijking y" = f(x,y). 
2 
4. Zij gegeven het randwaarde-probleem 
2 y" + xy' - 3x y = 2x, y(O) = 1, y(1) = -4. 
Roe luidt, bij verdeJ.ling van het interval [o, 1] in 5 gelijke 
stukken, het stelsel lineaire vergelijkingen, waarvan de oplossing 
een (eerste) benadering geeft van de functie-waarden y1 , ••• , y4? 
M.a.w. gevraagd wordt de matrix en de rechterlid-vector op te 
schrijven, niet echter het stelsel op te lossen. 
