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Abstract
Interpolated multiple zeta values can be regarded as interpolation polynomi-
als of multiple zeta values and multiple zeta-star values. In this paper, we give
some algebraic relations of interpolated multiple zeta values, such as the sym-
metric sum formula, the shuffle regularized sum formula, a weighted sum formula
and some evaluation formulas with even arguments. All the algebraic relations
provided in this paper are deduced from the extended double shuffle relations.
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1 Introduction
To study the multiple zeta values and the multiple zeta-star values simultaneously, S.
Yamamoto introduced an interpolation polynomial of these two types of values in [20].
We call a finite sequence of positive integers an index. An index k = (k1, k2, . . . , kn) is
admissible if k1 > 2. For an admissible index k = (k1, k2, . . . , kn) and for a variable t,
the interpolated multiple zeta value (t-MZV) ζ t(k) is defined as
ζ t(k) = ζ t(k1, . . . , kn) =
∑
p=(k1✷k2✷···✷kn)
✷=“,” or “+”
tn−dep(p)ζ(p)(∈ R[t]).
Here for any index k = (k1, k2, . . . , kn), the depth of k is defined by dep(k) = n, and if
k is admissible, then the multiple zeta value (MZV) ζ(k) is defined by
ζ(k) = ζ(k1, . . . , kn) =
∑
m1>m2>···>mn>0
1
mk11 m
k2
2 · · ·mknn
.
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It is obviously that ζ0(k) = ζ(k). And one can show that
ζ1(k) = ζ⋆(k) = ζ⋆(k1, . . . , kn) =
∑
m1>m2>···>mn>0
1
mk11 m
k2
2 · · ·mknn
,
which is called a multiple zeta-star value (MZSV).
Many relations, which are satisfied by MZVs and MZSVs simultaneously, are gen-
eralized to t-MZVs. A typical example is the sum formula which was first established
by S. Yamamoto in [20]. For an index k = (k1, k2, . . . , kn), besides the depth, we define
the weight of k by
wt(k) = k1 + k2 + · · ·+ kn.
Denote by Ik,n the set of all indices with weight k and depth n, and by I
0
k,n the subset
of Ik,n containing all admissible indices. Then the sum formula of t-MZVs claims that
∑
k∈I0
k,n
ζ t(k) =
(
n−1∑
i=0
(
k − 1
i
)
ti(1− t)n−1−i
)
ζ(k), (1.1)
where k and n are positive integers with k > n. We list some other known relations of
t-MZVs
• the cyclic sum formula proved by S. Yamamoto in [20];
• Kawashima’s relations obtained by T. Tanaka and N. Wakabayashi in [18];
• the extended double shuffle relations and Hoffman’s relation established by N.
Wakabayashi in [19] and by C. Qin and the author in [12] independently.
In this paper, we focus on the algebraic aspects of t-MZVs, especially the algebraic
relations which are deduced from the extended double shuffle relations. For this pur-
pose, we first recall the algebraic setting of the extended double shuffle relations in
Section 2. Different from [12] and [19], we deal with a more general situation and ob-
tain some equivalent statements. In fact, we find that each equivalent statement of the
extended double shuffle relations proposed in [14] either in terms of MZVs or in terms
of MZSVs has a t-MZVs version. Then we give some algebraic relations of t-MZVs
in Section 3. We provide some new relations of t-MZVs, such as the symmetric sum
formula, the shuffle regularized sum formula and a weighted sum formula which gener-
alizes the weighted sum formula of L. Guo and B. Xie given in [1]. Finally, in Section
4 we give some evaluation formulas of t-MZVs, including the formula of ζ t(2k, . . . , 2k)
and a restricted sum formula which evaluates the sum∑
k1+···+kn=k
ki>1
ζ t(2mk1, . . . , 2mkn).
2 Extended double shuffle relations
In this section, we recall the algebraic setting of the extended double shuffle relations
of t-MZVs from [12,19]. While different from [12,19], we find that the extended double
shuffle relations of t-MZVs are in fact equivalent to the extended double shuffle relations
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of MZVs. Therefore as in [14], we obtain some equivalent statements systematically
and deal with a more general situation.
Let K be a field of characteristic zero and R be a commutative K-algebra with
unitary.
2.1 Algebraic setup
The algebraic setup of t-MZVs was first established in [18, 20]. In the case of t = 0,
one obtains the classical algebraic setup of MZVs as in [3, 5], and in the case of t = 1,
one gets the algebraic setup of MZSVs as in [16].
Let A = {x, y} be an alphabet which contains two noncommutative letters, and let
A∗ be the set of all words generated by A. We denote by 1 the empty word. For a
word w ∈ A∗ and a letter a ∈ A, let us denote by da(w) the number of a’s contained in
w, and set |w| = dx(w) + dy(w). Let ht = K[t]〈A〉 be the noncommutative polynomial
algebra over K[t] generated by A. There are two subalgebras of ht
h1t = K[t] + hty, h
0
t = K[t] + xhty.
The t-shuffle product
t
X on ht is K[t]-bilinear, and satisfies the rules
(S1) 1
t
Xw = w
t
X 1 = w,
(S2) aw1
t
X bw2 = a(w1
t
X bw2) + b(aw1
t
Xw2)− δ(w1)ρ(a)bw2 − δ(w2)ρ(b)aw1,
where w,w1, w2 ∈ A∗, a, b ∈ A, the map δ : A∗ → {0, 1} is defined by
δ(w) =
{
1 if w = 1,
0 if w 6= 1,
and the map ρ : A→ ht is defined by
ρ(x) = 0, ρ(y) = tx.
Then one can prove that the t-shuffle product
t
X is commutative and associative. Under
this new product, ht becomes a commutative and associative algebra, h
1
t and h
0
t are
still subalgebras of ht.
For any k ∈ N, where N is the set of positive integers, set zk = xk−1y. The
t-harmonic shuffle (stuffle) product on h1t is K[t]-bilinear, and satisfies the rules
(H1) 1
t∗ w = w t∗ 1 = w,
(H2) zkw1
t∗ zlw2 = zk(w1 t∗ zlw2) + zl(zkw1 t∗ w2) + (1 − 2t)zk+l(w1 t∗ w2) + [1 −
δ(w1)δ(w2)](t
2 − t)xk+l(w1 t∗ w2),
where w,w1, w2 ∈ A∗ ∩ h1t and k, l ∈ N. As for the t-shuffle product, one can prove
that the t-harmonic shuffle product
t∗ is commutative and associative. Hence under
this new product, h1t becomes a commutative and associative algebra, and h
0
t is still a
subalgebra.
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In the case of t = 0, we simply denote h0, h
1
0 and h
0
0 by h, h
1 and h0, respectively.
Note that we have
ht = h[t], h
1
t = h
1[t], h0t = h
0[t].
We also denote
0
X by X , which is the usual shuffle product. And one can extend X to
the whole space ht, such that X is K[t]-bilinear. Similarly, ∗ = 0∗ is the usual harmonic
shuffle product, and this product can be extended to h1t by K[t]-bilinearities.
Under the algebraic setup, the most important fact is that one can associate the
general case with the special case of t = 0. Let σt be an automorphism of the noncom-
mutative algebra ht determined by
σt(x) = x, σt(y) = tx+ y.
Note that σ−1t = σ−t. The K[t]-linear map St : ht → ht is defined by St(1) = 1 and
St(wa) = σt(w)a, (∀w ∈ A∗, ∀a ∈ A).
Note that St is invertible, and S
−1
t = S−t. Moreover, we have St(h
1
t ) = h
1
t and St(h
0
t ) =
h0t . In the absence of confusion, both St|h1t and St|h0t are simply denoted by St. Then
for any w1, w2 ∈ ht, we have
St(w1
t
Xw2) = St(w1) XSt(w2), S−t(w1 Xw2) = S−t(w1)
t
XS−t(w2).
And for any w1, w2 ∈ h1t , we have
St(w1
t∗ w2) = St(w1) ∗ St(w2), S−t(w1 ∗ w2) = S−t(w1) t∗ S−t(w2).
For the later use, we prepare a lemma below.
Lemma 2.1. For variables s and t, we have
σs ◦ σt = σs+t, Ss ◦ St = Ss+t.
Proof. Since
(σs ◦ σt)(x) = σs(x) = x = σs+t(x)
and
(σs ◦ σt)(y) = σs(tx+ y) = tx+ sx+ y = σs+t(y),
we get σs ◦ σt = σs+t. Then for any a ∈ A and w ∈ A∗, we have
(Ss ◦ St)(wa) = Ss(σt(w)a) = σs(σt(w))a = σs+t(w)a = Ss+t(wa),
which induces that Ss ◦ St = Ss+t.
2.2 Extended double shuffle relations
Let ZR : h
0 → R be a K-linear map, which can be extended to a K[t]-linear map
ZR : h
0
t = h
0[t]→ R[t]. Define
ZtR = ZR ◦ St : h0t → R[t],
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then ZtR is K[t]-linear. Now for any admissible index k = (k1, . . . , kn), we define the
MZV and the t-MZV associated with ZR respectively by
ζR(k) = ZR(zk1 · · · zkn), ζ tR(k) = ZtR(zk1 · · · zkn).
As in [7, 14], if the K-linear map ZR : h
0 → R satisfies the conditions
ZR(w1 Xw2) = ZR(w1)ZR(w2) = ZR(w1 ∗ w2), (∀w1, w2 ∈ h0),
we call the map ZR satisfying the (finite) double shuffle relations. It is easy to show
that
Proposition 2.2. For any K-linear map ZR : h
0 → R, ZR satisfies the double shuffle
relations if and only if
ZtR(w1
t
Xw2) = Z
t
R(w1)Z
t
R(w2) = Z
t
R(w1
t∗ w2), (∀w1, w2 ∈ h0t ).
Below, if ZR : h
0 → R satisfies the double shuffle relations, we always assume that
ZR(1) = 1. Hence if k is the empty index, we have ζR(k) = ζ
t
R(k) = 1.
Now we recall the extended double shuffle relations. Under the shuffle product,
(h1, X ) = (h0, X )[y] is a polynomial algebra. More precisely, for any w ∈ h1, there
exist wi ∈ h0 such that
w =
∑
i>0
wi X y
X i.
Hence there is a map reg
X
: h1 → h0 defined by reg
X
(w) = w0. The map regX :
(h1, X )→ (h0, X ) is an algebra homomorphism and is called the shuffle regularization.
Similarly, since (h1, ∗) = (h0, ∗)[y], one can define the harmonic shuffle regularization
map reg∗ : (h
1, ∗)→ (h0, ∗), which is also an algebra homomorphism.
Let ZR : h
0 → R be a K-linear map which satisfies the double shuffle relations.
Then there exist unique algebra homomorphisms
Z XR : (h
1, X )→ R[T ], Z∗R : (h1, ∗)→ R[T ],
which are determined by
Z XR |h0 = ZR = Z∗R|h0, Z XR (y) = T = Z∗R(y),
where T is a variable. Then the following items are equivalent which is proved in [7]:
(i) (Z XR − ρR ◦ Z∗R)(w1) = 0 for all w1 ∈ h1;
(ii) (Z XR − ρR ◦ Z∗R)(w1)|T=0 = 0 for all w1 ∈ h1;
(iii) Z XR (w1 Xw0 − w1 ∗ w0) = 0 for all w1 ∈ h1 and all w0 ∈ h0;
(iii′) Z∗R(w1 Xw0 − w1 ∗ w0) = 0 for all w1 ∈ h1 and all w0 ∈ h0;
(iv) ZR(regX (w1 Xw0 − w1 ∗ w0)) = 0 for all w1 ∈ h1 and all w0 ∈ h0;
(iv′) ZR(reg∗(w1 Xw0 − w1 ∗ w0)) = 0 for all w1 ∈ h1 and all w0 ∈ h0;
(v) ZR(regX (y
m ∗ w0)) = 0 for all m ∈ N and all w0 ∈ h0;
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(v′) ZR(reg∗(y
m
Xw0 − ym ∗ w0)) = 0 for all m ∈ N and all w0 ∈ h0;
(vi) ZR(∂n(w0)) = 0 for all n ∈ N and all w0 ∈ h0;
(vii) ZR((σm − σm)(w0)) = 0 for all m ∈ Z>0 and all w0 ∈ h0.
We call a K-linear map ZR : h
0 → R satisfying the extended double shuffle relations
if it satisfies the double shuffle relations and the above equivalent properties. Here
ρR : R[T ]→ R[T ] is an R-module homomorphism defined by
ρR(e
Tu) = AR(u)e
Tu
with u a variable and
AR(u) = exp
(
∞∑
n=2
(−1)n
n
ζR(k)u
n
)
∈ R[[u]].
The map ∂n is the derivation on h determined by
∂n(x) = x(x+ y)
n−1y, ∂n(y) = −x(x + y)n−1y.
The map σm : h
1 → h1 is a K-linear map defined by σm(1) = 1 and
σm(zk1 · · · zkn) =
∑
ε1+···+εn=m
εi>0
zk1+ε1 · · · zkn+εn, (∀n, k1, . . . , kn ∈ N).
Finally, σm = τ ◦ σm ◦ τ , where τ is the antiautomorphism of the noncommutative
algebra h determined by
τ(x) = y, τ(y) = x,
and Z>0 is the set of nonnegative integers. We also recall that a K-linear map D : h→ h
is a derivation if it satisfies
D(w1w2) = D(w1)w2 + w1D(w2), (∀w1, w2 ∈ h).
Using the map St, every equivalent properties above can be stated in terms of t-
MZVs. As shown in [12, 19], as t-shuffle algebras, we have h1t = h
0
t [y]. Hence we have
an algebra homomorphism reg t
X
: (h1t ,
t
X ) → (h0t , tX ). Similarly, as t-harmonic shuffle
algebras, we have h1t = h
0
t [y], which induces an algebra homomorphism reg t∗ : (h
1
t ,
t∗)→
(h0t ,
t∗). It is easy to prove that
reg t
X
= S−t ◦ regX ◦St, reg t∗ = S−t ◦ reg∗ ◦St,
where reg
X
and reg∗ are extended to K[t]-linear maps from h
1
t = h
1[t] to h0t = h
0[t].
Furthermore, for a K-linear map ZR : h
0 → R which satisfies the double shuffle
relations, there exist unique algebra homomorphisms Zt,
t
X
R : (h
1
t ,
t
X ) → R[t, T ] and
Z
t,
t
∗
R : (h
1
t ,
t∗)→ R[t, T ] such that
Z
t,
t
X
R |h0t = ZtR = Z
t,
t
∗
R |h0t , Z
t,
t
X
R (y) = T = Z
t,
t
∗
R (y).
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Extending the maps Z XR and Z
∗
R to be K[t]-linear maps from h
1
t to R[t, T ], we get
Z
t,
t
X
R = Z
X
R ◦ St, Zt,
t
∗
R = Z
∗
R ◦ St.
For any n ∈ N, the derivation ∂n on h can be extended to a K[t]-linear map on
ht. Let us define ∂
t
n = S−t ◦ ∂n ◦ St, then as in [14], we can show that ∂tn is a left
S˜t-derivation on ht and satisfies
∂tn(x) = x(x− tx+ y)n−1y, ∂tn(y) = −x(x − tx+ y)n−1y.
Here S˜t = S−t ◦ σt is K[t]-linear, which satisfies S˜t(1) = 1 and
S˜t(wa) = wσt(a), (∀w ∈ ht, ∀a ∈ A).
We recall from [14], for K[t]-linear maps D and L on ht with D(1) = 0 and L invertible,
if
D(w1w2) = (L−1 ◦ D ◦ L)(w1)w2 + w1D(w2), (1 6= ∀w1, w2 ∈ A∗),
we call D is a left L-derivation on ht.
Finally, for any m ∈ Z>0, we extend σm and σm to be K[t]-linear maps on h1t , and
define
σtm = S−t ◦ σm ◦ St, σmt = S−t ◦ σm ◦ St.
Then after extending ρR to be a R[t]-module endomorphism on R[t, T ], as in [14], we
can prove the following theorem.
Theorem 2.3. Assume that the K-linear map ZR : h
0 → R satisfies the double shuffle
relations. Then the following properties are equivalent:
(0) ZR satisfies the extended double shuffle relations;
(1) (Z
t
X
R − ρR ◦ Z
t
∗
R)(w1) = 0 for all w1 ∈ h1t ;
(2) (Z
t
X
R − ρR ◦ Z
t
∗
R)(w1)|T=0 = 0 for all w1 ∈ h1t ;
(3) Z
t
X
R (w1
t
Xw0 − w1 t∗ w0) = 0 for all w1 ∈ h1t and all w0 ∈ h0t ;
(3′) Z
t
∗
R(w1
t
Xw0 − w1 t∗ w0) = 0 for all w1 ∈ h1t and all w0 ∈ h0t ;
(4) ZtR(reg t
X
(w1
t
Xw0 − w1 t∗ w0)) = 0 for all w1 ∈ h1t and all w0 ∈ h0t ;
(4′) ZtR(reg t∗(w1
t
Xw0 − w1 t∗ w0)) = 0 for all w1 ∈ h1t and all w0 ∈ h0t ;
(5) ZtR(reg t
X
(ym
t
Xw0 − ym t∗ w0)) = 0 for all m ∈ N and all w0 ∈ h0t ;
(5′) ZtR(reg t∗(y
m t
Xw0 − ym t∗ w0)) = 0 for all m ∈ N and all w0 ∈ h0t ;
(6) ZtR(∂
t
n(w0)) = 0 for all n ∈ N and all w0 ∈ h0t ;
(7) ZtR((σ
t
m − σmt)(w0)) = 0 for all m ∈ Z>0 and all w0 ∈ h0t .
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Let K = Q, R = R, ZR = Z : h
0 → R defined by Z(1) = 1 and
Z(zk1 · · · zkn) = ζ(k1, . . . , kn), (n, k1, . . . , kn ∈ N, k1 > 2),
then the map Z satisfies the extended double shuffle relations by [7]. Obviously, Zt =
Z ◦ St satisfies
Zt(zk1 · · · zkn) = ζ t(k1, . . . , kn), (n, k1, . . . , kn ∈ N, k1 > 2).
Hence Proposition 2.2 and Theorem 2.3 express the extended double shuffle relations
in terms of t-MZVs. In other words, we get the extended double shuffle relations of
t-MZVs obtained in [12, 19] and give more equivalent statements.
3 Some algebraic relations
In this section, we give some algebraic relations of t-MZVs, which are deduced from the
extended double shuffle relations. We first work out the wanted identity in ht, then we
can obtain the corresponding algebraic relations of t-MZVs after applying the map Z
or Zt and the extended double shuffle relations. For simplicity, we assume that K = Q,
R = R and ZR = Z from now on.
3.1 Symmetric sum formula
The symmetric sum formulas of MZVs and of MZSVs were first established by M. E.
Hoffman in [2, Theorem2.1 and Theorem 2.2]. Here we generalize them to t-MZVs.
First we introduce some notations. For any m ∈ N, set
cm(t) = (m− 1)! [tm − (t− 1)m] = (m− 1)!
m−1∑
i=0
(−1)m−1−i
(
m
i
)
ti ∈ Z[t].
Hence the degree of cm(t) is m − 1 with the leading coefficient m!. For example, we
have
c1(t) = 1,
c2(t) = 2t− 1,
c3(t) = 2(3t
2 − 3t+ 1),
c4(t) = 6(4t
3 − 6t2 + 4t− 1).
It is easy to see that
cm(0) = (m− 1)!(−1)m−1, cm(1) = (m− 1)!,
and if m > 2, it holds
cm+1(t) = m(2t− 1)cm(t)−m(m− 1)(t2 − t)cm−1(t). (3.1)
For any n ∈ N, denote by Pn the set of all partitions of the set {1, 2, . . . , n}. For a
partition Π = {P1, . . . , Pi} ∈ Pn with lj = #Pj , define
cΠ(t) =
i∏
j=1
clj (t) ∈ Z[t].
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For example, if Π = {{1, 2}, {3, 4}, {5}} ∈ P5, we have
cΠ(t) = c2(t)
2c1(t) = (2t− 1)2.
Let Sn be the symmetric group of degree n. Now we have the following identity in
h1t , which is a generalization of [13, Lemma 5.1] because for any Π = {P1, . . . , Pi} ∈ Pn
with lj = #Pj , we have
cΠ(0) = (−1)n−i
i∏
j=1
(lj − 1)!, cΠ(1) =
i∏
j=1
(lj − 1)!.
Lemma 3.1. Let k = (k1, . . . , kn) be an index. We have∑
σ∈Sn
zkσ(1) · · · zkσ(n) =
∑
Π={P1,...,Pi}∈Pn
cΠ(t)zk,P1
t∗ · · · t∗ zk,Pi, (3.2)
where zk,Pj = z
∑
l∈Pj
kl.
Proof. We proceed by induction on n, which is similar as the proof of [13, Lemma 5.1].
The case of n = 1 is trivial, and the case of n = 2 follows from the fact
zk1
t∗ zk2 = zk1zk2 + zk2zk1 + (1− 2t)zk1+k2.
Now assume that n > 2, k = (k1, . . . , kn) and k
′ = (k1, . . . , kn, kn+1). As
zkn+1
t∗
∑
σ∈Sn
zkσ(1) · · · zkσ(n) =
∑
σ∈Sn
n+1∑
j=1
zkσ(1) · · · zkσ(j−1)zkn+1zkσ(j) · · · zkσ(n)
+ (1− 2t)
∑
σ∈Sn
n∑
j=1
zkσ(1) · · · zkσ(j−1)zkσ(j)+kn+1zkσ(j+1) · · · zkσ(n)
+ (t2 − t)
∑
σ∈Sn
n−1∑
j=1
zkσ(1) · · · zkσ(j−1)zkσ(j)+kσ(j+1)+kn+1zkσ(j+2) · · · zkσ(n),
we obtain∑
σ∈Sn+1
zkσ(1) · · · zkσ(n+1) = zkn+1
t∗
∑
σ∈Sn
zkσ(1) · · · zkσ(n)
+ (2t− 1)
n∑
j=1
∑
σ∈Sn
z
k
(j)
σ(1)
· · · z
k
(j)
σ(n)
− 2(t2 − t)
∑
16i<j6n
∑
σ∈Sn−1
z
k
(i,j)
σ(1)
· · · z
k
(i,j)
σ(n−1)
,
where
k(j) = (k1, . . . , kj−1, kj + kn+1, kj+1, . . . , kn) = (k
(j)
1 , . . . , k
(j)
n )
and
k(i,j) = (ki + kj + kn+1, k1, . . . , k˘i, . . . , k˘j, . . . , kn) = (k
(i,j)
1 , . . . , k
(i,j)
n−1).
By inductive hypothesis on k, k(j) and k(i,j), we get∑
σ∈Sn+1
zkσ(1) · · · zkσ(n+1)
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=
∑
Π={P1,...,Pr}∈Pn
cΠ(t)zk,P1
t∗ · · · t∗ zk,Pr
t∗ zkn+1
+ (2t− 1)
n∑
j=1
∑
Π={P1,...,Pr}∈Pn
cΠ(t)zk(j),P1
t∗ · · · t∗ zk(j),Pr
− 2(t2 − t)
∑
16i<j6n
∑
Π={P1,...,Pr}∈Pn−1
cΠ(t)zk(i,j),P1
t∗ · · · t∗ zk(i,j),Pr
=
∑
Π={P1,...,Pr}∈Pn+1
c˜Π(t)zk′,P1
t∗ · · · t∗ zk′,Pr .
Here for Π = {P1, . . . , Pr} ∈ Pn+1 with Pr = {n+ 1}, we have
c˜Π(t) = cΠ′(t) = cΠ(t),
where Π′ = {P1, . . . , Pr−1} ∈ Pn. And for Π = {P1, . . . , Pr} ∈ Pn+1 with Pr = {j <
n + 1}, we have
c˜Π(t) = (2t− 1)cΠ′(t) = cΠ(t),
where Π′ = {P1, . . . , Pr−1, {j}} ∈ Pn. Finally, for Π = {P1, . . . , Pr} ∈ Pn+1, with
n + 1 ∈ Pr and #Pr = m+ 1 > 3, set lj = #Pj with j = 1, . . . , r − 1. Then we get
c˜Π(t) = (2t− 1)mcm(t)
r−1∏
j=1
clj (t)− 2(t2 − t)
(
m
2
)
cm−1(t)
r−1∏
j=1
clj (t).
Using (3.1), we find
c˜Π(t) = cm+1(t)
r−1∏
j=1
clj (t) = cΠ(t).
Hence we have shown that for any Π ∈ Pn+1, it holds c˜Π(t) = cΠ(t). At last, we get∑
σ∈Sn+1
zkσ(1) · · · zkσ(n+1) =
∑
Π={P1,...,Pr}∈Pn+1
cΠ(t)zk′,P1
t∗ · · · t∗ zk′,Pi,
which completes the proof.
Applying the map Zt to (3.2) under the condition that all ki > 2, we obtain the
following symmetric sum formula of t-MZVs.
Theorem 3.2 (Symmetric sum formula). Let k = (k1, . . . , kn) be an index with all
ki > 2. We have
∑
σ∈Sn
ζ t(kσ(1), . . . , kσ(n)) =
∑
Π={P1,...,Pi}∈Pn
cΠ(t)
i∏
j=1
ζ
∑
l∈Pj
kl
 .
3.2 Hoffman’s relation
Hoffman’s relation of t-MZVs was introduced in [12, 19]. Here we recall a proof of
Hoffman’s relation. In fact, for w = zk1 · · · zkn ∈ h1t with n, k1, . . . , kn ∈ N, using [14,
Lemma 3.1], we have
∂t1(w) = S−t ◦ ∂1 ◦ St(w) = S−t [y XSt(w)− y ∗ St(w)] = y tXw − y
t∗ w.
10
Therefore from [12, 19], we get
∂t1(w) =y
t
Xw − y t∗ w =
n∑
i=1
ki∑
j=2
zk1 · · · zki−1zjzki+1−jzki+1 · · · zkn
−
n∑
i=1
[1 + (ki + δni − 2)t] zk1 · · · zki−1zki+1zki+1 · · · zkn
+ (t− t2)
n−1∑
i=1
zk1 · · · zki−1zki+ki+1+1zki+2 · · · zkn ,
where δij is Kronecker’s delta symbol defined by
δij =
{
1 if i = j,
0 if i 6= j.
Hence if k1 > 2, we have
n∑
i=1
[1 + (ki + δni − 2)t] ζ t(k1, . . . , ki−1, ki + 1, ki+1, . . . , kn)
=
n∑
i=1
ki∑
j=2
ζ t(k1, . . . , ki−1, j, ki + 1− j, ki+1, . . . , kn)
+ (t− t2)
n−1∑
i=1
ζ t(k1, . . . , ki−1, ki + ki+1 + 1, ki+2, . . . , kn),
which was called Hoffman’s relation in [12, 19].
3.3 Sum formula
The sum formula of t-MZVs was given by S. Yamamoto in [20] by using the sum
formula of MZVs. Two different proofs of the sum formula were given in [12], one
proof is analytical and the other one is algebraic. We give an algebraic proof here. Let
k, n ∈ N with the condition k > n. Then
σtn−1(zk−n+1) = S−t(σn−1(zk−n+1)) = S−t(zk) = zk.
By [14, Lemma 3.2], we have
σn−1(zk−n+1) = x(x
k−n−1
X yn−1)y,
which induces that
σn−1
t(zk−n+1) = S−t(x(x
k−n−1
X yn−1)y) = xσ−t(x
k−n−1
X yn−1)y.
As σ−t is an automorphism of the algebra (ht, X ), we get
σn−1
t(zk−n+1) =x(x
k−n−1
X (−tx+ y)n−1)y
11
=n∑
i=1
x(xk−n−1 Xxn−i X yi−1)y(−t)n−i
=
n∑
i=1
(
k − i− 1
n− i
)
x(xk−i−1 X yi−1)y(−t)n−i.
Hence we have(
σn−1
t − σtn−1
)
(zk−n+1) =
n∑
i=1
(
k − i− 1
n− i
)
x(xk−i−1 X yi−1)y(−t)n−i − zk.
Then as in [12, Appendix A] or as in [14], we get
∑
k∈I0
k,n
ζ t(k) =
[
n∑
i=1
(
k − i− 1
n− i
)
tn−i
]
ζ(k),
which is the sum formula of t-MZVs and is equivalent to (1.1).
3.4 Shuffle regularized sum formula
In [9, Theorem 1.2], M. Kaneko and M. Sakata proved that for any k, n ∈ N, it holds
Z
regX
 ∑
w∈A∗∩h1
dx(w)=k,dy(w)=n
w

 = (−1)n−1ζ(k + 1, {1}n−1), (3.3)
which was called the shuffle regularized sum formula of MZVs there. Here and below,
let {m1, . . . , ml}n be n repetitions of m1, . . . , ml. In fact, (3.3) is also an immediate
consequence of [10, Lemma 3.3], which claims that
reg
X
 ∑
w∈A∗∩h1
dx(w)=k,dy(w)=n
w
 = (−1)n−1xkyn. (3.4)
The following lemma can be regarded as a t-shuffle generalization of (3.4).
Lemma 3.3. For any k, n ∈ N, we have
reg t
X
 ∑
w∈A∗∩h1
dx(w)=k,dy(w)=n
w
 = n∑
i=1
(−1)i−1tn−i
∑
k1+···+ki=k+n
k1>k+1,k2,...,ki>1
(
k1
k + 1
)
zk1 · · · zki . (3.5)
Proof. The left-hand side of (3.5) is
reg t
X
((xk X yn−1)y) = S−t(regX (σt(x
k
X yn−1)y)).
As σt is an automorphism of the algebra (ht, X ), the left-hand side of (3.5) becomes
S−t(regX (x
k
X (tx+ y)n−1)y) =
n∑
j=1
S−t(regX (x
k
X xn−j X yj−1)y)tn−j
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=n∑
j=1
(
k + n− j
k
)
S−t(regX (x
k+n−j
X yj−1)y)tn−j,
which by (3.4) is
n∑
j=1
(
k + n− j
k
)
(−1)j−1S−t(xk+n−jyj)tn−j .
Hence the left-hand side of (3.5) equals
n∑
j=1
(
k + n− j
k
)
(−1)j−1xk+n−j(−tx+ y)j−1ytn−j
=
n∑
j=1
j∑
i=1
(
k + n− j
k
)
(−1)i−1xk+n−j(xj−i X yi−1)ytn−i
=
n∑
i=1
n∑
j=i
(
k + n− j
k
)
(−1)i−1
∑
k1+···+ki=k+n
k1>k+n−j+1,k2,...,ki>1
zk1 · · · zkitn−i
=
n∑
i=1
(−1)i−1tn−i
∑
k1+···+ki=k+n
k1>k+1,k2,...,ki>1
zk1 · · · zki
n∑
j=k+n+1−k1
(
k + n− j
k
)
,
which is just the right-hand side of (3.5).
From Lemma 3.3, we get the shuffle regularized sum formula of t-MZVs, which
generalizes (3.3).
Theorem 3.4 (Shuffle regularized sum formula). For any k, n ∈ N, we have
Zt
reg t
X
 ∑
w∈A∗∩h1
dx(w)=k,dy(w)=n
w


=
n∑
i=1
(−1)i−1tn−i
∑
k1+···+ki=k+n
k1>k+1,k2,...,ki>1
(
k1
k + 1
)
ζ t(k1, . . . , ki).
3.5 A formula for height one t-MZVs
For an index k = (k1, . . . , kn), we define its height by
ht(k) = #{j | 1 6 j 6 n, kj > 2},
which was first introduced by Y. Ohno and D. Zagier in [17]. For example, an admissible
index k is of height one if and only if k has the form
k = (k + 1, {1}l−1), (∃k, l ∈ N).
M. Kaneko and M. Sakata gave a formula for height one MZVs in [9, Theorem 1.1].
They showed that for any k, l ∈ N, it holds
ζ(k + 1, {1}l−1) =
min{k,l}∑
j=1
(−1)j−1
∑
wt(k)=k,wt(l)=l
dep(k)=dep(l)=j
ζ(k+ l), (3.6)
13
where for k = (k1, . . . , kj) and l = (l1, . . . , lj), k+ l = (k1+ l1, . . . , kj + lj). We remark
that the above formula is also a consequence of the identity
∆v
(
1
1− xu− xv + x(x+ y)uvxy
)
=
x
1− xu
y
1− yv , (3.7)
where u and v are variables commuting with each other as well as x and y, and ∆v is
defined in [7] by
∆v = exp
(
∞∑
n=1
∂n
n
vn
)
.
Here (3.7) is essential the last equation of [8]. And to get (3.6) from (3.7), one can use
the computation
1
1− xu− xv + x(x+ y)uvxy =
1
1 + xu
1−xu
1
1−xv
yv
xu
1− xu
1
1− xvyvu
−1v−1
=
∞∑
j=1
(−1)j−1
(
xu
1− xu
1
1− xvyv
)j
u−1v−1
=
∞∑
j=1
(−1)j−1
∑
k1,...,kj>1
l1,...,lj>1
xk1+l1−1y · · ·xkj+lj−1yuk1+···+kj−1vl1+···+lj−1
=
∑
k,l>1

min{k,l}∑
j=1
(−1)j−1
∑
k1+···+kj=k
l1+···+lj=l
k1,...,kj,l1,...,lj>1
zk1+l1 · · · zkj+lj
 uk−1vl−1,
and the derivation relations of MZVs introduced by K. Ihara, M. Kaneko and D. Zagier
in [7].
We would like to generalize (3.7) to t-MZVs. Define
∆tv = exp
(
∞∑
n=1
∂tn
n
vn
)
.
Then since ∂tn = S−t ◦ ∂n ◦ St, we get ∆tv = S−t ◦∆v ◦St. Note that for any w ∈ h0t , we
have
Zt(∆tv(w)) = Z
t(w), (3.8)
which is from the extended double shuffle relations of t-MZVs.
Now a generalization of (3.7) is displayed in the following lemma.
Lemma 3.5. In h0t [[u, v]], we have
∆tv
(
1
1− xu − xv + x[(1 − t)x+ y]uv
x
1− txv y
)
=
x
1− xu
y
1− yv . (3.9)
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Proof. The left-hand side of (3.9) is
(S−t ◦∆v)
(
1
1− xu− xv + x(x+ y)uv
x
1− txvy
)
.
Since
∆v(x) = x
1
1− yv , ∆v(y) = (1− xv − yv)
y
1− yv ,
we get
∆v (1− xu− xv + x(x+ y)uv) = x 1
1− yv (1− xv − yv)
1− xu
x
,
which implies that the left-hand side of (3.9) is
S−t
(
x
1− xu
1
1− xv − yv (1− yv)
1
1− txv − yv (1− xv − yv)
y
1− yv
)
.
Direct calculation shows that
(1− yv) 1
1− txv − yv (1− xv − yv) = (1− xv − yv)
1
1− txv − yv (1− yv),
which implies that the left-hand side of (3.9) becomes
S−t
(
x
1− xu
1
1− txv − yvy
)
.
Now it is easy to finish the proof.
From Lemma 3.5, we get some formulas for the height one t-MZVs which generalize
(3.6).
Theorem 3.6. For any k, l ∈ N, we have
ζ t(k + 1, {1}l−1) =
min{k,l}∑
j=1
(−1)j−1
∑
k1+···+kj=k
l1+···+lj=l
k1,...,kj ,l1,...,lj>1
1− tlj
1− t
× Zt(xk1+l1−1(−tx+ y) · · ·xkj−1+lj−1−1(−tx+ y)xkj+lj−1y), (3.10)
or equivalently
ζ t(k + 1, {1}l−1) =
min{k,l}∑
j=1
(−1)j−1
∑
k1+···+kj=k
l1+···+lj=l
k1,...,kj,l1,...,lj>1
1− tlj
1− t ζ(k1 + l1, . . . , kj + lj). (3.11)
In particular, we have
ζ⋆(k + 1, {1}l−1) =
min{k,l}∑
j=1
(−1)j−1
∑
k1+···+kj=k
l1+···+lj=l
k1,...,kj,l1,...,lj>1
ljζ(k1 + l1, . . . , kj + lj). (3.12)
15
Proof. Since
1
1− xu− xv + x[(1− t)x+ y]uv
x
1− txvy
=
1
1 + xu
1−xu
1
1−xv
(−tx+ y)v
xu
1− xu
1
1− xv
1
1− txv yu
−1
=
∞∑
j=1
(−1)j−1
∑
k1,...,kj>1
l1,...,lj>1
i>0
xk1+l1−1(−tx+ y) · · ·xkj−1+lj−1−1(−tx+ y)
× xkj+lj+i−1ytiuk1+···+ki−1vl1+···+lj+i−1,
then by (3.8), we have
ζ t(k + 1, {1}l−1) =
min{k,l}∑
j=1
(−1)j−1
∑
k1+···+kj=k
l1+···+lj+i=l
k1,...,kj,l1,...,lj>1,i>0
× Zt(xk1+l1−1(−tx+ y) · · ·xkj−1+lj−1−1(−tx+ y)xkj+lj+i−1y)ti,
which implies (3.10). We get (3.11) from (3.10) by using the fact Zt = Z ◦ St, and get
(3.12) from (3.10) by setting t = 1.
As in [9], (3.10) is nothing but the sum formula of double t-MZVs in the case of
l = 2.
3.6 A weighted sum formula
In [1], L. Guo and B. Xie provided a weighted sum formula of MZVs. And in [14],
C. Qin and the author simplified the proof of this weighted sum formula and gave its
MZSVs version. In this subsection, we shall generalize the weighted sum formulas to
t-MZVs. The method used here is similar as that in [1, 14].
To save spaces, we use the following notation. If k ∈ Ik,n, we always mean that
k = (k1, . . . , kn) unless stated otherwise, and set zk = zk1 · · · zkn .
Lemma 3.7. For any integers k, n with k > n > 2, we have∑
l+k1+···+kn−1=k
l,ki>1,k1>2
zl
t∗ zk1 · · · zkn−1 = n
∑
k∈I0
k,n
zk +
∑
k∈Ik,n,k1=1
zk −
∑
k∈Ik,n,k2=1
zk
+ (1− 2t)(k − n)
∑
k∈I0
k,n−1
zk + (t
2 − t)
∑
k∈I0
k,n−2
bkzk, (3.13)
where I0k,n−2 = ∅ for n = 2, and for n > 2 and k ∈ I0k,n−2,
bk =
(
k1 − 2
2
)
+
(
k2 − 1
2
)
+ · · ·+
(
kn−2 − 1
2
)
.
Proof. The proof is similar as that in [14, Lemmas 3.3, 3.4]. By the definition of the
product
t∗, we have
zl
t∗ zk1 · · · zkn−1 =
n−1∑
i=0
zk1 · · · zkizlzki+1 · · · zkn−1
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+ (1− 2t)
n−1∑
i=1
zk1 · · · zki−1zl+kizki+1 · · · zkn−1
+ (t2 − t)
n−2∑
i=1
zk1 · · · zki−1zl+ki+ki+1zki+2 · · · zkn−1 . (3.14)
Therefore we find the left-hand side of (3.13) is∑
k∈Ik,n,k2>2
zk + (n− 1)
∑
k∈I0
k,n
zk + (1− 2t)
∑
k∈I0
k,n−1
(k1 − 2)zk
+ (1− 2t)
n−1∑
i=2
∑
k∈I0
k,n−1
(ki − 1)zk + (t2 − t)
∑
k∈I0
k,n−2
(
k1 − 2
2
)
zk
+ (t2 − t)
n−2∑
i=2
∑
k∈I0
k,n−2
(
ki − 1
2
)
zk.
Now it is easy to finish the proof.
To deal with the product
t
X , we first need a formula similar as (3.14). The formula
is a generalization of that for shuffle product of MZVs appearing in the proof of [14,
Lemma 3.3] and of MZSVs appearing in the proof of [14, Lemma 3.4]. See also [11,
Proposition 2.7].
Lemma 3.8. For any n, l, k1, . . . , kn−1 ∈ N with n > 2, we have
zl
t
X zk1 · · · zkn−1 =
n−1∑
i=1
∑
α1+···+αi+1
=l+k1+···+ki,αj>1
i−1∏
j=1
(
αj − 1
kj − 1
)(
αi − 1
ki − αi+1
)
× (zα1 · · · zαi+1zki+1 · · · zkn−1 − tzα1 · · · zαi−1zαi+αi+1zki+1 · · · zkn−1)
+
∑
α1+···+αn
=l+k1+···+kn−1,αj>1
n−1∏
j=1
(
αj − 1
kj − 1
)
(zα1 · · · zαn − tzα1 · · · zαn−2zαn−1+αn). (3.15)
Proof. We use the combinatorial description of the shuffle product to prove this for-
mula. For more applications of the combinatorial description of the shuffle product, one
may refer to [11]. To compute the t-shuffle product, we consider the y’s first. Denote
the letter y in zl by Y . Then the shuffle product zl X zk1 · · · zkn−1 is a linear combination
of the following words:
(i) xα1−1y · · ·xαi−1−1yxαi−1Y xαi+1−1y · · ·xαn−1y, (1 6 i 6 n− 1),
(ii) xα1−1y · · ·xαn−1−1yxαn−1Y ,
where α1, . . . , αn ∈ N and satisfy the condition α1 + · · ·+ αn = l + k1 + · · ·+ kn−1.
Now we consider the x’s. For a word in the case of (i), the sources of x’s in xαj−1
are
(a) kj − 1 times from zkj and others from zl for 1 6 j 6 i− 1,
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(b) ki − αi+1 times from zki and others from zl for j = i,
(c) all from zkj−1 for i+ 1 6 j 6 n.
Hence we have αj = kj−1 for j = i+ 2, . . . , n, and the coefficient of this word is
i−1∏
j=1
(
αj − 1
kj − 1
)(
αi − 1
ki − αi+1
)
.
Different from the shuffle product, the t-shuffle product will have a new word coming
from a word in the case of (i) by replacing Y by −tx with the same coefficient. Hence
we get the first term of the right-hand side of (3.15).
Similarly, one get the second term of the right-hand side of (3.15) after considering
the words in the case of (ii).
As in [1], for an index k = (k1, k2, . . . , kn), set
C(k) = C(k1, . . . , kn) =
n∑
j=1
2k1+···+kj−j + 2k1+···+kn−n ∈ N.
We also set
C˜(k) = C(k1, . . . , kn)− C(k2, . . . , kn),
where if n = 1, C(k2, . . . , kn) is treated as 1.
From (3.15), we get the t-shuffle version of (3.13).
Lemma 3.9. For any integers k, n with k > n > 2, we have∑
l+k1+···+kn−1=k
l,ki>1,k1>2
zl
t
X zk1 · · · zkn−1 = −
∑
k∈Ik,n,k2=1
zk + t
∑
k∈I0
k,n−1
zk
+
∑
k∈Ik,n
C˜(k˜)zk − t
∑
k∈Ik,n−1
(
C˜(k)− C˜(k˜)
)
zk, (3.16)
where k˜ = (k1, . . . , kl−1) for any index k = (k1, . . . , kl) with l > 2, and C˜(k˜) = k for
k = (k).
Proof. The proof is similar as that in the special case of t = 1, which can be found in
the proof of [14, Lemma 3.4].
Using (3.13) and (3.16), we immediately get the following result.
Corollary 3.10. For any integers k, n with k > n > 2, we have∑
l+k1+···+kn−1=k
l,ki>1,k1>2
(
zl
t
X zk1 · · · zkn−1 − zl
t∗ zk1 · · · zkn−1
)
=
∑
k∈I0
k,n
C˜(k˜)zk − n
∑
k∈I0
k,n
zk − t
∑
k∈I0
k,n−1
(
C˜(k)− C˜(k˜)
)
zk
+ [t + (2t− 1)(k − n)]
∑
k∈I0
k,n−1
zk + (t− t2)
∑
k∈I0
k,n−2
bkzk. (3.17)
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Using the extended double shuffle relations and the sum formula (1.1), we finally
get a weighted sum formula of t-MZVs.
Theorem 3.11 (Weighted sum formula). For any integers k, n with k > n > 2, we
have ∑
k∈I0
k,n
C˜(k˜)ζ t(k)− t
∑
k∈I0
k,n−1
(
C˜(k)− C˜(k˜)
)
ζ t(k) + (t− t2)
∑
k∈I0
k,n−2
bkζ
t(k)
=
{
n−2∑
i=1
[
k
(
k − 1
i
)
− (k − n + 1)
(
k − 1
i− 1
)]
ti(1− t)n−1−i
+k(1− t)n−1 +
(
k − 1
n− 1
)
tn−1
}
ζ(k), (3.18)
where k˜ = (k1, . . . , kl−1) for any index k = (k1, . . . , kl) with l > 2, C˜(k˜) = k for
k = (k), I0k,n−2 = ∅ for n = 2, and
bk =
(
k1 − 2
2
)
+
(
k2 − 1
2
)
+ · · ·+
(
kn−2 − 1
2
)
for n > 2 and k ∈ I0k,n−2.
Taking t = 0 in (3.18), we get the weighted sum formula of MZVs which was first
proved by L. Guo and B. Xie in [1]. And taking t = 1 in (3.18), we get the weighted
sum formula of MZSVs in [14]. Setting n = 2 in (3.18) and using the sum formula for
double t-MZVs, we get∑
k1+k2=k
k1>2,k2>1
2k1ζ t(k1, k2) =
[
k + 1 + (2k − 4)t] ζ(k), (k > 3).
4 Some evaluation formulas
In this section, we give some evaluation formulas of t-MZVs at even arguments, which
are deduced from the extended double shuffle relations. As above, let u and v be
variables commuting with each other as well as x and y.
4.1 Evaluation formulas of ζt({2k}n)
For any m ∈ N, set
dm(t) =
1
(m− 1)!cm(t) = t
m − (t− 1)m =
m−1∑
i=0
(−1)m−1−i
(
m
i
)
ti ∈ Z[t].
For example, we have d1(t) = 1 and d2(t) = 2t− 1. By (3.1), for m > 2, it holds
dm+1(t) = (2t− 1)dm(t)− (t2 − t)dm−1(t). (4.1)
Let d0(t) = 0, then (4.1) is also valid for m = 1.
The following lemma generalizes [14, Lemma 3.10].
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Lemma 4.1. For any a, b, n ∈ N, we have
n∑
m=1
dm(t)zb+(m−1)a
t∗ zn−ma =
n−1∑
m=0
zma zbz
n−1−m
a . (4.2)
Proof. We prove (4.2) by induction on n. The case of n = 1 is trivial. If n = 2, the
left-hand side of (4.2) is
zb
t∗ za + (2t− 1)zb+a = zbza + zazb.
Thus (4.2) holds for n = 2.
Now assume that n > 3. Then the left-hand side of (4.2) is
dn(t)zb+(n−1)a + dn−1(t)zb+(n−2)a
t∗ za +
n−2∑
m=1
dm(t)
[
zb+(m−1)az
n−m
a
+za(zb+(m−1)a
t∗ zn−1−ma ) + (1− 2t)zb+mazn−1−ma + (t2 − t)zb+(m+1)azn−2−ma
]
.
Using the inductive assumption, the above turns to
n∑
m=1
dm(t)zb+(m−1)az
n−m
a +
n−1∑
m=1
(1− 2t)dm(t)zb+mazn−1−ma
+
n−2∑
m=1
(t2 − t)dm(t)zb+(m+1)azn−2−ma +
n−2∑
m=0
zm+1a zbz
n−2−m
a .
Finally, we finish the proof by (4.1).
Setting a = b = k ∈ N in (4.2), we get
n∑
m=1
dm(t)zmk
t∗ zn−mk = nznk , (∀n ∈ N). (4.3)
Then as a t-version of [7, Corollary 2], we get the following result.
Corollary 4.2. For any k ∈ N, we have
1
1− zku = expt∗
(
∞∑
n=1
1
n
dn(t)znku
n
)
. (4.4)
In particular, if k > 2, we have
1 +
∞∑
n=1
ζ t({k}n)un = exp
(
∞∑
n=1
1
n
dn(t)ζ(nk)u
n
)
. (4.5)
Proof. Multiplying un to both-sides of (4.3), and then summing for n from 1 to ∞,
we get
F (u)
t∗
(
∞∑
n=1
dn(t)znku
n−1
)
= F ′(u),
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where
F (u) =
1
1− zku =
∞∑
n=0
znku
n.
Since F (0) = 1, we obtain (4.4).
In particular, since dn(0) = (−1)n−1, from (4.5) we get [7, Corollary]
1 +
∞∑
n=1
ζ({k}n)un = exp
(
∞∑
n=1
1
n
(−1)n−1ζ(nk)un
)
.
And since dn(1) = 1, we obtain
1 +
∞∑
n=1
ζ⋆({k}n)un = exp
(
∞∑
n=1
1
n
ζ(nk)un
)
.
More generally, let z be the Q[t]-submodule of h1t generated by {zk | k > 1}. Define
a circle product on z by Q[t]-bilinearity and the rule
zk ◦ zl = zk+l, (∀k, l > 1).
Then as (4.2), we find that for any z ∈ z and any n ∈ N, it holds
n∑
m=1
dm(t)z
◦m t∗ zn−m = nzn,
which is a generalization of (4.3). Hence as (4.4), one gets
1
1− zu =expt∗
(
∞∑
n=1
1
n
dn(t)z
◦nun
)
=expt
∗
{log◦ (1− (t− 1)zu)− log◦(1− tzu)} ,
which generalizes [7, Corollary 1] and [6, Proposition 3].
Using (4.5), we can evaluate ζ t({2k}n). For that purpose, we introduce a lemma.
Let {Bn}∞n=0 be the Bernoulli numbers defined by
u
eu − 1 =
∞∑
n=0
Bn
n!
un.
Lemma 4.3. Let k ∈ N. We have
∞∑
n=1
B2nk
2n(2nk)!
u2nk =
k−1∑
j=0
(
log
euρ
j
k − 1
uρ
j
k
− 1
2
uρ
j
k
)
, (4.6)
where ρk = e
pi
√−1
k .
Proof. Recall the formula
log
eu − 1
u
− 1
2
u =
∞∑
n=1
B2n
2n(2n)!
u2n,
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which was proved in [10, Lemma 4.3]. Hence the right-hand side of (4.6) becomes
∞∑
n=1
B2n
2n(2n)!
u2n
k−1∑
j=0
ρ
2nj
k .
Since
k−1∑
j=0
ρ
2nj
k =
{
0 if k ∤ n,
k if k | n,
we get the result.
Furthermore, we need the evaluation formulas (see [14, Eq. (3.26) and Eq. (3.27)])
ζ({2k}n) =(−1)n
∑
n0+···+nk−1=nk
nj>0
ρ
k−1∑
j=0
2jnj
k
(2n0 + 1)! · · · (2nk−1 + 1)!
λ2nk
4nk
, (4.7)
ζ⋆({2k}n) =
∑
n0+···+nk−1=nk
nj>0
β2n0 · · ·β2nk−1ρ
k−1∑
j=0
2jnj
k
(2n0)! · · · (2nk−1)!
λ2nk
4nk
, (4.8)
where ρk = e
pi
√−1
k , λ = 2pi
√−1 and β2m = B2m(2 − 4m). Then an evaluation formula
for ζ t({2k}n) is given in the following theorem.
Theorem 4.4. For any k ∈ N and any n ∈ Z>0, we have
ζ t({2k}n) =
∑
i+j=n
i,j>0
ζ({2k}i)ζ⋆({2k}j)(1− t)itj (4.9)
and
ζ t({2k}n) =
∑
i+j=n
i,j>0
(t− 1)itj
∑
n0+···+nk−1=ik
m0+···+mk−1=jk
n0,...,nk−1>0
m0,...,mk−1>0
ρ
2
k−1∑
l=0
l(nl+ml)
k
×
k−1∏
l=0
β2ml
(2nl + 1)!(2ml)!
λ2nk
4nk
, (4.10)
where λ = 2pi
√−1, ρk = epi
√−1
k and β2m = (2− 4m)B2m.
Proof. Using Euler’s formula
ζ(2n) = − B2n
2(2n)!
λ2n,
which can be deduced from the extended double shuffle relations by [14], we have
∞∑
n=1
1
n
dn(t)ζ(2nk)u
2nk =
∞∑
n=1
B2nk
2n(2nk)!
(t− 1)nu2nkλ2nk
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−
∞∑
n=1
B2nk
2n(2nk)!
tnu2nkλ2nk.
Applying (4.6), we find
∞∑
n=1
1
n
dn(t)ζ(2nk)u
2nk =
k−1∑
j=0
(
log
eu1ρ
j
k − 1
u1ρ
j
k
− 1
2
u1ρ
j
k
)
−
k−1∑
j=0
(
log
eu2ρ
j
k − 1
u2ρ
j
k
− 1
2
u2ρ
j
k
)
,
where u1 = (t− 1) 12kuλ and u2 = t 12kuλ. Hence we get
exp
(
∞∑
n=1
1
n
dn(t)ζ(2nk)u
2nk
)
=
k−1∏
j=0
e
1
2
u1ρ
j
k − e− 12u1ρjk
u1ρ
j
k
×
k−1∏
j=0
(
u2ρ
j
k
e
1
2
u2ρ
j
k − 1
− u2ρ
j
k
eu2ρ
j
k − 1
)
. (4.11)
Using [14, Proposition 3.17], we have
∞∑
n=0
ζ({2k}n)(1− t)nu2nk =
k−1∏
j=0
e
1
2
u1ρ
j
k − e− 12u1ρjk
u1ρ
j
k
and
∞∑
n=0
ζ⋆({2k}n)tnu2nk =
k−1∏
j=0
(
u2ρ
j
k
e
1
2
u2ρ
j
k − 1
− u2ρ
j
k
eu2ρ
j
k − 1
)
.
Then (4.9) follows from (4.5) and (4.11). At last, one can get (4.10) from (4.7), (4.8)
and (4.9).
Setting t = 0 and t = 1 in (4.10), we get [14, Theorem 3.15]. Let k = 1 and k = 2
in (4.10), we get
ζ t({2}n) =
∑
i+j=n
i,j>0
(t− 1)itj β2j
(2i+ 1)!(2j)!
λ2n
4n
and
ζ t({4}n) =
∑
i+j=n
i,j>0
(t− 1)itj
∑
i1+i2=2i,j1+j2=2j
i1,i2,j1,j2>0
(−1)i2+j2β2j1β2j2
(2i1 + 1)!(2i2 + 1)!(2j1)!(2j2)!
λ4n
42n
.
Since
2n∑
i=0
(−1)i
(
4n+ 2
2i+ 1
)
= (−1)n22n+1,
we find
ζ t({4}n) =
∑
i+j=n
i,j>0
(1− t)itj 2λ
4n
(4i+ 2)!4n+j
∑
j1+j2=2j
j1,j2>0
(−1)j2β2j1β2j2
(2j1)!(2j2)!
.
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4.2 Some formulas of ζt({k}n)
We shall supply another method to prove (4.9). In fact, we can show the corresponding
identity in the algebra h1t .
Proposition 4.5. For any k ∈ N, we have
St
(
1
1− zku
)
=
1
1− zk(1− t)u ∗ S
(
1
1− zktu
)
, (4.12)
or equivalently
St(z
n
k ) =
∑
i+j=n
i,j>0
(1− t)itjzik ∗ S(zjk), (∀n > 1). (4.13)
In particular, if k > 2, it holds
ζ t({k}n) =
∑
i+j=n
i,j>0
(1− t)itjζ({k}i)ζ⋆({k}j), (∀n > 1).
To prove (4.13), we need the following lemma, which generalizes [15, Eq. (4)].
Lemma 4.6. For any n, k1, . . . , kn ∈ N, we have
St(zk1zk2 · · · zkn) =
n∑
i=1
ti−1zk1+···+kiSt(zki+1 · · · zkn). (4.14)
In particular, for any k, n ∈ N, we have
St(z
n
k ) =
n∑
i=1
ti−1zikSt(z
n−i
k ). (4.15)
Proof. We prove (4.14) by induction on. The case of n = 1 is trivial. Now assume
that n > 2. Since
St(zk1zk2 · · · zkn) = zk1St(zk2 · · · zkn) + txk1St(zk2 · · · zkn),
using the inductive hypothesis, we get
St(zk1zk2 · · · zkn) = zk1St(zk2 · · · zkn) + txk1
n∑
i=2
ti−2zk2+···+kiSt(zki+1 · · · zkn),
which finishes the proof.
Now we return to prove Proposition 4.5.
Proof of Proposition 4.5. We prove (4.13) by induction on n. The case of n = 1 is
trivial. Now assume that n > 2. The right-hand side of (4.13) is
(1− t)nznk + tnS(znk ) +
n−1∑
j=1
(1− t)n−jtjzn−jk ∗ S(zjk).
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Using (4.15) with t = 1, we find the right-hand side of (4.13) becomes
(1− t)nznk + tnS(znk ) +
n−1∑
j=1
j∑
i=1
(1− t)n−jtjzn−jk ∗ zikS(zj−ik ),
which is tnS(znk ) + T1 + T2 + T3, where
T1 =(1− t)nznk + zk
n−1∑
j=1
j∑
i=1
(1− t)n−jtjzn−j−1k ∗ zikS(zj−ik ),
T2 =
n−1∑
j=1
j∑
i=1
(1− t)n−jtjzik
[
z
n−j
k ∗ S(zj−ik )
]
,
T3 =
n−1∑
j=1
j∑
i=1
(1− t)n−jtjz(i+1)k
[
z
n−j−1
k ∗ S(zj−ik )
]
,
respectively. By (4.15) with t = 1, we have
T1 = (1− t)nznk + zk
n−1∑
j=1
(1− t)n−jtjzn−1−jk ∗ S(zjk).
Then using the inductive hypothesis, we get
T1 = (1− t)zkSt(zn−1k ).
Changing the order of the summation, we have
T2 =
n−1∑
i=1
tizik
n−1∑
j=i
(1− t)n−jtj−izn−jk ∗ S(zj−ik )
=
n−1∑
i=1
tizik
n−i−1∑
j=0
(1− t)n−i−jtjzn−i−jk ∗ S(zjk).
While by the inductive hypothesis, we get
T2 =
n−1∑
i=1
tizik
[
St(z
n−i
k )− tn−iS(zn−ik )
]
=
n−1∑
i=1
tizikSt(z
n−i
k )−
n−1∑
i=1
tnzikS(z
n−i
k ).
Similarly, we have
T3 =
n−1∑
i=1
tiz(i+1)k
n−1∑
j=i
(1− t)n−jtj−izn−j−1k ∗ S(zj−ik )
=
n−1∑
i=1
tiz(i+1)k
n−i−1∑
j=0
(1− t)n−i−jtjzn−i−1−jk ∗ S(zjk)
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=
n−1∑
i=1
tiz(i+1)k(1− t)St(zn−i−1k ) =
n∑
i=2
ti−1zik(1− t)St(zn−ik )
=
n∑
i=2
ti−1zikSt(z
n−i
k )−
n∑
i=2
tizikSt(z
n−i
k ).
Hence the right-hand side of (4.13) becomes
tnS(znk )− tn
n−1∑
i=1
zikS(z
n−i
k ) +
n∑
i=1
ti−1zikSt(z
n−i
k )− tnznk,
which is St(z
n
k ) by (4.15).
In [6, Corollary 1], it was proved that for any k ∈ N, it holds
S
(
1
1− zku
)
∗ 1
1 + zku
= 1. (4.16)
We have some generalizations of (4.16).
Corollary 4.7. For any k ∈ N, we have
St
(
1
1− zku
)
∗ S1−t
(
1
1 + zku
)
= 1 (4.17)
and
S1−2t
(
1
1− zku
)
t∗ 1
1 + zku
= 1. (4.18)
Proof. Using (4.12), we get
S1−t
(
1
1 + zku
)
=
1
1 + zktu
∗ S
(
1
1 + zk(1− t)u
)
,
which together with (4.12) and (4.16) implies (4.17). Applying S−t to (4.17) and using
Lemma 2.1, we get (4.18).
Another possible generalization of (4.16) is the following proposition.
Proposition 4.8. For any k ∈ N, we have
St
(
1
1− zku
)
∗ 1
1 + zku
=
1
1−
∞∑
i=2
ti−2(t− 1)zikui
. (4.19)
Proof. Denote the left-hand side of (4.19) by A(u), then we get
A(u) =
∞∑
n=0
Anu
n,
where
An =
n∑
j=0
(−1)jzjk ∗ St(zn−jk ).
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For example, we have A0 = 1, A1 = 0 and A2 = (t− 1)z2k. Assume that n > 2. Then
using (4.15), we get
An =St(z
n
k ) + (−1)nznk +
n−1∑
j=1
n−j∑
i=1
(−1)jti−1zjk ∗ zikSt(zn−j−ik )
=St(z
n
k ) + T1 + T2 + T3,
where
T1 =(−1)nznk + zk
n−1∑
j=1
(−1)jzj−1k ∗ St(zn−jk ),
T2 =
n−1∑
j=1
n−j∑
i=1
(−1)jti−1zik
(
z
j
k ∗ St(zn−j−ik )
)
,
T3 =
n−1∑
j=1
n−j∑
i=1
(−1)jti−1z(i+1)k
(
z
j−1
k ∗ St(zn−j−ik )
)
,
respectively. Obviously, one has
T1 = zk
n∑
j=1
(−1)jzj−1k ∗ St(zn−jk ) = −zkAn−1.
Changing the order of the summation, we have
T2 =
n−1∑
i=1
ti−1zik
n−i∑
j=1
(−1)jzjk ∗ St(zn−i−jk )
=
n−1∑
i=1
ti−1zik
(
An−i − St(zn−ik )
)
.
Hence by (4.15), we get
T2 =
n−1∑
i=1
ti−1zikAn−i − St(znk ) + tn−1znk.
Similarly, we have
T3 =
n−1∑
i=1
ti−1z(i+1)k
n−i∑
j=1
(−1)jzj−1k ∗ St(zn−i−jk )
=−
n−1∑
i=1
ti−1z(i+1)kAn−i−1 = −
n∑
i=2
ti−2zikAn−i.
Therefore we obtain
An =
n∑
i=2
(ti−1 − ti−2)zikAn−i.
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Applying
∞∑
n=2
un to both sides of the above equality, we get
A(u)− 1 =
∞∑
n=2
n∑
i=2
(ti−1 − ti−2)zikAn−iun
=
∞∑
i=2
(ti−1 − ti−2)zikui
∞∑
n=i
An−iu
n−i
=
∞∑
i=2
(ti−1 − ti−2)zikuiA(u),
which implies the desired result.
Setting t = 1 in (4.19), we get (4.16). Setting t = 0 in (4.19), we find
1
1− zku ∗
1
1 + zku
=
1
1 + z2ku2
,
which is equivalent to
n∑
j=0
(−1)jzjk ∗ zn−jk =
{
0 if n is odd,
(−1)mzm2k if n = 2m is even.
The above equality for odd integer n is trivial, while for even integer n might be
interesting. In particular, for any integers k, n with k > 2 and n > 0, we have
ζ({2k}n) =
2n∑
j=0
(−1)n−jζ({k}j)ζ({k}2n−j),
or equivalently
ζ({2k}n) = 2
n−1∑
j=0
(−1)n−jζ({k}j)ζ({k}2n−j) + ζ({k}n)2.
Using (4.16) and (4.19), we get the following corollary immediately.
Corollary 4.9. Let k ∈ N. We have
St
(
1
1− zku
)
=
1
1−
∞∑
i=2
ti−2(t− 1)zikui
∗ S
(
1
1− zku
)
.
In particular, for any n ∈ Z>0, it holds
St(z
n
k ) = S(z
n
k ) +
n∑
j=2
[ j2 ]∑
m=1
tj−2m(t− 1)m
 ∑
i1+···+im=j
i1,...,im>2
zi1k · · · zimk
 ∗ S(zn−jk ). (4.20)
And if k > 2, it holds
ζ t({k}n) =ζ⋆({k}n)
+
n∑
j=2
[ j2 ]∑
m=1
tj−2m(t− 1)m
 ∑
i1+···+im=j
i1,...,im>2
ζ(i1k, . . . , imk)
 ζ⋆({k}n−j). (4.21)
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As an application of the above corollary, setting t = 0 in (4.21), we obtain
ζ({k}n) =
[n2 ]∑
m=0
(−1)mζ({2k}m)ζ⋆({k}n−2m), (k > 2, n > 0).
4.3 Restricted sum formula
In this subsection, let a be a fixed positive integer. For any k, n ∈ N with k > n, set
Nk,n =
∑
k1+···+kn=k
ki>1
zak1 · · · zakn ∈ h1.
We are interested in St(Nk,n). One can represent St(Nk,n) by Nk,i for i = 1, . . . , n,
which generalizes [14, Eq. (3.41)].
Proposition 4.10. For any k, n ∈ N with k > n, we have
St(Nk,n) =
n∑
i=1
(
k − i
k − n
)
tn−iNk,i. (4.22)
Proof. We prove (4.22) by induction on n. The case of n = 1 is trivial. Now assume
that k > n > 1. Then by the definition of St, we have
St(Nk,n) =
∑
k1+···+kn=k
ki>1
(xak1−1y + txak1)St(zak2 · · · zakn)
=
k−n+1∑
l=1
(xal−1y + txal)St(Nk−l,n−1).
By the inductive assumption, we get
St(Nk,n) =
k−n+1∑
l=1
n−1∑
i=1
(
k − l − i
k − l − n+ 1
)
tn−1−izalNk−l,i
+
k−n+1∑
l=1
n−1∑
i=1
(
k − l − i
k − l − n+ 1
)
tn−ixalNk−l,i.
Since the first term of the right-hand side of the above equation is
n∑
i=2
∑
k1+···+ki=k
kj>1
(
k − k1 − i+ 1
n− i
)
tn−izak1 · · · zaki ,
and the second term is
n−1∑
i=1
∑
k1+···+ki=k
kj>1
(
k1−1∑
l=1
(
k − l − i
n− i− 1
))
tn−izak1 · · · zaki ,
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we get
St(Nk,n) =
∑
k1+···+kn=k
kj>1
zak1 · · · zakn +
k−1∑
l=1
(
k − l − 1
n− 2
)
tn−1zak
+
n−1∑
i=2
∑
k1+···+ki=k
kj>1
(
k1−1∑
l=1
(
k − l − i
n− i− 1
)
+
(
k − k1 − i+ 1
n− i
))
tn−izak1 · · · zaki
=
∑
k1+···+kn=k
kj>1
zak1 · · · zakn +
(
k − 1
n− 1
)
tn−1zak
+
n−1∑
i=2
∑
k1+···+ki=k
kj>1
(
k − i
n− i
)
tn−izak1 · · · zaki ,
as required.
Since
Nk,i =
k−i∑
j=0
(−1)k−i−j
(
k − j
i
)
S(zja) ∗ zk−ja ,
which was proved in [14, Proposition 3.26], we get the following result.
Corollary 4.11. For any k, n ∈ N with k > n, we have
St(Nk,n) =
k−1∑
j=0
min{n,k−j}∑
i=1
(−1)k−i−j
(
k − i
k − n
)(
k − j
i
)
tn−i
S(zja) ∗ zk−ja . (4.23)
In particular, if a > 1, we have
∑
k1+···+kn=k
ki>1
ζ t(ak1, . . . , akn) =
k−1∑
j=0
min{n,k−j}∑
i=1
(−1)k−i−j
(
k − i
k − n
)(
k − j
i
)
tn−i

× ζ⋆({a}j)ζ({a}k−j). (4.24)
Then using the evaluation formulas (4.7) and (4.8), we get the following restricted
sum formula.
Theorem 4.12. For any k, n,m ∈ N with k > n, we have∑
k1+···+kn=k
ki>1
ζ t(2mk1, . . . , 2mkn)
=

n∑
i=1

k−i∑
j=0
(
k − j
i
) ∑
n0+···+nm−1=mj
l0+···+lm−1=m(k−j)
np,lp>0
m−1∏
p=0
β2np
(2np)!(2lp + 1)!
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×ρ
m−1∑
p=0
2p(np+lp)
m
 (−1)i(k − i
k − n
)
tn−i
 λ2km4km ,
where ρm = e
pi
√−1
m , λ = 2pi
√−1 and β2l = B2l(2− 4l).
Proof. Using (4.7), (4.8) and (4.24), we get
∑
k1+···+kn=k
ki>1
ζ t(2mk1, . . . , 2mkn) =
k−1∑
j=0
min{n,k−j}∑
i=1
(−1)i
(
k − i
k − n
)(
k − j
i
)
tn−i

×
 ∑
n0+···+nm−1=mj
l0+···+lm−1=m(k−j)
np,lp>0
m−1∏
p=0
β2np
(2np)!(2lp + 1)!
ρ
m−1∑
p=0
2p(np+lp)
m
 λ2km4km .
Changing the order of the summation, we obtain the desired result.
Another way to get (4.23) is using the generating functions, which is similar as
in [4, Subsection 6.1]. We set
E(u) =
∞∑
j=0
zjau
j =
1
1− zau,
H(u) =
∞∑
j=0
S(zja)u
j = S(E(u)),
F(u, v) =1 +
∑
k>n>1
Nk,nu
kvn.
Using [14, Eq.(3.39)], we have
F(u, v) = E((v − 1)u) ∗H(u).
We can rewrite (4.12) as
St(E(u)) = E((1− t)u) ∗H(tu).
Hence we get
F(u, v) = S 1
v
(E(uv)).
Using Lemma 2.1, we have
St(F(u, v)) = St+ 1
v
(E(uv)).
Then applying (4.12) again, we obtain the following result.
Proposition 4.13. We have
St(F(u, v)) = E((v − tv − 1)u) ∗H((1 + tv)u). (4.25)
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Comparing the coefficients of ukvn of both sides of (4.25), we easily get another
expression of St(Nk,n).
Corollary 4.14. For any k, n ∈ N with k > n, we have
St(Nk,n) =
∑
j1+j2=k
j1,j2>0
 ∑
i1+i2=n
06i16j1
06i26j2
(−1)j1−i1
(
j1
i1
)(
j2
i2
)
(1− t)i1ti2
 zj1a ∗ S(zj2a ). (4.26)
Finally, we show that (4.26) is equivalent to (4.23). In fact, the inner sum of the
right-hand side of (4.26) is∑
i1+i2=n
06l6i16j1
06i26j2
(−1)j1−i1+l
(
j1
i1
)(
j2
i2
)(
i1
l
)
tl+i2 ,
which equals ∑
i1+i2=n
06i6i16j1
06i26j2
(−1)j1+i
(
j1
i1
)(
j2
i2
)(
i1
i
)
tn−i
=
∑
06i6i16j1
06n−i16j2
(−1)j1+i
(
j1
i
)(
j1 − i
i1 − i
)(
j2
n− i1
)
tn−i
=
min{n,j1}∑
i=0
(−1)j1+i
(
j1
i
)
tn−i
∑
i6i16j1
n−j26i16n
(
j1 − i
i1 − i
)(
j2
n− i1
)
.
Using the Chu-Vandermonde identity, we find the inner sum of the right-hand side of
(4.26) is
min{n,j1}∑
i=0
(−1)j1+i
(
j1
i
)(
j1 + j2 − i
n− i
)
tn−i.
Hence the right-hand side of (4.26) is
k∑
j=0
min{n,k−j}∑
i=0
(−1)k−j−i
(
k − j
i
)(
k − i
n− i
)
tn−i
 zk−ja ∗ S(zja),
which equals
k∑
j=0
(−1)k−j
(
k
n
)
tnzk−ja ∗ S(zja)
+
k−1∑
j=0
min{n,k−j}∑
i=1
(−1)k−j−i
(
k − j
i
)(
k − i
k − n
)
tn−i
 zk−ja ∗ S(zja).
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While (4.16) implies that
k∑
j=0
(−1)k−jzk−ja ∗ S(zja) = 0
for any k ∈ N. Hence the right-hand side of (4.26) is exactly the same as the right-hand
side of (4.23).
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