In the context of assisting informal caregivers of Alzheimer Disease patients, this article presents the design and preliminary implementation of a serious game in which two agents -a usercontrolled caregiver and a virtual patient-communicate via specifically-designed dialog acts, reflecting both pedagogically appropriate and inappropriate behaviors.
Agents for Learning in a Caregiving Context
With the steady increase of the Alzheimer Disease worldwide, many unprepared individuals become informal caregivers, that is unprofessional persons who are close to the patient and help her in daily activities on a regular basis. Traditional educational material is not efficient in lowering stress or burden, compared to psychotherapeutic approaches that actively involves the caregiver [14] . But the latter are not easily accessible for most caregivers. In this context, our project proposes a computer-based 3D simulation in which users can practice by interacting as virtual caregivers with a virtual patient, in a home context. This projects enters in the field of social learning, for which a number of agent-based simulations have already been proposed, in various domains such as intercultural learning [1, 8] , children bullying [2] , psychological coaching for teenagers [6] , risk behavior prevention [11] , health intervention [10, 15] or job interviews training [9] . The domain of caregiving for Alzheimer patients has some particularities that led us to propose a specific approach for social training. Historically, cognitive autonomous agents have been developed around the concept of rationality. Such rational agents calculate then perform an optimal set of actions to reach their goals [12] . This approach is efficient for many practical application domains, but when it comes to reproduce the behavior of, say, a couple married for 35 years with one suffering of Alzheimer Disease, such goal-oriented models do not fit well because many behaviors are characterized by irrationality rather than rationality. As stated in [7] , "most current AI architectures are in some sense still too rational". How could a system exhibit irrational yet authentic and engaging characters? We found several types of irrationalities, including reasoning flaws, emotionally influenced behaviors, breaking of social rules, rapid changes of mood or personality, etc. For some of these cases, it is conceivable to design a cognitive architecture that generates some irrational behaviors based on psycho-clinical knowledge, but irrational behaviors are hard to understand and model. In this article, we present an alternative approach that focuses less on agents' goals -and plans to reach these goalspreferring to focus on the communication between agents, in the purpose of approaching real-life situations where rationality is somewhat put aside in both pathological and normal human behaviors.
Sustaining Rich Interaction with Dedicated
Psychologically-inspired Dialog Acts informal caregiver adopt when interacting with the patient [4, 13] . In our model, we used the COPE scale [3] containing 15 subscales, from which nine ways of coping were selected, that we illustrate in the above concrete situation as follows: struggling -vent her emotions against her mother, avoidance -propose to postpone the dinner, facilitating -offer to help her mother, dysfunctional -slam the door and serve herself a glass of whisky, case managerannounce upcoming tasks, denial -minimizing the situation, defensive -taking things personally, involving others -looking for both emotional and behavioral support from others and planningfinding out new strategies. In the proposed computer model, the caregiver agent has 9 attitude attributes, one for each abovementioned attitude, with a weighting of the attitude defining the tendency of the agent to adopt such attitude. This enables to express the fact that a person does not adopt one and same attitude when facing a caregiving situation.
Each attitude produces, in a given situation a specific communicative behavior, with a specific verbal utterance. The use of dialog acts in virtual agents is not new (see for example agent communication languages). What characterizes our approach is that the set of dialog acts is established in accordance to the specific communication situation of caregiving, beyond general transactional or emotional agent models [5] . Agents' actions are coded with a predicate and three arguments: the character who performs the action (actor), the task to perform and the argument associated to the task. It is notated as: predicate (actor, task, taskArgument).
The task is part of a hierarchical behavior tree, that describes the various tasks the patient should perform to reach a given goal. Within the tree, tasks may be sequential or random [4] and some tasks may be optional (Figure 1 ). Note that the two characters share the same goal: the patient desires to reach her daily activity goal (e.g. eating), and the caregiver desires that the patient reaches this same goal.
In addition to these behavior trees, additional simple tasks may be performed by agents, specific to each agent and to its location. In a given situation (goal), the caregiver agent may perform a large variety of actions, coarsely the product of all predicates with all available tasks. Actions are then selected according to several mechanisms:
 Only actions concerning an unachieved task after the last successfully performed task in the tree are selected.
 Actions are then scored according to the match between the predicate and the current caregiver's attitude (as described above).

Actions with a predicate that is assessed as appropriate given the patient's symptoms level are scored higher (pedagogical constraint).
The patient responds to the caregiver's action according to the following mechanisms:
 Only actions based on a predicate in coherence with the player's conversational action are selected (e.g. an acceptance will follow a demand).
Actions are scored according to the way they fit with the patient's symptoms (as explained above regarding an apathic patient). Two symptoms are implemented so far, apathy and agitation.
After the patient responds with a conversational act, either she does not perform the task mentioned in the act, or she performs and succeeds or she performs and fails. She fails if the task is not right after the last one or if the predicate indicates so. In order to increase variability and personalize the simulation, several additional mechanisms have been designed and implemented: the current attitude, initialized according to a psychological questionnaire, is dynamically adapted according to the acts effectively chosen by the user; if the user quickly achieves goals, her game ability attribute is increased, which leads to more task being proposed to the user; the caregiver's stress level increases with the patient's failures. As a result, the choice list includes non-appropriate narrative acts because it fits to the user's known attitudes that, in general, are not optimal. From a pedagogical perspective, it is expected that the user will observe the negative consequences of her sub-optimal choices, such as the patient's repeated refusal, and further evolve toward better choices.
Last but not least, the user interface for selecting an action is also structured according to communicative acts. As illustrated in Figure 2 , the user is first proposed a cluster of personalized 
Preliminary Simulations
In order to produce interactive simulations of the caregiver-patient interaction, an architecture has been implemented that includes an engine running above-described mechanisms (developed in Java and Drools); a template-based text realizer for dialogs and menus (developed in Java); a 3D world and a Graphical User Interface for controlling the virtual caregiver (developed in Unity).
Below is displayed an excerpt of an interactive session, between Marion, 65, the virtual patient (M) and her daughter Paula, 30, the user-controlled virtual caregiver (P Marion sits on the chair. This scenario illustrates how the user/caregiver is trying, with more or less success, to have the patient taking her dinner. While the resulting story remains basic so far as it turns around a single behavior tree, it has a certain variability through the choice of dialog acts.
Conclusion and Future Work
In the context of a serious game for helping informal caregivers, an original approach for driving the simulation has been proposed, based on a set of speech acts that reflect the specific care situation. The approach provides variability and flexibility and appears suited to the informal care situation.
As the system will be further developed, more content will be assed and it will include a facial animation system that will greatly help in expressing dialog acts in a more subtle and convincing way than the pure verbal approach that is implemented today.
