Nested graphs have been used in different applications, for example to represent knowledge in semantic networks. On the other hand, graphs with cycles are really important in surface reconstruction, periodic schedule and network analysis. Also, of particular interest are the cycle basis, which arise in mathematical and algorithm problems. In this work we develop the concept of perfectly nested circuits, exploring some of their properties. The main result establishes an order isomorphism between some sets of perfectly nested circuits and equivalence classes over finite binary sequences.
Introduction
For decades several authors have used conceptual structures in research related with logic, linguistics and artificial intelligence. In [7] Sowa presented the conceptual graph structure as a way to interpret questions and assertions in natural language to make inference in relational databases. The concept was developed in detail in [8] . Nested graphs were introduced and used for representing knowledge, see for example [5, 2, 6] . Given the notion of simple conceptual graphs the authors in [3] present the nested conceptual graphs to represent complex information. They show how nested graphs can be more convenient to represent knowledge. This article studies the characteristic of a similar structure that we have called Perfectly Nested Circuit (PNC). A mathematical framework is presented to analyze the properties of this kind of graphs. An interesting consequence of these properties is the existence of an order isomorphism between PNCs and equivalence classes of finite binary sequences. This paper is organized as follows: In section 2 we define reductions and the order induced by them, in a setting slightly more general than PNCs.
Section 3 defines perfectly nested circuits and studies the properties required to follow the results in Section 4, where we state and prove the main result.
Finally in Section 5 we summarize the obtained results and discuss some possible extensions to this work.
Reductions on circuits
In this section we define two kind of operations on graphs 1 that will be central to our work. We mostly follow the notation and terminology on graph theory from [4] . We also use the following notation regarding binary relations [1] : 0 → denotes the identity relation. Definition 2. Let γ = v 0 v 1 . . . v n be a circuit with a proper sub-circuit v i . . . v j . The internal reduction of γ at i is the closed walk
The external reduction of γ at i is the closed walk
is a proper sub-circuit of γ:
1. The internal reduction of γ at i is γ − {v i+1 , . . . , v j−1 }.
The external reduction of
In all the cases a reduction of γ has less vertices than γ.
Lemma 1. If δ is a reduction of a circuit γ then it is a circuit.
Proof. Any external reduction of γ is a circuit since it is by definition a sub-circuit. Now suppose γ = v 0 v 1 . . . v n and δ is an internal reduction of γ at some i. There are two possible cases. In each case we want to check two conditions: that δ is a closed walk and that every edge in δ is also an edge of γ. Then every repeated edge in δ is necessarily a repeated edge in γ, hence if γ is a circuit δ is a circuit too.
If
On the other hand it is immediate that any edge v k v k+1 with 1 ≤ k < i or j < k < n is an edge in γ. The edge
2. If i = 0 then δ = v j . . . v n and it is is closed since v 0 = v j = v n . This also implies that the edges v n v j and v n v 0 are the same, hence v n v j is an edge in γ. Any other edge in δ is clearly in γ.
Therefore any reduction of a circuit, whether internal or external is again a circuit.
Definition 3. Given two circuits γ, δ the binary relation → C is defined as:
Since γ → C δ implies δ = γ − U for some non empty subset U of vertices of γ it is clear that γ → C δ =⇒ |δ| < |γ|
Hence the relation → C terminates.
Definition 4. The family of reductions of a ciruit γ is the set
Proof. Suppose δ ∈ X γ . Then by definition γ * → C δ i.e. there are a non negative integer k and paths δ 0 , δ 1 , . . . , δ k such that
We prove by induction in k that δ is a circuit.
If k = 0 then γ = δ thus δ is a circuit. Notice that k = 1 implies γ → C δ and by Lemma 1, δ is a circuit.
Suppose now that
By Inductive Hypothesis δ k is a circuit and by Lemma 1 we have that δ = δ k+1 is a circuit. Therefore every element in the family of reductions of γ is a circuit.
Lemma 2. If γ is a circuit and δ ∈ X γ then X δ ⊆ X γ .
Proof. Immediate.
Perfectly Nested Circuits
Nested circuits can be considered an extension on conceptual graphs [3] . Thus, perfectly nested circuits make reference to a kind of nested circuits with a particular structure that could be of interest in knowledge representation and manipulation of databases.
In this section we present and develop the concept of PNC in an appropriate context.
We denote by I γ the set of all the intersections of γ.
Definition 6. Define the function
The vertex v is internal if it is associated to some intersection (i, j). Notice that set of all the internal vertices of γ is ϕ(I γ ).
Definition 7 (Perfectly Nested Circuits
if it is either a simple cycle 2 or there is a sequence
The sequence
is the internal sequence of γ.
When γ is not a simple cycle it is a non trivial PNC.
2 A simple cycle is a cycle in which the vertices appear only once, except the beginning and the end of the cycle. Figure 1 shows a PNC γ. Given the sequence k 1 = 2, k 2 = 6, k 
2. As we saw ϕ(2, 12) = v 2 and ϕ(6, 10) =
Lemma 3. The relation < I is a partial order on {0, . . . , n}
2
Proof. Straight forward.
if u ≺ v then u is more internal than v or, equivalently, we say v is more external than u.
This relation ≺ is well defined because γ is a PNC, so if v is an internal vertex then there is a unique i such that v = ϕ(k i , k ′ i ). Lemma 4. Let u, v be two vertices in a PNC γ with internal sequence
Proof. Since u and v are internal vertices of γ there are indexes k p , k n in the internal sequence such that
and v km are respectively its outermost and innermost vertices.
Theorem 2. The binary relation '≺' is a total order on the set of the internal vertices of a PNC γ.
be the internal sequence of γ. We check the order properties:
2. Antisymmetry:Let u, v be internal vertices of γ such that u ≺ v. By Lemma 4 there are indexes k i , k j in the internal sequence with
3. Transitivity: If u, v, w are three internal vertices, then there are indices
If u ≺ v and v ≺ w then, by Lemma 4, follows that k j < k i and k ℓ < k j . Hence k ℓ < k i and u ≺ w by Lemma 4.
Trichotomy: Suppose u, v are two different internal vertices, thus
It is immediate that it is impossible k j < k i and k i < k j at the same time, hence one and only one of the following is satisfied
Proof. It is enough to prove that if γ → C δ and γ are cnf then δ is a cnf. γ is a PNC iff it has an internal sequence
. the only proper sub-circuits of γ are of the form [k j , k
Suppose that γ → C δ. We have to examine two cases: If δ is an internal reduction of γ then it necessarily must be the reduction at k i for some i with 1 ≤ i ≤ m because the only proper sub-circuits of γ have the form
In this case we have, due to Observation 1, that
Notice this operation preserves properties 1 to 4 thus δ is a PNC. If δ is an external reduction, then it is a proper sub-circuit of γ, hence it is
for some i. As a consequence of γ being a PNC: 
Hence if γ is a PNC and γ → C δ then δ is a PNC. Thus if γ is a PNC and γ * → C δ it is easy to prove with an inductive argument that δ is a PNC.
Therefore every element of X γ is a PNC.
Definition 11. Given a circuit γ in a graph, we define the binary relation ≤ γ on
Proof. Reflexivity and transitivity are direct from the same properties for * → C . To prove reflexivity notice that ξ *
For transitivity suppose that ξ ≤ γ η and η ≤ γ µ. Then η *
It remains to prove antisymmetry. Suppose that ξ ≤ γ η and η ≤ γ ξ. It implies that η * → C ξ and ξ * → C η. We know by Observation 1 that |η| ≤ |ξ| and |ξ| ≤ |η| so |η| = |ξ|. As ξ * → C η then it must be ξ 0 → C η. Thus η = ξ. Henceforth ≤ γ is a partial order on X γ .
Observation 3. If γ is a PNC and δ ∈ X γ : Figure 2 : Circuit γ 1. If δ is a cycle then it is a minimal element in ≤ γ i.e. it has no predecessors.
2. If δ is not a cycle, then its immediate predecessors are the circuits obtained by reducing δ at its outermost and innermost vertices.
3. γ is the maximum element in the order ≤ γ . 
A characterization of PNC
In this section we characterize PNC as chains of cycles.
Definition 12. Suppose C 0 , C 1 , . . . , C m are cycles: Proof. We prove this by induction on m.
The base case is m = 1. Consider a PNC γ with only one internal vertex v k 1 and internal sequence k 1 , k
. Both are cycles since γ has no other internal vertex and γ = C 0 C 1 because they only have vertex v k 1 in common. The uniqueness in this case is immediate since two cycles are isomorphic iff they have the same cardinality. where v k j joins C j−1 with C j , then the internal reduction at k j is C 0 C 1 . . . C j−1 and the external reduction at k j is C j C j+1 . . . C m .
Lemma 7. Let γ = C 0 C 1 . . . C m be a PNC. A circuit δ is an element of X γ iff there are j, ℓ with 0 ≤ j < j + ℓ ≤ m such that δ = C j C j+1 . . . C j+ℓ .
Proof. If δ ∈ X γ then γ * → C δ i.e. there are circuits γ 0 , γ 1 , . . . , γ n with n ≥ 0 such that
We will prove by induction on n that δ = C j C j+1 . . . C j+ℓ for some j, ℓ.
The base case n = 0 is trivial since δ = γ.
for some n > 0. Then by inductive hypothesis
for some pair j, ℓ with 0 ≤ j < j + ℓ ≤ m. Since γ n−1 → C γ n = δ there is a p with j < k < j + ℓ such that either
On the other hand suppose that δ = C j C j+1 . . . C j+ℓ and γ = δ. We have three possible cases:
1. If 0 < j < j + ℓ < m then γ → C γ 1 → C δ where γ 1 is the internal reduction of γ at k j+ℓ and δ is the external reduction of γ 1 at k j .
2. If 0 = j then δ is the internal reduction of γ at k ℓ .
3. If j + ℓ = m the δ is the external reduction of γ at k ℓ .
On each case γ * → C δ thus δ ∈ X γ .
Binary sequences and perfectly nested circuits
In this section we describe, given some m ∈ N, an equivalence relation on the of binary sequences less or equal than m. Then we give an order to the set of equivalence classes and finally we prove our main result namely that this ordered set is isomorphic to the family of reductions of a PNC with m internal vertices.
Binary sequences
The length of a sequence s is denoted as ℓ(s). We denote the empty sequence by ∅. The set of all the binary sequences of length at most m is denoted by 2 ≤m . We denote as s ⌢ t the concatenation of sequences s and t.
Definition 13. The pair (s, t) of sequences in 2 ≤m belong to the relation ∼ m iff:
1. ℓ(s) = ℓ(t), and 2. s and t have the same number of 1's (and consequently, the same number of 0's.
We will denote by |s| 0 and |s| 1 respectively the number of 0's and 1's in s.
Observation 6. Notice that ∼ m is an equivalence relation. We denote the quotient set 2 ≤m / ∼ m as S m . 
and Definition 16. Suppose δ ∈ X γ . A 0-1-sequence for δ is a sequence γ 0 , γ 1 , . . . , γ p of elements in X γ such that γ 0 = γ, γ p = δ and for each 0 ≤ i < p, γ i+1 is obtained from γ i either by a 0-reduction or a 1-reduction.
is a 0-1-sequence for δ where each γ i+1 is the 0-reduction of γ i , then we say it is a 0-sequence. If instead each γ i+1 is the 1-reduction of γ i we say it is a 1-sequence.
Observe that each 0-sequence and each 1-sequence are 0-1-sequences as well and that a concatenation of 0-1-sequences is again a 0-1-sequence.
Lemma 8. If γ is a non trivial PNC and δ ∈ X γ then there is a 0-1-sequence for δ or, equivalently every element of X γ can be obtained from γ by a sequence of 0-reductions and 1-reductions.
Proof. Let γ be a PNC with internal sequence k 1 , k 2 , . . . , k m , k ′ m , . . . , k ′ 1 . We now by definition that for every PNC δ:
so it suffices to check that if γ → C δ then there is a 0-1-sequence for δ.
If γ → C δ then δ is either the internal or the external reduction of γ at some internal vertex v k i .
Suppose that δ is the internal reduction of γ at v k i . In this case:
We take j = m − i thus k i = k m−j . We prove by induction on 0 ≤ j < m that there is a 0-sequence γ 0 , γ 1 , . . . γ j+1 for δ. If j = 0 then δ is the internal reduction of γ at v km then by definition it is the 0-reduction of γ. Then we have the 0-sequence γ 0 , γ 1 with γ 0 = γ and γ 1 = δ. Now suppose δ is the internal reduction of γ at v k m−(ℓ+1) with ℓ + 1 < m i.e.
Notice that δ is the 0-reduction of
which in its turn is the internal reduction of γ at v k m−ℓ . By inductive hypothesis there is a 0-sequence γ 0 , . . . , γ ℓ+1 for δ ′ . This implies the existence of a 0-sequence γ 0 , . . . , γ ℓ+2 for δ.
As every 0-sequence is a 0-1-sequence we have a 0-1-sequence for δ.
On the other hand if δ is the external reduction of γ at v k i :
We prove the existence of a 1-sequence γ 0 , . . . , γ i for δ by induction on 1 ≤ i ≤ m.
Our base case is i = 1. Then
is the 1-reduction of γ. The 1-sequence for δ is γ 0 , γ 1 with γ 0 = γ and γ 1 = δ. Now suppose i = ℓ + 1 with ℓ < m Then the external reduction of γ at v k ℓ+1 is
which is the 1-reduction of
By inductive hypothesis there is a 1-sequence γ 0 , γ 1 , . . . , γ ℓ for δ ′ hence there is a 1-sequence γ 0 , γ 1 , . . . , γ ℓ+1 for δ. Since every 1-sequence is a 0-1-sequence, there is a 0-1-sequence for δ.
We just proved that γ → C δ implies there is a 0-1-sequence γ 0 , . . . , γ p for δ. Since the concatenation of 0-1-sequences yields a 0-1-sequence, we conclude there is a 0-1-sequence for every δ such that γ * → C δ i.e. there is a 0-1-sequence for each δ ∈ X γ . By definition this means that each δ ∈ X γ is obtained from γ by a sequence of 0-reductions and 1-reductions.
Lemma 9. Let γ = v 0 v 1 . . . v n be a PNC with m ≥ 1 internal vertices and δ ∈ X γ , δ = γ. Let γ, γ 1 , . . . , γ p be a 0-1-sequence for δ.
If p = p 0 +p 1 with p 0 the number of 0-reductions and p 1 the number of 1-reductions in the 0-1-sequence, then
Proof. We will prove this result by induction on p.
Since γ = δ our base case is p = 1 thus we have two possibilities: either p 0 = 1 and p 1 = 0 or p 0 = 0 and p 1 = 1. If p 0 = 1, p 2 = 0 then δ is the 0-reduction of γ i.e. 
Hence in either case we conclude the desired result.
Albeit 0-1-sequences for a given δ ∈ X γ do not need to be unique, they all have the same lenght.
Lemma 10. Let γ be a non trivial PNC and δ ∈ X γ with δ = γ.
If γ 0 , . . . γ p and δ 0 , . . . , δ q are 0-1-sequences for δ then p = q.
Proof. We will prove that if there are 0-1-sequences γ 0 , γ 1 , . . . , γ p and δ 0 , δ 1 , . . . , δ q in X γ with p = q then γ p = δ q . Let p 0 and p 1 be respectively the number of 0-reductions and 1-reductions in the sequence γ 0 , . . . , γ p . On the other hand let q 0 , q 1 be the number of 0-reductions and 1-reductions respectively in the sequence δ 0 , . . . , δ q . If p < q then we have either p 1 < q 1 or p 1 < q 2 . In both cases the conclusion of Lemma 9 guarantees that γ p = δ q . The case for q < p is analogous.
Definition 17. Let γ be a PNC, δ ∈ X γ and γ 0 , γ 1 , . . . , γ p a 0-1-sequence for δ.
The characteristic sequence of γ 0 , γ 1 , . . . , γ p is the binary sequence s 1 , . . . , s p such that s i = 0 if γ i is the 0-reduction of γ i−1 and s i = 1 if γ i is the 1-reduction of γ i−1 .
sets of perfectly nested circuits and equivalence classes over finite binary sequences. Considering similarities with nested graphs the next step should include the use of perfectly nested circuits in knowledge representation, semantic of natural languages and inference in databases.
