The DCNN-based high-level features may be more effective than low-level features used in conventional quantitative analysis methods for CS classification.
Introduction
Cardiac sarcoidosis (CS) can cause complete heart block, ventricular or atrial arrhythmias, congestive heart failure, and sudden cardiac death [1, 2] . The incidence of CS varies according to ethnicity, sex, and regions. The international Heart Rhythm Society (HRS) published a consensus statement on the diagnosis and management of CS [2, 3] . The statement proposed that uptake in cardiac 18 F-fluorodeoxyglucose ( 18 F-FDG) positron emission tomography (PET) is one of the criteria for diagnosis of CS as is the case in the Japanese Society of Sarcoidosis and other Granulomatous Disorders (JSSOG) criteria [4] . Therefore, 18 F-FDG PET plays an important role in the assessment of CS [5, 6] and it has been widely studied. 18 F-FDG uptake patterns are conventionally divided visually into the following four groups: (i) without myocardial 18 F-FDG uptake,
(ii) definite diffuse uptake in the entire left ventricular (LV) wall, (iii) focal 18 F-FDG uptake, and (iv) focal of diffuse 18 F-FDG uptake in the left ventricular wall [7] . In these groups, group (ii) is considered to be physiological and does not indicate an abnormality, and groups (iii) and (iv) are considered to be positive for CS [8] . However, it was reported that the interobserver agreement of cardiac 18 F-FDG uptake image patterns was not high [9] , and quantitative uptake evaluation methods are desired.
There are several conventional quantitative approaches to evaluate 18 F-FDG uptake for the diagnosis and management of CS using various factors such as standardized uptake value (SUV) [10] , cardiac metabolic volume [11] , and cardiac metabolic activity [12] . Quantitative analysis is one of the computational methods that extract the above-mentioned clinically important features for providing diagnostic supporting information [13, 14] . Conventional studies have focused only on low-level features [15] that can represent simple textual patterns and distributions of images.
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However, semi-automated CS classification has not yet been realized since high-level semantic CS features cannot be captured.
Deep learning-based approaches may overcome the problem of feature representations. Deep learning is one of the machine learning methods that enable the input data to be related to teaching data without being explicitly programmed [16] . The basic architecture of deep leaning is inspired by the biological mechanism of the human visual attention system. In the field of medical image analysis, deep learning has shown high recognition performance for classification tasks of disease presence/absence [17] .
A deep convolutional neural network (DCNN), one of representative deep learningbased methods, has already become the first-choice model for a semi-automated disease classification task [18] . In contrast to conventional low-level features, DCNN-based features that are extracted from an intermediate layer of their networks have high-level semantic information. These high-level features have high versatility for object recognition tasks [19] . DCNN-based features have been used for various automated classification tasks in the field of medical image analysis [20] , and they may be useful for evaluation of CS/non-CS in 18 F-FDG PET.
The aim of this study was to determine whether DCNN-based features can represent CS/non-CS differences from polar maps of 18 F-FDG PET. The classification performance was compared with the performance of SUVmax-based classification and that of coefficient of variance (CoV)-based classification. In the proposed method, we combined DCNN-based features and a classical support vector machine (SVM) [21] classifier for a CS classification task. This approach is often called transfer learning and is effective when the number of available samples is small. Experimental results
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indicated that DCNN-based features are more effective than conventional texture analysis-based features in a CS/non-CS classification task.
Methods

Study subjects
In this retrospective study, we analyzed patients who underwent 18 non-CS patients) were analyzed as our study subjects. The study protocol was approved by the Ethics Committee of the Hokkaido University Graduate School of Medicine.
Written informed consent was obtained before the study for the CS patients and with a 7 waiver of the need for written informed consent for the non-CS group. No additional data are available.
F-FDG PET/CT imaging acquisition protocol
An overview of the imaging acquisition protocol for the CS and non-CS patients is shown in Fig. 1 . All CS patients fasted at least 18 hours with a low-carbohydrate diet (LCD). Non-CS patients were instructed to drink only water and not to take any food for at least 6 hours before the time of 18 
Generation of polar maps
One radiologist who had experience in imaging of CS thoroughly reviewed the PET/CT images and determined the 18 F-FDG-avid areas in the left ventricle (LV) region. In cases where myocardial uptake and non-myocardial uptake (e.g., mediastinal nodes) were observed, the non-myocardial parts were carefully removed manually. slices were divided into 36 sectors, 10 degrees each [23] , and a 2-dimensional polar map with a 256 × 256 matrix size was generated by a linear interpolation method. Figure 2 shows an overview of our newly designed DCNN-based CS classification method. For extracting high-level semantic representation features from polar maps, we used a pre-trained Inception-v3 network model [24] , which is one of GoogLeNet models trained for object recognition tasks. We obtained a 2,048-dimensional feature vector for each polar map, which was extracted from the pool3 layer of the Inception-v3 network. Although the extracted high-level features can represent contents of images, these features are effective for object recognition tasks but may not be effective for CS classification tasks. In other words, the extracted features may include non-related features for CS classification. Hence, we used the ReliefF feature selection algorithm [25] to address this problem. The ReliefF algorithm is a simple and widely used approach for feature weight estimation. The weight for a feature of measurement vectors is defined in terms of feature relevance scores toward the labels of CS and non-CS. In our method, important features for the classification of CS and non-CS were automatically selected on the basis of their feature weights. Finally, a linear SVM [21] classifier was used to evaluate the effectiveness of selected DCNNbased features.
DCNN-based CS classification method
When the number of samples is small, constructing a full-scratch DCNN is difficult since DCNNs can cause over-fitting for training data. The use of a DCNN model as a feature extractor was considered to be a better way for our study.
Statistical analyses and comparative methods
The verification method was leave-one-out cross-validation. Specifically, a sample was extracted from the 85 study subjects, and the extracted sample was allocated to the test sample and the other 84 samples were allocated to training samples.
We constructed the SVM classifier using those 84 training samples and estimated the label of a test sample. We repeated this step 85 times to evaluate all subjects and calculated the classification performance. The gold standard for evaluating our method was the results of reviewed 18 F-FDG PET/CT images. Sensitivity (= true positive / (true positive + false negative)), specificity (= true negative / (true negative + false positive)), and the harmonic mean of sensitivity and specificity (= (2 × sensitivity × specificity) / (sensitivity + specificity)) were used as evaluation criteria.
For comparison, we used SUVmax-based classification and CoV-based classification [26] . In the SUVmax-based classification, a linear SVM classifier learned the difference between SUVmax of CS patients and that of non-CS patients and classified a test sample based on the value of SUVmax. In the CoV-based classification,
CoV was computed in a pixel-by-pixel manner and a linear SVM classifier learned the difference between the value of CoV in CS patients and that in non-CS patients.
For evaluation of the effectiveness of the ReliefF algorithm, we investigated the CS classification performance with change in the number of selected features based on the feature weight. Specifically, we used the top N (up to 2,048-dimensional features for every 10-dimensional features) selected features for CS classification and calculated the classification performance.
Results
Characteristics of the CS patients and non-CS patients in this study are shown in Table 1 . By our exclusion rules for the non-CS group, patients less than 20 years of age (n = 3), patients with different imaging time (n = 1), and patients without any cardiac uptake (n = 44) were excluded. Consequently, a total of 52 patients (62.5 ± 13.0 years old, 33 males) were included in the non-CS group. All of the non-CS patients suffered from a malignant disease or had been treated for a malignant disease.
The training and testing totally took ~2 minutes with a single NVIDIA GeForce GTX 1080 Ti GPU. Table 2 The most important difference between our method and comparative methods is the types of features. The Inception-v3 network used in this study is a model that achieves high recognition performance in object recognition tasks. Specifically, Inception-v3 network was trained for ImageNet Large Visual Recognition Challenge [27] . In this competition task, constructed models were used to classify various images into 1,000 classes including "Zebra", "Leopard", and "Dishwasher". The Inception-v3 network achieved a 3.46% top-5 error rate in that task. This means that the trained Inception-v3 network can produce sophisticated high-level semantic features. We The other contribution of our study is evaluation of the effectiveness of using a feature selection algorithm. When radiologists diagnose CS, they consider many factors such as SUVmax, variation of SUV, and uptake location. Then factors that are non-13 related to CS and non-CS are ignored [28] . In order to use an approach that is similar role to this approach, we applied a simple feature selection method to DCNN-based features for improving CS classification performance. Experimental results showed the effectiveness of the feature selection algorithm. This suggested that features extracted from the Inception-v3 network include some non-related features for CS classification.
In the assessment of CS, physiological 18 F-FDG uptake sometimes causes false positive and false negative results or difficulties in the assessment [29] . In the most [32, 33] . The present study is a preliminary study on the effectiveness of deep learning techniques in the field of cardiac imaging for reducing the burden of radiologists.
14 There are several methodological limitations in this study. First, all of the patients were scanned without respiratory or electrocardiogram gating. Although respiratory and cardiac motions may affect a polar map reconstruction procedure, their effects were not investigated. Second, fasting for more than 18 hours combined with a low-carbohydrate diet is the standard preparation in our institute to reduce physiological LV 18 F-FDG uptake for assessment of cardiac sarcoidosis (23) . Therefore, the fasting time was longer for the CS group than for non-CS group in this study. Finally, our newly developed method was evaluated using data from a single center. Evaluation using data from multiple centers would provide more accurate results of DCNN-based features. Also, since the number of evaluated samples in this study was relatively small, we used a DCNN model as a feature extractor. Full-scratch DNN evaluation with a large-scale 18 F-FDG PET dataset is one of our future works. 
