This paper demonstrates the performance of a three-terminal DC grid test system modelled in a real-time digital simulator (RTDS) platform at ABB's DC Grid Simulation Center. In this hardware-in-the-loop simulation arrangement, all the converter stations, AC network equivalents, transformers, cables and the DC switchyards including DC breakers are modelled inside RTDS following a dual time-step strategy. However, the entire control and protection system is implemented in the ABB's MACH control and protection platform. The MACH system receives the measurement signals from the RTDS through analog and digital I/O cards and sends switching order to the converter valves and breakers. The selective and time-critical performance of the protection functions in case of DC faults is demonstrated in this paper through real-time simulation.
Introduction
The limitations of the conventional HVAC grids in coping up with the rapid growth of energy demand and an increasing need of interconnecting offshore wind power to the mainland grids are the two major drivers for the development of voltagesource converter (VSC) based HVDC grids in recent years. Practically, a DC grid can provide a strong backbone to an existing AC network and enhance the redundancy of the system in case of transmission failure [1] [2] .
However, the main bottleneck behind formation of such a DC grid consisting of several protection zones was the unavailability of a very fast and low-loss DC breaker technology. Since the resistance and inductance of the DC side are relatively low, in case of a DC fault, the fault current rises very fast and reaches a very high value within few milliseconds. In order to prevent the fault to be spread over a wide region, the protection system in a DC grid should be very fast in detecting and isolating the fault. Apart from that, the selectivity of the protection system is another important criterion, i.e. it should be able to trip only the faulty part alone so that the remaining part of the DC grid can still survive and transmit power. ABB's recently developed hybrid DC breaker technology along with its innovative protection strategy can perfectly meet such criteria and is believed to be a key enabler for future DC grid systems.
The detailed functionality of ABB's hybrid DC breaker technology has already been reported in several literatures [3] [4] [5] [6] . Therefore, instead of focussing on the behaviour of DC breaker as a component, this paper demonstrates the overall performance of a three-terminal DC grid test system modelled in a real-time digital simulator (RTDS) platform with emphasis on its protection system.
It is well known that a bipole configuration based DC grid can provide superior reliability. However, as a starting point, a symmetric monopole configuration is considered in this paper. It is assumed to be connected entirely through an underground cable network. Such a scenario can be feasible in case of an offshore wind connection.
The complete protection system can be divided grossly into two parts -AC protection and DC protection. Since it is unrealistic to cover all the aspects of protection in a single paper, only some selected important features of DC protection which are most relevant for the DC grid studies are highlighted here.
The paper is organized as follows: Some general background about the DC grid protection philosophy is presented in Section 2. Sections 3 and 4 describe the entire hardware-in-the-loop simulation setup of the test system and its controls respectively. Two case studies to explain the selectivity of DC grid protection are presented in Section 5. Finally, conclusions are drawn in Section 6.
General background on DC grid protections

Main protection objective
The main objectives of DC grid protections can be summarized as follows:
• Dependability: The protection is required to be dependable which implies that it is both a) reliable i.e. trip when required and b) secure, does not trip during other disturbances.
• Speed: The protection system should be able to detect and disconnect faulty parts in a timely manner such that the disturbance experienced by the remaining parts of the system is minimized.
• Selectivity: Detection and disconnection of faults should occur with minimum impact to the healthy system.
DC grid fault clearing
Due to the low impedance associated with DC systems, fault currents during short-circuits will typically be very large, increase at a high rate (di/dt) and propagate quickly throughout the system. The major drawback of multi-terminal DC (MTDC) schemes without dynamic fault clearing is the decreased system availability in case of contingencies, e.g. DC faults, since the entire DC grid would be required to shut down which limits the practical application. DC breakers with the capability of providing fast and dynamic isolation of faults has therefore previously been regarded as one of the required key technologies for the realization of large scale HVDC grids [7] .
Up until recently, the required disconnection of faults has only been considered possible using semiconductor DC breakers which has the major drawback of high losses. As a solution to this problem ABB has developed the fast acting hybrid DC breaker, capable of clearing faults in a DC grid within a few milliseconds with minimum losses due to their mechanical parts which carry the current during normal operation [3] , [8] .
The hybrid DC breaker makes it possible to build DC protection systems with the same strategies that have been used in AC systems for many decades. The aim is to minimize disturbances and power outages as well as meet personal safety and construction requirements from authorities.
DC selectivity
In a DC grid containing multiple DC breakers, the protection system and its algorithms must be able to distinguish between different faults such that the correct DC breakers operate during any given fault. It is therefore important that each protection has a defined protection zone in which it should detect faults.
Establishing different protection zones in a DC grid is fundamentally different as compared to AC systems since the line impedance has a small impact on the magnitude of fault current. In order to distinguish between different protectionzones, current limiting reactors might be installed which increase the electrical distance between two points in a system. The reactors allow for a protection based on locally measured quantities of voltage and current, located at a point further away in the DC grid to distinguish between different faults.
Provided correct settings, selective detection and consequently selective fault clearing can be achieved. Fig. 1 demonstrates the concept of protection zones for cables in a three-terminal HVDC grid with a single-line-diagram (SLD) of the system. A fault inside the cable protection zone is referred to as internal fault and the fault outside the zone as external fault as shown in Fig. 1 . The selectivity of the DC cable protection should be able to detect and trip only for internal faults. Similarly, the protection should remain unaffected during external faults or at any other event which might cause a disturbance at the DC side.
3 Simulation setup
Test system
The test system for DC grid protection studies consists of three symmetric monopole converter stations connected in radial configuration as shown in Fig. 1 . The AC side has a strong network configuration represented by three-phase 400 kV voltage sources behind small impedances. The pole-to-ground DC voltage is 320 kV. The converter stations consist of cascaded two-level (CTL) VSCs based on IGBTs and antiparallel diodes. Each converter is connected to the grid through a 425kV/400 kV transformer with tap changer. The P-Q capability of each converter station is +/-600 MW and +/-250 Mvar, respectively.
RTDS and MACH
The complete test setup which includes the RTDS racks, ABB's MACH control and protection systems and the master controller is shown in Fig. 2 [9] . While modeling the system in RSCAD (the GUI software for RTDS), the dual time-step strategy has been adopted. The converters, transformers and the AC sources along with AC breakers with pre-insertion resistors are modeled inside small time-step (3 µs) subnetworks. Whereas, the DC breakers, DC switchyard and the DC cables are modeled in large time-step (50 µs). With this dual time-step technique, two different parts of simulation runs with two different time-steps (3 µs and 50 µs) simultaneously. This arrangement makes sure that the high frequency switching is achieved with sufficient accuracy and at the same time optimizes the RTDS processor requirement. The interface between small time-step sub-networks and the large time-step systems is achieved through interfacing transformer models. The connections between the individual small time-step sub-networks are obtained through travelling wave models of very short transmission lines. The physical realization of this interconnection is achieved by connecting the RTDS processor cards through fiber optic cables via the communicating fiber ports. The influence of such short lines on the system performance are negligible. This was verified extensively while developing the model and compared part-bypart with a detail model in PSCAD to gain confidence and guarantee the accuracy of the RTDS model.
Each converter station is connected to its respective MACH control and protection system. The MACH systems receive the measurement signals sent from the RTDS through analog and digital I/O cards. Similarly, the converter models in RTDS receive the switching orders which are generated by the MACH systems and sent through the valve control units (VCU). One important feature of this test system is that the measurement points follow the main circuit design of delivery projects. The control and protection system is completely unaware of the fact that it is controlling a simulated valve inside RTDS and measuring simulated voltages and currents. It behaves exactly the same way as it should in case of a real system. This makes the setup possible to perform as close as reality.
DC breaker
In the present test system for protection studies, the DC switchyard in each station consists of DC breaker models in the large time-step. Each DC breaker model in RTDS has a main breaker path and an arrester path. The main breaker path is represented by a normal breaker component. The auxiliary path with load commutation switch (LCS) and ultra-fast disconnector (UFD) is not represented in this simplified DC breaker model. Instead, it has been represented by a delay in the internal breaker control function representing the opening time of the UFD. The DC breaker control, including the current limitation functions are implemented internally inside RTDS.
DC switchyard and DC cable
In the DC switchyard model, apart from the DC breakers, the fault current limiting reactors and arresters are placed. All these components are modeled in the large time-step. A frequency dependent cable model in the large time-step is used. In this test system, the cable length between stations 1 and 2 is 250 km and between stations 2 and 3 it is 125 km.
Control System
Station control
In the test system, each converter station control has both active power/direct voltage (AP/DV) control and reactive power/alternating voltage (RP/AV) control functions [10] . The AP/DV control is implemented in the form of dead-band droop control [11] . The functionality of dead-band droop control is such that, in normal operating state one station controls the DC voltage and all other stations control the active power as long as the DC voltages of the AP controlling stations are within the dead-band. In case of major disturbances, if the DC voltage goes outside the dead-band, power will follow the droop curve with the DC voltage and distribute the power mismatch on more converters than the one controlling the DC voltage.
Master control
All the individual station controls are coordinated through a DC grid master control. The master controller uses telecommunications to interact with grid-master interface of each converter control. The master control can have numerous features depending on the requirement of a particular system. Here, some basic attributes are implemented for these protection study cases, such as: a) assigning control modes and providing power and DC voltage set points to each converter station, b) processing the topology of the DC grid and calculation of DC grid power flow, c) synchronized power ramping, d) assigning DC voltage priority etc.
Results and discussions
In a multi-terminal DC grid the protection system must be able to isolate faulted parts such that healthy parts of the system can continue the operation. For maximum performance, each subsystem (or zone) which can be disconnected from the rest should be as small as possible, ideally consisting of a single object, e.g. busbar, line etc. with regard to line faults, which can be considered as the most likely due to the geographical extent of the lines.
In order to demonstrate the speed and selectivity of the protection system, the following two case studies are presented. Hereafter, all the figures showing the voltages and currents for those two case studies will be labelled by the names of the points of their respective measurements shown in the SLD of the system in Fig. 1 . The breakers and cables will also be referred by the names shown in the SLD. A green colored breaker will indicate a 'CLOSED' breaker status and the red color will indicate the 'OPEN' status.
Case study with Cable12 fault
The pre-fault power flow scenario in this case is shown in Fig.  3 . A positive pole-to-ground fault is applied at the station 2 end of Cable12. This fault is internal to the cable protections of both stations 1 and 2 which should detect the fault and trip the appropriate DC breakers. Here the breakers S1.B1 and S2.B1 at both ends of the faulty cable (as well as in the negative pole for symmetry reasons) are tripped to isolate the faulty part as shown in Fig. 4 .
In this case, one important thing to mention is that when the fault occurs, Cable 23 discharges through the fault and the discharge current passes through the DC breakers S2.B1 and S2.B2 (Fig. 4) . Therefore, both S2.B1 and S2.B2 in the switchyard of station 2 experience quite high current through them. However, the selectivity of the protection system trip only S2.B1, leaving the power flow between stations 2 and 3 unaffected. It shows that as soon as the fault occurs, the positive pole voltage goes to zero almost instantaneously. The last subplot of Fig. 5 also shows that the protection acts very fast to generate a 'Cable Protection Trig' signal after the occurrence of the fault. This is an early detection of the fault, which takes a proactive action by opening the LCS and commutating the current from the auxiliary path to the main breaker path and initiating opening of the UFD. However, it should be noted that the 'Cable Protection Trig' signal is different from the 'Cable Trip' signal. Once the protection has detected a fault and has initiated the breaker preparation sequence, it confirms the fault during an additional ~1 ms before taking this final decision. Such a two-stage fault detection is particularly advantageous considering the working principle of ABB's DC breaker. The first stage, which generates the 'Cable Protection Trig' signal is intentionally made to react very fast so that the time critical performance of the DC grid protection is ensured. In order to increase the robustness, this protection is backed up by a more assured fault confirmation technique which needs more time to react. However, since the DC breakers are already in alert mode and the UFD takes around 2 ms to open anyway, the time taken by the second stage of protection to conclusively detect the fault does not effectively slow down the performance of the protection system. By the time the UFD opens, the DC breaker trip signals have already arrived to the respective DC breakers. Thus, the DC breakers trip instantaneously after the complete opening of the UFD. Fig. 5 shows that this complete process takes little over 2 ms. As soon as the necessary DC breakers open, the cable current starts decreasing and reaches zero within 5 ms from the point of the fault occurrence.
Similar TFR output taken from station 1 is plotted in Fig. 6 . Looking from station 1, the fault is at the far end of Cable12. Therefore, the voltage at the measurement point S1.U1 decays slower than the voltage measured at S2.U1 as shown in Fig. 5 . The current peak measured at S1.I1 is also significantly less than the peak observed at S2.I1. Actually, in this case, the fault location is such that the discharge current of Cable 23 goes through the current measurement point S2.I1 while feeding the fault. However the current measurement point S1.I1 at station 1 does not have additional cables connected which contribute to the fault current.
For backup, as soon as the cable trip signal is generated in each station, it is also communicated to the other station through a simulated fiber optic communication link. Definitely, a delay is involved in this communication. For this test system, the delay is implemented inside the RSCAD draft.
The overall system performance can be seen from Figs. 7 and 8. The active and reactive power flows for all the three stations are shown in Figs. 7 and 8 respectively. Since station 1 gets isolated due to the trip of the DC breakers, the post-fault active power is zero. However, it is still deblocked and survives as a STATCOM supplying pre-fault amount of reactive power (100 Mvar). Station 3 was in active power control mode before the fault. Therefore, even after the fault, it maintains its pre-fault power flow after a small initial transient. Station 2 also continues as a DC voltage controller and matches the power flow of Station 3 by changing its operating point from ~500 MW to ~200 MW. 
Case study with Cable23 fault
In this case, with the same pre-fault power flow, a positive pole to ground DC fault is now applied on the busbar side of the fault current limiting reactor of station 2 as illustrated in Fig. 9 Voltage at S2.U2 and current at S2.I2 however go to zero since they are now part of the isolated circuit.
The protection response as seen by the cable protection located in station 1 is shown in Fig. 11 . The voltage and current measured at S1.U1 and S1.I1 and the relevant trip signals are shown in the three respective subplots of Fig. 11 . Since it is an external fault, the cable protection did not operate. A closer look at the measurements from S1.U1 and S1.I1 for both internal and external faults demonstrates the difference (Fig.  12 ) between them. In case of external fault both voltage and current change slower than the internal fault. The difference in their waveform as shown in Fig. 12 allows for the protection to distinguish between them. The protection settings should be carefully chosen considering wide range of operating scenarios so that desired selectivity margin is achieved. The inductance of the fault current limiting reactor is an important factor to design the protection set points.
Another point to mention here is that, in this case, the cable protection of station 3 also didn't detect the fault since it is external to Cable23's protection zone. However, the trip signal generated by the differential protection in station 2 is communicated to station 3 via telecom, which trips the breaker S3.B1 and completely isolates the fault. The overall system performance for the second case study with external fault is shown in Fig. 14 . Here, station 3 is the one which is isolated and survives as a STATCOM. Therefore, its post-fault active power is zero. Station 1 continues with its prefault power after the initial transient. Station 2, being a DC voltage controlling station, changes its operating point to match the power flow from station 1. 
Conclusions
Real-time hardware-in-the-loop simulations of the protection strategy of a three-terminal VSC based DC grid test system with symmetric monopole configuration have been presented in this paper. A fast and selective operation of the DC breakers, which is the key to achieve the reliable performance of a DC grid, is demonstrated with two different types of fault scenarios. Due to the time critical nature of the problem, the protection is implemented in actual MACH based control and protection environment so that a behaviour very close to reality can be obtained. The overall results are very promising which establishes that the DC breaker technology along with the advanced protection strategy can facilitate the formation of future DC grids.
