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Hq−SEMICLASSICAL ORTHOGONAL POLYNOMIALS VIA
POLYNOMIAL MAPPINGS
K. CASTILLO, M. N. DE JESUS, F. MARCELLA´N, AND J. PETRONILHO
Abstract. In this work we study orthogonal polynomials via polynomial
mappings in the framework of the Hq−semiclassical class. We consider two
monic orthogonal polynomial sequences {pn(x)}n≥0 and {qn(x)}n≥0 such that
pkn(x) = qn(x
k) , n = 0, 1, 2, . . . ,
being k a fixed integer number such that k ≥ 2, and we prove that if one of the
sequences {pn(x)}n≥0 or {qn(x)}n≥0 is Hq−semiclassical, then so is the other
one. In particular, we show that if {pn(x)}n≥0 is Hq−semiclassical of class
s ≤ k − 1, then {qn(x)}n≥0 is Hqk−classical. This fact allows us to recover
and extend recent results in the framework of cubic transformations, whenever
we consider the above equality with k = 3. The idea of blocks of recurrence
relations introduced by Charris and Ismail plays a key role in our study.
1. Introduction
Polynomial mappings constitute an interesting topic in the theory of orthogonal
polynomials since their relations with Julia sets and almost periodic Jacobi ma-
trices. Given a sequence of orthogonal polynomials with respect to a probability
measure µ supported on a set I ⊆ [−1, 1], polynomial mappings provide a general
approach to the analysis of polynomials orthogonal with respect to a measure de-
fined by a polynomial transformation such that the inverse of I is a real set that, in
general, will be the union of a finite number of intervals such that any two of these
intervals have at most one common point. These polynomials appear in the study
of sieved orthogonal polynomials by using blocks of recurrence relations, see [5] and
[6]. Applications of polynomial mappings in quantum chemistry and solid state
physics can be find in [29] and [26], respectively. A general framework is provided
in [12] and the updated related works [25] and [11].
The case of quadratic mappings has been studied by many authors. In particular,
in [7] the following problem is solved: Given a sequence of orthogonal polynomials
{pn(x)}n≥0 to find a symmetric sequence of orthogonal polynomials {qn(x)}n≥0
such that q2n(x) = pn(x
2). In this case, q2n+1(x) = Kn(x
2), where Kn(x) is the so
called kernel polynomial of degree n (see [8]). Later one, in [9] a quite general prob-
lem concerning the orthogonality of sequences of polynomials {Rn(x)}n≥0 defined
by R2n(x) = pn(x
2) + θ2nxKn−1(x
2), R2n+1(x) = xKn(x
2) + θ2n+1pn(x
2), n ≥ 0,
is analyzed. Indeed, necessary and sufficient conditions for such an orthogonal-
ity are deduced. A more general situation is described in [21], where the study
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of general quadratic decompositions of sequences of monic orthogonal polynomi-
als {Bn(x)}n≥0 such that B2n(x) = pn(x
2) + xan−1(x
2), B2n+1(x) = xRn(x
2) +
bn(x
2), n ≥ 0, with pn(x), Rn(x) polynomials of degree n, and an(x), bn(x) poly-
nomials of degree at most n, is analyzed. Necessary and sufficient conditions for
the orthogonality of the sequences of polynomials {pn(x)}n≥0 and {Rn(x)}n≥0 are
given. This idea of quadratic decomposition in a more general framework is the
topic presented in [22]. Finally, in [15, 16], given a quadratic polynomial π2(x)
the orthogonality of sequences of monic polynomials {Bn(x)}n≥0 such that either
B2n(x) = pn(π2(x)) or B2n+1(x) = (x − c)pn(π2(x)) is studied and the relation
between the corresponding linear functionals is obtained.
The study of the cubic case comes back to the pioneer work [2] where assuming
that {pn(x)}n≥0 is a symmetric sequence of monic orthogonal polynomials, then
necessary and sufficient conditions for the orthogonality of a symmetric sequence
of orthogonal polynomials {Bn(x)}n≥0 such that B3n(x) = pn(x
3 + bx) are given.
Such constrains (symmetry and the particular choice of the cubic polynomials) have
been removed in [17, 18], where the authors consider the problem of orthogonality
of sequences {Bn(x)}n≥0 such that B3n+m(x) = θm(x)pn(π3(x)),m ∈ {0, 1, 2},
where π3(x) is a fixed cubic polynomial and θm(x) is a fixed polynomial of degree
m. The problem of general cubic decompositions has been studied in [23] following
the hints of the quadratic case.
Nevertheless, questions related to cubic decompositions of orthogonal polynomial
sequences satisfying some extra conditions as their semiclassical character have not
been considered in the literature up to the recent contributions [27] and [28] for par-
ticular cases of semiclassical and Hq−semiclassical orthogonal polynomials of class
one. A more general framework concerning semiclassical orthogonal polynomials,
including some particular polynomial mappings, is presented in [3].
The aim of the present contribution is to analyze sequences of monic orthogonal
polynomials {pn(x)}n≥0 and {qn(x)}n≥0 such that pnk(x) = qn(x
k), k ≥ 2, and
to study how the Hq−semiclassical character of the sequences is preserved. The
novelty of our results is related to the analysis of Hq-semiclassical orthogonal poly-
nomials generated by such polynomial mappings by using the connection between
the corresponding Stieltjes functions as a method to generate new examples of se-
quences of Hq−semiclassical orthogonal polynomials of class greater than or equal
to 1, taking into account that the classification of such sequences, even for class 1,
remains an open problem.
The structure of the manuscript is the following. In Section 2 we present the basic
background concerning Hq−semiclassical linear functionals as well as some prop-
erties about sequences of orthogonal polynomials defined by polynomial mappings.
In Section 3 we deal with the stability, i.e. the preservation of the semiclassical
character, of Hq-semiclassical linear functionals when polynomial mappings are in-
troduced. The key idea is the consideration of the formal Stieltjes series associated
with both linear functionals. In particular, the case of the polynomial mapping
πk(x) = x
k, k ≥ 2 is studied and the class of the associated linear functional is
discussed (Theorem 3.5). Finally, in Section 4, some illustrative computational ex-
amples of Hq−semiclassical sequences of orthogonal polynomials of classes 1 and
2 involving Little q-Laguerre and Little q-Jacobi polynomials are deeply studied,
including discrete measure representations for some of the considered examples.
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2. Background
In this section we recall some basic facts concerning the general theory of or-
thogonal polynomials (OP) that will be needed in the sequel.
2.1. Basic definitions. We denote by P the vector space of polynomials with
coefficients in C and by P∗ its dual space. The action of a functional u ∈ P∗ over
a polynomial f ∈ P will be represented by 〈u, f〉. In particular, un := 〈u, x
n〉 is
the moment of order n of u. In P∗ we define the q−derivative of a functional u by
〈Hqu, f〉 := −〈u, Hqf〉
where Hq is the Hahn’s operator defined as
(Hqf) (x) :=
f(qx)− f(x)
(q − 1)x
, f ∈ P , x 6= 0,
being q ∈ C˜ :=
{
z ∈ C \ {0} | zn 6= 1 , ∀ n ∈ N
}
[10, 13, 14]. In particular, this
yields (
Hqu)n := 〈Hqu, x
n〉 = −[n]qun−1 , n ∈ N0 ,
where [n]q denotes the basic q−number, defined by
[0]q := 0 , [n]q := 1 + q + · · ·+ q
n−1 ≡
qn − 1
q − 1
, n ∈ N .
Given u ∈ P∗ and φ ∈ P , the dilation of u and the left-multiplication of a
polynomial φ by u, are the functionals hdu, φu ∈ P
∗ (d ∈ C \ {0}) defined by
〈hdu, f〉 := 〈u, hd(f)〉 = 〈u, f(dx)〉 , 〈φu, f〉 := 〈u, φf〉 , f ∈ P .
Let u ∈ P∗. A sequence {pn(x)}n≥0 in P is said to be an orthogonal polynomial
sequence (OPS) with respect to u if the following two conditions hold:
(i) deg pn = n for each n ∈ N0;
(ii) 〈u, pnpm〉 = knδn,m for every m,n ∈ N0,
where {kn}n≥0 is a sequence of nonzero complex numbers and δn,m is the Kronecker
symbol. Under these conditions we say that u is regular (or quasi-definite) [8].
2.2. Hq−Semiclassical OPS. A linear functional u ∈ P
∗ is calledHq−semiclassical
if it is regular and there exist two nonzero polynomials Φ and Ψ such that
(2.1) degΨ ≥ 1
and u satisfies the functional equation
(2.2) Hq(Φu) = Ψu .
If {pn(x)}n≥0 is an OPS with respect to aHq−semiclassical functional then {pn(x)}n≥0
is called a Hq−semiclassical OPS. We point out the following useful criterion.
Proposition 2.1. Let u ∈ P∗ be a regular linear functional. Then, u is Hq−semiclassical
if and only if there exist two polynomials Φ and Ψ, with at least one of them nonzero,
such that (2.2) holds. Moreover, under these conditions, necessarily both Φ and Ψ
are nonzero and Ψ satisfies (2.1).
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pn(x) Φ Ψ regularity conditions
Ln(x; a|q) x a
−1q−1(q − 1)−1(x− 1 + aq) a 6= 0; a 6= q−n−1, n ≥ 0
Un(x;a, b|q) x
(
x− b−1q−1
)
a−1b−1q−2(q − 1)−1
((
abq2 − 1
)
x + 1− aq
)
ab 6= 0 , q−n; a, b 6= q−n−1, n ≥ 0
Table 1. The pairs (Φ,Ψ) for the canonical forms corresponding
to the little q−Laguerre OPS and to the little q−Jacobi OPS.
If u is a Hq−semiclassical functional, denoting by Au the set of all pairs (Φ,Ψ)
of nonzero polynomials such that (2.1)–(2.2) holds, the nonnegative integer number
(2.3) s := min
(Φ,Ψ)∈Au
max{degΦ− 2, degΨ− 1}
is called the class of u. The pair (Φ,Ψ) ∈ Au where the class of u is attained is
unique. If {pn}n≥0 is an OPS with respect to a Hq−semiclassical functional of class
s then {pn(x)}n≥0 is called a Hq−semiclassical OPS of class s. In particular, when
s = 0 (so that degΦ ≤ 2 and degΨ = 1) {pn(x)}n≥0 is called a Hq−classical OPS.
Table 1 summarizes the two canonical forms for the pairs (Φ,Ψ) corresponding to
the Hq−classical OPS {Ln(x; a|q)}n≥0 and {Un(x; a, b|q)}n≥0, known as the little
q−Laguerre polynomials and the little q−Jacobi polynomials, respectively. We only
need to include these two sequences of Hq−classical OPS because they are the only
ones that will appear in the examples given at the last Section. For details, see
[1, 13, 24].
Among several very well known characterizations of Hq−semiclassical OPS, we
recall the following one [14, Proposition 3.1]: u ∈ P∗ is Hq−semiclassical if and
only if it is regular and the associated Stieltjes formal series,
Su(z) := −
∞∑
n=0
un
zn+1
,
satisfies (formally) the equation
(2.4) A(z)
(
Hq−1Su
)
(z) = C(z)Su(z) +D(z) ,
where A, B, and C are polynomials, A being nonzero. Moreover, if u satisfies (2.2),
then the polynomials A, C and D in (2.4) are given in terms of the polynomials Φ
and Ψ as follows
A(z) = qdegΦ
(
hq−1Φ
)
(z) , C(z) = qdegΦ
(
qΨ(z)−
(
Hq−1Φ
)
(z)
)
,
D(z) = qdegΦ
(
q (uθ0Ψ) (z)−
(
Hq−1
(
uθ0Φ
))
(z)
)
,
where, for each f ∈ P and u ∈ P ′, θ0f and uf are polynomials, defined by
θ0f(x) :=
f(x)− f(0)
x
, uf(x) :=
〈
uy,
xf(x)− yf(y)
x− y
〉
.
(The notation uy means that the functional u acts on polynomials of the variable
y.) Furthermore, if the polynomials A, C, and D appearing in (2.4) are co-prime
(i.e., there is no common zero to these three polynomials), then the class of u is
given by
(2.5) s = max{degC − 1, degD}
and the polynomials Φ and Ψ that appear in (2.2) are
(2.6) Φ(z) = q−degA
(
hqA)(z) and Ψ(z) = q
−degA {(HqA)(z) + q−1C(z)} .
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pn(x) A C D
Ln(x; a|q) x qa
−1(q − 1)−1(x− 1 + aq)− q u0qa
−1(q − 1)−1
Un(x;a, b|q) x
(
x− b−1
)
qa−1b−1(q − 1)−1
((
abq2 − 1
)
x + 1− aq
)
u0
(
qa−1b−1(q − 1)−1
(
abq2 − 1
)
− q2
)
−q2
(
q−1 + 1
)
x+ qb−1
Table 2. The polynomials A, C, and D appearing in equation
(2.4) corresponding to the families in Table 1.
Table 2 gives the polynomials A, C and D appearing in the q−difference equa-
tion fulfilled by the formal Stieltjes series for the Hq−classical functionals (s = 0)
corresponding to the little q−Laguerre OPS and to the little q−Jacobi OPS, given
in Table 1.
2.3. OP via polynomial mappings. Concerning the study of polynomial map-
pings in the framework of the theory of OP, several works deal with the analysis
of quadratic and cubic transformations (see e.g. [2, 7, 19, 15, 16, 17, 18, 27, 28]).
For a general polynomial mapping, the corresponding sequences of OP have been
studied by Geronimo and Van Assche [12], Charris, Ismail, and Monsalve [5, 6],
Peherstorfer [25], and de Jesus and Petronilho [11]. In order to describe this map-
ping, let {pn(x)}n≥0 be a monic OPS, characterized by its three-term recurrence
relation, expressed in terms of blocks as
(2.7)
(x− b
(j)
n )pnk+j(x) = pnk+j+1(x) + a
(j)
n pnk+j−1(x)
(j = 0, 1, . . . , k − 1 ; n = 0, 1, 2, . . .) ,
satisfying initial conditions p−1(x) := 0 and p0(x) := 1. Without loss of generality,
we take a
(0)
0 := 1. In general, the coefficients a
(j)
n ’s and b
(j)
n ’s are complex numbers
with a
(j)
n 6= 0 for every n and j. As a consequence, we can construct determinants
∆n(i, j;x), as introduced by Charris and Ismail in [5], and by Charris, Ismail, and
Monsalve in [6], so that
(2.8) ∆n(i, j;x) :=

0 if j < i− 2,
1 if j = i− 2,
x− b
(i−1)
n if j = i− 1,
and, if j ≥ i ≥ 1,
(2.9)
∆n(i, j;x) :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x− b
(i−1)
n 1 0 . . . 0 0
a
(i)
n x− b
(i)
n 1 . . . 0 0
0 a
(i+1)
n x− b
(i+1)
n . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . x− b
(j−1)
n 1
0 0 0 . . . a
(j)
n x− b
(j)
n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
for every n ∈ N0. These determinants play a key role in the theory of OP via
polynomial mappings. Taking into account that ∆n(i, j;x) is a polynomial whose
degree may exceed k, and since in (2.7) the coefficients a
(j)
n ’s and b
(j)
n ’s were defined
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only for 0 ≤ j ≤ k − 1, we adopt the convention
(2.10) b(k+j)n := b
(j)
n+1 , a
(k+j)
n := a
(j)
n+1 (i, j, n ∈ N0) ,
and so the following useful equality holds
(2.11) ∆n(k + i, k + j;x) = ∆n+1(i, j;x) .
Theorem 2.2. [11, Theorem 2.1] Let {pn(x)}n≥0 be a monic OPS characterized
by the general blocks of recurrence relations (2.7). Fix r0 ∈ C, m ∈ N0, k ∈ N,
and k ≥ 2, with 0 ≤ m ≤ k − 1. Then, there exist polynomials πk(x) and θm(x) of
degrees k and m, respectively, and a monic OPS {qn(x)}n≥0 such that q1(0) = −r0
and
(2.12) pkn+m(x) = θm(x) qn(πk(x)) , n = 0, 1, 2, . . .
if and only if the following conditions hold:
(i) b
(m)
n is independent of n for n ≥ 0;
(ii) ∆n(m+ 2,m+ k − 1;x) is independent of n for n ≥ 0 and for every x;
(iii) θm(x) ≡ pm(x) and ∆0(m+2,m+k− 1;x) is divisible by θm(x), i.e., there
exists a polynomial ηk−1−m(x) of degree k − 1−m such that
∆0(m+ 2,m+ k − 1;x) = θm(x) ηk−1−m(x) ;
(iv) rn(x) is independent of x for every n ≥ 1, where
rn(x) := a
(m+1)
n ∆n(m+ 3,m+ k − 1;x)− a
(m+1)
0 ∆0(m+ 3,m+ k − 1;x)
+ a
(m)
n ∆n−1(m+ 2,m+ k − 2;x)− a
(m)
0 ∆0(1,m− 2;x) ηk−1−m(x) .
Under such conditions, the polynomials θm(x) and πk(x) are explicitly given by
(2.13)
πk(x) = ∆0(1,m;x) ηk−1−m(x)− a
(m+1)
0 ∆0(m+ 3,m+ k − 1;x) + r0 ,
θm(x) = ∆0(1,m− 1;x) ≡ pm(x) ,
and the monic OPS {qn(x)}n≥0 is generated by the three-recurrence relation
(2.14) qn+1(x) = (x− rn) qn(x) − snqn−1(x) , n = 0, 1, 2, . . .
with initial conditions q−1(x) = 0 and q0(x) = 1 , where
(2.15) rn := r0 + rn(0) , sn := a
(m)
n a
(m+1)
n−1 · · · a
(m+k−1)
n−1 , n = 1, 2, . . . .
Moreover, for each j = 0, 1, 2, . . . , k − 1 and all n = 0, 1, 2, . . .,
(2.16)
pkn+m+j+1(x) =
1
ηk−1−m(x)
{
∆n(m+ 2,m+ j;x) qn+1(πk(x))
+
(∏j+1
i=1 a
(m+i)
n
)
∆n(m+ j + 3,m+ k − 1;x) qn(πk(x))
}
.
Lemma 2.3. [3, Lemma 3.3] Under the conditions of Theorem 2.2, the formal
Stieltjes series Su(z) := −
∑∞
n=0 un/z
n+1 and Sv(z) := −
∑∞
n=0 vn/z
n+1 associated
with the regular moment linear functionals u and v with respect to which {pn(x)}n≥0
and {qn(x)}n≥0 are orthogonal (resp.) are related by
(2.17) Su(z) =
u0
v0
−v0∆0(2,m− 1; z) +
(∏m
j=1 a
(j)
0
)
ηk−1−m(z)Sv(πk(z))
θm(z)
.
Hq−SEMICLASSICAL OP VIA POLYNOMIAL MAPPINGS 7
3. Polynomial mappings and Hq−semiclassical OP
For fixed π ∈ P , let σπ : P → P be the linear operator such that σπ [f ] := f ◦ π
for every f ∈ P , and define σ∗π : P
∗ → P∗ by duality. Henceforth,
σπ [f ](x) := f
(
π(x)
)
, 〈σ∗π(u), f〉 := 〈u, σπ [f ]〉 , f ∈ P , u ∈ P
′ .
Lemma 3.1. For fixed f ∈ P and u ∈ P ′, the following relations hold:
f σ∗xk(u) = σ
∗
xk
(
σxk [f ]u) ;(3.1)
Hq (σxk [f ]) (x) = [k]qx
k−1σxk
[
Hqkf ](x) ;(3.2)
σ∗xk(Hqu) = [k]qHqk
(
σ∗xk
(
xk−1u)) .(3.3)
Proof. Relation (3.1) was stated in [28, Lemma 2.1] for k = 3, being the proof
similar for any positive integer number k. Relation (3.2) holds, since
Hq
(
σxk [f ]
)
(x) =
f
(
qkxk
)
− f
(
xk
)
(q − 1)x
=
(
Hqkf
)(
xk
)
[k]qx
k−1 = [k]qx
k−1σxk
[
Hqkf
]
(x) .
Finally, (3.3) follows from (3.2) taking into account the equality〈
σ∗xk
(
Hqu
)
, f
〉
= −
〈
u,
(
Hq
(
σxk [f ]
)〉
.

Lemma 3.2. [3, Lemma 3.2] Let {pn(x)}n≥0 and {qn(x)}n≥0 be two monic OPS
satisfying
pnk(x) = qn
(
xk
)
, n = 0, 1, 2, . . . .
Let u and v be the regular functionals in P∗ with respect to which {pn(x)}n≥0 and
{qn(x)}n≥0 are orthogonal (resp.), and let {an}n≥0 and {bn}n≥0 be the associated
dual basis. Then the following relations hold
σ∗xk (ank+j) = δj,0bn (j = 0, 1, . . . , k − 1, n = 0, 1, 2, . . .) ,(3.4)
σ∗xk (pju) = δj,0 v
−1
0 u0v (j = 0, 1, . . . , k − 1) .(3.5)
Lemma 3.3. Let {pn(x)}n≥0 and {qn(x)}n≥0 be two monic OPS satisfying
pnk(x) = qn
(
xk
)
, n = 0, 1, 2, . . . .
(Hence one has πk(x) := x
k, θm ≡ 1, and m = 0 in Theorem 2.2, with conditions
(i)–(iv) therein.) Let u and v be the regular functionals in P∗ with respect to which
{pn(x)}n≥0 and {qn(x)}n≥0 are orthogonal (resp.). Then, the associated formal
Stieltjes series Su(z) and Sv(z) satisfy
(3.6)
[k]q−1z
k−1ηk−1(q
−1z)
(
Hq−kSv
)
(zk) =
v0
u0
(
Hq−1 Su
)
(z)−
(
Hq−1ηk−1
)
(z)Sv(z
k) .
Proof. By Lemma 2.3 we have
(3.7) Su(z) =
u0
v0
ηk−1(z)Sv(z
k) ,
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hence(
Hq−1Su
)
(z) =
Su
(
q−1z
)
− Su(z)(
q−1 − 1
)
z
=
u0
v0
ηk−1
(
q−1z
)
Sv
(
q−kzk
)
− ηk−1(z)Sv(z
k)(
q−1 − 1
)
z
=
u0
v0
ηk−1
(
q−1z
)Sv(q−kzk)− Sv(zk)(
q−k − 1
)
zk
[k]q−1z
k−1 +
u0
v0
Sv(z
k)
ηk−1
(
q−1z
)
− ηk−1(z)(
q−1 − 1
)
z
=
u0
v0
(
ηk−1
(
q−1z
)(
Hq−kSv
)(
zk
)
[k]q−1z
k−1 + Sv(z
k)
(
Hq−1ηk−1
)
(z)
)
.

Lemma 3.4. [3, Lemma 3.4] Let φ(x) be a polynomial and Bk := {p0, p1, . . . , pk−1}
a finite simple set of polynomials (i.e., deg pj = j for all j). Then, to the pair(
φ,Bk
)
we may associate k polynomials φ0(x), φ1(x), . . . , φk−1(x), with degφj(x) ≤
⌊(degφ(x))/k⌋ for all j = 0, 1, . . . , k − 1, such that
(3.8) φ(x) =
k−1∑
j=0
pj(x)σxk [φj ] .
Theorem 3.5. Let {pn(x)}n≥0 and {qn(x)}n≥0 be monic OPS satisfying
(3.9) pnk(x) = qn
(
xk
)
, n = 0, 1, 2, . . . .
Then the following holds:
(i) If {pn(x)}n≥0 is Hq− semiclassical of class s, then {qn(x)}n≥0 is Hqk−
semiclassical of class s˜, with s˜ ≤ ⌊ s/k ⌋.
(ii) If {qn(x)}n≥0 is Hqk− semiclassical of class s˜, then {pn(x)}n≥0 is Hq−
semiclassical of class s, with s ≤ (s˜+ 3)k − 3.
Proof. Denote by u and v the regular linear functionals with respect to which
{pn(x)}n≥0 and {qn(x)}n≥0 are OPS, respectively.
(i) Assume that {pn(x)}n≥0 is Hq− semiclassical of class s. Then there exist
two nonzero polynomials Φ(x) and Ψ(x), with degΨ(x) ≥ 1, such that
(3.10) Hq (Φu) = Ψu ,
being s = max {degΦ− 2, degΨ− 1}. Set ℓ := 1 + ⌊ s/k ⌋ and p := ℓk − 1 − s.
Then p ∈ N0 and we deduce
(3.11)
σ∗xk (x
pHq (Φu)) =

[k]qHqk
(
σ∗xk
(
xk−1Φu
))
, if p = 0,
qp[k]qHqk
(
σ∗xk
(
xk+p−1Φu
))
− [p]qσ
∗
xk
(
xp−1Φu
)
, if p ≥ 1 .
In fact, assume that p ≥ 1. Then for each f ∈ P we have〈
σ∗xk (x
pHq (Φu)) , f
〉
=
〈
Hq (Φu) , x
p f(xk)
〉
= −
〈
Φu, Hq
(
xp f(xk)
)〉
= −
〈
Φu,
qpxpf(qkxk)− xpf(xk)
(q − 1)x
〉
= −qp[k]q
〈
xk+p−1Φu,
(
Hqkf
)
(xk)
〉
− [p]q
〈
xp−1Φu, f(xk)
〉
= −qp[k]q
〈
σ∗xk
(
xk+p−1 Φu
)
, Hqkf
〉
− [p]q
〈
σ∗xk
(
xp−1 Φu
)
, f
〉
=
〈
qp[k]qHqk
(
σ∗xk
(
xk+p−1 Φu
))
− [p]qσ
∗
xk
(
xp−1 Φu
)
, f
〉
,
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which proves (3.11) for p ≥ 1. The proof is similar for p = 0. It follows from (3.10)
and (3.11) that
(3.12)
Hqk
(
σ∗xk
(
xk+p−1Φu
))
=
{
[k]−1q σ
∗
xk (Ψu) , if p = 0
q−p[k]−1q σ
∗
xk
((
xpΨ+ [p]qx
p−1Φ
)
u
)
, if p ≥ 1 .
Next, Lemma 3.4 ensures the existence of polynomials fj(x) (j = 0, 1, . . . , k − 1),
with each fj(x) not necessarily of degree j, fulfilling
(3.13) xk+p−1Φ(x) =
k−1∑
j=0
pj(x)σxk [fj] .
Applying the operator σ∗xk and using Lemma 3.2, we obtain
(3.14) σ∗xk
(
xk+p−1Φu
)
=
k−1∑
j=0
σ∗xk
(
pjσxk [fj ]u
)
= v−10 u0f0v .
Similarly, consider polynomials gj(x) (j = 0, 1, . . . , k − 1), with each gj(x) not
necessarily of degree j, such that
(3.15) q−p[k]−1q
(
xpΨ(x) + [p]q x
p−1 Φ(x)
)
=
k−1∑
j=0
pj(x)σxk [gj] ,
and proceed as above to deduce
(3.16) σ∗xk
(
q−p[k]−1q
(
xpΨ+ [p]q x
p−1 Φ
)
u
)
= v−10 u0g0v .
From (3.12), (3.14), and (3.16), we obtain
(3.17) Hqk (f0v) = g0v .
Since s = max {deg Φ− 2, degΨ− 1}, then either degΦ = s+ 2 and degΨ ≤ s+ 1
or else degΦ < s+2 and degΨ = s+1. In the first case, the polynomial appearing
in the left-hand side of (3.13) has degree (ℓ+1)k, hence from the right-hand side of
(3.13) we deduce deg f0 = ℓ+ 1 ≥ 2. In the second case, the polynomial appearing
in the left-hand side of (3.15) has degree ℓk, hence deg g0 = ℓ ≥ 1. We conclude
that, in any situation, at least one of the polynomials f0 or g0 is different from zero.
Thus, since v is regular and fulfills (3.17), it follows from Proposition 2.1 that v is
Hqk−semiclassical (being both f0 and g0 different from zero, and deg g0 ≥ 1). It
remains to prove that the class s˜ of v satisfies s˜ ≤ ⌊ s/k ⌋. Notice first that
k deg f0 ≤ max
0≤j≤k−1
{j + k deg fj} = deg
{
xk+p−1 Φ
}
≤ (ℓ+ 1)k ,
where the equality follows from (3.13) and the last inequality holds since p =
ℓk − 1− s and deg Φ ≤ s+ 2, hence deg f0 ≤ ℓ+ 1. In the same way, using (3.15),
we deduce
k deg g0 ≤ deg
{
xpΨ+ [p]q x
p−1 Φ
}
≤ ℓk ,
so deg g0 ≤ ℓ. But, taking into account the conclusions of the discussion above
involving the two possible cases (concerning the degrees of Φ and Ψ), at least one
of the equalities deg f0 = ℓ+ 1 or deg g0 = ℓ holds. Therefore,
(3.18) max {deg f0 − 2, deg g0 − 1} = ℓ− 1 = ⌊ s/k ⌋ ,
and so from (3.17) we obtain s˜ ≤ max {deg f0 − 2, deg g0 − 1} = ⌊ s/k ⌋ .
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(ii) Assume now that {qn(x)}n≥0 is Hqk−semiclassical of class s˜. Then the
associated formal Stieltjes series, Sv(z) := −
∑∞
n=0 vnz
−n−1, satisfies the (formal)
first order linear q−difference equation
(3.19) A˜(z)
(
Hq−kSv
)
(z) = C˜(z)Sv(z) + D˜(z) ,
with A˜, C˜, and D˜ co-prime polynomials, A˜ nonzero with deg A˜ ≤ s˜ + 2, and
s˜ = max{deg C˜ − 1, deg D˜}. Replacing in (3.19) z by zk and taking into account
(3.6) and (3.7), we deduce that Su(z) satisfies
A(z)
(
Hq−1Su
)
(z) = C(z)Su(z) +D(z),
where
(3.20)
A(z) := v0ηk−1(z)A˜(z
k) ,
C(z) := v0
(
[k]q−1z
k−1ηk−1(q
−1z)C˜(zk) +
(
Hq−1ηk−1
)
(z)A˜(zk)
)
,
D(z) := u0[k]q−1z
k−1ηk−1(q
−1z)ηk−1(z)D˜(z
k) .
Thus u is a Hq−semiclassical functional. Let us prove that the class s of u satisfies
s ≤ (s˜+ 3)k − 3. Indeed, we have
degC ≤ max{k − 2 + k deg A˜, 2(k − 1) + k deg C˜} ≤ k(s˜+ 3)− 2 ,
degD = 3(k − 1) + k deg D˜ ≤ k(s˜+ 3)− 3 .
Henceforth, s ≤ max {degC − 1, degD} ≤ (s˜+ 3)k − 3. 
Corollary 3.6. Let {pn(x)}n≥0 and {qn(x)}n≥0 be two monic OPS satisfying
(3.9). If {pn(x)}n≥0 is Hq−semiclassical of class s ≤ k − 1, then {qn(x)}n≥0
is Hqk−classical.
Proof. It is a straightforward consequence of part (i) in Theorem 3.5. 
Corollary 3.7. Let {pn}n≥0 and {qn}n≥0 be monic OPS satisfying (3.9), and let u
and v be the corresponding regular functionals, respectively. If there exist nonzero
polynomials Φ˜ and Ψ˜ such that D(Φ˜v) = Ψ˜v, with deg Ψ˜ ≥ 1, then
D(Φu) = Ψu ,
where Φ and Ψ are polynomials given by
Φ(x) := q1−kηk−1
(
qx
)
Φ˜
(
xk
)
,
Ψ(x) := q1−k
(
[k]qx
k−1 ηk−1
(
q−1x
)
Ψ˜
(
xk
)
+
((
Hqηk−1
)
(x) + q−1
(
Hq−1ηk−1
)
(x)
)
Φ˜
(
xk
))
.
Proof. The statement follows immediately from (2.6) and (3.20) in the proof of
Theorem 3.5, and taking into account the following relations:
[k]q−1 = [k]qq
1−k ,
v−10
(
HqA
)
(x) = ηk−1(qx)
(
Hqk A˜
)
(xk)[k]qx
k−1 + A˜
(
xk
)(
Hqηk−1
)
(x) ,
(qv0)
−1C(x) = ηk−1(q
−1x)q−kC˜(xk)[k]qx
k−1 + q−1A˜
(
xk
)(
Hq−1ηk−1
)
(x) .

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4. Examples
In this section we give examples of Hq−semiclassical OPS of classes 1 and 2
obtained via cubic transformations. In particular, we confirm the results contained
in the recent work [28] where the authors considered the problem of determining
all the Hq−semiclassical monic OPS of class 1, {pn(x)}n≥0, such that the cubic
decomposition
(4.1) p3n(x) = qn(x
3) , n = 0, 1, 2, . . .
holds, being {qn(x)}n≥0 a monic OPS. In [28, Theorem 4.2] it was stated that
property (4.1) is fulfilled only if {qn(x)}n≥0 coincides with some specific family of
Hq3−classical OPS (which have been determined explicitly, all the possible fam-
ilies being special cases of Little q3−Laguerre and Little q3−Jacobi polynomials,
up to affine changes of the variable). It is clear from Corollary 3.6 that, indeed,
only Hq3−classical OPS {qn(x)}n≥0 may appear as solutions of such a problem.
Moreover, we see immediately that considering the analog problem demanding
{pn(x)}n≥0 to be Hq−semiclassical of class 2, then again only Hq3−classical OPS
{qn(x)}n≥0 may appear fulfilling such cubic transformation. Thus, in the next we
present several examples involving as {qn(x)}n≥0 the Little q
3−Laguerre or the
Little q3−Jacobi polynomials and, in each case, we give the corresponding fami-
lies {pn(x)}n≥0 which are semiclassical of class 1. Thus we recover the families
presented in [28]) or of class 2 by giving new examples.
4.1. Description of the semiclassical families {pn}n≥0 of class s ≤ 2. We
start by making the assumption that {pn(x)}n≥0 is Hq−semiclassical of class s ≤ 2,
and noticing that (4.1) corresponds to a polynomial mapping such that k = 3
and m = 0, being π3(x) = x
3 and θ0 ≡ 1. Thus, by Corollary 3.6, {qn(x)}n≥0
is a Hq3−classical monic OPS. We assume that {qn(x)}n≥0 is (up to an affine
change of variables) one of the families of the Little q3−Laguerre or Little q3−Jacobi
polynomials, described in Table 1. We analyze these two cases separately. Before
performing this analysis, notice that according to the expression of ηk−m−1 ≡ η2
given in Theorem 2.2, one has
(4.2) η2(x) = ∆0(2, 2) = x
2 −
(
b
(1)
0 + b
(2)
0
)
x+ b
(1)
0 b
(2)
0 − a
(2)
0 .
On the other hand, by (2.13),
(4.3) x3 = π3(x) =
(
x− b
(0)
0
)
η2(x) − a
(1)
0
(
x− b
(2)
0
)
+ r0 .
Therefore, setting
(4.4) τ := b
(0)
0 , kτ := a
(1)
0 + τ
2 ,
using (4.2) and (4.3), we may write
(4.5) η2(x) = x
2 + τx + kτ = p
(1)
2 (x) .
From now on we assume that {qn(x)}n≥0 is Hq3−classical and coincides with one
of the families of the Little q3−Laguerre or Little q3−Jacobi polynomials. Since
{pn(x)}n≥0 fulfils the cubic decomposition (4.1), it follows from the proof of The-
orem 3.5 that the formal Stieltjes series Su(z) satisfies
A(z)
(
Hq−1Su
)
(z) = C(z)Su(z) +D(z),
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with
(4.6)
A(z) := v0η2(z)A˜(z
3) ,
C(z) := v0
(
[3]q−1z
2η2(q
−1z)C˜(z3) + A˜(z3)
(
Hq−1η2
)
(z)
)
,
D(z) := u0[3]q−1z
2η2(q
−1z)η2(z)D˜(z
3) ,
where the polynomials A˜(x), C˜(x), and D˜(x) are the polynomials A, C, and D
appearing in Table 2 with q replaced by q3.
Tables 3 and 4 describe all the possible monic OPS {pn(x)}n≥0 semiclassical of
classes 1 or 2 such that (4.1) holds, by giving the polynomials Φ and Ψ appear-
ing in the q−difference equation for each associated functional u, assuming that
{qn(x)}n≥0 is Hq3−classical and coincides with one of the families of the Little
q3−Laguerre or Little q3−Jacobi polynomials. As we see on these tables, there
are 13 possible cases. The three cases corresponding to class s = 1 are the ones
that have been obtained in [28, Theorem 4.2], up to affine change of the variables.
For class s = 2 the examples given in cases (4)–(13) are new. Next we only give
the details for obtaining the results in cases (1) and (4). The procedure for the
remaining cases is similar.
Let {qn(x)}n≥0 be the Little q
3−Laguerre monic OPS, i.e., qn(x) ≡ Ln(x; a|q
3),
for an arbitrary parameter a. Write η2(z) = (z− z1)(z− z2). Assume that z1 6= z2.
By (4.6), v0z
2 is a common factor of A, C, and D. The division of these three
polynomials by this factor gives (for simplicity, we still use A, C, andD, although in
fact these are the polynomials obtained by dividing the above ones by the common
factor)
(4.7)
A(z) := z(z − z1)(z − z2) ,
C(z) := [3]q−1
(
q−1z − z1
)(
q−1z − z2
)(
ℓ
(
z3 − 1 + aq3
)
− q3
)
+
+z
((
q−1 + 1
)
z − z1 − z2
)
,
D(z) := u0[3]q−1ℓ
(
q−1z − z1
)(
q−1z − z2
)
(z − z1)(z − z2) ,
where ℓ := a−1
(
q3 − 1
)−1
q3. Now, we see that C(0) = D(0) = 0 if and only if
z1z2 = 0. If z1 = 0 (the reasoning hereafter is similar if z2 = 0) then from (4.5) we
obtain z2 = −τ 6= 0 (since we are assuming z1 6= z2). Under such conditions, z is a
common factor of the polynomials A, C, and D given by (4.7), hence the division
of these polynomials by z yields
(4.8)
A(z) := z(z + τ) ,
C(z) := q−1(q − 1)−1a−1
(
z4 + τqz3 +
(
aq2 − 1
)
z + τq
(
aq − 1
))
,
D(z) := u0q
−1(q − 1)−1a−1z(z + τq)(z + τ) .
Now, for these polynomials (4.8), we have C(0) = D(0) = 0 if and only if a = q−1.
Under such conditions z is a common factor of the polynomials A, C, and D given
by (4.8), and so dividing these polynomials by z we obtain
(4.9)
A(z) := z + τ ,
C(z) := (q − 1)−1
(
z3 + τqz2 + q − 1
)
,
D(z) := u0(q − 1)
−1(z + τq)(z + τ) .
Then C(−τ) = D(−τ) = 0 if and only if τ3 = −1. Under such conditions, z + τ
is a common factor of A, C, and D given by (4.9). Hence, dividing by z + τ, we
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Case s qn(x) b
(0)
0 a
(1)
0 Constraints
(1) 1 Ln(x; a|q
3) τ −τ2 a = q−1 , τ3 = −1
(2) Un(x;a, b|q
3) τ −τ2 a = q−1 , τ3 = −1
(3) Un(x;a, b|q
3) τ −τ2 a = q−1 , τ3 6= −1, b = −τ−3q−3, τ 6= 0
(4) 2 Ln(x; a|q
3) τ −τ2 a = q−1 , τ 6= 0 , τ3 6= −1
(5) Ln(x; a|q
3) τ −τ2 a 6= q−1 , τ3 = −1
(6) Ln(x; a|q
3) τ −τ2[3]q/(1 + q)
2 τ3 = −(1 + q)3
(7) Un(x;a, b|q
3) τ −τ2 a 6= q−1 , τ3 = −1
(8) Un(x;a, b|q
3) τ −τ2 a = q−1 , τ3 6= −1, b 6= −τ−3q−3, τ 6= 0
(9) Un(x;a, b|q
3) τ −τ2 a 6= q−1 , τ3 6= −1, b = −τ−3q−3, τ 6= 0
(10) Un(x;a, b|q
3) τ −τ2[3]q/(1 + q)
2 τ3 = −(1 + q)3
(11) Un(x;a, b|q
3) τ −τ2[3]q/(1 + q)
2 τ3 = −q−3(1 + q)3, b = 1
(12) Un(x;a, b|q
3) τ −τ2[3]q/(1 + q)
2 τ 6= 0, τ3 6= −(1 + q)3, b = −(1 + q)3τ−3q−6
(13) Un(x;a, b|q
3) τ −
(
c2 + τc+ τ2
)
c 6= 0, c 6= −τq/(1 + q), c2 + τc+ τ2 6= 0,
(τ + c)3 = −1, b = c−3q−3
Table 3. Description of all possible Hq−semiclassical OPS
{pn(x)}n≥0 of class s ≤ 2 obtained via a cubic transformation
such that p3n(x) = qn(x
3) for all n ≥ 0, being {qn(x)}n≥0 either the
sequence of little q3−Laguerre polynomials {Ln(x; a|q
3)}n≥0, or the
sequence of little q3−Jacobi polynomials {Un(x; a, b|q
3)}n≥0. This
polynomial mapping depends on the choice of the parameters a, b,
c and τ , which may be chosen arbitrarily in C subject to the given
constraints.
obtain
(4.10)
A(z) := 1 ,
C(z) := (q − 1)−1
(
z2 − τ(1 − q)z + τ2(1− q)
)
,
D(z) := u0(q − 1)
−1(z + τq) .
We may conclude that if z1 = 0, z2 = −τ 6= 0, a = q
−1, and τ3 = −1, then u is
semiclassical of class s = 1. Moreover, under these conditions, from (2.6) we obtain
Φ(x) = 1 , Ψ(x) = q−1
(
(q − 1)−1x2 + τx − τ2
)
.
This gives case (1) appearing in Table 3 and recovers the first solution presented in
[28, Theorem 4.2]. If z1 = 0, z2 = −τ 6= 0, a = q
−1, and τ3 6= −1, then it is clear
from (4.9) that u is semiclassical of class s = 2, and from (2.6) we deduce
Φ(x) = x+ τq−1 , Ψ(x) = q−2(q − 1)−1
(
x3 + τqx2 + q2 − 1
)
.
This gives case (4) appearing in Table 3. We also note that if z1 = z2, then using
a similar reasoning we can show that the class of u is greater than two.
1
4
K
.
C
A
S
T
IL
L
O
,
M
.
N
.
D
E
J
E
S
U
S
,
F
.
M
A
R
C
E
L
L
A´
N
,
A
N
D
J
.
P
E
T
R
O
N
IL
H
O
Case Φ Ψ
(1) 1 q−1
(
(q − 1)−1x2 + τx− τ2
)
(2) x3 − q−3b−1 q−4b−1
(
(q − 1)−1
(
q4b− 1
)
x2 − τx+ τ2
)
(3) x3 + q−1(1− q)τx2 − q−1(1− q)τ2x + q−1τ3 (q − 1)−1
(
1− q−4b−1
)
x2 − q−1τx+ q−1τ2
(4) x+ τq−1 q−2(q − 1)−1
(
x3 + τqx2 + q2 − 1
)
(5) x q−3a−1
(
(q − 1)−1x3 + τx2 − τ2x + q(q − 1)−1(aq2 − 1)
)
(6) x q−3a−1
(
(q − 1)−1x3 + τx2 − τ2(1 + q)−1x + q2(q − 1)−1(aq − 1)
)
(7) x4 − q−3b−1x q−6(q − 1)−1b−1a−1
((
abq6 − 1
)
x3 + τ(1− q)x2 + τ2(q − 1)x + q − aq3
)
(8) x4 + q−1τx3 − q−3b−1x− q−4b−1τ q−5(q − 1)−1b−1
((
q5b− 1
)
x3 + τq
(
bq3 − 1
)
x2 +
(
1− q2
))
(9) x4 + q−1τ(1− q)x3 + τ2q−1(q − 1)x2 + τ3q−1x q−6(q − 1)−1b−1a−1
((
abq6 − 1
)
x3 + abq5τ(1− q)x2 + abq5τ2(q − 1)x
+abq4τ3(q − 1) + 1− aq
)
(10) x4 − q−3b−1x a−1b−1q−6
(
(q − 1)−1(abq6 − 1)x3 − τx2 + (q + 1)−1τ2x + q2(q − 1)−1(1− aq)
)
(11) x4 + τq−1(q + 1)−1(1− q)x3 + τ2q−1(q + 1)−2(q − 1)x2 a−1q−4
(
q−2(q − 1)−1
(
aq6 − 1
)
x3 − τq−1(q + 1)−1
(
aq4 + 1
)
x2 + τ2(q + 1)−2
(
aq3 + 1
)
x
+τ3q−1(q + 1)−3x +(q + 1)−3(q − 1)−1q−1
(
aq3τ3(q − 1) + (q + 1)3(1− a)
))
(12) x4 + τq−1(1− q)x3 + τ2(q + 1)−1(q − 1)x2 + qτ3(q + 1)−3x a−1(q − 1)−1(q + 1)−3
(
τ3 + a
(
q3 + 1
)
+ 3aq(q + 1)
)
x3 − τq−1x2
+τ2(q + 1)−1x + (q − 1)−1a−1(q + 1)−3τ3(aq − 1)
(13) x4 + cq−1(q − 1)x3 + c2q−1(q − 1)x2 − c3q−1x a−1b−1q−6
(
(q − 1)−1(abq6 − 1)x3 +
(
c
(
abq5 − 1
)
− τ
)
x2
+
(
c2
(
abq5 + 1
)
+ τ(τ + 2c)
)
x− (q − 1)−1
(
c3abq4(q − 1) + q(a− 1)
)
Table 4. The polynomials Φ and Ψ appearing in the canonical distributional q−difference equation Hq(Φu) = Ψu satisfied
by the functional u with respect to which {pn(x)}n≥0 is an OPS, in accordance with each case described in Table 3.
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4.2. Discrete measure representation. Next, we provide a discrete measure
representation for the functional u with respect to which {pn(x)}n≥0 is a monic
OPS (given by Tables 3 and 4, when 0 < q < 1). These representations may be
obtained using the following proposition, which generalizes [28, Lemma 4.3].
Lemma 4.1. Let {pn(x)}n≥0 and {qn(x)}n≥0 be monic OPS satisfying (4.1), and
let u and v be the corresponding regular linear functionals in P∗ (respectively).
Assume further that v has a discrete measure representation
(4.11) v =
+∞∑
ℓ=0
aℓδµ3
ℓ
,
being {aℓ}ℓ≥0 and {µℓ}ℓ≥0 sequences of complex numbers, with µℓ 6= 0 for each
ℓ = 0, 1, 2, . . ., such that
(4.12)
∣∣∣∣∣
+∞∑
ℓ=0
aℓµ
n−2
ℓ
∣∣∣∣∣ < +∞ , ∀n ∈ Nτ ,
where Nτ := N if kτ = 0, and Nτ := N0 if kτ 6= 0, and kτ is defined by (4.4). Then
u has the discrete measure representation
(4.13) u =
u0
v0
+∞∑
ℓ=0
aℓ
3µ2ℓ
2∑
p=0
jpη2 (j
pµℓ) δjpµℓ ,
where j = e2πi/3 and η2 is the polynomial given by (4.5).
Proof. By Lemma 3.4, for each polynomial f(x), there are polynomials f0(x), f1(x),
and f2(x) such that the decomposition
(4.14) f(x) = f0(x
3) + p1(x)f1(x
3) + p2(x)f2(x
3)
holds. Therefore, by Lemma 3.2 we have
(4.15) 〈u, f〉 = v−10 u0〈v, f0〉 .
Since η2(x) = x
2 + τx + kτ , j
3 = j6 = 1, j4 = j, and 1 + j + j2 = 0, we compute
η2 (µℓ) + jη2 (jµℓ) + j
2η2
(
j2µℓ
)
= 3µ2ℓ , hence
(4.16)
2∑
p=0
〈
jpη2 (j
pµℓ) δjpµℓ , f0(x
3)
〉
= 3µ2ℓf0
(
µ3ℓ
)
.
Similarly, using p1(x) = x − τ and p2(x) = x
2 −
(
b
(0)
0 + b
(1)
0
)
x + b
(0)
0 b
(1)
0 − a
(1)
0 ,
together with (4.4), we show that
(4.17)
2∑
p=0
〈
jpη2 (j
pµℓ) δjpµℓ , p1(x)f1(x
3)
〉
= 0
and
(4.18)
2∑
p=0
〈
jpη2 (j
pµℓ) δjpµℓ , p2(x)f2(x
3)
〉
= 0 .
Thus (4.13) follows from (4.14)–(4.18), taking into account (4.11) and (4.12). 
Remark 4.2. If kτ := a
(1)
0 + τ
2 = 0, then we recover [28, Lemma 4.3].
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Lemma 4.1 may be applied to give a discrete measure representation of the
functional u in each case quoted in Tables 3 and 4. We will present two illustrative
examples. The first one recovers the first discrete measure representation for the
functional u given in [28, Theorem 4.4], which corresponds to the case described in
line (1) appearing in Tables 3 and 4. Using the data in line (1) of Table 3, we have
η2(x) = x(x + τ) and kτ = 0. From the discrete representation of the functional
L(a, q) given in [28, Appendix 1], it is clear that conditions (4.11) and (4.12) are
fulfilled for 0 < q < 1, where
aℓ :=
(
q2, q3
)
∞
q2ℓ(
q3, q3
)
ℓ
, µℓ := q
ℓ , ℓ = 0, 1, 2, . . . .
Therefore, by (4.13), we deduce
u =
u0
3
(
q2, q3
)
∞
+∞∑
ℓ=0
qℓ(
q3, q3
)
ℓ
((
qℓ + τ
)
δqℓ +
(
qℓ + j2τ
)
δjqℓ +
(
qℓ + jτ
)
δj2qℓ
)
,
recovering (up to an affine change of variables) the first solution presented in [28,
Theorem 4.4]. Discrete measure representation for functionals u corresponding to
other lines in Tables 3 and 4 may be obtained by a similar process. For instance,
for the functional u of class s = 2 described in line (13), we have η2(x) = x
2 +
τx− c(c+ τ) and kτ = −c(c+ τ) 6= 0. Thus, for the discrete representation of the
functional U(a, b, q) given in [28, Appendix 1], it is clear that conditions (4.11) and
(4.12) are fulfilled for 0 < q < 1 and 0 < a < q−1, where
aℓ :=
(
aq3, q3
)
∞(
ac−3q3, q3
)
∞
(
c−3, q3
)
ℓ(
q3, q3
)
ℓ
(
aq3
)ℓ
, µℓ := q
ℓ , ℓ = 0, 1, 2, . . . .
Hence, using Lemma 4.1, we deduce
u =
u0
3
(
aq3, q3
)
∞(
ac−3q3, q3
)
∞
+∞∑
ℓ=0
(
c−3, q3
)
ℓ(
q3, q3
)
ℓ
(
aq3
)ℓ((
q2ℓ + τqℓ − c(c+ τ)
)
δqℓ
+
(
q2ℓ + j2τqℓ − jc(c+ τ)
)
δjqℓ +
(
q2ℓ + jτqℓ − j2c(c+ τ)
)
δj2qℓ
)
.
4.3. Further remarks. We conclude this work with some remarks concerning
the analysis presented here. In the previous section, we started from the knowl-
edge of the monic OPS {qn(x)}n≥0, and we found the corresponding monic OPS
{pn(x)}n≥0 satisfying the cubic transformation (4.1), requiring {pn(x)}n≥0 to be
Hq−semiclassical of class at most 2. We point out that, conversely, starting from
a given Hq−semiclassical monic OPS {pn(x)}n≥0 of class at most 2– e.g., as de-
scribed by Tables 3 and 4 –, we can find the corresponding monic OPS {qn(x)}n≥0
fulfilling (4.1), provided we know a priori that such a cubic transformation ex-
ists. We will illustrate this procedure considering the monic OPS {pn(x)}n≥0 de-
scribed in case (13) appearing in Tables 3 and 4 (and so, we already know that
a cubic transformation exists). In this case, from Table 3, we have b
(0)
0 = τ and
a
(1)
0 = −
(
c2 + τc + τ2
)
. Since the polynomials Φ and Ψ satisfy the q−difference
equation Hq(Φu) = Ψu, then 〈u,Ψ〉 = 0. On the other hand, we also have
p1(x) = x − τ , p2(x) = ∆0(1, 1;x) = x
2 − (b
(1)
0 + τ)x + τb
(1)
0 + c
2 + τc + τ2,
and p3(x) = π3(x) − r0 = x
3 − r0. Therefore, from the system of four equations
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〈u,Ψ〉 = 〈u, pj〉 = 0 (j = 1, 2, 3), we deduce, after some computations, that
r0 = c
3
(
c3 − aq3
)−1(
1− aq3
)
.
Furthermore, using (4.2), (4.3), and (4.5), we find
(4.19) b
(1)
0 = −τ − b
(2)
0 , b
(2)
0 = τ +
τ3 − r0
a
(1)
0
, a
(2)
0 = b
(1)
0 b
(2)
0 − a
(1)
0 − τ
2 .
Replacing in (4.19) the above expression for r0 and taking into account the con-
straints appearing in case (13) of Table 3, we obtain
b
(1)
0 = c+
aq3
(
c3 − 1
)(
c3 − aq3
)(
c2 + τc+ τ2
) , b(2)0 = c+ c3(1− c3)(c3 − aq3)(c2 + τc+ τ2) ,
a
(2)
0 =
c3q3a
(
1− c3
)(
c3 − aq3
)2(
c2 + τc+ τ2
)2 .
On the other hand, using again the data in case (13) of Table 4, we may write
x2Φ(x) = x6 +A1x
5 +A2x
4 +A3x
3 , Ψ(x) = B1x
3 +B2x
2 +B3x+B4 ,
where the coefficients Ai and Bi are
A1 := c
(
1− q−1
)
, A2 := c
2
(
1− q−1
)
, A3 := −c
3q−1 ,
B1 := a
−1q−3(q − 1)−1
(
aq3 − c3
)
, B2 := a
−1q−3c
(
aq2 − τc2 − c3
)
,
B3 := a
−1q−3c2
(
aq2 + τ2c+ 2τc2 + c3
)
, B4 := a
−1q−2(q − 1)−1c3
(
aq − 1
)
.
The above computations yield
x2Φ(x) = p0(x)
(
x6 +
(
A1
(
τ2 + a
(1)
0
)
+A2τ +A3
)
x3
)
+p1(x)
(
A2 +
(
τ + b
(1)
0
)
A1
)
x3 + p2(x)A1x
3,
Ψ(x) = p0(x)
(
B1x
3 +B2
(
τ2 + a
(1)
0
)
+B3τ +B4
)
+p1(x)
(
B3 +
(
τ + b
(1)
0
)
B2
)
+ p2(x)B2 .
Therefore, using (3.13), (3.15) and (3.17) with k = 3 and m = p = 0 (we notice
that while proving (3.13) and (3.15) we considered p ≥ 1, but by direct inspection
we see that the formulas also hold for p = 0), we concluded that
f0
(
x3
)
= x6 +
(
A1
(
τ2 + a
(1)
0
)
+A2τ + A3
)
x3 = x3(x3 − c3) ,
g0
(
x3
)
= [3]−1q
(
B1x
3 +B2
(
τ2 + a
(1)
0
)
+B3τ +B4
)
= q−3a−1
(
q3 − 1
)−1((
aq3 − c3
)
x3 + c3
(
1− aq3
))
.
Hence the functional v fulfils
Hq3
(
x
(
x− c3
)
v
)
=
(
q−3a−1
(
q3 − 1
)−1((
aq3 − c3
)
x+ c3
(
1− aq3
)))
v .
As a consequence, by Table 1, qn(x) = Un
(
x; a, c−3q−3|q3
)
. This confirms the result
given on line (13) in Table 3.
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