Pseudodifferential operators on manifolds with fibred corners by Debord, Claire et al.
ar
X
iv
:1
11
2.
45
75
v1
  [
ma
th.
DG
]  
20
 D
ec
 20
11
PSEUDODIFFERENTIAL OPERATORS ON MANIFOLDS WITH
FIBRED CORNERS
CLAIRE DEBORD, JEAN-MARIE LESCURE, AND FRE´DE´RIC ROCHON
Abstract. One way to geometrically encode the singularities of a stratified
pseudomanifold is to endow its interior with an iterated fibred cusp metric. For
such a metric, we develop and study a pseudodifferential calculus generalizing
the Φ-calculus of Mazzeo and Melrose. Our starting point is the observa-
tion, going back to Melrose, that a stratified pseudomanifold can be ‘resolved’
into a manifold with fibred corners. This allows us to define pseudodifferen-
tial operators as conormal distributions on a suitably blown-up double space.
Various symbol maps are introduced, leading to the notion of full ellipticity.
This is used to construct refined parametrices and to provide criteria for the
mapping properties of operators such as Fredholmness or compactness. We
also introduce a semiclassical version of the calculus and use it to establish
a Poincare´ duality between the K-homology of the stratified pseudomanifold
and the K-group of fully elliptic operators.
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Introduction
To study linear elliptic equations on singular spaces, it is very helpful to have
a pseudodifferential calculus adapted to the geometry of the singularities. Indeed,
such a tool allows one to construct refined parametrices to geometric operators like
the Laplacian, leading to a precise description of the space of solutions and typi-
cally having important consequences and applications in spectral theory, scattering
theory, index theory and regularity theory. This has also applications to study
certain non-linear elliptic equations, see for instance [26],[15], [45] for recent works
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in that direction. Over the years, various types of pseudodifferential calculi have
been introduced on non-compact and singular spaces, see for instance [24], [8], [29],
[48], [22], [23] [20], [18], [13] and [44]. Such a diversity of calculi comes from the
fact that different types of singularities usually require quite different treatments.
Still, many of the examples above are concerned with a particular class of singu-
lar spaces: stratified pseudomanifolds. The notion of stratified pseudomanifold is
relatively easy to describe and has the advantage of including many important ex-
amples of singular spaces, going from manifolds with corners to algebraic varieties.
One could therefore hope for a relatively uniform treatment of pseudodifferential
operators in this context. However, it is necessary to first choose a Riemannian
metric geometrically encoding the singularities. There are two natural choices. To
present these two choices, let us first consider a stratified pseudomanifold of depth
one, that is, with only one singular stratum, see Figure 1 and Figure 2.
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Figure 1. ged
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Figure 2. gfc
The first choice, going back to Cheeger [7], is to consider an incomplete edge
metric, a prototypical example being a metric which in a neighborhood of the
singular stratum takes the form
(1) ged = dr
2 + gE + r
2gL,
where r is the distance to the singular stratum, gE is a Riemannian metric on
the singular stratum (the edge) and gL is a choice of metric on the link. In this
setting, a pseudodifferential calculus was developed independently by Mazzeo [22]
and Schulze [48]. In [22], the metric which is really used as a starting point is in
fact the conformally related metric
(2) g˜ed =
ged
r2
=
dr2
r2
+
gE
r2
+ gL,
a complete edge metric, which has the virtue of defining a Lie algebra of vector
fields ‘generating’ the pseudodifferential calculus.
Alternatively, one can consider a fibred cusp metric to encode the singularity,
which is a certain type of complete Riemannian metric of finite volume on the
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regular stratum. A prototypical example of such metric is one which near the
singular stratum takes the form
(3) gfc =
dr2
r2
+ gE + r
2gL.
For such a metric, a pseudodifferential calculus was introduced by Mazzeo and
Melrose [23] starting with a Lie algebra of smooth vector fields associated to the
conformally related metric
(4) gfb =
gfc
r2
=
dr2
r4
+
gE
r2
+ gL.
Both (1) and (3) have analogs on general stratified pseudomanifolds by iterating
the definition. The generalization of (1) is called an iterated edge metric [1] . An
important source of examples of iterated edge metrics is given by certain constant
curvature metrics [26] and by Ka¨hler-Einstein metrics singular along a divisor [15].
On the other hand, we call the analog of (3) for a general stratified pseudomanifold
an iterated fibred cusp metric, see Definition 2.3 below. For stratified pseudoman-
ifolds of depth one, natural examples of such metrics are given by certain fibred
cusp Ka¨hler-Einstein metrics, see [45].
For iterated edge metrics, an associated pseudodifferential calculus has been
introduced in [37] and [38] for operators of order zero and was used in [36]. There
is also a recent survey [47] by Schulze giving a nice description of how his methods
can be adapted to stratified pseudomanifolds of higher depth. Adopting a Lie
groupoid point of view, one can obtain a pseudodifferential calculus by applying
the general method of [39] and [2], which works for both iterated edge metrics and
iterated fibred cusp metrics. This latter approach is suitable for certain applications
in index theory, but the properness condition on the support of the operators makes
it less appealing for the construction of refined parametrices. Still, in certain cases,
this can be avoided by introducing a length function, see [43].
In this paper, we propose to systematically develop and study a calculus of pseu-
dodifferential operators on stratified pseudomanifolds equipped with an iterated
fibred cusp metric. We call it the S-calculus. Our approach takes its inspiration
from [23], which deals with the case of a stratified pseudomanifold of depth 1. In
particular, we start with a Lie algebra of smooth vector fields associated to iter-
ated fibred corner metrics, a type of metrics conformally related to iterated
fibred cusp metrics. To be able to consider stratified pseudomanifolds of arbitrary
depth, our starting point is the idea, going back to Melrose (see [1]), that a strati-
fied pseudomanifold can be resolved by a manifold with fibred corners. This allows
us to use blow-up techniques in a systematic way to construct the double space on
which the Schwartz kernels of the operators can naturally be defined.
To prove that this pseudodifferential calculus is closed under composition, we
diverge from [23] and follow an approach closer in spirit to [18]. Beside the ‘usual’
principal symbol, we introduce a ‘noncommutative’ symbol for each singular stra-
tum of the stratified pseudomanifold by restricting on a corresponding front face
in the double space. This lead to a simple Fredholm criterion for polyhomoge-
neous pseudodifferential operators: an operator is Fredholm when acting on suit-
able Sobolev spaces if and only if it is elliptic and its ‘noncommutative’ symbols
are invertible for each stratum. We say such operators are fully elliptic. For fully
elliptic operators, we are able to construct a refined parametrix giving rise to a
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corresponding regularity result. This refined parametrix can also be used to show
that our calculus is spectrally invariant, namely, that an invertible operator (when
acting on suitable Sobolev spaces) has its inverse also contained in the calculus.
Along the way, we have a parallel discussion that keeps track of the underlying
Lie groupoid and relates our approach with the one of [39] and [2]. This becomes
particularly useful at the end of the paper, where we establish a Poincare´ duality
between the fully elliptic S-operators and the K-homology of the stratified pseudo-
manifold. In [36], such a Poincare´ duality was obtained using the pseudodifferential
operators of [37] and [38]. Using instead groupoids, the first two authors introduced
in [10] the noncommutative tangent space of a stratified pseudomanifold and showed
its K-theory is Poincare´ dual to the K-homology of the stratified pseudomanifold.
In fact, they showed more generally that the C∗-algebra of the noncommutative
tangent space is dual in the sense of KK-theory to the C∗-algebra of continuous
functions of the underlying stratified pseudomanifold.
A key feature of our approach is the introduction of the semiclassical S-double
space and its associated semiclassical S-calculus. This allows us to define a contin-
uous family groupoid T FCX playing the role in our context of the noncommutative
tangent space of [10]. By looking at the associated algebra of pseudodifferential
operators, we can then provide a simple way of relating classes of fully elliptic S-
operators with elements of the K-theory of T FCX (see Theorem 10.6 below). This
allows us to use a hybrid combination of the operator theoretic methods of [36]
(see also [33]) and the groupoid approach of [10] to obtain our Poincare´ duality
result in KK-theory, Theorem 11.1. In Theorem 11.4, we also provide an interpre-
tation of this result in terms of a quantization map for full symbols of fully elliptic
S-operators, relating in this way the points of view of [10] and [36].
The paper is organized as follows. In Section 1, we introduce the definition of
manifolds with fibered corners and recall from [1] how they can be used to ‘resolve’
stratified pseudomanifolds. In Section 2, we introduce a natural class of vector
fields defined on a manifold with fibered corners X . This leads to the notion of
S-pseudodifferential operators in Section 3. In Section 4, we review the definition
of groupoid and explain its relevance to the present context. In Section 5, we
describe how S-pseudodifferential operators act on smooth functions. Section 6
is about suspended operators, which are used in Section 7 to introduce various
symbol maps for S-operators. In section 8, we prove that the composition of two
S-operators is again a S-operator. In Section 9, we introduce natural Sobolev spaces
on which S-operators act and provide criteria to determine when a S-operator is
bounded, compact or Fredholm. In Section 10, we introduce the semiclassical S-
double space and the associated semiclassical S-calculus, as well as the Lie groupoid
T FCX . This is used to obtain a relationship between classes of fully elliptic S-
operators and elements of the K-theory of T FCX . Finally, in Section 11, we establish
a Poincare´ duality in KK-theory between T FCX and the stratified pseudomanifold
SX associated to X and interpret it in terms of a quantization map.
Aknowledgement. The authors are very grateful to Thomas Krainer for many
helpful conversations.
1. Manifolds with fibered corners and stratified pseudomanifolds
Let X be a manifold with corners as defined in [27]. In particular, we are
assuming that each boundary hypersurface H ⊂ X is embedded in X . This means
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that there exists a boundary defining function xH ∈ C∞(X) such that x−1H (0) = H ,
xH is positive on X \ H and the differential dxH is nowhere zero on H . In such
a situation, one can choose a smooth retraction rH : NH → H , where NH is
a (tubular) neighborhood of H in X such that (rH , xH) : NH → H × [0,∞) is
a diffeomorphism on its image. We call (NH , rH , xH) a tube system for H . A
smooth map φ : X → Y between manifolds with corners is said to be a fibration1
if it is a locally trivial surjective submersion.
Definition 1.1. Let X be a compact manifold with corners and H1, . . . , Hk an ex-
haustive list of its set of boundary hypersurfaces M1X . Suppose that each bound-
ary hypersurface Hi is the total space of a smooth fibration πi : Hi → Si where
the base Si is also a compact manifold with corners. The collection of fibrations
π = (π1, . . . , πk) is said to be an iterated fibration structure if there is a partial
order on the set of hypersurfaces such that
(i) for any subset I ⊂ {1, . . . , k} with ∩
i∈I
Hi 6= ∅, the set {Hi | i ∈ I} is totally
ordered.
(ii) If Hi < Hj , then Hi ∩ Hj 6= ∅, πi(Hi ∩ Hj) = Si with πi : Hi ∩ Hj →
Si a surjective submersion and Sji := πj(Hi ∩ Hj) ⊂ Sj is one of the
boundary hypersurfaces of the manifold with corners Sj. Moreover, there
is a surjective submersion πji : Sji → Si such that on Hi ∩ Hj we have
πji ◦ πj = πi.
(iii) The boundary hypersurfaces of Sj are exactly the Sji with Hi < Hj . In
particular if Hi is minimal, then Si is a closed manifold.
A manifold with fibred corners is a manifold with corners X together with an
iterated fibration structure π. A smooth map ψ : X → X ′ between two manifolds
with fibred corners (X, π) and (X ′, π′) is said to be a diffeomorphism of mani-
folds with fibred corners if it is a diffeomorphism of manifolds with corners and
if for each Hi ∈M1X , there is H ′µ(i) ∈M1X
′ and a diffeomorphism ψi : Si → S′µ(i)
inducing a commutative diagram
Hi
ψ
//
πi

H ′µ(i)
π′µ(i)

Si
ψi
// S′µ(i).
Remark 1.2. With the previous notation, for any j, Sj is naturally a manifold
with fibered corners. The hypersurfaces are the Sji with fibration πji : Sji → Si
for any i such that Hi < Hj . The same goes for the fibres of πi. Precisely, if x
belongs to Si let L
x
i := π
−1
i (x). Then L
x
i is a manifold with fibered corners, where
the boundary hypersurfaces are the Lxi ∩Hj with Hi < Hj and the corresponding
fibration comes from the restriction of πj . Notice that in the special case where Hi
is maximal, the fibre Lxi is a closed manifold.
Definition 1.3. A family of tube system (Ni, ri, xi) for Hi, i = 1, . . . , k is an
iterated fibred tube system of the manifold with fibred cornersX if the following
condition holds for Hi < Hj ,
rj(Ni ∩ Nj) ⊂ Ni, xi ◦ rj = xi, πi ◦ ri ◦ rj = πi ◦ ri on Ni ∩Nj ,
1A more standard terminology would be smooth fibre bundle.
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and the restriction to Hj of the function xi is constant on the fibres of πj .
If X is equipped with an iterated fibred tube system, then for each Hi ∈M1X ,
we have an induced iterated fibred tube system on each fibre of πi : Hi → Si.
Similarly, there is an induced iterated fibred tube system on the base Si.
To see that manifolds with fibred corners always admit iterated fibred tube
systems, it is useful to describe tube systems in terms of vector fields. Given a tube
system (NH , rH , xH) for the boundary hypersurface H , one can naturally associate
to it a vector field ξH ∈ C∞(NH ;TX) such that
(rH , xH)∗ξH =
∂
∂xH
.
Clearly, the tube system can be recovered from this vector field by considering its
flow. More generally, if ηH ∈ C∞(X ;TX) is a vector field which is inner pointing
an nowhere vanishing on H , but tangent to all other boundary hypersurfaces, we
can construct a tube system (N ′H , r
′
H , x
′
H) such that
(r′H , x
′
H)∗ηH =
∂
∂x′H
by considering the flow of ηH for some short period of time EH . Thus, to obtain
an iterated fibred tube system, it suffices to associate a vector field ξHi to each
boundary hypersurface Hi in such a way that,
(i) The restriction ξHi |Hi is inner pointing and nowhere vanishing on Hi;
(ii) If Hi < Hj , then ξHi is tangent to Hj and there is a vector field ξji ∈
C∞(Sj , TSj) such that (πj)∗(ξHi |Hj ) = ξji, while ξHj is tangent to the
fibres of the fibration πi : Hi → Si on Hi. Moreover, in a neighborhood of
Hi ∩Hj , we have that [ξHi , ξHj ] = 0.
Indeed, the flows of these vector fields generates tube system for each boundary
hypersurface. The condition that [ξHi , ξHj ] insures that the flows of ξHi and ξHj
commute, so that in particular xi ◦ rj = xi near Hi ∩Hj , while requiring ξHj to be
tangent to the fibres of πi : Hi → Si insures that πi ◦ ri ◦ rj = πi ◦ rj near Hi ∩Hj .
On the other hand, the condition (πj)∗(ξHi |Hj ) = ξji insures that xi|Hj is constant
on the fibres of πj : Hj → Sj . Thus, by shrinking the tube systems if necessary, we
can insure they form an iterated fibred tube system.
Lemma 1.4. A manifold with fibred corners always admit an iterated fibred tube
system.
Proof. By the discussion above, it suffices to find vector fields ξHi ∈ C
∞(X ;TX)
for each boundary hypersurface Hi ∈ M1X in such a way that conditions (i) and
(ii) above are satisfied. This requires to construct the vectors fields ξij on Sj as
well.
Recall that the depth of X is the highest codimension of a boundary face of X .
If X has depth zero, that is, if X is a smooth manifold, the lemma is trivial. We
can thus proceed by induction on the depth of X to prove the lemma. In particular,
for each i, the base Si of the fibration πi is a manifold with fibred corners of depth
smaller than the one of X and we can assume we have vector fields satisfying (i)
and (ii) on Si. We can denote the vector field associated to the boundary face Sji
of Sj by ξji. Proceeding by recurrence on the partial order of the Si to construct
these vector fields, starting with Si minimal, we can assume furthermore that for
Hi < Hj < Hk, we have
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(iii) (πkj)∗ ξki|Skj = ξji.
To construct the vector fields ξHi on X , we can proceed by recurrence on M1X
starting with maximal elements. For a maximal element Hi, we just choose ξHi ∈
C∞(X ;TX) such that ξHi |Hi is inner pointing and nowhere vanishing on Hi and
is tangent to the fibres of πj : Hj → Sj for Hj 6= Hi.
Suppose now that Hi is a hypersurface such that for all Hj ∈ M1X with Hj >
Hi, the corresponding vector field ξHj has been constructed in such a way that
conditions (i) and (ii) hold. To construct ξHi , we first define it on the maximal
elements in {H ∈M1X ; H > Hi}. Let Hj be such a maximal element. We choose
ξHi |Hj ∈ C
∞(Hj ;THj) in such a way that on Hj , we have that (πj)∗(ξHi |Hj ) = ξji.
This can be done by also requiring at the same time that [ξHi |Hj , ξHk |Hj ] = 0
near Hi ∩ Hj ∩ Hk for Hk such that Hj > Hk > Hi. Indeed, we can do so by
first constructing ξHi |Hj recursively on the boundary faces of Hj , starting with the
boundary faces of smallest dimension, and extending the definition at the next level
using the flow of vector fields ξHk for Hj > Hk > Hi whenever possible. Thanks
to the fact condition (ii) is satisfied by the vector fields ξHk , this can be achieved
consistently. In this process, we also require that ξHi |Hj be tangent to the fibres of
πl : Hl → Sl for Hl < Hi. Using the flow of ξHj , we can then extend the definition
of ξHi to a neighborhood of Hi ∩Hj .
Doing this for all maximal elements in {H ∈M1X ; H > Hi}, we then proceed
recursively to extend the definition of ξHi in a neighborhood of the other hypersur-
faces of {H ∈M1X ; H > Hi}. Thus, let Hk > Hi be given and suppose that ξHi
has already been defined in a neighborhood of Hj for Hj > Hi such that Hj > Hk.
Then ξHi |Hk is already defined in a neighborhood ofHj∩Hk. As before, proceeding
by recurrence on the boundary faces of Hk, we can extend the definition of ξHi |Hk
to all of Hk in such a way that (πk)∗(ξHi |Hk) = ξki and [ξHi |Hk , ξHl |Hj ] = 0 near
Hk ∩ Hl for Hk > Hl > Hi. We can also require ξHi |Hk to be tangent to the
fibres of πl : Hl → Sl for Hl < Hi. Using the flow of ξHk , we can then extend the
definition of ξHi to a neighborhood of Hk ∩Hi. Because the already defined vector
fields satisfy condition (ii), this extension is consistent with the previous ones.
Thus, proceeding recursively, we can extend the definition of ξHi to a neighbor-
hood of ⋃
{H∈M1X ; H>Hi}
Hi ∪H.
We can then extend this definition further in such a way that ξHi is tangent to the
fibres of πk : Hk → Sk for Hk < Hi. This give us a vector field ξHi which together
with the already existing vector fields satisfies conditions (i) and (ii), completing
the inductive step and the proof.

As observed by Melrose and subsequently described in [1], there is a correspon-
dence between manifolds with fibered corners and stratified pseudomanifolds. For
the convenience of the reader and in order to set up the notation, we will review
the main features of this correspondence and refer to [1] for further details.
Let us first recall what are pseudomanifolds. We will use the notations and
equivalent descriptions given by A. Verona in [53] and used by the first two authors
in [10].
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Let SX be a locally compact separable metrizable space. Recall that a C∞-
stratification of SX is a pair (S, N) such that,
(1) S = {si} is a locally finite partition of SX into locally closed subsets of SX ,
called the strata, which are smooth manifolds such that
s0 ∩ s¯1 6= ∅ if and only if s0 ⊂ s¯1.
In that case we will write s0 ≤ s1 and s0 < s1 if moreover s0 6= s1.
(2) N = {SNs, πs, ρs}s∈S is the set of control data, namely SNs is an open
neighborhood of s in SX , πs :
S Ns → s is a continuous retraction and
ρs :
SNs → [0,+∞[ is a continuous map such that s = ρ−1s (0). The map ρs
is either surjective or the constant zero function.
Moreover if SNs0 ∩ s1 6= ∅, then the map
(πs0 , ρs0) :
SNs0 ∩ s1 → s0×]0,+∞[
is a smooth proper submersion.
(3) For any strata s, t such that s < t, the set πt(
SNs ∩SNt) is included in SNs
and the equalities
πs ◦ πt = πs and ρs ◦ πt = ρs
hold on SNs ∩SNt.
(4) For any two strata s0 and s1 the following two statements hold,
s0 ∩ s¯1 6= ∅ if and only if
SNs0 ∩ s1 6= ∅;
SNs0 ∩
SNs1 6= ∅ if and only if s0 ⊂ s¯1, s0 = s1 or s1 ⊂ s¯0.
A stratification gives rise to a filtration. Indeed, if SXj is the union of strata of
dimension ≤ j, then,
∅ ⊂SX0 ⊂ · · · ⊂
SXn =
SX.
We call n the dimension of SX and X• :=SX \SXn−1 the regular part of SX . The
strata included in X• are called regular while strata included in SX \X• are called
singular. The set of singular (resp. regular) strata is denoted Ssing (resp. Sreg).
Definition 1.5. A stratified pseudomanifold is a triple (SX, S, N) where SX is
a locally compact separable metrizable space, (S, N) is a C∞-stratification on SX
and the regular part X• is a dense open subset of SX .
Given a stratified pseudomanifold, notice that the closure of each of its strata
is also naturally a stratified pseudomanifold. Given a manifold with fibred corners
X , there is a simple way of extracting a stratified pseudomanifold. Let H1, . . . , Hk
an exhaustive list of its boundary hypersurfaces and let π = (π1, . . . , πk) be the
iterated fibration structure on X . On X , consider the equivalence relation
x ∼ y ⇐⇒ x = y or x, y ∈ Hi with πi(x) = πi(y) for some Hi.
We denote by SX the quotient space of X by the previous equivalence relation and
q : X → SX the quotient map. By construction, the restriction of q to X \ ∂X
is a homeomorphism. We claim that SX is naturally a stratified pseudomanifold.
Indeed, for any i ∈ I let σi := πi(Hi \
⋃
Hk<Hi
Hk), that is σi = Si \ ∂Si . Then σi
is a manifold and S = {X \ ∂X, σi} is a locally finite partition of SX into strata.
Choose an iterated fibered tube system {Ni, ri, xi} for the manifold with fibred
corners X . On can easily check that the map (πi ◦ ri, xi) : r
−1
i (Hi \
⋃
Hk<Hi
Hk))→
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σi × [0,∞[ factors through a map SNi → σi × [0,∞[ where SNi is the image of
r−1i (Hi \
⋃
Hk<Hi
Hk)) ⊂ Ni in SX . This enables us to define a set of control data on
SX making it a stratified pseudomanifold. We call SX the stratified pseudomanifold
associated to the manifold with fibered corners X .
Conversely, to any stratified pseudomanifold, one can associate a natural man-
ifold with corners. To see this, we need to recall the notion of depth, which is a
good measure of complexity of a stratified pseudomanifold.
Definition 1.6. Let (SX, S, N) be a stratified pseudomanifold. Then the depth d(s)
of a stratum s is the biggest k such that one can find k different strata s0, · · · , sk−1
such that
s0 < s1 < · · · < sk−1 < sk := s.
The depth of the stratification (S, N) of X is
d(X) := sup{d(s), s ∈ S}.
A stratum whose depth is 0 will be called minimal.
Remark 1.7. This definition is consistent with the notion of depth for mani-
folds with corners, which constitute a particular type of stratified pseudomanifolds.
Moreover, if X is a manifold with fibred corners of depth k, then its associated
stratified pseudomanifold SX also has depth k. Notice that different conventions
for the depth are also common, see for instance [1].
Let (SX, S, N) be a stratified pseudomanifold. For any singular stratum s, set
Ls := ρ
−1
s (1). From [53], we know there is an isomorphism between
SNs and Ls ×
[0,+∞[/ ∼s where ∼s is the equivalence relation induced by (x, 0) ∼s (y, 0) when
πs(x) = πs(y). This local triviality around strata enables to make the unfolding
process of [6] (see also [10] for a complete description). If s is minimal, one can
construct a pseudomanifold
(SX \ s) ∪ Ls × [−1, 1] ∪ (
SX \ s)
using the gluing coming from the trivialization of the neighborhood SNs of s. IfM is
the set of minimal strata of SX and m =
⋃
s∈M s is the union of the minimal strata
of SX , then one can more generally construct the double stratified pseudomanifold
2X = (SX \m) ∪
( ⊔
s∈M
Ls × [−1, 1]
)
∪ (SX \m)
by gluing Ls × [−1, 1] for s ∈ M via the trivialization of the neighborhood SNs
of s. Since all the minimal strata of SX are involved, notice that the depth of
2X is one less that the one of SX . The stratified pseudomanifold 2X also comes
with an involution τ1 interchanging the two copies of
SX \m with fixed point set
identified with Lm =
⊔
s∈M Ls × {0}. This fixed point set is naturally a stratified
pseudomanifold and come with a surjective map Lm → m induced by the retractions
in each neighborhood SNs for s ∈M .
If SX has depth k, we can repeat this process k times to obtain a stratified pseu-
domanifold 2kX of depth 0, in other words, a smooth manifold. The manifold 2kX
comes with a continuous surjective map p : 2kX →S X . At the jth step of this
unfolding process, we get a stratified pseudomanifold 2jX with an involution τj
and a fixed point set equipped with a surjective map as before. This lift to 2kX to
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give k involutions τ1, . . . , τk with k fixed point sets given by smooth hypersurfaces
R1, . . . , Rk equipped with smooth fibrations on each of their connected components.
The various bases of these fibrations are simply the smooth manifolds corresponding
to the unfolded strata of SX . The complement 2kX \(
⋃k
j=1 Rj) consists of 2
k copies
of X•. The closure of any one of these copies is naturally a manifold with corners
FCX with boundary hypersurfaces given by parts of the hypersurfaces R1, . . . , Rk
and have corresponding induced fibrations with bases given by manifolds with cor-
ners. These fibrations give FCX a structure of manifold with fibred corners. We call
FCX the manifold with fibered corners associated to the pseudomanifold SX .
Up to the identifications described below, the two previous operations are mu-
tually inverse. Precisely, starting with a stratified pseudomanifold SX and letting
FCX be the associated manifold with fibered corners, we have for any x, y in FCX
that x ∼ y if and only if p(x) = p(y). In other words, the map p factors through
a homeomorphism FCX/∼ −→SX which is a diffeomorphism in restriction to each
strata and with respect to the control data. Conversely, starting with a manifold
with fibered corners X and letting SX be its associated stratified pseudomanifold,
it can be seen that FCX is isomorphic to the original manifold with fibred corners X
by noticing that the unfolding process described above has an analog for manifolds
with fibred corners obtained by gluing along boundary hypersurfaces and with the
same resulting smooth manifold 2kX .
2. Vector fields on manifolds with fibred corners
Let X be a manifold with corners with H1, . . . , Hk an exhaustive list of the
boundary hypersurfaces of X . For each i ∈ {1, . . . , k}, let xi ∈ C∞(X) be a
boundary defining function for Hi. Recall that
Vb(X) := {ξ ∈ Γ(TX) ; ξxi ∈ xiC
∞(X) ∀i}
is the Lie algebra of b-vector fields. Notice in particular that a b-vector field ξ ∈
Vb(X) is necessarily tangent to all the boundary hypersurfaces of X . Suppose that
π = (π1, . . . , πk) is an iterated fibration structure on X .
Definition 2.1. The space VS(X) of S-vector fields on the manifold with fibred
corners (X, π) is
(2.1) VS(X) := {ξ ∈ Vb(X); ξ|Hi is tangent to the fibres of πi : Hi → Si
and ξxi ∈ x
2
i C
∞(X) ∀i}.
Remark 2.2. This definition depends on the choice of boundary defining functions.
To lighten the discussion, we might sometime not mention explicitly the choice of
boundary defining functions, but the use of S-vector fields and related concepts
always presuppose such a choice has been made to start with. Moreover, we will
usually assume the boundary defining functions are induced by an iterated fibred
tube system.
As can be seen directly from the definition, VS(X) is a C∞(X) module and is
closed under the Lie bracket. It is therefore a Lie subalgebra of Γ(TX). More
generally, the space DiffkS(X) of S-differential operators of order k is the space
of operators on C∞(X) generated by C∞(X) and product of up to m elements of
VS(X).
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Away from the boundary, a S-vector field is just like a usual vector field in
C∞(X ;TX). On the other hand, near a point p ∈ ∂X , it is useful to introduce
a system of coordinates in which S-vector fields admits a simple description. To
this end, let Hi1 , . . . , Hiℓ be the boundary hypersurfaces of X containing the point
p ∈ ∂X . After relabelling if necessary, we can assume H1, . . . , Hℓ are the boundary
hypersurfaces containing p and that
(2.2) H1 < H2 < · · · < Hℓ.
Let xi ∈ C
∞(X) be the chosen boundary defining function for Hi. Consider a small
neighborhood of p where for each i ∈ {1, . . . , ℓ}, the fibration πi : Hi → Si restricts
to be trivial. Consider then tuples of functions yi = (y
1
i , . . . , y
ki
i ) for 1 ≤ i ≤ ℓ and
z = (z1, . . . , xq) such that
(2.3) (x1, y1, . . . , xℓ, yℓ, z)
form coordinates near p with the property that on Hi, (x1, . . . , xi−1, y1, . . . , yi)
induce coordinates on the base Si of the fibration πi : Hi → Si such that πi
corresponds to the map
(2.4) (x1, . . . , x̂i, . . . xℓ, y, z)→ (x1, . . . , xi−1, y1, . . . , yi),
where the ̂ notation above the variable xi means it is omitted. Thus, the coordi-
nates (xi+1, . . . , xℓ, yi+1, . . . , yℓ, z) restrict to give coordinates on the fibres of the
fibration πi. With such coordinates, the Lie algebra VS(X) is locally spanned over
C∞(X) by the vector fields
(2.5)
∂
∂zj
, wixi
∂
∂xi
, wi
∂
∂ynii
,
for j ∈ {1, . . . , q}, i ∈ {1, . . . , ℓ}, ni ∈ {1, . . . , ki}, where wi =
∏ℓ
m=i xm. Thus, in
these coordinates, a S-vector field ξ ∈ VS(X) is of the form
(2.6) ξ =
ℓ∑
i=1
aixiwi
∂
∂xi
+
ℓ∑
i=1
ki∑
j=1
bijwi
∂
∂yji
+
q∑
m=1
cm
∂
∂zm
,
with ai, bij , cm ∈ C∞(X).
Since VS(X) is a C∞(M)-module, there exists a smooth vector bundle πTX → X
and a natural map ιπ :
πTX → TX which restricts to an isomorphism on X \ ∂X
such that
(2.7) VS(X) = ιπC
∞(X ; πTX).
At a point p ∈ X , the fibre of πTX above p can be defined by
(2.8) πTpX = VS/Ip · VS,
where Ip ⊂ C
∞(X) is the ideal of smooth functions vanishing at p. Although the
map ιπ :
πTX → TX fails to be an isomorphism of vector bundles, notice that
πTX is nevertheless isomorphic to TX , but not in a natural way.
Unless the hypersurfaceHi has no boundary, notice that the kernel of the natural
map πTX |Hi → TX |Hi does not form a vector bundle over Hi. To obtain a vector
bundle on Hi, we need to introduce an intermediate vector bundle in between
πTX
and TX . Let
Xi = X ∪Hi X
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be the manifold with corners obtained by gluing two copies ofX along the boundary
hypersurface Hi. The manifold Xi naturally has an iterated fibration structure
induced from the one of X . Hoping this will lead to no confusion, we will also
denote this iterated fibration by π. We then have a corresponding Lie algebra
VS(Xi) of S-vector fields as well as an associated S-tangent vector bundle
πTXi.
Consider then the restriction of this vector bundle to one of the two copies of X
inside Xi,
π\πiTX = πTXi|X .
Away from Hi, the vector bundle
π\πiTX is canonically isomorphic to πTX . How-
ever, seen as a subspace C∞(X ;TX), the space of sections C∞(X ; π\πiTX) is
slightly bigger than VS(X). We have in fact the following natural sequence of
maps
πTX // π\πiTX
aπ\πi // TX.
When restricted to the boundary hypersurface Hi, the first map
πTX → π\πiTX is
such that its kernel πNHi is naturally a vector bundle over Hi. This vector bundle
is the pullback of a vector bundle on Si. To see this, set
πTHi := {ξ ∈
π\πiTX
∣∣∣
Hi
; aπ\πi(ξ) ∈ THi}.
The fibration πi : Hi → Si induces the short exact sequence
0 // πT (Hi \ Si) // πTHi
(πi)∗
// π∗i
πTSi // 0,
where πTSi is the S-tangent bundle of Si and
πT (Hi \Si) is such that its restriction
to each fibre Fi of the fibration πi is the S-tangent bundle
πTFi of that fibre.
In particular, this induces a canonical identification π∗i
πTSi =
πTHi/
πT (Hi/Si).
Now, using the vector field x2i
∂
∂xi
induced by a tube system for Hi, we have a
natural decomposition
(2.9) πNHi ∼= (
πTHi/
πT (Hi/Si))× R.
This means a tube system for Hi induces an isomorphism of vector bundles
(2.10) πNHi ∼= π
∗
i
πNSi
where πNSi =
πTSi × R, and thus, a corresponding fibration
(2.11) Fi
πNHi
(πi)∗

πNSi.
An iterated fibred corner metric (or S-metric) is a choice of metric gπ for
the vector bundle πTX . Via the map ιπ :
πTX → TX , it restricts to give a
complete Riemannian metric on X \ ∂X . In the local coordinates (2.3), a special
example of such a metric would be
(2.12) gπ =
ℓ∑
i=1
dx2i
(xiwi)2
+
ℓ∑
i=1
ki∑
j=1
(dyji )
2
w2i
+
q∑
m=1
dz2m.
The Laplacian associated to a S-metric is an example of S-differential operator of
order 2. Similarly, if πTX → X has a spin structure, then the corresponding Dirac
operator associated to a S-metric is a S-differential operator of order 1.
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The S-density bundle associated to a manifold with fibred corners is the
smooth real line bundle πΩ with fibre above p ∈ X given by
(2.13)
πΩp = {u : Λ
dimX(πTpX)→ R ; u(tω) = |t|u(ω), ∀ω ∈ Λ
dimX(πTpX), t 6= 0}.
A S-density is an element of C∞(X ; πΩ). In particular, the volume form of a S-
metric is naturally a S-density. Via the map ιπ :
πTX → TX , a S-density restricts
to give a density on the interior of X . Let ν ∈ C∞(X ; Ω) be a non-vanishing density
on X , where Ω = Ω(TX) is the density bundle associated to TX . On X \ ∂X , a
S-density νπ can be written in terms of ν as
(2.14) νπ =
(
k∏
i=1
x2+dimSii
)−1
hν, for some h ∈ C∞(X).
As indicated in the introduction, S-metrics are conformally related to another
type of metrics geometrically encoding the singularities of the stratified pseudo-
manifold.
Definition 2.3. On a manifold with fibred corners (X, π) with a boundary defining
function xH specified for each boundary hypersurface H ∈ M1X , an iterated
fibred cusp metric gifc is a metric of the form
gifc = x
2gπ, x =
∏
H∈M1X
xH ,
where gπ is a S-metric.
3. The definition of S-pseudodifferential operators
Let X be a manifold with fibred corners. Let H1, . . . , Hk be an exhaustive list
of its boundary hypersurfaces with x1, . . . , xk ∈ C∞(X) a choice of corresponding
boundary defining functions and πi : Hi → Si the corresponding fibrations. Con-
sider the Cartesian product X2 = X ×X with the projections prR : X ×X → X
and prL : X ×X → X on the right and left factors respectively. Then x
′
i := pr
∗
R xi
and xi := pr
∗
L xi are boundary defining functions for X ×Hi and Hi ×X respec-
tively. The b-double space X2b is the space obtained from X
2 by blowing up the
p-submanifolds H1 ×H1, . . . , Hk ×Hk,
(3.1) X2b := [X
2;H1 ×H1; . . . ;Hk ×Hk],
with blow-down map βb : X
2
b → X
2. NearHi×Hi, this amounts to the introduction
of polar coordinates
ri :=
√
x2i + (x
′
i)
2, ωi =
xi
ri
, ω′i =
x′i
ri
,
where ri is a boundary defining function for the ‘new’ hypersurface
Bi := β
−1
b (Hi ×Hi) ⊂ X
2
b
introduced by the blow-up, while near Bi, the functions ωi and ω
′
i are boundary
defining functions for the lifts of the ‘old’ boundary hypersurfaces. Notice that
since Hi ×Hi and Hj ×Hj are transversal as p-submanifolds for i 6= j, the diffeo-
morphism class of X2b stays the same if we change the order in which we blow up
(cf. Proposition 5.8.2 in [27] or [25, p.21]).
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Figure 3. The π-double space
To define the π-double space, consider the fibre diagonal on the p-submanifold
Hi ×Hi,
(3.2) Dπi = {(h, h
′) ∈ Hi ×Hi ; πi(h) = πi(h′)}.
To lift this p-submanifold to the front face Bi, notice that
Bi = SN
+(Hi ×Hi)
is by definition a quarter of circle bundle on Hi ×Hi giving a canonical decompo-
sition
(3.3) Bi = (Hi ×Hi)× [−1, 1]si , with si := ωi − ω
′
i.
Thus, we can define a lift of Dπi to Bi by
(3.4) ∆i := {(h, h
′, 0) ∈ Hi ×Hi × [−1, 1]si ; πi(h) = πi(h
′)}.
The space ∆i is a p-submanifold of Bi and X
2
b . To obtain the π-double space,
it suffices to blow up ∆i in X
2
b for i ∈ {1, . . . , k}. As opposed to the definition of
X2b , the order in which the blow-ups are performed is important, different orders
leading to different diffeomorphism classes of manifolds with corners. Fortunately,
our assumptions on the partial order of hypersurfaces of X give us a systematic
way to proceed.
More precisely, assume that the hypersurfaces of X are labeled in such a way
that
(3.5) i < j =⇒ Hi < Hj or Hi ∩Hj = ∅.
With this convention, we define the π-double space by
(3.6) X2π := [X
2
b ; ∆1; . . . ; ∆k].
See Figure 3 for a picture of X2π when X is a manifold with boundary. Notice
that the order in which we blow up is not completely determined by (3.5), but a
different choice of ordering satisfying (3.5) would amount in commuting the blow-
ups of p-submanifolds which do not intersect, an operation which does not affect
the diffeomorphism class of X2π.
We have corresponding blow-down maps
(3.7) βπ−b : X2π → X
2
b , βπ := βb ◦ βπ−b : X
2
π → X
2.
We denote the ‘new’ hypersurface introduced by blowing up ∆i by
(3.8) ffπi := (βπ−b)
−1(∆i) ⊂ X2π.
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The p-submanifold ffπi is called the front face associated to the boundary hyper-
surface Hi. Let also
∆π := β
−1
π (
◦
∆X)
denote the lift of the diagonal ∆X ⊂ X × X to X
2
π, where
◦
∆X is the interior of
∆X . On X
2
π, we are particularly interested in the lift of the Lie algebra VS(X) with
respect to the natural maps
(3.9) πL = prL ◦βπ : X
2
π → X, πR = prR ◦βπ : X
2
π → X.
Lemma 3.1. The lifted diagonal ∆π is a p-submanifold of X
2
π. Furthermore, the
lifts to X2π of the Lie algebra VS(X) via the maps πL and πR are transversal to the
lifted diagonal ∆π.
Proof. The result is trivial in the interior of X2π. Thus, let p ∈ ∆π ∩ ∂X
2
π be given.
We need to show that the lemma holds in a neighborhood of p in X2π. Moreover,
by symmetry, we only have to prove the result for the lift of VS(X) with respect to
the map πL. Let Hi1 , . . . , Hiℓ be the boundary hypersurfaces of X containing the
point πL(p) ∈ ∂X . After relabelling if necessary, we can assume H1, . . . , Hℓ are the
hypersurfaces containing πL(p) and that
(3.10) H1 < H2 < · · · < Hℓ.
Near πL(p) ∈ ∂X , let (xi, yi, z) be coordinates as in (2.3). Recall that in such
coordinates, the Lie algebra VS(X) is locally spanned over C∞(X) by the vector
fields
(3.11)
∂
∂zj
, wixi
∂
∂xi
, wi
∂
∂ynii
,
for j ∈ {1, . . . , q}, i ∈ {1, . . . , ℓ}, ni ∈ {1, . . . , ki}, where wi =
∏ℓ
m=i xm.
On X2, we can then consider the coordinates
(3.12) xi, yi, z, x
′
i, y
′
i, z
′,
where (xi, yi, z) is seen as the pullback of our coordinates from the left factor of
X2, while (x′i, y
′
i, z
′) is the pullback of our coordinates from the right factor of X2.
On the b-double space X2b , we can then consider the local coordinates
(3.13) ri = x
′
i, si =
xi − x′i
x′i
, yi, y
′
i, z, z
′,
In these coordinates, we have that
xi = ri(si + 1), wi = w
′
iσi, where w
′
i =
ℓ∏
j=i
rj , σi =
ℓ∏
j=i
(sj + 1).
Thus, under the map prL ◦ βb, the vector fields of (3.11) lift to
(3.14)
∂
∂zj
, w′iσi(si + 1)
∂
∂si
, w′iσi
∂
∂ynii
.
Finally, on X2π, we can consider the local coordinates near p given by
(3.15) ri = x
′
i, Si =
si
w′i
, Yi =
yi − y
′
i
w′i
, y′i, z, z
′.
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In these coordinates, the lifted diagonal ∆π is given by the subset {Si = 0, Yi =
0, z = z′}. In particular, this shows it is a p-submanifold. From (3.14), we also see
that under the map πL, the vector fields of (3.11) lift to
(3.16)
∂
∂zj
, σi(Siw
′
i + 1)
∂
∂Si
, σi
∂
∂Y nii
, where σi =
ℓ∏
j=i
(Sjw
′
j + 1).
These vector fields are clearly transversal to the lifted diagonal ∆π = {Si = 0, Yi =
0, z = z′}, which completes the proof.

Corollary 3.2. The natural diffeomorphism ∆π ∼= X induced by the map πL (or
alternatively by the map πR) is covered by natural identifications
N∆π ∼=
πTX, N∗∆π ∼= πT ∗X,
where N∆π is the normal bundle of ∆π in X
2
π.
Remark 3.3. It can also be proved that the Lie algebra VS(X) lifts via πL or πR
to give a Lie subalgebra of Vb(X2π). Near ∆π, this follows from the local description
(3.16). Since we do not need this fact elsewhere on X2π, we omit the proof.
On the π-double space, the Schwartz kernels of S-differential operators admit a
simple description. Let us first describe the Schwartz kernel of the identity operator.
In the local coordinates (3.12) near ∆X ∩ (∂X × ∂X) , the Schwartz kernel of the
identity operator can be written as
(3.17)
KId =
(
ℓ∏
i=1
δ(xi − x
′
i)δ(yi − y
′
i)dxidy
′
i
)
δ(z − z′)dz′
= δ(x− x′)δ(y − y′)δ(z − z′)dx′dy′dz′,
where in the second line we suppressed the subscripts to lighten the notation. Using
the coordinates (3.13) on X2b , this Schwartz kernel becomes
(3.18) KId = δ(s)δ(y − y
′)δ(z − z′)
dx′dy′z′
w′1
, w′1 =
ℓ∏
j=1
x′j .
Finally, using the local coordinates (3.15) on the π-double space X2π, this becomes
(3.19)
KId = δ(S)δ(Y )δ(z − z
′)
dx′dy′dz′∏ℓ
i=1(x
′
i)(w
′
i)
ki+1
, w′i =
ℓ∏
j=i
x′j ,
= δ(S)δ(Y )δ(z − z′)
dx′dy′dz′∏ℓ
i=1(x
′
i)
2+dimSi
,
= δ(S)δ(Y )δ(z − z′)π∗R(νπ),
where νπ ∈ C∞(X ; πΩ) is a non-vanishing S-density on X . Let
D0(∆π) = C
∞(X2π) · µ
be the space of smooth δ-functions on the p-submanifold ∆π ⊂ X2π, where µ is a
non-vanishing delta function with smooth coefficient as in (3.19). From the local
computation (3.19), we see that
(3.20) KId ∈ D
0(∆π) · π
∗
R(νπ).
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Thus, if P ∈ DiffkS(X) is a S-differential operator of order k, we see from Lemma 3.1
that
(3.21) KP = π
∗
LP ·KId ∈ D
k(∆π) · π
∗
R(νπ),
where Dk(∆π) is the space of delta functions of order at most k, namely
(3.22) Dk(∆π) = Diff
k(X2S ) · D
0(∆π).
In fact, since π∗L(VS(X)) is transversal to ∆π by Lemma 3.1, the space of Schwartz
kernels of S-differential operators of order k is precisely given by
(3.23) Dk(∆π) · π
∗
R(νπ).
If E and F are smooth complex vector bundles on X and DiffkS(X ;E,F ) is the
space of S-differential operators of order k acting from C∞(X ;E) to C∞(X ;F ), then
working in local trivializations, we can in a similar way identify the corresponding
space of Schwartz kernels with
(3.24) Dk(∆π) · C
∞(X2π;β
∗
π Hom(E,F )⊗ π
∗
R(
πΩ)),
where Hom(E,F ) = pr∗L(F )⊗ pr
∗
R(E
∗).
Since delta functions are a special type of conormal distributions, this suggests to
define S-pseudodifferential operators of order k acting from sections of E to sections
of F by
(3.25) ΨmS (X ;E,F ) := {K ∈ I
m(X2π; ∆π ;β
∗
π(Hom(E;F ))⊗ π
∗
R
πΩ);
K ≡ 0 at ∂X2π \ ffπ}.
Here, ffπ := ∪ki=1 ffπi and I
m(X2π; ∆π;β
∗
π(Hom(E,F )) ⊗ π
∗
R
πΩ) is the space of
conormal distributions of order m at ∆π. The notation K ≡ 0 at ∂X2π \ ff(X
2
π)
means that its Taylor series identically vanishes at ∂X2π \ ff(X
2
π). We can similarly
define the space of polyhomogeneous (or classical) S-pseudodifferential operators of
order m by
(3.26) ΨmS−ph(X ;E,F ) := {K ∈ I
m
ph(X
2
π; ∆π;β
∗
π(Hom(E;F )) ⊗ π
∗
R(
πΩ));
K ≡ 0 at ∂X2π \ ffπ},
where Imph(X
2
π; ∆π;β
∗
π(Hom(E,F ))⊗π
∗
R
πΩ) is the space of polyhomogeneous conor-
mal distributions of order m at ∆π .
With these definitions, notice that there are natural inclusions
(3.27) DiffkS(X ;E,F ) ⊂ Ψ
k
S−ph(X ;E,F ) ⊂ Ψ
k
S(X ;E,F ).
4. Groupoids
We refer to [42, 21] for the classical definitions and constructions related to
groupoids and their Lie algebroids. We recall here the basic definitions needed for
this paper.
A groupoid is a small category in which every morphism is an isomorphism.
Let us make this notion more explicit. A groupoid G is a pair (G(0),G(1)) of sets
together with structural morphisms: the unit u : G(0) → G(1), the source and range
s, r : G(1) → G(0), the inverse ι : G(1) → G(1), and the multiplication µ which is
defined on the set G(2) of pairs (α, β) ∈ G(1) × G(1) such that s(α) = r(β). Here,
the set G(0) denotes the set of objects (or units) of the groupoid, whereas the set
G(1) denotes the set of morphisms of G. The identity morphism of any object of
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G enables one to identify that object with a morphism of G. This leads to the
injective map u : G(0) → G. Each morphism g ∈ G has a “source” and a “range.”
The inverse of a morphism α is denoted by α−1 = ι(α). The structural maps satisfy
the following properties,
(i) r(αβ) = r(α) and s(αβ) = s(β), for any pair (α, β) in G(2),
(ii) s(u(x)) = r(u(x)) = x, u(r(α))α = α, αu(s(α)) = α,
(iii) r(α−1) = s(α), s(α−1) = r(α), αα−1 = u(r(α)), and α−1α = u(s(α)),
(iv) the partially defined multiplication µ is associative.
We shall need groupoids with additional structures.
Definition 4.1. A Lie groupoid (resp. locally compact groupoid) is a groupoid
G = (G(0),G(1), s, r, µ, u, ι)
such that G(0) and G(1) are manifolds with corners (resp. locally compact spaces),
the structural maps s, r, µ, u, and ι are differentiable (resp. continuous), the source
map s is a submersion (resp. surjective and open) and Gx := s−1(x), x ∈ M , are
all Hausdorff manifolds without corners (resp. locally compact Hausdorff spaces).
We will also encounter the notion of continuous family groupoid ([41]).
Definition 4.2. A locally compact groupoid G is a continuous family groupoid
when it is covered by open sets U with homeomorphisms Φf = (f, φf ) : U →
f(U)× Uf where f ∈ {r, s} and Uf ⊂ Rn such that the following holds:
(1) for all (U,Φf) and (V,Ψf) as above such that W = U ∩ V 6= ∅, the map
Ψf ◦ Φ
−1
f : Φf (W ) −→ Ψf (W ) is of class C
0,∞, which means that x 7−→
ψf ◦ φ
−1
f (x, ·) is continuous from f(W ) to C
∞(φf (W ), ψf (W )) (which has
the topology of uniform convergence on compacta of all derivatives);
(2) The inversion and product maps are locally C0,∞ in the above sense.
We say that (U,Φf ) is a C
0,∞ local chart for (G, f).
A simple example of Lie groupoid is the pair groupoid associated to a smooth
manifold M . It is obtained by taking G(0) = M , G(1) = M × M , s(x, y) = y,
r(x, y) = x, (x, y)(y, z) = (x, z), u(x) = (x, x) and with inverse ι(x, y) = (y, x).
Like vector bundles, groupoids can be pulled back. More precisely, let G ⇒ M
be a locally compact Hausdorff groupoid with source s and range r. If f : N →M
is a surjective map, the pullback groupoid ∗f∗(G)⇒ N of G by f is by definition
the set
(4.1) ∗f∗(G) := {(x, γ, y) ∈ N ×G×N | r(γ) = f(x), s(γ) = f(y)}
with the structural morphisms given by
(1) the unit map x 7→ (x, f(x), x),
(2) the source map (x, γ, y) 7→ y and range map (x, γ, y) 7→ x,
(3) the product (x, γ, y)(y, η, z) = (x, γη, z) and inverse (x, γ, y)−1 = (y, γ−1, x).
The results of [35] apply to show that the groupoids G and ∗f∗(G) are Morita
equivalent when f is surjective and open.
The infinitesimal object associated to a Lie groupoid is its Lie algebroid, which
we define next.
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Definition 4.3. A Lie algebroid A over a manifoldM is a vector bundle A →M ,
together with a Lie algebra structure on the space Γ(A) of smooth sections of A and
a bundle map ̺ : A → TM whose extension to sections of these bundles satisfies
(i) ̺([X,Y ]) = [̺(X), ̺(Y )], and
(ii) [X, fY ] = f [X,Y ] + (̺(X)f)Y ,
for any smooth sections X and Y of A and any smooth function f on M .
The map ̺ is called the anchor map of A. Note that we allow the base M in
the definition above to be a manifold with corners.
Now, let G = G(1)
s
⇒
r
G(0) be a Lie groupoid. We denote by T sG the subbundle
of TG(1) of s-vertical tangent vectors. In other words, T sG is the kernel of the
differential Ts of s.
For any α in G(1), let Rα : Gr(α) → Gs(α) be the right multiplication by α. A
tangent vector field Z on G(1) is right invariant if it satisfies,
– Z is s-vertical, namely Ts(Z) = 0.
– For all (α, β) in G(2), Z(αβ) = TRβ(Z(α)).
The Lie algebroid AG of a Lie groupoid G is defined as follows [21],
– The fibre bundle AG → G(0) is the restriction of T sG to G(0). In other
words, AG = ∪x∈G(0)TxGx is the union of the tangent spaces to the s-fibre
at the corresponding unit.
– The anchor ρ : AG → TG(0) is the restriction of the differential Tr of r to
AG.
– If Y : U → AG is a local section of AG, where U is an open subset of G(0),
we define the local right invariant vector field ZY associated with Y
by
ZY (α) = TRα(Y (r(α))) for all α ∈ G
U := r−1(U) .
The Lie bracket is then defined by
[ , ] : Γ(AG)× Γ(AG) −→ Γ(AG)
(Y1, Y2) 7→ [ZY1 , ZY2 ]G(0)
where [ZY1 , ZY2 ] denotes the s-vertical vector field obtained with the usual
bracket and [ZY1 , ZY2 ]G(0) is the restriction of [ZY1 , ZY2 ] to G
(0).
Remark 4.4. When G is a continuous family groupoid, the vector bundle AG →
G(0) as defined above still exists. Indeed, the fibres Gx, x ∈ G(0) are smooth
manifolds and we still can set
(4.2) AG =
⊔
x∈G(0)
TxGx.
This vector bundle is smooth in the sense of [41] and it is called the Lie algebroid
of G again.
In this paper, a central example of Lie algebroid is given by πTX with anchor
map given by the natural map ιπ :
πTX → TX . In fact, the space
◦
X2π ∪
◦
ffπ has a
natural structure of Lie groupoid with Lie algebroid naturally identified with πTX
under the identification X ∼= ∆π . More precisely, we set
(4.3) G(0)π = ∆π , G
(1)
π =
◦
X2π ∪
◦
ffπ.
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For α ∈ G
(1)
π with βπ(α) = (x1, x2), we define the source and range of α by
(4.4) s(α) = x2, r(α) = x1.
The map
(4.5) ι :
◦
X ×
◦
X →
◦
X ×
◦
X
(x, x′) 7→ (x′, x)
extends in a unique way to a smooth map ι : G
(1)
π → G
(1)
π defining on G
(1)
π the
inverse map. Similarly, the natural multiplication map on the groupoid
◦
X ×
◦
X
extends to give a composition map
(4.6) µ : G(2)π → G
(1)
π
where
(4.7) G(2)π = {(α, β) ∈ G
(1)
π × G
(1)
π ; r(β) = s(α)}.
To see that the Lie algebroid of Gπ is precisely πTX , it suffices to use Corollary 3.2
and to notice that AGπ is isomorphic to N∆π, a fact that follows from the obser-
vation that the source map of Gπ is a surjective submersion equal to the identity
map when restricted to units. The Lie groupoid Gπ admits a decomposition into
simpler groupoids. Indeed, for each boundary hypersurface Hi of X , notice that
the subgroupoid
(ffπi ∩
◦
ffπ) \
 ⋃
Hi<Hj
(ffπj ∩ffπi ∩
◦
ffπ)

is naturally isomorphic to the pull-back groupoid ∗π∗i (
πNSi). Since these sub-
groupoids give a partition of
◦
ffπ, this means that, forgetting about the Lie structure,
the groupoid Gπ can be written as a disjoint union of groupoids,
Gπ ∼= (
◦
X ×
◦
X)
⊔( k⊔
i=1
∗π∗i (
πNSi)
)
.
Since Gπ is a smooth groupoid, one can consider the space Ψ(Gπ) of pseudodiffer-
ential operators on Gπ [34, 39, 2]. Conditions on the supports of these operators are
necessary to perform their products. They corresponds to those pseudodifferential
operators of (3.25) whose Schwartz kernels are compactly supported in G
(1)
π . Thus,
the space of operators in (3.25) is not much larger. It replaces the condition of
compact support in G
(1)
π by a condition of Schwartz decay at ‘infinity’ with the in-
finity and the decay condition specified by the natural compactification X2π of G
(1)
π .
Still, it has an important consequence. In the larger space (3.25), the inverse of
an invertible pseudodifferential is automatically contained in the same space (with
minus the order of the original operator), a fact which is not true for the smaller
space Ψ(Gπ). This is intimately related with the well-known fact that the Fourier
transform is an automorphism of the space of Schwartz functions on Rn, but does
not preserve the space smooth functions with compact support.
For G a locally compact groupoid, we need a Haar system to define an associated
C∗-algebra. Recall first that a (right continuous) Haar system [42] on G is a family
(λx)x∈G(0) of (positive, regular, Borel) measures λx on G such that
(1) the support of λx is equal to (the whole of) Gx,
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(2) for all f ∈ Cc(G), the map x 7→
∫
Gx f(γ)dλx is continuous,
(3) for all γ ∈ G and f ∈ Cc(G), on has
∫
Gr(γ) f(γ
′γ)dλr(γ) =
∫
Gs(γ) f(γ
′)dλs(γ).
Haar systems always exist on continuous family groupoids. Given a continuous
Haar system, the space Cc(G) is endowed with natural product and involution, and
this involutive algebra is then automatically represented in an appropriate Hilbert
space as well. This leads to the notions of reduced C∗-algebra of G, usually denoted
by C∗r (G), and of universal (maximal) C
∗-algebra of G, usually denoted by C∗(G).
Different Haar systems provide up to isomorphism the same reduced and universal
C∗-algebras[42, 41]. Moreover, if E is a Hermitian vector bundle on G(0), then
the space of sections Cc(G, r∗E) has also natural Hilbert C∗r (G) and C
∗(G)-modules
completions denoted by C∗r (G, E) and C
∗(G, E). Often, the reduced and universal
completions coincide, in which case we omit the subscript r in C∗r . For the groupoids
considered in this paper, this can be seen using the following general criterion.
Lemma 4.5. If a measured groupoid G is the finite disjoint union of measure-
wise amenable (see [3, Definition 3.3.1]) groupoids Gi, that is, G = ⊔i∈IGi and
G(0) = ⊔i∈IG
(0)
i , where everything is assumed to be borelian, then G is measurewise
amenable. In particular, C∗(G) is nuclear and equal to C∗r (G).
Proof. The fact G is measurewise amenable follows from [3, Proposition 5.3.4] ap-
plied to the Borel map q : G(0) → I defined by q(x) = i if x ∈ G
(0)
i . By [3, 6.2.14],
we then have that C∗(G) is nuclear and equal to C∗r (G). 
For instance, this criterion can be applied to the groupoid Gπ.
Lemma 4.6. The groupoid Gπ is measurewise amenable. In particular, C∗(Gπ) is
nuclear and equal to C∗r (Gπ).
Proof. By Lemma 4.5, it suffices to observe that Gπ can be written as a disjoint
union of topologically amenable (and thus measurewise amenable, by [3]) groupoids,
(4.8) Gπ = (
◦
X ×
◦
X)
⊔( k⊔
i=1
(Hi ×
πi
πTSi ×
πi
Hi)|Gi × R
)
,
where Gi = Hi\(∪j>iHj). The topological amenability of the various subgroupoids
on the right-hand side can be justified as follows,
(i) A vector bundle is topologically amenable as a bundle of abelian groups;
(ii) Topological amenability is preserved under equivalence of groupoids ([3]).
For instance, given a vector bundle E → S and a locally trivial fibre bundle
p : H → S, the groupoid (H ×
p
E ×
p
H)⇒ H is equivalent as a groupoid to
the vector bundle E, and thus is topologically amenable;
(iii) The cartesian product of amenable groupoids is amenable.

5. Action of S-pseudodifferential operators
Let us first consider the space Ψm
S
(X ;E,F ) in (3.25) in the simpler situation
where E = F = C. Notice that (3.25) can alternatively be rewritten as
(5.1) ΨmS (X) = I
m(X2π ; ∆π) · C
∞
ffπ(X
2
π;π
∗
R(
πΩ)),
22 CLAIRE DEBORD, JEAN-MARIE LESCURE, AND FRE´DE´RIC ROCHON
where C∞ffπ(X
2
π;π
∗
R(
πΩ)) is the space of smooth sections vanishing with all their
derivatives at all boundary faces except those contained in ffπ. To describe the
action of S-operators on functions, we will need the following result about the
pushforward of conormal distributions.
Lemma 5.1. The map πL = prL ◦βπ : X
2
π → X induces a continuous linear map
(πL)∗ : Im(X2π; ∆π) · C
∞
ffπ (X
2
π; Ω)→ C
∞(X ; Ω).
Proof. If K ∈ Im(X2π; ∆π) · C
∞
ffπ
(X2π; Ω) is supported near the lifted diagonal, then
the result follows from general properties of conormal distributions together with
the fact the map πL is transversal to ∆π . Thus, using a cut-off function, we can
assume K ∈ C∞ffπ (X
2
π; Ω). To proceed further, notice that πL is a b-fibration (we
refer to [27] for a definition). Indeed, as a blow-down map, βπ is a surjective
b-submersion. Since the projection prL : X
2 → X is also clearly a surjective b-
submersion, so is the composite πL = prL ◦βπ. Thus, according to Proposition 2.4.2
in [27], πL is a b-fibration provided no boundary hypersurface of X
2
π is mapped
to a boundary face of X of codimension greater than one. This is clear for the
‘old’ hypersurfaces in X2π, while the ‘new’ hypersurfaces are mapped under βπ
to boundary faces of X2 of codimension 2 which are then mapped under prL to
boundary faces of codimension 1 under the projection prL.
The lemma can then be seen as a special case of the Push-forward Theorem of
[28] for b-fibrations. Precisely, the lemma is a consequence of this theorem combined
with the fact
π−1L (Hi) ∩ ffπ = ffπi
for all boundary hypersurfaces Hi ⊂ X . 
Since the previous lemma is dealing with smooth densities, it cannot be applied
directly to the space of conormal distributions Ψm
S
(X).
Lemma 5.2. The tensor product identification pr∗LΩ⊗pr
∗
R
πΩ ≡ Ω on the interior
of X2 extends to give an isomorphism of spaces of sections
C∞ffπ(X
2
π;β
∗
π(pr
∗
L Ω⊗ pr
∗
R
πΩ)) = C∞ffπ(X
2
π ; Ω)
Proof. It suffices to notice that the singular factors of sections of β∗π(pr
∗
L Ω⊗pr
∗
R
πΩ)
all arise at faces not contained in ffπ, and so are absorbed by the infinite order
vanishing at these faces. This can be seen using the local coordinates. Indeed, in
the coordinates (3.12), an element of C∞(X2π; pr
∗
LΩ⊗ pr
∗
R(
πΩ) is of the form
hdxdydzdx′dy′dz′∏ℓ
i=1(x
′
i)
2+dimSi
=
hdxdydzdx′dy′dz′∏ℓ
i=1 x
′
i(w
′
i)
ki+1
, for some h ∈ C∞(X2π).
Thus, in the coordinates of (3.15), it takes the form
h˜dSdY dzdx′dy′dz′ for some h˜ ∈ C∞(X2π),
and the only possible singular terms occur when Si → ∞ or Yi → ∞, that is, at
faces not contained in ffπ. 
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We can then define a push-forward map
(5.2) (πL)∗ : Im(X2π; ∆π) · C
∞
ffπ(X
2
π;π
∗
R
πΩ)→ C∞(X)
by requiring that for K ∈ Im(X2π ; ∆π) · C
∞
ffπ
(X2π;π
∗
R
πΩ) and any non-vanishing
section v ∈ C∞(X ; Ω),
(5.3) v · (πL)∗K = (πL)∗(π∗Lv ·K),
where the right hand side of (5.3) is in C∞(X ; Ω) thanks to Lemma 5.1 and
Lemma 5.2. This push-forward map provides a way to make S-pseudodifferential
operators act on functions. To state the main result of this section, we still need
to introduce some notation. If M1X is the set of boundary hypersurfaces and
A ⊂M1X is a subset, then set
xA =
∏
H∈A
xH
where xH ∈ C∞(X) is a choice of boundary defining function for H . For any
A ⊂M1X , consider the space
C˙∞A (X ;E) =
⋂
k∈N
xkAC
∞(X ;E)
of smooth sections on X vanishing with all their derivatives on each boundary
hypersurface H ∈ A. When A =M1X , this gives the space
C˙∞(X ;E) = C˙∞M1X(X ;E)
of smooth sections vanishing with all their derivatives on ∂X . It is also useful
to use the notation C∞A (X ;E) = C˙
∞
M1X\A(X ;E). Thus, for A = M1X , we have
C∞M1X(X ;E) = C
∞(X ;E).
Each space C˙∞A (X ;E) comes with a natural structure of Fre´chet space induced
from the one of C∞(X ;E). The corresponding space of distributions C˙−∞A (X ;E) is
defined to be the dual of C∞A (X ;E
∗⊗Ω). Similarly, we use the notation C−∞A (X ;E)
to denote the dual of C˙∞A (X ;E
∗ ⊗ Ω).
Proposition 5.3. Via the push-forward map (5.2), an element P ∈ Ψm
S
(X ;E,F )
defines a continuous linear map
P : C∞(X ;E)→ C∞(X ;F ).
For each subset A ⊂M1X, this map restricts to give a continuous linear map
P : C˙∞A (X ;E)→ C˙
∞
A (X ;F ).
These maps extend by continuity in the distributional topology to linear maps
P : C˙−∞A (X ;E)→ C˙
−∞
A (X ;F )
for all subsets A ⊂M1X.
Proof. The first assertion is a consequence of Lemma 5.1 and Lemma 5.2. Using
a partition of unity subordinate to a covering by open sets over which E and F
restrict to be trivial, we can reduce to the case E = F = C to prove the second
assertion.
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Let A ⊂M1X be given. Since the function (
xA
x′A
) ∈ C∞(X2 \ ∂X2) pulls back to
X2π to give a function which is smooth on ffπ and has only finite order singularities
at hypersurfaces not in ffπ, we see that
P ∈ ΨmS (X ;E,F ) =⇒ P˜k = x
k
A ◦ P ◦ x
−k
A ∈ Ψ
m
S (X ;E,F )
for all k ∈ N. On the other hand, given u ∈ C˙∞A (X ;E), we can write it as u = x
k
Au˜k
for some u˜k ∈ C∞(X ;E), so that
x−kA Pu = P˜ku˜k ∈ C
∞(X ;F ) =⇒ Pu ∈ xkAC
∞(X ;F ).
Since k ∈ N is arbitrary, this means Pu ∈ C˙∞A (X ;F ).
For the proof of the last assertion, choose a non-vanishing density in C∞(X ; πΩ)
as well as Hermitian metrics for E and F . These then define a L2-inner product for
sections of E and F . To see the action of P ∈ Ψm(X ;E,F ) extends to distributions,
it suffices to notice that from (3.25), the formal adjoint of P ∈ Ψm(X ;E,F ) with
respect to this L2-inner product is an element of Ψm
S
(X ;F,E), so that the action
of P on distributions can be defined by duality.

The following proposition can be interpreted as a dual statement to the Schwartz
kernel theorem.
Proposition 5.4. A continuous linear operator A : C˙∞(X)→ C−∞(X) induces a
continuous linear map A : C−∞(X) → C˙∞(X) if and only if its Schwartz kernel
KA is an element of C˙∞(X × X ; pr∗R ΩX) where ΩX is the density bundle on X
and prR : X ×X → X is the projection on the right factor.
Proof. One proceeds as in the proof of Proposizione 1.2 in [40]. Namely, it suffices
to notice that if L(C−∞(X), C˙∞(X)) denotes the space of continuous linear maps
(with C−∞(X) equipped with the strong dual topology), then (see [52])
L(C−∞(X), C˙∞(X)) ∼= C˙∞(X ; ΩX) ⊗̂ C˙∞(X)
∼= C˙∞(X ×X ; pr∗R ΩX).

Let us denote by Ψ˙−∞
S
(X) the space of operators with Schwartz kernel in C˙∞(X×
X ; pr∗R ΩX). From the definition of S-operators, it is clear that we have the iden-
tification x∞Ψ−∞
S
(X) = Ψ˙−∞
S
(X) where x =
∏k
i=1 xi. From Proposition 5.4, we
immediately obtain the following.
Corollary 5.5. For A ∈ Ψ˙−∞
S
(X) and B ∈ Ψm
S
(X), we have
AB ∈ Ψ˙−∞
S
(X), BA ∈ Ψ˙−∞
S
(X).
6. Suspended S-operators
Before describing the symbol maps associated to S-operators, we first need to
discuss how to suspend them in the sense of [30]. To this end, let (X, π) be a
manifold with fibred corners and let H1, . . . , Hk be its boundary hypersurfaces
with corresponding boundary defining functions x1, . . . , xk. Let V be a Euclidean
PSEUDODIFFERENTIAL OPERATORS ON MANIFOLDS WITH FIBRED CORNERS 25
vector space, that is, a finite dimensional real vector space with inner product
〈·, ·〉V . Consider on V the function
ρV (v) = (1 + 〈v, v〉V )
− 12 , v ∈ V.
Let V be the radial compactification of V as defined in [31], so that ρV extends
to be a boundary defining function for ∂V ⊂ V . We can regard V as a manifold
with fibred corners, the fibration on the boundary being given by the identity map
Id : ∂V → ∂V . We can get a new manifold with fibred corners (V × X,̟) by
taking the Cartesian product of V and X . The iterated fibration structure ̟ of
V ×X is naturally induced from those of V and X as follows. The fibration ̟0 on
the boundary hypersurface Z0 = ∂V ×X is given by the projection on ∂V , while
the fibration of the boundary hypersurface Zi = V ×Hi is given by ̟i = Id×πi.
The partial order on the boundary hypersurfaces of V ×X is specified by requiring
that for all i, j ∈ {1, . . . , k},
(6.1) Z0 < Zi, Zi < Zj ⇐⇒ Hi < Hj .
Finally, the boundary defining function of Zi = V ×Hi is taken to be the pullback
of xi to V ×X , while we choose the boundary defining function x0 of Z0 to be the
pullback of ρV to V ×X .
Let E and F be smooth complex vector bundles on V ×X obtained by pulling
back complex vector bundles on X to V × X . Consider then the space Ψm
S
(V ×
X ;E,F ) of S-operators of order m acting from sections of E to sections of F . From
the previous section, we know that an operator P ∈ Ψm
S
(V × X ;E,F ) induces a
continuous linear map
(6.2) P : S(V ×X ;E)→ S(V ×X ;F )
where S(V ×X ;E) = C˙∞Z0(V ×X ;E) is the space of smooth sections of E vanishing
with all their derivatives at the boundary hypersurface Z0 = ∂V ×X , and similarly
S(V ×X ;F ) = C˙∞Z0(V ×X ;F ). Given v ∈ V , consider the diffeomorphism
(6.3)
Tv : V ×X → V ×X
(w, p) 7→ (w + v, p)
obtained by translating by v. Since E is the pullback of a vector bundle defined on
X , we have a corresponding action
(6.4)
T ∗v : S(V ×X ;E) → S(V ×X ;E)
ψ 7→ ψ ◦ Tv
For the same reason, we have an action T ∗v : S(V ×X ;F )→ S(V ×X ;F ).
Definition 6.1. The space Ψm
S−sus(V )(X ;E,F ) of V -suspended S-operators
of order m on X acting from sections of E to sections of F is the subspace of
operators P in Ψm
S
(V ×X ;E,F ) such that for all v ∈ V ,
T ∗−v ◦ P ◦ T
∗
v = P.
When V = Rp, we use the notation Ψm
S−sus(p)(X ;E,F ) = Ψ
m
S−sus(Rp)(X ;E,F ) and
say the corresponding operators are p-suspended.
In terms of the Schwartz kernel KP seen as a distribution on V
2 × X2, the
translation invariance in this definition means that for all v ∈ V ,
(6.5) T ∗(v,v)KP = KP
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where T(v,v) is the diffeomorphism
(6.6)
Tv : V
2 ×X2 → V 2 ×X2
(w,w′, p, p′) 7→ (w + v, w′ + v, p, p′).
If
(6.7)
a : V 2 → V
(v, v′) 7→ (v − v′)
denotes the projection onto the anti-diagonal of V 2, this means that KP is the
pullback via the map a× Id : V 2 ×X2 → V ×X2 of a distribution on V ×X2.
To accurately describe this distribution, notice first that parallel transport with
respect to the Euclidean metric on V gives a canonical identification of vector
bundles TV = V × T0V = V × V extending naturally to a trivialization
(6.8) IdTV ∼= V × V.
Using this identification and Corollary 3.2, one can see that the linear isomorphism
(6.9)
L : V × V → V × V
(v′, w) 7→ (v′ + w, v′)
naturally extends to give an identification IdTV ∼= G
(1)
Id (V ) of non-compact mani-
folds with boundary, where
G
(1)
Id (V ) = (V
2
Id \ ∂V
2
Id) ∪ (ffId \∂ ffId)
is the Lie groupoid associated to V
2
Id. Since a ◦ L(v
′, w) = w, this means the map
a can be extended to a map
(6.10) a : G
(1)
Id (V )→ V
by composing the identification G
(1)
Id (V )
∼= IdTV ∼= V × V with the projection
pr2 : V × V → V on the second factor.
On the other hand, the ̟-double space is naturally given by
(6.11) (V ×X)2̟ = V
2
Id ×X
2
π,
where V
2
Id is the Id-double space of the manifold with fibred boundary V . Consider
then the map
(6.12) α = a× Id : G
(1)
Id (V )×X
2
π → V ×X
2
π.
In terms of this map, the translation invariance condition in Definition 6.1 means
that as a distribution on G
(1)
Id (V ) × X
2
π, the Schwartz kernel of a V -suspended S-
operator is the pullback of a distribution on V × X2π. More precisely, we have
obtained the following.
Lemma 6.2. The space of Schwartz kernels of V -suspended S-operators of order
m acting from sections of E to sections of F is given by
Ψm
S−sus(V )(X ;E,F ) = {α
∗K ; K ∈ Im(V ×X2π; {0} ×∆π ;V),
K ≡ 0 at (V × ∂X2π \ ffπ) ∪ (∂V ×X
2
π)},
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where V = pr∗2(β
∗
π Hom(E,F ) ⊗ π
∗
R
πΩ) ⊗ pr∗1
IdΩ with pr1 : V × X
2
π → V and
pr2 : V ×X
2
π → X
2
π the natural projections. From that perspective, the action of an
operator P ∈ Ψm
S−sus(V )(X ;E,F ) on a section u ∈ S(V ×X ;E) is given by
Pu = (̟L)∗(α∗KP ·̟∗Ru),
where ̟L and ̟R are the analog of the maps (3.9) for the manifold with fibred
corners V ×X.
Seen as a distribution on V ×X2π, it is possible to take the Fourier transform in
the V -factor of the Schwartz kernel KP of a V -suspended S-operator P ,
(6.13) KP̂ (Υ) =
∫
V
e−iΥ·v KP (v), Υ ∈ V ∗.
We will call Υ ∈ V ∗ the suspension parameter. This gives for each Υ ∈ V ∗
the Schwartz kernel KP̂ (Υ) of a S-operator P̂ (Υ) ∈ Ψ
m
S
(X ;E,F ). Similarly, if ν
denotes the translation invariant density on V associated to our choice of inner
product 〈·, ·〉V , then we can define the Fourier transform
(6.14) FE : S(V ×X ;E)→ S(V
∗ ×X ;E)
by
(6.15) û(Υ) = FE(u)(Υ) =
∫
V
e−iΥ·v u(v)ν, Υ ∈ V ∗,
with inverse Fourier transform given by
(6.16) u(v) = F−1E (û)(v) =
1
(2π)dimV
∫
V ∗
eiΥ·v û(Υ)ν∗,
where ν∗ is the density on V ∗ dual to ν. With these definitions, we have as expected
that the action of P on S(V ×X ;E) can be described by
(6.17) P̂ u(Υ) = P̂ (Υ)û(Υ), ∀Υ ∈ V ∗.
In other words, the Fourier transform of P is given by
(6.18) P̂ = FF ◦ P ◦ F
−1
E .
If Q ∈ Ψm
S−sus(V )(X ;G,E) is another V -suspended operator, where G is a complex
vector bundle on V ×X given by the pullback of a complex vector bundle on X ,
then we have in particular that
(6.19) P̂ ◦Q(Υ) = P̂ (Υ) ◦ Q̂(Υ).
That is, under the Fourier transform, the convolution product in the V -factor be-
comes pointwise composition. Since an operator P can be recovered from P̂ by
taking the inverse Fourier transform, we see that P̂ completely describes the oper-
ator P . It is important however to notice that the Fourier transform of an operator
P ∈ Ψm
S−sus(V )(X ;E,F ) is not an arbitrary smooth family of S-operators. For in-
stance, as can be readily seen by taking the Fourier transform of KP in directions
conormal to ∆π ⊂ X2π, me must have that
(6.20) (DαΥP̂ )(Υ) ∈ Ψ
m−|α|
S
(X ;E,F ), ∀α ∈ NdimV0 , ∀Υ ∈ V
∗.
For operators of order −∞, we can completely characterize the image of the Fourier
transform. It is given by smooth families of S-operators
V ∗ ∋ Υ 7→ P̂ (Υ) ∈ Ψ−∞
S
(X ;E,F )
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such that for any Fre´chet semi-norm ‖ · ‖ of the space Ψ−∞
S
(X ;E,F ), we have
(6.21) sup
Υ
‖ΥαDβΥP̂‖ <∞, ∀α, β ∈ N
dimV
0 .
For operators of order m ∈ R, one has more generally that for any Fre´chet semi-
norm ‖ · ‖ of Ψm
S
(X ;E,F ), the Fourier transform P̂ of a suspended operator P ∈
Ψm
S−sus(V )(X ;E,F ) must satisfy
(6.22) sup
Υ
‖(1 + |Υ|2)
|α|−m
2 DαΥP̂‖ <∞ ∀α ∈ N
dimV
0 .
In this latter case however, these conditions are not sufficient to fully characterize
the image of the Fourier transform.
The discussion above has a straightforward generalizations to families. Namely,
consider a fibration
(6.23) F H
φ

S
where S is a manifold with corners and where the fibres are manifolds with fibred
corners. We suppose that the fibration is locally trivial in the sense that for each
s ∈ S, there is a neighborhood U of s, a manifold with fibred corners F and a
diffeomorphism ψ : φ−1(U)→ U × F inducing a commutative diagram
(6.24) φ−1(U)
ψ
//
φ
""❋
❋❋
❋❋
❋❋
❋❋
U × F
prU
||②②
②②
②②
②②
②
U
such that for all u ∈ U , the restriction
ψ : φ−1(u)→ {u} × F
is a diffeomorphism of manifold with fibred corners. For such a fibration, we can
consider the space of fibrewise S-operators of order m Ψm
S
(H/S;E,F ) where E
and F are smooth complex vector bundles on H . If moreover V → S is a smooth
Euclidean vector bundle, that is, a smooth real vector bundle equipped with a
fibrewise inner product, we can then consider the space of fibrewise V -suspended
S-operators Ψm
S−sus(V )(H/S;E,F ). Thus, an operator P ∈ Ψ
m
S−sus(V )(H/S;E,F ) is
a smooth family
S ∋ s 7→ Ps ∈ Ψ
m
S−sus(Vs)(φ
−1(s);E,F )
of fibrewise V -suspended S-operators, where Vs is the fibre of V above s ∈ S.
7. Symbol Maps
As for other calculi of pseudodifferential operators on singular spaces, various
symbol maps can be defined. The ordinary symbol map can be defined in terms
of the principal symbol map for conormal distributions introduced by Ho¨rmander
(see Theorem 18.2.11 in [14]),
(7.1) Im(Y, Z; Ω
1
2
Y )
σm // S[M ](N∗Z; Ω
1
2 (N∗Z))
PSEUDODIFFERENTIAL OPERATORS ON MANIFOLDS WITH FIBRED CORNERS 29
with M = m − 14 dimY +
1
2 dimZ where φ : N
∗Z → Z is the natural projection
and
(7.2) S[M ](N∗Z) = SM (N∗Z)/SM−1(N∗Z),
where SM (N∗Z) is the usual space of functions ψ ∈ C∞(N∗Z) such that in a local
trivialization N∗Z|U ∼= U × R
n
ξ with local variable u in U ,
(7.3) sup
u,ξ
|DαuD
β
ξ ψ|
(1 + |ξ|2)
M−|β|
2
<∞ ∀ α, β ∈ Nn0 .
In our case, Y = X2π and Z = ∆π. By Corollary 3.2, N
∗∆π ∼= πT ∗X . Since πΩR is
naturally isomorphic to πΩ
1
2
L ⊗
πΩ
1
2
R when restricted to the diagonal and since the
singular symplectic form of πT ∗X provides a natural trivialization of Ω(πT ∗X), we
get a map
(7.4) Ψm
S
(X ;E,F )
σm // S[m](πT ∗X ;φ∗Hom(E,F ))
inducing a short exact sequence
(7.5)
0 // Ψm−1
S
(X ;E,F ) // Ψm
S
(X ;E,F )
σm // S[m](πT ∗X ;φ∗Hom(E,F )) // 0.
Here, φ : πT ∗X → X is the bundle projection. When we consider instead poly-
homogeneous pseudodifferential operators of degree m, the principal symbol is a
homogeneous section of degree m on πT ∗X \ {0}, so it defines a map
(7.6) Ψm
S−ph(X ;E,F )
σm // C∞(πS∗X ; Λm ⊗ φ∗Hom(E,F ))
where Λ is the dual of the tautological real line bundle of πS∗X .
Definition 7.1. An operator P ∈ Ψm
S
(X ;E,F ) is elliptic if its principal symbol
σm(P ) is invertible.
To study the asymptotic behavior of S-operators at each boundary hypersur-
face, it is also useful to introduce other symbols, that is, normal operators in the
terminology of [23]. Those additional symbol maps are defined by restricting the
Schwartz kernel of the operator to the various front faces,
(7.7) σ∂i : Ψ
m
S (X ;E,F )→ Ψ
m
ffπi
(Hi;E,F )
with
(7.8) Ψmffπi (Hi;E,F ) =
{
K ∈ Im(ffπi ,∆ffπi ;β
∗
π(Hom(E,F ))⊗ π
∗
R
πΩ|ffπi
);
K ≡ 0 at (∂ ffπi ∩∂ ffπ)} ,
where ∆ffπi = ffπi ∩∆π. The symbol map σ∂i clearly induces a short exact sequence
(7.9) 0 // xiΨ
m
S
(X ;E,F ) // Ψm
S
(X ;E,F )
σ∂i // Ψmffπi
(Hi;E,F ) // 0,
where xi is the boundary defining function of Hi.
Remark 7.2. Since β∗π(
xi
x′i
) is equal to 1 on ffπi , notice that for z ∈ C,
P ∈ ΨmS (X ;E,F ) =⇒ Pi,z := x
z
iPx
−z
i ∈ Ψ
m
S (X ;E,F ) with σ∂i(Pi,z) = σ∂i (P ).
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Clearly, the space G
(1)
ffπi
= ffπi \(∂ ffπi ∩∂ ffπ) has a natural Lie groupoid structure
induced from the one of G
(1)
π with units given by G
(0)
ffπi
= ∆ffπi . The conormal
distributions in Ψmffπ(X) which have compact support on G
(1)
ffπi
can be understood
as elements of the algebra Ψ∗(G(1)ffπi ) of pseudodifferential operators associated to
the Lie groupoid G
(1)
ffπi
.
The space Ψmffπi
(Hi;E,F ) can also be interpreted as a space of suspended S-
operators. To see this, notice that since the fibres of the fibration πi : Hi → Si are
naturally manifolds with fibre corners with typical fibre Fi having iterated fibration
structure πFi , we can form the fibrewise πFi -double space
(7.10) (Fi)
2
πFi
(Hi ×πi Hi)πFi

Si.
If πNSi denotes the radial compactification of the vector bundle
πNSi → Si defined
in (2.10), then notice that the front face ffπi is naturally identified with the total
space of the fibration obtained from the fibration (7.10) by pulling it back to πNSi.
This means we have a natural fibration
(7.11) (Fi)
2
πFi
ffπi

πNSi.
With this identification, the Schwartz kernels in (7.8) corresponds to the Schwartz
kernels of πNSi-suspended S-operators associated to the fibration πi : Hi → Si,
that is,
(7.12) Ψmffπi
(Hi;E,F ) = Ψ
m
S−sus(πNSi)(Hi/Si;E,F ).
Recalling the identification (2.10), we see that, as a suspended operator, the symbol
σ∂i(P ) has a natural action on Schwartz sections,
(7.13) σ∂i(P ) : S(
πNHi;E)→ S(
πNHi;F ).
Definition 7.3. An operator P ∈ Ψm
S
(X ;E,F ) is said to be fully elliptic if it is
elliptic and if for all i ∈ {1, . . . , k}, σ∂i (P ) is invertible as a map
σ∂i(P ) : S(
πNHi;E)→ S(
πNHi;F ).
A V -suspended S-operator P ∈ Ψm
S−sus(V )(X ;E,F ) is said to be fully elliptic if, as
a S-operator in Ψm
S
(V ×X ;E,F ), it is elliptic and if for all boundary hypersurfaces
of the form Zi = V ×Hi, the corresponding symbol σ∂i(P ) is invertible as a map
σ∂i(P ) : S(
̟NFi;E)→ S(
̟NFi;F ).
If Hi and Hj are two hypersurfaces such that Hi < Hj , then the associated sym-
bols σ∂i and σ∂j satisfy a certain compatibility condition, namely, their respective
restrictions to ffπi ∩ffπj agree. From the point of view of suspended operators, this
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means that the restriction of σ∂j (P ) ∈ Ψ
m
ffπj
(X) to πN∗Sj |Sji is the symbol of the
suspended family σ∂i (P ) associated to the face Hj ∩Hi.
8. Composition
To show that S-operators compose nicely, various strategy could be used. One
approach consists in defining pseudodifferential operators using Lie groupoids as in
[39], in which case the fact the composition of operators in the calculus remains
in the calculus follows directly from the definition. As indicated earlier, the dis-
advantage with such an approach is that the inverse of an invertible operator is
not typically within the algebra. Another approach, developed by Melrose and
collaborators (see for instance [23]), is to consider a triple space suitably blown
up where composition can be represented by a pushforward map coming from a
b-fibration. The result then follows from the description in [27] of general mapping
properties that such pushforward maps satisfy. Such an approach is likely to work
in our context, but might involves a rather complicated triple space. Instead, we
will proceed by less geometric means and follow the approach of [18] by working
locally and using a proof by induction on the dimension of the manifold with fibred
corners.
Theorem 8.1. Let E,F,G be smooth complex vector bundles on a manifold with
fibred corners X. Then for A ∈ Ψm
S
(X ;F,G) and B ∈ Ψn
S
(X ;E,F ), we have that
A ◦B ∈ Ψm+n
S
(X ;E,G), with σ∂i(A ◦B) = σ∂i(A) ◦ σ∂i(B)
for each hypersurface Hi ⊂ X of X. Moreover, the induced map
ΨmS (X ;F,G)×Ψ
n
S (X ;E,F ) → Ψ
m+n
S
(X ;E,G)
is continuous with respect to the natural Fre´chet topology on each space. A similar
result holds for polyhomogeneous S-operators.
To describe the inductive step in the proof of this theorem, consider, for p ∈ N,
the new manifold with corners Rp ×X where Rp is the radial compactification of
Rp as described in [31]. A natural boundary defining function for the boundary
∂Rp ∼= Sp−1 is given by (1 + r2)−
1
2 where r is the Euclidean distance from the
origin.
Notice that Rp × X has a natural structure of manifold with fibred corners
induced from the one of X . Indeed, the fibration on the boundary hypersurface
Z0 = ∂Rp×X is given by the projection on ∂Rp, while on the boundary hypersurface
Zi = Rp ×Hi, where Hi ⊂ X is a hypersurface of X with fibration πi : Hi → Si,
the fibration is given by
Id×πi : Rp ×Hi → Rp × Si.
Lemma 8.2. Suppose that the conclusion of Theorem 8.1 holds for the manifold
with fibred corners X. Then for A ∈ Ψm
S
(Rp ×X) and B ∈ Ψn
S
(Rp ×X), we have
A ◦B ∈ Ψm+n
S
(Rp ×X), with σ∂j (A ◦B) = σ∂j (A) ◦ σ∂j (B)
for all boundary hypersurfaces Zj ⊂ Rp ×X.
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Proof. Using the Fourier transform on Rp, we can describe the action of operators
A ∈ Ψm
S
(Rp ×X) and B ∈ Ψn
S
(Rp ×X) on u ∈ C˙∞(Rp ×X) by
(8.1)
Au(t) =
1
(2π)p
∫
ei(t−t
′)·τa(t; τ)u(t′)dt′dτ,
Bu(t) =
1
(2π)p
∫
ei(t−t
′)·τb(t; τ)u(t′)dt′dτ.
Here, a and b are operator-valued symbols,
(8.2) a ∈ C∞(Rp; Ψm
S−sus(p)(X)), b ∈ C
∞(Rp; Ψn
S−sus(p)(X)),
where Ψℓ
S−sus(p)(X) is the space of R
p-suspended S-operators of order ℓ on X and
the variable τ ∈ Rp in (8.1) is seen as the suspension parameter.
If we forget that a and b are operator-valued, then there symbol class is the one
introduced in [40] and [49] (see also [31]). In this setting, there are standard methods
to study the composition of operators, see for instance the proof of Proposizione 1.4
in [40], or in the context of the Weyl calculus, the proof of Theorem 29.1 in [50].
Since the operator-valued symbols are such that
(8.3)
a ∈ C∞(Rpt ; Ψ
m
S−sus(p)(X)) =⇒ D
α
t D
β
τ a ∈ (1 + t
2)−
|α|
2 C∞(Rpt ; Ψ
m−|β|
S−sus(p)(X)),
where τ is the suspension parameter, these methods have a straightforward gener-
alization.
Indeed, let c(t, τ) be the operator-valued symbol such that
(8.4) ABu(t) =
1
(2π)p
∫
ei(t−t
′)·τ c(t, τ)u(t′)dt′dτ.
As in [40], for each N ∈ N, we have
(8.5) c(t, τ) =
∑
|α|<N
1
α!
∂ατ a(t, τ)D
α
t b(t, τ) +RN (t, τ)
with remainder term RN (t, τ) given by
(8.6)∑
|α|=N
N
α!
∫ 1
0
(1− λ)N−1
(
1
(2π)p
∫
e−iz·ζ∂ατ a(t, τ + λζ)D
α
t b(t+ z, τ)dzdζ
)
dλ
Using our inductive hypothesis on the composition of S-operators on X as well as
(8.3), we can essentially proceed as in [40] to estimate the remainder term RN (t, τ).
The only significant difference is that taking a τ derivative of the symbol a not only
improve its decay as τ tends to infinity, but it also reduces its order as an operator
on X . If we only focus on the decay behavior in τ , we obtain
RN ∈ S
m+n−N
−N (R
p
t × R
p
τ ; Ψ
m+n
S
(X))
where Skℓ (R
p
t × R
p
τ ; Ψ
m+n
S
(X)) is the space of operator-valued symbols q such that
for any Fre´chet semi-norm ‖ · ‖ of Ψm+n
S
(X),
sup
t,τ
(
(1 + |τ |2)
|β|−k
2 (1 + |t|2)
|α|−ℓ
2 ‖Dαt D
β
τ q‖
)
<∞ ∀ α, β ∈ Np0.
It is more useful however to control RN as a symbol valued in a space of lower
order S-operators. Thus, if instead we use half of the τ derivative to reduce the
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order of the operator, we obtain for N even
(8.7) RN ∈ S
m+n−N2
−N (R
p
t × R
p
τ ; Ψ
m+n−N2
S
(X)).
By Borel’s lemma, there is an operator-valued symbol e ∈ C∞(Rpt ; Ψ
m+n
S−sus(p)(X))
such that
e(t, τ) ∼
∑
α
1
α!
∂ατ a(t, τ)D
α
t b(t, τ),
where this notation means that for all N ∈ N,
e(t, τ) −
∑
α<N
1
α!
∂ατ a(t, τ)D
α
t b(t, τ) ∈ (1 + |t|
2)−
N
2 C∞(Rpt ; Ψ
m+n−N
S−sus(p)(X)),
we see from (8.7) that
c(t, τ)− e(t, τ) ∈ C˙∞(Rpt × R
p
τ ; Ψ
−∞
S
(X)) = C˙∞(Rpt ; Ψ
−∞
S−sus(p)(X)).
Therefore, we have that
(8.8) c ∈ C∞(Rpt ; Ψ
m+n
S−sus(p)(X)) with c ∼
∑
α
1
α!
∂ατ a(t, τ)D
α
t b(t, τ),
which implies in particular that AB ∈ Ψm+n
S
(Rp ×X). Moreover, since this argu-
ment automatically provides uniform control on each of the Fre´chet semi-norms of
c in terms of the Fre´chet semi-norms of a and b, we see that the induced map
ΨmS (R
p ×X)×ΨnS (R
p ×X) → ΨmS (R
p ×X)
is continuous with respect to the natural Fre´chet topology on each spaces.
By our assumptions onX , It follows directly that σ∂j (A◦B) = σ∂j (A)◦σ∂j (B) for
hypersurfaces of the form Zj = Rp×Hj , while for the hypersurface Z0 = ∂Rp×X ,
it is a consequence of the asymptotic expansion of the operator-valued symbol c in
(8.8), namely
σ∂0(AB) = c|∂Rpt
= a|
∂Rpt
b|
∂Rpt
= σ∂0(A)σ∂0 (B).

To proceed further, we need some notation. For each hypersurface Hi of X , let
(8.9) νi : Hi × [0, ǫi)→ Ui ⊂ X
be a tubular neighborhood of Hi in X compatible with the boundary defining
function xi, that is, such that xi(νi(h, t)) = t for h ∈ Hi and t ∈ [0, ǫi). To show
that S-operators form an algebra, we will use the previous lemma to deal with
S-operators having their Schwartz kernels supported near the front face ffπi , but
supported away from the front faces ffπj for Hj < Hi.
Lemma 8.3. Suppose that the conclusions of Theorem 8.1 hold for all manifolds
with fibred corners Y of dimension less than the one of X. Suppose that A ∈ Ψm
S
(X)
and B ∈ Ψn
S
(X) are such that their Schwartz kernels are supported inside the set
β−1π
(
νi(π
−1
i (Vi)× [0, ǫi))
2
)
⊂ X2π
where Vi ⊂ Si \ ∂Si is some open set in the interior of the base Si of the fibration
πi : Hi → Si. Then
A ◦B ∈ Ψm+nS (X) with σ∂j (A ◦B) = σ∂j (A) ◦ σ∂j (B)
for all hypersurfaces Hj ⊂ X.
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Proof. Let Fi be the typical fibre of the fibration
(8.10) Fi Hi
πi

Si.
Then as described in § 1, the fibre Fi is naturally a manifold with fibred corners.
Since dimFi < dimX , it is part of our assumptions that Ψ
m
S
(Fi) ◦ ΨnS (Fi) ⊂
Ψm+n
S
(Fi). The strategy of the proof is to reduce composition of the operators A
and B to Lemma 8.2.
Let {Wq}q∈Q be a finite covering of the closure of Vi in Si \ ∂Si by open sets in
Si \ ∂Si diffeomorphic to open balls and such that the fibration (8.10) restricts to a
trivial fibration over each Si. Let ϕq ∈ C∞c (Wq) be functions which restricts to give
a partition of unity on Vi and let ϕ˜q ∈ C∞c (Wq) be functions such that ϕqϕ˜q = ϕq.
Let
ψq = (νi)∗ pr∗ π∗i ϕq, ψ˜q = (νi)∗ pr
∗ π∗i ϕ˜q,
be the corresponding pulled back functions on Ui = νi(Hi × [0, ǫi)) where pr :
Hi × [0, ǫi) → Hi is the projection on the left factor. Then we can write the
operator A as
(8.11) A =
∑
q
Aψq =
∑
q
(
ψ˜qAψq + (1− ψ˜q)Aψq
)
.
Since ψ˜qψq = ψq, the Schwartz kernel of the second term is supported away from
the diagonal in X2, which means it is an element of Ψ˙−∞
S
(X). Thus, we have that
(8.12) A ≡
∑
q
ψ˜qAψq mod Ψ˙
−∞
S
(X).
Similarly, we have that
(8.13) ψqB = ψqBψ˜q + ψqB(1− ψ˜q) ≡ ψqBψ˜q mod Ψ˙
−∞
S
(X).
Thus, using Corollary 5.5, we see that
(8.14)
AB ≡
∑
q
ψ˜qAψqB mod Ψ˙
−∞
S
(X)
=
∑
q
ψ˜qAψqψ˜qB =
∑
q
(ψ˜qAψ˜q)ψqB
≡
∑
q
(ψ˜qAψ˜q)(ψqBψ˜q) mod Ψ˙
−∞
S
(X).
This means we can assume both KA and KB are supported in the subset
β−1π
(
νi(π
−1
i (Wq)× [0, ǫ))
2
)
⊂ X2π.
Since we are assuming Wq is diffeomorphic to an open ball, this means there exists
an embedding
(8.15) ιq :Wq →֒ S
pi−1,
where pi− 1 = dimSi = dimWq. Since the fibration πi is trivial when restricted to
Wq, we can assume
π−1i (Wq) = Fi ×Wq
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with πi given by projecting on the right factor. The embedding (8.15) can be
extended to an embedding
(8.16) Wq × [0, ǫi)
ιq×Id
// Spi−1 × [0, ǫi) // Rpi
where the second map is the standard collar neighborhood of Spi−1 = ∂Rpi−1 in the
radial compactification Rpi−1 of Rpi using the boundary defining function 1√
r2+1
where r is the distance from the origin.
Via these identifications, this means we can regard A and B as operators acting
on functions of Rpi × Fi, more precisely: A ∈ ΨmS (R
pi × Fi), B ∈ ΨnS (R
pi × Fi).
The result then follows by applying Lemma 8.2.

We have now all the ingredients to prove the composition theorem.
Proof of Theorem 8.1. By using a partition of unity, we can work locally in open
sets where the vector bundles E, F and G are trivial. Thus, without loss of gener-
ality, we can assume that E = F = G = C and A ∈ Ψm
S
(X), B ∈ Ψn
S
(X).
Since the case where dimX = 0 is trivial, we can assume by induction on the
dimension that the theorem is true for manifolds with fibred corners of dimension
less than the one of X . For each boundary hypersurface Hi of X , consider the
tubular neighborhood νi : Hi × [0, ǫi)xi → Ui ⊂ X of (8.9). Let also χi, χ˜i, χ̂i ∈
C∞c (Ui) ⊂ C
∞(X) be non-negative cut-off functions such that χ̂i ≡ 1 near Hi,
χiχ̂i = χ̂i and χ˜iχi = χi. Using the cut-off functions χi, χ˜i and χ̂i, we can rewrite
the composition of A and B as
(8.17)
AB = AχiB + A(1− χi)B
= χ˜iAχiB + (1− χ˜i)AχiB + χ̂iA(1 − χi)B + (1 − χ̂i)A(1 − χi)B.
Since χiχ̂i = χ̂i and χ˜iχi = χi, the Schwartz kernels of (1− χ˜i)Aχi and χ̂iA(1−χi)
are both supported away from the diagonal in X ×X , which means the operators
(1 − χ˜i)Aχi and χ̂iA(1 − χi) are both in Ψ˙
−∞
S
(X). Thus, using Corollary 5.5, we
see that modulo operators in Ψ˙−∞
S
(X), we have
(8.18) AB ≡ χ˜iAχiB + (1 − χ̂i)A(1 − χi)B mod Ψ˙
−∞
S
(X).
Similarly, if χ′i ∈ C
∞
c (Ui) is such that χ̂iχ
′
i = χ
′
i and χ
′
i ≡ 1 near Hi, then we can
write the operator B as
(8.19)
B = χ̂iBχi + χ̂iB(1 − χi) + (1− χ̂i)Bχ
′
i + (1 − χ̂i)B(1 − χ
′
i)
≡ χ̂iBχi + (1− χ̂i)B(1− χ
′
i) mod Ψ˙
−∞
S
(X).
If χˇi ∈ C∞c (Ui) is another cut-off function such that χˇiχ˜i = χ˜i, then we can also
write B as
(8.20)
B = χ˜iBχˇi + χ˜iB(1 − χˇi) + (1− χ˜i)Bχi + (1 − χ˜i)B(1 − χi)
≡ χ˜iBχˇi + (1− χ˜i)B(1− χi) mod Ψ˙
−∞
S
(X).
Substituting (8.19) and (8.20) in (8.18), we see by Corollary 5.5 that
(8.21)
AB ≡ (χ˜iAχi)(χ˜iBχˇi) + χ˜iAχi(1− χ˜i)B(1− χi) + (1− χ̂i)A(1− χi)χ̂iBχi
+ (1− χ̂i)A(1 − χi)(1 − χ̂i)B(1 − χ
′
i) mod Ψ˙
−∞
S
(X)
≡ (χ˜iAχi)(χ˜iBχˇi) + (1 − χ̂i)A(1 − χi)(1− χ̂i)B(1− χ
′
i) mod Ψ˙
−∞
S
(X).
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Thus, from (8.21), we can reduce the problem of composition to two situations,
• KA and KB are supported near ffπi ;
• KA and KB are supported away from ffπi .
In particular, if Hi is a minimal hypersurface with respect to the partial order of
hypersurfaces of X , then the first term on the right hand side of (8.21) can be
taken care of by Lemma 8.3. In fact, starting with the minimal hypersurfaces Hi
and proceeding recursively on the partial order of boundary hypersurfaces of X
using (8.21) and Lemma 8.3 at each step, we can reduce to the case where KA
and KB are supported away from ffπi for all i. Adding operators in Ψ˙
−∞
S
(X) if
necessary, we can even reduce to the case the Schwartz kernels of A and B have
compact support in (X\∂X)2. By doubling X to get a smooth closed manifold, this
reduces to the standard result about composition of pseudodifferential operators on
closed manifolds. It is straightforward to check that polyhomogeneity is preserved
under composition. 
9. Mapping properties
Let (X, π) be a manifold with fibred corners. Let H1, . . . , Hk be its boundary
hypersurfaces with choice of boundary defining functions x1, . . . , xk. As for the
Φ-calculus of [23], an important ingredient in the study of mapping properties of
S-operators is the construction of a parametrix for fully elliptic operators. We will
also need such a result for S-suspended operators, in which case the notation
Ψ˙−∞
S−sus(V )(X ;E1, E2) = {A ∈ Ψ
−∞
S−sus(V )(X ;E1, E2);
Â(Υ) ∈ Ψ˙−∞
S
(X ;E1, E2) ∀Υ ∈ V
∗},
for E1 and E2 complex vector bundles over X , is useful to describe the error term.
Proposition 9.1 (Parametrix). If P ∈ Ψm
S
(X ;E,F ) is fully elliptic, then there
exists Q ∈ Ψ−m
S
(X ;F,E) such that
Id−QP ∈ Ψ˙−∞
S
(X ;E), Id−PQ ∈ Ψ˙−∞
S
(X ;F ).
Moreover, kerP ⊂ C˙∞(X ;E) and kerP ∗ ⊂ C˙∞(X ;F ). Similarly, if V is an Eu-
clidean vector space and P ∈ Ψm
S−sus(V )(X ;E,F ) is fully elliptic, then there exists
Q ∈ Ψ−m
S−sus(V )(X ;F,E) such that
Id−QP ∈ Ψ˙−∞
S−sus(V )(X ;E), Id−PQ ∈ Ψ˙
−∞
S−sus(V )(X ;F ).
Proof. Using this proposition and Corollary 9.2 below and proceeding by induction
on the dimension of X , we can assume that σ∂i(P )
−1 ∈ Ψ−mffπi (Hi;F,E). This
means we can choose Q0 ∈ Ψ
−m
S
(X ;F,E) such that σ−m(Q0) = σm(P )−1 and
σ∂j (Q0) = σ∂j (P )
−1. Then we have
(9.1) Id−Q0P ∈ xΨ
−1
S
(X ;E), Id−PQ0 ∈ xΨ
−1
S
(X ;F ).
Suppose for a proof by induction that we have defined Qℓ ∈ x
ℓΨ−m−ℓ
S
(X ;F,E) for
ℓ ≤ n such that Q˜n = Q1 + · · ·+Qn satisfies
(9.2) Id−Q˜nP ∈ x
n+1Ψ−n−1
S
(X ;E), Id−PQ˜n ∈ x
n+1Ψ−n−1
S
(X ;F ).
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Then, setting Q˜n+1 = Q˜n+Qn+1, we would like to findQn+1 ∈ xn+1Ψ
−m−n−1
S
(X ;F,E)
such that
(9.3) Id−Q˜n+1P = Id−Q˜nP −Qn+1P ∈ x
n+2Ψ−n−2
S
(X ;E),
that is, such that
(9.4) Qn+1P = Id−Q˜nP modulo x
n+2Ψ−n−2
S
(X ;E).
Thus, taking Qn+1 = (Id−Q˜nP )Q˜n will give
(9.5) Id−Q˜n+1P ∈ x
n+2Ψ−n−2
S
(X ;E)
with Q˜n+1 = Q˜n +Qn+1. As one can check, we will also have that
(9.6) Id−PQn+1 ∈ x
n+2Ψ−n−2
S
(X ;F ).
We can then define Q to be the asymptotic sum of the Qℓ giving the desired
parametrix. If f ∈ kerP , then
(9.7)
Pf = 0⇒ QPf = 0
⇒ f = (Id−QP )f ∈ C˙∞(X ;E)
since Id−QP ∈ Ψ˙−∞
S
(X ;E). There is a similar argument for the kernel of P ∗.
For fully elliptic V -suspended S-operators, the proof is similar and is left to the
reader. 
Corollary 9.2. If V is an Euclidean vector space and P ∈ Ψm
S−sus(V )(X ;E,F ) is a
fully elliptic V -suspended operators which is invertible as a map P : S(V ×X ;E)→
S(V ×X ;F ), then it has an inverse in Ψ−m
S−sus(V )(X ;F,E).
Proof. Let P ∈ Ψm
S−sus(V )(X ;E,F ) be as in the statement of the corollary and let
Q ∈ Ψ−m
S−sus(V )(X ;F,E) be the parametrix of Proposition 9.1. in particular, we
have that
P̂ (Υ)Q̂(Υ) = Id+R̂(Υ), ∀ Υ ∈ V ∗, where R ∈ Ψ˙−∞
S−sus(V )(X ;F ).
By (6.21) we see that R̂(Υ) is small for |Υ| large, so that there existsK > 0 with the
property that Id+R̂(Υ) is invertible for |Υ| > K with inverse of the form Id+Ŝ(Υ),
where
Ŝ(Υ) =
∞∑
k=1
(−1)kR̂(Υ)k ∈ Ψ˙−∞
S
(X ;F )
satisfies (6.21). Thus, for |Υ| > K, we have that
(9.8) P̂ (Υ)−1 = Q̂(Υ)(Id+Ŝ(Υ)).
Now, the invertibility of P clearly implies the invertibility of P̂ (Υ) for all Υ ∈ V ∗.
Using the parametrix Q, we have
(9.9) P̂ (Υ)−1 = P̂ (Υ)−1(P̂ (Υ)Q̂(Υ)− R̂(Υ)) = Q̂(Υ)− P̂ (Υ)−1R̂(Υ).
By Proposition 5.4, we must have P̂ (Υ)−1R̂(Υ) ∈ Ψ˙−∞
S
(X ;F,E) for all Υ ∈ V ∗.
Thus, from (9.8) and (9.9), we see that
P̂ (Υ)−1 = Q̂(Υ) + Ŵ (Υ),
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where W ∈ Ψ˙−∞
S−sus(V )(X ;F,E) is such that Ŵ (Υ) = Q̂(Υ)Ŝ(Υ) for |Υ| > K.
Taking the inverse Fourier transform, we finally obtain that
P−1 = Q+W ∈ Ψ−m
S−sus(V )(X ;F,E).

As we will see, this last corollary will be useful to study the action of S-operators
on square integrable functions. Precisely, let gπ be a choice of S-metric and let
dgπ ∈ C
∞(X ; πΩ) be its volume form. Let L2gπ(X) be the corresponding space of
functions on X \ ∂X that are square integrable with respect to the density dgπ.
To establish the L2-boundedness of S-pseudodifferential operators of order zero, we
will, as in [23], follow the standard trick of Ho¨rmander relying on the construction
of an approximate square root.
Proposition 9.3. If B ∈ Ψ0
S
(X) is formally self-adjoint with respect to a positive
S-density ν on X, then there exists C > 0 sufficiently large so that
C +B = A∗A+R
for some A ∈ Ψ0
S
(X) and R ∈ Ψ˙−∞
S
(X).
Proof. The proof is by induction on the depth of X . The case where X is a closed
manifold is well-known and the case where X is a manifold with boundary is proven
by Mazzeo and Melrose in [23].
For i ∈ {1, . . . , k}, let νSi be a positive section of Ω(
πNSi) and write ν|Hi = νFi⊗
νSi where νFi is a positive density in the fibres of the fibration πi : Hi → Si. Then
the suspended family of S-pseudodifferential operators σˆ∂i(B)(η) with η ∈
πN∗Si
is formally self-adjoint with respect to the density νFi . By our induction hypothesis
(see Corollary 9.6), for C > 0 big enough, (σˆ∂i (B)(η) + C) ∈ Ψ
0
S
(Fi) has a unique
positive square root so that (C + σ∂i (B)) also has a unique positive square root in
Ψ0ffπi
(X). Similarly, (C + σ0(B)) has unique positive square root provided C > 0
is large enough. Thus, we can find A0 ∈ Ψ0S(X) such that
(9.10) σ0(A0) = (C + σ0(B))
1
2 , σ∂i (A0) = (C + σ∂i(B))
1
2 , i ∈ {1, . . . , k}.
Replacing A0 by
1
2 (A0 + A
∗
0) if necessary, we can assume that A0 is formally self-
adjoint with
(9.11) C +B −A20 ∈ xΨ
−1
S
(X).
To get an error term in Ψ˙−∞
S
(X), we can proceed by induction. Thus, assume that
we have found a formally self-adjoint operator Aℓ ∈ Ψ0S(X) such that
(9.12) C +B −A2ℓ = Rℓ+1 ∈ x
ℓ+1Ψ−ℓ−1
S
(X).
WritingAℓ+1 = Aℓ+Qℓ where the formally self-adjoint operatorQℓ ∈ xℓ+1Ψ
−ℓ−1
S
(X)
is to be found, we have
(9.13)
C +B −A2ℓ+1 = Rℓ+1 −QℓAℓ −AℓQℓ −Q
2
ℓ
= Rℓ+1 −QℓAℓ −AℓQℓ
modulo xℓ+2Ψ−ℓ−2
S
(X). First, this means we need to solve
(9.14) σ−ℓ−1(Rℓ+1) = 2σ0(Aℓ)σ−ℓ−1(Qℓ),
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which clearly has a formally self-adjoint solution Qℓ,0 ∈ xℓ+1Ψ
−ℓ−1
S
(X). Thus,
replacing Aℓ by Aℓ,0 = Aℓ+Qℓ,0 in (9.13), this means we have to solve (9.13) with
Rℓ+1 replaced by Rℓ+1,0 ∈ xℓ+1Ψ
−ℓ−2
S
(X).
Proceeding by induction on i ∈ {1, . . . , k} and with the convention that x0 = 1
and wi =
∏i
j=1 xj , assume more generally we have found formally self-adjoint
operatorsQℓ,j ∈ wj−1xℓ+1Ψ−ℓ−2S (X) for j ≤ i−1 such that Aℓ,i−1 = Aℓ+
∑i−1
j=0Qℓ,j
satisfies
(9.15) C +B −A2ℓ,i−1 = Rℓ+1,i−1 ∈ wi−1x
ℓ+1Ψ−ℓ−2
S
(X).
To find Qℓ,i, write Qℓ,i = x
ℓ+1
i Q˜ℓ,i where Q˜ℓ,i ∈ x
−ℓ−1
i wi−1x
ℓ+1Ψ−ℓ−2
S
(X). Using
Remark 7.2, this means we need to solve
(9.16) σˆ∂i(x
−ℓ−1
i Rℓ+1,i−1) = σˆ∂i(Q˜ℓ,i)σˆ∂i (A0) + σˆ∂i (A0)σˆ∂i (Q˜ℓ,i).
As pointed out in [23], this is solvable with Q˜ℓ,i formally self-adjoint as σˆ∂i (A0)
2 is
positive and (9.16) is the linearization of the square root equation
(9.17) (σˆ∂i(A0) + σˆ∂i(Q˜ℓ,i))
2 = σˆ∂i(x
−ℓ−1
i Rℓ+1,i−1) + σˆ∂i(A0)
2.
Thus, we can find Qℓ,i such that (9.16) satisfied. Replacing Qℓ,i by
Q∗ℓ,i+Qℓ,i
2 if
necessary, we can assume furthermore that Qℓ,i is formally self-adjoint. Thus,
taking Aℓ+1 = Aℓ +
∑k
i=0Qℓ,i insures that Aℓ+1 = A
∗
ℓ+1 and
(9.18) C +B −A2ℓ+1 ∈ x
ℓ+2Ψ−ℓ−2
S
(X).
We can then define A as an asymptotic sum specified by the Aℓ.

Theorem 9.4. Any element P ∈ Ψ0
S
(X ;E1, E2) defines a bounded linear operator
from H1 = L2(X ;E1) to H2 = L2(X ;E2) with L2-norms defined by a positive
S-density on X and Hermitian metrics on E1 and E2. Furthermore, the map
Ψ0
S
(X ;E1, E2)→ L(H1,H2) is continuous.
Proof. Considering a local trivialization if necessary, we can assume that E1 = E2 =
C and H1 = H2 = L2(X). Then B = −P ∗P ∈ Ψ0S(X) is formally self-adjoint. By
the previous proposition, there exists C > 0 and A ∈ Ψ0
S
(X) formally self-adjoint
such that
(9.19) C − P ∗P = A∗A+R
for some R ∈ x∞Ψ−∞
S
(X). Thus, given u ∈ C˙∞(X), we have
(9.20)
‖Pu‖2 = C‖u‖2 − ‖Au‖2 − 〈u,Ru〉
≤ C‖u‖2 + | 〈u,Ru〉| ≤ C′‖u‖2,
where the fact elements of Ψ˙−∞
S
(X) are in L(H) has been used. Thus, there is a
well-defined linear map
(9.21) Ψ0S(X)→ L(H).
Since the map
Ψ0S(X) ∋ A 7→ 〈u,Av〉H = KA(π
∗
L(uνπ)⊗ π
∗
R(v))
is continuous for all u, v ∈ C˙∞(X), where νπ is the S-density used to define the
L2-norm, we see that the graph of the linear map (9.21) is closed with the respect
to the topology induced by the norms A 7→ |〈u,Av〉|. Since this topology is weaker
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than the norm topology, this means the graph of this map is also closed when we
use the norm topology on L(H). The map (9.21) is therefore continuous by the
closed graph theorem.

There is a similar result for suspended S-operators. Let V be a Euclidean vector
space and let gV be the corresponding Euclidean metric. On the manifold with
fibred corners V ×X , consider the ̟-metric
g̟ = pr
∗
1 gV + pr
∗
2 gπ
where pr1 : V ×X → V and pr2 : V ×X → X are the projections on the first and
second factors respectively.
Corollary 9.5. Any element P ∈ Ψ0
S−sus(V )(X ;E1, E2) defines a bounded linear
operator from H1 = L2g̟(V ×X ;E1) to H2 = L
2
g̟(V ×X ;E2) with L
2-norm defined
by a volume form dg̟ and Hermitian metrics on E1 and E2. Furthermore, the map
Ψ0
S−sus(V )(X ;E1, E2)→ L(H1,H2)
is continuous.
Proof. Since our proof of Theorem 9.4 is by induction on the depth of X and since
the inductive step is not yet completed, we cannot at this stage simply use the
statement of Theorem 9.4 for the manifold with fibred corners V ×X to obtain the
result. Instead, consider the Fourier transform of P ,
Υ 7→ P̂ (Υ) ∈ Ψ0S(X ;E1, E2), Υ ∈ V
∗.
By Theorem 9.4, we know that for each Υ ∈ V ∗, the operator P̂ (Υ) induces a
continuous linear map
P̂ (Υ) : L2gπ(X ;E1)→ L
2
gπ(X ;E2).
Let gV ∗ be the metric on V
∗ which is dual to gV and let
g̟∗ = pr
∗
1 gV ∗ + pr
∗
2 gπ
be the corresponding metric on V ∗ × X . Since the Fourier transform induces an
isomorphism of Hilbert spaces
Fi : L
2
g̟(V ×X ;Ei)→ L
2
g̟∗
(V ∗ ×X ;Ei),
we conclude from (6.22) and Theorem 9.4 that P ∈ L(H1,H2). The continuity
of the map Ψ0
S−sus(V )(X ;E1, E2) → L(H1,H2) can be proved in the same way as
before.

As a family of suspended operators, the symbol σ∂i(P ) of an operator P ∈
Ψ0
S
(X ;E,F ) will act on the Banach space L2gπ(
πNHi/Si;E) obtained by taking
the closure of the space of Schwartz sections S(πNHi;E) with respect to the norm
(9.22) ‖f‖L2gπ(πNHi/Si;E) = sup
s∈Si
‖ f |φ−1i (s)
‖L2gπ (φ
−1
i (s);E)
, f ∈ S(πNHi;E),
where φi = πi ◦ νi : πNHi → Si and νi : πNHi → Hi is the vector bundle
projection. On each fibre of φi, the L
2-norm of a section of E is specified by a
choice of Hermitian metric on E and the natural density induced by gπ. Thus,
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from Corollary 9.5, we see that the symbol σ∂i (P ) of an operator P ∈ Ψ
0
S
(X ;E,F )
naturally induce a continuous linear map
(9.23) σ∂i (P ) : L
2
gπ(
πNHi/Si;E)→ L
2
gπ(
πNHi/Si;F ).
Notice that the Banach space L2gπ (
πNHi/Si;E) also has a natural structure of
C0(Si)-Hilbert module.
To complete the inductive step necessary to the proof of Proposition 9.3, we can
now use this fact with Corollary 9.2 to construct the unique positive square root of
the operator C +B in Proposition 9.3 and its suspended versions.
Corollary 9.6. Given a formally self-adjoint operator B ∈ Ψ0
S−sus(V )(X), there
exists a positive constant C such that C + B is invertible and has a well-defined
formally self-adjoint positive definite square root in Ψ0
S−sus(V )(X).
Proof. From Corollary 9.5, we know that B gives a bounded operator
(9.24) B : L2g̟(V ×X)→ L
2
g̟(V ×X).
Thus, taking C big enough, we can define the square root of C + B as a bounded
operator by
(9.25) C
1
2 (1 +
B
C
)
1
2 = C
1
2
∞∑
j=0
f (j)(0)
j!
(
B
C
)j
using the power series of f(x) = (1 + x)
1
2 at x = 0. To see it is an element
✻
✲✫✪
✬✩
✻
ΓrC
x
y
Figure 4.
of Ψ0
S−sus(V )(X), we can use the alternative representation in terms of a contour
integral
(9.26) (C +B)
1
2 =
1
2πi
∫
Γ
λ
1
2 (λ− (C +B))−1dλ
where Γ is an anti-clockwise circle centered at C and radius r such that ‖B‖L(H) <
r < C (see Figure 4).
This way, the family (λ − (C + B)) is invertible for all λ ∈ Γ and the square
root of λ is well-defined along Γ. By Corollary 9.2, the family (λ− (C +B))−1 is a
smooth family in Ψ0
S−sus(V )(X) for λ ∈ Γ. Thus, we see from (9.26) that (C +B)
1
2
is in Ψ0
S−sus(V )(X) as well. 
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Theorem 9.7. For δ > 0, an operator A ∈ Ψ−δ
S
(X ;E) is compact when acting on
H = L2gπ(X ;E) if and only if σ∂j (A) = 0 for all j ∈ {1, . . . , k}. In particular, a
polyhomogeneous S-operator A ∈ Ψ0
S−ph(X ;E) of order zero is compact when acting
on L2gπ (X ;E) if and only if A ∈ xΨ
−1
S−ph(X ;E).
Proof. Without loss of generality, we can assume E = C is the trivial vector bundle.
By definition, the space of compact operators K(H) is the closure in L(H) of oper-
ators of finite ranks. Clearly, since C˙∞(X) is dense in L2gπ(X), we can as well define
K(H) as the closure of finite rank operators represented by an element of Ψ˙−∞
S
(X).
These operators of finite rank are certainly dense in Ψ˙−∞
S
(X). Thus, K(H) is given
by the closure of Ψ˙−∞
S
(X) in L(H). Since the map Ψ0
S
(X)→ L(H) is continuous,
we conclude that the closure of Ψ˙−∞
S
(X) in Ψ−δ
S
(X), namely, xΨ−δ
S
(X), is included
in K(H).
Conversely, let A ∈ Ψ−δ
S
(X) be a compact operator. Suppose for a contradiction
that σ∂i(A) 6= 0 for some i ∈ {1, . . . , k}. This means that we can find yi ∈ Si and
a function f ∈ C∞c (
πNyiHi) such that
(9.27) σ∂i(A)|yi f 6= 0.
Without loss of generality, we can assume in fact that yi ∈ Si \ ∂Si. Let V be
a small neighborhood of yi ∈ Si such that the fibration πi : Hi → Si is trivial over
V , namely, there is a diffeomorphism ψ : π−1i (V)→ Fi×V inducing a commutative
diagram
(9.28) π−1i (V)
ψ
//
πi
""❋
❋❋
❋❋
❋❋
❋❋
V × Fi
prL
||②②
②②
②②
②②
②
V
where prL : V×Fi → V is the projection on the left factor. Let ιi : Hi×[0, ǫ)xi → X
be a tubular neighborhood of Hi in X compatible with the boundary defining
function xi. Using the diffeomorphism ψ, we can identify the open set ιi(π
−1
i (V)×
[0, ǫ)xi) ⊂ X with the open set
(9.29) V × Fi × [0, ǫ)xi.
Choosing V to be smaller if needed, we can assume it is diffeomorphic to an open
ball in the Euclidean space. Let y be a choice of coordinates on V such that the
point yi ∈ V corresponds to y = 0. On the open set V × (0, ǫ)xi , consider the
coordinates
(9.30) u =
1
xi
, v =
y
xi
.
Considering alternatively v and u as linear coordinates on the vector space πiNyiSi =
TyiSi × Ru, we regard V × (0, ǫ)xi as an open subset in
πiNyiSi, and consequently
we can regard U = V × Fi × (0, ǫ)xi as a subset of
πiNyiSi × Fi =
πiNyiHi. For
k ∈ N0, consider the new function
(9.31) fk(u, v, z) = f(u− k, v, z), z ∈ Fi,
obtained by translating f in the u variable. Since we assume that the support of
f is compact, by taking k sufficiently large, we can insure that the support of f
is contained in the open set U . In fact, since the operator σ∂i(A) is translation
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invariant, we will still have that (9.27) holds after translating f in the u variable,
so without loss of generality, we can assume that the support of fk is contained in
U for all k ∈ N0. Again, by translation invariance of σ∂i(A), we will have that
σ∂i(A)|yi fk 6= 0
for all k ∈ N0. Since the function fk is supported in U , we can also regard it as
a function on X . Let χ ∈ C∞c (V × Fi × [0, ǫ)xi) be a cut-off function such that
χ ≡ 1 in a neighborhood of {yi} × Fi × {0}. Thus, if we consider the operator
P = χA ∈ Ψ−δ
S
(X), P will also obviously be compact, and we will have that
σ∂i(P )|yi = σ∂i(A)|yi .
Now, thanks to the cut-off function χ, the action of P on f ∈ C∞c (U) ⊂ C
∞(X) is
given by:
Pfk(u, v, z) =
∫
U
KP (u, v, u
′, v′, z, z′)fk(u′, v′, z′)du′dv′dz′,
where the integral is in the sense of distributions. Similarly, the action of σ∂i (P )|yi
can be described by
σ∂i(P )|yi fk(u, v, z) =
∫
U
Kσ∂i (P )|yi
(u, v, u′, v′, z, z′)fk(u′, v′, z′)du′dv′dz′
Since as a function on U ⊂ X , the support of the function fk is uniformly approach-
ing the fibre π−1i (yi) ⊂ Hi as k → +∞, we see from the definition of the normal
operator that we must have that as k tends to infinity,
(9.32) Pfk − σ∂i (P )fk → 0
in the L2-norm defined by the S-metric
g + du2 + dv2 + gFi ,
where gFi is a choice of S-metric on Fi. By translation invariance of this metric
and of σ∂i(P )|yi , we have that, on
πiNyiHi,
‖ σ∂i(P )|yi fk‖L2 = ‖ σ∂i(P )|yi f‖L2 6= 0
If we restrict σ∂i(P )|yi fk to U , we still clearly have that
lim
k→∞
‖ σ∂i(P )|yi fk‖L2(U) = ‖ σ∂i(P )|yi f‖L2(πiNyiSi) 6= 0.
On the other hand, σ∂i (P )|yi fk being moved to infinity as k → ∞, we see that
it converges pointwise to zero everywhere on U , so that the sequence σ∂i(P )fk
cannot converge in L2. We conclude from (9.32) that the sequence Pfk also fails
to converge in L2. Since by translation invariance of the metric, the sequence fk
is bounded in L2, this contradicts the fact P is a compact operator. To avoid
a contradiction, we must conclude that σ∂i(A) = 0 for all i ∈ {1, . . . , k}, which
completes the proof. 
More generally, there are natural Sobolev spaces associated to S-operators. As
before, let gπ be a S-metric on X and let E → X be a complex vector bundle with
a Hermitian metric, so that we have a corresponding space L2gπ(X ;E) of square
integrable sections. For m > 0, we define the associated S-Sobolev space by
(9.33) HmS (X ;E) = {f ∈ C˙
−∞(X ;E) ; Pf ∈ L2gπ(X ;E) ∀P ∈ Ψ
m
S (X ;E)},
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while for m < 0, we define it by
(9.34) HmS (X ;E) = {f ∈ C˙
−∞(X ;E);
f =
N∑
i=1
Pigi, gi ∈ L
2
gπ(X ;E), Pi ∈ Ψ
−m(X ;E)}.
If V is a Euclidean vector space, we define the corresponding V -suspended S-Sobolev
space by
(9.35) Hm
S−sus(V )(X ;E) = H
m
S (V ×X ;E).
These spaces can be given the structure of a Hilbert space using fully elliptic op-
erators. More precisely, for m > 0, let Am ∈ Ψ
m
2
S
(X ;E) be a choice of elliptic
S-operator and consider the formally self-adjoint operator Dm ∈ ΨmS (X ;E) defined
by
(9.36) Dm = A
∗
mAm + IdE .
Lemma 9.8. For m > 0, the operator Dm is fully elliptic and invertible. In
particular, its inverse D−m := (Dm)−1 is an element of Ψ−mS (X ;E).
Proof. Let H1, . . . , Hk be the boundary hypersurfaces of X and suppose that they
are labelled in such a way that
Hi < Hj =⇒ i < j.
We will first prove by induction on i ∈ {1, . . . , k} starting with i = k that σ∂i(Dm)
is fully elliptic and invertible. For i = k, the fibres of the fibration πk : Hk → Sk
are closed manifolds, so that in this case, σ∂k (Dm) is automatically fully elliptic
since it is elliptic. Thus, for i ∈ {1, . . . , k}, the inductive step we need to show is
that if σ∂i (Dm) is fully elliptic, then it is invertible. To see this, fix s ∈ Si and
consider the πNsSi-suspended operator σ∂i (Am)s above s. For a fixed Υ ∈
πN∗s Si,
consider the operator
Q = ̂σ∂i (Dm)(Υ) ∈ Ψ
m
S (π
−1
i (s);E).
Thus, if B = ̂σ∂i(Am)(Υ), we have that Q = B
∗B + IdE . By Proposition 9.1, if
Qu = 0, then u ∈ C˙∞(π−1i (s);E). Thus, we have in particular
(9.37)
Qu = 0 =⇒ 〈u,B∗Bu+ u〉L2 ,
=⇒ ‖Bu‖2L2 + ‖u‖
2
L2 = 0,
=⇒ u ≡ 0.
Thus, since Q is formally self-adjoint, we have that kerQ = kerQ∗ = {0}, so that Q
is invertible. Since Υ ∈ N∗s Si was arbitrary, this means that σ∂i(Dm)s is invertible.
Thus, since s ∈ Si was arbitrary, this means that σ∂i (Dm) is invertible, which
completes the inductive step.
With this argument, we see Dm is fully elliptic. In particular, by Proposition 9.1,
if Dmu = 0, then u ∈ C˙∞(X ;E). We can then show Dm is invertible using a similar
argument as in (9.37), which completes the proof.

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Using the operator Dm with Dm = (D−m)−1 for m < 0 and D0 = IdE , we can
then define an inner product on Hm
S
(X ;E) by
(9.38) 〈u, v〉Hm
S
(X;E) = 〈Dmu,Dmv〉L2gπ (X;E),
with corresponding norm
(9.39) ‖u‖Hm
S
(X;E) = ‖Dmu‖L2gπ (X;E).
Using Theorem 9.4, it is straightforward to check Hm
S
(X ;E) is precisely the closure
of C˙∞(X ;E) with respect to this norm.
Proposition 9.9. Any S-pseudodifferential operator P ∈ Ψm
S
(X ;E,F ) induces a
bounded linear map
P : xℓHp
S
(X ;E)→ xℓHp−m
S
(X ;F )
for p, ℓ ∈ R.
Proof. Thinking of E and F as subbundles of a bigger bundle H , we reduce to the
case where E = F . The result then follows from Theorem 9.4 by noticing
P = xℓDm−pP˜Dpx−ℓ with P˜ = Dp−mx−ℓPxℓD−p ∈ Ψ0S(X ;E).

In particular, we conclude from Proposition 9.9 that for all ℓ ∈ R and p ∈ R, the
operator Dm induces an isomorphism
(9.40) Dm : x
ℓHp
S
(X ;E)→ xℓHp−m
S
(X ;F )
Proposition 9.10. We have a continuous inclusion xℓHm
S
(X ;E) ⊂ xℓ
′
Hm
′
S
(X ;E)
if and only if ℓ ≥ ℓ′ and m ≥ m′. The inclusion is compact if and only if ℓ > ℓ′
and m > m′.
Proof. The fact that these are continuous inclusions follows from the isomorphism
(9.40) and Proposition 9.9. The statement about compactness follows by using the
isomorphism (9.40) and the fact that for ǫ > 0, the operator xǫD−ǫ ∈ xǫΨ−ǫS (X ;E)
is a compact operator from L2gπ (X ;E) to itself. 
By the parametrix construction of Proposition 9.1 as well as Proposition 9.9 and
Proposition 9.10, an operator P ∈ Ψm
S
(X ;E,F ) is Fredholm as an operator
(9.41) P : xℓHp+m
S
(X ;E)→ xℓHp
S
(X ;F )
whenever it is fully elliptic. When P is polyhomogeneous, it is also possible to
establish the converse.
Theorem 9.11. An operator P ∈ Ψm
S−ph(X ;E,F ) induces a Fredholm operator
P : xℓHp+m
S
(X ;E)→ xℓHp
S
(X ;F )
if and only if it is fully elliptic.
Proof. We will follow the approach of [19, Theorem 4]. First, by considering instead
the operator P˜ = x−ℓDpPD−p−mxℓ, we can assume that P is of order 0 and is seen
as a bounded operator
P : L2gπ (X ;E)→ L
2
gπ(X ;F ).
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Furthermore, by considering instead the operator(
0 P ∗
P 0
)
: L2gπ(X ;E ⊕ F )→ L
2
gπ(X ;E ⊕ F ),
we can reduce to the case E = F with P self-adjoint. By Theorem 9.4, we have a
continuous linear map
ι : Ψ0S−ph(X ;E)→ L(H,H),
whereH = L2gπ(X ;E). Let P
0
S−ph(X ;E) be the image of this map and P
0
S−ph(X ;E)
its closure in L(H,H). Now, the principal symbol induces a continuous linear map
σ0 : Ψ
0
S−ph(X ;E)→ C
∞(πS∗X ; hom(E)).
Using instead the C0-topology on C∞(πS∗X ; hom(E)), this extends to a homomor-
phism of C∗-algebras
σ0 : P
0
S−ph(X ;E)→ C
0(πS∗X ; hom(E)).
Similarly, the symbol map σ∂i induces a continuous linear map
σ∂i : P
0
S−ph(X ;E)→ P
0
ffπi − ph(Hi;E),
where P
0
ffπi − ph(Hi;E) is the closure of Ψ
0
ffπi − ph(Hi;E) in L(Hi,Hi) with Hi the
Banach space L2gπ (
πNHi/Si;E) introduced in (9.23). By Theorem 9.7, this induces
an injective map
(9.42)
(σ0,
k⊕
i=1
σ∂i) : P
0
S−ph(X ;E)/K →֒ C
0(πS∗X ; hom(E)) ⊕ (
k⊕
i=1
P
0
ffπi − ph(X ;E))
where K ⊂ L(H,H) is the subspace of compact operators. Since this is an injective
map of C∗-algebras mapping the identity to the identity, it is a standard fact
(see for instance Proposition 1.3.10 in [12]) that an element of P
0
S−ph(X ;E)/K is
invertible if and only if its image under the map (9.42) is invertible. Since a bounded
operator in L(H,H) is Fredholm if and only if it is invertible in L(H,H)/K, the
result follows. 
10. The semiclassical S-calculus
Consider the manifold with corner X2π × [0, 1]ǫ where ǫ should be considered
as a semiclassical parameter. The semiclassical π-double space is obtained by
blowing up the p-submanifold ∆π × {0},
(10.1) X2π−sl = [X
2
π × [0, 1]ǫ; ∆π × {0}]
with blow-down map
(10.2) βsl : X
2
π−sl → X
2
π × [0, 1]ǫ.
See Figure 5 for a picture of the semiclassical π-double space when X is a manifold
with boundary. We denote the ‘new’ boundary face obtained via this blow-up by
(10.3) ff0 = β
−1
sl (∆π × {0}) ⊂ X
2
π−sl.
We also denote by
(10.4) Tǫ=0 = β
−1
sl (X
2
π × {0} \ (∆π × {0})
the lift of the ‘old’ face X2π × {0} to X
2
π−sl.
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Figure 5. The semiclassical π-double space
Notice that ff0 \(ff0 ∩Tǫ=0) is naturally diffeomorphic to N∆π ∼=
πTX and that
ff0 is diffeomorphic to the radial compactification of
πTX → X . We will also denote
the lift of ffπi ×[0, 1] to X
2
π−sl by
(10.5) ffπi−sl = β
−1
sl (ffπi ×[0, 1])
∼= [ffπi ×[0, 1]; (∆π ∩ ffπi)× {0}].
It will be useful to consider the spaces
(10.6) ffπ−sl =
k⋃
i=1
ffπi−sl, ffsl = ffπ−sl ∪ff0
as well as the lift of ∆π × [0, 1] to X
2
π−sl,
(10.7) ∆sl = β
−1
sl (∆π × (0, 1]).
Let also ff∆sl = ffsl ∪(X
2
π × {1}) be the union of all the hypersurfaces of ∂X
2
π−sl
having a non-empty intersection with ∆sl.
We can now define the space of semiclassical S-pseudodifferential operators
of order m by
(10.8) ΨmS−sl(X ;E,F ) =
{
K ∈ Im(X2π−sl,∆sl;β
∗
slp
∗
1β
∗
π(Hom(E,F )⊗ π
∗
R(
πΩ)))
K ≡ 0 at ∂X2π−sl \ ff∆sl
}
,
where p1 : X
2
π × [0, 1]→ X
2
π is the projection on the first factor. Polyhomogeneous
semiclassical S-operators can be defined in a similar way.
As for S-pseudodifferential operators, there is a corresponding semiclassical Lie
groupoid
(10.9) G
(0)
π−sl = ∆sl, G
(1)
π−sl =
◦
X2π−sl ∪
◦
ff∆sl ,
where
◦
ff∆sl = ff∆sl \∂ ff∆sl is the interior of ff∆sl as a subset of ∂X
2
π−sl. Clearly, ∆sl
is naturally identified withX×[0, 1]. Under this identification, we define the domain
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and range of α ∈ G
(1)
π−sl with p2 ◦ βsl(α) = ǫ and βπ ◦ p1 ◦ βsl(α) = (x1, x2) ∈ X
2 by
(10.10) d(α) = (x2, ǫ), r(α) = (x1, ǫ),
where p2 : X
2
π × [0, 1]→ [0, 1] is the projection on the second factor. Since Gπ−sl is
a Lie groupoid, any choice of a metric on πTX × [0, 1] provides a (smooth) Haar
system on Gπ−sl [41], giving to it the structure of a measured groupoid. As in
the proof of Lemma 4.6, observe that Gπ−sl can be written as a disjoint union of
measurewise amenable groupoids,
(10.11) Gπ−sl = (πTX)
⊔
(
◦
X ×
◦
X)× (0, 1]ǫ
k⊔
i=1
(Hi ×
πi
πTSi ×
πi
Hi)|Gi × (0, 1]ǫ × R,
where Gi = Hi \ (∪j>iHj). Thus, by Lemma 4.5, we conclude that Gπ−sl is mea-
surewise amenable with C∗(Gπ−sl) nuclear and equal to C∗r (Gπ−sl).
In the terminology of [9], Gπ−sl is the tangent groupoid of Gπ . From [2] and
[39], there is a calculus of pseudodifferential operators associated to this groupoid.
It corresponds to operators in Ψ∗π−sl(X ;E,F ) with Schwartz kernel compactly
supported in G
(1)
π−sl. As for G
(1)
π , the inverse map ι and the composition maps
comes from the natural smooth extensions of the corresponding maps on the Lie
groupoid
◦
X ×
◦
X × [0, 1] with domain and range given by d(x1, x2, ǫ) = (x2, ǫ) and
r(x1, x2, ǫ) = (x1, ǫ).
There are many symbol maps associated to Ψm
S−sl(X ;E,F ). There is the obvious
one associated to conormal distributions. With the natural identification of N∗∆sl
with πTX × [0, 1], which has a canonical volume form, we can write it as
(10.12) Ψm
S−sl(X ;E,F )
σm // S[m](N∗∆sl;φ∗ Hom(E,F ))
where φ is the composition of the natural maps N∗∆sl → ∆sl and ∆sl = X×[0, 1]→
X . This gives a short exact sequence
(10.13)
0 // Ψm−1
S−sl (X ;E,F ) // Ψ
m
S−sl(X ;E,F )
σm // S[m](N∗∆sl;φ∗ Hom(E,F )) // 0.
We say an operator P ∈ Ψm
S−sl(X ;E,F ) is elliptic if its principal symbol σm(P ) is
invertible.
Restriction to boundary hypersurfaces of X2π−sl leads to other types of symbols.
Restricting to the hypersurface ff0, we get the short exact sequence
(10.14)
0 // ǫΨm
S−sl(X ;E,F ) // Ψ
m
S−sl(X ;E,F )
σǫ=0 // Ψmff0(X ;E,F )
// 0.
On the other hand, restricting to the face ffπi−sl for i ∈ {1, . . . , k}, we get the short
exact sequence
(10.15)
0 // xiΨ
m
S−sl(X ;E,F ) // Ψ
m
S−sl(X ;E,F )
σffπi−sl // Ψmffπi−sl
(X ;E,F ) // 0.
Combining the symbol maps σffπi and σǫ=0, that is, restricting to the hypersurface
ffsl, we also get the short exact sequence
(10.16)
0 // ǫxΨm
S−sl(X ;E,F ) // Ψ
m
S−sl(X ;E,F )
σffsl // Ψmffsl(X ;E,F )
// 0.
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Finally, a symbol of particular importance is obtained by restricting at the face
X2π × {1}, giving the short exact sequence
(10.17)
0 // (1− ǫ)Ψm
S−sl(X ;E,F ) // Ψ
m
S−sl(X ;E,F )
σǫ=1 // Ψm
S
(X ;E,F ) // 0.
In fact, more generally, for ǫ ∈ (0, 1], we can restrict A ∈ Ψm
S−sl(X ;E,F ) to the
hypersurface X2π × {ǫ} to get an operator Aǫ ∈ Ψ
m
S
(X ;E,F ). This gives us a way
of composing semiclassical S-operators,
(A ◦B)ǫ := Aǫ ◦Bǫ.
Proposition 10.1. If E,F and G are smooth vector bundles on X, then
ΨmS−sl(X ;F,G) ◦Ψ
n
S−sl(X ;E,F ) ⊂ Ψ
m+n
S−sl (X ;E,G)
and the induced map is continuous with respect to the natural Fre´chet topology.
Furthermore, the various symbol maps induce composition laws in such a way that
they become algebra homomorphisms. A similar result holds for polyhomogeneous
semiclassical S-operators.
Proof. We can employ the same strategy as in the proof of Theorem 8.1 and proceed
by induction on the dimension of the manifold with fibred corners. Notice that the
second part of the proof of Theorem 8.1 (starting with Lemma 8.3) mostly involve
partitions of unity and has a direct generalization to semiclassical S-operators.
This means the proposition follows from Lemma 10.2 below, which is an analog of
Lemma 8.2 for semiclassical S-operators. 
Lemma 10.2. Suppose that the conclusion of Proposition 10.1 holds for the man-
ifold with fibred corners X. Then it also holds for the manifold with fibred corner
Rp ×X defined just before Lemma 8.2.
Proof. The proof is similar to the one of Lemma 8.2. To avoid repetition, we will
focus on the parts that require changes. First, without loss of generality, we can
assume E = F = G = C. Using the Fourier transform on Rp, we can describe the
action of operators A ∈ Ψm
S−sl(Rp ×X) and B ∈ Ψ
n
S−sl(Rp ×X) by
(10.18)
Aǫu(t) =
1
(2πǫ)p
∫
ei(t−t
′)· τ
ǫ a(t; τ)u(t′)dt′dτ,
Bǫu(t) =
1
(2πǫ)p
∫
ei(t−t
′)· τ
ǫ b(t; τ)u(t′)dt′dτ.
Here, a and b are operator-valued symbols,
(10.19) a ∈ C∞(Rp; Ψm
S−sl− sus(p)(X)), b ∈ C
∞(Rp; Ψn
S−sl− sus(p)(X)),
where Ψℓ
S−sl− sus(p)(X) is the space of R
p-suspended semiclassical S-operators of
order ℓ on X , and the variable τ ∈ Rp in (8.1) is seen as the suspension parameter.
Precisely, as for suspended S-operators, the space Ψℓ
S−sl− sus(p)(X) can be defined
as the subspace of Ψℓ
S−sl(Rp × X) consisting of operators that are unchanged by
translations in Rp. These operator-valued symbols are such that
(10.20)
a ∈ C∞(Rpt ; Ψ
m
S−sl− sus(p)(X)) =⇒ D
α
t D
β
τ a ∈ (1+t
2)−
|α|
2 C∞(Rpt ; Ψ
m−|β|
S−sl− sus(p)(X)),
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so that the techniques of [40] can be applied. More precisely, using the change of
variable ξ = τǫ , we deduce from (8.4), (8.5) and (8.6) that
(10.21) Aǫ ◦Bǫu(t) =
1
(2πǫ)p
∫
ei(t−t
′)· τ
ǫ c(t, τ)u(t′)dt′dτ,
where c(t, τ) is an operator-valued symbol which for N ∈ N can be written in the
form
(10.22) c(t, τ) =
∑
|α|<N
ǫ|α|
α!
∂ατ a(t, τ)D
α
t b(t, τ) +RN (t, τ)
with remainder term RN (t, τ) given by
(10.23)∑
|α|=N
Nǫ|α|
α!
∫ 1
0
(1− λ)N−1
(
1
(2π)p
∫
e−iz·ζ∂ατ a(t, τ + ǫλζ)D
α
t b(t+ z, τ)dzdζ
)
dλ.
Proceeding as in the proof of Lemma 8.2, we can then show that for N even,
RN ∈ ǫ
NS
m+n−N2
−N (R
p
t × R
p
τ ; Ψ
m+n−N2
S−sl (X))
where Skℓ (R
p
t × R
p
τ ; Ψ
m+n
S−sl (X)) is the space of operator-valued symbols q such that
for any Fre´chet semi-norm ‖ · ‖ of Ψm+n
S−sl (X),
sup
t,τ
(
(1 + |τ |2)
|β|−k
2 (1 + |t|2)
|α|−ℓ
2 ‖Dαt D
β
τ q‖
)
<∞ ∀ α, β ∈ Np0.
Therefore, taking an asymptotic sum as before we can show that
(10.24) c ∈ C∞(Rpt ; Ψ
m+n
S−sl− sus(p)(X)) with c ∼
∑
α
ǫ|α|
α!
∂ατ a(t, τ)D
α
t b(t, τ),
where the notation ∼ means that for all N ∈ N,
c(t, τ)−
∑
α<N
ǫ|α|
α!
∂ατ a(t, τ)D
α
t b(t, τ) ∈ ǫ
N (1 + |t|2)−
N
2 C∞(Rpt ; Ψ
m+n−N
S−sl− sus(p)(X)).
In particular, this shows A◦B ∈ Ψm+n
S−sl (Rp×X). To show that the various symbols
are compatible with composition, we can proceed as in the proof of Lemma 8.2. 
Definition 10.3. An operator P ∈ Ψm
S−sl(X ;E,F ) is said to be elliptic if σm(P )
is invertible. It is said to be fully elliptic if it is elliptic and σǫ=1(P ) is a fully
elliptic S-operator.
A natural sub-groupoid of G
(1)
π−sl is obtained by considering the interior of ffsl (as
a subset of ∂X2π−sl),
(10.25) T FCX =
◦
ffsl = ffsl \∂ ffsl, where ∂ffsl := ffsl ∩(∂X2π−sl) \ ffsl.
The groupoid T FCX also contains ff0 \(ff0 ∩Tǫ=0) as a subgroupoid. It inherits
from the Lie structure of Gπ−sl the structure of a continuous family groupoid ([41]).
There is also an induced continuous Haar system once a Haar system is fixed on
Gπ−sl.
As for Gπ−sl, the groupoid T FCX can be written as a disjoint union of topologi-
cally amenable groupoids,
(10.26) T FCX = πTX ⊔ki=1 (Hi ×
πi
πTSi ×
πi
Hi)|Gi × (0, 1)ǫ × R,
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where Gi = Hi \ (∪j>iHj). Thus, we conclude from Lemma 4.5 that T FCX is
measurewise amenable with C∗(T FCX) nuclear and equal to C∗r (T
FCX).
As we will now describe, the K-theory of T FCX corresponds to the stable ho-
motopy classes of fully elliptic polyhomogeneous S-operators. For this purpose, we
will restrict our attention to fully elliptic polyhomogeneous S-operators of order
zero. This is not a serious restriction. if P ∈ Ψm
S−ph(X ;E,F ) is fully elliptic, we
can replace it by the fully elliptic operator P (∆E+1)
−m2 ∈ Ψ0
S−ph(X ;E,F ), where
∆E ∈ Ψ2S−ph(X ;E) is some (positive) Laplacian associated to a choice of S-metric
on X and a choice of Hermitian metric on E.
Definition 10.4. Two fully elliptic operators P0 ∈ Ψ0S−ph(X ;E0, E1) and P1 ∈
Ψ0
S−ph(X ;E1, F1) are homotopic if they can be connected by a continuous family
of fully elliptic polyhomogeneous S-operators
Pt ∈ Ψ
0
S−ph(X ;Et, Ft), t ∈ [0, 1].
We say instead that P0 and P1 are stably homotopic if they become homotopic
after the addition to each of them of the identity operator IdH acting on the sections
of some complex vector bundle H → X .
Stable homotopies induce an equivalence relation and we denote by FES(X)
the set of fully elliptic operators modulo stable homotopies. This set is in fact an
abelian group with addition given by direct sum and inverse given by the parametrix
construction of Proposition 9.1. It can be identified with the K-theory of a mapping
cone. To see this, let us use the notation of the proof of Theorem 9.11 and denote
by A = P
0
S−ph(X) the closure of Ψ
0
S−ph(X) in L(H,H), where H = L
2
gπ (X). The
algebra A contains the subalgebra K ⊂ L(H,H) of compact operators so that we
can consider the quotient map
(10.27) q : A → A/K.
The algebra A0 = C(X) of continuous functions on X is another subalgebra of A.
Denote also by q : A0 → A/K the restriction of the quotient map to A0. Let
(10.28) Cq = {(a0, a) ∈ A0 ⊕ C([0, 1);A/K); q(a0) = a(0)}
be the mapping cone of the map q : A0 → A/K. Consider also the mapping cylinder
(10.29) C+q = {(a0, a) ∈ A0 ⊕ C([0, 1];A/K); q(a0) = a(0)}.
By Theorem 9.11, a fully elliptic operator P ∈ Ψ0
S−ph(X ;E,F ), defines a K-class
in
K0(C
+
q ,Cq)
∼= K0(Cq).
This K-class only depends on the stable homotopy class of P so that there is a
well-defined group homomorphism
(10.30) σCq : FES(X)→ K0(Cq).
Proposition 10.5. The map σCq is a group isomorphism.
Proof. This can be seen as a particular case of a result of Savin [46, Theorem 4].
Alternatively, since Theorem 9.11 identifies FES(X) with the relativeK-groupK(q)
associated to the homomorphism q : A0 → A/K (see for instance [4] or [16] for a
definition of K(q)), we can follow instead the approach in [16, Theorem 3.29]. This
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consists in noticing that the map σCq naturally fits into a commutative diagram of
exact sequences,
(10.31) K1(A0) //
s

K1(A/K) //
s

FES(X)
σCq

// K0(A0) //
Id

K0(A/K)
Id

K0(SA0) // K0(S(A/A)) // K0(Cq) // K0(A0) // K0(A \ K),
where the bottom row is the Puppe sequence associated to q : A0 → A/K and
s denotes the suspension isomorphism. The result then follows by applying the
five-lemma to this diagram.

The group FES(X) can also be related with the K-theory of the groupoid
T FCX . Indeed, given a fully elliptic S-operator P ∈ Ψ0
S−ph(X ;E,F ), let P ∈
Ψ0
S−sl− ph(X ;E,F ) be a corresponding fully elliptic semiclassical S-operator such
that σǫ=1(P) = P . The full ellipticity insures that σffsl(P) ∈ Ψ
0
ffsl− ph(X ;E,F )
defines a K-class in
K0(P
0
ffsl− ph(X), C
∗(T FCX)) ∼= K0(C∗(T FCX)),
where C∗(T FCX) = C∗r (T
FCX) is the reduced C∗-algebra of the groupoid T FCX and
P
0
ffsl− ph(X) is the C
∗-algebra obtained by taking the closure Ψ0ffsl− ph(X) with
respect to the reduced norm of the groupoid T FCX , see for instance [19, p.641].
This K-class only depends on the stable homotopy class of P , so that there is
in fact a well-defined group homomorphism
(10.32) σnc : FES(X)→ K0(C
∗(T FCX)).
Theorem 10.6. The map σnc in (10.32) is an isomorphism of abelian groups.
Proof. By Proposition 10.5, it suffices to construct a natural identification between
K0(C∗(T FCX)) and K0(Cq) inducing a commutative diagram
(10.33) K0(C∗(T FCX))
∼=

FES(X)
σnc
77♦♦♦♦♦♦♦♦♦♦♦
σCq
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
K0(Cq).
To construct this natural identification, consider the algebra
(10.34) (σ0 ⊕ σffsl)(Ψ
0
S−sl− ph(X)) ⊂ C
∞(S(N∗∆sl))⊕Ψ0ffsl− ph(X)
and let B be its C∗-closure in C(S(N∗∆sl))⊕P
0
ffsl− ph(X). The symbol σǫ=1 restricts
to give a map
(10.35) σǫ=1 : B → C
0(S(πT ∗X))⊕
(
k⊕
i=1
P
0
ffπi − ph(Hi)
)
,
where H1, . . . , Hk is an exhaustive list of the boundary hypersurfaces of X and
P
0
ffπi − ph(Hi) is the C
∗-closure of Ψ0ffπi − ph(Hi) with respect to the reduced norm
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(see [19, p.641]) for the groupoid ffπi ∩
◦
ffπ . There is a natural inclusion ι : C(X) →֒
B. Let B0 be the kernel of the map (10.35) and consider the subalgebra
Bˆ0 = {b ∈ B0 | σff0(b) ∈ C(X)}.
Clearly, there is a natural identification K0(Bˆ0) ∼= K0(Cι), where Cι is the map-
ping cone of the natural inclusion ι : C(X) → σǫ=1(B). On the other hand, the
commutative diagram of short exact sequences
(10.36) 0 // S(σǫ=1(B)) //
Id

Bˆ0 // _

C(X) //
 _

0
0 // S(σǫ=1(B)) // B0 // P
0
ff0 − ph(X) // 0
induces a corresponding commutative diagram of six-term exact sequences in K-
theory. Since the inclusion C(X) ⊂ P
0
ff0 − ph(X) induces isomorphisms in K-theory,
we conclude by the five-lemma that the inclusion Bˆ0 ⊂ B0 also induces isomorphisms
in K-theory. This means there are natural identifications
(10.37)
K0(B0) ∼= K0(Bˆ0)
∼= K0(Cι)
∼= K0(Cq),
where we have used Theorem 9.11 in the last step. On the other hand, the principal
symbol induces a short exact sequence
(10.38) 0 // C∗(T FCX) // B0
σ0 // C(S(πT ∗X)× [0, 1)) // 0.
Since the quotient is contractible, this induces a natural identification
K0(C
∗(T FCX)) ∼= K0(B0),
so that we obtain the desired identification by combining this with (10.37). Thanks
to the naturality of our construction, one can readily check it induces a commutative
diagram as in (10.33).

11. Poincare´ duality
This last section will involve some Kasparov bivariant K-theory. The unfamiliar
reader may for instance have a look at [51, 5, 11]. We are using the notations of [5]
and [11].
Let P ∈ Ψ0
S−ph(X ;E,F ) be a fully elliptic operator and let Q be a parametrix
for P as constructed in Proposition 9.1. Set H = L2gπ(X,E) ⊕ L
2
gπ (X,F ) and
P =
(
0 Q
P 0
)
. By Theorem 9.11, the operator P is bounded and Fredholm on
H. Let C∞π (X) ⊂ C
∞(X) be the subalgebra of smooth functions on X which are
constants along the fibres of the fibration πi for each boundary hypersurface Hi of
X . Clearly, we have a dense inclusion C∞π (X) ⊂ C(
SX). Denote by m : C(SX) →
L(H) the representation given by multiplication.
For f ∈ C∞π (X), m(f) is naturally a S-operator of order 0. The commutator
[m(f),P] is a S-operator of order −1 such that σ∂i([m(f),P]) = 0 for all i. Hence,
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by Theorem 9.7, the commutator [m(f),P] is a compact operator. By the density
of C∞π (X) in C(
SX), we conclude more generally that [m(f),P] ∈ K(H) for all
f ∈ C(SX). Since P2− Id ∈ K(H), this means (H,m,P) is a Kasparov (C(SX),C)-
module. We denote by
(11.1) [P ] = [(H,m,P)] ∈ KK(C(SX),C) = K0(
SX).
the corresponding Kasparov (C(SX),C)-cycle.
It is straightforward to check that this Kasparov cycle only depends on the stable
homotopy class of P . This means this procedure defines a homomorphism of abelian
groups
(11.2) quan : FES(X)→ K0(
SX).
Using the identification of Theorem 10.6, this can be seen as defining a homomor-
phism of abelian groups
(11.3) PD := quan ◦σ−1nc : K0(C
∗(T FCX))→ K0(SX).
This map establishes a Poincare´ duality between T FCX and SX . This can be de-
scribed in a systematic way using Kasparov bivariant K-theory.
We first recall that two separable C∗-algebras A and B are Poincare´ dual in
K-theory if there exist α ∈ KK(A⊗B,C) and β ∈ KK(C, A⊗B) (minimal tensor
products are understood) such that β ⊗
A
α = 1B and β ⊗
B
α = 1A. Once such an
α is given, the element β completing the Poincare´ duality is unique. The element
α (resp. β) is called the Dirac (resp. dual-Dirac) element of the Poincare´ duality.
For any C∗-algebras C,D, they provide isomorphisms
· ⊗
A
α : KK(C,A⊗D) −→ KK(B ⊗ C,D),
with inverses given by
β ⊗
B
· : KK(B ⊗ C,D) −→ KK(C,A⊗D).
We are interested in the special case where A = C∗(T FCX) and B = C(SX). To
construct a Dirac element, consider the groupoid G′π−sl = Gπ−sl \ ffπ ×{ǫ = 1}. It
enters in the short exact sequence
(11.4) 0 −→ C∗(
◦
X ×
◦
X × (0, 1]) −→ C∗(G′π−sl)
evFC−→ C∗(T FCX) −→ 0,
where evFC is the obvious evaluation map induced by the inclusion T
FCX ⊂ G′π−sl.
The ideal is contractible so by classical arguments [evFC] is invertible in KK-theory
and we set
(11.5) ∂FCX = [evFC]
−1 ⊗ [evǫ=1]⊗ [
◦
µ]−1 ∈ KK(C∗(T FCX),C).
Here, evǫ=1 : C∗(G′π−sl) → C
∗(
◦
X ×
◦
X) is the obvious evaluation map at ǫ = 1
and the homomorphism
◦
µ is defined by λ 7→ λq where q is a rank one self-adjoint
projection and [
◦
µ]−1 is thus the Morita equivalence C∗(
◦
X ×
◦
X) ∼ C.
The natural inclusion C∞π (X) ⊂ Ψ
0
S−sl− ph(X) extends to an inclusion ι : C(
SX) →֒
P
0
S−sl− ph(X), where P
0
S−sl− ph(X) is the C
∗-closure of Ψ0
S−sl− ph(X) with respect
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to the reduced norm for the groupoid Gπ−sl. This can be used to define a ‘zero
sections’ homomorphism
(11.6)
ΨFCπ−sl : C(
SX)⊗ C∗(Gπ−sl) −→ C∗(Gπ−sl)
g ⊗ a 7−→ ι(g)a.
By restriction to T FCX , we also get a map
(11.7) ΨFCX : C(
SX)⊗ C∗(T FCX) −→ C∗(T FCX).
Consider then the following Kasparov cycle,
(11.8) DFCX = [Ψ
FC
X ]⊗ ∂
FC
X ∈ KK(C(
SX)⊗ C∗(T FCX),C).
Theorem 11.1. The Kasparov cycle DFCX is the Dirac element of a Poincare´ duality
between C∗(T FCX) and C(SX).
Proof. The groupoid T FCX is slightly different, but nevertheless intimately related
to the noncommutative tangent space of [10] (see Corollary 11.3 below). At the cost
of clarifying this relationship, it is therefore possible to transfer the Poincare´ duality
result of [10] to our context. To have instead a more self-contained approach, we
will adapt the proof of [10] to our context. Really, this should be thought as a
hybrid of the groupoid approach of [10] and the operator theoretic approach of [36]
(see also [33]).
Let H1, . . . , Hk be an exhaustive list of the boundary hypersurfaces of X such
that
i < j, Hi ∩Hj 6= 0 =⇒ Hi < Hj .
Set X0 = X and consider the non-compact manifolds with fibred corners
(11.9) Xj := X \
(
j⋃
i=1
Hi
)
, for j ∈ {1, . . . , k}.
Let
C(SXj) = {f ∈ C(
SX); f |q(Hi) = 0 for i ≤ j}
be the corresponding space of continuous functions on the associated stratified
pseudomanifold, where q : X → SX is the natural quotient map. Finally, set
T FC0 X = T
FCX and consider the subgroupoid
T FCXj := T
FCX \
◦(
j⋃
i=1
ffπi−sl
)
,
where the interior is taken as a subset of ∂X2π−sl. Clearly, the morphism Ψ
FC
X
restricts to give a morphism
ΨFCXj : C(
SXj)⊗ C
∗(T FCXj)→ C∗(T FCX),
allowing us to define the following Kasparov cycle,
DFCXj = [Ψ
FC
Xj ]⊗ ∂
FC
X ∈ KK(C(
SXj)⊗ C
∗(T FCXj),C).
Now, for j ∈ {1, . . . , k}, we have two natural short exact sequences of C∗-algebras,
0 // C(SXj) // C(SXj−1)
α // C(Sj \ ∂Sj) // 0,(11.10)
0 // C∗(Hj) // C∗(T FCXj−1)
β
// C∗(T FCXj) // 0,(11.11)
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where Hj ⊂ ffπj−sl is the subgroupoid given by
Hj = T
FCXj−1 \ T FCXj .
It is naturally Morita equivalent to the groupoid πTSi. For this latter groupoid,
we have a natural Kasparov cycle given by
DMCSj = [Ψ
MC
Sj ]⊗ ∂
FC
Sj ∈ KK(C(Sj \ ∂Sj)⊗ C
∗(πTSj),C),
where
ΨMCSj : C(Sj \ ∂Sj)⊗ C
∗(πTSj)→ C∗(T FCSj)
is the morphism obtained by restriction of ΨFCSj . Using the Morita equivalence
betweenHj and
πTSj, this gives a corresponding Kasparov cycleD
MC
Hj ∈ KK(C(Sj\
∂Sj)⊗ C
∗(Hj),C). This cycle can be defined alternatively by DMCHj = [Ψ
MC
Hj ]⊗ ∂
FC
X ,
where
ΨMCHj : C(Sj \ ∂Sj)⊗ C
∗(Hj)→ C∗(T FCX)
is the morphism obtained by restriction of ΨFCX .
Now, the cycleDFCj−1, D
FC
j and D
MC
Hj can be used to obtain a diagram intertwining
the six-term exact sequences in KK-theory associated to the short exact sequences
(11.10) and (11.11),
(11.12)
...

...

KKq(A,B ⊗ C(SXj))
⊗
C(SXj)
DFCXj
//

KKq(A⊗ C∗(T FCXj), B)

KKq(A,B ⊗ C(SXj−1))

⊗
C(SXj−1)
DFCXj−1
// KKq(A⊗ C∗(T FCXj−1), B)

KKq(A,B ⊗ C(Sj \ ∂Sj))
∂α

⊗
C(Sj\∂Sj)
DMCHj
// KKq(A⊗ C∗(Hj), B)
∂β

...
...,
where A and B are C∗-algebras.
The result then follows from the following two claims.
Claim 1. The diagram (11.12) is commutative up to sign.
Claim 2. The Kasparov cycles DFCXk = D
MC
X and D
MC
Sj
for j ∈ {1, . . . , k} are Dirac
elements.
Indeed, using the Morita equivalence between πTSj and Hj , we see that DMCHj
is also a Dirac element. Thus, starting with j = k and applying the five-lemma to
(11.12), we find that the map
KKq(A,B ⊗ C(SXk−1))
⊗
C(SXk−1)
DFCXk−1
// KKq(A⊗ C∗(T FCXk−1), B)
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is an isomorphism. By [10, Lemma 2], this implies DFCXk−1 is a Dirac element.
Repeating this argument for j = k − 1, k − 2, . . . , 1, we find more generally that
DFCXj is a Dirac element for all j ∈ {0, 1, . . . , k}. In particular, D
FC
X = D
FC
X0
is a
Dirac element.
Thus, it remains to prove the two claims, which we do below. 
Proof of Claim 1. The proof of the commutativity of the squares not involving
boundary homomorphisms is straightforward and left to the reader. To obtain the
commutativity of the remaining squares, we need to show that
(11.13) ∂α ⊗
C(SXj)
DFCXj = ∂β ⊗C∗(Hj)
DMCHj ,
where ∂α ∈ KK1(C(Sj \ ∂Sj), C(SXj)) and ∂β ∈ KK1(C∗(T FCXj), C∗(Hj)) are
the boundary homomorphisms associated to the short exact sequences (11.10) and
(11.11). From the definition of DFCj and D
MC
Hj , this means we need to show that
(11.14) ∂α ⊗
C(SXj)
[ΨFCXj ] = ∂β ⊗C∗(Hj)
[ΨMCHj ]
in KK1(C(Sj \∂Sj)⊗C∗(T FCXj), C∗(T FCX)). To see this, consider the subgroupoid
Lj := T
FCXj ∩ ff0 ∩ffπj−sl ⊂
πTX |Hj . Thus, there is a natural restriction homo-
morphism C∗(T FCXj)→ C∗(Lj). There is also an obvious multiplication homomor-
phism
C(Sj \ ∂Sj)⊗ C(Lj)→ C(
πTX | ◦
Hj
).
Let also NHj be a tubular neighborhood of Hj coming from an iterated fibred tube
system and set W =
◦
NHj . The tube system of Hj induces an identification
(11.15) C(R)⊗ C∗(πTX | ◦
Hj
)→ C∗(TW ).
On the other hand, the short exact sequence
0 // C∗(
◦
ffπj−sl) // C
∗(
◦
ffπj−sl ∪
πTX | ◦
Hj
) // C∗(πTX | ◦
Hj
) // 0,
induces a boundary homomorphism in KK1(C∗(πTX | ◦
Hj
), C∗(
◦
ffπj−sl)). By com-
posing with the inclusion C∗(
◦
ffπi−sl) ⊂ C
∗(Hj), this induces a morphism ∂ ∈
KK0(C(R) ⊗ C∗(πTX | ◦
Hj
), C∗(Hj)). Using the identification (11.15), this gives a
corresponding element in ∂′ ∈ KK0(C∗(TW ), C∗(Hj)) inducing a commutative di-
agram of Kasparov cycles
C(R)⊗ C(πTX | ◦
Hj
) //
∂
''PP
PP
PP
PP
PP
C∗(TW )
∂′

C∗(Hj).
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The result then follows by noticing this fits into a bigger diagram commutative up
to sign involving the Kasparov cycles of (11.14),
(11.16)
C(R)⊗ C(Sj \ ∂Sj)⊗ C(T FCXj)

∂α ⊗
C(SXj )
[ΨFCXj
]
,,
∂β ⊗
C∗(Hj)
[ΨMCHj
]
rr
C(R)⊗ C∗(πTX | ◦
Hj
)
uu❦❦❦
❦❦
❦❦❦
❦❦❦
❦❦ ∂
))❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
C∗(TW ) ∂
′
//
))❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
C∗(Hj)
uu❥❥❥
❥❥❥
❥❥
❥❥
❥❥❥
❥❥
C∗(T FCX).

For Claim 2, this is the Poincare´ duality for manifolds with corners obtained in
[32]. The result of [32] is not formulated in terms of Dirac elements, but this can be
remedied easily by using the semiclassical b-double space (or the semiclassical cusp
double space). For the convenience of the reader, we will provide a brief outline.
First, the semiclassical b-double space is defined by
X2b−sl = [X
2
b × [0, 1]ǫ; ∆b × {0}],
where ∆b ⊂ X2b is the lifted diagonal. Denote the new face obtained by this blow-
up by ff0,b. Notice that the b-tangent bundle is naturally included in ff0,b. If ffb−sl
is the union of all the boundary hypersurfaces intersecting the lift of ∆b × [0, 1] in
X2b−sl, we get a corresponding groupoid
T bX :=
◦
ffb−sl \ (
◦
ffb−sl ∩X2b × {1}).
Using evaluation maps as in the fibred corners case, one can define a natural
Kasparov cycle ∂bX ∈ KK(C
∗(T bX),C). There is also a ‘zero sections’ mor-
phism ΨbX : C(X)⊗ C
∗(T bX)→ C∗(T bX), and so a corresponding Kasparov cycle
DbX = [Ψ
b
X ]⊗ ∂
b
X in KK(C(X)⊗ C
∗(T bX),C).
Let H1, . . . , Hk be an exhaustive list of boundary hypersurfaces of X and set
Xj = X \
j⋃
i=1
Hi, X
′
j = X \
k⋃
i=j+1
Hi,
with the convention that X0 = X = X
′
k. Then, by restriction of D
b
X , we obtain
corresponding cycles
DbXj ∈ KK(C(Xj)⊗ C
∗(bTX ′j),C), where
bTX ′j =
bTX
∣∣
X′j
.
Since DMCX = D
b
Xk
, Claim 2 is a consequence of the following proposition.
Proposition 11.2. If X is a compact manifold with corners and H1, . . . , Hk is
an exhaustive list of its boundary hypersurfaces, then the Kasparov cycle DbXj is a
Dirac element for all j ∈ {0, 1, . . . , k}.
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Proof. From [17], we know thatDbX0 is a Dirac element. This suggests to proceed by
induction on the depth of X . Thus, assume the proposition is true for all manifolds
with corners of depth less than the one of X . If NHj = Hj × [0, 1] is a collar
neighborhood of Hj in X , then, after making obvious identifications, the inclusion
NHj ⊂ X induces two natural short exact sequences of C
∗-algebras,
0 // C(Xj) // C(Xj−1) // C(Hˆj × [0, 1]) // 0,(11.17)
0 // C∗(bT Hˇj × T (0, 1)) // C∗(bTX ′j−1) // C
∗(bTX ′j) // 0,(11.18)
where
Hˆj = Hj \
(
j−1⋃
i=1
(Hi ∩Hj)
)
, Hˇj = Hj \
 k⋃
i=j+1
(Hi ∩Hj)
 .
By our inductive assumption, the cycle Db
Hˆj
∈ KK(C(Hˆj) ⊗ C∗(bT Hˇj),C) is a
Dirac element. On the other hand, Db[0,1] ∈ KK(C([0, 1]) ⊗ C
∗(T (0, 1)),C) is a
Dirac element by the result of [17]. This means the corresponding cycle
Db
Hˆj×[0,1] = D
b
Hˆj
⊗Db[0,1] ∈ KK(C(Hˆj × [0, 1])⊗ C
∗(bT Hˇj × T (0, 1)),C)
is a Dirac element. Now, this Dirac element combines with DbXj and D
b
Xj−1
to give
a diagram intertwining the six-term exact sequences in KK-theory associated to
(11.17) and (11.18),
(11.19)
...

...

KKq(A,B ⊗ C(Xj))
⊗
C(Xj)
DbXj
//

KKq(A⊗ C
∗(bTX ′j), B)

KKq(A,B ⊗ C(Xj−1))

⊗
C(Xj−1)
DbXj−1
// KKq(A⊗ C(bTX ′j−1), B)

KKq(A,B ⊗ C(Hˆj × [0, 1]))

⊗
C(Hˆj×[0,1])
Db
Hˆj×[0,1]
// KKq(A⊗ C∗(bT Hˇj × T (0, 1)), B)

...
...,
where A and B are C∗-algebras. Using a similar method as for (11.12), it can be
shown that this diagram is commutative up to sign. Thus, starting with j = 0
and applying the five-lemma recursively to (11.19) as well as [10, Lemma 2], we
conclude that DbXj is a Dirac element for all j ∈ {0, 1, . . . , k}.

Since the noncommutative tangent space T SX of [10] is also Poincare´ dual to
the stratified pseudomanifold SX , Theorem 11.1 has the following consequence.
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Corollary 11.3. The C∗-algebras C∗(T SX) and C∗(T FCX) are KK-equivalent.
Proof. Let DSX ∈ KK(C
∗(T SX) ⊗ C(SX),C) be the Dirac element of [10] that
provides the Poincare´ duality between C∗(T SX) and C(SX). Denote by
(DFCX )
−1 ∈ KK(C, C∗(T FCX)⊗ C(SX)), (DSX)
−1 ∈ KK(C, C∗(T SX)⊗ C(SX)),
the dual-Dirac elements of DFCX and D
S
X respectively. Then the element
α = (DSX)
−1 ⊗C(SX) D
FC
X ∈ KK(C
∗(T FCX), C∗(T SX))
is a KK-equivalence between C∗(T FCX) and C∗(T SX) with inverse
α−1 = (DFCX )
−1 ⊗C(SX) D
S
X ∈ KK(C
∗(T SX), C∗(T FCX)).

The map PD in (11.3) can be described in terms of the Dirac element DFCX .
Theorem 11.4. If P ∈ Ψ0
S−ph(X ;E,F ) is a fully elliptic operator, then
(11.20) σnc(P ) ⊗
C∗(T FCX)
DFCX = [P ].
In particular, the map PD in (11.3) is an isomorphism of abelian groups.
Proof. Let P ∈ Ψ0
S−ph(Y ;E,F ) be a fully elliptic operator and letQ be a parametrix
for P as constructed in Proposition 9.1. Let P ∈ Ψ0
S−sl− ph(X ;E,F ) and Q ∈
Ψ0
S−sl− ph(X ;F,E) be fully elliptic semiclassical S-operators such that σǫ=1(P) = P
and σǫ=1(Q) = Q. Without loss of generality, we can choose Q such that
(11.21) PQ− 1 ∈ Ψ−∞
S−sl(X ;F ), QP − 1 ∈ Ψ
−∞
S−sl(X ;E).
By construction, a := P|T FCX is a pseudodifferential operator on the groupoid T
FCX
of order 0, so it gives a (bounded) morphism between the C∗(T FCX)-Hilbert modules
C∗(T FCX,E) and C∗(T FCX,F ). Reverting E and F , the same is true for b := Q|T FCX
so we get a bounded morphism
a =
(
0 b
a 0
)
∈ L(C∗(T FCX,E ⊕ F )).
Since σǫ=1(P) = P and σǫ=1(Q) = Q, we have that a|ǫ=1 is invertible with inverse
b|ǫ=1 so that a2 − Id ∈ K(C∗(T FCX,E ⊕ F )). This means
(11.22)
(
C∗(T FCX,E ⊕ F ), a
)
is a Kasparov (C, C∗(T FCX))-cycle. Its class inK0(C∗(T FCX)) is the element σnc(P )
defined in (10.32).
Similarly, we get a K-theory class associated with P . As before,
T :=
(
0 Q
P 0
)
∈ L(C∗(G′π−sl, E ⊕ F ))
and T 2 − 1 ∈ K(C∗(G′π−sl, E ⊕ F )), so that
[T ] =
(
C∗(G′π−sl, E ⊕ F ), T
)
∈ K0(C
∗(G′π−sl)).
The cycle [T ] is such that
(11.23) [T ]⊗ [evFC] = (evFC)∗[T ] = σnc(P ).
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In order to achieve the computation proving (11.20), we observe that the homo-
morphism (11.6) naturally induces a map
(11.24) ΨFCπ−sl′ : C(
SX)⊗ C∗(G′π−sl) −→ C
∗(G′π−sl)
leading to the equality of homomorphisms
(11.25) evFC ◦Ψ
FC
π−sl′ = Ψ
FC
X ◦ (IdC(SX)⊗ evFC).
Now, using the basic properties of the Kasparov product, we have,
σnc(P ) ⊗
C∗(T FCX)
DFCX = ([T ]⊗ [evFC]) ⊗C∗(T FCX)
DFCX , by (11.23),
= τC(SX)([T ]⊗ [evFC])⊗D
FC
X
= τC(SX)([T ])⊗ [IdC(SX)⊗ evFC]⊗D
FC
X
= τC(SX)([T ])⊗ [Ψ
FC
π−sl′ ]⊗ [evǫ=1]⊗ [
◦
µ]−1, by (11.8), (11.25).
The next step requires some details. We have
τC(SX)(T ) =
(
C(SX)⊗ C∗(G′π−sl, E ⊕ F ), l, Id⊗
(
0 Q
P 0
))
where C(SX) ⊗ C∗(G′π−sl, E ⊕ F ) has the obvious right C(
SX) ⊗ C∗(G′π−sl)-module
structure and the representation l is defined by: l(f)(g ⊗ ξ) = (fg) ⊗ ξ. We then
have,
τC(SX)(T )⊗Ψ
FC
π−sl′ =(
[C(SX)⊗ C∗(G′π−sl, E ⊕ F )] ⊗
ΨFC
π−sl′
C∗(G′π−sl), l ⊗ Id, (Id⊗
(
0 Q
P 0
)
)⊗ Id
)
.
(11.26)
By construction, C∗(G′π−sl, E⊕F ) is a finitely generated projective Hilbert C
∗(G′π−sl)-
module, so we can choose a self-adjoint idempotent e ∈ Mr(C∗(G′π−sl)) such that
C∗(G′π−sl, E ⊕ F ) = eC
∗(G′π−sl)
r. This choice provides a Hilbert C∗(G′π−sl)-module
isomorphism
[C(SX)⊗ C∗(G′π−sl, E ⊕ F )] ⊗
ΨFC
Y−sl′
C∗(G′π−sl) ≃ C
∗(G′π−sl, E ⊕ F )
under which the representation l⊗ Id corresponds to ν : C(SX)→ L(C∗(G′π−sl, E ⊕
F )) defined by
ν(f)(e(b1, . . . , br)) := e(Ψ
FC
π−sl′(f, b1), . . . ,Ψ
FC
π−sl′(f, br)),
and the operator (Id⊗
(
0 Q
P 0
)
) ⊗ Id simply corresponds to
(
0 Q
P 0
)
. In other
words, we have the equality
(11.27) τC(SX)([T ])⊗ [Ψ
FC
Y−sl′ ] =
[(
C∗(G′π−sl, E ⊕ F ), ν,
(
0 Q
P 0
))]
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in KK(C(SX), C∗(G′π−sl)). It follows that,
(11.28)
σnc(P ) ⊗
C∗(T FCX)
DFCX
=
[(
C∗(G′π−sl, E ⊕ F ), ν,
(
0 Q
P 0
))]
⊗ [evǫ=1]⊗ [
◦
µ]−1
=
[(
C∗(
◦
X ×
◦
X,E ⊕ F ), νǫ=1,
(
0 Q
P 0
))]
⊗ [
◦
µ]−1
=
[(
L2π(X,E ⊕ F ),m,
(
0 Q
P 0
))]
= [P ].

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