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DILATATIONS
DES COMMUTANTS ^OPÉRATEURS
POUR DES ESPACES DE KREIN
DE FONCTIONS ANALYTIQUES
par Daniel ALPAY

1. Introduction.
Le théorème de dilatation des commutants d'opérateurs ([26], [27],
[28] ; voir aussi [23]) décrit certaines extensions d'une contraction donnée
entre deux espaces de Hilbert. Plus précisément, soient J^ et Jf deux
espaces de Hilbert et soit A une contraction de J'f dans J^\ Soient
de plus T et T ' deux contractions dans Jêf(Jf) et ^ ( ^ ' ) telles que
(1.1)

T ' A = AT

et soient U et V les dilatations minimales isométriques de T et T '
(dans les espaces de Hilbert ^fi=>^f et Jf'i^Jf). Le théorème énonce
alors qu'il existe une contraction B de e^fi dans ^f\ telle que
(1.2)

U ' B = BU

(1.3)

P^^|^=^

et

(tous les opérateurs considérés sont linéaires et ^f(Jf) désigne l'espace
des opérateurs linéaires continus de J^ dans ^f ; P ^ ' dénote la projection
orthogonale sur Jf 7 et B ^ la restriction de B à l'espacer).
Mots-clés : Commutants d'opérateurs - Espaces de Krein de fonctions analytiques.
Classification A.M.S. : 47A20 - 47B50 - 46D05 - 46E20.
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La condition (1.3) s'écrit aussi
(1.4)

B^. = A*

et donc B * est une extension de A* (A* dénote l'adjoint de
l'opérateur A).
Le théorème a des applications à la théorie de l'interpolation des
fonctions analytiques ([22], [23]) et la description de toutes les solutions
contractives B satisfaisant (1.2) (1.3) est implicitement liée à l'algorithme
de Schur (par l'utilisation des «choice séquences» ([6], [18], [19]). Par
ailleurs, dans [3], une étude de l'algorithme de Schur ([24]) a été faite
en utilisant la théorie de de Branges des espaces hilbertiens de fonctions
analytiques à noyau reproduisant ([12], [13]).
Le but du présent travail est de clarifier les liens entre la théorie
de de Branges et le théorème de dilatation des commutants d'opérateurs
et, en particulier de démontrer une version de ce théorème pour certains
espaces de Krein de fonctions analytiques.
Avant de décrire le cadre dans lequel nous travaillerons, rappelons
que, dans le cas de l'espace de Hilbert, un opérateur est une contraction
si et seulement si son adjoint est une contraction ; d'autre part une
contraction est toujours continue. Dans le cas d'espaces de Krein la
situation est plus délicate : la continuité n'est pas une conséquence de
la contractivité et, pour des opérateurs continus, (au moins) trois
approches sont possibles. On peut considérer des opérateurs contractifs,
bicontractifs (c'est-à-dire contractifs et dont l'adjoint est contractif ; la
définition de l'adjoint est rappelée à la fin de l'introduction) ou bien
des opérateurs dont seulement l'adjoint est contractif. Plus généralement,
si A est un opérateur continu de l'espace de Krein Jf dans l'espace de
Krein Jf', on peut définir les formes hermitiennes [,]^ et [,]^ par
(1.5)

L/^L = L/^Lr - [Af,Ag]^

(1.6)

[f,g]^ = L/^Lr - [A ^A ^

et

(°ù LLr çst le produit scalaire indéfini dans Jf) et fixer le nombre de
carrés négatifs de la forme (1.5), de la forme (1.6) ou bien des deux
formes.
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L'école roumaine ([6]) étudie les théorèmes de dilatation des
commutants d'opérateurs pour des opérateurs A tels que la forme (1.5)
a un nombre fini de carrés négatifs, et M. Dritschel ([17]) étudie le cas
de bicontractions (c'est-à-dire lorsque les formes hermitiennes (1.5) et
(1.6) sont positives). Nous considérerons ici le cas d'opérateurs pour
lesquels la forme (1.6) a un nombre fini de carrés négatifs ; nous
noterons par v^ ce nombre. Les opérateurs agiront entre des espaces
de Krein de fonctions analytiques dans le disque unité à valeurs dans
un espace vectoriel (d'une manière générale l'espace C/,, n > 0, des
vecteurs colonnes à n entrées complexes) et invariants pour l'opérateur
de déplacement à gauche Ro défini par
(1.7)

WW^-^S.

Pour le problème de dilatation de commutants d'opérateurs considéré
ici, T = T ' = 7?* dans (1.1), et nous cherchons les extensions B * de
A* pour lesquelles la forme hermitienne [,]^ a encore VA carrés
négatifs.
Notre approche est différente des méthodes utilisées dans [6] et [17].
Nous supposerons que le graphe de l'opérateur^*, muni de la forme

hermitienne [JA*, est un espace de Pontryagin à noyau reproduisant
dont le noyau est de la forme
(1.8)

J

~ e(z)•/e*((D)
1 — Z(Ù*

où J est la matrice

fr °-J
(si les éléments de Jf\ (resp. Jf^) sont à valeurs dans C^ (resp. C^ ))
et où © est une fonction analytique dans le disque unité sur laquelle
nous ferons certaines hypothèses.
Cette condition sur le graphe de A * est suggérée par de précédentes
études ([l], [2]) liées à la théorie de de Branges ([12], [13]). Il est à noter
que les graphes d'opérateurs apparaissent déjà dans le travail de Bail
et Helton (voir [10]).
L'exposé est divisé en cinq sections : l'introduction contient, outre
la description de l'objet du travail, les principales notations et quelques
rappels sur les espaces de Krein. La seconde section est consacrée à
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divers rappels sur la théorie de de Branges et sur les espaces à noyau
reproduisant. Nous y avons aussi inclus une interprétation de l'algorithme
de Schur en termes de ces espaces. La troisième partie décrit l'approche
choisie au théorème de relèvement commutatif. La version présentée du
théorème est énoncée et démontrée dans la quatrième section. La
cinquième section contient quelques remarques sur les extensions possibles
du travail.
Rappelons maintenant quelques définitions sur les formes hermitiennes
et les espaces de Krein.
Soit Jf un espace vectoriel sur C, muni d'une forme hermitienne
[,Lr. Les vecteurs x et y de Jf sont orthogonaux si [x,y|^ = 0, et les
sous-espaces V et W de Jf sont orthogonaux si chaque vecteur de V
est orthogonal à chaque vecteur de W. L'orthogonalité sera désignée
par le signe J- (xl,y,VLW). Un sous-espace V de Jf est positif (resp.
négatif, resp. neutre) si [x,.x]^ ^ 0 (resp. [x,x]^ ^ 0, resp. [;x;,x]^ = 0)
pour tout x dans V.
L'espace Jf muni de la forme [,]^ est un espace de Krein si Jf
admet la décomposition JT = Jf+ + Jf- où JT+ et JT_ satisfont aux
conditions suivantes :
a) Jf+ 1 Jf- ;
b) Jf+ n Jf- = {0} ;

c) Jf+ muni de [,]^ et Jf- muni de — [,Lr sont des espaces de
Hilbert.
Tout élément x de jf possède alors une décomposition unique
x = x+ + x_ , x± e Jf± et la forme <x,x)^ = [x+,x+]^ — [x-,x_]^
est définie positive. L'espace Jf muni de < , >jr est un espace de Hilbert.
La topologie induite par la forme < , >^ sera la topologie considérée
pour l'espace de Krein. La décomposition JT = J^+ + Jf- n'est pas
en général unique, mais toutes les topologies associées sont équivalentes.
Un espace de Pontryagin sera un espace de Krein tel que dim Jf_ < oo
et dim Jf_ sera appelée l'ordre de l'espace.
La forme hermitienne [,]^ sera aussi appelée produit scalaire ou
produit scalaire indéfini. Nous noterons l'espace de Krein Jf muni du
produit scalaire [,]jf comme la paire (^,[,]jr).
Soit A un opérateur continu de l'espace de Krein (^i,[,Lr^) dans
l'espace de Krein (J^LL^)- L'opérateur^*, l'adjoint de A, est
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l'opérateur continu tel que
[Ax,y]^^ = [x,A^y]^^

Nous renvoyons le lecteur au livre de Bognar ([11]) pour une étude
détaillée des espaces de Krein et de leurs opérateurs.
Quelques mots sur la notation: Cp a déjà été introduit et Cpxg
désigne l'espace vectoriel des matrices à entrées complexes avec p lignes
et q colonnes. Ces espaces seront en général munis du produit scalaire
euclidien (A,B) = TrAff*. L'identité dans Cpxp sera notée Ip ou bien
I. De manière analogue nous définissons H^g,... pour les espaces de
Hardy H2 et /f°° ([20]). Le produit scalaire euclidien dans H^q sera
</^V

pxç

=

^ f271 Tr(g*(^W')) A.
271 Jo

0 désignera le disque ouvert unité et T le cercle unité. La fin d'une
démonstration sera marquée par le symbole
E.
2. Espaces à noyau reproduisant et algorithme de Schur.
Soit K(z,(ù) une fonction à valeurs dans Cnxn, définie pour z et co
dans un ensemble Q, donné. Cette fonction a v carrés négatifs si pour
tout entier?, tout choix d'éléments û)i, . . . , œ? dans 0 et Ci, . . . , C p
dans C^, la forme hermitienne
p
^ a,oc*c*^(©,, (ûj)Cj (a, e C, i'= 1, . . . , p)
ij-l

a au plus v carrés négatifs, et exactement v carrés négatifs pour un
certain choix de p, oui, . . . , œ?, Ci, . . . , C p . Si v = 0 la fonction K est
dite positive.
Par un résultat de Sorjonen, ([25]), qui généralise au cas v < oo le
cas v = 0 considéré par E.H. Moore ([5]), il existe alors un espace de
Pontryagin d'ordre v, ^, dont les éléments sont des fonctions à valeurs
dans Cn, avec les propriétés suivantes :
a) Pour tout œ dans Q. et c dans C^, la fonction K^c : z -> K(z,(ù}c
appartient à ^,
b) Pour tout élément / de ^, œ dans Q et c dans C^,
(2.1)

W^ = c*/(œ).
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L'espace ^ est uniquement déterminé par les conditions a) et b) et
est appelé espace à noyau reproduisant. La fonction K est le noyau
reproduisant de ^ et est unique.
Dans ce travail nous utiliserons des fonctions ^(z,œ) de la forme
(1.8) (1.9) où la fonction © satisfait les hypothèses suivantes:
Hl : © est dans H^^
Hl\ © est J-unitaire : pour presque tout te[Q,2n] (au sens de la
mesure de Lebesgue)
©(^./Q*^ = J

où Q(é?^ désigne la limite radiale limQ(p^), qui existe pour presque
tout t grâce à Hl (voir [20]).
Ces hypothèses sont assez restrictives. Néanmoins elles sont satisfaites
dans beaucoup de situations rencontrées en théorie de l'interpolation
(souvent, même, la fonction © sera de plus rationnelle ou entière).
Nous désignerons par le symbole ^ ^ l'ensemble des fonctions © qui
satisfont aux conditions Hl et Hl, la fonction (1.8) ayant v carrés
négatifs et par ^(©) l'espace de Pontryagin associé. Remarquons que

© est uniquement déterminée par ^(©), à une constante multiplicative
./-unitaire près à droite. Le cas v = 0 est intéressant ; en particulier,
une fonction est dans ^ °j si et seulement si elle est J-contractive :
©(z)J©*(z) ^ 7,

ze

(voir [2]).

Ces fonctions apparaissent comme fonctions caractéristiques en théorie
des opérateurs [15] et ont été étudiées par Potapov[21].
Les espaces ^(©) ont été introduits et étudiés par de Branges
([12], [13]) pour le cas v = 0 et lorsque les fonctions sont J-contractives
dans le demi plan supérieur plutôt que le disque. J. Rovnyak a considéré
le cas v = 0 dans le cas de fonctions J-contractives dans le disque unité
(voir l'article de J. Bail [9]). Le cas v > 0 a été considéré dans [3].
Définissons H} comme l'espace H\ muni du produit scalaire indéfini
[f,g]^
J

=

<f,Jg>H^
J

THÉORÈME 2.1. - Soit © un élément de ^ et soit ^(©) l'espace
de Pontryagin associé. L'espace ^(©) est inclus isométriquement dans
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H^j. Plus précisément,
(2.2)

H} = ^ ( © ) C © ^ }

où © désigne une somme directe et orthogonale.

Démonstration. — Puisque la fonction © est à entrées dans H " et
est J-unitaire sur le cercle unité, la multiplication par © est une isométrie
continue dans H^. Par le Théorème 3.8, p. 126 de [11], QH} admet
donc un complément orthogonal M dans H^j :
H}=M@@H2,.
Soit ^(z,œ) la fonction définie en (1.8). Il est aisé de voir que
K^c : z -> K(z,(ù)c appartient à M pour tout œ dans D et c dans C/,.
De plus, utilisant la formule de Cauchy et le fait que M est orthogonal
à QH^j, nous avons, pour/dans M (et avec pû>(z) = 1 — zœ*),

L/MM = [fM^

=1^1 [.Q(W^
;î
L

n~
L2
PœJ^y

J9
L

n
P"

L2
J^y

== c*/(œ).

L'espace M a donc ^(z,œ) comme noyau reproduisant. Par unicité
de l'espace de Pontryagin associé à ^(z,œ) nous obtenons M = ^(©).
D

Le cas où © est de plus rationnelle est important ; ces fonctions
ont été étudiées dans [3], [4] et [16].
Un exemple élémentaire de fonction rationnelle dans la classe J^
et qui jouera un rôle important par la suite est
©(z) = ^(p)]"^2

(2.3)

^°1

où p est un élément de C^xn^ de norme strictement inférieure à l'unité
et où H(p), l'extension de Halmos de p, est définie par

A^-pp*?
(2.4)

p(/^-p*pp'

H(p)=
V^-pp»? (/,,,-p*pP
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La fonction © est dans 9^, et l'espace ^(@) associé est un espace
de Hilbert de dimension n^ :

r^-j

Ln'

^(©)= . / : / ( z ) = ^ - ^ , c e C ^

(voir par exemple [3]).
En particulier, ^(©) est le graphe de la contraction K de
H^QBH^2

.
^_c_^p*c
Pœ

dans

^ 2 Q BH^ B(z) =

'

^v

z

~

(ù

}

l - z©*y
/

définie

par

Pœ

Plus généralement, soit © dans ^ et soit / = ( j 2 ) dans ^ (©) où

Vv

/2 est à valeurs dans C^. Nous dirons que ^(©) est le graphe d'un
opérateur si
Mz) = 0 , Vz e 0 =>/(z) = 0 , Vz e 0.
Nous aurons besoin des résultats suivants.
THÉORÈME 2.2. - Soient p o , . . . , p M des éléments de C^ x n ^
normes strictement inférieures à l'unité et soient ©o, .. . , ©M les éléments
de ^^ associés par la formule (2.3). La fonction ©o . . . ©M est dans
^ et
(2.5)

^ ( © o . . . @M) = ^(©o) © ©0^(©l) © ©o©l^(©2)
©

• • •

©QO...©M-I^(©M).

Démonstration. - II est clair que la fonction © = ©o . . . ©^ est
analytique dans 0 et J-unitaire. De plus, chaque ©, étant J-contractive,
le produit ©o . . . ©M est aussi /-contractif et donc dans^.
La fonction positive (1.8) se décompose en une somme de M
fonctions positives
J - ©(z)7©*(œ) ^ J - ©o(z)7©?(œ)
1 — zœ*
1 - zœ*

,^-e,^.(.)^
... + e.(.)... e...(,)J - f'^T^'Qi;-,^ ... e»œ).
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Cette décomposition assure que, en tant qu'espaces vectoriels,
^(©) = ^(©o) + ©o^(©0 + - • + ©o . . . @M-^(@M)

(voir [5], Théorème p. 353).
Comme ces espaces sont de plus orthogonaux deux à deux, la
somme est une somme directe, ce qui termine la démonstration.
D
THÉORÈME 2.3. - Soient © o , . . . , © ^ comme dans le théorème
précédent. L'espace ^ ( © o . . . © ^ ) est le graphe d'une contraction de
H^Qz^^H2^ dans H^Qz^^H2^. Cette contraction commute avec
l'opérateur RQ.

Démonstration. - Chaque ^(©,) est un graphe d'opérateur et donc
aussi ^(©o . . . ©M), grâce à l'égalité (2.5). Soit KM telle que chaque
élément de ^ (©o . . . ©J s'écrive

^-m
\w
Nous avons
[F,/^2 = </J>^

- <^/,^M/>^

"2

^ 0

"2

puisque ^(©o . . . ©M) est un espace de Hilbert. On en déduit que KM
est une contraction. Il reste à démontrer que le domaine de KM est
H^ Q z^'H2^ et son image incluse dans H2^ Q z^'H2^.
La démonstration se fait par récurrence en utilisant l'égalité
^(©0 . . . ©M)

=

^(©0 • . . ©M-l) C ©0 . . . ©M-1^(©M).

On utilise le fait suivant, aussi démontré facilement par récurrence.
Soit
^

_ [AM

^M
M - \ ^
[CM

BM~}

n
DM]

où AM est à valeurs dans C^x^ Alors, AM est un polynôme de la

forme
AM^ = OCMZM+ O^-iZ^1 + . . .

où det a^ 7^ 0.
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Ce fait ,et des remarques analogues pour les polynômes BM, CM,
DM permettent de terminer la démonstration. Les détails sont laissés au
lecteur.
D
THÉORÈME 2.4. - Soient ©i et ©2 deux éléments de ^y et ^j2. Le
produit © = ©i©2 appartient à ^^l+v2 et
(2.5)

^ (©i©2) = ^ (©0 © ©^ (©2).

Démonstration. — Par le théorème 2.1, les espaces ^(©i) et ^(©2)
sont inclus isométriquement dans H} et donc la somme (2.5) est bien
directe et orthogonale ; c'est de plus un espace de Pontryagin d'ordre
Vi + V2. Par ailleurs, l'égalité
J - Ql(z)©2(œ)JQ2i(œ)©*(œ) _ J - ©i(z)J©*(œ)
PœOO

PœOO

,-e.^e;(«)
PœOO

permet de montrer que ^(©i) © ©^(©g) a le même noyau reproduisant
que ^(©i©2), d'où l'égalité, et on en déduit que ©i©2 appartient à
^y+v2_

Q

Pour conclure cette section nous donnons une interprétation de
l'algorithme de Schur en utilisant les espaces à noyau reproduisant.
Pour simplifier la discussion nous considérons le cas scalaire.
Soit 5 une fonction analytique et contractive dans le disque unité.
I. Schur ([24]) associe à s une suite de fonctions fo, /i, . . . , par
(2.6)

f,(z)

= s(z)

fi^) =

fi(z) - /.(O)

z(l - /,(0)*/,(z))

Par le principe du maximum, la fonction /,+i est analytique et
contractive dans le disque unité si /, l'est. Si, à un certain rang i,
\fi(0)\ = 1 (et donc ^ (z) = ./i(O)), la suite s'arrête à ce rang. Sinon, la
suite de fonctions est infinie.
Les nombres p; = fi(0) sont appelés les coefficients de réflexion de
s et la récurrence (2.6) algorithme de Schur.
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THÉORÈME 2.5. — Soit s une fonction analytique et contractée dans
le disque unité et soit B l'opérateur de multiplication par s, de H 2
dans H2. Soient po, pi, . . . les coefficients de réflexion de s et soit
@i(z) = IfÇpi)^

^(où H (P,) est définie par (2.3)). Le graphe de 5*,

^(5*), est un sous-espace positif de H} [avec J = l

(2.7)
si

_° )) et

f^*) = ^(©,) © ©o^(©,) ® ©,©^(©,) © .. .

pj < 1, i = 0, . . . .

et
^(2?*) = ^(©o) © ©o^(©Q © . . . © ©o . . . © . - Y \ }f{2
^No>/
si IPAJ == 1.
(2.8)

Ce théorème, sous une forme un peu différente, apparaît dans [3].
L'algorithme de Schur consiste donc à décomposer le graphe de la
contraction B * en une somme orthogonale de sous-espaces de dimension 1.
Le théorème de dilatation des commutants d'opérateurs peut être vu
comme le procédé inverse: étant donné po, . . . , PM, (IpJ < 1,
i = 0, .. . , M) nous définissons une contraction A par son graphe
(2.9)

^ * ) = ^ ( © o . . . ©„)
= ^(©o) © ©0^(©l) ©

• • •

© ©o . • . ©M-1^(©M)

et la formule
(2.10)

^(5*) = ^(^*) © ©©^(©^0
©©©A^(©^,)© . . .

où la somme est éventuellement finie, le dernier terme étant alors
(w)

• • • ^( -*

)H2^ PN+I = 1, décrit toutes les extensions contractives

\PN+I/

de A * , de H2 dans H2, qui commutent avec^o.
L'approche décrite dans la section suivante est une généralisation de
ce procédé. Plutôt que de partir de M + 1 coefficients de réflexion
Po, . . . , PM (et donc d'un élément © = ©o . . . ©M dans la classe ^°j)
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nous partons d'un élément © dans une classe ^ ^ et supposons que
^(©) est un graphe d'opérateur. Définissant A* par ^Q4*) = ^(©)
la formule (2.10) décrit alors toutes les extensions voulues de A * .

3. Espaces d'extension.
Nou& e®îimiençons par deux définitions.
DÉFINITION 3.1. — Un espace de Krein canonique sera un espace de
Krein dont les éléments sont des fonctions analytiques dans le disque unité
et à valeurs dans C^ et qui est Ro-invariant (Ro est défini en (1.7)).
DÉFINITION 3.2. — Soit Jf un espace de Krein canonique. L'espace
d'extension ^w est l'ensemble des fonctions/ à valeurs dans C^,
analytiques dans le disque unité et telles que Rof appartienne à Jf.
Chaque élément de ^ ( x ) s'écrit d'une manière unique comme
(3.1)

/(z) = zg(z) + c

où g est dans Jf et où c appartient à C^.
Lorsque C^ est muni du produit scalaire
(3.2)

[c,c]s == Trc*£c

où
£ == Z* = S"1,
nous munissons ^(1) du produit scalaire (en général indéfini)
(3.3)

[/;/Lrœ= [^Lr+ [c,ck.

Soient Jfi et Jfz deux espaces de Krein canoniques, dont les
éléments sont à valeurs dans C^ et C^ (ces derniers espaces munis du
produit scalaire euclidien usuel, i.e. S = 1 dans (3.2)). Nous considérons
un opérateur continu A de Jfi dans JTz, tel que RoA* = A*Ro et
pour lequel, la forme [JA* (définie en (1.6)) a v^(< oo) carrés négatifs.
Lorsque v^ = 0, A* est donc une contraction de Jfg dans Jf\. En
général, d'opérateur A lui-même ne sera pas une contraction.
Le problème posé est de caractériser tous les opérateurs continus!?,
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dans Jf-î", tels que

(3-4)

R»B * = fi*7?o

(3-5)
(3.6)

B*\^ =A\

En particulier, lorsque v^ = 0, nous cherchons toutes les extensions
contractives de A* (de JT^ dans Jf<,") qui commutent avec^.
Certaines conditions, décrites maintenant, sont imposées sur A afin de
résoudre ce problème.
Le graphe de A * , <ê{A*\ est un espace de fonctions analytiques à
valeurs dans £„, n = n, + n,, et ^o-invariant. Nous munissons ^ ( A * )
du produit scalaire
(3-7)

[g,g]^) = [/,/L-, - [A *f,A */]^

où
g^ (

f

}
V-f)

est un élément du graphe, et supposerons que ^ ( A * ) muni du produit
scalaire (3.7) est un espace de Pontryagin à noyau reproduisant dont
le noyau reproduisant est de la forme (1.8) (1.9), la fonction © (notée
©A) satisfaisant de plus les hypothèses Hl et H2. La transformation A
sera alors appelée une transformation dé Schur.
Ces hypothèses impliquent en particulier les inclusions (non isométriques) Jf, c H2^ et Jf-a c H2^.
Pour une transformation de Schur, ^(A*) est donc uû'espace de
Krein canonique inclus dans H2, et le produit scalaire (3.7) coïncide
avec le produit scalaire àeH2,.
En particulier
[fj]^ - [A*f,A*f]^ = </,/>^ -<^y^y>
"2

"l

THÉORÈME 3.1. - Soit A une transformation de Schur et soit.B* une
extension de A* qui satisfasse aux conditions (3.4)-(3..6). Le graphe de
B* est invariant pour Ry et il existe un élément p de £„ ,„ ||p|| < 1,
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tel que
(3.8)

^(^*) = ^ G 4 * ) © 0 /

c

\P

^ \
"-^y

5Ï II p|| < 1, J5* ^sî d nouveau une transformation de Schur et

(3.9)

e^z^e^zWrtf^
°\
\ u ^i/

Réciproquement, soit ||p|| ^ 1 eî soiî ^ l'espace défini par le côté droit
de (3.8). ^ ê5^ fc graphe d'un opérateur B* qui satisfait aux conditions
(3.4)-(3.6).
Démonstration. — Nous démontrons d'abord que l'espace d'extension
de ^(©A) est égal à ^(0^) © ©A^ (n == ni + ^2). Hn effet, ORo©A)c
appartient à ^(©A) pour tout c dans C^ (théorème 6.9, [3]) et donc
tout élément de la forme / + ©^c, /G^(QA), c e C ^ , est dans l'espace
d'extension. Réciproquement, soit g(z) == zf(z) + c un élément de
l'espace d'extension. Utilisant la décomposition (2.2), il existe v dans
H} et u dans ^(©A) tels que
z/(c) + c = u(z) + ©A(^)
et donc
/(z) = (^ou)(z) + (^o©A)(^)^(0) + @^z)(R,v)(z).

La fonction ©A^O^ est amsi clans ^ (©A) et égale à zéro : v est donc
un vecteur constant, ce qui conclut la caractérisation de (^(©A^^Soit maintenant B * une extension de A * satisfaisant les conditions
(3.4)-(3.6). Le graphe de 5* est un sous-espace de (^(©A^^. De plus,
puisque v^ = v^, ^(5*) n ©A^ est un sous-espace positif de (^(©A))^.
La représentation (3.8) s'en déduit aisément.
Lorsque ||p|| < 1, nous avons vu dans la section 2 que l'espace
(

^ ) muni de la norme de H}, est un espace ^(©o), ©o étant

donné par la formule (2.3).
Utilisant le théorème 2.4, nous pouvons écrire
^(©^)=^(©A)©©A^(©o)

où ©B est définie par (3.9), et donc ^(^*) = ^(©5).
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Réciproquement, soit p un élément de C^x^ de norme inférieure à
l'unité. Le côté droit de (3.8) définit bien un graphe d'opérateur^*.
En effet, supposons (

) = @^( ^ ) P0111'

c

dans C^.

On en déduit

où

[©• Q],W <^
- ||î<2 = C*(/-PP*)C > 0
n
!

qui entraîne v = 0.
Il est aisé de voir que B * satisfait alors aux conditions (3.4)-(3.6).
D

4. Le théorème de dilatation des commutants d'opérateurs.
Le théorème 3.1 peut être itéré lorsque ||p|| < 1 dans (3.8) et il en
résulte une version du théorème de dilatation des commutants d'opérateurs.
Nous définissons d'abord le p-ième espace d'extension J f ^ d'un
espace de Krein canonique par récurrence par
jf(2) = (jfœ)œ
J^(p) ^ /^(p-l)\(l)

Le produit scalaire sur Jf^ est défini par (3.3) par itération.
Le p-ième espace d'extension de ^(QA) ^t

^(©^) = ^(©^) @ ©^c, e @A^n © • • • © ©A^C,
où n == ni + Hz? et est donc inclus isométriquement dans H^j.
Nous cherchons des extensions X*, de Jf^ dans JT^, de A * qui
commutent avec Ro et telles que la forme hermitienne [,]x*

[f^ = [f,g]^ - m^g\^
a VA carrés négatifs.
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Les extensions seront construites par itération, en supposant que
pour chaque p, le graphe de X* muni de [,]^* est non dégénéré.
Nous définissons ^(©^ = H}, ^w = H\ et Jf^ = H\ . Il
est à noter que Jf^ et Jfî^ ne sont pas munis des produits scalaires
euclidiens en général.
Plus précisément, soient ^ et v^ deux éléments de H2^ et H^ et
soit

(^, = (M
++ ©
^ 22
»
.
,
©A
^7 W
v^
W
Vi/
^i
la décomposition de ( v2 ) suivant (2.2).

w

Nous avons
[î;2,U2].r<°°) == [/2,/2]^f,
+ <U^U^ff2
z
2
n^

et similairement pour jr^.
Notons que
2
2
[V^V^W - [V^V^W = (V^V^H
^ - <Vl,Vl>H
V^l^l/^ '
'2
" ^ ——1
"2
"1

THÉORÈME 4.1. — Soient Jf\ et Jfa ^MX espaces de Krein canoniques
(dont les éléments sont à valeurs dans C^ et C^ ). Soit A une transformation de Schur de Jf\ dans Jfy telle que la forme hermitienne
[f^§] ~ [^*/^*^]jfi ait v^(< oo) carrés négatifs et soit ©^ la fonction
de ^y associée. Soit po,... une suite d'éléments de C^x^ de normes
strictement inférieures à l'unité. Alors
(4.1)

^ = ^(Q^) © ©^(©o) © ©^©^(©0 © . . .

ou ©t(z) = ^(p,)! / n 2

. ], est le graphe d'une transformation B * de

H2^ dans H^, qui commute avec Ro, qui est une extension de A* et
telle que la forme hermitienne [f,g]^) - [B*f,B*g]^) a VA carrés
négatifs.
Réciproquement, soit B * une telle extension. Si la restriction du graphe
de B* est non dégénérée de Jf^ dans Jf^ pour tout p, alors le
graphe de B * est de la forme (4.1).

COMMUTANTS D'OPÉRATEURS

1089

Démonstration. - Soit ^ l'espace défini par
^ = ^(^ *) © ©^(©o) . . . © © A © 0 • • . ©N-1^(©N)
=^Q4*)©©^(©0...©,v).

Nous avons

^c^(©^.
Soit ^v la contraction définie par le théorème 2.3 telle que
^(©o...©^)=^(^)
et K l'opérateur défini par
^H2ezN+lH2 = KN'
"2
"2

II est aisé de voir que K est une contraction de H\ dans H\ et
que le graphe de K est
^(©o)©©o^(©i)© • • •

et on en déduit que ^ est le graphe d'un opérateur borné, que nous
noterons B * .
De l'égalité
^(5*) = ^(A*)@@A^(K)
nous déduisons que VB = v^.
Il reste à montrer que I?* commute avec l'opérateur jRo. Soit B^
l'opérateur défini par
^(2??9-^.

Utilisant le fait que (Ro@A)c appartient à ^ (©^) pour tout c e C
nous avons
B^RQ = RQB^

et le résultat pour B^ s'en déduit par passage à la limite.
Démontrons maintenant la réciproque. Soit B * une extension de A *
de H\ dans H\ et soit B * la restriction de B * de Jf^ dans Jf^.
Par hypothèse, le graphe de B * est non dégénéré et par le théorème 3.1,
^(Bî) = ^4*)©Q^(©o)
où ©o

est

définie par (2.3).
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Puisque le graphe de la restriction de B * à Jf^ est non dégénéré
pDur tout p > 0 on en déduit l'égalité (4.1) par itération.
D
Montrons que le théorème 4.1 correspond au théorème de dilatation
des commutants d'opérateurs lorsque les espaces Jf\ et Jf^ sont inclus
isométriquement dans H2 (muni du produit scalaire euclidien). L'opérateur
A est une contraction de Jfi dans Jfg dont l'adjoint commute avec Ro
et, dans (1.1) nous prenons T = R^, T ' = R^ (respectivement dans
^(Jfi) et ^(Jfa))- Par le théorème 4.1 il existe (au moins) une
contraction B de H2 dans H2 telle que B^Ro = RoB* et P^^B* = A * .
Il nous faut montrer que l'opérateur Rf, de H2 dans H2 (qui n'est
autre que la multiplication par z) est la dilatation isométrique minimale
de T, c'est-à-dire
H2 = VGR?)^
0

où le symbole V désigne la fermeture dans H2 de l'espace engendré
par les espaces (R^Y^T^ N = 0,...
Par le théorème de Beurling Lax ([20]) il existe une fonction intérieure
Sa telle que
Jf-2 == H2e^2^î2

et il s'agit donc de montrer que
00

H2 = V z^T^O^^2).
0

L'ensemble des éléments de H2 orthogonaux à tous les z^H2 Q E^H)
est Ro invariant et donc de la forme H2 Q EH2 où 5 est une fonction
intérieure. On en déduit l'égalité
(4.2)

EH2 = V zNÇH2eE,H2).
0

Dans (4.2), le membre de droite est Ro invariant alors que le membre
de gauche n'est Ro invariant que si 5 est une constante.
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5. Remarques.
Le théorème précédent peut se généraliser dans plusieurs directions
que nous indiquons brièvement. Nous distinguerons deux voies possibles
de généralisation.
a) Affaiblissement des contraintes sur l'extension 2?*,
b) Affaiblissement des hypothèses sur l'opérateur A *.
Considérons la première possibilité. Soient Jf\ et Jfg deux espaces
de Krein canoniques et A un opérateur continu de Jf\ dans Jf^ dont
l'adjoint commute avec Ro et soit VA 1e nombre de carrés négatifs de
la forme [JA*- Nous cherchons tous les opérateurs B, de Jf^ dans
JT^ dont l'adjoint commute avec 7?o, est un prolongement de A * et
est tel que v^ soit fini.
THÉORÈME 5.1. — Soit A une transformation de Schur et Q^G^y
la fonction telle que ^(A*) = ^(©A). Soit @ un élément de ^ et
supposons que ^(©) soit un graphe d'opérateur. L'espace
^ = ^(©A©)

est le graphe d'une extension B* de Jf^ dans J f ^ , telle que
VB = VA + v.
Soient po, pi, . . . une suite d'éléments strictement contractifs de C^xn^.
L'espace
^

= ^(@A) © ©A^(0) © ©A^C^û) © ©A©©0^(©l) ©

• • •

est le graphe d'une extension de A ^ de H^ dans H^ telle que
VB = v + VA .

La description de toutes les extensions semble liée au problème de
la structure des fonctions de ^^. Pour v > 0, (voir [3], [4]), il existe
une théorie de la factorisation des éléments rationnels de ^^ mais la
description des facteurs élémentaires (l'analogue des fonctions (2.3)) reste
à faire.
La preuve du théorème 5.1 est analogue à celle du théorème 4.1 et
sera omise. Mentionnons seulement que l'on fait usage du théorème 2.4.
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Un théorème très général de dilatation des commutants, d'opérateurs
correspondrait au cas où les hypothèses sur l'opérateur A sont affaiblies.
L'idée est de considérer des espaces de Krein Jf\ et Jfa, Ro invariajElts,
dont les fonctions sont analytiques dans un voisinage de l'origine et
non plus dans tout le disque unité. Soit A un opérateur borné de jTi
dans Jf2 dont l'adjoint commute avec Ro, et ^(^4*) le graphe de A*.
Nous supposerons que le graphe ^ (A *), muni d'un produit scalaire [, ]
(a priori différent de [,L*) est un espace de Pontryagin à noyau
reproduisant dont le noyau est de la forme (1.8). La matrice J est
maintenant une matrice de signature quelconque, c'est-à-dire satisfaisant
J = J* = J ~ 1 et la fonction © dans (1.8) ne satisfait plus aux hypothèses

m am.
Un exemple d'opérateur satisfaisant à ces conditions apparaît dans
[2] pour J = f°
\^n

/n

).

^ )

Nous espérons étudier cette situation dans une prochaine publication.
Un outil important pour une telle étude, qui n'apparaît pas dans cet
exposé, est la théorie de la complémentation ([14]).
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