Abstract-In this paper, a cluster-based cooperative communication scheme is introduced in which each cluster acts as a virtual node with multiple antennas. The presented model considers the effects of random deployment of nodes and hence their random distribution across the network. Taking these effects into account, a pairwise-error probability analysis for a generic space-time code structure is provided. The analysis reveals that the diversity and coding gain of the system depends on both the code structure as well as the nodes' distribution, and hence new code design criteria are developed. Simulation results are presented to confirm the theoretical analysis.
I. INTRODUCTION
Cooperative communications in wireless networks have gained a lot of interest recently in the research community. Designing protocols that allow several single-antenna terminals to cooperate via forwarding each others data can increase the system reliability through achieving spatial diversity. Boosting the system throughput is another gain that we can benefit from employing cooperation between nodes in the network. Laneman et al. have proposed various cooperative diversity protocols in [1] and [2] , and they provided outage probability performance. The concepts of decodeand-forward and amplify-and-forward have been introduced in these works. Sendonaris et al. introduced the concept of user-cooperation for CDMA systems in [3] and [4] , where they considered cooperation between two users. Symbol error rate performance analysis for decode-and-forward single relay and multi-relay cooperative systems were provided in [5] and [6] . In [11] , the authors emphasized the importance of studying distributed multistage relaying in which each stage acts as a virtual antenna, and they envision that this is a promising direction to achieve the very high data rates requirements of future wireless systems.
In this paper, we study the performance of cluster-based cooperative communications. Clustering in wireless networks means the aggregation of nodes into groups according to some criteria or features. Clustering is especially useful when we need to design scalable network functions in dense networks. Hence, in multihop mobile wireless networks clustering provides a convenient framework to design cooperation protocols. Nodes within the same cluster can cooperate forwarding information via forming virtual arrays.
Being in the same cluster, the delays between these nodes can be more easier to adjust in order to achieve synchronization. Space-time-coding, beamforming, spatial-multiplexing, and other conventional MIMO techniques can be extended and developed to suit this new framework. However, there are important technical issues that must be taken into account when studying this system. The nodes forming the virtual antennas are not as reliable as in the point-to-point communications context as the nodes can fail in decoding data due to wireless channel impairments. Another important issue is that due to random mobility of the nodes, the number of nodes within the cluster is random. Thus, we have a virtual array with a random number of antennas that are not all reliable. In this work, we introduce a cluster-based cooperative communications system taking into account the above issues. We analyze the system pairwise-error probability (PEP) for a generic space-time structure. We show that the unreliability of the nodes in the virtual array (some nodes may detect in error and thus remain idle during this frame transmission) does not affect the diversity gain of the system while it affects the coding gain. However, the randomness in the number of nodes in the cluster reduces the diversity order and we quantify the maximum diversity achieved in this case.
II. COOPERATION PROTOCOL MODEL
We consider a clustered wireless network in which cluster heads have been already selected and clusters are formed according to some criteria; for example cluster heads can be chosen to be the most powerful nodes in the network and clusters are formed to have certain transmission range R that is pre-determined according to the clustering protocol (see [9] and references therein). This is a popular connectivity model in the literature of ad-hoc networks, however, it does not take into account the randomness in the wireless fading environment. In our analysis, we take this randomness into consideration, and the channel between any two nodes within the cluster is modeled as a Rayleigh fading channel contaminated with AWGN. For the node distribution in the network, we consider a two-dimensional Poisson process with intensity σ as shown in [8] , [10] . Hence, the probability of finding k nodes in an area A is given by We want to develop a communication protocol that utilizes cooperation between nodes within the same cluster in order to form a virtual antenna array. Hence, we can consider clusters as a set of multiple antennas terminals that communicate with each other thus achieving higher transmission reliability via spatial diversity. We will consider a snapshot of this communications and try to analyze its performance to study the diversity and coding gain that can be achieved. If a node (source) needs to send information to a certain destination, a number of other nodes (relays) from the same cluster are assigned to help this source as depicted in Fig. 1 . According to the communication protocol a maximum of M nodes can be assigned to help the source. Hence, the number of nodes assigned to help the source is min(N, M ), where N is the number of nodes available in this cluster and follow the distribution in (1) . Note that if N = 0, it means the cluster-head itself helps the source transmit its information.
The relays assignment can be done by the cluster head, or in a distributed way. For example, the source sends a "Hello" message to nodes within the cluster, and then chooses from among these nodes which respond according to some selection criteria. Due to nodes mobility, the number of nodes associated with the cluster is varying, and the cluster head needs to update its information every time period. In practice, and due to slow speed of nodes velocity relative to the transmission speed of information, this time period can be more than one data-frame time.
Next, we describe the cooperation protocol which consists of two phases as depicted in Fig. 1 . The number of relays cooperating with the source is a random variable denoted by n and can take values between 1 and M with probabilities
where A C is the cluster area, and n = 1 if there are no nodes in the cluster other than the source and the cluster-head, which will forward the source's message in this case. In phase 1, if n relays are assigned for cooperation, the source transmits data to these relays with power P 1 and the signal received at the i-th relay can be modeled as
where We assume the transmitted data to be encoded with a cyclicredundance-check code (CRC) [7] such that the relays will be able to decide whether it decoded correctly or not. If a relay decodes correctly it will forward the data in the second phase of the cooperation protocol, otherwise it remains idle. The relays are assumed to be synchronized either through the cluster-head or by a distributed algorithm.
In phase 2, the relays that decodes correctly re-encodes the data vector s with a pre-assigned code structure, which is assigned by the cluster head. In the subsequent development we do not assume a specific code design and we consider a generic space-time (ST) code structure. The ST code is distributed among the relays such that each relay will emulate a single antenna in a multiple antenna transmitter, and hence each relay will generate a column in the corresponding ST code matrix. Let X ri denote the L n × 1 code generated by the i-th relay. Hence the signal received at the destination from all relays can be modeled as
T is an n × 1 vector channel gains from the n relays to the destination and
The n channels are assumed to be statistically independent as the relays are spatially separated. V d is AWGN at the destination and has i.i.d. entries with zero mean and variance N o . The state of the k-th relay, i.e., whether it decoded correctly or not, is denoted by the random variable I k (1 ≤ k ≤ n) which takes values 1 or 0 if the relay decodes correctly or erroneously, respectively. The random variables I k 's (1 ≤ k ≤ n) are statistically independent as the state of each relay depends only on its channel conditions to the source which are independent from other relays.
There is an energy constraint on the generated ST code such as E[|| X r || 2 ] ≤ L n , where X r is an L n × n ST code matrix with the k-th column being the ST code vector X r k transmitted by the k-th relay if it decoded correctly. The matter experts for publication in the IEEE GLOBECOM 2005 proceedings. This full text paper was peer reviewed at the direction of IEEE Communications Society subject total transmitted power is kept fixed as P 1 + P 2 = P for fairness of comparison. Note that the number of relays n cooperating with the source is a random variable governed by the distribution in (2).
III. PERFORMANCE ANALYSIS
In this section, we provide pairwise error performance analysis for the cooperation scheme described in Section II. The diversity and coding gain achieved by the protocol are then analyzed.
A. Pairwise Error Probability
The received signal model at the destination in (4) can be rewritten as follows
The new channel definition h d,I includes the information about both the channel realization from the n relays to the destination along with the relay state information I = [
and is defined as follows
Hence, if the k-th relay decoded in error then its equivalent
Since the relay decides not to transmit if it decodes the received packet from the source in error, after checking with the CRC, the random variable I k is a Bernoulli random variable with a distribution given by
where the probability of decoding a packet of length L n in error is approximated using the union-bound by L n SER, where SER is the symbol error rate and is modulation dependent. For Q'ary quadrature amplitude modulation (Q-QAM, Q = 2 k with k even), we can show that the exact expression can be upper bounded by
where b = 3/(Q − 1) and g(n) = . The proof is omitted for lack of space.
The destination has full channel state information h d,I and applies a maximum likelihood receiver which will be a minimum distance rule as follows
where X is the set of all possible codewords. Denote the conditional PEP that the destination decides the codeword X when the codeword X was transmitted as P (X →X). We can show that the conditional PEP given the equivalent channel realization h d,I and the number of relays n can be upper bounded as follows
where Φ(X,X) = X −X is the difference matrix between the two codewords X andX. The Frobenius norm in (10) can be further decomposed as
where D I is an n × n diagonal matrix with the k-th diagonal entry equal to I k . If the ST code structure is designed to achieve full diversity in the MIMO case, the difference matrix Φ(X,X) is full rank. Hence the rank of the matrix Φ(X,X)D I , which is the difference code matrix after inserting zeros in the columns corresponding to the relays that decoded in error, equals to rank(D I ). This rank corresponds to the number of relays that decode correctly and in the sequel 
where U is a unitary matrix with the i-th column u i denoting the i-th eigenvector and Λ is a diagonal matrix with the i-th entry λ i denoting the i − th eigenvalue which are arranged in a non-increasing order. We can write (11) using the decomposition in (12) as follows
's are independent with a Gaussian distribution, and the matrix U is unitary, then the elements of the vectorh d are also Gaussian and independent.
The random vectorsh d and I are mutually independent as they arise from independent processes ({h ri,d } n i=1 are the channel realizations from the relays to the destination, while
denote whether the n relays decoded the information transmitted from the source correctly or not). Hence, we can average over these random variables separately. First, we average over the transformed channel realizationsh d . The
has an exponential distribution with parameter (1/δ 2 r,d ). Averaging the conditional PEP in (10) over all channel realizations, we get
matter
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Second, we average over different realizations of the relays states I. The dependence of the expression in (14) on I appears in the upper limit of the summation r I and the set of non-zero eigenvalues {λ i } r I i=1 . The former quantity depends only on the number of relays that decode correctly, while the later quantity depends on both the number of relays that decoded correctly and their realization as this determines which columns from the ST code matrix are replaced with zeros and thus affect the resulting eigenvalues. To take into account the dependence of the set of non-zero eigenvalues {λ i } rI i=1 on the realization of the relays states I, i.e. which relays decoded correctly, we upper bound the PEP in (14) as follows
where I denotes the set of realizations I which have the same rank r I , i.e., has the same number of relays that decoded correctly. From another prospective, this upper bound corresponds to the minimum set of eigenvalues of the ST difference codewords after replacing n − r I columns from them with zeros. We denote this set of eigenvalues by λ
. Since the I k 's are i.i.d. Bernoulli r.v.'s as in (7), the number of relays that decoded correctly r I has a binomial distribution given by
(16) Averaging over all realizations of the states of the relays we get
Finally, since the number of relays available for helping the source is random due to the random deployment of the nodes in the network or due to random node mobility that causes nodes to come in and out of the cluster, the average PEP is given by
where P n is defined in (2) , and M is the maximum number of relays that can be assigned to help a source.
B. Diversity and Coding Gain of the system
The diversity order of a system determines the average rate with which the error probability decays at high enough signal to noise ratio (SNR). In order to compute the diversity order of our system, we rewrite the PEP in (18) in terms of the SNR defined as SN R = P/N o , where P is the total power used in transmission from the source and the relays. Let the ratios of the total power assigned to the source and the relays be denoted by a 1 and a 2 respectively, where P 1 = a 1 P and P 2 = a 2 P . Substituting these definitions along with the SER expression at the relays from (8) into (18) we get
where at high SNR we can approximate 1 − L n SER 1 and ignore the 1 term in the denominator added to the signal to noise ratio from the relay to the destination. The diversity gain achieved for a fixed network realization (fixed number of cooperating nodes) can be defined as d = lim
, where P EP is the PEP. Applying this definition to the conditional PEP when the number of cooperating nodes is n (17) we get
where
is a term that does not depend on the SNR. From (20), for a fixed number of cooperating terminals n the cooperation protocol can achieve full diversity gain. However, this diversity is random as it depends on the number of relays available for cooperation, and thus the total achieved diversity of the system is given by
and it depends on the node distribution density. We will verify this effect in the simulations. The coding gain can be found in a similar way. The coding gain is the factor that multiplies the SNR in the PEP expression. For a fixed network realization (fixed number of antennas n), the PEP in (17) can be written as
where C n is as defined before. The total coding gain of the system averaged over all possible network configurations is given by
The coding gain of the system (23) is a function of the eigenvalues of the ST codewords after deleting different columns from it (corresponding to relays failure), and hence the design should take this into consideration by providing uniformly distributed eigenvalues for the ST codes that are robust to such relay failure.
IV. SIMULATION RESULTS
In this section, we provide computer simulations to study the effect of node distribution on the system performance. Since the PEP analysis derived in the paper is for a generic ST code structure, the results applies for any specific code. We chose the diagonal algebraic ST codes [12] to run the simulations. The maximum number of relays M that can be assigned to any source is set to 3 in all simulations. In the case that only one relay is available for cooperation, the relays repeats the source symbol if it decodes correctly otherwise it remains idle. The channel variance between the source and any relay is set to 10 while that from the relay to the destination is set to 1, and the noise variance N o = 1. BPSK modulation is used at the source node. Fig. 2 depicts the BER performance against P/N o for different average number of nodes per cluster (σA C ). Increasing σA C increases the probability of finding more nodes in the cluster and hence increases the probability that M = 3. This increases the maximum achievable diversity given in (21) and thus the system performance. It is clear from the figure that for σA C = 1, 2, and 3, the diversity gain increases but diversity order M = 3 can not be achieved. For σA C = 5 and 10 the diversity gain almost approaches 3 that is why the improvement in the performance almost saturates. This is because as full diversity is achieved, the performance is only limited by the erroneous decoding of the relays which depends solely on the channel randomness and not the node distribution. This confirms our theoretical analysis.
V. CONCLUSION
We introduced a cluster-based cooperative communication scheme utilizing distributed ST coding. The clusters act like virtual arrays with random number of antennas due to the random deployment or mobility of nodes across the network. Our pairwise error probability analysis for a generic ST coding structure under this network model reveals that new code design criteria arises that should be taken into consideration for this new communication paradigm. For a fixed number of cooperating relays, the cooperation protocol achieves full diversity, however, the average achieved diversity gain is affected by the node distribution. The coding gain is affected by both the node failure due to erroneous decoding and the node distribution. Simulation results confirm our theoretical analysis.
