We describe algorithms to compute edge sequences, a shortest path map, and the Fréchet distance for a convex polyhedral surface. Distances on the surface are measured by the length of a Euclidean shortest path. We describe how the star unfolding changes as a source point slides continuously along an edge of the convex polyhedral surface. We describe alternative algorithms to the edge sequence algorithm of Agarwal et al. (SIAM J. Comput. 26(6):1689-1713, 1997) for a convex polyhedral surface. Our approach uses persistent trees, star unfoldings, and kinetic Voronoi diagrams. We also show that the core of the star unfolding can overlap itself when the polyhedral surface is non-convex.
Introduction
Two questions are invariably encountered when dealing with shortest path problems. The first question is how to represent the combinatorial structure of a shortest path.
In the plane with polygonal obstacles, a shortest path can only turn at obstacle vertices, so a shortest path can be described combinatorially as a sequence of obstacle vertices [25] . On a convex polyhedral surface, a shortest path need not turn at vertices [31] , so a path is often described combinatorially by an edge sequence that represents the sequence of edges encountered by the path [1] . A benefit of representing shortest paths by edge sequences is that a series of unfolding rotations can be used to reduce the problem of computing a shortest path on a polyhedral surface to a two-dimensional problem. This process is described more fully in Sect. 3 .
The second commonly encountered shortest path question is how to compute shortest paths in a problem space with n vertices. The following preprocessing schemes make it easy to compute all possible shortest paths. In a simple polygon, Guibas et al. [25] give an optimal Θ(n) preprocessing scheme that permits a shortest path between two query points to be computed in O(log n) time. In the plane with polygonal obstacles, Chiang and Mitchell [14] support shortest path queries between any two points after O(n 11 ) preprocessing. On a convex polyhedral surface, Mount [32] shows that Θ(n 4 ) combinatorially distinct shortest path edge sequences exist, and Schevon and O'Rourke [36] show that only Θ(n 3 ) of these edge sequences are maximal (i.e., they cannot be extended at either end without creating a suboptimal path). Agarwal et al. [1] use these properties to compute the Θ(n 4 ) shortest path edge sequences in O(n 6 2 α(n) log n) time, where α(n) is the inverse Ackermann function. Agarwal et al. [1] also show how to compute an implicit representation of a superset of the shortest path edge sequences in O(n 5 ) time and space. Despite recent efforts by Chandru et al. [12] to improve the runtimes of Agarwal et al. [1] , these runtimes have not improved since 1997.
The algorithms of Agarwal et al. [1] involve lower envelopes in R 9 . We give alternative algorithms by combining the star unfolding technique of [1] with the kinetic Voronoi diagram of Albers et al. [3] . A kinetic Voronoi diagram allows its defining point sites to move along algebraic curves.
A popular alternative to precomputing all possible combinatorial shortest paths is to precompute a shortest path map structure SPM(s) that describes all shortest paths from one fixed source s. In the plane with polygonal obstacles, Hershberger and Suri [27] use the continuous Dijkstra paradigm to support queries from a fixed source after Θ(n log n) preprocessing. On a (possibly non-convex) polyhedral surface, Mitchell, Mount, and Papadimitriou [31] use the continuous Dijkstra paradigm to construct SPM(s) by propagating a wavefront over the surface in O(n 2 log n) time and O(n 2 ) space. Chen and Han [13] solve the same polyhedral surface problem in O(n 2 ) time and space by combining unfolding and Voronoi diagram techniques. Schreiber and Sharir [37] use the continuous Dijkstra paradigm to construct an implicit representation of a shortest path map for a convex polyhedral surface in O(n log n) time and space. In addition to the exact algorithms above, there are also various efficient algorithms to approximate shortest paths on weighted polyhedral surfaces; see for example Aleksandrov et al. [4, 5] .
One reason that shortest path problems are important is that they can serve as building blocks for higher-level problems such as the Fréchet distance. The Fréchet distance [6, 7, 10, 24, 34 ] is a similarity measure that optimizes over all homeomorphisms between a pair of shapes. It will be formally defined in Sect. 2. Although the traditional Fréchet distance operates in a space that is free of obstacles, recent work has explored the Fréchet distance in domains with obstacles. Efrat et al. [24] apply the Fréchet distance to create constrained morphs. Buchin et al. [10] compute the Fréchet distance between simple polygons. Chambers et al. [11] explore a homotopic variation of the Fréchet distance. Cook and Wenk [16] compute the Fréchet distance inside a simple polygon. Maheshwari and Yi [29] explore the Fréchet distance on a convex polyhedral surface.
Notation
Throughout this paper, n is the total number of vertices in a problem space that contains a polyhedral surface and auxiliary objects such as points, line segments, and polygonal curves. A shortest path on a polyhedral surface between points s and t is denoted by π(s, t), and d(s, t) signifies the Euclidean length of π(s, t).
A convex polyhedral surface is denoted by P. The extremely slowly growing inverse Ackermann function is represented by α(·). The line segment with endpoints a and b is denoted by ab. Table 1 summarizes our Euclidean shortest path results. For a convex polyhedral surface P, Agarwal et al. [1] give algorithms to compute either the exact set or a superset of the at most Θ(n 4 ) shortest path edge sequences on P. In Sect. 3.1, we describe how the star unfolding changes as a source point slides continuously along an edge of the convex polyhedral surface. Using this knowledge, we describe alternative algorithms to compute either the exact set or a superset of these shortest path edge sequences. Our superset approach maintains a star unfolding over a sequence of events by using persistent trees and kinetic Voronoi diagrams. This superset approach uses a linear factor less time when compared to [1] . Our exact set approach achieves the same runtime as Agarwal et al. [1] but uses kinetic Voronoi diagrams in the plane instead of lower envelopes in R 9 . Section 3.2 contains an algorithm to compute the Fréchet distance between polygonal curves on a convex polyhedral surface. Maheshwari and Yi [29] have previously shown how to compute this Fréchet distance by enumerating edge sequences. However, their approach relies on [28] whose key claim "has yet to be convincingly established" [1] . By contrast, we use the star unfolding to compute the Fréchet distance. 
Our Results
Fréchet Distance O(n 7 log 2 n) O(n 7 log 2 n) [29] SPM(ab,P) O(n 5 log n) -Our motivation for studying the Fréchet distance on a polyhedral surface is that teaming up two people for safety reasons is common practice in many real-life situations, ranging from scouts in summer camp, to fire fighters and police officers, and even to astronauts exploring the moon. In all of these applications, two team members need to coordinate their movement in order to stay within "walking distance" so that fast assistance can be offered in case of an emergency. The Fréchet distance can be used to model this scenario. Section 3.3 describes a shortest path map that supports queries from any point on a fixed source line segment to any target point on a convex polyhedral surface. Section 3.4 shows that a subset of the star unfolding called "the core" can overlap itself when the star unfolding is computed for a non-convex polyhedral surface.
Preliminaries
In this paper, a polyhedral surface is a triangulated polytope in R 3 . This polytope consists of faces, edges, and vertices. A Voronoi diagram [9, 33] of n sites is a subdivision of a space such as the plane into maximal regions such that all points within a given region have the same nearest neighbor site with respect to some distance measure.
Given a fixed source point s, it is common practice [30] to classify the points of the surface according to the combinatorial description (say, the edge sequence) of the shortest path connecting them to s. The resulting partition is the shortest path map SPM(s).
The Fréchet distance [6] is a similarity metric that is defined for two polygonal curves A, B :
where R d is an arbitrary Euclidean vector space, α and β range over continuous non-decreasing reparameterizations, and d is a distance metric for points. For a given
A cell is the parameter space defined by two line segments ab ⊂ A and cd ⊂ B, and the free space inside the cell consists of all points
Alt and Godau's [6] Fréchet decision problem decides whether the Fréchet distance δ F (A, B) ≤ ε for some constant ε ≥ 0. To make this decision, they build a free space diagram that measures the distance between all pairs of points s ∈ A and t ∈ B. Dynamic programming is then used to check for the existence of a monotone path through the free space. Such a monotone path only permits non-decreasing reparameterizations. The Fréchet optimization problem [6] returns the smallest value of ε such that the decision problem returns true, and this optimal value of ε is the Fréchet distance.
Shortest Path Problems on a Polyhedral Surface
This section contains all of our Euclidean shortest path results on a polyhedral surface. Section 3.1 describes algorithms that compute shortest path edge sequences for Fig. 1 Convex polyhedral surface P with an angularly ordered set of shortest paths from s ∈ P to each vertex v j ∈ P a convex polyhedral surface. These results are alternative algorithms to Agarwal et al. [1] , and they work by combining star unfolding and kinetic Voronoi diagram techniques. Sections 3.2 and 3.3 contain algorithms to compute the Fréchet distance and a shortest path map.
Shortest Path Edge Sequences
Consider a convex polyhedral surface P that has n vertices v 1 , . . . , v n . This section contains two algorithms to compute the Θ(n 4 ) shortest path edge sequences on the surface P. The first algorithm computes a superset of the shortest path edge sequences that contains O(n 6 ) edge sequences, and the second algorithm computes the exact set of Θ(n 4 ) shortest path edge sequences. Our O(n 4 log n) superset algorithm is an alternative approach that improves the preprocessing time of Agarwal et al. [1] by a linear factor. Our O(n 6 2 α(n) log n) time exact set algorithm matches the running time of [1] by using kinetic Voronoi diagrams instead of lower envelopes in R 9 . Note that we do not attempt to compute shortest path edge sequences on a non-convex polyhedral surface P N because Mount [32] has shown that there can be exponentially many such sequences.
Let Π = {π(s, v 1 ), . . . , π(s, v n )} be an angularly ordered set of non-crossing shortest paths from a source point s ∈ P to each vertex v j ∈ P, see Fig. 1 . 1 The star unfolding S is a simple polygon in R 2 that is defined by cutting P along each of the shortest paths in Π and unfolding the resulting shape into the plane [8] . Since the source point s touches all of the n cuts, s ∈ P maps to n image points s 1 , . . . , s n on the boundary of the unfolded simple polygon (see Fig. 2 ). We refer to the unfolded image of each vertex v j ∈ P as u j .
It is common to augment the star unfolding with extra edges that are collectively referred to as the equator. The equator of the star unfolding is the closed polygonal curve through the ordered sequence of unfolded vertices u 1 , . . . , u n , u 1 formed by shortest paths connecting consecutive unfolded vertices [13] . In the remainder of this paper, the "star unfolding" always refers to the planar arrangement of the star unfolding overlayed with the unfolded image of its equator. Such an arrangement has O(n 2 ) complexity because any line segment u i u i+1 on the equator can cross O(n) edges in the star unfolding [1] . Fig. 2 The star unfolding of a convex polyhedral surface P is created by cutting along shortest paths from a source point s ∈ P to every surface vertex v 1 , . . . , v 20 ∈ P. The source point s has an image s i in the star unfolding for each surface vertex of P. The heavily-shaded core of the star unfolding is a simple polygon that is defined by the closed polygonal equator through the unfolded points u 1 , . . . , u 20 , u 1 . The lightly-shaded triangles in the star unfolding are anti-core regions. To obtain an augmented star unfolding, we compute the arrangement of the star unfolding with its equator by placing a gray vertex at each point where an edge in the star unfolding crosses the equator
The closed equator partitions the star unfolding into two regions: the core and the anti-core [22] . As illustrated in Fig. 2 , the darkly-shaded core is one connected region that lies inside the closed equator curve. Notice that the core does not contain any of the source images. By contrast, the anti-core consists of n pairwise-disjoint regions that lie outside the closed equator curve. Each anti-core region has exactly one source image on its boundary. 2 A core edge is an edge of the (augmented) star unfolding that lies entirely in the core. There are O(n 2 ) edges in the core because each of the O(n) equator edges can intersect each of the O(n) edges of the original polyhedron P at most once.
An anti-core edge is an edge of the (augmented) star unfolding that lies entirely in an anti-core region. There are O(n) star unfolding edges in each anti-core region because an anti-core region is bounded by three line segments that correspond to shortest paths on the original polyhedron P. Each of these three shortest paths intersects each of the O(n) edges of P at most once.
The dual graph of the star unfolding is a tree with O(n 2 ) nodes. 3 Each node in this tree corresponds to a face of the star unfolding. A pair of nodes in this tree are connected if and only if the associated faces of these nodes share an edge in the star unfolding. Such a dual graph defines exactly one edge sequence for every pair of points in the star unfolding.
The star unfolding for a source point s can be used to compute a shortest path π(s, t) for points s, t ∈ P as follows. If an image of t lies in the anti-core region containing s i , then the line segment in the star unfolding from s i to the image of t is (the image of) an optimal shortest path [1] . By contrast, if an image of t lies in the core, then a nearest source image can be determined with Euclidean Voronoi diagram techniques, and the line segment in the star unfolding from this nearest source image to an image of t is (the image of) an optimal shortest path [1, 13] . This means that it is easier to determine a shortest path when t maps to an anti-core region than when t maps to the core.
Agarwal et al. [1] partition the n edges of the convex polyhedral surface P into O(n 3 ) line segment edgelets such that all source points on an edgelet are associated with the same combinatorial star unfolding. In other words, all source points in the interior of an edgelet have the same shortest path edge sequence to each vertex of P.
The edgelets can be constructed in O(n 3 log n) time as follows [1] . Given a vertex v i ∈ P, the ridge tree for v i is the set of all points on P that have at least two unique shortest paths to v i . The edgelets are constructed by computing the ridge tree for each vertex of P and intersecting these n ridge trees with the edges of the surface. This partitions each edge of the surface into O(n 2 ) edgelets and guarantees that all points in the interior of an edgelet have the same shortest path edge sequence to each vertex of P.
Agarwal et al. [1] represent all shortest paths with an endpoint on a fixed edge e ∈ P by constructing a star unfolding from scratch in O(n 2 ) time for each of the edgelets on e. Below, consider what happens as a source point s slides continuously from one endpoint of e to the other endpoint. Each time s passes an edgelet endpoint, we will show what operations are necessary to update the star unfolding. This allows us to avoid recomputing the entire star unfolding from scratch at each edgelet.
Updating the Star Unfolding at each Edgelet Endpoint
Consider continuously moving a source point s along one edge e of a convex polyhedral surface P. We will describe how the star unfolding changes each time the source point s passes over an edgelet endpoint. The following discussion assumes that Π = {π(s, v 1 ), . . . , π(s, v n )} is the angularly ordered sequence of non-crossing shortest path edge sequences from the source point s ∈ P to each surface vertex v j ∈ P.
By definition, each time the source point passes over an edgelet endpoint on the edge e, one shortest path in Π changes its combinatorial structure. Without loss of generality, assume that π(s, v 2 ) ∈ P is the old shortest path that is changing. The old shortest path corresponds to two segments, say, π(s 2 , u 2 ) and π(s 3 , u 2 ) in the star unfolding. The new shortest path π (s, v 2 ) always has one endpoint at an existing source image s i and one endpoint at an existing unfolded vertex u j in the star unfolding. Assume that the new shortest path will connect u 2 to the source image s 5 as illustrated in Fig. 3a . Let θ be the angle defined by the unfolded vertex u 2 and its two adjacent source images s 2 and s 3 . The new shortest path is a chord that partitions the star unfolding into two "halves." We refer to the "half" that contains the source image s 2 as H 2 . The "half" that contains the source image s 3 is H 3 . See Fig. 3b .
To remove the old shortest path π(s, v 2 ) from the star unfolding and insert the new shortest path π (s, v 2 ) into the star unfolding, we rotate the O(n 2 ) star unfolding edges in H 2 clockwise about u 2 by an angle of θ . After this rotation, s 2 will have the same position as s 3 , and s 5 will correspond to two source images s 5 After performing the O(n 2 ) rotation operations, we update the equator by replacing the two line segments u 1 u 2 and u 2 u 3 with u 1 u 3 . We also replace u 4 u 5 with the two line segments u 4 u 2 and u 2 u 5 . To maintain the arrangement of the star unfolding with the equator, we also need to split the O(n) edges in the star unfolding that cross the O(1) new equator edges, and we merge the O(n) star unfolding edges that crossed the O(1) equator edges that were removed. We must also split and merge O(n) additional edges in the star unfolding because the rotation merges the boundary edges u 2 s 2 and u 2 s 3 together and creates a new boundary edge u 2 s 5 .
The above statements imply the following result:
Lemma 1 Consider a source point s that is moving continuously along an edge of P. Each time s passes over an edgelet endpoint, the arrangement of the star unfolding for s with its equator can be updated by performing O(n 2 ) rotation operations and O(n) splitting and merging operations.

Combinatorial Description of the Star Unfolding
Lemma 1 has shown how to update the star unfolding each time the source point passes over an edgelet endpoint. Recall that we have to split and merge O(n) star unfolding edges and rotate the O(n 2 ) star unfolding edges in H 2 .
Since the star unfolding can be computed from scratch in O(n 2 ) time, we would prefer not to explicitly rotate all of the O(n 2 ) star unfolding edges in H 2 . With this objective in mind, we will define the combinatorial description of the star unfolding by keeping track of the 2D coordinates of the source images s 1 , . . . , s n and the 2D coordinates of the unfolded vertices u 1 , . . . , u n . Although these coordinates do not define all of the O(n 2 ) edges in the star unfolding, they do define the boundary edges for the star unfolding and the equator.
Agarwal et al. [1] describe the movements of a source image s i with a linear movement function. This movement function depends on three things: the position of the source point s ∈ P, the shortest path edge sequences for π(s, v i−1 ) and π(s, v i ), and the positions of the unfolded vertices u i−1 , u i in the star unfolding.
Along any fixed edgelet, the source point s moves linearly, the shortest path edge sequences for π(s, v i−1 ) and π(s, v i ) are fixed, and the positions of the unfolded vertices u i−1 , u i can be fixed [1] . This ensures that the movement function for any source image s i is simply a linear function as s varies continuously over one edgelet.
By the above reasoning, the combinatorial description of the star unfolding for one edgelet has O(n) complexity. It consists of an ordered sequence of n linear movement functions for s 1 , . . . , s n and an ordered sequence of n fixed positions for the unfolded vertices u 1 , . . . , u n . Knowing the 2D coordinates of the source images and unfolded vertices is useful because it gives us a precise description of the equator and the boundary of the star unfolding in O(n) space. Note that the combinatorial description does not describe the edges in the interior of the star unfolding.
Maintaining the Implicit Dual Graph of the Star Unfolding
The dual graph of the star unfolding is a tree [1] . Each node in this tree corresponds to a face in the star unfolding. An edge connects a pair of nodes in the dual graph if and only if the associated faces for these nodes share an edge in the star unfolding.
In this section, we will be constructing an maintaining an implicit dual graph that is associated with implicitly defined faces and edges in the star unfolding. This implicit dual graph always contains the same set of edge sequences as the (explicit) dual graph of the star unfolding. The advantage of using the implicit structure is that it can be maintained using a linear factor less time than the explicit dual graph. This will permit our superset algorithm in Theorem 2 to be a linear factor faster than the previous result in [1] .
Although we could update the exact star unfolding and its (explicit) dual graph each time the source point passes over an edgelet endpoint, this would require O(n 2 ) operations as shown in Sect. 3.1.1. By contrast, we will use only O(n) operations to maintain just the combinatorial description of the star unfolding (i.e., the boundary edges of the star unfolding and its equator). We will show that this combinatorial description is sufficient to maintain the implicit dual graph of the star unfolding.
A key idea is that the O(n 2 ) rotation operations for each edgelet do not affect the adjacency of any pair of faces. Only the O(n) splitting and merging operations can affect whether a pair of faces are adjacent. This means that only O(n) pairs of faces can change their adjacency status each time the source point enters a new edgelet. Consequently, the implicit dual graph of the star unfolding requires only O(n) updates per edgelet.
We would like to compactly store the implicit dual graph of the star unfolding for each of the O(n 3 ) edgelets of P. Since the (explicit) dual graph for any fixed edgelet has O(n 2 ) complexity, these structures could obviously be stored in O(n 5 ) space.
However, this seems wasteful because there are only O(n) adjacency changes between the dual graphs of two consecutive edgelets. We will therefore use a persistent tree to store all of our implicit dual graph edge sequences compactly in O(n 4 ) space.
A persistent tree is a tree that supports insertion and deletion operations and permits any previous version of the tree to be obtained in logarithmic time [35] . Each node in the persistent tree is associated with an implicitly defined face of the star unfolding. Each edge in the persistent tree is associated with a pair of implicitly defined faces in the star unfolding and with the edge of P that is shared by both of these faces. We can now state the following result: Proof Precompute a star unfolding for each vertex v j ∈ P in O(n 3 ) total time, and compute the O(n 3 ) edgelets in O(n 3 log n) time and space as in [1] . For any fixed edge e ∈ P, we compute an explicit star unfolding from scratch in O(n 2 ) time for the first edgelet on e, and we extract the linear movement functions for s 1 , . . . , s n and the fixed positions of the unfolded vertices u 1 , . . . , u n . For each of the remaining O(n 2 ) edgelets on e, we update the movement functions for the source images and the unfolded vertices using the operations described in Sect. 3.1.1 in O(n) time. The resulting combinatorial description of the star unfolding identifies the exact positions of all source images and unfolded vertices. These vertices, in turn, define the exact positions of all equator edges and boundary edges in the star unfolding.
Each edgelet endpoint identifies the at most one shortest path π(s i , v j ) that could change at this endpoint. The new shortest path π (s i , v j ) can be looked up (exactly) using the precomputed star unfolding for v j . These old and new shortest paths are exactly defined edge sequences. Each edge sequence corresponds to a connected, acyclic path that involves O(n) nodes in the implicit dual graph. As described in Sect. 3.1.1, rotation operations cannot change any edge sequences in our implicit dual graph, so we only have to consider merging and splitting operations. Merging a pair of anti-core regions corresponds to merging a pair of paths in the implicit dual graph. We simply delete all of the nodes that belong to one of these paths, and we update O(n) edges in the implicit dual graph. Likewise, processing a new shortest path involves updating the core and splitting one anti-core region into two anti-core regions. The new shortest path edge sequence corresponds to a unique, connected, acyclic path that involves O(n) nodes in the implicit dual graph. Splitting this unique path in the implicit dual graph involves making copies of all O(n) nodes and again updating O(n) edges. All of this processing involves simple tree operations that insert and delete O(n) nodes and edges in the implicit dual graph. Thus, we can maintain our implicit dual graph in a persistent tree T by using O(n) operations per edgelet.
To summarize, we build an explicit dual graph from scratch for the first edgelet on any edge e of the convex polyhedron P. This involves O(n 2 ) operations in the persistent tree T . For each of the remaining O(n 2 ) edgelets on e, we maintain an implicit dual graph by performing only O(n) updates in T . Thus, each edge of P contributes O(n 3 ) updates to the persistent tree, for a total of O(n 4 ) updates over all edges of P. Since each update to T takes O(log n) time and O(1) space [35] , O(n 4 log n) time and O(n 4 ) space is sufficient to maintain the implicit dual graph of the star unfolding over all edgelets.
Superset of Shortest Path Edge Sequences
Agarwal et al. [1] show that the dual graph of any single star unfolding defines a set of O(n 3 ) candidate shortest path edge sequences. These candidates are defined by the (unique) path in the dual graph that connects each pair of source images. Each of these O(n 2 ) paths in the dual graph defines a maximal candidate shortest path edge sequence that can be expanded into O(n) (non-maximal) candidate shortest path edge sequences. Although the set of candidates includes some edge sequences that do not correspond to shortest paths, the collection of all O(n 3 ) candidates for any single star unfolding is guaranteed to be a superset of all shortest path edge sequences that are defined by any fixed star unfolding.
Agarwal et al. [1] compute a star unfolding and a dual graph for each of the O(n 3 ) edgelets of P and use these structures to construct a superset C of the Θ(n 4 ) shortest path edge sequences for P. Their superset C contains O(n 6 ) candidate shortest path edge sequences, and the O(n 3 ) dual graphs that are used to enumerate these edge sequences can be computed in O(n 5 ) total time and space. By contrast, our persistent tree T also encodes all of these dual graphs and can be computed in O(n 4 log n) time and O(n 4 ) space.
Theorem 2 After computing the persistent tree T in O(n 4 log n) time and O(n 4 ) space, any desired candidate shortest path edge sequence in C can be explicitly reported in O(log n + K) time, where K is the number of edges that are reported.
Proof Although Agarwal et al. [1] compute a separate star unfolding and dual graph for each edgelet in O(n 5 ) total time, Theorem 1 shows that we can construct a persistent tree T that encodes the implicit dual graphs for all of the edgelets in O(n 4 log n) total time. Given any edgelet, T can return the implicit dual graph of the star unfolding for this edgelet in O(log n) time [35] . This implicit dual graph can then be used to report any desired candidate shortest path edge sequence for the given edgelet in O(K) time. Here, K is the number of edges that are reported.
Exact Set of Shortest Path Edge Sequences
Now that we have shown how to compute a superset of the shortest path edge sequences, we turn to the problem of computing the exact set of Θ(n 4 ) shortest path edge sequences for a convex polyhedral surface P. The exact set of shortest path edge sequences for each combinatorial star unfolding can be determined with a kinetic Voronoi diagram that allows its defining point sites to move. In our case, the moving sites are the source images s 1 , . . . , s n , and each source image is linearly parameterized as the source point s varies continuously over each edgelet.
Note that our kinetic Voronoi diagram is largely independent of the underlying star unfolding. We are interested in the kinetic Voronoi diagram of a set of moving point sites, and these point sites just happen to be the source images of the star unfolding.
According to Albers et al. [3] , a Voronoi event corresponds to a topological change in the structure of the Voronoi diagram. Such an event occurs when a new site appears, an existing site disappears, or an existing site appears or disappears from the convex hull of the existing sites. Since our 'sites' are the source images in the star unfolding, we never have to worry about a new site appearing or an existing site disappearing. However, a source image can appear or disappear from the convex hull of the existing source images. Since each source image has a linear movement function, remark (3) on p. 121 of [26] ensures that each pair of moving source images defines O(n) Voronoi events. We now show how to construct the exact set of shortest path edge sequences using the above kinetic Voronoi diagram. For the moment, consider one fixed edgelet α. As the source point s ∈ P varies continuously over the edgelet α, the source images s 1 , . . . , s n in the star unfolding move along line segments, and the unfolded vertices u 1 , . . . , u n in the star unfolding are fixed.
Lemma 2 The kinetic
As an initialization step, explicitly construct a traditional (non-kinetic) Voronoi diagram for the source image sites s 1 , . . . , s n when the source point s is fixed at an endpoint of the edgelet α. Also explicitly construct the star unfolding to obtain a set of O(n 2 ) fixed core edges. By tracing each of these fixed core edges through the traditional Voronoi diagram, we can easily determine all the shortest path edge sequences when the source point s is located at a fixed endpoint of α.
By maintaining a kinetic Voronoi diagram of the source images for the edgelet α, we obtain a parameterized two-dimensional Voronoi cell ϕ i for each source image s i . Due to the properties of Voronoi diagrams, the unique edge sequence in the star unfolding from s i to any core edge e can suddenly become a new shortest path edge sequence if and only if e ever intersects the parameterized Voronoi cell ϕ i . This follows because s i must be a nearest source image to some point on e in order to define a shortest path to e.
One way to decide whether a fixed core edge e ever intersects a parameterized kinetic Voronoi cell ϕ i is to represent each vertex of the Voronoi cell ϕ i as an algebraic curve. We can then test whether any algebraic curve intersects e. To avoid testing whether each algebraic curve intersects all O(n 2 ) core edges, Agarwal et al. [1] use triangulation and upper envelope techniques to refine each algebraic curve into a monotone sequence of arcs. Each of these arcs is then only compared with O(log n) core edges. We now describe this technique in more detail.
Once again, consider a fixed edgelet α. Let u i be an unfolded vertex in the anticore region that contains the source image s i . Since shortest paths cannot turn in the Fig. 4 The subtree D has at most one degree-three vertex d 3 . Core edges are dashed star unfolding, Agarwal et al. [1] triangulate the region of the core that is directly visible to each unfolded vertex u i . Let this triangulation be the sequence of triangles
}. Each triangle in Υ i has a vertex at u i . Using upper envelope techniques, Agarwal et al. [1] refine the algebraic curves for the kinetic Voronoi cell ϕ i into a monotone sequence of O(n 2 2 α(n) ) arcs. Each arc has constant complexity and is associated with the at most one triangle of Υ i that contains it. We can now state the below result.
Lemma 3 Given the (exact) star unfolding and the kinetic Voronoi diagram for an edgelet α, the endpoints of the O(n) maximal shortest path edge sequences defined by any source image s i can be computed in
Proof Compute the O(n 2 2 α(n) ) arcs for the kinetic Voronoi cell ϕ i , and associate these arcs with the sequence of triangles Υ i . This can be done in O(n 2 2 α(n) log n) time by Agarwal et al. [1] .
Let D be a tree that represents the dual graph of the fixed core for the edgelet α. The tree D is useful because it defines candidate shortest path edge sequences in the core. Consider a triangle ∈ Υ i . Assume that the unfolded vertices defining the triangle are u i , u j , u k . Let the portion of the dual graph D inside the triangle be the subtree D . By [1] , the maximum degree of any vertex in D is three, and there is at most one degree-three vertex. This follows because (1) the triangle cannot contain an unfolded vertex in its interior, so each core edge is a chord of . Furthermore, (2) a degree-three vertex must have three core edges defining its face, and this happens at most once (see Fig. 4 ). This means that the subtree D consists of one maximal path from the face containing u i to the face containing u j and a second maximal path from the face containing u i to the face containing u k . The endpoints of these two maximal paths in the full tree D can be determined in O(log n) time. These endpoints define the subtree D .
After identifying the subtree D and the arcs inside each triangle ∈ Υ i , a binary search is performed on D for each arc that is inside . The deepest edge on each of the two maximal paths in D that is intersected by an arc defines one maximal shortest path edge sequence. Thus, O(n 2 2 α(n) log n) time is sufficient.
Repeating the technique of Lemma 3 for n source images will yield all maximal shortest path edge sequences for one edgelet. Iterating this procedure for each of the O(n 3 ) edgelets will yield all maximal shortest path edge sequences on the convex polyhedral surface P. We can now state the following result:
Theorem 3
The exact set of Θ(n 4 ) shortest path edge sequences for a convex polyhedral surface P with n vertices can be explicitly constructed in O(n 6 2 α(n) log n) time. This set can be explicitly stored with O(n 5 ) space.
Proof By Lemma 2, we can compute the exact star unfolding and kinetic Voronoi diagram for any edgelet in O(n 3 log n) time and O(n 3 ) space. By Lemma 3, all maximal shortest path edge sequences defined by the source images s 1 , . . . , s n for this edgelet can be determined in O(n · n 2 2 α(n) log n) time. Thus, all maximal shortest path edge sequences defined by an edgelet can be determined in O(n 3 2 α(n) log n) time. Repeating this technique for all O(n 3 ) edgelets yields O(n 6 2 α(n) log n) time. Since each shortest path edge sequence involves O(n) edges, it takes O(n 5 ) space to explicitly store all Θ(n 4 ) shortest path edge sequences.
Fréchet Distance
This section contains an algorithm to compute the Fréchet distance on a convex polyhedral surface. Let δ P (A, B) denote the Fréchet distance between polygonal curves A and B on a convex polyhedral surface P. We define n as the number of vertices in a triangulated version of P such that every edge of A and B appears as a sequence of edges in the triangulation.
Maheshwari and Yi [29] have previously shown how to compute δ P (A, B) in O(n 7 log n) time by enumerating edge sequences. However, their approach relies on [28] whose key claim "has yet to be convincingly established" [1] . By contrast, we use the star unfolding to compute δ P (A, B) in O(n 7 log 2 n) time and O(n 3 ) space. We build a free space diagram [6] to measure the distance d(s, t) between all pairs of points s ∈ A and t ∈ B. Each cell in our free space diagram is the parameter space defined by an edgelet α ∈ A and either a core edge or an anti-core edge in the combinatorial star unfolding for α. A cell is always interior-disjoint from all other cells.
To compute δ P (A, B) , we determine for a given constant ε ≥ 0 all points {(s, t) | s ∈ A, t ∈ B, d(s, t) ≤ ε} that define the free space [6] . The star unfolding S maps a fixed source point s ∈ A to a set s 1 , . . . , s n of source image points in S and maps the polygonal curve B to a set β 1 , . . . , β O(n 2 ) of core and anti-core edges in S. Since s maps to multiple images in S, the free space is defined by the union of a set of disks d 1 , . . . , d n , where each disk d i has radius ε and is centered at s i (see Fig. 5 ). This follows by [8, 12] because for a convex polyhedral surface the Euclidean length of a line segment in the star unfolding is always at least as large as the true shortest path between those two points (even when the line segment does not stay inside the boundary of the star unfolding).
As the source point s varies continuously over an edgelet α ∈ A, the core is fixed and each source image s i is parameterized along a line segment l i in the star unfolding [1] . This is illustrated in Fig. 5. The δ P (A, B) decision problem determines whether the Fréchet distance between polygonal curves A and B on a convex polyhedral surface is at most some given constant ε ≥ 0. (A, B) decision problem can be computed in O(n 7 log n) time and O(n 3 ) space. images of the edges of P (e.g., β j ). Inside the anti-core regions, there are O(n 2 ) images of the edges of P (e.g., β i ) that were cut during the unfolding process. Free space for edges in the anti-core is completely described by a single moving ellipse (e.g., the ellipse that moves along l 5 is always closest to β i ). Free space for edges in the core (e.g., β j ) is defined by the union of O(n) moving ellipses Proof Partition the polygonal curve A into O(n 3 ) edgelets and compute a star unfolding for each edgelet in O(n 5 ) total time [13] . We will first consider free space that is defined by an anti-core edge. Let β be an anti-core edge that lies in the anticore region containing the source image s i . The anti-core edge β changes length inside its triangular anti-core region as s varies continuously over an edgelet α ∈ A (see Fig. 5a ). In the free space diagram, this motion defines a constant complexity algebraic cell C that represents the parameter space for the edgelet α ∈ A and the anti-core edge β ∈ B. Free space in the cell C is defined by the intersection of C with the ellipse E l i ,β = {(s, t) | s ∈ l i , t ∈ β, s − t ≤ ε} [6] . This follows because the anti-core edge β is always at least as close to the source image s i as to any other source image s j for any j = i [12] . Since the free space defined by each anti-core edge has constant complexity and is interior-disjoint from all other cells, the O(n 5 ) anti-core edges contribute O(n 5 ) total complexity to the free space diagram.
Theorem 4 The δ P
We now consider the free space that is defined by a core edge. All of the O(n 2 ) core edges have fixed positions as s varies continuously over an edgelet α, and the free space for any core edge γ is defined by the union of the n ellipses E l 1 ,γ , . . . , E l n ,γ . The union of these ellipses has O(n 2 ) complexity and can be computed in O(nλ 4+2 (n)) time [2] . 4 Thus, the free space for all O(n 2 ) core edges has O(n 4 ) total complexity per edgelet and O(n 7 ) complexity over all edgelets. Reachability information can be propagated through the free space diagram via plane sweep [17] in O(n 7 log n) time. By storing one star unfolding, one cell, and one vertical line segment of the free space diagram at a time, O(n 3 ) space is sufficient. This follows because one vertical line segment of the free space diagram is defined by all distances between a fixed point s ∈ A and the polygonal curve B. The free space defined by s and the polygonal curve B has O(n 3 ) complexity because each of the O(n 2 ) anticore edges is intersected with a single fixed ellipse and each of the O(n 2 ) core edges is intersected with the union of O(n) fixed ellipses.
When the plane sweep completes, we know whether the upper right corner of the free space diagram is reachable. The decision problem algorithm returns true if and only if the upper right corner of the free space diagram is reachable.
Critical values [6] are candidate values of ε that are caused by a geometric configuration change of the free space. The smallest critical value ε * that causes the decision problem to return true defines the exact value of the Fréchet distance. The standard approach [6] to find ε * is to apply parametric search with Cole's [15] sorting trick. An alternative to parametric search is to run the decision problem once for every bit of accuracy that is desired [38] . In the following theorem, we apply parametric search to a set of parameterized free space vertices. Given the O(n 7 log n) decision problem runtime from Theorem 4, parametric search with Cole's [15] sorting trick can be applied to the ρ i (ε) functions to compute the Fréchet optimization problem in O(n 7 log 2 n) time. The space requirement is identical to the decision problem.
Shortest Path Map
This section describes a shortest path map on a convex polyhedral surface P. The shortest path map supports queries from any source point on any given line segment ab ⊂ P. In the below theorem, n denotes the complexity of a convex polyhedral surface P, and K is the complexity of any returned path. Although it was previously known [13, 22] that anti-core regions for a non-convex polyhedral surface could overlap other anti-core regions, it was not previously known whether the core could overlap itself. The below lemma affirms that the core can indeed overlap itself.
Theorem 6 Given a line segment ab
Lemma 4
The core of the star unfolding for a non-convex polyhedral surface can overlap itself.
Proof Figure 6 illustrates a non-convex polyhedral surface whose star unfolding has an overlapping core. The three-dimensional surface consists of three rectangular faces and eleven triangular faces.
The three rectangular faces all lie in a common plane and are defined by the set of vertices V = {b 1 , . . . , b 6 , t 1 , . . . , t 6 }. Vertex s = b 1 has coordinates (0, 0, 0). Each rectangle has width 1 and height 10. The horizontal separation between rectangles (e. g., d(b 2 , b 3 ) = d(b 4 , b 5 ) ) is also 10. The eleven triangular faces are all defined by two vertices from V and a common apex vertex a = (10, −1, 0) . Specifically, the eleven triangular faces are b 1 at 1 , t 1 at 2 , t 2 ab 2 , b 2 ab 3 , b 3 at 3 , t 3 Shortest paths from the source point s = b 1 to each vertex are shown as thick dashdotted line segments. Cutting along these shortest paths and unfolding into the plane yields the star unfolding for this surface. The shortest paths π(s, t 4 ) and π(s, t 6 ) turn at a vertex because all vertices in V lie in the same plane. This construction prevents shortcuts through the interiors of "alley" faces such as b 2 ab 3 .
The rectangular faces and the hidden face b 1 at 1 in Fig. 6a map to anti-core regions in the star unfolding because each of these faces can be associated with just one maximal shortest path edge sequence. We now justify why the remaining heavilyshaded points in Fig. 6a map to the core in the star unfolding. Consider the points p 2 , p 3 in the interior of the triangular face t 2 ab 2 . The shortest path π(s, p 2 ) travels from s to a to p 2 while π(s, p 3 ) travels from s to a point on the edge t 2 b 2 to p 3 . Since multiple shortest path edge sequences exist to interior points of t 2 ab 2 , this face must lie in the core. The remaining heavily-shaded faces lie in the core by analogous reasoning. Figure 6b illustrates that faces in the core such as t 6 ab 6 and t 2 ab 2 partially overlap when the core is unfolded into the plane. Thus, the core of the star unfolding for a non-convex polyhedral surface can overlap itself.
Conclusion
We develop algorithms to compute shortest path edge sequences, a shortest path map, and the Fréchet distance for a convex polyhedral surface. Despite efforts by Chandru et al. [12] , the runtimes for the edge sequence algorithms have not improved since 1997. Our work describes how the star unfolding changes when a source point moves along an edge of a convex polyhedral surface. We give alternative algorithms for the edge sequence approach of Agarwal et al. [1] , and we introduce new shortest path algorithms that apply to convex polyhedral surfaces. It remains a challenging open problem to construct the Θ(n 4 ) shortest path edge sequences on a convex polyhedral surface in o(n 6 ) time. One possible means of achieving such a speed up would be to apply the continuous Dijkstra approach of Schreiber and Sharir [37] to this problem.
