Algorithms of multidimensional random process simulation by Сюзев, В.В. et al.
Алгоритмы многомерного имитационного моделирования случайных процессов  Сюзев В.В., Смирнова Е.В., Пролетарский А.В. 
Компьютерная оптика, 2021, том 45, №4   DOI: 10.18287/2412-6179-CO-770 627 
Алгоритмы многомерного имитационного моделирования  
случайных процессов  
В.В. Сюзев 1, Е.В. Смирнова 1, А.В. Пролетарский 1 
1 МГТУ им. Н.Э. Баумана,  
105005, Россия, г. Москва, ул. 2-я Бауманская, д. 5/1 
Аннотация 
В статье рассматриваются два подхода к моделированию сигналов и процессов: метод 
формирующих фильтров и тригонометрический метод. Показано, что второй подход бо-
лее перспективен, так как увеличение размерности представления сигнала (процесса) ма-
тематически означает добавление слагаемого в формуле базисной функции, что дает до-
ступ к быстрым алгоритмам имитации. Приведены примеры алгоритмов многомерного 
моделирования случайных процессов с использованием двух методов, и описана про-
граммная система, реализующая эти алгоритмы. Результаты работы программного ком-
плекса позволят прогнозировать характеристики инженерных проектов (точность и быст-
родействие алгоритмов моделирования). В связи с актуальностью и необходимостью 
фундаментальных исследований методов и алгоритмов цифрового преобразования ком-
понентной базы, внедрения цифровых технологий во все аспекты деятельности, включая 
синтез новых материалов, разработку новых методов проектирования микро- и наноси-
стем, целью статьи является расширение области применения спектрального метода мо-
делирования многомерных процессов с использованием оригинальных алгоритмических 
комплексов. 
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Введение 
Имитационное моделирование является важным 
инструментом исследования объектов и процессов, 
находящим широкое применение в различных науч-
ных и практических областях. Методы моделирова-
ния активно применяются в приборостроении и элек-
тронике [1 – 5], при проектировании и исследовании 
радиотехнических систем [6]. Численное моделиро-
вание осуществляется для исследования процессов 
перестройки наноструктур сплавов методами молеку-
лярной динамики [7], для анализа процессов, связан-
ных с физикой твердого тела [8], в системах распо-
знавания изображений [9], в таких областях, как эко-
номика и финансы [10, 11], большой интерес прояв-
ляется к многомерному моделированию, которое свя-
зано с такими новыми направлениями обработки 
больших данных, как интерактивные карты с допол-
ненной реальностью [12]. Авторы статьи используют 
известные и оригинальные алгоритмы и методы циф-
рового моделирования при подготовке инженерных 
кадров [13, 14], поскольку в условиях быстро разви-
вающихся информационных технологий потребность 
в инженерах, имеющих теоретические знания и прак-
тические навыки в области математического модели-
рования процессов и сигналов, многократно возросла.  
В настоящее время достаточно широко использу-
ется цифровая обработка многомерных сигналов, 
например, в вычислительных комплексах моделиро-
вания гидроакустической обстановки реального вре-
мени [15], в системах обработки изображений и тех-
нического зрения [16, 17], интерес к многомерным 
методам и моделям имитации возрастает. 
Из всего множества существующих методов и мо-
делей имитационного моделирования по их практи-
ческой востребованности можно выделить два основ-
ных направления.  
Первое направление связано с созданием рекур-
сивных и нерекурсивных формирующих фильтров, 
используемых в том числе и в стандартном про-
граммном обеспечении, например, в MatLab [19]. Их 
синтез в двумерном случае состоит в факторизации 
корреляционной или спектральной матриц [15, 16, 
18], приводящей к импульсной характеристике ими-
тационных фильтров. Эффективные результаты в 
этом случае можно получить только в классе дробно-
рациональных функций спектральной плотности, по-
этому процесс факторизации не всегда может быть 
реализован. Параграф 1 этой статьи посвящен рас-
смотрению моделирования стационарных случайных 
процессов методом скользящих фильтров. 
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Второе направление состоит из методов и моде-
лей, содержащих составные тригонометрические ба-
зисные системы. Их прямое использование требует 
выполнения большого объема вычислительных опе-
раций, и это можно считать ограничением, но оно 
может быть снято за счет решения задач имитации в 
других базисах, имеющих возможности для реализа-
ции эффективных быстрых преобразований (базисы 
Фурье и Хартли). Однако именно это направление 
послужило авторам статьи основой для предложения 
новой модернизации известных моделей, резко по-
вышающей их эффективность. В параграфе 2 статьи 
предложено оригинальное обобщение одномерного 
случая на представление многомерных сигналов и 
процессов в многомерной спектральной области гар-
монических базисов, и показано, что такой спек-
тральный подход не содержит ограничений по виду и 
содержанию ФСПМ, а его применение позволит 
улучшить показатели точности и вычислительной 
сложности у получаемых алгоритмов имитации за 
счет применения быстрых преобразований сигналов. 
Особенностью предлагаемого авторами подхода к 
имитационному моделированию является энергети-
ческое представление сигналов, такой подход может 
применяться, в частности, для экспериментального 
исследования алгоритмов интерполяции на трёхмер-
ных гиперспектральных данных дистанционного зон-
дирования Земли [17], решать задачи технического 
зрения и обработки изображений [18] и другие. Кро-
ме этих примеров, существуют запросы на фунда-
ментальные исследования методов и алгоритмов 
цифровой трансформации перспективной компо-
нентной базы, направленной на обеспечение инте-
грации цифровых технологий во все аспекты синтеза 
новых материалов и способов моделирования и кон-
струирования микро- и наносистем. В связи с такой 
целью разрабатываются оригинальные алгоритмиче-
ские комплексы, обеспечивающие инструменты мо-
делирования в конкретных областях. Одним из та-
ких инструментов является оригинальная програм-
мная система, разработанная авторами для модели-
рования случайных многомерных сигналов и про-
цессов. Алгоритмическая имитационная система опи-
сана в параграфе 3 статьи.  
Начать же авторы считают нужным с описания из-
вестных алгоритмов имитации многомерных случайных 
сигналов методом формирующих фильтров со скользя-
щим суммированием, сделав акцент на описание осо-
бенностей многомерной имитации сигналов этим мето-
дом и на возможных способах ее реализации. 
1. Моделирование стационарных случайных 
процессов методом скользящего 
суммирования 
Задачи моделирования случайных процессов, ре-
шаемые в системах передачи и обработки сигналов, 
часто приводят к необходимости получения случай-
ных сигналов с негауссовым законом распределения. 
Для создания возмущений такого рода используют 
генераторы случайных сигналов с задаваемыми па-
раметрами: спектральной плотностью, номиналь-
ной корреляционной функцией выходного сигнала, 
шириной спектра. При этом выполняются следую-
щие условия: 
 отклонение спектральной плотности от заданной 
не превышает допустимого значения; 
 устанавливается номинальный интегральный за-
кон распределения мгновенных значений выход-
ного сигнала; 
 и другие необходимые для качественного модели-
рования условия. 
В радиотехнике часто формулируют задачи ими-
тации процессов с заданными корреляционными 
свойствами [20 – 22]. Отметим, что большинство из 
существующих методов моделирования случайных 
сигналов в рамках корреляционной теории пригодны 
для ограниченных интервалов времени. При создании 
модельных сигналов на больших временных отрезках 
может потребоваться проведение большого объема 
подготовительной работы и вычислений. Простые ал-
горитмы для получения реализаций случайных дис-
кретных не ограниченных во времени процессов с за-
данной многомерной корреляционной функцией или 
законом распределения авторами [1] не найдены. Од-
нако решение настолько широко поставленной задачи 
на практике требуется крайне редко. Чаще требуется 
моделировать случайные процессы, относящиеся к 
более узким классам задач, например: 
 стационарные нормальные процессы,  
 стационарные процессы, не являющиеся нормаль-
ными, но порождаемые нормальными в нелиней-
ных системах,  
 нестационарные нормальные случайные процессы 
со стационарными приращениями,  
 многомерные стационарные нормальные случай-
ные процессы  
 и другие.  
Для этих классов разработаны достаточно эф-
фективные алгоритмы имитации, ниже рассмотре-
ны два из них. 
1.1. Алгоритм, основанный на методе 
формирующих фильтров  
с использованием скользящего суммирования 
Одним из эффективных подходов моделирования 
является метод формирующих фильтров с использо-
ванием скользящего суммирования [1]. В его основу 
положено линейное преобразование стационарной 
последовательности x [n] независимых нормальных 
случайных чисел (дискретный белый шум) в после-
довательность y [n], коррелированную по заданному 
закону [23]. При этом оператор линейного преобразо-
вания реализуется либо как оператор скользящего 
суммирования с некоторым весом ck = c [k]: 
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либо как рекуррентное уравнение следующего вида: 
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где y (i) – генерируемый сигнал; bk, ak – коэффициен-
ты рекуррентного уравнения фильтра; ck – весовые 
коэффициенты фильтра; x [n] – независимое случай-
ное число, i = N + 1, N + 2, N + 3,…. 
Характер корреляционной функции случайного 
процесса, моделируемого с помощью алгоритмов (1) 
или (2), определяется набором значений коэффициен-
тов ck или ak, bk. Их количество (обычно небольшое) 
называют порядком фильтра [23]. Сами коэффициен-
ты ak, bk – параметры рекуррентных алгоритмов и 
дискретная весовая функция ck в формуле скользяще-
го суммирования определяются на этапе настройки 
алгоритма. Следует отметить, что алгоритмы (1) и (2) 
отличаются простотой и позволяют формировать 
дискретные реализации случайных процессов доста-
точно большой длительности. 
Вид структуры формирующего фильтра показан 
на рис. 1. 
 
Рис. 1. Структура формирующего фильтра 
Начальное условие при вычислении последова-
тельности y [n], ее первое значение, можно выбирать 
нулевым. Однако при этом будет иметь место пере-
ходный процесс, в результате которого начальный 
участок имитируемого сигнала будет искаженным. 
Только после окончания этого переходного процесса 
последовательность y [n] становится стационарной. 
Сформируем из последовательности x [n] с помо-
щью алгоритма (1) новую последовательность y [n]: 
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и т. д. 
Таким образом, случайная величина y [n] получа-
ется путем суммирования N независимых случайных 
чисел с весами c1,…,cn, представляющими собой от-
резок последовательности х [n]. При вычислении оче-
редного значения y [n] последовательность х [n] сдвига-
ется на один элемент вправо, удаляя элемент x [n – N]. 
Коррелированность величин y [n] и y [n + k] обеспечи-
вается за счет того, что при генерации используется k 
общих случайных величин последовательности x [n]. 
При k = N значения y [n] и y [n + k] становятся некор-
релированными. Поэтому характер корреляционных 
связей процесса y [n] определяется выбором весовых 
коэффициентов ck и не зависит от закона распределе-
ния случайных чисел исходной последовательности 
x [n]. Если этот закон нормальный, то в силу линей-
ности преобразований случайный процесс y [n] будет 
нормальным. 
Случайная последовательность коррелированных 
чисел y [n] в точках tn = nΔt имитирует значения ста-
ционарного случайного процесса y [n] с алгоритмиче-
ской корреляционной функцией R (τ), которая в точ-
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Таким образом, с помощью алгоритма (1) сколь-
зящим суммированием можно формировать дискрет-
ные реализации нормальных стационарных случай-
ных сигналов с ограниченной по времени корреляци-
онной функцией, определяемой выбором весовых 
множителей ck, которые, как отмечалось выше, вы-
числяются заранее на этапе настройки алгоритма. 
На этапе настройки алгоритма формирующего 
фильтра решаются две основные задачи подготовки к 
моделированию: 
 определение порядка фильтра; 
 вычисление значений весовых коэффициентов 
фильтра по заданным характеристикам сигнала. 
1.2. Алгоритм моделирования многомерных  
случайных процессов методом скользящих фильтров 
N-мерный непрерывный нормальный стационар-
ный случайный процесс задается обычно либо в виде 
его корреляционной матрицы: 








    (5) 
либо в виде спектральной матрицы: 








    (6) 
где Rkl () = M{k (t), l (t)} – автокорреляционные (при 
k = l) и взаимно корреляционные (при k  l) функции 
случайных процессов  ,   1,k t k N  , а Gkl () – пре-
образование Фурье от Rkl (). Дискретные многомер-
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ные нормальные случайные процессы задаются ана-
логично непрерывным с помощью корреляционных и 
спектральных матриц: 
   











R n R n








где     nkl klF z R n z


  , причем Fkl (z) = Flk (z –1). 
В соответствии с выражениями (5 – 7) необходимо 
синтезировать многомерный формирующий фильтр 
для дискретных реализаций случайного процесса с 
заданными корреляционными характеристиками. 
N-мерный линейный фильтр определяется как ли-
нейная динамическая система с N входами и N выхо-
дами. Если    
1,k k N
x t x t

  – входное воздействие и 
   
1,k k N
y t y t

  – реакция системы, то связь между 
входом и выходом N-мерного линейного непрерыв-
ного фильтра описывается с помощью передаточной 
матрицы в виде 
     ,Y p K p X p  (8) 
где X ( p) = Xk ( p) и Y ( p) = Yk ( p) – образы непрерывно-
го преобразования Лапласа соответственно входного 








точная матрица N-мерного фильтра, у которой эле-
менты Kkl ( p) являются передаточными функциями 
каналов "l-й вход – k-й выход". 
Аналогично описывается связь вход – выход в 
дискретных N-мерных линейных фильтрах: 
     * * * ,Y z K z X z  (9) 
где X*(z) и Y*(z) – образы дискретного преобразования 
Лапласа входного и выходного сигналов, K*(z) – пе-
редаточная матрица дискретного N-мерного фильтра. 
Уравнения многомерного сигнала, получаемого с 
помощью многомерного формирующего фильтра, 
можно проиллюстрировать на примере двумерного 
непрерывного сигнала: 
         
         
1 11 1 12 2
2 21 1 22 2
   ,
   .
y t K p x t K p x t




На примере двумерной фильтрации (10) видно, 
что каждый из выходных сигналов y1 (t) и y2 (t) явля-
ется суммой линейных операторов от входных сигна-
лов x1 (t) и x2 (t). Аналогичные соотношения имеют 
место и в общем случае. Для многомерной фильтрации 
белого шума каждая составляющая  ,  1,k t k N  , 
случайного процесса  (t) на выходе N-мерного фильтра 







 получается путем 
суммирования l составляющих  ,  1,lx t l N , входного 
процесса    , 1,lx t l N ,  профильтрованных одномер-
ными фильтрами с передаточными функциями Kkl ( p).  
Пусть воздействие на входе N-мерного линейного 
фильтра представляет собой N-мерный белый шум, т.е. 








    (11) 
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   
 (13) 
где δ (τ) – дельта-функция. N-мерный белый шум в 
данном случае определен как совокупность N незави-
симых между собой δ-коррелированных случайных 
процессов. 
Можно показать, что при воздействии белого шу-
ма спектральная матрица случайного процесса на вы-
ходе N-мерного фильтра для непрерывного и дис-
кретного времени связана с передаточной матрицей 
фильтра следующими соотношениями: 
     








G K j K j
F z K z K z
    

 (14) 
Следовательно, для получения N-мерного случай-
ного процесса с заданной спектральной матрицей 
нужно пропустить N-мерный белый шум через N-
мерный формирующий фильтр, передаточная матрица 
которого удовлетворяет соотношениям (14). Для 
нахождения передаточной матрицы по заданной спек-
тральной матрице требуется разбиение последней на 
два сомножителя вида (14), т.е. ее факторизация [1].  
При таком способе моделирования возможны 
два следующих варианта реализации алгоритма 
моделирования.  
Вариант 1. Заданную спектральную матрицу не-
прерывного N-мерного случайного процесса можно 
непосредственно подвергнуть факторизации для по-
лучения передаточной матрицы непрерывного фор-
мирующего фильтра, а затем, используя точные или 
приближенные методы дискретизации непрерывных 
фильтров, осуществить многомерную фильтрацию 
непрерывного белого шума. 
Вариант 2. По заданной спектральной матрице 
G () непрерывного N-мерного процесса  (t) можно 
найти, используя z-преобразование, спектральную 
матрицу F (z) соответствующего дискретного случай-
ного процесса  [n], затем путем факторизации F (z) 
найти передаточную функцию дискретного форми-
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рующего фильтра и далее выполнить многомерную 
фильтрацию белого шума. 
Поскольку производительность определяется по-
рядком фильтров и не может меняться, из этого мож-
но сделать вывод, что все резервы повышения произ-
водительности в первом направлении моделирования 
сигналов и процессов исчерпаны. 
2. Моделирование стационарных случайных 
процессов спектральным методом  
Второе направление имеет большие возможности 
для разработки, позволяет многократно повысить 
точность и производительность, обеспечиваемые раз-
личными базисами и быстрыми алгоритмами. 
2.1. Комплексные экспоненциальные непрерывные 
двумерные базисные системы Фурье и их свойства 
Новизна и оригинальность спектрального метода 
преобразования сигналов в ортогональных гармони-
ческих базисах определяются представлением сигна-
лов в рамках многомерной энергетической теории на 
основе алгоритмического обеспечения предложенных 
алгоритмов имитации. В качестве рабочего базиса 
выбран двумерный комплексный базис Фурье. Базис-
ной системой, входящей в состав гармонических ба-
зисных функций, является комплексная экспоненци-
альная система Фурье. В ней вещественная часть 
функций принимает значения косинусных функций 
1 1 2 2 1 1 2 2
1 2 1 2
exp 2 cos 2  ,
k t k t k t k t
Re j
T T T T
                   
        
 (15) 
а мнимая часть совпадает с синусной функцией: 
1 1 2 2
1 2




k t k t
Im j
T T
k t k t
T T
         
    
  
    
  
 (16) 
где T1 и T2 являются составляющими общей области 
определения функций размером T1 × T2, k1 и k2 – состав-
ляющими двумерного номера функций, а t1 и t2 – со-
ставляющими аргумента функций, причем k1, k2  [0,), 
а t1[0, T1), t2[0, T2). 
Из этих функций можно, как и в одномерном 
случае, организовать три двумерные ортогональные 
полные базисные системы: тригонометрическую, 
комплексно-экспоненциальную и Хартли [23 – 26]. 
Тригонометрическая система содержит функции с 
мощностью 0,5, комплексные экспоненциальные 
функции (КЭФ) и Хартли имеют функции с единич-
ной мощностью. 
Результирующая двумерная комплексная экспо-
ненциальная функция (ДКЭФ) имеет следующий три-
гонометрический вид записи: 
1 1 2 2 1 1 2 2
1 2 1 2
1 1 2 2
1 2
exp cos 2
sin 2  .
k t k t k t k t
j
T T T T
k t k t
j
T T
      
          
      
  
    
  
 (17) 
При этом следует учесть, что аргументы двумер-
ных функций t1 и t2 не имеют временного характера, а 
задают координаты положения измеряемой точки на 
плоскости размером T1 × T2. 
Из уравнения (17) с учетом формулы Эйлера мож-
но от тригонометрической формы записи ДКЭФ пе-
рейти к экспоненциальной форме записи: 
1 1 1 1 1 1 1 1
1 1 1 1
2 2 2
,
k t k t k t k t
j j j
T T T Te e e
             
       (18) 
а при дискретизации частоты, когда  




, , ,k k
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 
           (19) 
к частотно-пространственной форме записи: 
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Наличие нескольких разных форм записи ДКЭФ 
позволяет выбрать из них те, в которых упрощаются 
процедуры преобразования двумерных сигналов в ба-
зисе ДКЭФ [12]. 
ДКЭФ образуют базисную систему, обладающую 
ортонормированностью и мультипликативностью, 
что позволяет образовать пару преобразований 
Фурье, пригодную для представлений двумерных ве-
щественных или комплексных сигналов x (t1, t2): 
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В последней формуле учтено то, что мощность 
ДКЭФ равна единице. Пара преобразований Фурье 
(21), (22) устанавливает математическое соответствие 
между сигналом и его спектром. 
Прямое и обратное преобразования Фурье (21) и 
(22) можно описать и с использованием частотных 
составляющих: 
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   1 1 2 20, , 0, ,t T t T   (24) 
а равенство Парсеваля представляется следующим 
образом: 
 
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Здесь  *Ф 1 2,X    означает сопряженный спектр 
Фурье. 
2.2. Двумерные функции спектральной 
плотности мощности сигналов и их связь 
с коэффициентами Фурье 
Мощность, используемая в качестве энергетиче-
ской характеристики в гармонических базисах, дает 
суммарную (интегральную) оценку действия сигнала, 
что часто полезно для практики обработки. Однако в 
решении целого ряда задач обработки не менее по-
лезным является знание более тонкой структуры сиг-
нала, связанной с распределением мощности по внут-
ренним составляющим сигнала. В задачах имитации 
двумерных сигналов в качестве таких составляющих 
удобно использовать двумерную частоту, а распреде-
ление мощности задать характеристикой, называемой 
функцией спектральной плотности мощности 
(ФСПМ), обобщенной на двумерный случай: 
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ФX x t t j t t dt dt         (27) 
есть непрерывное интегральное преобразование 
Фурье. 
На граничных интервалах определения сигналов 
длительностью T1 и T2, т.е. для финитных сигналов с 
t1[0, T1), t2[0, T2) ФСПМ представляется в виде 
четной функции двумерной частоты:  
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В дискретных частотных точках  
1 1 1 2 2 2,k k       (29) 
ФСПМ принимает вид 
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где 
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 (32) 
Выбирая интервалы дискретизации по частотам 
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   (33) 
Величины XФЧ (k11, k22), XФН (k11, k22) и 
XФЧ (k1, k2), XФН (k1, k2) определяют собой четные и 
нечетные составляющие комплексных спектров (30) – 
(32). Сравнивая их между собой, получим запись 
ФСПМ в виде  
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 (34) 
Используя формулу (2.19) и зная заданную ФСПМ 
(2.20), можно определить коэффициенты Фурье. Для 
этого необходимо добавить фазовую плотность 
 (k1, k2), представив ее значения в виде фазовых ко-
эффициентов k1, k2, равных 













     . (35) 
Тогда получим: XФН (k1, k2) = k1, k2
 XФЧ (k1, k2), а 
k1, k2 =
 0. 
Остальные параметры k1, k2 могут принимать лю-
бые вещественные значения. 
Решая уравнения относительно ФСПМ и ФП, в 
итоге получим уравнения связи коэффициентов 
Фурье со значениями ФСПМ и ФП: 
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При бесконечных интервалах частоты  
   1 20, , 0, ,k k     (38) 
а при их конечных значениях N1C и N2C имеем  
   1 1 2 20, , 0, .C Ck N k N   (39) 
Здесь N1C и N2C являются дискретными частотами 
среза. Для полосовых сигналов, в которых есть ниж-
ние и верхние ненулевые частоты, получим 
   1 1 1 2 2 2, , , .Н В Н Вk N N k N N   (40) 
Соотношения (36) и (37) определяют математиче-
ское описание процедуры настройки алгоритма ими-
тации двумерного сигнала в базисе ДКЭФ на задан-
ные ФСПМ и ФП. Если ФП не известна, то фазовые 
соотношения k1, k2 для моделирования следует задать. 
В простейшем случае все k1, k2 можно принять рав-
ными единице. 
Сам алгоритм имитации сигнала x (t1, t2) представ-
ляется обратным непрерывным двумерным преобра-
зованием (рядом) Фурье в комплексном экспоненци-
альном базисе и имеющим вид, зависящий от харак-
тера сигнала (детерминированный или случайный). 
2.3. Алгоритмы имитации детерминированных  
двумерных сигналов и соответствующие  
им автокорреляционные функции 
Для детерминированных двумерных сигналов ал-
горитмы имитации представляются рядами Фурье 
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Таким образом, АКФ сигнала (41) равна 
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и зависит только от разности точек ' '1 1 2 2, , ,t t t t . Поэто-
му процесс с коэффициентами (36), (37) будет стаци-
онарным в широком смысле при заданной ФСПМ. 
Данная АКФ является энергетической двумерной ха-
рактеристикой и поэтому должна быть вещественной. 
Кроме того, она является симметричной функцией. 
По этим причинам результат суммирования синусои-
дальных составляющих на интервале T1×T2 будет ра-
вен нулю, а косинусоидальных – удвоенный резуль-
тат, поэтому окончательное представление АКФ 
примет следующий вид: 
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и совпадает с АКФ (43). 
При практической реализации RA (1, 2) ее ряд усека-
ется до M1M2 членов и принимает следующие значения: 
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В более общем случае с целью повышения точно-
сти имитации примем: 1 = m1 t1; 2 = m2 t2; 
1 =  t1 / n1; 2 =  t2 / n2, где n1 и n2 – целые положи-
тельные числа, а величины  t1 и  t2 выбираются по 
теореме Котельникова. 
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Число слагаемых в алгоритмах имитации целесо-
образно выбирать из условия 































где  – достаточно малая величина. Это неравенство 
выражает тот факт, что сумма квадратов коэффици-
ентов Фурье должна быть равна мощности моделиру-
емого процесса. 
Случайные сигналы y (t1, t2), которым соответ-
ствуют вычисленные АКФ, могут быть реализованы 
уравнением:  
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В нем  (k1, k2) и  (k1, k2) – некоррелированные ве-
личины, принимающие случайным образом значения 
+1 и –1 и имеющие параметры (0,1). 
3. Сценарий работы и структура программной 
системы имитации реальных сигналов по методу 
формирующих фильтров 
Программная система имитации многомерных 
сигналов по обоим описанным выше направлениям 
реализована на языке С++ с использованием фрейм-
ворка Qt. На вход системы подается матрица функций 
спектральной плотности, на основании которой си-
стема рассчитывает коэффициенты фильтрации, 
спектральные коэффициенты Фурье, выполняет гене-
рацию сигнала и расчет алгоритмической и экспери-
ментальной корреляционных функций. 
3.1. Сценарий работы программной системы 
Поэтапно сценарий работы программной системы 
можно представить в виде следующей последова-
тельности шагов. 
Шаг 1. Получение исходных данных – матрицы 
спектральных функций ‖G (ω)‖. Каждый элемент этой 
матрицы представляется в виде строковой формулы 
полинома. Каждая формула алгоритмически преобра-
зуется в вычислимое выражение, из которого выде-
ляются коэффициенты полинома.  
Шаг 2. Настройка алгоритма: преобразование мат-
рицы спектральных функций G () в передаточную 
матрицу K ( j ). 
Шаг 3. Получение весовых коэффициентов для 







  по принципу одно-
мерного формирующего фильтра. Каждый фильтр за-
гружается случайными значениями для устранения 
переходного процесса.  
Шаг 4. Объединение одномерных фильтров в мно-
гомерный – единую систему со структурой, пред-
ставленной на рис. 1. 
Шаг 5. Имитация многомерного сигнала двумя 
методами: формирующих фильтров и спектральным с 
базисом Фурье. 
Шаг 6. Расчет алгоритмической и эксперимен-
тальной корреляционных функций полученного мно-
гомерного сигнала. 
Шаг 7. Вывод результатов: значений корреляци-
онных функций и их погрешностей. 
3.2. Структура программной системы 
Структуру программной системы можно проил-
люстрировать концептуальной диаграммой классов, 
приведенной на рис. 2. 
В методах классов системы реализованы 
следующие математические операции: 
 интегрирование с помощью численных методов 
трапеций, прямоугольников, Симпсона и Гаусса; 
 разложение в ряд Фурье и выполнение Фурье-
преобразования, необходимых для реализации 
алгоритма; 
 факторизация полиномов и матриц для 
вычисления весовых коэффициентов; 
 расчет корреляционных функций для анализа 
результатов имитации. 
Как показано на рис. 2, предусмотренный в 
программе обработчик формул «Посредник» 
предназначен для предварительной проверки и 
преобразования исходных данных. Результат от него 
в виде передаточной матрицы направляется в 
«Хранилище параметров» и функций для 
обеспечения доступа со стороны других компонентов 
системы. Для обработки исходных данных, заданных 
аналитическими выражениями в текстовом виде, 
применяется алгоритм лексического анализа с 
разбиением каждой формулы на операнды и 
преобразованием в обратную польскую запись. 
Ходом вычислений управляет «Строитель 
фильтра». В его задачу входит реализация стратегии 
вычисления согласно заданным параметрам 
имитации, а также создание и инициализация 
объекта, представляющего собой формирующий 
фильтр. На выходе системы образуются ряды 
числовых данных, соответствующие формируемому 
сигналу, и числовые значения корреляционных 
функций, необходимые для оценки точности 
имитации. Программа не ограничивает длину 
последовательностей данных: можно получать 
реализации сигналов на любом требуемом 
временном интервале. 
На каждом шаге работы система выводит полную 
и точную информацию о получаемых промежу-
точных результатах с пояснением выполненных 
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преобразований. Это делает процесс моделирования 
более наглядным и структурированным, а в случае 
использования этой программы в учебном процессе 
помогает студентам лучше понимать основы 
моделирования и генерации многомерных сигналов 
методом формирующих фильтров. 
 
Рис. 2. Концептуальная диаграмма классов программной системы 
Все преобразования, выполняемые в системе, 
объединяются в цепочки в соответствии с 
алгоритмом имитации и образуют сценарии 
вычислений. Такой подход повысил гибкость 
системы, которая в перспективе может быть 
расширена для решения задач разных типов, 
связанных с разработкой и практическими 
приложениями многомерных фильтров. Это дает 
возможность применения самой программной 
системы и предложенного в работе подхода как для 
научных исследований, так и для решения научно-
практических задач в процессе подготовки 
высококвалифицированных инженерных кадров. 
4. Результаты реализации алгоритмов и создания 
программной системы имитации реальных 
сигналов по методу формирующих фильтров 
Программная система имитации представляет со-
бой наглядный и удобный инструмент моделирова-
ния, помогающий освоить сложный процесс матема-
тических преобразований при генерации случайных 
многомерных сигналов по методу формирующих 
фильтров со скользящим суммированием. Она может 
быть использована для проверки корректности и 
оценки точности имитации сигналов разработанным 
формирующим фильтром.  
Вид интерфейса для ввода параметров моделирова-
ния и просмотра получаемых двумерных сигналов по-
казан на рис. 3. Результат моделирования и визуализа-
ции двумерного сигнала в базисе Фурье с использова-
нием библиотеки языка Питон показан на рис. 4.  
Заключение 
Данная статья открывает серию статей, направ-
ленных на исследование новых методов и моделей 
энергетической теории цифрового матричного про-
цессинга, в рамках которого планируется разработка 
основ энергетической теории цифрового матричного 
представления и преобразования реальных сигналов 
для создания быстрых алгоритмов, обеспечивающих 
снижение вычислительной сложности и повышение 
точности восстановления сигналов применительно к 
нанотехнологическим процессам. Актуальность темы 
исследований обусловлена также необходимостью 
создания основ энергетической теории цифрового 
преобразования сигналов и процессов. В результате 
исследований будут отработаны модели, методы и 
алгоритмы энергетической теории математического 
представления и преобразования моделей, сигналов и 
процессов на основе имитационного моделирования 
сигналов различных классов с учетом снижения вы-
числительной эффективности и повышения точности 
управления в динамических системах. 
Это позволит перейти к созданию базы типовых 
сигналов и процессов в рамках цифровой спектраль-
но-корреляционной теории на основе универсального 
адаптивного матричного оператора преобразований. 
В следующих публикациях авторы планируют пред-
ставить результаты разработки алгоритмов и про-
грамм имитации многомерных сигналов в спектраль-
ной области, выполненных в рамках энергетической 
теории математического представления и преобразо-
вания сигналов, предназначенных для описания и 
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преобразования объемных оптических объектов и 
изображений. Исследование алгоритмов быстрых ор-
тогональных преобразований требует самостоятель-
ной проработки и может быть использовано как в 
гармонических базисах, так и в базисах Уолша. Опи-
сание такого материала требует новой статьи, кото-
рую авторы планируют представить в журнал «Ком-
пьютерная оптика» в ближайшее время. 
         
Рис. 3. Интерфейс ввода параметров и результат моделирования методом формирующих фильтров 
а)  
б)  
Рис. 4. Визуализация двумерного спектра и двумерного 
сигнала Фурье как результат моделирования 
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Abstract  
The article discusses two approaches to modeling signals and processes: the method of filter 
construction and the trigonometric method. It is shown that the later approach is more promis-
ing, since an increase in the signal/process representation dimension mathematically means add-
ing a term to the basis function formula, which gives access to fast simulation algorithms. Ex-
amples of algorithms for multidimensional simulation of random processes using two methods 
are given and a software system that implements these algorithms is described. The results pro-
vided by the software system will allow you to predict characteristics of engineering projects 
(accuracy and speed of modeling algorithms). Due to the high relevance of and need for funda-
mental research of methods and algorithms for digital transformation of the component base, the 
digitalization of all aspects of activity, including the synthesis of new materials, the develop-
ment of new methods for designing micro- and nano-systems, the article aims to expand the 
scope of the spectral method of simulating multidimensional processes using original algorith-
mic complexes. 
Keywords: random two-dimensional signal, modeling and simulation of signals, basic func-
tions, simulation Fourier series, energy characteristics of signals, power spectral density function, 
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