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1.	 INTRODUCTION AND REUIEW OF THE LITERATURE
^•
Often it is not practical to use a theoretical
approach to solve statistical distribution problems. 	 As
an alternative, Monte Carlo sampling is one technique
•	 that is very useful in estimating distribution functions
and	 their
	 parameters.
With	 the	 rising importance	 of	 statistics, and	 the
advent of the	 computer, Monte
	 Carlo methods are	 just	 noti•^
^, being	 investigated. Although
	 definitio^s
	 of Mcrae	 Carlo
sampling	 may	 differ, it	 is	 usually	 associated with
f
random	 sampling	 used to	 solve	 deterministic or	 prob-
abilistic	 problems. In	 this
	 research,	 Monte Carlo	 met-
hods	 are	 used	 to	 approximate the	 cumulative distribution
function
	
F(h) = P[H(X1,X2...^Xm)^h]
	
(1.1)
where H(Xl,X2,•••,Xm) is a function of m random vari-
--	 ables with density function f i (x) and cumulative dis-
tribution function
	
F i (x) = t;f i (t)dt .	 (1.2)
If one observation is drati^in from each variate in a
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given sample, then (1.1) may be approximated by gen-
erating a number of random samples of N(x l ,x 2 , " ',xm),
determining their empirical frequency distribution, and
then using this distribution to determine F(h).
While there are many methods available to reduce
the variance of the above estimation procedure, strati-
_ fied	 sampling	 is	 considered	 by	 Cochran	 [2]	 and	 various
other authors
	 as	 one	 of	 the	 best methods.	 This	 tech-
nique	 is	 used	 in	 this	 research	 to	 arrive	 at	 a	 more	 pre-
cise Monte	 Carlo	 estimate	 of	 the	 desired	 parameter;	 that
is,	 more	 precise
	 than	 an estimate	 found	 by	 simple Monte
Carlo	 simulation.	 Section	 2	 describes	 the	 properties
of	 stratified	 sampling.
The	 discussion	 above	 has	 introduced	 the	 basis	 for
this	 research	 effort.
	
Stratified	 Monte
	 Carlo	 sampling
is	 used	 to	 estimate	 given	 functions	 of	 a multivariate
= statistic;	 Monte
	 Carlo
	
sampling	 because	 a	 theoretical
_ solution	 is	 not	 practical,	 and	 stratified	 sampliny	 be- ^^
.,^ cause	 it	 is	 an	 effective	 variance-reduction
	
technique
compared	 to	 estimation	 by	 simple	 random sampling.
A	 stratifies!	 Monte
	
Carlo	 procedure	 for estimation =
of	 distribution	 functions	 of	 univariate	 statistics	 is
proposed	 by	 Ringer	 and	 Suharto	 [11].	 The	 principle	 is
to	 partition	 the	 range	 of	 each	 marginal	 distribution
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into a desired number of subranges, and then sample
randomly from the possible comb^natior^s of these sub-
ranges.	 With	 these	 sarNle	 vllues,	 tha	 joint	 distribution
function	 of	 the	 variates	 is	 estimated.	 Likewise,	 various -
functions
	 of	 this	 joint	 dis c:ribution	 may	 be	 estimated.
Also	 presented	 are	 various	 properties	 ;;`	 the	 es±imation
.	 ^ procedure,	 and	 its	 relativ •^ 	 efficiency	 compared	 to	 single
^€ random sampling.	 This	 prr^cedure	 is	 extended	 to	 the r
= multivariate
	 case	 in	 Section	 2,	 and	 becomes	 the	 tech-
p ique	 used	 in	 estimation	 of	 the	 two
	
problems	 of Section
4	 and	 Secti o^i	 5.
Secti^^n	 3	 contains	 a	 second	 estimation	 procedure,
by Somerville
	 [12],	 extended	 in	 this	 research	 to	 the `'^
^ multivariate case.
	 Somerville	 approaches	 the	 problem of
distribution
	 estimation	 in	 a	 similar	 but
	 unique	 view	 to ^•
..;^
that	 of Ringer
	 and	 Suharto.
	 He	 proposes	 a	 ^^umerical	 pro-
,=
^^ cedure	 for the	 specific
	 problem of estimating 	 cumulative
distribution	 functions,	 and	 goes	 to	 some	 length	 to	 show
his	 procedure	 "superior	 in	 general	 for small	 calcula-
3
Lions"	 to	 Monte	 Carlo	 techniques.	 Various
	
efficiency
equations	 are	 presented.	 However,	 the	 actual	 applica-
tion	 of Somerville's	 procedures	 shows	 them	 to	 be	 similar _	 `
in	 many	 respects	 to	 those	 of	 Ringer and	 Suharto	 [11].	 — ^
_	 ^
The parallel methods of both can therefore be weighed ￿ __- ---
_	
-- - --
4and compared.	 It should be noted that there are, of
course, different aspects germane to each paper. A
thorough discussion is included in Section 3.
Hammersley and Hanscomb [6] cover a wide range of
Monte Carlo principles and procedures, presenting effi-
ciencies of the procedures compared to simple random
sampling.	 Of particular interest is the section on
stratified sampling as a variance-reducing technique,
the conclusion being that stratified sampling is about
ten times as efficient as "crude Monte Carlo" sampling
(simple random sampling).
	 Parameter estimation is
thoroughly discussed, but estimation of distribution
functions is overlooked.
Widely referred to is the book edited by Meyer [9],
which includes a paper on variance-reduction techniques
by Kahn [7].	 Kahn proposes six techniques, including
stratified sampling.	 He states that while stratified
sampling has a rather limited scope of applications, it
is still one of the most important techniques. Unfor-
tunately, Kahn's discussion of stratified Monte Carlo
sampling is of a general and limited nature.
Other works that add insight icito multivariate
distribution estimation include those by Haber [3,4] on
Monte Carlo quadrature (discussed in Section 3), and by
i
)
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Hammersley [5] on methods for solving multivariate prob-
lems.	 Spanier and Gelbard [13] present an encompassing
view of Monte Carlo methods, and also approach the ques-
tion of optimum combinations of variables.
Two illustrative problems are investigated using
the extension of the Ringer and Suharto method as the
estimation procedure. The problem approached in Section
4 involves estimatio n, of parameters in a television
.amplifier circuit, defined in a paper by Bosinoff and
Jacobs [1].	 Simulating values of the input variables,
estimates of these parameters are computed in transfer
equations and presented in Section 4. Comparison of the
precision of stratified to simple random sampling is
also made.
The problem of Section 5 involves estimation of the
distribution function of
Ia^Y(t)^dt	 (1.3)
where the stochastic variate Y(t) is distributed
N(O,t-t 2 ).	 Speed and Smith [14] derive the limiting
statistic defined by (1.3) from a given Riedwyl statis-
tic.
i6
2. THE STRATIFIED MONTE CARLO PROCEDURE
The methodology of stinger and Suharto [11] is ex-
^	 tended to the multivariate case in this section.
	 The
procedures formulated are then used in approximating the
cumulative distribution functions associated with two
problems; one practical, the other theoretical in origin.
This extension of stratified Monte Carlo allows the
variate ranges to be partitioned into any desired number
of subranges, and samples are drawn from all possible
combinations of these subranges. The resulting pseudo-
random observations can then be arranged in a frequency
array that forms an estimated cumulative distribution
function.
2.1	 Estimation Procedure
Consider a multivariate problem in which the dis-
tribution of Y must be determined, where Y, a function
of the random variables X l ,X 2 , " ',X m , is defined by
Y	 H(X l ,X 2 ," . ,X m )	 (2.1)
^;,•^	 Much theory in mathematical statistics is intended to
_r^...
'^	 do this, however, in practice the function of H is often
so complicated that theoretical procedures are im-
practical. Thus, with the advent of the electronic
.
1computer, numerical or simulation procedures for ap-
proximating this distribution function hate been de-
veloped.
For the extension of the Stratified Monte Carlo
(S.M.C.) procedure, assume that the joint distribution,
as well as the marginal distributions of the i.
	 't vari-
ables X l ,X 2 ," ',X m , are known, and
Gy (h) = P[Y = H(X l ,X 2 ," ',X m )<h]	 (2.2)
must be approximated.
Now, partition the X i -variate range into k i sub-
ranges. The stratified sampling procedure is onP in
which a subrange of each variate X i
 is chosen and a
pseudo-random number is selected with proper distribu-
tion from this subrange. The resulting vectors will rep-
resent pseudo-random samples frc,m the joint distribution
of Xl,X2,...,Xm.
Denote the probability or sampling from subrange j
of the X i variate by P hi . Then the probability of a
given stratum is given as
m
P(^1.j2,... ► j m ) = tt	 P^	 (2.3)
i=1
	
i
For convenience, this probability will be denoted p(ji).
The definition of "stratum" is now given as a particular
combination of subranges of elements of the sampled ob-
^'
s
i
i
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nervation vector.
The following example will help to clarify the above
discussion.	 Given that there are t4ro variates, with
k l = 3, k 2 = 2, P l	= 6. p p = 2. P 3 = 3. P l	= ^ and
1	 1	 1	 1	 2
p 2	= ^-, the possible subrange combinations (i.e.,
2
strata) and associated probabilities are:
Table 2.1
Stratification of Two Variates
Variate
1	 2
Stratum subrange p(ji)
1 I I 3
2 II I 9
3 Ii: I 6
4 I II 1
S II II 3
6 III II 2
As the example points out, the total number of
	 ti
strata is simply the product of the number of subr3nges
in each variate, and is given by 	 =
F	
^
^;
___	 3
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m
M = II k i 	(2.4)
i=1
M can be defined as the reciprocal of p(j.).i
The total number of Monte Carlo samples in the
entire experiment with a given allocation s, denoted Ns,
is equal to
Ns = P( j i )N.	 (2.5)
where N is the total number of Monte Carlo samples.
Clearly,
M	 M
E N	 = N E p(j.) = N	 (2.6)
s=1 s	 s=1	 ^
Define
Fs(h) _ ^,^
H(Xl,X2,...,Xm)<hIXl,X2^...^Xm)es]
	 (2.7)
as the conditional distribution of H(X l ,X 2 , " ',X m ) for
a given stratum s.
	 If we denote the observations chosen
for a given stratum as (x^ l ,x j2 ," ',x jm ), then F s (h) is
found by using the proportion of the N s
 Monte Carlo
samples such that H(x jl ,x j? , " ',x jm )<h.	 For simulation
purposes, the formula for I s (h) may simply be . stated as
Fs(h) = Number of samples where H<h
s
for a given stratum s.
5
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For F s (h) to be considered a true proportion, it
must satisfy the assumptions of the binomial distribu-
tion function. These assumptions are: 	 There are two
possible outcomes in each of a fixed number of indepen-
dent trials, with the probability of these outcomes re-
maining constant from trial to trial.
It can be seen that the above assumptions are met.
There can be only two possible outcomes, either
H(x^ ,x^ ,"',x^ ) is less than or equal to h, or it is
^	 2	 m
greater than h. The probability that a sample is less
than or equal to h does remain constant, as the only
change in a given trial is the random observations
chosen. The number of N s
 trials is clearly constant,
and the trials are independent due to the random selec-
tion process. Thus, F s (h) can be considered as a bi-
nomial type estimator of the parameter F s (h).	 It fol-
lows that the properties of the binomial estimator p
also apply to F s (h), and
(2.9)
F s (h) is then an unbiased estimator.
Let the cumulative distribution of Y =
H(X 1 ,X 2 , " ',X m ) be defined as
(2.10)
-^
^,
Using conditional probability laws, _ = —
iy
M
^ F(h)	 =	 E	 Fs(h)•Prob[s]
s=1
M
=	 Fs(h)'p(^1)	 (2.11)c E l
The	 simplest	 and	 ors	 of	 the	 best
	 forms	 of	 this	 pro-
cedure	 is	 to	 partition	 the	 var• iates	 into
	
equiprobable
sub ranges	 under	 proportional	 allocation.	 With	 p^	 now
t
a	 constant	 for each	 variate,	
p(J^)	
also
	
becomes	 a	 con-
e stant,	 call	 it	 p.	 The	 formulas	 being	 derived	 here	 are
therefore	 simplified.	 Specifically,	 (2.11)	 becomes
^ F(h)	 =	 p	 E	 F	 (h)	 (2.12)
s=1	 s
It	 has	 been	 pointed	 out	 that	 F s (h)	 is	 an	 unbiased
_- estimator of	 F s (h),	 and	 is	 actually	 used	 for	 all	 calcula-
^^ tions.	 Likewise,	 F(h)	 is	 an	 unbiased	 estimator	 of	 F(h).
_^`
This	 can	 be	 shown	 as	 follows:
.	
',
E[F(h)J	 =	 E[	 E	 F s( h ) •
P( J )]s-1	 i
^' M
M
p(Ji)Fs(h)-	 s^ 1
^ --	 _
=	 F(h)
__ =	 ￿ -
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When simulating wilt; ,^quiprobable subranges, F(h)
can easily be estimated by the following procedure:
	 Sum
the proportion F s (h) for all strata, and divide by the
number of strata.
	 This will give an estimate of the
total number of observations less than the given point
h in the experiment.
The variance of F(h) can be found in the general
case as follows:
M
V[F(h)]	 V[ s E l
 Fs(h)•p(Ji)]
s=1	 t
= E
	
2	 As
s=1 p(Ji)^Ns
M	 2	 As
s^l p(Ji)^p	
i(J )'N
F E
	 p(J.)Fs(h)[1-Fs(h)].(2.13)
s=1	 t
where A s = Fs(h)[1-Fs(h)].
The unbiased estimate of the variance follows from
(2.13), and is given by
v[F(h)1	
^	 p (j.)
 s	 N - s	
(2.14)
s = 1	 t	 s	 —
613
We wish to compare the variance of F(h) with the
variance of an estimate found by simple random sampling.
Under random sampling, denote the sample size by N, and
the proportion of samples for which H(x l ,x 2 ," ',xn)<h
by F(h). Then, due to the fact that F(h) has the prop-
erties of a sample proportion,
V r
[F(h)] = F(h)[1-F(h)]	 (2.15)
Thus, the reduction in variance due to stratified
sampling is given as follows:
M
V r -V = NF(h)-!F2(h)-[N sEl P(Ji)Fs(h)(1-Fs(h))]
M
= N[F(h)-F2(h)-F(h)+s E 1 P(,i,•FS(h)]
M
^[ E Poo Ft(h)-F2(h)]
S=1 
M
N[sElp(^1)Fs(h)-F(h)]2
2
E iP(J)[Fs(h)-F(h)]
	 (2.16)S=1 
It is clear that ( 2.16) can never be negative. -
Therefore, stratified sampling will always give a more
precise estimate than random sampling.
1
6
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Note that (2.13) can be simplified for equiprobable
i3
subranges, and is given by
M
V p [F(h)] = N E FS(h)[1-Fs(h)]	 (2.17)
s-1
2.2 Optimum Allocation
Optimum allocation takes into account the cost
factor in sampling.	 Using this allocation, we can
either
a) Fix a cost for the experiment and minimize
the variance for this cost
or
b) Fix the desired variance and minimize the
cost for this variance.
The procedure here will be to minimize the variance
of the estimator, denoted V[F(h)] for a given cost C.
The total cost (Cochran [2]) is defined as
C = Co + cn = C o + C l	 (2.18)
where Co is an overhead charge for the entire experi-
ment, c is the cost of drawing one random observation,194^
._	 and n is the total number of observations drawn. Note
that c remains constant over all strata and all variates.
To derive the optimum sample number for each strata,
i
ti
i
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Neyman allocation is used (Cochran [2]). 	 The number of
samples with the allocation s is given by
N s,opt =	 M	 N	
(2.19)
s =1 1 (J i )	 S
and for equiprobable subranges becomes
N s,opt =	 M s	
(2.20)
E
s=1
where A s = Fs(h)[1-Fs(h)]
Now, with the optimum sample size per strata deter-
A
mined, the variance of F(h) can be derived from the more
general optimum variance formula (Cochran [2, p. 108]).
Thus,
M
l	
Vo[F(h)] _ ( E p(ji )VW
 s)2/N	 (2.21)s-1 
and for equiprobable subranges is
V 	 [F( h )] = p 2 ( E) 2/N.	 (2.22)
s=1
It is of interest to compare the variance given by
(2.13) to the variance of optimum allocation, given by
(2.21).	 The relative precision of (2.13) to (2.21) is
16
M	 2
( E
V o _	 s = 1
p 
(j i )
,rA—}
s	 (2.23)
V-	 M
S=11(Ji)As
With equiprobable subranges, this becomes
M
V	 p( E ^) 2 	 (2.24)
o _	 s=1
V—	 M
E As
s
It should be pointed out that in order for optimum
allocation to be effective, F(h) must be close to zero
or one. Therefore, in most cases, the simplicity and
convenience of the procedures derived in 2.1 make that
method the preferred one.
•17
3. COMPARISONS WITH OTHER QUADRATURES
A second estimation procedure is extended to the
multivariate case in this section.
	 Somerville [12] has
proposed a numerical procedure for deriving the dis-
tribution of a statistic, a procedure that is similar in
many respects to the Ringer-Suharto method. The variate
ranges are again partitioned into subranges, a value for
	 ^
each subrange is derived, all possible combinations of
these values are found, and an estimated cumulative dis-
tribution function is formed.
	 While the Ringer-Suharto
method is the one actually used to solve the problems
cf Sections 4 and 5, the Somerville method is of great
value as an alternate tool with which to estimate dis-
tribution functions. These two methods are compared in
the latter part of this section. 	 Also, Somerville's
method is compared to a method proposed by Haber [3].
3.1	 Somerville's Estimation Procedure
Assume that the marginal distributions of the Xi
input variates are known. Let there be n variates, each
with a cumulative distribution function F i (x) defined on
the interval x i = a i to x i = b i . Let x l ,x 2 , " ',x n be a	 _ _—__
=^= ^
	
	
_--
random sample drawn from the variates. Of course, some ^
 —
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of thFse variates may have the same distribution.	 Thus,
while there are n variates, the number of variates with
different distributions is usually less than n. 	 Note
that the subscript on the observation defines the vari-
ate.	 For	 example:	 Given	 that	 there	 are	 two	 different
- distributions	 and	 a	 total	 sample	 size	 cf	 six,	 then,	 if
it	 is	 desired	 to	 sample	 equally	 from	 the	 two	 distribu-
tions,	 x l ,x 2	and	 x 3	are	 from	 the	 first	 distribution,
and	 x 4 ,x 5	and	 x 6	are	 from	 the	 s^^end	 distribution.
r
^ Therefore,	 while	 there	 are	 six	 variates,	 there	 are
actually	 only	 two	 unique	 variates.
Let	 g(x l ,x 2 ," ',x,^)	 be	 a	 yiven	 function	 of	 the
sample	 with	 cumulative	 distribution	 function	 H(g).	 Then
^ p[g<h]	 =	 f...f	 dF l (x l ) . dF 2 (x 2 ) ... dF n (x n )	 (3.1)
`	 R:g<h
^^ Partition	 each	 of the	 variate	 ranges	 into	 r i	sub-
^^ ranges	 such	 that	 a i	=	 a o	<	 a l	<	 a 2	<•••<	
ar	 -	 bi'
i	 i	 i	 ii
Then	 compute	 the	 "weight",	 or	 probability,	 to	 be	 assigned
_,= to each	 of the	 subranges	 of a	 given	 variate.	 The	 for-
mula to be used is
w^	 = t a l i	 dFi(x)	
_	
(3.?)
i	 ^i-1
For clarity, the subscripts will be defined. The sub-
_-	
_ ^ _ — -- —__
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script i denotes the variate and the subscript j denotes
the subrange in a given variate.
Choose r i, values for each X i , denoted by y j	 such
i
that a j -1 < yj < a j	 Definei	 i	 i
r l	 ^n
B r =	 E...E	 C r ( Yj ,yj ,...^yj )wJ wJ 
...h.j 
^	 (3.3)
j i = 1 j n = 1	 1	 2	 n	 1	 2	 n
where
C r (Yj .yj , ...^ yJ ) = 1 if 9(Y j ^yj ,...^yJ )<h
1	 2	 n	 1	 2	 n
= 0 otherwise.
Define w = Max(w j ) and w = Min (wj j, and f(x) as the
i	 i
frequency function of x. Then, the following theorem,
proven by Somerville, may be stated:
Theorem.
If f(x) is a continuous function or discontinuous
and non-zero for a countably infinite number of values
of x, then
	
PCg<h] = lim B r .	 (3.4)
ri-►m
w=o
If f(x) is discrete and non-zero for a fin =• -
number N of values x, then
^^
20
P[g<h] = B n if w>o ^	 (3.5)
and may be approximated for large values of r<N by Br.
3.2 Application
Following Somerville's suggested application of the
theorem, the procedure for continuous frequency functions
is given below:
i) Select r;. the number of subranges for 	 -
fi(x).
ii) Choose w^	 rl and find
i	 i
a	 < a	 < a	 <...< a
o f	 l i	 2i	 rii
iii) Compute	 '
a
y	 = r I 
^i	
xF (x)	 (3.6)	 E
3 i	 	 a 3	 1	 i
i -
iv) Compute all possible values of
g(x l ,x 2 ," ',x n ), where each x i takes on
in turn each of the r values of y
	i 	
^i^
v) TFe P[g<h] can be estimated by the pro-
portion of the computed g's that are less
than or equal to h.
vi) The estimation of H(g) may be found by the
follovring: Rank the computed values of g
and the number of times it ^:^as computed in 	 —=
21
1
step iv).	 This gives the approximate
cumulative frequency function of g.
The suggested procedure is essentially the same for
discrete functions. The a^ 's are chosen as possible
i
values of x, and
a^
i
w.	 =	 E	 fi (x)	 i = 1,2,"',r i 	(3.7)
^i	 x i =a^	 1.
i -
where a^, is the smallest value of x greater than a^ for
i	 i
which f(x)¢0.
	 Also, the a 3 's should be chosen such
i	 1
that the values of w^ i
 are approximately equal to ri
3.3 Comparison try Stratified Monte Carlo
Both of the methods presented in this research
provide an alternative approach to theoretic procedures
i
in solving statistical distribution problems.
	 .he
Ringer-Suharto method relies on repeated sampling from
the stratified variates to form a function of their
point distribution. The Somerville method is a numer-
ical procedure which can be characterized as combining
both estimation and theoretical techniques. This basic
	
-	
^
difference leads to the main dissimilarity in the two
methods.	 Somerville's method determines what could be -	 -	 -!
---
_
_	
..^=^	 ^^
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.	 ,,	 .
called the midpoint of each of the subranges by (3.6).
If these subranges are chosen to be equiprobable, then
the y i
 values are in fact the expected value of X i
 for
J
the given subrange.
	 The function g(x l ,x 2 ," ',x m ) is
then evaluated at these midpoint values. On the other
hand, the Ringer-Suharto method simulates random values
of the X i
 in each of the chosen subranges. The random
observations are then used to calculate g(x l ,x 2 , " ',xm).
Apart from the obvious difference in the two approaches,
	 =
also notice that the Somerville method gives a much
smaller number of unique values of g.
	 Thus, Somerville's
is a numerical quadrature technique, whereas the ex-
	 i
tension of the Ringer-Suharto technique is actually an
attempt to evaluate the cumulative distribution function
of a random variable.
The Somerville method does not require the sub-
ranges to be equiprobable. However, in actual applica-
tion of his technique, Somerville suggests that the sub-
ranges be of equal probability.
	 In general, subranges
of equal probability is considered advantageous in both
methods.
Further analysis of these methods can be achieved
by introducing a third methoa referred to by Somerville.
	 =-
The procedure, by Haber, will now be presented.
	 -_^	 -
r23
^.
3.4 Haber's Procedure
Haber [3] presents a modified P^lonte Carlo quadra-
ture method for evaluating integrals of the type
I = tA f dv	 (3.8)
where A is a region in k-dimensional Euclidian space.
The method involves a form of stratified sampling, with
the region A split into subranges in the following
manner:	 A is the Cartesian product of i< one-dimensional
intervals (a^,b^), i = 1,2," ',k.
	 Each interval is
partitioned into n i
 subintervals such that
a^ = a i ^ o <a i ^ l <a i,2 < ... <a i,ni = b^.	 These points are
chosen so as to make all the subintervals multiples of
the smallest one.
	 Thus, A is divided into
n = n l • n 2 • ••• • n k .	 Denoting these subintervals
A l ,A 2 ," ',A n
 (in some systematic order), the number of
the n points x l ,x 2 , " ',x n
 in each A i is proportional to
that subinterval's size. 	 It can be seen that the
simplest, and in many cases the best, division of the
region A is to partition each interval (a^,b^) into
equal subintervals.
The "pseudo-random" values x l ,x 2 , " ',x n are cal-
culated from some numerical formula chosen by the
researcher. These values can be likened to the midpoint
,'
t
.;
:^
.'
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values employed in Somerville's method.
	 In Haber's
example ^3, p. 366], for instance, the points used were
2
The integral (3.8) is then estimated by
N
J = ^- E f(x.)
	
(3.10)
N	 i=1	 ^
where ^A^ denotes the volume of A.
Clearly, Haber's procedure is a combination of
stratified Monte Carlo and numerical techniques.
	 It
does produce an estimate of I which is slightly lower in
variance than that of simple Monte Carlo.
	 Haber can be
considered one of the pioneers in this area, and his
procedures are indeed some of the first introduced.
This should be kept in mind when comparisons to other
methods are made.
Somerville presents a detailed discussion of the
accurac y- of his technique compared to both the simple
Monte Carlo technique and the stratified Monte Carlo
technique proposed by Haber.	 While the conclusions
below are of a somewhat general nature, note that there
are various formulas upon which the comparisons are
n
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made.
First,	 a	 comparison	 with	 the	 simple	 Monte	 Carlo
3
technique will	 be	 made.	 Concerning
	 the	 amount
	
of work
needed	 for	 equiva^ent	 accuracies,
	 the	 particular
statistic
	 and	 its	 distribution	 will	 determine	 the	 ratio
of work
	 for	 the	 `wo	 techniques.
	 Other	 conclusions	 are:
1)	 For	 small	 sample	 size,	 Somerville's
method	 is	 superior.
	 Accuracy	 of	 the
Monte	 Carlo	 technique
	 increases	 with
sample	 size.
2)	 For	 very	 small	 sample
	 size	 and	 number
of subranges,	 the work	 of	 Somerville's
method	 is	 less	 than	 the	 Monte	 Carlo
method.	 Somerville
	 states,	 however,
that	 ''for	 a	 number	 of	 statistics	 and
^^ distributions
	 F(x),	 even	 relatively
small values of r will result in near
prohibitive amounts of work".
Thus, the above suggests that for small problems
and calculations Somervill^^'s method is superior.
.s	 Otherwise, the Monte Carlo method should be used.
'i^
Now the comparison is made to Haber's stratified
Monte Carlo method.	 Indeed, Niue to the fact that Haber's
method is a cornbination of the two methods discussed	 -
26
above, there is very little difference from those con-
clusions stated above.	 Somerville shows the relative
efficiency of his method to Haber's for various values
of r and n.
	 In the general case, the size of the prob-
lem and calculations will determine the procedure to be
used, with Haber ' s procedure preferred for larger prob-
lems.
f
.^:
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4.	 ELECTRONICS EXAMPLE
4.1	 Technical Background
The problem to be considered in this section in-
volves estimation of the joint cumulative distribution
of output parameters of a television amplifier circuit,
given input variables which obey specified probability
distributions. This problem has been approached by
Bosinoff and Jacobs [1], whc used the Simple Monte Carlo
technique to simulate the estimates. This research uses
the Stratified Monte Carlo technique in an effort to
improve the precision of the estimates.
Sixteen input variables are used to determine
values of nine specific voltages and currents in the
circuit. Thirteen of the input variables are actually
components 'in the circuit, and the other three variables
are factors affecting certain components. All sixteen
var^^ablES have known distributions.
	 From these dis-
tributions Monte Carlo samples are drawn and used in
transfer functions to arrive at the estimated values.
The use of stratified Monte Carlo procedures will insure
more precise estimates than those of simple Monte Carlo.
Figure 4.1 shows the circuit to be simulated.
f
1
F^:
1
w
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Figure 4.1	 Television Amplifier Circuit
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The transfer functions to be used are given in
matrix form below. While the equations are arranged in
one nine by nine matrix in [1, p. 466], they have been
partitioned into two smaller matrices here. The need
for this partitioning will become evident later. These
matrices,denoted A and 6, are given by
A l	 A2
1	 0	 1	 ^	 12I o
	
1+5 3
	I	 )
0	
( 1 	 + 1 ) 1	 ^	 ( 11.4 _ 0.6)
R 8	 R^ S 3	 I	 _ R 8 _	 R^	 _
- `^
•	
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To solve the transfer equations, the following must
be done:
VC,^
	^ A 1^ ^ ^E3	 _ LA2^
	 (4.3)
•	 IC3
^ ^ r
VC1'
^C2
^E1
vE^
IC1
^g l ^ .
= ^82^ (4.4)
LI c z^
It is desired to estimate the 3oint cumulative dis-
tribution function of the nine voltages and currents.
However, of greater importance are the marginal cumula-
tive distribution functions.	 With these •unctions,
many characteristics of the circuit may be analyzed.
Such information as the following can be derived:
a) The kionte Carlo samples provide the pro- _
bability with which a specific output variate remains
1
	 n
;.
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in an acceptable control range. These acceptable
boundary conditions must be met for •
 proper operation cf
the circuit.
(b) 'gin.' reliability of the entire circuit
can be found as a result of tFie probabilities calculated
above.
(c) The expected output, and variation, of
any output variate can be estimated. Thus, the sensi-
tivity and potential output of the circuit is also
established.
(d) Possible changes ;n the circuit may be
examined. This can be done by changing one or more of
the input variables (e.g., a resistor's value). 	 The
ease of changing these variables when simulating makes
this a very advantageous aspect of the Monte Carlo
technique.
The nine output parameters will then be estimated
by the Stratified Monte Carlo technique. Properties of
the input variables are given below. The Monte Carlo
observations are drawn from each of these variables, and
values of the output parameter calculated using the
observations in the transfer equations.
—' =
	 --=
.,
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Table 4.1
Properties of the Input Variables
Variate u Q LowerLimit
Upper
,.imit
R 1 1,000 29 950 1,050
R 2 10,000 290 9,500 10,00
R 3 220 6 209 231
R 4 5,600 162 5,320 5,880
R 5 1,500 43 1,425 1,575
R 6 1,500 43 1,425 1,575
R 7 2,200 64 2,690 2,310
R 8 22,000 640 20,900 23,100
R 9 470 14 446 493
R 10 330 10 313 346
R 11 100,000 2887 95,000 105,000
6 l 20 4 10 38
S 2 20 4 10 38
r bl 10,000 2887 5,000 15,000
rb2 10,000 2887 5,000 15,000
8 3 75 26 30 120
'.
,
Note: All distributions uniform except 6 1 and 6 2 which
are truncated norm„1 distributions.
__ .
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•^	 4.2	 Simulation Re:.ul is
Two separate cases were investigated, the only
di^`ference being the number of sub ranges in each vari-
ate.	 The first simulation is described as follows:
•	 Input variables 
Rl'R3'rbl'rb2'Sl+ and S 2 were not parti-
tioned. All of the other variables were partitioned
into two subranges each with equal probability.
	
There-
=	 fore, there were 2 10 = 1024 possible strata.
	
Each
possible stratum was sampled once. Simple random
sancpling took place in the six variates not partitioned,
and in each subrange of the given stratum. Each time
_	 the sixteen observations were drawn from the variates,
_	 an estimate of the nine parameters was calculated using
the transfer functions. These estimates were arranged
i
	 in frequency arrays to form estimated cumulative d^:-
tribution functions. To summarize, k i
 = 2 for
i = 2,4, " ',11,16, N s = 1, and N
	 M = 1024.
	
Five
values of F(h) were selected, F(h) _ .01, .10, .50, .90,
E	 .99.	 h was calculated for these values of F(h).
^:	 Now, the entire experiment above was repeated ten
times. A measure of the precision of F(h) is given by
the variation among the te^^ estimates.
	 For the output
variates selected, Tables 4.2 thru 4.6 pre^2nt these
t3
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_^
variances for each of the tive values of h.
	 Also pre-
sented are the means of the ten repetitions for the five
values of F(h).	 In order to compare the precision of
these estimates to those of simple Monte Carlo simula-
tion, the relative efficiency of the two is also given
in the tables.
	 The variances of the estimates under
simple Monte Carlo are divided by the variances of the
estimates under stratified Monte Carlo.
	 That is,
Rel. Eff.	 Vsimple M.C.	 (4.5)
strat. M.C.
Of course, the relative efficiency must be greater than
one for the estimates of the Stratified Monte Carlo
technique to be considered more precise than those of
simple Monte Carlo.
Table 4.1
Mean Values of the Electronics Problem Output
Variates, Case 1, Stratified M.C.
V C3 VE3 IC3 VC1
.116192	 x	 10 2 .461915 .970100	 x	 10
-3
.1169.24	 x	 1	 2
V C2 VE1 VE2 IC1
.114914	 x	 10 2 .648594 .110924	 x	 10 2 .901027	 x	 10-3
IC2
707002 x 10-2
^^^
40
It was noticed that the coefficient matrix in
[1, p. 466] is block diagonal, and can be partitioned
into (4.1) and (4.2). 	 This allows the number of sub-
ranges of tiie variables estimating 
VC3'VE3' and IC3 to
be chosen independent of the number of subranges of the
other variables.	 As the number of subranges increases,
the estimates become more precise.
	 It was therefore
decided to partition the variables of matrix A (i.e.,
R^,R 8 ,R 9 ,R 10 , and S 3 ) into four equiprobable subranges,
and to use simple random sampling for all other input
variables.	 It cz^n be seen that while the precision of
VC3'VE3' and I C3 will increase, the precision of the
other six variate's estimates will not increase.
	
The
total number of strata is 4 5 = 1024.
	 Each stratum is
sampled once.
	 The values of F(h) remain the same, as
does the number of repetitions of the experiment (ten).
Therefore, the only change is the partitioning of the
ranges of the sixteen input variables.
	 Estimates
similar to these for Case 1 are presented in Tables
4.8,4.9, and 4.10.
	 Estimates of the other six output
variates are not given, as they are in fact found by
simple random sampling.
^.
41
• M Ct M O ^
r ^F CO ^ Ql r QlQ) 4..
^ W ^' r N M p
LA
I
O
i
r
^ x
r 00 01 00 N
r 1^ 00 I^ N
+^ LA N Q1 1^ Mt/f r Ct t0 1^ ^
W l0 O M r to!7 r O r M
V
E
• N
+^ O
rti r
i
+^ X
N
et ct ^ O 00
C Q1 O N r ^
^C O ^ CO N ^
41 ^O ^ ^O 1^ f^
.^ r
r
r
r
r
r
r
r
r
r
1
O
i
r
Rf X
l0 CO O 1^ N
• Ln M ct ^O M
^► 1^ r O Ln Cr
N N 01 O ^ M
W N r r M M
N O O O O
U
f N
O
'Cf
,...
+^ X
N f^ to N lf^ r
C O O N O tp
b r LT 00 N ^'
QJ tG tD tD I^ ^L r
r
r
r
r
r
•-
^--
r
r
r
^ 4^ r- O O O C►
O > .^ O r- ^ Ql 01
L t1/
d J
f
f
s
s
.-.
M
U
C
O
•r
E
N
E
d
O
L
d
V
•r
C
O
L
V
GJ
r
W
O
st
41
r
b
H
N
Q)N
f^
V
.:^=
42
• rn o0 0 0 00
r ^F ^D t0 Cf N 00
CJ 4-
OC W O N r CO N
I
O
i
r
16 X
lA O C1 lD lA
1^ 0p 0p O to
+^ 1^ O ►n tt t1'1
N C'7 r ^p ^ rW 1A f^ 171 O Ni^ r O r N
f
b
i
N r N r N L/'f
C to 00 a0 01 OM1i lD t0 th O Q1Gl N O N tG 01f ^ r ^Q r ^'
f+'1 it er L1) L!')
t
O
L r
rtf X
1G ^O c+') u7
t0 00 r n O
+^ O r O Q1 N
^ ^ 01 to t1 i 1^
W r 111 M t19 M
L1'1 ^ r CO t0
V
f
N
N u^ :^ Ci 1^
C st f^ N Q1 f^
b 1^ r it O 00
Q1 r r N ^O p1
E 00 r ^O r VM st ^ In 1f'f
r
O ^ t ^ r Ln Q1 Q1
^. QJ
d J
.-^
M
W
C
O
.,...
r
E
.r..
N
E
OL Na
a,
N
U	 R1
•C
	 U
O
i
V
W
a1
GJ
r
b
♦-
i43
M
U
a-i
c
O
•r
f0
r
N
E
4J
.G
O
i N
d
d
Vf	 to
V	 ^0
•r	 V
G
O
L
V
W
O
r
N
b
H
• CO O ►n tp N
r ^ r f^ 11'1 r MQ! 4-
d' W N N r-^ N M
O
1
O
L ^
ro X
y
o ,- ^ ^
• CO M 00 M ct
+^ ^D O M lf1 1D
v^ to ^n c^ ^ a0
w N a^ M rn ^o
r- O O O N
t 1
M^
O
^ r
ID
L X
4-^
N N it st N N
^ O r- N t0 M
b M ¢t '- CO M
4J O ^ r- O off
f 01 ^ f^ Ol 1^
f^ CD Q1 O
•--
r-
r-
O
^--
O
i.
^-
^O X
M t^ 1^ t7' CO
• M Q1 t0 t0 N
+^ Q1 Ln I^ ^D M
v► N ^O ^ 1^ M
W CO L1'f Ln Q1 C1
N N O ^ 00
M^
O
^ ^
N X
^ O ^1 t^ 00G N to L1'1 ^O 00
b t0 et M Q^ Qi
C1 ^D 1D O► M ^
f O LA 1D O► f^f^ 00 O► O
•-
r--
^
r
^ Q)
^
r' ^ r ! Q C1
^ ^ L ^ ^ ^^^ O1 Q1
L +U
G. J
E
t
44
'.3	 Discussion
The r '^±i;e etfici.ncies in the tables above in-
dicji, ^ *^^^ iegr•po
	;^;:;;,': ,stratification has improved
the estimate ' s v,.: a>,^e.	 ? ;^e parameters were estimated
ten times.	 In the l ^n^^^.1r. g case, the relative e`fi-
ciency c^ stratified Flonte t.arlo to ^^mple Monte Carlo
can never be less than one (^, • e^`er to ( 2. i;:^;?	 However,
with only ten repetitions, random variaticn cause=^ `,h^^
relative efficiency to be less than cne in a few case.
t
In most cases, the stratified Monte Carlo techniqueI}	 produced a significant reduction ^^n variance.
	
Also,
Case 2 produced estimates that were again more precise
than Case 1.
Of course, the numoer o` subranges and variates
pa; titi^r^ed was some!'^.a^ arbitrrr;,^.
	 Other po^sih',e
combinations, a,^d a larger number cf s^:branges, are ex-
pected to produce even better results than these.
	
It
has been shown in this research that stratified Monte
Carlo is an effective variance-reduction te^h^^ique.
^^
3f
i
•	 'l
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5. STOCHASTIC PROCESS EXAMPLE
5.1	 The Problem
Riedwyl's goodness of fit statistics with unknown
parameters are investigated in a paper by Speed and
Smith [14].	 One Riedwy? statistic proposed is the
following:	 Let X l ," ',X n
 be a random sample from an
absolutely continuous distribution function F(x), and
define F^(x) to be the proportion of X i less Than or
equal to x.	 If d i = F(Z i )-F n (Z i ),i=1, "',n, wherE
Z i
	F`1 ( 1 /n), then the statistic is defined as
n
S n = ^E l ^d^^	 (5.1)
S is asymptotically (nom) a normal stochastic process,
n
the limiting statistic given by
S n/, ^ •• lo^Y(t)^dt	 X	 (5.2)
as n^^, where Y(t) is distributed N(O,t-t 2 ).	 Given that
E[^Y(t)^]=[2(t-t2)/n]^	 it follcws that the mean value
of Xis
Io[2(t-t2)/n]^ dt = (^Z)
	
(5.3) ti^
--
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5.2	 simulation Results
`	 It is desired to estimate the distribution function
of X and its mean value. The first approach taken
	 -^
made use of the	 definitive	 form of an integral. 	 That
^_
is, X may be approximated by
n
X
	
	 E	 ^I Y ( t i) ^
	 ^	 (5.4)
i=1
where
	 t i	=	 ^	 Clearly,	 larger	 values	 of	 n(i.e.,	 more
subranges	 of	 smaller	 region)	 will	 give	 an	 increasingly
better	 approximation	 of	 X.
This	 method was
	
used	 in	 simulation
	 of	 the	 desired
estimates.	 However,	 for	 reasonable
	 values
	
of	 n,	 poor
results
	 ti^ere
	
obtained.	 The
	 estimate
	 of	 the	 mean	 value =
was converging very slowly to	 ( ►^)	 as n was	 increased. 33
Therefore,	 this	 method was	 considered	 inadequate	 for
estimation	 in	 this	 case.
After	 investigation	 of	 other possible
	
techniques,
Gauss's	 formula	 for	 numer,cal
	 integration
	 (defined	 in
[10^)	 was	 chosen	 as	 the	 technique with	 which	 to	 esti-
ma to	 X	 The principle of Gauss's formula is 	 to
obtain	 the	 optimum	 subdivision	 of	 the	 range	 of	 in*..:r-
gration,	 *he	 values	 of	 the	 function	 at	 these	 suh-
division	 points,	 and	 the	 CC° ; `1C1Ents	 to	 ,nultiply	 the
647
functional values to yield the value of the integral.
The procedure is fully described in [10].
X was simulated for n = 2, ..., 10, 14, and 15.
As n increased, the estimates of the mean value con-
verged quickly to ( V-Tr7-37).	 For each of the n values,
the distribution of X was also estimated. 	 The value
of n also signifies the number of subintervals into
which the integral range was partitioned.
Stratified values of IY(t)l were drawn in each
subinterval, Y(t) being partitioned into two equiprob-
able subranges. Therefore, there were 2 n possible
strata. The samn;e size was 2 10 = 1024 for values of n
up to and including ten.
	 N s
 then becomes 210-n.	 The
sample size was 2 14 = 16,384 for n = 14, and 215 =
32,768 for n = 15. NS was one in these cases.
Table 5.1 presents h for F(h) = .01,.05,.10,.25,
.50,.75,.90,.95, and .99, at each of the values of n.
Also presented for each n is the expected mean value
for the Gaussian approximation (u n ) and the estimated
mean value (x).	 It can be seen that x converges quickly
to ( nom) = 0.313328.
5.3 Discussion
This example accomplished three goals.
	 First, the
648
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distribution of X was estimated. Representative
values of h give estimates of the cumulative distribu-
tion function at those points.
	 Second, Gauss's formula
for numerical integration was highlighted in this sim-
ulation.	 The technique is relatively simple to employ,
and yields good estimates for small values of n. It is
an effective quadrature method in combination with sim-
ulation methods of the Monte Carlo type. Third, the
Stratified Monte Carlo method was used to reduce the
variance of F(h) and x estimates.
	 Precise estimates
are an asset of any simulation technique.
	
Thus, the
Stratified Monte Carlo method is a desired part of
simulations of this type.
i
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6.	 CONCLUSIONS
The Ringer-Suharto method has been extended to the
multivariate case and applied to two problems.
	
The
method involves repeated Monte Carlo sampling from
stratified variates to form an estimated joint cumula-
tive distribution function.
	 It has been shown in Sec-
tion 2 by (2.16) that the Stratified Monte Carlo tech-
nique gives more precise estimates than those of simple
Monte Carlo. This fact was verified by the results ofi
the television amplifier problem, where stratification
1	 of ten of the sixteen input variates into two subranges
each (Case 1) produced significant reductions in vari-
ance.	 In Case 2, stratification of five specific input
variates into four subranges each showed even larger
reductions in variance.
	 These estimates are also un-
biased, an important property for an estimator to have.
It is apparent that stratified Monte Carlc is a prac-
tical and effective variance-reduction technique.
Somerville [12] presents a similar technique, also
extended to the multivariate case in this research.
The given variates are again stratified, midpoint values
of each subrange are derived, and all possible combin-
ations of these values are calculated according to the
desired function of the variates.
	 A joint cumulative
I
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distribution function is formed by these points arranged
in order. The procedure does not rely on random sam-
pling from the subranges, but rather on only one derived
value from each subrange.	 Thus, it cannot be considered
a true computer simulation technique, but rather a
numerical quadrature.
	 The value of this procedure lies
in estimating cumulative distribution functions from a
small number of variates partitioned into only a few
subranges.
	 For larger problems requiring the speed and
efficiency of the electronic computer, the Stratified
Monte Carlo technique is desired.
Haber [3] presents a numerical intecration tech-
nique that incorporates concepts of both the procedures
discussed above.
	 Each dimension of the k-dimensional
region of integration is partitioned into subranges.
Sample values found by a given formula are derived for
each subrange, the number derived being proportional to
the subrange's size.A point estimate of the joint cu-
mulative distribution function is found by drawing a
sample from these subranges and computing the value with
these observations. Like the Ringer-Suharto method,
this method is most efficient for larger computer prob-
lems.
The television amplifier circuit parameters were
6
t
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estimated using the Startified Monte Carlo procedure.
Significant reductions in variance of the estimates were
observed.	 As stated above, the number of subranges in
each input variate directly affected the reduction in
variance.
	 The author is unaware of the formula for the
exact improvement in precision.
	 While simple Monte
Carlo sampling is known to have accuracy of the order
(1/v'n- ), it is conjectured that stratified Monte Carlo
sampling has accuracy at least of the order (1/n) when
every variate range is partitioned into two or more sub-
ranges.	 This is one concept that should be investi-
gated in a later paper.
The distribution and mean of the stochastic process
problem were also estimated by use of the Stratified
Monte Carlo procedure.
	 Gauss's formula for numerical
integration was utilized as the function from which the
tabulations were made. Satisfactory results were ob-
tained with only modest partitioning of the integral
range (n = 2 up to n = 15), with Y(t) being divided in-
to only two subranges.	 For more partitioning of the
integral range, say n = 25, and a larger number of sub-
ranges of Y(t), the estimates will asymptotically ap-
proach the true parameters. Other numerical quadrature
techniques may also be used with stratified Monte Carlo
6
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to produce satisfactory results.
	 The problem to be3
solved, and the asymptotic efficiency desired, are among
the factors that will determine the quadrature technique
used.	 Note that whichever technique is chosen, strat-
ified Monte Carlo procedures will increase the precision
of the estimates.	 Thus, while the speed of convergence
must be considered, precision of these estimates is also
of prime importance.
Other fields of application of the Stratified Monte
Carlo technique include business and engineering.	 Not
1
unlike the television circuit problem, many engineering
problems involve estimation of joint cumulative dis-
tribution functions of many input variates with given
distributions.
	 With the rising use of computer tech-
niques, the scientific application is a very useful one.
The engineering field should be considered as one that
could most effectively use this technique.
The business field also makes great use of esti-
mating functions of many input variates.	 For instance,
economic theory relies heavily on such measures as pro-
duction, employment, and capacity. These and many other
economic measures are estimated from combinations of a
tremendous number of factors. With such a large number
of known input parameters, the Stratified Monte CarloP
I
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technique is of great value as a practical, fast, and
efficient method.
As with any technique, there are disadvantages in-
herent with the procedure. 	 Time and dimension limita-
tions are incurred with very large problems.
	
Storage
size and speed of the computer used will automatically
provide the researcher with limits on the problem ap-
proached.	 Also affecting these limits is the actual
program techniques utilized. 	 Care must be taken to make
the simulation program as efficient as possible.
Affecting the scope of application is the fact that
both the joint distribution function and the marginals
of the input variables must be known.
	 If independence
E	 of the variables can be assumed, then only the marginal
distributions need be known.
	 This disadvantage is
minimal, however, as the distributions are usually
known, or can be easily obtained.	 This is especially
s
evident in applications where the variates have been
used repeatedly, with only their parameters changing in
any given point in time.
The relative contribution of the input variates
should be taken into account when using the Stratified
Monte Carlo procedure.	 It has been shown that more
e	 subranges gives more precise estimates, with considera-
30
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tion of the fact that certain variates may contribute
more to an estimate's variance than others. This was
evident in the television circuit problem.
Various methods may be used to determine an input
variate's relative contribution.
	 Inspection of the
function to be used provides a basic measure.
	
By
"statistical differentials", a variate's contribution to
the overall variation may be approximated by computing
V[Y] =	 E 
aX 
,V[Xi]
i = 1	 i
where Y = H(X 1 ,X 2 ," ',X n ), and X i , i=1,2," ',n, are the
input variates.
	 This formula provides a useful tech-
nique for determining which variates contribute most to
the variation of Y; thus, which ranges should be more
highly subdivided.
In conclusion, stratified Monte Carlo is an effec-
tive technique when theoretical derivations become
impractical. The amount of stratification determines
the gain in accuracy over simple Monte Carlo estimates.
The technique may be used for a wide range of applica-
tions, and should be considered one of the better sim-
ulation techniques available.
s	 a'
(6.1)
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