We consider the problem of efficiently designing sets (codes) of equal-length DNA strings (words) that satisfy certain combinatorial constraints. This problem has numerous motivations including DNA self-assembly and DNA computing. Previous work has extended results from coding theory to obtain bounds on code size for new biologically motivated constraints and has applied heuristic local search and genetic algorithm techniques for code design. This article proposes a natural optimization formulation of the DNA code design problem in which the goal is to design n strings that satisfy a given set of constraints while minimizing the length of the strings. For multiple sets of constraints, we provide simple randomized algorithms that run in time polynomial in n and any given constraint parameters, and output strings of length within a constant factor of the optimal with high probability.
Introduction
In this article we study the problem of efficiently designing sets (codes) of DNA strings (words) of near-optimal length that fulfill certain combinatorial constraints. Many applications have emerged in recent years that depend on the scalable design of such words. DNA words can be used to store information at the molecular level [Brenner 1997 ], act as molecular bar codes for identifying molecules in complex libraries [Brenner and Lerner 1992; Brenner 1997; Shoemaker et al. 1996] , or implement DNA arrays [Ben-Dor et al. 2000 ]. DNA word design is also required for DNA computing where inputs to computational problems are encoded into DNA strands for the purpose of computing via DNA complementary binding [Adleman 1994 ]. In another application, Wang tile self-assembly systems are implemented by encoding glues of Wang tiles into strands of DNA [Winfree et al. 1998 ].
For a set of DNA words to be effective for the aforesaid applications, they must fulfill a number of combinatorial constraints (see Table I ). Of particular importance is the need for specific hybridization between a given word and its unique Watson-Crick complement. That is, we need to make sure that hybridization does not occur between a word and the complement of a different word in the set, or even of any word with any other word in the set. For this requirement Marathe et al. [2001] have proposed the basic Hamming constraint, reverse complement Hamming constraint, and self-complementary constraint. We further consider the more restricting shifting versions of these constraint which requires them to be met between all alignments of any pair of words [Brenneman and Condon 2001] .
We also consider three constraints not related to Hamming distance. The consecutive base constraint limits the length of any run of identical bases in any given word. Long runs of identical bases are considered to cause hybridization errors [Tsaftaris 2004; Brenneman and Condon 2001; Braich et al. 2001 ]. The GC content constraint requires that a fixed percentage of the bases in any given word are either G or C. This constraint is meant to give each string similar thermodynamic properties [Tsaftaris 2004; . The free energy constraint requires that the difference in free energy of any two words is bounded by a small constant. This helps ensure that each word in the set has a similar melting temperature [Brenneman and Condon 2001; Marathe et al. 2001] .
In addition to the preceding constraints, it is desirable for the length of each word to be as small as possible. The motivation for minimizing is evident from the fact that it is more difficult to synthesize longer strands. Similarly, longer DNA strands require more DNA to be used for the respective application.
In this work we provide algorithms with analytical guarantees for combinatorial structures and time complexity. In particular, we formulate an optimization problem that takes as input a desired number of strings n and produces n length-strings that satisfy a specified set of constraints, while at the same time minimizing the length . We restrict our solution to this problem in two ways. First, we require that our algorithms run in time only polynomial in the number of strings n as well as any given constraint parameters. Second, we require that our algorithms produce sets of words that achieve word length that is within a constant factor of the optimal achievable word length, while at the same time fulfilling the respective constraints with high probability. For various subsets of the constraints we propose, we provide algorithms that achieve this. We thus provide fast algorithms for the creation of sets of short words. Here n is the number of words; k denotes the maximum of the constraint parameters for constraints 1 through 6 (see Section 2); and = (k + log n) denotes the optimal achievable word length for the listed word design problems (see Theorems 1, 3, 4, and 15 ).
There has been much previous work in the design of DNA words [Brenneman and Condon 2001; Marathe et al. 2001; Brenner 1997; Deaton et al. 1996; Frutos et al. 1997; Garzon et al. 1997; Shoemaker et al. 1996; King 2003; Gaborit and King 2005; Garzon et al. 2009; Phan and Garzon 2008] . In particular, Marathe et al. [2001] have extended results from coding theory to obtain bounds on code size for various biologically motivated constraints. However, most work in this area has been based on heuristics, genetic algorithms, and stochastic local searches that do not provide any performance guarantees.
This article analyzes simple randomized algorithms to show that they produce words of length within a constant factor of the optimal with high probability. Our purpose for such an analysis is to bring to light where the complexity of designing such codes lie. For instance, though we achieve our targeted performance guarantees for a variety of different combinations of constraints, there are some combinations for which we are unable to do so. Such results should serve as a baseline for provably better approaches.
From coding theory, the classical codeword design optimization problem is to find a largest set of strings of a fixed length that satisfies a certain combinatorial constraint. We take a different slant by fixing the size of the set of strings and searching for words of minimum length that satisfy the specified constraints. This formulation is reasonable because in practice the scale of the application is known and at least in some cases there may be more flexibility in the length of the words. Further, the family of constraints considered here is much richer than what is done in coding theory.
Article Layout. In Section 2, we describe the different biologically motivated combinatorial constraints we use. In Section 3 we solve the design problem with subsets of constraints including the Hamming constraints, the consecutive bases constraint, and the GC content constraint. In Section 4 we extend our algorithms to deal with the free energy constraint.
Preliminaries
2.1. NOTATIONS. Let X = x 1 x 2 . . . x be a word where x i belongs to some alphabet . In this article we deal with two alphabets, namely, the binary alphabet B = {0, 1} and the DNA alphabet D = {A,C,G,T}. The elements of an alphabet are called characters. We will use capital letters for words and small letters for characters. Our goal is to design DNA words but some of our algorithms generate binary words in intermediate steps.
The reverse of X , denoted by X R , is the word x x −1 . . . x 1 . The complement of a character x is denoted by x c and is defined as follows.
The complement of a word is obtained by taking the complement of each of the characters in the word, namely,
The Hamming distance H (X, Y ) between two words X and Y is the number of positions where X differs from Y .
We are interested in designing a set W of n words over D each of length which satisfy the constraints defined in Section 2.2 next.
2.2. CONSTRAINTS. The constraints we consider can be classified into two categories: hybridization constraints and stability constraints. Hybridization constraints ensure that unwanted hybridizations between two DNA strands are avoided, and stability constraints ensure that the DNA strands are stable in a solution. The first six constraints that follow are hybridization constraints while the remaining three are stability constraints.
C 1 (k 1 ): Basic Hamming Constraint (k 1 ) = for any two words Y, X ∈ W, H (Y, X ) ≥ k 1 . This constraint limits nonspecific hybridizations between the Watson-Crick complement of some word Y with a distinct word X . C 2 (k 2 ): Reverse Complementary Constraint (k 2 ) = for any two words Y, X ∈ W, H (Y, X RC ) ≥ k 2 . This constraint is intended to limit hybridization between a word and the reverse complement of another word.
This constraint prevents a word from hybridizing with itself. C 4 (k 4 ): Shifting Hamming Constraint (k 4 ) = for any two words Y, X ∈ W,
for all i. This is a stronger version of the Basic Hamming Constraint. C 5 (k 5 ): Shifting Reverse Complementary Constraint (k 5 ) = for any two words Y, X ∈ W, 
This is a stronger version of the Self-Complementary Constraint. C 7 (γ ): GC Content Constraint (γ ) = γ percentage of bases in any word Y ∈ W are either G or C. The GC content affects the thermodynamic properties of a word [Tsaftaris 2004; . Therefore, having the same ratio of GC content for all the words will assure similar thermodynamic characteristics. C 8 (d): Consecutive Base Constraint (d) = no word has more than d consecutive bases for d ≥ 2.
In some applications, consecutive occurrences (also known as runs) of the same base increase the number of annealing errors. C 9 (σ ): Free Energy Constraint (σ ) = for any two words Y, X ∈ W, FE(Y ) − FE(X ) ≤ σ where FE(W ) denotes the free energy of the word W as defined in Section 4. This constraint ensures that all the words in the set have similar melting temperatures which allows hybridization of multiple DNA strands to proceed simultaneously [Shoemaker et al. 1996 ].
For each of the previous given constraints we assign a shorthand boolean function C i (t) to denote whether or not a given set of words W fulfills constraint C i with respect to parameter t. For a given integer n, the goal of DNA word design is to efficiently create a set of n length-words such that a given subset of the preceding constraints are satisfied, while trying to minimize . That is, for a given subset of constraints {C π 1 , C π 2 , . . . , C π r } ⊆ {C 1 , C 2 , . . . , C 9 }, the corresponding DNA word design (DWD) optimization problem is as follows.
PROBLEM 1 (DWD π 1 ,π 2 , ... ,π r ). INPUT: Integers n, t 1 , t 2 , . . . , t r . OUTPUT: A set W of n DNA strings each of the minimum length such that for all 1 ≤ i ≤ r the constraint C π i (t i ) is satisfied over set W.
For this problem we have the following trivial lower bounds for time complexity and the word size when any one of the first six constraints is applied. THEOREM 2.1. Consider a set of n length-DNA words W.
(1) If W fulfills any one of the constraints C 1 (k), C 2 (k), C 3 (k), C 4 (k),C 5 (k), and C 6 (k), then = (k + log n).
(2) The time complexity of producing a set W that fulfills any one of the constraints C 1 (k), C 2 (k), C 3 (k), C 4 (k), C 5 (k), and C 6 (k) is (nk + n log n).
PROOF. For any set of n distinct strings, is at least log 4 n. Further, any two strings with a Hamming distance k should be each of length at least k. Thus ≥ max{k, log 4 n } = (k + log n). Further, this gives an (nk + n log n) bound on the size of the output, yielding the lower bound on time complexity. FIG. 1. A randomized algorithm for generating n DNA strings satisfying constraints C 1 (k 1 ), C 2 (k 2 ), C 3 (k 3 ), C 4 (k 4 ), C 5 (k 5 ), and C 6 (k 6 ).
The goal of DNA word design is to simultaneously satisfy as many of the previous eight constraints as possible while achieving words within a constant factor of the optimal length for the given set of constraints. In Section 3 we show how to accomplish this goal for various subsets of the constraints.
Algorithms for DNA Word Design
In this section we develop randomized algorithms to generate sets of length-DNA words that satisfy certain sets of constraints while keeping within a constant factor of the optimal value. In particular, we first show how simply generating a set of n words at a specific length = O(k+log n) uniformly at random is sufficient to fulfill constraints 1, 2, 3, 4, 5, and 6 simultaneously with high probability. We then propose three extensions to this algorithm to fulfill different subsets of constraints within a constant factor of the optimal word length. The first extension yields an algorithm for fulfilling the GC content constraint while the second yields one for the consecutive base and GC content constraints at the cost of the shifting constraints. Finally, we extend the basic randomized algorithm to fulfill the free energy constraint. The first is thus an algorithm for simultaneously fulfilling constraints 1, 2, 3, 4, 5, 6, and 7, the second simultaneously fulfills constraints 1, 2, 3, 7, and 8, and the last one fulfills constraints 1, 2, 3, 4, 5, 6, and 9.
A SIMPLE RANDOMIZED ALGORITHM.
PROBLEM 2 (DWD 1,2,3,4,5,6 ). INPUT: Integers n, k 1 , k 2 , k 3 , k 4 , k 5 , k 6 . OUTPUT: A set W of n DNA strings each of the minimum length such that the constraints C 1 (k 1 ), C 2 (k 2 ), C 3 (k 3 ), C 4 (k 4 ), C 5 (k 5 ), C 6 (k 6 ) hold.
The next theorem shows that Algorithm FastDWD 1,2,3,4,5,6 (n, k 1 , k 2 , k 3 , k 4 , k 5 , k 6 ) in Figure 1 yields a polynomial-time solution to the DWD 1,2,3,4,5,6 problem with high probability.
THEOREM 2. Algorithm FastDWD 1,2,3,4,5,6 produces a set W of n DNA words of length (k + log n) in time (nk + n log n) satisfying constraints C 1 (k 1 ), C 2 (k 2 ), C 3 (k 3 ), C 4 (k 4 ), C 5 (k 5 ), and C 6 (k 6 ) with high probability for sufficiently large c, where k = max{k 1 , k 2 , k 3 , k 4 , k 5 , k 6 }.
PROOF. It is straightforward to show that FastDWD 1,2,3,4,5,6 runs in O(nk + n log n) time. The lower bound for runtime and word length follows from Theorem 1. We show that W satisfies constraint C i (k) for all 1 ≤ i ≤ 6 with the stated failure probability as follows. Since k ≥ k i , this immediately implies that W satisfies C i (k i ).
We make use of the inequality n k ≤ ne k k which is obtained from Stirling's formula. Let B(n, p) denote a binomial random variable with parameters n and p where n is the number of trials and p is the success probability. We will also make use of the following inequality which can be easily verified using induction.
Let π be the size of the alphabet. For this proof, π = 4. Let k * = max{k, log π n } and = ck * for some constant c. For simplicity, assume k * and are even. We will choose an appropriate c shortly. Let P i (Y, X ) for i ∈ {1, 2, 4, 5} be the probability that constraint C i (k * ) is violated by strings Y and X generated uniformly at random. Let P 3 (Y ) and P 6 (Y ) be the probability that a randomly generated Y violates constraints C 3 (k * ) and C 6 (k * ), respectively. 
The probability that W does not satisfy constraint C i is at most n
Similarly, the probability that W does not satisfy constraint C 3 (or C 6 ) is at most n P 3 (Y ) (or n P 6 (Y )). Let denote the probability that W does not satisfy at least one of the six constraints. Note that if W satisfies constraints C 4 , C 5 , and C 6 , then it also satisfies constraints C 1 , C 2 , and C 3 . For c > (π + 1)/(π − 1), FIG. 2. A randomized algorithm for generating n DNA strings satisfying constraints C 1 (k 1 ), C 2 (k 2 ), C 3 (k 3 ), C 4 (k 4 ), C 5 (k 5 ), C 6 (k 6 ), and C 7 (γ ).
If π = 4, then is o(1/4 k * ) for c ≥ 9 and o(1) for c ≥ 6. Similarly, if π = 2, then is o(1/2 k * ) for c ≥ 10 and o(1) for c ≥ 8. The larger the constant c we choose, the smaller will be the probability of not satisfying any one of the constraints. Note that o(1/4 k * ) = o(1/(n + 4 k )). INTO FASTDWD 1, 2, 3, 4, 5, 6 . Now we show how to modify Algorithm FastDWD 1,2,3,4,5,6 so that it produces a set of words that also satisfies the GC content constraint. That is, we will show how to solve the following problem.
INCORPORATING THE GC CONTENT CONSTRAINT
PROBLEM 3 (DWD 1,2,3,4,5,6,7 ). INPUT: Integers n, k 1 , k 2 , k 3 , k 4 , k 5 ,k 6 , γ . OUTPUT: A set W of n DNA strings each of the minimum length such that the constraints C 1 (k 1 ), C 2 (k 2 ), C 3 (k 3 ), C 4 (k 4 ), C 5 (k 5 ), C 6 (k 6 ), C 7 (γ ) hold.
We modify Algorithm FastDWD 1,2,3,4,5,6 to get Algorithm FastDWD 1, 2, 3, 4, 5, 6, 7 shown in Figure 2 . The next theorem shows that FastDWD 1,2,3,4,5,6,7 yields a polynomial-time solution to DWD 1,2,3,4,5,6,7 with high probability.
THEOREM 3. Algorithm FastDWD 1,2,3,4,5,6,7 produces a set W of n DNA words of length (k + log n) in time (nk + n log n) satisfying constraints C 1 (k 1 ), C 2 (k 2 ), C 3 (k 3 ), C 4 (k 4 ), C 5 (k 5 ), C 6 (k 6 ), and C 7 (γ ) with high probability for sufficiently large c, where k = max{k 1 , k 2 , k 3 , k 4 , k 5 , k 6 }.
PROOF. It is straightforward to show that FastDWD 1,2,3,4,5,6,7 runs in O(nk + n log n) time. The lower bound for runtime and word length follows from Theorem 1. The failure probability of the algorithm is analyzed as follows. Taking π = 2 in the proof of Theorem 2, W satisfies constraints C 1 (k 1 ), C 2 (k 2 ), C 3 (k 3 ), C 4 (k 4 ), C 5 (k 5 ), and C 6 (k 6 ) with high probability for sufficiently large c. The construction of words in W ensures that if two words X, Y ∈ W satisfy constraints C 1 (k 1 ), C 2 (k 2 ), C 3 (k 3 ), C 4 (k 4 ), C 5 (k 5 ), and C 6 (k 6 ), then the corresponding words X , Y ∈ W satisfy them, too. In addition, all words in W satisfy C 7 (γ ) with probability 1. Therefore, W satisfies constraints C 1 (k 1 ), C 2 (k 2 ), C 3 (k 3 ), C 4 (k 4 ), C 5 (k 5 ), C 5 (k 5 ), and C 7 (γ ) with high probability. INTO FASTDWD 1, 2, 3, 4, 5, 6, 7 . Now we modify Algorithm FastDWD 1,2,3,4,5,6,7 so that it produces a set that satisfies both the GC content constraint and the consecutive base constraint at the cost of the shifting constraints. That is, we will show how to solve the following problem.
INCORPORATING THE CONSECUTIVE BASES CONSTRAINT
PROBLEM 4 (DWD 1,2,3,7,8 ). INPUT: Integers n, k 1 , k 2 , k 3 , γ, d. OUTPUT: A set W of n DNA strings each of the minimum length such that the constraints C 1 (k 1 ), C 2 (k 2 ), C 3 (k 3 ), C 7 (γ ), C 8 (d) hold.
We use Algorithm BreakRuns shown in Figure 3 to break long runs for a binary word so that it satisfies the consecutive bases constraint with parameter d. Intuitively what this algorithm does is for a given word X , it outputs X by inserting characters at intervals of d − 1 from the left and the right in a manner such that there are no consecutive runs of length greater than d. We need to add characters from both the ends to ensure that H (X, Y RC ) ≤ H (X , Y RC ) where X and Y are the respective outputs for X and Y from BreakRuns.
We modify Algorithm FastDWD 1,2,3,4,5,6,7 to get Algorithm FastDWD 1,2,3,7,8 shown in Figure 3 . The next theorem shows that FastDWD 1,2,3,7,8 yields a polynomial-time solution to DWD 1,2,3,7,8 with high probability.
THEOREM 4. Algorithm FastDWD 1,2,3,7,8 produces a set W of n DNA words of length (k + log n) in time (nk + n log n) satisfying constraints C 1 (k 1 ), C 2 (k 2 ), C 3 (k 3 ), C 7 (γ ), and C 8 (d) with high probability for sufficiently large c, where k = max{k 1 , k 2 , k 3 }.
PROOF. For any two strings X, Y of length , let X = BreakRuns(X, d) and Y = BreakRuns(Y, d) . Observe the following inequalities.
(
(3) H (X, X RC ) ≤ H (X , X RC ); and (4) The length of X (or Y ) is at most (1 + 1 d−1 ) ≤ 2 .
Taking π = 2 in the proof of Theorem 2, W satisfies the constraints C 1 (k 1 ), C 2 (k 2 ), and C 3 (k 3 ) with high probability for sufficiently large c. Thus, the first three observations imply that W will also satisfy these constraints in addition to the constraints C 7 (d) and C 8 (γ ) with high probability. Further, from the last observation we know that the length of words in W at most doubles. Then, the lower bound for word length of W follows from Theorem 1. Also, FastDWD 1,2,3,7,8 clearly runs in (nk + n log n) time which is optimal from Theorem 1. 1, 2, 3, 4, 5, 6 Now we give an alternate modification of Algorithm FastDWD 1,2,3,4,5,6 so that the free energy constraint is satisfied. The free energy of a DNA word X = x 1 x 2 . . . x is approximated by the following formula from Breslauer et al. [1986] :
Incorporating the Free Energy Constraint into FastDWD
where x,y is a nonnegative quantity denoting the observed pairwise free energy between base x and base y. For our algorithm analysis we assume the free energy for any base pair is bounded by a constant. For simplicity, we denote the free energy as simply the sum −1 i=1 x i ,x i+1 with respect to a given pairwise energy function . Let max and min be the maximum and the minimum entries in , respectively. Let D = max − min .
We now show how to satisfy the free energy constraint C 9 (σ ) for a constant σ = 4D + max , while simultaneously satisfying constraints 1, 2, 3, 4, 5, and 6. That is, we show how to solve the following problem.
PROBLEM 5 (DWD 1, 2, 3, 4, 5, 6, 9 ) . INPUT: Integers n, k 1 , k 2 , k 3 , k 4 , k 5 , k 6 . OUTPUT: A set W of n DNA strings each of the minimum length such that the constraints C 1 (k 1 ), C 2 (k 2 ), C 3 (k 3 ), C 4 (k 4 ), C 5 (k 5 ), C 6 (k 6 ), C 9 (4D + max ) hold.
-A Dynamic Programming Approach. A key step in our algorithm for satisfying the free energy constraint involves computing the set of strings of a given length which have a given free energy. A straightforward way to achieve this is dynamic programming in which we recursively store the possible free energies achievable by any length string ending in each of the possible four DNA bases. This value can be computed in O(L 2 + nL) runtime. This solution can then be adapted to satisfy Problem DWD 1,2,3,4,5,6,9 in O(L 2 + nL). In fact, this is the technique adopted by Marathe et al. [2001] in the first consideration of the free energy constraint.
-Fast Fourier Transform Approach. Instead of the straightforward dynamic programming approach, we show how to solve Problem DWD 1,2,3,4,5,6,9 faster by making use of the Fast Fourier Transform. In the remainder of this section we will describe our fast solution in detail.
LetŜ 1 ,Ŝ 2 , . . . ,Ŝ 4 L be all possible sequences of length L = 2 where is as defined in Step 2 of the algorithm in Figure 4 such that FE(Ŝ 1 ) ≤ FE(Ŝ 2 ) ≤ · · · ≤ FE(Ŝ 4 L ). For two strings X and Y of respective lengths X and Y where 4 . A randomized algorithm for generating n DNA strings satisfying constraints C 1 (k 1 ), C 2 (k 2 ), C 3 (k 3 ), C 4 (k 4 ), C 5 (k 5 ), C 6 (k 6 ), and C 9 (4D + max ).
We modify Algorithm FastDWD 1,2,3,4,5,6 to get Algorithm FastDWD 1,2,3,4,5,6,9 shown in Figure 4 for solving DWD 1,2,3,4,5,6,9 . Section 4.1 gives some lemmas useful for proving the correctness of Algorithm FastDWD 1,2,3,4,5,6,9 . Section 4.2 discusses the details for Step 4 of the algorithm. Finally, Section 4.3 establishes its correctness and time complexity. OF FASTDWD 1, 2, 3, 4, 5, 6, 9 . LEMMA 5.
LEMMAS FOR THE CORRECTNESS
< 2D.
PROOF. is the maximum free energy gap between strings of length L. To bound this gap by 2D, we will show that for any string W of length L, if there exists a string of free energy greater than that of W , then there is a string of greater energy with energy at most FE(W ) + 2D. To do so, given W such that FE(W ) < FE(Ŝ 4 L ), we construct a string W i * such that FE(W ) < FE(W i * ) ≤ FE(W ) + 2D.
Let W be any string such that FE(W ) > FE(W ) and let q be the Hamming distance between W and W . Let W i be a string generated by changing the first i characters of W where it differs from W to the corresponding characters of W . The Hamming distance between W i and W is q − i. Since changing one character in a string can increase the free energy by at most 2D, FE(
PROOF. Since L = 2 , the maximum free energy of a length L sequence, FE(Ŝ 4 L ), is at least 2W max + min . Similarly, FE(Ŝ 1 ) is at most 2W min + max . Therefore, we get the following.
PROOF. Rearranging the terms in Lemma 6, we get FE(Ŝ 4 L ) + W min ≥ W max + FE(Ŝ 1 ) + 2D. Since α = W max + FE(Ŝ 1 ), we have FE(Ŝ 4 L ) + W min ≥ α + 2D. Therefore,
COMPUTING STRINGS WITH BOUNDED ENERGIES. In
Step 4 of Algorithm FastDWD 1,2,3,4,5,6,9 we need to produce a set of n DNA stringsŜ 1 ,Ŝ 2 , . . .Ŝ n , each of a given length L, such that
That is, we need to solve the following problem.
PROBLEM 6 (BOUNDED-ENERGY STRAND GENERATION). INPUT: Integers A i and B i such that B i − A i ≤ for i = 1, . . ., n; length L. OUTPUT: StringsŜ 1 ,Ŝ 2 , . . .Ŝ n each of length L and respective energy E i such that
Our solution to this problem involves transforming the blunt of the computational task into the problem of polynomial multiplication. Consider the following polynomials.
-For any integer ≥ 1, let f ,a,b (x) be the polynomial m z=0 ζ z x z where coefficient ζ z is the number of length-strings whose first character is a, last character is b, and free energy is z.
-For even , let f d 1 ,d 2 ,a,b (x) denote the polynomial whose coefficients ζ z are the number of length-and energy-z strings with a as the first character, b as the last, d 1 as the 2 -th character, and d 2 and the ( 2 + 1)-th character.
- For odd > 1, let f d 1 ,d 3 ,d 2 ,a,b denote the polynomial whose coefficients ζ z are the number of strings of length-and energy-z that have a for the first character, b for the last, d 1 for the 2 -th character, d 3 for the ( 2 + 1)-th character, and d 2 for the ( 2 + 2)-th character. For convenience, define f d 1 ,d 3 ,d 2 1,a,b (x) to be NULL. This problem is trivially solved given the polynomial f (x), and thus, as shown in Lemma 10 later, our subroutine can be used to solve this problem in faster O(L log L) time and may be of independent interest.
Our algorithm for Problem 6 has two phases: the build phase and the extract phase. The build phase consists of two subroutines build(L) and SlowBuild(L) shown in Figures 6 and 8 , respectively. This phase constructs a data structure that permits the extract phase to be executed quickly. In the extract phase, an extraction routine, Extract(E) shown in Figure 7 , is run n times to outputŜ i for each i ∈ [1, n].
Since the extraction routine is executed n times and the build routine only once, the phase that constitutes the bottleneck for our algorithm for Problem 6 depends on the value of n. We thus provide two forks for the algorithm to take: one with a fast build routine and a modestly fast extract routine, and the other with a slower build routine but an optimally fast extract routine. In particular, if n is sufficiently larger than L, our algorithm for Problem 6 calls a routine SlowBuild(L) which improves the runtime of Extract. Otherwise, only a faster Build function is called in the first phase, leading to a slower Extract routine. The algorithm for Problem 6 is given in Figure 5 .
To describe the three subroutines of Algorithm ConstructStrings in Figure 5 we use the following notation. Let π = | | be the size of the alphabet of interest; π = 4 for DNA bases. Denote the largest pairwise energy max by M. For polynomial P, let ζ P z denote the coefficient of x z in P. The procedure Build(L) computes for all a, b ∈ and a given L, the polynomials f ,a,b (x) for = L , L 2 , L 4 , L 8 , . . . , 1. The efficient computation of these polynomials relies on the recursive property in Lemma 9 next.
LEMMA 9. For any integers 1 , 2 ≥ 1,
PROOF. For any given integer z ≥ 0, the coefficient of x z− d 1 ,d 2 in polynomial f 1 ,a,d 1 (x) · f 2 ,d 2 ,b (x) equals the number of ways to pick a length-1 string of some energy z 1 and a length-2 string of some energy z 2 such that z 1 + z 2 = z − d 1 ,d 2 . This value is the number of length-strings of energy z such that positions 1 and 1 + 1 are characters d 1 and d 2 , respectively. By multiplying the polynomial by x d 1 ,d 2 this value becomes the coefficient of x z . By summing over all d 1 , d 2 ∈ we get the coefficient of x z to be the total number of strings of energy z for any d 1 , d 2 . .
We now show the correctness and time complexity of Build(L) given in Figure 6 .
LEMMA 10 (CORRECTNESS AND TIME COMPLEXITY OF Build(L)).
(1) Build(L) fulfills the output specifications given in Figure 6 .
(2) Build(L) runs in O(L log L) time.
PROOF. Statement 1. To show the correctness of Build(L), it suffices to show a,b (x) . The proofs for the remaining two equalities are essentially the same. As Figure 6 ) and/or SlowBuild (Figure 8) as and , respectively, Extract returns a string of length L and energy E. We use "+" to denote concatenation of strings. a base case, for L = 1 the equality clearly holds from Step 1. Inductively, assume the correctness of Build( L 2 ). We thus have thatf ,a,b = f ,a,b for all a, b ∈ and = L 2 2 i for i = 0, . . . , log L 2 . For each i we have L 2 2 i = L 2 i+1 . Thus, it only remains to show thatf L ,a,b = f L ,a,b . For even L, from Lemma 9 and the fact thatf L 2 ,a,b = f L 2 ,a,b , it immediately follows that we getf L ,a,b = f L ,a,b in Step 2(b)ii. The correctness for odd L can be similarly established.
Statement 2. Multiplication of two degree n polynomials can be performed in O(n log n) using FFT [Cormen et al. 2001] . The degrees of the polynomials in Steps 2(b) and 2(c) are at most the maximum energy for a length-L string, L M. The total runtime of Step 2(b) and
Step 2(c) is thus O(π 5 L M log(L M)). Therefore, the total runtime of Build(L) is O(L(π 5 M log(L M)) + L 2 (π 5 M log(L M)) + L 4 (π 5 M log(L M)) + · · · + 1) = O(π 5 L M log(L M)) = O(L log L).
After the execution of Build(L), we have stored a set of approximately π 5 log L polynomials f , a,b (x), f d 1 ,d 2  ,a,b (x), and f d 1 ,d 2 ,d 3 ,a,b (x). We now show how to quickly extract from these polynomials a string of free energy E for any given E, if one exists. Algorithm Extract given in Figure 7 assumes access to the polynomials f ,a,b computed by Build(L).
LEMMA 11 (CORRECTNESS AND TIME COMPLEXITY OF EXTRACT).
(1) Given that Build(L) has been run, Extract (L , E, , ) will return a length-L string of free energy E if such a string exists.
(2) The runtime of Extract (L , E, , ) is O(L log L).
PROOF. Statement 1. To show the correctness of Extract (L , E, , ) , it suffices to show that if there exists a length-L string starting with a and ending with b of energy E, then RecursiveExtract (L , E, a, b) will output such a string. More generally, in what follows we prove the claim that for j = L 2 j , RecursiveExtract( j , z, a, b ) outputs an energy-z string starting with a and ending with b. Note that this does not hold for arbitrary as the polynomials f ,a,b are only guaranteed to be computed by Build(L) for certain values of only.
We first note that Step 1 of RecursiveExtract assures that the claim holds for j for j = log L and log L − 1. Inductively, assume the claim holds for an arbitrary j+1 , 0 ≤ j ≤ log L −1. Consider the call RecursiveExtract( j , z, a, b) .
Since 2 j 2 = 2 j+1 , we know the polynomials f j 2 ,a,b have been computed by Build(L). For the case of even j , we know from Step 2 that there exists a lengthstring of energy z whose first character is a, 2 th character is d 1 , ( 2 + 1) th character is d 2 , and last character is b. By the induction hypothesis, the recursive calls of Steps 3 and 4 yield the correct length-2 strings whose concatenation is the required length-string of energy z starting with a and ending at b. Similarly, for odd j we know there exists an energy z string starting with a, ending with b, and containing the three consecutive characters d 1 , d 3 , d 2 starting at index 2 .
Statement 2. To analyze the time complexity of Extract(L , E, , ), first consider the time complexity of a call to RecursiveExtract( , z, a, b) .
Step 1 can be performed in O(1) time.
Step 2(a) can be executed by performing a loop of M iterations for each of the π 2 pairs of characters d 1 , d 2 ∈ for a total runtime of O(π 2 M).
Step 2(b) can be executed similarly, except that all triplets d 1 , d 3 , d 2 ∈ need to be considered for a total runtime of O(π 3 M).
For each recursive call to RecursiveExtract( j , z, a, b) , j = L 2 j . Let j denote the recursive depth of the call. For any given depth j, consider the aggregate runtime of all depthj calls to RecursiveExtract. At depth j, the runtime for any single call is O(π 3 j M) = O(π 3 L 2 j M). Further, there are at most 2 j+1 depthj calls. Thus, the total runtime spent for depthj calls is O(2 j+1 π 3 L 2 j M) = O(π 3 L M). Therefore, the total runtime for all calls to RecursiveExtract stemming from the initial call from Extract (L , E, , ) , and thus the total runtime of Extract (L , E, , ) 
Finally, we describe the remaining subroutine SlowBuild(L), whose purpose is to improve the runtime of Extract (L , E, , ) for 0 ≤ i ≤ M, the coefficient of x z in f /2 ,a,d 1 is nonzero, and the coefficient of
We now show the correctness and time complexity of SlowBuild(L) given in Figure 8 .
LEMMA 12 (CORRECTNESS AND TIME COMPLEXITY OF SLOWBUILD(L)).
(1) SlowBuild(L) solves Problem 7 for each = L 2 j for 0 ≤ j ≤ log L . that the coefficient of x i in g(x)·h(x) is nonzero, the set D = DeduceFactors (C, g(x) , h(x), ) contains (i, j) such that the coefficient of x j in g(x) and that of x i− j in h(x) are nonzero.
To prove this claim, let m = max{deg g(x), deg f (x)}. We inductively show that the claim holds for all positive values of m. As a base case, if m ≤ √ log , then the claim holds by Step 3 of DeduceFactors. As the inductive step, consider a call to DeduceFactors (C, g(x), h(x) , ) such that m ≥ √ log . Inductively assume the claim holds for all m ≤ m 2 . Now consider an arbitrary term x i in g(x)h(x) such that x i has a nonzero coefficient. We need to show that DeduceFactors will output a D that contains an appropriate (i, j) as defined by Problem 7. Since
we know that either the term x i has a nonzero coefficient in g 0 (x)h 0 (x), or x i− m 2 +1 has a nonzero coefficient in g 0 (x)h 1 (x), or x i− m 2 +1 has a nonzero coefficient in g 1 (x)h 0 (x), or x i−2( m 2 +1) has a nonzero coefficient in g 1 (x)h 1 (x). To finish the proof of the preceding claim, we consider these four cases separately.
Case 1. x i has a nonzero coefficient in g 0 (x)h 0 (x). In this case, by the induction hypothesis, Step 8 ensures that there exists (i, j) ∈ D 00 ⊆ D such that the terms x j in g 0 (x) and x i− j in h 0 (x) are nonzero. This immediately implies that x j and x i− j in g(x)h(x) are nonzero.
Case 2. x i− m 2 −1 has a nonzero coefficient in g 0 (x)h 1 (x). In this case, if the requirements for Case 1 are not satisfied, we have from Step 8 that there is an (i − m 2 −1, j) ∈ D 0,1 such that x j has a nonzero coefficient in g 0 (x) and x i− m 2 −1− j has a nonzero coefficient in h 1 (x). The x j term is thus nonzero in g(x) and x i− j has a nonzero coefficient in h 1 (x)x m 2 +1 , implying it has a nonzero coefficient in h(x).
Step 10 places the pair (i, j) into D.
Case 3. x i− m 2 −1 has a nonzero coefficient in g 1 (x)h 0 (x). In this case, if the requirements for Cases 1 and 2 are not satisfied, we know that there exists a pair (i − m 2 − 1, j ) ∈ D 1,0 such that x j in g 1 (x) and
Step 11 adds the pair (i, j) to D.
Case 4. x i−2( m 2 +1) has a nonzero coefficient in g 1 (x)h 1 (x). In this case, if the requirements for Cases 1, 2, and 3 are not satisfied, we have from Step 8 that there is an (i − 2( m 2 + 1), j ) pair in D 1,1 such that x j = x j + m 2 +1 has a nonzero coefficient in g(x) and x i−( m 2 +1)− j = x i− j has a nonzero coefficient in h(x).
Step 12 adds the pair (i, j) to D.
Statement 2. SlowBuildHelper( ) makes at most π 5 calls to DeduceFactors (C, g(x) , h(x), ) with |C| ≤ and max{deg g(x), deg f (x)} ≤ M/2 = O( ). We will show that each of these calls takes time O( √ log ). Let T (m) be the runtime of DeduceFactors (C, g(x) , h(x), ) where m = max {deg g(x), deg f (x)}. Using FFT for polynomial multiplication [Cormen et al. 2001] , we have the following recurrence relation for T (m).
Since the total number of elements in all the sets C at any level of the recursion tree does not increase, the total time taken for solving all calls to DeduceFactors with m ≤ √ log is O( √ log ). Therefore,
. Since SlowBuildHelper( ) makes at most π 5 calls to DeduceFactors (C, g(x) , h(x), ), the runtime of SlowBuildHelper( ) is O(π 5 √ log ) and that of SlowBuild
LEMMA 13 (IMPROVED RUNTIME OF EXTRACT(L , E)). If SlowBuild(L) has been executed, Extract can be implemented to run in time O(L).
PROOF. After the execution of SlowBuild(L), from Lemma 12 each array E a,b has been filled for each l = L 2 i , i = 0, . . . log L . Thus, for even , in time O(1) we can produce the d 1 , d 2 , and e for Step 2 of RecursiveExtract by retrieving the value E a,b [e] computed by SlowBuild. Similarly we can obtain d 1 , d 2 , d 3 , and e for odd in time O(1) . Thus, the total runtime of RecursiveExtract for a given parameter is T ( ) = 2T ( 2 ) + O(1) = O( ). The runtime of Extract is thus O(L).
We now apply Lemmas 10, 11, 12, and 13, to prove the following theorem. Step 4 takes O(nL) time by Lemma 13. We thus have a runtime of O(L 1.5 log 0.5 L + nL) = O(L 1.5 log 0.5 L). We also have that min{nL log L, L 1.5 log 0.5 L +nL} ≥ L 1.5 log 0.5 L, implying that the time complexity of Construct-Strings is O(min{nL log L, L 1.5 log 0.5 L + nL}).
Case 2. n < L log L . In this case, Step 2 takes O(1) time and Step 4 takes O(nL log L) time by Lemma 11. We have that min{nL log L, L 1.5 log 0.5 L + nL} = nL log L. This implies that the time complexity of ConstructStrings is O(min{nL log L, L 1.5 log 0.5 L + nL}). 1,2,3,4,5,6,9 . THEOREM 15. Algorithm FastDWD 1,2,3,4,5,6,9 produces a set of n DNA words of length (k + log n) in time O(min{n log , 1.5 log 0.5 + n }) satisfying the constraints C 1 (k 1 ), C 2 (k 2 ), C 3 (k 3 ), C 4 (k 4 ), C 5 (k 5 ), C 6 (k 6 ), and C 9 (4D + max ) with high probability for sufficiently large c, where k = max{k 1 , k 2 , k 3 , k 4 , k 5 , k 6 }.
PUTTING IT ALL TOGETHER FOR DWD
PROOF. From Theorem 2 we know that W satisfies constraints C 1 (k 1 ), C 2 (k 2 ), C 3 (k 3 ), C 4 (k 4 ), C 5 (k 5 ), and C 6 (k 6 ) with high probability for sufficiently large c. If W max − W min ≤ 3D, then FastDWD 1,2,3,4,5,6,9 outputs W which satisfies C 9 (3D) and hence also satisfies C 9 (4D + max ). Otherwise, it is easy to verify that since W satisfies these five constraints, so does W . From Lemma 7 we know that there always exist stringsŜ j as required in Step 4 of FastDWD 1,2,3,4,5,6,9 . Further, Lemma 8 shows that W satisfies C 9 ( + 2D + max ). Therefore, W satisfies constraints C 1 (k 1 ), C 2 (k 2 ), C 3 (k 3 ), C 4 (k 4 ), C 5 (k 5 ), C 6 (k 6 ), and C 9 (4D + max ) with high probability.
The length of any word in W ∈ W is at most 3 where = (k + log n), which is within a constant factor of the optimal from Theorem 1.
Generating 
Future Work
A number of problems related to this work remain open. It is still unknown how to generate words with length within a constant factor of the optimal that simultaneously satisfy the free energy constraint and the consecutive bases constraint. We also have not provided a method for combining the consecutive bases constraint with the shifting Hamming constraint.
Another open research area is the verification problem of testing whether or not a set of words satisfy a given set of constraints. This problem is important because our algorithms only provide a high-probability assurance of success. While verification can clearly be done in polynomial time for all of our constraints, the naive method of verification has a longer runtime than our algorithms for constructing the sets. Finding faster, nontrivial verification algorithms is an open problem.
A third direction for future work involves considering a generalized form of the basic Hamming constraint. There are applications in which it is desirable to design sets of words such that some distinct pairs bind with one another while others do not [Aggarwal et al. 2004; Tsaftaris 2004] . In this scenario, we can formulate a word design problem that takes as input a matrix of pairwise requirements for Hamming distances. This problem has been considered in Kao et al. [2006] . However, no biological constraints beyond the basic Hamming constraint have yet to be considered, leaving this extension a direction for future work.
