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E i n Ordinalzahlensystem für die beweis-
theoretische Abgrenzung der Jlo-Separation und 
Bar-Induktion 
V o n Wilfried Buchholz und K u r t S c h ü t t e in M ü n c h e n 
In der vorl iegenden Arbe i t w i r d ein Bezeichnungssystem für O r d i -
nalzahlen entwickel t , das in einer spä te ren Arbe i t für die beweistheo-
retischc A b g r e n z u n g eines Teilsystems der klassischen Analys is mit 
/To-Separation und Bar - Indukt ion gebraucht w i r d . Anstelle der 
0-Funkt ioncn , auf denen das in [1] behandelte O r d i n a l z a h l - B c z c i c h -
nungssystem beruht, wurden in [2] ^ - F u n k t i o n e n e ingeführ t , mi t 
denen sich in einfacherer Weise ebenso starke Ordina lzahlsys tcmc 
wie mit den Ö-Funk t ioncn definieren lassen. D i e vorliegende Arbe i t 
liefert eine Erwei te rung und V e r s c h ä r f u n g des in [2) behandelten 
Bezeichnungssystems und der dort definierten Kol lab ierungsfunk-
tionen. 
W i r gehen aus v o n der klassischen Ordinalzahlentheorie, wie sie 
etwa im A x i o m e n s y s t e m Z F - C von Z c r m c l o und Fraenkcl mit A u s -
w a h l a x i o m fixiert ist, wobe i w i r zusätz l ich die Existenz einer k l e i n -
sten schwach unerreichbaren Ord ina lzah l / voraussetzen. Ta t säch l i ch 
kann / allerdings auch als die kleinste kons t rukt iv unerreichbare O r -
dinalzahl aufgefaßt werden, deren Exis tenz in Z F - C beweisbar ist. 
Im Rahmen der klassischen Ordinalzahlentheorie , deren hier ge-
brauchte Grundbegriffe in § 1 angegeben sind, werden in den §§ 2 
und 3 die ^ - F u n k t i o n e n definiert und ihre Grundeigenschaften be-
wiesen. A u f der Grundlage dieser ^ - F u n k t i o n e n w i r d in § 4 ein k o n -
struktives Ordina lzahl -Bezeichnungssys tem '/'(/) definiert. D i e §§ 5 
und 6 liefern konst rukt ive Berechnungsverfahren für die O r d i n a l z a h -
len des System '/ '(/)• Die für beweistheoretische Untersuchungen 
b e n ö t i g t e n Kol labierungsfunkt ionen und die hierauf beruhenden 
Ordnungsrela t ionen <^r werden in den §§ 7 bis 9 entwickel t . D i e 
ebenfalls in der Beweistheorie gebrauchten Herlei tungsfunktionen 
werden in § 10 bereitgestellt. 
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§ 1. Grundbegriffe 
D i e kleinen griechischen Buchstaben a , ß, y, ö, r), § (auch mi t 
Indizes) bezeichnen i m folgenden i m m e r Ordina lzah len , D i e A d d i -
t ion v o n Ord ina lzah len sei in üb l i che r Weise definiert. 
P sei die Klasse der a d d i t i v e n H a u p t z a h l e n , d. h. es sei a e P genau 
dann, wenn a 4= 0 ist und rj 4 a — a für alle 7] < a gil t . 
a+-> a)asei die Ordnungs funk t ion von P . D a n n gilt: 
Lemma 1.1. 
a) a ) a e P 
b) Z u ß e P gibt es eindeutig a mi t c o a = ß. 
c) a < / 3 = > a ) a < 0 ) ß 
d) a < co" 
e) co° = 1, co1 = 
f) Ist a eine Limeszahl , so ist OJ" = sup { c o 1 1 : r \ < er}. 
E ine Ord ina l zah l a he iß t eine e - Z a h l , wenn co"= a ist. £ sei die 
Klasse der e-Zahlen, £„ die Ordnungs funk t ion v o m £ . 
y=Ny:(üa+ß (y hat die N o r m a l f o r m co" + ß) bedeute, daß 
y = w" 4 /3 mi t a < y und /? < y ist. Dann gilt : 
Lemma 1.2. 
a) G i l t y = N F c ü a 4 - ß , so sind a und j8 eindeutig durch y best immt. 
b) Z u y gibt es a und /3 mit y = N F w f l + j 8 genau dann, wenn 
0 < y $ E ist. 
Induktive Definition des E n d g l i e d e s e ( y ) v o n y. 
1. Fü r y e {(.)} u P sei e ( y ) : = y. 
2. Für y = N F co" 4 ß mi t / i 4= (') sei c (y) : = e (ß). 
Folgerungen: 
Z u y gibt es y ( ) mi t y = y„ 4 c(y). 
Ist y 4= 0, so ist e ( y ) e P . 
Lemma 1.3. 
a) a < y , ß< e ( y ) => a 4 ß<y 
b) a < ß + y, y < e(a) => a < /? 
o / / XJ O 1 / 
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Beweis , a) M a n hat y > 0 , also Y = Y u + e ( y ) mit e(y) G P . Ist 
a < y 0 , so folgt a + ß < y ( ) + j8 < y 0 + e(y) = y. Andernfal ls hat man 
a = Yo+ a (, mit a „ < t'(y). D a auch ß< e ( y ) und f ( y ) e P ist, folgt 
ab + /J < a„ + e(y) = e(y), also a + ß = y 0 + a { ) + /3 < y 0 + e(y) = y. 
b) W ä r e ß< a , so w ü r d e mi t y < e ( a ) nach a) /3 + y < a folgen i m 
Widerspruch zur Voraussetzung. 
R sei die Klasse der regulären O r d i n a l z a h l e n > ( o . R sei der A b s c h l u ß 
v o n R bezüg l i ch L i m c s b i l d u n g . 
Folgerung: RcRcEcP 
Definitionen. 
a ~ : = sup {rj e R: r j < a ) 
Sa : = sup {rj e R \ r ] < a } 
a + : = m i n {rj e R: a < r)} 
I : = m i n {r] e R: rj" = r]} 
D a n n gilt folgendes: 
Lemma 1.4. 
a) a~~,Sae {()} u R 
b) S a < a < a + = ( S a ) + e R 
c) .Sa = a § a e {()} u R 
d ) ae {()} u R ^ { a + ) ~ = a 
c) I > ae R ^ > ( a ~ ) + = a 
() I > a e {0} U ^ ( Ö E #<^>a"<a) 
Induktive Definition von qy und ry . 
1. F ü r y < / sei g y : = 0 und r y : = y. 
2. F ü r / < y = N F a / ' + ß sei ^ y : = ü)a + qß und r y : = r/3. 
3. F ü r / < y e £ sei qy\ = y und r y : = 0. 
Folgerungen: 
y = q y + r y mit r y < /. 
Ist y > /, so ist e(<7 y) > /. 
Lemma 1.5. a < y, ß < J, r y = 0 => a + ß < y 
Beweis . A u s den Voraussetzungen folgt ß < I < ? (y). N a c h L e m -
ma 1.3 a) folgt die Behauptung. 
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Eine Ord ina lzah l a he iße eine A f i j a n g s z a l i l , wenn a = 0 oder a e R 
ist. a + ^ > Q a sei die Ordnungs funk t ion der Klasse {()} u R der A n -
fangszahlcn. D a n n gilt: 
Lemma 1.6. 
a) Q a e {{)} u R , also S ( ß „ ) = ß „ . 
b) Z u ß e { 0 } R gibt es eindeutig a mit Q a = ß . 
c) a < / i ^ > ß r / < ß / , 
d) a < ß „ 
c) ß ( , = 0, Q t = I . 
f) a < I & Q a < I 
g) F ü r a < / ist Q a e R genau dann, wenn es a<, mi t a = a u + 1 gibt. 
h) Ist a eine Limeszah l , so ist Q a = sup { Q 1 } : r j < a } . 
§ 2. D ie Ordinalzahlen 
Induktive Definition der Ord ina lzah lcnmengcn C " ( a ) (// < co) und 
C ( a ) und der Ord ina lzah l l P a (durch Haup t induk t ion nach a und 
N eb en induk t i on nach ;/). 
( C l ) 0, I e C " ( a ) 
( C 2 ) y = N p r / e C " ( a ) = > y e C " + 1 ( a ) 
( C 3 ) 5 y < y < /; S y e C " ( a ) ^ y e C " + 1 (a) 
( C 4 ) ß< a ; ßeC"(a) ^ > WßeC"+l(a) 
( C 5 ) C ( a ) : = u { C M ( a ) : ; / < ( ü } 
( C 6 ) = min {77: 77 <£C (a)} 
Folgerung: / / / < / / < a> => C" (a ) c C"(a) 
Lemma 2.1. a < / i C ( a ) c C(/3), V a < 
Dies folgt unmit telbar aus den Defini t ionsregeln. 
Lemma 2.2. ( ) < W a < l 
Beweis . A u s ( C l ) , (C5) und (C6) folgt ( X *Pa. D u r c h Indukt ion 
nach // ergibt sich, daß C " ( a ) eine M ä c h t i g k e i t < / hat. D a n n hat 
aufgrund der Rcgu l a r i t ä t von / auch C a ) eine M ä c h t i g k e i t < / . N a c h 
( C G ) folgt V a < I . 
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Lemma 2.3. W a 6 R 
Beweis . W ä r e W a $ R, so hä t t e man nach L e m m a 2.2 
S(Wa) < W a < I . D a n n w ä r e nach ( C d ) S(Wa) e C a ) und nach 
(C3) W a e C a ) i m Widerspruch zu (C6) . 
Lemma 2.4. ye C" (« ) , y < / ^> y < ^ a 
Beweis durch Indukt ion nach //. 
1. y e C"(a) gelte nach ( C l ) . D a n n i s t y = 0 < W a . 
2. y e C"(a) gelte nach (C2) oder ( C 3 ) . Dann folgt die Behaup-
tung aus der I .V. (Induktions-Voraussetzung), da nach L e m m a 2.3 
W a e R e E ist. 
3. ye C " ( a ) gelte nach ( C A ) . D a n n hat man y = Wß mi t ß< a . 
N a c h L e m m a 2.1 folgt y < ^ a . D a W a $ C ( a ) ist, folgt y < * fa . 
Corollar 2.4. D i e M e n g e derjenigen Elemente v o n C ( a ) , die < / 
s ind, ist gleich dem Abschni t t aller Ordina lzahlen < W a . 
Beweis . Dies folgt aus ( C d ) und L e m m a 2.4. 
Lemma 2.5. 
a) ß<y<I, y e C ( a ) ^ > ßeC(a) 
b) y = N H o r 4 Tj e C ( a ) => §, r? e C ( a ) 
Beweis , a) folgt aus C o r o l l a r 2.4. 
b) folgt i m Fall y < I aus a). Andernfal ls kann y— JSJJ- co^ * -h 
r\ e C ( a ) nur nach (C2) gelten, also nur mi t r\ e C ( a ) . 
Lemma 2.6. 
a) a < ß, a e C(ß) ^ > W a < Wß 
b) a,ße C ( a ) u C(/3), W a = Wß^> a = ß 
Beweis , a) Aus a < ß und ae C(ß) folgt nach (C4) Wae C(ß). 
N a c h den Lemmata 2.2 und 2.4 folgt W a < Wß. 
b) W ä r e a < ß, so w ü r d e aus ae C ( a ) u C ( ß ) nach L e m m a 2.1 
ae C(ß) und nach a) W a < Wß folgen. Ebenso führt die A n n a h m e 
ß < a z u m Widerspruch zur Voraussetzung W a = Wß. 
Lemma 2.7. Ist a < ß und gibt es kein ö e C ( a ) mit a < ö < ß, so 
gilt : yeC"(ß)^>yeC(a). 
Beweis durch Indukt ion nach //. 
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1. ye C"(ß) gelte nach ( C l ) . D a n n gilt auch ye C ( a ) . 
2. ye C"(ß) gelte nach (C2) oder (C3) . D a n n folgt die Behauptung 
aus der I .V. 
3. ye C"(ß) gelte nach ( C 4 ) . D a n n hat man y = Wö mi t 5 < ßund 
nach I .V . ö e C a ) . Daher kann nach Voraussetzung nicht a < ö < ß 
sein. D a 6 <ß ist, folgt ö < a. N a c h (C4) folgt y = WöeC(a). 
Lemma 2.8. Ist ß = m i n { r \ : a < r/ 6 C ( a ) } , so ist C ( a ) = C(j8), 
also W a = WßundßeC(ß). 
Beweis . A u s der Voraussetzung folgt nach L e m m a 2.1 
C ( a ) c CQ3) und nach L e m m a 2.7 C(j3) c C ( a ) . 
Lemma 2.9. Ist y e C"(a) , so gibt es ö = m i n {ry: y < 77 e C(ß)} 
mit ö e C"(a) . 
Beweis durch Indukt ion nach 
1. Es sei y < 7 . Ist ye C(ß), so gilt die Behauptung für 6 = y. 
Andernfal ls gilt sie aufgrund v o n C o r o l l a r 2.4 für 5 = 1 . 
2. Es sei I < y . D a n n kann ye C"(a) nur nach (C2) gelten. 
M a n hat also n > 0 und y = N F w 7 1 4 y? mi t y h y 2 e C " _ 1 ( a ) . Für 
/ = 1, 2 gibt es nach I .V. (5, = m i n {77: y(- < 77 e C(ß)} mi t 
ö , e C " " ' ( a ) . Ist y}eC(ß), so gilt die Behauptung für 
6 = N F ^ y ' 4 <52. Andernfal ls gil t sie für ö = a / \ 
Lemma 2.10. G i l t ye C ( a ) nach (C4) , so gibt es genau ein ß< a 
m i t y = VßundßeCfß). 
Beweis . A u f g r u n d der Voraussetzung hat man y = Wß() mi t 
ß)<a und ß()eC(a). D a n n gibt es nach L e m m a 2.9 
ß= m i n {77: 77 G C(/3 ( ))}. N a c h L e m m a 2.8 folgt C(j8„) = C ( / J ) , 
y = ^jS und / Je C ( / i ) . N a c h L e m m a 2.6 b) ist ß eindeutig durch y 
best immt. Ist ß() = ß, so hat man ß< a. Andernfal ls ist ß{) $ C(ß{)), 
also C(j8). D a ß0e C ( a ) ist, folgt auch in diesem Fall ß< a. 
Lemma 2.11. ß e C(ß), y < W(ß + / ) ß 4 y 6 C(/3 4 y) 
Beweis . A u s y < W(ß 4 /) folgt / > y e C(ß 4 / ) . A n g e n o m m e n , 
es sei y $ C ( / i 4 y). D a n n ist C(j8 4 y) 4= C ( / i 4 / ) . Fo lg l i ch gibt es 
nach L e m m a 2.7 6 e C ( ß 4 y) mit ß + y < d < ß + I . Es folgt 
<5 = ^ 4 6„ mi t y < ( 5 0 < / und (50 e Cß 4 y) N a c h L e m m a 2.5 a) 
folgt y e C(ß 4 y). M i t /3 e C(/3) c C()8 + y) folgt /? 4 y e C(ß 4 y). 
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Lemma 2.12. a e C ( a ) , ß<ra^>qa + ße C ( q a + ß) 
Beweis . A u s a e C ( a ) folgt q a e C ( a ) . A n g e n o m m e n , es sei 
q a $ C ( q a ) . Dann ist C ( q a ) 4= C ( a ) . Fo lg l i ch gibt es nach L e m m a 
2.7 ö e C ( q a ) mit q a < ö< a . Es folgt qö e C ( q a ) und q a = qö. 
M a n hat also 
(1) qae C ( q a ) 
A u s a e C ( a ) folgt auch r a 6 C a ) . N a c h L e m m a 2.4 folgt 
r a < W a . D a /3< r a und a < q a + / ist, folgt 
(2) ß<V(qa+I). 
A u s (1) und (2) folgt die Behauptung q a + ß e C ( q a + ß) nach 
L e m m a 2.11. 
Lemma 2.13. a < V I = > ae C ( a ) , 1 4 a < W a = Qx + a 
Beweis . A u s a < W I folgt nach L e m m a 2.11 (für ß = 0 und 
y = a ) a e C ( a ) . D u r c h Indukt ion nach a folgt W a = Q l + a . A u s 
I > a e C ( a ) folgt nach L e m m a 2.4 a < W a . D a n n ist auch 
1 4 a < W a . 
Lemma 2.14. W I < a e C ( a ) / < a , W a = £ 2 v ( < 7 a ) + r „ 
Beweis . W ä r e a < /, so w ü r d e aus a € C ( a ) nach den Lemmata 2.4 
und 2.1 a < W a < W I folgen. Im vorl iegenden Fall ist also / < a . 
D a n n ist q a eine Limeszahl . D a W ( q a ) e R ist, gibt es r\ mi t 
W ( q a ) = Q1}. A n g e n o m m e n , es sei r ) < Q 1 } . D a n n hat man 
S r j < W ( q a ) , folgl ich S r j e C ( q a ) . Dies kann nur nach ( C l ) oder 
(C4) gelten. M a n hat also entweder 5 77 = 0 oder nach L e m m a 2.10 
S r j = Wö mit ö<qa und öeC(ö). Im ersten Fall sei j8 = (.), i m 
zweiten Fall ß = ö 4 1. D a n n ist in j edem Fall r\ < rj+ = Wß mi t 
ß e C(ß). Da q a eine Limeszahl ist, ist auch ß< q a . Für alle y < Wß 
hat man y<W(ß+l) und nach L e m m a 2.11 ß 4 y e C(ß 4 y). 
D u r c h Induktion nach y folgt Q{ < ^ ( / J + y) für alle y < ^ / i , also 
insbesondere ß , ^ < V(j3 4 ^/3). Aus ß< q a , Wß<l und r { q a ) = 0 
folgt nach L e m m a 1.5 ß + < <ya. H i e r m i t ergibt sich 
ß v „ < W(ß+ Vß)< W ( q a ) = Q„ 
i m Widerspruch zu r] < Wß. Somi t ist r\ = Es folgt 
(1) W ( q a ) = Qllf((]a) 
A u s a e C ( a ) folgt nach L e m m a 2.12 
(2) q a + ße C { q a 4 /J) für alle ß < r a . 
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A u s (1) und (2) folgt durch Indukt ion nach ß 
W ( q a + ß) = Qy,iljaHß für alle ß < r a , 
also insbesondere W a = W ( q a 4 ra) = Qlt,{l]a)+r(t. 
Lemma 2.15. Ist I<ßeC(ß) mi t rß=() und a=Vß+y< 
W{ß+I), so i s t ß ö = W{ß+y). 
Beweis . A u s den Voraussetzungen folgt nach L e m m a 2.11 
ß+ ye C{ß+ y ) . M a n hat q(ß + y) = ß> I und riß + y) = y. 
N a c h L e m m a 2.14 folgt W(ß 4 y) = ß v j 8 + y = ß a . 
§ 3. D ie Ordinalzahlen x p o a 
Im folgenden bezeichnen JT, O , T i m m e r Anfangszahlen < /. 
Induktive Definition der Ord ina lzah lcnmcnngen C ( "(a) (// < co) 
und C a ( a ) und der Ord ina l zah l x p o a (durch H a u p t i n d u k t i o n nach a 
und N e b e n i n d u k t i o n nach //). 
( C a \ ) Ist y < a o d e r y = /, so sei ye C " 7 ( a ) . 
( C a 2 ) y = N F ^ 4 - 77; 77 e Q ( a ) y e Q + 1 (a) 
(Q T 3) ßeC!i(a)^VßeCZ+l(a) 
(C a 4) j8 < a; , T + , )8 e Q (a ^> xpjiß e C/ ; ' + 1 (a) 
(C„5) C ( J (a ) : = u {C; ; ' (a) : w < co} 
( C a 6 ) ^ a a : = m i n {77: 77 <£ C ( J ( a ) } 
Folgerung: t u < n < co => Q " ( a ) c Q ' ( a ) 
Lemma 3.1. a < , T , a < ß = > Q,(a) c Q( /3) , V ^ a < ipizß 
Dies folgt unmit telbar aus den Dcf in i t ionsrcgc ln . 
Lemma 3.2. o < y j o a < a + , also S ( i p o a ) = o. 
Beweis . A u s ( C a l ) , (C„5) und (C w 6) folgt a < t/zaa. D u r c h Induk-
t ion nach // ergibt sich, daß Q 7 ' (a) eine M ä c h t i g k e i t < o+ hat. Dann 
hat aufgrund der Rcgu l a r i t ä t von a + auch C a ( a ) eine M ä c h t i g k e i t 
< a + . N a c h (C ( 7 6) folgt ^ e r « < 
Lemma 3.3. ifJoa e E 
Beweis . N a c h L e m m a 3.2 ist \ j ) o a 4= 0. W ä r e x p a a f E , so hä t t e 
man daher t/;aa = N p o r 4 77, folgl ich nach ( C a 6 ) ^ r j e C a ( a ) und 
nach (C„2) i ^ a a e C a ( a ) i m Widerspruch zu ( C a 6 ) . 
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Lemma 3.4. y e C ( ','(a). y < a + => y < i/;aa. 
Bewei s durch Indukt ion nach //. 
E y e Q 7 ' (a) gelte nach (C, 7 1). D a n n ist y < a < t/;aa. 
2. y e Q' ; '(a) gelte nach (C ( 7 2) . D a n n folgt die Behauptung aus der 
[. V . , da nach Lemma 3.3 i p o a e E ist. 
3. ye C ' ( l 7 ( a ) gelte nach (Q 7 3) . D a n n ist nach L e m m a 2.3 y e 
Aus y < a + folgt daher y < a < y a a . 
4. y e Q ; ( a ) gelte nach (C„4) . D a n n hat man y = tyjzß mi t /J < a . 
Aus y < a + folgt nach L e m m a 3.2 n < o . N a c h L e m m a 3.1 folgt 
y < i/;aa. D a \ j ) o a $ C ( 7 ( a ) ist, folgt y < t//aa. 
Corollar 3.4. D ie M e n g e derjenigen Elemente von C ( J ( a ) , die < a + 
sind, ist gleich dem Abschni t t aller Ordina lzahlen < i p o a . 
Bewei s . Dies folgt aus (C r J 6) und L e m m a 3.4. 
Lemma 3.5. 
a) ß < y < o \ yeCa{a)^ßeCa{a) 
b) y = N F r > r) e C ( , ( a ) => r? e C ( 7 (a ) 
Beweis , a) folgt aus C o r o l l a r 3.4. 
b) folgt i m Fall y < o+ aus a). Andernfal ls kann 
y = N F ü)? 4 7] e C a ( a ) nur nach ( C a 2 ) gelten, also nur mit 
£ , ? ? e C a ( a ) . 
Lemma 3.6. 
a) a + , a e Q 7 ( ß ) , a < ß^> x j j a a < xpoß 
b) a + , « , ß e C a ( a ) u C ( 7(/3), i / ^ a = t / ; c r ß => « = ß 
Beweis , a) A u s <7+, aeCa(ß) und a < ß folgt nach (C f 7 4) x \ ) o a e 
C(J(ß). N a c h den Lemmata 3.2 und 3.4 folgt i p o a < ii>oß. 
b) W ä r e c x < ß, so w ü r d e aus a + , a e C a ( ( x ) u Ca(ß) nach L e m m a 
3.1 (7+, ae C(J(ß) und nach a) \ j ) o a < \poß folgen. Ebenso führt die 
A n n a h m e ß< a zum Widerspruch zur Voraussetzung i p o a = y>oß. 
Lemma 3.7. Ist ye Q, ' (a) , so gibt es ö= min {?/: y < r] e C(ß)} 
mit ö e C i ' j ( a ) . 
Beweis durch Indukt ion nach // entsprechend wie für L e m m a 2.9. 
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Lemma 3.8.Gilt y e Cä+[(a) nach ( C a 3 ) , so gibt es genau ein ße 
Q ' (a) mit y=Wß und )8 e C(j8). 
Beweis . A u f g r u n d der Voraussetzung hat man y = mi t jS(, 6 
C ' o ( a ) . D a n n gibt es nach L e m m a 3.7 /J = m i n { r j : ß{} < 77 6 C ( ß 0 ) } 
mi t yS e Q ' ( a ) . N a c h L e m m a 2.8 folgt y = Wß u n d ßeC(ß). Nach! 
L e m m a 2.6 b) ist ß eindeutig durch y best immt. 
Lemma 3.9. y 6 C"(/J) =^> y 6 C , ^ ( ö ) 
Beweis durch Indukt ion nach n . 
1. Es sei y < I . D a n n folgt aus ye C(ß) nach L e m m a 2.4 y < 
N a c h ( C # l ) folgt y e C # ( a ) . 
2. Es sei y = I . D a n n gilt y e Cyß(a). 
3. Es sei / < y . D a n n kann ye C{ß) nur nach (C2) gelten. In 
diesem Fall folgt die Behauptung aus der I .V. 
Lemma 3.10. ß 6 C(j3), Wß e C a { a ) => ß e C a ( a ) . 
Beweis . A u s ßeC(ß) folgt nach L e m m a 3.9 ßeCn,ß{a). Ist 
Wß < o, so folgt j8 e C„(a). Es sei nun a < Wß. D a n n kann <F)3 e C a ( a ) 
nur nach (C C T3) gelten. In diesem Fall hat man nach L e m m a 2.8 
Wß= Wß{) mi t ß()e C(ß{)) und ß{) e C ( , ( a ) . N a c h L e m m a 2.6 b) folgt 
ß = ßh a l s o ßeCa(a). 
Lemma 3.11. Ist a < ß und gibt es kein ö e C ( J ( a ) mi t a < ö < ß, so 
gil t yeC;i(ß)^yeC(J(a) 
Beweis durch Indukt ion nach n entsprechend wie für L e m m a 2.7. 
Lemma 3.12. Ist ß = m i n { r ] \ a < r\ e C „ ( a ) } , so ist C ( ; ( a ) = 
Ca(ß), also = tyoß und /3 6 C a ( /3). 
Beweis . Aus der Voraussetzung folgt nach L e m m a 3.1 C ( J ( a ) c 
C(J(ß) und nach L e m m a 3.11 Ca(ß) c C f J ( a ) . 
Lemma 3.13. Ist y e C ( " ( a ) , a < ; r und ß<a, so gibt es 
ö = m i n { r j : y < r\ e Cn{ß)} mit 6 e C [ ] ( a ) . 
Beweis durch Indukt ion nach n . 
1. y € C/;(a) gelte nach ( Q l ) . D a er < n ist, folgt y e C T ( /3) . D i e 
Behauptung gilt daher für ö = y. 
2. y e Q ( ß ) gelte nach (C ( 7 2) . Dann hat man /•/ > 0 und 
y = N F w 7 / 4 y 2 mi t y h y 2 e Q ' ~ ' ( a ) . Für / = 1,2 gibt es nach I .V. 
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5, = m i n {77: y, < 77 e CT(/3)} mi t 6, e Q ' ~ 1 (a). Ist y, e QT(/3), so gilt 
die Behauptung für 6 = N F ^ O " + 62. Andernfal ls gilt sie für 6 = ü)ö]. 
3. ye QJ(a) gelte nach ( C a 3 ) . D a n n hat man // > 0 und y = Vy , , 
mit y , e Q ' _ , ( a ) . N a c h I .V. gibt es 6() = m i n {77: y ( ) < 77 e Q T ( / i ) } 
mit ö(j e Q r l ( a ) . Die Behauptung folgt für <5 = Wö{). 
4. ye C[\ ( a ) gelte nach (C ( J 4) . D a n n hat man n > 0 und y = i / / y l y 2 m i t 
}//•, y 2 6 Q ' " ' ( « ) - N a c h I .V. gibt es 6, = m i n {77: y t < 77 e C T(j8)} 
and 6 2 = m i n {77: y 2 < 77 e C T ( /J)} mit 6 b 2 e Q " 1 (a). 
4 .1 . Es sei y t e C T(/3) und 6 2 < ß, also auch 6 2 < a . D a n n gilt die 
Behauptung für 6 = \py\Ö2. 
4.2. Es sei y t e QT(j8) und ß < (32. Dann gilt die Behauptung für 
4.3. Es sei y t $ C T ( /3). D a n n gilt die Behauptung für 6 = 6p 
Lemma 3.14. Ist <7< y und gilt y € Q + l (a) nach ( C ö 4 ) , so gibt es 
genau ein J T > O und genau ein ß< a mi t y = ß e C T ( /J ) und 
; r + , / 3 e Q ( a ) . 
Beweis . Aufg rund der Voraussetzung hat man y=ipJiß{) mit 
ß ( ) < a und Ji+,ß{)e C,"(a). A u s a < y folgt nach L e m m a 3.2, daß 
K > o und ;r eindeutig durch y best immt ist. Dann gibt es nach 
L e m m a 3.13 ß = m i n {77: ß{)< 77 e C T ( ß , ) } mit ßeC^(a). N a c h 
L e m m a 3.12 folgt C T(/3 ( )) = C T ( /3) , y = ^ und ßeC„(ß). N a c h 
L e m m a 3.6 b) ist /3 eindeutig durch y best immt. Ist ß = ß{), so hat 
man ß< a . Andernfal ls ist ß{)$ C T(jS„), also /3„ $ C T (jS). D a J Z > a i s t , 
folgt /3„ £ C0(ß). D a /3() e C a ( a ) ist, folgt auch in diesem Fall ß< a . 
§ 4. D ie Ordinalzahlenmenge T(I) 
Induktive Definition der Ordinalzahlennlenge '/ '(/) und des dvades 
gr(y) einer Ord ina lzah l ye T ( I ) . 
( T l ) 0, / e ' / ' ( / ) , g r (0) = gr , / ) : = (). 
( T 2 ) y = N F w " + j 8 ; a , j 8 e T ( / ) = > y e ' / ' ( /) , 
gr(y) : = max (gr(a) , g r ( ß ) } 4 1 
(7'3) a e C ( « ) ; « e T ( / ) =^> W a e T ( / ) , gr(<Pa) : = gr(cz) + 1 
( T 4 ) a e C „ ( a ) ; a , a e T ( / ) => V ; c r a G '^(0* 
gr(t/;aa) : = max {gr (er), gr(a)} 4 1 
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Lemma 4.1. o e T ( l ) =^> o + e C a ( a ) 
Beweis . Für oe T ( I ) k o m m e n folgende z w e i Fälle in Betracht. ! 
1. o = 0. D a n n folgt nach ( C J ) und ( Q 3 ) a + = WO e C a ( a ) . \ 
2. a = Wß mi t ße C(ß). D a n n hat man nach ( Q l ) Wß e C t , ( a j 
und nach L e m m a 3.10 ßeC0(a). Es folgt (3+1 e C a ( a ) und nach 
( C ö 3 ) a + = V(ß+l)eC„(a). 
Lemma 4.2. 
a) a e C f a ) , 0 e C(ß), W a = Wß^> a = ß 
b) a e T(7), a e C a ( a ) , / i 6 C a ( /3) , v>aa = i / / aß ^ > a = ß 
Beweis , a) folgt aus L e m m a 2.6 b). 
b) folgt aus den Lemmata 3.6 b) und 4.1. 
Anmerkung. Jede Ord ina l zah l aus T ( I ) hat eine N o r m a l f o r m , die 
g e m ä ß den Dcf in i t ionsregc ln ( T l ) bis ( T 4 ) aus den S y m b o l e n 0, I , 
c o , +, ^ und ^zusammengese tz t ist. Diese N o r m a l f o r m e n nennen 
w i r O r d i i i a l t e r m e . A u s den Lemmata 2.2, 2.3, 3.2, 3.3 und 4.2 folgt, 
d a ß je zwe i verschiedene Ord ina l te rme verschiedene Ord ina l zah len 
bezeichnen. Daher ist der Grad gr(y) einer jeden O r d i n a l z a h l 
ye T ( I ) eindeitig best immt. 
Lemma 4.3. n e 7(7) 4=> J t + e T ( I ) 
Beweis . 1. Es sei T i e T ( I ) . Ist Jt = 0, so hat man J t + = WO e ' / ' ( / ) . 
Andernfal ls ist Jt = Wß mi t ßeC(ß) n 7(7). Es folgt ß + 1 e 
C(ß+ 1 n T ( I ) und J t + = V(ß+ 1) e T ( I ) . 
2. Es sei J t + e T ( I ) . Ist ; r + = t//0, so hat man J t = 0 e T ( I ) . 
Andernfal ls ist TT + = y>(ß+ 1) mit /3 + 1 e C(ß + 1) n ' / ' ( / ) . Es 
folgt ßeC(ß+ 1). Ist C(j8) = C(ß+ 1), so hat man ße C(ß). Ist 
C(j8) 4= C ( / ? + 1), so folgt CQ3) nach L e m m a 2.7. M a n hat also 
in j edem Fall ß e C(ß) n 7'(/) und ,T = Wß e T(7). 
Lemma 4.4. Für JT e 7'(/) gilt: 
j t e C a ( a ) <=$ j t + e C 0 ( a ) 
Beweis mit Hi l fe der Lemmata 3.10 und 4.3. 
Lemma 4.5. y e 7(7) => y < £ / + , 
Beweis durch Indukt ion nach gr(y). 
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Lemma 4.6. y e 7'(7) => y e Ca(el+]) 
Beweis durch Induktion nach gr(y) mit Hi l fe der Lemmata 4.3 bis 
4.5. 
Lemma 4.7. y e Q ' ( a ) => y 6 T(7) 
Beweis durch Indukt ion nach H mi t Hi l fe der Lemmata 3.8, 3.14 und 
4.3. 
Lemma 4.8. y ist genau dann eine Ord ina lzah l < W O aus T ( I ) , 
wenn y < ip()£i+\ ist. 
Beweis . N a c h C o r o l l a r 3.4 ist y genau dann eine Ord ina lzah l 
< 0 + = WO aus C ( ) (£ /+ | ) , w e n n y < ist. N a c h den Lemmata 
4.6 und 4.7 ist '/ '(/) = C „ ( £ / + i ) . H i e r m i t ergibt sich die Behauptung. 
Anmerkung. N a c h L e m m a 4.8 bi lden diejenigen Ordina lzahlen aus 
T ( I ) , die < WO sind, einen Ordinalzahlcnabschni t t . 
Lemma 4.9.y 6 T { I ) => S y e T(7) 
Beweis durch Indukt ion nach gr(y). 
Lemma 4.10. Für a < 7 gilt: a e 7(7) O Qa e 7(7) 
Beweis . Für a < W I folgt die Behauptung aus L e m m a 2.13. Im 
folgenden sei nun W I < a < 7. 
1. Es sei a 6 7^(7). D a n n hat man nach L e m m a 4.9 Sa = Wß e 7(7) 
mi t I<ße C(ß) n T(7) . Es folgt / < /^/3 e T(7) und nach L e m m a 
2.\2qßeC(qß). M a n hat 
W(qß) < .Sa < a < cT < ^ / 3 4 7) 
Daher gibt es ye T ( I ) mi t a = *P(<?j3) 4 y < W(qß+ I ) . N a c h L e m -
ma 2.15 folgt Qu = W{qß+y) e 7 (7) . 
2. Es sei Q ( ( e T ( I ) . Dann hat man Qn=WßeT(I) mit 7 
<ßeC(ß) n 7'(7). N a c h L e m m a 2.14 folgt ß „ = T///3 = 
also xp(qß) + rße T ( I ) . 
Im folgenden bezeichnen die kleinen griechischen Buchstaben a , /3, 
y, ö , 7], § (auch mit Indizes) i m m e r Ordina lzahlen aus 7'(7). JT, O , T 
bezeichnen i m folgenden i m m e r Anfangszahlen < 7 aus 7 (7). 
Bezeichnet A7 eine M e n g e von Ordina lzahlen , so bedeute M < ß 
(oder M<ß), daß a < ß (oder a < ß) für alle a e A4 gilt, a < M 
bedeute, daß es ß e M m i t a < /? gibt. 
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§ 5. D i e Koeffizientenmengen G y und Ky 
Induktive Definition der Koefßzicntenmenge Gy. 
1. GO und G l seien leer. 
2. Für y = N ? a ) ? + r] sei G y: = G ^ u G ? ) . 
3. Für J8 e C(j8) sei G(Wß) : = G/3^" u {/?}. 
4. Für j8 6 Q T ()8) sei G ( V ^ j 8 ) : = G TT. 
Folgerungen: 
G y ist eine endliche M e n g e v o n Ordina lzahlen aus T ( I ) . Gß c 
G ( a + ß ) cGauGß 
Lemma 5.1. y e C ( a ) O G y < a 
Beweis durch Indukt ion nach gr(y) unter Benutzung der L e m m a t a 
2.5 b), 2.10 und 3.2. 
Corollar 5.1. Wa ist genau dann ein Ordinalterm aus T ( I ) , w e n n a ein 
O r d i n a l t c r m aus T ( I ) ist und G a < « g i l t . 
Beweis . Dies folgt aus L e m m a 5.1, wei l ein O r d i n a l t c r m Wa aus 
'/ '(/) der Bed ingung a e C ( a ) zu g e n ü g e n hat. 
Definition. G ( G y ) : = u { G a : a e G y ) 
Lemma 5.2. G ( G y ) c G y ) 
Beweis durch Indukt ion nach gr(y) 
Definitionen. 
g a : = max ( G a u {()}) 
h a : a>a 
Lemma 5.3. h a e C ( h a ) 
Beweis . A u s dem L e m m a 5.2 folgt 
G ( h a ) = G ( g a + ( o " ) = G a < g a + c o " = h a 
N a c h L e m m a 5.1 folgt h a e C ( h a ) . 
Induktive Definition der K o e f f i z i e i i t a i m e n g c K y . 
1. K 0 und K I seien leer. 
2. Für y = N H a r + rj sei / C y : = K ^ u /Cr;. 
3. Für I > ye H sei / C y : = {y}. 
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Folgerungen: 
K y ist eine unendliche M e n g e v o n Ordina lzahlen < 7 aus E n T(7 ) . 
Kßc K ( a + ß) o K a u Kß 
Lemma 5.4. y e C ( a ) K y c C ( a ) 
Beweis durch Indukt ion nach gr(y). 
Lemma 5.5. a e C ( a ) K a < W a 
Bewei s . A u s ae C ( a ) folgt nach L e m m a 5.4 K a c C ( a ) . N a c h 
L e m m a 2.4 folgt K a < W a , da K a < I ist. 
Definition der K o l l a b i e n t n g s f u n k t i o n d. 
, f a , wenn a < I ist 
(Nach L e m m a 5.3 ist h a 6 C ( h a ) . ) 
Folgerung: d a < I 
Lemma 5.6. 
a) a < I => K a < d a 
b ) I < a = > K a < d a 
Beweis , a) gilt , we i l in diesem Fall d a = a ist. 
b) F ü r I < a hat man nach den Lemmata 5.3 und 5.5 
K a c K ( h a ) < W ( h a ) = d a 
Lemma 5.7. a < / J , K a < dß=> da<dß 
Bewei s . Ist ß < 7, so hat man d a = a < ß = dß. Ist a < I < ß, so 
ist dß e E . A u s K a < dß folgt dann d a = a < dß. Es sei schl ießl ich 
7 < a . A u s Ka<dß= V(hß) folgt dann K a c C(///3) und nach 
L e m m a 5.4 a e C(hß). N a c h L e m m a 5.1 folgt 
(1) 
A u s a < ß folgt ( o u < ü)ß= e(hß). M i t (1) folgt nach L e m m a 1.3 a) 
(2) h a = g a +(ü"<hß 
A u s (2) tolgt nach den Lemmata 2.6 a) und 5.3 
d a = V ( h a ) < Wliß) =dß 
W ( h a ) , wenn 7 < a ist. 
8 München Ak. Sb. 1VS3 
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§ 6. D i e Koeffizientenmengen Gay und Kay 
Induktive Definition der K o e f f i z i e n t e n m e n g e Gay. 
1. Go0 und G a I seien leer. 
2. F ü r y = N F a r + r/ sei Gay: = G ( 7 £ u G ( J r j . 
3. Fü r /3 e C ( 0 ) sei G ^ j S : = Gaß. 
4. Fü r ß 6 cj(ß) sei 
Folgerungen: 
G a y ist eine endliche M e n g e von Ord ina lzah len aus T ( I ) . 
Gß c G „ ( a 4 ß) c G a a u G a / 3 
Lemma 6.1. y 6 C a ( a ) O G ( J y < a 
Beweis durch Indukt ion nach gr(y) unter Benu tzung der L e m m a t a 
3.5 b), 3.10, 3.14 und 4.4. 
Corollar 6.1. i p o a ist genau dann ein O r d i n a l t c r m aus T(7) , wenn a 
und a O rd ina l t c rme aus T ( I ) sind und Gaa < a gilt 
Beweis . Dies folgt aus L e m m a 6.1, we i l ein O r d i n a l t c r m i p o a aus 
T ( I ) der Bed ingung a e C a ( a ) zu g e n ü g e n hat. 
Anmerkung. M i t Hi l f e der C o r o l l a r c 5.1 und 6.1 ergibt sich: 
1. Es ist entscheidbar, ob eine Zeichenreihe einen O r d i n a l t c r m des 
Systems T ( I ) bezeichnet. 
2. Fü r je zwe i Ord ina l t c rme a und /Jaus T ( I ) ist entscheidbar, ob 
a < ß, a = ß oder ß < a gil t . 
Lemma 6.2. Ist y < er oder y = <7+, so ist G ( ; y leer. 
Beweis . In diesen Fällen gilt nach ( G „ l ) und L e m m a 4.1 y e G < ; (0). 
N a c h L e m m a 6.1 folgt G a y < 0. Dann ist Gay leer. 
Lemma 6.3. JT < o ^ > Gay c G T y 
Beweis durch Indukt ion nach gr(y). 
Induktive Definition der Ordina lzahlenmcnge U y . 
1 . U 0 und U I seien leer. 
0, wenn n < o ist, 
G A J T u G(Jß u {ß}, wenn a < JT ist. 
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2. F ü r y = N , . o r + 77 sei l / y : = L/§ u U r ) . 
3. Für ß e C(ß) sei U(Wß) : = 17)8. 
4. F ü r ß e C,T(j3) sei U^mß) : = { J T + } u U J T U Uß. 
Folgerungen: 
L / y ist eine endliche M e n g e von Ordina lzahlen < I aus R n T ( I ) . 
Ußc U ( a + ß) QUauUß 
Lemma 6.4. Ist U y < a, so ist Gay leer. 
Bewei s durch Indukt ion nach gr(y). 
Lemma 6.5. Ist o < r und gibt es kein 77 e U y mi t o < rj < r, so ist 
Bewe i s durch Indukt ion nach gr(y). D i e Behauptung gilt t r ivialer-
weise oder folgt unmittelbar aus der I .V . , wenn y nicht die Gestalt 
xpjzß hat. Es sei nun y = xpnß mi t ß e C 7(/3). D a n n ist L/y = { J T + } U 
L/TT U L//3, folglich nach Voraussetzung entweder JT+ < o oder 
r < ; r \ 
1. Es sei , T + < o . Dann ist J T < a. In diesem Fall sind G a y und G r y 
leer. 
2. Es sei r < , T + . Dann ist r < ;r. In diesem Fall ist G a y = G ( 1 J T u 
Gaß u {ß} und G r y = G T ; r u GTß u {/}}. N a c h I .V. ist G0JZ = GTJT 
und G(Jß = Grß. Es folgt G ( J y = G r y . 
Lemma 6.6. Z u y gibt es r = m i n {JT : G n y < y ) e {()} u U y . 
Bewei s . D i e Existenz der Ord ina l zah l r = min {JT : G T y < y} folgt 
aus L e m m a 6.4. Ist r4=0, so folgt aus der M i n i m a l i t ä t von T, daß 
G ( J y4= G T y für alle a < r g i l t . D a n n gibt es nach L e m m a 6.5 zu jedem 
o < r e i n i] e U y mit a < /; < r. Es folgt r e U y . 
Induktive Definition der K o c f f i z i c n t c i u n c t i g c K a y . 
1. K a 0 und K ( ; I seien leer. 
2. F ü r y = m - o r 4 rj sei K a y : = /C a £ u K ( J r j . 
3. Für /j G C(ß) sei 
G a y = G T y . 
{Wß}, wenn V/3 < a ist, 
Kaß, wenn a < V / J ist. 
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4. Fü r ße C„(ß) sei 
K ^ ß . ^ { f ^ ' Ä w e n n * < a i s t , 
K ( J J t u Kaß, wenn o < K ist. 
Folgerungen: 
/ C a y ist eine endliche M e n g e von Ordina lzahlen < a + aus E n ' / ' ( / ) . 
^ c / C f f ( ö + / J ) c K f f a u K ^ 
Lemma 6.7. y 6 C 0 ( a ) => K a y c C ü ( a ) 
Beweis durch Indukt ion nach gr(y). 
Lemma 6.8. a e C a ( d ) => K a a < xfjoa 
Beweis . A u s ae C„(a) folgt nach L e m m a 6.7 K ( 7 a c C a ( a ) . N a c h 
L e m m a 3.4 folgt K a a < x p a a , da K a a < o+ ist. 
Lemma 6.9. ;r < o => / C T a = K n o " 
Beweis . M a n hat o = W a und a + = W ( a + 1) mit 
K n o = K J T a = K n { a + \ ) = K 7 o + 
Lemma 5.10. 71 < Sy =^> K^Syc K ^ y 
Beweis durch Indukt ion nach gr(y). 
Definitionen. Fü r eine M e n g e M von Ordina lzah len aus 7'(/) sei 
G ( J M : = u { G C J a : ae M } , K a M : = u { K ö a : ö e M } und U M : = 
v { U a : ae M } . 
Lemma 6.11. 
a) J T < o ^ > GnG(Jy c G ^ y 
b) j r < a = > K T G f f y c / C f f y 
c) ^ < a ^> / C T K a y = K T y 
d) t / ( C „ y ) c U y 
c) cJ(l7y) c L /y 
Beweis durch Indukt ion nach gr(y). Für c) ist zu beachten, daß 
U ( J T + ) = U J T ist. 
Lemma 6.12. a + = r =^> G(Jy = GTy u G(JKay 
Beweis durch Indukt ion nach gr(y). 
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Lemma 6.13. a + = r, G „ y 4= G r y , JT < a=> K n o c K 7 y 
Beweis . A u s G(Jy=l= G r y folgt nach L e m m a 6.12, daß GaKay nicht 
leer ist. Es gibt also a e K a y , so daß GGa nicht leer ist. D a n n ist 
Sa = a . N a c h den Lemmata 6.10 und 6.11 c) folgt für n < o 
K ^ o c K ^ a c K n K a y = K n y 
§ 7. Hilfsfunktionen für die Kol labierung 
Definition. gay: = max ( G a y u {()}) 
Induktive Definition von S„a und H „ a für a < I und n < CO. 
1. 5 ( ) a : = m i n {JT e R : 5 a < ;r} 
2. Für a = ( 5 „ a ) ~ sei H 0 a = g ö a + c o a . 
3. 5 „ + ! a : = m i n {;r : G j T H „ a < H „ a } 
4. Ist S„+\a = a + = r, so sei H „ + 1 a : = g0H„a 4 x p r ( H n a ) . 
Ist S„+i a $ R, so sei H „ + 1 a = H „ a . (Im ersten Fall ist GTH„a < H „ a , 
also nach L e m m a 6.1 H „ a e CT(H„a).) 
N a c h dieser Def in i t ion ist 
Lemma 7.1. Ist a < / und S „ + i a 4 : ( ) , so hat man 5 „ + 1 a = o+ mi t 
H „ a < GaH„a< H , l + l a . 
Beweis . Ist S , ; + 1 a 4 : 0, so folgt aus der Def in i t ion v o n S „ + ! a n a c h 
L e m m a 6.6, daß I > 5 „ + , a e R ist. M a n hat also S,l+]a = o+ = r. Es 
folgt nach der Def in i t ion von Stl+]a 
H„a < G a H n a 
und nach der Def in i t ion von H„+]a 
G(JH„a < &,H„a 4 i / ^ ( H „ a ) = H „ + I a 
Lemma 7.2. Ist cx < I und S „ a 4 ( ) , so hat man S„a = a + mi t 
GaH„a < H„a und 5 „ + , a < S„a. 
Beweis . 1. // = (). M a n hat d e f i n i t i o n s g e m ä ß S{)a = o+ und 
H { ) a = g ( J a + c o " . N a c h L e m m a 6.11 a) folgt 
G a H { ) a = G 0 a < g 0 a 4 c o a = H { ) a 
2. // > 0. D a n n hat man nach L e m m a 7.1 S„a = a + = r u n d 
H „ _ , a < G ( ; H„._, a < H f / a = g(JH„^]a 4 t / ; r (H„_,a) 
wenn 5 a £ 2? ist, 
wenn 5 a e JR ist. 
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N a c h den Lemmata 6.2 und 6.11 a) folgt 
GaH„a<g„H„.]a< H„a 
M a n hat also in j edem Fall G ( J H n a < H„a. N a c h der Def in i t ion von 
Stt+]a folgt S M + i a < o < S„a. 
Lemma 7.3. Fü r a < I gilt: 
a) U ( H t i a ) = U a . 
b) Ist S , J + 1 a 4= 0, so ist S„+\ a e U a und 
U ( H t l + { a ) = L t a u {(S,a) + , ( S „ + 1 a ) + }. 
Beweis von a). M a n hat S0a = a + und H ( ) a = g a a + t o a . N a c h 
L e m m a 6.11 d) folgt l7(H ( ,a) = U a . 
Beweis v o n b) durch Indukt ion nach //. M s e i i m Fall // = 0 leer und 
i m Fal l n > 0 die M e n g e + , . . . (S„a) + } . D a n n ist nach a) und 
der I .V. U(H„a) = U a u M . Ist S,l+la^0, so folgt aus der D e f i n i -
t ion v o n S,,+ ] a nach L e m m a 6.6 
SH+lae U(H„a) = U a u M 
D a S„+\a kleiner als jedes Element v o n M ist, folgt Sn+]a e U a und 
nach L e m m a 6.11 e) U ( S n + ] a ) c U a . M a n hat nun S f l + l a = o+ und 
H n + l a = gaH„ a + i p { S l l + l a ) (H„ a ) 
N a c h L e m m a 6.11 a) folgt 
U ( H l l + ] a ) = {(S„+]a)+) u U(S„+la) u U(H„a) 
A u f g r u n d von U(S„+]d) c ( J a und U(H„a) = ü a u M folgt 
L / ( H „ + I a ) = ( J a u { ( S , a ) + ( S „ + , a ) + } 
Anmerkung. N a c h L e m m a 7.3 b) sind für jeden O r d i n a l t c r m a < I 
alle S„a und somit auch alle H n a berechenbar. 
Lemma 7.4. Fü r a < I gilt: 
a) e { H ( ) a ) > Sa 
b) 6>(H„ + 1 a) > S „ + 1 a 
Beweis , a) M a n hat c ( H { ) a ) = t o ( l > Sa. 
b) Ist S , / + i a = 0, so gilt die Behauptung. Andernfal ls ist 
e(H„+]a) = yj{S,l+la)(H„a) > S„+]a. 
Lemma 7.5. a < I , J i + < S„a => KnH„a = K ^ a 
Beweis durch Indukt ion nach //. 
1. // = 0. M a n hat S,,a = a + , J T < a u n d nach L e m m a 6.11 b) 
K T H 0 a = K n ( g a a + c o a ) = K 7 a 
I i in O r d i n a l z a h l c n s y s t c n i 119 
2. // > 0. Aufgrund von J T + < S„a hat man S„a = o+ = r, JT < a, 
G 0 H , t ^ \ a + G T H „ _ i a und 
H„a = g ( J H „ - \ a + I / ;T (H„_ ! a) 
N a c h den Lemmata 6.9 und 6.11 b) folgt 
K ^ H „ a = K 7 a u K J T H l } ^ ] a 
A u s G < ; H „ _ i a =t= G T H „ - \ a und J T < O folgt nach L e m m a 6.13 
K 7 a c K T H „ _ , a , und nach I .V. folgt K J T H N - \ ( X = K n a . H i e r m i t er-
gibt sich K T H „ a = K T a . 
Lemma 7.6. a < I , J T < S„a => K ^ a c K N H n a 
Beweis . 1. » = 0. M a n hat 5 t , a = o+ und H „ a = # ( 7a + coa, fo lg -
l ich K 7 a c KJCHOCL. 
2. // > 0. A u f g r u n d von JT < 5 „ a hat man Sna = o+ = T, JT < r u n d 
H „ a = £ a H , - i « + ^ T ( H „ _ , a) 
Es folgt K 1 H , 1 - ] a c K 7 H „ a . N a c h L e m m a 7.5 ist K - T H , l - ] a = K T a . 
Es folgt K T a c K7H„a. 
Definition von / / ( 7 a für a < l. 
a, wenn 5 a < a i s t , 
/ /„a : = • £ C T a + a / \ wenn a = 5 a = 5 { ,a ist, 
> H „ a , wenn 5 „ + 1 a < a < 5 „ a i s t . 
H i e r d u r c h ist h0a nach L e m m a 7.2 vo l l s t änd ig und eindeutig defi-
niert. N a c h L e m m a 7.3 b) sind für jeden O r d i n a l t c r m a < I alle h(Ja 
berechenbar. 
Lemma 7.7. Für a < I gilt: 
a) G J \ ( J a < h(Ja 
b) JT < a => haa < h^cx 
c) Ist 0 < o $ R, so gibt es JT < o mit hna = / / a a . 
d) a < 5 a ^> c(// ( Ja) > a + 
e) JT < a => K T / / ( J a = K T a 
f) K ' ( , a c K 0 h 0 a 
Beweis mit den Lemmata 7.1 bis 7.6. 
Lemma 7.8. 
a) a < r + , t>ra < y => a < i / ; r y 
b) 0<y< t<j r j8=> V'ry<i3 
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Beweis , a) A u s a < r+ und g T a < y folgt nach den Lemmata 6.1 
und 3.4 G T a < y , ae C r ( y ) , a < ipzy. 
b) A u s ()<y<gTß folgt nach L e m m a 6.1 und ( C r 6 ) y < G T / 3 , 
ß$CT(y), yny<ß. 
Lemma 7.9. Fü r a < r + gil t : 
b) £ T a 4 (Da<gTß + ( D ß ^ > a<ß 
Beweis , a) A u s a < T + u n d ^ T a <gTß folgt nach L e m m a 7.8 a) und 
b ) a < V r ( ? r j 8 ) < j 8 . 
b) W ä r e ß<a, so hä t t e man nach a) gTß<gTa, folgl ich auch 
£ T / J 4- c o ß < g T a + ö ; " i m Widerspruch zur Voraussetzung. 
Lemma 7.10. Ist a < I , a + = T und I i a a 4 / / T a , so liegt einer der 
folgenden drei Fälle vor : 
a) a = Sa, h a a = g a a 4 c o a , h T a = a , 
b) r = Sa, h a a = g a a 4 a > a , h T a = g r a 4 a ) ( t , 
c) r < Sa, h ( J a = g a h T a 4 x l J i ( l i T a ) , h T a < G a h T a . 
Beweis aufgrund der Def in i t ion von l i ( J a . 
Corollar 7.10. Fü r alle drei Fälle von L e m m a 7.10 ist h a a = 
g a l i T a + e ( h ( J a ) . 
Beweis . Dies gilt unmit telbar für die Fälle a) und c) und folgt für 
den Fall b) aus L e m m a 6.11 a). 
Lemma 7.11. Ist a < I , ß<I, o+ = r, hTa<hTß und 
K a a < yj(j(li0ß), so folgt: 
a) haa<h(Jß, 
b) h a a < haß, wenn a < ß ist. 
Beweis . Ist h a a = h T a , so folgt aus der Voraussetzung hTa<hTß 
und L e m m a 7.7 b) 
h a a = h T a < hTß < h0ß 
Dann gilt also die Behauptung h0a<li0ß. Im folgenden sei nun 
l i ( r a 4= l i T a . Dann hat man nach C o r o l l a r 7.10 
(1) h ( } a = g a h T a + c ( l i a a ) 
A u s der Voraussetzung K a a < xj)o{haß) folgt nach L e m m a 7.7 e) 
K ( J h T a < il>o(h(yß). Es folgt K 0 h T a c C0(h0ß) und nach L e m m a 6.1 
(2) G ( J K ( J h r a < h ( / 
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A u s L e m m a 7.7 a) und b) und der Voraussetzung h T a < hTß folgt 
(3) GThTa < h T a < hTß < haß 
A u s (2) und (3) folgt nach L e m m a 6.12 
(4) gahra<haß 
Ist e ( h 0 a ) < e(haß), so folgt aus (1) und (4) nach L e m m a 1.3 a) 
haa < haß. M a n hat also 
(5) e(h0a)<c(haß)^li0a<0ß 
Für / j a a 4 = / i T a k o m m e n nach L e m m a 7.10 folgende drei Fälle in 
Betracht. 
1. o = Sa, haa = g a a 4 coa, hTa = a. 
A u s hTa < iijß folgt dann er < S/3. 
1.1 Es sei o = Sß. D a n n ist h0ß = gaß 4 (Dß und hTß = ß, also nach 
Vorausse tzung a < ß. Es folgt e ( h a a ) = c o a < coß = e(haß). N a c h (5) 
folgt l i a a < haß. 
1.2. Es sei o<Sß. D a n n hat man nach L e m m a 7.7 d) 
e(haß) > o + > c o u = c ( h a a ) . N a c h (5) folgt haa < h(,ß. 
2. T = Sa, haa = g a a 4- coa, hTa = g T a 4 co". 
A u s hTa < hTß folgt dann r < Sß. 
2.1. Es sei r = Sß. Dann ist h0ß = goß+ w / } und liTß = gTß+ coß. 
A u s h T a < hTß folgt in diesem Fall nach L e m m a 7.9 b) a < ß. Es folgt 
e ( h a a ) = O J c x < c o ß = e(haß). N a c h (5) folgt haa<haß. 
2.2. Es sei r < Sß und h(Jß = hTß. D a n n hat man nach L e m m a 7.7 
d) c(haß) = e(hTß) > T + > coa = e { h a a ) . N a c h (5) folgt haa < haß. 
2.3. Es sei T < 5 / i und //„)8 4= //T/3. D a n n ist /i„j8 = & 7/i Tj8 4 ipr(hTß). 
A u s g T a < h T a < hTß folgt in diesem Fall nach L e m m a 7.8 a) 
a < i ) J T ( l i T ß ) . Es folgt r(//„a) = ( D a < \pT{hTß) = c(haß). N a c h (5) 
folgt h(Ja < haß. 
3. r < S a , l i ( ) a = g a h T a 4 i/;r(// Ta), h T a < G ( J h T a . Aus hTa<hTß 
folgt dann r < S/3. 
3.1. Es sei T = S/3. Dann ist /i„/J = & ; /J 4 w / J und //r/3 = gTß 4 
In diesem Fall ist ß< a, so daß nur / / a a < //„/j zu beweisen ist. N a c h 
L e m m a 7.7 d) hat man c ( h T a ) >: r + > coß = c(hTß). A u s hTa<hTß 
folgt daher nach L e m m a 1.3 b) hTa<gTß. N a c h L e m m a 7.8 b) folgt 
i/>r(/zra) < ß. Ist i j J T ( h T a ) < ß, so hat man c ( h ( , a ) = x j J T ( h T a ) < o j ß = 
c(li(Jß). N a c h (5) folgt dann h a a < haß. Es sei nun y j r ( h T a ) = ß. Dann 
ist 0 ) ß — ß und nach L e m m a 6.2 GCJß = GahTau { h T a } . D a / i T a < 
Gah0a ist, folgt = g ( 1 h T a . H i e r m i t ergibt sich / / ( J a = / /„ß. 
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3.2. Es sei T < Sß und haß = hrß. D a n n hat man nach L e m m a 7.7 d)j 
c(haß) = e(hrß) > T + > x l n ( h T a ) = e ( h a a ) . N a c h (5) folgt haa < haß. \ 
3.3. Es sei r < Sß und haß 4= hTß. D a n n ist haß = gahTß 4 ij)T(!iTß): 
A u s hTa<hTß folgt e(// (7a) = tyi(hTa) < ipr(hTß) = e(liaß). N a c h (5) 
folgt / i a a < liaß. 
Lemma 7.12. Ist a < I , ß< I , o+ = T und hTa = hTß, so folgt 
haa = haß. 
Beweis . Es k o m m e n folgende drei Fälle in Betracht. 
1. Sa < o. D a n n hat man a = hTa = liTß > ß. Es folgt Sß < o und 
hTß = ß, also a = ß und somit auch haa = höß. 
2. S a = r . D a n n ist hTa = g T a + a ) a , also e(/?T/J) = t'(//Ta) = 
a ) a < r+. N a c h L e m m a 7.7 d) folgt Sß < r. Hieraus und aus a < / j r a = 
/zr/3 folgt S/3 = T. D a n n ist hTß = gTß+ c o ß . A u s l i T a = hTß folgt nun 
a = ß, also auch h0a = haß. 
3. r < S a . D a n n hat man nach L e m m a 7.7 d) e(hTß) = c ( h T a ) > T + . 
Hieraus folgt T < S/3. 
3.1. Es sei G a h T a < hTa. D a n n ist auch G0hTß< hTß. In diesem Fall 
ist haa = hTa = hTß = haß. 
3.2. Es sei / / T a < G0hTa. D a n n ist auch hTß< GahTß. In diesem Fall ist 
haa = g„hTa 4 x p T ( h T a ) und h0ß = g(JhTß 4 \j)r(hTß). A u s /? r a = //r/3 
folgt auch in diesem Fall \ \ a a = haß. 
§ 8. D ie Kollabierungsfunktion da 
Definition v o n daa für a < I . 
° ' \ \ p o ( h a a ) , wenn o < Sa ist. 
( M a n hat nach L e m m a 7.7 a) Gahöa < haa, folgl ich nach L e m m a 6.1 
haae C a ( / / „ « ) . ) 
Folgerung, a < I => d(}a < G + 
Lemma 8.1. Für a < I gilt: 
a) Sa < o =^> K a a < rfr7a 
b) a < 5 ö = > K ( 7 a < rf(7a 
wenn Sa < a i s t 
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Beweis , a) gilt, wei l in diesem Fall daa = a ist. 
b) Für o < Sa hat man nach Lemmata 7.7 und 6.8 
K a a c K ( J h a a < tyo(li0a) = daa 
Definition, a <Tß mit ß < I bedeute, daß a < ß und K a a < daß für 
alle o > x gilt . 
Lemma 8.2. a < ß < I =^> a < shß 
Beweis . Für o > Sß hat man K a a < a < ß = daß. 
Lemma 8.3. A u s a <^T/3mit/3 < / folgt K ( J a < xjJo(haß) für alle a > T. 
Beweis . M a n hat 
KaßcKahaß<xl>o(haß) 
Ist Sß < a, so folgt /3 < \l)o(\iaß). A u s a < ß folgt dann 
K a a < a<ß< ipo(haß) 
Ist r < a < S/3, so gilt die Behauptung aufgrund der Def in i t ion v o n 
a <Tßi w e i l dann daß = ij)o(liaß) ist. 
Lemma 8.4. A u s a <Tß mi t /3 < / folgt h(Ja < höß für alle a> : r. 
Beweis . Für S/3 < a hat man l i a a < ß = h(Jß. Es gibt daher eine 
kleinste Z a h l JT r, s o d a ß / j „ a < h(Jß£ür alle a > ; rgi l t . A n g e n o m m e n , 
es sei J T > T. D a n n hat man nach L e m m a 7.7 c ) JT = a+ mit / ^ a < //T/3 
und a > T , folgl ich nach L e m m a 8.3 K ( J a < xpa(haß). N a c h L e m m a 
7.11 b) folgt / / ( 7 a < /7(7/3 i m Widerspruch zur M i n i m a l i t ä t von JT. Somi t 
ist JT = r, w o m i t die Behauptung bewiesen ist. 
Lemma 8.5. A u s a <Tß mi t ß < I folgt d()a < döß für alle o > r. 
Beweis . Ist Sß < a, so hat man daa = a < ß = rfaj3. Ist S a < a < S/3 
und r < a , so hat man K a a < daß = ipo(h0ß), woraus daa = a < daß 
folgt. Ist schl ießl ich r < a < S a , so hat man 
daa = i p o ( h ( , a ) < ipo(haß) = 4 / 3 , 
wei l h ierfür nach L e m m a 8.4 l i a a < hüß ist. 
Lemma 8.6. Aus a <Tß mi t ß < I und T < JT < T ß folgt rfT« ^ r ß -
Beweis . Ist S a < TT, S O gilt die Behauptung trivialerweise, we i l dann 
dna = a ist. Es sei nun r < J T < Sa. Dann ist 4 a — x j ^ J T ^ i ^ a ) . Aus 
a < /? folgt 
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(1) d„a<a<ß 
A u s a<Tß und JT<^Tß folgt 
(2) r < o < JT => K v ( T a = K Ö J T U KJi„a = K ( J J T u K ( J a < daß 
A u s a <Tß folgt nach L e m m a 8.5 
(3) JT < a => K ( 7 4 a = { 4 a } < 4 / 3 < daß 
A u s (1) bis (3) folgt die Behauptung 4 Ö ' ^ r ß -
Lemma 8.7. Für JT < Sß< I und y = 4 ß = ^^{h^ß) g ^ t : 
a) Kß<h„Y 
b) C T < ^ = > K ( 7 / 3 < Vcr(/i„y) 
c) a < J T = > haß<hay 
Beweis , a) A u s L e m m a 6.2 folgt 
N a c h L e m m a 7.7 a) ist CJinß < \\nß. Es f o l g t & T y = 4 / 3 . M a n hat Sy = 
JT, fo lgl ich 4 Y = gxY + (üy. H i e r m i t ergibt sich hKß < \xny. 
b) Für o < ; rhat man 
Kaß = Kahnß cK(1y c K , 4 y < t / M ^ y ) 
c) A u s a) folgt, daß es eine kleinste Z a h l r < JT gibt, so daß 4 ß — h0y 
für alle a m i t r < a < TTgilt. A n g e n o m m e n , es sei r > 0. D a n n hat man 
nach L e m m a 7.7 c) r = a + mi t /?T/3 < / i r y und a < JT, folgl ich nach b) 
Kaß < y j a ( l i a y ) . Ist hTß < l i T y , so folgt nach L e m m a 7.11 a) haß < l i a y . 
Ist 4 ß = hTy, so folgt nach L e m m a 7.12 4 / 3 = 4 y - In j edem Fall ergibt 
sich ein Widerspruch zur M i n i m a l i t ä t v o n r. Somi t ist r = 0, w o m i t die 
Behauptung c) bewiesen ist. 
Lemma 8.8. A u s a <Tß mi t ß< I folgt dna < T dnß für alle „T > r. 
Beweis . Ist Sß < JT, S O gilt die Behauptung nach Voraussetzung, we i l 
dann dna = a und dnß = ß ist. Es sei nun JT < Sß und y = 4 ß = 
xjjnQijrß). D a j r > r i s t , hat man nach L e m m a 8.5 
(1) 4 « < 4 / ? = y 
Es sei r < a < JT. Ist S a < JT, S O ist 4 a = a - Andernfal ls ist d^a = 
x j j j r Q i ^ a ) und 
Kadna = K 0 J T u K J i ^ a = K Ü J T U K a a 
M a n hat also in j edem Fall 
(2) K j d ; r a ^ K J X u K i a 
A u f g r u n d von a <^Tß hat man 
K()a<döß= y>o(haß) 
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\fach L e m m a 8.7 c) folgt 
3) K a a < xjHj(liay) = day 
\ u ß c r d e m hat man 
4) K a K c K a y c K J i a y < i p o ( h 0 y ) = day 
\ u s (2) bis (4) folgt 
5) r < o < JT =^> Kfjd^a < day 
\ u s a<Tß folgt auch nach L e m m a 8.5 
6) JT < a => K ( T d T a < d T a < 4 / ? = Y = doY 
\us (1), (5) und (6) folgt die Behauptung 4 « ^ T Y = dKß. 
\ 9. Die allgemeine <^T-Relation 
Definition. Für beliebige Ordina lzahlen a und ß aus T ( J ) bedeute 
a<Tß, d a ß folgendes gilt: 
; r . l ) a < / 3 
(T.2) Ka<dß 
(T. 3) K a a < 4 r f j 8 für alle a > T. 
Im Fall / 3< / ist die B e d i n g u n g (T. 2) über f lüss ig , we i l sie dann aus 
(T. 1) folgt. D i e Def in i t ion s t immt daher für ß < I mi t der vorher 
angegebenen Def in i t ion v o n a <Tß übe re in . 
W i r beweisen zunächs t , daß da<Tdß aus a<Tß folgt. 
Definitionen für Ordina lzahlenmengen M und N . M < N bedeute, 
daß es zu j edem a e M ein /3 e N mit a<ß gibt. A4 ~ N bedeute, daß 
M < N u n d N < M gilt . 
Lemma 9.1. K a y < K y 
Beweis durch Indukt ion nach gr(y). 
Lemma 9.2. 
z)ßeC(ß)^K„ß<KaVß 
b ) ßeCAß)^ K„jT<K„itmß 
Beweis , a) Ist Wß<o, so ist nach den Lemmata 9.1 und 5.5 
K„ß < Kß < { Wß = K a Wß. Andernfal ls ist Kaß = K a Wß. 
b) Ist i z < a, so ist K(JTT < n < {ipTtß} = Ka\l)7rß. Andernfal ls ist 
K A J T c K a 7 T U Kaß = Kfjijjjtß. 
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Lemma 9.3. K a G y < K a y 
Beweis durch Indukt ion nach gr(y). 
1. Fü r y = 0 und für y = I gi l t die Behauptung. 
2. Fü r y = N F a r + 77 folgt sie aus der I. V. 
3. Fü r y=Wß mi t /3 G C(j8) ist K ( J G y = KaGßv Kaß, folgl ich 
nach I .V . K a G y < K„/3. N a c h L e m m a 9.2 a) folgt K a G y < K ( 7 y ^ 
4. Für y = xjJJiß mi t /3 6 Q T(/3) ist K a G y = K Ö G J Z , fo lg l ich nach 
I .V. K a G y < K 0 J T . N a c h L e m m a 9.2 b) folgt K ( 7 G y < K ö y . 
Lemma 9.4. K 0 h a ~ K a a 
Beweis . M a n hat h a = g a + 0 ) a , folgl ich 
K a a c K J i a c K a G a u K a a 
N a c h L e m m a 9.3. folgt K a h a ~ K a a . 
Lemma 9.5. A u s a <Tß folgt d a <^Trf/3. 
Bewei s . M a n hat a < ß und K a < dß. N a c h L e m m a 5.7 folgt 
(1) da<dß 
W i r haben noch zu beweisen: 
(2) x<o^K(Jda<dadß 
A l s Voraussetzung (T. 3) haben w i r 
(3) T<ö^>Kaa<dadß 
Ist a < I , so ist d a = a , so daß (2) aufgrund v o n (3) gilt . Es sei nun 
/ < a. D a n n ist d a = V ( h a ) unddß= V(hß). 
1. Ist dß< a, so hat man nach (1) 
K a d a = { d a } <dß= dadß 
2. Ist rfa< o< dß, so hat man 
K a d a = { d a } <o< xpa(hadß) = dadß 
3. Ist o< d a , so ist K ( J d a = K a h a , so daß (2) nach L e m m a 9.4 aus 
(3) folgt. 
H i e r m i t ist (2) al lgemein bewiesen. M i t (1) folgt die Behauptung 
da<Tdß. 
Lemma 9.6. A u s a<Tß folgt da<dß und d a d a < dadß für alle 
o > X. 
Beweis . Dies folgt aus den Lemmata 9.5 und 8.5. 
Lemma 9.7. A u s a<Tß und ß < T y folgt a < T y . 
Beweis . Dies folgt aus L e m m a 9.6. 
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Lemma 9.8. / < a => K ( J a < d a d a 
Beweis . M a n hat d a = W ( h a ) mit K a a c K J i a . Für o < d a folgt 
K a a c = K ü d a c K J i a d a < x j j a ( h a d a ) = 
F ü r r/a < a hat man 
JC„a c K„/za < K ( / / a ) < <f (ha) = d a = d a d a 
Definition. a < ß ( a ist w e s e n t l i c h k l e i n e r als ß) bedeute, daß a <{)ß 
gil t . 
Lemma 9.9. < J < a + 
Beweis . M a n hat 
n < a 4 > K n o = K T a + c K J i ^ < t H > 7 i { h n o + ) = d ; T a + 
K a o < o < x j J o ( h a a + ) = d a a + 
H i e r m i t ergibt sich o < o+. 
Lemma 9.10. Ist / < rj, JT < d r \ und K a J i < d a d r \ für alle o < JT, so 
folgt J T < 7]. 
Beweis . A u f g r u n d der Voraussetzungen hat man 
JT< r] 
K J T = {JT} < d r \ 
J Z < o < d r ] ^ > K 0 J T < o < y j a ( h ( J d r j ) = d ö d r \ 
d r j < a => K 0 J T = { JT} < drj = d a d r j 
H i e r m i t und mit den Voraussetzungen ergibt sich JT < rj. 
Lemma 9.11. a < I < T], a < T] => Qa < T) 
Beweis . 1. a = 0. Dann hat man Qa = ( X r). 
2. 0 < a < V I . Dann hat man a = 1 + ö und nach L e m m a 2.13 
(1) Q(l=VÖ 
A u s ö< I < In] folgt 
(2) Vö< V ( h r j ) = drj 
A u s a <^  Y] folgt 
(3) a < Vö ^> /C„ = KaÖ = K a a < d ö d r ] 
A u s (1) bis (3) folgt Q(l n nach L e m m a 9.10. 
3. m < a < L Dann hat man S a = ^ mit / <ßeC{ß) und 
nach L e m m a 2.15 
(4) Qa=V(qß+y) m i t a=W(qß) + y 
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A u s a < r \ folgt 
V(qß)< K a < d r ] = W ( h r j ) 
Es folgt qß< h r ) . D a y < / < c o ' 1 = e{Urj) ist, folgt nach L e m m a 1.3 a) 
qß+ y < h r j . Hieraus folgt 
(5) W(qß+y)< W ( h r j ) = dr) 
A u s a < rj folgt nach L e m m a 6.10 
(6) o<Wß^ Kaqß c Kaß = K a S a c K a a < d j r j 
A u s ßeC(ß) folgt nach L e m m a 3.9 ße C t p ß ( 0 ) . F ü r V)8 < o folgt 
)8 6 Q ( 0 ) , KaßcCa(0) und K a ß < T/>O0. H i e r m i t ergibt sich 
(7) Vß<o<drj=> Kaqß c Köß < tyoi) < x j ) o ( h 0 rj) = d ( J d r j 
A u s a <l Y] folgt auch 
(8) K a y c K a a < d a d r i 
A u s (6) bis (8) folgt 
(9) o < W(qß + y) => K f f + y) = K„ 9 j 8 u K a y < d a d r ] 
A u s (4), (5) und (9) folgt Qu < rj nach L e m m a 9.10. 
Induktive Definition der natürlicher} Summe a # ß. 
1. « # ( ) : = a . 
2. Fü r a > ß> 0 sei 
_y_ ^ _ / + (*? * ß)> wenn a = N F &T4- r] ist, 
3. Fü r a < ß sei a # ß: = j8 # a 
Folgerungen: 
a # /3 = ß # a. (a # ß) # y = a # (/3 # y), 
IC(a # ^ ) = K a u Kß, K a ( a # /?) = J C a a u K f 7 ß 
Definition, bedeute, daß a < ß oder a = ß gilt . 
Lemma 9.12. 
a) a<a#ß 
b) a < c o a 
Beweis mit Hi l fe der Lemmata 5.6, 8.1 und 9.8 
Lemma 9.13. 
a) a < T y, ß <<r y, a # ß < y => a # ß <=r y 
b) a<^ T y, w " < y a/'<= ry 
Beweis t r iv ia l . 
wenn ae E ist. 
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Lemma 9.14. 
a) a<Tß^> a # y<^T/3# y 
b) a<Tß^> c o u < r c o ß 
Beweis mi t Hi l fe der Lemmata 9.12 und 9.13. 
§ 10. Herleitungsfunktionen 
Induktive Definition der H e r l e i t u n g s j u n k t i o n e n und des D e f i n i -
t i o n s b e r e i c h e s D i f ) einer Hcr lc i tungs funk t ion /. 
1. D ie identische Funk t ion i d ist eine Her le i tungsfunkt ion mi t 
D ( i d ) : = T ( I ) und i d ( a ) : = a für alle a e T { I ) . 
2. Ist / eine Hcr lc i tungsfunkt ion und ( X y e T ( I ) , so ist y # / 
eine Hcr lc i tungsfunkt ion mi t D ( y # / ) : = D ( f ) und ( y # / ) ( a ) : = 
y # / ( a ) für alle ae D ( f ) . 
3. Ist / eine Her le i tungsfunkt ion, so ist a>' eine Her le i tungsfunkt ion 
mi t D ( a > f ) : = D ( f ) und (a>>) (a) : = o > M für alle a e D ( f ) . 
4. Ist / eine Hcr lc i tungsfunkt ion , so ist rf/cine Hcr lc i tungsfunkt ion 
mi t D ( d f ) : = ( a e D ( V ) : a < / } und (rf/) (a) : = 4 /(a)) für alle 
ae D ( d f ) . 
5. Ist / eine Hcr lc i tungsfunkt ion , so ist d ( J j eine Hcr lc i tungsfunkt ion 
mi t D(4/) : = { a e D ( f ) : S a < o , f ( a ) < 1 } und (4/") (aj : = 4 / (a) 
für alle a e D { d J ) . 
Folgerung. Für jede Hcr lc i tungsfunkt ion / gilt: 
a e D ( t ) ^ a f ( a ) e T ( I ) 
Definition, a < iß bedeute nur, daß a < ß ist. 
Lemma 10.1. Für jede Hcr lc i tungsfunkt ion / gilt 
a . f i e /)(/), « < / 3 =>./•(«) <stf(ß) 
Beweis durch Indukt ion nach der indukt iven Def in i t ion von /*. Ist 
j = i d , so gilt die Behauptung i m Fall ß< I nach L e m m a 8.2, andern-
falls tr ivialerweise. Ist / = y # ^ 7 oder / = o>v, so folgt die Behauptung 
nach L e m m a 9.14 aus der I . V . I s t / = d g , so folgt aus ße D ( f ) , daß 
ß< I ist. Dann folgt die Behauptung nach L e m m a 9.5 aus der I .V. Ist 
/= 4tt>, so folgt aus ße D ( f ) , d aß Sß< o und g(ß) < I ist. Dann 
folgt die Behauptung nach L e m m a 8.8 aus der I .V. 
9 M U . I . I K I I Ak Sb. 
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Lemma 10.2. Für jede H e r l e i t u n g s f u n k t i o n / g i l t : 
a<ßeD{f)^aeD(f) 
Beweis durch Indukt ion nach der indukt iven Def in i t ion von / unter 
Benu tzung von L e m m a 10.1. 
Lemma 10.3. Fü r jede Hcr lc i tungs funk t ion / mi t I e D ( f ) gil t : 
a < I , ß<I^>f(a)#ß<f(I) 
Beweis . D u r c h Indukt ion nach / ergibt sich: 
a < l , y < l + Y^f(a + y) < / ( / ) 
Hieraus folgt die Behauptung, da / ( a ) # ß< f ( a ) + ü)ß+] ist. 
Lemma 10.4. Für jede Hcr lc i tungs funk t ion / gilt : 
a e D ( J ) 3 > a < f ( a ) 
Beweis durch Indukt ion nach der indukt iven Def in i t ion v o n / . Für 
/ = i d gi l t die Behauptung. F ü r / = y und f i i r / = (ü* folgt sie mi t 
L e m m a 9.12 aus der I .V. I s t / = d g , so folgt aus a e D ( f ) , d aß a < I 
ist. D a n n folgt a = d a < d ( g ( a ) ) = f ( a ) nach L e m m a 9.5 aus der I .V. 
I s t / = dag, so folgt aus a e D ( f ) , d aß S a < a u n d ^ ( a ) < / ist. D a n n 
folgt a = d a a < d 0 g ( a ) = J \ a ) nach L e m m a 8.8 aus der I .V. 
M i t f bezeichnen w i r i m folgenden eine endliche (eventuell leere) 
M e n g e v o n Anfangszahlcn < I aus T ( / ) . Ist t leer, so sei d f a : = a . 
Ist f = {T|, . . . , T,.} mi t T\ < . . . < T„, so sei d f a : = dT_ . . . dTn a . 
Lemma 10.5. 
a) d f d ( a # ß ) M y => dfdß < y 
b) dTd(ü)ß)^Y^dfdß^Y 
Beweis . M a n hat ß<a# ß. Es folgt dfdß< d f d (a # ß). H i e r m i t 
e rhä l t man a). Entsprechend ergibt sich b). 
Lemma 10.6. 
a) d T d ( a # ß) < y, r) < ß, d f d r ) < y => d f d ( a # rj) < y 
b) d f d ( c o ß ) <y,rj<ß, d f d r j < y d f d ( c o 1 ] ) < y 
Beweis , g r ] sei d f d ( a # rj) oder d f d ( c o t ] ) . A u s den Voraussetzungen 
folgt K a g r j < d(Jdy für alls <x H i e r m i t ergeben sich die Behauptungen. 
Lemma 10.7. Is t / eine Hcr lc i tungs funk t ion mi t a < ß e D ( / ) , ß< I 
und Sß < r, für alle r, e f, so gilt: 
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a « y. dTd(f{ß)) <t y => </ r</(/•(«)) < y 
Bewe i s durch Indukt ion nach der indukt iven Def in i t ion v o n / . 
1. Es s c i / = /rf. D a n n hat man d f d ( J \ a ) ) = rff^a = a <^  y. 
2. / s e i < 3 # £ oder a>A'. D a n n folgt aus dfd{J\ß)) < y nach L e m m a 
10.5"rf f rf(g(j8)^y. N a c h I .V. folgt rffrffe(a)) <^  y. D a ^ ( a ) <g{ß) ist, 
folgt nach L e m m a 10.6 d f d ( f ( a ) ) < y. 
3. / s e i dg oder düg. D a n n folgt die Behauptung aus der I .V. 
Lemma 10.8. Für jede H c r l e i t u n g s f u n k t i o n / m i t a < ße D ( f ) gilt: 
a<y,f(ß)<y^f(a)<Zy 
Bewe i s durch Indukt ion nach der indukt iven Def in i t ion v o n / . Im 
F a l l / = i d gilt die Behauptung t r ivialcrweisc. \stf(ß) < /, so ist auch 
ß< I . D a n n folgt die Behauptung aus L e m m a 10.7. Es sei schl ießl ich 
f=¥id und / < / ( / } ) . D a n n ist entweder / = ö # g oder / = co*. In 
beiden Fällen folgt die Behauptung aus der I .V. 
Corollar 10.8. Für jede H e r l e i t u n g s f u n k t i o n / m i t a < ß e D ( f ) gilt: 
a) f ( a ) < f(ß) * « 
b) a<f(ß)^f(a)<f(ß) 
Bewei s , a) folgt aus L e m m a 10.8 aufgrund v o n a<j\ß) # a und 
fiß) <kf(ß) * a . 
b) gil t nach L e m m a 10.8 für Y=f(ß). 
Lemma 10.9. Ist / eine Hcr lc i tungsfunkt ion mit o+ e D ( f ) und 
f ( o + ) < I , so gilt/(rf<;/(())) < $ f ( o + ) . 
Bewei s . M a n hat nach C o r o l l a r 10.8 a) 
(1) ./'(()) < $ f ( o + ) 
und nach den Lemmata 9.9 und 10.4 
(2) a < ? / ( a + ) 
Aus (1) und (2) folgt nach L e m m a 8.6 
</,/(<>) <§/(>) 
D a d„f(0) < o+ ist, folgt nach C o r o l l a r 10.8 b) 
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