According to the limitation of resources on satellite, this paper focuses on the design and realization of low complexity LDPC decoder. A new implementation method of LDPC decoder is proposed, a various kinds of LDPC codes could be supported. Finally, a (4096, 2048) LDPC decoder is implemented for verification based on a Xilinx Vertex4 xc4vsx35 FPGA platform. The implementation result shows that only 4% FPGA logic resources were consumed and the maximum clock frequency could achieve 180MHz.
Introduction
The low-density parity-check (LDPC) code was proposed by Gallager [1] in 1962. Such codes are linear block codes with low density parity check matrix. Since its rediscovery in the 1990s, the LDPC code has been widely applied to DVB-S2 and wireless metropolitan area networks (IEEE 802.6) because of its excellent error correction performance and easy-to-implement decoding structure. A corresponding LDPC coding scheme is proposed by the Consultative Committee for Space Data System for near-earth and deep-space application environments. Existing research on LDPC codes focuses mainly on the design and engineering realization of LDPC encoder and decoder. LDPC decoder design with low-complexity realization is the basis and prerequisite of LDPC code for satellite applications customized for the limited payload resources of the satellite.
The three main realization structures of LDPC decoder are serial, full parallel, and partial parallel structures. The serial decoding structure presents low realization complexity but long decoding delay and low throughput. The full parallel structure exhibits low decoding delay, large throughput, and high complexity; however, it is difficult to achieve the hardware implementation. The partial parallel structure can achieve a good balance between realization complexity and decoding speed. Thus, this decoding structure is commonly applied. In 2006, Verdier [2] proposed a generalized decoding structure based on the modified minimum sum (Min-sum) algorithm. A parallel decoding algorithm of specific pseudo-random rule LDPC codes and irregular LDPC codes is implemented on the ALTERA APEX 20 Ke FPGA platform. The decoder consumes 1591 logic cells and 160 KB of space, and the decoder can work at the maximum clock rate of 37.89 MHz. Arnone et al. [3] analyzed and compared the implementation complexity and performance difference of decoder based on logarithmic sum-product and the simplified soft Euclidean distance iterative decoder. A low-complexity FPGA realization structure is thus proposed for the two decoding algorithms. In addition, some LDPC decoders are proposed in References [4] [5] [6] [7] [8] .
In this study, a low-complexity LDPC decoding method is proposed. The decoder uses the normalized Min-sum algorithm (NMSA). By using a dual-port Block RAM of FPGA chip, a general low-complexity two-channel LDPC decoder is designed. The decoder can support LDPC with multiple bit rates and codes. In the end, the design based on Xilinx xc4vsx35 chip is experimentally verified, and the results are compared with the traditional serial decoders and partial parallel decoders. The results show that the hardware resource consumption of the LDPC decoder designed by the proposed method is obviously less than that of traditional serial and partial parallel decoders. Therefore, the proposed decoder structure has certain engineering practical value.
NMSA
NMSA introduced by Chen and Fossorier [9] is a simplified version of Log-BP algorithm, and the details are as follows.
1) Initialization
For AWGN channels, the variable node information can be initialized to
where i y is the soft received value.
2) Check node update(CNU)
The CNU at the lth iteration can be expressed as follows:
where h is a correction factor in the range of (0, 1),
, and
3) Variable node update(VNU) The VNU at the lth iteration can be expressed as follows:
4) Decision
After completing each iteration of the VNU, a decision is made on ( )
holds or the maximum iteration number is reached, the decoding process ends; otherwise, the decoding continues from Step 2.
FPGA-based Decoder Design
An LDPC decoder is designed for reducing the realization complexity of the decoder and decreasing the hardware resource consumption of FPGA. In the design process, the decoder parallelism and the number of quantization bits are reduced. Also, the decoder structure is optimized. In the present study, a two-channel parallel decoding method is applied to completely utilize the dual-port Block RAM of the FPGA chip, and an LDPC decoder with low implementation complexity and low resource consumption is designed. The 6-bit quantization is used achieve a balance between storage requirements and performance.
A. Low-complexity Structure of LDPC Decoder
The proposed realization structure of LDPC decoder is shown in Fig.1 . In the initialization process, LLR value is written to LLR_RAM and Var_RAM. The write address generated by the Var_addr module. When the check node is updating, the data are read from Var_RAM according to the address generated by the Check_addr; these data are then sent to the CNU module. The outputs of the CNU are written to the Check_RAM, and the write address is controlled by the Check_addr. When the variable node is updating, it first reads the data from the LLR_RAM and the Check_RAM according to the address generated by the Var_addr; these data are then sent to the VNU module. After the variable node is updated, a decision can be made. If the maximum number of iterations is reached, then the output of the decision will be the decoding result; otherwise, the update result is written to the Var_RAM and the next iteration is performed. Figure 2 shows the overall operation timing sequence of the LDPC decoder, and the read/write state of the three memories in the decoding process. The read/write of the two memories can use the same address generation module, thus simplifying the logic and reducing hardware resource consumption.
Figure 2. Operation timing sequence of the decoder
The decoding delay can be expressed as follows:
where initial T is the time allotted for initialization; CNU T and VNU T are the time required to update the check node and the variable node in one iteration, respectively; iter_time is the iteration number.
B. CNU Module
This module includes absolute value comparison, multiplicative correction, and some other operations. The realization structure of CNU is shown in Figure 3 . The CNU adopts a two-channel parallel way. First, the two inputs din1 and din2 of the module are separated by the modulus value, and the corresponding sign bit sign1, sign2 and absolute value beta1, beta2 are obtained. After caching the sign bit, the update can be conducted by a simple XOR operation using Equ. (2) . Figure 3 . Check node update module structure During the absolute value comparison operation, beta1 and beta2 are first compared after the modulus value separation; the minimum absolute value min_temp, minimum position pos_tmp, and second minimum value smin_temp are also cached. Thereafter, for each pair of absolute value input, a minimum value and a second minimum value are selected from min1, smin1, min_temp and smin_temp for those four values because the two sets of data satisfy min1 smin1 min_temp smin_temp   .
Therefore, the minimum value must be min1 or min_temp. The operation of the second minimum value only requires the comparison of min1 and smin_temp, as well as smin1 and min_temp. If the minimum value is min1, then the second minimum must be smin1 or min-temp. If the minimum value is min_temp, then the second minimum must be min1 or smin_temp. In this way, the comparison operation of the minimum and second minimum values can be completed using four two-input comparators. As the correction coefficient is always set to 0.8, the multiplicative operation can be finished using bitwise shift operation and subtraction approximatively.
For a ( , ) n k LDPC code with a maximum row weight of a , the time required to complete the CNU is 2 ( ) a n k       operating clocks; this time is less than half the time of the serial operation.
C. VNU Module
The initial LLR value and outputs of the CNU module are inputs for VNU module. Fig. 4 shows the implementation structure of VNU module. dinc represents the initial LLR value (i.e., 
D. FPGA Realization Result of LDPC Decoder
In this study, we use the irregular quasi-cyclic (4096, 2048) LDPC code as an example [10] [11] . The maximum number of iterations of the decoder is set to 25. Table 1 shows the resource consumption of the FPGA implementation with different decoder structures under the given conditions. The proposed decoding implementation structure uses only 555 Slice logic resources and 28 Block RAM memories to achieve the realization of a (4096, 2048) LDPC decoder. The hardware resource consumption of the proposed decoder structure is significantly less than that of traditional partial parallel and serial decoding structures.
Conclusion
A hardware implementation structure of decoder with low complexity is proposed to reduce the hardware resource consumption of LDPC decoder and address the limitation of the payload resource in satellite communication system. Accordingly, a (4096, 2048) LDPC decoder is designed based on Xilinx Vertex-4 xc4vsx35 chip. The hardware resource consumption of this decoder is much less than that of traditional parallel and serial decoding structures. The FPGA implementation results show that the proposed decoder structure can effectively reduce the hardware resource consumption and has certain engineering application value.
