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VRESUMEN
Publicación No.
Nombre del Alumno, M. C. en Ingeniería Eléctrica
Universidad Autónoma de Nuevo León, 2012
Profesor Asesor: Dr. Cornelio Posadas Castillo
Este trabajo de tesis versa en la sincronización caótica de redes complejas formadas por os-
ciladores discretos, se pretende sincronizar redes complejas interconectadas en diferentes topologías
de acoplamiento i) regular e ii) irregular considerando un escenario bidireccional y unidireccional
(maestro y esclavo), recurriendo a técnicas conocidas en teoría de control no lineal que garantice sin-
cronía completa en redes formadas por osciladores caóticos idénticos. Se usará está sincronización
caótica de redes complejas para el encriptado de una de imagen y una señal de audio en forma aditiva.
El desempeño de la metodología propuesta es probado por medio de simulaciones numéricas.
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Capítulo 1
Introducción
El presente trabajo de maestría versa sobre la sincronización caótica de redes complejas for-
madas por osciladores discretos, por tanto, se considera propicio inicar por describir brevemente
los conceptos de sincronía, caos y redes complejas.
La palabra sincronía proviene de la etimología griega συν syn, “con, juntamente, a la vez”, y de
la mitología griega, Chronos o Khronos (en griego χρνς), “tiempo”. En latín Chronus. Se entiende
como un término que se refiere a coincidencia en el tiempo o simultaneidad de hechos o fenómenos.
Según el diccionario de la real academia española, sincronizar significa: Hacer que coincidan en el
tiempo dos o más movimientos o fenómenos.
También se define en [1] que se llama sincronía a la propiedad que adquiere un conjunto de “objetos”
(de una misma o diferente especie) de manifestar un ritmo o comportamiento común (generalmente
distinto a los ritmos individuales de los objetos considerados), partiendo de ritmos o comportamientos
individuales distintos, debido a la presencia de un medio acoplante (un medio físico de conexión) entre
ellos, el cual, en la mayoría de los casos, es extremadamente débil.
Históricamente, en el año 1665, Christiaan Huygens fue el primer científico en observar y explicar
la sincronía ocurrida entre dos péndulos de relojes colgados en una viga como se observa en la figura
1
21.1.
Figura 1.1: Dibujo original de Huygens ilustrando su experimento con dos relojes de péndulo coloca-
dos en un soporte común [2].
Vale la pena señalar lo que Huygens observó en este fenómeno, que cuando se suspendieron los
dos relojes construidos a partir de que dos ganchos incrustados en la misma viga de madera, los
movimientos de cada péndulo en oscilaciones opuestas estaban tan de acuerdo en que nunca se retro-
cedió en lo más mínimo el uno del otro y el sonido de cada reloj se escuchó siempre simultáneamente.
Además, si este sistema era perturbado por alguna interferencia, éste se restablecia en un tiempo muy
corto. Durante mucho tiempo le sorprendió este resultado inesperado, pero después de un cuidadoso
examen, finalmente determinó que la causa de este sistema es debido al movimiento de la viga, a
pesar de que esto es apenas perceptible.
La propiedad de sincronía puede observarse en actividades tan sencillas y cotidianas, como la de
un niño brincando una cuerda, donde cada salto del niño coincide con el paso de la cuerda sobre el
piso, en el vuelo de las aves, un grupo de personas bailando acorde con el ritmo de la música, en
el nado sincronizado, en general, en el comportamiento colectivo de los humanos, ya sea voluntaria
3o involuntariamente [3]. También, puede observarse esta propiedad en hechos más complejos como
el pedaleo en una carrera de ciclistas, en el movimiento que describe la luna respecto a la tierra,
ya que tienen la misma velocidad angular promedio en rotación y translación [4]. Incluso, la sin-
cronía aparece en los lugares más inverosímiles: desde las órbitas de los satélites a los electrones, del
zumbido de los grillos, a la tendencia en mujeres que viven cerca o que pasan mucho tiempo juntas a
menstruar aproximadamente al mismo tiempo [5], o que personas, da igual el número, que caminan
juntas en una marcha, lo acaben haciendo marcando el paso de forma espontánea y natural [6]. En
estos y otros numerosos casos, la sincronía representa un papel fundamental, ya que establece alguna
relación especial entre sistemas o mecanismos acoplados. Podemos mencionar algunos ejemplos de
particular interés en el área de ingeniería [6]:
• Sincronización de generadores cuánticos de radio frecuencia (“massers”).
• Sincronización de osciladores caóticos con aplicación en comunicaciones privadas y seguras de
información confidencial.
• Sincronización de robots para realizar una tarea común.
• Sincronización de oscilaciones eléctricas y electromagnéticas en electrónica y radio.
• Sincronización de láseres que permite generar pulsos de luz muy potentes.
4Figura 1.2: a) Sincronía en el pedaleo en un grupo de ciclistas. b) Sincronía en un grupo de neuronas.
c) Sincronía entre la tierra y la luna. d)Sincronía en un grupo de luciérnagas emitiendo luz al mismo
instante de tiempo.
El otro término importante a mencionar en este trabajo es caos, los osciladores exhiben dinámicas
caótica o hipercaóticas. Muy recientemente, las ciencias, especialmente la Física, nos habían dado
una imagen muy ordenada de la realidad; una realidad físicamente más predecible, prácticamente de-
terminista. Sin embargo, ahora sabemos que los sistemas que privan en la naturaleza son los llamados
“sistemas caóticos”. Aunque la palabra misma hace pensar en desorden, desde el punto de vista cien-
tífico, caos se refiere a un comportamiendo dinámico complejo, que puede modelarse por ecuaciones
no lineales diferenciales o en diferencia. Las características que posee son muy particulares, como
ser sensible a condiciones iniciales, generar atractores “extraños”, tener al menos un exponente de
5Lyapunov positivo, entre otras.
Para comprender un poco más estos términos, a manera de ilustración, en la figura 1.3 se muestran
simulaciones de un sistema discreto que presenta este comportamiento (sistema Fold). El sistema ba-
jo ciertas condiciones paramétricas presenta un comportamiento periódico, como se puede observar
en la figura 1.3 (a), sin embargo, al modificar sus parámetros el sistema puede exhibir un compor-
tamiento caótico [7]. En la figura 1.3 (b) podemos observar el comportamiendo complejo del sistema
y además que es aperiódico.
Figura 1.3: Estados x1(k), x2(k) respecto al tiempo y plano de fase x1(k) vs x2(k) del sistema Fold
[7]. (a) Comportamiendo periódico, (b) Comportamiento caótico.
En 1880’s Poincaré encontró conveniente remplazar el flujo continuo de tiempo con un análogo
discreto, en el que aumenta el tiempo regular relativamente a la secuencia de saltos. Estos sistemas
son llamados hoy en día sistemas dinámicos discretos. Actualmente existen dos tipos de sistemas
dinámicos, continuos y discretos, por lo tanto, tambien hay dos teorias de caos.
6Lo primero que desarrolló Poincaré hace más de un siglo, fue el comportamiento caótico de sistemas
dinámicos continuos. También, estudió el comportamiento caótico para sistemas dinámicos discretos
generado por un mapa invertible. La teoría de caos discretos de mapas no invertibles inició algunos
años despues de Poincaré. Su desarrollo ha sido acelerado particularmente desde la revolución de la
computadora, y hoy en día es un gran campo por estudiar.
Habiendo mencionado lo anterior, para que exista la sincronía entre los sistemas caóticos, es nece-
sario que haya una conexión o acoplamiento entre ellos, es por ello que también se debe de estudiar
la teoría de redes.
Una red es un conjunto de osciladores (sistemas caóticos), también conocidos como nodos en
otros trabajos, interconectados (dos o más) que interactúan de alguna forma. Entender la naturaleza
de los osciladores que forman una red, es importante, porque compete a varias propiedades que darán
complejidad. Su naturaleza puede ser discreta o continua (modelada por un conjunto de ecuaciones
en diferencias o ecuaciones diferenciales, respectivamente); puede representarse por un sistema no
lineal, el cual puede exhibir equilibrios múltiples, ciclos límites y caos. Y es la bifurcación de estos
equilibrios los que pueden cambiar el comportamiento de los osciladores así como sus propiedades
de estabilidad; llevando a estos sistemas a comportamientos caóticos o hipercaóticos.
En la teoría de redes, no sólo se trata de conocer el comportamiento individual de cada oscilador,
puesto que, al estar interconectados existen propiedades emergentes. Por este comportamiento colec-
tivo, la importancia de reconocer las dinámicas de las redes se vuelve todo un reto. Más aún, refi-
riéndonos a la sincronización, a lo aleatorio que aparenta ser un sistema caótico como oscilador y
a la topología de conexión de estos; es por eso que comenzaremos por definir el término de redes
complejas.
7Figura 1.4: Redes compuestas por n cantidad de osciladores y éstos pueden estar conectados de dife-
rentes maneras.
Como ocurre con la mayoría de los conceptos científicos, no podemos definir redes complejas en
un simple enunciado. Para esto, describiremos las características más importantes que son comunes
en todas las redes complejas:
1. Están compuestas de muchas partes que interactúan entre sí. De hecho, el término “complejo”,
se debe de comprender en dos instancias, porque se refiere a las características de los osciladores
por sí mismos, y a la estructura de la red [8].
2. Cada parte tiene su propia estructura interna y está encargada de llevar a cabo una función
específica.
3. Lo que ocurra a una parte del sistema afecta de manera altamente no lineal a todo el sistema.
84. Presentan comportamientos emergentes, de tal manera que el todo no es la simple suma de sus
partes.
El interés en el estudio de las redes complejas radica en que estas redes abundan en la naturaleza,
son parte de nuestra vida diaria y se presentan a diferentes niveles de organización. Por ejemplo,
algunas redes biológicas que encontramos en el nivel microscópico son las redes genéticas, redes de
proteínas, redes neuronales, redes metabólicas, por mencionar algunas [10]. Por otro lado, a un nivel
de organización mucho mayor, encontramos redes de comunicación e informáticas (la red internet,
la red www, redes telefónicas, etc.) [11], [12] y [13], redes sociales (amistades, contactos sexuales,
colaboradores científicos, propagación de enfermedades, etc.) [14], redes ecológicas (interacciones
tróficas en un ecosistema) [15]. Las redes complejas son ubicuas, es decir, están por todos lados.
También nos referiremos a lo complejo de una red por medio de su topología de acoplamiento,
es decir, al patrón regular o irregular, en que están conectados o acoplados los osciladores. Ésto será
explicado a detalle en el Capítulo 3.
1.1. Motivación
Sincronizar sistemas con dinámicas complejas como los sistemas caóticos discretos, es decir,
que coincida la dinámica en tiempo y forma de dos o más sistemas interconectados en una red, ha
generado diversas líneas de investigación, principlamente por el gran potencial de aplicaciones que
tiene en el área de comunicaciones seguras.
La mayoría de los trabajos reportados en la literatura relacionados con este tópico, sobresale el
caso de ociladores caóticos en tiempo continuo [8], [16], [17], [18], [19], [20], [21], [22], entre otros.
9En cambio, los trabajos realizados con osciladores caóticos en tiempo discreto son escasos, y es-
os pocos trabajos reportan sincronización en sólo dos sistemas interconectados y no en redes. Sin
embargo, el interés en el caso discreto es de mucha importancia, puesto que este tipo de sistemas
ofrece una implementación mucho más sencilla y rápida que la del caso continuo, al usar por ejemplo
computadoras digitales, también como se mencionó, no ha habido trabajos en la literatura en donde
sincronicen redes formadas por osciladores discretos, resulta una motivación más para estudiar el caso
discreto.
Sabemos que la mayoría de los sistemas reales son de tiempo continuo, frecuentemente es deseable
obtener modelos discretos, los cuales, representan fielmente las mismas dinámicas de tales sistemas,
algunas razones son por:
• En campo, las mediciones comunmente se realizan a determinados intervalos de tiempo.
• El procesamiento digital de señales y en control, son muy favorecidos.
• Simulaciones digitales pueden efectuarce rápido y fácilmente.
• El uso de controladores digitales en sistemas caóticos incrementa el desempeño de los procesos.
Algunos trabajos de sincronización de osciladores en tiempo discreto reportados en la literatu-
ra son [23], [24], [25], [26], [27], [28], [29] donde sincronizan dos sistemas caóticos discretos con
diferentes metodologías.
Se describe a continucación los objetivos de la tesis.
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1.2. Objetivos
Dado que actualmente sólo existen soluciones en sincronizaciones de redes complejas formadas
por osciladores continuos y no en casos discretos, incluso han repotardo en la literatura algunos tra-
bajos sobre sincronización de dos sistemas caóticos discretos en forma unidireccional o bidireccional,
con la realización de este trabajo se plantea alcanzar el objetivo general:
Contribuir a la sincronización de redes complejas compuestas por osciladores caótios discretos
(sistemas con dinámicas extremadamente complejas, pudiendo ser caóticas, hipercaóticas). Sin-
cronización lograda empleando las características y propiedades de los sistemas cooperativos.
Los objetivos particulares que serán abordados son los siguientes:
1. Sincronizar diferentes tipos redes complejas con dinámicas discretas en régimen caótico e
hipercaótico.
2. Sincronizar redes complejas dispuestas en una topología de acoplamiento regular (acoplamien-
to global, estrella y anillo) e irregular (redes con un patrón de acoplamiento no definido),
formadas por osciladores caóticos discretos.
3. Aplicar la sincronización de este tipo de redes al cifrado de información. Cifrado caótico adi-
tivo, por conmutación entre atractores caóticos o por técnicas de modulación paramétrica.
1.3. Estructura de la tesis
El contenido de la tesis está organizada de la siguiente manera: En el Capítulo 2 se presentarán
conceptos básicos de mapas, caos, sincronía, tipos de sincronía en los osciladores caóticos; algunos
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antecedentes históricos de sincronía, ejemplos observados en el mundo cotidiano.
En el Capítulo 3 se presentará el concepto básico de redes complejas, las diferentes topologías
con las que trabajaremos con o sin oscilador maestro, las características de las redes que formaremos
así como sus condiciones de uso y estabilidad según el caso.
En el Capítulo 4, se extenderá la metodología de acoplamiento a modelos para sincronizar sis-
temas acoplados en una red, mencionando las condiciones de sincronización y describiendo el proble-
ma de estudio en redes complejas. Se realizarán 2 ejemplos, uno será la sincronización de dos sistemas
idénticos y el otro la sincronización de una red compleja.
En el Capítulo 5 se presentará la metodología de matriz de acoplamiento, extendiéndola [16] de
la sincronización de redes caóticas continuas a caso discreto, mencionaremos las condiciones de sin-
cronización, estabilidad e introduciremos el concepto de la ley de control usado para la sincronización
de redes complejas. Por último, realizaremos 4 ejemplos de sincronización de redes complejas con
esta metodología.
En el Capítulo 6 se dará una breve introducción de encriptado de información, los tipos de en-
criptado utilizados para sistemas caóticos y se realizará 2 encriptamientos, una imagen y una señal de
audio. Cada uno de estos serán encriptados en forma aditiva, utilizando diferentes osciladores caóticos
discretos en diferentes topologías.
Por último, en el Capítulo 7 mencionaremos las conclusiones generales de la tesis referentes a
los resultados expuestos en este trabajo. También mencionaremos recomendaciones relativas a los
problemas abiertos para un trabajo a futuro.
Capítulo 2
Preliminares
En este capítulo, se presenta un conjunto de definiciones básicas de algunos términos que se
utilizarán dentro de este trabajo, todo esto con el fin de tener una mayor comprensión sobre la sin-
cronización de sistemas caóticos discretos.
2.1. Mapas
Los sistemas con los que se involucra este trabajo de tesis son sistemas discretos, los cuales son
sistemas cuyo comportamiento puede ser:
i) Directa que son aquellos modelos matemáticos proveniente de sistemas dinámicos que por natu-
raleza son discretos.
ii) Indirecta que son aquellos sistemas dinámicos provenientes de la discretización de un sistema
continuo.
Para sistemas no lineales de tiempo discreto, la ecuación de estado se puede escribir como:
x(k + 1) = f(x(k)), x(0) = x0, k ∈ Z, (2.1.1)
donde el vector de estado x es de dimensión n, siendo k el índice de interación, que representa el
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tiempo y f es una función no lineal tal que, para todos los elementos x(k) ∈ Rn asigna un elemento
único f(x(k)), esto es, f : Rn → Rn para toda k ≥ 0.
Los sistemas discretos siempre tendrán solución derecha, osea (para k ≥ 0) o al menos que f sea
invertible, no tendrá solución izquierda (k ≤ 0). A continuación se mencionan algunas características
de los sistemas discretos:
• En el sistema (2.1.1), si f no depende explícitamente del tiempo discreto k entonces el mapeo se
denomina autónomo. De lo contrario, en los sistemas no autónomos la función f depende
explícitamente de k, es decir x(k + 1) = f(x(k), k). El término mapa se reserva generalmente
a sistemas atónomos.
• Un punto de equilibrio xe ∈ Rn del sistema (2.1.1) es una solución del mismo que satisface
xe = f(xe) para todo k ≥ 0.
• Cuando f es un sistema continuo para toda k y continuamente diferenciable en x y si f−1 existe y
es única en el dominio de f entonces el mapa f es un mapa invertible llamado difeomorfismo.
Cuando f es continuamente diferenciable solamente se le llama mapa invertible. Cuando f es
tal que f−1 pudiera ser multivaluada o pudiera no existir, entonces se dice que el mapa es no
invertible.
• Sea f un mapa C1. Un punto de equilibrio x ∈ Rn de f es asintóticamente estable si |f ′(x)| < 1,
e inestable si |f ′(x)| > 1.
2.2. Caos
El concepto de Caos se mencionará en este trabajo, puesto que los sistemas discretos a utilizar
son sistemas caóticos y para esto es necesario conocer las principales características de un sistema
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caótico. Empezaremos mencionando las tres grandes reglas que rigen los sistemas caóticos:
1. Aunque un sistema caótico comience en perfecto orden, terminará disolviéndose en completa
desorganización.
2. Los sistemas caóticos tienen una extrema sensibilidad a las condiciones iniciales. Esto significa
que una variación ínfima en la condición inicial desemboca en una gran variación final.
3. La evolución de un sistema caótico se puede predecir con alta probabilidad de ocurrencia en el
corto plazo, más allá, su comportamiento es errático.
En la actualidad no existe una definición rigurosa y universalmente aceptada de caos, aunque
algunos científicos de manera general, definen un sistema caótico como un sistema determinístico,
regido por ecuaciones en diferencias no lineales, que presentan comportamientos dinámicos aparente-
mente aletorios y sensibles a condiciones iniciales.
2.2.1. Características principales
Algunas características principales que identifican a los sistemas caóticos son [29]:
• Dinámica no lineal. El caos es un fenómeno exclusivo de los sistemas dinámicos no lineales. Un
sistema lineal, no importa el orden que tenga, no puede presentar este comportamiento.
• Sensibilidad a condiciones iniciales. A partir de condiciones iniciales diferentes, aunque estas
sean muy cercanas unas de las otras, las trayectorias correspondientes que se producen tien-
den a ser distintas o a diverger exponencialmente conforme el tiempo transcurre, sin existir
correlación alguna entre dichas trayectorias. Esto se presenta en la figuras (2.1) y (2.2) donde
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podemos observar la diferencia entre trayectorias que va creciendo de manera no predecible
a largo plazo la evolución del sistema, aún cuando las condiciones iniciales son ínfimamente
diferentes.
Figura 2.1: Divergencia de las trayectorias en un sistema caótico comenzando bajo condiciones ini-
ciales muy cercanas.
• Presencia de atractores extraños. Un atractor es una región del espacio de estados la cual conver-
gen todas las trayectorias de un sistema, ésta característica propia de los sistemas caóticos es la
forma de estructuras geométricas poco usuales en su diagrama de fase y con dimensión fractal,
éstas figuras son llamadas “atractores extraños”, nombre dado a las estructuras asintóticas hacia
donde evolucionan las órbitas de un sistemas caótico.
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Figura 2.2: Evolución en el tiempo K del estado x1(k) del sistema caótico de Henon, iniciando bajo
condiciones muy semejantes.
En las tablas 2.1, 2.2 y 2.3 se presentan algunos atractores extraños con sus ecuaciones en difer-
encia no lineales con los que se trabajarán en esta tesis.
Cuadro 2.1: Tabla 1 de osciladores caóticos discretos
Oscilador caótico Fold [7] Atractor
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Cuadro 2.2: Tabla 2 de osciladores caóticos discretos
Oscilador hipercaótico Rössler [7] Atractor
Oscilador hipercaótico de segundo orden [27] Atractor
Oscilador hipercaótico de Hénon [30], [31] Atractor
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Cuadro 2.3: Tabla 3 de osciladores caóticos discretos
Oscilador hipercaótico de segundo orden [33] Atractor
Oscilador caótico Lorenz [7] Atractor
Oscilador caótico Duffing [34] Atractor
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Cuadro 2.4: Tabla 4 de osciladores caóticos discretos
Oscilador caótico Gingerbreadman [35] Atractor
Oscilador caótico Tinkerbell [36] Atractor
• Exponentes de Lyapunov. Un exponente de Lyapunov da información sobre el cambio promedio
de las trayectorias de los estados de un sistema. Se utilizan para cuantificar dicha expansión
o contracción de trayectorias vecinas en un sistema dinámico, en otras palabras, determina la
complejidad de un sistema no lineal.
Cuando los exponentes de Lyapunov son negativos, existe una convergencia entre las trayecto-
rias a lo largo de una dirección en un espacio de estados. De otra manera, si los exponentes de
Lyapunov son positivos, las trayectorias divergen. Cuando el valor del exponente de Lyapunov
sea cero, tendrá una dirección neutra, sin converger y diverger. El valor absoluto de estos expo-
nentes, cuantifica la velocidad de convergencia de las trayectorias.
Como condición necesaria para que un sistema sea caótico, tiene que presentar al menos un
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exponente de Lyapunov positivo. Cuando existe más de un exponente de Lyapunov positivo y
exista una solución acotada del mismo, entonces el sistema se demonia hipercaótico.
2.3. Sincronía
La sincronización se puede definir como la propiedad que posee un conjunto de objetos difer-
entes, de adoptar un mismo de ritmo de coexistencia pese a sus diferentes ritmos individuales
por medio de una conexión extremadamente débil.
Recordemos que el matemático Christiaan Huygens observó este fenómeno en dos péndulos,
por lo que generalmente la sincronía está ligada al movimiento periódico, pero en este trabajo
de tesis nuestro interés particular es la sincronización de osciladores caóticos e hipercaóticos
(señales aperiódicas).
Para que dos o más osciladores caóticos estén sincronizados, sus trayectorias dinámicas deben
ser exactamente iguales después de un lapso de tiempo, ya sea largo o corto, a pesar de comen-
zar en condiciones iniciales diferentes.
Es necesario mencionar los escenarios de acoplamiento, para entender mejor el concepto de
sincronización en este trabajo.
2.3.1. Escenarios de acoplamiento
Existen dos tipos de configuraciones de acoplamiento entre los osciladores en una red, el cual
permite su interacción para que estos se sincronicen. Estos acoplamientos puede ser unidirec-
cional [38] que también puede ser llamado configuración maestro-esclavo [40] o bidireccional
[39], como se muestra en la figura 2.3 (a) y 2.3 (b) respectivamente.
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Figura 2.3: Escenarios de acoplamiento: (a) Configuración unidireccional, (b) Configuración bidirec-
cional.
2.3.2. Sincronización completa
Cosiderando los escenarios de acoplamiento de los sistemas ilustrados de la figura 2.3, se dice
que un oscilador dado por x1(k + 1) = f(k) y otro por x2(k + 1) = g(k) ambos de dimensión
n, dentro de la misma red (independientemente de la conexión), sincronizan completamente sí
l´ım
k→∞
||x1(k)− x2(k)|| ≡ 0, (2.3.1)
para toda señal acoplante generada por los osciladores que componen la red, e independiente-
mente de las condiciones iniciales, x1(1) y x2(1). El vector de error de sincronía se define por
la expresión
e(k) = x1(k)− x2(k), x1, x2 ∈ Rn, (2.3.2)
si existe sincronización completa el vector error debe ser cero:
e(k) = 0. (2.3.3)
2.3.3. Sincronización aproximada
En un escenario real, la señal de acoplamiento puede contener perturbaciones o ruido, para este
caso, el error de sincronía podría no tender a cero. Por lo que, el error de sincronía, permanecerá
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acotado por un valor positivo ρ ∈ R. Quedando como
l´ım
k→∞
||x1(k)− x2(k)|| ≤ ρ, (2.3.4)
independientemente de las condiciones iniciales x1(1) y x2(1) . Si para algún ρ > 0 dado,
existe un instante de tiempo τ >0, llamado tiempo de sincronia aproximada tal que la condicion
(2.3.4) se cumple, entonces el oscilador x1(k) y el oscilador x2(k) estan aproximadamente
sincronizados.
2.3.4. Tipos de sincronización
En la actualidad se han reportado varios tipos de sincronización. En este trabajo de tesis nos
centraremos en sincronizar redes formadas por osciladores caóticos discretos idénticos, ésto se
refiere a que los osciladores implicados o acoplados son del mismo tipo o estructura equivalente.
Los tipos de sincronización que se pueden presentar en este caso son:
1. Sincronización idéntica o completa. Ocurre cuando cada estado de un oscilador, se sin-
croniza con su estado correspondiente de otro oscilador. Se puede presentar en acoplamien-
to unidireccional o bidireccional.
2. Sincronización no idéntica en osciladores idénticos. Se presenta únicamente en con-
figuración maestro-esclavo, en donde los estados del esclavo no sincronizan con los del
maestro, si no a un tercer estado [38].
También existe la sincronización de osciladores no idénticos, que es el acoplamiento entre
osciladores diferentes o estructuralmente no equivalentes [41]. En este caso existen algunos
trabajos reportados en la literatura en donde solo sincronizan dos sistemas caóticos discretos no
idénticos y no acoplados en una red.
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En este trabajo de tesis, se pretende abordar la sincronización de dos o más sistemas caóti-
cos idénticos acoplados en una red, considerando casos ideales, es decir, sin perturbaciones y
en caso discreto, es decir, sistemas discretizados. En el capítulo 3, se mencionará el concepto
de red y sus diferentes topologías, para después pasar a sincronizar estas redes por medio de
acoplamiento de modelos y matriz de acoplamiento, dando resultados y conclusiones de cada
una de las técnicas.
Capítulo 3
Redes complejas
3.1. Introducción
En el capítulo anterior analizamos los conceptos más importantes de este trabajo, como fue los
sistemas discretos, sincronización y caos. Observamos que para que haya sincronización entre los
osciladores que componen una red, éstos deben de estar acoplados entre sí, de no ser así, no exis-
tiría sincronización. También pudimos observar que dependiendo del acoplamiento, unidireccional o
bidireccional, obtendremos dinámicas resultantes diferentes, ya sea de un tercer estado o la dinámica
de un oscilador siendo el caso maestro-esclavo. Para poder sincronizar más de dos osciladores, la
sincronización y la dinámica resultante, debe ser estudiada en base a redes.
En este capítulo estudiaremos la teoría de grafos para la construcción de redes y su entendimien-
to; se creará la matriz de acoplamiento [16], que es la matriz que describe la forma en que los os-
ciladores están conectados dentro de la red, y su tipo de conexión que es conocida como las topologías
de redes. Estudiaremos las diferentes tipos de topologías con las que trabajamos en esta tesis, además
de sus acomplamientos con nodo maestro o sin él, y así dando a conocer los teoremas que condicionan
tanto su sincronización como su estabilidad.
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Más adelante, presentaremos un ejemplo de sincronización de redes con la metodología de acoplamien-
to a modelos. Y otro ejemplos elaborados con la técnica de matriz de acoplamiento serán mostrados
en el capítulo 5.
3.2. Topologías de redes
Se dice que topología es la configuración de acoplamiento de los osciladores en una red, en otras
palabras, es la forma de conexión de los osciladores en una red. Estas configuraciones de acoplamien-
to se agrupan de dos maneras principales dentro de las redes dinámicas complejas: redes complejas
regulares y redes complejas irregulares [8].
Como se mencionó anteriormente, las redes pueden tener un oscilador maestro o conocido tam-
bién como oscilador aislado, por lo que, este oscilador al no poder ser influenciado por los osciladores
restantes de la red, impondría su dinámica caótica a toda la red, teniendo conexiones unidireccionales.
Esto quiere decir, que el oscilador aislado tiene conexiones unidireccionales y el resto de la red
presenta conexiones bidireccionales entre sí. Esto se aprecia mejor en el capítulo siguiente con la
metodología de acoplamiento a modelos, donde se observa una red regular con acoplamiento estrella
y oscilador maestro (oscilador 1), figura 4.8.
3.3. Redes complejas irregulares
Empezaremos con la topología de redes irregulares, las cuales tienen una complejidad mayor, ya
que su estructura no tiene un patrón definido o regla específica en la forma en que los osciladores
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están conectados [9]. Un ejemplo muy conocido son las redes de libre escala que son redes complejas
formada por nodos conectados desordenadamente. Un ejemplo de este tipo de redes se aprecia en la
figura siguiente:
Figura 3.1: Red de acoplamiento irregular formada por 6 osciladores.
Sea G = (V,E) un grafo, que consiste de N = |V | osciladores, con V = V (G) = v1, v2, ..., vN
el conjunto de nodos y M = |E| conexión entre nodos, donde E = E(G) = e1, e2, ..., eM representa
el conjunto de conexiones.
Existen dos matrices de principal interés: 1) Matriz de adyacencia y 2) Matriz de grado.
1) Matriz de adyacencia A(G): Matriz N ×N . Los elementos aij se dan por:
aij

1, if (i, j) ∈ E(G),
0, de otra manera,
(3.3.1)
donde (i, j) ∈ E(G) significa que el oscilador i está conectado con el oscilador j. A(G) debe tener
0 en la diagonal para un grafo simple sin autoconexiones.
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2) Matriz de grado D(G): Matriz diagonal N ×N . Los elementos dij se dan por:
dij

dij, if i = j,
0, de otra manera,
(3.3.2)
donde di es el grado del oscilador i y dado que cada oscilador i está conectado sin patrón definido
(irregular), entonces di es la suma de los elementos de la fila i de la matriz de adyacencia A(G).
Con las dos matrices anteriores se puede calcular la siguiente matriz, la matriz Laplaciana.
La matriz Laplaciana L(G) con N osciladores,N×N se da con L(G) = D(G)−A(G), con elementos
lij determinado como:
lij

−1, if (i, j) ∈ E(G),
di, if i = j,
0, de otra manera.
(3.3.3)
Notese, que cuando una red es irregular, con oscilador o sin oscilador maestro, la matriz Lapla-
ciana no tomó una forma definida como el caso de redes regulares, por lo tanto las propiedades de la
matriz serán diferentes en cada configuración de acoplamiento.
Realizando un ejemplo para entender mejor lo dicho anteriormente, se obtiene la matriz Laplaciana
de la figura 3.1 a continuación:
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L(G) = D(G)− A(G) =

1 0 0 0 0 0
0 2 0 0 0 0
0 0 3 0 0 0
0 0 0 1 0 0
0 0 0 0 2 0
0 0 0 0 0 1

−

0 0 0 0 1 0
0 0 1 0 0 1
0 1 0 1 1 0
0 0 1 0 0 0
1 0 1 0 0 0
0 1 0 0 0 0

,
=

1 0 0 0 −1 0
0 2 −1 0 0 −1
0 0 3 −1 −1 0
0 0 −1 1 0 0
−1 0 −1 0 2 0
0 −1 0 0 0 1

. (3.3.4)
3.3.1. Redes irregulares con nodo aislado
Para el caso de redes con un oscilador aislado o maestro, significa que este oscilador no recibe
información o influencia del resto de los osciladores en la red. Por lo que, cuando exista sincronización
en la red, el oscilador aislado impondrá si dinámica al resto de la red. Podemos observar el la figura
3.2 la red irregular con un oscilador aislado.
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Figura 3.2: Red de acoplamiento irregular formada por 6 osciladores, tomando el oscilador 1 como
maestro.
También se muestra la matriz Laplaciana en 3.3.5 obtenida de la figura 3.2, observando que los
valores la fila del oscilador aislado son ceros, ya que éste impone su dinámica en una configuración
unidireccional con el resto de los osciladores.
L(G) = D(G)− A(G) =

0 0 0 0 0 0
0 3 0 0 0 0
0 0 4 0 0 0
0 0 0 2 0 0
0 0 0 0 2 0
0 0 0 0 0 2

−

0 0 0 0 0 0
1 0 1 0 0 1
1 0 0 1 1 0
1 0 1 0 0 0
1 0 1 0 0 0
1 1 0 0 0 0

,
=

0 0 0 0 0 0
−1 3 −1 0 0 −1
−1 0 3 −1 −1 0
−1 0 −1 2 0 0
−1 0 −1 0 2 0
−1 −1 0 0 0 2

. (3.3.5)
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3.4. Redes complejas regulares
La configuración de topología de redes regulares siguen un patrón definido en la forma de que sus
osciladores están conectados, y tienen estructuras, propiedades y características muy definidas [9].
Trabajaremos con tres casos en particular, red con acoplamiento global, red con acoplamiento anillo
y red con acoplamiento estrella.
3.4.1. Red con acoplamiento global (Agc)
Se le llama global, porque cada oscilador de la red está conectado con el resto de los osciladores.
En la figura 3.3 se muestra la forma de esta red.
Figura 3.3: Red regular con acoplamiento global formada por 6 osciladores.
Para este tipo de redes regulares, la matriz de adyacencia y la matriz de grado se calculan de
la misma manera como se calcularon en las redes irregulares, mostrado en (3.3.1) y (3.3.2). Los
elementos de la matriz Laplaciana tendrán la misma forma que en (3.3.3), en este caso como son
redes con un patrón definido, los elementos de la diagonal serán d1 = d2 = d3 = ... = dN = N − 1
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quedando la matriz Laplaciana L(G) como:
Agc = L(G) =

N − 1 −1 −1 . . . −1
−1 N − 1 −1 . . . −1
... . . . . . . . . .
...
−1 −1 . . . . . . −1
−1 −1 . . . −1 N − 1

, (3.4.1)
nótese que la suma de los elementos de las columnas de la matriz Laplaciana es cero.
3.4.2. Red con acoplamiento anillo (Anc)
Esta red está formada por N cantidad de osciladores acoplados en forma de anillo, cada oscilador
i es adyacente a sus osciladores vecinos, es decir, i± 1, i± 2, i± k/2 con k siendo un número par. Se
puede observar en la figura 3.4 que cada oscilador tiene una conexión de entrada y una de salida.
Figura 3.4: Red regular con acoplamiento anillo formada por 6 osciladores.
Las matrices A(G) y D(G) se calculan de la misma manera que en (3.3.1) y (3.3.2). La matriz
Laplaciana obtenida en (3.3.3) quedará como caso particular k = 2, por lo tanto d1 = d2 = d3 =
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... = dN = k, entonces:
Anc = L(G) =

k −1 0 . . . −1
−1 k −1 . . . 0
... . . . . . . . . .
...
0 0 . . .
. . . −1
−1 0 . . . −1 k

. (3.4.2)
3.4.3. Red acoplamiento estrella (Asc)
Esta red se forma cuando un oscilador está conectado al resto de los osciladores. Es decir, todos
los osciladores están conectados sólo a un oscilador central. Un ejemplo de red estrella es mostrada
en la figura 3.5.
Figura 3.5: Red regular con acoplamiento anillo formada por 6 osciladores.
Las matrices A(G) y D(G) son obtenidas como en los casos anteriores, la matriz L(G) = D(G)−
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A(G) queda como en la figura 3.4.3, donde d1 = N − 1, d2 = d3 = ... = dN = 1.
Asc = L(G) =

N − 1 −1 −1 . . . −1
−1 1 0 . . . 0
... . . . . . . . . .
...
−1 0 . . . . . . 0
−1 0 . . . 0 1

, (3.4.3)
la suma de los elementos de la columna de Asc = 0.
3.4.4. Redes regulares con oscilador aislado
De la misma manera como se menciono en el caso de redes irregulares con oscilador aislado, si la
red regular cuenta con algún oscilador aislado, éste no recibe información de otro oscilador de la red,
es decir, solamente tiene salidas. El oscilador aislado, al igual que en el caso irregular, puede imponer
su propia dinámica al resto de la red siempre y cuando exista sincronización. Entonces, en la matriz
Laplaciana, la fila donde se ubica el oscilador aislado será reemplazada por ceros. Un ejemplo muy
claro de este tipo de red se aprecia en la figura 3.6.
Figura 3.6: Red regular con acoplamiento anillo formada por 6 osciladores y el oscilador 1 como
maestro.
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Y así, la Matriz Laplaciana de la red anterior queda de la siguiente manera:
Asc = L(G) =

0 0 0 0 0 0
−1 1 0 0 0 0
−1 0 1 0 0 0
−1 0 0 1 0 0
−1 0 0 0 1 0
−1 0 0 0 0 1

. (3.4.4)
Capítulo 4
Sincronización de redes complejas utilizando
acoplamiento a modelos
4.1. Introducción
En este capítulo se presenta la metodología de acoplamiento a modelos para alcanzar el objetivo
de esta tesis. Para esta técnica se propuso una solución con base en álgebra diferencial para el caso
discreto en [42]. Por lo que, esta metodología se ha usado para sincronizar solo dos sistemas caóticos
discretos [27] utilizada por la propuesta presentada en [43] y [44]. Se empleará dicha técnica para
sincronizar más de dos osciladores caóticos discretos acoplados en una red.
4.2. Descripción del problema de estudio
Considere el sistema no lineal discreto P, definido por
P :

x(k + 1) = f(x(k), u(k)),
y(k) = h(x(k)),
(4.2.1)
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donde el vector de estados x(k) ∈ X , siendo X un conjunto abierto en<n, la entrada u(k) pertenece
a un conjunto abierto U en < y la salida y(k) pertenece a un conjunto abierto Y en <. Los mapeos
f : X × U −→ X y h : X −→ Y son analíticos.
Ahora, considere otro sistema no lineal discreto M, descrito por
M :

xM(k + 1) = fM(xM(k), uM(k)),
yM(k) = hM(xM(k)),
(4.2.2)
donde el vector de estados xM(k) ∈ XM , siendo XM un conjunto abierto en RnM , la entrada uM(k)
pertenece a un conjunto abierto UM en R y la salida yM(k) pertenece a un conjunto abierto YM
en R. De igual manera, los mapeos fM : XM × UM −→ XM y hM : XM −→ YM son
analíticos. A lo largo de la tesis se asumen ciertos valores en los parámetros de los sistemas que se
presentan, y sin control, es decir, cuando ui(k) = uM(k) = 0, i = 1, 2, ..., N y así exhibiendo
comportamientos caóticos en los sistemas. El objetivo de este capítulo es diseñar una ley de control
para el sistema (4.2.1), que en lazo cerrado genere un comportamiento entrada-salida que tienda al
oscilador de referencia (4.2.2). Con esta metodología, buscaremos sincronizar una red formada por N
cantidad de osciladores caóticos discretos en una topología regular con acoplamiento estrella y con
nodo aislado (maestro).
En este trabajo de tesis, se tiene interés particular en el problema de acoplamiento asintótico a
modelos que a continuación se describe brevemente y donde el análisis que se presenta, está dado
para el caso particular de sistemas de una entrada y una salida únicamente.
4.2.1. Acoplamiento asintótico a modelos
El objetivo de control del problema de acoplamiento asintótico a modelos (PAAM) consiste en
encontrar las leyes de control ui(k), i = 1, 2, ..., N para la plantas Pi, i = 1, 2, 3, ..., N que logre,
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para cualquiera de los estados iniciales de Pi y M, que las salidas yi(k), i = 1, 2, 3, ..., N de Pi
converjan asintóticamente a la salida yM(k) producida por el oscilador M bajo una entrada arbitraria
uM(k).
En la literatura correspondiente se han reportado muchos trabajos donde se han propuesto difer-
entes maneras de resolver el problema de acoplamiento a modelos en tiempo discreto [44], [45] y [46]
por mencionar algunas. En este capítulo se optará la metodología propuesta por [44]: donde el PAAM
se transforma en un problema de desacoplar la salida de un sistema auxiliar de la entrada al modelo
uM(k).
Expuesto lo anterior, podemos definir formalmente el problema de acoplamiento asintótico a modelos
como sigue:
Definición 1: Problema discreto de acoplamiento asintótico a modelos no lineales (PDAAMN)
[44]. Dada la planta P y el modelo M definimos alrededor de sus respectivos puntos de equilibrio
(x0, u0) y (x0M , U
0
M), y un punto (x(0), xM(0)) ∈ X0 × X0M ⊂ X ×XM . El PDAAMN consiste
en encontrar un entero ν y una ley de control u(k), tal que la salida de la planta compensada yPoC(k)
converja asintóticamente a la salida yM(k) producida por una entrada uM(k) del modelo M.
Una forma de resolver el PDAAMN [44] consiste en definir un error yE(k) = yi(k)−yM(k), i =
1, 2, 3, ..., N, entre las salidas de las plantas Pi y del modelo M, y diseñar las leyes de control ui(k),
tal que ese error reúna las siguientes propiedades:
i) Esté desacoplado de la entrada del modelo uM(k) para toda k ≥ 0.
ii) Converja asintóticamente a cero.
El primer punto es equivalente a transformar el PDAAMN en un problema de desacoplamiento a
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perturbaciones de un sistema auxiliar (compuesto por las plantas y el modelo). Al resolver el proble-
ma en esta forma, se obtiene no sólo convergencia de las salidas de la plantas a la salida del modelo,
sino también, una convergencia del error que es independiente de la entrada al modelo uM(k). De esta
manera, el error de salida yE(k) depende sólo de las condicines iniciales x(1) y xM(1). Con esto, se
define dicho sistema auxilar como sigue:
E :

xE(k + 1) = fE(xE(k), uE(k), wE(k)),
yE(k) = hE(xE(k)),
(4.2.3)
con vector de estado auxiliar xE(k) = (x(k), xM(k))T ∈ Rn+nM y entradas uE(k) = u(k) y
wE(k) = uM(k), donde
fE(xE(k), uE(k), wE(k)) =

f(x, u)
fM(xM , uM)
 , (4.2.4)
hE(xE) = h(x)− hM(xM). (4.2.5)
Nótese que en este sistema auxiliar la señal uM(k) se considera una perturbación y siendo ésta
una señal conocida en todo tiempo (ya que es la entrada a M), se puede tratar el problema anterior
como un problema de desacoplamiento a perturbaciones con medición de perturbaciones.
En los casos de plantas en tiempo discreto se tiene que: un problema de acoplamiento a modelos
no lineales tiene solución, si existe solución al problema de desacoplamiento a perturbaciones con
medición de perturbaciones, asociado al sistema auxiliar (4.2.3). A continuación el PDAAMN se
tratará en términos del grado relativo asociado a las salidas yi(k) e yM(k); i=1,2,...,N, para lo cual se
presenta la siguiente definición:
Definición 2: Grado relativo [48]. La salida y(k) de la planta (4.2.1) se dice que tiene grado
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relativo d en un subconjunto abierto y denso O de X × U conteniendo al punto de equilibrio (x0, u0),
si
∂
∂u
[h ◦ f l0(f(x, u))] ≡ 0, (4.2.6)
para toda 0 ≤ l ≤ d− 1, para todo (x, u) ∈ O y
∂
∂u
[h ◦ f l0(f(x, u))] 6= 0, (4.2.7)
para todo (x, u) ∈ O.
Una definición similar puede formularse para el grado relativo dM del modelo (4.2.2), en un sub-
conjunto abierto y denso OM , de XM × UM conteniendo al punto de equilibrio (x0M , u0M).
Para resolver el PAAM, la siguiente hipótesis es requerida [49]:
(H1) Para todo xE = (x, xM)T ∈ X × XM y toda uM ∈ UM ,
0 ∈ =m{hE ◦ fdE0(xE, ·, uM))},
donde =m{ϕ} indica la imagen del mapa ϕ y “◦” es la operación de composición.
De este modo, el siguiente teorema da condiciones necesarias y suficientes para la solución local
del PAAM.
Teorema ([49], [44]). Considere la planta P (4.2.1) y el modelo M (4.2.2) definidos alrededor de
sus respectivos puntos de equilibrio (x0, u0) y (x0M , u
0
M). Supóngase que la salida de la planta y del
modelo tienen grados relativos finitos d y dM , respectivamente. Asúmase que la suposición (H1) se
cumple. Entonces el PAAM tiene solución local en ΩE0 , si y sólo si
d ≤ dM . (4.2.8)
Si la condición 4.2.8 se cumple, entonces a partir de la definición de grado relativo d y dM , se
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tiene que
yE(k + 1) = hE ◦ f lE0(xE(k)),
= h ◦ f l0(x(k))− hM ◦ f lM0(xM(k)), l = 0, 1, ..., d,
(4.2.9)
además,
yE(k + d+ 1) = h ◦fd0 ◦ f(x(k), u(k))− hM ◦ f lM0 ◦ fM(xM(k), uM(k))
= h ◦fd+10 (x(k)) + S(x(k), u(k))− hM ◦ f lM0 ◦ fM(xM(k), uM(k)),
(4.2.10)
con S(x(k), 0) y
∂S(x(k), u(k))
∂u(k)
=
∂yE(k + d+ 1)
∂u(k))
6= 0. (4.2.11)
Considerando (4.2.11) y la suposición (H1), se sigue a partir del teorema de la función implícita
que existe un mapa analítico γE : Rn×nM ×R×R→ R tal que
yE(k + d+ 1) = hE ◦ fdE0 ◦ fE(xE(k), γE(xE(k), uM(k), v(k))) = v(k), (4.2.12)
con v ∈ R un control externo, o equivalentemente,
S[x(k), γE(xE(k), uM(k), v(k))] = v(k)
−h ◦ fd0 ◦ f(x(k))
+hM ◦ f lM0 ◦ fM(xM(k), uM(k)).
(4.2.13)
El mapeo analítico γE(xE, uM , v) es el inverso de S(x, ·), es decir
γE(xE(k), uM(k), v(k)) = S
−1(x(k), v−h ◦ fd0 ◦ f(x) +hM ◦ f lM0 ◦ fM(xM(k), uM(k))), (4.2.14)
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donde el control externo es dado por
v(k) = −
d∑
l=0
αl[h ◦ f l0(x(k))− hM ◦ f lM0(xM(k))]. (4.2.15)
Finalmente, se muestra al sistema auxiliar E (4.2.3) retroalimentado por la ley de control (4.2.11-
4.2.14) en términos de la planta P y del modelo M en un marco de coordenadas diferentes. En este
trabajo, se restrigen los resultados sobre sincronizacion de salida a:
(A) Plantas completamente linealizables, es decir, para d+ 1 = n.
A partir de la definicion de grado relativo d, se tiene que: h(x), ..., h ◦ fd0 (x) son funciones in-
dependientes [50] y pueden ser elegidas como nuevas coordenadas con ξi(x) = h ◦ f i−10 (x) para
i = 1, 2, ..., d + 1 definidas en el subconjunto O alrededor de x0. Permitase considerar al sistema
auxiliar E (4.2.3) y las nuevas coordenadas
(ζ(xE), xM) = φ(xE) = φ(x, xM), (4.2.16)
donde ζ(xE) = [ζ1(xE), ..., ζd+1(xE)]T y ζ(xE) = hEi ◦ f i−1E0 (xE) = ζi(x)−hM0 ◦ fM0(xM) para
i = 1, 2, ..., d + 1. De este modo, el sistema auxiliar (4.2.3) en lazo cerrado en el nuevo marco de
coordenadas toma la forma
ζi(k + 1) = ζi+1(k), i = 1, ..., d,
ζd+1(k + 1) = v(k) = −α0ζ1(k)− · · · − αdζd+1(k),
xM(k + 1) = fM(xM(k), uM(k)),
yE(k) = ζ1(k).
(4.2.17)
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De la descripción del sistema (4.2.17), se puede ver que la salida y(k) de la planta retroalimentada,
difiere de la salida yM(k) del modelo por una señal de error yE(k), gobernada por la ecuación lineal
en diferencias
yE(k + d+ 1) + αdiyE(k + d) + ...+ α1yE(k + 1) + α0yE(k) = 0, (4.2.18)
donde α0, ..., αd son coeficientes reales constantes, lográndose que la salida y(k) converja a
yM(k). Es decir, yE(k) = 0 después de algún tiempo, lograndose por tanto, que la condición de
sincronización de salida
l´ım
k→∞
||yM(k)− y(k)|| = 0 (4.2.19)
se cumpla.
Del sistema en lazo cerrado (4.2.17), se pueden distinguir dos subsistemas, que son:
1. El sistema descrito por la ecuación
xM(k + 1) = fM(xM(k), uM(k)), (4.2.20)
que representa la dinámica del modelo de referencia M.
2. El subsistema lineal definido por la ecuación
ζ(k + 1) = A∗ζ(k), (4.2.21)
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con
A∗ =

0 1 0 · · · 0
0 0 1 · · · 0
0 0 1 · · · 0
...
...
... . . .
...
0 0 0 · · · 1
−α0 −α1 −α2 · · · −αd

, (4.2.22)
asociada a la dinámica de la señal de error yE(k).
El subsistema M puede asumirse estable, si se elige una ley de control tal que la matrizA∗ tenga todos
sus valores propios con magnitud estríctamente menor que 1, entonces el sistema en lazo cerrado será
exponencialmente estable. Como consecuencia de lo anterior, se cumple tambien con la condicion de
sincronía de salida (4.2.19).
Observación: Dado que yE(k) = ζ1(k) = ξ1(x(k)) − hM1(xM(k)) → 0 a medida que k → ∞,
nótese que ξi(x) y hMi ◦ f i−1M0 (xM), i = 1, 2, ..., d+1 son difeomorfismos. Entonces, si la planta P y
el modelo M son sistemas caóticos discretos idénticos, ξi(x)→ hMi ◦ f i−1M0 (xM), i = 1, 2, ..., d+1
y, si los mapeos tienen la misma estructura y tienden a ser iguales, entonces los argumentos también,
es decir x(k) → xM(k) a medida que k → ∞. Además, de la ley de control (4.2.14) y (4.2.15) se
puede ver que, u(k)→ uM(k) a medida que k →∞, con el propósito de desacoplar la entrada uM(k)
en el sistema auxiliar E (4.2.3). Por tanto, para sistemas caóticos idénticos, se obtiene sincronización
completa, es decir, la condición
l´ım
k→∞
||xM(k)− xi(k)|| = 0, i = 1, 2, ..., N, (4.2.23)
se cumple.
La figura 4.1 muestra el esquema de sincronización empleando acoplamiento a modelos (maestro-
esclavo) garantizando sincronización en la salida de los dos osciladores.
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Figura 4.1: Esquema de sincronización empleando acoplamiento a modelos.
La figura 4.2 muestra un diagrama a bloques que representa lo anterior extendido a una red; con
esta configuración se garantiza sincronización con todos los osciladores en la salida, significando la
condición (4.2.19).
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Figura 4.2: Esquema de sincronización extendido a una red empleando acoplamiento a modelos.
4.2.2. Ejemplos
Realizaremos un ejemplo en donde se ha utilizado esta técnica para sincronizar 2 osciladores
caóticos idénticos, figura 4.1. Después, extenderemos dicha técnica para sincronizar 9 osciladores
idénticos conectados en una red estrella, figura 4.8.
Ejemplo 1. Considere el siguiente sistema hipercaótico Grassi-Miller:
x1(k + 1) = bx1(k) + 1− ax22(k),
x2(k + 1) = x1(k),
(4.2.24)
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con los valores en los parámetros a = 1 y b = 0.3, el sistema presenta comportamiento hipercaótico
[31]. En la figura 4.3 se observa el comportamiento temporal de los estados del sistema (4.2.24)
cuando parten de la condición x(1) = (0.1, 0.2). Mientras que en la figura 4.4 se muestra en el
espacio de estados el atractor hipercaótico del sistema sobre el plano x1(k) vs x2(k).
Figura 4.3: Evoluciones en el tiempo de los estados hipercaóticos del sistema (4.2.24).
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Figura 4.4: Atractor hipercaótico desplegado por el sistema (4.2.24).
Con base al sistema anterior, considere el siguiente sistema como esclavo (planta),
P :

x1(k + 1) = bx1(k) + 1− ax22(k) + u(k),
x2(k + 1) = x1(k),
y(k) = x2(k),
(4.2.25)
además, considere el siguiente sistema como maestro (modelo de referencia),
M :

xM1(k + 1) = bxM1(k) + 1− ax2M2(k) + uM(k),
xM2(k + 1) = xM1(k),
yM(k) = xM2(k),
(4.2.26)
con esto, el grado relativo tanto del esclavo (4.2.25) como del maestro (4.2.26) es d = dM = 1
según el teorema de grado relativo (4.2.6) y (4.2.7), garantizando solución al problema de acoplamien-
to a modelos y por tanto, al problema equivalente de sincronización de salida, condición (4.2.19).
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Para encontrar la solución a este problema siguiendo esta metodología, se define un sistema au-
xiliar como en (4.2.3), cuya salida es la diferencia entre la salida del esclavo y del maestro:
yE(k) = y(k)− yM(k) = x2(k)− xM2(k). (4.2.27)
Definiendo ζ1(k) = yE(k) se expresan los sistemas (4.2.25) y (4.2.26) en nuevas coordenadas
como en (4.2.17):
ζ1(k + 1) = yE(k + 1) = ζ2(k),
ζ2(k + 1) = yE(k + 2) = υ(k) = −α1ζ2(k)− α0ζ1(k).
(4.2.28)
Del sistema anterior (4.2.28), se observa que en este caso el sistema auxiliar en las nuevas coorde-
nadas, está completamente linealizado. La selección apropiada de los valores de αi, i = 0, 1 garantiza
convergencia del error a cero, es decir ζ1(k) = 0.
Se obtiene la siguiente ley de control que logra el acoplamiento entre la salida del maestro y del
esclavo,
u(k) = −bx1(k)− 1 + ax22(k) + (k) + υ(k), (4.2.29)
donde
(k) = bxM1(k) + 1− ax2M2(K) + uM(k),
υ(k) = −α1ζ2(k)− α0ζ1(k),
= −α1(x1(k)− xM1(k))− α0(x2(k)− xM2(k)),
= α1xM1(k) + α0xM2(k)− α1x1(k)− α0x2(k).
(4.2.30)
Utilizando la ley de control (4.2.29) y el esquema mostrado en la figura 4.1, se realizaron las sigu-
ientes simulaciones numéricas.
Se emplearon los mismos valores de parámetros tanto en maestro como en esclavo (a = 1 y b = 0.3).
Se utilizó una uM(k) = 0 para garantizar el comportamiento hipercaótico del maestro, se fijaron
condiciones iniciales x(1) = (0.3, 0.4) para el esclavo y xM(1) = (0.1, 0.2) para el maestro y se
seleccionó αi = 0.9, i = 0, 1.
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En la figura 4.5 se observa la evolución temporal de los estados x1(k) y xM1(k) además de los es-
tados x2(k) y xM2(k); puede apreciarse como después de un transitorio, los estados se sincronizan.
Para este ejemplo, donde se construye maestro y esclavo con sistemas idénticos, se obtiene sincronía
completa, es decir, la condición (4.2.23) se cumple.
La figura 4.6 muestra los diagramas de fase donde se aprecia mejor la sincronía de ambos estados.
Finalmente, la figura 4.7 muestra la evolución temporal de los errores entre los estados del maestro y
del esclavo, ei(k) = xi(k)− xMi(k), i = 1, 2.
Figura 4.5: Acoplamiento (sincronía) entre xM1(k) (línea continua) y x1(k) (línea segmentada) y
sincronía entre la salida del modelo yM(k) = xM2(k) (línea continua) y la salida de la planta y(k) =
x2(k) (línea segmentada).
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Figura 4.6: Planos de fase x1(k) vs xM1(k); x2(k) vs xM2(k).
Figura 4.7: Evolución temporal de los errores de sincronía: ei(k) = xi(k)− xMi(k), i = 1, 2.
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Ejemplo 2. Considere la red estrella con nodo maestro mostrada en la figura 4.8.
Figura 4.8: Red estrella formada por 9 osciladores con oscilador maestro.
Los osciladores de la red están compuestos por el sistema caótico Lozi:
x1(k + 1) = x2(k),
x2(k + 1) = −p|x2(k)|+ qx1(k) + 1,
(4.2.31)
con los valores en los parámetros p = 1.8 y q = 0.4, el sistema presenta comportamiento caótico
[32]. En la figura 4.9 se muestra en el espacio de estados el atractor caótico del sistema sobre el plano
x1(k) vs x2(k). Mientras que en la figura 4.10 se observa el comportamiento temporal de los estados
del sistema (4.2.31) cuando parten de la condición x(1) = (0.5, 0.1).
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Figura 4.9: Atractor caótico desplegado del sistema (4.2.31).
Figura 4.10: Evoluciones en el tiempo de los estados del sistema caótico Lozi.
Con base a lo anterior, considere los siguientes sistemas como esclavos (plantas):
Osc. i

xi1(k + 1) = xi2(k),
xi2(k + 1) = −p|xi2(k)|+ qxi1(k) + 1 + ui(k), donde i = 1, 2, ..., 8.
yi(k) = xi1(k),
(4.2.32)
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además, considere el siguiente sistema como maestro (modelo),
Osc. M

xM1(k + 1) = xM2(k),
xM2(k + 1) = −p|xM2(k)|+ qxM1(k) + 1 + uM(k),
yM(k) = xM1(k).
(4.2.33)
Obtenemos el grado relativo de los osciladores (4.2.32) y del oscilador maestro (4.2.33), como
son idénticos, el grado relativo es el mismo di = dM = 1, i = 1, 2, ..., 8 según el teorema (4.2.6)
y (4.2.7), garantizando la solución al PAM y por lo tanto, al problema de sincronización de salida,
condición (4.2.19). Recordemos que como son sistemas idénticos y existe sincronización en la salida,
todos los estados sincronizarán, obteniendo así, sincronización completa (4.2.23).
Para encontrar la solución a este problema, siguiendo la metodología, se definen los sistemas
auxiliares como en (4.2.3), cuya salida es la diferencia entre cada una de las salidas de los osciladores
y del maestro:
yEi(k) = yi(k)− yM(k) = xi1(k)− xM1(k), i = 1, 2, ..., 8. (4.2.34)
Definiendo ζ1(k) = yE(k) se expresan los sistemas (4.2.31) y (4.2.32) en nuevas coordenadas
como en (4.2.17):
ζ1i(k + 1) = yEi(k + 1) = ζ2i(k),
ζ2i(k + 1) = yEi(k + 2) = υ(k) = −α1ζ2i(k)− α0ζ1i(k), donde i = 1, 2, ..., 8.
(4.2.35)
Del sistema anterior (4.2.35), se observa que los sistemas auxiliares en las nuevas coordenadas
están completamente linealizados. La selección propia de los valores de αj, j = 0, 1 garantiza
convergencia del error a cero, es decir, ζ1i(k) = 0, i = 1, 2, ..., 8. Se obtiene la siguiente ley de
control que logra el acoplamiento (sincronía) entre la salida del maestro y cada una de la salidas de
los osciladores (plantas),
ui(k) = p|xi2(k)| − qxi1 − 1 + υi(k) + e(k), i = 1, 2, ..., 8, (4.2.36)
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donde
e(k) = −p|xM2(k)|+ qxM1(k) + 1 + uM ,
υi(k) = −α1ζ2i(k)− α0ζ1i(k),
= −α1(k)(xi2(k)− xM2(k))− α0(xi2(k)− xM1), donde i = 1, 2, ..., 8.
(4.2.37)
Utilizando la ley de control (4.2.36) y el esquema de la figura (4.8), se realizaron las siguientes
simulaciones numéricas.
Se emplearon los mismos valores de los parámetros para todos los osciladores (p = 1.8 y q = 0.4).
Se seleccionó una uM(k) = 0 para garantizar el comportamiento caótico del oscilador maestro, las
condiciones iniciales de los osciladores son:
xM(1) = (0.5, 0.1), x1(1) = (0.9, 0.4),
x2(1) = (−0.8,−0.7), x3(1) = (−0.2,−0.3),
x4(1) = (0.6,−0.9), x5(1) = (−0.6,−0.5),
x6(1) = (−0.1, 0.2), x7(1) = (−0.3, 0.7),
x8(1) = (−0.34, 0.99),
y se seleccionó αi = 0.5 i = 0, 1. En la figura (4.11) se observa la evolución temporal de los
estados xi1(k) y xM1(k) además de los estados xi2(k) y xM2(k) i = 1, 2, ..., 8; puede apreciarse
que después de un transitorio se obtiene sincronía completa. También, en las figuras 4.12 y 4.13 se
presentan los planos de fase de cada oscilador donde se aprecia mejor la sincronía de los estados xi1
y xi2; i = 1, 2, ..., 8. Por último, la figura 4.14 muestra la evolución temporal de los errores entre los
estados de los osciladores así como del maestro, ei1 = xi1 − xM1 y ei2 = xi2 − xM2, i = 1, 2, ..., 8.
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Figura 4.11: Sincronización entre xM1(k) (línea continua) y xi1 (líneas segmentadas); y sincronía en
los estados xM2 (línea continua) y xi2 (línea segmentada), donde i = 1, 2, ..., 8.
56
Figura 4.12: Planos de fase de xM1(k) vs x11(k); xM1(k) vs x21(k); xM1(k) vs x31(k); ... ; x71(k) vs
x81(k).
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Figura 4.13: (a) Planos de fase de xM2(k) vs x12(k); xM2(k) vs x22(k); xM2(k) vs x32(k); ... ; x72(k)
vs x82(k). (b) Atractor Lozi formado por los estados sincronizados xi1 vs xi2 donde i = 1, 2, ..., 8.
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Figura 4.14: Evolución temporal de los errores ei1(k) = xM1(k) − xi1(k) y ei2(k) = xM2(k) −
xi2(k), i = 1, 2, ..., 8.
Generalizando el resultado anterior para una red estrella formada por N-osciladores y con os-
cilador maestro, obtenemos el grado relativo di = dM = d, i = 1, 2, ..., N , siendo el mismo valor
para todos los sistemas, ya que son idénticos (4.2.6) y (4.2.7).
Siguiendo la metodología presentada en este capítulo, encontramos la solución definiendo los
sistemas auxiliares (4.2.3), cuya salida es la diferencia entre cada una de las salidas de los osciladores
y del maestro:
yEi(k) = yi(k)− yM(k), i = 1, 2, ..., N. (4.2.38)
Definiendo ζ1(k) = yE(k) como el sistema auxiliar en lazo cerrado en el nuevo marco de coordenadas,
toma la forma:
ζ1(k + 1) = ζi+1(k),
ζd+1(k + 1) = υ(k) = −α0ζ1(k)− ...− αdζd+1(k), i = 1, ..., d.
(4.2.39)
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donde
υ(k) es el control extendido dado por (4.2.15).
La selección propia de los valores de αj , j = 0, 1, ..., d garantiza la convergencia del error a cero,
es decir, ζi(k) = 0, i = 1, 2, ..., N . La ley de control generalizada para la sincronización completa de
los N-osciladores en la red queda de la forma:
ui(k) = −fi(xi(k)) + υi(k) + fM(xM(k), uM(k)), i = 1, 2, ..., N, (4.2.40)
donde
fi(xi(k)) es la dinámica de los osciladores i = 1, 2, ..., N ,
fM(xM(k), uM(k)) es la dinámica del oscilador maestro.
De esta manera obtenemos sincronización completa en una red estrella formada por N-osciladores
con oscilador maestro.
En este capítulo se mostró las condiciones de acoplamiento (sincronía) de la metodología acopla-
miento a modelos, realizando un ejemplo de cómo se pueden sincronizar dos sistemas idénticos con
dicha técnica [27]. Extendimos esta metodología para sincronizar una red estrella con oscilador ais-
lado, donde observamos sincronización completa en todos los osciladores conectados en la red; es
necesario tener un oscilador maestro que imponga su dinámica al resto de los osciladores directa-
mente para que exista sincronía, de lo contrario, no es posible generar sincronía entre los osciladores.
Capítulo 5
Sincronización de redes complejas utilizando
matriz de acoplamiento
5.1. Introducción
Después de definir las diferentes topologías de redes, algunas características de redes complejas
y la metodología de acoplamiento a modelos, pasemos a la sincronización de redes complejas uti-
lizando matriz de acoplamiento. Empezaremos describiendo las dinámicas de los osciladores en la
red, y la ley de control que se describen en [17] y [9] obtenidas de la teoría de grafos. Después se
mencionarán las condiciones necesarias para la sincronización y el análisis de estabilidad según la
tería de Lyapunov.
5.1.1. Dinámica de redes complejas
Considere una red compleja de N osciladores idénticos acoplados linealmente a través de la
primera variable de estados de cada oscilador. En esta red dinámica, cada oscilador constituye un
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sistema dinámico de dimensión n, descrita como sigue:
xi(k + 1) = f(xi(k)) + ui(k), i = 1, 2, ..., N, (5.1.1)
donde xi(k) = (xi1(k), xi2(k), ..., xin(k))T ∈ Rn son las variables del estado del oscilador i.
Mientras que
ui(k) = c
N∑
j=1
aijΓxj, i = 1, 2, ..., N, (5.1.2)
la c > 0 representa el grado de acoplamiento de los osciladores de la red dinámica. Γ ∈ Rn×n
es la matriz de conexiones que conecta a las variables que están en los osciladores acoplados. Por
simplicidad, Γ = diag(r1, r2, ..., rn) matriz simétrica donde en la diagonal con ri = 1 para una i en
particular y rj = 0 para i 6= j.
A = (aij) ∈ Rn×n, (5.1.3)
es la matriz de acoplamiento y representa la configuración de acoplamiento de los osciladores en
la red dinámica. Si existe conexión entre oscilador i y el j, entonces la entrada aij = 1; de lo contrario,
aij = 0 para i 6= j.
aii =
N∑
j=1,j 6=i
aij = −
N∑
j=1,j 6=i
aij, i = 1, 2, ..., N. (5.1.4)
Si el grado del oscilador i es di, entonces,
aii = −di, i = 1, 2, ..., N. (5.1.5)
Suponiendo que en la red dinámica no hay osciladores aislados, entonces A es la matriz simétrica
irreducible. En este caso cero es un valor propio de A, con multiplicidad 1 y el resto de los valores
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propios son estrictamente negativos. Si x1(k) = x2(k) = ... = xN(k), cuando k →∞ la red dinámica
sincroniza.
La sincronización de estados corresponde a una solución s(k) ∈ Rn, de un oscilador aislado,
satisfaciendo,
s(k + 1) = f(s(k)), (5.1.6)
donde s(k) puede ser un punto de equilibrio, una órbita periódica o un atractor caótico. Por lo que,
la sincronización, es decir,
x1(k) = x2(k) = ... = xN(k) = s(k), (5.1.7)
está determinada por la dinámica de un oscilador aislado, de la función no lineal f y de su solución
s(k), del grado de acoplamiento c, de la matriz de conexiones Γ y de la matriz de acoplamiento A.
5.1.2. Condiciones de sincronización
Teorema 1 [17], [9]: Considere la red dinámica (5.1.1) y (5.1.2). Sean
0 = λ1 > λ2 ≥ λ3 ≥ ... ≥ λN , (5.1.8)
los valores propios de A. Suponiendo que existe una matriz diag(n × n)D > 0 y dos constantes
d < 0 y τ > 0 tales que
[Df(s(k)) + dΓ]TD + D[Df(s(k)) + dΓ] ≤ −τIn, (5.1.9)
para todo d ≤ d.
Si se cumple cλ2 ≤ d entonces la sincronización x1(k) = x2(k) = ... = xN(k) = s(k) es
exponencialmente estable, puesto que λ2 < 0 y d < 0, entonces,
cλ2 ≤ d. (5.1.10)
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Dado que |λ2| puede ser un valor grande, la red dinámica debe sincronizar con una c pequeña. Así
la sincronización de la red dinámica (5.1.1) y (5.1.2) con respecto a una configuración particular de
acoplamiento, ya sea regular o irregular, se puede determinar por el segundo valor propio más grande
de la matriz de acoplamiento A.
5.1.3. Estabilidad de redes complejas
La estabilidad de redes complejas basada en la teoría de Lyapunov describe las condiciones que
garantiza estabilidad del error de sincronía de una red compleja definida por (5.1.1) y (5.1.2). Teniendo
en cuenta lo siguiente [8]:
1) El caso de una red compleja que no tenga un oscilador maestro. La dinámica resultante de la red
puede corresponder a un nuevo estado caótico o a la dinámica del oscilador que domine más en la red.
2) El caso de una red compleja con oscilador maestro. La dinámica resultante corresponde a la del
oscilador maestro.
5.1.4. Caso sin oscilador maestro
Considerando una red compleja compuesta por N sistemas caóticos discretos (osciladores) que
están acoplados con una función,
xi(k + 1) = f(xi(k)) + υ(x1(k), x2(k), ..., xN(k)), i = 1, 2, ..., N, (5.1.11)
donde xi(k) = (xi1(k), xi2(k), ..., xiN(k))T ∈ Rn representa el vector de estados del i-ésimo os-
cilador, f : Rn → Rn es una función no lineal del estado y υi(k) es una función de acoplamiento.
Como todos los sistemas serán idénticos como osciladores, los estados de los sistemas tienen la misma
dimensión, es decir, υi(x1(k), x2(k), ..., xN(k)) = 0, i = 1, 2, ..., N .
Si x1(k) = x2(k) = ... = xN(k), cuando k → ∞, implica que cualquier solución de xi(k) de
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un oscilador aislado, es también salida de (5.1.11). Los estados de cualquier dos osciladores caóticos
discretos xi(k), xj(k) de la red satisfacen:
l´ım
k→∞
||xi(k)− xj(k)|| = 0, i, j = 1, 2, ..., N, i 6= j. (5.1.12)
Si se le define el error de sincronía por ei(k) = xi(k) − xi+1(k), i = 1, 2, ..., N , entonces
obtenemos el sistema dinámico del error de sincronía:
e(k + 1) = f˜(xi(k), xi+1(k)) + v˜i(k); i = 1, 2, ..., N − 1, (5.1.13)
donde
f˜(xi(k), xi+1(k)) = f(xi(k))− f(xi+1(k)),
υi(k) = υi(x1(k), x2(k), ..., xN(k)).
(5.1.14)
Proponiendo que
υi(k) = −f˜(xi(k), xi+1(k))− αei(k), α > 0, i = 1, 2, ..., N − 1. (5.1.15)
Entonces (5.1.13) es globalmente asintóticamente estable alrededor del origen, es decir,
ei(k)→ 0; i = 1, 2, ..., N − 1. (5.1.16)
5.1.5. Caso con oscilador maestro
Si la función de acoplamiento es υρ = 0, entonces es de la forma:
υi(k) = f(xρ(k))− f(xi(k)) + α(xρ − xi), α > 0, i = 1, 2, ..., N − 1. (5.1.17)
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Esto implica que el oscilador desacoplado ρ se toma como oscilador maestro y todos los os-
ciladores restantes de la red sincronizan con este oscilador maestro, es decir
l´ım
k→∞
||xi(k)− xρ(k)|| = 0, i = 1, 2, ..., N. (5.1.18)
Esto significa, que se puede garantizar que los estados de la red sincronizan con los estados arbi-
trarios de un oscilador desacoplado ρ. En particular, se requiere que los estados de los osciladores de
la red compleja, sincronizen con el estado del oscilador maestro s(k), que satisface,
s(k + 1) = f(s(k)). (5.1.19)
Esta dinámica del oscilador maestro, puede ser un punto equilibrio, una órbita periódica o un
atractor caótico. Se escoge una función de acoplamiento de la forma,
υi(k) = f(s(k))− f(xi(k)) + α(s(k)− xi(k)), α > 0, i = 1, 2, ..., N − 1, (5.1.20)
tal que satisfaga (5.1.18) y que por lo tanto garantice la sincronización asintótica y global.
5.2. Ejemplos de sincronización de redes complejas formadas por
osciladores discretos
En esta sección realizaremos la sincronización de redes complejas formadas por osciladores dis-
cretos, en topología regular global, anillo y estrella. También, realizaremos un ejemplo en topología
irregular sin nodo maestro.
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5.2.1. Sincronización de una red global formada por osciladores discretos Fold
Considere una red global formada por 12 osciladores caóticos discretos como se observa en la
figura 5.1.
Figura 5.1: Red global compuesta por 12 osciladores.
Los osciladores de la red están formados por sistemas caóticos discretos Fold (algunas veces
llamado bifurcación fold, saddle-node bifurcation or tangent bifurcation). Este sistema es sencillo de
construir, cuyas ecuaciones son:
x1(k + 1) = x2(k) + ax1(k) + u1,
x2(k + 1) = x1(k)
2 + b,
(5.2.1)
se sabe que el sistema (5.2.1) para ciertos valores de parámetros exhibe una dinámica caótica [7].
En las simulaciones numéricas realizadas se consideraron los valores paramétricos: a = −0.1 y
b = −1.7. La figura 5.2 muestra el atractor caótico del sistema (5.2.1) en el espacio de estados.
Siguiendo el material presentado en la sección anterior, a continuación se muestra la sincronización
de una red global , figura 5.1, utiliando matriz de acoplamiento, realizando la sincronización en los
osciladores descritos como:
osc. i
{
xi1(k + 1) = xi2(k) + axi1(k) + u1,
xi2(k + 1) = xi1(k)
2 + b,
donde i = 1, 2, ..., 12. (5.2.2)
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Figura 5.2: Atractor caótico del sistema (5.2.1).
La matriz de acoplamiento se obtiene con la ecuación (5.1.3) u obteniendo la matriz Laplaciana
L(G)=D(G)-A(G) de la ecuación (3.4.1), la cual queda como sigue:
Agc = L(G) =

N + 1 0 0 · · · 0
0 N + 1 0 · · · 0
...
... . . .
...
...
0 0 0 · · · 0
0 0 0 · · · N + 1

−

0 1 1 · · · 1
1 0 1 · · · 1
...
... . . .
...
...
1 1 1 · · · 1
1 1 1 · · · 0

. (5.2.3)
La cual queda simplificada como:
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Agc = L(G) =

−11 1 1 1 1 1 1 . . . 1
1 −11 1 1 1 1 1 . . . 1
1 1 −11 1 1 1 1 . . . 1
1 1 1 −11 1 1 1 . . . 1
1 1 1 1 −11 1 1 . . . 1
1 1 1 1 1 −11 1 . . . 1
1 1 1 1 1 1 −11 . . . 1
1 1 1 1 1 1 1 . . . 1
1 1 1 1 1 1 1 . . . 1
1 1 1 1 1 1 1 . . . 1
1 1 1 1 1 1 1 . . . 1
1 1 1 1 1 1 1 . . . −11

. (5.2.4)
Utilizando la ecuación (5.1.2), obtenemos las leyes de control que hará que los osciladores se
sincronicen, quedando como:
ui(k) = c
12∑
j=1
AgcΓxj2, i = 1, 2, ..., 12, (5.2.5)
como existen conexiones entre todos los osciladores dentro de la red, Γ = I12.
Las leyes de control obtenidas de (5.2.5) garantizan que los osciladores de Fold se sincronicen.
Calculando los valores propios de la matriz Laplaciana: λ1 = 0; λi = −12; i = 2, 3, ..,12 y tomando
un valor de d = −1 como en la ecuación (5.1.9), podemos hacer que los estados de cada oscilador
converjan a 0. Obtenida una d = −1, calculamos de la ecuación (5.1.10) el valor de c ≥ 0.2 para
obtener la sincronización entre los osciladores.
Las condiciones iniciales de los osciladores que forman la red son: x1(1) = (−0.1,−0.5); x2(1) =
(−0.9,−0.4); x3(1) = (−0.3,−0.8); x4(1) = (−0.7,−0.6); x5(1) = (−0.25,−0.12); x6(1) =
(−0.15,−0.55); x7(1) = (−0.78,−0.45); x8(1) = (−0.35,−0.85); x9(1) = (−0.75,−0.65);
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x10(1) = (−0.23,−0.18); x11(1) = (−0.33,−0.53); x12(1) = (−0.63,−0.43).
En las figuras 5.3 y 5.4 se sepresentan los planos de fase de los osciladores que componen la red,
en la figura 5.5 se presenta las trayectorias de los osciladores, podemos observar que después de un
transitorio todos los osciladores se sincronizan.
Figura 5.3: Planos de fase de x11(k) vs x21(k); x11(k) vs x31(k); x11(k) vs x41(k); ... ; x11,1(k) vs
x12,1(k).
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Figura 5.4: (a) Planos de fase de x12(k) vs x22(k); x12(k) vs x32(k); x12(k) vs x42(k); ... ; x11,2(k)
vs x12,2(k). (b) Atractor Fold formado por los osciladores sincronizados xi1(k) vs xi2(k) donde i =
1, 2, ..., 12.
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Figura 5.5: Evolución temporal de los estados xi1(k) y xi2(k) sincronizados, donde i = 1, 2, ..., 12.
5.2.2. Sincronización de una red acoplada en anillo formada por osciladores
de un sistema de segundo orden
Considere la red anillo formada por 10 osciladores discretos como se muestra en la figura 5.6.
Figura 5.6: Red anillo compuesta por 10 osciladores de segundo orden.
Los osciladores de la red están formados pos sistemas hipercaóticos discretos de segundo orden,
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cuyas ecuaciones no lineales se expresan como:
x1(k + 1) = 1.9x1(k)− x13(k) + x2(k),
x2(k + 1) = 0.5x1(k),
(5.2.6)
con estos valores en los parámetros, el sistema presenta comportamiento hipercaótico [51]. La figura
5.7 muestra el atractor hipercaótico del sistema (5.2.6) en el espacio de estados.
Se mostrará la sincronización de la red anillo 5.6, realizando la sincronía en los osciladores descritos
como:
osc. i
{
xi1(k + 1) = 1.9xi1(k)− xi13(k) + xi2(k) + ui(k),
xi2(k + 1) = 0.5xi1(k),
donde i = 1, 2, ..., 10. (5.2.7)
Figura 5.7: Atractor hipercaótico del sistema (5.2.6).
La matriz de acoplamiento calculada con la ecuación (5.1.3) u obteniendo la matriz Laplaciana
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L(G)=D(G)-A(G) según (3.4.2), queda de la forma:
Anc = L(G) =

K 0 0 · · · 0
0 K 0 · · · 0
0 0 K · · · 0
...
... . . .
...
...
0 0 0 · · · 0
0 0 0 · · · K

−

0 1 0 · · · 1
1 0 1 · · · 0
0 1 0 · · · 0
...
... . . .
...
...
0 0 0 · · · 1
1 0 0 · · · 0

, (5.2.8)
siendo K = 4, la matriz Laplaciana queda simplificada:
Anc = L(G) =

−4 1 0 0 0 0 0 0 0 1
1 −4 1 0 0 0 0 0 0 0
0 1 −4 1 0 0 0 0 0 0
0 0 1 −4 1 0 0 0 0 0
0 0 0 1 −4 1 0 0 0 0
0 0 0 0 1 −4 1 0 1 0
0 0 0 0 0 1 −4 1 0 0
0 0 0 0 0 0 1 −4 1 0
0 0 0 0 0 0 0 1 −4 1
1 0 0 0 0 0 0 0 1 −4

. (5.2.9)
Utilizando la ecuación 5.1.2, obtenemos las leyes de control para cada oscilador, quedando como:
ui(k) = c
12∑
j=1
AncΓxj1, i = 1, 2, ..., 10, (5.2.10)
donde Γ = I12.
Para calcular el valor correcto de la fuerza de acoplamiento (c), obtenermos que d = −2 cumplien-
do con la ecuación (5.1.9) y así calculando una c = 0.39 con (5.1.10) para obtener sincronización entre
todos los osciladores de la red.
74
Las condiciones iniciales para los osciladores en la red son: x1(1) = (0.1, 0.2); x2(1) = (0.23, 0.11);
x3(1) = (0.15, 0.3); x4(1) = (0.7, 0.09); x5(1) = (0.41, 0.4); x6(1) = (0.15, 0.25);
x7(1) = (0.28, 0.16); x8(1) = (0.17, 0.35); x9(1) = (0.75, 0.12); x10(1) = (0.41, 0.45).
En las figuras 5.8 y 5.9 se presentan los planos de fase de los osciladores que componen la red, la
figura 5.5 muestra las trayectorias de los sistemas, obervando que después de el transitorio todos los
estados de los osciladores se sincronizan, obteniendo sincronización completa.
Figura 5.8: Planos de fase de x11(k) vs x21(k); x11(k) vs x31(k); x11(k) vs x41(k); ... ; x91(k) vs
x10,1(k).
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Figura 5.9: (a) Planos de fase de x12(k) vs x22(k); x12(k) vs x32(k); x12(k) vs x42(k); ... ; x92(k)
vs x10,2(k). (b) Atractor formado por los osciladores sincronizados xi1(k) vs xi2(k) donde i =
1, 2, ..., 10.
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Figura 5.10: Evolución temporal de los estados xi1(k) y xi2(k) sincronizados, donde i = 1, 2, ..., 10.
77
5.2.3. Sincronización de una red acoplada en estrella formada por osciladores
Gingerbreadman
Considere la siguiente red regular con configuración estrella formada por 9 osciladores que se
presenta en la figura 5.11.
Figura 5.11: Red regular con acoplamiento estrella formada por 9 osciladores.
Los osciladores de la red están formados por sistemas caóticos discretos Gingerbreadman, de-
scritos por las siguientes ecuaciones no lineales:
x1(k + 1) = 1− x2(k) + |x1(k)| ,
x2(k + 1) = x1(k),
(5.2.11)
se sabe que el sistema (5.2.11) para ciertos valores de parámetros exhibe una dinámica caótica [52].
La figura 5.12 muestra el atractor caótico del sistema (5.2.11) en el espacio de estados. Utilizando la
metodología de matriz de acoplamiento, a continuación los osciladores en la red quedarán represen-
tados de la siguiente manera:
osc. i
{
xi1(k + 1) = 1− xi2(k) + |xi1(k)| ,
xi2(k + 1) = xi1(k) + ui(k),
donde i = 1, 2, ..., 9. (5.2.12)
78
Figura 5.12: Atractor caótico del sistema Gingerbreadman.
Con la ecuación (5.1.3) se obtiene la matriz de acoplamiento o sustituyendo los datos de la red
estrella en la matriz Laplaciana presentada en la ecuación (3.5), obtenemos:
Asc = L(G) =

−8 1 1 1 1 1 1 1 1
1 −1 0 0 0 0 0 0 0
1 0 −1 0 0 0 0 0 0
1 0 0 −1 0 0 0 0 0
1 0 0 0 −1 0 0 0 0
1 0 0 0 0 −1 0 0 0
1 0 0 0 0 0 −1 0 0
1 0 0 0 0 0 1 −1 0
1 0 0 0 0 0 0 0 −1.

(5.2.13)
Utilizando la ecuación 5.1.2 pasamos a obtener las leyes de control para cada oscilador, teniendo:
ui(k) = c
12∑
j=1
AscΓxj1, i = 1, 2, ..., 9, (5.2.14)
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donde Γ = I9.
Las leyes de control obtenidas de (5.2.14) garantizan que los osciladores de la red se sincronicen.
El valor de la fuerza de acoplamiento calculado de la ecuación (5.1.10) es c = 0.09 para poder lograr
la sincronización en la red.
Las condiciones iniciales de cada oscilador son: x1(1) = (−0.2,−0.3); x2(1) = (−0.1, 0.4); x3(1) =
(0.5, 0.6); x4(1) = (0.7, 0.8); x5(1) = (0.9, 0.35); x6(1) = (0.25,−0.15); x7(1) = (0.45, 0.55);
x8(1) = (0.65, 0.75); x9(1) = (0.65, 0.72).
En las figuras 5.13 y 5.14 podemos observar sincronización entre cada uno de los estados de
los osciladores en los planos de fase. También en la figura 5.15, se muestran las dinámicas de sus
trayectorias en sincronía.
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Figura 5.13: Planos de fase de x11(k) vs x21(k); x11(k) vs x31(k); x11(k) vs x41(k); ... ; x81(k) vs
x91(k).
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Figura 5.14: Planos de fase de x12(k) vs x22(k); x12(k) vs x32(k); x12(k) vs x42(k); ... ; x82(k) vs
x92(k).
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Figura 5.15: Evolución temporal de los estados xi1(k) y xi2(k) sincronizados, donde i = 1, 2, ..., 9.
5.2.4. Sincronización de una red irregular formada por osciladores Tinkerbell
Supongamos que tenemos una red en topología irregular formada por 8 osciladores conectados
por aletoriamente por un usuario como se observa en la figura 5.16.
Figura 5.16: Red irregular formada por 8 osciladores.
Los osciladores de la red están formados por el sistema caótico discreto Tinkerbell, cuyo sistema
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está descrito por las siguientes ecuaciones:
x1(k + 1) = x
2
1(k)− x22(k) + ax1(k) + bax2,
x2(k + 1) = 2x1(k)x2(k) + dx1(k) + fx2(k),
(5.2.15)
donde se conocen los parámetros del oscilador para que tenga un comportamiento caótico [36], son:
a = 0.9, b = −0.6013, d = 2, f = 0.5. La figura 5.17 muestra el atractor caótico del sistema (5.2.15)
en el espacio de estados. La respresentación de los osciladores en la red quedarán representados de la
manera siguiente:
osc. i
{
xi1(k + 1) = x
2
i1(k)− x2i2(k) + axi1(k) + baxi2,
xi2(k + 1) = 2xi1(k)xi2(k) + dxi1(k) + fxi2(k) + ui(k),
donde i = 1, 2, ..., 8. (5.2.16)
Figura 5.17: Atractor caótico del sistema (5.2.15).
Siguiendo el material presentado en la sección de topología irregular (3.3.3), obtenemos la matriz
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de acoplamiento L(G)=D(G)-A(G) de la red irregular 5.16 como sigue:
Aic = L(G) =

−3 1 0 0 0 1 1 0
1 −2 0 1 0 0 0 0
0 0 −2 1 0 0 0 1
0 1 1 −4 1 0 0 1
0 0 0 1 −3 1 0 1
1 0 0 0 1 −2 0 0
1 0 0 0 0 0 −1 0
0 0 1 1 1 0 0 −3

(5.2.17)
Utilizando la ecuación 5.1.2 obtenemos las leyes de control para cada oscilador de la red, teniendo:
ui(k) = c
12∑
j=1
AicΓxj1, i = 1, 2, ..., 8, (5.2.18)
donde Γ = I8.
Calculamos el valor de la fuerza de acoplamiento con la ecuación (5.1.10), obteniendo una c =
0.226 y con las leyes de control (5.2.18) garantizamos la sincronización en la red irregular.
Las condiciones iniciales de cada oscilador son: x1(1) = (−0.1,−0.3); x2(1) = (−0.53,−0.48);
x3(1) = (−0.15,−0.3); x4(1) = (−0.5,−0.09); x5(1) = (−0.41,−0.35); x6(1) = (−0.21,−0.28);
x7(1) = (−0.05,−0.2); x8(1) = (−0.16,−0.12).
En las figuras 5.18 y 5.19 se presentan los planos de fase observando sincronización entre cada
uno de los estados de los osciladores. Las dinámicas de las trayectorias de los estados sincronizados
xi1 y xi2 donde i = 1, 2, ..., 8 se presentan en la figura 5.20.
85
Figura 5.18: Planos de fase de x11(k) vs x21(k); x11(k) vs x31(k); x11(k) vs x41(k); ... ; x71(k) vs
x81(k).
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Figura 5.19: (a) Planos de fase de x12(k) vs x22(k); x12(k) vs x32(k); x12(k) vs x42(k); ... ; x72(k) vs
x82(k). (b) Atractor formado por los osciladores sincronizados xi1(k) vs xi2(k) donde i = 1, 2, ..., 8
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Figura 5.20: Evolución temporal de los estados xi1(k) y xi2(k) sincronizados, donde i = 1, 2, ..., 8.
Con la metodología presentada en esta sección y con los ejemplos propuestos, fue posible obte-
ner sincronización completa en las diferentes redes presentadas en sus diferentes topologías. Con la
metodología de matriz de acoplamiento es posible sincronizar osciladores caóticos discretos acopla-
dos en diferentes topologías de acoplamiento, si y sólo si, cumplen con los teoremas y condiciones
descritos en este capítulo.
Con los resultados de sincronización de redes con esta metodología, en el siguiente capítulo pre-
sentaremos algunas redes en sincronía con este tipo de osciladores aplicadas al encriptamiento de
información.
Capítulo 6
Cifrado de información usando caos
6.1. Introducción
Se ha tratado la sincronización de redes formadas por osciladores discretos idénticos, a través de
metodologías de control presentadas en las secciones anteriores (acoplamineto a modelos y matriz
de acoplamiento). Resulta, ahora atractivo y motivante llevar esto al escenario de la aplicación a las
comunicaciones seguras o privadas usando dicha sincronía en una red. Este capítulo se dedica al en-
criptamiento de información usando caos.
El encriptado es una forma efectiva de disminuir los riesgos en el uso de tecnología. Implica la
codificación de información que puede ser transmitida vía una red de cómputo o un disco para que
solo el emisor y el receptor la puedan leer. En teoría, cualquier tipo de información computarizada
puede ser encriptada. En la práctica, se le utiliza con mayor frecuencia cuando la información se
transmite por correo electrónico o internet. La información es encriptada por el emisor utilizando un
programa para “confundir u ocultar” la información utilizando un código “asegurado”. El receptor
descifra la información utilizando un código exclusivo. Cualquier persona que intercepte el mensaje
verá simplemente información entremezclada que no tendrá ningún sentido sin el código o llave
88
89
necesaria.
El encriptamiento de información tiene distintos usos para propósitos electorales. Cuando se en-
vía información sensible a través de una red pública, es recomendable encriptarla: Esto es particular-
mente importante cuando se envía información personal o sobre la votación a través de una red, en
especial por internet o correo electrónico. Existen distintos tipos de encriptamiento y distintos niveles
de complejidad para hacerlo. Como con cualquier código, los de encriptamiento pueden ser rotos si
se cuenta con tiempo y recursos suficientes. Los altamente sofisticados niveles de encriptamiento con
que se cuenta hoy en día hacen muy difícil descifrar la información encriptada. En años recientes,
se ha tratado el tema de encriptar datos por medio del uso de la teoría del caos [54], [55]. Para esto,
retomaremos algunos esquemas básicos de transmisión, propuestos en las últimas décadas. Los méto-
dos reportados para encriptar información con base en la sincronía de osciladores caóticos son:
• Encriptado caótico aditivo [53]: El mensaje a encriptar f(k) se suma a la señal de transmisión
x(k) y emplear una sola línea para enviar la señal de transmisión y(k) = x(k) + f(k). Si los
osciladores caóticos se sincronizan, el mensaje oculto se recupera mediante la diferencia de la
salida (estado acoplante) de ambos osciladores, es decir, y(k) − yˆ(k) = e(k) = fˆ(k). En la
figura 6.1 se muestra un esquema de este tipo de encriptamiento.
Figura 6.1: Esquema de encriptado aditivo empleando dos canales de transmisión.
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• Encriptado por modulación caótica: El mensaje se encripta en las dinámicas del transmisor por
una función de modulación. En los receptores se emplea una estructura que permite que el
mensaje se pueda recuperar a través de la función inversa. En la figura 6.2 se observa el esquema
de este tipo de encriptado.
Figura 6.2: Esquema de encriptado por modulación.
• Encriptado por conmutación entre atractores caóticos: Consiste en seleccionar uno o más
parámetros del oscilador transmisor y alternarlos entre dos valores distintos r y r˙ (se utiliza
para encriptar sólamente señales binarias), verificando que el transmisor se mantenga funcio-
nando en régimen caótico todo el tiempo. Ésto hará que el oscilador transmisor se encuentre
conmutando entre dos atractores caóticos distintos. En los osciladores receptores se mantiene
fijo el conjunto de valores de parámetros r y esto provoca que en un intervalo de tiempo, los
dos osciladores estén sincronizados y en otro no. En la figura 6.3 se muestra un esquema de
este tipo de encriptamiento.
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Figura 6.3: Esquema de transmisión de información empleando conmutación caótica.
Este capítulo está dedicado a la transmisión de información encriptada usando caos. En particular,
usaremos únicamente la sincronización de redes formada por osciladores caóticos discretos, aplicando
el método de encriptamiento aditivo con dos líneas de transmisión.
6.2. Encriptamiento caótico aditivo usando dos líneas de trans-
misión
Para ilustrar el esquema propuesto para enviar señales de información encriptadas, se diseña a
continuación un sistema de encriptamiento utilizando dos canales de transmisión. Este sistema está
basado en la sincronización completa o de salida entre los osciladores caóticos idénticos utilizando
matriz de acoplamiento. Para este propósito, considere la ley de control u(k) descrita en el capítulo
anterior como:
u(k) = c
N∑
j=1
aijΓxij, i = 1, 2, ..., N, (6.2.1)
cuyos parámetros se describen en (5.1.2).
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Esta ley de control (6.2.1) permite proponer el esquema de encriptamiento que se muestra en la
figura 6.4.
Figura 6.4: Esquema de encriptamiento aditivo empleando dos canales de transmisión basado en la
sincronía de matriz de acoplamiento.
En la cual u1(k) es la señal de control del bloque Osc. 1, u2(k) es la señal de control del bloque
Osc. 2, los osciladores que componen la red serán bidireccionales, o si es el caso de que exista os-
cilador aislado dentro de la red, será unidireccional, simplemente u1(k) sería la salida del Osc. 1 y
u2(k) la entrada al Osc. 2.
Con este esquema, se alcanzan dos objetivos simultáneos: se obtiene sincronización completa de sa-
lida eficiente rápida (dependiendo de la ganancia usada en la fuerza de acoplamiento c de (6.2.1)) y
alta privacidad para encriptar información.
Se proponen dos canales de transmisión en los osciladores receptores de la red: un canal se usa para
enviar la señal de control u(k) con el único propósito de lograr sincronización completa, sin ninguna
conexión con los mensajes privados f(k). El otro canal se destina para transmitir el mensaje f(k)
encriptado a través de y(k) = x1(k) + f(k). Este mensaje es reconstruido mediante la comparación
entre el estado en sincronía del Osc. 2 y la señal de transmisión f(k), es decir, fˆ(k) = y(k)− xˆ1(k).
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A continuación se presentan algunas simulaciones numéricas, que ilustran la transmisión de men-
sajes encriptados usando el esquema de dos canales de transmisión.
6.2.1. Encriptamiento de una imagen en una red irregular formada por os-
ciladores Fold con oscilador maestro
Considere una red formada de manera aletoria por un usuario, sabemos que en la actualidad, las
redes que nos rodean en el mundo están conectadas en topologías irregulares, sin un patrón definido,
en este caso la red queda como en la figura 6.5.
Figura 6.5: Red irregular compuesta por 11 nodos con nodo maestro.
Nótese que la red presentada cuenta con un oscilador maestro que impone su dinámica al resto de
los osciladores. El sistema caótico discreto seleccionado es el Fold, cuyas ecuaciones no lineales son:
x1(k + 1) = x2(k) + ax1(k) + u1,
x2(k + 1) = x1(k)
2 + b,
(6.2.2)
donde se sabe que los parámetros del oscilador para que tenga un comportamiento caótico son: a =
−0.1 y b = −1.7 [7]. En la figura 6.6 se muestra el atractor caótico del sistema en el espacio de
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estados donde se observa el comportamiento caótico del sistema. Con la metodología presentada de
matriz de acoplamiento en el capítulo anterior, obtenemos las leyes de control para cada oscilador
de la red como en (5.1.2), calculando el valor de fuerza de acoplamiento de c = 0.265 para obtener
sincronía en en los osciladores de la red.
La evolución temporal de los estados en sincronía de cada oscilador se presenta en la figura 6.7.
Figura 6.6: Atractor caótico del sistema Fold (6.7).
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Figura 6.7: Evolución temporal de los estados xi1(k), x21(k), x31(k), ..., x11,1(k) de los osciladores
en sincronía.
El mensaje original a transmitir será la imagen mostrada en la figura 6.8 que es la entrada principal
de la Facultad de Ingeniería Mecánica y Eléctrica de la UANL en formato .png. La imagen selecciona-
da no es de alta resolución, ya que lo que nos interesa es la señal de la imagen para poder encriptarla
con la señal caótica. Una imagen digital puede mirarse como el resultado de efectuar sobre una señal
continua un proceso de muestreo en dos direcciones perpendiculares con un paso o distancia entre
muestras que se fija en para cada dirección. La gráfica 6.9 muestra esta señal.
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Figura 6.8: Imagen original a encriptar.
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Figura 6.9: Señal de la imagen en muestras.
Comparando la amplitud de ambas señales, la señal caótica x1(k) contra la señal 6.9 mo(k),
nótese que la amplitud de la señal caótica de la figura 6.7 es muy pequeña para poder ocultar la
señal mo(k), para esto es necesario disminuir la señal mo(k) dividiéndola por una ganancia, en este
caso su valor será 10. En la figura 6.10 se grafican ambas señales para observar la diferencia de
amplitud y frecuencia entre ellas. Realizando el encriptamiento aditivo como lo muestra el esquema
6.4, me(k) = xi1(k) +mo(k), encriptaremos la seãl mo(k) de 6.9 con la señal xi1(k) del sistema Fold
6.7, obteniendo como resultado la figura 6.11.
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Figura 6.10: Evolución temporal de la señal caótica x1(k) y la señal de imagen a encriptat mo(k).
Figura 6.11: Señal de imagen encriptada me(k) a través de la señal caótica del sistema (6.7).
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Siguiendo el esquema 6.4 presentado en la sección anterior y obteniendo la señal encriptada
mostrada en la figura 6.11, la imagen encriptada se muestra en la figura 6.12. Restando la señal
de los osciladores que están en sincronía con el oscilador maestro dentro de la red, la señal mˆo(k)
será recuperado en su totalidad en cada oscilador, cumpliendo con la siguiente ecuación:
||me(k)− xi1(k)|| = mˆoi(k); i = 3, 4, ..., 10. (6.2.3)
donde: me(k) es el mensaje encriptado.
xi1(k), i = 1, 2, ..., 11 son los estados de los osciladores en sincronía.
mˆoi(k), i = 1, 2, ..., 11 es el mensaje original recuperado en cada oscilador.
Figura 6.12: (a) Imagen original a transmitir. (b) Imagen encriptada transmitida.
En las figuras 6.13 y 6.14 se muestra la señal de imagen recuperada en cada oscilador. Se verifica
que el mensaje transmitido sea igual al mensaje recuperado, tenemos:
||me(k)− mˆoi(k)|| ≡ 0; i = 3, 4, ..., 11. (6.2.4)
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En las figuras 6.15 y 6.16 se muestra que se cumple lo anterior (6.2.7) convergiendo a cero el error
entre señales me(k) y mˆo(k). Observamos que existe un transitorio al inicio de la evolución temporal
de las señales de error, ésto es por el tiempo que tarda en sincronizar los osciladores esclavos al os-
cilador maestro de la red. En la figura 6.17 se obtiene la imagen recuperada del oscilador 3.
Figura 6.13: (a) Mensaje a transmitir (b) Señal encriptada (c) Mensaje recuperado en osc. 3 (d) Men-
saje recuperado en osc. 4 (e) Mensaje recuperado en osc. 5.
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Figura 6.14: (a) Mensaje recuperado en osc. 6 (b) Mensaje recuperado en osc. 7 (c) Mensaje recu-
perado en osc. 8 (d) Mensaje recuperado en osc. 9 (e) Mensaje recuperado en osc. 10 (f) Mensaje
recuperado en osc. 11.
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Figura 6.15: Errores de imagen recuperada: e3(k) = me(k) − xˆo3(k), e4(k) = me(k) − xˆo4(k),
e5(k) = me(k)− xˆo5(k), e6(k) = me(k)− xˆo6(k).
Figura 6.16: Errores de imagen recuperada: e7(k) = me(k) − xˆo7(k), e8(k) = me(k) − xˆo8(k),
e9(k) = me(k)− xˆo9(k), e10(k) = me(k)− xˆo10(k), e11(k) = me(k)− xˆo11(k).
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Figura 6.17: Imagen recuperada.
6.2.2. Encriptamiento de un mensaje de audio en una red irregular formada
por osciladores Gingerbreadman
Este sistema está basado en la sincronización completa de una red (podría ser la salida o un estado
del oscilador), como lo hemos mencionado en los capítulos anteriores, es necesario que nuestra red
esté completamente en sincronía en todos los osciladores para poder obtener la información segura
que se transmitirá a través de ella. Para este propósito considere la siguiente red de la figura 6.18.
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Figura 6.18: Red irregular compuesta por 10 osciladores.
Los osciladores están compuestos por el sistema caótico Gingerbreadman, descrito por las si-
guientes ecuaciones no lineales:
xi1(k + 1) = 1− xi2(k) + |xi1(k)| ,
xi2(k + 1) = xi1(k) + ui(k),
donde i = 1, 2, ..., 10, (6.2.5)
se conoce que el sistema (6.2.5) con ciertos valores en sus parámetros exhibe un comportamien-
to caótico [52]. En la figura 6.2.5 se muestra el atractor caótico del sistema en el espacio de esta-
dos. La red presentada en la figura 6.18 está en una configuración irregular, calculando su matriz de
acoplamiento como en (3.3.3), se obtiene la ley de control de toda la red como se hizo anteriormente
con la ecuación (5.1.2) calculando una fuerza de acoplamiento de c = 0.0825 para obtener sincronía
en la red. La dinámica caótica de la red en sincroía se muestra en la figura 6.20, ésta será la señal
caótica en donde ocultaremos la señal que se quiere transmitir.
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Figura 6.19: Atractor caótico del sistema (6.2.5).
Figura 6.20: Evolución temporal de los estados x11(k), x21(k), x31(k), ..., x10,1(k) de los osciladores
caóticos en sincronía.
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Se seleccionó una señal de audio ideal para apreciar mejor el encriptamiento, en este caso es una
sinfonía el mensaje a transmitir. La figura 6.21 muestra la señal de audio a encriptar.
Figura 6.21: Señal de audio de una sinfonía.
Notese que la señal caótica necesita ser aumentada para poder ocultar el mensaje de audio a
transmitir, para esto se multiplica el estado xi1(k) donde i = 1, 2, ..., 10 por una ganancia con valor
de 10. En la figura 6.22 se hace la comparación de ambas señales.
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Figura 6.22: Evolución temporal de la señal caótica x1(k) y señal de audio a transmitir mo(k).
Realizando el encriptado de la señal de audio como se representa en el esquema 6.4, tenemos para
este caso x1(k)+mo(k) = me(k). El mensaje encriptado se presenta en la figura 6.23. Para obtener el
mensaje original de audio transmitido del mensaje encriptado, restaremos la señal de los osciladores
en sincronía restantes de la red y el mensaje original será recuperado en su totalidad. De esta manera
se cumple:
||me(k)− xi1(k)|| = mˆoi(k); i = 2, 3, ..., 10, (6.2.6)
donde:
me(k) es el mensaje encriptado.
xi1(k), i = 2, 3, ..., 10 son los estados de los osciladores en sincronía.
mˆoi(k), i = 2, 3, ..., 10 es el mensaje original recuperado en cada oscilador.
En las figuras 6.24 y 6.25 se muestran las señales de audio recuperados en cada oscilador de la
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red.
Figura 6.23: Mensaje de audio encriptado me(k) a través de la señal caótica del sistema (6.2.5)
Figura 6.24: (a) Mensaje a transmitir (b) Señal encriptada (c) Mensaje recuperado en osc. 2 (d) Men-
saje recuperado en osc. 3 (e) Mensaje recuperado en osc. 4 (f) Mensaje recuperado en osc. 5.
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Figura 6.25: (a) Mensaje a transmitir (b) Mensaje recuperado en osc. 6 (c) Mensaje recuperado en
osc. 7 (d) Mensaje recuperado en osc. 8 (e) Mensaje recuperado en osc. 9 (f) Mensaje recuperado en
osc. 10.
Verificando que la señal original de audio que se transmitió en el oscilador 1 es idéntica a la
recuperada en cada oscilador, se tiene que:
||me(k)− mˆoi(k)|| ≡ 0; i = 2, 3, ..., 10, (6.2.7)
de esta manera se asegura que el mensaje encriptado es recuperado en su totalidad en cada os-
cilador. En las figuras 6.26 y 6.27 se observa como la diferencia del mensaje encriptado y el mensaje
original convergen a cero. Observe que al principio de la gráfica existe un transitorio, ésto ocurre de-
bido a que es el tiempo que tarda en que los osciladores se sincronicen. En la reproducción del sonido
recuperado en los diferentes osciladores, notamos que se escucha con mucha claridad el mensaje re-
cuperado y no existe ninguna interferencia con algún otro ruido, con esto aseguramos que nuestro
encriptado tuvo éxito por el mensaje original recuperado, en este caso, la sinfonía transmitida.
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Figura 6.26: Errores de imagen recuperada: e2(k) = me(k) − xˆo2(k), e3(k) = me(k) − xˆo3(k),
e4(k) = me(k)− xˆo4(k), e5(k) = me(k)− xˆo5(k).
Figura 6.27: Errores de imagen recuperada: e6(k) = me(k) − xˆo6(k) e7(k) = me(k) − xˆo7(k),
e8(k) = me(k)− xˆo8(k), e9(k) = me(k)− xˆo9(k), e10(k) = me(k)− xˆo10(k).
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Con los ejemplos mostrados en este capítulo, pudimos apreciar que es posible utilizar este tipo de
osciladores acoplados en redes para encriptar información, para esto es necesario que exista sincronía
en la red, ya sea sincronización completa o al menos sincronización de salida. La metodología uti-
lizada para poder sincronizar los osciladores en estas redes es eficiente, ya que obtenemos el mensaje
original del mensaje encriptado en su totalidad, debido a que no existe error en la sincronización entre
los osciladores.
Capítulo 7
Conclusiones
En este trabajo de tesis de maestría se presentó la sincronización de redes complejas formadas
por osciladores caóticos discretos. Se emplearon dos metodologías que permiten sincronizar una
red compleja con osciladores caóticos discretos. Primero se revisó la metodología de acoplamiento a
modelos [43] en donde se observó que sólo es posible sincronizar una red en configuración estrella
con oscilador aislado, ya que los osciladores siguen la dinámica de un oscilador maestro, y segundo,
con la metodología de matriz de acoplamiento empleada por Wang y Chan [16] fue posible sincro-
niar redes complejas en las diferentes topologías presentadas en este trabajo. Mediante simulaciones
númericas se logró mostrar sincronización en osciladores caóticos discretos Fold, Lozi, Gingerbread-
man y Tinkerbell. Se consideó únicamente la sincronización de osciladores idénticos logrando la
sincronización completa en los osciladores. Las condiciones iniciales en todos los ejemplos mostra-
dos, fueron seleccionadas aletoriamente para observar el tiempo de sincronización.
Se utilizó también el encriptamiento aditivo para encriptar información en este tipo de redes. Se pre-
sentaron dos ejemplos de sincronización de datos: imagen y audio. La sincronización de redes usando
osciladres caóticos discretos, tiene la oportunidad de ser usada bajo otros sistemas de encriptamiento
utilizando la ventaja computacional en el tiempo del procesamiento de señales discretas.
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Las principales aportaciones que arrojó este trabajo de maestría se resume a continuación:
• Extensión del método de sincronización por acoplamiemnto a modelos (estaba originalmente de-
mostrado que sólo para 2 osciladores) a una red estrella formada por osciladores discretos con
nodo maestro.
• Se extendio el método de matriz de acoplamiento para sincronizar redes formadas por osciladores
discretos.
• La extensión del método de matriz de acoplamiento se aplicó a diferentes clases de sistemas dis-
cretos, mostrando así, una versatilidad del método de sincronización de redes complejas en
diferentes topologías.
• Se aplicó este método para redes complejas formadas desde 2 hasta 12 osciladores caóticos.
• Se logró encriptar imagen y audio en una red conformada por osciladores discretos (originalmente
se reportaba sólo en dos sistemas)
7.0.3. Trabajo a futuro
A continuación se mencionan algunos problemas abiertos detectados y que presentan posible
trabajo a futuro en esta dirección:
• Aplicar la metodología a sincronización de osciladores no idénticos.
• Estudiar la robustez a variaciones paramétricas y a ruido en la señal acoplante en la sincronización
de una red.
• Explorar diferentes topologías teniendo una red con diferentes tipos de osciladores, ya sea que
tenga dos maestros por ejemplo.
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• Utilizar otro tipo de encriptamiento más seguro para incrementar la seguridad en el escenario de
redes.
• Explorar el encriptado de video.
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