Some extensions of the result of Levy for the coin-tossing game.
In this section, we are concerned with the distributions of the number of zeros of the partial sums of the independent and identically lattice distributed random variables. Let X lf X 29 -9 Xn, m be identically lattice distributed independent random variables. We assume, without loss of generality, that X l9 X 2 ,~m, Xn,~-are integral valued random variables with span 1. In the coin-tossing game, xV\Xi = IT = Pr\^Lj, = -1/ --7^-.
Δ
Let SJC = X 1 + X 2 ••• + XJC, k = 1, 2, •••, and let N n denote the number of S^s, 1 <^ k ^ n, which are zero. In the coin-tossing game, the following result is known [1, p. 253] .
for x <0. For a fixed integer j, even if we denote by N n the number of SK'S, 1 ^ k ^ n, S fc = j, the above result is also obviously true.
Now it seems to me that the following extension of this result was not yet given in references explicitly. We assume also that Then Received May 7, 1956. 1) That is, the greatest common divisor of all differences k-j for which >0, Pr{Xi=j} is equal to unity. 
(ii) for a = 1, zi; = 0 for x < 0, (iii) /or <# < 1, {N n y is bounded with probability 1.
To prove Theorem 1 and Theorem 2, we shall use the following lemmas. 
LEMMA 2. Under the assumptions of Theorem 2, we have
for any fixed integer k, where c Λ ,» = o(n~~l la ).
These lemmas are easy consequences of the local limit theorems of p. 233, 236] . Now the proofs of Theorem 1 and Theorem 2, are the same as in G. Kallianpur and H. Robbins's proof [4, Theorem 3.1]. For example, the proof of (i) in Theorem 2 is as follows. For any positive integer r (r ^ 2),
= ΊiEξ' }1 + r Σ £f;,?;,
]-1 /" + ŝ ay. Then, as in the proof of Kallianpur and Robbins, since
Since the other terms of (6) except the last one are, by (7),
Thus we have
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from which, by the same arguments as in the Kallianpur and Robbins's, we can complete the proof of (i) in Theorem 2. Theorem 1 and (ii) of Theorem 2 can be proved in the similar manner. The result of (iii) of Theorem 2 is an easy consequence of Borel-Catelli's lemma.
A frequency function from of central limit theorem.
W. L. Smith [5] proved the following theorem: Let X u X 2 > -, Xny-' be identically distributed independent random variables with a distribution function F(x) and let its characteristic function be φ(t). If
for some positive A, R, a, then, for sufficiently large n, the random variables S n ls/~n have always probability densities h n (x) and it holds lim x \ ι h n (x) = -^Γ-έr" 2 ' 2 for 0 ^ / ^ 2, uniformly with respect to x in the interval (-oo < x < oo).
On the other hand, Gnedenko-Kolmogorov uniformly with respect to x in the interval (-oo < x < oo).
Obviously the Gnedenko-Kolmogorov's conclusion is implied in Smith's. But for their assumptions, Smith's are contained in Gnedenko-Kolmogorov's. Because, under the assumptions of Smith's theorem, φ m (t)ξ£L(-oo, oo) for m > I/a, and so by the inversion formula, the density function p m (x) of S m xists, and
2?tp m (χ) = Γ er**φ
Thus p m (x) is bounded in the whole interval (-oo < x < oo), from which, with p m (x) G L, it holds that p m (x) belongs to L r for all r ^ 1. Now we shall prove that the conclusion of Smith is also true under the assumptions of Gnedenko-Kolmogorov. That is: THEOREM 3. Under the assumptions of (A), (BO,
uniformiy with respect to x in the interval {-oo<χ< oo). To prove the theorem, it is sufficient to show that
uniformly with respect to x (-oo < # < oo). Following after Kolmogorov-Gnedenko's arguments, we represent R n as the sum of four integrals:
where the number A > 0 depends on 6 arbitrarily given and will be chosen later. By Lemma 2 of [5] , it follows that uniformly with respect to t in every finite interval and hence for any constant A I x -> 0 as n-t co uniformly with respect to x (-oo < # < oo). Choosing A sufficiently large, we have, obviously I 2 < 8.
say.
Since, in the neighbourhood of the point t = 0, we have
and y/n) that is, 
