Abstract This paper presents a pattern recognition analysis of two spirals problem and optimization of Cascade Correlation learning algorithm using in combination with a non-monotone function as CosExp(cosine-modulated symmetric exponential function) and a monotone function as sigmoid function. In addition, the algorithm's optimization is attempted. By using genetic algorithms the optimization of the algorithm will attempt. In the first experiment, by using CosExp activation function for candidate neurons of the learning algorithm is analyzed the recognized pattern in input space of the two spirals problem. In the second experiment, CosExp function for output neurons is used. In the third experiment, the sigmoid activation functions with various parameters for candidate neurons in 8 pools and CosExp function for output neurons are used. In the fourth experiment, the parameters are composed of 8 pools and displacement of the sigmoid function to determine the value of the three parameters is obtained using genetic algorithms. The parameter values applied to the sigmoid activation functions for candidate neurons are used. To evaluate the performance of these algorithms, each step of the training input pattern classification shows the shape of the two spirals. In the optimizing process, the number of hidden neurons was reduced from 28 to15, and finally the learning algorithm with 12 hidden neurons was optimized.
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  의 극대화를 위한 후보뉴런의 학습과 오차수정을 위한 출력뉴런의 학습은 quickpropagation 알고리즘을 이 용한다 [1, 3] . Algorithm GA is t:=0;
initialized Population P(t); evaluate P(t);
while not finished (P(t)) do t:=t+1; P':=select Parents from P(t);
recombine P'(t) with Probability Pc; mutate P'(t) with Probability Pm;
evaluate P'(t); P:=P'; endwhile end GA. . 
