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 はじめに
システムの複雑化に伴い、プログラムのエラーを静的に解析するだけでは、十分
に信頼性を確保できなくなってきた。特に、プログラムの外部からの入力により、
プログラマーの予期せぬエラーが発生することがある。これらのエラーはプログラ
ムの実行直後に判明することもあるが、数年後に判明することもある。そこで、エ
ラーチェックを動的に行う必要がでてきている。!"な言語と言われる #$では、
%" &や'(( ) &をプログラム実行時に自動で行っている。しか
し、*言語では実行時に自動的にエラーをチェックすることはない。*言語では、プ
ログラマーが動的にエラー検出を行うツールとしてがある。は
与えられた式の真偽をプログラム実行中に判定する。真であった場合には何もせず、
偽であった場合にはエラー箇所をユーザーに表示しプログラムを停止させる。この
はプログラムのデバッグ時に使われ、リリース時にはマクロによってオフ
にされる。リリース時にが利用されない理由としては、プログラムの速度
が低下し、エラー発見時にプログラムを強制終了してしまうことが考えられる。
一方で、複数の*+コアを搭載するマルチプロセッサや、複数の論理プロセッサ
で セットの*+リソースを共有する ,-( (./0が登
場し、今後*+リソースが余ることが予想される。
本稿では、の挿入されたプログラムから、エラー検出を行う補助スレッ
ド ,1.と、プログラムからエラー検出コードを除去したメインスレッド ,.を生
成する。これを並列実行させることにより、エラー検出にかかる実行速度の遅延を
隠蔽する。
従来手法では、,"- ( .を用いてエラー検出コードを並列
実行させる  / 0がある。 では、オリジナルの
プログラムからメインプロセス ,.とシャドウプロセス ,.を生成する。は
オリジナルプログラムのエラー検出コードを除去したものから生成し、はエラー
検出コードから生成されている。この手法では、と の同期を最小限にするた
め、はオリジナルプログラムの制御フローを再現しエラー検出を行う。この手法

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を制御フローが複雑なプログラムに適用すると、はオリジナルプログラムのほと
んどのコードを実行する必要があった。このため、実行遅延がの遅延を起こ
してしまうことが考えられる
本手法では、を実行するために必要なデータをから 1へ受け渡
す。ここで、通信が必要なデータに対して23を作成し、共通のを見
つける。この、共通を通信することにより、のオーバーヘッドを抑
える。そして、”エラー検出コードの実行”と”共通の通信”にかかる
オーバーヘッドを比較し、41のどちらで実行するかを決定する。さらに、1
でエラー検出コードを投機的に実行させることで、1のデータ待ちの状況を抑え
る。本研究では、41両方の実行時間を考慮した手法を提案する。
 
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 本研究の背景
  プロセッサ
前章のようにスーパースカラ・プロセッサに代わるアーキテクチャとして 技
術が有望視されている。
アーキテクチャは複数のスレッドでプロセッサ内のレジスタやパイプライン
などのリソースを共有し、効率のよいスレッド実行をサポートする技術である。スー
パースカラ・プロセッサでは単一のスレッドしか扱うことが出来なかったが、
ではアーキテクチャ・ステート（論理プロセッサ）を複数設けることにより複数の
スレッドを同時に実行することが出来る。アーキテクチャは従来の 56だけで
はなくスレッドレベル並列性（6）を利用することで実行速度の向上をさせるこ
とが出来る。
図 では横軸を同時命令発行数、縦軸を実行サイクルとする。スーパースカラ・プ
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図 7 各種アーキテクチャによる命令発行
ロセッサでは依存関係の存在により 56が制限されるため、１サイクルあたりの命

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令発行数は平均２個程度しかない。上の図では発行できる１サイクルあたりの最大
命令発行数は４個なのでリソースが十分に使えていないことがわかる。この命令発
行数の無駄を18( 9 ,19./0という。また、分岐ミス・キャッシュミスに
より、命令発行が全く出来ないサイクルも存在する。この無駄なサイクルを:(
9 ,:9./0という。
次に、従来のマルチスレッド・アーキテクチャはスーパースカラ・プロセッサと異
なり、複数のスレッドを扱うことが出来る。そのため、スレッドで分岐ミス・キャッ
シュミスを引き起こした場合は他のスレッドに切り替えることにより:9を隠蔽す
ることが可能である。しかし、１サイクルあたりに複数の命令を扱うことが出来な
いので19はスーパースカラ・プロセッサと同様に隠蔽することが出来ない。
最後に、アーキテクチャでも複数のスレッドを扱うことが出来るので:9の
隠蔽をすることができる。また、従来のマルチスレッド・アーキテクチャと異なり、
１サイクルで複数のスレッドの命令を発行することが出来る。このため、１つのス
レッドでは使用しなかった他の命令ユニットを使用でき19をも隠蔽することが出
来る。
   依存
プログラムを複数のスレッドに並列化して実行するには、スレッド間のコードに
張られる依存関係を知る必要がある。依存関係とは、実行順序を変更することによっ
て結果が変わる可能性がある関係のことである。つまり、依存関係にある後続命令
は先行命令よりも先に実行することは出来ないが、依存関係がない命令同士はどの
ような順番で実行してもかまわない。依存関係は実行順序の制約を表すことができ、
それを解析することによって並列性を抽出できる。
コンパイラによって静的に解析できるデータ依存は、その性質上次の４種類に分
けられる。ここでは、図  のプログラム例と合わせて説明する。
タスク と %が存在し、逐次実行した場合には は %より先に実行される

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図  7 データ依存サンプルコード
場合、
  真依存（ ).
で代入された変数の値を %で参照する時、%は に真依存していると
いう。例えば図の , .の ( /0/;0は、,.の  /0/;0に関して真依存関係
を持つ。
  逆依存（ )）
で参照される変数と同じ変数に %で代入が行なわれる時、%は に逆
依存しているという。例えば ,.の  /0/;0は、, .の ( /0/;0に関して
逆依存関係を持つ。
  出力依存（) )）
で代入が行なわれる変数と同じ変数に%でも代入が行なわれる時、%は
に出力依存しているという。例えば ,.の  /0/;0は、,.の  /0/;0
に関して出力依存関係を持つ。
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  入力依存（) )）
で参照される変数と同じ変数が %でも参照される場合、%は に入力
依存しているという。例えば ,
.の ( </0/;0は、,.の ( </0/;0に関して
入力依存関係を持つ。
プログラムを変形する上で重要なのは、真・逆・出力依存関係の考慮であり、入力
依存関係については実行順序の変更による影響がないため考慮する必要はない。そ
して、スレッド並列化に伴いスレッド間に張られる依存関係では、グローバル変数・
ヒープ変数に真依存関係・出力依存関係が張られる。つまり、複数のスレッド内で
同じ表記をされているローカル変数などは、実際のアドレスが異なるため依存関係
は張られない。
また、依存が同じループイタレーション内にあるか、イタレーションをまたがって
いるかによって、次の２つに分類できる。
  ループ独立依存（()) )）
同じループイタレーションの実行内で存在する依存関係。
前に４種類のデータ依存の説明であげた例はすべてループ独立依存の例である。
  ループ運搬依存（() )）
異なるループイタレーションの実行の間で存在する依存関係。
,
.の ( </0/;0は、,.の  </0/;=0に関してループ運搬な真依存関係を
持っており、, .の  */0/;0は、,.の ( */=0/;0に関してループ運搬な
逆依存関係を持っている。
図  の配列</0/;0がグローバル変数で、,.,
.を異なスレッドに割り当てる場合に
はループ運搬依存を考慮する必要がある。スレッドの並列実行では実行順序が入れ
替わる可能性が高く、計算結果が正しいか不明になってしまう。その場合には、ス
レッド間で同期をり、実行順序の入れ替わりを避ける必要がある。しかし、通常こ
の様な依存関係が存在する場合、同期によるオーバヘッドが高く、並列化によるメ
リットがなくなるため並列実行を避ける。
また、データ依存関係とは別に制御依存 ,*( 2).関係がある。制御依
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図 7 制御依存サンプルコード
存関係とは、ある分岐 <が存在するとき、タスク はその分岐の真偽により実行
されるか否か変わる。このとき、は分岐<に対して制御依存関係があるという。
図 の , .>,.は ,.の制御依存関係をもつ。
スレッド並列化を行うためには以上に述べた、データ依存関係・制御依存関係の
 つを考慮する必要がある。この  つの依存関係を表現する方法としてプログラム
依存グラフがある。これについては次節で説明を行う。
  プログラム依存グラフ
プログラム依存グラフ ,237- 2) 3)./ 0/0/ 0は制御依存
グラフとデータ依存グラフの  つを合わせたグラフである。これら  つのグラフは
プログラムの実行で本質的に守らなければならない依存関係を示す。
  制御依存グラフ
  節で説明した制御依存関係をグラフ化したもの。定義としては、以下の通
りとなる。

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	  つのノード  について、?からプログラムの出口に達するどの路も
必ずを通るときは  を後支配 ,)-.するという。
	 ノードが  を後支配し、 @  であるとき、は  を厳密に後支配
,(" )-.するという。
	 ノードが を厳密に後支配し、 からへの路にそれ以外に を厳密
に後支配するノードが存在しないとき、は を直接後支配 ,--("
)-.するという。
	  つのノード  について、から  への空でない路があり、 はその
道のよりすべてのノードを後支配するとき、 はに制御依存する。
	  つのノード  について、 はを厳密に後支配しないとき、 は
に制御依存する。
以上の定義を図 のコードに適用すると、図 の�>�は�への空でない路、
つまり�で   
が真であれば�>�を通る、が成り立ち。そして、�>�は�
を厳密に後支配しない、つまり、�で判定が偽となれば�>�を通らない、が
成り立つ。このように制御依存関係を調べ図にしたものが図の破線矢印で示さ
れたグラフとなる。
  データ依存グラフ
  節で説明したデータ依存関係をグラフ化したもの。図 について、�の式
では�で定義された変数 を参照している。このため、�の変数 は�の変数
 に関して真依存関係をもつ。このように、データ依存関係を調べ図にしたも
のが、図の実線矢印で示されたグラフとなる。
以上の制御依存グラフとデータ依存グラフを統合したものが 23となる。この
グラフを用いて、制御依存とデータ依存の制約に違反しなければ、命令を自由に移
動することができる。
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Data Dependence
int PDG_sample(){
ޓint a,b,c;
ޓa = 13;
ޓb = 9;
ޓif(a < 5){
ޓޓa = 0;
ޓޓc = a;
ޓ}else{
ޓޓif(a < 15){
ޓޓޓc = 10;
ޓޓ}else{
ޓޓޓc = 20;
ޓޓ}
ޓޓc = c %21;
ޓ}
ޓreturn c;
}
̖Ԙ
̖ԡ
̖ԙ
̖Ԡ
̖ԟ
̖Ԟ
̖ԝ
̖Ԝ
̖ԛ
̖Ԛ
図 7 �に対する 23
  プログラムスライシング
プログラムスライシング ,- (.技術 /0/	0/0は& 9/0によっ
て考案されてた意味解析技法のことである。この手法を用いると、プログラム中のあ
る変数 に依存関係のあるコードを抽出することができる。このプログラムスライス
には、抽出方法によって静的スライシングと動的スライシングが存在する。図 
のサ
ンプルプログラムを用いて、静的スライシングと動的スライシングを例を示す。図 
は図 
の変数 	
に対してスライシングを行ったものである。図 の ,.は静的ス
ライシングを適用したもので、すべての制御フローが図 
と同じになっている。図 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図 
7 サンプルプログラム
の ,%.は動的スライシングを適用したもので、入力の値は @ A @  A @ A
とした場合のスライスである。
以下に静的スライシングと動的スライシングの特徴をそれぞれ示す。
  静的スライシング
	 ソースプログラムの依存関係を解析
	 23を構築する
	 プログラム構造から制御依存関係を調べる
	 データフロー方程式 /
0からデータ依存関係を調べる
	 動的スライシングよりも短時間で計算可能
 
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図 7 プログラムスライスの例
  動的スライシング
	 実行時に依存関係を解析
	 特定の入力から得られる実行系列を抽出
	 動的制御依存関係の情報を主記憶等に記憶
	 実行系列はプログラムが実行した文の数に比例
静的スライシングはソースプログラムから、すべての実行可能なパスについて考え
るためプログラムの大部分が含まれてしまう。このため、デバッグやプログラム構
造の理解の効率を向上させるのには向いていない。動的スライシングは特定の入力
からの実行系列を解析する。その実行に関係のない部分はスライスに含まれないた

   
年度修士論文 早稲田大学理工学研究科情報・ネットワーク専攻深澤研究室
め、静的スライシングよりもサイズが小さく、デバッグやプログラム構造の理解の
効率向上には向いている。しかし、実行時に大量の動的制御依存関係などの情報を
保存する必要や、スライシングにかかる時間は実行時間に比例するなどがある。
スレッド並列化を行うのには、ある変数 に対してすべての制御フローを得る必
要があるため、静的スライシングが適している。
  ストリップマイニング
並列実行するスレッド間で頻繁に同期を取と実行速度に大きな影響を与える。特
に、ループ変形をせずにループの途中で同期が必要となる場合には、ループの内側
で取るか外側で取る方法を選択せざる得ない。ループのイタレーション数が大きい
ものであると、ループの内側で取ると同期のオーバーヘッドが大きく、ループの外
で取るとスレッド間の実行イタレーションが離れすぎて同期の効果が少なくなって
しまうことがある。ストリップマイニングを用いることにより同期の頻度を細かく
調節することができる。
図 の ,.の最内ループのイタレーション回数ｎが大きすぎ、最内ループ（
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図 7 ループ多重化例
5()）とその外側のループ（'B()）間の�で同期を取ると同期の
効果が薄れ、5()内の�で同期を取ると同期の効果は得られるがオー
 
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バーヘッドが高くなってしまう。そこで、図 の ,.のイタレーション数 回の最
内ループを、,%.に示すようにイタレーション数-回の5()と 4-回
の 'B()に分ける。その分けたループ間�で同期を取る事により、同期
のオーバーヘッドを考慮しつつ同効果が得られる様に調節することができる。この
ストリップマイニングにかかる実行コストの遅延は殆どない。

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 本手法の特徴
本手法の位置づけを行うために、従来研究について先に述べる。
 従来研究

 
   
複数のプロセスを用いたソフトウェア信頼性の手法として、 が
ある。   は、図 エラー検出コードが挿入されているオリジナル
1TKIKPCNRTQITCO
5JCFQY2TQITCO/CKP2TQICTCO
/CKP2TQEGUU 5JCFQY2TQEGUU
%QOOWPKECVKQP
図 7  概要
プログラムから
  エラー検出コードの実行のみを行う  ,.
  エラー検出コードを削除した ,.

   
年度修士論文 早稲田大学理工学研究科情報・ネットワーク専攻深澤研究室
、とから構成されている。はエラー検出コードに依存関係のあるコードをスラ
イシングすることによって生成する。そのため、はエラー検出に必要な最小限の
コードで構成し、オリジナルプログラムの制御フローを再現してエラー検出を行う
ことができる。この手法を用いると、と間でデータ通信を行う必要がなく
なり、プロセス間の同期にかかるオーバーヘッドがほとんど発生せず、ではエ
ラー検出コードにかかるオーバーヘッドのほとんどを削除することができる。
しかし、$ ) や "- *((などについては では正確に再現する
ことができないため同期を取る。また、データベースの書き込みのチェックなど、出
力に対するエラー検出が必要な場合は同期をとる必要がある。この様に同期を取る
必要があるプログラムで、複雑な制御フローをスライシングで再現しようとすると、
元のプログラムとほとんど変わらない となり、最適化も掛かりにくい。そのた
め、はより実行が大幅に遅れてしまい、同期でが の実行を待つ必要
がでてくる。

 
 
環境で複数のスレッドを用いて*+のリソースを有効に活用する手法とし
て、,*-)./0がある。は、図 	で示すよ
うにプログラム内のメモリ参照を引き起こすロード命令を、補助スレッドで先行し
てロードしキャッシュにデータを移す、プリフェッチ技術である。
この手法は補助スレッドがメインプログラムに対して、常に一定距離で先行して
実行しなければプリフェッチの効果が得られない。そのため、補助スレッドとメイ
ンプログラムの間に細かく同期を張る必要がある。しかし、この同期にかかるオー
バヘッドが大きい場合には、補助スレッドでプリフェッチの効果を得るのは難しい。
そこで、図  >> で示すような同期スケジューリングを用いている。
C56は、１つのメインプログラムに１つの補助スレッドを生成して、プリフェッ
チを行う方法である。しかし、先に述べたように、メインプログラムと補助スレッ
ドの距離を常に一定距離で保つことは難しい。多くの場合は、キャッシュミスを引

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図 	7 によるプリフェッチ概要
き起こす補助スレッドの遅延が起こり、メインスレッドの実行を遅らせてしまう。
2B66は、つのメインプログラムに複数の補助スレッドを生成して、プリフェッ
チを行う方法である。この方法は、C56の補助スレッドをスレッドレベルで並
列化することによって実現する。この方法により、補助スレッドの遅延を回避する
ことができ、プリフェッチの効果を得ることができる。しかし、この手法は、ポイ
ンタチェーシングループの様に、スレッドレベルで並列化をすることが難しい箇所
には向いていない。
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図  7 同期スケジューリング：C56
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図 7 同期スケジューリング：2B66
2B*CBは、2B66と同様に、複数の補助スレッドでプリフェッチを行う方
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図  7 同期スケジューリング：2B*CB
法である。2B66との違いは、ポインタチェーシングループに対応させたことで
ある。ポインタチェーシングループは、次のイタレーション情報を入手することが
困難であるため、スレッド並列化が難しい。そこで、 の様に、つのイタレーショ
ンを実行するとき、次のイタレーション情報を他のスレッドに通信する。これによ
り、ポインタチェーシングループの並列化を実現させている。
以上の様に、複数の補助スレッドを実行させることによって、メインプログラム
のキャッシュミスを隠蔽することができる。しかし、5( 1") /0の様
に、*+に  つの論理プロセッサしか持たない 環境では、複数の補助スレッ
ドを同時に並列実行することができない。

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  本手法の特徴
本稿では、マルチスレッドプロセッサの中で、プロセッサを対象とする。
プロセッサには以下の特徴がある。
  安価
  複数の論理プロセッサで*+リソースを共有
  高速キャッシュメモリの共有
プロセッサは、従来の などのマルチプロセッサに比べ安価になり、5(
　- �やDなどパーソナルコンピュータ4ワークステーションにも搭載さ
れるようになった。そのため、利用者も増大している。本研究では、技術を実
現した 5( 1") ("/0を用いた最適化を行う。
 つめの特徴として、 節で説明したように *+リソースを共有する。従来研
究の様に を用いると複数の物理 *+を占有してしまうが、を用いるこ
とで必要な物理*+は１つとなる。
つめの特徴として、高速キャッシュメモリを複数の論理プロセッサで共有する。
で異なるプロセッサに割り当てられた複数のプロセスで、データ通信が必要な
場合は*+の速度と比べ低速なメインメモリを用いる。しかし、で異なる論
理プロセッサに割り当てられた複数のスレッドで、データ通信が必要な場合は高速
キャッシュメモリを使うことができる。また、複数のスレッドでメインメモリに格納
されているグローバル変数 を読み込むとき、先行する つのスレッドが高速キャッ
シュメモリにデータをフェッチする。キャッシュメモリの容量オーバーで、変数 の
値がキャッシュメモリからメインメモリに落ちてしまわない限り、他のスレッドは
高速キャッシュメモリからデータを読み込むことができる。
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

  補助スレッド生成の特徴
本稿では、エラー検出コードを補助スレッドで実行することで、その実行にかか
るオーバーヘッドを隠蔽する技術を提案する。補助スレッド（1）はを
 ,.から抜き出して生成を行う。生成の際にスレッド間に張れれた制
御依存関係を真依存関係に変換する。つまり、制御フローを判別する式の要素を、
の実行に必要な要素と考える。
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図 7 本手法の適用例
図 の ,.の様にの23を作成し、切り出したに依存関係のエッ
ジを張る。そして、エッジを張られたのノードの共通を見つけ、そ
のノード以下を ,%.の様に1にコピーする。通信量を減少させることができない
場合は、をに戻しで実行させ、にかかるオーバーヘッドを
最小限にする。そして、図 の		の様に制御依存関係を持っていた
は、制御フロー決定に必要な要素がそろっていなくても、実行に必要な要
素がそろった時点で を投機的に実行する。制御フローの要素が後に通信
された場合は、先に実行した をコミットするかアボートするかを判断す
る。このように1を生成することにより、1中の同士は依存関係が存
在せず、必要なデータがそろった4制御フローから順に実行することがで
	
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き、スライシングされたコードよりも効率よく最適化を行うことができる。そして、
残った依存関係で出力依存関係のあるものはバッファを用いることで、を
より遅らせて実行させることもできる。それは、で偽と判断された場
合、より先行して4遅れて実行してもプログラムを停止してしまうためである。
よって、スレッド間で細かな同期を取る必要はなく、プリフェッチのためのスレッド
よりも信頼性を向上させるスレッドの方が適していると考えられる。
  
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 本手法のアルゴリズム
 本手法の概要
始めに本手法の概要を提示し、それから1生成のステップに関して説明する。
本手法では、と 1のコード間に発生する依存関係（真依存・出力依存・制
御依存）を緩和する方法として以下の ～ を適用し、各のスライスを作
成する。
　 真依存関係の緩和 , .
　  制御依存関係の緩和（節.
そして、生成された複数のスライスに対して以下の ～を適用し、1で実行する
の選択・変形を行う。
　 出力依存関係の緩和 ,.
　 データ通信 ,
節.
　 
の割り当て ,節.
　 の投機的実行 ,節.
1でを実行するためには、41の間に張られた依存関係を考慮す
る必要がある。そのため、スレッド間でデータをやり取りすることで、プログラム
の正確性を保証する。本手法では、各のスライスに真4制御依存関係の緩
和を施すことによって、データのやり取りによって生じるのオーバーヘッドを
最小限にする。
そして、41のコード間に張られた依存関係を最小化した後、残った依存関
係をスレッド間で共有する必要がある。本手法では、このデータに対して生存グラ
フを作成し、出力依存関係を調べる。そして、出力依存が存在する場合には、
がそのデータをバッファに保存させデータ通信を行う。これにより、スレッド間で
細かい同期を取る必要がなくなり、の同期による遅延を回避できる。また、1
では実行に必要なデータがそろった時点で実行ができるため、より積極的
に最適化をかけることができる。
 
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そして、以上で生成された各のスライスを1で実行するか否かを判別
する。本稿ではにかかるオーバーヘッドを最小限にするため、データ通信によ
るオーバーヘッドとを実行するのにかかるオーバーヘッドを比較する。そ
して、1でスライスを実行させるか、でを実行するかを決定する。
さらに、制御フローが複雑なに対して、1で投機的に実行させ、
で制御フロー情報を後から通信し、実行したの有効の有無を判別する。こ
れにより変形されたスライスは、の制御フローに影響を受けないため、より効
率よく を実行させることができる。 　以上の様に生成されたスライス
を結合し、1にする。図 に本手法の適用手順、つまり補助スレッドの生成の流
れを示す。
以下の節では、本手法の各プロセスの中で特徴となる、共通の検索 , 
#UUGTVKQPߩ2&)૞ᚑ
౒ㅢ2TGFGEGUUQTߩᬌ⚝
หᦼ࡮ࡃ࠶ࡈࠔ࡝ࡦࠣߩㆬᛯ
#UUGTVKQPߩഀᒰవ⸘▚
หᦼ࡮ࡃ࠶ࡈࠔ࡝ࡦࠣࠦ࡯࠼ߩᝌ౉
⵬ഥࠬ࡟࠶࠼ࠦ࡯࠼ߩᝌ౉
ᛩᯏ⊛ታⴕ
図 7 本手法の流れ
節>節. 、同期・バッファリングの選択 ,節>
節.、の割当先計算 ,
  
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節.、の投機的実行 ,節.について詳しく述べる。
  真依存関係の緩和
,D.のDを構成する要素について23を作成することにより真依存
関係のあるノードを求め、各要素のの中で共通なものを探し、その数が
最小になる値を見つけだす。
KH
[ 
DC=<COCZ?
ZE
ED [D
#UUGTV
Z [
/6 *6
DC=<COCZ?
ZE
ED [D
KH
[  #UUGTV
Z [
/6 *6
ZE
[D
D

Cㆡ↪೨ 
Dㆡ↪ᓟ




 
E
E






ED
E
図 
7 真依存関係に対する23の作成
図 
の例では の実行に必要となる要素は  つあるが、>"共通の 
であるノード１の変数 を通信するように 1を生成する。このようにする
ことで、41のコード間に張られた真依存関係を減少させることができる。こ
の手法を用いると、プログラムスライシングを用いるより、1のコード量を少な
くすることができる。そのため、1の実行に必要な*+リソースを減少させるこ
とができ、に必要な*+リソースを残すことができる。
このスライスを生成する過程で、図 
のノード  > の変数 やノード >の変
数 がグローバル変数やヒープ変数である場合、41の実行結果に影響を及ぼ
す可能性がある。そこで、スライス内にグローバル変数やヒープ変数へのストア命
令が存在する場合は、その変数に対して私有化を施す。これにより、41のプ
ログラムの正確を保証することができる。
 
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図 を用いて変形方法を説明する。 の様に、を 1に渡す。これに
c=b%4;
x+=c; 
MT Code HT Code
y=a-
Assert(x>=y)
HT Code
b 4
Assert( x >=y ) 
c=b%4 y=b-4
b=a[rx+i]
1
2 3
4
Ԙ
ԙ
1
2
3
4
b=a[Z%amax]
=c+2
x=c+2
図 7 真依存関係に対する23の作成
より、41のコードには�>�のような真依存関係が発生する。このデータをす
べて通信すると、そのオーバヘッドによりが遅延を起こしてしまう。そこで、
を実行するために必要な変数  について、図 の右図のような 23
を作成する。そこで、変数  の共通のを検索する。図 では、ノー
ド が共通 となる。次に、見つけ出した共通  ノード の
ノードを、真依存関係があったノードまでコピーする。つまり、変数 に
真依存関係のあったノード >変数 に真依存関係のあったノード までをコピーす
る。この方法を適用すると、図 の様に変形することができる。
図 の様に変形された後には、41の依存関係は�のみになり、スレッド間
のコードに張られた依存関係を減少させることができる。
 
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c=b%4;
x+=c; 
MT Code HT Code
y=a-
b=a[Z%amax]
=c+2 Assert(x>=y)
HT Code
b 4
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4
c=b%4
x=c+2
y=b-4
図 7 真依存関係の緩和
 制御依存関係の緩和
41のコード間に張られた制御依存関係をすべて真依存関係に変換を行う。
 節と同様に、制御依存関係の張られているノード間にエッジを張る。エッジの張
られたノードのを見つけ、そのノードの を1にコピーする。
制御依存関係を真依存関係に変換し、のに張られた真依存関係の１つの
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#UUGTV
Z [
/6 *6
DC=<COCZ?
ZE
ED [D
KH
[  #UUGTV
Z [
/6 *6

Cㆡ↪೨ 
Dㆡ↪ᓟ




 





KH
[ 
E
図 7 制御依存関係を真依存関係へ変換
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要素として考え、共通検索を見つけることにより、データ通信を最小化
することができる。ここで、共通を見つけることができなかった場合に
は、制御フロー情報をから1へ通信する方法をとる。
真依存関係への変形方法は、図 	で示す。例えば、図 	の様に、ノード と に
は制御依存�が存在する。 節と同様に、ノード に対する23を図の右の様に
作成する。この図では、ノード に対するものだけでなく、 についても加えて作
成しておく。に制御依存関係のあるノード のノードは >と
なっている。この場合、に制御依存関係のあるノードが１つだけなので、
共通はノード >のどちらを選択しても変わらない。しかし、
に対して真依存関係のあるノードと共通のノードを見つけることができ
る。 1の生成は、図   の様に、検出したCノード から依存関係のあ
c=b%4;
y=a-
b=a[Z%amax]
x=c+2
MT Code
Assert(x>=y)
HT Code
b 4 y=b-4
Assert( x >=y ) 
1
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4
if(y>0)
if(y>0)
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図 	7 制御依存関係を真依存関係へ変換
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るノード までを複製することにより行う。これにより、制御依存関係を真依存関
係に変換し、真依存関係と共通の ノードを見つけることができた。 こ
c=b%4;
y=a-
MT Code
Assert(x>=y)
HT Code
b 4
1
2
3
4
if(y>0)
5
c=b%4
y=b-4
if(y>0)
Ԛ
x=c+2
b=a[Z%amax]
図   7 制御依存関係の緩和
れにより、初期状態では、真依存関係２つ・制御依存関係１つであったものが、真
依存関係１つという様に変換することができる。
 出力依存関係の緩和
 節や 節の共通 や制御フロー情報をスレッド間で共有するため
には、プログラムの正確性を保証するために、41のコード間に張られている
出力依存関係を考慮する必要がある。
 
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図  7 出力依存関係の緩和
図  の ,.の様に、ノード > は出力依存関係を持つ。ここで、 > がその
データを必要とするときに、ノード  で の値が再定義される前に同期を取る必要
がある。ここで、出力依存関係の対処方法を  種類に分類する。
  再定義の間隔が十分に広い場合 ,再定義されない場合.
  再定義の間隔が狭い場合
以上を判別するためには、図  の変数 についての生存グラフを作成し、その生存
区間の長さによって行う。
再定義の間隔が十分に広い場合もしくは、再定義されない場合については、生存
グラフから定義と再定義の位置を確認する。図  で言うと、ノード１の実行場所と
ノード２の実行場所を確認する。そして通常通り、ノード  で が再定義される前
に41で同期をとる。では、ノード で が定義されたことを1に通知
を行う。そのため、同期にかかるオーバーヘッドと、定義されたことの通知にかか
るオーバヘッドを伴う。ここで、通知にかかるオーバーヘッドを削減する。本手法
では同一区間の異なる変数を通信する必要がある場合には、それらの変数の通知を
つの E(として1に渡す。これにより、通知にかかるオーバーヘッドを削減で
きる。
このノード > の時間の間隔が狭すぎる場合には、同期により 1の実行遅延が
の実行遅延を引き起こす。ここで、この場合には、図  の ,%.の様に、で
 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データをバッファに保存させる。これによって、1の遅延によるの遅延を回避
することができる。1ではデータさえそろっていれば、 > の実行順序に制
約がなく、1をより積極的に最適化をすることができる。この方法によるの
オーバーヘッドは、バッファへのストアにかかる実行時間である。この手法の特徴
は、1の制御がの制御フローに依存する必要がなく、バッファにデータが残っ
てさえいれば正しい実行結果を求めることができる。このため、1内の異なる制
御フロー上の同士は依存関係を持たず、最適化を効果的にかけることがで
きる。つまり、図  で、 > が異なる制御フロー上に存在する場合、
> のどちらを先に実行してもプログラムの正確性が失われることはない。
 データ通信
データを通信する際には”通常のバッファ”と循環バッファの２種類を用いる。
が1に受け渡すデータ数が判定可能でメモリに十分入りきる大きさの場合は”通
常のバッファ”を用いる。また、データ数が判定不可能か容量が多すぎる場合には
循環バッファを用いる。本手法で用いる循環バッファは図   のように循環バッファ
䊶䊶䊶 䊶䊶䊶 䊶䊶䊶䊶䊶䊶
㪛㪸㫋㪸㗔ၞ 㪘㪻㪻㫉㪼㫊㗔ၞ
㪝㫃㪸㪾㗔ၞ
వ㗡䈱䊋䉾䊐䉜䈱㪘㪻㪻㫉㪼㫊
図   7 循環バッファ
は数個の”通常のバッファ”を用い、つのバッファが埋まったら次のバッファへ移
り、最後のバッファが埋まったら最初のバッファに戻るようにしたものである。つ
のバッファ内は以下の つから構成される。
 2領域
  領域
 	
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 E(領域
データ領域は41で 実行のために必要なデータの読み・書きをする
領域とする。E(領域はスレッド間でデータの読み書きの完了を知らせるための領
域である。1はがどこまでデータを書き込んだかを、は 1がどこまで
データを読み込んだかを確認する必要がある。そこで、各バッファの最後の %は
フラグ専用にし、はすべてを書き込んだ場合にフラグを立て、1はすべてを読
み込んだ後に下ろす。初期状態はすべてのバッファのE(領域のフラグは下ろされ
た状態にする。
領域には、次のバッファの先頭アドレスを格納しておく。ただし、最後
のバッファである場合は、先頭のバッファの先頭アドレスを格納しておく。例えば、
図   のバッファ～,'.間での領域には、バッファ ～の先頭アドレス
が格納されている。そして、バッファ'の領域には、バッファの先頭アド
レスを格納しておく。
この循環バッファの使用例は以下のとおりになる。
  での使用例
 バッファのデータ領域を使い切る
  バッファのE(領域のフラグを立てる
 バッファの領域のを参照し、指定のバッファ&に移動
 バッファ&の E(領域のフラグが立っている場合は待機

 バッファ&の E(領域のフラグが下りている場合は書き込みを開始
  1での使用例
 バッファのデータ領域のデータをすべて読み終わる
  バッファのE(領域のフラグを下ろす
 バッファの領域のを参照し、指定のバッファ&に移動
 バッファ&の E(領域のフラグが下りている場合は待機
 
   
年度修士論文 早稲田大学理工学研究科情報・ネットワーク専攻深澤研究室

 バッファ&の E(領域のフラグが立っている場合は読み込みを開始
このように、バッファへの書き込み4読み込みを行わせることで、1がの書き
込みより、先にバッファを読み込むことを回避できる。
通常のバッファに読み書きで、は通信する各データの書き込み完了を 1に通
知する必要がある。しかし、循環バッファでは、データ領域のサイズ分のデータご
とに1に完了を通知することになる。そのため、の書き込み通知に必要な実
行コストを大幅に削減することができる。また、通常のバッファでは通信可能な容
量が決まっているが、循環バッファでは通信可能な容量は無制限であると考えられ
る。
ただし、データ通信量に比べ、循環バッファ全体のサイズが小さすぎると、が
バッファを一周し、1の読み込みが修了するのを待つ必要がある。そのため、1
の読み込み待ちを避けるために、十分なバッファサイズを確保する必要がある。そ
こで、そのため、利用する際にはプレ実行を行い十分大きい容量を割り当てる必要
がある。
	 
の割り当て
本研究の目的はの実行速度の遅延を低減することにある。したがって、
のデータ通信による遅延が実行による遅延を上回る場合、にそのまま
実行させるほうが得策であると考える。そこで、各に対して判定にかかる
実行コストとデータ通信 ,同期・バッファ.にかかる実行コストを算出し、
の割当先を1にするか否かを判別する。
		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を実行するか否かを判定するには、 から通信する必要があるデータ
を｛
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,		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このとき、		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を実行するコスト ,*.を
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とする。そして、データ通信にかかる実行コスト ,2**.を、
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と求める。そして、以下のように を41のどちらに割り付けるかを
判別する。
    7  で		
 
を実行 …,.
    7  で		
 
を実行 …, .
, .の場合は

を必要とするの集合の中から		
 
を除去する。
本研究で利用する C,.について、静的に解析できないものについては、プレ
実行を行い平均値を求めて利用する。また、実行コストの見積もりは の
パフォーマンスガイドに従い行う。
この手法を用いることで、のエラー検出にかかるオーバーヘッドを最適化する
ことができる。
 投機的な
の実行
投機的なの実行とは、1が自ら制御フローを再現しにくいとき、つま
り 節の方法で共通を発見できなかったとき、先に分岐内の
を実行する方法である。実行後に、分岐情報をから通信し、結果がE(であっ
たが有効であるかどうかを確認する。また、分岐内のを実行中
に、		

が E(になった時点で、		

に支配される 		
 
はすべて実行
しない。
例えば、図  のノード >>	のようにから1に通信する情報は、制御フロー
の最内で E(にパスの情報をバッファリングすることによって行う。これにより、
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図  7 投機的なの実行例
各分岐の情報すべてを通信する必要がなくなり、の通信にかかる実行コストを
削減することができる。また、ノード を投機的に実行しが E(になっ
たときには、ノード に支配されているノード  >は実行しない。
また、再現しにくい制御フローが図  のノード のようなループである場合、図
 に示すようにループを二重に変形する。そして、最内ループの外側でイタレーショ
ン情報をE(としてバッファリングする。これにより、の通信にかかる実行コ
ストを大幅に減少させることができる。
この手法の適用したスライスを1に割り当てるか否かを判断する方法は、節
に示した方法と同様の計算方法で導き出す。つまり、でを実行するの
にかかるコストと、E(,分岐情報.を1に通信するコストを比較する。そして、こ
の手法を適用したスライスを1で実行するか否かを判別する。ただし、適用する
箇所がループである場合には、E(を1に通信するコストにループの二重化に伴
う実行コストを加えたものを比較し判定する。

   
年度修士論文 早稲田大学理工学研究科情報・ネットワーク専攻深澤研究室
YJKNG
]
YJKNG

KAPWODAUK\G]

CUUGTV
Z[ 

_
(NCI
KVGTCVKQPAPWO
_
YJKNG
]

CUUGTV
Z[ 

_
図  7 ループ変形による投機的実行の効率化
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	 実験
本章では、以上で述べたアルゴリズムを<" &>'((  &>F
2$ &を施したサンプルプログラム（ソート）とベンチマークプログラムに
適用し本手法の有効性を示す。
 実験環境
実験環境は表 に示す。実行時間の測定には (&,.関数を用いて計測を行った。実
表 7 実行環境
*+ D  318
-" 
 <
B 9 D !(
*-)( :(*== 
*-)( B) 4F 4B
6& 6%" --(%
験をとるにあたっては  に示すように、1がすべてのを実行するもの、実行
コストを考慮してを割り当てたもの、割当てと投機的実行を行ったも
のの グループに分けた。割り当て判定に必要な”演算命令にかかる実行コス
ト”は 5 命令のレイテンシとスループット /0を用いた。対象としたプログラムは
ソートプログラム（%%%(>>->G&>((>( ）と、)    
の地震波伝播のシミュレーションを行うG&、圧縮アルゴリズムの<8) の２種
類のベンチマークである。
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表  7 分類表
分類 意味
 1がすべてのを実行
< の割付
* の割付と投機的実行
  実験結果
図  
では、ですべてのを実行した実行時間と、表  で示した方法
を適用した例を挙げている。
図  では、ですべてのを実行したときに生じる、エラー検出コード
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図  
7 シングルスレッドでエラーチェックを行った場合との比較
の遅延の削減率をを示している。
図  
>図  で示すように、 
<8) >%%%(>>->G&では1がす
べてのを実行する ,実験Ａ.と遅延がより大きくなっている。この原因 つ
は、制御依存関係を真依存関係に変換した際、共通を見つけることがで
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図  7 エラー検出による遅延隠蔽率
きず、すべてからの通信に頼ったため起こった。もうひとつの原因は、*+の
リソース不足が考えられる。つまり、で利用したい*+リソースを1で使っ
てしまい、のパフォーマンス低下につながったと考えられる。また、->G&
に関しては、1の実行時間がの実行時間を越えてしまい、が 1の実行
終了を待ったため、大幅なパフォーマンス低下が観測された。((>(につい
ては、少量の通信数でほとんどのすべてのを実行することができた。その
ため、パフォーマンス改善が得られたが、他の方法を適用しても、1のコードに
変化は得られなかったため、これ以上の改善はなかった。
実験Ｂの様に、の割り付けを行うことで、パフォーマンスが大幅に改善さ
れている。実験Ａでパフォーマンスが下がったものの中で、G&>%%%(>>
G&は、実験Ｂでですべて実行するよりも若干の速度向上が得られた。これ
は、の割り付けにより、41間の通信量を削減できたためである。ま
た、の割り付けに伴い、1のコードの量が減少した。このため、*+リ
ソースがに十分割り当てられるようになったと考えられる。また、->G&
に関しては、1に割り当てられたの数が減ったため、1がよりも

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大幅に遅れることはなくなった。
実験Ｃで、投機的にを実行させることにより、の通信量を減らすこ
とができ、の通信にかかる実行コストを大幅に削減することができた。また、
の投機的実行に伴い、1がより最適化がかかりやすい状態になり、1の
実行時間が短縮でき、が1の実行を待つことはなくなった。そして、1の実
行時間が短縮されたことから、へすべての*+リソースが割り当て可能となる
時間が長くなった。
そのため、速度向上では、ベンチマークで H>ソートプログラムで  Hを観測
することができた。そして、遅延の削減率では、ベンチマークで H>ソートプログ
ラムで Hを観測した。
この以上の図  
 により、割り付けと投機的実行による効果の有効性
が確かめられた。
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 終わりに
本稿では1の生成時に、41のコードに張られる真依存関係・制御依存関係
を共通を見つけることにより減少させ、のデータ通信にかかるオー
バーヘッドを削減した。そして、実行にかかるコストとデータ通信にかか
るオーバーヘッドを比較し、41への割付を行うことでにかかる
実行コストの最適化を図った。そして、スレッド間のデータ通信を循環バッファを
使うことにより、出力依存関係を緩和し、スレッド間で発生する同期による遅延を
最小限にすることができた。また、補助スレッドでの投機的実行を行うこと
により、1の待機時間を縮小し効率よく最適化をかけることができるようになっ
た。結果として、実行時間では、サンプルプログラムで  H>ベンチマークプログラ
ムで Hのパフォーマンス改善した。そして、エラー検出にかかるオーバーヘッド
の削減率は、サンプルプログラムで  H、ベンチマークプログラムで Hの改
善が観測された。
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