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Abstract
The success of intelligent mobile robots in daily living environments depends on their ability
to understand human movements and behaviours. One goal of recent research is to understand
human activities performed in real human environments from long term observation. We con-
sider a human activity to be a temporally dynamic configuration of a person interacting with
key objects within the environment that provide some functionality. This can be a motion
trajectory made of a sequence of 2-dimensional points representing a person’s position, as well
as more detailed sequences of high-dimensional body poses, a collection of 3-dimensional points
representing body joints positions, as estimated from the point of view of the robot. The lim-
ited field of view of the robot, restricted by the limitations of its sensory modalities, poses the
challenge of understanding human activities from obscured, incomplete and noisy observations.
As an embedded system it also has perceptual limitations which restrict the resolution of the
human activity representations it can hope to achieve.
In this thesis an approach for unsupervised learning of activities implemented on an au-
tonomous mobile robot is presented. This research makes the following novel contributions:
1) A qualitative spatial-temporal vector space encoding of human activities as observed by an
autonomous mobile robot.
2) Methods for learning a low dimensional representation of common and repeated patterns
from multiple encoded visual observations.
In order to handle the perceptual challenges, multiple abstractions are applied to the robot’s
perception data. The human observations are first encoded using a leg-detector, an upper-body
image classifier, and a convolutional neural network for pose estimation, while objects within
the environment are automatically segmented from a 3-dimensional point cloud representation.
Central to the success of the presented framework is mapping these encodings into an abstract
qualitative space in order to generalise patterns invariant to exact quantitative positions within
the real world. This is performed using a number of qualitative spatial-temporal representations
which capture different aspects of the relations between the human subject and the objects
in the environment. The framework auto-generates a vocabulary of discrete spatial-temporal
descriptors extracted from the video sequences and each observation is represented as a vector
over this vocabulary. Analogously to information retrieval on text corpora we use generative
probabilistic techniques to recover latent, semantically meaningful, concepts in the encoded
observations in an unsupervised manner. The relatively small number of concepts discovered
are defined as multinomial distributions over the vocabulary and considered as human activity
classes, granting the robot a high-level understanding of visually observed complex scenes.
We validate the framework using, 1) A dataset collected from a physical robot autonomously
patrolling and performing tasks in an office environment during a six week deployment, and
2) a high-dimensional “full body pose” dataset captured over multiple days by a mobile robot
observing a kitchen area of an office environment from multiple view points. We show that the
emergent categories from our framework align well with how humans interpret behaviours and
simple activities.
Our presented framework models each extended observation as a probabilistic mixture over
the learned activities, meaning it can learn human activity models even when embedded in
continuous video sequences without the need for manual temporal segmentation, which can
be time consuming and costly. Finally, we present methods for learning such human activity
models in an incremental and continuous setting using variational inference methods to update
the activity distribution online. This allows the mobile robot to efficiently learn and update its
models of human activity over time, discarding the raw data, allowing for life-long learning.
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Chapter 1
Introduction
1.1 Motivation
Understanding data from visual input is an increasingly important domain of scientific research.
Visual sensors are inexpensive and a natural way to capture similar data that is available to
humans through vision. Implementing a learning system on this data aims to mimic the function
of the human brain in what can be recognised and understood in the environment. Video
cameras capture data about a static scene or a dynamic environment and save this information
as images. These images are processed and represented in such a way that a system can extract
particular properties or patterns and hence learn about the world being observed. Systems that
can understand what activities are occurring in a domain are considered useful for aiding or
replacing human tasks. There is a long research history in the security domain where a set of
pre-labelled “suspicious” behaviours are learned and recognised. For example a security guard
could be alerted to a particular threat on a CCTV monitor without having to constantly watch
multiple camera feeds. Allowing the learning system to detect and flag-up suspicious behaviours
would allow a reduced number of guards to monitor security.
More recently, activity understanding has become an important area of research in the
robotics domain. As computing hardware has improved, the efforts to align robotics and ar-
tificial intelligence has increased enormously. Allowing embedded robotic systems to use their
own sensors in order to make decisions for themselves allows them to aid humans in a greater
range of applications. For example, a robotic car will sense the road using on-board sensors
and can apply the brakes itself if it detects an object in the road which it predicts is on course
for a collision with. Further, robots that can learn about human behaviour are well suited to
operate within human populated spaces. However, unlike security systems that usually monitor
the same areas and recognise specific behaviours, robots have to operate in a variety of dynamic
environments and situations, often for long periods of time, making autonomous and lifelong
learning much more challenging.
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Advancements in the reliability of autonomous mobile robot platforms means they are well
suited to continuously update their own knowledge of the world based upon their many ob-
servations and interactions [Marder-Eppstein et al., 2010, Hawes et al., 2016]. Unsupervised
learning frameworks over such long durations of time have the potential to allow mobile robots
to become more helpful, especially when cohabiting human populated environments. Such
robots can be adaptable to their surroundings, the particular time of day, or a specific indi-
vidual being observed, saving considerable time and effort hard-coding specific information.
For example, a robot butler or house-keeper could learn specific behaviours of its house-guests,
with minimal supervision, and perform a specific action given it is observing a learned activity.
Understanding what activities occur in which regions and when, allows the robot to adjust its
own behaviour, or assist in the task it believes is being undertaken. By removing humans from
the learning process, i.e. with no time-consuming data annotation, such robots can cheaply
learn from greater quantities of available data (abstracted sensor observations), allowing them
to adapt to their surroundings and save time/effort hard-coding specific information.
A key factor for the success of intelligent mobile robots, deployed in human populated
environments, is their ability to understand human behaviour and motions. This allows for
safer and more effective navigation in populated spaces, and for more useful robotic systems.
Such robot systems perceive and represent the world through a range of sensor modalities, often
maintaining abstract representations that allow them to make inferences and decisions. How
to best represent knowledge about the world is still a major challenge in the field of intelligent
robotics. This problem is magnified on mobile robot platforms where on-board sensors provide
only a partial and noisy view of the world. The aim is to achieve a robotic system that can
observe, learn and gain knowledge over a long period of time from dynamic human populated
environments.
In this thesis, we investigate the problem of how an intelligent mobile robot can learn
and understand human motion behaviours and simple activities in dynamic real-world human
populated environments from partial and noisy observations of the inhabitants. As such, the
problem to be solved is to learn from partial human motions and generalise to the underlying
human activity behaviours. Figure 1.1 shows an example sequence of images recorded from a
mobile robot’s field of view, where a person is observed performing a number of simple activities.
Ideally, the robot would learn a representation of each activity being observed, in this case each
activity is represented as a histogram over a feature space (bottom), allowing the robot to
detect new instances of similar activities in the future.
Research Question: Can we learn activities taking place in human populated environments
from video data by passive observation from a mobile robot? That is, can we model the
qualitative relational interactions taking place between interesting regions of visual data and
obtain an activity learning framework similar to functionalities of the human brain? Is it
possible to learn models of human activity from a dynamic environment in an unsupervised
framework, i.e. without providing the system with feedback on its abstractions?
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Figure 1.1: An example sequence of images recorded from a mobile robot. Ground truth activity
annotation are shown (top), sequence of images overlaid with a human pose estimate (middle),
and hypothetical histogram representation of each activity (bottom).
1.2 What is an Activity?
An “activity” can relate to a broad range of different domains such as economic activity, criminal
activity or sporting activity. In each of these situations, the term “activity” often relates to a
temporally dynamic configuration of some “agents”, where the agents can be grounded in the
real-world, or could be online agents. There is a considerable amount of work in the literature
focusing on activity understanding and the terminology used is not always consistent. Terms
such as “activity”, “event”, “movement”, “temporal action/behaviour”, “action”, “gesture”
and “primitive event” are all used to describe similar concepts that can be captured using
video data [Bobick, 1997, Cohn et al., 2003, Zelnik-Manor and Irani, 2006, Bre´mond, 2007].
This is due to the ambiguous definitions of these words in natural language. A mutual set of
conditions a so-called “event” or “activity” represented in video data must satisfy [Lavee et al.,
2009] is:
1. they must occupy a period of time;
2. they are built out of smaller semantic unit building blocks;
3. they are described using the salient aspects of the video sequence input.
Using this definition, an occurrence of interest in a video sequence is defined as an activity.
We therefore distinguish between a general activity, described as an entity which satisfies these
three conditions, and a particular activity which has these qualities explicitly instantiated.
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Much of the previous learning of activity models has been performed in a supervised learning
setting and then the knowledge gained has been applied to an unseen test subject. This is
defined as activity detection: the act of comparing data with a known or learned activity
model and deciding the presence or absence of an activity [Xie et al., 2008]. The proposed
research direction into the unsupervised learning setting is defined as an activity discovery task.
That is, finding activities without knowing their semantics beforehand, using the regularity or
self-similarity among multiple activity instances. Automatically detecting previously unknown
activities can be very useful when there is a need to explore new environments, or where a lack
of supervision is provided and a new observation is unaccounted for among the set of known
activities.
An assumption made in this work is that human movements relative to key objects that
provide functionality in the environment are highly informative of recurrent patterns and relate
to everyday activities. For example, standing up and walking from a desk towards the printer
to collect a printout, is a human behaviour which occurs in many offices, irrespective of the
exact (x, y) locations of both the desk and the printer. For all offices, it is difficult to generically
express this behaviour in the Cartesian map-plane using a quantitative approach. However, it
is simple to describe this behaviour in relative terms, across many offices. Qualitative spatial
calculi are well suited to this task as they are able to abstract specific details of observations,
extracting similarities whilst preserving qualitative differences [Chen et al., 2015]. We therefore
focus specifically on human activities that involve objects; we represent an observed human as
a sequence of qualitative spatial-temporal relations between the detected human and reference
objects within the environment. This allows us to abstract away from absolute Cartesian
coordinates into a more structured qualitative space. Qualitative representations are highly
tolerant to noisy, partial or varying lengths of observations and therefore suitable for a mobile
robot with embedded sensors.
1.3 Main Challenges
A major challenge in this work is that our mobile robot’s on-board sensors only grant the system
a limited field of view, restricted by its sensory modalities. This translates into a challenging
partial and mobile view of the environment, i.e. it obtains obscured, incomplete and noisy
human observations. This problem is compounded when the mobile robot is autonomously
selecting its own, potentially improper, view points in order to observe its environment. As
an embedded system its perceptual limitations restrict the resolution of the human activity
representations it can hope to achieve.
A second challenge in the area of human activity analysis, performed in the real-world, is
that each observed activity instance is often carried out with particular variations, e.g. opening
a door with opposite hands. This is called intra-class variation and in our setting, the robot’s
observations have large variation between them, even for similar activities. We present no
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supervision for each recorded observation and so a major challenge is to learn latent activity
models, which are coherent and align well to how humans perceive their behaviours or activities.
Our framework addresses these perceptual challenges in two phases; first by utilising a
state-of-the-art human body pose estimator in order to improve the quality of its observations,
and secondly we use a Qualitative Spatial Representation (QSR), which abstracts quantitative
data to a discrete set of qualitative values, thus converting somewhat noisy observations of
arbitrary spatial positions into semantic low level actions. This allows the system to compare
observations based upon key qualitative features and learn common patterns in an abstracted
space, instead of their exact metric details which can arbitrarily differ. This is shown to be
somewhat viewpoint invariant, learning a representation of human activities with respect to
key locations in the robot’s environment. For example, if a person reaches for a mug, the exact
spatial position of the hand or mug are not as useful for learning the human activity “making
coffee”, as a qualitative representation of the hand approaching the mug.
1.4 Novel Contributions
The aim of our work is to understand human activities taking place from long term observation
of real-world scenarios. We present a novel unsupervised, qualitative framework for learning
human activities in a real-world environment, which is deployed on an autonomous mobile
robot platform. The challenge is to learn semantically meaningful human activities by observing
multiple people performing everyday activities, and learn a vocabulary which can describe them.
The contributions of this thesis are:
– A qualitative spatial-temporal vector space encoding of human activities as observed by
an autonomous mobile robot.
– Methods for learning a low dimensional representation of common and repeated patterns
from multiple encoded visual observations.
– Two state of the art, long-term human activity datasets recorded from an autonomous mo-
bile robot for the community’s use. 1) A six week human trajectory dataset collected along
with meta-data such as maps and ROS messages is available at: http://doi.org/10.5518/34.
2) A one week human body pose dataset collected at the University of Leeds, along with
meta-data and software repository is available at: http://doi.org/10.5518/86.
– Open source software library contributions, QSRLib for encoding qualitative representa-
tions, specifically of time series data [Gatsoulis et al., 2016b,a].
1.5 Overview of Thesis
Our mobile robot is able to autonomously patrol and observe an environment for long dura-
tions of time. During this time, it can observe and record many human motions and simple
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activities occurring in its environment. Figure 1.2 depicts the robot’s observation process from
quantitative detections to sparse human activity vector space representation. The flow chart
comprises of four sections, which are described in detail in each of their respective chapters.
We briefly introduce each of them next.
Figure 1.2: Organisational flowchart of the framework presented in this thesis, and how the
sections interact.
– Chapter 2: We provide a review of similar literature in the area of activity analysis,
with a focus on human activities learned from visual observations and possible visual
abstraction methods. Also, we review recent work on intelligent mobile robots performing
such learning in dynamic real-world environments.
– Chapter 3: Quantitative observations. The robot detects humans using an RGBD/laser
sensors and estimates and tracks their 2D location (human trajectory) or their main
skeleton positions (human body pose). It also extracts and encodes key object positions
within its environment by performing 3D sweeps of its RGBD sensor.
– Chapter 4: Transformation of the observed pose estimates into a qualitative space. Each
quantitative observation is encoded using multiple qualitative calculi in order to abstract
the exact Cartesian coordinates. Qualitative intervals are temporally abstracted using
1.5. OVERVIEW OF THESIS 7
a temporal calculus to compute an interval graph where graph paths are extracted and
used as qualitative descriptors in a vector representation of an observation.
– Chapter 5: Given multiple observations, the unique descriptors form a vocabulary of code
words and sparse activity histograms are generated for each observation using the counts
of each code word extracted. These histograms form a term-frequency matrix which
represents the entire corpus of observations. We then introduce multiple unsupervised
learning methods, such as simple unsupervised clustering, matrix low-rank approximations
and a generative probabilistic approach in order to recover semantically meaningful latent
concepts that exist encoded in the obtained feature space. We draw upon simiarities to
information retrieval systems which analyse the main topics or themes encoded in a corpus
of natural language documents.
– Chapter 6 and 7: Experiments. We present experiments and results from a six week
robot deployment at the UK offices of the G4S security company in order to learn human
motion patterns. Secondly, more detailed human body pose activities are learned from
two datasets, one a publicly available, static camera set-up, and a second, recorded from
one week observation from a mobile robot. Finally, we investigate multiple practical
consideration which facilitate lifelong human activity learning from a mobile robot. These
include, the specific level of manual temporal segmentation applied to each video sequence
and incremental learning approaches in order for the robot to perform lifelong learning
“in-the-wild”.
– Chapter 8: We draw final conclusions and summarise the contributions of the work pre-
sented. We also provide multiple possible future research directions.
In summary, the flowchart depicts a learning framework that can: i) observe multiple quanti-
tative observations, ii) abstract them using qualitative calculi, iii) encode the observations as
feature vectors, and finally iv) perform unsupervised learning relating the concepts extracted
to simple human behaviours and activities, with an aim of moving towards lifelong learning
“in-the-wild”.
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Chapter 2
Related Work
Learning models of observed human activity in an unsupervised setting from an autonomous
mobile robot is at the intersection of many areas of artificial intelligence research, such as,
computer vision, robotics, qualitative spatial representations and information retrieval. In
this chapter we review relevant literature relating to these areas and focus specifically on the
following aspects:
– What do we mean by human activity analysis and how has it been performed in recent
literature?
– How are qualitative abstraction methods used to generalise multiple observations in order
to learn common patterns of behaviour?
– What activity analysis is currently performed on intelligent mobile robots and what level
of performance has been achieved on similar robotic platforms. How was the problem
simplified for the robot platform?
– Learning “in-the-wild”, we present works in the literature of unsupervised learning tech-
niques and incremental learning methods, that are considered appropriate for activity
analysis on robotic platforms in dynamic, human-populated environments.
2.1 Human Activity Analysis
In the literature, there is a common distinction between vision-based human activity analysis,
which extracts information from video and depth cameras using computer vision techniques,
and sensor or wearable computing-based systems [Chen et al., 2012, Lara and Labrador, 2013].
Sensor-based systems often rely on the availability of small sensors that can be attached to
a human under observation in order to obtain a representation of a person’s movements or
behaviour, namely wearable sensors, smart phones, or radio frequency identification (RFID)
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tagged objects. They have recently obtained good performance when coupled with Deep Learn-
ing techniques [Ravi et al., 2016, San et al., 2017] or Hidden Markov Models [Trabelsi et al.,
2013], however, from the perspective of an autonomous mobile robot in a real-world environ-
ment, it is not practical to equip every observed person with such sensors in order to learn about
their behaviours. Instead, we focus on vision-based activity analysis, which is more suitable
for a passive robotic system. The following section describes previous work in the literature
relating to the task of human activity analysis from vision.
Much of the work in computer vision literature is not specifically interested in learning ac-
tivity models from video data. Instead hand-defined models are used and the task is reduced to
activity discovery, such as in [Ivanov and Bobick, 2000, Medioni et al., 2001, Ryoo and Aggar-
wal, 2009, Morariu and Davis, 2011]. Hand-defining activity models does not scale or generalise
well to an autonomous mobile robot framework operating in dynamic environments. This sec-
tion is organised using the concept that understanding activity in video data is comprised of
the following two sub-tasks [Lavee et al., 2009]:
– Abstraction: The task of translating video sequence inputs into intermediate units amenable
by activity models. Popular methods include pixel-centric or object-centric approaches.
– Activity modelling: A sub-domain of activity understanding, devoted to learning a formal
description of activities of interest. The inputs from the abstraction layer are used to
determine whether such an activity has occurred in a particular video sequence.
We describe both in more detail next.
2.1.1 Visual Abstraction Methods
An important challenge is to obtain video data that accurately represents the environment.
Three common methods of capturing 3D video data from sensors are: 1) using a state-of-the-
art marker-based motion capture system such as MoCap1; 2) using stereo cameras to capture
2D image sequences from multiple views in order to reconstruct 3D information about the
environment [Argyriou et al., 2010]; 3) using a relatively inexpensive RGBD depth cameras that
provide access to registered 3D point-cloud video data at high frame rates and resolutions. The
reader is pointed to [Aggarwal and Xia, 2014] for a review of human activity analysis specifically
from the various 3D video techniques. In this thesis, we focus on using RGBD depth cameras in
order to obtain an accurate visual understanding of the environment, specifically because they
are small, cheap and practical to mount on to a mobile robot. Two such structured light depth
sensors are Microsoft’s Kinect [Kinect camera [online], 2017] and the ASUS Xtion Pro-Live
sensor [Xtion ASUS camera [online]]. They both consist of an infrared (IR) projector, an IR
camera, and a colour camera. The IR projector casts an IR speckle dot pattern into the 3D
scene while the IR camera captures the reflected IR speckles.
1http://mocap.cs.cmu.edu/.
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Understanding activities taking place in video data relies upon obtaining low-level aspects
of the images and translating them into meaningful activity descriptions. These are often
described as features, where good features have the ability to provide useful abstract properties
about the content of a video to the system. There are three types of invariance, so-called
good features should have: view-point invariant; execution-rate invariant and anthropometric
invariant [Sheikh et al., 2005]. Two techniques to extract features from images commonly used
are pixel-based abstraction and object-based abstraction, each are described next.
Pixel-based abstraction This abstraction method relies on pixel-based information ex-
tracted from images such as colour, texture or gradients. The focus is to model the semantically
meaningful relationships between neighbouring pixels by taking their various values. Histograms
of gradients (HOG descriptors) is a popular technique in the literature, especially for detecting
humans in images [Dalal and Triggs, 2005, Zhu et al., 2006, Yang et al., 2012]. A second popular
pixel-based abstraction method is to compute Spatial Temporal Interest Points [Laptev, 2005].
This representation can be obtained by taking multiple patches of the image across multiple
frames (over time) around detected interest points, specified for instance by using the Harris
corner detector [Harris and Stephens, 1988].
Different methods have been applied to the extracted patches in order to compute features
that represent local structures in space-time where the image values have significant local vari-
ations in both space and time; commonly, (i) histograms of oriented (spatial) gradients (HOG)
and (ii) histograms of optical flow (HOF) are used [Dolla´r et al., 2005, Savarese et al., 2008,
Laptev et al., 2008]. Contextual features can also be added to the descriptor to incorporate
the spatio-temporal dependencies into a bag-of-words model [Schuldt et al., 2004, Wang et al.,
2011].
Using multiple different temporal resolutions, HOG descriptors have been shown to be able
to recognise periodic/non-periodic activities, isolated occurrences/repetition, structured video
and dynamic textures [Laptev, 2005, Zelnik-Manor and Irani, 2006]. Another pixel-based ab-
straction technique uses motion energy images (MEI) which are generated from binary cumula-
tive motion images. These can be extended into motion history images (MHI) by implementing
a function which models the temporal history of motion [Bobick, 1997, Bobick and Davis, 2001].
The result is a scalar-valued image where more recently moving pixels appear brighter.
Modelling relationships between the very low-level pixel values is often very efficient, how-
ever, they can provide an insufficient spatial representation of a human body to capture struc-
turally complex human activities. For example, approaches assume all motion in the scene
should be incorporated into the temporal template. This is the main limitation with pixel-
based abstraction methods and why they are not well suited to represent multiple types of
motions or activities which involve interactions between multiple objects, people, and/or a mo-
bile camera frame. Secondly, pixel-based approaches lack more long-term temporal information
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which means that more complex activities, that can not be represented by simple repetitive
patterns, are difficult to accurately represent, or for an intelligent system to learn.
Object-based abstraction It is often easier to reason about the physical world by first
using a robust segmentation algorithm for detecting physical objects of interest. In object-
based abstraction techniques, low-level input data is first abstracted into a set of entities or
objects with corresponding properties. Common properties in the literature include position,
speed and trajectory. Minimum bounding rectangles (MBRs) and blobs are popular object-
based representations [Fernyhough et al., 1998, Hongeng and Nevatia, 2001, Sridhar et al., 2010,
Cohn et al., 2012, Dubba et al., 2015]. Reasoning about MBRs in an object-centric method
works well for high-level reasoning, where multiple interacting objects can be represented as
performing different spatial arrangements. However, object-based abstraction techniques rely
on good detections and tracking of the corresponding objects of interest, which is a challenging
sub-domain of computer vision in itself. Further, MBRs do not extend well to complex shapes,
such as those obtained from observing a person’s body pose. Silhouettes are a second object-
based technique and are sometimes described as space-time shape features [Gorelick et al., 2005].
However, using silhouettes relies on accurately segmenting the background and assuming that
people, objects and activities can all be recognised from the outlines of their shapes, textures
or motions which is not always the case.
As well as MBRs, commonly the position of the human body is estimated from images and
is used in object-based abstraction methods. The idea is that if a system can obtain accurate
estimates of the positions of a person’s body joints, it can learn a detailed representation of
the motion of specific body joints over time/frames. A popular approach to obtain human pose
estimates is to use the Microsoft’s Kinect sensor and software [Kinect camera [online], 2017].
This was originally developed as an interface with the Microsoft Xbox games console [Microsoft
Xbox, 2017], and allows interactions between users and a game without the need to touch
a controller. It allows for up to six people to be recognised in a scene and their body pose
inferred, which has been very useful in the field of computer vision; a review of work carried
out using this method is presented in [Han et al., 2013]. The sensor was developed for gaming,
and the tracking is optimized to recognize users standing or sitting, and facing the sensor;
sideways poses provide some challenges regarding the part of the user that is not visible to the
sensor. A further limitation is that the software is not compatible with the Robot Operating
System [Quigley et al., 2009] used by many robots. An alternative method, and one that we
use, is to use the ASUS Xtion Pro-Live [Xtion ASUS camera [online]] with the OpenNI SDK
for person tracking [OpenNI organization, 2016] which uses depth-only data to detect people
and infer their 3D pose in real-time.
More recently, the human body pose can be very accurately inferred from RGB images
using pre-trained Neural Networks, such as in, [Charles et al., 2014, Pfister et al., 2015, Wei
et al., 2016]. We use a Convolusional Neural Network in a post-process step on images where a
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person is detected (using OpenNI) in order to improve the human body pose estimate, however
it is more computationally demanding and requires full access to the robot’s GPU. Further,
view-point invariant body pose estimates have been achieved by embedding local regions of
depth images from multiple sensors into a view-invariant feature space, and a recurrent and
convolusional neural network is used to accurately infer the human body pose [Haque et al.,
2016].
2.1.2 Activity Modelling
Given a visual abstraction method, a second sub-task is learning a representation of an activity
that is taking place in a video. In general, information is extracted from the video and abstracted
to be used as input to an activity learning framework. The specifics of the learning framework
often depend upon the domain and the exact visual abstraction method chosen. The techniques
used in the literature loosely fall into the following categories: pattern-recognition methods,
state models, logic or grammar models. They are discussed in more detail here, borrowing
ideas from activity analysis survey [Lavee et al., 2009] and literature reviews in [Bre´mond,
2007, Sridhar, 2010].
Pattern-recognition methods These methods focus on a regular pattern recogni-
tion/classification problem and usually relate to identifying simple types of human motion
such as walk, run, jump and skip. These techniques often use low-level visual abstraction meth-
ods that are well suited to model motion within a sequence of images which are often recorded
by static camera set-ups that contain a single human moving in the images. These classifiers
are generally well understood, where the activity learning is often fully specified by providing
many training samples, and new video instances can be classified into the learned model using a
measure of distance. There are many examples in the literature which use pattern-recognition
techniques such as nearest neighbours with motion history images [Bobick and Davis, 2001]
or with silhouettes [Gorelick et al., 2005]; Support vector machine (SVM) using a recursive
filtering abstraction similar to MHI [Cao et al., 2004]; boosting [Laptev and Pe´rez, 2007]; and
neural networks [Yang et al., 2008, Donahue et al., 2015].
State models Models which combine human intuition about activity structure with machine
learning techniques are often described as state models. These models use semantic information
to specify the state space of the activity model. The semantic information associated with the
model structure makes these models difficult to learn from training data. However, once the
model structure is specified, model parameters are learned from the training samples. State
modelling formalisms include finite state machine (FSM) also known as finite-state automata,
which are fully observable and able to model sequential aspects of video events in a relatively
simple way from provided training samples. They have been used to model hand gestures from
low-level image features [Jo et al., 1998], single-actor actions using silhouette matching [Lv
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and Nevatia, 2007] and multiple person interactions from characteristics of the trajectory and
moving blobs [Hongeng and Nevatia, 2001].
State models have been extended to utilise probabilities in order to model the uncertainty
of observations and interpretation in video data. For example, semantic knowledge of a domain
can be input into a Bayesian Networks (BN) (state space) and can be factorized into variables
of specific interest. Formally, BN are graphical models where nodes represent random variables
and directed edges represent conditional independence. Given the joint probability, inferences
can be made about any of the latent variables in the model, by using the observed data. They
have been used with pixel-based abstraction methods to recognise multi-agent activity patterns
of human-motion blobs in surveillance images [Hongeng, 2004], and also with spatio-temporal
interest points to learn a representation of various action categories [Niebles et al., 2008]. These
works share similarities to the probabilistic generative model we describe in Chapter 5, however,
they use low-level image features whereas our qualitative abstraction allows more long-term
temporal information to be encoded in each observed random variable.
Other popular state models used in the literature include: Hidden Markov Models (HMMs)
for sign language and gesture recognition [Schlenzig et al., 1994] and identifying single-person
view-invariant actions [Ogale et al., 2004]; dynamic BNs (DBNs) to encode a duration in each
state and learn patterns of moving MBRs in images [Hongeng and Nevatia, 2003]. However,
these methods also use low-level image features which do not extend to longer temporal human
activities. Lastly, Conditional Random Fields (CRFs) remove the required prior distribution or
independence assumption on training instances and have been used to learn natural language
patterns from sequential data [Lafferty et al., 2001], although they often require more training
time.
Logic models These models provide a framework for learning logical rules relating to ac-
tivities of interest. They are able to explicitly specify complex, high-level semantic properties
such as information about sub-activity ordering, and complex temporal, spatial, and logical
relations among such sub-activities. As a result, they can model composite activities in terms
of structures of atomic activity, and thus the activities can be somewhat structurally complex.
Logical and relational language models are more expressive than the above state space methods
as they can encode complex propositions, functions and quantification. The extra expressive-
ness in these models means that they are usually fully supervised using domain knowledge.
Examples of these models in the literature include Petri Nets (PNs) for interpreting activities
in surveillance images [Borzin et al., 2007], grammar models and Inductive Logic Programming
(ILP) for learning domain specific axioms in a blocks world [Moyle and Muggleton, 1997] and
more complex multi-object activities using an object-based abstraction method [Dubba et al.,
2010, 2015].
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2.1.3 Learning Setting
Work relating to activity modelling can be further split by the nature of the supervision assigned
to the training samples. This is known as the learning setting and can be either supervised,
unsupervised, or semi-supervised. The setting refers to the nature and degree to which expert
knowledge is encoded into the activity modelling framework.
Supervised setting This refers to a range of learning supervision, where at one end of the
scale is fully manually defined hand-crafted rules to describe the activities of interest. A more
standard supervised learning setting however is where each training sample contains a single
activity instance and is assigned a ground truth annotation specified by a domain expert, known
as its “label”. Then, during a training phase a model is fitted using multiple data-label training
sample pairs. The aim is to learn an activity model that separates the training samples based
upon their labels, then classification of new instances is performed by using a distance measure
to the model components. However, obtaining manual supervision for every observation can
be a labour-intensive task, that is, first temporally segmenting video sequences into activity
instances and then manually annotating each. Further, supervised temporal segmentation of
video sequences can often be ambiguous, e.g. the exact frame a specific activity starts or ends
can often be undefined and the ground truth may vary between experts. The majority of
research conducted in the activity modelling literature is in the supervised learning setting.
One approach to avoid full supervision however, is to create multiple bags of instances where at
least one is of interest, the bag is then manually annotated [Gu et al., 2016]. This is regarded as
weekly-supervised learning or multi-instance learning, where one label corresponds to multiple
instances for convenience.
Unsupervised setting In principle this setting implies that the obtained sensory data is
not enriched by any additional expert information, however within this setting there is again
a range of supervision. Commonly, the aim is to separate the unlabelled training samples
into representative clusters that contain “similar” instances. It is often assumed that activity
instances are temporally segmented from video sequences, but unlabelled. Features are usually
extracted and used to represent each instance and clustered using machine learning techniques.
The challenge is extracting discriminative features between the different activities in order
to obtain separate clusters in the feature space. The unsupervised discovery setting is more
challenging, where neither the segmentation of the video sequence into activity instances is
given, nor is any representation of the activities themselves.
Semi-supervised setting Obtaining manual training annotation can be challenging or time-
consuming. One approach is to initialise an activity model using a set of manually annotated
training samples (supervision), then update this model or refine it using large amounts of readily
available unlabelled training samples in an unsupervised fashion. An example semi-supervised
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approach on a vision-tracked indoor activity dataset uses a manual Propagation Network (a form
of a DBN) which can be specified and initialised then refined by an unsupervised Expectation
Maximisation (EM)-based method [Shi et al., 2006]. Semi-supervised learning is also common
for detecting atypical events or anomaly detection using wearable sensors [Zhang et al., 2005,
Stikic et al., 2008] where unlabelled data is abundant.
Reinforcement learning (RL) In the RL setting there is often an agent which receives
some inputs from its environment, it performs an action and receives a reward based upon
its new state within its environment. Crucially, there is no external supervision but there is
a defined reward signal (which can often be delayed). One key distinction is that an agent’s
actions affects the subsequent data it receives, and therefore time matters and observations
are not considered sequential, i.e. non-independent and identically distributed. Inverse RL,
commonly known as Inverse Optimal Control, is where no reward function is given and the aim
is to learn this function from expert observations. It has previously been used to learn motion
patterns through static scenes and defined as Activity Forecasting in [Kitani et al., 2012].
2.1.4 Learning Human Activities
2D Motion Behaviours
There is a long standing field of research in video surveillance, where it is important to be able to
track human movements and behaviours in a particular area being observed by video cameras.
Learning patterns of different human behaviours and then recognising new instances of them
is an obvious extension to the surveillance domain, and a number of approaches to predict
human motion behaviours have been developed. This can be thought of as learning motion
patterns in a 2-dimension image plane, and many statistical approaches have been applied in
the literature [Johnson and Hogg, 1995, Vasquez and Fraichard, 2004, Hu et al., 2006, Basharat
et al., 2008]; along with neural network approaches [Johnson and Hogg, 1995, Hu et al., 2004];
unsupervised clustering techniques [Piciarelli et al., 2005, Luber et al., 2012]; and goal-based
state machines [Dee and Hogg, 2004].
The key difference to our framework is that these works use video sequences collected from
static cameras with a fixed frame of reference and a wide field of view. This allows them
to observe long and complete trajectories across the image plane, often fully observing the
motion of each human. This leads to common “entering” and “exiting” locations which can be
learned and humans motion can be predicted between these, along common trajectory paths.
These static camera approaches make no predictions outside their field of view and therefore
have limited use outside a surveillance setting, such as in mobile robotics where the field of
view varies as the robot moves, is much more narrow and often occluded. Similarly, motion
behaviours over a transportation network have also been learned and predicted from GPS
data [Liao et al., 2007]. Here, similar techniques to the surveillance setting can be used since a
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person’s motion is observed over the entire network. They make no predictions outside of the
field of view, and therefore can be considered similar to static camera approaches.
The surveillance domain has recently been extended to include entire homes containing a
suite of static cameras/sensors in order to learn behaviours of the occupants, i.e. in a smart
home setting. Activities of daily living have been learned from static fish-eye cameras placed
into homes of elderly people in order to learn patterns and ultimately create a “summarization
for eldercare video monitoring” [Zhou et al., 2008]. Multi-modal activity analysis has been
performed using smart home sensors and a suite of wearable sensors for the purpose of an
assistant medical robot [Bruno et al., 2015]. Activities have also been learned and discovered in
an unsupervised setting from their movements around a smart home [Chen et al., 2016], which
uses a similar generative learning framework to our work. However, all these works assume they
fully observe the environment and there is only a single occupant in the home. This hugely
simplifies the visual/sensor-based abstraction methods and these techniques do not extend to
mobile robot camera frames or to obscured camera scenes.
3D Human Body Pose Activities
Activity recognition using the human body pose extracted from visual data is a mature sub-
field of activity analysis. Usually, the aim is to not only keep track of 2D moving objects in a
scene, but also to draw conclusions into what they might be doing. More specifically, human
activity recognition aims to understand what action a person is performing in the observed
scene. There have been many approaches to this task; the majority use data collected from
static RGB cameras, but also more recently from RGBD depth sensors. The reader is pointed
to survey papers which cover the topic in detail using RGB cameras [Turaga et al., 2008, Lavee
et al., 2009, Weinland et al., 2011] and 3D depth cameras [Ye et al., 2013, Aggarwal and Xia,
2014]. However, many of the common techniques in these surveys perform supervised learning,
where each training sample requires manual hand annotation with a ground truth label. This
is not a feasible solution for our long term autonomous mobile robot which ideally, has as little
supervision as possible. Another key difference to our work, is that a human activity recognition
system deployed on a mobile robot has a changing field of view. This presents a challenging
and partial view of an environment, making the observations of similar activities vary greatly.
One way of addressing challenging view points is to learn correspondence between multiple
synthesized views in order to “hallucinate” action descriptors corresponding to potentially un-
seen viewpoints [Gupta et al., 2014]. However, they first use the MoCap data in order to
accurately learn motion exemplars which are then input into a feature mapping for each view
change. In our work, we abstract visual observations in order to generalise them and learn
patterns in this abstracted feature space, without relying on sensor-based methods.
It has been shown that simple human activities for daily living can be learned using only the
abstraction of the human body pose estimates [Sung et al., 2012, Parisi et al., 2015, Cippitelli
et al., 2016]. However, these works learn representations of body pose movements, the visual
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data is recorded by a static video camera, where activities are clearly staged and repeated
multiple times, i.e. it does not adequately represent real-world environments. Shape analysis of
the human pose across time has also been used to decompose a full motion sequence into short
temporal segments representing elementary motions [Devanne et al., 2017]. The estimated body
joint angle positions of a human body pose can be projected into a subspace, and compared
across multiple frames in a system that learns exemplars for each action in order to classify new
instances [Sheikh et al., 2005]. However it requires the exemplars of each action in a supervised
manner unlike our approach.
More interesting and varied human activities can often be represented when the human
body pose and MBRs of objects are combined into one representation [Koppula and Saxena,
2013, Hu et al., 2014, Tayyub et al., 2015]. In this thesis, we also use this approach to represent
3D human body pose activities. We represent human behaviours between the estimated human
body joint locations relative to the positions of key objects of interest in real-world, dynamic
environments.
2.2 Abstract Representations
Spatial and temporal information represented qualitatively is natural and efficient. It provides
an abstraction to precise, numerical or quantitative information which can prove unnecessary
or intractable. This is the idea behind using a qualitative abstraction in order to represent
features extracted from visual sensor data. The key to a qualitative representation is not only
that it is symbolic and utilises discrete quantity spaces, but that the distinctions made in these
discretisations are relevant to the behaviour being observed and modelled.
2.2.1 Qualitative Representations
It is clear that qualitative information aligns well with how humans reasons about space in the
real world and it is believed there are dedicated areas of the brain to perform such abstrac-
tions [Amorapanth et al., 2010]. It is therefore natural to attempt to embed this into systems
to understand human behaviour in video data and ultimately, into autonomous robotic systems
in order to represent dynamic human behaviours in the populated environments they inhabit.
Qualitative spatial and temporal calculi arise from a set of jointly exhaustive and pairwise
disjoint (JEPD) relations. There are many types and applications developed in the literature,
some of the most popular include topological, directional and non-topological, i.e. distance,
motion, size and shape [Chen et al., 2015]. Qualitative representations are often used to rep-
resent quantitative observational data in a low-dimensional and more semantically meaningful
qualitative space, as in this thesis. They have also been used to check the consistency of ob-
servations and remove noisy video sequences [Fernyhough et al., 1998]. However, they are also
used extensively for qualitative reasoning tasks and applied to many real world domains [Cohn
et al., 2014]. For example a recent study of 4th grade science tests investigated the amount
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of qualitative spatial reasoning tasks involved and demonstrated automated systems perform
relatively well at these tasks [Forbus, 2016].
A brief introduction of widely used qualitative spatial representations is given below and we
attempt to align them with applications from recent literature. The most widely used temporal
qualitative relations are Allen’s Interval Algebra (IA) [Allen, 1983], which express a unique
temporal relation between any pair of intervals of time. We describe the specific qualitative
representations of human observations used by our mobile robot in Chapter 4.
Topological Relationships
Topological relations describe qualitative relations between objects in space which are invariant
under topological transformations. In topology, any continuous change to a space which can be
continuously undone is allowed. It is common to take regions of space as the primitives rather
than points. Often this involves obtaining MBRs, from an object-based abstraction method,
which surround objects of particular interest. For representing and reasoning, two principal
topological relations are the RCC (region connection calculus) [Randell et al., 1992, Cohn,
1996, Cohn et al., 1997] and the n-intersection model [Egenhofer and Franzosa, 1991].
Region Connection Calculus (RCC) is a calculus which uses regions of space as the primary
spatial entity and represents topological relations between pairs of regions. It has been used to
reason about MBRs extracted from 2D video data. It is based on a reflexive and symmetric
primitive relationship between two spatial regions, a and b, defined as C(a, b). The intended
topological interpretation of C(a, b) is that two regions a and b are connected if and only
if their topological closures share a common point where the spatial regions are non-empty
regular subsets of some topological space [Randell et al., 1992, Chen et al., 2015]. There are a
number of relations defined by C(a, b), as shown in Table 2.1.
Relation C(a, b) Interpretation
DC(a, b) a is disconnected from b
P(a, b) a is a part of b
PP(a, b) a is a proper part of b
EQ(a, b) a equals b
O(a, b) a overlaps b
PO(a, b) a partially overlaps b
DR(a, b) a is discrete from b
EC(a, b) a is externally connected with b
TPP(a, b) a is a tangential proper part of b
NTPP(a, b) a is a non-tangential proper part of b
Pi(a, b) b is a part of a
PPi(a, b) b is a proper part of a
TPPi(a, b) b is a tangential proper part of a
NTPPi(a, b) b is a non-tangential proper part of a
Table 2.1: Table of relations defined on two regions of space a and b, by C(a, b) taken from [Ran-
dell et al., 1992].
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Figure 2.1: Eight JEPD relations shown between two regions a and b. This establishes the RCC8
language. The arrows show the next relation, assuming continuous movement or deformation.
This is known as a conceptual neighbourhood [Fernyhough et al., 1998, Chen et al., 2015]
Eight JEPD relations defined by C(a, b) that form the smallest set of base relations to allow
topological distinctions is called the RCC8 language, namely: {DC, EC, PO, EQ, TPP, NTPP,
TPPi, NTPPi}. These eight relations are shown as a conceptual neighbourhood diagram in
Figure 2.1. If the boundaries of the spatial regions are not considered, which is often the case
with MBRs, the RCC5 language is more suited and contains relations {DC, PO, EQ, PP, PPi}.
In the computer vision domain, it is common to use a reduced (more coarse) set of relations to
represent MBRs in the image plane, namely: DC (disconnected), PO (partially overlap), and
P (part of) which is a compound of RCC5 relations {EQ, PP and PPi}: This forms the RCC3
language often used in the image plane [Tayyub et al., 2015].
There are many applications in the literature which use a form of RCC in order to abstract
common or repeated patterns from quantitative 2D visual observations. Once an object-based
abstraction of a video sequence is performed, common arrangements of objects can be learned
using RCC relations, e.g. common table place settings for a meal [Dubba et al., 2010]; simple
activities for daily living from a static camera dataset [Tayyub et al., 2015]; and even perform
reasoning about spatio-temporal events being observed [Dubba et al., 2011].
Unsupervised learning approaches with RCC8 have also been used to represent and
learn repeated activities in a multi-camera dataset consisting of 2D videos of aeroplane
turnarounds [Sridhar et al., 2010]. The activities learned are deliberate movements which
occur often between similar tracked vehicles in the dataset and are considered as activi-
ties of interest. The view point of the cameras is static and the objects are tracked and
projected into a ground plane over the duration of each video. However, similarly to
our work, the authors use an object-based visual and qualitative abstraction method to
reduce the effect of slight visual variations between multiple observations. Each observation
is represented as a histogram over spatial-temporal relations in order to learn common patterns.
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An alternate topological framework, which is often used for spatial interpretation in Geo-
graphical Information Systems, is the n-intersection model [Egenhofer and Franzosa, 1991]. It is
based on Point-Set Topology and uses the notion of interior and boundary of geometric objects;
it considers regions of interest as sets of points embedded in a specified space, for example R2
or R3. Considering the simplest case, a region is a homogeneous 2D point-set a embedded in
R2 and has the following three point-sets defined:
1. Interior, denoted (a◦), is defined to be the union of all open sets that are contained in a.
2. Closure, denoted (a¯), is defined to be the intersection of all closed sets that contain a.
3. Boundary, denoted (∂a), is the intersection of the closure of a and the closure of the
compliment of a.
Considering just the interior (a◦) and the boundary (∂a), the relationship between any two
simply connected 2D regions a and b can be characterised by a 2x2 matrix called the four-
intersection matrix shown in Figure 2.2 (left). Taking into account the closure (a¯) point-set
also, this is extended to the nine-intersection matrix show in Figure 2.2 (right). Further, it can
be shown under certain assumptions about the nature of the regions involved that there are
exactly eight valid matrices that correspond to RCC8.
R(a, b) =
[
a◦ ∩ b◦ a◦ ∩ ∂b
∂a ∩ b◦ ∂a ∩ ∂b
]
R(a, b) =
a◦ ∩ b◦ a◦ ∩ ∂b a◦ ∩ b¯∂a ∩ b◦ ∂a ∩ ∂b ∂a ∩ b¯
a¯ ∩ b◦ a¯ ∩ ∂b a¯ ∩ b¯

Figure 2.2: Four-intersection (left) and nine-intersection (right) matrices applied to two regions
a and b [Egenhofer and Franzosa, 1991, Chen et al., 2015]
Directional Relationships
Directional relations can be used to describe where spatial entities are placed relative to one
another in a qualitative manner. They usually consist of three primary elements: the target
object, the reference object and a reference frame. But this can be reduced to two by taking
an implicit reference frame. Two common binary point-based calculi in the literature are the
cone-shaped direction and the projection-based direction shown left and right respectively in
Figure 2.3 [Frank, 1996].
The basic relations of both the cone-shaped and projection-based calculus are obtained by
partitioning up space. This is achieved by dividing a compass into four or eight disjoint sectors
or cardinal directions. Cone-shaped relations are obtained by using angular directed lines going
through the reference point, whereas projection-based relations are decided by the horizontal
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Figure 2.3: (left:) Cone-shaped directions. (right:) Projection based directions [Frank, 1996]
and vertical lines across the reference point. Both have the property that the area of acceptance
for any given direction increases with distance [Frank, 1992, 1996].
Proposed in [Goyal and Egenhofer, 2001] is a Cardinal Direction Calculus (CDC) represen-
tation which uses direction relations between bounded connected plane regions. In this calculus
the reference object is approximated by an MBR leaving the primary object unaltered. The
CDC relations are then represented by 3x3 Boolean matrices. CDC has been used along with
RCC relations to abstract object-object relations given visual scenes to learn a representation
of objects movements [Ranasinghe and Karunananda, 2006]. Further, the direction of esti-
mated human body joint movements have previously been used to learn human intentions for
better human-robot interactions. The qualitative descriptors are scale and speed invariant and
represent human actions as a histogram of direction vectors [Chrungoo et al., 2014].
Non-topological Relationships
Non-topological relations include distance, motion, size and shape among others. Spatial rep-
resentation of distances can be categorised into those that represent absolute distance (between
two objects) and those that represent relative distance (between objects relative to a third
object). To use a distance representation to reason about space, directional information is also
required. One approach is to combine distance metrics with a directional relationship to reason
about distances and directions in geographic space [Frank, 1992]. Previous works have used a
distance based qualitative abstraction, defined by the relative distance between human body
joints and objects of interest (in particular the floor) [Zhang and Tian, 2012]. The authors
detects abnormal activities in daily living activities such as elderly people falling; however this
analysis is performed in a supervised setting, using an SVM and data collected from a static a
RGBD camera. Another approach create a relative feature vector using distance and velocity
between a person’s hands and key objects in the scene for the purpose of learning, recognising
and predicting egocentric manufacturing tasks [Behera et al., 2012b].
Qualitative Trajectory Calculus (QTC) is a popular non-topological motion calculus and
one that we use in our work. It has multiple variants, but the idea is that once positional
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information is determined by distance and direction relations, movement between two moving
point objects can be qualitatively represented using functions, for example the following three
functions define a simple variant known as QTCB22 [Van de Weghe et al., 2004, Delafontaine
et al., 2011]:
1. movement of one object with respect to a second object’s location;
2. movement of the second object with respect to the first object’s location;
3. relative speed of the first object with respect to the second object.
Representing the values qualitatively, for functions 1 and 2 we use “−” to represent motion
towards the second object, “+” to represent motion away and “0” to indicate an absence of
relative motion. For function 3, we use {−, 0, +} to represent lower/ same/ greater speeds
respectively.
QTC has been used to represent human dancing activities [Chavoshi et al., 2015]. The
authors use a sophisticated infra-red motion-capture system to detect the exact position of
each dancer’s body which allows them to recover repetitive patterns which are post-associated
with specific dance actions. Also robotic navigation can be enhanced by altering the robot’s
velocity based upon detecting humans in the environment and computing their QTC relations
relative to the robot, i.e. human-aware navigation [Dondrup et al., 2014].
The effects of multiple different qualitative abstractions (RCC, QTC, direction, etc.) are
evaluated in a robotic setting with the goal of improving an agents performance in a RoboCup
soccer simulator [Young and Hawes, 2015]. A combination of directional, distance and size
qualitative spatial representations have also been used to better understand static visual scenes
observed by a mobile robot [Kunze et al., 2014] and for better object detection and discov-
ery [Southey and Little, 2007, 2013]. Most of the works discussed in this section use a quali-
tative abstraction in order to generalise across multiple observations, of what is essentially the
same activity, but which all may be slightly different in quantitative space. This facilitates the
learning of common qualitative patterns, each for a different end-goal purpose. It is this ability
to generalise quantitative sensor observations into more general relational models that we draw
upon in our work.
Learning Spatial Relations
Qualitative spatial relationships can either be manually specified in advance, for example us-
ing one of the above calculi, or they can be discovered from observational data. The benefit
of learning relationships automatically is that they are instantly relevant to the behaviour of
the domain under observation, however a limitation is that all the data must be observed be-
fore any representation or learning can take place. The literature includes learning composite
spatial-temporal relations between tracked regions which represent moving objects in real life
domains, for example moving vehicles on a stretch of motorway [Fernyhough et al., 1998], or
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similar moving-point objects represented as trajectories [Mohnhaupt and Neumann, 1991]. In
[Fernyhough et al., 1998] an attention control mechanism is used to identify potentially inter-
acting objects and primitive spatial relations such as right, ahead and behind are manually
defined. Composite relations are then learned from observations, such as following, pulling out
and pulling in front. These can relations can be associated with driving activities. Spatial mod-
els are derived from statistical evidence that “normal” behaviours are more frequently observed
than “abnormal” behaviours. An activity model is then learned between interacting objects
using statistically frequent data relating to the objects relative position and relative direction
of motion. However, limitations of this work is that it is constrained to handle interactions
between only two objects represented as MBRs, from a static frame of reference. Also, it is
unable to learn composite relations representing more temporally extended behaviours, such as
pulling out followed by overtake and pulling in front, which could describe a standard vehicle
“overtake” behaviour.
Probabilities associated with learned composite activities can be explicitly computed, which
has the advantage of facilitating the use of probabilistic models. Spatial relations, compos-
ite activities and their probabilities have all been learned and passed into variable memory
length Markov models (VLMMs) to generate predictors of typical patterns of behaviour in a
domain [Galata et al., 2002]. Non-topological relations have also been learned by creating a
relative feature vector using distance and velocity between pairs of moving point objects [Be-
hera et al., 2012a]. These feature vectors are then clustered to obtain component atomic events
with which to describe human manufacturing-like activities from an egocentric vision set-up.
This approach worked well but relies on a known and fixed set of objects where interactions are
then recognised between them and wrist worn marker IDs. Spatial relations have similarly been
learned for the purpose of improved object classification. A model of the general 3D spatial re-
lationships between objects found in human environments is learned using a maximum entropy
model of the underlying spatial regularities between the objects across environments [Southey
and Little, 2007].
However, each of these approaches rely on analysing the observed data in an oﬄine process.
Relations are usually learned by taking an entire dataset of interactions between objects and
learning suitable relations over the data. We manually define the qualitative representation
in advance for our mobile robot, since the ultimate aim is to learn incrementally, and so a
pre-processing stage is not appropriate. However, recently I co-authored a method that learns
a qualitative representation incrementally, using natural language to guide the segmentation
of various continuous feature spaces extracted from observations, whilst simultaneously using
that representation to describe the observations [Alomari et al., 2017b].
2.2.2 Open Source QSRs
Qualitative representations are often considered largely theoretical tools to perform qualitative
reasoning. However, the implementation of various toolboxes are making the integration into
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real applications and software systems much easier and more common. One general attempt
in that direction is SparQ2, a qualitative spatial reasoning toolbox which aims to allows easy
integration into applications and contains many QSR calculi [Wallgru¨n et al., 2006]. Another
such toolbox is the Qualitative Algebra Toolkit (QAT)3 [Condotta et al., 2006], and SPARQS,
a software for the automatic derivation of composition tables [El-Geresy and Abdelmoty, 2004].
However, some of these systems compute qualitative representations from input point-like ob-
jects, their main focus is on symbolic reasoning, i.e. they assume that knowledge is already
expressed in a symbolic form.
This thesis is accompanied by an open source qualitative spatial representation library
known as QSRLib4 [Gatsoulis et al., 2016a], that I co-authored. The goal of QSRLib is to
allow for efficient and easy abstraction of quantitative sensor data into multiple qualitative
representations and can be considered complementary to the above reasoning systems. The
qualitative representations used throughout this thesis are computed using QSRLib under the
Robotic Operating System (ROS) architecture5. Further, qualitative representations of time-
series data, which is introduced in Chapter 4, is also implemented and available in QSRLib.
QSRLib has already been used in a wide range of robotic applications, including scene
understanding by combining spatial relations with object class recognition [Kunze et al., 2014];
comparing qualitative and metric scene understanding [Thippur et al., 2015]; and for improving
robot navigation by computing a qualitative relation to represent human motion in order to
perform human-aware navigation [Dondrup et al., 2014].
2.3 Activity Analysis for Robotics
Advancements in the reliability of autonomous mobile robot platforms means they are well
suited to continuously update their own knowledge of the world based upon their many obser-
vations and interactions. Activity recognition from mobile robots is a much more recent field
of activity analysis research, in part due to the advancements in navigation, localisation and
planning using probabilistic robotics techniques [Thrun et al., 2005]. This has allowed mobile
robots to have much more accurate and reliable estimates of their own location within their
map representation of the environment, and better able to perform actions based upon that
estimate.
This was highlighted by a successful indoor office marathon by a PR2 robot platform [PR2
Robot Platform, 2017], in order to test the reliability of a navigation framework in a real-
world office environment [Marder-Eppstein et al., 2010]. Long-term robust reliability was also
the focus of the EU funded STRANDS robotic project6, where multiple MetraLabs mobile
2http://sfbtr8.uni-bremen.de/project/r3/sparq/
3http://www.cril.univ-artois.fr/~saade/QAT/
4http://qsrlib.readthedocs.io
5http://ros.org
6strands-project.eu
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robots [MetraLabs, 2017] were operational for a combined duration of 365 days autonomously
travelling over 350km and performing 23, 000 defined tasks in long-term installations in security
and care environments over a period of four years. The early part of this project is summarised
in [Hawes et al., 2016]. These capabilities have allowed mobile robots to co-exist for long
periods of time in dynamic human-populated environments and allowed for a novel opportunity
for human activity analysis on mobile robot platforms to learn from their own experiences.
A similar EU robotic project, RACE7, focusses more on learning representations of observed
behaviour in order to improve future robotic behaviour. For example in a restaurant domain
where the robot could play the role of the waiter. The aim is to enhance the behaviour of an
autonomous PR2 robot by learning from conceptualized experiences of previous performance,
based on initial models of the domain and its own actions [Hertzberg et al., 2014]. However,
much of the human activity learning was performed in a supervised setting, with little focus
on long-term autonomy. Our aim is to learn similar representations of human activity from an
autonomous mobile robot in an unsupervised learning domain.
2.3.1 2D Motion Patterns
Previous work using mobile robots to learn human motions represented by 2D trajectory pat-
terns includes [Bennewitz et al., 2002, Cielniak et al., 2003, Bennewitz et al., 2005]. These
works use multiple robots and a statistical approach to learn and classify human 2D trajectory
motions using Expectation Maximisation (EM). However, in these works the mobile robots are
positioned statically such that their sensors cover almost the complete region of interest re-
sulting in fully observable trajectory paths. This requires prior knowledge of where interesting
areas are and pre-defining the robot’s positioning to obtain the complete trajectories. Further-
more, since they cover the entire region with laser scanners, they segment complete trajectories
between common “resting points”, which equates to pre-defining the start and end positions
of the observed trajectories and therefore of potential motion patterns. An important feature
also is that similar motions patterns have similar lengths, i.e. number of poses. This is in
contrast to our work where a detected human trajectory has arbitrary length and the start can
be detected at any point in a pre-built map of the environment, which might not be the actual
source location of a motion behaviour of interest.
Similarly, the EM algorithm has been used to learn sequences of utterance time series
data [Oates, 2002]; although this work is performed using an mobile robot with embedded
sensors similar to ours, it uses utterances extracted from audio instead of visual features. More
recently, an SVM has been used to learn trajectory features: speed, area covered, etc. using
multiple robot mounted laser-scanners [Kanda et al., 2009]. However, their system is also
heavily reliant on detecting complete trajectories via a large grid of laser sensors and requires
pre-defining feature classes which is not possible in our unsupervised setting.
7http://project-race.eu/
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Although these approaches use robots, they can be considered similar to a conventional
surveillance setting, with the majority of approaches using the robot(s) as static sensors where
the field of view does not change and the view point is usually carefully chosen so as to
maximise information recorded. In this thesis we do not make the assumptions found in the
work discussed above. We allow our single autonomous mobile robot to observe its operational
environment capturing human detections which are abstracted into a qualitative space in order
to generalise and learn common qualitative patterns of human motions. This helps alleviate
some of the challenges faced with quantitative approaches.
Motion predictions of human trajectories is also commonly performed by automotive ve-
hicles [Large et al., 2004], however the learned patterns of motion are commonly relative to
the vehicle itself, where the aim it to avoid pedestrians and other road uses. This is similar
to predicting the qualitative trajectory states of a detected human using QTC relations and
adjusting the control of the mobile robot accordingly [Dondrup et al., 2014]. Similarly, au-
tonomous pedestrian collision avoidance systems have been introduced [Llorca et al., 2011], but
they do not perform the learning task on the car (or robotic) platform, and an oﬄine processing
stage is required.
2.3.2 3D Human Body Pose Activities
Recently, with the availability of cheap depth sensors and smaller GPUs fitted to mobile robots,
the locations of an estimated human body pose is more easily extracted in real-time from on-
board the robot. Learning a representation of whole body human activities from mobile robots
has previously been performed, albeit in a strictly supervised setting.
Simple human body pose activities have been learned and recognised using the position and
height of a person’s detected face [Govindaraju and Veloso, 2005]. Further, the human body
pose has been abstracted using qualitative 3D cone bins to create motion vectors (histograms)
independent of ego-motion in order to represent and learn different actions [Xia et al., 2015].
Qualitative directions traversed by body joints have also been represented as a histogram to
better learn human-robot interactions [Chrungoo et al., 2014]; and also body joint location
covariance descriptors have been used for action recognition [Hussein et al., 2013]. A combina-
tion of quantitative body joint locations, qualitative hand positions, image HOG and motion
features are used in a maximum-entropy Markov model in order to learn activities for daily
living [Sung et al., 2012]. Each of these approaches attempt to create a compact and viewpoint
invariant representation of the human body pose over a sequence of interesting frames, which
is similar to our approach abstracting into a qualitative representation. However, the majority
are performed on “clean” video datasets where each video sequence consists of a single activity
instance, and where a fixed set of objects of interest is known in advance and extracted. Fur-
ther, the robot is always ideally placed to record the interaction, and although cluttered scenes
are often used, the activity rarely involves aspects of the environment and so the tracked person
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is centre of the image and the environment can be ignored.
A related work in the literature uses a combination of descriptors on a visual dataset
that was collected from a mobile robot patrolling a dynamic, human-populated environment,
i.e. a university student area [Gori et al., 2015]. This is a very similar setting to the ones
described and used throughout this thesis. However, a supervised SVM learning methodology
is used to classify the different activity classes after each video instance has been temporally
segmented and labelled with a ground truth activity. The key difference between this approach
and our work is that our activity learning is performed in an unsupervised setting, with a
focus on learning “in-the-wild” where no temporal segmentation is performed, and learning is
incremental and lifelong. A further advantage is that our methodology encodes human-object
qualitative relations as key features, whereas this work only uses human-robot features or visual
features extracted from the human body pose. This allows our method to adapt to new and
changing environments, as it selects the most frequently observed co-occurring human-object
features in order to describe common human activities present in the environment.
Similar to the perspective of a mobile robot’s limited field of view is recent literature that
performs activity analysis from egocentric vision. Qualitative representations have been used
in a system to assist with manual assembling-like tasks from an egocentric perspective [Behera
et al., 2012b, Bleser et al., 2015]; to solve navigation and localization tasks for objects and
robots [Wagner et al., 2004]; human robot interactions are recognised in [Xia et al., 2015] using
a mixture of skeleton pose estimate features, optical flow and Space-Time Interest Point (STIP)
features; early recognition of actions is performed in [Ryoo et al., 2015], where the idea is to
learn a pattern not just of the activity itself, but of the short period of time before the activity
begins in order to perform early prediction of such an activity in the future. However, each of
these egocentric approaches use a supervised learning methodology. Unsupervised methods are
discussed in detail in Section 2.4.
2.3.3 Learning Environment Representations
An important task for intelligent mobile robots is to understand their environment in a similar
way as humans do. This will facilitate more useful interactions between humans and robots. For
example, there is recent work teaching mobile robots to ground natural language commands that
relate to specific objects, actions or spatial relations that occur in real-world scenarios [Boularias
et al., 2015, Alomari et al., 2017b]. Further, imagine being able to call a robot to the “front of
the room”, when the room only has an explicit “front” due to objects in the room and their
specific functionalities. In the literature, work understanding static scenes has used point-cloud
information to reason about the stability and un-safeness of objects in a scene [Zheng et al.,
2013]. Context-dependent spatial regions (CDSRs) are regions defined based on a combination
of their functional use and their geometric properties. Further, there is research that enables
a robot to discover, represent and reason about CDSRs [Hawes et al., 2012]; the cognitive
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system first generates a qualitative spatial representation from a mobile robot’s sensor data
and represents the boundaries of CDSRs using anchor points. This is done in an unsupervised
setting, and training CDSRs are transferred to a new situation using a structure-mapping
comparison technique.
In this thesis, our mobile robot requires object discovery techniques to autonomously learn
key object locations in its environment. This has previously been achieved using 2D images,
that is, researchers have learned object models from visual SIFT features that are matched
between sequential pairs of images to identify groups of moving features [Southey and Little,
2006]. However, our mobile robot takes multiple 3D scans of the environment in order to
segment out object locations based upon convexity of objects, this is presented in [Bore et al.,
2017, Alomari et al., 2017a].
2.4 Unsupervised Learning
For the purpose of lifelong learning of human activities from an autonomous mobile robot, a
more task-appropriate learning setting is unsupervised learning, where each visual observation
does not require oﬄine manual annotations from an expert. For this reason, we draw compar-
isons between our learning task and that of an information retrieval task where probabilistic,
generative methods such as Latent Dirichlet Allocation (LDA) [Blei et al., 2003] have been used
in order to define a probabilistic model of a collection of discrete data, and draw inferences from.
It was developed for extracting a set of interesting topics from a corpus of natural language
text documents by using the co-occurrence of words between documents to learn document
and topic level parameters. It extends previous work in Latent Semantic Indexing/Analysis
(LSI/LSA) [Deerwester et al., 1990] and probabilistic LSA (pLSA) [Hofmann, 2001]. A review
of similarities between LSA, pLSA, LDA, and others is presented in [Buntine and Jakulin, 2006].
Probabilistic generative approaches have been commonly used to learn about smart home
domains, where sensor-based abstraction methods are usually used and patterns of co-occurring
sensor readings are learned from occupants moving around their home. Examples include
learning occupancy models from smart office environments [Castanedo et al., 2011]; learning
person routines over long periods of time [Castanedo et al., 2014]; a temporal-LDA model is
introduced for social media content created per user over time [Wang et al., 2012]; and learning
trends in dynamic natural language topics that evolve over time [Bolelli et al., 2009].
2.4.1 Vision Based Systems
These unsupervised techniques have also been used to learn human activity categories from
visual data, which is more similar to our domain. Here, often low-level image features are
extracted using a pixel-based abstraction, such as, Space-Time Interest Point (STIP) fea-
tures [Niebles et al., 2008]. The authors extract STIP features from the video sequences which
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work well to concentrate on the moving human body across images, however they do not ex-
plicitly model the human body pose and categorise only somewhat simple human motions such
as, walk, wave, jump or spin. An intermediate step in their method is to compute a code book
of unique features, which is similar to our work. However, a major problem cited in their work
is “The lack of spatial information provides little information about the human body, while
the lack of longer term temporal information does not permit us to model more complex ac-
tions that are not constituted by simple repetitive patterns” [Niebles et al., 2008]. Descriptive
spatial-temporal correlogram features, which encode the correlation of pairs of gray scale values
in a co-occurrence matrix, have been used previously to attempt to address this issue [Savarese
et al., 2008], however, their approach still suffers from low-level image processing frailties, and
the requirement for a single person in the scene during a controlled training period. We ad-
dress and partially alleviate this problem by using semantically meaningful qualitative features
extracted from an interval graph representation of video sequences. Such features encode more
“longer term temporal information” than used in the previous works. Further, our code book
of unique features is adaptable and computed incrementally to accommodate different envi-
ronments or activities the robot might observe. Each code word contains semantic qualitative
relations with key landmarks in the environment which helps understand more complex activity
interactions.
Similar works include using pLSA combined with local shape context descriptors on silhou-
ette images [Zhang and Gong, 2010]; a combination of semantic and structural features to learn
actions, faces and hand gestures [Wong et al., 2007]; and finally, good results were obtained
in learning human action categories by fusing a vocabulary of local spatio-temporal volumes
(cuboids) with a vocabulary of spin-images to capture the shape deformation of the actor [Liu
et al., 2008]; Each of these approaches use an unsupervised learning framework similar to the
ones presented in this thesis, however the data is often recorded using a static camera and are
mostly restricted to a single person, face or moving hand, clearly defined in the centre of the
image. Further, each video sequence usually consists of a single activity instance temporally
segmented, that is, the actions have been performed without the variability of a mobile robot’s
frame of reference, and none have attempted to learn human activities from video data not
previously segmented into action sequences. The visual observations our mobile robot records
can contain multiple people interacting in the scene simultaneously, where the person or the
activity observed can be incomplete, noisy or interrupted. We move towards an “in-the-wild”
setting, where video sequences are not manually temporally segmented and learning can be
performed incrementally.
Scene Understanding
Unsupervised techniques have also been used in the object classification and scene understand-
ing literature, for example, pLSA has been used to find the location of objects in images for
the purpose of better understanding visual scenes [Sivic et al., 2005]. Scene understanding
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methods also use pLSA in [Quelhas et al., 2007], where bags-of-visterms are used to represent
extracted histograms of quantized local visual features from images. 3D object structure can be
learned from images in an unsupervised setting by taking multiple images and generating a 3D
image model [Rezende et al., 2016]. A Hierarchical Dirichlet Process mixture model has been
used with low-level optical flow features to learn more complex interactions between groups of
moving pedestrians [Wang et al., 2009]. However, each of these unsupervised works does not
extend to learning human activities over a temporal sequence of images.
2.4.2 Qualitative Based Systems
There is relatively little focus on the application of unsupervised learning of qualitative spatio-
temporal relationships to understand human activity from a mobile robot platform, which is
the focus of this research. One related approach in this space, albeit not of human activities,
used a qualitative abstraction and a statistical approach based on frequencies in order to learn
common patterns of moving cars from a fixed camera set-up. A second has used an unsupervised
Markov Chain Monte Carlo (MCMC) approach, coupled with a qualitative representation in
order to generalise and learn patterns across multiple video sequences of aeroplane turnaround
videos [Sridhar et al., 2010, Sridhar, 2010]. Here, a qualitative spatial calculus abstracts near
continuous video using RCC relations between multiple tracked vehicles. We draw similarities
to this work due to its graph-based representation of observed QSRs between pairwise objects.
The graph, known as an Activity Graph, is searched over in order to obtain a graph covering that
best describes the video sequence in terms of activities (sub-graphs) taking place, i.e. discovering
activities and their instances in the videos. However their video sequences are somewhat more
simple, they are recorded from multiple static cameras and large moving object locations are
detected and tracked in an oﬄine setting. Activities taking place consist of a small number of
objects interacting with respect to the camera frame of reference. This is unlike human body
pose activities which contain much more variation, and there is an unknown number of objects
of interest in an environment.
Although we use a similar qualitative abstraction of visual observations and graph repre-
sentation, we do not attempt to fit a graph covering to an Activity Graph. This method relies
on encoding the entire video dataset and using an oﬄine MCMC technique to obtain the most
appropriate sub-graphs that relate to activities. The learning methods we use for human ac-
tivities are updated on the robot, incrementally improving performance with new observations
over time which is more efficient than batch sampling methods. These are a crucial aspect of
an autonomous robotic lifelong learning system.
2.4.3 Interpreting Unsupervised Models
One particular challenge when using unsupervised learning techniques are that the learned
patterns can be difficult to interpret. It is also difficult to visualise topics as they are often
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very high-dimensional multinomial distributions over a vocabulary of code words. Some novel
methods have been developed to handle this in recent literature. An exemplar-based inter-
pretation to learned high-dimensional distributions over large corpora proposed using low-rank
approximations and matrix decomposition [Chen et al., 2009]. However, the common approach
to understanding a topic distribution is to obtain the set of natural language words that have
high probability in each topic distribution, and present these to a user. Given such a set, it is
often easy to conceive the meaning of a specific topic or corpus. This technique is used often
in the literature [Chang et al., 2009], since an end-user has a lot of prior semantic knowledge
about natural language words and the relations/similarity between them. However in our work,
our code words are not natural language words, but graph structures of qualitative relations.
Whilst these code words contain more semantic information than similar pixel-based features,
e.g. STIP features, there is no defined similarity distance between them, meaning this technique
is less informative to understand coherent topic distributions.
Specifically for LDA, tools for the exploration of learned topic models have been developed.
For example LDAvis with open source implementation8 introduces the idea of relevance of each
code word. It provides a user interface where a topic of interest can be selected to visualise
the top-probable code words, or a code word can be selected to identify each topic where
it has a high probability of occurring [Sievert and Shirley, 2014]. Similar to the notion of
relevance, [Bischof and Airoldi, 2012] introduce Hierarchical Poisson Convolution (HPC), a
model to rank code words for a given topic in terms of both the frequency of the word under
that topic as well as the words exclusivity to the topic. Another visualisation tool allows a user
to navigate, using drop down boxes, through a corpus by selecting topics and linking them to
highly probable code words and corresponding documents in a learned topic model [Chaney
and Blei, 2012]. Further, it has been demonstrated when understanding topics derived from
micro-blogging sites such as twitter, that aggregated messages can help improve classification
performance [Hong and Davison, 2010]. Topic distributions have also been analysed using a
novel intrusion experiment, where a topic distribution (a set of highly probable code words)
have other random words manually added and the idea is for a human reviewer to pick out the
new code word that does not match the topic, i.e. the intruded code word [Chang et al., 2009].
2.5 Summary
This chapter has introduced and reviewed several of the main research areas relevant to un-
supervised human activity analysis and mobile robotics. Some of these areas are expanded
upon further in the remaining thesis, others are introduced just for reference. A key idea in
this thesis is to take a qualitative-based abstraction method of visual sensor data observed by
a mobile robot. We described alternate sensor and low-level pixel-based methods which are
unsuitable for our task due to the variability of the robot’s observations. Secondly, commonly
8https://pypi.python.org/pypi/pyLDAvis
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occurring patterns in the data are learned in an unsupervised setting. The most similar appli-
cations that make use of unsupervised learning methods to solve problems in recent literature
have been introduced. Finally, we propose practical solutions to challenging problems when
applying this framework on a real-world deployed mobile robot “in-the-wild”, which have not
been fully addressed in recent literature.
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Chapter 3
Human Activity Observations
Our aim is for an autonomous mobile robot to understand human activities from long term
observation of human populated environments. In this chapter we first define a human activity
from the perspective of a mobile robot. We focus on the perception data available to the robot
via its multiple sensors; that is, how and what the robot observes, detects and encodes within
its limited field of view. Human observations are encoded using a leg-detector, an upper-body
image classifier, and a convolutional neural network for body pose estimation, while objects
within the environment can be automatically segmented from a 3-dimensional point cloud
representation, if they are not known in advance. This process results in a continuous stream
of quantitative data available to the robot. In the later chapters, we show how the robot uses
this data to obtain a conceptual model of human activities taking place in its environment.
This chapter comprises of three main sections. First we define what we consider as a human
activity and the specific activity domains the robot is required to operate in. Secondly, the
robot is introduced, its sensors and how it interprets the environment. Lastly, we describe how
the robot encodes human observations using one of two techniques, 1) human trajectories, or
2) as more detailed human body pose sequences.
3.1 Human Activities
We introduced the term activity to relate to a temporally dynamic configuration of some agents,
where the agents can be grounded in the real world, or could be online agents, etc.. In this
research we aim to 1) understand human activities as motion patterns performed in real human
environments, and 2) for that system to scale to allow continual learning in complex dynamic
environments. We focus only on single human activities. To do this we explore the interaction
between the human agent and environment, namely between a human and key objects which
provide functionalities [Agre and Chapman, 1987]. We therefore define a human activity to be
a temporally dynamic configuration of a human agent relative to close-by key objects in the
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environment. We make the following assumptions and definitions related to human activities:
– A key object is a semantic entity with a fixed location in an environment which provides
some functionality that may be required for the execution of certain activities of interest
in that environment [Kirsh, 1995].
– A human activity is considered as a partially ordered sequence of sub-activities (or re-
peated patterns) between positions of a person’s body joints relative to key objects. In
turn, these patterns (or sub-sequences) can be thought of as one or more simple qualita-
tive relations holding between a person’s body joints and/or a number of objects in the
environment. For example, a person “picking up a cup” might relate to a specific human
activity comprising of the sequence: “reaching”, “grasping” and “lifting” performed by
the person’s hand with respect to the cup.
– A human motion behaviour is considered as a simple human activity, based upon the
evolution of the 2-dimensional position of a person with respect to surrounding key ob-
jects. That is, when the sequence of observations does not include detailed body pose
information.
These assumptions are common in the literature [Lavee et al., 2009, Hamid et al., 2009,
Aggarwal and Ryoo, 2011]. The definition of a human motion behaviour and human activity
are expanded upon in the next section by introducing the concepts of activity granularity and
abstract class.
The resolution of human activities we are interested in is somewhat limited by the available
perception or sensory inputs to the robot. This manuscript provides a framework for a mobile
robot, and therefore the perception is limited by its sensors and field of view capabilities. As an
example of this, imagine you live in a blocks world, and repeatedly see a pattern of two moving
blocks. It would not be too difficult to understand an activity with respect to these moving
blocks. However, if you have more perceptual details about the blocks, e.g. their colour, you
might be able to learn a different granularity of pattern, e.g. the blue block moves before the
red block, but other times the red block moves first. This could result in learning two patterns
of activity, even if they are the same pattern when colour is not taken into consideration. This
is a key limitation to our system; since the performance of state-of-the-art robot perception is
still far from human level perception. This translates as effecting the robot’s ability to detect
objects (static or moving) within its environment, and similarly to the blocks example, it can
only learn activity patterns at a particular level of granularity.
The level of abstraction of possible learned activities is also restricted by the order in which
observational data is made available to the robot. For example, if you always perceive two
blocks moving at the same time as each other, you could believe that it is a repeating pattern
of activity. However, if you first see each block moving individually and then observe those
same blocks moving together, you might believe there are two different patterns and that
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the latter instance involved both occurring simultaneously. In this manuscript, we show that
the robot can learn repeated patterns of human activity from a mobile robot’s observations.
However this is limited to the sequences of data the robot actually observes and is liable to
similar mistakes as in this blocks example.
A second key concept of human activities is the notion of an abstract class. The human
brain reasons with the environment by abstracting away much of the detail. For example, a
specific mobile phone is one instance of our concept of all mobile phones, and you would expect
it to be able to make phone calls like other mobile phones, since this is the main function of
all mobile phones. This is an example of an object’s abstract class. One mobile phone is a
particular object in the class of all mobile phones. Knowledge about object classes is important
to a robot and can be learned over time by observing multiple object instances that make up
a specific class [Sridhar et al., 2008].
This concept extends to dynamic human activities. For example, one person “making coffee”
is a specific activity instance in the class of all people making coffee, even though the exact
spatial and temporal quantitative details of how each person performs the activity differ, just
like the exact details of all mobile phones differ. It is the goal of the robot to learn the crucial
qualitative details of different activity classes by observing multiple activity instances in order
to recognise an activity in this class in the future.
We make the assumption that human activities performed with slight variability in the
spatial quantitative space are considered members of the same activity class. This means that
activities carried out in a visually similar manner, using similar key objects in the environment,
can be considered as instances of the same activity class. One limitation is that semantically
similar activities that are not visually similar are considered as different activity classes. For
example, under our assumption, two instances of a “making coffee” activity would be considered
different activity classes if they appear visually different; e.g. one instance is performed by
boiling a kettle and pouring water and coffee into a mug, and the second is performed by
putting a mug in a coffee machine where the machine prepares the drink itself. These two
activities are comprised of different qualitative patterns between the human and different key
objects in the environment. At a subject level of analysis, one might learn that the two coffee
making classes both proceed a “drinking” activity, and hence are semantically similar.
Activity classes highlight the importance of both object involvement and object class within
an activity class. For example, given two instances of a human activity, one where object A is
used and a second uses object B, these could be considered as different activity class. However,
if object A and object B belong to the same object class, e.g. a mug and a cup, it is likely that
the two human activities belong to the same activity class. We do not propose new methods
for learning object classes in this work.
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To summarise, in this research we focus on learning single-human activities, where the
level of activity granularity and abstraction are not manually assigned in advance. Similarly,
activity classes are not manually defined in advance and in fact, these are learned by the robot
from multiple observations of human activity instances. However, the robot is restricted by
its sensor limitations and the current state-of-the-art computer vision techniques. Given these
limitations, the robot extracts qualitative descriptors from encoded observations, a process
which is introduced in Chapter 4. These qualitative descriptors are considered as sub-activities
in which partially ordered sequences are learned and considered to be human activity classes.
3.2 Robot & Environment
In this section, we introduce our mobile robot, our representation of the human environment
and the visual observations available to the robot. The robot’s sensing modalities present a
continuous stream of quantitative data which allow the robot to build an understanding of the
world it inhabits. In the next sections we describe how the robot encodes human observations
using state-of-the-art methods and how it segments key objects in its environment.
3.2.1 Mobile Robot
As part of the EU STRANDS project, each project partner has a Metralabs Scitos A5 mobile
robot [MetraLabs, 2017], four of which are shown in Figure 3.1. This is the robotic platform
used for the work described in this manuscript. We will give specific details about this platform,
its sensor modalities and how it perceives the world. Note that the techniques presented in this
manuscript are hardware independent and modular.
Each STRANDS Metralabs robot is capable of performing a variety of tasks over long
periods of time, such as long-term navigation and autonomous docking. A single robot is used
during long term robotic deployments. The reader is pointed to [Hawes et al., 2016] for a
Figure 3.1: STRANDS Metralabs Scitos A5 mobile robots. From left to right: BoB, LUCIE,
Linda and Betty. Identifiable are the head mounted ASUS RGBD cameras atop a pan-tilt unit,
and touch screen display.
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detailed account of a two month deployment set in a real world office environment. During
the deployment, the robot maintains a routine which outlines the allowed daily working hours
and also the weekends/public holidays when it is required to remain stationary. The scheduler
then accepts units of work defined as tasks, based upon the specified requirements for the day.
This thesis focusses on a single robot learning human activities from multiple observations, and
hence, a single mobile robot is used to detect and track humans as they pass within the field of
view of its sensors. However, all the STRANDS robots are equipped with the following array
of sensors:
– a base mounted (SICK S300) laser range finder for mapping and localization. Maximum
range of 30m and horizontal operating angle of 220◦.
– Two ASUS Xtion Pro-Live RGBD cameras. One chest mounted for the purpose of obstacle
avoidance, and the other head mounted atop a pan-tilt unit which is used to detect people
in the environment. Each with an operating range of 0.5m to 3.5m and operating angle
of 58◦ horizontal, 45◦ vertical and 70◦ diagonal.
The robots also have a touch screen display, and three on-board PCs each running ROS
(Robot Operating System) Indigo [Quigley et al., 2009] and the full STRANDS software sys-
tem [Spatio-Temporal Representations and Activities for Cognitive Control in Long-Term Sce-
narios STRANDS project, 2017].
3.2.2 Map Representations
The mobile robot uses an occupancy grid to represent the 2-dimensional environment as a
binary map. The occupancy grid is referred to as the robot’s metric map. The metric map
allows the robot to understand the layout or floor plan of an environment, i.e. which parts of
the environment contain free (or occupied) space, and also where the robot is located within
its environment. The occupancy grid is generated using the off-the-shelf ROS package gmap-
ping [ROS gmapping, 2017], which provides a ROS wrapper for OpenSlam’s Gmapping as
described in [Grisetti et al., 2007]. It uses a laser-based SLAM (Simultaneous Localization and
Mapping) Rao-Blackwellized particle filter to create a 2D occupancy grid map from laser and
position data collected by the robot. An example occupancy grid map is shown as an image in
Figure 3.2a, where black cells represent occupied space such as walls and furniture; light-grey
cells represent free space and dark-grey cells are outside the explored region. One point in the
occupancy grid is considered the origin and assigned (0, 0) coordinates, and canonical axes are
chosen so that each cell has an (x, y) coordinate. Artefacts arise when the laser briefly passes
through a window or a doorway which is not fully explored, such as in the bottom right corner
of the image.
The metric map is a low-level representation of whether space in the 2D environment is
free or occupied and each cell corresponds to an (x, y) coordinate. On top of this we build a
semantic layer to allow the robot to reason about the environment with a higher-level semantic
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(a) Metric map. Occupancy grid generated with gmapping ROS package. Black cells represent occupied
space; light-grey cells are unoccupied space and dark-grey cells are outside the explored region.
(b) Topological map: connected nodes (known as waypoints) and edges overlaid onto a metric map.
Each waypoint has an influence zone, marked in dark-red around the corresponding.
(c) Local costmap (light blue) overlaid on to the metric map, with current laser scanner update (purple-
dark to blue-green). The robot icon represents the robot’s estimation of its position in the map.
Figure 3.2: Map representations. Best viewed in colour.
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understanding. One such semantic layer is known as the topological map. A topological map
consists of a number of abstract locations represented as nodes (referred to as waypoints), the
surrounding influence zone, and connecting directed arcs (known as edges) labelled with the
movement behaviour. The robot uses this map for topological navigation, which is described as
moving between waypoints (nodes) using the specific motion behaviour specified on the labelled
edge (arc). Further, the robot uses these pre-specified abstract locations as interesting positions
in the environment where tasks can be performed. An example topological map can be seen
overlaid onto the metric map in Figure 3.2b. This map is manually pre-built before a long-
term deployment, however there are tools and ROS services to extend it autonomously in the
STRANDS navigation stack.
A 2-dimensional region directly surrounding the robot in the map is defined as the local
costmap. The occupancy of this space is updated using the laser-based SLAM implementation,
while simultaneously keeping track of the robot’s estimated location within the map (similar to
generating the metric map). The local costmap is used when generating short-term navigation
plans and gives the robot a robust localised position within its environment, especially when
mobile. An example of this process can be seen in Figure 3.2c, where the robot constantly
updates its local costmap (light blue) using the data received from its laser scanner (pink-blue-
green). This allows it to efficiently keep track of the space immediately surrounding it, and
move safely even in the presence of dynamic obstacles.
3.2.3 Object Representation
A second key component in the robot’s environment are objects. In this thesis we focus on
objects which people interact with in daily living and which provide some functionality for
human activities. For example, a person might walk up to a printer-copier machine, stop in
front of the machine in order to perform an action (swipe a key card to log in) and whilst doing
so they spatially interact with the object. For this reason our representation of human activity
includes relative positions of people with respect to key objects within the robot’s environment.
However, detecting and tracking arbitrary objects in real time from a robotic platform is a very
difficult and an unsolved problem. Therefore to learn the position of interesting objects within
an environment, the robot first pre-builds a 3D model of its environment by fusing together
multiple RGBD images. The three-stage process can be seen in Figure 3.3a: 1) the robot moves
its pan-tilt multiple times capturing an RGB image and a corresponding depth point cloud for
each angular position. This process is known as a sweep; 2) it registers each pixel in the depth
point cloud with an RGB value from the corresponding RGB image; 3) multiple registered point
clouds are then fused together to create a large point cloud representation of the robot’s entire
environment (covered by the sweeps).
Once the robot has its 3D point cloud representation of its environment, it can extract
locations of potential objects by rendering the surface using surfels (surface elements) [Pfister
et al., 2000] and extracting clusters of pixels. From the fused point clouds, state-of-the-art per-
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(a) Generating a 3D representation of the environment. (left) The robot moves its pan-tilt multiple
times capturing an RGB image and a point cloud at each angle. (right) The robot fuses together the
registered point clouds to create a single 3D representation.
(b) Segmenting candidate object locations. (left): Surfel representation of the robot’s 3D environment.
(right) Candidate object locations automatically segmented as clusters.
(c) Subset of candidate key objects aligning to the highest scoring locations in the environment where
people stop and interact.
Figure 3.3: Object representations. Best viewed in colour.
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formance in extracting semantically meaningful segments can be achieved using an unsupervised
segmentation algorithm which is grounded in the convexity of common human objects. This is
demonstrated in [Schoeler et al., 2015], and we use a method similar to that presented in [Bore
et al., 2017]. It first splits the point cloud into a collection of supervoxels [Papon et al., 2013]
over which an adjacency graph is formed. Then, weights are assigned to the edges in the graph
based on local convexity of the point cloud and colour difference between different segments.
Finally, to segment the point cloud, iterative graph cuts are performed to separate parts with
concave boundaries and/or large colour differences. An example of the surfel representation
of the 3D environment can be seen in Figure 3.3b (left) and the resulting clustered segments
can be seen (right). We consider these segments as candidate key objects within the robot’s
environment.
Unlike a standard supervised method, the unsupervised method presented here allows the
robot to segment any (potentially new) environment it may encounter, i.e. it is not restricted to
previously learned environments, a set of supervised object models, or to a dataset of standard
object classes. This is an advantage of this technique which motivates unsupervised human
activity analysis as how people interact with these key object locations. However, there is an
existing problem in the literature relating to unsupervised techniques for understanding which
objects are interesting given a particular environment or task, and what level of abstraction is
of particular interest. For example, a supervised object detector can recognise objects from its
training dataset, however, unsupervised techniques have no pre-specified dataset and therefore
the level of abstraction is not specified in advance, e.g. given an observation of a fridge in a
kitchen, it is unclear to the robot which part is of particular interesting: is it the fridge handle
for a grasping task, or the door, since this part moves. This is subjective, based upon defining a
task. One way this problem has been approached in the literature is by combining visual features
(which are used to predict an object’s abstract class) with a semantic web hierarchy [Young
et al., 2016, 2017]. Higher abstraction levels in the hierarchy are then used to automatically
label the objects of interest into classes which maintain sufficient information.
To concentrate the robot’s attention on only objects that are part of observed human
activities, the trajectories of humans in 3D space are analysed to extract the locations where
people frequently stop and interact. The candidate key objects (extracted above) are scored
according to their proximity and interaction frequency with regards to people’s hands. The
highest scoring objects are considered as “interesting” in the environment. Figure 3.3c
shows the extracted positions of the high scoring candidate object segments based upon
the university kitchen environment scans shown in Figure 3.3a and a collection of human
observations introduced in the next section. On the right-hand side of the environment, object
IDs 6 and 21 in Figure 3.3c are seen to relate to the segmented trash bin and paper towel
dispenser respectively which are clearly visible in the scans. These segmented object clusters
correspond highly to locations where people stop and interact. The corresponding segments of
the 3D point cloud are extracted and defined as key objects with respect to human activities.
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Examples of such extracted segment clusters, which align well with real and useful objects
pertaining to activities, can be seen in Figure 3.4.
Figure 3.4: Segments extracted from the 3D representation and registered with corresponding
RGB data. (left:) Trash bin. (centre:) printer/copier machine. (right:) microwave.
Given a set of key objects in the robot’s environment, it is possible to visualise their locations
in a Semantic Object Map known as SOMa [Kunze and Hawes, 2017]. SOMa consists of two
layers, which can be used separately depending upon the task:
1. Multiple (x, y) coordinate points on the metric map are connected to form a semantic
Region of Interest (ROI). These are often used to segment out semantic regions of space,
e.g. different rooms or office boundaries. These can be seen as yellow and blue connected
polygons in Figure 3.5, where three ROIs, student room (light blue), kitchen (yellow),
and staff room (blue) have been manually specified, however there are techniques to learn
interesting regions autonomously in the STRANDS software stack.
2. The position of key objects can be visualised in SOMa as (x, y, z) coordinate points in
the robot’s 3-dimensional map frame of reference, where the metric map lies at z = 0. An
example of visualising static object positions is also shown in Figure 3.5 where brightly
coloured CAD (Blender) models are overlaid onto the metric map.
To conclude this section regarding object representations, the robot is able to take multiple
point cloud sweeps from its pan-tilt mounted RGBD sensor, fuse them together and segment
out a set of candidate object clusters. The candidate objects are then ranked by whether people
interact with them or not, and a set of key objects in the robot’s environment are learned. Both
semantic regions and semantic object locations can be represented and visualised using a SOMa
map. It is worth noting that our representations and learning framework discussed in the next
chapters would extend trivially to include dynamic objects detected in real-time by the robot.
3.3. HUMAN DETECTIONS 45
Figure 3.5: SOMa: Semantic object map showing multiple Region of Interests (yellow/blue
polygons) and SOMa objects as brightly coloured CAD Blender models overlaid onto the robot’s
metric map.
3.3 Human Detections
In this section we describe the human observations made by the mobile robot. We describe
how the robot uses its on-board sensors to detect and encode the behaviour of humans who
pass within the sensor’s field of view. This process produces a stream of noisy and incomplete
quantitative observations of humans observed within the robot’s environments. For example, a
person might walk straight past the robot, being in its field of view for only a couple of seconds.
Alternatively, multiple people could be within the sensor’s field of view for a long time, however,
they could easily occlude each other causing a more difficult detection problem.
The robot uses two types of representation for human behaviour it detects and observes.
In the following sections we first define a human trajectory and later a more detailed human
pose sequence. These quantitative observations are abstracted into a qualitative representation
which is introduced in the next chapter.
3.3.1 Human Trajectory
The robot has a fixed, base mounted laser scanner which is used to produce a metric and
local cost map, i.e. to understand its static and dynamic 2D environment. To obtain an
estimated position of a person within the laser’s field of view the 2-dimensional range scans are
constantly input into an off-the-shelf human leg-detector introduced in [Arras et al., 2007] and
implemented as described in [Bellotto and Hu, 2009]. This gives the robot an estimated position
of a person relative to the map and invariant to visual noise which often affects camera systems,
e.g. lighting or motion variabilities. A secondary detection method is also implemented; the
robot uses its head mounted RGBD camera to classify images that contain a person using an
upper-body detector described in [Mitzel and Leibe, 2012] using RGB images. This gives the
robot an estimate of a person’s position relative to the robot’s head mounted camera’s field of
46 CHAPTER 3. HUMAN ACTIVITY OBSERVATIONS
view.
The robot’s detections are often noisy due to a multitude of reasons:
– The sensor modalities used to detect people only grant a very limited field of view, i.e.
they do not observe the entire environment at all times.
– The sensors can easily be occluded by (static or dynamic) obstacles in the environment,
e.g. a person standing in a direct line in front of a second person, or a piece of furniture
in the robot’s field of view.
– The accuracy of the robot’s localisation relative to its metric map is affected when the
robot is mobile. Therefore the human detections represented relative to the map frame
are subject to the same uncertainty.
An example image showing the real-time detections of multiple people using the combination
of sensors is given in Figure 3.6. The image shows the position of the robot using a blue
Blender robot model (central) overlaid onto the metric map. The robot accurately detects five
people using the leg detector (each shown on the left as a person model overlaid on the metric
map), and only three upper body bounding boxes of positions of people extracted from the head
mounted camera’s RGB image. Note the wider field of view of the laser scanner, compared with
the ASUS RGBD camera, which allows it to correctly detect all the people in this situation.
The robot uses the Bayes Tracker as described in [Dondrup et al., 2015] to stitch together the
multi-sensor detections into a sequence of positions based upon their chronology. We consider
a sequence of detections belonging to the same person as forming a human trajectory.
Figure 3.6: People detections from an implemented leg-detector, based on a base mounted laser
scanner, and upper body detector using RGB images from the robot’s head mounted camera.
(Image taken from [Dondrup et al., 2015]).
Formally, we define a single trajectory pose as an (x, y) Cartesian coordinate in the map
coordinate frame. For a detected person, we obtain a sequence of trajectory poses over a time
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Figure 3.7: A collection of observed trajectories from our mobile robot whilst patrolling and
monitoring an office-like environment (overlaid onto a metric map). Direction of motion of each
trajectory is shown by colouring the trajectory poses blue to green. SOMa ROIs can also be
seen as yellow and orange polygons. Best viewed in colour.
series of detections, and generate a trajectory based upon the chronology of these poses. A
trajectory is defined as T = [t1, t2, . . . , ti, . . . ], where each ti is the detected trajectory pose at
timepoint i. Note that there are no restrictions placed on i, i.e. each trajectory comprises of
an arbitrary number of detections, based upon how long the person is detected by the robot.
This variation is a major difficulty when using real world data to learn about human motions
and behaviours on a mobile robot. Figure 3.7 shows a metric map overlaid with a collection
of observed trajectories. The direction of motion of the observed person is shown by colouring
the trajectory poses from blue to (increasing amounts of) green. It should be highlighted that
the trajectories obtained using these techniques are always incomplete and often noisy. They
represent only a section of a person’s complete motion through an environment as observed by
the robot during some period of time. Further, the accuracy of the detected poses is affected if
the robot is even slightly mislocalised, which occurs frequently whilst the robot is moving.
3.3.2 Human Body Pose
Observing human trajectories is particularly useful to allow the robot to analyse and learn
patterns of people’s 2D movements and motion behaviours within the environment. However,
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these learned behaviours represent only a portion of human activities being performed due to the
detection of the person being abstracted into a 2D trajectory pose, i.e a single (x, y) coordinate
relative to the metric map. For a more detailed understanding of human activities, the robot
estimates the full human body pose from RGBD images observed from its head mounted camera.
A human body pose comprises of a number of body joint locations, which loosely relate to body
parts: head, neck, torso, shoulders, elbows, hands, hips, knees and feet. These joint locations
are estimated in 3D Cartesian coordinate space, as opposed to a trajectory pose which is a
single (x, y) point on the 2D map plane. Information about the body joint positions allows the
robot to understand and learn more detailed actions and human activities.
A popular approach to obtain human pose estimates is to use the OpenNI person
tracker [OpenNI organization, 2016] which uses only the sensor’s depth stream to detect mul-
tiple persons and infer their 3D pose in real-time. An example grey-scale depth image can
be seen in Figure 3.8 with the OpenNI human pose estimate overlaid where each body joint
location is depicted by a blue circle with purple connecting lines forming the rough shape of
a human skeleton. This approach works well on the robot for detecting people in real-time
because it efficiently runs using the robot’s depth image only, as opposed to more memory
intensive 3-dimensional point cloud data.
Figure 3.8: Real time OpenNi human pose estimate overlaid onto a grey-scale depth image.
The 14 body joint locations are shown as blue circles. The right hand is shown as a green circle
to distinguish it from the left. The person is backward facing.
For our robot to understand more complex human activities, it is especially important to
obtain reliable body pose estimates in difficult cases of fast moving, human-object interactions
from challenging viewpoints. Unfortunately, interactions between a human and an object cause
problems for the OpenNI pose estimation, i.e. when there is not enough information in the
depth image to distinguish between the two, the object is often inadvertently considered part
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of the person’s body. Two examples of where OpenNI fails to correctly infer the human body
pose can be seen in Figure 3.9 (a) where the pose estimates are overlaid onto the RGB image
as brightly-coloured ovals connecting body joint locations. OpenNI struggles with images with
the following features:
– When a body joint location is occluded by another body joint, e.g. the right arm in
left-most image is not visible by the depth sensor because it is occluded by the person’s
torso. This happens often when a person is side-on or at an angle to the sensor which is
common given non-optimal view points.
– When the observed person is backward facing the orientation of the person is often incor-
rectly inferred.
– When a body joint is interacting or in contact with part of the environment or an object,
e.g. the left arm in Figure 3.9 (a)(right).
In each of these challenging situations, the depth image does not contain enough information
to correctly infer where 3D body joint location and hence it is not able to accurately estimate
the human body pose. To mitigate these problems, we leverage RGB colour data to help
distinguish between object and body joints and help resolve backward facing poses. Our
pose estimation system operates in a two phase approach, firstly, the efficiency of OpenNI is
utilized to detect people in the observable environment (in real-time on the robot’s CPU).
Secondly, the corresponding RGB image is fed as input into a state-of-the-art convolutional
neural network “pose machine” (CPM) [Wei et al., 2016] to better estimate the 2D body pose
(on a midrange GPU). Subsequently, we take the improved (x, y) coordinates in the camera
frame of body joint positions from the CPM, and the corrected depth coordinate (z) from the
original OpenNI depth image. An example of this approach can be seen in Figure 3.9 (b),
which clearly shows the improved CPM pose estimates. Note the estimated arm and hand
locations are greatly improved, even accurately detecting the reach of the hand joint in the
right most image.
Formally, we define a joint pose, j, as an (x, y, z) Cartesian coordinate correspond-
ing to a single inferred body joint location in the camera coordinate frame along with
the corresponding (xm, ym, zm) position translated into the map coordinate frame, i.e.
j = (id, x, y, z, xm, ym, zm). The camera frame coordinates are equivalent to the blue cir-
cles in Figure 3.8, however the map frame coordinates rely on a transformation into the map
frame using the robot’s estimated location within the map. The accuracy of this transforma-
tion is improved by restricting the robot to recording humans only when static, however the
uncertainty remains in the joint pose estimates. A human body pose estimate is defined as a col-
lection of joint poses, one for each body joint of the person tracked, i.e, p = [j1, j2, . . . jn], where
n = 15 using the OpenNI/CPM tracker described above. Similar to encoding the trajectory of a
person, for each detected person we obtain a sequence of body pose estimates over a time series
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Figure 3.9: Comparison between (a) OpenNI body pose estimates using depth images only.
(b) Improved body pose estimates using convolutional neural network “pose machine” on RGB
images and mapping the (x, y) coordinate onto the depth image to obtain the corrected depth
coordinate (z). Best viewed in colour.
of frames and generate a human body pose sequence. This is defined as S = [p1, p2, . . . , pi, . . . ],
where each pi is the detected human body pose estimate at timepoint i. Again, there are no
restrictions placed on i, i.e. each human pose sequence comprises of an arbitrary number of
frames and therefore human body pose estimates.
3.4 Concluding Remarks
To conclude this chapter, our mobile robot is able to infer the 2D and 3D location of people (and
their body joint locations) within its field of view using a combination of laser scanner, RGB
and depth image techniques. It is able to translate these detections into the map coordinate
frame and couple them with nearby objects of interest found using a state-of-the-art automatic
segmentation of point cloud sweeps. An example of a human detection represented in the
map frame of reference along with automatically segmented key objects of interest can be seen
in Figure 3.10. Here the human body pose estimate is represented as a person model in the
visualisation overlaid onto the metric map, with pink cubes to represent the hand joint positions.
The registered point cloud data representing the segmented key objects is also overlaid, along
with a robot to depict its pose and field of view.
The stream of quantitative observations presented in this chapter are stored on the robot us-
ing custom ROS messages which are described in Appendix A. In the next chapter, we show how
the encoded observations are mapped into an abstract qualitative space in order to generalise
patterns invariant to exact quantitative positions within the real environment. We then describe
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Figure 3.10: An example human body pose observation relative to the environment. (left:)
RGB image corresponding to a single human body pose detection. (right:) The human body
pose estimate is translated into the map coordinate frame using the localised position of the
robot and overlaid as a person model where the two hand joint locations are shown as pink
squares. Also overlaid are the learned key objects using the registered point cloud segments.
how the robot auto-generates a vocabulary of discrete descriptors by extracting sequences of
partially ordered qualitative relations from the encoded observations. This vocabulary is used
in the later chapters to encode a vector space representation of the observations, facilitating the
use of text analysis techniques to recover a set of classes which we consider as human activities.
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Chapter 4
Activity Representation using
Qualitative Relations
In this chapter, we introduce how the robot spatially and temporally abstracts the stream of
quantitative observations obtained from the techniques presented in the previous chapter. To
motivate this, consider that quantitative approaches provide precise, yet estimated, numerical
information about the state of some entity. However this precise information is often inaccurate,
unnecessary and is not usually available to humans. For instance, it is natural to omit specific
numerical descriptions when describing a static environment or dynamic observation. Further,
it is likely that a qualitative representation will suffice when describing a relationship between
multiple entities not based upon a global frame of reference, e.g. ‘the coffee is in the cup’, or
‘the cup is next to the sink’. This is usually sufficient information with respect to a given task,
e.g. describing a “drinking coffee” activity. For this reason, our robot uses multiple different
qualitative calculi to abstract away different aspects of observed human activity with respect to
nearby objects, i.e. it uses relative distance, motion and angles which occur between encoded
observations and key objects to differentiate different qualitative patterns.
This chapter is composed of two main sections. First, the observed human body pose se-
quences are abstracted into a qualitative spatio-temporal representation. The qualitative calculi
used are described in detail in Section 4.2 and we discuss the motivation for using this repre-
sentation. The second section of this chapter introduces our novel discrete descriptors which
are extracted from the qualitative representation as sequences of temporally connected quali-
tative relations. This novel process is introduced in Section 4.4. For this purpose, we define an
interval representation and an interval graph, which facilitate the extraction of the descriptors
from the encoded observation. Given multiple observations over a period of time, the robot
represents each as a bag-of-qualitative-words which allows the robot to employ Information
Retrieval techniques in order to recover a set of emergent activity classes described in the next
chapter.
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4.1 Qualitative Motivation
To abstract quantitative human observations into a qualitative representation we use a qual-
itative spatial representation (QSR). We briefly discuss the main advantages of using a QSR
before describing how each calculus is applied to the robot’s observational data and the specific
benefit of each to the application of unsupervised human activity analysis.
4.1.1 Dimensionality Reduction
Qualitative representations have often been implemented for the purpose of abstracting data
to obtain a low dimensional representation whilst maintaining necessary (or discriminatory)
information present in the encoded data [Chen et al., 2015]. They have been used for many
practical applications in the literature, for example, to build a qualitative egocentric represen-
tation for navigation [Wagner et al., 2004], to learn by qualitative observation Young and Hawes
[2015] or to learn qualitative pattern of specific tracked objects camera images [Sridhar et al.,
2010]. Data abstraction is the main reason why the robot employs the use of a qualitative
spatio-temporal representation of its observational data. By abstracting away the quantitative
details, a QSR provides the robot’s learning framework a low dimensional representation of both
the sequences of observed people (input data), and the learned motion patterns and activity
classes (output data). For example, the robot’s observations consist of multiple quantitative
poses per timepoint; one for each object, human body joint, or trajectory pose observed. These
quantitative locations are embedded in a continuous feature space that can be thought of as
the robot’s entire environment. Over the lifetime of the mobile robot, this continuous space
becomes intractably large and it becomes difficult to maintain or learn patterns over such a
high dimensional space using the quantitative location values.
The robot abstracts the observed quantitative locations into a discrete, qualitative feature
space where each point is mapped into one or more symbolic relations, e.g. one point might be
considered as ‘moving towards’ or ‘moving away’ from another, or ‘far away from’ as opposed
to ‘close to’. These abstractions represent a much lower dimensional feature space, based upon
the number of qualitative calculi used and the specific number of encoded locations. We will
show in the later chapters that with careful choice of QSR calculi, discriminatory information
about human motion behaviours and activities can be maintained. This abstraction also allows
us to throw away unnecessary quantitative data, especially with a robot’s limited on-board
memory/computational power.
4.1.2 Generalising Observations
A second reason for using a qualitative framework is that we would like the robot to be able
to generalise and draw comparisons across multiple observations. To do this, we assume that
the exact temporal details or spatial locations of observations are not as important as the
relative positions between observed entities. For example, if a person raises their hand above
4.1. QUALITATIVE MOTIVATION 55
their head and waves, the exact (x, y, z) coordinates of their hand or head are not particularly
important; it is the relative movement which captures a possible “waving” activity. If the robot
observes a qualitatively similar pattern, it can learn a representation of the common activity
without the observations occurring in the exact same location in space or moving their arm in
exactly the same fashion. Understanding a low dimensional qualitative pattern of the motion
to represent “wave” can be more useful than trying to match the exact coordinates of the
person’s head/hands. This approach allows the robot to learn by generalising across multiple
observations invariant to exact temporal durations or spatial locations.
Likewise, human activities can occur using different body joints, such as a person waving us-
ing either their left or right hand. As in some literature, the exact body joint is often abstracted
to leave only the abstracted type of body joint when encoding qualitative relations; hence a
human activity can be learned or recognised from observations when either hand has been used
(where “hand” is the body joint type). This has the effect of reducing the dimensionality of
the qualitative space further.
4.1.3 Partial Observations
One assumption in this work is that the mobile robot cannot observe its entire environment
simultaneously using only its on-board sensors; which seems reasonable in most domains. Also,
the robot cannot possibly observe a human’s complete movement within the world and will usu-
ally be confined to a single room or building. This leads to two issues pertaining to unsupervised
human activity analysis:
1. The first relates to the robot’s particular viewpoints within its environment, given that it
must select somewhere to “look”. Depending upon the sensors’ field of view at any point
in time, the robot can obtain large variations in the quantitative data observed.
2. Secondly, the robot is usually restricted to a confined environment unlike the person, i.e.
the person can leave the building and go home for instance. The robot can not observe
the person’s movements outside of its environment.
We address the first of these points in two ways, first the mobile robot can randomly select its
own viewpoints from the set of learned key object locations in order to best observe humans
interacting with them. This allows the robot to mainly observe useful human-object inter-
actions in the environment. Secondly, we abstract the robot’s observations into a qualitative
representation which encodes a symbolic representation invariant to specific viewpoints. For
example, if a person walking towards a printer is observed by a well positioned robot (so it
observes the complete interaction between the person and object which we would consider a
“good” viewpoint), it can encode a long trajectory or human body pose sequence with many
quantitative poses. Conversely, the robot could have a “bad” viewpoint of the interaction and
not observe it completely, i.e. it would generate a smaller number of quantitative poses due
to its limited observation. In both cases the person performs the same interaction, yet the
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quantitative encoded data varies greatly, the only difference is the location and viewpoint of
the robot. Given that the robot will never be able to observe its entire environment at the same
time, it encodes its observations using viewpoint invariant qualitative representations in order
to learn patterns within these observations, irrespective of the robot’s location.
The second issue of partial observations relates to the assumption that the mobile robot has
a restricted environment due to some physical constrains within its domain, i.e. it cannot follow
a person everywhere they might possibly go. This relates to only observing a small fraction of
a person’s total movements within the world. For example, before a human enters the robot’s
limited environment (maybe restricted by room or building), the robot has no information
about the person and cannot possibly observe them. It also does not know or understand the
person’s intentions or goals. This could be addressed using a complex fixed camera set-up,
where a person is tracked between all possible rooms or locations, however this is inefficient
and not likely to capture a persons complete movements, e.g. if they go outside, or travel. We
therefore consider the robot as always only partially observing a person’s movements, resulting
in observations which are never “complete”. However, the aim is to observe enough human
behaviour and activities to learn patterns using invariant qualitative representations.
Using a qualitative representation to abstract the robot’s observations makes the framework
somewhat invariant to varying length of observed pose sequences, noisy or incomplete observa-
tions. For example, if the robot observes people always walking towards and through a specific
door, the robot can learn a pattern of behaviour that once the door is interacted with in a
certain way, e.g. “move towards” and “touch”, it is likely a person will walk through it, based
upon its many qualitatively similar observations encoded invariant to exact viewpoint. Further,
the robot can learn this behaviour from observing any doors in its environment by abstracting
the object type.
4.1.4 Temporal Abstraction
Our qualitative framework also allows the robot to abstract observations in time. For example,
human activities often occur over very different durations of time. That is, there are large
variabilities between different human activity classes (intra-class) and also between multiple
instances observed within the same activity class (inter-class). Inter-class differences are simple
to imagine, that is, different types of human activity occur for different durations of time. One
example is the activity of “standing still”, where body pose estimates are easy to estimate, and
can occupy thousands of frames; whereas a more complex task such as “opening a fridge” can
take less than a second and can contain noisy body pose estimates due to body part occlusions
and fast moving entities (objects and body parts). Intra-class differences are also common in
human activities; there is large temporal differences between multiple instances of the same
activity class. For example, two instances of a person “making a phone call” can occupy very
different durations of time depending upon the person performing the task, the time constraints
on the call, or the recipient of the call. However, the two activities may be performed in the
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exact same manner with respect to spatial movements and object interactions.
In order to learn human activity classes invariant to time, we employ qualitative temporal
calculi, which encode logical semantic relations based upon the temporally relative occurrence
of encoded spatial movements, i.e. how two spatial movements occur relative to each other in
time, abstracting away the exact temporal details, such as the number of frames the movements
occurred for or their exact duration apart.
4.1.5 Summary
In summary, the large spatial and temporal variation of human movements coupled with the
limitations of the robot’s sensors present major difficulties when using real world data from
a mobile robot, and motivates the use of invariant qualitative spatial and temporal represen-
tations. Abstracting the quantitative data into a low dimensional qualitative space helps to
alleviate some difficulties and allows the robot to generalise multiple observations, draw compar-
isons and extract patterns. Examples of the multiple qualitative spatial calculi used are given
in the next section, and we introduce the qualitative temporal representations in Section 4.3.2.
4.2 Qualitative Spatial Representations
As the robot observes people passing within its field of view, it encodes the quantitative detec-
tions using one of the previously introduced techniques as either a human trajectory (on the
2D map plane) or a human body pose sequence (of a collection of 3D body joint locations).
The robot then encodes these observations using a qualitative spatial representation to abstract
away the exact quantitative details of the specific instance. The robot achieves this by encoding
the observation using the following three qualitative calculi:
– Qualitative Trajectory Calculus (QTC) represents the relative motion of moving
point objects (MPOs) with respect to a reference line connecting them, and is computed
over consecutive timepoints or frames [Van de Weghe, 2004, Van de Weghe et al., 2005a,
2006].
– Qualitative Distance Calculus (QDC) expresses the qualitative Euclidean distance
between two points depending on pre-defined distance thresholds [Clementini et al., 1997,
Weld and De Kleer, 2013].
– Ternary Point Configuration Calculus (TPCC) qualitatively describes the spatial
arrangement of a point relative to two others in a 2-dimensional configuration, i.e. it
describes the referent ’s position relative to the line created by connecting two other points
(the origin and the relatum) [Moratz and Ragni, 2008].
These three qualitative calculi each encode a different aspect of the quantitative observation,
i.e. relative motion, distance or spatial arrangement. Next we give more details about each
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of the chosen representations and how they are implemented based upon the observed human
trajectory and human pose sequence observations.
4.2.1 Qualitative Trajectory Calculus (QTC)
Qualitative Trajectory Calculus (QTC) was developed as a qualitative calculus to represent and
reason about moving point objects (MPOs) in free space. In our work, the trajectory poses and
body joint poses are considered as MPOs and assumed to be disjoint and evolve continuously in
free Euclidean space and time. QTC was first introduced in [Van de Weghe, 2004, Van de Weghe
et al., 2004] and since then, multiple variants have been added, namely Basic type (QTCB),
Double-Cross type (QTCC) [Van de Weghe et al., 2005a, 2006] (based on the Double-Cross
Calculus [Zimmermann and Freksa, 1996]), Network type (QTCN ) [Bogaert, 2008] and Shape
type (QTCS) [Van de Weghe et al., 2005b]. Further, implementation constraints have been
applied based upon discrete time [Delafontaine et al., 2011], as the MPOs are represented on a
computer architecture, with finite sampling rate sensors.
In this work, we use the basic, discrete, variant QTCB as described in [Dondrup et al., 2014]
and implemented in the Qualitative Library QSRLib [Gatsoulis et al., 2016a,b]. This variant
is equivalent to the QTCB11 subtype presented in [Delafontaine et al., 2011], where the added
syntax represents the number of spatial dimensions considered. It defines the following three
qualitative spatial relations between two objects o1, o2:
– o1 is moving towards o2 (represented by the symbol −);
– o1 is moving away from o2 (+);
– o1 is neither moving towards or away from o2 (0).
The possible relational states can be seen in Figure 4.1, represented as a conceptual neighbour-
hood graph, which defines transitions (arcs) between possible states (nodes) [Fernyhough et al.,
1998]. Within each node of the graph, a solid dot represents a stationary object and an open
dot represents a moving object with possible direction of movement denoted by a semi-circle.
Finally, the symbolic tuple representation is given at the top of each node. For example, the
top-left node in the neighbourhood diagram shows two open dots representing two moving ob-
jects (let’s call the left open dot o1 and the right dot o2). Both o1 and o2 are moving to the right
(represented by the semi-circles attached to the right hand side of the dots), and the qualitative
tuple (−,+) is shown at the top of the node since o1 is moving towards o2 (represented by the
symbol −), and o2 is moving away from the position of o1 (represented by +).
Since QTC represents relative motion between two moving point objects in a qualitative
manner, we consider it appropriate to encode certain aspects of a person’s movements relative
to their environment and represent it symbolically. The robot segments the environment into a
set of key static objects (as described in Section 3.2.3), so the person’s movements are considered
with respect to these key locations and we can consider a subset of QTCB relations, i.e. where
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Figure 4.1: Relations of basic Qualitative Trajectory Calculus (QTCB) represented as a con-
ceptual neighbourhood diagram. Nodes are possible states, connected by arcs representing
possible transitions. Within each state, solid dots represent stationary objects and open dots
represent moving objects. Central row is highlighted as the represents the reduced conceptual
neighbourhood diagram when one MPO is static.
one of the two MPOs is always static. For example, the QTCB symbolic relation between a
person’s hand and a static object, such as a fridge, will contain at least one “0”. This restricts
the possible states (nodes) in the conceptual neighbourhood graph and reduces it to only the
middle row (highlighted), with three possible symbolic relations {(−, 0), (0, 0), (+, 0)}.
4.2.2 Qualitative Distance Calculus (QDC)
Qualitative Distance Calculus (QDC) abstracts the absolute Euclidean distance between two
static points in 2D or 3D space. It depends upon pre-defined region boundaries and encodes
a symbolic qualitative representation of the distance value. Formalised in [Clementini et al.,
1997], along with various other qualitative representations of spatial and positional information,
the following three axioms are defined for the concept of distance between two points in a
quantitative space:
1. dist(P1, P1) = 0 (reflexivity),
2. dist(P1, P2) = dist(P2, P1) (symmetry),
3. dist(P1, P2) + dist(P2, P3) ≥ dist(P1, P3) (triangle inequality),
where, in 3-dimensional Euclidean space distance between two points Pi = (xi,1, xi,2, xi,3) is
calculated as:
dist(P1, P2) = (
j=3∑
j=1
|x1,j − x2,j |2)1/2. (4.1)
QDC represents the Euclidean distance between two points using a sequence of threshold
boundaries, ∆, which must exhibit monotonicity, i.e. each boundary threshold, δi, is larger
60 CHAPTER 4. ACTIVITY REPRESENTATION USING QUALITATIVE RELATIONS
than the previous one, ∆ = [δ1 < δ2 < ... < δi]. Distances that fall between the thresholds are
often given arbitrary natural language names for convenience. For example, the distance, d,
between two points, P1 and P2, (i.e. d = dist(P1, P2)) can be represented symbolically, e.g. if
d < δ1 the distance can be considered as “near”, or δ2 < d < δ3 considered “far”.
The intuition behind using QDC is based on the assumption that human motions can be
partially explained using distance relative to key landmarks. That is, a set of QDC relations
localises a person or body joint location with respect to a reference landmark or set of landmarks,
and a change in the QDC relation can help explain relative motion of the person. The robot
uses the learned key object locations as the landmarks in this intuition. Then the relative
distance between an observed human trajectory pose or the multiple human body joint poses
are computed and represented symbolically with respect to nearby key objects. Figure 4.2 shows
an example QDC system applied to a key object segmented as an object cluster representing
a trash bin (shown at the centre). The thresholds monotonically increase from the object, i.e.
∆ = [δ1, δ2, δ3, δ4]. Note the distances greater than the largest QDC threshold are often called
“Ignore” which defines a region at a distance greater than max(δi) ∀i ∈ ∆ away from an object.
Figure 4.2: QDC system. Qualitative distance threshold boundaries (∆ = [δ1, δ2, δ3, δ4]) ap-
plied in 2D Euclidean space to a key object location automatically segmented from the robot’s
environment.
4.2.3 Ternary Point Configuration Calculus (TPCC)
Ternary Point Configuration Calculus (TPCC) also deals with static point-like object loca-
tions, and is defined on the 2D image plane. It qualitatively describes the spatial arrangement
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of an entity relative to two others [Moratz and Ragni, 2008]. Specifically, it describes the
referent ’s position relative to the relatum and origin positions, which together is known as a
relative reference system where the origin is known as the anchor point. The full TPCC system
is shown in Figure 4.3 (left), where the symbolic relations consist of triples of the following
three sub-categories:
– {front (f ), back (b)}: the referent can either be in “front” (f ) or to the “back” (b) of the
2D line created by connecting the origin and the relatum locations.
– {left (l), right (r), straight (s)}: the referent is at an angle of either “left” (l), “right” (r)
or “straight” (r) with respect to the 2D origin-relatum line.
– {distant (d), close (c)}: the referent can either be “distant” (d) or “close” (c) to the
relatum with respect to the origin.
Figure 4.3: (left:) Full TPCC reference system. Relations are triplets of the letters
{f, b, l, r, s, d, c} which stand for: front, back, left, right, straight, distant, close, respectively.
The system represents the position of the qualitative location of the referent relative to the
origin and relatum (all shown as red points in 2D). In this example, the referent is considered
close, back and right or “cbr”. (right:) TPCC system applied to a human body pose. The hand
body joint position is qualitatively described with respect to the origin and relatum which are
fixed to the body joints head and torso respectively. The hand’s location is represented as “cbr”
with respect to head-torso line.
4.2.4 QSR Implementation
In this section, we give the implementation details of how the robot applies the three qualitative
abstractions (QDC, QTC, TPCC) onto its human observations, resulting in a QSR matrix
62 CHAPTER 4. ACTIVITY REPRESENTATION USING QUALITATIVE RELATIONS
Q = [Qqdc, Qqtc, Qtpcc], where each Qi encodes a matrix of symbolic relations abstracted using
the ith calculus, where rows represent different sets of entities, and columns represent timepoints
or poses detected.
Recall that the robot’s quantitative observations are encoded as either a trajectory T , or
human body pose sequence, S, as described throughout Chapter 3. That is, a trajectory is
stored as a sequence of (x, y) detections, one per timepoint observed, and a human body pose
as a vector of length 15 of (x, y, z) body joint locations, also one per timepoint. Further, the
robot then requires a set of object locations, these can either be automatically segmented objects
from its environment or manually defined static object locations. These objects are represented
as single (x, y, z) coordinates in the metric map coordinate reference frame representing their
centre point.
Trajectories
A trajectory is defined as T = [t1, t2, . . . , ti, . . . ], where each ti is the detected trajectory pose
(x, y) at timepoint i. Figure 4.4 is an example of a trajectory as observed by the robot, and
shown along with SOMa object locations in the environment (tables, chairs, plant pots). The
process of computing a qualitative representation of a human trajectory is as follows:
– Given a new person detected by the robot, the person’s location is translated into the
map reference frame and a trajectory pose, t1, is generated for the initial timepoint. A
person model is added into the visualisation as per Figure 4.4 (left).
– The person is tracked through the environment. At each timepoint a trajectory pose is
computed ti. A purple line shows the evolution of the trajectory (until timepoint i) over
a sequence of detections and can be seen in Figure 4.4 (centre).
– The trajectory observation ends as the person moves out of the sensor’s field of view and
cannot be detected any longer, shown in Figure 4.4 (right).
At each detected trajectory pose, a purple connected line forms a visualisation of the
trajectory through the environment. This can be seen increasing in length as the number
of observed poses increases as the person walks past the robot shown in Figure 4.4 (left to right).
For each trajectory pose, the pairwise qualitative calculi, i.e. QDC and QTC, symbolic
relations are computed between the pose and surrounding objects (located in the same SOMa
ROI as the pose).1 This allows the robot to efficiently capture a spread of spatial relations
throughout its environment resulting in a set (one per calculi) of pairwise relations between
the trajectory pose and each object, at each timepoint. For example in Figure 4.4 (left), in the
1A trajectory pose comprises of a single 2D location (as opposed to multiple body locations), for this reason
the robot does not apply a TPCC representation since there are insufficient points to represent the referent,
origin and relatum.
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Figure 4.4: Implementing QSRs on a human trajectory relative to SOMa objects in the robot’s
environment. The purple line denotes the trajectory (x, y) poses in the map frame. Red and
yellow lines represent the nearby selected objects used as entities to compute pairwise relations
with the trajectory pose. Best viewed in colour.
absence of SOMa ROIs, the closest 4 objects to the initial trajectory pose are selected (and
depicted by four connecting red lines between the initial trajectory pose and the four selected
objects). Note, as a person moves through the environment, the closest objects to the trajectory
pose are calculated for each new pose, and therefore can change as the person moves towards
and away from different objects as in Figure 4.4. As the person walks past the robot, the objects
closer to the robot (the chair, plant pot and bookcase to the right of the map) eventually get
added to the set of objects and others are removed.
QDC: To compute the QDC sequence of relations, the distance between each trajectory pose
and each of the objects is computed using Equation 4.1 and represented as a symbolic relation
using the pre-defined threshold boundaries given by ∆.
QTC: For QTC relations, consecutive trajectory poses are taken and the relative motion is
computed between the pose and the static objects, i.e. moving towards (-), away from (+) or
stable (0).
This process results in two QSR matrices, [Qqdc, Qqtc], where a row represents a vector of
symbolic qualitative relations for a set of entities (trajectory-object pair), and each column
represents a timepoint in the sequence of trajectory poses. For example, computing QDC
relations for a trajectory of length m (number of poses), i.e. T = [t1, t2, . . . , tm], results in a
length n×m matrix of QDC relations Qqdc (n rows refer to the different pairwise objects in the
environment selected). For QTC, this results in a (n×m− 1) matrix of QTC relations, Qqtc,
since one QTC relation requires two consecutive trajectory poses no relation is computed for the
initial trajectory pose t1. When QDC and QTC relations are computed for the same trajectory
observation, we often drop the QDC relation at t1 to acquire two matrices of equal size Qqdc
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and Qqtc. The two matrices can also be merged to create joint QDC and QTC relations for
each pose-object pair, at each timepoint.
Human Pose Sequence
The process of computing a qualitative representation for a human body pose sequence is similar
to that of a trajectory presented above. However, whereas a human trajectory consists of a
sequence of poses, each pose being a single 2D location on the metric map plane, a human
body sequence comprises of multiple human body poses which contain 15 (x, y, z) body joint
locations relative to both camera frame and map frame. Still, the idea is very much similar; a
set of symbolic QSR relations (QDC and QTC) are computed per key object, per timepoint,
and a vector of TPCC relations is also computed, one per body pose/timepoint.
Consider a human body pose sequence of length m, i.e. S = [p1, p2, . . . , pm], where each
pi is a human pose estimate, pi = [j1, j2, . . . j15]
T , a vector of 15 (x, y, z) body joint locations.
We describe how to abstract this encoded quantitative observation into multiple matrices of
semantic qualitative symbols (one per calculi), starting with QDC and QTC since they both
abstract from the map coordinate frame of reference, as opposed to TPCC which abstracts the
2D image plane locations.
QDC: To compute a matrix of QDC relations, Qqdc, the distance between the location of
each body joint pose and the key objects is computed using Equation 4.1. The distances are
then represented with qualitative symbolic relations using the pre-defined threshold boundaries
∆, resulting in a (15n×m) matrix Qqdc, where n is the set of all objects and m is the number
of timepoints or poses.
QTC: Likewise, to compute QTC relations, the relative motion of a body joint location
across consecutive human pose estimates is computed relative to each of the key static objects
(in turn). This results in a (15n×m−1) matrix Qqtc of QTC relations (i.e. excluding the initial
pose p1). Similarly to the trajectory Q matrices, QDC and QTC relations can be merged. A
simplified illustration of the two QSRs computed for a single human body pose can be seen in
Figure 4.5. This shows the detected human body pose joints overlaid onto the person, and in
the diagram we only consider QDC relations between the person’s right hand and Object 1,
and QTC relations between the left hand and Object 2.
TPCC: Qualitative TPCC relations are computed by abstracting the camera frame (i.e. 2D
image plane) coordinates of the encoded human body pose sequence. Similar to literature, a
2-dimensional line is created from a pair of body joint locations, and the relative location of a
third body joint is computed using the TPCC system shown in Figure 4.3 (left). Specifically,
we fix the origin and relatum to specific body joints, namely the head and torso positions and
compute the relative positions of each of the other body joints with respect to this line. An
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illustration of the head-torso line overlaid onto the a single human body pose can be seen in
Figure 4.3 (right). For a human body pose sequence of length m, a symbolic TPCC relation
can be computed for each body joint relative to the head and torso (as they are fixed as the
origin-relatum line), per timepoint. This results in a (13×m) matrix Qtpcc of TPCC relations
(in practice fewer body joints locations are often used for computational efficiency).
Figure 4.5: A QSR for a human body pose: A simplified illustration of QDC and QTC applied
to a single human body pose. (left:) QDC (relative distance) between right hand and Object 1
(triangle), computed using ∆ = [δ1, δ2, δ3]. (right:) QTC (relative motion) between left hand
and Object 2 (square). Blue arrows denotes possible motion towards (−), or away from (+)
the static object.
Smoothing Filters
Two smoothing filters are proposed with the aim of reducing rapid switching of qualitative states
between timepoints which can arise from visual noise, i.e. from quantitative sensor encodings.
The two filter techniques are:
1. a 1-dimensional median filter,
2. a conceptual neighbourhood restriction applied to the relational state transitions.
The encoded QSR matrices obtained from the above abstractions are passed into a 1-dimensional
median filter (one row at a time). Recall that one row in each matrix relates to a vector of
length m (or m − 1) relations which hold between a set of entities, where m is the number of
timepoints encoded in the quantitative observation (poses). A 1-dimensional median filter has
the effect of smoothing the vector of relational states obtained over a window of timepoints.
This is performed for each row (i.e. each set of objects), for each calculi separately, e.g. each
row in each Q matrix separately.
As an example, consider a human trajectory consisting of five poses (m = 5), T =
[t1, t2, t3, t4, t5], and a single key object, o1, in the environment. The distance at each pose,
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di = dist(ti, o1), is calculated as per Equation 4.1 and we consider three boundary thresholds,
∆ = [δ1, δ2, δ3], which create four regions of space with natural language names: “touch”,
“near”, “far” and “ignore”. Given only a single object, only one trajectory-object pair is com-
puted, i.e. n = 1, over the five poses, so the matrix Qqdc has size (1 × 5). If the first (and
only) vector of relational states contains rapid switching of states, e.g. the first row in Qqdc is
equal to the vector: [touch, touch, far, touch, touch]. A median filter passes a sliding window
(with pre-defined size) over the vector and replaces one element at a time with the most com-
mon element currently within the window. Then the window moves one positional index and
repeats. After the filter is applied (with a window > 1), the resulting vector will be smoothed,
e.g. [touch, touch, touch, touch, touch]. This is a useful feature of the median filter. The robot
uses a relatively small window size as to not remove important interactions occurring over a
small number of timepoints, but still smooths the vector of QSR relations (the exact window
size is given in the experimental Chapter 6).
The second smoothing technique is based upon observing valid relational transitions over
consecutive timepoints. This is explained in detail for vectors of QTC relations in [Dondrup
et al., 2014], and the technique was first introduced in [Fernyhough, 1997, Fernyhough et al.,
1998]. The main idea is to obtain row vectors in Qqtc consisting of sequences of QTC relations
that satisfy valid transitions with respect to a conceptual neighbourhood graph (such as the
one presented in Figure 4.1). The filter restricts state transitions that could not have occurred
in continuous space. For example, an object can not be “moving away from” and then “moving
towards” another object in consecutive frames, without first passing into a the “static” relative
state. In practice, this relies on the sampling rate of the sensors in order to capture accurate
quantitative observations that can be represented by the qualitative states. When the robot
obtains a sequence that exhibit prohibited transitions, the reasonable interpretation is that a
sensing discrepancy caused the quantitative measurement of the pose to be incorrect, or that
the frame rate was too slow and missed the transition. This is particularly likely to be true for
the QTC ‘0’ state, e.g. consider a bouncing ball which will only instantaneously be represented
as ‘0’ relative to the ground. If a qualitative state is missing then it can be inserted. If multiple
consecutive states are missing, the whole sequence can be ignored [Fernyhough et al., 2000].
4.2.5 Summary
To summarise this section, we have presented three viewpoint invariant QSR calculi that can
efficiently represent the qualitative motion of observed humans as encoded as trajectories or
body pose sequences from a mobile robot. Given recent literature and survey papers in the
area of qualitative representations [Chen et al., 2015], the three QSR calculi introduced are each
considered appropriate to encode different spatial aspects of the observations in a qualitative
manner. However, it is not an exhaustive list and other qualitative calculi could be explored.
Selecting the most appropriate qualitative representations is an open research problem; we
hypothesise that this is task dependent, where a sufficiently rich qualitative representation is
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required to encode discriminative information in order to draw similarities within the encoded
data. This has been somewhat investigated in [Young and Hawes, 2015] but remains an open
question.
Each of the QSR matrices Q, along with the filtering techniques are computed using the
publicly available ROS library we co-authored QSRLib [Gatsoulis et al., 2016a,b]. In the ex-
perimental Chapter 6, we investigate the effect of using different combinations of the three
presented QSRs to better understand which are most discriminative with respect to human
motion patterns and simple activities.
4.3 Qualitative Time Series
One hypothesis in this thesis is that many human activities can be explained by a sequence of
primitive actions over some duration of time. In order to learn these sequences, as patterns
within the spatially abstracted data, the robot must temporally abstract the observations also.
The QSR matrices, introduced in the previous section, represent multiple observed qualitative
relations holding between entities for each pose or timepoint. We consider these as a time series
of observational data.
In this section, we extract compact sequences of relations from these vectors. This is achieved
by compressing repeated QSR relations which hold between entities, i.e. when the relation is
stable for some period of time. The resulting encoding is the interval representation, which can
be described as a temporally connected set of semantic intervals, each maintaining a duration
of time over which they hold. This representation is an abstraction of a Qualitative Spatial-
Temporal Activity Graph (QSTAG) first introduced in [Duckworth et al., 2016a], and is closely
related to an intermediate representation we developed in [Duckworth et al., 2016b, Gatsoulis
et al., 2016a,b].
4.3.1 Interval Representation
Consider a human trajectory encoded as a Qqtc matrix, relative to a single object in the en-
vironment, i.e. n = 1. If the trajectory appears to be moving towards Object 1, o1, (QTC
relation: ‘−’), for some consecutive number of frames τ , and then is static (0) with respect
to that object for τ ′ further frames, we can compress the first row in Qqtc into an interval
representation consisting of two intervals: I = {ι1, ι2} where each interval can be represented
as a tuple, ι1 = (‘−’, [0, τ − 1]), and ι2 = (‘0’, [τ, τ + τ ′ − 1]). Each interval ι ∈ I maintains a
QSR value and the start and end time points of the interval duration which the relation held.
We introduce the terminology lesser end point as the start time point of an interval, ι, and
represent it by ι−, and similarly, the greater end point as the end point of the interval and
represent it by ι+, where ι− < ι+.
The simple two interval examples above can be interpreted visually and is shown in Fig-
ure 4.6. It represents the qualitative spatial relations between the trajectory poses and a single
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Figure 4.6: Interval representation of two intervals I = {ι1, ι2}. The intervals maintain the
QSR relation that holds between a trajectory and a single object, o1. Best viewed in colour.
object o1. Here, the x-axis represents discrete time (starting at 0 until τ + τ
′ − 1), the first
interval ι1 is represented as a yellow duration, (ι
−
1 , ι
+
1 ) = (0, τ − 1), and the second interval ι2
is blue with (ι−2 , ι
+
2 ) = (τ, τ + τ
′ − 1).
Usually, a QSR matrix contains more than a single row, i.e. it contains n rows where each
represents the trajectory relative to a key object in the environment, or up to 15n rows if each
human body joint is encoded with each of the n objects (in the case of a human body pose
sequence with 15 joints). Two rows encoded from an encoded Q matrix representation of a
human body pose sequence might look something like Figure 4.7. It depicts relations between
two human body joints, the left hand and the right hand, each with respect to a single object
o1, and shows a set of five intervals. Using an interval representation facilitates the use of
temporal abstraction techniques which allow the robot to extract discrete descriptors encoding
temporal relations of pairwise intervals. These discrete descriptors are introduced in the next
section and are used to compare multiple observations.
Figure 4.7: Interval representation of five intervals I = {ι1, ι2, ι3, ι4, ι5}. Pairwise QSR relations
between right hand body joint and Object 1 (Rhand− o1), and left hand body joint and Object 1
(Lhand − o1). x-axis represents discrete timepoints. Best viewed in colour.
Interval Terminology
Here we define some terminology relating to an interval representation that will become useful
in the next section. Given any two intervals in an interval representation, ι1, ι2 ∈ I, we say they
are temporally connected if there exists no temporal break between the start of the first interval
and the end of the second interval (defined for discrete time). This can be checked using the
following inequalities:
(a) ι+1 < ι
−
2 − 1,
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(b) ι−1 − 1 > ι+2 .
If either (a) or (b) holds true, then there exists a temporal gap between ι1 and ι2 (of at least
one discrete timepoint). This is equivalent to checking whether part of either interval occurred
at the same time or consecutively (with no temporal gap). For example, in Figure 4.7, intervals
ι1 and ι3 are temporally connected since at least part of the interval overlap; whereas ι3 and ι5
are not temporally connected since there is a period of time, namely during ι4, which occurs
between them. Given any set of intervals defined as an interval representation, I, we can also
define the earliest starting timepoint as ι−−, and the final end timepoint as ι++. That is,
ι−− = min({ι− | ∀ ι ∈ I}) and ι++ = max({ι+ | ∀ ι ∈ I}). This can be thought of
as the limits of the x-axis in the interval representation visualised in Figure 4.6. For example,
ι−− = 0 and ι++ = (τ + τ ′ − 1).
Finally, we define two sets of intervals known as the starting intervals set, I−, and ending
intervals set, I+. An interval is a member of either set if it shares an interval endpoint with
the observation’s start or end timepoints ι−− or ι++ respectively. That is:
I− = {j | ∀j ∈ I, j− = ι−−},
I+ = {j | ∀j ∈ I, j− = ι−−}
For example, in Figure 4.7, intervals ι1 and ι3 ∈ I both occur at the start of the interval
representation, i.e. ι−1 = ι
−
3 = ι
−−. Therefore both are in the starting intervals set, I− =
{ι1, ι3}. Similarly, the ending intervals set I+ = {ι2, ι5} since ι+2 = ι+5 = ι++. For intervals in
these two sets, we do not observe the actual start or end time of the QSR sequence encoded.
This is particularly important when we temporally abstract the intervals in the next sections.
4.3.2 Qualitative Temporal Representation
In the previous section we introduced multiple qualitative spatial representations the robot uses
to abstract spatial aspects of human observations (trajectories or human body pose sequences).
Here, we introduce a qualitative temporal representation the robot uses to abstract away the
exact temporal details of an observation. For example a human activity such as “talking on
the phone” can greatly vary in duration, however, abstracting away the exact duration, the
components of the activity, such as “hand approaches phone”, “hand raises phone”, etc. may
have a relatively similar order. That is, the sequence of encoded qualitative spatial relations
maintains an ordering sufficient to describe the activity taking place.
The techniques introduced in this section abstract the exact temporal aspects of observed
QSR sequences as encoded in an interval representation. This allows the robot to compare
across multiple observations and obtain partially ordered sequences of relations which hold
between observed entities. To perform the temporal abstraction, the robot uses Allen’s Interval
Algebra (IA) [Allen, 1983] which defines 13 possible qualitative temporal base relations between
any pair of intervals ι1 and ι2. Possible temporal relations include: ι1 before ι2, ι1 after ι2, ι1
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meets ι2, ι1 overlaps ι2, etc.. All 13 possible IA relations are shown in Table 4.8a, along with
the inverse relations (which remains the same for “equals”). The table also illustrates the 7
temporal interpretations of the possible IA relations between the two intervals ι1 and ι2.
An alternative way to represent the Allen Interval Algebra relation between two intervals
ι1 and ι2, is to use the endpoints values (ι
−
1 , ι
+
1 ) and (ι
−
2 , ι
+
2 ) to define the temporal relations,
such as shown in Table 4.8b.
4.3.3 Interval Graph
Graph Language
A simple graph G = (V (G), E(G)), with p vertices and q edges consists of a vertex set (or node
set) V (G) = {v1, v2, . . . , vp} and an edge set (or arc set) E(G) = {e1, e2, . . . , eq} where each
edge is an unordered pair of vertices. An edge e = {u, v} can be denoted uv or vu. Directed
graphs are simple graphs where edges are ordered pairs of vertices, such as, an edge e = [u, v].
The degree of a vertex v in graph G is denoted dG(v) and is the number of edges that are
incident to v.
Interval Graph
Given a set of intervals defined as an interval representation, I, we can apply Allen’s Interval
Algebra in order to abstract away the exact temporal details of the observation. Between any
pair of intervals, ι1, ι2 ∈ I, we can compute the IA relation that holds and abstract away the
quantitative duration of the two intervals. For example, in Figure 4.7, the IA relation that
holds between intervals ι1 and ι2 is meets. This allows us to semantically link ι1 and ι2 with
a temporal relation meets and ignore the exact quantitative interval endpoints, (ι−1 , ι
+
1 ) and
(ι−2 , ι
+
2 ).
By encoding a graph node for each interval and an IA relation for every pair of intervals,
we are able to create a semantic interval graph representation g [de Ridder et al., 2016]. A
node in the interval graph, ι′ ∈ g, represents an interval ι ∈ I and abstracts away the temporal
information. A node encodes the entities (objects) and the QSR value that holds during the
corresponding interval, i.e. the exact timepoints are ignored in the node. Directed arcs are
labelled in order to represent the IA relation that holds between any temporally connected
intervals; recall this excludes pairwise intervals where a temporal gap exists between them. This
restriction has the effect of removing arcs with IA relations before or after from the interval
graph. The reason for not encoding these arcs is that they represent redundant information,
e.g. given three intervals with positive durations, ι1, ι2, ι3 ∈ I, if ι1 meets ι2 and ι2 meets ι3,
temporal logic states that ι1 is before ι3, and maintaining all three arcs in this situation is
unnecessary. The output is an interval graph with fewer arcs, but that maintains the same
qualitative information. Lastly, we do not compute an IA relation between pairwise intervals
if they both belong to either the starting intervals set I−, or both to the ending intervals
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Relation Inverse Illustration Interpretation
ι1 before ι2 ι2 after ι1 ι1 takes place before ι2.
ι1 equal ι2 ι2 equal ι1 ι1 is equal to ι2.
ι1 meets ι2 ι2 met by ι1 ι1 meets ι2.
ι1 overlaps ι2 ι2 overlapped by ι1 ι1 overlaps with ι2.
ι1 during ι2 ι2 during inverse ι1 ι1 takes place during ι2.
ι1 starts ι2 ι2 started by ι1
ι1 starts at the same
time as ι2, but finishes
first.
ι1 finished ι2 ι2 finished by ι1
ι1 finishes at the same
time as ι2, but starts
later.
(a) Allen’s Interval Algebra based upon two intervals ι1 and ι2. Showing all 13 possible relations, 6
relations have an inverse, along with qualitative interpretations.
IA Relation Equivalent endpoints definition
ι1 before ι2 ι
+
1 < ι
−
2 − 1
ι1 equals ι2 (ι
−
1 = ι
−
2 ) & (ι
+
1 = ι
+
2 )
ι1 meets ι2 ι
+
1 = ι
−
2 − 1
ι1 overlaps ι2 (ι
−
1 < ι
−
2 ) & (ι
+
1 > ι
−
2 ) & (ι
+
1 < ι
+
2 )
ι1 during ι2 ((ι
−
1 > ι
−
2 ) & (ι
+
1 ≤ ι+2 )) or ((ι−1 ≥ ι−2 ) & (ι+1 < t+2 ))
ι1 starts ι2 (ι
−
1 = ι
−
2 ) & (ι
+
1 6= ι+2 )
ι1 finishes ι2 (ι
+
1 = ι
+
2 ) & (ι
−
1 6= ι−2 )
(b) Allen’s Interval Algebra defined on endpoint intervals, (ι−1 , ι
+
1 ) and (ι
−
2 , ι
+
2 ), assuming discrete time.
Figure 4.8: Allen’s Interval Algebra [Allen, 1983] as represented using discrete time.
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set I+. This is a somewhat similar assumption to when encoding an Activity Graph in the
literature [Sridhar, 2010, Duckworth et al., 2016b]. In these cases, there is insufficient temporal
information to compute the pairwise temporal relation since the interval’s start or end points
are not encoded within the observation.
An example interval graph can be seen in Figure 4.9, which encodes five nodes, one per inter-
val present in Figure 4.7. Examining one interval, ι1, in more detail: the interval is represented
by the node ι′1 and contains the object information (Rhand, O1) and the spatial relation that
holds during ι1, i.e. the information is temporally abstracted from the corresponding interval.
The set of temporally connected intervals to ι1 is the set {ι2, ι3, ι4}, and the IA relations that
hold between ι1 and ι2 is meets; and between ι1 and ι4 is overlaps; these labels can be seen
on the directed arcs between the corresponding nodes. As introduced earlier, I− = {ι1, ι3}
and I+ = {ι2, ι5}, so there are no arcs encoded between the corresponding nodes, i.e. no arc
between ι′1 and ι
′
3 even though the intervals are temporally connected.
Note, the direction of the arc is significant to represent the order of the arguments, e.g.
reversing the arc between ι′1 and ι
′
2, would reverse the order of the arguments and therefore
the IA relation that holds would be the inverse temporal relation met by, since ι′2 is met by ι
′
1.
Figure 4.9: Interval graph, g, encoded from interval representation I in Figure 4.7. A node
ι′i represents a temporally abstracted interval ιi ∈ I. Connecting directed arcs represent the
IA relation that holds between pairwise intervals which are temporally connected. No arc is
computed between two intervals if both are in the starting or both in the ending interval sets,
I− or I+. Best viewed in colour.
An interval graph can be computed from an interval representation by performing the fol-
lowing steps:
1. A node, ι′ ∈ g, is created to represent each interval ι ∈ I. It maintains the object and
QSR relation information from the corresponding interval, resulting in |I| nodes.
2. Using the endpoints of all intervals, compute the values ι−− = min({ι− | ∀ι ∈ I}) and
ι++ = max({ι+ | ∀ι ∈ I}).
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3. For every pair of intervals ιi, ιj ∈ I, the following operations are performed:
(a) Check if (ι+i < ι
−
j −1) or (ι−i −1 > ι+j ), i.e. whether the two intervals are temporally
connected or not.
(b) Check if ι−i = ι
−
j = ι
−− or ι+i = ι
+
j = ι
++, i.e. if both intervals are members of the
starting or ending intervals sets.
(c) If (a) and (b) are both false, the IA relation that holds between ιi and ιj is calculated
using Table 4.8a.
(d) Check if the IA relation is an inverse relation, i.e. one of those in the second column
of Figure 4.8a. If so, reverse the ordering of ιi and ιj and invert the IA relation.
(e) Finally, add the arc between the two nodes ι′i and ι
′
j to the interval graph with the
corresponding label.
Performing the above steps produces a compact qualitative interval graph representation of a
human observation. In the next section, we describe how an interval graph can be discretised
into a collection of novel qualitative descriptors where each descriptor captures short, partially
overlapping sequences of relations and is used to represent the observation.
4.4 Qualitative Descriptors
Given an observation of a human encoded as an interval graph, the aim is to extract a set of
sub-structures from the graph to efficiently represent it for the purpose of approximate graph
comparison. The general idea is for each temporally-extended observation to be represented as
a collection of sub-graphs which capture overlapping and semantically meaningful qualitative
descriptors. The interval graph is ultimately represented as an efficient, low dimensional vector
of numerical counts over this set of descriptors.
To do this, we first extract graph paths through the directed interval graph with constraints
placed on the length and complexity of valid paths; these are defined as qualitative descriptors.
The terms qualitative descriptor and graph path are used interchangeably in this section. Each
graph path represents an actual observed sequence of temporally connected qualitative spatial
relations holding over some interval of time within the observation. The extracted graph paths
temporally overlap, and therefore maintain partial temporal ordering within the observation.
The observation is then represented as an unordered collection (a vector of counts) of these
overlapping descriptors known as a bag-of-qualitative-words. As an analogy, consider a text
document that is encoded as a collection of natural language words and n-grams.
4.4.1 Extracting Graph Paths
Given an interval graph g = (V (g), E(g)) with p vertices (nodes) and q edges (arcs), the vertex
set V (g) = {ι′1, ι′2, . . . ι′p} and the edge set E(g) = {e1, e2, . . . , eq}, where each edge is an ordered
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pair of vertices, ei = [ι
′
k, ι
′
l] where k 6= l. Then, a path of length n is defined as a set of n nodes
that form a path through g by following directed edges in E(g). The nodes and edges in a path
form a sub-graph of the original interval graph and is defined as a graph path, i.e. a graph path
w is defined as:
w = {ι′1, ι′2, . . . , ι′n} s.t. {ι′i, ι′i+1} ∈ E(g), ∀ 1 ≤ i < n.
All graph paths up to some length η (≥ 0) are evaluated starting from each node in the interval
graph in turn. This results in a collection (or bag) of potentially overlapping graph paths used
to represent the encoded interval graph, e.g. d = {w1, w2, . . . }.
In practice, the graph paths are often also limited to a maximum number, ρ, of encoded
entities or objects pairs. Recall each node ι′ in an interval graph g is a representation of
the set of entities (objects) and the qualitative spatial relations that holds between them over
the corresponding interval of time. Therefore we limit the graph paths extracted to contain
at most ρ different sets of objects. If a large number of objects are encoded in an interval
graph, then this reduces the number of possible graph paths extracted by restricting a path to
include temporally connected intervals of relations between a subset of at most ρ object pairs.
However, the combination of object pairs overlap in the interval representation and so implicitly
the graph paths maintain information between all objects. As an example, the interval graph in
Figure 4.9 can be represented as a collection of 13 graph paths; first by selecting the maximum
path length and the maximum number of pairwise objects, e.g. η = 2 and ρ = 2. This produces
the following set of graph paths:
– length 0-paths: {ι′1, ι′2, ι′3, ι′4, ι′5,}
– length 1-paths: { (ι′1 meets ι′2), (ι′1 overlaps ι′4), (ι′4 overlaps ι′2), (ι′3 meets ι′4),
(ι′4 meets ι
′
5)},
– length 2-paths: {(ι′1 overlaps ι′4 meets ι′5), (ι′3 meets ι′4 overlaps ι′2),
(ι′3 meets ι
′
4 meets ι
′
5)}.
The extracted graph paths can be more easily visualised as in Figure 4.10. Here: (a)
represents the graph paths of length 0, i.e. no arcs and one node; (b) represents paths of
one arc and two nodes; and (c) represents paths extracted with two arcs and three nodes.
Note, there are only two object pairs encoded in this example interval graph (and interval
representation), so there is no paths restricted by setting ρ.
The total number of graph paths extracted from an interval graph depends upon multiple
factors: the number of objects encoded within the interval representation, i.e. the number of
rows of the QSR matrix Q; the QSR calculi used along with the values they can take; the
path-length limit η; and the maximum number of pairwise objects limit ρ. These selections
are given in the later experimental sections.
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Figure 4.10: All graph paths extracted from the interval graph shown in Figure 4.9. (a) Paths
of length 0. (b) Paths of length 1 (one arc, two nodes). (c) Paths of length 2 (two arcs, three
nodes).
Once all graph paths have been extracted from an interval graph, the observation can be
summarised by a bag of its extracted paths, e.g. d = {w1, w2, . . . , w13}, where the length
depends upon the number of graph paths extracted; akin to the collection of words that make
up a document. The collection of graph paths can be thought of as a bag-of-qualitative-words
representation of the abstracted observation, where each word represents a graph path structure.
In the traditional bag-of-words, word ordering is lost, as an unordered collection of each word
is taken and added to the so called bag. However, in our technique, each descriptor contains
more semantic information than a single word, that is, each of our descriptors is a graph path
that represents a sequence of temporally connected QSR intervals. There are two important
distinctions:
1. our graph paths encode multiple timepoints of qualitative relations. That is, they maintain
local ordinal information about qualitative spatial relations occurring within a temporal
slice of an observation.
2. setting the maximum path length greater than one, the graph paths extracted from an
interval graph overlap. That is, individual nodes in a graph can be present in multiple
graph paths, inherently maintaining structure.
Therefore, an unordered bag of extracted graph paths inherently encodes more long-term tem-
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poral structure. This is a key feature of our bag-of-qualitative-words representation and is
crucial to learning patterns across multiple observations.
4.5 Concluding Remarks
To summarise this chapter, each quantitative human observation is first abstracted as a sequence
of qualitative spatial relations and further abstracted temporally using Interval Algebra. This is
performed to reduce the dimensionality of the observed data and allow for greater generalisation
between multiple observations. Each observation is encoded as a novel interval graph repre-
sentation, where all graph paths are extracted and a set of discrete descriptors are extracted.
These partially overlapping qualitative descriptors are used to represent the observation as
a bag-of-qualitative-words, where constituent words are overlapping graph paths maintaining
local temporal structure.
In the next chapter, we accumulate multiple human observations using these techniques
and learn a code book which can be considered as a discrete vocabulary used to discretise
all observations. We then present methods for learning common patterns within the encoded
observations, which are considered as human activity classes with which to describe the obser-
vations. This process results in a low dimensional representation of the collection of human
observations, each as a distribution over the learned activities.
Chapter 5
Extracting Activity Classes with
Unsupervised Techniques
In this chapter, we build upon the representations of observed human activities as encoded
using techniques introduced in the previous chapters. We show that by accumulating multiple
observations into this representation, the robot is able to learn common and repeating patterns
in the data in an unsupervised setting. This is achieved by tasking the mobile robot to patrol
and observe a human populated environment for long durations of time, which allows the robot
to:
1. recover semantically meaningful classes from its observations; where each class is consid-
ered as a human motion or activity class.
2. represent each human observation as an efficient, low dimensional vector over the set of
learned classes that take place in the environment. Depending upon technique, this is
represented as either a simple class assignment, or as a probabilistic mixture over classes.
As introduced in the previous chapter, the robot is able to discretise a human observation
into a collection of partially overlapping, qualitative descriptors by first encoding an interval
graph representation and then extracting discrete descriptors as graph paths. This process
is extended to discretise a collection of human observations where all observed unique graph
paths form a vocabulary; all unique graph paths extracted from a collection of interval graphs
are combined into one set to create a discrete vocabulary defined as a code book. Each human
observation is then encoded as a histogram (numerical counts of occurrences) of each constituent
code word, and a vector representation is computed as a sparse activity histogram over the code
book.
Given this discrete representation, the robot makes use of multiple unsupervised learning
techniques in order to recover a set of latent activity classes from the human observations; these
include: a standard unsupervised clustering technique; linear algebra low-rank approximation;
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and a generative probabilistic method. Specifically, the information retrieval techniques take
inspiration from the field of text analysis, where they were developed for learning patterns in
large corpora of text documents. The analogy is that one human observation encoded by the
robot is considered akin to a document comprised of basic discrete units, such as words. The
robot’s aim is then to recover a set of latent classes, concepts or topics, to best represent the
collection of observations. The terms classes, concepts or topics can be used interchangeably
throughout.
We first describe the process of converting a collection of interval graphs into a discrete repre-
sentation, and provide an extended example for clarity. Then briefly introduce the unsupervised
techniques employed and motivate their selection. Experiments and results are presented on
three real world datasets in the experiments chapter next.
5.1 Discrete Histogram Representation
5.1.1 Code Book
The robot represents an observation of a human as a collection of its constituent discrete
descriptors (graph paths) as described in Secion 4.4.1. That is, given an observation encoded as
an interval graph, the robot extracts a bag of overlapping graph paths, where paths are used to
represent the interval graph for the purpose of graph comparison. Formally, given an interval
graph g = (V (g), E(g)) comprising of vertices V and edges E, each graph path is defined as a
set of vertices w = {ι′1, ι′2, . . . , ι′n} s.t. [ι′i, ι′i+1] ∈ E(g), ∀ 1 ≤ i < n, and is represented as a
bag of discrete descriptors d = {w1, w2, . . . }. The set of unique graph paths Vd is then defined
as:
Vd =
⋃
wi∈d
wi.
We extend this to a collection of M observations, where each observation is encoded as an
interval graph g, i.e. G = [g1, g2 . . . , gM ]. For each interval graph, a bag of graph paths d
is computed known as a bag-of-qualitative-words, i.e. D = {d1, d2 . . . , dM}, and a discrete
vocabulary known as a code book, VD is automatically generated. Formally, we write:
VD =
⋃
d∈D
Vd,
where each graph path wi ∈ VD is unique and defined to be a code word, i.e. VD =
{w1, w2, . . . , wN} is the code book. Note that we use subscripts to denote the index of a code
word, wi, in the code book and superscripts, w
j , to indicate an observed graph path in a
bag-of-qualitative-words.
The code book represents the unique set of graph paths extracted from all the observed
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interval graphs where the total number of them, N , is not known or fixed in advance.1 Note,
the code book specifically depends upon the qualitative descriptors extracted from the encoded
interval graphs, i.e. altering the encoded observations, or changing the graph path parameters
may result in a different code book and different activity histograms.
In order to compare two graph paths together, a distance based graph kernel is used to
approximately represent each as a numeric value, and is described in detail in [Frasconi et al.,
2014]. This reduces the graph matching and graph isomorphism checking to an efficient integer
comparisons which checks whether two graph paths have identical hash values. This graph
hashing technique is implemented for each graph path in the open source software library,
QSRLib [Gatsoulis et al., 2016a,b].
As an alternative method, a code book could be computed in advance. One can compute all
possible combinations of qualitative relations and intervals, between all possible object combi-
nations. However, this is a less efficient process and the resulting code book is much larger with
a number of redundant code words, i.e. code words that are never observed. This ultimately
results in a more sparse feature space. This is not considered suitable for the task.
5.1.2 Activity Histogram
Given a code book of length N encoded from a collection of M human observations, each
observation is represented as an N -dimensional feature vector describing the frequency of each
code word in its bag-of-qualitative-words creating an activity histogram, h, over the code book
VD. In this case, the activity histogram is considered a sparse feature vector representation
since it may contain many zero code word counts. The representation is similar to a bag-of-
words, where code words ignore positional arrangement; however the code words themselves are
partially overlapping sequences of temporally connected QSR intervals and therefore maintain
local temporal structure within the observation.
The activity histograms are each represented as N -dimensional vectors of counts, and there-
fore, similarly to a bag-of-words method, they are vertically stacked to produce a term-frequency
matrix C which represents the entire corpus of observations as an efficient M × N matrix,
where M is the number of rows corresponding to the number of observations encoded; and
N is the number of unique code words corresponding to the length of the code book, e.g.
C = [h1,h2, . . . ,hM ], where each hi is an N -dimensional vector of counts.
5.1.3 Extended Example
As an example of the above process, suppose the robot makes two observations and abstracts
each instance by encoding the qualitative spatial representation between two common pairs
of entities, e.g. (o1, o2) and (o2, o3), where each could relate to a body joint or object in
1In Chapter 7 we introduce techniques to dynamically update the code book given incremental observations,
i.e. N increases with newly observed code words.
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the environment. Further suppose that each observation is encoded as a sequence of QSRs
represented by three intervals, {ι1, ι2, ι3}, between the two pairs of objects. For example,
given a spatial calculus comprising of four relations, denoted by green, blue, red and yellow in
Figure 5.1a, the first observation could be encoded as: (o1, o2) exhibit a green relation, followed
by the blue relation, whilst (o2, o3) exhibit a red spatial relation. This example, along with
a second observation, are encoded as interval representations and can be seen in Figure 5.1a
(top). The specific spatial relation is depicted by the colour of the intervals, however any
pairwise qualitative spatial calculi could be used here.
(a) (top:) Two example observations as encoded as QSR interval representations. (middle:) Corre-
sponding two interval graph representations g1 and g2. (lower:) All possible graph paths extracted
from the two interval graphs, each as a bag-of-qualitative-words d1 and d2.
(b) Code book, VD, generated by taking the union of the two bags of extracted code words {d1, d2}.
Figure 5.1: Extended representation example. The specific spatial relational value is depicted
by the colour of the interval/nodes. Best viewed in colour.
The robot encodes the two corresponding interval graphs, G = [g1, g2], by computing IA
relations between pairwise intervals (shown middle); and (lower) all discrete qualitative descrip-
tors are extracted as graph paths up to length 2, i.e. η and ρ are both ≥ 2 . It can be seen
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that g1 is represented as seven graph paths, and g2 as five, i.e. d1 = {w1, w2, . . . , w7}, and
d2 = {w1, w2, . . . , w5}, where D = [d1, d2] represents the two bags-of-qualitative-words.
We remind the reader that the information maintained within an interval graph node ι′
includes: 1) the QSR relation that holds over the corresponding interval ι, and 2) the set of
objects the relations hold between. Inspecting the two bags-of-qualitative-words, d1 and d2, we
see that they share particular graph paths (where the object pair and QSR relation matches
between all nodes and edges), namely: w6 ∈ d1 is the same descriptor as w4 ∈ d2. This
descriptor relates to the spatial relation defined by blue holding for an interval of time between
entities o1 and o2, and “overlapped by” the red spatial relation exhibited by entities o2 and o3.
This is a common qualitative sequence between the two observations, and therefore a common
descriptor.
Taking the union of the two bags forms a code book VD of unique code words. This is
shown in Figure 5.1b, where VD = [w1, . . . , w9] comprising of nine unique code words. Each
bag-of-qualitative-words is encoded as an activity histogram by counting the occurrence of each
code word in each bag. Finally, the activity histograms are vertically stacked to generate a
term-frequency matrix C, e.g. in our example C is a (2× 9) matrix:
C =
[
1 1 1 1 1 1 1 0 0
0 1 1 0 0 1 0 1 1
]
.
Encoding multiple observations into such a term-frequency matrix allows the robot to com-
pare them and recover latent structure. In the next sections, we describe increasingly complex
learning methodologies which are applied to the encoded term-frequency matrix in order to
learn patterns in the data, and ultimately, classes of human behaviours and activities.
5.2 Activities by Unsupervised Clustering
A simple unsupervised clustering technique can be used to learn patterns embedded in an
encoded term-frequency matrix. The aim is to cluster together repeated structure encoded
as qualitative descriptors in similar observations. The clustering operation allows the robot
to represent many observations by their emergent class, where each observation is assigned
to a single activity class, and each activity class can be summarised by a single point in the
N -dimensional training feature space. In the next sections we introduce methods where these
assumptions are less restrictive.
5.2.1 k-means Algorithm
One such simple unsupervised clustering technique is the k-means algorithm [MacQueen et al.,
1967]. It categorises data into disjoint clusters by trying to separate samples into groups of
equal variance. The algorithm is parametrised by the number of clusters and requires this value,
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k, to be specified in advance.
Given an (M ×N) term-frequency matrix C, the k-means algorithm analyses the collection
of M samples and learns k disjoint N -dimensional clusters, where each is represented as a
mean, i.e. Θ = [µ1, . . . ,µk]. The means, µi can be thought of as a linear combination of the
typical descriptors that occur in the different latent patterns and are commonly referred to as
the cluster centroids or centres and we use the terms interchangeably. The centroids are N -
dimensional vectors but they are not necessarily training samples; they are the (mean) average
of the training data samples assigned to the centroid. The algorithm works by minimizing
inertia, which can be thought of as minimising the within-cluster sum-of-squares error between
the training samples and the k centroids. Inertia can be thought of as a measure of how
internally coherent the clusters are, i.e. for a given training set C = [h1, . . . ,hM ], it computes:
m∑
i=0
min
j≤k
(||hi − µj ||2),
where, given p ≥ 1, the p-norm of an activity histogram vector is defined as:
‖h‖p =
( n∑
j=1
|hj |p
)1/p
. (5.1)
The k-means algorithm has three main steps. First it randomly initialises k centroids
from the training samples, then loops between steps: 1) assigning each sample to the closest
centroid; and 2) updating the centroids by replacing them with the mean value of all of the
samples assigned to each centroid. The difference between the previous and new centroids is
computed and the algorithm repeats until this update value is less than a specified threshold
δ, i.e. convergence is assumed when the centroids do not move significantly. The basic k-
means algorithm is shown in Algorithm 1. The inputs to the algorithm are: a term-frequency
matrix, where the rows represent training sample activity histograms, C = [h1, . . . ,hM ], a
specified number of clusters k and a convergence threshold δ. It outputs: k centroids, each as
an N -dimensional vector, Θ = [µ1, . . . ,µk], and a length M vector of cluster assignment labels
L = [l1, . . . , lM ]. The algorithm also maintains the set of data points assigned to the i
th cluster
Li, and the previous iteration centroids Θ
′.
There are a number of unsupervised techniques to determine the value of k, i.e. the best
number of learned cluster centres given the data. One common approach is Schwarz’s Bayesian
Information Criterion (BIC) [Schwarz et al., 1978]. However, we employ the Silhouette Coef-
ficient (SC) [Rousseeuw, 1987], which we found works well for our task and seems to be more
intuitive. This technique automatically determines k that generates the best model for the data.
Given a value of k, the SC algorithm computes the following for each training sample hi ∈ C:
1) a(i), the average distance (or dissimilarity) between hi and all other samples assigned to the
same cluster; known as the inter-cluster distance. The smaller the value of a(i), the better the
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Algorithm 1 Basic k-means algorithm
1: procedure k-means algorithm
2: Input: Activity histograms C = [h1,h2, . . . ,hM ], number of clusters k, threshold δ
3: Output: Centroids Θ = [µ1, . . . ,µk], label assignments L = [l1, . . . , lM ]
4: Initialise:
5: foreach µj ∈ Θ do
6: µj ← hi ∈ C (random selection)
7: foreach hi ∈ C do
8: li ← argminj≤k||hi − µj ||2 (assignment)
9: Repeat:
10: Θ′ = Θ
11: foreach µj ∈ Θ do
12: Li = {hi ∈ C : li = j}
13: µj =
1
|Li|
∑
Li
hi (centroid update)
14: foreach hi ∈ C do
15: li ← argminj≤k||hi − µj ||2 (assignment)
16: Until:
17: ||Θ′ −Θ|| ≤ δ
sample fits its assigned cluster. 2) b(i), the lowest average distance between hi and all other
clusters that hi is not assigned; known as the mean nearest-cluster distance. The cluster with
the lowest average distance is said to be the cluster’s “neighbour” of hi because it is the next
best fit for that sample. The silhouette of a training sample is then defined as:
s(i) =
(b(i)− a(i))
max{a(i), b(i)} .
The average s(i) value, over all M training samples, falls within the range of [−1, 1], where
higher values are an indication of better, non-over-fitted, models. As such, with SC we avoid
the model over-fitting the training samples.
Once the model is trained on the encoded term-frequency matrix, classification of new obser-
vations is efficient by calculating the (Euclidean) distance between the new encoded observation
and the k centroids. Therefore it does not require maintaining the previous training samples.
5.2.2 Normalising Activity Histograms
Given an M ×N term-frequency matrix C, the constituent activity histograms can have a high
dimensionality, i.e. the length of the code book N corresponds to a large number of unique
discrete descriptors extracted from the observations. Using k-means, we desire that any two
activity histograms with a similar relative proportion of code words to be considered “close” in
this high dimensional space, regardless of the absolute frequencies. One technique to achieve
this is to unit-normalise each histogram. For example, if we double the frequency of every bin
of an activity histogram, after normalisation the two resulting histograms are the same. This
is a desirable property since different length observations can have a different number of QSR
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intervals and therefore be represented with larger counts of code words (which tend to be in
proportion for similar observations). It is worth noting that an observation of shorter temporal
length, i.e. in terms of number of timepoints (or poses) does not imply fewer QSR intervals.
The exact number of intervals depends upon the number of qualitative spatial relation changes
encoded in the interval representation between encoded entities.
Calculating the unit-normal histograms requires dividing each sample by the Euclidean
length of the vector. For each hi ∈ C:
h′i =
hi
||hi||1 ,
where the 1-norm of an activity histogram vector is defined in Equation 5.2.1:
5.2.3 k-means Limitations
Simple unsupervised clustering such as k-means is a basic learning method employed by the
robot to learn repeated patterns. Using Occam’s razor as a heuristic, it suggests to give prece-
dence to simple models: “of two competing theories, the simpler explanation of an entity is to
be preferred”. For this reason, we implement the simple k-means algorithm. The benefits of
using a simple unsupervised clustering include: the algorithm is efficient to run on large training
sets; the output is easily interpretable as linear combinations of descriptors (code words); and
the classification is computationally cheap. However, there are multiple limitations to using
such a simple method; we discuss them next and propose techniques to improve upon them in
the sections.
Convergence Criterion
Given enough time to do so, the k-means algorithm is guaranteed to converge Bottou et al.
[1995]. However, it may converge to a local minimum, and not to a more useful global minimum.
This depends very much upon the random initialization of the centroids in the algorithm. To
combat this stochastic process, the algorithm is often run several times with different initial-
izations to try and resolve this potential problem, i.e. to have the best chance of learning the
global minimum.
Secondly, the within-cluster sum of squares criterion, which is used to deterministically fit
the data samples to the centroids, suffers from the following two issues:
1. It makes the assumption that clusters are convex, which is not always the case. This effects
the method’s ability to model elongated clusters properly, or manifolds and irregular
shapes within certain dimensions. There is no guarantee the underlying activity classes
observed by the robot are convex with respect to the encoded discrete descriptors in the
N -dimensional feature space.
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2. Inertia, or sum of squares error, is not a normalized metric, i.e. we only know that
lower values are better and zero is optimal. However, in a high dimensional space, Eu-
clidean distances tend to become inflated (this is an instance of the so-called “curse of
dimensionality” problem), i.e. everything becomes far away from everything else.
To alleviate these two issues, we propose dimensionality reduction and a low-rank approximation
technique, in the next Section 5.3, in order to map the term-frequency matrix into a lower
dimensional feature space whilst maintaining as much of the discriminative information as
possible.
Cluster Assignment
Another limitation of the simple unsupervised clustering using k-means is that the training sam-
ples are deterministically assigned to only a single centroid, i.e. the closest centroid is selected
to represent the sample (based upon Euclidean distance). This relates to each observation being
considered as only a member of one activity class. This assumption is not ideal since we know
that human behaviours and activities are often compounded. Restricting each observation to
just one activity class means that multiple consecutive interactions within the same observation
would be considered as the same centroid, when ideally, multiple different activities should be
learned. We propose a probabilistic, generative method that learns a probability mixture over
the activity classes for each training sample in Section 5.4. This more intuitively describes each
observation as a distribution of learned classes, allowing multiple to occur or overlap.
Batch Process
Finally, the process of learning k representative means (using the k-means algorithm) to ob-
servational data is an efficient process, however, it is limited by the need to iterate over all the
activity histograms in order to perform a single update of the centroids, and multiple updates
in order to converge. This can be seen in line 14 in Algorithm 1. This is often referred to as
a “batch learning process”, i.e. the robot must encode all observations into a term-frequency
matrix before learning k centroids given the “batch” of data. Given a requirement for the robot
to update its learned centroids with newly observed samples, it would require maintaining each
of the previous training samples in memory and repeating the learning process in multiple,
ever-increasing batches. This is an expensive and inefficient method to perform continuous, or
life-long learning. We propose a probabilistic and incremental learning processes to overcome
this limitation in Section 7.2.
5.3 Low-Rank Approximations for Clustering
In order to resolve some of the limitations present with simple unsupervised clustering applied
to high-dimensional activity histograms, we draw upon similarities to information retrieval
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techniques. That is, we aim to learn a lower dimensional representation of the encoded term-
frequency matrix by finding redundancy within the set of descriptors. Redundant descriptors
are those that are not useful to separate the training samples into disjoint classes. One reason
this might occur is because common sequences of qualitative spatial relations might occur in
most training samples, or a sequence of relations might appear very infrequently, possibly due
to noisy sensor readings. The most discriminative descriptors are those that contain the most
variation within the columns of the term-frequency matrix C, and the assumption is that these
are the best descriptors to use to learn human activity classes.
The process is performed using linear algebra techniques which compute linear combinations
of descriptors to create new composite descriptors that contain as much variation as possible. By
sorting the new descriptors by their ability to discriminate the observations, the most redundant
are removed to leave a low dimensional representation in order to recover latent classes encoded
in the data. One such technique for this is Latent Semantic Analysis (LSA) [Deerwester et al.,
1990], which was originally developed for understanding large corpora of text documents. Given
a term-frequency matrix C, the algorithm comprises of two stages:
1. First, compute and apply a specific weighting to each descriptor based upon its variation
in the training samples, with the assumption that the most descriptive features have the
largest variation.
2. Secondly, a matrix decomposition technique known as Singular Value Decomposition
(SVD) is performed. This recovers a collection of eigenvalues and eigenvectors which
can be manipulated in order to find the closest low dimensional approximation of the
encoded term-frequency matrix.
This section is organised into these two stages; first we describe the weighting applied to each
descriptor and secondly, the SVD process. We conclude by highlighting the main limitations
that persist when using it to learn human activity classes from a mobile robot.
5.3.1 Term Frequency - Inverse Document Frequency
For each activity histogram, each frequency count of a descriptor, as encoded in an (M ×
N) term-frequency matrix C, has its value weighted with respect to the frequency of that
descriptor in the entire corpus of observations (C). Here, M is the number of activity histograms
(rows) and N is the number of descriptors (columns), i.e. the number of unique code words
in the learned code book. The technique to weight each descriptor based upon its frequency
is called term frequency-inverse document frequency (tf-idf). The tf-idf weighting increases
proportionally to the number of times a descriptor appears in an activity histogram and is
inversely proportional to the frequency of the descriptor in the entire corpus. That is, it is a
measure of how much information observing a descriptor provides.
The weighting is calculated for each code word (descriptor) separately by computing the
product of two statistics: 1) term-frequency, (tf), i.e. the number of activity histograms that
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contain the code word; and 2) inverse document frequency (idf) obtained by dividing the total
number of activity histograms by the number of histograms containing the code word, and
taking the logarithm. Therefore, this process scales the encoded descriptor based upon the fact
that some descriptors appear much more frequently in general than others. For example, the
sequence of QSR intervals obtained between a person’s body joints when they are observed in a
“resting position” will most likely appear in the majority of human observations in the corpus.
Thus the occurrence of this sequence of QSRs is not discriminative to learn about different
human activities and therefore this feature will be given a low weighting by the tf-idf scaling.
To compute the tf-idf scores, we use a Boolean term-frequency (tf) weighting and a logged
inverse document frequency (idf) weighting:
tf(wj, hi) =
1 if wj occurs in hi,0 otherwise,
idf(wj, C) = log
M
|{hi ∈ C : wj ∈ hi}| ,
where wj is a unique code word in the code book VD, hi ∈ C is an activity histogram (one
row in the term-frequency matrix C), and M is the total number of activity histograms in the
corpus of observations. Finally, the tf-idf weights are calculated as:
tf idf(wj, hi, C) = tf(wj, hi).idf(wj, C).
It can be seen that if a code word appears in every observation and therefore every activity
histogram, its tf-idf weight is equal to log(MM ) = 0. Conversely, if a code word appears in only
a single activity histogram, its weighting is log(M).
5.3.2 Singular Value Decomposition
Matrix Rank
The goal of Latent Semantic Analysis (LSA) is to find a lower dimensional representation of
the term-frequency matrix whilst maintaining as much information as possible. To do this,
we recall that the rank of a matrix is defined as either: a) the maximum number of linearly
independent column vectors in a matrix; or b) the maximum number of linearly independent
row vectors in a matrix. For an (M × N) matrix C, the number of non-zero eigenvalues or
singular values is bounded by the rank of the matrix, i.e. at most min(M,N). The rank is
equal to r if and only if there exists an invertible M ×M matrix A and an invertible N × N
matrix B, such that:
A(M×M)C(M×N)B(N×N) =
[
Ir 0
0 0
]
,
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where Ir denotes an (r × r) identity matrix. The rank is commonly computed using the row
echelon form of the matrix, since the maximum number of linearly independent vectors in a
matrix is equal to the number of non-zero rows in its row echelon matrix [Manning et al., 2008].
Low-Rank Approximation
Given a corpus of observations as represented by an (M × N) tf-idf weighted term-frequency
matrix C, the aim is to recover a matrix which represents a closest approximate matrix to C but
with lower rank, i.e. Cr, where r << min(M,N). Finding a lower dimensional representation
of a matrix is equivalent to computing a low-rank approximation. We can do this by finding a
second matrix Cr, requiring it to be as similar as possible to the original matrix C defined by
the Frobenius norm between two matrices, but with much lower rank, namely r. That is, to
miminise the Frobenius norm of the matrix difference X = C − Cr, defined to be:
||X||F =
√√√√ M∑
i=1
N∑
j=1
(Xij)2.
To find a low-rank approximation matrix Cr, we use SVD to compute the eigenvalues and
eigenvectors of C. This process provides linear combinations of the descriptors that are used
to compute the closest approximate matrix, Cr (with rank r). That is, the most discriminative
r linear combinations of descriptors are maintained and the least discriminative are removed
resulting in a rank r matrix approximation.
A geometric interpretation is that the eigenvalues represent the scaling values of the matrix
in each specific new orthogonal dimension, whereas the singular vectors represent the rotations
around those axes. Low eigenvalues are given to vectors which are linear combinations of other
vectors, and are therefore not providing extra discriminatory information to the term-frequency
matrix. For this reason, LSA helps alleviating the effects of multiple descriptors (or code words)
being synonymous which can often be the case when using a sparse representation encoded from
observations of humans.
SVD Language
Given an (M ×N) tf-idf-weighted term-frequency matrix C, SVD performs the matrix decom-
position:
C = U(M×M)Σ(M×N)V T(N×N),
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where U and V are orthogonal matrices comprising of the singular vectors of C, whilst Σ is a
non-increasing diagonal matrix containing the squared eigenvalues of C, i.e.:
Σ =

σ1 0
0 σ2
. . .
. . .
. . . 0
0 σr
 ,
where σ1 ≥ σ2 ≥ . . . σr ≥ 0 are the singular values of C 2. An orthogonal matrix is a square
matrix whose columns and rows are orthogonal unit vectors, i.e. perpendicular to each other:
QTQ = QQT = I.
If we consider the term-frequency matrix C as a linear transformation taking a vector v1
in its row space to a vector u1 = Cv1 in its column space. SVD can be interpreted as finding
the orthogonal bases for the row space that gets transformed into an orthogonal basis for the
column space, i.e. Cvi = σiui for i ≤ r. The problem translates into finding a set of r
orthonormal basis (orthogonal and normal) v1,v2, . . . ,vr in which to represent the encoding
activity histograms in, i.e. the rows of C, and for which:
C[v1,v2, . . . ,vr] = [σ1u1, σ2u2, . . . , σrur]
= [u1,u2, . . . ,ur]

σ1
σ2
. . .
σr
 ,
where u1,u2, . . . ,ur are orthonormal bases in which to represent the code word vectors, i.e.
the column space of C.
An implementation of the Randomized SVD procedure in [Halko et al., 2011] is used and
requires only 2(q+ 1) passes over the matrix (for q = 1 or 2), making it an efficient method for
large matrices.
Interpreting SVD for Activity Histograms
Our aim is to only recover a relatively small number of latent concepts r from the encoded
term-frequency matrix, where r << M or N . The assumption is that human activities are
repeated multiple times within the robot’s human observations, and that the most repeated
and coherent patterns of qualitative spatial relations relate to concepts which can be extracted
2Here we represent Σ as the (r×r) square matrix, but it is actually an (M×N) matrix containing r non-zero
singular values on the diagonal, and zeros everywhere else.
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using SVD.
Examining the decomposition, the non-zero eigenvalues in the diagonal matrix Σ represent
each of the most discriminative new compositional features, known as concepts. These latent
concepts can be thought of as the activity classes encoded in the original term-frequency matrix.
The columns of the left singular (M ×M) matrix U contain the eigenvectors of CCT , since
CCT = UΣΣTUT , and holds information about which observations are assigned to which
latent activity class (concept). The columns of the right singular (N × N) matrix V contain
the eigenvectors of CTC, since CTC = V ΣTΣV T , and specify the linear combination weights
for each descriptor (code word) used to describe each concept.
SVD provides an efficient method to recover linear combinations of encoded code words in
order to learn the most discriminative latent concepts embedded in the term-frequency matrix,
and a vocabulary with which to describe them in an unsupervised setting.
5.3.3 Low-Rank Approximation Limitations
Concept Assignment
When compared to simple unsupervised clustering, LSA provides a more detailed classification
of each of the training samples observed, i.e. as a linear combination of the latent concepts.
This is a marked improvement on a deterministic assignment, since human observations are
often varied and do not belong to a single activity class.
Given the matrix decomposition, i.e. the left/right singular matrices describe the linear
combinations of observations to concepts U , and code words to concepts V ; one limitation is
that both U and V are orthogonal matrices. The implication of the orthogonal matrices is that
the concepts extracted cannot share original descriptors, e.g. a specific code word cannot be
significant in two separate concepts. This is a limitation of the LSA technique since ideally, we
would like to be able to represent all human activities and an assumption is that some activities
share qualitative spatial features. A solution to this issue is proposed by using a generative
probabilistic model in Section 5.4.1.
Batch Process
Other limitations, similar to those encountered when using simple unsupervised clustering, still
persist. That is, LSA is also a batch learning algorithm which requires the entire term-frequency
matrix C to be encoded before the training process can occur. A slight improvement is the
number of iterations the algorithm requires to learn the eigenvalues 2(q + 1), which is likely to
be fewer than the k-means algorithm. However, like k-means, to incorporate new observations
into the training, the learning must be re-performed with a larger term-frequency matrix. New
observations can be represented by their similarity to already learned concepts, but they cannot
contribute to the model and affect the concepts.
5.4. LEARNING LDA TOPIC DISTRIBUTIONS OF ACTIVITIES 91
Selecting the Rank r
Selecting the best number of eigenvalues and eigenvectors to represent the new low-rank ap-
proximate matrix Cr is often challenging and akin to selecting the number of centroids k, in
the unsupervised k-means clustering method. One technique for selecting a good value of r
is to plot the variation of each feature, as given by the eigenvalues, on a 2D axis defined as
a scree plot [Cattell, 1966]. Since the eigenvalues recovered in Σ are non-increasing, the ideal
pattern in the scree plot is a steep curve, followed by a bend, often called the “elbow point”,
followed by a more flat/horizontal line indicating the new descriptors that add little or no vari-
ance. Selecting the bend or elbow point is equivalent to setting a lower bound on the change
in variation between any two consecutive eigenvalues. This technique allows a good value of
r to be ascertained, however, the exact number can often depend upon the task. The scree
plot gives an understanding about how much variance is lost when different values of r are
selected and different low-rank approximate matrices are computed. This technique is used in
the Experiments in Section 6.1.
5.4 Learning LDA Topic Distributions of Activities
In this section we introduce an information retrieval technique in order to resolve some of the
limitations when using unsupervised standard clustering or low-rank approximation techniques
to learn human activities. The main intuition is that an observation of a human should be
modelled in such a way that allows for multiple, overlapping classes of behaviour or activity
to occur. For this reason we introduce Latent Dirichlet Allocation (LDA) which is commonly
referred to as Topic Modelling. Topic modelling can be considered a case study in probabilistic
modelling and touches upon many aspects including: directed graphical models, conjugate
priors, time series modelling, approximate posterior inference, mixed membership models and
others. The key idea is two fold:
1. a topic is defined as a multinomial distribution over a vocabulary of code words and
describes a particular thematic structure present in a corpus.
2. a document or activity histogram is represented as a probabilistic mixture over topics
which is known as the proportions or mixing vector.
An assumption is that similar documents or activity histograms use a similar group of code
words, and therefore the co-occurrence of code words can be used to identify the topics. This
framework allows for each observation of a human to be modelled as a mixture of activity
classes occurring, and to simultaneously recover the latent activity classes. Resulting in a low
dimensional representation of each observation and of the activity classes themselves.
In this section we first introduce LDA and describe the generative probabilistic model that
is assumed to have generated our observational data. We describe the LDA graphical model
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and define the joint probability distribution (JPD), plus the approximate inference techniques
which are used to estimate the posterior, such as Collapsed Gibbs Sampling [Geman and Geman,
1984, Casella and George, 1992]. Lastly, we discuss techniques that can be used to visualise
and better understand the output of a topic model.
5.4.1 Latent Dirichlet Allocation
A topic model is a generative probabilistic model of a collection of documents or bags-of-words,
comprised of discrete units. Commonly, the collection of discrete data modelled represents the
frequencies of natural language words extracted from text documents, and the main emergent
themes or concepts present in the documents are learned and referred to as topics. For example,
given a corpus of webpage documents, latent topics inferred could include general themes such as
finance, sport or weather. Each topic is represented by a distribution over a vocabulary of code
words, with high probabilities given to words that most represent the topic, e.g. “money” or
“bank” in the finance topic. For each document a distribution of topics known as a proportions
vector is learned that represents the mixture of topics exhibited in the specific document. For
example, a document could be represented as 70% relating to finance and 30% to sport, implying
that 70% of the words in the document were generated from the finance topic distribution, which
in turn gives higher probability to finance-like words.
Prior Distribution
One can express a belief about an uncertain quantity before any evidence is observed by propos-
ing a prior probability distribution. A key aspect of LDA is that it introduces two prior distribu-
tions, 1) on the mixture of topic proportions, i.e. θ ∼ Dir(α) and 2) on the topic distributions
themselves, i.e. φ ∼ Dir(β). These prior distributions provide some expert knowledge to alter
the Dirichlet probability distribution parameter, and change the simplex (the distribution over
distributions) that the samples drawn exist on.
The Dirichlet distribution is an exponential family distribution over the simplex, i.e. pos-
itive vectors that sum to one. It is a distribution over distributions, and in this case, it is a
distribution over multinominal distributions. Given T topics, the density of a T-dimensional
Dirichlet distribution, parametrised by α = [α1, . . . , αT ], over the T -dimensional multinomial
distribution θ = [θ1, . . . , θT ] lies on the T − 1 simplex and is given by:
p(θ|α) = Γ(
∑T
i=1 αi)∏T
i=1 Γ(αi)
T∏
i=1
θαi−1i , (5.2)
where Γ is the gamma function and the sum of the proportions vector for a document is one,
i.e.
∑T
i=1 θi = 1 and where θi > 0 for all i ∈ T . Note, usually in LDA a symmetric Dirichlet
distribution is used, i.e. α1 = · · · = αT = α. The Gamma function is defined in Appendix C.3.
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Dirichlet Simplex
The prior Dirichlet distribution on θ allows for a more uniform topic proportions vector to be
sampled, with the amount of variance depending on the value of the hyperparameter α. Recall
that θ ∼ Dir(α) and φ ∼ Dir(β). We continue by discussing the effect of the hyperpameter on
the per-document proportions vector θ, however, the same applies to the per-topic distribution
φ. For higher values of αi, the greater the amount of the total distribution “mass” is assigned
to θi (recall that
∑T
i=1 θi = 1). If all αi are equal, the distribution is symmetric. If αi < 1, it
can be thought as pushing away θi toward the extremes. While, when αi is high it attracts θi
towards topic i. If α1 = · · · = αT = 1, then the points are uniformly distributed.
In LDA, a symmetric Dirichlet prior is often used, so no topic proportion θi has preference
over the others. This is achieved by using a single hyperparameter α, where α1 = · · · = αT = α.
If α is less than one, the resulting simplex will be “bowl” shaped, meaning that the multinomial
samples drawn will all be far from the centre and on the edges of the simplex. This will favour
a small number of topics per-document, and gives very low mixing proportions to the other
topics. This is an assumption that each document is comprised of only a small number of
topics. Figure 5.2 shows an example of a symmetric Dirichlet distribution with three values
of α, (left:) ≤ 1. (centre:) 4 and (right:) 2. Sampling a topic distribution from the Dirichlet
prior distribution can be thought of as selecting a multinomial distributions which lives on this
simplex. For example, a sample from the distribution when α = 4, the multinomial drawn is
much more likely to be uniform across the topics, i.e. a mixture of all three topics only varying
slightly between the three, whereas, when α ≤ 1, the multinomial sample is much more likely
to represent only one or two of the topics, as there is not as much “mass” in the centre of
the simplex. Justification into the choice of the hyperparameters are given in the experimental
sections.
Figure 5.2: Illustrating the symmetric Dirichlet distribution for three topics on a two-
dimensional simplex. Darker colours indicate higher probability. Left: α ≤ 1. Centre: α
= 4. Right: α = 2. When α ≤ 1, the simplex is bowl-shaped. As α increases, the simplex
becomes more peaked around centre.
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Activity Analysis Language
We employ the use of LDA to model the robot’s observations, where each is encoded as a bag-
of-qualitative-words akin to a document in the text analysis setting. Here, a set of topics is
learned from the encoded observation data, each characterised as a multinomial distribution over
a vocabulary of code words; representing the thematic structure in the abstracted observations.
These latent topic distributions are considered as describing the common human activity classes.
Each observation of a human is analogous to a document and modelled as a random mixture
over these latent topics, represented as a proportions vector. This can be thought of a low-
dimensional representation of the human observation over the set of learned activity classes.
We summarise the main human activity analysis language; accumulating concepts from the
previous chapter and introducing the corresponding LDA language:
– a bag-of-qualitative-words is a bag of observed qualitative descriptors, d = {w1, w2, . . . },
where each wi represents a temporally connected sequence of qualitative spatial relations
between entities extracted from a human observation. This is akin to a document encoded
as a bag-of-words in text analysis (however, our graph path-words maintain local temporal
structure).
– a video corpus is a collection of M observations, where each human detected is recorded
by the robot.
– a code word, wi, is a basic unit of activity as encoded in our representation. The set of
unique qualitative descriptors (graph paths) forms a discrete vocabulary defined as a code
book VD.
– an activity histogram h is a vector of occurrence counts over the N -dimensional code book
VD and encodes one bag-of-qualitative-words. Encoding the entire corpus results in an
(M ×N) term-frequency matrix of constituent activity histograms, C = [h1,h2, . . . ,hM ],
corresponding to M bags-of-qualitative-words, i.e. D = {d1, d2, . . . , dM}.
– a topic φ, is a multinomial distribution over a vocabulary code book VD, giving each
unique code word a probability of being observed conditioned on that topic.
– a topic proportions vector θ, is a multinomial distribution that characterises the mixing
proportions of each topic present in a bag-of-qualitative-words d.
A bag-of-qualitative-words representation, which encodes occurrences graph paths in an un-
ordered “bag”. In probability theory, this relates to an assumption of exchangeability of the
code words in an observation. Less commonly stated, there is also an assumption that the
documents are exchangeable within a video corpus. A classic representation theorem estab-
lishes that any collection of exchangeable random variables has a representation as a mixture
distribution [de Finetti, 1990]. Thus, Latent Dirichet Allocation results in probabilistic mixture
distributions of code words.
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Generative LDA Model of Human Activity
LDA for human activities is a probabilistic generative model that generates a collection of
activity histograms (or bags-of-qualitative-words) from a set of underlying topics. Figure 5.3
shows the intuition behind the LDA generative process for an encoded human observation. For
each activity histogram, or bag-of-qualitative-words d, the process is characterised as follows:
1. sample a per-document topic proportions vector, θd, from a prior Dirichlet distribution
parameterised by α, i.e. θd ∼ Dir(α). An example sample drawn over three topics is
shown far right as a histogram in Figure 5.3. This represents a multinomial distribution
drawn from the Dirichlet simplex. These are the mixing proportions for the activity
histogram.
2. for each of the Nd code words in the bag-of-qualitative-words d:
– draw a per-word topic assignment, zd,n, from the proportions vector, i.e. sample an
assignment coin zd,n ∼Multinomial(θd). For example, the pink topic in Figure 5.3
is sampled and shown with a pink coin, followed by yellow, then pink again etc.
This allows each code word in the bag to be drawn from different topic distributions,
respecting the topic mixing proportions in θd and facilitating the mixing of topics
within an observation.
– for each topic assignment, draw a word, wd,n, from the multinomial topic distribution
conditioned on zd,n, i.e. sample a code word wd,n ∼ Multinomial(φzd,n). For
example, from the pink topic assignment (coin) the code word (ι′4 meets ι
′
5) is drawn,
which can be seen far left in Figure 5.3 as the a highly probable word in the pink
topic. Then, the word (ι′1 meets ι
′
2) is drawn from the yellow topic assignment, etc.
3. this process repeats to generate all M bags-of-qualitative-words.
LDA as a Graphical Model
In reality, the robot only observes the bags-of-qualitative-words and not the mixing proportions
vectors or the assignment of each code word into topics. This is the latent structure (variables)
of the model that we aim to infer, i.e. p(topic distributions, proportions, assignments | activity
histograms). Given a collection of activity histograms, this corresponds to inferring the three
sets of latent variables:
– Φ = [φ1, . . . ,φT ] per-corpus topic distributions, where each φi is a distribution over the
entire code book VD,
– Θ = [θ1, . . . ,θM ] per-document topic proportions vectors, where each θd is a distribution
over the T topics,
– z is the assignment of all observed code word tokens to topics, for all activity histograms.
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Figure 5.3: Generative LDA model of human activity. (left:) Three topic distributions over the
code book (yellow, pink and blue) along with three top-probability words in the yellow and pink
topics. (centre:) Generated interval graph and bag-of-qualitative-words obtained from encoding
one human observation. (right:) Topic proportions vector (pink, yellow, blue histogram) and
word assignments as a column of samples coins drawn (pink coin, yellow, pink, etc.). Best
viewed in colour.
That is, p(Φ,Θ, z|D). To do this, we present LDA as a Bayesian Network or Directed Acyclic
Graph (DAG). This is an intuitive way of representing and visualising the relationships that exist
between the variables that make up a topic model and corresponds to a specific factorization
of the joint probability distribution (JPD).
In a DAG, nodes represent random variables and directed edges between nodes reflect condi-
tional dependencies between variables. A common presentation technique is to depict observed
random variables using shaded nodes, and non-shaded nodes for latent variables. Figure 5.4a(i)
is an example DAG, showing N observed random variables, X1, . . . , XN , conditionally depen-
dent upon a latent variable Y . Plate notation can be useful when dealing with large number of
random variables. It is used to highlight replicated random variables, with the number of ran-
dom variables marked in the lower right corner of the plate. The DAG shown in Figure 5.4a(ii)
is equivalent to (i), however, is drawn using plate notation which uses a rectangle plate around
the repeated random variables. The JPD of this model is:
p(X1, X2, . . . , XN , Y ) = p(Y )p(X1|Y )p(X2|Y ) . . . p(XN |Y ),
= p(Y )
N∏
n=1
p(Xn|Y ).
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(a) (i) DAG showing N observed random variables conditionally dependent upon a single latent variable
Y . (ii) Equivalent DAG using plate notation highlighting the N repeated nodes.
(b) DAG representation of LDA for human activities using plate notation. For activity histogram d:
θd (topic proportions vector for histogram d); wd,n (n
th observed code word, shaded grey, in histogram
d); zd,n (n
th code word topic assignment in histogram d); φi (i
th topic distribution over code book);
α, β (Dirichlet hyperparameters).
Figure 5.4: Bayesian Graphical model representations. Nodes represent random variables, links
between nodes are conditional dependencies, plates are replicated components, and shaded
nodes are observed random variables.
The DAG representing the LDA model for human activities is shown in Figure 5.4b. The DAG
highlights the three-layer hierarchical Bayesian model and uses plate notation to simplify the
graph and is considered a three-layer Bayesian model since:
1. the Dirichlet hyperparameters, α and β, are corpus-level parameters.
2. the topic proportions variables, θd for each bag-of-qualitative-words d in the corpus, are
activity histogram-level parameters, sampled once per activity histogram.
3. the variables zd,n and wd,n are code word-level and sampled once for each code word in a
bag-of-qualitative-words.
Formally, for M observed activity histograms, each containing Nd code words, and a set of
T topic distributions, the joint probability distribution over the observed and latent variables
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within the DAG define the posterior probability as:
p(φ1:T ,θ1:M , z, d1:M |α, β) =
T∏
i=1
p(φi|β)
M∏
d=1
p(θd|α)
(
Nd∏
n=1
p(zd,n|θd)p(wd,n|φ1:T , zd,n)
)
(5.3)
The three representations (i. the intuitive generative process, ii. the Bayesian DAG and iii. the
JPD) are equivalent ways of describing the probabilistic assumptions behind the LDA model.
The robot uses posterior expectations to perform inference and learn the latent structure of the
LDA model. We introduce the inference problem in the next section.
5.4.2 Approximate Inference
Given a joint probability distribution, like the one defined in Equation 5.3, we can answer
possible inference queries by marginalization, i.e. summing out over irrelevant variables. Given
the observed activity histograms as encoded in a term-frequency matrix C, inference allows us
to estimate the latent variables, the topic distributions and the mixing proportions vectors. This
can be considered as finding latent patterns in the data which best separate it into meaningful
topics. The aim is to determine the latent topics based on the observed code words in the
term-frequency matrix. This translates as computing the posterior distribution of the latent
variables given a collection of activity histograms:
p(φ1:T ,θ1:M , z1:M |d1:M , α, β) =
p(φ1:T ,θ1:M , z1:M , d1:M |α, β)
p(d1:M |α, β) . (5.4)
This posterior distribution is intractable to compute in general. More details about how to
marginalise over variables can be found in [Dickey et al., 1987] and [Blei et al., 2003]. However,
we use Collapsed Gibbs Sampling [Griffiths and Steyvers, 2004, Lynch, 2007] as an approximate
inference technique that is based upon Markov chain Monte Carlo (MCMC) sampling. The key
idea is to generate posterior samples from the conditional distribution by iterative sampling
using a Markov Chain [Jordan, 1998].
Posterior Estimate of z
Here, we sample to topic assignments, z. The Gibbs Sampling procedure marginalises
out the topic distributions and the mixing proportions, which is also know as Rao-
Blackwellization [Blackwell, 1947]. The method selects each code word token in the collection
in turn and estimates the probability of assigning that current code word token zi to each topic
j, conditioned on the topic assignments to all other code word tokens. This is random at first,
but after iterating it converges to sensible assignments. We denote z−d,i as the code word as-
signments for all observations, excluding the ith code word in the dth bag-of-qualitative-words.
From this conditional distribution, a topic is sampled and stored as the new topic assignment
for this code word token. For a given bag-of-qualitative-words, d, the conditional distribution
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that a code word token is equal to the jth topic is written:
p(zi = j|z−d,i, D, α, β),
which is shown in [Griffiths and Steyvers, 2004] can be calculated using two counts: CWT and
CDT with size (N × T ) and (M × T ) respectively (word-topic and document-topic counts).
CWTi,j contains the number of times code word i is assigned to topic j, not including the current
instance i, and CDTd,j contains the number of times topic j is assigned to some code word token in
the bag-of-qualitative-words d, not including the current instance i; these counts are computed
from the assignments z. Then:
p(zi = j|z−d,i, D, α, β) ∝
CWTi,j + β∑N
i=1 C
WT
i,j + β
CDTd,j + α∑T
t=1 C
DT
d,t + α
(5.5)
The general steps of Collapsed Gibbs Sampling are:
1. randomly initialise all the code words to topics, defined as assignments in z.
2. sample one bag-of-qualitative-words d:
3. for each code word in d:
– remove the current topic assignment of the code word; we use the notation z−d,i to
define the vector z excluding the ith assignment in bag d,
– calculate the topic the current word belongs to, given the current assignment of all
the other code words in the bag. That is, using the count matrices CWT and CDT ,
4. repeat for all code words in the bag.
Posterior Estimate of φ and θ
The Gibbs Sampling procedure described above gives direct assignments z for each code word
observed, however, we are also interested in the estimate topic distributions and mixing pro-
portions, φ and θ. These too can be calculated using the count matrices as follows:
φi,j =
CWTi,j + β∑N
k=1 C
WT
k,j + β
, θd,j =
CDTd,j + α∑T
k=1 C
DT
d,k + α
, (5.6)
where φi,j is the probability of word type i for topic j, and θd,j is the proportion of topic j in
bag d.
5.4.3 LDA Limitations
The LDA model provides a method to estimate a set of topics to represent the main themes
encoded in a term-frequency matrix, where each topic is defined as a distribution over a vo-
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cabulary of code words. These topics are then considered as human activity classes, where the
highly probable code words are considered discriminative features to understand these human
activities. The key advancement over previous techniques proposed is that each human obser-
vation is summarised by a multinomial distribution over the set of learned topics, that is, as
a mixture of activity classes. This translates as assuming that each observation was generated
from multiple activity classes being performed by the person being observed by the robot. This
previously was a limitation of both standard clustering and low-rank approximation techniques,
where each observation supported a single activity class, and where the input was transformed
into linearly independent dimensions. Another benefit of LDA is that expert knowledge about
the observations or the topics can be proposed by altering the prior probability distribution on
the topic proportions vectors θ, and topic distributions φ.
Topic distributions tend to be sparse vectors over the vocabulary of code words, hence they
are often difficult to visualise and interpret. One approach that works well in the literature is to
obtain the set of natural language words that have high probability in each topic, and present
these; given such a set, it is often easy to conceive the meaning of a specific topic [Chang et al.,
2009]. However, this approach relies on semantic knowledge about the set of natural language
words, which we can not rely on in our setting. One approach is to plot the distributions of the
top-probable words in each topic. An example of this can be seen in Figure 5.5, where three
topic distributions are shown, and the highest ≈ 70 code words have been selected.
Figure 5.5: Example Radar Plot showing the probability over the top probable code words for
three topic multinomial distributions.
However, LDA does not provide a solution to all the limitations. For example, the num-
ber of topics must be set in advance in this LDA model. In our experiments section, we use
the same low-rank methods of selecting the best number of topics to compute in advance, i.e.
finding the number of top eigenvalues in the term-frequency matrix. However, an incremental
approach to this problem is also proposed. Also, Collapsed Gibbs Sampling is a batch inference
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technique. We propose to use an online variational inference technique to overcome this limita-
tion in Section 7.2.1. Topic models that include time or temporal states can also be modelled
with additional random variables [Blei and Lafferty, 2006], however, these rely on observations
significantly changing over time, such as the robot changing environments, which is a research
direction we did not pursue.
5.5 Concluding Remarks
To summarise this section, we have presented three techniques for unsupervised learning of hu-
man activity representations from encoded human observations. That is, we have demonstrated
simple unsupervised clustering (k-means algorithm), a low-rank linear algebra approach (LSA)
and lastly, a probabilistic generative method (LDA) of learning themes as topics. The three
increasingly sophisticated approaches all require the human observations be encoded into a
term-frequency matrix that summarises the frequency counts of discrete qualitative descriptors
(code words) observed. Each method is able to represent encoded themes in the term-frequency
matrix, which we consider as a low-dimensional representation of human activities. Further,
given the learned activity classes, each can represent a new observation as either its closest ac-
tivity, or a linear combination of closest concepts. The LDA model specifically is able to model
each observation as a mixture of activity classes occurring, which we believe is required to model
real human behaviour observed “in-the-wild”, and not staged human activities performed in
front of a static camera.
In the next chapter, we demonstrate the capabilities of each learning method on three video
datasets, two of which have been recorded from an autonomous mobile robot observing real
environments. In Chapter 7 we propose practical methods to remove the remaining limitations,
such as, the batch learning process and the temporal segmentation of video clips.
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Chapter 6
Experiments: Activity Class
Learning
In this chapter we describe our experiments and present empirical results of unsupervised
learning of human activity classes from three challenging, real-world datasets of human activity.
The chapter is split into two main sections, first we present results on learning human motion
behaviours from a six week deployment where the robot recorded only human trajectory data.
Secondly, we focus on more detailed 3D human body pose sequences and introduce two datasets
which contain such detections: 1) a popular activity dataset recorded using a static camera set-
up where 10 activity classes are scripted in advance. The human activities are scripted in
advance, but contains dynamic objects tracked in the scene; 2) a real-world dataset recorded
from the mobile robot over a period of one week observing in a university student common
room and kitchen area.
For human trajectories, we describe the experimental set-up, the filtering techniques used
to remove noisy observations and the implementation details of experiments. Given incomplete
trajectory observations, we show that the robot is able to learn a set of consistent and meaningful
behaviours and patterns using simple unsupervised clustering (k-means clustering). Then, given
a new observation, the robot is able to query the most similar motion pattern learned and
predict an occupancy grid of future discrete locations. This can enable the robot to assist in
a specific task by moving towards or away from the predicted locations depending upon the
task. For example during a long-term deployment, the robot’s behaviour was altered when an
observed trajectory was significantly different (based upon a distance threshold) to the learned
motion behaviours. The robot would then approach this detected person and request for them
to swipe their security badge. The experiments and results presented in this section appear
in [Duckworth et al., 2016b].
The two human body pose datasets allow the robot to learn more detailed human activity
behaviours using qualitative relations between each body joint locations and key objects in the
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environment. To do this, the robot uses more sophisticated learning methods, such as LSA
and LDA which are better suited to this task and improve upon the performance of simple
unsupervised clustering. The human activity dataset recorded from a mobile robot is manually
annotated by volunteers, and temporally segmented to produce a corpus of video clips each
with a single, labelled, human activity occurring. We present the experimental set-up and
implementation details of the experiments and show that the human activity classes learned
are consistent and align well with human annotated ground truth labels for both datasets. The
experiments and results presented in this section appear in [Duckworth et al., 2016a, 2017].
6.1 Learning Human Motion Patterns from Trajectories
Here we present results of learning consistent and meaningful human motion patterns from an
autonomous mobile robot’s partial human trajectory observations. First we introduce a dataset
of human trajectories and the techniques used to filter the incomplete and noisy observations.
There is no ground truth with respect to the purpose or intent of a trajectory, so our aim is to
evaluate the robot’s ability to predict a target area on the map plane which is used to predict
future trajectory poses. Then, details of the experimental procedure are given, including the
environment and static object locations, the qualitative spatial representations used, the graph
path and code words parameters, etc.
Given the lack of ground truth information, we evaluate our unsupervised qualitative rela-
tional framework in the following ways: 1) We first visualise the human trajectories which are
close to the learned k-mean cluster centres in order to qualitatively investigate the emergent mo-
tion patterns. This allows for post-processing and to map them to specific human behaviours.
2) Secondly, we assess the consistency of the classification and predicted target area for a new,
unseen, trajectory. We evaluate how well the system classifies a newly observed trajectory into
one of the unsupervised learned motion behaviours using the mean values of recall, precision
and F1-score after observing increasing percentages of new trajectories. 3) Finally, we show
the motion patterns learned can be used to predict the future target area of a trajectory on
the map plane and demonstrate how the performance of these predictions improves with the
quantity of observations available to the robot.
6.1.1 Human Trajectory Dataset
Data collection took place during a six week deployment at the UK offices of the G4S secu-
rity company, using a STRANDS Metralabs Scitos A5 mobile robot1. The robot followed a
pre-specified schedule during the deployment period which involved patrolling, stationary ob-
servation, and object search tasks during weekday working hours (Mon-Fri, 9am-5pm). It was
stationary at its charge station during weekends and public holidays. Whilst on its charge
1The dataset collected, along with meta-data such as maps and ROS messages, is available at:
http://doi.org/10.5518/34.
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station, the robot would perform tasks such as database backups and batch learning, which is
when the unsupervised human activity learning was performed. Whilst patrolling and perform-
ing observational tasks the robot detected and tracked human trajectory poses.
During the six week deployment the robot successfully observed and recorded just over
42, 000 human trajectories and each was stored as a sequence of 2D Cartesian poses in the
database, as a trajectory ROS message. Details of the trajectory filtering are given next, but
the key idea is to remove any trajectories that are considered as noise (which is not uncommon
with a laser based leg-detector). Recall, the laser sensor has a 180 degree field of view, however,
this was often occluded by obstacles in the environment and fast moving people were only
detected briefly. After filtering, the total number of human trajectories was reduced to 3, 981
with (mean) average length of 2.2m (median: 1.8m and range: 1m−6.5m). The short length
of trajectories is due to the fact that they are collected using an embedded, mobile robot with
limited sensors and this is in contrast to capturing the complete motion of a person in the
environment. For example a person could walk down the approximately 25m long corridor but
the sensor limitations restrict detecting these poses. The filtered dataset of trajectories can
be seen displayed overlaid onto the G4S metric map as in Figure 6.1. The direction of the
motion is highlighted by colouring the trajectory poses from blue to increased amounts of red.
Trajectory poses outside of the metric map boundaries are due to noisy sensor readings, and
are removed in the following analysis.
Obtaining ground truth information relating to the destination or purpose of each trajectory
would require the robot to either interrupt and ask the human about their intention, or the use
Figure 6.1: Human trajectories dataset consisting of 3,981 trajectories collected during a six
week monitoring of human office environment. Colour indicates the direction of motion, blue
to red.
106 CHAPTER 6. EXPERIMENTS: ACTIVITY CLASS LEARNING
of an elaborate motion-capture set-up where intent could be inferred from final destinations.
However, neither of these were feasible in our deployment due to the operational conditions
of the real-world office environment, and the invasive approach would ultimately disturb the
trajectories themselves. Instead, the robot collected observations passively and post-associated
learned common motion behaviours to meaningful activities afterwards, which is a further
requirement of the unsupervised framework.
The patrolled area was manually segmented into semantic SOMa office-like regions, each
with manually annotated key objects, such as desks, bookcases, printers, etc., which can be
seen overlaid onto the metric map in Figure 6.2. The deployment was spatially restricted
to predominantly observe one specific region during the first week, resulting in much higher
number of trajectories in this region in the first week compared to the following five weeks
(1, 232 trajectories in total in this region, 342 in the first week). For this reason we define this
region as the experimental region which is shown as the left-most semantic region with yellow
boundary in Figure 6.2. This region contained a number of employee desks, cabinets, bookcases
and tables, along with the robot docking station.
Figure 6.2: G4S metric map, overlaid with SOMa semantic regions (yellow and orange) and
object locations (brightly coloured blender models). The experimental region is the left-most
SOMa region.
Trajectory Filtering
The motivation for performing filtering on the human trajectories data obtained is the observed
discrepancy and variability in the sensor readings. For some sensor readings, it was clear that a
trajectory observation did not relate to a detected human in the robot’s field of view, but to a
static object such as a chair leg, table or large plant. False detections in certain locations were
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very common, caused by the obstacles being mis-detected by the implemented leg detector.
Our assumption with the filtering techniques is that static trajectory observations are either
noise from sensor discrepancies or they add no additional information about motion behaviours,
and in both cases we require methods to filter them out. Therefore, any trajectory with a
maximum displacement of less than 1m between the first and final pose is considered a stationary
object, noisy sensor reading, or not useful for learning motion patterns. Manual inspection of
a sub-set of the dataset suggests that some trajectories appear to move very quickly through
the map frame, that is, consecutive trajectory poses were far apart. Those trajectories with
a displacement per pose greater than a threshold were filtered out and considered as sensory
noise.
6.1.2 Implementation Details
The main components of learning motion patterns using unsupervised clustering comprises
of two phases: a training phase, and a real-time recognition (or classification) phase. The
implementation details of these phases are presented next.
An implementation detail of the Bayes People tracker introduced in Section 3.3.2 is that it
groups a number of chronological trajectory poses together into small sub-sequences when it
detects a new person. A sub-sequence can be thought of as a buffer of 0.4s of a human detection
which is approximately 10 trajectory poses (given the 25Hz sampling rate). The trajectory
poses are then stored in the database along with these sub-sequence identifiers allowing for
post-analysis of the trajectories. We use these sub-sequence identifiers during the evaluation to
mimic the real-time system.
Training Phase
Given a single human trajectory T = [t1, t2, . . . ti, . . . ], where each ti is the detected trajectory
pose at timepoint i, with arbitrary number of total poses, the robot computes QSR relations
between each trajectory pose and the closest SOMa objects within the same region (in this case,
the closest 5 objects). Given the distribution of SOMa objects in the environment, this efficiently
captures a good spread of spatial relations throughout the environment without having to limit
the set of key objects in advance. For human trajectories we use a combination of QTC to
capture relative motion of the person and QDC for relative distance. The QDC thresholds used
are ∆ = [1, 2, 4, 8] metres, creating five semantic regions: touch [0-1m], near (1-2m], medium
(2-4m], far (4-8m] and ignore (>8m). These relations are computed in the 2D metric map
coordinate frame and for a complete trajectory, results in a sequence of QSR relations for each
trajectory-object pair (5 pairs in this case), of QTC-QDC relational pairs, per trajectory pose.
For each trajectory-object pair, the sequence of QSR values obtained are then converted into an
interval representation and interval graph g, first by compressing repeated relations, and second
by abstracting the temporal relationship between each pair of intervals using Allen’s Interval
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Algebra. All paths through the interval graph are extracted using a maximum path length of
three, i.e. η = 3, and restricting the relations to just one pair of entities, i.e. the trajectory and
a single object ρ = 1. This process creates a bag-of-qualitative-words d = {w1, w2, . . . } with
length equal to the number of graph paths extracted from the single trajectory observation.
This process is repeated for each of the M trajectories in the training dataset D. Then, a
discrete vocabulary is automatically generated as a code book VD = [w1, w2, . . . , wN ], by taking
the union of all the encoded bags-of-qualitative-words resulting in a set of unique graph paths
extracted from all interval graphs observed during the training phase; these are considered code
words. Each trajectory in the training set is then represented as an activity histogram h over
the code book with the frequency counts of each code word occurring in it. This process creates
an M ×N term-frequency matrix C representing the entire training dataset. The unsupervised
training phase is concluded with unit normalisation of the activity histograms and clustering
into k N−dimensional clusters, using the k-means algorithm introduced in Section 5.2.1. Once
converged, the algorithm produces a model, Θ, with a set of means [µ1,µ2, . . . ,µk], where each
µi represents a cluster centroid in the code book space which is considered to represent a typical
motion behaviour or pattern present in the training data. We determine the value of k in each
training phase using the Silhouette Coefficient (SC).
Recognition Phase
For a newly detected trajectory, the aim is two fold: 1) to recognise the motion behaviour as
quickly as possible by accumulating trajectory poses and continually comparing to the pre-
viously learned clustering model, Θ, in order to continually predict its most similar motion
behaviour. 2) Using this recognised motion behaviour to predict a target area on the map plane
in order to make a prediction about where the person might be going. We evaluate the target
predicted area for the incremental sub-sequences of poses by comparing it with the trajectory’s
future poses, that are not yet observed. In both cases, the classification process is real-time
and bound by the availability of new trajectory poses. The idea is that the robot can generalise
even the shortest trajectories and make a prediction of future motion, and that this prediction
improves as more of the trajectory is observed.
Classification: Once the clustering model Θ is trained and a new trajectory is being ob-
served, the trajectory poses are available incrementally (split by their sub-sequences) for the
duration of time the human is within sensor range. Given the first sub-sequence, ≈10 poses,
it is encoded using the same steps to obtain a qualitative representation and an interval graph
then as an activity histogram over the code book. The histogram is unit-normalised and clas-
sified into its closest cluster centroid based upon Euclidean distance. This allows the robot
to abstract the first sub-sequence of poses in order to make an initial classification of what
behaviour is being observed using only the initial 0.4 seconds of a new trajectory. The classi-
fication processes is then repeated for each new sub-sequence of poses, increasing the length of
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the trajectory each time more poses are available.
Prediction: Let Li be the set of trajectories that are assigned to the i
th cluster based upon
Euclidean distance. We then interpret the ith cluster centre µi as the mean histogram of Li,
i.e. for each activity histogram of a trajectory in Li, µi represents the ‘influence’ of each code
word in the ith learned motion behaviour. When a new trajectory is observed and classified
into the ith motion, we use the cluster centre values in µi to extrapolate the trajectory and
make a prediction of what qualitative code words we predict to observe in the near future
under that specific motion behaviour. The predicted qualitative code words present in µi are
each applied onto the metric map plane using the (x, y) coordinates of the key object and the
QDC relations that hold in the code words. This results in aggregating the relations over the
set of objects creating a probabilistic target area in the 2D map plane. In practice, this is
achieved by maintaining an occupancy grid Yi for each of the k learned cluster centres. The
predicted target area is then defined as the most likely occupied region of cells in the grid
under a particular motion behaviour, e.g. the target area is predicted from occupancy grid Yi,
corresponding to the ith centroid µi. Since we have a lack of knowledge of the person’s future
movements, we use the occupancy grid to assign a probability of the likely outcomes onto the
map plane. An example occupancy grid, Yi, is shown in Figure 6.3, where the probability
scale is shown from yellow to red. A ground truth human trajectory is shown in white, and
the initial sub-sequence of poses are shown in green. This is the initial sub-sequence of poses
which generated the classification into a specific cluster i, generating the target area prediction
from the ith occupancy grid Yi.
In summary, the training and classification framework presented allows the mobile robot to
qualitatively predict human movements within the region of space it is observing. It can make
a decision on which are the most likely qualitative relations a human will achieve with respect
to key objects, updating this decision given increasing number of trajectory poses. The QSR
relations that represent a motion behaviour are projected onto the map plane so the robot can
either approach the predicted target area to intercept the person, or move away, depending
upon the setting.
6.1.3 Results and Discussion
This section contains experimental set-up and results for three experiments. However, we
first present an illustration of the learned model Θ, that is, by visually inspecting the human
trajectories that are assigned to three of the k learned motion patterns. These trajectories can
be seen in Figure 6.4. It can be seen that the trajectories assigned to these three clusters express
specific motion patterns which we associate to human behaviours or intents. For example, the
trajectories in the left most image can be interpreted as movements of one specific employee who
was present throughout the entire deployment, and whose desk is situated at the source of the
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Figure 6.3: Occupancy grid and predicted target area (yellow-red) from one learned motion
behaviour. A single human trajectory ground truth is overlaid in white, the first sub-sequence
of trajectory poses are shown in green which are used to recognise and predict the target area.
Best viewed in colour.
trajectories in this image. It shows that this employee commonly walks from behind their desk
towards the door (shown in yellow), and the robot learns this as a common motion behaviour
relative to the objects in the environment. The centre and right images show common motions
towards (right image) and away from (centre image) the collection of desks in the right hand
corner of the region. These common motion patterns can also be interpreted as behaviours,
such as employees walking towards and away from their desks. These motion patterns enhance
our mobile robot’s knowledge of what human behaviours commonly occur in the region and
each can be translated into a navigation behaviour or specific task.
Experiment A1: Classification Time
In the first experiment, we investigate real-time classification time and consistency in order to
evaluate how well the system can classify a newly observed trajectory into one of the learned
motion patterns using the learned model Θ. This is performed using 6-fold cross-validation
where each fold is a calendar week of collected data and SC is used to learn the best number
of clusters k on each fold. The classification process is performed using both QDC and QTC
calculi merged together, and also when using only QDC relations. (QTC was not used alone
because the QDC relations are needed to compute the predicted target area via the occupancy
grid.)
For each trajectory in the test set the formulation steps are repeated to obtain an activity
histogram for the first sub-sequence of trajectory poses. This is unit normalised and classified
into its closest cluster centre i′ and compared against the classification result i obtained when
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Figure 6.4: Qualitative clustering results: visualising human trajectories assigned to three
learned motion behaviours, the direction of motion is shown red to green. The doorway is
showed in yellow. Best viewed in colour.
the entire trajectory is used to encode the activity histogram i.e. where all future ground truth
poses are used.
Results
The results of the first analysis are presented in Figure 6.5. The graphs show all metrics are
marginally higher for the combination of the two calculi as opposed to using just QDC relations.
It can also be seen from the graphs that once 20% of a trajectory is observed, the system has
recall ≈ 0.7 (precision ≈ F1 ≈ 0.7), which demonstrates that even when only a very small
section of a trajectory is observed the system is able to perform well. The metrics remain more
or less at these values between 20− 40% of observed trajectory, which implies the trajectory is
already somewhat abstracted and these extra poses do not improve the classification further.
From 40% and above the metrics gradually increase until all the sub-sequences are observed.
To compare the two classifiers which use different calculi, QDC+QTC compared to QDC,
we are interested in comparing the number of correctly classified sub-sequence instances (true
positives (TP)) with the incorrectly classified instances (false positives (FP)), i.e. when the
classification using a sub-sequence of poses matches the classification using the entire ground
truth trajectory. There are a total of 9, 074 classifications in total across all trajectories. A 2x2
contingency table is presented in Table 6.1, where Test 1 is the classifier based on combined
calculi (QDC and QTC) and Test 2 is the classifier based on QDC only relations.
We perform a McNemar’s significance test with null hypothesis that the two classifiers have
the same probability of predicting a correctly classified instance. Using a two-tailed test and
a significance level (alpha) of 0.05, we achieve a Z statistic of 6.7, and therefore reject the
null hypothesis. This means that the marginal proportions are significantly different from each
other and validating our initial belief that QTC complements QDC very well. i.e. QDC provides
qualitative knowledge about relative distances of the trajectories to objects in the region, whilst
QTC provides qualitative knowledge about the relative direction of motion.
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Figure 6.5: Experiment 1: Recall, precision and F1-score presented for the prediction of the
correct motion behaviour of a newly observed trajectory, after obtaining a percentage of its
poses.
Test 2 TP Test 2 FP Total
Test 1 TP 5498 1640 7138
Test 1 FP 1278 658 1936
Total 6776 2298 9074
Table 6.1: Experiment 1: Contingency table comparing two classifiers, Test 1 uses QTC and
QDC calculi combined whereas Test 2 only uses QDC. A TP is scored when a motion pattern
classification given a sub-sequence of the trajectory correctly matches the classified motion
pattern when the entire trajectory is observed.
Experiment A2: Predicting Target Areas
In our second experiment, we use the test set sub-sequence trajectories to evaluate how well the
classification of the learned model Θ predicts a target area for future poses. Here, a previously
unseen trajectory is assigned to its closest cluster centroid, e.g. µi and a predicted area is
calculated on the metric map using the ith occupancy grid Yi. An occupancy likelihood score is
calculated by taking the (mean) average of the cells that correspond to the (x, y) coordinates
of the entire trajectory, i.e. using the future trajectory poses. We then check if the likelihood
score generated using the classified motion pattern µi is greater than (or equal to) the likelihood
calculated using any other learned motion pattern µj for all µj ∈ Θ\{µi}.
Results
The results of our second experiment are presented in Table 6.2. Note that the optimal value
for k, calculated using SC, changes between the different training sets and is presented in the
table. The average scores of recall 0.53 (precision 0.67 and F1 of 0.55) demonstrate that, for
more than half of new trajectories, the predicted target area generates the highest likelihood
score when compared to the other learned motion behaviours. Given the challenging nature
of the data (as will be proved later) these results show good performance. This implies that
our unsupervised qualitative learning k-means framework is able to express the human motion
patterns that emerge in the environment and predict reasonably well the expected future lo-
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cations of trajectories using the generated occupancy grids. Results of the same classification
task using Random and ZeroR classifiers are also presented as a baseline.
cv-fold k recall precision F1
week 0 (342) 13 0.48 0.59 0.48
week 1 (169) 9 0.56 0.80 0.62
week 2 (196) 12 0.48 0.65 0.51
week 3 (104) 10 0.63 0.75 0.67
week 4 (205) 11 0.53 0.53 0.52
week 5 (216) 11 0.48 0.67 0.51
Avg: 11 0.53 0.67 0.55
Random: – 0.08 0.10 0.08
ZeroR: – 0.21 0.04 0.07
Table 6.2: Experiment 2: Testing the maximum occupancy likelihood score (of all k motion
behaviours in Θ), against the classified motion for trajectories in the test set.
Furthermore, the average recall of the system increases to 70% (precision 0.80 and F1 =
0.72) if we consider the highest two occupancy likelihood scores. This is particularly relevant
because the predicted target area, given by the occupancy grid Yi, is computed using QDC
relations only. However two occupancy grids could appear similar, when their underlying motion
behaviour differs due to different QTC relations. For example the two motion behaviours, centre
and right, in Figure 6.4 are overlapping with respect to qualitative distance relations to key
objects (QDC) only, but are qualitatively different when considering the direction of motion
relations (QTC) as they have opposite directions.
Experiment A3: Increasing Trajectory Data
Finally, we investigate the effect of adding additional training data into the system. This
aims to mimic a live deployed robotic system as it accumulates training data over a long term
deployment, i.e. the ability to predict target areas for new trajectories should improve with
more training data. Here, we use the six weeks of data and use the final week as a constant test
set to evaluate. We repeat Experiment A2 using the first five weeks of trajectories incrementally
added into the training set, repeating the learning process five times in total.
Results
Table 6.3 presents the results of the prediction task, replicating a live deployment setting. We
repeat Experiment A2 with accumulated training data over the first five weeks testing on the
sixth, allowing k to vary for each training phase separately. The results show that as more
training data is acquired and more human trajectories are represented qualitatively, the system
is better able to classify new trajectories into its learned motion behaviours. This is further
emphasised considering Week 0 contained more trajectories than any of the other five weeks.
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Training Weeks (M) k recall precision F1
week 0 (342) 9 0.24 0.72 0.29
weeks 0-1 (511) 12 0.43 0.54 0.44
weeks 0-2 (707) 12 0.43 0.56 0.43
weeks 0-3 (811) 10 0.43 0.71 0.49
weeks 0-4 (1016) 14 0.48 0.63 0.53
Avg: 11 0.40 0.63 0.44
Random: – 0.08 0.10 0.08
Table 6.3: Experiment 3: Maximum occupancy likelihood score (testing all k motion models
Θ) matching the classified motion, using cumulative training data.
Literature Comparison
We aim to validate the results presented in this section obtained from our qualitative framework
for learning motion behaviours. A comparison to the popular quantitative approach presented
in the literature [Bennewitz et al., 2002] is proposed using their Expectation Maximisation
(EM) framework to predict human motion patterns from mobile robot trajectory observations.
The goals of their work overlap with our main objectives. They present an algorithm that
“learns collections of typical trajectories that characterize a person’s motion patterns.“ It fits a
Gaussian Mixture Model (GMMs) over the exact (x, y) locations of human trajectories of equal
length.
One practical difference between the trajectory observations in their work is that they use
a multi-robot set-up to obtain near-complete trajectories from a source to a sink location. This
results in many trajectories, all of (qualitatively) similar length through the environment. To
replicate this, our training dataset of noisy, partially observed trajectories are extrapolated to
the maximum trajectory length in order to fit the GMM. This was performed, for trajectories
with length less that the maximum, by repeating the final trajectory pose; simulating the person
was detected stood still at the sink location. In our dataset, the maximum number of poses is
420, equivalent to roughly 16 seconds of observation in the robot’s field of view.
The published EM algorithm was unable to successfully converge when using our trajectory
observations, possibly due to the noisy nature of the data, or the extrapolation. We repeated the
experiment using a subset of the training dataset of 1, 232 instances from the experimental region
only. The EM algorithm failed to converge in reasonable time when initialised with a sensible
starting number of Gaussian Mixtures. The iterative procedure continued to add a motion
pattern to the model due to low data likelihood, then remove one, due to low motion pattern
utility which tests each motion in turn and indicates where a similar motion pattern exists and
they are duplicates. This comparison with a popular technique in the literature highlights the
difficulties in scalability of quantitative approaches and the challenges of clustering real-world
trajectory data in an unsupervised setting and learning coherent motion behaviours.
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Summary
Our training and classification framework presented in this section allows a mobile robot to
learn a set of motion patterns from incomplete and partial trajectory observations, and use
them to predict future human movements. It characterises human motion behaviours and is
sensitive to key objects in the region, whilst being invariant to exact metric positions. This is
a challenging task given a real-world deployed mobile robot is not able to perceive complete
human trajectories from their source locations and is compounded when the robot is required to
make real-time predictions about a human’s future movements using only the initially observed
trajectory poses.
We showed that QDC and QTC calculi complement each other well for the task of learning
human motion behaviours in an indoor environment, and provide different modalities of quali-
tative information about the motions. We demonstrated that the robot is capable of predicting
the likely area to be occupied of a newly observed trajectory. That is, the robot can make a
prediction on what are the most likely qualitative relations a human will achieve with respect to
key reference objects, continually updating this decision whilst more trajectory poses become
available. These relations are projected onto the 2D map plane so the robot can either approach
the target area to intercept the person, or move away, depending upon the setting. Finally, it
is shown that the performance increases as it accumulates more training observations, but is
restricted to running in a batch manner, i.e. recomputing the cluster centroids each time.
In the next section we introduce a more detailed human body pose dataset. This requires
the use of more sophisticated learning methods in order to learn more detailed human activity
classes equivalent to distributions over the discrete vocabulary, and where each observation is
represented as a mixture over the classes.
6.2 Learning Activities from 3D Body Pose Sequences
Given more detailed human body pose observations, it is possible for the robot to learn common
patterns and behaviours corresponding not only to human motion on the 2D map plane, but to
patterns of body joint movements in 3D space with respect to key objects in the environment.
This allows the robot to learn human activities at a more fine granularity to those restricted
to the map plane. Understanding human activity at different granularities can aid the robot in
understanding how space is used and can drive particular robot behaviour such as exploration
or human-robot interaction. A likely future goal could be for the robot to share or help the
human towards a common goal in a newly learned activity.
In this section, we introduce two human pose datasets consisting of RGBD images and
human body pose estimates: 1) The first dataset we use is a publicly available and popular
dataset from the literature consisting of 10 scripted daily living-type activity classes recorded
from a static camera location. Each activity class is repeated ≈ 12 times by four volunteers
and annotated with a corresponding ground truth class label. Many videos contain real-time
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object detections at each timepoint and correspond to dynamic objects in the scene which
allows us to test our qualitative framework using dynamic object locations as well as static
ones. However, this dataset is performed by volunteer actors where a single staged activity is
performed repeatedly in front of a static camera with fixed view point to obtain the clearest
possible human pose estimates. 2) Secondly, we present a dataset observed and recorded from
a mobile robot observing an unstructured, real-world university common room and kitchen
area over a one week duration. In contrast to the first dataset, this is not scripted in advance
and recorded humans perform activities in real life situations. It contains a variety of human
activities observed from multiple viewpoints, for example, heating food, preparing hot drinks,
using a multi-function printer, throwing trash and washing up. This dataset also consists of
the map frame locations of key objects in the environment learned by performing 3D sweeps
and segmenting out object clusters.
First we present the details of each dataset and then describe the implementation details
used to compute activity histograms and a term-frequency matrix. We show that sophisticated
unsupervised learning methods, such as LSA and LDA can learn consistent activity classes
from both datasets when compared to the human-annotated ground truth labels, and that the
performance of LSA and LDA is superior to simple clustering approaches in this more high
dimensional and complex setting.
6.2.1 Cornell Activities for Daily Living Dataset
We introduce a popular and freely available human activities dataset consisting of activities
for daily living from Cornell University as a benchmark to evaluate our unsupervised learning
framework [Sung et al., 2014]. This dataset consists of 124 RGBD videos, acted out by four
actors, where each performs one of 10 high level activity classes in each video clip, resulting in
124 short video sequences. The activity classes are predefined as: arranging objects, cleaning
objects, having a meal, making cereal, microwaving food, picking objects, stacking objects, taking
food, taking medicine and unstacking objects.
The dataset has a hierarchical structure and each of the high level activity classes is com-
prised of multiple lower level activities, such as: pouring, eating, opening, placing, reaching,
moving, cleaning, drinking and closing. The occurrence of these overlap within the 10 high
level activities, which provides some intra-class similarities. The activities are performed facing
a fixed camera, with little or no background clutter and with the subject in the centre of the
frame. Each high level activity is repeated three times per actor (four times for making cereal),
creating 124 high level activity instances.
Example images from the dataset are shown in Figure 6.6, where the bottom row images
show an example of the “making cereal” activity class where the minimum bounding rectangles
(MBR) for the tracked objects are overlaid along with a sub-set of the human body pose
estimate (as red points and green lines) onto the RGB image. The Cornell Activity Dataset
provides skeleton pose estimates consisting of 15 joints positions along with auto and ground
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truth object detections and tracks. A key challenge in this dataset is that certain key objects
in the environment are dynamic and tracked during the observation resulting in a sequence of
(x, y, z) object poses (one per timepoint). The objects are not always at the same exact location
across multiple videos, but each object detected is semantically tagged with an object class,
such as, “microwave” or “cereal box” which allows us to encode the abstract object type into
our qualitative representation.
This publicly available dataset is considered one of the largest and more challenging vision
datasets of humans activities in recent literature. It contains real-world activities that occur
in one’s daily life and are considered useful for a robot to learn about. Further, the human
body poses are estimated using OpenNi which struggles with body joint occlusions, even with
reaching or placing activities. However, it is not considered complex compared against a robot’s
‘in-the-wild‘ human observations. The activity classes are clearly defined, scripted and acted
with slow body joint movements. It has very balanced activity classes in terms of the number
of instances within each classes; ≈ 12 repeats of each. Also, the videos are perfectly temporally
localised focusing only on a single activity instance. Finally, there is high inter-class similarity,
Figure 6.6: Example images taken video clips in the Cornell Activities for Daily Living
(CAD120) Dataset [Sung et al., 2014]. Bottom row represents three images of “making ce-
real” activity class where the human pose estimate and object detections are overlaid. Best
viewed in colour.
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Figure 6.7: Human Activity Dataset environmental set-up and autonomously learned object
locations. (left:) 3D object clusters extracted from fused point clouds, overlaid onto the metric
map. (right:) sub-set of object clusters selected using analysis of trajectories. The axes refer
to the metric map frame relative to the map origin.
i.e. the repeated activities are performed by 4 participants usually in a very similar visual
manner; although one participant is left handed.
The rationale for including analysis on this fixed camera staged dataset, is that it provides a
known set of activity classes at a particular activity granularity in order to test the qualitative
framework presented in the thesis. Further, the availability of dynamic object tracks also
provides an interesting extension to using static objects learned from a mobile robot.
6.2.2 Leeds Human Body Pose Dataset
Here we introduce a real-world human observation dataset captured by a Metralabs Scitos
A5 mobile robot deployed in a natural human-populated environment. The human body pose
dataset is captured by observing members of staff and students performing every day activities in
the kitchen and student common areas mapped by the robot. No restrictions are placed upon the
observations or activities that occur in the environment, meaning that the robot observes many
partial, incomplete, and fast-paced interactions between people and objects, where body poses
are challenging to estimate. The dataset also provides many difficult variations due to lighting,
various viewpoints and many occlusions, usually from multiple people in the environment at the
same time. The dataset collected, along with meta-data and software repository, is available
at: http://doi.org/10.5518/86.
Objects: The robot first performs a 3D metric sweep of a university kitchen and student
room in order to generate a registered 3D point-cloud of the target environment as described
in Section 3.2.3. The robot extracts a set of key object clusters from this representation and
overlays them onto the metric maps. The object clusters learned using this process can be seen
as registered point cloud points in Figure 6.7 (left). A sub-set of objects are selected using
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the analysis of human trajectories, i.e. where people stop and what locations their body joints
interact with. This resulted in a set of 41 key object locations shown in Figure 6.7 (right),
that somewhat correspond to locations of real-world objects, e.g. object ID 6 corresponds to
the trash bin, 21 to the paper towel dispenser, and 25 to part of the printer-copier machine.
The locations of the autonomously learned key objects are evaluated with respect to manually
specified objects that people interact with in [Alomari et al., 2017a]. This evaluation provides
a set of 12 manually specified key object locations encoded as SOMa objects and which we
can also use to compare our learning framework to determine how dependent it is on accurate
object positions. The manual objects include: shelves, microwave, water cooler, tea/coffee pot,
sink, kettle, fridge, paper tray, printer screen, paper towel dispenser and two waste bins and
can be seen in Figure 3.5.
Human Body Poses: The robot was tasked with patrolling pre-defined topological nodes
and observing the environment with various different viewpoints. Given a detected person in
the robot’s field of view, the camera records RGB images along with the estimated human
body pose as described in Section 3.3.2. The human body pose is estimated from the camera
image, first using the depth image (OpenNi2), then the RGB image post-process (CPM). Each
body joint position is then translated into the robot’s map coordinate frame of reference using
the localised position of the robot and the pan-tilt angle, i.e. where the camera is pointed.
Obtaining an accurate position of the body joints in the map frame relies on the robot being
well localised within the map. The visual SLAM algorithm is not always accurate when the
robot is moving, so we restrict the human observations to when the robot is static.
The dataset was collected over the period of one week. The robot’s schedule randomly
selects between the set of topological waypoints to visit and observes the environment. The
robot observed 287 individuals during the process and estimated a human body pose sequence
for each. These sequences contain arbitrary number of poses with high variance, with an average
(mean) number of 513 poses and standard deviation of 588 poses, indicating a very large spread,
representative of the nature of the observations. A selection of example detections can be seen
in Figure 6.8.
For the purpose of obtaining ground truth (GT) activity class labels for the human ob-
servations, each recorded sequence was manually inspected by volunteers. A set of common
and repeated activities present in the recordings was agreed upon and this defined the set of
activity classes annotated. The activity granularity of the defined classes was somewhat limited
by the data available from the robotic vision component; in particular no object tracker was
available, and hand tracks are not always reliable, this means that activities involving small
objects or complex hand movements were undistinguishable by the visual component, and thus
only human activities involving static objects were used as ground truth labels.
The occurrences of each instance of each activity class within the observed videos was
temporally segmented by the volunteers, creating multiple shorter video sequences containing
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Figure 6.8: Example RGB images with human pose estimate overlaid obtained from the Leeds
Human Activity dataset recorded from a mobile robot. The bottom row shows instances of the
same activity class observed from multiple viewpoints. Best viewed in colour.
only a single activity class in each. Table 6.4 presents the list of the activity classes annotated,
along with the number instances in each class. A total of 493 individual activity class instances
were extracted, with 77 observations containing no activity classes. These sequences are much
shorter, with average (mean) number of 137 poses and standard deviation of 191 poses, and
temporally focused on the activity instance taking place. We consider these sequences as each
containing a single interesting human activity, as defined and segmented by the volunteer
annotators.
It is these segmented clips which form the basis for the experiments in this section. As
anticipated, the dataset is highly unbalanced with respect to the number of instances of each
class observed, i.e. some activities were observed more frequently than others pertaining to
the fact these activities occur more often in the environment. Further, the durations of each
instance within a class can vary greatly also. That is, the dataset provides large inter and
intra-class variation. This is somewhat highlighted in the sample images in the bottom row
in Table 6.4; multiple different viewpoints of the same activity class are often detected. Here
the observed person is “using the printer interface”, recorded from three different locations.
Another key challenge when using this dataset is that many of the activity classes occur within
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Activity Class # Instances
Wash cup 82
Take object from fridge 81
Use the kettle 70
Throw trash in bin 65
Take paper towel 45
Take tea/coffee 35
Use printer interface 35
Use the water cooler 26
Take printout from tray 24
Microwave food 19
Opening double doors 11
No Activity Label (N/A) 77
Total 493 (570)
Table 6.4: Leeds Activity Dataset: Annotated activity class labels, with corresponding number
of instances segmented. “N/A” is a human observation with no activity occurring defined by
volunteer annotators. The “Total” is shown excluding and including (in brackets) the N/A
labelled videos.
a relatively small-spatial radius within the environment, meaning the activities are challenging
to temporally segment since they can often overlap within the observation. This is a major
challenge using real-world recorded human observations and where the activity granularity of
observations is not pre-defined.
Finally, note that 77 (out of all 287) observations/recording were deemed to contain none of
the above activity classes by the annotators, and given the label “NA”. This is a considerable
percentage of noisy observations and provides another major difficulty when no manual seg-
mentation or filtering of the data is provided. We propose an approach for handling this kind
of data obtained ‘in-the-wild’ in the next chapter.
Human Body Pose Filtering: To reduce the effect of both robot localisation errors and
body pose estimate errors in the camera frame, we implement a median filter applied to the
location of the estimated human body joints across the sequence of poses recorded [Jones et al.,
2001]. This helps to somewhat smooth the change in location of each body joint and has the
effect that a detected body joint cannot suddenly “jump” far away from its previous location
in space. The hypothesis is that if a body joint location moves too far over a small window of
frames it is a result of a robot localisation or pose estimation error. We used a window of 10
poses/frames in this case.
As an example of the filtering process, Figure 6.9 shows the x and y camera frame position
of a human body joint (the right hand) in a sequence of 200 detected body poses. That is,
the x (left) and y (right) camera frame coordinates of the estimated right hand location are
plotted over the sequence of poses from 0 to 200. The CPM estimates the body pose per
detected image separately and therefore does not attempt to smoothly track body joints across
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Figure 6.9: Example estimate human body joint pose filtered using a median filter with window
of 10 poses. (top:) original camera frame position of right hand body joint. (lower:) filtered
position of right hand body joint. Each axis is filtered separately: x (left), y (right).
consecutive frames like more sophisticated approaches. For this reason it can be seen that a
joint pose estimate is not always smooth across frames, i.e. an estimated body joint location,
such as the hand in this plot, can be detected to oscillate very quickly, which is unlikely to
represent the true pose of the body joint; detections such as these are assumed a result of a
pose estimate error. In order to smooth these estimates a median filter with window size of 10
poses is applied to each axis separately, and can be seen in the bottom row of Figure 6.9. We
can see that the filter removes some oscillating behaviour from the estimation, and smooths
the directional changes of the body joint poses. The window size was selected experimentally
in order to capture the actual body joint movements.
6.2.3 Implementation Details
Here we present the implementation details for applying our qualitative relational framework to
the two human body pose datasets in order to learn coherent human activity classes in an unsu-
pervised setting. We first present the common implementation details applied to both datasets,
such as, the qualitative representations and code word parameters which are common, ulti-
mately, leading to activity histograms computed for each observation and a two term-frequency
matrices (one per dataset). We then describe the specific details of each term-frequency ma-
trix, and finally discuss the specific parameters for the different unsupervised learning methods
implemented. In the next section we describe the experiment set-up and present the results for
both datasets.
For an observed and segmented video clip m in the dataset, it is first represented as a human
pose sequence Sm = [p1, . . . , pi, . . . pt] of length t, where each pi is the human body pose at
timepoint i and contains both the camera frame and map coordinate frame 3D position of 15
body joint locations, i.e. as 15 joint poses. Recall that no restrictions are placed upon t, it
is arbitrary and varies for each observation. Abstracting this sequence of body poses into a
qualitative representation is performed in a two stage process. First, the TPCC calculi is used
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to abstract the person’s relative body joint positions relative to the head-torso (origin-relatum)
2D line in the camera coordinate frame, i.e. in the image plane. Secondly, the QTC and QDC
calculi are used to abstract the person relative to the key objects in the map coordinate frame.
The details of both processes are given next.
Camera Frame QSR: Qualitative TPCC relations are calculated for each pose in the body
pose sequence by fixing the origin and relatum to the head and torso joint positions respectively
to generate a person’s “centre line” at each pose. The sequence of TPCC relations Qcam of
length t contains TPCC relations between the centre-line and the left/right hands and shoulders
joint positions. Other joints were omitted for efficiency and also because we assume their
movements do not contribute to the kinds of human activities in our two datasets. However,
they could obviously be added. This relates to 4 rows in an interval representation where each
row corresponds to TPCC relations holding between the centre-line and one of the selected
body joints.
Map Frame QSRs: To abstract the body joint locations in the map coordinate frame we
use a combined QDC and QTC calculi. Similar to the abstraction of human trajectories, QTC
captures relative motion and QDC captures relative distances of the poses to key objects;
however, unlike the trajectories, the poses relate to individual body joint movements not just
2D map plane detections. These QSRs are used to represent the relative movements of the
person’s left/right hand body joints and torso location, relative to the key objects. A sequence
of combined QDC and QTC pairs is produced, Qmap, of length t− 1 since QTC relies on pairs
of consecutive poses so the QDC value at t = 1 is removed to obtain t − 1 QSR pairs. QDC
thresholds are used and the specific values are given below for each dataset. However, by using
semantically meaningful QDC relations in the sequence Qmap, we do not encode intervals for
any timepoints where the QDC value is greater than the largest boundary; this is considered as a
QDC value of “ignore”. This has the effect of producing a sparse interval representation leading
to a more efficient process and ultimately, fewer discrete code words encoded per observation.
The QTC “quantisation factor” which relates to the minimum change in pairwise distance
between consecutive timepoints to accept a relational state change is set to 0.1 and a conceptual
neighbourhood is not used to insert unobserved relations (as this would add new timepoints
into the QTC sequence, but no corresponding QDC relation to form QTC-QDC pairs). For
each sequence Qcam and Qmap, we apply a median filter (window size of 10), which smooths
rapid flipping between relations. This is not uncommon when abstracting into a qualitative
representation, for example, pair-wise distances that exist on or close to a QDC boundary can
constantly flip between relations. The aim is to retain only those relational changes which form
intentional human body movements.
We create an interval representation and interval graph for each sequence separately and
extract all graph paths from both using graph path parameters ρ and η given per dataset below.
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Since the qualitative relations differ between the two sequences, we can merge the two collec-
tions of extracted graph paths together in order to create a single bag-of-qualitative-words to
represent the observation, i.e. d = {w1, w2, . . . }, where each wi is an observed discrete descrip-
tor (graph path) extracted from one of the two encoded interval graphs, and not necessarily
unique.
Cornell Activity Dataset: In each video sequence in the CAD120 dataset, the person is
situated near the centre of the camera frame, performing the activity and the objects were
situated close to the person. For this reason, the QDC relation thresholds used in this case
are ∆ = [0.15m, 0.4m, 0.8, 1.0m] creating five semantic regions which can be labelled as touch
[0-0.15m], near (0.15-0.4m], medium (0.4-8.0m], far (0.8-1.0m] and ignore (>1m). These were
experimentally chosen to distinguish the body pose movements in the simple set-up. Also
note, for the dynamic objects, the abstract object class is used as the object ID in the interval
representation and interval graph.
For each of the 124 training videos in the CAD120 dataset, a bag-of-qualitative-words, d,
is computed and the union of all these bags forms a code book vocabulary VD of unique code
words (graph paths). In this case, |VD| = 5, 520 unique code words using the graph path
parameter choices: ρ = 3 and η = 1. Finally, an activity histogram is computed for each video
and an M ×N term-frequency matrix is computed where M = 124 and N = 5520, with a total
of 29, 016 code words observed in total.
Leeds Activity Dataset: The video sequences recorded from the mobile robot are much
more varied and challenging. We evaluate the learning methods when using two sets of keys
objects. First, the set of 14 most interacted with key objects are obtained from the 3D sweeps
and trajectory analysis; these align reasonable well to real objects in the environment, and
they are not labelled with any prior semantic knowledge. Secondly, we evaluate using the set
of 12 manually specified key object locations as encoded as SOMa objects and described in
Section 6.2.2. This allows us to determine how important obtaining the exact location of key
objects is to our framework. QDC thresholds used in this case are ∆ = [0.25m, 0.5m, 1.0m] cre-
ating four semantic regions which can be labelled as touch [0-0.25m], near (0.25-0.5m], medium
(0.5-1.0m] and ignore (>1m). In our case, these were experimentally chosen to distinguish ac-
tivities in this more complex environment, however, it is possible to learn the threshold values
from observations in an unsupervised setting [Behera et al., 2012a].
Similarly to the CAD120 dataset, a bag-of-qualitative-words is computed for each of the
493 segmented video clips and a code book vocabulary VD is generated from the unique code
words using maximum path-length ρ = 4 and restricting the nodes on a path to encode at most
2 object pairs, i.e. η = 2. Here, using the 14 autonomously learned key objects, |VD| = 20, 637.
A low-pass filter removes code words from the vocabulary if they are not observed in at least 5
observations, reducing this very large vocabulary to a more manageable N = 2, 876. Similarly,
|VD| = 22, 829, reduced to 3, 594, for the case when using the set of manually defined SOMa key
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objects. An activity histogram is computed for each video (and each set of objects) resulting
in the M × N term-frequency matrix. We present results using the reduced term-frequency
matrices for all the learning methods in the next section.
6.2.4 Results and Discussion
In this section, we present experiments and empirical results to validate the qualitative, un-
supervised learning methodology for challenging human observations presented in this thesis.
We demonstrate this by applying our learning framework and experimental procedure to the
two human activity datasets described above. The structure of this section is as follows: first
we introduce the cluster metrics which we use to evaluate how coherent the learned classes of
human activity are compared to the ground truth labels, then we present the results of the
different unsupervised learning methods on both datasets. Our proposed unsupervised learning
methods are supplemented by a comparison to a commonly used supervised learning technique,
a Support Vector Machine (SVM) and the simple unsupervised clustering technique k-means.
Lastly, we discuss how we can interpret the learned topics and how they represent human
activities described over the discrete vocabulary.
Cluster Metrics
Unsupervised learning methods do not use the ground truth label assignments of any of the
training samples like supervised approaches do. This means it can be challenging, and not
always suitable, to map the learned classes directly to each ground truth class. In our case, after
the training phase, a sample can be represented as its closest cluster centroid (k-means), a linear
combination of latent concepts (LSA) or as a multinomial distribution over topics (LDA), and
so a many-to-many mapping can exist between the set of ground truth labels and the emergent
classes. This problem is especially pertinent when dealing with highly unbalanced classes in the
training data, which is indeed the case for the Leeds Activity dataset. Therefore, we provide
results using unsupervised clustering metrics where the aim is to test how coherent the emergent
classes are with respect to the ground truth labels, i.e. is a cluster composed of data points all
with the same ground truth label, or that all instances of the ground truth class are present
in the same emergent cluster. For this purpose we use two metrics, V -measure [Rosenberg
and Hirschberg, 2007] and (Normalised) Mutual Information (NMI) [Vinh et al., 2009]). Both
metrics provide a score of how closely two sets of labels match for the same set of data. We
use these to compare the ground truth labels (assigned by volunteers to each observation), to
the emergent class assignments from the learning process. If the assignment is multinomial, we
select the class with the highest probability for this experiment.
The V -Measure is a combination of the homogeneity and completeness clustering metrics,
given two sets of labels. Homogeneity evaluates whether the predicted clusters contain only
data points which are members of the same ground truth class; whereas completeness evaluates
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whether the member data points of a given ground truth class are all elements of the same
predicted cluster. Both values range from 0 to 1, with higher values desirable. The V -measure
is computed using: v-measure = 2[(homogeneity×completeness)/(homogeneity+completeness)].
The second popular metric for unsupervised learning is the Mutual Information (MI) score.
It can be computed with the following formula:
MI(U, V ) =
N∑
i=1
N∑
j=1
P (i, j)log
P (i, j)
P (i)P ′(j)
,
where, U and V are two lists of N labels, P (i) is the probability that a random sample oc-
curring in cluster Ui and is calculated using: P (i) = |Ui|/N. Similarly, P ′(j) is the probability
of a random sample occurring in cluster Vj and P (i, j) is the probability that a sample picked
at random falls into both classes Ui and Vj , i.e. the intersection |Ui ∩ Vj |/N . The Normalised
Mutual Information (NMI) is computed by normalising the MI by the entropy (the amount
of uncertainty) for each of the partitions in each list of labels. The equation is given in Ap-
pendix C.6. NMI can be thought of as a measure of how many bits are needed in order to store
predicted outcomes given that the true value is known and it provides a measure of similarity
of any two sets of class labels, where 0 indicates no mutual information and 1 indicates perfect
correlation.
Experiment B1: Learning Body Pose Activity Classes
Given an M ×N term-frequency matrix C representing one of the training datasets, we learn
activity classes and compare them to the ground truth annotated activity labels. We use the
three learning methods introduced in Chapter 3.
LSA: For Latent Semantic Analysis, first we apply the binary low-pass filter over the term-
frequency matrix to remove any code word that occurs in fewer than 5 observed activities.
Then the tf-idf weights are computed and applied to the term-document matrix in order to
perform the SVD decomposition on these new values weighted be their occurrence across the
entire corpus.
The SVD decomposition recovers the singular values in the diagonal eigenvalues matrix.
An example of the singular values extracted from the Cornell daily living dataset is plotted in
Figure 6.10, showing 124 singular values. Recall the rank of the term-frequency matrix C is
equal to at most the minimum dimension, min(M,N), i.e. 124. This decomposition is used to
highlight a suitable rank, r in order to compute a low-rank approximation to our original term-
frequency matrix C, and therefore the appropriate number of emergent concepts to learn. In
this example it can be seen that there are a small number of “large” singular values where each
could represents a latent concept present in the encoded matrix; this relatively small number
is expected given this dataset contains only 10 ground truth activity classes, although there
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could be multiple ways of performing the same activity. We threshold and use only the largest
singular values (the best threshold is shown as a green vertical line in Figure 6.10) and present
the cluster results for the first and most significant 10 latent concepts in the next section. For
the Leeds Activity dataset, 11 large singular values was found to be the optimal using this
method.
LDA: For Latent Dirichlet Allocation, we set the number of topic distributions to the values
chosen when using LSA, 10 and 11 for the CAD120 and Leeds Activity datasets respectively.
However, we propose a method to alter this number dynamically during an incremental learning
process in the next chapter. Recall that for each observation the generative LDA model samples
a topic proportions vector, θ, from a prior Dirichlet distribution, i.e. θ ∼ Dir(α) and simi-
larly, for each topic, samples a multinomial distribution over the code book φ from a Dirichlet
parametrised by β. Therefore to motivate the choices of α and β , we demonstrate three sam-
ples drawn from a 10-dimensional Dirichlet distribution parametrised by the hyperparameter
pi, which is arbitrarily set to six different values: 0.001, 0.01, 0.1, 1.0, 10 and 100 in order
to understand the samples drawn. The drawn multinomial samples are shown in Figure 6.11
where the value of pi increases from left to right.
The multinomial samples clearly show that when pi increases, the mixture proportions vector
θ is more uniform over the topics. This is important, since it is draws from the multinomial
distribution θ which define the topic assignment z tokens that specify which topics to sample
in order to obtain code words. Increasing the hyperparameter pi therefore means that topic
assignments drawn from θ are more likely to correspond to multiple topics and not all from a
single topic. Likewise, if pi is set very small, all assignments z would represent a single topic
and the observation would be assumed to be generated from code words sampled from only
Figure 6.10: Variance of singular values of the LSA decomposition on the CAD120 dataset,
encoded as a term-document matrix C in Experiment B1. The x-axis represents the singu-
lar values (components) ordered by their variance, to the maximum of rank(C). The chosen
threshold limit is shown as green vertical line.
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Figure 6.11: Example samples from a 10 dimensional symmetric Dirichlet distribution, drawn
from Dir(α) with hyperparameter pi = 0.001, 0.01, 0.1, 1.0, 10 and 100. As pi increases, the
simplex becomes more peaked and the multinomial distribution samples become more uniformly
distributed across the 10 dimensions.
a single topic. Although the videos in both datasets are temporally segmented, with a single
activity instance in each, we set the hyperparameters α, β to 0.5 and 0.03 respectively. This
means the θ distributions will allow for mixing of a small number of topics in each observation,
which is ideal since some activity classes are quite similar and have overlapping qualitative code
words. Modelling each observation in this way allows for the emergent topic distributions to
correspond to activities even when the observation contains code words highly probably across
multiple classes. Similarly, the code words sampled from the N-dimensional topic distribution
φ will be mixed since it is more suitable to represent each human activity class over a number
of discrete qualitative code words.
Upper and Lower Bounds: To add perspective to the human activity classes learned using
our proposed unsupervised framework, we present multiple comparison techniques. First, we
compare against the simple unsupervised clustering k-means algorithm, where the number of
clusters is set to the optimum number found for LSA. Due to variations in the initialisation
of the algorithm, the presented results are an average over 10 repeated runs, each initialised
randomly.
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Random Unsupervised Unsupervised Unsupervised Supervised
Metric clustering k-means LSA LDA SVM
V-measure 0.18 0.63 0.76 0.74 0.84
Homogeneity Score 0.18 0.69 0.75 0.72 0.84
Completeness Score 0.18 0.58 0.77 0.77 0.84
Mutual Information 0.41 1.33 1.72 1.66 1.93
Normalised MI 0.18 0.63 0.76 0.75 0.84
Accuracy 0.10 N/A N/A N/A 0.81
Table 6.5: Experiment B1 results for CAD120 dataset: Cluster metrics obtained comparing
the ground truth labels of 124 segmented video clips encoded using a qualitative framework,
against the learned, emergent human activity classes. The table shows methods of increasing
sophistication: unsupervised k-means clustering; low-rank approximate LSA; Generative LDA;
compared against random chance and a supervised SVM as an intuitive lower and upper bound
respectively.
Secondly, we propose a supervised learning technique as a hypothetical upper bound on
performance. We learn human activity classes using a supervised Support Vector Machine
(SVM) algorithm on the rows of the encoded training term-frequency matrix with corresponding
ground truth labels. The SVM is trained using 5-fold cross validation, with a linear kernel, and
where the code book is trained once across the whole dataset (as opposed to recomputing the
code book at each training fold, with the effect that a code word may not be observed in the
training but only in the test data.). The SVM fits high-dimensional decision boundaries between
the labelled training samples. This supervised technique has access to the ground truth labels
during the learning process and so we naturally expect its to out-perform the unsupervised
approaches. Finally, we present the results of random clustering as an average over 10 repeated
runs as a lower bound. We expect each of our proposed learning methods to perform better
than this.
Results: Cornell Activity Dataset
Results for Experiment B1 applied to the Cornell Activities for daily living dataset are presented
in Table 6.5. We present the cluster metrics for each of our three proposed unsupervised learning
methods, a random clustering baseline and a supervised SVM approach considered as a upper
limit in performance. For LSA specifically, after the low-pass filter is applied, the 124 × 5520
term-frequency matrix C is reduced in size to 124 × 958. Note that applying a low-pass filter
improves the results for the LSA, but for relatively small number of code words, it does not
improve the LDA therefore we present LDA results on the full term-frequency matrix. For
the case where a video is assigned a multinomial distribution, the highest value is taken as its
classified topic. The results clearly show that the more sophisticated learning methods, such
as LSA and LDA, are able to learn coherent clusters that correspond well to the ground truth
activity classes. Similarly, the supervised SVM performs slightly better, however it uses the
ground truth labels to compute its decision boundaries.
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All 124 videos have been classified and the unsupervised LDA results are further presented
using a confusion matrix of the emergent topic assignments vs the ground truth class labels
and is shown in Figure 6.12. The confusion matrix shows that when using the unsupervised
LDA, some activities such as making cereal, taking medicine, microwaving food, taking food and
cleaning objects are separated very well and all instances in the dataset are correctly classified
(except one microwave food). However, some activity classes are sometimes confused, such
as, stacking objects and unstacking objects, which is somewhat expected given the high visual
similarities between these activities. This means the topics b, e and g are likely to assign high
probabilities to a set of common code words, and that when a video in one of these classes
is represented as a mixture of topics, all three topics are relatively high; classifying the video
by selecting only the highest probable topic does not adequately demonstrate the mixture over
the topics and can negatively effect the attempted mapping between ground truth labels and
emergent topics.
Results: Leeds Activity Dataset
Experiment B1 results for the Leeds Activity dataset are presented using two different sets of key
objects. In Table 6.13a we present the results of the cluster metrics obtain when using each of
the learning methods after encoding the term-frequency matrix and using the 14 autonomously
learned key objects in the environment. The results for all learning methods (excluding random
clustering) are improved by using the low-pass filtered term-frequency matrix, hence we present
results using the (493 × 2, 876) matrix. For multinomial distributions, only the highest topic
proportion (> 0.3 probability threshold) is selected, where the “# classified” row specifies the
Figure 6.12: Experiment B1: Confusion Matrix for CAD120 dataset: ground truth activity
classed vs the 10 emergent LDA topic assignments. Normalised by ground truth labels.
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Random Unsupervised Unsupervised Unsupervised Supervised
Metric clustering k-means LSA LDA SVM
# classified 493 493 493 487 493
V-measure 0.05 0.30 0.68 0.63 0.71
Homogeneity Score 0.05 0.24 0.66 0.62 0.71
Completeness Score 0.05 0.39 0.70 0.63 0.71
Mutual Information 0.12 0.31 1.46 1.40 1.59
Normalised MI 0.05 0.54 0.68 0.63 0.71
Accuracy 0.12 N/A N/A N/A 0.78
(a) Experiment B1: Results for Leeds Activity dataset using autonomously learned key objects.
Random Unsupervised Unsupervised Unsupervised Supervised
Metric clustering k-means LSA LDA SVM
# classified 493 493 493 486 493
V-measure 0.05 0.41 0.65 0.71 0.73
Homogeneity Score 0.05 0.36 0.63 0.67 0.73
Completeness Score 0.05 0.47 0.66 0.74 0.73
Mutual Information 0.12 0.80 1.42 1.51 1.63
Normalised MI 0.05 0.41 0.64 0.71 0.73
Accuracy 0.12 N/A N/A N/A 0.80
(b) Experiment B1: Results for Leeds Activity dataset using SOMa annotated key objects.
Figure 6.13: Experiment B1 results for Leeds Activity dataset using different sets of key objects
in the environment: Cluster metrics obtained comparing the ground truth labels of 493 seg-
mented video clips, recorded from a mobile robot and encoded using a qualitative framework,
against the learned, emergent human activity classes. The table shows methods of increasing
sophistication: unsupervised k-means clustering; low-rank approximate LSA; Generative LDA;
compared against random chance and a supervised SVM as an intuitive lower and upper bound
respectively.
number of observations classified above this threshold. When the number classified is less
than 493, it means that some observations are not sufficiently considered as any specific topic,
meaning they were a mixture of many topics, each with low probability.
Similarly, we present results in Table 6.13b when using a set of 12 manually specified SOMa
objects in the environment. This results in a (493 × 3, 543) term-frequency matrix (after the
low-pass filter is applied). We can see here that manually specifying the key object locations
across the environment helps to obtain more coherent clusters of human activity with respect
to ground truth labels.
One hypothesis for this improvement is that given more accurate key object locations in an
environment, more rich qualitative representation between the human pose and the objects can
be encoded, leading to a higher code word frequency for the same video sequence (and a larger
code book). However, the slight improvement in results must be balanced against the extra
effort involved to manually locate key objects in new environments.
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Figure 6.14: Experiment B1: Confusion Matrix for Leeds Activity dataset: ground truth ac-
tivity classed vs the 11 emergent LDA topic assignments. (left:) Normalised by ground truth
labels. (right:) Normalised by topic assignment.
Our proposed learning methods, LSA and generative LDA, significantly out perform the
simple unsupervised k-means clustering algorithm and the uniform random assignment. Our in-
terpretation is that these methods better generalise observations than the more simple method,
since they consider qualitative features with similar meaning, i.e. identifying synonymy between
encoded dimensions, unlike the k-means algorithm. It is interesting to note that when using this
more challenging dataset, where the intra-class similarities are much higher that the CAD120
dataset, LDA outperforms LSA when using the SOMa annotated key objects. We believe this
is because the LDA model is able to model a mixture in the training samples better, so even
in training samples that are difficult to classify, the topic distributions are more representative.
Further, it can be seen that the supervised approach obtains 80% accuracy on this challenging
real-world dataset, and performs only slightly better than the unsupervised LDA method, when
evaluating how well coherent the emergent classes are to the ground truth; even though the
SVM has access to labelled training instances to create decision boundaries.
Figure 6.14 presents the classification results for the LDA results as a Confusion Matrix of
the ground truth activity labels vs the classified topic labels, both when using SOMa annotated
objects. Due to the highly unbalanced activity classes in terms of the number of instances of
each, we normalise these matrices by both ground truth labels (left) and by topic assignments
(right). From this presentation, we can interpret that the activity class washing up, is almost
entirely classified into Topic ID 10 (left), but also that Topic ID 8 and 9 consist of mainly
these ground truth videos (right). Topic k is a highly frequent topic that represents the human
activity, however, topics i and j may represent this activity being performed in a slightly
different visual way. This variety is less frequent, as only a small number of videos are classified
into i or j. Further, the large imbalance between the number of each activity class observed,
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causes some topics to contain multiple activity classes. For example, Topic g can be seen (left)
to classify three different activities, openning double door, using printer interface and taking
the printout. However, it can be seen (right) when normalising per topic, there are very few
instances of openning double door, and so the topic distribution is dominated by the remaining
two ground truth classes.
Interpreting the Learned Activities
One of the limitations highlighted regarding the use of unsupervised learning methods on high-
dimensional data is that they can often be difficult to interpret. We wish to investigate not
only how coherent the emergent activity classes are, by comparing them to the ground truth
labels as above, but also investigate what the learned distributions represent; how interpretable
are they. Here we present a closer look into the learned activity classes from the Leeds Activity
dataset. We show that for LSA and LDA learning methods used in Experiment B1, different
graphical techniques can be used to interpret the emergent concepts and topics.
LSA Given the encoded (493×3, 543) term-frequency matrix from the Leeds Activity dataset,
the LSA decomposition recovers the matrix singular values in the non-increasing diagonal matrix
Σ, which represents the weighting of each concept in the matrix. However, to interpret the
emergent concepts we are interested in the right singular vector V T , that specify the rotations
around each axis giving us the importance of each code word feature in the vocabulary for each
latent concept.
For the Leeds Activity and the recovered 11 concepts in Experiment B1, the (N×11) matrix
V T contains an assignment weight for each discrete code word for each of the latent concepts,
where N = |Vd| = 3, 543. Two of the right singular vectors from the decomposition are shown
plotted in Figure 6.15a. We consider these singular vectors as signatures that each represent a
learned human activity and present it as a linear combination over the code book vocabulary.
LDA Since LDA topic distributions are full probability distributions and do not contain
negative values, we can visualise multiple topics on a single Radar plot. Five multinomial
topic distributions, φ1, . . . ,φ5, learned from the generative LDA method in Experiment B1 are
plotted in Figure 6.15b over a reduced code book vocabulary of 45 code words. In a Radar
plot, the height of a line represents the probability of a specific code word in a topic represented
as coloured lines and the axes represent the ID of the code words. The plot is a method of
highlighting the specific code words which are common between learned topics and those that
are considered discriminatory for each human activity. Here, the most highly probable 10 code
words are taken from each of the 5 topic distributions (with 5 common code words meaning
45 axes). It can clearly be seen that the human activities represented by these topics overlap
with respect to some code words as expected. However, each topic also has high probabilities
for unique code words which are not common between classes, and considered discriminatory
features for those topics.
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(a) LSA decomposition showing two right singular vectors of length 3, 543, that represent the weighting
of each code word in the vocabulary on two latent concepts that represent two different human activities.
(b) Radar Plot showing 5 learned multinomial topic distributions. The hight of the line defines the
probability of the code word in the distribution. Only the highest probable code words in these topics
are displayed (over a subset of 45 highly probable code words). Best viewed in colour.
Figure 6.15: Experiment B1: Interpreting learned activity classes using LSA and LDA unsu-
pervised methods.
Discussion
The results presented in Experiment B1 demonstrate that a number of emergent activity classes
can be recovered from real-world, challenging human observations: first from a static camera
set-up with actors performing daily living activities with the presence of dynamic objects, and
secondly from a mobile robot observing an unstructured, human populated environment where
no restrictions were places on the kinds of activities or dynamic interactions observed. This
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mobile robot dataset contains many occlusions, plus difficult and fast-paced human-object inter-
actions. The dataset presents high intra-class variation, which is somewhat shown by multiple
viewpoints of the same activities taking place, requiring a view invariant qualitative encoding in
order to generalise observations and learn from multiple observations in the qualitative space,
instead of the quantitative space.
The results show that emergent topics are learned and that in the majority of observations,
the topics are coherent with human annotated ground truth labels. It can be seen that the
methods proposed significantly improve upon simple unsupervised clustering and achieve similar
performance to a supervised learning approach. This shows the qualitative framework used to
abstract the observations are somewhat viewpoint invariant and can handle large amounts of
noise and variation during the observational phase, and that unsupervised learning methods are
sophisticated enough to separate observations into coherent classes. One conclusion drawn from
the comparison of the results across the two datasets, is that LSA seems to perform better with
more simple human activity data, with fewer overlapping code words. Whereas LDA seems
to perform better when large inter-class similarities and intra-class differences exist. That is,
when the observations are taken from real-world and noisy human interactions, the generative
probabilistic method seems to be able to better learn patterns of human activity.
A key distinction between the CAD120 dataset and the Leeds Activity dataset is the presence
of dynamic objects tracked in the Cornell dataset. It is clear that the granularity of activities
learned from the Leeds Activity dataset could be more detailed if smaller, dynamic object
locations were available. Further, it could improve the activity learning process since more
discriminatory details about the observation could be encoded. For example, a person carrying
a cup is likely to perform a different activity than one carrying a piece of paper, however this is
not currently detectable by the robot. However, to add this into an embedded robotic system is
particularly challenging. For example, objects would need to be recognised and tracked across
images where a human body pose is also estimated. To best encode the human pose, the entire
person must be contained in the camera frame, whereas, to best detect objects, they should be
large and located centrally in the image. Therefore, sufficiently capturing the human pose and
dynamic objects at the same time is very challenging. In addition, semantic knowledge such as
the abstract object class could be applied to each detected objects. Web mining methods for
applying this semantic knowledge have been investigated in [Young et al., 2017], however, this
is out of the scope of this thesis.
6.3 Concluding Remarks
To summarise this chapter, we have shown that from multiple human observations in real-world
environments, it is possible to learn consistent and meaningful patterns of 2D trajectory motion
behaviours and more detailed 3D human body pose sequences using unsupervised learning
methods applied to our novel qualitative representation of human observations. The first part
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of the chapter focuses on learning human trajectory motion patterns and that once a model is
learned, the robot can predict regions on the map that are most likely to be occupied in the
future given a newly observed trajectory. The robot is able to make initial classifications in
order to make a prediction from just 0.4 seconds worth of observation, generalising very few
human trajectory poses. We also showed that the classification of new trajectories into motion
patterns improves with more training data available.
In the second half of this chapter we showed that using more detailed human body pose
information, multinomial topic distributions over a discrete vocabulary can be learned and
shown to align well with human annotated ground truth activity classes. Models of human
activities were learned with the presence of dynamic objects in a staged static camera set-up
dataset (CAD120), as well as using highly unstructured real-world environments with static
objects automatically learned from the robot. We demonstrated that when manually specified
key object locations are used, the qualitative approach is better able to capture the dynamic
behaviour of human movements. This can be expected, but relies on manual segmentation of
new environments. We presented a comparison between our proposed unsupervised methods to
a standard supervised SVM method in order to add a perspective to the learning performance.
It was shown that the performance of LSA and LDA in these settings is similar to the supervised
technique, however, interpreting the model learned is more challenging. Finally, an interesting
result was that LSA performs better than LDA when the human observations in the dataset
are more staged and more clear (CAD120 dataset), whereas LDA generalises noisy human pose
observation better, in the case of the Leeds Activity dataset when using manual object locations.
We have recorded two real-world human datasets recorded from a mobile robot: first a six
week human trajectories dataset and secondly, a one week human body pose dataset. These
are both available online for the community’s use, along with meta data regarding maps and
ROS message definitions.
The Leeds Activity dataset was recorded from an unstructured human environment, how-
ever, the analysis was not performed entirely “in-the-wild”. There remains several practical
considerations that limit the effectiveness of the framework in a lifelong robotic deployment
setting, such as, how to autonomously obtain human observations, how to deal with continuous
streams of video data and employ learning methods that are incremental and more efficient. In
the next chapter we discuss some of these issues and attempt to remove some of the assumptions
in order to allow for the learning framework to be deployed in a continuous, lifelong learning
setting.
Chapter 7
Experiments: Practical
Considerations for Lifelong
Learning
In this chapter we propose methods to address some of the remaining limitations and assump-
tions that impede the framework from being truly useful in a continuous, life-long learning
settings. Our aim is to build upon our qualitative relational framework introduced in the pre-
vious chapters and obtain a more general framework by addressing some of the difficulties and
considerations for real-world deployed mobile robots. The assumptions we challenge in this
chapter are as follows:
1. The recorded human pose sequences are temporally focussed around a single human ac-
tivity instance occurring, as opposed to multiple overlapping activities, or similarly, no
interesting activity occurring at all.
2. The robot has unlimited time and computing resource to learn human activity classes by
repeatedly performing a batch learning process over an ever increasing set of observations,
instead of using more efficient, incremental learning methods to build upon its knowledge
over long periods of time.
This chapter is spit into these sections, we briefly introduce the practical considerations to
address each of these assumptions and propose our approach, before describing an experimental
set-up and results used to validate our approach.
Continuous video streams This is the assumption that human observations recorded by
the robot consist of a consecutive sequence of images where the body pose of a single person
performing an activity can be estimated perfectly, i.e. a person enters the robot’s frame of
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view, performs a typical human activity in such a way to not occlude any body joints, and then
exits the camera frame. In practice, for robots deployed in real-world environments, this does
not occur often. The robot’s human observations often consist of people performing multiple
overlapping activity classes, or performing only part of an activity within the robot’s field of
view. Other observations may containing no interesting behaviour as the person might not
interact with anything in the environment and just walk past the robot.
Given a sequence of images recorded by the robot, it is not ideal or always possible for a
human to manually segment the interesting human activities occurring in the sequence. We
propose to use Latent Dirichlet Allocation applied to encoded activity histograms obtained
using our qualitative framework in order to handle these challenging sequences. We test the
hypothesis that LDA models each observation as a mixture of emergent topics, and therefore
assumes that multiple activities are occurring in each observation. This allows the robot to
learn coherent activity classes even when the video sequences are not temporally segmented into
perfect sequences focused on a single activity. In Section 7.1 we provide two experiments with
increasing degree of temporal segmentation applied to the recorded observations to demonstrate
that this approach works well.
Incremental learning Given an autonomous mobile robot operating for weeks or months
at a time, it is not efficient to repeatedly perform batch learning on an ever increasing set
of recorded videos, e.g. using techniques such as low-rank approximations (LSA) or Gibbs
Sampling (LDA). Therefore, we propose an incremental learning method that can update its
learned activity classes based upon only new observations and does not require re-computing for
previously analysed data. We propose to use a Variational Bayes (VB) approximation method
which aims to optimise a simplified, parametric distribution in order to fit the LDA model
posterior using mini batches of observations. Using this method, the robot can save memory by
not storing the exact quantitative recordings of previous observations and instead maintain a
much lower dimension distribution over the learned activity topics (and the topic distributions
themselves). We describe the VB approximate learning method and present an experiment to
compare to standard LDA using Gibbs Sampling in Section 7.2.
7.1 Learning from Continuous Video
Given an autonomous mobile robot operating over a long period of time, there would usually
not be the availability of a human annotator or a manual mechanism that replies on human
input for segmenting “interesting” sequences from the recorded videos. This means the robot
requires methods to learn human activity classes from video observations that are not tempo-
rally segmented, that is, where a single, perfect example of an activity does not occur in each
sequence. In this section we describe how the Latent Dirichlet Allocation generative framework
allows for each human observation to be modelled as a mixture of topics using the mixing pro-
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portions vector θ. In text mining literature, this is akin to learning the main topics or themes
of a corpus of documents, where each document can contain a mixture of words relating to
different topics. For example, a text document that discusses money involved in professional
sports might be considered as a mixture between mainly a sports topic and a finance topic,
where a mixing proportion vector θ estimates the proportion over all topic distributions. In
our setting, the topics relate to emergent human activity classes and therefore the proportions
vector describes the mixture of each activity class estimated from an encoded human observa-
tion, and where each activity class is represented as a distribution over the set of qualitative
code words. Assuming that each observation contains a mixture of topics is crucial and means
that the code words in a bag-of-qualitative-words representation can have been generated from
different topics allowing the robot to learn activity classes from video sequences that are not
manually temporally segmented, i.e. “in the wild”.
7.1.1 Implementation Details
In this section, we present two experiments which aim to highlight the probabilistic mixing prop-
erty of the LDA model, and describe why it makes the manual temporal segmentation of human
observations non-essential for the purpose of learning human activity classes. First we briefly
discuss the data capture process of the Leeds Activity dataset and then the implementation
details regarding the various methods in which the dataset was manually temporally segmented
in order to extract “interesting” human interactions. The three segmentation approaches are:
full temporal segmentation, where each activity class instance is segmented; no manual tem-
poral segmentation, i.e. entire recorded human body pose sequences; finally, the in-between
case, where manually segmented clips are concatenated back together to form sequences of
continuous activities for evaluation purposes. We discuss the details of this segmentation next.
Temporal Segmentation
The Leeds Activity dataset is described in 6.2.2, where human body pose sequences and RGB
images are recorded using OpenNi2 in real-time to detect the person in the robot’s field of view
and estimate the body pose. This process repeats for all the images the person is detected by
the robot resulting in a sequence of images and pose estimates recorded. Volunteers manually
segment the dataset into shorter video clips focussed around a single human performing an
activity. This steers the learning methods, shown in the previous chapter, towards representing
the repeated qualitative behaviours in these clips as the emergent activity classes. However,
when no temporal segmentation is applied there are many different interactions within the
video sequences that are repeated or common that were not considered “interesting” activities
by the annotators and therefore excluded from the segmented clips. For example, most of the
observations will contain code words that may relate to the human body pose when stood idle,
or walking. From the 293 human observations recorded in the dataset, 77 contained none of
140 CHAPTER 7. EXPERIMENTS: LIFELONG LEARNING CONSIDERATIONS
the ground truth activities (as annotated by volunteers), however they all contain a sequence of
estimated human body poses. This is a major challenge when using real-world, non-segmented
video sequences recorded “in-the-wild”.
Similarly, the repetition of activities in the dataset is one of the reasons the volunteers
annotated the sequences with a ground truth label, i.e. the set of labels derives from interesting
activities that were commonly repeated. However, other activity classes occur in the recorded
sequences but with lower frequency, e.g. there is one observation where a person is cutting a
birthday cake, however this is a rare human activity and therefore was not included in the list
of ground truth classes.
Figure 7.1: Demonstration of three different temporal segmentation methods applied to one
recorded video sequence containing three activities as annotated by volunteers. Best viewed in
colour.
Using an example, we illustrate the different temporal segmentation methods that are used
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in the following experiments.
– Figure 7.1(A) shows an example sequence of RGB images overlaid with human pose
estimates representing a recorded observation (comprising of 200 body poses/frames).
In this example, a person walks through a set of double doors, towards a printer-copier
machine, swipes their key card, collects a printout and walks away from the printer and
out the robot’s field of view. Nothing particularly unusual occurred in this video sequence.
– Figure 7.1(B) shows the volunteer annotators representation as a sequence of three ground
truth human activity instances occurring: first the person opens double doors, followed
by swipes key card, followed by takes printout. Each of these annotations includes the
temporal sequence of poses/frames where the activity occurs, and the activity class ground
truth label. Note there are often large temporal gaps between the annotated sequences,
where the volunteers believed no interesting activity is occurring. The excluded sequences,
marked with hashes in the image, are extremely difficult to handle for a learning framework
because any human behaviour, not restricted to the set of ground truth classes, could be
observed.
– Figure 7.1(C) demonstrates how each of these segmented video clips can be considered
as their own “document” in text mining terminology and each encoded as an activity
histogram over the vocabulary of qualitative code words. This is the segmentation process
used in Experiment B1 on the Leeds Activity dataset, resulting in 493 activity histograms
each with an associated ground truth activity class label.
– (D) highlights a method to test the hypothesis that LDA models a mixture of activities
occurring in each observation. Here, we use the same manual segmentation of the obser-
vations, but concatenate the segmented clips back together into a (possibly discontinuous)
sequence that excludes the surrounding frames (hashed). For example, a single activity
histogram is used to represent the three short sequences of segmented video originating in
the same recorded observation. We show in Experiment C1 that the emergent topic dis-
tributions relating to activity classes are indeed very similar when using the concatenated
sequences versus when using the temporally segmented video clips (as in Experiment B1).
– Finally, (E) demonstrates the most realistic and challenging case where no manual tem-
poral segmentation is applied to the recorded video sequences and thus the sequences
are much longer in duration, more noisy and include all surrounding frames that were
considered not interesting by the annotators. This translates into encoding much larger
interval graphs as both the number of qualitative relations with key objects increases and
the temporal duration of the sequences is longer. Learning human activity classes from
these sequences is very challenging and we consider this more representative of learning
human activities “in-the-wild”. In Experiment C2, we frame this as a multi-label problem,
since each of the recorded video sequences can contain an arbitrary number of annotated
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ground truth activities occurring (along with ground truth labels). We show that the
emergent topic distributions when using no temporal segmentation somewhat align with
the ground truth classes, although a one-to-one mapping is not expected due to the much
more varied video sequences.
7.1.2 Results and Discussion
Experiment C1: Segmented vs Concatenated Videos
This experiment is designed to evaluate the capability of our framework to learn coherent
human activity classes based upon video sequences that contain multiple activity instances
occurring, i.e. an experiment towards using recorded video with no manual segmentation. The
idea is to compare the emergent topic distributions when using the two different segmentation
methods. Figure 7.1(D) demonstrates the process by which manually segmented video clips
are concatenated back together to achieve a sequence containing multiple activity instances,
potentially from multiple activity classes and excluding the surrounding video frames that do
not contain “interesting” activities.
The Leeds Activity dataset consists of 287 recorded video sequences manually segmented into
493 annotated clips. We concatenate the clips back together into 210 concatenated sequences
(recall that 77 recorded sequences contained none of the ground truth activities). This results in
a set of 210 sequences that contain a (mean) average of 2.3 segmented clips per sequence (max
= 10), where each clip is associated to a ground truth annotated label, so each concatenated
sequence corresponds to multiple ground truth labels.
Figure 7.2: Experimental set-up comparing emergent topic distributions when using segmented
video clips (Experiment B1) versus using concatenated sequences containing multiple activity
instances.
In this experiment it is the same estimated human body pose sequences that are used
as in Experiment B1, however multiple activities are now present in each observation (activity
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histogram) and so we require the learning framework to be flexible and model each as a mixture
of classes. For this reason, we use LDA which estimates a topic mixing distribution vector θ,
sampled from a Dirichlet distribution, for each of the input activity histograms in the dataset.
This translates as assuming a multinomial distribution over the topics within each observation,
removing the requirement for manual temporal segmentation of observations into shorter clips
where only a single activity occurs.
We follow the same experimental procedure as in Experiment B1 and the goal here is to
compare the learned topic distributions obtained when using the two different segmentation
methods. That is, using the temporal segmented clips an (493× 3, 543) term-frequency matrix
C1 is computed (same as Experiment B1) then, using the concatenated sequences a (210×3, 436)
term-frequency matrix C2 is computed. The slight variation in the number of code words is
due to the low-pass filter, i.e. a code word must appear in a minimum of 5 activity histograms.
The experimental set-up is shown in Figure 7.2. The idea is to compare (Φ1,Θ1) with (Φ2,Θ2)
and evaluate the effects of the extra temporal segmentation applied to videos encoded in C1.
We do this by examining the Cosine Similarity between the two emergent topic distribution
matrices Φ1 and Φ2, that represents the difference of the angle between the (unit-normalised)
topic distributions, denoted by the vectors.
Results
In Figure 7.3 we present a Cosine Similarity matrix between the topic distributions learned using
the temporally segmented clips against those learned using the concatenated sequences. We use
the Munkres Hungarian algorithm [Munkres, 1957] in order to match the highest corresponding
topic distributions together, i.e. an assignment problem. We can see clearly that the learned
topic distributions are very similar, even though the input video sequences are segmented
differently, i.e. C2 is encoded using multiple activity classes in each observation. The strong
diagonal indicates a good one-to-one mapping between the two recovered topic distributions
and demonstrates that the framework presented is able to recover coherent topic distributions
representing human activity classes from the observations containing a mixture of activities.
The average Cosine similarity between the two assigned sets of topic distributions is 0.90.
This value drops to 0.56 when using the low-rank approximation method LSA to learn the emer-
gent concepts from the two term-frequency matrices. This demonstrates that the probabilistic,
generative LDA method is able to better handle human observations that contain a mixture
of activities occurring. This is a very desirable property as we move towards using continuous
video with no temporal segmentation applied.
Experiment C2: No Temporal Segmentation
This experiment is designed to evaluate the consistency of learned topic distributions with
respect to annotated ground truth activity labels when no manual temporal segmentation of
the recorded sequences is performed. That is, the robot encodes a bag-of-qualitative-words
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Figure 7.3: Experiment 7.1: Similarity matrix comparing the Cosine Similarity of two topic
distribution matrices Φ1 and Φ2, where Φ1 is learned from video clips that have been manually
temporally segmented encoded in a term-frequency matrix C1, and Φ2 from video sequences
containing multiple activity instances, i.e. the segmented videos concatenated back together
into discontinuous sequences encoded into C2.
and a corresponding activity histogram for each complete sequence of recorded human pose
estimates it observes whilst “in-the-wild”. This is a very challenging task, given the complex
dynamics of the environment the robot is required to observe. Figure 7.1(E) illustrates the
difference to the previous (manual) segmentation methods, where the sequences here contain
all the recorded poses.
All the recorded video sequences in the Leeds Activity dataset are used in this experiment,
i.e. M = 287, where 77 contain no activity class instance and the full length human pose
sequences contain many more interactions, e.g. people walking, standing, chatting. These
sequences are much longer with (mean) average: 513 poses and std of 588. They are more
varied and contain many human behaviours that were not repeated consistently throughout
the dataset, or were not considered “interesting” by the annotators, i.e. those hashed out in
Figure 7.1(B). Each sequence can correspond to multiple ground truth activity classes taking
place and therefore multiple activity instance labels.
Using the longer and more varied video sequences, there are many more unique code words
(graph paths) extracted from the interval graphs. Using the same experimental set-up as
Experiment C1 there are 48, 172 unique code words extracted from the observations in the
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dataset. In this setting, the code book is much larger and many of the code words represent
qualitative relations that are not consistently observed but which are present in at least one
observation. For this reason, we experiment using two different low-pass filters, one with the
standard filter size of 10 and a second larger filter of 15, resulting in two term-frequency matrices
a (287×6521) matrix C1 and a (287×4531) matrix C2 respectively. The term-frequency matrices
represent each observation as a histogram over the two different code books computed.
For the challenging reasons discussed, we do not expect the learned topic distributions to
match one-to-one to the ground truth labels. However, we present a mapping between the
learned topics and the annotated labels, which help us understand the consistent topics with
respect to the human activities taking place.
Results
Here no manual temporal segmentation was applied to the recorded video sequences and as a
result the observations are much longer and considerably more varied. For this reason, there
is not a one-to-one mapping present between the learned topic distributions and the annotated
activity class labels. To present the consistency, we sum the topic distributions corresponding
to each activity histogram which contain each annotated ground truth label (using a low-pass
filter > 0.5). This is represented as a matrix and shown in Figure 7.4, using C1 (left) and C2
(right).
Figure 7.4: Topic distributions learned using no temporal segmentation of video sequences
correlating to each annotated ground truth activity class.
We can clearly see (from both matrices) that some activities are not distinguishable from
each other, such as the two activity classes that both involve interacting with the printer-copier
machine. For brevity, we have removed the “opening double doors” activity class since it has
the fewest instances (11) and is not learned. It can be seen that using a smaller code book, the
146 CHAPTER 7. EXPERIMENTS: LIFELONG LEARNING CONSIDERATIONS
mapping between learned topics and ground truth activities is more clearly defined. Therefore,
we shall discuss the results specific to C2 (right) from here on. The correlation matrix shows
that the majority of the learned topic distributions (columns) correlate to a single or pair of
activity class labels (rows). For example topic a correlates highly with “take tea/coffee” and
likewise topic j to the activity class of “washing up”. Topics such as b relate to a mixture
of human activities such as “using kettle” and “taking paper towel”. This is intuitive, and
based upon the activities that are often observed together (both temporally and spatially), e.g.
washing and then drying a mug is a common pattern observed in the dataset when the videos
are not segmented.
However, some classes are being confused based upon their spatial arrangement in the
environment, for example, the microwave is roughly 30cm away from the water dispenser.
These objects are not commonly used together, however topic h contains a mixture of these
classes (plus “N/A”, and “use kettle”). From manual inspection, we see that people usually
stand waiting for the microwave and the water cooler in a similar manner, this is what this topic
distribution represents and it is unable to distinguish between the two ground truth activity
classes.
Initially, it is unclear what topic d or k relate to, since none of the observed video sequences
are classified as these topics above the threshold. However, from manual inspection it is clear
that both topics relate to behaviours which occur across many ground truth classes, but below
the required threshold. Our hypothesis is that these topics encode common code words that
relate to human behaviours exhibited throughout the dataset and not unique to any activity
class, such as standing or walking. Thus, the set of “interesting” human activities as defined
by annotators could be distinguished using 9 of the 11 topic distributions, if no temporal
segmentation is available.
Discussion
In this section, we have proposed LDA as a probabilistic, generative method that can learn
topic distributions representing human activities from non-temporally segmented video se-
quences. That is, removing the manual labour-intensive task of segmenting recorded videos
into sub-sequences where only “interesting” activities occur. Clearly, this means that more var-
ied observations are encoded in the term-frequency matrix and the learned topics do correspond
directly to the annotated labels.
To summarise the experimental results, we demonstrated that coherent activity classes can
be learned from segmented video clips in the previous chapter. This is expanded upon in
Experiment C1 where similar topic distributions can be learned when clips are concatenated
back together and multiple activities are encoded in each observation. This specifically high-
lights the mixing property of the probabilistic LDA framework, which estimates a topic mixing
proportion vector for each observation. The final experiment here demonstrated that activity
classes can be learned from continuous video streams where no manual temporal segmentation
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is applied and that these topic distributions are somewhat interpretable with respect to ground
truth activity classes, however, a direct one-to-one mapping is unattainable. The analysis of
continuous video, given no manual temporal segmentation, leads to the interesting question of
“what granularity of human activity constitutes an activity class”?
7.2 Continual Human Activity Learning
To truly integrate in real-world environments, mobile robots with collaborative or assistive
human-oriented tasks should be able to continuously learn about their environments and the
types of activities that take place in them. From an autonomous robot point of view, this
requires incremental learning methods. In this section, we propose a solution to continually
learn about human activities based upon incrementally updating the Latent Dirichlet Alloca-
tion posterior distribution using Variational Bayes inference (VB) [Hoffman et al., 2010]. This
technique was developed to analyse massive corpora containing millions of natural language text
documents where batch algorithms were too computationally expensive. It has been shown to
converge faster and be as accurate as Markov Chain Monte Carlo (MCMC) sampling meth-
ods [Asuncion et al., 2009], and therefore it is ideal for a lifelong learning situation where the
number of observations is unknown and could become intractable for batch methods, such as
Gibbs Sampling.
The key idea is to incrementally update the topic distribution estimates that represent
activity classes of human behaviour. For a new observation the process of updating the topic
model is threefold:
1. any new code words in the observations are first appended to the current vocabulary VD
and to the topic distributions Φ with zero probability,
2. a multinomial distribution over the current set of topics/activities for the new observation
is computed, θ, that represents the mixture of topics observed,
3. finally, the topic distributions over the vocabulary (Φ) are updated using this new obser-
vation, or mini-batch of observations.
This allows the robot to efficiently update its model of human activities using a single pass
over new observations, optimising both storage and computation complexity. Each observation
can therefore be maintained as a low-dimensional distribution over the set of topics considered
human activities.
7.2.1 Variational Inference for Approximate Activity Classes
The basic idea of variational inference is to formulate the computation of a marginal or con-
ditional probability in terms of an optimization problem. This, generally intractable problem,
is then “relaxed”, yielding a simplified optimization problem that depends on a number of
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free parameters, known as variational parameters. Solving for the variational parameters gives
an approximation to the conditional probabilities of interest, in our case, the conditional that
defines the LDA posterior.
The posterior distribution in the LDA model is intractable, and so in Section 5.4.1 we intro-
duced standard Collapsed Gibbs Sampling that is an approximate posterior inference technique
based upon MCMC sampling independently from the posterior. However, this requires sampling
from the entire training corpus meaning the training samples must all be analysed at once. A
second category of approximate inference techniques are optimisation approaches. The method
we propose to use here is Variational Bayes inference which optimises a simplified parametric
distribution based upon the Kullback-Leibler divergence to the posterior [Hoffman et al., 2010,
Blei et al.]. The online VB algorithm is provided in Appendix C.5. This technique iterates
between analysing a mini-batch of observations and updating dataset-wide parameters. This is
particularly relevant to fitting human activity topic models from an autonomous robot “in-the-
wild”, since it may obtain an intractable quantity of observations to perform standard MCMC
sampling approaches. Using this method, the robot can save memory by not storing the exact
quantitative observations and instead maintain a lower dimension distribution over the learned
topics (and the topic distributions themselves).
7.2.2 Experimental Results and Discussion
Experiment D1: Incremental Learning
Here we repeat Experiment B1 and learn human activity classes from the challenging Leeds
Activity dataset where the aim is to validate the use of the incremental VB learning method
presented above. The idea is to compare the activity classes obtained when using the more
efficient incremental approach, against the standard approach for fitting the LDA posterior
using Collapsed Gibbs Sampling which requires multiple passes over all the training samples in
order to converge on topic distributions. The same experimental set-up as Experiment B1 is
used, the 12 SOMa key objects are used and we encoded the activity histograms using the same
qualitative representation. This produced a (493×3, 594) term-frequency matrix C, where each
has an associated ground truth label from the set of 11 ground truth activity classes as assigned
by volunteers. So far, the same as Experiment B1.
Given the limited size of the dataset, we seed the activity model by learning topics using
Collapsed Gibbs Sampling [Gelman et al., 2014] on a batch of observations representing the
first of observations (day 1) (using α = 0.005 and β = 0.01). This equates to the first 146
observations. Then incrementally add new activity histograms using Variational Bayes with a
regular mini-batch size of 5 observations to allow for frequent updating of the topic distributions.
To pick the number of topic distributions, we employ a simple method that starts with the
number of key objects in the environment, i.e. 12 in this case, and increase by one each day
to allow new activities to be learned over time. We also remove any topic distribution that are
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not used sufficiently in order to maintain a reasonable number of topics.
Results
Table 7.1 presents results of our incremental, unsupervised concept extraction when compared
against ground truth classes. We use the most likely component in a mixture as a label since the
proportions vector is multinomial. The method converges to 13 emergent activity classes from
the real-world dataset with challenging unstructured behaviour, varying view points, lighting
conditions and occlusions. The results show the majority of the instances observed are suc-
cessfully clustered into consistent activity classes using both the VB algorithm and Collapsed
Gibbs Sampling. As an upper bound, we also show the V-measure results obtained when using
a supervised (linear) SVM (with 4-fold cv) which has access to the ground truth labels during
training; this marginally outperforms the unsupervised techniques, as it did in Experiment B1.
Standard Incremental Supervised
Metric LDA VB LDA SVM
# classified 486 493 493
V-measure 0.71 0.66 0.73
Homogeneity Score 0.67 0.63 0.73
Completeness Score 0.74 0.70 0.73
Mutual Information 1.51 1.42 1.63
Normalised MI 0.71 0.66 0.73
Accuracy N/A N/A 0.80
Table 7.1: Experiment D1: Comparison between the standard LDA model using Collapsed
Gibbs Sampling to fit the topic distributions versus the incremental approach using Variational
Bayes inference.
Sensitivity Analysis
The performance of the incremental LDA method was evaluated using the Dirichlet hyperpa-
rameters set to α = 1.5 and β = 0.65. In order to evaluate the effect of altering the Dirichlet
hyperparameters on the performance of the incremental LDA, we perform a sensitivity analysis
on α and β, the parameters that control the prior Dirichlet distributions applied to the sampled
per-histogram topic distributions and the topic distributions themselves respectively. This is
often referred to as “what-if” analysis, i.e. what would the performance of the incremental
learning be using different prior distribution hyperparameters α and β.
Figure 7.5 shows the evolution of the v − measure, a standard measure of how well the
observations have been clustered, over a grid of values for α (left) and β (right). The optimal
value of the other hyperparameter is used when performing this analysis, i.e. when altering α,
β is set to 0.65. We can see that values close to 1.5 are optimal for the hyperparameter affecting
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the per-activity-histogram topic distributions (α), the distribution over the number of topics.
This distribution has relatively small dimensionality and this value has the effect of sampling a
small number of the topics to represent each activity histogram observation. Values of β close
to 0.6 are optimal in this incremental learning setting for the hyperparameter affecting the
topic (or human activity) distributions defined over the code book vocabulary. This is a high
dimensional distributions meaning that a relatively small number of code words are selected as
important for each topic or activity. Finally, the sensitivity analysis performed in this section
agrees with the analysis performed in [Asuncion et al., 2009], which suggests that when using
VB to incrementally fit LDA topic distributions, there is a requirement for more smoothing in
order to match the performance of batch algorithms.
Figure 7.5: Sensitivity Analysis of Dirichlet Hyperparameters, α (left) and β (right) on the
incremental VB fitting of LDA for human activities.
Discussion
We have shown that incremental learning methods are possible for complex Bayesian models,
where computing the posterior is intractable and only estimated methods are possible. They
are particularly useful when learning is performed on long-term deployed mobile robots since
there is no way of obtaining all observations in advance, or even knowing the size of the future
corpus. However, as shown in Experiment D1, with limited observations the model may not
fully converge. Here, we believe that the posterior distribution did not fully converge due to
lack of observations. Another feature that can negatively effect the performance of incremental
methods is the specific order in which the human activities are observed. As discussed in
Section 3.1, the level of abstraction of human activities a learning method can hope to separate
is effected by the order the observations perceived. Ideally, the robot would observe a random
assignment of different activity classes in order to clearly separate the topic distributions early
in the life-long learning process. However in practice, i.e. when the robot is observing the real-
world and often static during the recording process, many consecutive observations are recorded
of a similar activity class, before new locations were observed. This is a major challenge for
incremental learning approaches. Also, the batch methods are able to analyse the least observed
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code words and remove them using a low-pass filter. This allows the learning to focus on the
most descriptive qualitative code words in the entire dataset. However, using the incremental
approach, there is no way of knowing if a code word will be observed any more or less than
another. As a result the code book VD in Experiment D1 grew to a less manageable 22, 829
unique code words.
A possible future direction of research could be to extend this to many months of observa-
tional data. This would allow for totally new topics to be discovered, possibly from the robot
incurring new environments. A “learning-rate” could be altered given new environments in or-
der to more quickly converge on new human activities being observed and any topics removed,
or not updated, could be considered as the robot “forgetting” a particular human activity.
7.3 Concluding Remarks
To summarise the chapter, we have demonstrated solutions to interesting and as yet unsolved
problems in the field of human activity analysis from a mobile robot. We have shown that
by using more sophisticated learning methods, it is possible to address some of the practical
limitations surrounding lifelong human activity learning from a mobile robot.
Firstly, the LDA assumption that each observation is modelled as a mixture of latent topics
allows the robot to learn activity classes from data that is not temporally segmented by humans
in advance. Secondly, we have shown that incremental Variational Bayes approximate learning
methods can be used to update the posterior distribution of the topic model in order to perform
life-long learning, where the number of observations may grow beyond the computing resources
available using batch methods. There remains other practical considerations to the work,
especially regarding understanding exactly what each topic or code word represents in a large
topic model representing human activities. In the next chapter we present the final discussions
and draw conclusions from the work presented.
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Chapter 8
Discussion & Conclusions
This thesis has presented a novel, qualitative framework for unsupervised learning of human
motion behaviours and simple activities for an embedded mobile robotic system. We have
demonstrated that activities performed in real-human environments can be learned from long-
term observation with minimal expert supervision. A major challenge is the limited field of
view of the robot, restricted by the limitations of its sensory modalities, and the complexity
of the human populated environments, where observations are often fast paced, obscured or
complex. These particular challenges motivate the main contribution of this work of using
an abstract, view-invariant qualitative representation coupled with a probabilistic generative
learning framework.
This chapter is organised as follows: first we summarise the main contributions of our work,
then discuss potential future research that could address some of the current assumptions and
challenges. We conclude the thesis with some final remarks about the research field.
8.1 Contributions
The key novelty and contribution of this thesis is a qualitative framework for learning human
motion behaviours and activities from a mobile robot’s limited view of the world with minimal
supervision. This approach is able to utilise incomplete and noisy human observations and
generalise them using view-invariant qualitative abstractions in order to extract a set of latent
classes defined as human activities. This research makes the following main contributions:
1. A qualitative spatial-temporal vector space encoding of human activities as observed by
an autonomous mobile robot.
2. Reliable methods for learning a low-dimensional representation of common and repeated
patterns from multiple encoded visual observations. These methods have been shown to
extend to cases where no manual temporal segmentation is given, and scale to life-long
learning settings using incremental inference techniques.
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8.2 Summary
Qualitative Abstraction
To the best of our knowledge, we are the first to combine a generative, probabilistic learning
approach, such as Latent Dirichlet Allocation, with a qualitative spatial representation of visual
scenes in order to learn real-world human activities. Our novel representation applied to a
mobile robot’s observations is based upon an object-centric and qualitative abstraction process
of video data. This partially alleviates problems associated with low-level image features that
have been used with probabilistic learning approaches in the literature, such as in [Niebles and
Fei-Fei, 2007]. That is, our qualitative representation maintains semantically meaningful QSR
sequences and information specifically relating to the human body pose. Qualitative features
that are extracted from an interval graph representation of an observed video sequence arguably
encode more “longer term temporal information” than used in similar works. When coupled
with the common bag-of-words representation (where word ordering is often lost with image
features), the temporal overlap within the code words maintains important structure in the
observations while offering the full benefit of sparse, discrete representations. This means our
bag-of-qualitative-words representation is able to maintain discriminative qualitative features
from visual observations which are used to learn common patterns.
A similar object-based and qualitative abstraction methods has been used in [Sridhar et al.,
2010], where the granularity of activities learned in an unsupervised setting are restricted by the
perception challenges, as is the case in our work. However, this work uses a single static camera
location and does not handle the variability of a mobile robot’s environment. An egocentric
camera is used to learn a similar qualitative representation of human body pose movements
in [Behera et al., 2012b], however this is performed in an oﬄine and batch learning setting that
does not address the practical considerations relevant to mobile robotics which is the focus of
this work.
Activity Learning
In this thesis, we have demonstrated that simple unsupervised clustering techniques can cluster
visual observations encoded using qualitative calculi. However, this method can struggle with
the “curse of dimensionality”. Alternatively, Latent Semantic Analysis provides a low-rank
approximation to the encoded observations by removing dimensions with the least variability.
It has been shown to improve upon simple clustering and provide a representation of each video
sequence as a linear combination of latent concepts in a term-frequency matrix, as opposed to a
deterministic cluster assignment. However, the learned latent concepts are linear combinations
of orthogonal feature vectors, which restricts sharing of qualitative features between activity
concepts. Finally, we investigate Latent Dirichlet Allocation, which is a generative probabilistic
topic model for representing discrete corpora. It represents each video sequence as a proba-
bilistic mixture of topics, and each topic as a mixture of qualitative code words. Since much of
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the structure is latent, the multinomial distributions are inferred using sampling or variational
inference methods, which are shown to fit topics to human activities consistently. We have also
demonstrated the use of variational inference that allows for topic distributions to be fitted in
an online and incremental setting, which formulates human activity analysis as a life-long robot
learning problem.
8.3 Assumptions and Future Work
In this section, we present some possible directions where our framework could be improved,
and highlight where a particular issue has been bypassed. We propose possible future research
that could be undertaken in order to make progress with each of these assumptions.
Viewpoint Selection
This relates to the assumption that an autonomous mobile robot knows where to be located in
an environment in order to observe and best perceive human activities. Our deployed mobile
robot has a pre-built 2D map representation of its environment, but no pre-given knowledge of
where humans might perform activities of interest within this environment, or where best to
observe them from. Given the limited field of view of the mobile robot’s sensors, this information
would need to be manually entered, for example, by selecting a specific topological waypoint
and camera orientation for each interesting region to observe.
As part of the STRANDS system we have integrated a heuristic method to randomly gen-
erate locations within the map to observe human activity1. The robot then attempts to obtain
a person’s physical consent to store their personal data (their image), by proposing options on
the robot’s screen. Random poses are generated as navigation goals based upon the location
of autonomously learned key objects in the environment, and a region around the objects is
auto-generated from a distance heuristic. A STRANDS robot used this method for 3 months
during a long-term deployment. Ideally, one would investigate how “good” the human record-
ings from each random location were, where a good view point could result in a long detection,
or a detection that is well classified into a learned activity class. This would allow the robot to
learn a distribution over the 2D map to represent good future view point locations to observe
human activity.
Object Representations
In future work, one would ideally increase the area of the learning environment in order to
observe more repeated visual structure. For example, allow the mobile robot to patrol more than
one kitchen or student area in order to observe similar objects or human activities performed
at different locations across the environment. To scale to these environments, a more abstract
1https://github.com/PDuckworth/activity_analysis
156 CHAPTER 8. DISCUSSION & CONCLUSIONS
object representation would be required, such as learning about object affordances or a high
level classification of common objects. This abstraction can be automatically learned from
observations, e.g. [Sridhar et al., 2008], or an object label hierarchy can be learned by querying
a database, e.g. [Young et al., 2017]. This may facilitate the transfer of learned human activities
into new regions based upon similar object abstractions being present in the scene.
Another interesting research direction is to remove object information, such as object labels
or class, from the learned activity distributions. This may allow a robot to learn general,
object-independent actions or activities, such as “picking” and ‘carrying” that can be applied
to many different objects.
Qualitative Representation
In this thesis, the aim is to develop an incremental learning framework. For this reason the
qualitative spatial abstractions the robot uses to encode video sequences are manually defined
in advance in order to discriminate the types of expected human observations. However, if
batch learning was appropriate, calculi can be optimised to the specific observations and a
learned qualitative representation may better represent the corpus of video sequences, such as
in [Behera et al., 2012a].
A future research direction is to incrementally learn a qualitative representation of visual
observations at the same time as using this representation to learn concepts, such as sequences
of qualitative relations that relate to simple human actions. I co-authored recent work [Alomari
et al., 2017b], that attempts to address this problem using an Incremental Gaussian Mixture
Model where a representation of separate feature spaces evolves with more observations, starting
with an unspecified number of concepts.
Exchangeability Assumption
The proposed bag-of-qualitative-words framework relies upon a simple exchangeability property
of observed code words within an observation and unordered video observations. That is, de
Finetti’s Theorem of exchangeability [de Finetti, 1990] states that unordered or exchangeable
random variables can be modelled via a latent random mixture. However, it may not be
appropriate to model observations of human behaviours or observed code words as unordered
or exchangeable. For example, certain human activities or spatial relations could by more likely
to be observed following others. One approach in the literature that relaxes this assumption
when modelling natural language corpora uses a hierarchical generative probabilistic model and
the notion of word order [Wallach, 2006]. Here, each topic is represented as a set of distributions
and can be used to predict the “next” word to appear. This is an obvious extension to our
work and would allow a mobile robot to predict future states of human interactions.
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Improved Datasets
Future research also includes recording a greater quantity and variety of human observations,
that is, improving the observational data the robot can learn from. This could be achieved by:
1. Increasing the number of video sequences observed. Ideally the robot would obtain more
observational sequences over an extended time period, but where the observations them-
selves are similar in length to those obtained in this work. Observing human activities over
a much longer duration could facilitate learning time dynamic topic distributions which
can evolve over time, given that the underlying patterns of observed activities evolve.
For example, during different semesters at a University, the human populated environ-
ment varies with, for example, the presence off undergraduate students in common areas.
Topics that evolve over time has been investigated for natural language corpora using
Dynamic Topic Models [Blei and Lafferty, 2006], where topics have been found to evolve
across multiple years of Science publications dependent upon the scientific community.
The topic distributions are updated with batches of new documents (each year) and the
evolution of highly probable topics or code words can be traced through time.
2. Secondly, longer individual sequences of human observations could be recorded. These
sequences could contain more information about the transitions between human activities
and contain more instances of complete activities taking place in a particular domain. This
could facilitate the learning of an activity hierarchy. However, this is very challenging from
an autonomous mobile robot’s point of view.
3. Using more sophisticated visual object-based abstraction methods in order to obtain more
detailed and varied observations of human activities containing hierarchical structure and
also the possibility of including smaller, dynamic objects into the activity classes. Learning
a hierarchy in this way could relate to the abstract notion of activity granularity, where
different levels of the hierarchy could be associated with different object abstractions that
may relate to different granularities of human activities. Understanding human activities
at multiple granularities is interesting future research.
Further Impact
Ideally our framework for unsupervised learning of observed human activities can be coupled
with robotic control in order for a robot to physically assist in an activity it observes, or predicts
will occur. For this purpose, mobile robotics is clearly an interesting and promising application
area for this work. However, another real-world application where a positive impact could be
achieved is in the area of intelligent wheelchairs. The observational data from wheelchairs could
be used to learn human behaviours of the users over time and prompt highly probable activities
for easier control and better quality of life. This data-driven, online learning for wheelchair
prompting is something that is currently lacking in intelligent wheelchairs and recommended
as a potential benefit to users in the literature [Viswanathan et al., 2013].
158 CHAPTER 8. DISCUSSION & CONCLUSIONS
8.4 Final Comments
In summary, we have introduced a novel, low-dimension representation of human activities based
upon first abstracting qualitative spatial relations between tracked objects in a visual scene,
and secondly using unsupervised learning techniques to represent a corpus of robot observations
as efficient low-dimensional topic distributions. We have provided a formal representation of
human observations as acquired by the robot, qualitative abstractions to generalise these and
a method to extract discrete features as sequences of observed semantic qualitative relations.
Different methods have been investigated to learn low-dimensional representations of human
activities in an unsupervised setting along with experiments and results to validate our ap-
proach. Lastly, the framework has been shown to work well given practical challenges of mobile
robotics less often reported on.
Open source software has been developed2, and two long-term mobile robot datasets3 have
been made accessible for the community’s use. Therefore, it is our hope that the work presented
in this thesis will somewhat help human activity analysis researchers move away from standard
oﬄine approaches applied to static, pre-processed visual datasets, and other solutions, such as
ours, can be developed to generalise to real-world and varied environments that mobile robots
actually inhabit. These solutions are more practical for the evolution of mobile robotics research
and benefit the community in the long term.
2qsrlib.readthedocs.org
3Trajectories: http://doi.org/10.5518/34 and Human Body Poses: http://doi.org/10.5518/86.
Appendices
159

Appendix A
ROS Implementations
ROS uses a simplified messages description language for describing data values that ROS
nodes use to communicate, these descriptions are known as ROS messages [ROS msgs, 2017].
Custom ROS message descriptions, as opposed to pre-built standard descriptions, are stored in
.msg files. A description of the custom ROS messages designed for the techniques implemented
on the robot are given here.
ROS message definitions are populated by a set of fields, where each field has a ‘type’ and
a ‘name’, i.e. fieldtype1 fieldname1. The ‘type’ can be based upon either a standard ROS
message, such as ‘String’ or ‘Pose’ (pre-built ROS messages available in the geometry package),
or another custom ROS message. If a field is comprised of a collection of another message
definition it is implemented using a list, e.g. fieldtype2[ ] fieldname2 where ‘[ ]’ defines a list of
‘fieldtype2’ messages with name ‘fieldname2’.
A.1 Human Trajectory ROS msgs
A human trajectory is implemented as a custom trajectory.msg message and can be seen in
Figure A.1 (left). The key parts of this message are the (x, y) coordinates of the observed
detection and implemented as a list of standard PoseStamped messages and called ‘Trajectory’;
the robot’s pose at each detection as a list of standard Pose messages; the metric length of the
trajectory is a floating point number; the total displacement (between the first and last pose) of
the trajectory in metres; and its start/end time stamps as standard ROS time messages. A col-
lection (or list) of multiple custom trajectory messages are defined as a custom trajectories.msg
definition which can be seen in Figure A.1 (right).
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Figure A.1: Custom ROS message definitions for a trajectory.msg that represents one observed
human trajectory pose, and a collection of such observations, represented as a trajectories.msg.
A.2 Human Pose Sequence ROS msgs
The observed human pose sequences are also implemented as custom ROS message definitions.
For this task, we developed multiple custom messages to capture the quantitative estimates of
each of the detailed human body joints, which make up the human body pose, per observed
video frame or timepoint.
The four custom message definitions can be seen in Figure A.2 and include:
joint message.msg for capturing the (x, y, z) of a single human body joint as a standard Pose
msg; robot message.msg to capture the robot’s position in the map coordinate frame, along
with its pan-tilt unit angles, (used to translate the joint poses into map coordinate frame);
human pose message.msg represents a single human pose estimate, comprising of 15 body
joint msgs, and a unique identifier (uuid) passed from the OpenNI tracker; and finally hu-
man sequence.msg which accumulates the time series of both the human pose estimates and
the robot pose messages given an observation. The human sequence message also contains
information about the time and location of the detection, as well as simple statistics such as
number of poses in the sequence etc.
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Figure A.2: Custom ROS message definitions used to store the quantitative data of a human
observation. (top-left:) A single body joint pose (joint message.msg), (top-right:) a single robot
pose (robot message.msg), (bottom-left:) a human pose estimate (human pose message.msg)
and (bottom-right:) a human body pose sequence (human sequence.msg).
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Appendix B
Linear Algebra
B.1 Matrix Concepts
Some general concepts to handle matrices, used throughout this thesis:
– If X is an m× n matrix and Y is an n× p matrix, then Z = XY is an m× p by matrix
multiplication.
– Matrix multiplication is associative, i.e. A(BC) = (AB)C.
– The Identity matrix I is a square matrix with 1 in the diagonals and 0 elsewhere. That
is, Mm×nIn×n = M .
– M−1 is the inverse of M if MM−1 = I.
B.2 Rank and Orthogonal Bases
A collection of vector and matrix calculus:
– A set of vectors V = {v1, v2, . . . , vn} is linearly independent if no vector vi can be expressed
as a weighted combination of the other vectors v1, . . . , vi−1, vi+1, . . . , vn.
– An m× n matrix M has rank r, where r ≤ min(m,n), if r is the size of the largest set of
linearly independent row (or column) vectors of M .
– Two vectors v, w of the same length n are orthogonal if v ·w = 0.
– v and w are orthonormal if in addition they are unit vectors.
– If V is a set of n orthonormal vectors {v1, v2, . . . , vn}, and each vector is also of length n,
then V is an orthonormal basis.
– An orthogonal matrix is one in which the columns (or rows) form an orthonormal basis.
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Appendix C
Probability and Sampling
C.1 Dirichlet Distribution
The Dirichlet Distribution pdf with parameter α is given by:
p(x|α) = Γ(
∑d
i=1 αi)∏d
i=1 Γ(αi)
d∏
i=1
xαi−1i , (C.1)
where Γ is the gamma function and for “observations”
∑d
i=1 xi = 1 and where xi ≥ 0.
C.2 Gamma Distribution
The Gamma Distribution pdf with a shape parameter α and a scale parameter β is given by:
p(x|α, β) = 1
Γ(α)βα
xα−1e−
x
β . (C.2)
C.3 Gamma Function
The gamma function is an extension of the factorial function, with its argument shifted down
by 1. That is, if n is a positive integer:
Γ(n) = (n− 1)! (C.3)
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C.4 Multinomial Distribution
Multinomial Distribution for xi ∈ {0, . . . n} is given by the pdf:
p(x|θ) = n!∏d
i=1 xi!
d∏
i=1
θxii (α), (C.4)
for n =
∑d
i=1 xi,
∑d
i=1 θi = 1 and θi ≥ 0.
C.5 Online Variational Inference
An online variational inference algorithm for fitting λ, the parameter to the variational poste-
rioir over the topic distributions β. Using per-document variational parameters γ and φ, let
γ(nd,λ) and φ(nd,λ) be the values of γd and φd produced by an E-step. The goal is to set λ
to maximise the Evidence Lower BOund (ELBO) L:
L(n,λ) ,
∑
d
l(nd, γ(nd,λ), φ(nd,λ),λ), (C.5)
where l(nd, γdφd,λ) is the d
th document’s contribution to the variational bound.
Online LDA is described in Algorithm 2. As the tth vector of word counts nt is observed,
the E-step is performed to find locally optimal values of γt and φt, holding λ fixed. Then
λ˜ is computed, the setting of λ would be optimal (given φt) if the entire corpus consisted of
the single document nt repeated D times. λ is then updated using a weighted average of its
previous value and the λ˜, based upon ρt , (τ0 + t)−κ, where κ ∈ (0.5, 1] controls the rate at
which old values of λ˜ are forgotten and τ0 ≥ 0 slows fown the early iterations of the algorithm.
The notation and algorithm is taken from [Hoffman et al., 2010].
Algorithm 2 Online variational Bayes for LDA
1: procedure
2: Define ρt , (τ0 + t)−κ
3: Initialise λ randomly.
4: for t = 0 to ∞ do
5: E step:
6: Initialise γtk = 1
7: repeat
8: Set φtwk ∝ exp{Eq[logβkw]}
9: Set γtk = α+
∑
w φtwkntw
10: until 1K
∑
k |change inγtk| < 0.00001
11: M step:
12: Compute λ˜kw = η +Dntwφtwk
13: Set λ = (1− ρt)λ+ ρtλ˜
14: end for
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C.6 Mutual Information Metric
Assume two label assignments (of the same N objects) U and V . Their entropy is the amount
of uncertainty for a partition set defined by:
H(U) =
|U |∑
i=1
P (i)log(P (i))
where P (i) = |Ui|/N is the probability that an object picked at random from U falls into class
Ui. Likewise for V:
H(V ) =
|V |∑
j=1
P ′(j)log(P ′(j))
and P ′(j) = |Vj |/N .
The Mutual Information (MI) between sets U and V is calculated by:
MI(U, V ) =
|U |∑
i=1
|V |∑
j=1
P (i, j)log
(
P (i, j)
P (i)P ′(j)
)
, (C.6)
where P (i, j) = |Ui ∩ Vj |/N is the probability that an object picked at random falls into both
classes Ui and Vj .
The Normalised Mutual Information is defined as:
NMI(U, V ) =
MI(U, V )√
H(U)H(V )
. (C.7)
The equations here are taken from [Vinh et al., 2009].
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