The heat transfer performance of two microjet arrays was investigated using degassed deionized water and air. 
Introduction
Heat dissipation in processors and power electronics is a major concern for reliability and may become a limiting factor as transistor densities rise. If heat dissipation rates in new devices continue to increase, air cooling of heat sinks and conventional forced convection with air will not be adequate. Higher heat transfer coefficients attainable using liquids will be necessary, as cooling approaches will be different from those currently used.
Fluid jet impingement has been used, for example, for quenching metals and drying paper or textiles and demonstrates good heat transfer performance. Reviews of jet array impingement heat transfer for a variety of conditions were conducted by Martin ͓1͔, Viskanta ͓2͔ and Webb and Ma ͓3͔. Fluid jets can be arranged into patterns to form jet arrays. However, the term "jet array" is vague as arrays of jets vary greatly. Specificity is required when describing the conditions of jet array impingement. A dimensional analysis of the relevant parameters affecting heat transfer in jet arrays suggests
for a given jet impingement category, where Nu d is the area average Nusselt number based on jet diameter, Re d is the Reynolds number also based on jet diameter, A r is the ratio of jet area to heater area, H is the standoff between the jet exit and the heater, L is the heater length, and S is the spacing between jets. Therefore, jet type ͑i.e., slot or round nozzle͒ and condition ͑free or submerged͒, as well as geometric variables such as standoff, spacing, and array type ͑inline, staggered, or arbitrary͒ are all necessary to adequately describe jet array impingement conditions. Jet array heat transfer data have generally been correlated using the form 
͑2͒
where m is calculated with a least-squares fit. Additional dependencies such as standoff or jet array spacing have been incorporated by adding variables or terms to Eq. ͑2͒. Martin ͓1͔ reported m =2/ 3 for a collection of data with a wide range of Reynolds number ͑2000Ͻ Re d Ͻ 100,000͒. Garimella and Schroeder ͓4͔ studied confined air jet arrays in the range of 5000Ͻ Re d Ͻ 20,000 and reported a value of m = 0.693. Another air jet study by Florschuetz et al. ͓5͔ was conducted for 2500Ͻ Re d Ͻ 70,000. The authors fit their data using a more complex format such that m was a function of several geometric parameters. However, a simplified form with the same Reynolds number dependence as Eq. ͑2͒ also gave a good fit and yielded a value of m = 0.727. Kercher and Tabakoff ͓6͔ similarly found that m was a function of geometric parameters in their study of air jet arrays. The investigation included lower Reynolds numbers lower than the previously mentioned experiments with 300Ͻ Re d Ͻ 30,000. Kercher and Tabakoff concluded that a change in m occurs at Re d Ϸ 3000-4000 and reported values of m from 0.65 to 0.95. Robinson and Schnitzler ͓7͔ found m = 0.46 for an array of submerged water jets in the range 600Ͻ Re d Ͻ 6500. In addition to Reynolds number effects, geometric variables can have a significant effect on jet array heat transfer. To account for the spacing of arrays, a ratio of flow area to heated area A r has been used. For a constant Reynolds number, increasing A r generally has a positive effect on heat transfer ͓1-3,5-8͔. Nondimensional standoff H / d has also been shown to be important. A recent review by Meola ͓8͔ concludes that increasing standoff has a negative effect on heat transfer as Nu d ϰ ͑H / d͒ −0.3 for 1.6Ͻ H / d Յ 20. However, Robinson and Schnitzler ͓7͔ reported that the area-averaged Nusselt number is insensitive at nondimensional standoff distances of 2 to 3 diameters.
Goodro et al. ͓9͔ and Park et al. ͓10͔ studied the independent effects of the Mach and Reynolds numbers on air jet array impingement. The experiment used an infrared camera to measure the surface temperature of the heated impingement surface locally. The jet array was staggered with spacings of 8d and 12d; the standoff used was 3d. To hold the Reynolds number constant and vary the jet Mach number, the investigators used different orifice sizes, resulting in different jet velocities at a given Reynolds number. Goodro et al. varied Mach number effects were also investigated in a numerical study by Pence et al. ͓11͔ using a single air microjet d = 100 m, H / d = 2 and 4, 419Յ Re d Յ 1782, and 0.2Յ MaՅ 0.8. The area-averaged Nusselt number was compared with the correlation of Martin ͓1͔ and was found to be underpredicted by as much as 22.4% at a Mach number of 0.6, Reynolds number of 1310, and H / d = 4. The author also compared local Nusselt number profiles for compressible and incompressible fluids at Ma = 0.2, 0.4, 0.6, and 0.8. For the three highest Mach numbers, the compressible flows outperformed the incompressible flows by a margin that increased with Mach number.
Womac et al. ͓12͔ studied the effect of jet condition with arrays of submerged and free jets with FC-77 and water. Jet diameters of the 2 ϫ 2 and 3 ϫ 3 arrays were 0.513 mm and 1.02 mm. The array spacing was between 5d and 20d. Nusselt numbers were not explicitly reported, but it was concluded that submerged jets generally performed equal to or better than free jets.
A recent study by Geers et al. ͓13͔ used liquid crystal thermography to measure local temperatures of a thin film heater. Submerged air jets of 13 mm in diameter, with Reynolds numbers ranging from 5000 to 20,000, array spacing between 2d and 6d, and standoff between 3d and 10d were investigated. Nusselt numbers ranged from 40 to approximately 140. The maximum local heat transfer coefficient occurred at the primary jet stagnation points, and the heat transfer coefficients decreased with distance from the stagnation point. Increasing the standoff distance had the effect of reducing both the overall performance and peak-to-peak variations in the heat transfer coefficients.
Microjets and heat transfer at the microscale are of particular importance due to potentially positive length scale effects. Patil and Narayanan ͓14͔ performed an experimental study of a single, confined, submerged 125 m circular air jet. Spatially resolved heat transfer data were obtained using an infrared radiometer to measure the temperature of the heated thin foil, onto which the jet impinged. Reynolds numbers were tested in the range of 700 Ͻ Re d Ͻ 1800 with standoffs of 2d, 4d, and 6d. Heat transfer coefficients were determined to be insensitive to standoff in that range. The stagnation point Nusselt number varied from about Nu d =15 at Re d = 700 to Nu d =55 at Re d = 1800. These results were compared with the Nusselt numbers predicted by the correlation of Martin ͓1͔. The observed Nusselt numbers were approximately 40% lower than that predicted at Reynolds numbers ͑based on orifice diameter͒ less than 1000, and approximately 25% higher than that predicted at Reynolds numbers greater than 1700.
Single submerged microjets are capable of producing high Nusselt numbers and heat transfer coefficients. However, to solve for the more practical problem of maintaining acceptable surface temperatures and thermal gradients in high-power electronics ͑i.e., larger surface areas͒, it will likely be advantageous to utilize arrays of microjets. In fact, Martin ͓1͔ stated that while there are three jet array variables to optimize ͑jet diameter, spacing, and standoff͒, "one will find that scaling down all three lengths simultaneously results in monotonically increasing transfer coefficients."
Microjet array literature is scarce, but at least four studies have been performed. Wang et al. ͓15͔ studied three different microjet arrays with varying jet diameters, spacings, and configurations using water. However, due to very low area ratios and flow rates, the authors concluded that the dominant heat transfer mechanism was pool boiling.
Fabbri and Dhir ͓16͔ studied single-phase heat transfer of impinging jet arrays with three different circular array patterns with circumferential and radial pitches of 1 mm, 2 mm, and 3 mm.
Laser drilling was used to create ten arrays with these three spacings; jet diameters ranged from 69 m to 250 m at a standoff of 10 mm. Free jets of both water and FC-40 were studied; Reynolds number ranged from 73 to 3813. The heat transfer coefficients reported were 6000− 60,000 W / m 2 K. Although these values are numerically similar to those of Wang et al. ͓15͔, they are single-phase heat transfer coefficients and do not benefit from boiling. The authors show by comparison that a heat transfer coefficient of 40,000 W / m 2 K can be achieved with roughly one order of magnitude less volumetric flow ͑300 ml/min versus 3000 ml/min͒ than an array with a larger diameter.
Overholt et al. ͓17͔ used LIGA, an advanced MEMS technique, to create a manifolded microjet array, which removed spent fluid from the confined impingement area through exit holes accessing the center of a hollow orifice plate. This was done in an effort to create single jet impingement conditions over a larger area. Jet impingement diameters of 300 m and 635 m were used with water, and peak area averaged heat transfer coefficients of 280,000 W / m 2 K and 200,000 W / m 2 K were reported. MEMS techniques were also employed by Leland et al. ͓18͔ to create a microjet array with an enhanced impingement surface etched in silicon. The enhanced surface consisted of straight parallel channels 45 m wide, spaced 152 m center to center and arranged from two opposite edges of the surface. The array consisted of 221,277 m jets in an inline pattern with S / d = 4.5 and H / d Ϸ 1. Air was used with 465Յ Re d Յ 1405. Heat was provided by resistors soldered to a heat spreader that was instrumented with thermocouples. Heat fluxes were as high as 15 W / cm 2 with a temperature difference of approximately 50°C.
Because of the lack of data with microjet arrays, an investigation was performed to measure the area-averaged single-phase flow heat transfer coefficients for two micromachined submerged microjet arrays with both air and water. This study was built on a previous investigation of single microjet stagnation zone heat transfer performance ͓19͔. The arrays had a standoff of 200 m, an array spacing of 250 m, and diameters of 54 m and 112 m. Area ratios were 0.036 and 0.16. The jet arrays impinged on a 1 mm ϫ 1 mm thin-film heater. The effects of the Reynolds number and area ratio were investigated at the microscale. The diameters, standoff, and Reynolds numbers in this study were not solely chosen based on previous technical knowledge as publications on microjet arrays are scarce. The decisions were instead restricted by the manufacturing process used to create the devices.
Experimental Apparatus and Method
2.1 Apparatus. To obtain single-phase heat transfer coefficients from a submerged microjet array, a flow loop ͑Fig. 1͒ was constructed to supply fluid to a micromachined jet array heat transfer measurement device. For the water experiments, the upstream tank supplied degassed, deionized water pressurized with helium; the downstream tank recovered the water. Air experiments were conducted similarly with the exception of the fluid source; high pressure air was supplied by a compressor. The compressed air passed through a filter before entering the loop at the tank connection. A needle valve controlled the fluid flow rate through the loop. For the experiments conducted at a downstream chamber pressure of 2 bar, a needle valve downstream of the fixture and upstream of the rotameters was used to set the chamber pressure. Flow through the loop was measured using one of the two selectable rotameters.
The microdevices were seated in a custom-built fixture designed to receive them ͑Fig. 2͒. The fixture was precision machined from Delrin by a computer numerical controlled mill. Fluidic seals with the microdevices were achieved by small O-rings seated in the fixture. To make electrical contact with the microdevices, two spring-loaded contact pins were press fit into the fixture and protruded above the mating surface. The devices were held in 041013-2 / Vol. 132, APRIL 2010
Transactions of the ASME the fixture by an aluminum cover plate. Each microdevice ͑Fig. 3͒ contained a fluid channel, which served as a chamber for the jet arrays, which was 10 mm long, 2 mm wide, and 200 m tall. A 1 mm ϫ 1 mm thin-film heater, which was 100 nm thick, was centered on the top face of the channel. Fluid entered the channel through the orifice array located in the middle of the bottom face, centered on the heater. Fluid exited the channel at either end through round 1 mm diameter holes. The jet arrays had a spacing of 250 m with diameters of 54 m and 112 m. This arrangement placed 16 orifices over the heater such that equal square unit cells centered on the orifices formed a 4 ϫ 4 array on the heater. The geometry of the 112 m array can be seen in the scanning electron microscope ͑SEM͒ image ͑Fig. 4͒.
Power was supplied to the heater by a dc power supply. The voltage across the heater and the current through the heater were measured simultaneously using two digital multimeters. Pressure transducers were used to measure upstream and chamber pressures. Upstream temperature was measured by a type-T thermocouple. LABVIEW and National Instruments data acquisition hardware were used with a PC to acquire and record the experimental measurements.
2.2 Microfabrication. The micromachined device was built using standard MEMS techniques in a clean room environment. A silicon wafer and a Pyrex wafer were both processed independently before being bonded together to close the fluid channel. A die-saw was used to separate the devices and cut them to their outer dimensions.
The silicon wafer was first etched 5 m to create clearance for the heater and vias. Oxide was then deposited 2 m thick on both sides. The wafer was then etched using deep reactive ion etching ͑DRIE͒, both to form a hard mask and to etch the features to depth. Oxide hardmasks were used due to the high etch rate selectivity and the protection of the bonding surface. Optical backside alignment was used to align the jet orifices to the channel. DRIE was again used with an oxide hardmask to etch the features on the backside.
Titanium and aluminum were deposited on the Pyrex wafer with a direct current sputturer in two consecutive steps to a thickness of 100 nm and 1 m, respectively. The aluminum film was chemically etched to form the vias. The underlying titanium thin film was then etched such that it remained only under the aluminum vias and in the heater area. In this way, the titanium thin-film heater was electrically connected to the vias. A protective silicon oxide was deposited to a thickness of 1.15 m on top of the heater and vias to electrically insulate them.
Experimental Procedures.
Surface temperature measurements were made with the heater functioning as both a heater and a resistive temperature detector. Temperature calibration of the heater from 25°C to 100°C in 5°C steps was carried out in an oven with a thermocouple attached to the device. The resulting temperature and resistance data were fit with a third-order polynomial.
To measure heat losses, the device was installed in the fixture and evacuated. Power was then supplied to the heater. At steady state, the surface temperature and power were recorded to give an estimate of conductive heat losses.
The deionized water used in the experiments was degassed by evacuating the vapor space above the water in the upstream tank. The water was degassed over a span of at least two days to remove any soluble gasses that had diffused from the water. Degassing the working fluid prior to experiments was necessary to prevent degassing and cavitation in the orifice ͑high velocities/low pressure͒, which would break up the jet.
Prior to recording heat transfer data, an experiment was conducted to quantify the time required to reach steady state. The average heater temperature was within 0.1°C of its steady state value within 1 s of the application of electrical power.
During the water experiments, the upstream tank was pressurized with helium to produce the necessary flow; fine flow rate control was achieved with a needle valve. The flow rate was measured with one of two rotameters and recorded in LABVIEW along with heater voltage, heater current, upstream pressure, downstream pressure, and upstream temperature. The heater temperature was maintained at 60°C by varying the voltage across the heater, depending on flow conditions to provide an accurately measured temperature difference between the impingement surface and the incoming room temperature fluid. Room temperature during the experiments was 23Ϯ 1°C. The boundary condition created by the thin-film heater closely approaches constant heat flux conditions. The upstream pressure was limited to 500 kPa absolute to maintain the structural integrity of the device.
Data Reduction. The jet Reynolds number is defined as
where is the density, V is the average velocity at the orifice exit, d is the orifice diameter, and is the dynamic viscosity. The thermophysical properties of the working fluid were evaluated at the film temperature, the average of the inlet and fluid temperatures, and surface temperature. The total power dissipated in the heater was the product of heater current and heater voltage. The heater temperature was found from the heater's electrical resistance and the calibration discussed previously. The temperature of the impingement surface ͑T s ͒ was calculated assuming a one-dimensional temperature drop across the oxide covering the heater with the heat through the oxide ͑Q heater − Q loss ͒, its thickness ͑t SiO 2 ͒ its conductivity ͑k SiO 2 ͒, and the area of the heater ͑A heater ͒
A one-dimensional conduction model is appropriate since L / t SiO 2 Ϸ 1000. Area-averaged heat transfer coefficients ͑h͒ were calculated from the total power supplied to the heater ͑Q heater ͒, the heat loss estimate ͑Q loss ͒ discussed in Sec. 2.5, the heater area ͑A heater ͒, the average surface temperature ͑T s ͒, and the inlet water temperature ͑T in ͒ using
The use of inlet temperature in Eq. ͑5͒ is consistent with previous jet literature. The area-averaged Nusselt numbers ͑Nu d ͒ were calculated from 
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2.5 Heat Loss Estimation. Before the heat transfer experiments were performed, a calibration was performed to measure the heat lost from the heater by conduction through the Pyrex. The chamber was evacuated to a pressure of less than 1 kPa, and a voltage was applied to the heater. Once steady state was reached, both the voltage across and current supplied to the heater were measured. Since the relationship between the temperature and resistance of the heater had been determined by calibration, both the temperature of the heater and the power dissipated by it during this experiment could be calculated. However, due to the small size of the heater, the path of heat losses ͑heat dissipated by the heater that is not removed by convection from the surface of the heater͒ during the heat transfer experiments is different than the heat loss path during the vacuum loss experiments. Because no fluid is present, the heat loss measured in a vacuum neglects the heat transfer due to convection from the surface of the Pyrex and aluminum vias outside of the heater area. Because this heat loss is not captured, the heat loss determined from the vacuum heat loss experiments underestimates the heat losses that occur during the jet experiments.
Since a better understanding of the magnitude and path of the heat losses during the heat transfer experiments was desired, a finite element analysis of this conjugate problem was performed using COMSOL MULTIPHYSICS. The geometry simulated was a section of the Pryex measuring 2 mm ϫ 2 mm ϫ1 mm, with the heater centered on one of the 2 mm ϫ 2 mm faces. This included the entire thickness of the Pyrex and extended to the side walls of the channel. The aluminum vias and oxide layers on that face were included in the model. A constant temperature boundary condition was applied to the surfaces of the heater. Since all of the surfaces inside the chamber are in contact with the working fluid during the heat transfer experiments, a convection boundary condition was applied to the remainder of those surfaces. Because of the complexity of the flow and hardware limitations, the jet flow was not modeled at this time; a constant heat transfer coefficient was used. A constant temperature boundary condition ͑at ambient temperature͒ was applied to the remaining surfaces.
Because no jets impinge on the surface outside of the heater, it was expected that the heat transfer coefficient on the surface outside of the heater area would be less than that over the surface of the heater. In addition, the temperature on the other surfaces during the experiments must be some finite amount greater than the ambient temperature. Therefore, the boundary conditions applied during the finite element analysis ensured that the results would overestimate the heat losses.
The fraction of the heat dissipated by the heater, which was not removed by convection from the surface of the heater, depends on the heat transfer coefficient in the chamber ͑Fig. 5͒. This figure assumes that the temperature of the heater is 37°C higher than the ambient and inlet water temperatures, which is the approximate condition for the reported experiments.
Over the range of heat transfer coefficients reported in the water experiments, the heat losses estimated by the vacuum loss experiment were always less than 4% of the dissipated power. The heat losses estimated using the finite element analysis were less than 7% over the whole range of heat transfer coefficients measured in the water experiments. Since the air heat transfer coefficients were much lower, the estimated heat losses were much greater for the air experiments. The heat losses estimated by the vacuum loss experiment were between 18% and 58%, and the heat losses estimated by the finite element analysis were between 23% and 60%.
The boundary conditions used in the finite element analysis were chosen to give a worst-case estimate, so the results overstate the heat lost. The vacuum losses underestimate the heat lost. Therefore, in the reduction in the data, the heat loss Q loss in Eq. ͑5͒ was taken to be the arithmetic mean of the two estimates, and the uncertainty in the heat loss was taken to be plus or minus one-half of the difference between those two heat loss estimates. Since the differences between the vacuum and simulation heat loss estimates were small relative to the total heat dissipated ͑less than 8% for all experiments͒, the uncertainties associated with the heat loss estimation are small. The finite element analysis not only provided a worst-case estimate of the heat losses, it also provided insight into the path of heat losses. The finite element analysis showed that most of the heat losses in the water experiments ͑with very high heat transfer coefficients͒ were not by conduction to the outside boundaries of the Pyrex, but by conduction from the back side of the heater through the Pyrex and back to the surface of the Pyrex and aluminum vias inside the chamber.
2.6 Uncertainties. The propagation of uncertainties for the reduced data followed standard methods ͓20͔. The uncertainty in the Reynolds numbers was less than Ϯ10% for all experiments. The uncertainty in the pressure drop was Ϯ4.2 kPa for all experiments. This results in a large percentage uncertainty at low pressure drops, but the majority of the data was collected in the range of ⌬P Ͼ 100 kPa, where the uncertainty is less than Ϯ5%. The uncertainties in the area-averaged heat transfer coefficients and Nusselts numbers were less than Ϯ6% for all experiments. 2 was obtained with an inlet water temperature of 23°C and a surface temperature of 50°C. Under these conditions, 11.1 W were dissipated from the 1 mm ϫ 1 mm heater. This point represents the highest point recorded and benefits from a pressure drop of 360 kPa. However, with a pressure drop of only 10.9 kPa, the average heat transfer coefficient was 156,000 W / m 2 K for the 112 m device. In Fig. 7 , a change in the Reynolds number dependence appears to occur near Re d = 1800, which could indicate a change in the turbulence of the flow. In the region of the change, there appears to be increased scatter indicative of a transition region. Changes in the Reynolds number dependence have been observed by Kercher and Tabakoff ͓6͔ around Re d = 3000. For a given pressure drop or Reynolds number, the 112 m array outperformed the 54 m array; this is likely due to the much higher area ratio of the 112 m array ͑0.16 versus 0.036͒. Since the stagnation zone has characteristically high heat transfer rates, a higher area ratio creates a larger relative impingement area, enhancing the overall heat transfer.
Air Data.
Air data were collected with the same upstream pressure limitation and are plotted dimensionally and nondimensionally in Figs. 8 and 9 , respectively. The data taken with air have Mach numbers varying from incompressible ͑MaϽ 0.3͒ to choked ͑Ma= 1͒. In Fig. 8 , the data points above ⌬P = 100 kPa ͑excluding the 54 m array with a chamber pressure of 2 bars͒ are choked flow. The chamber pressure was within 10% of atmospheric pressure up to a Re d = 1600 for the 112 m array, after which it increased to a maximum of 150 kPa absolute. The 54 m array chamber pressure varied by less than 5 kPa. Here, too, the larger area ratio array performed better. This is due to the higher performance of the impingement region.
The effect of chamber pressure was also investigated by maintaining a chamber pressure of 2 bar with the 54 m array ͑Figs. 8 and 9͒. The higher chamber pressure has a positive effect on the heat transfer coefficient for a given pressure drop, but nondimensionally, the performance is effectively identical. This reinforces the validity of using the generally adopted nondimensional parameters used to quantify performance. In addition, the 1 bar and 2 bar data in Fig. 9 do not have the same Mach number for a given Reynolds number, but the performance was nearly identical. This shows that the effect of Mach number is relatively weak. A high Mach number jet flow should have local temperatures below the inlet temperature, possibly enhancing heat transfer by increasing the temperature difference between the fluid and the heater to beyond that of a low Mach number flow. However, the results do not support this scenario. If the fluid of high Mach number flows were cooler near the heater and the heat flux was the same, the surface temperature would be lower, thus increasing h.
Data Fit.
The air and water data for each device were fit with a curve of the form from Eq. ͑2͒. The equations that best fit the data for the 54 m and 112 m arrays were ͒. Because the 112 m array has an area ratio defined by Womac larger than 1, the heat transfer is dominated by the stagnation zone heat transfer. This is evident in the fact that the 112 m array Reynolds number dependence is similar to that of the stagnation zone. The Reynolds number exponent in the 54 m array is greater than half, but between the two values proposed by Womac et al. as the jet impingement zones did not cover as much of the heater. The Prandtl number dependence follows the same trend as the Reynolds number dependence.
Assuming that Mach number effects are indeed small, the Reynolds and Prandtl number effects are not effectively addressed by the power law fit as the data of the two fluids do not have the same shape. The change in the Reynolds number dependence for water with the 112 m array seen in Fig. 7 at Re d Ϸ 2000 is also shown in Fig. 11 . This shift in dependence may coincide with a transition to turbulence within the jet. If a transition to turbulence exists, the typical form may be satisfactory if made piecewise to cover the turbulent and laminar regimes independently. However, it is possible that the current power law fit does not accurately capture the trend of the physics. 
Comparison

͑9͒
The stated range of the correlation is 0.004Ͻ A r Ͻ 0.04, 2 Ͻ H / d Ͻ 12, and 2000Ͻ Re d Ͻ 100,000. Although the range of diameters used to develop the correlation is not explicitly given, it is comprised entirely of jet arrays with diameters larger than those studied here. A comparison of the actual heat transfer performance and performance predicted by Eq. ͑9͒ is shown in Fig. 12 . The area ratio of the 112 m array ͑0.16͒ falls well outside the bounds of the Martin correlation. The 54 m air and water data matched to some degree with predictions, while the 112 m array's performance was significantly underpredicted. The Nusselt number predicted by Eq. ͑9͒ monotonically increases with A r when holding all other variables constant through the range of 0.004-0.04. However, outside of this stated range, the calculated average Nusselt number from Eq. ͑9͒ drops precipitously. The high sensitivity to A r at the correlation's stated bound represents an unphysical trend. This trend causes underestimation of the heat transfer coefficient in the 112 m array. The relative agreement between the 54 m array data and the prediction of Martin suggests that jet array behavior at the microscale is not significantly different from jet array behavior at the macroscale for this geometry. An observation discussed previously can again be seen in Fig. 12 as there is a change in the slope at measured Nu d = 60 for the 112 m array water data.
Womac et al. ͓12͔ divided the heat transfer domain into impingement and wall-jet regions for correlation. The impingement region was taken to be that part of the surface directly influenced by the potential core of the jets, which extends to a radius of 1.9d, while the wall-jet region was taken to be that part of the surface, which was primarily subjected to radial wall jet flow
In Eq. ͑11͒, L e is the side length of a unit cell. They stipulated that their area ratio, the ratio of stagnation zone area to total area ͑A r,w = ͑1.9d͒ 2 / L e 2 ͒ can, for some geometries, exceed unity, in which case it is set to unity and the second term of Eq. ͑10͒ is ignored. Different Reynolds number dependencies were used in each zone with an area-weighted average, providing the overall average heat transfer coefficient. Their impingement region Rey- However, there is a systematic underprediction of water results when compared with air, regardless of the area ratio, and this may be caused by peculiarities in the use of the flow coefficient. Also, the data taken with the chamber at 2 bar do not fall on the data taken at 1 bar. This contradicts the observation from Fig. 9 , where it was shown that the dominant nondimensional heat transfer variables ͑Reynolds and Nusselt numbers͒ characterized the heat transfer performance. The general agreement between the data collected at the microscale with relatively low Reynolds numbers and correlations created with macroscale data indicates that there is no significant difference in the heat transfer. Turbulent jets common at the macroscale have exit profiles that are relatively flat as opposed to laminar jets, which have parabolic velocity profiles. At the standoffs studied here, it is expected that the potential core extends to the impingement surface and the velocity profiles, although viscous effects diffuse toward the jet centerline, are not substantially changed. Still, the difference in velocity profile in the impingement region does not appear to have a substantial effect on heat transfer. This trend is unexpected in a convective flow as flow regime typically affects heat transfer.
Conclusions
An experimental investigation of the area-averaged heat transfer coefficients of two submerged microjet arrays was conducted with both air and water. MEMS techniques were used to fabricate test devices with a constant heat flux boundary condition and the capability to measure average surface temperature. Area-averaged Nusselt numbers and area-averaged heat transfer coefficients of the two arrays were reported with both fluids. The data from each device were correlated by a best fit curve including Reynolds and Prandtl number dependencies. The effect of the Mach number was not isolated in this study but did not have a large impact on the average Nusselt numbers for the air data.
Comparison with the correlation of Martin ͓1͔ developed at the macroscale suggests that microjet array heat transfer follows trends similar to macroscale jet array heat transfer. A correlation form used by Womac et al. ͓12͔ predicted the performance of the two arrays with the most success. This form of correlation may provide a better correlation over a wider range of area ratios as it is derived from physical principals. High area ratio and small diameter arrays can be fabricated with MEMS techniques and may be desirable for their high heat transfer performance. However, currently available correlations cannot accurately predict the heat transfer coefficients of high area ratio, small diameter arrays. Therefore, additional study of high area ratio microjet arrays is necessary to quantify the performance available at the microscale.
Nomenclature
A heater ϭ surface area of the heater ͑m 2 ͒ A r ϭ area ratio A r,w ϭ area ratio as defined by Womac et al. C F ϭ flow coefficient d ϭ diameter of orifice ͑m͒ H ϭ standoff ͑distance from the orifice exit to the heater surface͒ ͑m͒ 
