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Empirical data on the dynamics of human face-to-face interactions across a variety of social venues
have recently revealed a number of context-independent structural and temporal properties of human
contact networks. This universality suggests that some basic mechanisms may be responsible for
the unfolding of human interactions in the physical space. Here we discuss a simple model that
reproduces the empirical distributions for the individual, group and collective dynamics of face-
to-face contact networks. The model describes agents that move randomly in a two-dimensional
space and tend to stop when meeting ‘attractive’ peers, and reproduces accurately the empirical
distributions.
I. INTRODUCTION
Social and Cognitive Sciences have experienced a ma-
jor transformation in the past few years [8, 37, 63]. The
recent availability of large amounts of data has indeed
fostered the quantitative understanding of many phe-
nomena that had previously been considered only from
a qualitative point of view [7, 33]. Examples range from
human mobility patterns [12] and human behavior in eco-
nomic arenas [48, 49], to the analysis of political trends
[2, 15, 36]. Together with the World-Wide Web, a wide
array of technologies have also contributed to this data
deluge, such as mobile phones or GPS devices [22, 40, 59],
radio-frequency identification devices [16], or expressly
designed online experiments [17]. The understanding of
social networks has clearly benefitted from this trend [33].
Different large social networks, such as mobile phone [46]
or email [11] communication networks, have been char-
acterized in detail while the rise of online social networks
has provided an ideal playground for researchers in the
social sciences [23, 31, 35]. The availability of data, fi-
nally, has allowed to test the validity of the different mod-
els of social networks that have mainly been published
within the physics-oriented complex networks literature,
bridging the gap between mathematical speculations and
the social sciences [60].
Among the different kinds of social networks, a promi-
nent position is occupied by the so-called face-to-face
contact networks, which represent a pivotal substrate for
the transmission of ideas [44], the creation of social bonds
[58], and the spreading of infectious diseases [38, 52]. The
uniqueness of these networks stems from the fact that
face-to-face conversation is considered the “gold stan-
dard” [42] of communication [18, 34], and although it
can be costly [27], the benefits it contributes to work-
place efficiency or in sustaining social relationships are
so-far unsurpassed by the economic convenience of other
forms of communication [42]. It is because face-to-face
interactions bring about the richest information transfer
[20], for example, that in our era of new technological ad-
vancements business travel has kept increasing so steadily
[42]. In light of all this, it is not surprising that face-to-
face interaction networks have long been the focus of a
major attention [4, 5, 10], but the lack of fine-grained and
time-resolved data represented a serious obstacle to the
quantitative comprehension of the dynamics of human
contacts. Researchers in social network analysis had in
fact long pointed out the importance of the temporal di-
mension for the understanding of social networks, which
are not static entities, but rather vary in time [14, 21, 41].
Recently, the so-called data revolution has invested
also the study of human face-to-face contact networks
[1, 57]. In particular, the fine-grained measurement
of face-to-face interactions using wearable active radio-
frequency identification devices (RFID), performed by
the SocioPatterns collaboration [1], revealed the com-
plex temporal and structural properties of human con-
tact networks [16]. Important among these properties
is the bursty nature of human social contacts [6], re-
vealed in the distributions of the time of contact between
pairs of individuals, the total time spent in contacts by a
given individual, or the inter-event times between consec-
utive contacts involving the same individual, all exhibit-
ing heavy tails, more or less compatible with a power-law
form [16, 54]. The fact that these statistical regulari-
ties are common to such apparently diverse settings as
schools, hospitals, scientific conferences, and museums,
suggests that the properties of human face-to-face con-
tact networks can be explained by some fundamental,
general process, independently from the considered situ-
ation, and calls for simple models to explain and repro-
duce these features [32, 65].
In this paper we present and analyze a simple model
able to replicate most of the main statistical regulari-
ties exhibited by human face-to-face contact networks
data. The key insight of the model is the suggestion that
the social “attraction” of individuals may be the major
responsible for the observed phenomenology of face-to-
face contact networks. This insight is implemented by
allowing individuals, each characterized by an intrinsic
social attractiveness, to wander randomly in a two di-
mensional space—representing the simplified location of
a social gathering—until they meet someone, at which
point they have the possibility of stopping and starting
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2a “face-to-face” interaction. Without entering into the
problem of the definition of attractiveness, we adopt here
an operative approach: Attractive individuals are more
likely to make people stop around them and start an in-
teraction, but they are also more prone to abandon their
interactions if these are initiated by less attractive agents.
We observe that these simple rules, and the asymme-
try of the interactions that they imply, are sufficient to
reproduce quantitatively the most important features of
the empirical data on contact networks. We explore in
particular properties belonging to three different scales.
At the individual, or ‘microscopic’, level, we focus in tem-
poral properties related to the distributions of contact
durations or inter-contact times, and in structural prop-
erties related to the time integrated representation of the
contact data, as usually reported in the literature [33]. A
preliminary account of the model results at this level was
presented in Ref. [55]. Moving beyond the analysis of in-
dividual properties, we consider here the group, or ‘meso-
scopic’, level, represented by groups of simultaneously
interacting individuals, which typify a crucial signature
of face-to-face networks [4, 5] and have important conse-
quences on processes such as decision making and prob-
lem solving [13]. We measure the distribution of group
sizes as well as the distribution of duration of groups of
different size. We finally zoom one more step out and
inspect the collective, or ‘macroscopic’, level looking at
properties that depend on the time interaction pattern
of the whole population. We address in particular the
issue of the causality patterns of the temporal network,
as determined by the time-respecting paths between in-
dividuals [29, 41] and the network reachability, defined as
the minimum time for information to flow from an indi-
vidual i to another individual j and measured by means
of a searching process performed by a random walker
[41, 47, 54]. We observe that the model reproduces not
only qualitatively, but also quantitatively, the properties
measured from empirical data at all the scales.
Finally, as a check for robustness, we explore the role
of the the parameters that define the model. Particu-
lar emphasis is made on the motion rule adopted by the
individuals. While a simple random walk for the individ-
uals’ movements is initially considered, in fact, a consis-
tent amount of literature suggests that Le´vy flights [61]
might provide a better characterization of human move-
ment [9, 12, 24, 50]. We observe that the results of the
model are robust with respect to various possible alter-
ations of the original formulation, including the adopted
rule of motion.
The paper is structured as follows: In Section II we dis-
cuss the SocioPatterns experiment, and present the time-
varying network formalism used to represent its data.
The model is defined in detail in Section III, while Sec-
tion IV, Section V and Section VI, address the model
behavior concerning the individual, group and collective
dynamics, respectively. In Section VII we show the model
robustness with respect to the variation of the main pa-
rameters involved. Finally, Section VIII is devoted to
discussion, with particular attention to the crucial role
of social attractiveness in the model.
II. EMPIRICAL DATA
A. The SocioPatterns experiment
Here we consider the data on human contact networks
as recorded by the SocioPatterns collaboration [1] in
closed gatherings of individuals, covering scientific con-
ferences, hospital wards, and schools. In the deployments
of the SocioPatterns infrastructure, each individual par-
ticipating in the experiment wears a badge equipped with
an active radio-frequency identification (RFID) device,
able to relay the information about the close proximity
of other devices. The emissions of the RFIDs are of low
frequency and power, and highly directional. Thus, the
close proximity registered by two devices can be associ-
ated to their respective wearers being face to face at a
short distance, a fact that can be assumed to correspond
to a conversation taking place among them. The devices
properties are tuned so that face-to-face interactions are
recorded with a space resolution of 1 − 2 meters and a
time resolution ∆t0 ∼ 20 seconds, representing the ele-
mentary time interval in the contact network evolution.
We will contrast numerical simulations of the proposed
model against empirical results from SocioPatterns de-
ployments in several different social contexts: a Lyon hos-
pital (“Hospital”), the Hypertext 2009 conference (“Con-
ference”), the Socie´te´ Francaise d’Hygie´ne Hospitalie´re
congress (“Congress”) and a high school (‘School”). A
further description of these datasets can be found in
[16, 19, 32, 56].
B. Face-to-face networks as time-varying graphs
The empirical data collected by the SocioPatterns de-
ployments are naturally described in terms of tempo-
rally evolving graphs (temporal networks) [30, 41], whose
nodes are defined by a static collection of individuals, and
whose links represent pairwise interactions, which appear
and disappear over time. Interactions between individu-
als are aggregated over a time window ∆t0 = 20s, corre-
sponding to the natural resolution of the RFID devices.
Thus, all the interactions established within this time
interval are considered as simultaneous and contribute
to build a “instantaneous” contact network, formed by
isolated nodes and small groups of interacting individu-
als. Therefore, each dataset consists of a time-varying
network with a number N of different interacting indi-
viduals and a total duration of T elementary time steps.
This procedure is standard in the study of time-varying
networks, and represents a tractable and good approxi-
mation as far as the aggregation window is not too large
[51].
3An exact representation of temporal networks is given
in terms of a contact sequence, representing the sequence
of contacts (edges) as a function of time. This sequence
is expressed by a characteristic function [43], X(i, j, t),
taking the value 1 when nodes i and j are connected at
time t, and zero otherwise, for t ∈ [0, T ]. The temporal
patterns of the contact sequence can be statistically char-
acterized as its most basic (individual) level by the dis-
tribution of the duration ∆t of contacts (conversations)
between pairs of individuals, P (∆t), and the distribution
of gap times, τ , between two consecutive conversations
involving a common individual and two other different
individuals, P (τ).
A coarse-grained view of temporal networks can by ob-
tained by means of a projection into an aggregated static
network, integrated over the whole observation time T .
The edges in the integrated networks indicate the pres-
ence of a contact between two nodes at any point in the
past. One key variable that characterizes the topology of
the network is the degree of a node ki, is associated to
the total number of different contacts node i has had dur-
ing the integration time T , which can be interpreted as a
measure of social integration [39] or activity [62]. Edges
can be additionally classified according to their impor-
tance or role (eg., family, friends, work colleagues, ac-
quaintances) [25, 64], and heterogeneities in links can be
revealed also in the specific case of face-to-face networks.
In particular, each edge is annotated with a weight wij ,
indicating the total time spent in interactions by the pair
of nodes i and j, and which is defined by
wij =
1
T
∑
t
X(i, j, t). (1)
The strength of node i, defined as si =
∑
j wij , expresses
then the cumulative time spent in interactions by indi-
vidual i [32, 46, 56]. The aggregated representation is an
useful benchmark to point out the effect of temporal cor-
relations [54], and it allows to identify interesting proper-
ties of the system. For example, the observed super-linear
relation between the degree and strength of an individ-
ual implies that on average highly-connected individu-
als spend more time in each interaction with respect to
the poorly-connected ones [8, 16]. More in general, the
strength of links and individuals helps not only to un-
derstand the structure of a social network, but also the
dynamics of a wide range of phenomena involving human
behavior, such as the formation of communities and the
spreading of information and social influence [26, 46, 63]
A summary of the average properties of the datasets
considered in this work is provided in Table I. The statis-
tical and structural properties of the temporal networks
representing SocioPatterns data have been extensively
studied in the literature, see Refs. [16, 32, 54]. We will
review them in the following sections, when performing a
numerical comparison with the outcome of the proposed
model.
Dataset N T p 〈∆t〉 〈k〉 〈s〉
Hospital 84 20338 0.049 2.67 30 0.0563
Conference 113 5093 0.060 2.13 39 0.0719
School 126 5609 0.069 2.61 27 0.0808
Congress 416 3834 0.075 2.96 54 0.131
TABLE I. Some properties of the SocioPatterns datasets un-
der consideration: N , number of different individuals engaged
in interactions; T , total duration of the contact sequence, in
units of the elementary time interval t0 = 20 seconds; p, aver-
age number of individuals interacting at each time step; 〈∆t〉,
average duration of a contact; 〈k〉 and 〈s〉: average degree
and average strength of the projected network, aggregated
over the whole sequence (see main text).
III. A MODEL OF SOCIAL ATTRACTIVENESS
The model we propose in defined as follows [55]: N in-
dividuals, free to move in a closed environment, can inter-
act between them when situated within a small distance
(that we assimilate to the exchange range of the RFID
devices). Agents perform a random walk of fixed step
length v in a closed box of linear size L (corresponding
to a density ρ = N/L2) and start interacting whenever
they intercept another agent within a certain distance
d. Crucially, each agent is characterized by an intrinsic
“attractiveness” or social appeal, a consequence of their
social status or the role they play in social gatherings,
and which represents her power to raise interest in the
others. The attractiveness ai of each individual is ran-
domly chosen from a given distribution η(a), bounded in
the interval ai ∈ [0, 1], which we choose to be uniform.
Thus, when interacting, an individual either interrupts
his motion to preserve an interaction, and this happens
with a probability proportional to the attractiveness of
the most interesting neighbor, or keeps moving. This
translates into a walking probability pi(t) of the agent i
of the form
pi(t) = 1− max
j∈Ni(t)
{aj}, (2)
where Ni(t) is the set of neighbors of agent i at time t.
Therefore, the more attractive an agent j is, the more
interest she will raise in a neighbor agent i, who will slow
down her random walk exploration accordingly.
Empirical data show that not all the agents are simul-
taneously present in the system, but they can be in an
active state, moving and interacting, or in an inactive
state, without moving nor interacting. To take this fact
into consideration, each agent i in the model is further
characterized by an activation probability ri. At each
time step, one inactive agent i can become active with a
probability ri, while one active and isolated agent j can
become inactive with probability 1− rj . We will choose
the activation probability ri of the agents randomly from
an uniform distribution φ(r), bounded in ri ∈ [0, 1].
The results presented have been numerically simulated
adopting the parameters v = d = 1, L = 100 and N =
4200, for a total duration T = 2 × 104 time steps, unless
otherwise specified. In the initial conditions, agents are
placed at randomly chosen positions, and are active with
probability 1/2. Numerical results are averaged over 102
independent runs.
Before proceeding a comment is in order. We adopt
here an operational definition of “attractiveness” as the
property of an individual to attract the interest of other
individuals, making them willing to engage in a conver-
sation, or to listen to what he/she is saying. Thus, we
do not enter in any speculations on what are the cultural
or psychological factors that make a person attractive in
this sense, but we reckon that many possible candidates
exist, ranging from status [28] to extroversion [53]. In
light of the success of our model in reproducing the em-
pirical distributions (see below), we consider that identi-
fying which feature, or set of features, the attractiveness
is a proxy of represents one important direction for future
work.
IV. INDIVIDUAL LEVEL DYNAMICS
In this section we compare the individual level predic-
tions of the model against the observations from empiri-
cal data.
A. Temporal correlation
The temporal pattern of the individual contacts is one
of the most distinctive feature of face-to-face interaction
networks [16, 54], and in general of time-varying networks
[41]. Relevant quantities measuring the correlation of this
temporal pattern are [30]:
• the distribution of the duration ∆t of the contacts
between pairs of agents, P (∆t);
• the distribution of gap times τ between two consec-
utive conversations involving a common individual,
P (τ).
Empirical data reveal that both distributions are
broad, with long tails that can be described in terms
of a power-law function [16], reflecting the bursty nature
of human interactions [6, 45]. Most contacts are short
and separated by small amounts of time, but long inter-
actions, as well as long inter-contact times, are always
possible. Figure 1 shows that the model captures this
property and quantitatively reproduces the phenomenol-
ogy of the various datasets.
B. Time-aggregated networks
Additional information regarding the pattern of indi-
vidual interactions is obtained by integrating the time-
varying network into an aggregated weighted network.
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FIG. 1. (color online) Burstiness of human contacts: Dis-
tribution of the contact duration, P (∆t) (top) and the time
interval between consecutive contacts, P (τ), (bottom) for
various datasets (symbols) and for the attractiveness model
(line).
As mentioned in section II B, this corresponds to con-
sidering all the interactions occurring in a given time
window ∆t in the limit of ∆t → T , i.e. all the inter-
actions taking place in the dataset. Repeated contacts
between any two individuals i and j increase the weight
wij associated to the link connecting them, and the sum
of the weights of the links connecting an individual i to
his peers (i.e. the total time i spends in conversations)
represents the strength si.
In Fig. 2 we plot the distribution P (w) of weights
wij between pairs of agents, and the cumulative distri-
bution of the strength, P (s), showing that the numerical
simulation of the model are in excellent agreement with
empirical data. The heavy tailed weight distribution,
P (w), shows that the heterogeneity in the duration of
individual contacts persists even when interactions are
accumulated over longer time intervals. The strength
distribution P (s) has instead an exponential tail, as re-
vealed by the cumulative distribution Pcum(s), defined as
the probability of finding any individual with a strength
larger than s, see inset of Fig. 2. In both cases, our
model leads to results that are fully compatible with the
empirical evidence.
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FIG. 2. (color online) Time-integrated network: Dis-
tribution of the weight, P (w), (top) and rescaled strength,
P (s) (bottom), for various datasets (symbols) and for the at-
tractiveness model (line). In the inset we plot the cumulative
strength distribution, Pcum(s), to highlight the exponential
decay of the P (s) (see Section VIII).
V. GROUP LEVEL DYNAMICS
Another important aspect of human contact networks
is the dynamics of group formation [4, 5], defined by a set
of n individuals interacting simultaneously, not necessar-
ily all with all, for a period of time ∆t. As we have noted
above, such groupsplay the important role of catalysts
for decision making and problem solving [13]. In Fig. 3
(top) we plot the probability distribution of observing a
group of size n, P (n), in any instant of the ongoing social
event, for the different empirical data sets. The distribu-
tions are compatible with a power law behavior, whose
exponent depends on the number of agents involved in
the social event, with larger datasets (such for example
the Congress one, see Table I) capable of forming bigger
groups with respect to smaller data sets. Clearly, the
model predictions are in substantial agreement with the
data when we inform the model with a sensible, data-
driven, value of N .
In order to explore the dynamics of group formation,
we define the lifetime ∆t of a group of size n as the
time spent in interaction by the same set of n individ-
uals, without any new arrival or departure of members
of the group. In Fig. 3 (bottom) we plot the lifetime
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FIG. 3. (color online) Group dynamics: Up: Group size
distribution P (n) for different datasets and for the model, nu-
merically simulated with different number of agents N = 200
and N = 400, and same size L = 100. Down: Lifetime distri-
bution Pn(∆t) of groups of different size n, for the “Congress”
dataset (symbols) and for the model numerically simulated
with N = 400 and L = 100. (dashed lines).
distribution Pn(∆t) of groups of different sizes n, finding
that experimental and numerical results have a similar
power-law behavior. We note however that for empirical
data the lifetime distribution Pn(∆t) decays faster for
larger groups, i.e. big groups are less stable than small
ones, while the model outcome follows the opposite be-
havior. This means that, in the model, larger groups are
(slightly) more stable than observed in the data. This
is probably due to the fact that, the larger the group,
the bigger the probability of finding two (or more) in-
dividuals with large attractiveness in the group, which
guarantee the stability against departures. However, an
alternative explanation could be that the RFID devices of
the SocioPatterns experiment require individuals to face
each others within a given angle, making the group def-
inition effectively more fragile than in the model, where
such directionality is absent.
VI. COLLECTIVE LEVEL DYNAMICS AND
SEARCHING EFFICIENCY
The temporal dimension of any time-varying graph has
a deep influence on the dynamical processes taking place
6upon such structures [41]. In the fundamental example
of opinion (or epidemic) spreading, for example, the time
at which the links connecting an informed (or infected)
individual to his neighbors appear determines whether
the information (or infection) will or will not be trans-
mitted. In the same way, it is possible that a process
initiated by individual i will reach individual j through
an intermediate agent k through the path i→ k → j even
though a direct connection between i and j is established
later on. This information is lost in the time aggregated
representation of the network, where any two neighbor-
ing nodes are equivalent [30]. In general, time respecting
paths [29] determine the set of possible causal interac-
tions between the agents of the graph, and the state of
any node i depends on the state of any other vertex j
through the collective dynamics determining their causal
relationship.
For any two vertices, we can measure the shortest time-
respecting path, lsij , and fastest time-respecting path, l
f
ij ,
between them [54]. The former is defined as the path
with the smallest number of intermediate steps between
nodes i and j, and the latter is the path which allows
to reach j starting from i within the smallest amount
of time. In Fig. 4 we plot the probability distributions
of the shortest and fastest time-respecting path length,
Ps(l) and Pf (l), respectively, of both empirical data and
model, finding that they show a similar behavior, decay-
ing exponentially, and being peaked for a small number
of steps.
Given the importance of causal relationship on any
spreading dynamics, it is interesting to explicitly address
the dynamical unfolding of a diffusive process. Here we
analyze the simplest example of a search process, the ran-
dom walk, which describes a walker traveling the network
and, at each time step, selecting randomly its destina-
tion among the available neighbors of the node it occu-
pies. The random walk represents a fundamental refer-
ence point for the behavior of any other diffusive dynam-
ics on a network, when only local information is available.
Indeed, assuming that each individual knows only about
the information stored in each of its nearest neighbors,
the most naive economical strategy is the random walk
search, in which the source vertex sends one message to a
randomly selected nearest neighbor [3]. If that individual
has the information requested, it retrieves it; otherwise,
it sends a message to one of its nearest neighbors, until
the message arrives to its final target destination. In this
context, a quantity of interest is the probability that the
random walk actually find its target individual i at any
time in the contact sequence, Pr(i), or global reachability
[41, 54].
In principle, the reachability of an individual i must
be correlated with the total time spent in interactions,
namely his strength si, but it also depends on the fea-
tures of the considered social event, such as the density of
the interaction p¯, the total duration T and possibly other
event-specific characteristic (see Table I for information
of the different data sets considered). On the basis of
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FIG. 4. (color online)Time-respecting paths: Probability
distributions of the shortest, Ps(l), (top) and fastest, Pf (l),
(bottom) path length, for the time-varying network obtained
by the empirical data and by the model, numerically simu-
lated with different number of agents N = 200 and N = 400,
and same size L = 100.
a simple mean field argument, it has been shown [54]
that the probability of node i to be reached by the ran-
dom walk, Pr(i), is correlated with its relative strength
si/〈s〉N , times the average number of interacting individ-
uals at each time step, p¯T . In Fig 5 we plot the reachabil-
ity Pr(i) against the rescaled strength sip¯T/〈s〉N , show-
ing that very different empirical data sets collapse into a
similar functional form. Remarkably, the model is able
to capture such behavior, with a variability, also found
in the data, which depends on the density ρ of the agents
involved. As noted for the group dynamics, a larger den-
sity corresponds to a higher reachability of the individu-
als. We note that the empirical data are reproduced by
the model for the same range of density considered in the
previous analysis.
VII. MODEL ROBUSTNESS
The model discussed above depends on different nu-
merical and functional parameters, namely the individ-
ual density ρ, the attractiveness distribution η(a) and
the activation probability distribution φ(r). As we have
seen, some properties of the model, especially those re-
lated to group and collective level dynamics, do indeed
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FIG. 5. (color online) Reachability: Correlation between
the reachability of agent i, Pr(i), and his rescaled strength,
sip¯T/〈s〉N . The empirical data sets considered (symbols) and
the model (lines), numerically simulated with different density
ρ, follow a close behavior. We averaged the reachability of
each individual over at least 102 different runs, starting with
different source node.
depend of the density ρ (or the number of individuals N),
in such a way that model is able to reproduce empirical
data only when fed with a value of N corresponding to
the data set under consideration. The model properties
relevant to the individual level dynamics however, such
as the contact duration and weight distributions, P (∆t)
and P (w), do not change in a reasonable range of den-
sity. In Fig. 6 one can observe that the functional form
of these distributions is robust with respect to changes
of the individual density, supporting the natural notion
that individual level dynamics is mainly determined by
close contacts of pairs of individuals, and rather indepen-
dent of eventual multiple contacts, which become rarer
for smaller densities.
We have also explored the dependence of the model on
the activation probability distribution and the walking
probability. In particular, instead of a uniform activation
probability distribution, we have considered a constant
distribution
φ(r) = δr,r0 , (3)
where δr,r′ is the Kronecker symbol. As we can see from
Fig. 6 the output of the model is robust with respect to
changes of this functional parameter.
Finally, in the definition of the model we have adopted
the simplest motion dynamics for individuals, namely an
isotropic random walk in which the distance v covered by
the agents at each step is constant and arbitrarily fixed
to v = 1. However, it has been noted for long that a
Le´vy flight turns out to provide a better characterization
of human or animal movement and foraging [61]. In this
case, the random walk is still isotropic, but now the dis-
tance covered in each step is a random variable, extracted
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FIG. 6. (color online) Robustness: Contact duration (top)
and weigh (bottom) probability distributions obtained by sim-
ulating the model in its original definition, with a different
density ρ given by N = 400 individuals, with constant activa-
tion probability Φ(r) = δr,r0 with r0 = 0.5, and with a Le´vy
flight motion dynamics, obtained by using Eq. 4 with γ = 2.5
for extracting the step length.
from a probability distribution
L(v) ≃ v−γ , (4)
with a long tailed form. In Fig. 6 we show that adopting
a Le´vy flight motion dynamics gives rise to outcomes in
very good agreement with the original definition of the
model. We note, however, that the step length proba-
bility distribution L(v) has a natural cutoff given by the
size of the box where the agents move, v < L, reducing
the degree of heterogeneity that the walk can cover.
VIII. DISCUSSION
Understanding the temporal and structural properties
of human contact networks has important consequences
for social sciences, cognitive sciences, and epidemiology.
The interest in this area is not new, but has been fueled
by the recent availability of large amounts of empirical
data, obtained from expressly designed experimental se-
tups. The universal features observed in these empirical
studies prompt for the design of general models, capable
of accounting for the observed statistical regularities.
8In this paper we reported the results obtained from
a simple model in which individuals perform a random
walk and start interactions based on a close proximity
rule. The key ingredient is the social attractiveness of
the individuals, which has the effect of slowing down the
random walk performed by the agents and determines
the duration of their interactions. By means of numerical
simulations, we observed that the model reproduces the
results obtained from the empirical analysis of the human
contact networks provided by the SocioPatterns collab-
oration [1]. The match between the model and the em-
pirical results is independent of the numerical and func-
tional form of the diverse parameters defining the model.
However, the attractiveness distribution η(a) used in the
model definition deserves a more detailed discussion. Its
functional form is hard to access empirically, and it is
likely to be in its turn the combination of different ele-
ments, such as prestige, status, role, etc. Moreover, even
though in general attractiveness is a relational variable
– the same individual exerting different interest on dif-
ferent agents – we have assumed the simplest case of a
uniform distribution for the attractiveness. For this rea-
son it is important to stress some facts that support our
decision, and to investigate the effect of the attractive-
ness distribution on the model outcome.
The choice of a uniform η(a) is dictated by the maxi-
mum entropy principle, according to which the best guess
for a unknown but bounded distribution (as the attrac-
tiveness distribution has to be, if we want it to represent
a probability) is precisely the uniform distribution. How-
ever, we can also explore the relation between the attrac-
tiveness and some other variables that can be accessed
empirically. In particular, the attractiveness of one in-
dividual and the strength of the corresponding node of
the integrated network are expected to be (non-trivially)
related, since the more attractive an individual is, the
longer the other agents will try to engage him in interac-
tions. Fig. 2 shows that the strength distribution P (s) of
the time-integrated network obtained from the empirical
data, which follows approximately an exponential behav-
ior, is well fitted by the model. Thus, if we hypothesize
that the attractiveness and strength probability distri-
butions are related as P (s)ds ∼ η(a)da, with η(a) uni-
form in [0,1], it follows that the strength of an individual
should depend on his attractiveness as
s(a) ∼ − log(1− a). (5)
We find that this relation is fulfilled by the model (data
not shown), showing that in the model the time spent
in interactions by the individuals is directly related with
their degree of attractiveness. Therefore the guess of a
heterogeneous but uniform η(a) leads to a exponential
decay of the P (s) for the model, in accordance with ex-
perimental data, and providing grounds to justify this
choice of attractiveness distribution. Moreover, the sim-
ple relation expressed by Eq. 5 may suggest a way to
validate the model, once some reliable measure of attrac-
tiveness will be available.
Finally, it is worth highlighting that the form of the
attractiveness distribution η(a) is crucial for the model
outcome. Therefore, it is interesting to explore the ef-
fect of different functional forms of η(a), for example in-
corporating a higher degree of heterogeneity, such as in
the case of a power-law distribution. We note, however,
that the form of Eq. (2) imposes to the ai variable to
be a probability, with the consequent constraint of being
bounded, ai ∈ [0, 1]. A power law distribution defined
over a bounded support presents some issues, such as
the necessity of imposing a lower bound to prevent di-
vergence close to 0. To avoid this inconvenient, one can
redefine the motion rule of Eq. (2) as
pinvi (t) =
1
maxj∈Ni(t){a
′
j}
, (6)
with the new attractiveness variable a′i unbounded, a
′
i ∈
[1,∞). If we impose the walking probability of Eqs. (2)
and (6) to be the same, and we use the relation η(a)da =
ζ(a′)da′, we find that the new attractiveness distribution
ζ(a′) has the form of a power law, ζ(a′) = (γ − 1)a′−γ ,
with exponent γ = 2. Therefore, assuming a motion rule
of the form of Eq. (6), a power law attractiveness distri-
bution will give rise to same model results, as confirmed
by numerical simulations (data not shown).
On the same line of argument, it would be interesting
to relate the agents’ activation probability, ri, with some
empirically accessible properties of the individuals. Un-
fortunately, finding the activation probability distribu-
tion φ(r) is a hard task with the information contained
in the available datasets. In the face-to-face interaction
deployment, indeed, a non-interacting but active individ-
ual is indistinguishable from an inactive individual who
is temporary not involved into the event. Thus, simply
measuring probability to be not involved in a conversa-
tion does not inform on the φ(r), but instead considers
something more related with the burstiness of the indi-
vidual activity. In any case, however, the model behavior
is independent of the functional form the activation dis-
tribution, so that this point is less crucial.
In summary, we showed that a simple model based on
the concept of social attractiveness is able to account for
the main statistical properties of human contact networks
at different scales. This finding prompts for further em-
pirical research, based on more detailed and extensive
experimental setups, which can shed light on the role of
this attractiveness. Such research would help to further
refine and validate the model considered here, and could
potentially provide new insights for the social and cogni-
tive sciences.
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