Elliptic Partial Differential Equations with Complex Coefficients by Barton, Ariel
ar
X
iv
:0
91
1.
25
13
v2
  [
ma
th.
AP
]  
18
 N
ov
 20
09
ELLIPTIC PARTIAL DIFFERENTIAL EQUATIONS WITH COMPLEX
COEFFICIENTS
BY
ARIEL BARTON
NOVEMBER 2009
TABLE OF CONTENTS
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
CHAPTER 1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
CHAPTER 2. DEFINITIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
CHAPTER 3. USEFUL THEOREMS . . . . . . . . . . . . . . . . . . . . . . . . . 13
CHAPTER 4. THE FUNDAMENTAL SOLUTION . . . . . . . . . . . . . . . . . 16
4.1 A fundamental solution exists . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.2 Uniqueness of the fundamental solution . . . . . . . . . . . . . . . . . . . . 18
4.3 Switching variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.4 Conjugates to solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.5 Caldero´n-Zygmund Kernels . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.6 Analyticity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
CHAPTER 5. LAYER POTENTIALS . . . . . . . . . . . . . . . . . . . . . . . . 29
CHAPTER 6. BOUNDEDNESS OF LAYER POTENTIALS ON Lp . . . . . . . . 42
6.1 Buildup to arbitrary special Lipschitz domains . . . . . . . . . . . . . . . . 43
6.2 Patching: T is bounded on good Lipschitz domains . . . . . . . . . . . . . 47
6.3 Proving Theorem 6.3: preliminary remarks . . . . . . . . . . . . . . . . . . 49
6.4 A B for our TB theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6.5 T and T˜ t are continuous and weakly bounded on B1S . . . . . . . . . . . . 53
6.6 The transpose inequalities: controlling ‖T t±(B2)‖BMO . . . . . . . . . . . 57
6.7 ‖T‖L2 7→L2 is finite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
CHAPTER 7. USEFUL THEOREMS INVOLVING LAYER POTENTIALS ON H1 68
7.1 Boundedness of layer potentials on H1 . . . . . . . . . . . . . . . . . . . . 68
7.2 Nearness to the real case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
CHAPTER 8. INVERTIBILITY OF LAYER POTENTIALS . . . . . . . . . . . . 75
8.1 Domains to which Theorem 8.2 applies . . . . . . . . . . . . . . . . . . . . 77
8.2 Comparing layer potentials on the two sides of a boundary . . . . . . . . . 81
8.3 Comparing norms of layer potentials . . . . . . . . . . . . . . . . . . . . . 84
8.4 Some elementary analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
ii
CHAPTER 9. BOUNDARY DATA IN H1 FOR THE REAL CASE . . . . . . . . 87
9.1 A priori bounds on u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
9.2 A bound on our integral in terms of itself . . . . . . . . . . . . . . . . . . . 88
9.3 Finiteness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
CHAPTER 10. INTERPOLATION . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
CHAPTER 11. BOUNDARY DATA IN BMO AND SQUARE-FUNCTION ESTI-
MATES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
11.1 L2 estimates imply BMO estimates . . . . . . . . . . . . . . . . . . . . . . 98
11.2 Layer potentials on the half-plane . . . . . . . . . . . . . . . . . . . . . . . 101
11.3 Layer potentials on Lipschitz domains . . . . . . . . . . . . . . . . . . . . . 106
11.4 The Dirichlet problem on a Lipschitz domain . . . . . . . . . . . . . . . . . 110
CHAPTER 12. REMOVING THE SMOOTHNESS ASSUMPTIONS . . . . . . . . 113
CHAPTER 13. CONVERSES AND UNIQUENESS . . . . . . . . . . . . . . . . . . 120
13.1 Uniqueness for the Neumann and regularity problems . . . . . . . . . . . . 122
13.2 Lp uniqueness for the Dirichlet problem . . . . . . . . . . . . . . . . . . . . 125
13.3 Mixed uniqueness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
13.4 Square-function converse and uniqueness . . . . . . . . . . . . . . . . . . . 128
13.5 The L1 converse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
CHAPTER 14. BOUNDARY DATA IN L∞: THE MAXIMUM PRINCIPLE . . . . 143
14.1 Green’s function and a priori bounds . . . . . . . . . . . . . . . . . . . . . 143
14.2 Bounding the Green’s function . . . . . . . . . . . . . . . . . . . . . . . . . 145
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
iii
ABSTRACT
In this paper I investigate elliptic partial differential equations on Lipschitz domains in R2
whose coefficient matrices have small (but possibly nonzero) imaginary parts and depend
only on one of the two coordinates.
I show that for Dirichlet boundary data in Lp for p large enough, solutions exist and
are controlled by the Lp-norm of the boundary data.
Similarly, for Neumann boundary data in Lq, or for Dirichlet boundary data whose
tangential derivative is in Lq (“regularity” boundary data), for q small enough, I show that
solutions exist and are controlled by the Lq-norm of the boundary data.
I prove similar results for Neumann or regularity boundary data in H1, and for Dirichlet
boundary data in L∞ or BMO. Finally, I show some converses: if the solutions are
controlled in some sense, then Dirichlet, Neumann, or regularity boundary data must exist.
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CHAPTER 1
INTRODUCTION
Let A be a uniformly elliptic matrix-valued function defined on R2. That is, assume that
there exist constants Λ > λ > 0 (called the ellipticity constants of A) such that
λ|η|2 ≤ Re η¯ · A(X)η, |ξ · A(X)η| ≤ Λ|η||ξ| (1.1)
for every X ∈ R2 and every ξ, η ∈ C2.
Let 1 < p ≤ ∞. We say that (D)Ap , (N)Ap , or (R)Ap hold in the Lipschitz domain V if,
for every f ∈ Lp(∂V ), there is a function u such that
(D)Ap


divA∇u = 0 in V,
u = f on ∂V,
‖Nu‖Lp ≤ C(p)‖f‖Lp
(N)Ap


divA∇u = 0 in V,
ν · A∇u = g on ∂V,
‖N(∇u)‖Lp ≤ C(p)‖g‖Lp
(R)Ap


divA∇u = 0 in V,
u = f on ∂V,
‖N(∇u)‖Lp ≤ C(p)‖∂τf‖Lp
Furthermore, u is unique among functions with divA∇u ≡ 0 and either Nu ∈ Lp (for
(D)Ap ) or N(∇u) ∈ Lp (for (N)Ap or (R)Ap ).
Here ν, τ are the unit normal and tangent vectors to ∂V . In the case (N)Ap , (R)
A
p , we
in addition require that g ∈ H1 or f ∈ W 1,p, respectively.
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In this paper, we will instead be concerned with complex matrix-valued functions A on
R2 which satisfy
λ|η|2 ≤ Re η¯ · A(x, t)η, |ξ · A(x, t)η| ≤ Λ|η||ξ|, A(x, t) = A(x, s) (1.2)
for all x, t, s ∈ R and all η, ξ ∈ C2.
In [13] and [14], the following theorem was proven:
Theorem 1.3. Suppose that A0 : R
2 7→ R2×2 is real-valued and satisfies (1.2). Let V be
a Lipschitz domain which is either bounded or special, and let its Lipschitz constants be
at most ki. (See Definition 2.2.)
Let 1/p0 + 1/p
′
0 = 1. Then if (D)
At0
p′0
, (D)
A0/ detA0
p′0
hold in V with constants at most
CV (p0), then (N)
A0
p0 and (R)
A0
p0 hold in the Lipschitz domain V , with constants depending
only on p0, λ,Λ, ki, and CV (p0).
In [12], it was shown that
Theorem 1.4. Let A0(x) be as in Theorem 1.3, and suppose that V is a bounded or
special Lipschitz domain with Lipschitz constants at most ki. Then there is some (possibly
large) p′0 = p′0(λ,Λ, ki) and some C(λ,Λ, ki) such that (D)
A0
p′0
holds in V with constant at
most C.
In this paper, we intend to prove the following theorem:
Theorem 1.5. Suppose that A0 satisfies the conditions of Theorem 1.3. Suppose that
A satisfies the same conditions, except that A(x) is allowed to be a complex-valued ma-
trix instead of a real-valued matrix. Let V be a good Lipschitz domain, as defined in
Definiton 2.2.
Then there is some ǫ > 0, p0 > 1 depending only on λ, Λ and the Lipschitz constants
of V , such that if ‖A − A0‖L∞ < ǫ and 1 < p ≤ p0, then (N)Ap , (R)Ap and (D)Ap′ hold in
the Lipschitz domain V .
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Furthermore, if f ∈ H1(∂V ), then there are two functions uN , uR, unique among u
with divA∇u ≡ 0 and N(∇u) ∈ L1, such that
(N)A1


divA∇uN = 0 in Ω,
ν · A∇uN = f on ∂Ω,
‖N(∇uN )‖L1 ≤ C‖f‖H1,
(1.6)
(R)A1


divA∇uR = 0 in Ω,
∂τuR = f on ∂Ω,
‖N(∇uR)‖L1 ≤ C‖f‖H1,
(1.7)
We will also prove results for boundary data in BMO and L∞:
Theorem 1.8. Suppose that A and V satisfy the conditions of Theorem 1.5. If f ∈
BMO(∂V ), the dual to H1(∂V ), then there is a unique function u such that u = f on ∂V ,
divA∇u = 0 in V , and such that |∇u|2 dist(·, ∂V ) is a Carleson measure, that is, for any
X0 ∈ ∂V and any V > 0,
1
σ(B(X0, R) ∩ ∂V )
∫
B(X0,R)∩V
|∇u(X)|2 dist(X, ∂V ) dX ≤ C˜ (1.9)
where C˜ = C‖f‖BMO and C depends only on λ, Λ, the Lipschitz constants of V , and the
H1 constants in Theorem 1.5. Furthermore, this function is unique among functions u with
divA∇u = 0 in V , u = f on ∂V , and which satisfy (1.9) for some constant C˜.
In [5], it was shown that for real coefficent matrices A0 on bounded Lipschitz domains V ,
this theorem is equivalent to an A∞ condition on harmonic measure; this A∞ condition
implies that (D)
A0
p holds in V for some 1 < p <∞.
Theorem 1.10. If V is bounded, then the maximum principle holds; that is, if f ∈
L∞(∂V ), then there exists a unique u with divA∇u = 0 in V , u = f on ∂V and
‖u‖L∞(V ) ≤ C‖f‖L∞(∂V ).
Finally, we will prove some converses:
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Theorem 1.11. Suppose that A, V satisfy the conditions of Theorem 1.5. Suppose further
that divA∇u = 0 in V .
If N(∇u) ∈ L1(∂V ), then the boundary values ν · A∇u and τ · ∇u exist and are in
H1(∂V ) with H1-norm at most C‖N(∇u)‖L1.
If |∇u(X)|2 dist(X, ∂V ) satisfies (1.9) for some C˜, then u|∂V exists and is in BMO(∂V )
with BMO norm at most CC˜. Furthermore, if f = u|∂Ω ∈ L∞, then u ∈ L∞; functions
in L∞ are unique, and so (D)A∞ holds.
Theorem 1.10 will be proven in Chapter 14. Uniqueness and converses for Theorems 1.5
and 1.8 will be proven in Chapter 13. Existence for smooth coefficients for Theorem 1.8
will be proven in Chapter 11, and we will pass to arbitrary elliptic (rough) coefficients in
Theorems 12.4 and 13.11.
We now outline the proof of existence for Theorem 1.5; resolving the details will form
the bulk of this work.
Proof of Theorem 1.5. If f : ∂V 7→ C is in Lp for 1 < p < ∞, then we can define
(Definition 2.6) functions Df, ST f such that if X ∈ R2 − ∂V , then Df(X) and ST f(X)
are well-defined complex numbers, and divA∇(Df) = 0, divAT∇(ST f) = 0 in R2 − ∂V .
(Here AT is the matrix transpose of A.)
We will show that, if K, L are bounded then
‖N(Df)‖Lp(∂V ) ≤ C(p)‖f‖Lp(∂V ), ‖N(∇ST f)‖Lp(∂V ) ≤ C(p)‖f‖Lp(∂V )
for all 1 < p < ∞. (Theorem 5.5.) Furthermore, if f ∈ H1at, then ‖N(∇ST f)‖L1 ≤
C‖f‖H1, and so by density we may extend S to all of H1. (Corollary 5.7.)
There exist operators K±,L on Lp(∂V ) such that
K±f = Df |∂V±, Ltf = τ · ∇ST f |∂V ,
Kt±f = ν · AT∇ST f |∂V∓
in appropriate weak senses, where V+ = V , V− = V¯ C .
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If K+ is invertible with bounded inverse on some Lp(∂V ), then for every g ∈ Lp(∂V ),
we may let u = D(K−1+ g). Then
divA∇u = 0, u|∂V = g, ‖Nu‖Lp ≤ Cp‖K−1+ g‖Lp ≤ Cp‖K−1+ ‖Lp 7→Lp‖g‖Lp
and so u is a solution to (D)Ap .
Similarly, if Kt− or Lt is bounded and invertible on Lp or H1, then u = ST ((Kt−)−1g)
or u = ST ((Lt)−1g) is a solution to (N)ATp , (R)A
T
p , (N)
AT
1 , or (R)
AT
1 .
So we need only show that the layer potentials Kt±, Lt are bounded and invertible on
Lp or H1. (Invertibility of K+ follows from invertibility of its transpose Kt+.)
If A is smooth, and
Ω = {X ∈ R2 : ϕ(X · e⊥) < X · e}
for some Lipschitz function ϕ (which we may assume, a priori, to be in C∞0 ) and some unit
vector e, then we can prove that K,L are bounded H1(∂Ω) 7→ H1(∂Ω) and Lp(∂Ω) 7→
Lp(∂Ω) for 1 < p < ∞. We can then extend this to arbitrary Lipschitz domains V .
(Theorem 6.1, Theorem 6.10 and Theorem 7.2.)
There is some p0 > 1 (in fact, the p0 in Theorem 1.3) and some ǫ > 0 such that if
‖A − A0‖ < ǫ, then K± has a bounded inverse on Lp
′
0(∂V ) and Lt, Kt± have bounded
inverses on Lp0(∂V ) and H1(∂V ). (Chapters 8 and 9.)
Using standard interpolation techniques (Chapter 10), we can show that Kt±,Lt have
bounded inverses on Lp for 1 < p < p0, and therefore K± has a bounded inverse on Lp′ for
p′0 < p′ <∞.
Thus, we have that (N)Ap , (R)
A
p , (D)
A
p′
hold if A is smooth, for p > 1 small. We pass
to arbitrary (rough) A in Chapter 12.
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CHAPTER 2
DEFINITIONS
If u ∈ W 1,2loc (V ), then we define divA∇u = 0 in V in the weak sense, that is,∫
A∇u · ∇η = 0
for all η ∈ C∞0 (V ). Similarly, we define ν ·A∇u = g on ∂V in the weak sense, that is,∫
V
A∇u · ∇η =
∫
∂V
gη,
for all η ∈ C∞0 (R2).
We say that u = f on ∂V if f is the non-tangential limit of u a.e., that is, if
lim
η→0 sup{|u(Y )− f(X)| : |X − Y | < (1 + a) dist(Y, ∂V ) < η}
holds for almost every X ∈ ∂V .
We fix some notation. If U is a domain, then U = U+, U¯
C = U−. The inner product
between Lp and Lp
′
will be given by
〈G,F 〉 =
∫
G(x)tF (x) dx.
(This notation is more convenient than the usual inner product
∫
Gt(x)F (x) dx.) A super-
script of t will denote the transpose of a matrix or the adjoint of an operator with respect
to this inner product. (So if f, g happen to be scalar-valued functions, then f = f t and
〈f, g〉 = ∫ fg, and if P is an operator, then 〈F, PG〉 = 〈G,P tF 〉t.)
If I have a function or operator defined in terms of A, then a superscript of T will denote
the corresponding function or operator for At. (So At = AT ; however, P t 6= PT for most
operators defined in terms of A.)
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If U is a domain, then ifX ∈ ∂U and f is a function defined on ∂U , we letMf(X) be the
generalization of the Littlewood-Paley maximal function given by Mf(X) = sup{−∫I |g| :
I ∋ X, I ⊂ ∂V connected}.
If f is defined on U , we define the non-tangential cones γ and non-tangential maximal
function N by
γU,a(X) = {Y ∈ U : |X − Y | < (1 + a) dist(Y, ∂U)}, NU,af(X) = sup
γU,a(X)
|f(Y )| (2.1)
for some number a > 0. When no ambiguity will arise we suppress the subscripts U or a;
we let γ±(X) = γU±(X).
Definition 2.2. We say that the domain Ω is a special Lipschitz domain if, for some
Lipschitz function ϕ and unit vector e,
Ω = {X ∈ R2 : ϕ(X · e⊥) < X · e}.
We refer to ‖ϕ′‖L∞ as the Lipschitz constant of Ω.
We say that U is a Lipschitz domain with Lipschitz constant k1 if there is some k1 > 0
such that, for everyX ∈ ∂U , there is some neighborhoodW ofX such that U∩W = ΩX∩W
for some special Lipschitz domain ΩX with Lipschitz constant at most k1.
If U is a special Lipschitz domain, then let k2 = k3 = 1. Otherwise, let k2, k3 > 1 be
numbers such that ∂U may be covered (with overlaps) by at most k2 such neighborhoods
whose size varies by at most k3.
That is, there is a constant r such that
∂U ⊂
k2⋃
j=1
B(Xj , rj)
for some Xj ∈ ∂U and rj ∈ (r/k3, rk3). We further require that there exist unit vectors ej
and Lipschitz functions ϕj , with ‖ϕ′j‖L∞ ≤ k1, such that if
Ωj = {X ∈ R2 : ϕj((X −Xj) · e⊥j ) < (X −Xj) · ej},
Rj = {X ∈ R2 : |(X −Xj) · e⊥j | < 2rj , |(X −Xj) · ej | < (2 + 2k1)rj},
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then
U ∩ Rj = Ωj ∩ Rj .
We refer to k1, k2, k3 as the Lipschitz constants of U . For simplicity, when we write
ki, we mean k1, k2, k3.
If the ki are finite, and ∂U is connected, then we call U a good Lipschitz domain.
We will reserve V for good Lipschitz domains and Ω for special Lipschitz domains. Note
that if V is a good Lipschitz domain, then either V is special or ∂V is bounded.
Note that we do not care about the value of the positive constant r in the definition of
k2, k3; this is because (D)
A
p , (N)
A
p , (R)
A
p are scale-invariant.
A number depending on these constants is very important. Let k4 be such that, if
X0 ∈ ∂U and r > 0, then σ(∂U ∩ B(X0, r)) ≤ k4r. We refer to k4 as the Ahlfors-David
constant of U .
We can bound some integrals which will be needed later:
∫
∂U\B(X0,r)
rp−1
|X −X0|p
dσ(X) ≤
∞∑
j=0
rp−1
(bjr)p
σ(B(X0, rb
j+1)) ≤ k4
p− 1 (2.3)
where b = p1/(p−1). In particular, if X0 /∈ ∂U then∫
∂U
1
|X −X0|p
dσ(X) ≤ k4
p− 1 dist(X0, ∂U)
1−p.
The letter C will always represent a positive constant, whose value may change from
line to line, but which depends only on the ellipticity constants λ, Λ of A, A0, the positive
constant a in the definition of non-tangential maximal function, and the Lipschitz constants
of whatever domain we are dealing with. If a particular constant depends on another
parameter, it will be indicated explicitly. We will occasionally use the symbols ., & to
indicate inequality up to a multiplicative constant (e.g. ‖T f‖ . ‖f‖ as shorthand for
‖T f‖ ≤ C‖f‖); we will use ≈ to mean that . and & both hold.
Lemma 2.4. Let A : R2 7→ C2×2 be an elliptic matrix-valued function. Then, for each
X ∈ R2, there is a function ΓX ∈ W 1,1loc (R2), unique up to an additive constant, such that
|ΓX(Y )| ≤ C + C| log |X − Y ||
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for every Y ∈ R2, and
∫
R2
A(Y )∇ΓX(Y ) · ∇η(Y ) dy = −η(X) (2.5)
for every η ∈ C∞0 (R2).
We refer to this function as the fundamental solution for divA∇ with pole at X .
This lemma will be proven in Chapter 4. By ∇ΓX(Y ) we mean the gradient in Y . We
will sometimes wish to refer to the gradient in X ; we will then write ∇XΓX(Y ).
H1(R) is defined to be
{
f : R 7→ C∣∣‖ supt f ∗ Φt(x)‖L1 is finite} for some Schwarz
function Φ with
∫
Φ = 1, where Φt(x) =
1
tΦ(x/t). It can be shown that if f ∈ H1, then
f =
∑
k λkak, where λk ∈ C,
∫
ak = 0, ‖ak‖L∞ ≤ 1/rk, supp ak ⊂ B(xk, rk) for some
rk > 0, and
∑
k |λk| ≈ ‖f‖H1. Functions a satisfying these conditions are called atoms.
We may extend the definition of H1 to H1(∂U), where U is a Lipschitz domain. We say
that f ∈ H1(∂U) if f =∑k λkak, where the λk are complex numbers, and ∫∂U ak dσ = 0,
supp ak ⊂ ∆k for some ∆k ⊂ ∂U is connected, and ‖ak‖L∞ ≤ 1/σ(∆k). The norm is the
smallest
∑
k |λk| among all such representations of f .
If U is a good Lipschitz domain, then this is equivalent to defining H1 atoms to be
functions a which satisfy
∫
∂U a dσ = 0, supp a ⊂ B(X,R) ∩ ∂U for some X ∈ ∂U , and
‖a‖L∞ ≤ 1/R.
We consider BMO(∂U) to be the dual of H1(∂U). This means that
‖f‖BMO(∂U) = sup
∆⊂∂U connected
1
σ(∆)
∫
∆
∣∣f − −∫∆f ∣∣ dσ
≈ sup
X∈∂V, R>0
inf
C
1
R
∫
B(X,R)∩∂U
|f − C| dσ.
Multiply connected domains are beyond the scope of this paper. However, many lemmas
and theorems in this paper have obvious generalizations to multiply connected domains. For
the most part, these require that H1 functions integrate to 0 on each connected component
of ∂V .
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Definition 2.6. Let V be a Lipschitz domain with unit outward normal and tangent
vectors ν and τ . If f : ∂V 7→ C is a function, we define
∇Sf(X) = ∇SV f(X) =
∫
∂V
∇XΓTX(Y )f(Y ) dσ(Y ) (2.7)
Df(X) = DV f(X) =
∫
∂V
ν(Y ) ·AT (Y )∇ΓTX(Y )f(Y ) dσ(Y ). (2.8)
This defines Sf up to an additive constant.
We define the layer potentials K±, L via
K±f(X) = KAV,±f(X) = lim
Z→X, Z∈γ±(X)
∫
∂V
ν(Y ) · AT (Y )∇ΓATZ (Y )f(Y ) dσ(Y ) (2.9)
Lf(X) = LAV f(X) = lim
Z→X, Z∈γ+(X)∪γ−(X)
∫
∂V
τ(Y ) · ∇ΓATZ (Y )f(Y ) dσ(Y ). (2.10)
When no confusion will arise we omit the subscripts and superscripts. By (4.1),
|∇ΓX(Y )| ≤ C/|X−Y |; hence, Df and∇Sf converge forX /∈ ∂V and f ∈ Lp, 1 ≤ p <∞.
We will show that the limits in the definition of K and L are well-defined for f ∈ Lp
smooth, 1 ≤ p <∞. (Lemma 5.2.)
K+ − K− = I as operators on Lp (Lemma 8.11), so K+ 6= K−; however, if f ∈ Lp
with 1 < p <∞, then at any point where the obvious analogies L±f exist, they are equal.
(Lemma 8.12).
It will be shown that
Kt±f = ν · AT∇ST f |∂V∓ , Ltf = τ · ∇ST f.
(Lemma 5.3).
We also need the following definitions:
A(X) =
(
a11(X) a12(X)
a21(X) a22(X)
)
, A0(X) =
(
a011(X) a
0
12(X)
a021(X) a
0
22(X)
)
(2.11)
∇Γ˜TX(Y ) =
(
0 −1
1 0
)
A(Y )∇ΓTX(Y ) (2.12)
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BA6 (X) =
(
a11(X) a21(X)
0 1
)
(2.13)
BA7 (X) =
(
B6(X)
t
)−1 (
A(X)ν(X) τ(X)
)
(2.14)
KA(X, Y ) =
(
BA6 (Y )∇ΓA
T
X (Y ) B
A
6 (Y )∇ΓA
T
X (Y )
)t
(2.15)
K˜A(X, Y ) = BA6 (X)
(
∇X Γ˜A
T
X (Y ) ∇X Γ˜A
T
X (Y )
)
(2.16)
T AV F (X) = lim
Z→X n.t.,Z∈V
∫
∂V
KA(Z, Y )F (Y ) dσ(Y ) (2.17)
T˜V F (X) = lim
Z→X n.t.,Z∈V
∫
∂V
K˜(Z, Y )F (Y ) dσ(Y ) (2.18)
When considering special Lipschitz domains, we will need some terminology:
e =
(
e1
e2
)
, e⊥ =
(
e2
−e1
)
(2.19)
ψ(x) = xe⊥ + ϕ(x)e ∈ ∂Ω, (2.20)
ψ(x, h) = ψ(x) + he =
(
xe2 + (ϕ(x) + h)e1
−xe1 + (ϕ(x) + h)e2
)
, (2.21)
so (x, t) = ψ(e2x− e1t, e1x+ e2t− ϕ(e2x− e1t)),
〈G, T±F 〉 = lim
h→0±
∫
R2
G(x)tKh(x, y)F (y) dy dx (2.22)
〈G, T˜±F 〉 = lim
h→0∓
∫
R2
G(x)tK˜h(x, y)F (y) dy dx (2.23)
Kh(x, y) =
(
B6(ψ(y))∇ΓTψ(x,h)(ψ(y)) B6(ψ(y))∇ΓTψ(x,h)(ψ(y))
)t
(2.24)
=

∇ΓTψ(x,h)(ψ(y))t
∇ΓT
ψ(x,h)
(ψ(y))t

B6(ψ(y))t = K(ψ(x, h), ψ(y))
K˜h(x, y) = B6(ψ(x))
(
∇X Γ˜Tψ(x)(ψ(y, h)) ∇X Γ˜Tψ(x)(ψ(y, h))
)
(2.25)
ν(x) =
1√
1 + ϕ′(x)2
(ϕ′(x)e⊥ − e) = 1√
1 + ϕ′(x)2
(
−e1 + e2ϕ′(x)
−e2 − e1ϕ′(x)
)
(2.26)
τ(x) =
1√
1 + ϕ′(x)2
(e⊥ + ϕ′(x)e) = 1√
1 + ϕ′(x)2
(
e2 + e1ϕ
′(x)
−e1 + e2ϕ′(x)
)
(2.27)
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B1(x) = B1(ψ(x)),
B1(ψ(x, h)) =
(
B6(ψ(x, h))
t
)−1√
1 + ϕ′(x)2
(
A(ψ(x, h))ν(x) τ(x)
)
. (2.28)
Note that Ω = {X : ϕ(X · e⊥) < X · e} = {ψ(x, h) : x ∈ R, h > 0}.
We will occasionally want slightly different forms of K, T :
K ′h(x, y) =
(
B6(ψ(y, h))∇ΓTψ(x)(ψ(y, h)) B6(ψ(y, h))∇ΓTψ(x)(ψ(y, h))
)t
(2.29)
=

∇ΓTψ(x)(ψ(y, h))t
∇ΓT
ψ(x)
(ψ(y, h))t

B6(ψ(y, h))t
K˜ ′h(x, y) = B6(ψ(x, h))
(
∇X Γ˜Tψ(x,h)(ψ(y)) ∇X Γ˜Tψ(x,h)(ψ(y))
)
(2.30)
〈G, T ′±F 〉 = lim
h→0±
∫
R2
G(x)tK ′h(x, y)F (y) dy dx (2.31)
〈G, T˜ ′±F 〉 = lim
h→0±
∫
R2
G(x)tK˜ ′h(x, y)F (y) dy dx (2.32)
We will later show (Section 4.6) that if A − I ∈ C∞0 (R 7→ C2×2), then T± = T ′∓ on C∞0 .
These requirements will be dealt with in Section 6.1 and Chapter 12.
Note that, if f is a function defined on ∂Ω, we will often use f(x) as shorthand for
f(ψ(x)).
So TΩ±F (ψ(x)) = T±(
√
1 + (ϕ′)2F ◦ ψ)(x), and
T±(B1f)(x) = TΩ±(B7f)(ψ(x)) = lim
h→0±
∫
R
Kh(x, y)B1(y)f(y) dy
= lim
h→0±
∫
R

∇ΓTψ(x,h)(ψ(·))t
∇ΓT
ψ(x,h)
(ψ(·))t

√1 + (ϕ′)2 (A(ψ(·))ν τ) f
=
(
K±f(ψ(x)) Lf(ψ(x))
K±f(ψ(x)) Lf(ψ(x))
)
and B1 is bounded with a bounded inverse; thus, we need only show that T± is bounded
from Lp(R 7→ C2×2) to itself to show that the layer potentials are bounded.
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CHAPTER 3
USEFUL THEOREMS
First, we start with a lemma about non-tangential maximal functions:
Lemma 3.1. Recall that Naf(X) = sup{|f(Y )| : Y ∈ V, |X − Y | ≤ (1 + a) dist(Y, ∂V )}
where we omit the V subscript. Suppose that 0 < a < b and V is a good Lipschitz domain.
Then for all 1 ≤ p ≤ ∞,
‖Nbf‖Lp(∂V ) ≤ C‖Naf‖Lp(∂V )
for some constant C depending only on a, b and the Lipschitz constants of V .
Proof. It is obvious for p =∞. Suppose that Naf ∈ Lp(∂V ) for 1 ≤ p <∞. Define
δ(Y ) = dist(Y, ∂Ω), Ea(α) =
⋃
|f(Y )|>α
B(Y, (1 + a)δ(Y )).
Recall that
‖Naf‖pLp(∂V ) =
∫ ∞
0
pαp−1σ{X ∈ ∂V : Naf(X) > α} dα.
So we need only show that σ(Eb(α)∩ ∂V ) ≤ Cσ(Ea(α)∩ ∂V ) for all α > 0 to complete
the proof. In fact, if ∂V is bounded, we need this result only for α > 2‖Naf‖Lpσ(∂V )−1/p.
If |f(Y )| > α, then αpσ(B(Y, (1 + a)δ(Y )) ∩ ∂V ) ≤ ‖Naf‖pLp. If V = Ω is a special
Lipschitz domain, then δ(Y ) ≤ 12a‖Nf‖pLp/αp. If ∂V is bounded, and if σ(∂V )αp >
2‖Naf‖pLp, we must have that some X ∈ ∂V is not in B(Y, (1+ a)δ(Y )); therefore, δ(Y ) ≤
diam(∂V )/a.
In either case Ea(α) is a union of balls with bounded radii. So by the Vitali lemma
there is a countable set {Yi}∞i=1 of points such that the B(Yi, (1 + a)δ(Y )) are pairwise
disjoint and such that Ea(α) ⊂ ∪iB(Yi, C1(1 + a)δ(Yi)) where C1 is a fixed constant (i.e.
depends on nothing except the dimension of the ambient space R2).
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Note that if |f(Y )| > α, then Y ∈ B(Yi, C1(1 + a)δ(Yi)) for some i. Then δ(Yi) ≥
δ(Y )− |Y − Yi| ≥ δ(Y )− C1(1 + a)δ(Yi), so δ(Y ) ≤ (C1 + C1a + 1)δ(Yi).
Thus, B(Y, (1+b)δ(Y )) ⊂ B(Yi, (1+b)δ(Y )+|Y −Yi|) and so Eb(α) ⊂ ∪iB(Yi, C2δ(Yi))
where C2 > 1 + a depends only on a, b and C1.
Let Y = Yi for some i, and suppose that Y
∗ ∈ ∂V with |Y − Y ∗| = dist(Y, ∂V ). Then
either ∂V 6⊂ B(Y, (1 + a)δ(Y ), so
σ (B (Y, Cδ(Y )) ∩ ∂V ) ≤ Cδ(Y ) ≤ C(2aδ(Y )) ≤ Cσ(B(Y, (1 + a)δ(Y )) ∩ ∂V )
or ∂V ⊂ B(Y, (1 + a)δ(Y )), so
σ (B (Y, Cδ(Y )) ∩ ∂V ) ≤ σ(∂V ) ≤ Cσ (B (Y, (1 + a)δ(Y )) ∩ ∂V )
Thus,
σ(Eb(α) ∩ ∂V ) ≤
∑
i
σ(B(Yi, Cδ(Yi)) ∩ ∂V ) ≤
∑
i
Cσ(B(Yi, (1 + a)δ(Yi)) ∩ ∂V )
≤ Cσ(Ea(α) ∩ ∂V ).
This completes the proof.
We now turn to lemmas about solutions to elliptic PDE. Suppose that divA∇u = 0
in U where A satisfies (1.1). Let Br ⊂ Rn be a ball of radius r, Br/2 be the concentric ball
of radius r/2, such that either u = 0 on ∂U ∩ Br or ν ·A∇u = 0 on ∂U ∩ Br. (If Br ⊂ U ,
then these conditions are both trivially true, and in fact it is this case which is used most
often.)
In Rn, the following lemmas are well-studied. They hold in all dimensions whenever A
is real; they all hold even for complex A when working in R2 (but not in R3 and higher
dimensions).
Lemma 3.2. For some constant C depending only on λ,Λ,
∫
U∩Br/2
|∇u|2 ≤ C
r2
∫
U∩Br
|u|2.
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Lemma 3.3. For some C > 0, p > 2 depending only on λ,Λ,
(
1
rn
∫
Br/2∩U
|∇u|p
)1/p
≤ C
(
1
rn
∫
Br∩U
|∇u|2
)1/2
.
Lemma 3.4. For all p ≥ 2, there is a constant C(p) depending only on λ,Λ and p, such
that
sup
Br/2∩U
|u| ≤ C(p) |Br||U ∩Br|
(
1
r2
∫
Br∩U
|u|p
)1/p
.
Lemma 3.5. If divA∇u = 0 in all of Br, then for some C, α > 0 depending only on λ,Λ,
sup
X,Y ∈Br/2
|u(X)− u(Y )| ≤ C |X − Y |
α
r1+α
‖u‖L2(Br).
Now, assume that A satisfies (1.2), so A(x, t) = A(x). Then ut is also a solution, and
so Lemmas 3.2–3.5 hold with u replaced by ut.
In Section 4.4, we will construct for each such u a function u˜ such that ux =
1
a11
u˜t+
a12
a11
ut
and div 1detAA
T∇u˜ = 0.
So
sup
Br/2
|∇u| ≤ sup
Br/2
|ux|+ sup
Br/2
|ut| ≤ C sup
Br/2
|u˜t|+ C sup
Br/2
|ut| (3.6)
≤ C(p)
(
−
∫
Br
|u˜t|p
)1/p
+ C(p)
(
−
∫
Br
|ut|p
)1/p
≤ C(p)
(
−
∫
Br
|∇u|p
)1/p
So Lemma 3.4 holds for ∇u as well as u if A(x, t) = A(x) and Br ⊂ U .
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CHAPTER 4
THE FUNDAMENTAL SOLUTION
4.1 A fundamental solution exists
Recall that Lemma 2.4 states that there is a function ΓAX(Y ), unique up to an additive
constant, called the fundamental solution of the operator L = divA∇, such that
∫
R2
A(Y )∇ΓAX(Y ) · ∇η(Y ) dY = −η(X)
for every η ∈ C∞0 (R2), and where |ΓX(Y )| ≤ C(1 + | log |X − Y ||) for some constant C.
We will let Γ = ΓA, Γ0 = ΓA0 , and ΓT = ΓA
T
.
We now prove this lemma. From [1, pp. 29–31], I know that there is a function1
Kˇt(X, Y ) such that, for all η ∈ C∞0 (R2),∫
η(X)∂tKˇt(X, Y ) dX =
∫
A(X)∇XKˇ(X, Y ) · ∇η(X) dX.
Furthermore, there is some β, µ, C > 0 depending only on λ, Λ such that
|Kˇt(X, Y )| ≤ C
t
exp
{
−β|X − Y |
2
t
}
|Kˇt(X, Y )− Kˇt(X ′, Y )| ≤ C
t
( |X −X ′|√
t + |X − Y |
)µ
exp
{
−β|X − Y |
2
t
}
|Kˇt(X, Y )− Kˇt(X, Y ′)| ≤ C
t
( |Y − Y ′|√
t + |X − Y |
)µ
exp
{
−β|X − Y |
2
t
}
whenever |X −X ′|, |Y − Y ′| < 12(
√
t + |X − Y |). This Kˇt is called the Schwarz kernel of
the operator e−tL.
1. They refer to it as K; I use Kˇ to differentiate it from the K in (2.9).
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Let Jt(X, Y ) = Kˇt(X, Y )− −
∫
r≤|Z−Y |≤2r Kˇt(Z, Y ) dZ, so that if r < |X − Y | < 2r,
|Jt(X, Y )| =
∣∣∣∣∣Kˇt(X, Y )−−
∫
r≤|Z−Y |≤2r
Kˇt(Z, Y ) dZ
∣∣∣∣∣
= −
∫
r≤|Z−Y |≤2r
∣∣Kˇt(X, Y )− Kˇt(Z, Y )∣∣ dZ
≤ −
∫
r≤|Z−Y |≤2r
C
t
( |X − Z|√
t+ |X − Y |
)µ
exp
{
−β|X − Y |
2
t
}
dZ
≤ C
t
( |X − Y |√
t+ |X − Y |
)µ
exp
{
−β|X − Y |
2
t
}
So Jt ∈ L1t .
From [1, p. 54], there is some ǫ, β, c > 0, such that
(∫
r≤|X−Y |≤2r
|∇XKt(X, Y )|2 dX
)1/2
≤ c
t
(
r2
t
)ǫ
e−βr
2/t.
So, by Ho¨lder’s inequality,
∫
r≤|X−Y |≤2r
|∇XKt(X, Y )| dX ≤
√
3πr
(∫
r≤|X−Y |≤2r
|∇XKt(X, Y )|2 dX
)1/2
≤ Cr
t
(
r2
t
)ǫ
e−βr
2/t.
So
∫ ∞
0
∫
r≤|X−Y |≤2r
|∇XKt(X, Y )| dX dt ≤
∫ ∞
0
Cr
r2ǫ
t1+ǫ
e−βr
2/t dt
=
∫ ∞
0
Cr
r2ǫ
r2+2ǫt1+ǫ
e−β/tr2 dt
= Cr
∫ ∞
0
1
t1+ǫ
e−β/t dt
Since that integral converges, we know that
∫ ∞
0
∇XKt(X, Y ) dt
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converges almost everywhere in B(Y, 2r)−B(Y, r).
Define
ΓY (X) = C(r) +
∫ ∞
0
Jt(X, Y ) dt
so
∇ΓY (X) =
∫ ∞
0
∇XJt(X, Y ) dt =
∫ ∞
0
∇XKt(X, Y ) dt
where C(r) is chosen such that the values of Γ on different annuli agree. Then
∫
A∇ΓY · ∇η =
∫
A(X)
∫ ∞
0
∇XKt(X, Y ) dt · ∇η(X) dX
=
∫ ∞
0
∫
A(X)∇XKt(X, Y ) · ∇η(X) dX dt
=
∫ ∞
0
∫
∂tKt(X, Y )η(X) dX dt
= lim
t→∞
∫
Kt(X, Y )η(X) dX − lim
t→0+
∫
Kt(X, Y )η(X) dX
= 0− η(Y )
whenever η ∈ C∞0 .
So we have constructed a fundamental solution.
Furthermore, we have the following bound on its gradient:
∫
|X−Y |≤r
|∇ΓY (X)| dX ≤ Cr.
This allows us to put an upper bound C| log |X − Y || + C on |ΓY (X)|. Furthermore, by
(3.6), we have that
|∇ΓY (X)| ≤
C
|X − Y | . (4.1)
4.2 Uniqueness of the fundamental solution
Let u = ΓX , and assume that |v(Y )| ≤ C(X)(1 + | log |Y ||), and
∫
A∇v · ∇η = −η(X) for
all η ∈ C∞0 . (We will need v to be this general later.) Then w = u − v is a solution to
Lw = 0 which satisfies |w(Y )| ≤ C(X) + C(X)| log |Y ||; Lemma 3.5 allows us to conclude
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that
|w(Y )− w(Z)| ≤ C|Y − Z|
α
r1+α
‖w‖L2(B(X,r)) ≤ C(X)|Y − Z|α
log r
rα
for any r large enough. This implies that w is a constant; thus ΓX is unique up to an
additive constant. (So ∇ΓX is actually unique.)
If A(y, s) = A(y), let ζ(X) = η(X − (0, t)). Then
−η(X) = −ζ(X + (0, t)) =
∫
A(y, s)∇ΓX+(0,t)(y, s) · ∇ζ(y, s) ds dy
=
∫
A(y, s− t)∇ΓX+(0,t)(y, s) · ∇η(y, s− t) ds dy
=
∫
A(y, s)∇ΓX+(0,t)(y, s+ t) · ∇η(y, s) ds dy
and so by uniqueness,
∇ΓX+(0,t)(Y + (0, t)) = ∇ΓX(Y ). (4.2)
4.3 Switching variables
We wish to show that
ΓTX(Y ) = ΓY (X). (4.3)
Let ΓTX be the fundamental solution of the operator divA
T∇. We follow the develope-
ment in [13, Lemma 2.7].
Let η ∈ C∞0 be 1 on a neighborhood of B(0, R). If R≫ |X|, |Y |, then
ΓTY (X)− ΓX(Y ) =
∫
R2
∇(ηΓX) ·AT∇ΓTY −∇(ηΓTY )A∇ΓX
=
∫
B(0,R)
∇ΓX · AT∇ΓTY −∇ΓTY · A∇ΓX
+
∫
B(0,R)C
∇(ηΓX)AT∇ΓTY −∇(ηΓTY )A∇ΓX
= 0 +
∫
∂B(0,R)C
ΓXν · AT∇ΓTY − ΓTY ν · A∇ΓX dσ.
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So we need only prove that the last integral goes to zero. This will be easier if we work
with Ar and Γr instead of A, Γ, where Ar = I on B(0, 2r)C and Ar = A on B(0, r); we
will then show that limr→∞ Γr = Γ.
Consider only r > 2|X|+ 2|Y |. Then ΓrX is harmonic in B(0, 2r)C .
Think of R2 as the complex plane, and let u(Z) = ΓrX(Z). There is some bounded
harmonic function ω(Z) on B(0, 2r)C such that u(Z) = ω(Z) on ∂B(0, 2r); let v(Z) =
ΓrX(e
Z)− ω(eZ).
Then v is harmonic in a half-plane, and v = 0 on the boundary of that half-plane;
by the reflection principle we may extend v to an entire function. Furthermore, |v(Z)| ≤
C + CReZ, so v is linear.
So ΓrX(e
Z) = ω(eZ) + C1 + C2ReZ; thus, Γ
r
X(Z) = ω(Z) + C1 + C2 log |Z| for some
bounded ω and constants C1, C2. Using a test function which is 1 on B(0, 3r), we see that
C2 =
1
2π . We thus have a standard normalization: we choose additive constants such that
ΓrX(Z) = ω(Z) + Γ
I(Z), where ΓI(Z) = 12π log |Z| and lim|Z|→∞ ω(Z) = 0.
Since ω is bounded and harmonic on B(0, 2r)C , the function f(Z) = ω(1/Z) is bounded
and harmonic in a disk; thus, so are its partial derivatives. By our normalization, f(0) =
lim|Z|→∞ ω(Z) = 0. Then |ω(Z)| = |f(1/Z)| ≤ C(r)/|Z| on B(0, 3r)C , and ω′(Z) =
−f ′(Z)/Z2, so |∇ω(Z)| ≤ C(r)/|Z|2 on B(0, 3r)C .
Let R > 3r. Then on ∂B(0, R),
∣∣∣ν · ΓrX∇Γr,TY − ν · ΓI∇ΓI dσ
∣∣∣ ≤ ∣∣∣ΓrX − ΓI ∣∣∣ ∣∣∣∇Γr,TY
∣∣∣+ ΓI ∣∣∣∇Γr,TY −∇ΓI
∣∣∣
≤ C(r)
R
C
R
+ C
logR
R
C
R
and so ∣∣∣∣∣
∫
∂B(0,R)
ν · ΓrX∇Γr,TY − ν · ΓI∇ΓI dσ
∣∣∣∣∣ ≤ C(r)R + C logRR .
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So since Ar = Ar,T = I on B(0, r)C ,
|ΓrX(Y )− Γr,TY (X)| =
∣∣∣∣∣
∫
∂B(0,R)
ν ·
(
ΓrX∇Γr,TY − Γ
r,T
Y ∇ΓrX
)
dσ
∣∣∣∣∣
=
∣∣∣∣∣
∫
∂B(0,R)
ν · (ΓrX∇Γr,TY − ΓI∇ΓI)− ν · (Γ
r,T
Y ∇ΓrX − ΓI∇ΓI) dσ
∣∣∣∣∣
≤ C 1 + logR
R
which goes to 0 as R→∞. So Γr,TX (Y ) = ΓrY (X).
Let ur(Z) = Γ
r
Y (Z)− ΓY (Z). Then∫
A(Z)∇ur(Z) · ∇η(Z) dZ = 0
for all η ∈ C∞0 (B(0, r)).
So if |Z|, |Z0| < r/3, then by Lemma 3.5
|ur(Z)− ur(Z0)| ≤
C
r1+α
‖ur‖L2(B(0,2r/3))|Z − Z0|α
and
∫
B(0,r)
|ur|2 ≤
∫
B(Y,2r)
|ur|2 ≤ C
∫
B(Y,2r)
(1 + | log |X − Y ||)2 dX ≤ C2r2 log2 r
for r large enough. (Note that this is independent of Y provided |Y | < r.)
Thus,
|ΓY (Z)− ΓrY (Z)− ΓY (Z0) + ΓrY (Z0)| ≤ C
log r
rα
|Z − Z0|α
provided r is sufficiently large compared to |Y |, |Z|, |Z0|.
Now, we choose a normalization that will set ΓX(Y ) = Γ
T
Y (X).
Fix some choice of ΓT0 (X). Normalize each ΓX such that ΓX(0) = Γ
T
0 (X). Now, fix
some Y . We want to show that f(X) = ΓX(Y ) satisfies the conditions of Γ
T
Y .
First, if η ∈ C∞0 (R2),∫
AT (X)∇X(ΓX(0)) · ∇η(X) dX =
∫
AT (X)∇ΓT0 (X) · ∇η(X) dX = −η(0)
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and so, since ΓrX(Y )− ΓrX(0)→ ΓX(Y )− ΓX(0) almost uniformly in X ,
∫
AT (X)∇f(X) · ∇η(X) dX
=
∫
∇X(ΓX(Y )− ΓX(0)) · A(X)∇η(X) dX +
∫
∇XΓX(0) · A(X)∇η(X) dX
=
∫
lim
r→∞∇X(Γ
r
X(Y )− ΓrX(0)) · A(X)∇η(X) dX − η(0)
= lim
r→∞
∫
∇X(Γr,TY (X)− Γ
r,T
0 (X)) ·A(X)∇η(X) dX − η(0)
= −η(Y ) + η(0)− η(0)
as desired.
Next,
|f(X)| = |ΓX(Y )− ΓX(0) + ΓT0 (X)| ≤ C(1 + | log |X||+ | log |X − Y ||).
This growth condition suffices to establish the inequality in Section 4.2, so by uniqueness
f(X) = ΓTY (X).
4.4 Conjugates to solutions
Suppose that u satisfies divA∇u = 0 in some simply connected domain U ⊂ R2. Then if
Y0, Y ∈ U , the integral
∫ Y
Y0
(
0 −1
1 0
)
A(Z)∇u(Z) · dl(Z) =
∫ Y
Y0
ν(Z) · A(Z)∇u(Z) dl(Z)
is path-independent, where ν is the unit normal to the path from Y0 to Y .
There is then a family of functions {u˜} which satisfy
(
0 1
−1 0
)
∇u˜ = A∇u.
We call such a function the conjugate to u in U ; it is unique up to an additive constant.
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Any such u˜ may be written as
u˜(Y ) = C +
∫ Y
Y0
ν(Z) · A(Z)∇u(Z) dl(Z).
Now, div A˜∇u˜ = 0, where A˜ = 1detAAT is also an elliptic matrix.
In particular, we may define the conjugate Γ˜X to the fundamental solution ΓX on any
simply connected domain not containing X . Note that ∇Γ˜X(Y ) is defined on R2 \ {X},
even though Γ˜X itself is necessarily undefined on a ray.
We now require that A(x, t) = A(x), which allows us to use (3.6).
Letting u = ∂xiΓX(Y ), we have that by (4.1) |u(Y )| ≤ C/|X − Y | and so
|∂xi∂yjΓX(Y )| ≤ |∇u(Y )| ≤
C
|X − Y |
(
−
∫
(B(Y,|X−Y |/2)
|u|2
)1/2
≤ C|X − Y |2 . (4.4)
Now, since
Γ˜X(Y ) = ζ(X) +
∫ Y
Y0
ν(Z) · A(Z)∇ΓX(Z) dl(Z)
we have that
∇X Γ˜X(Y ) = ∇ζ(X) +
∫ Y
Y0
ν(Z) ·A(Z)∇(∇XΓX(Z)) dl(Z)
We can choose ζ so that
∇X Γ˜X(Y ) =
∫ Y
∞
ν(Z) · A(Z)∇(∇XΓX(Z)) dl(Z).
Since |∂xi∂zjΓX(Z)| ≤ C/|X − Z|2, this integral converges. Furthermore, it converges to
the same value, no matter which direction we use to go off to infinity.
23
Now, if η ∈ C∞0 (W ) for some bounded simply connected domain W with Y /∈ W ,
∫
W
AT (X)∇X Γ˜X(Y ) · ∇η(X) dX
=
∫
W
AT (X)
∫ Y
∞
A(Z)ν(Z) · ∇Z(∇XΓX(Z)) dl(Z) · ∇η(X) dX
=
∫ Y
∞
A(Z)ν(Z) · ∇Z
∫
W
AT (X)∇ΓTZ(X) · ∇η(X) dX dl(Z)
= −
∫ Y
∞
A(Z)ν(Z) · ∇Zη(Z) dl(Z) = 0.
Thus,
divXA
T (X)∇X Γ˜X(Y ) = 0 (4.5)
whenever X 6= Y .
4.5 Caldero´n-Zygmund Kernels
Recall that B6(y) =
(
a11(y) a21(y)
0 1
)
. We have that
(
∂sΓ˜
T
X(y, s)
∂sΓ
T
X(y, s)
)
= B6(y)∇ΓTX(y, s),
and because ∂sΓ˜
T
X(y, s) and ∂sΓ
T
X(y, s) are solutions to elliptic equations away from X , we
have that for some α > 0,
|B6(Y )∇ΓTX(Y )− B6(Y ′)∇ΓTX(Y ′)| ≤
C|Y − Y ′|α
|X − Y |1+α‖∇Γ
T
X‖L2(B(Y,34 |X−Y |))
≤ C|Y − Y
′|α
|X − Y |1+α
for |Y − Y ′| ≤ |X − Y |/2.
Since we have a bound on ∂xi∂yjΓ(x1,x2)(y1, y2), we have that
|B6(Y )∇ΓTX(Y )− B6(Y )∇ΓTX ′(Y )| ≤ C
|X −X ′|α
|X − Y |1+α
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for |X −X ′| ≤ |X − Y |/2. (Actually, in this case we have it for α = 1.)
Recalling that
K(X, Y ) =
(
B6(Y )∇ΓTX(Y ) B6(Y )∇ΓTX(Y )
)t
we have that K(X, Y ) satisfies the Caldero´n-Zygmund kernel conditions
|K(X, Y )| ≤ C|X − Y | , (4.6)
|K(X, Y )−K(X ′, Y )| ≤ C |X −X
′|α
|X − Y |1+α
|K(X, Y )−K(X, Y ′)| ≤ C |Y − Y
′|α
|X − Y |1+α
provided |X −X ′|, |Y − Y ′| < |X−Y |2 . (These conditions are clearly equivalent to those in
Lemma 5.4.)
Now, recall that
∇X Γ˜X(Y ) =
∫ Y
∞
ν(Z) · A(Z)∇(∇XΓX(Z)) dl(Z).
Since |∇Z(∇XΓX(Z))| ≤ C/|X − Z|2 and the integral is path-independent, we have that
|∇X Γ˜X(Y )−∇X Γ˜X(Y ′)| ≤
∫ Y ′
Y
C
|X − Z|2 dl(Z) ≤ C
|Y − Y ′|
|X − Y |2
whenever |Y − Y ′| ≤ |X − Y |/2.
Now, we wish to show that K˜ is Cα in X as well as Y . Let
u(Z) = B6(X)∇XΓTX(Z)−B6(X ′)∇XΓTX ′(Z) = B6(X)∇ΓZ(X)−B6(X ′)∇ΓZ(X ′).
Then divAT∇u = 0 away from X,X ′, and |u(Z)| ≤ C |X−X ′|α|X−Z|1+α provided |X − X
′| ≤
|X − Z|/2.
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So, by (3.6),
|∇u(Z)| ≤ C|X − Z|
(
−
∫
B(Z,|X−Z|/4)
|u|2
)1/2
≤ C |X −X
′|α
|X − Z|2+α .
Then
|B6(X)∇X Γ˜TX(Y )− B6(X ′)∇X Γ˜TX ′(Y )| =
∣∣∣∣∣
∫ Y
∞
ν(Z) · A(Z)∇u(Z) dl(Z)
∣∣∣∣∣
≤
∫ Y
∞
|X −X ′|α
|X − Z|2+α ≤ C
|X −X ′|α
|X − Y |1+α .
provided |X −X ′| is small compared to |X − Y |.
So, recalling that
K˜(X, Y ) = B6(X)
(
∇X Γ˜X(Y ) ∇X Γ˜X(Y )
)
we have that, if |X −X ′|, |Y − Y ′| < 12 |X − Y |,
|K˜(X, Y )| ≤ C|X − Y | , (4.7)
|K˜(X, Y )− K˜(X ′, Y )| ≤ C |X −X
′|α
|X − Y |1+α
|K˜(X, Y )− K˜(X, Y ′)| ≤ C |Y − Y
′|α
|X − Y |1+α .
4.6 Analyticity
We will eventually want to compare the fundamental solutions (and related operators) for a
real matrix A0 and a nearby complex matrix A. We can explore this using analytic function
theory. Let z 7→ Az be an analytic function from C to L∞(R2 7→ C2×2). (As a particularly
useful example, take Az = A0 + z(λ/2ǫ)(A−A0).) Assume that Az is uniformly elliptic in
some neighborhood of 0, say B(0, 1).
Let Lz = divAz∇. Since we are working in R2, we know from [1] that the operator
e−tLz has a Schwarz kernel Kˇzt (X, Y ) = Kˇ
Az
t (X, Y ). Furthermore, we have that ([1, p. 57])
the map A 7→ KA is analytic.
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Fix some Y . Recall that, as in Section 4.1,
∇ΓAzY (X) =
∫ ∞
0
∇Kˇzt (X, Y ) dt.
Since ∇Kˇzt ∈ L1t , uniformly in z, we have that by e.g. the Cauchy integral formula,
∇ΓzY (X) is analytic in z.
This lets us compute many useful inequalities.
If ω is a simple closed curve lying in B(0, 1), then
∇ΓAzY (X)−∇Γ
A0
Y (X) =
1
2πi
∮
ω
∇ΓAζY (X)
(
1
ζ − z −
1
ζ
)
dζ
=
1
2πi
∮
ω
∇ΓAζY (X)
(
z
ζ(ζ − z)
)
dζ
which has norm at most |z| C|X−Y | if |z| < 1/2; taking Az = A0+ z(λ/2ǫ)(A−A0) and then
applying this equation to z = 2ǫ/λ, we get that
|∇ΓY (X)−∇Γ0Y (X)| <
Cǫ
|X − Y | . (4.8)
Similarly,
|∇ΓY (X)−∇Γ0Y (X)−∇ΓY (X ′) +∇Γ0Y (X ′)| ≤
Cǫ|X −X ′|α
|X − Y |1+α ,
|∇ΓY (X)−∇Γ0Y (X)−∇ΓY ′(X) +∇Γ0Y ′(X)| ≤
Cǫ|Y − Y ′|α
|X − Y |1+α ,
provided that |X −X ′|, |Y − Y ′| are less than 12 |X − Y |.
Suppose that J z is a Caldero´n-Zygmund operator whose kernel Kz(X, Y ) is analytic
in z, and suppose that J z is uniformly bounded on Lp in some neighborhood of z = 0.
Then
J zf(X)− J 0f(X) = 1
2πi
∮
ω
J ζf(X)
(
z
ζ(ζ − z)
)
dζ
and so
‖J zf − J 0f‖Lp ≤
1
2π
∮
ω
‖J ζf‖Lp
∣∣∣∣ zζ(ζ − z)
∣∣∣∣ dζ ≤ C|z| ‖f‖Lp. (4.9)
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We now assume that A is smooth, and complete the argument (referenced in Chapter 2)
that T± = T ′∓. Recall that ΓX(Y )I = 12π ln |X − Y |, and so ΓIX+e(Y ) = ΓIX(Y − e) for all
X , Y and e. We would like a similar result for more general Γ. We know from (4.2) that
ΓX+(0,t)(Y ) = ΓX(Y − (0, t)) for any real t.
If we define Az(X) = A(X)+z(A(X+ξ)−A(X)), then Az is elliptic for all |z| < λ/4Λ,
and so
|∇ΓA1X (Y )−∇ΓX(Y )| ≤
1
|X − Y |
C‖A′‖L∞
λ
|ξ|.
If A(x) is smooth in x and A = I for large x, then ‖A′‖L∞(B(x,R)) is finite (if large).
But ΓX+ξ(Y + ξ) = Γ
A1
X (Y ) by uniqueness:
η(X) =
∫
A(Y )∇ΓX+ξ(Y )∇η(Y − ξ) dY =
∫
A1(Y − ξ)∇ΓX+ξ(Y )∇η(Y − ξ) dY
=
∫
A1(Y )∇ΓX+ξ(Y + ξ)∇η(Y ) dY.
So while we do not have that ΓY+e(X) = ΓY (X − e), we do have that
|∇ΓY+e(X)−∇ΓY (X − e)| ≤
C‖A′‖L∞
|X − Y | ‖e‖. (4.10)
This equation is not useful for establishing bounds on the constants in the definitions
of (D)p, (N)p, (R)p, since we wish those bounds to be independent of A
′; however, this
equation is useful in showing that certain limits are equal to other limits.
Recall that
T±F (x) = lim
h→0±
∫
R

∇ΓTϕ(x,h)(ϕ(y))t
∇ΓT
ϕ(x,h)
(ϕ(y))t

B6(ϕ(y))tF (y) dy,
T ′±F (X) = lim
h→0±
∫
R

∇ΓTϕ(x)(ϕ(y, h))t
∇ΓT
ϕ(x)
(ϕ(y, h))t

B6(ϕ(y, h))tF (y) dy.
If A is smooth, then limh→0±∇ΓTϕ(x)(ϕ(y, h)) = limh→0∓∇ΓTϕ(x,h)(ϕ(y)); and so we
have that T±F = T ′∓F for sufficiently well-behaved F .
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CHAPTER 5
LAYER POTENTIALS
The general idea is as follows. Suppose we wish to solve the Neumann, Dirichlet, or
regularity problem in some domain V . In the special case where A ≡ I, V = R2+, it turns
out that
lim
t→0Df(x, t) =
1
2
f(x), lim
t→0 ∂tSg(x, t) =
1
2
g(x)
at any Lipschitz point x of f or g, provided that f , g ∈ Lp for some 1 ≤ p ≤ ∞. Thus,
u = S(2g) and u = D(2f) solve the Neumann and Dirichlet or regularity problem.
More generally, we solve the Neumann, Dirichlet, or regularity problem by showing
that there exist some functions a, b, c defined on ∂V such that ‖a‖Lp ≤ C‖g‖Lp, ‖b‖Lp ≤
C‖f‖Lp, ‖c‖Lp ≤ C‖∂τf‖Lp and for each X ∈ ∂V ,
lim
Z→Xn.t.
Db(Z) = f(X), lim
Z→Xn.t.
Sc(Z) = f(X), ν ·A∇Sa = g.
We will want the following properties of layer potentials. From (2.5), (4.1), and (4.3),
we have that
• If X /∈ ∂V , then Df(X) and ∇Sf(X) are well-defined (the integrals converge) for
f ∈ Lp(∂V ), 1 ≤ p <∞.
• If u = Df or u = Sf , with f as above, then divA∇u = 0 in R2\∂V .
• If ∂V is compact and f ∈ L1(∂V ), then lim|X |→∞Df(X) = 0. Furthermore,
lim|X |→∞ Sf(X)− ΓTX(0)
∫
∂V f dσ = 0, so if f ∈ H1 then lim|X |→∞ Sf = 0.
• If V is bounded, divA∇u = 0 inside V , and u is continuous and ∇u is bounded on
R2+, then if we define f = u, g = ν · A∇u on ∂V , letting η ∈ C∞0 (R2) with η ≡ 1
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near V gives us that
u(X) = −
∫
R2
AT∇ΓTX · ∇(uη) = −
∫
V
∇ΓTX · A∇u−
∫
V C
AT∇ΓTX · ∇(uη)
= −
∫
∂V
ΓTXν · A∇u dσ +
∫
∂V
ν · AT∇ΓTXu dσ = Df(X)− Sg(X)
(5.1)
for all X ∈ V . (Some of these conditions may be relaxed; however, it is obvious when
they all hold.) In particular,
∫
∂V ν · AT∇ΓTX dσ = 1.
• If V is bounded, then D1(X) = 1 in V and 0 in V C . If V = Ω is a special Lipschitz
domain and X , X0 ∈ Ω, then we may define D1(X)−D1(X0) in the obvious way:
D1(X)−D1(X0) =
∫
∂Ω
ν · AT (∇ΓTX −∇ΓTX0) dσ
=
∫
∂Ω\B(X0,R)
+
∫
∂(Ω∩B(X0,R))
+
∫
(∂B(X0,R))∩Ω
If R > 2|X −X0|, the first and third integrals are at most C|X −X0|α/Rα, and the
second integral is equal to 0 since Ω ∩ B(X0, R) is bounded.
So again, D1(X) is a constant on Ω.
• If f ∈ BMO(∂V ), I claim that Df is well-defined up to a constant. Pick some X0,
X ∈ V . Let R = 2|X −X0|+ 2dist(X0, ∂V ), and let X∗ ∈ ∂V with dist(X0, ∂V ) =
|X0 −X∗|. Then
Df(X)−Df(X0) = Df(X)−DfR(X)−Df(X0) +DfR(X0),
where fR is any constant, so without loss of generality −
∫
B(X∗,R)∩∂V f = 0. By basic
BMO theory, this means that −
∫
∂V ∩B(X∗,2kR) |f | ≤ C(k + 1)‖f‖BMO. Then
|Df(X)−Df(X0)| ≤
∫
∂V
|ν · A(∇ΓTX −∇ΓTX0)||f | dσ
≤
∫
∂V ∩B(X∗,R)
(
C
|X − Y | +
C
|X0 − Y |
)
|f | dσ
+
∫
∂V \B(X∗,R)
C|X −X0|α
|X − Y |1+α |f | dσ
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The first term is at most
CR‖f‖BMO
(
C
dist(X, ∂V )
+
C
dist(X0, ∂V )
)
while the second term is at most
∞∑
k=0
∫
∂V ∩B(X∗,2k+1R)\B(X∗,2kR)
C|X −X0|α
|X − Y |1+α |f | dσ
≤
∞∑
k=0
C|X −X0|α
2k+kαRα
−
∫
∂V ∩B(X∗,2k+1R)
|f | dσ
≤ C|X −X0|
α
Rα
‖f‖BMO
∞∑
k=0
k + 1
2k+kα
These are both finite, so Df is well-defined up to a constant.
We will need a number of lemmas:
Lemma 5.2. If f ∈ Lp(∂V ) for some 1 ≤ p ≤ ∞, or if f ∈ BMO ⊃ L∞, and ifM(∂τ f)(X)
is finite, then the limits in the definitons of K, L exist at X . (If f ∈ BMO, the limits exist
once we have fixed our choice of additive constant for Df .)
Similarly, if F ∈ Lp(∂V 7→ C2×2) and M(∂τB−17 F )(X) is finite, then T F (X) is well-
defined.
Recall that Mf is the maximal function.
Proof. Recall the definitions of K,L, T :
K±f(X) = lim
Z→X,Z∈V±
Df(Z) = lim
Z→X,Z∈V±
∫
∂V
ν(Y ) · AT (Y )∇ΓTZ(Y )f(Y ) dσ(Y )
Lf(X) = lim
Z→X
∫
∂V
τ(Y ) · ∇ΓTZ(Y )f(Y ) dσ(Y )
T±F (X) = lim
Z→X,Z∈V±
∫
∂V
K(Z, Y )F (Y ) dσ(Y )
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Note that if F =
(
f1 f2
f3 f4
)
, then
T±B7F (X) =
(
K±f1(X) + Lf3(X) K±f2(X) + Lf4(X)
K±f1(X) + Lf3(X) K±f2(X) + Lf4(X)
)
.
So our result for T± will follow from our results for K±, L.
By (4.6), if |Z − Z ′| < 12 |Z − Y |, then
|∇ΓZ(Y )−∇ΓZ ′(Y )| ≤ C
|Z − Z ′|α
|Z − Y |1+α .
Suppose e, eˇ are two small vectors such that X + e, X + eˇ are both in V , and that
dist(X+e, ∂V ) < (1+a)|e|, dist(X+ eˇ, ∂V ) < (1+a)|eˇ|. Define ∆(ρ) = B(ρ)∩∂V . Then,
if ρ > 2|e|+ 2|eˇ|,
|Df(X + e)−Df(X + eˇ)| =
∣∣∣∣
∫
∂V
ν · AT (∇ΓTX+e −∇ΓTX+eˇ)f dσ
∣∣∣∣
≤
∣∣∣∣∣
∫
∆(ρ)
ν · AT (∇ΓTX+e −∇ΓTX+eˇ)(f − f(X)) dσ
∣∣∣∣∣
+
∣∣∣∣∣f(X)
∫
∆(ρ)
ν · AT (∇ΓTX+e −∇ΓTX+eˇ) dσ
∣∣∣∣∣
+
∣∣∣∣∣
∫
∂V \∆(ρ)
ν · AT (∇ΓTX+e −∇ΓTX+eˇ)f dσ
∣∣∣∣∣ .
If V is a good Lipschitz domain and f ∈ Lp for p <∞, then by (2.3), the third term is
at most
∫
∂V \∆(ρ)
C|e− eˇ|α
|Y −X|1+α |f | dσ ≤ ‖f‖Lp
∥∥∥∥ C|e− eˇ|α|Y −X|1+α
∥∥∥∥
Lp
′
(∂V \∆(ρ))
≤ ‖f‖Lp
C|e− eˇ|α
ρα+1/p
.
If f ∈ BMO, and X , X0 ∈ V , then since D1 = 0 we may assume without loss of
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generality that −
∫
ζ(ρ) f = 0. Then
∫
∂V \∆(ρ)
C|e− eˇ|α
|Y −X|1+α |f | dσ ≤
∞∑
k=1
∫
∆(2kρ)\∆(2k−1ρ)
C|e− eˇ|α
|X − Y |1+α |f(Y )| dσ
≤
∞∑
k=1
C|e− eˇ|α
2k+kαρ1+α
∫
∆(2kρ)\∆(2k−1ρ)
|f(Y )| dσ
≤
∞∑
k=1
C|e− eˇ|α
2k+kαρ1+α
2kρk‖f‖BMO
≤ C|e− eˇ|
α
ρα
‖f‖BMO
∞∑
k=1
k
2kα
.
To control the first term, recall that M(∂τ f)(X) is finite, so there is some C(X) such
that, if |X − Y | is small, then |f(X)− f(Y )| < C(X)|X − Y |. So
∣∣∣∣∣
∫
∆(ρ)
ν ·AT∇ΓTX+e(f − f(X)) dσ
∣∣∣∣∣ ≤
∫
∆(ρ)
C
|X + e− Y |C(X)|X − Y | dσ(Y )
Since dist(X + e, ∂V ) ≤ (1 + a)|e|, we have that |e| ≤ (1 + a)|X + e− Y | and so
∣∣∣∣∣
∫
∆(ρ)
ν · AT∇ΓTX+e(f − f(X)) dσ
∣∣∣∣∣ ≤
∫
∆(ρ)
C
|X − Y |C(X)|X − Y | dσ(Y ) ≤ C(X)ρ.
To control the middle term, note that
∫
∂(B(X,ρ)∩V )
ν · AT∇ΓTX+e dσ = 1 =
∫
∂(B(X,ρ)∩V )
ν · AT∇ΓTX+eˇ dσ
and so
∣∣∣∣∣f(X)
∫
B(X,ρ)∩∂V
ν · AT (∇ΓTX+e −∇ΓTX+eˇ) dσ
∣∣∣∣∣
=
∣∣∣∣∣f(X)
∫
∂B(X,ρ)∩V
ν · AT (∇ΓTX+e −∇ΓTX+eˇ) dσ
∣∣∣∣∣
≤ |f(X)|
∫
∂B(X,ρ)
C
|e− eˇ|α
|X − Y |1+α dσ ≤ C|f(X)|
‖e− eˇ‖α
ρα
.
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We may control all three terms by first making ρ small and then making |e| and |eˇ|
small.
Similarly,
∫
∂(B(X,ρ)∩V )
τ · ∇ΓTX+e dσ =
∫
∂(B(X,ρ)∩V )
τ · ∇ΓTX+eˇ dσ = 0,
and so
∣∣∣∣
∫
∂V
τ · ∇ΓTX+ef dσ −
∫
∂V
τ · ∇ΓTX+eˇf dσ
∣∣∣∣
goes to 0 as |e|, |eˇ| → 0.
Lemma 5.3. If f ∈ Lp, 1 < p <∞, then we have the following equations for the transposes
of K and L:
Kt±f = ∓ν · AT∇ST f |∂V∓ , Ltf(X) = ∂τST f(Z).
Proof. Consider Kt+ first. Pick some η ∈ C∞0 (R2). By the weak definition of ν · A∇, we
need to show that
∫
∂V ηKt+f dσ = −
∫
V C ∇η · AT∇ST f .
If f ∈ Lp, 1 < p <∞, then by (2.3),
|∇ST f(X)| ≤
∫
∂V
|∇XΓXf | dσ ≤ ‖f‖Lp
∥∥∥∥ C· −X
∥∥∥∥
Lp
′
(∂V )
≤ Cp‖f‖Lp dist(X, ∂V )−1/p
which is in L1loc, so the right-hand integral converges.
By definition,
∫
∂V
ηKt+f dσ =
∫
∂V
K+ηf dσ
=
∫
∂V
lim
Z→Y, Z∈γ+
∫
∂V
ν · AT∇ΓTZ(X)η(X) dσ(X) f(Y ) dσ(Y )
= −
∫
∂V
lim
Z→Y, Z∈γ+
∫
V C
∇η(X) · AT∇ΓTZ(X) dX f(Y ) dσ(Y )
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while
∫
V C
∇η · AT∇ST f =
∫
V C
∇η(X) · AT (X)
∫
∂V
∇XΓX(Y )f(Y ) dσ(Y ) dX
=
∫
∂V
∫
V C
∇η(X) · AT (X)∇ΓTY (X) dX f(Y ) dσ(Y ).
I claim that
lim
Z→Y, Z∈γ+
∫
V C
∇η(X) ·AT∇ΓTZ(X) dX =
∫
V C
∇η(X) · AT∇ΓTY (X) dX.
Let δ = 2|X − Y |, supp η ⊂ B(Y,R). Then
∣∣∣∣
∫
V C
∇η(X) ·AT∇ΓTZ(X) dX −
∫
V C
∇η(X) · AT∇ΓTY (X) dX
∣∣∣∣
=
∣∣∣∣
∫
V C
∇η(X) · AT (∇ΓTZ(X)−∇ΓTY (X)) dX
∣∣∣∣
≤ C(η)
∫
|X−Y |≤R
|∇ΓTZ(X)−∇ΓTY (X)| dX
≤ C(η)
∫
δ<|X−Y |≤R
|Z − Y |α
|X − Y |1+α dX + C(η)
∫
|X−Y |≤δ
C
|X − Y | +
C
|X − Z| dX
≤ C(η)|Z − Y |αR1−α + C(η)δ = C(η)|Z − Y |αR1−α + C(η)|Z − Y |.
This clearly goes to 0 as Z → Y ; thus Kt+f = ν · AT∇ST f |∂V− . Similarly, Kt−f =
ν ·AT∇ST f |∂V+.
Now we come to Lf . Let η ∈ C∞0 (R2) again. Then∫
∂V
ηLtf dσ =
∫
∂V
fLη dσ =
∫
∂V
f(X) lim
Z→X
∫
∂V
τ(Y ) · ∇ΓTZ(Y )η(Y ) dσ(Y ) dσ(X).
If ∂V is bouned, let W = V . If V is a special Lipschitz domain, then let W = ψ((−R,R)×
(0, R)) where R is large enough that ∂V ∩ supp η = ∂W ∩ supp η. Then W is bounded,
and Z /∈ ∂W .
So
∫
∂W τ(Y ) · ∇ΓTZ(Y ) dσ(Y ) = 0, and so∫
∂V
ηLtf dσ =
∫
∂V
f(X) lim
Z→X
∫
∂W
τ(Y ) · ∇ΓTZ(Y )(η(Y )− η(X)) dσ(Y ) dσ(X).
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But
lim
Z→X
∫
∂W
τ(Y ) ·∇ΓTZ(Y )(η(Y )− η(X)) dσ(Y ) =
∫
∂W
τ(Y ) ·∇ΓTX(Y )(η(Y )− η(X)) dσ(Y )
since for all X ∈ ∂V and all Z ∈ γ±(X) with |X − Z| = δ/2,
∫
∂W
|τ(Y ) · (∇ΓTZ(Y )−∇ΓTX(Y ))(η(Y )− η(X))| dσ(Y )
≤
∫
∂W∩B(X,δ)
(
C
|X − Y | +
C
|Z − Y |
)
‖η′‖L∞|X − Y | dσ(Y )
+
∫
∂W\B(X,δ)
C|X − Z|α
|X − Y |1+α‖η‖L∞ dσ(Y )
≤ C‖η′‖L∞δ + C|X − Z|α‖η‖L∞δα
which goes to 0 as |X − Z| → 0. So
∫
∂V
ηLtf dσ =
∫
∂V
f(X)
∫
∂W
τ(Y ) · ∇ΓTX(Y )(η(Y )− η(X)) dσ(Y ) dσ(X)
=
∫
∂W
(η(Y )− η(X))τ(Y ) ·
∫
∂V
f(X)∇Y ΓY (X) dσ(X) dσ(Y )
=
∫
∂W
(η(Y )− η(X))τ(Y ) · ∇ST f(Y ) dσ(Y )
=
∫
∂W
η(Y )τ(Y ) · ∇ST f(Y ) dσ(Y ) =
∫
∂V
η(Y )τ(Y ) · ∇ST f(Y ) dσ(Y ).
This concludes the proof.
Lemma 5.4. Assume that K(X, Y ) satisfies the Caldero´n-Zygmund kernel conditions
|K(X, Y )| ≤ C|X − Y | ,
|K(X, Y )−K(X ′, Y )| ≤ C|X −X
′|α
min(|X − Y |, |X ′ − Y |)1+α ,
|K(X, Y )−K(X, Y ′)| ≤ C|Y − Y
′|α
min(|X − Y |, |X − Y ′|)1+α
for some C, α > 0.
Then if we define
T F (X) =
∫
∂V
K(X, Y )F (Y ) dσ(Y ),
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then for any X ∈ V, X∗ ∈ ∂V with |X −X∗| ≤ (1 + a) dist(X, ∂V ),
|T F (X)| ≤ CMF (X∗) + T∗F (X∗).
Here if T is an operator on L2(∂V ) with Caldero´n-Zygmund kernel K(X, Y ), then
T∗f(X) = sup
ǫ>0
∣∣∣∣∣
∫
Y ∈∂V,|X−Y |>ǫ
K(X, Y )f(Y ) dσ(Y )
∣∣∣∣∣
is the standard truncated maximal operator associated with T . Note that T+, T− have the
same truncated maximal operator.
It is well-known (see, for example, [9] and [15, p. 34]) that if ∂V = R, then T∗ is
bounded L2 7→ L2 if and only if T± is. It is easy to see that this remains true if V is any
good Lipschitz domain.
Proof. Define
ThF (X) =
∫
|Y−X |>h,Y ∈∂V
K0(X, Y )F (Y ) dσ(Y ).
Now, if h = dist(X, ∂Ω), then
|T F (X)− ThF (X∗)| ≤
∣∣∣∣∣
∫
|Y−X∗|>h
(K(X, Y )−K(X∗, Y ))F (Y ) dσ(Y )
∣∣∣∣∣
+
∣∣∣∣∣
∫
|Y−X∗|<h
K(X, Y )F (Y ) dσ(Y )
∣∣∣∣∣
≤
∫
|Y−X∗|>h
Chα
|Y −X∗|1+α |F (Y )|dσ(Y )
+
∫
|Y−X∗|<h
C
h
|F (Y )|dσ(Y )
≤ CMF (X∗)
where M is the standard maximal function and our constants depend on the Lipschitz
constants of V .
But |ThF (X)| ≤ T∗F (X), and so we are done.
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Theorem 5.5. Let V be a good Lipschitz domain. If T± is bounded from Lp to itself and
Lp
′
to itself, for 1 < p <∞, and the conditions on K in Lemma 5.4 hold, then
‖NV±(Df)‖Lp ≤ C(p)‖f‖Lp, ‖NV∓(∇ST g)‖Lp ≤ C(p)‖g‖Lp.
If T˜± is bounded on Lp and Lp′ , then
‖NV±(∇Df)‖Lp ≤ C(p)‖∂τf‖Lp.
Proof. Since T± is bounded on Lp, so is T∗; if 1 < p < ∞, then M is bounded on Lp.
Therefore, by Lemma 5.4, we have that F 7→ N(T F ) is bounded Lp 7→ Lp and Lp′ 7→ Lp′ .
But
T (B7f)(Z) =
(
Df(Z) S(∂τ f)(Z)
Df(Z) S(∂τ f)(Z)
)
.
This completes the proof for N(Df).
Note that
∇Df(X) = ∇X
∫
∂V
ν ·AT∇ΓTXf dσ = ∇X
∫
∂V
τ · ∇Γ˜TXf dσ
= −∇X
∫
∂V
Γ˜TX∂τf dσ = −
∫
∂V
∇X Γ˜TX∂τf dσ
and so, taking our kernel to be K˜(X, Y ) = B6(X)
(
∇XΓTX(Y ) ∇XΓTX(Y )
)
we may use
Lemma 5.4 to bound ‖N(∇Df)‖Lp.
We now turn to N(∇ST g). Recall that
∇ST g(Z) =
∫
∂V
∇ZΓZ(Y )g(Y ) dσ(Y ).
Define Th as before, by
ThF (X) =
∫
|X−Y |>h
K(X, Y )F (Y ) dσ(Y )
=
∫
|X−Y |>h
(
∇ΓTX(Y ) ∇ΓTX(Y )
)t
B6(Y )
tF (Y ) dσ(Y ).
38
Then
T thF (X) =
∫
|X−Y |>h
Kt(Y,X)F (Y ) dσ(Y )
= B6(X)
∫
|X−Y |>h
(
∇XΓX(Y ) ∇XΓX(Y )
)
F (Y ) dσ(Y )
If T is bounded on Lp, then so is T∗, and so T t∗ is bounded on Lp
′
. But by our expression
for Th above and by Lemma 5.4, N(∇ST f)(X) ≤ CMf(X) + CT t∗ f(X). This completes
the proof.
Corollary 5.6. We have that ‖N(Df −D0f)‖Lp ≤ C‖f‖Lp‖A−A0‖L∞.
Proof. Consider Tˇ = T − T 0, and recall that ‖A − A0‖L∞ = ǫ. Then by (4.8) and
Lemma 5.4, we know that
|Tˇ f(Z)| ≤ CǫMf(X) + CTˇ∗f(X)
for any X ∈ ∂V with |X − Z| < (1 + a) dist(Z, ∂V ).
But by (4.9), ‖Tˇ‖Lp 7→Lp ≤ Cpǫ. So as in the proof of Theorem 5.5, ‖N(Df−D0f)‖Lp ≤
Cǫ‖f‖Lp, as desired.
Corollary 5.7. If g is a H1 atom, then ‖N(∇Sg)‖L1 ≤ C.
Proof. Suppose that g is a H1 atom supported in some connected set ∆ ⊂ ∂V with
σ(∆) = R and X0 ∈ ∆. Then
‖g‖L∞ ≤
1
σ(∆)
=
1
R
,
and so ‖g‖L2 ≤ 1/
√
R.
Therefore,
∫
B(X0,bR)∩∂V
|N(∇Sg)| ≤ bk4R
(
−
∫
B(X0,2R)∩∂V
|N(∇Sg)|2
)1/2
≤ bk4
√
RC‖g‖L2 ≤ bC
by Ho¨lder’s inequality.
39
We need to bound
∫
∂V \B(X0,bR) |N(∇Sg)|. If |X − X0| > 2R, and Y ∈ γ(X), then
either |X −Y | ≤ |X0−X|/2 and so |X0−Y | ≥ |X0−X|/2, or |X −Y | > |X0−X|/2 and
so
|X0 − Y | ≥ dist(Y, ∂V ) ≥
1
1 + a
|Y −X| > |X0 −X|
2 + 2a
.
In any case,
N(∇Sg)(X) ≤ sup
{
|∇Sg(Y )| : |Y −X0| >
|X0 −X|
2 + 2a
}
.
If |X −X0| > (2 + 2a)R, then we care only about |Y −X0| > R. In this case,
|∇Sg(Y )| ≤
∣∣∣∣∣
∫
B(X0,R)∩V
∇Y ΓY (Z)g(Z) dσ(Z)
∣∣∣∣∣
≤
∣∣∣∣∣
∫
B(X0,R)∩V
(∇Y ΓY (Z)−∇Y ΓY (X0))g(Z) dσ(Z)
∣∣∣∣∣
≤
∫
B(X0,R)∩V
|Z −X0|α
(|Y −X0| − R)1+α
C
R
dσ(Z)
≤ C R
α
(|Y −X0| − R)1+α
.
Therefore, if |X −X0| > (2 + 2a)R, then
N(∇Sg)(X) ≤ C R
α
(|X −X0| − R(2 + 2a))1+α
.
and so if we choose b = 4 + 4a, then
‖N(∇Sg)‖L1(∂V \B(X0,bR)) ≤ C.
This completes the proof.
Corollary 5.8. If T and T t are bounded on Lp and Lp′ for some 1 < p < ∞, so Theo-
rem 5.5 holds, then the limits in the definition of K±f , Lf exist pointwise a.e. for f ∈ Lp,
even if f is not smooth.
Proof. We work with L only; the proof for K± is identical. Let fn ∈ Lp be smooth and
such that ‖fn − f‖Lp ≤ 4−n. Then for each X ∈ ∂V , limY→X n.t.Dfn(Y ) exists. Since L
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is bounded on Lp, limn→∞ Lfn = Lf exists in Lp.
Let En = {X ∈ ∂V : |Lf(X) − Lfn(X)| > 2−n or N(D(fn − f))(X) > 2−n}; then
σ(En) ≤ C2−n. Thus, σ (∪∞m=nEn) ≤ C2−n, so
E =
∞⋂
n=1
∞⋃
m=n
En
has measure 0.
Suppose X ∈ ∂V , X /∈ E. So there is some N > 0 such that, if n > N , then
|Df(Y )−Lf(X)| ≤ |Df(Y )−Dfn(Y )|+ |Dfn(Y )− Lfn(X)|+ |Lfn(X)− Lf(X)|
≤ N(D(f − fn))(X) + |Dfn(Y )−Lfn(X)|+ |Lfn(X)− Lf(X)|
≤ C2−n + |Dfn(Y )− Lfn(X)|.
So for every ǫ > 0, there is some n > N such that C2−n < ǫ/2, and some δ > 0 such that
|Dfn(Y )−Lfn(X)| < ǫ/2 provided Y ∈ γ(X) and |X−Y | < δ; thus, |Df(Y )−Lf(X)| < ǫ
if |X − Y | < δ, and so the non-tangential limit exists at X , as desired.
Similar techniques may be used if we know that we can solve (D)Ap for smooth boundary
data and would like to show that solutions exist for arbitrary Lp (or BMO) boundary data.
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CHAPTER 6
BOUNDEDNESS OF LAYER POTENTIALS ON Lp
Theorem 6.1. Let A0, A be matrices defined on R
2 which are independent of the t-
variable, that is, A(x, t) = A(x, s) = A(x), A0(x, t) = A0(x, s) = A0(x) for all x, t, s ∈ R.
Assume that A0 is uniformly elliptic (that is, satisfies (1.2)) and A0(x) ∈ R2×2 for
all x. We make the a priori assumptions that A, A0 are smooth.
Then there exists an ǫ0 = ǫ0(λ,Λ) > 0 such that, if ‖A − A0‖L∞ ≤ ǫ0, then if V is a
bounded or special Lipschitz domain, the layer potentials T and T˜ defined by (2.17) are
Lp-bounded for any 1 < p <∞, with bounds depending only on λ, Λ, p, and the Lipschitz
constants of V (as defined in Definition 2.2).
We assume ǫ0 < λ/2; this will ensure that A is elliptic as well.
If I can prove that T is bounded L2 7→ L2, then I will know that T is bounded Lp 7→ Lp
for 1 < p <∞. This follows from basic Caldero´n-Zygmund theory (e.g. [15, I.7]).
We will start with special cases:
Theorem 6.2. Suppose that we are working in a special Lipschitz domain Ω (so that we
may consider T instead of T ). We may write that Ω = {X : ϕ(X · e⊥) < X · e} for some
e, e⊥ and some Lipschitz function ϕ.
Then Theorem 6.1 holds.
We will pass from Theorem 6.2 to Theorem 6.1 in Section 6.2.
We will want to start with an even more specialized case:
Theorem 6.3. Suppose that the ϕ in the definition of Ω above is smooth and compactly
supported. Further assume that
A0(x) =
(
1 a012(x)
0 a022(x)
)
(6.4)
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for some functions a012, a
0
22 which leave A0 uniformly elliptic, and that for some R0 large,
A(x) = A0(x) = I for |x| > R0, −
∫ R0
−R0
a21(y)
a11(y)
dy = 0, and −
∫ R0
−R0
1
a11(y)
dy = 1. (6.5)
Then there is an δ0 = δ0(λ,Λ) > 0 such that if ‖ϕ′‖L∞ < δ0, then T and T˜ are
L2-bounded.
We will pass from this theorem to Theorem 6.2 in Section 6.1, and will prove this
theorem in Sections 6.3–6.7.
We let O(p1, p2, . . . pn) denote a term which, while not a constant, may be bounded by
a constant depending only on p1, p2, . . . pn; thus, for example, Λ sin(x) + λ
2 = O(λ,Λ).
6.1 Buildup to arbitrary special Lipschitz domains
We will prove Theorem 6.3 in Sections 6.4–6.7; in this section, we will assume it. We wish
to prove Theorem 6.2. We work only with T ; the proof for T˜ is identical.
Theorem 6.6. Theorem 6.3 holds if we relax the condition (6.5) on A and the requirement
that ϕ ∈ C∞0 , and replace the requirement that ‖ϕ′‖L∞ < δ0 with the requirement that
‖ϕ′ − γ‖L∞ < δ0 for some γ ∈ R, and permit δ0 to depend on γ as well as λ,Λ.
Proof. We first look at the requirements (6.5) and ϕ ∈ C∞0 . Recall that T±F (x) =
limh→0± ThF (x), where
ThF (x) =
∫
R
K(xe⊥ + (ϕ(x) + h)e, ye⊥ + ϕ(y)e)F (y) dy.
We need only show that the Th are uniformly bounded on L
2, so we may consider some
fixed choice of h.
Pick some F ∈ L2(R). Then for each µ > 0, there is some positive number R > 0 with
‖F‖L2(R\(−R,R)) < µ. If T δh is an operator similar to T , but based on a different elliptic
matrix A or Lipschitz function ϕ, then
|T δhF (x)− ThF (x)| ≤
∣∣∣∣∣
∫ R
−R
F (y)(Kδh(x, y)−Kh(x, y)), dy
∣∣∣∣∣+
∫
|y|>R
|F (y)| C|x− y|+ |h| dy
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Then
|T δhF (x)− ThF (x)| ≤ ‖F‖L2(R\(−R,R))
∥∥∥∥Cy
∥∥∥∥
L2y(R\(−R,R))
+
∣∣∣(T δh − Th)(Fχ(−R,R))∣∣∣
≤ µ C√
R
+
∣∣∣(T δh − Th)(Fχ(−R,R))∣∣∣
provided that |x| < R.
If we choose T δ to satisfy the requirements of Theorem 6.3, and such that
‖T δh − Th‖L2(−R,R)7→L2(−R,R) < θ,
where θ → 0 as δ → 0 and R→∞, then we will have that by Lemma 5.4,
‖ThF‖L2(−R,R) ≤ ‖T δhF‖L2(−R,R) + Cµ+ θ‖F‖L2 ≤ (C + θ)‖F‖L2 + Cµ.
By letting R→∞ and δ, µ→ 0, we will be able to achieve our desired result.
We first remove the requirement (6.5). Pick some A satisfying the other a priori as-
sumptions (i.e. smooth and elliptic). For R > 1, let Aδ(x) = A(x) on (−R2, R2), Aδ(x) = I
if |x| > 2R2, and assume that Aδ is smooth and satisfies (6.5). Let Γδ, Kδ, T δh be Γ, K
and Th for the elliptic matrix A
δ instead of A.
Then divA∇(ΓX(Y )− ΓδX(Y )) = 0 for Y = (y, s) with |y| < R2; therefore, |ΓX(Y )−
ΓδX(Y )| ≤ C logR if |X|, |Y | < R2/2, and so
|∇ΓX(Y )−∇ΓδX(Y )| <
C logR
R2
if |X|, |Y | < R/4.
So Kδh(x, y)−Kh(x, y) < C logRR2 if |x|, |y| < R/4 and h is small. Therefore,
‖Kδh(x, y)−Kh(x, y)‖L2(−R,R) ≤
C logR
R3/2
and so θ = C logRR which goes to 0 as R→∞; thus we are done.
We next remove the requirement that ϕ ∈ C∞0 . Assume instead that ‖ϕ′‖L∞ < δ0.
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Choose ϕδ compactly supported and smooth with ‖ϕδ − ϕ‖L∞ < δ on (−R,R). Then
∣∣∣Kh(x, y)−Kδh(x, y)∣∣∣ ≤ |ϕ(x)− ϕδ(x)|α + |ϕ(y)− ϕδ(y)|α|x− y|1+α + |h|1+α
which has L2y(−R,R) norm at most δ
α
hα+1/2
if x ∈ (−R,R); thus by forcing δ very small in
comparison with h, R, we are done.
Finally, we relax from ‖ϕ′‖ < δ0 to ‖ϕ′− γ‖ < δ0(γ) for some real number γ. Fix some
choice of e, ϕ and γ. Then Ω = {X ∈ R2 : ϕ(X · e⊥) < X · e}.
Define eˇ = e−γe
⊥√
1+γ2
. If ‖ϕ′− γ‖L∞ is small enough, relative to |γ|, then there is some ϕˇ
such that
ϕ(X · e⊥) < X · e if and only if ϕˇ(X · eˇ⊥) < X · eˇ.
Applying Theorem 6.3 to ϕˇ, we see that the layer potentials Tˇ± are bounded L2 7→ L2.
Therefore by Lemma 5.2, so are the potentials Tˇ±. But T± = Tˇ±, and therefore T± is
bounded L2 7→ L2.
Now we wish to remove the assumption that ϕ′ − γ must be small. This may be done
exactly as in [13, Section 5]. Let
Λk(δ0) =
{
ϕ : R 7→ R∣∣there is a constant γ ∈ (−k, k) such that ‖ϕ′ − γ‖L∞ < δ0}.
We require 0 < δ0 ≤ k.
Lemma 6.7. Suppose that for some fixed choice of e and e⊥, we have that for every k > 0
there is a δ0(k) > 0 such that T± is bounded for every ϕ ∈ Λk(δ0) with bounds depending
only on λ,Λ and k.
Then T± is bounded on L2 for any Lipschitz function ϕ with bounds depending on λ,Λ
and ‖ϕ′‖L∞ .
Proof. We have the following useful theorems:
Theorem 6.8. [13, Theorem 5.2] Suppose that δ, k > 0, ϕ ∈ Λk(δ), and I ⊂ R is an
interval. Then there is a compact subset E ⊂ I and a function ψ ∈ Λk+ δ10
(
9
10δ
)
such that
• |E| ≥ 1
3
√
1+(k+δ)2
|I|,
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• ϕ(x) = ψ(x) for all x ∈ E, and
• Either −45δ ≤ ψ′(x) ≤ δ a.e., or −δ ≤ ψ′(x) ≤ 45δ a.e.
Theorem 6.9. [13, Theorem 5.3] Suppose that K : R2 7→ C2×2 is a Caldero´n-Zygmund
kernel with constants no more than C6. Suppose that there is a constant θ ∈ (0, 1] such
that for any interval I ⊂ R, there is a Caldero´n-Zygmund kernel KI and a compact subset
E ⊂ I such that
• |E| > θ|I|,
• For all x, y ∈ E we have that KI(x, y) = K(x, y), and
• ‖T ∗I ‖L2 7→L2 ≤ C6
where T ∗I is the maximal singular integral operator associated to KI . Then
‖T ∗‖L2 7→L2 ≤ C(θ)C6.
From Lemma 5.4 and following remarks, T is bounded from L2 to L2 if and only if T∗
is.
Pick some ϕ ∈ Λk−δ/9
(
10
9 δ
)
. If I ⊂ R is an interval, then by Theorem 6.8 there is an
E and a ϕI ∈ Λk(δ) such that if TI is as in (2.22) with ϕ replaced by ϕI , then
• |E| ≥ 1
3
√
1+(k+δ)2
|I|,
• KI(x, y) = K(x, y) for all x, y ∈ E.
So by Theorem 6.9, if T ∗I is bounded on L
2 for all I, then so is T ∗.
Thus, if Theorem 6.2 holds for all functions ϕ ∈ Λk(δ), then it holds for all ϕ ∈
Λk−δ/9
(
10
9 δ
)
.
Let an =
1
9(1 + (10/9) + . . . + (10/9)
n−1) = (10/9)n − 1. So if Theorem 6.2 holds for
all ϕ ∈ Λk−δan((10/9)nδ), it also holds for all ϕ ∈ Λk−δan+1((10/9)n+1δ), provided that
k − δan+1 ≥ (10/9)n+1δ.
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Pick any k > 0. Let δ(k) be the δ0 given by Theorem 6.6, so Theorem 6.2 holds for
all ϕ ∈ Λk(δ0). Let n(k) be the positive integer such that k ≥ 2δ(k)(10/9)n(k) > (9/10)k.
Then Theorem 6.2 holds for all
ϕ ∈ Λk−δan(k)((10/9)n(k)δ) ⊃ Λk/2
(
9
20
k
)
.
Thus, for any k, Theorem 6.2 holds for any ‖ϕ′‖L∞ ≤ 920k (with constants depending
on k). Thus, it holds for any Lipschitz function ϕ, as desired.
Finally, we deal with the assumption that A0 is upper triangular with a
0
11 ≡ 1.
Consider the mapping J : (x, t) 7→ (f(x), t + g(x)) where λ < f ′ < Λ. Then ΓˇX(Y ) =
ΓJ(X)(J(Y )) is the fundamental solution with pole at X associated with the elliptic matrix
Aˇ(y) =
1
f ′(y)
(
1 0
−g′(y) f ′(y)
)
A(f(y))
(
1 −g′(y)
0 f ′(y)
)
.
If we choose f ′(y) = 1
a011(f(y))
(or, put another way, choose f−1(y) =
∫ y
0 a
0
11), then we
will have aˇ011 = 1, and if we choose g
′(y) = f(y)a
0
21(f(y))
a011(f(y))
, then we will have aˇ021 = 0.
But if ϕ ∈ Λk(δ0) for δ0 sufficiently small (depending on λ, Λ and k), where ϕ is the
Lipschitz function in the definition of Ω, then J(Ω) will also be a special Lipschitz domain,
and so Tˇ± will be bounded on it; thus, T± wil be bounded on Ω, and so by Lemma 6.7 we
may build up to arbitrary Lipschitz domains.
6.2 Patching: T is bounded on good Lipschitz domains
Recall that we wish to prove Theorem 6.1:
Theorem 6.10. If V is a Lipschitz domain with Lipschitz constants ki, then T and T˜ are
bounded Lp(∂V ) 7→ Lp(∂V ) for 1 < p < ∞, with bounds depending only on λ,Λ, p, and
the Lipschitz constants of V .
In the following sections, we will show that T and T˜ are bounded on special Lipschitz
domains Ω (that is, we will prove Theorem 6.2). In this section, we pass to arbitrary good
Lipschitz domains.
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As in Section 6.1, we work with T ; the proof for T˜ is identical.
Proof. Note that if suppF ⊂ ∂U ∩ ∂V , then TUF = TV F on ∂U ∩ ∂V .
From Definition 2.2, we may partition ∂V as follows: there are k2 points Xi ∈ ∂V with
associated numbers ri > 0, such that ∂V ⊂ ∪iB(Xi, ri) andB(Xi, 2ri)∩V = B(Xi, 2ri)∩Ωi
for some special Lipschitz domains Ωi. Let
∑
i ηi be a partition of unity with supp ηi ⊂
∂V ∩B(Xi, ri), and let Fi = Fηi.
Then
‖TV F‖Lp ≤
k2∑
i=1
‖TV Fi‖Lp.
But
‖TV Fi‖pLp(∂V ) = ‖TV Fi‖
p
Lp(∂V ∩B(Xi,2ri)) + ‖TV Fi‖
p
Lp(∂V \B(Xi,2ri))
and
‖TV Fi‖Lp(∂V ∩B(Xi,2ri)) = ‖TΩiFi‖Lp(∂V ∩B(Xi,2ri)) ≤ ‖TΩiFi‖Lp(∂Ωi) ≤ C‖Fi‖Lp.
But if |Xi − Y | > 2ri, then
|T Fi(Y )| =
∣∣∣∣
∫
∂V
K(Y, Z)Fi(Z) dσ(Z)
∣∣∣∣
≤ C|Xi − Y |
∫
∂V
|Fi(Z)| dσ(Z) ≤
Cr
1/p′
i
|Xi − Y |
‖Fi‖Lp.
But then
‖T Fi‖pLp ≤
∫
|Xi−Y |>2ri
Cr
p−1
i
|Xi − Y |p
‖Fi‖pLp dσ +
∫
|Xi−Y |<2ri
|TΩiFi|p dσ ≤ C‖Fi‖
p
Lp,
where C depends on the Lipschitz constants of V .
Therefore,
‖TV Fi‖pLp ≤ C
p
p‖Fi‖pLp
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and so
‖TV F‖pLp ≤ Cp,k2
k2∑
i=1
‖TV Fi‖pLp ≤
∑
i
Cp,k2‖Fi‖
p
Lp ≤ Cp,k2‖F‖
p
Lp.
Note that Cp,k2 does not depend on diamV .
6.3 Proving Theorem 6.3: preliminary remarks
From [4, p. 42], we have the following useful theorem:
Theorem 6.11. Suppose that B1, B2 : R 7→ C2×2 are invertible matrices at all points,
and suppose that ‖B1‖L∞, ‖B2‖L∞ ≤ C1.
Assume that there exist nonnegative real smooth functions vi with supp vi ⊂ [−1, 1],∫
vi = 1, and ‖vi‖L∞, ‖v′i‖L∞ ≤ C2, and such that for all x ∈ R and all t > 0,∣∣∣∣∣
(∫
1
t
vi
(
x− y
t
)
Bi(y) dy
)−1∣∣∣∣∣ ≤ C3. (6.12)
Suppose that the operator T : B1S 7→ (B2S)′ has a Caldero´n-Zygmund kernel, the
operator f 7→ Bt2T (B1f) is weakly bounded, and that the constants in the definition of
weak boundedness and Caldero´n-Zygmund kernel are no more than C4.
Suppose finally that T (B1) and T
t(B2) have BMO norm no more than C5.
Then T has a continuous extension to L2, and its norm may be bounded by a constant
depending only on C1, C2, C3, C4 and C5.
Note that if B(x) = β(x)I for some scalar-valued function β, and if ν ≤ Reβ(x) ≤
|β(x)| ≤ N for some constants ν, N > 0, then B satisfies (6.12).
TB ∈ BMO is defined as follows: if M0 is a smooth H1 atom (that is, suppM0 ⊆
[x0 − R, x0 +R], ‖M0‖L∞ ≤ 1R , and
∫
M0 = 0), then
〈M0, TB〉 = 〈M0, T (ηB)〉+
∫
R
∫
R
M0(x)(K0(x, y)−K0(x0, y)) dx (1− η(y))B(y) dy
whenever η ∈ C∞0 , 0 ≤ η ≤ 1, and η ≡ 1 on [x0 − 2R, x0 + 2R].
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If B ∈ L∞, then assuming supp η ⊂ 3R, and taking x0 = 0 for convenience, we see that
∣∣∣∣
∫
R
∫
R
M0(x)(K0(x, y)−K0(0, y)) dx (1− η(y))B(y) dy
∣∣∣∣
≤
∫
R
|M0(x)|
∫
|y|>2R
|x|α
|y|1+α dx ‖B‖L∞ dy ≤ C‖B‖L∞ (6.13)
If T is bounded L2 7→ L2, then since ‖M0‖L2 ≤
√
2/R, ‖ηB‖L2 ≤ ‖B‖L∞
√
6R,
|〈M0, TB〉| ≤≤ (C + C‖T‖L2 7→L2)‖B‖L∞ . (6.14)
Proof of Theorem 6.3. In Section 6.4, we will find a matrix B1 which is bounded, invertible,
and satisfies (6.12). By Lemmas 6.18 and 6.19, f 7→ Bt0T (B1f) and f 7→ Bt0T˜ t(B1f)
are weakly bounded for any bounded matrix B0. By Corollary 6.20, ‖TB1‖BMO and
‖T˜ tB1‖BMO are bounded.
By Theorem 6.11, if B satisfies (6.12), then
‖T‖L2 7→L2 ≤ C + C‖TB1‖BMO + C‖T tB‖BMO ≤ C + C‖T tB‖BMO,
‖T˜‖L2 7→L2 ≤ C + C‖T˜ tB1‖BMO + C‖T˜B‖BMO ≤ C + C‖T˜B‖BMO.
In Section 6.7, we will find a B8 such that ‖T t(B8)‖BMO is finite, and so we will know
that ‖T‖L2 7→L2 is finite. Unfortunately, our bound on T t(B8) will depend on such terms
as A′; therefore, we will seek a better bound on ‖T‖L2 7→L2.
In Section 6.6, we will find bounded matrices B3, . . . , B6 such that ‖T˜B3‖BMO ≤
C‖T tB4‖BMO and ‖T tB6‖BMO ≤ C‖T˜B5‖BMO, where B3, B6 satisfy 6.12 and B5 is
small (depending on ‖A−A0‖L∞ = ǫ0, ‖ϕ′‖L∞ = δ0). This implies that
‖T‖L2 7→L2 ≤ C + C‖T tB6‖BMO ≤ C + C‖T˜B5‖BMO ≤ C + C‖T˜‖L2 7→L2‖B5‖L∞
≤ C +
(
C + C‖T˜B3‖BMO
)
‖B5‖L∞ ≤ C +
(
C + C‖T tB4‖BMO
)
‖B5‖L∞
≤ C + (C + C‖T‖L2 7→L2‖B4‖L∞) ‖B5‖L∞
≤ C + C‖T‖L2 7→L2‖B4‖L∞‖B5‖L∞.
Since ‖T‖L2 7→L2 is finite, if ‖B5‖ is small enough then ‖T‖L2 7→L2 ≤ C.
50
Furthermore,
‖T˜‖L2 7→L2 ≤ C + C‖T˜B3‖BMO ≤ C + C‖T t‖L2 7→L2‖B4‖L∞ ≤ C
as desired.
The remainder of this chapter will be devoted to establishing the facts used in this
proof. We will consider only T+; the case for T− is similar.
6.4 A B for our TB theorem
Recall (2.28):
B1(y) =
(
a11(ψ(y)) 0
a21(ψ(y)) 1
)−1 (
A(ψ(y))ν(y) τ(y)
)√
1 + ϕ′(y)2
where ψ(y) = ye⊥ + ϕ(y)e,
τ(y) =
1√
1 + ϕ′(y)2
(
ψ′1(y)
ψ′2(y)
)
, ν(y) =
1√
1 + ϕ′(y)2
(
−ψ′2(y)
ψ′1(y)
)
.
In this section, we will show that B1 satisfies (6.12).
Recall that we have changed variables such that a011 ≡ 1, a021 ≡ 0. Let
B0 =
(
A0(ψ(y))ν(y) τ(y)
)√
1 + ϕ′(y)2 =
(
−ψ′2(y) + a012(ψ1(y))ψ′1(y) ψ′1(y)
a022(ψ1(y))ψ
′
1(y) ψ
′
2(y)
)
.
Then B0 is near B1. We first show that, for any interval I, −
∫
I B0 is invertible with bounded
inverse. If ‖A−A0‖ is sufficiently small, this will imply that −
∫
I B1 is as well.
If A is elliptic, then
Re a11 > λ, Re a22 > λ, |a12 + a21| ≤ 2
√
(Re a11 − λ)(Re a22 − λ)
and so
|a012| ≤ 2
√
(1− λ)(a022 − λ).
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Then, if I = (a, b), we have that
det
∫
I
B0 = det
∫ b
a
(
−ψ′2(y) + a012(ψ1(y))ψ′1(y) ψ′1(y)
a022(ψ1(y))ψ
′
1(y) ψ
′
2(y)
)
dy
=
∫ b
a
ψ′2(y) dy
∫ b
a
a012(ψ1(y))ψ
′
1(y) dy −
(∫ b
a
ψ′2(y) dy
)2
−
∫ b
a
ψ′1(y) dy
∫ b
a
a022(ψ1(y))ψ
′
1(y) dy
= (ψ2(b)− ψ2(a))
∫ ψ1(b)
ψ1(a)
a012(y) dy − (ψ2(b)− ψ2(a))2
− (ψ1(b)− ψ1(a))
∫ ψ1(b)
ψ1(a)
a022(y) dy
≤ 1
2θ
(∫ ψ1(b)
ψ1(a)
a012(y) dy
)2
−
(
1− θ
2
)
(ψ2(b)− ψ2(a))2
− λ (ψ1(b)− ψ1(a))2 − (ψ1(b)− ψ1(a))
∫ ψ1(b)
ψ1(a)
(a022(y)− λ) dy
≤ −
(
1− θ
2
)
(ψ2(b)− ψ2(a))2 − λ (ψ1(b)− ψ1(a))2
+
1
2θ
(∫ ψ1(b)
ψ1(a)
a012(y) dy
)2
−
(∫ ψ1(b)
ψ1(a)
√
a022(y)− λdy
)2
We have that
∫ ψ1(b)
ψ1(a)
|a012(y)| dy ≤
∫ ψ1(b)
ψ1(a)
2
√
(1− λ)(a022 − λ) dy ≤
√
4− 4λ
∫ ψ1(b)
ψ1(a)
√
a022 − λdy
and so choosing 2θ = 4− 4λ, we have that
det
∫
I
B0 ≤ −λ (ψ2(b)− ψ2(a))2 − λ (ψ1(b)− ψ1(a))2 = −λ|ψ(b)− ψ(a)|2 ≤ −λ|I|2.
Note that det(M +N) = detM + detN +O(|M | ∗ |N |). So if ‖A−A0‖L∞ < ǫ0, then
Redet−
∫
I B1 ≤ −λ+ Cǫ0.
So
∣∣det−∫I B1∣∣ ≥ λ− Cǫ0. But (6.12) requires a smooth truncation of B1.
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Lemma 6.15. Suppose that B : R 7→ C2×2 satisfies |ξ · B(x)η| ≤ Λ|η||ξ| for all x ∈ R2,
η, ξ ∈ C2. Assume further that
∣∣∣∣det−
∫
I
B(x) dx
∣∣∣∣ ≥ λ (6.16)
for all intervals I ⊂ R.
Then there is a smooth real function v, with 0 ≤ v ≤ 1, ∫ v = 1, supp v ⊂ [−1, 1], and
‖v′‖ ≤ C(λ,Λ), such that if vt(x) = 1t v
(x
t
)
, then |detB ∗ vt(x)| ≥ λ/2 for all t > 0 and all
x ∈ R.
Proof. Choose some v such that v ≡ 1 on
(
−12 , 12
)
, supp v ⊂
[
−12 − µ, 12 + µ
]
, and
∫
v = 1,
‖v′‖L∞ ≤ 2µ for some positive real number µ < 1/2 to be determined.
Then
vt ∗B(x) =
∫
vt(x− y)B(y) dy
=
1
t
∫ x+t/2
x−t/2
B(y) dy +
1
t
∫
t/2<|x−y|<t/2+tµ
B(y)v
(
x− y
t
)
dy
and so ∣∣∣∣∣vt ∗B(x)−−
∫ x+t/2
x−t/2
B(y) dy
∣∣∣∣∣ ≤ 2µ‖B‖L∞.
Therefore,
| det vt ∗B(x)| ≥ λ− Cµ‖B‖2L∞.
So if µ < λ/CΛ2, then Redet vt ∗B(x) ≥ λ/2 for all x.
6.5 T and T˜ t are continuous and weakly bounded on B1S
For real A, this is shown in [13], in Lemmas 4.3, 4.7, 4.8, and 4.10. We now prove weak
boundedness in the complex case.
Definition 6.17. A function F is called a normalized bump function if suppF ⊂ B(X0, 10)
for some X0, and
|∂αF (X)| ≤ 1
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for any multiindex α with |α| ≤ 2. For such a function F , let FR(X) = 1RF (X/R).
If there is a constant C such that, for any R > 0 and any normalized bump functions
F and G, the equation
|〈GR, PFR〉| ≤
C
R
holds, then we say the operator P is weakly bounded.
Lemma 6.18. The operator T is a continuous linear operator from B1S to (B0S)′ for any
bounded B0. The operator F 7→ Bt0T (B1F ) is weakly bounded; in fact, ‖T (B1FR)‖L∞ ≤
C/R for any normalized bump function F .
Proof. We know that T±F (x) is pointwise well-defined from Lemma 5.2 and that if f ∈ L∞,
f ′ ∈ L∞ and f ∈ L2 then the limits in the definition converge uniformly. Recall that
B1(y) = (B6(ψ(y))
t)−1
(
A(ψ(y))ν(y) τ(y)
)√
1 + ϕ′(y)2.
Choose some F,G ∈ S2×2 (that is, matrix-valued functions whose components are all in
S). We wish to show that 〈B0G, T (B1F )〉 exists, and that
|〈B0G, T (B1F )〉| ≤ C‖F‖S‖G‖S .
Recall that
〈B0G, T (B1F )〉 = lim
h→0+
∫
R
∫
R
G(x)tB0(x)
tKh(x, y)B1(y)F (y) dy dx
Now, the components of
Kh(x, y)B1(y) =

∇ΓTψ(x,h)(ψ(y))t
∇ΓT
ψ(x,h)
(ψ(y))t

(A(ψ(y))ν(y) τ(y))√1 + ϕ′(y)2
are
d
dy
ΓTψ(x,h)(ψ(y)) and
d
dy
Γ˜Tψ(x,h)(ψ(y)).
Let f be a component of F . We need only show that
lim
h→0+
∫
R
f(y)
d
dy
Γψ(x,h)(ψ(y)) dy, lim
h→0+
∫
R
f(y)
d
dy
Γ˜ψ(x,h)(ψ(y)) dy
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are bounded by C‖F‖S and converge uniformly in x, and that if F = F¯R for some normal-
ized bump function F¯ , then those integrals are at most C/R.
Now, for any number R > 0, we have that
∣∣∣∣
∫
R
f(y)
d
dy
Γψ(x,h)(ψ(y)) dy
∣∣∣∣
≤
∣∣∣∣∣
∫
|x−y|>2R
f(y)
d
dy
Γψ(x,h)(ψ(y)) dy
∣∣∣∣∣+
∣∣∣∣∣
∫ x+2R
x−2R
f(y)
d
dy
Γψ(x,h)(ψ(y)) dy
∣∣∣∣∣
≤
∣∣∣∣∣
∫
|x−y|>2R
f(y)
d
dy
Γψ(x,h)(ψ(y)) dy
∣∣∣∣∣+
∣∣∣∣∣f(x)
∫ x+2R
x−2R
d
dy
Γψ(x,h)(ψ(y)) dy
∣∣∣∣∣
+
∣∣∣∣∣
∫ x+2R
x−2R
(f(y)− f(x)) d
dy
Γψ(x,h)(ψ(y)) dy
∣∣∣∣∣
≤ ‖f‖L∞
∣∣∣Γψ(x,h)(ψ(x+ 2R))− Γψ(x,h)(ψ(x− 2R))∣∣∣
+ ‖f ′‖L∞
∫ x+2R
x−2R
∣∣∣∣ ddyΓψ(x,h)(ψ(y))
∣∣∣∣ |x− y| dy + ‖f‖L1CR
≤ C‖f‖L∞ + CR‖f ′‖L∞ + ‖f‖L1
C
R
Picking R = 1, we see that this is bounded by the Schwarz norm of f , and if F = FˇR where
Fˇ is a normalized bump function, this is clearly at most C/R.
Similarly,
lim
h→0+
∫
R
d
dy
Γ˜ψ(x,h)(ψ(y))f(y) dy
exists, converges uniformly in x, and is at most C/R provided F = FˇR for some normalized
bump function Fˇ .
Lemma 6.19. The operator T˜ t is a continuous linear operator from B1S to (B0S)′ for
any bounded B0. Also, F 7→ Bt0T˜ tB1F is weakly bounded; in fact, ‖T˜ t(B1FR)‖L∞ ≤ C/R
for any normalized bump function F .
Proof. Fix F,G ∈ S2×2. Again, we wish to show that 〈B0G, T˜ t(B1F )〉 exists and is
bounded, and that if F = F¯R, G = G¯R for some normalized bump functions F¯ , G¯, then
|〈B0G, T˜ t(B1F )〉| ≤ 1/R.
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Now,
〈B0G, T˜ t±(B1F )〉 = lim
h→0±
∫
R
G(x)B0(x)
∫
R
K˜h(y, x)
tB1(y)F (y) dy dx
But
K˜h(y, x)
tB1(y) =

∇Y Γ˜Tψ(y)(ψ(x, h))t
∇Y Γ˜Tψ(y)(ψ(x, h))t

(A(ψ(y))ν(y) τ(y))√1 + ϕ′(y)2.
We may deal with the
√
1 + ϕ′(y)2∇Y Γ˜Tψ(y)(ψ(x, h))·τ(y) = ddy Γ˜Tψ(y)(ψ(x, h)) as before.
We are left trying to show that
lim
h→0±
∫
R
ν · AT (ψ(y))∇Y Γ˜Tψ(y)(ψ(x, h))f(y)
√
1 + ϕ′(y)2 dy
is bounded and converges uniformly in x, for any f a component of F .
But this integral is
∫
∂Ω
ν(Y ) · AT (Y )∇Y Γ˜TY (ψ(x, h))f(ψ−1(Y ))dσ(Y ).
Let m ∈ C∞0 (R) with m ≡ 1 on (−R − R‖ϕ′‖L∞ , R + R‖ϕ′‖L∞), and 0 ≤ m ≤ 1,
suppm ⊂ (−CR,CR), and |m′| < C/R. Let u(ψ(y, t)) = f(y)m(t+ϕ(y)), so u(ye⊥+te) =
f(y)m(t). Then if ±h > 0, then
∫
∂Ω
ν(Y ) ·AT (Y )∇Y Γ˜TY (ψ(x, h))f(ψ−1(Y ))dσ(Y )
= ∓
∫
Ω∓
∇ · (AT (Y )∇Y Γ˜TY (ψ(x, h))u(Y )) dY
= ∓
∫
Ω∓
AT (Y )∇Y Γ˜TY (ψ(x, h)) · ∇u(Y ) dY
Since |∇u| is bounded and in L1, and since ∇Y ΓTY (X) ∈ L1(B(X,R)), ∇Y ΓTY (X) ∈
L∞(B(X,R)C), this integral is also bounded, and the limit as h→ 0+ converges uniformly
in x. Thus, we have shown that T˜ t is continuous on B1S.
Furthermore, if f is a component of a normalized bump function, then | supp f | ≤ CR,
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|f | ≤ C/R, |f ′| ≤ C/R2, and so
∣∣∣∣
∫
∂Ω
ν(Y ) · AT (Y )∇Y Γ˜Y (ψ(x, h))f(ψ−1(Y ))dσ(Y )
∣∣∣∣
=
∣∣∣∣
∫
Ω
AT (Y )∇Y Γ˜Y (ψ(x, h)) · ∇u(Y ) dY
∣∣∣∣
≤
∫
supp∇u
C
|Y − ψ(x, h)|
C
R2
dY ≤
∫ CR
0
C
R2ρ
2πρ dρ ≤ C/R
and so if F = FˇR where Fˇ is a normalized bump function, then |T˜ t(B1F )(x)| ≤ C/R.
So F 7→ Bt0T˜ t(B1F ) is weakly bounded as well.
Corollary 6.20. ‖T (B1)‖BMO ≤ C, ‖T˜ t(B1)‖BMO ≤ C.
Proof. Recall that
T±F (x) = lim
h→0±
∫ ∇ΓTψ(x,h)(ψ(y))t
∇ΓT
ψ(x,h)
(ψ(y))t

B6(ψ(y))tF (y) dy,
and that if M0 is a smooth H
1 atom and η ∈ C∞0 is 1 in a neighborhood of its support,
then
〈M0, TB〉 = 〈M0, T (ηB)〉+
∫
R
∫
R
M0(x)(K0(x, y)−K0(x0, y)) dx (1− η(y))B(y) dy.
By (6.13), the second term on the right-hand side is bounded in terms of λ and Λ, so
we need only bound 〈M0, T (ηB1)〉 and 〈M0, T˜ t(ηB1)〉.
In fact, we need only bound ‖T (ηB1)‖L∞ and ‖T˜ t(ηB1)‖L∞ . If supp η ⊂ B(x0, R),
then η = RFR for some normalized bump function F , and so this follows immediately from
Lemma 6.18 and Lemma 6.19.
6.6 The transpose inequalities: controlling ‖T t±(B2)‖BMO
In the proof of Theorem 6.3 in Section 6.3, we promised to produce functions B3, B4, B5,
B6 such that B3, B6 satisfy (6.12), B4 is bounded, and B5 is small provided ǫ0, δ0 are, and
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such that
‖T˜B3‖BMO ≤ C‖T tB4‖BMO, ‖T tB6‖BMO ≤ C‖T˜B5‖BMO.
Recall that
T±F (x) = lim
h→0±
∫ ∇ΓTψ(x,h)(ψ(y))t
∇ΓT
ψ(x,h)
(ψ(y))t

B6(ψ(y))tF (y) dy,
T ′±F (x) = lim
h→0±
∫ ∇ΓTψ(x)(ψ(y, h))t
∇ΓT
ψ(x)
(ψ(y, h))t

B6(ψ(y, h))tF (y) dy,
By (4.10), T± = T ′∓ and T˜± = T˜ ′∓; it will be easier to work with (T ′)t and T˜ ′, not T t.
Suppose that B2(x) = β(x)I for some scalar-valued function β with 1/C < |β| < C.
Then to show that ‖(T ′)t(B2)‖BMO ≤ C, we need only show that for each R > 0, there is
some η ∈ C∞0 (R) with η ≡ 1 on (−R,R), such that∫
K ′−h(y, x)
tβ(y)η(y) dy
is bounded for arbitrary h 6= 0 and |x| < R/2.
But K ′h(y, x)
t = B6(ψ(x, h))
(
∇ΓT
ψ(y)
(ψ(x, h)) ∇ΓT
ψ(y)
(ψ(x, h))
)
and so we need only
bound
∫
∇ΓTψ(y)(ψ(x,−h))β(y)η(y) dy =
∫
∇XΓψ(x,−h)(ψ(y))β(y)η(y) dy.
Similarly, to bound ‖T˜ ′(βI)‖BMO, we need only bound∫
∇X Γ˜Tψ(x,h)(ψ(y))β(y)η(y) dy.
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If X ∈ U and f ∈ C∞0 (R2), then the divergence theorem tells us that for any U ⊂ R2,
−f(X) +
∫
U
ΓX∇ · (AT∇f) =
∫
U
ΓX∇ · (AT∇f) +
∫
UC
f∇ · A∇ΓX
+
∫
U
∇f · A∇ΓX +
∫
UC
∇f · A∇ΓX
=
∫
U
∇ · (ΓXAT∇f) +
∫
UC
∇ · (fA∇ΓX)
and so
−f(X) +
∫
U
ΓX∇ · (AT∇f) =
∫
∂U
ΓXν · AT∇f dσ −
∫
∂U
fν ·A∇ΓX dσ. (6.21)
Let X = ψ(x,−h), with |x| < R. Then, by taking the gradient in X of (6.21), we have
that
∇X
∫
ΩC
ΓX(Y )∇ · (AT (Y )∇f(Y )) dY −∇f(X)
= ∇X
∫
∂Ω
ΓX(Y )ν · AT (Y )∇f(Y ) dσ(Y )−∇X
∫
∂Ω
f(Y )ν · (A(Y )∇ΓX(Y )) dσ(Y )
We may simplify this:
∇X
∫
∂Ω
f ν · A∇ΓX dσ = ∇X
∫
R
f(ψ(y))ν(y) · (A(ψ(y))∇ΓX(ψ(y))
√
1 + ϕ′(y)2 dy
= −∇X
∫
R
f(ψ(y))τ(y) · ∇Γ˜X(ψ(y))
√
1 + ϕ′(y)2 dy
=
∫
R
∇X Γ˜X(ψ(y))
d
dy
f(ψ(y)) dy
and
∫
∂Ω
∇XΓXν · AT∇f dσ =
∫
R
∇XΓX(ψ(y))ν(y) · AT (ψ(y))∇f(ψ(y))
√
1 + ϕ′(y)2 dy
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So
∫
ΩC
∇XΓX(Y )∇ · (AT (Y )∇f(Y )) dY −∇f(X)
=
∫
R
∇XΓX(ψ(y))ν(y) ·AT (ψ(y))∇f(ψ(y))
√
1 + ϕ′(y)2 dy
−
∫
R
∇X Γ˜X(ψ(y))
d
dy
f(ψ(y)) dy
(6.22)
Let f(y, s) = (ξs + m(y))ρ(y)ρ(s), where m′(y) = ζ−ξa21(y)
a11(y)
, for some constants ξ, ζ ,
where ρ ≡ 1 on (−R,R), ρ ∈ C∞(−R− 1, R + 1), and |ρ′| < C, |ρ′′| < C.
Then
∇f(y, s) =

ζ−ξa21(y)a11(y)
ξ

+ (ξs+m(y))
(
ρ′(y)ρ(s)
ρ(y)ρ′(s)
)
and so
AT (y)∇f(y, s) =

 ζ
a12(y)
ζ−ξa21(y)
a11(y)
+ ξa22(y)

 ρ(y)ρ(s)
+ (ξs+m(y))
(
a11(y)ρ
′(y)ρ(s) + a21(y)ρ(y)ρ′(s)
a12(y)ρ
′(y)ρ(s) + a22(y)ρ(y)ρ′(s)
)
and
f(ψ(y)) = f(ye2 + ϕ(y)e1,−ye1 + ϕ(x)e2)
=
(
ξϕ(y)e2 − ξye1 +m(ye2 + ϕ(y)e1)
)
η(ye2 + ϕ(y)e1)η(ϕ(y)e2 − ye1).
Thus, ∇ · AT (Y )∇f(Y ) = 0 except on UR, where UR = {(y, s) : R < |s| < R + 1 or
R < |y| < R + 1}.
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So
∫
ΩC
∂xiΓX(Y )∇ · (AT (Y )∇f(Y )) dY
=
∫
UR∩ΩC
∂xiΓX(Y )

 ζ
a12(y)
ζ−ξa21(y)
a11(y)
+ ξa22(y)

 ·
(
ρ′(y)ρ(s)
ρ(y)ρ′(s)
)
dy ds
+
∫
UR∩ΩC
∂xiΓX(Y )

ζ−ξa21(y)a11(y)
ξ

 · AT (y)
(
ρ′(y)ρ(s)
ρ(y)ρ′(s)
)
dy ds
+
∫
UR∩ΩC
∂xiΓX(Y )(ξs+m(y))∇ · AT (y)
(
ρ′(y)ρ(s)
ρ(y)ρ′(s)
)
dy ds
= O(λ,Λ, ζ, ξ)
+
∫
UR∩ΩC
∇ ·
(
∂xiΓX(Y )(ξs+m(y))A
T (y)
(
ρ′(y)ρ(s)
ρ(y)ρ′(s)
))
dy ds
−
∫
UR∩ΩC
∇ (∂xiΓX(Y )(ξs+m(y))) · AT (y)
(
ρ′(y)ρ(s)
ρ(y)ρ′(s)
)
dy ds
= O(λ,Λ, ζ, ξ)
−
∫
UR∩∂Ω
∂xiΓX(Y )(ξs+m(y))ν · AT (y)
(
ρ′(y)ρ(s)
ρ(y)ρ′(s)
)
dy ds
−
∫
UR
∇ (∂xiΓX(Y )(ξs+m(y))) · AT (y)
(
ρ′(y)ρ(s)
ρ(y)ρ′(s)
)
dy ds
= O(λ,Λ, ζ, ξ)
since |∇XΓX(Y )| ≤ C/|X − Y |, |∇Y ∂xiΓX(Y )| ≤ C/|X − Y |2.
Let η(y) = ρ(ψ1(y))ρ(ψ2(y)).
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Then
ζ−ξa21(y)a11(y)
ξ

 = O(λ,Λ, ζ, ξ) + ∫
R
∇X Γ˜X(ψ(y))
d
dy
f(ψ(y)) dy
−
∫
R
∇XΓX(ψ(y))ν(y) ·AT (ψ(y))∇f(ψ(y))
√
1 + ϕ′(y)2 dy
= O(λ,Λ, ζ, ξ) +
∫
R
∇X Γ˜X(ψ(y))β1(y, ζ, ξ) dy
+
∫
R
∇XΓX(ψ(y))β2(y, ζ, ξ) dy
where
β1(y, ζ, ξ) = ξϕ
′(y)e2 − ξe1 +
ζ − ξa21(ψ(y))
a11(ψ(y))
(ϕ′(y)e1 + e2),
β2(y, ζ, ξ) = ζ(e1 − ϕ′(y)e2) +
ζa12(ψ(y)) + ξ detA(ψ(y))
a11(ψ(y))
(ϕ′(y)e1 + e2)
Define β3, . . . , β6 as folows:
β3(y) = β1
(
y,
Λ4
λ3
e2,−e1
)
= (e1)
2 − ϕ′(y)e1e2 +
Λ4
λ3
e2 + e1a21(yˇ)
a11(yˇ)
(ϕ′(y)e1 + e2)
β4(y) = β2
(
y,
Λ4
λ3
e2,−e1
)
= −Λ
4
λ3
ϕ′(y)(e2)2 +
Λ4
λ3
e1e2 +
Λ4
λ3
e2a12(yˇ)− e1 detA(yˇ)
a11(yˇ)
(ϕ′(y)e1 + e2)
β5(y) = β1(y, e1, e2) = ϕ
′(y)e22 − e2e1 +
e1 − e2a21(yˇ)
a11(yˇ)
(ϕ′(y)e1 + e2)
β6(y) = β1(y, e1, e2) = e
2
1 − ϕ′(y)e1e2 +
e1a12(yˇ) + e2 detA(yˇ)
a11(yˇ)
(ϕ′(y)e1 + e2)
where yˇ = ψ1(y).
Then if Bi = Iβi,
‖T˜ ′B3‖BMO ≤ C + C‖(T t)′B4‖BMO, ‖(T t)′B6‖BMO ≤ C + C‖T˜ ′B5‖BMO
as desired; we need only show that B3, B6 satisfy (6.12), B5 is small and all the Bi are
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bounded.
Note the following:
• β3, . . . , β6 are all bounded by a constant depending only on λ,Λ.
• If ‖ϕ′‖L∞ is small enough, then
β3(y) ≈ (e1)2 +
Λ4
λ3
(e2)
2 + e1e2a21(yˇ)
a11(yˇ)
and so
Reβ3(y) & (e1)
2 +
Λ2
λ2
(e2)
2 − |e1e2|
Λ
λ
≥ 1
2
since e21 + e
2
2 = 1.
• Similarly, if ‖ϕ′‖L∞ is small enough, then
β6(y) ≈
1
a11(yˇ)
(
a11(yˇ)(e1)
2 + a12(yˇ)(e1e2) + (e2)
2 detA(yˇ)
)
and if ‖A− A0‖ is small enough, so that a11 ≈ 1, a21 ≈ 0, then
β6(y) ≈
1
a11(yˇ)
(
e1 e2
)
A(yˇ)
(
e1
e2
)
so Reβ6(y) ≥ λ
2
Λ2
.
• Finally, if ‖ϕ′‖L∞ is small, and if ‖A− A0‖ is small, so that a11 ≈ 1, a21 ≈ 0, then
β5(y) =
1
a11
(
e1e2(1− a11) + ϕ′(e22a11 + e21 − e1e2a21)− e22a21
)
is also small.
6.7 ‖T‖L2 7→L2 is finite
In this section, we establish that ‖T‖L2 7→L2 is finite; this allows us to use results of the
form ‖T‖L2 7→L2 ≤ C(λ,Λ) + ǫ‖T‖L2 7→L2 to show that ‖T‖L2 7→L2 ≤ C(λ,Λ).
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Note that we can only prove this under our a priori assumptions that A and ϕ are
smooth, and that for some (large) R0, A(y) = I and ϕ(y) = 0 for |y| > R0. While the
following analysis will yield a bound on ‖T‖L2 7→L2, the bound will depend on A′, ϕ′′,
R0, and (if e2 6= 0) 1/e2; thus, the previous analysis was necessary (it yields a bound
independent of these ugly quantities).
We assume δ0 < 1/2, so that ‖ϕ‖L∞ ≤ R0/2.
First, we consider the case where e2 = 0 (that is, we are working in a domain that looks
like the left or right half-planes). Then either e1 = 1 or e1 = −1; we consider only the case
where e1 = 1. Let
f(x, t) =
∫ x
η(x)ϕ(t)
1
a11(w)
dw
where η ≡ 1 on (−R0, R0), η ≡ 0 on (−2R0, 2R0)C , and |η′|, |η′′| ≤ C(R0). Then
f(ψ(y, s)) = f(ϕ(y) + s, y) =
∫ ϕ(y)+s
η(ϕ(y)+s)ϕ(y)
1
a11(w)
dw
and
∇f(x, t) =

 1a11(x) − η
′(x)ϕ(t)
a11(η(x)ϕ(t))
− η(x)ϕ′(t)
a11(η(x)ϕ(t))


∇f(ψ(y, s)) =

 1a11(ϕ(y)+s) − η
′(ϕ(y)+s)ϕ(y)
a11(η(ϕ(y)+s)ϕ(y))
− η(ϕ(y)+s)ϕ′(y)
a11(η(ϕ(y)+s)ϕ(y))


Note that if |t| > R0 or |x| > 2R0, then ∇f(y, s) =
(
1/a11(y) 0
)
.
So
AT (x)∇f(x, t) =
(
a11(x) a21(x)
a12(x) a22(x)
) 1a11(x) − η
′(x)ϕ(t)
a11(η(x)ϕ(t))
− η(x)ϕ′(t)
a11(η(x)ϕ(t))


Therefore, |∇ · AT∇f | ≤ C(R0, ‖ϕ′′‖L∞ , ‖A′‖L∞), and if |s| > R0 or |y| > 2R0, then
∇ · AT (y)∇f(y, s) = 0. So
∣∣∣∣∣
∫
ΩCh
∇XΓX(Y )∇ · (AT (Y )∇f(Y )) dY −∇f(X)
∣∣∣∣∣ ≤ C(R0, ‖ϕ′′‖L∞, ‖A′‖L∞)
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Now, recall that
∫
Ω
∇XΓX(Y )∇ · (AT (Y )∇f(Y )) dY −∇f(X)
=
∫
R
∇XΓX(ψ(y))ν(y) · AT (ψ(y))∇f(ψ(y))
√
1 + ϕ′(y)2 dy
−
∫
R
∇X Γ˜X(ψ(y))
d
dy
f(ψ(y)) dy
Then
∫
R
∇X Γ˜X(ψ(y))
d
dy
f(ψ(y)) dy = 0
and
∫
R
∇XΓX(ψ(y))ν(y) · AT (ψ(y))∇f(ψ(y))
√
1 + ϕ′(y)2 dy
=
∫
R
∇XΓX(ψ(y))
1
a11(ϕ(y))
(
−1
ϕ′(y)
)
· AT (ψ(y))
(
1
−ϕ′(y)
)
dy
So
‖T t(B8)‖BMO ≤ C(λ,Λ, R0, ‖A′‖L∞, ‖ϕ′′‖L∞)
where
B8(y) =
(
1 0
0 1
)
1
a11(ϕ(y))
(
−1
ϕ′(y)
)
· AT (ψ(y))
(
1
−ϕ′(y)
)
.
Thus, under our a priori smoothness assumptions, ‖T‖L2 7→L2 is finite.
Now, consider the case where e2 6= 0. Note that if |x| > R0/|e2|, then ϕ(x) = 0 and
ψ(x) = (xe2,−xe1) and |ψ1(x)| = |xe2| > R0, so A(ψ(x)) = I.
Assume that R1 ≥ R0/|e2| is so large that if |x| < R0/|e2| and |t| < R0, then |ψ(x, t)| <
R1, and also that if |ψ(x, t)| > R1 for some |t| < 1, then |ψ1(x)| > R0.
Choose η ∈ C∞ such that η ≡ 1 on (−R1, R1), η ≡ 0 on (−2R1, 2R1)C , and |η′|, |η′′| <
C(R1).
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Let
f(x, t) = e2t + (1− η(t))
(∫ x
−R0
e1 − e2a21(w)
a11(w)
dw
)
+ η(t) (e1x− ϕ(e2x− e1t)) + η(t)e1R0.
Note that if |x| > R0, our a priori assumption
∫ R0
−R0
e1−e2a21
a11
= 2R0e1 means that
f(x, t) = e2t+ e1x+ e1R0 − η(t)ϕ(e2x− e1t)
So if |y| ≥ R0/|e2|, then ϕ(y) = 0, so
f(ψ(y)) = f(−ye2, ye1) = e1R0 − η(ye1)ϕ(y) = e1R0.
Conversely, if |y| < R0/|e2|, then |ψ(y)| < R1, and so η(ψ2(y)) = 1, and so
f(ψ(y)) = f(ye2 + ϕ(y)e1,−ye1 + ϕ(y)e2)
= e2(−ye1 + ϕ(y)e2) + e1(ye2 + ϕ(y)e1)− ϕ(y) + e1R0 = e1R0.
So f is constant on ∂Ω.
Now, consider
∇f(x, t) =

(1− η(t))e1−e2a21(x)a11(x) + e1η(t) + e2η(t)ϕ′(e2x− e1t)
e2 − e1η(t)ϕ′(e2x− e1t)


+ η′(t)

 0
− ∫ x−R0 e1−e2a21(w)a11(w) dw + e1x− ϕ(e2x− e1t) + e1R0


If |t| > 2R1, or if |x|, |e1t− e2x| > R0, then
∇f(x, t) =

e1−e2a21(x)a11(x)
e2


and so divAT (x)∇f(x, t) = 0. So divAT∇f is zero outside a bounded set. Clearly, it is
bounded in this set by a constant which depends on A′, ϕ′′, R0, λ,Λ.
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If |t| < R1 or |x|, |e1t− e2x| > R0, then
∇f(x, t) =
(
e1 + e2ϕ
′(e2x− e1t)
e2 − e1ϕ′(e2x− e1t)
)
= e+ ϕ′(e2x− e1t)e⊥.
Note that by definition of R1 if (x, t) = ψ(y, s) for any |s| < 1, then either |t| < R1 or
|x|, |e1t− e2x| > R0. So this is true near ∂Ω.
Now, recall that
∫
ΩC
∇XΓX(Y )∇ · (AT (Y )∇f(Y )) dY −∇f(X)
=
∫
R
∇XΓX(ψ(y))ν(y) · AT (ψ(y))∇f(ψ(y))
√
1 + ϕ′(y)2 dy
−
∫
R
∇X Γ˜X(ψ(y))
d
dy
f(ψ(y)) dy
Since |∇XΓX(Y )| ≤ C/|X − Y |, ddyf(ψ(y)) = 0, and divAT∇f is bounded with
compact support, we have that
∣∣∣∣
∫
R
∇XΓX(ψ(y))(e+ ϕ′(y)e⊥) · AT (ψ(y))(e+ ϕ′(y)e⊥) dy
∣∣∣∣
≤ C(λ,Λ, R0, 1/|e2|, ‖A′‖L∞, ‖ϕ′′‖L∞)
Therefore,
‖T t(B8)‖BMO ≤ C(λ,Λ, R0, 1/|e2|, ‖A′‖L∞, ‖ϕ′′‖L∞)
where B8(y) = I((e+ϕ
′(y)e⊥) ·AT (ψ(y))(e+ϕ′(y)e⊥)) is bounded with bounded inverse
for ‖ϕ′‖L∞ small enough. Thus, ‖T‖L2 7→L2 is finite.
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CHAPTER 7
USEFUL THEOREMS INVOLVING LAYER POTENTIALS
ON H1
We have now shown that T is bounded on Lp(∂Ω). By Theorem 5.5,
‖N(Df)‖Lp ≤ ‖f‖Lp, ‖N(∇Sg)‖Lp ≤ ‖g‖Lp.
We will eventually find ourselves wanting to interpolate from Lp to H1; thus, we would
also like to show that T , K and L are bounded on H1.
7.1 Boundedness of layer potentials on H1
We begin by proving a lemma:
Lemma 7.1. Suppose that f ∈ L1(∂V ), V is good Lipschitz domain, and assume that for
some C3, R, α > 0, p > 1,∫
∂V
f dσ = 0, ‖f‖Lp(∂V ) ≤
C3
R1−1/p
,
∫
∂V
f(X)(1 + |X|/R)α dσ(X) ≤ C.
Then f is in H1(∂V ) with H1 norm depending only on C3, p, α and the Lipschitz constants
of V . (Specifically, not on R.)
Proof. Since we can parameterize ∂V by arc length, it suffices to prove this in the case
where ∂V = R.
Let φ be a Schwarz function with
∫
φ 6= 0. Recall that f ∈ H1 if
∫
sup
t
∣∣∣∣
∫
f(y)
1
t
φ
(
x− y
t
)
dy
∣∣∣∣ dx
is finite, and that itsH1 norm is comparable to the value of this integral (with comparability
constants depending only on φ).
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Now, note that the inner integral is at most CφMf(x). So
∫
|x|<R
sup
t
∣∣∣∣
∫
f(y)
1
t
φ
(
x− y
t
)
dy
∣∣∣∣ dx ≤ C
∫
|x|<R
Mf(x) dx ≤ C(2R)1/p′‖Mf‖Lp
≤ CpR1−1/p‖f‖Lp ≤ Cp.
For simplicity, assume that φ(x) ≥ 0 for all x. Then if |x| > R,
∫
f(y)
1
t
φ
(
x− y
t
)
dy =
∫
f(y)
1
t
(
φ
(
x− y
t
)
− φ
(x
t
))
dy
=
∫
|y|<|x|/2
+
∫
|x|/2<|y|<2|x|
+
∫
2|x|<|y|
Now,
∣∣∣∣∣
∫
|y|<|x|/2
f(y)
1
t
(
φ
(
x− y
t
)
− φ
(x
t
))
dy
∣∣∣∣∣ ≤
∫
|y|<|x|/2
|f(y)|1
t
|y|
t
C
(|x|/t)2 dy
= C
∫
|y|<|x|/2
|f(y)||y|α |y|
1−α
|x|2 dy ≤
C
|x|1+α
∫
|f(y)||y|α dy ≤ CR
α
|x|1+α
and
∣∣∣∣∣
∫
2|x|<|y|
f(y)
1
t
(
φ
(
x− y
t
)
− φ
(x
t
))
dy
∣∣∣∣∣
≤
∫
2|x|<|y|
|f(y)|1
t
(
Ct
|y − x| +
Ct
|x|
)
dy ≤
∫
2|x|<|y|
|f(y)||y|α C|x|1+α dy ≤
CRα
|x|1+α
and similarly
∣∣∣∣∣
∫
|x|/2<|y|<2|x|
f(y)
1
t
φ
(x
t
)
dy
∣∣∣∣∣ ≤ CR
α
|x|1+α .
But
∫
|x|>R
CRα
|x|1+α dx ≤ C.
So we need only bound
∫
|x|>R
sup
t
∣∣∣∣∣
∫
|x|/2<|y|<2|x|
f(y)
1
t
φ
(
x− y
t
)
dy
∣∣∣∣∣ dx.
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But this is equal to
∞∑
k=1
∫
2k−1R<|x|<2kR
sup
t
∣∣∣∣∣
∫
|x|/2<|y|<2|x|
f(y)
1
t
φ
(
x− y
t
)
dy
∣∣∣∣∣ dx
≤
∞∑
k=1
∫
2k−1R<|x|<2kR
sup
t
∫
2k−2R<|y|<2k+1R
|f(y)|1
t
φ
(
x− y
t
)
dy dx
≤
∞∑
k=1
∫
2k−1R<|x|<2kR
CMfk(x) dx
where fk(x) = f(x) if 2
k−2R < |x| < 2k+1R and fk(x) = 0 otherwise.
Now, ∫
2k−1R<|x|<2kR
Mfk(x) dx =
∫ ∞
0
λ(β) dβ
where λ(β) = |{x : 2k−1R < |x| < 2kR,Mfk(x) < β}|.
Note the following three upper bounds on λ(β):
• λ(β) ≤ 2k+1R.
• Since f 7→Mf is weak (1, 1)-bounded, λ(β) ≤ C‖fk‖L1β ≤ C2kαβ .
• Since f 7→Mf is strong (p, p)-bounded, λ(β) ≤ C‖fk‖
p
Lp
βp ≤ CRp−1βp .
So
∫ ∞
0
λ(β) dβ =
∫ 1/2k+kαR
0
λ(β) dβ +
∫ 2kα/(p−1)/R
1/2k+kαR
λ(β) dβ +
∫ ∞
2kα/(p−1)/R
λ(β) dβ
≤
∫ 1/2k+kαR
0
2k+1Rdβ +
∫ 2kα/(p−1)/R
1/2k+kαR
C
2kαβ
dβ
+
∫ ∞
2kα/(p−1)/R
C
Rp−1βp
dβ
=
2
2kα
+
C
2kα
ln(2k+kα+kα/(p−1)) + C
p− 12
−kα ≤ Cp(1 + k)2−kα
Summing from k = 1 to infinity gives a finite number depending only on p and α, as
desired.
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We use this lemma to show that Kt, Lt are bounded on H1.
Theorem 7.2. If V is a good Lipschitz domain, then Kt± and Lt are bounded H1(∂V ) 7→
H1(∂V ), with bounds depending only on λ,Λ and the Lipschitz constants of V .
Proof. Suppose that f is an atom in H1(∂V ).
Then
∫
f dσ = 0, supp f ⊂ B(X0, R), σ(supp f) < 2R, ‖f‖L∞ ≤ 1/R for some X0 ∈
R2 and R > 0; without loss of generality we let X0 = 0.
We intend to use Lemma 7.1 to show that Kt±f, Ltf is in H1(∂V ).
First: if 1 < p <∞, then
‖KtV f‖Lp(V ), ‖KtV−f‖Lp(V ), ‖L
t
V f‖Lp(V ) ≤ Cp‖f‖Lp ≤ CpR1/p−1.
Next, if |X| > 2R, then
|∇ST f(X)| =
∣∣∣∣
∫
∂V
∇XΓX(Y )f(Y ) dσ(Y )
∣∣∣∣
=
∣∣∣∣
∫
∂V
∇X(ΓX(Y )− ΓX(0))f(Y ) dσ(Y )
∣∣∣∣ ≤ CRα|X|1+α
So
∫
∂V
|KtV f(X)|(1 + |X|/R)α/2 dσ(X) ≤
∫
∂V \B(0,2R)
CRα
|X|1+α (|X|/R)
α/2 dσ(X)
+ C
∫
∂V ∩B(0,2R)
|KtV f(X)| dσ(X)
≤ C + CR1−1/p‖KtV f‖Lp ≤ C.
Similar results hold for KtV− ,L
t.
We need only show that
∫ Ktf dσ = ∫ Ltf dσ = 0. For bounded domains, this is simple:
∫
∂V
LtV f(X) dσ(X) =
∫
∂V
τ · ∇ST f(X) dσ(X).
By continuity of ST f this must be zero.
Also, ∫
∂V
Kt−f(X) dσ(X) = −
∫
∂V
ν · AT∇ST f(X) dσ(X).
71
But this must be zero, since divAT∇ST f = 0 on R2 − ∂V ⊃ V .
By Lemma 8.11, Kt+f − Kt−f = f , so
∫
∂V Kt+f dσ = 0 if f ∈ H1(∂V ). A similar
argument holds if V C is bounded.
Conversely, if V = Ω is a special Lipschitz domain, then
ST f(X) =
∫
∂Ω
ΓX(Y )f(Y ) dσ(Y ) =
∫
∂Ω
(ΓX(Y )− ΓX(X0))f(Y ) dσ(Y )
and so if |X −X0| is large enough, then
|ST f(X)| ≤
∫
supp f
|X − Y |
|X −X0|
1
R
dσ(Y ) ≤ CR|X −X0|
and so
∫
∂Ω Ltf(X) dσ(X) =
∫
∂Ω τ · ∇ST f(X) dσ(X) = 0.
Now, let η ∈ C∞0 (B(X0, 2r)) with η ≡ 1 on B(X0, r) and |∇η| < C/r. Then∫
∂Ω
η(X)Kt±f(X) dσ(X) = ∓
∫
∂Ω∓
η(X)ν · AT∇ST f(X) dσ(X)
= ∓
∫
Ω∓
∇η(X) ·AT∇ST f(X) dX
= ∓
∫
Ω∓∩B(X0,2r)\B(X0,r)
∇η(X) ·AT∇ST f(X) dX
So
∣∣∣∣
∫
∂Ω
η(X)Kt±f(X) dσ(X)
∣∣∣∣ ≤
∫
B(X0,2r)\B(X0,r)
CRα
r|X|1+α dX ≤
CRα
rα
since |∇ST f(X)| ≤ CRα|X |1+α for |X| > 2R. Since this goes to 0 as r → ∞, we know∫
∂ΩKt±f dσ = 0.
So, applying Lemma 7.1, we are done.
7.2 Nearness to the real case
Theorem 7.3. Let Γ0 be the fundamental solution for A0, and let K
0, T 0 = T 0V be defined
as in (2.15) and (2.17), but with Γ, A replaed with Γ0, A0.
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Then if ‖A− A0‖L∞ is small enough, then ‖T − T 0‖Lp 7→Lp ≤ Cp‖A−A0‖L∞, ‖T t −
(T 0)t‖H1 7→L1 ≤ C‖A − A0‖L∞ , where the constants Cp, C depend only on p and the
ellipticity constants of A,A0.
Proof. If F ∈ Lp(∂V ), then by Theorem 5.5, we have that so is N(T F ).
Let Az(x) = (1−z)A0+zA1(x) = A0(x)+z(A1(x)−A0(x)), where ‖A0−A1‖L∞ = 12ǫ0,
where ǫ0 is the constant in Theorem 6.1, and A = Aǫ for some real number ǫ ∈ (0, 1). It is
easy to see that Az(x) is uniformly elliptic in both z and x for x ∈ R, |z| < 2. Note also
that Az is analytic in z.
We may define Γz , Kz, T z by analogy with Γ0, K0, T 0.
In Section 4.6, we showed that ΓzY (X) is analytic in z provided Az is. Therefore, so is
Kz , and therefore, if F ∈ L2, so is T z(X) = ∫∂V Kz(X, Y )F (Y ) dσ(Y ).
So
(T zF (X)− T wF (X)) = (z − w) 1
2πi
∮
∂V
T ζF (X)
(
1
(ζ − z)(ζ − w)
)
dζ
and so
∥∥∥∥∥ supX∈γ(Z) |T zF (X)− T wF (X)|
∥∥∥∥∥
L
p
Z(∂V )
=
∥∥∥∥∥ supX∈γ(Z)
∣∣∣∣(z − w) 12πi
∮
∂V
T ζF (X)
(
1
(ζ − z)(ζ − w)
)
dζ
∣∣∣∣
∥∥∥∥∥
L
p
Z (∂V )
≤ |z − w|
∥∥∥∥∥ C2π
∮
∂V
sup
X∈γ(Z)
|T ζF (X)| dζ
∥∥∥∥∥
L
p
Z (∂V )
≤ |z − w| C
2π
∮
∂V
∥∥∥∥∥ supX∈γ(Z) |T ζF (X)|
∥∥∥∥∥
L
p
Z(∂V )
dζ
≤ |z − w|Cp‖F‖Lp.
Therefore, ‖T z − T w‖Lp 7→Lp ≤ C|z − w|. But A = A2‖A−A0‖L∞/ǫ0, so
‖T − T 0‖Lp 7→Lp ≤ C
∣∣∣∣2‖A− A0‖L∞ǫ0
∣∣∣∣ .
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Similarly,
∫
(Th− T 0h )F (x− x0)(1 + (x− x0)/R)α dx ≤ C if F is an atom supported on
(x0 − R, x0 +R), and so as in the proofs of Theorem 6.10 and Theorem 7.2, we have that
‖K − K0‖Lp 7→Lp, ‖L − L0‖Lp 7→Lp, ‖Kt −Kt0‖H1 7→H1 , ‖Lt −Lt0‖H1 7→H1
≤ C‖A− A0‖L∞
provided ‖A− A0‖L∞ is small enough.
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CHAPTER 8
INVERTIBILITY OF LAYER POTENTIALS
Recall our goal: to prove that if p is small enough, then for any g ∈ Lp ∩H1(∂V ), there is
some u such that
divA∇u = 0, ‖N(∇u)‖ ≤ Cp‖g‖, and ν · A∇u = g or τ · ∇u = g on ∂V (8.1)
with norms taken in either Lp or H1.
By Theorem 5.5, Corollary 5.7, Theorem 6.10 and Theorem 7.2, if 1 < p <∞, then
‖N(Df)‖Lp ≤ Cp‖f‖Lp, ‖N(∇ST f)‖Lp ≤ Cp‖f‖Lp, ‖N(∇ST f)‖L1 ≤ Cp‖f‖H1.
Recall that ν ·AT∇ST f = −Kt−f , τ · ∇ST f = Ltf . So if we could find a f ∈ Lp ∩H1
such that ‖f‖ ≤ C‖g‖ and g = −Kt−f or g = Ltf , then we would have a u = Sf which
satisfied (8.1).
Thus, if Kt±, Lt are invertible on Lp, then solutions to (N)Ap , (R)Ap in V and V¯ C exist.
By duality this will imply that K± is invertible on Lp for sufficiently large p, which will
imply that solutions to (D)Ap exist.
This chapter will be devoted to the proof of the following theorem:
Theorem 8.2. Let 1 < p <∞, and let ǫ0 > 0. Let V be a Lipschitz domain with Lipschitz
constants ki. Let A0 be a real elliptic matrix, and let As = sI + (1− s)A0. Assume that
(8.3) (KA±)t and (LA)t are bounded linear operators onH1(∂V ) and Lp(∂V ), for all matrix-
valued functions A : R 7→ C2×2 such that either A is a complex-valued matrix with
‖A− A0‖L∞ ≤ ǫ0, or A = As, 0 ≤ s ≤ 1,
(8.4) The layer potential (KI+)t : Lp ∩H1(∂V ) 7→ Lp ∩H1(∂V ) is onto,
(8.5) (N)Asp , (R)
As
p hold in V = V+ and V¯
C = V− with constants at most C1, for all
0 ≤ s ≤ 1.
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Then there is some ǫ > 0 such that, if ‖A− A0‖L∞ < ǫ, then Kt±,Lt are invertible on
L
p
0 ∩H1(∂V ), where L
p
0 = H
1 ∩ Lp and ‖f‖Lp0 = ‖f‖Lp. Furthermore,
1/ǫ, ‖(Kt±)−1‖, ‖(Lt)−1‖ ≤ C(λ,Λ, ki, C1, p, ǫ0).
If in addition
(8.6) There exists a number C1 > 0 such that, if a is a H
1(∂V ) atom with support in some
B(X0, R) ∩ ∂V and H1 norm 1, then∫
∂V
N(∇u)(X)(1 + |X|/R)α dσ(X) ≤ C1 (8.7)
provided divA0∇u = 0 in V , and ν · A0∇u = a or ∂τu = a on ∂V
then Kt±, Lt are invertible with bounded inverse on H1(∂V ) as well.
The ǫ produced by this theorem depends on p. Therefore, we intend to use this theorem
only for some fixed p0 > 1 and H
1, and interpolate to get an ǫ that will work for all p with
1 < p ≤ p0.
We use the notational shorthand that Ks = KAs , Ls = LAs for any 0 ≤ s ≤ 1.
Proof. By Lemma 8.11, KA+−KA− = I on Lp and on H1 for any matrix A; so in Lp or H1,
‖f‖ = ‖(K0+)tf − (K0−)tf‖ ≤ ‖(K0+)tf‖+ ‖(K0−)tf‖.
By Lemma 8.15 and Lemma 8.16, if (8.5) or (8.6) holds then ‖(K0V )tf‖ ≈ ‖(L0V )tf‖
where norms are in Lp or H1, with constants that may depend on p. By Lemma 8.12,
LtV+ = L
t
V−
on Lp and H1.
In either case,
‖f‖ ≤ ‖(K0+)tf‖+ ‖(K0−)tf‖ ≤ C(p)‖Lt0f‖ ≤ C‖(K0±)tf‖. (8.8)
This implies the following:
• (L0)t and (K0±)t are one-to-one.
• If (L0)t and (K0±)t are onto, then their inverses have norms at most C(p).
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Recall Theorem 7.3: if A0 is a real uniformly elliptic matrix and the layer potential T AV
is bounded uniformly for all A near A0, then
‖T A − T A0‖Lp 7→Lp ≤ Cp‖A− A0‖L∞, ‖(T A)t − (T A0)t‖H1 7→L1 ≤ C‖A−A0‖L∞
for all A sufficiently near A0. Since the components of T A(B1f) are KAf and LAf , these
inequalities apply to KA, LA as well.
In Theorem 8.17, we show that if G is onto and satisfies ‖f‖ ≤ C‖Gf‖ and ‖G− G′‖
is small, then G′ is also onto and satisfies ‖f‖ ≤ C‖G′f‖. So to show that (KA)t or (LA)t
is invertible for all A near A0, we need only show that (K0)t or (L0)t is onto.
Consider K0 first. Let As = (1 − s)I + sA0. Then ‖f‖ ≤ C‖(Ks)tf‖ uniformly in s;
applying Theorem 8.17 to As and As−η for sufficiently small η and repeating, we see that
since (K1)t = (KI )t is onto, (K0)t is as well.
Now consider L0. Let f ∈ Lp ∩H1; this set is dense in Lp and H1. Since (R)A0p holds,
there is some u with divAT0∇u = 0 in V , u =
∫
f on ∂V and ‖N(∇u)‖Lp ≤ C‖f‖Lp.
Then there is some g ∈ Lp with g = ν · AT0∇u. Let h = ((K0+)t)−1g ∈ Lp.
Then by uniqueness ST0 h = u, and so (L0)th = f , as desired. Thus (L0)t as well as
(K0)t is invertible on Lp and on H1.
8.1 Domains to which Theorem 8.2 applies
Theorem 8.2 has three conditions.
By Theorem 6.1, if V is a good Lipschitz domain, then (8.3) holds.
By Theorem 9.1, which we will prove in the next chapter, if V is a good Lipschitz domain
and there exists a p > 1 such that (8.5) holds in all domains with Lipschitz constants at
most C = C(V ), then (8.6) holds. (We will need the results of this chapter to prove it.)
Conditions (8.4) and (8.5) are more complicated. I claim that, for any K, we can find
a (possibly small) p = p(K) > 1 such that, if V is a good Lipschitz domain with constants
at most K, then (8.5) holds in V .
By [13] and [14], if V is a special or bounded Lipschitz domain, then (N)
A0
p , (R)
A0
p
hold in V for some p > 1. p and the constants in the definition of (N)
A0
p , (R)
A0
p depend
only on λ, Λ and the Lipschitz constants of V . Since the complement of a special Lipschitz
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domain is also a special Lipschitz domain, we need only show that (N)
A0
p or (R)
A0
p holds
in the complement of a bounded Lipschitz domain to have (8.5) hold for all good Lipschitz
domains. Before doing this, we will deal with Condition (8.4).
From [18, Theorem 4.2 and Corollary 4.4], Condition (8.4) holds if V is a bounded,
simply connected Lipschitz domain. It also holds if V = Ω is a special Lipschitz domain:
Lemma 8.9. If Ω is a special Lipschitz domain, then (KI )t and (LI)t are surjective on
H1(∂Ω) and Lp(∂Ω) for p small enough.
Proof. ΓIX(Y ) =
1
2π log |X−Y |. If B =
(
1 −ϕ′(x)
−ϕ′(x) 1 + ϕ′(x)2
)
for some Lipschitz function
ϕ, then it is easy to check that
ΓB(x,t)(y, s) = Γ
I
(x,t−ϕ(x))(y, s− ϕ(y)).
So if Ω = {(x, t) : t > ϕ(x)}, then
KBΩf(x, ϕ(x)) = lim
t→0+
∫
∂Ω
ν(Y ) · B∇ΓB(x,t+ϕ(x))(Y )f(Y ) dσ(Y )
= lim
t→0+
∫
R
(
ϕ′
−1
)
·
(
1 ϕ′(y)
ϕ′(y) 1 + ϕ′(y)2
)
∇ΓB(x,t+ϕ(x))(y, ϕ(y))f(y) dy
= lim
t→0+
∫
R
(
ϕ′
−1
)
·
(
1 ϕ′(y)
ϕ′(y) 1 + ϕ′(y)2
)(
1 −ϕ′(y)
0 1
)
∇ΓI(x,t)(y, 0)f(y) dy
= lim
t→0+
∫
R
(
0
−1
)
· ∇ΓI(x,t)(y, 0)f(y) dy
= lim
t→0+
∫
R
t
2π(t2 + (x− y)2)f(y) dy =
1
2
f(x)
for any good function f ; thus, if Ω is a special Lipschitz domain with e = (0, 1), then for
some real matrix B, KBΩ = 12 , and so (KBΩ )t = 12 is also invertible.
Since (8.3) and (8.5) hold for special Lipschitz domains, we may proceed as in the proof
of Theorem 8.2 to see that (KI)t and (LI)t are invertible on Lp(∂Ω)∩H1(∂Ω) for all special
Lipschitz domains Ω with e = (0, 1); by symmetry, this must hold for any special Lipschitz
domain Ω, as desired.
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We now complete Condition (8.5) for bounded simply connected domains. This is fairly
simple:
Theorem 8.10. Let V be a good Lipschitz domain with compact boundary. There is some
C2 depending only on λ, Λ and the Lipschitz constants of V such that, if (N)
A
p holds in
all bounded simply connected Lipschitz domains U with Lipschitz constants at most C2,
then (N)Ap , (R)
A˜
p hold in V with constants depending on the same quantities.
Note that in this lemma, we do not assume that ∂V is connected.
Proof. Uniqueness (with conditions) follows from Theorem 13.2.
First, we show that (N)Ap holds in V . Given a g ∈ C∞(∂V ) with
∫
ω g dσ = 0 for every
connected component ω of ∂V , we can construct a u in V such that ν · A∇u = g on ∂V
and divA∇u = 0 in V in the weak sense, as is done in [13, Lemma 1.2]. Then ∇u ∈ L2
with ‖∇u‖L2 ≤ C‖g‖H1.
By (3.6), we have that if 1 < p <∞, then
|∇u(Y )| ≤ C
dist(Y, ∂V )
‖∇u‖L2 ≤
C
dist(Y, ∂V )
‖g‖H1(∂V ) ≤
Cp‖g‖Lp(∂V )σ(∂V )1/p
′
dist(Y, ∂V )
.
Now, let X ∈ ∂V and let Z ∈ γ(X), so that |X − Z| ≤ (1 + a) dist(Z, ∂V ). If
|X − Z| > σ(∂V )/C, then dist(Z, ∂V ) ≥ σ(∂V )/C(1 + a), so
|∇u(Z)| ≤ Cp‖g‖Lp(∂V )σ(∂V )−1/p
which has Lp(∂V ) norm at most Cp‖g‖Lp. Let N˜(∇u)(X) = sup{|∇u(Z)| : |X − Z| ≤
(1 + a) dist(Z, ∂V ) ≤ σ(∂V )/C} for some C to be chosen later; to bound ‖N(∇u)‖Lp we
need only bound ‖N˜(∇u)‖Lp.
As in Definiton 2.2, ∂V may be covered by balls Bj = B(Xj , rj). Choose one such j
and take Xj = 0. Define
Q(r) = ψ((−r, r)× (0, (1 + k1)r))
= {X ∈ R2 : |X · e⊥| < r, ϕ(X · e⊥) < X · e < ϕ(X · e⊥) + (1 + k1)r}.
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So for 32rj < r < 2rj, we have that Qc(r) ⊂ V and B(X, rj/2) ∩ V ⊂ Qc(r). Furthermore,
we have that σ(∂V ) ≤ Crj .
Then ∫
Bj∩∂V
N˜(∇u)p dσ ≤
∫
∂Q(r)
NQ(r)(∇u)p dσ
for 32rj < r < 2rj. But Q(r) is a simply connected bounded Lipschitz domain; let p be
small enough that (N)Ap holds in all the Q(r)s, and assume p ≤ 2. So
∫
Bj∩∂V
N˜(∇u)p dσ ≤ C
rj
∫ 2rj
3rj/2
∫
∂Q(r)
NQ(r)(∇u)p dσ dr
≤ C
rj
∫ 2rj
3rj/2
∫
∂Q(r)
|ν ·A∇u|p dσ dr
≤ C‖g‖pLp +
C
rj
∫
Q(2rj)
|∇u|p ≤ C‖g‖pLp +
Crj
r
p
j
(∫
Q(2rj)
|∇u|2
)p/2
≤ C‖g‖pLp +
Cp
r
p−1
j
‖g‖pLpσ(∂V )p−1 ≤ C‖g‖
p
Lp.
Since there are at most k2 such balls, we have that
∫
∂V N˜(∇u)p dσ ≤ C‖g‖pLp, as desired.
So (N)Ap holds in V for V any good Lipschitz domain, for p = p(k1) small enough.
We now pass to the regularity problem (R)A˜p . Pick some g ∈ Lp(∂V ) with
∫
ω g = 0 for
every connected component ω of ∂V ; if p > 1 and σ(ω) < ∞ this condition is equivalent
to requiring g ∈ H1.
If p > 1 is small enough, then there is some u such that divA∇u = 0 in V and
ν ·A∇u = g on ∂V .
I claim that u˜ is defined on V . (Section 4.4 will only guarantee this if V is simply
connected.) We need only show that
∫
χ ν · A∇u = 0 for all Jordan curves χ ⊂ V ; we may
assume χ = ∂U for some simply connected domain U .
But ∫
∂U∪(U∩∂V )
ν · A∇u =
∫
∂(U∩V )
ν · A∇u =
∫
U∩V
∇1 · A∇u = 0
by the weak definition of ν ·A∇u. But U∩∂V is the union of one or more entire components
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of ∂V ; therefore,
∫
∂U
ν · A∇u = −
∫
U∩∂V
ν · A∇u = −
∫
U∩∂V
g = 0.
So u˜ is well-defined on V . By Section 4.4, div A˜∇u˜ = 0 in V .
Recall that ∇u˜ =
(
0 −1
1 0
)
A∇u. Thus, if τ =
(
0 −1
1 0
)
ν, we have that
τ · ∇u˜ =
(
0 −1
1 0
)
ν ·
(
0 −1
1 0
)
A∇u = ν ·
(
0 1
−1 0
)(
0 −1
1 0
)
A∇u = ν · A∇u
and so if ν · A∇u = g on ∂V , then ∂τ u˜ = g on ∂V . Clearly N(∇u)(X) ≈ N(∇u˜)(X). So
if (N)Ap holds in V , then there exist solutions to (R)
A˜
p .
So if (N)Ap holds in V , so does (R)
A˜
p .
8.2 Comparing layer potentials on the two sides of a boundary
Lemma 8.11. If f is a Lp Lipschitz function, then K+f(X)−K−f(X) = f(X).
Proof. Let V
ρ
± = V±\B(X, ρ), Ψρ± = V± ∩B(X, ρ). Recall that if U is a bounded domain,
and X ∈ U , then ∫
∂U
ν ·AT∇ΓTX dσ = 1.
So, fixing some ρ > 0 small, letting e be a vector such that X ± te is in a nontangential
cone in V± for all sufficiently small positive t, and extending f in some reasonable fashion
to R2, we have
K+f(X)−K−f(X) = lim
t→0+
∫
∂V
ν · AT∇ΓTX+tef dσ − lim
t→0+
∫
∂V
ν ·AT∇ΓTX−tef dσ
= lim
t→0+
∫
∂V
ρ
+
ν · AT∇ΓTX+tef dσ + lim
t→0+
∫
∂V
ρ
−
ν · AT∇ΓTX−tef dσ
+ lim
t→0+
∫
∂Ψ
ρ
+
ν · AT∇ΓTX+tef dσ + lim
t→0+
∫
∂Ψ
ρ
−
ν · AT∇ΓTX−tef dσ
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and so
K+f(x)−K−f(x) = −
∫
∂B(X,ρ)
ν · AT∇ΓTXf dσ
+ lim
t→0+
∫
∂Ψ
ρ
+
ν · AT∇ΓTX+tef dσ +
∫
∂Ψ
ρ
−
ν · AT∇ΓTX−tef dσ
= f(X)−
∫
∂B(X,ρ)
ν(Y ) ·AT (Y )∇ΓTX(Y )(f(Y )− f(X)) dσ
+ lim
t→0+
∫
∂Ψ
ρ
+
ν(Y ) · AT (Y )∇ΓTX+te(Y )(f(Y )− f(X)) dσ
+ lim
t→0+
∫
∂Ψ
ρ
−
ν(Y ) · AT (Y )∇ΓTX−te(Y )(f(Y )− f(X)) dσ
and the integrals are each at most Cρ‖f ′‖L∞. Taking the limit as ρ→ 0 yields the desired
result.
Since K± are bounded as operators on Lp and H1, and Lipschitz functions are dense
in those spaces, we have that K+ −K− is the identity on those spaces as well.
Lemma 8.12. Suppose thatN(∇u) ∈ Lp(∂V ) for 1 < p ≤ ∞. Then u is Ho¨lder continuous
on V . If in particular u = Sf for some f ∈ Lp, then u is Ho¨lder continuous on all of R2.
This implies that Lt+f = τ · ∇ST f = Lt−f for all f ∈ Lp; since Lp functions are dense
in H1, this must hold in H1 as well.
Proof. If N(∇u) ∈ Lp(∂V ), then
min(σ(∂V ), 2a dist(Y, ∂V ))|∇u(Y )|p ≤
∫
|Y−X |<(1+a) dist(Y,∂V )
N(∇u)p ≤ ‖N(∇u)‖pLp
and so
|∇u(Y )| ≤ C‖N(∇u)‖Lp
min(σ(∂V ), dist(Y, ∂V ))1/p
. (8.13)
If Ω is a special Lipschitz domain, and N(∇u) ∈ Lp(∂Ω), and 0 ≤ τ < t or 0 ≥ τ > t,
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then
|u(ψ(x, t))− u(ψ(x, τ))| ≤
∫ t
τ
|∇u(ψ(x, s))| ds ≤
∫ t
τ
Cs−1/p‖N(∇u)‖Lp ds
≤ C(p)‖N(∇u)‖Lp(t1/p
′ − τ1/p′)
≤ C(p)‖N(∇u)‖Lp|t− τ |1/p
′
and if t 6= 0, then
|u(ψ(x, t))− u(ψ(y, t))| ≤
∣∣∣∣
∫ y
x
N(∇u)(ψ(z))
√
1 + ϕ′(z)2 dz
∣∣∣∣
≤ C(p)|x− y|1/p′‖N(∇u)‖Lp
So if X, Y ∈ Ω, then
|u(X)− u(Y )| ≤ C(p)|X − Y |1/p′‖N(∇u)‖Lp. (8.14)
Thus, u is Ho¨lder continuous on Ω.
This result also holds locally near the boundary of an arbitrary Lipschitz domain; so u
is Ho¨lder continuous on V near the boundary. So, in particular, u|∂V exists pointwise (and
not just in Lp).
By Theorem 5.5, if f ∈ Lp, then N(∇Sf) ∈ Lp and so Sf is continuous on each of
V+ = V and V− = V C ; I would like to show that Sf is continuous on V+ ∪ V− = R2.
Pick some X ∈ ∂V , t > 0 small, e as in the proof of Lemma 8.11. Then
|Sf(X + te)− Sf(X − te)| =
∣∣∣∣
∫
∂V
(ΓY (X + te)− ΓY (X − te)) f(Y ) dσ(Y )
∣∣∣∣
But
|ΓY (X + te)− ΓY (X − te)| ≤
∣∣∣∣
∫ t
−t
∇ΓY (X + re)dr
∣∣∣∣ ≤
∣∣∣∣∣
∫ Ct
0
C√
|X − Y |2 + r2
dr
∣∣∣∣∣
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But that integral is at most Ct|X−Y | , and if |X − Y | < t, then
∫ Ct
0
C√
|X − Y |2 + r2
dr =
∫ Ct/|X−Y |
0
C√
1 + r2
dr ≤ C ln Ct|X − Y | .
So
|Sf(X + te)− Sf(X − te)|
=
∣∣∣∣
∫
∂V
(ΓY (X + te)− ΓY (X − te)) f(Y ) dσ(Y )
∣∣∣∣
≤
∫
|X−Y |>|t|
|f(Y )| C|t||X − Y | dσ(Y ) + C
∫
|X−Y |<|t|
|f(Y )| ln Ct|X − Y |dσ(Y )
≤ C‖f‖Lp
(∥∥∥∥ t|X − Y |
∥∥∥∥
L
p′
Y ({|X−Y |>t})
+
∥∥∥∥ln
(
Ct
|X − Y |
)∥∥∥∥
L
p′
Y ({|X−Y |<t})
)
≤ C(p)t1/p′‖f‖Lp
provided 1 < p <∞.
So u is continuous across the boundary, and so is continuous on R2.
8.3 Comparing norms of layer potentials
Lemma 8.15. If (N)
A0
p and (R)
A0
p hold in V and V
C
, then for all f ∈ Lp(∂V ),
‖(K0+)tf‖Lp ≈ ‖(L0)tf‖Lp ≈ ‖(K0−)tf‖Lp.
Proof. By definition of (N)
A0
p , (R)
A0
p , there is some constant C depending on ki, λ, Λ,
such that if divA0∇u = 0 in V then
‖N(∇u)‖Lp(∂V ) ≤ C(p)‖ν · AT0∇u‖Lp(∂V ), and
‖N(∇u)‖Lp(∂V ) ≤ C(p)‖τ · ∇u‖Lp(∂V ).
Since |ν · AT0∇u| ≤ ΛN(∇u) and |τ · ∇u| ≤ N(∇u), this means that
‖ν · AT0∇u‖Lp(∂V±) ≈ ‖τ · ∇u‖Lp(∂V±).
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But by Lemma 8.12, ST0 f is continuous on R2, so τ · ∇ST0 f must be the same on ∂V+ and
∂V−, and so
‖(K0+)tf‖Lp ≈ ‖(L0)tf‖Lp ≈ ‖(K0−)tf‖Lp.
Lemma 8.16. If (8.7) holds, then for all f ∈ H1,
‖(K0+)tf‖H1 ≈ ‖(L0)tf‖H1 ≈ ‖(K0−)tf‖H1.
Proof. Let f ∈ H1. By Theorem 7.2, (K0)tf ∈ H1, so (K0)tf =∑i λiai for H1 atoms ai
and constants λi with
∑ |λi| = ‖(K0)tf‖H1.
Let u = ST f , so that (K0)tf = ν · AT∇u. Then (L0)tf = τ · ∇u.
Since (N)
A0
p holds in V , we can write u =
∑
i λiui where ν · AT0∇ui = ai. Then by
assumption,
∫
∂V
N(∇ui)(X)(1 + |X|/ri)α dσ(X) ≤ C, ‖N(∇ui)‖Lp ≤ Cr1/p−1i .
If ∂V is bounded, then
∫
∂V τ ·∇ui = 0. Otherwise, we are working in a special Lipschitz
domain. Since N(∇u) ∈ L1, we must have that limR→∞
∫
|X |<R τ ·∇u dσ exists. But since
N(∇ui)(X)(1 + |X|/ri)α ∈ L1, for any ǫ > 0 and any R > 0 there must be some x1, x2
with x1 < −R, R < x2, |x1| ≈ |x2|, and N(∇u)(ψ(xi)) < ǫ/|xi|1+α.
So by integrating τ · ∇u on the boundary of the domain ψ((x1, x2)× (0, C|xi|)), we see
that |u(ψ(x2))−u(ψ(x1))| < C|xi|ǫ/|xi|1+α; this may be made arbitrarily small by making
ǫ small or R large.
So by Lemma 7.1, ‖τ · ∇ui‖H1 ≤ C; therefore,
‖Ltf‖H1 =
∥∥∥∥∥τ ·
∑
i
λiui
∥∥∥∥∥
H1
≤ C
∑
i
λi = C‖Ktf‖H1.
Similarly, we may say that (L0)tf = ∑i λiai; as in the proof of Theorem 7.2, ∫ ν ·
AT0∇ui = 0 and so ‖Ktf‖H1 ≤ C‖Ltf‖H1.
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8.4 Some elementary analysis
Theorem 8.17. Let G,G′ be two bounded linear operators from a Banach space B to
itself, and suppose that ‖f‖B ≤ C‖Gf‖B, G is a bijection, and ‖G − G′‖B 7→B ≤ ǫ. If
ǫ < 1/C, then G′ is also a bijection, and its inverse has norm at most C/(1− Cǫ).
Proof. First, if f 6= 0 and G′f = 0, then
‖f‖ ≤ C‖Gf‖ = C‖(G−G′)f‖ ≤ Cǫ‖f‖
and so ǫ ≥ 1/C; conversely, if ‖G−G′‖ < 1/C, then G′ is one-to-one.
Next, if ǫ < 1/C, then
‖f‖ = C
1− Cǫ
(
1
C
− ǫ
)
‖f‖ ≤ C
1− Cǫ
(‖Gf‖ − ‖(G−G′)f‖) ≤ C
1− Cǫ‖G
′f‖
and so G′ satisfies the same sort of useful inequality as G; in particular, if (G′)−1 exists it
has norm at most C/(1−Cǫ). Furthermore, if G′gn → f then {gn} is a Cauchy sequence;
since B is a Banach space gn → g for some g, and so G′g = f . Thus, G′ has closed range.
Suppose G′ is not onto. Let f0 ∈ B −G′B, and let η = inf
{‖f0 −G′b‖ : b ∈ B}; since
G′B is closed, η is positive. Let b0 be such that ‖f0−G′b0‖ ≤ ρη, ρ > 1. Let f1 = f0−G′b0,
f2 = f1/‖f1‖. Then ‖f1‖ ≤ ρη, and if b ∈ B, then
‖f1 −G′b‖ = ‖f0 −G′(b+ b0)‖ ≥ η ≥
1
ρ
‖f1‖,
so
‖f2 −G′b‖ ≥
1
ρ
for all b ∈ B.
Let Gh = f2. Then ‖G′h−Gh‖ = ‖f2 −G′h‖ ≥ 1ρ and so
‖G′ −G‖ ≥ 1
ρ‖h‖ ≥
1
ρC‖Gh‖ =
1
ρC‖f2‖
=
1
Cρ
.
Thus, if ‖G′ − G‖ < 1C , then G′ is also one-to-one and onto. If I further suppose that
‖G′ −G‖ < 12C , then ‖(G′)−1‖ ≤ 2C.
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CHAPTER 9
BOUNDARY DATA IN H1 FOR THE REAL CASE
We have shown that Lt, Kt are invertible on H1 provided that the following theorem holds:
Theorem 9.1. Let V be a good Lipschitz domain. Suppose that a is an atom of H1(∂Ω),
that is, ‖a‖L∞ ≤ 1/r,
∫
a = 0, and supp a ⊂ B(X0, r) ∩ ∂Ω for some X0 ∈ ∂Ω, r > 0.
Suppose that divA∇u = 0 in V , and A satisfies the conditions of Theorem 1.5.
Assume that there is some 1 < p < ∞ such that (N)Ap , (R)Ap (D)Ap′, (N)A˜p , (R)A˜p
and (D)A˜
p′
hold in all good Lipschitz domains whose constants are no bigger than some
C = C(λ,Λ, V ) (to be chosen later).
Assume that u satisfies the conditions of Theorem 13.2, and that either
1. ν · A∇u = a on ∂V , or
2. ∂τu = a on ∂V .
Then there is some C, α depending only on the ellipticity constants of A such that for some
X0 ∈ supp a ∫
∂V
N(∇u)(X)(1 + |X −X0|/r)α dσ(X) ≤ C.
Throughout this section, we assume without loss of generality that X0 = 0.
9.1 A priori bounds on u
Suppose that u is a regularity solution in V , u = f on ∂V , with a = ∂τf a H
1 atom with
support in B(0, r) ∩ ∂V .
So ‖Nu‖Lp′ ≤ C‖f‖Lp′ ≤ Cr1/p
′
. As in the proof of Lemma 8.12, this implies that
|u(X)| ≤ Cr1/p′min(dist(X, ∂V ), σ(∂V ))−1/p′. By Lemma 3.2 and (3.6),
|∇u(X)| ≤ Cr1/p′ dist(X, ∂V )−1min(dist(X, ∂V ), σ(∂V ))−1/p′.
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Now, suppose that divA∇u = 0, ν · A∇f = a. Then as in the proof of Theorem 8.10,
u˜ exists on V and satisfies div A˜∇u˜ = 0, ∂τ u˜ = a; so |∇u(X)| ≈ |∇u˜(X)|.
So if ν · A∇u = a or ∂τu = a, then
|∇u(X)| ≤ Cr1/p′ dist(X, ∂V )−1min(dist(X, ∂V ), σ(∂V ))−1/p′ (9.2)
If V = Ω is special, we may make some statements about u as well as ∇u. First,
limt→∞ u(ψ(x, t)) exists for every x ∈ R; furthermore, they must all be equal. Without
loss of generality, we may assume that limt→∞ u(ψ(x, t)) = 0. Then
|u(ψ(x, t))| ≤
∫ ∞
t
Cr1/p
′
t−1−1/p
′
dt ≤ Cpr1/p
′
t−1/p
′
.
If |x| > 2r or t > r, let R = |ψ(x, t)|/2; by applying Lemma 3.4, we see that
|u(ψ(x, t))| ≤ C
(
−
∫
B(ψ(x,t),R)∩Ω
|u|2
)1/2
≤ C
(
−
∫
B(ψ(x,t),R)∩Ω
Cpr
2/p′s−2/p
′
dy ds
)1/2
≤ C
(
C
R
−
∫ x+R
x−R
∫ Cr
0
Cpr
2/p′|s|−2/p′ ds dy
)1/2
≤ Cpr1/p
′
R−1/p
′
.
Summarizing, we have that in a special Lipschitz domain,
|∇u(X)| ≤ Cpr1/p
′
dist(X, ∂Ω)−1/p
′
, |u(X)| ≤ Cpr1/p
′|X|−1/p′. (9.3)
9.2 A bound on our integral in terms of itself
Lemma 9.4. Suppose that V , p, A, a, r satisfy the conditions of Theorem 9.1.
Then for any h > 0, there is some constant C depending only on p, λ, Λ and the
Lipschitz constants of V such that if
I =
∫
∂V
N(∇u)(X)(1 + |X −X0|/r)α dσ(X)
then I satisfies
I ≤ Ch1/pI + C
h2−1/p
.
88
If ∂V is bounded, we know N(∇u) ∈ Lp(∂V ) ⊃ L1(∂V ), so I is finite. So by choosing h
small enough this lemma will give us Theorem 9.1. If V = Ω is a special Lipschitz domain,
we will show first that I is finite if ϕ is compactly supported, which will yield our desired
bound for such ϕ, and then pass to the case where ϕ is an arbitrary Lipschitz function.
Proof. We begin with the case V = Ω a special Lipschitz domain.
It suffices to prove this for r = 1; we may rescale to get the general result.
We will need the following definitions.
NUf(X) = sup {|f(Y )| : |X − Y | < (1 + a) dist(Y, ∂U)},
γ(X) = {Y : |Y −X| < (1 + a) dist(Y, ∂V )}
γ1(X,R) = {Y ∈ γ(X) : |Y −X| < R/8}
γ2(X,R) = {Y ∈ γ(X) : |Y −X| ≥ R/8}
mi(X,R) = sup {|∇u(Y )| : Y ∈ γi(X)}
NUf(X) = sup {|f(Y )| : |X − Y | < (1 + a) dist(Y, ∂U)},
Nf(x) = NΩf(ψ(x)) = sup
γ(ψ(x))
|f |
Λ+(R) = (R, 2R), Λ−(R) = (−2R,−R)
Λ±τ (R) = ∪x∈Λ±(R)(x− τR, x+ τR)
∆±τ (R) = ψ(Λ±τ (R))
U±τ (R) =
{
ψ(x, s) : x ∈ Λ±τ (R), 0 < s < R
(
1 + τ‖ϕ′‖L∞
)}
We will usually omit the R. Note the following:
• if x ∈ Λ± then m1(ψ(x)) ≤ NU±τ (∇u)(x) for τ ≥
1
4 ,
• if Y ∈ γ2(X,R), then dist(Y, ∂Ω) ≥ 11+a |Y −X| ≥ R8+8a .
Let I =
∫
∂ΩN(∇u)(X)(|X|+ 1)α dσ(X). Then
I ≤ C
∫
ψ((−2,2))
N(∇u)(X) dσ(X) + C
∞∑
j=1
2jα
∫
∆+(2j)∪∆−(2j)
N(∇u)(X) dσ(X).
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We can bound the first term easily:
∫
ψ((−2,2))
N(∇u)(X) dσ(X) ≤ C‖N(∇u)‖Lp ≤ C.
We just need to bound
∑
j 2
jα
∫
∆±(2j)N(∇u)(X) dσ(X). Pick some 2j = R; we seek
a bound on
∫
∆±(R)N(∇u). We consider only ∆ = ∆+(R) and the Neumann problem; the
case ∆ = ∆−(R) and the regularity problem is similar.
By our a priori bounds on u, if X ∈ ∆ = ∆+(R), then m2(X) ≤ C
R1+1/p
′ . If τ ≥ 14 ,
then
∫
∆(R)
m1 ≤
∫
∂Uτ
NUτ (∇u) dσ ≤ CR−
∫
∂Uτ
NUτ (∇u) dσ
≤ CR
(
−
∫
∂Uτ
NUτ (∇u)p dσ
)1/p
≤ CR
(
−
∫
∂Uτ
|ν · A∇u|p dσ
)1/p
= CR1−1/p
(∫
∂Uτ
|ν · A∇u|p dσ
)1/p
But if we let η−(t) = ψ(R− τR, t), η+(t) = ψ(2R + τR, t), then by (9.2)
∫
∂Uτ
|ν · A∇u|p dσ =
∫
η+(t)∪η−(t),t<hR
|ν ·A∇u|p dσ +
∫
η+(t)∪η−(t),t≥hR
|ν · A∇u|p dσ
≤ hRN(∇u)(ψ(R− τR))p + hRN(∇u)(ψ(2R + τR))p + CR
(hR)p+p/p
′ .
So, if we take h < 1/2 and 1/4 ≤ τ ≤ 1/2, we have that
(∫
∂Uτ
|ν ·A∇u(y, s)|p
)1/p
≤ h1/pR1/p(N(∇u)(ψ(R− τR)) +N(∇u)(ψ(2R + τR)))+ C
h1+1/p
′
R2/p
′
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Taking the integral from τ = 1/4 to τ = 1/2, we get that
∫
∆
m1 ≤
∫ 1/2
1/4
CR1−1/p
(∫
∂Uτ
|ν · A∇u|pdσ
)1/p
dτ
≤
∫ 1/2
1/4
CRh1/p
(
N(∇u)(ψ(R− τR)) +N(∇u)(ψ(2R + τR))) dτ + C
h1+1/p
′
R2/p
′
≤ Ch1/p
∫ 1/2
1/4
(
N(∇u)(ψ(R− τR)) +N(∇u)(ψ(2R+ τR)))Rdτ + C
h1+1/p
′
R2/p
′
≤ Ch1/p
∫
∆1/2
N(∇u) + C
h1+1/p
′
R2/p
′ .
Therefore,
∫
∆
N(∇u) ≤
∫
∆
m1 +
∫
∆
m2 ≤
C
R1/p
′ + Ch
1/p
∫
∆1/2
N(∇u) + C
h1+1/p
′
R2/p
′
≤ Ch1/p
∫
∆1/2
N(∇u) + C
h1+1/p
′
R1/p
′
So
∫
N(∇u)(1 + |x|α) ≤ C +
∞∑
j=0
2jα
∫
∆(2j)
N(∇u)
≤ C +
∞∑
j=0
Ch1/p
∫
∆1/2(2
j)
2jαN(∇u) +
∞∑
j=0
2jα
C
h1+1/p
′
2j/p
′
≤ C + Ch1/p
∫
(1 + |x|)αN(∇u) +
∞∑
j=0
C
h1+1/p
′ 2
j(α−1/p′).
This completes the argument for V = Ω a special Lipschitz domain. Suppose ∂V is
bounded.
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If dist(X, ∂Ω) ≥ σ(∂V )/C, then |∇u(X)| ≤ Cr1/p′σ(∂V )−1−1/p′. So
∫
∂V
m2(X, σ(∂V )/C)(1 + |X|/r)α dσ ≤
∫
∂V
Cr1/p
′
σ(∂V )−1−1/p
′
(1 + |X|/r)α dσ
≤ Cr1/p′−ασ(∂V )−1−1/p′
∫
∂V
(1 + |X|)α dσ
≤ C
(
r
σ(∂V )
)1/p′−α
which is bounded provided α < 1/p′.
If r > σ(∂V )/C, then ‖a‖Lp ≤ Cσ(∂V )1/p−1. Then
∫
∂V
N(∇u)(X)(1 + |X|/r)α dσ(X) ≤
∫
∂V
N(∇u)(X) dσ(X)
≤ σ(∂V )1−1/p
(∫
∂V
N(∇u)p dσ
)1/p
≤ σ(∂V )1−1/pCσ(∂V )1/p−1 ≤ C
and so we may assume that supp a is small.
We can cover ∂V with k2 balls of radius rj , where σ(∂V ) ≤ Crj , as in Definition 2.2.
We have that supp a is contained in one of the boundary cylinders; we may write supp a ⊂
ψ((−r, r)) and require that ψ(−2r, 2r) ⊂ ∂Ωj ∩ ∂V .
The above argument for special Lipschitz domains also shows that, if divA∇u = 0 in
ψ((−2R0, 2R0)×(0, 2R0)), with ‖N(∇u)‖Lp ≤ Cr−1/p
′
and supp ν ·A∇u∩ψ(−2R0, 2R0) ⊂
ψ(−r, r), then
∫
ψ(−R0,R0)
N(∇u)(X)(1 + |X|/r)α dσ ≤ C +Ch
∫
ψ(−2R0,2R0)
N(∇u)(X)(1 + |X|/r)α dσ.
We may apply this argument to each of the boundary cylinders and sum to get a bound
for all of ∂V , as desired.
9.3 Finiteness
Recall that Ω = {X ∈ R2 : ϕ(X · e⊥) < X · e}. We made the a priori assumption that
there is som
Redefine A on ΩC so that A(ψ(x,−t)) = A(ψ(x, t)). In ΩC , define
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• u(ψ(x, t)) = u(ψ(x,−t)), for the Neumann problem
• u(x, t) = −u(ψ(x,−t)), for the regularity problem.
Then divA∇u = 0 in Ω and in {ψ(x, t) : |x| > R0, t 6= 0}.
If the regularity problem holds, u = 0 on ∂Ω ∩ B(0, r)C and ∂ΩC ∩ B(0, r)C . If the
Neumann problem holds, ν ·A∇u = 0 on ∂Ω ∩B(0, r)C and on ∂ΩC ∩B(0, r)C . In either
case, we have that divA∇u = 0 in {ψ(x, t) : |x| > R0 or t > 0}.
If |X| > CR0, then by Section 9.1,
|∇u(X)| ≤ C
(
−
∫
B(X,|X |/4)
|∇u|2
)1/2
≤ C|X|
(
−
∫
B(X,|X |/2)
|u|2
)1/2
≤ C
|X|1+1/p′
.
Since N(∇u) ∈ Lp, we have that
∫
|X |<CR0,X∈∂Ω
N(∇u)(X)(1 + |X|/r)α dσ(X)
is finite. But N(∇u)(X) ≤ C/|X|1+1/p′; so if α < 1/p′, then
∫
|X |≥CR0,X∈∂Ω
N(∇u)(X)(1 + |X|/r)α dσ(X)
is finite as well and we are done.
We now remove the assumption on ϕ. Recall that Ω = {X ∈ R2 : ϕ(X · e⊥) < X · e}.
Assume ϕ(0) = 0, and let ϕR = ϕ on (−R,R) and let ϕR = 0 on (−3R, 3R)C . Let
ΩR = {X ∈ R2 : ϕR(X · e⊥) < X · e}.
Let ν · A∇uR = a or τ · ∇uR = a on ∂Ω ∩ ∂ΩR, 0 on ∂ΩR\∂Ω.
Suppose that |Y | is small compared to R, S with R < S. Let δ = dist(Y, ∂Ω). Then
divA∇(uS − uR) = 0 in ΩS ∩ ΩR, and ν · A∇(uS − uR) = 0 or τ · A∇(uS − uR) = 0 on
ψ((−R,R)).
By Section 9.1, if |X| > 2r then |uR(ψR(x, t))| < Cr1/p
′
t−1/p′. So
|uS(Y )− uR(Y )|2 ≤
C
R2
∫
B(Y,R/2)
|uS − uR|2 ≤
C
R
∫ R
0
Cr2/p
′
t−2/p
′
dt ≤ Cp r
2/p′
R2/p
′ .
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Therefore, by (3.6), if R≫ |Y | then
|∇uS(Y )−∇uR(Y )| ≤
Cpr
2/p′
R2/p
′
dist(Y, ∂Ω)
.
Define uˇ = limR→∞ uR. Then clearly divA∇uˇ = 0 in Ω, ν · A∇uˇ = a or τ · ∇uˇ = a
on ∂Ω, and
∫
N(∇uˇ)(1 + |X|/R0)α ≤ C. By Theorem 13.2, we have u = uˇ, and so we are
done.
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CHAPTER 10
INTERPOLATION
We have established that for V , A and A0 as in Theorem 1.5, there exist some ǫ0 > 0,
p0 > 1 depending only on λ, Λ and ki such that, if ‖A− A0‖L∞ < ǫ0, then
• K±,L,Kt±,Lt, are bounded Lp(∂V ) 7→ Lp(∂V ) for all 1 < p <∞.
• Kt±,Lt± are invertible on Lp0(∂V ) with bounded inverse.
• Kt±,Lt± are bounded and invertible on H1(∂V ) with bounded inverse.
We also know that, for any given p, if Kt± is invertible with bounded inverse on Lp(∂V )
then (N)Ap holds in V , and if Lt is invertible with bounded inverse on Lp(∂V ) then (R)Ap
holds in V . We now interpolate to complete the proof of Theorem 1.5.
Theorem 10.1. Suppose that ‖A−A0‖L∞ < ǫ0, where ǫ0 is as above. Then if 1 < p < p0,
then
‖f‖Lp ≤ Cp‖Ltf‖Lp, ‖f‖Lp ≤ Cp‖Kt±f‖Lp
for all f ∈ Lp(∂V ).
Note that ǫ0 is independent of p. Since L
p0 ∩ Lp is dense in Lp, we know that Kt,Lt
are onto; thus, this suffices to establish that they are invertible.
Proof. We prove this only for Lt (the proof for Kt± is identical). It suffices to prove that
‖(Lt)−1g‖Lp ≤ ‖g‖Lp for all g ∈ C∞0 .
Let Eα = {x : Mg(x) > α} where Mg(x) is the maximal function. (The “intervals” I
are taken to be arbitrary bounded, connected open subsets of ∂V .)
Then Eα is an open subset of ∂V , which is one-dimensional; it is therefore a union of
countably many disjoint open intervals Qi, and σ(Eα) =
∑
i σ(Qi) < C‖g‖pLp/αp. Note
that −
∫
Qi
|g| = α for all i.
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Then define ai(x), b(x) by
ai(x) =

0, x /∈ Qi;g(x)− −∫Qi g, x ∈ Qi
b(x) =

g(x), x /∈ Eα;−∫Qi g, x ∈ Qi
Then g = b+ a where a =
∑
i ai.
Now, b ∈ Lp0 with ‖b‖p0
Lp0
≤ ‖g‖pLpαp0−p. Define r = (1 + p)/2, so 1 < r < p.
We know that
∫
ai = 0, supp ai ⊂ Qi, and
∫
|ai|r =
∫
Qi
ari =
∫
Qi
∣∣∣g − −∫Qig
∣∣∣r ≤ 2r−1 ∫
Qi
|g|r +
∣∣∣−∫Qi
∣∣∣r ≤ 2r ∫
Qi
|g|r.
So
‖ai‖H1 ≤ Cr|Qi|1−1/r‖ai‖Lr ≤ Cp|Qi|1/r
′‖g‖Lr(Qi).
Therefore,
‖a‖H1 ≤ Cp
∑
i
|Qi|1/r
′‖g‖Lr(Qi) ≤ Cp
(∑
i
|Qi|r
′/r′
)1/r′ (∑
i
‖g‖rLr(Qi)
)1/r
≤ Cp|Eα|1/r
′‖g‖Lr(Eα) ≤ Cp
(‖Mg‖r
Lr(Eα)
αr
)1/r′
‖g‖Lr(Eα) ≤ Cp
‖Mg‖r
Lr(Eα)
αr−1
.
So ∫
∂V
|(Lt)−1g|p dσ =
∫ ∞
0
pαp−1σ{X ∈ ∂V : |(Lt)−1g(X)| > α} dα.
But if |(Lt)−1g| > α, then either |(Lt)−1a| > α/2 or |(Lt)−1b| > α/2. So
∫
∂V
|(Lt)−1g|p dσ ≤
∫ ∞
0
p2pαp−1
(
σ{|(Lt)−1a(X)| > α}+ σ{|(Lt)−1b(X)| > α}
)
dα
≤ p2p
∫ ∞
0
αp−1
(
‖(Lt)−1a‖L1
α
+
‖(Lt)−1b‖p0
Lp0
αp0
)
dα.
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Since (Lt)−1 is bounded H1 7→ L1 and Lp0 7→ Lp0 , this means that
∫
∂V
|(Lt)−1g|p dσ ≤ Cp
∫ ∞
0
αp−1
(
‖a‖H1
α
+
‖b‖p0
Lp0
αp0
)
dα
≤ Cp
∫ ∞
0
αp−1

‖Mg‖rLr(Eα)
αr
+
‖g‖p0
Lp0(ECα )
αp0
+ σ(Eα)

 dα.
Since Eα = {X ∈ ∂V : Mg(X) > α}, so σ(Eα) ≤ ‖Mg‖rLr(Eα)/α
r, and since r < p < p0,
we can rewrite this as
∫
∂V
|(Lt)−1g|p dσ ≤
∫ ∞
0
Cp
αr−p+1
∫
Mg(X)>α
Mg(X)r dσ(X) dα
+
∫ ∞
0
Cp
αp0−p+1
∫
Mg(X)≤α
|g(X)|p0 dσ(X) dα
= Cp
∫
∂V
∫ Mg(X)
0
αp−r−1 dαMg(X)r dσ(X)
+ Cp
∫
∂V
∫ ∞
Mg(X)
αp−p0−1 dα |g(X)|p0 dσ(X)
= Cp
∫
∂V
1
r − pMg(X)
p−rMg(X)r dσ(X)
+ Cp
∫
∂V
1
p0 − p
Mg(X)p−p0|g(X)|p0 dσ(X)
≤ Cp‖Mg‖pLp ≤ Cp‖g‖
p
Lp
as desired.
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CHAPTER 11
BOUNDARY DATA IN BMO AND SQUARE-FUNCTION
ESTIMATES
Theorem 11.1. Suppose that g ∈ BMO(∂V ) for some good Lipschitz domain V . Then
there exists a unique function u with divA∇u = 0 in V , u = g on ∂V , and such that
1
σ(B(X0, R) ∩ ∂V )
∫
V ∩B(X0,R)
|∇u(X)|2 dist(X, ∂V ) dX ≤ C‖g‖2BMO.
This u will turn out to be a layer potential. Recall that Df |∂V = Kf , and that Kt
is bounded and invertible on H1(∂V ) (Theorem 8.2). Therefore by duality, K is bounded
with bounded inverse on BMO(∂V ).
So if g ∈ BMO, then g = Df for some f with ‖g‖BMO(∂V ) ≈ ‖f‖BMO(∂V ). Thus, to
show that there exists a u with u|∂V = g and
1
σ(B(X0, R) ∩ ∂V )
∫
V ∩B(X0,R)
|∇u(X)|2 dist(X, ∂V ) dX ≤ C‖g‖2BMO
we need show only that
1
σ(B(X0, R) ∩ ∂V )
∫
V ∩B(X0,R)
|∇Df(X)|2 dist(X, ∂V ) dX ≤ C‖f‖2BMO (11.2)
for all f .
11.1 L2 estimates imply BMO estimates
In this section, we show that if
∫
V
|∇Df(X)|2 dist(X, ∂V ) dX ≤ C‖f‖2
L2
(11.3)
holds for all f ∈ L2, then (11.2) holds for all f ∈ BMO.
98
For most of this chapter, it will be convenient to work with more general operators. We
have that
∇Df(X) = ∇X
∫
∂V
(
ν · AT∇ΓTX(Y )
)
f(Y ) dσ(Y ).
So if TF (X) =
∫
∂V J(X, Y )F (Y ) dσ(Y ) where
J(X, Y ) =
(
∇X
(
ν · AT∇ΓTX(Y )
)
∇X
(
ν ·AT∇ΓTX(Y )
))
,
then results for T will imply results for ∇D.
We have some useful conditions on this J . By (4.1), |∂yiΓTX(Y )| ≤ C|X−Y | ; since
ΓTX(Y ) = ΓY (X), we have that |∂xiΓTX(Y )| ≤ C|X−Y | .
But ∂xiΓ
T
X(Y ) is a solution in Y to divA
T∇(∂xiΓTX) = 0; hence, by (3.6),
|∂xi∂yjΓTX(Y )| ≤
C
|X − Y |2 .
Thus, |J(X, Y )| ≤ C|X−Y |2 .
Also, D1(X) is constant on each connected component of R2 \ ∂V , so ∇D1(X) ≡ 0;
thus, TI(X) ≡ 0.
So we prove a lemma for T and J having these nice properties:
Lemma 11.4. Suppose that V ⊂ Rn+1 is a good Lipschitz domain, that TF (X) =∫
∂V J(X, Y )F (Y ) dσ(Y ) for some (matrix-valued function) J , and that
|J(X, Y )| ≤ C dist(X, ∂V )
α−1
|X − Y |n+α , T I(X) ≡ 0,
∫
V
|TF (X)|2 dist(X, ∂V ) dX ≤ C‖F‖2
L2
for some α > 0, for all X ∈ V , Y ∈ ∂V , and all F in L2(∂V 7→ C2×2).
Then if B ∈ BMO(∂V 7→ C2×2), then TB(X) converges for each X ∈ ∂V and
1
σ(B(X0, R) ∩ ∂V )
∫
B(X0,R)∩V
|TB(X)|2 dist(X, ∂V ) dX ≤ C‖B‖2BMO
for any R > 0, X0 ∈ ∂V .
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Note that if X ∈ V , then Y 7→ J(X, Y ) ∈ L∞(∂V ). Furthermore,
∫
∂V
|J(X, Y )| dσ(Y ) ≤ dist(X, ∂V )α−1
∫
∂V
1
|X − Y |n+α dσ(Y ) ≤ C dist(X, ∂V )
α−1.
So we know TF (X) converges for all X ∈ V and all F ∈ Lp, 1 ≤ p ≤ ∞.
Proof. Recall from basic BMO theory that, if B ∈ BMO and ∆ = B(X0, R) ∩ ∂V is any
surface ball, then
−
∫
2k+1∆
|B − B∆| dσ ≤ C(k + 1)‖B‖BMO
where B∆ = −
∫
∆B, and 2
k∆(X0, r) = ∆(X0, 2
kr).
Furthermore, by the John-Nirenberg inequality,
∫
∆
|B −B∆|2 ≤ Cσ(∆)‖B‖2BMO.
Fix some surface ball ∆ = B(X0, R) ∩ ∂V . Now, TB = T (B − B∆), and so without
loss of generality B∆ = 0. So
TB = T (Bχ∆) +
∞∑
k=0
T (Bχ
2k+1∆\2k∆).
But ∫
V
|T (Bχ∆)(X)|2 dist(X, ∂V ) dX ≤ C‖Bχ∆‖2L2(∂V ) ≤ Cσ(∆)‖B‖
2
BMO.
If X ∈ B(X0, R), then
|T (Bχ
2k+1∆\2k∆)(X)| =
∣∣∣∣∣
∫
2k+1∆\2k∆
J(X, Y )B(Y ) dσ(Y )
∣∣∣∣∣
≤
∫
2k+1∆\2k∆
dist(X, ∂V )α−1
|X − Y |n+α |B(Y )| dy
≤ dist(X, ∂V )
α−1
|2kR|n+α
∫
2k+1∆
|B(Y )| dσ(Y )
≤ dist(X, ∂V )
α−1
|2kR|n+α C(k + 1)σ(2
k+1∆)‖B‖BMO.
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If σ(∆) < c(n)Rn, then B(X0, R) contains ∂V ; so σ(2
k∆) ≤ σ(∂V ) ≤ Cσ(∆) for all k.
Otherwise, σ(2k+1∆) ≤ C(2kR)n ≤ C2knσ(∆). In either case,
σ(2k+1∆) ≤ C2knσ(∆)
and so ∣∣∣∣∣
∞∑
k=0
T (B(χ2k+1∆\2k∆))(X)
∣∣∣∣∣ ≤ C‖B‖BMOdist(X, ∂V )
α−1σ(∆)
Rn+α
∞∑
k=0
(k + 1)
2kα
.
Therefore, if Q = B(X0, R) ∩ V and β = σ(∆)‖B‖2BMO, we have that
∫
Q
|TB(X)|2 dist(X, ∂V ) dX ≤ Cβ + Cβσ(∆)
∫
Q
dist(X, ∂V )2α−1
R2n+2α
dX
≤ Cβ + Cβσ(∆)
∫
B(X0,R)
|X|2α−1
R2n+2α
dX ≤ Cβ + Cβσ(∆)
Rn
≤ Cβ = Cσ(∆)‖B‖2BMO.
This concludes the proof.
Therefore, to prove Theorem 11.1, we need only establish (11.3).
11.2 Layer potentials on the half-plane
In this section, we establish a sufficient condition for Lemma 11.4 to hold if V = R2+. In
the next two sections, we will work with general operators T and kernels J ; in Section 11.4,
we will return to the Dirichlet problem and ∇D.
From [10, Theorem 1.1], we have
Theorem 11.5. Let θtf(x) =
∫
Rn ψt(x, y)f(y) dy, where
|ψt(x, y)| ≤ C t
α
(t+ |x− y|)n+α (11.6)
|ψt(x, y)− ψt(x+ h, y)| ≤ C |h|
α
(t+ |x− y|)n+α (11.7)
|ψt(x, y)− ψt(x, y + h)| ≤ C |h|
α
(t+ |x− y|)n+α (11.8)
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whenever |h| ≤ t/2.
Suppose that there exists a function b : Rn 7→ C such that for some constants λ, Λ,
C0 > 0,
λ ≤ Re b(x) ≤ |b(x)| ≤ Λ and −
∫
Q
∫ ∞
0
|θtb(x)|2 dt
t
dx ≤ C0 (11.9)
for every x ∈ Rn and every dyadic cube Q ⊂ Rn.
Then for all f ∈ L2(Rn) we have that
∫
R
n+1
+
|θtf(x)|2dx dt
t
≤ C(λ,Λ, C0)‖f‖2L2(Rn). (11.10)
(In [10], this is presented in more generality; the test function b is replaced by a system
of test functions bQ indexed by dyadic cubes Q. We do not need that generality here.)
We will need this theorem to hold if our kernel and test function take values in C2×2
rather than in C. It is trivial to generalize to the following simple matrix-valued version:
Theorem 11.11. Let TtF (x) =
∫
Rn Jt(x, y)F (y) dy, where Jt(x, y), F (y), and TtF (x) are
all square matrices. Assume that J satisfies
|Jt(x, y)| ≤ C t
α
t(t+ |x− y|)n+α (11.12)
|Jt(x, y)− Jt(x+ h, y)| ≤ C |h|
α
t(t+ |x− y|)n+α (11.13)
|Jt(x, y)− Jt(x, y + h)| ≤ C |h|
α
t(t+ |x− y|)n+α (11.14)
whenever |h| ≤ t/2.
Suppose that there exists a function b : Rn 7→ C such that for some constants λ, Λ,
C0 > 0,
λ ≤ Re b(x) ≤ |b(x)| ≤ Λ and −
∫
Q
∫ ∞
0
|Tt(Ib)(x)|2t dt dx ≤ C0 (11.15)
for every x ∈ Rn and every dyadic cube Q ⊂ Rn.
Then ∫∫
R
n+1
+
|TtF (x)|2t dx dt ≤ C(λ,Λ, C0)‖F‖2L2(Rn) (11.16)
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for any L2 matrix-valued function F .
Note that t dx dt = dist(X, ∂R2+) dX ; this is why we use it instead of
dx dt
t .
So if T (Ib) ∈ BMO for some good scalar function b, and a few other conditions hold,
then (11.16) holds. The problem is to generalize, so that we need only show T (B) ∈ BMO
for B in some larger class of test matrices.
Fortunately, [10] proves Theorem 11.5 from a similar theorem with the identity function
replacing the bQs; we may prove a useful matrix-valued theorem from Theorem 11.11 using
the same techniques.
The conditions on B analagous to (11.15) will turn out to be the same as the conditions
on B1 required by Theorem 6.11, that is, there exist constants C0, C1 > 0 and a smooth,
compactly supported function v with
∫
v = 1 such that, if we define vt(x) =
1
tn v
(
x
t
)
, then
sup
x∈Rn
|B(x)| ≤ C0, sup
x∈Rn, t∈R+
∣∣∣(vt ⋆ B(x))−1∣∣∣ ≤ C1. (11.17)
Theorem 11.18. Suppose that B : Rn 7→ C2×2 is a bounded matrix-valued function
which satisfies (11.17).
Let TtF (x) =
∫
Rn Jt(x, y)F (y) dy, where Jt(x, y), F (y), and TtF (x) are all square
matrices, and J satisfies (11.12–11.14).
Suppose that for each dyadic cube Q,
∫
Q
∫ l(Q)
0
|TtB(x)|2t dt dx ≤ C2|Q|. (11.19)
Then ∫∫
R
n+1
+
|TtF (x)|2t dx dt ≤ C(C0, C1, C2)‖F‖2L2(Rn).
Proof. Without loss of generality take C2 = 1. It suffices to establish (11.15) for b ≡ 1.
As before, TF (X) converges for X ∈ V and F ∈ Lp(∂V ), 1 ≤ p ≤ ∞. In particular,∣∣∫ Jt(x, z) dz∣∣ ≤ C/t.
Let AtB(x) = vt ∗B(x). Then
|TtI(x)| = |TtI(x)AtB(x)(AtB(x))−1| ≤ C|TtI(x)AtB(x)|.
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So we may write
TtI(x)AtB(x) =
∫
Jt(x, z) dz
∫
1
tn
v
(
x− y
t
)
B(y) dy
=
∫
Jt(x, z) dz
∫
1
tn
v
(
x− y
t
)
B(y) dy − TtB(x) + TtB(x)
=
∫ (∫
Jt(x, z) dz
tn
v
(
x− y
t
)
− Jt(x, y)
)
B(y) dy + TtB(x).
Let TˇtF (x) =
∫
Jˇt(x, y)F (y) dy, where
Jˇt(x, y) =
(∫
Jt(x, z) dz
tn
v
(
x− y
t
)
− Jt(x, y)
)
.
We have that
∫ l(Q)
0
|TtI(x)|2t dt ≤ C
∫ l(Q)
0
|TtI(x)AtB(x)|2t dt ≤ C
∫ l(Q)
0
|TˇtB(x) + TtB(x)|2t dt
≤ C
∫ l(Q)
0
|TˇtB(x)|2t dt+ C
∫ l(Q)
0
|TtB(x)|2t dt
and so
∫
Q
∫ l(Q)
0
|TtI(x)|2t dtdx ≤ C
∫
Q
∫ l(Q)
0
|TˇtB(x)|2t ddx+ C|Q|.
So we need only show that
∫
Q
∫ l(Q)
0
|TˇtB(x)|2t dtdx ≤ C|Q|.
We will do this by applying Theorem 11.11 and Lemma 11.4 to Tˇ .
By assumption, Jt satisfies (11.12–11.14). We need to show that Jˇt does as well; it
suffices to prove this for Jt(x, y) + Jˇt(x, y) =
∫
Jt(x,z) dz
tn v
(
x−y
t
)
.
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Recall that vt(x− y) = 0 if |x− y| > Ct. If |x− y| < Ct, then
|Jˇt(x, y) + Jt(x, y)| ≤
∣∣∣∣ Ctn+1 v
(
x− y
t
)∣∣∣∣ ≤ Ctn+1
≤ C
t(t + |x− y|)n ≤
C
t(t + |x− y|)n
(
Ct
t+ |x− y|
)α
.
If |y − y′| < t/2, then since 0 < α ≤ 1,
∣∣∣∣
∫
Jt(x, z) dz
tn
v
(
x− y
t
)
−
∫
Jt(x, z) dz
tn
v
(
x− y′
t
)∣∣∣∣
≤ C
tn+1
∣∣∣∣v
(
x− y
t
)
− v
(
x− y′
t
)∣∣∣∣ ≤ 1tn+2‖∇v‖L∞|y − y′|
≤ C |y − y
′|/(t+ |x− y|)
t(t+ |x− y|)n ≤ C
(|y − y′|/(t+ |x− y|))α
t(t + |x− y|)n = C
|y − y′|α
t(t+ |x− y|)n+α .
If |x− x′| < t/2, then
∣∣∣∣
∫
Jt(x, z) dz
tn
v
(
x− y
t
)
−
∫
Jt(x
′, z) dz
tn
v
(
x′ − y
t
)∣∣∣∣
≤
∣∣∣∣
∫
Jt(x, z) dz
tn
v
(
x− y
t
)
−
∫
Jt(x
′, z) dz
tn
v
(
x− y
t
)∣∣∣∣
+
∣∣∣∣
∫
Jt(x
′, z) dz
tn
v
(
x− y
t
)
−
∫
Jt(x
′, z) dz
tn
v
(
x′ − y
t
)∣∣∣∣
The second term is at most
C|x−x′|α
t(t+|x−y|)n+α as before. The first term is 0 if |x − y| > Ct;
otherwise, it is at most
‖v‖L∞
tn
∫
|Jt(x, z)− Jt(x′, z)| dz ≤ C
tn
∫ |x− x′|α
t(t + |x− z|)n+α dz ≤
C|x− x′|α
tn+1+α
which is at most
C|x−x′|α
t(t+|x−y|)n+α if |x− y| < Ct. Thus Jˇt satisfies (11.12–11.14).
Also, since
∫
v = 1, we have that
TˇtI(x) =
∫ (∫
Jt(x, z) dz
tn
v
(
x− y
t
)
− Jt(x, y)
)
dy
=
∫
Jt(x, z) dz
∫
1
tn
v
(
x− y
t
)
dy −
∫
Jt(x, y) dy = 0.
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So by Theorem 11.11,
∫
R
n+1
+
|TˇtF (x)|2t dx dt ≤ C‖F‖2L2(Rn)
for any L2 matrix-valued function F , and so by Lemma 11.4, we have that
∫
Q
∫ l(Q)
0
|TˇtB(x)|2t dt dx ≤ C‖B‖2BMO|Q|.
This completes the proof.
11.3 Layer potentials on Lipschitz domains
We now wish to generalize the results of the previous section to arbitrary good Lipschitz
domains V ; this will provide a sufficient condition for (11.3) to hold.
We begin with special Lipschitz domains.
Theorem 11.20. Supppose that Ω ⊂ R2 is a special Lipschitz domain with Lipschitz
constant k1, and that J : R
2 ×R2 7→ C2×2 satisfies
|J(X, Y )| ≤ C dist(X, ∂Ω)
α
dist(X, ∂Ω)|X − Y |1+α ,
|J(X, Y )− J(X ′, Y )| ≤ C |X −X
′|α
dist(X, ∂Ω)|X − Y |1+α ,
|J(X, Y )− J(X, Y ′)| ≤ C |Y − Y
′|α
dist(X, ∂Ω)|X − Y |1+α .
Define TF (X) =
∫
∂Ω J(X, Y )F (Y ) dσ(Y ).
Let B : ∂Ω 7→ C2×2 satisfy
sup
x∈∂Ω
|B(x)| ≤ C0, sup
∆⊂∂Ω connected
∣∣∣∣∣
(
−
∫
∆
B
)−1∣∣∣∣∣ ≤ C1. (11.21)
Suppose that for any X0 ∈ ∂Ω and any R > 0,∫
B(X0,R)∩Ω
|TB(X)|2 dist(X, ∂Ω) dX ≤ C2σ(B(X0, R) ∩ ∂Ω). (11.22)
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Then for every F ∈ L2(∂Ω 7→ C2×2),
∫
Ω
|TF (X)|2 dist(X, ∂Ω) dX ≤ C(C0, C1, C2, k1)‖F‖2L2(∂Ω).
Proof. This follows from Theorem 11.18 by a change of variables. Define the matrix-
valued function Bˇ(x) = B(ψ(x))
√
1 + ϕ′(x)2; then supx∈∂V |B(x)| ≤ C0(1 + ‖ϕ′‖L∞),
and supa,b∈R
∣∣∣∣(−∫ ba B)−1
∣∣∣∣ ≤ C1(1 + ‖ϕ′‖L∞). By Lemma 6.15, this means that Bˇ satisfies
(11.17).
Let Jt(x, y) = J(ψ(x, t), ψ(y)). Then Jt satisfies (11.12–11.14). If we let TtF (x) =∫
R
Jt(x, y)F (y) dy, then
TtBˇ(x) =
∫
R
Jt(x, y)Bˇ(y) dy =
∫
R
J(ψ(x, t), ψ(y))B(ψ(y))
√
1 + ϕ′(y)2 dy
=
∫
∂Ω
J(ψ(x, t), Y )B(Y ) dσ(Y ) = TB(ψ(x, t))
and so if Q ⊂ R is an interval and x0 ∈ Q, X0 = ψ(x0), then
∫
Q
∫ l(Q)
0
|TtB(x)|2t dt dx =
∫
Q
∫ l(Q)
0
|TB(ψ(x, t))|2t dt dx
≤
∫
ψ(Q×(0,l(Q)))
|TB(X)|2C dist(X, ∂Ω) dX
≤
∫
B(X0,Cl(Q))∩Ω
|TB(X)|2C dist(X, ∂Ω) dX
≤ CC2l(Q)
Thus, by Theorem 11.18, we must have that
∫∫
R
2
+
|TtF (x)|2t dt dx ≤ C‖F‖L2
for all F ∈ L2(R 7→ C2×2). But since Tt(
√
1 + (ϕ′)2F )(x) = TF (ψ(x, t)), we must have
that ∫
Ω
|TF (X)|2 dist(X, ∂Ω) dX ≤ C‖F‖L2(∂Ω)
for all F ∈ L2(∂Ω 7→ C2×2), as desired.
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We now wish to move to good Lipschitz domains with compact boundary.
Theorem 11.23. Supppose that J : R2 ×R2 7→ C2×2 satisfies
|J(X, Y )| ≤ C 1|X − Y |2 , (11.24)
|J(X, Y )− J(X ′, Y )| ≤ C |X −X
′|α
|X − Y |2+α , (11.25)
|J(X, Y )− J(X, Y ′)| ≤ C |Y − Y
′|α
|X − Y |2+α . (11.26)
Define TUF (X) =
∫
∂U J(X, Y )F (Y ) dσ(Y ).
Assume that for each special Lipschitz domain Ω ⊂ R2 with Lipschitz constant kΩ,
there exists some BΩ : ∂Ω 7→ C2×2 which satisfies (11.21) and (11.22) with constants
depending only on kΩ.
Then if V ⊂ R2 is a good Lipschitz domain with Lipschitz constants ki, and if F ∈
L2(∂V 7→ C2×2), we have that
∫
V
|TV F (X)|2 dist(X, ∂V ) dX ≤ C(ki)‖F‖2L2(∂V ).
Proof. This follows trivially from the previous theorem if V is a special Lipschitz domain;
thus we may assume that ∂V is bounded. By Definition 2.2, there are k2 special Lipschitz
domains Ωi, with Lipschitz constant at most k1, such that
∂V ⊂
k2⋃
i=1
∂Ωi ∩ B(Xi, ri)
where ri > 0 and Xi ∈ ∂V , with Ωi ∩B(Xi, 2ri) = V ∩ B(Xi, 2ri).
So we may write F =
∑k2
i=1 Fi, where Fi(X) = 0 outside of B(Xi, ri), and
∑
i |Fi(X)| =
|F (X)| for all X ∈ ∂V .
Pick some i and note that TV Fi ≡ TiFi. By Theorem 11.20,∫
Ωi
|TiFi(X)|2 dist(X, ∂Ωi) dX ≤ C(k1)‖Fi‖2L2(∂Ωi).
108
Note that if dist(X, ∂Ωi) 6= dist(X, ∂V ), then since ∂Ωi ∩B(Xi, 2ri) = ∂V ∩B(Xi, 2ri)
we must have that dist(X,B(Xi, 3ri/2)
C) ≤ dist(X, ∂Ωi). So if X ∈ B(Xi, 3ri/2) then
dist(X, ∂V ) ≤ 3
2
ri ≤ 3 dist(X,B(Xi, 3ri/2)C) ≤ 3 dist(X, ∂Ωi).
So
∫
V ∩B(Xi,3ri/2)
|TiFi(X)|2 dist(X, ∂V ) dX
≤
∫
Ωi∩B(Xi,3ri/2)
|TiFi(X)|23 dist(X, ∂Ωi) dX
≤ 3
∫
Ωi
|TiFi(X)|2 dist(X, ∂Ωi) dX ≤ C(k1)‖Fi‖2L2(∂Ωi).
Conversely, suppose that X /∈ B(Xi, 32ri). Recall that ri ≈ σ(∂V ). Then
|TV Fi(X)| =
∣∣∣∣∣
∫
B(Xi,ri)∩∂V
J(X, Y )Fi(Y ) dσ(Y )
∣∣∣∣∣ ≤
∫
B(Xi,ri)∩∂V
C
|X − Y |2 |Fi(Y )| dσ(Y )
≤ C|X −Xi|2
∫
∂V
|Fi(Y )| dσ(Y ) ≤
C
|X −Xi|2
√
σ(∂V )‖Fi‖L2(∂V ).
So
∫
V \B(Xi,3ri/2)
|TV Fi(X)|2 dist(X, ∂V ) dX
≤
∫
V \B(Xi,3ri/2)
C
|X −Xi|3
σ(∂V )‖Fi‖2L2(∂V ) dX
≤ C‖Fi‖2L2(∂V )σ(∂V )
C
ri
= C‖Fi‖2L2(∂V ).
Putting these together, we see that
∫
V
|TV Fi(X)|2 dist(X, ∂V ) dX ≤ C‖Fi‖2L2.
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So
∫
V
|TV F (X)|2 dist(X, ∂V ) dX =
∫
V
∣∣∣ k2∑
i=1
TV Fi(X)
∣∣∣2 dist(X, ∂V ) dX
≤ k2
k2∑
i=1
∫
V
|TV Fi(X)|2 dist(X, ∂V ) dX
≤ C
k2∑
i=1
‖Fi‖2L2 ≤ C‖F‖
2
L2
.
This completes the proof.
11.4 The Dirichlet problem on a Lipschitz domain
We now return to the Dirichlet problem. We want to show that
∫
V
|∇Df(X)|2 dist(X, ∂Ω) dX ≤ C‖f‖2
L2(∂Ω)
(11.27)
for V a good Lipschitz domain.
Recall that Df(X) = ∫∂Ω ν · AT∇ΓTXf dσ. So
∇Df(X) = ∇X
∫
∂V
ν · AT∇ΓTXf dσ
=
∫
∂V
(
∂x1∂y1Γ
T
X(Y ) ∂x1∂y2Γ
T
X(Y )
∂x2∂y1Γ
T
X(Y ) ∂x2∂y2Γ
T
X(Y )
)
(A(Y )ν(Y ))f(Y ) dσ(Y )
We would like to apply Theorem 11.23 to this expression. The obvious candidate for
J(X, Y ) is (
∂x1∂y1Γ
T
X(Y ) ∂x1∂y2Γ
T
X(Y )
∂x2∂y1Γ
T
X(Y ) ∂x2∂y2Γ
T
X(Y )
)
.
Unfortunately, this matrix is not Ho¨lder continuous; however, a nearby matrix is.
Recall that
B6(Y ) = B
A
6 (Y ) =
(
a11(Y ) a21(Y )
0 1
)
, BT6 (X) =
(
a11(X) a12(X)
0 1
)
.
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Define
J(X, Y ) = BT6 (X)
(
∂x1∂y1Γ
T
X(Y ) ∂x1∂y2Γ
T
X(Y )
∂x2∂y1Γ
T
X(Y ) ∂x2∂y2Γ
T
X(Y )
)
B6(Y )
t
and let TF (X) =
∫
∂Ω J(X, Y )F (Y ) dσ(Y ) as usual. Then
∇Df(X) = BT6 (X)−1
∫
∂Ω
J(X, Y )B6(Y )
−1(A(Y )ν(Y ))f(Y ) dσ(Y )
so if we let F (Y ) = B6(Y )
−1A(Y )
(
ν(Y ) ν(Y )
)
f(Y ), then |∇Df(X)| ≤ C|TF (X)| and
|F (Y )| ≤ C|f(Y )|; thus, we need only show that T satisfies the conditions of Theorem 11.23
to establish (11.3), which by Lemma 11.4 will prove Theorem 11.1.
We begin with the conditions on J . As in Section 11.1, |J(X, Y )| ≤ C/|X − Y |2. We
may write
J(X, Y ) =
(
∂y1∂x2 Γ˜
T
X(Y ) ∂y2∂x2 Γ˜
T
X(Y )
∂x2∂y1Γ
T
X(Y ) ∂x2∂y2Γ
T
X(Y )
)
B6(Y )
t.
Since all of the X-derivatives are now in terms of x2, and A(X) is independent of x2, we
have that each component is a solution to an elliptic equation in X . Thus, J(X, Y ) must
be Ho¨lder continuous in X , and in fact by Lemma 3.5 must satisfy
|J(X ′, Y )− J(X, Y )| ≤ C |X −X
′|α
|X − Y |2+α
for all |X −X ′| < 12 |X − Y |.
Similarly,
|J(X, Y ′)− J(X, Y )| ≤ C |Y − Y
′|α
|X − Y |2+α
for all |Y − Y ′| < 12 |X − Y |.
So (11.24–11.26) hold. Fix some special Lipschitz domain Ω; we need to find a B = BΩ
which satisfies (11.21) and (11.22).
Let
B(Y ) = (B6(Y )
t)−1
(
A(Y )ν(Y ) τ(Y )
)
.
(This is a slight adjustment of the B1 of (2.28).) From Section 6.4, we know that B satisfies
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(11.21). Furthermore,
(
BT6 (X)
t
)−1
TB(X) =
(
BT6 (X)
t
)−1 ∫
J(X, Y )B(Y ) dσ(Y )
=
∫
∂Ω
(
∂x1∂y1Γ
T
X ∂x1∂y2Γ
T
X
∂x2∂y1Γ
T
X ∂x2∂y2Γ
T
X
)(
Aν τ
)
dσ(Y )
=
∫ (
∇Xν · AT∇ΓTX(Y ) ∇X∂τΓTX(Y )
)
dσ(Y )
=
∫ (
∇X∂τ Γ˜TX(Y ) ∇X∂τΓTX(Y )
)
dσ(Y )
=
∫
∂τ
(
∇X Γ˜TX(Y ) ∇XΓTX(Y )
)
dσ(Y )
which equals 0, since ∇XΓTX(Y ),∇X Γ˜TX(Y ) go to zero as |X − Y | → ∞. Thus, B satisfies
(11.22) as well and (11.27) is proven.
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CHAPTER 12
REMOVING THE SMOOTHNESS ASSUMPTIONS
We have proven (the existence halves of) Theorems 1.5 and 1.8 only under the assumption
that A, A0 are smooth.
Theorem 12.1. Fix some Λ, λ and ǫ0. Let V be a Lipschitz domain, and suppose that
solutions to (N)Ap , (R)
A
p , (N)
A
1 , and (R)
A
1 exist for all matrix-valued functions A satisfying
(1.2), ‖ ImA‖L∞ < ǫ0, and which in addition are smooth and satisfy A(x) ≡ I for large
|x|.
Let A be a matrix-valued function that satisfies (1.2) and ‖ ImA‖L∞ < ǫ0, but not
smoothness or A(x) ≡ I for large x. Then there exist solutions to (N)Ap , (R)Ap , (N)A1 ,
and (R)A1 in V .
Proof. First, by [13, Lemma 1.1], if f ∈ W 1,2 ∩ L7/6 ∩ L17/6(∂V ), then there is some u
with divA∇u = 0, Tru = f and
‖∇u‖L2 +
∥∥∥∥ u(X)1 + |X|
∥∥∥∥
L2
≤ C(‖f‖W 1,2 + ‖f‖L7/6 + ‖f‖L17/6).
Similarly, by [13, Lemma 1.2], if g0 ∈ H1(∂V ) then there exists some u with divA∇u =
0, ν · A∇u = g0 and ‖∇u‖L2(V ) ≤ C‖g0‖H1(∂V ).
So there exist regularity or Neumann solutions for boundary data in (dense subspaces
of) H1 or Lp. We need only show that they have the desired bounds on their non-tangential
maximal functions.
Let u be the Neumann or regularity solution given above to ν ·A∇u = g0 or ∂τu = g0,
where g0 ∈ H1at.
Assume η is small, and let Aη(x) be a smooth matrix-valued function with ‖A−Aη‖ < η,
except for a set Eη with |Eη ∩ (−1/η, 1/η)| < η, where here | · | denotes Lebesgue measure
in R1. (We are still working with matrices which are independent of the second variable.)
Let Vη = {(x, t) : x ∈ Eη, (x, t) ∈ V }.
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For convenience, let Aη = A
η, and assume that Aη satisfies all of the conditions of the
theorem, so (N)
Aη
p , (R)
Aη
p , (N)
Aη
1 , and (R)
Aη
1 hold in V .
Take uη to be the solution to (N)
Aη
p and (N)
Aη
1 , or (R)
Aη
p and (R)
Aη
1 , developed in the
rest of this paper with the same boundary data as u.
I claim that
−
∫
B(Y,r)
|∇u−∇uη|2 ≤ o(η)
r2
where o(η)→ 0 as η → 0.
Suppose my claim is true. By (3.6), if Y ∈ γ(X) then
|∇u(Y )|2 ≤ C−
∫
B(Y,dist(Y,∂V )/2)
|∇u|2
≤ C−
∫
B(Y,dist(Y,∂V )/2)
|∇u−∇uη|2 + C−
∫
B(Y,dist(Y,∂V )/2)
|∇uη|2
≤ C o(η)
dist(Y, ∂V )2
+ CN(∇uη)(X)2.
Therefore, if we let
Nδf(X) = sup{|f(Y )| : (1 + |X|2)δ < |X − Y | < (1 + a) dist(Y, ∂V )},
then Nδ(∇u)(X) ≤ o(η)δ(1+|X |)2 + CN(∇u
η)(X). So ‖Nδ(∇u)‖Lp ≤ C o(η)δ + C‖N(∇uη)‖Lp
for all 1 ≤ p ≤ ∞. (The decay in X is necessary to ensure that this is true for ∂V not
compact, that is, V = Ω a special Lipschitz domain.)
But ‖N(∇uη)‖L1 ≤ C‖g0‖H1, ‖N(∇uη)‖Lp ≤ C‖g0‖Lp for 1 < p < p0. By taking
the limit as η → 0, we see that ‖Nδ(∇u)‖Lp ≤ Cp‖g0‖Lp and ‖Nδ(∇u)‖L1 ≤ C‖g0‖H1
uniformly in δ; thus these inequalities must hold for N(∇u) as well.
So I need only show that
−
∫
B(Y,r)
|∇u−∇uη|2 ≤ o(η)
r2
.
Fix some choice of η. We have that uη is a Neumann or regularity solution with
boundary data in H1 or H1 ∩ Lp. Since our solutions are of the form S((Kt−)−1g0), the
(N)
Aη
1 and the (N)
Aη
p solutions are the same. So N(∇uη) ∈ L1(∂V ).
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If V is bounded or special, then by Lemma 13.1, ∇uη ∈ L2(V ), uniformly in η.
If V C is bounded, recall that uη(X) = Sη(P−1η g0) where Pη = (LAη)t or (K
Aη
− )t. Since
both these operators are invertible on H1 we have that uη = Sηf for some f ∈ H1. But
then f = ∂τF for some F with ‖F‖L∞ ≤ ‖f‖L1 ≤ C‖g0‖H1; then
|uη(X)| = |Sη(∂τF )(X)| =
∣∣∣∣
∫
∂V
∂τΓ
T
XF dσ
∣∣∣∣ ≤ C‖g0‖H1σ(∂V )/ dist(X, ∂V )
and so by Lemma 3.2 and (3.6) we have that |∇u(X)| ≤ C‖g0‖H1σ(∂V )/ dist(X, ∂V )2. So
in particular ∇uη is still in L2 uniformly in η.
Pick some R0 is large enough that B(Y, r) ⊂ B(0, R0) and let R ≥ R0. Then∫
B(0,R0)∩V
|∇u−∇uη|2 ≤ CRe
∫
V ∩B(0,R)
(∇u−∇uη) · Aη(∇u−∇uη)
= CRe
∫
V ∩B(0,R)
∇(u− uη) · (A∇u−Aη∇uη)
+
C
r2
Re
∫
V ∩B(0,R)
(∇u−∇uη)(Aη − A)∇u
= CRe
∫
B(0,R)∩∂V
Tr(u− uη)(ν ·A∇u− ν · Aη∇uη) dσ
+ CRe
∫
V ∩∂B(0,R)
Tr(u− uη)(ν ·A∇u− ν · Aη∇uη) dσ
+ CRe
∫
V ∩B(0,R)
(∇u−∇uη)(Aη − A)∇u.
But
∣∣∣∣Re
∫
V
(∇u−∇uη)(Aη −A)∇u
∣∣∣∣ ≤ Cη(‖∇u‖2L2(V ) + ‖∇uη‖2L2(V ))
+ C‖∇u‖L2(Vη)(‖∇u‖L2(V ) + ‖∇u
η‖L2(V ))
So the third term is at most o(η), independently of R. Since u, uη are Neumann or
Dirichlet solutions with the same boundary data on ∂V , the first term is 0 for all R.
So for R0 large enough and R ≥ R0,
∫
B(0,R0)∩V
|∇u−∇uη|2 ≤ o(η) +CRe
∫
V ∩∂B(0,R)
(u− uη)(ν ·A∇u− ν ·Aη∇uη) dσ
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By averaging our inequality over a range of R, we get that
∫
B(0,R0)∩V
|∇u−∇uη|2 ≤ o(η) + C
R0
∫ 2R0
R0
∫
V ∩∂B(0,R)
|u− uη||A∇u− Aη∇uη| dσ dR
≤ o(η) + C
R0
∫
V ∩B(0,2R0)\B(0,R0)
|u− uη||A∇u−Aη∇uη|
But A∇u−Aη∇uη ∈ L2(V ). So
C
R0
∫
V ∩B(0,2R0)\B(0,R0)
|A∇u−Aη∇uη| ≤ C‖∇u‖L2(V \B(0,R0)) + C‖∇u
η‖L2(V \B(0,R0))
which goes to 0 as R0 →∞; so we need only show that u, uη are bounded on V \B(0, R0)
for large R0.
This is trivially true if V is bounded. If V C is bounded, then uη(X) = Sηfη(X) where
‖fη‖H1 ≤ C‖g0‖H1; then |uη(X)| ≤ C‖fη‖L1 diam ∂V/ dist(X, ∂V ) and so uη is bounded
(and in fact goes to 0).
If V = Ω is special, then N(∇uη) ∈ L1(∂Ω). So
|uη(ψ(x, t))− u(ψ(y, t))| ≤
∫ y
x
N(∇uη)(ψ(z)) dz ≤ ‖N(∇uη)‖L1
for any 0 < t and any x < y. Furthermore, for any t > 0, there is some xt such that
N(∇uη)(ψ(xt)) < ‖N(∇uη)‖L1/(1 + t).
Then
|uη(ψ(x, t))− uη(ψ(0, 1))| ≤ |uη(ψ(x, t))− uη(ψ(xt, t))|+ |uη(ψ(xt, t))− uη(ψ(xt, 1))|
+ |uη(ψ(xt, 1)− uη(ψ(0, 1)|
≤ 2‖N(∇uη)‖L1 + |t− 1|N(∇uη)(ψ(xt)) ≤ 3‖N(∇uη)‖L1.
So uη is in fact bounded on Ω. We need only bound u(X) for large X .
If we are dealing with the regularity problem, then u(X)/(1 + |X|) ∈ L2 and so by
Lemma 3.4 if X is large enough then |u(X)| ≤ 1.
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If we are dealing with the Neumann problem, then by the Poincare´ inequality
−
∫
V ∩B(0,2R)\B(0,R/2)
|u− uR|2 ≤ C‖∇u‖2L2(V \B(0,R/2))
where uR = −
∫
V ∩B(0,2R)\B(0,R/2) u; by applying Lemma 3.4, since ν · A∇u = 0 on ∂V \
B(0, R), we see that |u(X)−uR| < ǫ for all X ∈ V ∩B(0, 2R)\B(0, R), for all R sufficently
large.
But since Neumann solutions are only defined up to additive constants we may take
uR = 0; this lets us write∫
B(0,R0)∩V
|∇u−∇uη|2 ≤ o(η) + C(u, uη)
(
‖∇u‖L2(V \B(0,R0)) + ‖∇u
η‖L2(V \B(0,R0))
)
.
By taking the limit as R0 →∞ we see that∫
V
|∇u−∇uη|2 ≤ o(η). (12.2)
This completes the proof.
Theorem 12.3. Fix some Λ, λ and ǫ0. Let V be a Lipschitz domain, and suppose that
solutions to (D)Ap and (R)
A
p′
, (R)A1 exist for all matrix-valued functions A satisfying (1.2),
‖ ImA‖L∞ < ǫ0, and which in addition are smooth and satisfy A(x) ≡ I for large |x|.
Let A be a matrix-valued function that satisfies (1.2) and ‖ ImA‖L∞ < ǫ0, but not
smoothness or A(x) ≡ I for large x. Then there exist solutions to (D)Ap in V .
Proof. Suppose that f is smooth and compactly supported on ∂V . Construct u, Aη, uη as
in the proof of Theorem 12.1, with Tru = Truη = f , divA∇u = divAη∇uη = 0.
As in the proof of Theorem 12.1, by using Lemma 3.4 instead of (3.6) it suffices to show
that ∫
B(Y,r)
|u− uη|2 ≤ o(η).
In fact, it suffices to show that
∫
B(Y,r) |u − uη|2 ≤ C(R)o(η) for any B(Y, r) ⊂ B(0, R);
we then get a uniform bound on the Lp norm of Nδ,Ru(X) = sup{|u(Y )| : δ < |X − Y | <
(1 + a) dist(Y, ∂V ) < R} which becomes a bound on ‖Nu‖Lp as before.
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Fix W ⊂ V compact with B(0, 2R) ∩ V ⊂ W for R large. Then by the Poincare´
inequality, ∥∥v − −∫∂W∩∂V Tr v∥∥L2(W ) ≤ C(W )‖∇v‖L2(W )
for all functions v ∈ W 1,2(W ).
u is constructed in this theorem the same way it was in Theorem 12.1. We will show
(Theorem 13.4) that Dirichlet solutions and regularity solutions with the same boundary
data are equal. So (12.2) applies, and so since Tru = Truη on ∂V ,
‖u− uη‖L2(W ) ≤ C(W )‖∇u−∇uη‖L2(W ) ≤ C(W )‖∇u−∇uη‖L2(V ) ≤ o(η).
This completes the proof.
Theorem 12.4. Fix some Λ, λ and ǫ0. Let V be a good Lipschitz domain, and suppose
that solutions to (R)Ap and Theorem 1.8 exist for all matrix-valued functions A satisfying
(1.2), ‖ ImA‖L∞ < ǫ0, and which in addition are smooth and satisfy A(x) ≡ I for large
|x|.
Let A be a matrix-valued function that satisfies (1.2) and ‖ ImA‖L∞ < ǫ0, but not
smoothness or A(x) ≡ I for large x. Then solutions to Theorem 1.8 with compactly
supported boundary data exist for A in V .
Proof. First take f to be a smooth, compactly supported function on ∂V . We may construct
a u with divA∇u = 0 in V , Tru = f and ‖N(∇u)‖Lp ≤ C‖∂τf‖Lp. We need only show
that (1.9) holds.
Define Aη, uη as before. Then as in Theorem 12.1,
|∇u(Y )−∇uη(Y )| ≤ o(η)
dist(Y, ∂V )
.
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So if X ∈ ∂V and R > 0, and if Vδ = {X ∈ V : dist(X, ∂V ) > δ}, then
1
R
∫
B(X,R)∩Vδ
|∇u(Y )|2 dist(Y, ∂V ) dY
≤ 2
R
∫
B(X,R)∩Vδ
(
|∇u(Y )−∇uη(Y )|2 + |∇uη(Y )|2
)
dist(Y, ∂V ) dY
≤ 2
R
∫
B(X,R)∩Vδ
o(η)
dist(Y, ∂V )
dY + C‖f‖2BMO
and so by letting η → 0,
1
R
∫
B(X,R)∩Vδ
|∇u(Y )|2 dist(Y, ∂V ) dY ≤ C‖f‖2BMO
uniformly in δ; by letting δ → 0 we recover Theorem 1.8 for smooth, compactly supported
boundary data.
We now consider moving to nonsmooth, compactly supported boundary data. (I did
not do this explicitly when proving Theorems 12.1 and 12.3 because smooth functions are
dense in Lp; they are not dense in BMO.)
Since f is compactly supported, f ∈ Lp for 1 ≤ p < ∞. Let p be large enough
that (D)Ap holds in V . Let fn → f in Lp, fn smooth and compactly supported, with
‖fn‖BMO ≤ C‖f‖BMO. Let un be the solution with boundary data fn as above.
Then ‖N(un − um)‖Lp ≤ C‖fn − fm‖Lp, so
|un(X)− um(X)| ≤ C‖fn − fm‖Lp
dist(X, ∂V )1/p
, |∇un(X)−∇um(X)| ≤ C‖fn − fm‖Lp
dist(X, ∂V )1+1/p
.
Thus, {un} converges almost uniformly to some u with the right boundary data; we see
that for any X ∈ ∂V and any R > 0,
1
R
∫
B(X,R)∩Vδ
|∇u(Y )|2 dist(Y, ∂V ) dY
≤ 2
R
∫
B(X,R)∩Vδ
(
|∇u(Y )−∇un(Y )|2 + |∇un(Y )|2
)
dist(Y, ∂V ) dY ≤ C‖f‖BMO
for n large enough; by letting δ → 0 we complete the proof.
We now want to pass to non-compactly supported f .
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CHAPTER 13
CONVERSES AND UNIQUENESS
We have show that, if V is a bounded or special Lipschitz domain and f is a function
defined on ∂V , then there is some u with divA∇u = 0 in V and such that
• If f ∈ H1(∂V ), then ν · A∇u = f (or τ · ∇u = f) on ∂V and N(∇u) ∈ L1(∂V ).
• If f ∈ Lp(∂V ) ∩H1(∂V ) for p > 1 small enough, then ν · A∇u = f (or τ · ∇u = f)
on ∂V and N(∇u) ∈ Lp(∂V ).
• If f ∈ Lp(∂V ) for p <∞ large enough, then u = f on ∂V and N(u) ∈ Lp(∂V ).
• If f ∈ BMO(∂V ), then u = f on ∂V and (1.9) holds.
We wish to prove the converses, and to show that such u are unique.
Recall Lemma 3.1: if Nu (or N(∇u)) is in Lp for 1 ≤ p ≤ ∞, then we may widen the
apertures of our nontangential cones as much as we like; in particular we may widen them
so that ψ(x, t) ∈ γ(ψ(x)), where ψ is as in (2.21) for any of the special Lipschitz domains
Ωi in Definition 2.2.
We begin with a lemma for functions whose gradients are in Lp:
Lemma 13.1. Suppose that N(∇u) ∈ Lp(∂V ) for some 1 ≤ p ≤ ∞. Then ∇u ∈ L2loc(V¯ )
and u ∈ L∞loc(V¯ ).
Furthermore, if U ⊂ V¯ is compact, we may bound ‖u‖L∞(U) or ‖∇u‖L2(U) depending
only on U , V and ‖N(∇u)‖Lp. In particular, if V = Ω is a special Lipschitz domain, then∫
B(X0,R)∩Ω
|∇u|2 ≤ CpR2/p
′‖N(∇u)‖Lp,
∫
B(X0,R)∩Ω
|∇u|2 ≤ C‖N(∇u)‖L1.
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Proof. First, note that if N(∇u) ∈ Lp(∂V ) for p ≥ 1, then by (8.13),
|∇u(X)| ≤ C‖N(∇u)‖Lpmin(σ(∂V ), dist(X, ∂V ))−1/p
and so ∇u ∈ L∞loc(V ) ⊃ L2loc(V ). We need this result for V .
By looking at sufficiently small neighborhoods of points in ∂V , we see that it suffices
to establish that ∇u ∈ L2loc(Ω) for special Lipschitz domains Ω.
If p > 1, then
∫ R
0
∫ x0+R
x0
|∇u(ψ(x, t))|2 dx dt ≤ C
∫ R
0
∫ x0+R
x0
|∇u(ψ(x, t))|t−1/p dx dt
≤ CpR1/p
′
∫ x0+R
x0
|N(∇u)(ψ(x))| dx
≤ CpR2/p
′‖N(∇u)‖Lp
and so ∇u ∈ L2loc(Ω¯).
If N(∇u) ∈ L1(∂Ω), define
E(α) = {X ∈ Ω : |∇u| > α}, e(α) = {X ∈ ∂Ω : N(∇u) > α}.
Note that ασ(e(α)) ≤ ‖N(∇u)‖L1.
If X ∈ E(α), then X /∈ γ(Y ) for any Y ∈ ∂Ω\ e(α), and if X∗ ∈ ∂Ω is the closest point
to X , then X∗ ∈ e(α). So
dist(X, ∂Ω) +
1
2
σ(e(α)) ≥ dist(X, ∂Ω \ e(α)) ≥ (1 + a) dist(X, ∂Ω)
and so dist(X, ∂Ω) ≤ Cσ(e(α)). So E(α) ⊂ ψ(R× (0, Cσ(e(α)))).
Now, we want to bound |E(α)|. But since ψ(x, t) ∈ E(α) implies that ψ(x) ∈ e(α), we
have that E(α) ⊂ ψ(e(α)× (0, Cσ(e(α)))) which implies that
|E(α)| ≤ Cσ(e(α))2
where | · | is used for Lebesgue measure in R2 and σ is used for surface measure.
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Now,
∫
Ω
|∇u|2 =
∫ ∞
0
2α|E(α)| dα ≤ C
∫ ∞
0
2ασ(e(α))2 dα
≤ C‖N(∇u)‖L1
∫ ∞
0
σ(e(α)) dα = C‖N(∇u)‖2
L1
.
We now must establish that u ∈ L∞loc. If p > 1 then u is Ho¨lder continuous in V¯ .
Otherwise, u is continuous on compact subsets of V because ∇u is bounded; we need only
look at a small neighborhood of the boundary, and so we need only consider V = Ω a
special Lipschitz domain.
For someX0 = ψ(x0) ∈ ∂Ω, N(∇u)(X0) is finite. Then for any t, |u(ψ(x0, t))−u(X0)| ≤
tN(∇u)(X0) is finite.
Now, for any y ∈ R and any s,
|u(ψ(y, s))− u(X0)| ≤ |u(ψ(y, s))− u(ψ(x0, s))|+ |u(ψ(x0, s))− u(ψ(x0))|
≤ sN(∇u)(X0) +
∫
∂Ω+se
|∇u| dσ
≤ sN(∇u)(X0) + ‖N(∇u)‖L1.
Thus we are done.
13.1 Uniqueness for the Neumann and regularity problems
Theorem 13.2. Suppose that divA∇u = 0 in V for some Lipschitz domain V . Assume
that either ν · A∇u = 0 on ∂V or u ≡ C on ∂V for some constant C.
If V is a bounded Lipschitz domain and N(∇u) ∈ Lp(∂V ) for 1 ≤ p ≤ ∞, then u is a
constant.
If V = Ω is a special Lipschitz domain, then there is some p0 > 1 depending only
on ellipticity and the Lipschitz constant of Ω such that, if N(∇u) ∈ Lp(∂Ω) for some
1 ≤ p ≤ p0, then u is a constant.
If R2 \V is bounded, N(∇u) ∈ Lp(∂V ) for 1 ≤ p ≤ ∞ and lim|X |→∞ u(X) exists, then
u is a constant.
122
In the regularity case we may assume without loss of generality that u ≡ 0 on ∂V .
Proof. We begin with domains V with compact boundary.
Fix some ζ > 0 and define R0 as follows. If V is bounded, simply let R0 be large enough
that V ⊂ B(0, R0). Otherwise, u∞ = lim|X |→∞ u(X) exists, and so there is some R0 > 0
such that if |X| > R0, then |u(X)− u∞| < ζ and so if R > 4R0, then∫
B(0,2R)\B(0,R)
|∇u|2 ≤ C
R2
∫
B(0,4R)\B(0,R/2)
|u− u∞|2 ≤ Cζ2.
Consider the Neumann case ν ·A∇u = 0 first. By Lemma 13.1 ∇u ∈ W 1,2(V¯ ∩B(0, R)).
So for any ǫ > 0 there is some η ∈ C∞0 (B(0, 2R)) such that ‖∇η−∇u‖W 1,2(V ∩B(0,R)) < ǫ.
(See [6, p. 252].) We may further require that
‖∇η‖L2(B(0,2R)\B(0,R)) ≤ C‖∇u‖L2(B(0,2R)\B(0,R)) + C‖u‖L2(B(0,2R)\B(0,R))/R.
But by the weak definition of ν · A∇u = 0, we have that
∫
V ∩B(0,2R)
∇η¯ ·A∇u = 0
and so ∣∣∣∣∣
∫
V ∩B(0,2R)
∇u¯ ·A∇u
∣∣∣∣∣ =
∣∣∣∣∣
∫
V ∩B(0,2R)
(∇u¯−∇η¯) · A∇u
∣∣∣∣∣
≤
∫
V ∩B(0,R)
|∇u¯−∇η¯||A∇u|
+
∫
V ∩B(0,2R)\B(0,R)
(|∇η|+ |∇u|)|∇u|
≤ Cǫ‖∇u‖L2(V ∩B(0,R)) + Cζ2.
We first take the limit as ǫ → 0 to eliminate the first term; we then take the limit as
R → ∞, which forces ζ → 0, which eliminates the second term. Thus by ellipticity of A
∇u = 0 almost everywhere, so u must be a constant.
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Next, consider the regularity case for ∂V bounded. If N(∇u) ∈ Lp then N(∇u)
is finite a.e., and if N(∇u)(X) is finite then limZ→X n.t. u(Z) exists; so we have that
limZ→X n.t. u(Z) = 0 a.e. ∂V .
We will again show that
∫
V ∇u¯ · A∇u = 0, but instead of approximating u by smooth
functions η, we will work on subsets of V .
Pick any ǫ > 0. I want to show that there is some δ > 0 such that if dist(X, ∂Ω) < δ
then |u(X)| < ǫ.
Since N(∇u) ∈ Lp(∂V ), there is some δ′ such that
∫
B(X0,Cδ
′)∩∂V
|N(∇u)| dσ < ǫ/2
for all X0 ∈ ∂V , for some C to be chosen later.
Cover {X ∈ V : dist(X, ∂V ) < δ′/2} by finitely many balls Bi = B(Xi, δ′), and require
that N(∇u)(Xi) is finite, and that limZ→Xi n.t. u(Z) = 0 for each Xi. Assume δ′ is small
enough that B(Xi, 2Cδ
′) ∩ V = B(Xi, 2Cδ′) ∩ Ωi for some special Lipschitz domains Ωi.
As in the proof of Lemma 13.1, if X = ψ(x, s) is in B(Xi, δ
′) ∩ V , then
|u(X)− u(Xi)| ≤ sN(∇u)(Xi) + ‖N(∇u)‖L1(B(X0,Cδ′)∩∂V ).
Let δi = ǫ/CN(∇u)(Xi), and let δ = min(δ′,mini δi).
Pick some ǫ > 0. Let Vδ = {X ∈ V : dist(X, ∂V ) > δ}. Note that if δ is small enough,
then ∂Vδ lies in the boundary cylinders for V , and so its Lipschitz constants are controlled
by those of V .
Then u is continuous with bounded gradient on Vδ. So we have that∫
Vδ∩B(0,R)
∇u¯ · A∇u =
∫
∂Vδ∪∂B(0,R)
u¯ ν · A∇u dσ.
But since N(∇u) ∈ L1(∂V ), we have that ∇u ∈ L1(∂Vδ) independently of δ. Since |u| < ǫ
on ∂Vδ , |u| < ζ , |∇u| < Cζ/R on ∂B(0, R), we have that this goes to 0 as δ → 0 and
R→∞; therefore ∫V ∇u¯ · A∇u = 0, as desired.
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We now consider the case where V = Ω is a special Lipschitz domain. Since N(∇u) ∈
Lp, for any fixed ǫ, R0 > 0, there must be some R > R0 such that N(∇u)(ψ(±R)) ≤
ǫR−1/p.
Pick some R0, ǫ, and let ΩR = ψ((−R,R) × (0, CR)), where C is large enough that
∂ΩR ⊂ γ(ψ(R)) ∪ γ(ψ(−R)). Then
‖ν · A∇u‖Lp(∂VR,ǫ) ≤ Cǫ or ‖τ · ∇u‖Lp(∂VR,ǫ) ≤ Cǫ
(depending on whether ν · A∇u = 0 or τ · ∇u = 0 on ∂Ω).
Then since uniqueness holds in bounded Lipschitz domains, we must have that if p is
small enough, ‖N(∇u)‖Lp(∂ΩR) ≤ Cǫ. So |∇u(X)| ≤ Cǫ dist(X, ∂Ω)
−1/p for all |X| ≤
R0/C; by taking the limits as R0 →∞ and ǫ→ 0, we see that ∇u ≡ 0, as desired.
13.2 Lp uniqueness for the Dirichlet problem
Theorem 13.3. Let V be a good Lipschitz domain. Assume that p < ∞ is large enough
that (R)A
T
p′
holds in all bounded Lipschitz domains with constants at most C(ki), where
the ki are the Lipschitz constants of V .
Then if divA∇u = 0 in V , Nu ∈ Lp(∂V ), and u ≡ 0 on ∂V , then u ≡ 0 in V .
Proof. Suppose first that ∂V is bounded, and define Vδ = {X ∈ V : dist(X, ∂V ) > δ} as
before.
By the dominated convergence theorem, for any ǫ > 0 we can find some δ0 such that,
if δ < δ0, then ‖u‖Lp(∂Vδ) < ǫ.
Let fδ = u|∂Vδ . By continuity of u, we know that fδ is bounded (if large).
Pick R large enough that ∂V ⊂ B(0, R/2). (This will be irrelevant in the case where
V is also bounded.) Let vδ(X) = u(X)ηδ(X), where ηδ ≡ 1 on Vδ ∩ B(0, R) and ηδ ∈
C∞0 (Vδ/4 ∩B(0, 2R)). We may extend vδ by 0; we then have that vδ is continuous on R2,
compactly supported, and has a bounded gradient.
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Therefore, if X ∈ Vδ, then
u(X) = vδ(X) = −
∫
∇vδ ·AT∇ΓTX
= −
∫
Vδ
A∇vδ · ∇ΓTX −
∫
V Cδ
∇vδ ·AT∇ΓTX
= −
∫
∂Vδ
ΓTXν · A∇vδ dσ +
∫
∂Vδ
vδν · AT∇ΓTX dσ
Since |∇ΓX(Y )| ≤ C|X−Y | , we have that on ∂Vδ , τ ·∇ΓX is bounded and in H1. Let ΦX be
the solution to (R)A
T
p′
in Vδ with boundary data ΦX = Γ
T
X . This means that N(∇ΦX ) ∈
Lp
′
(and limY→∞ |ΦX(Y )| exists), and so ΦX is bounded in Vδ and ∇ΦX ∈ L2loc.
Therefore,
u(X) = −
∫
∂Vδ
ΦXν ·A∇vδ dσ +
∫
∂Vδ
uν ·AT∇ΓTX dσ
= −
∫
Vδ
∇ΦX · A∇vδ +
∫
∂Vδ
uν · AT∇ΓTX dσ
= −
∫
∂Vδ
vδν · AT∇ΦX dσ +
∫
∂Vδ
uν · AT∇ΓTX dσ
=
∫
∂Vδ
u ν ·AT∇(ΓTX − ΦX) dσ
Now, we know that |∇ΓTX(Y )| ≤ C|X−Y | , so ‖ν ·AT∇ΓTX‖Lp′ ≤ C
σ(∂Vδ)
1/p′
dist(X,∂Vδ)
. But since ΦX
is a regularity solution, the same applies to it; therefore,
|u(X)| ≤ C‖fδ‖Lp
σ(∂Vδ)
1/p′
dist(X, ∂Vδ)
and so taking the limit as δ → 0 yields that u(X) = 0, as desired.
If V = Ω is a special Lipschitz domain, then we may proceed as in the proof of The-
orem 13.2, by constructing a large finite subdomain with ‖Nu‖Lp small on its boundary.
If p is large enough that (D)Ap holds in all such subdomains, we see that u must be small
pointwise, as desired.
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13.3 Mixed uniqueness
In this section, we show that Dirichlet and regularity solutions are the same.
Theorem 13.4. Suppose that V is a bounded or special Lipschitz domain.
Let p be as in Theorem 13.3, q = p′. If divA∇u = 0 = divA∇v in V and u|∂V = f =
v|∂V , and if Nu ∈ Lp, N(∇v) ∈ Lq, then u ≡ v.
If ∂V is bounded but V is not, we as usual must further require that limX→∞ v(X)
exists.
Proof. By Lemma 13.1, v ∈ L∞loc; if V is bounded then v ∈ L∞, and if V C is bounded
then v is bounded on B(0, R)∩ V for some R so large that |v− v∞| < 1 on B(0, R)C , and
so v is globally bounded. But then Nv is bounded. Since ∂V is bounded, v is a Dirichlet
solution and we need only apply Theorem 13.3.
If V = Ω is a special Lipschitz domain, note that for every R0 > 0, ǫ > 0, there is some
R > R0 such that Nu(ψ(±R)) < ǫR−1/p, N(∇v)(±R) < ǫR−1/q.
Let ΩR = ψ((−R,R)× (0, CR)), where C is large enough that ∂ΩR \ ∂Ω ⊂ γ(ψ(R)) ∪
γ(ψ(−R)).
Define uR as follows: divA∇uR = 0 in ΩR, uR = u = v on ∂ΩR ∩ ∂Ω, uR(X) =
u(ψ(±R))(1− dist(X,ψ(±R))) on B(ψ(R), 1)∩ ∂ΩR \ ∂Ω, and uR = 0 elsewhere on ∂ΩR.
Since ΩR is bounded,
‖NuR‖Lp(∂ΩR) ≤ ‖uR‖Lp(∂ΩR), ‖N(∇uR)‖Lq(∂ΩR) ≤ ‖∂τuR‖Lq(∂ΩR).
I claim that as R0 → ∞ and ǫ → 0, ∇uR(X) approaches both ∇u(X) and ∇v(X)
pointwise (not uniformly); this suffices to show that ∇u ≡ ∇v, and so u ≡ v up to an
additive constant (which must be 0).
First, note that
‖u− uR‖Lp(∂ΩR) = ‖u− uR‖Lp(∂ΩR\∂Ω) ≤ (ǫ
p/R)1/p + ‖u‖Lp(∂ΩR\∂Ω) ≤ Cǫ,
and so by Theorem 13.3, ‖N(u−uR)‖Lp ≤ Cǫ; therefore, if X ∈ ΩR/C for C large enough,
|u(X)− uR(X)| ≤ Cǫ dist(X, ∂ΩR)−1/p = Cǫ dist(X, ∂Ω)−1/p.
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Therefore, by Lemma 3.2,
|∇u(X)−∇uR(X)| ≤ Cǫ dist(X, ∂Ω)−1−1/p.
Next, note that if q > 1,
‖∂τv − ∂τuR‖Lq(∂ΩR) = ‖∂τv − ∂τuR‖Lq(∂ΩR\∂Ω)
≤
(
ǫq/Rq/p
)1/q
+ ‖∂τv‖Lq(∂ΩR\∂Ω) ≤ Cǫ.
So by Theorem 13.2, ‖N(∇v −∇uR)‖Lq ≤ Cǫ.
If q = 1 then |∂τuR| = |u(ψ(±R))| < ǫ on B(ψ(±R), 1)∩∂ΩR \∂Ω and is zero elsewhere
on ∂ΩR \ ∂Ω. |∂τv| < ǫ/R on ∂ΩR \ ∂Ω, a set of size at most CR. So
‖∂τuR − ∂τv‖H1(∂ΩR) = ‖∂τuR − ∂τv‖H1(∂ΩR\∂Ω)
≤ ‖∂τuR‖H1(∂ΩR\∂Ω) + ‖∂τv‖H1(∂ΩR\∂Ω) ≤ Cǫ.
So ‖N(∇uR −∇v)‖L1(∂ΩR).
In either case,
|∇u(X)−∇uR(X)| ≤ Cǫ dist(X, ∂ΩR)−1/q = Cǫ dist(X, ∂Ω)−1/q
for X ∈ ΩR/C .
Thus, by letting ǫ→ 0, we see that ∇u(X) = ∇v(X), as desired.
13.4 Square-function converse and uniqueness
In this section, we will prove the following theorem:
Theorem 13.5. Suppose that V is a bounded Lipschitz domain, divA∇u = 0 in V , and
sup
Y0∈∂V,R>0
1
σ(∂V ∩B(Y0, R))
∫
V ∩B(Y0,R)
|∇u(Y )|2 dist(Y, ∂V ) dY ≤ C˜2. (13.6)
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If ‖A− A0‖L∞ is small enough, p is large enough that K is invertible on Lp(∂V ), and
if X0 ∈ V with dist(X, ∂V ) ≈ σ(∂V ), then
−
∫
∂V
N(u − u(X0))p dσ ≤ CC˜.
To prove this theorem, we need the following lemma:
Lemma 13.7. If (13.6) holds in V , and U ⊂ V is a bounded Lipschitz domain, then (13.6)
holds in U as well, with constants that may depend on the Lipschitz constants of V .
The theorem and lemma together have a corollary:
Corollary 13.8. Suppose that V is a Lipschitz domain, divA∇u = 0 in V , and u satisfies
(13.6).
If ‖A−A0‖L∞ is small enough, then u|∂V ∈ BMO(∂V ) with BMO norm at most CC˜.
Proof of Lemma 13.7. Let Y0 ∈ ∂U , and let R > 0. Note that if Y ∈ U then dist(Y, ∂U) ≤
dist(Y, ∂V ). Since U is bounded, we may assume that R ≤ σ(∂U), and so R ≤ Cσ(∂U ∩
B(Y0, R)).
If Y0 ∈ ∂V , then∫
U∩B(Y0,R)
|∇u(Y )|2 dist(Y, ∂U) dY ≤
∫
V ∩B(Y0,R)
|∇u(Y )|2 dist(Y, ∂V ) dY.
Furthermore, σ(∂V ∩B(Y0, R)) ≤ CR ≤ Cσ(∂U ∩ B(Y0, R)). So we are done.
If Y0 ∈ ∂U \ ∂V , then let Y ∗0 ∈ ∂V with |Y0 − Y ∗0 | = dist(Y0, ∂V ), and let R∗ =
|Y0 − Y ∗0 |+R.
If R < 12 dist(Y0, ∂V ), then for all Y ∈ B(Y0, R) we have that
1
R
dist(Y, ∂U) ≤ 1 ≤ dist(Y, ∂V )|Y0 − Y ∗0 | −R
≤ 3dist(Y, ∂V )
R∗
and so
∫
U∩B(Y0,R)
|∇u(Y )|2 dist(Y, ∂U) dY ≤
∫
U∩B(Y0,R)
|∇u(Y )|2 1
R
dist(Y, ∂U) dY
≤ C
R∗
∫
V ∩B(Y ∗0 ,R∗)
|∇u(Y )|2 dist(Y, ∂V ) dY.
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Since σ(∂V ∩ B(Y0, R)) ≤ CR ≤ C2σ(∂U ∩B(Y0, R)), we are done.
Conversely, if R > 12 dist(Y0, ∂V ), then∫
U∩B(Y0,R)
|∇u(Y )|2 dist(Y, ∂U) dY ≤
∫
V ∩B(Y ∗0 ,3R)
|∇u(Y )|2 dist(Y, ∂V ) dY
and so we are done.
Proof of Theorem 13.5. First, assume that A is smooth and that u = Df for some f ∈
BMO(∂V ). Recall that Kt is bounded and invertible on H1, so ‖Kf‖BMO ≈ ‖f‖BMO.
We know from [12, Section 3] that if A0 is real, and divA0∇v = 0 in a bounded Lipschitz
domain W , then
∫
∂W
|N(v − v(X0))|2 dσ(X) ≤ C
∫
W
|∇v(X)|2 dist(X, ∂W ) dX
for any X0 ∈ W with dist(X0, ∂W ) ≥ 1C σ(∂W ).
This lets us bound ‖K0f‖BMO as follows. Pick some ∆ ⊂ ∂V , and let X∆ be such that
dist(X∆,∆) ≈ dist(X∆, ∂V ) ≈ σ(∆). Let W∆ ⊂ V be such that ∆ ⊂ ∂W∆, the Lipschitz
constants of W∆ are controlled by those of V , and X∆ ∈ W∆ with dist(X∆, ∂W∆) ≥
σ(∆)/C. Then
(
−
∫
∆
|K0f −D0f(X∆)| dσ
)2
≤ −
∫
∆
|K0f −D0f(X∆)|2 dσ
≤ C
σ(∆)
∫
∂W∆
N(D0f −D0f(X∆))2
≤ C
σ(∆)
∫
W∆
|∇D0f(Y )|2 dist(Y, ∂V ) dY
≤ C
σ(∆)
∫
B(X0,Cσ(∆))∩V
|∇D0f(Y )|2 dist(Y, ∂V ) dY.
This implies that
‖K0f‖2BMO(∂V ) ≤ sup
X0∈∂V,R>0
C
R
∫
B(X0,R)∩V
|∇D0f(Y )|2 dist(Y, ∂V ) dY.
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Recall from Chapter 11 that
sup
X0∈∂V,R>0
1
R
∫
B(X0,R)∩V
|∇Df(Y )|2 dist(Y, ∂V ) dY ≤ C‖f‖BMO.
So by analyticity, if we let α = ‖A− A0‖L∞‖f‖2BMO ≈ ‖A−A0‖L∞‖Kf‖2BMO,
‖Kf‖2BMO ≤ ‖K0f‖2BMO + Cα
≤ sup
X0∈∂V,R>0
C
R
∫
B(X0,R)∩V
|∇D0f(Y )|2 dist(Y, ∂V ) dY + Cα
≤ sup
X0∈∂V,R>0
C
R
∫
B(X0,R)∩V
|∇Df(Y )|2 dist(Y, ∂V ) dY + Cα
= sup
X0∈∂V,R>0
C
R
∫
B(X0,R)∩V
|∇u(Y )|2 dist(Y, ∂V ) dY + Cα
≤ CC˜2 + Cα ≤ CC˜2 + C‖A− A0‖L∞‖Kf‖2BMO.
Thus if ‖A − A0‖L∞ is small enough, we may hide the last term. Thus, Kf = u|∂V is in
BMO with norm CC˜.
But since ∂V is compact, by the John-Nirenberg inequality ([15, p. 144]), if 1 ≤ p <∞,
then for Cf = −
∫
∂V Kf we have that
‖Kf − Cf‖Lp(∂V ) ≤ C‖Kf‖BMO(∂V )σ(∂V )1/p ≤ CC˜σ(∂V )1/p.
So ‖f −Cf‖Lp ≤ CC˜σ(∂V )1/p, and so by Theorem 5.5, ‖N(Df −Cf )‖Lp ≤ CC˜σ(∂V )1/p.
We need this inequality with Cf replaced by Df(X0).
We know that −
∫
∂V |K0f − D0f(X0)| ≤ CC˜. Take D0f(X0) = 0. Then
∣∣−∫∂V K0f ∣∣ ≤
−
∫
∂V |K0f | ≤ CC˜, so
C‖f‖Lp ≤ C‖K0f‖Lp ≤ CC˜σ(∂V )1/p + C‖K0f − −
∫
∂V K0f‖Lp ≤ CC˜σ(∂V )1/p.
But dist(X0, ∂V ) ≈ σ(∂V ) and so |Df(X0)| ≤ σ(∂V )1/p
′‖f‖Lp/ dist(X0, ∂V ) ≤ CC˜.
Thus,
‖Kf −Df(X0)‖Lp(∂V ) ≤ CC˜σ(∂V )1/p
provided A is smooth.
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We now move on to more general u and A. Let Vδ = {X ∈ V : dist(X, ∂V ) > δ}.
By Lemma 13.7, u satisfies (13.6) in Vδ. But V δ ⊂ V , so ∇u is bounded on V δ; thus
gδ = u|∂Vδ ∈ L∞ ⊂ BMO. Furthermore, ∂τ gδ is bounded.
Let Aη be as in Chapter 12, and let Dη, Kη be potentials with Aη instead of A.
Then gδ = KηVδf
η
δ for some f
η
δ ∈ BMO ∩ Lp. Let u
η
δ = D
η
Vδ
f
η
δ .
Then u
η
δ = u on ∂Vδ . Furthermore, ∂τgδ ∈ Lq for some q small enough that (R)Aq holds
in Vδ.
So if X ∈ ∂Vδ and R > 0, then
∫
B(X,R)∩Vδ
|∇uηδ(X)|2 dist(X, ∂Vδ) dX
≤
∫
B(X,R)∩Vδ+ǫ
|∇uηδ(X)|2 dist(X, ∂V ) dX +
∫
Vδ+ǫ\Vδ
|∇uηδ(X)|2 dist(X, ∂V ) dX
≤ 2
∫
B(X,R)∩Vδ+ǫ
(|∇uηδ(X)−∇u(X)|2 + |∇u(X)|2) dist(X, ∂V ) dX
+
∫
Vδ+ǫ\Vδ
|∇uηδ(X)| dist(X, ∂V )1−1/q dX
≤ 2
∫
B(X,R)∩Vδ+ǫ
|∇uηδ(X)−∇u(X)|2 dist(X, ∂V ) dX
+ CC˜R + ǫ(δ + ǫ)1−1/q
∫
∂Vδ
N(∇uηδ ) dσ
By taking η and ǫ small enough, and dealing with the first term as in Chapter 12, we have
that
1
R
∫
B(X,R)∩Vδ
|∇uηδ(X)|2 dist(X, ∂Vδ) dX ≤ CC˜.
So we have that
−
∫
∂Vδ
N(u
η
δ − u
η
δ(X0))
p dσ ≤ CC˜.
As in Theorem 12.3, u
η
δ(X0)− u(X0)→ 0 as η → 0, so
−
∫
∂Vδ
N(u
η
δ − u(X0))p dσ ≤ CC˜.
Thus u
η
δ − u(X0)|∂V ∈ Lp with norm at most CC˜σ(∂V )1/p; but u
η
δ = u on ∂Vδ .
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So since (D)Ap holds in V ,
−
∫
∂Vδ
N(u− u(X0))p dσ ≤ CC˜.
Letting δ → 0 completes the proof.
Corollary 13.9. Suppose that u satisfies (13.6) and that u|∂V is a constant. Then u is
constant.
By the previous theorem, we know that u is bounded. We need only prove the following
lemma:
Lemma 13.10. If V is a good Lipschitz domain and u is a bounded solution to divA∇u = 0
in V , and if u ≡ 0 on ∂V , then u ≡ 0 in V .
Proof. If ∂V is bounded then the theorem follows trivially from Theorem 13.3 as usual.
Suppose that V = Ω is a special Lipschitz domain. Without loss of generality assume that
‖u‖L∞ ≤ 1.
If we knew, a priori, that ∇u ∈ L2loc, then we could use Lemma 3.2 to show that
‖∇u‖L2(Ω) ≤ C. Unfortunately, we do not.
Define Q(R) = ψ((−R,R)× (0, R)). For every ǫ, R > 0, let uR,ǫ = u on ∂Q(R), except
on {X ∈ ∂Q(R) : 0 < dist(X, ∂Ω) < ǫ}; on this set uR,ǫ is to increase from 0 to u smoothly.
Take divA∇uR,ǫ = 0. By Chapter 14, ‖uR,ǫ‖L∞(Q(R)) ≤ C.
Since u is bounded, we know that ‖NQ(R)(u − uR,ǫ)‖Lp ≤ Cǫ1/p; so if we can show
that uR,ǫ is small, then by letting ǫ→ 0 and R→∞ we will show that u ≡ 0.
From Lemma 3.2 and (3.6), we know that |∇u(X)| ≤ C/ dist(X, ∂V ). So |∂τuR,ǫ| ≤ C/ǫ
on ∂Q(R). So we know from Theorem 13.4 that uR,ǫ must equal the regularity solution,
and so by Lemma 13.1 ∇uR,ǫ ∈ L2(Q(R)).
Therefore, by Lemma 3.2, we know that
∫
Q(R/2)
|∇uR,ǫ|2 ≤ C.
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Pick some r > 0 large, δ > 0 small, and let R = 2re1/δ, ζ(ρ) =
∫
Ω∩∂Q(ρ) |∇uR,ǫ|2 dσ.
Then ∫ R/2
r
ζ(ρ) dρ =
∫
Q(R/2)\Q(ρ)
|∇uR,ǫ|2 ≤ C.
So since
∫ R/2
r
δ
ρ dρ = 1, there must be some ρ ∈ (r, R/2) such that ζ(ρ) ≤ Cδ/ρ. But then
∫
Ω∩∂Q(ρ)
|∇uR,ǫ| ≤ Cρ−
∫
Ω∩∂Q(ρ)
|∇uR,ǫ|
≤ Cρ
(
−
∫
Ω∩∂Q(ρ)
|∇uR,ǫ|2
)1/2
≤ C
√
ρζ(ρ)
and so |uR,ǫ| ≤ C
√
δ on ∂Q(X, ρ). From Chapter 14, this means that |uR,ǫ| ≤ C
√
δ on
Q(r), and so by making δ, ǫ small, we may force u small, as desired.
We may now use a similar technique to prove a more general version of Theorem 12.4.
Theorem 13.11. Suppose that Ω is a special Lipschitz domain, A satisfies (1.2), and
f ∈ BMO(∂Ω). Then there exists some ǫ0 > 0 small such that, if ‖ ImA‖L∞ < ǫ0, then
there is some u a solution to Theorem 1.8 with boundary data f .
Proof. By Theorem 12.4, this is true if f is compactly supported. Without loss of generality
take ‖f‖BMO = 1.
Let fR = f − −
∫
ψ((−R,R)) f on ψ((−R,R)), fR compactly supported with BMO norm
at most C. Let uR be the solution to Theorem 1.8 with boundary data fR.
Pick some δ > 0 small and some r > 0 large. Let R, S > 2re1/δ with R < S. Let
v = uR − uS − C, where C is a constant chosen such that v ≡ 0 on ψ((−R,R)). Then by
Theorem 13.5, |v| ≤ C on ψ((−R,R)× (0, R)).
Define Q(R) = ψ((−R,R)× (0, R)), and let vǫ = v on ∂Q(R) except on {X ∈ ∂Q(R) :
0 < dist(X, ∂Ω) < ǫ}, as in the proof of Lemma 13.10.
Then if X ∈ Q(R), |v(X) − vǫ(X)| ≤ Cǫ1/p dist(X, ∂Q(R))−1/p and |vǫ(X)| ≤ C, so
again |vǫ| ≤ C
√
δ on Q(r).
By letting ǫ → 0, we see that |v(X)| ≤ C√δ on Q(r). Let wR = uR + −
∫
ψ((−R,R)) f .
Then limR→∞wR exists, and wR converges almost uniformly; so a limit u must exist, and
moreover must have u|∂Ω = f and satisfy (1.9), as desired.
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13.5 The L1 converse
We consider first the Neumann problem.
Lemma 13.12. Suppose that V is a good Lipschitz domain with connected boundary and
that f ∈ BMO(∂V ). Then there exists some function F in W 1,∞loc (V ) such that F → f
nontangentially a.e. in ∂V , and such that
‖∇F‖C = sup
X0∈∂V,R>0
1
σ(B(X0, R) ∩ ∂V )
∫
B(X0,R)∩V
|∇F | ≤ C‖f‖BMO
where the constant C depends only on the Lipschitz constants of V .
Furthermore, if X0 ∈ V , then
−
∫
B(X0,C1 dist(X0,∂V ))∩∂V
|f − F (X0)| dσ ≤ C(C1)‖f‖BMO
and if f is Lipschitz, we may assume that F is as well. If ∂V is bounded, then F −−∫∂V f is
compactly supported; if V = Ω is a special Lipschitz domain and f is compactly supported,
then F is as well.
Proof. We first consider R2+; by [17] the first part of this lemma holds in R
2
+, and further-
more, |∇F (x, t)| ≤ C‖f‖BMO/t.
The construction may be summarized as follows: as in [16, Section 2] if f ∈ BMO(R)
and I ⊂ R is a dyadic interval, then there exists a family Ω = Ω(I) of dyadic intervals
ω ⊂ I and a function α : Ω 7→ C such that
• |α(ω)| ≤ C‖f‖BMO for all intervals ω ∈ Ω(I),
• ∑ω⊂Iˇ, ω∈Ω(I) |ω| ≤ C|Iˇ| for all intervals Iˇ ⊂ I, and
• f = b+ −∫I f +∑ω∈Ω α(ω)χω for some function b such that ‖b‖L∞(I) ≤ C‖f‖BMO.
If f has compact support, we may assume that we are working in some interval (−2k, 2k) ⊃
supp f . Otherwise, let Ωk = Ω((−2k, 2k)). If we have constructed Ωk, then we may
construct Ωk+1 by constructing Ω((2
k, 2k+1)) and Ω((−2k+1,−2k)) and taking
Ωk+1 = Ωk ∪ Ω((2k, 2k+1)) ∪ Ω((−2k+1,−2k)) ∪ {(−2k, 2k)}
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and letting α((−2k, 2k)) = −∫ 2k−2k f − −∫ 2k+1−2k+1 f ; by basic BMO theory this is at most
2‖f‖BMO.
Define
Fk(x, t) =
∑
ω∈Ωk
αωχω(x)χ[0,σ(ω)](t) +−
∫ 2k
−2k
f.
Then Fk+1 = Fk on (−2k, 2k)× (0, 2k); so Fˇ = limk→∞ Fk exists.
If I is the smallest dyadic interval of length at least t0 that contains x0, then Fk(x0, t0) =∑
I⊆ω∈Ωk αω + −
∫ 2k
−2k f .
Let η ∈ C∞0 (B(0, 1)) have integral 1. Let ηt(X) = t−2η(X/t). Let F˜ (x, t) = ηt/C ⋆
Fˇ (x, t), C ≥ 4. By looking at the smoothing of a single interval, we see that |∇F | is a
Carleson measure.
We may get F from F˜ by adding a correction term whose L∞ norm is controlled by
the BMO norm of f (supplied in [17]).
If f is compactly supported, we may construct Ωk such that Fk is as well; since F˜ is
a convolution of F with a smooth cutoff, F˜ is compactly supported. We get from F˜ to
F by adding a L∞ function; we may multiply it by a smooth cutoff function (with large
support) to get F compactly supported.
We have that |F (X)− F˜ (X)| ≤ C‖f‖BMO. I claim that |F˜ (X)−Fk(X)| ≤ C‖f‖BMO
for all sufficiently large k.
F˜ (x, t) is an average of the values Fk takes in B((x, t), t/C). If C is large, this ball
is small and so there are at most four such values; I claim that they vary by at most
C‖f‖BMO.
If I is a dyadic interval and k is large enough, then
−
∫
I
∣∣∣f − ∑
I⊆ω∈Ωk
αω − −
∫ 2k
−2k f
∣∣∣ ≤ −∫
I
(
|b|+
∑
ω⊂I
|α(ω)||ω|
)
≤ C‖f‖BMO.
But if I1 ⊂ I2 and |I2| = 2|I1|, then by standard BMO theory
∣∣∣−∫I2 f − −∫I1 f
∣∣∣ ≤ 2‖f‖BMO.
This implies that if |I1| = |I2| and I1, I2 share an endpoint, then
∣∣∣−∫I2 f − −∫I1 f
∣∣∣ ≤
4‖f‖BMO. Using these facts, we see that Fk has oscillation no more than 8‖f‖BMO
on B((x, t), t/4), and so |F˜ (x, t)− Fk(x, t)| ≤ 8‖f‖BMO.
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Suppose that X0 = (x0, t0), and let I = B(X0, C1t0)∩ ∂R2+. If I = (x0− r, x0+ r), let
Iˇ = (x0 − r − t0, x0 + r + t0). Then for k large enough,
−
∫
I
|f − F (X0)| ≤ |F˜ (X0)− F (X0)|+ |Fk(X0)− F˜ (X0)|+−
∫
I
|f − Fk(X0)|
≤ C‖f‖BMO + ‖b‖L∞ +−
∫
I
∣∣∣ ∑
ω∈Ωk
α(ω)χω + −
∫ 2k
−2k f − Fk(X0)
∣∣∣
≤ C‖f‖BMO +
∑
ω⊂Iˇ
|α(ω)| |ω||Iˇ|
|Iˇ|
|I| +−
∫
I
∣∣∣ ∑
|ω|>t0
α(ω)χω + −
∫ 2k
−2k f − Fk(X0)
∣∣∣
≤
(
C + C
|Iˇ|
|I|
)
‖f‖BMO +−
∫
I
∣∣∣ ∑
|ω|>t0
α(ω)(χω − χω(x0)
∣∣∣
Let j be such that 2j−1 < t0 ≤ 2j . Then I is contained in the union of at most C(C1)
intervals of length 2j . On each of these intervals,
∑
|ω|>t0 α(ω)(χω − χω(x0)) is a con-
stant; it is zero on the interval containing x0, and so must be bounded by C(C1)‖f‖BMO
throughout.
If f is Lipschitz, let µ = ‖f‖BMO/‖f ′‖L∞.
Construct Fk, F˜ , F as usual. Let G(x, t) = f(x)ζ(t) + F (x, t)(1 − ζ(t)), where ζ = 1
on [0, µ], ζ = 0 on [2µ,∞), and |ζ ′| ≤ 2/µ.
I claim that G satisfies our desired conditions. Clearly, G → f nontangentially every-
where; we need only show that G is Lipschitz and |∇G| is a Carleson measure.
First, note that
∇G(x, t) =
(
f ′(x)η(t)
(f(x)− F (x, t))η′(t)
)
+ (1− η(t))∇F (x, t).
Since |∇F (x, t)| ≤ C‖f‖BMO/t, we have that |(1− η(t))∇F (x, t)| ≤ C‖f ′‖L∞ ; since ∇F
is a Carleson measure, so is (1− η(t))∇F (x, t).
|f ′(x)η(t)| ≤ ‖f ′‖L∞, and
1
T
∫ x+T
x
∫ T
0
|f ′(x)|η(t) dt dx ≤ ‖f ′‖L∞2µ = 2‖f‖BMO.
So we need consider only the term (f(x) − F (x, t))η′(t). Assume t < 2µ, and let I be the
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smallest dyadic interval containing x with |I| > t. Then |f(x) − −∫I f | ≤ 12‖f ′‖L∞|I| ≤
2‖f‖BMO, and by the above
∣∣F (x, t)− −∫I f ∣∣ ≤ C‖f‖BMO, and so
|f(x)− F (x, t)| ≤
∣∣∣∣f(x)−−
∫
I
f
∣∣∣∣+
∣∣∣∣F (x, t)−−
∫
I
f
∣∣∣∣ ≤ C‖f‖BMO.
This implies that |(f(x)− F (x, t))η′(t)| ≤ C‖f‖BMO/µ = C‖f ′‖L∞. Furthermore,
1
T
∫ x+T
x
∫ T
0
|(f(x)− F (x, t))η′(t)| dt dx ≤ ‖f ′‖L∞2µ = 2‖f‖BMO.
So G→ f and ∇G is both bounded and a Carleson measure, as desired.
We now pass to more interesting Lipschitz domains. If f ∈ BMO(∂Ω) for Ω an arbitrary
special Lipschitz domain, we may construct such an F by letting g(x) = f(ψ(x)), letting
G→ g with ∇G ∈ C as before, and by letting
F (ψ(x, t)) = G(x, t)⇒ F (xe⊥ + te) = G(x, t− ϕ(x)).
Then F → f and |∇F | ≤ C|∇G|, so
‖∇F‖C ≤ C‖f‖BMO.
If V is a Lipschitz domain which is good but not special and f ∈ BMO(∂V ), we may
proceed as in the proof of [7, Lemma 2.3]. σ(∂V ) is finite and so f ∈ L1(∂V ); we may
assume without loss of generality that
∫
∂V f = 0.
Let Ωj , Rj , Xj be as in Definition 2.2. Let {ηj}k2j=1 be a set of smooth, compactly
supported functions such that
∑
j ηj(X) = 1 for all X with dist(X, ∂V ) ≤ σ(∂V )/C,
|∇ηj | ≤ C/σ(∂V ) and supp ηj is contained in
R˜j = {X : |(X −Xj) · e⊥j | <
3
2
rj , |(X −Xj) · ej | ≤
3
2
(1 + k1)rj}.
Then ‖fηj‖BMO(∂V ) ≤ C‖f‖BMO(∂V ). Let Fj : Ωj 7→ C satisfy Fj → fηj non-
tangentially, |∇Fj | a Carleson measure. Note that Fˇj is supported in Rj . By taking
constants large enough, we may ensure that F˜j is as well; by multiplying our bounded
correcting function by a smooth cutoff, we see that Fj is supported in Rj ∩ Ωj = Rj ∩ V .
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By simply adding the Fjs, we get our desired F .
Theorem 13.13. Suppose that divA∇u = 0 in V for some good Lipschitz domain with
connected boundary, and assume N(∇u) ∈ L1(∂V ).
If V is bounded, or if V = Ω is a special Lipschitz domain, then
‖ν · A∇u‖H1(∂V ) ≤ C‖N(∇u)‖L1(∂V )
in the sense that
∣∣∫ η ν · A∇u∣∣ ≤ C‖N(∇u)‖L1(∂V )‖η‖BMO(∂V ) for all η ∈ C∞0 (R2+).
If ∂V is bounded but V is not, then ν ·A∇u− Cu is in H1 for some constant Cu with
|Cu| ≤ C‖N(∇u)‖L1/σ(∂V ).
Proof. By Lemma 13.1, ∇u ∈ L2loc, so ν · A∇u exists in the weak sense.
Suppose that f ∈ BMO(∂V ) is Lipschitz and compactly supported. By Lemma 13.12,
if V is bounded or special then there is a compactly supported Lipschitz function F such
that F → f nontangentially, and such that ‖∇F‖C ≤ C‖f‖BMO. We need only show that∣∣∣∣
∫
V
∇F · A∇u
∣∣∣∣ ≤ C‖∇F‖C‖N(∇u)‖L1.
We must review some basic theorems about Carleson measures. Let G, H be two
functions. It is well known (see, for example, [15, Section II.2]) that
∫
R
2
+
|G||H| ≤ C‖G‖C‖NH‖L1(∂R2+).
This clearly extends to special Lipschitz domains. If V is a good but not special Lipschitz
domain, then the inequality holds if we integrate not over all of V but over the k2 boundary
cylinders Rj ∩ V of Definition 2.2.
If X is not in one of these boundary cylinders, then dist(X, ∂V ) ≥ σ(∂V )/C. Therefore,
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if R > 0 and X0 ∈ ∂V then∫
B(X0,R)∩V
|G||H| ≤ C‖NH‖L1(∂V )‖G‖C +
∫
X∈B(X0,R),dist(X,∂V )≥σ(∂V )/C
|G||H|
≤ C‖NH‖L1(∂V )‖G‖C + C
‖NH‖L1(∂V )
σ(∂V )
∫
B(X0,R)∩V
|G|
≤ C‖NH‖L1(∂V )‖G‖C .
Applying this to G = ∇F and H = ∇u, we have that
∫
V
|∇F ||∇u| ≤ C‖f‖BMO‖N(∇u)‖L1
as desired.
Finally, we consider domains V whose complements are bounded. Fix some C∞0 function
η with η ≡ 1 on ∂V , so that
∫
∂V
ν ·A∇u =
∫
V
∇η · A∇u.
Assume that supp η ⊂ {X : dist(X, ∂V ) < ǫ} and that |∇η| < C/ǫ.
Then
∫
V |∇η||A∇u| ≤ C‖N(∇u)‖L1. Let Cu = 1σ(∂V )
∫
∂V ν · A∇u. I claim that
ν ·A∇u− Cu ∈ H1, that is, that∣∣∣∣
∫
∂V
fν · A∇u− fCu dσ
∣∣∣∣ ≤ C‖f‖BMO‖N(∇u)‖L1
for all functions f Lipschitz on ∂V .
As before, there is some F → f Lipschitz with |∇F | a Carleson measure and F −−∫∂V f
compactly supported.
So
∫
∂V
fν · A∇u− fCu dσ =
∫
∂V
(f − −∫∂V f dσ)ν · A∇u dσ +−
∫
∂V
f dσ
∫
∂V
ν · A∇u
−
∫
∂V
f
(
1
σ(∂V )
∫
∂V
ν · A∇u dσ
)
dσ
=
∫
∂V
(f − −∫∂V f dσ)ν · A∇u dσ =
∫
V
∇F ·A∇u.
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As before, Λ
∫
V |∇F ||∇u| ≤ C‖f‖BMO‖N(∇u)‖L1. This completes the proof.
We now move on to the regularity problem.
Theorem 13.14. Suppose that divA∇u = 0 in V and N(∇u) ∈ L1(∂V ) for some good
Lipschitz domain V with connected boundary. Then f(X) = limZ→X n.t. u(Z) exists
for almost every X ∈ ∂V . Furthermore, ∂τ f exists in the weak sense and ‖∂τf‖H1 ≤
C‖N(∇u)‖L1.
Proof. If N(∇u)(X) is finite, then limZ→X n.t. u(X) exists; we need only show ∂τu ∈ H1.
Recall the conjugate u˜ of Section 4.4. If V is simply connected, then u˜ exists and is
continuous on V . In this case, define v = u, v˜ = u˜.
If V is not simply connected, then V¯ C is a bounded, simply connected Lipschitz domain.
Let X /∈ V with dist(X, ∂V ) ≥ σ(∂V )/C, and let R be large enough that ∂B(X,R) ⊂ V .
Let C1 =
∫
∂B(X,R) ν · A∇u dσ. Let v = u − C1ΓX . Since
∫
∂B(X,R) ν · A∇ΓX dσ = 1,
and since
∫
∂U ν ·A∇v dσ = 0 for any simply connected domain U ⊂ V , we must have that∫
ω ν ·A∇v dσ = 0 for any closed path ω ⊂ V ; thus, v˜ is well-defined and continuous on V .
But ‖∂τΓX‖H1(∂V ) ≤ C; so we need only show that ‖∂τv‖H1 ≤ C.
Note that div A˜∇v˜ = 0 in V and ‖N(∇v˜)‖L1 ≈ ‖N(∇v)‖L1. So by Theorem 13.13,
ν · A˜∇v˜ ∈ H1(∂V ) in the weak sense.
I claim that ∂τv = −ν · A˜∇v˜ in the weak sense.
It suffices to prove that, if I ⊂ ∂V is connected and has boundary points X0, X1, and
N(∇v)(Xi) is finite, then for the appropriate ordering of X0, X1,
v(X1)− v(X0) = −
∫
χIν · A˜∇v˜.
In fact, we need only prove this for short intervals; thus, it suffices to prove this for V = Ω
a special Lipschitz domain.
Let Xi = ψ(xi); then x0 < x1. Pick some ǫ > 0. Let 0 < h < ǫ/N(∇v)(Xi) for i = 0, 1.
Let U = ψ((x0, x1)× (0, h)) ⊂ V . Then∫
∂U
ν · A˜∇v˜ = 0,
∫
ψ({xi}×(0,h))
|∇v˜| ≤ Cǫ
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and so ∣∣∣∣∣
∫
χIν · A˜∇v˜ −
∫ x1
x0
ν(ψ(x)) · A˜(ψ(x, h))∇v˜(ψ(x, h))
√
1 + ϕ′(x)2 dx
∣∣∣∣∣ ≤ Cǫ.
But ψ(x, h) ∈ V , and if X ∈ V and Y ∈ ∂V , then τ(Y ) · ∇v(X) = −ν(Y ) · A˜(X)∇v˜(X).
So
∫ x1
x0
−ν(ψ(x)) · A˜(ψ(x, h))∇v˜(ψ(x, h))
√
1 + ϕ′(x)2 dx
=
∫ x1
x0
τ(ψ(x)) · ∇v(ψ(x, h))
√
1 + ϕ′(x)2 dx = v(ψ(x1, h))− v(ψ(x0, h)).
But |v(Xi)− v(ψ(xi, h))| ≤ ǫ. So∣∣∣∣
∫
χIν · A˜∇v˜ − (v(X0)− v(X1))
∣∣∣∣ ≤ Cǫ.
By letting ǫ→ 0 we have our desired result; so ∂τv = ν · A˜∇v˜.
If V is simply connected, we are done because ν · A˜∇v˜ ∈ H1. Otherwise, we know that
ν · A˜∇v˜1 − Cv ∈ H1 for some constant Cv. But
∫
∂V τ · ∇v dσ = 0, and so we see that Cv
must be 0; thus ν · A˜∇v˜1 ∈ H1, as desired.
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CHAPTER 14
BOUNDARY DATA IN L∞: THE MAXIMUM PRINCIPLE
Theorem 14.1. Suppose that u = f on ∂V for some bounded good Lipschitz domain
V , and that divA∇u ≡ 0 in V . Then ‖u‖L∞(V ) ≤ C‖f‖L∞(∂V ) for some constant C
depending on the ellipticity constants of A and the Lipschitz constants of V , but not
on σ(∂V ).
This theorem is obviously not true on unbounded domains: consider the harmonic
functions u(x, t) = t in R2+ or v(X) = log |X| in R2 \B(0, 1).
For notational convenience, we will instead prove this for divAT∇u = 0. Throughout
this section, let p be an exponent such that (R)Ap , (N)
A
p , (D)
AT
p′
hold.
14.1 Green’s function and a priori bounds
Let V be a bounded Lipschitz domain, and assume that (R)A
T
p′
holds in V . Choose some
X ∈ V . ΓX(Y ) is bounded and continuous with bounded gradient on ∂V , so ∂τΓX ∈ Lp
′
.
Therefore, since ∂V is compact, there is some ΦX with divA∇ΦX = 0 in V and ΦX = ΓX
on ∂V .
Define GX = ΓX − ΦX .
Theorem 14.2. Suppose that V is a bounded Lipschitz domain, that (R)A
p′
, (R)A
T
p′
, (D)Ap
hold in V . Suppose that divA∇u = 0 in V , Nu ∈ Lp(∂V ), and u = f on ∂V .
Then
u(X) =
∫
∂V
fν · A∇GX dσ.
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Proving this for f = 0 was the core of our proof of Theorem 13.3.
Proof. Let R = dist(X, ∂V ). Recall that |∇ΓX(Y )| ≤ C|X−Y | . So
∫
∂V
|∇ΓX(Y )|p
′ ≤
∞∑
k=0
∫
(B(X,2k+1R)\B(X,2kR))∩∂V
|∇ΓX(Y )|p
′
≤
∞∑
k=0
C2kR
C
2kp
′
Rp
′ ≤ CR1−p
′
.
But since (R)A
p′
holds in V , and τ · ∇ΓX = τ · ∇ΦX , we must have that
‖N(∇ΦX)‖Lp′(∂V ) ≤ CR
1/p′−1. (14.3)
Let g ∈ Lp(∂V ) be such that ‖f − g‖Lp < ǫ and ∂τg ∈ L∞(∂V ) ⊃ Lp
′
(∂V ). Let v be
the (D)Ap solution to divA∇v = 0 in V , v = g on ∂V .
Then since (D)Ap holds in V ,
∣∣∣∣u(X)−
∫
∂V
fν · A∇GX dσ
∣∣∣∣
≤ |u(X)− v(X)|+
∣∣∣∣v(X)−
∫
∂V
gν ·A∇GX dσ
∣∣∣∣ +
∣∣∣∣
∫
∂V
(f − g)ν · A∇GX dσ
∣∣∣∣
≤ C‖N(u− v)‖Lp min(σ(∂V ), dist(X, ∂V )−1/p)
+
∣∣∣∣v(X)−
∫
∂V
gν · A∇GX dσ
∣∣∣∣+ ‖f − g‖Lp‖∇GX‖Lp′(∂V )
≤ Cǫmin(σ(∂V ), dist(X, ∂V )−1/p) +
∣∣∣∣v(X)−
∫
∂V
gν · A∇GX dσ
∣∣∣∣ .
So we need only show that the theorem holds for v.
By Lemma 13.1, v is bounded and ∇v ∈ L2(V ). By (3.6), ∇v is bounded near X . By
Lemma 8.12, v is Ho¨lder continuous on V¯ . We specified that ∂τ v was bounded. So we
may extend v to a bounded compactly supported function with gradient in L2(R2) whose
gradient is bounded near X .
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But then
v(X) = −
∫
∇v · AT∇ΓTX = −
∫
V
A∇v · ∇ΓTX −
∫
V C
∇v · AT∇ΓTX
= −
∫
∂V
ΓTXν · A∇v dσ +
∫
∂V
vν ·AT∇ΓTX dσ
= −
∫
∂V
ΦXν · A∇v dσ +
∫
∂V
vν · AT∇ΓTX dσ
= −
∫
V
∇ΦX · A∇v +
∫
∂V
vν · AT∇ΓTX dσ
= −
∫
∂V
vν · AT∇ΦX dσ +
∫
∂V
vν · AT∇ΓTX dσ =
∫
∂V
v ν · AT∇GX dσ
as desired.
Thus, the maximum principle is equivalent to bounding ‖ν · A∇GX‖L1(∂V ), with a
bound independent of X and σ(∂V ).
By (14.3) and Ho¨lder’s inequality, ‖∇GX‖L1 is bounded for dist(X, ∂V ) > 1C σ(∂V );
we need only bound ‖ν ·A∇GX‖L1(∂V ) for X near the boundary.
14.2 Bounding the Green’s function
Let R = dist(X, ∂V ), and assume that R < 13 mini ri, where the ri are as in Definition 2.2.
Then X ∈ B(Xi, (1 + 1/3)ri) ∩ Ωi for some i.
Then Ωi = {ψi(x, t) : t > 0} = {X ∈ R2 : ϕi((X − Xi) · e⊥i ) < (X − Xi) · ei} where
ψ(x, t) = tei+xe
⊥
i +ϕi(x)e
⊥
i . Without loss of generality take X = ψ(0, t) for some positive
number t ≈ R. Let X∗ = ψ(0), and let Wr = ψ(−r, r)× (0, 2r). Let Y r± = ψ(±r).
If r < (1 − 1/3)ri then Wr ⊂ V , and if r > R then dist(X, ∂Wr) ≈ dist(X, ∂V ) ≈
σ(∂Wr). By Lemma 3.1, we may choose the apertures a of non-tangential cones large
enough that V ∩ ∂Wr ⊂ γa,V (Y r+) ∪ γa,V (Y r−).
For convenience write Ur = V \ W¯r. We need to show that
∫
∂V |ν ·A∇GX | ≤ C. Begin
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by integrating only over ∂V \ ∂Ur = ∂Wr ∩ ∂V. We have that
∫
∂V \∂Ur
|∇GX | dσ ≤ σ(∂V \ ∂Ur)1−1/p
(∫
∂V \∂Ur
|∇GX |p dσ
)1/p
≤ σ(∂V \ ∂Ur)1−1/pCR1/p−1 ≤ C
since σ(∂V \ ∂Ur) ≤ σ(Wr) ≈ CR and ‖∇G‖Lp(∂V ) ≤ CR1/p−1.
Now, consider ∂Ur. Since X /∈ Ur, we have that GX satisfies divA∇GX = 0 in Ur;
consequently, GX satisfies all of our useful theorems in Ur. In particular, ‖∇GX‖L1(∂Ur) ≤
C‖τ · ∇GX‖H1(∂Ur). So we need only bound ‖τ · ∇GX‖ in H
1.
But GX = 0 on ∂V ; therefore, we need only consider τ · ∇GX on ∂Ur \ ∂V .
Let g = τ · ∇GX . Note that
∫
g = 0, and σ(supp g) ≤ CR. So we need only show that
‖g‖L∞(∂Ur\∂V ) ≤ C/R.
Now, |g(Y )| ≤ |∇ΓX(Y )|+ |∇ΦX(Y )|. On ∂Wr,
|∇ΓX(Y )| ≤
C
|X − Y | ≤
C
dist(X, ∂Wr)
≤ C
R
.
Since ∂Ur \ ∂V ⊂ γ(Y r+) ∪ γ(Y r−), we have that
‖g‖L∞(∂Ur\∂V ) ≤ C/R +N(∇ΦX )(Y r+) +N(∇ΦX)(Y r−).
So we have that ‖g‖H1 ≤ C +RN(∇ΦX)(Y r+) +RN(∇ΦX )(Y r−), and therefore that
‖ν · A∇GX‖L1 ≤ C +RN(∇ΦX)(Y r+) +RN(∇ΦX )(Y r−).
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As in Section 9.2, we take the average from r = R up to r = 2R ≤ (1− 1/3)ri:
‖ν · A∇GX‖L1 ≤ C +−
∫
ψ((R,2R))
RN(∇ΦX) dσ +−
∫
ψ((−2R,−R))
RN(∇ΦX) dσ
≤ C + C−
∫
ψ((−2R,2R))
RN(∇ΦX) dσ
≤ C + C
(
−
∫
ψ((−2R,2R))
RpN(∇ΦX)p dσ
)1/p
≤ C + CR1−1/p
(∫
ψ((−2R,2R))
N(∇ΦX )p dσ
)1/p
≤ CR1−1/p‖N(∇ΦX)‖Lp(∂V ) ≤ C
as desired.
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