Identified vector autoregressive (VAR) models have become widely used on time series data in recent years, but finite sample inference for such models remains a challenge. In this study, we propose a conjugate prior for Bayesian analysis of normalized VAR models. Under the prior, the marginal posterior of VAR parameters involved in identification can be either derived in closed form or simulated through Gibbs sampling. The method developed in the study is applied to a VAR of macroeconomic data.
Introduction
Vector autoregressive (VAR) models introduced by the seminal work of Sims [18] have been widely used for analysis of time series data. A VAR of a p-dimensional column variable y t , (t = 1, . . . , T ) takes the form:
for t = 1, . . . , T , where L is a known positive integer, c is a 1 × p unknown vector, B j is an unknown p × p matrix, ϵ 1 , . . . , ϵ T are independent and identically distributed N p (0, ) errors, and is an unknown p × p positive definite matrix.
The subscript of the normal distribution denotes its dimension. We call the unknown matrix
′ the regression coefficients. The VAR above imposes no restrictions on the regression coefficients and the covariance matrix . The VAR model (1) is a reduced form because it may be consistent with multiple ''structural'' models that have different economic interpretations. Sims [19] suggested that structural shocks must be modeled as orthogonal to one another. The VAR model can be identified by incorporating restrictions on the covariance matrix or equivalently on the contemporaneous relationship among variables without restricting the VAR regression coefficients. For examples, see [19, 4, 10, 20] .
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In Eq. (2) A 0 represents a contemporaneous relationship of variables in the structural equations. is estimated from the reduced-form VAR. The structural parameters in the p × p matrix A 0 are identified from an estimate of (which has p(p + 1)/2 distinct elements) by solving
It is obvious from (3) that A 0 cannot be uniquely identified unless additional restrictions are imposed. A VAR is just-(over-) identified if exactly (more than) p(p − 1)/2 independent restrictions are imposed on the A 0 matrix. The restrictions on the A 0 matrix reflect a behavioral theory. Obviously, there may be a number of A 0 matrices that represent competing theories for the same reduced-form model. A convenient identification scheme is to assume A 0 is an upper-triangular matrix. The model is normalized (using the terminology of Sims and Zha [20] ) and is over-identified if some upper-triangular elements are zero and just-identified otherwise.
In practice, the numbers of parameters in VAR models are typically quite large relative to the observations of macroeconomic data, which makes asymptotic theory unreliable for finite sample inference of VAR estimators. Bayesian estimate and finite sample inference of A 0 are often straightforward to obtain through Markov chain Monte Carlo (MCMC) simulation of the posterior. The objective of the present study is to develop a Bayesian framework for finite sample inference of identified VAR parameters (A 0 , ) and testing of competing hypotheses.
In this paper, we propose a conjugate prior that makes use of the special features of A 0 in normalized identified VARs. In recent years a number of authors proposed more general identified VAR models that require more involved Bayesian analysis. By focusing on the normalized identified VARs we provide practitioners with Bayesian methods that are intuitive and easy to use. Specifically, we employ a constant or normal prior on , a gamma prior on diagonal elements of A 0 , and a normal prior on off-diagonal elements of A 0 conditional on the off-diagonal element. We show that under certain conditions the marginal posterior of A 0 is available in closed form or can be simulated through Gibbs sampling. Another advantage of our prior setting is that it makes it easy to test competing identified VARs. The Bayesian hypothesis requires computation of the Bayes factor (see [22, 12] ). A high-dimensional VAR would in general pose a computational challenge. But under our prior setting, integration of the posterior over the parameter space admits a closed form solution. As a result, we can test competing identified VAR models that have very large as well as very different numbers of parameters.
Section 2 of the paper lays out the framework for the Bayesian VAR model. Section 3 proposes priors for the normalized identified VAR. Section 4 reports Bayesian estimates based on the proposed priors in numerical examples. Section 5 discusses additional concepts related to Bayesian VARs and presents an empirical application.
Bayesian analysis of the VAR model

VAR model
We rewrite (1) in the familiar matrix form
where
Here Y and ϵ are T × p matrices, is a (1 + Lp) × p matrix, x t is a 1 × (1 + Lp) row vector, and X is a T × (1 + Lp) matrix of observations. The likelihood function of ( , ) is
Throughout the paper 'etr(A)' of matrix A denotes 'exp(trace(A))'. A commonly used estimate of ( , ) is the MLE
The subscripts M denotes MLE. We assume that the sample size T is large enough that the MLEs of and exist with probability one. Ni and Sun [16] show that  M has poor frequentist properties when T is small and p is large.
Economic analysis of VAR models requires knowledge of the distributional properties of the estimates of parameters ( , ) and sometimes that of nonlinear functions of the estimates (e.g. impulse responses). Frequentist finite sample distributions ofˆ andˆ are not available. Asymptotic theory often offers poor guidance for two reasons. First, because there are no restrictions on , a VAR of moderate size involves a large number of parameters. For example, a VAR with eight variables and four lags (p = 8, L = 4) involves a total of 300 autoregressive and covariance matrix parameters. The size of the data set is often not large enough to justify the use of asymptotic theory. Furthermore, when nonlinear functions of the VAR estimates (such as impulse responses) are of interest, the asymptotic theory involves approximation of the nonlinear function, and the approximation becomes worse the more nonlinear the function is (see [13] ).
Commonly used priors for Bayesian VARs
As an alternative to the frequentist approach, the Bayesian approach combines information from the sample and the prior to form the finite sample posterior distribution of ( , ). The choice of prior has always been a contentious issue in Bayesian analysis. The most popular noninformative prior for is the Jeffreys prior | | −(p+1)/2 (see [7, 27] [29] proposed a reference prior in the spirit of Bernardo [2] and Berger and Bernardo [1] [20] assigned a multivariate normal prior to the vectorized A 0 matrix and simulated the posteriors. Due to the fact that a covariance matrix or precision matrix is non-negative definite, re-parameterization is usually needed for its estimation or simulation. Leonard and Hsu [14] and Yang and Berger [29] simulated the matrix logarithm of the covariance matrix. Pourahmadi [17] provided an iterative estimation formula of the covariance matrix from iid observations. Wong et al. [28] conducted Bayesian estimation of the Cholesky decomposition of the precision matrix −1 , where −1 was decomposed as a product of a diagonal matrix and an upper-triangular matrix with unit diagonal elements. The authors imposed gamma priors on the elements of the diagonal matrix and a normal or a mixture of normal and constant priors on the upper-triangular matrix. They provided MCMC algorithms for simulation of the posteriors.
Our research on the decomposition of the precision matrix −1 is motivated by the condition of the identified VAR (3) based on economic theory. Such theory may imply that the VAR is just-identified or over-identified. The marginal likelihood function of has the form
which depends on = 0, the first two components of the errors are independent given the rest of the components. We decompose the precision matrix as
where p is the p × p upper-triangular matrix with ψ ij as its (i, j)th entry, so ψ ij = 0 for i > j. Hereafter p is used interchangeably with A 0 . Note that ψ ii should not change sign, so we can assume that ψ ii > 0.
In practice, the precision matrix −1 may contain elements of zeros. Wong et al. [28] gave several examples where −1 is very sparse. Over-identifying restrictions reflect key implications of economic theory. Over-identified models are also very popular and important in small area estimation and spatial modeling where random geographical effects depend only on neighboring regions (cf. [3, 9, 15, 8] among others). The distribution with a degenerated banded precision matrix (corresponding to banded p with some zeros on the diagonal elements) is a special case of the partially informative normal by Sun et al. [26] and Speckman and Sun [21] . There is also a rich literature of frequentist covariance matrix estimators (e.g., random matrix estimators and robust covariance matrix estimators), which we will skip due to space limitation.
Prior and posterior of identified VAR
Denote φ = vec( ). Two common choices for priors on φ are a flat prior or a normal prior. In either case the posterior of φ conditional on is normal. With a flat prior on φ the marginal posteriors of the elements of are in a standard distribution, with a normal prior on φ the posteriors of the elements of are standard distributions conditional on φ, but the marginal posteriors of the elements of no longer have a standard distribution. We will discuss the two cases separately.
A constant prior on φ and a conjugate prior on
Marginal likelihood of under normalized and just-identified parameterization
Using the fact that tr(ABCD) = vec ′ (D)(A⊗C ′ )vec(B ′ ) for any conforming matrices A, B, C , D, we can write the likelihood function (5) of (φ, ) as
is given in (6) . In the following context, we will sometimes write S = S p , including its dimension for deriving some useful recursive formulas.
Under a constant prior, the conditional posterior of φ given and data Y is normal with mean  φ M and variance matrix
Let ψ p−1,p represent the (p − 1) × 1 vector of the last column of p excluding ψ pp . We have
.
 .
This expression allows us to derive the MLE for easily. Furthermore, it will be used to develop a conjugate prior for that is convenient for Bayesian analysis.
A conjugate prior for
We consider a class of prior for that has the form conjugate to the marginal likelihood f ( | Y ):
where is a positive definite constant matrix and a i , b i are constants. The prior (10) includes several priors as its special cases, one of which is the case where has an inverse Wishart prior.
Proposition 1. If the prior for the p × p covariance matrix is IW prior IW p ( , v), then the corresponding prior on takes the form (10) with a i
ii . The prior on is proportional to (10) is the right-Haar prior (see [23] 
equals the Jeffreys prior for the covariance matrix. We refer to the prior (10) as a generalized invariance prior. This prior also encompasses the independent gamma(a i , b i ) priors used by Wong et al. [28] for ψ 2 ii .
The conjugate prior (10) is convenient for Bayesian analysis. In the following, we show that (10) can be written as aproduct of conditional priors on ψ i−1,i |ψ ii and priors on ψ ii . Denote = p and
Using the same iterations as we used to derive the marginal likelihood of , we can rewrite the prior (10) as
where π (ψ
Integrating out the off-diagonal elements from the prior (11),
 .
Hence the marginal prior of ψ
It follows that prior (10) is proper if a i > 0 and
Under the assumption ω i−1,i = 0 prior (10) becomes the product of independent normal priors with zero mean for the off-diagonal elements and gamma priors for the diagonal elements of .
The posterior of
Combining our prior assignment with the likelihood (7) yields the marginal posterior of p
The posterior of the off-diagonal vector ψ i−1,i depends only on ψ ii :
The marginal posteriors of ψ
Through the rest of the paper when i = 1 we define ω i−1,i = s i−1,i = 0.
The posterior kth moment of ψ ii is E(ψ
The posterior moments of the off-diagonal elements also have closed forms. For example,
Eaton and Olkin [6] showed that the best equivariant estimate for a Cholesky decomposition of a normal covariance matrix is the Bayesian estimate under entropy loss with constant priors for off-diagonal components and a limiting case of a gamma prior for diagonal element ψ ii when a i = i and b i = 0. This best equivariant estimate has smaller frequentist loss than the MLE. Clearly this noninformative prior is a special case of the prior proposed here for VAR models.
Normalized and over-identified parameterization
A key feature of the prior setting proposed in the previous section is that the posterior of matrix A 0 can be derived in a similar fashion for over-identified and just-identified models. We will make use of the following fact. Proof. The lemma follows from the following algebra: 
For the hyperparameters of the prior for , denote
We will choose a prior for ψ * analogous to those in the just-identified model:
Closed-form expressions of the posterior mean and variance of ψ ii and ψ * i−1,i can be found similarly.
A normal prior on φ and invariance prior on
Consider a normal prior N(φ 0 , 0 ). The conditional posterior of (φ| p , Y ) is given by
Let the prior on the elements of p be (10) . Given , we use S to represent the covariance of VAR residuals S( ). The conditional posterior of p |φ, Y is given by
The conditional posterior of the off-diagonal vector ψ i−1,i depends only on ψ ii and φ:
The conditional posteriors of ψ
The analysis on the marginal posterior of just-identified and over-identified p matrices with constant prior on φ applies analogously to the conditional posterior of p with the normal prior on φ.
Normalizable VAR
In some cases, the A 0 matrix may not be upper-triangular but can be normalized by switching the order of variables. Consider the following case:
Let I ij be the permutation matrix after switching the ith and jth rows of the identity matrix 
Numerical results
Algorithms
Following the analytical form of posterior of Ψ p , we use MCMC algorithms to sample from the joint posterior distribution (φ, ). The algorithms used for computing the posterior under the constant-invariance prior and normal-invariance prior are labeled as CG and NG.
Algorithm CG: Suppose at cycle k we have ( k−1 , k−1 ) sampled from cycle k − 1.
Step 1: Simulate k :
Step 2:
The advantage of the above algorithm is that it applies to the case of over-identified VAR with modifications in step 1b and 1c in accordance with our results in Section 3.1.4.
The algorithm needs to be modified with a normal prior on φ.
Algorithm NG: Suppose we have simulated k−1 and k−1 .
The algorithms for over-identified models are similar to the above.
Numerical examples
, where is defined in (4) with c = 0, B 1 = I 3 ; and = 3 = I 3 .
The hyperparameters of priors are as follows. The prior mean of the VAR regression coefficients, φ 0 , is set at its true value given above, its covariance 0 is set at I 3 . We compare the result under the relatively tight prior setting for φ with that under the constant prior to examine among other issues, how the prior on φ affects inference on . The Bayesian estimates dominate the MLE by design. 1 For prior (10) , is set to be quite small, at 0.1 × I 3 . Because the off-diagonal elements of ω are 1 We also experimented with priors that are centered at 'wrong' values. There is a trade-off for using a Bayesian estimator instead of MLE in this case.
The prior-induced bias increases the frequentist risk but the reduction in variance lowers the frequentist risk. The combined effect may make the Bayesian estimator better or worse than the MLE. We omit the details of this exercise due to limitation in space. We refer interested readers to [16] for a similar exercise. set at zero, the implied priors for the off-diagonal elements of are independent normals with zero mean. The parameters b i are set at 0.05 and a i are set at i − p + 1 for i = 1, 2, 3.
This model serves as the benchmark for its simplicity. The assumption that the covariance matrix is the identity matrix means that we treat the VAR disturbances as structural shocks. The assumption that the VAR regression coefficient matrix is also the identity means that the VAR consists of independent random walk variables. We generate 1000 data samples from the model. For each data set we draw 10,000 MCMC cycles after 500 burn-in runs. Simulation results are little changed when the Markov chain length is reduced to 5000 and the number of generated samples is reduced to 500, suggesting that the Markov chains converge rather quickly.
Following the suggestion of Berger and Bernardo [1] , we report the frequentist average losses of MLE and Bayesian estimates under different priors in Table 1 . As expected, the table shows that the Bayesian estimates dominate the MLE. We consider the entropy loss function for and a quadratic loss for ,
Under the loss function L 1 + L 2 the Bayes estimator ( , ) is the posterior mean.
The subscripts M, CG and NG denote MLE, and the Bayesian estimator under the constant-invariance and the normalinvariance prior. The numbers in parentheses are the frequentist standard deviations of the losses.
The frequentist averages of MLE of and the Bayesian estimate under the constant-invariance prior are The frequentist mean of is almost identical to that under the constant-invariance prior, while that of is closer to the true parameter (the identity matrix).
In Example 1, the difference between MLE and Bayesian estimates is not substantial since there are only three variables in the VAR. In the following, we consider a VAR with six variables and ten constraints on the matrix. The prior setting for is the same as that in Example 1. For prior (10) , is set at 0.1 × I . The parameters b i are set at 0.05 and a i are set at i − p + 1 for i = 1, . . . , 6 . For the normal prior on we also use the same hyperparameters as in Example 1. φ 0 is set at the data generating parameter and 0 at the identity matrix. The frequentist averages of the unconstrained and constrained MLE of (labeled with the subscript CM) both show downward bias. 
The frequentist average of matrix of the constrained MLE is 
The Bayesian estimates with the invariance prior on are closer to the true parameters than the constrained MLE. Table 2 reports the frequentist average losses of competing estimators. Consistent with the comparison of the frequentist averages of the matrix, Table 2 shows that the Bayesian estimate under the invariance prior is better than the constrained and unconstrained MLEs. The prior choice on φ has little impact on estimation of . As expected, using the normal prior that centers at the true parameter value significantly improves the inference on φ.
Further study
Coverage intervals
In addition to frequentist average losses, we also examine the coverage of 95% posterior intervals of elements in under competing priors. Under the constant-invariance prior, from the analytical form of the marginal posterior of the diagonal elements of p we can compute the posterior moments and compute a coverage rate of 95% intervals once the covariance of VAR error S is simulated. In a more general setting the posterior coverage interval needs to be simulated given S. We simulate the posterior 95% intervals and report the frequencies of the true parameters contained in the intervals. Given the constraint of space we will focus on the coverage frequencies of a single element ψ 11 . Our simulations show that under the constant-invariance prior the Bayesian posterior 95% interval cover rate of the true parameter is 94.1% for Example 1, and 98.9% for Example 2.
Impulse responses
In applications of VAR models, macroeconomists often find impulse responses to structural innovations more economically intuitive than the VAR coefficients. A covariance stationary VAR implies y
H 0 is the p by p identity matrix, and the impulse responses of y t to a shock ϵ t−j from j periods earlier is
where B i = 0 for i larger than L. As discussed earlier, identification of the structural innovation u t from the VAR residual ϵ t can be achieved by setting u
The impulse responses of y t to structural shocks u t−j are given by
By definition, impulse responses are nonlinear functions of ( , A 0 ). The nonlinearity makes it difficult to derive frequentist inference but does not pose difficulties for Bayesian computations as long as posteriors of ( , A 0 ) are available.
Model comparison using posterior odds ratio
Consider the problem of comparing two models, one of them may be just-identified (labeled as M), and the other overidentified (labeled as M * ). We use the posterior odds ratio as the criterion for selecting the two models under the normalinvariance prior. Sun and Ni [25] showed that when the sample size is small, the Bayes factor is more effective in selecting the correct model than the commonly used Schwarz criterion. Assume the prior of φ is N(φ 0 , 0 ) and the prior for is (10) .
The joint posterior of φ and is
To compute the posterior odds, we first integrate out the parameters φ in the posteriors. The marginal posterior for is
The above posterior of does not follow a standard distribution and integration with respect to cannot be done analytically. If the prior on φ is disperse, we can approximate the posterior of by
Under the prior (10) on we can integrate out the off-diagonal elements and obtain
Finally we integrate out the diagonal elements,
for the over-identified model (M * ) is similar. Let the prior ratio be
. The posterior odds ratio is then
Under the assumption that the priors on the diagonal elements are the same in the two models (i.e., a i = a * i ), the posterior odds ratio becomes
If the prior on φ has a tight distribution then numerical integration is required to compute the posterior odds ratio.
An empirical application
A fundamental question in macroeconomics is ''What are the causes of business cycles?'' It has been long recognized that economy-wide recessions may result from aggregate shocks that affect all industries of the economy as well as resource reallocation from one sector to another following sector-specific shocks. On the theoretical front, Hamilton [11] presented a rigorous general equilibrium model in which labor relocations cause recessions. Empirically, as noted by Brainard and Cutler [5] , the debate on the importance of sectoral reallocation versus aggregate shocks persists because ''it is difficult to distinguish empirically between unemployment associated with reallocation and aggregate shocks''. One cannot infer the industry-specific effect from pairwise correlation of variables across industries, since the correlation may stem from macroeconomic effects on the industries. The identification of structural shocks from VAR residuals ϵ in a model that allows for cross-industry influence is (ϵ Mt , ϵ 1t , . . . , ϵ Nt )A 0 = (u Mt , u 1t , . . . , u Nt ), where A 0 is an upper-triangular matrix with two blocks: the first M rows correspond to macroeconomic shocks and the last N rows correspond to industry-level shocks.
We consider two competing identifying schemes. First, business cycles are essentially caused by macroeconomic shocks. Under this theory all industries are affected contemporaneously by economy-wide shocks but there is no contemporaneous cross-industry effect. The residuals of equations corresponding to industrial variables are correlated only to the extent of their correlation with the macroeconomic shocks. The impact of industry-specific shocks will be within the industry. The theory that there is no cross-industry influence corresponds to a diagonal industry-block of A 0 . We call this identification Model 1. Alternatively, business cycles are caused by both macroeconomic shocks and cross-industry shocks. We call this identification Model 2. Tests of competing models will shed light on the magnitude of resource reallocation due to industryspecific effects.
The macroeconomic variables in our VAR include industrial production, consumer price index, world commodity price, federal funds rate, non-borrowed reserves, and M2 money stock (in that order). The commodity price data are obtained from the International Monetary Fund and the rest of the data series from the Webstract database. All variables are measured in percentage terms. These variables frequently appear in macroeconomics related VARs. Nine industries are included. They are defense equipment, drugs and medicines, energy materials, chemical products, equipment total, automobiles, appliances, carpet and furniture, and apparel products. The sample period is from 1959:1 to 2002:9. We set the lag of the VAR of 15 variables at 2. For the normal prior on we assume all variables follow a random walk without drift with a variance of 10. The prior for is the same as that used for the numerical examples.
The residuals of the seventh to 15th equations in the VAR correspond to unexpected change in output in these industries. They show positive pairwise correlations. Interpretations of the correlations are model specific. In Model 1, the positive cross-industry correlation is entirely due to the correlation of each industry with macroeconomic shocks. In Model 2, shocks in output of some industries affect output of other industries instantaneously through connections in production process or input market. The impulse responses based on alternative identifying schemes shed light on questions such as ''How does output of each industry respond to a macroeconomic shock?'' and ''How does each industry respond to industry-specific shocks?'' Some impulse responses are similar under the competing identifications, some are not. The limit in space does not allow us to go over all industries. We focus on the industry of appliances. Fig. 1 shows the response of appliance output to a shock in the federal funds rate. The upper panel depicts impulse response based on MLE and the posterior mean of impulse responses under identification Models 1 and 2 and their 32 and 68 percentile bands with the constant prior on and invariance prior on A 0 . The lower panel shows the same impulse responses with normal prior on in place of the constant prior.
Under the assumption of no contemporaneous cross industry effects of industry-specific shocks (Model 1), the response of appliance output to FFR shock is close to −2% after one month and −8% after 18 months. Under model 2 the respective numbers are −2% and −2%, smaller in scale in the longer run. Note that for a given prior, there is little difference in the posteriors of VAR regression coefficients under the competing assumptions on the A 0 matrix. The difference in impulse responses stems from the difference in identification of industry-specific shocks.
Under an even prior odds ratio between Models 1 and 2, the logarithm of the posterior odds ratio of Model 1 over Model 2 is 290.06, suggesting that the data are in favor of Model 1. The exercise has significant policy implications. For instance, the estimated damage to the appliance industry by a tightening of monetary policy is considerably larger under Model 1, the model favored by the Bayesian test. Under Model 1, the pattern of impulse responses is robust to moderate changes in the prior of . The prior choice on φ has a moderate influence on the impulse responses. The posterior mean (the long-dashed lines) in the upper graph (with a constant prior on φ) is flat for 5 months but that in the bottom graph (with the normal prior on φ) starts to decline right away. But there is little difference eventually. After 18 months, they both decline by about 8%.
Final comments
In this paper, we propose a flexible prior setting that allows for incorporation of element-wise information to a triangular decomposition of the precision matrix, with restrictions on certain off-diagonal elements of the triangular decomposition. We show that the prior setting is perfectly suited for Bayesian analysis of normalized identified VAR models, where restrictions of certain elements are implied by economic theory. We show that in some cases marginal posteriors of the elements of the triangular decomposition of precision matrix are analytical. In these cases we can conduct Bayesian analysis on VAR models of any size at low computational cost. We outline procedures for posterior simulations when analytical results are unavailable. Numerical examples and an application to a macroeconomic problem suggest that the proposed Bayesian approach is quite effective.
