Abstract-We present a comprehensive analysis of link discovery approaches. We classify them with regard to the type of knowledge being used, and identify three commonly used sources of knowledge: The text of a document, the document title, and already existing links.
I. INTRODUCTION
The World Wide Web is all about web pages being connected by links. Some regions of the Web already contain a large number of links, like in Wikipedia where links are created by a large community of highly motivated contributors. However, in other situations (e.g. in corporate intranets or wikis) it is more difficult to motivate people to contribute [1] . A major difficulty is that users need to decide which pages constitute a valid link target. In such a situation, link discovery approaches provide support for users trying to add new links. Thereby, discovering links consists of two steps: Selecting promising link anchors in a document, and retrieving possible target documents for each anchor.
Link discovery approaches can be categorized according to the type of prior knowledge they use, e.g. already existing links, page titles, or the document text. In this paper, we argue that previous evaluations of link discovery approaches have always used document collections like Wikipedia where a lot of prior knowledge in form of links and meaningful page titles was available. This obviously entails a bias towards link-based and title-based approaches which consequently outperformed text-based methods by a wide margin. However, in many realistic settings (e.g. in corporate intranets) one cannot rely on already existing links or page titles [2] . Consequently, in this setting, links can be discovered with higher precision using text-based approaches.
II. LINK DISCOVERY CLASSIFICATION
As shown in Figure 1 , the process of link discovery consists of two steps: anchor discovery and target discovery. Anchor discovery identifies which parts of a document should be used as link anchors, and target discovery identifies the best matching target for each anchor. Both steps consist of a selection process, in which possible candidates ! "" # # $ " Figure 1 . Link discovery approaches split up into a step-by-step representation and classified by the type of knowledge used.
are found, and a ranking process, in which the anchor candidates are sorted according to their relevance. For each step, various approaches can be applied that differ in the type of collection-specific knowledge that is used.
A. Anchor Discovery
Anchor discovery extracts link anchors by first selecting a set of candidates and then ranking them.
1) Anchor Selection: In this step, a list of candidate anchors (i.e. phrases from the document) is selected. Ngrams) [3] , tokens, or noun phrases can be used as anchor candidates without making use of additional knowledge. If the documents contain titles, they can be used to constrain the list of selected anchor candidates. If a document collection already contains links, the corresponding link anchors constitute a good source of anchor candidates. A phrase that has already been selected by a human as an anchor in one document is probably a good anchor in another document. However, it also means that, in order to reliably add links, the document collection already needs to contain links which turns the task into a 'chicken or the egg' dilemma.
2) Anchor Ranking: The output of the anchor selection step is a (possibly noisy) list of candidates that needs to be ranked in order to select the best candidates. Using text or title knowledge, there are three common approaches for anchor ranking: the length of the anchor phrase, the tf.idf score [4] of the anchor phrase, and using a cooccurrence graph [5] . The latter method creates a graph representation of a document, where anchor candidates are used as the nodes, and an edge is added if two candidates cooccur in a certain context window. The weight of the edge is defined as the number of cooccurrences. A graph centrality measure like PageRank is then used to rank the anchor nodes.
A document collection that already contains links provides additional information which can be used to improve anchor discovery. The number of times an anchor has previously been used as a link anchor provides an estimate of its likelihood as an anchor. However, this does account for ambiguous anchors. For example, if a phrase is used as a link anchor in each document, it will be selected even if it points to a different target every time. A common example is the anchor "here" in sentences like "The documents can be found here." where the link might point to almost any target. Thus, the anchor strength [6] of a phrase is computed by counting the number of times an anchor points to its most frequent target. Formally, we define p as a phrase (text span) and D as the set of all documents in the collection. We then define l(a, d) as the number of links where a is an anchor phrase in a source document and d ∈ D is a target document. D a is defined as the subset of all documents containing the anchor phrase a. Anchor strength is then defined as:
B. Target Discovery
Similar to anchor discovery, target discovery consists of a selection step and a ranking step.
1) Target Selection:
If only the document text is available, target documents are indexed using common search engine libraries like Terrier or Lucene [7] . The resulting index is then queried using the anchor candidate. Instead of searching the full document text, it is possible to constrain the search space to document titles only. Only searching in the space of titles limits the recall of the approach as there needs to be an overlap between the anchor phrase and the document title. If the document collection already contains links, we check if there are already links with a given anchor phrase. We then limit the list of target candidates to those that have already been linked using this anchor.
2) Target Ranking: If a search engine is used for target selection, the resulting list usually contains all documents with assigned relevance scores. If only document titles have been used to select possible target documents, finding the correct target boils down to word sense disambiguation.
One way to incorporate link knowledge into target ranking is to count how often a selected anchor points to a certain target. This is called target strength and is formally defined as: We experiment with two state-of-the-art methods. GPNM [9] as an example using title and link knowledge, and ICLM [6] which completely relies on knowledge derived from existing links (see Figure 2) . Additionally, we propose a textbased approach that only uses text knowledge, but no prior knowledge about the document collection. We experiment with three anchor selection methods (tokens, n-grams, and noun phrases) and two anchor ranking methods (tf.idf and cooccurrence graphs).
A. Anchor Discovery Results
In order to ensure a fair comparison of the different anchor discovery approaches, we evaluate all approaches using the same preprocessing steps. We use a linking ratio relative to the document length instead of a fixed number of links, as the document length varies considerably in the test collection. Following [10] , we use a linking ratio of 6% (i.e. approximately 1 out of 17 tokens is used as a link anchor). Additionally, we decided to use a linking ratio of 1% as a lower bound.
We use two baselines: (i) selecting all tokens as anchor candidates, and (ii) selecting all noun phrases. In both cases, we rank the candidates according to their position in the document (the earlier a candidate appears, the better it is ranked). We compare the baselines with both state-of-theart approaches and our text-based configurations. Table I displays the obtained results in terms of precision, recall, and f-measure at the two linking ratios 1% and 6%.
The best performing text-based approach is a combination of token candidates using cooccurrence graph ranking. For a linking ratio of 1% (few links per document) the titlebased (ICML) and link-based approach (GPNM) perform much better than any text-based approach. However, for a linking ratio of 6% (many links per document) the textbased approach outperforms the title-based approach, and the distance to the link-based approach is much smaller. Given these large differences between the results at the two linking ratios, we systematically analyzed the influence of the linking ratio on the precision of the approaches. Figure 3 shows the precision of the link-based, title-based, and the best text-based approach for different linking ratios. It shows that link-based and title-based approaches perform well when discovering only few links (the smallest linking ratio is .1%). When discovering few links, link-based and title-based approaches are able to discover links with higher precision. The link-based approach benefits from anchors that are frequently used as link anchors. The title-based approach benefits from very specific (i.e. long) anchor phrases. The text-based approach does not benefit from either one of these cases and performs only better than the other approaches when discovering many links (10% or 1 in 10 tokens). Available training data As we have seen in Table I , the link-based ICML approach performs best. However, its performance heavily depends on the number of existing links in the collection. We simulate the case of a less linked document collection by reducing the number of links until only .001% of the original links (∼ 1,000 links) are left in the training data. data. The performance of the link-based approach quickly drops below the text-based approach (at around 50% of training data) and finally also below the title-based approach (at 1% of training data). As the performance of link-based approaches deteriorates that quickly, they cannot be used to reliably predict link anchors in most other document collections, where less training data is available.
B. Target Discovery Results
Target discovery cannot be evaluated fully independently of anchor discovery, as we need a list of source anchors for which to discover the correct targets. Thus, we select the best performing anchor discovery configuration for each approach from the 6% linking ratio case, and perform target discovery using the same type of knowledge. 1 We only consider correct anchors, as taking into account target discovery for wrong anchor candidates would yield misleading results.
We evaluate target discovery using a relaxed version of accuracy: A result set with target suggestions is defined to be correct if it contains the correct target. We limit the result set to 10 target suggestions 2 , as this is the number of suggestions usually returned by search engines. The overall accuracy is then calculated as the number of correct target sets divided by the total number of target sets. Note, that the two state-of-the-art approaches GPNM and ICLM are both treated as link-based approaches, as they use the same steps for target discovery (compare Figure 2) . The results are very similar to those for anchor discovery. The linkbased approach (accuracy of 76%) outperforms the textbased approach (accuracy of 66%). Available training data We analyzed the influence of the available amount of link knowledge by randomly reducing the number of links. Figure 5 shows the accuracy of target discovery approaches depending on the amount of training data. The link-based approach drops below the text-based approach if the amount of training data is reduced. As a consequence, a large number of links is required to yield acceptable performance using the link-based approach. This means that adding a few links does not help, which makes the approach vulnerable to the "slow-start" problem. As the text-based approach is not affected by a low number of links, it can already provide link suggestion support even for document collections without existing links.
Domain transfer
As we have seen above, the link-based approach only works well if a large number of links is available, which is hardly the case for most document collections. An obvious idea would be to use the knowledge about links and document titles from Wikipedia to improve link discovery in other document collections. However, this turns into an issue of domain transfer, and will not work in many cases.
Inside Wikipedia, it is valuable knowledge to know that the anchor phrase Java 5 almost always points to the article about the programming language Java. However, this does not help us to decide in other document collections, where there might be no such document or in collections where there are more specific documents. In a document collection about programming languages there probably exists one page for every version of Java. This cannot be captured by using the knowledge derived from Wikipedia.
IV. SUMMARY
In this paper, we evaluated automatic link discovery approaches on a test collection derived from Wikipedia, and showed that the link-based approach outperforms all other approaches if a huge amount of link data is available. As a consequence, link-based approaches suffer from the "slow start" problem, i.e. in a collection with only a few links they do not provide helpful link suggestions. Their performance only gets acceptable, when a large number of links is manually added to the collection. In contrast, the text-based and title-based approaches are able to provide linking support for arbitrary document collections with only slightly worse performance.
