A new object-oriented mapping approach is proposed based on nonlinear subspace feature analysis of hyperspectral data. A nonlinear manifold learning approach ISOMAP were utilized to obtain subspace feature representation of hyperspectral remote sensing imagery. Afterwards, the extracted subspace feature images were fed into the objectoriented system. Multiresolution segmentation algorithm was utilized to extract objects from subspace feature images and support vector machines (SVM) classifier was then used to classify the object-based feature images, texture features derived from gray level co-occurrence matrix (GLCM) and wavelet filter at the pixel level of the feature images with the use of SVM classifier were used as benchmarks to evaluate the proposed algorithm. Classification results show that the proposed object-oriented nonlinear subspace analysis approach can give significantly higher accuracies than the traditional pixel-based and texture-based subspace classification.
1．INTRODUCTION
Dimensionality reduction which is mathematically projecting high dimensional data to lower dimensional subspace without losing important information process has been used to reduce redundant information, thus raising the efficiency of the data processing [1] .Nonlinear dimensionality reduction(DR), namely manifold learning(ML), have been widely introduced to model the nonlinear features (manifold) of high-dimensional data and to project the manifold onto low-dimensional space whereby the nonlinear properties of the data could be well preserved [2] . Isometric feature mapping (ISOMAP) [3] which is one of the global ML determines a globally optimal coordinate system for the nonlinear data manifold; Bachmann et al [4] demonstrated its potential for data representation and classification of hyperspectral data. Some unsupervised local manifold nonlinear learning methods have previously been incorporated into the Knearest neighbour classifier (kNN) for classification [5] , the experiment gained better results than the original hyperspectral data with no dimensionality reduction. Fauvel etal [6] applied kernel PCA (KPCA) to airborne hyperspectral data sets prior to the application of support vector machines (SVM), and showed that KPCA extracts more informative features than conventional PCA, justifying the use of KPCA in combination with SVMbased classification. Ma et al [7] generalized a new weighted kNN classifier from the kernel view and applied it to hyperspectral image classification.
By summarizing the manifold learning and classification methods for hyperspectral data, it can be found that these approaches always focuses on pixel-wise classification that only utilizes spectral information associated with a given pixel location and ignores important spatial relationship with neighbouring pixels. Pixel-based classification often leads to a ' salt-andpepper' appearance. It is also difficult to flag outliers in a homogeneous area and discriminate the spectrally similar class when contextual information is not considered [8] . For the sake of exploiting both spectral and spatial information contained in hyperspectral images, an objectoriented subspace analysis for the classification of hyperspectral images is proposed. ISOMAP is employed to reduce the dimensionality of hyperspectral images and extract the spectral subspace feature from hyperspectral images. The proposed approach operates on many more object-related features than typically available with pixelbased approaches.
2．METHODOLOGY
In this paper, nonlinear manifold learning methods and the object-oriented classification technique were integrated in order to make use of both spectral information (feature vector of the pixels) and spatial information (size, shape and adjacency to other pixels) for hyperspectral data.The proposed object-oriented nonlinear subspace feature analysis approach involves three main steps:
(1)Preprocessing: because of memory and computational constraints, the hyperspectral images are divided into 50*50 tiles. The manifolds derived from the individual tiles using ISOMAP are then aligned and stitched together to recomplete the whole feature scene. the coordinate transformation from the jth tile to the ith can be estimated using the pseudoinverse LLE mapping proposed by Bachmann et al. (2005) In this paper, the linear spectral unmixing (LSU) are used to represent the feature space. Feature images of the abundance components are appropriate to be fed into the object-based classifier.
(2)Segmentation: objects are extracted from the feature images. Definiens® Professional 7.0 Program is used to yield meaningful objects or segments by considering the optimal combination of parameters.
The spectral characteristic for each object is calculated by averaging the spectral vectors of all pixels within this object.Appropriate segmentation parameters are determined subjectively by comparing segmentation results with class label maps and classification accuracies.
(3)SVM-based classification: The radial basis function (RBF) kernel is used due to its effectiveness in many classification problems.
EXPERIMENTS AND ANALYSIS
This experiment included the Indiana Indian Pine with the 200 spectral channels acquired by the AVIRIS sensor in June 1992 at 25-m spatial resolution [9] . The RGB image and the ground-truth reference map are presented in Fig.1 . Corn-min and soybeans-clean which are difficult to discriminate. Numbers of training-test samples are listed in Table 1 . In this paper, the images are divided into nine tiles, for each tile, manifold coordinates are derived using ISOMAP. Fig.2 shows feature images of each tile derived from ISOMAP after alignment than prior to alignment, the full-scene feature images have smaller discontinuities between adjoining tiles after alignment than prior to alignment. Feature images are ordered in term of image information. The first feature image has most information. They clearly reflect different gray value for the different classes. We can see that each feature images has different information. Image texture is more abundant. Fig.2 . ISOMAP feature images of the first three manifold coordinates 1-2-3 after alignment than prior to alignment In order to evaluate the effectiveness of the fullscene global manifold coordinate system. Train samples and test samples have the same data points for each ISOMAP provide consistent comparisons. Fig.3 (left) contains plots of the first two coordinates which ISOMAP applied directly to the original all train samples. Plots of the first two-dimensional coordinates for randomly sampled 10% of test samples in the full-scene global manifold coordinate system are shown in Fig.3 (right) . Table 2 .It shows that the feature images provides better separation of multiple classes. Particularly, C3 (corn, in tillage) and C12 (soybeans, high tillage) which are spectrally similar classes and difficult to discriminate could be well separated in 12-dimensional subspace features. Table 2 . Class-specifi c overall accuracies (%) from pixel-based (P) and object-oriented (O) classification in 12-dimensional different subspace features
The following Fig.3 compares the classification maps of the 12-dimensional ISOMAP feature images for the pixel-based and object-oriented classification. It can be observed that the object-oriented classification reduced the ' salt-and-pepper'effects resulted from the pixel-based classification. They avoided the misclassifications and uncertainty in homogeneous regions. In addition, the classification results are easy to save in a vector format as used for Geographic Information System (GIS) files and more appropriate for the vector-based post-processing. GLCM and Gabor wavelet which have been exploited both spectral and spatial information in hyperspectral images are implemented as benchmarks to evaluate the proposed algorithm. Four GLCM measures, homogeneity, angular second moment, dissimilarity and entropy are used to extract texture features from 12-dimensional ISOMAP feature images. The resulted spectral-textural hybrid feature images are classified using SVM classifiers.Their overall classification accuracies are 85.8%, 97.8%, 90.0%, and 88.4% for pixel-based, objectbased, GLCM-based, Gabor-based for 12-dimensional ISOMAP feature images , respectively, Therefore, it can be said that the proposed object-based feature classification algorithm is more effective in simultaneously exploit spectral and spatial information in terms of accuracies and computational cost.
CONCLUSION
This investigation further validates that the objectoriented features analysis gives much more accurate mapping results than the pixel-based classification. ISOMAP feature images give higher classification accuracies than the full dimensional image. It can be said that the integration of subspace analysis and object-based processing is effective for spectral/spatial information extraction and classification from hyperspectral data.
