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ABSTRACT 
Results are reported of an attempt to find “good” bounds for the projection 
constants of real Banach spaces of dimension < 9. 
INTRODUCTION 
This note is an attempt to find “good” bounds for the projection 
constants of real Banach spaces whose dimension does not exceed 9. It is 
organized as follows. 
Section 1 is devoted to the theoretical preliminaries. In fact, alI the theory 
that is needed is essentially taken from the paper [l] on which our work is 
based; therefore, we refer to it for details and proofs of the results quoted. 
In Section 2 we describe our results; some of them have been obtained 
with the help of an IBM AT personal computer. 
Section 3 contains a few summarizing remarks and the proofs of the 
theorems that have been stated. 
1. THEORETICAL PRELIMINARIES 
Let Y be a real Banach space and X a (closed) subspace of Y. The 
relative projection constant of X in Y is 
h(X,Y)=inf{IIPIIIP:Y~X, P isaprojection}, (1) 
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and the absolute projection constant of X is 
A(X)=sup{A(X,Z)]XcZ}. 
We shall consider only finite dimensional Banach spaces; therefore the 
infimum in (1) is attained and X(X, Y) can be computed with the formula 
(see PI) 
h(X,Y)=sup{)trT]x]/T:Y+Y,T(X)cX, r(T)=I}, (2) 
where tr T 1 x is the trace of T restricted to X, and v(T) is the nuclear norm 
of T. 
Of special interest is the case when X can be embedded (isometrically) in 
an Z,(n) for some n, since then h(X, Z,(n)) = A(X). Note also that the 
nuclear norm v(T) of an operator T: Z,(n) -+ Z,(n) can be easily computed 
with the formula v(T) = Xi supi]tij], where T is the matrix (tij). If we set 
C,=sup{X(X)(dimX=n}, (3) 
then, as it is well known, 
en<&. (4) 
The upper bound in (4) is asymptotically the best possible; this has been 
recently proved by KGnig [2]. 
A useful improvement of (4) has been obtained in [ 11. Let subscripts 
denote the dimension of the space; for k < n set 
Then we have 
THEOREM 1 [l]. 
X(k,n)df(k,n)= 
k+/k(n-k)(n-1) 
fl (5) 
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To our best knowledge the exact value of the numbers X( k, n), even for 
small dimensions, is known only in cases where we have equality in (5). Some 
cases where this can happen are described in another theorem from [l]: 
THEOREMS [l]. Let l<k<n. Then (a)-(p) where 
(a) there is a subspace X, c Z,(n) with X(X,) = f(k, n); 
(j.3) there is un n X n matrix S = (sij) such that lsijl = 1, sii = 1, ad the 
eigenvalues of S are 
6,(S)= *-. =S,(S)= 
nf(k, n) 
k 
and 
6,+,(S)= *** =6,(S)= 
4 - f(k, 4) 
n-k ’ 
Note that the matrices A and T of Theorem 2 of [l] are related to S by 
S=nT,and 
Cl + cn 
T=I- 
Cl - C” f(k4 l-f(k,n) 
2 
+A- 
2 ’ C’=k’ %I= n-k . 
Note also that v(S) = n, S2 - n(cl + c,,)S + n%,c,Z = 0. 
If such a matrix S as in (p) exists, it is symmetric. If S solves the problem 
[k, n], then 2Z- S solves [n - k, n]. 
The above theorem gives a motivation for the following definition: 
~(k,n)=sup{X(X,,~,(n))lX,c~,(n)}; (6) 
of course 1 Q p(k, n) < X(k, n) d f(k, n). 
Using (2), we see that p(k, n) can be computed with the formula 
Here the supremum is taken over all the T : l,(n) + Z,(n) with V(T) = 1, and 
a,( T ) are the eigenvalues of T. 
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In the optimal case of (p) T has the k-fold positive eigenvahre f(k, n)/n 
and the (n - k>fold negative eigenvalue [l- f(k, a)]/(n - k). 
Let us now recall the known cases of existence of a matrix S as in ( p ). As 
usual, see [l]. 
(a) S always exists in the cases [l, n] and [n - 1, n], with f(1, n) = 1 and 
f( n - 1, n) = 2 - 2/n respectively. The first case is trivial; the hyperplane 
case [n - 1, n] was already fuhy described by Bohnenblust [3]. 
(b) If there exists a matrix S for the problem [k, n], then (21- S) solves 
the problem [n - k, n]. This has already been remarked. 
(c) As has been pointed out in [2] we have 
k(k+l) 
n> 
2 
=) f(k,n)>h(k,n), (8) 
i.e., we have nonexistence of an S when n > k(k + 1)/2. 
(d) If 2k = n [and f(n/2, n) = (lt -)/2], we have existence for 
example in the following cases: 
[1,2], [3,6], [5,10], [7J41, [9,18], [139261, 
and we have nonexistence for example in the cases [11,22], [17,34]; see [l]. 
In Section 3 we shall prove nonexistence in the cases [2n,4n], n = 1,2,. . .; 
this is apparently a new result. 
(e) If k = (n -6)/Z [(n + &)/2] with f(k, n) = (1+6)/Z - l/h 
[(l - 6)/2], we have existence for n = 4N, the smallest examples thus being 
[6,16], [lo, 161; the corresponding matrices are tensor products. 
(f) Other cases of existence for S are to be found in [2], the smallest being 
[7,281. 
In part, as a consequence of the previous results we have: 
case [2, n]: existence only for n = 3; 
case [3, n]: existence only for n = 4,6; 
case [4, n]: existence only for n = 5; 
case [5, n]: existence only for n = 6,10; 
case [6, n]: existence only for n = 7,16; 
case [7, n]: existence only for n = 8,14,28; 
case [8, n]: existence only for n = 9. 
Some of the nonexistence cases listed are not mentioned in [l] or [2]; we give 
a proof in Section 3. 
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On the basis of 
k(k + 1)/2)? 
A positive answer would imply that C, < f(k, k( k + 1)/2). Noting that S 
exists in the case [2,3] and that f(2,3) = :, one can see that for k = 2 the 
conjecture reduces to the famous question: is C, = !j? 
We shall also make use of these other results taken from [l]. Let 
T: Z,(n) + Z,(n) be an n X n matrix. Then 
Note that an S as in (p) is such that v(S/n) = tr(S/n) = &6~(SS/n) = 1. 
Moreover, 
v(T) = x6;(T) = I (10) 
implies that T is sign-symmetric and the absolute value sum of the elements 
of a column is constant. 
2. RESULTS 
We shall try to evaluate only the numbers p( k, n), k < n. To avoid 
trivialities recall that ~(1, n) = p(n,n) = 1. Thus we shall always assume 
that 1.~ k < n. Recall also that in the hyperplane case [n - 1, n] we have 
~(n - 1, n) = f(n - 1, n) = 2 - 2/n. What follows is a description of our 
method to obtain “good” bounds for the numbers p(k, n). First note that 
lower bounds for p(k, n) are trivially obtained using (7), i.e. computing a sum 
of k eigenvalues of any A with v(A) = 1 (of course, we shall have a nontrivial 
lower bound only when the result is greater than 1). 
As we have ah-eady remarked, the characterization of an extremal T when 
p(k, n) < f(k, n) appears to be very difficult. 
Let us consider the problem [k, n]. If there were a matrix S as in ( p ), 
then p(k, n) = X(k, n) = f(k, n) and S would have one positive eigenvalue 
k-fold and one negative eigenvalue (n - k)-fold; moreover, sij = sil(sij) = 1 
and sit = 1. 
Let us denote by S, the set of all n X n matrices S such that S is 
symmetric, s,, = 1 and ]sil] = 1. If S E S,, then trS = n, trS2 = &S,!(S) = n2. 
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Denote by G, the set of all n X n matrices G such that 
v(G) = n, tr(G’) = n2. 
Using Lemma 1, one can easily see that 
when SE&, and K=diag(k,,..., k,), ki >, 0, C,k, = n. We shall call the 
matrix SK a perturbation of S. 
If M, is the class of all n X n matrices A4 with v(M) = n, then of course, 
S, c G, c M,. One might think that an optimal matrix for the problem [k, n] 
could be found (apart from normalization, i.e. dividing by n) in the restricted 
class G,, but unfortunately we do not have a proof for this. Of course, this 
possibility is suggested by Theorem 2 and by (9) and (10). It is perhaps worth 
noticing that the numbers f(k, n) can be obtained as the solution of the 
problem 
maximize F(r, ,..., xk,xk+i ,..., x,)=x,+x,+ f.. +x, 
under the conditions 
5 xi= f: x:=1. 
i=l i=l 
So we proceed this way: first we select an optimal (when possible) or a 
good matrix S E S, for the problem [k, n]. Then we compute an optimal 
(when possible) or a good perturbation of S, i.e. a matrix G of the form SK. 
The resulting matrix G seems sometimes to be (close to) optimal. This is 
based on the belief that usually an optimal matrix in G, for the problem 
[k, n] is a perturbation of an optimal matrix in S, (however, we have a 
counterexample for the case [3,8]; see below). 
We list now some other facts which are relevant to our problem. 
(i) If m < n then p(k, m) < p(k, n). This is trivial. 
(ii) All the eigenvalues of a G E G, are real. See Section 3 for a proof. 
(iii) If Gi’) is the subset of G, consisting of the matrices which have 0 
as a pfold eigenvalue and if pcP)(k, n) is the corresponding sup, then 
/.hP)(k, n) G f(k, n - p). Note that if 0 is a pfold eigenvalue for S E S,, then 
any perturbation SK is in G, . (‘) See Section 3 for a proof. 
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(iv) If A E S, gives a lower bound for JL(~, n) then the matrix 2Z- A 
is in S, and gives a bound for /.~(n - k, n). In particular, observe that 
f(n-k,n)=f(k,n)+l_2k/n. We will call 21-A the com$e~~~&~ry 
matrix of A. If G E G,, then in general (21- G) 4 G,, since in general 
v(2Z - G) > n, so we do not have complementary matrices in the class G,. 
(v) It is an empirical but useful remark that we have interesting lower 
bounds for p( k, n ) with a matrix G E G, only when G does not have 
eigenvalues in the interval (0,2), i.e. when k eigenvalues are greater than or 
equal to 2 and n - k eigenvalues are less than or equal to 0. 
We shall use the notation s(k, n) and g(k, n) for the optimal bound (also 
for one which is believed to be optimal) of the problem [k, n] in S, and G, 
respectively; sA( k, n), gA( k, n) are bounds obtained with a certain matrix A 
in S,. 
We shall discuss the cases [k, n] with 2 < k < n - 2, 4 < n Q 9. For later 
use recall that the matrix 
1 -1 -1 
S,= i -1 1 -1 1 , 
-1 -1 1 
with characteristic polynomial (x - 2)2(x + l), solves [2,3], giving s(2,3) = 
f(2,3) = ~(2,3) = t, which is the conjectured value for X(2, n), n a 3. Of 
course, in order to show that for n > 3 we have ~(2, n) a i, it is enough to 
augment the matrix S, with n - 3 rows and columns of zeros, i.e. to consider 
in S, the matrix 
L n/3 
- n/3 - n/3 
- n/3 n/3 -n/3 ’ 
- n/3 - n/3 n/3 i 
We shall show, however, that in G, the same result can be obtained with a 
more “regular” perturbation, i.e. with a K = diag(k,,.. ., k,) with all k, > 0. 
n= 4 
The matrices of S, give only three different characteristic polynomials: 
the best for [1,4], for [3,4], and the best for [2,4], which we now discuss. It 
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can be obtained with the matrix 
1 -1 -1 -1 
1; _; -: _; > 
-1 1 -1 1 1 
whose characteristic polynomial is x( r - 2)[ x - (6 + l)][ x + 6 - l)]. This 
gives s(2,4) = (3 + &)/4 = 1.3090; the best perturbation is obtained with 
K = diag(;, 5, $, :). The characteristic polynomial of AK is x(x + 4)(x - !)” 
which gives g(2,4) = i. Note that by fact (ii) above we know a priori that 
any perturbation K of S, could give nothing better than 4 for g(2,4), since A 
has 0 as an eigenvalue. The same will happen with the examples below for 
larger n. Thus we have s(2,4) = 1.309, g(2,4) = $ and 
l-tfi 
; < /~(2,4) < f(2,4) = 2 = 1.3660. 
n=5 
The matrices of S, give seven different characteristic polynomials. Opti- 
mal matrices for [2,5] and [3,5] are complementary. Let A and B be 
respectively such a pair; then for A we can select the matrix 
1 -1 -1 1 1 
-1 1 -1 -1 -1 
-1 -1 1 1 -1 . 
1 -1 1 1 1 
1 -1 -  1 1 I 
The characteristic polynomial of A is x2( x - 4)(x2 - x - 4), which 
gives s(2,5) = 1.3123. An optimal perturbation is obtained with K = diag( i, 2, 
29 2, g). 
The characteristic polynomial of AK is x2(x - y)2(r + 5) and gives 
g(2,5) = ;. The characteristic polynomial of the complementary matrix B is 
(x - 2)2(~ + 2)(x 2 - 3x - 2), which gives s(3,5) = 1.5123. Taking into 
account symmetries of B, we accepted the hypothesis that an optimal 
perturbation of B is to be found among the K of the form K, = 
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diag( a, a, /I, a, a) with 4a+ /I = 5. The characteristic polynomial of BK, is 
(x- 2a)2(x+2a)[r2+(2a-5)x+2a(4a-5)]. The sum of the three posi- 
tive eigenvalues is a maximum for a = (10 + 15fi)/28, which gives g(3,5) = 
(5 + 4&)/7 = 1.5224 (perhaps this is really optimal). Thus we have 
2+2&? 
+ d ~(2,s) < f(2,5) = --5~- = 1.3797, 
5+4&i- 
____ G p(3,5) < f(3,5) = 
3+2\/F; 
- = 1.5797. 
7 
5 
n=6 
The matrices of S, still do not give many different characteristic poly- 
nomials. Optimal matrices for [2,6] and [4,6] are complementary. Let A and 
B respectively be such a pair; then for A we can select the matrix 
A= 
1 1 -1 -1 -1 -1 
1 1 -1 -1 -1 -1 
-1 -1 1 1 -1 -1 
-1 -1 1 1 -1 -1 
-1 -1 -1 -1 1 1 
_-1 -1 -1 -1 1 1 
The characteristic polynomial of A is x3(x - 4)2(x + 2), which gives s(2,6) 
= $. As could be expected, no perturbation K improves this value, i.e. 
g(2,6) = $ 
The characteristic polynomial of B is (x - 2)“(x + 2)“(r - 4), which gives 
s(4,6) = :. It is apparently true that also in this case there is no K improving 
this value, i.e. g(4,6) = 5. 
For [3,6] we have a “solution” in S,, given for example by the matrix 
1 1 -1 1 -1 1 
111111 
-1 1 1 1 1 -1 
1 1 1 1 -1 -1 
-1 1 1 -1 1 1 
1 1 -1 -1 1 1 
whose characteristic polynomial is [x - (6 + l)] 3 [ 1c - (6 - l)] 3, which gives 
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(1 + &)/2 = s(3,6) = g(3,6) = ~(3,6) = X(3,6) = f(3,6). Thus we have 
; d p(W) < f(2,6) = 
1+m 
____ = 
3 
1.3874, 
; d ~(46) < f(4,6) = 
2+m 
___ = 
3 
1.7207. 
n=7 
Optimal matrices for [2,7] and [5,7] are complementary. Let A and B be 
such a pair, respectively; then for A we can select 
I 
111 l-1 -1 1 
111 1 1 11 
111 1 1 11 
A= 111 l-l -1 1 1 . 
The characteristic 
s(2,7) = 1.324. An 
-111-l 1 11 
-111 -1 1 1 1 
111 1 1 11 J 
polynomial of A is x4(x - 4)(x2 - 3x - 12), which gives 
optimal perturbation is obtained with 
The characteristic polynomial of AK is x4(x - ‘;‘)“(x + z), which gives 
g(2,7) = $. The characteristic polynomial of B is (x - 2)4(x + 2)(x2 - x - 14), 
which gives s(5,7) = 1,7535. It appears as if no K improves, i.e. g(5,7) = 
s(5,7). Let C, D be a choice in S, of complementary matrices optimal for 
[3,7] and [4,7] respectively: 
C= 
1 -1 -1 -1 -1 1 -1 
-1 1 -1 1 -1 -1 1 
-1-l 1 1 1 1 1 
-1 1 1 1 1 -1 1. 
-1 -1 1 1 1 -1 -1 
1 -1 1 -1 -1 1 1 
-1 1 1 1 -1 1 1_ 
The characteristic polynomial of C is x7- 7x6 +60x4 - 176x2 - 128x [the 
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roots being 0,(3 f a)/2 and the double roots (6 + l), ( - 6 + l)]; 
this gives s(3,7) = 1.5962. An optimal perturbation of C is K = 
diag(a, /I, (Y, (Y, OL, (Y, p) with OL = ; and p = &. 
The characteristic polynomial of CK is 
i 
3 
x x6 
75 7s 
-7x5+&x3_81r_38 , 
I 
which possesses the triple root 7(1+ \/s)/S, thus giving g(3,7) = (1 + 6)/Z 
= f(3,6). The characteristic polynomial of D is x7 - 7x6 +80x4 - 80x3 - 
256x2 +192x +320, which gives s(4,7) = 1.7392. It appears as if no K 
improves, i.e. g(4,7) = s(4,7). Thus, we have 
$ Q ~(2,7) < f(2,7) = 1.3922, 
1+&? 
- Q p(3,7) < 
2 
f(3,7) = 1.6407, 
1.7535 Q j~(5,7) < f(5,7) = 1.8208, 1.7392 < ~(4,7) < f(4,7) = 1.7836. 
n=8 
For the case [2,8], [6,8] 
Let C, D be a choice 
[3,8], [5,8] respectively: 
1 1 -1 -1 1 -1 1 
c= 
I 
; _: 
1 -1 
1 -1 
1 1 
see [4]. 
in S, of complementary matrices optimal for 
-1 1 1 1 1 1 
1 1 -1 -1 -1 1 
1 -1 1 1 -1 1 
-1 1 -1 1 1 1 
1 -1 1 1 -1 -1 
11 1 l-l 1 
-1 1 -1 -1 1 -1 
1 1 -1 1 -1 1 
The characteristic polynomial of C is x3(x +2)(~-4)~(x~- 2x -12)= 
x8 - 8x7+ 104x5 - 64x4 - 384x3, which gives s,(3,8) = (9 + m)/8 = 
1.5757. Since 0 is a triple eigenvalue for C, we have that for any perturbation 
K we cannot get anything better than f(3,5) = 1.5797 [see fact (iii)]. The 
characteristicpolynomialof D is(x- 4)(x - 2)3(x +2)2(x2- 2x - 12), which 
gives s&5,8) = 1.8256. It appears as if no K improves: i.e., g(5,8) = s(5,8). 
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We now exhibit the counterexample mentioned above. Let L, M be 
complementary matrices for [3,8] and [5,8] respectively, where 
r 
11 1 11 -1 1 
11 1 11 11 
11 1 -11 11 
L= : ; -; ; ; -1 1 
1 1 
-11 1 -11 11 
11 1 11 11 
_-1 1 -1 1 1 1 1 
The characteristic polynomial of L is 
=x8 - 8x7+80x5 - 256x3 - 192x2, 
-1 
1 
-1 
1 
1 ’ 
1 
1 
l_ 
a" 
which gives ~~(3’8) = 1 + G/4 = 1.559. An optimal perturbation is obtained 
with 
The characteristic polynomial of LK is 
x2x- 3 
i 
4(1-6) 3 
i( 
x+4(G-1) 3 
i 3 ’ 
which gives g,(3,8) = (1 + fi)/2 = f(3,6). The characteristic polynomial of 
M is 
which gives ~~(5,s) = (5+ fi)/4 = 1.809. It appears as if no K improves, 
i.e., g(5,8) = s(5,8). Note that s&3,8) > s,(3,8) but g&3,8) < g,(3,8). This 
phenomenon is probably due to the fact that 0 is a double root for L and 
triple for C. 
We describe at some length the case [4,8], since it appears to be the most 
interesting one. Although there are many different characteristic polynomials 
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for this problem in S,, we believe that we have really picked up an optimal 
matrix A in S, (here the computer is understandably of great help; actually 
one cannot do without it). This matrix is 
A= 
1 -1 -1 -1 -1 -1 -1 1 
-1 1 1 1 -1 1 -1 1 
-1 1 1 -1 -1 -1 1 1 
-1 1 -1 1 1 -1 -1 1 
-1 -1 -1 1 1 -1 1 -1 
-1 1 -1 -1 -1 1 -1 -1 
-1 -1 1 -1 1 -1 1 -1 
1 1 1 1 -1 -1 -1 1 
The characteristic polynomial of A is 
x8 - 8x7 + 112x5 - 80x4 - 576x3 + 128x2 + 1280x + 768 
which gives s(4,8) = (36 + m + 4)/8 = 1.7892. Taking into account sym- 
metries of A, we accepted the hypothesis that an optimal perturbation is to 
be found among the K of the form 
K,=diag(ff,P,a,a,P,a,B,rS) with /3=2-a. 
The characteristic polynomial of AK, is 
x8 - 8x7+ 16a(a2 - 6a + 12)x5 - 16a3(8 - 3a)x’ 
- 192a2(a +2)(2-a)2x3+128a3(2-a)2(5a- 4)x2 
+256a3(2 - a)3(2+3a)x +768a4(2 - a)". 
It is a remarkable feature of these perturbations that they preserve the 
same structure of the roots of A. In fact, one can verify that the above 
polynomial can be factorized as follows: 
(x + b)(x - C)“(X + cq3(X - h) 
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with 
c = a + (So - 3&“, d = (So - 3@” - a, 
h = 4 - 3a + (16 - 3as)1’2, b = (3a - 4) + (16 - 3c~~)l’~. 
Here 0 < a < 2. The sum of the four positive eigenvalues is 3c + h, i.e. 
4 + 3(8a - 3a2)‘12 + (16 - 3a2)lj2; and this is a maximum for a = z(fi - 1) 
= 1.0971, which gives (3c + h)/8 = g(4,8) = 1.7923. It is worth noticing that 
one can almost achieve this maximum by simply maximizing the coefficient 
of x (in fact, this is obtained with a = (2 + 4&)/7 = 1.0938 and gives 1.7922: 
a very slight difference). Since usually one is not able to factorize the 
characteristic polynomial, it is a useful empirical deduction that in many 
cases the maximization of the coefficient of x gives a polynomial which is 
optimal or close to optimal. See also the next section for this. 
Thus we have (see also (4)): 
1+&i 
; < /~(2,8) < f(2,8) = -4--- = 1.3956, 
1+Js 3+G 
~<p(W)<f(W)= 8 = 1.6558, 
1.8256 < ~(6,s) < f(6,S) = 1.8956, 
1.8256 < /~(5,8) < f(5,S) = 1.9058, 
1+fi 
1.7923 < /.~(4,8) -C f(4,8) = 2 = 1.8228. 
n=9 
We shall discuss in some detail only the (complementary) cases [4,9], [5,9]. 
For [2,9] it seems that the “good” matrices in S, all have the eigenvalue 
0 &fold (and therefore we know a priori that no perturbation can do 
better than $). We have found a matrix with characteristic polynomial 
re(zs - 9x2 +60), which gives 1.24. (This is very unlikely to be optimal in 
S,.) For [3,9] it seems that the “good’ matrices in S, all have the eigenvalue 
0 4fold [and therefore we know a priori that no perturbation can do better 
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than f(3,5) = 1.5791. We have found a matrix with characteristic polynomial 
x4(? - 9x4 -I- 176x’ - 80x - 528), which gives 1.53.. . . We shall not discuss 
the complementary cases. 
For the case [4,9] a very good (perhaps optimal) matrix in Ss is 
A= 
1 -1 1 -1 -1 1 1 1 -1 
-1 1 -1 1 1 -1 1 1 1 
1 -1 1 1 1 1 -1 1 -1 
-1 1 1 1 1 l-l 1 1 
-1 1 1 1 1 -1 -1 1 -1 . 
1 -1 1 1 -1 -1 1 -1 1 
1 1 -1 -1 -1 -1 1 1 1 
1 1 1 1 l-l 1 l-1 
_-1 1 -1 1 -1 1 1 -1 1, 
The characteristic polynomial of A is 
(x +2)“(x - 4)(x2 -4x-4)2(rs-*-4), 
which gives s(4,9) = 1.8020. For symmetry reasons, as usual, we consider 
only perturbations of the form K, = (a, 8, p, LX, (Y, (Y, (Y, (Y, LX) (7a! + 2/3 = 9). 
The value (Y = 1.0214, which is the larger root of 112a2 - 273o+ 162, 
maximizes the coefficient of x; the characteristic polynomial of AK, gives 
g(4.9) = 1.8032 (see [4] for details). 
Let B be the complementary matrix of A. Its characteristic polynomial is 
(x - 4)2(r +2)(x - 2qq2(r +2&)” (r-qq*-q, 
which gives s(5,9) = 1.9131. It appears as if some perturbations BK give a 
very slight improvement of s(5,9); namely, something like 1.9137. (We did 
not attempt to prove that this numerical evaluation is reliable, or even to find 
an optimal perturbation.) Thus we have 
1.8032 < p(4,9) < f(4,9) = 
4+4@i 
g = 1.8490, 
1.9130 (j&(5,9) < f(5,9) = 1.9610. 
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3. COMMENTS AND PROOFS _ 
It appears to be very likely that the conjectures 
1+fi 
n > 3, p(3,n)=-_, n>6, 
are true at least for small values of 12. The evaluation of ~(2, n) for large n 
seems to be difficult. For the problem [2, n] the “good” matrices in S, will 
have 0 as an eigenvalue of large multiplicity, probably exactly (n - 3>fold. 
This can be conjectured from the fact that the determinant of a matrix in S, 
is an integer, whereas a polynomial behaving like the ideal one (i.e. a 
polynomial with double root equal to 4n/3 and a corresponding negative 
root of multiplicity n - 2) will have a very small product of the roots; 
similarly, the last coefficients will be small. The K-perturbations are therefore 
of no use for increasing the value i. Thus we conjecture that if there is an n 
such that ~(2, n) > $, then a corresponding matrix of M, is not in G,. 
Parallel considerations can be made for ~(3, n). 
As we have already remarked, it is an empirical result that, when we are 
looking for an optimal perturbation K for a matrix A E S, for a problem 
[k, n], it is a good approximation to select a K which maximizes the absolute 
value of the coefficient of x in the characteristic polynomial of AK (note 
that, obviously, no perturbation K can increase the absolute value of the 
determinant of A). If 0 is an eigenvalue, then it is the last nonzero coefficient 
to be maximized. 
Also, in order to select optimal or “good” matrices of S, one has to look at 
those whose characteristic polynomials have last coefficients of large absolute 
value (possibly with sign permanence). We did not attempt to obtain formal 
theorems on these facts, the only goal being to facilitate numerical experi- 
ments with a computer. 
We now give the proofs of the few theoretical results that we have given 
in this work. 
Nondstence of a Matrix S E S, as in (6) of Theorem 2 
First note that a necessary condition for such an S to exist is that the 
number (2k - n)(n - l)‘/*[k(n - k)]-‘I* is an integer (see [l], normalized 
problem, p. 348). Keeping in mind (c) of Section 1, when 2k # n an 
immediate direct computation shows that no S exists in the cases listed in (f). 
We state now as a general result the nonexistence of an S in the case [2n,4n] 
[see (d) of Section 11. 
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Define 
A,,= {S-Z,Sd,}, B,= {AEA,:(A~,A~)=o,~#~}, 
where Ai=(aii,ais,..., a J and (. , * ) is the usual scalar product. It is clear 
that the nonexistence of an S for the problem [2n,4n] is a consequence of 
the following: 
THEOREM. Bdn = 0. 
Proof. First remark the following: if C is a permutation matrix (i.e. a 
matrix whose rows and columns have exactly one entry equal to 1 and ah 
other entries equal to 0), then, as it is easy to see, A E A,, =$ C’AC E A, 
and BEB,, - C-‘BC E B,. Using a permutation matrix, we can inter- 
change lines in a given matrix: if the ith row is interchanged with the jth, 
then the same happens with the ith and the jth column. 
Assume now that there exists a B=(bij)~B,. Let r (O<r<4n-1) 
be the number of entries equal to - 1 in the first row. According to the 
above remark, we assume, without restriction, that b,,, = . * . = b,, ,+ i = - 1 
(b,, -0; b,,,=lfor t>r+l). 
Since (B,, BI) = 0, j > 1, we have Cqzs( B,, Bj) = 0, i.e., 
X~~z(Cf~2bl,ibj,i) = 0. Hence 
b,,s(O+ ba,s + . * . + b,,,,)+ h,&,z +O+ h,s + . . . + Lx) + . . . 
+ bdbs.4n + . . * + h-m +O) = 0. 01) 
The sum (11) is built up of s terms of the form bljbii + blibii = hji, where 
s = (4n - 1)(4n - 2)/2. Because of the symmetry of B, the only possible 
values for hji are - 2,0,2. Since hji = 0 if and only if blj = - bli, we have 
exactly r(4n - r - 1) times that h,, = 0; hence we have in (11) exactly 
t=s-r(4n-r - 1) nonzero terms. Now s is always odd and r(4n - r - 1) 
is always even; therefore, t is odd and (11) cannot be fulfilIed. n 
We shah now prove the assertions concerning the properties of the 
perturbations K which produce the set G, from S,. 
THEOREM. A matrix G E G, has all its eigenvalues real. 
Proof. If GEG,, then G=AK with AES, and K=diag(k, ,..., k,) 
with &k, = n, k, 2 0. There is no restriction in assuming that ki > 0 for 
every i (if p terms are 0, then just consider the problem in G,_,). 
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We need to prove that all the roots of det( A I - AK) = 0 are real. Since 
detK#O, we have det(hZ-AK)=0 CJ det(K-‘) det(XZ-AK)=0 ti 
det(X K- ’ - A) = 0. Since K -’ is positive definite and A symmetric, then, 
as is well known (see for example [5, p. 396]), there exists a nonsingular 
matrix R such that 
RTAR=A, R*K-lR=Z ( RT is the transpose of R) , 
where A is a real diagonal matrix. Now we have 0 = det(XZ - A) B 
0 = det(XK-’ - A). In fact, 
=det(XK-‘- A). 
Since all the eigenvalues of A are real, the assertion is proved. n 
The assertions on G’,P) in (iii) of Section 2 are almost trivial. If 0 is a 
p-fold eigenvalue for S E S,, then SK E GiP), since 
det SK = k,k, . . .k,,detS [K=diag(k,,...,k,)] 
and similarly for the determinants of the minors. 
That p@)(k, n) < f(k, n - p) can be seen as follows: We know that 
f( k, n) is the value of the following maximum problem: maximize xr 
+ *. . + xk under the condition Ly__,,ri = C~_‘,IX~ = 1. If p of the xi are 0, 
the sum of the squares of the remaining terms is still 1; the assertion then is 
immediate. 
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