ABSTRACT Blind Image Quality Assessment (BIQA) techniques evaluate the perceptual quality of a distorted image without access to its distortion-free version. In this paper, a novel BIQA measure is proposed in which interest points drawn by visually attractive regions in a grayscale image are characterized using a binary descriptor. Then, a regression technique maps the feature space to subjective opinion scores to provide the quality prediction. In this method, an additional image filtering step prior the feature extraction is used. The filtering is obtained as a solution to a problem of finding a correlation between the image quality and the keypoint detection results. The attention of the human visual system (HVS) in presence of distortions, mimicked by an interest point detector, is enhanced using the proposed quality-aware image filtering. A keypoint descriptor which mimics retinal photoreceptors in the HVS is also applied to the filtered images. In this paper, it is shown that the proposed BIQA method provides a highly competitive performance to the state-of-the-art measures on popular large-scale IQA benchmarks. It is also demonstrated that a simple application of the developed quality-aware filtering can improve the results of BIQA measures.
I. INTRODUCTION
The need to provide the high quality of experience for customers of a variety of multimedia applications has stimulated the growth of methods which can replace expensive, and difficult to apply in real-world techniques, image quality evaluation performed by human subjects. Such automatic image quality assessment (IQA) is particularly important for the development and comparison of algorithms devoted to many image processing tasks, including acquisition, compression, transmission, reproduction, or enhancement [1] - [3] .
The image quality assessment techniques are divided into three main categories, depending on the availability of the distortion-free reference image [4] , [5] . There are fullreference (FR), reduced-reference (RR), and no-reference (NR) or blind objective IQA (BIQA) measures. In the FR-IQA, a distorted image and its distortion-free version are compared. For example, peak signal-to-noise ratio (PSNR) is often used as a baseline FR-IQA model, despite its weak correlation with human perception. This resulted in the introduction of Universal image Quality Index (UQI) [6] in which the quality of an image is evaluated using the loss of correlation, luminance and contrast distortions. Further extension of UQI, Structural SIMilarity (SSIM) index [7] , is still widely used for comparison of image processing algorithms [8] . More recently, Zhang et al. [9] proposed visual saliencyinduced index (VSI). For a distorted image, VSI models the visual saliency of a local quality map. In other technique that uses VSI to assess a large-scale image dataset for training, image gradient magnitude multiscale maps are employed [10] . In Sparse Feature Fidelity (SFF) metric [11] , sparse features are acquired from samples of natural images and trained by a sparse coding algorithm. There are also works in which several FR-IQA measures are combined to improve the prediction performance [12] - [14] .
Reduced-reference measures take into account some properties of a reference image, and no-reference (NR) techniques have no access to such information [15] - [17] . Interestingly, the NR-IQA measures are considered more practical, since in most applications the pristine images are unavailable [4] , [5] . A more refined division of NR techniques reveals general approaches and methods which are designed for a given distortion type. The development of distortion-specific methods can be justified by the need of comparison of algorithms devoted to some isolated tasks, e.g., for compressed images, images affected by blur, contrast change, or noise [18] - [24] . Many of the recently introduced general-purpose IQA measures use machine learning and various image statistics. Here, the Support Vector Regression (SVR) is typically employed. The supervised learning alleviates, to some extent, the semantic gap between the image statistics and the perceptual quality. For example, Moorthy and Bovik in [25] introduced a two-stage framework for the prediction of the distortion type and the image quality estimation. In [26] , in turn, a single-stage framework is proposed in which generalized natural scene statistics (NSS) model in DCT domain is used. Generalized Gaussian distribution used for the description of the scene statistics of locally normalized luminance coefficients can be found in Blind/Referenceless Image Spatial QUality Evaluator (BRISQUE) [27] . Histogram-based features from joint statistics of normalized gradients magnitude and Laplacian of Gaussian (LOG) responses are used in [28] . The Oriented Gradients Image Quality Assessment (OG-IQA) index [29] uses AdaBoosting-backpropagation neural network for learning image gradient orientations. In an approach devoted to multiply-distorted images [30] , the image quality is predicted using a histogram of local binary pattern (LBP) dense descriptor calculated on the gradient map. Structural maps from images filtered with Prewitt operators and LBP extracted from texture map obtained with contrast normalization are employed in the approach introduced in [31] . A structural histogram built using LBPs and luminance histogram are introduced in [32] to characterize the HVS-sensitive features. A more advanced image descriptor, Speeded-Up Robust Features (SURF) [33] , calculated on images convolved with Prewitt filters is used in [34] . In that work, statistics for the assessed image, the image after filtering, and their SURF features are mapped into subjective scores with the SVR. Interest points are also used in BPRI [35] . The BPRI finds them in compressed images to determine their quality based on the matching of corners detected in an introduced pseudo-reference image. Then, distorted and pseudoreference images are compared using blockiness, sharpness, and noisiness metrics. The local binary pattern (LBP) descriptor characterizes local structures for sharpness and noisiness metrics.
In the literature, there are also works that do not require human ratings for training. For example, Quality-Aware Clustering (QAC) technique uses a set of centroids of quality levels to characterize four distortion types. The Integrated Local Natural Image Quality Evaluator (IL-NIQE), in turn, employs natural image statistics derived from multiple cues using multivariate Gaussian model. The above-referenced works use handcrafted features. Therefore, to overcome their limitations, Codebook Representation for No-Reference Image Assessment (CORNIA) has been introduced [36] which uses unlabeled data for learning Gabor features and then models an image with soft-assignment coding with max pooling. CORNIA uses 20K features. A more recent technique, High Order Statistics Aggregation (HOSA) [37] , employs the K-means clustering of normalized image patches and describes them using the low and high order statistics to obtain a small codebook. In HOSA, the soft assignment is used to build image representation and the SVR for the mapping of 14.7K features into the subjective scores. In [38] , a parameter-less NR measure is proposed which assesses images based on magnitudes of DCT coefficients of pixel blocks.
In approaches based on hand-crafted features, feature extraction and quality prediction steps are designed separately. Recently, due to advances in the deep neural network (DNN) architectures, these two steps are merged [39] . However, a successful application of DNNs requires a sufficient number of learning samples, often exceeding the number of images available in a typical IQA dataset. Therefore, DNN-based methods use architectures with pre-trained methods and perform fine-tuning [40] , [41] , rely on image patches with assigned subjective scores [41] - [43] , or employ FR-IQA measures to obtain approximate subjective scores for training images [43] , [44] . Another direction of research is to provide an architecture with probabilistic quality representation which can be trained using a limited number of examples [40] , use ranked image pairs [44] , or classify distortion type [45] . Interestingly, some DNNs employ codebookbased features introduced in CORNIA [44] . Despite reported successes of DNNs in IQA field, they still suffer from overcomplex architectures inherited from other vision-based tasks and the lack of ground-truth perceptual training samples. Furthermore, their complexity often requires a specific hardware configuration for efficient training, and, as identified in DNNs for image recognition [46] , they can generate incorrect answers with a high confidence in presence of small image perturbations.
The observed progress in the NR-IQA is possible due to the introduction of features that better capture image quality [37] . However, an exploration of other promising concepts which address the HVS in order to provide new insights into the IQA is still desired. In this paper, taking into account that interest point detection techniques mimic the attention of the HVS drawn by visually attractive image regions, a sequence of image operators is proposed which influences the placement of the interest points. In the proposed image filtering, the number and sequence of various image operators are determined as a solution to an optimization problem. In the problem, the filtering which makes the distortion severity easier to capture by the keypoint detector is promoted. The optimization involves an inconvenient calculation of the objective function which requires a sequential application of those operators to a set of training images and then binding the keypoint detection results with quality scores. Therefore, in this paper, a genetic algorithm is used due to its numerous successful applications to complex, nonlinear and multimodal optimization problems. For the interest point detection, Features From Accelerated Segment Test (FAST) algorithm [47] is applied since it provides reasonably stable keypoints in real time [48] . Finally, two filters, i.e., two sets of image operators, which take into account relative quality among different images or images which share a pristine image are obtained. The filtering affects the interest point detection and alters the content of images. It is assumed that the description of detected keypoints using filtered images can be used for the IQA. Hence, a novel hand-crafted blind NR technique based on a keypoint descriptor which mimics retinal photoreceptors in the HVS is proposed. At first, the FAST features are detected in filtered images. Then, they are described using Fast Retina Keypoint descriptor (FREAK) [49] . Finally, the SVR is applied for the quality prediction using histograms of the FREAK descriptors obtained for filtered images. In the paper, it is shown that the proposed BIQA method provides the highly competitive performance to the related state-ofthe-art measures on popular IQA benchmarks. Furthermore, it is investigated whether a filtering which makes distortions easier to capture by the introduced measure can be beneficial to many NR methods based on learning quality-aware image characteristics. It is demonstrated that a simple application of the filters to images processed by four BIQA methods (i.e., BRISQUE, OG-IQA, GWH-GLBP, and NOREQI) can in most cases greatly improve their quality prediction performance.
The main contribution of this study is three-fold, concerning quality-driven image filtering, the development of a novel BIQA technique, and an improvement of the state-of-the-art techniques. First, the assessed images are filtered using a set of image operators whose sequence and parameters are obtained as a solution of the optimization problem of correlating detected interest points with image quality. Second, the introduction of a novel NR method in which interest points detected in filtered images are described with the HVS-based technique and further characterized by statistics used by the SVR for the quality prediction. Third, the developed filtering can be seen as a simple improvement of several NR-IQA methods, elevating them to a new level of IQA performance on most of IQA benchmarks.
The rest of this paper is organized as follows. Section II covers the description of the proposed method. The experimental results with related discussions are presented in Section III. Finally, Section IV concludes the paper.
II. METHODOLOGY
In this section, the proposed filtering and a novel BIQA method which employs filtered images are described. The block diagram of the method is shown in Fig. 1 . The genetic algorithm finds a sequence of image operators, taking into account a relationship between the image quality and the attention of the HVS reflected by the detected interest points. Since two objective functions are used to express the need of highlighting the quality from a local or global perspective, the introduced BIQA method incorporates a binary descriptor to extract information regarding filtered regions. Then, histograms of binary strings generated by FREAK, seen as perceptual features, are learned by the SVR to obtain the quality prediction. Finally, the method called Optimized filteRing with binAry desCriptor for bLind imagE quality assessment (ORACLE) is introduced. 
A. QUALITY-AWARE FILTERING
The visual saliency (VS) reflects the attraction of the HVS to visually interesting parts of an image. Since the VS can be predicted by the interest point detectors [50] , it is assumed that a keypoint detector can be used to determine locations of image parts which are visually attractive. Therefore, in this paper, a filtering approach is proposed which aims to enhance the correlation between the perceptual quality and the keypoint detection results. This means that the assessed image would be better characterized by a descriptor working on the same filtered image which is used for the keypoint detection. Finally, such approach would allow for more efficient quality estimation of an image. A single image filtering can be found is some IQA approaches which use image statistics extracted from transformed domains. In those approaches, one image operator is applied a prori (e.g., a gradient map or LOG) and then quality-aware features are extracted [28] , [30] , [34] . However, an influence of such filtering on IQA and selection of suitable operators are not addressed in the literature. Therefore, in this work, a joint response of several operators for the development of a quality-aware filter is considered.
The problem is to find a sequence of image operators which binds the perceived quality of a filtered image to the detected keypoints. Note that some operators can be used several times in the sequence and each their application can include a different set of parameters. This results in a variablelength vector which characterizes such filtering. Let I l,k be a l-th distorted image which originated from the k-th reference image. There are K reference images (k = 1, 2, . . . , K ) and L distorted images for each k-th image (l = 1, 2, . . . , L). Then, the I l,k image is filtered and the sequence of F filtered images
In order to describe the filtering, the following sequence of parameters is used:
}, where n, m ∈ {1, 2, . . . , N } denote image operators selected out of N operators, p = 1, 2, . . . , P denotes one of their parameters, and P indicates how many parameters a given operator requires ({P n , P m } ≤ P). The m and n are introduced to differentiate the same operator with different set of parameters.
It is convenient to store the sequence of indices of F filters in the vector x, followed by their parameters. Hence, it can be considered as a vector of decision variables in an optimization VOLUME 6, 2018 problem of finding an optimal sequence of image operators. Such sequence is seen as a quality-aware filtering. In order to determine the optimal filtering,x, an objective function must be defined. Let the I l,k (x) is used to identify the result of the filtering and to represent the application of x to the image I l,k . Given I l,k (x), an interest point detector finds a set D l,k keypoints in the I l,k (x). The objective function should affect the creation of x such that the appearance of keypoints in the last image from the filtering sequence is related to the severity of a distortion. The severity of distortion is expressed by a subjective score S l,k . Therefore, the objective function is defined as the absolute value of Spearman Correlation Coefficient (SRCC) between the vector S of subjective scores for distorted images and the joint standard deviations of keypoint locations multiplied by their number, υ = {υ l=1,k=1 , . . . , υ l=L,k=K }. Here, the υ l,k for the image
, where sd() denotes the standard deviation, (a, b) denote their locations in the horizontal and vertical directions, and len() is their number. The joint standard deviation is used since the optimization based solely on the number of keypoints may lead to filtering which results in the lack of keypoints in filtered images. Furthermore, it is observed that keypoints in severely distorted images are more scattered and this can be reflected, to some extent, by the joint standard deviation of their locations.
Finally, the optimization problem is written as:
where Lb and Ub denote the values of lower and upper bound of a given parameter of the considered image operator. The absolute values in the objective function are used to equally promote negative and positive correlations.
It is worth noticing that the objective function can be calculated driven by the need of the estimation of image quality among all distorted images or images that share the same pristine image. In the first approach, the filtering ensures that the distorted images can be ranked globally taking into account the severity of their distortions. This represents a typical approach to the IQA. However, in many practical applications, distorted images which are originated from the same reference image are often compared. This represents a more local point of view on the IQA which can produce a different sequence of image operators and may lead to a different IQA performance. The second objective function is expressed as the sum of SRCCs for distorted images which share the k-th pristine image, i.e.,
In this work, both filters are applied, exhibiting better results than it can be done with a single filtering (see Section II-C).
The following ten image filters, or operators, are used in the optimization: the Prewitt horizontal edgedetection filter approximating a vertical gradient h Ph = [1, 1, 1; 0, 0, 0; −1, −1, −1], the Prewitt vertical filter h Pv = h T Ph , the Sobel horizontal edge-detection filter approximating a vertical gradient with smoothing h Sh = [1, 2, 1; 0, 0, 0; −1, −2, −1], the Sobel vertical filter h Sv = h T Sh , the Gaussian lowpass filter (3), the LOG filter (4), and the two-dimensional Laplacian operator approximated by 3-by-3 filter (5).
where σ is the scale parameter, a and b denote horizontal and vertical direction, respectively.
where α controls the shape of the Laplacian. Furthermore, gradient magnitude map (GM) obtained with the Prewitt operators, the multiplication of the image by itself, and image sharpening with the Gaussian lowpass filter and the increased contrast of the sharpened pixels are also used. The GM is computed using the Prewitt operators:
where denotes the convolution o the filter h with the image I . The image multiplication by itself is obtained as I = I · I , in which the corresponding pixels in the images are multiplied. In the image sharpening step, the image is obtained as An image obtained after filtering, I l,k (x), is processed by Features from Accelerated Segment Test (FAST) [47] technique in order to provide a list of interest points. The FAST detector uses a circle of 16 pixels to classify pixels as corners. In the method, neighboring pixels around the location of interest are numbered using 16 integers. If the predefined number of adjacent pixels is darker or brighter than the pixel in the center plus a constant, such location is considered an interest point. To speed-up computations, only four pixels are checked. Furtheremore, to enhance the generalizability of the test and the efficiency of the detector, a machine learning is applied. The FAST is currently one of the fastest corner detectors providing considerably repeatable keypoints, or corners. Non-maximum suppression based on the threshold is used to reduce the number of adjacent features [47] . In the proposed approach, the usage of FAST can also be justified by its good cooperation with a selected keypoint descriptor [49] and the availability of their implementations in Matlab.
The GA is applied to find a solution to the optimization problem and determine values ofx 1 andx 2 , wherex 1 and x 2 address the objective functions in Eq. (1) and Eq. (2), respectively. The GA or other evolutionary algorithms are often used in problems in which the objective function is discontinuous, nondifferentiable, or nonlinear. Here, the computation of the objective function requires the application of an unknown number of image operators to a set of training images, followed by the determination of their parameters and the interest point detection results. In the GA, a population of individuals evolves selectively producing offspring over generations. The offspring is obtained by a combination of chromosomes of the best solutions in the previous generation. The application of the GA to any optimization problem is associated with the development of the genetic operators such as the crossover, selection, and mutation. All these genetic operators work on a representation of the solution x. Each solution, or a chromosome, is assigned a value of the fitness function (i.e., objective function). In the problem considered in this work, x is represented by a real-valued vector. Note that x is implemented as a real-valued vector for a convenient usage of real-valued representation in the GA. However, its first part, which contains indices of image operators is rounded prior the computation of the objective function. In the GA, the scattered crossover, Gaussian mutation, and stochastic uniform selection rules are used [51] . In the initial population of chromosomes, the precedence of image operators is random, while their default parameters are used. The optimization process which leads to the quality-aware filtering is shown in Fig. 2 . The optimization experiments were carried out using Matlab with Genetic Algorithms, Image Processing, Computer Vision System, and Statistics Toolboxes. The GA parameters were determined experimentally observing the convergence of the objective function. A population of 100 individuals was used in the GA which is run for 500 generations. It is assumed that x should contain at most ten image operators (F ≤ 10). Since the computation of the objective function requires a set of distorted images along with subjective scores, a dataset which contains 100 images was prepared. In order to create such dataset, five distortion-free images that can be found in MIR-Flickr dataset [52] were converted to grayscale. Then, the following popular distortions were introduced [7] : Gaussian noise, Gaussian blur, JPEG compression, and JPEG2000 compression. For each distortion type, five distortion levels were applied. The resulted 100 distorted images were assessed using the FR-IQA SFF measure [11] . The SFF was selected since it outperforms other related measures which are often used as a proxy for subjective scores, i.e., MS-SSIM, VIF, or GSMD [44] . Some of these images can be seen in Fig. 3 . The scores obtained with SFF were used as the proxy for subjective scores S. Finally, after the application of the GA on these images, two quality-aware filters,x 1 andx 2 , were obtained. Note that the distortion types used for the determination of filters have different characteristics [24] , and finally obtained sequences of image operators take them into account to facilitate general-purpose NR-IQA. Consequently, in case, in which distortion-specific IQA is needed, an image dataset with images corrupted with the required distortion should be used. However, as shown in further sections, the introduced general-purpose method is able to satisfactorily predict the quality of images with various distortion types. Thex 1 filters an image with two Gaussian filters, the Laplacian, the Prewitt horizontal operator, and two image multiplications by itself. Inx 2 , in turn, the Prewitt vertical operator is used, followed by image sharpening, the LOG, and two additional sharpening filters. Exemplary interest point detection results in two images are reported in Fig. 4 . The keypoint detector generates a small number of keypoints in grayscale images, leaving some areas without possible description. The application ofx 1 andx 2 alters the images, and forces the keypoint detector to cover more image regions, and, as shown in the next Section, it also provides better image description which can be used for the IQA.
B. PROPOSED NR MEASURE
The introduced quality-aware filtering influences the FAST keypoint detector so that the results of keypoint detection are correlated with image quality. However, such simple objective function cannot provide satisfactory IQA performance. Therefore, it is worth considering a description of VOLUME 6, 2018 interest points which also uses the filtered image content. It is assumed that the filtering would improve the description of image regions indicated by interest points in comparison to the typically used description of a grayscale image. Since image structures carry the essential information of a scene, the HVS extracts and employs structural information for image understanding based on the perception of observed images. In many works, a spatial distribution of LBP patterns is often used to capture structural information. However, LBPs are describing all pixels in the image and, as reported in [53] , are not able to capture more complex structures, which is particularly important in the case in which a keypoint detector is used. Furthermore, LBPs are sensitive to small changes in a pixel's neighborhood, which means that, in contrary to the HVS, LBPs can report structural information in a uniform image region [53] . In this work, information carried by image regions, which are detected in filtered images, is captured by a more complex binary descriptor, FREAK [49] . This descriptor is often used for image matching and object recognition tasks. However, since its binary strings are affected by image transformations, distortions, or noise, its application to NR-IQA is worthy of consideration. To the best knowledge of the author, it is the first time a more complex binary descriptor is used for the IQA, in comparison to very popular LBPs or their variants. Note that not all keypoint descriptors can be used with FAST detector, as it does not provide the scale information. Furthermore, the applicability to the IQA of complex floating-point descriptors is limited since they are robust against many image transformations and their computation is time-consuming [34] . The FREAK keypoint descriptor uses a sampling pattern which resembles the retina structure. Taking into account that the human retina extracts information using Difference of Gaussians (DOG) of various sizes [49] , the retinal photoreceptors are mimicked by a set of partially overlapping Gaussian kernels. The kernels are placed at five concentric circles around the keypoint location. Then, intensities of image regions smoothed by kernels are compared. The descriptor is obtained as a sequence of one-bit DOG:
where R q denotes a pair of Gaussian kernels, N is the desired size of the descriptor, and
where I (R r1 q ) is the smoothed image intensity by the first Gaussian kernel in the pair R q , and I (R r2 q ) denotes the second Gaussian kernel in this pair. The most discriminative N = 512 kernel pairs are selected based on the variance of a binary distribution [49] . Finally, for the assessed image I l,k , two sets of FREAK descriptors are obtained, D l,k (x 1 ) and D l,k (x 2 ). Since distortions also affect images across scales [27] , filtered images are downsampled to calculate D scale l,k (x 1 ) and D scale l,k (x 2 ). In order to obtain perceptual features, 512-dimensional binary strings in images are first decomposed into 8-bit binary strings and then mapped into histograms of M bins. The histograms are then normalized. The number of bits used for storing parts of FREAK descriptors is selected taking into account the number of different possible values and an assumption that a binary string should be divided into equal disjunctive substrings. Furthermore, 8-bit representation for binary descriptors, which can also be seen in popular LBP, is supported by Matlab environment. Finally, ORACLE characterizes the assessed image using a feature vector composed of histograms for substrings determined for The SVR with the radial basis function (RBF) kernel is employed to learn the mapping from the feature space to the quality scores. The implementation of the proposed method uses the popular LIBSVM library [54] .
C. ANALYSIS OF THE METHOD
The introduced BIQA method is based on the filtering step which affects its quality prediction performance. Also, the impact of the number of bins in histograms used to characterize binary descriptors to the results of image evaluation requires an investigation. Therefore, the following experiments are carried out on TID2013 [55] and LIVE [7] datasets. The TID2013 dataset contains 3000 images which are corrupted by 24 distortion types, while LIVE is much smaller and contains 779 images corrupted by five distortion types.
The ORACLE is the learning-based method. Thus, a typical evaluation protocol is employed to assess its performance [56] . In the protocol, images in a given dataset are split into two disjoint subsets, i.e., the learning subset contains 80% of distorted images, while the remaining images are used for tests. Both subsets contain images that are derived from different pristine images. Table 1 reports the performance of the method for both datasets in terms of SRCC. In experiments, the scale factor of the downsampled images is 0.8. It was determined experimentally, observing that it provides stable results. The parameters of the RBF kernel-based SVR are determined using a grid search. As observed from Table 1 , ORACLE exhibits a slight performance improvement for M ≥ 10. Hence, ten bins are used in other experiments presented in this paper, providing 2560-dimensional feature vector per image in the case in which both filters are employed (x 1 ,x 2 ). Note that HOSA and CORNIA describe an image using 14.7K and 20K features, respectively. In order to show that the introduced quality-aware filtering leads to the better correlation of a metric based on histograms of binary strings for interest points with the human evaluations, different image operators and their impact on the results obtained with ORACLE are reported in Table 2 . The ORACLE with some image filtering methods or their conjunction exhibits promising performance. The cases in whicĥ x 1 andx 2 are used jointly outperform other filtering methods or methods that use two subsequent filters (e.g., GM and Sharpness). The table also contains the results for grayscale images, which additionally justify the need for the filtering step in ORACLE, i.e., the method without the quality-aware filtering is not able to provide such promising performance. Note that ORACLE, even with simple filters, demonstrates the high prediction accuracy on these datasets in comparison to other BIQA approaches presented in Section III. Fig. 5 shows how the average histograms for LIVE dataset characterize various distortions. For brevity, only the first 8-bit substrings extracted from binary strings are shown. However, ORACLE with both filtering methods exhibits unique response against different distortions, which encourages their joint usage. To further investigate the quality awareness of the considered features [32] , the t-SNE [57] method that converts high-dimensional data to low-dimensional embedding is applied. The resulted two-dimensional data is visualized as a scatterplot, considering the types of distortions and their severity. In the experiment, LIVE dataset is used. As shown in Fig. 6 , most images distorted by J2PK, WN, and JPEG are clustered and separated from other distortions. However, the embedding does not provide enough information to clearly separate images corrupted by GB and FF, as they seem to introduce artifacts which are similar in such simplified feature representation. The distortion severity is reflected by the placement of similar subjective scores in neighboring areas (Fig. 6a) . These observations confirm that ORACLE can be used either for generalpurpose or distortion-specific BIQA. 
III. PERFORMANCE EVALUATION A. DATASETS AND PROTOCOL
The comparison experiments are conducted on six large IQA benchmark datasets, i.e., TID2013 [55] , TID2008 [58] , CSIQ [59] , LIVE [7] , LIVE In the Wild Image Quality Challenge, LIVE WIQC [60] , and MLIVE [61] . The LIVE WIQC contains images captured by mobile camera devices. They are corrupted by multiple distortions; however, their evaluations were performed in an uncontrolled manner using the Amazon Mechanical Turk. The MLIVE, in turn, includes images distorted by two types of distortions. There are images distorted by Gaussian Blur followed by JPEG (GB+JPEG) and image distorted by Gaussian Blur followed by Gaussian Noise (GB+GN). The datasets contain high-quality photographs with introduced distortions and subjective ratings obtained in tests with human observers. Subjective ratings are denoted as mean opinion scores (MOS) or difference MOS (DMOS). The datasets are characterized in Table 3 . The IQA measures are evaluated by four criteria [62] , [63] : SRCC, Kendall Rank order Correlation Coefficient (KRCC), Pearson Correlation Coefficient (PCC), and Root Mean Square Error (RMSE). PCC and RMSE are calculated after a nonlinear mapping between subjective and objective scores [64] which is expressed as
where β = [β 1 , β 2 , . . . , β 5 ] are parameters of the regression model to be fitted [63] , Q is the input score, and Q p is the fitted score. A IQA metric is correlated well with human scores if SRCC, KRCC, PCC are close to 1, and RMSE is close to 0.
The introduced ORACLE is compared with the state-ofthe-art NR techniques which provide the quality assessment of grayscale images, i.e., BRISQUE [29] , GWH-GLBP [30] , OG-IQA [29] , NOREQI [34] , and BPRI [35] . The comparison also includes other recently introduced approaches for the assessment of color images, such as IL-NIQE [65] and HOSA [37] . As reported in [65] , IL-NIQE outperforms BLIINDS2, DIIVINE, CORNIA, NIQE, BRISQUE, and QAC. HOSA [37] , in turn, is better than GM-LOG, BRISQUE, or IL-NIQE. The GWH-GLBP is designed for multiply-distorted images [30] and BPRI uses interest point detection in one of its distortion identification steps.
For the fair comparison, the SVR parameters of the learning-based methods are optimized to achieve their best performance [28] , [65] . Some of them are proposed by their authors in used implementations. Similarly, the parameters of AdaBoosting BP neural network in OG-IQA are determined. For the SVR, the LIBSVM library [54] is used.
The ORACLE is run with the default parameters of FREAK descriptor and the minimum intensity difference between corner and surrounding region in FAST detector set 
B. PERFORMANCE ON INDIVIDUAL BENCHMARKS
The experimental evaluation of NR measures on all image datasets is conducted using a typical protocol (see Section II-C), i.e., to achieve content independence, datasets are randomly divided into disjoint training and testing subsets (split 80:20%). The performance of the BIQA methods, in terms of the median values of SRCC, KRCC, PCC, and RMSE over 100 training-testing iterations [56] , is reported in Table 4 . The table also contains direct and weighted averages to compare methods across all datasets. For weighted averages, the number of images in the dataset is used as its weight. The averages do not contain RMSE due to the different scale of these values for LIVE datasets. The best NR method for each performance index is written in bold. The IL-NIQE, which does not require training, is also evaluated using such subsets. Furthermore, to avoid bias and fairly evaluate the methods, all compared techniques are run on the same 100 subsets of images. In overall, ORACLE outperforms other methods, followed by HOSA. Taking into account the results for individual databases, HOSA and ORACLE perform similarly on TID2013. Here, SRCC and KRCC favor HOSA, while PCC and RMSE confirm the superiority of ORACLE. The ORACLE is better than HOSA on the remaining datasets. It is also the best NR method on TID2008, CSIQ, LIVE, and LIVE WIQC. On MLIVE, in turn, the method designed for multiplydistorted images, GWH-GLBP, outperforms other measures. However, ORACLE exhibits acceptable performance on this dataset, outperforming HOSA and NOREQI.
The similar performance of compared methods on LIVE or MLIVE datasets may require the determination whether the presented results are significantly superior. Therefore, the statistical significance of obtained results is calculated using the Wilcoxon rank-sum test. The test measures the equivalence of the median values of independent samples with a 5% significance level. The 100 SRCC values for the methods are compared. In Table 5 , the symbol '1' or '−1' denotes that ORACLE is statistically better or worse than the method in the column. The symbol '0' in the cell denotes that the compared results are statistically equivalent. The test confirms that ORACLE achieves significantly better SRCC results than most methods on all datasets. The results for HOSA and ORACLE on TID2013 and LIVE are equivalent, and GWH-GLBP is superior on MLIVE to other BIQA techniques. As demonstrated, BRISQUE, IL-NIQE, and ORACLE perform closely on MLIVE.
The ORACLE is also compared with seven recently introduced DNN-based NR methods. Note that due to a long training time these techniques are seldom evaluated on many IQA datasets using all distorted images of all reference images. The number of random train-test splits is also smaller (10) which may favor some of them. Therefore, Table 6 contains published results of methods which can be coherently compared. The PCC is reported as it takes into account ordering as well as the relative distances between scores.
The ORACLE, being the only measure for the assessment of grayscale images in this test, is highly competitive to the recently introduced DNN-based measures, with similar or better performance on TID2013 and CSIQ. On LIVE and MLIVE, the difference between results for measures is small (within 1%), and since these two datasets contain only several distortion types, they seem to be easier for DNN-based methods. The ORACLE clearly outperforms HPSC+DAP, and PQR with two architectures (AlexNet and S-CNN).
C. PERFORMANCE ON INDIVIDUAL DISTORTION TYPE
In order to evaluate methods from the point of view of the performance achieved on individual distortions, TID2013 dataset is used as it contains images corrupted by the largest number of them, compared to other benchmarks. The following 24 distortion types are considered in TID2013: #1 additive Gaussian noise, #2 additive noise in color components is more intensive than additive noise in the luminance component, #3 spatially correlated noise, #4 masked noise, #5 high-frequency noise, #6 impulse noise, #7 quantization noise, #8 Gaussian blur, #9 image denoising, #10 JPEG compression, #11 JPEG2000 compression, #12 JPEG transmission errors, #13 JPEG2000 transmission errors, #14 noneccentricity pattern noise, #15 local block-wise distortions of different intensity, #16 mean shift, #17 contrast change, #18 change of color saturation, #19 multiplicative Gaussian noise, #20 comfort noise, #21 lossy compression of noisy images, #22 image color quantization with dither, #23 chromatic aberrations, and #24 sparse sampling and reconstruction. In the experiments, the previously introduced evaluation protocol is used, and then SRCC values for subsets of testing images that are corrupted by the same distortion type are reported. The results of the comparison are shown in Table 7 . Here, the two best techniques for the distortion type are written in bold. As reported, ORACLE, IL-NIQE, and BPRI seem to address the most of the distortion types. The ORACLE, IL-NIQE, and BPRI are among the best measures 13, 14, and 11 times, respectively. Other methods yield worse performance. The results confirm the usability of the introduced ORACLE in the distortion-specific NR-IQA. The measure is able to handle popular distortions which were used in the filter design step and distortions which exhibit different characteristics.
D. CROSS-DATASET EVALUATION
A learning-based BIQA technique should maintain an acceptable level of performance on IQA benchmarks which are not applied to determine parameters of its model. Such investigation is important since large dimensionality of feature vectors for some BIQA methods may result in overfitting if used on small datasets. Therefore, to present the generalization capability of ORACLE and compare the results with other learning-based NR methods, the following experiments are conducted. The NR measures are trained on one IQA benchmark and tested on the other benchmarks. The results, in terms of SRCC, are reported in Table 8 . As shown, ORACLE provides acceptable performance whether it is trained on the large dataset which contains many distortion types (TID2013) or datasets in which only several such types are present (LIVE). In overall, ORACLE performs better than other learning-based methods, followed by NOREQI and HOSA.
E. COMPUTATIONAL COMPLEXITY
As demonstrated in the previous sections, the introduced ORACLE is well-correlated with subjective scores. However, it is desirable to investigate whether its prediction accuracy is not sacrificed by a high computational demand. The computational complexity of the methods is analyzed and compared in terms of the average time taken to assess an image from TID2013 dataset. Table 9 contains the run-time comparison. All presented experiments are performed on a CPU with Intel Core 3.3GHz, 16GB RAM, and Microsoft Windows 7 64bit. The Matlab codes of all methods are obtained from their authors. The comparison reveals that ORACLE, HOSA, and NOREQI spend a similar amount of time on the processing. However, BRISQUE and GWH-GLBP are much faster than them but they show inferior IQA performance.
F. IMPROVING PERFORMANCE OF NR MEASURES WITH QUALITY-AWARE FILTERS
To determine whether the introduced filtering can be used by methods which perform quality prediction of grayscale images, and do not use any external codebook or distortion specific steps, the following experiment is conducted. The input of BRISQUE, OG-IQA, GWH-GLBP, and NOREQI is replaced byx 1 orx 2 . Also, as it is present in ORACLE, the features produced by these methods are concatenated in the case in which both filters are used (x 1 ,x 2 ) or if they are used with the original features obtained for images from a given benchmark. The SVR parameters of these measures used in previous experiments are also employed in this test. The results are presented in Table 10 . In the table, apart from SRCC values for the methods on filtered images, the results with grayscale input are also shown. The results that outperform original performance are written in bold. As reported, the quality-aware filtering improves results of GWH-GLBP in all considered cases for four IQA benchmarks. However, for GWH-GLBP and BRISQUE, only the results with features obtained for grayscale images and both filters are improved on MLIVE. This can be explained by the difficulties in quality prediction of the multiply-distorted images by these measures which requires an additional information carried by grayscale images. Interestingly, such powerful feature combination is beneficial for all methods on almost all benchmarks. In experiments, in which both filters are involved, NOREQI, BRISQUE, and OG-IQA outperform their baseline results. The results for NOREQI and BRISQUE are particularly improved by the usage ofx 1 on the largest benchmarks (TID2013 and TID2008). To summarize, the obtained results confirm that the introduced filtering can make the distortions easier to capture by the learning-based methods. Hence, the application of quality-aware filters alone, or together with the original features, can be seen as a simple step towards the improvement of these state-of-the-art methods. It can be assumed that the future development of filters that are designed to cooperate with them would further improve their prediction accuracy.
IV. CONCLUSIONS
In this paper, a quality-aware filtering and a BIQA technique based on such filtering are introduced. The filtering is defined as a solution to an optimization problem of finding a sequence of image operators which correlates interest point detection results and image quality. The detected interest points in filtered images are described using a binary descriptor which mimics retinal photoreceptors in the HVS. Then, histograms of binary strings for keypoints are used as perceptual features for BIQA. In this work, two quality-aware filters are obtained. They represent two points of view on image quality, taking into account a comparison of the image with other images or only with the images that originate from the same distortion-free image. Apart from the presented filtering, the attempt to incorporate a complex binary descriptor to characterize visually attractive regions in filtered images is among the contributions of this work to BIQA. The extensive experimental evaluation on large-scale public IQA benchmarks reveals that the proposed ORACLE is highly competitive to the state-of-the-art hand-crafted and DNN-based NR methods. Furthermore, it is demonstrated that a simple application of the developed quality-aware filters can improve the performance of the considered IQA measures.
Future work will be focused on further improvement of the state-of-the BIQA techniques via the development of optimized filters that enhance their specific capabilities. Also, the applicability of other keypoint detection algorithms and feature descriptors to BIQA will be considered. 
