We consider the half-linear second-order difference equation
Introduction
In this paper, we deal with oscillatory properties of solutions of the half-linear second-order difference equation which attracted considerable attention in the recent years. We refer to the books in 1, 2 and the references given therein. The basic qualitative theory of 1.1 has been established in the series of papers in 3-7 and it is summarized in the books 8, Chapter 3 and 2, Chapter 8 .
Advances in Difference Equations
It is known that oscillatory properties of 1.1 are very similar to those of the second-order Sturm-Liouville difference equation which is a special case of p 2 in 1.1 :
In particular, the discrete linear Sturmian theory extends verbatim to 1.1 , and hence this equation can be classified as oscillatory or nonoscillatory. We will recall elements of the oscillation theory of 1.1 in more detail in the next section. The basic idea of the discrete linearization technique which we establish in this paper is motivated by the paper of Elbert and Schneider 9 , where the second-order half-linear differential equation i Let p ≥ 2 and let linear equation 1.6 be nonoscillatory. Then 1.4 is also nonoscillatory.
ii Let p ∈ 1, 2 and let half-linear equation 1.4 be nonoscillatory. Then linear equation 1.6 is also nonoscillatory.
The linearization technique for 1.2 has been further developed in 10-12 ; see also references given therein. In our paper, we introduce a similar linearization technique for the investigation of oscillatory properties of 1.1 . This equation is regarded as a perturbation of the nonoscillatory equation of the same form:
and oscillatory properties of solutions of 1.1 are related to those of the linear second-order difference equation
where
O. Došlý and S. Fišnarová 3 with q p/ p − 1 being the conjugate number of p, and with a certain distinguished solution h of 1.7 . This enables to apply the deeply developed linear oscillation theory when investigating oscillations of half-linear equation 1.1 . As we will see in the next sections, compared to the continuous case, the linearization technique is technically more difficult in the discrete case since a nonlinear function which appears in the so-called modified Riccati equation is considerably more complicated in the discrete case. The paper is organized as follows. In the next section, we recall basic oscillatory properties of 1.1 , including a quadratization formula for a certain nonlinear function which plays an important role in subsequent sections of the paper. In Section 3, we present a discrete version of the above-mentioned result of Elbert and Schneider 9 . In Section 4, we show that under certain additional restriction on properties of solutions of 1.7 we do not need to distinguish between the cases p ≥ 2 and p ∈ 1, 2 . The last section of the paper is devoted to an application of the results of the previous sections of the paper.
Preliminaries
Oscillatory properties of 1.1 are defined using the concept of the generalized zero which is defined in the same way as for 1. .1 is said to be nonoscillatory if there exists m ∈ N such that it is disconjugate on m, n for every n > m, and it is said to be oscillatory in the opposite case.
If x is a solution of 1.1 such that x k / 0 in some discrete interval m, ∞ , then w k r k Φ Δx k /x k is a solution of the associated Riccati-type equation
If we suppose that 1.1 is nonoscillatory, among all solutions of 2.1 there exists the so-called distinguished solution w which has the property that there exists an interval m, ∞ such that any other solution w of 2.1 for which 
The next statement relates nonoscillation of 1.1 to the existence of a certain solution of the Riccati inequality associated with 2.1 . The last auxiliary oscillation results of this section are Hille-Nehari non-oscillation criteria for linear difference equation 1.3 .
Lemma 2.4 see 14 . Suppose that c k
For the remaining part of this section, we suppose that 1.7 is nonoscillatory and we let h be its solution such that h k > 0 for large k. Further, put
and define the function
Lemma 2.5. Put
where w k r k Φ Δh k /h k is a solution of 2.4 and w k is any sequence satisfying r k w k / 0. Then
In particular, if w k is a solution of 2.1 , then
with the equality if and only if v 0.
Proof. By a direct computation and using the fact that w k is a solution of 2.4 , we obtain
and hence
If w k is a solution of 2.1 , then v k satisfies 2.13 . We prove the nonnegativity of the function
as follows. By a direct computation, we have
2.17
Hence
. This proves the last statement of Lemma 2.5. Lemma 2.6. Let R, G be defined by 1.9 and 2.9 , respectively, and suppose that G k > 0 for k ∈ N. Then we have the following inequalities for v ≥ 0 and k ∈ N :
Proof. In this proof, we write explicitly an index by a sequence only if this index is different from k; that is, no index means the index k. In addition to 2.17 , we have
2.20
Consequently,
in some right neighborhood of v 0. Further, we have
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Denote by A v the expression in brackets in the last expression. By a direct computation, we have
hence sgn A v sgn F vv k, v sgn q −2 for large v, and from the computation of F vvv k, 0 , we also have q − 2 A v > 0 in some right neighborhood of v 0. Since
has no positive root observe that q − 1 v G q R − G 0 if and only if v − 1/ q − 1 rh Δh p−2 h k 1 h < 0 , this means that q − 2 A v and hence also q − 2 F vv k, v have a constant sign for v ∈ 0, ∞ . Therefore, the function F k, v is convex for q ≥ 2 and concave for q ≤ 2, and this together with 2.21 implies the required inequalities.
(Non-)oscillation criteria: p ≥ 2 versus p ∈ 1, 2
In this section, we suppose that 1.7 is nonoscillatory and possesses a positive increasing solution h. We associate with 1.1 the linear Sturm-Liouville second-order difference equation
where R and C are given by 1.9 , that is,
3.2
The results of this section can be regarded as a discrete version of the results given in 9 . 
This means that 3.1 is nonoscillatory by Lemma 2.2.
Criteria without restriction on p
Throughout this section, we suppose that R k , C k , and G k are given by 1.9 and 2.9 , respectively, and that 1.7 is nonoscillatory. 
4.1
Further, suppose that condition 3.3 holds and
4.2
If there exists ε > 0 such that the equation
is oscillatory, then 1.1 is also oscillatory.
Proof. Let ε > 0 be such that 4.3 is oscillatory i.e., ε < 1 . Suppose, by contradiction, that 1.1 is nonoscillatory, and let x k be its recessive solution. Denote by w k r k Φ Δx k / x k and w k r k Φ Δh k /h k the distinguished solutions of the Riccati equations 2.1 and 2.4 , respectively, and put v k : h p k w k − w k . Since c k ≥ c k for large k, it follows from Lemma 2.1 that w k ≥ w k , and hence also v k ≥ 0 for large k. According to Lemma 2.5, we have
Hence v k is nonnegative and nonincreasing for large k, and this means that there exists a limit of v k such that
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4.7
Letting k → ∞ and using condition 4.1 , we have
Now, it follows from conditions 4.2 and 4.5 that z k → 0 as k → ∞. Hence we may approximate the function H k, z by the second-degree Taylor polynomial at the center z 0 k is regarded as a parameter . By a direct computation, we have
The term o z 2 is of the form H zzz k, ξ z 3 for some ξ ∈ 0, z . By a direct computation, we have
that is,
Since H zzz k, z is continuous with respect to z near z 0, there exists a constant M > 0 such that 
and consequently
4.17
Taking into account condition 3.3 , it follows that v k → 0 as k → ∞. Thus we can apply Taylor's formula to the function F k, v : R k v H k, v at the center v 0. By a direct computation see also the proof of Lemma 2.6 , we have k is regarded again as a parameter
Similarly as in the case of H k, z , the convergence o 1 → 0 as v → 0 is uniform with respect to k because of 4.2 and 2.20 . Hence
Consequently, there exists N 2 > N 1 such that This means that there exists N 3 ∈ N such that
Consequently, from 4.21 we obtain
and according to Lemma 2.5,
The last inequality is the Riccati inequality associated with the equation
that is, with 4.3 . Since R k / 1 − ε v k > 0, it follows from Lemma 2.2 that this equation is nonoscillatory, which is a contradiction. 
