the two-stage design could achieve the same power as or even higher than the one-stage design if the rare causal variants had large effect sizes. In such design, fewer than half of the total SNPs including more than half of the causal SNPs were discovered, which included nearly all SNPs with minor allele frequencies (MAFs) 6 5%, more than half of the SNPs with MAFs between 1% and 5%, and fewer than half of the SNPs with MAFs ! 1%. Although a one-stage design may be preferable to identify multiple rare variants having small to moderate effect sizes, our observations support using the two-stage design as a cost-effective option for next-generation sequencing studies.
RVs having modest to large effect sizes. Currently, it is still expensive to perform whole-genome sequencing in large samples such as those used in genome-wide association studies. Toward this end, two types of two-stage designs have been proposed as practical options to balance cost and power [2] [3] [4] [5] . Both involve a stage of variant discovery via whole-genome sequencing (stage I) and a stage of association testing in much larger, independent samples for which the stage I variants are genotyped (stage II). One design involves sequencing a moderate number of pooled samples [3, 4] , and the other involves sequencing a small number of individuals with extreme phenotype values [5] . We focus on the second study design in this paper and call it 'two-stage extreme phenotype sequencing design' (TS-E).
Guey et al. [6] found that using individuals with extreme phenotypes could lead to high efficiency for discovering RVs in stage I but limited power for detecting associations. They estimated power based on testing a single RV and did not compare the power of the TS-E or onestage design in which the whole genomes of all individuals are sequenced. Here, through extensive simulation studies and analysis of Genetic Analysis Workshop 17 (GAW17) mini-exome data [7] , we comprehensively examine the efficiency of SNP discovery in stage I and compare the overall power of the TS-E to identify susceptible gene regions to that of the one-stage design.
Our results support the feasibility of the TS-E. It may fail to discover a large proportion of rare variants, but such incomplete variant discovery may not translate into decreased power for identifying genetic regions that harbor causal variants if causal variants are common or if they are rare but have large effect sizes. This observation is largely because a smaller number of non-causal variants are discovered in stage I in the TS-E than in the onestage design. In our simulation studies, when more than 10 subjects were selected in stage I for discovering variants, the two-stage design achieved nearly the same power as did the one-stage design. On the other hand, if one seeks to identify multiple RVs having small or moderate effect sizes, then a one-stage design may be preferable. Our results provide guidance for designing a two-stage study that balances the power and cost given the total number of stage I and II individuals.
Method
To implement the TS-E in our simulation studies, we first generated 20,000 SNPs in 200 gene regions for every individual, which are assumed to be the complete exome sequencing data and are referred to as the mini-exome data. Among these 20,000 SNPs, some SNPs with MAFs ! 5% were assumed to be causal and had moderate to large effect sizes, and a few common SNPs (MAFs 6 5%) were assumed to be causal and had small to moderate effect sizes. We then generated values for a quantitative trait from a linear regression model. In addition, we analyzed 200 simulated mini-exome and quantitative trait datasets of 697 unrelated individuals from the GAW17.
Stage I: SNP Discovery by Sequencing Individuals with Extreme Phenotypes
Denote y l and y u as the lower l and upper u = 1 -l quantiles of trait Y for m independent individuals from a homogeneous population. Individuals satisfying Y 6 y u or Y ^ y l are selected for sequencing. We treat the SNPs for which the estimated MAFs in the selected individuals are greater than zero as the 'discovered SNPs'. We deem a gene as a 'discovered gene' if at least 1 SNP within this gene is discovered. In keeping with Cirulli and Goldstein's [5] categorization of potential causal variant frequencies, we classify the discovered SNPs (MAFs 1 0%) into three groups: common variants (CVs; MAFs 5-50%), LCVs (MAFs 1-5%), and RVs (MAFs ! 1%). To fully understand the merit of the TS-E, we also evaluated the efficiency of an alternative two-stage design in which stage I individuals are selected randomly: we refer to this design as TS-R.
Suppose that the discovered SNPs are genotyped for the remaining (1-2 l ) m individuals in stage II. Let T w and T s denote the respective costs of sequencing and genotyping discovered SNPs for 1 individual. We assume that T s is the same for genotyping different numbers of discovered SNPs when calculating the cost benefit. The cost fraction 2 l + (1-2 l ) T s / T w represents the relative cost of the two-stage design compared with the one-stage design in which all m individuals are sequenced. For example, with l = 0.005 and T s / T w = 0.5, the cost fraction is 0.51. This cost fraction translates into a 49% reduction in the total cost.
Stage II: Gene-Based Association Testing Based on Discovered SNPs
We subsequently assessed the association between each gene and a particular phenotype by using the discovered SNPs for subjects in stage II, aiming to evaluate the impact of incomplete SNP discovery in stage I on the power of the stage II association testing. We applied two gene-based association testing methods: the simple modified sum test, which is one of the most powerful methods when effects of the causal variants have the same direction and there are no or few non-causal RVs, and the sum of squared score (SSU) test, which is one of the most powerful tests in the presence of opposite association directions and non-causal RVs [8] . Both the sum test and SSU test yielded a p value for the significance of each gene rather than for that of each SNP. Testing each gene rather than each SNP is in line with the current wisdom.
The Sum Test Suppose that observations ( Y i , X i ) are available for N individuals, i = 1, 2, …, N , where Y i is the value of a quantitative trait for subject i , and
T is the vector of minor allele counts (0, 1, 2) for the K SNPs within the tested gene region for the same subject. A tested gene region includes all SNPs within 20 kb of the start and stop of the gene [9] . Let K 1 , K 2 , and K 3 = K -K 1 -K 2 be the respective numbers of CVs, LCVs, and RVs within the tested gene region. By adapting the combined multivariate and collaps-ing (CMC) method [10] and the sum test [7] to accommodate both RVs and CVs, we use a linear regression model to describe the association between the trait Y and the K SNPs,
where i is the random error term that follows the standard normal distribution and superscripts cv , lcv , and rv represent the CV, LCV, and RV within this gene, respectively. We divide the summation of minor allele counts by the number of SNPs to account for different numbers of SNPs within each category. We test the null hypothesis of no association between the gene and the trait by testing the null hypothesis ␤ 1 = ␤ 2 = ␤ 3 = 0 with the standard likelihood ratio statistic. For association tests in the two-stage design, only the discovered SNPs within each gene are included in the model.
The SSU Test
In the presence of opposite association directions and noncausal RVs, the SSU test is one of the most powerful tests for detecting RVs [7] . It is reasonable that it would also be powerful for testing CVs and RVs jointly because it is robust to the number of parameters for multiple genetic variants. Under a linear regression model for the association between the trait Y and the K SNPs,
and .
Under the null hypothesis of no association, ␤ j = 0, j = 1, 2, …, K , T SSU asymptotically follows a distribution of a mixture of x 2 1 s that can be approximated by a scaled and shifted 2 distribution [8] . Here, we used the permutation re-sampling method to estimate the empirical p values of the SSU test.
Simulation Studies
We assessed the efficiency of discovering both common and rare SNPs, the type I error rate, and the power of the two-stage design, assuming that multiple CVs and RVs could be associated with a quantitative trait.
Generating Genotype Data Based on Linkage Disequilibrium
We generated SNP genotype data directly rather than generating raw sequencing reads [10] [11] [12] [13] . To ensure that there were more RVs than CVs, we first generated MAFs for 20,000 SNPs from the Wright's distribution [14, 15] , similar to Ionita-Laza et al. [13] , Pritchard [14] , and Madsen and Browning [15] . This distribution has the density function
where ␤ s and ␤ n are the scaled mutation rates and were set at values 0.001 and 0.001/3, respectively; is the selection rate and was set at 12, and c is the normalizing constant. We then generated mini-exome genotype data for 2,000 unrelated individuals in three steps by controlling pair-wise linkage disequilibrium (LD) values [11, 12] . First, we generated 4,000 latent vectors, each of length 20,000 ( W j 1 , W j 2 , …, W j 20,000 ), where j indicates the j-th vector. Each latent vector was generated from a multivariate normal distribution with a first-order, auto-regressive covariance structure, where the correlation between the l-th and k-th component of the j-th vector is corr( W jl , W jk ) = l l -k ͉ . Different values of correspond to different levels of LD, with = 0 indicating linkage equilibrium (LE) and greater indicating stronger LD between neighboring variants. LD between CVs and RVs and among RVs is generally weak [16, 17] , but LD among CVs could be strong. We therefore considered two different LD structures among all CVs and LCVs: (1) the CVs and LCVs are in LE ( = 0), and (2) the CVs and LCVs are situated in regions of moderate LD ( = 0.5). All of the RVs were in LE. Next, each latent vector was dichotomized to construct a haplotype ( H j 1 , H j 2 , …, H j 20,000 ), where H jk represents the allele at the k-th locus that takes a value of 0 for the major one or a value of 1 for the minor one. Lastly, we combined 2 haplotypes at random to form an individual's genotype data ( X i 1 , ..., X i 20,000 ), where X ik is equal to the summation of H jk 's in the 2 haplotypes. The final data for analysis contained 1,761 (8.8%) CVs, 4,167 (20.8%) LCVs, and 14,072 (70.4%) RVs. The distribution of the allele frequencies of the 20,000 SNPs was similar to that of the GAW17 data (online suppl. fig. S1 ; for all online suppl. material, see www. karger.com/doi/10.1159/000337300).
Generating Phenotype Data
We randomly selected k SNPs from the first gene as the causal SNPs. We then generated a quantitative trait Y for each individual from the linear model:
, where e i is the random error term following the standard normal distribution, and ␤ is the vector of regression coefficients, with ␤ = 0 indicating no association. We considered five models of association. The first four models had 7 causal variants ( k = 7), including 2 CVs, 1 LCV, and 4 RVs, and they differed only in the magnitude and direction of ␤ coefficients for the 7 variants. The fifth model had 20 causal variants, including 3 CVs, 3 LCVs, and 14 RVs [18] . The model parameters were chosen to ensure that the phenotype variability explained by LCVs and RVs was more than that explained by CVs. The MAFs, effect sizes, and percentage of explained phenotype variability are provided in online supplementary tables S1 and S2.
Efficiency of Stage I SNP Discovery, Type I Error Rate, and Power
To evaluate the merits of the TS-E using the gene-based association tests, we varied the proportion of individuals included in step I SNP discovery ( l ) from 0.001 to 0.02 at an increment of 0.0015. For stage I SNP discovery, we presented the average percentages of the total discovered SNPs, the discovered CVs, the discovered LCVs, the discovered RVs, and the discovered causal SNPs across 1,000 replicates. For comparison, we presented the stage I SNP discovery results of both the TS-E and TS-R under each of the five association models. For stage II gene-based association tests using discovered SNPs, we included only stage II subjects in the sum test to evaluate its power because including stage I subjects in association testing may inflate the type I error rate of the sum test [10, 19] . However, we included all samples in the SSU test because we used the permutation re-sampling method to obtain the empirical p value. We controlled the overall type I error rate at the nominal level (0.05) by applying the Bonferroni method. We also evaluated the power of the TS-R for models 1 and 2 when all SNPs were in LE. To assess the impact on the power of using only discovered SNPs for association testing, we also reported the corresponding power of the one-stage design. Figure 1 shows results for stage I SNP discovery and the corresponding cost reduction when all SNPs are in LE. The TS-E discovered nearly the same percentages of total SNPs, CVs, LCVs, and RVs as did the TS-R, regardless of the penetrance models ( fig. 1 a-e) and LD structure (online suppl. fig. S2A-E) . However, as expected, the TS-E discovered a much higher percentage of causal SNPs than did the TS-R with the same proportion of stage I individuals ( fig. 1 f-j ) in all scenarios (online suppl. fig. S2F -J). With 2 l = 0.02 of subjects included in stage I, the respective percentages of discovered total SNPs, CVs, LCVs, and RVs by both the TS-E and TS-R were 36%, 100%, 80%, and 15%, respectively ( fig. 1 a) . However, the percentages of discovered causal SNPs were 77.8% by the TS-E and 47.6% by the TS-R ( fig. 1 b) . These results are consistent with those in the literature [20] and are also consistent with the conventional wisdom that the TS-E is more cost-effective than the TS-R for designing next-generation sequencing projects.
Results

Stage I SNP Discovery
Not surprisingly, the percentages of discovered total SNPs, CVs, LCVs, RVs, and causal SNPs increased with the proportion of stage I individuals, and the increases were sharp when the phase I proportion was small ( fig. 1 a-j; online suppl. fig. S2A-J) . With l increasing from 0.001 to 0.007, the respective percentages of discovered total SNPs, CVs, LCVs, and causal SNPs increased from 10% to 31%, 54% to 99%, 17% to 69% ( fig. 1 a) , and from 40 to 73%, respectively ( fig. 1 f) , but the percentage of discovered rare SNPs hardly increased: it was as low as 25%, even when 2% were included in stage I ( fig. 1 a) . The percentage of discovered causal SNPs varied greatly with the association models. If the causal LCVs and RVs had large effects ( fig. 1 f-i) , then the TS-E appeared to be much more efficient for discovering causal variants than the TS-R. With the TS-E, more than 60% of the causal variants can be discovered when l = 0.004 (i.e., 16 subjects were included in stage I) and 80% can be discovered when l = 0.02 (i.e., 80 subjects were included in stage I). When the genetic variability of the phenotype was mostly due to multiple LCVs and RVs having small or moderate effect sizes, less than 60% of the causal SNPs were discovered, even with l = 0.02, and the TS-E and TS-R appeared to have similar efficiency for discovering causal variants ( fig. 1 j) . In general, the LD structure among common SNPs and the presence or absence of opposite association directions had a minor effect on SNP discovery ( fig. 1 a-d ; online suppl. fig. S2A-D) .
Type I Error Rate and Power
The type I error rates of the sum test and SSU test for analyzing the TS-E, TS-R, and one-stage designs appeared to be close to the nominal level (0.05), regardless of whether SNPs were in LE ( table 1 ) or in LD (online suppl. table S3). We first compared the power of the sum test and SSU test for analyzing joint effects of both CVs and RVs under the five association models we considered. We then compared the power of the three designs (TS-E, TS-R, and one-stage design) by using the two tests under the five models. Figure 2 a-e and online supplementary figure S3A-E show that power was at the nominal level of 0.05 when all SNPs were in LE (LD). Under the one-stage design, the SSU test had much higher power than the sum test if the total number of causal variants was small and the causal LCVs and RVs had large effect sizes ( fig. 2 a-d ; online suppl. fig. S3A-D) . However, the sum test had higher power when the causal variants consisted of a large number of LCVs and RVs with a common small effect size ( fig. 2 e; online suppl. fig. S3E ).
Power Comparisons of the Three Designs under the Sum Test
With the sum test used in the stage II association analysis, the power of the TS-E was first greater and then smaller than that of the one-stage design and TS-R with the increased proportion of stage I individuals if the RVs had large effect sizes, regardless of the LD structure among common SNPs ( fig. 2 a-d; online suppl. fig. S3A-D) . If all of the causal LCVs and RVs had small effect sizes of similar magnitude, then the power of the one-stage design was always higher than that of the TS-E ( fig. 2 e; online suppl.  fig. S3E ). The power difference became larger with smaller and larger proportion of stage I individuals regardless of disease models ( fig. 2 a-e) and LD structure among CVs and LCVs (online suppl. fig. S3A-E) . The advantage of the TS-E decreased as the proportion of individuals included in stage I became larger (greater than 0.085 in the simulation study) if the causal RVs had large effect sizes ( fig. 2 ad ; online suppl. fig. S3A-D) . With larger stage I proportion, although most causal variants were discovered, the sample size for stage II association tests became smaller, and even more unassociated SNPs were discovered and included in the association tests in stage II. 
Power Comparisons of the Three Designs under the SSU Test
With the SSU test used in the stage II association test, the power of the TS-E was nearly identical to that of the one-stage design when more than 10 subjects ( l = 0.00025) were selected in stage I under the first four association models. When causal SNPs included CVs ( fig. 2 a, b) , the power was higher than 90%. When causal SNPs consisted of LCVs and RVs of large effect sizes ( fig. 2 c, d) , the power was approximately 60%. When the causal SNPs consisted of LCVs and RVs having small effect sizes ( fig. 2 e) , with 10 subjects included in stage I, the power of the TS-E was 25%; with 40 subjects included in stage I ( l = 0.01), the power of the TS-E approached that of the one-stage design. The power of the TS-E was generally higher than that of the TS-R ( fig. 2 a, b ), but the difference was smaller when the stage I sample size was increased.
Under both the one-stage design and TS-E, it appeared that the SSU test had higher power than the sum test when the causal variants included LCVs and RVs having large effect sizes ( fig. 2 a-d) . However, when the causal variants consisted of a relatively large number of LCVs and RVs having small effect sizes, the sum test had higher power than the SSU test for both the one-stage design and TS-E ( fig. 2 e; online suppl. fig. S3E ). Interestingly, the power of the sum test under the TS-E could be higher than that of the SSU test under the one-stage design with appropriate proportions of stage I individuals ( fig. 2 c-e; online suppl. fig. S3C-E) .
Application to the GAW17 Dataset
We applied the TS-E to the GAW17 dataset of unrelated individuals [7] , which contained genotype data of 24,487 SNPs in 3,205 genomic regions of 697 unrelated individuals. These SNPs included 3,132 CVs, 3,224 LCVs, and 18,131 RVs. One quantitative trait, denoted as Q 2 , was not correlated with any of the three covariates provided in the dataset, and 200 replicate datasets for Q 2 were provided based on the genotypes of 72 causal SNPs in 13 gene regions. Among the 72 causal SNPs, 2 (2.8%) were CVs, 4 (5.6%) were LCVs, and 66 (91.6%) were RVs. The limited sample size of the GAW17 dataset caused the power for testing associations based on each individual phenotype dataset to be low. Furthermore, the GAW17 used a fixed genotype dataset to generate 200 replicate phenotype datasets, so that the variation in the phenotype data across replicates was due to random error. Therefore, we used the average of the phenotype values in the first 10 datasets, denoted as Q 2-10, as the phenotype for the evaluation of the TS-E. The percentages of the Q 2-10 variance explained by causal CVs, LCVs, and RVs are provided in online supplementary table S4. Figure 3 shows the results for stage I SNP discovery using the TS-E and the corresponding cost reduction. When subjects in the lower and upper 0.0035 quantiles were selected on the basis of Q 2-10 , 17% of the total SNPs were discovered, which included 86% of the CVs, 26% of the LCVs, and 3.3% of the RVs. These results are consistent with those in the literature [20] . In addition, the discovered SNPs included 12.5% of the 72 causal SNPs and 31% (998) of the total number of genes. In particular, 6 of 13 causal genes (BCHE , LPL , PDGFD , SIRT1 , VNN1 , and VNN3) were discovered in the sense that at least 1 SNP was discovered in each of these gene regions. We observed that either some CVs existed in the gene or that the causal SNPs explained a large proportion of the phenotypic variance. Figure 4 plots the -log 10 (p values) of the sum and SSU tests under the TS-E for each of the 13 causal genes. Interestingly, the p values of the sum test and SSU test for the full dataset (the one-stage design) for the undiscovered causal genes VWF , VLDLR , RARB , PLAT , GCKR , and INSIG1 were similar. For these genes, LCVs and RVs only accounted for a small proportion of the phenotypic variance (online suppl. Fig. 3 . SNP discovery of the TS-E in the GAW17 data. The first x-axis is the proportion of stage I individuals times 100 ( l ! 100), and the second x-axis is the cost function with T s / T w = 0.5. The solid, dashed, dotted, dot-dash and long-dash lines correspond to the percentage of total discovered SNPs, CVs, LCVs, discovered RVs, and causal SNPs, respectively.
fect sizes [7] , such as VNN3 , LPL , PDGFD , and VNN1 , the p values of the sum test under both the one-stage and TS-E designs were also similar. For the remaining 2 discovered genes, SIRT1 and BCHE , the sum test was not significant under either the one-stage or TS-E design.
Both genes contained causal RVs having moderate or small effect sizes. The analysis with the SSU test yielded results similar to those of the sum test.
Discussion
Here, we have evaluated the merits of the TS-E in assessing both RVs and CVs for association. Our results indicate that the stage I sample size is a very important factor for the success of the TS-E because it determines the percentage of discovered causal SNPs. If one suspects multiple numbers of susceptibility LCVs or RVs with small or moderate effect sizes, then perhaps a one-stage design should be planned. Sequencing just a small proportion of subjects for SNP discovery may ultimately lead to low power in association studies. However, if one aims to detect RVs with large effect sizes, then the two-stage design would be a feasible option, as suggested in the literature, and can have the same power as the one-stage design when accompanied by appropriate methods of analysis. In our simulation studies, the TS-E that includes merely the discovered SNPs in the SSU test could achieve nearly the same power as the one-stage design. The analysis of the GAW17 dataset further confirmed the efficiency of the TS-E for identifying both RVs and CVs. In general, as long as RVs having large effect sizes account for a larger proportion of the phenotypic variance than CVs, the TS-E should be recommended because it balances statistical power and cost efficiency. We expect that our observations will be useful for those who wish to use the TS-E for next-generation sequencing studies.
We only considered two methods for analysis in this work: the sum test and the SSU test. When all causal SNPs were positively associated with the trait, the other two popular methods of analysis, the CMC test [10] and the weighted sum test [15] , have power similar to that of the sum test [8] . When the minor alleles of the causal SNPs may be negatively associated with the trait, the kernel machine regression [21] , the C-alpha-P test [22] , the sequence kernel association test method [18] , and the data-adaptive sum test [23] have power similar to that of the SSU test. Therefore, we expect that the qualitative results we obtained would still hold if other methods had been used for analysis. In addition, we assumed that the stage I and stage II individuals were from a homozygous population. When the study population is less homogeneous, the stage I sample should balance the numbers from different subpopulations. 
