We examine the impact of exchange rates on FDI inflows into the United States in the context of a model that allows for interdependence of FDI over time. Interdependence is modeled as a two-state Markov process where the two states can be interpreted as either a favorable or an unfavorable environment for FDI in an industry. We use unbalanced industry-level panel data from the US wholesale trade sector and our analysis yields two main results. First, we find evidence that FDI is interdependent over time. Second, under a favorable FDI environment, the exchange rate has a positive and significant effect on the average rate of FDI inflows.
Introduction
Foreign direct investment (FDI) flows into the Unites States have shown substantial fluctuations in the 1980s and 1990s. A growing theoretical and empirical literature attempts to explain those fluctuations primarily in terms of the impact of the real exchange rate on FDI.
Contributions to this literature include Froot and Stein (1991) , Blonigen (1997) , Klein and Rosengren (1994), Guo and Trivedi (2002) and Kiyota and Urata (2004) . Theoretical considerations based on the relative wealth and relative labor cost effects suggest that a stronger US dollar may deter FDI into the US. 1 At the same time, however, a stronger US dollar may improve the home-currency revenues and thus profitability of foreign firms entering the US market. This helps to explain the entry of foreign firms into the US market during the first half of the 1980s, when the US dollar appreciated sharply.
Interestingly, there was a tendency among foreign firms to remain in the US market when the US dollar returned to its original level. Such behavior is an example of hysteresis, or an effect that persists after its underlying cause has been removed. One possible explanation for the failure of foreign firms to exit the US market in the face of a falling dollar is the presence of sunk costs that cannot be recovered upon exit. 2 The exchange rate would have to fall below the entrytriggering level in order to trigger exit. Dixit (1989) further develops the concept of hysteresis by applying the theory of option pricing from financial economics to analyze investment under uncertainty. 3 Dixit shows that greater price volatility leads to a wider range of prices in which inactive firms do not enter and active firms do not exit. That is, uncertainty expands the gap between the entry-triggering price and exit-triggering price, thereby deterring both entry and exit. Campa (1993) develops an empirically testable model of FDI based on Dixit's model. Campa's model describes a risk-neutral foreign firm that has to incur a sunk cost in order to enter the US market. It has to decide, at each point in time, whether to enter the US market in this period or wait until next period. The firm produces a good abroad and can sell it in the US market at a constant dollar price. Although the firm faces a certain price in US dollars, its returns in its home currency fluctuate if the bilateral exchange rate fluctuates. If the exchange rate is defined as units of foreign currency per US dollar, a higher exchange rate increases the home currency-profits. At the same time, the more volatile the exchange rate, the more volatile will be the home-currency returns, and the wider is the range of exchange rates in which neither entry nor exit occurs.
Campa's model thus clearly predicts a positive effect of exchange rate and a negative effect of exchange rate volatility on FDI. 4 Campa empirically tests his model using data consisting of a panel based on 61 four-digit Standard Industrial Classification (SIC) industries in the US wholesale trade sector for the period from 1981 to 1987. The choice of wholesale industries eliminates the complications of manufacturing industries pertaining to input origin or final output destination. 5 The dependent variable is the number of foreign firms that entered a US industry in a given year while the independent variables are measures of exchange rate level R, rate of change in the exchange rate μ, volatility of the exchange rate σ, sunk costs k, and variable costs of production in the United
States relative to foreign countries w. 6 Campa uses a Tobit model to estimate the probability that an FDI entry occurs in the US wholesale trade sector. The model predicts the probability of entry is positively related to R and μ, and negatively related to σ, k and w. All variables other than μ have the predicted sign. Most importantly, the exchange rate level R has a significant positive effect and the standard deviation of the exchange rate σ has a significant negative effect. In the context of corporate rivalry in FDI, whether a foreign firm finds the investment environment of a US industry favorable or unfavorable may depend not only on the investment environment in the United States but also on other factors such as its home investment environment, its interactions with its rivals in markets outside the United States and political actions of governments affecting it but not its rivals. Since these factors include interactions among foreign firms and governments as well as changing conditions in various markets, they may be difficult to measure and subject to uncertainty. Hence, it is impractical to include these factors as regressors in a model that explains FDI. 9 The central focus of our paper is to re-examine the relationship between the exchange rate and FDI taking into account the possible interdependence of FDI over time, which is described by the Under the above assumptions, the likelihood function of the model is
Note that while ) 0 Pr ( (2001), a sequence of repeated observations over time for a subject is modeled by the MZIP model for a time series, and the serial dependence of repeated observations for a subject is described by the hidden Markov chain. The series of repeated observations for different subjects in a panel data set are assumed to be independent of each other.
As in Wang (2001), we obtain the maximum likelihood estimates using a combination of the EM algorithm and the quasi-Newton algorithm. Although a numerical method like the quasi-Newton algorithm allows us to directly maximize the likelihood function (equation 7), the EM method has at least two advantages. First, the EM algorithm is less sensitive to the starting values of the parameters partially because the functions in the M-step of the EM algorithm are less complex than the likelihood function. Second, the E-step of the EM algorithm produces the estimated posterior probabilities which we can use to identify an observation as belonging to either the zero state or the Poisson state. Finally, we test for the serial dependence of repeated observations using the likelihood ratio test. We fit the data with an unconstrained model and an identical model with constraints on the transition probabilities. The second model is nested in the first, which is why we use a likelihood ratio test for inference. 14 
The Monte Carlo Simulation
We use Monte Carlo simulation with 2000 replicates for the MZIP to investigate the variability of estimates, the effect of the probabilities of initial studies on parameter estimates, and some finite-sample properties of the maximum likelihood estimates. The number of subjects or industries k in the sample for each of the four simulations is 10, 20, 40 and 80, respectively, with each subject or industry having 10 repeated observations. Hence the sample size n = 10k is accordingly 100, 200, 400 and 800.
Data are generated from the MZIP model which has the Poisson rate function We fit each of the 2,000 replicates to the MZIP model using two different probabilities of the initial states: (1) ;
and (2) ) 1 ( 0 i p is generated by a (0,1) -uniform distribution. Table 1 reports the simulation results for both probabilities. Clearly, the two probabilities yield almost identical parameter estimates for all n, suggesting that the probabilities of the initial states have little impact on parameter estimates when the sample size is at least 100. For all n, both the mean and median (over 2,000 replicates) of each parameter estimate is close to the corresponding true value. For n = 100 and 200, the standard errors (over 2,000 replicates) of the parameter estimates in the transition probabilities are relatively large, suggesting less accuracy in the estimation of those parameters. This is not surprising since even the standard logistic regression maximum likelihood estimates have infinite bias in finite samples. The logistic regressions for the transition probabilities are, of course, harder to fit than the standard logistic regressions because the state binary random variables are only partially observable. What is encouraging, however, is that when n > 200 all the parameters can be estimated accurately. This confirms that our estimation algorithm is reliable. Moreover, we can accurately estimate the parameters in the Poisson rate function even if we cannot do so for the parameters in the transition probabilities due to small sample size. n the discrepancies between these two types of intervals for parameters in the Poisson rate function are rather small, suggesting that the maximum likelihood estimates should be normal;
and they are relatively smaller than those for parameters in the transition probabilities. Observe also that the discrepancies between these two types of intervals for each parameter in the transition probabilities are small for n = 800 and n = 400; the discrepancies for some parameters in the transition probabilities are slightly significant for n = 200 and n = 100. These results suggest that the maximum likelihood estimates of the parameters in the transition probabilities are approximately normal when the sample size is at least 400, and slightly skewed when the sample size is less than 400. They also suggest that the bootstrap intervals may be more appropriate when the sample size is not large enough.
Vectors of covariates
As mentioned earlier, we use as our framework Campa's empirical model and specify the two vectors of regressors of the FDI rate function and the transition probabilities for industry i at year 
The definitions and computations of the three exchange rate variables Operations of US Affiliates: 1977-1980". Our FDI weights are likely to be more accurate since our data source provides four-digit SIC data whereas Campa's data source provides three-digit SIC data.
Let us now look at the variables which are not related to exchange rates, namely sunk costs and foreign variable costs. While sunk costs are a theoretically important determinant of FDI, they are difficult to measure empirically. We use the two empirical proxies for industry-specific sunk costs proposed by Campa. SUNK it is the ratio of fixed assets to net wealth of all US firms in a four-digit SIC industry and represents all the physical investments that a firm has to incur to establish itself in the market. 17 ADV it is the ratio of media expenditures to company sales by all US firms in a four-digit SIC industry and represents largely unsalvageable non-physical investments in advertising, sales force and media promotion. 18 We compute both SUNK it and ADV it exactly as described in Campa. Our measure of the variable production cost or labor cost, it w , is also the same as Campa's. However, in computing it w , we use the weighted average of the unit labor cost indexes of eleven countries with respect to the US rather than ten as in Campa.
Furthermore, we use a more up-to-date version of Campa's data source, namely the Bureau of Labor Statistics, News Release 2002, Table 10 . The weights are the proportion of FDI from a given country in each four-digit SIC industry. 19 
Empirical Results
We first examine the interdependence of FDI over time for the case of static expectations, which means that firms estimate the future exchange rate as the exchange rate of the year previous to the FDI. To check for evidence of interdependence of FDI over time, we compare the MZIP and the ZIP regression models using the same covariates for the average FDI rate and for the transition probabilities and the zero probability in the MZIP and ZIP models respectively. The parameter estimates of the unrestricted coefficients are reported in Table 3 For the MZIP with unrestricted coefficients, the t-statistics indicate significance at the 5% level for the exchange rate trend and 1% level for the exchange rate level. Both measures of sunk costs are significant at the 1% level. However, the exchange rate standard deviation and unit labor costs are insignificant even at the 10% level. The bottom half of Table 3 also shows that most of the regressors of the transition probabilities are insignificant even at the 10% level. Since our results suggest that the coefficients of the regressors in transition probabilities may be zero, we fit the data to a restricted MZIP regression with these coefficients equal to zero. The results of the restricted MZIP model are also shown in Table 3 . For comparison, we also run the ZIP regression with restricted coefficients for the zero probability. As in the unrestricted models, the inference about some of the coefficients of the regressors differs, and the ZIP model is rejected in We now report in Table 4 our results for the case of perfect foresight, which means that firms have perfect forecast expectations of the ex-post value of the exchange rate of the next year. As in the case of static expectations, we test for the interdependence of FDI over time by fitting the data to the ZIP and MZIP models for both the unrestricted and restricted coefficients of the transition and zero-probabilities. We then conduct the likelihood ratio test to compare the ZIP and the MZIP models. We get a test statistic of 71.6 for the models with unrestricted coefficients and a test statistic of 65 for the models with restricted coefficients. For the models with unrestricted coefficients, we reject the ZIP model in favor of the MZIP model, and hence there is strong evidence of interdependence in FDI over time.
We report the parameter estimates in Table 4 of the MZIP and ZIP models for perfect foresight.
For the model with unrestricted coefficients, our MZIP regression results for the average rate of FDI in industries with favorable FDI environments, are largely consistent with theoretical predictions. The coefficients of the exchange rate level and trend are positive while the coefficients of both measures of sunk costs as well as the labor costs are negative. The exception, the positive coefficient for the exchange rate standard deviation, is insignificant, as is unit labor costs. The t-statistics indicate significance at the 1% level for the exchange rate level and 10% level for the exchange rate trend. Both measures of sunk costs are significant at the 1% level.
Such results are broadly similar to those for static expectations.
Our MZIP regression results for the transition probabilities indicate that none of the regressors are significant. As noted above, the statistical insignificance of the regressors suggests that we should restrict their coefficients to be zero, as we did for static expectations. Table 4 shows the parameter estimates and log-likelihood when we do so.
To compare the two MZIP models reported in Tables 4, we conduct the likelihood ratio test.
Since the test statistic is 6.6 and the p-value is 0.8829, we cannot reject the null hypothesis that the coefficients of the regressors of the transition probabilities are zero. This confirms that the restricted MZIP model reported is more appropriate. For industries with favorable investment environment, all coefficients of the regressors of the rate of FDI other than it σ have the expected signs and the t-statistic values are also similar although the exchange rate trend is no longer significant at the 10% level. For the restricted MZIP model with perfect foresight, when an industry is favorable to FDI, the average rate of FDI is given by:
Using the logit function, we compute the transition probabilities 00 p , 01 p , 11 p and 10 p to be 0.6978, 0.3022, 0.7151 and 0.2839, respectively. The estimated transition probabilities strongly support the notion that FDI may be interdependent over time. Furthermore, in the long run, each industry will have a favorable FDI environment with a probability of 51.47% and an unfavorable FDI environment with a probability of 48.53%. 
Concluding Remarks
Common sense tells us that the real exchange rate has an effect on FDI, just as it has an effect on international trade. A number of theoretical and empirical studies have examined the relationship between FDI and the real exchange rate more formally. In particular, Campa develops an empirically testable model of FDI based on Dixit's model of investment, which in turn, is derived from the theory of option pricing in financial economics. Campa's model predicts, and the empirical evidence from his Tobit estimation strongly supports, a significant effect of the real exchange rate on the probability of FDI entry in US wholesale trade industries. However, using the ZIP model, Tomlin fails to find a meaningful relationship between the exchange rate and the average rate of FDI.
Our study expands the ZIP model by incorporating the possibility of interdependence of FDI over time in each industry. To do so, we use the MZIP model, which is based on two-state Markov chains. For empirical purposes, we extend the MZIP model, which is a time-series specification, for panel data since we use industry-level panel data for our empirical analysis.
While our data are based largely on Campa, there are some differences. It is also important to point out that we use an unbalanced panel data set. One of our two main empirical findings is that FDI is indeed interdependent over time. Such interdependence captures immeasurable and uncertain factors that affect the state of an industry -whether firms view an industry as favorable or unfavorable to FDI -and, in turn, these views may be affected by the state of the industry in the previous period. As mentioned earlier, corporate rivalry may explain such interdependence since it may induce foreign firms in a particular industry to view investments in an industry as either favorable or unfavorable in response to competition at home and abroad. Our second main empirical finding is that when industries are favorable to FDI, the exchange rate-related variables have positive and mostly significant impact on the rate of FDI inflows. This is especially true for the level and to a lesser extent the trend. Among the variables not related to the exchange rate, both measures of sunk costs have significant negative effects on FDI.
If FDI is interdependent over time, a model such as the MZIP model that explicitly accounts for such interdependence is more appropriate for empirical analysis of FDI. Our evidence does indeed provide strong support for the interdependence of FDI over time, and our study suggests that the ZIP model may be inappropriate for the analysis of panel FDI data as it may result in incorrect inference about the parameters. In line with Campa's findings but in contrast to Tomlin's findings, we find that the exchange rate, in particular the level of the exchange rate, has a significant effect on the rate of FDI inflows into the US. Although there are theoretical grounds for why the exchange rate level might have either a positive or negative effect on FDI, for the US wholesale trade sector, our results clearly indicate a positive effects of both the level and the trend in exchange rate. This implies that a stronger US dollar will promote FDI inflows into the US wholesale trade sector. At a broader level, our analysis points to a need for future researchers to incorporate possible interdependence in FDI over time when they examine the determinants of FDI. Considering such a possibility will strengthen the robustness of their findings. Notes: *** , ** and * denote significance at the 1%, 5% and 10% levels, respectively. All the variables are described in greater detail in Section 2. 00 p ( 11 p ) refers to the probability that an unfavorable (favorable) FDI environment in the previous period will remain unfavorable (favorable) in the current period in the MZIP model. Zero-probability, p, refers to the probability of an unfavorable FDI environment in the ZIP model. Notes: *** , ** and * denote significance at the 1%, 5% and 10% levels, respectively. All the variables are described in greater detail in Section 2. 00 P ( 11 P ) refers to the probability that an unfavorable (favorable) FDI environment in the previous period will remain unfavorable (favorable) in the current period in the MZIP model. Zero-probability, p, refers to the probability of an unfavorable FDI environment in the ZIP model.
