Anti-derivative operators
non-uniform spline of degree 0 
Formal solution
Generic test function ϕ ∈ S plays the role of index variable
Solution of SDE (general operator)
Proper definition of continuous-domain white noise
Theoretical framework: Gelfand's theory of generalized stochastic processes (Unser et al, IEEE-IT 2014) innovation process sparse stochastic process
Regularization operator vs. wavelet analysis 4
Approximate decoupling
Main feature: inherent sparsity (few significant coefficients)
Infinite divisibility and Lévy exponents 13

Rectangular test function
Bottom line: There is a one-to-one correspondence between Lévy exponents and infinitely divisible distributions and, by extension, innovation processes.
Proposition
The random variable X = w, rect where w is a generalized innovation process is infinitely divisible. It is uniquely characterized by its Lévy exponent f (ω) = logp id (ω).
Probability laws of innovations are infinite divisible
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Statistical description of white Lévy noise w (innovation)
Characterized by canonical (p-admissible) Lévy exponent f (ω)
X is infinitely divisible with (modified) Lévy exponent
⇒ Probability laws of sparse processes are id
= explicit form of pdf
Unser and Tafti
An Introduction to Sparse Stochastic Processes
Analysis: go back to innovation process: w = Ls Sparser
Examples of infinitely divisible laws
Examples of id noise distributions Sparser 
... and then take the log and maximize ... 
Constrained optimization formulation
L A (s, u, α) = 1 2 g − Hs 2 2 + σ 2 n Φ U ([u] n ) + α T (Ls − u) + μ 2 Ls − u 2 2
Alternating direction method of multipliers (ADMM)
28
Linear inverse problem:
Nonlinear denoising: 
Sequential minimization
Proximal operator taylored to stochastic model
Deconvolution of fluorescence micrographs
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Physical model of a diffraction-limited microscope
Optical parameters λ: wavelength (emission)
M : magnification factor f 0 : focal length Linear step of ADMM algorithm implemented using the FFT Computed tomography (straight rays)
Projection geometry: x = tθ + rθ ⊥ with θ = (cos θ, sin θ)
Radon transform (line integrals) 
Computed tomography reconstruction results
34
L: discrete gradient 
Intensity i n t e r f e r e n c e p a t t e r n 
