We present statistical techniques forpredicting the queue times experienced by jobs submitted to a space-sharing parallel machine with jrst-come-jrst-served (FCFS) scheduling. We apply these techniques to trace data from the Intel Paragon at the San Diego Supercomputer Center and the IBM SP2 at the Cornell Theory Centel: We show that it is possible to predict queue times with accuracy that is acceptable f o r several intended applications. The coeficient of correlation between our predicted queue times and the actual queue times from simulated schedules is between 0.65 and 0.12.
Introduction
On space-sharing parallel computers, it is useful to be able to predict how long a submitted job will be queued before processors are allocated to it. Some of the applications of these predictions are:
Load metrics: They provide a measure of load that is more concrete than abstractions such as load average, allowing users to make decisions about what jobs to run, where to run them or what size problems they can solve in an allotted time.
Internal resource selection: They allow malleable parallel jobs (jobs that do not require a specific number of processors, but can run on a range of cluster sizes) to choose a cluster size that is appropriate for the current state of the machine. This type of allocation is also called adaptive partitioning.
External resource selection: They allow distributed jobs to choose among various computing resources on a network, based on the quality of service they expect to For different applications, we will make our predictions at different times: for external resource selection, we need to predict the entire queue time from arrival to beginning of execution; for internal resource selection we will consider only the time from arrival at the head of the queue until beginning of execution, which is sometime called wait time.
The focus of this paper is internal resource selection, and thus we will be making predictions when jobs arrive at the head of the queue. In future work we will extend these techniques to include the entire time a job spends in queue, and apply those predictions to external resource sellection.
Internal resource selection
Large parallel computers are usually shared by many users. Two mechanisms that support this sharing are Space-sharing: The machine may be partitioned into sets of processors (clusters). Each cluster is allocated to a single job that is allowed to run to completion1 (RTC).
Time-sharing:
More than one job may be allocated to a cluster, in which case each job runs for some quantum of time before being preempted to allow other jobs to run.
The advantages of space-sharing are a dedicateld system image (a cluster behaves like a small dedicated system), low overheads (preemption is expensive) and high parallel efficiencies (since jobs tend to run on fewer processors). One disadvantage is that RTC scheduling sometimes allows short jobs to sit in queue waiting for long jobs, resulting in poor average turnaround time. The systems we are studying, the Intel Paragon at the San Diego Supercomputer Center and the IBM SP2 at the Cornel1 Theory Center, are configured as space-sharing systems using RTC scheduling.
Many programs running on these systems are malleable, meaning that they can run on a range of cluster sizes. At present few if any of these jobs can change clusiter sizes dynamically; once they begin execution, they do not yield or allocate processors. In this context, internal resource selection means choosing a cluster size for each job before it begins execution.
When a job arrives at the head of the queue, it may allocate some or all of the processors that are currently free, or it may wait for additional processors to become available. If it chooses to wait, we assume for now that the other jobs in queue must also wait. In other words, we assume firstcome-first-served (FCFS) queueing. In future work, we will relax this assumption and address more general queueing policies.
In summary, we use the following model of computation:
There is no timesharing. Jobs allocate processors exclusively and are not preempted until they complete (or exceed their allocated time).
At least some jobs in the system are malleable, but once they begin execution, they cannot change cluster sizes dynamically.
If there are not enough free processors for a job, it waits in a first-come-first-serve (FCFS) queue.
Jobs in different partitions are independent. We do not consider communication interference.
Our approach to internal resource selection is to allow each job, when it arrives at the head of the queue, to choose the cluster size that minimizes its turnaround time, which is the sum of its queue time and run time. To make this decision, the job must know its run time on a range of cluster sizes, and predict the queue time until each cluster size is available.
In [4] we develop a speedup model that predicts run times; in this paper we present techniques for predicting queue times. We make these predictions in two steps: first, we develop a conditional lifetime model that predicts the remaining lifetime of a job based on its current age. Then we aggregate these job-by-job predictions into a queue time prediction.
Overview
Section 2 describes related work. Section 3 presents the distribution of lifetimes of jobs on the Intel Paragon at SDSC, and proposes the conditional lifetime model (CLM) we use to predict the remaining lifetimes of jobs. In Section 4 we use this CLM to predict the wait time for a given cluster size. Section 5 describes a trace-driven simulator we used to evaluate these techniques and presents our results.
In Section 6 we apply the proposed techniques in another environment (the IBM SP2 at the Cornel1 Theory Center). Section 7 summarizes our findings and describes our plan for continuing work.
Related work
To predict a job's duration it is useful to know the distribution of lifetimes for all jobs. For sequential jobs on UNIX workstations, two studies have reported distributions of lifetimes with the functional form
where IC is a parameter that varies from workload to workload [ 121 [8] . When k is approximately 1, as it often is, the median remaining lifetime of a job is equal to its current age. This property is known as the past-repeats heuristic.
In the next section, we will show that the distribution of lifetimes for parallel scientific applications does not fit this model; thus, the past-repeats heuristic does not apply in these environments.
Several previous studies have reported lifetime distributions for parallel scientific applications, but none discuss the shape of the lifetime distribution or use it to develop a workload model. Atallah et al. [ 11 propose the idea of choosing a cluster size that minimizes the turnaround time (queue time plus run time) of each job. Since their target system is a timesharing network of workstations, they consider the problem of contention with other jobs in the system, but they do not have the problem of predicting the time until a cluster becomes available. Like us, they raise the question of how local optimization by greedy users affects overall system performance. We address this question in [5]; we allow each job to choose the cluster size that minimizes its expected turnaround time, and find that this application-centric strategy leads to global performance better than that of many proposed system-centric strategies.
Conditional lifetime model (CLM)
During 1995, 24906 jobs were submitted to the batch partition of the 400-node Intel Paragon at SDSC. Figure 1 shows the distribution of lifetimes for these jobs.
Except for the longest and shortest jobs, this distribution is nearly straight (on a logarithmic z-axis); in other words, the logs of the lifetimes are distributed uniformly. Although we do not know any theoretical reason why lifetimes should have this uniform-log distribution, we will take advantage of this observation by fitting a straight-line approximation to the observed distribution. Using this approximation (instead of the observed values) simplifies the calculation of the conditional distribution of lifetimes (Equation 3). We calculated a straight-line approximation by leastsquares regression (omitting the longest 10% and the shortest 10% of jobs). The R2 value of the fit is over 0.99, indicating that the linear approximation is very good. Thus our model of this distribution of lifetimes is
where cdfL is thecumulative distibutionfunction of L, arandom variable representing the lifetime of a job, and PO and PI are the parameters of the model (intercept and slope). Also, the estimated parameters from Figure 1 , tmin = 5.8 seconds and t, , , = 24.2 hours. For this model we can calculate the distribution of lifetimes conditioned on the current age of a job: t is bounded by tmin = e -POIPI and t,,, = e ( l -P O ) / P I . For
To find the median lifetime of a job given its current age, we set the conditional cdf to 0.5 and solve fort: 
Substituting t, , , = e(' O-pO)lPl, we express the median lifetime as d G . Thus, this distribution does not obey the past-repeats heuristic; rather, the median remaining lifetime increases slowly with age, until t > ; t,,, , after which the median remaining lifetime drops quickly. Figure 2 shows the median remaining lifetime as calculated according to the model and according to the observed data. The proposed model fits the data well for ages less than 6 -12 hours. For longer lifetimes, the distribution of lifetimes diverges from the model. The remaining lifetimes of old jobs do not decline, as predicted, but appear to increase. It is difficult to generalize this behavioir, because there are few jobs with lifetimes greater than 12 hours' and their distribution does not fit our model.
The average remaining lifetime of a job, iT [Lla] = (t,,, -a)/(lntmax -In a), behaves similarly; it increases slowly with age and then drops sharply as the age approaches the limit. Since our model is not accurate for jobs with lifetimes greater than 12 hours, and since the distribution of these jobs is difficult to characterize, we will need to be careful about how we apply our model to old jobs. !For most jobs the time limit was 12 hours, but a few jobs (less than 1 %) were allowed to run 24 hours or longer by special permission. The time limits at 12 and 24 hours account for the spikes in the curve. 
Using additional information about jobs
If jobs can be divided into classes on the basis of a priori information, and the distribution of lifetimes differs between classes, then it is possible to improve the accuracy of the predictions by estimating and using different workload parameters for each class.
Depending on the environment, jobs might be partitioned according to executable name, user name, or declared resource requirements. Many queueing systems ask users to provide estimates of the resource requirements of theirjobs: e.g., number of processors, memory requirements, and estimated run times.
On the Intel Paragon at SDSC, users declare the resource requirements of their jobs implicitly by their selection of one of the NQS queues. Most jobs are submitted to queues that specify the maximum cluster size of the job (powers of two) and the length of time it will run (short, medium, or long).
Not surprisingly, we found that the distributions for the short, medium and long queues are significantly different (Figure 3 ). The differences among these distributions indicate that users have some information about the expected run times of their jobs; on the other hand, this information is far from perfect. There is considerable overlap between the different queues -many jobs are submitted to what turns out to be the wrong queue. For example, 30% of the jobs from the short queue run longer than the median of the medium queue, and 17% of the jobs from the medium queue are shorter than the median of the short queue.
Thus it is not obvious how to use queue information to predict the remaining lifetime of a job. The technique we are proposing, using a different conditional distribution for each queue, seems like an effective way to use information provided by the user without suffering greatly if that information turns out to be wrong. Using the same technique as in the previous section (discarding the longest and shortest 10% of each group), we fit a line to the lifetime distribution for each queue. Table 1 shows the resulting coefficients. We treat sequential jobs as a distinct class because their distribution of lifetimes is significantly different from that of the parallel jobs.
For all but the long queue, the goodness of fit metric is quite good; for the long queue, it is only 0.74, which is not surprising, since the distribution is obviously not a straight line. The distribution for long jobs is bimodal: roughly 40% run between 10 seconds and 3.5 hours; the remaining 60% run between 3.5 and 12 hours. In Section 5.4 we extend our model to address this poor fit, but in the meantime we will use the estimated parameters as is. and cluster sizes ni (in other words, the ith job has been running on n; processors for ai seconds). We would like to predict Q(n'), the time until n' additional processors become available, where n' = n -nfree and nf,.,, is the number of free processors.
In the next two sections we will present ways to estimate the median and mean of &(n'). Then we will use these values to predict wait times during a trace-driven simulation.
Predictor A: median
We can calculate the median of Q(n') exactly by enumerating all possible outcomes (which jobs complete and which are still running), and calculating the probability that the request will be satisfied before time t. Then we can find the median queue time by setting this probability to 0.5 and solving for t. This approach is not feasible when there are many jobs in the system, but it leads to an approximation that is fast to compute and that turns out to be sufficiently accurate for our intended purposes.
We represent each outcome by a bit vector, b, where for each bit, bi = 0 indicates that the ith job is still running, and bi = 1 indicates that the ith job has completed before time t. Since we assume independence between jobs in the system, the probability of a given outcome is the product of the probabilities of each event (the completion or noncompletion of a job), and the probability of these events come from the CLM. 
Predictor B: mean
When a job is running, we know that at some time in the future it will complete and free all of its processors. Given the age of the job, we can use the CLM to calculate the probability that it will have completed before time t.
We approximate this behavior by a model in which processors are a continuous (rather than discrete) resource, which jobs release gradually as they execute. In this case, we imagine that the CLM indicates what fraction of a job's processors will be available at time t .
For exampre, a job that has been running on 10 processors for 6 minutes might have a 30% chance of completing in the next 2 minutes, releasing all ten of its processoirs. As an approximation of this behavior, we predict that the job will release 30% of its processors within the next two minutes.
Thus we predict that the number of free pro'cessors at time t will be the sum of the processors released by each job:
i Thus at time t, the probability that the number of free processors is at least the requested cluster size is the sum of the probabilities of all the outcomes that satisfy the request: Of course, the number of possible outcomes (and thus the time for this calculation) increases exponentially with p. Thus it is not a feasible approach when there are many running jobs. But when n' is small, it is often the case that there are several jobs running in the system that will single-handedly satisfy the request when they complete. In this case, the probability that the request will be satisfied by time t is dominated by the probability that any one of these benefactors will complete.
In other words, the chance that the queue time for n' processors will exceed time t is approximately equal to the probability that none of the benefactors will complete before t :
This calculation is only approximately correct, since it ignores the possibility that several small jobs might complete and satisfy the request. Thus, we expect this predictor to be inaccurate when there are many small jobs running in the system, few of which can single-handedly satisfy the request, The next section presents an alternative predictor that we expect to be more accurate in this case.
Then to estimate the expected (mean) queue time we set F = n' and solve for t.
lkace-driven simulator
Although the arrival times of the jobs are taken from the traces, the schedule used by the simulator differs from the actual schedule that was executed on the Paragon:
Of the 8545 times that a job waited at the head of the queue, 393 times it found no jobs running that could satisfy the request. Under these circumstances, Predictor A cannot n' The Paragon at SDSC assigns different priorities to each queue and schedules higher priority jobs first. Our simulator uses strict FCFS scheduling.
0 The real scheduler allocates processors using a modified 2-D buddy system based on power-of-two partition sizes; most, but not all, jobs are allocated a contiguous set of nodes. The simulator allocates jobs without regard to contiguity.
Most nodes have 16MB of memory, but 128 "fat" nodes have 32MB. In reality, some jobs can only run on the fat nodes, but the simulator ignores this distinction.
0 During the year, the size of the batch partition changed several times; in the simulator we held the number of processors constant.
Thus, in evaluating our predictors, the "actual" queue times are from the schedule generated by the simulator, not from the trace data.
In our simulations, many jobs arrive at the head of the queue and find that there are enough free processors for them to begin execution immediately. Since these jobs spend no time at the head of the queue, we do not make predictions on their behalf. In a system with malleable jobs, though, cluster sizes are not determined a priori; they are chosen according to the state of the system (number of free processors, expected queue times, etc.). Each time a job arrives at the head of the queue, we predict the queue time for a range of cluster sizes and choose the one that best satifies the requirements of the job, perhaps by minimizing its expected turnaround time.
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Results: Predictor A
When a job reaches the head of the queue and there are not enough free processors to satisfy its request, we calculate n', the number of additional processors required. We then consider the number of jobs in the system with cluster sizes greater than n'; that is, the jobs that will single-handedly satisfy the request if they complete.
In our simulations, the number of processors required tended to be small (50% below 16), and thus the number of potential benefactors was often large (75% of the time there are 3 or more). Under these circumstances, we expect Predictor A to perform well. Table 3 shows the average and median values of n' and the number of benefactors. Table 3 I benefactors I 8.1 I 3 1 6 1 1 1 1 make a prediction. The remaining 8152 predictions are shown in Figure 4a , which is a scatter plot of predicted times on the x-axis and actual queue times on the y-axis. There is a clear correlation between the predicted and actual values; the coefficient of correlation (CC) between them is 0.63.
The solid line in the figure shows the mean of the actual queue times in each column; the broken line shows the median. For predicted values between 5 seconds and 3000 seconds, the mean and median values closely follow the 45-degree line, indicating that the predictions are accurate, at least on average. For predicted values greater than 3000 seconds, the predictions tend to be too high. This bias reflects the inherent conservative nature of the approximation: the predictor ignores the possibility of multiple jobs completing in order to fulfill a request. When there are few jobs that can satisfy a request single-handedly, the predictions tend to be too high.
Throughout the range, the median and mean are similar, indicating that the distribution of actual queue times in each column is roughly symmetric. In other words, for a given prediction, the actual queue time is equally likely to be higher or lower by a given amount.
Results: Predictor B
When there are many small jobs in the system we expect Predictor B to provide more accurate estimated queue times. Figure 4b shows a scatter plot of these predictions and the actual values.
In general, the correlation here is about as good as for
Predictor A (CC = 0.61). For short queue times, though, the predicted values tend to be too low. This reflects the optimism of the approximation: instead of having to wait for a job to complete and release all its processors, the approximation is based on the assumption that jobs are constantly giving up some of their processors. Thus, for small values of n' this predictor tends to guess too low.
Combining the predictors
Since the two predictors perform well under different circumstances, it is natural to combine them by using each when it is most accurate. Comparing the values of CC for various ranges of n', we find that Predictor A does best for small values of n' while Predictor B does best for larger values. Using Predictor A when n' is less than 32 and Predictor B when it is greater, we get a combined predictor that is more accurate than either predictor alone (CC= 0.65). 
An improved model for long jobs
In Section 3.1 we observed that the uniform-log distribution model does not fit the distribution of jobs from the long queue well. In this section we develop an alternate model that fits this distribution well, and evaluate its effect on the accuracy of our predictors.
The uniform-log model can be extended to a multistage model that fits any piecewise linear distribution. For example, the observed distribution appears to contain two classes of job: short (between 10 seconds and 3 hours) and long (between 3 and 15 hours). Thus, we divided the distribution into two stages and estimated parameters for each (by eye). Figure 5 shows the observed distribution and the iimproved model. Clearly the two-stage model is a better fit.
Calculating the CLM for the multi-stage model is only slightly more complicated than for the single-stage model. Given the age of a job, we use Bayes' theorem to calculate pi, the probability that the job belongs to each clstss. Then the conditional distribution is
where i enumerates the stages of the model. For a given stage, we calculate the conditional distribution using Equation 3 with the parameters for that stage.
Using the improved model does not significantly improve the performance of either predictor. Thus we conclude that an ill-fitting model does not impair the predictors per se, but rather that the bimodal shape of the distribution is the root of the problem. A bimodal distribution indicates that there are two classes of jobs and that users are failing to distinguish between them. The multistage model, even if it fits the distribution well, does not recover this lost information, and therefore does not improve our predictions. The only way to improve the predictions is to solicit better information from users.
Another place, another time
Since we know no theoretical reason why the distribution of lifetimes should fit the uniform-log model we propose, it is natural to ask whether the techniques presented here are applicable to other environments.
To answer this question, we obtained data from the IBM SP2 at the Cornel1 Theory Center [9] , including the submission times, execution times and cluster sizes for 50862 jobs submitted during the six-month interval from June 18 to December 2, 1995.
We divided these jobs into three groups -short, medium and long-according to the name of the queue to which they were submitted. Figure 6 shows the distribution of lifetimes for these groups. As with the jobs on the Paragon at SDSC, the uniform-log model fits well for the short and medium groups, and not as well for the long group. Nevertheless, the R2 values for these fits are somewhat better across the board than those from the Paragon data: The relationships among the three curves are not the same as among the jobs from the Paragon. On the Paragon the estimated lines were nearly parallel; only the intercept varied from group to group. On the S E , the lines have nearly the same intercept; it is their slopes that vary. This observation suggests that these distributions vary from environment to environment, but that the proposed model is able to span this range of behavior.
Next, we submitted the trace data from the SP2 to the same simulator we used for the Paragon data. The only change we made to the simulator was to plug in the estimated parameters from Table 4 .
Of the 50862 jobs in the trace, 4026 received predictions from Predictor A and 4156 received predictions from Predictor B. The performance of the two predictors follows the same patfern as with the SDSC data -Predictor A is best for small values of n'; Predictor B for large. The CC for the combined predictor is 0.72, which is a significantly better than the predictions for the SDSC data (CC = 0.65).
One reason for this improvement is that the SP2 is a bigger machine (430 nodes vs. 368 on the Paragon), and the average cluster size of jobs tended to be smaller (9.2 vs. 25.2 on the Paragon). Thus, there tend to be more jobs in the system at any given time. Since our predictions are based on the aggregate behavior of many jobs, we expect them to improve as the number of jobs in the system increases. Another reason for the improvement is that users at CTC appear to be providing better run time estimates than users at SDSC: there is less overlap between the distributions from different queues, and the distribution of lifetimes for long jobs is less bimodal.
Another time
So far we have been cheating by using the trace data to estimate the distribution parameters, and then using the estimated parameters as inputs to the prediction algorithm. Of course, a real system would not have the luxury of knowing ahead of time the exact distribution of lifetimes of the jobs that would be submitted.
Assuming that the distributions do not change drastically over time, though, it should be possible to make accurate predictions using parameters estimated from recent accounting data. To test this claim, we divided our trace data into four intervals, each four months long. For each interval we found the distribution of lifetimes (broken down by queue To evaluate the impact of obsolete parameters on the accuracy of our predictors, we simulated the last three trace intervals (May '95 through April '96) using, in each interval, the parameters estimated during the previous interval. We feel that this is arealistic simulation of a system that updates 2We calculated median values by estimating the parameters of each distribution and calculating the median of the model distribution. We have found that these estimates are more robust than conventional medians, but overall the values are similar and show the same trends.
its parameters every four months based on accounting data from the previous four months.
In general, the performance of the predictors is not as good as with the optimistically accurate parameters we have been using: CC for Predictor A is 0.60 (down from 0.63), for Predictor B is 0.57 (down from 0.61), and for the combined predictor is 0.62 (down from 0.65). But the difference in accuracy is not large, suggesting that the predictors are not greatly impaired if the parameters are obsolete. Thus, we expect that in a practical system it would be sufficient to estimate new parameters only occasionally (maybe monthly).
In this workload, the distribution of lifetimes for medium and long jobs is becoming increasingly bimodal (similar to Figure 5 ). This indicates that there are actually two classes of jobs in these queues, and that users are failing to distinguish between them when they choose a queu'e. As the quality of information provided by users declines., we find that our predictions become less accurate. We can mitigate this effect in part by using additional information about jobs to create more classes. For example, we found that both cluster size and requested memory size are correlated with run time. We could create a set of classes that is ithe cross product of the sets of attributes; the only limit on the number of classes is that we need enough jobs in each Clas!; to get a good estimate of the class' distribution.
Another way to improve the information content of the distributions is to change the interface to the queueing system to provide better feedback about the run times of users' jobs and thereby solicit better estimates.
Conclusions
0 We have proposed a workload model for batch jobs on space-sharing parallel computers, based on a uniformlog distribution of lifetimes. We show that the proposed model captures the behavior of real workloadls in two different environments. This model can be useld to generate synthetic workloads for simulating and evaluating scheduling policies for similar environments.
0 We have used this workload model to develop statistical techniques for predicting queue times for waiting jobs. The proposed techniques worked well in simulations of both of the environments we tested. These techniques should be useful for several applications, especially selection of cluster sizes on space-sharing parallel computers.
Future work
In this paper we have presented algorithms for predicting the wait time of a job after it reaches the head of the queue. We have not addressed the question of how long it will take to get there. Predictor B can be extended in a natural way to predict the behavior of jobs in queue, and thus to predict the entire queue time for a new arrival. We have implemented this extension and seen promising preliminary results. Predictor B can also be extended to handle non-FCFS scheduling strategies, such as the priority scheme used at SDSC.
As part of the Distributed Object Computation Testbed (DOCT) project [ 131, we are implementing a persistent Legion [7] object that monitors the load on space-sharing parallel computers and answers queries regarding expected queue times. Application-Level Schedulers (AppLeS) will use this information for external resource selection [2] .
