M
anipulation experiments have become an increasingly important scientific tool in research focusing on understanding the ecological consequences of global changes such as climate change, nitrogen deposition, and biodiversity loss. The oldest of those is the Park Grass Experiment (Silvertown et al. 2006) , which has been running for over 150 years, providing a wealth of data against a background of environmental change. In contrast to traditional field surveys and monitoring in natural and seminatural ecosystems, manipulation experiments enable researchers to specifically test hypotheses (Beierkuhnlein and Nesshöver 2006) . Hundreds of ecological experiments are being initiated each year, varying widely in scale and design. Their ultimate goal is to acquire a fundamental understanding of ecological processes to enable the extrapolation of case-specific results. Unfortunately, flawed designs and experimental artifacts can lead to misinterpretations and may severely limit generalizations to wider contexts. Therefore, artifacts should be identified (cf. Englund and Cooper 2003 , Hillebrand and Matthiessen 2009 and then avoided if possible.
Scientists may be aware of the potential problems and eager to improve the methodology but unable to resolve this issue because of financial or logistical constraints. For example, it is well known that passive open-top chambers are an imperfect warming technique (Marion et al. 1997 , Shaver et al. 2000 and that the small size of the chambers may lead to responses to the treatment being outside the plot because of rhizomatous/stoloniferous growth in longlived clonal plants. Nevertheless, these chambers require no power and hardly any maintenance and are therefore highly practical in warming ecosystems in remote and inaccessible areas. In such cases, the challenge is then to be aware of the drawbacks of the applied method, to formulate hypotheses that reflect these drawbacks, and to extrapolate findings cautiously. On occasion, however, researchers may not realize that the designs and infrastructures they use are reason for concern or that solutions exist to solve or circumvent artifacts. Knowledge on experimental artifacts and workarounds is scattered throughout the literature, often reaching only part of the scientific community and not crossing interdisciplinary boundaries. A molecular biologist studying the model plant Arabidopsis thaliana may, for example, learn from ecologists who determine which growth conditions (soil volume, light quantity and quality, etc.) are required for normal plant functioning (Poorter et al. 2012) . Or alternatively, results from molecular studies demonstrating that gene expression depends on whether a stress is imposed in an abrupt or a gradual manner (Ambrosone et al. 2011) could explain why experimentally imposed environmental changes may initially act as a disturbance (Wookey 2008) and stimulate global change researchers to be cautious when extrapolating short-term results.
To transcend the very detailed difficulties found in specific domains, we address those issues that are relevant to a wider range of global change ecologists, using specific examples to illustrate and clarify generic problems. The focus is mainly on terrestrial ecosystems, although examples from aquatic systems are used when appropriate. We consider major choices and challenges that experimentalists are confronted with, discuss whether they can significantly affect the studies' conclusions, and if that is the case, we suggest ways forward. Some artifacts may be circumvented; other issues are inherent and cannot be avoided altogether. Even then, choices can be made to ensure that experimental artifacts do not become detrimental to the conclusions of a study. Our aim is therefore to refine the general approach, because fundamentally, the manipulation experiment is an invaluable tool for identifying the processes underlying change and for gaining a process understanding sufficient to drive models of ecosystem response to global change.
The trade-off between internal and external validity As we will illustrate throughout this article, fundamental trade-offs exist between external and internal validity (figure 1). External validity relates to the experimental realism and the applicability of a result to other conditions or systems. However, more stringent control over variables stimulates internal validity-that is, the confidence that the treatment is the cause of the observed effects. Indeed, allowing more processes and factors to vary freely in an experiment makes it reflect reality better but also renders attributing changes to specific processes more difficult.
In this regard, it is crucial to recognize that the questions that can be answered by simplified experiments or those involving more complexity will be-and have to bedifferent. More control by blocking realistic but unwanted sources of variation allows researchers to uncover fine-scale or specific mechanisms, whereas a better representation of natural complexity allows for a more straightforward extrapolation of results and trends but also less understanding of the underlying mechanisms. The position of the study on the internal-to-external-validity gradient (figure 1) therefore inherently constrains it. Failing to recognize the limitations leads to a number of pitfalls, of which the most important is the inappropriate extrapolation of findings. However, a priori awareness of the strengths and weaknesses of an experiment also generates opportunities. It allows for more streamlined hypotheses and well-grounded conclusions and also enables devising explicit combinations with other studies, creating added value by transcending the limitations posed by single experiments.
Treatment choices and resulting challenges
Global change involves the interacting drivers of ecological responses, both environmental and biotic, that can generate nonadditive effects through positive and negative feedback. The Jasper Ridge Global Change Experiment illustrates this well (Shaw et al. 2002) . Exposing annual grasslands to elevated carbon dioxide (CO 2 ), increased temperature, increased precipitation, and nitrogen deposition revealed increases in net primary production in all single-factor treatments. Stimulations were stronger when multiple factors were combined, except when these combinations included elevated CO 2 , which substantially suppressed the positive effects of other global changes. In a meta-analysis of 171 studies that manipulated two or more human stressors in marine and coastal systems, Crain and colleagues (2008) found that in the majority of studies, either synergistic (36%) or antagonistic (38%) interactions were observed. Extrapolation from studies in which only one single factor is altered should therefore be done cautiously. Nevertheless, single-factor experiments can improve mechanistic understanding under tightly framed hypotheses because their low complexity renders isolating specific processes easier (figure 2).
Of course, multifactor experiments usually include the single factors, but at the expense of either more total plots (increasing cost and workload) or a limited number of replicates (decreasing statistical power). Testing a complete set of projected future conditions is therefore not feasible. It is important to prioritize experiments that manipulate those factors of ecological relevance that are most likely to change, preferably in full-factorial combination, so that the underlying mechanisms of interactions can be tested for and used to evaluate models. The latter is clearly needed to help parameterize current models that often have difficulties in dealing with interacting global change factors (Luo et al. 2008) .
Treatment choices also involve decisions regarding the nature of the changes (e.g., gradual changes versus events; Jentsch et al. 2007) ; the timing of the treatments, including the possible bias of applying treatments only in some seasons (cf. Bokhorst et al. 2009 ); the type of systems to consider, with the known underrepresentation of (sub)tropical regions Figure 1 . A schematic representation of the trade-off between internal validity (being able to attribute a change to a specific factor) and external validity (the confidence with which results can be generalized).
(cf. Beier et al. 2012) ; and the methodology (e.g., biodiversity experiments using random or nonrandom species extinction; Gross and Cardinale 2005) . Discussing all of these choices is beyond the scope of this study and may not be really meaningful because a breadth of sensible approaches has inherent value. Nevertheless, it is only by bringing these experimental approaches and treatments together in syntheses that deeper understanding across the scales can be achieved. Such synthesis work is facilitated if a standardized set of measurements is employed (Vicca et al. 2012 ) and if enough experimental detail is reported (Hillebrand and Gurevitch 2013) . Moreover, combining different areas of expertise within the same experiment (a multidisciplinary approach) allows for integrated syntheses, but these are more complicated to achieve across separate projects.
New or alternative approaches. Regression/ gradient approaches have been suggested as an alternative to the widespread use of replicated analysis-of-variance (ANOVA) designs in order to maximize the number of interactions and levels testable (Kreyling et al. 2014) . Such experiments would result in response surfaces to be analyzed by regression techniques and might reveal thresholds and tipping points better than classical replicated setups do, which is particularly important in extreme event research.
Furthermore, promising new methods have been developed to help elucidate the process dynamics and sensitivities related to biotic and/or abiotic feedback. For example, plant-soil feedback treatments can be established by growing a particular plant community long enough to alter the soil characteristics through mutual plant-soil interaction and subsequently using the conditioned soil to grow a different plant community (Manning et al. 2008 , Meijer et al. 2011 . Such plant-soil feedback studies generate valuable insights into the processes driving ecosystem succession and invasion (Kulmatiski et al. 2008) . They can also provide additional explanations for observed biodiversity-functioning relationships (Maron et al. 2011 ) and sensitivity to drought stress (Meijer et al. 2011) . Abiotic feedback treatments, although still rare, could reduce the uncertainties related to the direction and magnitude of biotic feedback to global changes, such as the changing sensitivity of photosynthesis to CO 2 with rising temperatures demonstrated by Milcu and colleagues (2012) . Finally, making use of "natural laboratories" offers a number of unique possibilities. Geologically active locations harbor areas where CO 2 is released (CO 2 springs) or where soils and streams are warmed. These could be used to test the long-term effects of CO 2 addition or warming in a natural setting. For example, O'Gorman and colleagues (2014) identified stream catchments in several Nordic regions where temperatures differed more than 15 degrees Celsius (°C) regionally, whereas the water chemistry remained stable. The coldest streams in each area could therefore serve as a benchmark to assess warming-induced effects on community structure, biodiversity, and ecosystem processes. Moreover, embedding highly controlled experiments within such settings could create unique possibilities, such as studying the effects of long-term acclimation to warmer conditions on the sensitivity to temperature pulses (e.g., by heat waves).
Covariation between factors. In full-factorial experiments, isolating the single-factor effects of the imposed treatments is challenging, because manipulating one factor can also change others (Shaver et al. 2000) . For example, providing increased levels of atmospheric CO 2 to plants usually increases tissue temperatures, because the lower stomatal conductance decreases latent heat loss (Leuzinger and Körner, 2007) . In this case, the temperature increase is mostly limited, but in the case of drought experiments that trigger stomatal regulation, the canopy can be warmed by several degrees . Consequently, the response to such treatments is not solely a direct result of water deprivation but also of responses to co-occurring increases in temperature. Rising temperatures with increasing drought are a logical consequence of atmospheric feedback (De Boeck and Verbeeck, 2011) . The same interdependence also causes warming treatments to dry out the soil and vegetation unless precipitation is increased. Similar examples can be found in aquatic systems, where eutrophication affects phytoplankton communities not only directly but also through increased light attenuation and carbon depletion (Reynolds 1998 ). The consequence is that it becomes more difficult to attribute changes to a specific factor. In other words, interdependences increase the external validity at the expense of the internal validity of the study.
Covarying factors can be separated using explicit designs. One such example is a study by Hautier and colleagues (2009) on nitrogen enrichment and plant species loss, which distinguished between the direct effects of increased nitrogen inputs on belowground competition and the indirect aboveground effects of light limitation in the understory of vegetation as a consequence of the increased growth of dominant plants. To fully separate the two factors, the researchers provided extra light inside the canopy in some treatments (a single-factor light effect or in combination with nitrogen fertilization). Such solutions are warranted if researchers want to keep full control of major factors in order to precisely attribute responses-that is, when very specific hypotheses are being tested (high internal validity required). In other cases, it may be more appropriate to aim for high external validity by allowing naturally occurring interdependence to develop (figure 2). Increased awareness of covarying factors and their quantification through measurements should always be pursued, because it helps to avoid attributing responses to the wrong factor (i.e., being right for the wrong reason) and to understand the direct versus indirect mechanisms of treatment responses.
Island effects. Island effects are another mechanism that can influence imposed treatments. These are a direct result of the inherent limitations regarding scale, making outdoor experiments islands in a wider landscape that remains unchanged. Whenever the conditions in the study area are altered, these may be perceived as more or less attractive to animals, changing the interactions between primary producers and animals. This could be relevant in the aforementioned naturally warmed stream catchments (O'Gorman et al. 2014) , because these might attract more birds or other mobile organisms than they would if every catchment in the area were warmed. In terrestrial systems, effects can range from nest building under rainout shelters to preferential grazing in plots, because, for example, nitrogen was added (Latimer and Oetting 1999) or even because a path through the vegetation to reach the plot can facilitate herbivore visits (Cahill et al. 2001) . Such island effects can significantly affect the conclusions of a study. For example, Klady and colleagues (2011) observed that floral sexual reproduction increased when arctic plants were exposed to warming applied by means of open-top chambers. Such chambers are, however, warm and calm islands in an ocean of cool and windy surroundings, and flowering plants inside the warmed plots would therefore be inherently more attractive to insects than those in the surrounding landscape. Such an attraction bias would not exist if the whole landscape had been warmer. In this example, island effects have therefore potentially led to an exaggeration of the warming effect on floral sexual reproduction. For cases such as this, in which a variable of interest (pollination) is directly distorted by the experimental manipulation, observational studies using temporal or spatial variation should explicitly be used as a comparison.
Island effects can also lead to a reduction of the effect size by pushing mesocosms closer to the conditions of their surroundings, both in the abiotic and the biotic sense. For example, when testing legacy effects of a drought period, the seed rain from outside would not reflect the quantities and species origins of the seeds (and possibly changes in the expression of drought-related traits; Herman et al. 2012) compared with when the whole landscape would have been subjected to the same drought. This means that the community changes less or in a different way than it would following a landscapewide drought. Similarly, abiotic island effects can also serve to render imposed treatments less extreme than they would be naturally, such as when water reaches drought plots via groundwater or surface-water inflow or because atmospheric feedback is missing. In other words, such effects tend to dilute the experimentally imposed treatments, which is especially important to consider when extrapolating findings.
Some of these issues could be overcome by increased isolation of the communities from the outside (figure 2). In aquatic environments, enclosing systems is almost inevitable, whereas in terrestrial systems, measures can range from fencing to avoid grazing and disturbance to using full enclosures such as greenhouses, which represents different amounts of control (cf. figure 1) . However, isolating the ecosystem also implies cutting off a number of natural community processes, such as limiting the number of trophic groups and the exchange of propagules. Isolation may therefore become an artifact whenever processes such as colonization and herbivory are important (e.g., Kongstad et al. 2012) , rendering the potential for making long-term predictions from systems in isolation challenging.
One solution to such issues is to artificially include biotic changes at the larger scales. In the case of drought experiments, this could encompass adding seeds in quantities that reflect drought effects in the entire landscape. Obviously, this requires a priori knowledge, which could be gained from observational studies or many small experiments. A solution such as this remains a simplification of natural processes, but at least it acknowledges processes beyond the island that is the experiment in order to increase its realism and potential for extrapolation. Comparisons with natural systems could indicate how important feedback and mechanisms not represented in treated "islands" may be. It is, in any case, necessary to quantify which treatment levels are ultimately realised, because, as we have demonstrated, island effects can alter the intended treatment. Detailed quantification of the realised treatments was also recommended regarding covarying factors. Such quantification would not only allow for a more correct interpretation of single experiments but would also facilitate comparison between experiments (Vicca et al. 2012 ).
Spatial scale
The spatial scale of the experiment is a fundamental choice that directly influences its internal and external validity (figure 1). This implies that by using an inappropriate scale relative to the studies' aims, either too much or not enough biotic complexity and spatial heterogeneity are taken into account, undermining the conclusions (cf. Bommarco and Banks 2003) . Therefore, the spatial scale needs to be carefully matched to the processes and ecosystems under study. For experiments highly focused on specific processes or mechanisms, such as the role of the spatial patterning of plant species in invasion resistance (Yurkonis et al. 2012) , the scale can be kept limited, because in such studies, high internal validity (i.e., low "noise" of uncontrolled aspects or processes) is key. When external validity gains importance because we want to understand how given small-scale responses can be generalized or lead to larger-scale responses, the scale of the experiment has to be large enough to feature higher levels of complexity. Challenges are different for in natura and assembled (model) ecosystems, however.
Artificially assembled systems. Model systems strive for large internal validity and will decouple many of the interactions between the scale of the mesocosm and the complexity and heterogeneity. In plant ecology, this usually involves evenaged individuals planted in regular designs on homogenized soil (e.g., Jentsch et al. 2011) . Enlarging the surface area of plots in such experiments implies multiplying homogeneous blocks and therefore does not increase complexity and heterogeneity as such. In other fields of global change research that use nonnatural systems, such as aquatic mesocosms (Englund and Cooper 2003) , a similar reasoning could be used. Enlarging plots in these highly controlled experiments would only make sense if this significantly affects key response variables. Factors that limit how small plots can be made in terrestrial systems are the well-known edge effect and also soil volume. Indeed, physical soil space can have a direct impact on plant-plant interactions and growth (Dimitrakopoulos and Schmid 2004) , meaning that responses and relationships between, for example, biodiversity and ecosystem functioning may be distorted if the soil volume is too small. Detailed information on minimum substrate requirements can be found in Poorter and colleagues (2012) . In aquatic systems, both volume and the surface area-to-volume ratio may be relevant Cooper 2003, Spivak et al. 2011) , especially if more than one trophic level is involved. Petersen and Englund (2005) explored the possibilities of defining the minima for preserving "effective scales"-that is, to maintain the functions of mesocosms in question with respect to natural systems.
Like the minima for plot or mesocosm dimensions, the minimum amounts of resource heterogeneity may also be required. Studies have shown that heterogeneity in the distribution of nutrients can modulate interactions between climatic changes and biodiversity (Garcia-Palacios et al. 2012), with biodiversity affecting functioning more in heterogeneous than in homogeneous systems (Tylianakis et al. 2008 , Cardinale 2011 ). In stream systems, Lancaster and Belyea (1997) showed that site heterogeneity affects the persistence of populations in the face of perturbations. Such results suggest that the extrapolation potential of experiments which are artificially homogeneous is likely limited. In assembled systems, it may therefore generally be advisable to actively include sources of heterogeneity in a controlled manner, such as patchy nutrient and water supply (cf. Mommer et al. 2012) , if these are considered important for the processes being studied (figure 2). However, some solutions may surpass practical feasibility. In those cases, applying the same experiments also in natura could give information about the generality and extrapolation potential of the findings (cf. figure 1) . Alternatively, using intact samples of established ecosystems keeps most heterogeneity near its natural levels. Obviously, this is not possible in all systems, but bringing monoliths of grasslands or other small-statured vegetation into climate-controlled Ecotrons (Milcu et al. 2014 ) couples an amount of ecosystem naturalness with high levels of environmental control.
In natura experiments. In natura experiments are often limited in scale by practical considerations, because many manipulations are difficult or even impossible to carry out across large areas. Even when the manipulation is provided for free by natural laboratories, the large scale can pose challenges regarding workload. It would therefore be useful to establish minimum plot sizes-that is, the minimum of a range in which processes are independent of scale (cf. Roscher et al. 2005 on biodiversity-ecosystem functioning research).
However, such knowledge is scarce and often very specific. Including plots or mesocosms of different spatial scale in the same experiment would help to elucidate whether scale affects the results and where (and whether) scale saturation occurs, facilitating interpretation and increasing comparability (figure 2). This would also be valuable in artificially assembled ecosystems. Such a multiscale approach has mostly been used in aquatic systems so far (see Englund and Cooper 2003 for a review) .
Whatever the size of the plots or mesocosms, the heterogeneity of in natura systems in question should be captured adequately, avoiding results being skewed by overrepresenting some patches and underrepresenting others. This requires using an adequate number of replicates (i.e., more if heterogeneity is more variable) and a well-reasoned distribution across the landscape and across treatments. Evidently, heterogeneity should be similar across treatments and controls when the experiment is initiated so that response differences are not caused by differences in heterogeneity between treatments. Pretreatment assessment or characterization of physical, chemical and/or biological heterogeneity can be very valuable in this regard (figure 2), which may sometimes be fairly straightforward (such as temperature; cf. Scherrer and Körner 2010) but sometimes more difficult to quantify a priori (such as nutrients). Selecting areas in close proximity with similar species composition may in such cases be used as an indication of comparable abiotic conditions. However, this search for relatedness and comparability can lead to the pitfall of spatial autocorrelation and pseudoreplicates and should be monitored.
Biological complexity. Biological complexity, defined here as the whole of biotic interactions within an ecosystem-including food-web structure, community composition, and their interactions-changes with spatial scale, as was mentioned before. Like heterogeneity and direct-scale effects, it can interact with ecosystem responses to global changes. For example, chains of interactions can result in feedback loops that can have stabilizing (negative feedback) or destabilizing (positive feedback) effects. The so-called Janzen Connell effect of reduced success of establishment of conspecifics in the proximity to established adult individuals due to increased seed predator/pathogen loads is an example of localized negative feedback (van der Putten et al. 2013) . In contrast, the presence of dwarf shrubs can aid the establishment of tree seedlings at alpine and sub-Arctic treelines by diverting herbivore activity (Grau et al. 2013 ). Including such interactions will provide a less fragmented understanding of the mechanisms behind a wide range of ecological questions.
Complexity is inherently included in experiments in natura, although within limits (Kreyling and Beier 2013) . Sometimes, these limits result mainly from active measures such as fencing, but usually, they stem from the inability to extend the manipulation to the entire landscape (cf. island effects). A choice of mesocosm size that correctly represents spatial heterogeneity will likely adequately represent smaller-scale complexity such as species richness, evenness, and community age structure. However, complexity also entails interactions between primary producers and consumers, and because herbivores vary widely in size, not all interactions can be captured within a plot or mesocosm in many systems. Some experiments artificially induce such interactions to test specific hypotheses (figure 2), such as those by Stevnbak and colleagues (2012) , who applied insect herbivory as a treatment by means of meshbags to test cascadal effects on belowground processes. Including all aspects of complexity can only be approached by means of observation studies on long-time scales, however. For experimentalists, it is important to gain a priori knowledge of the potential interactions and feedback affecting the ecological processes or organisms in question (through preliminary trial experiments or literature) to establish to which extent the results can be extrapolated. Consequently, long-term observations that identify change should be integrated with experiments that can explain change and extrapolate change in time and space .
In assembled systems, many aspects of complexity are not included (e.g., colonization or herbivory) in order to safeguard high internal validity. Experiments could gain in realism if aspects such as more natural demography (particularly in regions characterized by individuals with long life spans), colonization rates (e.g., by providing natural propagule influx), or intraspecific variation were introduced, albeit at the cost of internal validity.
An overarching recommendation. Our overarching recommendation regarding scale issues is to increase the scale of the experiment instead of the plot/unit. This can be achieved by combining experiments and gradient studies by conducting the same experimental manipulations along climatic gradients , with manageable cost, work, and space requirements for each site (figure 2). This reconciles safeguarding internal validity at the local scale with increasing external validity across all sites. The trends and relationships found across study sites would substantially increase confidence that these are not merely a product of local conditions and would therefore improve the potential for extrapolation. At the same time, locations where diverging trends are found can reveal specific mechanisms and place limits on the generality of uncovered trends and processes (e.g., Sowerby et al. 2008 ). The framework proposed by Dunne and colleagues (2004) offered ways to interpret differences between similar treatments along a spatial gradient. Asking the same research question in studies differing in realism, such as along the gradient in figure 1, could work in a similar way: identifying robust mechanisms when similar results are found, or, when results differ, marking areas where improved process understanding is needed.
Time scale
Whether the duration of an experiment can be deemed "sufficient" depends on the hypotheses the experimental study aims to test and the amount of extrapolation envisaged. Short-term experiments can be important for process understanding and identifying thresholds and tipping points. However, examples from CO 2 research have taught us that extrapolating from short experiments may be misleading, with short-term conclusions on the stimulating effect of CO 2 on growth and productivity (Ainsworth and Long 2005) being contested by observations following a longer period of treatment (Norby and Zak 2011) . Part of the problem here may be that many aspects of global change manifest slowly and incrementally in time, whereas experiments are typically imposed in a stepwise manner.
Stepwise treatments. In a modeling study, Luo and Reynolds (1999) showed that ecosystem carbon sequestration and nutrient demand gradually increased with gradually rising CO 2 levels, whereas a stepwise CO 2 increase caused an abrupt yet short-lived increase in both variables, reminiscent of the studies referred to earlier (Ainsworth and Long 2005, Norby and Zak 2011) . A similar response pattern has been observed empirically by Klironomos and colleagues (2005) , who found that the diversity and functioning of arbuscular mycorrhizal fungi were irresponsive when the plant-soil system was exposed to a gradual CO 2 increase, whereas an abrupt increase in CO 2 levels caused significant yet shortlived changes. These and other results suggest that stepwise changes could be considered a perturbation, to which systems cannot acclimate in the short term (Wookey 2008 , Knapp et al. 2012 .
Obviously, there are few alternatives to step-change experiments. The challenge is then to correctly assess and more fully exploit their potential. To achieve this, a number of recommendations can be made. First, experiments can be specifically designed to assess to which extent stepwise treatments differ from treatments imposed more gradually (cf. Hui et al. 2002 , Ambrosone et al. 2011 . Alternatively, observations from long-term monitoring studies (e.g., tree ring analysis, ecosystem stocks, and phenological records) and studies involving natural gradients could be used as comparison (figure 2). For example, the FORHOT experiment in Iceland uses natural increases in soil temperature caused by volcanic activity to study soil-warming effects (O'Gorman et al. 2014) . Because these hot spots are variable in time and emerge in new places, researchers can compare how short-term (approximately 5 years) and longer-term (more than 30 years) effects differ and therefore filter out perturbation-induced transient responses resulting from the stepwise change. The mechanistic understanding gained can then be used to inform and correct existing models to better predict responses to gradual scenarios (Luo et al. 2011 ).
Short and long term studies. The stepwise nature of imposed treatments is not the only reason to be cautious in extrapolating from short-term studies. For example, the importance of species richness may be underestimated if inferred from short-term data, because the effects of biodiversity loss can escalate through time because important plant-soil feedback develops only slowly (Eisenhauer et al. 2012) . Similarly, the negative effects of the abundance of the invasive species Orconectes rusticus (rusty crayfish) in a Wisconsin lake were only found after nearly 20 years of monitoring (Dodds et al. 2012 ). The challenge is therefore to understand how short-term and potentially transient treatment effects may translate into long-term changes or how an apparent lack of responses in the short term may progress or cascade through the system, leading to long-term changes and adaptations (Shaver et al. 2000 , Knapp et al. 2012 . On the basis of our current knowledge, long-term responses often cannot be derived from short-term effects (figure 3), which therefore warrants experiments on longer time scales (figure 2).
An advice to simply conduct experiments longer is not a miracle solution, however. Apart from logistical constraints, one complicating factor is that the amount of variation will increase the longer the experiment is running. This can occur because random events such as disease, plagues, etc. or stochastic trajectories of succession (Kreyling et al. 2011) may make replicates in a study less comparable (i.e., a loss of internal validity). The degree to which communities are affected by treatments should therefore be quantified, such as by means of similarity measures. The decision can then be made to end the experiment (if communities are no longer sufficiently comparable) or to shift the focus to a more individualistic perspective at the level of communities (figure 2). Furthermore, unavoidable imperfections in the experiment, such as island effects and other artifacts, may be proliferated as the length of the treatment increases (i.e., a loss of external validity). Researchers therefore need to be aware of the drawbacks of the setup and techniques used, which is often not readily apparent.
Ultimately, short-and long-term experiments are both needed to link short-and long-term responses, and this requires experiments dealing with the same question along the gradients of scales. More specifically, we make the following suggestions: First, if an experiment focuses on shortterm responses, the signal from the imposed environmental change must be strong enough to be detected against the natural intra-and interannual variation. If this signal-to-noise ratio is low, short experiments run the risk of concluding that "no changes are detected, " leading to erroneous extrapolation. This logically leads to the next recommendation: Design short-and long-term experiments that complement each other (figure 2). For example, extreme events often act like a disturbance, allowing two complementary strategies to be adopted: (1) a short-term experiment focusing on the processes related to the extreme event and its immediate effects on the ecosystem and (2) a long-term experiment to evaluate fundamental changes in the ecosystem structure and functioning, such as through changes in biodiversity and community composition (Kreyling et al. 2011) or food-web complexity (Byrnes et al. 2011 ). This would help develop the knowledge needed to predict long-term effects based on shorter-term observations and which could be verified in the same setup. Finally, compare the findings with experiments provided by nature, in which acclimation to the local conditions has developed across decades. This could help avoid making unjustified extrapolations, as was illustrated by the discrepancy between the early conclusions of the substantial effects of CO 2 on primary production from Free Atmospheric CO 2 Enrichment (FACE) experiments (cf. Ainsworth and Long 2005) and the long-term responses found in trees located closer and farther from natural CO 2 springs showing weak or insignificant responses to CO 2 (cf. Hättenschwiler et al. 1997) . These recommendations again illustrate how important awareness of the study's limitations and possibilities (cf. figure 1 ) is in avoiding several pitfalls and highlight the opportunities that arise when combining experiments across scales.
Conclusions
To enable an understanding of ecosystem responses to global change and making predictions that are valuable also to local stakeholders confronted with global changes that trigger very site-specific responses , we need experiments to test specific hypotheses (Beierkuhnlein and Nesshöver 2006 ). As we have argued throughout this article, the answers that single experiments can provide are confined by the trade-off between internal and external validity (figure 1). The experimental challenges often differ for studies on opposite sides of the gradient. Highly controlled studies aiming to uncover specific processes could, for example, gain from explicitly separating covarying factors (to attribute responses more precisely) and sticking to short time frames (to keep maximum control over treatments), whereas opposite recommendations would benefit studies targeting realism and broad understanding. Some recommendations, such as including additional experimental units of different size to reveal scale dependencies, are relevant to any study, however.
Multiple problems could be remedied by combining studies. First, this could encompass the combination of studies across spatial gradients, using coordinated experiments. This would facilitate the identification of broad trends (when effects are similar across sites) and the factors overruling these trends (when the effects differ on one or more sites) (Dunne et al. 2004 , Fraser et al. 2013 , Kreyling et al. 2014 ). Second, studies of different duration can be combined, such as short-term (imposed) warming experiments and studies on locations where natural warming (e.g., in geothermal streams) has been present for decades (O'Gorman et al. 2014) . Third, bringing together experiments carried out across the gradient of internal to external validity would reconcile both highly specific and broader understanding.
These recommendations would help identify overarching patterns and strengthen process-based models, improving both our understanding of global change impacts and the confidence of our predictions on ecosystem responses. Such an approach is to be preferred above too simplistic generalizations, such as space-for-time substitution (Johnson and Miyanishi 2012) or universal response functions such as temperature-soil respiration sensitivity equations (Davidson et al. 2006 ). Finally, process or ecosystem models that are strongly integrated with experiments could provide added value as a means of qualifying the hypotheses behind a given experiment, guiding the scenarios and scales applied, and extrapolating the results (Lee and Mishurov 2013) . The complexities and potentially relevant scenarios and scales exceed our experimental capacities, which is why experiments should serve as well-chosen examples providing the understanding necessary to extrapolate the case-specific results. Integration of models and experiments is still lacking, however.
Designing and carrying out experiments are clearly fraught with both challenges and choices. The ways forward suggested here are relevant to most global change experiments, but the importance of each individual issue will depend on the specificities of the experiment and the nature of the system under study (e.g., terrestrial or aquatic). Although challenges remain, applying our recommendations should lower the probability of incorrect extrapolation and overstating conclusions from experiments and should lead to a better understanding and prediction of ecosystem responses to global change.
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