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Abstract. Globalization, the ubiquity of mobile communications and the rise of 
the web have all expanded the environment in which organized criminal entities 
are conducting their illicit activities, and as a result the environment that law 
enforcement agencies have to police. This paper triangulates the capability of 
open-source data analytics, ontological knowledge representation and the wider 
notion of knowledge management (KM) in order to provide an effective, inter-
disciplinary means to combat such threats, thus providing law enforcement 
agencies (LEA’s) with a foundation of competitive advantage over human traf-
ficking and other organized crime.  
1 Introduction 
 Globalization, the ubiquity of mobile communications and the emergence of the web 
have all aided in the stimulation of trade links, international communications and 
increased global mobility [1]. Despite the positive potential of this new global, digital 
environment, it also provides organized criminal entities with new avenues to exploit 
when conducting illicit activities, and as a result provides law enforcement agencies 
(LEA's) with an ever-widening environment to police. The new environment defined 
by mobile communications and the web provides LEAs with a valuable open-source 
platform that can be applied to enhance existing intelligence based investigations. The 
use of analytical approaches such as natural language processing (NLP), sentiment 
analysis and other text mining techniques enables LEAs to follow the breadcrumb 
trail of evidence leading towards illegal activity.  
In 2012, social media service Twitter reported that on average more than 500 mil-
lion posts were made to its service per day, and its popularity is continuing to grow 
year over year [2]. In addition to the sustained ubiquity of established social media, 
new services continue to emerge, targeting differing market segments and offering 
varying forms of functionality. The popularity of these services, along with other web 
sources presents a potentially unrivalled intelligence platform (in terms of size) that 
LEAs can access in order to combat and prevent a variety of organized criminal 
threats. Ontological approaches to conceptual knowledge representation and the wider 
2 
 
philosophy of knowledge management (KM) can provide the infrastructure needed 
for the intelligence-led operations of LEAs to utilize open source-data. 
The EU, FP7 funded ePOOLICE project aims to make use of open-source reposito-
ries such as the web to identify, prevent and even predict emergent organized crime 
threats to better inform LEAs and the actions and decisions they make in relation to 
these threats. Through the application and development of an ontological knowledge-
base, the system will make use of semantically managed domain expertise, provided 
by LEA partners in order assess the validity of any data mined from open-source re-
positories [3]. To facilitate the mining of open-source data, ePOOLICE will use NLP 
text mining techniques such as concept extraction and content categorization in order 
to manage the acquisition, identification and filtration of relevant data crawled online, 
identifying poignant indicators and information. 'Privacy by Design' is also imple-
mented; most notably by anonymizing or removing potentially sensitive data that 
could be used to explicitly identify individuals. To enable knowledge to be effectively 
managed, domain expertise such as indicators and their relationships will be codified 
using conceptual graphs and embedded within a larger knowledgebase.  
The triangulation between open-source data analytics, ontological knowledge repre-
sentation and the wider notion of KM potentially provides LEAs with a foundation of 
competitive advantage over a range organized criminal threats such as drug traffick-
ing, cyber-crime, terrorism and human trafficking; An advantage not easily recipro-
cated by criminal groups [4]. In this paper we outline the growing problem of human 
trafficking, and present an overview of the potential capability of ePOOLICE in uti-
lizing open-source data through the use of KM, conceptual graphs and text analytics 
in order to aid law enforcement in strategically combatting the human trafficking 
problem. 
2 Human Trafficking 
Human Trafficking is a complex, global issue that affects millions of people world-
wide each year, and as such requires a similarly global and comprehensive response 
in order to combat its continual spread [5]. Article 3 of the United Nations Protocol to 
Prevent, Suppress and Punish Trafficking in Persons provides the first agreed defini-
tion of human trafficking: 
“Trafficking in persons” shall mean the recruitment, transportation, transfer, har-
boring or receipt of persons, by means of the threat or use of force or other forms of 
coercion, of abduction, of fraud, of deception, of the abuse of power or of a position 
of vulnerability or of the giving or receiving of payments or benefits to achieve the 
consent of a person having control over another person, for the purpose of exploita-
tion. Exploitation shall include, at a minimum, the exploitation of the prostitution of 
others or other forms of sexual exploitation, forced labor or services, slavery or prac-
tices similar to slavery, servitude or the removal of organs' [6]. 
Human trafficking is a global criminal business that impacts on every country in 
the world. It is estimated to have a global worth of $32 billion and is recognized as a 
high profit, low risk crime. In 2012, The United Kingdom’s National Crime Agency 
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reported a 9% in the number of trafficking victims it had identified, with the same 
report indicating there had been a 130% growth of individuals being illegally traf-
ficked to the UK for Cannabis Cultivation purposes [7]. Frequently in these cases the 
entire trafficking process is controlled by criminal organizations aiming to further 
exploit trafficked victims through inducting them into a variety of other illicit activi-
ties, such as forced labor and prostitution [7], [8]. EUROPOL and UNODC have also 
published statistics indicating that human trafficking is one of the most prominent and 
complex security issues across the globe today. [8], [9]. 
In order to improve the human trafficking defense architecture; data acquisition, 
application, and trans-border co-operation must be significantly improved, with a 
view to fostering an environment where knowledge is a key aspect of LEA's arsenal 
in combating perpetrators of trafficking [5]. To be truly effective, human trafficking 
identification must take a multidisciplinary approach, triangulating the requirements 
to maximize indicator identification, validation and perpetrator reprehension [10]. 
However, human trafficking indicators are often well concealed, with traffickers go-
ing to great lengths to obscure their activities, hiding the true size and nature of the 
trafficking problem [11], [12], [13]. The circumstances under which it takes place are 
also often complex and significantly varied from case to case [5]. Human trafficking, 
and particularly trafficking for the purposes of forced labor often involves victims that 
are considered vulnerable due to a variety of factors that include poverty, unemploy-
ment, inequality and political conflicts within their own states [7]. These indicators 
can be applied to strategically anticipate new destinations and transit routes taken by 
victims.  
Human trafficking is traditionally considered to be under-reported, meaning that 
efforts to combat the problem cannot rely on observer reports alone [14]. The diverse 
range of potential criminal activity to which human trafficking is associated (i.e. 
money laundering, prostitution, forced labor and drug cultivation [15]) means that it 
provides an ideal use case upon which the application of KM, and specifically onto-
logical knowledge representation and textual extraction through open-source scanning 
for combatting emergent organized criminal threats can be demonstrated.  
In the UK, a number of recent LEA operations have uncovered instances where 
certain 'nail bars' have been used as fronts for trafficking activities [16]. The use of 
nail bars, and massage parlors as fronts for trafficking and the crimes to which it is 
associated is not solely isolated to the UK, with US law enforcement officials report-
ing similar issues [17], [18]. In the UK alone, ninety salons have been raided and 
prosecuted in the last five years for employing illegal migrants, concealing cannabis 
cultivation farms, prostitution rings and money laundering operations [19].  
In response, open-source data mining has the ability to abstract data from official 
reports and news articles to provide a strategic outlook of the trafficking environment 
and combine it with operational level indicators derived from open social media to 
map potential hotspots of activity, and validate potential weak indicators of opera-
tional level activity. Further, the aggregation of operational data itself presents a stra-
tegic outlook of the current environment, enabling current indicators patterns ('prima-
ry' indicators) to be temporally extrapolated to indicate future or emergent threats 
[20].  
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The short narrative presented previously around the use of nail-bars as fronts for 
trafficking activity provides sufficient scope to demonstrate the potential capability of 
conceptual graphs, text analytics and the wider notion of KM in aiding the intelli-
gence-led fight against human trafficking. As an emergent situation in the UK, the 
scenario described provides sufficient resource in terms of media reports to identify 
potential trends at a strategic level - such as patterns in migration, or hotspots of drug 
seizures at specific locations that may indicate trafficking. In addition, pages and 
posts indicating references of nail bars, and unusual activity and behaviors at the loca-
tions derived from the media information can also be applied to identify operational 
indicators of trafficking, and organized crime.  
3   Knowledge Management 
To ensure that the knowledge derived from open-source is utilized effectively we 
propose the use of KM, as a mechanism for LEA’s to acquire, apply and store 
knowledge in a more efficient manner. Knowledge has increasingly become a key 
strategic resource for LEA’s. The September 11th 2001 attacks in New York and Vir-
ginia simultaneously identified inadequacies in the current operations of public safety 
organizations, and the future requirement that knowledge be considered a key deter-
minant of organizational success [21], [22]. Taking this rationale into consideration it 
is clear that knowledge has become a key strategic resource that has a tangible and 
quantifiable value in the intelligence-led fight against organized criminal and terrorist 
acts [23]. More generally, KM aims to gainfully exploit the intellectual capital of the 
individuals and organizations where it is being employed through the "systematic and 
explicit management" of all knowledge related activities including the practices, pro-
grams and policies that are set and followed by the organization [24]. The various 
disciplines that are holistically referred to as KM effectively exist across three do-
mains; the organization (its structure, processes and controlling mechanisms), its cul-
ture (the informal, tacit practices of its individuals and occupational groups), and its 
technology (IT based systems) [25, pp.7-8]. Only through the effective management 
of all three of these domains can knowledge be leveraged effectively by decision 
makers.  
Within the public sector, LEA’s are increasingly acknowledging that due to the 
trans-national nature of organized crime, and in particular those of a trafficking relat-
ed nature, there is a requirement for a coordinated, multi-agency approach to tackling 
said offences. UNODC have developed an intelligence sharing system in collabora-
tion with global LEA’s in order to facilitate intelligence sharing across borders and 
jurisdiction in order to aid in the fight against the growing threat of human trafficking.  
The resulting system, called the VRS-MSRC (Voluntary Reporting System on Mi-
grant, Smuggling and Related Conduct), aims to provide an online outlet for LEA’s to 
create and manage strategic knowledge that can be applied in the formulation of re-
gional and national trafficking policies, informed by data from across global agencies 
through the analysis of routes used, transportation methods, financial transactions, 
victim and offender profiles, and other potentially relevant information [26].  
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Within the applied context of what they describe as 'Intelligence Management', 
Akhgar & Yates [23] define KM as a process of creating value added learning pro-
cesses so that knowledge becomes a key strategic resource of LEAs with 'measurable 
and quantifiable value' in successfully combatting organized crime or an act of terror-
ism. In this view, in order to enable the understanding of dynamic, ever evolving real 
world problems a KM approach based upon a number of value added learning pro-
cesses is required to enable a comprehensive understanding of the problem situation 
at hand. This approach is firmly grounded in epistemology, and places value on both 
human and machine learning processes, acknowledging the potential added value of 
human, tacit inquisition in strategic intelligence.  
There is some debate among KM scholars however as to whether it is possible to 
abstract the tacit, un-codified aspects of human knowledge at all, with some (see [27]) 
arguing that in order to retain the contextual value of tacit knowledge, it cannot be 
codified or 'converted' into an explicit, expressible format, such as what is exempli-
fied in Nonaka, Toyama & Konno's [28] SECI knowledge spiral. Boisot's model [29], 
named the i-Space suggests that in order to be converted, and disseminated, tacit 
knowledge must be codified and stripped of some of its contextual value in order to 
be recorded, and further disseminated explicitly. This poses a potential point of issue 
for ontology driven knowledge representation and other technological systems that 
make claim to being focused on, or influenced by KM.  
Conceptual approaches to KM, such as the knowledge cycles proposed by Dalkir 
[25], Meyer & Zack [30] and Wiig [31], capture and model the lifecycle of 
knowledge assets within an organization from their acquisition right through to their 
application in aiding decision makers and solving problems. Within this, the techno-
logically oriented aspect of KM most commonly targets the capture, creation and 
codification of knowledge [25, pp.77-97]. This 'explicit' knowledge must be formally 
expressible through the use of formal, systematic language so that it can be tangibly 
stored and shared through written mediums such as conceptual graphs and more 
commonly through items such as training manuals, codes of practice or mathematical 
formulae [28], [32]. Ontologies and the use of conceptual graphs provide one such 
approach to knowledge codification.  
4 Ontology driven Knowledge Representation 
Ontologically driven knowledge frameworks are static by nature, and thus can only 
provide solutions to known problems, based on the domain knowledge and relation-
ships that have been modelled within them. This limits any potential impact of any 
ontologically driven solutions, as although the frameworks themselves are static, the 
environments upon which they are based are dynamic and ever evolving [23]. How-
ever, despite this and the earlier discussion around knowledge conversion, the role of 
ontologically underpinned knowledge cannot be ignored due to the requirement for 
technological systems to capture, model, organize and retrieve the constituent, ab-
stracted parts of knowledge - i.e. act as a repository for codified organizational do-
main knowledge. Sowa [33] addresses this point of issue to some extent through em-
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phasizing the dynamic and changing nature of information, and the complexities that 
these attributes cause for computer systems. 
As a result, Technology and IT systems have to be constructed in a way that facili-
tates their evolution along with the environment. Increasingly, modern initiatives 
towards intelligence-led policing practice have also sought to integrate information 
systems within intelligence strategies. In the past these systems have comprised of 
what we may now consider to be simplistic document management systems and data-
bases of existing policing records. Approaches such as that offered by IBM's 
'COPLINK' [34], [35] have enabled LEA's to share and analyze vast quantities of 
existing records and information from across the intelligence community to aid na-
tional and border security. More recently, contemporary intelligence-led approaches 
have begun to integrate data analytics in intelligence-led activity for the detection, and 
predication of potential criminal activity based not only on historical crime records 
but also on emergent indicators in the environment. This is the mandate of the 
ePOOLICE project.  
Conceptual graphs provide one such environment for ontology driven knowledge 
representation, providing a means to represent knowledge that is both understandable 
by software and people [36]. Ontology driven knowledge representation, and specifi-
cally conceptual graphs deal with data acquisition and KM though the use of an onto-
logical vocabulary, and the subsequent relationships that are defined between the 
concepts in that vocabulary, providing a means to explore and model the semantics of 
domain knowledge [37].  
4.1 Applying CGs using CoGui 
Conceptual graphs (CGs) provide a valuable research tool for identifying and express-
ing the relationships between organized crime indicators, such as those defined by the 
International Labor Office Delphi survey [38], and the United Nations anti-human 
trafficking manual [10], and the behaviors and activity that can be identified through 
crawling other open sources and the text analytics that underpin it. One such tool for 
representing domain knowledge through the use of conceptual graphs (CGs) is 
CoGui. Aimed at enabling the visual expression of knowledge in the form of CG's, 
CoGui is heavily based upon Sowa’s [37] work on conceptual structures and 
knowledge representation. CoGui enables the composition of a set of ontology pow-
ered CG's capable of representing assertions [39]. In this section CoGui will be used 
to demonstrate the utility and capability of conceptual graphs in enhancing the value 
of the ePOOLICE project. In representing the ontological relationships between enti-
ties, CG's enable the definition of 'rules', as shown in figure 1. Rules enable the visu-
alization of implied knowledge using an if-then (hypothesis-conclusion) scenario. The 
following section revisits the scenario presented in section 2 around the use of nail 
bars to demonstrate the applicability of conceptual graphs. The rule presented in fig-
ure 1 hypothesizes a generalized migration pattern, potentially facilitated by orga-
nized crime groups.  
Fig 1. Victim Route Rule 
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Figure 2 shows a fact CG that is derived from the textual extraction described in 
section 5. The CG identifies how the relationships between locations and nail-bars 
(the concepts extracted from open-source) are modeled to reveal their linkages with 
domain knowledge that exists behind the indicators. The fact CG represents a specific 
scenario, in this case migration movements between two specific locations, an event 
that is known to coincide with increases in trafficking.  
Fig 2. Fact CG 
 
 
The rule identified in figure 2 can then be applied to the fact in figure 1 to show the 
reasoning behind it. Figure 3 identifies through projection that the rule is indeed a 
potential instance of migration from Vietnam, with Leeds, UK the likely destination. 
The resulting fact graph is then used to update, and further enrich the wider 
knowledgebase. It is worth noting that in this particular example, although the activi-
ties highlighted, and relationships made between them potentially provide valuable 
information on events that may indicate trafficking activity, there is no evidence that 
suggests illegal activity is taking place in the case provided. 
 
Fig 3. Output 
 
In demonstrating the application of CG's using this simple example it is possible to 
see how the underlying concepts can applied as part of a larger knowledge repository 
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to represent how indicators derived from open-source, using textual extraction and 
analysis techniques (such as those identified in section 5) can be abstracted to not 
only give an indication of operational trafficking, but also to provide a strategic per-
spective of migration patterns that may indicate the potential for a future, or emergent 
trafficking threat. In order to extract the indicators of such illicit activity from the 
open-sources, we introduce the use of textual analytics into the information retrieval 
process.  
5 Textual Extraction and Categorization  
Text analytics encompasses a wide variety or semantic and linguistic disciplines such 
as sentiment analysis, data mining, concept and contextual extraction, and content 
categorization [40] and is used to identify trends and previously unknown insights 
about their content [41]. Existing work in the area has focused on the extraction of 
named entities and concepts from unstructured closed-sources such as police case 
reports, enabling improved access to and co-ordination of such information [42], 
[43].One such aspect of text analytics; content categorization, is designed to create, 
maintain and apply semantic infrastructure to previously unstructured content [44]. In 
applying text analytics to open-source data it is possible to discern insight into groups 
and networks that was not previously possible due to the scale and level of access that 
provided by the web [45]. As human trafficking encompasses such a wide variety of 
potential issues, from forced labor, drug cultivation and distribution, the sexual ex-
ploitation of women and children, and numerous other forms of exploitation a taxon-
omy driven approach to categorizing disparate content enables decision makers to 
separate potentially relevant information from the noise of irrelevant open-source 
data.  
Two approaches have been considered for categorizing content in this way; statis-
tical and rule based. Statistical categorization relies on the acquisition of a robust 
corpus of training documents that accurately represent each content category, with 
documents matched to that particular category based upon their closeness to the statis-
tical signature of the training corpus. The statistical signature is based upon measures 
such as the frequency at which particular words or phrases appear within documents. 
Although considered easy to develop, statistical models are entirely reliant on external 
content mined from the open-source environment being represented accurately by the 
training corpus. Despite having the benefit of being relatively simple to develop, the 
user has less direct control over the output, and thus the accuracy of a statistical ap-
proach tends to be lower [46, pp.201-202]. Due to the disparate nature of open-source 
data and the broad scope of the ePOOLICE project in categorizing data based on a 
wide variety of criteria and criminal activity, a rule-based approach consisting of both 
Boolean rules and linguistic terms is pursued. This approach enables the use of regu-
lar expressions, and linguistic and Boolean rules to define rules for each category in 
the defined taxonomy, thus enabling a higher degree of precision. Boolean rules alt-
hough considered the most difficult and time intensive to develop, are also the easiest 
to refine and maintain, and potentially the most powerful and therefore accurate cate-
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gorization method [46, pp.269-270]. In order to categorize content effectively, a rep-
resentative taxonomy is first required based upon the variety and subject matter of the 
source material to be categorized as well as what the intended outcome of the catego-
rization is [41].  
5.1 Content Categorization 
In order to establish a comprehensive understanding of the environment, it is first 
necessary to design a taxonomy that encompasses all domain relevant characteristics, 
in order to facilitate the categorization of content against these factors. For this pur-
pose, a taxonomy based upon a number of existing publications including the Interna-
tional Labor Organization's 'Delphi' survey Indicators [38], UNODC's Anti-Human 
Trafficking manual for criminal justice practitioners [10] has been tailored to repre-
sent the specifics of identifying illicit nail bars in UK towns and cities. In this exam-
ple (shown in Figure 4), documents related to mentions of young female workers will 
be categorized using Boolean syntax that uses logic stating that if a mention of an 
individual being 'young' or expressions that indicate youth appears in the same sen-
tence, and within three words of syntax referencing a child or woman then the content 
is likely to be in reference to underage workers. Alone, this information does not nec-
essarily provide any meaningful insights, however when content is similarly matched 
as being related to a location, or business such as a nail-bar then it provides a potential 
weak indicator of illicit activity.   
Fig. 4. Young Workers Categorizer  
 
5.2 Concept Extraction 
A further application of text analytics is referred to as named-entity or concept extrac-
tion. In this instance, a list of location 'classifiers' are used in combination with Bool-
ean rules in order extract explicit mentions of 'locations' in sentences that infer that 
something, or someone is transferred to or from it, the outcome of which could be 
applied to geographically map trafficking activity from reports and news articles to 
give a strategic view of the existing trafficking environment, and known routes. 
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Classifiers consist of a list of raw text concepts. In this instance these are made up 
of a list of countries and major towns and cities from across the globe extracted from 
MaxMind - a free database of major world cities [47]. 
Additional Concepts are then added to the taxonomy to identify the relationship be-
tween the 'Location' concepts and a particular use of language; in this case travelling 
to or from a destination. The syntax defined using Boolean rules states that if a term 
that indicates that someone/ or something is ‘arriving’ or ‘destined’ appears in a sen-
tence with a concept from the ‘LOCATION’ rule then a positive match is returned to 
indicate a possible destination location, with the same logic applied to the OriginLo-
cation rule. The ‘_c’ signifies the value to be returned, in this instance referring to the 
‘LOCATION’ concept. The Boolean category rule qualifier ‘@’ is then used as a 
suffix in order to expand the search to contain all versions of the word forms it fol-
lows. For example, ‘arriving’ is expanded to include ‘arrive’, ‘arrived’ and ‘arrives’.  
 
DestinationLocation Concept:  
CONCEPT_RULE:(AND,(SENT,(DIST_4,(OR,"destined@","destinat
ion@","going@","arriving@","going@"),"_c{LOCATION}"))) 
OriginLocation Concept: 
CONCEPT_RULE:(AND,(SENT,(DIST_4,(OR,"origin@","originates
@","source@","sourced@"),"_c{LOCATION}"))) 
Figure 5 shows these concept rules applied to a dummy ‘news report’ describing an 
artificial report of traffickers being apprehended in the UK city of Leeds. The blue-
tagged data references the DestinationLocation concept rule, whereas the red-tagged 
data represents data matching the OriginLocation rule.  
Fig. 5. Concept Rule Matches 
 
Concept extraction, as demonstrated above can be applied in order extract known 
trafficking routes from textual data sources such as news articles and official reports 
and mapped geographically to show current, and historical trafficking hotspots, in-
formation which could be of potential benefit in validating weak indicators of emer-
gent activity.  
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5.3 Weak Signals in the Environment  
Further, similar syntax is applied to detect weak signals in the environment. The ex-
ample in figure 6 demonstrates how tweets that are collated and analyzed from a mi-
cro-blog may provide indicators of labor exploitation, with nail-bars used as a front 
for such illicit activity. In this instance, after the content is filtered to remove infor-
mation that may be used to identify individuals, the concepts and categorizer's defined 
in the taxonomy are used to analyze incoming data during its acquisition, with any 
rule-matches resulting the addition of the <Concepts> and <Categories> tags. The 
terms identified may aid in the detection of migration patterns, and as a result traffick-
ing activity, due to appearance of new nail bars in one location. Further rules would 
then be defined to pick upon specific indicators of underage work, forced labor and 
sexual exploitation such as the mention of 'young looking girls' in figure 6. 
Fig. 6. XML Document Markup 
 
 
Although it is necessary to add further complexity, and comprehensiveness to the 
categorization and extraction rules presented to offer actual utility in the detection of 
organized crime signals in open-source data, it is clear that a developed version of 
such concepts can have real potential in the identification of tangible crime indicators 
in open-source data. Further, the underlying relationship between indicators and enti-
ties enables them to be generalized and extrapolated (i.e. codified and stripped of 
context) and applied to wider organized crime scenarios. In addition, the aggregation 
of operational 'primary' (i.e. current threat) indicators such as those identified previ-
ously can be used to map strategic trends and patterns in activity to identify emergent 
and future threats through the idea of temporal proximity [20]. 
6 Concluding Remarks 
In this paper we have presented human trafficking as a potential use case for semantic 
knowledge representation in aiding to re-enforce both the strategic and operational 
capability of law enforcement agencies in combatting organized crime threats as part 
of a wider knowledge management strategy. KM has been identified and rationalized 
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as an enabler of more effective intelligence practice, enhancing law enforcement 
agencies capacity to integrate new intelligence streams such as ePOOLICE into exist-
ing practice through improving communication and information sharing channels, 
knowledge acquisition and retrieval, and knowledge co-ordination and availability. 
Conceptual graphs are used to demonstrate one way in which state-of-the-art technol-
ogies can stimulate more effective KM practice and as a result improve LEAs re-
sponse to organized crime threats. In addition, the utility of applying text analytics in 
extracting valuable information from disparate information sources has been demon-
strated, and the requirement for further research as part of the ePOOLICE project 
identified in order to expand the basic concepts outlined here in order to have real, 
tangible impact in extracting organized crime indicators from 'primary' open-source 
data, and ultimately in informing domain decision makers.  
 
Disclaimer 
In this document, terms indicating origin or ethnicity are not being used to imply any-
thing general or stereotypical of that origin or ethnic group. Such terms are only used 
as instances of factual reporting and are not be taken as a reference to any race or 
ethnic group as a whole. Nevertheless, for a system to monitor organized crime to 
operate effectively, the identification of certain elements such as gender, nationality 
and ethnicity, in addition to the explicit identification of crime gangs, victim groups 
and modus operandi are often important. For instance, Vietnamese victims are traf-
ficked into Europe (supported by several reliable sources) and, therefore, the refer-
ence to the Vietnamese origin of criminal groups is crucial to investigate such cases 
as it forms a key characteristic of the phenomena described. Furthermore, when sensi-
tive or personal data is being handled, it will be done so in accordance with laws pro-
tecting the privacy and human rights of individuals, including data protection laws.  
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