Abstract. In this paper, we deal with the ridge-type estimator for fuzzy nonlinear regression models using fuzzy numbers and Gaussian basis functions. Shrinkage regularization methods are used in linear and nonlinear regression models to yield consistent estimators. Here, we propose a weighted ridge penalty on a fuzzy nonlinear regression model, then select the number of basis functions and smoothing parameter. In order to select tuning parameters in the regularization method, we use the Hausdorff distance for fuzzy numbers which was first suggested by Dubois and Prade [8] . The cross-validation procedure for selecting the optimal value of the smoothing parameter and the number of basis functions are fuzzified to fit the presented model. The simulation results show that our fuzzy nonlinear modelling performs well in various situations.
Introduction
Finding the relationships if any, existing in a set of variables when at least one is random, is known as an important task in statistics. On one hand, regression analysis, especially nonlinear regression, is an essential tool to analyze data. R. FARNOOSH, J. GHASEMIAN and O. SOLAYMANI FARD 325 structures. Expressing regression functions as a linear combination of known nonlinear functions called basis functions is the main purpose in basis expansions. However, natural cubic splines, B-splines, Fourier series and radial basis functions are widely used as basis functions [24] . In the current study, we use Gaussian basis functions [4] because they can be expressed in a simple form and can be easily implemented. When Gaussian basis functions are constructed for unequally spaced data, narrow basis functions with very small dispersions might be constructed, which can unsmoothing or unstable results if we employ these bases. Therefore, to overcome this problem, a shrinkage estimation, which allows to avoid these effects on the narrow basis functions by estimating their coefficients towards exactly zero can be used [29] .
The structure of paper is as follows: Section 2 explains basic concepts of fuzzy numbers which we used in this paper. In Section 3, multivariate fuzzy nonlinear regression model based on ridge estimation will be presented. In Section 4, we discuss the selection of number basis functions and the smoothing parameter. Finally, in the last two sections, some numerical examples and comments are given.
Preliminaries
In this section, we read some definitions and introduce the notations which will be used throughout the paper. (i)ũ is normal, i.e., there exists s 0 ∈ R such thatũ(s 0 ) = 1,
(ii)ũ is a convex fuzzy set, i.e., u(ts 
A crisp number a is simply represented by 
where k is a scalar. Moreover, when k = −1, we have k ⊗ũ = −ũ. The Hausdorff distance between fuzzy numbers given by D : Note that (R F , D) is a complete metric space (see [3, 11, 13] ) and has the following properties, 
for allx ∈ R F .
Multivariate Fuzzy Nonlinear Regression Model Based on Ridge Estimation
A fuzzy nonlinear regression model with multivariate fuzzy input and output is considered in this section and, a fitting procedure is proposed for this model. Suppose that we have n independent observations (ỹ i ,x i ); i = 1, 2, . . . , n. Here, a fuzzy nonlinear regression model is considered as follows,
In this model,
The function m(.), a mapping from (R F ) p to R F , is an unknown fuzzy smooth function. Moreover,ε i ∈ R F for whichε
, and ε i (α) and ε i (α)) are independently, normally distributed with mean zero and variance σ 2 (α).
Regarding Definition 2.3, the fuzzy function m(.) can be expressed as
m α (x i j ) = m α (x i j ), m α (x i j ) ; i = 1, 2, . . . , n, j = 1, 2, . . . , p.
RIDGE-TYPE REGULARIZATION IN FUZZY NONLINEAR REGRESSION
So, we can write the modelỹ = m(x) ⊕ε, as the follow form,
We may assume any component of m(.) or m(.) has a linear combination of basis functions
and
where
T are fuzzy unknown coefficient parameter vectors and for X α = (x, x, α), Gaussian basis functions are given by
where μ (α) are determined by using the k-means clustering algorithm. The data set of observations of the explanatory variables (x 1 (α), . . . , x n (α)) and
where n l is the number of observations included in the l-th cluster (6) by (7) respectively, we obtain a set of 2k basis functions
For n independent observations (ỹ i ,x i ); i = 1, 2, . . . , n, the fuzzy nonlinear regression model based on Gaussian basis functions
and ε i (α), ε i (α) are error terms. If the error terms are independently and normally distributed with mean 0 and variance h
, for all α ∈ [0, 1] the nonlinear regression model (9) has a probability density function
Then the maximum likelihood estimates of the coefficient vectors b(α), b(α) and h
We estimate b(α) = (b(α), b(α)) and h 2 (α) by the regularization method, because the maximum likelihood method often yields unstable estimates in fitting a nonlinear model to data with a complex structure. We consider maximizing the penalized log-likelihood function, instead of using the log-likelihood function,
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] is a penalty function for b(α) and λ(> 0) is a smoothing parameter that controls the smoothness of the fitted model. Based on the ridge penalty, in
Then, the maximum penalized likelihood estimates of b(α) = (b(α), b(α)) and
I l+1 is an (l + 1) dimensional identity matrix. Note that these estimators depend on each other. Therefore, we provide an initial value for the variance h
are updated until convergence. This estimation method is the maximum penalized likelihood with the quadratic form (see [9, 23] ). The consistency and the rate of convergence of these estimators proved in ( [5, 15, 20] ).
Selection of the number of basis function and the smoothing parameter
The estimates that achieved in (14) by the regularization method depends upon the number of basis functions 2k and the value of the smoothing parameter λ. Appropriate determining these values is a crucial issue. The fuzzified crossvalidation procedure based on the Hausdorff distance between fuzzy numbers, can be described as follows. Let 
The C V (k, λ) quantity gives an overall measurement of the difference between the actual values of dependent variable and its estimation. However, because of the error term in model (1) the C V (k, λ) cannot efficiently reflect the closeness between the underlying fuzzy nonlinear regression function m(x) and its estimate. Therefore, we define a quantity for measuring the bias between the objective function and its estimate, which is
The B I AS(k, λ) makes sense for examining the performance of the different methods by simulation. Both C V (k, λ) and B I AS(k, λ) will be reported in our simulations to numerically evaluate the performance of the proposed method. Choose k 0 and λ 0 as the optimal values such that
C V (k, λ), and,
In practice, we may compute for a series of values of k and λ to obtain k 0 and λ 0 . A smoother regression function generally corresponds to a larger value of k while a more fluctuating regression function tends to select a smaller value of k.
Numerical results
In this section, we use Monte Carlo simulations to investigate the performance of the proposed model by computing C V (k, λ) and B I AS(k, λ). Here, two simulation examples are considered: a curve fitting and a surface fitting. The results are obtained for some values of sample size, k and λ. Example 5.2. Surface fitting. Next, we applied the modeling strategy to surface data. We generated random samples (ỹ i ,x 1i ,x 2i ); i = 1, 2, . . . , n with n = 100 or 120 from a true modelỹ i = m(x 1i ,x 2i ) ⊕ε i where
, which ε i (α) and ε i (α) are independently, normally distributed. The mean of distribution is zero and the standard deviations are respectively τ = 0.1R m and τ = 0.1R m with R m , R m being the ranges of m( Example 5.3. Consider the below function from [31] .
The observed fuzzy outputs arẽ In this example LLS and KS, respectively stand for the local linear smoothing and kernel smoothing methods.
Conclusions
In this study, we dealt with estimating the ridge regularization in fuzzy nonlinear regression model with modelling the data with multivariate fuzzy input and output. The ridge estimation of fuzzy nonlinear regression models based on Gaussian basis function with the cross-validation procedure for selecting the optimal values of the smoothing parameter and the number of basis function was proposed. Some simulation experiments were conducted to assess the performance of the method. By computing the C V (k, λ) and B I AS(k, λ), we found that the proposed method performs quite well in reducing the error and producing a satisfactory estimate of the parameters of nonlinear regression function.
As demonstrated by the numerical experiments, the increasing of k, the number of basis function, increases the accuracy of model. In this case we can decrease the smoothing parameter λ. The small values of C V (k, λ) and B I AS(k, λ) indicates that the proposed method tends to produce estimates that are more close to their right values and gives less biased estimates of the real function.
