Abstract. Let k be a field and x, y indeterminates over k.
Introduction
We investigate a criterion for determining whether monomial rings of the form
are Cohen-Macaulay (or CM). An important special case of this problem is the projective monomial curve: k[x n , x n−a1 y a1 , . . . , x n−at y at , y n ] for integers 0 < a 1 < . . . < a t < n. The study of such rings is inspired by the original example of Macaulay [5, p. 98] , k[x 4 , x 3 y, xy 3 , y 4 ]. This is a domain with system of parameters (x 4 , y 4 ) in which λ(R/(x 4 , y 4 )) = 5 = e((x 4 , y 4 )) = 4. It is observed that dim(R) = 2 and depth(R) = 1. One essential manner of viewing this problem is by considering the semigroup of monomials which lie in the ring. For a polynomial ring with n variables, we let each monomial m be a point in Z n corresponding to its exponent vector log(m). These points form a semigroup inside Z n whose generators correspond to the monomials generating R over k. One of the most important breakthroughs in the study of the CM property of these rings was made by Hochster. While this settles a great number of cases, there are plenty of monomial semigroups for which k [M ] is not normal. In particular, the projective monomial curves described in the first paragraph are never normal unless t = n − 1. To see this, note that we may assume gcd(a 1 , . . . , a t , n) = 1, so that x y is in the fraction field of R. Hence each monomial of the form x i y n−i is in the fraction field of R.
In a similar way, many rings of the form k[x a , x p1 y s1 , . . . , x pt y st , y b ] are not normal. For example, the fraction field of R = k[x 2 , x 11 y, xy 11 , y 3 ] contains x 11 y (x 2 ) 5 = xy and (xy) 6 ∈ R. In the case of simplicial affine semigroups, Goto, Suzuki and Watanbe give another criterion by which to evaluate CM. A semigroup is affine if it may be embedded in Z n for some n. For any affine semigroup, we may consider the cone of S: C(S) = {α ∈ R n |k · α ∈ S for some 0 k ∈ R}. The semigroup is said to be simplicial if the cone may be generated in R n by rank(S)-many linearly independent elements of S as R n vectors. . Let S be a simplicial affine semigroup. Let e 1 , . . . , e s be elements which span C S . Then k[S] is CM if and only if {x ∈ G|x + e i ∈ S and x + e j ∈ S for some i = j} = S Goto and Watanabe defined a similar extension S ′ for a general affine semigroup S. Trung and Hoa [10, Theorem 4.1] identify a topological criterion which, together with S = S ′ , is necessary and sufficient for CM. The semigroup defined by elements of R = k[x a , x p1 y s1 , . . . , x pt y st , y b ] is an affine semigroup by log(-). Furthermore, any element of R 2 with nonnegative entries may be written as a combination of (a, 0) and (0, b). This includes every element of S, so S is a simplicial affine semigroup. The criterion of theorem 1.2 is straightforward to check for a single ring, but does not lend itself to analyzing classes of rings. Reid and Roberts [8] introduce a related notion of a maximal projective monomial curve in order to demonstrate a large class of CM curves. The special case of projective monomial curves continues to be studied. In this paper, we consider affine semigroup rings in dimension 2. The framework we find helpful emphasizes the congruence classes of the exponent vectors. This allows us to calculate the Hilbert polynomial of (x a , y b ) in section 2. Note that the constants t p,q , s p,q , n p,q in the following theorem are described in 2.5 and 2.6.
In particular, e((x a , y b )) = |H|, and the Hilbert function equals the Hilbert polynomial for n max (p,q)∈H (n p,q ).
These details allow us to manipulate the construction of a ring to achieve specific coefficients and level of stabilization for the Hilbert polynomial. Our calculations also highlight an interesting set of k-independent monomials over R/(x a , y b ). In section 3, we give more specific calculations for rings with 4 monomial generators. Theorem 3.12 provides a simple criterion for determining the CM property and Theorem 3.15 presents an algorithm that identifies a monomial k-basis for R/(x a , y b ). Section 4 highlights the application of this work to projective monomial curves in P 3 . The CM condition for such rings is as follows.
Theorem (4.6). Let R = k[x n , x n−ℓ y ℓ , x n−m y m , y n ] with 0 < ℓ < m < n. Let b be the smallest integer such that there exist integers a 0 and c > 0 with bm = aℓ + cn. Choose a such that n/gcd(n, ℓ) > a. Then R is CM if and only if b a + c.
There are several previous results which bear some resemblence to our conclusions. [3] provides an algorithm identifying 'basis points' in an affine semigroup. These are not the same as our basis elements of R/(x a , y b ) and the results assume seminormality of the semigroup. Among a study of the defining ideals of monomial rings, [4, Remark 2 .17] provides a geometric condition on the monomial basis for a projective monomial curve in P 3 to have a CM ring. In contrast, Theorem 4.6 is a clearly numerical condition on the exponents. In [7] we find another numerical criterion for a projective monomial curve in P 3 to be CM, whereas our results in Section 3 do not require the monomial generators of R to have the same degree.
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Asymptotic Behavior of the System of Parameters
One important window into the CM property is the asymptotic lengths R/(x a , y b ) n for a system of parameters (x a , y b ) ∈ R. (ii) λ(R/I) = e(I) for every I generated by a system of parameters. (iii) λ(R/I) = e(I) for some I generated by a system of parameters.
In the following discussion, we assign x to have weight b and y to have weight a, so that deg(x α y β ) = bα + aβ. This is so that x a and y b will have equal degree. When we wish to specifically highlight the exponent vector, we will use log: log(
Remark 2.2. It may be noted that there exists a ring isomorphism φ :
Without loss of generality, we might have assumed that a = b. On the other hand, for a = b we may freely assume gcd(a, p 1 , p 2 , . . . , p t ) = gcd(b, q 1 , . . . , q t ) = 1. Notation 2.3. We consider (x a , y b ) and its powers and find it convenient to denote X := x a and Y := y b . We sort monomials in R into congruence classes based on their exponents in H ⊂ (Z/aZ) ⊕ (Z/bZ). For each (p, q) ∈ H, we choose α p,q to be one monomial of minimal (weighted)
by the size of
The remaining monomials of (X, Y ) n outside both (X, Y ) n+1 and A n will be denoted B n . Set α p,q = x ℓa+p y mb+q = 0 β = β 0 . For i < n, let i β := x (ℓ−i)a+p y (m+j)b+q with j the least possible integer such that i β ∈ R. It may be that there is no such monomial, in which case we do not consider i β to be defined. Similarly,
for some c ∈ N. By the minimality of the β's, β h+c divides γ, so that deg(β h+c ) < deg(β i ).
Lemma 2.5. Fix (p, q) ∈ H. Let s p,q = s be the highest integer such that β s is defined. Let u be the maximum value of
Then |B n ∩ U n | s with equality if and only if n u.
There are only s-many other y-exponents the monomials in U n might take.
Note that each pair i z , i z−1 satisfies the defining condition of u. Moreover, since deg(β iz ) deg(β h ) for any h > i z , any pair i, j with i > i z > j fails the condition that defines u. Hence u = max z (i z − i z−1 − 1). Suppose n u and consider the following monomials:
. . . ,
By Lemma 2.4, each of these monomials lies outside (X, Y ) n+1 , so |B n ∩ U n | = s. Suppose n < u and let i, j be indices satisfying deg(
are the only monomials in U n with the same y-exponent as β i Y n+1 . Hence B n ∩ U n does not contain a monomial with this y-exponent and |B n ∩ U n | < s.
Symmetry allows us to apply this result to t β, . . . , 0 β. Define u ′ for t β, . . . , 0 β as u is defined for β s , . . . , β 0 . For n n p,q := max(u, u ′ ), this yields |B n ∩ {γ| log(γ) ≡ (p, q) ∈ H}| = s + t.
Proposition 2.6. |B n | (p,q)∈H (t p,q + s p,q ) with equality if and only if n max (p,q)∈H (n p,q ).
Not only is |B n | constant for large values of n, it determines the constant of the Hilbert polynomial
We demonstrate this by calculating the multiplicity from the growth of |A n |.
Proof. (X, Y )
n is generated by the n + 1 monomials
is given by a linear polynomial, P (n), for sufficiently high n. Applying the notation from 2.3, we have
Taken together, these results allow us to construct rings with arbitrary conditions on the Hilbert polynomial and the level of its stabilization.
Corollary 2.8. Given any subgroup 0 = H ⊂ (Z/aZ) ⊕ (Z/bZ) and integers C, m 0, there exists R such that (x a , y b ) has Hilbert polynomial P (n) = |H|(n + 1) + C which equals the Hilbert function exactly for n m.
. We will show that (x a , y b ) ⊂ R has the required Hilbert polynomial. Let γ, δ ∈ S ′ , and let log x , log y denote the respective exponents of a monomial. Then log x (γδ) 2N a (N +C +m+1)a > (N +C +m)a+p and log y (γδ) 2N b > (N +C +m)b+q for any 0 p < a and 0 q < b. In particular, log x (γδ) > log x (α p,q ) and log y (γδ) > log y (α p,q ) for any α p,q , so there is no p,q,i β for any (p, q) ∈ H or β p,q,j for any (p, q) = (p 0 , q 0 ) or for (p, q) = (p 0 , q 0 ) with j > C + m. Similarly, log x (γδ) > log x (β p0,q0,j ) and log y (γδ) > log y (β p0,q0,j ) for any j = 0, 1, 2, . . . , C − 1, C + m, so deg(β p0,q0,j ) > deg(β p0,q0,C+m ) for all j = C, C + 1, . . . , C + m − 1. In particular, β p0,q0,j = β p0,q0,C+m Y C+m−j . This gives the maximum u as in Lemma 2.5 as (C + m) − (C − 1) − 1 = m. Therefore (x a , y b ) ⊂ R has Hilbert polynomial P (n) = |H|(n + 1) + C which equals the Hilbert function exactly at n m by Proposition 2.6.
Let us return to consideration of the CM property. In general, λ(R/(X, Y )) e((X, Y )) and equality implies CM by 2.1.
Proposition 2.9. The following are equivalent: 
By the pigeonhole principle, some congruence class (p, q) ∈ H must be associated with two monomials in R \ (X, Y ). That is, for some (p, q) ∈ H, there is i β or β j . If s > 0 is the highest integer such that β s is defined, then β s X i ∈ B i for all i.
An alternative manner of viewing this result helps to motivate the calculations in the following sections. Impose the reverse lexicographic order on monomials in R. Let µ p,q be the least monomial in this order such that log(µ p,q ) ≡ (p, q). We use B 0 to indicate the collection of µ p,q for all (p, q) ∈ H. Alternatively, we may use the lexicographic order of the monomials, and form a set B 
, so that µ p,q has the smallest x-exponent and the smallest yexponent of any monomial in its congruence class. B n ∩ {β| log(β) = (p, q)} = ∅. Since this holds for all (p, q) ∈ H, B n = ∅ and R is CM by Proposition 2.9.
Semigroup rings with four generators
In this section, we will consider semigroup rings of the form R = k[x d , x e y ℓ , x f y m , y n ] with d, n > 0, e, f, ℓ, m 0 and (e, ℓ) = (0, 0). Our first main result in this section is Theorem 3.12, which gives a simple criterion to determine whether R is Cohen-Macaulay. The second main result is Theorem 3.15, which gives an algorithm to generate a k-basis of R/(x d , y n ). As noted in Remark 2.2, one may assume that d = n for most results in this section, whereas Corollary 3.18 is probably best stated without assuming d = n. Notation 3.1. Given a group G and an element g ∈ G, we write ord(g, G) to denote the order of
Throughout this section, we fix a i , b i ∈ N and (g i , h i ) ∈ dZ ⊕ nZ, i = 1, 2, 3 as follows. Let (g 1 , h 1 ) ∈ dZ ⊕ nZ be the smallest element with respect to ≺ such that there are positive integers a 1 , b 1 with b 2 b 1 (b 2 to be defined below) and
Let b 2 be the smallest positive integer such that there exist a 2 0 and (g 2 , h 2 ) ∈ dZ ⊕ nZ with either at least one of g 2 , h 2 being positive or (g 2 , h 2 ) = (0, 0) such that
We choose a 2 < ord((e, ℓ), (Z/dZ) ⊕ (Z/nZ)). Let a 3 be the smallest positive integer such that there exist b 3 0 and (g 3 , h 3 ) ∈ dZ ⊕ nZ with g 3 , h 3 0 and g 3 , h 3 not both 0 such that
We choose b 3 < ord((f, m), (Z/dZ) ⊕ (Z/nZ)).
Lemma 3.2. We have a 3 > a 2 and b 2 > b 3 .
Proof. If a 3 a 2 , then (2) + (3) gives
By the definitions of b 2 and a 3 , at least one of g 2 + g 3 or h 2 + h 3 is positive, so b 2 − b 3 > 0. If b 3 = 0, then the definition of a 3 gives ord((e, ℓ), (Z/dZ) ⊕ (Z/nZ)) = a 3 a 2 , contradicting the choice of a 2 , so b 3 > 0. But then b 2 > b 2 − b 3 > 0 contradicts the minimality of b 2 in (2). Therefore a 3 > a 2 .
If b 2 b 3 , then (2) + (3) gives
Again at least one of g 2 + g 3 or h 2 + h 3 is positive, so a 3 − a 2 > 0. If a 2 = 0, then the definition of b 2 gives ord((f, m), (Z/dZ) ⊕ (Z/nZ)) = b 2 b 3 , contradicting the choice of b 3 , so a 2 > 0. If g 2 + g 3 and h 2 + h 3 are both nonnegative, then a 3 > a 3 − a 2 > 0 contradicts the minimality of a 3 in (3). So without loss of generality, suppose that h 2 + h 3 > 0 and g 2 + g 3 < 0, so g 2 < 0 and h 2 > 0. Let q ∈ Z, q > 1 be such that a 3 − (q − 1)a 2 > 0 but a 3 − qa 2 0. Then (q − 1)(2) + (3) gives
Since qh 2 +h 3 > 0 and qa 2 −a 3 0 we have
Proof. Suppose that u(e, ℓ) = (g, h) + v(f, m) for some (g, h) ∈ dZ ⊕ nZ. If g, h 0 and g, h are not both 0, then u > 0, contradicting the minimality of a 3 . Otherwise we have v(f, m) = (−g, −h) + u(e, ℓ) with −g > 0, −h > 0 or (−g, −h) = (0, 0), contradicting the minimality of b 2 . Therefore such (g, h) does not exist. 
and b 3 , b are not both 0, then g g 2 + g 3 , h h 2 + h 3 and (g, h) = (g 2 + g 3 , h 2 + h 3 ). (ii) and (iii): Now since a 3 > a 2 and b 2 > b 3 , (2) + (3) gives
Suppose that a a 3 a 3 − a 2 and b b 2 − b 3 . Then (4) − (5) gives g g 2 + g 3 and h h 2 + h 3 . Suppose furthermore that (a,
contradicting the minimality of b 2 . So g g 2 + g 3 , h h 2 + h 3 and (g, h) = (g 2 + g 3 , h 2 + h 3 ). 
Notation 3.5. Let a, b denote natural numbers. We let
We let H be the subgroup of (Z/dZ) ⊕ (Z/nZ) generated by (e, ℓ) = 1, 0 and (f, m) = 0, 1 .
Remark 3.6. We may visualize the set B 0 as follows. For (a, b) ∈ N × N, the first coordinate a increases to the right and the second coordinate b increases downwards.
General case
Proof. |B 0 | |H|: We will show that for every a
Let q, r ∈ N be such that b ′ = qb 2 + r as in the Euclidean algorithm. Then from (2) we have 0, b 2 ≡ a 2 , 0 , so a ′ , b ′ ≡ a ′ + qa 2 , r with b 2 > r 0.
So assume that b ′ < b 2 . We will now reduce to the case that a ′ < a 3 . It suffices to show that if a (3) and (2) we have a
So suppose that a ′ < a 3 and b
Notation 3.8. Given a, b ∈ N, we define the monomial
We also define the set of monomials (1) and (3) show that x a1,b1 ∈ (x d , y n ) and
Proof. Every monomial in (x d , y n ) can be written as a scalar multiple of x g x a,b y h for some a, b ∈ N and (g, h) ∈ dZ ⊕ nZ with g, h 0 and (g, h) = (0, 0). Lemma 3.11. The set B 0 is linearly independent in R/(x d , y n ) over k.
Proof. By Lemma 3.7, we only need to verify (i) in Lemma 3.10 for (a, b) ∈ B 0 and (a ′ , b ′ ) / ∈ B 0 . By Remark 3.9, we may assume that a ′ < a or b ′ < b. If a ′ < a, then by Remark 3.9 we have b
. By the minimality of a 3 we have g < 0, h < 0 or (g, h) = (0, 0).
) and the result follows from the minimality of b 2 . 
Theorem 3.12. For the ring
The rest again follows from (1) = (2) + (3).
(ii): By Lemma 3.11, the set B 0 is linearly independent in R/(x d , y n ) over k. 
In the first case, for a, b ∈ N we have x a,b = x a+qa2,b−qb2 for any q ∈ Z. So by the definition of B 0 and Remark 3.9 we see that for all (a Remark 3.13. In part (iii) of Theorem 3.12, instead of using Theorems 2.1 and 2.7, one can also prove the result using the fact that R is Cohen-Macaulay if and only if x d , y n is a regular sequence.
Corollary 3.14. The ring k[x d , x e y ℓ , y n ] is Cohen-Macaulay, where d, n > 0 and (e, ℓ) = (0, 0).
Theorem 3.15. We can use the following algorithm to obtain a basis of R/(
* by h * + h 2 and base by a 1 − a * . After the algorithm stops, the set of monomials B = { x a,b | (a, b) ∈ B} forms a basis of R/(x d , y n ) over k.
Remark 3.16. Theorem 3.15 only needs to use information from (1) and (2), or equivalently, from (2) and (3). Given the equation
Step 4 corresponds to (6) + (1) and Steps 5 and 6 correspond to (6) + (2). Furthermore, in each iteration of the algorithm, the new elements added to the set B are in one-to-one correspondence with those in {(a, b) ∈ B 0 | a * a < a * + base}.
Proof of Theorem 3.15. First, we note by induction that throughout the algorithm, (a) a * + base a 3 , (b) the value of base is always positive and weakly decreasing, and
Let u denote the updated value of a variable after an iteration of the algorithm. We note also that in Steps 4, 5 and 6:
We will now prove by induction on the number of iterations that after each iteration of the algorithm, (e) the set
The base case of B = ∅, i.e. B u = B 0 , is given by Theorem 3.12(ii) and Remark 3.9. In the induction step, we will first show (e) by using Lemma 3.10. 
, we are reduced to the case where b ′ < b 1 . Finally, the algorithm must stop at or before b * = ord((f, m), (Z/dZ)⊕(Z/nZ)). After the algorithm stops, we already know that B is linearly independent by (e). By (6) we have x Proof. Let us set a * = 0 in Step 1. In each iteration of the algorithm, at most i a * = |{(a, b) ∈ B 0 | a a * }| elements are added to the set B by Remark 3.16. We have 1 i a * |B 0 | = |H| dn and that the map a * → i a * is injective. Since there exist at most |H| possible values of a * before the stopping criterion is reached, we have dim k R/(x d , y n ) = |B| |H| i=1 i = |H|(|H| + 1)/2 dn(dn + 1)/2. Example 3.19. Here we give examples showing that the algorithm is "best possible", in the sense that the maximum number of iterations can be attained. In the second example, we will show that the upper bound in Corollary 3.18 is also attained. Let p, q be distinct prime numbers. When j = 2, p = 2 and q = 3 (or p = 3 and q = 2), we display the elements of B = { a, b | (a, b) ∈ B} = log(B) as follows. 
