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Resumo
Robustez é uma das muitas propriedades que um sistema de controle deve apresentar, jun-
tamente com desempenho. Neste trabalho, o objetivo é controlar um sistema linear com
incertezas intervalares usando um sinal de controle amostrado a fim de minimizar um critério
de desempenho quadrático. Como o desempenho depende dos parâmetros incertos do sistema,
buscamos minimizar um limitante superior para o custo. Para alcançar esse objetivo, adap-
tamos resultados clássicos existentes na literatura para lidar com este problema de controle
robusto. Os principais resultados alcançados nesta dissertação são condições de análise e de
projeto de controladores robustos para sistemas intervalares baseadas em desigualdades ma-
triciais lineares (LMIs). Estas condições consideram critérios de desempenho clássicos e foram
desenvolvidas para sistemas a tempo contínuo e a tempo discreto, além de sistemas de con-
trole amostrado. As condições desenvolvidas permanecem válidas mesmo para sistemas com
incertezas variantes no tempo. Embora nossas condições sejam mais conservadoras quando
comparadas à abordagem politópica, precisam apenas de um número constante de restrições
e um número polinomial de variáveis de decisão, o que permite resolvê-las de modo mais efi-
ciente mesmo para sistemas grandes ou com muitas entradas incertas. Por fim, apresentamos
exemplos numéricos para apontar as principais características dos métodos propostos.
Palavras-chaves: Sistemas intervalares, controle amostrado, regulador linear quadrático,
métodos lineares quadráticos, estabilidade quadrática, controlador robusto.
Abstract
Robustness is one of many properties that a control system should present, together with
performance. In this thesis, we aim to control a linear system with interval uncertainties
using a sampled control signal in order to minimize a quadratic performance criterion. As
the performance depends on the uncertain parameters of the system, we consider minimizing a
higher limit for the cost. To achieve this goal, we adapt classical results in the literature to deal
with this robust control problem. The main results obtained in this thesis are robust control
analysis and design conditions for interval systems based on linear matrix inequalities (LMIs).
These conditions consider classic performance indices and were developed for continuous and
discrete-time systems, as well as sampled-data systems. The devised conditions remain valid
even for time-varying uncertain systems. Although our conditions are more conservative when
compared with the polytopic approach, they need only a constant number of constraints and
a polynomial number of variables, which allows them to be solved more efficiently even for
large systems with many uncertain inputs. Finally, we present numerical examples to point
out the main characteristics of the proposed methods.
Keywords: Interval systems, sampled control, linear quadratic regulator, quadratic linear
methods, quadratic stability, robust controller.
Lista de Ilustrações
Figura 1.1 – Sistema de suspensão incerto. . . . . . . . . . . . . . . . . . . . . . . . . 16
Figura 1.2 – Discretização de um sistema com entrada de controle amostrada preser-
vando um desempenho entre essas duas dinâmicas. . . . . . . . . . . . . 17
Figura 3.1 – Região 𝐷(𝜁,𝑟,𝜃,𝑐) do plano complexo que deve conter os autovalores. . . 48
Figura 3.2 – Caixa Δ e os quatro vértices de Kharitonov. . . . . . . . . . . . . . . . . 50
Figura 4.1 – Disposição dos autovalores em malha fechada do ganho intervalar (4.69). 70
Figura 4.2 – Disposição dos autovalores em malha fechada do ganho (4.73) na sub-área
𝐷(𝜁,𝑟,𝜃,0) com 𝑟 = 3,3758, 𝜁 = 0,8341 e 𝜃 = 59,3243∘. . . . . . . . . . . . 70
Figura 4.3 – Resposta em malha fechada com o controlador intervalar (4.69). . . . . . 71
Figura 4.4 – Resposta em malha fechada com o controlador 𝐷-estabilizabilidade (4.73)
na sub-área 𝐷(𝜁,𝑟,𝜃,0) com 𝑟 = 3,3758, 𝜁 = 0,8341 e 𝜃 = 59,3243∘. . . . . 71
Figura 4.5 – Taxa de decaimento do controlador central. . . . . . . . . . . . 72
Figura 4.6 – Taxa de decaimento do controlador intervalar. . . . . . . . . . . . . . . . 72
Figura 4.7 – Taxa de decaimento do controlador 𝐷-estabilizabilidade. . . . . . . . . . 72
Figura 4.8 – Taxa de decaimento do controlador politópico. . . . . . . . . . . . . . . . 72
Figura 4.9 – Sistema retilíneo com um carro. . . . . . . . . . . . . . . . . . . . . . . . 73
Figura 4.10–Dinâmicas experimentais do sistema retilíneo para variações de três dife-
rentes massas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Figura 4.11–Taxa de decaimento do controlador central. . . . . . . . . . . . . . . . . 76
Figura 4.12–Taxa de decaimento do controlador intervalar. . . . . . . . . . . . . . . . 76
Figura 5.1 – Resposta em malha fechada com o controlador central. . . . . . . . . . . 82
Figura 5.2 – Resposta em malha fechada com o controlador intervalar. . . . . . . . . . 82
Figura 5.3 – Resposta em malha fechada com o controlador politópico. . . . . . . . . 82
Figura 5.4 – Sinais de controle da simulação temporal para os três ganhos. . . . . . . 83
Figura 5.5 – Taxa de decaimento do controlador intervalar. . . . . . . . . . . . . . . . 84
Figura 5.6 – Taxa de decaimento do controlador politópico. . . . . . . . . . . . . . . . 84
Figura 5.7 – Sistema de um motor CC. . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Lista de Tabelas
Tabela 4.1 – Tabela comparativa dos desempenhos em malha fechada alcançadas pelas
quatro técnicas de controle. . . . . . . . . . . . . . . . . . . . . . . . . . 71
Tabela 4.2 – Taxa de decaimento dos quatro ganhos sintetizados. . . . . . . . . . . . . 72
Tabela 4.3 – Parâmetros utilizados no sistema retilíneo. . . . . . . . . . . . . . . . . . 73
Tabela 4.4 – Tabela comparativa dos desempenhos em malha fechada alcançadas pelas
duas técnicas de controle. . . . . . . . . . . . . . . . . . . . . . . . . . . 76
Tabela 4.5 – Taxa de decaimento dos dois ganhos sintetizados. . . . . . . . . . . . . . 76
Tabela 5.1 – Tabela comparativa dos desempenhos em malha fechada obtida pelas três
técnicas de projeto. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
Tabela 5.2 – Taxa de decaimento dos controladores intervalar e politópico. . . . . . . 83
Tabela 5.3 – Parâmetros utilizados na modelagem do motor CC. . . . . . . . . . . . . 85
Tabela 5.4 – Tabela comparativa dos desempenhos em malha fechada obtida pelas três
técnicas de projeto. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Lista de Símbolos
N Conjunto dos números naturais
R𝑚×𝑛 O espaço linear formado por matrizes reais de dimensão 𝑚× 𝑛
R𝑛 Conjunto de vetores reais de dimensão 𝑛
𝑋T ∈ R𝑛×𝑚 Transposta de uma uma matriz 𝑋 ∈ R𝑚×𝑛
𝑋 > 0 Para uma matriz 𝑋 = (𝑥𝑖𝑗) ∈ R𝑚×𝑛, indica que 𝑥𝑖𝑗 > 0 para todo 𝑖,𝑗
𝑋 ≥ 0 Para uma matriz 𝑋 = (𝑥𝑖𝑗) ∈ R𝑚×𝑛, indica que 𝑥𝑖𝑗 ≥ 0 para todo 𝑖,𝑗
𝑋 ≻ 0 Uma matriz simétrica 𝑋 = 𝑋T ∈ R𝑛×𝑛 é definida positiva
𝑋 ⪰ 0 Uma matriz simétrica 𝑋 = 𝑋T ∈ R𝑛×𝑛 é semidefinida positiva
𝑋 ≺ 0 Uma matriz simétrica 𝑋 = 𝑋T ∈ R𝑛×𝑛 é definida negativa
𝑋 ⪯ 0 Uma matriz simétrica 𝑋 = 𝑋T ∈ R𝑛×𝑛 é semidefinida negativa
S𝑛 Todas as matrizes simétricas de ordem 𝑛
N⋆ Conjunto dos números naturais não nulos
S𝑛+ Todas as matrizes simétricas definidas positivas de ordem 𝑛
𝑎 Quaisquer escalares, vetores e matrizes intervalares são identificados em ne-
grito
⋆ Símbolo para denotar um bloco cujo correspondente simétrico está descrito
𝑥 := 𝑥 é definido como
=: 𝑥 Definição de x
≡ Equivalente a
He(𝑋) Soma de uma matriz 𝑋 com a sua transporta: He(𝑋) := 𝑋 +𝑋T
R Conjunto dos números reais
R+ Conjunto dos números reais não-negativos
C Conjunto dos números complexos
𝑎* Conjugado de um número complexo 𝑎
ℜ(𝑎) Parte real de um número complexo 𝑎
ℑ(𝑎) Parte imaginária de um número complexo 𝑎
T Conjunto de instantes de tempo para o caso contínuo T = R+ e para o caso
discreto T = N
Sumário
1 Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.1 Revisão da Literatura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2 Recursos Computacionais . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.3 Organização da Dissertação . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2 Sistemas Lineares Invariantes no Tempo . . . . . . . . . . . . . . . . . . . . . 21
2.1 Sistemas Dinâmicos Lineares Invariantes no Tempo . . . . . . . . . . . . . . 21
2.2 Estabilidade de Sistemas Dinâmicos . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Regulador Linear Quadrático . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4 Controle Amostrado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.1 Discretização de Sistemas Lineares . . . . . . . . . . . . . . . . . . . 27
2.4.2 Controle Amostrado LQR . . . . . . . . . . . . . . . . . . . . . . . . 28
2.5 Considerações finais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3 Análise de Estabilidade de Sistemas Intervalares . . . . . . . . . . . . . . . . 32
3.1 Conceitos Básicos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1.1 Operações Aritméticas . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1.2 Propriedades Algébricas . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1.3 Função . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1.4 Matrizes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Exponencial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.1 Série de Taylor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.2 Horner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.3 Método Scaling and Squaring . . . . . . . . . . . . . . . . . . . . . . 39
3.3 Lema de Petersen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4 Sistemas Intervalares . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4.1 Estabilidade e Estabilizabilidade Quadrática . . . . . . . . . . . . . . 41
3.4.2 D-estabilidade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4.3 Teorema de Kharitonov . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.5 INTLAB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.6 Considerações finais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4 Controle LQR de Sistemas Intervalares . . . . . . . . . . . . . . . . . . . . . . 54
4.1 Controlador Robusto a Tempo Contínuo . . . . . . . . . . . . . . . . . . . . 54
4.1.1 D-estabilizabilidade . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2 Controlador Robusto a Tempo Discreto . . . . . . . . . . . . . . . . . . . . . 61
4.3 Taxa de Decaimento . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.4 Exemplos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.5 Considerações finais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5 Sistemas Intervalares Amostrados . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.1 Taxa de Decaimento . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.2 Exemplo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.3 Considerações finais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6 Conclusões e Comentários Finais . . . . . . . . . . . . . . . . . . . . . . . . . 88
Conclusão . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
Referências . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
APÊNDICE A Matrizes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
16
1 Introdução
Ao longo da história da humanidade, o Homem evoluiu e desenvolveu uma série de
avanços tecnológicos que facilitaram a sua vida. A Revolução Industrial do século 𝑋𝑉 𝐼𝐼𝐼 e a
Revolução Tecnocientífica do final do século 𝑋𝐼𝑋 favoreceram o desencadeamento do avanço
da tecnologia por toda a sociedade, o que permitiu a melhoria das realizações de diferentes
atividades, além de contribuir com o desenvolvimento de automóveis, lâmpadas elétricas,
rádios, telefones, telégrafos e outros artefatos de alta tecnologia (MOTOYAMA, 2004). Em
geral, qualquer atividade ou trabalho se beneficia de praticidade, o que normalmente significa
gastar menos tempo e, se possível, minimizar custos. Para isso, o desenvolvimento de sistemas
automáticos contribui para a melhoria e organização da sociedade. Nem sempre, porém, seu
uso é perceptível ao realizarem-se atividades rotineiras; por exemplo, são frequentemente
esquecidos os vários subsistemas de um carro como o amortecedor e motores elétricos para
abrir e fechar as janelas.
Muitos sistemas podem apresentar parâmetros incertos, ou seja, pode não ser pos-
sível estimar seus valores com precisão (BHATTACHARYYA; KEEL, 1995). Na Figura 1.1
ilustramos um sistema de suspensão, no qual os três parâmetros do sistema, constante elás-
tica (𝑘), fator de amortecimento (𝑏) e massa (𝑚), apresentam incertezas limitadas por valores
máximos e mínimos. Dizemos que essa representação incerta é intervalar, ou seja, os parâ-
metros podem assumir quaisquer valores dentro de seus respectivos intervalos. Nesse sentido,
essas incertezas são um desafio para o projeto de controle, mas é necessário considerá-las no
projeto para termos um comportamento físico mais previsível (LIN, 2007). Ao considerarmos
as incertezas da planta no projeto, podemos desenvolver estratégias de controle robusto, que
asseguram estabilidade e desempenho ao sistema em malha fechada.
Geralmente, lidamos com sistemas dinâmicos a tempo contínuo expressos em termos
de equações diferenciais ordinárias. Esses modelos dinâmicos são baseados em leis fundamen-
𝑚
𝑘 𝑏
𝑘 6 𝑘 6 𝑘
𝑏 6 𝑏 6 𝑏
𝑚 6 𝑚 6 𝑚
Figura 1.1 – Sistema de suspensão incerto.
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SYS
𝑢(𝑡𝑘) 𝑦(𝑡)
SYS𝐷
𝑢(𝑡𝑘) 𝑦(𝑡𝑘)
Discretização (custo equivalente)
𝐽𝑆𝑌 𝑆(𝑢) = 𝐽𝑆𝑌 𝑆𝐷(𝑢)
Figura 1.2 – Discretização de um sistema com entrada de controle amostrada preservando
um desempenho entre essas duas dinâmicas.
tais de áreas específicas do conhecimento tais como Mecânica Translacional e Rotacional, Ele-
tricidade e Eletromagnetismo e outras (GEROMEL; PALHARES, 2011). Entretanto, com a
disseminação de dispositivos digitais, tais como microcontrolador, FPGA1 e os computadores
pessoais, ganha interesse a possibilidade de que a ação de controle se dê em tempo discreto
(GEROMEL; KOROGUI, 2011). Desta maneira, teremos um sistema de dinâmica a tempo
contínuo sendo controlado a tempo discreto. Sistemas que combinam características a tempo
contínuo e a tempo discreto em suas dinâmicas são denominados sistemas híbridos (GOE-
BEL et al., 2009). A subclasse dos sistemas híbridos que nós vamos considerar neste trabalho
é a dos sistemas amostrados. Para simplificar essa dinâmica híbrida, podemos realizar uma
discretização na planta e trabalhar apenas com o sistema a tempo discreto. Desejamos que
a discretização a ser realizada seja equivalente em termos de desempenho. Por meio dessa
correspondência, podemos sintetizar um controlador para o sistema a tempo discreto equiva-
lente, que fornecerá o mesmo custo do sistema amostrado em malha fechada, isto é, o sistema
que combina as duas dinâmicas. A Figura 1.2 ilustra a discretização do sistema preservando
um desempenho entre as dinâmicas contínua com restrição na entrada e discreta.
Neste trabalho, abordamos o problema de controle robusto de sistemas lineares in-
tervalares. Utilizamos estratégias baseadas no clássico problema linear quadrático (LQ) a fim
de assegurar um desempenho garantido aceitável ao sistema incerto. Técnicas baseadas em
problemas LQ são as ferramentas de controle ótimo mais frequentes nas aplicações práticas
em engenharia (ANDERSON; MOORE, 2007). De fato, atribuir um custo quadrático a um
problema de controle linear é adequado em muitas aplicações e, portanto, tornou-se uma
abordagem padrão para a maioria dos profissionais de controle.
O objetivo principal deste trabalho é controlar um sistema linear incerto na forma
?˙?(𝑡) = 𝐴𝑥(𝑡) +𝐵𝑢(𝑡), (1.1)
1 Do inglês: Field Programmable Gate Array.
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em que 𝐴 ∈ [𝐴,𝐴] e 𝐵 ∈ [𝐵,𝐵] (os elementos das matrizes 𝐴 e 𝐵 pertencem a intervalos
conhecidos; 𝐴 e 𝐵 são compostas pelos limites inferiores, 𝐴 e 𝐵 pelos limites superiores dos
intervalos), com um sinal de controle amostrado da forma
𝑢(𝑡) = 𝐾𝑥(𝑡𝑘), ∀𝑡 ∈ [𝑡𝑘,𝑡𝑘+1), 𝑘 ∈ N, (1.2)
a fim de minimizar o critério de desempenho quadrático
𝐽(𝑢, 𝑥0) =
∫︁ ∞
0
(︁
𝑥(𝑡)T𝑄𝑥(𝑡) + 𝑢(𝑡)T𝑅𝑢(𝑡)
)︁
d𝑡, (1.3)
para matrizes 𝑄 ⪰ 0 e 𝑅 ≻ 0 dadas. Como o desempenho depende de todas as instâncias
possíveis do sistema, buscaremos, na verdade, minimizar um limitante superior (doravante
chamado de custo garantido) para o critério de desempenho (1.3) do sistema incerto (1.1) sob
a lei de controle com amostragem (1.2). Deste modo, se faz necessária a revisão da literatura
sobre sistemas intervalares e adaptar os resultados clássicos existentes para lidar com este
problema de controle robusto.
1.1 Revisão da Literatura
A literatura é rica na área de controle robusto de sistemas intervalares e politó-
picos. Muitos resultados a respeito de estabilidade robusta de sistemas intervalares foram,
desenvolvidos como o notável Teorema de Kharitonov (KHARITONOV, 1978; BHATTA-
CHARYYA; KEEL, 1995). As referências clássicas (SEZER; ŠILJAK, 1994; MANSOUR,
1989; DELGADO-ROMERO et al., 1997; DAOYI, 1985) oferecem outras contribuições im-
portantes na área, com enfoque na criação de testes simples de estabilidade robusta. Nos
trabalhos (BOYD et al., 1994; MAO; CHU, 2003; ZHANG et al., 2006), foram propostas
condições de estabilidade quadrática de sistemas intervalares baseadas em desigualdades ma-
triciais lineares (LMIs2), nas quais outras propriedades, como controlabilidade, também foram
investigadas; estes novos resultados são baseados no Lema de Petersen (PETERSEN, 1987;
SHCHERBAKOV; TOPUNOV, 2008; JI; SU, 2016) para estabilidade robusta de incertezas
limitadas em norma. Estas condições baseadas em LMIs fornecem um teste de estabilidade
simples e computacionalmente eficiente para sistemas intervalares e podem ser estendidas
para projetar controladores estabilizantes. Vale ressaltar que as condições apresentadas em
(MAO; CHU, 2003; ZHANG et al., 2006) foram originalmente publicadas como necessárias
e suficientes para estabilidade e estabilizabilidade quadráticas de sistemas intervalares. No
entanto, verificou-se posteriormente que as condições, de fato, são apenas suficientes, pois a
2 do inglês: Linear Matrix Inequality.
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necessidade do Lema de Petersen não é válida para mais de uma incerteza limitada em norma
(SHCHERBAKOV; TOPUNOV, 2008; JI; SU, 2016; YANG; LUM, 2005; MAO; CHU, 2006).
Nos seguintes trabalhos (HONG et al., 2006; MAO, 2004; LEE et al., 2006) condições robustas
ℋ∞/ℋ2 foram propostas em termos de LMIs para sistemas intervalares a tempo contínuo.
Os resultados são baseados no Lema de Petersen, sendo apenas suficientes.
Estabilidade e estabilizabilidade robusta de sistemas politópicos também têm atraído
considerável atenção da comunidade (KARIMI et al., 2007; OLIVEIRA et al., 2002; LEITE;
PERES, 2003; OLIVEIRA et al., 1999; GRMAN et al., 2005). Diversos autores exploraram
a estrutura particular apresentada por tais sistemas para criar novas condições de análise e
de síntese menos conservadoras para sistemas politópicos, considerando funções de Lyapunov
afins e mais gerais que incluem o caso quadrático clássico (LEITE; PERES, 2003). Trabalhos
recentes têm relaxado ainda mais as condições encontradas nas referências clássicas menci-
onadas, introduzindo variáveis adicionais às condições de projeto (OLIVEIRA et al., 1999;
OLIVEIRA et al., 2002).
Neste trabalho, revisitamos as condições robustas de estabilidade e estabilizabilidade
apresentadas em (MAO; CHU, 2003; ZHANG et al., 2006) e as estendemos para considerar
um custo quadrático que deve ser minimizado, como na forma LQ/ℋ2 descrita anteriormente.
É importante mencionar que esse problema de controle robusto foi abordado na literatura uti-
lizando modelos politópicos e funções afins de Lyapunov. Também foram propostos modelos
intervalares para o caso contínuo desse problema de controle robusto.
A principal desvantagem apresentada por modelos politópicos é o número exponen-
cial de vértices gerados: uma matriz intervalar com 𝑚 coeficientes incertos (independentes)
pode ser representada por um politopo com 2𝑚 vértices. Assim, um número grande de restri-
ções e variáveis são necessárias para avaliar sua estabilidade. Nossas condições, embora mais
conservadoras, precisam apenas de um número fixo de restrições e polinomial de variáveis, o
que permite resolvê-las de modo mais eficiente mesmo para sistemas grandes e com muitas
entradas incertas. Além disso, nossas condições podem ser estendidas para sistemas variante
no tempo, sem quaisquer alterações. Por brevidade e simplificação da notação, apresenta-
mos principalmente resultados invariantes no tempo, mas também ilustramos um exemplo
de sistema variante no tempo. Finalmente, essas condições são aplicadas em projetos de
controladores amostrados.
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1.2 Recursos Computacionais
Todos os experimentos numéricos apresentados nesta dissertação foram realizados em
um computador Dell com sistema operacional Windows 10 64 bits, processador Intel Xeon
X5570, com clock de 2,93GHz e memória de 12GB. Os experimentos foram implementados
no Matlab 9.2.0.538062 (R2017a) com o parser Yalmip (LOFBERG, 2004), o solver SeDuMi
(STURM, 1999) e o pacote LMI Lab.
1.3 Organização da Dissertação
Esta dissertação está organizada em seis capítulos e um apêndice. Este primeiro
capítulo apresenta uma contextualização geral de sistemas robustos, o objetivo do trabalho,
a revisão da literatura e por fim a organização da dissertação. Os próximos capítulos estão
organizados como:
Capítulo 2: Sistemas Lineares Invariantes no Tempo. Neste capítulo apresen-
tamos os conceitos sobre sistemas dinâmicos lineares e invariante no tempo como estabilidade,
regulador linear quadrático (LQR). Tratamos também o problema de controle amostrado.
Capítulo 3: Análise de Estabilidade de Sistemas Intervalares. Para o melhor
entendimento dos resultados obtidos, apresentamos neste capítulo definições e resultados de
análise intervalar bem estabelecidos na literatura.
Capítulo 4: Controle LQR de Sistemas Intervalares. Neste capítulo, desen-
volvemos novas condições de síntese de controladores para sistemas intervalares com critério
de desempenho quadrático.
Capítulo 5: Sistemas Intervalares Amostrados. Apresentamos a técnica para
sintetizar um controlador via realimentação de estado de um sistema intervalar com entrada
de controle amostrada e desempenho LQ garantido.
Capítulo 6: Conclusões e Comentários Finais. São apresentadas as conclusões
e as perspectivas para trabalhos futuros.
Apêndice A: Matrizes. Por fim, são apresentados resultados auxiliares de análise
matricial utilizados nesta dissertação
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2 Sistemas Lineares Invariantes no Tempo
Este capítulo é dedicado à apresentação de conceitos bem estabelecidos sobre siste-
mas dinâmicos lineares e invariantes no tempo1 (LTI). Estes conceitos são fundamentais para
o entendimento dos resultados desenvolvidos.
2.1 Sistemas Dinâmicos Lineares Invariantes no Tempo
Consideramos sistemas dinâmicos lineares e invariantes no tempo que podem ser
representados como
𝒮𝑐 :
⎧⎨⎩ ?˙?(𝑡) = 𝐴𝑥(𝑡) +𝐵𝑢(𝑡), 𝑥(0) = 𝑥0,𝑦(𝑡) = 𝐶𝑥(𝑡) +𝐷𝑢(𝑡), (2.1)
em tempo contínuo e
𝒮𝑑 :
⎧⎨⎩ 𝑥[𝑘 + 1] = 𝐴𝑥[𝑘] +𝐵𝑢[𝑘], 𝑥[0] = 𝑥0,𝑦[𝑘] = 𝐶𝑥[𝑘] +𝐷𝑢[𝑘], (2.2)
em tempo discreto. Nos dois casos, 𝑥 : T → R𝑛𝑥 é o estado e 𝑢 : T → R𝑛𝑢 a entrada de
controle, e as demais matrizes possuem dimensões compatíveis.
A função de transferência do sistema (2.1) é dada, em termos da transformada de
Laplace, por
𝐻(𝑠) = 𝐶(𝑠𝐼 − 𝐴)−1𝐵 +𝐷. (2.3)
Para o sistema discreto (2.2), a função de transferência é dada, em termos da transformada
Z, por
𝐻(𝑧) = 𝐶(𝑧𝐼 − 𝐴)−1𝐵 +𝐷. (2.4)
Observe que a matriz 𝐴 tem um papel importante sobre a dinâmica do sistema pois seus au-
tovalores determinam os polos das funções de transferência (2.3) e (2.4) e, consequentemente,
os modos próprios de (2.1) e (2.2) (GEROMEL; PALHARES, 2011). Desta maneira, faz-se
necessária a análise da estabilidade de um sistema linear baseada na matriz 𝐴 ∈ R𝑛𝑥×𝑛𝑥 que
define sua dinâmica.
1 Do inglês: linear time invariant.
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2.2 Estabilidade de Sistemas Dinâmicos
A estabilidade de um sistema é um requisito básico de qualquer projeto de controle.
Esse requisito vem ao encontro da prática, pois normalmente é desejado que o sistema contro-
lado tenha um erro em regime nulo, de modo que o erro entre a saída e o sinal de referência
seja eliminado (GEROMEL; KOROGUI, 2011). Nesta seção, para definir estabilidade dos
sistemas (2.1) e (2.2), consideramos as entradas dos sistemas identicamente nula (𝑢 ≡ 0).
Para definir a estabilidade desses sistemas, primeiramente, definiremos o conceito de ponto
de equilíbrio de sistemas dinâmicos (LUENBERGER, 1979).
Definição 2.1 –Ponto de Equilíbrio. Um ponto 𝑥𝑒 é um ponto de equilíbrio de um
sistema dinâmico se, uma vez que o vetor de estado do sistema assume o valor 𝑥𝑒, este
permanece com o valor 𝑥𝑒 em todo tempo futuro.
Considere as classificações de um ponto de equilíbrio assintoticamente estável e ins-
tável (LUENBERGER, 1979) a seguir.
Definição 2.2 –Estabilidade assintótica global e instabilidade do ponto de
equilíbrio. Um ponto de equilíbrio 𝑥𝑒 do sistema linear (2.1) ou (2.2) é globalmente
assintoticamente estável se para qualquer condição inicial o vetor de estado convergir
para 𝑥𝑒 com o aumento do tempo. O ponto de equilíbrio 𝑥𝑒 é instável se para qualquer
condição inicial o vetor de estado não convergir para algum ponto de equilíbrio 𝑥𝑒.
Agora definimos o ponto de equilíbrio através da perspectiva do método de Lyapunov.
Uma função 𝑣 : R𝑛𝑥 → R que satisfaz as condições (LUENBERGER, 1979):
∙ 𝑣 é continuamente diferenciável (ou apenas contínua no caso discreto);
∙ 𝑣(0) = 0 e 𝑣(𝑥) > 0 para todo 𝑥 ̸= 0;
∙ ao longo de qualquer trajetória do sistema, o valor da função nunca cresce;
é dita função de Lyapunov. Note que a última condição pode ser reescrita como ?˙?(𝑥) ≤ 0
para todo 𝑥 ∈ R𝑛𝑥 na trajetória do sistema (2.1) ou 𝑣(𝑥[𝑘 + 1]) − 𝑣(𝑥[𝑘]) ≤ 0 para todo
𝑥 ∈ R𝑛𝑥 na trajetória do sistema (2.2). A função de Lyapunov 𝑣 pode ser interpretada como
a distância entre a trajetória 𝑥 e o ponto de equilíbrio 𝑥𝑒. Se, em um sistema invariante no
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tempo, a função 𝑣 ∘𝑥 for estritamente decrescente e tender a zero no decorrer do tempo, para
toda condição inicial 𝑥(0) = 𝑥0, então 𝑥𝑒 é globalmente assintoticamente estável.
Para verificar a estabilidade dos sistemas lineares, a origem é o ponto de equilíbrio
de interesse. Com esse ponto de equilíbrio, escolhemos a função quadrática 𝑣(𝑥) = 𝑥T𝑃𝑥,
com 𝑃 ≻ 0, como candidata à função de Lyapunov. Como esta função é sempre positiva
para todo 𝑥 ̸= 0, basta verificarmos a validade da condição de decréscimo para os sistemas
lineares. Em particular, para o sistema a tempo contínuo (2.1),
?˙?(𝑥) = ?˙?T𝑃𝑥+ 𝑥T𝑃?˙? = 𝑥T(𝐴T𝑃 + 𝑃𝐴)𝑥 < 0 (2.5)
deve ser satisfeita para todo 𝑥 ̸= 0. Consequentemente, o sistema (2.1) é globalmente assin-
toticamente estável se, e somente se, existir uma matriz 𝑃 ≻ 0 tal que
𝐴T𝑃 + 𝑃𝐴 ≺ 0. (2.6)
Essa condição é chamada de desigualdade matricial de Lyapunov para sistemas a tempo
contínuo. O critério de estabilidade de Lyapunov fornece condições para verificar se um sis-
tema linear autônomo é ou não assintoticamente estável. A seguir são apresentadas condições
equivalentes de estabilidade assintótica do sistema (2.1) (HESPANHA, 2018).
Teorema 2.1 –Estabilidade de Lyapunov - Tempo Contínuo. As condições a
seguir são equivalentes:
1. O sistema (2.1) é assintoticamente estável;
2. A matriz 𝐴 é Hurwitz: todos os autovalores têm parte real estritamente negativas;
3. Para qualquer matriz definida positiva 𝑄, existe uma única solução 𝑃 para se-
guinte equação de Lyapunov
𝐴T𝑃 + 𝑃𝐴 = −𝑄. (2.7)
Além disso, 𝑃 é simétrica e definida positiva;
4. Existe uma matriz 𝑃 simétrica definida positiva tal que a desigualdade matricial
de Lyapunov é satisfeita:
𝐴T𝑃 + 𝑃𝐴 ≺ 0. (2.8)
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Realizamos a mesma análise para o sistema discreto (2.2), como 𝑣(𝑥) > 0 para todo
𝑥 ̸= 0 devemos apenas verificar o decréscimo da função de Lyapunov. Como
𝑣(𝑥[𝑘 + 1])− 𝑣(𝑥[𝑘]) = 𝑥T[𝑘](𝐴T𝑃𝐴− 𝑃 )𝑥[𝑘] < 0, (2.9)
deve valer para todo 𝑥[𝑘] ̸= 0, logo, o sistema (2.2) é globalmente assintoticamente estável
se, e somente se, existir uma matriz 𝑃 ≻ 0 tal que
𝐴T𝑃𝐴− 𝑃 ≺ 0. (2.10)
O teorema a seguir apresenta condições equivalentes para verificar a estabilidade do sistema
(2.2) (HESPANHA, 2018).
Teorema 2.2 –Estabilidade de Lyapunov - Tempo Discreto. As condições se-
guintes são equivalentes:
1. O sistema (2.2) é assintoticamente estável;
2. A matriz 𝐴 é Schur: todos os autovalores têm módulo menor do que 1;
3. Para qualquer matriz simétrica definida positiva 𝑄, existe uma única solução
𝑃 simétrica definida positiva para a seguinte equação (chamada de equação de
Lyapunov a tempo discreto)
𝐴T𝑃𝐴− 𝑃 = −𝑄; (2.11)
4. Existe uma matriz simétrica definida positiva 𝑃 solução da seguinte desigualdade
de Lyapunov
𝐴T𝑃𝐴− 𝑃 ≺ 0. (2.12)
2.3 Regulador Linear Quadrático
Nesta seção, discutimos uma das técnicas de controle ótimo mais utilizadas na área
de sistemas de controle: o regulador linear quadrático2 (LQR). Neste problema, nosso objetivo
é encontrar uma lei de controle estabilizante para um dos sistemas acima – 𝒮𝑐 ou 𝒮𝑑 – de
forma que os custos quadráticos 𝐽(𝑢) :=
∫︀∞
0 ‖𝑦‖22 𝑑𝑡, a tempo contínuo, e 𝐽(𝑢) :=
∑︀∞
𝑘=0 ‖𝑦‖22,
a tempo discreto, sejam minimizados. Note que os custos podem ser escritos como
𝐽(𝑢) =
∫︁ ∞
0
𝑦(𝑡)T𝑦(𝑡) 𝑑𝑡 =
∫︁ ∞
0
(︁
𝑥T𝑄𝑥+ 2𝑥T𝑆𝑢+ 𝑢T𝑅𝑢
)︁
𝑑𝑡, (2.13)
2 Do inglês: Linear Quadratic Regulator.
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no caso a tempo contínuo, ou
𝐽(𝑢) =
∞∑︁
𝑘∈N
𝑦[𝑘]T𝑦[𝑘] =
∑︁
𝑘∈N
(︁
𝑥[𝑘]T𝑄𝑥[𝑘] + 2𝑥[𝑘]T𝑆𝑢[𝑘] + 𝑢[𝑘]T𝑅𝑢[𝑘]
)︁
, (2.14)
no caso a tempo discreto, sendo 𝑄 = 𝐶T𝐶 ⪰ 0, 𝑆 = 𝐶T𝐷 e 𝑅 = 𝐷T𝐷 ≻ 0. Podemos
interpretar o custo como duas parcelas: uma do desvio do estado com relação à origem e a
segunda dada pela energia do sinal de controle, no caso mais simples, em que 𝐶T𝐷 = 0. A
contribuição relativa entre as duas parcelas se dá pelas escolhas de 𝑄 e 𝑅. Veja (ANDERSON;
MOORE, 2007; FRANKLIN et al., 2009) para regras práticas que orientam esta escolha.
O teorema a seguir fornece a soluções para o problema de controle ótimo a tempo
contínuo (2.13).
Teorema 2.3. A solução ótima do problema linear quadrático de minimizar 𝐽(𝑢) a
tempo contínuo (2.13) se expressa na forma 𝑢(𝑡) = 𝐾𝑥(𝑡) com 𝐾 = −𝑅−1(𝐵T𝑃 + 𝑆T)
em que 𝑃 ∈ S𝑛+ é a solução simétrica e definida positiva da equação matricial de Riccati
a tempo contínuo
𝐴T𝑃 + 𝑃𝐴− (𝑃𝐵 + 𝑆)𝑅−1(𝐵T𝑃 + 𝑆T) +𝑄 = 0. (2.15)
O valor do desempenho quadrático da solução ótima é 𝑥T0𝑃𝑥0.
Demonstração. A prova da solução ótima do problema LQR a tempo contínuo foi baseada
em (SOUZA; GEROMEL, 2012). Utilizamos a função de Lyapunov 𝑣(𝑥) = 𝑥T𝑃𝑥, sendo que
𝑃 ≻ 0 é a solução da equação de Riccati (2.15). Derivando-se a função em relação ao tempo
e usando ?˙? = 𝐴𝑥+𝐵𝑢, temos
?˙? = ?˙?T𝑃𝑥+ 𝑥T𝑃?˙?
= 𝑥T(𝐴T𝑃 + 𝑃𝐴)𝑥+ 𝑥T𝑃𝐵𝑢+ 𝑢T𝐵T𝑃𝑥.
A partir da igualdade acima e, usando que 𝐴T𝑃 +𝑃𝐴 = (𝑃𝐵+𝑆)𝑅−1(𝐵T𝑃 +𝑆T)−𝑄, uma
vez que 𝑃 é a solução de (2.15), obtemos
?˙?(𝑥) = −𝑥T𝑄𝑥+ 𝑥T
(︁
(𝑃𝐵 + 𝑆)𝑅−1(𝐵T𝑃 + 𝑆T)
)︁
𝑥+ 𝑥T𝑃𝐵𝑢+ 𝑢T𝐵T𝑃𝑥
= −𝑥T𝑄𝑥− 𝑢T𝑅𝑢− 2𝑥T𝑆𝑢+
(︁
𝑢+𝑅−1(𝐵T𝑃 + 𝑆T)𝑥
)︁T
𝑅
(︁
𝑢+𝑅−1(𝐵T𝑃 + 𝑆T)𝑥
)︁
.
Integrando-se ambos os membros da igualdade acima, no intervalo [0,∞), seque que
𝐽(𝑢) = 𝑣(𝑥0)− 𝑣(𝑥(∞)) +
∫︁ ∞
0
(︁
𝑢+𝑅−1(𝐵T𝑃 + 𝑆T)𝑥
)︁T
𝑅
(︁
𝑢+𝑅−1(𝐵T𝑃 + 𝑆T)𝑥
)︁
𝑑𝑡.
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Como o sistema em malha fechada deve ser estável, temos que 𝑥(∞) = 0, e portanto obtemos
𝐽(𝑢) = 𝑣(𝑥0) +
∫︁ ∞
0
(︁
𝑢+𝑅−1(𝐵T𝑃 + 𝑆T)𝑥
)︁T
𝑅
(︁
𝑢+𝑅−1(𝐵T𝑃 + 𝑆T)𝑥
)︁
𝑑𝑡 ≥ 𝑣(𝑥0),
uma vez que 𝑅 ≻ 0. Além disso, como 𝑅 ≻ 0, o sinal de controle 𝑢 = −𝑅−1(𝐵T𝑃 + 𝑆T)𝑥
torna o custo quadrático mínimo e o valor ótimo atingido é 𝑣(𝑥0) = 𝑥T0𝑃𝑥0 o que completa
a prova.
A seguir, apresentamos o teorema que fornece a soluções para o problema de controle
ótimo a tempo discreto. (2.14)
Teorema 2.4. A solução ótima do problema linear quadrático de minimizar 𝐽(𝑢)
a tempo discreto (2.14) se expressa na forma 𝑢[𝑘] = 𝐾𝑥[𝑘] com 𝐾 = −(𝐵T𝑃𝐵 +
𝑅)−1(𝐵T𝑃𝐴+𝑆T) na qual 𝑃 ∈ S𝑛+ é a solução simétrica e definida positiva da equação
matricial de Riccati a tempo discreto
𝐴T𝑃𝐴− 𝑃 − (𝐴T𝑃𝐵 + 𝑆)(𝐵T𝑃𝐵 +𝑅)−1(𝐵T𝑃𝐴+ 𝑆T) +𝑄 = 0. (2.16)
O valor do desempenho quadrático da solução ótima é 𝑥T0𝑃𝑥0.
Demonstração. A prova da solução ótima do problema LQR a tempo discreto também foi
baseada em (SOUZA; GEROMEL, 2012). A prova está fundamentada na função de Lyapunov
𝑣(𝑥[𝑘]) = 𝑥[𝑘]T𝑃𝑥[𝑘], com 𝑃 ≻ 0 é a solução da equação de Riccati (2.16). Tomando-se a
primeira diferença na função de Lyapunov com 𝑥[𝑘 + 1] = 𝐴𝑥[𝑘] +𝐵𝑢[𝑘], temos
𝑣(𝑥[𝑘 + 1])− 𝑣(𝑥[𝑘]) =𝑥[𝑘 + 1]T𝑃𝑥[𝑘 + 1]− 𝑥[𝑘]T𝑃𝑥[𝑘]
=𝑥[𝑘]T(𝐴T𝑃𝐴− 𝑃 )𝑥[𝑘] + 𝑢[𝑘]T𝐵T𝑃𝐵𝑢[𝑘] + 𝑥[𝑘]T𝐴T𝑃𝐵𝑢[𝑘] + 𝑢[𝑘]T𝐵T𝑃𝐴𝑥[𝑘].
(2.17)
A partir da igualdade acima e usando 𝐴T𝑃𝐴 − 𝑃 = (𝐴T𝑃𝐵 + 𝑆)(𝐵T𝑃𝐵 + 𝑅)−1(𝐵T𝑃𝐴 +
𝑆T)−𝑄, uma vez que 𝑃 é a solução de (2.16), obtemos
𝑣(𝑥[𝑘 + 1])− 𝑣(𝑥[𝑘]) =𝑥[𝑘]T(𝐴T𝑃𝐵 + 𝑆)(𝐵T𝑃𝐵 +𝑅)−1(𝐵T𝑃𝐴+ 𝑆T)𝑥[𝑘]− 𝑥T[𝑘]𝑄𝑥[𝑘]+
+ 𝑢[𝑘]T𝐵T𝑃𝐵𝑢[𝑘] + 𝑥[𝑘]T𝐴T𝑃𝐵𝑢[𝑘] + 𝑢[𝑘]T𝐵T𝑃𝐴𝑥[𝑘]
=− 𝑥[𝑘]T𝑄𝑥[𝑘]− 𝑢[𝑘]T𝑅𝑢[𝑘]− 2𝑥[𝑘]𝑆𝑢[𝑘] + 𝑠[𝑘]T(𝐵T𝑃𝐵 +𝑅)−1𝑠[𝑘],
(2.18)
com 𝑠[𝑘] = (𝐵T𝑃𝐴+𝑆T)𝑥[𝑘] + (𝐵T𝑃𝐵+𝑅)𝑢[𝑘]. Somando-se ambos os membros em 𝑘 ∈ N,
temos
𝐽(𝑢) = 𝑣(𝑥[0])− 𝑣(𝑥[∞]) +∑︁
𝑘∈N
𝑠[𝑘]T(𝐵T𝑃𝐵 +𝑅)−1𝑠[𝑘]. (2.19)
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Como desejamos que o sistema em malha fechada seja assintoticamente estável, temos que
𝑥[∞] = 0. Assim, obtemos
𝐽(𝑢) = 𝑣(𝑥[0]) +
∑︁
𝑘∈N
𝑠[𝑘]T(𝐵T𝑃𝐵 +𝑅)−1𝑠[𝑘] > 𝑣(𝑥[0]), (2.20)
uma vez que 𝐵T𝑃𝐵+𝑅 ≻ 0. O critério quadrático é minimizado para 𝑠[𝑘] = 0, o que ocorre
se e apenas se
𝑢[𝑘] = −(𝐵T𝑃𝐵 +𝑅)−1(𝐵T𝑃𝐴+ 𝑆T)𝑥[𝑘]
Adicionalmente, para esta entrada de controle, o valor mínimo do critério é 𝑣(𝑥[0]) = 𝑥T0𝑃𝑥0.
2.4 Controle Amostrado
Nesta seção, apresentamos resultados envolvendo controle amostrado LQR. Primeira-
mente, apresentamos uma técnica para discretização de sistemas lineares, e então, discutimos
o controle de sistemas amostrados.
2.4.1 Discretização de Sistemas Lineares
Se a entrada 𝑢(𝑡) do sistema linear invariante no tempo 𝒮𝑐 representado em (2.1)
for gerada por um computador seguido de um conversor digital-analógico, usualmente 𝑢(𝑡)
será constantes por partes. Portanto, observando que
𝑢(𝑡) = 𝑢(𝑘ℎ), ∀𝑡 ∈ [𝑘ℎ, (𝑘 + 1)ℎ), 𝑘 ∈ N, (2.21)
a solução de (2.1) pode ser escrita como
𝑥(𝑡) = 𝑒(𝑡−𝑘ℎ)𝐴𝑥(𝑘ℎ) +
(︃∫︁ 𝑡−𝑘ℎ
0
𝑒𝜏𝐴𝐵𝑑𝜏
)︃
𝑢(𝑘ℎ),∀𝑡 ∈ [𝑘ℎ, (𝑘 + 1)ℎ). (2.22)
Logo, fazendo-se 𝑡 = (𝑘+1)ℎ e definindo-se os sinais a tempo discreto 𝑥[𝑘] := 𝑥(𝑘ℎ) e 𝑢[𝑘] :=
𝑢(𝑘ℎ), 𝑘 ∈ N, temos que a equação dinâmica a tempo discreto
𝑥[𝑘 + 1] = 𝑒ℎ𝐴𝑥[𝑘] +
(︃∫︁ ℎ
0
𝑒𝜏𝐴𝐵𝑑𝜏
)︃
𝑢[𝑘] (2.23)
modela a dinâmica das amostras do vetor de estado, 𝑥(𝑘ℎ). Esta relação é importante pois au-
xilia na síntese do ganho do sistema contínuo com restrição na entrada de controle baseando-se
no sistema discretizado.
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2.4.2 Controle Amostrado LQR
Nosso objetivo no controle amostrado LQR é determinar uma entrada de controle
da forma
𝑢[𝑘](𝑡) = 𝐾𝑥(𝑡𝑘) (2.24)
que minimize o critério quadrático (2.13) respeitando a restrição (2.21). Dessa maneira, nosso
objetivo passa a ser a determinação do ganho ótimo 𝐾 ∈ R𝑛𝑢×𝑛𝑥 . Para determinar o contro-
lador amostrado LQR, considere as seguintes matrizes
𝒜 =
⎡⎣𝐴 𝐵
0 0
⎤⎦ ∈ R(𝑛𝑥+𝑛𝑢)×(𝑛𝑥+𝑛𝑢) (2.25)
e
𝒞 =
[︁
𝐶 𝐷
]︁
∈ R(𝑛𝑦)×(𝑛𝑥+𝑛𝑢). (2.26)
Definimos também os seguintes operadores:
Φ(𝛼) = 𝑒𝐴𝛼 e ϒ(𝛼) =
∫︁ 𝛼
0
𝑒𝐴𝜏𝐵𝑑𝜏. (2.27)
Estes operadores nos permitem reescrever (2.22), para 𝑡 ∈ [𝑘ℎ, (𝑘 + 1)ℎ], como
𝑥(𝑡) = Φ(𝑡− 𝑘ℎ)𝑥[𝑘] + ϒ(𝑡− 𝑘ℎ)𝑢[𝑘]. (2.28)
Os operadores Φ(·) e ϒ(·) podem ser computados de forma mais eficiente usando-se a matriz
𝒜 da seguinte maneira:
𝑒𝒜 𝛼 =ℒ −1
[︁
(𝑠𝐼 −𝒜 )−1
]︁
=ℒ −1
⎡⎢⎣
⎡⎣𝑠𝐼 − 𝐴 −𝐵
0 𝑠
⎤⎦−1
⎤⎥⎦
=ℒ −1
⎡⎢⎢⎣
⎡⎢⎢⎣(𝑠𝐼 − 𝐴)
−1 −1
𝑠
(𝑠𝐼 − 𝐴)−1𝐵
0 1
𝑠
𝐼
⎤⎥⎥⎦
⎤⎥⎥⎦
=
⎡⎣𝑒𝐴𝛼 ∫︀ 𝛼0 𝑒𝐴𝜏𝐵𝑑 𝜏
0 𝐼
⎤⎦ =
⎡⎣Φ(𝛼) ϒ(𝛼)
0 𝐼
⎤⎦ .
(2.29)
Baseados nas definições descritas, iremos enunciar o teorema que fornece um sistema discreto
equivalente em termos do custo (2.13).
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Teorema 2.5 – Sistema Discreto Equivalente. Considere o sistema (2.1), e defina
as matrizes (𝐴𝑑,𝐵𝑑,𝐶𝑑,𝐷𝑑) do sistema a tempo discreto (2.2) de dimensões compatíveis
tais que
𝑒𝒜 ℎ =
⎡⎣𝐴𝑑 𝐵𝑑
0 𝐼
⎤⎦ (2.30)
∫︁ ℎ
0
𝑒𝒜
T𝑡𝒞 T𝒞 𝑒𝒜 𝑡 𝑑𝑡 =
⎡⎣𝐶T𝑑
𝐷T𝑑
⎤⎦⎡⎣𝐶T𝑑
𝐷T𝑑
⎤⎦T . (2.31)
Então, a igualdade a seguir é verdadeira∫︁ ∞
0
𝑦(𝑡)T𝑦(𝑡) 𝑑𝑡 =
∑︁
𝑘∈N
𝑦[𝑘]T𝑦[𝑘]. (2.32)
Demonstração. A seguinte prova foi baseada em (SOUZA; GEROMEL, 2012). Conforme a
solução (2.28) da equação dinâmica do sistema (2.1), quando 𝑡 = (𝑘 + 1)ℎ, obtemos
𝑥[𝑘 + 1] = Φ(ℎ)𝑥[𝑘] + ϒ(ℎ)𝑢[𝑘].
Desta maneira, segue que 𝐴𝑑 ≡ Φ(ℎ) e 𝐵𝑑 ≡ ϒ(ℎ) satisfazem (2.30), resultado provado em
(2.29). Consideremos a equação da saída do sistema (2.1), que fornece
𝑦(𝑡) = 𝐶 (Φ(𝑡− 𝑘ℎ)𝑥[𝑘] + ϒ(𝑡− 𝑘ℎ))𝑢[𝑘] +𝐷𝑢[𝑘]
=
[︁
𝐶 𝐷
]︁ ⎡⎣Φ(𝑡− 𝑘ℎ) ϒ(𝑡− 𝑘ℎ))
0 𝐼
⎤⎦⎡⎣𝑥[𝑘]
𝑢[𝑘]
⎤⎦
= 𝒞 𝑒𝒜 (𝑡−𝑘ℎ)
⎡⎣𝑥[𝑘]
𝑢[𝑘]
⎤⎦
válida para todo 𝑡 ∈ [𝑘ℎ,(𝑘 + 1)ℎ]. Assim, o critério quadrático é tal que
𝐽(𝑢) =
∫︁ ∞
0
𝑦(𝑡)T𝑦(𝑡) 𝑑𝑡
=
∑︁
𝑘∈N
∫︁ (𝑘+1)ℎ
𝑘ℎ
𝑦(𝑡)T𝑦(𝑡) 𝑑𝑡
=
∑︁
𝑘∈N
∫︁ ℎ
0
⎡⎣𝑥[𝑘]
𝑢[𝑘]
⎤⎦T 𝑒𝒜 T𝜏𝒞 T𝒞 𝑒𝒜 𝜏
⎡⎣𝑥[𝑘]
𝑢[𝑘]
⎤⎦ 𝑑𝜏
=
∑︁
𝑘∈N
⎡⎣𝑥[𝑘]
𝑢[𝑘]
⎤⎦T ⎡⎣𝐶T𝑑
𝐷T𝑑
⎤⎦T ⎡⎣𝐶T𝑑
𝐷T𝑑
⎤⎦⎡⎣𝑥[𝑘]
𝑢[𝑘]
⎤⎦ = ∑︁
𝑘∈𝑁
𝑦[𝑘]T𝑦[𝑘],
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utilizando a identidade (2.31) para obter a última igualdade. A prova está completa.
Para determinar as matrizes 𝐶𝑑 e 𝐷𝑑, precisamos calcular a seguinte integral
𝒬(ℎ) =
∫︁ ℎ
0
𝑒𝒜
T𝜏𝒞 T𝒞 𝑒𝒜 𝜏 𝑑𝜏, (2.33)
que pode ser obtida por meio de procedimentos numéricos. As matrizes 𝐶𝑑 e 𝐷𝑑 podem ser
determinadas a partir da matriz 𝒬(ℎ) através da sua decomposição em valores singulares ou
fatoração de Cholesky. A decomposição em valores singulares sempre está bem definida, pois
𝒬(ℎ) é simétrica e semidefinida positiva, pois existem matrizes 𝑈 ∈ R(𝑛𝑥+𝑛𝑢)×(𝑛𝑥+𝑛𝑢) unitária
e 𝑆 ⪰ 0 ∈ R(𝑛𝑥+𝑛𝑢)×(𝑛𝑥+𝑛𝑢) diagonal, tais que
𝒬(ℎ) = 𝑈𝑆𝑈T = 𝐿𝐿T (2.34)
com 𝐿 = 𝑈𝑆 12 . Note que a matriz L está bem definida, uma vez que 𝑆 ⪰ 0. A fatoração
de Cholesky apenas pode ser computada se 𝒬(ℎ) for definida positiva; neste caso, fatora-se
𝒬(ℎ) da seguinte forma 𝒬(ℎ) = 𝐿𝐿T. Sendo assim, para ambos casos temos que:
𝒬(ℎ) = 𝑈𝑆𝑈T = 𝐿𝐿T =
⎡⎣𝐶T𝑑
𝐷T𝑑
⎤⎦⎡⎣𝐶T𝑑
𝐷T𝑑
⎤⎦T . (2.35)
Logo temos, de (2.31) e (2.35), que
[𝐶𝑑 𝐷𝑑] = 𝐿T. (2.36)
Desta maneira, 𝐶𝑑 e 𝐷𝑑 são partições da matriz 𝐿T, a primeiras 𝑛𝑥 colunas e as 𝑛𝑢 restantes.
Observe que tanto 𝐶𝑑 quanto 𝐷𝑑 possuem 𝑛𝑥 + 𝑛𝑢 linhas.
Teorema 2.6 –Regulador Linear Quadrático em Rede. Considere o sistema (2.1)
e o sistema (2.2), baseado nas afirmações do Teorema 2.5. Então, a entrada de controle
amostrada que minimiza o critério de desempenho quadrático
𝐽(𝑢[𝑘]) =
∫︁ ∞
0
𝑦(𝑡)T𝑦(𝑡) 𝑑𝑡 (2.37)
é dada por 𝑢[𝑘](𝑡) = 𝐾𝑥[𝑘], para 𝑡 ∈ [𝑘ℎ,(𝑘 + 1)ℎ), com
𝐾 = −(𝐵T𝑑 𝑃𝐵𝑑 +𝐷T𝑑𝐷𝑑)−1(𝐵T𝑑 𝑃𝐴𝑑 +𝐷T𝑑𝐶𝑑), (2.38)
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sendo 𝑃 ≻ 0 é a solução (única) definida positiva da equação algébrica de Riccati
𝐴T𝑑𝑃𝐴𝑑 − 𝑃 − (𝐴T𝑑𝑃𝐵𝑑 + 𝐶T𝑑𝐷𝑑)(𝐵T𝑑 𝑃𝐵𝑑 +𝐷T𝑑𝐷𝑑)−1(𝐴T𝑑𝑃𝐵𝑑 + 𝐶T𝑑𝐷𝑑)T + 𝐶T𝑑 𝐶𝑑 = 0.
(2.39)
Além disso, a minimização do valor do critério é 𝐽(𝑢[𝑘]) = 𝑥T0𝑃𝑥0.
Demonstração. Como as hipóteses do Teorema 2.5 são válidas, sabemos que∫︁ ∞
0
𝑦(𝑡)T𝑦(𝑡) 𝑑𝑡 =
∑︁
𝑘∈N
𝑦[𝑘]T𝑦[𝑘], (2.40)
para os sistemas (2.1) e o (2.2). Sendo assim, pelo Teorema 2.4, a entrada de controle que
minimiza
𝐽(𝑢) =
∑︁
𝑘∈N
𝑦[𝑘]T𝑦[𝑘] =
∑︁
𝑘∈N
𝑥[𝑘]T𝐶T𝑑 𝐶𝑑𝑥[𝑘] + 2𝑥[𝑘]
T𝐶T𝑑𝐷𝑑𝑢[𝑘] + 𝑢[𝑘]
T𝐷T𝑑𝐷𝑑𝑢[𝑘] (2.41)
é dada por 𝑢[𝑘] = 𝐾𝑥[𝑘], ∀𝑘 ∈ N, em que a matriz de ganho 𝐾 ∈ R𝑛𝑢×𝑛𝑥 é dada por (2.38)
e 𝑃 é a solução definida positiva de (2.39). Como os critérios são idênticos para o sistema
contínuo e amostrado, a entrada de controle 𝑢[𝑘](𝑡) = 𝐾𝑥[𝑘] para 𝑡 ∈ [𝑘ℎ, (𝑘 + 1)ℎ] é ótima
para o sistema contínuo (2.1), completando assim a prova.
Usando os resultados dos Teoremas 2.5 e 2.6, é possível sintetizar um controlador
amostrado que minimiza o desempenho quadrático associado a um sistema linear a tempo
contínuo. Além disso, note que esta entrada é ótima com relação a todas as outras entradas
constantes por partes e com mesma taxa de atualização.
2.5 Considerações finais
Neste capítulo, apresentamos conceitos básicos de sistemas lineares como estabilidade
de Lyapunov e o problema LQR que são estendidos para sistemas intervalares nos próximos
capítulos. Para informações adicionais de sistemas lineares invariantes no tempo os seguintes
livros são essenciais (HESPANHA, 2018; GEROMEL; KOROGUI, 2011). O regulador linear
quadrático (LQR) para sistemas lineares invariantes no tempo é tratado em (ANDERSON;
MOORE, 2007; FRANKLIN et al., 2009), e as técnicas de projeto para controle amostrado
LQR podem ser encontradas com detalhes na tese (SOUZA; GEROMEL, 2012).
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3 Análise de Estabilidade de Sistemas Interva-
lares
Apresentamos, primeiramente, neste capítulo, fundamentos de análise intervalar,
como operações aritméticas e propriedades algébricas. Além disso, introduzimos a compu-
tação de exponencial intervalar e extensões do critério de estabilidade de Lyapunov para
sistemas intervalares, que são essenciais para os métodos numéricos implementados neste
trabalho. Apresentamos também critérios de 𝐷-estabilidade; 𝐷-estabilizabilidade; Teorema
de Kharitonov. Por fim, discutimos o pacote INTLAB (RUMP, 1999) por meio de alguns
exemplos.
3.1 Conceitos Básicos
A aferição de uma medida, por exemplo, envolve um instrumento de medida com
uma dada precisão. Neste caso, podemos dizer que o valor medido 𝑎 ∈ R está contido no
intervalo
𝑎 ≤ 𝑎 ≤ 𝑎,
sendo 𝑎 ∈ R e 𝑎 ∈ R os limitantes fornecidos pela tolerância. Neste trabalho, iremos denotar
intervalos reais por uma forma mais compacta:
[𝑎] := [𝑎,𝑎] := {𝑎 : 𝑎 ≤ 𝑎 ≤ 𝑎}. (3.1)
Como os valores medidos apresentam incertezas limitadas, é importante saber calcular ope-
rações envolvendo essas incertezas.
3.1.1 Operações Aritméticas
Considere os intervalos reais [𝑎] = [𝑎,𝑎] e [𝑏] = [𝑏,𝑏] e seja ∘ uma das operações: adição,
subtração, multiplicação e divisão, simbolizadas como ∘ ∈ {+, − , · ,÷}, respectivamente
(GOLDSZTEJN; NEUMAIER, 2014). Definimos a operação ∘ entre os intervalos [𝑎,𝑎] e [𝑏,𝑏]
– ou também entre os elementos incertos (arbitrários) 𝑎 e 𝑏 – como o intervalo
𝐼 = [𝑎] ∘ [𝑏] := [𝑎 ∘ 𝑏] = {𝑎 ∘ 𝑏 : 𝑎 ∈ [𝑎,𝑎] e 𝑏 ∈ [𝑏,𝑏]}. (3.2)
Capítulo 3. Análise de Estabilidade de Sistemas Intervalares 33
De forma compacta, escreveremos 𝑎 ∘ 𝑏 para denotar um elemento arbitrário de 𝐼. Natural-
mente, assumimos que 0 /∈ [𝑏] no caso da divisão. As operações sobre intervalos são definidas
da forma a seguir. A adição 𝑎+ 𝑏 ∈ [𝑎] + [𝑏] deve satisfazer a seguinte desigualdade
𝑎+ 𝑏 6 𝑎+ 𝑏 6 𝑎+ 𝑏.
Logo, a subsequente fórmula define a operação de adição nos intervalos reais [𝑎] e [𝑏]
[𝑎] + [𝑏] = [𝑎+ 𝑏, 𝑎+ 𝑏]. (3.3)
Para definir a subtração, somamos as inequações
𝑎 6 𝑎 6 𝑎 e − 𝑏 6 −𝑏 6 −𝑏
obtemos
𝑎− 𝑏 6 𝑎− 𝑏 6 𝑎− 𝑏.
Chegamos, então, à definição da subtração considerando os extremos de [𝑎] e [𝑏]:
[𝑎]− [𝑏] = [𝑎− 𝑏, 𝑎− 𝑏]. (3.4)
A multiplicação de valores intervalares não é trivial como a adição e a subtração devido aos
sinais dos limitantes envolvidos. Para realizar a multiplicação com os extremos de [𝑎] e [𝑏]
utilizamos as funções mínimo e máximo:
[𝑎] · [𝑏] = [min{𝑎𝑏,𝑎𝑏,𝑎𝑏,𝑎𝑏},max{𝑎𝑏,𝑎𝑏,𝑎𝑏,𝑎𝑏}]. (3.5)
A operação de divisão pode ser definida através da operação de multiplicação, conforme
[𝑎]÷ [𝑏] = [𝑎] · (1/[𝑏]),
em que
1/[𝑏] = [1/𝑏,1/𝑏];
lembrando que 0 /∈ [𝑏].
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Exemplo 3.1. Apresentamos, neste exemplo, a multiplicação [𝑎]×[𝑎], com [𝑎] = [−3,1],
calculada segundo as definições acima:
[𝑎]× [𝑎] =[−3,1]× [−3,1]
=[min{9,− 3,1},max{9,− 3,1}]
=[−3,9].
3.1.2 Propriedades Algébricas
As operações intervalares definidas acima verificam propriedades semelhantes àquelas
das operações com números reais. A propriedade da subdistributividade, entretanto, não é
válida no caso intervalar. Para a demonstração destas e outras propriedades de aritmética
intervalar, ver (MOORE et al., 2009).
Associatividade e Comutatividade
Considere os seguintes intervalos [𝑎], [𝑏] e [𝑐]. As seguintes propriedades são verda-
deiras:
[𝑎] + ([𝑏] + [𝑐]) = ([𝑎] + [𝑏]) + [𝑐] e [𝑎] · ([𝑏] · [𝑐]) = ([𝑎] · [𝑏]) · [𝑐] (associatividade);
[𝑎] + [𝑏] = [𝑏] + [𝑎] e [𝑎] · [𝑏] = [𝑏] · [𝑎] (comutatividade).
Elementos Neutros para Adição e Multiplicação
Os intervalos [0,0] e [1,1] são elementos neutros para adição e multiplicação, respec-
tivamente, em aritmética intervalar:
[0,0] + [𝑎] =[𝑎] + [0,0] = [𝑎],
[1,1] · [𝑎] =[𝑎] · [1,1] = [𝑎],
[0,0] · [𝑎] =[𝑎] · [0,0] = [0,0].
Subdistributividade
A regra de distributividade
[𝑎] · ([𝑏] + [𝑐]) = [𝑎] · [𝑏] + [𝑎] · [𝑐]
não é válida para grandezas intervalares. Como contraexemplo, considere [𝑎] = [1,2], [𝑏] =
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[1,1] e [𝑐] = −[1,1] e observe que
[𝑎] · ([𝑏] + [𝑐]) =[1,2] · ([1,1]− [1,1])
= [1,2] · [0,0]
= [0,0]
e
[𝑎] · [𝑏] + [𝑎] · 𝑐 =[1,2] · [1,1]− [1,2] · [1,1]
=[min{1,2}, max{1,2}]− [min{1,2}, max{1,2}]
=[1,2]− [1,2]
=[−1,1].
Apesar da distributividade não ser válida, a seguinte regra, conhecida como subdistributivi-
dade, é satisfeita
[𝑎] · ([𝑏] + [𝑐]) ⊆ [𝑎] · [𝑏] + [𝑎] · [𝑐].
3.1.3 Função
Seja 𝑓 uma função real em uma variável real. Estamos interessados em saber o
intervalo que 𝑓(𝑥) pode assumir com a variação de 𝑥 ∈ [𝑥], ou seja, a imagem do conjunto
de [𝑥] sob 𝑓 :
𝑓([𝑥]) = {𝑓(𝑥) : 𝑥 ∈ [𝑥]}.
Exemplo 3.2. Considere 𝑓(𝑥) = 𝑥2, 𝑥 ∈ [𝑥] ∈ R. Se [𝑥] = [𝑥,𝑥], então o conjunto
𝑓([𝑥]) = {𝑥2 : 𝑥 ∈ [𝑥]} (3.6)
pode ser expresso como
𝑓([𝑥]) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[︂
𝑥2,𝑥2
]︂
, se 0 ≤ 𝑥 ≤ 𝑥,
[︂
𝑥2,𝑥2
]︂
, se 𝑥 ≤ 𝑥 ≤ 0,
[︂
0,max
{︂
𝑥2,𝑥2
}︂]︂
, se 𝑥 ≤ 0 ≤ 𝑥.
(3.7)
Usamos, então, a equação (3.7) como a definição de [𝑥]2. Observe que, em geral, [𝑥]2 ̸=
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[𝑥] · [𝑥]. De fato, para [𝑥] = [−3, 1],
[−3,1]2 = [0,9]
e [−3,1] · [−3,1] = [−3,9], do Exemplo 3.1.
A superestimação de [𝑥]2 quando calculamos [𝑥] · [𝑥] é causada pela dependência intervalar.
Com efeito, ao usarmos a definição do produto [𝑥]·[𝑥], estamos supondo que os dois intervalos
são independentes; esta hipótese é removida ao fazermos [𝑥]2 como definido acima (MOORE
et al., 2009).
3.1.4 Matrizes
Uma matriz intervalar é uma matriz que apresenta elementos intervalares. Para duas
matrizes 𝐴, 𝐴 ∈ R𝑚×𝑛 em que 𝐴 ≤ 𝐴, definimos o intervalo [𝐴,𝐴] como o conjunto
[𝐴] =
[︁
𝐴,𝐴
]︁
:=
{︂
𝐴 ∈ R𝑚×𝑛 : 𝐴 ≤ 𝐴 ≤ 𝐴
}︂
. (3.8)
Como exemplo podemos considerar a seguinte matriz intervalar
[𝐴] =
⎡⎣[𝑎11] [𝑎12]
[𝑎21] [𝑎22]
⎤⎦ =
⎡⎣[1,2] [−1,1]
[0,4] [ 6,8]
⎤⎦ . (3.9)
Para este exemplo, temos:
𝐴 =
⎡⎣1 −1
0 6
⎤⎦ e 𝐴 =
⎡⎣2 1
4 8
⎤⎦ .
O centro e o raio de uma matriz intervalar são definidos como
𝐴0 :=
1
2𝐴+
1
2𝐴
e
Δ𝐴 := 12𝐴−
1
2𝐴,
respectivamente. Observe ainda que o intervalo acima também pode ser escrito da seguinte
maneira:
[𝐴] =
[︁
𝐴,𝐴
]︁
:=
{︂
𝐴0 +
∑︁
𝑖,𝑗
𝑒𝑖𝛿𝑥𝑖𝑗𝑓
T
𝑗 : |𝛿𝑥𝑖𝑗| ≤ Δ𝑥𝑖𝑗
}︂
, (3.10)
em que Δ𝑥𝑖𝑗 = [Δ𝐴]𝑖𝑗, 𝑒𝑖 e 𝑓𝑗 são o 𝑖-ésimo e o 𝑗-ésimo vetores colunas da matriz identidade
de dimensões compatíveis. A norma infinito de um intervalo matricial é definida como
‖[𝐴]‖ = max
𝑖
∑︁
𝑗
|[𝐴]𝑖𝑗| = max
𝑖
∑︁
𝑗
max(−𝐴𝑖𝑗,𝐴𝑖𝑗). (3.11)
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3.2 Exponencial
A exponencial de uma matriz permite solucionar o problema do valor inicial (PVI) de
equações diferenciais ordinárias (EDOs) com coeficientes constantes (GOLDSZTEJN; NEU-
MAIER, 2014). De fato, a solução do PVI definido por ?˙?(𝑡) = 𝐴𝑦(𝑡) e 𝑦(0) = 𝑦0 com
𝐴 ∈ R𝑛𝑥×𝑛𝑥 é dada por 𝑦(𝑡) = 𝑒𝑡𝐴𝑦0, sendo
𝑒𝑀 :=
∞∑︁
𝑘=0
𝑀𝑘
𝑘! (3.12)
a exponencial de uma matriz 𝑀 ∈ R𝑛𝑥×𝑛𝑥 . A maioria dos modelos dinâmicos advindos de
aplicações práticas apresenta incertezas nos parâmetros que definem a EDO que os modela.
Como consequência, surge, no modelo, uma matriz intervalar (desconhecida) 𝐴 ∈ [𝐴] e,
portanto, torna-se de interesse calcular a exponencial 𝑒[𝐴].
No trabalho de Goldsztejn e Neumaier (2014), são apresentados três métodos numé-
ricos para o cálculo de exponencial de matriz intervalar: série de Taylor, Horner e Scaling
and Squaring. Para exemplificar os três métodos numéricos, consideraremos a seguinte matriz
intervalar:
[𝐴] = [𝐴,𝐴] : 𝐴 =
⎡⎣0 1
0 −3
⎤⎦ ; 𝐴 =
⎡⎣0 1
0 −2
⎤⎦ . (3.13)
Note que qualquer matriz neste intervalo pode ser escrita como
𝐴(𝑡) =
⎡⎣0 1
0 𝑡
⎤⎦ (3.14)
para 𝑡 ∈ [−3, − 2]. Computando a exponencial da matriz 𝐴(𝑡) para cada valor de 𝑡 neste
intervalo, pode-se verificar que 𝑒[𝐴] = [𝑋] = [𝑋, : 𝑋] com
𝑋 =
⎡⎣1 13(1− 𝑒−3)
0 𝑒−3
⎤⎦ ≈
⎡⎣1 0,316738
0 0,0497871
⎤⎦ ,
𝑋 =
⎡⎣1 12(1− 𝑒−2)
0 𝑒−2
⎤⎦ ≈
⎡⎣1 0,432332
0 0,135335
⎤⎦ .
(3.15)
Esse exemplo serve de base para comparar os diferentes métodos para calcular exponencial
intervalar apresentados neste trabalho.
3.2.1 Série de Taylor
O método numérico para calcular exponencial intervalar através da série de Taylor
é o mais modesto, pois seu resultado gera um intervalo maior em relação aos outros dois
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métodos deste trabalho. Em (GOLDSZTEJN; NEUMAIER, 2014), os autores mostram que
uma condição suficiente para assegurar que a exponencial esteja contida no intervalo definido
por um truncamento de 𝑝 termos da série de Taylor, é dada pela restrição 𝑝 + 2 > ‖[𝐴]‖.
Para computar a norma matricial, utilizamos a norma infinito definida anteriormente. A
exponencial intervalar pela série de Taylor é dada por
𝜏𝑝([𝐴]) :=̃︀𝜏𝑝([𝐴]) +ℛ𝑝([𝐴]),
̃︀𝜏𝑝([𝐴]) :=𝐼 + [𝐴] + 12[𝐴]2 + ...+ 1𝑝! [𝐴]𝑝,
(3.16)
em que o resíduo ℛ𝑝([𝐴]) é
ℛ𝑝([𝐴]) := 𝜌(‖[𝐴]‖ , 𝑝)[−𝐸,𝐸] com 𝜌(𝛼,𝑝) = 𝛼
𝑝+1
(𝑝+ 1)!(1− 𝛼
𝑝+ 2)
, (3.17)
sendo 𝐸 ∈ R𝑛𝑥×𝑛𝑥 a matriz que tem todas as suas entradas iguais a 1.
Exemplo 3.3. Considere a matriz intervalar [𝐴] definida em (3.13). Para determinar-
mos um intervalo por série de Taylor que contenha a sua exponencial, é necessário que
𝑝 > ‖[𝐴]‖ − 2 = 1. Usando 𝑝 = 16, temos que o erro de truncamento da série (𝜌 da
equação (3.17)) é dado por 4,3569× 10−7 e o intervalo, portanto, é dado por
𝜏16([𝐴]) =
⎡⎣1 + [−9× 10−7 9× 10−7] [−1,2092 1,9582]
[−9× 10−7 9× 10−7] [−6,2557 6,4409]
⎤⎦ . (3.18)
É possível verificar que a matriz intervalar (3.15) está contida em 𝜏16([𝐴]), como espe-
rado. Além disso, podemos calcular a métrica induzida pela norma infinito, ‖𝜏16([𝐴])−
[𝑋]‖, a qual é igual a 6,3910, com [𝑋] definida em (3.15).
3.2.2 Horner
O método de Horner é uma estratégia clássica de avaliação de polinômios eficiente
e numericamente estável (GOLDSZTEJN; NEUMAIER, 2014). Portanto, é natural esperar
que o uso do método de Horner em vez do simples uso da série de Taylor truncada forneça
resultados melhores. Em (GOLDSZTEJN; NEUMAIER, 2014), os autores mostram que uma
condição suficiente para assegurar que a exponencial esteja contida no intervalo definido por
um truncamento de 𝑝 termos do método de Horner é dada pela restrição 𝑝 + 2 > ‖[𝐴]‖. A
norma matricial utilizada está definida em (3.11). O cálculo da exponencial pelo método de
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Horner é dado por:
ℋ𝑝([𝐴]) := ̃︂ℋ𝑝([𝐴]) +ℛ𝑝([𝐴]),
̃︂ℋ𝑝([𝐴]) :=𝐼 + [𝐴]
(︃
𝐼 + [𝐴]2
(︃
𝐼 + [𝐴]3
(︃
. . .
(︃
𝐼 + [𝐴]
𝑝
)︃
. . .
)︃)︃)︃
,
(3.19)
em que o resíduo ℛ𝑝([𝐴]) é definido em (3.17).
Exemplo 3.4. Considere a matriz intervalar [𝐴] definida em (3.13). Para determinar-
mos um intervalo pelo método de Horner que contenha a sua exponencial, é necessário
que 𝑝 > ‖[𝐴]‖ − 2 = 1. Usando 𝑝 = 16, temos que o erro de truncamento da série (𝜌
da equação (3.17)) é dado por 4,3569× 10−7 e o intervalo, portanto, é dado por
ℋ16([𝐴]) =
⎡⎣1 + [−1,1× 10−6 1,1× 10−6] [−0,0706 0,7352]
[−1,1× 10−6 1,1× 10−6] [−1,2056 1,2117]
⎤⎦ . (3.20)
É possível verificar que a matriz intervalar (3.15) está contida em ℋ16([𝐴]), como
esperado. Além disso, podemos ainda calcular a métrica induzida pela norma infinito,
‖ℋ16([𝐴])− [𝑋]‖, a qual é igual a 1,3408, com [𝑋] definido em (3.15).
3.2.3 Método Scaling and Squaring
O método Scaling and Squaring é uma das maneiras mais eficientes para computar a
exponencial intervalar de uma matriz real (GOLUB; Van Loan, 1996). Esta técnica numérica
está baseada no seguinte procedimento iterativo:
𝒮𝑝,𝑞([𝐴]) := (ℋ𝑝([𝐴]/2𝑞))2
𝑞
. (3.21)
No artigo de Goldsztejn e Neumaier (2014), é provado que para a exponencial estar contida no
intervalo gerado por esse algoritmo, a seguinte hipótese precisa ser satisfeita: os parâmetros
𝑝 e 𝑞 do método devem ser tais que (𝑝+ 2)2𝑞 > ‖[𝐴]‖. O ganho em eficiência computacional
apresentado por este método em relação aos anteriores pode ser justificado pela condição que
relaciona os parâmetros 𝑝 e 𝑞. De fato, como as duas variáveis podem ser escolhidas de forma
independente, torna-se mais fácil satisfazer a condição exigida por este método.
Exemplo 3.5. Considere a matriz intervalar [𝐴] definida em (3.13). Para determinar-
mos um intervalo pelo método Scaling and Squaring que contenha a sua exponencial,
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é necessário que
𝑝 >
‖[𝐴]‖
2𝑞 − 2 =
3
2𝑞 − 2.
Usando 𝑞 = 10 e 𝑝 = 16, temos que o erro de truncamento da série (𝜌 da equação
(3.17)) é dado por 4,3569× 10−7 e o intervalo, portanto, é dado por
𝒮16,10([𝐴]) =
⎡⎣1 + [−5,7× 10−13 9,1× 10−13] [0,3165 0,4325]
[−2,4× 10−19 2,4× 10−19] [0,0496 0,1355]
⎤⎦ . (3.22)
É possível verificar que a matriz intervalar (3.15) está contida em 𝒮16,10([𝐴]), como
esperado. Além disso, podemos calcular a métrica induzida pela norma infinito,
‖𝒮16,10([𝐴])− [𝑋]‖, a qual é igual a 0,1157, com [𝑋] definido em (3.15).
3.3 Lema de Petersen
Nesta seção, apresentamos o clássico Lema de Petersen para estabilidade robusta.
Em sua forma original (PETERSEN, 1987), este lema fornece condições necessárias e sufici-
entes para a estabilidade de um sistema incerto — possivelmente variante no tempo — com
uma dada estrutura. Este resultado foi generalizado posteriormente em (SHCHERBAKOV;
TOPUNOV, 2008), com a perda da sua necessidade nesta forma mais geral.
Lema 3.1 – Lema de Petersen (PETERSEN, 1987; SHCHERBAKOV; TO-
PUNOV, 2008). Seja 𝐺 = 𝐺T, 𝑀𝑖 ̸= 0, 𝑁𝑖 ̸= 0, matrizes de dimensões compatíveis
e 𝑖 = 1, . . . , ℓ. Então, para todo Δ𝑖(𝑡) ∈ R𝑚×𝑛 e 𝑡 ∈ R+, ‖Δ𝑖(𝑡)‖ 6 1 a desigualdade
𝐺+
ℓ∑︁
𝑖=1
(︁
𝑀𝑖Δ𝑖(𝑡)𝑁𝑖 +𝑁T𝑖 ΔT𝑖 (𝑡)𝑀T𝑖
)︁
⪯ 0,∀𝑡 ∈ R+ (3.23)
é válida se existirem 𝜀𝑖 > 0 tais que
𝐺+
ℓ∑︁
𝑖=1
(︂
𝜀𝑖𝑀𝑖𝑀
T
𝑖 +
1
𝜀𝑖
𝑁T𝑖 𝑁𝑖
)︂
⪯ 0. (3.24)
Estas condições são também necessárias para ℓ = 1.
Para uma demonstração deste resultado usando S-Procedure, veja (SHCHERBA-
KOV; TOPUNOV, 2008). Os trabalhos de Zhang et al. (2006), Mao e Chu (2003) afirmam
que o Lema de Pertersen é uma condição necessária e suficiente, mesmo no caso com ℓ > 1.
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Entretanto, em (YANG; LUM, 2005; MAO; CHU, 2006; SHCHERBAKOV; TOPUNOV,
2008), foi provado que o Lema é, de fato, uma condição apenas suficiente neste caso.
Como nossos principais resultados são fortemente dependentes do Lema de Petersen,
as mesmas condições de projeto apresentadas neste documento podem lidar com incertezas
variante no tempo sem hipóteses adicionais.
3.4 Sistemas Intervalares
Considere os seguintes sistemas lineares e invariantes no tempo:
Σ𝑐 :
⎧⎨⎩ ?˙?(𝑡) = 𝐴𝑥(𝑡) +𝐵𝑢(𝑡), 𝑥(0) = 𝑥0,𝑦(𝑡) = 𝐶𝑥(𝑡) +𝐷𝑢(𝑡), (3.25)
e
Σ𝑑 :
⎧⎨⎩ 𝑥[𝑘 + 1] = 𝐴𝑥[𝑘] +𝐵𝑢[𝑘], 𝑥[0] = 𝑥0,𝑦[𝑘] = 𝐶𝑥[𝑘] +𝐷𝑢[𝑘]. (3.26)
Para ambos os casos, 𝑥 : T → R𝑛𝑥 é o estado, 𝑢 : T → R𝑛𝑢 é a entrada de controle e
𝑦 : T→ R𝑛𝑦 é a saída. Neste trabalho, tanto Σ𝑐 e Σ𝑑 são denominados sistemas intervalares,
significando que as suas matrizes de realização 𝐴 ∈ [𝐴], 𝐵 ∈ [𝐵], 𝐶 ∈ [𝐶] e 𝐷 ∈ [𝐷] não
são precisamente conhecidas. Para simplificação de notação, definimos o seguinte conjunto
X = [𝐴]× [𝐵]× [𝐶]× [𝐷], (3.27)
o qual nos permite escrever as incertezas de forma compacta (𝐴,𝐵,𝐶,𝐷) ∈ X.
3.4.1 Estabilidade e Estabilizabilidade Quadrática
A seguir, definimos os conceitos de estabilidade e estabilizabilidade quadrática para
sistemas intervalares.
Definição 3.1 –Estabilidade. O sistema intervalar Σ𝑐 é dito quadraticamente estável
se existir uma matriz 𝑃 ∈ S𝑛𝑥+ satisfazendo a desigualdade
𝐴T𝑃 + 𝑃𝐴 ≺ 0, ∀𝐴 ∈ [𝐴,𝐴]. (3.28)
Similarmente, o sistema intervalar Σ𝑑 é dito quadraticamente estável se existir uma
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matriz 𝑃 ∈ S𝑛𝑥+ que verifica
𝐴T𝑃𝐴− 𝑃 ≺ 0, ∀𝐴 ∈ [𝐴,𝐴]. (3.29)
Caso sejam satisfeitas as condições da Definição 3.1, podemos verificar a taxa de decaimento
através do lema a seguir.
Lema 3.2 –Taxa de Decaimento. Sejam Σ𝑐 o sistema intervalar dado em (3.25) e
𝜁 ∈ R⋆+ um escalar dado. Se existir 𝑃 ∈ S𝑛𝑥+ tal que
𝐴T𝑃 + 𝑃𝐴 ⪯ −2𝜁𝑃, ∀𝐴 ∈ [𝐴,𝐴], (3.30)
então o sistema Σ𝑐 é quadraticamente estável e a dinâmica do seu vetor de estado
verifica a desigualdade
‖𝑥(𝑡)‖ ≤ 𝑐 𝑒−𝜁𝑡‖𝑥(0)‖, ∀𝑡 ∈ R+, (3.31)
com 𝑐 :=
√︁
𝜆max/𝜆min, sendo 𝜆max o maior autovalor de 𝑃 e 𝜆min o menor autovalor de
𝑃 .
Assim como no caso contínuo, sejam Σ𝑑 o sistema intervalar dado em (3.26) e
𝜁 ∈ (0,1) um escalar dado. Se existir 𝑃 ∈ S𝑛𝑥+ tal que
𝐴T𝑃𝐴− (1− 𝜁)2𝑃 ≺ 0, ∀𝐴 ∈ [𝐴,𝐴] (3.32)
então o sistema Σ𝑑 é quadraticamente estável e a dinâmica do seu vetor de estado
verifica a desigualdade
‖𝑥[𝑘]‖ ≤ 𝑐(1− 𝜁)𝑘‖𝑥[0]‖, ∀𝑘 ∈ N, (3.33)
com 𝑐 :=
√︁
𝜆max/𝜆min, sendo 𝜆max o maior autovalor de 𝑃 e 𝜆min o menor autovalor de
𝑃 .
Demonstração. Como as demostrações dos casos contínuo e discreto são similares, demons-
traremos apenas o caso contínuo. Primeiramente, verificamos que a desigualdade (3.30) é uma
condição mais restritiva que a desigualdade (3.28). Desta maneira, caso as restrições da taxa
de decaimento tenham soluções, necessariamente o sistema será estável. Agora, para verificar
as condições da taxa de decaimento do sistema Σ𝑐, começamos aplicando uma congruência,
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definida em A.2, com o vetor de estado na equação (3.30)
𝑥(𝑡)T(𝐴T𝑃 + 𝑃𝐴)𝑥(𝑡) ⪯ −2𝜁𝑥(𝑡)T𝑃𝑥(𝑡), (3.34)
definindo a função de Lyapunov como 𝑣(𝑡) = 𝑥(𝑡)T𝑃𝑥(𝑡), reescrevemos (3.34) como
?˙?(𝑡) ≤ −2𝜁𝑣(𝑡). (3.35)
Através da desigualdade de Grönwall (GRONWALL, 1919), podemos afirmar que a desigual-
dade (3.35) implica em
𝑣(𝑡) ≤ 𝑒−2𝜁𝑡𝑣(0). (3.36)
Agora, pelo Teorema de Rayleigh-Ritz (ver Teorema A.1)
𝜆min‖𝑥‖2 ≤ 𝑥T𝑃𝑥 ≤ 𝜆max‖𝑥‖2, ∀𝑥 ∈ R𝑛𝑥 , (3.37)
com 𝜆max e 𝜆min sendo o maior e o menor autovalores de 𝑃 , respectivamente. Usando os
limitantes fornecidos pelo Teorema de Rayleigh-Ritz dados em (3.37), podemos concluir de
(3.36) que vale
𝜆min‖𝑥(𝑡)‖2 ≤ 𝑣(𝑡) ≤ 𝑒−2𝜁𝑡𝑣(0) ≤ 𝑒−2𝜁𝑡𝜆max‖𝑥(0)‖2. (3.38)
Portanto,
‖𝑥(𝑡)‖ ≤
√︃
𝜆max
𝜆min
𝑒−𝜁𝑡‖𝑥(0)‖ (3.39)
é válida, o que completa a prova.
Podemos verificar através da taxa de decaimento a velocidade com que os estados
convergem para zero. Essa característica pode ser empregada como requisito de projeto em
sistemas práticos (FRANKLIN et al., 2009).
Definição 3.2 –Estabilizabilidade. O sistema intervalar Σ𝑐 é dito quadraticamente
estabilizável se existirem uma matriz de ganho 𝐾 ∈ R𝑛𝑢×𝑛𝑥 e uma matriz 𝑃 ∈ S𝑛𝑥+ para
as quais se verifica
(𝐴+𝐵𝐾)T𝑃 + 𝑃 (𝐴+𝐵𝐾) ≺ 0, ∀(𝐴,𝐵) ∈ [𝐴,𝐴]× [𝐵,𝐵]. (3.40)
Similarmente, o sistema intervalar Σ𝑑 é dito quadraticamente estabilizável se existirem
uma matriz de ganho 𝐾 ∈ R𝑛𝑢×𝑛𝑥 e uma matriz 𝑃 ∈ S𝑛𝑥+ que satisfazem a desigualdade
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(𝐴+𝐵𝐾)T𝑃 (𝐴+𝐵𝐾)− 𝑃 ≺ 0, ∀(𝐴,𝐵) ∈ [𝐴,𝐴]× [𝐵,𝐵]. (3.41)
Note que, para ambos os casos, a tempo contínuo e a tempo discreto, a definição de estabi-
lização quadrática é, de fato, equivalente à existência de um ganho 𝐾 ∈ R𝑛𝑢×𝑛𝑥 para o qual
a lei de controle via realimentação de estado
𝑢 = 𝐾𝑥 (3.42)
torna o sistema em malha fechada quadraticamente estável. Conforme Mao e Chu (2003),
Zhang et al. (2006), chamamos 𝐾 de ganho de realimentação de estado quadraticamente
estabilizante. Os resultados do Lema 3.2 podem ser estendidos para também considerar uma
taxa de decaimento do sistema em malha fechada, como apresenta o próximo corolário.
Corolário 3.1. Sejam Σ𝑐 o sistema intervalar dado em (3.25) e 𝜁 ∈ R⋆+ um escalar
dado. Se existirem 𝑃 ∈ S𝑛𝑥+ e um ganho 𝐾 ∈ R𝑛𝑢×𝑛𝑥 tais que
(𝐴+𝐵𝐾)T𝑃 + 𝑃 (𝐴+𝐵𝐾) ⪯ −2𝜁𝑃 ≺ 0, ∀(𝐴,𝐵) ∈ [𝐴,𝐴]× [𝐵,𝐵], (3.43)
então o sistema Σ𝑐 é quadraticamente estabilizável e a dinâmica do seu vetor de estado
verifica a desigualdade
‖𝑥(𝑡)‖ ≤ 𝑐 𝑒−𝜁𝑡‖𝑥(0)‖, ∀𝑡 ∈ R+, (3.44)
com 𝑐 :=
√︁
𝜆max/𝜆min, sendo 𝜆max o maior autovalor de 𝑃 e 𝜆min o menor autovalor de
𝑃 .
Assim como no caso contínuo, sejam Σ𝑑 o sistema intervalar dado em (3.26)
e 𝜁 ∈ R⋆+ um escalar dado. Se existirem 𝑃 ∈ S𝑛𝑥+ e uma matriz de ganho 𝐾 ∈ R𝑛𝑢×𝑛𝑥
tais que
(𝐴+𝐵𝐾)T𝑃 (𝐴+𝐵𝐾)− (1− 𝜁)2𝑃 ≺ 0, ∀(𝐴,𝐵) ∈ [𝐴,𝐴]× [𝐵,𝐵], (3.45)
então o sistema Σ𝑑 é quadraticamente estabilizável e a dinâmica do seu vetor de estado
verifica a desigualdade
‖𝑥[𝑘]‖ ≤ 𝑐(1− 𝜁)𝑘‖𝑥[0]‖, ∀𝑘 ∈ N, (3.46)
com 𝑐 :=
√︁
𝜆max/𝜆min, sendo 𝜆max o maior autovalor de 𝑃 e 𝜆min o menor autovalor de
𝑃 .
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3.4.2 D-estabilidade
Podemos relacionar, mesmo que de forma aproximada, requisitos de projeto como,
por exemplo, tempo de estabilização, faixa de passagem e sobressinal por regiões no plano
complexo. Para que o sistema seja estável, por exemplo, temos a clássica região definida pelo
semi-plano esquerdo. Dentro deste semi-plano, os critérios de desempenho acima definem
regiões da seguinte forma:
∙ Quando mais à esquerda os autovalores estiverem no semi-plano esquerdo, menor será
o tempo de estabilização. Assim, definimos que todos os autovalores tenham parte real
menor que −𝜁 (reta vertical na Figura 3.1) a fim de assegurar um dado tempo de
estabilização máximo;
∙ O sobressinal está relacionado com a abertura do ângulo 𝜃 das retas na Figura 3.1.
Quanto maior for essa abertura, maior será o sobressinal admissível. Desta maneira,
buscamos limitar os autovalores do sistema em malha fechada dentro desta abertura
definida pelo ângulo 𝜃;
∙ A faixa de passagem está relacionada com o raio 𝑟 do círculo na Figura 3.1. Quanto
maior o raio, maior será a faixa de passagem aceitável. Assim, limitamos os autovalores
dentro de uma circunferência de raio 𝑟.
Para mais detalhes sobre a relação entre as regiões do plano complexo e os requisitos de
projeto consulte (GEROMEL; KOROGUI, 2011; FRANKLIN et al., 2009).
Caso todos os autovalores de um sistema linear invariante no tempo pertencerem a
uma sub-região 𝐷 ∈ C do plano complexo, dizemos que esse sistema é 𝐷-estável. Podemos
definir uma região 𝐷 por LMI, se existirem matrizes 𝐿 = 𝐿T e 𝑀 tais que
𝐷 = {𝑠 ∈ C : 𝐿+ 𝑠𝑀 + 𝑠*𝑀T ≺ 0}. (3.47)
No próximo exemplo, mostramos como as matrizes 𝐿 e𝑀 devem ser escolhidas para descrever
cada uma das regiões do plano complexo descritas acima.
Exemplo 3.6. Definimos nesse exemplo três regiões descritas por LMIs relacionadas
com a Figura 3.1:
1. Semi-plano 𝐷𝑠 = {𝑠 ∈ C : ℜ(𝑠) < −𝜁}: para gerarmos o semi-plano 𝐷𝑠, basta
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escolhermos 𝐿 = 2𝜁 e 𝑀 = 1 em (3.47). De fato,
𝐷𝑠 = {𝑠 = 𝜎 + 𝑗𝜔 : 𝜎 < −𝜁}
= {𝑠 : ℜ(𝑠) < −𝜁}
= {𝑠 : 0.5(𝑠+ 𝑠*) < −𝜁}.
2. Semi-plano 𝐷𝑑 = {𝑠 = 𝜎 + 𝑗𝜔 : (𝜎 + 𝑐)2 + 𝜔2 < 𝑟2,𝑟 > 0}: para gerarmos o
semi-plano 𝐷𝑑, basta tomarmos 𝐿 =
⎡⎣−𝑟 𝑐
𝑐 −𝑟
⎤⎦ e 𝑀 =
⎡⎣0 1
0 0
⎤⎦ em (3.47). Pois,
𝐷𝑑 = {𝑠 : ℜ(𝑠)2 + ℑ(𝑠)2 + 2𝑐ℜ(𝑠) + 𝑐2 < 𝑟2, 𝑟 > 0}
= {𝑠 : 𝑠𝑠* + 𝑐(𝑠+ 𝑠*) + 𝑐2 < 𝑟2, 𝑟 > 0}
= {𝑠 : (𝑠+ 𝑐)(𝑠* + 𝑐) < 𝑟2, 𝑟 > 0}
=
⎧⎨⎩𝑠 :
⎡⎣ 𝑟 𝑠+ 𝑐
𝑠* + 𝑐 𝑟
⎤⎦ ≻ 0
⎫⎬⎭
=
⎧⎨⎩𝑠 :
⎡⎣ −𝑟 𝑠+ 𝑐
𝑠* + 𝑐 −𝑟
⎤⎦ ≺ 0
⎫⎬⎭
=
⎧⎨⎩𝑠 :
⎡⎣−𝑟 𝑐
𝑐 −𝑟
⎤⎦+
⎡⎣0 1
0 0
⎤⎦ 𝑠+
⎡⎣0 0
1 0
⎤⎦ 𝑠* ≺ 0
⎫⎬⎭ ;
3. Semi-plano 𝐷𝑐 = {𝑠 = 𝜎 + 𝑗𝜔 : |𝜔| < −𝜎 tan 𝜃, 𝜃 ∈ (0,𝜋/2)}: para gerarmos o
semi-plano 𝐷𝑐, basta definirmos 𝐿 =
⎡⎣0 0
0 0
⎤⎦ e
⎡⎣ sin 𝜃 cos 𝜃
− cos 𝜃 sin 𝜃
⎤⎦ em (3.47). Pois,
𝐷𝑐 = {𝑠 = 𝜎 + 𝑗𝜔 : 𝜔2 < 𝜎2 tan2 𝜃, 𝜎 tan 𝜃 < 0}
= {𝑠 = 𝜎 + 𝑗𝜔 : 𝜔2 cos2 𝜃 < 𝜎2 sin2 𝜃, 𝜎 sin 𝜃 < 0}
=
⎧⎨⎩𝑠 = 𝜎 + 𝑗𝜔 :
⎡⎣ 𝜎 sin 𝜃 𝑗𝜔 cos 𝜃
−𝑗𝜔 cos 𝜃 𝜎 sin 𝜃
⎤⎦ ≺ 0
⎫⎬⎭
=
⎧⎨⎩𝑠 :
⎡⎣ (𝑠+ 𝑠*) sin 𝜃 (𝑠− 𝑠*) cos 𝜃
(−𝑠+ 𝑠*) cos 𝜃 (𝑠+ 𝑠*) sin 𝜃
⎤⎦ ≺ 0
⎫⎬⎭ .
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Definimos a seguir o conceito de 𝐷-estabilidade quadrática para sistemas intervalares.
Definição 3.3. Os sistemas intervalares Σ𝑐 e Σ𝑑 são denominados quadraticamente
𝐷-estáveis se existir uma matriz 𝑋 ∈ S𝑛𝑥+ tal que
𝐿⊗𝑋 +𝑀 ⊗ (A𝑋) +𝑀T ⊗ (A𝑋)T ≺ 0, ∀A ∈ [𝐴,𝐴], (3.48)
em que ⊗ representa o produto de Kronecker.
Observe que a definição acima, assim como no caso de estabilidade quadrática, exige que a
mesma matriz definida positiva 𝑋 assegure que os autovalores de todas as matrizes A ∈ [𝐴]
estejam em uma dada região 𝐷. A definição acima é baseada no caso clássico, que pode ser
encontrado em (DUAN; YU, 2013), e pode ser usada tanto para sistemas a tempo contínuo
quanto para o caso a tempo discreto.
Podemos considerar várias restrições na análise de 𝐷-estabilidade, conforme o coro-
lário a seguir.
Corolário 3.2. Seja 𝐷 = 𝐷1∩𝐷2∩· · ·∩𝐷𝑞 a intersecção de regiões no plano complexo
dadas. O intervalo [𝐴] é quadraticamente 𝐷-estável, se e somente se, existir uma matriz
simétrica 𝑋 ∈ S𝑛𝑥+ tal que
𝐿𝑖 ⊗𝑋 +𝑀𝑖 ⊗ (A𝑋) +𝑀T𝑖 ⊗ (A𝑋)T ≺ 0, 𝑖 = 1, . . . ,𝑞, ∀A ∈ [𝐴,𝐴], (3.49)
em que 𝐷𝑖 = {𝑠 ∈ C : 𝐿𝑖 + 𝑠𝑀𝑖 + 𝑠*𝑀T𝑖 ≺ 0}, 𝑖 = 1, . . . ,𝑞.
Estendemos o Corolário 3.2 para o caso de realimentação de estado, em que a dinâmica do
sistema é regida pela matriz A+BK, como apresentada na definição a seguir.
Definição 3.4. Seja 𝐷 = 𝐷1 ∩𝐷2 ∩ · · · ∩𝐷𝑞 a intersecção de regiões LMIs dadas. O
conjunto [𝐴]× [𝐵] é dito quadraticamente 𝐷-estabilizável se existirem uma matriz de
ganho 𝐾 ∈ R𝑛𝑢×𝑛𝑥 e uma matriz 𝑋 ∈ S𝑛𝑥+ para as quais
𝐿𝑖 ⊗𝑋 +𝑀𝑖 ⊗ ((A+B𝐾)𝑋) +𝑀T𝑖 ⊗ ((A+B𝐾)𝑋)T ≺ 0, 𝑖 = 1, . . . ,𝑞,
∀(A,B) ∈ [𝐴,𝐴]× [𝐵,𝐵],
(3.50)
se verificam, sendo 𝐷𝑖 = {𝑠 ∈ C : 𝐿𝑖 + 𝑠𝑀𝑖 + 𝑠*𝑀T𝑖 ≺ 0}, 𝑖 = 1, . . . ,𝑞.
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ℜ(𝑠)−𝜁
𝜃
r
𝑐 = 0
ℑ(𝑠)
Figura 3.1 – Região 𝐷(𝜁,𝑟,𝜃,𝑐) do plano complexo que deve conter os autovalores.
O exemplo a seguir ilustra os resultados desenvolvidos até este ponto.
Exemplo 3.7. Considere a sub-área 𝐷(𝜁,𝑟,𝜃,𝑐) = {𝑠 = 𝜎 + 𝑗𝜔 : 𝜎 < −𝜁 < 0, |𝜎 +
𝑐 + 𝑗𝜔| < 𝑟, |𝜔| < −𝜎 tan 𝜃} definida na Figura 3.1. Para satisfazer essa restrição de
área utilizamos 𝐷 = 𝐷𝑠 ∩ 𝐷𝑑 ∩ 𝐷𝑐, assim, pela Definição 3.4 o conjunto [𝐴] × [𝐵] é
dito quadraticamente 𝐷(𝜁,𝑟,𝜃,𝑐)-estabilizável se, e somente se, existirem uma matriz
de ganho 𝐾 ∈ R𝑛𝑢×𝑛𝑥 e matrizes simétricas 𝑋𝜁 ∈ S𝑛𝑥+ , 𝑋𝑟 ∈ S𝑛𝑥+ e 𝑋𝜃 ∈ S𝑛𝑥+ tais que
2𝜁𝑋𝜁 + (A+B𝐾)𝑋𝜁 +𝑋𝜁(A+B𝐾)T ≺ 0,⎡⎣ −𝑟𝑋𝑟 𝑐𝑋𝑟 + (A+B𝐾)𝑋𝑟
𝑐𝑋𝑟 +𝑋𝑟(A+B𝐾)T −𝑟𝑋𝑟
⎤⎦ ≺ 0,
⎡⎣((A+B𝐾)𝑋𝜃 +𝑋𝜃(A+B𝐾)T) sin 𝜃 ((A+B𝐾)𝑋𝜃 −𝑋𝜃(A+B𝐾)T) cos 𝜃,
(𝑋𝜃(A+B𝐾)T − (A+B𝐾)𝑋𝜃) cos 𝜃 ((A+B𝐾)𝑋𝜃 +𝑋𝜃(A+B𝐾)T) sin 𝜃
⎤⎦ ≺ 0,
(3.51)
∀(A,B) ∈ [𝐴,𝐴]× [𝐵,𝐵] sejam satisfeitas. Observamos que ao realizar as seguintes escolhas
𝑟 → ∞, 𝜃 = 𝜋/2 e 𝑐 = 0, obtemos a mesma restrição da taxa de decaimento (3.43) com
‖𝑥(𝑡)‖ ≤ 𝑐 𝑒−𝜁𝑡‖𝑥(0)‖.
3.4.3 Teorema de Kharitonov
O Teorema de Kharitonov apresenta condições necessárias e suficientes para verificar
a Hurwitz estabilidade de polinômios intervalares. Considere um conjuntoℐ (𝑠) de polinômios
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reais de grau 𝑛 da seguinte forma
𝛿(𝑠) = 𝛿0 + 𝛿1𝑠+ 𝛿2𝑠2 + 𝛿3𝑠3 + 𝛿4𝑠4 + . . .+ 𝛿𝑛𝑠𝑛, (3.52)
na qual os coeficientes estão nos intervalos
𝛿0 ∈ [𝑥0, 𝑦0], 𝛿1 ∈ [𝑥1, 𝑦1], . . . , 𝛿𝑛 ∈ [𝑥𝑛, 𝑦𝑛].
Identificamos um polinômio 𝛿(𝑠) pelos seus coeficientes através de um vetor 𝛿𝑣 definido como:
𝛿𝑣 := [𝛿0, 𝛿1, . . . , 𝛿𝑛].
O hiper-retângulo ou caixa de coeficientes associado a um polinômio incerto é dado por
Δ := {𝛿𝑣 : 𝛿𝑣 ∈ R𝑛+1, 𝑥𝑖 ≤ 𝛿𝑖 ≤ 𝑦𝑖, 𝑖 = 0, 1, . . . ,𝑛}. (3.53)
O Teorema de Kharitonov verifica a estabilidade do polinômio 𝛿 analisando alguns vértices
desse hiper-retângulo. O teorema a seguir enuncia uma condição necessária e suficiente para
a estabilidade Hurwitz de 𝛿.
Teorema 3.1 –Teorema de Kharitonov. Qualquer polinômio no conjunto ℐ (𝑠) é
Hurwitz se, e somente se, os quatro seguintes extremos forem Hurwitz :
𝐾1(𝑠) = 𝑥0 + 𝑥1(𝑠) + 𝑦2𝑠2 + 𝑦3𝑠3 + 𝑥4𝑠4 + 𝑥5𝑠5 + 𝑦6𝑠6 + . . . ,
𝐾2(𝑠) = 𝑥0 + 𝑦1(𝑠) + 𝑦2𝑠2 + 𝑥3𝑠3 + 𝑥4𝑠4 + 𝑦5𝑠5 + 𝑦6𝑠6 + . . . ,
𝐾3(𝑠) = 𝑦0 + 𝑥1(𝑠) + 𝑥2𝑠2 + 𝑦3𝑠3 + 𝑦4𝑠4 + 𝑥5𝑠5 + 𝑥6𝑠6 + . . . ,
𝐾4(𝑠) = 𝑦0 + 𝑦1(𝑠) + 𝑥2𝑠2 + 𝑥3𝑠3 + 𝑦4𝑠4 + 𝑦5𝑠5 + 𝑥6𝑠6 + . . . .
Demonstração do Teorema de Kharitonov: ver (BHATTACHARYYA; KEEL, 1995).
A caixa Δ e os vértices correspondentes aos polinômios de Kharitonov estão repre-
sentados na Figura 3.2.
O Teorema de Kharitonov não garante a estabilidade Schur do conjunto polinomial
ℐ (𝑠). Para testar a estabilidade Schur do polinônio incerto (3.52), devemos considerar todos
os vértices 𝑉
𝑉 := {(𝑎𝑛, . . . ,𝑎0) : 𝑎𝑖 = 𝑥𝑖 ou 𝑎𝑖 = 𝑦𝑖, 𝑖 = 0, . . . , 𝑛}
e seus respectivos polinômios
ℐ𝑉 (𝑠) = {𝑎𝑛𝑠𝑛 + 𝑎𝑛−1𝑧𝑛−1 + . . .+ 𝑎0 : (𝑎𝑛, . . . , 𝑎0) ∈ 𝑉 }
para analisar a estabilidade do polinômio incerto. Este resultado está enunciado a seguir.
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𝛿2
𝛿1
𝛿0
𝐾2
𝐾1
𝐾3
𝐾4
Δ
Figura 3.2 – Caixa Δ e os quatro vértices de Kharitonov.
Teorema 3.2. O polinômio ℐ (𝑠) é Schur estável se, e somente se, ℐ𝑉 (𝑠) seja Schur
estável.
Demonstração do Teorema 3.2: ver (BHATTACHARYYA; KEEL, 1995).
3.5 INTLAB
O INTLAB (RUMP, 1999) é um pacote para implementar algoritmos de análise
intervalar noMatlab. O pacote utiliza a arimética doMatlab de 16 dígitos decimais (53 dígitos
binários). Internamente, o INTLAB arredonda o último dígito; entretanto, a visualização de
valores incertos é realizada no formato “short“ ou no formato “long“ do Matlab (MOORE et
al., 2009). A seguir, vamos ilustrar um exemplo de produto intervalar.
Exemplo 3.8. Para ilustrar o uso do pacote INTLAB considere [𝑥] = [−3, 1], va-
mos realizar a seguinte operação: [𝑥] · [𝑥] do Exemplo 3.1. No terminal do Matlab (»)
começamos inserindo o seguinte comando
Capítulo 3. Análise de Estabilidade de Sistemas Intervalares 51
>> i n t v a l i n i t ( ’ DisplayInfSup ’ )
que informa ao INTLAB para mostrar intervalos usando a notação ínfimo-supremo (ou
limitantes inferior-superior). Agora digitamos
>> x = in f sup (−3 ,1)
e pressionamos enter ; então INTLAB responderá com
in t v a l x = [ −3.0000 , 1 . 0 000 ]
confirmando a entrada do valor 𝑥. Uma outra maneira de representar 𝑥 = [−3,1] seria
𝑥 = −1± 2, esse representação no INTLAB é
>> x = midrad (−1 ,2)
retornando a confirmação
i n t v a l x = [ −3.0000 , 1 . 0 0 0 0 ] .
Note, que 𝑥 está sendo mostrado com o modo InfSup. O comando
>> i n t v a l i n i t ( ’ DisplayMidrad ’ )
irá mudar o INTLAB para o modo Midrad. Agora podemos ver
>> x
i n t v a l x = < −1.0000 , 2.0000 >.
Para retornar no modo de visualização InfSup entre com o comando
>> i n t v a l i n i t ( ’ InfSup ’ )
Após a inserção do valor incerto [𝑥], podemos utilizar o INTLAB para calcular a
expressão [𝑥] · [𝑥]
>> x * x
obtemos
i n t v a l ans = [ −3.0000 , 9 . 0 0 00 ] ,
esse resultado pode ser obtido pela expressão dada em (3.5). Agora para o mesmo [𝑥],
vamos realizar [𝑥]2 do Exemplo 3.2. Assim, entre com o seguinte comando no Matlab:
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>> x^2
obtemos então
i n t v a l ans = [ 0 .0000 , 9 . 0 0 0 0 ] .
Aqui pode ser observado o fenômeno da dependência intervalar quando calculamos [𝑥]2
como [𝑥] · [𝑥] .
O INTLAB oferece funções para trabalhar com matrizes intervalares como mid e
rad para calcular o centro e o raio matricial, respectivamente. Mostramos agora um exemplo
para a inserção de matriz com o pacote INTLAB.
Exemplo 3.9. Considere a matriz
𝐴 =
⎡⎣[1,2] [−1,1]
[0,4] [ 6,8]
⎤⎦ , (3.54)
entre com o seguinte comando para a inserção da matriz 𝐴
>> A = [ in f sup (1 , 2 ) i n f sup (−1 ,1)
i n f sup (0 , 4 ) i n f sup ( 6 , 8 ) ] .
Após inserir a matriz intervalar 𝐴 é possível utilizar as funções do INTLAB como
>> mid(A)
rad (A)
obtemos assim o centro e o raio matricial de A
ans =
1.5000 0
2 .0000 7 .0000
ans =
0.5000 1 .0000
2 .0000 1 .0000
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3.6 Considerações finais
Neste capítulo, apresentamos conceitos envolvendo aritmética intervalar e resolução
de exponencial de matrizes intervalares. Abordamos, também, definições de estabilidade e
estabilizabilidade quadrática de sistemas intervalares. Discutimos sobre requisitos de projeto
e a suas relações com regiões no plano complexo, destacamos os livros (FRANKLIN et al.,
2009; GEROMEL; KOROGUI, 2011) para mais detalhes. Para a implementação numérica,
apresentamos o pacote INTLAB que oferece ferramentas para lidar com incertezas intervala-
res no Matlab. O livro (MOORE et al., 2009) é indicado para um estudo profundo do pacote
INTLAB.
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4 Controle LQR de Sistemas Intervalares
Nesta seção, estendemos os resultados de controle robusto apresentados em (MAO;
CHU, 2003) para sistemas contínuos e em (ZHANG et al., 2006) para sistemas discretos
com o objetivo de considerar critérios de desempenho e não apenas estabilidade. Primei-
ramente, consideramos um custo garantido quadrático, como no clássico problema LQR.
Posteriormente, estudamos restrições clássicas de desempenho estabelecidas no contexto de
𝐷-estabilidade. É importante destacar que o caso contínuo deste problema foi abordado em
(HONG et al., 2006).
4.1 Controlador Robusto a Tempo Contínuo
Começamos analisando o caso a tempo contínuo. A síntese do controlador LQR de
um sistema intervalar a tempo contínuo não pode ser resolvida através da equação algébrica
de Riccati (2.15), pois seriam necessárias toas as instâncias de matrizes de X (3.27). Como
Σ𝑐 apresenta uma realização incerta, nosso objetivo é encontrar um ganho de estabilização
de estado quadrática 𝐾 que otimiza o limitante superior 𝜇 > 0 para o custo quadrático
𝐽(𝑢), considerando todas as suas possíveis instâncias. Assim, procuramos otimizar um custo
quadrático garantido para o sistema incerto através de um controlador robusto de realimen-
tação de estado. Enunciamos a seguir o lema para o cômputo de um controlador robusto que
assegure um custo garantido ao sistema intervalar.
Lema 4.1. Seja Σ𝑐 um sistema intervalar com (𝐴,𝐵,𝐶,𝐷) ∈ X, definido em (3.27).
Existem um ganho de estabilização de estado quadrática 𝐾 ∈ R𝑛𝑢×𝑛𝑥 para Σ𝑐 e um
escalar positivo 𝜇 > 0 tal que o custo quadrático definido em (2.13) verifica o limite
𝐽(𝑢) < 𝜇 (4.1)
para todos (𝐴,𝐵,𝐶,𝐷) ∈ X se, e apenas se, existirem matrizes 𝑋 ∈ S𝑛𝑥+ e 𝐿 ∈ R𝑛𝑢×𝑛𝑥
tais que ⎡⎣𝐻𝑒(𝐴𝑋 +𝐵𝐿) ⋆
𝐶𝑋 +𝐷𝐿 −𝐼
⎤⎦ ≺ 0 (4.2)
é verificada para todo (𝐴,𝐵,𝐶,𝐷) ∈ X. Além disso, o ganho de estabilização de estado
quadrática é dado por 𝐾 = 𝐿𝑋−1 e o limitante superior para o custo quadrático é dado
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por 𝜇 := 𝑥T0𝑋−1𝑥0.
Demonstração. Vamos primeiramente provar a suficiência dessas condições. Note que (4.2)
implica que
𝐴𝑋 +𝑋𝐴T +𝐵𝐿+ 𝐿T𝐵T ≺ 0. (4.3)
Esta desigualdade implica que (3.40) é satisfeita para 𝑃 = 𝑋−1 ≻ 0 e 𝐾 = 𝐿𝑋−1. Portanto,
o sistema é quadraticamente estabilizável.
Agora, definimos a função de Lyapunov 𝑣 : 𝑡 ∈ R+ ↦→ 𝑥(𝑡)T𝑋−1𝑥(𝑡) e, lembrando
que 𝑢(𝑡) = 𝐾𝑥(𝑡) = 𝐿𝑋−1𝑥(𝑡) para todo 𝑡 ∈ R+, obtemos
d
d𝑡𝑣(𝑡) = ?˙?(𝑡)
T𝑋−1𝑥(𝑡) + 𝑥(𝑡)T𝑋−1?˙?(𝑡)
= 𝑥(𝑡)T
[︂
(𝐴+𝐵𝐿𝑋−1)T𝑋−1 +𝑋−1(𝐴+𝐵𝐿𝑋−1)
]︂
𝑥(𝑡). (4.4)
Aplicando uma transformação de congruência diag(𝑋−1 , 𝐼) em (4.2) e, então, usando o
complemento de Schur como definido em A.1, temos que (4.4) implica em
d
d𝑡𝑣(𝑡) < −𝑥(𝑡)
T
[︂
(𝐶 +𝐷𝐿𝑋−1)T(𝐶 +𝐷𝐿𝑋−1)
]︂
𝑥(𝑡) = −‖𝑦(𝑡)‖2. (4.5)
Portanto, integrando (4.5) para 𝑡 ∈ R+, concluímos que
𝐽(𝑢) =
∫︁ ∞
0
‖𝑦(𝑡)‖2d𝑡 < 𝑣(0)− lim
𝑡→∞ 𝑣(𝑡) = 𝑥
T
0𝑋
−1𝑥0 =: 𝜇, (4.6)
o que provê o limitante do custo quadrático para o sistema intervalar. Assim, a suficiência é
válida.
Suponha agora que o sistema intervalar seja quadraticamente estabilizável e que
𝐽(𝑢) < 𝜇 para algum 𝜇 > 0. Primeiramente, se o sistema é quadraticamente estabilizável,
existem 𝑃 ∈ S𝑛𝑥+ e 𝐾 ∈ R𝑛𝑢×𝑛𝑥 para as quais (3.40) é assegurada. Agora, como (3.40) vale
para algum 𝑃 ≻ 0, esta permanece válida para qualquer 𝑃𝜖 = 𝜖𝑃 , com 𝜖 > 0. Então, podemos
tomar 𝜖 suficientemente grande para que
(𝐴+𝐵𝐾)T𝑃𝜖 + 𝑃𝜖(𝐴+𝐵𝐾) + (𝐶 +𝐷𝐾)T(𝐶 +𝐷𝐾) ≺ 0, (4.7)
seja verificada para todo (𝐴,𝐵,𝐶,𝐷) ∈ X. Essa desigualdade implica que (4.2) é assegurada,
por complemento de Schur, com a escolha de variáveis 𝑋 = 𝑃−1𝜖 e 𝐿 = 𝐾𝑃−1𝜖 . Além disso,
observe que, como (4.2) é válida, mais uma vez segue 𝐽(𝑢) < 𝜇 := 𝑥T0𝑋−1𝑥0. A prova está
completa.
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Note que as condições necessárias e suficientes declaradas neste lema são formuladas
como desigualdade matriciais lineares que dependem de todas as instâncias matriciais em X.
Então, este resultado ainda não fornece uma maneira computacionalmente viável de projetar
um controlador LQR robusto para um sistema intervalar a tempo contínuo. Esta dificuldade
é contornada pelo teorema a seguir, baseado no Lema de Petersen (Lema 3.1):
Teorema 4.1. Seja Σ𝑐, definido em (3.25), um sistema intervalar e o escalar 𝜇 > 0
dado. Existe um ganho de estabilização de estado quadrática 𝐾 ∈ R𝑛𝑢×𝑛𝑥 para Σ𝑐 tal
que o custo quadrático definido em (2.13) satisfaz o limite
𝐽(𝑢) < 𝜇 (4.8)
para todo (𝐴,𝐵,𝐶,𝐷) ∈ X se existirem matrizes 𝑋 ∈ S𝑛𝑥+ e 𝐿 ∈ R𝑛𝑢×𝑛𝑥 e escalares
positivos 𝛼𝑖𝑗, 𝑖,𝑗 ∈ {1, . . . ,𝑛𝑥}, 𝛽𝑖𝑗, 𝑖 ∈ {1, . . . , 𝑛𝑥} e 𝑗 ∈ {1, . . . , 𝑛𝑢}, 𝛾𝑖𝑗, 𝑖 ∈ {1, . . . , 𝑛𝑦}
e 𝑗 ∈ {1, . . . , 𝑛𝑥}, e 𝜀𝑖𝑗, 𝑖 ∈ {1, . . . , 𝑛𝑦} e 𝑗 ∈ {1, . . . , 𝑛𝑢}, tais que as desigualdades
matriciais lineares ⎡⎣ 𝜇 ⋆
𝑥0 𝑋
⎤⎦ ≻ 0, (4.9)
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
He(𝐴0𝑋 +𝐵0𝐿) + 𝑆 ⋆ ⋆ ⋆ ⋆ ⋆
𝐶0𝑋 +𝐷0𝐿 −𝐼 + 𝑇 ⋆ ⋆ ⋆ ⋆
𝒳𝑎 0 −𝒜 ⋆ ⋆ ⋆
𝒳𝑐 0 0 −Γ ⋆ ⋆
ℒ𝑏 0 0 0 −ℬ ⋆
ℒ𝑑 0 0 0 0 −ℰ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
≺ 0, (4.10)
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nas quais
𝑆 =
∑︁
𝑖,𝑗
Δ𝑎2𝑖𝑗𝛼𝑖𝑗𝑒𝑖𝑒T𝑖 +
∑︁
𝑖,𝑗
Δ𝑏2𝑖𝑗𝛽𝑖𝑗𝑒𝑖𝑒T𝑖 , (4.11)
𝑇 =
∑︁
𝑖,𝑗
Δ𝑐2𝑖𝑗𝛾𝑖𝑗𝑔𝑖𝑔T𝑖 +
∑︁
𝑖,𝑗
Δ𝑑2𝑖𝑗𝜀𝑖𝑗𝑔𝑖𝑔T𝑖 , (4.12)
𝒳𝑎 =
[︁
𝑋 . . . 𝑋
]︁
⏟  ⏞  
𝑛𝑥
T
, 𝒳𝑐 =
[︁
𝑋 . . . 𝑋
]︁
⏟  ⏞  
𝑛𝑦
T
, (4.13)
ℒ𝑏 =
[︁
𝐿T . . . 𝐿T
]︁
⏟  ⏞  
𝑛𝑥
T
, ℒ𝑑 =
[︁
𝐿T . . . 𝐿T
]︁
⏟  ⏞  
𝑛𝑦
T
, (4.14)
𝒜 =diag
(︁
𝛼11, . . . , 𝛼1𝑛𝑥 , . . . , 𝛼𝑛𝑥1, . . . , 𝛼𝑛𝑥𝑛𝑥
)︁
, (4.15)
Γ =diag
(︁
𝛾11, . . . , 𝛾1𝑛𝑥 , . . . , 𝛾𝑛𝑦1, . . . , 𝛾𝑛𝑦𝑛𝑥
)︁
, (4.16)
ℬ =diag
(︁
𝛽11, . . . , 𝛽1𝑛𝑢 , . . . , 𝛽𝑛𝑥1, . . . , 𝛽𝑛𝑥𝑛𝑢
)︁
, (4.17)
ℰ =diag
(︁
𝜀11, . . . , 𝜀1𝑛𝑢 , . . . , 𝜀𝑛𝑦1, . . . , 𝜀𝑛𝑦𝑛𝑢
)︁
, (4.18)
sejam satisfeitas. Os vetores 𝑒𝑖 e 𝑔𝑖 são os 𝑖-ésimos vetores colunas da matriz identidade
de dimensões compatíveis. Além disso, o ganho de estabilização de estado quadrática
é dado por 𝐾 = 𝐿𝑋−1.
Demonstração. Note, primeiramente, que a desigualdade (4.9) é equivalente 𝜇 > 𝑥T0𝑋−1𝑥0,
por complemento de Schur. Na segunda condição, aplicamos complementos de Schur e che-
gamos em ⎡⎣He(𝐴0𝑋 +𝐵0𝐿) + 𝑆 ⋆
𝐶0𝑋 +𝐷0𝐿 −𝐼 + 𝑇
⎤⎦+
𝑛𝑥∑︁
𝑖
𝑛𝑥∑︁
𝑗
⎛⎝𝛼−1𝑖𝑗
⎡⎣𝑋𝑒𝑗
0
⎤⎦ [︁𝑒T𝑗𝑋 0]︁
⎞⎠+ 𝑛𝑥∑︁
𝑖
𝑛𝑢∑︁
𝑗
⎛⎝𝛽−1𝑖𝑗
⎡⎣𝐿T𝑓𝑗
0
⎤⎦ [︁𝑓T𝑗 𝐿 0]︁
⎞⎠+
𝑛𝑦∑︁
𝑖
𝑛𝑥∑︁
𝑗
⎛⎝𝛾−1𝑖𝑗
⎡⎣𝑋𝑒𝑗
0
⎤⎦ [︁𝑒T𝑗𝑋 0]︁
⎞⎠+ 𝑛𝑦∑︁
𝑖
𝑛𝑢∑︁
𝑗
⎛⎝𝜀−1𝑖𝑗
⎡⎣𝐿T𝑓𝑗
0
⎤⎦ [︁𝑓T𝑗 𝐿 0]︁
⎞⎠ ≺ 0,
(4.19)
os vetores 𝑒𝑗 e 𝑓𝑗 são os 𝑗-ésimos vetores colunas da matriz identidade de dimensões compa-
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tíveis. Podemos organizar a desigualdade (4.19) da seguinte maneira⎡⎣He(𝐴0𝑋 +𝐵0𝐿) ⋆
𝐶0𝑋 +𝐷0𝐿 −𝐼
⎤⎦+
+
𝑛𝑥∑︁
𝑖
𝑛𝑥∑︁
𝑗
⎛⎝Δ𝑎2𝑖𝑗𝛼𝑖𝑗
⎡⎣𝑒𝑖
0
⎤⎦ [︁𝑒T𝑖 0]︁+ 𝛼−1𝑖𝑗
⎡⎣𝑋𝑒𝑗
0
⎤⎦ [︁𝑒T𝑗𝑋 0]︁
⎞⎠
+
𝑛𝑥∑︁
𝑖
𝑛𝑢∑︁
𝑗
⎛⎝Δ𝑏2𝑖𝑗𝛽𝑖𝑗
⎡⎣𝑒𝑖
0
⎤⎦ [︁𝑒T𝑖 0]︁+ 𝛽−1𝑖𝑗
⎡⎣𝐿T𝑓𝑗
0
⎤⎦ [︁𝑓T𝑗 𝐿 0]︁
⎞⎠
+
𝑛𝑦∑︁
𝑖
𝑛𝑥∑︁
𝑗
⎛⎝Δ𝑐2𝑖𝑗𝛾𝑖𝑗
⎡⎣0
𝑔𝑖
⎤⎦ [︁0 𝑔T𝑖 ]︁+ 𝛾−1𝑖𝑗
⎡⎣𝑋𝑒𝑗
0
⎤⎦ [︁𝑒T𝑗𝑋 0]︁
⎞⎠
+
𝑛𝑦∑︁
𝑖
𝑛𝑢∑︁
𝑗
⎛⎝Δ𝑑2𝑖𝑗𝜀𝑖𝑗
⎡⎣0
𝑔𝑖
⎤⎦ [︁0 𝑔T𝑖 ]︁+ 𝜀−1𝑖𝑗
⎡⎣𝐿T𝑓𝑗
0
⎤⎦ [︁𝑓T𝑗 𝐿 0]︁
⎞⎠ ≺ 0.
(4.20)
Aplicando o Lema de Petersen em (4.20), obtemos:⎡⎣He(𝐴0𝑋 +𝐵0𝐿) ⋆
𝐶0𝑋 +𝐷0𝐿 −𝐼
⎤⎦+
+
𝑛𝑥∑︁
𝑖
𝑛𝑥∑︁
𝑗
He
⎛⎝⎡⎣𝑒𝑖
0
⎤⎦ 𝛿𝑎𝑖𝑗 [︁𝑒T𝑗𝑋 0]︁
⎞⎠
+
𝑛𝑥∑︁
𝑖
𝑛𝑢∑︁
𝑗
He
⎛⎝⎡⎣𝑒𝑖
0
⎤⎦ 𝛿𝑏𝑖𝑗 [︁𝑓T𝑗 𝐿 0]︁
⎞⎠
+
𝑛𝑦∑︁
𝑖
𝑛𝑥∑︁
𝑗
He
⎛⎝⎡⎣0
𝑔𝑖
⎤⎦ 𝛿𝑐𝑖𝑗 [︁𝑒T𝑗𝑋 0]︁
⎞⎠
+
𝑛𝑦∑︁
𝑖
𝑛𝑢∑︁
𝑗
He
⎛⎝⎡⎣0
𝑔𝑖
⎤⎦ 𝛿𝑑𝑖𝑗 [︁𝑓T𝑗 𝐿 0]︁
⎞⎠ ≺ 0,
(4.21)
em que 𝛿𝑎𝑖𝑗 6 |Δ𝑎𝑖𝑗| , 𝑖,𝑗 = 1, . . . ,𝑛𝑥; 𝛿𝑏𝑖𝑗 6 |Δ𝑏𝑖𝑗| , 𝑖 = 1, . . . ,𝑛𝑥,𝑗 = 1, . . . ,𝑛𝑢; 𝛿𝑐𝑖𝑗 6
|Δ𝑐𝑖𝑗| , 𝑖 = 1, . . . ,𝑛𝑦,𝑗 = 1, . . . ,𝑛𝑥; 𝛿𝑑𝑖𝑗 6 |Δ𝑑𝑖𝑗| , 𝑖 = 1, . . . ,𝑛𝑦,𝑗 = 1, . . . ,𝑛𝑢. Reagrupando
termos de (4.21) obtemos:⎡⎣He((𝐴0 +∑︀𝑛𝑥𝑖 ∑︀𝑛𝑥𝑗 𝑒𝑖𝛿𝑎𝑖𝑗𝑒T𝑗 )𝑋 + (𝐵0 +∑︀𝑛𝑥𝑖 ∑︀𝑛𝑢𝑗 𝑒𝑖𝛿𝑏𝑖𝑗𝑓T𝑗 )𝐿) ⋆
(𝐶0 +
∑︀𝑛𝑦
𝑖
∑︀𝑛𝑥
𝑗 𝑔𝑖𝛿𝑐𝑖𝑗𝑒
T
𝑗 )𝑋 + (𝐷0 +
∑︀𝑛𝑦
𝑖
∑︀𝑛𝑢
𝑗 𝑔𝑖𝛿𝑑𝑖𝑗𝑓
T
𝑗 )𝐿 −𝐼
⎤⎦ ≺ 0. (4.22)
Finalmente, podemos reescrever (4.22) na forma intervalar:⎡⎣𝐻𝑒(𝐴𝑋 +𝐵𝐿) ⋆
𝐶𝑋 +𝐷𝐿 −𝐼
⎤⎦ ≺ 0. (4.23)
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Logo chegamos nas condições do Lema 4.1, portanto, segue que o sistema intervalar é qua-
draticamente estabilizável e verifica o custo garantido 𝐽(𝑢) < 𝜇 = 𝑥T0𝑋−1𝑥0. A prova está
completa.
4.1.1 D-estabilizabilidade
No corolário a seguir estendemos os critérios de 𝐷-estabilizabilidade da Definição 3.4
para alocação dos autovalores na sub-área 𝐷(𝜁,𝑟,𝜃,𝑐) com custo quadrático garantido para o
sistema incerto Σ𝑐.
Corolário 4.1. Sejam Σ𝑐, definido em (3.25), um sistema intervalar e o escalar 𝜇 > 0
dado. Existe um ganho de estabilização de estado quadrática 𝐾 ∈ R𝑛𝑢×𝑛𝑥 para Σ𝑐 tal
que o custo quadrático definido em (2.13) satisfaz o limite
𝐽(𝑢) < 𝜇 (4.24)
e os autovalores de 𝐴+𝐵𝐾 estejam alocados na sub-área 𝐷(𝜁,𝑟,𝜃,𝑐) = {𝑠 = 𝜎 + 𝑗𝜔 :
𝜎 < −𝜁 < 0, |𝜎 + 𝑐 + 𝑗𝜔| < 𝑟, |𝜔| < −𝜎 tan 𝜃} para todo (𝐴,𝐵,𝐶,𝐷) ∈ X se
existirem matrizes 𝑋 ∈ S𝑛𝑥+ e 𝐿 ∈ R𝑛𝑢×𝑛𝑥 e escalares positivos 𝛼𝑖𝑗, 𝑖,𝑗 ∈ {1, . . . ,𝑛𝑥},
𝛽𝑖𝑗, 𝑖 ∈ {1, . . . , 𝑛𝑥} e 𝑗 ∈ {1, . . . , 𝑛𝑢}, 𝛾𝑖𝑗, 𝑖 ∈ {1, . . . , 𝑛𝑦} e 𝑗 ∈ {1, . . . , 𝑛𝑥}, e 𝜀𝑖𝑗,
𝑖 ∈ {1, . . . , 𝑛𝑦} e 𝑗 ∈ {1, . . . , 𝑛𝑢}, e tais que as desigualdades matriciais lineares (4.9),
(4.10) ⎡⎢⎢⎢⎣
2𝜁𝑋 +He(𝐴0𝑋 +𝐵0𝐿) + 𝑆 ⋆ ⋆
𝒳𝑎 −𝒜 ⋆
ℒ𝑏 0 −ℬ
⎤⎥⎥⎥⎦ ≺ 0, (4.25)
⎡⎢⎢⎢⎢⎢⎢⎣
−𝑟𝑋 + 𝑆 ⋆ ⋆ ⋆
𝑐𝑋 +𝑋𝐴T0 + 𝐿T𝐵T0 −𝑟𝑋 ⋆ ⋆
0 𝒳𝑎 −𝒜 ⋆
0 ℒ𝑏 0 −ℬ
⎤⎥⎥⎥⎥⎥⎥⎦ ≺ 0, (4.26)
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
He(𝐴0𝑋 +𝐵0𝐿) sin 𝜃 + 𝑆(sin 𝜃 + cos 𝜃) ⋆ ⋆
((𝑋𝐴T0 + 𝐿T𝐵T0 )− (𝐴0𝑋 +𝐵0𝐿)) cos 𝜃
He(𝐴0𝑋 +𝐵0𝐿) sin 𝜃+
+𝑆(sin 𝜃 − cos 𝜃) ⋆
𝒳𝑎 0 −𝒜 sin 𝜃
ℒ𝑏 0 0
0 𝒳𝑎 0
0 ℒ𝑏 0
𝒳𝑎 0 0
ℒ𝑏 0 0
0 𝒳𝑎 0
0 ℒ𝑏 0
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
−ℬ sin 𝜃 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
0 −𝒜 cos 𝜃 ⋆ ⋆ ⋆ ⋆ ⋆
0 0 −ℬ cos 𝜃 ⋆ ⋆ ⋆ ⋆
0 0 0 −𝒜 cos 𝜃 ⋆ ⋆ ⋆
0 0 0 0 −ℬ cos 𝜃 ⋆ ⋆
0 0 0 0 0 −𝒜 sin 𝜃 ⋆
0 0 0 0 0 0 −ℬ sin 𝜃
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
≺ 0,
(4.27)
nas quais (4.11) - (4.18) sejam satisfeitas. O ganho de estabilização de estado quadrática
é dado por 𝐾 = 𝐿𝑋−1. Na seção 4.3 discutimos que a restrição da taxa de decaimento
pode ser obtida pelas escolhas particulares de 𝑟, 𝜃 e 𝑐 nas condições (4.25), (4.26) e
(4.27).
Demonstração. Estendemos a Definição 3.4 para alocação dos autovalores na sub-área𝐷(𝜁,𝑟,𝜃,𝑐)
e então aplicamos o Lema de Petersen. Junto com essas restrições para alocação dos auto-
valores na sub-área 𝐷(𝜁,𝑟,𝜃,𝑐) obtidas, utilizamos as condições do Teorema 4.1 para obter
um custo quadrático garantido nessa sub-área. As operações matriciais são semelhantes ao
Teorema 4.1.
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4.2 Controlador Robusto a Tempo Discreto
Nesta seção, apresentamos os resultados de controle robusto reportado em (ZHANG
et al., 2006) para sistema a tempo discreto. Nosso objetivo é incluir um desempenho vinculado
às técnicas de projeto, o que significa que não apenas a estabilidade é procurada, mas também
algum custo quadrático desejado.
Assim como no caso contínuo, a síntese do controlador LQR de um sistema intervalar
a tempo discreto não pode ser resolvida através da equação algébrica de Riccati (2.16), pois
seria necessário instanciar todas as matrizes de X. Como Σ𝑑 apresenta uma realização incerta,
nosso objetivo é encontrar um ganho de estabilização de estado quadrática 𝐾 que otimiza o
limitante superior 𝜇 > 0 para o custo quadrático 𝐽(𝑢), considerando qualquer uma de suas
possíveis instâncias. Assim, buscamos otimizar o custo quadrático garantido para o sistema
incerto através de um controlador de realimentação de estado robusto. Começamos afirmando
o seguinte lema:
Lema 4.2. Seja Σ𝑑 um sistema intervalar com (𝐴,𝐵,𝐶,𝐷) ∈ X definido em (3.27).
Existe um ganho de estabilização de estado quadrática 𝐾 ∈ R𝑛𝑢×𝑛𝑥 para Σ𝑑 e um
escalar positivo 𝜇 > 0 tal que o custo quadrático definido em (2.14) verifica o limitante
𝐽(𝑢) < 𝜇 (4.28)
para todo (𝐴,𝐵,𝐶,𝐷) ∈ X se, e somente se, existirem matrizes 𝑋 ∈ S𝑛𝑥+ , 𝐺 ∈ R𝑛𝑥×𝑛𝑥
e 𝐿 ∈ R𝑛𝑢×𝑛𝑥 tais que ⎡⎢⎢⎢⎣
He(𝐺)−𝑋 ⋆ ⋆
𝐴𝐺+𝐵𝐿 𝑋 ⋆
𝐶𝐺+𝐷𝐿 0 𝐼
⎤⎥⎥⎥⎦ ≻ 0 (4.29)
assegura para todo (𝐴,𝐵,𝐶,𝐷) ∈ X. Além disso, o ganho de estabilização de estado
quadrática é dado por 𝐾 = 𝐿𝐺−1 e o limite superior para o custo quadrático é 𝜇 :=
𝑥T0𝑋
−1𝑥0.
Demonstração. Baseada em A.3 podemos garantir que a desigualdade (4.29) possa ser escrita
como ⎡⎢⎢⎢⎣
𝐺T𝑋−1𝐺 ⋆ ⋆
𝐴𝐺+𝐵𝐿 𝑋 ⋆
𝐶𝐺+𝐷𝐿 0 𝐼
⎤⎥⎥⎥⎦ ≻ 0. (4.30)
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Se aplicarmos a transformação de congruência diag(𝐺−1 , 𝐼, 𝐼) em (4.30), temos⎡⎢⎢⎢⎣
𝑋−1 ⋆ ⋆
𝐴+𝐵𝐿𝐺−1 𝑋 ⋆
𝐶 +𝐷𝐿𝐺−1 0 𝐼
⎤⎥⎥⎥⎦ ≻ 0. (4.31)
Aplicamos complementos de Schur em (4.31), temos que
(𝐴+𝐵𝐿𝐺−1)T𝑋−1(𝐴+𝐵𝐿𝐺−1)−𝑋−1 + (𝐶 +𝐷𝐿𝐺−1)T(𝐶 +𝐷𝐿𝐺−1) ≺ 0. (4.32)
Além disso, realizamos a seguinte transformação de variável 𝐿 = 𝐾𝐺 em (4.32). Esta trans-
formação é tal que
(𝐴+𝐵𝐾)T𝑋−1(𝐴+𝐵𝐾)−𝑋−1 + (𝐶 +𝐷𝐾)T(𝐶 +𝐷𝐾) ≺ 0. (4.33)
Agora, definimos a função Lyapunov 𝑣 : 𝑘 ∈ N ↦→ 𝑥[𝑘]T𝑋−1𝑥[𝑘] e, lembrando que 𝑢[𝑘] =
𝐾𝑥[𝑘] para todos 𝑘 ∈ N, obtemos
𝑣[𝑘 + 1]− 𝑣[𝑘] = 𝑥[𝑘 + 1]T𝑋−1𝑥[𝑘 + 1]− 𝑥[𝑘]T𝑋−1𝑥[𝑘]
= 𝑥[𝑘]T
[︂
(𝐴+𝐵𝐾)T𝑋−1(𝐴+𝐵𝐾)−𝑋−1
]︂
𝑥[𝑘].
(4.34)
Utilizamos as equações (4.34) e (4.33), segue que (4.33) é equivalente a
𝑣[𝑘 + 1]− 𝑣[𝑘] < −𝑥[𝑘]T
[︂
(𝐶 +𝐷𝐾)T(𝐶 +𝐷𝐾)
]︂
𝑥[𝑘] = −‖𝑦[𝑘]‖2. (4.35)
Portanto, somando (4.35) para todos 𝑘 ∈ N, concluímos que
𝐽(𝑢) =
∞∑︁
𝑘=0
‖𝑦[𝑘]‖2 < 𝑣[0]− lim
𝑘→∞
𝑣[𝑘] = 𝑥T0𝑋−1𝑥0 =: 𝜇, (4.36)
garante o limite do custo quadrático para o sistema intervalar. Por isso, a suficiência é válida.
Agora, suponha que o sistema intervalar seja quadraticamente estabilizável e que
𝐽(𝑢) < 𝜇 para algum 𝜇 > 0. Primeiramente, se o sistema é quadraticamente estabilizável,
existem 𝑃 ∈ S𝑛𝑥+ e 𝐾 ∈ R𝑛𝑢×𝑛𝑥 para os quais (3.41) é verdadeira. Agora, como (3.41) vale
para algum 𝑃 ≻ 0, esta permanece válida para qualquer 𝑃𝜖 = 𝜖𝑃 , com 𝜖 > 0. Então, podemos
fazer 𝜖 grande o suficiente para que
(𝐴+𝐵𝐾)T𝑃𝜖(𝐴+𝐵𝐾)− 𝑃𝜖 + (𝐶 +𝐷𝐾)T(𝐶 +𝐷𝐾) ≺ 0 (4.37)
assegure para todos (𝐴,𝐵,𝐶,𝐷) ∈ X. Esta desigualdade implica que (4.29) seja assegurada,
por complemento de Schur, com a escolha de variáveis 𝐺 = 𝐺T = 𝑋 ≻ 0, 𝑋 = 𝑃−1𝜖 e
𝐿 = 𝐾𝑃−1𝜖 . Além disso, observe que, como (4.29) é válida, mais uma vez segue que 𝐽(𝑢) <
𝜇 := 𝑥T0𝑋−1𝑥0. A prova está completa.
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Observe que, como no caso contínuo, as condições necessárias e suficientes enun-
ciadas neste lema são formuladas como desigualdades matriciais lineares que dependem de
todas as instâncias matriciais de X. Então, este resultado ainda não fornece uma maneira
computacional viável para projetar um controlador LQR robusto para um sistema intervalar
a tempo discreto. Esta dificuldade é contornada no seguinte teorema.
Teorema 4.2. Seja Σ𝑑 um sistema intervalar com (𝐴,𝐵,𝐶,𝐷) ∈ X, definido em (3.27),
e seja o escalar 𝜇 > 0 dado. Existe um ganho de estabilização de estado quadrática
𝐾 ∈ R𝑛𝑢×𝑛𝑥 para Σ𝑑 tal que o custo quadrático definido em (2.14) verifica o limite
𝐽(𝑢) < 𝜇 (4.38)
para todo (𝐴,𝐵,𝐶,𝐷) ∈ X se existirem matrizes 𝑋 ∈ S𝑛𝑥+ , 𝐺 ∈ R𝑛𝑥×𝑛𝑥 e 𝐿 ∈ R𝑛𝑢×𝑛𝑥
e escalares positivos 𝛼𝑖𝑗, 𝑖,𝑗 ∈ {1, . . . ,𝑛𝑥}, 𝛽𝑖𝑗, 𝑖 ∈ {1, . . . , 𝑛𝑥} e 𝑗 ∈ {1, . . . , 𝑛𝑢}, 𝛾𝑖𝑗,
𝑖 ∈ {1, . . . , 𝑛𝑦} e 𝑗 ∈ {1, . . . , 𝑛𝑥}, e 𝜀𝑖𝑗, 𝑖 ∈ {1, . . . , 𝑛𝑦} e 𝑗 ∈ {1, . . . , 𝑛𝑢}, de tal forma
que as desigualdades matriciais lineares ⎡⎣ 𝜇 ⋆
𝑥0 𝑋
⎤⎦ ≻ 0, (4.39)
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
He(𝐺)−𝑋 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
𝐴0𝐺+𝐵0𝐿 𝑋 − 𝑆 ⋆ ⋆ ⋆ ⋆ ⋆
𝐶0𝐺+𝐷0𝐿 0 𝐼 − 𝑇 ⋆ ⋆ ⋆ ⋆
𝒢𝑎 0 0 𝒜 ⋆ ⋆ ⋆
𝒢𝑐 0 0 0 Γ ⋆ ⋆
ℒ𝑏 0 0 0 0 ℬ ⋆
ℒ𝑑 0 0 0 0 0 ℰ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
≻ 0, (4.40)
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nas quais
𝑆 =
∑︁
𝑖,𝑗
Δ𝑎2𝑖𝑗𝛼𝑖𝑗𝑒𝑖𝑒T𝑖 +
∑︁
𝑖,𝑗
Δ𝑏2𝑖𝑗𝛽𝑖𝑗𝑒𝑖𝑒T𝑖 , (4.41)
𝑇 =
∑︁
𝑖,𝑗
Δ𝑐2𝑖𝑗𝛾𝑖𝑗𝑔𝑖𝑔T𝑖 +
∑︁
𝑖,𝑗
Δ𝑑2𝑖𝑗𝜀𝑖𝑗𝑔𝑖𝑔T𝑖 , (4.42)
𝒢𝑎 =
[︁
𝐺T . . . 𝐺T
]︁
⏟  ⏞  
𝑛𝑥
T
, 𝒢𝑐 =
[︁
𝐺T . . . 𝐺T
]︁
⏟  ⏞  
𝑛𝑦
T
, (4.43)
ℒ𝑏 =
[︁
𝐿T . . . 𝐿T
]︁
⏟  ⏞  
𝑛𝑥
T
, ℒ𝑑 =
[︁
𝐿T . . . 𝐿T
]︁
⏟  ⏞  
𝑛𝑦
T
, (4.44)
𝒜 =diag
(︁
𝛼11, . . . , 𝛼1𝑛𝑥 , . . . , 𝛼𝑛𝑥1, . . . , 𝛼𝑛𝑥𝑛𝑥
)︁
, (4.45)
Γ =diag
(︁
𝛾11, . . . , 𝛾1𝑛𝑥 , . . . , 𝛾𝑛𝑦1, . . . , 𝛾𝑛𝑦𝑛𝑥
)︁
, (4.46)
ℬ =diag
(︁
𝛽11, . . . , 𝛽1𝑛𝑢 , . . . , 𝛽𝑛𝑥1, . . . , 𝛽𝑛𝑥𝑛𝑢
)︁
, (4.47)
ℰ =diag
(︁
𝜀11, . . . , 𝜀1𝑛𝑢 , . . . , 𝜀𝑛𝑦1, . . . , 𝜀𝑛𝑦𝑛𝑢
)︁
, (4.48)
sejam verdadeiras. Os vetores 𝑒𝑖 e 𝑔𝑖 são os 𝑖-ésimos vetores colunas da matriz identidade
de dimensões compatíveis. Além disso, o ganho de estabilização de estado quadrática
é dado por 𝐾 = 𝐿𝐺−1.
Demonstração. A prova é muito semelhante à do teorema a tempo contínuo. Primeiro, veri-
ficamos que a desigualdade (4.39) é equivalente a 𝜇 > 𝑥T0𝑋−1𝑥0, por complemento de Schur.
Na segunda condição, aplicamos complementos do Schur e chegamos⎡⎢⎢⎢⎣
He(𝐺)−𝑋 ⋆ ⋆
𝐴0𝐺+𝐵0𝐿 𝑋 − 𝑆 ⋆
𝐶0𝐺+𝐷0𝐿 0 𝐼 − 𝑇
⎤⎥⎥⎥⎦
−
𝑛𝑥∑︁
𝑖
𝑛𝑥∑︁
𝑗
⎛⎜⎜⎜⎝𝛼−1𝑖𝑗
⎡⎢⎢⎢⎣
𝐺T𝑒𝑗
0
0
⎤⎥⎥⎥⎦ [︁𝑒T𝑗 𝐺 0 0]︁
⎞⎟⎟⎟⎠−
𝑛𝑥∑︁
𝑖
𝑛𝑢∑︁
𝑗
⎛⎜⎜⎜⎝𝛽−1𝑖𝑗
⎡⎢⎢⎢⎣
𝐿T𝑓𝑗
0
0
⎤⎥⎥⎥⎦ [︁𝑓T𝑗 𝐿 0 0]︁
⎞⎟⎟⎟⎠
−
𝑛𝑦∑︁
𝑖
𝑛𝑥∑︁
𝑗
⎛⎜⎜⎜⎝𝛾−1𝑖𝑗
⎡⎢⎢⎢⎣
𝐺T𝑒𝑗
0
0
⎤⎥⎥⎥⎦ [︁𝑒T𝑗 𝐺 0 0]︁
⎞⎟⎟⎟⎠−
𝑛𝑦∑︁
𝑖
𝑛𝑢∑︁
𝑗
⎛⎜⎜⎜⎝𝜀−1𝑖𝑗
⎡⎢⎢⎢⎣
𝐿T𝑓𝑗
0
0
⎤⎥⎥⎥⎦ [︁𝑓T𝑗 𝐿 0 0]︁
⎞⎟⎟⎟⎠ ≻ 0,
(4.49)
os vetores 𝑒𝑗 e 𝑓𝑗 são os 𝑗-ésimos vetores colunas da matriz identidade de dimensões compa-
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tíveis. Podemos organizar a desigualdade (4.49) da seguinte maneira⎡⎢⎢⎢⎣
He(𝐺)−𝑋 ⋆ ⋆
𝐴0𝐺+𝐵0𝐿 𝑋 ⋆
𝐶0𝐺+𝐷0𝐿 0 𝐼
⎤⎥⎥⎥⎦
−
𝑛𝑥∑︁
𝑖
𝑛𝑥∑︁
𝑗
⎛⎜⎜⎜⎝Δ𝑎2𝑖𝑗𝛼𝑖𝑗
⎡⎢⎢⎢⎣
0
𝑒𝑖
0
⎤⎥⎥⎥⎦ [︁0 𝑒T𝑖 0]︁+ 𝛼−1𝑖𝑗
⎡⎢⎢⎢⎣
𝐺T𝑒𝑗
0
0
⎤⎥⎥⎥⎦ [︁𝑒T𝑗 𝐺 0 0]︁
⎞⎟⎟⎟⎠
−
𝑛𝑥∑︁
𝑖
𝑛𝑢∑︁
𝑗
⎛⎜⎜⎜⎝Δ𝑏2𝑖𝑗𝛽𝑖𝑗
⎡⎢⎢⎢⎣
0
𝑒𝑖
0
⎤⎥⎥⎥⎦ [︁0 𝑒T𝑖 0]︁+ 𝛽−1𝑖𝑗
⎡⎢⎢⎢⎣
𝐿T𝑓𝑗
0
0
⎤⎥⎥⎥⎦ [︁𝑓T𝑗 𝐿 0 0]︁
⎞⎟⎟⎟⎠
−
𝑛𝑦∑︁
𝑖
𝑛𝑥∑︁
𝑗
⎛⎜⎜⎜⎝Δ𝑐2𝑖𝑗𝛾𝑖𝑗
⎡⎢⎢⎢⎣
0
0
𝑔𝑖
⎤⎥⎥⎥⎦ [︁0 0 𝑔T𝑖 ]︁+ 𝛾−1𝑖𝑗
⎡⎢⎢⎢⎣
𝐺T𝑒𝑗
0
0
⎤⎥⎥⎥⎦ [︁𝑒T𝑗 𝐺 0 0]︁
⎞⎟⎟⎟⎠
−
𝑛𝑦∑︁
𝑖
𝑛𝑢∑︁
𝑗
⎛⎜⎜⎜⎝Δ𝑑2𝑖𝑗𝜀𝑖𝑗
⎡⎢⎢⎢⎣
0
0
𝑔𝑖
⎤⎥⎥⎥⎦ [︁0 0 𝑔T𝑖 ]︁+ 𝜀−1𝑖𝑗
⎡⎢⎢⎢⎣
𝐿T𝑓𝑗
0
0
⎤⎥⎥⎥⎦ [︁𝑓T𝑗 𝐿 0 0]︁
⎞⎟⎟⎟⎠ ≻ 0.
(4.50)
Aplicando o Lema de Petersen em (4.50), obtemos: ⎡⎢⎢⎢⎣
He(𝐺)−𝑋 ⋆ ⋆
𝐴0𝐺+𝐵0𝐿 𝑋 ⋆
𝐶0𝐺+𝐷0𝐿 0 𝐼
⎤⎥⎥⎥⎦
−
𝑛𝑥∑︁
𝑖
𝑛𝑥∑︁
𝑗
He
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
0
𝑒𝑖
0
⎤⎥⎥⎥⎦ 𝛿𝑎𝑖𝑗 [︁𝑒T𝑗 𝐺 0 0]︁
⎞⎟⎟⎟⎠−
𝑛𝑥∑︁
𝑖
𝑛𝑢∑︁
𝑗
He
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
0
𝑒𝑖
0
⎤⎥⎥⎥⎦ 𝛿𝑏𝑖𝑗 [︁𝑓T𝑗 𝐿 0 0]︁
⎞⎟⎟⎟⎠
−
𝑛𝑦∑︁
𝑖
𝑛𝑥∑︁
𝑗
He
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
0
0
𝑔𝑖
⎤⎥⎥⎥⎦ 𝛿𝑐𝑖𝑗 [︁𝑒T𝑗 𝐺 0 0]︁
⎞⎟⎟⎟⎠−
𝑛𝑦∑︁
𝑖
𝑛𝑢∑︁
𝑗
He
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
0
0
𝑔𝑖
⎤⎥⎥⎥⎦ 𝛿𝑑𝑖𝑗 [︁𝑓T𝑗 𝐿 0 0]︁
⎞⎟⎟⎟⎠ ≻ 0,
(4.51)
em que 𝛿𝑎𝑖𝑗 6 |Δ𝑎𝑖𝑗| , 𝑖, 𝑗 = 1, . . . ,𝑛𝑥; 𝛿𝑏𝑖𝑗 6 |Δ𝑏𝑖𝑗| , 𝑖 = 1, . . . ,𝑛𝑥, 𝑗 = 1, . . . ,𝑛𝑢; 𝛿𝑐𝑖𝑗 6
|Δ𝑐𝑖𝑗| , 𝑖 = 1, . . . ,𝑛𝑦, 𝑗 = 1, . . . ,𝑛𝑥; 𝛿𝑑𝑖𝑗 6 |Δ𝑑𝑖𝑗| , 𝑖 = 1, . . . ,𝑛𝑦, 𝑗 = 1, . . . ,𝑛𝑢. Podemos
desconsiderar os sinais negativos dos somatórios, pois os deltas, 𝛿, podem assumir valores
positivos e negativos de acordo com seus respectivos centros e raios. Assim reagrupando os
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termos de (4.51) obtemos:⎡⎢⎢⎢⎣
𝐺+𝐺T −𝑋 ⋆ ⋆
(𝐴0 +
∑︀𝑛𝑥
𝑖
∑︀𝑛𝑥
𝑗 𝑒𝑖𝛿𝑎𝑖𝑗𝑒
T
𝑗 )𝐺+ (𝐵0 +
∑︀𝑛𝑥
𝑖
∑︀𝑛𝑢
𝑗 𝑒𝑖𝛿𝑏𝑖𝑗𝑓
T
𝑗 )𝐿 𝑋 ⋆
(𝐶0 +
∑︀𝑛𝑦
𝑖
∑︀𝑛𝑥
𝑗 𝑔𝑖𝛿𝑐𝑖𝑗𝑒
T
𝑗 )𝐺+ (𝐷0 +
∑︀𝑛𝑦
𝑖
∑︀𝑛𝑢
𝑗 𝑔𝑖𝛿𝑑𝑖𝑗𝑓
T
𝑗 )𝐿 0 𝐼
⎤⎥⎥⎥⎦ ≻ 0. (4.52)
Podemos, então, reescrever (4.52) na forma intervalar:⎡⎢⎢⎢⎣
𝐺+𝐺T −𝑋 ⋆ ⋆
𝐴𝐺+𝐵𝐿 𝑋 ⋆
𝐶𝐺+𝐷𝐿 0 𝐼
⎤⎥⎥⎥⎦ ≻ 0 (4.53)
Portanto, alcançamos as condições do Lema 4.2, de modo que o sistema intervalar seja qua-
draticamente estabilizável e verifica o custo garantido 𝐽(𝑢) < 𝜇 = 𝑥T0𝑋−1𝑥0. A prova está
completa.
4.3 Taxa de Decaimento
Apresentamos no Corolário 4.1, condições para alocação dos autovalores em malha
fechada na sub-área 𝐷(𝜁,𝑟,𝜃,𝑐) para o caso contínuo. Observamos que ao realizar as seguintes
escolhas 𝑟 → ∞, 𝜃 = 𝜋/2 e 𝑐 = 0 nas restrições (4.25), (4.26) e (4.27) obtemos a mesma
restrição da taxa de decaimento (4.55) que assegura ‖𝑥(𝑡)‖ ≤ 𝑐 𝑒−𝜁𝑡‖𝑥(0)‖. Assim, como caso
particular do Corolário 4.1 para o sistema contínuo, enunciamos a seguir os teoremas para
avaliar a taxa de decaimento dos sistemas a tempo contínuo e discreto.
Teorema 4.3. Seja Σ𝑐, definido em (3.25), um sistema intervalar, e dado um escalar
𝜁 ∈ 𝑅*+. Existem matrizes 𝑋 ∈ S𝑛𝑥+ , 𝐾 ∈ R𝑛𝑢×𝑛𝑥 , 𝐿 ∈ R𝑛𝑢×𝑛𝑥 e escalares positivos 𝛼𝑖𝑗,
𝑖,𝑗 ∈ {1, . . . ,𝑛𝑥}, 𝛽𝑖𝑗, 𝑖 ∈ {1, . . . , 𝑛𝑥} e 𝑗 ∈ {1, . . . , 𝑛𝑢}, tais que o decaimento seja
‖𝑥(𝑡)‖ ≤ 𝑐 𝑒−𝜁𝑡‖𝑥(0)‖ (4.54)
para todo (𝐴,𝐵,𝐶,𝐷) ∈ X, se a desigualdade matricial linear⎡⎢⎢⎢⎣
He(𝐴0𝑋 +𝐵0𝐿) + 2𝜁𝑋 + 𝑆 ⋆ ⋆
𝒳𝑎 −𝒜 ⋆
ℒ𝑏 0 −ℬ
⎤⎥⎥⎥⎦ ≺ 0, (4.55)
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nas quais
𝑆 =
∑︁
𝑖,𝑗
Δ𝑎2𝑖𝑗𝛼𝑖𝑗𝑒𝑖𝑒T𝑖 +
∑︁
𝑖,𝑗
Δ𝑏2𝑖𝑗𝛽𝑖𝑗𝑒𝑖𝑒T𝑖 , (4.56)
𝒳𝑎 =
[︁
𝑋 . . . 𝑋
]︁
⏟  ⏞  
𝑛𝑥
T
, ℒ𝑏 =
[︁
𝐿T . . . 𝐿T
]︁
⏟  ⏞  
𝑛𝑥
T
, (4.57)
𝒜 =diag
(︁
𝛼11, . . . , 𝛼1𝑛𝑥 , . . . , 𝛼𝑛𝑥1, . . . , 𝛼𝑛𝑥𝑛𝑥
)︁
, (4.58)
ℬ =diag
(︁
𝛽11, . . . , 𝛽1𝑛𝑢 , . . . , 𝛽𝑛𝑥1, . . . , 𝛽𝑛𝑥𝑛𝑢
)︁
, (4.59)
(4.60)
sejam satisfeitas. Definimos 𝑐 :=
√︁
𝜆max/𝜆min, sendo 𝜆max e 𝜆min o maior e o menor
autovalor de 𝑋−1, respectivamente. O vetor 𝑒𝑖 é o 𝑖-ésimos vetor coluna da matriz
identidade de dimensão compatível. Além disso, o ganho de estabilização de estado
quadrática é dado por 𝐾 = 𝐿𝑋−1.
Demonstração. Estendemos o Lema 3.2 para o sistema intervalar a tempo contínuo e en-
tão aplicamos o Lema de Petersen. As operações matriciais são semelhantes aos teoremas
anteriores.
Teorema 4.4. Seja Σ𝑑, definido em (3.26), um sistema intervalar, e dado um escalar
𝜁 ∈ 𝑅*+. Existem matrizes 𝑋 ∈ S𝑛𝑥+ , 𝐾 ∈ R𝑛𝑢×𝑛𝑥 , 𝐿 ∈ R𝑛𝑢×𝑛𝑥 e escalares positivos 𝛼𝑖𝑗,
𝑖,𝑗 ∈ {1, . . . ,𝑛𝑥}, 𝛽𝑖𝑗, 𝑖 ∈ {1, . . . , 𝑛𝑥} e 𝑗 ∈ {1, . . . , 𝑛𝑢}, tais que o decaimento seja
‖𝑥[𝑘]‖ ≤ 𝑐(1− 𝜁)𝑘‖𝑥[0]‖ (4.61)
para todo (𝐴,𝐵,𝐶,𝐷) ∈ X, se a desigualdade matricial linear⎡⎢⎢⎢⎢⎢⎢⎣
−(1− 𝜁)2𝑋 ⋆ ⋆ ⋆
𝐴0𝑋 +𝐵0𝐿 −𝑋 + 𝑆 ⋆ ⋆
𝒳𝑎 0 −𝒜 ⋆
ℒ𝑏 0 0 −ℬ
⎤⎥⎥⎥⎥⎥⎥⎦ ≺ 0, (4.62)
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nas quais
𝑆 =
∑︁
𝑖,𝑗
Δ𝑎2𝑖𝑗𝛼𝑖𝑗𝑒𝑖𝑒T𝑖 +
∑︁
𝑖,𝑗
Δ𝑏2𝑖𝑗𝛽𝑖𝑗𝑒𝑖𝑒T𝑖 , (4.63)
𝒳𝑎 =
[︁
𝑋 . . . 𝑋
]︁
⏟  ⏞  
𝑛𝑥
T
, ℒ𝑏 =
[︁
𝐿T . . . 𝐿T
]︁
⏟  ⏞  
𝑛𝑥
T
, (4.64)
𝒜 =diag
(︁
𝛼11, . . . , 𝛼1𝑛𝑥 , . . . , 𝛼𝑛𝑥1, . . . , 𝛼𝑛𝑥𝑛𝑥
)︁
, (4.65)
ℬ =diag
(︁
𝛽11, . . . , 𝛽1𝑛𝑢 , . . . , 𝛽𝑛𝑥1, . . . , 𝛽𝑛𝑥𝑛𝑢
)︁
, (4.66)
(4.67)
sejam satisfeitas. Definimos 𝑐 :=
√︁
𝜆max/𝜆min, sendo 𝜆max e 𝜆min o maior e o menor
autovalor de 𝑋−1, respectivamente. O vetor 𝑒𝑖 é o 𝑖-ésimos vetor coluna da matriz
identidade de dimensão compatível. Além disso, o ganho de estabilização de estado
quadrática é dado por 𝐾 = 𝐿𝑋−1.
Demonstração. Como no teorema da taxa de decaimento a tempo contínuo, estendemos o
Lema 3.2 a tempo discreto e então aplicamos o Lema de Petersen. As operações matriciais
são semelhantes às dos teoremas anteriores de síntese.
4.4 Exemplos
Vamos ilustrar o problema de controle LQR intervalar a tempo contínuo e discreto
por meio de quatro exemplos.
Exemplo 4.1. Consideramos neste exemplo o cálculo do custo garantido LQ do sistema
contínuo intervalar (3.25). Para isso, utilizamos as matrizes extraídas de (CHENG;
ZHANG, 2004):
𝐴 =
⎡⎢⎢⎢⎣
1± 0,05 0 0
0 1± 0,04 1± 0,03
0 −2± 0,08 4± 0,4
⎤⎥⎥⎥⎦ ;𝐵 =
⎡⎢⎢⎢⎣
1 0
0 0
0 1
⎤⎥⎥⎥⎦ . (4.68)
As matrizes C, D e condições iniciais foram escolhidas conforme:
𝐶 =
⎡⎣𝐼
0
⎤⎦ ; 𝐷 =
⎡⎣0
𝐼
⎤⎦ ;𝑥0 =
⎡⎢⎢⎢⎣
1
1
1
⎤⎥⎥⎥⎦ .
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Ao aplicarmos as condições do Teorema 4.1, obtemos o ganho robusto de realimentação
de estado
𝐾 =
⎡⎣−2,5200 0,0169 0,0030
0,0030 −12,8480 −11,4689
⎤⎦ (4.69)
com
𝑋 =
⎡⎢⎢⎢⎣
0,3968 0,0001 0,0000
0,0001 0,0125 −0,0140
0,0000 −0,0140 0,1029
⎤⎥⎥⎥⎦ . (4.70)
Nesta síntese, 55 linhas de desigualdades e 53 variáveis foram utilizadas com o tempo
de síntese de 0,3944s. Para comparação, também computamos o ganho na forma politó-
pica, através das condições apresentadas por Boyd et al. (1994), o ganho do controlador
do sistema contínuo foi de
𝐾 =
⎡⎣−2,5200 0,0000 0,0000
0.0000 −12,4943 −11,2309
⎤⎦
com
𝑋 = ×
⎡⎢⎢⎢⎣
0,4000 0,0000 0,0000
0,0000 0,0126 −0,0140
0,0000 −0,0140 0,1046
⎤⎥⎥⎥⎦ . (4.71)
Na síntese deste ganho, 260 linhas de desigualdades e 13 variáveis foram geradas com o
tempo de síntese de 0,7621s. Realizamos também a síntese do controlador baseado no
sistema central utilizando as matrizes centrais 𝐴0 e 𝐵0. Assim, computamos o ganho de
realimentação de estado através da resolução da equação algébrica de Riccati a tempo
contínuo, resultando no ganho
𝐾 =
⎡⎣−2,4142 0,0000 0,0000
0,0000 −10,2956 −10,1312
⎤⎦
com
𝑋 = ×
⎡⎢⎢⎢⎣
0,4142 0,0000 0,0000
0,0000 0,0160 −0,0162
0,0000 −0,0162 0,1152
⎤⎥⎥⎥⎦ . (4.72)
Verificamos também a alocação dos autovalores na sub-área 𝐷(𝜁,𝑟,𝜃,0) usando o Co-
rolário 4.1. Para isso, utilizamos um processo iterativo para determinar na ordem: o
menor raio, 𝑟, maior deslocamento da linha vertical para esquerda, 𝜁, e menor incli-
nação das retas, 𝜃, para os quais as condições admitem soluções. Os valores obtidos
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para esse processo iterativo foram: 𝑟 = 3,3758, 𝜁 = 0,8341 e 𝜃 = 59,3243∘ com ganho
robusto de realimentação de estado
𝐾 =
⎡⎣−2.5356 0.0000 0.0000
0.0000 −7.1723 −8.8393
⎤⎦ . (4.73)
Todos os quatro projetos de controladores foram validados via simulação de
Monte de Carlo. Geramos aleatoriamente cerca de 50 mil instâncias factíveis deste sis-
tema incerto e, para cada uma dessas possíveis instâncias, calculamos o desempenho
do circuito em malha fechada para os controladores; em nosso procedimento, garan-
timos que os pontos extremos, que correspondem aos vértices dos politópicos, sejam
sempre utilizados nos experimentos. Ilustramos na Figura 4.1 e 4.2 as disposições dos
autovalores em malha fechada dos ganhos (4.69) e (4.73), respectivamente. Ilustramos
também a resposta temporal desses dois ganhos Figuras 4.3 e Figura 4.4, a resposta
temporal com o ganho de 𝐷-estabilizabilidade teve uma maior variação em amplitude
em relação ao comportamento do ganho intervalar, pois seus autovalores apresentam
partes imaginárias. Os resultados dos custos garantidos obtidos nas sínteses e os custos
das simulações temporais estão compilados na Tabela 4.1.
Figura 4.1 – Disposição dos autovalo-
res em malha fechada do
ganho intervalar (4.69).
Figura 4.2 – Disposição dos autovalo-
res em malha fechada
do ganho (4.73) na sub-
área 𝐷(𝜁,𝑟,𝜃,0) com 𝑟 =
3,3758, 𝜁 = 0,8341 e 𝜃 =
59,3243∘.
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Figura 4.3 – Resposta em malha fe-
chada com o controlador
intervalar (4.69).
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Figura 4.4 – Resposta em malha
fechada com o controla-
dor 𝐷-estabilizabilidade
(4.73) na sub-área
𝐷(𝜁,𝑟,𝜃,0) com
𝑟 = 3,3758, 𝜁 = 0,8341 e
𝜃 = 59,3243∘.
Controlador CustoGarantido Pior Caso Média
Desvio
Padrão
Central − 130,0831 106,6165 7,5280
Intervalar 133,8494 129,5404 107,6916 6,9992
𝐷-estabilizabilidade 1.663,1722 136,9403 110,3881 9,6092
Politópico 132,0751 129,4436 107,4192 7,0831
Tabela 4.1 – Tabela comparativa dos desempenhos em malha fechada alcançadas pelas
quatro técnicas de controle.
Computamos também a taxa de decaimento dos quatro ganhos sintetizados
através do Teorema 4.3, os valores obtidos estão dispostos na Tabela 4.2. As normas
dos estados para os quatro controladores com suas respectivas taxas de decaimentos
estão plotadas nas Figuras 4.5, 4.7, 4.6 e 4.8.
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Controlador 𝜁 𝑐
Central 1,1702 21,0221
Intervalar 1,0655 14,5552
𝐷-estabilizabilidade 1,0802 9,9032
Politópico 1,1013 7,8934
Tabela 4.2 – Taxa de decaimento dos quatro ganhos sintetizados.
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Figura 4.5 – Taxa de decaimento
do controlador central.
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Figura 4.6 – Taxa de decaimento do
controlador intervalar.
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Figura 4.7 – Taxa de decaimento
do controlador 𝐷-
estabilizabilidade.
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Figura 4.8 – Taxa de decaimento do
controlador politópico.
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Exemplo 4.2. Neste segundo exemplo, realizamos experimentalmente o controle de
um sistema retilíneo do fabricante ECP (PARKS, 1999). O sistema está acoplado ao
eixo de um servo-motor que atua com uma força 𝐹 (𝑡) e um encoder para a medição
da posição do carro. Utilizamos o diagrama da Figura (4.9) para obter as matrizes A
e B do sistema Σ𝑐:
A =
⎡⎣0 1
0 − 𝑘
𝑚
− 𝑐
𝑚
⎤⎦ ;B =
⎡⎣ 0
𝑘ℎ𝑤
𝑚
⎤⎦ , (4.74)
os parâmetros utilizados nas matrizes de estado e seus respectivos valores estão defini-
dos na Tabela 4.3.
Variável Parâmetro Valor
Ganho de hardware 𝑘ℎ𝑤 14732
[︁
𝑁/𝑚
]︁
Massa do carro 𝑚𝑐 0,778[𝑘𝑔]
Massa sobre o carro 𝑚𝑤 2,5± 0,5[𝑘𝑔]
Massa total do sistema 𝑚 𝑚𝑐 +𝑚𝑤[𝑘𝑔]
Atrito viscoso do sistema 𝑐 2,94[𝑁/𝑚/𝑠𝑒𝑔]
Constante de mola 𝑘 338,6[𝑁/𝑚]
Tabela 4.3 – Parâmetros utilizados no sistema retilíneo.
𝑚
𝑘
𝑐
𝑥(𝑡)
𝐹 (𝑡)
Figura 4.9 – Sistema retilíneo com um carro.
Nesta realização, o sistema de segunda ordem apresenta o seguinte vetor de
estados 𝑥 =Δ [𝑥 ?˙?]T, sendo que 𝑥 é o deslocamento do carro e ?˙? é a derivada do
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deslocamento. As matrizes C, D e condições iniciais foram escolhidas conforme:
𝐶 =
⎡⎣𝐼
0
⎤⎦ ; 𝐷 =
⎡⎣ 0
100
⎤⎦ ;𝑥0 =
⎡⎣0,01
0,00
⎤⎦ .
Ao aplicarmos as condições do Teorema 4.1, obtemos o ganho robusto de realimentação
de estado
𝐾 =
[︁
−0,0051 −0.0110
]︁
com custo garantido de 3,6928× 10−4. Com este ganho, avaliamos a resposta para três
massas (𝑚𝑤) contida no seu intervalo incerto: 2,00𝑘𝑔, 2,5𝑘𝑔 e 3,00𝑘𝑔. Os custos LQ
obtidos experimentalmente para as três massas 2,00𝑘𝑔, 2,5𝑘𝑔 e 3,00𝑘𝑔, são, respecti-
vamente, 2,1373 × 10−4, 2,1731 × 10−4 e 2,3272 × 10−4. Como esperado, certificamos
que o custo garantido limita superiormente os três custos experimentais. Os resultados
obtidos a partir das dinâmicas experimentais estão ilustrados na Figura 4.10.
0 0.5 1 1.5 2 2.5 3
-0.025
-0.02
-0.015
-0.01
-0.005
0
0.005
0.01
Posição - 2kg
Posição - 2,5kg
Posição - 3kg
Velocidade - 2kg
Velocidade - 2,5kg
Velocidade - 3kg
Figura 4.10 – Dinâmicas experimentais do sistema retilíneo para variações de três di-
ferentes massas.
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Exemplo 4.3. Neste exemplo consideramos o cálculo do custo garantido LQ do sistema
discreto intervalar (3.26) baseado no Teorema 4.2, através das matrizes extraídas de
(ZHANG et al., 2006):
𝐴 =
⎡⎢⎢⎢⎢⎢⎢⎣
[0,5000 1,0000] [0,2499 0,5000] [0,1666 0,3333] [0,1249 0,2501]
[0,2499 0,5000] [0,1666 0,3333] [0,1249 0,2501] [0,1000 0,2001]
[0,1666 0,3333] [0,1249 0,2501] [0,1000 0,2001] [0,0832 0,1677]
[0,1249 0,2501] [0,1000 0,2001] [0,0832 0,1667] [0,0713 0,1430]
⎤⎥⎥⎥⎥⎥⎥⎦ ;
𝐵 =
⎡⎢⎢⎢⎢⎢⎢⎣
[1,0000 1,5000]
[1,0000 1,5000]
[1,0000 1,5000]
[1,0000 1,5000]
⎤⎥⎥⎥⎥⎥⎥⎦ .
(4.75)
As matrizes C, D e condições iniciais foram escolhidas conforme:
𝐶 = 𝐶 =
⎡⎣𝐼
0
⎤⎦ ; 𝐷 = 𝐷 =
⎡⎣0
1
⎤⎦ ;𝑥0 =
⎡⎢⎢⎢⎢⎢⎢⎣
1
1
1
1
⎤⎥⎥⎥⎥⎥⎥⎦ .
Ao aplicarmos as condições do Teorema 4.2 obtemos o ganho robusto de realimentação
de estado
𝐾 =
[︁
− 0,3829 − 0,2216 − 0,1589 − 0,1246
]︁
.
Nesta síntese, 63 linhas de desigualdades e 76 variáveis foram utilizadas com o tempo
de síntese de 2,8018s. Como no exemplo anterior, o controlador robusto através da
abordagem politópica, apresentada em (OLIVEIRA et al., 1999), é um candidato para
comparação. No entanto, devido à natureza combinatória dessa técnica de projeto, este
exemplo requer cerca de um milhão de desigualdades lineares matriciais e o procedi-
mento de otimização não finalizou em 72 horas. Realizamos também a síntese baseada
no sistema central utilizando as matrizes centrais 𝐴0 e 𝐵0. Então, computamos o ga-
nho de realimentação de estado através da resolução da equação algébrica de Riccati a
tempo discreto, resultando no ganho
𝐾 =
[︁
− 0,3001 − 0,1799 − 0,1315 − 0,1045
]︁
.
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Esses dois controladores foram mais uma vez validados pelo procedimento de Monte
Carlo. Neste exemplo, geramos cerca de 100 mil possíveis instâncias das matrizes (4.75)
e computamos o desempenho em malha fechada. Os resultados dos custos garantidos
obtidos nas sínteses e os custos das simulações estão compilados na Tabela 4.4. Mais
uma vez, a abordagem de controle robusta apresenta um melhor custo de pior caso do
que o controlador nominal.
Controlador Custo Garantido Pior Caso Média Desvio Padrão
Central − 12,1954 5,8222 1,0934
Intervalar 11,4158 8,8749 6,0017 0,6961
Tabela 4.4 – Tabela comparativa dos desempenhos em malha fechada alcançadas pelas
duas técnicas de controle.
Computamos a taxa de decaimento dos dois ganhos sintetizados através do
Teorema 4.4, os valores obtidos estão dispostos na Tabela 4.5. As normas dos estados
para os dois controladores com suas respectivas taxas de decaimentos estão plotadas
nas Figuras 4.11 e 4.12.
Controlador 𝜁 𝑐
Central 0,1711 1.6279
Intervalar 0,2720 2,0227
Tabela 4.5 – Taxa de decaimento dos dois ganhos sintetizados.
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Figura 4.11 – Taxa de decaimento do
controlador central.
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Figura 4.12 – Taxa de decaimento do
controlador intervalar.
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Exemplo 4.4. Agora vamos ilustrar um sistema com incerteza variante no tempo.
Vamos considerar o seguinte sistema a tempo discreto
Σ𝑑 :
⎧⎨⎩ 𝑥[𝑘 + 1] = A[𝑘]𝑥[𝑘] +B𝑢[𝑘], 𝑥[0] = 𝑥0,𝑦[𝑘] = C𝑥[𝑘] +D𝑢[𝑘].
com
A[𝑘] ∈
⎡⎣[ 0,3 0,5] [0,5 0,7]
[−0,2 0,4] [0,7 0,9]
⎤⎦ ;
𝐵 = 𝐵 =
⎡⎣0
1
⎤⎦ ;𝐶 = 𝐶 =
⎡⎣𝐼
0
⎤⎦ ; 𝐷 = 𝐷 =
⎡⎣0
1
⎤⎦ ;𝑥0 =
⎡⎣1
1
⎤⎦ .
Para este sistema, projetamos um controlador robusto usando a abordagem intervalar
apresentada no Teorema 4.2, obtivermos então
𝐾 = [−0,2084 − 0,9626],
o que garante 𝐽(𝑢) < 6,4174. Além disso, também projetamos um controlador robusto
usando a abordagem politópica apresentada em (OLIVEIRA et al., 1999), esta abor-
dagem pode não ser válida para sistemas variante no tempo. Esta técnica produz o
ganho robusto
𝐾 = [−0,2796 − 0,9367],
com custo garantido 𝐽(𝑢) < 6,0343; lembre-se que esse custo é válido apenas para
incertezas invariantes no tempo. Entretanto, poderíamos ter usado resultados politó-
picos que estendem para o caso variante no tempo (ANGELI et al., 2000; CASAVOLA
et al., 2000; CAIGNY et al., 2010; BLANCHINI; MIANI, 2003; CHESI et al., 2007;
OLIVEIRA et al., 2008). Simulamos ambos os sistemas em malha fechada com uma
periódica 𝐴[𝑘] = 𝐴[𝑘 mod 5] e
𝐴[0] =
⎡⎣ 0,5 0,7
−0,2 0,7
⎤⎦ ;𝐴[1] =
⎡⎣ 0,3 0,7
−0,2 0,9
⎤⎦ ;
𝐴[2] =
⎡⎣ 0,5 0,7
0,4 0,9
⎤⎦ ;𝐴[3] =
⎡⎣ 0,3 0,5
−0,2 0,9
⎤⎦ ;
𝐴[4] =
⎡⎣ 0,3 0,7
−0,2 0,9
⎤⎦ .
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Para este caso, nosso controlador gerou um custo em malha fechada de 6,0656 e a
abordagem politópica fornece um custo de 6,5725. Assim, ilustramos que a abordagem
intervalar apresentada neste trabalho pode ser usada mesmo quando a incerteza varia
no tempo.
4.5 Considerações finais
Neste capítulo, apresentamos resultados envolvendo o controle por meio de reali-
mentação de estado para sistemas intervalares a tempo contínuo e discreto. Os exemplos
numéricos apresentados apontam que as condições alcançadas neste trabalho precisam de
menos recurso computacional para ser computado em relação a abordagem politópica. Al-
gumas extensões para a abordagem politópica, por exemplo o multi-simplex, podem evitar
o crescimento rápido de condições (OLIVEIRA et al., 2008). Verificamos, por meio de um
exemplo, a validade das condições desenvolvidas neste trabalho para sistemas variantes no
tempo. Vale ressaltar que adaptações devem ser feitas às condições de (OLIVEIRA et al.,
1999) para que o caso variante no tempo seja considerado.
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5 Sistemas Intervalares Amostrados
Neste capítulo, estendemos os resultados desenvolvidos nos capítulos anteriores para
considerar problemas de controle amostrado. Para podermos detalhar os nossos objetivos,
considere um sistema linear incerto na forma
?˙?(𝑡) = 𝐴𝑥(𝑡) +𝐵𝑢(𝑡), (5.1)
em que 𝐴 ∈ [𝐴,𝐴] e 𝐵 ∈ [𝐵,𝐵]. Desejamos projetar um sinal de controle via realimentação
de estado amostrado da forma
𝑢(𝑡) = 𝐾𝑥(𝑡[𝑘]), ∀𝑡 ∈ [𝑡[𝑘],𝑡[𝑘 + 1]), 𝑘 ∈ N, (5.2)
com o objetivo de minimizar um limitante superior para o critério de desempenho quadrático
𝐽(𝑢) =
∫︁ ∞
0
(︁
𝑥(𝑡)T𝑄𝑥(𝑡) + 𝑢(𝑡)T𝑅𝑢(𝑡)
)︁
d𝑡, (5.3)
para matrizes 𝑄 ⪰ 0 e 𝑅 ≻ 0.
Para determinar o ganho de realimentação de estado com custo garantido (5.3) é
necessário discretizar o sistema (5.1). Para preservar o critério de desempenho quadrático LQ
a tempo contínuo, discretizamos o sistema utilizando o processo equivalente do Teorema 2.5.
Primeiramente, precisamos determinar os intervalos [𝐴𝑑] e [𝐵𝑑] a partir dos operadores Φ(·)
e Γ(·). Desta maneira, calculamos a exponencial intervalar (2.30) através do método Scaling
and Squaring, obtendo
𝑒ℎ[𝒜 ] = 𝒮𝑝,𝑞(ℎ[𝒜 ]) =
⎡⎣[𝐴𝑑] [𝐵𝑑]
0 𝐼
⎤⎦ , (5.4)
em que 𝒜 é definida em (2.25), ℎ é o período de discretização do sistema, 𝑝 e 𝑞 são coeficientes
para o cômputo da exponencial intervalar, que devem satisfazer (𝑝+ 2)2𝑞 > ‖[𝒜 ]‖.
Para computar as matrizes [𝐶𝑑] e [𝐷𝑑], calculamos a integral da equação (2.33)
através da Regra de Simpson definida como∫︁ 𝑏
𝑎
𝑓(𝑥)𝑑𝑥 ≈ 𝑑3
(︂
𝑓(𝑥0)+4(𝑓(𝑥1))+2(𝑓(𝑥2))+4(𝑓(𝑥3))+. . .+2(𝑓(𝑥𝑛−2))+4(𝑓(𝑥𝑛−1))+𝑓(𝑥𝑛)
)︂
,
(5.5)
sendo 𝑛 o número de partes em que o intervalo [𝑎,𝑏] foi dividido e 𝑑 = (𝑏 − 𝑎)/𝑛 é o com-
primento de cada sub-intervalo. Outros métodos de integração numérica de função intervalar
estão definidos em (MOORE et al., 2009), como um método semelhante à soma de Riemann
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consistindo na soma da função a ser integrada avaliada em subintervalos do intervalo in-
certo. Após a integração, utilizamos a fatoração de Cholesky, obtemos as matrizes [𝐶𝑑] e [𝐷𝑑]
conforme a equação (2.36).
Depois de computar as matrizes do sistema equivalente discretizado, sintetizamos
o controlador que garante um desempenho para o sistema intervalar contínuo usando o Te-
orema 4.2. Lembramos que as técnicas de projeto desenvolvidas são baseadas em métodos
numéricos bem estabelecidos na literatura e, portanto, podem ser eficientemente computadas.
5.1 Taxa de Decaimento
Podemos verificar a taxa de decaimento de sistemas intervalares com entrada de
controle amostrada, através de sua discretização. Na Seção 2.4.1, mostramos os procedimentos
de discretização que garantem a igualdade dos estados para as duas dinâmicas nos instantes
de amostragem. Podemos estender essa discretização para os intervalares como definida na
equação (5.4). Com as matrizes a tempo discreta calculadas, utilizamos o Teorema 4.4 para
obter a taxa de decaimento do sistema discretizado com equivalência ao sistema com entrada
de controle amostrada.
5.2 Exemplo
Para exemplificar a teoria abordada, apresentamos dois exemplos numéricos.
Exemplo 5.1. Considere o sistema incerto (5.1) com a regra de controle (5.2). Nosso
objetivo é projetar uma lei de controle robusta que assegure um limitante superior ao
custo quadrático (5.3). Desta forma, considere as matrizes do Exemplo 2 de (WANG;
MICHEL, 1994).
𝐴 =
⎡⎣1± 0.1 −1± 0.1
0± 0.5 4± 0.2
⎤⎦ ;𝐵 =
⎡⎣ 1.0000
−1.0000
⎤⎦ . (5.6)
As matrizes 𝑄 e 𝑅 do custo LQ de (5.3) são:
𝑄 = 𝐼;𝑅 = 1.
Podemos relacionar essas matrizes do problema LQR com matrizes da equação de saída
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do sistema, uma possível escolha:
𝐶 =
⎡⎣𝐼
0
⎤⎦ ;𝐷 =
⎡⎣0
1
⎤⎦ .
Para este exemplo, utilizamos um período de amostragem de 0,1 segundo e
condição inicial 𝑥0 =
[︁
1 1
]︁T
. Começamos computando os intervalares [𝐴𝑑] e [𝐵𝑑]
usando o método Scaling and Squaring, com os parâmetros 𝑝 = 10 e 𝑞 = 10, obtendo:
𝐴𝑑 =
⎡⎣[ 1,0937 1,1167] [−0,1440 − 0,1138]
[−0,0066 0,0066] [ 1,4613 1,5224]
⎤⎦ ;𝐵𝑑 =
⎡⎣[ 0,1098 0,1124]
[−0,1246 − 0,1213]
⎤⎦ .
Também computados os intervalares [𝐶𝑑] e [𝐷𝑑] seguindo os procedimentos discutidos
acima:
𝐶𝑑 =
⎡⎢⎢⎢⎣
[0,3309 0,3346] [−0,0228 − 0,0154]
[0,0000 0,0000] [ 0,3864 0,3966]
[0,0000 0,0000] [ 0,0000 0,0000]
⎤⎥⎥⎥⎦ ;𝐷𝑑 =
⎡⎢⎢⎢⎣
[ 0,0167 0,0177]
[−0,0207 − 0,0185]
[ 0,3163 0,3167]
⎤⎥⎥⎥⎦ .
Estas realizações matriciais geram o sistema a tempo discreto equivalente. Na síntese
do ganho quadraticamente estabilizante que garanta o desempenho LQ do sistema con-
tínuo (5.1), utilizamos as matrizes discretizadas 𝐴𝑑, 𝐵𝑑, 𝐶𝑑 e 𝐷𝑑 e então computamos
o ganho de realimentação de estado através do Teorema 4.2 resultando no ganho:
𝐾 =
[︁
8,3951 18,8406
]︁
.
Nesta síntese, foram geradas 25 linhas de desigualdades e 25 variáveis com o tempo
de síntese de 0,4482𝑠. Para comparação, sintetizamos o ganho através da abordagem
politópica apresentada em (OLIVEIRA et al., 1999), o ganho sintetizado do sistema
discreto equivalente através da abordagem politópica foi
𝐾 =
[︁
6,6588 15,4701
]︁
.
Na síntese deste ganho, foram geradas 40.960 linhas de desigualdades e 12.295 variá-
veis com o tempo de síntese de 146,5709𝑠. Realizamos também a síntese do controlador
baseado no sistema central utilizando as matrizes centrais 𝐴0 e 𝐵0. Para isso, discreti-
zamos as matrizes centrais utilizando o Teorema 2.5 e, assim, computamos o ganho de
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realimentação de estado através da resolução da equação algébrica de Riccati a tempo
discreto, resultando no ganho
𝐾 =
[︁
3,6284 11,8497
]︁
.
Para verificar os desempenhos obtidos nas sínteses dos três controladores, geramos
um politopo com 55 mil e 200 pontos da combinação convexa das matrizes incertas
(5.6), incluindo os vértices e pontos das arestas. Fechamos as malhas com os ganhos
sintetizados e calculamos os desempenhos de cada sistema dentro do politopo através
de uma simulação com um segurador de ordem zero. A Tabela 5.1 apresenta os custos
garantidos obtidos através das sínteses dos controladores e os custos das simulações
temporais para os três ganhos. Os resultados obtidos a partir das simulações temporais
dos controladores central, intervalar e politópico estão ilustrados nas Figuras 5.1, 5.2
e 5.3, respectivamente. Ilustramos na Figura 5.4 os sinais de controle amostrados para
o três ganhos, na imagem não percebemos o efeito da amostragem pois o período de
amostragem é baixo.
Controlador Custo Garantido Pior Caso Média Desvio Padrão
Central − 382,8590 103,8698 20,2902
Intervalar 271,7448 180,9792 154,9034 4,5211
Politópico 191,7128 164,3040 138,0867 5,2506
Tabela 5.1 – Tabela comparativa dos desempenhos em malha fechada obtida pelas três
técnicas de projeto.
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Figura 5.1 – Resposta em
malha fe-
chada com o
controlador
central.
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Figura 5.2 – Resposta em
malha fe-
chada com o
controlador
intervalar.
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Figura 5.3 – Resposta em
malha fe-
chada com o
controlador
politópico.
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Figura 5.4 – Sinais de controle da simulação temporal para os três ganhos.
Embora o controlador central tenha obtido um menor valor para a média, nos
parâmetros de pior caso e desvio padrão obtiveram os maiores valores. Isto representa
que alguns sistemas dentro do politopo possuem piores performances. Observamos que
o pior caso do sistema central foi 111,5486% maior do que o do sistema intervalar,
enquanto o pior caso do sistema intervalar foi 10,1490% maior do que o sistema poli-
tópico.
A partir das matrizes [𝐴𝑑] e [𝐵𝑑], computamos a taxa de decaimento dos ganhos
sintetizados através do Teorema 4.4 para os três ganhos deste exemplo. Entretanto o
controlador central não gerou taxa de decaimento factível. Os valores obtidos, dos
dois controladores, estão dispostos na Tabela 5.2. As normas dos estados para os dois
controladores com suas respectivas taxas de decaimentos estão plotadas nas Figuras
5.5 e 5.6.
Controlador 𝜁 𝑐
Intervalar 0,0535 8,1788
Politópico 0,0656 9,2380
Tabela 5.2 – Taxa de decaimento dos controladores intervalar e politópico.
Capítulo 5. Sistemas Intervalares Amostrados 84
0 0.5 1 1.5 2 2.5
0
2
4
6
8
10
12
14
Figura 5.5 – Taxa de decaimento do
controlador intervalar.
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Figura 5.6 – Taxa de decaimento do
controlador politópico.
Ilustramos agora uma aplicação prática. Um motor de corrente contínua (CC) é controlado
a partir do controle amostrado via realimentação de estado que minimiza o desempenho
quadrático LQ.
Exemplo 5.2. Neste exemplo apresentamos o controle amostrado de um motor CC.
A modelagem física de um motor, Figura 5.7, foi realizada através da descrição em
representação de estado conforme detalhada em (FRANKLIN et al., 2009). Desta ma-
neira, considere as seguintes matrizes do sistema Σ𝑐, representado em (3.26), referente
ao motor CC:
A =
⎡⎢⎢⎢⎣
0 1 0
0 − 𝑏
𝐽𝑚
𝐾𝑡
𝐽𝑚
0 −𝐾𝑒
𝐿𝑎
−𝑅𝑎
𝐿𝑎
⎤⎥⎥⎥⎦ ;𝐵 =
⎡⎢⎢⎢⎣
0
0
1
𝐿𝑎
⎤⎥⎥⎥⎦ ;𝐶 = [︁1 0 0]︁ ;𝐷 = 0. (5.7)
Nesta realização, o sistema de terceira ordem apresenta o seguinte vetor de estados
𝑥 =Δ [𝜃𝑚 𝜃𝑚 𝑖𝑎]T, em que 𝜃𝑚 é o ângulo do eixo do motor, 𝜃𝑚 é a derivada do ângulo
de rotação e 𝑖𝑎 a corrente contínua que passa pelas escovas do motor CC com entrada
𝑢 =Δ 𝑣𝑎. Definimos na Tabela 5.3 os parâmetros utilizados nas matrizes de estado do
motor e seus respectivos valores.
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Variável Parâmetro Valor
Atrito Viscoso Rotacional 𝑏
28× 10−3 ± 5,4× 10−3[︁
𝑁.𝑚.𝑠/𝑟𝑎𝑑
]︁
Momento de inércia 𝐽𝑚
1,13× 10−2[︁
𝑁.𝑚.𝑠𝑒𝑐2/𝑟𝑎𝑑
]︁
Resistência de armadura 𝑅𝑎 450× 10−3
[︁
𝑂ℎ𝑚𝑠
]︁
Indutância de armadura 𝐿𝑎 1× 10−1 ± 19,1× 10−3
[︁
ℎ𝑒𝑛𝑟𝑦
]︁
Constante de torque do motor 𝐾𝑡 67× 10−3[𝑁.𝑚/𝑎𝑚𝑝]
Constante de força eletromotriz 𝐾𝑒
67× 10−3 ± 12,8× 10−3
[𝑣𝑜𝑙𝑡.𝑠𝑒𝑐/𝑟𝑎𝑑]
Tabela 5.3 – Parâmetros utilizados na modelagem do motor CC.
Para este exemplo, utilizamos também um período de amostragem de 0,1 se-
gundo e condição inicial 𝑥0 =
[︁
1 1 1
]︁T
. Computando os intervalares [𝐴𝑑] e [𝐵𝑑]
usando o método Scaling and Squaring, com os parâmetros 𝑝 = 10 e 𝑞 = 10, obtendo:
𝐴𝑑 =
⎡⎢⎢⎢⎣
[ 0,9999 1,0001] [ 0,0857 0,0903] [ 0,0223 0,0245]
[−0,0001 0,0001] [ 0,7209 0,8092] [ 0,3826 0,4427]
[−0,0001 0,0001] [−0,0735 − 0,0267] [ 0,5484 0,6768]
⎤⎥⎥⎥⎦ ;
𝐵𝑑 =
⎡⎢⎢⎢⎣
[0,0066 0,0106]
[0,1832 0,3022]
[0,6217 1,0252]
⎤⎥⎥⎥⎦ .
Também computados os intervalares [𝐶𝑑] e [𝐷𝑑] seguindo os procedimentos discutidos
acima:
𝐶𝑑 =
⎡⎢⎢⎢⎢⎢⎢⎣
[0,3162 0,3163] [0,0142 0,0149] [0,0025 0,0028]
[0,0000 0,0000] [0,2721 0,2866] [0,0521 0,0752]
[0,0000 0,0000] [0,0000 0,0000] [0,2433 0,2738]
[0,0000 0,0000] [0,0000 0,0000] [0,0000 0,0000]
⎤⎥⎥⎥⎥⎥⎥⎦ ;
𝐷𝑑 =
⎡⎢⎢⎢⎢⎢⎢⎣
[0,0005 0,0009]
[0,0077 0,0321]
[0,0815 0,1899]
[0,2753 0,3743]
⎤⎥⎥⎥⎥⎥⎥⎦ .
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Estas realizações matriciais geram o sistema a tempo discreto equivalente.
Na síntese do ganho quadraticamente estabilizante que garanta o desempe-
nho LQ do sistema contínuo (5.1), utilizamos as matrizes discretizadas 𝐴𝑑, 𝐵𝑑, 𝐶𝑑 e
𝐷𝑑 e então computamos o ganho de realimentação de estado através do Teorema 4.2
resultando no ganho
𝐾 =
[︁
− 0,6746 − 0,4008 − 0,6505
]︁
.
Nesta síntese, foram geradas 42 linhas de desigualdades e 47 variáveis com o tempo
de síntese de 0,5947𝑠. Para comparação, sintetizamos o ganho através da abordagem
politópica apresentada em Oliveira et al. (1999), o ganho sintetizado do sistema discreto
equivalente através da abordagem politópica foi
𝐾 =
[︁
− 0,6827 − 0.3958 − 0.6661
]︁
.
Na síntese deste ganho, foram geradas 3.670.016 linhas de desigualdades e 1.572.877
variáveis com o tempo de síntese de 12 horas e 21 minutos. Realizamos também a
síntese do controlador do sistema central utilizando as matrizes centrais 𝐴0 e 𝐵0. Logo,
discretizamos as matrizes centrais utilizando o Teorema 2.5 e, assim, computamos o
ganho de realimentação de estado através da resolução da equação algébrica de Riccati
a tempo discreto, resultando no ganho
𝐾 =
[︁
− 0.6549 − 0.4020 − 0.6067
]︁
.
Para verificar os desempenhos obtidos nas sínteses dos três controladores, geramos um
politopo com 25 mil pontos da combinação convexa do sistema incerto representada
pelas matrizes (5.7), incluindo os vértices e pontos das arestas. Fechamos as malhas
com os ganhos sintetizados e calculamos os desempenhos de cada sistema dentro do
politopo através de uma simulação com um segurador de ordem zero. A Tabela 5.4
apresenta os custos garantidos obtidos através dos três ganhos sintetizados, os outros
custos foram calculados a partir das simulações temporais em malha fechada.
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~
+
-
𝑉𝑎
𝑅𝑎 𝐿𝑎
𝑒 = 𝐾𝑒𝜃𝑚
+
-
𝑏
𝑙
Figura 5.7 – Sistema de um motor CC.
Controlador Custo Garantido Pior Caso Média Desvio Padrão
Central - 2,6421 2,4615 0,0750
Intervalar 3,6063 2,6379 2,4627 0,0724
Politópico 3,1556 2.6391 2.4639 0,0717
Tabela 5.4 – Tabela comparativa dos desempenhos em malha fechada obtida pelas três
técnicas de projeto.
Como no exemplo anterior, o controlador central obteve um valor menor para
a média, entretanto, nos parâmetro de pior caso e desvio padrão obtiveram os maio-
res valores, o que representa que alguns sistemas dentro do politopo possuem piores
performances.
Para uma consulta auxiliar sobre a modelagem de um motor CC recomendamos o livro de
Geromel e Palhares (2011) que apresenta uma descrição semelhante ao exemplo acima.
5.3 Considerações finais
Neste capítulo, tratamos o problema do cômputo do controlador de sistema intervalar
com entrada amostrada. Podemos observar que os procedimentos tratados neste capítulo
foram uma compilação das teorias tratadas nos capítulos anteriores. Através do exemplo
numérico foi possível evidenciar que o procedimento de síntese baseado na técnica intervalar
pode lidar com sistemas maiores, enquanto o método de síntese baseado na técnica politópica
pode ser impraticável para sistemas com ordens superiores a três. Por outro lado, abordagens
intervalares são em geral conservadoras em relação ao domínio de incertezas admitido.
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6 Conclusões e Comentários Finais
Ao longo da dissertação, foram discutidos resultados importantes de sistemas line-
ares e análise intervalar. Baseado nestes conceitos, estendemos as condições de estabilidade
de sistemas lineares para sistema intervalar com a garantia de desempenho de maneira com-
putacionalmente viável.
Nesta dissertação apresentamos novas técnicas robustas de projeto de controle para
sistemas intervalares a tempo discreto com custo garantido LQ/ℋ2, como também resul-
tados desse problema de controle robusto para o caso contínuo estabelecidos na literatura.
Apresentamos novos critérios de 𝐷-estabilidade, 𝐷-estabilizabilidade e taxa de decaimento
de sistemas intervalares. Como aplicação, consideramos o problema de controle de sistemas
intervalares com entrada de controle amostrada. Como destacado nos exemplos numéricos,
as técnicas de projeto apresentadas nesta dissertação podem lidar com sistemas que apresen-
tam um número relativamente grande de parâmetros independentes incertos e as incertezas
podem ser variantes no tempo. Podemos através da abordagem politópica obter resultados
melhores que a intervalar pois a matriz de Lyapunov pode ser afim.
Em etapas futuras, desejamos obter condições para a síntese de controle por reali-
mentação de estado que garantam o desempenhoℋ∞ de sistemas intervalares com entrada de
controle amostrada. Além do controle por realimentação de estado, pretendemos desenvolver
condições para controle por realimentação de saída LQ/ℋ2 eℋ∞. Os resultados apresentados
neste trabalho geraram dois artigos científicos submetidos para publicação:
∙ Rafael M. Alves, André R. Fioravanti, Matheus Souza. Linear Quadratic Methods
for Interval Systems with Application to Sampled-Data Control.
∙ Rafael M. Alves, André R. Fioravanti, Matheus Souza. Sampled-Data Control of In-
terval Systems with Guaranteed LQ/ℋ2 Performance, European Control Con-
ference - ECC 2019, Naples, Italy, 2019.
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APÊNDICE A – Matrizes
Neste apêndice são enunciados e demonstrados resultados auxiliares de análise ma-
tricial utilizados nesta dissertação. Começamos enunciando um resultado essencial para a
manipulação e convexificação de desigualdades matriciais: complemento de Schur.
Proposição A.1 –Complemento de Schur. Dadas as dimensões 𝑛,𝑚 ∈ N⋆, cada
um dos conjuntos definidos pelas desigualdades matriciais
S1 =
{︁
𝑋 ∈ S𝑛+, 𝑍 ∈ S𝑛+, 𝑌 ∈ R𝑛×𝑚 : 𝑍 ≻ 𝑌 T𝑋−1𝑌
}︁
(A.1)
ou
S2 =
{︁
𝑋 ∈ S𝑛+, 𝑍 ∈ S𝑛+, 𝑌 ∈ R𝑛×𝑚 : 𝑋 ≻ 𝑌 T𝑍−1𝑌
}︁
(A.2)
é equivalente ao conjunto descrito por
S𝑐 =
⎧⎨⎩𝑋 ∈ S𝑛+, 𝑍 ∈ S𝑛+, 𝑌 ∈ R𝑛×𝑚 :
⎡⎣𝑋 𝑌
⋆ 𝑍
⎤⎦ ≻ 0
⎫⎬⎭ . (A.3)
Demonstração. Mostraremos apenas que S1 = S𝑐, uma vez que a demonstração do segundo
caso é análoga. Para tanto, basta observar que a identidade⎡⎣𝑋 𝑌
⋆ 𝑍
⎤⎦ =
⎡⎣ 𝐼 0
𝑌 T𝑋−1 𝐼
⎤⎦ ⎡⎣𝑋 0
⋆ 𝑆
⎤⎦⎡⎣𝐼 𝑋−1𝑌
0 𝐼
⎤⎦ , (A.4)
com 𝑆 = 𝑍−𝑌 T𝑋−1𝑌 , é válida. Logo, por congruência, a desigualdade que define S𝑐 é válida,
se, e somente se, 𝑋 ≻ 0 e 𝑆 ≻ 0 e, portanto, disto decorre que S𝑐 = S1.
Proposição A.2. Sejam 𝑃 ∈ S𝑛+ e 𝑄 ∈ R𝑛×𝑛 duas matrizes dadas, com Q não-singular.
A matriz 𝑃 é definida positiva, 𝑃 ≻ 0, se, e somente se 𝑄T𝑃𝑄 ≻ 0.
Demonstração. Como 𝑃 é definida positiva, então 𝑦T𝑃𝑦 > 0, ∀𝑦 ̸= 0. Em particular, podemos
tomar 𝑦 = 𝑄𝑥, pois Q é não-singular e, portanto, Q é isomorfismo de R𝑛 em R𝑛. Logo,
𝑦T𝑃𝑦 > 0 para todo 𝑦 ̸= 0 se, e somente se, 𝑥T𝑄T𝑃𝑄𝑥 > 0 para todo 𝑥 ̸= 0. Logo, 𝑃 ≻ 0 se
e somente se 𝑄T𝑃𝑄 ≻ 0. A prova está completa.
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A proposição a seguir enuncia um resultado simples mas essencial na formulação de
algumas desigualdades (GEROMEL et al., 2007).
Proposição A.3. Quaisquer que sejam a matriz quadrada 𝐺 ∈ R𝑛×𝑛 e a matriz
simétrica 𝑆 ∈ S𝑛+, 𝑛 ∈ N⋆, a desigualdade
𝑆 ⪰ 𝐺+𝐺T −𝐺T𝑆−1𝐺 (A.5)
é verdadeira.
Demonstração. Para a verificação deste resultado, basta notar que (A.5) é equivalente a
(𝐺− 𝑆)T𝑆−1(𝐺− 𝑆) ⪰ 0, (A.6)
sendo que esta última é válida para quaisquer 𝐺 ∈ R𝑛×𝑛 e 𝑆 ∈ S𝑛+, pela congruência definida
em (A.2).
Observe que, no resultado acima, a igualdade ocorre com a escolha particular 𝐺 = 𝑆.
Finalmente, enunciamos o notável Teorema de Rayleigh-Ritz (HORN; JOHNSON,
2013), que fornece limitantes para formas quadráticas.
Teorema A.1 –Rayleigh-Ritz. Sejam uma matriz 𝐴 ∈ S𝑛 com rank 𝑘 ≤ 𝑛 e seus
autovalores ordenados de forma crescente como:
𝜆min = 𝜆1 ≤ 𝜆2 ≤ · · · ≤ 𝜆𝑛−1 ≤ 𝜆𝑛 = 𝜆max. (A.7)
A seguinte desigualdade é válida
𝜆min = 𝜆1 ≤ 𝑥
T𝐴𝑥
𝑥T𝑥
≤ 𝜆𝑘 ≤ 𝜆max (A.8)
para qualquer 𝑥 ∈ R𝑛.
Demonstração. Considere o conjunto da combinação dos autovetores ortonormais
𝑆 = 𝑠𝑝𝑎𝑛{𝑥1, . . . ,𝑥𝑘} da matriz 𝐴. Para qualquer vetor 𝑥 ∈ 𝑆 ortonormal, existem escalares
𝛼1, . . . ,𝑎𝑘 tais que 𝑥 = 𝑎1𝑥1 + · · · + 𝑎𝑘𝑥𝑘; como os autovetores são ortonormais garantimos
que 1 = 𝑥T𝑥 = |𝛼1|2 + · · ·+ |𝛼𝑘|2. Então
𝑥T𝐴𝑥 =(𝛼1𝑥1 + · · ·+ 𝛼𝑘𝑥𝑘)T(𝛼1𝜆1𝑥1 + · · ·+ 𝛼𝑘𝜆𝑘𝑥𝑘)
=|𝛼1|2𝜆1 + · · ·+ |𝛼𝑘|2𝜆𝑘
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é uma combinação convexa dos autovalores 𝜆1, . . . ,𝜆𝑘, então podendo assumir valores entre
o menor autovalor (𝜆1) e o maior autovalor (𝜆𝑘).
