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Abstract
In this paper, we consider the Cauchy problem for semilinear σ-evolution models with an exponential decay
memory term. Concerning the corresponding linear Cauchy problem, we derive some regularity-loss-type estimates
of solutions and generalized diffusion phenomena. Particularly, the obtained estimations for solutions are sharper
than those in the previous paper [20]. Then, we determine the critical exponents for the semilinear Cauchy prob-
lem with power nonlinearity in some spatial dimensions by proving global (in time) existence of Sobolev solutions
with low regularity of fractional orders and blow-up result for the Sobolev solutions even for any fractional value
of σ > 1.
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1 Introduction
This paper is to devote to the following Cauchy problem for the semilinear σ-evolution models with
memory term: utt + (−∆)
σu+ u− g ∗ u = |u|p, x ∈ Rn, t > 0,
u(0, x) = 0, ut(0, x) = u1(x), x ∈ R
n,
(1.1)
where σ > 1, n > 1 and p > 1, the time-dependent function g = g(t) stands for the exponential
decay memory kernel g(t) := e−t. Here, the convolution term is denoted by
(g ∗ u)(t, x) :=
∫ t
0
g(t− τ)u(τ, x)dτ.
In the last two decades, the Cauchy problem for the evolution equations with memory terms
have caught a lot of attention from many mathematicians due to their wide applications in physics,
mechanics and so on. For example, concerning σ = 1 in (1.1), it corresponds to a model of ionized
atmosphere [23].
∗Corresponding author: Wenhui Chen (wenhui.chen.math@gmail.com)
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2Let us begin with introducing the linear plate equation with memoryutt +∆
2u+ u− g ∗ u = 0, x ∈ Rn, t > 0,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ R
n,
(1.2)
where the positive memory kernel g ∈ C2([0,∞)) fulfilling −C1g(t) 6 g
′(t) 6 −C2g(t), |g′′(t)| 6
C3g(t) and 1 −
∫ t
0 g(τ)dτ > 0 for any t > 0 and some positive constants C1, C2, C3. One may find
that the above assumptions lead to
0 < g(0) e−C1t 6 g(t) 6 g(0) e−C2t. (1.3)
The authors of [20] derived some estimates for solutions by using energy methods in the Fourier space.
They found the decay structure of the regularity-loss-type, which plays an important role in some
physical models including Timoshenko system, Euler-Maxwell system, thermoelastic plate equations
and Moore-Gibson-Thompson equations (see, for example, [32, 26, 25]). Roughly speaking, the
term u− g ∗u generates a weak dissipative effect. Furthermore, by applying spectral representation
of solutions and asymptotic expansions of eigenvalues and their corresponding eigenprojections,
the authors [20] proved the sharpness of estimations for a special unknown variable (see (3.2) in
[20]), and found approximate equations to derive asymptotic profiles of solutions in a framework of
weighted L1 space. For the sake of the assumption (1.3) and motivated by the model (1.2), it seems
reasonable to consider an exponential decay kernel in generalized plate (or σ-evolution) models (1.1)
for any σ > 1. However, we cannot simply generalize the approach of [20]) to this paper, which will
be shown later. Let us now consider the semilinear plate equation with memory term, where the
nonlinear term on the right-hand side depends on u only, namely,utt +∆
2u+ u+ g ∗∆u = f(u), x ∈ Rn, t > 0,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ R
n.
(1.4)
In the recent paper [18], the authors proved global (in time) existence of small data Sobolev solutions
with high regularity such that
u ∈ C
(
[0,∞), Hs+1(Rn)
)
by using embedding theory and contraction mapping theorem, where the regularity-loss effect ap-
pears due to the corresponding linear model of (1.4). Here, s is an integer number satisfying s > 2
for n = 1, and s > ⌈n/2⌉ for n > 2. It seems interesting to develop global (in time) existence
results with lower regularity of fractional orders. Concerning other studies on the Cauchy problem
for plate equations with memory terms, we refer to [30, 19, 16, 21, 22] and the references therein.
Let us turn to the σ-evolution equations with friction ut as follows:utt + (−∆)
σu+ ut = |u|
p, x ∈ Rn, t > 0,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ R
n.
(1.5)
When σ is an integer number, (1.5) is the so-called polyharmonic damped wave equation which was
explored in [31]. The author has found a critical condition to catch the global (in time) existence
of small data solutions to (1.5) in the space dimension n = 1. One recognizes that the restriction
3of the one-dimensional case causes by some technical difficulties. Involving the general case of any
fractional number σ > 1, the authors in the recent paper [12] applied some of sharp decay estimates
for solutions, which were well-studied in [27], to get the possible range of the admissible exponents
of power nonlinearity for (1.5). The point worth noticing is that by proving a diffusion phenomenon
in the abstract setting, the authors in [27] have achieved these sharp decay estimates thanks to the
application of the Nash inequality and the Markov property for the parabolic semigroup. However,
we should remark that it is challenging to follow the previous studies [12, 27, 31] in the way of
directly computing the eigenvalues and representations of solutions since the memory term in (1.1)
brings difficulties. Moreover, we will observe later in Remark 2.3 that friction ut has a stronger
damping effect than that generated by the memory term u− g ∗ u, so how does this memory-type
damping influence on the critical exponent for (1.1) is still unknown. We will give a positive answer
of this question in the present paper. For other studies on σ-evolution equations with damping
term, we refer the interested readers to [5, 9, 10, 7, 6].
Our main purpose of this paper is to investigate some qualitative properties of solutions to the
corresponding linear and the semilinear σ-evolution models (1.1) with an exponential decay memory
term. Particularly, we are interested in the influence of a weak dissipation generated by the term
containing u− g ∗ u on the σ-evolution models for any σ > 1.
Concerning the linearized Cauchy problem for (1.1), we prove some sharper estimates for solu-
tions based on the L2 norm, which are of the regularity-loss-type. In additional, we find two different
approximate equations to the linear problem (see (2.8) and (2.9) later). Nevertheless, the studies
of these properties, especially estimates for solutions, are not a simple generalization of those in
previous studies. For one thing, due to the non-local operator (−∆)σ with σ > 1 in (2.1) for all
dimensions, it seems that the approach, i.e. spectral theory associated with asymptotic expansions,
in [20] does not work well in our model, and WKB analysis associated with diagonalization pro-
cedures is effective to deal with the fractional power operator. For another, by some calculations,
we derive the estimates for solutions and their time-derivative in the Fourier space independently,
which provides us an effective way to get sharper estimates for solutions than those shown in [20].
Regarding the semilinear Cauchy problem (1.1), the critical exponents
p = pcrit(n,m, σ)
by assuming Lm regular data with m ∈ [1, 2) for some values of n, σ will be found. On the one
hand, global (in time) small data Sobolev solutions with lower regularity in the supercritical case
p > pcrit(n,m, σ) for some values of n,m, σ will be shown by constructing time-weighted Sobolev
space and employing the fractional Gagliardo-Nirenberg inequality combined with the fractional
Leibniz rule and the fractional chain rule. Up to now, it seems that we do not have any previous
research manuscripts to study lower regular global (in time) Sobolev solutions in the framework
of regularity-loss. One the other hand, in the subcritical case 1 < p < pcrit(n,m, σ) for all n > 1,
m ∈ [1, 2) and σ > 1, we will prove that every local (in time) Sobolev solution blows up by a modified
test function method to deal with the fractional power operator (−∆)σ, which is motivated by the
quite recent paper [11]. To deal with the memory effect, we construct two different functionals
related to the solution itself. Especially, when m = 1 and σ is assumed to be an integer number,
every weak solution will blows up in the critical case p = pcrit(n, 1, σ).
The remaining part of this paper is organized as follows. We prepare some sharp regularity-
loss-type estimates for solutions to the corresponding linear model of (1.1) by using WKB analysis
4and multi-step diagonalization procedures in Section 2. Additionally, the generalized diffusion
phenomena also will be shown in the end of Section 2. Then, by using the derived estimates and
some tools in Harmonic Analysis, in Section 3 we prove global (in time) existence of small data
Sobolev solutions with lower regularity. To conclude the optimility, we employ a modified test
function method and construct a contradiction argument to prove blow-up result for the Sobolev
solutions in Section 4. Eventually, final remarks in Section 5 are to complete this paper.
Notations: In this paper, f . g means that there exists a positive constant C such that f 6 Cg.
Also, we denote ⌈r⌉ := min{C ∈ Z : r 6 C} and [r] as the ceiling function and the integer part
of r ∈ R, respectively. We define the so-called Japanese bracket 〈x〉 := (1 + |x|2)1/2 for all x ∈ Rn.
Moreover, H˙sq (R
n) with s > 0 and 1 6 q < ∞, denote Riesz potential spaces based on Lq(Rn).
Furthermore, |D|s with s > 0 stand for the pseudo-differential operators with symbol |ξ|s. We
denote the identity matrix of dimensions k × k by Ik. Finally, let us define the following zones for
the phase space:
Zint(ε) := {ξ ∈ R
n : |ξ| < ε≪ 1} ,
Zmid(ε,N) := {ξ ∈ R
n : ε 6 |ξ| 6 N} ,
Zext(N) := {ξ ∈ R
n : |ξ| > N ≫ 1} .
The cut-off functions χint(ξ), χmid(ξ), χext(ξ) ∈ C
∞(Rn) having their supports in the zone Zint(ε),
Zmid(ε/2, 2N) and Zext(N), respectively, so that χint(ξ) + χmid(ξ) + χext(ξ) = 1 for all ξ ∈ R
n.
2 Qualitative properties of solutions to the linear Cauchy problem
Our starting point in this paper is to study the corresponding linear Cauchy problem for (1.1),
namely, utt + (−∆)
σu+ u− g ∗ u = 0, x ∈ Rn, t > 0,
u(0, x) = 0, ut(0, x) = u1(x), x ∈ R
n,
(2.1)
where σ > 1, n > 1 and g(t) = e−t.
In this section, we will derive some qualitative properties of solutions to (2.1), which will be
used later. Precisely, some estimates for solutions in the H˙s norm with s > 0 and generalized
diffusion phenomena are of our interest. Again, the approach, i.e. spectral theory associated with
asymptotic expansions of eigenvalues and their corresponding eigenprojections, does not work well
in our model (2.1) due to the non-local operator (−∆)σ with any σ > 1. Therefore, to overcome
the difficulty for the fractional case, motivated by some recent papers studying non-local operators
in coupled systems (see, for instance, [28, 1, 2, 3]), we may employ WKB analysis and multi-step
diagonalization procedures (see, for example, [33, 29, 15]).
Before applying these techniques, we will reduce (2.1) to a suitable evolution system, which is
the first-order system with respect to time variable. Observing from the exponential memory kernel
having the property
∂
∂t
(g ∗ u)(t, x) = u(t, x)− (g ∗ u)(t, x), (2.2)
5we are motivated to define a suitable ansatz U = U(t, x) to (2.1) such that
U(t, x) :=
(
ut(t, x) + i(−∆)
σ/2u(t, x), ut(t, x)− i(−∆)
σ/2u(t, x), (g ∗ u)(t, x)− u(t, x)
)T
(2.3)
carrying its corresponding initial data
U0(x) := U(0, x) = (u1(x), u1(x), 0)
T. (2.4)
By using the differential property (2.2), one may reduce (2.1) toUt − A0(−∆)
σ/2U − A1U = 0, x ∈ R
n, t > 0,
U(0, x) = U0(x), x ∈ R
n,
(2.5)
where the coefficient matrices are given by
A0 =
 i 0 00 −i 0
0 0 0
 and A1 =
 0 0 10 0 1
−1
2
−1
2
−1
 .
Let us apply the partial Fourier transform Uˆ(t, ξ) = Fx→ξ(U(t, x)) in (2.5). Then, the Cauchy
problem for the first-order |ξ|-dependent system reads as follows:Uˆt −A0|ξ|
σUˆ − A1Uˆ = 0, ξ ∈ R
n, t > 0,
Uˆ(0, ξ) = Uˆ0(ξ), ξ ∈ R
n.
(2.6)
With the aim of understanding the influence of the parameter |ξ|, we will discuss the asymptotic
behavior of solutions into three parts containing small frequencies ξ ∈ Zint(ε), large frequencies
ξ ∈ Zext(N) and middle frequencies ξ ∈ Zmid(ε,N), individually.
2.1 Representation of solutions
In this part, we will study representations of solutions to (2.6). Particularly, we can apply diago-
nalization procedure to derive representation of solutions for ξ ∈ Zint(ε) ∪ Zext(N), and establish a
contradiction argument to get an exponential stability for ξ ∈ Zmid(ε,N). Actually, we found that
the Cauchy problem (2.5) is a special case of the so-called α− β system, which can be shown by
utt +Au− γ1A
αv = 0, x ∈ Rn, t > 0,
vt + γ2A
βv + γ1A
αut = 0, x ∈ R
n, t > 0,
u(0, x) = u0(x), ut(0, x) = u1(x), v(0, x) = v0(x), x ∈ R
n,
if we use a suitable change of variable (see (2.1) in [17]) and take α = β = 0, γ1 = γ2 = 1,
A = (−∆)σ with σ > 1. Therefore, we may directly apply the results studied in [17]. More
precisely, the following three propositions are derived in Propositions 2.1, 2.2, 2.4 in [17] with
α = 0, respectively.
6Proposition 2.1. The eigenvalues λj = λj(|ξ|) for j = 1, 2, 3, of the coefficient matrix A0|ξ|
σ +A1
from (2.6) behave for |ξ| < ε≪ 1 as follows:
λ1(|ξ|) = −|ξ|
2σ + O(|ξ|3σ),
λ2(|ξ|) = −
(
1
2
+ i
√
3
2
)
+
(
1
2
− i
√
3
6
)
|ξ|2σ + O(|ξ|3σ),
λ3(|ξ|) = −
(
1
2
− i
√
3
2
)
+
(
1
2
+ i
√
3
6
)
|ξ|2σ + O(|ξ|3σ).
Furthermore, the solution to (2.6) has for ξ ∈ Zint(ε) the representation
Uˆ(t, ξ) = Tint diag
(
eλ1(|ξ|)t, eλ2(|ξ|)t, eλ3(|ξ|)t
)
T−1int Uˆ0(ξ),
where Tint := N1(I3 +N2(|ξ|))(I3 +N3(|ξ|)) and
N1 :=

−1 −1+i
√
3
2
−1+i
√
3
2
1 −1+i
√
3
2
−1+i
√
3
2
0 1 1
, N2(|ξ|) := |ξ|σ

0 −
√
3+i
1+i
√
3
−√3+i
−1+i√3
− 2
√
3
3(1+i
√
3)
0 0
2
√
3
3(1−i√3) 0 0
 ,
N3(|ξ|) : = |ξ|
2σ

0 0 0
0 0 −1+i
√
3
6
0 −1+i
√
3
6
0
 .
Proposition 2.2. The eigenvalues λj = λj(|ξ|) for j = 1, 2, 3, of the coefficient matrix A0|ξ|
σ +A1
from (2.6) behave for |ξ| > N ≫ 1 as follows:
λ1(|ξ|) = i|ξ|
σ + i
2
|ξ|−σ − 1
2
|ξ|−2σ + O(|ξ|−3σ),
λ2(|ξ|) = −i|ξ|
σ − i
2
|ξ|−σ − 1
2
|ξ|−2σ + O(|ξ|−3σ),
λ3(|ξ|) = −1 + |ξ|
−2σ + O(|ξ|−3σ).
Furthermore, the solution to (2.6) has for ξ ∈ Zext(N) the representation
Uˆ(t, ξ) = Text diag
(
eλ1(|ξ|)t, eλ2(|ξ|)t, eλ3(|ξ|)t
)
T−1ext Uˆ0(ξ),
where Text := (I3 +N4(|ξ|))(I3 +N5(|ξ|))(I3 +N6(|ξ|)) and
N4(|ξ|) := |ξ|
−σ
 0 0 i0 0 −i
i
2
− i
2
0
, N5(|ξ|) := |ξ|−2σ
 0
1
4
−1
1
4
0 −1
−1
2
−1
2
0
 ,
N6(|ξ|) := |ξ|
−3σ
 0
i
4
−i
− i
4
0 i
− i
2
i
2
0
 .
Proposition 2.3. The solution Uˆ = Uˆ(t, ξ) to (2.6) fulfills the next estimate for any ξ ∈ Zmid(ε,N):
|Uˆ(t, ξ)| . e−ct|Uˆ0(ξ)|
with a positive constant c and for any t > 0.
72.2 Regularity-loss-type estimates of solutions
The pointwise estimates in the Fourier space is to depict the decay properties of solutions. In Section
2.1, the asymptotic behavior of eigenvalues and representation of solutions Uˆ(t, ξ) have been derived
in Propositions 2.1, 2.2, 2.3. We may now summarize them to get the sharp pointwise estimates in
the Fourier space.
Proposition 2.4. The solution Uˆ = Uˆ(t, ξ) to (2.6) fulfills the pointwise estimates for any ξ ∈ Rn
and t > 0 as follows:
|Uˆ(t, ξ)| . exp
(
−c
|ξ|2σ
(1 + |ξ|2)2σ
t
)
|Uˆ0(ξ)|
with a positive constant c > 0.
Let us recall a useful lemma which was proved in [17].
Lemma 2.1. [17, Lemma 3.2] Let us consider f ∈ Hs+ℓ(Rn) with s > 0 and ℓ > 0. Then, the
following estimate holds:∥∥∥χext(D)|D|sF−1ξ→x (e−c|ξ|−θt) (t, x)f(x)∥∥∥L2(Rn) . (1 + t)− ℓθ ‖f‖Hs+ℓ(Rn)
where θ > 0 and c > 0.
By using Proposition 2.4 and Lemma 2.1, we may conclude the next energy estimates with initial
data taken from Sobolev spaces with additional Lm regularities for any m ∈ [1, 2].
Theorem 2.1. Let us assume U0 ∈ (H
s+ℓ(Rn) ∩ Lm(Rn))3 with s > 0, ℓ > 0 and m ∈ [1, 2]. Then,
the solution U = U(t, x) to (2.5) with σ > 1 fulfills the estimates as follows:
‖U(t, ·)‖(H˙s(Rn))3 . (1 + t)
− n
2σ
( 1
m
− 1
2
)− s
2σ ‖U0‖(Lm(Rn))3 + (1 + t)
− ℓ
2σ ‖U0‖(Hs+ℓ(Rn))3
for any t > 0.
Proof. Let us begin with the case when m ∈ [1, 2). From the pointwise estimates stated in Propo-
sition 2.4, we deduce
‖χint(D)|D|
sU(t, ·)‖(L2(Rn))3 .
∥∥∥χint(ξ)|ξ|se−c|ξ|2σtUˆ0(ξ)∥∥∥
(L2(Rn))3
.
(∫ ε
0
rsm1+n−1e−cm1r
2σtdr
)1/m1
‖U0‖(Lm(Rn))3
. (1 + t)−
n
2σ
( 1
m
− 1
2
)− s
2σ ‖U0‖(Lm(Rn))3 ,
where 1/m1 = (2 − m)/(2m) and we used Hölder’s inequality as well as the Hausdorff-Young
inequality. For the case of large frequencies, we apply Lemma 2.1 to get
‖χext(D)|D|
sU(t, ·)‖(L2(Rn))3 .
∥∥∥χext(ξ)|ξ|se−c|ξ|−2σtUˆ0(ξ)∥∥∥
(L2(Rn))3
. (1 + t)−
ℓ
2σ ‖U0‖(Hs+ℓ(Rn))3 .
Finally, due to the exponential stability when ξ ∈ Zmid(ε,N), we can complete the statement by
summarizing the derived estimates in each zone.
8Let us consider the limit case when m = 2. Thus, we may now apply the norm inequality
‖ · ‖L2(Rn) . ‖ · ‖L∞(Rn)‖ · ‖L2(Rn) for the estimates in each zone. By similar calculations to the case
m ∈ [1, 2), we may complete the proof.
To investigate the global (in time) existence of solutions in the forthcoming part, the estimates
for solutions and their derivatives play an important role. However, providing that we directly apply
the estimates for Uˆ(t, ξ) to get the pointwise estimate for uˆ(t, ξ), |ξ|σuˆ(t, ξ) and uˆt(t, ξ), then some
loss of decay rates will appear. To overcome this difficulty, we may explicitly calculate the principal
parts of representation of solutions from Propositions 2.1 and 2.2. Combining
|ξ|σuˆ(t, ξ) =
1
2i
(1,−1, 0) Uˆ(t, ξ) and uˆt(t, ξ) =
1
2
(1, 1, 0) Uˆ(t, ξ),
we can derive the following sharper pointwise estimates.
Theorem 2.2. Let us assume u1 ∈ H
s+ℓ(Rn) ∩ Lm(Rn) with s > 0, ℓ > 0 and m ∈ [1, 2]. Then,
the solution u = u(t, x) to (2.1) fulfills the estimates as follows:
‖u(t, ·)‖L2(Rn) . (1 + t)
− n
2σ
( 1
m
− 1
2
)‖u1‖Lm(Rn) + (1 + t)
− 1
2
− ℓ
2σ ‖u1‖Hℓ(Rn),
‖ |D|σu(t, ·)‖H˙s(Rn) . (1 + t)
− n
2σ
( 1
m
− 1
2
)− 1
2
− s
2σ ‖u1‖Lm(Rn) + (1 + t)
− ℓ
2σ ‖u1‖Hs+ℓ(Rn),
‖ut(t, ·)‖H˙s(Rn) . (1 + t)
− n
2σ
( 1
m
− 1
2
)−1− s
2σ ‖u1‖Lm(Rn) + (1 + t)
− ℓ
2σ ‖u1‖Hs+ℓ(Rn),
for any t > 0.
Proof. Let us consider the solutions localized to small frequency zone firstly. According to Proposi-
tion 2.1, we may compute explicit formula of coefficient matrix Tint and its inverse. By taking into
consideration ξ ∈ Zint(ε), it yields
χint(ξ)|ξ|
σ|uˆ(t, ξ)| . χint(ξ)
(
eλ1(|ξ|)t +
√
3i
6
∣∣∣eλ2(|ξ|)t − eλ3(|ξ|)t∣∣∣+ 1
2
∣∣∣eλ2(|ξ|)t + eλ3(|ξ|)t∣∣∣) |ξ|σ|uˆ1(ξ)|,
χint(ξ)|uˆt(t, ξ)| . χint(ξ)
(
eλ1(|ξ|)t +
√
3i
9
∣∣∣eλ2(|ξ|)t − eλ3(|ξ|)t∣∣∣+ 1
3
∣∣∣eλ2(|ξ|)t + eλ3(|ξ|)t∣∣∣) |ξ|2σ|uˆ1(ξ)|.
It is clear from Euler’s formula that
χint(ξ)
∣∣∣eλ2(|ξ|)t − eλ3(|ξ|)t∣∣∣ . χint(ξ) e− t2 +|ξ|σt ∣∣∣i sin ((√32 + √36 |ξ|2σ) t)∣∣∣ ,
χint(ξ)
∣∣∣eλ2(|ξ|)t + eλ3(|ξ|)t∣∣∣ . χint(ξ) e− t2 +|ξ|σt ∣∣∣cos ((√32 + √36 |ξ|2σ) t)∣∣∣ .
In other words, by using bounded estimates for the sine and cosine functions, one may have the
following estimates for any s > 0:
χint(ξ)|uˆ(t, ξ)| . χint(ξ) e
−c1|ξ|2σt|uˆ1(ξ)|,
χint(ξ)|ξ|
s+σ|uˆ(t, ξ)| . χint(ξ) |ξ|
s+σe−c1|ξ|
2σt|uˆ1(ξ)|,
χint(ξ)|ξ|
s|uˆt(t, ξ)| . χint(ξ) |ξ|
s+2σe−c1|ξ|
2σt|uˆ1(ξ)|,
where c1 is a suitable positive constant. By following the same approach as in the proof of Theorem
2.1 for small frequencies, we can immediately estimate the solutions and their derivatives for initial
data taken from Lm spaces with m ∈ [1, 2].
9Next, we consider the solutions localized to large frequency zone. By the similar way to small
frequency zone, from Proposition 2.2, we may carry out some calculations to get
χext(ξ)|ξ|
σ|uˆ(t, ξ)| . χext(ξ)
∣∣∣i (eλ1(|ξ|)t − eλ2(|ξ|)t)∣∣∣ |uˆ1(ξ)|+ χext(ξ)|ξ|−3σeλ3(|ξ|)t|uˆ1(ξ)|,
χext(ξ)|uˆt(t, ξ)| . χext(ξ)
∣∣∣eλ1(|ξ|)t + eλ2(|ξ|)t∣∣∣ |uˆ1(ξ)|+ χext(ξ)|ξ|−4σeλ3(|ξ|)t|uˆ1(ξ)|.
Moreover, we know
χext(ξ)
∣∣∣eλ1(|ξ|)t − eλ2(|ξ|)t∣∣∣ . χext(ξ) e− 12 |ξ|−2σt ∣∣∣sin ((|ξ|σ + 12 |ξ|−σ) t)∣∣∣ ,
χext(ξ)
∣∣∣eλ1(|ξ|)t + eλ2(|ξ|)t∣∣∣ . χext(ξ) e− 12 |ξ|−2σt ∣∣∣cos ((|ξ|σ + 12 |ξ|−σ) t)∣∣∣ ,
and
χext(ξ)|ξ|
−jσeλ3(|ξ|)t . χext(ξ)e−c˜t,
with j = 3, 4, and a positive constant c˜, which lead to the next estimates for any s > 0:
χext(ξ)|uˆ(t, ξ)| . χext(ξ) |ξ|
−σe−c2|ξ|
−2σt|uˆ1(ξ)|,
χext(ξ)|ξ|
s+σ|uˆ(t, ξ)| . χext(ξ) |ξ|
se−c2|ξ|
−2σt|uˆ1(ξ)|,
χext(ξ)|ξ|
s|uˆt(t, ξ)| . χext(ξ) |ξ|
se−c2|ξ|
−2σt|uˆ1(ξ)|,
where c2 is a suitable positive constant. By repeating the same way as in the proof of Theorem 2.1
for large frequencies, the solutions and their derivatives can be estimated.
Finally, due to the exponential stability for middle frequencies such that
χmid(ξ)|ξ|
s (|uˆ(t, ξ)|+ |ξ|σ|uˆ(t, ξ)|+ |uˆt(t, ξ)|) . χmid(ξ)e
−ct|uˆ1(ξ)|
with a positive constant c > 0, we may have
‖χmid(D)u(t, ·)‖L2(Rn) + ‖χmid(D)|D|
σu(t, ·)‖H˙s(Rn) + ‖χmid(D)ut(t, ·)‖H˙s(Rn) . e
−ct‖u1‖L2(Rn).
Summarizing the derived estimates completes the proof.
Besides the achieved estimates from Theorem 2.2, we may follow the proof of previous theorems
to arrive at the following further estimates.
Corollary 2.1. Let us assume u1 ∈ H
s+ℓ(Rn) ∩ Lm(Rn) with s > 0, ℓ > 0 and m ∈ [1, 2]. Then,
the solution u = u(t, x) to (2.1) fulfills the estimates as follows:
‖u(t, ·)‖H˙s(Rn) .
(1 + t)
− n
2σ
( 1
m
− 1
2
)− s
2σ ‖u1‖Lm(Rn) + (1 + t)
− 1
2
− ℓ
2σ
+ s
2σ ‖u1‖Hℓ(Rn),
(1 + t)−
n
2σ
( 1
m
− 1
2
)− s
2σ ‖u1‖Lm(Rn) + (1 + t)
− 1
2
− ℓ
2σ ‖u1‖Hs+ℓ(Rn),
for any t > 0.
Remark 2.1. Comparing with the previous study on the Cauchy problem for plate equation with
an exponential decay memory term, i.e. Theorem 2.7 in [20], our estimates stated in Theorem 2.2
with σ = 2 for the energies are sharper because we derived the estimates for |ξ|σuˆ(t, ξ) and uˆt(t, ξ)
independently in the Fourier space. Furthermore, we also derive estimates for the solution itself in
Theorem 2.2, which did not be shown in [20].
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Remark 2.2. According to Theorems 2.1 and 2.2, we may observe the decay properties of regularity-
loss if ℓ > 0, namely, it requires s + ℓ regularity for initial data to estimate the energies in the H˙s
norm. In the special case when ℓ = 0, the effect of regularity-loss will disappear, nevertheless, the
decay properties also will lost simultaneously.
Remark 2.3. Let us now compare the energy estimates with initial data taken from L1 ∩ L2 space
between Theorem 2.2 and those from the previous study on the Cauchy problem for σ-evolution
models with friction, namely,utt + (−∆)
σu+ ut = 0, x ∈ R
n, t > 0,
u(0, x) = 0, ut(0, x) = u1(x), x ∈ R
n.
(2.7)
The authors in [12] proved the estimates for solutions to (2.7) such that
‖u(t, ·)‖L2(Rn) . (1 + t)
− n
4σ ‖u1‖L1(Rn) + e
−ct‖u1‖H−σ(Rn),
‖ |D|σu(t, ·)‖L2(Rn) . (1 + t)
− n
4σ
− 1
2‖u1‖L1(Rn) + e
−ct‖u1‖L2(Rn),
‖ut(t, ·)‖L2(Rn) . (1 + t)
− n
4σ
−1‖u1‖L1(Rn) + e
−ct‖u1‖L2(Rn),
with a positive constant c, which are stronger than ours in Theorem 2.2, in particular, the time-
dependent coefficient of the H−σ or L2 norms of u1. Nonetheless, the estimates for solutions localized
to small frequency zone are coincide with those stated in Theorem 2.2, which are represented by the
time-dependent coefficient of the L1 norm of u1. As a consequence, we observe the damping effect
generated by u− g ∗ u containing the exponential decay memory term is weaker than that generated
by the frictional damping term ut due to the regularity-loss effect.
2.3 Generalized diffusion phenomena
It is well-known that the diffusion phenomenon allows us to bridge decay behaviors of solutions
between the dissipative evolution equation and its corresponding parabolic-like evolution equations.
For example, the classical diffusion phenomenon bridges decay behaviors between damped wave
equation and heat equation. Let us turn to the general evolution equations. Our aim is to investigate
general diffusion phenomena, which gives approximate equations to describe the general evolution
equations.
Let us begin with introducing some notations to state generalized diffusion phenomena, particu-
larly, the approximate equations and their solutions.
For one thing, we denote |ξ|-dependent functions
λ0j(|ξ|) :=

−|ξ|2σ if j = 1,
−
(
1
2
+ i
√
3
2
)
+
(
1
2
− i
√
3
6
)
|ξ|2σ if j = 2,
−
(
1
2
− i
√
3
2
)
+
(
1
2
+ i
√
3
6
)
|ξ|2σ if j = 3,
and
λ∞j (|ξ|) :=

i|ξ|σ + i
2
|ξ|−σ − 1
2
|ξ|−2σ if j = 1,
−i|ξ|σ − i
2
|ξ|−σ − 1
2
|ξ|−2σ if j = 2,
−1 + |ξ|−2σ if j = 3.
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Obviously, λ0j(|ξ|) and λ
∞
j (|ξ|) with j = 1, 2, 3 are the principal parts of the corresponding eigenval-
ues λj(|ξ|) for small frequencies and for large frequencies, respectively. That is to say for j = 1, 2, 3
λj(|ξ|)− λ
0
j (|ξ|) = O(|ξ|
3σ) as |ξ| → 0,
λj(|ξ|)− λ
∞
j (|ξ|) = O(|ξ|
−3σ) as |ξ| → ∞.
These remaining parts contribute to the additional decay rate or the improvement for regularity on
the estimates.
For another, we introduce some reference equations motivated by the eigenvalues λ0j(|ξ|) and
λ∞j (|ξ|) for j = 1, 2, 3. The reference equations with respect to U
0 = U0(t, x) can be written byU
0
t + Λ0U
0 + Λ1(−∆)
σU0 = 0, x ∈ Rn, t > 0,
U0(0, x) := F−1 ((I3 +N2(|ξ|))−1) (x)N−11 U0(x) x ∈ R
n,
(2.8)
where the diagonal coefficient matrices are defined by
Λ0 := diag
(
0, 1
2
+ i
√
3
2
, 1
2
− i
√
3
2
)
, Λ1 := diag
(
1,−1
2
+ i
√
3
6
,−1
2
− i
√
3
6
)
,
and the matrices N1, N2(|ξ|) were defined in the statement of Proposition 2.1. So, the solution to
(2.8) in the Fourier space can be uniquely represented by λ0j (|ξ|) with N1 and N2(|ξ|).
The reference equations with respect to U∞ = U∞(t, x) can be written byU
∞
t + Λ2(−∆)
σ/2U∞ + Λ3U∞ + Λ4(−∆)−σ/2U∞ + Λ5(−∆)−σU∞ = 0, x ∈ Rn, t > 0,
U∞(0, x) := F−1 ((I3 +N5(|ξ|))−1(I3 +N4(|ξ|))−1) (x)U0(x), x ∈ Rn,
(2.9)
where the diagonal coefficient matrices are defined by
Λ2 := diag(−i, i, 0), Λ3 := diag(0, 0, 1), Λ4 := diag
(
− i
2
, i
2
, 0
)
, Λ5 := diag
(
1
2
, 1
2
,−1
)
,
and the matrices N4(|ξ|), N5(|ξ|) were defined in the statement of Proposition 2.2. In other words,
the solution to (2.9) in the Fourier space is uniquely shown by λ∞j (|ξ|) with N4(|ξ|) and N5(|ξ|).
Before showing our main result, let us denote
S0(t, x) := χint(D)N1F
−1 (I3 +N2(|ξ|)) (x)U0(t, x),
S∞(t, x) := χext(D)F−1 ((I3 +N4(|ξ|)(I3 +N5(|ξ|))) (x)U∞(t, x),
where U0(t, x) is the solution to (2.8), and U∞(t, x) is the solution to (2.9). The functions S0(t, x)
and S∞(t, x) are useful for us to describe generalized diffusion phenomena later.
From Theorem 2.1, concerning the estimation of U(t, ·) in the H˙s spaces with s > 0, the decay
rate and the regularity for initial data are determined by small frequencies and large frequencies,
respectively. In other words, we may explain generalized diffusion phenomena by the behavior of
Fourier multipliers localized to small and large frequencies. One may follow the same approach to
Theorem 4.1 in [17] to get the next theorem. Thus, we will omit the proof.
Theorem 2.3. Let us assume U0 ∈ (H
s+ℓ(Rn) ∩ Lm(Rn))3 with s > 0, ℓ > 0 and m ∈ [1, 2]. Then,
the solution U = U(t, x) to (2.5) fulfills the refinement estimates as follows:
‖(U − S0)(t, ·)‖(H˙s(Rn))3 . (1 + t)
− n
2σ
( 1
m
− 1
2
)− 1
2‖U0‖(Lm(Rn))3 + (1 + t)
− ℓ
2σ ‖U0‖(Hs+ℓ(Rn))3 ,
‖(U − S∞)(t, ·)‖(H˙s(Rn))3 . (1 + t)
− n
2σ
( 1
m
− 1
2
)‖U0‖(Lm(Rn))3 + (1 + t)
− ℓ
2σ ‖U0‖(Hs+ℓ−σ(Rn))3 ,
‖(U − S0 − S∞)(t, ·)‖(H˙s(Rn))3 . (1 + t)
− n
2σ
( 1
m
− 1
2
)− 1
2‖U0‖(Lm(Rn))3 + (1 + t)
− ℓ
2σ ‖U0‖(Hs+ℓ−σ(Rn))3 ,
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for s+ ℓ− σ > 0 and for any t > 0.
Remark 2.4. Let us now compare the decay rate and regularity of initial data stated in Theorem
2.1 with those in Theorem 2.3. We find that the decay rate for initial data taken from Lm spaces
in Theorem 2.3 can be improved by (1 + t)−1/2 by subtracting S0(t, x). Additionally, by keeping the
decay rate (1 + t)−ℓ/(2σ) the regularity of initial data in Theorem 2.3 can be weakened by σ order by
subtracting S∞(t, x).
Remark 2.5. According to Theorem 2.3 and the approximate equations (2.8) as well as (2.9), we
may interpret this effect as doubly diffusion phenomena, whose reference equations consist of two
different approximate equations. The doubly diffusion phenomena were firstly studied by [4].
Remark 2.6. Actually, one may assume that u(0, x) = u0(x) is not identically zero in the linear
σ-evolution models (2.1). By processing the same calculation, one also can obtain the same results
for energy estimates and generalized diffusion phenomena as in Theorem 2.1 and Theorem 2.3,
respectively.
Remark 2.7. Even taking σ = 2 in Theorem 2.3, it is not reasonable to compare this result with
the results in [20]. In the recent paper [20], the authors derived large time approximation and found
the approximation equation by concerning another ansatz
U˜(t, x) := (∆u(t, x), ut(t, x), (g ∗ u)(t, x)− u(t, x))
T .
What we do is to analyze the ansatz U(t, x) defined in (2.3). Hence, we are investigating a different
change of variables.
3 Global (in time) existence of small data solutions
Let us first introduce some notations which will be used in the proof of global (in time) existence
of small data solutions. We denote E = E(t, x) as the fundamental solution to the linear Cauchy
problem (2.1) with initial data u(0, x) = 0 and ut(0, x) = δ0, where δ0 is the Dirac distribution at
x = 0 with respect to the spatial variables.
Before introducing our aim, let us show the existence of the fundamental solution E(t, x). It
seems not trivial due to the time-convolution term in the linear part. In the previous research [20],
the authors considered the special case σ = 2 in (2.1) and they combined the Fourier transform
with the Laplace transform to get the fundamental solution. To prove the existence of the inverse
Laplace transform of the kernel functions, the authors studied the zero points. Here, one recognizes
that we will use a simple proof to indicate the existence of E(t, x) with the exponential decay kernel.
The main idea is to get the solution to the second-order (with respect to t) evolution equation with
memory term from the third-order (with respect to t) evolution equation without memory term,
which allows us to avoid the memory term in the treatment of the Laplace transform. It is clear
that the fundamental solution toE˜ttt + E˜tt + (−∆)
σE˜t + E˜t + (−∆)
σE˜ = 0, x ∈ Rn, t > 0,
E˜(0, x) = 0, E˜t(0, x) = δ0, E˜tt(0, x) = 0, x ∈ R
n,
(3.1)
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exists by using the partial Fourier transform and its inverse transform with respect to spatial
variables. According to the relation (2.2), we may write the equation in (3.1) by
(∂t +I)
(
E˜tt + (−∆)
σE˜ + E˜ − g ∗ E˜
)
= 0,
where I denotes the unit operator mapping the function to itself. Then, by multiplying the above
equation by et and integrating the resultant over [0, t], we deriveE˜tt + (−∆)
σE˜ + E˜ − g ∗ E˜ = 0, x ∈ Rn, t > 0,
E˜(0, x) = 0, E˜t(0, x) = δ0, x ∈ R
n,
(3.2)
whose solution is exactly the fundamental solution to (2.1). It is clear that the existence of E˜(t, x)
implies immediately the existence of E(t, x). Again, one may also strictly follow the proof of Lemma
2.1 in [20] to prove the existence of the fundamental solution to (2.1) without any new difficulty.
More precisely, we just need to change |ξ|4 in the proof of Lemma 2.1 in [20] by |ξ|2σ with σ > 1.
We now may represent the solution to the corresponding linear equation (2.1) by
ulin(t, x) := E(t, x) ∗(x) u1(x).
For T > 0, we define the operator N such that
N : u ∈ X(T )→ Nu(t, x) := ulin(t, x) + unon(t, x),
where X(T ) is an evolution space to be determined later. Moreover, having in mind Duhamel’s
principle the integral operator unon(t, x) can be shown by
unon(t, x) :=
∫ t
0
E(t− τ, x) ∗(x) |u(τ, x)|
pdτ.
Then, we will prove global (in time) solution to the semilinear problem (1.1) as a fixed point of the
operator N . Consequently, we will prove the following two crucial inequalities in the next parts:
‖Nu‖X(T ) . ‖u1‖D(Rn) + ‖u‖
p
X(T ), (3.3)
‖Nu−Nv‖X(T ) . ‖u− v‖X(T )
(
‖u‖p−1X(T ) + ‖v‖
p−1
X(T )
)
, (3.4)
with the aim of demonstrating the global (in time) existence and uniqueness of small data solu-
tions. Here, the data space D(Rn) will be fixed in the statement of the theorem. Providing that
‖u1‖D(Rn) = ǫ is sufficiently small, then the estimates (3.3) and (3.4) result the existence of a unique
local and global (in time) solution in X(T ) by using Banach’s fixed point theorem.
In order to prove global existence result, some tools from Harmonic Analysis shown in Appendix
A combined with the following lemma come into play.
Lemma 3.1. The following inequalities:
∫ t
0
(1 + t− τ)−α(1 + τ)−βdτ .

(1 + t)−min{α,β} if max{α, β} > 1,
(1 + t)−min{α,β} log(e + t) if max{α, β} = 1,
(1 + t)1−α−β if max{α, β} < 1,
hold for all α, β ∈ R.
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Let us state our main result for global (in time) existence of small data solutions.
Theorem 3.1. Let σ > 1, m ∈ [1, 2) and s ∈ (0, σ). Let ℓ being subject to max{ℓ∗, 0} 6 ℓ < s,
where ℓ∗ := n( 1
m
− 1
2
) + 2s− σ. We suppose that p > 1 + ⌈ℓ⌉ and n < 2mσ
2−m fulfilling p >
2
m
for all
n 6 4s
2−m , and additionally, p 6
n−2ℓ
n−2s if n > 2s. Providing that
p > pcrit(n,m, σ) = 1 +
2mσ
n
, (3.5)
then there exists a sufficiently small constant ǫ > 0 such that for any data u1 ∈ D(R
n) := Lm(Rn)∩
Hs+ℓ(Rn) satisfying the assumption ‖u1‖D(Rn) 6 ǫ, there is a uniquely determined global (in time)
Sobolev solution
u ∈ C([0,∞), Hs(Rn))
to (1.1). Moreover, the following estimates hold:
‖u(t, ·)‖L2(Rn) . (1 + t)
− n
2σ
( 1
m
− 1
2
)‖u1‖D(Rn),
‖ |D|su(t, ·)‖L2(Rn) . (1 + t)
− n
2σ
( 1
m
− 1
2
)− s
2σ ‖u1‖D(Rn).
Example 3.1. Let us consider the case when m = 1 in Theorem 3.1. Moreover, we take 2s =
σ + 1− n/2 so that ℓ = ℓ∗ = 1. We assume initial data u1 belonging to L1(Rn) ∩H(σ+3)/2−n/4(Rn)
and being sufficiently small. Then, there exists a unique determined Sobolev solution
u ∈ C
(
[0,∞), H(σ+1)/2−n/4(Rn)
)
to (1.1) with σ > n/2 + 1 and σ > n − 1, providing that the exponent p of the power nonlinearity
satisfies the next conditions:
• for n = 1, 2, we consider p > pcrit(n, 1, σ);
• for n > 3, we consider p > pcrit(n, 1, σ), and additionally, p 6
2n−4
3n−2(σ+1) if
2(σ+1)
3
< n < n0(σ),
where n0(σ) denotes the positive root of the quadratic equation n
2 +2(2σ+1)n−4(σ2+σ) = 0.
It is obvious to verify 2(σ+1)
3
< n0(σ) holds for any σ > 2 and n > 3.
We want to underline that the condition n < n0(σ) for n > 3 is to guarantee the nonempty interval
for p such that p ∈ (pcrit(n, 1, σ),
2n−4
3n−2(σ+1) ]. Moreover, due to σ > n/2 + 1, the condition n > 2s
implies the condition n > 2, which is the reason for dividing our consideration into the cases n = 1, 2
and n > 3.
Remark 3.1. The restriction ℓ∗ 6 ℓ < s leads to s < σ − n( 1
m
− 1
2
). Concerning the existence of
parameter s ∈ (0, σ), we would like to say
0 < σ − n
(
1
m
−
1
2
)
iff n <
2mσ
2−m
.
In other words, the restriction on dimensions in Theorem 3.1 at least should be n < 2mσ
2−m .
Remark 3.2. Actually, by fixing some parameters σ and n in Theorem 3.1, there are a lot of
examples showing that the lower bound of the exponent p is given by pcrit(n,m, σ) if we choose some
suitable parameters on the regularities s,m, ℓ of initial data. For example, if we take σ = 2 and
n = 1, then we arrive at p > pcrit(1, 1, 2) = 5 with the choice of s = 1, m = 1 and ℓ = 1/2.
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Remark 3.3. In the case when n > 2s in Theorem 3.1, we may weaken the upper bound for
the exponent p and the dimension n to obtain their larger admissible range, e.g. we may consider
s − n/2 → 0− and m − 2 → 0−, respectively. We should pay attention on other restrictions of
regularity s, e.g. s ∈ (0, σ).
Remark 3.4. Inherited by the linear Cauchy problem (2.1), we also observe the effect of regularity-
loss in Theorem 3.1. Precisely, to derive global (in time) existence of Sobolev solutions with Hs
regularity, we need to assume initial data having Hs+ℓ regularity.
Proof. We define the solution space for T > 0 by
X(T ) := C([0, T ], Hs(Rn)) ,
equipped with the corresponding norm
‖u‖X(T ) := sup
06t6T
(
(1 + t)
n
2σ
( 1
m
− 1
2
)‖u(t, ·)‖L2(Rn) + (1 + t)
n
2σ
( 1
m
− 1
2
)+ s
2σ ‖ |D|su(t, ·)‖L2(Rn)
)
.
Before indicating the both inequalities (3.3) and (3.4), we need the following auxiliary estimates:
‖ |u(τ, ·)|p‖Lm(Rn) = ‖u(τ, ·)‖
p
Lmp(Rn) . (1 + τ)
− n
2mσ
(p−1)‖u‖pX(τ), (3.6)
‖ |u(τ, ·)|p‖L2(Rn) = ‖u(τ, ·)‖
p
L2p(Rn) . (1 + τ)
− n
2σ
( p
m
− 1
2
)‖u‖pX(τ), (3.7)
‖ |u(τ, ·)|p‖H˙ℓ(Rn) . (1 + τ)
− n
2σ
( p
m
− 1
2
)− ℓ
2σ ‖u‖pX(τ). (3.8)
Indeed, the first two estimates in the above can be directly obtained from the application of the
fractional Gagliardo-Nirenberg inequality from Proposition A.1 and the definition of the evolution
space, provided that
p ∈
[
2
m
,∞
)
if n 6 2s, or p ∈
[
2
m
,
n
n− 2s
]
if n > 2s.
To prove (3.8), employing the fractional chain rule from Proposition A.3 with p > ⌈ℓ⌉ we can
proceed as follows:
‖ |u(τ, ·)|p‖H˙ℓ(Rn) . ‖u(τ, ·)‖
p−1
Lr1(Rn) ‖u(τ, ·)‖H˙ℓr2(R
n),
where 1
2
= p−1
r1
+ 1
r2
with 1 < r1, r2 <∞.
Then, applying the fractional Gagliardo-Nirenberg inequality from Proposition A.1 gives
‖u(τ, ·)‖Lr1(Rn) . ‖u(τ, ·)‖
1−θr1
L2(Rn) ‖ |D|
su(τ, ·)‖
θr1
L2(Rn) . (1 + τ)
− n
2σ
( 1
m
− 1
2
)− s
2σ
θr1‖u‖X(τ)
. (1 + τ)
− n
2σ
( 1
m
− 1
r1
)
‖u‖X(τ),
where θr1 =
n
s
(1
2
− 1
r1
), and similarly
‖u(τ, ·)‖H˙ℓr2(R
n) . ‖u(τ, ·)‖
1−θr2
L2(Rn) ‖ |D|
su(τ, ·)‖
θr2
L2(Rn) . (1 + τ)
− n
2σ
( 1
m
− 1
2
)− s
2σ
θr2‖u‖X(τ)
. (1 + τ)
− n
2σ
( 1
m
− 1
r2
)− ℓ
2σ ‖u‖X(τ),
where θr2 =
n
s
(1
2
− 1
r2
+ ℓ
n
) and we considered ℓ 6 s. For this reason, we may conclude by summing
up the previous derived inequalities
‖ |u(τ, ·)|p‖H˙ℓ(Rn) . (1 + τ)
− n
2σ
( p
m
− 1
2
)− ℓ
2σ ‖u‖X(τ).
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Here, we have to guarantee that θr1 ∈ [0, 1] and θr2 ∈ [ℓ/s, 1], which imply the restrictions
1 < p 6
n− 2ℓ
n− 2s
if n > 2s, or p > 1 if n 6 2s.
First let us prove the inequality (3.3). From the estimates for solutions to the linear Cauchy
problem (2.1), which are shown in Theorem 2.2 and Corollary 2.1, one may derive
‖ulin(t, ·)‖L2(Rn) . (1 + t)
− n
2σ
( 1
m
− 1
2
)‖u1‖D(Rn),
‖ |D|sulin(t, ·)‖L2(Rn) . (1 + t)
− n
2σ
( 1
m
− 1
2
)− s
2σ ‖u1‖D(Rn),
where we used our assumption ℓ > ℓ∗ > ℓ∗ − s. For this reason, we immediately claim ulin ∈ X(T ).
From the definition of the data space, it is obvious that we just need to prove the following inequality
instead of (3.3):
‖unon‖X(T ) . ‖u‖
p
X(T ). (3.9)
Our proof is divided into two steps.
Step 1: We may estimate unon(t, ·) in the L2 norm by applying (L2 ∩ Lm) − L2 estimates in
[0, t/2] and L2 − L2 estimate in [t/2, t] as follows:
‖unon(t, ·)‖L2(Rn) .
∫ t/2
0
(1 + t− τ)−
n
2σ
( 1
m
− 1
2
)‖ |u(τ, ·)|p‖Lm(Rn)dτ +
∫ t
t/2
‖ |u(τ, ·)|p‖L2(Rn)dτ
+
∫ t
0
(1 + t− τ)−
1
2‖ |u(τ, ·)|p‖L2(Rn)dτ
.
(∫ t/2
0
(1 + t− τ)−
n
2σ
( 1
m
− 1
2
)(1 + τ)−
n
2mσ
(p−1)dτ +
∫ t
t/2
(1 + τ)−
n
2σ
( p
m
− 1
2
)dτ
)
‖u‖pX(T )
+
∫ t
0
(1 + t− τ)−
1
2‖ |u(τ, ·)|p‖L2(Rn)dτ,
where we have used (3.6) as well as (3.7), and ‖ · ‖X(τ) . ‖ · ‖X(T ) for any 0 6 τ 6 T . Since
p > pcrit(n,m, σ), it follows immediately −
n
2mσ
(p − 1) < −1. For the first two integrals, using the
relations (1 + t− τ) ≈ (1 + t) if τ ∈ [0, t/2] and (1 + τ) ≈ (1 + t) if τ ∈ [t/2, t] one derives from the
integrability that ∫ t/2
0
(1 + t− τ)−
n
2σ
( 1
m
− 1
2
)(1 + τ)−
n
2mσ
(p−1)dτ . (1 + t)−
n
2σ
( 1
m
− 1
2
),∫ t
t/2
(1 + τ)−
n
2σ
( p
m
− 1
2
)dτ . (1 + t)−
n
2σ
( 1
m
− 1
2
).
Here, we employed 1 − n
2σ
( p
m
− 1
2
) < − n
2σ
( 1
m
− 1
2
) in the second integral due to our assumption
p > pcrit(n,m, σ) again.
The applications of Lemma 3.1 and (3.7) lead to the following estimate:∫ t
0
(1 + t− τ)−
1
2‖ |u(τ, ·)|p‖L2(Rn)dτ . ‖u‖
p
X(T )
∫ t
0
(1 + t− τ)−
1
2 (1 + τ)−
n
2σ
( p
m
− 1
2
)dτ
. (1 + t)−min{
1
2
, n
2σ
( p
m
− 1
2
)}‖u‖pX(T )
. (1 + t)−
n
2σ
( 1
m
− 1
2
)‖u‖pX(T ),
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provided that n 6 2mσ
2−m . In the first line of the above chain inequality, we used p > pcrit(n,m, σ)
so that max{1
2
, n
2σ
( p
m
− 1
2
)} = n
2σ
( p
m
− 1
2
) > 1. As a result, combining the above estimates we have
proved that
‖unon(t, ·)‖L2(Rn) . (1 + t)
− n
2σ
( 1
m
− 1
2
)‖u‖pX(T ).
Step 2: By using the same ideas as Step 1 and applying some derived estimates from (3.6) to
(3.8), we may control the remaining term |D|sunon(t, ·) in the L2 norm as follows:
‖ |D|sunon(t, ·)‖L2(Rn) .
∫ t/2
0
(1 + t− τ)−
n
2σ
( 1
m
− 1
2
)− s
2σ ‖ |u(τ, ·)|p‖Lm(Rn)dτ
+
∫ t
t/2
(1 + t− τ)−
s
2σ ‖ |u(τ, ·)|p‖L2(Rn)dτ
+
∫ t
0
(1 + t− τ)−
1
2
− ℓ
2σ
+ s
2σ ‖ |u(τ, ·)|p‖Hℓ(Rn)dτ
.
∫ t/2
0
(1 + t− τ)−
n
2σ
( 1
m
− 1
2
)− s
2σ (1 + τ)−
n
2mσ
(p−1)dτ‖u‖pX(T )
+
∫ t
t/2
(1 + t− τ)−
s
2σ (1 + τ)−
n
2σ
( p
m
− 1
2
)dτ‖u‖pX(T )
+
∫ t
0
(1 + t− τ)−
ℓ
2σ
− 1
2
+ s
2σ ‖ |u(τ, ·)|p‖Hℓ(Rn)dτ.
Then, repeating some arguments as we did in Step 1 we may conclude the following estimates:∫ t/2
0
(1 + t− τ)−
n
2σ
( 1
m
− 1
2
)− s
2σ (1 + τ)−
n
2mσ
(p−1)dτ . (1 + t)−
n
2σ
( 1
m
− 1
2
)− s
2σ ,∫ t
t/2
(1 + t− τ)−
s
2σ (1 + τ)−
n
2σ
( p
m
− 1
2
)dτ . (1 + t)−
n
2σ
( 1
m
− 1
2
)− s
2σ ,
by using s < σ and p > pcrit(n,m, σ).
To deal with the remaining integral, from (3.7) and (3.8) we notice that
‖ |u(τ, ·)|p‖Hℓ(Rn) . ‖ |u(τ, ·)|
p‖L2(Rn) + ‖ |u(τ, ·)|
p‖H˙ℓ(Rn) . (1 + τ)
− n
2σ
( p
m
− 1
2
)‖u‖pX(τ).
Consequently, applying Lemma 3.1 we may arrive at∫ t
0
(1 + t− τ)−
ℓ
2σ
− 1
2
+ s
2σ ‖ |u(τ, ·)|p‖Hℓ(Rn)dτ . ‖u‖
p
X(T )
∫ t
0
(1 + t− τ)−
1
2
− ℓ
2σ
+ s
2σ (1 + τ)−
n
2σ
( p
m
− 1
2
)dτ
. (1 + t)−min{
1
2
+ ℓ
2σ
− s
2σ
, n
2σ
( p
m
− 1
2
)}‖u‖pX(T )
. (1 + t)−
n
2σ
( 1
m
− 1
2
)− s
2σ ‖u‖pX(T ),
where the condition ℓ > max{ℓ∗, 0} is fulfilled. Precisely, due to the assumption ℓ < s and p >
pcrit(n,m, σ), we find
1
2
+
ℓ
2σ
−
s
2σ
<
n
2σ
(
p
m
−
1
2
)
for any σ > 1 and m ∈ [1, 2). Therefore, we obtain
‖ |D|sunon(t, ·)‖L2(Rn) . (1 + t)
− n
2σ
( 1
m
− 1
2
)− s
2σ ‖u‖pX(T ).
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From the definition of the norm in X(T ) we obtain immediately the inequality (3.9).
Next let us prove the inequality (3.4). We shall follow the strategy used in the proof of the
inequality (3.9). The new difficulty is to require the estimates for the term |u(τ, ·)|p − |v(τ, ·)|p
in the Lebesgue spaces Lm, L2 and the homogeneous Sobolev spaces H˙ℓ. Following an analogous
treatment as in the proof of the inequality (3.9) we may conclude the inequality (3.4). Indeed, by
using Hölder’s inequality we get
‖ |u(τ, ·)|p − |v(τ, ·)|p‖Lm(Rn) . ‖u(τ, ·)− v(τ, ·)‖Lmp(Rn)
(
‖u(τ, ·)‖p−1Lmp(Rn) + ‖v(τ, ·)‖
p−1
Lmp(Rn)
)
,
‖ |u(τ, ·)|p − |v(τ, ·)|p‖L2(Rn) . ‖u(τ, ·)− v(τ, ·)‖L2p(Rn)
(
‖u(τ, ·)‖p−1L2p(Rn) + ‖v(τ, ·)‖
p−1
L2p(Rn)
)
.
Analogously to the proof of (3.9), applying the fractional Gagliardo-Nirenberg inequality from
Proposition A.1 to deal with the norms
‖u(τ, ·)− v(τ, ·)‖Lη(Rn), ‖u(τ, ·)‖Lη(Rn), ‖v(τ, ·)‖Lη(Rn)
with η = mp and η = 2p we deduce the following estimates:
‖ |u(τ, ·)|p − |v(τ, ·)|p‖Lm(Rn) . (1 + τ)
− n
2mσ
(p−1)‖u− v‖X(τ)
(
‖u‖p−1X(τ) + ‖v‖
p−1
X(τ)
)
,
‖ |u(τ, ·)|p − |v(τ, ·)|p‖L2(Rn) . (1 + τ)
− n
2σ
( p
m
− 1
2
)‖u− v‖X(τ)
(
‖u‖p−1X(τ) + ‖v‖
p−1
X(τ)
)
.
Let us now turn to estimate the norm
‖ |u(τ, ·)|p − |v(τ, ·)|p‖H˙ℓ(Rn).
By using the integral representation
|u(τ, x)|p − |v(τ, x)|p = p
∫ 1
0
(
u(τ, x)− v(τ, x)
)
G
(
ωu(τ, x) + (1− ω)v(τ, x)
)
dω,
where G(u) = u|u|p−2, we derive
‖ |u(τ, ·)|p − |v(τ, ·)|p‖H˙ℓ(Rn) .
∫ 1
0
∥∥∥(u(τ, ·)− v(τ, ·))G(ωu(τ, ·) + (1− ω)v(τ, ·))∥∥∥
H˙ℓ(Rn)
dω.
For sake of the fractional Leibniz rule from Proposition A.2 and Minkowski’s inequality, we gain
‖ |u(τ, ·)|p − |v(τ, ·)|p‖H˙ℓ(Rn)
. ‖u(τ, ·)− v(τ, ·)‖H˙ℓq1(R
n)
∫ 1
0
∥∥∥G(ωu(τ, ·) + (1− ω)v(τ, ·))∥∥∥
Lq2 (Rn)
dω
+
∥∥∥u(τ, ·)− v(τ, ·)‖Lq3(Rn) ∫ 1
0
∥∥∥G(ωu(τ, ·) + (1− ω)v(τ, ·))∥∥∥
H˙ℓq4 (R
n)
dω
. ‖u(τ, ·)− v(τ, ·)‖H˙ℓq1(R
n)
(
‖u(τ, ·)‖p−1
Lq2(p−1)(Rn)
+ ‖v(τ, ·)‖p−1
Lq2(p−1)(Rn)
)
+ ‖u(τ, ·)− v(τ, ·)‖Lq3(Rn)
∫ 1
0
∥∥∥G(u(τ, ·) + (1− ω)v(τ, ·))∥∥∥
H˙ℓq4 (R
n)
dω,
where 1
2
= 1
q1
+ 1
q2
= 1
q3
+ 1
q4
. Employing the fractional Gargliardo-Nirenberg inequality from
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Proposition A.1 follows
‖u(τ, ·)− v(τ, ·)‖H˙ℓq1(R
n) . ‖u(τ, ·)− v(τ, ·)‖
θ1
H˙s(Rn)
‖u(τ, ·)− v(τ, ·)‖1−θ1L2(Rn),
‖u(τ, ·)‖Lq2(p−1)(Rn) . ‖u(τ, ·)‖
θ2
H˙s(Rn)
‖u(τ, ·)‖1−θ2L2(Rn),
‖v(τ, ·)‖Lq2(p−1)(Rn) . ‖v(τ, ·)‖
θ2
H˙s(Rn)
‖v(τ, ·)‖1−θ2L2(Rn),
‖u(τ, ·)− v(τ, ·)‖Lq3(Rn) . ‖u(τ, ·)− v(τ, ·)‖
θ3
H˙s(Rn)
‖u(τ, ·)− v(τ, ·)‖1−θ3L2(Rn),
where θ1 =
n
s
(1
2
− 1
q1
+ ℓ
n
) ∈ [ℓ/s, 1], θ2 =
n
s
(1
2
− 1
q2(p−1)) ∈ [0, 1] and θ3 =
n
s
(1
2
− 1
q3
) ∈ [0, 1].
Additionally, since ω is a constant parameter, we may apply again the fractional chain rule from
Proposition A.3 with p > 1+⌈ℓ⌉ and the fractional Gagliardo-Nirenberg inequality from Proposition
A.1 to conclude
‖G
(
u(τ, ·) + (1− ω)v(τ, ·)
)
‖H˙ℓq4 (R
n)
. ‖ωu(τ, ·) + (1− ω)v(τ, ·)‖p−2Lq5(Rn) ‖ωu(τ, ·) + (1− ω)v(τ, ·)‖H˙ℓq6(Rn)
. ‖ωu(τ, ·) + (1− ω)v(τ, ·)‖
(p−2)θ4+θ5
H˙s(Rn)
‖ωu(τ, ·) + (1− ω)v(τ, ·)‖
(p−2)(1−θ4)+1−θ5
L2(Rn) ,
where 1
q4
= p−2
q5
+ 1
q6
, θ4 =
n
s
(1
2
− 1
q5
) ∈ [0, 1] and θ5 =
n
s
(1
2
− 1
q6
+ ℓ
n
) ∈ [ℓ/s, 1]. Hence, we derive∫ 1
0
∥∥∥G(u(τ, ·) + (1− ω)v(τ, ·))∥∥∥
H˙ℓq4 (R
n)
dω .
(
‖u(τ, ·)‖H˙s(Rn) + ‖v(τ, ·)‖H˙s(Rn)
)(p−2)θ4+θ5
×
(
‖u(τ, ·)‖L2(Rn) + ‖v(τ, ·)‖L2(Rn)
)(p−2)(1−θ4)+1−θ5
.
Now, combining all previous estimates one gets
‖ |u(τ, ·)|p − |v(τ, ·)|p‖H˙ℓ(Rn) . (1 + τ)
− n
2σ
( p
m
− 1
2
)− ℓ
2σ ‖u− v‖X(τ)
(
‖u‖p−1X(τ) + ‖v‖
p−1
X(τ)
)
,
where we notice that θ1 +(p− 1)θ2 = θ3 +(p− 2)θ4 + θ5 =
n
s
(p−1
2
+ ℓ
n
). Therefore, all the conditions
for θ1, . . . , θ5 and q1, . . . , q6 lead to
1 < p 6
n− 2ℓ
n− 2s
if n > 2s, or p > 1 if n 6 2s.
Finally, we do the straight-forward computation similar to Step 2 to finish the proof of desired
inequality (3.4). Thus, our proof is complete.
Remark 3.5. Here, we will give an example to verify all the possibility of r1, r2 and q1, . . . , q6 as
required in the proof of Theorem 3.1 by choosing s = 1, n = 1, σ = 2 and m = 1. If we take ℓ = 1/2
and for any p > 5, then the possible choice of these parameters is as follows:
• r1 = 4(p− 1) and r2 = 4,
• q1 = q2 = q3 = q4 = 4, q5 = 8(p− 2) and q6 = 8.
4 Blow-up of solutions
Before stating our main result in this section, let us recall the following auxiliary lemmas whose
proofs can be found in the recent papers [8, 11]. At first, by Lemma 2.1 and Lemma 2.3 in the
paper [11] we may arrive at the following lemma.
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Lemma 4.1. Let m ∈ N and s ∈ [0, 1). Then, the following estimates hold for any q > n and for
all x ∈ Rn:
∣∣∣(−∆)m+s〈x〉−q∣∣∣ .
〈x〉
−n−2m if s = 0,
〈x〉−n−2s if s ∈ (0, 1).
Lemma 4.2. [8, Lemma 2.2] Let γ > 1 be a fractional number. Let φ := φ(x) = 〈x〉−q for some
q > 0. For any R > 0, let φR be a function defined by
φR(x) := φ(x/R) for all x ∈ R
n.
Then, (−∆)γ(φR) satisfies the following scaling properties for all x ∈ R
n:
(−∆)γ(φR)(x) = R
−2γ ((−∆)γφ) (x/R).
Lemma 4.3. [11, Lemma 2.7] Let s ∈ R. Let φ1 = φ1(x) ∈ H
s(Rn) and φ2 = φ2(x) ∈ H
−s(Rn).
Then, the following relation holds:∫
Rn
φ1(x)φ2(x)dx =
∫
Rn
φˆ1(ξ) φˆ2(ξ)dξ.
Our blow-up result is read as follows.
Theorem 4.1. Let σ > 1. Let us assume that the initial data u1 ∈ L
m(Rn) with m ∈ [1, 2) and
fulfills the following conditions: ∫
Rn
u1(x)dx > 0 if m = 1, (4.1)
or
u1(x) & |x|
− n
m (log(1 + |x|))−1 if m ∈ (1, 2). (4.2)
Then, every local (in time) Sobolev solution u ∈ C([0,∞), L2(Rn)) to (1.1) blows up if the exponent
p satisfies
1 < p < pcrit(n,m, σ) = 1 +
2mσ
n
(4.3)
for all n > 1.
Remark 4.1. Considering the critical case p = pcrit(n, 1, σ) if u1 ∈ L
1(Rn), one may prove blow-up
of weak solutions to the Cauchy problem (1.1) with σ ∈ N by combining the idea in the next proof
and the approach of Theorem 1 in [5]. However, for any fractional number σ > 1 it is still open to
prove a blow-up result in the critical case p = pcrit(n, 1, σ) and to claim that whether there exists a
global (in time) solution or not for p = pcrit(n,m, σ) with m ∈ (1, 2), as well.
Remark 4.2. According to (3.5) in Theorem 3.1 and (4.3) in Theorem 4.1, we may claim that the
critical exponent for the Cauchy problem (5.1) with u1 ∈ L
m(Rn) carrying m ∈ [1, 2) and some σ, n
is given by pcrit(n,m, σ) = 1 + 2mσ/n describing the threshold condition between global (in time)
existence of small data weak solutions and blow-up of weak solutions even for small data.
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Proof. First of all, motivated by [11], we introduce a radial space-dependent test function ϕ = ϕ(x)
such that
ϕ(x) := 〈x〉−n−2sσ = (1 + |x|2)−n/2−sσ ,
where sσ is chosen as an arbitrary constant belonging to (0, 1) if σ is an integer number, and a
small constant satisfying 0 < sσ 6 σ − [σ] if σ is a fractional number. Then, Lemma 4.1 leads to
the following estimate for any σ > 1:∣∣∣(−∆)σ〈x〉−n−2sσ ∣∣∣ . 〈x〉−n−2sσ . (4.4)
Moreover, we choose the time-dependent test function η = η(t) such that η ∈ C∞0 ([0,∞)) and
η(t) :=

1 for 0 6 t 6 1
2
,
decreasing for 1
2
6 t 6 1,
0 for t > 1,
(4.5)
satisfying
(η(t))−
p′
p
(
|η′(t)|p
′
+ |η′′(t)|p
′
+ |η′′′(t)|p
′
)
6 C for any t ∈
[
1
2
, 1
]
, (4.6)
where C is a positive constant and p′ is the conjugate of p. Let R be a large parameter in [0,∞).
Then, we may introduce the test function
ψR(t, x) := ηR(t)ϕR(x) := η(t/R
2σ)ϕ(x/R).
To begin with the proof, we should define the functionals as follows:
IR :=
∫ ∞
0
∫
Rn
|u(t, x)|pψR(t, x)dxdt and I˜R :=
∫ ∞
0
∫
Rn
|u(t, x)|p∂tψR(t, x)dxdt.
Let us assume u = u(t, x) being a global (in time) Sobolev solution taken from C([0,∞), L2(Rn))
to (1.1). By performing once integration by parts, we obtain
IR − I˜R =
∫ ∞
0
∫
Rn
(utt(t, x) + (−∆)
σu(t, x) + u(t, x)− (g ∗ u)(t, x))ψR(t, x)dxdt
+
∫ ∞
0
∫
Rn
(uttt(t, x) + (−∆)
σut(t, x) + ut(t, x)− u(t, x) + (g ∗ u)(t, x))ψR(t, x)dxdt
−
∫
Rn
(utt(t, x) + (−∆)
σu(t, x) + u(t, x)− (g ∗ u)(t, x))ψR(t, x)
∣∣∣t=∞
t=0
dx
=
∫ ∞
0
∫
Rn
(uttt(t, x) + utt(t, x) + (−∆)
σut(t, x) + (−∆)
σu(t, x) + ut(t, x))ψR(t, x)dxdt,
where we used the support condition for ηR(t) and utt(0, x) = 0 since u(0, x) = 0.
Let us now apply several times integration by parts in the above identity to show
IR − I˜R = −
∫
Rn
u1(x)ϕR(x)dx−
∫ ∞
0
∫
Rn
u(t, x)
(
∂3t ψR(t, x)− ∂
2
t ψR(t, x) + ∂tψR(t, x)
)
dxdt
−
∫ ∞
0
∫
Rn
(−∆)σu(t, x) (∂tψR(t, x)− ψR(t, x)) dxdt
=: −
∫
Rn
u1(x)ϕR(x)dx+ J1,R + J2,R.
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To deal with the estimation of |J1,R|, we employ Hölder’s inequality
|J1,R| 6
∫ R2σ
R2σ/2
∫
Rn
|u(t, x)|ϕR(x) (|η
′′′
R (t)|+ |η
′′
R(t)|+ |η
′
R(t)|) dxdt
6 I
1
p
R
(∫ R2σ
R2σ/2
∫
Rn
ϕR(x)(ηR(t))
− p′
p
(
|η′′′R (t)|
p′ + |η′′R(t)|
p′ + |η′R(t)|
p′
)
dxdt
) 1
p′
. I
1
p
R
(
R−2σp
′+2σ+n
∫
Rn
〈x˜〉−n−2sσdx˜
) 1
p′
. I
1
p
RR
−2σ+ 2σ+n
p′ ,
where we used the change of variables t˜ := t/R2σ, x˜ := x/R and our assumption (4.6). Here, we
should mention that the integral of 〈x˜〉−n−2sσ over Rn is bounded due to sσ ∈ (0, 1).
On the other hand, to estimate |J2,R|, we notice that ϕR ∈ H
2σ(Rn) and u ∈ C([0,∞), L2(Rn)).
Then, the application of Lemma 4.3 implies∫
Rn
(−∆)σu(t, x)ϕR(x)dx =
∫
Rn
u(t, x)(−∆)σϕR(x)dx.
Thus, it follows immediately that∫
Rn
(−∆)σu(t, x) (∂tψR(t, x)− ψR(t, x)) dx =
∫
Rn
u(t, x) ((−∆)σ∂tψR(t, x)− (−∆)
σψR(t, x)) dx.
For this reason, we arrive at
J2,R =
∫ ∞
0
∫
Rn
u(t, x) ((−∆)σψR(t, x)− (−∆)
σ∂tψR(t, x)) dxdt
=
∫ ∞
0
∫
Rn
u(t, x)(−∆)σϕR(x) (ηR(t)− η
′
R(t)) dxdt.
The application of Hölder’s inequality again leads to
|J2,R| 6 I
1
p
R
(∫ R2σ
0
∫
Rn
ηR(t)(ϕR(x))
− p′
p |(−∆)σϕR(x)|
p′dxdt
+
∫ R2σ
R2σ/2
∫
Rn
(ηR(t))
− p′
p |η′R(t)|
p′(ϕR(x))
− p′
p |(−∆)σϕR(x)|
p′dxdt
) 1
p′
. I
1
p
R
(
R−2σp
′+2σ+n
∫
Rn
(ϕ(x˜))−
p′
p |(−∆)σϕ(x˜)|p
′
dx˜
) 1
p′
. I
1
p
R
(
R−2σp
′+2σ+n
∫
Rn
〈x˜〉−n−2sσdx˜
) 1
p′
. I
1
p
RR
−2σ+ 2σ+n
p′ ,
where we used the estimate (4.4) in the last line of the above chain inequality. Here, we also used the
assumption (4.6) to estimate the second integral and the change of variables t˜ := t/R2σ, x˜ := x/R.
In addition, to get the second estimate in the previous chain estimation of |J2,R|, the application of
Lemma 4.2 gives the relation
(−∆)σϕR(x) = R
−2σ(−∆)σϕ(x˜)
for any σ > 1.
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Collecting all derived estimates and applying Young’s inequality, we may conclude
IR − I˜R +
∫
Rn
u1(x)ϕR(x)dx 6 C0I
1
p
RR
−2σ+ 2σ+n
p′ 6
1
p
IR +
Cp
′
0
p′
R−2σp
′+2σ+n
for some suitable constant C0 > 0, in other words,
1
p′
IR − I˜R +
∫
Rn
u1(x)ϕR(x)dx . R
−2σp′+2σ+n. (4.7)
Due to the setting that the test function η(t) is a non-increasing function, one has −η′R(t) > 0. In
other words, it holds that −I˜R > 0.
Next, we divide our discussion into two cases as follows: m = 1 and m ∈ (1, 2).
Case 1: If m = 1, the we have the condition 1 < p < pcrit(n, 1, σ), which is equivalent to
− 2σp′ + 2σ + n < 0. (4.8)
Since the assumption (4.1) holds, there exists R0 > 0 such that∫
Rn
u1(x)ϕR(x)dx > 0 (4.9)
for all R > R0. Hence, we may immediately obtain from (4.7) that∫
Rn
u1(x)ϕR(x)dx . R
−2σp′+2σ+n → 0 as R→∞
due to (4.8). It contracts to (4.9). Therefore, every global (in time) Sobolev solution blows up.
Case 2: If m ∈ (1, 2), then we have the condition 1 < p < pcrit(n,m, σ), which is equivalent to
n
(
1− 1
m
)
> −2σp′ + 2σ + n. (4.10)
The assumption (4.2) shows that∫
Rn
u1(x)ϕR(x)dx >
∫
|x|6R
u1(x)〈x/R〉
−(n+2sσ)dx
&
∫
|x|6R
u1(x)dx >
∫
|x|6R
|x|−
n
m (log(|x|))−1dx
& (log(R))−1Rn(1−
1
m
)
for sufficiently large R, where we used a change of variable in the last estimate. In other words,
we may claim from (4.7) that
(log(R))−1Rn(1−
1
m
) .
∫
Rn
u1(x)ϕR(x)dx . R
−2σp′+2σ+n,
that is,
(log(R))−1Rn(1−
1
m
)−(−2σp′+2σ+n) . 1
for sufficiently large R. Letting R→∞, one may directly obtain a contradiction due to (4.10).
All in all, every global (in time) Sobolev solution blows up.
Summarizing, the proof of Theorem 4.1 is complete.
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5 Final remarks
In Section 3, we have proved the global (in time) existence of small data Sobolev solutions with
lower regularity to the Cauchy problem (1.1). One may also prove the global (in time) existence of
small data energy solutions or higher-order energy solution such that
u ∈ C
(
[0,∞), Hσ+s(Rn)
)
∩ C1
(
[0,∞), Hs+ℓ(Rn)
)
with some suitable choice of ℓ which represents the regularity-loss-type, where s > 0. The main
approach is based on Theorem 2.2 and some tools in Harmonic Analysis. It would be interesting to
analyze the suitable relation between s, σ and ℓ from regularity of initial data due to the regularity-
loss-type decay property.
Throughout this paper, we have investigated global (in time) existence of small data Sobolev
solutions and blow-up result of the obtained global solutions even for small data to the semilinear
σ-evolution equations with exponential decay memory term. Moreover, we have determined the
critical exponent p = pcrit(n,m, σ) for (1.1) with some parameters n, σ and m. However, it is still
open to find the critical exponent for the semilinear σ-evolution models with general exponential
decay memory kernel, namely,utt + (−∆)
σu+ u− g ∗ u = |u|p, x ∈ Rn, t > 0,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ R
n,
(5.1)
where σ > 1, and the memory kernel g : [0,∞)→ [0,∞) denotes a time-dependent function having
small perturbation of exponential decay such that
0 < g(0) e−C1t 6 g(t) 6 g(0) e−C2t (5.2)
with positive constants C1 and C2 for any t > 0. Actually, the corresponding linear Cauchy problem
for (5.1) with σ = 2 and (5.2) has been studied in [20] recently. Therefore, it is reasonable to consider
the memory kernel function satisfying (5.2). The main difficulties to treat (5.1) are not only non-
local operator (−∆)σ when σ is a fractional number but also to understand the treatment of flexible
function g(t). Due to the fact that g(t) still has the exponential decay property, we may conjecture
the critical exponent for (5.1) is still given by
p = pcrit(n,m, σ) = 1 +
2mσ
n
,
where initial data is taken from Lm spaces with m ∈ [1, 2).
A Tools from Harmonic Analysis
Proposition A.1 (Fractional Gagliardo-Nirenberg Inequality). Let p, p0, p1 ∈ (1,∞) and κ ∈ [0, s)
with s > 0. Then, it holds for all f ∈ Lp0(Rn) ∩ H˙sp1(R
n)
‖f‖H˙κp (Rn) . ‖f‖
1−β
Lp0(Rn) ‖f‖
β
H˙sp1(R
n)
,
where β = βκ,s(p, p0, p1, n) =
(
1
p0
− 1
p
+ κ
n
)∖(
1
p0
− 1
p1
+ s
n
)
and β ∈ [κ/s, 1].
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The proof of this result may be found in [14].
Proposition A.2 (Fractional Leibniz Rule). Let s > 0, 1 6 r 6 ∞ and 1 < p1, p2, q1, q2 6 ∞
satisfying
1
r
=
1
p1
+
1
p2
=
1
q1
+
1
q2
.
Then, it holds for f ∈ H˙sp1(R
n) ∩ Lq1(Rn) and g ∈ H˙sq2(R
n) ∩ Lq2(Rn)
‖fg‖H˙sr(Rn) . ‖f‖H˙sp1(R
n) ‖g‖Lp2(Rn) + ‖f‖Lq1(Rn) ‖g‖H˙sq2(R
n).
The proof of the above inequality can be found in [13].
Proposition A.3 (Fractional Chain Rule). Let s > 0, p > ⌈s⌉ and 1 < r, r1, r2 <∞ satisfying
1
r
=
p− 1
r1
+
1
r2
.
Then, it holds for f ∈ H˙sr2(R
n) ∩ Lr1(Rn)
‖ ± f |f |p−1‖H˙sr (Rn) + ‖ |f |
p‖H˙sr (Rn) . ‖f‖
p−1
Lr1(Rn) ‖f‖H˙sr2(R
n).
We can find the proof of this proposition in [24].
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