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Abstract
This article is concerned with proving the consistency of Efron’s (1981) bootstrap for the Kaplan-Meier
estimator on the whole support of a survival function. While other works address the asymptotic Gaussianity
of the estimator itself without restricting time (e.g. Gill, 1983, and Ying, 1989), we enable the construction of
bootstrap-based time-simultaneous confidence bands for the whole survival function. Other practical applications
include bootstrap-based confidence bands for the mean residual life-time function or the Lorenz curve as well as
confidence intervals for the Gini index.
Keywords: Counting process; Right-censoring; Resampling; Efron’s bootstrap; Mean-residual lifetime; Lorenz
curve; Gini index.
˚ University of Ulm, Institute of Statistics, Germany
1
1 Introduction
This article reconsiders Efron’s (1981) bootstrap of Kaplan-Meier estimators. It is well-known that drawing with
replacement directly from the original observations consisting of (event time, censoring indicator) reproduces
the correct covariance structure; see e.g. Akritas (1986), Lo and Singh (1986), Horvath and Yandell (1987) or
van der Vaart and Wellner (1996) for an application in empirical processes. Let T : Ω Ñ p0, τq be a continuously
distributed random survival time with survival function given by Sptq “ 1 ´ F ptq “ P pT ą tq. For conceptual
convenience we mainly refer to T as a random survival time, although other interpretations are also reasonable; see
the examples below. In the previously mentioned articles the typical assumption Spτq ą 0 is met for mathematical
convenience in proving weak convergence of estimators for S on the Skorohod space Dr0, τ s and because most
studies involve a rather strict censoring mechanism: after a pre-specified end of study time each individual without
an observed event is considered as right-censored. Thus, it is often not possible to draw inference on functionals
of the whole survival function.
Some functionals, however, indeed require the possibility to observe arbitrarily large survival times. For in-
stance, consider the mean residual life-time function
t ÞÝÑ gptq “ ErT ´ t | T ą ts “ 1
Sptq
ż τ
t
Spuqdu; (1.1)
see e.g. Meilijson (1972), Gill (1983), Remark 3.3, and Stute and Wang (1993). This function describes the
expected remaining life-time given the survival until a point of time t ą 0. Another, econometric example of a
functional of whole survival curves is the Lorenz curve
p ÞÝÑ Lppq “ µ´1
ż p
0
F´1ptqdt “ µ´1
ż F´1ppq
0
sdF psq, (1.2)
where F´1ptq “ inftu ě 0 : F puq ě tu is the left-continuous generalized inverse of F and µ “ ş8
0
tdF ptq is
its mean. With the interpretation of T being the income of a random individual in a population, this function L
obviously represents the total income of the lowest pth fraction of all incomes. A closely related quantity is the
Gini index
G “
ş1
0
pu´ Lpuqqduş1
0
udu
P r0, 1s (1.3)
as a measure of uniformity of all incomes within a population; see e.g. Tse (2006). The value G “ 0 represents
perfect equality of all incomes, whereasG “ 1 describes the other extreme: only one persons gains everything and
the rest nothing.
All quantities (1.1), (1.2) and (1.3) are statistical functionals of the whole survival function S. First analyzing
S only on a subset of its support results inevitably in an alternation of the above functionals in a second step.
And this affects the interpretation of such quantities. In order to circumvent such problems, estimating the whole
survival function is the obvious solution: Henceforth, denote by τ “ inftt ě 0 : Sptq “ 0u P p0,8s the support’s
right end point. Wang (1987) and Stute and Wang (1993) showed the uniform consistency of the Kaplan-Meier or
product-limit estimator ppSptqqtPr0,τ s for pSptqqtPr0,τ s and Gill (1983) and Ying (1989) proved its weak convergence
on the Skorohod space Dr0, τ s. For robust statistical inference procedures concerning the above functionals of S
it is thus necessary to extend well-known bootstrap results for the Kaplan-Meier estimator to the whole Skorohod
spaceDr0, τ s. After presenting this primary result we deduce inference procedures for the quantities (1.1) to (1.3).
This article is organized as follows. Section 2 introduces all required estimators, recapitulates previous weak
convergence results on Dr0, ts, t ă τ , and provides handy results for checking all main assumptions. The main
theorems on weak convergence of the bootstrap Kaplan-Meier estimator are presented in Section 3, including a
consistency theorem for a bootstrap variance function estimator. Section 4 deduces inference procedures for (1.1)
to (1.3) and the final Section 5 gives a discussion on future research possibilities. All proofs are given in the
Appendix. Most of this article’s results originate from the University of Ulm PhD thesis of Dennis Dobler; cf.
Chapter 6 and 7 of Dobler (2016).
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2 Preliminary Results
Let T1, . . . , Tn : Ω Ñ p0,8q, n P N, be independent survival times with continuous survival functions Sptq “
1 ´ F ptq “ P pT1 ą tq and cumulative hazard function Aptq “
şt
0
αpuqdu “ ´ şt
0
pdSq{S´ “ ´ logSptq.
Independent thereof, let C1, . . . , Cn : Ω Ñ p0,8q be i.i.d. (censoring) random variables with (possibly dis-
continuous) survival function Gptq “ P pC1 ą tq such that the observable data consist of all 1 ď i ď n pairs
pXi, δiq :“ pTi ^ Ci, 1tXi “ Tiuq. Here, 1t¨u is the indicator function. Thus, the survival function of X1 is
H “ S ¨G. The Kaplan-Meier estimator is defined by pSnptq “śi:Xi:nďtp1´ δri:nsn´i`1 q, where pX1:n, . . . , Xn:nq is
the order statistic of pX1, . . . , Xnq and pδr1:ns, . . . , δrn:nsq are their concomitant censoring indicators. Throughout,
we assume that
´
ż τ
0
dS
G´
ă 8 (2.1)
which restricts the magnitude of censoring to a reasonable level. For instance Gill (1983), Ying (1989) and Akritas
and Brunner (1997) require this condition for an analysis of the large sample properties of Kaplan-Meier estimators
on the whole support r0, τ s. Thereof, Gill (1983) requires Condition (2.1) for a vanishing upper bound in Lenglart’s
inequality. Obviously, the above condition implies that r0, τ s is contained in the support of G; see also Allignol
et al. (2014) for a similar condition in a non-Markov illness-death model, reduced to a competing risks problem.
Denote by pTn :“ maxiďnXi the largest observed event or censoring time and let, for a function t ÞÑ fptq, the
notation f pTn be its stopped version, i.e., f pTnptq “ fpt ^ pTnq. The monotone function t ÞÑ σ2ptq “ şt0pdAq{H´
is the asymptotic variance function of the related Nelson-Aalen estimator for A and reappears in the asymptotic
covariance function of pSn. Throughout, all convergences (in distribution, probability, or almost surely) are under-
stood to hold as nÑ8 and convergence in distribution and in probability are denoted by dÑ and pÑ, respectively.
The present theory relies on the following weak convergence results for the Kaplan-Meier process pSn of S.
LEMMA 2.1. Let B denote a Brownian motion on r0, τ s and suppose (2.1) holds.
(a) Theorem 1.2(i) of (Gill, 1983): On Dr0, τ s we have ?nppSn ´ Sq pTn dÝÑW :“ S ¨ pB ˝ σ2q,
(b) Part of Theorem 2 in (Ying, 1989): On Dr0, τ s we have ?nppSn ´ Sq dÝÑW “ S ¨ pB ˝ σ2q.
Denote by pAnptq “ ři:Xi:nďt δri:nsn´i`1 the Nelson-Aalen estimator for the cumulative hazard function Aptq and
by pGn the Kaplan-Meier estimator for the censoring survival function G. Note that pHn “ pGn pSn holds for the
empirical survival function of H since, almost surely (a.s.), no survival time equals a censoring time: Ti ‰ Cj a.s.
for all i, j. The asymptotic covariance function Γ of W in Lemma 2.1 and a natural estimator pΓn are given by
Γpu, vq “ Spuq
´ż u^v
0
dA
H´
¯
Spvq and pΓnpu, vq “ pSnpuq´
ż u^v
0
d pAnpHn´
¯pSnpvq.
The following lemma is helpful for an assessment of Condition (2.1) and for studentizations.
LEMMA 2.2. (a) For all t P r0, τ s it holds that
´
ż τ
t
dpSnpGn´
pÝÑ ´
ż τ
t
dS
G´
ď 8.
(b) In case of (2.1) we have
sup
pu,vqPr0,τ s2
|pΓnpu, vq ´ Γpu, vq| pÝÑ 0.
3
3 Main Results
The limit distribution of the Kaplan-Meier process in Lemma 2.1 shall be assessed via bootstrapping. To this
end, we independently draw n times with replacement from pX1, δ1q, . . . , pXn, δnq and denote the thus obtained
bootstrap sample by pX˚
1
, δ˚
1
q, . . . , pX˚n , δ˚nq. Throughout, denote by Γ˚n, S˚n etc. the obvious estimators but based
on the bootstrap sample. Note that this requires a discontinuous extension of the above quantities. The following
theorem is the basis of all later inference methods.
Theorem 1. Let B denote a Brownian motion on r0, τ s and suppose that (2.1) holds. Then we have, conditionally
on X1, X2, . . . , ?
npS˚n ´ pSnq dÝÑW “ S ¨ pB ˝ σ2q
on Dr0, τ s in probability.
Many statistical applications involve a consistent variance estimator, e.g. Hall-Wellner or equal precision
confidence bands for S; cf. Andersen et al. (1993), p. 266. In order to asymptotically reproduce the same limit
on the bootstrap side, the uniform consistency of a bootstrapped variance estimator (defined on the whole support
r0, τ s2 of the covariance function) needs to be verified. To this end, introduce the bootstrap version of pΓn, that is,
Γ˚npu, vq “ S˚npuq
´ż u^v
0
dA˚n
H˚n´
¯
S˚npvq.
For all ε ą 0, its uniform consistency (here and below always meaning conditional convergence in probability
given X1, X2, . . . in probability) over all points pu, vq P r0, τ s2zrτ ´ ε, τ s2 is an immediate consequence of
Theorem 1 in combination with the continuous mapping theorem: Write the absolute value of the integral part
minus its estimated counterpart as
ˇˇˇ ż u^v
0
p pHn´ ´H˚n´qdA˚n ´H˚n´dp pAn ´A˚nq
H˚n´
pHn´
ˇˇˇ
ď supp0,u^vq |
pHn ´H˚n |
H˚n ppu^ vq´q pHnppu^ vq´qA
˚
npu^ vq `
ˇˇˇ ż u^v
0
dp pAn ´A˚nqpHn´
ˇˇˇ
.
The first term is asymptotically negligible due to Po`lya’s theorem and the second term becomes small due to the
continuous mapping theorem applied to the integral functional and the logarithm functional. Here the restriction to
r0, τ s2zrτ ´ ε, τ s2 simplified the calculations since all denominators are asymptotically bounded away from zero.
For uniform consistency on the whole rectangle r0, τ s2, however, similar arguments as for the bootstrapped
Kaplan-Meier process on r0, τ s are required. Compared to (2.1), we postulate a slightly more restrictive censoring
condition.
LEMMA 3.1. Suppose that
´
ż τ
0
dS
G3´
ă 8. (3.1)
Then we have the following conditional uniform consistency given X1, X2, . . . in probability:
sup
pu,vqPr0,τ s2
|Γ˚npu, vq ´ pΓnpu, vq| pÝÑ 0 in probability as nÑ8. (3.2)
Remark 1. The proof of Lemma 3.1 shows that Condition (3.1) can be diminished to
´
ż τ
0
dS
G´
´
ż τ
0
S1´δdS
G2`δ´
ă 8
for some δ P p0, 1q. This is due to the inequality pn pH3n´q´1 ď pnδ pH2`δn´ q´1.
4
4 Applications
Applications of Theorem 1 concern confidence intervals for the mean residual life-time gptq “ ErT ´ t | T ą ts on
compact sub-intervals rt1, t2s Ă r0, τq in case of τ ă 8 as well as confidence regions for the Lorenz curve L and
the Gini index G. To this end, we apply the functional delta-method (e.g. Andersen et al., 1993, Theorem II.8.1)
which in turn requires the Hadamard-differentiability of all involved statistical functionals.
Confidence Bands for the Mean-Residual Lifetime Function
Let 0 ď t1 ď t2 and introduce the space Crt1, τ s of continuous functions on rt1, τ s equipped with the supremum
norm as well as the subset
rCrt1, t2s “ tf P Crt1, τ s : inf
sPrt1,t2s
|fpsq| ą 0u Ă Crt1, τ s
containing all continuous functions having a positive distance to the constant zero function on the interval rt1, t2s.
Similarly, let
rDrt1, t2s “ tf P Drt1, τ s : inf
sPrt1,t2s
|fpsq| ą 0, sup
sPrt1,τ s
|fpsq| ă 8u Ă Drt1, τ s
be the extension of rCrt1, t2s to possibly discontinuous, bounded ca`dla`g functions. For the notion of Hadamard-
differentiability tangentially to subsets of Drt1, τ s, see Definition II.8.2, Theorem II.8.2 and Lemma II.8.3 in
Andersen et al. (1993), p. 111f. The following lemma makes the functional delta-method available for applications
to the mean residual life-time function.
LEMMA 4.1. Let τ ă 8 and rt1, t2s Ă r0, τq be a compact interval. Then
ψ : rDrt1, t2s Ñ Drt1, t2s, θp¨q ÞÑ 1
θp¨q
ż τ
¨
θpsqds
is Hadamard-differentiable at each θ P rCrt1, t2s tangentially toC2rt1, τ s with continuous linear derivative dψpθq¨
h P Drt1, t2s given by
pdψpθq ¨ hqpsq :“ 1
θpsq
ż τ
s
hpuqdu´ hpsq
ż τ
s
θpuq
θ2psqdu.
As pointed out in Gill (1989) or Andersen et al. (1993), p. 110, the functional delta-method is established on
the functional space Drt1, τ s (or subsets thereof) equipped with the supremum norm. However, in case of limiting
processes with continuous sample paths, “weak convergence in the sense of the [Skorohod] metric and in the sense
of the supremum norm are exactly equivalent” (Andersen et al., 1993). See also Problem 7 in Pollard (1984), p.
137. The convergence result of Theorem 1 combined with the functionalψ of Lemma 4.1 constitutes the following
weak convergence.
LEMMA 4.2. Suppose that (2.1) holds. On the Skorohod space Drt1, t2s we then have
?
n
´ ż τ
¨
pSnpuqpSnp¨q du´
ż τ
¨
Spuq
Sp¨q du
¯
dÝÑ U
and, given X1, X2, . . . ,
?
n
´ ż τ
¨
S˚npuq
S˚np¨q
du´
ż τ
¨
pSnpuqpSnp¨q du
¯
dÝÑ U
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in outer probability. The Gaussian processU has a.s. continuous sample paths, mean zero and covariance function
pr, sq ÞÑ
ż τ
r_s
ż τ
r_s
Γpu, vq
SprqSpsqdudv ´ σ
2pr _ sqgprqgpsq,
where gptq “ ErT1 ´ t | T1 ą ts “
şτ
t
Spuq
Sptq du is again the mean residual life-time function.
The previous lemma in combination with the continuous mapping theorem almost immediately gives rise to
the construction of asymptotically valid confidence regions for the mean residual life-time function. According to
the functional delta-method we may first apply, e.g. an arcsin- or log-transformation to ensure that only positive
values are included in the confidence regions; cf. Section IV.1.3 in Andersen et al. (1993), p. 208ff. For ease of
presentation, only the linear regions are stated below.
Theorem 2. Let 0 ď t1 ď t2 ă τ . Choose any α P p0, 1q and suppose that (2.1) holds. An asymptotic two-sided
p1 ´ αq-confidence band for the mean residual life-time function pErT1 ´ t | T1 ą tsqtPrt1,t2s is given by” ż τ
t
pSnpuqpSnptq du´
qMRLTn1,n2?
n
,
ż τ
t
pSnpuqpSnptq du`
qMRLTn1,n2?
n
ı
tPrt1,t2s
where qMRLTn1,n2 is the p1´ αq-quantile of the conditional law given pX1, δ1q, . . . , pXn, δnq of
?
n sup
tPrt1,t2s
ˇˇˇ ż τ
t
S˚npuq
S˚nptq
du ´
ż τ
t
pSnpuqpSnptq du
ˇˇˇ
.
Remark 2. (a) Instead of using a transformation as indicated above Theorem 2, one could also employ a stu-
dentization using pΓn and Γ˚n. Plugging these and consistent estimators for the other unknown quantities into the
asymptotic variance representation yields consistent variance estimators for the statistic of interest. This yields a
Gaussian process with asymptotic variance 1 at all points of time for the mean residual life-time estimates.
(b) In practice, the construction of confidence bands for the mean residual life-time function requires to choose t2
depending on the data: else, too large choices of t2 might result in pSnpt2q “ 0, in which case the above estimator
would not be well-defined.
Confidence Regions for the Lorenz Curve and the Gini Index
Suppose S has compact support r0, τ s, i.e. let this again be the smallest interval satisfying Sp0q “ 1 and Spτq “ 0.
As estimators for the Lorenz curve and the Gini index we consider the plug-in estimates
pLnppq “ 1pµn
ż p
0
p1´ pSnptqq´1dt and pGn “
ş1
0
pu´ pLnpuqqduş1
0
udu
,
where pµn “ şτ0 sdpSnpsq. The restricted and unscaled Lorenz curve estimator under independent right-censoring
has been bootstrapped by Horvath and Yandell (1987). Tse (2006) discussed the large sample properties of the
above Lorenz curve estimator (even under left-truncation) and also of the normalized estimated Gini index
?
np pGn ´Gq “ ?n´
ş1
0
pu ´ pLnpuqqduş1
0
udu
´
ş1
0
pu´ Lpuqqduş1
0
udu
¯
“ 2?n
ż 1
0
pLpuq ´ pLnpuqqdu.
Again equip all subsequent function spaces with the supremum norm. Let DÒr0, τ s Ă Dr0, τ s be the set of all
distribution functions on r0, τ swith no atom in 0, and letD´r0, τ s be the set of all ca`gla`d functions on r0, τ s. First,
we consider the normalized estimated Lorenz curve, i.e. the process Wn : ΩÑ r0, 1s given by
Wnppq “
?
n
´ 1pµn
ż p
0
p1 ´ pSq´1psqds´ 1
µ
ż p
0
p1´ Sq´1psqds
¯
“?nppµ´1n ¨ pΦ ˝Ψ ˝ p1´ pSqqppq ´ µ´1 ¨ pΦ ˝Ψ ˝ p1 ´ Sqqppqq.
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Here the functionals Φ and Ψ are
Φ : D´r0, 1s ÞÑ Cr0, 1s, h ÞÑ
´
p ÞÑ
ż p
0
hpsqds
¯
, and
Ψ : DÒr0, τ s ÞÑ D´r0, 1s, k ÞÑ k´1 (the left-continuous generalized inverse).
Suppose that S is continuously differentiable on its support with strictly positive derivative f , bounded away from
zero. The Hadamard-differentiability of Ψ at p1´Sq tangentially to Cr0, τ s then holds according to Lemma 3.9.23
in van der Vaart and Wellner (1996), p. 386. Its derivative map is given by α ÞÑ ´α
f
˝ p1 ´ Sq´1. The other
functional Φ is obviously Hadamard-differentiable at S´1 P Cr0, 1s tangentially to Cr0, 1s since Φ itself is linear
and the domain of integration is bounded. Next,
?
n
´ 1pµ ´ 1µ
¯
“ ?npΥppgnp0qq ´Υpgp0qqq
where Υ : p0,8q Ñ p0,8q, r ÞÑ 1
r
, gp0q “ ErT ´ a | T ą 0s “ ErT s is the mean-residual life-time function
at 0 and pgnp0q its estimated counterpart. Clearly, Υ is (Hadamard-)differentiable and the required Hadamard-
differentiability of p1 ´ Sq ÞÑ gp0q follows immediately from Lemma 4.1. Finally, the multiplication functional
is also Hadamard-differentiable. All in all, we conclude that Wn “
?
npΞppSnq ´ ΞpSqq for a functional Ξ :
Dr0, τ s Ñ Cr0, 1s which is Hadamard-differentiable at S tangentially to Cr0, τ s. Theorem 1 in combination with
the functional δ-method (for the bootstrap) immediately implies that Wn and W˚n both converge in (conditional)
distribution to the same continuous Gaussian process (in outer probability given X). Time-simultaneous inference
procedures for the Lorenz curve, such as tests for equality and confidence bands are constructed straightforwardly.
Finally, the normalized estimated Gini index allows the representation
?
np pGn ´Gq “ 2?nptΦ ˝ Ξup1q ˝ pSn ´ tΦ ˝ Ξup1q ˝ Sq
of which tΦ ˝Ξup1q is again Hadamard-differentiable at S tangentially to Cr0, τ s. Hence, confidence intervals for
G with bootstrap-based quantiles are constructed in the same way as before.
5 Discussion
In this article we established consistency of the bootstrap for Kaplan-Meier estimators on the whole support of
the estimated survival function. By means of the functional delta-method this conditional weak convergence is
transferred to Hadamard-differentiable functionals such as the mean-residual lifetime, the Lorenz curve or the Gini
index. Further applications include the expected length of stay in the transient state (e.g. Grand and Putter 2015)
or the probability of concordance (e.g. Pocock et al. 2012, Dobler and Pauly 2016).
This bootstrap consistency on the whole support may also be extended to more general inhomogeneous Marko-
vian multistate models. Based on the martingale representation of Aalen-Johansen estimators for transition prob-
ability matrices (e.g. Andersen et al., 1993, p. 289), one could try to generalize the results of Gill (1983) to this
setting. Here the notion of the ‘largest event times’ requires special attention as these may differ for different
types of transitions. A reasonable first step towards such a generalization would be an analysis in competing risks
set-ups where the support of each cumulative incidence function provides a natural domain to investigate weak
convergences on. Once weak convergence of the estimators on the whole support is verified, martingale arguments
similar to those of Akritas (1986) and Gill (1983) may be employed in order to obtain such (now conditional) weak
convergences for the resampled Aalen-Johansen estimator using a variant of Efron’s bootstrap. In more general
Markovian multi-state models we could independently draw with replacement from the sample that contains all
individual trajectories rather than single observed transitions in order to not corrupt the dependencies within each
individual; see for example Tattar and Vaman (2012) for a similar suggestion. Applications of this theory could
include inference on more refined variants of the probability of concordance or the expected length of stay. Con-
sidering a progressive disease in a two-sample situation, for instance, we would like to compare the probability that
7
an individual of group one remains longer in a less severe disease state than an individual of group two. Accurate
inference procedures for the mean residual life-time in a state of disability given any state at present time offers
another kind of application.
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Appendix
Some of the following proofs (Appendix A) rely on the ideas of Gill (1983). In order to also apply (variants of)
his lemmata in our bootstrap context, Appendix B below contains all required results. ‘Tightness’ in the support’s
right boundary τ for the bootstrapped Kaplan-Meier estimator is essentially shown via a bootstrap version of the
approximation theorem for truncated estimators as in Theorem 3.2 in Billingsley (1999); cf. Appendix C. Define
by Y puq “ n pHn´puq the process counting the number of individuals at risk of dying, and by Y ˚puq its bootstrap
version.
A Proofs
Proof of Lemma 2.2. Proof of (a): Let t ă τ and suppose (2.1) holds. By the continuous mapping theorem and
the boundedness away from zero of 1
G
on r0, ts, it clearly follows that ´ şt
0
d pSnpGn´
pÝÑ ´ şt
0
dS
G´
as nÑ 8. Letting
t Ò τ , the right-hand side converges towards ´ şτ
0
dS
G´
ă 8. It remains to apply Theorem 3.2 of Billingsley (1999)
in order to verify the assertion for t “ 0 and hence for all t ď τ by the continuous mapping theorem. Thus, we
show that for all ε ą 0,
lim
tÒτ
lim sup
nÑ8
P
´
´
ż τ
t
dpSnpGn´ ą ε
¯
“ 0.
Let pTn again be the largest observation among X1, . . . , Xn and define, for any β ą 0,
Bβ :“ tpSnpsq ď β´1Sptq and pHnps´q ě βHps´q for all s P r0, pTnsu.
By Lemmata B.1 and B.2, the probability pβ :“ 1´P pBβq ď β` eβ expp´1{βq is arbitrary small for sufficiently
small β ą 0. Hence, by Theorem 1.1 of Stute and Wang (1993) (applied for the concluding convergence),
P
´
´
ż τ
t
dpSnpGn´ ą ε
¯
“ P
´
´
ż τ
t
pSn´dpSnpHn´ ą ε
¯
ď P
´
´ β´2
ż τ
t
S´dpSn
H´
ą ε
¯
` pβ
“ P
´
´ β´2
ż τ
t
dpSn
G´
ą ε
¯
` pβ Ñ P
´
´ β´2
ż τ
t
dS
G´
ą ε
¯
` pβ.
For large t ă τ and by the continuity of S, the far right-hand side of the previous display equals pβ .
Proof of (b): First note that the uniform convergences in probability in Theorems IV.3.1 and IV.3.2 of Andersen
et al. (1993), p. 261ff., yield, for any ε ą 0,
sup
pu,vqPr0,τ´εs2
|pΓnpu, vq ´ Γpu, vq| pÝÑ 0 as nÑ8.
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Further, the dominated convergence theorem and S´dA “ ´dS show that
Γpu, vq “ ´
ż τ
0
1tw ď u^ vu SpuqSpvq
Spw´qSpw´q
dSpwq
Gpw´q Ñ ´
ż τ
0
0
dS
G´
“ 0
as u, v Ñ τ . Hence, it remains to verify the remaining condition (3.8) of Theorem 3.2 in Billingsley (1999) in
order to conclude this proof. That is, for each positive δ we show
lim
u,vÑτ
lim sup
nÑ8
P
´
sup
pu,vqPr0,τ s2
|pΓnpu, vq ´ pΓnpτ, τq| ě δ¯ “ 0.
To this end, rewrite pΓnpu, vq ´ pΓnpτ, τq asż τ
u^v
pSnpτqpSnpτqpSnpw´qpSnpw´q
dpSnpwqpGnpw´q `
ż u^v
0
dpSnpS2n´ pGn´ ppS
2
npτq ´ pSnpuqpSnpvqq.
The left-hand integral is bounded in absolute value by ´ şτ
u^v
d pSnpGn´ which goes to ´
şτ
u^v
dS
G´
in probability as
nÑ8 by (a). For large u, v this is arbitrarily small.
The remaining integral is bounded in absolute value by
´
ż u^v
0
pSnpuqpSnpvqpS2n´
dpSnpGn´ “ ´n2
ż u^v
0
pSnpuqpSnpvq
Y 2
pGn´dpSn.
By Lemmata B.1 and B.2 this integral is bounded from above by
´
ż u^v
0
SppTn ^ uqSppTn ^ vq
H2´
G´dpSn “ ´
ż u^v
0
SppTn ^ uqSppTn ^ vq
S2´G´
dpSn
on a set with arbitrarily high probability. For sufficiently large n we also have pTn ą u ^ v with arbitrarily high
probability. Next, Theorem 1.1 in Stute and Wang (1993) yields
´
ż u^v
0
SpuqSpvq
S2´G´
dpSn pÝÑ ´
ż u^v
0
SpuqSpvq
S2´G´
dS as nÑ8.
As above the dominated convergence theorem shows the negligibility of this integral as u, v Ñ τ . l
Proof of Theorem 1. For the proof of weak convergence of the bootstrapped Kaplan-Meier estimator on each Sko-
rohod space Dr0, ts, t ă τ , see e.g. Akritas (1986), Lo and Singh (1986) or Horvath and Yandell (1987). By
defining these processes as constant functions after t, the convergences equivalently hold on Dr0, τ s. This takes
care of Condition (a) in Lemma C.1, while (c) is obviously fulfilled by the continuity of the limit Gaussian process.
To close the indicated gap for the bootstrapped Kaplan-Meier process on the whole support r0, τ s, it remains to
analyze Condition (b). This is first verified for the truncated process by following the strategy of Gill (1983) while
applying the martingale theory of Akritas (1986) for the bootstrapped counting processes. Thus, the truncation
technique of Lemma C.1 shows the convergence in distribution of the truncated process. Finally, the negligibility
of the remainder term is shown similarly as in Ying (1989).
We will make use of the fact that our martingales, stopped at arbitrary stopping times, retain the martingale
property; cf. Andersen et al. (1993), p. 70, for sufficient conditions on this matter. Similarly to the largest event
or censoring time pTn, introduce the largest bootstrap time T ˚n “ maxi“1,...,nX˚i , being an integrable stopping
time with respect to the filtration of Akritas (1986) who used Theorem 3.1.1 of Gill (1980): Hence, we choose the
filtration given by
Ft :“ tXi, δi, δ˚i 1tX˚i ď tu, X˚i 1tX˚i ď tu : i “ 1, . . . , nu, 0 ď t ď τ ;
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see also Gill (1980), p. 26, for a similar minimal filtration. Note that we did not include the indicators 1tX˚i ď tu
into the filtration since their values are already determined by all theX˚i 1tX˚i ď tu: According to our assumptions,
X˚i ą 0 a.s. for all i “ 1, . . . , n.
We would first like to verify condition (b) in Lemma C.1 for the stopped bootstrap Kaplan-Meier process. That
is, for each ε ą 0 and an arbitrary subsequence pn1q Ă pnq there is another subsequence pn2q Ă pn1q such that
lim
tÒτ
lim sup
n2Ñ8
P p sup
tďsăT˚n
?
n2|pS˚n ´ pSnqpsq ´ pS˚n ´ pSnqptq| ą ε | Xq
ď lim
tÒτ
lim sup
n2Ñ8
P p sup
tďsă pTn
?
n2|pS˚n ´ pSnqps^ T ˚n q ´ pS˚n ´ pSnqpt^ T ˚n q| ą ε | Xq
“ 0 a.s. (A.1)
for all ε ą 0. Here σpXq “ F0 summarizes the collected data. Due to the boundedness away from zero, i.e.
inf
tďsă pTn pSnpsq ą 0, we may rewrite the bootstrap process ?npS˚n ´ pSnqpsq “ ?n
´
S˚
n
psqpSnpsq ´ 1
¯pSnpsq for each
s P rt, pTnq of which the bracket term is a square integrable martingale; see Akritas (1986) again. Hence, the term?
npS˚n ´ pSnqpsq in (A.1) equals
M˚n psqpSnps^ T ˚n q :“ ?n´S˚nps^ T ˚n qpSnps^ T ˚n q ´ 1
¯pSnps^ T ˚n q, (A.2)
whereof pM˚n psqqsPr0, pTnq is again a square integrable martingale. Indeed, its predictable variation process evalu-
ated at the stopping time s “ T ˚n is finite (having the sufficient condition of Andersen et al. (1993), p. 70, for a
stopped martingale to be a square integrable martingale in mind): The predictable variation is given by
s ÞÑ xM˚n ypsq “
ż s^T˚
n
0
´S˚n´pSn
¯2 p1´∆ pAnqd pAn
H˚n´
,
where H˚n is the empirical survival function of X˚1 , . . . , X˚n and ∆f denotes the increment process s ÞÑ fps`q´
fps´q of a monotone function f . The supremum in (A.1) is bounded by
sup
tďsă pTn
|M˚n psq ´M˚n ptq|pSnps^ T ˚n q ` sup
tďsă pTn
|M˚n ptq||pSnps^ T ˚n q ´ pSnpt^ T ˚n q|
of which the right-hand term is not greater than |M˚n ptq|pSnpt ^ T ˚n q. By the convergence in distribution of the
bootstrapped Kaplan-Meier estimator on each Dr0, rτ s, rτ ă τ , we have convergence in conditional distribution of
M˚n ptqpSnpt^ T ˚n q given X towards Np0, S2ptqΓpt, tqq in probability. Hence,
lim
n2Ñ8
P p|M˚n ptqpSnpt^ T ˚n q| ą ε{2 | Xq Ñ 1´Np0,Γpt, tqqp´ε{2, ε{2q
almost surely along subsequences pn2q of arbitrary subsequences pn1q Ă pnq. Since the variance of the normal
distribution in the previous display goes to zero as t Ò τ , cf. (2.4) in Gill (1983), the above probability vanishes as
t Ò τ .
By Lemma B.3, the remainder sup
tďsă pTn |M˚n psq ´M˚n ptq|pSnps^ T ˚n q is not greater than
2 sup
tďsă pTn
ˇˇˇ ż s
t
pSnpuqdM˚n puqˇˇˇ. (A.3)
Since, given X, pSn is a bounded and predictable process, this integral is a square integrable martingale on rt, pTnq.
We proceed as in Gill (1983) by applying Lenglart’s inequality, cf. Section II.5.2 in Andersen et al. (1993): For
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each η ą 0 we have
P
´
sup
tďsăT˚n ^τ
ˇˇˇ ż s
t
pSndM˚n ˇˇˇ ą ε ˇˇˇ X¯
ď η
ε2
` P
´ˇˇˇ ż τ^T˚
n
t
S˚2n´
p1´∆ pAnqd pAn
H˚n´
ˇˇˇ
ą η
ˇˇˇ
X
¯
.
(A.4)
We intersect the event on the right-hand side of (A.4) with B˚H,n,β :“ tH˚n ps´q ě β pHnps´q for all s P rt, T ˚n su
and also with B˚S,n,β :“ tS˚npsq ď β´1 pSnpsq for all s P rt, T ˚n su. According to Lemmata B.1 and B.2, the
conditional probabilities of these events are at least 1´ expp1´1{βq{β and 1´β, respectively, for any β P p0, 1q.
Thus, (A.4) is less than or equal to
η
ε2
` β ` expp1´ 1{βq
β
` 1
!
β´3
ˇˇˇ ż τ^ pTn
t
pS2n´ p1´∆ pAnqd pAnpHn´
ˇˇˇ
ą η
)
. (A.5)
In order to show the almost sure negligibility of the indicator function as n Ñ 8 and then t Ò τ , we analyze the
corresponding convergence of the integral. Since ´dpSn “ pSn´d pAn, the integral is less than or equal to
´
ż τ
t
pSn´dpSnpHn´ “ ´
ż τ
t
dpSn´pGn´ .
Lemma 2.2 implies that for each subsequence pn1q Ă pnq there is another subsequence pn2q Ă pn1q such that
´ şτ
t
d pSn´pGn´ Ñ ´
şτ
t
dS
G´
a.s. for all t P r0, τ s XQ along pn2q. Due to P pZ1 P Qq “ 0, the same convergence holds
for all t ď τ . Letting now t Ò τ shows that the indicator function in (A.5) vanishes almost surely in limit superior
along pn2q if finally t Ò τ . The remaining terms are arbitrarily small for sufficiently small η, β ą 0. Hence, all
conditions of Lemma C.1 are met and the assertion follows for the stopped process
p1ts ă T ˚n u
?
npS˚npsq ´ pSnpsqq ` 1ts ě T ˚n u?npS˚npT ˚n´q ´ pSnpT ˚n´qqqsPr0,τ s.
Finally, we show the asymptotic negligibility of
sup
T˚n ďsďτ
?
n|S˚npsq ´ pSnpsq| ď sup
T˚n ďsďτ
?
npS˚npsq ` pSnpsqq
“ ?nS˚npT ˚n q `
?
npSnpT ˚n q;
cf. Ying (1989) for similar considerations. Again by Lemma B.1, we have for any ε ą 0, β P p0, 1q that
P p?nS˚npT ˚n q `
?
npSnpT ˚n q ą ε | Xq
ď P p?nS˚npT ˚n q ą ε{2 | Xq ` P p
?
npSnpT ˚n q ą ε{2 | Xq
ď P p?npSnpT ˚n q ą βε{2 | Xq ` P p?npSnpT ˚n q ą ε{2 | Xq ` β.
Define the generalized inverse pS´1n puq :“ infts ď τ : pSnpsq ě uu. The independence of the bootstrap drawings
as well as arguments of quantile transformations yield
P p?npSnpT ˚n q ą ε | Xq “ P pX˚1 ă pS´1n pε{?nq | Xqn
“
”
1´ 1
n
|ti : Xi ě pS´1n pε{?nqu|ın.
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The cardinality in the display goes to infinity in probability, and hence almost surely along subsequences. Indeed,
for any constant C ą 0,
P p|ti : Xi ě pS´1n pε{?nqu| ě Cq
“ P p|ti : pSnpXiq ě ε{?nu| ě Cq
ě P p|ti : pHnpXiq ě ε{?nu| ě Cq
“ P
´ˇˇˇ!
i :
i´ 1
n
ě ε?
n
)ˇˇˇ
ě C
¯
“ 1
!ˇˇˇ!
i :
i´ 1
n
ě ε?
n
)ˇˇˇ
ě C
)
“ 1t|trε?ns ` 1, . . . , nu| ě Cu.
Clearly, this indicator function goes to 1 as nÑ8. l
Proof of Lemma 3.1. For the most part, we follow the lines of the above proof of Lemma 2.2 by verifying con-
dition (3.8) of Theorem 3.2 in Billingsley (1999). To point out the major difference to the previous proof, we
consider
´
ż τ
u^v
dS˚n
G˚n´
“
ż τ
u^v
S˚n´dA
˚
n
G˚n´
“
ż τ
u^v
S˚n´
G˚n´
J˚dpA˚n ´ pAnq `
ż τ
u^v
S˚n´
G˚n´
J˚d pAn,
where J˚puq “ 1tY ˚puq ą 0u. The arguments of Akritas (1986) show that ş¨
u^v
S˚
n´
G˚
n´
J˚dpA˚n ´ pAnq is a square-
integrable martingale with predictable variation process given by
t ÞÝÑ
ż t
u^v
S˚2n´
G˚2n´
J˚
Y ˚
p1 ´∆ pAnqd pAn.
After writing S˚nG˚n “ H˚n , a two-fold application of Lemmata B.1 and B.2 (at first to the bootstrap quantities
S˚n and H˚n , then to the Kaplan-Meier estimators pSn and pHn) show that the predictable variation in the previous
display is bounded from above by
´β´13 1
n
ż t
u^v
S3´
H3´
dpSn “ ´β´13 1
n
ż t
u^v
dpSn
G3´
on a set with arbitrarily large probability depending on β P p0, 1q. Here we also used that pSn´d pAn “ dpSn. Due
to (3.1), Theorem 1.1 of Stute and Wang (1993) yields
´
ż t
u^v
dpSn
G3´
pÝÑ ´
ż t
u^v
dS
G3´
ă 8
and hence the asymptotic negligibility of the predictable variation process in probability. By Rebolledo’s theorem
(Theorem II.5.1 in Andersen et al., 1993, p. 83), şτ
u^v
S˚
n´
G˚
n´
J˚dpA˚n ´ pAnq hence goes to zero in conditional prob-
ability. The remaining integral
şτ
u^v
S˚
n´
G˚
n´
J˚d pAn is treated similarly with Lemmata B.1 and B.2 and Theorem 1.1
of Stute and Wang (1993) yielding a bound in terms of şτ
u^v
dS
G´
. This is arbitrarily small for sufficiently large
u, v ă τ . l
Proof of Lemma 4.1. Proof of (b): Throughout, the functional spaces Drt1, τ s and rDrt1, t2s are equipped with the
supremum norm. For some sequences tn Ó 0 and hn Ñ h in Drt1, τ s such that θ ` tnhn P rDrt1, t2s, consider the
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supremum distance
sup
sPrt1,t2s
ˇˇˇ
1
tn
rψpθ ` tnhnqpsq ´ ψpθqpsqs ´ pdψpθq ¨ hqpsq
ˇˇˇ
. (A.6)
The proof is concluded if (A.6) goes to zero. For an easier access the expression in the previous display is first
analyzed for each fixed s P rt1, t2s:
1
tn
rψpθ ` tnhnqpsq ´ ψpθqpsqs ´ pdψpθq ¨ hqpsq
“ 1
tn
1
θpsq ` tnhnpsq
1
θpsq
ˆ
”
θpsq
ż τ
s
pθpuq ` tnhnpuqqdu´ pθpsq ` tnhnpsqq
ż τ
s
θpuqdu
ı
´ 1
θpsq
ż τ
s
hpuqdu` hpsq
ż τ
s
θpuq
θ2psqdu
“ 1
θpsq ` tnhnpsq
ż τ
s
hnpuqdu´ hnpsq
θpsq ` tnhnpsq
1
θpsq
ż τ
s
θpuqdu
´ 1
θpsq
ż τ
s
hnpuqdu` hnpsq
ż τ
s
θpuq
θ2psqdu
´ 1
θpsq
ż τ
s
phpuq ´ hnpuqqdu´ phpsq ´ hnpsqq
ż τ
s
θpuq
θ2psqdu
“ ´
ż τ
s
hnpuqdu tnhnpsqrθpsq ` tnhnpsqsθpsq ` hnpsq
ż τ
s
θpuq
θ2psqdu
tnhnpsq
θpsq ` tnhnpsq
´ 1
θpsq
ż τ
s
phpuq ´ hnpuqqdu´ phpsq ´ hnpsqq
ż τ
s
θpuq
θ2psqdu. (A.7)
For large n, each denominator is bounded away from zero: To see this, denote ε :“ infsPrt1,t2s |θpsq| and C :“
supsPrt1,t2s |hpuq|. Thus,
sup
sPrt1,t2s
|hnpsq| ď sup
sPrt1,t2s
|hnpsq ´ hpuq| ` sup
sPrt1,t2s
|hpsq| ď ε` C
for each n large enough. It follows that, for each such n additionally satisfying tn ď εp2ε`2Cq´1, the denomina-
tors are bounded away from zero, in particular, infsPrt1,t2s |θpsq ` tnhnpsq| ě ε{2. Thus, taking the suprema over
s P rt1, t2s, the first two terms in (A.7) become arbitrarily small by letting tn be sufficiently small. The remaining
two terms converge to zero since supsPrt1,t2s |hnpsq ´ hpsq| Ñ 0 and supuPrt1,τ s |θpuq| ă 8. Note here thatż τ
t1
|hpuq ´ hnpuq|du ď sup
uPrt1,τ s
|hpuq ´ hnpuq|pτ ´ t1q Ñ 0
due to τ ă 8. l
Proof of Lemma 4.2. The convergences are immediate consequences of the functional delta-method, Theorem 1
and the bootstrap version of the delta-method; cf. Section 3.9 in van der Vaart and Wellner (1996). Simply note
that all considered survival functions are elements ofDă8X rDrt1, t2s (on increasing sets with probability tending
to one) and that the survival function of the life-times is assumed continuous and bounded away from zero on
compact subsets of r0, τq. Further, there is a version of the limit Gaussian processes with almost surely continuous
sample paths.
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For the representation of the variance of the limit distribution in part (a) we refer to van der Vaart and Wellner
(1996), p. 383 and 397. The asymptotic covariance structure in part (b) is easily calculated using Fubini’s theorem
– for its applicability note that the variances Γpr, rq of the limit process W of the Kaplan-Meier estimator exist at
all points of time r P r0, τ s. Thus, since W is a zero-mean process, we have for any 0 ď r ď s ă τ ,
cov
´ż τ
r
W puq
Sprq du´
ż τ
r
W prqSpuq
S2prq du,
ż τ
s
W pvq
Spsq dv ´
ż τ
s
W psqSpvq
S2psq dv
¯
“
ż τ
r
ż τ
s
”
Γpu, vq ´ Spuq
SprqΓpr, vq ´
Spvq
SpsqΓps, uq `
SpuqSpvq
SprqSpsq Γpr, sq
ı dudv
SprqSpsq .
Inserting the definition Γpr, sq “ SprqSpsqσ2pr ^ sq and splitting the first integral into şτ
r
“ şs
r
` şτ
s
yields that
the last display equalsż τ
r
ż τ
s
SpuqSpvq
SprqSpsq rσ
2pu ^ vq ´ σ2pr ^ vq ´ σ2ps^ uq ` σ2pr ^ sqsdudv
“
ż τ
s
ż τ
s
SpuqSpvq
SprqSpsq rσ
2pu^ vq ´ σ2prq ´ σ2psq ` σ2prqsdudv
`
ż s
r
ż τ
s
SpuqSpvq
SprqSpsq rσ
2puq ´ σ2prq ´ σ2puq ` σ2prqsdudv
“
ż τ
s
ż τ
s
Γpu, vq
SprqSpsqdudv ´ σ
2pr _ sqgprqgpsq.
l
Proof of Theorem 2. The theorem follows from Lemma 4.2 combined with the continuous mapping theorem ap-
plied to the supremum functional Drt1, t2s Ñ R, f ÞÑ suptPrt1,t2s |fptq| which is continuous on Crt1, t2s. For
the connection between the consistency of a bootstrap distribution of a real statistic and the consistency of the
corresponding tests (and the equivalent formulation in terms of confidence regions), see Lemma 1 in Janssen and
Pauls (2003). l
B Adaptations of Gill’s (1983) Lemmata
Abbreviate again the sigma algebra containing all the information of the original sample as X :“ σpXi, δi : i “
1, . . . , nq. The proofs in Appendix A rely on bootstrap versions of Lemmata 2.6, 2.7 and 2.9 in Gill (1983). Since
those are stated under the assumption of a continuous distribution function S, but ties in the bootstrap sample
are inevitable, these lemmata need a slight extension. For completeness, parts (a) of the following two Lemmata
correspond to the original Lemmata 2.6 and 2.7 in Gill (1983).
LEMMA B.1 (Extension of Lemma 2.6 in Gill, 1983). For any β P p0, 1q,
(a) P ppSnptq ď β´1Sptq for all t ď pTnq ě 1´ β,
(b) P pS˚nptq ď β´1 pSnptq for all t ď T ˚n | Xq ě 1´ β almost surely.
Proof of (b). All equalities and inequalities concerning conditional expectations are understood as to hold almost
surely. As in the proof of Theorem 1, pS˚npt ^ T ˚n q{pSnpt ^ T ˚n qqtPr0, pTnq defines a right-continuous martingale
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for each fixed n and for almost every given sample X. Hence, Doob’s L1-inequality (e.g. Revuz and Yor, 1999,
Theorem 1.7 in Chapter II) yields for each β P p0, 1q
P p sup
tPr0, pTnq
S˚npt^ T ˚n q{pSnpt^ T ˚n q ě β´1 | Xq
ď β sup
tPr0, pTnq
EpS˚npt^ T ˚n q{pSnpt^ T ˚n q | Xq
“ βEpS˚np0q{pSnp0q | Xq “ β.
This implies P pS˚n ď β´1 pSn on r0, T ˚n q | Xq ě 1 ´ β. It remains to extend this result to the interval’s endpoint.
If the observation corresponding to T ˚n is uncensored, we have 0 “ S˚npT ˚n q ď β´1 pSnpT ˚n q. Else, the event of
interest tS˚n ď β´1 pSn on r0, T ˚n qu (given X) implies that
S˚npT ˚n q “ S˚npT ˚n´q ď β´1 pSnpT ˚n´q “ β´1 pSnpT ˚n q.
Thus, for given X, tS˚npT ˚n q ď β pSnpT ˚n qu Ă tS˚n ď β pSn on r0, T ˚n qu. l
LEMMA B.2 (Extension of Lemma 2.7 in Gill, 1983). For any β P p0, 1q,
(a) P p pHnpt´q ě βHnpt´q for all t ď pTnq ě 1´ eβ expp´1{βq,
(b) P pH˚n pt´q ě β pHnpt´q for all t ď T ˚n | Xq ě 1´ eβ expp´1{βq almost surely.
Proof of (a). As pointed out by Gill (1983), the assertion follows from the inequality for the uniform distribution
in Remark 1(ii) of Wellner (1978). By using quantile transformations, his inequality can be shown to hold for
random variables having an arbitrary, even discontinuous distribution function.
Proof of (b). Fix Xipωq, δipωq, i “ 1, . . . , n. Since H in part (a) is allowed to have discontinuities, (b) follows
from (a) for each ω. l
Let a, b P Dr0, τ s be two (stochastic) jump processes, i.e. processes being constant between two discontinu-
ities. If b has bounded variation, we define the integral of a with respect to b viaż s
0
adb “
ÿ
aptq∆bptq, s P p0, τ s,
where the sum is over all discontinuities of b inside the interval p0, ss. If a has bounded variation, we define the
above integral via integration by parts:
şs
0
adb “ apsqbpsq ´ ap0qbp0q ´ şs
0
b´da.
LEMMA B.3 (Adaptation of Lemma 2.9 in Gill, 1983). Let h P Dr0, τ s be a non-negative and non-increasing
jump process such that hp0q “ 1 and let Z P Dr0, τ s be a jump process which is zero at time zero. Then for all
t ď τ ,
sup
sPr0,ts
hpsq|Zpsq| ď 2 sup
sPr0,ts
ˇˇˇ ż s
0
hpuqdZpuq
ˇˇˇ
.
Proof. The original proof of Lemma 2.9 in Gill (1983) still applies for the most part with the assumptions of this
lemma. For the sake of completeness, we present the whole proof.
Let Uptq “ şt
0
hpsqdZpsq with a t ď τ such that hptq ą 0. Then
Zptq “
ż t
0
dUpsq
hpsq “
Uptq
hptq ´
ż t
0
Ups´qd
´ 1
hpsq
¯
“
ż t
0
pUptq ´ Ups´qqd
´ 1
hpsq
¯
` Uptq
hp0q .
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Thus, following the lines of the original proof,
|hptqZptq| ď
ˇˇˇ ż t
0
pUptq ´ Ups´qqd
´ hptq
hpsq
¯ˇˇˇ
` |Uptq|hptq
ď 2 sup
0ăsďt
|Upsq|
´
1´ hptq
hp0q
¯
` sup
0ăsďt
|Upsq|hptq ď 2 sup
0ăsďt
|Upsq|.
l
C Bootstrap Version of the Truncation Technique for Weak Convergence
The following lemma is a conditional variant of Theorem 3.2 in Billingsley (1999). Let ρ be the modified Skorohod
metric J1 on Dr0, τ s as in Billingsley (1999), i.e. ρpf, gq “ infλPΛp}λ}o _ suptPr0,τ s |fptq ´ gpλptqq|q, where Λ
is the collection of non-decreasing functions onto r0, τ s and }λ}o “ sups‰t
ˇˇˇ
log
λpsq´λptq
s´t
ˇˇˇ
. For an application in
the proof of Theorem 1, note that ρpf, gq ď suptPr0,τ s |fptq ´ gptq|.
LEMMA C.1. Let X : pΩ,A, P q Ñ pDr0, τ s, ρq be a stochastic process and let the sequences of stochastic
processes Xun and Xn satisfy the following convergences given a σ-algebra C:
(a) Xun dÝÑ Zu given C in probability as nÑ8 for every fixed u,
(b) Zu dÝÑ X given C in probability as uÑ8,
(c) for all ε ą 0 and for each subsequence pn1q Ă pnq there exists another subsequence pn2q Ă pn1q such that
lim
uÑ8
lim sup
n2Ñ8
P pρpXun2 , Xn2q ą ε | Cq “ 0 almost surely.
Then, Xn
dÝÑ X given C in probability as nÑ 8.
Proof. Choose a sequence εm Ó 0. Let pn1q Ă pnq be an arbitrary subsequence and choose subsequences
pn2pεmqq Ă pn1q and pu1q Ă puq such that (a) and (b) hold almost surely and also such that (c) holds along
these subsequences. Replace pn2pεmqq by their diagonal sequence pn2q ensuring (c) simultaneously for all εm.
Let F Ă Dr0, τ s be a closed subset and let Fεm “ tf P Dr0, τ s : ρpf, F q ď εmu be its closed εm-enlargement.
We proceed as in the proof of Theorem 3.2 in Billingsley (1999) whereas all inequalities now hold almost surely.
P pXn2 P F | Cq ď P pXu1n2 P Fεm | Cq ` P pρpXu1n2 , Xn2q ą εm | Cq.
The Portmanteau theorem in combination with (a) yields
lim sup
n2Ñ8
P pXn2 P F | Cq ď P pZu1 P Fεm | Cq ` lim sup
n2Ñ8
P pρpXu1n2 , Xn2q ą εm | Cq.
Condition (b) and another application of the Portmanteau theorem imply that
lim sup
n2Ñ8
P pXn2 P F | Cq ď P pX P Fεm | Cq.
Let m Ñ 8 to deduce lim supn2Ñ8 P pXn2 P F | Cq ď P pX P F | Cq almost surely. Thus, a final application
of Portmanteau theorem as well as the subsequence principle lead to the conclusion that Xn dÝÑ X given C in
probability. l
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