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Given a lattice ,4 c R” and a bounded function g(x), x E R”, vanishing outside of 
a bounded set, the functions g(x) & max 
2, (x)62 IL,, mahA 
YEA du + 4 B(x) ii CUE,+ g(u + xl, and 
mitt{ g(u + x); g(u + v  + x)1 are defined and periodic mod A 
on R”. In the paper we prove that g(x) + g’+(x) - 2g(x) > h(x) + ii+(x) -2/;(x) 
holds for all x E R”, where h(x) is any “truncation” of g by a constant c > 0, i.e., 
any function of the form h(x) e g(x) if g(x) Q c and h(x) 4 c if g(x) > c. This 
inequality easily implies some known estimations in the geometry of numbers due 
to Rado [l] and Cassels 121. Moreover, some sharper and more general results are 
also derived from it. In the paper another inequality of a similar type is also 
proved. 
The paper is divided into eight sections. In Section 1 we recall a 
generalization of Minkowski’s convex body theorem due to Rado [I]. His 
result had been sharpened by Cassels [2]. To understand our approach more 
clearly, we briefly describe the basic ideas of Cassels’ proof. Section 2 
contains a short “history” of ideas mentioned in Section 1. In Section 3 the 
definitions and the basic results of our paper can be found. Since the proof of 
all statements but Theorem 1 and Theorem 2 is quite trivial, the proof of 
these two theorems is deferred to Section 6. Our results are also suitable for 
the use of methods of multidimensional Fourier series, the idea which goes 
back to Siegel [7] and which was used also by Cassels. How to use this idea 
to get sharpest results is shown in Section 4. The formulas of Section 4 are 
investigated in more details in Section 8 for a special case. Our theorems are 
simple consequences of two purely “combinatorial” lemmas which are 
formulated and proved in Section 5. These seem to be interesting also in 
itself. In Section 6 the proof of the theorems is given. In the last two sections 
we tried to illustrate our method and results on some examples. Section 7 is 
devoted to characteristic functions. For them, our basic inequality can be 
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sharpened in some cases. A sharpening based on a result of Freiman [ 131 is 
showed in Section 7. In Section 8 a more general example is investigated 
using both the results of Section 7 and the method of Section 4. 
1 
Let /1 c R” be a lattice generated by A 4 [a,, a,,..., un], (ai E R”, 
i = 1, 2,..., n), where d(/i) & ldet A 1 > 0. Denote by II* the polar lattice of/i, 
i.e., the lattice generated by A* = adj A/det A. Clearly &4*) . d(A) = 1. 
For a real-valued function f(x) defined on R” denote supp f & 
{xER”:f(x)#O} and let F,(R”) denote the class of functions f(x) such 
that f(x) is Lebesgue-measurable and bounded on R” and suppf is bounded 
(or empty). For f E F,(R”) denote V(f) = ~J(x) dx (integrating in the 
sense of Lebesgue). 
Generalizing the “Minkowski’s convex body theorem,” Rado [ 1 ] proved: 
If fE F&R”) is non-negative on R” and such that 
f(W -14 2 nWKWU)l for all x, y E R”, (1.1) 
where C is a regular n x n-matrix, then 
U-2) 
Cassels [ 21 sharpened (1.2) as follows: 
> ldet c’ V(f) + ‘d(ll) 1 det Cl . &l). V(f) ,z. “(‘)‘*’ (1.3) 
P#O 
where 
a(p) P I f(C-‘x) e(-(p, x)) dx, p E A*, e(a) P exp(2lricz) R” 
and i stands for the imaginary unit resp. ( . , . ) denotes the scalar product in 
R” and 19 is the zero element of R”. Cassels first proved that (1.1) implies for 
all x E R” the inequality 
f(e) + u;* f(u) > 24 (x) 4 2 c f(c-‘(24 + x)). UEA (1.4) 
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(We used the notation e(x) for the sum to be consistent with notation 
introduced later in Section 3). 
Integrating both sides of (1.4) over a unit parallelopiped 9 of A, one 
immediately obtains (1.2) (see also [3]). 
The proof of (1.3) continues as follows : Multiply both sides of (1.4) by 
f(C-‘x) and integrate over R”. We can easily see that for the right-hand side 
of (1.4) we get 
2 
f 
f(c-‘X) (f!(x) dx = 2 q?(x) dx. 
R” f 9 
(1.5) 
The function q.?(x) is periodic (mod A), so applying the multidimensional 
Parseval formula we have 
2 
I 4(x) @-(A 4) dx * ( 1.6) .T 
The relations (1.4), (1.Q and (1.6) give (1.3) at once. 
2 
The characteristic function of a bounded symmetric and convex subset of 
R” obviously satisfies (1.1) with C = fE (E is the unit matrix). In this case 
(1.2) turns into the Minkowski’s theorem. Mordell [4] introduced into the 
geometry of numbers a geometrical condition which also generalized the 
conditions of convexity and symmetry. His method was further elaborated 
by van der Corput [5, 61. Property (1.1) is a generalization of their con- 
ditions. 
The idea to use methods of multidimensional Fourier series in the 
geometry of numbers is due to Siegel [7]. The method of Siegel was used by 
Hlawka [S] in the proof of results similar to those of van der Corput. 
Siegel’s result was further generalized by Bombieri [9]. 
We have to note that the results mentioned above can be found also in the 
well-known books on geometry of numbers by Cassels [3] or Lekkerkerker 
[lOI* 
For the basic facts about multidimensional Fourier series we refer the 
reader to the book by Stein and Weiss [ 111. 
3 
The aim of this paper is to give both a sharpening and generalization of 
(1.4). First let us introduce some notation. 
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Given a lattice A c R”, for any g E F,(R”) denote 
&t(x) 4 :;/: g(u + x)9 xER”, (3.1) 
B(x) 0 \’ g(u +x>, 
U’F’ 
xER”, (3.2) 
g’,(x) 4 uyA ytt min{ g(v + x); g(u f (v + xl)), xER”. (3.3) 
Each of these functions is periodic (mod A). These can be regarded as four 
different “periodizations” of g. The function g plays an interesting role in 
multidimensional Fourier series. It can be shown (see, e.g., [Ill) that if 
then 
(3.2’) 
for almost all x E 9, i.e., the Fourier series of g(x) converges a.e. to g(x). 
The right-hand side of (3.2’) is also a “periodization” (mod/i) of g. (This 
follows from the fact that (p, u) is integer for all p E A* and all u E /1, see, 
e.g., [3].) As (1.4) shows the “periodization” g plays a basic role in the 
proof of (1.3). In our investigations also g and g, will be important. 
Given g E F,,(R”), we define for any c > 0 a function as follows: 
(*I 
for all x E R”. The function f will be called the c-truncation of g. If 
c > sup,,,,g(x) in (*), then f(x) = g(x), i.e., g is a c-truncation of itself. If 
0 ( c ( supXCRng(x), then we shall call f a strict c-truncation of g. If the 
concrete value of c is not important, then we shall speak simply about a 
truncation (resp. strict truncation) of g. It is clear that the c-truncation of 
g E F,,(R”) is determined uniquely by c and c 2.0 implies that it belongs to 
F,tR”). 
After introducing the above notation let us formulate our main results. 
THEOREM 1. Let g E FJR”). If h E F,(R”) is a truncation of g, then 
either h(x) = g(x), d(x) = i(x), h”+(x) = g’+(x), or 
i(x) + g’, (x) - 2&!(x) > h’(x) + K+(x) - 26(x) (3.4) 
holds for all x E R”. 
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An analogous but more restrictive result is true for g’-, as is shown by the 
following : 
THEOREM 2. Let g E F,,(R”) be such that g(x) > 0 for all x E 9 and let 
h E F,,(R”) be a truncation of g. Then there are two partitions of 9, 
.F,US;=S, 9,fTnY2=0 and Y,;US;=S, .P;nY’;=O (where 
one of 9, , Yz, resp. one of S; , S; may be empty), such that 
h(v+x)=g(v+x) forall vEAandallxEY,, (3.5) 
h(v -x) = g(v - x) for all v E A and allx E 9’; (3.6) 
and 
i(x) + g’-(x) -d(x) - fj(-x) > h(x) + i;_(x) - h-(x) - Ii-x) (3.7) 
for all x E Yz f’? 9; n Y’, where 9’ & {x E Cp: g(x) =8(-x)}. 
The proof of these theorems is given in Section 6. They will be simple 
consequences of Lemma 2 proved in Section 5. 
In the sequel for f E F,,(R”) and a regular matrix C the function f(C- ‘x) 
will be denoted by o(x). 
Using (3.4), we can easily sharpen and generalize (1.4). We can also 
prove a new result based on Theorem 2. We have only to observe that the 
following almost trivial propositions hold. 
PROPOSITION 1. Let f E F,(R”) be a function fulfilling (1.1) with a 
regular n x n-matrix C. Then, the inequality 
f (0) + g* f(u) a i(x) + ++ (xl (3.8) 
holds for all x E R”. 
Proof. It is a simple consequence of (1.1). We can write for any 
UE-C’A=C-‘A andxER”: 




This, together with f(0) > f(x), x E R”, yields (3.8). 
PROPOSITION 2. Let f E F,,(R”) be any function satisfying 
f(C(x+y))2min{f(x);f(y)l (3.9) 
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for all x, y E R”, and for some regular n x n-matrix C. Then, the inequality 
holds for all x E R”. 
s f(u) 2 F- (xl (3.10) 
UPA 
Proof Inequality (3.9) implies that for any u E C’A and x E R” 
fW> > y+mrf%u min{f(C-‘y);f(C-‘z)l 
ycA+Cx 
ZEA-CX 
and this proves (3.10). 
We have to note that the non-negativity of f is not assumed in these 
propositions. 
If f is assumed to be symmetric, then (3.9) is equivalent to (1.1). But now 
the right-hand side of (3.10) is also equivalent to the second term on the 
right-hand side of (3.8). Thus (3.10) is equivalent to (3.8) because 
f(O) > f(x), x E R”, also holds. Theorem 1 and Proposition 1 imply the 
following : 
COROLLARY 1. Let f E F,,(R”) be a function satisfying (1.1) with a 
regular matrix C. Then 
f (8) + yA f(u) > V(x) + 3(x) + S+(x) - V(x) (3.11) 
holds for all x E R” and all ye E F,,(R”) which are truncations of q(x). 
Applying Theorem 1 to h(x) = 0 and non-negative g E F,(R”) we have 
i(x) + if+ (xl a &%xh xER”. (3.12) 
Hence, if f E F,JR”) in Corollary 1 is non-negative, then in (3.11) we can 
take any truncation of p which is non-negative and in this case (3.12) 
implies 
vQ> + F+ (4 - 2@(x) > 0, xER”. (3.13) 
This sharpens (1.4). 
Similarly to (3.1 I), Theorem 2 and Proposition 2 yield 
COROLLARY 2. Let f E F,,(R”) be a function satisfying (3.9) with a 
regular matrix C. Then, for any tp E F,(R”) which is a truncation of 9, the 
inequality 
FE;; f(x) + 2 f(u) > qqx) + 4(-x) + i(x) + +-(x) - i(x) - i(-x) 
UEA 
(3.14) 
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holds for all xE (91n9P;)u(92n.9P; n.?), where 9,, Y2 resp. S;, 
9; are two partitions of 9 occurring in llheorem 2 and 9’ 6 
(x E 9 : (b(x) = (q-x)}. 
As in Corollary 1 we could see what Corollary 2 says for non-negative J: 
However the situation is now more complicated. 
4 
Assume that f (consequently p) in Corollary 1 is non-negative and let w  
be any non-negative truncation of 9. We have p(x) > w(x) 2 0 for all x E R”. 
Now, use the method indicated in Section 1. Multiplying both sides of (3.11) 
by p(x) and integrating over R”, we obtain on the right-hand side: 
2 ( p(x) 4(x) dr + { co(x)(w) + i, (xl - 2+(x)) dx- 
It” R” 
(4.1) 
As we can easily see, (4.1) is equal to 
2 J e’(x) dx + J +(x)(vi(x) + g+(x) - 2$(x)) h r’ .? (4.2) 
and this is greater than or equal to 
2 J g’(x) dx + J $(x)(@(x) + C+(x) - 2$(x)) du. (4.3) .P .Y 
The functions c and w, being Lebesgue-measurable, bounded, and vanishing 
outside of a bounded set, belong to L’(R”). This implies that 4, $, @, and @+ 
belong to L2(,P). 
Both integrals in (4.3) are the scalar products of respective functions in 
L’(Y) and according to the generalized Parseval formula (see [ 111) they are 
equal to the scalar products of their Fourier coefficients in the space f@*). 
More explicitly, we get for the first integral the formula (1.6). 
For the second integral we have 
J YWW) + G-(x) - 2+(x)) dx t? 




WP)P&] QW 4-b 4) dx = & 1 v(x) e(-(p, -4) dx 
9 R” 
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and 
1 
- c(p)A d(A) I (i(x) + ++ (4 - V(x)) 4- (P, x>) dx ,7 
for all p E A*. We see that (1.3) is sharpened by the term (4.4). 
5 
Both Theorem 1 and Theorem 2 will be simple consequences of Lemma 2 
proved below. In what follows A + B means the algebraic (or Minkowski) 
sum of the sets A, B c R” and IA 1 is the cardinality of A. It is easily seen 
that 
IA+BI>IAI+IBI-1 if 1 <IAI,IBI < 00. (5.0) 
Let u & {a(i), i E I}, Q’ 4 {a’(i), i E I}, b 4 (b(j),j E .Z}, and b’ & 
{b’(j),jE J) be four sets of real numbers indexed by non-empty sets 1, 
.Z c R” of finite cardinality. Denote 
J(k) 4 *yyyk min(N; b(j)}, kEZ+J. 
iel,jaJ 
LEMMA 1. Zf rt 4 max,,,a(i) = max,,,b(j), then we have 




where (o & min(min,,, u(i); minis, b(j)}. 
Proof Denote I, P {i E I: a(i) = q}, J,,k{jEJ:b(j)=q}, and 
K,&{kEZtJd(k)=q}. Arrange the numbers in non-increasing order, 
say, 
so that each a(i) and each b(j) occurs once and only once in (5.2). Choose 
a kEZtJ, say, k,, so that 6(k,) > b(j,) (=v). Such a k surely exists 
because K,=Z, tJ,; hence IK,I > lZ,l + IJ,I - 1 > 1. Choose 
k, E (Z + J)\k, so that 6(k,) > b(j,); choose k, E (Z t J)\(k, ; k2} so that 
&k,) > a(iJ; and so on. To prove (5.1) it is enough to show that this can be 
continued until the end of (5.2). Assume the contrary, i.e., assume that we 
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have already found k,, k, ,..., k,_ , with the above property, for some 
2 <A’ < III + IJI, but 
J(k) < b(TZ) (say)for all kEKA(Z+J)\{k,,k, ,..., k,-,}, (5.3) 
where b(r,) is the (N + 1)th member (from the left) of (5.2). Condition (5.3) 
implies that 
W,) = W,) > U,) > 4,) > ... > b(r,) > b(r,) > min(a(i); b(j)} (5.4) 
for all ((i,j): i t-j = k} and for all k E K. This implies that if k E K, then 
d(k) does not change its value if we increase the values of b(j,), a(i,), 
a(&),..., b(r,), b(r,). Increase the value of each of these elements to a(&,) = 
b(j,) = q and leave unaltered the value of all remaining u(i)‘s and b(j)‘s 
(which are “to the right” of b(r2)). Denote new numbers by u’(i), i E Z, b’(j), 
j E J. Thus, (v=) a’(&) = b’(j,) = b’(j,) = u’(i,) = u’(i,) = . . . = b’(r,) = 
b’(r2) > a’(s,)(=4s,)> > a’(%>(=4%)) 2 *a- 2 a’(v,)(=4d> > 
b’Q,)(=bb,)). Let d’(k), Zh, Jk, and Kb mean the quantities defined above 
(written for u’(i), b’(j)). We have 6’(k) = 6(k) < q for all k E K, which 
implies IK;l< N- 1. On the other hand IZ;l + lJ;I > N+ 1; hence [K’,I > 
lZ’,l + IJ;I - 1 > N, a contradiction. We see that (5.3) leads to a 
contradiction. To finish the proof we have only to observe that II + JI > IJI + 
IJI - 1. 
Using Lemma 1 we can prove a sharper result which contains Lemma 1 as 
a special case. For this, denote for k E Z + J 
G(k)G{(x,y)ER”xR”:x+y=k,eitherxEZoryEJ) 
and for (x, u) E G(k). 
I 
min{a(x); b(y) } if xEZ,yEJ, 
m(x,y)A min{O; b(y)} if x 6? I, y E J, 
min{u(x); 0) if x E I, y 6? J. 
Further denote 
Clearly 4(k) > 6(k) for all k E Z + J and 4(k) = 6(k) for all k E Z + J if u(i), 
b(j) 2 0 for all i E Z, j E J. 
Denote by m’(x, y) the above m(x, v) written for u’(i), i E Z, b’(j), j E J, 
and 
f(k) 6 max 
(x,y)~G(k) 
m’(x, y) > 6’(k) 4 iyzk min{u’(i), b’(j)}. 
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Similarly to functions we say that c = (~(i))~,, is a strict truncation of 
U = (U(i))i,, if 
c(i) = I 
40 if a(i) ,< y < maxi=, a(i) for all i E I. 
Y if a(i) > y 
LEMMA 2. If q 4 maxic, a(i) = maxis, b(j), tj’ A maxier a’(i) = 
maxjsJ b’(j) and a’ resp. 6’ is a strict truncation of a resp. b, then 
q-q’ + L’ 
kE& 
(d(k) - O’(k)) - L is, (40 - a’(O) - x (b(j) - b’(j)) 2 0. 
iEJ 
(5.5) 
ProoJ Denote I,, = {i E I: a’(i) = q’}, I, = {i E I: a’(i) = a(i)}, J,, = 
{jEJ:b’(j)=?‘},J,={jEJ:b’(j)=b(j)},I,=I,,nZ,,I,=Z,,\I,,f,= 
I,,\I,,, J, = J,< n JO, J, = J+\J,, J, = J,\J,,. Further denote for any I c Z 
andJEJand kEf+j 
J(k) = pJyk minb(i); b(j)). 
icl;jsJ 
Clearly I = I, U I, U I, and J = J, U J, U J,, The fact a’ and b’ are trun- 
cations of a and b implies qr’ < q; hence both I, and J, are non-empty 
(because, say, I, = 0 would imply n’ = q). Take f= I, and j= J, . 
Obviously 4(k) > f(k) for all k E I + J. Further, we can easily see that 
4(k) > 8(k) and q+‘(k) = v’ for all k E f+ J. Hence we can write 
r - v’ + kEv+ J (9(k) - 9’(k)) 2 r - rl’ + ke;+J (O(k) - 9’(k)) 
(5.6) 
It is also clear that a(i) > q’, i E 1, and a(i) < q’, i E I\& and similarly 
b(j) > v’, j E 4 and b(j) < q’, j E J\.f. This implies 
and 
0 4 min{m$ a(i); II$ b(j)} > v’. 
Applying Lemma 1 to a(i), i E & b(j), j E J, we can continue (5.6): 
> x a(i) + 1 b(j) + (lr+.fI - [I[- I.fI + 1) q’ - lf+fl q’ - n’. 
id jd 
641/13/2-6 
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This gives (5.5) because a(i) =a’(i), iEZ\& u’(i)= Q’, iE& and 
b(j) = b’(j), j E J\J, b’(j) = q’, j E .f. 
In fact, using the same proof, we could prove for a(i), a’(i), b(j), and b’(j) 
satisfying the assumptions of Lemma 2 also the inequality 
r] - q' + ,+y+, (S(k) - 6'(k)) - y (u(i) -u'(i)) - y (b(j) -b'(j)) > 0. 
iel jsJ 
(5.7) 
For non-negative u(i), u’(i), b(j), b’(j), i E I, j E J, we have 6(k) = 4(k), 
6’(k) =4’(k), k E Z + J; hence in this case (5.7) is equivalent to (5.5). In 
general we have only 6(k) <d(k) and 6’(k) G@(k), kEZ+ J, and the 
comparison of B(k) - 6’(k) and (b(k) - 4’(k) is more complicated. One could 
ask, whether (5.5) resp. (5.7) holds, assuming only that (1) 
maxia, u(i) = maxjsJ b(j), maxis u’(i) = maxjsJ b’(j) and (2) u’(i) < u(i) 
Vi E Z and b’(j) < b(j) Vj E J, without assuming that bot a’ and b’ are trun- 
cations of u and b, respectively. The following simple example shows that the 
answer is negative. Let Jc R”, 2 < IJ( < co, and i, E R” be given arbitrarily. 
Write J in the lexicographically increasing order, say j, <j, < . . . <j,. Let 
i, = i, tj, -j,, i, =i, +j,-j,- 1 ,..., i,=i,+j,-, -j,. This, together with 
i,, defines at least m - 1 different points. Denote Z = (Jr= i i,. Let 0 < a(i), 
i E Z, 0 < b(j), j E J, be such that q = maxis, u(i) = maxjsJ b(j) and u(il) = 
minic, u(i). Let u’(i) = u(i), i # i,, i E Z, 0 < u’(i,) < u(il) and b’(j) = b(j), 
j E J. It is easy to show that 
max min(u(i); b(j)} = ,m~:~ min(u’(i); b’(j)} for all k E Z t J. 
itj=h 
We see that the left-hand side of (5.7) is equal to u’(ii) - u(i,) < 0. In this 
example a’ is not a truncation of a. 
6 
Before proving the theorems let us make some simple observations 
regarding the functions g, b, it, and g’-. Fixing x E R”, for g E F,(R”) 
denote g,(y) & g( y + x), Y E R”. Let B be a closed ball, i.e., the set 
{xER”:CI=,IXi-yiI*~r*}, containing supp g. Clearly supp g, G B - x, 
so denoting Z(x) & (B - x) nA we can write 
(6.1) 
d(x)= x g,(v) = Yx) id-w)- (6.2) veI(x) 
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Further, we can show easily that Z(x) n (Z(x) - u) = 0 implies 
Tfif min{ g,(u); g,(u + v)} = 0. 
But clearly {U E A : Z(x) n (Z(x) - u) # 0} = Z(x) + (-Z(x)). Hence, we can 
write 
Denoting 
g’+(x) = \’ max mini g,(v); g,(u + u)]. 
U&G(X) PaA 
G(u,x)~{(v,w)EA xA:utw=u 
and either u E Z(x) or w  E (-Z(x))}, 
the last expression can be written in the form 
d+(x)= \‘ max uE,(x)-,(x) (o.w)~G(u.x) mint g,(u); g,(-w)}. (6.3) 
Similarly, we can show easily that 
f-(x)= \‘ max us,(x;,(-x) (tJ*w)EJf(u.x) min{ g,(u); g-,(w)}, (6.4 ) 
where 
H(u, x) 4 {(u, w) E /1 x n : u + w  = u and either u E Z(x) or w  E I(-x)}. 
Proof of Theorem 1. Let h E F,(P) be a strict c-truncation of g and let 
B be a ball containing suppg. Clearly, for each fixed x E R” supp h, = 
supp g, E B - x and h,(y) is (as a function of y) a c-truncation of g,(y), i.e., 
h,(y) = 
I 
cg,(‘) if g,(v) < c, 
if g,(y) > c 
(6.5) 
for all y E R”. Denote Z4 Z(x) 4 (B - x) n/i, JA -Z(x), q’ 4 max,,, h,.(u), 
and q 4 max ve,gx(u). Relation (6.5) implies h’(x) = max(O; r,+‘) and g(x) = 
max{O; v}. We can distinguish two cases. If either 17’ < c or q’ = q = c, then 
cJearly h,(u) =g,(u) for all u E/i, that implies h’(x) = g(x), g(x) = g(x), 
h+(x) = g+(x). Assume II’ = c and q > c. Then {a’(i) 4 h,(i), i E I} is a strict 
truncation of {u(i) & g,(i), i E I} and {b’(j) 6 h,(-j), j E J} is a strict trun- 
cation of {b(j) e g,(-j), j E J} (in the sense defined in Section 5). Taking 
into account that 
q’ = III:; h,(-w) and tt = ‘t3ff ii!,( (6.6) 
204 BbLA UHRIN 
we can apply Lemma 2. This yields, using (6.2) and (6.3), 
9 + f+(x) - 2&?(x) > q’ + ii, (x) - 2&(x). (6.7) 
The non-negativity of c implies q’ = h’(x) and q = g(x) and this proves the 
theorem. 
Proof of Theorem 2. The proof is analogous to that of Theorem 1. Z, n’, 
and q are the same as previously. The case {either II’ < c or n’ = r7 = c} 
implies again h,(v) = g,(v) for all u E/i. Denote by .9r the set x E 9 for 
which this case occurs and let Yz 4 (x E .9: q’ = c and n > c}. Clearly 
Y1 U 9* = 9 and Y1 n Yz = 0 (perhaps one of them is empty). Now, 
denote J = I(-x), n! = max,,, h-,(u), and ?,r- = max,,, g-,(v). As before, 
we distinguish two cases: 9; 4 {x E 9: either r~‘_ < c or s’ = c = n-} and 
.P;9{xE9:q’=c and q- > c}. Obviously 9p;u9’;=9, 
,8; nS; = 0 (one of them may be empty). Again, we have 
h-,(u) = g-,(v) for all u E /i and x E 9;. The non-negativity of c implies 
that h’(x) = v’, g(x) = q for x E 9* and h’(-x) = r~\, g(-x) = r~- for x E 9;. 
For x E 9* n 9’; we have h’(x) = h’(-x) = c; hence for x E Yz n 9; n 9’ 
we can apply Lemma 2 to {a’(i) 6 h,(i), i E I}, (a(i)&gJi), i E I}, 
{b’(j)& k,.(j),jEJ}, and {b(j) 4 g-,(j),j E .Z}. This proves the theorem. 
7 
In the following two sections we shall illustrate our results on some 
examples. 
First, let g(x) be the characteristic function of a bounded set Q c R”. For 
x E 9 denote Q(x) 6 (Q -x)nA and assume that P,A {x E 9: 
Q(x) # 0} # 0. We can see easily that 
&j(x) = i(x) = g + (x) = 0 if xEcP\P,, 
and for x E P, we have 
i(x) = 1, B(x) = I QWI, g’+(x) = I Q(x) - Q(x>l. (7.1) 
Applying the trivial inequality (5.0) to A = Q(x), B = -Q(x), we have 
I Q(x) - Q(x)1 2 2 I Q(x)1 - 1 for all xE P,. (7.2) 
We see that for characteristic functions the statement of Theorem 1 is quite 
trivial. For any fixed x E P, we can write 
(Q-Q>nA=((Q-x)-(Q-x))nn~Q(x)-Q(x>, (7.3) 
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which gives 
I<Q - Q, n/i I 2 I Q(x) - Q<x>l, X-Q, (7.4) 
an inequality analogous to (3.8). Combining (7.2) and (7.4) we get the ine- 
quality 
1 + I<Q - Q) n/i I 2 2 I Qk>l, XEP,, (7.5) 
which is analogous to (3.11) (with v = 0). If Q is Lebesgue-measurable, then 
its measure (or volume) V(Q) is equal to the integral of I Q(x)] over P,; 
hence integrating both sides of (7.5) over Pa we get 
V(Q) V(Q) 
$1 +l(Q-Q)n4Gmado. (7.6) 
This inequality contains Minkowski’s theorem as a special case (apply it to 
Q = fK, where K is bounded, convex, symmetric ti K = fK - $K). Also a 
more general result of Rado [l] is contained in (7.6) (see [ 121). Our 
approach shows that any sharpening of (7.2) leads, in a natural way, to a 
sharpening of (7.6) (consequently sharpening of Minkowski’s and Rado’s 
results). 
In general (7.2) cannot be sharpened because if Q(x) is, say, of the form 
(q, q + d, q + 2d,...), q, d E R” (arithmetical progression), then equality 
occurs in (7.2). However, the following problem is already meaningful: 
Find a family X of bounded sets Q c R” such that 
I Q(x) - Q(x>l 2 r I Q(x>l - k for all x E P,, (7.7) 
holds for all Q E r, where r > 2, k > 0 are some constants. 
For example, Freiman [ 131 proved that for S c R”, 0 ( ISI < +oo, such 
that dim(aff S) = II (where dim(aff S) means the dimension of affme hull of 
S) we have 
Using this result, we have the following two statements. 
PROPOSITION 3. Let Q c R” be bounded and such that Q(x) has a point 
of symmetry and dim(aff Q(x)) = n for all x E P,. Then 
IQ(x) - Q@>l 2 (n + 1) lQ<x>l - ‘(‘l ‘) for all x E Pa. (7.9) 
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PROPOSITION 4. Let Q c R” satisfy the assumptions of Proposition 3 and 




Both (7.6) and (7.10) were derived from (7.5) and (7.9), respectively, by the 
simplest possible way: integration over P,. Using the more complicated 
method showed in Section 4, we could derive from (7.5) resp. (7.9) 
inequalities which are sharper than (7.6) resp. (7.10). This method will be 
demonstrated in the next section. An example of a set satisfying the 
assumptions of Proposition 3 is 
GA 
I 
x~R”:x= q7 tie a,, ai<&<pi, i= l,... n , 
,r, ! 
(7.11) 
where (a,, a*,..., a,} c R” is the defining basis of /i and ai < 0, pi > 2, 
i = 1, 2,..., n, are given numbers. The condition taken on ai, pi implies 
(4 a,, a2...., a,}cG-x for all xE.9+P=PQ and dim(affG(x))=n for 
all x E .Y. 
8 
Our second example deals not with characteristic functions but with non- 
negative functions cp E F,(R”) such that 
cp(x) > d > 0 for all x E Q 4 supp cp. (8-l) 
For example, if rp is continuous and supp cp is compact, then (8.1) holds for 
some d. 
The function w(x) = d . xQ(x), x E R”, is a truncation of cp; hence using 
(3.4) and (7.1) we have 
4(x) + 6+(x) > W(x) + d . (1 + I Q(x) - Q<x>l - 2 I Q(x)lh (8.2) 
for all xE Pa. 
Now, assume that for Q (7.9) holds (say, Q = G, where G is given by 
(7.1 l)), then we have for all x E P, 
d(x) + F+(x) 2 24(x) + d(n - 1) I Q(x)1 - dn(n2+ ‘) + d. (8.3) 
Denote 
Qi 4 (g(x) + $+(x)1 dx, Y 62 @(x) + i+(x)> .4(x) dx. 
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Integrating both sides of (8.3) over P, we get 
0 > 2 j 
R" 
p(x) dx + d(n - 1) V(Q) - d . (‘(‘; ‘) - 1) . V(P,). (8.4) 
If we use the method showed in Section 4, i.e., if we multiply both sides of 
(8.3) by e(x) > d . 1 Q(x)l, x E P,, and integrate over P,, we have (see (4.2) 
and (4.3)) 
Y > 2 1 
PQ 
4(x)’ dx + d2(n - 1) I, 1 Q(x)l’ dx - d2 (y- - 1) . V(Q). 
(8.5) 
Both integrals in (8.5) can be calculated using the multidimensional Parseval 
formula (see (1.6)). For the second one we have 
I I QWI’ dx = -& . 1 I vp(Q)12, (8.6) 
PQ PEA’ 
where 
v,(Q) 6 j e(- (p, x)> dx, PEA*. 
Q 
If Q = G, where G is given by (7.1 l), then we have 
I VpW12 = WI* - fi ( 
1 - cos(2n * (p, Uj) * cpj - CQ)) 
27r2 * (p, a,)’ ) 3 PEA*, j=l 
(8.7) 
where the case (p, aj) = 0 is interpreted by 
lim 1 - cos(27c - x - Y) = 2 
x-0 27r2x2 Y* 
Further, we have 
VU’,> = d(A >, V(G) = V,(G) = d(A) fi @lj - aj). (8.8) 
j=l 
Let C be a regular n x n-matrix and g E Fo(R”) be a non-negative, 
continuous function satisfying 
dC(x - Y)) > min { &G 8(y) 1 for all x, y E R”. (8.9) 
Assume further that 
supp g 2 C-‘G (8.10) 
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holds for some G of the form (7.11) with pi = -(Xi > 4, i = l,..., n. For this G 
we clearly have (denoting H= fG) 
9=P, and dim(aff H(x)) = n for all x E 9. (8.11) 
We can also easily see that for the function 
(8.12) 
we have 
f&3x -Y)> > minLf(x>Ay)l for all x, y E R”. (8.13) 
Denote q(x) &f(2C-lx), x E R”. Then supp 9 = H = ;G and (3.8) holds for 
these f and 9. Using (8.4) with Q = H and d = infxEs q(x) > 0, the following 
inequality holds. 
PROPOSITION 5. Let g, C, and G be as aboue. Then we have 
2: g(u) 
ldet C] -. 
uEC-'GnA 
2 2” q/i) g(x) dx 
+I). (8.14) 
Using (8.5), (8.6), and (1.6) we have a more complicated inequality. 





g(x) . e(- (p, fcx)) & 
C-‘G 
1 - cos(27c - (p, ai) - Pi) 
2n2(p, uiy - 
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An example of a function satisfying the conditons of Proposition 5 with 




3 x & H, 
(8.16) 
where 1) . 11 is any norm in R” and H c R” is any bounded, symmetric, and 
convex set. Many other functions can be found and the estimates (8.14) and 
(8.15) can written for them. 
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