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Abstract
In this paper, we introduce Hierarchical Invertible Neural Transport (HINT), an
algorithm that merges Invertible Neural Networks and optimal transport to sample
from a posterior distribution in a Bayesian framework. This method exploits a
hierarchical architecture to construct a Knothe-Rosenblatt transport map between
an arbitrary density and the joint density of hidden variables and observations.
After training the map, samples from the posterior can be immediately recovered
for any contingent observation. Any underlying model evaluation can be performed
fully offline from training without the need of a model-gradient. Furthermore,
no analytical evaluation of the prior is necessary, which makes HINT an ideal
candidate for sequential Bayesian inference. We demonstrate the efficacy of HINT
on two numerical experiments.
1 Introduction
Bayesian inference is a statistical inference framework where a prior probability distribution of
some unknown variable gets updated as more observations become available. The task of sampling
from such a posterior probability distribution can be extremely challenging, in particular when the
unknown variable is either very high-dimensional, or the underlying model is very complex and
expensive to evaluate (e.g. chaotic dynamical systems, SDEs, PDEs). The problem becomes even
harder when observations arrive in a streaming form and Bayesian inference has to be performed
sequentially (a.k.a. filtering). Standard attempts to solve these tasks include MCMC algorithms, SMC
techniques, variational inference approximations [13, 11, 3] and many remarkable improvements of
these contributions have been proposed in the last decades.
A more recent approach entails the use of optimal transport [29] in order to map a reference density
(e.g. Gaussian) to a target density (e.g. posterior) [21]. One can define a possible class of transport
maps and, within this class, seek for an optimal map such that the correspondent push-forward
density of the reference approximates the target as closely as possible. Samples from the target
density can then be recovered by applying the transport map to samples from the reference density.
The class of transport maps that is chosen characterizes the method in use. For example, [21]
introduces polynomial maps within a Knothe-Rosenblatt rearrangement structure, whereas [20, 5]
exploit variational characterizations embedded in a RKHS.
In this paper, we propose different ways to use Invertible Neural Networks (INNs) within an optimal
transport perspective. INNs have recently been introduced in [9] as class of neural networks char-
acterized by an invertible architecture. Crucially, every layer combines orthogonal transformations
and triangular maps, which ensures that the determinant of the Jacobian of the overall map can be
computed at essentially no extra cost during the forward pass. Here, we extend the results in [9, 2] and
we introduce and compare different transport constructions with the goal of sampling from a posterior
distribution. Finally we propose HINT, a Hierarchical Invertible Neural Transport method where a
Preprint. Under review.
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hierarchical INN architecture is exploited within a Knothe-Rosenblatt structure in order to densify
the input-to-output dependence of the transport map and to allow sampling from the posterior. One
of the advantages of HINT is that model evaluations can be performed fully offline and the gradient
of the model is not required, which is very convenient when models and their gradients (e.g. PDEs
and their adjoint operators) are very expensive to compute. In addition, analytical evaluations of the
prior density are never required, which makes HINT ideal for Sequential Bayesian inference.
The paper is organized as follows. Section 2 gives a background on INNs, together with a possible
extension in 2.1. Section 3 provides a transport perspective, where new constructions are derived and
studied, and a statistical error analysis of the transport estimator in 3.3. Section 4 introduces HINT, a
novel hierarchical architecture, and how to use it to sample from the posterior. Section 5 describes
HINT in a sequential Bayesian framework. Section 6 studies the performance of the algorithm on
two challenging inference problems. We finish with some conclusion in section 7.
2 Invertible Neural Networks
Invertible Neural Networks (INNs) have been introduced in [9] as a special case of deep neural
networks whose architecture allows for trivial inversion of the map from input to output. One can
describe an INN as an invertible map T : X → X defined on some vector space X , characterized by
the composition of invertible layers T `, i.e. T (u) := TL ◦ · · · ◦T 1(u), for u ∈ X and ` = 1, . . . , L.
The architecture of each layer T ` can be described as follows:
T `(u) :=
[
T 1`(u˜1)
T 2`(u˜1, u˜2)
]
:=
[
u˜1
u˜2  exp(s`(u˜1)) + t`(u˜1)
]
, with u˜ :=
[
u˜1
u˜2
]
:= Q`u , (1)
where T ` = [T 1` ,T
2
` ] is an arbitrary splitting, exp(·) denotes element-wise exponential operation,
Q` are orthogonal matrices, i.e. Q>` Q` = I , and s`, t` are arbitrarily complex neural networks. In
practice, we will take Q` to be series of Householder reflections and s`, t` as sequences of fully-
connected layers with leaky ReLU activations. We denote by θ ∈ Rn all the parameters within s` and
t` that we want to learn across all layers, which will in turn parametrize the map T (u) = T (u;θ).
We emphasize that each layer T ` is a composition of an orthogonal transformation and a triangular
map, where the latter is better known in the field of transport maps as Knothe-Rosenblatt rearrange-
ment [21]. This factorization can be seen as a non-linear generalization to a classic QR decomposition
[28]. Whereas the triangular part encodes the possibility to represent non-linear transformations, the
orthogonal part reshuffles the entries to foster dependence of each part of the input to the final output,
thereby drastically increasing the representation power of the map T .
u Q`
 +
T `(u)s` t`
(a) INN architecture of T `(u)
∇• T 1`
∇• T 2`
u˜1 u˜2
(b) Sparsity pattern of Jacobian matrix
Figure 1
Figure 1a displays the architecture introduced in (1) corresponding to the map T ` and Figure 1b the
layout of the Jacobian matrix∇u˜T `. We have the following Lemma.
Lemma 1. Let us call u0 := u ∈ X , u` := T `(u`−1) and u˜` := Q`u`. Then
log |det∇T (u)| =
L∑
`=1
sum
(
s`(u˜
`
1)
)
, (2)
where sum(·) denotes the element-wise sum.
2
A proof is given in appendix A. Lemma 1 crucially shows that the determinant of the Jacobian of an
INN can be calculated for free during the forward pass. The importance of this will become clear in
Section 3.
We remark that the expressions in (1) are trivially invertible:
S`(v) :=
[
S1`(v1)
S2`(v1,v2)
]
:= Q>`
[
v1
(v2 − t`(v1)) exp(−s`(v1))
]
, with v :=
[
v1
v2
]
∈ X , (3)
where S` = [S1` ,S
2
` ] corresponds to the splitting of T `. Note that s` and t` do not need to be
invertible.
2.1 About the extendibility to non-linear Q`.
As previously highlighted, every layer T `(u) in (1) could be seen as a QR-type decomposition with
constant Q`. However, one could argue that in order to increase the representation power of the
decomposition, alsoQ` should be taken to be a non-linear function of u. In this section, we generalize
T ` to T `(u) := R`(Q`(u)), whereR` is the triangular part of the map in (1), whereas the function
Q` should generalize the role of Q`. IfQ`(u) = Q`u, we recover the architecture in (1). In addition,
we have∇T ` = ∇R`∇Q`. Then, we would like to chooseQ` : X → X to be a smooth and easily
invertible transformation such that∇Q` is an orthogonal matrix, so that log det |∇T `| can still be
computed at no extra cost. Such transformations belong to the more general class of conformal maps
[1]. In fact, any conformal mapQ` in X ≡ Rdim is characterized by∇Q`∇Q>` = |det∇Q`|2/dimI ,
where∇Q` is assumed to exist almost everywhere. Unfortunately, Liouville’s theorem [25] shows
that, for any dim > 2, the only conformal maps are Möbius transformations of the form
Q`(u) := b+ α
Q`(u− a)
‖u− a‖γ , for γ ∈ {0, 2} ,
where b,a ∈ Rdim, α ∈ R \ {0}, and Q` is an orthogonal matrix. Note that, for both γ = 0 and 2,
det∇Q` = αdim, and Lemma 1 can be easily generalized.
3 A transport perspective for general Bayesian inference
In [2], INNs were used to sample from a posterior probability distribution. In this section, we will
generalize the results in [2] via the mathematical framework of transport maps. We will suggest
different procedures and architectures which involve INNs and we will propose a new algorithm to
perform sampling from a posterior distribution.
3.1 A general Bayesian framework
Let us denote by x ∈ Rd some hidden parameters of interest and by y ∈ Rm some observations.
We respectively denote by px(x), py|x(y|x), py,x(y,x) and py(y) the prior density, the likelihood
function, the joint density and the evidence. By Bayes’ theorem, the posterior density can be expressed
as px|y(x|y) = px(x) py|x(y|x) / py(y).
All the results we will present hold for any possible likelihood function py|x, in contrast with the
results in [2] which hold exclusively for the Dirac delta likelihood py|x(y|x) = δF (x)(y), where
F : Rd → Rm is some non-linear operator. However, for sake of clarity, throughout the paper we will
focus on additive Gaussian noise relations, i.e. y := F (x) + σyξ, for some standard Gaussian noise
ξ ∼ N (0, I) and standard deviation σy . It immediately follows that py|x(·|x) = N (F (x), σ2yI).
Furthermore, we introduce a latent variable z, whose dimension will be specified below. Although
any treatable density can be chosen for z, we will practically use a standard Gaussian pz = N (0, I).
3.2 A transport perspective
Suppose that we want to approximate a target density ptarget. A possible approach is to seek for an
invertible transport map T : X → X such that the pushforward density T#pref of some reference
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density pref approximates, in some sense, the target ptarget.1 We restrict the attention to parametric
families of transport maps T (·) = T (·;θ), for θ ∈ Rn. We define the function
J : Rn → [0,∞) : θ 7→ DKL(T#pref || ptarget) , (4)
where DKL(· ||·) is the Kullback-Leibler divergence between two probability densities. One would
like to minimize the function J over θ; if the family of maps T (·,θ) is rich enough, the KL divergence
will approach zero and T#pref ≈ ptarget.
In general, the family of maps T (·,θ) can contain any invertible function approximator that can be
trained over θ to push a treatable reference pref to the target ptarget. Different choices for such a family
have been proposed in the literature, e.g. polynomials regressors [21], Tensor-Train representations
[10] and variational approximations [20, 5]. The accuracy of T#pref will depend on how well T
represents a map between the two densities. In this paper, we propose INNs as a suitable choice for
T that, at the same time, retains the universal approximation properties of deep neural networks and
makes the minimization tractable because of the triangular architecture within the layers T `. In fact,
the main computational bottleneck in the minimization of the expression in (4) is that, as we will see,
it involves the evaluation of log |det∇T | at every input of the training set and at every training step
of the algorithm, which quickly becomes practically unfeasible. Lemma 1 showed how, for INNs,
this expression can be calculated essentially at no extra cost during the forward pass.
Different algorithms can be constructed depending on the choices of pref and ptarget. Although the
ultimate goal is to sample from the posterior px|y, for some specific combination of densities ptarget
and pref this can be done in two phases: first, train a transport map between the two densities; then,
recover posterior samples via specific conditional procedures. We will study three cases, which are
represented in Figure (2).
x
[
y
z
]
T
pref = px ptarget = py|xpz
1©
z x
T
pref = pz ptarget = px|y(·|y)
2©
(y fixed)
[
y
x
]
z
T
ptarget = pzpref = py,x
3©
Figure 2: Transport schemes of the three considered cases
In both cases 1© and 3©, the family of maps T (·,θ) is trained over θ independently of the actual ob-
servation y. After training is performed, samples from px|y(·|y) can be recovered for any contingent
y by a conditional procedure. When T is taken to be an INN, case 1© corresponds to an extension
of [2] to general likelihood functions py|x. Case 3© is related to [21], where families of polynomial
maps T are employed, and will be studied further in section 4. On the other hand, case 2© attempts
to sample directly from the posterior py|x(·|y), therefore training requires the actual observation y.
For a different observation, training should be recomputed. Stein variational inference [20, 5] closely
relates to this case. In the following theorem, for each case we derive an explicit loss upon which a
family of maps T (·,θ) can be trained. Algorithms to sample from px|y are given in appendix B.
Theorem 1. Given a parametric family of invertible maps T (·,θ), minimizing the function J(θ) in
(4) over θ is equaivalent to minimize the following losses L(θ):
1© Let X ≡ Rd, z ∈ Rd−m and assume m < d. Let pref = px and ptarget = py|xpz . Then
L(θ) := Ex∼px
[ 1
2σ2y
‖T y(x)− F (x)‖22 +
1
2
‖T z(x)‖22 − log |det∇T (x)|
]
, (5)
where T (x) = [T y(x),T z(x)], with T y(x) ∈ Rm and T z(x) ∈ Rd−m.
2© Let X ≡ Rd, z ∈ Rd and an observed y. Let pref = pz and ptarget = px|y(·|y). Then
L(θ) := Ez∼pz
[ 1
2σ2y
‖y − F (T (z))‖22 − log px(T (z))− log |det∇T (z)|
]
. (6)
1For any invertible map T and probability density p, the pushforward density of p is given by T#p(u) =
p(T−1(u))| det∇uT−1(u)|.
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3© Let X ≡ Rm+d, z ∈ Rm+d, pref = py,x and ptarget = pz . Then
L(θ) := Ew∼py,x
[1
2
‖T (w)‖22 − log |det∇T (w)|
]
. (7)
A proof of Theorem 1 is given in appendix A. Here, we comment on the different losses. A
summarized qualitative comparison can be found in Table 1 of appendix B.
Loss comparison. In practice, expectations within the losses of Theorem 1 should be approximated.
A sensible choice is to exploit Monte Carlo samples, which can be directly obtained in each of the
three cases and will play the role of training set for the family of maps T (·,θ). For both cases 1© and
3©, these samples, together with potentially expensive evaluations of the model F , can be performed
a priori of the training phase. In addition, no gradient of F is required during training, which allows
F to be completely treated as a black box. Vice versa, the loss in case 2© involve the term F (T y(z)),
which does not allow offline evaluations of F and requires its gradient during training.
The minimization of the first term in the loss of case 1© can be challenging. First, T y has to be trained
to be a surrogate of F , which can be difficult if F is particularly complicated or exhibits an unstable
(e.g. chaotic) behaviour. In addition, either if σ2y is very small or m is very large, the loss can become
very steep and difficult to optimize. Similar issues are present in case 2©. In contrast, the loss in case
3© strikes for its simplicity. The first term in the loss pushes all samples towards the mode of the
standard Gaussian density pz , whereas the second term is a repulsion force that maintains them apart.
The information about the model and the probabilistic relation between hidden space and observation
space is completely contained within the training set sampled from py,x.
Furthermore, we observe that, unlike in case 2©, cases 1© and 3© never require evaluations from the
prior px but only samples from it. This makes them very suitable for sequential Bayesian inference,
as we will study further in section 5.
In defence of case 2©, if we want to sample from a specific posterior px|y(·|y) and if none of the
issues raised above constitute a major difficulty, for particular applications this case may result faster
than the other two, because the family of maps T (·,θ) is trained to map samples directly to the
posterior. In addition, unlike 1© and 3©, case 2© does not require an explicit expression for T−1.
3.3 Consistency and Central Limit Theorem of the transport map estimator
Here, we analyze asymptotic properties of the statistical error due to the Monte Carlo approximation
of the losses L(θ) in Theorem 1.
Assumptions. Let us take X ≡ Rs, and assume θ ∈ Θ, where Θ is a compact set. Although this is
a technical limitation, it is also fully reasonable in practice, as trainable parameters are often clamped
within a defined range to avoid instability. Let us introduce L(u;θ) to be the integrand in the loss
L(θ) := Eu∼p[L(u;θ)], for some probability density p. We denote by Lˆ(θ) = 1N
∑N
k=1 L(u(k);θ)
the Monte Carlo estimator of L(θ), where (u(k))Nk=1 ∼ p are independent random variables. Suppose
there exist strict global minimizers θ∗ = argminθ L(θ) and θˆ = argminθ Lˆ(θ) in the interior
of Θ. We remark that both Lˆ(θ) and θˆ are random variables depending on (u(k))Nk=1. Let us
assume that the transport map T is continuous and differentiable with respect to θ. Furthermore, we
impose the regularity conditions Eu∼p[supθ L(u;θ)] < +∞ and Eu∼p[supθ ‖∇2θL(u;θ)‖] < +∞,
which ensure the applicability of the Uniform Law of Large Numbers. We will respectively denote
convergence in probability and distribution for N → +∞ by p−→ and d−→.
Theorem 2. With the assumptions above, for any input u ∈ Rs, the transport map estimator T (u; θˆ)
is consistent, i.e. T (u; θˆ)
p−→ T (u,θ∗). Furthermore, T (u; θˆ) satisfies the following Central Limit
Theorem: √
N
(
T (u; θˆ)− T (u;θ∗)
)
d−→ N (0, C(θ∗)) ,
where
C(θ∗) := ∇θT (u;θ∗)
(
∇2θL(θ∗)
)−1
Eu∼p[∇θL(u;θ∗)∇θL(u;θ∗)>]
(
∇2θL(θ∗)
)−1
∇θT (u;θ∗)> .
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A proof of Theorem 2 is given in appendix A. Note that, for any differentiable scalar function f , we
have
lim
N→+∞
P
(∣∣∣f(T (u; θˆ))− f(T (u;θ∗))∣∣∣ ≤ cσf (θ∗)√
N
)
=
1√
2pi
∫ c
−c
e−
z2
2 dz ,
for any c > 0, where σf (θ∗) denotes the asymptotic standard deviation of
√
Nf(T (u; θˆ)). This
highlights how Theorem 2 provides a probabilistic error bound with rate of convergence O(N−1/2).
4 HINT: Hierarchical Invertible Neural Transport
In this section, we propose an algorithm to sample from a posterior density px|y via case 3©, which
we discussed to be appealing for several reasons.
4.1 From joint to posterior via Knothe-Rosenblatt transport maps
Consider an invertible transport map T : Rm+d → Rm+d and suppose that it can be rewritten as
a Knothe-Rosenblatt rearrangement, so that T (w) := [T y(y),T x(y,x)] for w := [y,x] ∈ Rm+d,
T y(y) ∈ Rm and T x(y,x) ∈ Rd. Let us denote by S(z) := [Sy(zy),Sx(zy, zx)] its inverse,
i.e. S = T−1 and Sy = (T y)−1, for z := [zy, zx] ∈ Rm+d.
Observe that we can split the latent density as pz = pzypzx|zy , where pzy and pzx|zy respectively
correspond to the marginal density of zy and the conditional density of zx given zy . Because we chose
pz to be a standard Gaussian, we further have pzx = pzx|zy . Finally, assume thatS#pz = py,x exactly,
or equivalently T#py,x = pz . Then, it was shown in [21] that S
y
#pzy = py and S
x
#pzx = px|y .
The result above suggests that, given a map T satisfying the conditions above, a posterior sample
x ∼ px|y(·|y) can be simply achieved by calculating x = Sx([T y(y), zx]), for zx ∼ N (0, I).
Intuitively, whereas the simple application of the map Sx to a sample z = [zy, zx] ∼ N (0, I) would
provide a sample from the joint py,x, the act of fixing zy to be the anti-image of y through T y makes
sure that the resulting sample x comes from the posterior px|y. A simplified visualization of this
procedure is displayed in Figure 3.
Figure 3: Contours of joint and refer-
ence densities. Given data y (left red
line) and its anti-image zy = T y(y)
(right red line), Sx(zy, ·) maps a
marginal Gaussian sample to the
posterior (dashed).
4.2 Hierarchical architecture
The goal is to introduce an architecture which endows T with a Knothe-Rosenblatt structure in order
to apply the sampling procedure described in section 4.1. In fact, such a structure is not satisfied by a
general INN architecture in (1) because of the orthogonal transformations Q`, which are essential
to have a large representation power of the network. In order to overcome this issue, we proceed as
follows: first, we develop a hierarchical generalization of the architecture in (1) to embolden a rich
input-to-output dependence within each layer T `; then, we enforce the last level of each hierarchy to
be triangular, so that the overall map T satisfies the desired structure.
Intuitively, we want to recursively nest INNs within each other in order to perform multiple coordinate
splittings and therefore densify the architecture structure. In order to characterize this nesting
procedure, for each layer ` we define a binary tree H` of splittings. Each entry h ∈ H` refers to a
splitting coordinate and to the sub-tree of its children. We denote the tree root by h˜ ∈ H`. Given h,
let us denote by h− and h+ its direct children. Also, we denote by H := |H`| the cardinality of the
tree, i.e. the number of splittings. Let us define the following hierarchical architecture:
T `,h(u) :=
[
T `,h−(u˜1)
T `,h+(u˜2) exp(s`,h(u˜1)) + t`,h(u˜1)
]
, with u˜ :=
[
u˜1
u˜2
]
:= Q`,hu , (8)
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with the initial condition T `,h(u) := u for h = ∅. Q`,h is an arbitrary orthogonal matrix, whereas
s`,h and t`,h are arbitrarily complex neural networks. Note that, for H = 1, (8) corresponds to (1).
Figure 4a displays the architecture of a hierarchical layer T `,h, whereas Figure 4b shows the layout
of the Jacobian∇T `,h˜(u) for a treeH` with H = 3, with respect to the transformed inputs Q`,h˜−u˜1
and Q`,h˜+u˜2. Analogously to hierarchical matrices, the architecture in (8) densifies the dependence
between input and output of T `,h˜ by recursively nesting INNs layers within themselves.
u Q`,h
 +
T `,h(u)s`,h t`,h
T `,h+
T `,h−
(a) Hierarchical architecture of T `,h(u)
∇• T `,h˜−
∇• T `,h˜+
Q`,h˜−u˜1 Q`,h˜+u˜2
(b) Sparsity pattern of Jacobian matrix
Figure 4
Let us define T ` := T `,h˜ and the overall map T := TL ◦ · · ·T 1. It is easy to check that log |det∇T |
can be recursively decomposed to assume a similar structure as in Lemma 1 and calculated essentially
for free during the forward pass.
Given the hierarchical construction of T ` defined above, we can enforce the overall map T to retain
the desired Knothe-Rosenblatt structure by, for each ` = 1, . . . , L: (a) defining h˜ to split between the
variables y and x; (b) taking Q`,h˜ = I . It immediately follows that, for any input w = [y,x], we
can split T (w) := [T y(y),T x(y,x)], with T y(y) ∈ Rm and T x(y,x) ∈ Rd. Hence, after training
is performed upon the loss in (7), we can apply the procedure described in section 4.1 to sample
from a posterior density px|y. We address the overall algorithm as Hierarchical Invertible Neural
Transport (HINT). An implementation is given in appendix B.
5 HINT for sequential Bayesian inference
Sequential Bayesian inference typically describes a dynamical framework where data arrives in a
streaming form. We denote by y1:t a sequence of data points y1, . . . ,yt at times 1, . . . , t. Analo-
gously, we assume that there is an underlying sequence of corresponding hidden states x1:t. Model
dependencies are defined through the graphical model in Figure 5.
x0 x1 x2 x3 · · ·
y1 y2 y3
Figure 5: Dependence structure
in sequential Bayesian frame-
work
By Bayes’ theorem and the assumed dependence structure, we have
pxt|y1:t(xt|y1:t) ∝ pyt|xt(yt|xt)pxt|y1:t−1(xt|y1:t−1) , (9)
pxt|y1:t−1(xt|y1:t−1) = Ext−1∼pxt−1|y1:t−1 [pxt|xt−1(xt|xt−1)] . (10)
Equation (10) is usually known as the prediction step, while equation (9) is called assimilation
(or updating) step. Here, pxt|yt is the desired posterior density, pyt|xt is the likelihood function,
whereas pxt|y1:t−1 plays the role of prior density given the previous observations y1:t−1. The
analytic expression of the prior is not given explicitly, but rather through an expectation over the
previous posterior pxt−1|y1:t−1 . If we have samples from the previous posterior, we can estimate
the expectation via Monte Carlo, however this can easily be very inaccurate if the transition density
pxt|xt−1 is complicated or very concentrated. In the limit case where the relation between xt−1 and
xt is deterministic, i.e. pxt|xt−1 is a Dirac delta function, a Monte Carlo estimate is not even possible.
In addition to this problem, in many applications of interest, every evaluation of the transition density
requires the solution of a very expensive model, and the evaluation of the prior density through a
Monte Carlo approximation would become too expensive for online prediction.
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For those reasons, we would like to have an algorithm that is able to sequentially generate samples
from the posterior pxt|y1:t but does not need to evaluate the prior density pxt|y1:t−1 . Theorem 3 shows
how to generalize the results for HINT (case 3©) in Theorem 1 to sequential Bayesian inference
and how only samples from pxt|y1:t−1 are required, but never an analytical evaluation of it. An
analogous result can be derived for case 1©. As before, although the results can be achieved for
general probability densities, we focus on additive Gaussian noise relations xt := M(xt−1) +
σxη and y := F (xt) + σyξ, for some non-linear operators M : Rd → Rd, F : Rd → Rm,
some standard Gaussian noises η, ξ and standard deviations σx and σy. This immediately implies
pxt|xt−1(·|xt−1) = N (M(xt−1), σ2xI) and pyt|xt(·|xt) = N (F (xt), σ2yI).
Theorem 3. Let T (·;θ) be a parametric family of invertible transport map from Rm+d to Rm+d.
Suppose we observed y1:t−1 and denote pyt,xt|y1:t−1 = pyt,xt|y1:t−1(·|y1:t−1). Let us define
Jt : Rn → [0,∞) : θ 7→ DKL(T#pyt,xt|y1:t−1 || pz) . (11)
Then, minimizing Jt(θ) in (11) over θ is equivalent to minimize the following loss:
Lt(θ) := Ewt∼pyt,xt|y1:t−1
[1
2
‖T (w)‖22 − log |det∇T (wt)|
]
. (12)
A proof follows directly from the proof of Theorem 1 in appendix A. Importantly, the minimization
of the loss in (12) at time t should be initialized at the optimal value of θ at time t− 1. In fact, if the
geometry of the posterior does not change much, the new optimal value is going to be close to the
previous one, and the training very short.
6 Numerical experiments
In this section, we compare the performance of standard INN (case 1©) and HINT (case 3©) on
two challenging numerical experiments in a Bayesian inference framework. In both cases, we use
approximately n = 106 parameters. We use HINT with a coarse hierarchical depth H = 3 and show
that this suffices to compare favorably to INN.
6.1 Competitive Lotka-Volterra and unobserved species prediction over time
Competitive Lotka-Volterra is a generalization of the classic Lotka-Volterra which describes the
demographical interaction of d species competing on common resources. It is given by
dui
dt
= riui
(
1−
d∑
i=1
αijuj
)
(13)
for i = 1, . . . , d, where ui is the size of the i-th species at a given time, ri is its growth rate and
αij describes the interaction with the other species. We take d = 4 and set parameters ri, αij ∼
N (1, 0.32). Observations are taken at times tj = j, for j = 1, . . . , 10, and we set t0 = 0. The
solution of (13) between [tj−1, tj ] characterizes the transition modelM , and x(tj) = M(x(tj−1))+
σxη, where σx = 10−2 and η ∼ N (0, I). We observe a perturbed number of the first three species
ytj = F (x
true(tj)) + σyξtj with F (x(t)) := x1:3(t) and σy = 10
−1, where xtrue(t) is a realization
of the process x(t) with xtrue(0) ∼ N (1, 10−4I). We set an initial prior x(0) ∼ N (1, 10−2I). The
goal is to sequentially recover the posterior densities and to predict the unobserved component x4.
At t1 = 1, we estimate the mean-squared-error (MSE) of the trace of the posterior covariance matrix
both varying the number of training samples and training steps. Figure 6 (top row) shows that both
standard INN and HINT converge to very small values of the MSE. INN appears to largely struggle
for small training sizes, but seems to perform slightly better for many training epochs.
Figure 6 (bottom row) describes the sequential prediction of x4, which shows a largely better
performance of HINT over INN. Methods were trained with 64000 samples for 50 epochs.
6.2 Lorenz96 transition and log-Rosenbrock observation models
Lorenz96 is a chaotic dynamical system characterized by
dui
dt
= (ui+1 − ui−2)ui−1 − ui + α , (14)
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Figure 6: MSE comparisons and prediction of x4 for INN and HINT
for i = 1, . . . , d. where it is assumed that u−1 = ud−1, u0 = ud and ud+1 = u1. We take d = 40
and set α = 8 (chaotic regime). We start at t0 = 0 and take an observation at time t1 = 110 . The
solution of (14) between [0, t1] characterizes the transition modelM , and x(t1) = M(x(0)) + σxη,
where σx = 10−1 and η ∼ N (0, I). To make the problem very complicated, we take F ∈ R39 to
be a log-Rosenbrock function in each component, i.e. Fi(x) = log
(
100(xi+1 − x2i )2 + (1− xi)2
)
for i = 1, . . . , 39, and observe yt1 = F (x
true(t1)) + σyξt1 with σy = 10
−1, where xtrue(t) is a
realization of the process x(t) with xtrue(0) ∼ N (1, 10−4I). We set an initial prior x(0) ∼ N (1, I).
The goal is to sample from the posterior at time t1.
For this hard experiment, INN failed to produce meaningful results. We remark that with better
annealing rate of σy and network configurations, INN may still be able to converge, but this can
be tedious and difficult. In contrast, HINT does not have to worry about concentration issues,
as highlighted in section 3. Hence, it is much more robust and, importantly, requires much less
parameters tweaking. Figure 7 shows its convergence at time t1.
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Figure 7: MSE of the trace of the
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7 Conclusion
In this work, we introduced HINT as an algorithm that combines INNs and optimal transport to
sample from a posterior distribution in a general and a sequential Bayesian framework. We discussed
how the use of HINT over INN can be advantageous for several reasons, and we performed numerical
comparisons in two challenging test cases. Further research directions may include the use of Quasi-
Monte Carlo training samples for better space-filling and generalization properties [7], and multilevel
techniques to beat down the computation cost of generating the training set [19].
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A Appendix: Proofs
Proof of Lemma 1. With the notation above, we have u˜`−1 = Q>` u
`−1. Then, by chain rule we have
log |det∇uT (u)| = log
∣∣∣∣∣det
(
L∏
`=1
∇u`−1T `(u`−1)
)∣∣∣∣∣
= log
∣∣∣∣∣det
(
L∏
`=1
∇u˜`−1T `(u`−1)Q`
)∣∣∣∣∣
= log
∣∣∣∣∣
L∏
`=1
(
det∇u˜`−1T `(u`−1) detQ`
)∣∣∣∣∣
= log
(
L∏
`=1
prod
(
exp(s`(u˜
`−1
1 ))
))
=
L∑
`=1
sum(s`(u˜`−11 )) ,
where we denote by prod(·) the element-wise product and we used that detQ` = 1 because Q` are
orthogonal matrices.
Proof of Theorem 1. Let us take a family of invertible maps T (·) := T (·;θ). It is easy to check that
DKL(T#pref ‖ ptarget) = DKL(pref ‖ (T−1)#ptarget) = −Epref
[
log(ptarget◦T )+log |det∇T |
]
+const ,
for any densities pref and ptarget, with const = Epref [log pref]. We study the following three cases
separately.
1© Let X ≡ Rd, assume m < d and take z ∈ Rd−m. Let pref = px and ptarget = py|xpz . We
observe that the decomposition of the target density as py|xpz is enforcing independence of
z from y and x, in fact ptarget = py,z|x = py|xpz|y,x = py|xpz . Then
ptarget(T (x)) = py|x(T
y(x))pz(T
z(x)) ,
where T (x) = [T y(x),T z(x)], with T y(x) ∈ Rm and T z(x) ∈ Rd−m. By definitions of
pref, ptarget, py|x and pz , we have
−Epref [log ptarget ◦ T ] = −Ex∼px [log py|x(T y(x)|x) + log pz(T z(x))]
= Ex∼px
[ 1
2σ2y
‖T y(x)− F (x)‖22 +
1
2
‖T (x)‖22
]
+ const .
Hence, minimizing DKL(T#px ‖ py|xpz) with respect to θ is equivalent to minimize the
following loss function:
L(θ) = Ex∼px
[ 1
2σ2y
‖T y(x)− F (x)‖22 +
1
2
‖T (x)‖22 − log |det∇T (x)|
]
.
2© Let X ≡ Rd, z ∈ Rd and suppose we observed y. Let pref = pz and ptarget = px|y(·|y). By
Bayes’ theorem and our likelihood definition, we can rewrite
− log px|y(T (z)|y) = 1
2σ2y
‖y − F (T (z))‖22 − log px(T (z)) + const .
Hence, minimizing DKL(T#pz ‖ px|y) with respect to θ is equivalent to minimize the
following loss function:
L(θ) = Ez∼pz
[ 1
2σ2y
‖y − F (T (z))‖22 − log px(T (z))− log |det∇T (z)|
]
.
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3© Let X ≡ Rm+d, z ∈ Rm+d, pref = py,x and ptarget = pz . Because we assumed pz to be a
standard Gaussian density, we have
− log pz(T (x)) = 1
2
‖T (x)‖22 + const .
Hence, minimizing DKL(T#py|x ‖ pz) with respect to θ is equivalent to minimize the
following loss function:
L(θ) = Ew∼py,x
[1
2
‖T (w)‖22 − log |det∇T (w)|
]
.
Proof of Theorem 2. We start by showing that
L(θˆ)
p−→ L(θ∗) . (15)
We have
0 ≤ L(θˆ)− L(θ∗) = L(θˆ)− Lˆ(θˆ) + Lˆ(θˆ)− Lˆ(θ∗)︸ ︷︷ ︸
≤0 by def. of θˆ
+Lˆ(θ∗)− L(θ∗)
≤ |L(θˆ)− Lˆ(θˆ)|+ |Lˆ(θ∗)− L(θ∗)| .
The first term converges in probability to zero by the Uniform Law of Large Number, which holds
because of the regularity assumptions above (see [22] for details). The second term converges in
probability to zero by the Law of Large Numbers. Hence the result.
Second, we show that θˆ
p−→ θ∗, i.e. θˆ is consistent. For any δ > 0, we consider
infθ∈Θ:‖θ−θ∗‖2≥δ L(θ), which is obtained at some θ˜ ∈ Θ since L(θ) is continuous and Θ is
compact. Define ε := L(θ˜)− L(θ∗) > 0, which is positive because θ∗ is the strict global minimizer
of L(θ). Because of the Uniform Law of Large Numbers, for any γ > 0, there exists N large enough
such that supθ∈Θ |Lˆ(θ)− L(θ)| < ε2 with probability 1− γ. Then, we have
L(θˆ) < Lˆ(θˆ) +
ε
2
≤ Lˆ(θ∗) + ε
2
< L(θ∗) + ε = L(θ˜) = inf
θ∈Θ:‖θ−θ∗‖2≥δ
L(θ)
with probability 1 − γ, which implies ‖θˆ − θ∗‖2 ≤ δ with probability 1 − γ. We conclude that
limN→+∞ P(‖θˆ − θ∗‖2 ≤ δ) = 1 for any δ > 0, hence θˆ p−→ θ∗.
Fixed u ∈ Rs, T (u;θ) is a continuous function over θ. Thus, by the Continuous Mapping Theorem,
also T (u; θˆ) is consistent, i.e. T (u; θˆ)
p−→ T (u,θ∗).
We now prove that
√
N
(
θˆ − θ∗
)
∼ N (0, C˜(θ∗)), with C˜(θ∗) defined later. First, we remind that
since θ∗ is a minimizer for L(θ) in the interior of Θ, we have ∇θL(θ∗) = 0. Then, by the vector-
valued Mean Value Theorem, there exist θ¯i := ciθˆ + (1 − ci)θ∗, for ci ∈ (0, 1) and i = 1, . . . , s,
such that
0 = ∂θiLˆ(θˆ) = ∂θiLˆ(θ
∗) +
s∑
j=1
∂2θi,θj Lˆ(θ¯i)(θˆj − θ∗j ) .
By multiplying both sides of the previous equation by
√
N , we get
0 =
√
N∂θiLˆ(θ
∗) +
s∑
j=1
∂2θiθj Lˆ(θ¯i)
√
N(θˆj − θ∗j ) .
Because θˆ
p−→ θ∗, by the Continuous Mapping Theorem we have θ¯i p−→ θ∗ for each i = 1, . . . , s.
Furthermore, by proceeding analogously as above, we have ∇2θLˆ(θˆ)
p−→ ∇2θL(θ∗) because of the
Uniform Law of Large Numbers, which holds because of the regularity assumptions above (see [22]
for details). Since∇2θL(θ∗) is constant, we can rearrange the previous equation and apply Slutsky’s
theorem to get √
N(θˆ − θ∗) d∼ −
(
∇2θL(θ∗)
)−1√
N∇θLˆ(θ∗) ,
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where d∼ denotes asymptotic equivalence in distribution for N → +∞. We observe that(
∇2θL(θ∗)
)−1
exists because θ∗ is a strict minimizer in the interior of Θ. In addition, by rewriting
∇θLˆ(θ∗) = 1N
∑N
k=1∇θL(u(k);θ∗), and since Eu∼p[∇θL(u;θ∗)] = 0, by the Central Limit
Theorem we have √
N∇θLˆ(θ∗) d−→ N (0, I(θ∗)) ,
where I(θ∗) := Eu∼p[∇θL(u;θ∗)∇θL(u;θ∗)>]. Hence, we have that
√
N(θˆ − θ∗) d−→ N (0, C˜(θ∗)) ,
where C˜(θ∗) :=
(
∇2θL(θ∗)
)−1
I(θ∗)
(
∇2θL(θ∗)
)−1
. Finally, for each u ∈ Rs, we can apply the
multivariate Delta method to achieve
√
N
(
T (u; θˆ)− T (u;θ∗)
)
d−→ N (0, C(θ∗)) ,
where C(θ∗) = ∇θT (u;θ∗)C˜(θ∗)∇θT (u;θ∗)>.
B Appendix: Algorithms
Case 1© Case 2© Case 3©
Sensitivity to σy  1 Sensitive Sensitive Not sensitive
Sensitivity to m 1 Sensitive Sensitive Not sensitive
Observed data during training Not required Required Not required
Model evaluations Offline Online Offline
Gradient of the model Not required Required Not required
Prior evaluations Not required Required Not required
Explicit inverse map Required Not required Required
Table 1: Qualitative summary of comparison between cases 1©, 2© and 3©
Algorithm 1: Sampling from px|y via 1©
Input :y, Ntrain, Nout
Output :(x(k))Noutk=1 ∼ px|y
1: Sample inputs (x(k))Ntraink=1 ∼ px and estimate the loss in (5)
2: Train an INN T (·;θ) with the estimated loss and denote the minimizer by θ∗
3: Sample (z(k))Noutk=1 ∼ N (0, I)
4: Get x(k) = S([y, z(k)];θ∗) ∼ px|y , for k = 1, . . . , Nout, where S = T−1
Algorithm 2: Sampling from px|y via 2©
Input :y, N
Output :(x(k))Nk=1 ∼ px|y
1: Sample inputs (z(k))Nk=1 ∼ N (0, I) and estimate the loss in (6)
2: Train an INN T (·;θ) with the estimated loss and denote the minimizer by θ∗
3: Get x(k) = T (z(k);θ∗) ∼ px|y , for k = 1, . . . , N
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Algorithm 3: Sampling from px|y via 3© (HINT)
Input :y, Ntrain, Nout
Output :(x(k))Noutk=1 ∼ px|y
1: Sample inputs (w(k))Ntraink=1 ∼ py,x via Algorithm 4 and estimate the loss in (7)
2: Train an INN T (·;θ) with the estimated loss and denote the minimizer by θ∗
3: Get zy = T y(y)
4: Sample (z(k)x )Noutk=1 ∼ N (0, I)
5: Get x(k) = S([zy, z
(k)
x ];θ
∗) ∼ px|y , for k = 1, . . . , Nout, where S = T−1
Algorithm 4: Sampling w ∼ py,x
1: Sample x ∼ px
2: Sample ξ ∼ N (0, I)
3: Set y = F (x) + σyξ ∼ py|x
4: Set w = [y,x] ∼ py,x
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