It has become standard practice in the non-life insurance industry to employ Generalized Linear Models (GLMs) for insurance pricing. However, these GLMs traditionally work only with a priori characteristics of policyholders, while nowadays we increasingly have a posteriori information of individual customers available, sometimes even across multiple product categories. In this paper, we therefore consider a dynamic claim score to capture this a posteriori information over several product lines. More specifically, we extend the Bonus-Malus-panel model of Boucher and Inoussa (2014) and Boucher and Pigeon (2018) to include claim scores from other product categories and to allow for non-linear effects of these scores. The application of the resulting multi-product framework to a Dutch property and casualty insurance portfolio shows that the claims experience of individual customers can have a significant impact on the risk classification and that it can be very profitable to account for it.
Introduction
It has become the industry standard in non-life insurance to adopt Generalized Linear Models (GLMs) for determining the premium rate structure. Traditionally, these rate structures are based only on a priori characteristics of policyholders and do not account for any information available a posteriori.
In addition, customers often hold multiple policies across different product categories, while insurers tend to focus on policies in a single line of business when designing their premia. However, a lot of individual heterogeneity is typically unaccounted for in these a priori univariate rate structures, which may (partially) be captured by information observed a posteriori and from other product lines.
Several methods have been introduced in the literature to account for this form of heterogeneity.
Common shocks, copulas and Vector GLMs, for instance, can induce a correlation structure between claims from different product categories (see, e.g., Yee and Hastie (2003) ; Bermúdez and Karlis (2011) ; Shi and Valdez (2014) ). Multivariate random effects and multivariate credibility can additionally accommodate for a dynamic correction of the a priori rate structure by absorbing any variation not already accounted for by the covariates in GLMs (see, e.g., Englund et al. (2008 Englund et al. ( , 2009 ; Barseghyan et al. (2018) ; Pechon et al. (2018) ). However, Lemaire (1998) argues that past claiming behavior is one of the most important determinants of future claim counts and that a Bonus-Malus System (BMS) is therefore more intuitive for this correction. In contrast to the random effect and credibility models, the timing of past claims is now explicitly accounted for in these systems through a claim score as a special case of a Markov process with a finite number of states (Kaas et al., 2008) . As such, BMSs pose a commercially attractive form of experience rating where only the current level of the score matters instead of the entire claims history.
Despite the appealing framework, these predictive claim scores have primarily been used for designing rate structures for a single product and in a cross-sectional setting. Many authors consider BMSs for car or motor insurance, for instance, to adjust the given static premium and without accounting for any information from other product categories (see, e.g., Pinquet (1997) ; Denuit et al. (2007) ; Tzougas et al. (2014) ). A more dynamic approach is followed by Boucher and Inoussa (2014) , who argue that it is no longer consistent to use this two-step approach in case of panel or longitudinal data and suggest to estimate the a posteriori rate structure in a single step. Boucher and Pigeon (2018) further develop the resulting BMS-panel model and, for practical reasons, consider linear effects for the levels of the claim score.
While the BMS-panel model deals with past claiming behavior in a longitudinal set-up, it has thus far only focused on linear effects and claim scores for a single product. This paper therefore extends this BMS-panel model by allowing the claim scores to affect the rate structures of other product lines and by incorporating a natural cubic spline for their effects using a Generalized Additive Model (GAM). In addition, a piecewise linear simplification of the cubic spline is considered in this framework to accommodate an interpretable rate structure in practice with more flexibility than the pure linear specification. This, in turn, allows us to account for information observed a posteriori and from other product lines in our rate structures, to identify the cross-selling potential of customers and to investigate the relation between past claiming behavior across different product categories.
The remainder of this paper is organised as follows. In Section 2, we briefly highlight the concepts behind the industry standard of GLMs, describe the novel extension of the BMS-panel model and additionally discuss how to determine the optimal claim score. While Section 3 describes the Dutch property and casualty insurance data set and comments on the exact optimization procedure, we apply this methodology in Section 4 and elaborate on the results. The final section concludes this paper with a discussion of the most important findings and implications.
Modeling framework

Static a priori risk classification
Among non-life insurance companies, there has been a long tradition of adopting statistical techniques to construct their a priori rate structure. These companies are typically interested in predicting the total claim amount L relative to the exposure to risk e in the form of a risk premium. Technically, this risk premium π is defined as 1) with N , S and F = N/e the number of claims, the severity of each claim and the claim frequency, respectively, and where independence is assumed between the claim frequency and severity (Antonio and Valdez, 2012) . This assumption can be relaxed by allowing the claim frequencies and severities to interact, but in general it is common practice to model these two components independently (see, e.g., Czado et al. (2012) ; Garrido et al. (2016) ).
Insurers now require predictive models for both the frequency and the severity component to properly estimate these risk premia. In general, they adopt the framework of Generalized Linear Models,
where the response variable Y is modelled indirectly through a given link function g(·) as a linear function of explanatory variables X (Nelder and Wedderburn, 1972) . More specifically, let Y i,t denote the observation of subject i in period t and let these variables be independently distributed for each subject and period according to some distribution from the exponential family. The mean predictor η i,t in a GLM is then given by η i,t = g (µ i,t ) = X i,t β for i = 1, . . . , M, t = 1, . . . , T i , (2.2) with µ i,t = E [Y i,t |X i,t ] the conditional expectation of Y i,t and β a parameter vector containing the risk factors. The vector of covariates X i,t consists of the observable risk characteristics of subject i in period t, such as age, gender and additional coverages in the context of non-life insurance, and may contain an element of one to include a constant in the model. In practice, we typically assume a Poisson or Negative Binomial distribution for the claim counts and a Gamma or Inverse-Gaussian distribution for the claim sizes, while a logarithmic link function is commonly adopted to accommodate a multiplicative rate structure (Haberman and Renshaw, 1996) .
While these GLMs have become the industry standard over the last decades, they lead to a static form of risk classification that only takes a priori information of policyholders into account. However, the longitudinal set-up in this paper allows us to easily incorporate any a posteriori information in the mean predictor to account for past claiming behavior. By additionally including the claims experience from other product categories, we obtain a framework for dynamic multi-product risk classification.
Dynamic a posteriori risk classification
While independence is assumed between both subjects and periods in the cross-sectional model, we can account for dependencies between periods in the longitudinal setting. This, in turn, allows us to explicitly incorporate past claiming behavior and dynamically classify risks in our insurance portfolio.
In the BMS-panel model of Boucher and Inoussa (2014) , past claiming behavior is summarized by a single claim score. This predictive claim score for subject i in period t + 1 is defined recursively as i,t+1 = min (max ( i,t + e i,t 1 (N i,t = 0) − Ψe i,t N i,t , 1) , s)
with initial value i,0 = 0 and where 1 (N i,t = 0) denotes the indicator function that equals one for a period without any claims and zero otherwise. The parameters Ψ, s and 0 of this claim score denote a jump parameter, the maximum level of the score and the initial score for new policyholders without
any experience yet, respectively. Note that the lowest level of the score as well as the jump after a claim-free period are both fixed at one, since we can already capture their effect indirectly through the parameters Ψ and s. We additionally introduce the exposure of risk e i,t into this claim score to account for policies with exposures of less than an entire year, or for policyholders joining or leaving the insurer throughout the year. With this continuous claim score, policyholders who claim more frequently will receive lower scores, whereas policyholders who claim less often will receive higher scores. The level of the score i,t is therefore an indication of the a posteriori risk in a policy, since a score of 1 represents policyholders with the highest amount of risk and a score of s policyholders with the lowest amount of risk. In the BMS literature, this type of score is generally referred to as a system with transition rules −1/ + Ψ, entry level 0 and maximum level s.
With this claim score, we can now directly incorporate past claiming behavior as an explicit covariate into the linear predictor of a longitudinal GLM. The intuition behind this is that we consider the claim score as a relevant predictor for future claiming behavior, rather than an ex-post punishment and reward system for claims in the past. We can even extend this concept for multiple products owned simultaneously by the same policyholder by feeding their claim scores as additional covariates into the predictor as well. If we let superscript (c) denote the product category, then the linear predictor of this multi-product claim score model is given by i,t = 0 or unknown, we can account for policyholders without any a posteriori information (yet) and for customers holding only a subset of all available products. In turn, the a priori risk premia are fully determined by the policyholder's risk characteristics and any effects of the past claiming behavior, if any, are multiplicative to these premia.
While Boucher and Inoussa (2014) and Boucher and Pigeon (2018) consider linear relativities, or a logarithmic specification for f (·), the transformations f (c) j (·) can be taken in a much more general way. The set of natural cubic splines typically used in GAMs, for instance, can already capture a non-linear as well as a linear effect of the claim score on the response variable (Hastie and Tibshirani, 1986) . It can additionally be shown that these splines are optimal among all twice continuously differentiable functions when minimizing the penalized deviance and that they can easily be constructed by a linear combination of so-called B-splines (Hastie et al., 2009; Ohlsson and Johansson, 2010) . More importantly, we can express the linear predictor of the multi-product claim score model as a GAM with this set of splines, where, given the claim score specification, parameters can be estimated straightforwardly by maximum likelihood and with standard statistical software for GAMs (see Appendix B).
However, these cubic splines can lead to complicated non-linear rate structures that are difficult to explain and interpret, so a piecewise linearly segmented rate structure is preferable from a practical perspective. We therefore adopt both natural cubic and linear splines for the functions f (c) j (·) in this paper to allow for non-linear effects of the claim score and to benefit from the existing framework for GAMs. In turn, the resulting multi-product claim score model allows us to dynamically classify the risk profile of policyholders based on their experience in multiple product categories.
Optimality of rate structure
With the multi-product claim score model, we can formulate a rate structure based on the a priori characteristics of the policyholders and their past claiming behavior across product categories.
Depending on our choice for the claim score parameters (Ψ, s, 0 ), different premium rates will result from the estimated model. Moreover, since a lot of different parameter combinations, and thus rate structures, are possible in this framework, a criterion is required to assess their performance.
While typical statistical goodness-of-fit measures such as the Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) are based on maximized likelihoods, we are more interested in the discriminatory power of the predicted premium from a practitioner's point of view. Our aim in this context is to best identify and distinguish between risky customers and safe customers. A well-known approach for assessing the discriminatory power is based on the Lorenz curve and the Gini index.
The Lorenz curve has first been introduced by Lorenz (1905) in the field of welfare economics as a statistical tool to compare two distributions. In case of perfect alignment between the two distributions, the Lorenz curve reduces to the 45-degree line, or the line of equality. Similarly, the greater the discrepancy between the two distributions, the further the Lorenz curve is away from this line of equality. The Gini index is defined as twice the distance between this Lorenz curve and the line of equality, and thus represents a measure of inequality (Gini, 1912) . More importantly, in the context of insurance ratemaking the Lorenz curve and the corresponding Gini index can also be adopted as a measure of risk discrimination (see, e.g., Frees et al. (2014) ; Henckaerts et al. (2019) iii) Calculate In turn, this ordered Lorenz curve
given by the expression
from the trapezoidal rule and its asymptotic covariance matrix can be consistently estimated aŝ
with R 0 = 0 and
, and using moment-based estimators for all the means and covariances of L, P and h (Frees et al., 2011) .
Depending on our choice for the benchmark model, there are two versions of the Gini index, namely the simple Gini index and the ratio Gini index. If we simply assume a constant premium for every policy without any risk discrimination, or P B j = 1, we are calculating the simple Lorenz curve and the total degree of risk discrimination of the alternative model. However, we often have an existing framework or benchmark premium rate in place, such as a standard GLM, that we would like to improve. In these cases, it makes more sense to not calculate the total degree of risk discrimination but to compare the risk classification resulting from the alternative model to that from this benchmark model. Frees et al. (2014) describe a mini-max strategy for determining which model leads to the best risk classification. They calculate the ratio Gini coefficient for every combination of alternative and benchmark model and select the benchmark model that leads to the minimal maximal coefficient.
The intuition behind this is that the model with the minimal maximal Gini coefficient is the least vulnerable to alternative specifications. The use of this ratio Gini index has an additional practical advantage, since we can directly relate it to the profit potential of the alternative rate structure over the benchmark structure. If we take P B j to be the risk premia of a benchmark GLM, then the ratio Gini coefficient (divided by two) quantifies how much more profitable it is, on average, to use, for instance, the multi-product claim score model due to the different ordering of risks. In other words, the ratio Gini index enables us to identify which design of the claim score is most profitable and optimal in the sense of risk discrimination as opposed to the benchmark GLM in non-life insurance.
Data and empirical considerations
Property and casualty insurance
To illustrate the implications of the multi-product claim score model in practice, we apply this model framework to real-world non-life insurance claims. More specifically, we analyze property and casualty insurance data from a sizeable Dutch insurance portfolio containing policies for general liability insurance, home contents insurance, home insurance and travel insurance on a policyholder-specific level. For each of these insurance products, we consider a different set of explanatory variables that are known to be used to construct premium rates in the Netherlands. For more details on the exact covariates used for each product category in this paper, see Appendix A.
While this Dutch insurance portfolio covers the period of 2012 up to and including 2018, its policies generally have a duration of one year and need to be renewed annually. In addition, policyholders may enter or leave the portfolio at any moment. To cast these policies into a longitudinal framework, we therefore aggregate policies within the same calendar year for each customer and every product category if the policyholder's risk characteristics have remained the same. As a result, we obtain 183,690 observations on general liability insurance in the portfolio, 264,348 observations on home contents insurance, 111,018 observations on home insurance and 363,573 observations on travel insurance. The individual claim counts and sizes for each product category are given in Figure 1 , where we can clearly see excess zeros in the number of claims and the skewed shape of the claim severities. Note that, for illustrative purposes, the claim severities are shown on a logarithmic scale. More importantly, in Table 1 we show how many policyholders also own other products and in Table 2 Moreover, in 339, 147 and 12 cases the customers holding exactly two, three and four products, respectively, have also filed at least one claim on the other product(s). In other words, we see that quite a lot of customers have general liability insurance, home contents insurance and/or home insurance, but that there is relatively little overlap between travel insurance and the other three categories. In addition, given that a customer files a claim, we observe a slight yet non-negligible tendency of customers holding exactly two products to have claims in both product categories, while this diminishes as the customer owns more products. 
Optimization methodology
Using the Dutch insurance portfolio, we estimate the multi-product claim score model developed in this paper. We model the claim frequencies and severities independently, and assume a Poisson and Negative Binomial (NB) distribution for the claim counts and a Gamma and Inverse-Gaussian (IG) distribution for the claim sizes, both with logarithmic link function. Moreover, we consider an ordinary GLM for the claim severities and apply the multi-product framework to the claim frequencies, with explanatory variables as given in Appendix A for each product category, without any interaction effects. While these assumptions can be relaxed, they are adopted nonetheless since they correspond to standard practices in the non-life insurance industry.
Under these assumptions, we apply the multi-product framework to the property and casualty insurance data. Given the claim score parameters, we estimate this framework by penalized Maximum Likelihood (ML), or Penalized Iteratively Re-weighted Least Squares (PIRLS), which we describe in detail in Appendix B and can be performed efficiently in R with the package mgcv developed by Wood (2006) . However, rather than letting the smoothing penalty determine the number of parameters for the B-splines, we employ k = 4 parameters for all of them to sufficiently account for non-linearities using the k − 1 = 3 effective degrees of freedom. We additionally replace the centering constraint on these splines by the a priori constraint introduced earlier that f j ( i,t ) = 0 whenever i,t = 0 or unknown, equivalent to having no a posteriori information. This, in turn, allows us to exploit all information available, both on customers with or without any a posteriori information and with or without all products. Finally, we compare the multi-product framework developed in this paper to the case of linear claim score effects similar to the BMS-panel model of Boucher and Inoussa (2014) and Boucher and Pigeon (2018) to assess the value of our extension.
The above methodology assumes known claim score parameters, while in practice these are unknown as well. We therefore determine the optimal claim score parameters independently for each product by a grid search in terms of the ratio Gini index with the industry standard of a GLM as benchmark. As a result, the claims history of 12,361 customers is available for general liability insurance in this period, 13,210 customers for home contents insurance, 5,460 customers for home insurance and 13,112 customers for travel insurance. As a proxy to the unobserved prior claiming experience, if any, we can therefore already construct the claim score and use its level at the end of this seven-year period to initialize the claim score for policyholders that have been a customer at the insurer prior to our data.
Given the optimal claim score parameters for each product category, we can then specify and estimate the multi-product framework. As such, the multi-product claim score model remains tractable and allows us to incorporate past claiming behavior across product categories for insurance pricing.
Applications in non-life insurance
Static univariate risk profiles
Based on the Dutch insurance portfolio and the methodology described earlier, we explore how well a standard GLM can describe insurance data. While we adopt the abbreviations in Table 3 henceforth, we show the resulting out-of-sample error distributions for the estimated GLMs in Figure 2 with parameter estimates reported in Appendix C. Moreover, Table 4 depicts the maximal ratio Gini coefficients for the static GLMs, where we include both the Poisson and NB distribution for the claim frequencies and both the Gamma and IG distribution for the claim severities.
From the prediction errors, it is apparent that the magnitude of the out-of-sample errors differs substantially across product categories. For home contents insurance, for instance, we obtain the largest errors, whereas the predicted premia for general liability insurance appear to be much closer to the realized expenses than for the other product categories. More importantly, we find that the prediction errors are distributed almost the same regardless of the model specification. This is additionally supported by the parameter estimates reported in Appendix C which are roughly the same for the two frequency and the two severity components. The distribution underlying the static GLMs therefore does not seem to really affect the prediction errors or to matter that much for the goodness-of-fit.
However, in terms of the ratio Gini index, we do find a substantial impact of the distribution underlying the static GLMs. Based on the mini-max strategy, we find that the static GLM-NBG is the least vulnerable to alternative model choices for general liability and home contents insurance, while 
Dynamic univariate risk profiles
While the standard GLM is a form of static risk classification, we can also create dynamic risk profiles from the claims experience of individual policyholders. Using the claim score introduced earlier we account for this claims experience on a single product and optimize the parameters (Ψ, s, 0 ) of the claim scores for each product category separately. The resulting one-product models consider both
Poisson and NB distributed claim frequencies, both Gamma and IG distributed claim severities and use either GAM or GLM specifications, and are abbreviated in Table 5 . Moreover, the optimal set of claim score parameters for each model is given in Table 6 , whereas we show the effect of these claim scores in Figure 3 . Finally, Table 7 presents the maximal ratio Gini coefficients when we include these dynamic univariate risk profiles, with all parameter estimates reported in Appendix C. 
GAM-PG-One
Poisson one-product claim score GAM Gamma GLM
GAM-PIG-One
Poisson one-product claim score GAM Inverse-Gaussian GLM
GAM-NBG-One
Negative Binomial one-product claim score GAM Gamma GLM GAM-NBIG-One Negative Binomial one-product claim score GAM Inverse-Gaussian GLM
GLM-PG-One
Poisson one-product claim score GLM Gamma GLM
GLM-PIG-One
Poisson one-product claim score GLM Inverse-Gaussian GLM
GLM-NBG-One
Negative Binomial one-product claim score GLM Gamma GLM GLM-NBIG-One Negative Binomial one-product claim score GLM Inverse-Gaussian GLM Figure 3: Estimated claim score effects and corresponding 95% confidence intervals on general liability insurance, home contents insurance, home insurance and travel insurance for single-product GAM-PG-One (left) and GLM-PG-One (right) with dynamic univariate risk classification. In Table 6 , we see that the distribution for the claim frequencies and severities is not very important for optimizing the claim score parameters. More specifically, in case of the one-product GAMs we find that exactly the same parameters are optimal, whereas the one-product GLMs lead to different but roughly the same parameters. As a consequence, we also obtain almost the same claim score effects for the one-product GAMs and GLMs as those shown for GAM-PG-One and GLM-PG-One in Figure 3 .
From these claim score effects in Figure 3 , we observe that in general policyholders who claim more frequently are more risky, whereas policyholders who claim less frequently are less risky. However, we do find some exceptions to this rule in case of the one-product GAMs. For general liability insurance, for instance, we find that policyholders with the highest or lowest claim score receive a relatively large discount or surcharge, respectively, but that policyholders with a score between these two extremes receive approximately the same small discount. A similar pattern is observed for home contents insurance, where policyholders with a claim score between the highest and lowest score receive approximately the same surcharge. This non-monotonic relation is partially caused by the relatively small exposure in low claim scores, since the majority of policyholders does not claim and obtains high claim scores, but is primarily inherent from the data. The one-product GAMs therefore allow us to investigate and identify these non-monotonicities, whereas the one-product GLMs simply assume a single slope coefficient for all claim scores that is only accurate for the scores that we observe most. As such, the linear claim score can essentially be seen as a linear approximation of the cubic claim score, where its effect is mainly determined by the good risks, or the policyholders with high claim scores.
Even though the distribution for the claim frequencies and severities does not seem to be very important for the optimal claim score parameters, it does in fact affect our mini-max strategy. Table 7 reports, for instance, that the maximal ratio Gini coefficient can be quite different depending on the distributional assumptions, and that NB distributed claim frequencies seem to be slightly less vulnerable to alternative model choices than Poisson distributed claim frequencies. More importantly, Table 7 shows that for all four product categories the one-product model is an improvement over the regular GLM and is on average five to sixteen percent more profitable to adopt than the standard GLM.
A straightforward Likelihood Ratio (LR) test leads to the same conclusion in-sample for every single case in Table 25 in Appendix C. While the one-product GAMs mostly lead to the highest ratio Gini coefficients and therefore seem the most promising, they are only optimal in the sense of our mini-max strategy for general liability and travel insurance. It actually turns out that the one-product GAMs NBG-One and PIG-One are the least vulnerable to alternative model choices for general liability and travel insurance, respectively, but the one-product GLMs NBG-One and NBIG-One for home contents and home insurance, respectively. This, in turn, implies that accounting for the claims experience of a single product is a large improvement over the standard GLM, but that the one-product GAMs and
GLMs do not seem to significantly outperform each other.
Dynamic multivariate risk profiles
In contrast to the one-product models, we can additionally account for the claims experience of individual policyholders across multiple product categories. As such, we extend the one-product models of the previous section for each product by incorporating the dynamic claim score on the other products of the policyholder, if any, given the previously optimized claim score parameters of these models. We abbreviate the resulting multi-product models in Table 8 , where we consider both Poisson and NB distributed claim frequencies, both Gamma and IG distributed claim severities and use either GAM or GLM specifications. Moreover, we display the effects of the multi-product claim scores in Figure 4 for each product category separately, where the multi-product GAMs and GLMs again lead to almost the same claim score effects and we therefore only show those for GAM-PG-Multi and GLM-PGMulti. Finally, Table 9 presents the maximal ratio Gini coefficients when we include these dynamic multivariate risk profiles, with all parameter estimates reported in Appendix C.
From the claim score effects in Figure 4 , we again observe that in general there is a negative relation between the risk of a customer on a certain product and the claim score on that same product. However, this relation is far less clear and appears more complicated for the claim scores on other products.
For general liability insurance in Figure 2a , for instance, we find that policyholders merely possessing home insurance are associated with more risk and that this also holds true for almost all claim scores for travel insurance in case of the multi-product GAMs. This, in turn, implies that insurers should not target customers holding home and/or travel insurance with cross-selling offers since we expect these customers to receive low claim scores or claim relatively often on these other products. Note that the relatively large confidence bands for home contents and travel insurance result from a lack of policyholders with these claim scores, since most policyholders claim very few, there are relatively few customers with home contents insurance and there is relatively little overlap from travel insurance with the other insurance products. Similarly, we find that merely possessing travel insurance also leads to more risk for home contents insurance and that the claim score on general liability insurance does not seem to have any significant effect on the risk of the customer in case of home and travel insurance. 
Abbreviation Frequency model Severity model
GAM-PG-Multi
Poisson multi-product claim score GAM Gamma GLM
GAM-PIG-Multi
Poisson multi-product claim score GAM Inverse-Gaussian GLM
GAM-NBG-Multi
Negative Binomial multi-product claim score GAM Gamma GLM GAM-NBIG-Multi Negative Binomial multi-product claim score GAM Inverse-Gaussian GLM
GLM-PG-Multi
Poisson multi-product claim score GLM Gamma GLM
GLM-PIG-Multi
Poisson multi-product claim score GLM Inverse-Gaussian GLM
GLM-NBG-Multi
Negative Binomial multi-product claim score GLM Gamma GLM GLM-NBIG-Multi Negative Binomial multi-product claim score GLM Inverse-Gaussian GLM Interestingly enough, the multi-product GLMs do not indicate these subtleties in the claim score due to a lack of exposure in customers owning multiple products and simultaneously having low claim scores. More explicitly, since the effects of the claim scores in these multi-product GLMs are linear, they are essentially based on a weighted average of all the observed claim scores. However, in Table 1 and Table 2 we see that most policyholders do not claim (at all) and, as a result, end up with high claim scores. The estimates for the linear claim scores are therefore dominated by policyholders with high claim scores and seem a rather poor linear approximation of the cubic claim scores that is primarily appropriate for the good risks. The flexibility of the multi-product GAMs, on the other hand, allows us to adjust for this lack of exposure by employing multiple cubic splines instead of forcing a single linear relation for all claim scores. As such, the effects of the multi-product GLMs seem an exposure-driven result, whereas the effects of the multi-product GAMs a data-driven result.
However, surprisingly, the mini-max strategy of the ratio Gini coefficients does not consistently favor the cubic claim score effects over the linear claim score effects. Table 9 , for instance, shows that for general liability and travel insurance the cubic specification is still the least vulnerable to alternative rate structures, while for home contents and home insurance the linear specification is the least vulnerable. Moreover, the claims experience in other product categories appears only to be useful for risk classification in case of general liability and home insurance. For home and travel insurance, we find that this multi-product claims experience is less useful in terms of risk classification and that it is actually more effective to only account for the claims experience in their own product category.
Nonetheless, a standard LR test does indicate in Table 30 in Appendix C that the multi-product model significantly outperforms the one-product model in-sample for all model specifications and each product category, including home and travel insurance.
While this out-of-sample result may seem surprising at first sight, it can primarily be ascribed to three factors. For home insurance, for instance, we observe relatively few policyholders to begin with and therefore also observe few customers holding multiple products. In case of travel insurance, we do observe a large pool of policyholders, but few of these customers actually hold multiple insurance products. Additionally, there is a huge excess of zeros in the insurance portfolio since most policyholders do not claim (at all) and thus end up with high claim scores. As a result, there is little information to gain for home and travel insurance by accounting for the claims experience in other product categories and it is actually sufficient to merely incorporate the claims experience in their own product category.
Piecewise linear simplification
While most claim scores in the multi-product GAMs lead to an intuitive and decreasing relation with respect to the risk of a customer, some are less straightforward and more complicated. However, in practice insurers must explain and justify their premia, and they thus highly prefer intuitive and interpretable premium rates. As a consequence, it makes more sense from a practical perspective to consider a rate structure segmented into piecewise linear components by using linear, rather than cubic, splines. We therefore implement this multi-product piecewise linear GAM for both Poisson and NB distributed claim frequencies and both Gamma and IG distributed claim severities, which we again abbreviate in Table 10 . Moreover, we present the piecewise linear effects resulting from these claim scores in Figure 5 and show the maximal ratio Gini coefficients when including these piecewise linear specifications in Table 11 . Finally, all parameter estimates are reported in Appendix C.
From the claim score effects in Figure 5 , we observe approximately the same patterns and subtleties for the piecewise linear GAMs as those for the cubic GAMs. In general, we again expect customers with lower claim scores on a certain product to be associated with more risk on that same product and that customers who merely possess home contents and/or travel insurance are associated with more risk for all other product categories. In terms of cross-selling opportunities, this also means that insurers should, for instance, not target customers holding home contents and/or travel insurance with cross-selling offers. Note that we only show the claim score effects for piecewise linear GAM-PG-Multi-PL in Figure 5 since the other three specifications lead to almost the same relations and that these effects are based on the optimal claim score parameters for the cubic GAMs. The piecewise linear specifications can, of course, be optimized separately as well, but this leads to similar results with the only difference being relatively large confidence bands for travel rather than home insurance. The resulting piecewise linear splines therefore simply seem a piecewise linear simplification of the cubic splines and the subtleties in the claim scores indeed a data-driven result that the linear claim scores in the multi-product GLMs are unable to capture. As such, the piecewise linear GAMs represent a more intuitive and interpretable version of the cubic GAM for insurers to adopt in practice, but retain the possibility to identify the cross-selling potential of customers across property and casualty insurance. 
GAM-PG-Multi-PL
Poisson multi-product claim score piecewise linear GAM Gamma GLM
GAM-PIG-Multi-PL
Poisson multi-product claim score piecewise linear GAM Inverse-Gaussian GLM
GAM-NBG-Multi-PL
Negative Binomial multi-product claim score piecewise linear GAM Gamma GLM GAM-NBIG-Multi-PL Negative Binomial multi-product claim score piecewise linear GAM Inverse-Gaussian GLM Despite the promising potential of the piecewise linear GAMs, they do not significantly outperform their cubic or linear counterparts in terms of our mini-max strategy. More specifically, in Table 11 we find that the multi-product piecewise linear GAM is only the least vulnerable to alternative rate structures in case of general liability insurance, and that the results for the other insurance categories remain unaffected by these additional specifications. However, these piecewise linear GAMs can still lead to a profit of three to sixteen percent on average by adopting the resulting rate structure instead of a regular GLM. In addition, we already found in the previous section that the multi-product model significantly outperforms the one-product model in all cases in-sample based on a straightforward LR test. Even though these piecewise linear GAMs are not optimal in terms of our mini-max strategy, they therefore do seem promising to consider for practitioners in the non-life insurance industry.
The claims experience of customers thus appears to be an important determinant for individual risk classification and it can be very profitable to account for this experience in our premium rates.
Moreover, it seems that accounting for multi-product claims experience is only optimal in case of a portfolio with a large enough pool of policyholders and with sufficient overlap between different product categories. In all other cases, it suffices to only incorporate the claims experience in the product category under consideration. However, if our insurance portfolio does satisfy these conditions, the multi-product piecewise linear GAM seems particularly interesting for its intuitive and interpretable use in practice, and its ability to detect the cross-selling potential of existing individual customers. 
Conclusion
In this paper, we have presented and applied a multi-product framework for dynamic insurance pricing on the level of individual policyholders. While the industry standard of a GLM typically considers only a priori information of policyholders, we have included the a posteriori claims experience of customers across multiple product categories in a predictive claim score. As such, we have extended the BMS-panel model of Boucher and Inoussa (2014) and Boucher and Pigeon (2018) by on the one hand incorporating the claims experience from multiple product lines and on the other hand allowing the respective claim scores to have a non-linear effect on the (logarithm of the) premium rate structure.
Moreover, we have considered both a natural cubic and linear spline for the effects of these claim scores to embed our novel multi-product framework into a GAM and benefit from its existing framework.
In our application of this multi-product framework, we considered a Dutch property and casualty insurance portfolio, including general liability, home contents, home and travel insurance. Using this portfolio, we made a comparison between the industry standard of a GLM, non-linear cubic splines for the claim scores and linear effects similar to the BMS-panel model. This led to the finding that accounting for a customer's claims experience can be very profitable and substantially outperforms a static GLM based on a mini-max strategy of ratio Gini coefficients. This mini-max strategy also favored the linear effects slightly more than the cubic splines in terms of profit potential, but the linear effects appeared to be dominated by the good risks and thus primarily exposure-driven whereas the effects from the cubic splines data-driven. A piecewise linear simplification of the cubic spline supported this claim and resulted in almost the same claim score effects and identified subtle cross-selling opportunities that the linear specification was unable to detect. More importantly, however, our results seemed to indicate that, in case of a portfolio with a large enough pool of policyholders and with sufficient overlap between different product lines, it is in fact optimal or most profitable to account for the claims experience of a customer from all product categories. As such, the multi-product framework presented in this paper, and in particular the piecewise linear GAMs for their intuitive and interpretable rate structures, seem promising for practitioners in the non-life insurance industry to implement in their dynamic pricing strategies.
While the focus of this paper has primarily been on separate effects for each claim score, it is also possible to include interaction effects of all these scores. However, a more interesting avenue for future research is to consider a single multi-dimensional spline in the multi-product GAM for all the separate claim scores combined. This, in turn, may be able to expose complex dependencies between the claim scores of different product categories and enhance the multi-product risk profiles. Alternatively, future research can refine the piecewise linear simplification of the cubic spline by using one of the binning strategies mentioned in Henckaerts et al. (2018) or by adopting a monotonicity restriction on the spline. Both refinements may improve the profitability of the multi-product piecewise linear GAM and may lead to a more intuitively appealing framework for non-life insurers to adopt in practice.
Appendix A Risk factors for property and casualty insurance 
Risk factor Values Description
FamilySituation 4 categories Type of family situation. 
Appendix B Estimation in multi-product claim score model
Essential to the multi-product claim score model developed in this paper is the assumption that the response variable is independently distributed according to some member of the exponential family.
If we denote by Y i,t this response for subject i in period t, then its density p(·) can be written as
where ϑ i,t denotes a distribution parameter, ϕ a dispersion parameter, w i,t a known weight that 
) and where we have omitted the superscripts (c) for the sake of simplicity (Wood, 2006) . These smooths f j (·) are usually subject to an additional centering constraint to ensure identification of the mean equation and typically it is assumed that all its elements sum to zero. As a result, one degree of freedom in the splines is lost due to this identification restriction and k − 1 effectively remain. The penalized log-likelihood function is now defined as 
where K denotes the dimension of β and ϕ is usually omitted since we can incorporate its effect into the penalties. In practice, the smoothing parameters are of course unknown as well and are usually estimated by generalized cross-validation or unbiased risk estimation (see, e.g., Wood (2006) ).
It is clear that these normal equations do not lead to an analytical solution for our unknown parameters and that we need to find a numerical solution to them. One way to numerically solve these equations is by the Newton-Raphson method that relies on the gradient of the normal equations with respect to δ, or the Hessian matrix of the (penalized) log-likelihood function. However, a more popular approach for numerically solving these equations in the context of GLMs is called the Fisher scoring method. This method applies the same iterative procedure as the Newton-Raphson method, but now uses the Fisher information matrix I(·), rather than the Hessian matrix. The Fisher scoring method is therefore characterized by
with J(·) the Jacobian matrix of the (penalized) log-likelihood function, or the normal equations.
Formally, this information matrix is given by the expectation of the negative Hessian matrix, or
where ϕ is typically omitted again. The advantages of using this matrix are that it is slightly easier to implement in practice and, by definition, always remains positive definite (Ohlsson and Johansson, 2010) . The Hessian matrix, on the other hand, is not necessarily positive definite unless we are already close to convergence. The Fisher scoring method therefore typically leads to more stable convergence than the Newton-Raphson method, whereas the latter method is considered faster. In the context of (penalized) GLMs, Fisher's iterative procedure is also known as (Penalized) Iteratively Re-weighted Least Squares and can easily be implemented in, for instance, R with the package mgcv developed by Wood (2006) . As such, the multi-product claim score model can heavily benefit from the framework of GLMs and GAMs, and rely on existing statistical theory and software for inference. Significance levels: * 5%-level, * * 1%-level, * * * 0.1%-level or less Table 24 : Parameter estimates and corresponding standard errors in parenthesis for travel insurance with dynamic univariate risk classification. Significance levels: * 5%-level, * * 1%-level, * * * 0.1%-level or less Table 25 : Likelihood Ratio test statistics and corresponding p-values for the hypothesis that the alternative frequency model can better explain the in-sample data than the 'null' frequency model, based on the asymptotic chi-squared distribution with (k − 1) = 3 and 1 degrees of freedom for the one-product GAMs and GLMs, respectively. Table 30 : Likelihood Ratio test statistics and corresponding p-values for the hypothesis that the alternative frequency model can better explain the in-sample data than the 'null' frequency model, based on the asymptotic chi-squared distribution with 3(k − 1) = 9 and 3 degrees of freedom for the multi-product GAMs and GLMs, respectively. 
Appendix C Supplementary estimation results
Claim frequency
Risk factor GAM-PG-One GAM-PIG-One GAM-NBG-One GAM-NBIG-One GLM-PG-One GLM-PIG-One GLM-NBG-One GLM-NBIG-One
Constant
