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Introduction
Many case studies on Apple's technological innovation have been fulfilled in many academic and industrial fields (Funk, 2011; Arruda-Filho et al., 2010; Arruda-Filho and Lennon, 2011; West and Mace, 2010; Halal, 2013) . The research studies focused on Apple's technological evolution. Apple is one of the global innovative companies leading the smartphone market (Nam et al., 2015; Hung et al., 2013; Wonglimpiyarat, 2005) . A number of business schools have studied on the technological development and innovation of Apple for other companies' technological innovations. Many companies have pursuit the technological innovative strategies of Apple. To know the technological innovation of Apple, we have to analyze Apple's technologies. Apple's patents contain more information of developed technologies of Apple than other resources such as papers or articles because the patent system protects the exclusive right of researched and developed technologies for the inventors (Hunt et al., 2007) . In this paper, we use entire patents applied by Apple for Apple's technology analysis. Jun and Park (2013) analyzed Apple's patents using statistical methods and the social network analysis for examining Apple's technological innovation ( Jun and Park, 2013) . In addition, Kim and Jun (2015) proposed graphical causal inference and the copula regression model for the keyword analysis of Apple's patents (Kim and Jun, 2015) . They used advanced statistical inference and visualization to construct Apple's technology map. In this paper, we use technological keywords of patent data. The keywords from Apple's patent documents also contain diverse and complete information of Apple's technology. In addition, if we analyze the time series data of the keywords, we will be able to understand even more about the technological evolution of Apple. Guidolin and Guseo (2014) performed the seasonality modeling for Apple's innovative diffusion (Guidolin and Guseo, 2014) .
It is meaningful to analyze patent data with the passage of time (Guidolin and Guseo, 2014; Hong et al., 2016; Lakka et al., 2013) . In many studies on technology analysis of company as well as Apple, diverse time series analysis models were used to understand the technological trends of a company ( Jun and Uhm, 2010; Park and Jun, 2012; Park et al., 2016) . These research studies of time series processes in patent analysis were based on time series regression or the Box-Jenkins methodology. The methods dealt with continuous time series data. But the keyword time series data in patent analysis are not continuous, they are integer values. So we need another methodology for the integer-valued time series analysis for the patent keyword analysis. This paper discusses the modeling of integer-valued time series with Apple's keywords. For modeling count data of the keywords, we use the integer-valued generalized autoregressive conditional heteroskedasticity (INGARCH) model with Poisson distribution and negative binomial distribution (Bollerslev, 1986; Christou and Fokianos, 2014; Davis and Wu, 2009; Engle, 1982; Ferland et al., 2006; Fried, 2010, 2012) . The results from numerical studies indicate that the negative binomial INGARCH (INGARCH-NB) model performs better than the Poisson INGARCH (INGARCH-Pois) model; and the INGARCH-NB model with covariate keyword performs better than the INGARCH-NB model without covariate keyword. In particular, using the Apple's keywords by text mining, we show that the negative binomial integer-valued autoregressive conditional heteroscedasticity (INARCH-NB) model has smaller Akaike information criterion (AIC) value than any other models. So using the INARCH(1)-NB model, we forecast our target Apple Keyword with other high correlated Apple Keyword in order to know the future technology trend.
We organized our paper as follows. Section 2 introduces the way to extract keywords from patent data. We propose count time series models for Apple's keywords in Section 3. In Section 4, we illustrate the examples with Apple's keywords by text mining. Finally, we show our conclusions in Section 5.
Keyword extraction form Apple's patent documents
In this paper, we use technological keywords from retrieved Apple's patent documents. First of all, we retrieve entire patents applied by Apple in the world. We use the patent databases of WIPS Corporation and the United States Patent and Trademark Office (WIPSON, 2014; USPTO, 2015) . Figure 1 shows the keyword extraction, structured data matrix, and integer-valued time series modeling.
In this paper, we use R data language and its packages for data preprocessing and analysis (Feinerer and Hornik, 2014; R Core Team, 2014) . We build two structured data matrices which are patent-keyword matrix (PKM) and year-keyword matrix (YKM). Using the PKM, we make the correlation structure between Apple's technological keywords, and we perform time series analysis using the YKM. So, we construct integer-valued time series modeling using the PKM and YKM.
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3. Count time series models for Apple keywords Engle (1982) and Bollerslev (1986) proposed the autoregressive conditional heteroskedasticity (ARCH) and the generalized autoregressive conditional heteroskedasticity (GARCH) models to explain conditionally heteroscedastic models (Engle, 1982; Bollerslev, 1986) . There is a long list of variations of the GARCH models that also consider the asymmetricity. For more details about the asymmetric GARCH models, refer Engle and Ng (1993) . The Generalized ARCH (GARCH) ( p, q) model of Bollerslev (1986) is expressed as:
where α 0 W0,
In addition, F t−1 is the history of the process up to time t−1. Since Zeger (1998) proposed the regression model for time series of counts with an analysis of trends in the US polio incidence since 1970, the model for analyzing time series of counts has been getting more attention among researchers. In recent years, many diverse models for analyzing time series of counts have been proposed and have been applied to the wide range of practical applications such as a biological experiment, epidemiology and finance. The detailed examples with models for time series of counts can be found in Jung et al. (2006) and Davis and Wu (2009) . We introduce the reader the integer-valued GARCH model which is the most flexible time series model of count data in this section and then apply the model to Apple's keywords by text mining in the following section. The paper is the first paper to apply the time series model for count data to Apple's keywords by text mining. It will be the most significant contribution to text mining research areas. Ferland et al. (2006) proposed the integer-valued GARCH ( p, q) with Poisson distribution which will be denoted as the INGARCH ( p, q) process in this paper. Let {X t } be a time series of counts. We assume that, conditional on the past information, the random variables X 1 , X 2 , …, X n are independent, and the conditional distribution of X t is specified by a Poisson distribution, i.e., X t |F t−1 ∼Poisson (λ t ), satisfying: 
Integer-valued GARCH models
where we define F t−1 to be the history of the process up to time t−1, α 0 W0, 
The Poisson distribution provides a standard framework for the analysis of count data, but the requirement that the variance should equal the mean is often too restrictive in practice. Frequently data are overdispersed, with the variance greater than the mean. So Zhu (2011) proposed the negative binomial integer-valued GARCH ( p, q) which will be denoted as the INGARCH ( p, q) -NB process in this paper. Let {X t } be a time series of counts. We assume that, conditional on the past information, the random variables X 1 , X 2 , …., X n are independent, and the conditional distribution of X t is specified by a negative binomial distribution, i.e., X t |F t−1 ∼NB(r, p t ), satisfying:
with:
3.2 Integer-valued GARCH models with covariates Fokianos and Fried (2010) proposed the integer-valued GARCH with covariates having an internal effect. Let {Y t } be a time series of counts. We assume that, conditional on the past information, the random variables Y 1 , Y 2 , …, Y n are independent, {X t } is some covariate time series and if the conditional distribution of Y t is specified by a Poisson distribution, i.e.:
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where we define G t−1 to be the history of the process up to time t−1, α 0 W0,
with Poisson distribution given covariates becomes INARCH ( p) with covariates. Then (7) becomes:
INGARCH-NB process by Zhu (2011) can be accommodated with time-dependent covariates. Let {Y t } be a time series of counts. We assume that, conditional on the past information, the random variables Y 1 , Y 2 , …, Y n are independent, {X t } is some covariate time series and if the conditional distribution of Y t is specified by a negative binomial distribution, i.e.:
where we define G t−1 to be the history of the process up to time t−1, α 0 W0, 
In addition, the INGARCH-NB model has been developed by Christou and Fokianos (2014) and Liboschik et al. (2015) .
Integer-valued GARCH models with covariates
In this paper, we use two measures to evaluate the fitted model. First, we consider the AIC as follows ( Joseph, 2011; Akritas, 2016) :
where the SSE is the error sum of squares, and n and P represent sample size and model parameter. We select the mode with the smallest AIC value for the best model. The Bayes information criterion (BIC) is our second measure for model evaluation which is as follows ( Joseph, 2011; Akritas, 2016) :
Like the AIC measure, the model with the smallest BIC value is the best model.
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Illustrated examples with Apple's keywords by text mining
Based on the result of Kim and Jun (2015) , we have chosen four possible pairs of target variable (Y ) and covariate (X) as shown in Table I .
Of course, there exist more relations between the keywords, we selected the most significant ones from all relations between Apple's keywords. In this paper, we select the count time series model for Apple's keywords of "User," "Memory," and "System." In addition, we consider covariate for each keyword; "Interface" is the covariate for "User," "Data" is the covariate for "Memory," "Information" and "Present" are the covariates for "System." Using the keyword structure in Table I , we apply eight different count time series models ( four models with covariates and four models without covariates) in this paper to find the best model for forecasting Apple's technological keywords. Figure 2 shows the considered time series models in our research.
Before we apply these models to analyze Apple's keywords, we check whether the keywords time series data have autoregressive conditional heteroscedastic (ARCH) effects. A time series exhibiting conditional heteroscedasticity can be tested by the Engle (1982) ARCH test which is a Lagrange multiplier (ARCH LM) test as shown in Table II. Table II shows diverse statistics and testing results of Apple's main keywords.
Target variable (Y )
Covariate ( In Table II , the mean value of "System" is the largest, this means this keyword is used the most in Apple's technology. The standard deviation of "User" is the biggest of three keywords. That is, the dispersion of this keyword is larger than other keywords. The skewness of "User," "Memory" and "System" are positive. Also the kurtosis for "User" and "Memory" are more than 3, this means high fluctuation in those keywords. The ARCH LM test shows that there exist ARCH effects in main Apple's keywords since the p-values of those main keywords are smaller than 5 percent significant level (0.05). The Ljung-Box test shows that there are serial dependence in those keywords since the p-values of those main keywords are also smaller than 5 percent significant level (0.05). This is a statistical test of independence in the time series data (Box and Pierce, 1970; Ljung and Box, 1978; Harvey, 1993 
GARCH processes
From the time series plot in Figure 3 , we know that the time series data of keyword "System" are not stationary because they are not contend with the property of sationary that there is no growth and decline (constant through time) in time series data (Bowerman et al., 2005) . So we cannot use general and popular time series models such as autoregressive integrated moving average (Bowerman et al., 2005) . This is one of the reasons we study INARCH and INGARCH models for the patent keyword analysis. The ACF and PACF remain significantly different from 0 for several time lags. So we can conclude that the time series data of Apple's keyword (System) are not stationary. Figure 4 shows the time series plot and its ACF and PACF.
Like the keyword of "System," the time series data of "Memory" are also not satisfied with the stationary property by the figures of time series plot, ACF, and PACF. Furthermore The PACF of "Memory" represents stronger result of non-stationary than "System." In Figure 5 , we can find the non-stationary property of Apple's keyword of "User" by its time series plot, ACF, and PACF. Because of the heterogeneous variance of Apple's keyword data, we should consider ARCH and GARCH structure for fitting non-stationary time series data. Table I . Therefore, we found that the patent keyword data are non-stationary time series data and should be analyzed by count time series models. Table III shows the model comparison of main four Apple's keywords with and without covariates. From Table III , we can find the fact that INARCH(1)-NB with covariates fitted the Apple's keyword data well than other seven count time series models including INGARCH (1,1)-NB with covariates because the values of AIC and BIC are smallest for the INARCH(1)-NB model among the suggested eight models in this paper. In fact, we did apply the cases in Tables III and IV to 
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GARCH processes covariate (Interface) than without the covariate. The same goes for the remaining cases of: Memory, Data; System, Information; and System, Present. Table IV shows the summary of eight models for Apple's keywords (User and Memory) with and without covariates.
Here α 0 represents bias term, and α 1 is the weight on the previous value. In addition, β 1 is the weight on the variance just before one step. Each value in the table consists of estimate and its standard error (value in parentheses). Also g 1 represent the influence of time series data to variance. The β 1 in ARCH( p) models are n/a (not available) because these models do not consider ω in Section 3.2. In Table IV Table IV. In particular, the INARCH(1)-NB model of Y ¼ System and X ¼ Present has the smaller AIC than the INARCH(1)-NB model of Y ¼ System and X ¼ Information, as shown in Table III . We can find the reason by looking at the result of Table V . The all estimated coefficients in the INARCH(1)-NB model of Y ¼ System and X ¼ Information are statistically significant rather than in the INARCH(1)-NB model of Y ¼ System and X ¼ Present. In this paper, we found that all g 1 values of Tables IV and V are significant. This means that the model with covariate are superior to the models without covariate. Figure 6 shows the residual plot of eight different models for Y ¼ User and X ¼ Interface.
We knew that the residuals of the models with covariate are smaller than the models without (W/O) covariate in the Apple's keywords of Y ¼ User and X ¼ Interface. In addition, Figure 6 shows that the residual plots of the INARCH(1)-NB and INGARCH(1)-NB models with covariate have the smaller residuals than six other count time series models. Figure 7 represents the residual plots of all considered time series models in this paper for the keywords of Y ¼ Memory and X ¼ Data.
In Figure 7 , we found that the residual ranges of the models with covariate (−50, 50) are smaller than the models without covariate (−100, 100). Also the residuals of the INARCH(1)-NB and INGARCH(1)-NB models with covariate are smaller than other models. Figure 8 shows the residual plots of eight different models for Y ¼ System and X ¼ Information.
The differences between the residual ranges with covariate and without covariate are bigger than the case of the keywords (Y ¼ Memory and X ¼ Data). Like the keywords of "User" and "Memory," Figure 8 shows that the residual plots of the INARCH(1)-NB and INGARCH(1)-NB models with covariate have the smaller residuals than other count time series models. Finally, we show the residual plots of eight different models for Y ¼ System and X ¼ Present in Figure 9 .
The residual plots in Figure 9 show the same result as the previous residual plots. In the results from Figures 6 to 9, we found that the residuals with covariates were smaller than without covariates. Next we want to do technology forecasting with the count time series models in this paper.
Forecast accuracy measures for Apple's keywords
In this section, we want to find the pairs which have high correlation with each other. Using these pairs with significantly high correlation, we can forecast the trends of the target keywords representing Apple's technologies. 
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GARCH processes model with single covariate over year and evaluation results by mean absolute error (MAE) and root mean squared error (RMSE).
In Table VI , we used the two most popular measures of forecasting as MAE and RMSE. Let Y i denote the ith observation in time series data andŶ i denote forecasted value of Y i . The forecast error is simply e i ¼ Y i ÀŶ i ; i ¼ 1; 2; . . .; n ð Þwhich is on the same scale as the data. The two most commonly used scale-dependent measures are based on the absolute errors or squared errors (Bowerman et al., 2005) . We show the MAE and RMSE as follows:
Mean absolute error MAE ð Þ¼ P n i¼1 e i j j n
Root mean squared error RMSE ð Þ¼
The MAE measure is the average of the absolute deviation for all-time series data. Also the RMSE is a measure of the average of the root mean squared errors for all observations and forecasted values. We found the Apple keywords pairs (Y, X) so that the INARCH(1) model Table VI , we can find these similar results easily. Based on these results, we can forecast Technology in the near future. In addition, we knew that the residual value of a keyword grows according to its increasing frequency. In (Y, X ) of Table VI, the yearly change of residual means the change of frequency over year. Figure 10 supports the high correlation of Apple's keywords pairs in Table VI. The horizontal and vertical axes of Figure 10 represent time period and keyword frequency, respectively. For example, the correlation coefficient between "device" and "electronic" is very large and we find that the time series plots of "device" and "electronic" are very similar in Figure 10 . Most keywords have first peak near the 1995. At this period, Apple applied the researched and developed technologies to patents and dominated to the personal computer market by the product of "Power Macintosh." Since then Apple lost the market to IBM and Microsoft. After the hard times of late 1990s through early 2000s, Apple has developed dramatically based on the innovative products such as iPod, iPhone, and iPad. So in Figure 10 , the trends of most keywords have increased since late 2000s. Especially the keywords of "device," "electronic," "information," "image," "power," "control," 
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GARCH processes "audio," "portable," "circuit," "time" have been increased rapidly. So we can understand that the importance of the technologies based on these keywords have grown for Apple. Therefore, we show the result of Apple's technology analysis by the proposed methodology in Figure 11 .
The target technology of Apple is based on the keywords of "User," "Memory," and "System." The keywords of "Interface," "Data," "Information," and "Present" are covariate with the target keywords. In the technological structure, each keyword represents an assigned technology. In addition, the technological keywords of "Device," "Electronic," "Image," "Power," "Control," "Audio," "Portable," "Circuit," and "Time" are needed to be considered to the target keywords. So, the technologies of Apple are based on the technological structure in Figure 11 . Using the relations between Apple's technologies, Apple can perform his research and development (R&D) planning for technological innovation and new product development. Also we can forecast technological trends of Apple by the IN-ARCH(1) time series model.
Conclusions
We proposed integer-valued GARCH processes for Apple's technology analysis based on time series keyword data from retrieved patent documents. Most previous researches for time series patent data used continuous time series models. But the technological keyword data from patent documents are not continuous, they are count data. So we used count time series models such as integer-values time series models such as GARCH and ARCH based on Poisson and negative binomial distribution. Also we considered two correlated keywords at the same time instead of one single keyword, so we constructed the time series models with covariates. From this study, we found that how much the target response keyword could be predicted by the predictor keyword by count time series modeling. That is, technologies of predictor keywords could affect the technological developments of target response keywords. In this research, we found the best time series model for predicting trends of Apple's technological keywords is IN-ARCH(1). Our selected model contributes to Apple's domain experts for planning Apple's R&D strategy. In this paper, we considered the technologies related to "user," "memory," and "system" for target variables, and the technologies of "interface," "data," "information," and "present" were used for covariate variables with target variables. From the results of our experiments, we found the technological trends of Apple's technologies by the count time series models. The GARCH models with covariates are superior to the models without covariates. This means that the various technologies of Apple have been developed by influencing each other. In real R&D planning of Apple, the time series modeling of a technology should be constructed by considering other technologies (keywords). Furthermore, we recommend IN-ARCH(1) for the forecasting model of Apple technology. The proposed methodology could be applied to diverse technology companies such as Samsung, Google, etc. for understanding their technological trends between technological keywords. In this paper, we applied the methodology to only one company, but our approach is expected more performance to analyze the technological trends between the competitors which are Apple and Samsung. In our future study, we will compare the technological trends of many competitive companies for more advanced integer-valued time series models. 
