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SOMMAIRE
Soit (III, w) une variété symplectique compacte ou convexe à l’infini. On consi
dère une sous-variété lagrangienne L telle que
wir2(M,L) O et [1r2(M,L) O
où p est l’indice de Maslov. Etant donnée une sous-variété lagrangienne L’, trans
verse et isotope par une isotopie hamiltonienne à L, nous définissons des nombres
spectraux lagrangiens d’ordre 2 associés aux classes d’homologie non nulles de L,
en utilisant des techniques similaires à celles de Schwarz dans le cadre hamilto
nien. Nous montrons que ces nombres ne dépendent que des deux sous-variétés
lagrangiennes L et L’ (théorème 4.5) et qu’ils généralisent de manière naturelle les
invariants spectraux hamiltoniens introduits par Oh et Schwarz (proposition 4.7).
Nous introduisons de plus des nombres spectraux d’ordre supérieur via les
suites spectrales introduites par Barraud et Cornea. Ces invariants sont nouveaux
même dans le cas hamiltonien et, pour exemple, nous les calculons explicitement
dans le cas Morse pour L = ($2 x $4)#($2 x $4), montrant par là-même qu’ils
donnent des informations non triviales même dans le cadre de la théorie de Morse.
Cet exemple conduit directement à un exemple dans le cadre symplectique, lors
qu’on l’étend au fibré cotangent de L.
Nous montrons que les invariants d’ordre 2 sont la contrepartie homologique
de ces invariants d’ordre supérieur. Nous donnons un moyen de distinguer ces
invariants d’ordre supérieur entre eux par l’intermédiaire d’un objet purement
topologique et d’estimer ces différences en termes d’une quantité géométrique
iv
ne dépendant que de la géométrie des sous-variétés lagrailgieniles L et L’ que
nous nous étions données (théorème 4.24). Ceci constitue le résultat central de ce
travail et nous conduit à des conséquences intéressantes coilcernant les invariants
spectraux d’ordre 2. De plus, nous obtenons une minoration de la distailce de
Hofer entre L et L’ en termes du cup-length de L et de notre quantité géométrique
qui améliore la borne classique.
Mots clefs Topologie et géométrie symplectiques, sous-variétés et intersections
lagrangiellnes, suites spectrales, distance de Hofer, fonctionnelle d’action, homo
logies de Morse et de floer, invariants spectraux.
V$UMMARY
Let (lvi, w) be a symplectic manifold compact or convex at infinity. Consider
a closed Lagrangian submanifold L such that
W2(M,L) = O and /ir2(M,L) = O
where p. is the Maslov index. Given any Lagrangian submanifold L’, transverse
and Hamiltonian isotopic to L, we define Lagrangian spectral numbers of order 2
associated to each non zero homology class of L, using techniques similar to the
ones used by Schwarz in the Hamiltonian case. We show that these numbers only
depend on the two Lagrangian submanifolds L and L’ (Theorem 4.5) and that
they naturally extend the Hamiltonian spectral invariants introduced by Oh and
Schwarz (Proposition 4.7).
Moreover, we introduce higher order spectral numbers via spectral sequence
machinery introduced by Barraud and Cornea. These invariants are new even in
the Hamiltonian case and, as an example, we compute them explicitely in the
Morse case, for L = ($2 x $4)#($2 x $4), showing that they carry non trivial
information even in the Morse case. This example leads obviously to a symplectic
one, when extended to the cotangent bundle of L.
We show that the order 2 spectral invariants are their homological counter
parts. We provide a way to distinguish our higher order Lagrangian spectral
invariants one from the other via a purely topological object and estimate their
difference in terms of a geometric quantity only depending on the geometry of the
two fixed Lagrangian submanifolds L and L’ (Theorem 4.24). This is the main
vi
resuit of our work auJ leads ilS to illterestillg consequeces with respect to the
order 2 spectral illvariallts. Moreover we get a boulld for the Hofer’s distance
between L aid L’ in terms of the cup-length of L auJ our geometric quantity
which is shown to improve the classical bound.
Keywords — Symplectic topology and geomety, Lagrangian subrnanifolds auJ
Lagrangian intersections, spectral sequences, Hofer ‘s distance, action functional,
Morse auJ floer homologies, spectral invariants.
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INTRODUCTION
En mécanique théorique, les structures symplectiques, les sous-variétés la
grangiennes et le cas particulier des fibrés cotangents par exemple apparaissent
naturellement dans l’étude des équations de Hamilton, de Lagrange ou dans le
processus de quantification. Depuis le théorème de compacité de Gromov, les
courbes (pseudo) holomorphes jouent un rôle central en géométrie symplectique
(à l’instar de la géométrie complexe). Du point de vue topologique, la construc
tion de l’homologie de Floer repose sur ces objets. Le cas le plus général de cette
théorie trouve son cadre dans les intersections lagrangiennes, une homologie de
Floer basée sur les lagrangiens.
Certains résultats montrent que l’étude du groupe des difféomorphismes ha
miltoniens d’une variété syinplectique (M, w) donne de nombreuses informations
sur la structure symplecticue de la variété en question. Citons pour exemple ce
résultat de Banayaga, apparaissant dans [3].
Théorème. Soient (M, w) et (M’, w’) deux variétés symplectiques compactes et
sans bord. Si teurs groupes de difféomorphismes hamittoniens associés sont iso
morphes, ators tes deux variétés sont conformément symptectomorphes i.e. it
existe un difféomorphisme f M —÷ M’ et une constante e tets que f *wI = e w.
La géométrie du groupe des difféomorphismes suscite donc un intérêt par
ticulier (voir par exemple à ce sujet [32]). En particulier, dans cette étude, la
distance de Hofer (introduite dans [15]) définie sur l’espace des difféomorphismes
hamiltoniens est un outil essentiel.
3Suivant une idée de Viterbo, dans le cadre de la théorie des fonctions gé
nératrices [38], Oh et Schwarz ont défini des invariants spectraux ([28], [29] et
[35]) dans le cadre de l’homologie de floer hamiltonienne. Ceux-ci ont de nom
breuses applications du point de vue de l’étude du groupe des difféomorphismes
hamiltoniens. Oh [27] et Milinkovié [24] les ont également étudiés dans le cas du
cotangent. Ils correspondent à un phénomène classique en analyse non-linéaire.
Eu effet, il est connu que les changements topologiques dans la dynamique d’un
système sont intimement reliés aux zéros de champs de vecteurs. En théorie de
Morse, ceux-ci correspondent aux points critiques de la fonction étudiée. Même
si l’homologie de floer ne peut être, à proprement parler, considérée comme une
homologie de Morse, ces deux constructions sont très semblables. Les générateurs
de l’homologie de Floer sont les points critiques de la fonctionnelle d’action (qui
joue le rôle de la fonction de Morse) et leurs interactions sont données par l’en
semble des courbes pseudo-holomorphes les ‘reliant11 (jouant le rôle des lignes de
flot). Les invariants spectraux sont des nombres réels quantifiant les “sauts” de
l’action correspondant aux changements topologiques mentionnés précédemment.
Ils donnent donc de l’information sur la dynamique du système.
Dans le cas plus général qui va nous intéresser ici (la théorie de Floer dans le
cadre des intersections lagrangiennes), c’est la géométrie de l’ensemble des sous-
variétés lagrangiennes de la variété symplectique étudiée qui est l’un des points
centraux. L’ensemble des lagrangiens isotopes par une isotopie hamiltonienne à
un lagrangien fixé bénéficie également d’une distance de Hofer (induite par celle
définie sur l’ensemble des hamiltoniens). Les propriétés de cet espace métrique
sont encore peu connues. Récemment, Iriyeh et Otofuji [17] ont obtenu d’inté
ressants résultats concernant ses géodésiques. En vue de l’étude de sa géométrie,
nous avons, dans un premier temps, étendu les nombres spectraux à ce cadre
général, de manière naturelle. Pour ce faire, nous avons utilisé (démarche inspirée
de celle de $chwarz) l’isomorphisme introduit par Piunikhin, Salamon et Schwarz
[311 qui donne dans ce contexte des résultats plus précis.
4Comme de très nombreux outils sont nécessaires à leur définition, la pre
mière question qui se pose naturellement est de comprendre précisément de quels
paramètres ils dépendent fondamentalement. Nous répondons à cette question
de la manière la plus satisfaisante du point de vue de l’objectif fixé ces in
variants spectraux ne dépendent que des sous-variétés lagrangiennes initialement
fixées. Celles-ci étant isotopes par une isotopie hamiltonienne, une telle paire de
lagrangiens correspond à un couple (L, «L)), où L est un lagrangien et un dif
féomorphisme hamiltonien. L’indépendance des invariants spectraux constitue un
résultat surprenant en soi, dans la mesure où l’on aurait pu prévoir (au vu du cas
hamiltonien) une dépendance plus fondamentale vis-à-vis du difféomorphisme ç5.
Outre le fait que leur définition soit une extension au cadre lagrangien de celle des
invariants classiques, nous prouvons qu’ils les généralisent via un isomorphisme
dû à Biran, Polterovich et Salarnon [7] permettant de considérer l’homologie de
Floer hamiltonienne comme une homologie de Floer lagrangienne.
La seconde étape était de réussir à distinguer toutes ces quantités. Pour par
venir à un tel résultat. nous avons utilisé les suites spectrales introduites par
Barraud et Cornea [5]. En effet, l’idée est naturelle puisque ces outils algébriques
permettent de détecter des demi-tubes particuliers, dits trajectoires de floer,
d’aire symplectique strictement positive séparant les générateurs de l’homologie
de floer. Or ces trajectoires de Floer induisent les différences recherchées entre
invariants spectraux. De plus, l’existence de ces demi-tubes est repérée grâce à
des objets reliés uniquement à la topologie de L (il sagit. plus précisément, de
différentielles non triviales dans les suites spectrales de Leray—Serre de fibrations
de base L). Ceci a conduit au théorème principal de ce travail.
En outre, lors de la démonstration de ce théorème sont apparues d’autres
quantités reliées plus généralement, non pas aux seules classes d’homologie de L
(comme les invariants classiques) mais bien à toutes les classes apparaissant dans
les suites spectrales de Leray—Serre mentionnées ci-dessus. Ces nouveaux inva
riants contiennent plus d’informations que les invariants classiques (même dans
5le cas Morse). De plus, le critère de distinction que nous avons démontré s’ap
plique de manière naturelle à ces nouveaux objets. Les différences entre invariants
spectraux qu’il permet de détecter sont estimées via ne quantité géométrique que
nous introduisons en nous inspirant de la distance géométrique entre lagrangiens
due à Barraud et Cornea [4]. Cette quantité est reliée uniquement à la géomé
trie des deux lagrangiens (transverses) considérés. Comme corollaire de toute cette
machinerie nous parvenons à minorer la distance de Hofer entre cieux sous-variétés
lagrangiennes (transverses et isotopes par une isotopie harniltonienne) en ternies
de notre constante géométrique et de leur cup-length.
De plus, cette étude à conduit à des objets d’intérêt propre. En particulier,
l’homologie de Floer lagrangienne peut-être munie d’une structure de module
permettant de conclure à la commutativité d’un certain diagramme, composé de
morphismes construits via des méthodes très différentes. Cette commutativité est
très surprenante en elle-même et la compréhension des phénomènes l’interdisant
dans des cas plus généraux, probablement éclairante.
Les résultats que nous présentons ici sont en grande partie regroupés dans [201.
Ptan de ta thèse.
Dans le chapitre 1, nous rappelons les constructions de l’homologie de Morse
et de Floer dans le cadre des intersections lagrangiennes. Nous donnons plus de
détails sur le cas du cotangent qui a une importance particulière et fournit une
classe d’exemples vérifiant les hypothèses techniques que nous nous imposons.
Nous décrivons également les trois morphismes de comparaison qui vont nous
intéresser par la suite le morphisme de comparaison classique de l’homologie de
Floer, le morphisme de naturalité et le morphisme PS$ lagrangien.
Dans le chapitre 2, nous rappelons la structure de module donnée sur l’ho
mologie par le produit d’intersection. Ensuite nous construisons une structure de
module sr l’homologie de Floer en nous inspirant de la construction existant
6dans le cadre hamiltonien [101. Nous démontrons que les morphismes de natura
lité et P$S lagrangien préservent ces structures.
Dans le chapitre 3, nous rappelons la définition générale de suite spectrale.
Nous décrivons la construction des suites spectrales obtenues via un module dif
férentiel gradué filtré et celles de Leray—$erre, obtenues de fibrations. Nous nous
concentrons sur celle de la fibration de lacets d’un espace topologique. Nous don
nons ensuite les grandes ligues des constructions des suites spectrales de Barraud—
Cornea provenant d’un enrichissement adéquat des complexes de Morse et de
floer. Nous énonçons également les propriétés qu’elles vérifient et qui nous seront
utiles par la suite et notamment leur lien avec la suite spectrale de Leray—Serre
de certaines fibrations. Nous terminons en illustrant ces constructions dans un
cas particulier.
Dans le chapitre 4, nous donnons les définitions précises des nombres spec
traux homologiques et des nombres spectraux d’ordre supérieur que nous avons
introduits. Nous prouvons leur invariance, le fait qu’ils généralisent les invariants
classiques et leur premières propriétés. Nous introduisons ensuite une quantité
géométrique et nous démontrons le théorème principal qui permet de distinguer
les invariants spectraux les uns des autres et d’estimer leurs différences en fonction
de cette quantité géométrique. Finalement, nous déduisons des propriétés intéres
santes vérifiées par les invariants spectraux homologiques et nous présentons un
exemple pour lequel les invariants d’ordre supérieur se calculent explicitement.
Cet exemple montre qu’ils renferment strictement plus d’informations que les
invariants spectraux classiques.
Chapitre 1
HOMOLOGIES DE MORSE ET DE FLOER
Nous présentons dans ce chapitre les homologies de Morse (section 1.1) et de
Floer (dans le cadre des intersections lagrangiennes
— section 1.2). Ensuite nous
décrivons trois morphismes permettant de comparer ces homologies entre elles
(section 1.3).
Toutes les homologies que nous considérons ici sont à coefficients dans Z2. Il
est possible d’étendre les résultats à des coefficients entiers en introduisant des
systèmes d’orientations cohérentes des espaces de modules qui apparaissent dans
ces constructions.
1.1. HOMOLOGIE DE MoRsE
Nous introduisons ici l’homologie de Morse d’une variété L de dimension n,
compacte, munie d’une fonction de Morse f et d’une métrique riemannienne g telle
que la paire (f, g) soit Morse—Smale. Pour une description complète on pourra se
référer à [25] et [12] pour une approche cellulaire ou [34] pour une approche plus
analytique.
Soit L une variété lisse de dimension n, considérons une fonction lisse f E
C°°(L, R). L’ensemble de ses points critiques est dénoté
Crit(f) {p E L df 0}.
L’application f est dite fonction de Morse si chacun de ses points critiques est
non dégénéré, c’est-à-dire que pour tout point critique p, le hessien de f en p est
8non nul (il est bien connu que cette quantité, en Ull point critique, ne dépend pas
de la carte choisie pour la calculer). Dans ce cas, le nombre de valeurs propres
négatives de la hessienne, dénoté ij(p), est l’indice de Morse de p. L’ensemble des
points critiques d’indice k de f est noté Critk(f).
Soit g une métrique riemannienne sur L, nous dénotons par V9f le gradient
de f par rapport à g. Le flot gradient de
—f, y, est défini par l’équation
+ Vf(7(x))
= O.
Pour tout point critique p de f, les espaces de modules suivants
1/V(f,g) {x M lim ‘y(x) =p} et
t—++œ
W(f,g):={xEM lim 7t(x)=p}
t-+-œ
sont dits variétds stabte et instabte de p et sont des variétés lisses de dimensions
respectives n — if(p) et if(p).
On rappelle que deux sous-variétés N1 et N2 d’une variété M s’intersectent
transversatement si en tout point de leur intersection x E N1 n N2,
TM = TN1 + TN2.
La paire (f, g) est dite de Morse—$mate si pour tout couple de points critiques
(p, q) de f, 14’(f, g) et l/VqS(f, g) s’illtersectent transversalement. Dénotons cette
intersection Mp,q(f, g). Comme R agit sur ces espaces (par translation le long des
lignes de flot), on définit
Mp,q(f,g) p,q(f,g)/R
qui est la variété connectante de p et q. La condition de transversalité (Morse—
Smale) nous assure que c’est une variété lisse de dimension if(p) — ij(q) — 1. Les
composantes de dimension strictement positive de ces espaces de modules ne sont,
en général, pas compactes mais admettent une compactification telle que
8Mp,q(f,g)
= U Mp,r(f,g) x Tr,q(f,g). (1.1.1)
reCrit(f)
9On définit les espaces vectoriels CMk(L; f, g) := (Critk(f))z2 et on note par
8: CMk(L; f, g) — CMk_l(L; f, g), le morphisme qui associe à tout point critique
p d’indice k
8p= #2Mp,q(f,g)q
qeCritkj (f)
(étendu ensuite par linéarité sur CMk(L; f, g)). Remarquons que la somme est
prise sur l’ensemble des points critiques q dont l’indice vérifie zf(p) — zf(q) 1.
La variété Mpq(f, g) est donc une union de points, finie (compacité de L) et,
comme dans ce qui suit, #2Mp,q(f, g) représente son cardinal modulo 2.
La formule (1.1.1) implique que 8 o 8 = O et donc que (GM(L; f, g), 0) est
un complexe de chaînes. L’homologie de Morse de L est définie comme étant
l’homologie de ce complexe
HM(L;f,g) H(CM(L;f,g),0).
Remarque 1.1. Contrairement à ce que suggèrent ces notations standard, la mé
trique g n’intervient pas dans la détermination des espaces vectoriels CM. (L; f, g)
mais bien dans le comportement de la différentielle 0.
Remarque 1.2. Il est non trivial mais bien connu que cette homologie ne dépend
pas de la paire (f, g) de Morse—Smale choisie et est isomorphe à l’homologie
(cellulaire) de L. De fait, l’ensemble des variétés instables des points critiques de
f correspond à une décomposition cellulaire de L (voir à ce sujet f25] et [121). Une
(autre) démonstration classique de l’indépendance fait intervenir un morphisme
de comparaison tout à fait similaire à celui décrit dans le cas Floer (1.3.1).
1.2. HOMOLOGIE DE FL0ER LAGRANGIENNE
Cette théorie est exposée dans les articles [81, 1261 et [5]. Même si l’homolo
gie de Floer ne peut être considérée comme une homologie de Morse proprement
définie, ces deux constructions sont très semblables.
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1.2.1. Définitions et concepts de base
Une variété symptectique est un couple (M, w), où M est une variété lisse de
dimension 2n et w une 2—forme sur M, fermée (dw 0) et non dégénérée (w n’est
jamais nulle). La 2n—forme w est la forme de votume symptectique sur (11J, w).
Une variété symplectique non compacte est dite convexe à t’infini si elle est la
complétée symplectique d’une variété à bord de type contact. En fait, la définition
exacte se formule en termes de fonctions pluri-subharmoniques. L’interprétation
en termes de complétion que nous donnons ici provient alors de la caractérisation
suivante.
Lemme 1.3. Si une variété symptectique à bord admet un champ de vecteurs X
satisfaisant £xw = w à proximité de son bord et pointant vers t’extérieur sur son
bord, ators ette est convexe à t’inftni.
Un champ de vecteurs vérifiant Lxw = w agit sur la forme symplectique en
la dilatant par le facteur et (plus précisément, son flot vérifie (t)*w etw) et
est appelé champ de vecteurs de Liouvitte.
La condition de convexité à l’infini a pour but de pouvoir utiliser le théorème
de compacité de Gromov (théorème que nous décrivons en §1.2.2 ci-dessous) dans
le cas de variétés non compactes. En particulier, le fibré cotangent d’une va
riété compacte est une variété symplectique convexe à l’infini. Cette large classe
d’exemples entre, par conséquent, dans le cadre que nous fixons ici. Nous ne don
nerons donc pas plus de détails dans le cas général mais traiterons le cas des fibrés
cotangents avec soin (1.2.3) (dans le cas général, on pourra se référer à [23j).
Un symptectomorphisme entre deux variétés symplectiques : (M0, wo) —*
(M1, w1) est un difféomorphisme entre M0 et M1 tel que le pullback de la forme
symplectique w1 coïncide avec w0 i.e. *wl = w0.
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Un tagrangien (ou sous-variété tagrangienne) L d’une variété symplectique de
dimension 2n est une sous-variété de dimension n telle que la restriction de la
forme symplectique à TL est identiquement nulle au sens où
Vx E L, V E TL, w() O.
Nous énonçons ici le théorème de Weinstein qui affirme que pour tout lagrangien
L d’une variété symplectique M, il existe un voisinage tubulaire qui est ‘sym
plectiquement identique à un voisinage de L vue comme la section nulle de son
fibré cotangent.
Théorème 1.4 (Voisinage tubulaire de Weinstein). Soit (M, w) une variété sym
ptectique et L une sous-variété tagrangienne de M. IÏ existe un voisinage U de L
dans M, un voisinage V de ta section nutte de T*L, (T*L)o, et un symptectomor
phisme : U —* V tet que çb(L) = (T*L)o.
Un hamittonien est une fonction à valeurs réelles, lisse, définie sur une variété
symplectique. Pour des raisons de régularité, nous serons amenés à considérer des
hamiltoniens dépendant du temps i.e. des fonctions lisses
H: I x M
— R
où I désigne l’intervalle [0, 1]. Par l’intermédiaire de la forme symplectique, une
telle application induit une famille de champs de vecteurs hamittoniens X
I x M — TM (X étant dit gradient symptectique de Hi), vérifiant
Vt E I, Vx E M, V E TM, w(X(x),) = —dH().
Remarquons que ceci définit (à t fixé) un unique champ de vecteurs puisque la
forme symplectique est non dégénérée. La famille XH engendre à son tour une
famille à un paramètre de difféomorphismes, ç5 : I x M — M, tels que
Vt E I, Vx E M, 8(x) = X((x)).
La formule de Cartan
= XHW = d(ixHw) + LxHdw
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dorme que ces difféomorphismes préservent la forme symplectique et forment, par
conséquent, une famille de symplectomorphismes. Réciproquement, tout symplec
tomorphisme obtenu ainsi ( ç5 pour un certain hamiltonien H) est dit
difféomorphisme hamittonien. L’ensemble des difféomorphismes hamiltoniens de
la variété symplectique (M, w) est dénoté Ham(Ai, w).
Deux sous-variétés lagrangiennes L et L’ sont dites isotopes s’il existe une fa
mille lisse à un paramètre {Lt}ti de sous-variétés lagrangiennes telle que L0 L
et L1 = L’. Cette isotopie est dite isotopie hamittonienne s’il existe une telle fa
mille et un hamiltonien H tel que L = çb(L) pour tout t.
Enfin, une structure presque comptexe est un endomorphisme du tangent J:
TM —* TM tel que J2 —id. Elle est dite dominée par la forme symplectique w si
wQr, Jr,i) > O pour tout vecteur tangent non nul. Elle est dite compatibte avec w
si pour tout x E M et tout couple de vecteurs de TM, (?, ), w(J’r7, J) w(rj, ).
Une fois données une forme symplectique et une structure presque complexe do
minée et compatible avec elle, w(—, J—) constitue une métrique riemannienne.
Un simple calcul montre que le gradient d’un hamiltonien H par rapport à cette
métrique est en relation avec le champ de vecteurs symplectique qu’il induit. Plus
précisément, il vient, avec nos conventions de signe
J(x)VHt(x) X(x).
1.2.2. Homologie de Floer lagrangienne
On se donne une variété symplectique (M, w) compacte ou convexe à l’infini et
deux sous-variétés lagrangiennes L et L’, isotopes par une isotopie hamiltonienne,
compactes et sans bord, telles que
w2(M,L) = 0 (1.2.1)
(cette condition correspond à l’asphéricité symptectique i.e. w2(II) = O du cas
hamiltonien). On se donne également un hamiltonien H et une structure presque
complexe J, dominée et compatible avec w. Tous les hamiltoniens considérés dans
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la suite sont supposés nuls, hors d’un sous-ellsemble compact de M.
Nous supposerons que L’ et ç5’(L) s’illtersectellt trallsversalement. On défiuit
tout d’abord l’ensemble des chemins de L à L’
P(L, L’) {-y e C°°(I, M) 7(0) e L, 7(1) e L’}.
Fixons 77 P(L, L’) et cléuotous P,(L, L’) la composante connexe de 73(L, L’)
conteuant 77. On définit ensuite la fonctionnelle action AL,L’;H,r P(L, L’) —* R,
déuotée également AH,,., ou A quand aucune confusion n’est possible
=
—
+ f H(t, x(t)) dt (1.2.2)
où l’on a choisi une application : I x I — M telle que
(0,
—) = 7], (1, —) = et (I, O) C L, (I, 1) C L’. (1.2.3)
L’existence d’une telle application vient du choix de se placer dans la compo
sante connexe de 77. La première intégrale est bien définie (i.e. ne dépend pas du
choix d’une telle application) par la condition (1.2.1).
Remarque 1.5. La définition précédente de la fonctionnelle action a la particula
rité de dépendre du choix de ij. Eu effet, un choix différent d’élément de référence
(dans la même classe d’homotopie i.e. 77’ P,.,(L, L’)) translate l’action par la
constante
— f11 *w (j’ vérifiant les conditions (1.2.3), avec r 77’). Si dans le
cas hamiltonien, il est naturel de ilormaliser l’hamiltouieu (en particulier pour
définir la norme de Hofer), dans le cas lagrangieu, une normalisation naturelle
pour l’action est de la translater de sorte qu’elle s’annule sur le chemin 7] choisi
A’H(x) =
— f w + fH(t, x(t)) dt — f H(t, 7](t)) dt. (1.2.4)
Ces choix vont apparaître à quelques endroits clefs que nous mettrons eu évidence,
tout au long de ces lignes.
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Les points critiques de la fonctionnelle action sont exactement les orbites du
champ de vecteurs hamiltonien, dont les extrémités initiale et finale sont respec
tivement sur L et L’ et appartenant à la composante connexe de i
I(L,L’;,H) := Crit(AH) {x e P(L,L’)±(t) =X(x(t))}.
Cet ensemble est e bijection avec un sous-ensemble des points de L n l1)’(L’)
(et donc avec un sous-ensemble de /(L) n L’), puisque
±(t) = X(x(t)) ssi x(t) = (x(O)) ssi x(O) e L n (‘(L’).
Remarquons que ç5(L) n L’ est de cardinalité finie par les hypothèses de trans
versalité et de compacité que nous avons faites.
Une application lisse u: R x I — M vérifiant l’équation
8J,H(u) := 83u + Jt(u) (8u — X(u)) = 0 (1.2.5)
et telle que u(R, 0) C L et u(R, 1) C L’ est dite trajectoire de FÏoer. On définit
l’ensemble
8(L, L’) := {u e C°°(R x I, M) u(R, 0) C L, u(R, 1) C L’}
et pour x et y I(L, L’; i, H), fixés
L’) := {u e S(L, L’) ut—oc,
—) x, u(+oc, —) y}.
On définit l’énergie d’une application lisse u e S(L, L’) par la formule
E(u) := ff (8su2 + 8u - X(u)W2) dsdt
où — est la norme induite par la métrique g(—,
—) = w(—, J—). Lorsque u est
une trajectoire de Floer i.e. qu’elle vérifie l’équation (1.2.5), l’énergie s’exprime
également
lRx I
15
Une trajectoire de floer u est d’énergie finie si et seulement s’il existe des orbites
x et y de l’hamiltonien telles que u(—oo,
—) = x et u(+oc, —) = y. Dans un tel
cas, l’énergie de u mesure la différence d’action entre ses extrémités, i.e.
E(u) = Â(x) - Â(y). (1.2.6)
Notons que cette égalité implique en particulier que la valeur de la fonctionnelle
action décroît strictement le long des trajectoires de floer, puisque l’énergie d’une
trajectoire de Floer non constante est une quantité strictement positive.
Ou définit les espaces de modules des trajectoires de Floer d’énergie finie
(L, L’; H, J) {u E S(L, L’) E(u) <oc, 3J,H(u) = 0}
et pour x et y e I(L, L’; ij, H), fixés
L’; H, J) := {u (L, L’; H, J) u(—œ,
—) = x, u(+oc, —) = y}.
Comme l’énergie d’une trajectoire de Floer est finie si et seulement si elle ‘relie”
deux orbites de l’hamiltonien, il vient l’égalité
?(L, L’; H, J)
= U L’; H, J).
x,yel(L,L’;r1,H)
R agit sur ces espaces de modules, par translation le long des trajectoires de
Floer, et l’on définit
L’; H, J) := L’; H, J)/R. (1.2.7)
Un couple (H, J) est dit régulier si la linéarisation de l’opérateur J,H défini
par l’équation (1.2.5) est surjective pour tout u de M(L, L’; H, J). L’ensemble
des couples réguliers est de seconde catégorie de Baire et donc le choix d’un tel
couple est générique (on pourra, à ce sujet, se référer à [231). Pour un tel choix,
les espaces de modules L’; H, J) sont des variétés dont la dimension est
donnée par l’indice de Mastov. Celui-ci est défini comme suit.
Il est bien connu que l’ensemble des sous-espaces lagrangiens de R2n1, dénoté
£(R2), est isomorphe au quotient U(n)/O(n) et que son groupe fondamental
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est isomorphe à Z. On peut donc associer à y : (R2), sa
classe d’homotopie vue comme un élément de Z, appelé indice de Maslov de
.
Le sous-ensemble de (R2) constitué des n—plans qui ne sont pas transverses
à un lagrangien fixé (par exemple le lagrangien vertical) est une sous-variété
singulière de codimension Ï admettant une orientation canonique. D’un point de
vue géométrique, le procédé précédent revient en fait à compter (avec signes) le
nombre d’intersections entre cette sous-variété singulière et l’image du lacet
.
Il
nous reste à associer à deux orbites de H un tel lacet.
Les orbites r et x1 I(L, L’; ‘ij, H) étant données, on choisit u G (L, L’)
et on trivialise u*TM. On construit alors un lacet en le décomposant comme
suit (voir aussi la figure 1.1) $
— 7(t) = ()‘T(l)L’, qui en tout t, donne un élément de £(R2n) identifié
à un sous-espace de T(l_t)M, avec 7(O) = T(l)L’ et 7(1) transverse à
T(o)L = T(o,o)L, pour i e {O, 11,
on relie 7o(1) à 71(1) par un chemin
‘
tel que, en tout t, 71(t) C T(to)M
soit transverse à T(t,o)L,
— et on relie 7o(O) à 7(O) par le chemin 7”(t) = T(l_t,l)L’.
Le lacet
,
défini comme la concaténation 7o#7’#(—71)#7”, est le lacet de £(R2)
utilisé pour le calcul de l’indice de Maslov [391
FIG. 1.1. Définition de l’indice de maslov
Le résultat obtenu ne dépend pas de la trivialisation ni du choix de
‘
puisque
deux telles trivialisations sont homotopes et que l’on demande à
‘
d’être constam
ment transverse à T(t,o)L.
Nous supposerons tout au long de ce texte que
= (‘)‘T0(l)L’
L’
= (é’)’T1(l)L’
L
7’
tir2(M,L) O. (1.2.8)
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Cette condition nous assure que, pour u et u S(xo, x1), [1(u) = [1(v). On peut
doue définir tI(xo, xi) [1(w), pour uu quelconque w e S1(L, L’). L’applica
tion p. étant additive, au sens où pour x, y et z e I(L, L’; 77, H),
[t(x, z) = [t(x, y) + [t(y, z),
on fixe un élément z0 e I(L, L’; ‘q, H) et on définit [1(x), pour tout élément x de
I(L,L’;’q,H), comme étant p.(tzo).
Remarque 1.6. A nouveau, il est important de remarquer (à l’instar de la re
marque 1.5 où nous discutons le changement de référence de l’action), qu’un
changement de référence pour l’indice de Maslov (zo remplacé par z) entraîne
une translation des indices de tous les éléments de I(L, L’; ‘q, H), par la constante
= p.(z0, z). A nouveau, ce choix sera souvent sous-entendu, et mis en évidence
lors des passages où il est crucial de le faire judicieusement (morphisme PS$
§1.3.3, morphisme de naturalité §1.3.2 et commutativité du diagramme (4.1.8)
par exemple).
La condition de régularité de la paire (H, J) et la définition de l’indice de Ma
slov, combinées à des arguments de théorie de Fredholm, permettent de conclure
que M,9(L, L’; H, J) est une variété lisse de dimension p.(x) —[1(y)—1. En outre,
leur composante de dimeusion strictement positive n’est pas compacte en général
mais admet une compactification. Celle-ci provient du théorème de compacité de
Gromov qui décrit les limites de suites d’éléments de tels espaces de module. Dans
la mesure où les notations nécessaires sont extrêmement lourdes, nous le décrivons
ici de manière heuristique, pour une description précise, on pourra consulter [141
ou [161.
Lorsque la dimension de l’espace de modules L’; H, J) est 1, et que
l’on étudie une suite de telles trajectoires de Floer {u}, dont la suite des énergies
est bornée (i.e. pour tout n, E(u) < e < oc), convergeant vers u, un élément de
son bord, u peut être de trois types différents (voir la figure 1.2 dans le cas où
L=L’):
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A. u est une trajectoire de Floer brisée (similaire au cas Morse),
B. u est une trajectoire de Floer sur laquelle une sphère est attachée,
C. u est une trajectoire de Floer à laquelle est attaché un disque à bord dans
L ou L’.
Les cas B. et C. témoignent du phénomène de ‘bubbllng”.
A. B. C.
__/
FIG. 1.2. Théorème de Gromov : bord de L; H, J)
Sous nos hypothèses, il vient
8L,(L, L’; H, J)
= U L’; H, J) x L’; H, J). (1.2.9)
zEI(L,L’;r1,H)
En effet, la condition (1.2.1) interdit tout bubbling dans la mesure où l’on ne
peut obtenir ni disque pseudo-holomorphe à bord dans L ou L’, ni sphère pseudo
holomorphe sur les demi-tubes limites. On peut alors conclure par le théorème de
Gromov et le processus de recollement de trajectoires de Floer (pour une descrip
tion de ce processus dans le cas où M9(L, L’; H, J) > 1, on peut se référer à [5]).
On définit alors le complexe de chaînes (CF(L, L’; ‘q; H, J), 8), en posant pour
espaces vectoriels
CFk(L, L’;i7; H, J) := (x eI(L,L’;’q,H)u(x) =
et comme différentielle l’application linéaire dont l’action sur la base est
8(x) = #2M,(L, L’; H, J) y. (1.2.10)
y i(y)=i(x)—l
La formule (1.2.9) assure que 8 o 8 = 0. Prendre l’homologie de ce complexe
de chaînes donne alors l’homologie de Ftoer tagrangienne de M relativement aux
lagrangiens L et L’
HF(L, L’; ‘q; H, J) := H(CF(L, L’; ‘q; H, J), 8)
19
Remarque 1.7. Nous verrons dans le paragraphe suivant que cette homologie
ne dépend pas de la paire régulière (H, J) choisie par la démonstration classique
(l.3.l). De plus, sous nos hypothèses nous verrons quecette homologie est l’ho
mologie de L (l.3.3).
1.2.3. Le cas des fibrés cotarigeuts
Comme le suggère le théorème de Weinstein (théorème 1.4 ci-dessus), les fibrés
cotangents de variétés sont des variétés symplectiques particulièrement intéres
santes lors de l’étude des sous-variétés lagrangiennes. En outre, sans rentrer dans
les détails, il nous faut également signaler que du point de vue de la Physique, ces
espaces apparaissent de manière naturelle comme espaces de phase. Finalement,
ils font également apparaître un autre lien profond entre les homologies de Morse
et de Floer.
Nous détaillons ici ce cas particulier. Dans un premier temps, nous montrons
qu’il vérifie chacune des hypothèses que nous avons imposées (1.2.3.1). On peut
se référer à [23] pour plus de détails encore. Dans un second temps, nous décri
vons une identification entre les complexes de IViorse et de Floer (1.2.3.2). Cette
identification est due à Floer [9].
1.2.3.1. Structure symptectique, tagrangiens, convexité et n2 retatif
Etant donnée une variété lisse et fermée (compacte et sans bord), M, rappelons
que son fibré cotangent T*M est le fibré vectoriel ‘dual” de son fibré tangent TM
i.e. T*M est le fibré n: T*M — M dont la fibre en un point p E M, TM est
l’ensemble des 1—formes de TM (applications linéaires de TM dans R). Ce fibré
vectoriel admet la 1—forme privilégiée suivante.
Définition 1.8. On appelle forme de Lionvitte de T*Ai la 1—forme donnée par
(v) :=
pour tout E T*M et tout u e T(T*M).
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Autrement dit, pour e T*M fixé, la forme de Liouville induit une forme
linéaire sur T(T*M) qui est la composition
d,r
T(T*M) > TM > R
où dir est la différentielle de la projection r : T*M —* M au point . Donnons
à présent une description de l’espace tangent à T*]Ivï permettant de simplifier les
écritures.
Lemme 1.9. 11 existe un isomorphisme (non canonique)
T(T*M) cTMT*M (1.2.11)
provenant de ta donnée d’une connexion sur T*M.
La démonstration de ce lemme va comme suit. Etant donnée une métrique g
sur M, il existe sur TM une connexion dite de Levi—Civita V. Soit un élément
de T*M, la fibre T(T,.)M) ker(drr) est dite espace vertical de T(T*M).
Posons p := 7r() M. Si l’on se donne une section locale s M — T*M telle
que s(p) et Vxs O pour tout vecteur X 1,M, la partie horizontale de
I(T*M) est définie comme l’image de ds. Il vient donc
T(T*M)
= ds(TM) ker(dr) 1,iXf TM (1.2.12)
puisque ds est injective (par la propriété définissant une section r o s = idjj).
Remarque 1.10. On a choisi ici la connexion de Levi—Civita, ce qui n’intervient
pas à ce niveau mais sera intéressant par la suite.
La condition Vs 0, pour tout X, assure l’indépendance de la décomposi
tion vis-à-vis du choix de la section utilisée (elle ne dépend donc que de la dérivée
covariante, V, choisie).
Cette décomposition nous permet d’écrire tout vecteur tangent v e T(T*M)
(avec p
=
r() e M) s’écrit vhoni vert et de l’identifier à un couple (y, w*) avec
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e g TM et w e TM. Le vecteur e est alors donné par dir(e) et le vecteur ehofl
par ds(v).
En vue de cette décomposition, la forme de Liouville s’exprime clone par la
formule À(v, w*)
Une autre caractérisation de la forme de Liouville est donnée par le lemme suivant.
Lemme 1.11. La forme de Liouville est l’unique 1—forme de T*M telle que pour
toute 1—forme û de M, û*,\
—. û
En effet, pour tout point p de M et tout vecteur e de TM, on a
(û*)(e)
=
ûp(dapt o dû(e)) =
puisque n o û = id et donc dan o dû(e) = d(n o û)(e) = e.
Vient à présent la définition de la structure symptectique canonique donnée
sur le fibré cotangent.
Lemme 1.12. L ‘espace total du fibré cotangent T*M, muni de ta 2—forme donnée
comme l’opposé de la différentielle de la forme de Liouville, w —dÀ, est une
variété symplectique. De plus, la section nulle de T*M en est une sous-variété
lagrangienne.
La démonstration de ce lemme est complètement évidente lorsque l’on écrit
la forme de Liouville en coordonnées locales. De plus, la 2—forme ainsi définie est
donnée explicitement, après l’identification (1.2.11) par la formule
w((e, w*), ( *)) = s*(e) —
Remarquons également que le lemme 1.11 donne immédiatement que
û(dÀ) = _d(û*\) = —dû.
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Ceci conduit au lemme suivant.
Lemme 1.13. Le graphe d’une 1—forme c est une sous-variété tagrangienne de
(T*M, w) si et seulement si c est fermée.
finalement, pour achever de justifier le fait que cette classe d’espaces fournit
bien des exemples de variétés symplectiques entrant dans le cadre que nous nous
sommes fixés ici, il nous reste à démontrer le lemme suivant.
Lemme 1.14. L’espace total T*M est convexe à l’infini. De plus, te deuxième
groupe d’homotopie relatif de T*M par rapport à la section nulle (T*M)o M
est nul.
La convexité à l’infini est facilement démontrée via le lemme 1.3. En effet, le
champ de vecteurs radial dans les fibres de T*M est un champ de Liouville défini
globalement sur T*M. Ce champ de vecteurs X est donné par l’intermédiaire de
l’identification (1.2.12) par
X() :=OLETLcT(T*L)
pour tout T*L. La formule de Cartan nous donne
Ixw = d(txw) + txdw d(txw)
puisque w est fermée. De plus en T*L, pour tout u hori
(txw)(v) = w(X(), u) = vert(X()hori) — Xtt(vh0)
_(vh0)
= —(v).
On en déduit immédiatement que
£xw d(txw) d(—\) w.
En ce qui concerne le second groupe d’homotopie relatif, ceci est vrai dans
le cas général des fibrés vectoriels. En effet, l’espace total E se rétracte sur la
section nulle B impliquant en particulier que l’espace total et sa section nulle ont
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même type d’homotopie. La longue silite exacte (en homot.opie) de paire donne
la trivialité des groupes d’homotopies ir(E, B). Dans notre cas, 7r2(TAI. M) = O.
En particulier, pour les fibrés cotangents, les hypothèses (1.2.1) et (1.2.. 8) sont
vérifiées. Ils satisfont donc toutes les conditions que nous avons imposées jusqu’à
présent et sont par conséquent d’excellents candidats pour ce que nous étudions
par la suite.
1.2.3.2. Isomorphisme entre homoÏogies de Morse et de FÏoer
La construction suivante a été introduite par Floer [9]. Elle met en évidence
un lien étroit entre les homologies de Morse et de Floer dans le cas des fibrés
cotangents. Si l’on se donne une fonction de Morse f M — R, sa différentielle
est une 1—forme exacte et son graphe, Fdf, est par conséquent (lemme 1.13) une
sous-variété lagrangienne de T*M. Les points critiques de f correspondent alors
aux points d’intersection de la section nulle et de F. De plus, la condition de non
dégénérescence de la hessienne de f en chacun de ses points critiques correspond
à la transversalité de cette intersection.
On se donne une métrique g sur i\I telle que la paire (f, g) soit Morse—Smale.
Cette métrique induit une décomposition du type (1.2.12) via la connexion de
Levi—Civita qui lui est associée. Elle induit une métrique sur T*JvI (également
notée g) par la formule
g((v, w), (e’, w’)) g)(e, e’) + g)(w#, w’#)
pour tout E T*M et tout (y, w) et (e’, w’) e T(T*M). La notation # indique
ici l’isomorphisme entre les fibres TM et TM donné par la 11011 dégénérescence
de la métrique g. La transformation inverse est notée . Ces isomorphismes (dits
musicaux) sont définis par
gp(w,
—) w et gp(e, —) = V
Remarquons que g s’écrit alors
g((e, w), (e’, w’)) = v(v’) + w(w’#).
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Avec ces notations, on définit la structure presque complexe J sur T(T*P,f) par
J(v. w) (_w#, )
de sorte que l’on a
w((v, w), J(v’, w’)) w((v, w), (_w’#, v’))
= v’(v) — w(_w’#) = g((v, w), (y’, w’))
puisque v’(v) = g(v’, u) = g(u, u’) = vb(v!).
Considérons à présent une ligne de flot de f, ‘y, “reliant” deux de ses points
critiques OE et y. Celle-ci vérifie
g(88(7(s)).
—) = —d)f(—) et 7(—oc) = x, %(+oo) y.
Définissons l’hamiltonien H : T*M — R par la formule H() f(ir()) (on
rappelle que rr est la projection du fibré cotangent). Cet hamiltonien induit un
champ de vecteurs XH induisant à son tour une famille à un paramètre de sym
plectomorphismes . Ceux-ci permettent de définir une famille à un paramètre
de structures presque complexes Jt par J d o J o (d)—’.
On définit alors ‘u : R x [0, 1] —* T*M par u(s, t) b1(7(s)). Comme le
champ de vecteurs hamiltonien est indépendant du temps, il vient
8n + J0t’u = 0.
De plus, elle vérifie
‘u(s, 0) = (7(8), 0) M, ‘u(s, 1) (7(5), d7(5)f) e Fdf et
u(—oo,t) = (x,0), u(+oo,t)
=
(y,O)
i.e. u E M(0, J). Parallèlement floer montre que si f est C2—petite, cette appli
cation associant à une ligne de flot de f une telle trajectoire de Floer est surjective.
En particulier, les générateurs et les différentielles des complexes CM(M; f, g) et
CF(M, Fj; 0, J,) sont identifiés. On obtient par là-même un isomorphisme entre
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les homologies respectives.
L’action définie par la formule (1.2.2) vérifie de plus la propriété suivante
Â(x)
- ÂQ) = f(x)
- f(y). (1.2.13)
Pour cela, on calcule l’énergie de la courbe ‘u définie ci-dessus.
u*wf
Rx[D,1J Rx[O,1]
d(u)
lRx [0, 1]
Par le théorème de Stokes, on sait que cette quantité est égale à l’intégrale de la
forme de Liouville sur le bord du domaine. De plus cette forme est identiquement
nulle sur la section nulle et pour tout s, Qy(s)) = d7j. On obtient donc
E(n) =
— f d7()f(8s7(S))
_fdf(857(s))
=f(x)-f(y)
On conclut par la formule (1.2.6).
Cet isomorphisme et l’égalité (1.2.13) vont nous permettre de transporter de
manière immédiate des résultats de ‘type Morse” en résultats de “type Floer”
(ceci sera utilisé pour construire des exemples voir les remarques 3.30 et 4.30
des §3.3.2 et §4.2.1).
1.3. MORPHISMES DE COMPARAISON
1.3.1. Le morphisme de comparaison classique
Ce morphisme, construit au niveau des complexes de chaînes, induit un iso
morphisme en homologie. Celui-ci implique l’indépendance de l’homologie de
Floer lagrangienne par rapport à la paire régulière (H, J) choisie. Il existe une
version de ce morphisme en théorie de Morse, comme évoqué en remarque 1.2.
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On se donne H°’ R x ([0. 1] x AI) —* R et J01 R x M —* End(TM) res
pectivement deux familles d’hamiltoniens et de structures presque complexes w
compatibles, telles qu’il existe un réel R vérifiant
Vs < —R, (Hp’, J’) (H0, J0) et Vs > R, (H, J’) = (H1, J,)
(011 note H80’ pour H°’(s
—, —) et J’ pour J°’(s, —)). De plus on demande
l’existence d’un compact contenant les supports de tous ces hamiltoniens. La
famille H°’ induit un champ de vecteurs X°’ R x [0, 11 x M ,‘ TM tel que
V s, t, , , w(X°’(s, t, ï), ) = —d1H’(t, ï)()
dont le “flot” est la famille de symplectomorphismes 5O1 R x [0, 1] x M — M
vérifiant
V s, t, ï, 8°’(s, t, ï) = X°’(s, t, 01( t, ï)).
L’équation satisfaite par les trajectoires de floer (1.2.5) devient dans ce cas
8Hol,Jol (u) 8u(s, t) + J’(’u(s, t))au(s, t) + VH’(t, ‘u(s, t)) = 0. (1.3.1)
Dans cette formule, VH°’ désigne le gradient induit par la métrique associée à
J’. Il vérifie VH’(t,x) = —J’(ï)(X°’(s, t, ï)). Le fait que leur énergie soit
finie est à nouveau équivalent à l’existence d’orbites vers lesquelles u R x I —* M
converge quand le paramètre s tend vers +oo. On définit les espaces de modules
3H01.J01 (u) = 0,
M0,1(L,L’;H°’, J°1) := u: R xI M u(R.0) c L,u(R, 1) cL’,
u(—oc,
—) = ïo, u(+oc, —) = y,
(1.3.2)
La paire (H°’, J°’) est dite régulière si la linéarisation de l’opérateur Ho1,Jo1 dé
fini par (1.3.1) est surjectif en tout u E M01(L. L’; H°’, J°’). Pour un tel choix
de paire régulière, ces espaces de modules sont des variétés de dimension bt(ïo, y,)
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(adapté), compactifiables (Gromov) de sorte que (L, L’; H°’ J°1) soit
l’union disjointe
J L’; H0, J0) x M0,1(L, L’; H°’, J°’)
yoElo
J Mx,x1 (L, L’; H°’, J°’) x Mx1,, (L, L’; H1, J1)
xiEIi
où I = I(L, L’; ij, Hi), pour j = 0, 1. La formule
#2M0,1(L, L’; H°’, J°’) Yi
y;Ii(xo,yy)=1
définit un morphisme de complexes de chaînes qui induit un morphisme
O1 HF(L, L’; H0, J0) —* HF(L, L’; H1, J1)
en homologie. La figure 1.3 illustre les espaces de modules (L, L’; H°’, J°’)
et leur bord.
Remarque 1.15. On peut montrer que ce morphisme est canonique au sens
où il est indépendant de la paire (H°’, J°’) choisie. Pour cela, on considère une
homotopie entre deux telles homotopies et on réitère le processus décrit ci-dessus
(avec un paramètre supplémentaire).
On peut ensuite montrer que composer deux tels morphismes est équivalent à
construire le morphisme de comparaison associé à la concaténation des homoto
pies. On peut enfin montrer qu’utiliser l’homotopie constante donne l’identité sur
le complexe. En particulier, on en déduit que c’est isomorphisme en homologie.
FIG. 1.3. Principe du morphisme de comparaison
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1.3.2. Le morphisme de naturalité
Ce morphisme est bien connu et est décrit en particulier clans [1• Il identifie
les générateurs des complexes CF(L, L’; H, J) et CF(L. L”; O, J), avec L” :
()-‘(L’) et J:= J, et préserve l’action.
On définit tout d’abord
f P(L,L”) ‘ P(L,L’)
I) [tH-÷(x(t))]
Ceci induit une application bH : L”) — P,,(L, L’), où r/ E P(L, L”) satisfait
bjj(’ç,’). Comme l’intersection LflL” est transverse, 5H identifie I(L, L”; ‘r’, O)
et I(L, L’; r;,, H).
Pour tout u E L”; O, f), on définit par (s, t) q5(’u(s, t)). Le
lemme suivant repose sur un calcul et justifie que l’on puisse comparer les homo
logies de Floer lagrangiennes calculées pour les paires (H, J) et (O, J). De plus, il
est la première étape dans l’identification des espaces de modules qui définissent
les différentielles des deux complexes.
Lemme 1.16. (H, J) est une paire régulière si et seulement si (O, J) est régulière.
De ptus, pour tout u E M(L, L’; H, J), J,H() =
Les conditions aux frontières pour u et i7 correspondent évidemment. Il nous
reste, pour identifier les différentielles à montrer que l’énergie est conservée.
Lemme 1.17. Le morphisme de naturalité préserve l’action des générateurs au
sens où Â(bH(x)) = A(x), pour tout x E I(L. L”; 7]’, 0).
Pour ce lemme, l’action doit être normalisée et est donc définie par la formule
(1.2.4). Ceci provient d’un simple calcul que nous effectuons ici pour illustrer te
choix de normalisation de t’action effectué (voir la remarque 1.5).
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Démonstration. On exprime Â). Pour cela on se donne une application ?i:
R x I —* M satisfaisant les coiiditions (1.2.3) i.e. telle que (—oo,t) =
(+oo, t) = x(t), (R, O) C L et (R, 1) C Ii’. Il vient
Ai(x) = f*w = _fw(as8t)
- fw(d(8), d(8))
puisque ç5 est un symplectomorphisme. On utilise ensuite que
= li(3s)
= dç5(8) + 8tç[()
= dç5(8) +X(ç5())
et que bH() = 5() = bH(x) (i.e. vérifie les conditions (1.2.3) pour 5H(x)). On
en déduit que
A(x) =
- f bH(X)W + fw(3, X()))
=
— f b(x)w + f dt()Ht(8S((x)))
= _fbH(x)*w+fas{Htfl]
On intègre finalement le second terme du membre de droite par rapport à s
f 88[H())] dsdt = f(Ht((t))) - H((t))))RxI I
On obtient donc
A(x) =
- f 5H(X)W + f H(b(x))
- f H’)
=À(x)
L’action est donc préservée. D
Un corollaire immédiat de ce lemme et de la formule (1.2.6) est qu’il en va de
même pour l’énergie des trajectoires de Floer se correspondant. Il vient donc que
l’application ÔH induit une bijection
bH L”; O, J) MbH(x),bH(y)(L, L’; H, J)
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qui donne le morphisme désiré
Cf(L, (‘)1(L’); ‘; 0, J) —* CF(L, L’; i; H. J).
Remarque 1.18. L’action est préservée pour un bon choix de références T, et
77’ telles que bH(77’)
= .
Il y a également ici la nécessité d’un choix cohérent
pour les deux références de l’indice de Maslov. On prend donc (pour que le mor
phisme de naturalité préserve les degrés) des références z e I(L, L”; ii’, 0) et
z0 e I(L, L’; 77, H) telles que bH(z) = z0.
1.3.3. Le morphisme de type PSS lagrangien
Le morphisme PSS hamiltonien introduit par Piunikhin, Salamon et Schwarz
[311 a été adapté au contexte des intersections lagrangiennes, dans le cas des
fibrés cotangents par Katié et Milinkovié [18] et en toute généralité par Barrauci
et Cornea [4]. et Albers [2]. Ce morphisme compare les complexes de Morse et
de Floer et induit un isomorphisme en homologie (sous nos hypothèses).
On se donne à nouveau une sous-variété lagrangienne L d’une variété sym
plectique (Ai, w), munie d’une paire (f, g) de Morse—Smale. On choisit (H, J) une
paire régulière sur M (ces choix étant génériques).
A p e Crit(f) et x e I(L, L; 77, H), sont associés les espaces de modules
M(g) {7 : R L -Vf(7(t)) = d7(t) 7(-OO) = = W(f, g)
8u + J8u + /3(s)VH(’u) = O
M’(J):= u:RxI—*M
n(+oc,t) = x(t),n(R, {0, 1}) C L
où /3(s) est une fonction lisse, croissante valant O pour s 1/2 et 1 pour s 1.
Pour nos choix de paires (f, g) et (H, J), M’(J) est une variété lisse de dimension
b’(’) et
M := { (7,n) e M(g) x M(J) u(-œ, -) =
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une variété lisse de dimension (zf(p)
— t(r)) (ceci requiert un choix particulier
de z0, la référence de l’indice de Maslov). La composante de dimension O de ces
espaces de modules est compacte tandis que celle de dimension 1 admet une
compactification telle que (voir la figure 1.4)
= U M,’(f.g) x M/ (1.3.3)
p’Ecrit(f)
U M X Mx’,x(L, L; H, J) (1.3.4)
x’eI(L,L;i1,H)
(1.3p
FIG. 1.4. Définition du morphisme PSS lagrangien
Le morphisme 7 : GM(L; f, g) —* CF(L, L; H, J), défini sur les générateurs
par la formule
b7(p) := #2M x
xi IL(x)=if(p)
induit un morphisme : HM(L; f, g) —* HF(L, L; H, J). De nianière similaire,
les espaces de modules
M(g) := {7: R ‘ L —Vf(7(t)) = d(t) 7(+oo) = q } = W(f, g),
Qu + J8u + j3(—s)VHQu) OM(J):=z u:RxI—M et
ut—oc, t) = y(t), u(R, {O, 1}) C L
Mf := {(u,7) M(J) x M(g) y(O) =u(+oc,-)}
permettent de définir
#2Mfq
qi zf(q)=b(y)
induisant le morphisme HF(L, L; H, J) —* HM(L; f, g).
Ces deux morphismes commutent avec les morphismes de comparaison clas
siques des homologies de Morse et de floer.
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Lemme 1.19. Les diagrammes suivant commutent:
HF(L,L;Ho,Jo) > HF(L,L;Hi,Ji)
(1.3.5)
HM(L; f, g)
HM(L;fo,go) Morse HM(L;fj,gj)
(1.3.6)
HF(L, L; H, J)
Les cobordismes utilisés pour la preuve sont illustrés par la figure 1.5. Ils sont
similaires à ceux utilisés par Albers pour démontrer que les morphismes ç5 o
et o induisent l’identité en homologie (ce qui est une conséquence directe
du lemme pour (H0, J0) = (H1, J1) et (fo, go) = (fi, gi)).
u0 u1 u
q Yo R gluing1?—oo R—O
u+ uté
X 70
FIG. 1.5. Commutativité des morphismes PS$ et de comparaison
DÉMONSTRATION. Nous donnons ici les grandes idées de la preuve dans la me
sure où, si le résllltat est nouveau, il n’apporte qu’une légère amélioration au
résultat bien connu affirmant que le morphisme P$$ induit un isomorphisme en
homologie (voir [21 et [1) et les techniques de démonstration sont par conséquent
extrêmement similaires.
Diagramme (1.3.5)
— On se donne une famille à un paramètre de structures
presque complexes {J’}ER, telle que
J’ = J0 pour s < —1, J’ = J pour s <1/2 et J’ = J1 pour s> 1.
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A yj e I(L, L; ij, H) (j = 0, 1), sont associés les espaces de modules suivants
M°R Yo,Yi
Vf(7(t)) =
M0(J) Gœ([0, R], M) X M’(J1) uo(+oo) =7(0)
u1(—oo) = 7(R)
où J0 et Ji sont deux familles un paramètre de structures presque complexes,
vérifiant
Jo=Josis<—letJo=Jsis<—1/2,
J1=J1sis>letJ1=Jsis>1/2.
Définissons l’ensemble
U M(yo,yi).
R>0
Il existe des choix génériques des paramètres, pour lesquels M0(yo, Yi) est une
variété lisse de dimension /(Yo) — [t(yi) + 1. De plus sa composante de dimension
o est compacte. La formule
S0(Yo) #2M0(yo,yi) y’
y1I’(y1)=/’(yo)+l
définit donc une homotopie de chaînes
: CF(L, L; H0, J0) —* CF(L, L; H1, J1).
Sa composante de dimension Ï admet une compactification telle que
8Mo(yo
yi)
=
M00,0(L, L’; H0, J0) x M0(xo, yi) (1.3.7)
xoEI(L,L;0,Ho)
U M0(yo,yi) (1.3.8)
U Mf x (1.3.9)
qECrit(f)
U M0(yo,xi) x M1,01(L,L’;Hi,Ji) (1.3.10)
x1 eI(LL;ri,H1)
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Les bords (1.3.7) et (1.3.10) apparaissent lorsque le paramètre R converge vers un
nombre réel, tandis que (1.3.8) et (1.3.9) apparaissent lorsqu’il converge respec
tivement vers O et l’infini. Le bord (1.3.8), M0(yo. yi), est constitué de paires
de disques (voir la figure 1.5). qui sont pseudo-holomorphes dans un voisinage
de leur point commun. On peut donc effectuer leur gluing (voir [131. [6]). Cette
procédure hautement non triviale conduit alors à une trajectoire de Floer, élé
ment des espaces de modules définissant le morphisme de comparaison classique
(1.3.2). Ainsi il vient
a+a=7’ +°‘.
Le diagramme (1.3.5) commute donc.
Diagramme (1.3.6,) — On se donne à présent deux couples (fo,go), (fi,gj) et une
homotopie régulière (f°1, g°’) telle que
(f’,g’)
= (fo.go) pour s < —1 et (f’,g’) = (fi,gi) pour s> 1.
On définit, les ensembles suivants
M°(po,pi) {(7ouR1) (f°’,g°’) x C(R x I,M) x Ws(fg)
8sUR + J8tUR + 0R(5)V11(UR) 0,
UR(—œ,
—) 7o(0), UR(+oc, —) = 7(0)
où 0R est ne fonction cutoff i.e. une fonction lisse dont la valeur est Ï pour
s < R et O dès que s > R + 1. Nous supposons également que la famille
des fonctions ÙR est bornée en norme C’ uniformément en R (cette condition
technique est nécessaire pour obtenir un estimé sur l’énergie des disques — voir 121).
Définissons
M0(po,pi) J °(po.pi)
R>O
qui est à nouveau, pour des choix génériques des paramètres une variété lisse de
dimension Zfol (Po) — fo1 (pi) + 1. Le bord de sa composante de dimension Ï, après
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compactification, est 1 ‘unioll disj oillte
80(pop1)
= U Mpo,qo(f°’,g°’) X (1.3.11)
qoECrit(J°’)
U M°(po,pi) (1.3.12)
U Mj’ x MJ1 (1.3.13)
xeI(L,L;rH)
U M0(po,qi) X Mqy,q0(f°’,g°’) (1.3.14)
qieCrit(f°1)
A nouveau, lorsque le paramètre R converge vers un nombre réel, 011 obtient
(1.3.11), (1.3.14), tandis que (1.3.13) et (1.3.12) apparaissent lorsqu’il converge
respectivement vers l’infini et vers O. Dans le cas où la limite est l’infini, le produit
obtenu conduit à la composition ç5 o Lorsque R converge vers O, on obtient
un disque pseudo-holomorphe dont la frontière est incluse dans L, et dont l’aire
symplectique est nulle (puisque W2(M,L) = O). Il doit donc être constant. Ainsi,
lorsque R converge vers O, nous obtenons finalement deux points critiques Po et
p, et une ligne de flot (de f°’) élément de leur variété connectante (par unicité
des lignes de flot passant par un point, ici le ‘disque trivial), avec les mêmes
indices de Morse. Ceci est donc un élément des espaces de modules définissant le
morphisme de comparaison classique en théorie de Morse /orse Ceci achève la
démonstration de la commutativité du diagramme (1.3.6). D
Chapitre 2
STRUCTURES ALG1BRIQUE$
Dans ce chapitre, 110115 rappelons dans lin premier temps comment s’inter
prète le produit d’intersection en homologie de Morse (section 2.1) pour don
ner l’anneau homologique (HM(M),
.). Ensuite flOilS montrons que le Z2—espace
vectoriel gradué HF(L, L’) peut être muni d’un produit externe et donc d’une
structure de module sur HM (M) (section 2.2). Cette construction est nouvelle
dans le cadre lagrangien mais est directement inspirée de résultats provenant du
cadre hamiltonien apparaissant dans [10].
Finalement (section 2.3), nous montrons que deux des trois morphismes rappe
lés précédemment (section 1.3) préservent ces structures i.e. que le morphisme de
naturalité (1.3.2) et le morphisme PSS (1.3.3) sont des morphismes de modules.
A nouveau, ces résultats s’inspirent du cas hamiltonien (introduits par Floer et
étudiés par Le et Ono [19]).
Ces résultats sont intéressants en eux-mêmes et conduisent également à une
démonstration très simple et purement algébrique de la proposition 4.9. Cette
proposition permet de résoudre la difficulté majeure de la preuve de l’invariance
des nombres spectraux qui sont le principal sujet d’étude ici (voir définition 4.2
et théorème 4.5).
Remarquons finalement que le morphisme de comparaison classique de l’ho
mologie de Floer (1.3.1) est également un morphisme de modules (la preuve
utilisant des techniques tout à fait identiques à celles utilisées pour le morphisme
P$S). Cela dit, ce fait n’intervient pas dans la suite et nous ne donnerons par
conséquent pas plus de détails à ce sujet.
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2.1. L’HOMOLOGIE DE MORSE COMME ANNEAU UNITAIRE
Nous rappelons ici rapidement le produit d’intersection dans sa version ho
mologie de Morse puisqu’il est bien connu. Sa construction est instructive dans
la mesure où la construction du produit externe de l’homologie de Floer comme
module sur l’homologie de Morse s’en inspire. De plus, les espaces de modules
permettant de le définir apparaissent explicitement dans la suite (preuve de l’as
sociativité de cette structure de module, section 2.2 et préservation des structures
par les morphismes, section 2.3).
Le produit d’intersection est défini sur les complexes de chaînes
CMk(L; f’,g) ® Ci(L; f2, g) CMk+lfl(L; f,g)
où f, f et f sont des fonctions de Morse et g une métrique telles que pour tout j
et tout j E {1,2,3}. W(f.g) et W(f,g) s’intersectent transversalement pour
tout p et tout P, points critiques respectifs de f et f. Cette condition sera
désignée dans la suite par condition de Morse—$mate étendue. Remarquons que
cette condition implique en particulier que les trois paires (fi, g) (j = 1, 3) sont
Morse—Smale. Ces choix sont génériques.
A p E Crit(fi), q E Crit(f2) et r E Crit(f3), sont associés les espaces de
modules suivants
M(p,q);r(fl, f2, f3; g)
{(7i, 72,73) E W(fi,g) x W(f2,g) x W(f3,g)71(O) =72(0) =73(0)}.
Sous nos hypothèses. ce sont des variétés lisses de dimension
d(p, q; r)
=
f1 (p) + f9 (q)
—
(r) — n.
Leur composante de dimension 0 est compacte et l’on peut donc définir sur
les générateurs (puis étendre par bilinéarité) le produit
p• q := #2M(p,q);r(fl, f2. f; 9) r.
r d(p,q;r)=O
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On peut montrer que cette formule illduit un produit en homologie qui est indé
pendant des choix des fonctions de Morse et de la métrique. Nous rappelons que
l’unité de l’anneau (HM(L),.) est. [L], la classe fondamentale de L.
Remarque 2.1. Il est également utile de souligner que cette construction peut
être réalisée avec deux fonctions de Morse (et non trois) en considérant indif
féremment les espaces de modules M(p,q);r(fi, f2, fi; g) ou M(p,q);T(fl, f2, f2; g).
Remarquons par exemple que lorsque f3 = f. l’espace M(p.q):r(fl, f2, fi; g) est
constitué des paires de lignes de flot
(7i, 72) E Mp,r(fi g) x VV(f2, g) telles que 7i(O) = 72(0).
Cette remarque sera utilisée implicitement par la suite.
2.2. L’HOMOLOGIE DE FLOER COMME MODULE SUR L’HOMOLOGIE
DE MORSE
Définissons de manière similaire un produit externe sur HF (L, L’)
HiI(L) ® HF(L, L’) > HF(L, L’)
Comme précédemment, il est défini au niveau des chaînes.
Remarque 2.2. Les sous-variétés lagrangiennes L et L’ étant fixées, nous allons
dans tonte ta suite de ce chapitre les supprimer des notations des espaces de mo
dules qui vont apparaître. Par exemple, les espaces de modules M(L, L’; H. J)
définis par (1.2.7) seront dénotés M2(H, J).
Nous choisissons une paire Morse—Smale (f, g) sur L et une paire régulière
(H, J) sur la variété symplectique. Nous associons à p e Crit(f) et x, y E
I(L, L’; 17, H), les espaces de modules suivants
M(p,x);y(f, g; H, J)
(2.2.1)
{(7,u) e W(f,g) x J)7(0) = u(0,0)}.
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Il existe des choix génériques des paramètres pour lesquels ce sont des variétés
lisses, de dimension
d(p, x; y) = — [1(y) + Zf(p) — n.
En effet, elles sont la pré-image de la diagonale A C L x L par l’application
d’évaluation
f (f,g)xM19(H,J)(ev, ev) t
t (n’, u) ((0). u(O, O))
et il existe un choix générique des paramètres pour lesquels cette application
est transverse à A (il s’agit ici de combiner les arguments apparaissant dans
11] et f23] concernant les espaces de modules de trajectoires de Floer et la
transversalité des applications d’évaluation).
Leur composante de dimension O est compacte, ainsi la formule
* OE #2M(p,x);y(f, g; H, J) y
y d(p,x;y)=O
définit un produit
* CMk(L; f, g) x C(L, L’; H, J)
—* CFk+t_fl(L, L’; H, J),
lorsqu’elle est étendue par bilinéarité. De plus leur composante de dimension 1
admet une compactification dont le bord est donné par l’union disjointe (voir la
figure 2.1)
J Mp,p’(f, g) X M(p’,x);yCf, g; H, J) (2.2.2)
p’ ECrit(f)
J Mx,x’(H, J) X M(p.x’):y(f, g; H, J) (2.2.3)
x’eT(L.L’;r7,H)
J M(p,x);y’(f, g; H. J) x J) (2.2.4)
y’ eI(L.L’;y H)
Le produit * commute donc avec les applications de bord des complexes et
induit par là-même un produit en homologie.
Lemme 2.3. (HF(L, L’; H, J), *) est un module sur l’anneau (HM(L; f, g), .).
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pX
(2.2.2)
FIG. 2.1. Définition de la structure de modules sur HF(L, L’)
DÉMONSTRATION. La difficulté principale est de montrer que pour tout couple
de classes d’homologie de Morse de L, (ci, ,8), la relation
( . /3) * a = * (/3 * a)
est satisfaite. On se donne deux fonctions de Morse fi et f2 et une métrique g sur
L, vérifiant la condition de Morse—Smale étendue définie au début de la section
2.1. Nous choisissons également une paire régulière (H, J). Nous devons prouver
que les applications définies respectivement par
(p,q,x):=(p.q)*xet (p,q,x):=p*(q*x)
pour p Crit(fj), q e Crit(f2) et x I(L, L’; ij, H), induisent le même mor
phisme en homologie. Définissons respectivement les espaces de modules
Mqx).y(fi, f2, g; H, J) et Mqx).y(fi f2, g; H, J)
comme les unions
U M(p,q);r(fl, f2, fi; g) X M (rx);y(fi, g; H, J) et
réCrit(fi)
U M(q,x);z(f2, g; H, J) X M(p,z);y(fi, g; H, J).
zI(L,L’;,H)
On a alors
q, x) ( #2M(p,q);r(fi, f2, fi; g)
.
r) * x
= #2M (p,q);T(fi, f2, fi, g) #2M(r,x);y(fi, g, L, H, J)
.
y
= Z #2M,q,x);y(fi, f2, g; L, H, J) . y
(2.2.4)
y
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et un calcul similaire conduit à
q, x) #2Mqx);y(f1 f2, g; H, J) y.
Nous allons, dans les deux étapes suivantes définir des espaces de modules
Mp,q,x);y(f1, f2, g; H, J)
et un morphisme
q ) : #2Mp,q,x);y(f1, f2, g; H, J) y
et nous allons prouver successivement les égalités
H(o) = H(°) H(o). (2.2.5)
Remarque 2.4. Lorsque q = in, le maximum de f2,
+(p,m,x)
= (p•in) *x =p*x =p* (m*x) = (p,in,x).
En effet, dans ce cas Zf2 (in) n et les espaces de modules définissant in * x et
p. in ont des dimensions telles que, même au niveau des chaînes, on a in * x = x
et p in p. Ainsi, dans ce qui suit q, n’est pas te maximum de f2.
(Etape 1) Tout d’abord, pour R > O, nous définissons les espaces de modules
suivants (voir la figure 2.2)
M,q,x);y(f1, f2, g; H, J)
e (fi,g) X )(f2,g) z M,9(H,J)
7(O) =72(0)
I 7(R)=u(O,0)
où p Crit(fi), q e Crit(f2), x et y e I(L, L’; y, H). Dénotons leur union par:
M(p,q,x);y(fl, f2, g; H, J) U Mqx);y(f1, f2,9; H, J).
R>O
Cet espace de modules est une variété de dimension
d(p,q,x;y) = t(x)
—
t(y) +f(p) +if2(q) — 2n+ 1
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comme la pré-image de x := {(x,x;y;y) (x,y) e L2} C (L x L)2 par
l’application d’évaluation
f W(f1,g) x W(f2,g) x M2(H,J) (L x L)2Ev:
(71,72,U) I” (71(O),72(0);71(R),n(0,0))
pour des choix génériques des paramètres (le +1 additionnel vient du paramètre
R supplémentaire).
Sa composante de dimeilsion 0 est compacte et nous définissons
F(p, q, x) : #2M(p,q,x);y(fl, f2, g; J)
y d(p,q,x;y)=O
Posons Mqx);z(f1, f2, g; H, J) comme l’espace obtenu de M,qx).z(f1 f2, g; H, J)
lorsque le paramètre R converge vers 0. Remarquons que nous obtenons l’espace
de modules Mpqx);z(J1, f2, g; H, J), lorsque R converge vers l’infini. Le bord de
la compactification de sa composante de dimension 1 est donc (voir la figure 2.2)
U g) X M(pF,q,x);y(fl, f2, g; H, J) (2.2.6)
p’eCrit(fi)
U Mq,q’(f2, g) X M(p,q’,x);y(f, f2, g; H, J) (2.2.7)
q’eCrit(f2)
U M,’(H, J) X M (p,q,x’);y(fl, f2, g; H, J) (2.2.8)
X’ eI(L,L’;7 H)
U M(p,q,x);y’(fl, f2, g; H, J) x M2’,2(H, J) (2.2.9)
y’ET(L,L’;,H)
U Mqx);y(f1 f2, g; H, J) U Mqx).y(f1, f2, g; H, J) (2.2.10)
Les bords (2.2.6), (2.2.7), (2.2.8) et (2.2.9) apparaissent lorsque R converge vers
un nombre réel strictement positif. Leur somme représente 8F + F8. Les applica
tions p+ et comptant respectivement le cardinal modulo 2 des espaces de mo
dules Mqx);y(f1 f2, g; H, J) et Mqx);y(f1, f2’ g; H, J) induisent donc la même
application en homologie i.e. la première égalité de (2.2.5), H() = H(°), est
donc démontrée.
(Etape 2) Nous construisons d’autres espaces de modules, dans l’esprit de ce
(2.2 7
(92q
y Yj (2.2.1O (22.9)
yR—O yR—*+œ
FIG. 2.2. Preuve de la structure de module (1)
qili a été fait lors de l’étape précédente. A p e Crit(fi), q e Crit(f2), x, y
ï(L, L’; j, H), nous associons les espaces de modules
M.q,x):y(f1, f2, g; H, J){ 7i(O) =u(O.O)(7i,7.u) W(J1,g) x W(f2,g) x M(H,J)
= u(S, O)
et on désigne leur union par
M(p,q,x);y(fl, f2,g; H, J) U M,q,x);y(f1, f2, g; H, J)
s<o
(voir la figure 2.3). Il existe des choix génériques des paramètres pour lesquels cet
espace est une variété dont la dimension est donnée par
d(p,q,x;y)
=
if1(p) +if2(q) +(i) — (y) — 2’n+ 1
(il faut à nouveau considérer l’application d’évaluation appropriée). Comme pré
cédemment, la composante de dimension O de ces espaces est compacte. Ceci nous
permet de définir le morphisme
G(p, q, x) M(p,q,x);y(fi, f2, g; H. J) . y.
y(p,q,x;y)=O
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De pulls, le bord de la compactification de sa composante de dimension 1 est
donné par l’union disjointe (voir la figure 2.3)
U g) X M (p’.q.x);y(fi, f2. g; H, J)
?‘cCrit(fl)
U Mq,q’(f2, g) x M(p,q’,x);y(fl, f2, g; H, J) (2.2.12)
q’ eCrit(f2)
u
x’eI(L,L’;r7,H)
u
y’cI(L,L’;7,H)
M,1’(H, J) x M (p,q,x’);y(fi, f2, g; H, J)
M(p,q,x);y’(fl, f2, g; H, J) X M2’,(H, J)
(2.2.13)
(2.2.14)
lorsque le paramètre $ converge vers un nombre réel strictement négatif et
u Mqt);y(fl f2, g; H, J)
{F} x M(p.x);y(fl. g; H, J)
U Mqx);y(f1, f2. g; H, J) (2.2.17)
lorsqu’il converge vers —oc (2.2.15), (2.2.16) et 0 (2.2.17). Si elle existe. F est
l’unique ligne de flot de f2 appartenant à la variété instable du point critique q,
atteignant x(0).
(2.2?7
Les bords (2.2.11), (2.2.12), (2.2.13) et (2.2.14) représentent ensemble 3G +
G3. Comme q m.. le maximum de f2 (voir la remarque 2.4), sa variété instable
a une codirnension d’au moins 1. Pour des choix généricues. le bord (2.. 2.16)
n’apparaît donc pas et H() H(). La seconde égalité de (2.2.5) est donc
démontrée ce qui achève la preuve du lemme. D
(2.2.11)
(2.2.15)
(2.2.16)
(2.2.13)
p q7
(2.2.1 o
Px(2216)?
_
S—4
FIG. 2.3. Preuve de la structure de module (2)
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Remarque 2.5. Par des méthodes standard, on peut montrer que cette construc
tion ne dépend pas de f’, f2, g, H et J.
Il est bien connu que la “demi’ paire de pantalon induit un produit en ho
mologie de Floer lagrangienne qui donne une description alternative de la même
structure de modules
HM(L) ® HF(L, L) HF(L, L) ® HF(L, L)
demi—PP
HF(L, L)
Cependant cette construction nécessite des perturbations hamiltoniennes diffé
rentes aux extrémités. Le morphisme de naturalité n’est donc pas, a priori, com
patible avec les espaces de modules apparaissant dans cette description.
2.3. PRÉsERvATIoN DES STRUCTURES ALGÉBRIQUES PAR LES MOR
PH I SI\I ES
Nous prouvons ici que les morphismes de ilaturalité et PSS, définis précédem
ment (section 1.3), préservent ces structures algébriques. Plus précisément nous
prouvons le lemme suivant t
Lemme 2.6. Pour tout c O de HM(L) et tout b O de HF(L, L’), l’on a
* b) * bfl(b), (2.3.1)
pour tout /3 O de HM(L), tel que ù /3 O, l’on a
(2.3.2)
Remarque 2.7. Nous pourrions également prouver que le morphisme de com
paraison classique préserve lui aussi les structures de modules. La démonstration
de ce fait est très sinulaire à la démonstration de l’égalité (2.3.2). Cela dit nous
n’utiliserons pas ce résultat dans la suite.
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2.3.1. Le morphisme de naturalité, morphisme de modules
Rappelons que le morphisme de naturalité (plus précisément, son inverse b’)
fait correspondre de manière unique
— à y et z e ï(L, L’; i, H), deux éléments y’ et z’ I(L, L”; i, O),
— à u E M(L, L’; H, J), un élément u’ M’,’(L, L”; O, f)
(les notations utilisées ici sont les mêmes que celles introduites en §1.3.2). De plus,
u’(O, O) = (çb9)’(u(O, O)) ‘u(O, O). Nous pouvous donc en déduire que b’ induit
une bijection entre les espaces de modules (2.2.1) des deux situations respectives
et transporte donc le produit externe de HM(L)—module de HF(L, L’; H, J),
sur celui de HF(L, L”; O, J). L’égalité (2.3.1) est prouvée et le morphisme de
naturalité est, par conséquent, un isomorphisme de HM(L)—modules.
2.3.2. Le PSS lagrangien, morphisme de modules
La preuve de (2.3.2) est fort-nettement la même que celle du lemme 2.3. On
choisit des fonctions de Morse f1 et f2 et une métrique g sur L satisfaisant les
mêmes conditions de régularité. On se donne également une paire régulière (H, J).
Dans un premier temps, on remarque (à l’instar de la remarque 2.4) que ce
que l’on veut démontrer est satisfait, même au niveau des chaînes, dans le cas où
la classe d’homologie c est représentée par le maximum m de f1. Dans un second
temps, on reproduit les deux étapes de la démonstration.
(Etape 1) Dans ce cas, Mq);y(f1, f2, g; H, J) est défini comme étant l’ensemble
{ e (fi,g) x (f2,g) x MH(J) 7(°) =()
- }/2(R) n( oc, )
(voir la figure 2.4). On rappelle que l’espace M(J) a servi dans la construction
du morphisme P$$ (1.3.3). A nouveau, Mq).y(f1, f2, g; H, J) est obtenu de cet
ensemble lorsque le paramètre R converge vers O et M q);y (fi, f2 g; H, J) désigne
à présent l’union
U M(p,q);r(fl,f2,f2;g) x MH.
reCrit(fi)
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Le bord de l’espace de module est maintenant (voir la figure 2.4)
U g) X M(p’,q);y(fi, f2,9; H, J) (2.3.3)
p’eCrit(fy)
U Mq,q’(f2, g) X M (p,q’);y(fl, f2,9; H, J) (2.3.4)
q’eCrit(f2)
U M(p,q);y/(fi, f2,9; H, J) x M’,(H, J) (2.3.5)
y’I(L,L’;77,H)
U Mq);y(f1 f2, g; H, J) (2.3.6)
U Mp,q);y(f1, f2,9; H, J) (2.3.7)
Les bords (2.3.3), (2.3.4), et (2.3.5) apparaissent lorsque le paramètre R converge
vers un nombre strictement positif et représentent 3F + F3, tandis que (2.3.6)
et (2.3.7) apparaissent respectivement lorsqu’il converge vers l’infini et O. Ceci
prouve H(o) =
q (2.3.6)
/“‘ R—+œ
p T
q,fY (2.3.7)
R-O
FIG. 2.4. Preuve de la préservation des structures par le PSS (1)
(Etape 2) L’ensemble Mq);y(f1Y f2, g; H, J) est défini comme étant (voir la figure
2.5)
rj W(fi,g) X (f2,g) x M(J) /1 —,72(0) u( oo,0)
et Mq);y(f1 f2,9; H, J) UxEI(L,L’;,H) >< M(p,x);y(fl, g; H, J). De plus,
ici, Mq).y(f1 f2,9; H, J) est vu comme la limite de Mq);y(f1 f2,9; H, J) lorsque
$ converge vers —oc. Lorsque le paramètre $ converge vers un nombre réel, il
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vient (voir la figure 2.5)
U g) x (p’,q);y(fi, f2, g; H, J) (2.3.8)
p’ECrit(fy)
U Mq,q’(f2, 9) x M (p,q’);y(fi, f2,9; H, J) (2.3.9)
q’eCrit(f2)
M(p,q);x(fi, f2,9; H, J) x J) (2.3.10)
xe2(L,L’;j,H)
qui représentent 3G + G3. Sinon on obtient
U M,q);y(f1 f2, g; H, J) (2.3.11)
U {F} x M2hI (2.3.12)
U Mp,q);y(fi, f2,9; H, J) (2.3.13)
le paramètre $ convergeant vers +œ (2.3.11), (2.3.12) et vers —oc (2.3.13). Si elle
existe, F est ici l’unique ligne de flot de fi appartenant à la variété instable du
point critique p, atteignant y(O). Pour des choix génériqiles, (2.3.12) n’apparaît
pas et l’égalité (2.3.2) est prouvée.
(2.3.9)
(2.3.8)
(2.3.11)(2.3.10)
q 3.13)
FIG. 2.5. Preuve de la préservation des structures par le PSS (2)
Chapitre 3
SUITES SPECTRALES
Dans ce chapitre nous rappelons (section 3.1) la définition générale de suite
spectrale. Nous décrivons ensuite la suite spectrale de Leray—Serre liée à une
fibration (section 3.2) en nous attachant au cas particulier, clui va nous intéresser
par la suite, de la fibration de lacets sur un espace topologique. Finalement,
nous rappelons la construction des suites spectrales de Barraud—Cornea ainsi
que les liens qui les unissent aux fibrations de Leray—Serre (section 3.3). Nous
donnons aussi les principales propriétés de ces suites spectrales. Nous traitons
également, dans ce chapitre et le suivant, plusieurs exemples détaillés, illustrant
ces constructions (3.2.3, §3.3.1.3 et §4.2.1).
Les invariants d’ordre supérieur définis par la suite (section 4.2) reposent sur
ces constructions et la façon de les distinguer (théorème 4.24), essentiellement sur
les propriétés décrites ici.
Pour les détails et les preuves concernant les suites spectrales (en toute gé
néralité), on pourra se référer à [21] et pour la partie sur les liens entre suites
spectrales et librations, à [11 et [37]. Concernant les suites spectrales de Barraud—
Cornea, les constructions sont effectuées dans [5] et [4].
3.1. DÉFINITIoNs GÉNÉRALES
Définition 3.1. Un module différentiet bigradué sur un anneau R est une famille
de R—modules, = {Ep,q}(pq)Ez2, munie d’une différentielle, i.e. une applica
tion linéaire d: Ep,q _* Ep_s,q+s_i, pour un certain entier s, vérifiant d2 = O.
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Définition 3.2. Une suite spectrale (de type homologique) est une famille de R—
modules différentiels bigradués, E
= (E’, &) pour r E N* dont les différentielles
& sont de bidegré (—r, r — 1) et tels que pour tout triplet (p, q, r), E’ est
isomorphe à H(E*, &).
Remarque 3.3. Procédons à quelques remarques avant de poursuivre.
— La notation Hp,q(E*, &) est décrite plus précisément dans le paragraphe
suivant.
— Le r—ème module différentiel gradué, {Eq}(p,q)z2 est appelé r—ème
page de la suite spectrale (ou page r).
— La page r (modules et différentielle) induit les modules de la page r + 1 mais
pas sa différentielle.
— Enfin, notons que nous nous restreignons aux suites spectrales à caractère
homologique bien que les résultats énoncés par la suite aient chacun un
équivalent cohomologique.
3.1.1. La tour de modules d’une suite spectrale
Détaillons les espaces qui apparaissent lors du processus d’homologie (passage
de la page r à la page r + 1). Nous conservons, pour le moment, tous les indices,
pour éviter toute ambiguïté. Définissons pour tout couple (p, q) d’entiers relatifs
Zq ker(d2 : Eq ‘V E_2qi) et Bq = im(d2 : E2,q_1 ‘S E).
Comme U2 = 0, on a immédiatement les inclusions de sous-modules
Bq C Z,q C Eq
qui permettent de définir Hp,q(E, d2) Zq/Bq qui est isomorphe, par défi
nition de la suite spectrale, à Eq. Si l’on note
= ker(d3 t Eq —* E_3,q+2) C Zq/B,q et
B,q = im(d3 E3,q_2 s’ E,q) C Z,q/B,q
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Hp.q(E*, d3) est défini comme leur quotient et correspond à nouveau à Eq. De
plus, il existe des sous-modules de Zg, dénotés et 3q tels cjue
jq Zq/Bq et Bq/Bq.
On remarciue que E,1q satisfait
Eq (Zq/Bq)/(Bq/Bq) Zq/Bq.
Les r premières pages étant données, la page r + 1 est obtenue selon la même
construction. Pour une paire d’indices appropriés (que nous omettons à présent
par souci de clarté),
ker & et B’ liii dT
t dont le dluotient est H(E, &)) sont des sous-modules de E ZT_l/Br_l. Il
existe donc des sous-modules Z’ et B de ZT_l tels que
Z/B1 et Br/B1. (3.1.1)
Par définition des suites spectrales, ET est isomorphe à H(E, &) et vérifie
ZT/Br.
Ceci conduit à la définition suivante.
Définition 3.4. La tour de modules de la suite spectrale E = (E’, &) est la
suite d’inclusions de modules suivante
B2cB3c...Bc...c...Zc...Z3cZ2 cE2.
Cette suite d’inclusions nous permet de définir les trois modules suivants
U B’ c Z := fl Z et Ecc := Zœ/B.
Connaître ces modules donne de nombreuses informations du fait de théo
rèmes de convergence (par exemple, le théorème 3.10 ci-dessous, pour les suites
spectrales induites par des modules différentiels gradués filtrés dont la filtration
est bornée). Un cas intéressant est donné par la situation suivante.
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Définition 3.5. Soit N un entier non nul, on dit que la suite spectrale E =
(E, &) dégénère au N—èrne ternie si d” = O pour tout r N.
Lemme 3.6. Dans te cas où ta suite spectrale dégénère, sa tour de modutes s ‘écrit
32C33C...BN=BN+=...Bœ c Z=...ZN+=ZNC...Z3CZ2.
Ceci implique en particulier que E = = ZN/B’ = Ev.
Démonstration. En effet, pour des valeurs de s supérieures à N, im d8 = O i.e.
]38
= O. Par la propriété définissant 38 t3.1.1), il vient alors que 38+1 = 38•
De plus, les modules que nous avons définis précédemment forment la courte
suite exacte suivante
O > Z+l/Brt > Z/B 3n+1/3n o
puisque ker d+1 Z 1/372 et que im d72+1 B’/3. On a donc pour tout n:
B’’/B tZ72/B72)/tZ’/B) Z/Z’.
On en déduit alors que = Z8 pour s> N, ce qui achève la démonstration
du lemme.
3.1.2. Suite spectrale provenant d’une filtration
Définition 3.7. Une filtration F8 d’un R—module C est une famille croissante de
sous-modules de C, {FC} pour p E Z:
Une filtration est dite bornée s’il existe des entiers s et t tels que
{O}=F8CcF81Cc... F+1CcfC=C.
Remarquons que si l’on munit un R—module gradué C8 d’une filtration F8, on
peut définir pou;’ tout entier n, des sous-modules := fC8 n C,2 qui forment
une filtration de C tdite restriction de ta filtration F8 à C72). Les modules FC72
conduisent également au module bigradué E8 dont l’élément E,qtC*, F8) pour
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deux entiers p et q est donné par E,q(C*, F) = FpGp+q/Fp_iCp+q. Ceci permet
de définir la notion de convergence d’une suite spectrale.
Définition 3.8. Uii suite spectrale E = &) converge vers le module gradué
G si celui-ci admet une filtration F telle que pour tout couple d’entiers relatifs
( ‘ pœ,.,Ofri J1p, q1,
-‘-1p,q — ‘-p,q-’* *
L’étape naturelle suivante est de munir un R—module différentiel et gradué
(C, d) d’une filtration.
Définition 3.9. Un module différentiel gradué filtré C est un triplet (G, d, F)
tel que
i. la paire (G, d) est un module différentiel gradué (la différentielle d étant ici
de degré —1),
ii. F est une filtration du module C, préservée par la différentielle, i.e. pour
tout entier p, d(FC) C
La filtration F est dite bornée si, pour tout entier n, la filtration restreinte à C7
est bornée.
Le théorème suivant (théorème 3.10) indique que tout module différentiel gra
dué filtré (C, d, F) induit une suite spectrale qui converge (lorsque la filtration
est bornée) vers l’homologie de (C, d). Ceci implique en particulier l’existence
d’une filtration de cette homologie. Celle-ci est donnée par la condition ii. de la
définition précédente, de la façon suivante.
La condition ii. implique que l’on peut restreindre d au sous-module gradué
FC (la différentielle restreinte est aussi dénotée d), de sorte que (FC, d) soit
un sous-module différentiel gradué de (C, d). Son homologie H(FC, d) induit
alors une filtration de l’homologie du complexe total H(C, cl) via les applications
d’inclusion i, : FG —* C. Les sous-modules filtrant sont donnés par
FH(C, cl) im (H(C, cl) H(C, cl)).
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Théorème 3.10. Tout modute différentiel gradué fittré (C, d. F) induit une suite
spectrale E d) telle que Eq Hp+q(FpC*/_iC*). De plus, si ta filtra
tion est bornée alors E converge vers H(C, d), i.e.
pHp+q(C*, d)/P_iHp+q(C*, d).
Ce théorème intervient comme étape finale de la construction des suites spec
trales de Barraud—Cornea (voir §3.3.1 et §3.3.2). Sa démonstration est hautement
technique et nous ne décrivons ici que les modules apparaissant dans la construc
tion. Pour une démonstration complète on pourra se référer à [211.
La tour de modules de la suite spectrale donnée par le module différentiel
gradué filtré (C, d, F) est la suivante. On définit
Zq FpCp+q n d’(F_rCp+qi) et FpCp+q fl d(Fp+TCp+q+1)
i.e. ces modules sont respectivement constitués des éléments de FpCp+q tels que
Z;Çq
— leur bord (i.e. leur image par la différentielle) sont dans fprCp+q_i,
— ils sont les bords d’éléments de F+TGp+q+1.
Les modules “limites” sont donnés quant à eux comme
Z : kerdfl 1p0p+q et imdfl FpCp+q.
Finalement on peut poser
T . T /( r1 T—I
p,q p,qI p—1,q+1 p,q
Il reste donc à construire les différentielles dT et vérifier que l’on obtient bien, via
ces définitions, une suite spectrale (i.e. que les modules E’ sont isomorphes à
Hp,q(E*, &)), satisfaisant, de plus, les propriétés énoncées.
3.2. SUITE SPECTRALE DE LERAY-SERRE
Nous traitons ici une classe d’exemples de suites spectrales très importante
en elle-même, induisant de nombreux résultats. Elle est de plus très utile dans le
cadre particulier qui nous intéresse. En effet, c’est à la suite spectrale de Leray—
Serre d’une fibration appropriée que les suites spectrales introduites par Barraud
55
et Cornea sont comparables. C’est de cette comparaison que sont issus les inva
riants spectraux d’ordre supérieur de la section 4.2.
3.2.1. Fibrations, fibration de lacets
Définition 3.11. Une application continue L : E —* B possède la propriété de
relèvement des homotopies par rapport à l’espace Y si, pour toute homotopie
h : Y x I —* E et toute fonction continue g : Y x {O} —* E telles que pour tout
y Y l’on ait £ o g(y, O) = h(y, O), il existe une homotopie ii: Y x I —* E telle
que le diagramme suivant commute
Yx{O}
é
YxI
h
Définition 3.12. Une application L: E —* B qui possède la propriété de relève
ment des homotopies par rapport à toute n—cellule est dite fibration de Serre. Si
elle la possède par rapport à tout espace topologique Y, elle est dite fibration (de
Hurewicz).
La fibre de la fibration L: E —* B en un point x e B est l’ensemble
F1 := £‘({x}) C E.
Remarque 3.13. Il est clair qu’une fibration est un cas particulier de fibration
de Serre. On sait également (par une récurrence — voir [37j pour la démonstration
de cette propriété) que la condition d’être une fibration de Serre est équivalente
à avoir la propriété de relèvement des homotopies par rapport à tout complexe
CW (i.e. un espace topologique muni d’une décomposition cellulaire).
Lorsque B est connexe par arcs, toutes les fibres sont homotopiquement équi
valentes. Dans ce cas, la notation F (sans point de base x spécifié) désigne le type
d’homotopie de F1 (pour n’importe quel point x de B).
Soit deux fibrations £ : E0 —* B0 et £ : E1 — B1, de fibres respectives F0 et
F1. Un morphisme de fibrations est la donnée de deux applications continues f et
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I) telles que le diagramme suivant commute
E0
Loi
_
B0 B1
En particulier, un tel morphisme préserve les fibres i.e. J((F0)) C (Fi).fX.
Nous décrivons à présent la fibration (de l’espace) de lacets d’un espace topo
logique. Soit B un espace topologique connexe par arcs et r0 un point de B. On
définit l’espace des chemins de B, pointés en x0, comme étant
P0B {À: [0, 1] —÷ B À continue et À(0) = x0}.
Lemme 3.14. L’application d’évatuation en 1, ev1 t P0B —÷ B, est une fibration.
La fibre en x0 de cette fibration est t’espace des lacets de B, pointés en x0
{À E P0B À(Ï) = xo}.
La démonstration de ce lemme est peu intéressante en elle-même. Il est pos
sible (et peu difficile) de montrer explicitement que cette application admet la
propriété de relèvement des homotopies.
Comme nous avons supposé B connexe par arcs, pour tout x0 et x1, points
de B, P0B, P1B et Qr0B, Q1B sont identifiés deux à deux (de manière non
canonique) par la donnée d’un chemin dans B reliant x0 à x1. Dans la suite, nous
sous-entendrons le point de base
,
PB et QB désignant toujours tes espaces des
chemins et des tacets pointés de l’espace B.
evy
Définition 3.15. Cette fibration QB>PB >3 est la fibration de tacets de
l’espace topologique B.
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L’une des applications de cette fibration est donnée par le lemme ci-dessous.
Ce résultat sera utilisé en §3.2.3, dans le but de construire la suite spectrale
associée à la fibration de lacets de S.
Lemme 3.16. Pour tout n> 1, on a ir(B) rr_1(QB).
Remarque 3.17. Nous ne donnerons pas la preuve intégrale de ce lemme ici
puisque c’est un résultat classique de théorie de l’homotopie. Notons que s’il
semble immédiat (à tout le moins de manière heuristique), sa démonstration n’en
est pas moins assez technique. Elle repose essentiellement sur les deux propriétés
générales suivantes.
(Pi) Le pullback d’une fibration est une fibration. Les fibres de ces deux
fibrations ont même type d’homotopie.
(P2) L’espace total et la fibre d’une fibration de base contractile ont le même
type d’homotopie.
La propriété (Pi) est tout à fait évidente au vu de la définition même de fibration.
La propriété (P2) est, quant à elle, plus délicate. On peut se référer à [il ou [37j
pour deux démonstrations (différentes) de ce fait.
Ceci étant acquis, on se donne une fibration L: E0 — B et on fait le puÏlback
de la fibration de lacets P3
— B au-dessus de E par L. On obtient ainsi le
diagramme de fibrations (propriété (Pi)) suivant
F’Ç2B
f0C E1 >PB
____ ____
,evy
F0 >E0 >3
où E1
=
e) P3 x E0 evi()) = )(1) L(e)}, et Pi, p les deux projections.
L’espace P3 étant contractile, la propriété (P2) implique que E1 a le même
type d’homotopie que F0. Si l’on réitère ce processus en remplaçant la fibration
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L: E0 — B par p : E1 — E0 puis par p : E2 — E1, etc., on obtient
F2 QE0 F3 QE1
P2 P3
F1 E2 > PE0 puis F2 E3 > PE
ev1 ev1
E1 > E0 E2 > E1
P P2
Les espaces de lacets PE0 et PE1 étant contractiles, la propriété (P2) donile
E2DF1QB et E3F2QE0.
On obtient donc des fibrations à homotopie près
QB >F0 >E0 et Ç2E0 >Ç23 >Fo.
Ce processus induit, pour la fibration initiale L: E0 — B, une suite de fibrations
à homotopie près
i LQF0 >QE0 >B >Q’F0 ... >QB >F0 >E0 >3.
Celle-ci conduit presque immédiatement à mie longue suite exacte
>n(Fo) _>(Eo) L_>(3) >_1(F0)
>rri(B) >7ro(Fo) >rro(Eo) >rro(B),
et on conclut la preuve du lemme en utilisant que pour la fibration de lacets
l’espace E0 = P3 est contractile et que l’on a donc pour tout n > 1, r(Eo) = O.
3.2.2. La suite spectrale de Leray—Serre de la fibration de lacets
Sous certaines hypothèses, une fibration induit une suite spectrale. Ceci consti
tue le théorème de Leray—Serre que nous énonçons ci-dessous, après une rapide
définition.
Définition 3.18. Une suite spectrale E = clT) est dite de premier quadrant
si pour toute page r, Eq O dès que p ou q est strictement négatif.
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Théorème 3.19 (La suite spectrale de Leray—Serre en homologie). Soit G un
groupe abétien et F > E ‘3 une fibration dont ta base B est un com
ptexe CW, connexe par arcs et ta fibre F est connexe. A tors il existe une suite
spectrale de premier quadrant, dT) convergeant vers H(E, G), avec Eq
H(B, Hq(F, G)), t’homotogie de B avec coefficients tocaux dans l’homotogie de
ta fibre F. De plus, cette suite spectrale est naturelle par rapport aux morphismes
de fibrations.
Les grandes lignes de la démonstration de ce théorème sont les suivantes.
L’espace B étant un complexe CW. il vient avec une décomposition cellulaire.
Dénotons par Bk son k—squelette (i.e. le sous-complexe CW constitué des cellules
de dimension i < k de B). Ces espaces donnent une filtration topotogique de B.
Si B est une variété de dimension n, on a
Ø=B’cB°cB’...cB=B.
L’application permet de relever cette filtration en une filtration de E, en posant
2= t1(B’). Ceci induit une filtration algébrique (i.e. au sens de la défini
tion 3.7) du complexe de chaînes cubiques de E, (S(E), d). La suite spectrale
(E’, dT) est alors donnée par le théorème 3.10 pour cette filtration particulière.
Remarquons que dans te cas de ta fibration des tacets, Ek est l’ensemble des
chemins de B dont l’extrémité initiale est le point x0 fixé par avance et l’extrémité
finale appartient au k—squelette B’. En particulier, si 30 est constitué du seul
point x0, E° est l’ensemble des lacets de B basés en x0. On obtient donc la
filtration
O > QB E° - E’ ... E’ p3
qui nous donne une filtration de S(PB) par les 8(Ek).
Remarque 3.20. Même si nous avons énoncé le théorème de Leray—Serre en
toute généralité, nous allons dans la suite nous restreindre au cas où G = Z2,
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puisque c’est le cas que nous avons traité jusqu’ici. Nous ne préciserons pins les
coefficients dans la suite.
De plus, pour éviter les complexités techniques introduites par les systèmes
de coefficients locaux, nous allons nous placer dans le cas particulier où la base
B est non seulement connexe par arcs mais également simplement connexe (i.e.
rri(B) trivial). Ceci implique en particulier que le système de coefficients locaux
induit par la fibre est simple et donc que les modules de la seconde page de la
suite spectrale donnée par le théorème de Leray—Serre vérifient
Eq H(B, Hq(F)) Hp(B) 0 Hq(F).
En effet, dans ce cas le théorème des coefficients universels donne la suite exacte
O >Hp(B)OHq(F) >Hp(B,Hq(F)) >Tor(Hp_i(B),Hq(F)) 0
et le module de torsion est nul (par le choix des coefficients).
3.2.3. Application: homologie de Q$fl
Nous décrivons ici une application bien connue de la suite spectrale de Leray—
Serre. En effet, le calcul des pages 2 et n de la suite spectrale de Leray—Serre de
la fibration de lacets de S’ permet de déduire l’homologie de son espace de lacets
QS’. Nous en utiliserons le résultat plus tard (3.3.1.3 puis §4.2.1).
Proposition 3.21.
Z2 quand (n — 1) d’vise p,
H(QS1, Z2) =
O s’non.
Démonstration. Considérons la fibration des lacets sur
Q$n>p$n_£
61
Le théorème 3.19 affirme l’existence d’une suite spectrale de premier quadrant
dont la deuxième page a pour modules: Eq = H($’) ® H(Q$) (voir aussi la
remarciue 3.20).
Comme les groupes d’homotopie de $nt d’ordre 2 à n — 1 sont nuls, le lemme
3.16 nous permet de conclure que les groupes d’homotopie de Q$’ d’ordre 1 à n—2
le sont également. Le théorème de Hurewicz implique que les groupes H(QS’)
sont nuls pour O <p < n — 1. Les différentielles des pages 2 <r <n
— 1 et r> n
sont donc nulles. Il vient que E2 est isomorphe à E et E°° à E’.
Le théorème de Leray—$erre affirme que E°° est isomorphe à l’homologie de
l’espace total P$. Comme celui-ci est contractile, E°°0 Z2 et pour un couple
(p, q) non nul, E°q = 0. On a représenté cette situation (la n—ème page de la suite
spectrale) en figure 3.1.
—
_____________
FIG. 3.1. L’homologie de l’espace des lacets de $fl
Les trois points de coordonnées (0, 0), (n, 0) et (0, n — 1) représentent donc
ici trois copies de Z2. Comme cî : Z2 E,0 —* E_1 Z2 est non nulle, c’est
un isomorphisme. De plus, comme sur la page suivante, seul Ej’ est non nul,
O (puisque Eq H($) ®Hq(Q$7)) doit disparaître à l’étape suivante
et donc d’’ : Z2 E,_1 — E2_2 doit être un isomorphisme, ce qui permet
enfin de conclure que E2_2 est isomorphe à Z2. Il vient donc H2_2(QS) Z2.
En itérant ce raisonnement, on obtient le résultat désiré. D
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3.3. SUITES SPECTRALES DE BARRAuD—C0RNEA
3.3.1. Le cas Morse
Nous allons donner beaucoup de détails dans cette section dans la mesure où
ces constructions sont à la base des résultats du chapitre 4. De plus, du fait de
la grande similarité de ces constructions dans les cas Morse et floer, ceci nous
permettra de survoler plus rapidement le cas Floer.
3.3.1.1. Construction de ta suite spectrate
On se donne une variété lisse L de dimension n, compacte et connexe par
arcs, munie d’une paire Morse—Smale (f, g). Nous supposons également que f est
auto-indexée. Cette condition signifie que pour tout point critique de f,
f(p) =
La construction de Barraud et Cornea repose sur les deux idées suivantes. Le
complexe de Morse classique est enrichi (par produit tensoriel avec le complexe
des chaînes cubiques de l’espace des lacets de L) de sorte que l’on puisse prendre
en compte les espaces de modules (i.e. dans ce cas, les variétés connectantes de
paires de points critiques) de toute dimension. Ce complexe enrichi admet une
filtration préservant sa différentielle et le théorème 3.10 est alors invoqué.
On se donne un plongement de l’intervalle [0, 1] dans L, w, passant par tous
les points critiques de f. Dénotons par q la projection de L sur L := L/im(w).
Remarque 3.22. Tous les points critiques de f sont envoyés sur un point dis
tingué, *, de L. Ce point va servir de point de base (implicite). De plus les lignes
de flot de f sur L peuvent à présent être considérées comme des lacets (pointés)
deL.
Choisissons un espace topologique X simplement connexe et donnons nous
une application continue t L —* X.
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Pour deux points critiques p et q de f, dénotons par Cp,qL l’ensemble des
applications continues C°([O. f(p) — f(q)], L) et par 7p,q l’application
7p,q : Mp,q(f, g) “ Cp,qL
qui associe à un point x de la variété connectante de p et q, l’unique ligne de flot le
représentant, paramétrée par l’intervalle [O, f(p) — f(q)] (elle est illustrée en figure
3.2). En effet, rappelons que Mp,q(f,g) est l’ensemble des classes d’équivalence
de lignes de flot de f après quotient par les reparamétrisations. Si la ligne de flot
‘Yx représente X, 7p,q(X) est donné par
7pq(X)(t)
— 1(t’) avec f (p) — f(71(t’)) = t
pour tout t dans l’intervalle [O, f(p) — f(q)]. L’élément t” est déterminé de manière
unique puisque f décroît strictement le long de ses lignes de flot. L’application
7p,q est compatible avec la formule de compactification des espaces de modules
(1.1.1), et induit donc une application
p.q : Mp,q(f, g) Cp.qL.
On se donne un espace topologique Y. Nous décrivons ici une façon (topolo
gique) de lui associer un anneau différentiel.
Définition 3.23. On appelle espace des tacets de Moore de l’espace topologique
Y, et l’on note par n’Y, l’espace des lacets de Y paramétrés par un intervalle de
longueur arbitraire. Plus précisément, on a
{y E C°([O,a],Y)IO < a E R}.
Remarque 3.24. Remarquons que l’espace des lacets de Y est évidemnient inclus
dans l’espace de ses lacets de Moore et que ces deux espaces ont même type
d’homotopie. De plus, Q’Y muni de l’opération de concaténation de lacets # est
un monoïde.
Dénotons comme précédemment par 8(Q’Y) le comptexe de chaînes cubiqies
de Q’Y. Il est muni d’un produit, : S(Q’Y) x S(Q’Y) — S2’Y), provenant
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de la concaténation dans Q’Y et de l’existence d’un produit dans le complexe de
chaînes cubiques, x : S(A) z Sq(B)
“ 8p+q(4 X B)
z 81(Q’Y) X S+1(Y z n’Y)
8, (1’Y)
(avec A = B Q’Y). Muni de ce produit, R S(Q’Y) est un anneau diffé
rentiel.
Nous allons faire intervenir l’anneau différentiel = 8(Q’X) dans la construc
tion. Définissons l’application
Qp,q Cp,qL Q’L
connue la projection par q des chemins dans L. et dénotons par Fpq la composition
p,q = Qp,q O p,q Mp,q(J, g) ,‘ Q’L.
L’application 1 induit des applications
Q’Ï: ‘Z Q’X et (Q’i) ‘S
préservant la multiplication. La figure 3.2 illustre la construction des applications
q et en basse dimension (on a ollblié les indices p et q), l’application est la
composée des deux.
o
q(7(a))() < a = — f(7(a))
(
q f(p)—f(q)
FIG. 3.2. Les applications et q
Appelons j, l’application induite au niveau du complexe de chaînes (cubiques)
par l’inclusion de 7(pq(f, g), 0) dans (ip,q(f, g), a)fpq(f, g)). Le dernier ingré
dient est un système de chaînes représentant i(f, g).
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Définition 3.25. Un système de chafnes représentant t’espace de modnteM(f, g)
est une famille
C {spq E Sif(p)_if(q)-1(Mp,q(f,g)) p, q e Crit(f)}
t elle que
j. la chaîne Upq : j*(spq) E Sif(p)_jf(q)_1(Mp,q(f, g), 8Mp,q(f, g)) représente
la classe fondamentale de Tp,q(f, g) relativement à sa frontière,
11. 85pq
= Zr 5pr X 5rq•
Un tel système représentant i(f, g) existe. Il peut être construit par induc
tion en utilisant ii.
Dénotons par
apq := (Q’t) 0 (p,q)*(spq) E
On forme le R,’—module à gauche C’ = R,’ 0 CM(L; f, g) que l’on munit d’un
endomorphisme défini par la formule
d’(a®p) = (da) ®p+ a (8p)
où d est la différentielle de 7?’ et 8: CM (L; f, g) — est donné par
8(p) = apq®q. (3.3.1)
qeCritf
Remarquons que 8 ‘étend” la différentielle classique du complexe de Morse, en
prenant en compte tous les espaces de modules non vides. Barraud et Cornea ont
montré que d’2 = 0. Ainsi (Ci’, U’) est un module différentiel gradué sur R. C’est
le comptexe de Morse étendu. Il admet la filtration suivante
= R,’ Ø (Crit(f) j <k)2 R’ O CM(L; f, g).
j<k
La suite spectrale qui nous intéresse est celle produite par cette filtration (théo
rème 3.10)
EM(L; f, g; X) = (EM,(L; f, g;X), UT).
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3.3.1.2. Propriétés principates
Barraud et Cornea ollt démoiltré deux propriétés importailtes de cette suite
spectrale qui vollt être très utiles par la suite. On se donne comme précédemmellt
mi espace topologique X simplement connexe et mie application coiltinue t: L —
X. On fait le pullback de la fibratioll de lacets de X sur L par t
ÇX çx
E1 >PX
>
evy
où ir1 et 2 désignent les projections. Par le théorème 3.19, une suite spectrale
est associée à la fibration obtenue. Déllotons là E (L).
Proposition 3.26 (Barraud—Corllea). Les modules de ta seconde page de ta suite
spectrate EM(L; f, g; X) vérifient
EMq(L; f, g; X) Hq(QX) ® HM(L; f, g). (3.3.2)
De plus, il existe un isomorphisme de suites spectrales entre tes suites spectrates
E(L) et EM(L;f,g;X) à partir de tapage 2.
En particulier, pour E(L), il est à noter que la base X étant simplement
connexe, l’homologie à coefficients locaux dans l’homologie de la fibre devient
juste un produit teilsoriel (voir la remarque 3.20), ce qui permet de retrouver
l’isomorphisme (3.3.2). De plus, elle converge vers l’homologie triviale de l’espace
total de cette fibration : l’espace des chemins sur X, qui est contractile.
3.3.1.3. Exempte : suite spectrale “associée” à $2 x $4
Nous illustroils la construction de la suite spectrale de Barraud—Corllea dans
le cas Morse en calculant explicitemellt celle associée à une certaine fonctioll de
6f
Morse sur $2 x $1• Cet exemple est suffisamment simple pour être intégrale-
meut décrit et induira par la suite (4.2.1) un exemple où les invariants spectraux
d’ordre supérieur de la section 4.2 délivrent des informations intéressantes. Nous
utilisons ici les résultats provenant de l’exemple traité en §3.2.3.
Nous considérons donc $2 x $4, muni de la fonction de Morse donnée comme
somme des fonctions ‘hauteur” sur chacune des deux sphères
f $fl * R telle que f(x1,.. . x) x, (3.3.3)
j s x ‘ R telle que f(x,y) = f2()+f4(y). (3.3.4)
La fonction f a quatre points critiques,
P6 = (max(f2),max(f4)), = (rnin(f2),max(f4)),
P2 (max(f2),min(J4)), Po = (rnin(f2),min(ft)),
dont les indices dénotent les indices de Morse i.e. ‘tf(Pi) i. Les espaces de
modules de lignes de flot non vides sont les suivants
Jv1. et
‘“P2.PO
Dénotons par n (resp. /9) le générateur de H1(Q$2) (resp. H3(Q$4)) vu comme
élément de l’homologie de Q$2 x = Q($2 x $4). Ils représentent les classes
fondamentales de Jv1 et (pour n) et M6,2 et .Â440 (pour /9), au
sens de la définition 3.25. On dénote par ‘y le produit n /3. La différentielle du
complexe étendu (3.3.1) donne en particulier
aP6 = û ®4 +/9®P2 +7®Po, 8931 i3®Po. 8p = n ®Po et 8Po = O.
page 2 page 4
-___
Pu P2 P4 Pu Pu P4
FIG. 3.3. Suite spectrale de Barraud—Cornea “associée” 2 x $4
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Sur la figure 3.3. nous avons représenté les pages 2 et 4 de cette suite spectrale
(la différentielle de la page 3 étant nulle, les modules apparaissant dans les pages
3 et 4 sont les mêmes).
1. Nous avons utilisé des flèches en trait plein pour représenter des flèches “géné
ratrices”
page 2— 32P2 ®Po, 62P6 ®p et les exceptions (voir 3. ci-dessous),
page 4—
=
2. et des flèches en pointillés pour les flèches qu’elles induisent
page 2 — 82( ® P2) = (6 c) ® Po et 82( ® P6) ) ® pt, pour tout
E H(Q($2 x $4)) (produit de c et de /3),
page 4 - 4( ®P4)
= ( /3) ®po, pour tout e H(Q($2 x $4)) (produit de
/3).
3. Il est important de remarquer qu’aucune flèche, à la page 2 n’a pour image
/3 ® p (j = 0, 2, 4 et 6). Donc a priori, ces quatre éléments devraient survivre à
la page 3. Cependant,
82(/3®p2) = (/3 )®po 0,
(ces deux flèches sont les exceptions mentionnées au point 1.). Donc seules les
classes /3®po et /3®p4 survivent. Elles disparaissent à la page 4 comme mentionné
au point 2. A la page 5, tous les modules sont à présent nuls à part celui à l’origine.
La suite spectrale dégénère donc trivialement à partir de la page 5 et converge bien
vers l’homologie de l’espace (contractile) des chemins de $2 x $4 (isomorphisme
avec la suite spectrale de Leray—Serre par la proposition 3.26 et le théorème de
Leray—Serre 3.19).
3.3.2. Le cas Floer (lagrangien)
Cette construction est analogue à celle effectuée dans le cas Morse. On se
donne une variété symplectique (M, w) de dimension 2n et deux sous-variétés
lagrangiennes L et L’ compactes et connexes par arcs. On se donne également
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une paire régulière (H, J). On choisit un plongement w de l’intervalle [0, 1] dans
L passant par x(0) pour tout x I(L, L’; q, H). On pose
M:=M/im(w) et L:=L/im(w)
et on dénote par q les projections
LZ, et
A présent, désigne C°([0, AH(Œ)
— AH(y)], 7-’,(L, L’)) pour tout x et tout
y I(L, L’; y, H) et on définit une application
L’; H, J) —* CP.
L’application d’évaluation en 0 permet de définir
ev0 o q: Q’Z et
=
o : )((x, y) — ‘Z.
Les points critiques de J étant remplacés par ceux de la fonctionnelle action et
l’indice de Morse par celui de Maslov, le reste de la procédure est Jormettement
tout à fait identique et conduit au comptexe de Ftoer étendu (Ci”, cl’) qui admet
la filtration
FkC = ??‘ ® (x e I(L, L’; y, H) i(x) <k)2 = R’ 0 CF(L, L’; H, J).
j<k
On en déduit à nouveau (théorème 3.10) la suite spectrale désirée
EF(L, L’; y; H, J; X) (EF(L, L’; y; H, J; X), clT).
Deux propriétés de cette suite spectrale (démontrées par Barraud et Cornea
[51) vont être d’une grande utilité dans le chapitre suivant
Proposition 3.27 (Barraud—Cornea). La suite spectrate EF(L, L’; y; H, J; X)
vérifie tes propriétés suivantes
(1) EF,q(L, L’; y; H, J; X) Hq(QX) 0 HF(L, L’; y; H, J),
(2) si clT 0, it existe x et y, éléments de I(L, L’; y, H), tels que t(x, y) = r
et Jvt,0(L, L’; H, J) est non vide.
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De plus, Barraud et Cornea ont montré [4j que l’on peut étendre naturellement
les morphismes de comparaison, naturalité et PS$ lagrangien aux suites spectrales
correspondantes. Plus précisément on a, avec les notations de la section 1.3,
Proposition 3.28 (Barraud—Cornea). Il existe une extension du morphisme
1. de comparaison
EF(L, L’; ; H, J; X) EF(L, L’; ; H’, J’; X),
. de naturatité
BH EF(L, (ç5)’(L’); ii’; 0, çbJ; X) — EF(L, L’; ; H, J; X),
3. PS$ tagrangien, tors que L’ = L,
EM(L; f, g; X) — EF(L, L; ; H, J; X).
Ces morphismes induisent des isomorphismes à partir de ta page 2 des suites
spectrales correspondantes.
Remarque 3.29. Ces morphismes sont tout d’abord construits sur les complexes
étendus, comme leurs contre-parties homologiques respectives (section 1.3), mais
en incluant les espaces de modules de lignes de flot de Morse et de trajectoires de
floer de toute dimension.
Il est important (pour la suite) de remarquer que le troisième isomorphisme
coïncide avec le morphisme P$S lagrangien, décrit en §1.3.3, quand il est restreint
aux éléments des modules (voir (3.3.2) avec q = 0)
EM0(L; f, g; X) H0(QX) ® HM(L; f, g) HM(L; f, g).
Du fait de l’existence d’un morphisme de comparaison de type Floer classique,
la suite spectrale de Barraud et Cornea dans le cas Floer sera parfois dénotée
EF(L, L’; X) (à moins que l’on ne doive insister sur certains des paramètres
utilisés pour sa construction).
En rapprochant cette proposition de la proposition 3.26, il vient directement
un isomorphisme entre les suites spectrales Ex(L) et EF(L, L’; X) dès la page 2.
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Remarque 3.30. L’exemple traité précédemment (3.3.1.3) clollile directemellt
un exemple e théorie de Floer lagrangieune par la procédure décrite e §1.2.3.
En effet, choisir la fonction de Morse suffisamment petite en norme 02 permet
d’obtenir une identificatioll
— elltre les points critiques de la fonction f et les points d’intersection du
graphe de sa différeiltielle et de la section nulle dans le cotangent (T*M)o n
df, et
— entre les lignes de flot de f et les trajectoires de Floer correspondantes.
Les suites spectrales de Morse et de Floer de Barraud—Cornea sont par conséquent,
dans ce cas-ci, totalement identifiées.
Chapitre 4
INVARIANTS SPECTRAUX
Dans ce chapitre, nous introduisons les invariants spectraux lagrangiens. Nous
définissons tout d’abord les nombres spectraux d’ordre 2 (section 4.1) dans la me
sure où ceux-ci sont plus familiers aux lecteurs. En effet, cette construction est
très similaire à celle des invariants spectraux définis par Oh et $chwarz dans
le cadre hamiltonien. Nous nous attachons à démontrer leur invariance vis-à-vis
des nombreux outils intervenant dans leur construction (4.1.1). Nous montrons
ensuite que les invariants que nous introduisons ici sont une généralisation des in
variants hamiltoniens (4.1.2). Nous terminons cette section en démontrant deux
de leurs premières propriétés (4.1.3).
Dans un second temps, nous définissons les invariants spectraux d’ordre su
périeur (section 4.2). Ceux-ci font intervenir les suites spectrales de Barraud—
Cornea. Comme nous le verrons par l’intermédiaire d’un exemple (4.2.1), ces
invariants donnent strictement plus d’informations sur le spectre de l’action que
leurs homologues d’ordre 2. Nous démontrons, de plus, qu’il est aisé de les dis
tinguer à partir de la connaissance des suites spectrales associées à certaines
fibrations de lacets et que leur différence est alors minorée par une quantité
géométrique dépendant des deux lagrangiens considérés (4.2.2). Cette propriété
a, comme nous le verrons finalement (4.2.3), plusieurs corollaires intéressants
concernant les invariants spectraux d’ordre 2.
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Dans chacune de ces deux sections, nous commençons par donner leur défi
nition et énoncer leurs propriétés. Les démonstrations sont renvoyées en fin de
section pour plus de clarté.
4.1. INVARIANTS SPECTRAUX D’ORDRE 2 OU HOMOLOGIQUES
Rappelons que l’homologie de Morse d’une variété L de dimension n, HM(L),
a été définie en section 1.1, que l’homologie lagrangienne d’une variété symplec
tique (M, w) respectivement à deux sous-variétés lagrangiennes isotopes par une
isotopie hamiltonienne L et L’, HF(L, L’), a été définie en section 1.2. Cette
homologie admet une filtration par l’action qui consiste en ne conserver que les
générateurs dont l’action se situe sous un niveau y e R fixé. En effet, on peut
définir les espaces vectoriels
CF(L, L’; H, J) := e I(L, L’; , H) AH(x) <V)2.
Comme l’action décroît strictement le long des trajectoires de Floer, la différen
tielle du complexe de Floer définie par la formule (1.2.10), induit une différentielle
3V C(L, L’; H, J) —* CF_1(L, L’; H, J)
de sorte que (CF’(L, L’; H, J), 3v) soit un sous-complexe du complexe de Floer.
Nous noterons son inclusion dans le complexe total par
CF(L, L’; H, J) —* CF(L, L’; H, J). (4.1.1)
et par i’ H(ij l’application induite en homologie. Rappelons enfin que les
homologies de Morse et de floer sont reliées par un morphisme de type P$S
(1.3.3)
: HM(L) —* HF(L,L’).
Remarque 4.1. Comme nous l’avons remarqué précédemment (remarque 1.2,
§1.3.1 et §1.3.3), ni les homologies de Morse et de Floer (à isomorphisme près), ni
le morphisme de type PS$ ne dépendent des choix des paires (f, g) et (H, J). Ce
pendant l’action de 7(p) (p e CM(L; f, g)) en dépend a priori. Nous conservons
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donc ces notations dans la définition suivante. Comprendre cette dépendance fait
l’objet de la remarque 4.4 et du théorème 4.5.
Définition 4.2. Soit r un élément lion nul de HF(L, L’; H, J), on note
L,L’ (x; H, J, î) inf{v e x E im(i)}. (4.1.2)
Soit c une classe non nulle d’homologie (de Morse) de L. Son nombre spectrat
tagrangien homoÏogique (ou d’ordre 2) retatif associé est le nombre
uL(; H, J, ; f, g): inf{v 7(a) e im(i)} (4.1.3)
uL,L@7(); H,
Enfin, si 1 dénote le générateur de HM0(L; f, g), on définit le nombre spectral
homologique (absoïn) de c par
cL(;H,J;f,g) :uL(û;H,;f,g)—uL(1;H,;f,g). (4.1.4)
Remarque 4.3. La première définition (4.1.2) va nous permettre de simplifier
l’écriture dans la preuve du théorème 4.5 (4.1.1.3), cependant il nous semblait na
turel de la mentionner si tôt puisqu’elle contient l’idée fondamentale des nombres
spectraux.
La définition des nombres spectraux relatifs (4.1.3) est tout à fait équivalente
à celle de Schwarz [35j dans le cas hamiltonien, pour une variété symplectique
(M, w) compacte, symplectiquement asphérique (i.e. w s’annule sur ir2(M)) dont
la première classe de Chern s’annule sur rr2(M) (ces conditions sont à rapprocher
respectivement des conditions (1.2.1) et (1.2.8) dans notre situation). Dans ce
cas particulier, l’homologie considérée est l’homologie de Floer hamiltonienne de
M (sans référence à des sous-variétés lagrangiennes). La construction de cette
homologie est faite en tout détail dails [33j par exemple. Sous les hypothèses
de trivialité des restrictions de la forme symplectique et de la première classe
de Chern au groupe 7r2(M), l’homologie de Floer hamiltonienne est isomorphe à
l’homologie de Morse par le morphisme P55 [311. Elle admet la même filtration
par l’action et avec les mêmes notations, les nombres spectraux hamiltoniens,
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p(c; H, J), sont définis par l’infimum (4.1.3) pour une classe n é H(M), lion
nulle. Le fait que les nombres spectraux lagrangiens d’ordre 2 sont une générali
sation des nombres spectraux hamiltoniens est l’objet de la proposition 4.7. Cette
généralisation a été évoquée dans t41.
La définition des nombres spectraux absolus (4.1.4) vient de la remarque 1.5
que nous avons faite au sujet de l’action. En effet, dans le cas hamiltonien, les
générateurs de l’homologie considérés sont les orbites du champ de vecteurs sym
plectique d’un hamiltonien fixé qui sont contractiles (i.e. dans la même classe
d’homotopie que le point). Cette restriction permet de définir l’action de manière
“absolu&’. Dans le cas lagrangien un chemin de référence doit être spécifié et
l’action dépend de façon cruciale de ce choix. Comme un changement de chemin
de référence, dans la même classe d’homotopie, induit une translation de l’action
par une constante, les nombres spectraux lagrangiens (absolus) ne dépendent pas
du chemin choisi. Ce sont ces nombres que nous appellerons par la suite nombres
(puis invariants) spectraux lagrangiens (d’ordre 2).
La figure 4.1 illustre les invariants de la définition 4.2 dans le cas de la théorie
de Morse pure. Dans ce cadre, l’on observe uniqilement à quel moment une classe
d’homologie de la variété L apparaît dans l’homologie de Morse filtrée par les
valeurs de la fonction de Morse elle-même.
EEÏ
FIG. 4.1. Invariants spectraux dans le cas Morse
Remarque 4.4. Les nombres spectraux de la définition 4.2 sont invariants par
rapport à la paire (f, g) (invariance donnée directement par le diagramme (1.3.6)
du lemme 1.19). Nous les noterons donc dans la suite respectivement GL(cY; H, J, i)
et cL(c; H, J).
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En outre, pour toute classe c d’homologie de L non nulle, uL(cI; H, J, 77) est une
valeur critique de la fonctionnelle action. En effet, ce sont ses points critiques qui
induisent des changements dans la filtration par l’action de l’homologie de Floer
et donc modifient l’application d’inclusion du complexe filtré dans le complexe
total.
Le premier théorème important (théorème 4.5 ci-dessous) donne l’invariance
de ces nombres spectraux et permet de définir les invariants spectraux d’ordre 2
ou homologiques. Il fait intervenir la distance de Hofer qui est définie comme suit.
Un hamiltonien est dit normalisé si pour tout t, f1,1 H, w’’ = O dans le cas où la
variété M est compacte et s’il est à support compact sinon. Dès que le support
d’un hamiltonien est compact, on peut définir les quantités
E(H) := f sup Hdt et E(H) := finfHtdt
qui induisent une norme sur l’ensemble des hamiltoniens normalisés, donnée par
la formule HW E(H) — E(H). Cette norme induit enfin ta distance de
Hofer sur les ensembles de difféomorphismes hamiltoniens et de sous-variétés la
grangiennes isotopes (par une isotopie hamiltonienne) à un lagrangien L fixé
d(, ) d(id, ‘) avec d(id, ) inf{H = } et
V(L0, L1) inf{H k(L0) = L1}.
Théorème 4.5. Les nombres spectraux (absolus) de la définition 2 ne dépendent
que de L et de (ç5})1(L). En d’autres termes, pour toute sous-variété tagTan
gienne L’, isotope à L par une isotopie hamittonienne, et toute classe d’homologie
non nulle û H(L), nous pouvons lui associer son invariant spectral tagrangien
d’ordre 2 (ou homologique)
c(û; L, L’) : cL(û; H, J) UL(û; H, J 77) — JL(1; H, J, 77)
avec H tet que çf(L’) — L. De plus, l’application c(û; L,
—) est continue sur
l’ensemble des sous-variétés lagrangiennes isotopes à L par une isotopie hamitto
nienne, muni de la distance de Hojer.
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Sa démonstration s’effectue en deux étapes. La première étape consiste à dé
montrer la commutativité du diagramme (4.1.8). Cette commutativité étant en
soi un résultat suffisamment surprenant, elle fait l’objet de la proposition 4.9.
Sa démonstration s’appuie sur les structures algébricues et leur préservation par
les morphismes de naturalité et. PSS (chapitre 2). Inspirée de méthodes utilisées
par Seidel cette démonstration est originale dans le cas lagrangien et a été
évodluée dans le cas hamiltonien dans [23j. La seconde étape repose sur un lemme
obtenu de méthodes classiques dans le cas hamiltonien. La démonstration est
présentée intégralement en §4.1.1 par souci de clarté.
Remarque 4.6. Dans le cas hanultonien mentionné en remarque 4.3, les nombres
spectratLx sont également indépendants de la structure presque complexe J et
ne dépendent de l’hamiltonien H que par le difféomorpliisme au temps 1 ciu’il
induit, . Ceci autorise Schwarz à associer à tout difféornorphisme hamiltonien
Ham(ilÏ, w) et à toute classe H(M), non nulle, l’invariant spectral
p(;) :=p(c;H.J)
pour H tel que q5 = q5.
En outre, ces quantités induisent des applications continues p(ct;
—) sur l’en
semble des difféomorphismes hamiltoniens, muni de la distance de Hofer.
Les invariants spectraux lagrangiens sont une généralisation naturelle des in
variants spectraux hamiltoniens, dans le sens précis donné par la proposition
suivante.
Proposition 4.7. Soit A ta diagonale dans M x M, et û H(M) une ctasse
d’homotogie non nulle de M. Dénotons par ta ctasse d’homologie de A M
correspondant à û et par f te graphe de . Il vient
c(u; A. f) = p(û; ) — p(l; ). (4.1.5)
En particutier, c([A];A,F) = p([M];çb)
—
p(l;çl) (1 dénote te générateur de
H0(M) H0(A)).
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L’identification entre ces deux situations est faite par l’intermédiaire du mor
phisme introduit par Biran—Polterovich--Salamon [Z].
Les invariants spectraux lagrangiens vérifient les propriétés suivantes
Proposition 4.8. Soit ci e H(L), a O. Dénotons par o? e H_(L) ta classe
Hom—duate du Poincaré dual de c. Avec ces notations, il vient pour tout E
Ham(M, w)
c(û; L, (L)) = c([L]; L, 1(L)) — c(o?; L, ‘(L)). (4.1.6)
En paicutier c([L]; L, (L)) = c([L]; L, ‘(L)). De plus,
O c(c; L, L’) <V(L, L’). (4.1.7)
Les démonstrations de ces deux propositions sont laissées respectivement en
§4.1.2 et §4.1.3 par souci de clarté.
L’encadrement (4.1.7) de la proposition 4.8 donne immédiatement une amé
lioration à la borne connue dans le cas hamiltonien, via l’identification donnée
par la proposition 4.7. De fait dans le cas hamiltonien, la majoration connue de
la différence p([IvI]; ) — p(l, ç) est donnée en termes de la norme de lofer du
difféomorphisme hamiltonien q5. Plus précisément, on a
O < p([M]; q5)
-
p(l, q5) <d(id, q5).
Or dans [30], Ostrover exhibe une famille de difféomorphismes hamiltoniens
t e [O, oc) pour laquelle il existe une constante c telle que
d(id, ) —* oc pour t — oc et V(Fd, F) e pour tout t.
Pour une telle famille, la différence entre les invariants spectraux associés à [M]
et 1 reste majorée puisque
p([M];
— p(l; sot) = c([A]; A, F) <V(A, F) = e.
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4.1.1. Démonstration du théorème 4.5
Comme mentionné dans l’introduction, cette démonstration s’appuie sur la
commutativité d’un diagramme (proposition 4.9) et sur un lemme (lemme 4.11)
qui sont démontrés respectivement dans les deux paragraphes suivants. La pro
position repose sur les structures algébriques définies et étudiées au chapitre 2,
tandis que le lemme, sur des méthodes plus classiques en homologie de Floer.
Dans le troisième (et dernier) paragraphe, nous rassemblons tous ces résultats et
achevons par là-même la démonstration du théorème 4.5 donnant l’invariance et
la continuité des nombres spectraux définis en définition 4.2.
4.1.1.1. Indépendance relative en H et J
La première étape consiste à démontrer la commutativité énoncée dans la
proposition 4.9 ci-dessous. Cette proposition, intéressante en elle-même, découle
directement de l’étude des structures algébriques du chapitre 2.
Proposition 4.9. Pour toutes deux paires régutières (H, J) et (H’, J’), telles que
bJ = q,J’ J et (ç)’(L) (ç511)’(L) =: L0, te diagramme suivant
commute.
Pf
HM(L;f,g) > HF(L,L;H,J)
(4.1.8)
HF(L,L;H’,J’) HF(L,Lo;O,J)
Démonstration. Soit (H, J) et (H’, J’) deux paires régulières telles que
éJ= J’=: J et ()‘(L) = (‘,)‘(L) =: L0.
Définissons l’autoniorphisme 1 : HM (L) — HM (L) comme la composition
:= (7’) O O O HM(L) ,‘ HM(L).
Comme [L] engendre HM(L), 1([L]) = [L] (rappelons que, comme nous utilisons
Z2 comme corps de coefficients, les signes sont arbitraires). De plus, [L] est l’unité
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de l’anneau (H1/[(L),•) et 1 préserve la structure de module de HIv[(L). Il vient
donc pour toute classe d’homologie a E HM(L),
(a) = (a. [L]) = a• ([L]) = a• [L] =
L’isomorphisme 1 est l’identité et la proposition est prouvée. D
Remarque 4.10. Choix des références de l’indice de Maslov et de la fonctionnelle
action.
Référence de l’action. Le morphisme PSS ne requiert pas de choix précis du che
min de référence i. Par contre les choix de ces chemins doivent être cohérents à
travers le morphisme de naturalité. Il suffit dans notre cas de choisir, pour le cas
où l’hamiltonien est nul, un point de l’intersection o E L n L0 et de transporter
ce choix par bH et bH’ i.e. choisir ‘,j := bH(o) et 7/ := bjp(îjo) chemins de P(L, L).
Graduation. Nous avons vu lors de la construction du morphisme PSS que deman
der que ç (respectivement /‘) respecte les degrés, revient à imposer la référence
de l’indice de Maslov z0 E I(L, L; ‘îj, H) (respectivement z E I(L, L; 7/, H’)). De
la même façon, le morphisme de naturalité bH (respectivement bH’) respecte les
degrés si la référence pour l’indice de Maslov choisie dans I(L, L; îjo, 0), o (res
pectivement ) vérifie bH(o) = z0 (respectivement bH’() = zo). Pour s’assurer
que les degrés sont préservés au niveau du diagramme (4.1.8), il convient de mon
trer que îr et î ont “même degré’ i.e. 6 := po, ) 0. De fait, l’application
satisfait précisément
-
HM(L;f,g) HF(L,Lo;0,J;o)
HM+(L; f, g) < HF+(L, L0; 0, J; )(H )-1ob,
par additivité de l’indice de Maslov. En particulier, pour la classe fondamentale
de L, F([L]) E HM6(L; f, g) et est donc nulle si 6 > 0. De même, si 1 engendre
HM0(L; f, g), 1(1) E HM(L; f, g) et est nulle si 6 < 0. Dans les deux cas,
l’injectivité de P est contredite. Ainsi 6 = O et i préserve bien les degrés.
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4.1.1.2. Indépendance en J et continuité
Cette étape repose sur le lemme suivant
Lemme 4.11. Pour toutes deux paires régulières (H, J) et (H’, J’), et toute classe
d’hornotogie non nulle c e H(L), l’on a
— H) + JL(a; H’, J’, ‘) — uL(; H, ) E(H’ — H) +
(4.1.9)
où a,771’ f u’7,,71w pour toute application vérifiant les conditions (1.2.3)
pour x = ‘. De plus, on a
cL(; H’, J’)
— cL(; H, J) < H’ — H. (4.1.10)
Avant de nous lancer dans sa démonstration proprement dite, nous allons
énoncer et prouver un lemme intermédiaire. Pour (H, J) et (H’, J’) deux paires
régulières données, définissons l’homotopie G3 := H + /3(s)(H’ — H), où 3 une
fonction lisse, croissante, valant O pour s < —1 et 1 pour s > 1. Choisissons une
famille lisse à un paramètre de structures presque complexes J3 interpolant entre
J et J’ et telle que la paire (G3, J3) soit régulière. Le morphisme de comparaison
classique en homologie de Floer (rappelé en section 1.3.1) induit par cette paire,
vérifie la propriété suivante
Lemme 4.12. Pour tout x e I(L, L’; , H), si bHH’(x) x’ + a y alors
Âw,,1’(x’) — AH,,1(x) E+(H’ — H) + a,1,,1I (4.1.11)
avec a,1,,1I défini lors du lemme précédent.
Démonstration. En effet, le fait que le coefficient de x’ dans l’expression de
est non nul, implique que l’espace de modules M’(L, L’; &, J3) (1.3.2)
est non vide. Pour l’un quelconque de ses éléments, l’on sait que
u*w
= w(83u, 8tu) = w(83u, J03u) + w(03u, X)
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et Jolie ciue
o
< f 8 nU2 f
— f d(u). (4.1.12)RxI RxI RxI
Or, par définition de G, on a l’égalité
f d8(3(n)) = f dH(8u) + f (s)(dH’ —RxI RxI RxI
=fH(x’)—H(x)+f 88[(s)(H’—H)on]
I RxI
-f (s)(H’-H)ouRxI
f H(x’) — H() + f H(x’) —
_f(s) (f(H’_H)ondt)ds
f H(x’) - H(x) - f(s) (f(HI - H) o udt)
(4.1.13)
De plus, si l’on se donne deux applications i et ?i vérifiant (1.2.3) respectivement
pour x et x’, avec références respectives i et /, ‘recoller” à u puis à —
(dénotant, avec un léger abus de langage, ‘(1 — s, t)) donne une bande u’
(cette décomposition est illustrée en figure 4.2). On a donc
= f uw + f !* — f (4.1.14)RxI RxI RxI
On déduit de (4.1.12), (4.1.13) et (4.1.14) que
f w2
- (- f ‘*w + fH()) + (-f + fH(x))111x1 111x1 I 111x1 I
+ f uw + f (f(H’ — H) o u dt) ds.
Par définition de l’action (1.2.2), et par positivité de f 5H2 il vient
ÀH’,’(x’)
—
+ fs (f(H’ — H) o udt) ds.
On conclut par définition de E(H’ — H). D
83
______/
FIG. 4.2. Démonstration du lemme 4.12
Remarque 4.13. Il va nous être utile de remarquer, dès à présent, que pour une
application n71 donnée, t) u,i(—s, t) vérifie les hypothèses requises
par la définition de et l’on a donc
= f u1w — f uw =RxI RxI
On peut à présent procéder à la démonstration du lemme 4.11.
Démonstration. (lemme 4.11) On rappelle que l’on a défini pour toute classe
d’homologie non nulle de HF(L, L; H, J) la quantité aLL(x; H, J, 7]), (4.1.2), dé
finition 4.2, et qu’elle vérifie
uL(; H, J, ) = JL,L(7(); H. J, ).
L’inégalité (4.1.11) du lemme précédent implique que, pour tout élément non nul
x de HF(L, L; H, J), l’on a
uL,L(H(x); H’, J’, ‘) JL,L(x; H, J ) + E(H’ — H) + a’.
Le lemme 1.19 implique de plus que ç57’ b” oç1. Ainsi, pour c O, élément
de H(L), il vient
JL(Ù; H’, J’, ‘) ai..L(7(); H’, J’, ‘) = L.L(H’ o 7(); H’, J’, ‘)
JL,L@7(Ù); H, J, ) + E+(H’ — H) + a’
= UL(a; H, J, j) + E(H’ — H) + a,. (4.1.15)
Intervertir H et H’, J et J’, ij et rj’ donne l’inégalité suivante
L(c; H, J i) — j(c; H’, J’, ‘) <E(H — H’) + a,1’,,.
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On la multiplie par (—1) et on utilise le fait que E(—K) = —E_(K) et la
remarque 4.13. Il vient
uj(a; H’, J’, 7/)
— uL(c; H, J, ii) > E_(H’ — H) + a’. (4.1.16)
Réunir (4.1.15) et (4.1.16) donne l’ellcadrement (4.1.9). Ecrire cet encadrement
pour c = 1 (le générateur de H0(L)) et le soustraire au précédent donne l’inégalité
(4.1.10). D
4.1.1.3. Fin de ta démonstration
Nous avons à notre disposition tous les outils nécessaires, nous les rassemblons
ici de manière à clore la preuve du théorème 4.5 donnant l’indépendance et la
continuité des nombres spectraux. Puisque le morphisme de naturalité préserve
l’action, la proposition 4.9 implique que (les notations pour les chemins donnant
la référence de l’action sont les mêmes que celles précisées en remarque 4.10)
uL(—;H,J,) =uL,LO(bH’07(—);0,J,7]o)
7’(—); 0, o) JL(—; H’, J’, 7/)
dès que les deux conditions
= J=: f et ()‘(L) = ()(L) =: L0
sont satisfaites. De plus, comme corollaire immédiat du lemme 4.11, en posant
H = H’ (et i7 7/), il vient que les invariants spectraux JL(—; H, J, i) et
cL(—; H, J) ne dépendent pas de la structure presque complexe. Les invariants
absolus cL(—; H, J) dépendent donc uniquement de L et L0. Nous posons
c(—;L,Lo) :=uL(—;H,)—uL(1;H,J,)
pour tout hamiltonien tel que ç5}(Lo) L.
La partie concernant la continuité est un corollaire de l’inégalité (4.1.10)
(lemme 4.11). En effet, donnons-nous L, L0 et L1 trois sous-variétés de M iso
topes (par une isotopie hamiltonienne). Dénotons par G et H des hamiltoniens
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normalisés tels que = L0 et }1(L0) L. Alors, le difféomorphisme ha
miltoniell ‘ : o satisfait ‘/r’(L) L1. De plus, il est l’extrémité finale de
l’isotopie hamiltonienne donnée par
HI .— TJ ri tt 1t “t tY)
Comme ç5 est un symplectomorphisme, le lemme 4.11 implique que l’on ait pour
toute classe d’homologie de L non nulle, c, l’inégalité
c(; L, L0) — c(; L, L1) < HH — H’ G o ()- =
Comme le membre de gauche de l’inégalité ne dépend pas du choix de l’hamilto
nien G, dès qu’il vérifie ç5(L1) = L0, on obtient e prenant l’infimurn
c(cl; L, L0)
— c(c; L, L1) <V(L0, L1).
Ceci implique en particulier que c(a; L,
—) est continue sur l’ensemble des lagran
giens isotopes à L par une isotopie hamiltonienne, muni de la distance de lofer.
Ceci achève la démonstration du théorème 4.5.
4.1.2. Démonstration de la proposition 4.7
Cette proposition indique que la notion d’invariants spectraux que nous étu
dions est une généralisation naturelle des invariants spectraux définis dans le
cadre hamiltonien par Oh et. Scharz.
De fait, dans un premier temps nous décrivons un isomorphisme (dû à Biran,
Polterovich et. Salamou) permettant de considérer l’homologie de Floer harnil
tonienne d’une variété symplectique (M, w) comme l’homologie de Floer tagran
gienne de la variété symplectique (M x M, w e (—w)) respectivement aux sous-
variétés lagrangieunes L et F, (respectivement diagonale du produit et graphe
d’un certain difféomorphisme hamiltonien ). Ensuite nous démontrons la propo
sition 4.7 donnant l’égalité des invariants spectraux hainiltoniens et lagrangiells
sous cette identification.
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4.1.2.1. Le morphisme BPS
Ce morphisme a été introduit par Biran. Polterovich et Saiamon dans tri
Commençons par établir quelques notations. Etant donnée une variété sym
plectique (M, w), le couple (M, w) défini comme étant (M x M, w (—w)) est
une variété symplectique. Dénotons par n M — M. i = 1, 2, les projections
sur les composantes respectives dii produit. Rappelons que l’espace tangent de la
variété obtenue est également le produit des espaces tangents, plus précisément
T(1,2)M TM x T2M. On note également par iq, i = 1, 2, les projections
respectives associées.
Soit (H, J) une paire constituée d’un hamiltonien et d’une structure presque
complexe w—compatible sur M. On munit M de la paire (H, J), constituée de
l’hamiltonien défini par
khi-’ 12) := H(x1) + Hit(x2)
et de la structure presque complexe donnée par
:= ()*(Jt x J) ((t)*J x (1t (l)l)*J)
pour t [0, 1/2].
Remarque 4.14. Par souci de clarté, j’abandonne momentanément la référence
aux deux hanultoniens considérés ici, dans la notation du champ de vecteurs
symplectique et du flftotT symplecticue qu’ils induisent, Xt et (resp. Xt et ç)
se référant dorénavant à H (resp. H). En particulier, ‘ dénote . On note son
graphe fi.
Lemme 4.15 (Biran—Polterovich--Salamon). Avec ces notations. tes complexes
(CF(M, w; H, J), 8) et (Cf(A. fi; 0, J), 8) sont identifiés. De plus, sous cette
identification, t’action des générateurs est préservée (à une constante additive
près).
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L’isomorphisme induit en homologie par cette identification est dénoté
BPS: HF(M,w) HF*(A,fpi).
Démonstration. Nous dormons ici les idées de la démonstration, pour plus de
détails, on pourra se référer à [1.
Identification des espaces vectoriets. L•’hamiltonien H détermine une famille à un
paramètre de champs de vecteurs donnés par
xt(x1 x2) = (Xt(x1), _X1_t(x2))
dont le “flot” correspond à
X2) = @t(xi) o (‘)‘(x)).
Les éléments p
= (p1,p2) de l’intersection A n fi vérifient Pi = P2 çb1(pi)
et sont donc eu bijection avec les points fixes de c5. Il en va de même pour les
générateurs de l’homologie de Floer hamiltonienne de (M, w) puisqu’il s’agit des
orbites périodiques, de période 1 du champ de vecteurs hamiltonien, i.e. des lacets
t -* x(t) tels que x(t) = t(T(o)) où x(O) est un point fixe de ‘.
De plus, ‘ étant un symplectomorphisme, son graphe est un lagrangien de
l’if z M (de par la définition de w = w (—w)). Les générateurs des complexes de
Floer respectivement hamiltonien de (M, w) et lagraugien de (M, w) relativement
aux sous-variétés lagrangiennes A et Fi se correspondent donc par la bijection
Cf(M,w; H, J) {t Ç5t(x(O))} (x(O),x(O)) CF(A,F;;O,J).
Identification des différentielles. Les conditions nécessaires à la construction des
homologies respectives, i.e. la trarisversalité de l’intersection A n F1 et le fait que
H vérifie det (db’ — id) O, sont équivalentes.
On fait correspondre à n : R z S’ —* M l’application n R z [0, 1/2] —* M,
définie par
n(s, t) (‘(n(s, t), n(s, 1- t)) = ((t)-1(u(s t)), (1-t)-1(( 1- t))).
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On remarque immédiatement que
u(s, O) = (uts, O), u(s, 1)) = (u(s, O), u(s, O)) E C M,
u(s, 1/2) = ((‘2)-’(u(s, 1/2)), ‘@“2)-’(u(s 1/2))) E fi C M.
De plus. ces choix donnent les équivalences suivantes
83u + J8tu + VHt(u) = O ssi 8 +J8u = O (4J.17)
u(+œ, t) = x(t) ssi u(+oo, t) = (4.1.18)
où x (x(0), r(0)). En effet, en projetant la relation 8u + O sur le
premier facteur par rr1, il vient
rri(8tt+ L8t&) 8((5t)_1u) + (dt)’Jtdç5t(8((q5t)’(u)))
(dt)’[85u + Jt(8tu - Xt t((t)1()))]
= (dt)’[38u + J8u + VH(u)]
On définit v(s,t) := u(s, 1 — t) et := o (‘)—‘, pour alléger les notations
apparaissant dans le calcul suivant. La seconde projection donne ainsi
2(8S+18tt) = 3((t)_1(v)) + (dt)’Ji_tdt(88(()’v))
= (dt) -1 [8v + Ji_t (tv — o ( () ‘(v)))]
= (d)’[35v + J1_8v + VH1_(v)]
Cette dernière se réécrivant, en rétablissant u et o (1)_1, comme
= dç5’ o (dlt)l[3s(u(s, 1— t)) + Ji_t8tu(s, 1— t)
+ VH1_(u(s, 1 — t))].
Ces deux calculs étant valides pour t e [0, 1/2], ils donnent, ensemble, l’équiva
lence (4.1.17). L’équivalence (4.1.18) vient directement de la définition de u si
l’on sait que les limites r+ u(+oc,
—) sont des orbites périodiques (de période
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1) de l’hamiltonien H, il vient
u(+oo, t) = (@t)_l(ut+œ, t)), @‘t)’(u(+œ 1 — t))
((‘)-‘(x(t)), ‘ o (1-t)-1(x+(1
- t))
= (x(O), i(O)) =
et inversement. Ceci prouve que les espaces de modules définissant les différen
tielles respectives sont identifiés et achève ainsi la démonstration de l’identification
des deux complexes.
Préservation de l’action. Le point précédent donne déjà que l’énergie de u est
finie si et seulement si celle de u l’est. En fait, ces énergies sont égales. En effet,
par définition de u,
85u(s, t) — dçt(85u(s, t), 6Jn(s, 1
— t)).
En réintroduisant les notations v(s, t) := u(s, 1—t) et /,t 1_to(1)_1 l’énergie
de u s’exprime comme
E(u)
= f2 ai = f2 ta8,O)
= f2 (dt)_l*w(asu, Jau)
— f2 (dt)_l*w(asv, J1_8)
= f w(8n, J88u) = E(u)
Comme l’énergie d’une trajectoire de Floer ne dépend que de ses extrémités, par
la formule (1.2.6), les actions de générateurs se correspondant sont identiques à
une constante additive près. D
4.1.2.2. Invariants spectraux génératiss
Il reste à montrer l’égalité (4.1.5) i.e. pour toute classe d’homologie ù de M
c(c;z,F) p;5) —p(l;5)
où c désigne la classe d’homologie de la diagonale M correspondant à c.
Rappelons que pour un difféomorphisme hamiltonien, F dénote son graphe.
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Remarque 4.16. Pour parvenir à démontrer ce résultat, il nous faut revenir
un peu sur la théorie de Floer dans le cadre harniltonien. Comme mentionné en
remarque 4.3, toute la théorie homologique sans référence à des lagrangiens a
été étudiée avec force détail dans [33]. Les générateurs de l’homologie sont alors
(comme décrits au début de la démonstration du lemme 4.15) les orbites du champ
de vecteurs hamiltonien engendré par H, de période 1. Comme nous venons de
le remarquer en rappelant la construct.ion du morpiusme BPS, cette homologie
peut-être vue comme une homologie lagrangienne.
Suivant toujours la remarque 4.3, remarquons que le morphisme PS$ est ap
paru en premier lieu dans ce cadre [31]. Le principe de construction est tout à fait
identique à celui utilisé dans notre contexte (et décrit en section 1.3.3). Les es
paces de modules utilisés pour le définir sont tout à fait équivalents à ceux du cas
lagrangiens. Ils sont comparés sur la figure 4.3 et. définis précisément ci-dessous.
__
_
y
Fia. 4.3. Morphismes P55 tagrangien et hamiltonien
Plus précisément, une fois donnée une fonction de Morse f sur M, p l’un de ses
points critiques et y une orbite périodique du champ de vecteurs hamiltonien
induit par H, ce sont les espaces suivants
{(t,v) EM(g) x M(J)j v(-oo,-) =7(0)}
où M(J) est l’ensemble des applications lisses u: M x S’ — M telles que
88v(s, t) + J(u(s, t))8tv(s, t) + (s)VHt(u(s, t))) O
et vérifiant v(+oo,
—) = y. Ici, comme dans le cas lagrangien, 3 est une fonction
lisse valant O pour s < 1/2 et 1 pour s > 1.
Nous pouvons à présent revenir à la démonstration de la proposition 4.7. On
rappelle que l’espace tangent du produit M x M en un point (, y) est le produit
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des espaces tangents à M. respectivement en x et eu y. De plus, en un point de
la diagonale (x, x) E A, il vient
T(,)A A’ c TM x T1M
(A’ est la diagonale du produit TM x TM). Si l’on se donne (f. g), une paire
Morse—Smale définie sur M. la paire (f, g) définie sur A par
f(x, x) := f(x) et g ((y, y), (w, w)) := g1(v, w)
est une paire Morse—$male sur A. De plus, les points critiques de f et ses ligues de
flot par rapport à la métrique g s’identifient respectivement aux points critiques
de f et à ses lignes de flot par rapport à la métrique g.
La procédure décrite dans le paragraphe précédent conduit à une identification
des espaces de modules définissant les morphisines PSS dans les cas hamiltonien
et lagrangien. Ceci provient des raisons suivantes
i. le choix des paires (f, g) et (f, g),
ii. les conditions au bord des disques du PSS lagrangien permet d’en recoller
les deux projections sur M après reparamétrisation (vérification identique
à celle effectuée dans le paragraphe précédent sur Fidentification des diffé
rentielles des complexes de Floer hamiltonien et lagrangien),
iii. similarité des équations différentielles satisfaites et
iv. unicité des lignes de flot de f passant par le point iri(u(—oc,
—)).
Le diagramme suivant est donc commutatif:
Hi,i(J1,i: f.g) HI(M;f,g)
PSS naturalite o PSS
Hf(M. ; H, J) HF(A, Fi; O, J)
Le fait que le morphisme BPS préserve l’action à une constante additive près,
permet alors de conclure l’égalité recherchée dans la mesure ofï cette constante
additive va s’annuler dans l’expression donnant c(—; A, F) comme une différence
d’invariants relatifs.
92
4.1.3. Démonstration de la proposition 4.8
Nous démontrons à présent la proposition 4.8 énonçant les premières proprié
tés des invariants spectraux. Nous commençons par un lemme utile à la démons
tration de l’encadrement (4.1.7).
Lemme 4.17. Au niveau des générateurs des comptexes de chaînes des hornoto
gies de Morse et Ptoer, tes morphismes ç7 et (définis en Ç1.3.3 vérifient:
p E Critkf, (p) = a9y avec a O ÂH(x) <E(H),
1i(y)=k
y E I(L, L;, H), (y) O ÂH(y) E(H).
Remarque 4.18. Ce lemme est à rapprocher du lemme 4.12. Leurs démonstra
tions sont basées sux la même idée t exprimer Fénergie d’une trajectoire de Floer
(perturbée) en fonction de la valeur de l’action du (des) générateur(s) considéré(s)
et des quantités E+ et E_. L’énergie étant positive, on obtient l’inégalité recher
chée.
Démonstration. On définit l’énergie d’un élément (-y, u) E parallèlement
à l’énergie des trajectoires de Floer, par la formule
E(’u, ) fRx I
On rappelle que l’application u est une trajectoire de Floer perturbée par une
interpolation entre l’hamiltonien identiquement nul et l’hamiltonien H donné.
Plus précisément, elle vérifie
88u + J0u H- (s)VH(u) = O
où /3(s) est une fonction lisse, croissante valant O pour s < 1/2 et 1 pour s 1.
La quantité E(u, y) dépend en fait, de la valeur de la fonctionnelle action sur x
et de la variation de la perturbation de l’hamiltonien par rapport à s. En effet,
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on a:
E(u, )
— f w(88n, J8’u)lRxI
= f w(88u, 8)
— f (s) w(8n, X(u))RxI 111x1
[uw fJ JRxI
f - f [(s)Ht(n(s, t))]° dt + L1
= _AH(x)+f
Rx I
Il vient donc, lorsque l’espace de module M’’ est non vide,
0< E(n,7) <E(H)
— ÂH(x) et donc AH(x) <E+(H).
De la même façon, on montre que si est non vide, ÂH(Y) > E_(H). Ceci
démontre le lemme. D
Passons maintenant à la démonstration de la proposition proprement dite.
Démonstration. (Proposition 4.8)
Egatité 4.1.6— Cette première affirmation vient de ce qu’il existe une version de
la dualité de Poincaré pour les homologies de Morse et de Floer, compatible avec
le morphisme P$S. En effet, étant donné un hamiltonien H sur M, on dénote par
H’ l’hamiltonien défini par H’(t, x) H(l
— t, x). On obtient une identification
CF(L, L; H, J) x -* x’ E CF_(L, L; H’, J)
où x et x’ sont géométriquement la même orbite munie des orientations opposées
i.e. r’(t) = x(1
— t). Associer à une trajectoire de Floer ‘u la trajectoire u’ définie
par u’(s, t) = u(—s, Ï—t) conduit à un isomorphisme canonique HF(L, L; H, J)
HF_(L, L; H’, J) et donc, par l’intermédiaire du morphisme de naturalité à un
isomorphisme
HF(L, L’; 0, J) HF_(L, L”; 0, )
où L’ et L” vérifient
b(L’)=L et q(L)=L”
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(ceci demande aussi pour éviter les translations de degrés de choisir les références
des indices de Maslov se correspondant, z0 et z). De plus cet isomorphisme
préserve la valeur absolue de l’action et inverse sou signe, c’est-à-dire que pour
x e L n L’ et z’ lui correspondant, l’action vérifie AH’,,’(z’) = —ÂH,,7(x) pour le
choix évident de référence rj’(t) = (1 — t).
Parallèlement, on se donne une fonction de Morse f sur L et l’on dénote —f
par f’. Du point de vue des espaces définissant le morphisme PSS lagrangien (et
sou inverse) on obtient clairement M’’ = Il vient donc, en homologie,
= a si et seulement si ‘(‘) =
et donc uL(c; H, J, ) = —uL(’; H’, J, fl’). En particulier pour ù = 1,
UL(LH,J,) = L(1’H,J,’) = —JL([LLH’,J,)
puisque 1’ [L]. Il vient donc
c(c;L,L’) = uL(c; H, J,7) JL(1 H, J,77)
=
—uL(’; H’, J, ‘) + JL([L]; H’. J, ‘)
c([L]; L, L”) — c(c’; L, L”)
en introduisant GL(1; H’, J, ‘) deux fois avec les signes opposés.
Encadrement (.1.7)
— Le fait que les invariants spectraux sont tous positifs ou
nuls vient trivialement comme corollaire du point (2.) du corollaire 4.26 ci-dessous
(nous renvoyons donc à la section 4.2 pour sa preuve).
La majoration quant à eUe vient du lemme 4.17. En effet, ce lemme conduit
à l’encadrement
E_(H) JL(d; H, J, îj) + a < E(H)
où a0 est une constante ne dépendant que de ij (un changement du chemin de
référence?] pour ‘ri’ dans la même classe d’homotopie conduisant à une différence
donnée par a,,0’ comme défini pour le lemme 4.11). Pour c = 1, le générateur de
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110(L), on a donc également
E_(H) JL(Ï H, J, 77) + a, E(H).
Par définition des invariants spectraux il vient, en soustrayant ces cieux encadre
ments
E_(H) — E(H) <c(o; L, L’) <E+(H) — E_(H)
ou encore
c(; L, L’) <
Comme le membre de gauche ne dépend pas de l’hamiltonien utilisé pourvu qu’il
satisfasse q5(L’) = L, on prend l’infimum des normes de ces hamiltoniens, ce qui
conduit à la majoration désirée par définition de la norme de Hofer. D
4.2. INVARIANTS SPECTRAUX D’ORDRE SUPÉRIEUR
Rappelons que l’on dénote par Ex(L) la suite spectrale de Leray—Serre as
sociée au pullback de la fibration des lacets d’un espace topologique simplement
connexe, X, au-dessus de L (3.3.1.2). Cette suite spectrale renferme notamment,
à la page 2, toute l’information contenue dans l’homologie de L. L’existence d’un
morphisme de type P$$ reliant les suites spectrales de Morse et de Floer de
Barraud—Cornea permet d’étendre la définition des invariants spectraux (défini
tion 4.2) à tous les éléments non nuls de Ex(L). Ces nouveaux invariants, dits
invariants spectraux tagrangiens d’ordre supérieur (leur ordre dépendant de la
page contenant les classes auxquelles ils sont associés), sont intéressants dans la
mesure où
— ils correspondent aux invariants spectraux (d’ordre 2) de la section précé
dente lorsqu’ils sont associés à un élément de l’homologie de L (vu comme
un élément de E(L)),
— ils délivrent strictement plus d’informations que leur contre-partie homolo
gique,
— ils offrent un cadre naturel à la principale propriété satisfaite par les inva
riants spectraux lagrangiens.
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Cette propriété, énoncée précisément en théorème 4.24, se comprend de la fa
çon suivante. Si E (L) admet une différentielle no triviale, il existe (au moins)
deux de ses éléments dont les invariants spectraux associés sont distincts. De
plus, il existe une quantité géométrique (ne dépendant cjue de la géométrie des
deux sous-variétés lagrangielliles considérées) minorant leur différeilce. La ver
sion homologique de cette propriété a d’intéressantes conséqueilces concernant
les invariants spectraux d’ordre 2.
Dans la suite de l’introduction à ce chapitre, bus doirnoils la définition et
nous énonçons les résultats relatifs aux invariants spectraux d’ordre supérieur,
ainsi que les corollaires concernant leur contrepartie homologique. En particulier
nous introduisons la quantité géométrique mentionnée ci-dessus dont la définition
est inspirée de la distance géométrique due à Barraud et Cornea [4J. Nous don
nons ensuite un exemple de calcul explicite de ces invariants (section 4.2.1) illus
trant le fait qu’ils contiennent strictement plus d’informations que les invariants
classiques (même dans le cas Morse). Nous démontrons leur principale propriété
(section 4.2.2), décrite ci-dessus. Nous concluons ce chapitre, en démontrant les
propriétés satisfaites par les invariants spectraux homologiques découlant de cette
machinerie (section 4.2.3).
Commençons par une remarque qui va nous permettre de simplifier les no
tations dans la définition des invariants spectraux d’ordre supérieur. Rappelons
que les modules de la seconde page de E (L) s’identifient aux produits tensoriels
(théorème 3.19)
Eq(L; X) Hq(QX) ® Hp(L).
De plus, cette suite spectrale étant de premier quadrant, poux tout entier r, les
différentielles
& E0(L;X) —f Er,r_i(L;X) O et & : O E,i_r(L;X) — E,0(L;X)
sont nulles. Ainsi, pour tout r,
E0(L; X) E0(L; X) H0(QX) ® 110(L).
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Il existe donc, pour tout entier r, un élémellt l engendrant E9(L; X) et cor
respondant, par les isomorphismes précédents, au produit tensoriel 1 ® 1 des
générateurs respectifs de H0(lX) et 110(L). C’est cet élément qtu va servir à la
normalisation des invariants spectraux d’ordre supérieur.
De plus, dans le cas des invariants spectraux d’ordre 2, l’inclusion du sous-
complexe (4.1.1) dans le complexe total fait partie d’une courte suite exacte
O > CFv(L,L!;H,J)c_Z CF(L,L’:H,J) > CF(L,L’;H,J) > O
où CF(L. L’; H. J) est défini comme le quotient
CF>(L, L’; H, J) := CF(L, L’; H, J)/CF”(L, L’; H, J).
Les applications i” et p” induisent des morphismes entre les suites spectrales
associées respectivement à ces trois complexes. Cependant, cette courte suite
exacte induit une longue suite exacte en homologie mais pas nécessairement en
termes de suites spectrales. Ceci amène aux définitions suivantes.
Définition 4.19. Soit c O un élément de EM,’(f, g; X). Ses nombres spectraux
lagrangiens relatifs d’ordre supérieur associés sont
u,[l](; L, H, J, j) := inf{z R 7(ct) é im(i)},
,[1j(; L, H, J, ) inf{v e R q(7()) = O},
et ses nombres spectraux tagrangiens (absolus)
,[tj (; L, L’) := ,[t] (; L, H, J, ) — ,[t](1T; L, H, J, ),
,[Ï] (a; L, L’) :=
.[t1 (; L, H, J ) — ,[tj (1T; L, H, J, ).
où 1’ est le générateur de EM0(f, g; X) spécifié ci-dessus et H tout hamiltonien
tel que ç5(L’) L.
On rappelle que 7 dénote l’extension du morphisme PS$ aux suites spec
trales (proposition 3.28).
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Remarque 4.20. Comme notre notation le sous-entend. les nombres spectraux
de la définition 4.19 satisfont les mêmes propriétés d’indépendance que leurs ho
mologues d’ordre 2. En effet, le diagramme (4.1.8) induit un diagramme commu
tatif pour les suites spectrales impliquées. De plus l’estimée (4.1.11) reste valide.
Ainsi la proposition 4.9 et le lemme 4.11 s’appliquent également dans cette situa
tion.
Remarquons que l’on a toujours l’inclusion im(i’j C ker(p’). De plus, l’on
sait que les modules de la seconde page de la suite spectrale E0(L; X) sont
isomorphes à H(L) (théorème 3.19). Ainsi sur ces modules, [1](—; L, H, J, ij)
et u[tï(—; L, H, J, ij) peuvent être comparés à JL(—; H, J, ). Il vient de ces deux
reniarques le lemme suivant.
Lemme 4.21. Les nombres spectraux relatifs d’ordre supérieur vérifient
Qc,[i](—; L, H, J ) < J(,[l](—; L, H, J, i)
avec égatité (au moins) pour r = 2. Dans ce cas, pour une base {x} de Hq(QX)
et des étéments cj non nuls de H(L), il vient
(,[1](L, H, J,)
= ,ri(; L, H, J,) = max{uL(; H, J,)}
où ù x ® cïj e Ejq(L; X). En particulier, si 1 dénote te générateur de
H0(QX), pour tout 3 O de H(L), l’on a
J,[l](1 ®/3; L, H, Jj) = ®/3;L, H, J,)
= JL(/3; H, J,).
En particulier, ce lemme implique que pour tout r, par définition de l’élément
de référence l
X,[l](1; L, H, J, ïj) = JL(1; H, J, îj)
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en choisissant /3 = 1 E H0(L) dans la dernière affirmation. On a donc une nouvelle
expression pour les invariants spectraux d’ordre supérieur:
,[t] (; L, L’) := ,[t] (; L, H, J, 77) — JL( 1; H, J, ),
Ç,[t] (û; L, L’) := ,[t]( L, H, J ‘j) — UL(1; H, J, ‘j)
où comme à la section précédente 1 désigne le générateur de H0(L). De plus, ceci
conduit au fait que les invariants spectraux d’ordre supérieur vérifient les mêmes
propriétés que leur version relative
Lemme 4.22. Les invariants spectraux d’ordre supérieur vérifient
,[t] (—; L, L’) < (,[l] (—; L, L’)
avec égalité pour r = 2. Pour tout cv := x 0 cvj E EMq(f, g; X), il vient
C[ (cv; L, L’) = c (cv; L, L’) max{c(cv; L, L’)}.
En particulier, ceci donne Cx[t](l Ø/3; L, L’) = c%[l](1 0 /3: L. L’) = c(/3; L, L’).
Nous introduisons à présent une quantité géométrique, inspirée de la dis
tance géométrique entre sous-variétés lagrangiennes introduite par Barraud et
Cornea t4Ï Nous en donnons ici la définition et nous la justifions plus précisé
ment en §4.2.2.1.
Cette quantité est définie pour toute paire de sous-variétés lagrangiennes
transverses de la façon suivante. Soit x un élément de L n L’. Il existe un réel
E> 0 et un plongement, cf. de la boule 3(0, c) C C’ dans M tels que
i. (e)(w) = w0 et e(0) =
(4.2.1)
ii. (ef)’(L) = R’ fl 3(0, c) et (ef)’(L’) = iRT’ n 3(0, E).
Définition 4.23. Soient L et L’ deux sous-variétés lagrangiennes compactes et
transverses, nous définissons
Vx E L n L’, e’ satisfaisant les conditions (4.2.1),
r(L,L):=sup E)’O
et tel que x y im e n im e = O
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Cette quantité géométricue est illustrée par la figure 4.4.
B(O,E)
FIG. 4.4. La quantité géométrique r(L, L’)
Comme le nombre de points d’intersection entre L et L’ est fini, cette constante
géométrique est un réel strictement positif (dès que L n L’ O). De plus, elle
permet de minorer les différences entre invariants spectraux que la suite spectrale
de Leray—Serre met en évidence. Le théorème suivant précise cette idée. C’est le
théorème principal concernant les invariants spectraux lagrangiens. L’existence
de cette constante et la démonstration du théorème sont reportées en §4.2.2.
Théorème 4.24. Si dT(cv) /3 O dans E(L), ators
c,[t] (cv; L, L’) — [t] (/3; L, L’) > O et
c,[t](; L, L’)
— ,[t](/3 L, L’) nT( L’)2
pour tonte sous-variété tagrangienne L’, transverse et isotope par une isotopie
hamittonienne à L.
L’homologue d’ordre 2, pour les invariants de la définition 4.2, du théorème
4.24 est donné par le corollaire suivant. Il s’obtient de manière évidente en com
binant les résultats du lemme 4.22 (deuxième partie) et du théorème 4.24.
Corollaire 4.25. Soit X un espace topologique (r — 1)—connexe et {x} une base
de Hr_i(QX). S’it existe une différentiette de Ex(L)
L’
H0(QX) 0 H(L) E — ET
— p,O p—r,r—1
101
non triviale i.e. s’il existe un élément non nut e H(L) tel que
dT(1 ®) = 0,
alors, pour toute sous-variété tagrangienne L’, isotope par une isotopie hamitto
nienne et transverse à L, on a l’inégalité
Vi e I, c(û; L, L’) — c(; L, L’)> nr L’)2
Cette propriété des invariants spectraux homologiques et le grand choix des
espaces X et des fonctions t, apparaissant dans la construction de la suite spectrale
E(L), conduisent au corollaire suivant.
Corollaire 4.26. Le produit d’intersection défini sur H(L) est dénoté par ., ta
classe fondamentale de L, par [L].
(1.) Pour c E Hk(L) et E H(L), avec 1 <k < n — 1 et c 0, il vient
; L, L’) <c(; L, L’) — nr(
L’)2
(2.) Si c O est élément de Hk(L) avec 1 <k < n — 1, alors:
<(L L’) <c([L];L,L’) — nr(L)
Il est à noter que le résultat reste vrai pour toute classe d’homologie de L
non nulle, de degré O < k < n. Ceci peut-être démontré en utilisant un système
de coefficients locaux dans les suites spectrales utilisées. De plus une autre dé
monstration provient des structures algébriques introduites au chapitre 2. Nous
donnons la démonstration du corollaire tel qu’il est énoncé ci-dessus, en termes
de suites spectrales et cette démonstration alternative (du corollaire “étendu”)
en §4.2.3.
La version “étendue” de l’affirmation (2.) du corollaire 4.26 permet de conclure
immédiatement que les invariants spectraux lagrangiens homologiques sont tous
positifs. Ceci achève la démonstration de l’encadrement (4.1.7) de la proposition
4.8. De plus, cet encadrement et l’affirmation (2.) du corollaire précédent donnent
pour c = [L] l’encadrement suivant.
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Corollaire 4.27. Pour toute paire de sous-variétés tagrangiennes L et L’, iso
topes (par une isotopie hamiÏtonienne) et transverses, on a
0< r(L,L’)2 <c({L];L,L’) <V(L,L’).
Enfin, l’extension du corollaire 4.26 a une autre application immédiate intéres
sante. En effet, il perniet de minorer la distance de Hofer entre deux lagrangiens
isotopes (par une isotopie ha.miltonienne) et transverses en terme de la constante
géométrique r(L. L’) et du cup-length de L.
Rappelons la définition de cette dernière quantité (avec comme tout au long
de ce texte, Z2 comme anneau de coefficients).
Définition 4.28. Le cup-tength de L est la longueur de la ‘plus grande chaîne
de classes d’homologie de L dont le produit d’intersection n’est pas nul. Plus
précisément, on définit
0<d<n,et
cl(L) := max k + 1 E e Hd(L), 1 <z <k, tels que
Corollaire 4.29. Soit cl(L) le cup-Ïength de L (avec coefficients dans Z2), it
vient
V(L, L’) > cl(L). r( L’)2
pour toute sous-variété tagrangienne L’, isotope par une isotopie hamittonienne
et transverse à L.
Démonstration. Pour une telle famille maximale {dÏj}, nous avons
c([L]; L, L’) = c(i_1; L, L’)
— c(i; L, L’)
1<1<cI(L)
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où / [L]. = cy ... (1 <t <cl(L) — 1) et tc1(L) = 1. Le corollaire 4.26
(versioii “étendue”) donne alors
c([L]L L’) > cl(L).
— 2
La preuve de ce corollaire s’achève donc avec le corollaire 4.27. D
4.2.1. Exemple le cas de (32 x $j#(32 x 34)
Nous présentons ici un exemple pour lequel les invariants spectraux d’ordre
supérieur peuvent être calculés explicitement. Ces calculs utilisent la description
de la suite spectrale de Barraud—Cornea de 32 x 31 faite en §3.3.1.3. Ils montrent
que ces invariants délivrent strictement plus d’informations que les invariants
classiques (même dans le cas Morse).
Considérons donc la variété lisse ($2 x $1)[1y#(S2 x $)[2] (on rappelle que le
symbole # désigne la somme connexe) munie de la fonction de IViorse respectant
les deux composantes “f
= f[1]#f[2J”, définie par
pour i 1, 2, ($2 x $4)[jJ. f(x) := f[](x)
sur chaque composante et étendue sur la somme connexe. La notation [i] n’est
utilisée ici que pour pouvoir identifier la copie de 32 x $4 sur laquelle vivent
les différents points critiques. etc. Les fonctions f[i] sont des fonctions de Morse
définies sur chacune des composantes [j] comme en (3.3.3 et 3.3.4). Enfin, nous
perturbons un peu la fonction f, de sorte qu’elle n’ait qu’un unique point cri
tique d’indice 6 en lieu et place de cieux points critiques d’indice 6 et un point
critique d’indice 5. Nous effectuons la même perturbation au niveau du minimum.
Elle admet donc 6 points critiques, dénotés P6, p, p, p, p, Po tels que,
connue en §3.3.1.3, Indj(p) = j et de plus ici p e ($2 x $4)Fj].
104
Représentons ses points critiques et le système de chaînes représentant M(f, g)
(définition 3.25) par le diagramme suivant
P6
Une flèche entre deux points critiques indique que leur variété connectante est
non vide et l’on a spécifié l’élément du système de chaînes représentant sa classe
fondamentale. A nouveau ici, ci et /3 sont les générateurs respectifs de H1(Q$2) et
vus comme éléments de l’homologie de (Q$2 x QS4)[] = ($2 x
pour j = 1 et 2. L’élément
-y dénote ici c /3 + c2 /32. On en déduit que la
différentielle du complexe enrichi envoie le générateur P6 sur
0P6 = 82P6+84P6+36p6 (‘ ®p+ ®p)+(/3 ®p+/32®p)+7®po.
Les éléments c ® p survivent jusqu’à la deuxième page de la suite spectrale
de Morse et leurs invariants spectraux associés respectivement sont
®p) c(p) = f[](P).
De plus,
32(cj ®p) = O et 82P6 = 1 ®P + c2 ®p.
Donc à la troisième page ces deux classes survivent et sont identifiées (puisque
leur somme est un bord)
[‘ ® p] = [ 0 p] 0.
On en déduit que l’invariant spectral associé est
0p) = min{f[l](p), f[2](P)}. (4.2.2)
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On est doue capable de produire aisément un exemple pour lequel
®p) <2(a ®p) = c(p)
en perturbant légèrement f[21 autour de p.
Remarque 4.30. A nouveau, cet exemple se transporte à un exemple de type
Floer, dans le cotangent de ($2 x 34)#($2 x $4) grâce
— à l’isomorphisme dû à floer et décrit en §1.2.3 et
— à la remarque 3.30.
Le fait que les différences d’action entre les points critiques de f (vus comme
des points d’intersection entre les deux lagrangiens que sont le graphe de df et
la section nulle dans le cotangent) soient égales aux différences de valeurs de la
fonction de Morse f elle-même, rend l’adaptation à ce cas totalement immédiate.
4.2.2. Démonstration du théorème 4.24
Dans cette section, nous justifions la définition et la non nullité de la quan
tité géométrique r(L, L’). Ensuite nous démontrons le théorème 4.24, donnant
un moyen de distinguer les invariants spectraux lagrangiens d’ordre supérieur
dès qu’une différentielle non triviale apparaît dans la suite spectrale Ex (L) et
comparant la différence entre ces invariants à r(L, L’).
4.2.2.1. Existence de ta quantité géométrique r(L, L’)
Soit (M, w) une variété symplectique de dimension 2n. On se donne deux la
grangiens transverses dont l’intersection est non vide. Soit x L n L’, nous justi
fions ci-dessous l’existence d’un plongement symplectique de la boule 3(0, 6) C C
vérifiant les conditions (4.2.1). Les trois étapes suivantes sont illustrées en figure
4.5.
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1. On se Tamène à (T*L,wcan). Par le théorème (le Weinstein (théorème 1.4), il
existe un voisillage U de L daiis M, un voisinage V de (T*L)o (la section nulle de
T*L) et un symplectomorphisme ç5 : U —* V tel que «L) = (T*L)o.
Comme préserve la forme symplectique, la composante connexe de «L’ nU)
contenant ç5(x) est un lagrangien de T*L et étant un difféomorphisme, l’inter
section des images reste transverse en ç5(x). On peut donc supposer que (lvi, w)
(T*L, wcan) avec L la section ilulle et que L’ est un lagrangien transverse à L en
. On se ramène à (R2’, wo). L’hypothèse de transversalité signifie que localement,
dans un voisinage ouvert de x, W C T*L, L’ est le graphe d’une application
f :TLnW—L:
L’nW={(f(x),x) E (L,TLflW)}CT*L.
Quitte à rétrécir W, on peut supposer que W n L est un ouvert trivialisant de L
comme
base du fibré T*L: on peut donc considérer W comme un ouvert de (W n
L)xW
— variété: W peut être vu comme un ouvert de (R2 wo), contenant O tel que
i. L = W n ({0} x
ii. L’ est le graphe d’une fonction f: R — R telle que f(0) 0.
3. Le cas (R2 wo). Dénotons par ‘/‘ : ‘ JE2n, le difféomorphisme défini par
(x,y) = (x,y-f(x)).
Il préserve w puisque (on exhibe le calcul pour n = 1 par souci de simplification,
il est identique dans le cas n > 1)
= *(dx A dy) = d(ni o ) A d(n2 o
où rr1 et n2 sont les projections sur les coordonnées. Il vient
= dx A (dy — f’(x)dx) = dx A dy w.
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De plus, on a clairement
/(0, y) = (0, y) = b(L) = L,
,
f(x)) (x, 0) (L’) = R72 x {0}.
Ceci signifie que l’on a trouvé un voisinage ouvert U’ de x E M, symplectomorphe
à un voisinage ouvert V’ de 0 de C’2 tel que les intersections L n U’ et L’ fl U’
correspondent respectivement aux n—plans R’2 z {0} et {0} z R’2 (intersectés avec
V’). L’ouvert V’ contient une boule, centrée en 0, de rayon E > 0. Cette boule
transportée par le symplectomorphisme inverse vérifie donc les conditions (4.2.1).
En un point d’intersection quelconque un tel plongement existe donc.
M T*L
—-- C’
/JçL L
TL L
FIG. 4.5. Construction de r(L, L’)
Remarquons que si L fl L’ O, comme L et L’ sont compactes et transverses,
leur intersection est un nombre fini de points. La quantité r(L, L’) est par consé
quent strictement positive.
Remarque 4.31. On rappelle que dans le contexte de l’homologie de Floer la
grangienne et sous nos hypothèses (conditions (1.2.1) sur w et (1.2.8) sur l’indice
de Maslov), l’homologie de Floer lagrangienne est isomorphe à l’homologie de L
et est par conséquent non triviale. L’intersection entre L et tout autre lagrangien
L’ isotope par une isotopie hamiltonienne est donc non vide.
La quantité géométrique r(—,
—) vérifie évidemment deux propriétés qui se
ront d’intérêt pour la suite.
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Lemme 4.32. Pour tous deux lagrangiens compacts dont l’intersection est non
vide et transverse, r(—,
—) vérifie
r(L, L’) = r(L’, L).
De plus, pour tout lagrangien compact L et tout symptectomorphisme ‘/) tel que
l’intersection L n ‘/‘(L) soit non vide et transverse, on a
r(L, (L)) r(L, ‘(L)).
La première identité est évidente puisque qu’il existe un symplectomorphisme
de C” échangeant IR’’ et iR’2. La seconde vient de ce que l’image par le sym
plectomorphisme de tout plongement satisfaisant les propriétés (4.2.1) pour la
paire (/r4(L), L) les vérifie pour la paire (L, ‘/‘(L)). On conclut avec la première
affirmation.
4.2.2.2. Démonstration du théorème
Dans ce paragraphe, nous prouvons le théorème 4.24. Nous rappelons que ce
théorème donne un moyen de détecter des différences entre les invariants spec
traux d’ordre supérieur et de minorer leur différence en fonction de r(L, L’).
Remarque 4.33. Comme nous avons un large choix d’espaces X, et d’applica
tions t, apparaissant dans la construction de la suite spectrale E (L), ce théorème
conduit à de nombreux exemples. Le corollaire 4.26 illustre bien ce fait.
De plus, lorsqu’il est possible de choisir X L, la seconde page de EL (L) est
non triviale. En outre, cette suite spectrale converge vers l’homologie d’un espace
contractile (par le théorème 3.19). Aillsi de nombreuses différentielles non nulles
apparaissent (voir la section 4.2.1 pour un tel exemple).
DÉMoNsTRATION. (théorème 4.24) Cette preuve se fait en deux étapes. Dans
un premier temps, on commence par montrer que la condition donnée par la
non trivialité d’une différentielle à la page r de la suite spectrale implique, pour
toute structure presque complexe, l’existence d’orbites de différence d’indices r,
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reliées par une trajectoire de Floer dont l’énergie minore la différence entre leurs
invariants spectraux respectifs (formule (4.2.3) ci-dessous). Ensuite on fixe une
structiure presque complexe adaptée aux propriétés définissant la constante géo
métrique r(L, L’) pour obtenir le résultat.
Première étape — On se donne un hamiltonien H tel que L = /i(L’) et
une structure presque complexe J de sorte que la paire (H, J) soit régulière. On
rappelle qu’en §3.3.2 nous avons dénoté par 7 l’extension du morphisme P55
aux suites spectrales de Barraud—Cornea. Dénotons par
a 7@) E Efq(L, L; H, J; X) et b = ‘(/3) E Ef_r,q±r_i(L, L; H, J: X).
Par hypothèse, ces éléments satisfont &a = b 0. Dans toute la suite de cette
démonstration, nous allons dénoter l’action AHT) par A. On rappelle enfin que les
applications d’inclusion et de projection
CFV(L, L; H, J) —* CF(L, L; H, J) et
pV: CF(L. L; H. J) —* Cf(L, L; H, J)
du complexe filtré dans le complexe total et du complexe total vers le quotient,
induisent des morphismes (également dénotés jv et pj entre les suites spectrales
correspondantes.
Soit e un (petit) nombre réel strictement positif. Posons
y
= cii(; L, H, J, j) — e.
Par définition de J[1](/3; L, H, J, 7]), nOils savons que pv(b) 0. Comme pV est
un morphisme de suites spectrales, il vient
dr(pv(a)) =pv(dra) =jf(b)
et donc p’(a) 0. La première inégalité du théorème est démontrée pour les
nombres spectraux relatifs et donc, en introduisant cieux fois JL(1; H, J, ij) avec
des signes opposés, pour les invariants spectraux.
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Rappelons également que, par la collstruction générale d’une suite spectrale
provenant d’une filtration (théorème 3.10), EF’q(L, L; H, J; X) est constitué de
classes d’équivalence d’éléments de FpCq dont le bord appartient à Fp_rCq_i.
On peut donc, par définition de [tï(cï; L, H, J, î), choisir un représentant de a,
Zk<p Tk 0 7k, tel que
Tk®7k E p+q_k0CFk(L,I,J),
Vk, Â(7k) [ij(c; L, H, J, i) + E.
Supposons que pour tout 7 e I(L, L; i, H) tel que Â(7) > u(/3; L, H, J, 77)—2E,
l’espace de module M7k(L, L; H, J) soit vide pour tout k. On en déduit quep”(a)
est un cycle d’ordre (r — 1) dans la suite spectrale EF>”(L, L; H, J; X). De plus
son image par la r—ème différentielle est bien définie est doit être 0. Ceci contredit
le fait que pY(b) 0.
Il existe donc un élément 7o E I(L, L; i, H) et un indice k tel que
A(70) X,[1](/3; L, H, J, 7]) — 2E et M7k,O(L, L; H, J) O.
On en déduit qu’il existe une trajectoire de Floer u e M7k,o (L, L; H, J) et que
son énergie vérifie
E(u) = Â(7k) — A(7o) [ij(c; L, H, J, 7])
—
,[1](!3; L, H, J 77) + 3E.
Rappelons enfin que le morphisme de naturalité identifie des trajectoires de
Floer de même énergie. Comme, de plus, E peut être choisi arbitrairement petit, on
obtient l’existence, pour toute structure presque complexe J, de deux points d’in
tersection Xj et yj E L n L’ et d’une trajectoire de floer flj e L’; 0, f)
tels que
E(u) X,[l]@; L, H, J, 77)
—
EX,[11(/3; L, H, J, 7])
et donc à nouveau:
E(’uj) <[t] (ce; L, L’)
—
c (/3; L, L’) (4.2.3)
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(rappelons que f J est le pullback de la structure presque complexe J par
la famille de clifféomorphismes hamiltoniens, q comme décrit en §1.3.2).
Seconde étape — Fixons à présent > 0 et posons r6 : r(L, L’)
— . Nous
choisissons {e x L n L’} une famille finie de plongements de la boule standard
de C de rayon 3(0, r6), comme en définition 4.23 i.e. satisfaisant (4.2.1)
i. (e)K(w) =w0 and e(0) =x,
ii. (e)’(L) = W’ n 3(0, r6) and (e)’(L’) iW’ fl 3(0, r6).
Choisissons J6 une structure presque complexe qui coïncide sur l’image des pion
gements ime avec les transportées des structures presque complexes (e)Jo.
Remarquons que si J6 n’est pas régulière, nous pouvons choisir une suite de
structures presque complexes, {J}, telle que {J} converge vers J6. Le proces
sus décrit en première étape conduit alors à une suite d’orbites {(x, y-,)},, et à une
suite de trajectoires de Floer (avec, pour tout n, n e L’; 0, fa))
vérifiant l’inégalité (4.2.3).
Comme le cardinal de l’intersection LflL’ est fini, {(x,, yn)} admet une sous-
suite constante, (x, y). En nous restreignant à cette sous-suite, nous obtenons une
sous-suite de trajectoires de Floer {uk}k C JW(L, L’; 0, Jk) ayant à présent les
mêmes extrémités x et y. Comme l’énergie des trajectoires de Floer ne dépend
que de leurs extrémités, du fait de la formule (1.2.6), tous les éléments k de cette
sous-suite ont donc la même énergie. Ainsi, le théorème de compacité de Gromov
implique l’existence d’un trajectoire de Floer limite J6—pseudo-holomorphe, u6,
dont l’énergie satisfait (4.2.3).
Par définition des plongements e, l’aire symplectique est préservée i.e.
Aire(imu6 n ime) = Aire0(e’(imu6 n ime))
où e désigne indépendamment e et e. De plus, par le choix même de la structure
presque complexe J6, e’(im ‘u6flim e) est une courbe Jo—pseudo-holomorphe dont
la frontière s’appuie sur RT’UiRT’U83(0, r6). Elle s’étend donc, par symétrie, à une
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courbe pseudo-holomorphe, contenant 0 dans son intérieur, et dont la frontière
s’appuie sur 83(0, r6), l’aire initiale ayant été multipliée par 4 clans ce processus.
L’inégalité isopérimétrique implique que l’aire de cette nouvelle courbe est au
moins ‘rrr (on pourra se référer à [161 ou à [23j pour des détails à propos de ces
outils standard). Nous obtenons donc
Aire(imn6flime) >
Puisque ceci est vrai pour les deux extrémités et que les plongements ont été
choisis de sorte que im e6 n im e = 0, il vient
E(u) Aire(imu6 fl ime) + Aire(imu6 fl ime) > r.
Ainsi pour tout 1 > 0,
,[t] (; L, L’) — çij (; L, L’) (r(L, L’) —
faire tendre à’ vers O achève donc la démonstration du théorème 4.24. D
4.2.3. Retour sur les invariants d’ordre 2
Nous procédons à présent aux démonstrations des propriétés des invariants
spectraux homologiques définis en section 4.1, induites par le théorème 4.24.
4.2.3.1. Démonstration des corottaires ..25 et .26
Dans un premier temps, nous démontrons la contrepartie homologique du
théorème 4.24. Celle ci nous donne un moyen de distinguer les invariants spectraux
d’ordre 2 les uns des autres dès l’apparition de certaines différentielles non triviales
dans la suite spectrale de Leray—$erre du pullback de la fibration des lacets de
l’espace X au-dessus du lagrangien L.
Démonstration. (Corollaire 4.25) L’hypothèse de (r — 1)—connexité de l’espace
X, implique que les pages s pour 2 < s < r sont toutes identiques à la page 2.
On a donc eu particulier
Eq(L; X) Hq(QX) 0 Hp(L).
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Supposons à présent que dTc O où c e H(L) est identifié avec 1 ® c
E0(L; X) et / dénote x ® /3j avec /3 élément de Hp_r(L). Remarquons que
dès lors que nous avoiis fait le choix d’une base ordonnée {x } de H1 (QX), les
coefficients /3 sont uniquement déterminés. La conclusion du corollaire
Vi, c(; L, L’) — c(; L, L’)> r( L’)2
vient donc immédiatement de la seconde partie du lemme 4.21
cx[tl(l 0 c; L, L’) c(a; L, L’) et
ç,[1](/3; L, L’) = max{c(/; L, L’)}
et du théorème 4.24, appliqué dans ce cas particulier. D
Nous donnons à présent une démonstration du corollaire 4.26 utilisant le théo
rème 4.24. Pour cela, nous rappelons la notion de T4om—duatité puis la définition
des espaces cl ‘Eitenberg—MacLane.
Dans notre cas où Z2 est le corps de coefficients, il existe un isomorphisme
naturel (donné par le théorème des coefficients universels)
H’(Y Z2) Hom(H(Y Z2), Z2), (4.2.4)
pour tout espace topologique Y. En particulier ceci permet de définir pour une
classe non nulle c E Hk(Y) sa classe Hom—dnaÏe, e Hc(Y), correspondant par
l’isomorphisme précédent à un élément (aussi dénoté) e Hom(H(Y), Z2) tel
que (c) = 1 (1 étant ici l’élément non nul de Z2).
Définition 4.34. Etant donné un groupe abélien ic et un entier n, l’espace
d’EiÏenberg—MacLane K(ir, n) est un espace topologique dont tous les groupes
d’homotopie sont triviaux, à part le n—ème, valant 7V.
Ceci implique par le théorème de Hurewicz que tous les groupes d’homologie
H(K(7V,n),7r) sont nuls pour 1 <p < n et H(K(7r,n),7V) = 7V. Dans la suite,
nous noterons par t le générateur de H(K(Z2, n), Z2). Nous regroupons dans
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le lemme suivant les différentes propriétés de ces espaces dont nous allons IIOIIS
servir par la suite.
Lemme 4.35. Les espaces d’Eitenberg—MacLane existent pour tout choix du groupe
abélien n et de l’entier n. Ils satisfont ta propriété suivante
QK(n, n) = K(n, n — 1). (4.2.5)
De plus, pour tout espace topologique Y, it existe un isomorphisme
[Y;K(n,n)]. (4.2.6)
En ce qui concerne l’isomorphisme (4.2.6), rappelons que pour deux espaces
topologiques A et B, la notation [A; B] désigne l’ensemble des classes d’équiva
lence d’homotopie d’applications continues de A dans B. Dans notre cas (n = Z2),
l’isomorphisme est alors donné par l’application
[Y; K(Z2, n)1 IP(Y)
[t] i, 1* (z)
où est la classe Rom—duale de i,. Remarquons que si û H(Y) est une classe
non nulle et que [t] correspond à par cet isomorphisme, alors l(c) =
Dans la preuve suivante, nous allons appliquer ceci, pour Y L, un la
grangien. Nous notons par d E H_k(L) la classe Poincaré duale de la classe
û e Hk(L). De plus, comme précédemment, û e H(L) sera identifié à 1 ® û e
E0(L; X).
Démonstration. (Corollaire 4.26) Donnons nous une classe û e Hk(L), non
nulle, avec k> 1. Nous venons de montrer que sa classe Rom—duale, E
correspond à la classe d’homotopie d’une application t L — K(Z2, k) telle que
= tk, le générateur de Hk(K(Z2, k), Z2) Z2. Par la propriété (4.2.5) des
espaces d’Eilenberg—IVlacLane, il vient
Hk_l(QK(Z2, k), Z2) Hk(K(Z2, k), Z2).
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Il existe donc une différentielle non triviale dans la suite spectrale E (L)
dkc
= tk 0 1 E Hk_l(K(Z2, k), Z2) 0 H0(L).
Le corollaire 4.25, avec X K(Z2, k) qui est (k — 1)—connexe, permet donc de
conclure, pour toute sous-variété lagrangienne L’ := ç51(L), isotope à L que
r(L, L’)2
c(a; L, L’)
— c(1; L, L’) (4.2.7)
avec c(l;L,L’) = O.
Il existe une version cohomologique de la suite spectrale de Leray—$erre E (L)
telle que
i. la différentielle définie à la page r a pour bidegré (r, 1
— T),
ii. les modules de la page r + 1 sont obtenus en prenant la cohomologie des
modules de la page r,
iii. la seconde page admet un produit qui coïncide (du fait de notre choix
d’utiliser des coefficients dans Z2) avec le produit cup sur les classes de
cohomologie.
Nous adaptons la première partie de la démonstration, en remplaçant c par la
classe Hom—duale de son Poincaré dual et K(Z2, k) par K(Z2, n—k). Ainsi dans
la version cohomologique de la suite spectrale E (L), il existe une différentielle
non triviale 1 = &, dès que k <n — 1. Par iii., nous savons que pour
toute classe de cohomologie y,
d(ø7) =dUy.
En posant -y = /3 nous obtenons alors que d’(z 0 c /3) = . Ainsi, dans
EK(z2,_k) (L), la différentielle satisfait
d/3
= Lnk O ( /3).
Le corollaire 4.25 implique alors que
/3; L, L’) <c(/3; L, L’) — nr(L, L’)2
Ceci prouve la première assertion du corollaire 4.26. Prendre /3 = [L] dans cette
inégalité, combiné avec (4.2.7), démontre la seconde. D
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4.2.3.2. Démonstration atternative (et extension) du coroïlaire ./.26
Comme mentionné dans l’introduction de la section 4.2, nous donnons à pré-
sent une démonstration alternative du corollaire 4.26, étendu aux valeurs de k,
1 < k < n
— 1. Cette démonstration est intéressante en soi et repose sur les
espaces de modules définissant la structure de module sur l’homologie de Floer
lagrangienne décrite en section 2.2. Nous ne donnons que peu de détails dans la
mesure où elle est très fortement inspirée du cas hamiltonien [35] avec l’ajout de
l’utilisation de la constailte géométrique r(L, L’) (définition 4.23).
Corollaire 4.26’.
(1.) Pour c Hk(L) et /3 H(L), avec O < k <n et c /3 O, il vient
c( /3; L, L’) <c(/3; L, L’) — r( L’)2
(2.) Si c O est étément de Hk(L) avec O < k < n, ators
r(L, L’)2
<c(; L, L’) <c([L]; L, L’) — nr(L, L’)2
Démonstration. Les espaces de modules permettant de définir la structure de
module sur HF(L, L’) (2.2.1) sont tels que, si p n’est pas le maximum de la
fonction de Morse J choisie, M(p,x);y O implique qu’il existe une trajectoire de
Floer connectant x à y. La première étape est de montrer que, dans ce cas,
2rr(L, L’)2
2
La démonstration de cette étape est la même que dans le cas hamiltonien en
incluant la procédure utilisée lors de la démonstration du théorème 4.24 avec
les structures presque complexes J, définies pour l’occasion. La seconde étape
consiste à prouver que
/3; L, L’) <c(/3; L, L’) — nr( L’)2
dès que c /3 O et c [L] (ceci se déduit directement de la définition même des
invariants spectraux et de l’inégalité précédente). Choisir alors /3 = [L] donne
c(; L, L’) <c([L]; L, L’) — nr( L’)2
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pour toute classe d’homologie non nulle e H(L), avec k < n. Soit E
Ham(M, w) tel que «L) = L’, avec les notations de la proposition 4.8, pour
un tel a [L]’ = 1, il vient
c(’; L, ‘(L)) <c([L]; L, ‘(L)) — n’r ‘(L))2
L’assertion (4.1.6) de cette même proposition donne alors
c([L];L,(L))
- c(;L,(L)) <c([L1;L,’(L)) -
________
De plus, comme c([L]; L, «L)) = c([L]; L, ç5’(L)) (par la proposition 4.8) et
r(L, «L)) = r(L, 1(L)) (par le lemme 4.32),
c(a;L,(L))> nT(L,(L))
Ceci achève la démonstration. D
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