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Abstract. The method of second order relative spectra has been shown to reliably approximate the
discrete spectrum for a self-adjoint operator. We extend the method to normal operators and find opti-
mal convergence rates for eigenvalues and eigenspaces. The convergence to eigenspaces is new, while the
convergence rate for eigenvalues improves on the previous estimate by an order of magnitude.
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1. Introduction
Throughout this manuscript A will be a normal linear operator acting on an infinite dimensional Hilbert
space H. The domain, spectrum, discrete spectrum, essential spectrum, resolvent set and spectral measure
of A will be denote by Dom(A), σ(A), σdis(A), σess(A), ρ(A), and E respectively. Unless otherwise stated
we shall assume that A is bounded. The most commonly used technique for attempting to approximate
the spectrum of a linear operator is the finite-section method: we choose a finite-dimensional subspace
L with corresponding orthogonal projection P , and calculate the eigenvalues of PA|L. If (Ln)n∈N is a
sequence of finite-dimensional subspaces such that the corresponding orthogonal projections (Pn) converge
strongly to the identity operator, then we write (Ln) ∈ Λ. For such a sequence we define the following
limit set
lim
n→∞
σ(PnA|Ln) = {z ∈ C : there exist zn ∈ σ(PnA|Ln) with zn → z}.
For a bounded self-adjoint operator we have
lim
n→∞
σ(PnA|Ln) ⊇ σ(A) and lim
n→∞
σ(PnA|Ln) ⊆ σ(A) ∪ conv(σess(A))
where conv denotes the closed convex hull (see for example [18, Theorem 6.1]). That the limit set contains
σ(A) is encouraging; however, this containment can be strict. We say that a z ∈ ρ(A) is a point of spectral
pollution for (Ln) ∈ Λ if z belongs to the limit set. This constitutes a serious problem since spectral
pollution can occur anywhere inside a gap in the essential spectrum (see [6, Section 2.1], [15, Theorem
2.1], [18, Theorem 6.1]). Consequently, the finite-section method often fails to identify eigenvalues in such
gaps (see for example [1, 2, 9, 19]). The situation for normal operators can be far worse as the following
example shows.
Example 1.1. Let A be the bilateral shift operator acting on H := ℓ2(Z):
if (ak)
∞
k=−∞ ∈ ℓ2(Z) then A(ak)
∞
k=−∞ = (ak−1)
∞
k=−∞.
The operator A is unitary and σ(A) = {z ∈ C : |z| = 1}. Let Ln = span{ek}nk=−n where ek is the sequence
which has zeros in all slots except the kth which has a 1. The {ek}∞k=−∞ form an orthonormal basis for
ℓ2(Z) and hence (Ln) ∈ Λ. We obtain σ(PnA|Ln) = {0} for all n ∈ N. Therefore the limit set does not
even intersect σ(A).
Date: April 2011.
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For self-adjoint operators there are very few techniques available for avoiding pollution. Notable amongst
these is the is the second order relative spectrum (see [11, 16, 17]). To apply this method we must solve the
quadratic eigenvalue problem P (A−zI)2φ = 0 for φ ∈ L\{0}. For a self-adjoint A, we denote the solutions
to this eigenvalue problem by Spec2(A,L). We have the following useful property: if z ∈ Spec2(A,L),
then
(1)
[
Re z − |Im z|,Re z + |Im z|
]
∩ σ(A) 6= ∅
(see [18, Corollary 4.2]). This property can often be significantly improved: if σ(A) ∩ (a, b) = {λ}, D(a, b)
is the open disc with center (a+ b)/2 and radius (b − a)/2, and z ∈ Spec2(A,L) ∩ D(a, b), then
(2)
[
Re z −
|Im z|2
b− Re z
,Re z +
|Im z|2
Re z − a
]
∩ σ(A) = {λ}
(see [20, Theorem 2.1 and Remark 2.2], see also [5, Corollary 2.6] and [12]). The method is also guaranteed
to converge to the discrete spectrum of a self-adjoint operator: if (a, b) ∩ σ(A) ⊂ σdis(A), then we have
(3)
(
lim
n→∞
Spec2(A,Ln)
)
∩ D(a, b) = σdis(A) ∩ (a, b) for all (Ln) ∈ Λ
(see [6, Corollary 8], also [4, Theorem 1]). The method can be traced back to [10] and has been successfully
applied to self-adjoint operators from solid state physics [5], relativistic quantum mechanics [7], Stokes
systems [15], and magnetohydrodynamics [20]. Applying this method to normal operators does not seem
encouraging as the following example shows.
Example 1.2. Let A, H and Ln be as in Example 1.1. We find that zero is the only solution to the
quadratic eigenvalue problem Pn(A− zI)2|Ln all n ∈ N.
For non-self-adjoint operators, the solutions to the quadratic eigenvalue problem P (A − zI)2|L have
received very little attention (see [18]). The failure in Example 1.2 of the solutions to converge to any
points in the spectrum of the operator is highly unsatisfactory and motivates the following definition.
Definition 1.3. Let A be a (possibly unbounded) normal operator and let L be a subspace of Dom(A).
The second order spectrum of A relative to L is the set
Spec2(A,L) := {z ∈ C : there exists a φ ∈ L\{0} with 〈(A− z)φ, (A− z)ψ〉 = 0 for all ψ ∈ L}.
This is a generalisation of the definition which appears in [15] for self-adjoint operators. If A is bounded,
then the second order spectrum of A relative to L is precisely the solutions to the quadratic eigenvalue
problem P (A−zI)(A∗−zI)φ = 0 for φ ∈ L\{0}. We note that for non-self-adjoint operators this definition
differs from that which appears in [18].
In Section 2 we discuss some geometric issues which will cast light on the geometry of the second order
relative spectrum. In Section 3 we linearise the quadratic eigenvalue problem which arises from Definition
1.3. By doing this we are better able to understand how and why the method converges to both eigenvalues
and eigenspaces. In Section 4 we obtain convergence estimates for eigenvalues and eigenspaces. We use
the following notion of the gap between two subspaces L,M⊂ H
δ(L,M) = sup
ψ∈L, ‖ψ‖=1
dist[ψ,M] and δˆ(L,M) = max{δ(L,M), δ(M,L)}
(see for example [14, Section IV.2.1]). For eigenvalues z1, . . . , zm ∈ σdis(A) the corresponding linear
hull of eigenspaces will be denoted L({z1, . . . , zm}). The main result is Theorem 4.9 which applied to a
self-adjoint operator A with z ∈ σdis(A) yields dist[z, Spec2(A,Ln)] = O(δ(L({z}),Ln)). This improves
upon the previous estimate dist[z, Spec2(A,Ln)] = O(δ(L({z}),Ln)
1
2 ) (see [3, 6]). For a z ∈ σdis(A) we
therefore have a sequence zn ∈ Spec2(A,Ln) with |zn − z| = O(δ(L({z}),Ln)). If we combine this with
property (2) we obtain |Re zn − z| = O(δ(L({z}),Ln)
2). This is the same order of convergence to an
arbitrary member of σdis(A) that the finite-section method achieves (see for example [8]). Moreover, we
find approximate eigenspaces Mn({z}) with δˆ(L({z}),Mn({z})) = O(δ(L({z}),Ln)). Again, this is the
same order of convergence that the finite-section method achieves for eigenspaces. However, due to spectral
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pollution, this convergence to eigenspaces in the finite-section method applies only to those eigenvalues
outside conv(σess(A)). The section includes a simple example where the convergence rates are achieved. In
Section 5 we show that the second order spectrum provides enclosures for eigenvalues of normal operators.
The final section extends the results to unbounded operators.
2. Geometric Preliminaries
Throughout this section Σ will be an arbitrary compact subset of C. For an ε > 0 and z ∈ C, we
introduce the following sets
[Σ]ε := {z ∈ C : dist[z,Σ] ≤ ε}, Σz := {(λ− z)(λ− z) : λ ∈ Σ},
and Q(Σ) := {z ∈ C : 0 ∈ conv(Σz)}.
We study these sets because they will give us an insight into the geometry of the second order relative
spectrum. The sets are similar to Σ2z := {(λ − z)
2 : λ ∈ Σ} and Q2(Σ) := {z ∈ C : 0 ∈ conv(Σ2z)} which
were introduced in [18]. Our reason for studying Σz and Q(Σ) - rather than Σ2z and Q2(Σ) - is that our
definition of the second order relative spectrum differs from that used in [18].
The assertions of the following lemma follow immediately from the definition of Q(Σ).
Lemma 2.1. Let Σ be a compact subset of C, then Σ ⊂ Q(Σ), Σ ∩ R = Q(Σ) ∩ R, and z ∈ Q(Σ) if and
only if z ∈ Q(Σ).
Let λ1, λ2 ∈ C, then Q({λj}) = {λj, λj} and z ∈ Q({λ1, λ2}) if and only if for some t ∈ [0, 1] we have
(4) t(|λ1|
2 − 2zRe λ1 + z
2) + (1− t)(|λ2|
2 − 2zRe λ2 + z
2) = 0.
Consider the curves γ(λ1, λ2)
±(·) : [0, 1]→ C defined by
γ(λ1, λ2)
±(t) := tRe λ1 + (1− t)Re λ2 ±
√
(tRe λ1 + (1 − t)Re λ2)2 − t|λ1|2 − (1− t)|λ2|2
= tRe λ1 + (1 − t)Re λ2 ± i
√
t(1− t)(Re λ1 − Re λ2)2 + t(Im λ1)2 + (1− t)(Im λ2)2,
and set γ(λ1, λ2)
± = {z ∈ C : z = γ(λ1, λ2)±(t) for some t ∈ [0, 1]}. It follows from (4) that Q({λ1, λ2}) =
γ(λ1, λ2)
+ ∪ γ(λ1, λ2)−. If Re λ1 = Re λ2 then clearly γ(λ1, λ2)+ is the straight line between Re λ1 +
i|Im λ1| and Re λ2 + i|Im λ2|, and γ(λ1, λ2)
− is the straight line between Re λ1 − i|Im λ1| and Re λ2 −
i|Im λ2|. If Re λ1 6= Re λ2 then for any t ∈ [0, 1] we find that∣∣∣∣γ(λ1, λ2)±(t)− |λ2|2 − |λ1|22(Re λ2 − Re λ1)
∣∣∣∣
2
=
(|λ2|2 − |λ1|2)2
4(Re λ2 − Re λ1)2
− Re λ2
|λ2|2 − |λ1|2
(Re λ2 − Re λ1)
+ |λ2|
2,
therefore γ(λ1, λ2)
± are arcs of the circle with center c and radius r where
(5) c =
|λ2|2 − |λ1|2
2(Re λ2 − Re λ1)
and r2 =
(|λ2|2 − |λ1|2)2
4(Re λ2 − Re λ1)2
− Re λ2
|λ2|2 − |λ1|2
(Re λ2 − Re λ1)
+ |λ2|
2.
If L is the line segment between Re λ1+ i|Im λ1| and Re λ2+ i|Im λ2|, then the real number c is the point
where the perpendicular bisector of L meets the real line. The radius r is then the distance between c and
Re λ1±i|Im λ1| (and Re λ2±i|Im λ2|). Now let λ1, λ2, λ3 ∈ Σ with Re λ1 ≤ Re λ2 ≤ Re λ3. It follows that
either λ2 ∈ γ(λ1, λ3)−∪γ(λ1, λ3)+ and γ(λ1, λ3)± = γ(λ1, λ2)±∪γ(λ2, λ3)±, or λ2 /∈ γ(λ1, λ3)−∪γ(λ1, λ3)+
and
γ(λ1, λ3)
+ ∩
(
γ(λ1, λ2)
+ ∪ γ(λ2, λ3)
+
)
=
{
Re λ1 + i|Im λ1|,Re λ3 + i|Im λ3|
}
,
γ(λ1, λ3)
− ∩
(
γ(λ1, λ2)
− ∪ γ(λ2, λ3)
−
)
=
{
Re λ1 − i|Im λ1|,Re λ3 − i|Im λ3|
}
.
Let q(λ1, λ2, λ3)
± := γ(λ1, λ2)
±∪γ(λ2, λ3)±∪γ(λ1, λ3)±, then q(λ1, λ2, λ3)+ and q(λ1, λ2, λ3)− are simple
closed curves. We denote the closed interiors of these curves by int(q(λ1, λ2, λ3)
±). Figures 1-3 show
int(q(λ1, λ2, λ3)
±) for three different situations.
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Figure 1. The shaded region above and below the real line are int(q(1, 2, 4)+) and
int(q(1, 2, 4)−), respectively. The regions are enclosed by the arcs γ(1, 2)±, γ(1, 4)± and
γ(2, 4)±.
Theorem 2.2. Let Σ be a compact subset of C, then
(6) Q(Σ) =
{
z ∈ C : there exist λ1, λ2, λ3 ∈ Σ such that z ∈ int(q(λ1, λ2, λ3)
+) ∪ int(q(λ1, λ2, λ3)
−)
}
.
Proof. Let z belong to the left hand side of (6) and without loss of generality suppose that Im z ≥ 0. It
follows from the definition of Q(Σ) that there exist λ1, λ2, λ3 ∈ Σ where Re λ1 ≤ Re λ2 ≤ Re λ3, such
that
(7) 0 ∈ conv(|λ1|
2 − 2zRe λ1 + z
2, |λ2|
2 − 2zRe λ2 + z
2, |λ3|
2 − 2zRe λ3 + z
2).
From (7) it follows that for some sˆ, tˆ ∈ [0, 1] we have
0 = tˆ(|λ1|
2 − 2zRe λ1 + z
2) + (1− tˆ)sˆ(|λ2|
2 − 2zRe λ2 + z
2) + (1− tˆ)(1 − sˆ)(|λ3|
2 − 2zRe λ3 + z
2),
from which we obtain
Re z = tˆRe λ1 + (1− tˆ)sˆRe λ2 + (1− tˆ)(1 − sˆ)Re λ3
Im z =
√(
sˆtˆ(1− tˆ)(Re λ1 − Re λ2)
2 + tˆ(1− tˆ)(1− sˆ)(Re λ1 − Re λ3)
2
+ (1 − tˆ)2sˆ(1− sˆ)(Re λ2 − Re λ3)
2 + tˆ(Im λ1)
2 + (1− tˆ)sˆ(Im λ2)
2 + (1− tˆ)(1− sˆ)(Im λ3)
2
)
.
For some t0 ∈ [0, 1] we have Re z = t0Re λ1 + (1− t0)Re λ3. We assume that Re λ1 < Re λ2 < Re λ3, the
case where Re λ1 = Re λ2 and/or Re λ2 = Re λ3 being treated similarly. If t0 = 1, then tˆ = 1 and sˆ = 0,
so that z = λ1 ∈ γ(λ1, λ2)+ ⊂ int(q(λ1, λ2, λ3)+). Similarly, if t0 = 0 we have z = λ3 ∈ int(q(λ1, λ2, λ3)+).
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Figure 2. The shaded region above and below the real line are int(q(1 + 2.5i, 2+ i, 4)+)
and int(q(1 + 2.5i, 2 + i, 4)−), respectively. The regions are enclosed by the arcs γ(1 +
2.5i, 2 + i)±, γ(1 + 2.5i, 4)± and γ(2 + i, 4)±.
Suppose now that t0 ∈ (0, 1). We assume that Re z ∈ [Re λ1,Re λ2], the case were Re z ∈ [Re λ2,Re λ3]
being treated similarly. Define
s(t) =
(t0 − t)(Re λ1 − Re λ3)
(1 − t)(Re λ2 − Re λ3)
and t1 =
Re z − Re λ2
Re λ1 − Re λ2
,
and consider z(t) ∈ C where
Re z(t) = tRe λ1 + (1− t)s(t)Re λ2 + (1− t)(1 − s(t))Re λ3
Im z(t) =
√(
s(t)t(1− t)(Re λ1 − Re λ2)
2 + t(1− t)(1 − s(t))(Re λ1 − Re λ3)
2
+ (1− t)2s(t)(1 − s(t))(Re λ2 − Re λ3)
2 + t(Im λ1)
2
+ (1− t)s(t)(Im λ2)
2 + (1 − t)(1− s(t))(Im λ3)
2
)
.
It is straightforward to verify that t1 ≤ t0, z(t1) ∈ γ(λ1, λ2)+, z(t0) ∈ γ(λ1, λ3)+, Re z(t) = Re z and
0 ≤ s(t) ≤ 1 for all t ∈ [t1, t0]. Also, we have
d
dt
Im z(t) =
(
− |λ1|
2 +
Re λ1 − Re λ3
Re λ2 − Re λ3
|λ2|
2 +
Re λ2 − Re λ1
Re λ2 − Re λ3
|λ3|
2
)/
Im z(t).
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Figure 3. The shaded region above and below the real line are int(q(1+2.5i, 2+i, 4+2i)+)
and int(q(1 + 2.5i, 2 + i, 4 + 2i)−), respectively. The regions are enclosed by the arcs
γ(1 + 2.5i, 2 + i)±, γ(1 + 2.5i, 4 + 2i)± and γ(2 + i, 4)±.
In particular we note that for t ∈ (t1, t0) the sign of the derivative does not change. It follows that
z(t) ∈ int(q(λ1, λ2, λ3)+) for all t ∈ [t1, t0]. It will now suffice to show that tˆ ∈ [t1, t0]. If tˆ > t0, then
Re z = tˆRe λ1 + (1 − tˆ)(sˆRe λ2 + (1− sˆ)Re λ3)
< t0Re λ1 + (1− t0)(sˆRe λ2 + (1− sˆ)Re λ3)
< t0Re λ1 + (1− t0)Re λ3
which is a contradiction since the right hand side equals Re z. If tˆ < t1, then
Re z = tˆRe λ1 + (1 − tˆ)(sˆRe λ2 + (1− sˆ)Re λ3)
> t1Re λ1 + (1− t1)(sˆRe λ2 + (1− sˆ)Re λ3)
> t1Re λ1 + (1− t1)Re λ2,
which is a contradiction since the right hand side equals Re z (since s(t1) = 1). We deduce that Q(Σ) is
contained in the right hand side of (6).
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Now let z belong to the right and side of (6). Without loss of generality we suppose that Im z ≥ 0. It
follows from the above that for some s, t ∈ [0, 1] we have
Re z = tRe λ1 + (1− t)sRe λ2 + (1− t)(1 − s)Re λ3
Im z =
√(
st(1− t)(Re λ1 − Re λ2)
2 + t(1− t)(1− s)(Re λ1 − Re λ3)
2
+ (1 − t)2s(1− s)(Re λ2 − Re λ3)
2 + t(Im λ1)
2 + (1− t)s(Im λ2)
2 + (1− t)(1− s)(Im λ3)
2
)
.
Therefore
0 = t(|λ1|
2 − 2zRe λ1 + z
2) + (1− t)s(|λ2|
2 − 2zRe λ2 + z
2) + (1− t)(1 − s)(|λ3|
2 − 2zRe λ3 + z
2),
so that 0 ∈ conv(|λ1|2 − 2zRe λ1 + z2, |λ2|2 − 2zRe λ2 + z2, |λ3|2 − 2zRe λ3 + z2), and z ∈ Q(Σ). 
Corollary 2.3. Let ε > 0, then Q([Σ]ε) = [Q(Σ)]ε and dist(0, conv(Σz)) ≥ ε2 for any z /∈ [Q(Σ)]ε.
Proof. Let λ1, λ2, λ3 ∈ Σ. The region int(q(λ1, λ2, λ3)±) is that enclosed by γ(λ1, λ2)±, γ(λ2, λ3)± and
γ(λ1, λ3)
±, where the γ(λi, λj)
± are either straight lines or arcs of circles centered on the real line (see
(5)). Evidently, γ(λˆi, λˆj)
± ⊂ [γ(λi, λj)
±]ε for any λˆj ∈ {z : |λj − z| ≤ ε}, therefore Q([Σ]ε) ⊂ [Q(Σ)]ε
follows from Theorem 2.2.
For any z ∈ [int(q(λ1, λ2, λ3)±)]ε we have either: z ∈ int(q(λ1, λ2, λ3)±), or z ∈ γ(λˆi, λˆj)± for λˆi ∈ [λi]ε
and λˆj ∈ [λj ]ε. In either case we have z ∈ int(q(λˆ1, λˆ2, λˆ3)±) for some λˆj ∈ [λj ]ε, therefore Q([Σ]ε) ⊃
[Q(Σ)]ε follows from Theorem 2.2.
For the last assertion we suppose that z /∈ [Q(Σ)]ε and dist(0, conv(Σz)) < ε2. Then for some λ1, λ2 ∈ Σ
and t ∈ [0, 1], we have
ε2 > |t(λ1 − z)(λ1 − z)− (1− t)(λ2 − z)(λ2 − z)| = |z − γ
+(λ1, λ2)(t)||z − γ
−(λ1, λ2)(t)|.
Since γ±(λ1, λ2)(t) ∈ Q(Σ) we obtain a contradiction. 
3. Linearisation
A quadratic eigenvalue problem can be expressed as a linear eigenvalue problem for a block operator
matrix, and for this reason we consider the following operator
T :=
(
A+A∗ −A∗A
I 0
)
: H⊕H → H⊕H.
We note that a direct calculation verifies that for any non-zero w ∈ ρ(T ) we have
(8) (T − w)−1 =
(
−w(A∗ − wI)−1(A− wI)−1 (A∗ − wI)−1(A− wI)−1A∗A
−(A∗ − wI)−1(A− wI)−1 −w−1 + w−1(A∗ − wI)−1(A− wI)−1A∗A
)
,
For an eigenvalue z ∈ σdis(T ) the corresponding spectral subspace will be denoted by M({z}), and recall
that for an eigenvalue z ∈ σdis(A) the corresponding spectral subspace is denoted by L({z}). In the
statement of the following lemma we consider a z ∈ σdis(A) ∪ σdis(A∗), together with the eigenspaces
L({z}) and L({z}). The latter is therefore the eigenspace associate to A and z, so that L({z}) contains
non-zero vectors if and only if z ∈ σdis(A).
Lemma 3.1. We have σ(T ) = σ(A) ∪ σ(A∗). If z ∈ σdis(A) ∪ σdis(A∗) with L({z}) = span{φ1, . . . , φk}
and L({z}) = span{φk+1, . . . , φk+m}, then z, z ∈ σdis(T ) and
M({z}) = span
{(
zφ1
φ1
)
, . . . ,
(
zφk+m
φk+m
)}
if z /∈ R(9)
M({z}) = span
{(
0
φ1
)
,
(
φ1
0
)
, . . . ,
(
0
φk+m
)
,
(
φk+m
0
)}
if z ∈ R.(10)
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Proof. Let z ∈ ρ(A) ∪ ρ(A∗) and x, y ∈ H. If we set
v = (A− z)−1(A∗ − z)−1[(A+A∗ − z)y − x] and u = zv + y,
then a direct calculation shows that
(T − z)
(
u
v
)
=
(
x
y
)
,
and therefore ρ(T ) ⊃ ρ(A) ∪ ρ(A∗).
Suppose now that z ∈ σ(A) ∪ σ(A∗). Since A is normal, there exist normalised vectors ψn such that
either (A− z)ψn → 0 or (A
∗ − z)ψn → 0. It is then straightforward to show that
(T − z)
(
zψn
ψn
)
→
(
0
0
)
,
and therefore σ(T ) ⊃ σ(A) ∪ σ(A∗). The first assertion follows.
Now let z ∈ σdis(A)∪σdis(A∗). We assume that z /∈ R, the case where z ∈ R being treated similarly. Let
Γ be a circle which does not pass through zero, and which encloses z but no other member of σ(A)∪σ(A∗).
Using (8), the spectral subspace associated to z is given by the range of the spectral projection
(11)
Q(z) := −
1
2πi
∫
Γ
(
−w(A∗ − wI)−1(A− wI)−1 (A∗ − wI)−1(A− wI)−1A∗A
−(A∗ − wI)−1(A− wI)−1 −w−1 + w−1(A∗ − wI)−1(A− wI)−1A∗A
)
dw.
Let x, y, u, v ∈ H with
(12)
(
x
y
)
⊥ span
{(
φ1
0
)
,
(
0
φ1
)
, . . . ,
(
φk+m
0
)
,
(
0
φk+m
)}
,
Using (11), (12) and the Cauchy-Goursat Theorem, we obtain〈
Q(z)
(
x
y
)
,
(
u
v
)〉
= −
1
2πi
∫
Γ
〈
(T − w)−1
(
x
y
)
,
(
u
v
)〉
dw = 0.
We deduce that
Range(Q(z)) ⊆ span
{(
φ1
0
)
,
(
0
φ1
)
, . . . ,
(
φk+m
0
)
,
(
0
φk+m
)}
,
and since
(T − z)
(
zφj
φj
)
=
(
0
0
)
and (T − z)
(
zφj
φj
)
=
(
0
0
)
for j = 1, . . . , k +m,
the result follows. 
For an arbitrary finite dimensional subspace L with corresponding orthogonal projection P , we consider
the block operator matrix
SL :=
(
P (A+A∗) −PA∗A
I 0
)
: L⊕ L → L⊕ L.
Lemma 3.2. Let L be a finite dimensional subspace with corresponding orthogonal projection P , then
σ(SL) = Spec2(A,L).
Proof. Let z ∈ σ(SL), then there exist φ, ψ ∈ L such that
SL
(
ψ
φ
)
= z
(
ψ
φ
)
and
(
ψ
φ
)
6=
(
0
0
)
.
Therefore ψ = zφ and hence zP (A+A∗)φ − PA∗Aφ = z2φ. It follows that 〈(A − z)φ, (A− z)ψ〉 = 0 for
all ψ ∈ L, and therefore z ∈ Spec2(A,L).
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Let z ∈ Spec2(A,L), then there exists a φ ∈ L\{0} such that 〈(A− z)φ, (A− z)ψ〉 = 0 for all ψ ∈ L. It
follows that PA∗Aφ− P (A+A∗)φ + z2φ = 0 so that
SL
(
zφ
φ
)
= z
(
zφ
φ
)
,
and therefore z ∈ σ(SL). 
It will be useful to note that for any non-zero w ∈ ρ(SL) we have
(13) (SL − w)
−1 =
(
−w[P (A∗ − wI)(A − wI)]−1 [P (A∗ − wI)(A − wI)]−1PA∗A
−[P (A∗ − wI)(A − wI)]−1 −w−1 + w−1[P (A∗ − wI)(A − wI)]−1PA∗A
)
.
For a basis {ψ1, . . . , ψd} of L, we consider the matrices
(14) Bi,j = 〈Aψj , Aψi〉, Li,j = 〈(A +A
∗)ψj , ψi〉, and Mi,j = 〈ψj , ψi〉.
The matrices B,L and M each defines an operator on L in a natural way:
(15) Bψ =
∑
i
〈Aψ,Aψi〉ψi, Lψ =
∑
i
〈(A +A∗)ψ, ψi〉ψi, and Mψ =
∑
i
〈ψ, ψi〉ψi.
We note that
(16) SL =
(
M−1 0
0 M−1
)(
L −B
M 0
)
.
4. The limit set and Convergence Rates
With the exception of the last assertion in Theorem 4.6, the results in Section 4.1 are known for
self-adjoint operators (see [4, 6, 18]). We refine and extend these results to normal operators.
4.1. The Limit Set.
Lemma 4.1. Let L be a finite dimensional subspace, then σ(SL) ⊂ Q(σ(A)) and for any z /∈ Q(σ(A)) we
have
|〈(A− z)ψ, (A− z)ψ〉| ≥ dist[z,Q(σ(A))]2‖ψ‖2 for all ψ ∈ H.
Proof. Suppose z /∈ Q(σ(A)). From Corollary 2.3 we have dist(0, conv(σ(A)z)) ≥ dist[z,Q(σ(A))]
2, then
it follows that for some θ ∈ [0, 2π) we have Re eiθ(λ− z)(λ− z) ≥ dist[z,Q(σ(A))]2 for all λ ∈ σ(A). Thus
Re eiθ〈(A− z)ψ, (A− z)ψ〉 =
∫
σ(A)
Re eiθ(λ− z)(λ− z) d〈Eλψ, ψ〉 ≥ dist[z,Q(σ(A))]
2‖ψ‖2,
from which both assertions follow. 
Lemma 4.2. Let ε > 0 and σ(A)\[σess(A)]ε = {z1, . . . , zm}. For any e ∈ σess(A) the operator
(17) Aˆ := A+
m∑
j=1
(e− zj)E({zj}) satisfies Q(σ(Aˆ)) ⊆ [Q(σess(A))]ε.
Proof. Evidently, σ(Aˆ) ⊂ [σess(A)]ε, therefore the assertion follows from Corollary 2.3. 
For a z ∈ σ(SL) we denote the corresponding spectral subspace by ML({z}).
Lemma 4.3. Let L be a finite dimensional subspace, ε > 0 and σ(A)\[σess(A)]ε = {z1, . . . , zm}. If
L({z1, . . . , zm}) ⊆ L, then
(18) σ(SL) ∩
(
C\[Q(σess(A))]ε
)
= {z1, z1, . . . , zm, zm}.
Moreover, ML(zj) and ML(zj) are given by (9) if zj /∈ R, and by (10) if zj ∈ R.
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Proof. That zj , zj ∈ σ(SL) is obvious. Suppose z /∈ [Q(σess(A))]ε ∪ {z1, z1, . . . , zm, zm} and z ∈ σ(SL).
Let φ1, . . . , φs form a basis of eigenvectors for L({z1, . . . , zm}). For some non-zero ψ ∈ L we have 〈(A −
z)ψ, (A− z)φ〉 = 0 for all φ ∈ L. In particular, for any 1 ≤ j ≤ s we have
0 = 〈(A− z)ψ, (A− z)φj〉 = (zk − z)(zk − z)〈ψ, φj〉 for some zk ∈ {z1, . . . , zm},
and we deduce that ψ ⊥ L({z1, . . . , zm}). With Aˆ given by (17), it follows from Lemma 4.1 and Lemma
4.2 that 〈(Aˆ − z)ψ, (Aˆ − z)ψ〉 6= 0. However, since ψ ⊥ L({z1, . . . , zm}) we have 〈(A − z)ψ, (A − z)ψ〉 =
〈(Aˆ− z)ψ, (Aˆ− z)ψ〉, and (18) follows from the contradiction.
For the second assertion we assume that zj /∈ R, the case where zj ∈ R being treated similarly. Let
zj and zj have multiplicities k and l (as eigenvalues of A), respectively. After a possible relabeling let
L({zj}) = span{φ1, . . . , φk} and L({zj}) = span{φk+1, . . . , φk+l}. Evidently, we have
(SL − zj)
(
zjφh
φh
)
=
(
0
0
)
for 1 ≤ h ≤ k + l.
Then if for some x, y ∈ L and 1 ≤ h ≤ k + l we have
(SL − zj)
(
x
y
)
=
(
zjφh
φh
)
, then x = φh + zjy and P (A− zj)(A
∗ − zj)y = 2iIm zjφh
where P is the orthogonal projection onto L. The last term implies that y = 0, therefore x = φh and
P (A+A∗ − zj)φh = zjφh which is a contradiction. We have shown that
ML({zj}) ⊇ span
{(
zjφ1
φ1
)
, . . . ,
(
zjφk+l
φk+l
)}
and that equality can only fail if
(19) (SL − zj)
(
zjφ
φ
)
=
(
0
0
)
for some φ ∈ L, φ /∈ L({z1, z1, . . . , zm, zm}).
Suppose (19) holds and let ψ = (I − E({zj , zj}))φ. Then ψ ∈ L\{0} and
(SL − zj)
(
zjψ
ψ
)
=
(
0
0
)
⇒ P (A− zj)(A
∗ − zj)ψ = 0.
Clearly ψ ⊥ L({zj , zj}), and arguing as above it follows that ψ ⊥ L({z1, . . . , zm}). Therefore 〈(A −
z)ψ, (A− z)ψ〉 = 〈(Aˆ − z)ψ, (Aˆ− z)ψ〉 and again Lemma 4.1 and Lemma 4.2 yield a contradiction. 
For an ε > 0 with σ(A)\[σess(A)]ε = {z1, . . . , zm} we set M0 = max{|e− zj| : e ∈ σess(A) : 1 ≤ j ≤ m}
and define the following functions acting on C\
(
σ(A) ∪ σ(A∗) ∪ [Q(σess(A))]ε
)
f1(z) = max{|z − zj |, |z − zj | : 1 ≤ j ≤ m},
f2(z) = min{|z − zj ||z − zj | : 1 ≤ j ≤ m},
f3(z) = max{|z − e||z − e| : e ∈ σess(A)},
f4(z) = min{|z − e||z − e| : e ∈ σess(A)},
and
(20) α(z) = min
{
1,
f2(z)
f3(z)
}
and β(z) =
2M0f1(z) +M
2
0
f4(z)
(
1 +
‖(A− z)(A∗ − z)‖
dist[z, [Q(σess(A))]ε]2
)
.
Theorem 4.4. Let L be a finite dimensional subspace with corresponding orthogonal projection P . Let
ε > 0 and σ(A)\[σess(A)]ε = {z1, . . . , zm}. For any z /∈ σ(A) ∪ σ(A
∗) ∪ [Q(σess(A))]ε we have
(21) ‖P (A− z)(A∗ − z)Pψ‖ ≥ dist[z, [Q(σess(A))]ε]
2
(
α(z)− β(z)δ(L({z1, . . . , zm}),L)
)
‖Pψ‖
for all ψ ∈ H.
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Proof. Let Aˆ be the operator defined in Lemma 4.2 for some arbitrary e ∈ σess(A). For convenience we
will write A(z) := (A−z)(A∗−z) and Aˆ(z) := (Aˆ−z)(Aˆ∗−z). Consider the following finite rank operator
K(z) := Aˆ(z)−A(z) =
m∑
j=1
(
(zj − z)(e− zj) + (zj − z)(e− zj) + |e− zj |
2
)
E({zj}).
Evidently, ‖K(z)‖ = max{‖K(z)φ‖ : φ ∈ L({z1, . . . , zm}) and ‖φ‖ = 1}, and for any φ ∈ L({z1, . . . , zm}
we have
(22) ‖K(z)φ‖2 ≤ (2M0f1(z) +M
2
0 )
2‖φ‖2 ⇒ ‖K(z)‖ ≤ 2M0f1(z) +M
2
0 .
Let E = E({z1, . . . , zm}), then for any ψ ∈ H
‖ψ − Aˆ(z)−1K(z)ψ‖2 = ‖(I − E)ψ‖2 + ‖Eψ − Aˆ(z)−1[Aˆ(z)−A(z)]Eψ‖2
= ‖(I − E)ψ‖2 + ‖Aˆ(z)−1A(z)Eψ‖2
≥ ‖(I − E)ψ‖2 +
f2(z)
2
f3(z)2
‖Eψ‖2 ≥ α(z)2‖ψ‖2.
Using Lemma 4.1 and Lemma 4.2 we have
‖[PAˆ(z)|L]
−1‖ ≤ dist[z,Q(σ(Aˆ))]−2 ≤ dist[z, [Q(σess(A))]ε]
−2.
Note also that since A is normal and σ(Aˆ) ⊂ σ(A), it follows that ‖Aˆ(z)‖ ≤ ‖A(z)‖. Combining these two
estimates with (22) we obtain for any ψ ∈ H
‖Aˆ(z)−1K(z)ψ − [PAˆ(z)|L]
−1PK(z)ψ‖ ≤ ‖(I − P )Aˆ(z)−1K(z)ψ‖
+ ‖PAˆ(z)−1K(z)ψ − [PAˆ(z)|L]
−1PK(z)ψ‖
≤
‖(I − P )K(z)Eψ‖
|e− z||e− z|
+ ‖[PAˆ(z)|L]
−1‖‖Aˆ(z)PAˆ(z)−1K(z)Eψ −K(z)Eψ‖
≤
‖(I − P )K(z)‖
f4(z)
‖ψ‖
+ ‖[PAˆ(z)|L]
−1‖‖Aˆ(z)‖‖K(z)‖‖(I − P )Aˆ(z)−1Eψ‖
≤ β(z)δ(L({z1, . . . , zm}),L)‖ψ‖.
Finally, we have for any ψ ∈ H
‖PA(z)Pψ‖ = ‖PAˆ(z)Pψ − PKψ‖ ≥ ‖[PAˆ(z)|L]
−1‖−1‖Pψ − [PAˆ(z)|L]
−1PKPψ‖
≥ dist[z,Q(σ(Aˆ))]2
(
‖Pψ − Aˆ(z)−1KPψ‖ − ‖Aˆ(z)−1KPψ − [PAˆ(z)|L]
−1PKPψ‖
)
≥ dist[z, [Q(σess(A))]ε]
2
(
α(z)− β(z)δ(L({z1, . . . , zm}),L)
)
‖Pψ‖.

For a sequence of subspaces (Ln) ∈ Λ we shall write Sn instead of SLn . For a z ∈ σ(Sn) we denote
the corresponding spectral subspace by Mn({z}) instead of MLn({z}). For each n ∈ N the orthogonal
projection onto Ln will be denoted Pn.
Corollary 4.5. Let (Ln) ∈ Λ, then(
lim
n→∞
σ(Sn)
)
\Q(σess(A)) ⊂ σdis(A) ∪ σdis(A
∗).
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Proof. Let ε > 0, σ(A)\[σess(A)]ε = {z1, . . . , zm}, and N ∩
(
σ(A)∪σ(A∗)∪ [Q(σess(A))]ε
)
= ∅ where N is
a compact set. We set α = min{α(z) : z ∈ N} and β = max{β(z) : z ∈ N}. There exists an N ∈ N such
that dist[L({z1, . . . , zm}),Ln] < α/β for all n ≥ N . Then it follows from Theorem 4.4 that N ∩σ(Sn) = ∅
for all n ≥ N . 
For z ∈ σ(A)\Q(σess(A)) with dist[z,
(
Q(σess(A)) ∪ σ(A) ∪ σ(A∗)
)
\{z}] = δ, we denote by Mn({z}, r)
the spectral subspace of Sn associated to those eigenvalues enclosed by the circle Γ with center z and
radius r > 0. We will always assume that r < δ, and that Γ ∩ R = ∅ if z /∈ R and that Γ does not pass
through zero if z ∈ R. The corresponding spectral projection we denote by Qn({z}, r). It will be useful
to extend Qn({z}, r) in the following way
Qˆn({z}, r) := Qn({z}, r)
(
Pn 0
0 Pn
)
: H⊕H → Ln ⊕ Ln,
therefore Range(Qˆn({z}, r)) = Range(Qn({z}, r)) = Mn({z}, r). By Lemma 3.1 we have z ∈ σ(T ) with
corresponding spectral subspace given by M({z}) (see (9) and (10)) which is the range of the spectral
projection Q(z) (see (11)).
Theorem 4.6. Let (Ln) ∈ Λ, z ∈ σ(A)\Q(σess(A)) and fix r,Γ as above. For all sufficiently large n ∈ N,
we have Γ ⊂ ρ(Sn) and dimMn({z}, r) = dimM({z}). Moreover, we have Qˆn({z}, r)
s
−→ Q(z) as
n→∞.
Proof. Choose ε > 0 sufficiently small so that Γ ∩ [Q(σess(A))]ε = ∅. Let σ(A)\[σess(A)]ε = {z1, . . . , zm}.
Note that z ∈ {z1, . . . , zm} follows from Corollary 2.3. Let φ1, . . . , φs be an orthonormal basis for
L({z1, . . . , zm}). Set ψn,j = Pnφj and ψn,j(t) = tψn,j + (1 − t)φj where t ∈ [0, 1]. There exists an
N0 ∈ N, such that whenever n > N0 there are vectors {ψn,s+1, . . . , ψn,n˜} ∈ Ln (where n˜ = dim(Ln)) for
which {ψn,1(t), . . . , ψn,s(t), ψn,s+1, ψn,n˜} is a linearly independent set for all t ∈ [0, 1]; see [6, Lemma 3.3].
Let Pn(t) be the orthogonal projection onto Ln(t) := span{ψn,1(t), . . . , ψn,s(t), ψn,s+1, ψn,n˜}, and consider
the following family of block operator matrices
Sn(t) :=
(
Pn(t)(A+A
∗) −Pn(t)A∗A
I 0
)
: Ln(t)⊕ Ln(t)→ Ln(t)⊕ Ln(t).
With α(·) and β(·) given by (20), set α = min{α(w) : w ∈ Γ} and β = max{β(w) : w ∈ Γ}. It follows from
the fact that L({z1, . . . , zm}) is finite dimensional and (Ln) ∈ Λ, that there exists an N1 ∈ N such that
δ(L({z1, . . . , zm}),Ln) =: δn < α/β for all n ≥ N1. It is easily verified that δ(L({z1, . . . , zm}),Ln(t)) ≤
δ(L({z1, . . . , zm}),Ln) for any t ∈ [0, 1]. It now follows from Theorem 4.4 that Γ ⊂ ρ(Sn(t)) for all t ∈ [0, 1]
and n ≥ N0, N1. The first assertion follows.
Evidently, the spectral projection associated to Sn(t) and those elements from σ(Sn(t)) enclosed by Γ
depends continuously on t ∈ [0, 1]. The second assertion now follows from Lemma 4.3 and [14, Lemma
1.4.10].
For the last assertion let ψ ∈ H. Then using (8) and (13) we obtain∥∥∥∥[Qˆn({z}, r)−Q(z)]
(
ψ
0
)∥∥∥∥ ≤ 12π
∫
Γ
∥∥∥∥
(
−w[PnA(w)]−1Pnψ + wA(w)−1ψ
−[PnA(w)]−1Pnψ +A(w)−1ψ
)∥∥∥∥ dw
≤
1
2π
∫
Γ
(1 + |w|)‖[PnA(w)]
−1Pnψ −A(w)
−1ψ‖ dw.
Set d = min{dist[z, [Q(σess(A))]ε]2 : z ∈ Γ}. Since δn → 0, we have 1/d(α − βδn) ≤ 2/dα =: c for all
sufficiently large n ∈ N. Combining this estimate with Theorem 4.4 yields
‖[Pn(A− z)(A
∗ − z)|Ln ]
−1‖ ≤ c for all z ∈ Γ and sufficiently large n ∈ N.
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Now consider the following sequence of functions
gn(w) := ‖[PnA(w)]
−1Pnψ −A(w)
−1ψ‖
≤ ‖[PnA(w)]
−1Pnψ − PnA(w)
−1ψ‖+ ‖(I − Pn)A(w)
−1ψ‖
≤ c‖Pnψ − PnA(w)PnA(w)
−1ψ‖+ ‖(I − Pn)A(w)
−1ψ‖
with Dom(gn) = Γ. It is clear that the functions gn converge pointwise to zero. For any fixed w ∈ Γ and
sequence (wn) ∈ Γ with wn → w, we have
(23) gn(wn) ≤ c‖Pnψ − PnA(wn)PnA(wn)
−1ψ‖+ ‖(I − Pn)A(wn)
−1ψ‖.
Clearly, the right hand side of (23) converges to zero, from which it follows that the functions gn converge
uniformly to zero (see [21, Theorem 7.3.5]). Therefore∥∥∥∥[Qˆn(z)−Q(z)]
(
ψ
0
)∥∥∥∥→ 0, and similarly
∥∥∥∥[Qˆn(z)−Q(z)]
(
0
ψ
)∥∥∥∥→ 0.

Corollary 4.7. Let (Ln) ∈ Λ, then (limσ(Sn))\Q(σess(A)) =
(
σdis(A) ∪ σdis(A∗)
)
\Q(σess(A)). If A is
self-adjoint then (lim σ(Sn))\Q(σess(A)) = σdis(A).
Proof. The first assertion is an immediate consequence of Corollary 4.5 and the second assertion of Theorem
4.6. The second assertion follows from Corollary 4.5, the second assertion of Theorem 4.6, and the fact
that σ(A) ⊂ R so that σdis(A) ∩ Q(σess(A)) = ∅. 
4.2. Convergence Rates.
Example 4.8. Let (φn)n∈N form an orthonormal basis for H, Pψ = 〈ψ, φ1〉φ1 and A = I −P . Then A is
a bounded self-adjoint operator with σess(A) = {1} and σdis(A) = {0}. Let Ln = span{φ2, . . . φn−1, ψn}
where ψn = αnφ1 + εnφn, αn, εn ∈ R, α2n + ε
2
n = 1 and εn → 0. Then δ(L({0}),Ln) = dist[φ1,Ln] = εn,
σ(Sn) = {ε2n ± i(ε
2
n − ε
4
n)
1
2 , 1}, and therefore dist[0, σ(Sn)] = εn. For the spectral subspaces we have
M({0}) = span
{(
0
φ1
)
,
(
φ1
0
)}
and for any εn < r < 1
Mn({0}, r) = span
{( (
ε2n ± i(ε
2
n − ε
4
n)
1
2
)
ψn
ψn
)
,
( (
ε2n ± i(ε
2
n − ε
4
n)
1
2
)
ψn
ψn
)}
= span
{(
ψn
0
)
,
(
0
ψn
)}
.
from which we easily obtain δˆ(Mn({0}, r),M({0})) = εn.
The next theorem shows that δˆ(Mn({z}, r),M({z})) = O(δ(L({z, z}),Ln)) and dist[z, σ(Sn)] = O(δ(L({z, z}),Ln)).
The example above shows that these convergence rates are sharp. We also note that this eigenvalue con-
vergence rate has previously been observed in computations for a bounded self-adjoint operator (see [3,
Section 3.2]).
For a z ∈ σ(A)\Q(σess(A)) and r,Γ as above, let ε > 0 be as in the proof of Theorem 4.6. We set
M1 = max{‖A(w)‖ : w ∈ Γ}, M2 = max{‖A(w)−1A∗A‖ : w ∈ Γ}, c as in the proof of Theorem 4.6, and
M3 =
(|z|2 + |z|+ r|z|)(cM1 + 1)
r
+
(1 + |z| − r)(cM1M2r2 + cM1|z|2 + |z|2)
(|z| − r)r
+
r
|z| − r
.
Theorem 4.9. Let (Ln) ∈ Λ, z ∈ σ(A)\Q(σess(A)), δ(L({z, z}),Ln) = εn and fix r,Γ as above, then for
all sufficiently large n ∈ N
δˆ(Mn({z}, r),M({z})) ≤
M3εn
1−M3εn
and dist[z, σ(Sn)] ≤ (1 + |z|)(1 + |z|+ r)
1
2
M3εn
1−M3εn
.
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Proof. We assume that z /∈ R, the case where z ∈ R being treated similarly. From Lemma 3.1 we have
M({z}) = span
{(
zφ1
φ1
)
, . . . ,
(
zφk+m
φk+m
)}
where L({z}) = span{φ1, . . . φk} and L({z}) = span{φk+1, . . . φk+m}. Let(
zφ
φ
)
∈M({z}) with
∥∥∥∥
(
zφ
φ
)∥∥∥∥ = 1.
Let ε, c > 0 be as in the proof of Theorem 4.6, then for all sufficiently large n ∈ N we have Γ ⊂ ρ(Sn) and
‖[PnA(z)|Ln ]
−1‖ ≤ c for all z ∈ Γ. Using (8) and (13) we obtain∥∥∥∥[Qˆn({z}, r)−Q(z)]
(
zφ
0
)∥∥∥∥ ≤ |z|2π
∫
Γ
(1 + |w|)‖[PnA(w)|Ln ]
−1Pnφ−A(w)
−1φ‖ dw
≤
(
r|z|2 + r|z|+ r2|z|
)
max
w∈Γ
‖[PnA(w)|Ln ]
−1Pnφ−A(w)
−1φ‖,
where
‖[PnA(w)|Ln ]
−1Pnφ−A(w)
−1φ‖ ≤ c‖Pnφ− PnA(w)PnA(w)
−1φ‖+ ‖(I − Pn)A(w)
−1φ‖
≤ c‖A(w)φ −A(w)Pnφ‖/r
2 + ‖(I − Pn)φ‖/r
2
≤ δ(L({z, z}),Ln)‖φ‖(cM1 + 1)/r
2
Similarly we have∥∥∥∥[Qˆn({z}, r)−Q(z)]
(
0
φ
)∥∥∥∥ ≤ 12π
∫
Γ
(1 + |w|−1)‖[PnA(w)|Ln ]
−1PnA
∗APnφ−A(w)
−1A∗Aφ‖ dw
+
1
2π
∫
Γ
|w|−1‖Pnφ− φ‖ dw
≤
r(1 + |z| − r)
|z| − r
max
w∈Γ
‖[PnA(w)|Ln ]
−1PnA
∗APnφ−A(w)
−1A∗Aφ‖
+
rδ(L({z, z}),Ln)
|z| − r
‖φ‖,
where
‖[PnA(w)|Ln ]
−1PnA
∗APnφ−A(w)
−1A∗Aφ‖ ≤ c‖A∗APnφ−A(w)PnA(w)
−1A∗Aφ‖
+ |z|2‖(I − Pn)φ‖/r
2
≤ cM1‖A(w)
−1A∗APnφ− PnA(w)
−1A∗Aφ‖
+ |z|2‖(I − Pn)φ‖/r
2
≤ cM1‖A(w)
−1A∗A(I − Pn)φ‖
+ cM1‖(I − Pn)A(w)
−1A∗Aφ‖+ |z|2‖(I − Pn)φ‖/r
2
≤ δ(L({z, z}),Ln)‖φ‖(cM1M2r
2 + cM1|z|
2 + |z|2)/r2.
Combining these estimates we have∥∥∥∥Qˆn(z)
(
zφ
φ
)
−
(
zφ
φ
)∥∥∥∥ =
∥∥∥∥[Qˆn(z)−Q(z)]
(
zφ
φ
)∥∥∥∥ = M3εn,
and therefore δ(M({z}),Mn({z}, r)) ≤M3εn. From Theorem 4.6 we have dimM({z}) = dimMn({z}, r)
which combined with [13, Lemma 213] yields the estimate
δ(Mn({z}, r),M({z})) ≤
δ(M({z}),Mn({z}, r))
1− δ(M({z}),Mn({z}, r))
.
The first assertion follows.
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For the second assertion we let
Sn
(
zˆψ
ψ
)
= zˆ
(
zˆψ
ψ
)
for some
(
zˆψ
ψ
)
∈ Mn({z}, r) with
∥∥∥∥
(
zˆψ
ψ
)∥∥∥∥ = 1.
Then |zˆ| ≤ |z|+ r and for some φ ∈ L({z, z}) we have(
zφ
φ
)
∈M({z}) and
∥∥∥∥
(
zφ
φ
)
−
(
zˆψ
ψ
)∥∥∥∥ ≤ M3εn1−M3εn ,
from which the second assertion follows. 
Corollary 4.10. Let (Ln) ∈ Λ, z ∈ σ(A)\Q(σess(A)), δ(L({z, z}),Ln) = εn and fix r,Γ as above. Let
P+
(
u
v
)
= u, P−
(
u
v
)
= v, and M±n ({z}, r) = {P±u : u ∈Mn({z}, r)},
then δˆ(M±n ({z}, r),L({z, z})) = O(εn).
Proof. We assume that z /∈ R, the case where z ∈ R being treated similarly. It follows from Theorem 4.9
that for all sufficiently large n ∈ N and any φ ∈ L({z, z}) with ‖φ‖ = 1, we have(
zφ
φ
)
∈ M({z}) and
∥∥∥∥
(
zφ
φ
)
−
(
u
v
)∥∥∥∥ ≤
√
1 + |z|2M3εn
1−M3εn
for some
(
u
v
)
∈ Mn({z}, r).
We deduce that
(24) δ(L({z, z}),M+n ({z}, r)) ≤
√
1 + |z|2M3εn
|z|(1−M3εn)
and δ(L({z, z}),M−n ({z}, r)) ≤
√
1 + |z|2M3εn
1−M3εn
.
The result now follows from (24) and the estimate
δ(M±n ({z}, r),L({z, z}) ≤
δ(L({z, z},M±n ({z}, r))
1− δ(L({z, z},M±n ({z}, r))
(see [13, Lemma 213]). 
5. Eigenvalue Enclosures
Recall the finite-section method which we discussed briefly in the introduction. The problem with this
method is that we can encounter sequences zn ∈ Spec(A,Ln) with zn → z ∈ ρ(A) (see Example 1.1 and
[1, 6, 9, 19, 15]). It is also quite possible that for a normal operator we can encounter sequences zn ∈ σ(Sn)
with zn → z ∈ ρ(A). From Corollary 4.5 it follows that this phenomenon can only occur if z ∈ Q(σess(A))
or z ∈ σ(A)\Q(σess(A)) and z ∈ ρ(A). For self-adjoint operators this does not represent a problem since
(1) ensures that all erroneous limit points are non-real; however, normal operators can have non-real points
in the spectrum.
Corollary 5.1. Let (Ln) ∈ Λ, z ∈ σ(A)\Q(σess(A)), δ(L({z, z}),Ln) = εn and fix r,Γ as above. For a
sequence zn ∈ σ(Sn), with zn → z, we set
γn(zn) = min{‖(A− zn)φ‖ : φ ∈ Mn({z}, r)
±, ‖φ‖ = 1},
then dist[zn, σ(A)] ≤ γn(zn) = O(εn), and for all sufficiently large n ∈ N we have |zn − z| ≤ γn(zn).
Proof. It suffices to show that γn(zn) = O(εn) and this is an immediate consequence of Theorem 4.9 and
Corollary 4.10. 
If we now define the following limit set
ˆlim
n→∞
σ(Sn) =
{
z ∈ C : there exist zn ∈ σ(Sn) with zn → z and γ(zn)→ 0
}
,
we obtain (
ˆlim
n→∞
σ(Sn)
)
\Q(σess(A)) = σdis(A)\Q(σess(A)).
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6. Unbounded Operators
We suppose now that A is an unbounded normal operator and that α ∈ ρ(A) ∩ R. We define the
following norm on Dom(A): ‖φ‖A =
√
‖Aφ‖2 + ‖φ‖2. For a ψ ∈ Dom(A) and a subspace L ⊂ Dom(A)
we write distA[ψ,L] = inf{‖ψ − φ‖A : φ ∈ L}. If a sequence of subspaces (Ln) satisfies distA[ψ,Ln] → 0
for all ψ ∈ Dom(A) then we write (Ln) ∈ Λ(A). For two subspaces L,M⊂ Dom(A) let
δA(L,M) = sup
ψ∈L, ‖ψ‖A=1
distA[ψ,M].
The idea of mapping the second order spectrum of a bounded operator to that of an unbounded operator
was introduce in [6, Lemma 3] and used to prove that for a self-adjoint operator A with (a, b) ∩ σ(A) ⊂
σdis(A) we have
(25)
(
lim
n→∞
σ(Sn)
)
∩ D(a, b) = σdis(A) ∩ (a, b) for all (Ln) ∈ Λ(A)
(see [6, Corollary 8]). We will use this mapping idea to extend our convergence results to unbounded
normal operators.
For a basis {ψ1, . . . , ψm} of Ln ⊂ Dom(A) we have the matrices B, L, M , and Sn defined by (14) and
(16). Consider also the following matrices
B(α)i,j = 〈(A− α)ψj , (A− α)ψi〉, L(α)i,j = 〈(A+A
∗ − 2α)ψj , ψi〉, M(α)i,j = 〈ψj , ψi〉,
and
Sn(α) =
(
M(α)−1 0
0 M(α)−1
)(
L(α) −B(α)
M(α) 0
)
.
Now we set ψˆj = (A− α)ψj , define the subspace Lˆn = span{ψˆ1, . . . ψˆm}, and note that dim Lˆn = dimLn
follows from the fact that α ∈ ρ(A). Consider the matrices
Bˆ(α)i,j = 〈(A−α)
−1ψˆj , (A−α)
−1ψˆi〉, Lˆ(α)i,j = 〈((A−α)
−1+(A∗−α)−1)ψˆj , ψˆi〉, Mˆ(α)i,j = 〈ψˆj , ψˆi〉,
so that Bˆ(α) = M(α) = M , Lˆ(α) = L(α) − 2αM and Mˆ(α) = B(α) = B − αL + α2M . Each of the
matrices Bˆ(α), Lˆ(α) and Mˆ(α) defines an operator on Lˆn in a natural way:
Bˆ(α)ψ =
∑
i
〈(A− α)−1ψ, (A− α)−1ψˆi〉ψˆi, Lˆ(α)ψ =
∑
i
〈[(A− α)−1 + (A∗ − α)−1]ψ, ψˆi〉ψˆi,
and Mˆ(α)ψ =
∑
i
〈ψ, ψˆi〉ψˆi.
Now consider the block operator matrix
Sˆn(α) :=
(
Mˆ(α)−1 0
0 Mˆ(α)−1
)(
Lˆ(α) −Bˆ(α)
Mˆ(α) 0
)
: Lˆn ⊕ Lˆn → Lˆn ⊕ Lˆn,
and note that if Pˆn is the orthogonal projection onto Lˆn, then
Sˆn(α) =
(
Pˆn[(A − α)−1 + (A∗ − α)−1] −Pˆn(A− α)−1(A∗ − α)−1
I 0
)
: Lˆn ⊕ Lˆn → Lˆn ⊕ Lˆn.
Evidently, we have
Spec2((A− α)
−1, Lˆn) = σ(Sˆn(α)) = {z
−1 : z ∈ σ(Sn(α))}
= {z−1 : z ∈ Spec2((A− α),Ln)} = {(z − α)
−1 : z ∈ Spec2(A,Ln)}
= {(z − α)−1 : z ∈ σ(Sn)}.
For a z ∈ σdis(A) with (z − α)−1 /∈ Q(σess((A− α)−1)) and
dist
[
(z − α)−1,
(
Q(σess((A− α)
−1)) ∪ σ((A − α)−1) ∪ σ((A∗ − α)−1)
)
\{(z − α)−1}
]
= δ,
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we denote by Mˆn({(z − α)−1}, r) the spectral subspace of Sˆn(α) associated to those eigenvalues enclosed
by a circle Γ with center (z − α)−1 and radius r > 0. We will always assume that r < δ, Γ ∩ R = ∅ if
z /∈ R and Γ does not pass through zero if z ∈ R.
For a z ∈ σdis(A), L({z}) = span{φ1, . . . , φk} and L({z}) = span{φk+1, . . . , φk+m} where the φj are
orthonormal, we write
Mα({z}) = span
{(
(z − α)−1φ1
φ1
)
, . . . ,
(
(z − α)−1φk+m
φk+m
)}
if z /∈ R
Mα({z}) = span
{(
0
φ1
)
,
(
φ1
0
)
, . . . ,
(
0
φk+m
)
,
(
φk+m
0
)}
if z ∈ R.
Theorem 6.1. Let (Ln) ∈ Λ(A), z ∈ σdis(A) with (z−α)
−1 /∈ (Q(σess((A−α)
−1)), δA[L({z, z}),Ln] = εn
and fix r,Γ as above. Then δˆ(Mˆn({(z − α)−1}, r),Mα({z})) = O(εn), dist[z, σ(Sn)] = O(εn) and z is
isolated in limn→∞ σ(Sn).
Proof. First we show that (Lˆn) ∈ Λ. Let u ∈ H, then there exists a ψ ∈ Dom(A) such that (A−α)ψ = u.
Since (Ln) ∈ Λ(A) we have a sequence ψn ∈ Ln with u− (A− α)ψn → 0, and (Lˆn) ∈ Λ follows. Now let
L({z, z}) = span{φ1, . . . , φk+m} where L({z}) = span{φ1, . . . , φk}, L(z}) = span{φk+1, . . . , φk+m}, and
the φj are orthonormal. Since δA[L({z, z}),Ln] = εn there are vectors ψn,j ∈ Ln with ‖(A − α)(φj −
ψn,j)‖ ≤ εn(1 + |α|)
√
|z|2 + 1 for each 1 ≤ j ≤ k + m. Set ψˆn,j = (A − α)ψn,j ∈ Lˆn, then for any
normalised φ ∈ L({z, z}) we have φ =
∑
〈φ, φj〉φj and∥∥∥φ− k∑
j=1
〈φ, φj〉
z − α
ψˆn,j −
k+m∑
i=k+1
〈φ, φi〉
z − α
ψˆn,i
∥∥∥ ≤ ∥∥∥ k∑
j=1
〈φ, φj〉
(
φj −
ψˆn,j
z − α
)∥∥∥+ ∥∥∥ k+m∑
i=k+1
〈φ, φi〉
(
φi −
ψˆn,i
z − α
)∥∥∥
=
∥∥∥(A− α) k∑
j=1
〈φ, φj〉
z − α
(φj − ψn,j)
∥∥∥
+
∥∥∥(A− α) k+m∑
i=k+1
〈φ, φi〉
z − α
(φj − ψn,j)
∥∥∥
≤
(k +m)εn(1 + |α|)
√
|z|2 + 1
|z − α|
.
Therefore we have δ(L({z, z}, Lˆn) ≤ (k +m)εn(1 + |α|)
√
|z|2 + 1/|z − α|. The assertions follow from an
application of Theorem 4.9 to the operator (A− α)−1 and eigenvalue (z − α)−1. 
Corollary 6.2. Let A be a self-adjoint, (Ln) ∈ Λ(A) and z ∈ σdis(A). There exists an α ∈ ρ(A)∩R such
that (z − α)−1 /∈ Q(σess((A− α)−1)). Let distA[L({z}),Ln] = εn, then δˆ(Mˆn({(z − α)−1}, r),M({z})) =
O(εn) and dist[z, σ(Sn)] = O(εn).
Proof. If z ∈ σdis(A), then there exists a τ > 0 such that (z − τ, z + τ) ∩ σ(A) = {z} and we may
choose any α ∈ (z − τ, z + τ)\{z}. Since z − α ∈ R and (z − α)−1 /∈ σess((A − α)−1)), it follows that
(z − α)−1 /∈ Q(σess((A − α)−1)). 
Combining Corollary 6.2 with (25) we have the following statement: if (a, b) ∩ σ(A) ⊂ σdis(A) and
(Ln) ∈ Λ(A), then we have (
lim
n→∞
σ(Sn)
)
∩ D(a, b) = σdis(A) ∩ (a, b),
and for any z ∈ (a, b) ∩ σdis(A) there exist zn ∈ σ(Sn) with |zn − z| = O(δA(L({z}),Ln)). Now let
(a′, b′) ∩ σ(A) = {z}, then using (2) we have
(26)
[
Re zn −
|Im zn|2
b′ − Re zn
,Re zn +
|Im zn|2
Re zn − a′
]
∩ σ(A) = {z}
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for all sufficiently large n ∈ N. From (26) it follows that |Re zn−z| = O(δA(L({z}),Ln)2). The convergence
rate in Corollary 6.2 has been observed in computations (see [6, examples 6 and 8]).
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