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1Abstract
The split feasibility problem is one of the most important and applicable problems
from nonlinear analysis which is introduced and studied during the last decade. Such
problem arises in the intensity-modulated radiation therapy when one attempts to
describe physical dose constraints and equivalent uniform dose constraints within a
single model. It is a model of several real-world problems, namely, sensor network
problem, resolution enhancement problem, antenna design problem, computerized to-
mography problem, data compression problem, magnetic resonance imaging problem,
graph matching problem, image recovery problem, etc.
The objective of this thesis is to develop and study some iterative methods for finding
the approximate solutions of different kinds of split feasibility problems, namely, split
common fixed point problems, split hierarchical variational inequality problems and
split hierarchical monotone variational inclusion problems in the setting of Hilbert
spaces; and to develop and study some iterative methods for computing the approxi-
mate solutions of generalized split feasibility problems and split equality fixed point
problems in the setting of Banach spaces.
The present thesis comprises eight chapters.
In Chapter 1, we give a brief introduction of the following split feasibility problem.
The split feasibility problem (in short, SFP) is formulated as:
Find x∗ ∈ C such that Ax∗ ∈ Q, (0.0.1)
where C and Q are nonempty, closed and convex subsets of finite dimensional Eu-
clidean spaces Rn and Rm, respectively, and A is an m × n real matrix. It was
introduced by Censor and Elfving [11] in 1994. Many iterative methods have been
proposed in the literature to solve the SFP (0.0.1), see for example [5, 22, 39, 42,
47, 50, 51, 52, 56, 57] and the references therein. Censor and Elfving [11] proposed a
2method to calculate the solutions of the SFP (0.0.1) which is mainly dependent on the
inverse of the matrix A, where it was assumed that A−1 exists. Since involvement of
the computation of the inverse of A is itself a big task, this method could not attract
many people. Byrne [5] proposed the so called CQ algorithm for solving SFP (0.0.1).
Compared with the Censor and Elfving’s algorithm [11], Byrne’s algorithm [5] can be
easily executed, since it deals only with the orthogonal projections and there is no
need to compute the matrix inverse.
Xu [50] considered the split feasibility problem in the setting of infinite-dimensional
Hilbert spaces, which is defined as:
Find x∗ ∈ C such that Ax∗ ∈ Q, (0.0.2)
where C and Q are nonempty, closed and convex subsets of real Hilbert spaces H1
and H2, respectively, and A is a bounded linear operator from H1 to H2. He extended
the CQ algorithm for SFP (0.0.2).
During the last decade, the split feasibility problems have been extended, general-
ized and studied in the finite / infinite dimensional spaces. Several iterative methods
have been proposed and analyzed. Weak and strong convergence results for the al-
gorithms have been studied. For further details on split feasibility problems, their
generalizations and applications, we refer to [1, 4, 5, 6, 8, 9, 10, 11, 12, 13, 19, 20,
23, 24, 29, 32, 35, 39, 40, 46, 48, 49, 50, 51, 58, 59] and the references therein. A
comprehensive theory on SFPs can be found in the recent survey article in book [3,
Chapter 9].
Very recently, using the methods of [36, 38, 41], Takahashi [43] first attempted
to consider the split feasibility problem (0.0.2) in the setting of Banach spaces. He
proposed so called hybrid method and proved the strong and weak convergence of the
sequences generated by the proposed method. The results presented in [43] seems to
be the first outside Hilbert spaces.
In Section 1.2, we discuss the formulation of split equality problem. Let H1, H2
and H3 be real Hilbert spaces, and A : H1 → H3, B : H2 → H3 be two bounded
linear operators. Moudafi [33] introduced the following split equality problem (in
3short, SEP):
Find x ∈ C and y ∈ Q such that Ax = By. (0.0.3)
This kind of problem allows asymmetric and partial relations between the variables
x and y.
In order to solve problem (0.0.3), Moudafi [33] used a fixed point formulation and
proposed alternating CQ algorithm. Further, Byrne and Moudafi [7] proposed simul-
taneous split equality algorithm for finding the approximate solutions of SEP (0.0.3).
Later on, Moudafi [32] proposed relaxed alternating CQ algorithm for solving SEP
(0.0.3). Several different and innovative iterative scheme for solving the SEP (0.0.3)
can be found in the literature, see [7, 15, 16, 17, 21, 25, 28, 32, 33, 45] and the refer-
ences therein.
Chapter 2, provides some basic definitions, properties and results which will be used
throughout the thesis. This chapter is divided into seven sections. Section 2.1 car-
ries out the definitions and results from analysis where we discuss the properties of
sequences of real numbers. We give the definition of various kinds of mappings and
their properties. We list some fundamental lemmas that are useful in the consequent
analysis. In Section 2.2, we provide some concepts from set-valued analysis. In Sec-
tion 2.3, we study metric projection and some of its properties. Section 2.4 deals with
basic concepts and results from geometry of Banach spaces. In Section 2.5, we study
variational inequality problems and gradient projection method. Further, in Section
2.6, we have studied variational inclusion problem and also discuss its special cases.
Last section devoted to the introduction of equilibrium problems.
Chapter 3 deals with the weak convergence of the relaxed extragradient method with
regularization for computing a common element of the solution set of a split feasibil-
ity problem and the fixed points set of an asymptotically k-strict psuedo-contractive
mapping in intermediate sense. This chapter consists of two sections. Section 3.1
gives an introduction about the studied problem. Section 3.2 deals with the proposed
4algorithm and weak convergence result.
The contents of this chapter is from [ARY].
In Chapter 4, we introduce an implicit algorithm and an explicit algorithm for solving
the split common fixed point problems (in short, SCFPP) which also solves the vari-
ational inequality problem defined over the set of solutions of SCFPP. This chapter is
divided into three sections. In Section 4.1, we give an overview of split common fixed
point problems, their iterative schemes and convergence results [14, 21, 26, 27, 30, 31,
48, 53]. We further formulate our problem which generalizes the problem considered
and studied by Yao et al. [54]. Section 4.2 provides algorithms for solving SCFPP and
their convergence results. We show strong convergence of the proposed algorithms.
Further, in Section 4.3, we pay attention to applying our iterative algorithms to some
problems from convex and nonlinear analysis.
The contents of this chapter is from [ARWa].
In Chapter 5, we study generalized split feasibility problems (in short, GSFP) in
the setting of Banach spaces. The generalized split feasibility problems is considered
and studied by Takahashi et al. [44] in the setting of Hilbert spaces. This chap-
ter is divided into three sections. In Section 5.1, we formulate the generalized split
feasibility problems in the setting of Banach spaces. In Section 5.2, we propose two
iterative algorithms for solving the generalized split feasibility problems. We further
establish their weak convergence theorems for finding a solution of the generalized
split feasibility problem. In Section 5.3, we derive some algorithms and convergence
results for some problems from nonlinear analysis, namely, split feasibility problems,
equilibrium problems, etc.
The contents of this chapter is from [ARa].
5In Chapter 6, we consider split equality fixed point problem (in short, SEFPP) in
the setting of Banach spaces. This problem includes split feasibility problems, split
equality problems, split common fixed point problems, split common null point prob-
lem, split variational inequality problem and split equilibrium problem as special
cases. SEFPP is considered and studied by Moudafi and Shemas [34] for firmly
nonexpansive mappings in Hilbert spaces. Further this problem is studied for quasi-
nonexpansive mappings in [15, 55], for demicontractive mappings in [18] and for Lips-
chitz hemi-contractive mappings in [37] in the setting of Hilbert spaces. This chapter
consists of three sections. In Section 6.1, we formulate the split equality fixed point
problems in the setting of Banach spaces. In Section 6.2, we develop simultaneous
iterative algorithms for solving SEFPP and study the weak convergence theorems for
the sequences generated by the proposed algorithms either for firmly nonexpansive
type mappings or for relative nonexpansive mappings. In the last section, we present
some well known split-type problems which are special cases of SEFPP and can be
solved by using proposed algorithms.
The contents of this chapter is from [ARb].
Chapter 7 deals with the common solution method for finding a fixed point of a
nonexpansive mapping and a solution of the split hierarchical (Minty) variational in-
equality problems (in short, SHMVIP) in the setting of Hilbert spaces. A variational
inequality problem in which the underlying set is a set of fixed points of a nonlinear
operator is called hierarchical variational inequality problem. The split hierarchical
variational inequality problems is considered and introduced by Ansari et al [2]. More
precisely, they considered the split hierarchical Minty variational inequality problem
which requires to find a solution of a hierarchical Minty variational inequality prob-
lem (in short, HMVIP) such that its image under a nonlinear operator is a solution
of another (HMVIP). This chapter, consists three sections. In Section 7.1, we give
6an overview of split hierarchical variational inequality problem (in short, SHVIP). In
Section 7.2, we propose the algorithm to compute a common element of the set of
fixed points of a nonexpansive mapping and set of solutions of SHMVIP. Section 7.3
provides an example in support of our result.
The contents of this chapter is published in [ARW].
In the last chapter, we introduce split hierarchical monotone variational inclusion
problem (in short, SHMVIP) which includes split variational inequality problems,
split monotone variational inclusion problems, split hierarchical variational inequal-
ity problems, etc, as special cases. This chapter, includes three sections. In Section
8.1, we formulate split hierarchical monotone variational inclusion problem. In Sec-
tion 8.2, we propose the algorithm to compute the approximate solution of SHMVIP.
The weak convergence of the sequence generated by the proposed algorithm is stud-
ied. In Section 8.3, we provide an example to illustrate the result of this chapter.
The contents of this chapter is published in [AR].
Finally, the thesis concludes with an extensive bibliography which presents the list of
papers, books and articles referred to this research work.
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Preface
The split feasibility problem is one of the most important and applicable problems
from nonlinear analysis which is introduced and studied during the last decade. Such
problem arises in the intensity-modulated radiation therapy when one attempts to
describe physical dose constraints and equivalent uniform dose constraints within a
single model. It is a model of several real-world problems, namely, sensor network
problem, resolution enhancement problem, antenna design problem, computerized
tomography problem, image recovery problem, etc.
The objective of this thesis is to develop and study some iterative methods for find-
ing the approximate solutions of different kinds of split feasibility problems, namely,
split common fixed point problems, split hierarchical variational inequality problems
and split hierarchical monotone variational inclusion problems in the setting of Hilbert
spaces; and to develop and study some iterative methods for computing the approxi-
mate solutions of generalized split feasibility problems and split equality fixed point
problems in the setting of Banach spaces.
The present thesis comprises eight chapters.
Chapter 1 provides a brief introduction of split feasibility problems and split equal-
ity problems.
In Chapter 2, we give some known notations, definitions and results from convex
analysis and nonlinear analysis which will be used in the sequel. Some elementary
notions, definitions and results from geometry of Banach spaces are presented. We
also give a brief introduction of variational inequality problems, variational inclusion
problems and equilibrium problems.
Chapter 3 deals with the weak convergence of the relaxed extragradient method
with regularization for computing a common element of the solution set of a split
feasibility problem and the fixed points set of an asymptotically k-strict psuedo-
contractive mapping in intermediate sense.
In Chapter 4, we introduce an implicit algorithm and an explicit algorithm for
1
2solving the split common fixed point problems. Under some mild conditions, we estab-
lish strong convergence of the presented algorithms to a solution of the split common
fixed point problem which also solves a variational inequality. Furthermore, we ap-
ply our iterative algorithms to solve some convex and nonlinear problems, namely,
variational problems and equilibrium problems.
In Chapter 5, we study generalized split feasibility problems in the setting of Ba-
nach spaces. We propose iterative algorithms to compute the approximate solutions
of such problems. The weak convergence of the sequence generated by the proposed
algorithms is studied. As applications, we derive some algorithms and convergence
results for some problems from nonlinear analysis, namely, split feasibility problems,
equilibrium problems, etc.
In Chapter 6, we consider the split equality fixed point problem in the setting of
Banach spaces. This problem includes split feasibility problems, split equality prob-
lems, split common fixed point problems, split common null point problems, split
variational inequality problems and split equilibrium problems as special cases. We
propose simultaneous iterative algorithms to compute the approximate solutions of
such problems. The weak convergence of the sequence generated by the proposed
algorithms is studied either for firmly nonexpansive type mappings or for relative
nonexpansive mappings. Several special cases of our algorithms and results are de-
rived.
Chapter 7 deals with the common solution method for finding a fixed point of a
nonexpansive mapping and a solution of split hierarchical Minty variational inequality
problem. We discuss the weak convergence of the sequences generated by the proposed
method to a common solution of a fixed point problem and a split hierarchical Minty
variational inequality problem. An example is presented to illustrate the proposed
algorithm and result.
In the last chapter, we introduce the split hierarchical monotone variational in-
clusion problem which includes split variational inequality problems, split monotone
variational inclusion problems, etc., as special cases. An iterative algorithm is pro-
posed to compute the approximate solutions of split hierarchical monotone variational
inclusion problem. The weak convergence of the sequence generated by the proposed
algorithm is studied. We present an example to illustrate our algorithm and conver-
gence result.
At the end of this thesis, we give a fairly large bibliography which covers almost
all the papers on split feasibility problems.
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Chapter 1
Introduction
1.1 Split Feasibility Problem
The split feasibility problem (in short, SFP) is formulated as:
Find x∗ ∈ C such that Ax∗ ∈ Q, (1.1.1)
where C and Q are nonempty, closed and convex subsets of finite dimensional Eu-
clidean spaces Rn and Rm, respectively, and A is an m × n real matrix. It was
introduced by Censor and Elfving [44] in 1994.
The theory of split feasibility problems is a rich source of inspiration in mathemat-
ical, engineering and biological sciences. It is an effective tool to study the existence of
solutions of constrained and inverse problems arising in optimization, control theory,
operational research, engineering sciences, medical sciences, etc. Due to the extraor-
dinary utility and broad applicability in many areas of applied mathematics, most
notably in image denoising, signal processing, image reconstruction, approximation
theory, control theory, biomedical engineering, communications and geophysics with
particular progress in intensity modulated radiotherapy, the split feasibility problems
are continuously receiving great attentions, see for instance [6, 19, 32, 46, 57, 122, 200]
and the references therein.
Many iterative methods have been proposed in the literature to solve the SFP
(1.1.1), see for example [31, 71, 151, 161, 182, 188, 191, 192, 201, 202] and the refer-
ences therein. Censor and Elfving [44] proposed a method to calculate the solutions
of the SFP (1.1.1) which is mainly dependent on the inverse of the matrix A, where
it was assumed that A−1 exists. Since involvement of the computation of the inverse
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6of A is itself a big task, this method could not attract many people. Byrne [31] pro-
posed the so called CQ algorithm for solving SFP (1.1.1). Compared with the Censor
and Elfving’s algorithm [44], Byrne’s algorithm [31] can be easily executed, since it
deals only with the orthogonal projections and there is no need to compute the ma-
trix inverse. However, to implement the CQ algorithm [31], one has to compute the
largest eigenvalue of the matrix A>A, which is again not an easy task, here A> is the
transpose of the matrix A. Not only this, there are several questions. Namely, what
will happen when C and Q are such whose projection could not be calculated? Does
there exist a way to select the step size in CQ algorithm [31] which does not depend
on the largest eigenvalue of the matrix A>A? To overcome with all these difficulties,
various authors proposed and studied several modifications of the CQ algorithm, see
for example [31, 113, 117, 151, 191, 192, 200] and references therein.
Xu [188] considered the split feasibility problem in the setting of infinite-dimensional
Hilbert spaces, which is defined as:
Find x∗ ∈ C such that Ax∗ ∈ Q, (1.1.2)
where C and Q are nonempty, closed and convex subsets of real Hilbert spaces H1
and H2, respectively, and A is a bounded linear operator from H1 to H2. We use Γ
to denote the solution set of the SFP (1.1.2), i.e.,
Γ = {x ∈ C : Ax ∈ Q} = C ∩ A−1Q.
He extended the CQ algorithm for SFP (1.1.2). One can find a large number of
articles on CQ algorithm and its varient forms in the literature, see, for instance,
[39, 40, 41, 71, 182, 184, 193, 195]. Among all the iterative methods proposed in
the literature, the simplest iterative procedure is the gradient projection method.
Infact, Xu [188] has shown that the CQ algorithm [188] is indeed a special case of
the gradient projection method for solving convex minimization problems. The CQ
algorithm can be viewed as a fixed point algorithm for averaged mappings, and hence
fixed point algorithms can be used to solve SFP (1.1.2). There are large number
of fixed point methods in the literature, see, e.g., [18, 54, 55, 61, 90, 101, 116, 119,
127, 146, 148, 163] which can be used to solve SFP (1.1.2). The weak convergence
of the CQ algorithm is studied in [188]. Xu [188] also applied Mann’s algorithm to
solve SFP (1.1.2) and proposed the averaged CQ algorithm. The weak convergence
of the sequences generated by averaged CQ algorithm is also studied under certain
assumptions. In most of the cases, strong convergence is more desirable than the
7weak convergence. Therefore, Xu [188] considered Tikhonovs regularization for the
SFP (1.1.2) and established the strong convergence results. It is also shown that the
minimum-norm solutions of SFP (1.1.2) can be obtained. Further, Xu [187] presented
a modified KM algorithm and established its strong convergence. Wang and Xu [182]
proposed a modified CQ algorithm and proved its strong convergence by introducing
an approximating curve. Dang and Gao [71] presented a KM-CQ-like algorithm for
solving SFP (1.1.2) and proved its strong convergence.
During the last decade, the split feasibility problems have been extended, general-
ized and studied in the finite / infinite dimensional spaces. Several iterative methods
have been proposed and analyzed. Weak and strong convergence results for the al-
gorithms have been studied. For further details on split feasibility problems, their
generalizations and applications, we refer to [7, 30, 31, 32, 39, 40, 41, 44, 45, 47, 66,
68, 72, 73, 113, 114, 126, 132, 140, 151, 152, 181, 183, 187, 188, 191, 203, 204] and
the references therein. A comprehensive theory on SFPs can be found in the recent
survey article in the book [10, Chapter 9].
Very recently, using the methods of [135, 141, 164], Takahashi [169] first attempted
to consider the split feasibility problem (1.1.2) in the setting of Banach spaces. He
proposed so called hybrid method and proved the strong and weak convergence of the
sequences generated by the proposed method. The results presented in [169] seems
to be the first outside Hilbert spaces.
1.2 Split Equality Problem
Let H1, H2 and H3 be real Hilbert spaces, and A : H1 → H3, B : H2 → H3 be
two bounded linear operators. Moudafi [131] introduced the following split equality
problem (in short, SEP):
Find x ∈ C and y ∈ Q such that Ax = By. (1.2.1)
This kind of problem allows asymmetric and partial relations between the variables x
and y. The decomposition methods in partial differential equations (in short, PDEs)
and intensity modulated radiation therapy (in short, IMRT) can be modelled as SEP.
In decision sciences, this problem allows us to consider agents who interplay only
via some components of their control variables; for further details, see Attouch et al.
[15] and the references therein. In IMRT this amounts to envisage a weak coupling
between the vector of doses absorbed in all voxels and that of the radiation intensity
8[43]. So this is one of the most important and useful generalization of split feasibility
problem.
In order to solve problem (1.2.1), Moudafi [131] used a fixed point formulation
and proposed alternating CQ algorithm. Further, Byrne and Moudafi [34] proposed
simultaneous split equality algorithm for finding the approximate solutions of SEP
(1.2.1). Later on Moudafi [132] proposed relaxed alternating CQ algorithm for solving
SEP (1.2.1). Several different and innovative iterative scheme for solving the SEP
(1.2.1) can be found in the literature, see [34, 56, 58, 59, 60, 75, 118, 131, 132, 180]
and the references therein.
Chapter 2
Preliminaries
In this chapter, we present some known definitions, concepts, notations and results
which will be used in rest of the thesis. Throughout the thesis, we denote by N
(respectively, R) the set of all natural numbers (respectively, real numbers). We
use the notation xn → x (respectively, xn ⇀ x) to indicate that the sequence {xn}
converges strongly (respectively, weakly) to x. Let T : X → Y be a mapping. The
range and domain of T are denoted by R(T ) and D(T ), respectively. If T : X → X
is a mapping, then Fix(T ) denotes the set of all fixed points of T , i.e., Fix(T ) = {x ∈
X : Tx = x}.
2.1 Basic Definitions, Properties and Results
We present some elementary results on the real sequences which will be used to study
the convergence analysis of several algorithms.
Lemma 2.1.1. [144, Lemma 1] Let {an}∞n=1, {bn}∞n=1 and {δn}∞n=1 be the sequences
of nonnegative real numbers such that
an+1 ≤ (1 + δn)an + bn, for all n ∈ N.
If
∑∞
n=1 δn <∞ and
∑∞
n=1 bn <∞, then limn→∞ an exists. In particular, if {an}
∞
n=1 has
a subsequence which converges strongly to zero, then lim
n→∞
an = 0.
Lemma 2.1.2. [149] Let {an}∞n=1 and {bn}∞n=1 be the sequences of nonnegative real
numbers such that
an+1 ≤ an + bn, for all n ∈ N.
If
∑∞
n=1 bn <∞, then the limit limn→∞ an exists.
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Lemma 2.1.3. [186] Let {an} be a sequence of nonnegative real numbers such that
an+1 ≤ (1− γn)an + σn, for all n ∈ N,
where {γn} is a sequence in (0, 1) and {σn} is a sequence in R such that
(i)
∞∑
n=0
γn =∞;
(ii) lim sup
n→∞
σn/γn ≤ 0, or
∞∑
n=0
|σn| <∞.
Then lim
n→∞
an = 0.
The following lemma can be immediately obtained by using the properties of an
inner product.
Lemma 2.1.4. Let X be an inner product space. For all x, y ∈ X, we have
(i) ‖x− y‖2 = ‖x‖2 − ‖y‖2 − 2〈x− y, y〉;
(ii) ‖x− y‖2 ≤ ‖x‖2 + ‖y‖2;
(iii) ‖λx+ (1− λ)y‖2 = λ‖x‖2 + (1− λ)‖y‖2 − λ(1− λ)‖x− y‖2, for all λ ∈ [0, 1];
(iv) ‖x− y‖2 ≤ ‖x‖2 + 2〈y, y − x〉.
Definition 2.1.1. Let K be a nonempty subset of a normed space X. A mapping
T : K → X is said to be:
(i) L-Lipschitzian if there exists a constant L > 0 such that
‖Tx− Ty‖ ≤ L‖x− y‖, for all x, y ∈ K;
(ii) uniformly L-Lipschitzian if there exists a constant L > 0 such that
‖T nx− T ny‖ ≤ L‖x− y‖, for all x, y ∈ K and all n ∈ N;
(iii) k-contraction if there exists k ∈ [0, 1) such that
‖Tx− Ty‖ ≤ k‖x− y‖, for all x, y ∈ K;
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(iv) asymptotically k-strict psuedo-contractive [107] with sequence {νn} if there exist
a constant k ∈ [0, 1) and a sequence {νn} ⊂ [0,∞) with lim
n→∞
νn = 0 such that
‖T nx− T ny‖2 ≤ (1 + νn)‖x− y‖2 + k‖x− T nx− (y − T ny)‖2,
for all x, y ∈ K and all n ∈ N;
(v) asymptotically k-strict psuedo-contractive in the intermediate sense [160] with
sequence {νn} if there exist a constant k ∈ [0, 1) and a sequence {νn} ⊂ [0,∞)
with lim
n→∞
νn = 0 such that
‖T nx− T ny‖2 ≤ (1 + νn)‖x− y‖2 + k‖x− T nx− (y − T ny)‖2 + cn, (2.1.1)
for all x, y ∈ K, cn ≥ 0, n ∈ N and cn → 0 as n→∞.
Definition 2.1.2. Let K be a nonempty subset of a normed space X. A mapping
T : K → X is said to be:
(i) nonexpansive if ‖Tx− Ty‖ ≤ ‖x− y‖ for all x, y ∈ K;
(ii) averaged [32] if it can be written as
T = (1− α)I + αS,
where α ∈ (0, 1), I is the identity mapping on K and S : K → X is a nonex-
pansive mapping;
(iii) quasi-nonexpansive [150] if Fix(T ) is nonempty and
‖Tx− p‖ ≤ ‖x− p‖, for all x ∈ K, p ∈ Fix(T );
(iv) firmly quasi-nonexpansive [189] if Fix(T ) is nonempty and
‖Tx− p‖2 ≤ ‖x− p‖2 − ‖x− Tx‖2, for all x ∈ K, p ∈ Fix(T );
(v) asymptotically quasi-nonexpansive [150] if Fix(T ) is nonempty and there exists
a sequence {νn} ⊂ [0,∞) with lim
n→∞
νn = 0 such that
‖T nx− p‖ ≤ (1 + νn)‖x− p‖, for all x ∈ K, p ∈ Fix(T ) and alln ∈ N;
(vi) strongly nonexpansive [29, 36] if T is nonexpansive and
lim
n→∞
‖(xn − yn)− (Txn − Tyn)‖ = 0,
whenever {xn} and {yn} are bounded sequences in K and
lim
n→∞
(‖xn − yn‖ − ‖Txn − Tyn‖) = 0.
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(vi) strongly quasi-nonexpansive [112] if T is quasi-nonexpansive and
lim
n→∞
‖xn − Txn‖ = 0,
whenever {xn} is a bounded sequences in K and
lim
n→∞
(‖xn − p‖ − ‖Txn − p‖) = 0, for some p ∈ Fix(T ).
Definition 2.1.3. Let K be a nonempty subset of an inner product space X. A
mapping T : K → X is said to be:
(i) firmly nonexpansive if ‖Tx− Ty‖2 ≤ 〈x− y, Tx− Ty〉 for all x, y ∈ K;
(ii) cutter [36] if Fix(T ) is nonempty and
〈x− Tx, p− Tx〉 ≤ 0, for all x ∈ K and p ∈ Fix(T ).
Remark 2.1.1. The name cutter was proposed by Cegielski and Censor in [38]. Differ-
ent names of the cutter are used in the literature. It was introduced and investigated
by Bauschke and Combettes [20, Definition 2.2]. Combettes [65] called it T-class
operators, Zaknoon [197], Segal [162] and Censor and Segal [48, 49] called it directed
operator. However, Yamada and Ogura (see [189, 190]) and Ma˘ruster (see [121])
called it firmly quasi-nonexpansive. In [35], these operators were called separating
operators.
Lemma 2.1.5. [166] Let {xn} and {zn} be the bounded sequences in a Banach space
X and let {βn} be a sequence in [0, 1] such that 0 < lim inf
n→∞
βn ≤ lim sup
n→∞
βn < 1.
Suppose that
xn+1 = βnxn + (1− βn)zn, for all n ∈ N,
and lim sup
n→∞
(‖zn+1 − zn‖ − ‖xn+1 − xn‖) ≤ 0. Then lim
n→∞
‖zn − xn‖ = 0.
A Banach space X is said to satisfy Opial’s condition [143] if whenever {xn} is a
sequence in X which converges weakly to x, then
lim inf
n→∞
‖xn − x‖ < lim inf
n→∞
‖xn − y‖, for all y ∈ H, y 6= x.
It is well-known that every Hilbert space H satisfies Opial’s condition.
Lemma 2.1.6. [143, Lemma 2, Demiclosedness Principle] Let K be a nonempty,
closed and convex subset of a real Hilbert space H and T : K → K be a nonexpansive
mapping with Fix(T ) 6= ∅. If the sequence {xn} ⊂ K converges weakly to x and the
sequence {(I − T )xn} converges strongly to y, then (I − T )x = y; In particular, if
y = 0, then x ∈ Fix(T ).
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Next we have, Demiclosedness principle for asymptotically k-strict psuedo-contractive
mapping in the intermediate sense.
Lemma 2.1.7. [160, Demiclosedness Principle] Let K be a nonempty, closed and
convex subset of a real Hilbert space H and T : K → K be a continuous asymptot-
ically k-strict psuedo-contractive mapping in the intermediate sense. Then I − T is
demiclosed at zero in the sense that if {xn} is a sequence in K such that xn ⇀ x ∈ K
and lim sup
m→∞ n→∞
‖xn − Tmxn‖ = 0, then (I − T )x = 0.
Sahu et al. [160] extended Lemma 2.1.7 for uniformly continuous mappings and
established the following result.
Lemma 2.1.8. [160, Lemma 2.7] Let K be a nonempty, closed and convex subset of
a real Hilbert space H and T : K → K be a uniformly continuous asymptotically k-
strict pseudo-contractive mapping in the intermediate sense with sequence {νn}. Let
{xn} be a sequence in K such that ‖xn+1−xn‖ → 0 and ‖xn−T nxn‖ → 0 as n→∞.
Then ‖xn − Txn‖ → 0 as n→∞.
Definition 2.1.4. Let K be a nonempty subset of an inner product space X. A
mapping T : K → X is said to be:
(i) monotone if 〈x− y, Tx− Ty〉 ≥ 0 for all x, y ∈ K;
(ii) α-inverse strongly monotone (α-ism) if there exists a constant α > 0 such that
〈Tx− Ty, x− y〉 ≥ α‖Tx− Ty‖2, for all x, y ∈ K;
(iii) β-strongly monotone if there exists a constant β > 0 such that
〈Tx− Ty, x− y〉 ≥ β‖x− y‖2, for all x, y ∈ K;
(iv) strongly positive if there exists a constant α > 0 such that
〈Tx, x〉 ≥ α‖x‖2, for all x ∈ K.
Definition 2.1.5. Let K be a nonempty convex subset of a normed space X. A
mapping T : K → X is said to be hemicontinuous if it is continuous along the line
segments in K.
Proposition 2.1.1. [32, 36] Let K be a nonempty subset of an inner product space
X and T : K → X be a mapping.
(i) If T is ν-ism, then it is 1/ν-Lipschitzian;
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(ii) If T is ν-ism, then γT is ν
γ
-ism, for γ > 0;
(iii) T is averaged if and only if the complement I − T is ν-ism for some ν > 1
2
.
Indeed, for α ∈ (0, 1), T is α-averaged if and only if I − T is 1
2α
-ism;
(iv) The composite of finitely many averaged mappings is averaged;
(v) If T1, T2,. . . ,TN are averaged mappings on K and have a common fixed point,
then
N⋂
i=1
Fix(Ti) = Fix(T1 . . . TN);
(vi) Every firmly nonexpansive mapping is averaged;
(vii) Every firmly nonexpansive mapping having a fixed point is a cutter.
Remark 2.1.2. [36] It can be seen that the class of averaged mappings and the class
of firmly nonexpansive mappings are proper subclasses of the class of strongly non-
expansive mappings.
In the following lemma, we collect some important properties of the nonexpansive
mappings, which will be used in the sequel.
Lemma 2.1.9. Let H1 and H2 be real Hilbert spaces and A : H1 → H2 be a bounded
linear operator with its adjoint operator A∗ such that A 6≡ 0 and S : H2 → H2 be a
nonexpansive mapping. Then
(i) I − S is 1
2
-inverse strongly monotone;
(ii) A∗(I − S)A is 1
2‖A‖2 -inverse strongly monotone;
(iii) U := I − γA∗(I − S)A is γ‖A‖2-averaged, for γ ∈
(
0, 1‖A‖2
)
;
(iiia) ‖Ux− Uy‖2 ≤ ‖x− y‖2 + γ(γ‖A‖2 − 1)‖(S − I)Ax− (S − I)Ay‖2;
(iiib) Ax ∈ Fix(S)⇔ x ∈ Fix(U).
Proof. (i) Since S is nonexpansive, for all x, y ∈ H2, we have
‖x− y‖2 ≥ ‖Sx− Sy‖2
= ‖((I − S)x− (I − S)y)− (x− y)‖2
= ‖(I − S)x− (I − S)y‖2 + ‖x− y‖2 − 2〈x− y, (I − S)x− (I − S)y〉.
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Therefore, we get
〈x− y, (I − S)x− (I − S)y〉 ≥ 1
2
‖(I − S)x− (I − S)y‖2.
This shows that I − S is 1
2
-ism.
(ii) For all x, y ∈ H1.
〈x− y, A∗(I − S)Ax− A∗(I − S)Ay〉 = 〈Ax− Ay, (I − S)Ax− (I − S)Ay〉
≥ 1
2
‖(I − S)Ax− (I − S)Ay‖2
=
1
2‖A∗‖2‖A
∗(I − S)Ax− A∗(I − S)Ay‖2.
Since ‖A‖ = ‖A∗‖, we have A∗(I − S)A is 1
2‖A‖2 -ism.
(iii) From Proposition 2.1.1 (ii), we have γA∗(I − S)A is 1
2γ‖A‖2 -ism. Since γ ∈(
0, 1‖A‖2
)
, we have 1
2γ‖A‖2 >
1
2
. So from Proposition 2.1.1 (iii), U := I − γA∗(I − S)A
is averaged.
(iiia) For any x, y ∈ H1, we have
‖Ux− Uy‖2
= ‖(I − γA∗(I − S)A)x− (I − γA∗(I − S)A)y‖2
= ‖x− y‖2 + γ2‖A‖2‖(I − S)Ax− (I − S)Ay‖2
− 2γ〈x− y, A∗((I − S)Ax− (I − S)Ay)〉
= ‖x− y‖2 + γ2‖A‖2‖(I − S)Ax− (I − S)Ay‖2
− 2γ〈Ax− Ay, (I − S)Ax− (I − S)Ay〉
≤ ‖x− y‖2 + γ2‖A‖2‖(I − S)Ax− (I − S)Ay‖2 − γ‖(I − S)Ax− (I − S)Ay‖2
≤ ‖x− y‖2 − γ (1− γ‖A‖2) ‖(I − S)Ax− (I − S)Ay‖2. (2.1.2)
(iiib) Let there exist x ∈ Fix(U) and z ∈ H1 such that Az ∈ Fix(S). It follows that
z ∈ Fix(U) and in view of inequality (2.1.2), we have
‖x− z‖2 = ‖Ux− Uz‖2 ≤ ‖x− z‖2 − γ (1− γ‖A‖2) ‖(I − S)Ax‖2.
Since γ ∈
(
0, 1‖A‖2
)
, so we have ‖(I − S)Ax‖2 = 0, thus Ax ∈ Fix(S). It is obvious
that Ax ∈ Fix(S) implies x ∈ Fix(U).
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2.2 Some Concepts from Set-valued Analysis
Let X be a real Banach space with topological dual space X∗, and 〈., .〉 be the duality
pairing between X and X∗.
Let M : X ⇒ X∗ be a set-valued operator. The domain, range, graph and inverse
of M are defined by
D(M) = {x ∈ X : M(x) 6= ∅}, R(M) =
⋃
x∈D(M)
M(x),
G(M) = {(x, x∗) : x∗ ∈Mx} and M−1(y) = {x ∈ X : y ∈Mx},
respectively.
Definition 2.2.1. [110] A set-valued operator M : X ⇒ X∗ is said to be
(i) monotone if 〈x− y, x∗ − y∗〉 ≥ 0 whenever (x, x∗), (y, y∗) ∈ G(M).
(ii) maximal monotone if its graph is not properly contained in the graph of any
other monotone operator.
Let H be a real Hilbert space. It is well-known that when the set-valued operator
M : H ⇒ H is maximal monotone, then for each x ∈ H and λ > 0, there is a
unique z ∈ H such that x ∈ (I + λM)z; See, for example [33, 167, 198] for further
detail. In this case, the operator JMλ := (I + λM)
−1 is called resolvent operator of
M with parameter λ. It is known that JMλ is a single-valued and firmly nonexpansive
mapping. Indeed, for any given u ∈ H, let x, y ∈ JMλ (u). Then, x, y ∈ (I+λM)−1(u)
and thus u− x ∈ λMx and u− y ∈ λMy. The monotonicity of λM implies that
〈u− x− (u− y), x− y〉 ≥ 0.
This implies that ‖x− y‖ ≤ 0 and thus x = y. Hence, JMλ is single-valued.
Next we show that JMλ is firmly nonexpansive mapping. For any x, y ∈ H, let
JMλ (x) = (I + λM)
−1(x) and JMλ (y) = (I + λM)
−1(y).
Then
x ∈ (I + λM)(JMλ (x)) and y ∈ (I + λM)(JMλ (y)).
It follows that
1
λ
(
x− (JMλ (x))
) ∈M(JMλ (x)) and 1λ (y − (JMλ (y))) ∈M(JMλ (y)).
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The monotonicity of M implies that〈
JMλ (x)− JMλ (y),
1
λ
(x− JMλ (x))−
1
λ
(y − JMλ (y))
〉
≥ 0,
that is, 〈
JMλ (x)− JMλ (y), x− y
〉 ≥ ∥∥JMλ (x)− JMλ (y)∥∥2 .
Thus, JMλ is firmly nonexpansive.
Also, 0 ∈ M(x) ⇔ x ∈ Fix(JMλ ). The set M−1(0) = {z ∈ H : 0 ∈ Mz} is
called the set of zero points. Further, the set Fix(JMλ ) of fixed points of nonexpansive
mapping JMλ is closed and convex. Since M
−1(0) = Fix(JMλ ), M
−1(0) is closed and
convex.
Lemma 2.2.1. [33, 130] Let H be a real Hilbert space. Let M : H ⇒ H be a
maximal monotone set-valued operator and f : H → H be an α-ism operator. Then
the operator JMλ (I − λf) is averaged for λ ∈ (0, 2α).
Lemma 2.2.2. [168, Theorem 6.5.4] Let H be a real Hilbert space. Let M : H ⇒ H
be a maximal monotone set-valued operator and (x, u) ∈ H ×H. If 〈u− v, x− y〉 ≥
0 for all (y, v) ∈M, then (x, u) ∈M.
2.3 Metric Projection
Let K be a nonempty, closed and convex subset of a real Hilbert space H. For an
arbitrary point x ∈ H, consider the set{
z ∈ K : ‖x− z‖ = min
y∈C
‖x− y‖
}
.
It is known that this set is always a singleton. Let PK be a mapping from H onto K
satisfying
‖x− PKx‖ = min
y∈C
‖x− y‖.
Such a mapping PK is called the metric projection. It is also known as the nearest
point projection, proximity mapping or best approximation operator.
Proposition 2.3.1. [7, 84] Let K be a nonempty, closed and convex subset of a
Hilbert space H. Then
(i) z = PKx if and only if 〈x− z, y − z〉 ≥ 0 for all y ∈ K;
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(ii) z = PKx if and only if ‖x− z‖2 ≤ ‖x− y‖2 − ‖y − z‖2 for all y ∈ K;
(iii) 〈PKx− PKy, x− y〉 ≥ ‖PKx− PKy‖2 for all x, y ∈ H;
(iv) PK is nonexpansive, that is, ‖PK(x)− PK(y)‖ ≤ ‖x− y‖ for all x, y ∈ H;
(v) PK is monotone, that is, 〈PK(x)− PK(y), x− y〉 ≥ 0 for all x, y ∈ H.
2.4 Basic Concepts and Results from Geometry of
Banach Spaces
Let X be a real Banach space with topological dual space X∗, and 〈., .〉 be the duality
pairing between X and X∗. The normalized duality mapping J : X ⇒ X∗ is defined
by
J(x) := {f ∗ ∈ X∗ : 〈x, f ∗〉 = ‖x‖2 = ‖f ∗‖2 for all x ∈ X}.
For further details on normalized duality, we refer to [7, 61, 167]. Let S(X) be the
unit sphere centered at the origin of X. The space X is said to be smooth if the limit
lim
t→0
‖x+ ty‖ − ‖x‖
t
exists (2.4.1)
for all x, y ∈ S(X). The space X is said to have a uniformly Gaˆteaux differentiable
norm if for each y ∈ S(X), the limit (2.4.1) is attained uniformly for x ∈ S(X). X is
said to be uniformly smooth if the limit (2.4.1) converges uniformly in x, y ∈ S(X). A
Banach space X is said to be strictly convex if ‖(x+y)/2‖ < 1 whenever x, y ∈ S(X)
and x = y. The space X is said to be uniformly convex if for all  ∈ (0, 2], there exists
δ > 0 such that x, y ∈ S(X) and ‖x− y‖ ≥  imply ‖(x+ y)/2‖ ≤ 1− δ. The duality
mapping J from a smooth Banach space X into X∗ is said to be weakly sequentially
continuous if Jxn
∗
⇀ Jx whenever xn ⇀ x, where
∗
⇀ means weak∗ convergence in the
dual space. We also know the following properties (see [167] for detail):
(i) J(x) 6= ∅ for each x ∈ X;
(ii) If X is strictly convex, then J is one to one, that is,
x 6= y ⇒ J(x) ∩ J(y) = ∅;
(iii) If X is reflexive, then J is a mapping of X onto X∗;
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(iv) If X is smooth, then the duality mapping J is single valued;
(v) X is uniformly convex if and only if X∗ is uniformly smooth.
Lemma 2.4.1. [17, 27, 157] Let X be a strictly convex and reflexive Banach space
and let M : X ⇒ X∗ be a monotone operator. Then M is maximal monotone if and
only if R(J + λM) = X∗ for all λ > 0.
Lemma 2.4.2. [28] Let K be a nonempty closed convex subset of a uniformly convex
Banach space X and T : K → X be a nonexpansive mapping. If {xn} is a sequence
of K such that xn ⇀ x and ‖(I − T )xn‖ → 0, then (I − T )x = 0, that is, x is a fixed
point of T , where I is the identity mapping on K.
Lemma 2.4.3. [110, 185] Let X be a uniformly convex Banach space. Then for any
given number r > 0, there exists a continuous strictly increasing function g : [0,∞)→
[0,∞) such that g(0) = 0 and
‖tx+ (1− t)y‖2 ≤ t‖x‖2 + (1− t)‖y‖2 − t(1− t)g(‖x− y‖),
for all x, y ∈ X with ‖x‖ ≤ r and ‖y‖ ≤ r, t ∈ [0, 1].
Lemma 2.4.4. [167] Let X be a smooth Banach space. Then 〈x − y, Jx − Jy〉 ≥ 0
for all x, y ∈ X. Furthermore, if X is strictly convex and 〈x− y, Jx− Jy〉 = 0, then
x = y.
Next we give the characterization of a metric projection in the setting of a strictly
convex and reflexive Banach space X.
Lemma 2.4.5. [167] Let X be a strictly convex and reflexive Banach space, K be a
nonempty, closed and convex subset of X, x ∈ X and z ∈ K. Then the following
conditions are equivalent
(i) z = PKx;
(ii) 〈z − y, J(x− z)〉 ≥ 0, for all y ∈ K.
Let X be a reflexive, strictly convex and smooth Banach space. Let M : X ⇒ X∗
be a maximal monotone operator. Then for λ > 0 and x ∈ X, Takahashi and Yao
[174] consider the following sets:
Qλx = {z ∈ X : 0 ∈ J(z − x) + λM(z)},
and
Jλx = {z ∈ X : Jx ∈ Jz + λM(z)}.
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They also proved that these sets are singleton. In other words,
Qλ = (I + λJ
−1M)−1 and Jλ = (J + λM)−1J.
Such Qλ and Jλ are known as metric resolvent and relative resolvent of M for λ > 0.
Remark 2.4.1. In the setting of Hilbert spaces, the duality mapping J reduces to the
identity mapping I, therefore Qλ = Jλ.
Now we gather, some well-known properties of relative resolvent [110, 123]:
(i) Jλ : X → D(M) is a single-valued mapping;
(ii) M−1(0) = Fix(Jλ) for each λ > 0.
The modulus of smoothness of a Banach space X is the function ρ : [0, ∞) →
[0, ∞) defined by
ρ(τ) = sup
{
1
2
(‖x+ y‖+ ‖x− y‖)− 1 : x, y ∈ X, ‖x‖ = 1, ‖y‖ = τ
}
.
It is known that X is uniformly smooth [2] if and only if lim
τ→0
ρ(τ)/τ = 0. Let q be a
fixed real number with 1 < q ≤ 2. Then a Banach space X is said to be q-uniformly
smooth [2] if there exists a constant c > 0 such that ρ(τ) ≤ cτ q for all τ > 0, where
c is q-uniformly smooth constant. For more information about geometry of Banach
spaces, we refer [7, 61, 64, 153, 167].
Lemma 2.4.6. [185] Let X be a 2-uniformly smooth Banach space. Then
‖x+ y‖2 ≤ ‖x‖2 + 2〈y, Jx〉+ 2‖κy‖2, for all x, y ∈ X.
where κ > 0 is the 2-uniformly smooth constant of X.
Let X be a smooth Banach space. Following Alber [5] and Kamimura and Taka-
hashi [104], let φ : X ×X → R be the mapping defined by
φ(x, y) = ‖x‖2 − 2〈x, Jy〉+ ‖y‖2, for all x, y ∈ X. (2.4.2)
If X = H is a Hilbert space, then we have φ(x, y) = ‖x − y‖2 for all x, y ∈ X. We
know that
(‖x‖ − ‖y‖)2 ≤ φ(x, y) ≤ (‖x‖+ ‖y‖)2, for all x, y ∈ X. (2.4.3)
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If X is strictly convex, then
φ(x, y) = 0⇔ x = y. (2.4.4)
Let K be a nonempty, closed and convex subset of a smooth, reflexive and strictly
convex Banach space X. For an arbitrary point x ∈ X, consider the set{
x0 ∈ K : φ(x, x0) = min
y∈K
φ(x, y)
}
.
It is known that this set is always a singleton, see [5]. Let ΠK be a mapping from X
onto K satisfying
φ(x,ΠK) = min
y∈K
φ(x, y). (2.4.5)
Such a mapping ΠK is called the generalized projection from X onto K.
Lemma 2.4.7. [5, 104] Let X be a reflexive, strictly convex and smooth Banach
space, K be a nonempty closed convex subset of X and x ∈ X. Then
(i) x0 = ΠKx⇔ 〈x0 − y, Jx− Jx0〉 ≥ 0 for each y ∈ K;
(ii) φ(y,ΠKx) + φ(ΠKx, x) ≤ φ(y, x) for each y ∈ K.
Since the normalized duality mapping J on a Hilbert space is the identity mapping,
we have PK = ΠK in the setting of Hilbert spaces.
Lemma 2.4.8. [104] Let X be a smooth and uniformly convex Banach space and
let {xn} and {yn} be sequences in X such that either {xn} or {yn} is bounded. If
φ(xn, yn) = 0, then ‖xn − yn‖ = 0.
Lemma 2.4.9. [104] Let r > 0 and let X be a uniformly convex and smooth Banach
space. Then
g(‖y − z‖) ≤ φ(y, z),
for all y, z ∈ Xr = {w ∈ X : ‖w‖ ≤ r}, where g : [0,∞) → [0,∞) is a continuous,
strictly increasing and convex function with g(0) = 0.
Definition 2.4.1. Let K be a nonempty, closed and convex subset of a smooth
Banach space X and T : K → K be a mapping. A point a ∈ K is called an asymp-
totic fixed point [154] of T if there exists a sequence {xn} such that xn ⇀ a and
lim
n→∞
‖xn − Txn‖ = 0. The set of asymptotic fixed points is denoted by F̂ix(T ).
The mapping T : K → K is said to be:
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(i) firmly nonexpansive type [110] if
φ(Tx, Ty) + φ(Ty, Tx) + φ(Tx, x) + φ(Ty, y)
≤ φ(Tx, y) + φ(Ty, x), for all x, y ∈ K; (2.4.6)
(ii) relatively nonexpansive (see [110, 123, 124]) if the following properties are sat-
isfied:
(iia) Fix(T ) 6= ∅;
(iib) φ(p, Tx) ≤ φ(p, x) for all p ∈ Fix(T ), x ∈ K;
(iic) F̂ix(T ) = Fix(T ).
(iii) strongly relatively nonexpansive (see [110, 154]) if the following properties are
satisfied:
(iiia) T is relative nonexpansive;
(iiib) lim
n→∞
φ(Txn, xn) = 0 whenever {xn} is bounded sequence in K and
lim
n→∞
(φ(p, xn)− φ(p, Txn)) = 0 for some p ∈ Fix(T ).
(iv) nonspreading [111] if
φ(Tx, Ty) + φ(Ty, Tx) ≤ φ(Tx, y) + φ(Ty, x), for all x, y ∈ K;
(v) generalized nonspreading [96, 109] if there are α, β, γ, δ ∈ R such that
αφ(Tx, Ty) + (1− α)φ(x, Ty) + γ{φ(Ty, Tx)− φ(Ty, x)}
≤ βφ(Tx, y) + (1− β)φ(x, y) + δ{φ(y, Tx)− φ(y, x)}, for all x, y ∈ K.
(2.4.7)
Remark 2.4.2. [110, 123] Let X be a reflexive, strictly convex and smooth Banach
space with its dual X∗ and M : X ⇒ X∗ be a maximal monotone operator. Then
the relative resolvent Jλ : X → D(M) of M is firmly nonexpansive type mapping.
Lemma 2.4.10. [110, Theorem 5.2] Let X be a strictly convex Banach space whose
norm is uniformly Gaˆteaux differentiable. Let K be a nonempty closed convex subset
of X and T : K → K be a firmly nonexpansive type mapping such that Fix(T ) is
nonempty. Then T is strongly relatively nonexpansive.
Lemma 2.4.11. [124, Proposition 2.4] Let X be a strictly convex and smooth Banach
space, K be a closed convex subset of X, and T be a relatively nonexpansive mapping
from K into itself. Then Fix(T ) is closed and convex.
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Remark 2.4.3. A generalized nonspreading mapping is nonspreading if α = 1, γ = 1,
β = 1 and δ = 0.
Remark 2.4.4. If X is a Hilbert space, then φ(x, y) = ‖x− y‖. Therefore, we obtain
α‖Tx− Ty‖2 + (1− α)‖x− Ty‖2 + γ{‖Tx− Ty‖2 − ‖x− Ty‖2}
≤ β‖Tx− y‖2 + (1− β)‖x− y‖2 + δ{‖Tx− y‖2 − ‖x− y‖2}, for all x, y ∈ K.
(2.4.8)
This implies that
(α + γ)‖Tx− Ty‖2 + {1− (α + γ)}‖x− Ty‖2
≤ (β + δ)‖Tx− y‖2 + {1− (β + δ)}‖x− y‖2, for all x, y ∈ K. (2.4.9)
In this case, T is called generalized hybrid mapping (see, [96, 109]). Observe that if
Fix(T ) 6= ∅, then φ(p, Ty) ≤ φ(p, y), for all p ∈ Fix(T ) and y ∈ K. Indeed, putting
x = p ∈ Fix(T ) in (2.4.7), we obtain
αφ(p, Ty) + (1− α)φ(p, Ty) + γ{φ(Ty, p)− φ(Ty, p)}
≤ βφ(p, y) + (1− β)φ(p, y) + δ{φ(y, p)− φ(y, p)}. (2.4.10)
So, we have
φ(p, Ty) ≤ φ(p, y). (2.4.11)
Lemma 2.4.12. [109] Let X be a uniformly smooth and strictly convex Banach space,
K be a nonempty closed convex subset of X and T be a generalized nonspreading
mapping of K into itself such that Fix(T ) 6= ∅. Then F̂ix(T ) = Fix(T ) and Fix(T ) is
closed and convex.
2.5 Variational Inequality Problem
The theory of variational inequalities is well known and well developed branch of
nonlinear analysis and optimization. It has many applications in different areas of
science, social science, engineering, and management. There are several monographs
on variational inequalities, but we mention here few [8, 76, 108]. Let K be a nonempty,
closed and convex subset of a real Hilbert space H and f : K → H be a mapping.
The variational inequality problem VIP(K, f) is to:
Find x∗ ∈ K such that 〈f(x∗), x− x∗〉 ≥ 0, for all x ∈ K. (2.5.1)
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Another problem closely related to VIP(K, f) is known as the Minty variational
inequality problem MVIP(K, f). The MVIP(K, f) is to:
Find x∗ ∈ K such that 〈f(x), x− x∗〉 ≥ 0, for all x ∈ K. (2.5.2)
The trivial unlikeness of two proposed problems is the linearity of variational inequali-
ties. In fact, the Minty variational inequality MVIP(K, f) is linear but the variational
inequality VIP(K, f) is not. However, under the (hemi)continuity and monotonicity
of f , the solution sets of these problems are same.
The following lemma establishes the relation between variational inequality prob-
lem (2.5.1) and Minty variational inequality problem (2.5.2).
Lemma 2.5.1 (Minty Lemma). [108] Let F : K → H be a monotone and continuous
along the segments (i.e., F (x + ty) → F (x) as t → 0). Then the solution sets of
VIP(K,F ) and MVIP(K,F ) are same. Moreover, if F is strongly monotone, then
the solution of VIP(K,F ) is unique.
Let f : K → R be a given function. Consider the constrained minimization
problem:
min
x∈K
f(x). (2.5.3)
If f is differentiable, then the VIP(K,∇f) provides the necessary and sufficient con-
ditions for a solution of the problem (2.5.3). For further details and applications of
variational inequalities, we refer to [8, 108] and the references therein.
The following result provides the equivalence between a variational inequality
problem and a fixed point problem.
Proposition 2.5.1. Let K be a nonempty closed convex subset of a real Hilbert space
H and F : K → H be a mapping. Then x∗ ∈ K is a solution of VIP(K,F ) if and
only if for any γ > 0, x∗ is a fixed point of the mapping PK(I − γF ) : K → K, that
is,
x∗ = PK(x∗ − γF (x∗)), (2.5.4)
where PK(x
∗− γF (x∗)) denotes the projection of (x∗− γF (x∗)) onto K, and I is the
identity mapping.
In view of the above proposition and discussion, we have the following proposition.
Proposition 2.5.2. Let K be a nonempty closed convex subset of a real Hilbert space
H and F : K → H be a convex and Fre´chet differential function. Then the following
statement are equivalent:
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(i) x∗ ∈ K is a solution of (2.5.3);
(ii) x∗ ∈ K solves VIP(K,F ) (2.5.1);
(iii) x∗ ∈ K is a solution of (2.5.4).
From the above equivalence, we have the following gradient projection method.
Theorem 2.5.2. [Projection Gradient Method] Let F : K → H be a L-Lipschitzian
and β-strongly monotone mapping. Let γ > 0 be a constant such that γ < 2β
L2
. Then,
(i) PK(I−γF ) : K → K is a contraction mapping and there exist a solution x∗ ∈ K
of the VIP(K,F );
(ii) The sequence {xn} generated by the following iterative process:
xn+1 = PK(I − γF )(xn), for all n ∈ N,
converges strongly to a solution x∗ of the VIP(K,F ).
In view of Proposition 2.5.2 and Theorem 2.5.2, we have the following method for
finding an approximate solution of a convex and differentiable minimization problem.
Theorem 2.5.3. Let f : K → R be a convex and differentiable function such that
the gradient ∇f is L-Lipschitzian and β-strongly monotone mapping. Let {γn} be a
sequence of strictly positive real numbers such that
0 < lim inf
n→∞
γn ≤ lim sup
n→∞
γn <
2β
L2
. (2.5.5)
Then the sequence {xn} generated by the following gradient projection method
xn+1 = PK(I − γ∇f)(xn), for all n ∈ N, (2.5.6)
converges strongly to a unique solution of the minimization problem (2.5.3).
The sequence {xn} generated by the method (2.5.6) converges weakly to a unique
solution of the minimization problem (2.5.3) even when ∇f is not necessary strongly
monotone.
The following result provide an equivalence between SFP (1.1.2) and variational
inequality problem (2.5.1).
Proposition 2.5.3. [39] Let C and Q be nonempty, closed and convex subsets of
real Hilbert spaces H1 and H2, respectively. Let A : H1 → H2 be a bounded linear
operator with its adjoint operator A∗. For given x∗ ∈ H1, the following statement are
equivalent.
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(i) x∗ solves SFP(1.1.2);
(ii) x∗ solves fixed point equation PC(I − λA∗(I − PQ)A)x∗ = x∗;
(iii) x∗ solves variational inequality problem (VIP) of finding x∗ ∈ C such that
〈∇f(x∗), x− x∗〉 ≥ 0, for all x ∈ C,
where ∇f = A∗(I − PQ)A.
2.6 Variational Inclusion
In 2003, Fang and Huang [78] considered the following variational inclusion problem:
Find x∗ ∈ H such that 0 ∈ f(x∗) +M(x∗), (2.6.1)
where 0 is the zero vector in the Hilbert space H, f : H → H is a single-valued
(nonlinear) mapping and M : H ⇒ H be a set-valued operator.
When M is maximal monotone and f is strongly monotone and L-Lipschitzian,
problem (2.6.1) has been studied by Huang [98]. Let φ : H → (−∞,+∞] be a proper,
lower semicontinuous and convex function. It is known [157] that the subdifferential
∂φ of φ defined by
∂φ(x) = {z ∈ H : φ(x) + 〈z, y − x〉 ≤ φ(y), for all y ∈ H}, x ∈ H,
is a maximal monotone operator. If M = ∂φ, then problem (2.6.1) reduces to the
following problem:
Find x∗ ∈ H such that 〈fx∗, y − x∗〉+ φ(x∗)− φ(y) ≥ 0, for all y ∈ H,
which is called a nonlinear variational inequality and has been studied by many
authors, see, for example, [16, 85, 86, 87, 138, 165]. If in addition f ≡ 0 then problem
(2.6.1) reduces to the following convex minimization problem:
Find x∗ ∈ H such that φ(x∗) ≤ φ(y), for all y ∈ H.
Let K be a nonempty, closed and convex subset of H. If we define
Mhv =
hv +NKv, if v ∈ K,∅, if v /∈ K, (2.6.2)
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where NK(v) = {z ∈ H : 〈y − v, z〉 ≤ 0, for all y ∈ K} is the normal cone of K at
a point v ∈ K. h : K → H is a given mapping, then under certain continuity as-
sumption on h, Rockafellar [157, Theorem 3] showed that Mh is a maximal monotone
operator and
M−1h (0) = VIP(K,h). (2.6.3)
So, if M ≡ NK , then problem (2.6.1) reduces to the following problem:
Find x∗ ∈ K such that 〈f(x∗), y − x∗〉 ≥ 0, for all y ∈ K,
which is the classical variational inequality, see [91, 165].
If M ≡ 0 and f ≡ I − T where I is an identity mapping and T : H → H is a
nonlinear mapping, then problem (2.6.1) is equivalent to the fixed point problem of
T :
Find x∗ ∈ H such that x∗ = Tx∗. (2.6.4)
Further, if H = Rn the problem (2.6.1) becomes the generalized equation introduced
by Robinson [155]. If f ≡ 0 and M is maximal monotone operator, then the problem
(2.6.1) becomes the inclusion problem:
Find x∗ ∈ H such that 0 ∈M(x∗). (2.6.5)
It is introduced by Martinet [120] and generalized by Rockafellar [158]. Problem
(2.6.5) is very important in the area of optimization and related fields. One of the
most popular method for solving (2.6.5) is the proximal point algorithm. Later many
authors studied problem (2.6.5), see Bre´zis and Lions [25], Lions [115], Passty [145],
Gu¨ler [88], Kamimura and Takahashi [103, 105] and Solodov and Svaite [164].
Thus notion of variational inclusion problems provides a convenient framework for
the unified study of optimal solutions in many optimization related areas including
mathematical programming, complimentarity problems, optimal control, mathemat-
ical economics, equilibria, game theory and so forth. In the last decade, it has been
extended and generalized; See for example [1, 3, 4, 52, 53, 55, 63, 69, 74, 78, 79, 80,
92, 97, 99, 100, 106, 139, 159, 178, 179] and the references therein.
2.7 Equilibrium Problems
Let K be a nonempty, closed and convex subset of a uniformly smooth, strictly convex
and reflexive Banach space X and F : K ×K → R be a bifunction. The equilibrium
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problem (in short, EP) is to find x ∈ K such that
F (x, y) ≥ 0, for all y ∈ K. (2.7.1)
The set of solutions of (2.7.1) is denoted by EP(K,F ) i.e.,
EP(K,F ) = {x ∈ K : F (x, y) ≥ 0, for all y ∈ K}.
The EP (2.7.1) is very general in the sense that it includes, as special cases,
optimization problems, variational inequality problems, complementarity problems,
saddle point problems, Nash equilibrium problems and others, see, for instance, [24,
42, 81, 171] and the references therein. It was first considered by Nikaido and Isoda
[136] to prove the existence of a solution of a game problem. The key role in the
theory of EP’s was made by Ky Fan [77]. After the work of Blum and Otteli [24]
many mathematician have started to study the EP again. For further details on
equilibrium problems, we refer to [11, 21, 22, 23, 24, 26, 50, 51, 82, 83, 89] and the
references therein.
For solving the equilibrium problem, let us assume that the bifunction F satisfies
the following conditions:
(A1) F (x, x) = 0 for all x ∈ K;
(A2) F is monotone, i.e., F (x, y) + F (y, x) ≤ 0 for all x, y ∈ K;
(A3) limt↓0 F (tz + (1− t)x, y) ≤ F (x, y) for all x, y, z ∈ K;
(A4) for each x ∈ X, y 7→ F (x, y) is convex and lower semicontinuous.
Takahashi and Zembayashi [176] obtained the following result.
Lemma 2.7.1. Let F : K×K → R be a bifunction satisfying (A1)–(A4). For r > 0,
define a resolvent operator of F by T Fr : X → K, for all x ∈ X, by
T Fr x =
{
z ∈ K : F (z, y) + 1
r
〈y − z, Jz − Jx〉 ≥ 0, for all y ∈ K
}
. (2.7.2)
Then the following assertions hold:
(i) T Fr is single-valued;
(ii) T Fr is a firmly nonexpansive type mapping;
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(iii) Fix(T Fr ) = EP(K,F );
(iv) EP(K,F ) is closed and convex.
If we take X = H a Hilbert space, then J reduces to the identity operator. Now
we have the following well known Lemma.
Lemma 2.7.2. [67] Let F : K ×K → R be a bifunction satisfying (A1)–(A4). For
r > 0, define a resolvent operator of F by T Fr : H → K, for all x ∈ H, by
T Fr x =
{
z ∈ K : F (z, y) + 1
r
〈y − z, z − x〉 ≥ 0, for all y ∈ K
}
. (2.7.3)
Then the following assertions hold:
(i) T Fr is single-valued;
(ii) T Fr is a firmly nonexpansive mapping;
(iii) Fix(T Fr ) = EP(K,F );
(iv) EP(K,F ) is closed and convex.
Chapter 3
Split Feasibility and Fixed Point
Problems for Asymptotically
k-strict Psuedo-contractive
Mappings in Intermediate Sense
3.1 Introduction
During the last decade, the split feasibility problems (in short, SFP) are emerged as
models of several problems, namely, signal processing, phase retrievals, image recon-
struction, intensity-modulated radiation therapy, etc, see, for example, [7, 10, 30, 31,
32, 43]. Several iterative methods have appeared in the literature to compute the ap-
proximate solutions of such problems. For a comprehensive bibliography and survey
on split feasibility problems, we refer to [10] and the references therein. Finding the
common solution of a split feasibility problem and fixed point problem is one of the
core interests of many researchers, see for example [10, 39, 40, 41, 73] and the refer-
ences therein. Recently, Ceng et al. [40] introduced a relaxed extragradient method
with regularization for finding a common element of the solution set of SFP and the
set Fix(T ) of the fixed points of a nonexpansive mapping T . Very recently, inspired
by the work of Ceng et al. [40] and Xu [188], Deepho and Kumam [73] introduced
and analyzed a relaxed extragradient method with regularization for finding a com-
mon element of the solution set Γ of the split feasibility problem and fixed points set
Fix(T ) of an uniformly Lipschitz continuous and asymptotically quasi-nonexpansive
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mappings in the setting of real Hilbert spaces. The purpose of this chapter is to con-
sider and analyze the relaxed extragradient method with regularization proposed in
[73] for finding a common element of Γ and Fix(T ), where T is an asymptotically k-
strict psuedo-contractive mapping in intermediate sense. We prove that the sequence
generated by the considered algorithm converges weakly to an element of Fix(T )∩Γ.
3.2 An Algorithm and a Convergence Result
Very recently, Deepho and Kumam [73] proposed the following algorithm for finding
the common element of the solution set Γ of the split feasibility problem and set Fix(T )
of all fixed points of an asymptotically quasi-nonexpansive and Lipschitz continuous
mapping in a real Hilbert space.
Algorithm 3.2.1. Initialization: Take arbitrary x1 ∈ C.
Iterative Step: For a given current xn ∈ C, compute
yn = PC(I − λn∇fαn)(xn),
xn+1 = (1− βn)xn + βnT n(yn), n ∈ N,
(3.2.1)
where ∇fαn = ∇f +αnI = A∗(I −PQ)A+αnI, where I is an identity map and three
sequences of parameters {αn}, {λn} and {βn} satisfies the following conditions:
(i)
∑∞
n=1 αn <∞;
(ii) {λn} ⊂ [a, b] for some a, b ∈
(
0, 1‖A‖2
)
and
∑∞
n=1 |λn+1 − λn| <∞;
(iii) {βn} ⊂ [c, d] for some c, d ∈ (0, 1).
Last Step: Update n := n+ 1.
We establish the following weak convergence result for Algorithm 3.2.1, where
T : C → C is an uniformly continuous and asymptotically k-strict pseudo-contractive
mapping in intermediate sense.
Theorem 3.2.1. Let C be a nonempty, closed and convex subset of a real Hilbert space
H1 and T : C → C be an uniformly continuous and asymptotically k-strict pseudo-
contractive mapping in intermediate sense with sequence {νn} such that Fix(T )∩Γ 6= ∅
and R(T ) = C. Let {xn} and {yn} be the sequences in C generated by Algorithm
3.2.1. Assume that the sequences of parameters {αn}, {βn}, {λn} and {νn} satisfy
the following conditions:
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(i)
∑∞
n=1 αn <∞;
(ii) {λn} ⊂ [a, b] for some a, b ∈
(
0, 1‖A‖2
)
and
∑∞
n=1 λn <∞;
(iii) {βn} ⊂ [d, e] for some d, e ∈ (0, 1), 0 < βn < 1− k < 1 and∑∞
n=1 βncn <∞, where cn is defined by (2.1.1);
(iv)
∑∞
n=1 βnνn <∞;
(v) {∇fαn(xn)}∞n=1 is a bounded sequence.
Then the sequences {xn} and {yn} converge weakly to an element x∗ ∈ Fix(T ) ∩ Γ.
Proof. Let p ∈ Fix(T ) ∩ Γ be arbitrarily chosen. Then, we have T (p) = p ∈ C and
Ap ∈ Q. Therefore, PC(p) = p and PQ(Ap) = Ap. Since PC is nonexpansive, we have
‖yn − p‖2 = ‖PC(I − λn∇fαn)(xn)− PC(p)‖2
≤ ‖(xn − p)− λn∇fαn(xn)‖2
≤ ‖xn − p‖2 + λ2n‖∇fαn(xn)‖2. (3.2.2)
Since yn ∈ C and T nyn ∈ C, we have
‖yn − T nyn‖2 = ‖PC(I − λn∇fαn)(xn)− PC(T nyn)‖2
≤ ‖(xn − T nyn)− λn∇fαn(xn)‖2
≤ ‖xn − T nyn‖2 + λ2n‖∇fαn(xn)‖2. (3.2.3)
By asymptotically k-strict pseudo-contractiveness in intermediate sense with sequence
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{νn} of T , Lemma 2.1.4 (iii) and inequalities (3.2.2) and (3.2.3), we have
‖xn+1 − p‖2 = ‖(1− βn)(xn − p) + βn(T nyn − p)‖2
= (1− βn)‖xn − p‖2 + βn‖T nyn − p‖2 − βn(1− βn)‖T nyn − xn‖2
= (1− βn)‖xn − p‖2 + βn{(1 + νn)‖yn − p‖2 + k‖T nyn − yn‖2 + cn}
− βn(1− βn)‖T nyn − xn‖2
≤ (1− βn)‖xn − p‖2 + βn(1 + νn){‖xn − p‖2 + λ2n‖∇fαn(xn)‖2}
+ βnk‖xn − T nyn‖2 + βnkλ2n‖∇fαn(xn)‖2
+ βncn − βn(1− βn)‖T nyn − xn‖2
≤ (1 + βnνn)‖xn − p‖2 + βncn − βn(1− βn − k)‖xn − T ny‖2
+ βnλ
2
n‖∇fαn(xn)‖2 + βnνnλ2n‖∇fαn(xn)‖2
+ kβnλ
2
n‖∇fαn(xn)‖2
≤ (1 + βnνn)‖xn − p‖2 − βn(1− βn − k)‖xn − T ny‖2
+ βn{cn + (1 + νn)λ2n‖∇fαn(xn)‖2 + kλ2n‖∇fαn(xn)‖2}
≤ (1 + βnνn)‖xn − p‖2 − βn(1− βn − k)‖xn − T ny‖2
+ βn{cn + (1 + νn)λ2nM + λ2nM}
≤ (1 + βnνn)‖xn − p‖2 + βn{cn + (1 + νn)λ2nM + λ2nM}. (3.2.4)
Thus we have,
‖xn+1 − p‖2 ≤ (1 + βnνn)‖xn − p‖2 + bn, (3.2.5)
where bn = βn{cn + (1 + νn)λ2nM + λ2nM}. Since Σ∞n=1βnνn < ∞, 0 < βn < 1,∑∞
n=1 βncn < ∞,
∑∞
n=1 λn < ∞, 0 ≤ k < 1 and ‖∇fαn(xn)‖ ≤ M , where M is a
constant, we conclude that Σ∞n=1bn <∞. Therefore, by Lemma 2.1.1, we have
lim
n→∞
‖xn − p‖ exists.
Also, from (3.2.2), we have
lim
n→∞
‖yn − p‖ exists.
Thus, from (3.2.4), we obtain
βn(1− βn − k)‖T nyn − xn‖2 < (1 + βnνn)‖xn − p‖2 − ‖xn+1 − p‖2 + bn. (3.2.6)
Since T is asymptotically k-strict pseudo-contractive mapping in the intermediate
sense with sequence {νn}, then lim
n→∞
νn = 0, and by the conditions (ii) and (iii), we
have
lim
n→∞
‖T nyn − xn‖ = 0. (3.2.7)
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By using condition (ii) and equation (3.2.7) in inequality (3.2.3), we obtain
lim
n→∞
‖T nyn − yn‖ = 0. (3.2.8)
From Algorithm 3.2.1 and (3.2.7), we have
lim
n→∞
‖xn+1 − xn‖ = lim
n→∞
βn‖T nyn − xn‖ = 0. (3.2.9)
Since yn = PC(xn − λn∇fαn(xn)) and by Proposition 2.3.1 (ii), as in [73], we have
‖yn − p‖2 ≤ ‖xn − p‖2 − ‖xn − yn‖2 + 2λnαn‖p‖‖p− xn‖
+ 2λn‖∇fαn(xn)‖‖yn − p‖+ 2λn‖∇fαn(xn)‖‖xn − p‖. (3.2.10)
Consequently, by asymptotically k-strict pseudo-contractiveness in intermediate sense
with sequence {νn} of T , utilizing Lemma 2.1.4 (iii) and inequality (3.2.10), we con-
clude that
‖xn+1 − p‖2 = ‖(1− βn)(xn − p) + βn(T nyn − p)‖2
= (1− βn)‖xn − p‖2 + βn‖T nyn − p‖2 − βn(1− βn)‖T nyn − xn‖2
≤ (1− βn)‖xn − p‖2 + βn{(1 + νn)‖yn − p‖2 + k‖yn − T nyn‖+ cn}
− βn(1− βn)‖T nyn − xn‖2.
≤ (1− βn)‖xn − p‖2 + βn(1 + νn){‖xn − p‖2 − ‖xn − yn‖2
+ 2λnαn‖p‖‖p− xn‖+ 2λn‖∇fαn(xn)‖‖yn − p‖
+ 2λn‖∇fαn(xn)‖‖xn − p‖}+ βnk‖yn − T nyn‖2 + βncn
− βn(1− βn)‖T nyn − xn‖2.
Taking limits both the sides and using the conditions (i)-(iv), equations (3.2.7) and
(3.2.8), we have
lim
n→∞
‖xn − yn‖ = 0. (3.2.11)
From Algorithm 3.2.1, we have
‖yn+1 − yn‖ = ‖PC(I − λn+1∇fαn+1)(xn+1)− PC(I − λn∇fαn)(xn)‖
≤ ‖xn+1 − xn‖+ λn+1‖∇fαn+1(xn+1)‖2 + λn‖∇fαn(xn)‖2.
Taking limits both the sides and using condition (ii) and (3.2.9), we have
lim
n→∞
‖yn+1 − yn‖ = 0. (3.2.12)
Since ‖yn+1−yn‖ → 0, ‖T nyn−yn‖ → 0 as n→∞ and T is uniformly continuous, we
obtain from Lemma 2.1.8 that ‖Tyn − yn‖ → 0 as n→∞. Since {xn} is a bounded
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sequence in Hilbert space H1, there exists a subsequence {xni} of {xn} that converges
weakly to some x∗ ∈ H1. In fact, xn ⇀ x∗.
Indeed, let {xnj} be another subsequence of {xn} such that xnj ⇀ x¯. Assume
x∗ 6= x¯. From Opial condition [143], we have
lim
n→∞
‖xn − x∗‖ = lim inf
i→∞
‖xni − x∗‖ < lim inf
i→∞
‖xni − x¯‖
= lim
n→∞
‖xn − x¯‖ = lim inf
j→∞
‖xnj − x¯‖
< lim inf
j→∞
‖xnj − x∗‖ = lim
n→∞
‖xn − x∗‖.
This contradict our assumption x∗ 6= x¯. Hence, xnj ⇀ x∗. This shows that every
subsequence of {xn} converges weakly to x∗. This implies that xn ⇀ x∗, and for all
f ∈ H1, we have f(xn) → f(x∗). Next we show that yn ⇀ x∗. For all f ∈ H1, we
consider
‖f(yn)− f(x∗)‖ = ‖f(yn)− f(xn) + f(xn)− f(x∗)‖
≤ ‖f(yn)− f(xn)‖+ ‖f(xn)− f(x∗)‖
≤ ‖f‖‖yn − xn‖+ ‖f(xn)− f(x∗)‖.
From (3.2.11), we conclude that lim
n→∞
‖f(yn) − f(x∗)‖ = 0, for all f ∈ H1. Hence
yn ⇀ x
∗. Thus we have shown that {xn} and {yn} converges weakly to x∗. Now we
will show that x∗ is the required solution, that is x∗ ∈ Fix(T ) ∩ Γ. Note that T is
uniformly continuous and ‖Tyn−yn‖ → 0, we see that ‖yn−Tmyn‖ → 0, for allm ∈ N.
Thus, by Lemma 2.1.7, we obtain that x∗ ∈ Fix(T ). Now we show that x∗ ∈ Γ. Let
Sw1 =
{
λn∇fw1 +NCw1, if w1 ∈ C,
∅, if w1 /∈ C,
(3.2.13)
where NCw1 = {z ∈ H1 : 〈w1−u, z〉 ≥ 0 for all u ∈ C}. To show that x∗ ∈ Γ, it is suf-
ficient to show that 0 ∈ Sx∗. Let (w1, z) ∈ G(S), we have z ∈ Sw1 = λn∇fw1+NCw1,
and hence, z−λn∇fw1 ∈ NCw1. So, we have 〈w1−u, z−λn∇fw1〉 ≥ 0, for allu ∈ C.
Since w1 ∈ C, from Algorithm 3.2.1, we have yn = PC(I−λn∇fαnxn), so from Propo-
sition 2.3.1 (i), we have
〈xn − λn∇fαnxn − yn, yn − w1〉 ≥ 0,
and
〈w1 − yn, yn − xn + λn∇fαnxn〉 ≥ 0.
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Since, z − λn∇fw1 ∈ NCw1 and yn ∈ C, it follows that
〈w1 − yn, z〉 ≥ 〈w1 − yn, λn∇fw1〉
≥ 〈w1 − yn, λn∇fw1〉 − 〈w1 − yn, yn − xn + λn∇fαnxn〉
≥ 〈w1 − yn, λn∇fw1〉 − 〈w1 − yn, yn − xn + λn∇fxn〉
− λnαn〈w1 − yn, xn〉
= 〈w1 − yn, λn∇fw1 − λn∇fyn〉+ 〈w1 − yn, λn∇fyn − λn∇fxn〉
− 〈w1 − yn, yn − xn〉 − λnαn〈w1 − yn, xn〉
≥ 〈w1 − yn, λn∇fyn − λn∇fxn〉 − 〈w1 − yn, yn − xn〉
− λnαn〈w1 − yn, xn〉.
Taking limit as n→∞, and by the fact that yn ⇀ x∗, we obtain
〈w1 − x∗, z〉 ≥ 0, as n→∞.
Since 〈w1 − x∗, z − 0〉 ≥ 0, for every (w1, z) ∈ G(S). Therefore by maximality of S
we have 0 ∈ Sx∗. This further implies that x∗ ∈ VI(C,∇f) (see [157, Theorem 3]).
Finally Proposition 2.5.3 implies that x∗ ∈ Γ, therefore x∗ ∈ Fix(T ) ∩ Γ. Thus we
have shown that {xn} and {yn} converges weakly to x∗ and x∗ ∈ Fix(T ) ∩ Γ. This
completes the proof.
Chapter 4
Implicit and Explicit Algorithms
for Split Common Fixed Point
Problems
4.1 Introduction
In the recent past, several split type feasibility problems from nonlinear analysis have
been studied because of their applications in science, engineering, medical sciences,
etc. One of the split type problems is the split common fixed point problem (in short,
SCFPP) which is to find a fixed point of an operator such that its image under the
bounded linear operator is a fixed point of another operator, that is,
find x∗ ∈ Fix(T ) such that Ax∗ ∈ Fix(S), (4.1.1)
where Fix(T ) and Fix(S) denote the set of fixed points of the operators T : H1 → H1
and S : H2 → H2, respectively, such that Fix(T ) 6= ∅ and Fix(S) 6= ∅ and A : H1 →
H2 is a bounded linear operator. We denote by Ω the set of solutions of SCFPP
(4.1.1) and assume that Ω 6= ∅. The SCFPP (4.1.1) was introduced by Censor and
Segal [49]. They proposed the following parallel algorithm for solving problem (4.1.1)
for a class of directed operators in finite dimensional spaces.
Algorithm 4.1.1. Initialization: Take arbitrary x1 ∈ RN .
Iterative Step: For a given current xn ∈ RN , compute
xn+1 = T (xn − γA>(I − S)Axn), n ∈ N, (4.1.2)
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where γ ∈ (0, 1
L
)
with L being the spectral radius of the operator A>A and A> is the
transpose of matrix A.
Last Step: Update n := n+ 1.
Note that the class of directed operators includes the metric projections. Hence
Algorithm 4.1.1 recovers Byrne’s CQ algorithm [31]. Also notice that the underly-
ing space in Algorithm 4.1.1 is a finite-dimensional space RN . Later, Cui and Wang
[70], Moudafi [128, 129] and Kraikaew and Saejung [112] proposed different kinds of
algorithms for solving problem (4.1.1) in the setting of Hilbert spaces. Moudafi [128]
considered the following algorithm and proved its weak convergence for demicontrac-
tive operators.
Algorithm 4.1.2. Initialization: Take arbitrary x1 ∈ H1.
Iterative Step: For a given current xn ∈ H1, compute
un = xn + γA
∗(S − I)Axn,
xn+1 = (1− αn)un + αnTun, n ∈ N,
(4.1.3)
where γ ∈ (0, 1−µ
L
)
with L being the spectral radius of the operator A∗A, A∗ is the
adjoint operator of A, αn ∈ (0, 1) and µ is demicontractive constant.
Last Step: Update n := n+ 1.
Notice that Moudafi [128] only studied weak convergence (see [128, Theorem 2.1]).
It is well known that the strong convergence theorem is always more convenient to
use. For this purpose, Kraikaew and Saejung [112] slightly modified the Algorithm
4.1.2 to obtain a strong convergence which is as follow.
Algorithm 4.1.3. Initialization: Take arbitrary x1 ∈ H1.
Iterative Step: For a given current xn ∈ H1, compute
xn+1 = αnu+ (1− αn)T (xn + γA∗(S − I)Axn), n ∈ N, (4.1.4)
where γ ∈ (0, 1
L
)
with L being the spectral radius of the operator A∗A, αn ∈ (0, 1),
u ∈ H1 is a fixed chosen point, T is strongly quasi-nonexpansive and S is quasi-
nonexpansive.
Last Step: Update n := n+ 1.
They established its strong convergence (see [112, Theorem 3.2]). One can also
find strong convergence scheme of problem (4.1.1) in [94]. Subsequently, problem
(4.1.1) has been studied to the case of quasi-nonexpansive operators in [129], quasi-
pseudo-contractive operators in [194], and finitely many directed operators in [183],
in the setting of infinite-dimensional Hilbert spaces.
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Motivated by the work in [196], in this chapter, we propose two methods for
solving SCFPP (4.1.1). First, we introduce an implicit algorithm and consequently by
discretizing the implicit algorithm, we obtain an explicit algorithm. Under some mild
conditions, we show the strong convergence of the presented algorithms to a solution of
SCFPP (4.1.1) which also solves the following variational inequality problem defined
over the set of solutions of SCFPP (4.1.1):
Find x∗ ∈ Ω such that 〈σf(x∗)−Bx∗, z − x∗〉 ≤ 0, for all z ∈ Ω, (4.1.5)
where f,B : H1 → H1 are (nonlinear) operators and σ > 0. At the end of this chap-
ter, we apply our iterative algorithms to solve some convex and nonlinear problems,
namely, variational problems and equilibrium problems.
4.2 Algorithms and Convergence Results
For solving the problems (4.1.1) and (4.1.5), we assume the following assumptions:
Assumption 4.2.1. (a) f : H1 → H1 is a k-contraction mapping;
(b) T : H1 → H1 is a firmly nonexpansive mapping such that Fix(T ) 6= ∅;
(c) B : H1 → H1 is a self-adjoint, strongly positive bounded linear operator with
coefficient α > 0;
(d) S : H2 → H2 is a nonexpansive mapping such that Fix(S) 6= ∅;
(e) A : H1 → H2 is a bounded linear operator.
We now propose the following algorithms for finding a solution of SCFPP (4.1.1)
that is also a solution of (4.1.5).
Algorithm 4.2.1. For any t ∈ (0, 1
α−σk
)
, define a net {xt} ⊂ H1 in the following
way:
xt = T [I − γA∗(I − S)A]T [tσf(xt) + (I − tB)xt], (4.2.1)
where γ ∈
(
0, 1‖A‖2
)
, α > 0, σ > 0, 0 < k < 1 and α− σk > 0.
Algorithm 4.2.2. Choose arbitrary x1 ∈ H1, and compute
xn+1 = T [I − γA∗(I − S)A]T [αnσf(xn) + (I − αnB)xn], n ∈ N, (4.2.2)
where γ ∈
(
0, 1‖A‖2
)
, σ > 0 and αn ∈ [0, 1].
40
Remark 4.2.1. It is well known that the metric projection is firmly nonexpansive, and
hence nonexpansive. Hence, Algorithms 4.2.1 and 4.2.2 are more general than [196,
Algorithm 3.1] and [196, Algorithm 3.4], respectively.
We now show that the net {xt} and the sequence {xn} generated by Algorithms
4.2.1 and 4.2.2 converges to a unique solution x∗ of SCFPP (4.1.1), which also solves
the variational inequality problem (4.1.5).
Theorem 4.2.1. Under the Assumptions (a)-(e), the net {xt} defined by (4.2.1)
converges to a unique solution x∗ of split common fixed point problem (4.1.1), which
also solves the variational inequality problem (4.1.5).
Proof. Let us define U := I − γA∗(I − S)A, then by Lemma 2.1.9(iii), U is averaged
mapping and hence nonexpansive. Since T is firmly nonexpansive, therefore it is
nonexpansive, and also composition of nonexpansive mappings is also nonexpansive,
so we have, TUT is nonexpansive.
Define a mapping Wt := T [I − γA∗(I − S)A]T [tσf + (I − tB)]. Clearly, Wt is a
self-mapping on H1. For any x, y ∈ H1, we have
‖Wtx−Wty‖ = ‖TUT [tσf(x) + (I − tB)x]− TUT [tσf(y) + (I − tB)y]‖
≤ ‖tσf(x) + (I − tB)x− (tσf(y) + (I − tB)y)‖
= ‖tσ(f(x)− f(y)) + (I − tB)(x− y)‖
≤ ‖tσ(f(x)− f(y))‖+ ‖(I − tB)(x− y)‖
≤ tσk‖x− y‖+ (1− tα)‖x− y‖
= [1− (α− σk)t]‖x− y‖. (4.2.3)
Therefore, Wt is a contraction when t ∈
(
0, 1
α−σk
)
. So, Wt has a unique fixed point in
H1, denoted by xt, that is, xt := TUT [tf(xt) + (I − tB)xt]. From (4.2.3), it is clear
that the net {xt} defined by (4.2.1) is well-defined.
Let p ∈ Ω then p ∈ Fix(T ) and Ap ∈ Fix(S). From the definition of U , we have
p ∈ Fix(U). It follows that
‖xt − p‖ = ‖TUT [tσf(xt) + (I − tB)xt]− TUTp‖
≤ ‖tσf(xt) + (I − tB)xt − p‖
= ‖tσf(xt)− tσf(p) + (I − tB)xt − (I − tB)p− p+ (I − tB)p+ tσf(p)‖
= ‖tσ(f(xt)− f(p)) + (I − tB)(xt − p) + t(σf(p)−Bp)‖
≤ tσ‖f(xt)− f(p)‖+ ‖(I − tB)(xt − p)‖+ t‖σf(p)−Bp‖
≤ tσk‖xt − p‖+ (1− tα)‖xt − p‖+ t‖σf(p)−Bp‖
= [1− (α− σk)t]‖xt − p‖+ t‖σf(p)−Bp‖.
41
Hence,
‖xt − p‖ ≤ 1
(α− σk)‖σf(p)−Bp‖.
Therefore, {xt} is bounded and hence {f(xt)}, {Uxt} and {Bxt} are also bounded.
From (4.2.1), we observe that
‖xt − TUTxt‖ = ‖TUT [tσf(xt) + (I − tB)xt]− TUTxt‖
≤ t‖σf(xt)−Bxt‖ → 0 as t→ 0. (4.2.4)
We now show that {xt} is relatively norm-compact as t → 0+. Assume that {tn} ⊂(
0, 1
α−σk
)
is such that tn → 0+ as n→∞. In particular, from (4.2.4), we have
‖xtn − TUTxtn‖ ≤ tn‖σf(xtn)−Bxtn‖ → 0 as tn → 0.
Put xn := xtn and yn := ytn , we have
‖xn − TUTxn‖ → 0 as n→∞. (4.2.5)
Setting ytn := tnσf(xtn) + (I − tnB)xtn , we get
‖ytn − p‖ = ‖tnσf(xtn) + (I − tnB)xtn − p‖
= ‖(xtn − p) + tn(σf(xtn)−Bxtn)‖
≤ ‖xtn − p‖+ tn‖σf(xtn)−Bxtn‖. (4.2.6)
Also,
‖xtn − ytn‖ = ‖xtn − (tnσf(xtn) + (I − tnB)xtn)‖
= tn‖σf(xtn)−Bxtn‖ → 0 as tn → 0. (4.2.7)
So,
‖xn − yn‖ → 0 as n→∞. (4.2.8)
Since {xn} is a bounded sequence in a Hilbert space, so it has a weakly convergent
subsequence [36]. Therefore, there exists x∗ ∈ H1 such that xni ⇀ x∗. By Opial’s
condition, we have xn ⇀ x
∗.
Indeed, let there exist another subsequence {xnj} of {xn} such that xnj ⇀ y∗
where y∗ 6= x∗.
lim
n→∞
‖xn − y∗‖ = lim
j→∞
‖xnj − y∗‖ < lim
j→∞
‖xnj − x∗‖
= lim
n→∞
‖xn − x∗‖ = lim
i→∞
‖xni − x∗‖
< lim
i→∞
‖xni − y∗‖ = lim
n→∞
‖xn − y∗‖,
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which is a contradiction, and hence every subsequence of {xn} converges weakly to
x∗. This implies that xn ⇀ x∗.
In view of (4.2.8), we have for all f ∈ H1,
‖f(yn)− f(x∗)‖ = ‖f(yn)− f(xn) + f(xn)− f(x∗)‖
≤ ‖f(yn)− f(xn)‖+ ‖f(xn)− f(x∗)‖
≤ ‖f‖‖yn − xn‖+ ‖f(xn)− f(x∗)‖
→ 0 as n→ ∞. (4.2.9)
So, from (4.2.9), we have yn ⇀ x
∗. In view of demiclosed principle and (4.2.5), we
have TUTx∗ = x∗. By Proposition 2.1.1 (v), we have Tx∗ = x∗ and Ux∗ = x∗, and
hence S(Ax∗) = Ax∗. Thus x∗ ∈ Fix(T ) and Ax∗ ∈ Fix(S). This shows that x∗ is a
solution of split common fixed point problem.
Next we show that x∗ also solves the variational inequality problem (4.1.5). Since
T is firmly nonexpansive with a fixed point p, we have
〈Tytn − ytn , T ytn − p〉 ≤ 0. (4.2.10)
Since every firmly nonexpansive mapping with a fixed point is firmly quasi-nonexpansive,
so in view of firmly quasi-nonexpansiveness of T and (4.2.6), we have
‖xtn − p‖ = ‖TUTytn − p‖ ≤ ‖Tytn − p‖
≤ ‖ytn − p‖ − ‖Tytn − ytn‖
≤ ‖xtn − p‖+ tn‖σf(xtn)−Bxtn‖ − ‖Tytn − ytn‖. (4.2.11)
This implies that
‖Tytn − ytn‖ ≤ tn‖σf(xtn)−Bxtn‖ → 0 as tn → 0.
Thus,
‖Tyn − yn‖ → 0 as n→∞. (4.2.12)
Since yn ⇀ x
∗, so in view of (4.2.12) we have for all f ∈ H1,
‖f(Tyn)− f(x∗)‖ = ‖f(Tyn)− f(yn) + f(yn)− f(x∗)‖
≤ ‖f(Tyn)− f(yn)‖+ ‖f(yn)− f(x∗)‖
≤ ‖f‖‖Tyn − yn‖+ ‖f(yn)− f(x∗)‖
→ 0 as n→ ∞. (4.2.13)
43
Thus, Tyn ⇀ x
∗. Also in view of (4.2.10), one may notice that
‖Tytn − p‖2
= 〈Tytn − p, Tytn − p〉
= 〈Tytn − ytn , T ytn − p〉+ 〈ytn − p, Tytn − p〉
≤ 〈ytn − p, Tytn − p〉
= 〈tnσf(xtn) + (I − tnB)xtn − p, Tytn − p〉
= 〈tnσf(xtn)− tnσf(p) + (I − tnB)xtn − (I − tnB)p
+ (I − tnB)p− p+ tnσf(p), T ytn − p〉
= 〈tnσ(f(xtn)− f(p)) + (I − tnB)(xtn − p), T ytn − p〉
+ tn〈σf(p)−Bp, Tytn − p〉
≤ (‖tnσ(f(xtn)− f(p)) + (I − tnB)(xt − p)‖)‖Tytn − p‖
+ tn〈σf(p)−Bp, Tytn − p〉
≤ (‖tnσ(f(xtn)− f(p))‖+ ‖(I − tnB)(xtn − p)‖)‖Tytn − p‖
+ tn〈σf(p)−Bp, Tytn − p〉
≤ (tnσk‖xtn − p‖+ (1− tnα)‖xtn − p‖)‖Tytn − p‖+ tn〈σf(p)−Bp, Tytn − p〉
≤ ((1− tn(α− σk))‖xtn − p‖)‖Tytn − p‖+ tn〈σf(p)−Bp, Tytn − p〉
≤
(
1− tn(α− σk)
2
)
‖xtn − p‖2 +
1
2
‖Tytn − p‖2 + tn〈σf(p)−Bp, Tytn − p〉.
Therefore,
‖Tytn − p‖2 ≤ (1− tn(α− σk))‖xtn − p‖2 + 2tn〈σf(p)−Bp, Tytn − p〉. (4.2.14)
Consequently,
‖xtn − p‖2 = ‖TUTytn − TUTp‖2 ≤ ‖Tytn − p‖2
≤ (1− tn(α− σk))‖xtn − p‖2 + 2tn〈σf(p)−Bp, Tytn − p〉.
So,
‖xtn − p‖2 ≤
2
α− σk 〈σf(p)−Bp, Tytn − p〉,
that is,
‖xn − p‖2 ≤ 2
α− σk 〈σf(p)−Bp, Tyn − p〉. (4.2.15)
Since p ∈ Ω was arbitrary, inequality (4.2.15) holds for all p ∈ Ω. Since x∗ ∈ Ω, from
(4.2.15), we have
‖xn − x∗‖2 ≤ 2
α− σk 〈σf(x
∗)−Bx∗, T yn − x∗〉.
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Since Tyn ⇀ x
∗, we have xn → x∗, that is, xtn → x∗. Thus, the bounded net {xt} has
a convergent subnet {xtn} that converges to x∗. Therefore, the net {xt} is relative
norm-compact as t→ 0+. Also letting n→∞ in (4.2.15), we obtain
0 ≤ ‖x∗ − p‖2 ≤ 2
α− σk 〈σf(p)−Bp, x
∗ − p〉.
This implies that
〈(σf −B)p, x∗ − p〉 ≥ 0 or 〈(B − σf)p, p− x∗〉 ≥ 0.
Since (B − σf) is continuous. Thus by the Lemma 2.5.1, we have
〈(B − σf)x∗, p− x∗〉 ≥ 0. (4.2.16)
Since p was arbitrary, we have
〈(B − σf)x∗, z − x∗〉 ≥ 0, for all z ∈ Ω.
By [119, Lemma 2.3], (B − σf) is strongly monotone, and hence, again by Lemma
2.5.1, the solution of the variational inequality (4.2.16) is unique. Therefore, each
cluster point of {xt} (as t→ 0+) equals x∗. Therefore, xt → x∗. This completes the
proof.
Remark 4.2.2. If we consider T = PC , S = PQ, Fix(T ) = C and Fix(S) = Q, then
Theorem 4.2.1 generalizes [196, Theorem 3.1]. Furthermore, if B ≡ I (respectively,
f ≡ 0), then Theorem 4.2.1, generalizes [196, Corollary 3.2] (respectively, [196, Corol-
lary 3.3]).
We now prove the strong convergence of the sequence {xn} generated by Algorithm
4.2.2 to a solution of SCFPP.
Theorem 4.2.2. Let σ be a given constant such that 0 < α − σk < 1, and assume
that the sequence {αn} satisfies the following conditions:
(i) lim
n→∞
αn = 0;
(ii)
∑∞
n=0 αn =∞.
Then under the Assumptions (a)-(e), the sequence {xn} defined by (4.2.2) converges
to a point x∗ ∈ Ω, which solves the variational inequality inequality (4.1.5).
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Proof. Let p ∈ Ω. In view of definition of U , (4.2.2) becomes
xn+1 = TUT [αnσf(xn) + (I − αnB)xn].
Consider
‖xn+1 − p‖
= ‖TUT [αnσf(xn) + (I − αnB)xn]− TUTp‖
≤ ‖αnσf(xn) + (I − αnB)xn − p‖
= ‖αnσf(xn)− αnσf(p) + (I − αnB)xn − (I − αnB)p+ (I − αnB)p− p+ αnσf(p)‖
= ‖αnσ(f(xn)− f(p)) + (I − αnB)(xn − p) + αn(σf(p)−Bp)‖
≤ αnσ‖f(xn)− f(p)‖+ ‖(I − αnB)(xn − p)‖+ αn‖σf(p)−Bp‖
≤ αnσk‖xn − p‖+ (1− αnα)‖xn − p‖+ αn‖σf(p)−Bp‖
= [1− (α− σk)αn]‖xn − p‖+ αn‖σf(p)−Bp‖
= [1− (α− σk)αn]‖xn − p‖+ (α− σk)αn‖σf(p)−Bp‖/(α− σk)
≤ max{‖xn − p‖, ‖σf(p)−Bp‖/(α− σk)}
≤ max{‖x1 − p‖, ‖σf(p)−Bp‖/(α− σk)}.
This implies that {xn} is a bounded sequence and so are {f(xn)}, {Uxn} and {Bxn}.
Also, every firmly nonexpansive mapping is averaged, and thus T is averaged. Since
composition of averaged mapping is averaged, TU is averaged. Hence, there exists
β1 ∈ (0, 1) such that TU = (1− β1)I + β1V1 where V1 is nonexpansive mapping.
Set
yn := T (αnσf(xn) + (I − αnB)xn),
and
zn := αnσf(xn) + (I − αnB)xn,
for all n. Since T is averaged, therefore there exists β2 ∈ (0, 1) such that T =
(1− β2)I + β2V2 where V2 is nonexpansive mapping. It follows that
yn = Tzn
= ((1− β2)I + β2V2)zn
= ((1− β2)I + β2V2)(αnσf(xn) + (I − αnB)xn)
= ((1− β2)(αnσf(xn) + (I − αnB)xn) + β2V2(αnσf(xn) + (I − αnB)xn)
= ((1− β2)(xn + αn(σf(xn)−Bxn)) + β2V2zn
= (1− β2)xn + (1− β2)αn(σf(xn)−Bxn) + β2V2zn
= (1− β2)xn + β2
[
(1− β2)
β2
αn(σf(xn)−Bxn) + V2zn
]
= (1− β2)xn + β2qn, (4.2.17)
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where,
qn =
(1− β2)
β2
αn(σf(xn)−Bxn) + V2zn. (4.2.18)
Further, we have
‖qn+1 − qn‖ =∥∥∥∥(1− β2)β2 αn+1(σf(xn+1)−Bxn+1) + V2zn+1 − (1− β2)β2 αn(σf(xn)−Bxn)− V2zn
∥∥∥∥
≤ ‖V2zn+1 − V2zn‖+ (1− β2)
β2
[αn+1(σf(xn+1)−Bxn+1)− αn(σf(xn)−Bxn)]
≤ ‖zn+1 − zn‖+ (1− β2)
β2
[αn+1(σf(xn+1)−Bxn+1)− αn(σf(xn)−Bxn)] .
(4.2.19)
In view of (4.2.2) and (4.2.17), we have
xn+1 = TUyn
= ((1− β1)I + β1V1)yn
= (1− β1)yn + β1V1yn
= (1− β1)[(1− β2)xn + β2qn] + β1V1yn
= (1− β1)(1− β2)xn + (1− β1)β2qn + β1V1yn
= (1− (β1 + β2 − β1β2))xn + (1− β1)β2qn + β1V1yn
= (1− β3)xn + β3
[
(1− β1)β2
β3
qn +
β1
β3
V1yn
]
= (1− β3)xn + β3pn, (4.2.20)
where β3 = β1 + β2 − β1β2 and pn = (1−β1)β2β3 qn +
β1
β3
V1yn. So, in view of (4.2.19), we
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have
‖pn+1 − pn‖ =
=
∥∥∥∥(1− β1)β2β3 qn+1 + β1β3V1yn+1 − (1− β1)β2β3 qn − β1β3V1yn
∥∥∥∥
=
∥∥∥∥(1− β1)β2β3 (qn+1 − qn) + β1β3 (V1yn+1 − V1yn)
∥∥∥∥
≤ (1− β1)β2
β3
‖qn+1 − qn‖+ β1
β3
‖V1yn+1 − V1yn‖
≤ (1− β1)β2
β3
‖qn+1 − qn‖+ β1
β3
‖yn+1 − yn‖
≤ (1− β1)β2
β3
‖qn+1 − qn‖+ β1
β3
‖Tzn+1 − Tzn‖
≤ (1− β1)β2
β3
‖qn+1 − qn‖+ β1
β3
‖zn+1 − zn‖
≤ (1− β1)β2
β3
‖zn+1 − zn‖
+
(1− β1)(1− β2)
β3
(αn+1(σf(xn+1)−Bxn+1)− αn(σf(xn)−Bxn))
+
β1
β3
‖zn+1 − zn‖
≤ β1 + β2 − β1β2
β3
‖zn+1 − zn‖
+
(1− β3)
β3
(αn+1(σf(xn+1)−Bxn+1)− αn(σf(xn)−Bxn))
≤ ‖zn+1 − zn‖+ (1− β3)
β3
(αn+1(σf(xn+1)−Bxn+1)− αn(σf(xn)−Bxn))
= ‖(αn+1σf(xn+1) + (I − αn+1B)xn+1)− (αnσf(xn) + (I − αnB)xn)‖
+
(1− β3)
β3
(αn+1(σf(xn+1)−Bxn+1)− αn(σf(xn)−Bxn))
= ‖(xn+1 − xn) + (αn+1(σf(xn+1)−Bxn+1)− (αn(σf(xn)−Bxn)‖
+
(1− β3)
β3
(αn+1(σf(xn+1)−Bxn+1)− αn(σf(xn)−Bxn))
≤ ‖xn+1 − xn‖+ (αn+1(σf(xn+1)−Bxn+1)− αn(σf(xn)−Bxn))
+
(1− β3)
β3
(αn+1(σf(xn+1)−Bxn+1)− αn(σf(xn)−Bxn)).
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This implies that
‖pn+1 − pn‖ − ‖xn+1 − xn‖ ≤ (αn+1(σf(xn+1)−Bxn+1)− αn(σf(xn)−Bxn))
+
(1− β3)
β3
(αn+1(σf(xn+1)−Bxn+1)− αn(σf(xn)−Bxn)), (4.2.21)
and
lim sup
n→∞
(‖pn+1 − pn‖ − ‖xn+1 − xn‖) ≤ 0. (4.2.22)
Therefore, from equation (4.2.20), inequality (4.2.22) and Lemma 2.1.5, we have
lim
n→∞
‖pn − xn‖ = 0. (4.2.23)
In view of (4.2.20) and (4.2.23), we obtain
lim
n→∞
‖xn+1 − xn‖ = β3 lim
n→∞
‖pn − xn‖ = 0, (4.2.24)
and
lim
n→∞
‖zn − xn‖ = lim
n→∞
αn‖σf(xn)−Bxn‖ = 0. (4.2.25)
From (4.2.24) and (4.2.25), we have
‖TUTzn − zn‖ = ‖TUTzn − xn + xn − zn‖
≤ ‖TUTzn − xn‖+ ‖xn − zn‖
≤ ‖xn+1 − xn‖+ ‖xn − zn‖ → 0 as n→∞. (4.2.26)
We can also have
|‖TUTzn − p‖ − ‖zn − p‖| ≤ ‖TUTzn − zn‖.
Taking limit both the sides and by using (4.2.26), we obtain
lim
n→∞
|(‖TUTzn − p‖ − ‖zn − p‖)| = 0∣∣∣ lim
n→∞
(‖TUTzn − p‖ − ‖zn − p‖)
∣∣∣ = 0
lim
n→∞
(‖TUTzn − p‖ − ‖zn − p‖) = 0. (4.2.27)
By using nonexpansiveness of TU and T , we have
‖TUTzn − p‖ ≤ ‖Tzn − p‖ ≤ ‖zn − p‖,
and therefore,
‖TUTzn − p‖ − ‖zn − p‖ ≤ ‖Tzn − p‖ − ‖zn − p‖ ≤ 0.
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Thus, in view of (4.2.27), we have
lim
n→∞
(‖Tzn − p‖ − ‖zn − p‖) = 0.
Since T is firmly nonexpansive and hence strongly nonexpansiveness [36], therefore
lim
n→∞
‖Tzn − zn‖ = 0,
that is,
lim
n→∞
‖yn − zn‖ = 0. (4.2.28)
Now we show that xn → x∗, where x∗ is required solution of (4.1.5). Notice that
‖yn − x∗‖2
= 〈yn − x∗, yn − x∗〉
= 〈yn − zn, yn − x∗〉+ 〈zn − x∗, yn − x∗〉
≤ 〈zn − x∗, yn − x∗〉
= 〈αnσf(xn) + (I − αnB)xn − x∗, yn − x∗〉
= 〈αnσf(xn)− αnσf(x∗) + αnσf(x∗) + (I − αnB)xn − x∗ − (I − αnB)x∗
+ (I − αnB)x∗, yn − x∗〉
= 〈αnσ(f(xn)− f(x∗)) + (I − αnB)(xn − x∗) + αn(σf(x∗)−Bx∗), yn − x∗〉
= 〈αnσ(f(xn)− f(x∗)) + (I − αnB)(xn − x∗), yn − x∗〉
+ αn〈σf(x∗)−Bx∗, yn − x∗〉
≤ ‖αnσ(f(xn)− f(x∗)) + (I − αnB)(xn − x∗)‖‖yn − x∗‖
+ αn〈σf(x∗)−Bx∗, yn − x∗〉
= (αnσ‖f(xn)− f(x∗)‖+ ‖(I − αnB)(xn − x∗)‖)‖yn − x∗‖
+ αn〈σf(x∗)−Bx∗, yn − x∗〉
≤ (αnσk‖xn − x∗‖+ (1− αnα)‖xn − x∗‖)‖yn − x∗‖+ αn〈σf(x∗)−Bx∗, yn − x∗〉
= ((1− αn(α− σk))‖xn − x∗‖)‖yn − x∗‖+ αn〈σf(x∗)−Bx∗, yn − x∗〉
=
(
1− αn(α− σk)
2
)
‖xn − x∗‖2 + 1
2
‖yn − x∗‖2 + αn〈σf(x∗)−Bx∗, yn − x∗〉.
Hence,
‖yn − x∗‖2 ≤ (1− αn(α− σk))‖xn − x∗‖2 + 2αn〈σf(x∗)−Bx∗, yn − x∗〉. (4.2.29)
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Consequently,
‖xn+1 − x∗‖2
= ‖TUyn − x∗‖2
≤ ‖yn − x∗‖2
≤ (1− αn(α− σk))‖Tyn − x∗‖2 + 2αn〈σf(x∗)−Bx∗, yn − x∗〉
≤ (1− αn(α− σk))‖yn − x∗‖2 + 2αn〈σf(x∗)−Bx∗, yn − x∗〉
≤ (1− αn(α− σk))‖xn − x∗‖2 + (α− σk) 2αn
(α− σk)〈σf(x
∗)−Bx∗, yn − x∗〉.
(4.2.30)
So, in order to apply Lemma 2.1.3, we have to show that
lim sup
n→∞
〈σf(x∗)−Bx∗, yn − x∗〉 ≤ 0.
Since {xn} is a bounded sequence, so it has a weakly convergent subsequence, say
{xni}, such that xni ⇀ z ∈ H1. In view of (4.2.25), we have zni ⇀ z. Again from
(4.2.26) and demiclosed principle we have TUTz = z. As T and U are averaged
mapping. By Proposition 2.1.1 (v), we have z ∈ Fix(T ) and z ∈ Fix(U) and hence by
Lemma 2.1.9 (iiib) Az ∈ Fix(S). Thus z ∈ Ω. Since zni ⇀ z, therefore from (4.2.28),
we have yni ⇀ z. Consider
lim sup
n→∞
〈σf(x∗)−Bx∗, yn − x∗〉 = lim
i→∞
〈σf(x∗)−Bx∗, yni − x∗〉
= 〈σf(x∗)−Bx∗, z − x∗〉 ≤ 0. (4.2.31)
By the Lemma 2.1.3 and taking into account inequality (4.2.31) in (4.2.30), we have
xn → x∗. This completes the proof.
Remark 4.2.3. If we consider T = PC , S = PQ, Fix(T ) = C and Fix(S) = Q, then
Theorem 4.2.2 generalizes [196, Theorem 3.5]. Furthermore, if B ≡ I (respectively,
f ≡ 0), then Theorem 4.2.2, generalizes [196, Corollary 3.7] (respectively, [196, Corol-
lary 3.9]).
4.3 Applications
We now pay attention to applying our iterative algorithms to some problems from
convex and nonlinear analysis.
Variational problems via resolvent mappings: For a given maximal mono-
tone operator M1 : H1 ⇒ H1, it is well known that its associated resolvent mapping
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JM1λ = (I + λM1) is firmly-nonexpansive and 0 ∈ M1(x) ⇔ JM1λ (x) = x; See, for
example [167, 198]. This means that zeroes of M1 are exactly fixed points of its resol-
vent mapping. Let T = JM1λ and S = J
M2
λ , where M2 : H2 ⇒ H2 is another maximal
monotone operator. We consider the problem of finding x∗ ∈ Ω1 such that
〈σf(x∗)−Bx∗, z − x∗〉 ≤ 0, for all z ∈ Ω1, (4.3.1)
where Ω1 = M
−1
1 (0) ∩ A−1(M−12 (0)). Under these restrictions, Algorithms 4.2.1 and
4.2.2 reduces to the following Algorithms 4.3.1 and 4.3.2, respectively.
Algorithm 4.3.1. For any t ∈ (0, 1
α−σk
)
, define a net {xt} ⊂ H1 in the following
way:
xt = J
M1
λ [I − γA∗(I − JM2λ )A]JM1λ [tσf(xt) + (I − tB)xt], (4.3.2)
where γ ∈
(
0, 1‖A‖2
)
, α > 0, σ > 0, 0 < k < 1 and α− σk > 0.
Algorithm 4.3.2. Choose arbitrary x1 ∈ H1, compute
xn+1 = J
M1
λ [I − γA∗(I − JM2λ )A]JM1λ [αnσf(xn) + (I − αnB)xn], n ∈ N, (4.3.3)
where γ ∈
(
0, 1‖A‖2
)
, σ > 0 and αn ∈ [0, 1].
Since the resolvent operators are firmly nonexpansive, the strong convergence of
the net {xt} (respectively, sequence {xn}) generated by the Algorithm 4.3.1 (respec-
tively, Algorithm 4.3.2) can be derived from Theorem 4.2.1 (respectively, Theorem
4.2.2).
Equilibrium problems via resolvent mappings: Let C be a nonempty closed
convex subset of a Hilbert space H1 and let F : C×C → R be a bifunction. Consider
the following equilibrium problem: Find z ∈ C such that
F (z, y) ≥ 0, for all y ∈ C. (4.3.4)
The set of all z ∈ C that satisfies (4.3.4) is denoted by EP(C,F ), i.e.,
EP(C,F ) = {z ∈ C : F (z, y) ≥ 0 for all y ∈ C}.
It is well-known, (see [24, 67]) that the associated resolvent operator T Fλ : H → C for
λ > 0 defined by
T Fλ x =
{
z ∈ C : F (z, y) + 1
λ
〈y − z, z − x〉 ≥ 0, for all y ∈ C
}
, (4.3.5)
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is firmly nonexpansive and Fix(T Fλ ) = EP (C,F ). Let T = T
F
λ and S = S
G
µ , where
G : Q×Q→ R is another bifunction and SGµ is the resolvent operator of G as defined
in (4.3.5). We consider the problem of finding x∗ ∈ Ω2 such that
〈σf(x∗)−Bx∗, z − x∗〉 ≤ 0, for all z ∈ Ω2, (4.3.6)
where Ω2 = EP (C,F ) ∩ A−1(EP (Q,G)). Under these restrictions, Algorithms 4.2.1
and 4.2.2 reduces to the following Algorithms 4.3.3 and 4.3.4, respectively.
Algorithm 4.3.3. For any t ∈ (0, 1
α−σk
)
, define a net {xt} ⊂ H1 in the following
way:
xt = T
F
λ [I − γA∗(I − SGµ )A]T Fλ [tσf(xt) + (I − tB)xt], (4.3.7)
where γ ∈
(
0, 1‖A‖2
)
, α > 0, σ > 0, 0 < k < 1 and α− σk > 0.
Algorithm 4.3.4. Choose arbitrary x1 ∈ H1, compute
xn+1 = T
F
λ [I − γA∗(I − SGµ )A]T Fλ [αnσf(xn) + (I − αnB)xn], n ∈ N, (4.3.8)
where γ ∈
(
0, 1‖A‖2
)
, σ > 0 and αn ∈ [0, 1].
Since the resolvent operators are firmly nonexpansive, the strong convergence of
the net {xt} (respectively, sequence {xn}) generated by the Algorithm 4.3.3 (respec-
tively, Algorithm 4.3.4) can be derived from Theorem 4.2.1 (respectively, Theorem
4.2.2)
Chapter 5
Iterative Methods for Generalized
Split Feasibility Problems in
Banach Spaces
5.1 Introduction and Formulations
Let X1 and X2 be uniformly convex and uniformly smooth real Banach spaces. Let
M : X1 ⇒ X∗1 be a maximal monotone set-valued operator such that M−1(0) 6= ∅,
S : X2 → X2 be a nonexpansive mapping such that Fix(S) 6= ∅ and A : X1 → X2
be a bounded linear operator. We consider the following generalized split feasibility
problem in the setting of Banach spaces:
Find x∗ ∈ Fix(V ) ∩M−1(0) such that Ax∗ ∈ Fix(S), (5.1.1)
where V : C → C is a mapping such that Fix(V ) 6= ∅ and C is a nonempty closed
convex subset of X1. If we consider V ≡ I the identity mapping, then problem (5.1.1)
reduces to the following generalized split feasibility problem:
Find x∗ ∈M−1(0) such that Ax∗ ∈ Fix(S). (5.1.2)
We denote by Υ and Φ the solution set of problem (5.1.1) and (5.1.2), respectively,
and assume that Υ 6= ∅ and Φ 6= ∅.
When X1 = H1 is a real Hilbert space and X2 = H2 is another real Hilbert space,
then problems (5.1.1) and (5.1.2) are considered and studied by Takahashi et al. [173].
In this chapter, we propose iterative algorithms for finding the approximate solu-
tions of problems (5.1.1) and (5.1.2) in the setting of Banach spaces. We study the
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weak convergence of proposed algorithms under some suitable conditions. At the end,
we derive some algorithms and convergence results for some problems from nonlinear
analysis, namely, split feasibility problems, equilibrium problems, etc.
5.2 Algorithms and Convergence Result
Rest of the chapter, unless otherwise specified, we assume that X1 and X2 are uni-
formly convex and 2-uniformly smooth real Banach spaces having smoothness con-
stant κ satisfying 0 < κ ≤ 1√
2
, A : X1 → X2 is a bounded linear operator, and J1
and J2 are duality mappings on X1 and X2 , respectively, such that J1 is weakly
sequentially continuous.
We propose the following algorithm to solve the problem (5.1.1).
Algorithm 5.2.1. Choose arbitrary x1 ∈ C and βn ∈ (0, 1), compute
xn+1 = J
−1
1
(
βnJ1(xn) + (1− βn)J1V JMλ
(
J−11 (J1(xn)− γA∗J2(I − S)Axn)
))
, n ∈ N,
(5.2.1)
where 0 < c ≤ βn ≤ d < 1, γ ∈
(
0, 1‖A‖2
)
and λ > 0.
We also propose the following algorithm to solve the problem (5.1.2).
Algorithm 5.2.2. Choose arbitrary x1 ∈ X1 and compute
xn+1 = J
M
λ
(
J−11 (J1(xn)− γA∗J2(I − S)Axn)
)
, n ∈ N, (5.2.2)
where γ ∈
(
0, 1‖A‖2
)
and λ > 0.
We first establish the weak convergence of the sequence generated by Algorithm
5.2.2 to a solution of problem (5.1.2).
Theorem 5.2.1. Let M : X1 ⇒ X∗1 be a maximal monotone operator such that
M−1(0) 6= ∅. Let JMλ be a relative resolvent operator of M for λ > 0, and S : X2 → X2
be a given nonexpansive mapping such that Fix(S) 6= ∅. Then the sequence {xn}
generated by Algorithm 5.2.2 converges weakly to an element z ∈ Φ.
Proof. Let p ∈ Φ. Then, JMλ p = p and S(Ap) = Ap. Let
yn = J
−1
1 (J1(xn)− γA∗J2(I − S)Axn).
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In view of equation (2.4.2) and Lemma 2.4.6, we have
φ(p, yn) = φ(p, J
−1
1 (J1(xn)− γA∗J2(I − S)Axn))
= ‖p‖2 − 2〈p, J1(xn)− γA∗J2(I − S)Axn〉
+ ‖J1(xn)− γA∗J2(I − S)Axn‖2
= ‖p‖2 − 2〈p, J1(xn)− γA∗J2(I − S)Axn〉
+ ‖xn − γJ−11 A∗J2(I − S)Axn‖2
≤ ‖p‖2 − 2〈p, J1(xn)〉+ 2γ〈Ap, J2(I − S)Axn〉
+ ‖γJ−11 A∗J2(I − S)Axn‖2 − 2〈xn, γA∗J2(I − S)Axn〉+ 2‖κxn‖2
≤ ‖p‖2 − 2〈p, J1(xn)〉+ 2γ〈Ap, J2(I − S)Axn〉
+ γ2‖A‖2‖(I − S)Axn‖2 − 2γ〈Axn, J2(I − S)Axn〉+ ‖xn‖2
≤ φ(p, xn) + γ2‖A‖2‖(I − S)Axn‖2
+ 2γ〈Ap− Axn, J2(I − S)Axn〉. (5.2.3)
From nonexpansiveness of S and Lemma 2.4.6, we have
〈Ap− Axn, J2(I − S)Axn〉
= 〈Ap− S(Axn), J2(I − S)Axn〉 − ‖(I − S)Axn‖2
≤ 1
2
‖(I − S)Axn‖2 + 1
2
‖Ap− S(Axn)‖2
− 1
2
‖Axn − Ap‖2 − ‖(I − S)Axn‖2
= −1
2
‖(I − S)Axn‖2 + 1
2
‖S(Axn)− Ap‖2 − 1
2
‖Axn − Ap‖2
= −1
2
‖(I − S)Axn‖2, (5.2.4)
that is,
2γ〈Ap− Axn, J2(I − S)Axn〉 ≤ −γ‖(I − S)Axn‖2. (5.2.5)
Notice that γ ∈ (0, 1/‖A‖2) and making use of inequality (5.2.5) in (5.2.3), we have
φ(p, yn) ≤ φ(p, xn) + γ2‖A‖2‖(I − S)Axn‖2 − γ‖(I − S)Axn‖2
= φ(p, xn)− γ(1− γ‖A‖2)‖(I − S)Axn‖2. (5.2.6)
In view of relative nonexpansiveness of JMλ and (5.2.6), we have
φ(p, xn+1) = φ(p, J
M
λ yn) ≤ φ(p, yn)
≤ φ(p, xn)− γ(1− γ‖A‖2)‖(I − S)Axn‖2 (5.2.7)
≤ φ(p, xn). (5.2.8)
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Hence, from (5.2.8), the sequence φ(p, xn) is a decreasing sequence, and from (2.4.3), it
is lower bounded by 0. Consequently, it converges to some finite limit, so lim
n→∞
φ(p, xn)
exists and, in particular φ(p, xn) is bounded. Then, by (2.4.3), {xn} is also bounded.
Again by the fact that γ ∈
(
0, 1‖A‖2
)
and by passing to the limit in (5.2.7), we obtain
γ(1− γ‖A‖2) lim
n→∞
(‖(I − S)Axn‖2) ≤ lim
n→∞
(φ(p, xn)− φ(p, xn+1)) ,
so, we have
lim
n→∞
‖(I − S)Axn‖ = 0. (5.2.9)
Now, consider
φ(xn, yn) = φ(xn, J
−1
1 (J1(xn)− γA∗J2(I − S)Axn)
= ‖xn‖2 − 2〈xn, J1(xn)− γA∗J2(I − S)Axn〉
+ ‖J1(xn)− γA∗J2(I − S)Axn‖2
≤ ‖xn‖2 − 2〈xn, J1(xn)〉+ 2γ〈Axn, J2(I − S)Axn〉
+ ‖xn‖2 − 2γ〈Axn, J2(I − S)Axn〉+ γ2‖A‖2‖(I − S)Axn‖2
≤ φ(xn, xn) + γ2‖A‖2‖(I − S)Axn‖2. (5.2.10)
In view of (2.4.4), (5.2.9) and (5.2.10), we have
lim
n→∞
φ(xn, yn) = 0. (5.2.11)
By Lemma 2.4.8, we have
lim
n→∞
‖xn − yn‖ = 0. (5.2.12)
In view of relative nonexpansiveness of JMλ and (5.2.2), we have
0 ≤ φ(p, yn)− φ(p, JMλ yn)
≤ φ(p, xn)− φ(p, xn+1)→ 0 as n→∞. (5.2.13)
From (5.2.6), we obtain the boundedness of φ(p, yn). Again in view of (2.4.3), we
have the boundedness of {yn}. Thus, by strongly relative nonexpansiveness of JMλ ,
and from (5.2.13), we have
lim
n→∞
φ(JMλ yn, yn) = 0, (5.2.14)
so by Lemma 2.4.8, we have
lim
n→∞
‖JMλ yn − yn‖ = 0. (5.2.15)
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Since X1 is uniformly convex, it is reflexive [61, Milman-Pettis’theorem, Theorem
1.17]. Therefore, X1 is reflexive and by the boundedness of {xn}, there exists a
subsequence {xni} of {xn} such that xni ⇀ z ∈ X1 (see [84, property 1.8]).
Now we show that xn ⇀ z. In order to show this, we have to show that every
subsequence of xn converges weakly to z. Assume to the contrary that there exists
another subsequence {xnj} of {xn} such that xnj ⇀ y ∈ X1 where z 6= y. Since J1 is
weakly sequentially continuous, so J1xni
∗
⇀ J1z and J1xnj
∗
⇀ J1y ,
〈y − z, J1z〉 = lim
i→∞
〈y − z, J1xni〉
= lim
n→∞
〈y − z, J1xn〉
= lim
j→∞
〈y − z, J1xnj〉 = 〈y − z, J1y〉.
Thus, we obtain 〈z−y, J1z−J1y〉 = 0. Since X1 is uniformly convex, by [7, Theorem
2.14] it is strictly convex. Then by Lemma 2.4.4, we have z = y. Thus we have shown
that every subsequence of {xn} converges weakly to z. This implies that xn ⇀ z.
Since A is bounded linear operator, so Axn ⇀ Az. Thus by (5.2.9) and using the fact
that S is demiclosed at 0, we have S(Az) = Az. From (5.2.12), we have yn ⇀ z as
follow: For all f ∈ X∗1 ,
‖f(yn)− f(z)‖ = ‖f(yn)− f(xn) + f(xn)− f(z)‖
≤ ‖f(yn)− f(xn)‖+ ‖f(xn)− f(z)‖
≤ ‖f‖‖yn − xn‖+ ‖f(xn)− f(z)‖ → 0 as n→ ∞. (5.2.16)
Thus yn ⇀ z. Notice (5.2.15) and by the relative nonexpansiveness of J
M
λ , we have
JMλ z = z. Thus we have shown that xn ⇀ z such that z ∈M−1(0) and Az ∈ Fix(S).
This completes the proof.
Theorem 5.2.2. Let M : X1 ⇒ X∗1 be a maximal monotone operator such that
D(M) ⊆ C and M−1(0) 6= ∅. Let JMλ be the relative resolvent operator of M for
λ > 0, and S : X2 → X2 be a given nonexpansive mapping such that Fix(S) 6= ∅. Let
V : C → C be a generalized nonspreading mapping such that Fix(V) 6= ∅. Then the
sequence {xn} generated by Algorithm 5.2.1 converges weakly to an element z ∈ Υ,
which is identified as the strong limit of the projection of {xn} onto Υ, that is, z =
lim
n→∞
PΥxn.
Proof. Let yn = J
−1
1 (J1(xn) − γA∗J2(I − S)Axn)) and zn = JMλ yn. Then, (5.2.1),
takes the following form
xn+1 = J
−1
1 (βnJ1(xn) + (1− βn)J1V zn).
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Let p ∈ Υ. Then, JMλ p = p, V p = p and S(Ap) = Ap. It follow that
φ(p, xn+1) = φ(p, J
−1
1 (βnJ1(xn) + (1− βn)J1(V zn)))
= ‖p‖2 − 2〈p, βnJ1xn + (1− βn)J1(V zn)〉
+ ‖βnJ1(xn) + (1− βn)J1(V (zn))‖2
≤ ‖p‖2 − 2βn〈p, J1xn〉 − 2(1− βn)〈p, J1(V zn)〉
+ βn‖xn‖2 + (1− βn)‖V zn‖2
≤ βn(‖p‖2 − 2〈p, J1xn〉+ ‖xn‖2)
+ (1− βn)(‖p‖2 − 2〈p, J1V zn〉+ ‖V zn‖2)
= βnφ(p, xn) + (1− βn)φ(p, V zn)
≤ βnφ(p, xn) + (1− βn)φ(p, zn)
= βnφ(p, xn) + (1− βn)φ(p, JMλ yn)
≤ βnφ(p, xn) + (1− βn)φ(p, yn)
≤ βnφ(p, xn) + (1− βn)φ(p, xn)
− (1− βn)2γ(1− γ‖A‖2)‖(I − S)Axn‖2
= φ(p, xn)− (1− βn)2γ(1− γ‖A‖2)‖(I − S)Axn‖2 (5.2.17)
≤ φ(p, xn). (5.2.18)
Hence, from (5.2.18), the sequence φ(p, xn) is decreasing, and from (2.4.3) it is lower
bounded by 0. Consequently, it converges to some finite limit, so lim
n→∞
φ(p, xn) exists
and, in particular φ(p, xn) is bounded. Then by (2.4.3), {xn} is also bounded. Again
by the fact that γ ∈
(
0, 1‖A‖2
)
, 0 < c ≤ βn ≤ d < 1, and by passing to the limit in
(5.2.17), we obtain
(1− βn)2γ(1− γ‖A‖2) lim
n→∞
(‖(I − S)Axn‖2) ≤ lim
n→∞
(φ(p, xn)− φ(p, xn+1)) ,
so, we have
lim
n→∞
‖(I − S)Axn‖ = 0. (5.2.19)
Since JMλ and V are relative nonexpansive, from (5.2.6), we have
φ(p, V zn) ≤ φ(p, zn) = φ(p, JMλ yn) ≤ φ(p, yn) ≤ φ(p, xn).
Hence boundedness of φ(p, xn) implies the boundedness of φ(p, J
M
λ yn) and φ(p, V zn).
Thus from (2.4.3), {JMλ yn} and {V zn} are bounded. Put
r = sup
n∈N∪{0}
{‖J1(xn)‖, ‖J1(JMλ (yn))‖, ‖J1(V zn)‖}.
59
Since X1 is uniformly smooth Banach space, X
∗
1 is a uniformly convex Banach space
[61]. So by Lemma 2.4.3, we have
φ(p, xn+1)
= φ(p, J−11 (βnJ1(xn) + (1− βn)J1(V zn)))
= ‖p‖2 − 2〈p, βnJ1xn + (1− βn)J1(V zn)〉+ ‖βnJ1(xn) + (1− βn)J1(V (zn))‖2
≤ ‖p‖2 − 2βn〈p, J1xn〉 − 2(1− βn)〈p, J1(V zn)〉+ βn‖xn‖2
+ (1− βn)‖V zn‖2 − βn(1− βn)g(‖J1(xn)− J1V zn‖)
≤ βn(‖p‖2 − 2〈p, J1xn〉+ ‖xn‖2) + (1− βn)(‖p‖2 − 2〈p, J1V zn〉+ ‖V zn‖2)
− βn(1− βn)g(‖J1(xn)− J1V zn‖)
= βnφ(p, xn) + (1− βn)φ(p, V zn)− βn(1− βn)g(‖J1(xn)− J1(V zn)‖)
≤ βnφ(p, xn) + (1− βn)φ(p, zn)− βn(1− βn)g(‖J1(xn)− J1V zn‖)
= βnφ(p, xn) + (1− βn)φ(p, JMλ yn)− βn(1− βn)g(‖J1(xn)− J1V zn‖)
≤ βnφ(p, xn) + (1− βn)φ(p, yn)− βn(1− βn)g(‖J1(xn)− J1V zn‖)
≤ βnφ(p, xn) + (1− βn)φ(p, xn)− (1− βn)2γ(1− γ‖A‖2)‖(I − S)Axn‖2
− βn(1− βn)g(‖J1(xn)− J1V zn‖)
= φ(p, xn)− (1− βn)2γ(1− γ‖A‖2)‖(I − S)Axn‖2
− βn(1− βn)g(‖J1(xn)− J1V zn‖),
and
(1− βn)2γ(1− γ‖A‖2)‖(I − S)Axn‖2 + βn(1− βn)2g(‖J1(xn)− J1V zn)‖)
≤ φ(p, xn)− φ(p, xn+1), (5.2.20)
using the fact 0 < c ≤ βn ≤ d < 1, γ ∈
(
0, 1‖A‖2
)
and by (5.2.19). Passing to the
limit in (5.2.20), we have
lim
n→∞
g(‖J1(xn)− J1(V zn)‖) = 0. (5.2.21)
Since g : [0,∞) → [0,∞) is a continuous, strictly increasing, and convex function
with g(0) = 0, therefore
lim
n→∞
‖J1(xn)− J1(V zn)‖ = 0. (5.2.22)
Since X1 is uniformly convex and uniformly smooth, it is a smooth, strictly convex
and reflexive Banach space. Then J1 is a single-valued bijection. In this case, the
duality mapping J∗1 from X
∗
1 onto X
∗∗
1 = X1 coincides with the inverse of the duality
mapping J1 from X1 onto X
∗
1 , that is, J
∗
1 = J
−1
1 . Since X1 is uniformly convex, X
∗
1
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is uniformly smooth (see [61]). Therefore, by uniformly smoothness of X∗1 , J
−1
1 is
uniformly norm-to-norm continuous on bounded sets (see [61, 167]). Thus, we obtain
lim
n→∞
‖xn − V zn‖ = lim
n→∞
∥∥J−11 (J1(xn))− J−11 (J1(V zn))∥∥ = 0. (5.2.23)
Also, we have assumed that yn = J
−1
1 (J1(xn)− γA∗J2(I − S)Axn)), so we have
φ(xn, yn) = φ(xn, J
−1
1 (J1(xn)− γA∗J2(I − S)Axn)
= ‖xn‖2 − 2〈xn, J1(xn)− γA∗J2(I − S)Axn〉
+ ‖J1(xn)− γA∗J2(I − S)Axn‖2
≤ ‖xn‖2 − 2〈xn, J1(xn)〉+ 2γ〈Axn, J2(I − S)Axn〉
+ ‖xn‖2 − 2γ〈Axn, J2(I − S)Axn〉+ γ2‖A‖2‖(I − S)Axn‖2
≤ φ(xn, xn) + γ2‖A‖2‖(I − S)Axn‖2. (5.2.24)
In view of (2.4.4), (5.2.19) and (5.2.24), we have
lim
n→∞
φ(xn, yn) = 0. (5.2.25)
Thus in view of (5.2.25), boundedness of {xn} and Lemma 2.4.2, we have
lim
n→∞
‖xn − yn‖ = 0. (5.2.26)
Consequently, we have
lim
n→∞
‖yn − V zn‖ = 0, (5.2.27)
that is,
lim
n→∞
‖yn − V JMλ yn‖ = 0. (5.2.28)
Since X1 is uniformly convex, it is reflexive. By the boundedness of {xn}, there exists
a subsequence {xni} of {xn} such that xni ⇀ z ∈ X1, also J1 is weakly sequentially
continuous, therefore xn ⇀ z, and so Axn ⇀ Az. Thus from (5.2.19) and knowing
the fact that S is demiclosed at 0, we have S(Az) = Az. In view of (5.2.26), we
have yn ⇀ z. Further notice that V : C → C is relative nonexpansive mapping and
JMλ : X1 → D(M) is strongly nonexpansive such that D(M) ⊆ C. Hence in view
of [14, Lemma 3.2 and Lemma 3.3] (see also [13, Lemma 2.4]) and [13, Remark 2.5],
we have V JMλ : X1 → C is relative nonexpansive mapping such that Fix(V JMλ ) =
Fix(V ) ∩ Fix(JMλ ). Since, yn ⇀ z, from (5.2.28) and by relative nonexpansiveness of
V JMλ , we have z ∈ Fix(V JMλ ). Thus, we have JMλ z = z and V z = z. Hence we have
shown that z ∈ Υ, where Υ = Fix(V ) ∩M−1(0) ∩ A−1Fix(S). In view of Lemma
2.4.12, Fix(V ) is closed and convex. M is maximal monotone set-valued mapping,
so M−1(0) is closed and convex. Since S is nonexpansive, so Fix(S) is closed and
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convex. Since A is linear and continuous, therefore A−1Fix(S) is closed and convex.
Thus Υ is closed convex subspace of X1. Now we have to show that z = lim
n→∞
ΠΥxn.
Let un = ΠΥxn, for each n ∈ N. Then un ∈ Υ and un+1 = ΠΥxn+1. Since inequality
(5.2.18) holds for each p ∈ Υ, we have
φ(un, xn+1) ≤ φ(un, xn). (5.2.29)
From Lemma 2.4.7 (ii), we have
φ(un,ΠΥxn+1) + φ(ΠΥxn+1, xn+1) ≤ φ(un, xn+1),
which implies that
φ(ΠΥxn+1, xn+1) ≤ φ(un, xn+1)− φ(un,ΠΥxn+1). (5.2.30)
Since φ(un,ΠΥxn+1) ≥ 0, we have
φ(un+1, xn+1) ≤ φ(un, xn+1)
and hence from (5.2.29), we have
φ(un+1, xn+1) ≤ φ(un, xn).
So, φ(un, xn) is a decreasing sequence. Since φ(un, xn) is bounded below by 0, it is
convergent. Also, in view of (5.2.29) and (5.2.30), we have
φ(un, un+1) ≤ φ(un, xn+1)− φ(un+1, xn+1)
≤ φ(un, xn)− φ(un+1, xn+1).
By induction, we have
φ(un, un+m) ≤ φ(un, xn)− φ(un+m, xn+m) for each m ∈ N.
Using Lemma 2.4.9, we have, for m, n with n > m,
g(‖um − un‖) ≤ φ(um, un) ≤ φ(um, xm)− φ(un, xn),
and hence
lim
n→∞
g(‖un − um‖) = 0.
Then the properties of g yields that
lim
n→∞
‖un − um‖ = 0,
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this implies that {un} is a Cauchy sequence in Υ. Since X1 is complete and Υ is
closed, therefore Υ is complete. Hence {un} converges strongly to some point u ∈ Υ.
Now we will show that u = z. Since un = ΠΥxn, so from Lemma 2.4.5 (i), we have
〈un − z, J1xn − J1un〉 ≥ 0, for each z ∈ Υ. (5.2.31)
Also, we know that {un} converges strongly to some u ∈ Υ and J1 is weakly sequen-
tially continuous. Letting n→∞ in (5.2.31), we have
〈u− z, J1z − J1u〉 ≥ 0,
that is,
〈u− z, J1u− J1z〉 ≤ 0.
Also monotonicity of J implies that
〈u− z, J1u− J1z〉 ≥ 0.
Thus,
〈u− z, J1u− J1z〉 = 0.
By using the strict convexity of X1 and Lemma 2.4.4, we obtain that u = z. Therefore,
{xn} converges weakly to z = lim
n→∞
ΠΥxn. This completes the proof.
When V ≡ I the identity operator in Theorem 5.2.2, we have the following Corol-
lary.
Corollary 5.2.3. Let M : X1 ⇒ X∗1 be a maximal monotone operator such that
M−1(0) 6= ∅, JMλ be the relative resolvent operator of M for λ > 0, and S : X2 → X2
be a given nonexpansive mapping such that Fix(S) 6= ∅. Then, the sequence {xn}
generated by the following algorithm, for any x1 ∈ X1
xn+1 = J
−1
1
(
βnJ1(xn) + (1− βn)J1JMλ
(
J−11 (J1(xn)− γA∗J2(I − S)Axn)
))
, n ∈ N,
(5.2.32)
0 < c ≤ βn ≤ d < 1 and γ ∈
(
0, 1‖A‖2
)
converges weakly to an element z ∈ Φ, which is
identified as the strong limit of the projection of {xn} onto Φ that is, z = lim
n→∞
PΦxn.
5.3 Applications
Let K be a nonempty closed convex subset of a smooth strictly convex and reflexive
Banach space X. Let iK be the indicator function for K ⊆ X, that is, iK(x) = 0 if
x ∈ K and ∞ otherwise. Then iK : X → (−∞,∞] is a proper lower semicontinuous
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convex function. Rockafellar’s maximal monotonicity theorem [156, 157] ensures that
the subdifferential ∂iK ⊂ X × X∗ of iK is maximal monotone. In this case, it is
known that ∂iK is reduced to the normality operator NK for K, that is,
NK(x) = {x∗ ∈ X∗ : 〈y − x, x∗〉 ≤ 0 for all y ∈ K} .
Indeed, for any x ∈ K,
∂iK(x)⇔ {x∗ ∈ X∗ : iK(x) + 〈y − x, x∗〉 ≤ iK(y) for all y ∈ X}
⇔ {x∗ ∈ X∗ : 〈y − x, x∗〉 ≤ 0 for all y ∈ K}
⇔ NK(x).
We also know that ΠK is the resolvent of NK . In fact, ΠK = (J + 2
−1NK)−1J (see
[110]).
Remark 5.3.1. If PK is a metric projection of X onto K, then from [14], [168] and
[169], we have
〈PKx− PKy, J(x− PKx)− J(y − PKy)〉 ≥ 0, for all x, y ∈ K.
We also have that if xn is a sequence in X such that xn ⇀ p and ‖xn − PKxn‖ → 0,
then p = PKp, that is, p ∈ K. In fact, assume that xn ⇀ p and ‖xn − PKxn‖ → 0.
It is clear that PKxn ⇀ p and ‖J(xn − PKxn)‖ = ‖xn − PKxn‖ → 0. Since PK is the
metric projection of X onto K, we have
〈PKxn − PKp, J(xn − PKxn)− J(p− PKp)〉 ≥ 0, for all x, y ∈ K.
Then,
−‖p− PKp‖2 = 〈p− PKp,−J(p− PKp)〉 ≥ 0, for all x, y ∈ K.
and hence p = PKp.
5.3.1 Split Feasibility Problem
Let C be a nonempty closed convex subset of X1. Consider M = ∂iC and S = PQ,
where PQ is metric projection onto a nonempty closed convex subset Q of X2. Then,
we have JMλ = ΠC and Fix(S) = Q. The generalized split feasibility problem (5.1.2)
reduces to the following split feasibility problem in the setting of Banach spaces:
Find x∗ ∈ C such that Ax∗ ∈ Q. (5.3.1)
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Further, in this setting, algorithm (5.2.2) reduces to the following algorithm: For any
x1 = x ∈ X1,
xn+1 = ΠC
(
J−11 (J1(xn)− γA∗J2(I − PQ)Axn)
)
, n ∈ N. (5.3.2)
Let Φ1 denote the solution set of (5.3.1), that is, Φ1 = {x ∈ C : Ax ∈ Q}. As
a consequence of Theorem 5.2.1, we have the following weak convergence result for
algorithm (5.3.2).
Theorem 5.3.1. Let C and Q be nonempty closed convex subsets of X1 and X2,
respectively. A : X1 → X2 be a bounded linear operator, and γ ∈
(
0, 2‖A‖2
)
. Then the
sequence {xn} generated by (5.3.2) converges weakly to an element z ∈ Φ1, provided
that Φ1 6= ∅.
Proof. Using Lemma 2.4.5, Remark 5.3.1 and from the proof of Theorem 5.2.1, we
obtain the desired result.
As a consequence of Theorem 5.2.2, we have the following result.
Theorem 5.3.2. Let C be a nonempty closed convex subset of X1, A : X1 → X2 be
a bounded linear operator, and S : X2 → X2 be a given nonexpansive mapping such
that Fix(S) 6= ∅. Let V : C → C be a nonspreading mapping such that Fix(V) 6= ∅.
For any x1 ∈ C, define
xn+1 = J
−1
1
(
βnJ1(xn) + (1− βn)J1VΠC
(
J−11 (J1(xn)− γA∗J2(I − S)Axn)
))
, n ∈ N,
(5.3.3)
where βn ∈ (0, 1) such that 0 < c ≤ βn ≤ d < 1 and γ ∈
(
0, 1‖A‖2
)
. Then the sequence
{xn} generated by (5.3.3) converges to an element z ∈ Φ2, where Φ2 = {z ∈ Fix(V ) :
Az ∈ Fix(S)}.
Proof. A generalized nonspreading mapping V : C → C is nonspreading. Also set of
fixed points of nonspreading mappings V are closed and convex [111]. Furthermore,
putting M = ∂iC in Theorem 5.2.2, we have that J
M
λ = ΠC for all λ > 0. Since ΠC is
strongly relative nonexpansive [110, Lemma 2.4 and Theorem 5.2], thus the desired
result follow from proof of Theorem 5.2.2.
5.3.2 Equilibrium Problem
Now, we apply our results to the equilibrium problems.
The following result is a special case of a result by Aoyama et al. [12, Theorem
3.5].
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Lemma 5.3.3. Let F : K ×K → R be a bifunction satisfying conditions (A1)–(A4)
given in section 2.6. Let AF : X ⇒ X∗ be a set-valued mapping defined by
AF (x) =
{
x∗ ∈ X∗ : F (x, y) ≥ 〈y − x, x∗〉 for all y ∈ K, if x ∈ K,
∅, if x /∈ K. (5.3.4)
Then AF is a maximal monotone operator with D(AF ) ⊆ K and EP(F ) = A−1F (0).
Furthermore, for r > 0, the resolvent T Fr of F coincides with the resolvent (J +
rAF )
−1J of AF , that is,
T Fr (x) = (J + rAF )
−1J(x). (5.3.5)
As a consequence of Theorem 5.2.2, we have the following results.
Theorem 5.3.4. Let C be a nonempty closed convex subset of X1, F : C × C → R
satisfy the conditions (A1)–(A4) given in section 2.6, and T Fλ denote the resolvent
of AF (as defined in (5.3.5)) of index λ > 0. Let A : X1 → X2 be a bounded linear
operator and S : X2 → X2 be a given nonexpansive mapping such that Fix(S) 6= ∅.
For any x1 ∈ X1, define
xn+1 = J
−1
1
(
βnJ1(xn) + (1− βn)J1T Fλ
(
J−11 (J1(xn)− γA∗J2(I − S)Axn)
))
, n ∈ N,
(5.3.6)
where βn ∈ (0, 1) such that 0 < c ≤ βn ≤ d < 1 and γ ∈
(
0, 1‖A‖2
)
. Then the sequence
{xn} generated by (5.3.6) converges to an element z ∈ Ξ, where Ξ = {z ∈ EP(F) :
Az ∈ Fix(S)}.
Proof. Putting V = I and M = AF in Theorem 5.2.2, we have that J
M
λ = T
F
λ for all
λ > 0. Since T Fλ is firmly nonexpansive type, so by [110, Theorem 5.2], it is strongly
relative nonexpansive. Thus the result follow from proof of Theorem 5.2.2.
Theorem 5.3.5. Let C be a nonempty closed convex subset of X1. Let F : C×C → R
satisfy the conditions (A1)–(A4) given in section 2.6, and T Fλ denote the resolvent
of AF (as defined in (5.3.5)) of index λ > 0. Let A : X1 → X2 be a bounded linear
operator, S : X2 → X2 be a given nonexpansive mapping such that Fix(S) 6= ∅, and
V : C → C be a generalized nonspreading mapping such that Fix(V) 6= ∅. For any
x1 ∈ C, define
xn+1 = J
−1
1
(
βnJ1(xn) + (1− βn)J1V T Fλ
(
J−11 (J1(xn)− γA∗J2(I − S)Axn)
))
, n ∈ N,
(5.3.7)
where βn ∈ (0, 1) such that 0 < c ≤ βn ≤ d < 1 and γ ∈
(
0, 1‖A‖2
)
. Then the sequence
{xn} generated by (5.3.7) converges to an element z ∈ {z ∈ EP(F) ∩ Fix(V) : Az ∈
Fix(S)}.
Proof. Putting M = AF in Theorem 5.2.2, we have that J
M
λ = T
F
λ for all λ > 0.
Thus we have the desired result of Theorem 5.3.5.
Chapter 6
Simultaneous Iterative Methods
for Split Equality Fixed Point
Problems in Banach Spaces
6.1 Introduction
During the recent past, several split type problems, namely, Moudafi’s split feasibility
problem [131], new implicit feasibility null-point problem [133], generalized split fea-
sibility problem [173], split common fixed point problem [49], split common null point
problem [33], etc., have been investigated and analyzed because of their applications
in different areas of science, engineering, management and medical sciences. Since
Hilbert spaces possess nice geometrical properties, several iterative methods for these
problems have been investigated in the setting of Hilbert spaces. However, there are
few papers on the iteration of these problems in the setting of Banach spaces.
In this chapter, we consider the following split equality fixed point problem (in
short, SEFPP) in the setting of Banach spaces.
Let X1, X2 and X3 be uniformly convex and uniformly smooth real Banach spaces,
A : X1 → X3 and B : X2 → X3 be bounded linear operators. The SEFPP is defined
as follows:
Find x ∈ Fix(T ) and y ∈ Fix(S) such that Ax = By, (6.1.1)
where T : X1 → X1 and S : X2 → X2 be (nonlinear) mappings such that Fix(T ) 6= ∅
and Fix(S) 6= ∅. We denote by Θ the set of solutions of SEFPP (6.1.1), and assume
that Θ 6= ∅.
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When X1, X2 and X3 are Hilbert spaces, SEFPP (6.1.1) is considered and stud-
ied by Moudafi and Shemas [134] for firmly nonexpansive mappings. Further, this
problem is studied for quasi-nonexpansive mappings in [58, 199], for demicontractive
mappings in [62] and for Lipschitz hemi-contractive mappings in [142] in the setting
of Hilbert spaces.
Furthermore, if B ≡ I is the identity mapping, then SEFPP (6.1.1) reduces to
the following split common fixed point problem (in short, SCFPP):
Find x ∈ Fix(T ) such that Ax ∈ Fix(S). (6.1.2)
This problem extensively studied in the literature, see, for example, [37, 49, 56, 95,
128, 129, 194] and the references therein. Very recently, SCFPP (6.1.2) is studied in
[177] in the setting of Banach spaces.
In this chapter, we develop simultaneous iterative algorithms for solving SEFPP
(6.1.1) and study the weak convergence of the sequences generated by the proposed
algorithms either for firmly nonexpansive type mappings or for relative nonexpansive
mappings. Further, we apply our results for some well known nonlinear problems.
The algorithms and results of this chapter improve and generalize several known
results in the setting of Hilbert spaces.
6.2 Algorithms and Convergence Results
Rest of the chapter, unless otherwise specified, we assume that X1, X2 and X3 are
uniformly convex and 2-uniformly smooth real Banach spaces having smoothness
constant κ satisfying 0 < κ ≤ 1√
2
, A : X1 → X3 and B : X2 → X3 are bounded linear
operators and J1, J2 and J3 are duality mappings on X1, X2 and X3, respectively,
such that J1 and J2 are weakly sequentially continuous.
We propose the following simultaneous iterative algorithm for computing the ap-
proximate solutions of SEFPP (6.1.1).
Algorithm 6.2.1. Initialization: Take arbitrary x1 ∈ X1 and y1 ∈ X2.
Iterative Steps: For a given current xn ∈ X1, yn ∈ X2 compute
xn+1 = T
(
J−11 (J1xn − γA∗J3(Axn −Byn))
)
, (6.2.1a)
yn+1 = S
(
J−12 (J2yn + γB
∗J3(Axn −Byn))
)
, n ∈ N, (6.2.1b)
where γ ∈
(
0,min
(
1
‖A‖2 ,
1
‖B‖2
))
.
Last Step: Update n := n+ 1.
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Next we prove the weak convergence of the sequences generated by Algorithm
6.2.1.
Theorem 6.2.1. Let T : X1 → X1 and S : X2 → X2 be firmly nonexpansive type
mappings such that Fix(T ) 6= ∅ and Fix(S) 6= ∅. Then the sequence {(xn, yn)} gener-
ated by Algorithm 6.2.1 converges weakly to an element (x, y) ∈ Θ.
Proof. Let (p, q) ∈ Θ. Then p ∈ Fix(T ), q ∈ Fix(S) and Ap = Bq. Let un =
J−11 (J1xn − γA∗J3(Axn −Byn)), then by Lemma 2.4.6, we have
φ(p, un)
= φ(p, J−11 (J1xn − γA∗J3(Axn −Byn))
= ‖p‖2 − 2〈p, J1xn − γA∗J3(Axn −Byn)〉+ ‖J1xn − γA∗J3(Axn −Byn)‖2
= ‖p‖2 − 2〈p, J1xn − γA∗J3(Axn −Byn)〉+ ‖xn − γJ−11 A∗J3(Axn −Byn)‖2
≤ ‖p‖2 − 2〈p, J1xn〉+ 2γ〈Ap, J3(Axn −Byn)〉
+ 2‖kxn‖2 + ‖γJ−11 A∗J3(Axn −Byn)‖2 − 2〈xn, γA∗J3(Axn −Byn)〉
≤ ‖p‖2 − 2〈p, J1xn〉+ 2γ〈Ap, J3(Axn −Byn)〉
+ ‖xn‖2 + γ2‖A‖2‖Axn −Byn‖2 − 2γ〈Axn, J3(Axn −Byn)〉
= φ(p, xn)− 2γ〈Axn − Ap, J3(Axn −Byn)〉+ γ2‖A‖2‖Axn −Byn‖2. (6.2.2)
Similarly, let vn = J
−1
2 (J2yn + γB
∗J3(Axn −Byn)), we have
φ(q, vn) ≤ φ(q, yn) + 2γ〈Byn −Bq, J3(Axn −Byn)〉+ γ2‖B‖2‖Axn −Byn‖2. (6.2.3)
From (6.2.1a), in view of inequality (6.2.2), we have
φ(p, xn+1) = φ(p, Tun)
≤ φ(p, un)
≤ φ(p, xn)− 2γ〈Axn − Ap, J3(Axn −Byn)〉
+ γ2‖A‖2‖Axn −Byn‖2. (6.2.4)
Similarly, in view of (6.2.3), we have
φ(q, yn+1) = φ(q, Svn)
≤ φ(q, vn)
≤ φ(q, yn) + 2γ〈Byn −Bq, J3(Axn −Byn)〉
+ γ2‖B‖2‖Axn −Byn‖2. (6.2.5)
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By adding inequalities (6.2.4) and (6.2.5) and with the help of (6.2.2) and (6.2.3), we
have
φ(p, xn+1) + φ(q, yn+1)
≤ φ(p, xn)− 2γ〈Axn − Ap, J3(Axn −Byn)〉
+ γ2‖A‖2‖Axn −Byn‖2 + φ(q, yn)
+ 2γ〈Byn −Bq, J3(Axn −Byn)〉+ γ2‖B‖2‖Axn −Byn‖2
≤ φ(p, xn)− 2γ‖Axn −Byn‖2 + γ2‖A‖2‖Axn −Byn‖2
+ φ(q, yn) + γ
2‖B‖2‖Axn −Byn‖2
≤ φ(p, xn) + φ(q, yn)− γ(2− γ(‖A‖2 + ‖B‖2))‖Axn −Byn‖2. (6.2.6)
Let k be the minimum value of
(
1
‖A‖2 ,
1
‖B‖2
)
. Since γ ∈
(
0,min
(
1
‖A‖2 ,
1
‖B‖2
))
, we
have k ≤ 1‖A‖2 and k ≤ 1‖B‖2 . Thus, 0 < γ < k, and therefore, 0 < γ < 1‖A‖2 and
0 < γ < 1‖B‖2 . Thus, 0 < γ‖A‖2 < 1 and 0 < γ‖B‖2 < 1, 0 < γ(‖A‖2 + ‖B‖2) < 2.
So, we have γ(2− γ(‖A‖2 + ‖B‖2)) > 0.
Set Υn(p, q) = φ(p, xn) + φ(q, yn). Thus,
Υn+1(p, q) ≤ Υn(p, q)− γ{2− γ(‖A‖2 + ‖B‖2)}‖Axn −Byn‖2 (6.2.7)
≤ Υn(p, q). (6.2.8)
Since φ(p, xn) ≥ 0 and φ(q, yn) ≥ 0, we have Υn(p, q) ≥ 0, and from (6.2.8), it is
monotonic decreasing sequence. Therefore, lim
n→∞
Υn(p, q) exist. This further implies
that lim
n→∞
φ(p, xn) and lim
n→∞
φ(q, yn) exist. Passing to the limit in (6.2.7), knowing that
fact that γ(2− γ(‖A‖2 + ‖B‖2)) > 0, we have
lim
n→∞
‖Axn −Byn‖ = 0. (6.2.9)
Also, existence of the limit of the sequences {φ(p, xn)} and {φ(q, yn)} implies their
boundedness. In view of inequality (2.4.3), we have the boundedness of {xn} and {yn}.
Since X1 and X2 are uniformly convex, they are reflexive [61, Milman-Pettis’theorem,
Theorem 1.17]. Therefore, X1 and X2 are reflexive and by the boundedness of {xn}
and {yn}, there exists subsequences {xni} of {xn} and {yni} of {yn} such that xni ⇀
x ∈ X1 and yni ⇀ y ∈ X2 (see [7]).
Now we show that xn ⇀ x. In order to show this, we have to show that every
subsequence of xn converges weakly to x.
Assume to the contrary that there exists another subsequence {xnj} of {xn} such
that xnj ⇀ z ∈ X1, where x 6= z. Since J1 is weakly sequentially continuous, so
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J1xni
∗
⇀ J1x and J1xnj
∗
⇀ J1z ,
〈z − x, J1x〉 = lim
i→∞
〈z − x, J1xni〉
= lim
n→∞
〈z − x, J1xn〉
= lim
j→∞
〈z − x, J1xnj〉 = 〈z − x, J1z〉.
Thus, we obtain 〈x − z, J1x − J1z〉 = 0. Since X1 is uniformly convex, it is strictly
convex, and hence by Lemma 2.4.4, we have x = z. Thus, we have shown that every
subsequence of {xn} converges weakly to x. This implies that xn ⇀ x. On the same
lines and weakly sequential continuity of J2, we can say that there exists y ∈ X2 such
that yn ⇀ y.
Now we show that Tx = x and Sy = y. In view of inequality (6.2.9) and (6.2.2),
we obtain
lim
n→∞
φ(p, un) ≤ lim
n→∞
φ(p, xn). (6.2.10)
Since T is firmly nonexpansive type mapping and has a fixed point p, therefore
strongly relative nonexpansive [110, Theorem 5.2], and from inequality (6.2.10), we
have
0 ≤ φ(p, un)− φ(p, Tun)
0 ≤ lim
n→∞
(φ(p, un)− φ(p, Tun))
= lim
n→∞
φ(p, un)− lim
n→∞
φ(p, Tun)
≤ lim
n→∞
φ(p, xn)− lim
n→∞
φ(p, xn+1) = 0. (6.2.11)
From (6.2.10), {φ(p, un)} is bounded, therefore, in view of (2.4.3), we have the bound-
edness of {un}. Since T is firmly nonexpansive type mapping having a fixed point,
by [110, Theorem 5.2], it is strongly relative nonexpansive. Therefore, by inequality
(6.2.11), we get
lim
n→∞
φ(Tun, un) = 0. (6.2.12)
Thus by inequality (6.2.12) and Lemma 2.4.8, we have
lim
n→∞
‖Tun − un‖ = 0. (6.2.13)
Similarly, by using (6.2.9) in (6.2.3), we obtain lim
n→∞
φ(q, vn) ≤ lim
n→∞
φ(q, yn). Further,
in view of boundedness of {φ(q, vn)}, we have the boundedness of {vn}. Thus by
strongly relative nonexpansiveness of S, we have
lim
n→∞
φ(Svn, vn) = 0. (6.2.14)
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Thus by inequality (6.2.14) and Lemma 2.4.8, we have
lim
n→∞
‖Svn − vn‖ = 0. (6.2.15)
From equation (6.2.1a), we have
φ(xn, un)
= φ(xn, J
−1
1 (J1xn − γA∗J3(Axn −Byn))
= ‖xn‖2 − 2〈xn, J1xn − γA∗J3(Axn −Byn)〉+ ‖J1xn − γA∗J3(Axn −Byn)‖2
≤ ‖xn‖2 − 2〈xn, J1xn〉+ 2γ〈Axn, J3(Axn −Byn)〉
+ ‖xn‖2 + γ2‖A‖2‖Axn −Byn‖2 − 2γ〈Axn, J3(Axn −Byn)〉
= φ(xn, xn) + γ
2‖A‖2‖Axn −Byn‖2. (6.2.16)
In view of (2.4.4) and (6.2.9), we have
lim
n→∞
φ(xn, un) = 0. (6.2.17)
Similarly, we can have
lim
n→∞
φ(yn, vn) = 0. (6.2.18)
Further, boundedness of {xn} and {yn}, inequality (6.2.17) and (6.2.18) and Lemma
2.4.8 imply that
lim
n→∞
‖xn − un‖ = 0, (6.2.19)
and
lim
n→∞
‖yn − vn‖ = 0. (6.2.20)
Since xn ⇀ x, so in view of inequality (6.2.19), we have un ⇀ x as follow for all
f ∈ X∗1 ,
‖f(un)− f(x)‖ = ‖f(un)− f(xn) + f(xn)− f(x)‖
≤ ‖f(un)− f(xn)‖+ ‖f(xn)− f(x)‖
≤ ‖f‖‖un − xn‖+ ‖f(xn)− f(x)‖ → 0 as n→ ∞. (6.2.21)
Thus, un ⇀ x. Similarly, by the inequality (6.2.20) and yn ⇀ y, we have vn ⇀ y.
Therefore, by the inequalities (6.2.13) and (6.2.15), the weak convergence of un ⇀ x
and vn ⇀ y and by the relative nonexpansiveness of T and S, we have Tx = x and
Sy = y. Thus, we have shown that xn ⇀ x, yn ⇀ y, Tx = x and Sy = y.
Now we are left to show that Ax = By. Since xn ⇀ x and yn ⇀ y and since
A : X1 → X3 and B : X2 → X3 are bounded linear operators, we have Axn ⇀ Ax
and Byn ⇀ By.
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Indeed, for all f ∈ X∗3 ,
‖fAxn − fAx‖ → 0 as n→∞, (6.2.22)
because xn ⇀ x and fA ∈ X∗1 . Thus in view of (6.2.22), we have Axn ⇀ Ax.
Similarly, we can have Byn ⇀ By. Thus Axn − Byn ⇀ Ax− By, therefore by lower
semicontinuity of squared normed, we have
‖Ax−By‖2 ≤ lim inf
n→∞
‖Axn −Byn‖2 = lim
n→∞
‖Axn −Byn‖2 = 0.
Thus, Ax = By. This completes the proof.
Remark 6.2.1. If X1, X2 and X3 are Hilbert spaces, then Algorithm 6.2.1 studied in
[134]. Also, Theorem 6.2.1 is the extension of Theorem 2.1 in [134] to Banach space
setting.
Observe that every firmly nonexpansive type mapping having a fixed point is
relative-nonexpansive (see [110, Theorem 5.2]), but converse need not be true (see,
[137, Example 3.1]).
We now propose the following simultaneous iterative method for relative nonex-
pansive mappings T and S to solve SEFPP (6.1.1).
Algorithm 6.2.2. Initialization: Choose {αn}∞n=1 ⊂ (0, 1). Take arbitrary x1 ∈
X1 and y1 ∈ X2.
Iterative Steps: For a given current xn ∈ X1, yn ∈ X2 compute
un = J
−1
1 (J1xn − γnA∗J3(Axn −Byn)), (6.2.23a)
xn+1 = J
−1
1 (αnJ1xn + (1− αn)J1Tun), (6.2.23b)
vn = J
−1
2 (J2yn + γnB
∗J3(Axn −Byn)), (6.2.23c)
yn+1 = J
−1
2 (αnJ2yn + (1− αn)J2Svn), n ∈ N, (6.2.23d)
where γn ∈ (0, k), k = min
(
1
‖A‖2 ,
1
‖B‖2
)
such that 0 < a ≤ γn ≤ b < k and 0 < c ≤
αn ≤ d < 1.
Last Step: Update n := n+ 1.
When X1, X2 and X3 are Hilbert spaces, then Algorithm 6.2.2 is studied in [199].
Next we prove the weak convergence of the sequences generated by Algorithm
6.2.2.
Theorem 6.2.2. Let T : X1 → X1 and S : X2 → X2 be relative nonexpansive map-
pings. Then the sequence {(xn, yn)} generated by Algorithm 6.2.2 converges weakly to
an element (x, y) ∈ Θ.
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Proof. Let (p, q) ∈ Θ. Then p ∈ Fix(T ), q ∈ Fix(S) and Ap = Bq. As in the
beginning of the proof of Theorem 6.2.1, we have
φ(p, un) ≤ φ(p, xn)−2γn〈Axn−Ap, J3(Axn−Byn)〉+γ2n‖A‖2‖Axn−Byn‖2, (6.2.24)
and
φ(q, vn) ≤ φ(q, yn)+2γn〈Byn−Bq, J3(Axn−Byn)〉+γ2n‖B‖2‖Axn−Byn‖2. (6.2.25)
From (6.2.23b), in view of inequality (6.2.24) and relative-nonexpansiveness of T , we
have
φ(p, xn+1)
= φ(p, J−11 (αnJ1xn + (1− αn)J1Tun)
≤ ‖p‖2 − 2〈p, αnJ1xn + (1− αn)J1Tun〉+ ‖αnJ1xn + (1− αn)J1Tun‖2
≤ ‖p‖2 − 2〈p, αnJ1xn〉 − 2〈p, (1− αn)J1Tun〉+ αn‖xn‖2 + (1− αn)‖Tun‖2
≤ αn(‖p‖2 − 2〈p, J1xn〉+ ‖xn‖2) + (1− αn)(‖p‖2 − 2〈p, J1Tun〉+ ‖Tun‖2)
≤ αnφ(p, xn) + (1− αn)φ(p, Tun)
≤ αnφ(p, xn) + (1− αn)φ(p, un)
≤ αnφ(p, xn) + (1− αn) (φ(p, xn)− 2γn〈Axn − Ap, J3(Axn −Byn)〉)
+ (1− αn)γ2n‖A‖2‖Axn −Byn‖2
≤ φ(p, xn)− 2(1− αn)γn〈Axn − Ap, J3(Axn −Byn)〉
+ (1− αn)γ2n‖A‖2‖Axn −Byn‖2. (6.2.26)
Similarly, in view of (6.2.25), relative nonexpansiveness of S and (6.2.23d), we get
φ(q, yn+1) ≤ φ(q, yn) + 2(1− αn)γn〈Byn −Bq, J3(Axn −Byn)〉
+ (1− αn)γ2n‖B‖2‖Axn −Byn‖2. (6.2.27)
By adding inequalities (6.2.26) and (6.2.27), and with the help of (6.2.24) and (6.2.25),
we obtain
φ(p, xn+1) + φ(q, yn+1)
≤ φ(p, xn) + φ(q, yn)− 2(1− αn)γn〈Axn − Ap, J3(Axn −Byn)〉
+ (1− αn)γ2n‖A‖2‖Axn −Byn‖2 + 2(1− αn)γn〈Byn −Bq, J3(Axn −Byn)〉
+ (1− αn)γ2n‖B‖2‖Axn −Byn‖2
≤ φ(p, xn) + φ(q, yn) + 2(1− αn)γn〈Byn − Axn + Ap−Bq, J3(Axn −Byn)〉
+ (1− αn)γ2n‖A‖2‖Axn −Byn‖2 + (1− αn)γ2n‖B‖2‖Axn −Byn‖2
≤ φ(p, xn) + φ(q, yn)− 2(1− αn)γn‖Axn −Byn‖
+ (1− αn)γ2n‖A‖2‖Axn −Byn‖2 + (1− αn)γ2n‖B‖2‖Axn −Byn‖2
≤ φ(p, xn) + φ(q, yn)− (1− αn)γn{2− γn(‖A‖2 + ‖B‖2)}‖Axn −Byn‖2. (6.2.28)
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As in the proof of Theorem 6.2.1, xn ⇀ x ∈ X1 and yn ⇀ y ∈ X2.
Now we show that Tx = x and Sy = y. Since by relative nonexpansiveness of T
and S, we have
φ(p, Tun) ≤ (p, un) and φ(q, Svn) ≤ (q, vn).
So, by the boundedness of φ(p, xn), φ(q, yn) and (6.2.9), we have the boundedness
of φ(p, Tun) and φ(q, Svn), respectively, which in turn implies the boundedness of
{Tun} and {Svn}. Let r1 = supn≥1{xn, Tun}. Then, by Lemma 2.4.3 and inequality
(6.2.23b), we obtain
φ(p, xn+1)
= φ(p, J−11 (αnJ1xn + (1− αn)J1Tun)
≤ ‖p‖2 − 2〈p, αnJ1xn + (1− αn)J1Tun〉+ ‖αnJ1xn + (1− αn)J1Tun‖2
≤ ‖p‖2 − 2〈p, αnJ1xn〉+ 2〈p, (1− αn)J1Tun〉+ αn‖xn‖2 + (1− αn)‖Tun‖2
− αn(1− αn)(g(‖J1xn − J1Tun‖))
≤ αn(‖p‖2 − 2〈p, J1xn〉+ ‖xn‖2) + (1− αn)(‖p‖2 − 2〈p, J1Tun〉+ ‖Tun‖2)
− αn(1− αn)(g(‖J1xn − J1Tun‖))
≤ αnφ(p, xn) + (1− αn)φ(p, Tun)− αn(1− αn)(g(‖J1xn − J1Tun‖))
≤ αnφ(p, xn) + (1− αn)φ(p, un)− αn(1− αn)(g(‖J1xn − J1Tun‖))
≤ αnφ(p, xn) + (1− αn) (φ(p, xn)− 2γn〈Axn − Ap, J3(Axn −Byn)〉)
+ (1− αn)γ2n‖A‖2‖Axn −Byn‖2 − αn(1− αn)(g(‖J1xn − J1Tun‖))
≤ φ(p, xn)− 2(1− αn)γn〈Axn − Ap, J3(Axn −Byn)〉
+ (1− αn)γ2n‖A‖2‖Axn −Byn‖2 − αn(1− αn)(g(‖J1xn − J1Tun‖)). (6.2.29)
Since {Axn − Byn} → 0 as n → ∞, γn ∈ (0, k) such that 0 < a ≤ γn ≤ b < k and
0 < c ≤ αn ≤ d < 1 and by the existence of the limit of the sequence φ(p, xn), we
have
lim
n→∞
g(‖J1xn − J1Tun‖) = 0. (6.2.30)
Since g : [0,∞) → [0,∞) is a continuous, strictly increasing, and convex function
with g(0) = 0, we have
lim
n→∞
‖J1xn − J1Tun‖ = 0. (6.2.31)
Since X1 is uniformly convex and uniformly smooth, it is smooth, strictly convex and
reflexive Banach space and J1 is a single-valued bijection mapping. In this case, the
duality mapping J1
∗ from X∗1 onto X
∗∗
1 = X1 coincides with the inverse of the duality
mapping J1 from X1 onto X
∗
1 , that is, J1
∗ = J1−1. Since X1 is uniformly convex,
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therefore X∗1 is uniformly smooth (see [61]). By uniformly smoothness of X
∗
1 , J1
−1 is
uniformly norm-to-norm continuous on bounded sets (see [61, 167]). Thus, we obtain
lim
n→∞
‖xn − Tun‖ = lim
n→∞
∥∥J1−1(J1(xn))− J1−1(J1(Tun))∥∥ = 0, (6.2.32)
Similarly, we have
lim
n→∞
‖yn − Svn‖ = 0. (6.2.33)
As in the proof of Theorem 6.2.1, we have
lim
n→∞
φ(xn, un) = 0, (6.2.34)
and
lim
n→∞
φ(yn, vn) = 0. (6.2.35)
By Lemma 2.4.8, we have
lim
n→∞
‖xn − un‖ = 0, (6.2.36)
and
lim
n→∞
‖yn − vn‖ = 0. (6.2.37)
Thus, in view of (6.2.32) and (6.2.36), we have
lim
n→∞
‖un − Tun‖ = 0. (6.2.38)
Also, in view of (6.2.33) and (6.2.37), we have
lim
n→∞
‖vn − Svn‖ = 0. (6.2.39)
Since xn ⇀ x, so in view of inequality (6.2.36), we have un ⇀ x as shown in the proof
of Theorem 6.2.1.
Similarly by the inequality (6.2.37) and yn ⇀ y, we have vn ⇀ y. Therefore, by
the inequalities (6.2.38) and (6.2.39), weak convergence of un ⇀ x and vn ⇀ y, and
the relative nonexpansiveness of T and S, we have Tx = x and Sy = y. Finally, as
in the proof of Theorem 6.2.1, we have Ax = By.
6.3 Some Related Problems
In this section, we present some well known split-type problems which are special
cases of SEFPP (6.1.1) and can be solved by using Algorithm 6.2.1.
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6.3.1 Split Equality Problems
Let C and Q be nonempty closed convex subsets of X1 and X2, respectively. Consider
T = ΠC and S = ΠQ, where ΠC and ΠQ are generalized projections onto C and Q,
respectively. Then, we have Fix(T ) = C and Fix(S) = Q. Now, we can recover split
equality problem (in short, SEP) in the setting of Banach spaces as follow:
Find x ∈ C and Ax ∈ Q such that Ax = By. (6.3.1)
This problem is introduced and studied by Moudafi in [132] in setting of Hilbert
spaces. We denote by Θ1 the set of solutions of SEP (6.3.1).
When B ≡ I and X2 = X3, SEP (6.3.1) is studied by Takahashi [169] and Scho¨pfer
et al. [161].
Under the above setting, Algorithm 6.2.1 reduces to the following algorithm for
finding the solutions of SEP (6.3.1).
Algorithm 6.3.1. Initialization: Take arbitrary x1 ∈ X1 and y1 ∈ X2.
Iterative Steps: For a given current xn ∈ X1, yn ∈ X2 compute
xn+1 = ΠC(J
−1
1 (J1xn − γA∗J3(Axn −Byn))),
yn+1 = ΠQ(J
−1
2 (J2yn + γB
∗J3(Axn −Byn))), n ∈ N,
where γ ∈
(
0,min
(
1
‖A‖2 ,
1
‖B‖2
))
.
Last Step: Update n := n+ 1.
It is well-known that the generalized projections are firmly nonexpansive type (see
[110, Lemma 2.4]). Thus, by taking T = ΠC and S = ΠQ in the proof of Theorem
6.2.1, we obtain the following weak convergence result for Algorithm 6.3.1.
Corollary 6.3.1. Let C ⊆ X1 and Q ⊆ X2 be nonempty closed convex subsets of X1
and X2, respectively. Let A : X1 → X3 and B : X2 → X3 be bounded linear operators.
Then the sequence {(xn, yn)} generated by Algorithm 6.3.1 converges weakly to an
element (x, y) ∈ Θ1.
6.3.2 Split Equality Null Point Problems
For a given maximal monotone operator M : X1 ⇒ X∗1 , it is well known that its
associated resolvent mapping JMλ = (J + λM)
−1J is firmly nonexpansive type [110,
Lemma 2.3] for λ > 0, and 0 ∈ M(x) ⇔ JMλ (x) = x; See, for example, [102, 123].
This means that the zeroes of M are exactly fixed points of its resolvent mapping.
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Let T = JMλ and S = J
N
λ where N : X2 ⇒ X∗2 is a maximal monotone operator.
We consider the following split equality null point problem (in short, SENPP) of
finding
x ∈M−1(0) and y ∈ N−1(0) such that Ax = By. (6.3.2)
The solution set of this problem is denoted by Θ2.
Now we derive the following algorithm for solving SENPP (6.3.2) from Algorithm
6.2.1.
Algorithm 6.3.2. Initialization: Take arbitrary x1 ∈ X1 and y1 ∈ X2.
Iterative Steps: For a given current xn ∈ X1, yn ∈ X2 compute
xn+1 = J
M
λ (J
−1
1 (J1xn − γA∗J3(Axn −Byn))),
yn+1 = J
N
λ (J
−1
2 (J2yn + γB
∗J3(Axn −Byn))), n ∈ N,
where γ ∈
(
0,min
(
1
‖A‖2 ,
1
‖B‖2
))
.
Last Step: Update n := n+ 1.
We can easily derive the following weak convergence result by taking T = JMλ
and S = JNλ in the proof of Theorem 6.2.1 and following the idea that resolvent of
maximal monotone operators are firmly nonexpansive type.
Corollary 6.3.2. Let M : X1 ⇒ X∗1 and N : X2 ⇒ X∗2 be set-valued maximal
monotone operators such that M−1(0) 6= ∅ and N−1(0) 6= ∅. Then the sequence
{(xn, yn)} generated by Algorithm 6.3.2 converges weakly to an element (x, y) ∈ Θ2.
In addition, if B ≡ I and X2 = X3 in SENPP (6.3.2), then we have the following
split common null point problem (in short, SCNPP) which is studied by Byrne et al.
[33] in the setting of Hilbert spaces.
Find x ∈M−1(0) such that Ax ∈ N−1(0). (6.3.3)
It is further studied by Takahashi and Yao [170, 172, 175] in setting of Banach spaces.
We denote by Θ3 the solution set of SCNPP (6.3.3), that is,
Θ3 = {(x, y) : x ∈M−1(0) and Ax ∈ N−1(0) such that y = Ax}.
Byrne et al. [33] showed that SCNPP (6.3.3) contains the split variational in-
equality problem, introduced and studied by Censor et al. [46].
Now we have simultaneous iterative method for solving SCNPP (6.3.3) as follows.
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Algorithm 6.3.3. Initialization: Take arbitrary x1 ∈ X1 and y1 ∈ X2.
Iterative Steps: For a given current xn ∈ X1, yn ∈ X2 compute
xn+1 = J
M
λ J
−1
1 (J1xn − γA∗J2(Axn − yn)),
yn+1 = J
N
λ J
−1
2 (J2yn + γJ2(Axn − yn)), n ∈ N,
where γ ∈
(
0, 1
1+‖A‖2
)
.
Last Step: Update n := n+ 1.
Taking T = JMλ and S = J
N
λ , using the idea that resolvent of maximal monotone
operators are firmly nonexpansive type and by settingB ≡ I andX2 = X3 in Theorem
6.2.1, we have the following weak convergence result for Algorithm 6.3.3.
Corollary 6.3.3. Let M : X1 ⇒ X∗1 and N : X2 ⇒ X∗2 be set valued maximal
monotone operators such that M−1(0) 6= ∅ and N−1(0) 6= ∅. Then the sequence
{(xn, yn)} generated by Algorithm 6.3.3 converges weakly to an element (x, y) ∈ Θ3.
Since split variational inequality problem studied in [46] is a particular case of
SCNPP (6.3.3), by using the above algorithm and weak convergence result, we can
easily define the algorithm for finding the solutions of split variational inequality
problems in the setting of Banach spaces. Also, we can derive the weak convergence
of such algorithm.
6.3.3 Split Equality Equilibrium Problems
Let T Fr and S
G
r denote the resolvents of bifunctions F and G, respectively, as defined
in (2.7.2). It is well known that T Fr is firmly nonexpansive type mapping and its
fixed-points are exactly the equilibria of F , that is, Fix(T Fr ) = EP(C,F ). let C and
Q be nonempty closed convex subsets of uniformly smooth uniformly convex Banach
spaces X1 and X2, respectively. We consider the following split equality equilibrium
problem (in short, SEEP):
Find x ∈ EP(C,F ) and y ∈ EP(Q,G) such that Ax = By. (6.3.4)
Let Θ4 denote the solution set of SEEP (6.3.4).
If B ≡ I and X2 = X3, then SEEP (6.3.4) reduces to the split equilibrium problem
considered and studied in [93] in the setting of Hilbert spaces.
We propose the following algorithm for solving SEEP (6.3.4).
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Algorithm 6.3.4. Initialization: Take arbitrary x1 ∈ X1 and y1 ∈ X2.
Iterative Steps: For a given current xn ∈ X1, yn ∈ X2 compute
xn+1 = T
F
r
(
J−11 (J1xn − γA∗J3(Axn −Byn))
)
,
yn+1 = S
G
r
(
J−12 (J2yn + γB
∗J3(Axn −Byn))
)
, n ∈ N,
where γ ∈
(
0,min
(
1
‖A‖2 ,
1
‖B‖2
))
.
Last Step: Update n := n+ 1.
Taking T ≡ T Fr and S ≡ SGr in Theorem 6.2.1 and utilizing the fact that T Fr and
SGr are firmly nonexpansive type mappings, we have the following weak convergence
result for Algorithm 6.3.4.
Corollary 6.3.4. Let C and Q be nonempty closed convex subsets of X1 and X2
respectively. Let F : C × C → R and G : Q×Q→ R be bifunctions satisfying (A1)–
(A4). Then the sequence {(xn, yn)} generated by Algorithm 6.3.4 converges weakly to
an element (x, y) ∈ Θ4.
Chapter 7
Split Hierarchical Variational
Inequality Problems and Fixed
Point Problems for Nonexpansive
Mappings
7.1 Introduction
A variational inequality problem in which the underlying set is a set of fixed points of
a nonlinear operator is called hierarchical variational inequality problem. Recently,
Ansari et al. [9] introduced the split hierarchical variational inequality problem (in
short, SHVIP). More precisely, they considered the following split hierarchical Minty
variational inequality problem (in short, SHMVIP) which requires to find a solution
of a hierarchical Minty variational inequality problem (in short, HMVIP) such that
its image under a nonlinear operator is a solution of another (HMVIP).
Let H1 and H2 be real Hilbert spaces, f1, T : H1 → H1 be mappings such that
Fix(T ) 6= ∅, and f2, S : H2 → H2 be mappings with Fix(S) 6= ∅. Let A : H1 → H2 be
an operator with R(A) ∩ Fix(S) 6= ∅, where R(A) denotes the range of A. The split
hierarchical variational inequality problem (SHVIP) is defined as follows:
Find x∗ ∈ Fix(T ) such that 〈f1(x∗), x− x∗〉 ≥ 0, for all x ∈ Fix(T ), (7.1.1)
and such that
Ax∗ ∈ Fix(S) solves 〈f2(Ax∗), y − Ax∗〉 ≥ 0, for all y ∈ Fix(S). (7.1.2)
The solution set of SHVIP is denoted by Ψ.
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Another problem which is closely related to SHVIP is the following split hierar-
chical Minty variational inequality problem (SHMVIP):
Find x∗ ∈ Fix(T ) such that 〈f1(x), x− x∗〉 ≥ 0, for allx ∈ Fix(T ), (7.1.3)
and such that
Ax∗ ∈ Fix(S) solves 〈f2(y), y − Ax∗〉 ≥ 0, for all y ∈ Fix(S). (7.1.4)
We denote by ∆ the set of solutions of SHMVIP, that is,
∆ = {x solves (7.1.3) : Ax solves (7.1.4)}.
It can be easily seen, by Minty lemma [125, Lemma 1] that if Fix(T ) and Fix(S)
are nonempty, closed and convex, and f1 and f2 are monotone and continuous, then
SHVIP (7.1.1)-(7.1.2) and SHMVIP (7.1.3)-(7.1.4) are equivalent.
Ansari et al. [9] showed that several problems, namely, split convex minimization
problem, split variational inequality problem over the solution set of a monotone vari-
ational inclusion problem, and split variational inequality problem over the solution
set of an equilibrium problem, are particular cases of SHVIP. They proposed an it-
erative scheme for solving SHVIP and studied the weak convergence of the sequence
generated by the proposed algorithm.
In this chapter, we give a common solution method for finding a fixed point of
a nonexpansive mapping and a solution of a split hierarchical variational inequality
problem. The weak convergence of such algorithm is studied. We also present an
example to illustrate the proposed algorithm and the convergence result.
7.2 Algorithms and Convergence Results
Let L : H1 → H1 be a nonexpansive mapping with Fix(L) ∩∆ 6= ∅. We propose the
following algorithm to compute a common element of the set of fixed points of L and
set of solutions of SHMVIP.
Algorithm 7.2.1. Initialization: Choose {αn}∞n=1, {βn}∞n=1, {λn}∞n=1 ⊂ (0, 1).
Take arbitrary x1 ∈ H1.
Iterative Step: For a given current xn ∈ H1, compute
zn = xn − γA∗(I − S(I − βnf2))Axn,
yn = T (I − αnf1)zn,
xn+1 = λnxn + (1− λn)Lyn, n ∈ N,
(7.2.1)
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where γ ∈
(
0, 2‖A‖2
)
.
Last Step: Update n := n+ 1.
When L is the identity mapping, Algorithm 7.2.1 reduces to the following algo-
rithm.
Algorithm 7.2.2. Initialization: Choose {αn}∞n=1, {βn}∞n=1, {λn}∞n=1 ⊂ (0, 1).
Take arbitrary x1 ∈ H1.
Iterative Step: For a given current xn ∈ H1, compute
zn = xn − γA∗(I − S(I − βnf2))Axn,
yn = T (I − αnf1)zn,
xn+1 = λnxn + (1− λn)yn, n ∈ N,
(7.2.2)
where γ ∈
(
0, 2‖A‖2
)
.
Last Step: Update n := n+ 1.
Next we prove the weak convergence of the sequences generated by the Algorithm
7.2.1.
Theorem 7.2.1. Let f1 : H1 → H1 be a monotone continuous mapping, T : H1 → H1
be a cutter nonexpansive mapping such that Fix(T) 6= ∅, f2 : H2 → H2 be a monotone
continuous mapping and S : H2 → H2 be a cutter strongly nonexpansive mapping such
that Fix(S) 6= ∅. Let A : H1 → H2 be a bounded linear operator with R(A)∩Fix(S) 6= ∅
and let L : H1 → H1 be a nonexpansive mapping with Fix(L) ∩∆ 6= ∅. Let {xn} and
{yn} be the sequences generated by Algorithm 7.2.1 such that the following conditions
hold:
(i) There exists a natural number n◦ such that
∆ ⊂
∞⋂
n=n◦
{z ∈ H1 : 〈f2(Axn), S(I − βnf2)Axn − Az〉 ≥ 0} ;
(ii) {f1(zn)}∞n=1 is a bounded sequence;
(iii)
∑∞
n=0 αn <∞;
(iv) lim
n→∞
βn = 0;
(v) 0 < a ≤ lim
n→∞
λn ≤ b < 1;
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(vi) ‖xn+1 − xn‖ = o(αn) and αn = o(β2n);
(vii) {f2(Axn)}∞n=1 is a bounded sequence.
Then the sequences {xn} and {yn} converge weakly to an element x∗ ∈ Fix(L) ∩∆.
Proof. Let p ∈ Fix(L) ∩∆. Then T (p) = p, L(p) = p and S(Ap) = Ap. Consider
‖zn − p‖2 = ‖xn − γA∗(I − S(I − βnf2))Axn − p‖2
= ‖xn − p‖2 + γ2‖A∗(I − S(I − βnf2))Axn‖2
− 2γ〈xn − p,A∗(I − S(I − βnf2))Axn〉
≤ ‖xn − p‖2 + γ2‖A‖2‖(I − S(I − βnf2))Axn‖2 (7.2.3)
− 2γ〈xn − p,A∗(I − S(I − βnf2))Axn〉, for all n ≥ 1.
Since S is a cutter operator, we have
〈xn − p,A∗(S(I − βnf2)− I)Axn〉
= 〈Axn − Ap, (S(I − βnf2)− I)Axn〉
= 〈S(I − βnf2)Axn − Ap+ Axn − S(I − βnf2)Axn, (S(I − βnf2)− I)Axn〉
= 〈S(I − βnf2)Axn − Ap, (S(I − βnf2)− I)Axn〉 − ‖(S(I − βnf2)− I)Axn‖2
= 〈S(I − βnf2)Axn − Ap, (S(I − βnf2)− I)Axn + βnf2Axn − βnf2Axn〉
− ‖(S(I − βnf2)− I)Axn‖2
= 〈S(I − βnf2)Axn − Ap, S(I − βnf2)Axn − (I − βnf2)Axn〉
− βn〈S(I − βnf2)(Axn)− Ap, f2(Axn)〉 − ‖(S(I − βnf2)− I)Axn‖2
≤ −‖(S(I − βnf2)− I)Axn‖2 − βn〈S(I − βnf2)(Axn)− Ap, f2(Axn)〉.
Since p ∈ ∆, by condition (i), we have
〈S(I − βnf2)(Axn)− Ap, f2(Axn)〉 ≥ 0.
Since βn ∈ (0, 1) for all n ∈ N, we further have
βn〈S(I − βnf2)(Axn)− Ap, f2(Axn)〉 ≥ 0.
Therefore,
〈xn − p,A∗(S(I − βnf2)− I)Axn〉 ≤ −‖(S(I − βnf2)− I)Axn‖2.
Thus, (7.2.3) becomes
‖zn − p‖2
≤ ‖xn − p‖2 + γ2‖A‖2‖(I − S(I − βnf2))Axn‖2
− 2γ‖(S(I − βnf2)− I)Axn‖2
= ‖xn − p‖2 − γ(2− γ‖A‖2)‖(S(I − βnf2)− I)Axn‖2, for all n ≥ 1. (7.2.4)
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Since γ ∈
(
0, 2‖A‖2
)
, we observe that γ(2− γ‖A‖2) > 0, and hence,
‖zn − p‖ ≤ ‖xn − p‖, for all n ≥ 1. (7.2.5)
Let M := sup{‖f1(zn)‖ : n ≥ 1}. Then, for all n ≥ 1, we have
‖yn − p‖ = ‖T (zn − αnf1(zn))− T (p)‖
≤ ‖zn − p‖+ αn‖f1(zn)‖
≤ ‖zn − p‖+ αnM
≤ ‖xn − p‖+ αnM, (7.2.6)
‖xn+1 − p‖ = ‖λnxn + (1− λn)Lyn − p‖
= ‖λn(xn − p) + (1− λn)(Lyn − p)‖
≤ λn‖xn − p‖+ (1− λn)‖yn − p‖
≤ λn‖xn − p‖+ (1− λn)‖xn − p‖+ (1− λn)αnM
≤ ‖xn − p‖+ (1− λn)αnM.
Since
∑
αn < ∞ and 0 < a ≤ lim
n→∞
λn ≤ b < 1, we have Σ∞n=1(1 − λn)αn < ∞.
Thus, by Lemma 2.1.2, the limit lim
n→∞
‖xn − p‖ exists. Also, from (7.2.5)-(7.2.6), the
limits lim
n→∞
‖zn − p‖ and lim
n→∞
‖yn − p‖ exist. This implies that {xn}, {yn} and {zn}
are bounded sequences. Since {xn} is a bounded sequence, there exists a convergent
subsequence {xni} of {xn} that converges weakly to some x∗ ∈ H1. Infact xn converges
weakly to x∗. It suffices to show that there is no subsequence {xni} of {xn} such that
xni ⇀ y
∗ ∈ H1 and y∗ 6= x∗.
Indeed, if this is not true, then the well known Opial’s theorem would imply
lim
n→∞
‖xn − y∗‖ = lim
j→∞
‖xnj − x∗‖ < lim
j→∞
‖xnj − y∗‖
= lim
n→∞
‖xn − y∗‖ = lim
i→∞
‖xni − y∗‖
< lim
i→∞
‖xni − x∗‖ = lim
n→∞
‖xn − y∗‖,
which leads to a contradiction. Therefore, the sequence {xn}∞n=1 converges weakly to a
solution x∗. Now, we will show that x∗ is the required solution, that is x∗ ∈ Fix(L)∩∆.
Now, consider
‖yn − p‖2 = ‖T (I − αnf1)(zn)− T (p)‖2
≤ ‖(zn − p)− αnf1(zn)‖2
≤ ‖zn − p‖2 + α2n‖f1(zn)‖2. (7.2.7)
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From (7.2.4), (7.2.7) and by Lemma 2.1.4 (iii), we have
‖xn+1 − p‖2 = ‖λnxn + (1− λn)Lyn − p‖2
= ‖λn(xn − p) + (1− λn)(Lyn − p)‖2
= λn‖xn − p‖2 + (1− λn)‖yn − p‖2 − λn(1− λn)‖Lyn − xn‖2 (7.2.8)
≤ λn‖xn − p‖2 + (1− λn){‖zn − p‖2 + α2n‖f1(zn)‖2}
− λn(1− λn)‖Lyn − xn‖2
≤ λn‖xn − p‖2 + (1− λn)‖xn − p‖2
− (1− λn)γ(2− γ‖A‖2)‖(S(I − βnf2)− I)Axn‖2
+ (1− λn)α2n‖f1(zn)‖2 − λn(1− λn)‖Lyn − xn‖2
= ‖xn − p‖ − (1− λn)γ(2− γ‖A‖2)‖(S(I − βnf2)− I)Axn‖2
+ (1− λn)α2n‖f1(zn)‖2 − λn(1− λn)‖Lyn − xn‖2,
which is equivalent to
(1− λn)γ(2− γ‖A‖2)‖(S(I − βnf2)− I)Axn‖2 + λn(1− λn)‖Lyn − xn‖2
≤ ‖xn − p‖2 − ‖xn+1 − p‖2 + (1− λn)α2n‖f1(zn)‖2.
(7.2.9)
From the existence of the limit lim
n→∞
‖xn − p‖ and the facts that αn → 0, ‖f1(zn)‖ is
bounded, 0 < a ≤ lim
n→∞
λn ≤ b < 1 and γ ∈
(
0, 2‖A‖2
)
, it follows that
lim
n→∞
‖(S(I − βnf2)− I)Axn‖ = 0, (7.2.10)
and
lim
n→∞
‖Lyn − xn‖ = 0. (7.2.11)
From (7.2.1), we have
lim
n→∞
‖xn+1 − xn‖ ≤ lim
n→∞
‖Lyn − xn‖ = 0. (7.2.12)
Since T is a cutter operator, we have
〈p− yn, zn − yn〉
= 〈yn − p, yn − zn〉
= 〈T (I − αnf1)zn − p, T (I − αnf1)zn − (I − αnf1)zn + (I − αnf1)zn − zn〉
= 〈T (I − αnf1)zn − p, T (I − αnf1)zn − (I − αnf1)zn〉
+ 〈T (I − αnf1)zn − p,−αnf1zn〉
≤ 〈T (I − αnf1)zn − p, T (I − αnf1)zn − (I − αnf1)zn〉
+ αn‖T (I − αnf1)zn − p‖‖f1zn‖,
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and
〈T (I − αnf1)zn − p, T (I − αnf1)zn − (I − αnf1)zn〉 ≤ 0.
This implies that
〈p− yn, zn − yn〉 ≤ αn‖T (I − αnf1)zn − p‖‖f1zn‖. (7.2.13)
From (7.2.4), (7.2.13) and by Lemma 2.1.4 (i), we have
‖yn − p‖2 = ‖zn − p‖2 − ‖zn − yn‖2 − 2〈yn − p, zn − yn〉
≤ ‖xn − p‖2 − ‖xn − γA∗(I − S(I − βnf2))Axn − yn‖2
− 2〈yn − p, zn − yn〉
= ‖xn − p‖2 − ‖xn − yn‖2 − γ2‖A‖2‖(I − S(I − βnf2))Axn‖2
+ 2γ〈xn − yn, A∗(I − S(I − βnf2)Axn)〉+ 2〈p− yn, zn − yn〉
≤ ‖xn − p‖2 − ‖xn − yn‖2 − γ2‖A‖2‖(I − S(I − βnf2))Axn‖2 (7.2.14)
+ 2αn‖T (I − αnf1)zn − p‖‖f1(zn)‖
+ 2γ‖xn − yn‖‖A‖‖(S(I − βnf2)− I)Axn‖.
Thus, from (7.2.8) and (7.2.14), we have
‖xn+1 − p‖2
= λn‖xn − p‖2 + (1− λn)‖yn − p‖2 − λn(1− λn)‖Lyn − xn‖2
≤ λn‖xn − p‖2 + (1− λn)‖xn − p‖2 − (1− λn)γ2‖A‖2‖(I − S(I − βnf2))Axn‖2
− (1− λn)‖xn − yn‖2 − λn(1− λn)‖Lyn − xn‖2
+ 2(1− λn)αn‖T (I − αnf1)zn − p‖‖f1(zn)‖
+ 2γ(1− λn)‖xn − yn‖‖A‖‖(S(I − βnf2)− I)Axn‖
≤ ‖xn − p‖2 − (1− λn)‖xn − yn‖2 − (1− λn)γ2‖A‖2‖(I − S(I − βnf2))Axn‖2
+ 2(1− λn)αn‖T (I − αnf1)zn − p‖‖f1(zn)‖ − λn(1− λn)‖Lyn − xn‖2
+ 2γ(1− λn)‖xn − yn‖‖A‖‖(S(I − βnf2)− I)Axn‖
which is equivalent to
(1− λn)‖xn − yn‖2 ≤ ‖xn − p‖2 − ‖xn+1 − p‖2 − λn(1− λn)‖Lyn − xn‖2
+ 2(1− λn)αn‖T (I − αnf1)zn − p‖‖f1(zn)‖
+ 2γ(1− λn)‖xn − yn‖‖A‖‖(S(I − βnf2)− I)Axn‖.
Taking limit as n → ∞, and taking into account αn → 0, 0 < a ≤ lim
n→∞
λn ≤ b < 1,
γ ∈
(
0, 2‖A‖2
)
and from the equations (7.2.10), (7.2.11) we have
‖xn − yn‖ → 0 as n→∞. (7.2.15)
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‖yn − Lyn‖ = ‖yn − xn + xn − Lyn‖
≤ ‖yn − xn‖+ ‖xn − Lyn‖.
From (7.2.11) and (7.2.15), we obtain
‖yn − Lyn‖ → 0 as n→∞. (7.2.16)
Since ‖xn− yn‖ → 0 and xn ⇀ x∗ ∈ H1, we have, yn ⇀ x∗ ∈ H1. Thus by demiclosed
principle, yn ⇀ x
∗ and ‖yn − Lyn‖ → 0, we have
Lx∗ = x∗.
Thus we have shown that x∗ ∈ Fix(L).
Now we are left to show that x∗ ∈ ∆. From (7.2.1), we obtain
‖zn − xn‖ = γ‖A‖‖(I − S(I − βnf2))Axn‖.
By (7.2.10), we have
‖zn − xn‖ → 0 as n→∞, (7.2.17)
and
‖zn − yn‖ ≤ ‖xn − yn‖+ γ‖A‖‖(I − S(I − βnf2))Axn‖.
Equations (7.2.10) and (7.2.15) yield that
‖zn − yn‖ → 0 as n→∞. (7.2.18)
From the definition of yn, we have
‖yn − Tzn‖ = ‖T (zn − αnf1(zn))− Tzn‖
≤ ‖zn − αnf1(zn)− zn‖
≤ αn‖f1(zn)‖.
This implies that
lim
n→∞
‖yn − Tzn‖ = 0, (7.2.19)
and
‖yn − Tyn‖ = ‖yn − Tzn + Tzn − Tyn‖
≤ ‖yn − Tzn‖+ ‖zn − yn‖.
From (7.2.18) and (7.2.19), we get
lim
n→∞
‖yn − Tyn‖ → 0.
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Since yn ⇀ x
∗ and ‖yn − Tyn‖ → 0, by demiclosed principle, we obtain
Tx∗ = x∗.
Let vn := Axn − βnf2(Axn) for all n ≥ 1. We observe that
0 ≤ ‖vn − Ap‖ − ‖Svn − SAp‖
= ‖Axn − βnf2(Axn)− Ap‖ − ‖Svn − SAp‖
= ‖Axn − Svn + Svn − βnf2(Axn)− Ap‖ − ‖Svn − SAp‖
≤ ‖Axn − Svn‖+ ‖Svn − SAp‖+ βn‖f2(Axn)‖ − ‖Svn − SAp‖
= ‖Axn − S(Axn − βn(f2(Axn)))‖+ βn‖f2(Axn)‖
= ‖(S(I − βnf2)− I)Axn‖+ βn‖f2(Axn)‖.
From the condition (iv) and (7.2.10), we have
lim
n→∞
(‖vn − Ap‖ − ‖Svn − SAp‖) = 0.
The boundedness of vn and strongly nonexpansiveness of S imply that
lim
n→∞
‖Svn − vn‖ = 0. (7.2.20)
From the definition of vn and the condition (iv), we get
lim
n→∞
‖vn − Axn‖ = 0, (7.2.21)
and
‖vn − SAxn‖ ≤ ‖vn − Svn‖+ ‖Svn − S(Axn)‖
≤ ‖vn − Svn‖+ ‖vn − Axn‖.
From (7.2.20) and (7.2.21), we have
lim
n→∞
‖vn − S(Axn)‖ = 0,
and thus
lim
n→∞
‖Axn − S(Axn)‖ = 0. (7.2.22)
Since xn ⇀ x
∗ ∈ H1, we have Axn → Ax∗ ∈ H2. From (7.2.22) and by demiclosed
principle, we obtain
S(Ax∗) = Ax∗.
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Let qn := zn − αnf1(zn). By Lemma 2.1.4 (iv) and inequality (7.2.5), we have
‖yn − p‖2 = ‖T (I − αnf1)zn − Tp‖2
≤ ‖zn − p− αnf1(zn)‖2
≤ ‖zn − p‖2 + 2〈αnf1(zn), αnf1(zn)− zn + p〉
= ‖zn − p‖2 + 2〈αnf1(zn), p− zn〉+ 2α2n‖f1(zn)‖2
≤ ‖xn − p‖2 + 2αn〈f1(zn), p− zn〉+ 2α2n‖f1(zn)‖2. (7.2.23)
From the definition of xn+1, (7.2.23) and using monotonocity of f1, we have
‖xn+1 − p‖2 ≤ λn‖xn − p‖2 + (1− λn)‖yn − p‖2
≤ λn‖xn − p‖2 + (1− λn){‖xn − p‖2 + 2αn〈f1(zn), p− zn〉
+ 2α2n‖f1(zn)‖2}
≤ ‖xn − p‖2 + 2(1− λn)αn〈f1(zn), p− zn〉
+ 2(1− λn)α2n‖f1(zn)‖2 (7.2.24)
= ‖xn − p‖2 + 2(1− λn)αn〈f1(zn)− f1(p) + f1(p), p− zn〉
+ 2(1− λn)α2n‖f1(zn)‖2
= ‖xn − p‖2 + 2(1− λn)αn〈f1(zn)− f1(p), p− zn〉
+ 2(1− λn)αn〈f1(p), p− zn〉+ 2(1− λn)α2n‖f1(zn)‖2
= ‖xn − p‖2 − 2(1− λn)αn〈f1(p)− f1(zn), p− zn〉
+ 2(1− λn)αn〈f1(p), p− zn〉+ 2(1− λn)α2n‖f1(zn)‖2
= ‖xn − p‖2 + 2(1− λn)αn〈f1(p), p− zn〉+ 2(1− λn)α2n‖f1(zn)‖2,
which is equivalent to
2(1− λn)〈f1(p), zn − p〉
≤
(‖xn − p‖2 − ‖xn+1 − p‖2
αn
)
+ 2(1− λn)αn‖f1(zn)‖2
≤
{
(‖xn − p‖+ ‖xn+1 − p‖)(‖xn − p‖ − ‖xn+1 − p‖)
αn
}
+ 2(1− λn)αn‖f1(zn)‖2
≤M1
(‖xn − p‖ − ‖xn+1 − p‖
αn
)
+ 2(1− λn)αn‖f1(zn)‖2
≤M1
(‖xn − xn+1‖
αn
)
+ 2(1− λn)αn‖f1(zn)‖2,
where M1 = sup{‖xn − p‖+ ‖xn+1 − p‖, n ≥ 1 } <∞. Taking limit both the sides
and taking into account that 0 < a ≤ lim
n→∞
λn ≤ b < 1, αn → 0, ‖xn − xn+1‖ = o(αn)
and zn ⇀ x
∗, we have
〈f1(p), x∗ − p〉 ≤ 0,
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and thus
〈f1(p), x∗ − p〉 ≤ 0, for all p ∈ Fix(T ),
that is, x∗ ∈ Fix(T ) solves (7.1.3).
In order to complete the proof, we have to show that Ax∗ ∈ Fix(S) solves (7.1.4).
Since αn = o(β
2
n), we may assume that αn ≤ β2n for all n ≥ 1. From (7.2.9), for all
n ≥ 1, we have
(1− λn)γ(2− γ‖A‖2)‖(S(I − βnf2)− I)Axn‖2
≤ ‖xn − p‖2 − ‖xn+1 − p‖2 + α2n‖f1(zn)‖2
≤ {(‖xn − p‖+ ‖xn+1 − p‖)(‖xn − p‖ − ‖xn+1 − p‖)}+ α2n‖f1(zn)‖2
≤M2‖xn − xn+1‖+ α2n‖f1(zn)‖2,
where M2 = sup{‖xn − p‖ + ‖xn+1 − p‖ : n ≥ 1} <∞. Therefore, for all n ≥ 1, we
have
(1− λn)γ(2− γ‖A‖2)‖Axn − Svn‖
2
β2n
≤ ‖xn − xn+1‖
β2n
M2 +
α2n
β2n
‖f1(zn)‖2
≤ ‖xn − xn+1‖
αn
M2 + αn‖f1(zn)‖2.
Subsequently, since αn → 0, ‖xn+1 − xn‖ = o(αn), γ(2 − γ‖A‖2) > 0 and 0 < a ≤
lim
n→∞
λn ≤ b < 1, we have
lim
n→∞
‖Axn − Svn‖
βn
= 0. (7.2.25)
For all n ≥ 1, by Lemma 2.1.4 (iv) and the monotonicity of f2, we compute
‖Svn − SAp‖2
≤ ‖vn − Ap‖
≤ ‖Axn − βnf2(Axn)− Ap‖2
≤ ‖Axn − Ap‖2 + 2〈βnf2(Axn), βnf2(Axn)− Axn + Ap〉
≤ ‖Axn − Ap‖2 + 2βn〈f2(Axn), Ap− Axn〉+ 2β2n‖h(Axn)‖2 (7.2.26)
≤ ‖Axn − Ap‖2 − 2βn〈f2(Ap)− h(Axn), Ap− Axn〉
+ 2β2n‖f2(Axn)‖2 + 2βn〈f2(Ap), Ap− Axn〉
≤ ‖Axn − Ap‖2 + 2β2n‖f2(Axn)‖2 + 2βn〈f2(Ap), Ap− Axn〉.
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This gives
2〈f2(Ap), Axn − Ap〉
≤
{‖Axn − Ap‖2 − ‖Svn − SAp‖2
βn
}
+ 2βn‖f2(Axn)‖2
≤
{
(‖Axn − Ap‖ − ‖Svn − SAp‖)(‖Axn − Ap‖+ ‖Svn − SAp‖)
βn
}
+ 2βn‖f2(Axn)‖2
≤
(‖Axn − Svn‖
βn
)
M4 + 2βn‖f2(Axn)‖2,
where M4 := sup{‖Axn−Ap‖+‖Svn−SAp‖ : n ≥ 1} <∞. From (7.2.25), condition
(iv) and Axn ⇀ Ap, we obtain
〈f2(Ap), Ax∗ − Ap〉 ≤ 0, for all Ap ∈ Fix(S),
that is, Ax∗ solves (7.1.4). This completes the proof.
7.3 Example
Now, we illustrate Algorithm 7.2.1 and Theorem 7.2.1 by the following example.
Example 7.3.1. Let H1 = H2 = R2 with inner product and norm are given by
〈x, y〉 = x1y1 + x2y2 and ‖x‖ = |x1| + |x2|, respectively, where x = (x1, x2) and
y = (y1, y2). Let C = {x ∈ R2 : ‖x‖ ≤
√
2} be a nonempty closed subspace of R2.
Let T : C → C be defined by
T (x, y) =
(
2
3
x+
1
3
y,
1
3
x+
2
3
y
)
, for all (x, y) ∈ C.
Then T is a cutter nonexpansive mapping.
Let S : C → C be defined as
S(x, y) =
(
1
10
x+
1
10
y,
1
10
x+
1
10
y
)
, for all (x, y) ∈ C.
Then S is firmly nonexpansive, and it has a fixed point (0, 0). Thus being firmly
nonexpansive, S is strongly nonexpansive. Also, every firmly nonexpansive mapping
with a fixed point is cutter (see [9, 36]). Thus, S is cutter strongly nonexpansive
mapping.
92
Let f1, f2 : C → C be operators defined by
f1(x, y) =
(
1
3
x− 1
3
y,−1
3
x+
1
3
y
)
, for all (x, y) ∈ C,
and
f2(x, y) =
(
1
2
x− 1
2
y,−1
2
x+
1
2
y
)
, for all (x, y) ∈ C.
Then f1 and f2 are monotone.
Let L : C → C be defined by
L(x, y) =
(
1
5
x+
1
5
y,
1
5
x+
1
5
y
)
, for all (x, y) ∈ C.
Then L is nonexpansive.
Let A : C → C be defined by
A(x, y) =
(
1
2
x,
1
2
y
)
, for all (x, y) ∈ C.
Then A is a bounded linear operator and ‖A‖2 = 1
4
.
Let αn = (1/2n
2, 1/2n2), βn = (1/n, 1/n), γ ∈ (0, 8) and λn ∈ (0, 1). Then the
sequences xn and yn generated by Algorithm 7.2.1 with initial guess x
1 = (1,−1)
converges to (0, 0) which is a fixed point of T and L, whereas A(0, 0) = (0, 0) which
is the fixed point of S, where x1 = (x11, x
1
2). Thus, (0, 0) is the required solution.
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Table 7.1 : Convergence Table
No. of Iterations (n) yn xn
1 (-.2222, .2222) (1, -1)
2 (1.0e-004) (-.1528, .1528) (1.0e-004) (.5000, -.5000)
3 (1.0e-008) (.-1605, .1605) (1.0e-008) (.5000, -.5000)
4 (1.0e-012) (-.2447, .2447) (1.0e-012) (.7500, -.7500)
5 (1.0e-016) (-.4931, .4931) (1.0e-015) (.1500, -.1500)
6 (1.0e-019) (-.1238, .1238) (1.0e-019) (.3750, -.3750)
7 (1.0e-023) (-.3722, .3722) (1.0e-022) (.1125, -.1125)
8 (1.0e-026) (-.1305, .1305) (1.0e-026) (.3938, -.3938)
9 (1.0e-030) (-.5223, .5223) (1.0e-029) (.1575, -.1575)
10 (1.0e-033) (-.2352, .2352) (1.0e-033) (.7088, -.7088)
11 (1.0e-036) (-.1177, .1177) (1.0e-036) (.5544, -.5544)
12 (0, 0) (0, 0)
13 (0, 0) (0, 0)
14 (0, 0) (0, 0)
15 (0, 0) (0, 0)
16 (0, 0) (0, 0)
Chapter 8
Iterative Methods for Split
Hierarchical Monotone Variational
Inclusion Problems
8.1 Introduction
Let H1 and H2 be real Hilbert spaces, C ⊆ H1 and Q ⊆ H2 be nonempty, closed
and convex sets, A : H1 → H2 be a bounded linear operator, and f1 : H1 → H1 and
f2 : H2 → H2 be two given mappings. Censor et al. [46] introduced the following
split variational inequality problem (in short, SVIP):
Find x∗ ∈ C such that 〈f1(x∗), x− x∗〉 ≥ 0, for all x ∈ C, (8.1.1)
and such that
y∗ := Ax∗ ∈ Q solves 〈f2(y∗), y − y∗〉 ≥ 0, for all y ∈ Q. (8.1.2)
Let Σ denote the solution set of SVIP, that is,
Σ = {x solves (8.1.1) : Ax solves (8.1.2)}.
If f1 and f2 are convex and differentiable, then SVIP is equivalent to the following
split minimization problem:
min f1(x), subject to x ∈ C, (8.1.3)
and such that
y∗ := Ax∗ ∈ Q solves min f2(y), subject to y ∈ Q. (8.1.4)
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For the further detail on equivalence between a variational inequality and an opti-
mization problem, we refer [8]. The SVIP also contains the split feasibility problem
(SFP) as a special case. For further detail on SFP, we refer [10, 31] and the references
therein.
If the sets C and Q are the set of fixed points of the mappings T : H1 → H1
and S : H2 → H2, respectively, then SVIP is called split hierarchical variational
inequality problem (in short, SHVIP). It is introduced and studied by Ansari et al.
[9]. Several special cases of SHVIP, namely, split convex minimization problem, split
variational inequality problem defined over the solution set of a monotone variational
inclusion problem, split variational inequality problem defined over the solution set
of an equilibrium problem, are also considered in [9].
Let M1 : H1 ⇒ H1 and M2 : H2 ⇒ H2 be set-valued operators with nonempty
values, and let f1 : H1 → H1 and f2 : H2 → H2 be mappings. Then, inspired by
the work in [46], Moudafi [130] introduced the following split monotone variational
inclusion problem (in short, SMVIP):
Find x∗ ∈ H1 such that 0 ∈ f1(x∗) +M1(x∗), (8.1.5)
and such that
y∗ := Ax∗ ∈ H2 solves 0 ∈ f2(y∗) +M2(y∗). (8.1.6)
Let Ξ denote the solution set of SMVIP, that is,
Ξ = {x solves (8.1.5) : Ax solves (8.1.6)}.
To solve the SMVIP, Moudafi [130] proposed the following iterative method: Let
λ > 0 and x0 be the initial guess. Compute
xn+1 = U(xn + γA
∗(V − I)Axn), for all n ∈ N, (8.1.7)
where γ ∈ (0, 1/L) with L being the spectral radius of the operator A∗A, U =
JM1λ (I − λf1), V = JM2λ (I − λf2), and JM1λ and JM2λ are the resolvents of M1 and M2,
respectively, with parameter λ (see [198]). He obtained the following weak conver-
gence result for iterative method (8.1.7).
Theorem 8.1.1. [130, Theorem 2.1] Given a bounded linear operator A : H1 → H2.
Let f1 : H1 → H1 and f2 : H2 → H2 be α1- and α2-inverse strongly monotone opera-
tors on H1 and H2, respectively, and M1, M2 be two maximal monotone operators, and
set α := min{α1, α2}. Consider the operator U := JM1λ (I − λf1), V := JM2λ (I − λf2)
with λ ∈ (0, 2α). Then, the sequence {xn} generated by (8.1.7) converges weakly to
an element x∗ ∈ Ξ, provided that Ξ 6= ∅ and γ ∈ (0, 1/L).
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Let T : H1 → H1 and S : H2 → H2 be mappings such that Fix(T ) 6= ∅ and
Fix(S) 6= ∅, where Fix(T ) and Fix(S) denote the set of fixed points of T and S, re-
spectively. Inspired by the work in [9] and [130], in this chapter, we introduce the fol-
lowing split hierarchical monotone variational inclusion problem (in short, SHMVIP):
Find x∗ ∈ Fix(T ) such that 0 ∈ f1(x∗) +M1(x∗), (8.1.8)
and such that
y∗ := Ax∗ ∈ Fix(S) solves 0 ∈ f2(y∗) +M2(y∗). (8.1.9)
We denote by Λ the set of solutions of SHMVIP, that is,
Λ = {x solves (8.1.8) : Ax solves (8.1.9)}.
We propose an iterative algorithm to compute the approximate solutions of SHMVIP.
The weak convergence of the sequence generated by the proposed algorithm is studied.
An example is presented to illustrate the proposed algorithm and result.
8.2 Algorithm and Convergence Result
Let φ : H → H be a given single-valued mapping and M : H ⇒ H be a maximal
monotone set-valued operator. Then,
0 ∈ φ(x∗) +M(x∗) ⇔ x∗ ∈ Fix(JMλ (I − λφ)(x∗)). (8.2.1)
Indeed, let x∗ ∈ Fix(JMλ (I − λφ)(x∗)). Then, x∗ = JMλ (I − λφ)(x∗). It follows
that
x∗ = (I+λM)−1(I−λφ)(x∗) ⇔ x∗−λφ(x∗) ∈ (I+λM)(x∗) ⇔ 0 ∈ φ(x∗)+M(x∗).
Let M1 : H1 ⇒ H1 and M2 : H2 ⇒ H2 be set-valued operators with nonempty
values, and let f1 : H1 → H1 and f2 : H2 → H2 be mappings. Let T : H1 → H1
and S : H2 → H2 be mappings such that Fix(T ) 6= ∅ and Fix(S) 6= ∅. Let U :=
JM1λ (I − λf1) and V := JM2λ (I − λf2). With the help of (8.2.1), (8.1.8) and (8.1.9)
can be re-written as
find x∗ ∈ Fix(T ) such that x∗ ∈ Fix(JM1λ (I − λf1)), (8.2.2)
and such that
y∗ := Ax∗ ∈ Fix(S) solves y∗ ∈ Fix(JM2λ (I − λf2)). (8.2.3)
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Now we propose the following algorithm to compute the approximate solutions of
SHMVIP.
Algorithm 8.2.1. Initialization: Take arbitrary x1 ∈ H1.
Iterative Step: For a given current xn ∈ H1, compute
xn+1 = TU(xn + γA
∗(SV − I)Axn), n ∈ N, (8.2.4)
where γ ∈
(
0, 1‖A‖2
)
.
Last Step: Update n := n+ 1.
Next we prove the weak convergence of the sequence generated by the Algorithm
8.2.1.
Theorem 8.2.1. Let A : H1 → H2 be a bounded linear operator, f1 : H1 → H1 be
an α1-inverse strongly monotone mapping, T : H1 → H1 be a strongly nonexpansive
mapping such that Fix(T) 6= ∅, f2 : H2 → H2 be an α2-inverse strongly monotone
mapping, S : H2 → H2 be a nonexpansive mapping such that Fix(S) 6= ∅, and α :=
min{α1, α2}. Consider the operator U := JM1λ (I − λf1) and V := JM2λ (I − λf2) with
λ ∈ (0, 2α), and M1 : H1 ⇒ H1 and M2 : H2 ⇒ H2 are two maximal monotone
set-valued operators with nonempty values. Then the sequence {xn} generated by
Algorithm 8.2.1 converges weakly to an element x∗ ∈ Λ.
Proof. Let p ∈ Λ. Then Tp = p, Up = p, S(Ap) = Ap and V (Ap) = Ap. Let
yn := xn + γA
∗(SV − I)Axn and consider
‖yn − p‖2 = ‖xn + γA∗(SV − I)Axn − p‖2
= ‖xn − p‖2 + γ2‖A∗(SV − I)Axn‖2
+ 2γ〈xn − p,A∗(SV − I)Axn〉
≤ ‖xn − p‖2 + γ2‖A‖2‖(SV − I)Axn‖2 (8.2.5)
+ 2γ〈xn − p,A∗(SV − I)Axn〉.
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Consider the third term of inequality (8.2.5), we have
〈xn − p,A∗(SV − I)Axn〉
= 〈Axn − Ap, (SV − I)Axn〉
= 〈(SV − I)Axn − Ap+ Axn − (SV − I)Axn, (SV − I)Axn〉
= 〈SV Axn − Ap, SV Axn − Axn〉 − ‖(SV − I)Axn‖2
=
1
2
‖SV Axn − Ap‖2 + 1
2
‖SV Axn − Axn‖2 − 1
2
‖Axn − Ap‖2 − ‖(SV − I)Axn‖2
=
1
2
‖SV Axn − SV Ap‖2 + 1
2
‖SV Axn − Axn‖2 − 1
2
‖Axn − Ap‖2 − ‖(SV − I)Axn‖2
≤ 1
2
‖Axn − Ap‖2 + 1
2
‖SV Axn − Axn‖2 − 1
2
‖Axn − Ap‖2 − ‖(SV − I)Axn‖2
= −1
2
‖(SV − I)Axn‖2. (8.2.6)
Combining (8.2.5) and (8.2.6), we obtain
‖yn − p‖2 ≤ ‖xn − p‖2 + γ2‖A‖2‖(I − SV )Axn‖2 − γ‖(SV − I)Axn‖2
= ‖xn − p‖2 − γ(1− γ‖A‖2)‖(SV − I)Axn‖2. (8.2.7)
Since γ ∈
(
0, 1‖A‖2
)
, we have γ(1− γ‖A‖2) > 0, and thus
‖yn − p‖ ≤ ‖xn − p‖. (8.2.8)
From the above inequality (8.2.7), we have
‖xn+1 − p‖2 = ‖TUyn − TUp‖2
≤ ‖Uyn − Up‖2
≤ ‖yn − p‖2
≤ ‖xn − p‖2 − γ(1− γ‖A‖2)‖(SV − I)Axn‖2 (8.2.9)
≤ ‖xn − p‖2.
This shows that ‖xn+1−p‖ ≤ ‖xn−p‖ which implies that {‖xn−p‖}∞n=1 is a monotonic
decreasing sequence, also it is bounded below by 0. Therefore, lim
n→∞
‖xn − p‖ exists.
Taking limit both the sides in (8.2.9), and notice that γ(1− γ‖A‖2) > 0, we have
lim
n→∞
‖(SV − I)Axn‖ = 0, (8.2.10)
and since yn := xn + γA
∗(SV − I)Axn, we have ‖yn − xn‖ = γ‖A‖‖(SV − I)Axn‖.
Thus, in view of (8.2.10), we have
lim
n→∞
‖yn − xn‖ = 0. (8.2.11)
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Since {xn} is a bounded sequence in a Hilbert space H1, therefore it has a weakly
convergent subsequence, say, xni ⇀ x
∗. Further by Opial’s condition [143], we can
see that xn ⇀ x
∗. Since A is bounded linear operator, Axn → Ax∗. Since S is
nonexpansive and V is averaged, therefore V is nonexpansive. Also, composition of
nonexpansive mappings are nonexpansive, therefore SV is nonexpansive. Thus in
view of Axn → Ax∗, from (8.2.10) and closedness of SV − I at 0, we obtain that
SV (Ax∗) = Ax∗. Next we show that V (Ax∗) = Ax∗. Since
|‖SV Axn − Ap‖ − ‖Axn − Ap‖| ≤ ‖SV Axn − Axn‖.
Taking limit both the sides in the above inequality and by using (8.2.10), we obtain
lim
n→∞
|(‖SV Axn − Ap‖ − ‖Axn − Ap‖)| = 0∣∣∣ lim
n→∞
(‖SV Axn − Ap‖ − ‖Axn − Ap‖)
∣∣∣ = 0
lim
n→∞
(‖SV Axn − Ap‖ − ‖Axn − Ap‖) = 0. (8.2.12)
Since S(Ap) = Ap and V (Ap) = Ap, by nonexpansiveness of S and V , we have
‖SV (Axn)− Ap‖ ≤ ‖V (Axn)− Ap‖ ≤ ‖Axn − Ap‖,
and therefore,
‖SV (Axn)− Ap‖ − ‖Axn − Ap‖ ≤ ‖V (Axn)− Ap‖ − ‖Axn − Ap‖ ≤ 0.
Thus, we have
lim
n→∞
(‖SV (Axn)− Ap‖ − ‖Axn − Ap‖) ≤ lim
n→∞
(‖V (Axn)− Ap‖ − ‖Axn − Ap‖)
≤ 0. (8.2.13)
From (8.2.12) and (8.2.13), we obtain
lim
n→∞
(‖V (Axn)− Ap‖ − ‖Axn − Ap‖) = 0. (8.2.14)
Since V is averaged and every averaged map is strongly nonexpansive, we have V
is strongly nonexpansive. Since {Ap} and {Axn} are bounded sequences, by the
definition of strongly nonexpansiveness of V , we have
lim
n→∞
‖V (Axn)− Axn‖ = 0.
Since V is nonexpansive, by demiclosedness principle, we have
V (Ax∗) = Ax∗.
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Now, we are left to show that Tx∗ = x∗ and Ux∗ = x∗. By using nonexpansiveness
of T and U , in view of (8.2.4) and (8.2.8), we have
0 ≤ ‖Uyn − p‖ − ‖TUyn − p‖ ≤ ‖yn − p‖ − ‖TUyn − p‖ ≤ ‖xn − p‖ − ‖xn+1 − p‖.
This implies that
lim
n→∞
(‖Uyn − p‖ − ‖TUyn − p‖) = 0. (8.2.15)
From (8.2.8), we have that {yn} is a bounded sequence and since U is averaged,
therefore it is nonexpansive. Thus, {Uyn} is also bounded. Since T is strongly
nonexpansive, we have
lim
n→∞
‖Uyn − TUyn‖ = 0. (8.2.16)
In view of (8.2.4) and (8.2.8), by using the nonexpansiveness of TU , we have
0 ≤ ‖yn − p‖ − ‖TUyn − p‖ ≤ ‖xn − p‖ − ‖xn+1 − p‖.
It follows that
lim
n→∞
(‖yn − p‖ − ‖TUyn − p‖) = 0. (8.2.17)
By using the nonexpansiveness of T and U , we have
‖TUyn − p‖ ≤ ‖Uyn − p‖ ≤ ‖yn − p‖,
and therefore,
‖TUyn − p‖ − ‖yn − p‖ ≤ ‖Uyn − p‖ − ‖yn − p‖ ≤ 0.
Thus, from (8.2.17), we have
lim
n→∞
(‖Uyn − p‖ − ‖yn − p‖) = 0. (8.2.18)
From (8.2.8), we have that {yn} is a bounded sequence. Since {p} a constant sequence,
it is bounded. By strong nonexpansiveness of U , we have
lim
n→∞
‖Uyn − yn‖ = 0. (8.2.19)
Next consider for all f ∈ H1,
‖f(yn)− f(x∗)‖ = ‖f(yn)− f(xn) + f(xn)− f(x∗)‖
≤ ‖f(yn)− f(xn)‖+ ‖f(xn)− f(x∗)‖
≤ ‖f‖‖yn − xn‖+ ‖f(xn)− f(x∗)‖.
Since xn ⇀ x
∗ and from (8.2.11), we have lim
n→∞
‖f(yn) − f(x∗)‖ = 0, thus yn ⇀ x∗.
Thus, in view of (8.2.19) and by applying demiclosedness principle, we have Ux∗ = x∗.
Again, since yn ⇀ x
∗, in view of (8.2.19), we have Uyn ⇀ x∗. Thus, again in view of
(8.2.16) and by applying demiclosedness principle, we have Tx∗ = x∗. This completes
the proof.
101
8.3 Example
Now, we illustrate Algorithm 8.2.1 and Theorem 8.2.1 by the following example.
Example 8.3.1. Let H1 = H2 = H = R and M : H ⇒ H be defined by
M(x) =

{1}, if x > 0,
[0, 1], if x = 0,
{0}, if x < 0.
(8.3.1)
Then, as shown in [147], M is a set-valued maximal monotone operators. We define
the mappings A, f1, f2, T, S : H → H by
Ax =
x
2
, for all x ∈ H,
f1x = f2x =
2x
3
, for all x ∈ H,
Tx =
x
3
, for all x ∈ H,
and,
Sx =
4x
5
for all x ∈ H,
respectively. It is easy to show that A is a bounded linear operator, f1 and f2 are
1
3
-ism, T is firmly nonexpansive, and thus T is strongly nonexpansive [36] and S is
nonexpansive. Let M1(x) = M2(x) = Mx. Then, M1 and M2 are maximal monotone
set-valued operators. Let JM1λ (x) = J
M2
λ (x) =
x
2
be the resolvent operator. The values
of {xn} with different values of n are reported in the Table 8.1. All codes are written
in Matlab R2010.
The following table shows that the sequence {xn} with initial guess x1 = 10,
x1 = 15 and x1 = 20 converges to 0 which is the required solution.
Table 8.1 : Convergence Table
n 1 2 3 4 5 6 7 8 9 10
xn 10 .7037 .0495 .0035 .0002 .0000 .0000 .0000 .0000 .0000
xn 15 1.0556 .0743 .0052 .0004 .0000 .0000 .0000 .0000 .0000
xn 20 1.4074 .0990 .0070 .0005 .0000 .0000 .0000 .0000 .0000
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