In this paper, a class of BAM-type Cohen-Grossberg neural networks with time delays are considered. Some sufficient conditions for the existence and exponential stability of anti-periodic solutions are established.
Introduction
In recent years, Cohen and Grossberg neural networks [5] have been extensively studied and applied in many different fields such as associative memory, signal processing and some optimization problems. The bidirectional associative memory (BAM) model know as an extension of the unidirectional autoassociator of Hopfield [9] , was first introduced by Kosto [11] . This neural network has been widely studied due to its promising potential for applications in pattern recognition and automatic control.
Continuous bidirectional associative memory (BAM) is made up of two (or more) neural fields F x and F y , connected in the forward direction, from F x to F y , by an arbitrary n-by-p synaptic matrix M and connected in the backward direction, from F y to F x , by the p-by-n matrix N. In [11, 12] , Kosto has proposed bidirectional associative memory neural networks with and without axonal signal transmission delays. In [5] , Cohen and Grossberg have studied the following BAM model that possesses CohenGrossberg dynamics, and their extension can be described as follows:
q ij g i (u i (t)) , where i = 1, 2, · · · , n, j = 1, 2, · · · , m.
For the sake of theoretical interest as well as application considerations, the dynamical behaviors, in particular, the existence and stability of the equilibrium point, periodic and almost periodic solutions of BAM-type Cohen-Grossberg neural networks have been extensively studied by a large number of scholars. Over the past few years, there have been considerable results on BAM-type Cohen-Grossberg neural networks (see [2, 7-14, 20, 25, 26, 28] ). Recently, there have been some new results on the integral transform method (see [22] [23] [24] ). In contrast, however, very few results are available on the existence and exponential stability of anti-periodic solutions for BAM-type Cohen-Grossberg neural networks, while the existence of anti-periodic solutions plays a key role in characterizing the behavior of nonlinear differential equations (see [1, 3, 4, 6, 15-19, 21, 27] ).
In this paper, we consider BAM-type Cohen-Grossberg neural networks with time-varying delays described by 1) where
The initial conditions associated with system (1.1) are of the form
{τ ij }, ϕ i and ψ j are continuous real-valued functions defined on their respective domains.
Throughout this paper, we assume that
are continuously bounded and k ij : [0, ∞) → R are continuous functions and
j are locally Lipschitz continuous and there exist positive constants γ i and ξ j such that
|c ij ||λ ij |),
where
then z * (t) is said to be globally exponentially stable.
Preliminaries
The following lemmas will be used to prove our main results in Section 3.
T is a solution of system (1.1) with initial conditions
3)
Proof. By way of contradiction, assume that (2.3) does not hold. Then, there exists ρ > 0 such that
Calculating the upper left derivative of |ũ i (t)| and |ṽ j (t)|, together with (H 1 )-(H 4 ), (2.4) and (2.5), we can obtain
which is a contradiction and hence (2.3) holds. This completes the proof.
Remark 2.2. In view of the boundedness of this solution, from the theory of functional differential equations in [1] , it follows thatũ(t) can be defined on [−τ, ∞) andṽ(t) can be defined on [0, ∞).
) be the solution of system (1.1) with initial value (2.1) and (2.2). Let z(t) = (u 1 (t), u 2 (t), · · · , u n (t), v 1 (t), v 2 (t), · · · , u p (t)) T be the solution of system (1.1) with initial value (ϕ 1 (t), ϕ 2 (t), · · · , ϕ n (t), ψ 1 (t), ψ 2 (t), · · · , ψ p (t)) T . Then there exist constants λ > 0 and M > 1 such that
Proof. Set x(t) = u(t) − u * (t) and y(t) = v(t) − v * (t), by system (1.1) , we have
We consider the Lyapunov functional
Calculating the upper right derivative of V {1} i (t), we have
(2.8)
Calculating the upper right derivative of V {2} j (t), we have
(2.9)
Let M > 1 denote an arbitrary real number and set
It follows from (2.6) that
for all t > 0, i = 1, 2, · · · , n, j = 1, 2, · · · , p. Contrarily, there must exist i ∈ {1, 2, · · · , n}, j ∈ {1, 2, · · · , p} and t i > 0, t j > 0 such that
whereī ∈ {1, 2, · · · , n},j ∈ {1, 2, · · · , p}. Together with (2.6), (2.7), (2.8), (2.9), we obtain
|c ij ||λ ij |)
which is a contradiction. Hence, (2.10) holds. It follows that
This completes the proof of Lemma 2.3.
) is a T -antiperiodic solution of system (1.1), it follows from Lemma 2.3 and Definition 1.1 that z * (t) is globally exponentially stable.
Main results
Our main result of this paper is as follows.
Theorem 3.1. Suppose that (H 1 )-(H 4 ) are satisfied. Then system (1.1) has exactly one T -anti-periodic solution z * (t). Moreover, z * (t) is globally exponentially stable.
T be a solution of system (1.1) with initial conditions
By Lemma 2.1, the solution z(t) = (u(t), v(t)) is bounded and
From (1.1) and (H 1 )-(H 4 ), we have
and In view of (3.1) and (3.2), we can choose sufficiently large constants N 1 > 0, N 2 > 0 and positive constants α 1 , α 2 such that
Therefore, z * (t) is a solution of (1.1).
Finally, by Lemma 2.3, we can prove that z * (t) is globally exponentially stable. This completes the proof.
