Abstract: This article expands upon recent interest in Bayesian hierarchical models in quantitative genetics by developing spatial process models for inference on additive and dominance genetic variance within the context of large spatially referenced trial datasets. Direct application of such models to large spatial datasets are, however, computationally infeasible because of cubic order matrix algorithms involved in estimation. The situation is even worse in Markov chain Monte Carlo (MCMC) contexts where such computations are performed for several iterations. Here, we discuss approaches that help obviate these hurdles without sacrificing the richness in modeling. For genetic effects, we demonstrate how an initial spectral decomposition of the relationship matrices negate the expensive matrix inversions required in previously proposed MCMC methods. For spatial effects, we outline two approaches for circumventing the prohibitively expensive matrix decompositions: the first leverages analytical results from Ornstein-Uhlenbeck processes that yield computationally efficient tridiagonal structures, while the second derives a modified predictive process model from the original model by projecting its realizations to a lower-dimensional subspace, thereby reducing the computational burden. We illustrate the proposed methods using a synthetic dataset with additive, dominance, genetic effects and anisotropic spatial residuals, and a large dataset from a scots pine (Pinus sylvestris L.) progeny study conducted in northern Sweden. Our approaches enable us to provide a comprehensive analysis of this large trial which amply demonstrates that, in addition to violating basic assumptions of the linear model, ignoring spatial effects can result in downwardly biased measures of heritability.
Introduction
Hierarchical random effects models implemented through Markov chain Monte Carlo (MCMC) methods have recently gained popularity within quantitative genetics (see, e.g., Sorensen and Gianola, 2002; Waldmann and Ericsson, 2006 , and references therein). Both singlecomponent and blocked Gibbs samplers have been proposed. However, the single-component samplers suffer from slow mixing and the blocked samplers often involve matrix decompositions whose complexity increases as O(n 3 ) in the number of observations, n, at every iteration of the MCMC algorithm. These computationally intensive matrix calculations limit inference to small sample sizes which might lead to unreliable results and inconclusive evidence.
Quantitative genetics studies the inheritance of polygenic traits, focusing upon estimation of additive genetic variance, σ T ot , where the denominator represents the total genetic and unexplained variation. A high heritability should result in a larger selection response, i.e., a higher probability for genetic gain in future generations. Genetic variance may be further partitioned into additive and non-additive components (Lynch and Walsh 1998) . Given a polygenic variable of interest and individual pedigree information coupled with an experimental design with collateral relations, mixed effects models can provide inference of all genetic variances (Henderson 1985) as the additive, dominance, and epistatic genetic effects are uncorrelated in unselected, non-inbred populations in linkage equilibrium (Cockerham, 1954) . Given the dominance genetic variance, σ cal methods for including spatial covariances in their models. We too adopt a geostatistical approach, but focus upon settings where the number of locations is too large for efficiently estimating hierarchical spatial models. We offer computationally efficient methods for Bayesian estimation of genetic variance components in the individual-based linear mixed model with or without inclusion of spatial random effects. For genetic effects, we employ a spectral decomposition of the relationship matrices to obviate the expensive matrix inversions required in previously proposed MCMC samplers. We restrict ourselves to additive and dominance effects to avoid identifiability issues arising through epistatic effects.
For spatial effects, we explore two approaches for circumventing the expensive matrix decompositions. The first constructs spatial processes from products of special correlation functions that yield sparse tridiagonal structures. This method has been investigated for likelihood based methods by Martin (1990) ; here, we adapt it to a hierarchical Bayesian framework with missing data. Our second method is less familiar, especially in genetic trials: we apply a predictive process model (Banerjee et al, In press ) that dwells in a lowerdimensional subspace with lower computational burden. A shortcoming of the original formulation of the predictive process is that it induces a positive bias in the non-spatial error term of the models. To address this shortcoming, we proposed a modified predictive process that effectively removes this bias. In Section 2, we develop the models for the data and detail a method to aid in model selection. In Section 3, we outline the proposed MCMC sampler and discuss implementation for the genetic and spatial effects. A synthetic data analysis and the scots pine analyses are presented in Section 4. In Web Appendix B, we provided additional comparative analysis between the proposed spatial models over a subset of the scots pine trial site. In Section 5, we conclude the article with a brief discussion.
2 Models for Genetic and Spatial Effects Henderson (1985) showed how a standard linear mixed model can be used to estimate the additive and dominance genetic variance components for an individual, given as With observations arising over a set of locations, say S = (s 1 , . . . , s n ), for each site s i we add a random spatial effect to (1) for capturing any spatial association,
where the s i reminds us that an individual's phenotypic response is now associated with a given location. The w(s i )'s provide local adjustment (with structured dependence) to the mean and are assumed to arise as realizations of a univariate Gaussian process, written 
Under assumptions of stationarity, the correlation depends upon the separation, ρ(s i −s j ; θ), while under isotropy it depends upon the distance and we write ρ(
In (2) w(s i ) often captures the effect of unmeasured or unobserved spatial covariates, while (s i ) models measurement error (the nugget; Cressie, 1993) or micro-scale variation.
The nonstationary Matérn correlation function (Paciorek and Schervish, 2006) ,
is an especially versatile choice for ρ(·; θ). Here θ ij = {ν, Σ(s i ), Σ(s j )} varies across the domain (nonstationary), Γ(ν) is the Gamma function, κ ν is a second kind Bessel function and 
where 
Spatial Process Models for Large Datasets
For a large number of spatial locations, fitting customary geostatistical models becomes prohibitive with necessary matrix factorizations of cubic order complexities. Fitting the model in (2) over n observations in S involves evaluating the data likelihood which becomes prohibitive for large n. This is referred to as the "big n problem" in spatial statistics and has received considerable recent attention. Existing approaches include kernelconvolution approximations and low-rank kriging methods using splines (Higdon, 2002; Ver Hoef et al., 2004; Kamman and Wand, 2003; Cressie and Johannesson, 2008) , computationally efficient likelihood approximations either in the spectral domain (Whittle, 1954; Stein, 1999; Fuentes, 2002; Paciorek, 2007) or with appropriate conditional distributions (e.g., Vecchia, 1988; Stein et al., 2004) and sparse approximations using Markov random field models (Rue and Tjelmeland, 2002; Rue and Held, 2006) .
For spatial progeny trials, Martin (1990) proposed tensor product spatial models using univariate stochastic processes along each coordinate. This method leads to separable spatial correlation structures forming valid spatial processes (see, e.g., Stein 1999, Section 2.11) and can indeed lead to computationally feasible models. However, this approach is convenient only for locations on rectangular grids and also imposes modeling limitations. To obviate such limitations, we propose employing a predictive process model derived from the original process, but first we offer a brief review of the tensor product models.
Modeling with Ornstein-Uhlenbeck Processes
Consider a Gaussian process
. This is known as the Orstein-Uhlenbeck (OU) process whose realizations over s 1 < . . . < s n yield a tridiagonal inverse correlation matrix with [R −1
when |i − j| = 1,
The tridiagonal inverse implies a Markovian structure for the w(s i )'s since [R Therefore, the conditional distribution of w(s k ) given the remaining variables will depend only upon its two "neighbors" w(s k−1 ) and w(s k+1 ).
In the spatial setting we model w(s) on 2 by assuming its correlation function to be separable over its coordinates. Denoting s = (s 1 , s 2 ) and s = (s 1 , s 2 ), we construct ρ(s, s ) = exp(−φ 1 |s 1 − s 1 |) exp(−φ 2 |s 2 − s 2 |), which results in anisotropic processes whenever φ 1 = φ 2 .
With n = n 1 n 2 locations in S falling on a 2-dimensional rectangular grid, say n 1 along the first coordinate (rows) and n 2 along the second (columns), the n 1 n 2 × n 1 n 2 inverse correlation matrix becomes a Kronecker (tensor) product of 2 tridiagonal matrices, i.e.,
n 2 correlation matrices arising from OU processes along the s 1 and s 2 axes, respectively.
Tridiagonal matrix decompositions enjoy linear time computational complexity, rendering these computations feasible (also see Section 3).
While the OU models discussed above arise from univariate AR(1) processes, this is indeed a valid method for constructing spatial process models from univariate processes. See Martin (1990) for other models arising from ARM A(p, q) processes. However, its computational feasibility is compromised with more general correlation structures and also with non-gridded locations. The latter can be relaxed using imputations to a grid (e.g., Paciorek, 2007; Fuentes 2007 ) but may introduce unquantifiable uncertainty in the process. Our second approach, discussed below, does not suffer from these drawbacks.
Predictive Process Models
Recently Banerjee et al. ( In press) proposed a class of knot-based spatial process models for large spatial datasets. These models consider a set of "knots" S * = (s * 1 , . . . , s * m ) with m << n, which may or may not form a subset of the entire collection of observed locations in S. The Gaussian process w(s) yields an m-vector of realizations over the knots, say 
is n×m, the likelihood computations now involve computing the m×m matrix R * −1 (θ), where m is chosen to be much smaller than n. Unlike other knot-based methods, the predictive process does not introduce additional parameters (e.g., Higdon, 2002) nor involves projecting data onto a grid (e.g., Paciorek, 2007) while enjoying attractive theoretical properties that justify its use as a best approximation for the parent process. For example,w(s) is an orthogonal projection of w(s) on an appropriate linear subspace (e.g. Stein, 1999) 
Modified Predictive Process and Implementation
A drawback of the predictive process model proposed by Banerjee et al. (In press ) is that it systematically underestimates the variance of the parent process w(s) at any location s.
This follows from the veracity of the following inequality
This can become problematic in estimating different variance components as the underestimation of the spatial variance σ . Hence, we investigate a modified predictive process, defined as
process but with a spatially adaptive variance. Indeed, we now have var{w˜ (s)} = var{w(s)} as desired. Furthermore, E{w˜ (s) | w * } =w(s) sow˜ (s) inherits the attractive approximation properties ofw(s). Note that no new parameters are introduced, hence the adjustment is identifiable, and the computational benefits ofw(s) are retained; we now work with the
has a diagonal variance-covariance matrix.
We conclude with some remarks on knot selection -for details see Banerjee et al. (In press ) and the references therein. Perhaps the most direct assessment of knot performance is comparison of the correlation function of the parent process with that of the predictive process. Banerjee et al. (In press ) report the functions to agree better at larger distances and even more so with increasing smoothness and range. What matters is the size of the range relative to the spacing of the grid for the knots. A practical rule is to keep the distance between adjacent knots smaller than the spatial range roughly gleaned from exploratory variograms. In principle, we recommend implementing the analysis over different choices of m; we assess robustness of inference using several metrics to evaluate the stability of inference for varying knot densities, including DIC, parameters' credible interval, and visual comparison between the resulting residual surfaces.
Bayesian Implementation
For the full model (2), we complete the Bayesian specification by assigning prior distributions to each parameter. Our data equation now resembles
where , a, d and
respectively. Given priors, estimation employs a Gibbs sampler with a slice or metropolis steps. The inverse Gamma prior, with shape α and scale η parameters, is a conjugate choice for the variance parameters' prior distribution and we set σ
rameter ν is typically assigned a prior support in the interval (0, 2) (Stein, 1999) , while the rotation parameter ψ can be assigned support in (−π/2, π/2] or [−π/2, π/2).
In general, a sampler that works on the marginalized likelihood, integrating out the random and spatial effects, is likely to lead to quicker convergence. However, this would involve the n × n matrix σ 
respectively. In practice, we do not compute the inverse but some matrix decomposition that also yields determinants. The spectral decomposition is a natural choice: for a, we have
where A = P T ΛP is the spectral decomposition of A. This trick was also used by Thompson and Shaw (1990) for maximum likelihood estimation of variance components. Because the matrix A is assumed known and fixed, this spectral decomposition is needed only once before the MCMC starts. Within the chains as σ Martin, 1990) . For the predictive process model and its modification, on the other hand, we replace w in (4) byw orw˜ (Section 2.1.2) requiring only m × m dense matrix computations. See Web Appendix A for the explicit full conditional distributions and further details of the proposed algorithms.
In breeding trials phenotypic traits of the parent breeding stock and offspring are commonly unknown or missing. From a spatial perspective, this essentially means that we have an irregular arrangement of observed locations. The predictive process adapts smoothly to this scenario, treating the observed locations as simply irregularly arranged sites, but the OU method is precluded from direct implementation and we must sample from the predictive distribution of a missing response. These are easily generated as the complete conditional distribution is given by the model's likelihood. For example, given the full model (2), the l-th sample from the predictive distribution of the i-th missing Y is easily computed as
) draw (see, e.g., Schafer, 1997 ). This will, however, significantly detract from the computational benefits highlighted in Section 2.1.1.
To compare several alternative models with varying degrees of genetic and spatial richness, we use the Deviance Information Criterion (DIC) (Spiegelhalter et al., 2002) . Letting Ω be the generic set of parameters being estimated for each model (including random effects), we compute the expected posterior deviance The synthetic dataset illustrates the extent to which the proposed samplers can recover genetic parameters of interest given non-spatial models, several predictive (and modified predictive) process models with isotropic and anisotropic covariance structures and different knots and the separable OU processes. Assuming ignorance about the partitioning of the variance in Y, we assign an IG(2, 20) prior to each variance parameter. The maximum distance across the synthetic domain is about 40; hence, for the anisotropic Matérn models, we assign λ i ∼ U (0.5, 20) for i = 1, 2, which corresponds to an effective range between 1.5 to 60 distance units (when ν = 0.5). The smoothness and rotation parameters, ν and ψ, were assigned U (0, 2) and U [π/2, −π/2) priors respectively. For the isotropic Matérn models, we assigned φ ∼ U (0.05, 2) and ν ∼ U (0, 2), which together provide the same effective range support as the anisotropic models. For the separable OU processes, the row and column range parameters, φ r and φ c were also assigned U (0.05, 2) priors.
Using our proposed models and samplers we fit the 15 models listed in Table 1 . For each model, three parallel MCMC chains were run for 25,000 iterations. The samplers were coded in C++ and leveraged threaded BLAS and LAPACK routines for matrix computations.
The code was run on an Altix 350 SGI with two 64-bit 1.6 GHz Intel Itanium processors.
Each chain of 25,000 iterations took less than 10 hours to complete. The CODA package in R (www.r-project.org) was used to diagnose convergence by monitoring mixing using
Gelman-Rubin diagnostics and autocorrelations (see, e.g., Gelman et al., 2004, Section 11.6 ).
Acceptable convergence was diagnosed within 10,000 iterations and therefore 45,000 samples (15,000 × 3) were retained for posterior analysis.
Returning to Table 1 , the DIC scores clearly indicate the importance of the dominance and spatial random effects. As expected, for both the isotropic and anisotropic predictive process models, increasing the number of knots used to model the parent process improved model fit. Despite the fact that the synthetic spatial process is strongly anisotropic, the DIC scores are only marginally lower then most of the corresponding isotropic models. Comparing between the predictive process models, we see that despite the increased effective number of parameters, pD, resulting from the additional parameter vector , the modified predictive process models have lower DIC scores then the unmodified predictive process models. Interestingly, the DIC score for the OU process model was appreciably lower than the anisotropic predictive process models with 256 knots -perhaps due the OU process better adapting to local features than the smoother predictive process. Also, the anisotropic Matérn's richer parameterization induces greater uncertainty in the predictive process models, while the OU process does induce anisotropy but with a simpler parametrization.
For predictive process models, increasing knot intensity allows the estimated random spatial effects to respond better to the residual spatial pattern. This trend is evident in the estimated random spatial effect surfaces for 64 and 256 knots in Figure 1 . The 64 knot overlay is illustrated in the top right image plot in Figure 1 ; however, to reduce clutter, the 256 knot locations are not added to the lower left image plot. Figure 1 shows (from the contour orientation) that the predictive process captures the true anisotropy and spatial ranges much more effectively than the OU process. Visually, there is negligible difference between the spatial effect surfaces and therefore, only the modified predictive process are illustrated in Figure 1 . This is expected as the former derives directly from the underlying anisotropic Matérn family, while the latter does not. Still, the OU process does reveal some of the underlying anisotropy (contours displaying some 45
• orientation) and, as mentioned above, yields a better goodness of fit.
Web Table 1 offers parameter estimates of the two non-spatial models. The variance associated with missing random effects (e.g., dominance and/or spatial) is "captured" by τ Table 2 provides parameter estimates for the predictive process models. Here, the credible intervals associated with the spatial effect parameters (i.e., σ 2 w , ν, ψ, λ 1 , and λ 2 ) include the true values for all knot intensities. Expectedly, increasing knot intensity beyond 64 knots tightens these credible intervals. Importantly, the upward bias induced by the unmodified predictive process is evident when comparing the τ process. Further, we see that this bias is inversely related to the knot intensity, i.e., the lower the knot intensity the higher the τ 2 bias. Web Table 2 , shows the parameter estimates for the OU model. Despite its limitations, the OU model's estimated credible intervals for the intercept and variance parameters include the true values. Importantly, by including random spatial effects through the OU process or modified predictive process, the credible intervals for τ 2 include the "true" value of 10 from which the data was simulated; hence, h 2 more accurately reflects the potential success of breeding efforts.
Ultimately, interest turns to inference on individuals' breeding value and phenotype prediction. For the entire set of 800 offsprings, the OU and predictive process models provided credible intervals that contained the true breeding value about 95% of the time for the genetic and spatial effect vectors. Web Figure 1 shows posterior credible intervals for a subset of the true additive, dominance, and spatial effects estimated by the OU model.
Scots Pine Data Analysis
Field measurements from a 26-year-old scots pine (Pinus sylvestris L.) progeny study in northern Sweden serves as a trial dataset for our proposed methods. The original design of breeding interest, including total tree height. For a description of the full dataset, see Waldmann and Ericsson (2006) .
Two analysis were conducted with these data. First, using only the northern trial site we compare genetic non-spatial, OU, and predictive process models. Next, we pool the northern and southern trial sites and fit the genetic non-spatial and predictive process models. The spatial discontinuity of the two trial sites precludes application of the OU. We present the analysis and results of the northern trial site as a supplementary analysis in Web Appendix B, while those for the full dataset are detailed in the subsequent sections.
We fit eight candidate models of varying complexity to the scots pine data. The first assumes that the variance in the observed trait can be explained by only an intercept and additive random effect. Building on the first model, the second includes the dominance random effect. In addition to the genetic random effects, we considered the isotropic unmodified and modified predictive process models, each with three knot intensities, 72, 128, and 288. An initial analysis, using directional semivariograms (see Web Figure 2 ) and fitting the modified predictive anisotropic model with 288 knots, revealed no directional pattern of dependence in the residuals of the additive and dominance random effect model. This lack of residual directional spatial dependence agrees with the irregular soil structures on such moraine sites in Sweden. Therefore, the remainder of the analysis focuses on only the isotropic models.
To complete the Bayesian specification of the candidate models, we assign priors and hyperpriors to the parameters. A semivariogram of observed tree height aids in hyperprior specifications (see Web Figure 2 ). The nugget of the semivariogram suggests that the sum of the genetic and random variance is ∼ 130 and a spatial variance (i.e., partial-sill) is ∼ 50.
Thus, in the full model (2), we assign IG(2, 40) priors to σ the isotropic Matérn, we assigned φ ∼ U (0.02, 0.14). We reduce the computational demand by fixing ν at 0.5. Therefore, given the prior on φ, the models supports an effective spatial range of about 20 to 150 meters. We assume a flat prior for the intercept. For each candidate model, we ran three parallel MCMC chains for 25,000 iterations, which took less than 24
hours. Again, visual inspection and statistical diagnostics suggested acceptable convergence within 10,000 iterations, and 45,000 samples (15,000 × 3) were retained for posterior analysis.
DIC scores, Table 3 , and the non-spatial models parameter estimates, Web Table 3 Table 3 show that the predictive process models improve model fit over the non-spatial models. Not surprisingly, the DIC scores for both predictive process models support increasing knot intensity. Further, as in the synthetic data analysis, DIC scores favor the modified predictive process despite the increased number of effective parameters. Next, Table 4 provides the parameter estimates for the predictive process models. Comparing these parameter estimates to the non-spatial model estimates, we again see that the addition of random spatial effects decreases τ 2 and subsequently increases h 2 . Reductions in computational demand afforded by the predictive process models come at a price. Figure 2 illustrates the result of reducing knot intensity from 288 (fourth row) to 72 (third row), i.e., causing a smoothing of the estimated spatial process. Importantly, however, spatial correlation function parameters and variance estimates do not change much as the number of knots decreases. Finally, as in the synthetic data analysis, we see the bias reduction provided by the predictive process modification and note that the bias increases with decreasing knot intensity for the unmodified predictive process models.
Discussion
This article offers computationally efficient methods for Bayesian estimation of genetic variance components in the individual-based linear mixed model with or without inclusion of spatial random effects. Both the OU and modified predictive process models provided comparable genetic and spatial parameter estimates in the synthetic and scots pine northern trial site analyses. The synthetic analysis showed that the OU model provides robust estimates even when the underlying spatial process is characterized by strong anisotropy, misaligned with the grid's rows and columns. However, requiring observations on an uninterrupted regular grid severely limits the use of OU models for many problems encountered in practice. In Section 3, we offered an approach to deal with missing data, but the pervasive limitation of gridded observations remains which prevented the OU process models to be used for analysis of the full scots pine dataset (i.e., pooled northern and southern trial sites org. Tables: 1. Model comparisons using the DIC criterion for the synthetic dataset.
Tables and Figures
2. Parameter credible intervals, 50% (2.5%, 97.5%) for the predictive process and modified predictive process anisotropic models each with three knot intensities across the synthetic domain. Credible intervals that do not include the parameter's true value are bolded.
3. Model comparisons using the DIC criterion for the scots pine dataset.
4. Parameter credible intervals, 50% (2.5%, 97.5%) for the predictive process and modified predictive process isotropic models each with three knot intensities across the scots pine trial. Figure 2:
