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Resumen: 
En este trabajo analizamos los diferentes aspectos de la teoría de juego con pagos 
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1 Introduccio´n
El fundamento de la teorı´a de juegos es la toma de decisiones multilaterales. Por ello, un
juego puede considerarse como un problema de decisio´n mu´ltiple, cuando los distintos deci-
sores tienen que optimizar objetivos de forma cooperativa o no cooperativa, con estructuras
de informacio´n iguales o diferentes y con un conjunto de acciones finito o infinito, entre las
que tienen que elegir. Es decir, la teorı´a de juegos comparte con la teorı´a de decisio´n muchos
aspectos, de forma que ambas teorı´as se complementan.
Tradicionalmente, las teorı´as de la decisio´n y de juegos estudian la forma en que los deci-
sores pueden optimizar un u´nico objetivo. Ası´, en un problema de programacio´n matema´tica,
un decisor tiene que escoger entre un conjunto de alternativas, aquella que le proporcione el
mejor de los resultados posibles. Sin embargo, si esta eleccio´n de alternativas afecta a varios
objetivos que pretenden cubrirse simulta´neamente, surge un problema de decisio´n multicrite-
rio. Cuando en el problema intervienen varios decisores, cada uno de ellos con una funcio´n
objetivo que optimizar y cuyas preferencias sobre las distintas alternativas no coinciden, lo
que da lugar a un conflicto de intereses, se tiene un juego (para un desarrollo general del caso
escalar ve´ase [29]). Si los decisores evalu´an estas situaciones de conflicto con respecto a va-
rios objetivos, el problema se convierte en un juego con pagos vectoriales. La siguiente tabla
muestra la relacio´n entre la programacio´n matema´tica, la teorı´a de juegos y la programacio´n
multicriterio.
Un criterio Varios criterios
Un decisor Programacio´n Matema´tica Programacio´n Multiobjetivo
Varios decisores Teorı´a de Juegos Escalares Teorı´a de Juegos Vectoriales
El desarrollo que esta´ teniendo la teorı´a de juegos multiobjetivo sigue un camino para-
lelo al desarrollo seguido por la teorı´a de juegos convencional. Por un lado se estudian los
modelos correspondientes a juegos no cooperativos multiobjetivo y por otro se estudian los
modelos correspondientes a juegos cooperativos multiobjetivo.
Los juegos con pagos vectoriales difieren de los juegos con pagos escalares u´nicamente en
la dimensio´n del pago, pero esto es suficiente para que muchos de los resultados de la teorı´a
de juegos escalares no tengan una generalizacio´n directa en los juegos vectoriales. La razo´n
fundamental es la dificultad an˜adida que supone trabajar con estructuras de orden parcial en
los pagos, en lugar del orden total que induce una u´nica funcio´n de valoracio´n. Por ello, para
estudiar los juegos multiobjetivo es necesario establecer nuevos conceptos de solucio´n, pues
la simple extensio´n de los ya existentes para juegos escalares no permite realizar un ana´lisis
efectivo del juego vectorial. De hecho, los conceptos cla´sicos aparecen como casos particu-
lares de los obtenidos para los juegos vectoriales. Con el desarrollo actual de las te´cnicas
de Optimizacio´n Multicriterio se han podido soslayar algunas de las dificultades teo´ricas en
el tratamiento de estos modelos, lo que ha permitido el avance en el campo de los juegos
vectoriales. Otra razo´n que ha apoyado el desarrollo de este a´rea es el convencimiento por
parte de los especialistas de que este tipo de modelos refleja ma´s fielmente las situaciones de
decisio´n con competencia, ya que el enfoque multiobjetivo proporciona modelos ma´s realis-
tas y permite un nu´mero mayor de aplicaciones. De hecho, los conflictos econo´micos que
pueden analizarse como un juego con pagos escalares, pueden extenderse a situaciones en
las que las decisiones de los agentes afectan simulta´neamente a ma´s de un escenario, lo que
produce de forma natural que estas situaciones se analicen con modelos de juegos con pagos
vectoriales.
A continuacio´n vamos a exponer algunos ejemplos de juegos con pagos vectoriales, para
realizar posteriormente el ana´lisis que nos permita su resolucio´n. Los primeros corresponden
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a juegos no cooperativos y los u´ltimos a juegos cooperativos.
En el primer caso que estudiamos consideramos un juego donde el conjunto de estrategias
puras de los jugadores es finito, por lo que los pagos que reciben pueden representarse por
una matriz cuyos elementos son vectores. Es una extensio´n del modelo de campan˜a publici-
taria presentado en [36]. La publicidad es una variable de decisio´n estrate´gica importante en
los modelos de oligopolio cuando la informacio´n que los consumidores tienen con respecto
a preferencias, precio o caracterı´sticas de los productos es incompleta. Cuando una empresa
tiene un so´lo competidor importante, su objetivo suele ser conseguir la mayor cuota de mer-
cado posible disminuyendo los clientes de su competidor. Sin embargo, la empresa tambie´n
ha de tener en cuenta la variedad de medios que puede utilizar para su publicidad con objeto
de alcanzar un segmento diversificado de poblacio´n.
Ejemplo 1.1 Campan˜a Publicitaria
Dos empresas tienen un millo´n de unidades monetarias (u.m.) cada una para gastarlo en
publicidad de sus productos. Pueden utilizar radio, televisio´n, y prensa escrita para realizar
su campan˜a publicitaria que va a ir dirigida a tres grupos de clientes potenciales, es decir
va a tener efecto en tres escenarios distintos. El efecto esperado que producira´n las distintas
posibilidades de publicidad viene recogido en la siguiente matriz:
Radio Televisio´n Prensa
Radio (0, -0.2 , 1) (-0.5, 1, 1.2) (0, 1.5, 1.5)
Televisio´n (2, 0.5, 0.7) (-0.5, 0.8, 0.7) ( 1.5, 1.1, 0.3)
Prensa (1, 1.2, -0.5) (-0.5, 0.4, 0) (0, 0.7, 0.2)
Cada entrada de la matriz de pagos es un vector cuyas componentes representan el au-
mento en te´rminos de cuota de mercado obtenido en cada grupo cuando cada empresa gasta
su dinero en los diferentes medios.
En las ciencias sociales, al estudiar modelos en los que las variables pertenecen a con-
juntos finitos con un gran nu´mero de elementos, suele considerarse que dichos conjuntos son
infinitos. Esto permite aplicar las te´cnicas de ana´lisis matema´tico a una gran variedad de
problemas. Por ello, si estudiamos juegos con un gran nu´mero de estrategias para un jugador,
es metodolo´gicamente natural, a la vez que u´til considerar que el conjunto de estrategias para
este jugador es infinito.
El siguiente modelo corresponde a un juego en el cuadrado unidad, es decir cada jugador
tiene un continuo de estrategias puras generalmente representadas como puntos del intervalo
cerrado [0,1]. Por tanto, una estrategia pura para cada jugador es un numero real en este
intervalo y la funcio´n de pagos del juego es una funcio´n definida en el cuadrado unidad.
Este modelo es una extensio´n de un juego antago´nico en el cuadrado unidad presentado
en [38].
Ejemplo 1.2 Modelo de mercados competitivos
Una empresa, jugador II, controla dos mercados de dos bienes homoge´neos en dos a´reas
diferentes A y B. Otra empresa, Jugador I, intenta conquistar uno de estos dos mercados,
simulta´neamente en las dos a´reas. Con este propo´sito, el jugador I invierte en publicidad en
televisio´n una cantidad de una unidad monetaria que sera´ emitida simulta´neamente en las
dos a´reas. Si el jugador asigna la cantidad x al primero de los mercados, entonces 1 − x,
es lo que asigna al segundo. Para mantener sus mercados intactos, el jugador II tambie´n
emplea una unidad monetaria en publicidad, asignando la cantidad y al primer mercado y
la cantidad 1− y al segundo.
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Consideramos que el jugador I si consigue ventaja en uno de los mercados (no puede
conquistar ambos a la vez), elimina a su oponente de este mercado y obtiene un vector de
pagos cuyas componentes son el exceso de fondos asignado a este mercado multiplicado por
un coeficiente que refleja la importancia de este mercado en cada una de las dos a´reas. La
funcio´n de pagos es por tanto:
H : [0, 1]x[0, 1] −→ IR 2
H(x, y) = (HA(x, y), HB(x, y))
donde
HA(x, y) =
{
k1(x− y) si x ≥ y
k2(y − x) si x ≤ y
HB(x, y) =
{
k3(x− y) si x ≥ y
k4(y − x) si x ≤ y
donde k1 , k2, k3 y k4 ≥ 0. k1 y k3 reflejan la importancia del primer mercado y k2 y k4, la
importancia del segundo mercado en las a´reas A y B respectivamente.
En los siguientes ejemplos consideramos situaciones en las que la posible cooperacio´n
entre los jugadores desempen˜a un papel crucial en la resolucio´n de los conflictos.
Ejemplo 1.3 Sinergia entre empresas
En una cierta zona coexisten una cooperativa agraria dedicada mayormente a la pro-
duccio´n hortofrutı´cola, una industria agroalimentaria constituida principalmente por una
conservera y una empresa de servicios que, entre otras cosas, esta´ dedicada a la comerciali-
zacio´n y distribucio´n de productos alimentarios.
La cooperativa obtiene unos beneficios brutos anuales de 20.000.000Pts y 200 de sus
trabajadores son subvencionados por la Administracio´n; la industria obtiene 30.000.000Pts
anuales y tiene 400 trabajadores subvencionados y la empresa de servicios obtiene anual-
mente 40.000.000Pts y el coste de 100 empleados es subvencionado por la Administracio´n.
La Administracio´n ha ideado un plan contra el paro y el desarrollo regional con la fina-
lidad de fomentar la cooperacio´n entre las empresas. Ha entrado en conversaciones con las
tres empresas porque afirma que, si se siguen las directrices marcadas por el estudio que han
realizado, una cooperacio´n total entre las tres producirı´a una sustancial mejora en la zona
pudie´ndose llegar a alcanzar los 120.000.000Pts de beneficios y serı´a posible subvencionar
1.000 puestos de trabajo.
Los o´rganos de direccio´n y gestio´n de las tres empresas han estudiado a fondo el plan
de desarrollo regional ideado por la Administracio´n y esta´n estimando los resultados que se
producirı´an si la cooperacio´n se produjera entre dos de las tres empresas. La cooperativa y
la industria podrı´an mejorar la suma de sus beneficios totales en 10.000.000Pts y tendrı´an
derecho a 100 trabajadores subvencionados ma´s que los que reunı´an entre las dos; la coo-
peracio´n entre la cooperativa y la empresa de servicios no mejorarı´a sustancialmente los
resultados ni en te´rminos de beneficios totales ni en te´rminos de subvencio´n de puestos de
trabajo; la industria y la empresa de servicios si que mejorarı´an la suma de sus beneficios
totales en 20.000.000Pts pero serı´a a costa de perder 100 subvenciones.
En este ejemplo de sinergia entre empresas hay tres jugadores, N = {1, 2, 3}, que son
la cooperativa, la industria y la empresa de servicios. Hay dos objetivos, K = {1, 2}, que
son beneficios totales brutos, que vamos a medir en decenas de millones de Pesetas y empleo
subvencionado que vamos a medir en cientos de puestos de trabajo con coste a cargo de la
Administracio´n.
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Ası´, llamando S a las coaliciones y v(S) a los pagos que cada empresa o coalicio´n puede
conseguir por si misma, tenemos:
S {1} {2} {3} {1, 2} {1, 3} {2, 3} N
v(S)
(
2
2
) (
3
4
) (
4
1
) (
6
7
) (
6
3
) (
9
4
) (
12
10
)
El problema es encontrar repartos de la utilidad vectorial total de forma que ningu´n
jugador o coalicio´n tenga motivos para estar en desacuerdo con el reparto.
Un modelo muy estudiado debido de aplicacio´n real del desarrollo de la programacio´n
lineal es el problema de la produccio´n. Consiste en obtener la produccio´n o´ptima, medida por
varios criterios, bajo hipo´tesis de una estructura lineal. Es interesante estudiar co´mo repartir
beneficios en aquellas situaciones frecuentes en que los factores productivos son controlados
por varios agentes.
Ejemplo 1.4 El juego de la produccio´n
El problema econo´mico de la produccio´n puede formularse como un juego cooperati-
vo con N jugadores, en el que cada jugador proporciona al proceso de produccio´n una
determinada cantidad de recurso con el fin de producir unos productos que pueden venderse
a un determinado precio de mercado. Cada jugador dispone de unas cantidades dadas de
cada recurso representadas por el vector:
bi =
(
bi1, b
i
2, . . . , b
i
q
)t
i = 1, 2, . . . , n
Supondremos que el modelo de produccio´n es lineal y que la obtencio´n de cada unidad
del k-e´simo producto, (k = 1, 2, . . . , p), requiere alk unidades del l-e´simo recurso, (l =
1, 2, . . . , q). No hay una demanda primaria de los recursos, pero si hay una demanda secun-
daria de ellos porque los recursos se usan para obtener unos productos que se venden a un
precio de mercado dado. La coalicio´n S dispone de una cantidad total de cada uno de los
recursos que denotaremos por:
bSl =
∑
i∈S
bil l = 1, 2, . . . , q.
Con estos recursos la coalicio´n es capaz de producir una cantidad xk del k-e´simo pro-
ducto (k = 1, 2, . . . , p). Si la coalicio´n S quiere optimizar la utilizacio´n de sus recursos,
buscara´ un vector x = (x1, x2, . . . , xp)t que maximice la utilidad total de su produccio´n.
Ası´, el ma´ximo beneficio que obtiene la coalicio´n S es:
v(S) = max c1x1 + c2x2 + . . .+ cpxp
s.a : a11x1 + a12x2 + . . .+ a1pxp ≤ bS1
a21x1 + a22x2 + . . .+ a2pxp ≤ bS2
.
.
.
.
.
.
aq1x1 + aq2x2 + . . .+ aqpxp ≤ bSq
x1, x2, . . . , xp >
=
0
que matricialmente puede escribirse:
v(S) = max Cx
s.a : Ax<
=
BS
x ∈ IR p>
=
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donde C ∈ IR p es el vector de precios de los productos en el mercado, A ∈ Mqxp es la
matriz de las restricciones y BS =
(
bS1 , b
S
2 , . . . , b
S
q
)t
es el vector de recursos de la coalicio´n
S.
La funcio´n v, definida en el conjunto de las coaliciones no vacı´as y con valores reales,
puede ser considerada como la funcio´n caracterı´stica de un juego cooperativo n-personal
escalar (N, v) ∈ gv . Dicho juego es equilibrado y, por lo tanto, tiene nu´cleo no vacı´o. Para
encontrar repartos de dicho nu´cleo se considera el problema dual del problema anterior:
min bS1 y1 + b
S
2 y2 + . . .+ b
S
q yq
s.a : a11y1 + a21y2 + . . .+ aq1yq ≥ c1
a12y1 + a22y2 + . . .+ aq2yp ≥ c2
.
.
.
.
.
.
a1py1 + a2py2 + . . .+ aqpyp ≥ cp
y1, y2, . . . , yq ≥ 0
es decir:
min yBS
s.a : yAt >
=
C
x>
=
0
donde y = (y1, y2, . . . , yq) ∈ IR q.
El valor de la funcio´n caracterı´stica, v(S), puede obtenerse, como es sabido, resolviendo
el problema dual de minimizar.
Obse´rvese que la regio´n factible en el problema dual es independiente de la coalicio´n,
aunque la solucio´n del problema, y, sı´ depende de S. En particular, si y∗ es una solucio´n
del problema dual para la totalidad de los agentes, N , entonces v(N) = y∗BN , mientras
que para cualquier coalicio´n S, v(S) ≤ y∗BS , porque v(S) es el mı´nimo en toda la regio´n
factible.
Consideremos ahora el vector u =
(
u1, u2, . . . , un
) ∈ IR n definido por ui = y∗Bi.
Dicho vector es una preimputacio´n del juego escalar (N, v) ∈ gv pues cumple que
uN = v(N). Adema´s, el vector u es una asignacio´n del nu´cleo del juego puesto que
uS = y∗BS ≥ v(S), para cualquier S.
Tenemos, por tanto un me´todo para obtener un elemento del nu´cleo de este juego coope-
rativo n-personal escalar: se calcula y∗, resolviendo el problema dual del problema de la
produccio´n para la gran coalicio´n N y se multiplica cada una de sus componentes por los
recursos respectivos que cada jugador posee. Estamos considerando ası´ que el vector y∗ es
el vector de precios de equilibrio de los recursos. A cada jugador se le paga por los recursos
que aporta segu´n dicho vector de precios de equilibrio y resulta ası´ un reparto del nu´cleo del
juego.
Desgraciadamente, no todas las asignaciones correspondientes al nu´cleo del juego pue-
den obtenerse por este procedimiento, aunque, en algunos juegos especiales todos los repar-
tos del nu´cleo del juego se obtienen resolviendo el problema dual, como por ejemplo en el
juego de asignacio´n tratado por Shapley y Shubik en [35].
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Si consideramos este modelo de produccio´n en ambiente multiobjetivo, el problema de la
produccio´n anterior puede formularse de la siguiente manera:
max z1(x) = c11x1 + c12x2 + . . .+ c1pxp
max z2(x) = c21x1 + c22x2 + . . .+ c2pxp
.
.
.
.
.
.
max zm(x) = cm1x1 + cm2x2 + . . .+ cmpxp
s.a : a11x1 + a12x2 + . . .+ a1pxp ≤ bS1
a21x1 + a22x2 + . . .+ a2pxp ≤ bS2
.
.
.
aq1x1 + aq2x2 + . . .+ aqpxp ≤ bSq
x1, x2, . . . , xp >
=
0
que matricialmente puede escribirse:
max z(x) = Cx
s.a : Ax<
=
BS
x ∈ IR p>
=
donde ”max” indica maximizacio´n vectorial, C ∈ Mmxp es la matriz de valoracio´n de los
productos,A ∈Mqxp es la matriz que proporciona las restricciones yBS =
(
bS1 , b
S
2 , . . . , b
S
q
)t
es el vector de recursos de la coalicio´n S.
Si al conjunto de las producciones factibles para la coalicio´n S lo denotamos por:
FS =
{
x ∈ IR p /Ax<
=
BS , x ∈ IR p>
=
}
,
puede construirse un juego cooperativo vectorial multicriterio que denotaremos por (N,V )
donde V se llama conjunto caracterı´stico y representa el conjunto de pagos que la coalicio´n
S puede obtener (ver [12] y [18]):
VS = {z ∈ IRm / z = Cx ∀x ∈ FS} .
El juego cooperativo vectorial definido de esta forma lo llamaremos el juego de la pro-
duccio´n lineal multiobjetivo.
Se trata de repartir la utilidad vectorial total, obtenida cuando todos los agentes eco-
no´micos aportan todos sus recursos, entre cada uno de ellos de forma que ninguno tenga
motivos para estar en desacuerdo con el reparto.
El objetivo de este trabajo es presentar una visio´n actualizada de los planteamientos y
resultados referentes a juegos con pagos vectoriales. En la seccio´n 2 nos ocupamos de los
juegos no cooperativos que usualmente se estudian en forma normal o estrate´gica. En la
seccio´n 3 analizamos los juegos cooperativos a partir de su funcio´n caracterı´stica. El trabajo
termina con una seccio´n dedicada a las conclusiones.
2 Juegos no cooperativos
Representaremos un juego n-personal multiobjetivo en forma normal como
Γ = {N, {Xi}i∈N , {vi}i∈N},
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donde N = {1, 2, . . . , n} es el conjunto de jugadores, Xi es el conjunto no vacı´o de estrate-
gias para el jugador i (Xi ⊆ IR Li), vi : X = ∏ni=1 Xi −→ IR k es la funcio´n vectorial de
pagos del jugador i con k criterios de evaluacio´n. Una estrategia conjunta de todos los jugado-
res la denotaremos por x ∈ X = ∏ni=1 Xi, x = {x1, x2, . . . , xn} donde xi ∈ Xi, y el vector
de pagos conjunto lo denotaremos por v ∈ IR (N) = ∏ni=1 IR k, v = {v1, v2, . . . , vn}.
En juegos no cooperativos, caracterizados por el principio de racionalidad individual y
por un comportamiento estrate´gico de sus jugadores, el concepto cla´sico de solucio´n es el de
equilibrio de Nash, en el que, dadas las estrategias de los dema´s jugadores, cada jugador elige
como mejor respuesta una solucio´n eficiente del problema de maximizacio´n vectorial de su
funcio´n de pagos. Sin embargo, suponer fijadas las estrategias de los oponentes hace que el
ca´lculo de las estrategias de equilibrio entran˜e gran dificultad. No obstante, algunos autores
han caracterizado los puntos de equilibrios de los juegos vectoriales bipersonales,(ver [34] y
[5]), y de los juegos vectoriales n-personales, (ver [40] y [39]).
Adema´s, los inconvenientes que estos equilibrios presentan en los juegos escalares, ver
[33] y [24], se heredan al caso vectorial. Es decir, un juego puede tener muchos equilibrios y
e´stos no ser equivalentes ni intercambiables, lo que hace difı´cil que un jugador pueda elegir
entre ellos. Estas dificultades hacen que, en juegos multiobjetivo, un concepto de solucio´n
basado en puntos de equilibrio no sea suficiente.
Por otra parte, una mejor respuesta de un jugador ante las actuaciones de los contrarios
puede tambie´n establecerse como una solucio´n maximin del problema. En este caso no es ne-
cesario conocer las estrategias de los dema´s porque el jugador actu´a en seguridad, suponiendo
que, en todo momento, los jugadores contrarios siempre van a considerar la mejor de sus es-
trategias, cualquiera que sea la estrategia que se juegue. Sin embargo, es difı´cil establecer
una extensio´n natural del concepto de estrategia minimax en los juegos con pagos vectoria-
les. Aunque en algunos casos es posible demostrar la existencia de tales estrategias, suele
ser complicado obtenerlas y, en general, los pagos que proporcionan forman un conjunto de
vectores por lo que el jugador no puede determinar previamente cua´l de estos vectores va a
corresponderle.
Los inconvenientes que presentan las extensiones de las soluciones cla´sicas de los juegos
escalares a los vectoriales, hacen que sea necesario introducir nuevos conceptos de solucio´n
para estos juegos. Diversos autores como [28], [14], [15],[1], [30] y [7], [9] han propuesto
nuevos conceptos de solucio´n para los juegos multicriterio de suma nula, y en [31], se propo-
nen para los juegos n-personales multicriterio en forma normal, generalizando al caso en que
exista una estructura de coaliciones prefijada. De estos conceptos, destaca el de estrategia de
seguridad Pareto-o´ptima que es importante para la resolucio´n de juegos con pagos mu´ltiples
cuando se aborda desde un punto de vista conservador. Adema´s, es independiente de la
nocio´n de equilibrio, pues cada jugador so´lo tiene en cuenta a sus oponentes para establecer
sus niveles de seguridad.
Para introducir este concepto consideramos, en primer lugar, un juego finito vectorial
bipersonal de suma nula en forma normal.
2.1 Juegos matriciales
Los juegos matriciales son juegos bipersonales, en que los jugadores tienen un nu´mero
finito de estrategias puras. En el caso vectorial, un juego bipersonal de suma nula viene dado
por una u´nica matriz de valores vectoriales que generaliza los cla´sicos juegos bipersonales de
suma nula escalares.
Sea A = (aij), 1 ≤ i ≤ n, 1 ≤ j ≤ m, la matriz de pago del juego. Cada elemento aij
de la matriz es un vector, aij = (aij(1), aij(2), . . . , aij(k)) ∈ IR k, que determina k matrices
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de orden nxm de la forma:
A(s) = (aij(s)) 1 ≤ s ≤ k, 1 ≤ i ≤ n, 1 ≤ j ≤ m
En el caso vectorial es ma´s difı´cil que existan estrategias puras en equilibrio, por lo que
debemos de considerar los conjuntos de estrategias mixtas como en el caso escalar. Los
espacios de estrategias mixtas para los jugadores I y II son respectivamente
X = {x ∈ IR n,
n∑
i=1
xi = 1, xi ≥ 0, i = 1, . . . , n}
Y = {y ∈ IRm,
m∑
j=1
yj = 1, yj ≥ 0, j = 1, . . . ,m}
Definicio´n 2.1 El pago esperado del juego cuando los jugadores escogen sus estrategias
mixtas x ∈ X e y ∈ Y , respectivamente, viene dado por:
v(x, y) = xtAy = (v1(x, y), . . . , vk(x, y))
donde
vs(x, y) = xtA(s)y s = 1, . . . , k
Dado que una estrategia debe ser valorada por un conjunto de vectores, podemos dar una
u´nica valoracio´n, al considerar que el oponente puede actuar en cada coordenada de la matriz
A de modo independiente, y ofrecer el vector que se asegura el jugador, aunque realmente
obtenga valores superiores.
Definicio´n 2.2 Para cada estrategia x ∈ X del jugador I, el vector de nivel de seguridad
para dicho jugador es el pago que puede garantizarse, con esa estrategia, en cada juego
escalar inducido por el juego vectorial. Ana´logamente para el jugador II.
Los vectores de niveles de seguridad de los jugadores I y II son respectivamente:
v(x) = (v1(x), . . . , vk(x))
v(y) = (v1(y), . . . , vk(y))
donde
vs(x) = mı´n
y∈Y
vs(x, y) = mı´n
y∈Y
xtA(s)y
vs(y) = ma´x
x∈X
vs(x, y) = ma´x
x∈X
xtA(s)y
Obse´rvese que dada una estrategia x ∈ X del jugador I, cada componente del vector de
nivel de seguridad vs(x), s = 1, . . . , k pueden obtenerse con distintas estrategias y ∈ Y del
jugador II.
En [14], se establece la definicio´n de estrategia de seguridad Pareto-o´ptima que en nuestra
notacio´n es como sigue:
Definicio´n 2.3 Una estrategia x∗ ∈ X es una estrategia de seguridad Pareto-o´ptima para el
jugador I si no existe x ∈ X , tal que v(x∗) ≤ v(x), v(x∗) = v(x). Una estrategia y∗ ∈ Y
es una estrategia de seguridad Pareto-o´ptima para el jugador II si no existe y ∈ Y tal que
v(y∗) ≥ v(y), v(y∗) = v(y).
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A continuacio´n introducimos el siguiente problema de programacio´n lineal multiobjetivo
que llamamos el problema lineal del juego multicriterio, (PLJM). En [7] se demuestra que
las soluciones eficientes de este problema coinciden con las estrategias de seguridad Pareto-
o´ptimas.
(PLJM) : ma´x v1, ..., vk
s.a. xtA(s) ≥ (vs, ..., vs) s = 1, . . . , k∑n
i=1 xi = 1
x ≥ 0
Teorema 2.1 Una estrategia x∗ ∈ X es una estrategia de seguridad Pareto-o´ptima y v∗ =
(v∗1 , . . . , v
∗
k) su vector de nivel de seguridad asociado si y so´lo si (v∗, x∗) es una solucio´n
eficiente del problema (PLJM).
Este resultado es importante pues pone de manifiesto que, al igual que la programacio´n
lineal se utiliza para obtener las estrategias o´ptimas y el valor de los juegos escalares biperso-
nales de suma nula, de la misma forma puede utilizarse la programacio´n lineal multiobjetivo
para resolver los juegos bipersonales de suma nula con pagos vectoriales, siempre que se con-
sidere el concepto de estrategia de seguridad Pareto-o´ptima como solucio´n de los mismos.
Ejemplo 2.1 Consideremos el juego bipersonal del ejemplo 1.1. Este modelo puede anali-
zarse como un juego matricial vectorial, donde la matriz de pagos vectoriales se descompone
en tres matrices escalares A(1), A(2), A(3):
A(1)=

 0 −0.5 02 −0.5 1.5
1 −0.5 0

 A(2)=

 −0.2 1 1.50.5 0.8 1.1
1.2 0.4 0.7

 A(3)=

 1 1.2 1.50.7 0.7 0.3
−0.5 0 0.2


Como es usual, los espacios de estrategias mixtas de cada jugador son
X = {x ∈ R3/
3∑
i=1
xi = 1, xi ≥ 0, i = 1, 2, 3}
Y = {y ∈ R3/
3∑
j=1
yj = 1, yj ≥ 0, j = 1, 2, 3}
y la funcio´n de pagos del juego viene dada por el vector de tres componentes
v(x, y) = xtAy = (v1(x, y), v2(x, y), v3(x, y))
donde vk(x, y) = xtA(k)y, k = 1, 2, 3.
Para resolver este juego consideramos el concepto de estrategia de seguridad Pareto-
o´ptima para el jugador I, que consiste en maximizar (en sentido vectorial), el vector de nivel
de seguridad del jugador I, es decir, el jugador I desde un punto de vista conservador, busca
estrategias x ∈ X cuyo vector de nivel de seguridad no pueda ser mejorado componente a
componente.
El conjunto de estas estrategias y los correspondientes vectores de nivel de seguridad aso-
ciados, viene dado por el conjunto de soluciones eficientes del problema lineal multiobjetivo
asociado al juego vectorial
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ma´x v1, v2, v3
s.a. xtA(1) ≥ (v1, v1, v1)
xtA(2) ≥ (v2, v2, v2)
xtA(3) ≥ (v3, v3, v3)∑3
i=1 xi = 1
x ≥ 0
Resolviendo (PLJM) mediante el software ADBASE (ver [37]) hemos obtenido las so-
luciones eficientes extremas
(x1, v1) = (0, 8/11, 3/11;−1/2, 342/495, 3/11)
(x2, v2) = (1/18, 62/99, 7/22;−1/2, 677/990, 663/1980)
(x3, v3) = (4/9, 5/9, 0;−1/2, 17/90, 75/90)
(x4, v4) = (1, 0, 0;−1/2,−1/5, 1)
La figura 1 representa le espacio de estrategias mixtas del jugador I, donde los ve´rtices
de este tria´ngulo corresponden a las tres estrategias puras. El jugador I debe utilizar alguna
de las estrategias que este´ en la lı´nea poligonal que une los puntos 1 y 4.
1
2 3
(0,0,1) (1,0,0)
(0,1,0)
Por ejemplo, la estrategia x3 = (4/9, 5/9, 0) indica que utilizando la radio y televisio´n
en proporcio´n 4/5, se asegura una pe´rdida de cuota de mercado de no ma´s de 1/2 en el primer
segmento de la poblacio´n y un aumento de cuota de al menos 17/90 y 75/90 en el segundo y
el tercero respectivamente, y estos niveles no son mejorables conjuntamente.
En [8] proponemos otro concepto de solucio´n para juegos matriciales, estrategia uto´pico
eficiente, que esta´ basado en la distancia de los pagos a unos determinados niveles ideales.
Adema´s, estudiamos la relacio´n de este concepto con el de estrategia de seguridad Pareto-
o´ptima y se propone un criterio de decisio´n para elegir una determinada estrategia uto´pico
eficiente.
2.2 Juegos continuos
El concepto de estrategia de seguridad Pareto-o´ptima puede extenderse a juegos biper-
sonales continuos multiobjetivo. En estos problemas los espacios de estrategias para los
jugadores I y II vienen dados por:
Γ1 = {x ∈ C1/pi(x) ≤ 0, i = 1, . . . , r}
Γ2 = {y ∈ C2/gj(y) ≤ 0, j = 1, . . . , t}
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donde C1 ⊆ IR n y C2 ⊆ IRm son conjuntos convexos y pi, i = 1, . . . , r y gj , j = 1, . . . , t
son funciones convexas.
En [30] se demuestra que el conjunto de las estrategias de seguridad Pareto-o´ptimas para
el jugador I coincide con el conjunto de las soluciones propiamente eficientes de un problema
multiobjetivo no lineal.
Ejemplo 2.2 Consideremos el juego bipersonal del ejemplo 1.2. Lo resolvemos bajo el punto
de vista del jugador II. Buscamos las estrategias de seguridad Pareto-o´ptimas para este ju-
gador, es decir, el jugador II quiere determinar la cantidad, y, de forma que minimize el
ma´ximo del vector de pagos en ambas a´reas.
En este caso, para cada y ∈ [0, 1] los niveles de seguridad en cada mercado son:
HA(y) = ma´x
x∈[0,1]
HA(x, y) HB(y) = ma´x
x∈[0,1]
HB(x, y)
y el vector de nivel de seguridad H(y) = (HA(y), HB(y)), representa el pago que el juga-
dor II puede garantizarse en cada mercado. Entonces el conjunto de estrategias de seguridad
Pareto-o´ptimas y los niveles de seguridad asociados vienen dados por el conjunto de solu-
ciones eficientes del problema bicriterio
mı´n HA(y), HB(y)
s.a. 0 ≤ y ≤ 1
Las componentes del vector de nivel de seguridad en este modelo son:
HA(y) = ma´x
0≤x≤1
HA(x, y) =
= ma´x{ ma´x
y≤x≤1
k1(x− y), ma´x
0≤x≤y
k2(y − x)} = ma´x{k1(1− y), k2y}
HB(y) = ma´x
0≤x≤1
HB(x, y) =
= ma´x{ ma´x
y≤x≤1
k3(x− y), ma´x
0≤x≤y
k4(y − x)} = ma´x{k3(1− y), k4y}
Por tanto
HA(y) =
{
k1(1− y) si 0 ≤ y ≤ k1k1+k2
k2y si k1k1+k2 ≤ y ≤ 1
HB(y) =
{
k3(1− y) si 0 ≤ y ≤ k3k3+k4
k4y si k3k3+k4 ≤ y ≤ 1
Segu´n los resultados obtenidos en [11], el conjunto de todas las estrategias de seguri-
dad Pareto-o´ptimas para el jugador II en el juego bicriterio es, o bien el intervalo cerrado
[k1/(k1 + k2), k3/(k3 + k4)] o el intervalo cerrado [k3/(k3 + k4), k1/(k1 + k2)].
Ası´, si k1 = 2, k2 = 3, k3 = 3, k4 = 2, el jugador II debera´ asignar una cantidad
y ∈ [2/5, 3/5] al primer mercado y una cantidad y − 1 al segundo, pudiendo garantizarse
unos niveles de seguridad, HA(y) = 3y, HB(y) = 3(1 − y), en los mercados A y B
respectivamente, que no son mejorables conjuntamente.
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2.3 Juegos por objetivos
En esta seccio´n, proponemos otra metodologı´a para estudiar los juegos vectoriales, que
ya fue expuesta en [3] para juegos escalares. A partir de unos objetivos o metas especificados
previamente, consideramos como solucio´n no so´lo la estrategia que utilizara´ el jugador sino
tambie´n la probabilidad de obtener al menos dichos objetivos. Este concepto se basa en dos
principios ba´sicos de racionalidad como son, la seguridad en cada criterio ante un cambio de
estrategia del oponente y la medida de la actitud ante el riesgo en estrategias mixtas.
Sea P = (P1, . . . , Pk) un vector de objetivos o niveles de satisfaccio´n, uno por cada
juego escalar, establecido por el jugador I. Consideremos que dicho jugador desea escoger
una estrategia de forma que en cada juego escalar obtenga un pago de al menos Ps.
Definicio´n 2.4 Para cada par de estrategias mixtas x ∈ X and y ∈ Y , la funcio´n de pagos
del juego vectorial por objetivos viene dada por:
v(x, y) = xtAP y = (v1(x, y), . . . , vk(x, y))
donde
vs(x, y) = xtAP (s)y s = 1, . . . , k
AP (s) = (δsij) 1 ≤ s ≤ k, 1 ≤ i ≤ n, 1 ≤ j ≤ m
δsij =
{
1 si aij(s) ≥ Ps
0 si aij(s) < Ps
∀ s = 1, . . . , s.
Asociado con cada estrategia del jugador I, existe un nivel de seguridad por objetivos en
cada juego escalar de los que forman el juego vectorial.
Definicio´n 2.5 Para cada estrategia x ∈ X , el nivel de seguridad por objetivos de cada
juego escalar inducido por el juego vectorial es la probabilidad que puede garantizarse el
jugador de alcanzar al menos el nivel Ps con esa estrategia en dicho juego.
Dado x ∈ X el vector de nivel de seguridad para los objetivos P es
vP (x) = (vP1 (x), . . . , v
P
k (x))
siendo
vPs (x) = mı´n
y∈Y
vPs (x, y) = mı´n
y∈Y
xtAP (s)y = mı´n
1≤j≤m
n∑
i=1
xiδ
s
ij s = 1, . . . , k
vPs (x), s = 1,. . . ,k, es la probabilidad de alcanzar al menos el nivel Ps en el juego escalar
de matriz A(s), s = 1, . . . , k cuando el jugador I utiliza la estrategia x. Obse´rvese que dada
una estrategia x ∈ X del jugador I, los niveles de seguridad vPs (x), s = 1, . . . , k, pueden
obtenerse con distintas estrategias y ∈ Y del jugador II.
De forma ana´loga puede determinarse el vector de nivel de seguridad por objetivos para
el jugador II, a partir de los objetivos que e´ste considere. Vamos a establecer el concepto de
solucio´n para juegos vectoriales, basado en el nivel de seguridad por objetivos.
Definicio´n 2.6 Una estrategia x∗ ∈ X es una estrategia de seguridad de nivel P para el
jugador I, si no existe x ∈ X , tal que vP (x∗) ≤ vP (x), vP (x∗) = vP (x).
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Debido a que estamos estudiando juegos con pagos vectoriales, el concepto de solucio´n
anterior se basa en la optimalidad de Pareto, es decir, una componente de vP (x∗) tomara´ un
valor mejor so´lo si otra toma un valor peor.
Consideremos el siguiente problema de programacio´n lineal multiobjetivo que llamamos
problema lineal del juego multicriterio por objetivos, (JMO)P .
(JMO)P : ma´x v1, ..., vk
s.a. xtAP (s) ≥ (vs, ..., vs) s = 1, . . . , k∑n
i=1 xi = 1
x ≥ 0
En [9] se demuestra que el conjunto de estrategias de seguridad de nivel P se determina
como el conjunto de soluciones eficientes del problema (JMO)P .
Teorema 2.2 Una estrategia x∗ ∈ X es una estrategia de seguridad de nivel P y v∗ =
(v∗1 , . . . , v
∗
k) su vector de nivel de seguridad asociado si y so´lo si (v∗, x∗) es una solucio´n
eficiente del problema (JMO)P .
Ejemplo 2.3 En el juego del ejemplo 1.1, supongamos que el jugador I ha establecido los
objetivos P = (1, 0.8, 0.7). Para cada par de estrategias x ∈ X , y ∈ Y la funcio´n de pagos
es
vP (x, y) = xtAP y = (vP1 (x, y), v
P
2 (x, y), v
P
3 (x, y))
donde
vPk (x, y) = x
tAP (k)y, k = 1, 2, 3
AP (1) = (δ1ij) δ
1
ij =
{
1 si aij ≥ 1
0 si aij < 1
i, j = 1, 2, 3
AP (2) = (δ2ij) δ
2
ij =
{
1 si aij ≥ 0.8
0 si aij < 0.8
i, j = 1, 2, 3
AP (3) = (δ3ij) δ
3
ij =
{
1 si aij ≥ 0.7
0 si aij < 0.7
i, j = 1, 2, 3
Tenemos
AP (1) =

 0 0 01 0 1
1 0 0

 AP (2) =

 0 1 10 1 1
1 0 0

 AP (3) =

 1 1 11 1 0
0 0 0


Para cada estrategia x ∈ X los niveles de seguridad en cada juego vienen dados por
vkP (x) = mı´n
y∈Y
vPk (x, y) k = 1, 2, 3
de donde el vector de seguridad de nivel P para el jugador I es
vP = (vP1 (x), v
P
2 (x), v
P
3 (x))
siendo vPk (x) la probabilidad de conseguir al menos Pk en cada juego escalar cuando el
jugador I juega la estrategia x.
La forma de obtener el conjunto de estrategias de seguridad de nivel P y los correspon-
dientes vectores de nivel de seguridad, es resolviendo el problema lineal multiobjetivo:
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ma´x v1, v2, v3
s.a. xtAP (1) ≥ (v1, v1, v1)
xtAP (2) ≥ (v2, v2, v2)
xtAP (3) ≥ (v3, v3, v3)∑3
i=1 xi = 1
x ≥ 0
La solucio´n de este problema viene dada, en este caso, por la envolvente convexa de las
soluciones eficientes extremas del mismo, que son:
(x1, v1) = (1/2, 0, 1/2; 0, 1/2, 1/2)
(x2, v2) = (1, 0, 0; 0, 0, 1)
Si el jugador I utiliza la estrategia x1 = (1/2, 0, 1/2) consigue no menos de P1 = 1 con
una probabilidad de al menos 1/2, P2 = 0.8 con probabilidad 0 y no menos de P3 = 0.7 con
probabilidad no menor de 1/2.
2.4 Juegos escalares de suma no nula como juegos vectoriales
Un procedimiento ana´logo al propuesto, para resolver los juegos vectoriales de suma nula
por medio de la programacio´n multiobjetivo puede utilizarse para estudiar los juegos biper-
sonales escalares de suma no nula desde la o´ptica de uno de los jugadores. Vamos a estudiar
un planteamiento que se basa en los juicios que puede hacer un jugador de modo aislado. En
este caso, el jugador siempre buscara´ lo mejor para sı´, pero como sus acciones repercuten
en el resultado del otro jugador, el estudio puede realizarse bajo dos aspectos diferentes. En
uno de ellos, el jugador trata de obtener lo mejor para ambos, situacio´n que denominamos de
”actitud positiva”, mientras que en el otro, un jugador intenta conseguir lo mejor para sı´, pero
perjudicando al contrario, situacio´n que denominamos de ”actitud negativa”. Veamos cada
uno de ellos.
Situacio´n de actitud positiva:
Sea un juego bipersonal escalar, donde f1 y f2 son las funciones de pago y X1 y X2 los
espacios de estrategias de los jugadores I y II respectivamente. Supongamos que el jugador
I quiere determinar la estrategia que le proporcione el mejor de los peores resultados, tanto
para e´l como para el jugador II. Para ello, hay que considerar los pagos ma´s desfavorables
que el jugador I puede obtener con una estrategia x ∈ X1, y que son:
v1(x) = ı´nf
y∈X2
f1(x, y) v2(x) = ı´nf
y∈X2
f2(x, y)
.
Ante esta situacio´n, el jugador I debe considerar so´lo aquellas estrategias que sean eficien-
tes, pues en v1(x) y v2(x) solamente se considera al jugador II a trave´s de su mejor respuesta
ante la estrategia propuesta x. Tendremos que x es una estrategia eficiente del jugador I, si no
existe x ∈ X1 tal que v1(x) ≥ v2(x) y v2(x) ≥ v2(x) con alguna desigualdad estricta. Estas
estrategias eficientes las llamaremos estrategias de seguridad por la forma de ser valoradas.
Situacio´n de actitud negativa:
En este caso el jugador busca su ma´ximo beneficio y al mismo tiempo el mayor perjuicio
de su oponente. Es decir, desde esta perspectiva del jugador I quiere determinar una estrategia
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que le proporcione el mejor de los peores pagos para e´l y el peor de los mejores pagos para
el jugador II. En este caso tiene que considerar una estrategia x ∈ X1 tal que:
v1(x) = ı´nf
y∈X2
f1(x, y) v2(x) = sup
y∈X2
f2(x, y)
x es una estrategia eficiente del jugador I si no existe x ∈ X1 tal que v1(x) ≥ v2(x) y
v2(x) ≤ v2(x) con alguna desigualdad estricta.
De lo expuesto se deduce que el ana´lisis de los juegos bajo la actitud positiva o bajo la
actitud negativa, se realiza por el mismo procedimiento sin ma´s que invertir el signo de una
de las funciones de pago de los jugadores.
Este planteamiento puede hacerse tambie´n desde el punto de vista del jugador II.
Cuando los pagos de los jugadores vienen determinados por las matrices de pagos A y
B respectivamente, el conjunto de estrategias de seguridad del jugador I y el conjunto de
estrategias de seguridad del jugador II, son los conjuntos de soluciones eficientes de ciertos
problemas lineales mu´ltiples. En el caso en que el jugador I trate de obtener lo mejor para
ambos el problema lineal mu´ltiple se obtiene de la siguiente forma:
Para cada x ∈ X , se consideran los valores
v1(x) = mı´n
y∈Y
xtAy y v2(x) = mı´n
y∈Y
xtBy,
y se busca la estrategia x ∈ X , que haga ma´ximos esos valores, es decir hay que resolver el
problema:
ma´x v1, v2
s.a. xtA ≥ (v1, . . . , v1)
xtB ≥ (v2, . . . , v2)∑n
i=1 xi = 1
x ≥ 0
Obse´rvese que el planteamiento anterior es similar a considerar el juego desde el punto
de vista del jugador I, como un juego mu´ltiple de suma nula con matriz de pagos (A,B).
Cuando uno de los jugadores trata de obtener lo mejor para sı´, pero perjudicando al con-
trario, el problema lineal mu´ltiple que representa esta situacio´n para el jugador I es:
ma´x v1,−v2
s.a. xtA ≥ (v1, . . . , v1)
xtB ≤ (v2, . . . , v2)∑n
i=1 xi = 1
x ≥ 0
En este caso, el planteamiento corresponde a considerar el juego desde el punto de vista
del jugador I, como un juego mu´ltiple de suma nula con matriz de pagos (A,−B).
Obse´rvese que este resultado puede considerarse como una generalizacio´n del concepto
introducido por Owen, (ver [29]), para determinar una estrategia de amenaza o´ptima en un
juego bimatricial (A,B). Owen las obtiene resolviendo el juego de suma nula de matriz
A − B, que en nuestra metodologı´a esta´ relacionado con el caso en que se resuelve el juego
mu´ltiple de matriz (A,−B) con pesos unidad.
Vamos a aplicar estas ideas para analizar un duopolio en el que las variables estrate´gicas
son los precios y las dos empresas rivales intentan establecer un precio menor que el de la
otra con el fin de aumentar su cuota de mercado.
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Ejemplo 2.4 Dos empresas venden cada una un bien que, en el mercado, son sustitutos el
uno del otro. Por ello, un cambio en el precio de un bien tiene un gran impacto en la demanda
del otro. Las funciones de demanda de cada empresa son respectivamente, d1(p1, p2) =
10− p1 + 0.5p2/p1 d2(p1, p2) = 20− 2p1 + p2/p1, donde p1 y p2 denotan los precios de
la empresa 1 y de la empresa 2 respectivamente.
Supongamos por simplicidad de ca´lculo, que ambas firmas tienen costes de produccio´n
nulos y tratan de maximizar beneficios estableciendo los precios.
Este problema puede modelizarse como un juego bipersonal en forma estrate´gica donde
el conjunto de estrategias para ambos jugadores son respectivamente S1 = [0, 10] y S2 =
[0, 10] y las funciones de pagos F1(p1, p2) = 10p1−p21+0.5p2 F2(p1, p2) = 20p2−2p22+
p1.
Sin pe´rdida de generalidad se consideran los precios en el intervalo [0, 10] porque para
precios mayores que 10 la funcio´n de demanda de ambos bienes puede ser cero. Las funcio-
nes de pagos son simplemente la funciones de beneficios obtenidas multiplicando las funcio-
nes de demanda por los precios respectivos.
Actitud Positiva: Considerando una actitud positiva del jugador I, el vector de nivel de
seguridad para una estrategia p1 ∈ [0, 10] viene dado por F (p1) = (F1(p1), F2(p1)), donde
F1(p1) = mı´n
0≤p2≤10
F1(p1, p2) F2(p1) = mı´n
0≤p2≤10
F2(p1, p2).
Este vector representa el resultado que el jugador I se asegura para e´l y para el jugador
II cuando juega la estrategia p1 . La expresio´n analı´tica de los niveles de seguridad son
F1(p1) = 10p1 − p21 F2(p1) = p1. En la siguiente figura se representan estas funciones:
25
10
0
5 9 10
Para maximizar el vector de nivel de seguridad hemos de resolver el problema biobjetivo
ma´x F1(p1), F2(p1)
s.a. 0 ≤ p1 ≤ 10
Las funciones F1(p1), F2(p1) son co´ncavas en IR y sus valores ma´ximos, en el intervalo
[0, 10], se alcanzan en los puntos p1 = 5 y p2 = 10 respectivamente. De los resultados
obtenidos en [11],tenemos que el conjunto de estrategias de seguridad Pareto-o´ptimas para
el jugador I es el intervalo cerrado [5, 10]. En este caso el precio p1 = 9 es una estrategia de
seguridad Pareto-o´ptima equitativa, en el sentido que cuando el jugador I establece este pre-
cio, se asegura un beneficio de 9 unidades para e´l y para el otro jugador, con independencia
del precio que establezca el otro jugador.
Actitud Negativa: Considerando una actitud negativa, el jugador I esta´ interesado en maxi-
mizar su beneficio mı´nimo a la vez que minimiza el beneficio ma´ximo que el jugador II pueda
obtener. Para una estrategia p1 ∈ [0, 10] el vector de nivel de seguridad viene dado por
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F (p1) = (F1(p1), F2(p1))
donde
F1(p1) = mı´n
0≤p2≤10
F1(p1, p2) F2(p1) = ma´x
0≤p2≤10
F2(p1, p2)
La expresio´n analı´tica de los niveles de seguridad son
F1(p1) = 10p1 − p21 F2(p1) = p1 + 50
En este caso, el jugador I quiere maximizar F1(p1) y minimizar F2(p1). Para encontrar
las estrategias no dominadas resolvemos el problema biobjetivo
ma´x F1(p1),−F2(p1)
s.a. 0 ≤ p1 ≤ 10
Al ser F1(p1),−F2(p1) funciones co´ncavas en [0, 10] cuyos valores ma´ximos, en el in-
tervalo [0, 10], se alcanzan en los puntos p1 = 5 y p2 = 0 respectivamente, el conjunto de
estrategias de seguridad Pareto-o´ptimas para el jugador I es el intervalo cerrado [0, 5]. En
este caso no existe una estrategia de seguridad Pareto-o´ptima equitativa.
Ejemplo 2.5 Si en el ejemplo anterior consideramos que hay un nu´mero finito de estrategias
puras, este juego puede representarse por dos matrices de pagos. Supongamos que ambos
precios toman los valores p1, p2 = 2, 4, 6, 8, 10. Las matrices de pago A y B que se obtienen
para los jugadores 1 y 2 respectivamente son:
A =


17 18 19 20 21
25 26 27 28 29
25 26 27 28 29
17 18 19 20 21
1 2 3 4 5

 B =


34 50 50 34 2
36 52 52 36 4
38 54 54 38 6
40 56 56 40 0
42 58 58 42 10


Los espacios de estrategias mixtas para cada jugador en este caso vienen dados por
X = {x ∈ R5/
5∑
i=1
xi = 1, xi ≥ 0, i = 1, 2, 3, 4, 5}
Y = {y ∈ R5/
5∑
j=1
yj = 1, yj ≥ 0, j = 1, 2, 3, 4, 5}
Ası´, para x ∈ X , y ∈ Y , las funciones son:
F1(x, y) = xtAy F2(x, y) = xtBy
En esta situacio´n el juego bimatricial puede analizarse como un juego matricial bicrite-
rio. En el caso de actitud positiva, la matriz del pagos del juego bicriterio es (A,B), y en el
caso de actitud negativa la matriz del juego bicriterio es (A,−B).
Actitud Positiva: Considerando una actitud positiva del jugador I, el vector de nivel de
seguridad para una estrategia x ∈ X es
v1(x) = mı´n
y∈Y
xtAy v2(x) = mı´n
y∈Y
xtBy
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Para obtener las estrategias de seguridad Pareto-o´ptimas del jugador I resolvemos el
problema lineal biobjetivo:
ma´x v1, v2
s.a. xtA ≥ (v1, . . . , v1)
xtB ≥ (v2, . . . , v2)
x ∈ X
cuyas soluciones extremas eficientes son:
(x1, v1) = (0, 0, 1, 0, 0; 25, 6)
(x2, v2) = (0, 0, 0, 1, 0; 17, 8)
(x3, v3) = (0, 0, 0, 0, 1; 1, 10)
y el conjunto de estrategias de seguridad Pareto-o´ptimas es el intervalo cerrado [6, 10].
Por ejemplo, si el jugador I establece el precio p1 = 6, se garantiza un beneficio al menos
de 25 para e´l y un beneficio al menos de 6 para el jugador II independientemente del precio
que establezca este u´ltimo.
Actitud Negativa: Considerando una actitud negativa del jugador I, el vector de nivel de
seguridad para una estrategia x ∈ X es
v1(x) = mı´n
y∈Y
xtAy v2(x) = ma´x
y∈Y
xtBy
El problema lineal biobjetivo asociado es
ma´x v1,−v2
s.a. xtA ≥ (v1, . . . , v1)
xtB ≤ (v2, . . . , v2)
x ∈ X
cuyas soluciones extremas eficientes son:
(x1, v1) = (0, 1, 0, 0, 0; 25, 52)
(x2, v2) = (1, 0, 0, 0, 0; 17, 50)
y el conjunto de estrategias de seguridad Pareto-o´ptimas es el intervalo cerrado [2, 4].
Obse´rvese que los conjuntos de estrategias de seguridad Pareto-o´ptimas que se obtienen
en el caso discreto son subconjuntos de los correspondientes conjuntos obtenidos en el caso
continuo.
Otra metodologı´a para el tratamiento de los juegos bimatriciales no cooperativos se pro-
pone en [10], donde se estudian a trave´s de los juegos por objetivos introducidos en la seccio´n
2.3. Con este nuevo enfoque, el jugador puede adema´s conocer la probabilidad de conseguir
aquellos objetivos que se ha marcado.
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3 Juegos Cooperativos
Un juego cooperativo multicriterio de valoracio´n vectorial u´nica es un par (N, v) donde
N = {1, 2, . . . , n} es el conjunto de jugadores y v es una correspondencia que asocia a cada
coalicio´n un u´nico vector de IRm, cumpliendo que v(Ø) = 0. A la correspondencia v se le
denomina funcio´n caracterı´stica y a la familia de todos los juegos cooperativos multicriterio
de valoracio´n vectorial u´nica la denotaremos por Gv .
En un juego cooperativo, cada posible coalicio´n tiene asignado un valor, que representa
su fuerza en el juego. El objetivo del estudio de los juegos cooperativos es buscar modos de
reparto racionales del valor total del juego, v(N), que se obtiene si todos los jugadores coo-
peran. Uno de los conceptos de solucio´n ma´s empleados en juegos cooperativos escalares es
el de nu´cleo del juego, que es un reparto que mejora las valoracio´n de todas las coaliciones,
ver [29]. Cuando la valoracio´n de las coaliciones es vectorial, para establecer el concepto de
nu´cleo hay que extender los principios de racionalidad individual y colectiva al caso vectorial,
y dependiendo de la interpretacio´n que se de a la idea de mejora surgen dos teorı´as diferen-
tes. No obstante, el considerar las a´reas comunes que comparten ambas teorı´as nos permite
proponer un concepto de solucio´n ana´logo al nu´cleo de los juegos cooperativos escalares.
A continuacio´n analizamos los distintos conceptos de nu´cleo para juegos cooperativos
con pagos vectoriales que surgen al considerar dos relaciones: >
=
a la que nos referiremos
como relacio´n de preferencia, y /<
=
a la que nos referiremos como relacio´n de no dominacia.
Denotemos por Λ al conjunto:
Λ =

λ ∈ IRm / λ ≥ 0,
m∑
j=1
λj = 1

 .
Definicio´n 3.1 Dado el juego (N, v) ∈ Gv el juego ponderado por el peso λ ∈ Λ es el juego
escalar (N,λtv) en el que para cada coalicio´n S se verifica:
λtv(S) =
m∑
j=1
λjvj(S).
Interpretaremos que un subconjunto polie´drico de Λ representa los pesos que los jugadores
esta´n dispuestos a aplicar a los objetivos, es decir, las preferencias de los jugadores (ver
[22, 23]). Los juegos escalares ponderados por los puntos extremos de Λ se denominan juegos
componentes. Consideraremos como posibles todos los pesos λ ∈ Λ, que corresponde al caso
en que los jugadores no proporcionan informacio´n sobre sus preferencias en los criterios,
pero todo el desarrollo es igualmente posible considerando un subconjunto polie´drico de Λ
de informacio´n sobre las preferencias en los criterios (ve´ase[18]).
La extensio´n de la idea de reparto del caso escalar para juegos con objetivos mu´ltiples
consiste en una matriz con tantas filas como criterios se valoren y tantas columnas como
jugadores participan en el juego.
Definicio´n 3.2 Una asignacio´n o preimputacio´n del juego es una matriz X = (xij) ∈
Mmxn tal que XNj =
∑n
i=1 x
i
j = vj(N) ∀ j = 1, 2, . . . ,m, es decir, XN = v(N).
Al conjunto de preimputaciones del juego (N, v) ∈ Gv lo denotaremos por I∗(N, v).
Una columna Xi de la matriz asignacio´n representa los pagos para el jugador i. Ası´mismo
denotaremos por XS =
∑
i∈S X
i a los pagos para la coalicio´n S.
En primer lugar, teniendo en cuenta el principio de racionalidad individual, se exige que
el pago que recibe cada jugador no sea peor que lo que puede garantizarse por sı´ mismo.
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Definicio´n 3.3 La preimputacio´n X ∈ I∗(N, v) es una imputacio´n si se verifica
Xi /<
=
v({i}) ∀ i ∈ N .
Al conjunto de todas la imputaciones del juego lo denotamos por I(N, v).
Ejemplo 3.1 Consideremos el modelo de sinergia de empresas, propuesto en el ejemplo 1.3.
La matriz
X =
(
3 4 5
3 5 2
)
∈M2x3
es una imputacio´n, pues es una matriz de pagos que reparte entre las tres empresas los
120.000.000 u.m. y los 1.000 trabajadores subvencionados de forma que individualmente
ninguna de ellas tiene motivos para estar en desacuerdo con el reparto porque:
X1 =
(
3
3
)
>
=
v({1}) ; X2 =
(
4
5
)
>
=
v({2}) ; X3 =
(
5
2
)
>
=
v({3})
Ahora consideramos el principio de racionalidad colectiva y exigimos que ninguna coa-
licio´n tenga motivos para estar en desacuerdo con el pago que recibe. Establecemos esta con-
dicio´n a trave´s del siguiente concepto de dominancia que depende de la relacio´nR ∈ {>
=
, /<
=
}.
Definicio´n 3.4 Dadas X, Y ∈ I∗(N, v) y la coalicio´n S ∈ N , diremos que Y domina a X
a trave´s de S de acuerdo conR (Y
S
domR X) si Y S ≥ XS y v(S) R Y S .
En juegos cooperativos escalares, el concepto de imputacio´n no dominada se ha estudiado
ampliamente (ver [6]) y es la base del concepto de nu´cleo. Sin embargo en juegos coopera-
tivos vectoriales el concepto que juega el papel central es el de imputacio´n no dominada por
asignaciones.
Definicio´n 3.5 Una imputacio´n X ∈ I(N, v) del juego (N, v) ∈ Gv es no dominada por
asignaciones si ninguna coalicio´n S ∈ N puede encontrar otra asignacio´n Y ∈ I∗(N, v)
tal que Y
S
domR X .
INDA(N, v;R) =
{
X ∈ I(N, v) / ∃/ S ∈ N , Y ∈ I∗(N, v), Y
S
domR X
}
No´tese que hay dos conjuntos INDA dependiendo de la relacio´n R que se use en la
definicio´n: >
=
o /<
=
. A la relacio´n >
=
le corresponde un conjunto INDA mayor que a la
relacio´n /<
=
, es decir, INDA(N, v; /<
=
) ⊆ INDA(N, v; >
=
).
Ejemplo 3.2 En el juego del ejemplo 1.3, colectivamente ninguna coalicio´n tiene nada que
reprochar al reparto proporcionado por la imputacio´n X porque:
X{1,2} =
(
7
8
)
>
=
v({1, 2}); X{1,3} =
(
8
5
)
>
=
v({1, 3}); X{2,3} =
(
9
7
)
>
=
v({2, 3}).
Por lo tanto, en el ejemplo de la sinergia entre empresas la asignacio´n proporcionada
por la imputacio´n X es una INDA del conjunto INDA(N, v; /<
=
).
Consideremos ahora el reparto dado por la imputacio´n:
Y =
(
3 5 4
3 3 4
)
∈M2x3
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Esta es otra matriz de pagos que reparte los 120.000.000 u.m. entre las tres empresas
y los 1.000 trabajadores subvencionados, pero en este caso ni individualmente ni colecti-
vamente el reparto supone una mejora componente a componente respecto a lo que cada
jugador o coalicio´n puede garantizarse porque tanto para el jugador 2 como para la coa-
licio´n S = {1, 2} se tiene que:
Y 2 =
(
5
3
)
/>
=
v({2}) ; Y {1,2} =
(
8
6
)
/>
=
v({1, 2})
Sin embargo, si interpretamos el concepto de mejora en el sentido de no empeorar, ningu´n ju-
gador o coalicio´n tendra´ motivos para estar en desacuerdo con los pagos que le proporciona
la matriz de pagos Y , porque cada jugador o coalicio´n obtiene, mediante Y , unos pagos
que no empeoran los que pueden garantizarse por sı´ mismos. Por lo tanto, la asignacio´n
proporcionada por la imputacio´n Y es una INDA del conjunto INDA(N, v; >
=
).
Obse´rvese que en este ejemplo estamos utilizando el orden natural porque los jugadores
no han proporcionado ninguna informacio´n sobre sus preferencias en los criterios. Por tanto
el concepto de mejora que se induce es mejora componente a componente, en el primer caso,
y no dominancia en el segundo caso. Ningu´n jugador o coalicio´n tiene motivos para estar
en desacuerdo con el reparto que proporciona la matriz X porque en dicho reparto todas
las coaliciones mejoran componente a componente los valores de la funcio´n caracterı´stica.
Esto no es ası´ en el reparto que proporciona la matriz Y pues, por ejemplo, lo que recibe el
segundo jugador no mejora componente a componente el valor de la funcio´n caracterı´stica y
lo mismo ocurre con la coalicio´n {1, 2}; no obstante, en este caso, los pagos proporcionados
por la matriz Y no empeoran lo que cada jugador o coalicio´n se garantiza.
Ejemplo 3.3 Supongamos ahora que en el ejemplo anterior, los jugadores han llegado a
un cierto acuerdo sobre los pesos que van a aplicar a los criterios y desean que ninguno
de los criterios tenga un peso excesivamente grande en relacio´n al otro, proporcionando
informacio´n suficiente para determinar el siguiente poliedro de pesos:
Λ =
{
λ = (α, 1− α) ∈ Λ2>
=
/
1
3
≤ α ≤ 2
3
}
que tiene como puntos extremos ( 13 ,
2
3 ) y (
2
3 ,
1
3 ).
❡ ❡
❡
❡
❡ ❡
✉
✉
✉
✉
✉
✉
✉
v({1})
v({3})
v({2})
v({1, 2})
v({2, 3})
v({1, 3})
Y N = v({N})
Y 1
Y 3
Y 2
Y {1,3} Y {2,3}
Y {1,2}
En la figura se representan en el espacio de pagos, las valoraciones de las coaliciones del
juego, el cono de preferencia para cada coalicio´n con la relacio´n de preferencia que induce
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Λ, y los pagos cada coalicio´n con el reparto Y . En esta situacio´n de informacio´n sobre los
pesos, con la relacio´n de preferencia, ningu´n jugador o coalicio´n tiene motivos para estar en
desacuerdo con el reparto proporcionado por la matriz de pagos X y tampoco tiene motivos
para estar en desacuerdo con el reparto proporcionado por la matriz de pagos Y .
Siguiendo el desarrollo de la teorı´a de juegos convencional, el siguiente paso es impo-
ner el principio de racionalidad colectiva a aquellas imputaciones consideradas como buenas
asignaciones. Esta idea fue introducida en [16] y luego formalizada para juegos escalares
con el nombre de nu´cleo del juego, pues son asignaciones en las que ninguna coalicio´n tiene
motivos para estar en desacuerdo con el reparto.
Definicio´n 3.6 El nu´cleo de un juego cooperativo vectorial (N, v) ∈ Gv se define como el
conjunto de los asignaciones en los que XS no esta´ dominado por v(S), cualquiera que sea
la coalicio´n S elegida.
C(N, v;R) = {X ∈ I∗(N, v) /XSRv(S)} .
Esta definicio´n da lugar a dos conceptos de nu´cleo. Si usamos la relacio´n >
=
, C(N, v; >
=
)
lo llamaremos nu´cleo de preferencia y si utilizamos la relacio´n /<
=
, C(N, v; /<
=
) lo llamare-
mos nu´cleo de no dominancia. Estos conjuntos esta´n relacionados de la siguiente manera:
C(N, v; >
=
) ⊆ C(N, v; /<
=
).
3.1 Caracterizaciones del Nu´cleo
Es importante que estas asignaciones del nu´cleo no se dominen entre sı´ ni individual
ni colectivamente. En el siguiente teorema se establece la relacio´n entre los conjuntos de
imputaciones no dominadas por asignaciones y los dos conceptos de nu´cleo definidos.
Teorema 3.1 Se verifica:
1. INDA(N, v; /<
=
) = C(N, v; >
=
).
2. INDA(N, v; >
=
) = C(N, v; /<
=
).
Vemos, por tanto, que ambos tipos de nu´cleo esta´n formados por clases consistentes in-
ternamente en relacio´n a la dominancia.
Como sabemos del caso escalar el nu´cleo puede ser vacı´o, por lo que es muy importante
establecer condiciones para la existencia de las soluciones que acabamos de proponer. En
[18] se demuestra el siguiente resultado.
Teorema 3.2 Una condicio´n necesaria y suficiente para que el nu´cleo de preferencia,
C(N, v; >
=
), sea no vacı´o es que los p juegos escalares Λ-componentes, (N, vj) ∈ gv j =
1, 2, . . . ,m sean equilibrados.
Por tanto, el nu´cleo de preferencia, que se denomina nu´cleo producto cartesiano, y se
denotaC(N, v;>
=
), coincide con el producto cartesiano de los nu´cleos de los juegos escalares
componentes, es decir:
X ∈ C(N, v; >
=
) ⇔ Xj ∈ C(N, vj) ∀ j ∈ K
23
No´tese que la condicio´n de estabilidad que subyace en el concepto de nu´cleo producto
cartesiano es bastante fuerte. Ninguna coalicio´n es capaz, por sı´ misma, de mejorar los pagos
que le corresponden mediante una imputacio´n X ∈ C(N, v; >
=
) si Xj se utiliza para repartir
vj(N).
A medida que el poliedro de pesos se hace ma´s pequen˜o esta condicio´n de estabilidad
se relaja permitie´ndose un empeoramiento del pago en alguno de los criterios a cambio de
una mejora en otro criterio. Por tanto estamos ampliando el conjunto de las imputaciones del
nu´cleo producto cartesiano al reducir el poliedro de pesos.
En [13] se establece una condicio´n suficiente para que el nu´cleo de no dominancia sea no
vacı´o. Consiste en exigir que ∃ λˆ del interior relativo de Λ tal que el juego escalar ponderado
(N, λˆtv) ∈ gv sea equilibrado.
Teorema 3.3 Dado (N, v) ∈ Gv , si existe λˆ ∈ Λ> tal que se verifica:
1. λˆtv(N) = 0
2. (N, λˆv) ∈ gv es equilibrado,
entonces C(N, v; /<
=
) = Ø.
El recı´proco no es cierto, es decir, de que C(N, v;
Λ
∼
) = Ø no se deduce que exista
necesariamente un juego ponderado equilibrado, como se pone de manifiesto en el siguiente
ejemplo:
Ejemplo 3.4 Consideremos el juego (N, v) ∈ Gv , con N = {1, 2, 3, 4}, y con dos objetivos,
K = {1, 2},
S
{1}, {2}, {3}, {4}
{1, 3}, {2, 4}
{1, 2}, {3, 4}
{1, 2, 3}
{1, 2, 4}, {1, 3, 4}
{1, 4}, {2, 3} {2, 3, 4} N
v(S)
(
1
1
) (
2
2
) (
0
3
) (
4
1
) (
3
3
)
consideremos la matriz:
X =
( −1 1 2 1
2 1 −1 1
)
∈M2x4.
X ∈ C(N, v; ≤), pues XS ≤ v(S) ∀S ∈ N . Sin embargo, ∃/ λ = (α, 1 − α) ∈ Λ2>
=
tal que el juego escalar ponderado correspondiente sea equilibrado, pues el juego escalar
ponderado tiene como funcio´n caracterı´stica:
S
{1}, {2}, {3}, {4}
{1, 3}, {2, 4}
{1, 2}, {3, 4}
{1, 2, 3}
{1, 2, 4}, {1, 3, 4}
{1, 4}, {2, 3} {2, 3, 4} N
λtv(S) 1 2 3− 3α 1 + 3α 3
y si consideramos la coleccio´n equilibrada formada por las coaliciones unitarias
β = {{1}, {2}, {3}, {4}}, con pesos de equilibrio unitarios comprobamos que:∑
S∈β
αSλ
tv(S) = 4 /<
=
3 = v(N),
y, por tanto, independientemente del peso λ que apliquemos, el juego equilibrado no puede
ser equilibrado.
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Terminamos esta seccio´n insistiendo en la mayor complejidad que presenta el modelo
vectorial. Para ello, recordemos que, por ejemplo, en el caso escalar, todo juego esencial de
suma constante tiene nu´cleo vacı´o. Sin embargo, esto no ocurre en el caso vectorial como se
pone de manifiesto en el siguiente ejemplo.
Ejemplo 3.5 Consideremos un juego de tres jugadores, N = {1, 2, 3}, y dos objetivos:
S {1} {2} {3} {1, 2} {1, 3} {2, 3} N
v(S)
(
2
2
) (
3
4
) (
4
1
) (
8
9
) (
9
6
) (
10
8
) (
12
10
)
Este juego es esencial pues ∑ni=1 v({i}) <= v(N) y de suma constante pues para cualquier
coalicio´n S, v(S) + v(S¯) = v(N).
Sin embargo, el nu´cleo de no dominancia del juego es no vacı´o porque la matriz:
X =
(
1 10 1
5 1 4
)
∈M2x3 ∈ C(N, v; ≤)
4 Conclusiones
La teorı´a de juegos multicriterio permite modelizar y analizar situaciones en las que se
presentan conflictos de intereses, no so´lo entre los jugadores sino tambie´n entre los distintos
criterios de cada jugador. De esta forma puede extenderse el estudio a un rango ma´s amplio
de situaciones conflictivas que las que analiza la teorı´a de juegos convencional.
Debido a la dificultad adicional que implica trabajar con mu´ltiples criterios, muchos de
los resultados de los juegos escalares pueden no ser va´lidos en el caso vectorial. Esta circuns-
tancia pone de manifiesto que la teorı´a de juegos multicriterio no es una generalizacio´n de la
teorı´a cla´sica, sino que los conceptos cla´sicos aparecen como casos particulares de los que
establecemos para juegos vectoriales.
El planteamiento multiobjetivo que se realiza en el desarrollo de esta teorı´a, hace innece-
sario definir funciones de pago que escalaricen los criterios. Esto representa una gran ventaja,
ya que la existencia de tales funciones impone ciertas restricciones a las estructura de prefe-
rencia de los jugadores. Por otra parte, el reciente avance de las herramientas propias de la
optimizacio´n multicriterio ha hecho tambie´n posible un avance significativo en el campo de
los juegos multicriterio.
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