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Abstract:
We discuss a tensor network formulation for relativistic lattice fermions. The Grass-
mann tensor is concretely defined with the auxiliary Grassmann fields which play a role of
bond degrees of freedom. This formulation is immediately applicable to any lattice theory
with only nearest neighbor interactions. We introduce a general formula to derive the
tensor network representation for lattice fermions, which is expressed by the singular value
decomposition for a given Dirac matrix. We also test this formulation numerically for the
free Wilson fermion.
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1 Introduction
Tensor renormalization group (TRG) is a promising computational approach to study the
lattice field theory. The dynamics of the theory can be investigated by the TRG mostly
in the thermodynamic limit without suffering from the negative sign problem since it does
not employ any stochastic process. The TRG was originally proposed by Levin and Nave
as a real space renormalization group for the two-dimensional Ising model [1]. Extensions
to fermionic systems were firstly discussed by Gu et al. [2, 3], and the Grassmann TRG
has been applied to many models such as the Schwinger model with and without θ term
[4–6], the Gross-Neveu model with finite density [7], and N = 1 Wess-Zumino model [8]. 1
These earlier works have verified that the TRG is also useful to evaluate the path integral
over the Grassmann variables.
In this paper, we introduce a different way from these studies to derive a tensor network
representation and to implement the Grassmann TRG. The tensor network is derived
with auxiliary Grassmann fields. As an advantage over the conventional tensor network
formulation, this method allows us to find a general formula, characterized by the singular
value decomposition for the Dirac matrix, to obtain the tensor network representation for
any lattice fermion theory with only nearest neighbor interactions.
This paper is organized as follows. In Sec. 2, we define a Grassmann tensor and its
contraction rule. We explain how to construct the tensor network with auxiliary Grassmann
fields in Sec. 3. To see the validity of the current formulation, numerical results for the
two-dimensional free Wilson fermion are provided in Sec. 4. Sec. 5 is devoted to summary
and outlook.
1See Refs. [9–12] for other related studies.
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2 Formalism of the Grassmann tensor
The variables ηi (i = 1, · · · , N) are single component Grassmann numbers which satisfy the
anti-commutation relation {ηi, ηj} = 0. We begin with defining a Grassmann tensor and its
contraction rule with single component index ηi. Then those with multi component index
Ψ = (η1, η2, · · · , ηN ) are defined by extending the single component case straightforwardly.
The Grassmann tensor T of rank N is defined as
Tη1η2···ηN =
1∑
i1=0
1∑
i2=0
· · ·
1∑
iN=0
Ti1i2···iN η
i1
1 η
i2
2 · · · ηiNN , (2.1)
where ηi are single component Grassmann numbers and Ti1i2···iN is referred to as a coeffi-
cient tensor, whose rank is also N , with complex entries. Fig. 1 (a) represents a Grassmann
tensor, where the external lines correspond to the indices ηi.
We consider a Grassmann contraction among Grassmann tensors. Let Aη1...ηN and
Bζ1...ζM be two Grassmann tensors of rank N and M , respectively. 2 The Grassmann con-
traction has an orientation which comes from the anti-commutation relation of Grassmann
variables. We define a Grassmann contraction from η1 to ζ1 as∫
dξ¯dξ e−ξ¯ξAξη2...ηNBξ¯ζ2...ζM . (2.2)
Eq. (2.2) itself is a Grassmann tensor, and the coefficient tensor of Eq.(2.2) is given by a
contraction of two coefficient tensors of A and B with some sign factors. One can consider
a contraction from ηi to ζj as a straightforward extension of Eq.(2.2) with keeping the
weight factor e−ξ¯ξ. In Fig. 1 (b), the Grassmann contraction is shown as a shared link with
the arrow. Note that
∫
dξ¯dξ e−ξ¯ξAξ¯η2...ηNBξζ2...ζM should be represented as Fig. 1 (b) with
the opposite arrow.
Let us now move on to the multi component case. For simplicity of explanation, we take
N = mK for Eq. (2.1). Then N Grassmann numbers ηn are divided into m component
variables Ψa (a = 1, · · · ,K) as Ψa = (η(a−1)m+1, η(a−1)m+2, · · · , ηam). The Grassmann
tensor Eq. (2.1) is also expressed as
TΨ1Ψ2···ΨK ≡ Tη1η2···ηN (2.3)
The rank of a Grassmann tensor should be carefully read from the dimension of indices
since both sides of Eq. (2.3) have the same rank. Fig. 2 (a) represents an example of
Grassmann tensor with multi component indices, where the external links shown as solid
lines correspond to the multi component indices Ψa. Other cases are straightforwardly
generalized from Eq.(2.3) which is the case of N = 4m and m component indices.
To define the Grassmann contraction with multi dimensional indices, we consider the
case of N = mK,M = mL in Eq.(2.2) for simplicity. The N and M rank tensors Aη1η2···ηN
and Bζ1ζ2···ζM are expressed asAΨ1Ψ2···ΨK and BΦ1Φ2···ΦL where Ψa and Φa arem component
2 We assume that either of A and B is a commutative tensor whose coefficient tensor Ti1i2···iN = 0 for
(i1 + i2 + · · · iN ) mod 2 = 1. In this case, Aη1...ηNBζ1...ζM = Bζ1...ζMAη1...ηN and Eq. (2.2) can also be
expressed as
∫
dξ¯dξ e−ξ¯ξBξ¯ζ2...ζMAξη2...ηN .
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Figure 1. Graphical representations of (a) Grassmann tensor Eq.(2.1) and (b) Grassmann con-
traction Eq. (2.2). The external lines specify uncontracted indices. The arrow in the internal line
represents a contracted direction from ξ to ξ¯.
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Figure 2. Graphical representations of (a) Grassmann tensor Eq.(2.3) and (b) Grassmann con-
traction Eq. (2.4). The external lines specify uncontracted multi component indices. The arrow in
the internal line represents a contracted direction from Ξ to Ξ¯.
indices defined as in Eq. (2.3). Then the Grassmann contraction is given for the multi
component case: ∫
dΞ¯dΞ e−Ξ¯ΞAΞΨ2...ΨKBΞ¯Φ2...ΦL (2.4)
where Ξ = (ξ1, ξ2, · · · , ξm), Ξ¯ = (ξ¯m, · · · , ξ¯2, ξ¯1) and
dΞ¯dΞ e−Ξ¯Ξ ≡
m∏
n=1
dξ¯ndξn e
−ξ¯nξn . (2.5)
The case of m = 1 reproduces Eq. (2.2). We should note that Ξ¯ contains ξ¯n in a reverse
order so that the coefficient tensor of Eq.(2.4) is simply given by a tensor contraction of
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coefficient tensors of A and B without extra sign factors. Fig. 2 (b) shows the Grassmann
contraction with multi component indices.
It is easy to define a Grassmann tensor network with these notations. Let Tn be
Grassmann tensors. Then the tensor network is defined by a product of T1T2 · · · where all
indices are contracted as Eq. (2.4).
3 Grassmann tensor network formulation for lattice fermions
We prove that the partition function of lattice fermion theory with nearest neighbor inter-
actions is expressed as a Grassmann tensor network. We assume that the theory has the
translational invariance on the lattice. The d-dimensional hypercubic lattice is defined by
a set of integer lattice sites Λ = {(x1, x2, · · · , xd) | xi ∈ Z for i = 1, 2, · · · , d} where the
lattice spacing a is set to a = 1. Although the proof is given for the infinite volume lattice,
one can easily extend it to the case of a finite volume lattice.
Consider lattice fermion fields ψan and ψ¯
a
n for n ∈ Λ where a runs from 1 to N , which
is the degree of freedom of the internal space such as the spinor or the flavor space. Then
the lattice fermion action is formally given by
S =
∑
n∈Λ
ψ¯n(Dψ)n (3.1)
where D is the Dirac operator acting on the femrion field as (Dψ)an =
∑
m∈Λ
∑N
b=1D
ab
nmψ
b
m.
We may consider that D takes a form of
Dabnm = W
abδnm +
d∑
µ=1
(Xµ)
abδn+µˆ,m +
d∑
µ=1
(Yµ)
abδn−µˆ,m (3.2)
without loss of generality. Xµ, Yµ,W are matrices with respect to the internal space. The
W term is an on-site interaction and the Xµ and Yµ terms are nearest neighbor interactions.
The partition function is defined as
Z =
∫ [
dψdψ¯
]
e−S (3.3)
where [dψdψ¯] =
∏
n∈Λ
∏N
a=1 dψ
a
ndψ¯
a
n with single component Grassmann measures dψ
a
n and
dψ¯an.
Let us firstly condier the term ψ¯nXµψn+µˆ in the action, dropping the spacetime index
n, µ in the following for simplicity. The SVD of Xab is given by Xab =
∑N
c=1 U
acσc(V †)cb
where σc ≥ 0 are singular values and U, V are unitary matrices. Then we have
ψ¯Xψ =
N∑
c=1
σcχ¯cχc (3.4)
where χ¯ = ψ¯U and χ = V †ψ. See Refs. [4–8] and the discussion in Ref. [13] for the similar
deformation. Using an identity,
e−σ
cχ¯cχc =
∫
dη¯cdηc exp [−η¯cηc + χ¯cη¯c + σcηcχc] , (3.5)
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we can easily show that
e−ψ¯nXµψn+µˆ
=
Kµ∏
c=1
∫
dη¯cn,µdη
c
n,µ exp
[
−η¯cn,µηcn,µ − (ψ¯nUXµ)cηcn,µ + (σXµ)cη¯cn,µ(V †Xµψn+µˆ)c
]
, (3.6)
where σXµ and UXµ , VXµ are singular values and singular vectors of Xµ. Here n, µ depen-
dences are explicitly shown. Similary,
e−ψ¯n+µYµψn
=
Lµ∏
c=1
∫
dζ¯cn,µdζ
c
n,µ exp
[
−ζ¯cn,µζcn,µ + (ψ¯n+µUYµ)cζ¯cn,µ + (σYµ)cζcn,µ(V †Yµψn)c
]
, (3.7)
where σYµ and UYµ , VYµ are singular values and singular vectors of Yµ.
Thus, we have
Z =
∫ [
dΨ¯dΨ
]
e−
∑
n∈Λ
∑d
µ=1 Ψ¯µ(n)Ψµ(n)
∏
n∈Λ
TΨ1(n)···Ψd(n)Ψ¯d(n−dˆ)···Ψ¯1(n−1ˆ) (3.8)
where
TΨ1···ΨdΨ¯d···Ψ¯1 =
∫ ( N∏
a=1
dψadψ¯a
)
exp
[−ψ¯Wψ]
× exp
 d∑
µ=1
Kµ∑
c=1
{
−(ψ¯UXµ)cηcµ + (σXµ)cη¯cµ(V †Xµψ)c
}
× exp
 d∑
µ=1
Lµ∑
c=1
{
(ψ¯nUYµ)
cζ¯cµ + (σYµ)
cζcµ(V
†
Yµ
ψn)
c
} , (3.9)
where Ψµ = (η
1
µ, · · · , ηKµµ , ζ1µ, · · · , ζLµµ ) and Ψ¯µ = (ζ¯Lµµ , · · · , ζ¯1µ, η¯Kµµ , · · · , η¯1µ). Note that T
is uniformly defined for the spacetime. It is easy to show Eq. (3.8) by inserting Eq. (3.9)
into it with identities Eq. (3.6) and Eq. (3.7). Fig. 3 shows Eq. (3.9) in three dimensions.
Eq. (3.8) is a Grassmann tensor network since a pair of Ψ(n) and Ψ¯(n) appears once in
Eq. (3.8) under
∏
n∈Λ and they are contracted with the weight e
−Ψ¯(n)Ψ(n). We denote
Eq. (3.8) as
Z = gTr
[∏
n∈Λ
TΨ1(n)···Ψd(n)Ψ¯d(n−dˆ)···Ψ¯1(n−1ˆ)
]
(3.10)
where gTr is defined as contractions of all possible pairs with the weight e−Ψ¯Ψ. 3 The
situation is quite similar with the tensor network representation for spin models, which
is denoted by tTr over tensor contractions on lattice. This tensor network formulation is
immediately applicable to any lattice model of relativistic fermions.
3We have assumed the periodic boundary condition.
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Figure 3. Graphical representations of Eq. (3.9) in three dimensions.
4 Grassmann tensor renormalization group
The current Grassmann tensor network can be evaluated by coarse-graining algorithms
with a truncation of degrees of freedom, such as the original Levin-Nave TRG [1] and
some variations of the TRG [14–17]. In this section, we consider the higher-order TRG
(HOTRG) [14] applicable to any dimensional lattices for a Grassmann tensor network.
(A) (B)
(C)
Grassmann
HOSVD
Grassmann
Contraction
Iteration
Figure 4. Schematic picture of the Grassmann HOTRG. (A) Grassmann tensor network in two
dimensions. (B) Grassmann isometries are inserted in the whole network. (C) Tensor network is
renormalized so that the lattice size is reduced by a factor of 2.
Let us consider a two dimensional case as an example. The Grassmann tensor network
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is made of a 4K-rank Grassmann tensor, which is identified as the Grassmann tensor
TXY Y¯ X¯ of rank four with respect to K component indices X, X¯, Y, Y¯ . Hereafter we count
the rank of a Grassmann tensor in terms of K component index. We assume that X and Y
live on the links (n, n+ µˆ) for µ = 1, 2, respectively and X¯ and Y¯ live on the links (n, n− µˆ)
for µ = 1, 2, respectively. In the initial Grassmann tensor network, K = N which is the
number of components in the original fermion field.
Fig. 4 schematically illustrates the algorithm of the current Grassmann HOTRG, which
employs the higher-order singular value decomposition (HOSVD) for the coefficient tensor
of
MX1X2Y Y¯ X¯2X¯1 =
∫
dΞ¯dΞ e−Ξ¯ΞTX2ΞY¯ X¯2TX1Y Ξ¯X¯1 . (4.1)
M is identified as a Grassmann tensor of rank 6, and the coefficient tensor M which is
read from Eq. (4.1) is given by a contraction of coefficient tensor T with some sign factors.
We can decompose M in a formal way,
MX1X2Y Y¯ X¯2X¯1 =
(
4∏
k=1
∫
dΞ¯kdΞk e
−Ξ¯kΞk
)
UAX1X2Ξ1UBY Ξ2UCY¯ Ξ3UDX¯2X¯1Ξ4SΞ¯4Ξ¯3Ξ¯2Ξ¯1 . (4.2)
This decomposition is referred to as the Grassmann HOSVD, which is equivalent to the
HOSVD for the coefficient tensor M . The Grassmann HOSVD gives us a Grassmann
isometry, ∫
dΦ¯dΦ e−Φ¯ΦUX¯2X¯1ΦUΦ¯X1X2 , (4.3)
which is inserted into the Grassmann tensor network to truncate the bond degrees of
freedom (Fig. 4(B)). U is chosen from UA and UD in Eq. (4.2), following the algorithm
of the HOTRG [14]. Formally, Φ and Φ¯ in Eq. (4.3) are (k + 1)-component Grassmann
numbers, where k is an integer such that 2k < D < 2k+1 with D the bond dimension.
However, a decimal numeral system defined in Ref. [18] (or see Appendix A) allows us just
to pick up D2 × D elements in the coefficient tensor in U . This is practically useful to
implement the current Grassmann HOTRG.
Then, the coarse-graining renormalization is accomplished by the Grassmann contrac-
tion,
T ′XY Y¯ X¯ =
(
2∏
i=1
∫
dΦ¯idΦi e
−Φ¯iΦi
∫
dΦ¯′idΦ
′
i e
−Φ¯′iΦ′i
)
UΦ¯2Φ¯1XMΦ1Φ2Y Y¯ Φ¯′2Φ¯′1UX¯Φ′1Φ′2 . (4.4)
Iterating the above procedure, we can evaluate Z by
Z =
∫
dX¯dXe−X¯X
∫
dY¯ dY e−Y¯ Y TXY Y¯ X¯ (4.5)
with the periodic boundary condition. 4
4If one imposes the anti-periodic boundary condition in 2-direction, the multi Grassmann number in T
on the link (n, n+ µˆ), say Y , should be replaced by −Y before carry out the integration in Eq. (4.5)
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We examine the above Grassmann HOTRG by benchmarking with the one-flavor col-
orless free Wilson fermion on a square lattice. We assume the anti-periodic boundary
condition in 2-direction. This free lattice fermion theory has been employed to test the
efficiency of conventional Grassmann TRGs [7, 9]. The initial tensor is given by Eq.(3.9)
derived as a formula in the previous section. The explicit form is shown in Appendix B.
Fig. 5 shows the free energy per site against the mass M on 2× 2 lattice with D = 16.
With the choice of D ≥ 16, the calculation by the current Grassmann HOTRG agrees with
the exact results up to the machine precision. This situation is completely same with the
conventional Grassmann HOTRG [9].
Fig. 6 plots the relative error of the free energy on 1024× 1024 lattice, defined by
δ =
∣∣∣∣ lnZ(L = 1024, D)− lnZexact(L = 1024)lnZexact(L = 1024)
∣∣∣∣ . (4.6)
It is confirmed that the current Grassmann HOTRG has achieved the same accuracy with
the conventional one both for massless and massive fermions. Hence, the current tensor
network formulation enables us to study the lattice fermion theory with the TRG approach.
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
M
1.0
2.0
3.0
4.0
5.0
ln
Z(
L=
2)
Exact
This work
Figure 5. Free energy density for the free Wilson fermions against the mass M on 2 × 2 lattice
with D = 16. It agrees with the exact values up to the machine precision.
5 Summary and outlook
A tensor network formulation for lattice fermions has been constructed, based on the intro-
duction of the auxiliary fermion fields. This formulation is immediately applicable to many
types of the lattice fermions with nearest neighbor interaction. We have also introduced a
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Ref. [9] (M=0)
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Figure 6. Relative error of the free energy on 1024× 1024 lattice as a function of D.
general formula to derive the tensor network representation for lattice fermions. We have
also implemented the Grassmann HOTRG, whose accuracy is exactly same with Ref. [9].
It is worth noting that the current formulation depends on the introduction of auxiliary
Grassmann fields both in spatial and temporal directions for the path integral Z. On the
other hand, the path integral is derived from Z = Tr(e−βHˆ) inserting a complete set
of coherent fermion states. This implies that a tensor network representation for lattice
fermions could be derived directly from Z = Tr(e−βHˆ). Fig. 7 shows a possible relationship
between the path integral, operator formalism and tensor network. This viewpoint would
be useful in establishing tensor network formulations not only for lattice fermions, but also
for scalar or gauge fields on lattice.
A Truncation technique
We introduce the singular value decomposition of a Grassmann tensor, which is equivalent
to the decomposition for the corresponding coefficient tensor. Let TΨΦ be a Grassmann
tensor whose rank is 2N . We represent the coefficient tensor of TΨΦ as 2N × 2N matrix
TIJ with I = (i1, · · · , iN ) and J = (iN+1, · · · , i2N ). Since the Grassmann parity of Tψφ is
even, TIJ takes a non-zero value if and only if
2N∑
k=1
ik mod 2 = 0 (A.1)
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Tensor network
Auxiliary Grassmann fields
in spatial and temporal directions
Inserting a complete set
in temporal direction
?
Figure 7. A possible relationship between the path integral, partition function and tensor network.
is satisfied. This condition allows us to obtain a block diagonal matrix representation for
TIJ . According to Ref. [18], we now define the following decimal numeral system,
I =
{∑2N
k=1 2
k−1ik (i2 + · · ·+ i2N mod 2 = 0)
1− i1 +
∑2N
k=2 2
k−1ik (i2 + · · ·+ i2N mod 2 = 1).
(A.2)
Thanks to this decimal numeral system, the parity of
∑2N
k=1 ik corresponds with that of I.
Applying this system for I and J in TIJ , one obtains the block diagonal matrix
T =
[
TE 0
0 TO
]
. (A.3)
The singular value decomposition for T is obtained from that for TE and TO,
TEIJ =
∑
K:even
UEIKσ
E
KV
E
JK , (A.4)
TOIJ =
∑
K:odd
UOIKσ
O
KV
O
JK . (A.5)
Picking up the largest D numbers of singular values and corresponding singular vectors, T
is approximated with a lower-rank matrix.
We apply the above technique for MM †, where M is the coefficient tensor in Eq. (4.1).
In Eq. (4.3), the Grassmann isometry defines new bond Grassmann numbers Φ and Φ¯. It
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is worth emphasizing that the parity of these Grassmann numbers correspond to the parity
of K in Eqs. (A.4) and (A.5). This property is significantly useful in developing the current
Grassmann HOTRG.
B Tensor network formulation for two-dimensional Wilson fermions
The Dirac matrix with the Wilson parameter r = 1 is given by
Dn,m = (M + 2)
[
δn,m 0
0 δn,m
]
− 1
2
[
δn,m+1ˆ + δn,m−1ˆ δn,m+1ˆ − δn,m−1ˆ
δn,m+1ˆ − δn,m−1ˆ δn,m+1ˆ + δn,m−1ˆ
]
−
[
δn,m+2ˆ 0
0 δn,m−2ˆ
]
.
(B.1)
Applying the singular value decomposition, we have
Dn,m = (M + 2)
[
δn,m 0
0 δn,m
]
+ U1
[
δn,m+1ˆ 0
0 δn,m−1ˆ
]
V †1 + U2
[
δn,m+2ˆ 0
0 δn,m−2ˆ
]
V †2 , (B.2)
where
U1 =
1√
2
[
−1 −1
−1 1
]
, U2 =
[
−1 0
0 −1
]
, (B.3)
and V †µ = −Uµ for µ = 1, 2. Following Eq. (3.9), the Grassmann tensor TΨ1Ψ2Ψ¯2Ψ¯1 with
the ordering Ψµ = (η
1
µ, η
2
µ) and Ψ¯µ = (η¯
2
µ, η¯
1
µ) for µ = 1, 2 is obtained immediately. One
finds
TΨ1Ψ2Ψ¯2Ψ¯1
= detDn,n
+
[
D11n,nU
21
1 (V
†
1 )
12 +D22n,nU
11
1 (V
†
1 )
11
]
η11 η¯
1
1 +
[
D11n,nU
22
1 (V
†
1 )
22 +D22n,nU
12
1 (V
†
1 )
21
]
η21 η¯
2
1
+D22n,nU
11
2 (V
†
2 )
11η12 η¯
1
2 +D
11
n,nU
22
2 (V
†
2 )
22η22 η¯
2
2
−
[
D11n,nU
22
1 (V
†
1 )
12 +D22n,nU
12
1 (V
†
1 )
11
]
η11η
2
1 +
[
D11n,nU
21
1 (V
†
1 )
22 +D22n,nU
11
1 (V
†
1 )
21
]
η¯21 η¯
1
1
−D11n,nU222 (V †1 )12η11η22 +D11n,nU211 (V †2 )22η¯22 η¯11
+D11n,nU
22
1 (V
†
2 )
22η21 η¯
2
2 +D
11
n,nU
22
2 (V
†
1 )
22η22 η¯
2
1
+D22n,nU
12
1 (V
†
2 )
11η21η
1
2 −D22n,nU112 (V †1 )21η¯12 η¯21
+D22n,nU
11
2 (V
†
1 )
11η11 η¯
1
2 +D
22
n,nU
11
1 (V
†
2 )
11η12 η¯
1
1
− [detU1η21 η¯11 + U111 U222 η22 η¯11 + U112 U211 η¯12 η¯11 + U121 U222 η21η22 + U112 U221 η21 η¯12 + detU2η22 η¯12]
×
[
detV †1 η
1
1 η¯
2
1 + (V
†
2 )
22(V †1 )
11η11 η¯
2
2 − (V †1 )12(V †2 )11η11η12
−(V †2 )22(V †1 )21η¯22 η¯21 + (V †1 )22(V †2 )11η12 η¯21 + detV †2 η12 η¯22
]
. (B.4)
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