Abstract-Privacy in multiple independent data publishing has attracted considerable research interest in recent years. Although each published data set poses a small privacy risk to individuals, recent studies show that this risk increases when different organizations have some common records and they publish their data sets independently without any coordination with each other. If an individual can be detected from disparate providers, the individual's privacy is compromised. This type of privacy breach is called composition attack. A few studies have done to mitigate this attack. However, none of them studies the risk against this attack from a single data set. Motivated by this gap, this paper uses a probabilistic model to estimate the risk against composition attack from a single data. Therefore, a publisher can predict the risk against composition attack of a data set prior to publication. To evaluate the effectiveness of our model we also perform empirical analysis to show that the estimated risk can give us the pattern of the real risk.
I. INTRODUCTION
The problem of privacy preserving data publishing has received a lot of attention in recent years. Data anonymization is one type of privacy preserving data publishing method that seeks to hide the identity of a record owner. The assumption is that though the identities of the data owners are hidden, still it is possible to perform data analysis on the sensitive information. All the multiple data publishing techniques are restricted to single publisher [12, 13, 20, 23] and do not support data publication from overlapping records from multiple independent publishers [6, 21, 24, 25] . Note that we use the word publication and publishing interchangeably. The situation of multiple independent data publishing is different than other data publishing techniques. Here the assumptions are; one publisher has no knowledge about the overlapping individuals' record with other publishers' data set and how other publishers are going to anonymize those records of overlapping individuals. Due to overlapping records, an adversary can collect different releases from different publishers and then perform intersection among those releases to reveal sensitive information of an individual. This type of attack is reported in [7] and known as composition attack. In this attack, an adversary follows the sensitive attribute to reveal sensitive information of a victim without precisely identifying victim's record. Table 1 : Original data set of (a) Hospital-A (b) Hospital-B Table 2 : Anonymous data set of (a) Hospital-A (b) Hospital-B
Manuscript
To illustrate the problem, let us assume that Hospital-A and Hospital-B releases Table-2(a) and Table-2(b) of the  original Table-1(a) and Table- 1(b), respectively. Alice's (22 years old female living in an area of zip code 5095) equivalence class (the groups of data in the published data set, that match with Alice's record) in both tables has only one common sensitive value; i.e., E. So, an adversary knowing the non-sensitive information (i.e. age, sex, zip code) of Alice and the fact that she has visited two hospitals can derive her sensitive value from both tables. Individually both anonymous data sets pose low privacy risk but collectively compromise the privacy of overlapping patients due to the composition attack. In other words, under the composition attack the independent anonymous releases cannot retain privacy. Some anonymization techniques are vulnerable to composition attack. Anonymization techniques [3, 4, 8, 9] are widely discussed in literature and well known schemes includes partitioning based approach [11, 13, 14, 15, 29] (achieved either by generalization or suppression) and perturbation based approach [5, 17, 18, 26] (mostly achieved by adding random noise). Basically, the techniques based on partition based approach are vulnerable to composition attack. Because, it publishes the sensitive values in its original form and it is possible to locate the small group where the individual's record resides. In this paper, we consider only the partition based schemas where generalization is applied for data anonymization. A little studies have done on composition attack. A few methods [1, 2, 7] have been designed to deal with composition attack, but none of them can handle it completely. Study in [7] shows that existing partition based anonymization approach cannot prevent individual privacy for this attack. Another study also shows that there is not a general solution to prevent the composition attack in a generalization-only publication scheme [1] . However, so far our knowledge no work has done to study risk associated with an anonymous data set. If it is possible to quantify that risk before publishing the data set, it may help the publishers to take action accordingly and that may reduce the privacy disclosure. Therefore, in this paper we will try to estimate the risk associated with an anonymous data set prior to publication. It is challenging to estimate the risk of composition attack when another data set is not available to a publisher or a publisher does not have knowledge about the overlapping individuals. A simulation of an anonymous data set from other publishers can be a solution here. If there is a such simulated data set then a publisher can use that (simulated data set) to estimate the risk associated with an anonymous version against composition attack. Therefore, the problem of estimating the risk of composition attack becomes a problem of simulating a data set from other publishers. Simulation of such a data set can be done by using the global statistics of a population from where the individuals' records are collected. Generally speaking, overlapping records occur in different publishers' data sets when those publishers are located at the same location or deal with individuals from the same population. In such case, we can assume that the collected data/records by different publishers should have more or less similar statistical information, as each data set is sampled from a common underline population. Therefore, a publisher can use the global statistics of that population or in worst case, can use the statistical information from his/her collected data set to simulate an anonymous data set from other publishers. Finally, the contributions of this paper can be summarized as follows:  So far our knowledge, this is the first work to deal with the risk associated with an anonymous data set against composition attack.
 We have shown a way to simulate an anonymous data set from other publishers where all publishers collect their data sets from a common underline population.
II. PRELIMINARIES
Let D={t_1,t_2,….,t_n} be a multi-set of records, where each record t_i represents the information of an individual i. Each record t_i = {id_i, q_i, s_i}, where id_i ID, q_i QID, and s_i S. ID represents unique identifiers, which is used to uniquely identify a record such as name or medicare card number. QID is a set of other attributes that can potentially identify a person, such as age, zip code and sex, and S is the set of sensitive value such as disease. The quasi-identifiers QID={q_1,q_2,…,q_m} consist of m attributes, each of which is associated with an attribute taxonomy.In a published data set, the attribute ID has been removed, QID attributes and sensitive attributes are kept in the published data sets. An adversary may use record linkage [22] between QID attributes and external information to link an individual's identity to their sensitive information. To avoid this disclosure, one frequently used solution is to replace the QID values with more general values from its taxonomy, so that the individuals in an equivalence class are indistinguishable and their sensitive values cannot be inferred with a high confidence. Some well known principles are k-anonymity [20] , l-diversity [13] , (alpha, k)-anonymity [23] and t-closeness [12] . Therefore, consider D * ={t`_1},t`_2,…,t`_n} be a published data set, where t`=q`_1,q`_2,…,q`_m,s} and q`_i is any value from the taxonomy of q_i.
Definition 1 (Equivalence Group) For an anonymous data set, an equivalence group is a multi-set of records/tuples in that data set having identical values in QID attributes. 
where |vul(E(D 1 *))| represents the total number of vulnerable equivalence group in D 1 *.
III. RISK ESTIMATION MODEL
In this section, we use the privacy model that was first proposed in [28] by Sarowar and et. al to anonymized a dataset to protect from composition attack. Let us consider that the original data sets D 1 and D 2 are samples from the large population Ω and the intersection of D 1 and D 2 are not empty. D 1 * and D 2 * are the anonymous version of them respectively. Another data set D 0 * is a hypothesized data set of D 2 *. All the data sets have same attribute domain. For simplicity of discussion, we further assume that the size of all data sets are same. We use the hypothesized data set D 0 * to simulate D 2 *. Consider, D 0 * is a random sample of Ω with record probability (Definition 5) P(t`), where t` is a record with sensitive value s.
Definition 5 (Record probability [29] ) We assume that attribute values and the sensitive value in a record are independent. P(q i ) and P(s) are the frequencies of value q i and sensitive value s in the population. The probability of a record t` = {q 1`, q 2` …, q m`, s}, denoted as P(t`), is assigned as the following.
For example, let us assume that P(15-30) = 0.15, P(male) = 0.5, and P(C) = 0.05 are obtained from the patient population. Let t` = {15-30, male, diabetes}. P(t`) = 0.00375. Note that the publisher's knowledge may include that a 40-60 male has higher probability of diabetes, say 0.02. Such knowledge can also be modeled. The independency assumption is used when we do not have other knowledge.
Definition 6 (Hypothesized data set) A hypothesized data set D 0 * is a data set which is created by using n random draws from the global population Ω, where n is the size of that data set and record probability P(t) of a record t represents its chance to be appeared in D 0 * in a random draw. Therefore, D 0 * = Collection of n random draws with record probability. According to [28] , P D0* ( E i (D 0 *),s Ɩ ) represent the probability that Ɩ different sensitive values will be common in equivalence group E i (D 0 *) and E i (D 1 *). Therefore, the vulnerable equivalence class can be defined as follows to calculate the risk of a data set against composition attack. Definition 7 (Vulnerable equivalence group 2) Given published data sets D 1 * and a hypothesized data set D 0 *, and the confidence level C of a publisher. An equivalence group E i (D 1 *) is vulnerable against composition attack when the probability of appearing Ɩ common sensitive values in E i (D 1 *) is less than publisher's confidence level C. Therefore, those equivalence groups are considered as vulnerable equivalence groups for which s Ɩ (P D0* ( E i (D 0 *),s Ɩ ) < C, where Ɩ represents a publisher's predefined protection parameter, and E i (D 1 *) and E i (D 0 *) are the equivalence groups of an individual i in D 1 * and D 0 *, respectively.Based on this framework, we can define the objective of this work. Given a data set D 1 *, has already been anonymized, the expected number of shared sensitive value Ɩ and publisher's confidence parameter C our objective is to find out percentage of equivalence groups that are vulnerable to composition attack when another similar anonymous data set will be available to an adversary.
IV. EXPERIMENTAL RESULT
In this section we describe our experimental study. The primary goal is to quantify the risk against composition attack of an anonymous data set. Although the earlier works study the severity of composition attack using both anonymous data sets (from different publishers who have records from overlapping individuals), to best of our knowledge, none of these works study the risk from a single anonymous data set. At the end of this section, we also present the result by using multiple anonymous data sets to validate our estimation. We use one of partition based anonymization techniques to demonstrate the risk of a composition attack: k-anonymity. For implementing k-anonymity we use the Mondrian multidimensional approach proposed in [11] . We performed experiments with real world data sets from the U.S. census Bureau (available at http://ipums.org). This data set consists of 600k tuples. From this data set we use five attributes: age, sex, education, race and birth place as quasi identifying attributes and the occupation attribute as the sensitive attribute. All QI attributes are discrete except age and education. The sizes of their domains are reported in Table 3 . We composed two disjoint data sets from that data set via random draws of 100,000 tuples and considered them as two independent group of data sets, say D 1 and D 2 , from different publishers. The remaining 300k tuples are used as an overlapping pool. We made five copies of each data set in each group and randomly inserted 1k, 2k, 3k, 4k and 5k tuples from the overlapping pool to the copies respectively yielding 5 sets of data of size 101k, 102k, 103k, 104k and 105k. We inserted those overlapping pools in two groups in such a way that each set of data sets of same size share overlapping tuples of 1k, 2k, 3k, 4k and 5k respectively. To estimate the risk of an anonymous data set against composition attack, in this experiment we use the data sets from one group of different sizes. All the data sets are anonymized by using Mondrain algorithm proposed in [11] and estimated privacy risk is measured on those anonymous data sets. Vulnerable equivalence groups are considered using Definition 7. Later on the risk on an anonymous data set is estimated by using Equation 1. Figure-1 shows the result of that estimated privacy. Figure-1 (a) is plotted with respect to different overlapping records for different equivalence group size and Figure-1(b) is plotted in the other way around. In Figure-1(a) , there is no fixed pattern of that privacy risk. Sometime it (privacy risk) increases and sometime decreases with increase in overlapping records and all other experiments (for different equivalence group size) also experience the same. We believe this is true. Because, when overlapping individual increase, the overlapping record can increase in any pattern (either the overlapped records in same group or different group). Therefore, if overlapping records are increasing in same equivalence group, which means in that group we have more common sensitive values, thus less chance of a successful composition attack.To measure the real privacy risk, we anonymize the both groups of data set and then composition attacks are conducted between all pairs of data sets with the same overlapping tuples. Vulnerable equivalence groups are considered using Definition 4. Later on the risk on an anonymous data set is estimated by using Equation 1. Figure-2 (a) and Figure-2(b) show the practical risk found with respect to different overlapping records and equivalence group sizes respectively. Here, we see the risk observed here are almost have same pattern as we have estimated from a single data set. Figure-3 shows the comparison of estimated and real privacy risk against composition attack. In Figure- 
V. CONCLUSION
This paper presents a model to estimate the risk associated with an anonymous data set prior to publication. We have provided a theoretical foundation to measure the risk. Furthermore, we have experimentally shown that our risk estimation model can capture the pattern of the risk against composition attack associated with an anonymous data set.
In this work, we consider that all attributes of a record are independent. However, a sensitive attribute such as disease is not independent from the non-sensitive attribute like age, sex and others. For example, female patient have higher chance to get breast cancer than male patient. However, we believe this assumption is a good starting point for a new approach to mitigate composition attack in multiple independent publication.
