Abstract|Jobshop scheduling problems are NP ?hard problems. The durations in the reality of manufacturing are often imprecise and the imprecision in data is very critical for the scheduling procedures. Therefore, the fuzzy approach, in the framework of the Dempster-Shafer theory, commands attention. The fuzzy numbers are considered as sets of possible probabilistic distributions. After a review of some issues concerning fuzzy numbers, we discuss the determination of a unique optimal solution of the problem and then we cast a metaheuristic (Simulated Annealing) to this particular framework for optimization.
I. Introduction
Among the problems of O.R., Machine Scheduling is one of those having a lot of applications. Unfortunately, there is a snag: a lot of scheduling problems are NP-hard 1]. Moreover, according to 2], the problem we are concerned with, Jobshop Scheduling, appears to be one of the most di cult of the NPhard. Thus, instead of investigating the use of`exact algorithms', it is often preferred to adopt`approximation algorithms' like heuristics and meta-heuristics 3]. Many authors have been concerned with Jobshop problems solved by meta-heuristics, (see e.g. 4; 5; 6; 2; 7; 8]).
The literature dealing with Jobshop Scheduling assumes all the time parameters (e.g. processing times) to be known exactly. This is a strong assumption which may cause severe di culties in the application of a schedule. The uncertainty in these parameters has received little attention (in 9; 10; 11], the authors used fuzzy numbers to model exible durations
Research supported by a grant of FNRS, the Belgian Science Foundation. Mathematics and O.R. Department, Facult e Polytechnique de Mons, Rue de Houdain, 9, 7000 Mons, BELGIUM. e-mail: fortemps@mathro.fpms.ac.be in Flowshop problems; see 12; 13] , for imprecise durations in Flowshop or Project Scheduling), although the imprecision in the duration is quite critical for the applicability of the solution found through either exact or approximate methods.
One approach is the stochastic one, where the durations are known through statistical distributions. The related approaches yield informations on the distributions of the makespan but do not allow to choose a sequencing which guarantees good performances for all possible realizations of the durations.
Most of the time, it is unrealistic to hope that a distribution of the processing times can be obtained and the best one can do is to estimate the interval to which they belong. In practice, managers seem to be able to approximate durations and to specify most and least possible values rather than to give exact and precise values. This leads naturally to fuzzy numbers and the Dempster-Shafer approach.
Fuzzy numbers are quantities arising from the fuzzy set theory of Zadeh 14] . They are useful to deal with imprecise data or possibilistic representation of values. For practical applications, three-level fuzzy numbers have been proposed, encoding most possible, acceptable and impossible values of time parameters.
In this paper, we consider a jobshop scheduling problem with imprecise durations. The Decision Maker's knowledge about the time durations is described by an imprecise probability distribution. According to the Dempster-Shafer's theory of evidence, the set of possible probability distributions is de ned by a fuzzy number. According to this probabilistic interpretation of fuzzy numbers, we choose the area compensation method to compare two fuzzy numbers. We address the methodological issues of obtaining the modify and extend the well-known`disjunctive graph' (see 15] , 16]) approach of jobshop scheduling to deal with fuzzy durations. Then, a Simulated Annealing technique is used to optimize a fuzzy criterion (the makespan), by reverting the orientation of some arcs in the disjunctive graph. Finally, experimental results are discussed and conclusions are formulated.
The main interest of the proposed approach is that the computed sequencing remains valid in all realizations of the operations durations. This sequencing is globally optimal, with respect to the imprecise probability distribution of the makespan.
II. The Jobshop problem with fuzzy duration A. The Jobshop Problem A set of tasks = fT 1 ; : : :; T n g have to be processed on a set of processors = fP 1 ; : : :; P m g. Each task T i consists in a chain of operations fO i1 ; : : :; O ik i g, each of which requires to be processed during an uninterrupted period of a given length on a given processor. Each machine can handle at most one operation at a time, no task may be processed by more than one processor at a time.
We call the set of all operations (N is the total number of operations). We introduce two functions 8O; Q 2 P(O) P(Q) (5) We call \solution" a feasible sequencing of the operations on the machines. For each solution, the choice of the earliest feasible date for the starting times s i with respect to the preceeding operations leads to a \schedule". The schedule is the best temporal realization of the sequencing.
B. Fuzzy Durations
As we said in the introduction, the jobshop scheduling problem has often been investigated but very few studies are concerned with uncertainty. In real life situations, some unexpected events may occur or the processing time may vary a lot. Therefore, classical approaches relying on precise data are disrupted.
Let us illustrate this by an example taken from a real industrial case in a chemical plant. Here, the processing is a chemical reaction of some components. The duration is not xed and varies according to a very large number of parameters, some of them being unknown. The reaction depends on the pressure, the temperature and the quality of the components. But it is impossible to control this dependence. Therefore, we need to model the uncertainties about those reaction times.
If we assume to have historic data about the reaction times, the stochastic approach can cope with this kind of problem. From the distribution of the processing times, we can compute the distribution of the makespan. But, such historical records are seldom available, especially because the plants try to diversify their products. Very often when the manager asks for an automatic treatment of the scheduling, he does not have enough information for using the stochastic approach. By the way, he also asks for an \optimal" makespan.
Those are the reasons why we turn to fuzzy numbers for the representation of the uncertainty in processing times. In the mathematical model (eq. 1{5), all the data and the unknowns have to be considered as uncertain and thus fuzzy. Also the makespan will be fuzzy. In our case, fuzzy numbers will be a kind of approximate probabilistic distribution and this approach will yield an \optimal" sequence. In other words, a deterministic sequencing of the operations on the machines will be determined, which has the \smallest" fuzzy makespan, according to a comparison principle relevant to the probabilistic interpretation of the fuzzy numbers.
In the next section, we brie y present some issues about fuzzy numbers, focusing on a 6-point fuzzy number type and a comparison method. These will be used in the sequel as we will be comparing some schedules according to their fuzzy makespan.
III. Fuzzy Sets | Fuzzy Numbers
Introduced by Zadeh 14] in 1965, the notion of \Fuzzy Set" is well-suited to cope with imprecise informations and consists in a generalization of the classical notion of set. For the latter, the \membership" of an element to a set is \crisp", i.e. true or false. For fuzzy sets, the membership does not need to be so crude and may be some degree of belonging.
Since the de nition of this new type of sets, a huge amount of scienti c work has been done (see e.g. 17 
We call this new set a fuzzy set, because the membership of an element x to this set is vague, imprecise. is a fuzzy number. We denote by FR the set of the fuzzy numbers of the real line R.
B. Dempster-Shafer's interpretation In the theory of evidence, a fuzzy number is considered as de ning a set of possible probability distributions for the related variable. On the fuzzy number M, two particular probability distributions are de ned. The rst one is called the cumulative possibility distribution (F ) and the second one is the cumulative necessity distribution (F ).
In gure 2, F is an upper bound to the admissible probability distributions for variable x, and F , a lower bound. All the distributions lying between those two bounds are admissible. Therefore, the fuzzy number is viewed as an imprecise probability distribution F.
C. Algebraic operations on fuzzy quantities
In order to work with fuzzy data, we have to de ne the elementary algebraic operations on fuzzy num- As shown below in this paper, we essentially need the sum and the max to compute the makespan of a given schedule. Because sum and max are isotonic functions, we can use Proposition 3 to compute the sum or the maximum of two fuzzy numbers. In general, this requires an in nite number of computations, because we have to evaluate two sums or two maxima for each value of 2 0; 1].
Besides the computational requirements, the Decision Maker is often unable to specify the graph of the membership functions. But, he can generally give some particular membership levels. Indeed we have to use fuzzy numbers, because of the uncertainty or the imprecision of the information. The same reason leads us to use fuzzy numbers which are not precisely speci ed. 2)The 6-point fuzzy numbers: In practice, it appears that general LR-fuzzy numbers are too di cult to tune to represent the knowledge of the DM, because he often only has informations such as \certainly possible", \certainly impossible" and \possible" values of a variable.
According to 21] and 13], a practical way of getting suitable membership functions is to adopt a piecewise linear fuzzy number pattern and to ask the DM to specify some intuitively well-de ned membership levels j , e.g.: = " : (x) " means that x has very poor chance of belonging to the set of possible values, i.e. the DM is willing to neglect the corresponding values.
In 13], the authors use = 0:6 and " = 0:1. In this paper, we assume that = 1 2 and " = 0. In 13], the authors decided to forget about the values with a membership degree less than ". For the same reason, we de ne the ignored values by a membership value equal to zero.
Between the 6 points, the membership function is approximated by straight lines. We represent a fuzzy number by 6 real values, which are the left limits of the ?level set for = "; ; 1 and the right limits of the ?level set for = 1; ; ". For example on gure 3, M = (1, 1.2, 2, 4, 4.6, 5). The 6 points will also be denoted m j for j 2 f1; : : :6g. We denote by FR 6 the set of 6-point real fuzzy numbers, FR 6 is a subset of FR.
3) Outline of some methodologies for obtaining 6-point numbers: We will use 6-point fuzzy numbers to represent our fuzzy durations, i.e. durations with uncertainties. Two main methodologies can be designed to obtain the possibility distribution of the fuzzy durations. Firstly, the following sentence is likely to be heard from a DM: \x is between a and b; sometimes, it can happen x is in the interval c; d]; but x can never be less than e or more than f." This sentence induces directly the description of the number M in Figure 3 .
A second way is to ask a sample of experts about the \possibility" to process the task in time x. If all agree, then x belongs to a; b]; if some of them (say agrees, then x is outside e; f].
These two methods are consistent with the use of fuzzy numbers and the Dempster-Shafer theory, trying to model the human knowledge about the durations and to approximate probability distributions. 4) Numerical approximation: In the computation, for the sake of simplicity and tractability, we approximate all results of algebraic operations on 6-point fuzzy numbers by a 6-point fuzzy number, computing the resulting 6 points according to Proposition 3. Let us de ne an approximation operator c, which is applied to the result of the algebraic operations.
8F : R R ! R (13) F(x; y) ; z (14) c : FR ! FR 6 (15) F(M; N) ; b F (M; N) = P (16) where P = F(M; N) for = 0; 1 2 ; 1 (17) and the membership function of P is piecewise linear between the 6 points. In other words, the cuts at = 0; 1 2 ; 1 of the exact result of the operation are used to build an approximation by linear interpolation. Therefore, we know that no approximation is done at these 6 points. As we only have informations in 6 points on the two operands, by such an approximation, we maintain all the informations we have.
It is obvious that the sum of two piecewise linear 6-point fuzzy numbers is a fuzzy number of the same form, because of the linearity of the addition. It is not the case for the other main operation we have to use, the maximum of two fuzzy numbers, which needs The same proof holds for the other parts of G. 2
E. Comparison of fuzzy numbers
Because we want to \optimize" our schedule according to a fuzzy makespan, we have to compare fuzzy numbers. There is a large amount of literature on the comparison of fuzzy numbers and various indices have been proposed (for a review of the topic, see 22; 23; 24] ).
The best known indices come from the possibility theory of Dubois and Prade 18] . Their indices model the possibility or the necessity for a fuzzy number to be smaller or greater than another. But they take always their value in the interval 0; 1] and often are unable to represent how much a number is less than another, especially when those numbers are disjoint.
In 25] and 26], a method is proposed for comparing fuzzy numbers based on the compensation of the areas determined by the membership functions. This method has a property which will be needed in the sequel: it allows to modelize a distance between two fuzzy numbers. The proposed method is related to the \mean value of a fuzzy number", as de ned in 27] in the framework of Dempster-Shafer theory. Because the fuzzy number is considered as de ning a set of possible probabilistic distributions, the mean value of this number is the set of the mean values computed according to all these probability distributions. Therefore, the mean value of a fuzzy number M is the interval M ; M ], where M is the mean value related to the cumulative possibilistic distribution F , and M is computed according to F (see gure 5) .
Assuming that all the values in the interval M ; M ] are equally likely as mean value for a probability distribution, a natural choice to defuzzify the fuzzy number is then to choose the gravity center of this interval:
M +M 2 . This choice corresponds to the area compensation procedure to compare fuzzy numbers; we describe it below. V (M; N) = f jm n g (21) The di erent areas are depicted on gure 6. In this gure, the degree to which M is greater than N is denoted by C(M N) and computed as
If C(M N) 0, we say that M N. The index C(M N) de nes a fuzzy preorder on FR and M N is a complete weak order (crisp relation) (see 25] and 26]).
In any case, this leads to an obvious comparison method based on the defuzzi cation of each number according to its \mean value": 
This allows to associate a crisp number (duration or date) | called \center" | to any fuzzy number (duration or date). F will be used in Section VI to defuzzify fuzzy durations. Therefore, to each problem with fuzzy durations, it helps to associate a problem with crisp durations.
Because we are able to relate a crisp duration F(D) to each imprecise one, D, one could think of solving the jobshop problem with crisp durations; but in general this approach doesn't give the correct result. In- The value of the makespan of a solution of the scheduling problem is given by the longest path length in the corresponding digraph. Finding an optimal feasible schedule is equivalent to nding an orientation E 0 of the arcs of E that minimizes the longest path length in the related digraph.
If we call ? A (u) (resp. ? E 0 (u)) the set of operations v for which there exists an arc u ! v in A (resp. in E 0 ), we need only two arithmetic operations 
The disjunctive graph appears to be an easy and well-suited model for the jobshop problem. In computations, only two arithmetic operators are needed and, for optimization, to move from a schedule to another is easily done by reverting some arcs of E 0 . We will see below (in Section V.C) that not all arcs may be reverted, if one wants to prevent the formation of cycles in the digraph.
What about the fuzzy durations ? If 
Because we want to have the fuzzy makespan involving all the 6 points of every duration, equations (25) (26) (27) are extended to work with fuzzy numbers. The algebraic operations needed (max and sum) are computed as proposed in III.C and III.D. For a xed sequencing of the operations, the makespan is equal to the length of the longest path. But in this case, the fuzzy makespan will have 6 de ning points that will in general be imposed by di erent longest paths.
If we want to compare such schedules with fuzzy durations and fuzzy makespan, we simply use the comparison method proposed in III.E.
V. Scheduling with Fuzzy Durations and
Meta-Heuristics
We are now able to compute jobshop schedules with fuzzy durations and to compare two schedules according to their fuzzy makespan. After a short discussion about \fuzzy optimization" and \optimization with fuzzy data", we present a meta-heuristic to optimize a jobshop schedule.
A. One crisp solution
Because we use 6-point fuzzy numbers all along the computation process, we have that the makespan is also a 6-point fuzzy number. Our aim is to nd a xed sequencing of the operations that gives the smallest fuzzy makespan.
Let us rst recall the distinction between sequencing and scheduling. The former is the prescribed order according to which the operations will follow each other on the machines. To each sequencing, a unique schedule is related, assuming the earliest feasible dates have been chosen to start the operations. The makespan of a schedule is the completion time of all the jobs. It is our claim that the sequencing should be crisp (i.e. involves clear and strict decisions) while the schedule can be fuzzy, because of the imprecision on the durations.
It should be possible to compute di erent \optimal"
solutions, for each extremity of each ?level, leading to 6 di erent sequencings of the operations. This procedure would consist in 6 independent optimizations under a crisp criterion and lead to 6 di erent sequencAnother way would be a fuzzy optimization of the problem involving all the level sets and would give a fuzzy solution. This fuzzy sequencing would include fuzzy alternatives, i.e. precedence decisions which are desirable to a certain degree; this is the main approach in fuzzy mathematical programming.
The DM has to take one and only one crisp decision; he may seldom use several decisions in parallel or implement fuzzy alternatives. That's the reason why the two previous approaches are not relevant. We need to restrict ourselves to a unique and crisp solution, a deterministic sequencing of the operations, which is feasible whatever are the durations. By \crisp solution", we mean that the constraints are respected for all the level sets. Thus, we have to optimize this problem under a fuzzy criterion in order to obtain a \unique optimal" sequencing.
The solution will be represented by a con guration of arcs E 0 and will be crisp. The schedule will be fuzzy, because the durations are imprecise. The starting dates s i will be chosen as small as possible for each level set, such that the operations are done as soon as possible. Therefore, all the dates (s i and e i ) will be fuzzy as well as the objective value. Because, we are able to compare fuzzy numbers, we can choose between two di erent solutions with respect to the fuzzy makespan of their schedule and use search techniques like Simulated Annealing, which involve pairwise comparisons of solutions.
B. Simulated Annealing
Because Simulated Annealing is quite well-known nowadays, we will not go into details here. We limit our presentation of S.A. to the skeleton of the algorithm (see gure 9) and the de nition of the di erent parameters. For further information, we refer the reader to 28] and 3].
In brief, S.A. is a local search algorithm which is not of the descent type; the algorithm moves from the current solution to a neighboring one which is drawn at random; all the improving moves are accepted; the other ones may be done according to a probability P, In gure 9, P 0 is the initial probability to accept a non improving move. Beta is the decreasing factor (or cooling factor), it is used to decrease the temperature of the simulated annealing in order to decrease the probability of accepting a bad move. NStep is the number of iterations at the same temperature. For the stopping criterion, we have TStop and NStop respectively linked with temperature evolution and the number of iterations since the last improvement to the current best solution X. By the end, X contains the best solution generated during the search.
C. De nition of the neighborhood: Reversal of some arcs in the disjunctive graph When we want to cast either S.A. to a particular problem, we have essentially to de ne the neighborhood of a solution: in other words, how can our metaheuristics go from a solution to another.
In our case, we restrict the search of S.A. to feasible solutions, i.e. feasible sequencings of the operations. Because we use the disjunctive graph approach, the search will move through the space E (see x IV) the set of arc con gurations such that the resulting digraph is acyclic. As we have seen before, minimizing the schedule makespan is equivalent to minimizing the longest path length of the digraph.
The algorithm is started from an initial solution obtained in the following way: we consider each task successively in an arbitrary order, we put their operations on the list of operations to the appropriate machine, always after the previous ones. This gives us a rst solution which is presumably very poor. The translation into an element of E is straightforward.
Then, in order to progress to other feasible sequencings, we have to revert the orientation of some arcs of E. Suppose we want to revert on a given machine sequence, the arc from operation B to operation C. This will lead from the sub-sequence I ! J ! K ! L to the sub-sequence I ! K ! J ! L, if, by this time, J = ? E 0(I) and L = ? E 0 (K) (i.e. J follows I on the appropriate machine and L follows K).
All arcs can not be reverted without introducing K, say J ! G ! ! H ! K, then after inversion of the arc J ! K, we will have K ! J and J ! G ! ! H ! K ! J is a cycle. Thus, we can only revert \only arcs", i.e.
arcs J ! K which are the only path from J to K.
Testing whether an arc is an \only arc" is time consuming: it requires to search through the whole digraph. Due to results proven in 16], it is possible to limit oneself to a subset of the \only arcs", called \critical arcs".
The \critical arcs" Three theorems are proven in 16] about \critical arcs" which are de ned as arcs on a longest path and related to machine disjunctive constraints.
First, because critical arcs are on a longest path, they are \only arcs". Obviously, if the arc J ! K is on a longest path, no other path may exist from J to K, otherwise the longest path would not go through the arc J ! K but through the other one.
Then, if we revert other \only arcs", we can't reduce the makespan, because the previous longest path will remain in the new solution and the new makespan will be greater or equal to the previous one.
Finally, the authors show that the moves consisting in reverting critical arcs allow to reach an optimal solution (wrt. makespan) from any other solution.
Thus, in the crisp case, we have to nd a path from the two dummy nodes 0 and N + 1, along which we will have, for all arcs J ! K, s K = e J . What about fuzzy durations ? In comparison with the crisp case, the following inequalities hold, as a consequence of (30): s j K e j J j = 1; : : :6
We consider that the arc J ! K is critical as soon as 9j 2 f1; : : :6g such that s j K = e j J . If equality holds for at least one of the 6 points de ning the starting date, there exists a possible value of the durations which makes this arc critical.
If J and I are predecessors of K, there can exist j 6 = j 0 such that s j K = e j J and s j 0 K = e j 0 I , namely two and I ! K. This will induce a larger number of critical arcs in the fuzzy case than in the crisp case. Apart from this slight di erence, all the results of 16] can be easily extended to the case of fuzzy durations.
VI. The Crisp Case as a Lower Bound to the Fuzzy Case
If, for a given problem with fuzzy durations, we transform it into a problem with crisp durations | each fuzzy duration D is replaced by the crisp value F(D) |, we obtain a crisp problem whose optimal solution gives a crisp lower bound to the fuzzy optimal makespan problem.
This can be shown very easily. If we look at the problem, speci ed by the equations (1{5), the makespan emerges from two kinds of operations: the sum and the max. Because of the linearity of the function F, 
VII. Graphics and Results

A. Graphical issues
In order to present a picture of a schedule with fuzzy durations, we have designed a new representation for the fuzzy numbers s i and e i , the fuzzy starting and ending times of operation i. If we represent the membership function associated with the dates of each operation in the classical manner, the representations will overlap and it will be di cult to learn something from the graphics, even when a moderate number of operations has to be gured.
Therefore, instead of plotting the left hand and the right hand parts of the membership function in the classical way (see gure 10 (above)), we plot them one above the other (see gure 10 (below)). With this kind of representation, no overlapping is possible between operations or even between the fuzzy starting and ending times of a given operation. An example of such representation if in gure 11, which represents the optimal schedule of a jobshop problem with fuzzy durations.
For each operation, its dates are fuzzy and not precisely de ned. But whatever the actual durations of remains valid and the fuzzy schedule always remains feasible as it encompasses all possible realizations of the durations.
B. Experimental Results
We have made extensive experiments with a fuzzication of the classical FT6 problem (6 machines, 6 tasks of 6 operations), designed by Fisher and Thompson 29]. As explained below, several other trials have been made with other classical test-problems ( 30] ) and the same conclusions are remarkably stable. In all our experiments, we kept the ready times equal to zero.
By fuzzi cation of a crisp problem, we mean random fuzzi cation of its data. For each crisp duration x, 3 points, y with = 0; 1 2 ; 1, are drawn uniformly at random in the interval 0:85x; x]. In order to build a 6-points fuzzy number Y whose center value F(Y ) is equal to x, the three remaining points,y , are chosen symmetrically w.r.t. x: Fig. 11 . Jobshop scheduling with fuzzy durations (FT6) . On the rst line at the top, the fuzzy makespan is drawn in the classical manner and its defuzzi ed value is written at the top left corner. The other rows show the sequencing of the operations on each machine as well as the fuzzy starting times. All the operations of the same task are plotted using the same level of grey.
have assumed to have 6-points fuzzy numbers, but it is possible to imagine more general shapes. The multiprocessor environment should be able to cope with the increase in computation time due to these fuzzy models for the durations.
\Optimal Solutions" First, let us recall that we obtain a unique solution which is valid for all the possible durations. Thus, the sequencing provided by the procedure is always applicable and requires no second stage optimization. By second stage, we mean a realtime rescheduling of the operations after each operation is completed and the actual duration is known. Nevertheless, such a second stage process remains possible.
For a short range of fuzziness, e.g. 30%, the optimal solution of a fuzzy problem appears to be one of the optimal sequencings of the related crisp problem. In this case, the bound (36) is very tight. For example, on gure 11 which represents the best schedule that was found for a fuzzi cation of FT6, the bound gives a value of 55 and the fuzzy makespan defuzzi ed by (23) Lawrence 31] . For each where generated with a range of fuzziness equal to 30%. Those problems were optimized by Simulated Annealing and the minimum, the mean and the maximum of the ten defuzzi ed optimal makespan are given in Table 1 It can be observed that the optimization of the fuzzy problem leads to the choice of the more robust solution among all the optimal solutions of the crisp problems. We obtain the sequencing which has the least perturbed and increased makespan.
Therefore, one idea could be to compute all the optimal solutions of the crisp problem and to check which one gives the best makespan in the fuzzy durations case. This procedure is neither feasible nor valuable for two main reasons. First, it is impossible to know a priori all the optimal solutions of the crisp problem and the procedure for obtaining them would be much more expensive than a direct optimization of the fuzzy problem. Secondly, it can be proven by a very simple example (see below) that the optimal sequencing of the fuzzy problem can be quite di erent from the optimal sequencing of the crisp case.
Let us consider a problem with 2 machines (M,N) and 2 tasks (A,B). Each task consists of 2 operations. For each operation, we give in Table 2 both a fuzzy duration (de ned by 6 numbers) and the corresponding crisp duration, which is related to the fuzzy one by mapping (23).
Two solutions (S1 { S2) are of interest (see Table 3 ). Table 3 . Two solutions of our example. (S1) gives the optimal schedule in the crisp case, while (S2) is optimal with the fuzzy durations.
(S1) leads to the optimal schedule for the case of crisp durations: its makespan is equal to 70, and the makespan for the other is 71. Nevertheless, S2 gives the optimal schedule for the case of fuzzy durations, its makespan has its center in 71 and the makespan of S1 is in 71.50.
Therefore, even if sometimes the results are similar to those of the problem with crisp durations, the optimization of a jobshop with fuzzy durations can not be reduced to a crisp problem.
Meta-heuristics Some remarks can be drawn, from studying the behaviour of the meta-heuristics. The best meta-heuristic we have tried (also for the crisp case) is the \S.A. procedure with strategic oscillation" proposed by Osman 32] . In contrast with the classical monotonically decreasing cooling schedule, temperature is rst decreased (more quickly). Then, repeatedly, as soon as progress becomes slow, temperature is reset to a higher value (e.g. to half the initial temperature of the previous reset) and cooled again.
This procedure allows to reach as good solutions as other cooling schedules with about the same computing e ort. A decisive advantage however is the following: if the procedure is stopped after a given amount of time, it appears to give better results than other classical cooling schedules.
Multi-criteria \optimization" Up to now in this paper, the optimization process has been conducted according to a unique criterion, namely minimizing the (fuzzy) makespan (more precisely, minimizing the value of its center). But, since this makespan is fuzzy, it is of high practical interest to compare two schedules also according to the uncertainty of their makespan. As a matter of fact, it could be advisable to prefer a slightly longer makespan (with a longer value of the \center" computed through (23)) but with a smaller spread, i.e. with less uncertainty in the nal completion time. So, we optimized with respect to a linear combination of those two criteria, where the spread is de ned as the length of the support (see gure 12). The neighborhood structure we use is dedicated to the optimization of the makespan and not of the spread. But, the procedure manages to solve the problem with this new criterion in a similar amount of time. Table 4 . Bicriteria optimization for a fuzzy FT6, with di erent weights ( ) for the spread.
For di erent values of the weight of the spread in the new objective function ( ), the makespan changes in the position of its \center" as well as in its \spread", (see Table 4 for some results on our fuzzi ed FT6 problem). The shape of the makespan is also di erent, from one value of to another. In gure 13, we can see the overall e ect of weight . Di erent optimal fuzzy makespans are plotted; they have been obtained with = 0:0 (a), 0:5 (b) and 1:0 (c) If we increase the in uence of the spread in the objective function, we get a higher makespan | compare a) and c). And probably, in this case, we will prefer makespan a). Meanwhile, if we compare a) and b), the spread of the latter is smaller than the spread of the former. But the increase in the makespan center value is not very critical, since the center of b) remains in the support of a). The right side of the two fuzzy numbers a) and b) are identical. Solution b) could be preferred in a \just-in-time" environment.
It should be noticed that some interesting solutions may not be obtained by a linear combination of the criteria. This phenomenon is well-known: the interesting solutions are the so-called \e cient" ones | i.e. non dominated | and among them, some can be obtained by the optimization of a single objective problem, where the criterion is a linear aggregation of the initial objectives. These solutions are called \sup-ported e cient solutions". But in multi-objective integer programming problems, other e cient solutions tained by such a procedure. This is a characteristic of multicriteria optimization problems with a nonconvex domain (e.g. involving boolean variables) and requires a special treatment. For some problems (e.g. assignment and knapsack), speci c procedures have been developed to catch them (see for example 33] and 34] for more details).
No procedure seems to be designed for multicriteria jobshop scheduling. The development of such algorithms is far beyond the scope of this paper and is independent of our problem: the study of jobshop scheduling with imprecise durations. Nevertheless, it is worthwhile to state this link between fuzzy optimization and multicriteria optimization and to call for further research in the latter domain.
In our fuzzi ed problem FT06, we have found a very interesting solution (see gure 13, solution d)) whose makespan center is 57.00 and whose spread is equal to 7.00. Obviously, this solution is not dominated by one from Table 4 , i.e. no solution of Table 4 is better than solution d) on both criteria. As a matter of fact, solution d) is e cient but not supported as can be seen from Figure 14 , where the solutions are plotted in the criteria space: the horizontal axis represents the value of the makespan, whilst on the vertical axis, the coordinate is the spread. In this gure, solution d) is above the line drawn between the supported e cient solutions and remains in the triangle of potentially e cient solutions.
VIII. Conclusion
We have developed a new framework to solve and optimize jobshop scheduling problems with uncertainties. This approach relies on fuzzy numbers as in the Dempster-Shafer theory: the processing times and the ready dates may be given with some uncertainty, but the precedence constraints between tasks must be strictly satis ed.
Therefore, we obtain a schedule which is \optimal" with respect to the fuzzy makespan and the adopted criterion for comparing fuzzy numbers. This schedule can be said fully exible, since it is able to cope with Methodologies to obtain the information related to the fuzzy data have been outlined. A new comparison method for fuzzy numbers has been introduced, as well as a new ranking function. The optimization process is achieved by using a meta-heuristic, called Simulated Annealing. A new representation for fuzzy numbers has been used to represent fuzzy data in a readable way. Finally, experimental results have been presented, for the makespan criterion as well as for a combined one, which mixes the value of the makespan center and its spread.
