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Summary
Image deconvolution is a long lasting linear inverse problem in image processing. How-
ever, the information of the blurring processing is often unknown or only partially known
in digital photography and many other imaging applications. A more practical problem is
then the so-called blind image deconvolution, which is about how to remove the blurring
effect from an input image without knowing the blurring process. Blind image deconvolu-
tion is a very challenging ill-posed nonlinear inverse problem. In recent years, owing to its
importance in practical applications, blind image deconvolution has drawn a lot of atten-
tion and raised many challenging questions in both mathematics and computation. This
dissertation aims at answering some fundamental questions in blind image deconvolution,
as well as developing state-of-the-art computational methods.
This dissertation consists of two parts. The first part focuses on the study of math-
ematical models and computational methods fundamental to blind image deconvolution.
The first question we addressed in this dissertation is of what mathematical functional a
clear image with sharp edges will correspond to the minimizer. Based on tight wavelet
frame and `1 norm related sparsity-prompting prior, in this dissertation we proposed a
new image prior for characterizing a clear image with sharp edges, that is, a clear image
with sharp edges should be very close to the minimizer of the ratio between the `1 norm
and the `2 norm of its tight wavelet frame coefficients. The analysis presented in this
dissertation shows that in the continuous case, a piecewise constant function indeed only
differs from the minimizer of the ratio functional by a small margin, which is determined
by the scale of the wavelet transform. The effectiveness of the proposed image functional
is demonstrated in the application of semi-blind image deconvolution.
Another important technical problem arising in blind image deconvolution addressed
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in this dissertation is how to suppress the error propagation in deconvolution in the pres-
ence of kernel error. A robust non-blind image deconvolution method was presented to
deal with the errors in kernel which could cause great ringing artifacts if not handled
properly. Instead of estimating the kernel error, which is of no less pain than blind decon-
volution, the proposed minimization model treats the residual term caused by the kernel
error as a single term and constrains it with a sparsity prior. In addition, a new boundary
extension scheme was incorporated in the proposed model to improve the results. The
experiments on both synthesized and real images showed the efficiency and robustness of
our algorithm to both the image noise and the model error in the blur kernel.
Based on the results and algorithms developed in the first part, the second part of
the dissertation is devoted to the development of practical image deblurring systems with
a particular attention on non-stationary blind motion deblurring. Two applications are
developed in this dissertation which aim at solving two types of non-stationary image de-
blurring problems caused by camera shake. One is the non-stationarity of motion blurring
caused by varying scene depth or non-in-plane-translation of the camera; and the other
one is the non-stationarity caused by the non-linearity of the camera response function.
For the first one, we proposed an efficient two-stage approach to remove spatially-varying
motion blurring from a single photo. There are three main components in our approach:
(i) a minimization method of estimating region-wise blur kernels by using both image
information and correlations among neighboring kernels, (ii) an interpolation scheme of
constructing pixel-wise blur matrix from region-wise blur kernels, and (iii) a non-blind
deblurring method robust to kernel errors. The experiments showed that the proposed
method outperformed the existing software based approaches on tested real images.
For motion blurring with non-linear camera response function, we developed a dual-
image approach using a single-shot mode available in commercial cameras: a high-
resolution image in JPEG format and a low-resolution image in RAW format. Compared
with other single-shot based approaches, the proposed one can reliably deblur images
with nonlinear CRF while keeping the same simplicity in the capturing mode. Compared
with other multi-shot methods, our approach is easier to use in practice and does not
require any image registration process. The experiments on tested real images showed




1.1 Mathematical Model of Image Blurring
Digital imaging has become more and more popular in our daily life. The image created
by various equipments, e.g., DSLR cameras, cellphone, reflects the amount of accumu-
lated photons recoded by the device sensor over the exposure time. In the ideal case the
sensor will record a single clear scene, leading to a clear image. If there is a relative mo-
tion between the camera and the scene during the exposure time, the resulting image will
look blurry as in Fig. 1.1, known as motion blurring in digital photography.
Mathematically, the image acquisition process can be written in an integral form, in
which each pixel in the recorded image J by the sensor is modeled as the integral of all







Figure 1.1: An illustration of blurry images with selected regions zoomed in.
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where x = (x, y)| denotes the image coordinate, I(·, t) 2 Rn1⇥n2 is the scene observed
at time t, N(·) 2 Rn1⇥n2 is the noise. If there is no pixel motion, I(·, t) will be the same
for I(·, 0) and the recored image J will be sharp and clear; otherwise, I(·, t) is related to
I(·, 0) by a pixel motion as following:
I(x, t) = I(x+ u(x, t), 0), (1.2)
where u(x, t) = (u(x, t), v(x, t))| denotes the motion of pixel x at time t.






I(x+ u(x, t), 0)dt+N(x). (1.3)







I(x+ u(x, ti), 0) +N(x). (1.4)
Note that in the above equation we may need to evaluate the image at arbitrary locations.
For this purpose, interpolation scheme, such as bilinear or bicubic interpolation, is a com-
mon technique to handle the sub-pixel issue. By denoting the interpolation coefficients as





























where I(·) = I(·, 0) for notation simplicity. Therefore, the matrix-vector form for a
general image blurring process can be expressed as
J = KI+N, (1.6)
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where n = n1 ⇥ n2, the matrix K 2 Rn⇥n denotes the blurring matrix, J 2 Rn, I 2 Rn
and N 2 Rn denote the vector form of blurry image, clear image, and image noise,
respectively. In other words, each pixel in the blurry image can be viewed as a weighted
summation of the pixels in the clear image, and the weights are represented in the rows of
K.
1.2 Stationary and Non-stationary Motion Blurring
In the previous section, we introduced the mathematical formulation for image blurring
based on pixel motion. Such pixel motion, generally speaking, can be driven by two
factors: the camera motion or the moving object in the scene. In this dissertation, we
will focus on the image blurring caused by camera motion which assumes the scene is
static during exposure time. In the following, we will give a more detailed introduction
specifically to blurring caused by camera motion.
1.2.1 Motion Blurring Caused by Camera Shake
Consider the pinhole camera model. Assume at time 0 the camera coordinate is consistent
with the world coordinate. Let the center of projection be the origin of a Eucilidean
coordinate system, and the plane Z = f is the image plane or focal plane. Under the
pinhole camera model, the pointX = (X, Y, Z)| in the world coordinate is projected to
x = (fX/Z, fY/Z)| (1.7)
in the image coordinate. Without loss of generality, we assume f = 1. Assume at time t
the camera position differs from that at time 0 by some rotation and translation, then the
same pointX will be written in the new camera coordinate as
Xt = RX + t = ZRx˜+ t,
where x˜ = (x, y, 1)| is the homogeneous coordinate of x,R 2 R3⇥3 is a rotation matrix,









8 Chapter 1. Introduction
where the subscript denotes the coordinate. For notational simplicity, let us rewrite the
equation (1.2) as
I(x, 0) = I(x+ u(x, t), t), (1.8)
where u(x, t) = (u(x, t), v(x, t))| is the relative motion between time 0 and t of pixel x.
Therefore, the relative motion in (1.8) will be(
u(x, t) = (ZRx˜)x+tx(ZRx˜)z+tz   x;
v(x, t) = (ZRx˜)y+ty(ZRx˜)z+tz   y.
(1.9)
It is noted that if u is the same for all the image pixels x,then the motion blurring is
called stationary; otherwise, it is non-stationary.
1.2.2 Stationary Motion Blurring
To make the motion blurring stationary, the expression for u and v in (1.9) must be the





Indeed, in this case, the expression for the relative motion in (1.9) is reduced to(
u(x, t) = tx/Z
v(x, t) = ty/Z
, (1.11)
which are irrelevant to the location x. In other words, the motion blurring is stationary if
(a) the scene is a plane with constant scene depth and (b) the camera motion is a pure in-
plane translation parallel to the scene plane. Therefore, the weight coefficients k(x0;x) in
(1.5) will be uniform for all x and such blurring process is conveniently expressed using
a convolution model:
J = K ⌦ I +N, (1.12)
where K denotes the blur kernel, ⌦ denotes the discrete convolution operator defined as





K[x  x0, y   y0] · I[x0, y0]. (1.13)
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(a) (b) (c)
Figure 1.2: An illustration of the blurry image, clear image, and the convolution kernel.
(a): Blurry image; (b): Clear image; (c): convolution kernel. Figures are taken from [59].
Written in the matrix-vector form, the convolution matrix can be represented as a circular
matrix if assuming circular boundary conditions:
K =
0BBBBBBB@
k0 kn 1 · · · k2 k1
k1 k0 kn 1 k2
... k1 k0
. . . ...
kn 2
. . . . . . kn 1
kn 1 kn 2 · · · k1 k0
1CCCCCCCA .
Notice that each row of K is corresponding to the same filter, up to a spatial shift. In
Fig. 1.2, we give an illustration of the blurry image, clear image, and its blurring kernel.
1.2.3 Non-stationary Motion Blurring
On the contrary, if camera rotation or camera translation along the optical axis is allowed,
or the scene depth is not a constant for all image pixels, the image blurring process will
be non-stationary. As one can tell from zoomed regions in Fig. 1.1, different regions in
the blurry image indeed suffer from blurring effect to different extent. In this case, the
convolution model will be invalid and we have to go back to the general model (1.6). In
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this case, the blurring matrix is generally represented as
K =
0BBBBBBB@
k0,0 k0,n 1 · · · k0,2 k0,1
k1,1 k1,0 k1,n 1 k1,2
... k2,1 k2,0
. . . ...
kn 2,n 2
. . . . . . kn 2,n 1
kn 1,n 1 kn 1,n 2 · · · kn 1,1 kn 1,0
1CCCCCCCA .
Compared with the convolution model, where each row ofK corresponds to the same low-
pass filter up to a spatial shift, each row of the general blurring matrixK may correspond
to different low-pass filters, implying the different blurring effect in different regions.
Image deblurring is then about how to estimate the clear image I from the given blurry
observation J. There are two tightly coupled sub-problems: (a) estimating the blurring
matrix K and (b) estimating the clear image I using the estimated blurring matrix K.
Existing image deblurring methods can thus be classified into two categories: non-blind
image deblurring that only solves the second sub-problem and blind image deblurring
that jointly addresses the above two sub-problems. In the following section, we will give
a brief review of existing blind image deblurring methods in the literature.
1.3 Blind Image Deblurring
As the information loss both in the blurring matrix K and the latent clear image I, blind
image deblurring is a very challenging problem. In recent years, there has been great pro-
gresses on this topic. In the following, we will introduce the most related stationary/non-
stationary blind deblurring techniques.
1.3.1 Stationary Blind Image Deblurring
To reduce the complexity of the problem, early work assumes a prior parametric form of
the blur kernelK, such as the linear model in [71]. While greatly reducing the parameter
number needed to estimate, such parametric models are often over-simplified for practical
motion blurring. To make a more general assumption, some probabilistic priors, such as
heavy tailed distribution in [39, 52, 56], on the edges of a clear image were assumed to
derive the blur kernel from a single image.
Alternatively, blind deblurring can be formulated as a joint minimization problem by
1.3 Blind Image Deblurring 11
adding certain regularizations on both the kernel K and the image I:
min
I,K
 (K ⌦ I   J) + 1(I) + 2(K), (1.14)
where   is the fidelity term dependent on the nature of image noise,  1 and  2 are the
regularization terms that enforce certain priors on latent clear image I and the blurring
kernel K, respectively. Early work relies on the smooth constraint for both the image
and the kernel, e.g., the so-called Tikhonov regularization [93] uses squared `2 norm of
derivatives of image and kernel as the regularization term. The total variation (TV) along
with variations (e.g., [17, 19, 80, 92]) is another popular choice to regularize the clear
image, the blur kernel, or both of them . The normalized TV of images is used in [33]
for more accurately regularizing images with sharp edges. Sparsity-based priors have
also gained their popularity in recent years. Such techniques usually enforce the sparsity
priors of coefficients for both the image and kernel. As most images and kernels are
compressible signals, such sparsity priors assume most of the coefficients are zero or close
to zero under certain transform domain. Impressive results were reported in [13] which
uses the `1 norm of coefficients under the tight framelet transform as the regularization
term.
Besides, the direct method is also a choice which estimates the blur kernel based on the
edge information. Jia in [50] recovered the blur kernel based on the alpha matte estimated
with the help of user selected edges. In [47] Ji et al. introduced a hybrid Fourier-Radon
transform to estimate linear motion blurring kernel based on the spectral analysis of image
gradients. Similar work is done in [23] to handle the 2D blurring kernel by analyzing the
image edge and constructing the Randon transform of the kernel.
1.3.2 Non-stationary Blind Image Deblurring
Compared with the stationary one, there has been relatively little work on non-stationary
blind motion deblurring. Some existing approaches either use additional information
source such as alpha map in [28] or require user interactions for camera motion cues
(e.g., [81]). The approach proposed in [56] is used to remove non-stationary motion blur-
ring by segmenting the image into several areas with different motion blurring effects and
then individually deblurring each region. A multi-frame patch-based deblurring approach
is developed in [45] to deblur images with spatially varying motion blurring effects.
12 Chapter 1. Introduction
Instead of direct estimation of the non-stationary blur kernels, another promising ap-
proach to non-stationary blind motion deblurring is to recover the camera motion from
which the blur kernels are then derived. Whyte et al. [90] proposed a 3-dimensional rota-
tional camera motion model to handle the spatially varying motion blur. Gupta et al. [44]
introduced the motion density function to represent a a different set of 3D camera motions
(in-plane rotation and translations) and assume there is no significant depth variableness
of the scene. Then the spatially varying kernel function is derived from the estimated
motion density function. Hirsch et al. [45] combined the ideas of camera motion model
and multi-frame patch-based deblurring approach and developed an efficient algorithm
for blur removal.
1.4 The Purpose and Contributions of the Dissertation
The main contribution of this dissertation is twofold. Firstly, we proposed several new
mathematical models and methods for image deconvolution, which play a fundamen-
tal role in blind deconvolution, especially for non-stationary blind image deconvolution.
Secondly, based on these tools, we developed two powerful non-stationary blind image
deconvolution methods: one is to remove the blurring effect caused by the camera shake
which is not restricted to parallel translation and possibly with a depth-varying scene; the
other takes into consideration of the nonlinearity of Camera Response Function(CRF),
which is another reason for the non-stationary effect of motion blurring. In the next, we
give a more detailed discussion on these results.
1.4.1 NewMathematical Regularization and Numerical Methods for
Blind Deconvolution
A Better Regularization for Blind Image Deconvolution
Due to the information loss both in the blurring matrix and latent clear image, blind image
deblurring is indeed a very difficult problem. Various deblurring techniques have been
proposed to obtain a good estimate of the latent clear image. However, almost all the
techniques will face the same problem: How to characterize a clear image well? Take the
convolution model for example. Suppose we have certain characterization of the clear im-
age. Then the most straightforward, and maybe the most reasonable, approach should be
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to search all possible kernels for the one which gives a clear image fitting best of our char-
acterization. Furthermore, we should note that one of the main challenges is then about
how to overcome the ambiguities existing between the true image I and the convolution
kernel K. Taking the image blurred by a Gaussian blur kernel K 2 = 1p2⇡  exp( x
2+y2
2 2 )
for example. We have J = K 2 ⌦ I and noticed thatK 21 ⌦K 22 = K 21+ 22 . Then, all the
following pairs (I⇤, K⇤) are the solutions of the bilinear system (1.12):
(I⇤, K⇤) = (K 2 t2 ⌦ I,Kt2), for any t 2 R.
In other words, without additional constraints, the solution I⇤ from (1.12) could be either
under-deblurred with I⇤ = K 2 t2⌦I, t <  ; or over-deblurred with I⇤ = K 2 t2⌦I, t >
 .
A desired image regularization in the blind image deblurring method should be able
to reject all these images K 2 t2 ⌦ I with t 6=  . However, most existing regularizations
on images, including both TV based regularization (I) = k Ik1 and wavelet-based reg-
ularization  (I) = kWIk1, can only reject those over-deblurred results K 2 t2 ⌦ I with
t >   but not under-deblurred results K 2 t2 ⌦ I with t <  . In other words, the true
image with sharp edges is not corresponding to the minimum point of the cost function
 (I). To avoid converging to such an under-deblurred solution, one then has to imple-
ment some additional regularization on blur kernels to maximize the width of blur kernel.
However, such ad-hoc approaches require rigorous tune-up on regularization parameter
to obtain the correct result, and the optimal parameter value varies with different types of
images and different blurring degrees.
Motivated by the above observations, Chapter 3 aims at developing a new image prior
for blind image deblurring such that the minimum point of the corresponding cost function
is exactly the sharp image we are seeking for. Such an image prior will greatly help
the development of new blind deblurring methods that do not need additional ad-hoc
constraints on blur kernel and do not need much parameter tune-up. A new sparsity-
based image prior under wavelet tight frame is introduced in Chapter 3. It is empirically
observed that the resulting cost function  (I) indeed achieves its minimum value exactly
at sharp images. A mathematical proof is established in the case of piecewise constant
signal. To demonstrate the power of such a new image prior, we developed a fast two-
stage method for solving semi-blind image deblurring problems with respect to various
types of blur kernels. The experiments showed the proposed two-stage method performed
much better than existing methods on tested data sets.
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(a) (b) (c) (d)
Figure 1.3: The illustration of TV-norm and kWIk1 for both over- and under- deblurring
results. (a): true image; (b): blurry image blurred by Gaussian blur kernel with   = 2; (c):
graph of TV-norm of deblurring results using kernel with different variance; (d): graph of
kWIk1 of deblurring results using kernel with different variance. Images are deblurred
using Wiener filter.
A Better Non-blind Deconvolution Method for Blind Deblurring
Non-blind image deblurring plays a crucial role in blind image deblurring. Most of the
existing non-blind deblurring methods, however, assume the blurring kernel or matrix
provided is free of error. Several issues may cast doubt on the validity of such assump-
tion. Due to the complex nature of the practical blurring process, the priors used for
constraining kernels may not characterize the practical ones very accurately. As a result,
the accuracy of the estimated blur kernels varies with different data sets. Another issue
is that the convolution model (1.12) is often over-simplified for many practical motion
blurring images. As we mentioned earlier, such simplification holds true only when the
camera translates along the image plane and the scene is nearly flat and parallel to the im-
age plane. However, it is shown in [57] [90] that the motion blur caused by camera shake
often involves camera rotation which leads to different movements for different scene
points. Moreover, the assumption that the scene is nearly parallel to the image plane is
often not satisfied in practice.
Without considering the error between the true blurring matrix and the approximation
convolution kernel, strong ringing artifacts can be introduced as nonblind image deblur-
ring methods are indeed very sensitive to even a small amount of perturbations on the
blurring matrix, see Fig. 1.4. Therefore, the sensitivity of the deblurring methods to the
error in the blurring matrix should be addressed when developing practical image deblur-
ring methods. In other words, the desired nonblind image deblurring method should be
robust to not only the image noise, but also the error in the blurring matrix. In Chapter 4, a
new regularization-based approach is proposed to solve the following errors-in-variables
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(a) (b)
(c) (d)
Figure 1.4: Illustration of the sensitivity of deblurring method to kernel error and noise.
(a): original image; (b): image blurred by the horizontal linear motion kernel of length 10
pixels; (c): result of deblurring using the RL method for the blurred image shown in (b)
further corrupted by Gaussian white noise with variance   = 2; (d): deblurring result of
the RL method for the blurred image shown in (b) using the erroneous horizontal kernel
of length 12 pixels.
(EIV) version of (1.6) as follows:
J = (K   K)I+N, (1.15)
where  K is the model error inK. The proposed minimization is convex and can be effi-
ciently solved by the so-called accelerated proximal gradient (APG) method with mathe-
matically guaranteed fast convergence.
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1.4.2 Non-stationary Blind Image Deconvolution
A Two Stage Method for Non-stationary Blind Image Deblurring
As we discussed earlier, non-stationary image deblurring is the core problem in image de-
blurring. The available methods under this problem have both their own advantages and
disadvantages. The methods proposed by Whyte et al. [90] and Gupta et al. [44] effec-
tively reduce the dimension of the space of spatially varying kernels by only considering
a subset of all possible 3D camera motions. Then the pixel-wise spatially varying blurring
model can be derived from the estimated camera motion. Impressive results are reported
in both [90] and [44] for sufficiently long focal lengths. But at short focal lengths, the
results of these two methods are not very satisfactory owing to the large errors when
approximating the actual camera motion using their camera motion models.
The direct motion deblurring methods proposed by [55] takes a region-wise convolu-
tion model and removes blurring in each region separately. There are several limitations
in the method by Levin [55]. One is the poor handling of boundaries between areas with
different blur kernels; and the other is the instability of local kernel estimation due to the
lack of sufficient image details in some local regions. As a result, the visual quality of the
results from [55] is not as good as that from [90] and [44]. However, the direct method
is still an attractive approach since it is not restricted to any particular type of camera
motions.
Thus in the Chapter 5, we take a new direct deblurring approach to non-stationary
blind motion deblurring which does not have the limitations existing in the existing ap-
proaches.
Deblurring with Nonlinear Camera Response Function
Except for the non-parallel movement between the camera and the scene, nonlinear cam-
era response function (CRF) also contributes to the non-stationary property of image blur-
ring process. Noticed that in the image acquisition process, what the image sensor records
in real image is the scene radiance which is then converted to image intensity stored in
the camera storage through the so-called camera response function (CRF). In other words,
the motion-blur effect indeed happens in the domain of scene radiance. A more accurate
model based on the convolution model (1.12) should be
J = f(K ⌦ E +N) and I = f E , (1.16)
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Figure 1.5: Illustration of the non-linearity of CRFs. Curves of 201 CRFs are plotted using
database provided by [43].
or equivalently J = f
 
K ⌦ f 1(I) +N  where I is the desired sharp image and J is its
blurred version, E is the scene radiance, K is the blur kernel and N is noise.
The convolution model (1.12) used by most existing approaches is consistent with
the true blur model (1.16) only if the CRF is close to a linear function. However, such
an assumption does not hold true for a wide range of images. See Fig. 1.5 for a visual
illustration of about 200 CRF curves from Grossberg et al. [43] from common brands
of films, CCDs and digital cameras. Clearly, most CRF curves are nonlinear. There are
many factors contributing to the non-linearity of CRF, including image compression, low
dynamic range and so on. Recovering the CRF of a real picture usually requires some
complex radiometric calibration technique (see e.g., [31, 61]). It is pointed in [22, 54]
that the non-linearity of the CRF will make a stationary convolution process behave like a
non-stationary convolution process, which results in noticeable error in kernel estimation.
Therefore Chapter 6 aims at developing a hybrid single-shot based approach for si-
multaneous CRF estimation and image deblurring. The basic idea is capturing the scene
using a single-shot mode which stores the image in two formats: a high-resolution (HR)
image in JPEG format and a low-resolution (LR) image in RAW format. Such a hy-
brid single-shot mode has been supported in many existing commercial DSLR cameras.1
Such function is added by the vendors to avoid the excessive storage usage and low burst
rate when using high-resolution RAW file. Notice that the information provided in LR
RAW files and in HR JPEG files has a certain degree of complementation. The LR RAW
file contains the radiometric characteristics of the scene with minimal post-processes but
1For example, Canon 7D, 5D mark II, III, and 1Ds Mark III.
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misses many image details due to lower resolution; the HR JPEG file contains much more
details but losses the radiometric information due to many post-processes are applied.
Thus, such a complementary pair gives us rich information to deal with blind deblurring
for images with non-linear CRF. Compared with other existing deblurring methods that
take into account the effect of CRF, our proposed approach has several attractive proper-
ties:
1. The single-shot mode of our approach is available in many digital cameras and has
the same simplicity as the one used by other single-image based methods.
2. The burst rate of our approach is much higher than the one using the full high-
resolution RAW file, as only a very low-resolution RAW file (e.g., 14 ⇥ 14 size of HR
JPEG file) is stored.
3. Our approach does not require any image registration process as other multi-shots
based approaches do.
4. The implementation of our approach is simple, and its performance is consistent
and stable.
In summary, we proposed in the Chapter 6 a blind deblurring approach for images with
nonlinear CRF using a single-shot mode: an image in high-resolution JPEG format and
an image in low-resolution RAW format.
