A general family of tracking algorithms for linear r e gression models is studied. It includes the familiar LMS (gradient approach), RLS (recursive least squares) and I<F (Kalman filter) based estimators. The exact expressions for the quality of the obtained estimates are complicated. Approximate, and easyto-use, expressions for the covariance matrix of the parameter tracking error are developed. These are applicable over the whole time interval, including the transient. Moreover, the approximation error can be explicitly calculated.
Introduction
Racking is the key factor in adaptive algorithms of all kinds. We shall in this contribution study the special case where the underlying model is a linear regression, i.e., the observations are related by
Here yk is an observation made at time k, and is a d-dimensional vector, that is known at time k, v k represents a disturbance and the parameter vector e k describes how the components of p k relate to the observation yk. It is the objective to estimate the vector e k from measurements {yt, pt, t 5 k}.
Many technical problem formulations fit the structure
(1) by choosing p k and yk appropriately. See, among many references, for example, [ll] and [14] .
In order to come up with good algorithms for estimating e k , it is natural to introduce some assumptions about the time-variation of this parameter vector. In (2) where undefined variable.
is a s d i n g constant and wk is an as yet
The tracking algorithms will provide us with an estimate ek = ek(yk,cpk,ek) (3) where superscript denotes the whole time history: yk = {YO,Yl,-Yk)r etc.
A prime question concerns of course the quality of such an estimate. We shall evaluate the quality in terms of the covariance matrix of the tracking error This covariance matrix will be denoted by no, = E[5&] ( 
5)
where expectation will be taken over all relevant stochastic variables. A precise definition will be given later.
An exact expression for II; will be very complicated -except in some trivial cases -and it will not be possible to derive it explicitly in closed form. However, the practical importance of having good tracking algorithms and estimates of their quality still makes it vital to be able to work with no,. The current paper has the ambition to give a general result that subsumes and extends most of the earlier results. 
This case is one -essentially the only one -where a simple exact expression for l T : can be calculated.
Straightforward calculations give
Squaring and taking expectations gives II2+1 = (1-2pR,+p2%)nX+p2R,R,+r2Qw. (8) This is a linear timeinvariant difference equation for II;, and can be explicitly solved. In particular, if
the solution of ( 8 ) will converge to n* with In more general cases we have to deal with dependence among { p k } , and that is actually a t the root of the problem. Generally speaking, if { v k } are weakly dependent, so should O k and (~k be, provided that
6, in (3) depends to a small extent on the "latest" cpk, i.e. if the adaptation rate (p an the example) is small and the error equation ((7) in the example) is stable.
The extra term caused by the dependence in the equation corresponding to (8) The bottom line of the analysis is a result of the character where a ( p ) -+ 0 as p 4 0, and p is a measure of the adaptation rate in the algorithm, f I k obeys a simple linear, deterministic, difference equation (like (8) without the term p2R4).
The point with a result of the character (10) is, clearly, that we can arbitrarily well approximate the actual tracking error covariance matrix with a simple expression that can be easily evaluated and analyzed. The-essence of this paper does not lie in the expression for I I k itself -it is not difficult to conjecture that such an approximation should be reasonable. Our contribution is rather to establish the connection in the explicit fashion (10) for a wide family of the most common tracking algorithms. One important step in achieving such results is to first establish that the underlying algorithm is exponentially stable. This is a major problem in itself, and the paper [4] is devoted to this step, for the same family of algorithms.
The paper is organized as follows. In Section 2 the tracking algorithms are briefly described. Section 3 gives the main result: That (10) holds under the same general conditions for all algorithms in the family. There we also briefly discuss the practical consequences of the result. Section 4 contains some conclusions.
The Family of Tracking Algorithms
We shall consider the general adaptation algorithm
where the gain LI, is chosen in some different ways: (12) This is a standard algorithm, [13] ,[14], and has been used in numerous adaptive signal processing applications. 
This is a purely algebraic consequence of (1) -(2) and (ll), and holds for whatever sequences vk and W k .
If we introduce stochastic assumptions about {vk} and { w k } , we can use (17) to express the covariante matrix E[Sk+18~+,]. That will however be quite complex,-primarily due to the dependence between This would be $e correct expression for the covariance matrix of B k + l , if v k and wk were white noises and Lkcpl was independent of e k , and if a term of size p2fik was neglected.
I
Indeed, we shall prove that (18) provides a good a p proximation of the true covar-iance matrix in the sense that (10) holds. Note that I l k obeys a simple linear difference equation, and can easily be calculated and examined.
The Main Result
We shall now consider the algorithm (11) with either of the three choices of the gain Lk, discussed in the previous section. For the analysis we shall impose some conditions on the involved variables. These are of the following character.
C1
The regressors {qk} span the regressor space (an order to ensure that the whole parameter vector 8 can be estimated);
C2
The dependence between signals 'Pk and (pi, vj-1, wi) decays to zero as the time distance ( k -i ) tends to infinity; C9 The measured error v k and the parameter drift wk are of white noise character.
In more exact terms, the three assumptions take the following form: 
LMS-case
Rk = I(21)
RLS-case

KF-case
We then have the following main result. Let us now discuss the conditions used in the above theorem.
First of all, it is clear that the quantity a ( p ) plays an important role. The faster it tends to zero, the better approximation is obtained. From these expressions the trade-offs between tracking ability and noise sensitivity are clearly visible.
Conclusions
We have in this contribution presented a number of results, by which the true covariance matrix of the parameter tracking error can be approximated by a matrix that can be computed by a much simpler equation. The approximation is explicit and is applicable both during the transient and over infinite time horizons. In this sense it extends several earlier results. Another feature is that the main result, Theorem 3.1, can be applied to the whole family of the most commonly used algorithms.
