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Resumo
Ao construir um modelo, nós temos a opção de duas perspectivas, uma inferencial, que
possui enfoque maior na interpretação das variáveis explicativas e a outra que prioriza a
previsão de novas observações. Este trabalho apresenta as ferramentas de ambas pespec-
tivas para o modelo de Regressão Loǵıstica. Para isso será apresentado a estimação por
máxima verossimilhança, testes para ajuste do modelo, para o primeiro caso e, artif́ıcios
usados para a melhora da previsão, como Validação Cruzada e penalizações como Lasso
e Ridge para o segundo caso.
Palavras-chave: Regressão Loǵıstica, Máxima verossimilhança, Predição, Lasso, Ridge.
Abstract
When building a model, we have the option of two perspectives, an inferential one, which
has a greater focus on the interpretation of explanatory variables and the other that
prioritizes the prediction of new observations. This work intends to present tools from
both perspectives for the Logistic Regression model. For this, the estimation by maximum
likelihood will be presented, tests to adjust the model, for the first case, and devices used
to improve the forecast, such as Cross Validation and penalties such as Lasso and Ridge
for the second case.
Keywords: Logistic Regression, maximum likelihood, prediction, Lasso, Ridge.
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1 Introdução
Os primeiros conceitos de Regressão foram propostos por Galton (1889), apli-
cados na Antropometria, em que o objetivo era equacionar as relações de dependência
entre a altura dos pais (variável explicativa) e a altura dos filhos (variável de interesse
ou variável resposta ou desfecho). Porém esses conceitos podem ser aplicados em qual-
quer contexto, como por exemplo, a necessidade de uma empresa em analisar os fatores
(variáveis explicativas) que podem interferir nas vendas (variável resposta) ou na predição
de mortalidade de uma pessoa ao contrair uma doença, baseada nas suas caracteŕısticas,
como idade, sexo e doenças pré existentes. Por via de regra, sempre teremos uma equação,
em que uma função de ligação será responsável por relacionar um parâmetro da variável
resposta com as variáveis explicativas. A versatilidade dos modelos de regressão faz com
que esta área esteja em constante crescimento.
A ideia inicial dos primeiros modelos de regressão contava com a normalidade
da variável resposta e uma associação linear da média com variáveis preditoras, como
nem sempre estas suposições são atendidas, é necessário pensar em estratégias como a
transformação dos dados. Contudo, a mesma muitas vezes acaba dificultando a análise dos
dados, pois estes estarão com uma nova unidade e, por vezes, não são capazes de corrigir
certos pontos. Uma outra solução para o problema seria o uso dos Modelos Lineares
Generalizados (MLG), que são uma extensão dos modelos de regressão e, permitem a
utilização de outras distribuições para a variável resposta. Neste trabalho, nós estamos
interessados em situações em que a variável resposta é dicotomica, isto é, admite apenas
dois resultados (0/1, não/sim, falso/verdadeiro). Este é um objetivo muito comum para
análises de crediting scoring, onde é aprovado ou não um pedido de crédito segundo o risco
de inadimplência do cliente, ou em ensaios cĺınicos em que pesquisas investigativas com
o interesse de analisar a ação de medicamentos como a eficácia do mesmo, por exemplo.
Nós podemos pensar em um modelo de regressão sob duas perspectivas espećıficas:
preditiva (prever variáveis de interesse), ou inferencial (foco maior na interpretação e na
associação das variáveis). Dentro de cada objetivo existem duas abordagens posśıveis:
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A da Estat́ıstica, na qual os resultados da previsão limitados e a da Aprendizagem de
Máquina, na qual os algoritmos não se prendem a suposições limitantes, como a necessi-
dade do tamanho da amostra ser maior que o número de variáveis.
Neste trabalho abordaremos o Modelo de Regressão Loǵıstica, quando os dados
de resposta são categóricos. No Caṕıtulo 2, nós apresentaremos os conceitos de Regressão
Loǵıstica sob a perspectiva da Estat́ıstica Clássica, já o Caṕıtulo 3, vemos modificações
que auxiliam na produção de bons resultados, quanto a predição. Nos Caṕıtulos 4 e 5
veremos alguns conceitos aplicados em simulações e base de dados reais.
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2 Regressão Loǵıstica
O Modelo de Regressão Loǵıstica é aconselhado quando as variáveis dependentes,
Y , são categóricas, mais especificamente binárias, que são comumente denominadas de
sucesso (quando Y = 1) e fracasso (para Y = 0). Inicialmente nós podemos pensar em
uma estrutura que relacione um parâmetro π (proporção de sucesso) a uma função linear
de p covariáveis. No entanto, nós sabemos que uma proporção deve estar contida no
intervalo (0, 1), enquanto uma equação linear pode assumir qualquer valor real, então a
solução é encontrar uma função que ligue o parâmetro às covariáveis, mas que garanta
que a restrição seja satisfeita. Na literatura existem várias funções que satisfazem essa
restrição, como a log-log, probit e logit, mas em nossos estudos nós usaremos apenas a
função logit, a qual os resultados são mais facilmente interpretados.
2.1 Modelo
Seja Y uma variável aleatória, com distribuição Bernoulli(π), em que π = P (Y =
1|x) é a probabilidade de sucesso dado um conjunto de variáveis independentes, x =
(x1, x2..xp)
> e β = (β1, β2, ..., βp)
> o vetor de parâmetros desconhecidos a serem estima-
dos. A função loǵıstica é dada por:








Nós podemos reescrever (2.1), em função de πi, em que x1i = 1 para i = (1, . . . , n) e β1 é
2.2 Estimação 11
o intercepto, da seguinte forma:
πi =
exp(β1 + β2x2i + ...+ βpxpi)
1 + exp(β1 + β2x2i + ...+ βpxpi)
.
2.2 Estimação
Para estimarmos o vetor de parâmetros β, usaremos o método da máxima veros-
similhança (EMV). Além das suposições já feitas, é necessário assumir que as n amostras,
Y1 . . . , Yn, são independentes.







πyii (1− πi)1−yi . (2.2)
Aplicando o logaritmo natural na equação (2.2), temos que
`(β) = `(β|y,X) =
n∑
i=1


















log(1 + exp(β1x1i + β2x2i + ...+ βpxpi)).









xijπ(xi) = 0,∀j ∈ {1, 2, ..., p} (2.5)
Para encontrar os estimadores β̂, é necessario resolver a equação:
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n∑
i=1
xij(yi − π(xi)) = 0. (2.6)
para j ∈ {1, 2.., p}. O vetor score U(β) pode ser escrito como:
U(β) = X>(y− π), (2.7)
em que, X> = (x1,x2, . . . ,xn), y = (1, 2, · · · , n)>, π = (π1, · · · , πn)>.
Não é posśıvel resolver a equação analiticamente, já que é uma forma não li-
near nos parâmetros, mas podemos encontrar um resultado aproximado usando métodos
numéricos, aqui optamos pelo método de Newton-Raphson.
A matriz de informação de Fisher obtida derivando a função de verossimilhança
duas vezes é dada por:
K = K(β) = X>Π(1)X, (2.8)
em que Π(1) = diag {π1(1− π1), . . . , πn(1− πn)}. Sob condições de regularidades usuais
para os estimadores de máxima verossimilhança (ver, por exemplo, p. 245, Sen, Singer e
Lima (2010)), temos, quando o tamanho amostral é grande, que
β̂ ∼ N(β,K−1),
em que K−1 é inversa da matriz de informação de Fisher, dada em (2.8).
2.3 Estat́ısticas de teste
Quando uma regressão é feita, o pesquisador deseja conseguir representar os dados
de forma mais fiel a realidade posśıvel, de modo que, testar os coeficientes é uma etapa
importante a ser seguida, só assim será posśıvel determinar se as variáveis explicativas
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pré-selecionadas interferem, de fato, no modelo.




em que β1 = (β1, . . . , βq)
> é um vetor q-dimensional de parâmetros de interesse e β2 =
(βq+1, . . . , βp)
>, um vetor de parâmetros de pertubação, (p− q)-dimensional. Nós quere-
mos testar as hipóteses
H : β1 = β
(0)




















mativas de máxima verossimilhança irrestrita e restrita de β a H, respectivamente. A
partição β = (β>1 ,β
>
2 )
> conduz às correspondentes partições no vetor escore U(β) =(
U(β1)
>,U(β2)
>)>, com U(β1) = X>1 (y − π), U(β2) = X>2 (y − π), na matriz de
















em que X = [X1 X2], X1, X2 sendo n× q e n× (p− q), respectivamente. As estat́ısticas
da razão de verossimilhanças (WILKS, 1938), Wald (WALD, 1943), escore (RAO, 1948)























Sob H, as quatro estat́ısticas têm distribuição de qui-quadrado com q graus de
liberdade, com um erro de ordem n−1. A hipótese nula é rejeitada, para um dado ńıvel
nominal α e uma estat́ıstica especificada, se a estat́ıstica do teste for maior que o quantil
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100(1 − α)% de uma χ2q. Buse (1982) apresenta de uma forma didática a interpretação
geométrica dos testes da razão de verossimilhanças, escore e Wald para o caso de hipóteses
simples, mais recentemente, Montoril e Souza (2013) fazem a mesma análise incluindo a
estat́ıstica gradiente.
Especificamente, para o modelo de regressão loǵıstica, levando em conta o lo-
gaŕıtmo da função de verosssimilhança, o vetor escore e a matriz de informação de Fisher
dados, respectivamente, em (2.3) a (2.8), as estat́ısticas apresentadas em (2.10), podem





























X>1 (y − π̃),











(1)X1 representando uma matriz
q × (p − q) cuja as colunas são os coeficientes de regressão estimados obtido em modelo
de regressão normal ponderado entre as colunas de X1 e a matriz modelo X2 com Π
(1)
como a matriz de ponderação.
2.4 Diagnóstico do Modelo
Por fim, a última etapa a ser seguida, é verificar se o modelo foi bem ajustado,
por meio de uma análise de diagnóstico, cujo objetivo é usar técnicas que permitem saber
se as suposições do modelo estão sendo satisfeitas, se há presença de outliers e se o modelo
foi bem ajustado para o conjunto de variáveis ou se alguma teve uma influência maior na
estimação do que as demais.
2.4.1 Reśıduo de Pearson e Deviance
Um dos principais pontos a serem analisados são os reśıduos (diferença entre
um valor estimado e o valor observado). Geralmente os reśıduos são calculamos para J
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padrões de covariáveis no lugar de cada observação Xi. Para isso, nós denotaremos mj
como o número total de ensaios ou indiv́ıduos com x = xj, para j = 1, 2, ..., J





O reśıduo Deviance é dado por:















O sinal será definido pelo sinal de (yj −mjπ̂j)












Ambas as estat́ısticas tem distribuição qui-quadrado com J − (p + 1) graus de
liberdade, e sob hipótese nula de que o modelo com J − (p+ 1) é o correto, quanto menor
os valores das estat́ısticas, melhor será o ajuste do modelo
2.4.2 Teste de Hosmer e Lemeshow
O teste de Hosmer e Lemeshow avalia o modelo pela diferença entre as proba-
bilidades ajustadas e as probabilidades observadas. Nós podemos representar a hipótese
nula como o modelo está bem ajustado e por consequência a hipótese alternativa como o
modelo não está bem ajustado.
O teste é feito ordenando-se as probabilidades, e então criando g grupos (um
valor usual é g = 10, possuindo aproximadamente o mesmo tamanho), suponhamos que
se tenha 100 observações: o primeiro grupo contará com as 10 menores probabilidades, o
segundo grupo com as 10 menores probabilidades restantes, e assim por diante até que
o útimo grupo contenha as 10 maiores probabilidades. A partir da divisão dos grupos
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observaremos o número de sucessos (yj = 1) correspondentes, e calcularemos os valores
esperados em cada grupo. Para grandes amostras nós podemos compará-los usando a
estatistica qui-quadrado de Pearson com (g − 2) graus de liberdade.
2.4.3 Leverage values (ou pontos de alavanca)
A matriz de projeção para o modelo de regressão loǵıstica, é definida por:
H = Q1/2X(X>QX)−1X>Q1/2,
em que, Q = diag[π(x)(1− π(x))].
A diagonal principal da matriz H contém os pontos de alavanca (são as ob-
servações extremas de X, ou seja, é uma análise das variáveis explicativas), e pode ser
expressa por:
ĥii = π̂(xi)(1− π̂(xi))x>i [K(β̂)]−1xi; i = 1, 2, ..., n.
2.5 R2 Ajustado
Como a variável resposta não é cont́ınua como na Regressão Linear, não é posśıvel
calcular R2. Mas existem estat́ısticas com o objetivo parecido conhecidas como R2 ajus-









em que L(β)0 é a função de verossimilhança sem variáveis explicativas, L(β)M é a função
de verossimilhança do modelo estimado e, n é o tamanho da amostra.
Diferente do R2, o valor máximo não chega a 1. Como não existe um valor
considerado ótimo na literatura, muitas vezes é usado apenas para comparar o desempenho
de modelos concorrentes e, prefere-se o modelo que possuir um valor mais elevado.
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2.6 Interpretação do Modelo
Após a consolidação do modelo, o nosso interesse agora é interpretá-lo. O modelo
com a função de ligação logit possui vantagem sobre os demais nesse quesito: a possibi-
lidade de calcular a razão de chances, também conhecida como Odds Ratio, relacionando
a probabilidade de sucesso (π(x) = 1) à probabilidade de fracasso (π(x) = 0).










= exp(β1 + β2xj).








= exp(β2(xj+1 − xj)).
Se a diferença de xj+1 e xj for de 1 unidade, o resultado se reduz à exp(β2).
2.7 Predição
Para predizer novas observações é necessário comparar a probabilidade estimada
πi com um ponto de corte, pertencente ao intervalo (0,1), e dessa forma, classificar:
Ŷ =
 1, caso a probabilidade estimada seja maior que o ponto de corte,0, caso contrário.
Existem duas formas comumente utilizadas para definição dos pontos de corte, a
primeira é um método mais simples, já que é só adotar como ponto de corte o valor 0, 5.
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Apesar de intuitivo, esse método não garante a minimização de predições erradas.
O segundo método, é através da curva ROC ou Receiver Operating Characte-
ristic Curve, obtida calculando a sensibilidade (P (Ŷ = 1|Y = 1))) e a especificidade
(P (Ŷ = 0|Y = 0)) para cada ponto de corte, no gráfico representamos (1-especificidade,
sensibilidade). O objetivo é encontrar um ponto que maximiza tanto a especificidade
quanto a sensibilidade, isto é, o ponto que maximiza a classificação certa.
Uma aplicação comum quando o objetivo é a predição em Regressão Loǵıstica,
são os modelos de Dose-Resposta, cujo interesse principal é a predição da probabilidade
de sucesso π(x) para uma dosagem x. Além disso, também visam encontrar a dose letal
(dosagem necessária para uma probabilidade de sucesso π). É importante observar que
os modelos de dose-resposta não se limitam a Toxicologia, em outros casos, a dose pode
representar uma idade ou uma resistência de material por exemplo.
Apesar de útil a predição em modelos de regressão, seu uso deve ser restrito.
Frost (2020) ilusta situações em que a predição não é aconselhável, como a predição fora
do intervalo dos dados que estimam o modelo, ou a previsão para uma população diferente
da pertencente a amostra.
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3 Aprendizado supervisionado
No Caṕıtulo 2, o interesse era principalmente inferencial, neste tipo de situação
todos os dados são utilizados para encontrar uma curva sigmóide. O método da máxima
verossimilhança, pela propriedade de consistência para grandes amostras, tende a produzir
estimadores não viesados, ou seja, o modelo tende a super ajustar a amostra (em machine
learning, nós conceituamos essa situação como overfitting). Depois de estimado, nós temos
interesse em interpretá-lo. Embora o modelo seja o de melhor ajuste, não há garantias que
ele fará uma boa predição para novas observações, pois apesar do viés, que é a distância
entre o valor observado e a sigmóide estimada, ser o menor posśıvel, a variância que mede
a distância entre o valor das novas observações e o valor predito pela sigmóide, tende a
ser grande quando o modelo está super ajustado.
Quando nós estamos interessados na previsão, uma alternativa aos métodos es-
tat́ısticos tradicionais é a divisão do conjunto de dados entre treinamento, em que o
propósito será encontrar um modelo e, uma outra parte de teste, que nós usaremos para
analisar o desempenho do modelo, testando-o. A ideia do aprendizado de máquinas é
deixar que os métodos (ou algoritmos) aprendam com os dados dispońıveis no problema
e façam modelos.
Essa área possui certas subdivisões, que se diferenciam pelo estado em que o
dado é entregue ao problema, dentre elas há o aprendizado supervisionado, que os dados
apresentam variáveis independentes (ou entradas) e dependentes (ou sáıdas), ou seja foram
especificadas (ou rotuladas) pelo fornecedor. Já o aprendizado não supervisionado, não
possui variável de sáıda. Este trabalho será voltado para o primeiro caso.
Diferentemente da terminologia estat́ıstica que considera os problemas como sendo
de regressão, seja a variável quantitativa ou qualitativa, em aprendizado supervisionado
há distinção da denominação de acordo com a variável resposta (desfecho). Se a variável
for quantitativa é referido como um problema de regressão, e se for qualitativa, como um
problema de classificação. James et al. (2013) comentam sobre essa distinção de termino-
logias não ser tão ńıtida. Mas é posśıvel perceber isso, uma vez que ambos modelos fazem
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parte da classe de Modelos Lineares Generalizados, propostos por Nelder e Wedderburn
(1972).
3.1 Viés e Variância
Para ilustrar os conceitos de viés e variância, nós faremos uso de um exemplo
simulado de uma amostra contendo 5 observações. Na Figura 3.1 (a), nós temos os dados
ajustados por duas funções, uma delas é uma sigmóide ajustada por Regressão Loǵıstica e,
a outra uma densidade de uma distribuição uniforme. Nós podemos ver que a densidade
da uniforme se ajusta muito bem aos dados, já a sigmóide não se ajustou tão bem e,





















Figura 3.1: Amostra ajustada na curva uniforme (em rosa) e na curva sigmóide (em roxo).
Agora suponhamos que novas observações surgiram, e a Figura 3.1 (b) mostra
a relação das novas observações com as curvas obtidas anteriormente. A curva uniforme
que antes estava bem ajustada não representa bem as novas observações, apresentando
uma alta variância, diferentemente da curva sigmóide que apesar de não ter ajustado
perfeitamente as primeiras observações ajustou bem às demais. Com relação a curva
uniforme, podemos perceber que essas observações também estão fora do intervalo de
estimação e, como visto na Seção 2.7, isso não é recomendado.
Para evitar situações como essa, em que os novas observações não se adequam
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ao modelo ajustado, precisamos adotar novos artif́ıcios, como a técnica de particionar o
conjunto de dados entre uma parte de treino para o ajuste e outra de teste para validação.
Dessa maneira é posśıvel testar o poder de generalização do modelo. A forma usada para
partição é a Validação Cruzada, que será vista na próxima seção.
3.2 Validação Cruzada
Na Seção anterior vimos que particionar o conjunto de dados era importante para
melhorar a qualidade da previsão, mas ainda é necessário saber a melhor proporção entre
dados de treino e teste. Para essa definição, nós usaremos a Validação Cruzada k- fold
(k- fold cross validation), que é um método que particiona o conjunto em k grupos.
Com uma amostra de tamanho n = 100, por exemplo e, k sub-amostras de
tamanho 20 é posśıvel estimar 5 modelos loǵısticos diferentes com a mesma abordagem
do Caṕıtulo 2. Como é posśıvel visualizar na Figura 3.2, após a divisão, o primeiro
subconjunto será usado para teste e os demais para estimação, logo em seguida o processo
será repetido iterativamente. A cada iteração é posśıvel mensurar o modelo para que ao
fim do processo o melhor modelo seja escolhido. A forma mais comum para fazer isso, é
usando a matriz de confusão, que será vista posteriormente, mas é posśıvel também usar
a Deviance ou o Desvio de Pearson, descritos na Seção 2.4.1.
Não existe critério definido para a escolha do k, é posśıvel repetir o processo
descrito acima para diferentes tamanhos, nesse caso, será feita a média das métricas
obtidas para cada k. O k escolhido será aquele que apresentar melhor média. Entretanto
realizar essa etapa, pode acarretar em um alto custo computacional.
3.3 Estimação
O método de estimação da Regressão Loǵıstica, definida na Seção 2.1, continua
válido para predição, desde que a amostra seja dividida em duas partes: treino e teste. E
apenas a parte do treino seja usada na estimação. Essa divisão é essencial para melhora
dos resultados de previsão, apesar disso podemos ter o interesse de reduzir ainda mais a



































Figura 3.2: Esquema para Validação Cruzada
variância menor. É interessante observar a diferença em relação a ótica inferencial, que
tinha como propósito encontrar estimadores com o menor viés posśıvel.
3.4 Penalização
Anteriormente, vimos no Método de Cross Validation uma maneira de reduzir a
variância, mas mesmo separando o conjunto de dados, a estimação por máxima verossimi-
lhança tende a produzir estimadores que buscam o super ajuste. Existem outros métodos
que possuem a finalidade de diminuir o ajuste excessivo dos dados, como o método Re-
gularização que veremos a seguir e, tem como objetivo penalizar o modelo por meio da
inserção de viés.
3.4.1 Regressão Ridge
A Regressão Ridge (HOERL; KENNARD, 1970) foi originalmente proposta para
contornar a multicolinearidade acrescentando uma penalização por meio da norma L2,
também conhecida como penalização quadrática. A função de máxima verossimilhança
penalizada pode ser descrita como:
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em que l(β) é o logaritmo da função de verossimilhança da Regressão Loǵıstica, definida
em (2.3), λ é um hiperparâmetro, em outras palavras, ele é o peso do viés adicionado na
verossimilhança original. Os parâmetros βj são obtidos através da maximização de (3.1)
e λ é comumente estimado pelo método de Validação Cruzada.
Para evitar erros nos resultados que possam vir a ocorrer pela diferença de escala
das variáveis é conveniente padronizar pela média (ver, p.63, Hastie, Tibshirani e Friedman
(2009)). Além disso, β1 não entra na penalização e pode ser obtido pela média de y.
3.4.2 Regressão Lasso
A Regressão Lasso, least absolute shrinkage and selection operador ; (TIBSHI-
RANI, 1996), surgiu com intuito de selecionar variáveis, ou seja, algumas estimativas dos
parâmetros podem assumir o valor 0 quando há variáveis com alta correlação.
A penalização é obtida pela norma L1 e, assim como na Regressão Ridge o hi-
perparâmetro λ pode ser estimado por Validação Cruzada e, também é recomendado que
as variáveis independentes sejam padronizadas. A seguir, a função de máxima verossimi-
lhança penalizada:




A seleção de variáveis torna o método atrativo quando comparado à Regressão
Ridge, pois um modelo com menos variáveis pode ser interpretado mais facilmente.
3.4.3 Penalização Firth
A proposta do método de Firth (FIRTH, 1993) surgiu para correção de viés,
porém diferentemete do seu objetivo inicial, nós podemos usá-lo também para acrescen-
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tar viés. Para distribuições pertencentes a famı́lia exponencial, a penalização otimiza a
seguinte função:




em que, como visto anteriomente l(β) é o logaritmo da função de verossimilhança da
Regressão Loǵıstica, K é a matriz de informação de Fisher, definida em (2.9) e, |.| é a
notação para determinante. Diferente das penalizações anteriores, λ é um valor fixo (1/2).
Note que os métodos das Seções 3.4.1 e 3.4.2 também foram criados com objetivos
diferentes à inserção de viés ao modelo, mas são comumente usadas para esta finalidade.
3.4.4 Penalização Uniforme
Diferente das outras penalizações descritas acima, em que os novos parâmetros
já são calculados de imediato, para a penalização Uniforme (HOUWELINGEN; CESSIE,
1990) é necessário calcular o fator SLU , baseado na estat́ıstica de razão de verossimilhança
do modelo ajustado e g, que é o número de graus de liberdade obtido pelo número de





Após o cálculo do fator e estimação do modelo, βj penalizado será:
β̂jLU = SLU β̂j.
3.5 Qualidade do Ajuste
Note que, nós apresentamos diversos modelos com o mesmo objetivo, diminuir
a variância e consequentemente melhorar a predição. É desejável saber o modelo mais
adequado para seus dados, a seguir nós apresentaremos medidas que irão pssibilitar com-
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pará-los.
3.5.1 Matriz de Classificação
A matriz de classificação ou confusão pode ser obtida contabilizando as ob-
servações que foram preditas corretamente (n00 e n11) e erroneamente (n01 e n10). As
linhas representam os valores observados e, as colunas os valores preditos de acordo com
o ponto de corte, geralmente nós usamos a média de yi para essa classificação.
A partir da construção da matriz de confusão é posśıvel calcular algumas métricas.
As mais comuns são:
Acurácia: com ela é posśıvel mensurar a porcentagem de predições corretas do
modelo. É necessário se atentar aos casos em que a matriz apresenta muitas observações




Precisão: Mensura a porcentagem de predições positivas classificadas correta-
mente, dentre todas predições positivas. Devemos nos atentar ao fato que os falsos posi-




Recall ou sensibilidade: Mensura a porcentagem positiva observada que foi clas-




Nós podemos observar que o que difere as métricas (3.3) e (3.4) é o denominador,
enquanto na Precisão, contabilizamos apenas os valores preditos, no Recall, contabilizamos
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os valores observados. É importante ressaltar que apenas uma métrica não é capaz de
classificar o modelo como bom, sendo necessário fazer uma análise conjunta.
Tabela 3.1: Matriz de Confusão
Predito
Total
ŷi = 0 ŷi = 1
Observado
yi = 0 n00 n01 n0.
yi = 1 n10 n11 n1.
Total n.0 n.1 n
3.5.2 Area Under the ROC Curve - AUC
Além de determinar o melhor ponto de corte para classificação de yi, é posśıvel
usar a curva ROC para comparar modelos concorrentes. A aréa abaixo à curva representa
a capacidade do classificador em separar as duas classes. Nós podemos entender esse
método como uma extensão da Matriz de Confusão, vista na Seção 3.5.1 e, por gerar
apenas um valor para análise, é mais usual.
Nós desejamos que a curva apresente alta sensibilidade (valores proximos a 1 no
eixo Y ), e baixa 1− especificidade ou a probabilidade de classificar erroneamente o evento
como sucesso (valores próximos a 0 representados no eixo X). A área está contida no
intervalo (0, 1) e, quanto mais próximo de 1, maior será o poder preditivo do modelo.
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4 Simulação
Com aux́ılio do Software R Core Team (2020) nós simulamos três cenários de
regressão loǵıstica, como definido em 2.1, pelo método de Monte Carlo, com 10000 replicas
e 5 tamanhos de amostras distintos, com n = (50, 70, 90, 120, 200). As covariáveis seguem
distribuição normal padrão e, estão fixas em cada uma das 10000 replicas. No primeiro
cenário, nós teremos β = (0,1; 0,1; 0,1)> e proporção média de sucesso igual a 0, 525,
no segundo cenario β = (3; 3; 3)> e proporção média de sucesso de 0, 953 e, no terceiro
cenário β = (−2;−2;−2)> e proporção média de sucesso de 0, 119. Nós calcularemos as
estimativas, o erro padrão (E.P), o viés e também seu valor absoluto e, o erro quadrático
médio (EQM).
Tabela 4.1: Resultado da simulação para β = (0, 1, 0, 1, 0, 1)>
n Parâmetro Estimativa EP Viés |Viés| EQM
50
β1 0,103 0,317 0,035 0,250 0,100
β2 0,115 0,341 0,015 0,268 0,116
β3 0,111 0,355 0,011 0,278 0,126
70
β1 0,104 0,258 0,004 0,203 0,066
β2 0,108 0,274 0,008 0,216 0,075
β3 0,106 0,280 0,006 0,219 0,078
90
β1 0,103 0,223 0,003 0,177 0,050
β2 0,104 0,245 0,004 0,193 0,060
β3 0,107 0,232 0,008 0,182 0,054
120
β1 0,105 0,192 0,005 0,153 0,037
β2 0,106 0,205 0,006 0,162 0,042
β3 0,107 0,201 0,007 0,159 0,041
200
β1 0,098 0,145 -0,002 0,116 0,021
β2 0,103 0,156 0,003 0,124 0,024
β3 0,103 0,151 0,003 0,120 0,023
Para a Tabela 4.1 nós podemos perceber que mesmo com uma amostra pequena,
a estimativa dos parâmetros é bem próxima do valor real e, a medida que o tamanho da
amostra aumenta, o erro padrão, o erro quadrático médio, o viés e seu módulo diminuem.
Para a Tabela 4.2 percebemos que para uma amostra de tamanho 50 e 70, as
estimativas dos parâmetros não são boas, mas à medida que o tamanho da amostra
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Tabela 4.2: Resultado da simulação para β = (3, 3, 3)>
n Parâmetro Estimativa EP Viés |Viés| EQM
50
β1 36,937 322,762 33,937 34,319 105316,488
β2 36,050 289,700 33,051 33,319 84992,503
β3 38,134 356,904 35,134 35,627 128601,952
70
β1 9,078 81,580 6,078 6,449 6675,184
β2 9,264 90,894 6,264 6,653 8300,104
β3 9,051 79,513 6,051 6,480 6358,266
90
β1 3,416 1,115 0,416 0,782 1,416
β2 3,436 1,175 0,436 0,838 1,570
β3 3,445 1,235 0,445 0,869 1,723
120
β1 3,307 0,878 0,307 0,636 0,866
β2 3,301 0,932 0,301 0,671 0,960
β3 3,317 0,904 0,317 0,663 0,918
200
β1 3,161 0,560 0,161 0,429 0,339
β2 3,162 0,575 0,162 0,447 0,357
β3 3,181 0,625 0,182 0,785 0,424
aumenta as estimativas convergem para o valor real, e o erro padrão, o viés e o EQM
diminuem.
Tabela 4.3: Resultado da simulação para β = (−2,−2,−2)>
n Parâmetro Estimativa EP Viés |Viés| EQM
50
β1 -6,638 147,707 -4,638 4,939 21836,792
β2 -6,237 112,045 -4,237 4,589 12570,741
β3 -7,228 164,531 -5,228 5,613 27095,038
70
β1 -2,641 14,058 -0,641 0,928 198,016
β2 -2,632 14,313 -0,632 0,931 205,237
β3 -2,681 15,736 -0,681 1,021 248,071
90
β1 -2,192 0,614 -0,192 0,457 0,414
β2 -2,208 0,663 -0,208 0,497 0,483
β3 -2,215 0,704 -0,215 0,527 0,542
120
β1 -2,144 0,499 -0,144 0,382 0,270
β2 -2,133 0,530 -0,133 0,411 0,298
β3 -2,115 0,527 -0,152 0,409 0,300
200
β1 -2,069 0,334 -0,069 0,264 0,116
β2 -2,077 0,365 -0,077 0,289 0,139
β3 -2,087 0,383 -0,087 0,303 0,155
Nós podemos perceber que para β = (−2,−2,−2), assim como na Tabela 4.2
as estimativas para amostras pequenas diferem muito do valor real, e a medida que o
tamanho amostral aumenta as estimativas convergem para o valor real.
O objetivo maior da realização destas simulações era avaliar os estimadores de
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máxima verossimilhança e, vimos que quando as proporções de sucesso estão próximas
as bordas do espaço parametrico (na prática, significa que estamos lidando com eventos
raros), as estimativas para n pequeno são ruins e, a medida que n cresce as estimativas
convergem para o valor real e, as estimativas do erro padrão, viés e EQM diminuem.
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5 Aplicação
Para ilustrar as metodologias apresentadas nesta monografia, nós a aplicaremos
em um conjunto de dados reais.
5.1 Titanic
O Titanic foi um navio britânico do Século XX, criado para realizar viagens tran-
satlânticas, mas fez apenas uma, em 1912, quando naufragou. O navio foi constrúıdo com
a ideia de ser luxuoso e extremamente seguro, criando uma lenda de que seria inafundável.
Os dados do Titanic são uma referência para ilustrar problemas de classificação.
Nós o usamos para ilustrar uma situação hipotética e, com isso é posśıvel verificar a
chance de sobreviver ou não, de um posśıvel passageiro a bordo. Além disso também
fizemos um modelo dos dados, como estudado no Caṕıtulo 2. Os dados pertencem ao
pacote de mesmo nome, Titanic (HENDRICKS, 2015), dispońıvel no Software (R Core
Team, 2020). A amostra original possui 1.309 observações, mas só temos acesso à 891
observações.
O banco de dados contém 11 variáveis, sendo a variável resposta sobreviveu (re-
presentado por 1), ou não sobreviveu (representado por 0) e, as demais: nome do passa-
geiro, classe que estava alojado, sexo, idade, número de cônjuges e/ou irmãos à bordo,
número de pais ou filhos a bordo, número da passagem, preço da passagem, número
da cabine que o passageiro estava alojado e, a cidade em que embarcou. As variáveis
nome, número da passagem e número da cabine são códigos e portanto não serão usadas
nesta análise. Além disso, o banco possui 177 observações faltantes e, nós escolhemos
eliminá-las.
Inicialmente, nós fizemos uma análise exploratória dos dados. A seguir os princi-
pais gráficos de nosso estudo.
No primeiro gráfico, inicialmente a variável idade era numérica, mas nós agrupa-


























Figura 5.1: Idade, Classe e Sexo em relação à sobrevivência.
jovens” e, pessoas entre 19 e 59 estão no grupo “Adultos”e, os demais no grupo “Idosos”.
Observando a Figura 5.1 (a), percebemos que adultos representam a maior parcela dos
dados, já o grupo de crianças e jovens, apesar de somarem uma parcela pequena, é o
único grupo que a frequência relativa de sobreviventes é maior e, no grupo idosos, os não
sobreviventes representam aproximadamente o dobro de sobreviventes, porém, é o grupo
que possui o menor número de observações. Já na Figura 5.1 (b), o gráfico relaciona a
sobrevivência do passageiro à classe que ele estava alojado e, nós podemos observar que a
classe com mais sobreviventes foi a primeira e a classe mais populosa é a terceira, em que
5.1 Titanic 32
Tabela 5.1: Ajuste final dos dados do Titanic
Coeficientes Estimativa Erro Padrão Valor Z Valor P
Intercepto 4,334 0,451 9,617 <0,001
Idade -0,045 0,008 -5,442 <0,001
Sexo (masculino) -2,628 0,215 -12,235 <0,001
Classe (segunda) -1,414 0,285 -4,967 <0,001
Classe (terceira) -2,653 0,286 -9,280 <0,001
Número de cônjuges/
ou irmãos à bordo
-0,380 0,122 -3,129 0,002
o grupo que não sobreviveu é aproximadamente a soma dos não sobreviventes da primeira
e da segunda classe. E por fim, nós temos o terceiro gráfico, 5.1 (c), que relaciona o sexo
à sobrevivência e, é posśıvel observar que apesar de maior frequência do sexo masculino,
a frequência relativa de sobreviventes é maior para o sexo feminino.
Após uma análise exploratória preliminar, nós identificamos as posśıveis tendências
entre a sobrevivência dos passageiros e as demais variáveis do banco de dados. Agora nós
passaremos para a análise inferencial e veremos quais variáveis foram realmente significa-
tivas para o modelo.
O primeiro modelo foi constrúıdo com todas as variáveis, porém apenas a idade,
o sexo, a classe do passageiro e, o número de cônjuges e/ou irmãos à bordo foram signifi-
cativos a um ńıvel de 5%. Após análises prévias, nós chegamos no seguinte modelo:
logit[π(xi)] = 4, 334− 0, 045× Idadei − 2, 628× Sexo (masc)i − 1, 414× Classe (segunda)i
− 2, 653× Classe (terceira)i − 0, 380× Cônjuges/irmãosi
Para esse modelo o pseudo-R2 de Cox e Snell resultou em 0, 37. Já usando o teste
de Hosmer e Lemeshow, visto na seção 2.4.2, nossa estat́ıstica Qui-Quadrado resultante
foi 712, com 8 graus de liberdade e, ao ńıvel de significância de 5% podemos dizer que as
proporções esperadas não são as mesmas das proporções observadas, ou seja, há ind́ıcios
que o modelo não se ajustou tão bem aos dados.
Para a análise dos coeficientes, estaremos observando a chance do sucesso, que
é ter sobrevivido, do indiv́ıduo Xj+1, em relação ao indiv́ıduo Xj. Para variável idade,
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temos que, a cada ano a mais, a chance de sobrevivência do passageiro diminui 0, 96%.
Já em relação ao sexo, temos que a chance de sobrevivência das mulheres é 93% maior
que a dos homens. Em relação à classe, temos que a primeira tinha 76% e 93% maior
chance de sobrevivência em relação a segunda e terceira classe, respectivamente. E a cada
unidade a mais na contagem do número de cônjuges e/ou irmão à bordo, a probabilidade
de sobrevivência cai 32%.
Após a análise feita de forma mais tradicional, faremos uso dos artif́ıcios que
auxiliam na melhora da predição. Os modelos feitos à partir daqui, possuem o banco de
dados dividido em 2/3 para o treinamente e, 1/3 para validação. Além disso usaremos
validação cruzada para estimação do λ nos modelos.
O primeiro ajuste nós fizemos apenas separando o banco de dados entre dados
de treinamento e teste e estimando da forma tradicional. Após ajustes prévios, o modelo
final é dado por:
logit[π(x)] = 4, 369− 0.053× Idadei − 0.508× Cônjuges/irmãosi
− 1, 280× Classe (segunda)i − 2.551× Classe (terceira)i − 2, 592× Sexo (masc)i
Tabela 5.2: Matriz de Confusão do Modelo tradicional com banco de dados dividido
Predito
Total
ŷi = 0 ŷi = 1
Observado
yi = 0 119 26 145
yi = 1 22 76 98
Total 141 102 243
Pela matriz de confusão obtida a partir do modelo tradicional apenas com a
divisão dos dados, podemos obter a acurácia de 80, 25%, a precisão de 74, 51% e a sensi-
bilidade de 77, 55%.
O próximo ajuste nós faremos usando a penalização Lasso. Observando a Figura
5.2 (a), que mostra a curva de Validação Cruzada com k = 10, vemos que a primeira reta
com λ = 0.004 produz o menor desvio. Já na Figura 5.2 (b), em que cada linha representa
um coeficiente de acordo com a variação de λ, podemos observar que λ = 0.004 manteve
todos coeficientes, já λ = 0.045 possui apenas 5 coeficientes.
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Figura 5.2: Curva de Validação Cruzada em (a) e Comportamento dos coeficientes em
relação ao log(λ) em (b)
Nosso modelo final será dado por:
logit[π(x)] = 1, 564− 0.015× Idadei − 0.129× Cônjuges/irmãosi
0, 003× Preçoi − 0, 945× Classe (terceira)i − 1, 983× Sexo (masc)i
Tabela 5.3: Matriz de Confusão do Modelo Lasso
Predito
Total
ŷi = 0 ŷi = 1
Observado
yi = 0 122 33 155
yi = 1 19 69 88
Total 141 102 243
Pela matriz de confusão obtida a partir do modelo Lasso, a acurácia será de
78, 6%, a precisão de 67, 65% e a sensibilidade de 78, 41%.
Agora faremos um modelo por meio da penalização Ridge. Observando a Figura
5.3 (a), é posśıvel ver que os valores de log(λ) no intervalo de −4 a −2 produzem os
menores desvios. Já na Figura 5.3 (b), em que cada linha representa um coeficiente de
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acordo com a variação de λ, nós podemos observar que para qualquer valor de λ nós
teremos todos os coeficientes, diferente do Lasso.
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Figura 5.3: Curva de Validação Cruzada em (a) e Comportamento dos coeficientes em
relação ao log(λ) em (b)
logit[π(xi)] = 1, 515− 0, 018× Idadei − 0, 187× Cônjuges/irmãosi + 0, 033× Pais/filhosi
+ 0, 004× Preçoi − 0, 017× Classe (segunda)i − 0, 775× Classe (terceira)i
− 1, 487× Sexo (masc)i − 0, 329× Embarque (Q)i − 0, 286× Embarque (S)i
Tabela 5.4: Matriz de Confusão do Modelo Ridge
Predito
Total
ŷi = 0 ŷi = 1
Observado
yi = 0 117 30 147
yi = 1 24 72 96
Total 141 102 243
Pela matriz de confusão obtida a partir do modelo Ridge, as métricas de acurácia
precisão e sensibilidade serão, respectivamente 77, 78%, 75, 00% e, 79, 59%.
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O modelo que obteve melhor resultado nas métricas acurácia e precisão foi o mo-
delo tradicional com o banco de dados particionado, como podemos visualizar na Tabela
abaixo, representado por Loǵıstico*. Já para a métrica sensibilidade, o modelo Lasso
apresentou melhor resultado.
Tabela 5.5: Métricas dos modelos
Métricas Loǵıstico* Lasso Ridge
Acurácia 0,802 0,786 0,779
Precisão 0,745 0,676 0,706
Sensibilidade 0,775 0,784 0,750
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6 Considerações Finais
Neste trabalho nós revisamos os conceitos de Regressão Loǵıstica: o modelo, a
inferência, o diagnóstico, a partir da ótica inferencial. Porém, nos últimos anos esse
modelo vem sendo usado no aprendizado supervisionado cujo objetivo é a previsão de
novas observações. Para essa ótica mais preditivista, além de validação cruzada, podemos
aplicar penalizações, como Lasso e Ridge, com uma intenção diferente da proposta: a
de acrescentar viés. Depois da revisão de conceitos, nós fizemos um estudo de simulação
para visualizar o comportamento assintótico dos estimadores de máxima verossimilhança e
vimos que, quando a proporção de sucesso está nas extremidades, para amostras pequenas
o estimador não produz bons resultados. Nós também aplicamos algumas técnicas de
melhora de previsão em um banco de dados muito comum nos estudos de aprendizado
supervisionado e, o modelo com o banco de dados particionado apresentou maior acurácia
e precisão e, o modelo Lasso apresentou maior sensibilidade, apesar disso o desempenho
dos três modelos resultantes foi similar e fica a cargo do pesquisador escolher o modelo
com a métrica que deseja priorizar.
Como Diniz e Magalhães (2020) mencionam métodos de correção (refinamentos
assintóticos) para tamanhos amostrais pequenos, como sugestão de trabalhos futuros,
está a expansão das simulações do Caṕıtulo 4, levando em consideração os métodos de
refinamento assintótico, tanto para os estimadores, como para as estat́ısticas do teste.
Uma segunda sugestão é expandir a simulação do Caṕıtulo 4, levando em consideração o
foco preditivista, como Calster et al. (2020), e também as metodologias de refinamento.
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em: 〈http://doi.wiley.com/10.1002/sim.4780091109〉.
JAMES, G. et al. An Introduction to Statistical Learning: with Applications in R. Sprin-
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A Apêndice
`(β) = `(β|y,X) =
n∑
i=1






































yi(β1 + β2x2 + ...+ βpxp)−
n∑
i=1
log(1 + exp(β1 + β2x2 + ...+ βpxp))
