Abstract. Motivated by database search problems such as partial match or nearest neighbor, we present secure multiparty computation protocols for constant-depth circuits. Specifically, for a constant-depth circuit C of size s with an m-bit input x, we obtain the following types of protocols.
Introduction
As networking becomes a common tool and data can be accessible to all, many applications require distributed access of clients to data servers over the web and other network environments. Once the search is not locally performed, privacy might become a major concern. This motivates the problem of privacy-preserving database search, allowing clients to search a database without revealing their search queries to the servers storing the database. Since the databases being searched might be very large, it is desirable to obtain privacy-preserving search protocols whose communication complexity is sublinear in the database size.
expensive "cryptographic" computations (e.g., modular exponentiations) which would make the protocols computationally infeasible in practice. Our goal in this setting is to simultaneously obtain nearly-optimal communication (of the order of |x|) and local computation (of the order of |C|), while minimizing the number of servers.
In addition to the client-servers scenario discussed above, we also consider the complexity of evaluating constant-depth circuits in a multiparty setting, without any data replication assumptions. Here the circuit C specifies the functionality to be computed (hence it is known to all parties) and the input x is arbitrarily partitioned between the parties. In this case, the best known techniques from the multiparty computation literature would either require linear communication in |C| [5] or an exponential amount of computation andΩ(|x|) parties [3] . Our goal, as before, is to simultaneously obtain nearly optimal communication and computation while minimizing the required number of parties (alternatively, maximizing the security threshold).
Our Results
We obtain communication-efficient protocols for securely evaluating constantdepth circuits in both the client-servers setting and the multiparty setting discussed above. Our main protocols are optimal "up to polylog factors" with respect to all three parameters of interest: communication, computation, and number of participating parties. Furthermore, the protocols typically require a minimal amount of interaction, consisting of only two communication rounds (a single round of queries and answers in the client-servers case). Since the number of servers or participating parties is the most crucial resource, we also attempt to optimize the multiplicative constants involved, as was done in the context of PIR. In the case of depth 2 circuits (which in particular suffices for capturing general DNF or CNF evaluation and secure partial match), the number of servers can be as low as 1 2 log 2 |C| while maintaining (essentially) optimal communication and computation.
We now provide a more detailed account of our results. We let C denote a circuit of size s and depth c with an m-bit input x. In the client-servers setting, each of k servers holds C and a client who holds x should privately learn C(x). In the multiparty setting the circuit C is known to all k parties, where x is distributed between them, and (by default) they all privately learn C(x). Let t denote a security threshold (t = 1 by default). We obtain the following two main types of protocols: -In the client-servers setting we obtain protocols where the communication complexity and the client's computation complexity areÕ(m) per server, the computation complexity of each server isÕ(s), and k = O(t · log c−1 (s)). -In the multiparty setting we obtain a protocol for k = O(log c−1 (s)) parties in which the communication complexity is O(m · poly(k)), the computation complexity of each party isÕ(s), and the protocol resists t = Ω(k/ log c−1 (s)) dishonest parties.
All these protocols are secure in an information-theoretic sense.
We then apply the above general results and optimize them to obtain efficient secure protocols for database search problems. For instance, for the partial match problem on a database of n points in {0, 1} m , we get a protocol with k ≈ 1 2 log n servers,Õ(m) communication, and nearly linear server computation.
Overview of Techniques
The main technical tool we use in obtaining the above results is a compact representation of constant-depth circuits by probabilistic low-degree multivariate polynomials. We rely on techniques that have been part of a large body of work proving lower bounds on the size of constant-depth circuits (originating from [25, 27] ), tailoring them to our different goals. Additional tools we employ are -biased generators [23] and randomizing polynomials [19] .
Randomizing polynomial provide a secure reduction of a "complex" functionality f (x) to a low-degree randomized functionality p(x, r). (Here r represents "private" randomness chosen by the functionality; both x and r count towards the degree.) Such reductions are motivated by the fact that most standard protocols for secure function evaluation can handle low-degree functionalities very efficiently. Specifically, the main motivation for introducing randomizing polynomials in [19] was the fact that evaluating low-degree polynomials requires few rounds of interaction. The current motivation is different: We are mainly interested in minimizing the communication complexity. We exploit the fact that the amount of communication required for evaluating a vector of low-degree polynomials is dominated by the length of the vector (i.e., the number of outputs), rather than by the description size of the polynomials. Thus, our goal is to construct short vectors of low-degree randomizing polynomials representing constant-depth circuits.
In all previous constructions of randomizing polynomials from the literature, the output length of p is at least linear in the representation size of f , even when f outputs only a single bit. For instance, in [19] it is shown how to construct a vector of degree-3 randomizing polynomials whose length is quadratic in the size of a branching program computing f . In our case, both the output length and the amount of private randomness must be sublinear in the circuit size. To this end we define the more general notion of a randomizing polynomials collection (RPC), which introduces public randomness in addition to the private randomness r. Specifically, an RPC is defined by a collection of polynomial vectors p ρ (x, r), where the "key" ρ is viewed as public randomness and thus does not count towards the degree. We say that the RPC p ρ (x, r) represents the function f if: (1) it is possible to recover f (x) from p ρ (x, r) with a negligible failure probability (over the choices of ρ and r), and (2) the output of p ρ (x, r) gives (essentially) no additional information about x, even given the knowledge of the public randomness ρ. The usual notion of randomizing polynomials corresponds to the special case in which ρ is empty.
An RPC representation for f naturally gives rise to secure protocols for f , similarly to the case of standard randomizing polynomials. Thus, our goals reduce to constructing "good" RPCs for constant-depth circuits. The degree of the RPC corresponds to the minimal number of participating parties (alternatively, maximal security threshold), and thus serves as our main optimization goal. In addition to minimizing the degree, we wish to optimize both the output length and the amount of randomness, and in particular require them to be sublinear in the circuit size.
Our main RPC construction proceeds in three stages. The first and main stage applies a variant of the techniques of Razborov and Smolensky [25, 27] to create a short vector of low-degree randomized polynomials that uses a large amount of public randomness (but no private randomness) in order to reduce the degree of f . This representation guarantees that f (x) can be reconstructed from the outputs of the polynomials with overwhelming probability, yet these outputs might reveal additional information about x. In the second stage we reduce the amount of public randomness by using -biased generators [23, 1] . Finally, we eliminate the extra information about x revealed by the polynomials using previous constructions of degree-3 randomizing polynomials [19] . This stage introduces a small amount of private randomness and only incurs a minor increase to the degree.
Organization. The remainder of the paper is organized as follows. In Section 2 we give some definitions, and in particular define the notion of RPCs. In Section 3 we describe our main RPC construction for constant-depth circuits and in Section 4 we apply it to obtain secure protocols in both the client-servers setting and the multiparty setting. Finally, Section 5 discusses applications to concrete database search problems.
Preliminaries

Circuits
We represent functions using Boolean circuits with unbounded fan-in and fanout, as defined below. A circuit C is a labelled directed acyclic graph. The nodes with no incoming edges are labelled with variables (x i ), their negations (x i ), or constants (0 or 1). All other nodes are called gates and are labelled with some operator. Our default basis of operators includes AND, OR, NOT, and XOR. The nodes from which there are edges to a gate g are called the inputs of g. We refer to the number of such inputs as the fan-in of g. In the full version we also consider a generalization of XOR gates to MOD p e gates, where p is prime and e ≥ 1 is an integer. Such a gate outputs 1 iff the sum of its inputs is 0 mod p e (for p e = 2 this is a NOT − XOR gate). The size of a circuit is the number of edges. Its depth is the length of the longest path from a variable node to an output node, where intermediate NOT and XOR gates do not count towards the depth. Nodes with no outgoing edges are called the output nodes. We denote by C(x) the output of C on input x, and say that C computes a function f if C(x) = f (x) for all inputs x.
We will focus on the case of constant-depth circuits. By this we refer to (polynomial-time uniform) families of circuits whose depth is bounded by some constant c, independently of the input length. Such circuits over the basis AND, OR, NOT (resp., AND, OR, NOT, MOD p e ) correspond to the complexity class AC 0 (resp., AC 0 (p e )). Note that, using De-Morgan's law, one can eliminate AND gates without increasing the depth.
The case of depth-2 circuits will be of particular interest. An n-term DNF formula is a depth-2 circuit computing the disjunction (OR) of n conjunctions (AND) of literals. For instance, (x 1 ∧x 2 )∨(x 2 ∧x 3 ∧x 4 ) is a 2-term DNF formula.
Secure Computation
We consider two different scenarios for secure computation: a client-servers scenario, which may be viewed as a distributed form of two-party computation, and the standard multi-party scenario. We begin by recalling the latter.
Multi-party Setting. In the multi-party setting there are k parties, each holding an input x i to a functionality f . By default, we consider deterministic, single-output functionalities; that is, the output f (x 1 , . . . , x k ) should be learned by all parties. Generalization to randomized, multiple-output functionalities is straightforward.
Our protocols in this setting satisfy standard definitions for secure multiparty computation from the literature [7, 8, 18] . In fact, all our protocols are secure in an information-theoretic sense, assuming the availability of secure pointto-point channels. More specifically, our protocols will be statistically secure, where security is parameterized by a (statistical) security parameter σ which is given to all parties as an additional input.
We will distinguish between security in the semi-honest model (capturing "honest-but-curious" players or a passive adversary) and security in the malicious model (capturing an active adversary). In the latter case, we assume the availability of broadcast. In both cases, we allow the adversary to adaptively corrupt up to t parties.
Client-Servers Setting. Our client-servers model generalizes the model for information-theoretic PIR introduced in [11] . In this model there is a client (or user ) U who holds an input x of length m, and k servers S 1 , . . . , S k who all hold the same input C of length s. The goal is for the client to learn the value f (C, x), for some publicly known function f , while keeping its input x hidden from any collusion of t servers. We will be particularly interested in the case where the servers hold (a description of) a constant-depth circuit C and the client holds an input x to this circuit. In this case, f will be a universal function defined by
All of our protocols in this setting will only require a single round of interaction in which the client sends a query to each server and receives an answer in return. The protocol is -correct if the client's output is correct except with error probability bounded by . By default, should be exponentially small in the security parameter σ.
Similarly to the case of PIR, our default security requirement only considers the privacy of the client. We say that the protocol is t-private if any collusion of t servers can learn nothing about the client's input x.
We will also consider enhanced client-servers protocols that additionally protect the privacy of the servers' input. In such a protocol, the client should learn essentially nothing about C except the output f (C, x). More specifically, the protocol is said to be δ-server-private (with respect to f ) if the view of the client can be simulated, up to statistical distance of δ, based on its input and output alone. (See full version for a formal definition.) We require δ(σ) = 2
−Ω(σ) by default. Following the terminology that was used in the context of PIR [16] , we refer to protocols that satisfy this additional server privacy requirement as being symmetrically private. To enable server privacy without direct interaction between the servers, it is required to allow the servers to share a common random string (CRS) [16] .
The above security requirements induce three levels of security for clientservers protocols: (1) basic security, providing client-privacy only; (2) symmetric privacy with respect to a semi-honest client; and (3) symmetric privacy with respect to a malicious client.
Randomizing Polynomials
We generalize the notion of randomizing polynomials from [19] and consider what we call collections of randomizing polynomials. Before describing our generalization, we review the original notion of randomizing polynomials.
Randomizing polynomials represent a function f using a vector of multivariate polynomials over a finite field. (In this work, the underlying field will be GF(2) by default.) Each polynomial has two types of inputs: ordinary inputs x and random inputs r. A randomizing polynomials vector will usually be denoted by p(x, r). Note that p is a vector of polynomials which all act on the same variables x, r. The vector p(x, r) is said to represent a function f if its output distribution is "equivalent" to the output of f in the following sense. First, given p(x, r) it is possible to recover f (x) (without knowing r). In the other direction, given f (x) alone it is possible to sample from the output distribution p(x, r) induced by a uniform choice of r (without knowing x).
For the purpose of allowing more compact representations, we generalize the notion of randomizing polynomials by considering collections of randomizing polynomials. Let p ρ (x, r) denote a collection of polynomial vectors, indexed by a key ρ. When ρ is picked at random, we refer to it as public randomness, whereas r is referred to as private randomness. We will say that p ρ (x, r) represents a function f (x) if the following two properties hold: (1) it is possible to recover f (x) from the output of p ρ (x, r) (except for a negligible failure probability over the choices of ρ and r), and (2) the output of p ρ (x, r) gives (essentially) no additional information about x even given the knowledge of the public randomness ρ. These properties guarantee that the secure computation of f can be reduced to that of p ρ , where ρ is a public random string chosen independently of the inputs.
Definition 1. (Randomizing Polynomials Collection (RPC)).
Let , r) , . . . , p lρ (x, r)) be a vector of l polynomials over the input x = (x 1 , . . . , x m ) , the private random input r, and the public random input ρ. All polynomials are over a finite field F , where F = GF(2) by default. We say that p ρ (x, r) is an -correct, δ-private randomizing polynomials collection (RPC) for f (x) if the following holds.
-( -correctness) There exists a reconstruction algorithm R such that for every input 
where r and ρ are chosen uniformly and independently at random and SD denotes statistical distance. Note that the simulator is not given ρ yet the simulation should also be successful when considered jointly with ρ. This implies that the output distribution of p ρ (x, r) should be essentially the same given almost any fixed ρ.
The length of p ρ (x, r) is l. Its degree is the maximal degree of a polynomial in the vector, taking into account only the input variables x and the private random variables r. We refer to |ρ| as the public randomness complexity and to |r| as the private randomness complexity.
Universal RPC. We will sometimes want to represent each function f in a class F by an RPC, such that all RPCs in the class share the same simulator and reconstruction algorithms. In such a case, we say that the class of RPCs is universal for the function class F . Our main RPC construcsion will be fully universal: the same reconstruction algorithm and simulator can be applied for all functions f . (Of course, the RPC itself varies from one function to another.) This feature will be useful for obtaining protocols in the client-servers model, where a circuit held by the servers is evaluated on an input held by the client.
Polynomial Collection (PC). We will also consider RPCs which do not need to satisfy the privacy requirement. (In fact, such collections will serve as an intermediate step in constructing RPCs.) In this case, there is no need for private randomness. We will refer to this relaxed type of RPC as a polynomial collection (PC) and denote it by p ρ (x). A PC of length 1 will also be referred to as a randomized polynomial. Note that the identity function p(x) = x defines a trivial PC with no public randomness. However, we will be interested in constructing universal PCs (whose reconstruction algorithm does not depend on f ), and in particular ones in which the output length is sublinear in the input length.
Randomizing polynomials for branching programs. We will rely on an efficient representation of branching programs by randomizing polynomials. 2 ). Moreover, the degree of p in the x variables is 1.
-Biased Generators
The communication complexity of some of our protocols will depend on the randomness complexity of the underlying RPCs. This calls for the use of pseudorandomness. It turns out that the pseudo-random generators we need are only required to fool linear distinguishers. Thus, we will rely on the following standard notion of -biased generators [23] .
Definition 2. ( -biased generator)
-biased generator (for some bias function ( )) if for all sufficiently large and all linear functions L : GF (2) n( ) → GF (2), we have
By default, the function ( ) is required to be negligible.
Low-Degree RPCs for Constant Depth Circuits
In this section we present our main constructions of low-degree PCs and RPCs for constant-depth circuits. The high level idea is to simulate the given circuit in a gate-by-gate fashion, going from the inputs to the output, where each such simulation step does not add much to the degree and does not create a big error. For simplicity, we assume that the circuit has a single output and thus computes a boolean function; a generalization to the non-boolean case is straightforward. We also restrict the attention to AC 0 (2) circuits (a generalization to AC 0 (p e ) circuits appears in the full version). Finally, we may assume without loss of generality that the circuit contains only OR, XOR, NOT gates and that the output gate is OR.
A central "gadget" in the construction is the following representation of the OR function by a single randomized polynomial, namely a PC of length 1.
OR construction with parameter γ. Given an OR gate with t inputs, let R be a random γ × t matrix over GF (2) , and define the randomized polynomial:
If OR(x) = 0 then so is p R (x), while if OR(x) = 1 then the probability of every inner product (the sum) to result in 0 or 1 is equal. Thus, p R (x) = OR(x) except with probability 2 −γ over the choice of R, and we have the following.
Lemma 2.
An OR gate with t inputs has a 2 −γ -correct PC representation over GF(2) of length 1 and degree γ.
Notice that in this case we only have a one-sided error; however, applying the OR gadget within the general construction will generally result in a two-sided error. We now proceed to the case of a general circuit C.
Basic construction with parameter σ. Given a circuit C of size s, we define a randomized polynomial p g ρ (x) for every gate g of C, so that the PC representing the circuit is the polynomial defined for the output gate. The polynomial p g is defined inductively as follows. An input is represented by a deterministic polynomial corresponding to its straightforward arithmetization (e.g.,x i is represented by 1 − x i ). If g is an OR gate, then p g is defined by applying the above OR construction with γ = log s + σ to the polynomials representing its inputs. This step introduces new public randomness. Finally, if g is a XOR or a NOT gate, then p g is naturally defined in terms of the polynomials representing the input gates (e.g., their summation in case of XOR). The degree of the output polynomial is bounded by the maximal degree of a polynomial representing a gate (as a function of its inputs) to the power of the depth of the circuit. Using union bound on the error probability of the representation 2 we have the following:
Lemma 3. Given a circuit C with m inputs, one output, size s and depth c, the basic construction with parameter σ produces a 2 −σ -correct PC representation for C over GF(2) of length 1, degree at most (log s + σ) c , and public randomness complexity O(s(log s + σ)).
The parameters of the above PC representation leave much to be desired. First, the degree depends on σ which will generally be larger than log s; moreover, even for depth-2 circuits (capturing the important case of DNF) the degree grows quadratically with log s + σ. As we shall see, one can make the degree linear in log s (and independent of σ) in the depth-2 case. Finally, the public randomness complexity is very large.
We will start by reducing the amount of randomness via the use of -biased generators. We use here the powering construction by Alon et al.:
Lemma 4. [1] There exists an efficient -biased generator
We use the above generator to produce the matrix R from the OR construction (1). To ensure independence between rows, we use a separate seed for every row. This gives the following:
2 . An OR gate of t inputs has a PC representation over GF(2) of length 1, degree γ, ( γ -correctness, and public randomness complexity 2γ log t .
We turn to the question of optimizing the degree, our most crucial parameter. The main observation is that one can reduce the error probability in the basic construction by repeating it σ times in parallel, using independent randomness in each copy. This will result in a universal PC of length σ from which the output can be recovered, except with 2
−Ω(σ) error probability, by applying some fixed threshold function. We will then enhance this PC into a universal RPC at a minor additional cost.
Improved construction with parameter σ. The improved construction is similar to the basic construction with the following changes:
-OR gates are represented using the construction of Lemma 5.
-The output gate is assigned a special parameter γ o when Lemma 5 is applied.
-The representation is repeated σ times in parallel, producing a PC of length σ with threshold as its reconstruction function. -If privacy is required, a randomizing polynomials representation of a threshold function is applied to the σ outputs of the PC, producing an RPC. Proof. We instantiate the improved construction outlined above with the following parameters. Consider first the case where no -biased generators are used to reduce public randomness. In this case, we choose γ = log s + 2 and γ o = 1. By Lemma 2 each randomized polynomial representing an internal OR gate of C errs with at most 2 −γ probability. Using a union bound, the probability that at least one of them errs is bounded by s · 2 −γ ≤ 1 4 . Since γ o = 1, the output will be 1 with probability at most if f (x) = 1. (Here we assume that an independent random matrix R is used for the top gate; this has no impact on the asymptotic complexity.)
Theorem 1. Let σ be a security parameter. Given a circuit C with m inputs, one output, size s and depth c, the improved construction yields representations of C by:
Consider the PC obtained by concatenating σ copies of the above construction, using independent randomness in each copy. The degree remains as before. By Chernoff's bound, we have a (universal) 2
−Ω(σ) -correct reconstruction algorithm that outputs 1 if at least σ/4 out of the σ outputs evaluate to 1.
To optimize the amount of public randomness, we choose the bias parameter to be = , Lemma 1 guarantees a representation by degree-3, perfectly correct and private randomizing polynomials P (x, r) where both the length and the private randomness complexity are O(σ 4 ). Moreover, the degree in thex variables is 1. Applying this construction with p ρ (x) as an input produces an RPCP ρ (x, r) = P (p ρ (x), r) with the required parameters.
Note that the perfect simulator (resp., reconstruction algorithm) of P can serve as a universal 2
−Ω(σ) -private simulator (resp., 2 −Ω(σ) -correct reconstruction algorithm) for the above RPC. This follows from the fact that the simulation and reconstruction of P are perfect when conditioned on the event that the choice of ρ does not lead p ρ (x) to err.
We note that above PC and RPC constructions implicitly define efficient evaluation algorithms whose complexity is nearly linear in the circuit size s (defined as the number of wires). Moreover, for the purpose of bounding the degree, one can take s to be the number of OR gates in the circuit. Thus, for the important special case where C is an n-term DNF formula, we get a PC (resp., RPC) of degree log n + O(1) and length σ (resp., O(σ 4 )).
Secure Computation of Constant Depth Circuits
In this section we describe the application of low-degree representations to communication-efficient secure computation. Combined with the results of the previous section, we will get efficient protocols for constant-depth circuits. We will separately consider the client-servers model and the multiparty model, both defined in Section 2.2. In the basic client-servers setting, where only the privacy of the client is guaranteed, it will suffice to use an underlying PC representation of the function we wish to compute. In multi-party setting, as well as the client-servers setting with server privacy, we will need to rely on the stronger RPC representation.
The protocols we describe rely on standard techniques for securely evaluating low-degree polynomials, previously used in the contexts of informationtheoretic secure multi-party computation [5, 2, 12, 19] and private information retrieval [11, 16, 4] . We only sketch the high-level structure of the protocols and the parameters they achieve. Further details can be found in the full version.
Throughout this section, assume F to be an extension field of GF(2) having more than k elements, where k is the number of servers or parties. Most of the protocols will employ Shamir's secret-sharing [26] over F in order to securely compute polynomials over its subfield GF(2). We let t denote a security threshold, where t = 1 by default.
The Client-Servers Setting
In the general definition of client-servers computation given in Section 2.2, the client holds an input x, the servers hold an input C, and the client wishes to learn f (C, x) for some publicly known function f . It will be convenient for our purpose to focus on the case where C represents a circuit, x is an m-bit input to this circuit, and f is the universal function defined by f (C, x) = C(x). We assume that C is taken from some known class C, typically the class of depth-c, size-s circuits. Thus, the problem we consider is that of allowing the client to privately learn the value of a circuit C ∈ C held by the servers on its secret input x.
We start with the case of client-privacy only. In this case, a universal degreed PC representation for C gives rise to the following simple protocol. Suppose k > dt. Let p ρ (x) denote be a PC representing the servers' circuit C. The client secret-shares each of its input bits between the servers, using the t-private Shamir's scheme over F . In parallel, it picks ρ at random and sends it to all k servers. Each server replies to the client with the output of p ρ on the m-tuple of shares it received.
3 The client recovers C(x) by first recovering the output y of p ρ (since k > dt, this can be done by polynomial interpolation) and then applying the (universal) reconstruction algorithm of C. The error probability of the protocol is the same as that of p ρ . Combining the above protocol with the representation obtained by Theorem 1 we have the following. The protocol from [29] is similar to the basic client-servers protocol described above, and in particular the client's queries have the same structure. The improvement comes from the fact that each server replies not only with the value of p on the point queried by the client, but also with the values of its m partial derivatives. In order to apply Lemma 6 in our context, we should emulate computation of p ρ (x) over GF(2) using computation over a field of a large prime order q. Since the value of p ρ (x) when computed over the integers is bounded by 2 O(log c−1 s log m) , it suffices to use a prime q of the latter size. This yields the communication complexity specified above. In particular, in the case of n-term DNF we get a protocol with Symmetrically private client-servers protocols. We now briefly discuss an extension of the above results to the case where server privacy is also a requirement. (Further details can be found in the full version.) In this case, the stronger RPC representation should replace the previous RP representation. If the circuit C held by the servers is represented by a (universal) RPC p ρ (x, r), the protocol will let the client securely evaluate the polynomial vector p ρ (x, r), where both r and ρ are taken from the CRS shared by the servers. (Note that here it is crucial that r remain hidden from the client.) Unlike the previous case of client privacy only, here the polynomial evaluation protocol should prevent the client from learning anything other than the output of p ρ . The simple polynomial evaluation protocol described before fails to achieve this property. In the case of a semi-honest client, it is easy to eliminate the extra information from the servers' answers by masking them with (private) randomness from the CRS. The case of a malicious client is more difficult, since the queries it sends to the servers might not be well formed. For instance, the client might share values from F \ {0, 1} or send shares that are not of the right degree. In the full version we describe a client-servers protocol for fully secure polynomial evaluation that resists a malicious client without requiring additional rounds of interaction and with a very minor complexity overhead. The protocol relies on the conditional disclosure methodology of Gertner et al. [16] and can also be used to obtain better t-private SPIR protocols than those implied by [16] . Applying this machinery, we get an enhanced version of Theorem 2 which provides server privacy against a malicious client, with the main additional cost of increasing the answer size from σ to σ O(1) (reflecting the larger length of the RPC).
The Multi-party Setting
Here we consider the standard MPC setting in which an m-bit string x is partitioned between k parties, who all want to learn the output of a publicly known function f (x). Given an RPC p ρ (x, r) representing f , we view p ρ as a randomized low-degree ideal functionality in which r is a "private" random input and ρ is a "public" random input. Both r and ρ are independently chosen by the functionality; the difference between them is that ρ is additionally revealed to the adversary. (Recall that the separation between ρ and r is motivated by the goal of minimizing the degree of the RPC, which in the current context will correspond to the minimal required number of parties.) The reconstruction algorithm of the RPC now defines a non-interactive reduction from f to p ρ : to securely compute f (x) the parties first securely compute p ρ (x, r) and then locally apply its reconstruction algorithm. We turn to the question of efficiently computing the randomized functionality induced by an RPC p ρ of degree d. We require the communication complexity to be dominated by the length of the inputs and outputs and not by the description size of p. This can be done by using standard MPC techniques (cf. [5, 3, 15] ). In the semi-honest case, a simple two-round protocol for k > dt parties is described in [19] . In the malicious case, we can use the following constant-round protocol for k > (d + 2)t parties. First, the parties apply a VSS protocol (e.g., from [5] ) to create degree-t shares of x along with shares of secret random values r, ρ and shares of 0 (the latter are created by locally adding shares contributed by different players). Using the protocol from [14] the above requires only two rounds. One also needs to ensure that the shared values are elements of the subfield GF(2) rather than general elements of F ; this can be done (without additional interaction) using a method from [12] . Next, the players reveal ρ which now defines a public polynomial vector p ρ of degree d. Finally, the players recover p ρ (x, r): this is done by having each player locally evaluate p ρ on its shares of x, r, mask the resulting shares with the shares of 0 created in the first phase, and communicate the result to all other players. The players can now recover the output of p ρ via local error-correction. Combining this protocol with Theorem 1, we have: 
Constant-Depth Circuits for Search Applications
In this section we demonstrate the usefulness of our general results in the context of database search problems. The goal is to translate the servers' database into a constant-depth circuit and the client's query into a corresponding assignment in a way that would optimize the complexity of our general constructions. For the following problems assume the database consists of n points in {0, 1} m :
-The partial match decision problem supports queries in {0, 1, * } m , where the symbol * is interpreted as "don't care". An answer should be 1 iff there is a point in the database that agrees with the query in all indices that are not * . We encode the database as an n-term DNF over the 2m variables x 1,0 , x 1,1 , . . . x m,0 , x m,1 . The DNF is constructed by assigning a term for every point in the database (e.g., 1011 translates into x 1,1 ∧x 2,0 ∧x 3,1 ∧x 4,1 ) . The query is then translated by applying a two-bit encoding for each symbol (0 by 10, 1 by 01 and * by 11). As noted in Section 3, for n-term DNF we get a PC (resp., RPC) of degree log n + O(1), length σ (resp., σ O(1) ) and 2m variables. Using Theorem 2, we get a client-servers protocol with log n + O(1) servers,Õ(m) communication andÕ(nm) server computation. One can reduce the number of servers to In the full version we describe optimized constructions of constant-depth circuits for the problems mentioned above as well as for other problems.
