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Abstract
The widespread use of digital cameras, as well as the increasing popularity of on-
line photo sharing has led to the proliferation of networked photo collections. Han-
dling such a huge amount of media, without imposing complex and time consuming
archiving procedures, is highly desirable and poses a number of interesting research
challenges to the media community. In particular, the definition of suitable content
based indexing and retrieval methodologies is attracting the effort of a large number
of researchers worldwide, who proposed various tools for automatic content organiza-
tion, retrieval, search, annotation and summarization. In this thesis, we will present
and discuss three different approaches for content-and-context based retrieval. The
main focus will be put on personal photo albums, which can be considered one of the
most challenging application domains in this field, due to the largely unstructured
and variable nature of the datasets. The methodologies that we will describe can be
summarized into the following three points:
i. Stochastic approaches to exploit the user interaction in query-by-example photos
retrieval. Understanding the subjective meaning of a visual query, by converting it
into numerical parameters that can be extracted and compared by a computer, is the
paramount challenge in the field of intelligent image retrieval, also referred to as
the “semantic gap” problem. An innovative approach is proposed that combines a
relevance feedback process with a stochastic optimization engine, as a way to grasp
user’s semantics through optimized iterative learning providing on one side a better
exploration of the search space, and on the other side avoiding stagnation in local
minima during the retrieval.
ii. Unsupervised event collection, segmentation and summarization. The need for
automatic tools able to extract salient moments and provide automatic summary of
large photo galleries is becoming more and more important due to the exponential
growth in the use of digital media for recording personal, familiar or social life events.
The multi-modal event segmentation algorithm faces the summarization problem in
an holistic way, making it possible to exploit the whole available information in a
fully unsupervised way. The proposed technique aims at providing such a tool, with
the specific goal of reducing the need of complex parameter settings and letting the
system be widely useful for as many situations as possible.
iii. Content-based synchronization of multiple galleries related to the same event.
The large spread of photo cameras makes it quite common that an event is acquired
through different devices, conveying different subjects and perspectives of the same
happening. Automatic tools are more and more used to support the users in organiz-
ing such archives, and it is largely accepted that time information is crucial to this
purpose. Unfortunately time-stamps may be affected by erroneous or imprecise set-
ting of the camera clock. The synchronization algorithm presented is the first which
uses the content of pictures to estimate the mutual delays among different cameras,
thus achieving an a-posteriori synchronization of various photo collections referring
to the same event.
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Introduction
Content-Based Image Retrieval (CBIR) refers to any technology that in principle
helps to organize digital picture archives by their visual content [32]. The year 1992
is considered the starting point of research and development on image retrieval by
content [57]. The last two decades have witnessed great interest in research on
content-based image retrieval. This has paved the way for a large number of new
techniques and systems, and a growing interest in associated fields to support such
systems. Content based image retrieval is a field of research differentiated in many
facets which contain numerous unresolved issues. Despite the effort made in these
years of research, there is not yet a universally acceptable algorithmic means of
characterizing human vision, more specifically in the context of interpreting images.
Some intrinsic technical problems are: how to mathematically describe an image
(visual signature), how to assess the similarity between images (similarity metric)
how to retrieve the desired content (search paradigm) how and what to learn from
content or users (learning and classification). All these issues can be referred to
as the so called “semantic gap” that is the gap between the subjective semantic
meaning of a visual query and the numerical parameters extracted and analyzed by
a computer [111]. Beyond the techniques adopted, the key aspects of a content-based
system are the purpose and the domain of the application. It is possible to simplify
the content-based applications types according to two main tasks: search that covers
retrieval by association, target or category search; and annotation that includes face
and object detection and recognition, and all the different level types in concept
detection (from lower to higher sematic abstraction). Understanding the nature
and scope of image data plays a key role in the complexity of image search system
design. Along this dimension, it is possible to classify the content-based application
domain into the following categories: for consumer or personal collections, for the
web or for specific domain data such as biomedical, satellites or museum image
databases. Many researchers agree that CBIR remains well behind content-based
text retrieval [52], [128], [35] this is mainly due to three great unresolved problems.
Semantic gap. Up to now it has resulted impossible to find the semantic inter-
pretation of an image using the statistics of the values of the pixels even if
significant efforts have been put into using low-level image properties [34].
From simpler methods such as color and texture histograms to more sophis-
ticated features such as global transforms or SIFT [86], the visual signatures
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extracted from the pixel photo content fail in the description of the user per-
ceived meaning (see figure 1).
Curse of dimensionality. Pattern classification studies demonstrate that increas-
ing the number of features can be detrimental in a classification problem [39].
Ideally, images in a given semantic category should be projected in nearby
points in the feature space. If the number of samples is small compared to
the dimension of the space, then it becomes possible to find rules to associate
the feature sets of “similar” images. But when new samples or new categories
are added, it is unlikely that such an association will be confirmed [62] thus
bringing generalization and scalability lacks in classifiers [106].
Role of the user and of the context. Each user is unique and while interacting
with a system the interpretation of the data has many relationships with psy-
chological affects. If the same photo is given to different people and they are
asked to assign tags to represent the photo, there may be as many different
tags as the number of people assigning them. Images content analysis is funda-
mentally a perception problem and the human perception is strictly connected
to the context where the picture is used. If the same photo is given to a person
at two different times and in different contexts, then the tags assigned could
be different. If context is known, then it is possible to include that knowledge
in the system design but this is possible only when we deal with a specific
application area [66].
In this thesis, three different content-based applications will be presented. The
tools domain is the personal photo collection while the tasks involve both the re-
trieval and the annotation issues. The above mentioned unresolved problems are
faced using unsupervised approaches and involving the user as leading actor of the
application. In the following chapters the three applications proposed will be de-
scribed. Each chapter is introduced by a section depicting the related works and
the state of art strictly connected to the methodologies adopted.
In chapter 1, an innovative approach is proposed which combines a relevance feed-
back process with a stochastic optimization engine, as a way to grasp users semantics
through optimized iterative learning providing on one side a better exploration of
the search space, and on the other side avoiding stagnation in local minima during
the retrieval. The retrieval uses human interaction to achieve a twofold goal: (i) to
guide the swarm particles in the exploration of the solution space towards the clus-
ter of relevant images; (ii) to dynamically modify the feature space by appropriately
weighting the descriptive features according to the users perception of relevance.
In chapter 2 a context and content summarization tool is presented. The applica-
tion helps the user in annotation and organization tasks in an holistic way, making
it possible to exploit the whole available information in a fully unsupervised way.
Context expressed by time and space and content expressed by visual features and
faces are fused together after an independent clustering analysis. The proposed
technique aims at providing such a tool, with the specific objective of reducing the
need of complex parameter settings and letting the system be widely useful for as
2
many situations as possible.
Chapter 3 presents a content-based synchronization algorithm to estimate the time
delay among different photo galleries of the same event. Automatic tools are more
and more used to support the users in organizing their photo archives, and it is
largely accepted that time information is fundamental to this purpose. Unfortu-
nately, time-stamps may be affected by erroneous or imprecise setting of the camera
clock. The synchronization algorithm presented is the first to use the content of
pictures to estimate the mutual delays among different cameras, thus achieving an
a-posteriori synchronization of various photo collections referring to the same event.
The thesis ends with the conclusion on the work done and discusses about future
challenges in content-based applications for personal photo management.
(a) (b)
Figure 1: Example of two images with similar color and textures statistics but different
semantic meaning.
3
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Chapter 1
Retrieval in Photos Database
Understanding the subjective meaning of a visual query, by converting it into
numerical parameters that can be extracted and compared by a computer, is the
paramount challenge in the field of intelligent image retrieval, also referred to as
the semantic gap problem. In this chapter, an innovative approach is proposed that
combines a relevance feedback (RF) approach with an evolutionary stochastic algo-
rithm, called Particle Swarm Optimizer (PSO), as a way to grasp users semantics
through optimized iterative learning. The retrieval uses human interaction to achieve
a twofold goal: (i) to guide the swarm particles in the exploration of the solution
space towards the cluster of relevant images; (ii) to dynamically modify the fea-
ture space by appropriately weighting the descriptive features according to the users
perception of relevance. Extensive simulations showed that the proposed technique
outperforms traditional deterministic RF approaches of the same class, thanks to
its stochastic nature, which allows a better exploration of complex, non-linear and
highly-dimensional solution spaces.
1.1 A Stochastic Approach using Relevance Feedback and
Particle Swarm Optimization
Content-Based image retrieval (CBIR) systems analyze the visual content descrip-
tion to organize and find images in databases. The retrieval process usually relies
on presenting a visual query (natural or synthetic) to the systems, and extracting
from a database the set of images that best fit the user request. Such mechanism,
referred to as query-by-example, requires the definition of an image representation
(a set of descriptive features) and of some similarity metrics to compare query and
target images. Several years of research in this field [104],[111],[32] highlighted a
number of problems related to this (apparently simple) process. First, how good is
the description provided by the adopted feature set, i.e., are the selected features
able to provide a good clustering of the requested images, retrieving a sufficient num-
ber of desired images and avoiding false positives? Second, is the query significant
5
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enough to represent the conceptual image that the user has in mind, i.e., does the
query capture the semantics of the user? Third, is there a reliable method to clus-
ter relevant and irrelevant images, taking into account that, even if relevant images
may luckily represent a compact cluster, irrelevant ones for sure will not? Simple
minimum-distance-based algorithms are usually unable to provide a satisfactory an-
swer to all such problems. According to this, several additional mechanisms have
been introduced to achieve better performance. Among them, relevance feedback
(RF) proved to be a powerful tool to iteratively collect information from the user
and transform it into a semantic bias in the retrieval process [105]. RF increases the
retrieval performance thanks to the fact that it enables the system to learn what is
relevant or irrelevant to the user across successive retrieval-feedback cycles. Never-
theless, RF approaches so far proposed show some critical issues yet unsolved. First,
user interaction is time consuming and tiring, and it is therefore desirable to reduce
as much as possible the number of iterations to convergence. This is particularly
difficult when only a few new images (possibly none) are retrieved during the first
RF steps, so that no positive examples are available for successive retrieval [59].
In this case, the method should introduce some alternative strategy to explore the
solution space (e.g., some perturbation of the solution). Another critical problem
concerns the risk of stagnation, where the search process converges to a very sub-
optimal local solution, thus being unable to further explore the image space. This
problem is more and more evident when the size of the database increases. Again,
additional mechanisms to allow enlarging the exploration are usually needed. In
order to overcome the above problems, we investigate the possibility of embedding
the RF process into a stochastic optimization engine able to provide on one side a
better exploration of the search space, and on the other side to avoid the stagnation
in local minima. We selected a particle swarm optimizer [71], for it provides not
only a powerful optimization tool, but also an effective space exploration mecha-
nism. We would like to point out that the optimal choice of the features used for
image description is outside the scope of this work, and then all the tests presented
are based on a very standard description based on colors and textures.
1.2 Related Work
1.2.1 Relevance Feedback
As already mentioned, the proposed technique is based on the well-known concept
of relevance feedback. The basic RF mechanism consists in iteratively asking the
user to discriminate between relevant and irrelevant images on a given set of results
[10]. The collected feedback is then used to drive different adaptation mechanisms
which aim at better separating the relevant image cluster or at reformulating the
query based on the additional user input. In the first case, we may apply feature
re-weighting [72] or adaptation [50] algorithms, which modify the solution space
metrics, giving more importance to some features with respect to others. In the
second case, also known as query shifting, we will move the initial user query to-
wards the center of the relevant image cluster to obtain a new virtual query, which
6
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takes into account the multiple inputs of the user across iterations [43]. Feature
re-weighting and query shifting are often used jointly. A binary RF is used to train
neural network systems as in PicSOM [74] or in the work of Bordogna and Pasi
[13]. In [130], a fuzzy RF is described, where the user provides the system with a
fuzzy judgment about the relevance of the images. It was also proposed to exploit
a RF approach to model an SVM-based classifier: this is the case of the work by
Djordjevic and Izquierdo [36], and of the system developed by Tian et al. [117]. A
thorough survey on the existing RF techniques for image retrieval is presented in
[135], while two different evaluations and comparisons of several RF methods and
schemas are reported in [60] and [38].
1.2.2 Particle Swarm Optimization
In the last years, the development of optimization algorithms has been inspired
and influenced by natural and biological behaviors [123]. Bio-inspired optimization
approaches provided new ways to achieve nearly-optimal solutions in highly nonlin-
ear, multidimensional solution spaces, with lower complexity and faster convergence
than traditional algorithms. In this chapter, we investigate the use of a popular
bio-inspired stochastic optimization algorithm called particle swarm optimization
(PSO) to achieve an efficient interactive CBIR algorithm. PSO was introduced in
the field of computational intelligence by Kennedy and Eberhart [70] in 1995 and
is a population-based stochastic technique that allows solving complex optimization
problems [40]. It is inspired by the behavior of swarms of bees, where a particle
corresponds to a single bee that flies inside a problem solution space searching for
the optimal solution. During the iterations, the particles move towards the swarms
global best and the particles personal best, which are known positions in the solution
space. These positions represent the social and the cognitive factor of the swarm and
are weighted by two parameters that influence the swarm behavior in the search pro-
cess. PSO has been successfully applied as an optimization tool in several practical
problems [94] and in many different domains such as image classification [19], ad-hoc
sensor network [131], design of antennas array [44], and neural networks [82]. PSO
has been used in many cases as a way to generate optimized parameters for other
algorithms. As such, it has been proposed also in the field of CBIR. In particular,
in [21] and [20], it is used to build a supervised classifier based on self-organizing
features maps (SOM), while in [93], it is applied to the tuning of parameters of a
similarity evaluation algorithm. An in-depth study on the use of statistical methods
in image retrieval problem was recently done by Chandramouli and Izquierdo [96],
where the image retrieval task is treated as a classification problem.
1.3 Motivations
Although RF is for sure not new in itself, no viable alternative solutions have been
proposed so far to capture the user semantics in content-based image retrieval
through user interaction, unless additional information is available (e.g., textual
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keywords, such as tags or annotations). RF has been used in different fields of in-
formation retrieval, but its current moderate success in the media domain is mainly
due to the limited performance achieved by available algorithms, which require nu-
merous iterations to achieve a significant number of relevant images. As a matter of
fact, RF mechanisms currently used in some beta or demo version of online search
engines usually rely on a simple substitution of the query with one of the images
found in the previous search. In this case, the history of the search is not maintained,
making impossible to achieve a real adaptation of the search. It is our opinion that
more sophisticated methods are likely to be adopted in the future if effective meth-
ods to exploit the history of the search will be available. The proposed method
converts the RF into an optimization algorithm, thus opening a new perspective for
the development of more efficient and computationally-effective RF approaches. To
this purpose, we restate the problem of finding the images that match a given user
query as an optimization problem where the requested images are the ones that min-
imize a given fitness function. A swarm particles fly in a multidimensional feature
space populated by the database images. The features provide the image descrip-
tion, and each image is uniquely represented by a feature vector, corresponding to
a point in the space. The fitness function is defined such that minimum values are
achieved when particles approach images which fit the users request. Then, swarm
migration process is run so that particles may iteratively converge to the solution
that minimizes the global fitness, i.e., to the cluster of images that best fit the user
query. We will demonstrate that using swarm intelligence of the PSO algorithm,
it is possible to substitute a generic query shifting [102] by using completely differ-
ent process, where the particles of the swarm can be seen as many single retrieval
queries that search in parallel, locally and globally, moving towards relevant samples
and far from irrelevant ones. Practically speaking, this can be seen as a generalized
query shifting algorithm, where each particle of the swarm can be considered as a
query point that searches in parallel the best solution inside a local area of the fea-
ture space, and the different queries (particles) are combined by taking into account
the global and the personal best. A further added value of the proposed PSO-RF
with respect to other proposed CBIR algorithms is in the fact that it introduces a
stochastic component to the process, thus allowing to explore the solution space in
different ways, thus making it possible to climb local minima and to converge to a
good solution independently of the starting point and of the path followed. This
is achieved by making three components cooperate in the convergence process with
appropriate weights: a social factor (where the swarm did find the best solution), a
cognitive factor (where the particle did find its best solution), and an inertial factor
(towards where the particle is moving).
1.4 Proposed Approach
In this section, we describe the proposed retrieval algorithm that we will call PSO-
RF. PSO-RF is based on two iterative processes: feature re-weighing and the swarm
updating. Both processes use the information gathered from the user, who is iter-
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atively involved in the image search process. Fig. 1 shows the block diagram of
the proposed algorithm. According to the classic “query-by-example” approach, the
user selects the query image, and based on that, the system ranks the whole dataset
according to a minimum distance criterion. To this purpose, each image (included
the query) is mapped into a feature vector and the distance between query and im-
age is calculated as a weighted Euclidean distance computed among feature vector
pairs [121]. Initially, the weights are all equal to 1. Then, the nearest images are
presented to the user, and the first feedback is requested. The feedback is binary,
and labels each retrieved image as relevant or irrelevant. Accordingly, two image
subsets are created, which will be progressively populated across iterations thanks
to human interaction. The definition of relevant and irrelevant image subsets makes
it possible to perform a first re-weighting of the features and a first updating of the
swarm. Details about such procedures are provided in section 1.4.1. After that, a
new ranking is calculated based on the weighted Euclidean distance (with updated
weights) and the NFB nearest images are again proposed to the user to collect a new
feedback. The process is then iterated until convergence. During this process, the
feature weights are iteratively specified to fit the users mental idea of the query, i.e.,
the two classified image subsets allow the system to understand which features are
more important to discriminate between relevant and irrelevant images. In parallel,
the optimization process is carried out by constantly updating the swarm, which
progressively converges to the image cluster that contains the best solutions found
across iterations.
1.4.1 Query selection and Distance calculation
The first operation is to describe the images in terms of features. The visual sig-
nature of the i-th image is made of four different feature vectors, composed by:
Ncm color moments x
cm
i , Nch color histogram bins x
ch
i , Neh edge histogram bins x
eh
i ,
and Nwt wavelet texture energy values x
wt
i . The vector xi = [x
cm
i , x
ch
i , x
eh
i , x
wt
i ] of
dimension F = Ncm +Nch +Neh +Nwt, provides then the overall description of the
image. The computation of the parameters is usually performed off-line for database
images and on-line for the user query. From that point on, each image is completely
represented by its visual signature, or equivalently by a point xj in a F -dimensional
space. After the selection of the query and its mapping xq in the feature space, the
system shows the user the most similar NFB images in the entire database according
to equation 1.1:
Dist
(
xq;xj
)
= WMSE
(
xcmq ;x
cm
j
)
+
+WMSE
(
xchq ;x
ch
j
)
+
+WMSE
(
xehq ;x
eh
j
)
+
+WMSE
(
xwtq ;x
wt
j
)
;
(1.1)
where WMSE is the weighted Euclidean distance calculated between a pair of
corresponding feature vectors:
9
1. Retrieval in Photos Database
Query Image Visual 
Similarity
Image Database
 
Evaluation
(Dist)
User Feedback
IrrelevantRelevant
Features
Re weighting
 
Images
 
Images  RELχ IRRχ
First
Iteration? yes
-
Evolutionary
PSO
no
Swarm Split
(Gbest, Pbest, Speed 
and Position Update)
Swarm
Initialization
Fitness
Evaluation
Figure 1.1: Flowchart of the proposed CBIR system.
WMSE
(
x; y
)
=
1
S
·
S∑
s=1
(xs − ys)2 · wks (1.2)
where x and y are two generic feature vectors, wk is a vector of weights associated
to the features (s = 1, . . . , S, where S is equal to Ncm or Nchor Neh or Nwt), and
k marks the iteration number. At the first iteration (k = 1) all the features are
equally important, i.e., wk = 1; s = 1, . . . , S. After computing Dist
(
xq;xj
)
; with
xj; j = 1, . . . , NFB, where NDB is the number of database images, a ranking is
performed to sort the database according to the distance from the query. Then, the
ranked list is shown to the user to collect the feedback.
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1.4.2 User feedback and features reweighting
The above metric provides a quantitative measure of the visual dissimilarity of two
images. It is then used to compare each of the NDB images in the database with
the query, and to sort them in increasing distance order. After that, the first NFB
results are shown to the user to collect the relevance feedback. In particular, the
user is asked to tag the NFB presented images as relevant or irrelevant according
to his mental idea of query. Two image subsets are then created, namely relevant
χkREL and irrelevant χ
k
IRR sets. From this point on, the two sets are maintained
and updated during all the iterations, preserving the history of the retrieval process.
The aim of weight updating is to emphasize the most discriminating parameters.
In practice, the idea is to perform a dynamic feature selection, driven by the user
feedbacks (used as a supervision input). The feature re-weighing algorithm used in
this work is similar to the one proposed in [125], and is based on a set of statistical
characteristics. Taking into account the concept of dominant range (that is the
range of a single feature of the image subset χkREL ) it is possible to calculate the
discriminant ratio δk,f on the f -th feature (f = 1, . . . , F ), at the iteration k-th,
which indicates the ability of this feature to separate relevant images from irrelevant
ones:
δk,f = 1− Φ
k,f
CIrr
ΦkIrr
(1.3)
where ΦkIrr is the number of irrelevant images at the k-th iteration, while Φ
k,f
CIrr
is the number of images in χkIRR that have the feature f within the range associated
to the corresponding feature in χkREL . The weights are then updated as follows:
wk,f =
δk,f
σk,fREL
(1.4)
where σk,fREL is the standard deviation of the f -th feature in χ
k
REL at k-th iteration.
To avoid problems when σk,fREL is close to zero, the method implemented in [125] has
been modified with a normalization factor that limits the maximum weight to 1.
1.4.3 Swarm initialization and fitness evaluation
As previously mentioned, in our work the retrieval is formulated as an optimization
process. We have therefore to model the retrieval problem in terms of a PSO. To
this purpose, we define the swarm particles p
n
as points inside the feature space, i.e.,
a F -dimensional vectors in the feature space. Given a number P of particles with
NFB ≤ P < NDB, we initialize the swarm by associating each particle to one the P
nearest neighbors of the original query, according to the ranking performed at first
iteration. Then, we generate a random speed vector vkn; n = 1, . . . , P independently
for each swarm particle, to initialize the stochastic exploration. One of the most
important points in an optimization process is the definition of the target function
to be minimized or maximized, called fitness. The fitness function should represent
11
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the effectiveness of the solution reached by the swarm particles. Taking into account
the relevant and irrelevant image sets, equation 1.5 defines the weighed cost function
Ψk
(
p
n
)
that expresses the fitness associated to the solution found by the generic
particle p
n
:
Ψk
(
p
n
)
=
1
Nkrel
Nkrel∑
r=1
Dist
(
pk
n
;xkr
)
+
 1
Nkirr
Nkirr∑
i=1
Dist
(
pk
n
;xki
)−1 (1.5)
where xkr ; r = 1, . . . , N
k
rel and p
k
n
; i = 1, . . . , Nkirr are the images in the relevant
and irrelevant image subsets respectively. The weight vector needed to compute
Dist(·) is the one calculated at the previous step. It is to be observed that the
function Ψk
(
p
n
)
produces lower values when the particle is close to the relevant
set and far from the irrelevant one. Therefore, the lower the fitness, the better the
position of the particle is. According to the fitness value it is possible to reorder the
particle swarm obtaining a new ranking. It is also worth noting that both the weights
and the fitness function change across iterations because of the dynamic nature of
χkREL and χ
k
IRR subsets. Accordingly, features that were relevant to discriminate
some images can lose importance and particles that were considered very close to
the global best can become far from the relevant zone of the solution space. In
most cases, the number of irrelevant images collected across iterations is greater
than the number of relevant ones; this aspect has been taken into consideration
during the formulation of the fitness function making it dependent on the inverse of
the distance from irrelevant images. In this way, the more the average distance of
the particle from irrelevant images grows, the more the fitness depends only from
relevant images.
1.4.4 Evolution and termination criteria
Having defined all the elements of the optimization process, we still need to identify
how to make the swarm evolve in time. To do that, we have to define some attributes
of the particles. Each particle p
n
holds a personal best lkn (a relevant position) and a
global best gk that is the best position among all the solutions found during the whole
retrieval process (the same position for all the swarm particles). In our approach, the
selection and the update of personal (pbest) and global best (gbest) are very different
from a typical PSO implementation [99]. The global best is updated at each iteration
as an image of the “relevant” set χkREL . The image is selected according to equation
1.6: for each relevant image, the sum of the distances from the other relevant images
is calculated; then, the image resulting nearest to the others is chosen as gbest. If
there are no relevant images except for the query, gbest remains the position of the
query.
gk = argmin
xr

χkREL∑
j=1
Dist
(
xr;xj
) ;xr, xj ∈ χkREL (1.6)
12
1.4 Proposed Approach
Figure 1.2: Example of gbest and pbest evolution.
pbest is different for each particle and is initialized as the feature vector originally
associated to the particle. Until the retrieval algorithm does not find any relevant
images, pbest will be updated according to the fitness function (equation 1.5) only if
Ψk
(
p
n
)
≤ Ψk−1
(
p
n
)
. If the user tags some retrieved images as relevant, the swarm
will be split into sub-swarms. While gbest position (relevant centroid) is shared
among all the sub-swarms to guarantee the continuity of the convergence process,
pbest is forced in the position of the relevant images. In this way, it is possible
to better explore the features space near the relevant points, while maintaining a
global reference point. An example of these concepts is provided in figure 1.2. In our
tests the initial swarm evolves splitting itself till a maximum of NFB/2 sub-swarms.
Using the knowledge of the global and individual best, the speed of each particle is
set, according to the following equation 1.7:
vkn = ϕ · vk−1n + C1r1
{
lkn − pk−1n
}
+ C2r2
{
gk − pk−1
n
}
(1.7)
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where r1 and r2 are uniform random numbers in the range [0,1]; and ϕ is an
inertial weight parameter in [0.2,0.7]; progressively decreasing along iterations [56].
The inertial weight is calculated in such a way to decrease proportionally to the
number of retrieved relevant images, thus allowing to slow down the swarm when
approaching to convergence. The parameters C1 and C2 are two positive constants
called acceleration coefficients, aimed at pulling the particle towards the position
related to the cognitive (i.e., personal best lkn) or social part (i.e., global best p
k−1
n
).
Further details on the PSO parameter choice are reported in section 3.3. Finally,
the position of each particle is updated as follows:
pk
n
= pk−1
n
+ vkn (1.8)
where the sign of the speed vkn is changed according to the “reflecting wall”
boundary condition in order to limit the search of the relevant images inside the
space of admissible solutions [101]. It is worth noting that it is possible to view the
particles of the swarm like query points that will explore the F -dimensional solutions
space, made of the image features f = 1, . . . , F , with an own speed and direction. It
is useful to point out that the images of the database (xj; j = 1, . . . , NDB) represent
a discrete and fixed set of points, while the particles can move in a continuous way
inside the features space. After the swarm initialization at first iteration (setting the
initial position, the random speed, the pbest and the gbest), an updating operation
is done at every following iteration. The gbest image is recalculated if new relevant
images are tagged by the user, and the new speed and position of each particle are
calculated according to equation 1.7 and equation 1.8, respectively. Consequently,
after every user feedback the swarm moves towards new areas in the solution space
where other relevant images may be found. To complete a single iteration, a further
operation is needed: to associate to particles placed in a “good position” (the lower
the fitness, the better the position of the particle is) the nearest images in the
database according to equation 1.1. In fact, the particles move semi-randomly in
a continuous space, while database images are in discrete positions. Then, the
first NFB particles of the swarm ranked according to equation 1.5 are associated
to their closest image, thus obtaining the new set of images to be presented to the
user. If more than one particle points to the same image or a particle points to an
image already classified as irrelevant, the corresponding image is discarded and next
nearest neighbor is considered, until NFB different images are collected. After the
user feedback, the above described process of re-weighting and swarm updating is
iterated. The process ends when one of the following conditions is verified:
1. the user is satisfied with the result of the search,
2. a target number of relevant images is achieved (in general NFB),
3. a predefined number of iterations is reached.
After termination, all relevant images found are shown to the user.
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1.4.5 Remarks on the optimization strategy
It has to be pointed out that our use of PSO substantially differs from previous works
in the same field. First, we have no complete knowledge about the problem, e.g., the
class “irrelevant images” is highly variable, and the supervision information is very
limited and not completely available from the beginning. Second, the representation
(description) of our objects is largely uncorrelated with the classification of the
objects themselves (from where, the semantic gap). Finally, we do not aim at
finding an optimal point in the solution space, but we want to use the swarm as
a way to explore a feature space to find the best matching points, according to a
cost function to be optimized. Then, the maximization of the fitness becomes a side
effect (although fundamental to achieve the solution) of the convergence of the swarm
to the set of relevant images. Furthermore, the basic PSO scheme is modified by
introducing a “divide and conquer” schema, where the swarm can be split according
to the number of relevant images retrieved. We will show that this procedure has
a twofold goal: to avoid stagnation, and to allow the convergence of the swarm to
multiple sub-clusters where relevant images are. As to the first point, we have to
consider that we could have only a very limited number of iterations, and just very
partial information on the ground truth (the initial query and the images labeled
by the user across iterations). If the number of relevant images retrieved in the
beginning of the process is low, the risk of stagnation is very high [15]. The adopted
methodology sharply reduces such problem, increasing the exploration capabilities
of the algorithm. As to the second point, we observed that, being the representation
of images just based on generic visual features while classes are usually organized on
the basis of visual concepts, often relevant images are not grouped in a single cluster
in the feature space. Therefore, sub-swarms are more suited to handle this problem.
Finally, another important difference from typical optimization problems is that the
data are not completely available since the beginning, but they are collected from the
user feedback across iterations. This “on-line supervision” makes the convergence
faster (as compared to standard implementations), since the learning procedure is
directly driven by the user knowledge.
1.5 Experimental Setup
In this section, we provide some details about the setup of the tests described and
commented in Section VI. In particular, we illustrate the databases used for exper-
imental testing, the feature set adopted for image description, and the setting of
PSO parameters.
1.5.1 Image databases and image classification
At present, common standards and universally accepted data corpora to assess the
performance of image retrieval systems are not available. Furthermore, it is com-
monly accepted that introducing a subjective feedback in the testing of RF systems
makes it extremely difficult to evaluate the performances and to make comparisons
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with other state-of-the-art approaches. In fact, the user can change his mind during
the retrieval, make errors, and can give a personal interpretation to the data. This
last problem is even more relevant in our approach, due to the stochastic nature of
the algorithm, which generates at each run different results across iterations, thus
making possible for a real user to follow different paths to the solution. Conse-
quently, we made two major hypotheses:
1. we adopted two commonly used databases that, although limited in the image
variety and number, provide a trustable pre-classification of images and allow
an easier comparison with other state-of-the-art methods;
2. we adopted the usual procedure of providing automatic feedbacks based on
pre-classified datasets, widely used in the literature.
Also in this case, this choice guarantees significant results in comparative evalua-
tions, thanks to a consistent use of data and classification criteria. Of course, these
assumptions may lead to results which do not correspond to the subjective behavior
of a generic user. In fact, an image may encompass several coexisting visual concepts
or even in the same object. As an example, the image class “cats” can be included
at large in the image class “animals”, or be further specified in a subclass “black
cats”. At the same time, an image containing a cat may be classified according to
another subject present in the image, e.g., a dog, which is considered the main sub-
ject by the user. Additionally, an image can be classified according to some abstract
concept connected to the subject (e.g., the activity it is performing, or the way it
is behaving), making it even more difficult to ensure a significant labeling. In all
those cases, a relevant image can be classified as irrelevant (or vice-versa) during the
process and in the final evaluation, thus preventing the convergence and in any case
showing suboptimal performance. Several studies are being carried on how to man-
age these problems through the use of appropriate knowledge (for instance, tagging,
taxonomies, and ontology), which are beyond the scope of this work. In order to
limit such problems, we were very careful in checking the consistency of the dataset
we used for testing. Such datasets were achieved by merging two different and widely
used databases, and selecting the largest possible number of image categories that
presented a sufficient consistency. The selected databases were the Caltech-256 [49]
and the Corel Photo Galleries1, for their large use in the scientific literature (see,
e.g., [116] and [58]). The resulting dataset includes 150 categories, each one repre-
sented by 80 images, for a total of 12 000 images. Of course, this may turn out to be
limited as compared to the huge number of images used in large-scale applications.
However, our objective here is to demonstrate that our method compares favorably
to previously proposed approaches, on the same type of dataset used thereby. Addi-
tionally, a user interface has been developed to allow user-oriented tests and a demo
of the retrieval system. Further experiments to attain subjective analysis about user
satisfaction are being currently carried on.
1http://www.corel.com
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1.5.2 Visual Signature
The selection of a significant set of descriptive features is crucial in CBIR. Specific
retrieval problems and different application domains may require a careful selection
of the features that best describe the image database, such as colors, textures,
contours, shapes, etc. [87], [37], [119]. As previously mentioned, it is out of the scope
of this work an in-depth analysis about image descriptors. Thus, a quite common
set of descriptors was adopted based on low-level visual features selected according
to current multimedia standards. Such features well adapt to photographic picture
retrieval, and our goal will be to demonstrate that the proposed approach provides
a better performance than other competing methods given an equal description.
As usual, feature extraction was performed off-line, but for the query image, thus
affecting to a negligible extent the retrieval speed. The feature vectors associated
to each image were stored in a database for runtime access. The size of the feature
vector N was set to 75, and specifically: Nch = 32 color histogram bins, Ncm = 9
color moments, Neh = 16 edge histogram bins, and Nwt = 18 wavelet texture energy
values [34]. Color moments included first, second and third-order central moments
of each color channel in the HVS color space (mean value, standard deviation, and
skewness, respectively. The color histogram is calculated in the RGB color space,
while the edge histogram is obtained dividing the image into four parts and the
edges into four main orientations. Finally, the 18 texture features represent the
coarse, middle, and fine level frequency content of the image in the wavelet domain.
Features are normalized in the range [-1,1] according to their variance [5].
1.6 Results
In this section, a selection of experimental results is presented to demonstrate the
effectiveness of the proposed approach. As far as parameter tuning is concerned,
PSO has a few operating parameters, and we will show that its performance is very
stable across a large set of experiments for a fixed setting. For all our experiments
we set the number of feedback images NFB = 16 (constant across iterations) which is
a convenient number to avoid confusing or bothering the user during the interactive
phase. The performance of the system was assessed in terms of precision (number
of retrieved relevant images over NFB) and recall (percentage of relevant images
retrieved across all iterations with respect to the number of class samples). The
precision-recall curves are calculated after 10 iterations, but additional charts are
provided to show the convergence across iterations. All the precision-recall curves
are calculated considering the first 80 ranked images (corresponding to the number
of images per category in the dataset).
1.6.1 Comparison methods
The experiments presented in this section are organized as follows. First we an-
alyze the impact of different settings of the PSO-RF parameters on retrieval per-
formance. Then, using the best configuration, we provide the global performance
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on the selected databases. The charts will also provide a comparison between our
Evolutionary-PSO-RF method and 3 different retrieval algorithms. The first one is
an earlier version of PSO-RF we proposed in [15], using different fitness and distance
functions, and no swarm splitting. Furthermore, in that algorithm gbest and pbest
were calculated as positions in the feature space, which usually do not correspond to
real images. The other two methods are deterministic, and derive from a traditional
query shifting method based on the Rocchio equation [10]. The first deterministic
method uses a single query, and a setting of Rocchio equation parameter as fol-
lows: α = 2; β = 0.75; and γ = 0.25, thus stressing the importance of the initial
query and of the relevant images found. The second exploits the same evolution
principle of our method, creating a new query for each relevant image found. To
achieve a fair comparison, all the four compared CBIR systems use the same feature
re-weighting function [125], except for normalization, which is set in the range [0,1]
for all methods. Furthermore, all compared techniques exploit both relevant and
irrelevant images tagged by the user. Finally, they use the same image similarity
metric (equation 1.1), which is also used by the two deterministic algorithms to
rank the database at each iteration. Due to the stochastic nature of the PSO-based
algorithms, all precision and recall values plotted for those algorithms are obtained
by averaging five consecutive runs for each query. An example of two different runs
using the same query is showed in figure 1.3. The retrieved images are different both
in amount and in retrieved temporal order.
Query
#1 retrieval run: temporal order of the retrieved images
#2 retrieval run: temporal order of the retrieved images
Figure 1.3: Example of two different retrieval runs with the same query.
1.6.2 Parameters tuning
PSO optimization is ruled by 4 parameters: the inertial weight ϕ, the cognitive
and social acceleration constants C1 and C2, and the swarm dimension P . Such
parameters have a unique goal, i.e., to determine the trade-off between global and
local exploration. The inertial term spins the particles off to explore new areas of
the solution space, while the cognitive and social terms attract the solution toward
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previously found good points (personal and global, respectively). The dimension of
the swarm is typically related to the dimensionality of the problem (in particular,
the dimension of the solution space), so that the number of “agents” exploring the
space is significant with respect to the extension of the space to be explored. Some
restrictions on C1 and C2 values have been defined by Kennedy [29], based on the
swarm convergence. Such restrictions force particles to avoid escalating oscillatory
behaviors, this can be achieved by imposing:
C1 + C2 ≤ 4 (1.9)
The chart in figure 1.4 provides an experimental confirmation of this rule, where
different combinations of C1 and C2 are tested with C1 + C2 = 4, providing similar
results, while the two tested combinations that exceed the threshold have a dramatic
loss in performance. Best results are achieved when C1 = C2, i.e., local and global
attraction coincide. The curves are averaged over 2500 queries. As far as the
inertial term is concerned, it determines which percentage of the particle velocity at
the previous iteration is transmitted to the current one, and it is fundamental for
convergence rate. Its value typically has to decrease progressively to ensure a larger
exploration in the beginning of the process and a better convergence in the end.
Several studies are reported on the setting of the inertial weight to ensure the swarm
convergence. In [107] Eberhart and Shi suggested to vary the inertial weight linearly
from 0.7 to 0.4 along iterations, to achieve a large-scale exploration in the early
stages of the algorithm, and a refined exploration of the local basin at convergence
[118]. In our case, we used an initial inertia of 0.7 and we decrease it till 0.2
depending on the number of the relevant retrieved images. If no relevant examples
are found, the inertial weight remains constant to avoid stagnation, otherwise the
inertia decreases in order to slow down the swarm speed, thus allowing a better
local search when approaching the convergence. Figure 1.5 shows the results of
some studies we performed on the setting of ϕ. The resulting performances are
quite similar, except for the case when a large constant value is maintained till the
end of the process, thus preventing the convergence. The best solution is achieved
when the inertia decreases proportionally to the number of retrieved relevant images.
Also in this case, the results are averaged over 2500 examples.
1.6.3 Swarm evolution
A further consideration concerns the impact of the swarm size and of the splitting
process on the retrieval performances. During years, empirical results have shown
that the swarm size can influence to some extent the PSO performance, but no
general rule has been found to optimize the number of particles for every prob-
lem. Many factors contribute to the optimal swarm size setting. Among them, the
problem statement with its consequent fitness formulation and the number of iter-
ations are the most relevant. In many cases, a large swarm allows covering more
easily large search spaces, with lower sensitivity to local minima. On the other side,
it may create convergence problems, and increases storage and computation needs
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Figure 1.4: C1 and C2 calibration at the end of the tenth iteration: 2500 queries, linear
decreasing inertia, swarm with 500 particles.
Figure 1.5: Inertial weight ϕ calibration at the end of the tenth iteration: 2500 queries,
C1 = C2 = 2.0, swarm with 500 particles.
[14]. Figure 1.6 shows the results of some tests performed varying the swarm size in
the range [16,1000]; 16 being the number of feedback images NFB and 1000 being
around 10% of the database size. It is possible to notice that the performance grows
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with the swarm size, but there is a saturation value after which there is no fur-
ther improvement (corresponding to around 100 particles). To underline the great
potential of the swarm evolution in the algorithm, a representative precision-recall
test is reported in figure 1.7. During iterations, the swarm splits into sub-swarms
to better explore the solution space. The chart clearly shows the performance in-
crease from single swarm to multiple sub-swarms, and also in this case a saturation
parameter is clearly identifiable when the number of sub-swarms approaches NFB.
Another important factor for the viability of RF procedures concerns the capability
of reaching a sufficient number of retrieved images with a limited number of feed-
backs. To give an idea of the results achieved iteration by iteration, figure 1.8 plots
the precision/recall graphs across iterations, calculated each time on the basis of
the 80 best-ranking images at that stage. Analyzing that chart it is possible to see
how the swarm evolves rapidly from the second iteration (the first is deterministic)
to reach an asymptote after 6-7 iterations. For instance, after 5 iterations, the user
has been presented less than 80 images (due to possible multiple presentation of
the same relevant images), and is able to retrieve in the average 25 relevant images
among the first 80 ranked in the whole dataset.
Figure 1.6: Particle number calibration at the end of the tenth iteration: 2500 queries,
C1 = C2 = 2.0, decreasing inertial weight ϕ.
1.6.4 Final evaluation and comparisons
A comprehensive comparative test is finally presented that uses a total of 2500
queries selected from 150 classes (20 images per class). The chart in figure 1.9 com-
pares the average percentage precision of the four methods for increasing iteration
number. It is possible to observe that the compared methods are rapidly trapped by
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Figure 1.7: Sub-swarms number calibration at the end of the tenth iteration: 2500 queries,
C1 = C2 = 2.0, swarm with 500 particles, decreasing inertial weight ϕ.
local minima, while the proposed one grows much faster and continues to grow for
some more iterations. Figure 1.10 shows the precision-recall curve of the same exper-
iment. From these two graphs it is possible to note that Evolutionary-PSO clearly
outperforms the other three approaches. It is to be pointed out that our dataset was
built as a combination of two test databases, as explained in section 3.3. This makes
the test particularly realistic and challenging, since the image types and the relevant
categories are not homogeneous. Being the PSO-RF a stochastic algorithm, one is
not guaranteed that successive runs of the process (even with the same query) will
produce equal results (in terms of retrieved images and order of retrieval). For sure,
starting from different query images the result is different. What was observed to
be very stable is the convergence, i.e., the number of retrieved images at the end of
the process for the same image class. To show this fact we introduced a chart (figure
1.11) that plots the statistics for a reduced set of representative classes. Each curve
is calculated using in turn 60 images of the same class as queries, to demonstrate
the low sensitivity to a bad starting point. The tests referring to the Corel archive
typically perform better, in particular for some image classes commonly used in the
literature. On the other side, the Caltech database contains some particularly dif-
ficult categories, where the performance drops dramatically, mainly due to the fact
that the automatic mechanism used for feedback and match analysis requires a very
well defined classification of the database, which is not the case for some Caltech
database classes. Furthermore, some particularly difficult classes, such as starfish,
would require much more complex descriptive features to be identified than those
used in our tests. Nevertheless, it is important to point out that also in these cases
22
1.6 Results
Figure 1.8: Precision-Recall improvement graph during the iterations using 2500 query
images.
the proposed method behaves better than the compared ones. One last important
consideration concerns the convergence of the RF, and therefore the complexity of
the proposed approach. The chart in figure 1.9 clearly shows how the proposed
method outperforms the other compared methods even in terms of convergence. As
a matter of fact, the best compared method reaches it peak performance at conver-
gence after 10 iterations, while Evolutionary PSO-RF reaches the same result after
half of the iterations, then continuing its growth. A classical deterministic algorithm
such as query shifting remains trapped in a local minimum very soon, and the pro-
posed method is able to achieve a similar result after just 3-4 iterations. Significant
differences are also reported with respect to other PSO implementations. Typical
PSO algorithms may require hundreds of iterations to converge, while the proposed
method converges in a few ones. This is mainly due to the interactive nature of
our solution, where the convergence is guided by the repeated user feedbacks, which
progressively add supervising knowledge to the problem.
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Figure 1.9: Average precision comparison of the four methods considered during 10 iter-
ations.
Figure 1.10: Precision-recall comparison of the four methods considered at the end of the
tenth iteration.
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Figure 1.11: Precision-recall graph of image classes coming from different databases at the
end of the tenth iteration.
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Chapter 2
Photos Event Summarization
The need for automatic tools able to extract salient moments and provide auto-
matic summarization of large photo galleries is becoming more and more important
due to the exponential growth in the use of digital media for recording personal, fa-
miliar or social life events. In this chapter we present an unsupervised multimodal
event segmentation method that exploits different types of information in order to
automatically cluster a photo album into salient moments, as a basis for the creation
of a storyboard. The algorithm analyzes the consistency in terms of time of acqui-
sition, GPS coordinates and visual content across the gallery to detect the major
points of discontinuity, which may identify the transition to a different episode in
the event description. Experimental results show that the proposed system is able to
produce an effective segmentation of the gallery, which well approximates the intu-
itive clustering made by a human operator.
2.1 Motivations
Taking pictures is the most popular way to maintain memories of an event, a travel,
a person. Modern digital cameras made it easier and cheaper to collect large photo
galleries of daily life. Different tools are available to organize and share all those
contents, (e.g. Picasa1 or iLife2); such tools provide basic functionalities to ease the
user in image cataloguing, such as face recognition or geo-referencing. Nevertheless,
there is still a lack of summarization facilities able to automatically select, from huge
collections, significant pictures for online sharing or for further showing to different
type of audiences. The need for automatic tools able to extract salient moments and
provide automatic summarization of large photo galleries is becoming more and more
important due to the exponential growth in the use of digital media for recording
personal, familiar or social life events [108]. The creations of salient moment, and,
more in general, the detection of photos belonging to the same event referable to a
1http://picasa.google.com
2www.apple.com/iLife
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precise semantic concept, is of key importance in order to correctly annotate photos
for any indexing and retrieval applications. Many years of machine learning research
have brought to the development of different image auto-annotation systems using
visual features, ontology and hierarchies. By exploiting the huge amount of labeled
data available on the internet, it is possible to train extremely accurate classifiers
able to detect landmarks [134], general tags [124] or particular situations [1], [73]
. The main limitation of such methods is in the presence of keywords recalling ab-
stract concepts (e.g., happiness, sadness), activities (e.g., reading, singing), or given
names (e.g., names of persons or pets). Another problem of automatic annotation
is the level of diversity due to personal experience, as well as linguistic and cultural
differences. Since it is not possible to define a standard annotation or a fixed vo-
cabulary, and to create a system able to automatically detect all the situations and
objects that photos can represent, it is necessary to switch the focus on the user,
and let him/her interact with the system to obtain a personalized result without
bothering him. Event segmentation process is of key importance in order to create a
meaningful and complete summary of a photo collection and it results a really tough
task since it is difficult to interpret the subjectivity of each different user [84]. An
unsupervised multimodal event segmentation method is proposed in this chapter,
with the aim of summarizing personal photo albums in salient moments detecting
the most semantically significant separation points of the collection analyzed. The
summarization is based on a bottom-up hierarchical clustering that exploits matri-
ces of visual, space and time distances. As a result, the user obtains the summary
in form of a set of temporally ordered events, each one described by a representative
image collage. The system fuses together different types of information analyzing
them first separately and then jointly in a completely new way and it is structured
in such a modular form that it results ductile for further plugged-in new kind of in-
formation. The way of combining time and content could also be managed from the
user that can stress more the importance on the two different components. A second
advantage is the fact that the system is fully unsupervised and the algorithm does
not need any kind of training phase or parameter settings, as the needed information
is extracted from the data analyzed on the fly. Personal photo summaries, events
or sub-events concepts are by definition subjective in nature. Hence we conduct
experiments to evaluate event segmentation both quantitatively and qualitatively
involving user judges and comparing the user way of thinking with the solution
proposed by the algorithm, discussing the results obtained.
2.2 Related Work
2.2.1 Summarization
Automatic summarization of digital photo sets has received increasing attention in
recent years. How people manage their own photos is becoming more and more a
research topic due to the large diffusion of acquisition devices that allow to collect a
massive amount of digital images [103], [69]. Picture timestamp is one of the most
exploited features to achieve this task [47], [88]. Also Platt et al. [97] used the inter-
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photo time interval to group the pictures using an adaptive threshold. Loui and
Savakis [83] proposed a K-means clustering algorithm of the time differences com-
bined with a content-based post-processing, to divide photo collections into events.
Cooper et al. [30], [45], presented a multi-scale temporal similarity to define salient
moments in a digital photo library. Space, more and more available in terms of GPS
coordinates or geographic landmarks, is another important information exploited
to browse and organize picture archives [31]. Naaman et al. presented different
frameworks [90], [130] for generating summaries of geo-referenced photographs with
a map visualization. Content-based features have been also used to build systems
able to summarize photos into events: Lim et al. [78], [80] summarize collections
combining content and time information and use a predefined event taxonomy to
annotate new photos, Chu et al. [27] exploit a near duplicate detection technique
to represent a sequence of photos, while Sinha et al. [109] proposed a multimodal
summarization framework at the CeWe3 challenge for next generation tangible mul-
timedia products in 2009. Furthermore, Li et al. [77] proposed an automatic photo
collection organization based on image content and in particular based on human
faces, together with corresponding clothes and nearby image regions. A top down
clustering algorithm divides the photo collection into events and, introducing a con-
trast context histogram technique, duplicated subjects are extracted to create the
summary. Ardizzone et al. [8], [41], [6] proposed a novel approach to the auto-
matic representation of pictures, achieving a more effective organization of personal
photo albums. Images are analyzed and described in multiple representation spaces,
namely, faces, background, and timestamp. These three different image represen-
tations are automatically organized using a mean-shift clustering technique. Many
different applications for summarizing and browsing personal photos albums with
user interaction have been presented in these recent years [61], [129], [122], [28],
[115]. Although the above techniques use many type of features and different al-
gorithms to achieve photo gallery summarization, none of them faces the problem
in an holistic way, making it possible to exploit the whole available information in
a fully unsupervised way. The technique proposed in this work aims at providing
such a tool, with the specific objective of reducing the need of complex parameter
settings and letting the system be widely useful for as many situations as possible.
2.2.2 Hierarchical Clustering
Summarization and event segmentation applications deal in many cases with cluster-
ing algorithms [7]. These algorithms partition data into a certain number of clusters
(groups, subsets, or categories) [65], [55]. Most researchers describe a cluster by
considering the internal homogeneity and the external separation, i.e. patterns in
the same cluster should be similar to each other, while patterns in different cluster
should not [53]. A rough but widely agreed frame is to classify clustering techniques
as hierarchical clustering and partitioning clustering, based on the properties of
clusters generated [63]. Hierarchical clustering groups data objects with a sequence
3http://www.cewecolor.de
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of partitions, either from singleton clusters to a cluster including all individuals or
vice versa [68], while partitioning clustering directly divides data objects into some
pre-specified number of clusters without the hierarchical structure [54], [64].
Hierarchical clustering algorithms organize data according to the proximity ma-
trix. The results of the clustering are usually depicted by a binary tree or dendro-
gram. The root node of the dendrogram represents the whole data set and each
leaf node is regarded as a data object. The intermediate nodes, thus, describe the
extent that the objects are proximal to each other; and the height of the dendro-
gram usually expresses the distance between each pair of objects or clusters, or an
object and a cluster. The ultimate clustering results can be obtained by cutting
the dendrogram at different levels. This representation provides very informative
descriptions and visualization for the potential data clustering structures, especially
when real hierarchical relations exist in the data, like photos related to events, places
and faces. Hierarchical clustering algorithms are mainly classified as agglomerative
methods and divisive methods. Agglomerative clustering starts with clusters and
each of them includes exactly one object. A series of merge operations are then
followed out that finally lead all objects to the same group. Divisive clustering pro-
ceeds in an opposite way. In the beginning, the entire data set belongs to a cluster
and a procedure successively divides it until all clusters are singleton clusters. For
a cluster with N objects, there are 2N−1 − 1 possible two-subset divisions, which is
very expensive in computation [16]. Therefore, divisive clustering is not commonly
used in practice. In the following discussion We focus on the agglomerative clus-
tering. The general agglomerative clustering can be summarized by the following
procedure.
1. Start with singleton clusters and calculate the distance matrix for the clusters.
2. Search the the nearest clusters pair and combine them into a new cluster
3. Update the matrix computing the distances between the new cluster and the
other clusters.
4. Repeat steps (2) and (3) until all objects are in the same cluster.
Based on the different definitions for distance between two clusters, there are
many agglomerative clustering algorithms. The simplest and most popular methods
include single linkage [46], [113] and complete linkage technique [126]. For the single
linkage method, the distance between two clusters is determined by the two closest
objects in different clusters, so it is also called nearest neighbor method. On the
contrary, the complete linkage method uses the farthest distance of a pair of objects
to define inter-cluster distance. Both the single linkage and the complete link-
age method can be generalized by the recurrence formula proposed by Lance and
Williams [76]. Several more complicated agglomerative clustering algorithms, in-
cluding group average linkage, median linkage, centroid linkage, and Wards method,
can also be constructed [89]. Single linkage, complete linkage and average linkage
consider all points of a pair of clusters, when calculating their inter-cluster distance,
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and are also called graph methods. The others are called geometric methods since
they use geometric centers to represent clusters and determine their distances. Re-
marks on important features and properties of these methods are summarized in
[16]. More inter-cluster distance measures, especially the mean-based ones, were
introduced by Yager, with further discussion on their possible effect to control the
hierarchical clustering process [127].
2.3 Proposed Framework
input event photo collection
EXIF
GPS coordinates acquisition
timestamp
faces detectionvisual features 
extraction
IMAGE
independent unimodal hierarchical clustering
information
fusion
moment
segmentation
salient moment main places main characters 
summarylinks index
Figure 2.1: Summarization framework.
Figure 3.1 shows a block diagram of the proposed framework. The system im-
plemented takes in input a photos gallery related to an event. From the EXIF file
of each photos it extracts the acquisition time and the GPS coordinates if they are
present. The content of the photos is analyzed in order to detect faces and extract
regional and global descriptor of colors and textures. Each component of the photo
collection is then treated separately exploiting particularly suited hierarchical clus-
tering algorithms presented in the next section. All the clustering results are then
fused together in order to build a correlation story histogram which is segmented
in order to obtain a salient moment summary of the event analyzed. Furthermore
from the GPS coordinates clustering it is possible to have a set of links to the main
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geographical locations where the event has been taken place, while from the face
clustering an index of the main characters is produced. Next section will describe
into details the operation performed in each block of the framework of figure 3.1.
2.4 Photo Clustering
From each photo belonging of the considered collection, 4 different types of infor-
mation are extracted:
1. global and local statistics of color and textures,
2. photo acquisition timestamp,
3. GPS coordinates,
4. detected faces.
The information are analyzed separately in order to find different type of sim-
ilarities and grouping together photos according to different types of hierarchical
algorithms.
2.4.1 Content-based hierarchical clustering
Given one photo collection, the system extracts from each image Ii, i = 1, . . . , N , a
set of 10 CEDD vectors [23], 9 of which are related to the 9 non-overlapping sub-
images, (vectors xri , r = 1, . . . , 9), and the last to the whole image (vector x
e
i ). Each
vector is made of 144 features representing a set of color and texture visual statistics
[119]. An examples of the features extraction process is depicted in figure 2.4.
xi 3
xi,1 xi,2
,
xi 5 xi,6
xi,e
xi,9
x
xi,8
xi,4 ,
i,7
Figure 2.2: Summarization framework.
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As far as the similarity metric is concerned, two distances D1(Ii, Ij) and D2(Ii, Ij)
are defined using the non-binary Tanimoto coefficients (equation 2.1, 2.2) [42]. D1
expresses the average distance of corresponding sub-images and stresses the local
similarity among the two pictures; D2 accounts for the global similarity.
D1 (Ii, Ij) =
1
9
9∑
r=1
xrTi · xrj
xrTi · xri + xrTj · xrj − xrTi · xrj
(2.1)
D2 (Ii, Ij) =
xeTi · xej
xeTi · xei + xeTj · xej − xeTi · xej
(2.2)
Then, two N × N distance matrices M1 and M2 are built, whose entries are
the D1 and D2 distances, respectively, calculated on each image pair in the input
collection. M1 and M2 are clearly symmetric with null diagonal and are the basis
for an unsupervised clustering process based on the single-linkage method (SLC)
[46]. This method has two main advantages: first, it does not require a pre-defined
number of clusters, and second, is a deterministic process that does not depend
on the initial configuration or starting clustering point. The process starts with
a cluster for each image in the collection, then we have an initial set of clusters
Ck, k = 1, . . . , K, with K = N . The merge process starts by using only M1, thus
linking together all picture pairs for which D1(Ii, Ij) is minimum. For each cluster
Ck, the mean distances µ1(Ck, Ij) are calculated by averaging, for each image Ij not
belonging to the cluster, the D1 distances from the images in the cluster, as in the
following equation 2.3:
µ1 (Ck, Ij) =
1
Pk
Pk∑
p=1
D1(Ip, Ij); Ip ∈ Ck (2.3)
where Pk is the number of images in the k-th cluster. The nearest-neighbor to
the cluster Ck is I
∗
k , with:
I∗k = arg min
Ij /∈Ck
{µ (Ck, Ij)} ; I∗k ∈ Ch (2.4)
The merge step is performed with the following rule:
if

I∗k ∈ Ch∧
I∗h ∈ Ck∧
[µ (Ck, I
∗
k) < thd ∨ µ (Ch, I∗h) < thd]
⇒ merge (Ch, Ck) (2.5)
where thd, d = 1, 2, is a threshold calculated from the initial distance matrices
and in particular is the first quartile [51] of the distribution of the D1 values (th1)
and the first quartile of the distribution of the D2 values (th2). An example of
distances matrix and respective histograms are depicted in figure 1 and 2 where the
two different thresholds are highlighted with the distance distribution boxplots.
The algorithm stops when there are no more mutually connected clusters with
µ1(Ck, I
∗
k) less than th1 or with µ1(Ch, I
∗
h) less than th1. The use of the distance D1 in
this first clustering phase means that, till now, images that show a high similarity for
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Figure 2.3: Pair-wise distance matrix using D1 and distances value histogram wit the th1
selected value.
Figure 2.4: Pair-wise distance matrix using D2 and distances value histogram wit the th2
selected value.
all sub-images, have been merged. The result is then a large number of very similar
(or near-duplicate) images with an early stagnation of the process. To achieve a
higher level of diversity in the clustering we introduce a second merging phase based
on the D2 distance. In order to do this, Equation 3 is modified by replacing D1 with
D2, thus calculating the average distances µ2(Ck, Ij) based on the global features.
The linking process is then restarted with the rule in 2.5 by replacing th1 with th2.
In this way, clusters of photos that are globally similar although locally different
(e.g., mirrored images or images with similar contents in different positions) may be
fused. Even in this case, the process stops itself when there are no more mutually
similar clusters to merge with µ2(Ck, I
∗
k) less than th2 or with µ2(Ch, I
∗
h) less than
th2. The first phase generates small sets of highly-uniform images, while the second
phase progressively merges clusters with weaker mutual similarity. As soon as the
algorithm proceeds in the merging, the entities to be clustered are not single images
but increasingly larger sets of homogeneous pictures. Finally, after the termination
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of the second merging phase, the two clustering final steps (with local and global
distance) are stored using two binary matrices M lcC (local content clustering output
matrix) and M gcC (global content clustering output matrix) where the values are 1
for couple of images belonging to the same cluster or 0 otherwise.
2.4.2 Timestamp-based hierarchical clustering
In order to obtain meaningful sub-event segmentation time information must be
exploited thus importing the photo collection, the system automatically reorders the
pictures according to the shoot timestamp. Even for this type of information two
different clustering levels are created exploiting the previously explained algorithm:
one level stress the importance of local shooting time and the other that considers
the whole period of the photo collection. The hierarchical process starts from a
matrix M3 that contains pair-wise time interval D3 between couple of photos.
D3 (Ii, Ij) = |ti − tj| (2.6)
Even in this case the process starts with a cluster for each image in the collection,
The merging operation uses values of M3, linking together all picture pairs for which
D3 (Ii, Ij) is minimum and updating the mean distances µ3(Ck, Ij). To obtain the
local clustering level the threshold th3 used is the first quartile of the distribution
of the inter-photo interval ∆i(ti − ti−1) while to obtain the global final steps th4
is the first quartile of the distribution of the D3 values. An example of D3 and
∆i calculation is depicted in figure 2.5 The algorithm stops into two steps: first
when there are no more mutually connected clusters with µ3(Ck, Ik) less than th3
and second when there are no more mutually connected clusters with µ3(Ck, Ik)
less than th4. These two clustering levels are binarized obtaining two matrices M
lt
C
(inter-photo time interval clustering output matrix) and M gtC (global time distance
distribution clustering output matrix) where the values are 1 for couple of images
belonging to the same cluster or 0 otherwise.
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Figure 2.5: Example of D3 and ∆i calculation in a photos collection.
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2.4.3 GPS-based hierarchical clustering
If GPS coordinates are present in the photos EXIF file, it is possible to summarize
the event according to space. Location information is meaningful since it is possible
to link events or moments to particular places connecting to web application such
as google maps4 adding, in this way, a different (from time-based of content-based)
type of navigation and browsing and enriching the information of the event grabbing
information of the location where the events have been taken places [81].
Even from GPS information two different clustering levels are created exploiting
the previously explained algorithm: one level stress the importance of the local
spatial movements according to the frequency shooting time and the other considers
the whole period of the photo collection and the relative spatial movements. The
hierarchical process starts from a matrix M4 that contains pair-wise spatial distance
D4 between couple of photos assuming the earth spherical the distance is calculated
as follows:
D4 (Ii, Ij) = 2 ·R · sin−1
(
DGPS (Ii, Ij)
2 ·R
)
(2.7)
where R is the radius of the earth and DGPS (Ii, Ij) is calculated according to
equation 2.8.
DGPS (Ii, Ij) =
√
(Ii(xc)− Ii(xc))2 + (Ii(yc)− Ii(yc))2 + (Ii(zc)− Ii(zc))2 (2.8)
I(α) with α = xc, yc, zc are the cartesian coordinates of the photo obtained from
the conversion of the Longitude and Latitude information.
I(xc) = 6367 · cos
(
2piLong.
360
)
· sin
(
2piLat.
360
)
(2.9)
I(yc) = 6367 · sin
(
2piLong.
360
)
· sin
(
2piLat.
360
)
(2.10)
I(zc) = 6367 · cos
(
2piLat.
360
)
(2.11)
Even in this case the process starts with a cluster for each image in the collection,
The merging operation uses values of M4, linking together all picture pairs for which
D4 (Ii, Ij) is minimum and updating the mean distances µ4(Ck, Ij). To obtain the
local clustering level the threshold th5 used is the first quartile of the distribution
of the inter-photo spatial distance calculated as:
Θi = D4 (Ii, Ii−1) (2.12)
between two time consecutive photos; while to obtain the global final steps th6
is the first quartile of the distribution of the D4 values. An example of D4 and
4www.maps.google.com
36
2.4 Photo Clustering
Θi calculation is depicted in figure 2.6. The algorithm stops into two steps: first
when there are no more mutually connected clusters with µ4(Ck, Ik) less than th5
and second when there are no more mutually connected clusters with µ4(Ck, Ik)
less than th6. These two clustering levels are binarized obtaining two matrices
M lsC (inter-photo spatial distance clustering output matrix) and M
gs
C (global photo
spatial distance clustering output matrix) where the values are 1 for couple of images
belonging to the same cluster or 0 otherwise.
( ) ( ) ;
2
,
sin2, 14 ⎟⎟⎠
⎞
⎜⎜⎝
⎛⋅= −
R
IID
RIID jiGPSji
titi-1 ti+1t0 tNt1
... ...
... ...
46°07’02”N 11°48’02”E
46°03’6” N – 11°38’84” E
event collection timeline
46°03'3" N ‐ 11°24'36" E46°03’43”N – 11°39’32”E
46°03’43”N 11°39’32”E
46°03’43”N – 11°39’32”E GPS coordinates
Θ1 Θi+1Θ2 ΘN( );, 14 −=Θ iii IID
 –  –
Figure 2.6: Example of D4 and Θi calculation in a photos collection.
2.4.4 Face clustering
Automatic face annotation has received great attention in recent years and many
systems have been developed exploiting hierarchical clustering [91], [92], [26], [114],
[133], [25]. In our framework we introduce the face clustering as important informa-
tion to detect different situations in an event because people more and more often
organize personal photo collections according to the characters of the gallery [103].
The Viola-Jones face detection algorithm is used to find the faces regions inside
the photos [120]. Each detected face region in a photo is represented as a Local
Binary Pattern (LBP) [4] vector with 2124 bins (LBP µ28,2 in 21 × 25-sized windows
[3]). A second vector of CEDD color and textures features [23] is computed from
region below the face, referred to here as the torso. This information helps in
major characters clustering by matching low-variance clothing within a day-event,
not faces alone. Ultimately, two similarity matrices are created: one with faces
distances and one with the respective torso using D2. After feature extraction
and distance computation, there are two affinity matrices (face and torso) for each
detected person. A pre-filtering process first removes outliers and spurious faces.
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First, faces whose bounding boxes overlap and faces whose torso region is out of
the photo boundaries are rejected. Second, an outlier analysis is performed using
statistics of the affinity matrix. An integral over the distance matrix on each row is
computed and the faces exceeding the threshold τo, derived in equation 2.13 below
are discarded.
τo = Q3rd + 1.5 · (Q3rd −Q1th) ; (2.13)
where Q1th and Q3rd are the respective first and the third quartiles of the integral
distance distribution. This thresholding process is repeated until no outliers are
found. This approach follows a popular data mining algorithm discussed in detail
in [51]. An example of the integral faces distance distribution, before and after the
filtering process, is shown in figures 2.7 and 2.8.
Figure 2.7: Distribution of integral faces distance before filtering.
Once the filtering process is completed, two different values are calculated for the
resulting face and torso distance matrix according to the following equations where
Qf1rd and Q
t
1rd are the first quartile of the face and torso distances.
τf =
Qf1rd
2
(2.14)
τt =
Qt1rd
2
(2.15)
The detailed clustering procedure is as follows.
1. Initially, each person (combination of face and torso) is a cluster on its own.
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Figure 2.8: Distribution of integral faces distance after filtering.
2. At every iteration, the couple of people that have mutually minimumD1 dis-
tance both in the face matrix and in the torso one are clustered together if and
only if their face and torso distances are smaller than τf and τt respectively.
3. The cluster created is represented by two average features vectors of the face
and the torso, updated at every merge.
4. After the merging all the distances D2 among clusters and the τf and τt values
are recalculated. These steps are repeated until no mutually nearest clusters
(either face or torso) are found with distances smaller than the two thresholds.
Once the clustering process is completed only the cluster with more than 3 faces
are kept and a matrix MFsC representing the relations between photos according
to the face clustering is created. Each point of the matrix MFsC (i, j) represents
the number of faces in common between a photos pairs i and j of the same event
collection.
2.5 Information Fusion
The key point of a multimodal analysis is how to fuse together the different signals.
In this work we propose an approach that has relapses in a possible user interaction.
After all the independent unimodal clustering, a new matrix is built by a linear
combination of the 7 output matrices created by the clustering. In particular, each
value of the new matrix MIF (·) will be a weighted sum of the 7 digits of the output
clustering matrices MC(·) calculated according to equation 2.16.
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MIF (i, j) =
∑
α
wα ·MαC(i, j); (2.16)
where i and j correspond to the matrix indexes (photos pair) while α = lt,
lc, ls, gt, gc, gs, Fs refers to the output clustering matrices: lt for inter-photo
time interval, lc for local content clustering, ls for inter-photo spatial distance, gt
for global time distance distribution, gc for global content clustering, gs for global
photo spatial distance clustering and Fs for face clustering output matrix. To each
clustering value we aggregate a weight wα in order to stress the importance of the
clustering output. This aggregation let the possibility of an easy interaction with
the user that can stress/alleviate the importance of the time or content component,
by changing the weights. This is a great advantage respect to previous approaches
that only propose a fixed way of interpretation of the different signal components.
This representation of many unimodal signals, is also really modular, letting the
possibility to add as much as image relational information as possible, adding just
other matrices that represent any other different type of clustering. For instance, it is
possible to add values that represent the clusters according to any other information
that could be extracted from EXIF or pixel of the photos.
2.5.1 Story histogram creation
The values of the matrix points MIF (i, j) represent the correlation according to
different type of clustering between two images i and j of the photo event. In order
to exploit this information two different histograms are created from the matrix.
Hf (i) represents the correlation between the i-th image and all the following (in
time); while Hb(i) is the correlation between the i-th image and all the previously
taken. In Hf (·) the smaller the value, the lower the correlation of a picture with
the following ones and vice versa; while in Hb(·) the smaller the value, the lower the
correlation of a picture with the previous ones and vice versa. These histograms are
calculated as follows:
Hf (i) =
N∑
j=i
MIF (i, j); (2.17)
Hb(i) =
i∑
j=0
MIF (i, j); (2.18)
where N is the total number of images inside the collection and the images are
time ordered. The final correlation story histogram is a combination of H(·)f and
H(·)b according to equation 2.19.
Hc(i) = 2 · H
f (i) ·Hb(i)
Hf (i) +Hb(i)
(2.19)
Each bin of this story histogram represents the degree of similarity of a single
photo with the other photos of the collection. In this way, sequences of clustered
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coherent pictures tend to form a peak, separated by local minima from neighboring
image groups. As a matter of fact, correlogram minima are associated to correlation
discontinuities in content, or time, or space or all of them. These points correspond
to the salient moment separating points of the event.
2.6 Salient Moment Segmentation
Once the correlation histogram is built, the system adopts the non-parametric ap-
proach for histogram segmentation presented in [33] to obtain the final list of sub-
events filtering local minima. This method segments histogram without any a priori
assumptions about the underlying density function and considers a rigorous defini-
tion of an admissible segmentation, avoiding over and under segmentation problems.
Let Hc(·) be a correlation histogram on {1, . . . , L}. A segmentation S = {s0, . . . , sn}
of Hc(·) is admissible if it satisfies the following properties:
1. Hc(·) follows the unimodal hypothesis on each interval [si, si+1];
2. there is no interval [si, sj] with j > i+ 1, on which H
c(·) follows the unimodal
hypothesis.
The first requirement avoids under segmentations, and the second one avoids over
segmentations. Starting from the segmentation defined by all the local minima of
Hc(·), the algorithm merges recursively the consecutive intervals until both proper-
ties are satisfied. The unimodal hypothesis of an interval [a, b] of Hc(·) are satisfied
if there are no meaningful rejections, comparing the relative entropy [22] of the orig-
inal histogram Hc(a, b) with the Grenander estimator Hr(a, b) [48], [12] calculated
on the same interval using the “Pool Adjacent Violators” algorithm [9]. The algo-
rithm is made by the following steps: For each t in the interval [s(i − 1); s(i + 1)],
the increasing Grenander estimator Hri (·) of Hc(·) on the interval [s(i − 1), t] and
the decreasing Grenander estimator Hrd(·) of Hc(·) on the interval [t, s(i + 1)] are
calculated where Lc = t − s(i − 1) + 1 is the length of the interval [s(i − 1), t] and
Nc = H
r
i (s(i − 1), t) its number of samples (respectively Ld = s(i + 1) − t + 1 and
Nd = H
r
d(t, s(i+ 1)) are the length and number of samples of [t, s(i+ 1)]). For each
sub-interval [a, b] of [s(i − 1); t] the “number of false alarms” are calculated using
equation 2.20.
NFAi ([a, b]) =
 K · B
(
Nc, H
c(a, b),
Hri (a,b)
Nc
)
ifHc(a, b) ≥ Hri (a, b)
K · B
(
Nc, Nc −Hc(a, b), 1− H
r
i (a,b)
Nc
)
ifHc(a, b) < Hri (a, b)
(2.20)
where:
K =
Lc(Lc + 1)
2
(2.21)
and B(α, β, γ) denotes the binomial tail:
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B(α, β, γ) =
α∑
j=β
(
α
β
)
γj(1− γ)α−j (2.22)
An interval [a, b] is said to be an ε-meaningful rejection for the increasing hy-
pothesis on [s(i− 1); t] if
NFAi ([a, b]) ≤ ε (2.23)
In the same way the NFAi ([a, b]) is calculated in order to verify the decreasing
hypothesis on [t; s(i + 1)]. Grompone and Jakubowicz have shown in [22] that the
expectation of the ε-meaningful events could be approximated by ε/100. Once the
segmentation process is completed, a new smoothed histogram is obtained where
there are no local minima and the modes are clearly distinguished by minimum
points that represent the salient moments separation points of the collection ana-
lyzed.
2.7 Experimental Results
In order to test the application fist several validating tests on the unimodal cluster-
ing algorithm have been performed. In particular content-based and face clustering
procedures have been evaluated in order to obtain quantitative and comparable re-
sults. Second, tests on the segmentation procedures have been conducted to evaluate
the event salient moment summary.
2.7.1 hierarchical content clustering
To evaluate the clustering algorithm, a ground-truth of the Wang database5 was
built and the clustering performance were evaluated in terms of precision, recall and
F1, as in the following equations:
precision (Ch) =
N relCh
NCh
(2.24)
recall (Ch) =
N relCh
N gtCk
(2.25)
F1 (Ch) = 2 · precision (Ch) · recall (Ch)
precision (Ch) + recall (Ch)
(2.26)
where Ch is the selected h cluster coming from the summarization, NCh is the
number of images in the h cluster obtained from the hierarchical agglomerative clus-
tering, and N relCh corresponds to relevant image number in the h cluster, which is the
intersection value between the output cluster and the corresponding ground-truth
cluster. The total number of images of the ground-truth cluster k is N gtCk . It has to
5http://wang.ist.psu.edu/docs/related/
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be pointed out that, in order to obtain an objective performance result, the clusters
compared to the ground-truth are those that the system creates at the second level
of clustering. All the clusters coming from the algorithm of section 2.4.1 are com-
pared with all the ground-truth clusters and the coupling with the highest precision
and recall are taken into account for an average statistic presented in chart of fig-
ure 2.9. The red bins are the average precisions, the blue bins are the recalls and
the green ones are the F1 values obtained on the Wang database by four different
agglomerative approaches. The first group of statistics (“local”) is obtained by our
agglomerative approach using only the matrix of distances D1; the second group
(“global”) is obtained in the same way but using only the matrix of distances D2,
while the third group are the statistics obtained with the hierarchical approach. It
is possible to note that the precision-recall obtained by the hierarchical approach
takes advantage from the two types of distances and features used and the way they
are combined. Using only the region features vectors, we obtain clusters made by
near duplicated images, then the precision is very high despite of a very low recall.
On the other hand, using just the global distribution of the content features it is
possible to obtain a good recall with a significant decrease in the precision. The
combination of the two distributions in a hierarchical way produces a stabilization
of the performance, with similar percentages for precision (about 80%) and recall
(about 70%). The last group of statistics is obtained by a different clustering al-
gorithm, called Dominant Set Clustering [95], applied to the same images features.
Tests show that the performance of the two hierarchical approaches are comparable.
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Figure 2.9: Quantitative evaluation and comparison of the hierarchical agglomerative
clustering.
2.7.2 face clustering
To validate the face clustering algorithm and the generic setting for the thresholds τf
and τf , we analyzed the performance of the proposed method on a large, wellknown
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set of diverse news video content. From the TRECVID2005 dataset, 60 news pro-
grams (a total of 30 hours of content) were processed and the major cast members of
each video was labeled [110]. This dataset is particularly challenging because of the
diversity of cast members and production rules utilized in these programs from En-
glish, Arabic, and Chinese language channels. Figure 2.10 plots the precision, recall
and F1 performances of the face clustering algorithm for the five most frequent cast
members. Comparing these results to similar literature using supervised techniques,
our algorithm provided reasonable clustering results with an average precision of
more than 85% and a recall of 71% (versus an SVM with 95% precision and 83%
recall [2]).
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Figure 2.10: Precision, Recall and F1 measure histograms of the face clustering algorithm
of the 5 most present anchorpersons in the video.
2.7.3 event segmentation
Since there is no standard dataset with user generated content for research on per-
sonal photo collection, we built a user generated dataset with more than 6000 photos.
The database is made by 10 different galleries each of them represents an event that
could have duration of one day, of a week-end ore of an entire week of holiday. The
ground truth is the result of the AND logic operation on the segmentation made by
at least two people that have taken part at the specific event. In figure 2.11, the
output histogram of a collection of 420 pictures about a mountain trip is presented.
The blue histogram corresponds to the Grenander estimator of the input histogram
of figure 2.14 at the end of the elimination of detected local minima. The remaining
minima, which are separating the modes of the histogram, are highlighted with the
red lines, while the event separation ground truth is marked by green peaks. Purple
lines are the separating points using the method proposed in [30].
Table 2.1 summarizes our experiments computing precision and recall of the
event separating points. In order to compare our approach with other algorithms
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Figure 2.11: Output story histogram with event segmentation.
weights mode precision recall
equal 0.56 0.53
exponential mixed order 0.72 0.64
linear mixed order 0.73 0.69
linear time priority 0.77 0.59
linear content priority 0.65 0.71
linear mixed order relaxed 0.81 0.76
algorithm [30] 0.59 0.67
algorithm [30] relaxed 0.68 0.71
Table 2.1: Quantitative precision recall comparison of event segmentation algorithm.
in the presented test we exploit only time and content information excluding face
and spatial clustering since there is no algorithm that takes into consideration all
these information to obtain salient moments. Mixed order means that the output
clustering matrices MαC(·) are summed in the following order: local time lt local
content lc, global time gt and global content gc output clustering results. First
we compare three different ways of merging the clustering information: with equal
weights wα = 1 for α = lt, lc, gt, gc (see equation 2.16 of section 2.5), with linear
decreasing weights and with exponential weights. Weighting the information brings
a performance improvement of 10% both in the precision and in the recall, with the
linear method which outperforms the exponential one. Second, we change the order
between content and time exchanging lc and gt order in the weighted sum. Stressing
time importance, putting both clustering time results before content clustering out-
put, the system finds more correct separating points but lacks in finding the scene
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changes due to a strong discontinuity in visual features. On the contrary, putting
first both the contents clustering values in the weighted sum, the system finds more
separating points but the recall performances decrease. The mixed order of the clus-
tering output values results the best combination that generally approaches better
the user idea of the event. Our modular approach outperforms also the performances
of the algorithm proposed in [30] that uses visual (DCT coefficients) and time in-
formation. It has to be pointed out that, if the ground truth segmentation points
are relaxed of an interval of 1% of the entire time of the collection (e.g. on a 12h
gallery is about 7 min), the performances increase sensitively.
2.7.4 event summarization example
A test case example is showed in this section. A mountain journey of two days,
composed by 420 images, has been selected and a mosaic image of the event photos
is reported 2.15. First the correlation histograms are showed: in figure the back-
ward correlation Hb(·), in figure the forward correlation Hf (·), while in figure the
final correlation histogram Hc(·). Each axis value refers to the gallery photo index
temporally ordered.
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Figure 2.12: Backward correlation story histogram.
Figure 2.16 shows the face clustering results. It is possible to note that in figure
a misclassified face is present, this is due to the fact of the glass presence and the
similarity between the two persons erroneously combined. This clustering helps
in the summarization of the event, ranking the people involved according to the
number of photos related to the faces. Some detected faces but not classified in the
right cluster are depicted in figure 2.17; it is possible to note that all these faces
have some occlusions or the face pose is not exactly frontal, these characteristics
reflect differently into the Local Binary Pattern features domain preventing a correct
clustering. Figures 2.18, shows how the cluster is visualized on a map using the GPS
information. Instead of positioning each single photo in the correspondent GPS
coordinates point, a Longitude and Latitude centroid is associated to each sub-
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Figure 2.13: Forward correlation story histogram.
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Figure 2.14: Combined correlations story histogram.
event detected. This kind of summarization helps user in the location annotation
task. The sub-event mosaic images are also attached. It is possible to note that
sub-event 1 (figure 2.19) can be further subdivided into 2 different moments (as the
ground truth) but in this case the histogram segmentation algorithm fails filtering
the minimum that separates the two modes (see input histogram 2.14 and output
resulting histogram 2.11). There are also some semantic over-segmentations (figures
2.23, 2.24 and 2.25), indeed the algorithm splits into different sub events images
belonging to the same picture topic, but clusters created result consistent in most of
the cases both in time and in content (except for the above mentioned sub event 1).
Sub-event 2.31 starts with some images strictly related to the images of the previous
sub event of figure 2.31, even if this could be considered a “visual” error, it has to
be pointed out that the two sub-events belong to completely different moments, in
fact one situation is captured during night and the second is settled in the morning.
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Figure 2.15: Mosaic image of the event photos.
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(a) Face clustering result of the most present person in the gallery.
(b) Face clustering result of the second most present person in the gallery.
(c) Face clustering result of the third most present person in the gallery (error inside).
Figure 2.16: Face clustering result of the selected event.
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Figure 2.17: Detected faces but not associated to any clusters.
Figure 2.18: Sub events visualization on the map.
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Figure 2.19: Mosaic image of the sub event 1.
Figure 2.20: Mosaic image of the sub event 2.
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Figure 2.21: Mosaic image of the sub event 3.
Figure 2.22: Mosaic image of the sub event 4.
Figure 2.23: Mosaic image of the sub event 5.
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Figure 2.24: Mosaic image of the sub event 6.
Figure 2.25: Mosaic image of the sub event 7.
Figure 2.26: Mosaic image of the sub event 8.
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Figure 2.27: Mosaic image of the sub event 9.
Figure 2.28: Mosaic image of the sub event 10.
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Figure 2.29: Mosaic image of the sub event 11.
Figure 2.30: Mosaic image of the sub event 12.
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Figure 2.31: Mosaic image of the sub event 13.
Figure 2.32: Mosaic image of the sub event 14.
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Figure 2.33: Mosaic image of the sub event 15.
Figure 2.34: Mosaic image of the sub event 16.
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Figure 2.35: Mosaic image of the sub event 17.
Figure 2.36: Mosaic image of the sub event 18.
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Figure 2.37: Mosaic image of the sub event 19.
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Chapter 3
Multiple Photos Galleries
Synchronization
The large diffusion of photo cameras makes quite common that an event is ac-
quired from different devices, conveying different subjects and perspectives of the
same happening. Often, these photo collections are shared among different users
through social networks and networked communities. Automatic tools are more and
more used to support the users in organizing such archives, and it is largely ac-
cepted that time/space information is fundamental to this purpose. Unfortunately,
both data are often unreliable, and in particular, timestamps may be affected by er-
roneous or imprecise setting of the camera clock. In this chapter a synchronization
algorithm is presented that uses the content of pictures to estimate the mutual delays
among different cameras, thus achieving an a-posteriori synchronization of various
photo collections referring to the same event. Experimental results show that, for
sufficiently large archives, a notable accuracy can be achieved in the estimation of
the synchronization information.
3.1 Motivations
Life is made by events and taking pictures is the most popular way to maintain
memories of what is happening [132] [112]. Modern digital cameras made it easier
and cheaper to collect large photo galleries of daily life. Different tools are avail-
able to organize and share all those contents, (e.g. Picasa1 , iLife2 or and Windows
Media Center3); such tools provide basic functionalities to ease the user in image
cataloguing, including face recognition, geo-referencing, time ordering. Neverthe-
less, an issue that is becoming more and more relevant among users is concerned
with the reliability of contextual information stored with the picture. In particular,
1www.picasa.google.it
2www.apple.com
3http://windows.microsoft.com
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since the timestamp is one of the most valuable data to order and catalog photos
[47], its accuracy is of great importance. In particular, this problem becomes crit-
ical when several independent users want to share the pictures acquired with their
own devices at the same event. This is more and more common both in large-scale
events (e.g., sports, music, etc.), where networked communities of users share their
contents about some theme of common interest, and in personal life, where relatives
or friends want to bring together their photo collections to create a unique chrono-
logic storyboard of a joint event. Often, however, the timestamp stored in pictures
is affected by a wrong setting in the camera, thus introducing a de-synchronization
among different datasets, and consequently significant errors in the following tempo-
ral analysis [67]. Annotation [17], [75] summarization [109], [79] event cataloguing
[30], [18] and automatic album creation [100], [85], [98] are deeply connected to
the timestamp of the photos. All these applications work well on a single camera,
but suffer from lack of synchronization. For instance, a bad synchronization among
cameras makes impossible to define and understand salient moments of an event,
grouping correctly pictures related in time and content, create summaries and sto-
ryboards. Manual recovery of the synchronization is a boring task, and the result
may be imprecise if no precise triggering instant can be found. Let us consider
the following scenario. Several people went to a wedding and, after the party, the
guest of honor wants to collect the photos taken by every other guests. Probably
many photographers have shot pictures at key moments, such as, for instance, ring
exchange, spouses kiss, or cutting of the wedding cake. If all these pictures could be
collected in a single chronological sequence, summarization algorithms can easily se-
lect most significant shots and build a summary. On the contrary, non synchronized
pictures will interlace each other, making very difficult to assemble them without a
complex manual work. We try to solve this problem by automatically estimating
the delay between photos coming from different cameras, based on the analysis of
their content. The only a-priori assumption is that each camera has a coherent
clock within the whole sequence. The method tries to detect the most significant
associations between similar pictures in different galleries, to calculate a set of delay
estimates, which are then combined through a statistical procedure. To the best of
our knowledge, this is the first attempt to solve this problem exploiting the visual
content only.
3.2 Proposed Approach
Figure 3.1 outlines the proposed algorithm which is made up of three main phases:
1. region color and textures matching
2. salient points matching
3. estimation of the delay
The main idea of the algorithm consists in finding the maximum possible number
of pairs of similar pictures among different galleries. Such photos should probably
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refer to the same episodes taken from different photographers, and therefore reveal
to some extent the delay among the time settings of the two devices. Since however
the duration of every single episode may vary (is not instantaneous) to achieve a
sufficiently accurate estimation one needs to find an adequate set of correct photos
pairs that can confirm the same time delay. For this reason we split the matching
process into two steps. In the first step the algorithm matches two different galleries
according to the features that describe the scene. This matching process selects a
few candidates from the entire set of images, which could have been taken at the
same time instant. The objective of this first step is to limit as much as possible
false positives. The second step takes as input the candidates found in step 1, and
further filters the relevant photos pairs by matching their SURF salient points [11].
Finally, the delay is estimated on the remaining data.
content-based synchronization
reference gallery matching
region colors and textures matching
SURF salient points matching
delay estimation  t
Figure 3.1: Content based synchronization algorithm.
3.2.1 Region color and texture matching
Let C be a collection of photos albums {Cj}, j = 1, . . . , J ; taken by J different
cameras. Let’s call the i-th image of the j-th album as cji , i = 1, , I
j; Ij being the
number of images of the j-th album. As a first step, the system extracts from each
image cji a set of 9 CEDD vectors [23] x
j
ir, r = 1, , 9; related to 9 non-overlapping sub-
images. Each vector is made of 144 features representing a set of color and texture
statistics [24]. After that, a reference gallery Cj∗ is selected, and the average region
similarity is calculated between images in Cj∗ and all other photos, according to
equation 3.1:
D
(
cj∗i , ĉ
j
k
)
=
1
9
9∑
r=1
xj∗ir
T · xjkr
xj∗ir
T · xj∗ir + xjkr
T · xjkr − xj∗ir
T · xjkr
(3.1)
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where ĉjk ∈ {C/Cj∗} is the whole set of photos excluding the reference gallery Cj∗.
D(·) expresses the average Tanimoto coefficient [42] of the corresponding sub-images
and expresses the global similarity among the two pictures. In order to reduce the
false positives while keeping enough samples for delay estimation, the photo pairs
are further filtered by discarding the image pairs whose coefficient D is lower than a
given threshold th. This value is calculated from the empirical distribution function
(EDF )[51] (equation 3.2:
EDFn(th) =
1
N
N∑
n=1
K[D(n)<th] = 0, 2 (3.2)
where N is the total number of image pairs calculated at the previous step, D(n)
are the relevant D values, and K is the so-called indicator random variable, which is
1 when the property [D(n) < th] holds, and 0 otherwise. In other words, among all
the admissible photos pairs, only the 20% with lower D are kept for further analysis.
Figure 3.2 shows an example of EDF (blue line) and the relevant histogram of the D
values calculated on an event made of more than 800 images. The red dot highlights
the selected th value.
probability cumulative
probability
selected
D valuesthreshold value
Figure 3.2: Cumulative distribution function and the relevant histogram calculated on a
set of test images.
3.2.2 SURF salient points matching
Once color and texture matching is completed, local points content descriptors
are extracted from the candidate photo pairs. SURF descriptors were chosen for
their compact representation (64 features for each key-point) and fast computa-
tion. The matching procedure is applied to the previously detected photos pairs
{cj∗i , ĉjk}|D
(
cj∗i , ĉ
j
k
)
< th and is based on the method proposed by Lowe [86]. Here,
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the nearest neighbor of a feature descriptor is calculated, and the second closest
neighbor is checked to see if its distance is higher than a pre-defined threshold. The
nearest neighbor computation is based on the Euclidean distance between the de-
scriptors. To complete the matching, three other filters are applied to the matching
points of the selected photos pairs:
• all the matches that are not unique are rejected;
• the matching points whose scale and rotation do not agree with the majority’s
scale and rotation are eliminated;
• photos pairs with less than a given number of matching points are discarded.
3.2.3 Delay estimation
The last step is the estimation of the delay. The timestamp delay between each
photos pair coming from the previous process is calculated using equation 3.3:
∆
(
cj∗i , ĉ
j
k
)
= tcj∗i
− tĉj
k
; ĉjk ∈ {C/Cj∗} (3.3)
where tcj∗i
and tĉj
k
are the timestamps of the reference and current photos, respec-
tively, extracted from the EXIF . The calculated delays are then split according
to the j-th photo galleries and the most frequent delay ∆m(C
j∗, Cj) is calculated.
Then, ∆m(C
j∗, Cj), includes all the image pairs whose delay is estimated within the
relevant 1 minute window. Finally, the delays of the photo pairs in the 1 minute
window found are averaged to find the output estimated delay ∆o(C
j∗, Cj) using
equation 3.4 where f∆m (C
j∗, Cj) is the number of photos pairs of the j-th gallery
inside ∆m (C
j∗, Cj) 1 minute window.
∆o
(
Cj∗, Cj
)
=
1
f∆m (C
j∗, Cj)
∑
∆
(
cj∗i , ĉ
j
k
)
∈ ∆m
(
Cj∗, Cj
)
(3.4)
∆o (C
j∗, Cj) represents the estimated delay in terms of years, days, hours, min-
utes and seconds between the reference gallery Cj∗ and the j-th gallery of the same
event. An example of the time delay histograms (with 1 minute temporal quanti-
zation) is depicted in figure 3.3 where, for each gallery, the most frequent delays
∆m (C
j∗, Cj) is highlighted. Since the accuracy of the estimation may be limited by
the size of the galleries (when few images are available it may be difficult to find a
sufficient number of reliable photo pairs) the overall synchronization accuracy can
be further increased by adding to the reference the photos of the new galleries just
synchronized. To this purpose, a precision coefficient p{Cj} of the estimated time
delay is calculated for each synchronized gallery according to equation 3.5:
pCj =
f∆m(Cj∗,Cj)
σ
∆(cj∗i ,̂c
j
k)
; j = 1, . . . , J ; j 6= j∗ (3.5)
where f∆m (C
j∗, Cj) is the frequency of the photos pairs in ∆m (Cj∗, Cj) and
σ∆(cj∗i ,̂c
j
k)
is the variance of all the acquisition delays found with respect to ∆o (C
j∗, Cj).
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The gallery with the highest precision coefficient p{Cj} is synchronized, adding or
subtracting ∆o (C
j∗, Cj) (years, days, hours, minutes, seconds) and used as a ref-
erence gallery for the remaining sets of photos (with reference to the example in
figure 3.3, gallery C1 is synchronized and merged with Cj∗). Since more photos are
included in the reference collection Cj∗, the following collections could benefit of an
increased number of matches, thus gaining a higher accuracy.
frequency
20
gallery  “C1”
gallery  “C2”
ll 3
15
ga ery  “C ”
10
5
0
-01:08
time delay  “hh:mm”-01:04
00:00
00:02
Figure 3.3: Time delay histogram of a set of photo pairs belonging to three different
galleries.
3.3 Experimental Results
A user-generated dataset with more than 6.000 photos was built. The database is
made of 10 different collections, each of which representing an event with different
possible durations (a day, a week-end, a full week). Each collection is made of
photos coming from at least 3 different cameras, for a total of 40 galleries. The de-
synchronization of cameras was simulated by inserting random delays in the galleries,
modifying year, day, hour, minute and seconds. As far as the SURF salient point
matching is concerned, we stress the importance of reducing false positives to obtain
a set of highly reliable photo pairs. For this reason, we calibrated the parameters as
follows: for the matching we search the second nearest neighbor till 20 leaves of the
k − d tree; the distance different ratio for which one match is considered unique is
set to 0.4. The difference in scale for neighborhood bins is set to 1.5 (which means
that matched features in bin b+ 1 are scaled of a factor 1.5 with respect to features
in bin b) while the number of bins for rotation is fixed to 20 (which means that each
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bin covers 18 degrees). Finally, we keep only the photo pairs with at least 10 correct
matches.
delay 1y, 1d, 01:05:36 delay 1y, 1d, 01:05:39
BA BA
Figure 3.4: Examples of false positives using only SURF matching between gallery A
(reference) and B
frequency frequency
20 8
10 4
0 0
time delay  “hh:mm:ss”00:00 05:06:0605:07:03
05:04:5305:04:53
Figure 3.5: Photo pairs delay histograms using only SURF matching (red) and
SURF+CEDD matching (blue).
Table 3.1 shows the result of the synchronization algorithm: the error estimation
columns represent the difference between the real and estimated delays, averaged
among different galleries of the same event. Two different experiments are reported:
“SURF matching error” column is the error obtained without applying the first step
of global features matching, while “CEDD+SURF matching” column reports the
error results using the 20% filtering on the D distances. It is possible to observe
that in the second case, the accuracy of the estimated delay increases considerably,
due to the initial filtering of false positives, however the algorithm fails in 6 photo
sets since in those cases no valid photo pairs survived after the two steps of matching.
The average delay estimation error for the other galleries is around 2 minutes. On
the other hand, the use of SURF alone allows synchronizing all the galleries, but
results is a lower accuracy due to false positives (e.g., due to the presence of the
same objects or persons in different context, as in the example of figure 3.4). The
average delay estimation error in this case is around 16 minutes, which is anyway
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acceptable for events with duration of several hours or days.
delay 1y, 1d, 01:21:04 delay 1y, 1d, 01:21:03
delay 1y, 1d, 01:21:53 delay 1y, 1d, 01:20:58
B BA A
BBA A
Figure 3.6: Examples of true positives photos pairs between gallery A (reference) and B
with the corresponding delay.
An example of gallery synchronization is presented in figure 3.5: 5 hours 4 min-
utes and 53 seconds is the inserted de-synchronization, the red histogram corre-
sponds to the estimation using only the SURF matching, while the blue histogram
shows the estimated delay using the proposed approach. In this case, the error
decreases from 0:02:10 to 0:01:13, gaining about 1 minute in accuracy. Figure 3.6
presents four true positives photos pairs with a delay within the ∆m(A,B) one
minute time window.
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Conclusions
In order to improve existing solutions for personal photo albums management,
in this dissertation three new content-based tools, for help the user in the retrieval
and annotation task, have been presented.
The possibility of embedding the Relevance Feedback (RF) process into a stochas-
tic optimization engine, namely Particle Swarm Optimization (PSO), has been in-
vestigated in chapter 1. PSO algorithm resulted to be able to avoid the stagnation
in local minima during the retrieval process. Extensive simulations showed that
the proposed technique outperforms traditional deterministic RF approaches of the
same class, thanks to its stochastic nature, which allows a better exploration of com-
plex, non-linear and highly-dimensional solution spaces. Further developments will
try to insert into the loop explicit semantic knowledge (in the form of annotation)
together with an unsupervised clustering of the database. Furthermore, it is worth
mentioning that standardized methodologies to allow measuring the user satisfac-
tion based on subjective criteria are still missing. Studies are being carried on to
place the proposed RF methodologies in a framework for human-oriented testing
and assessment.
In chapter 2 an multi-modal event segmentation method has been proposed, the
system developed subdivides the considered photo gallery in salient moments exploit-
ing unsupervised algorithms of clustering and histograms segmentation. Leveraging
different types of content and context information the uni-modal correlation of each
signal is analyzed and fused together in a second compositional mining phase. The
algorithm analyzes the consistency in terms of time, spatial and visual content across
the gallery to detect the major points of discontinuity, which may identify the tran-
sition to a different episode in the event description. The created summary reflects
very good quantitative results compared with user judge. Further work will include
more subjective tests and will explore different types of weighting the clustering
output adding also location and face information.
A content-based synchronization algorithm has been presented in chapter 3 with
the aim of providing an estimation of the time delay between photo galleries of
the same event coming from different cameras. The method is the first attempt
to solve this problem based on picture content, and is based on the hypothesis
that photographers involved in the same event often take photos of the same sub-
events. Performed tests show that the proposed algorithm was able to correctly
71
Conclusions
synchronize about 80% of the considered galleries, with an average delay error of
about 2 minutes. The achieved estimation can be used as an interactive support for
users in synchronizing different photo archives describing the same event, or as an
automatic tool to enable the automatic creation of digital storyboards from multiple
galleries. Future work includes the extension of the algorithm to videos coming from
different camcorders and the correct temporal link between videos and photos of the
same event.
The unsupervised approaches adopted brought promising results both in the
retrieval and in the event segmentation avoiding curse of dimensionality and any
sophisticated training phase. All the methods proposed exploit image content simi-
larity without direct machine decision rules, letting the user to be the leading actor
of the relations among data. This brought a roundabout involvement of the user
context improving the usefulness of the proposed applications.
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