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Abstract 
Scheduling is the proper allocation of resources over a period for performing a set of tasks with the objective of optimizing one 
or more performance measures. The actual assignment of starting and completion times of operations on jobs, if the 
manufacturing order is to be completed on time is known as Production scheduling. The Job Shop Scheduling Problem (JSSP) is 
one of the most difficult scheduling problems. Since JSSP is NP-complete, that is,  the selection of the best scheduling solution is 
not polynomially bounded, heuristic approaches are often considered. This is an important practical problem in the field of 
production management and combinatorial optimization. Inspired by the decision-making capability of bee swarms in the nature, 
this paper proposes an efficient scheduling method based on Artificial Bee Colony (ABC) for solving the JSSP. Most of the 
researchers in production scheduling are concerned with the optimization of a single criterion. However, the performance of a 
schedule often involves more than one aspect and, therefore requires a multi-objective treatment. Minimization of makespan and 
total tardiness are the two performance measures considered in this paper. The Artificial Bee Colony algorithm was coded in 
MATLAB 2009. A parameter analysis was done to fix the control parameters of Artificial Bee Colony algorithm. The 
performance of the algorithm was analyzed on the benchmark problems provided by E. Taillard. 
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1. Introduction 
Recent advances in modern manufacturing systems increased the importance of workshop problems [1]. 
Scheduling problems are significant in both manufacturing systems and industrial process for improving the 
utilization efficiency of resources [2]. Many methods have been introduced for solving Job shop Scheduling 
Problems with single and multi-objectives. The Job Shop Scheduling Problem (JSSP) is a real-world problem in the 
field of production management. To survive in the modern competitive marketplace, which requires lower cost and 
shorter product life cycles, a firm must respond quickly and precisely to the customer’s demands. Effective 
scheduling plays a significant role in this adaptation. JSSP is an optimization problem that can be described in terms 
of a set of jobs, each with one or more operations. The operations of a job have to be processed on a particular set of 
machines in a specified sequence [3].
Many approaches using both mathematical formulations and heuristic methods have been developed to solve this 
problem. For a JSSP situation of small size, mathematical formulations such as integer programming techniques can 
be used to address this issue in a reasonable computational time. However, due to unacceptable computation time, 
exact algorithms such as branch and bound method and mixed integer linear programming method cannot be applied 
to the middle and large-scale problems with sufficient time. Heuristic algorithms based on the constructive operation 
were then proposed to solve the large-sized scheduling problems [2,4].
Swarm intelligence has become a research interest to many research scientists in recent years. The swarm 
intelligence is defined as any attempt to design algorithms or distributed problem-solving devices inspired by the 
collective behavior of social insect colonies and other animal societies. The term swarm is used to refer to any 
restrained collection of interacting agents or individuals. The classical example of a swarm is bees swarming around 
their hive; nevertheless the metaphor can easily be extended to other systems with a similar architecture [5].
Nomenclature 
F(xi)  objective function 
fb            fitness value of best solution 
m number of machines 
n number of jobs 
Ojk  Operation of the jth job on the kth machine 
Pjk  processing time of the jth job on the kth machine 
SN  number of food sources 
Vij  new feasible solution that is modified from its previous solution value (xij) 
xbj           best solution 
xi  position of a food source 
xjmax  upper bound of the food source position in dimension j 
xjmin  lower bound of the food source position in dimension j  
Фij  random number between [-1, 1] 
2. Literature review 
Production scheduling problems have been the subject of intense academic research for the last three decades. 
Scheduling is a crucial factor for manufacturing productivity. Effective production scheduling can improve on-line 
delivery, machine utilization, reduce inventory and lead time. Hamdy Elwany, Mohamed Shouman and Mohamed 
Abou-Ali done an elaborative study of production scheduling and various traditional and modern approaches to 
scheduling problems explaining the need for different scheduling approaches in a manufacturing industry [6].
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Complex production scheduling activities lead to many different opinions and perspectives of production 
scheduling. Each perspective has a particular scope, set of assumptions, and a different approach to improving 
production scheduling. Jeffrey W. Herrmann covers three important perspectives (the problem-solving perspective, 
the decision-making perspective, and the organizational perspective) and discusses the methodologies that these 
perspectives are using [7].
The foraging behavior of any living organism is defined as how this organism behaves to locate, handle, and 
ingest food. Search strategies adopted by many living organisms inspired the development of different optimization 
algorithms currently adopted for various engineering applications. The main idea was for the search agents to 
imitate the foraging behavior of organisms to find a solution to the problem. Mohammed El-Abd explains about 
different foraging as well as various evolutionary algorithms in his paper [8].
For the last 20 years, researchers in the combinatorial optimization community have developed successful generic 
strategies to improve the performance of simple deterministic heuristics. Intelligent manufacturing is associated with 
a large number of complex optimization problems and, for this reason has got a considerable research attention over 
the last decades. Ruben Ruiz, Jose Antonio and Vazquez-Rodriguez explain about the importance of metaheuristics 
in production scheduling [9].
The field of metaheuristics for the application to combinatorial optimization problems is a rapidly growing field 
of research. This is due to the importance of combinatorial optimization problems in the scientific as well as the 
industrial world. Christian Blum and Andrea Roli described the importance of metaheuristics and the classification 
of various metaheuristic techniques in their study [10].
Swarm intelligence has become a research interest to many research scientists of related fields in recent years. 
The term swarm is used in a general manner to refer to any restrained collection of interacting agents or individuals. 
The classical example of a swarm is bees swarming around their hive; nevertheless the metaphor can easily be 
extended to other systems with a similar architecture. An ant colony can be thought of like a swarm whose 
individual agents are ants. Similarly a flock of birds is a swarm of birds. Dervis Karaboga explained about swarm 
behavior of honey bees in his study [11].
A kind of discrete artificial bee colony with complex mutation strategies is presented to compensate the defects 
of the single mutation scheme that is easy to get into the local best for PFSSP, named “CDABC”. X. Li, M. Yin 
discuss artificial bee colony algorithm about PFSSP with the objective of minimizing total flow time and maximum 
lateness of jobs. This paper is a start point for researchers to develop ABC-based algorithms to solve PFSSP. 
Additionally, simulations and comparisons based on PFSSP benchmarks are also carried out [2].
In many industries product requirements for customers are customized and unique. Hence, such industries often 
adopt the make-to-order approach to production. Given high delivery requirements and limits on production 
capacity, both order acceptance decision and production scheduling decision need to be taken into account. 
Selecting the right orders to accept depends on the strategic direction of the firm and many other considerations. 
Based on the results of the pilot study and the problem characteristics, Xiuli Wang et.al. developed a modified 
artificial bee colony algorithm [12].
Symbolic regression is a process of obtaining a mathematical model using given finite sampling of values of 
independent variables and associated values of dependent variables. Dervis Karaboga et.al. had done a set of 
symbolic regression benchmark problems has been solved using artificial bee colony programming and then its 
performance is compared with the very well-known method evolving computer programs, genetic programming 
[13].
Evolutionary algorithms (EA) are known as general-purpose optimization algorithms, which are capable of 
finding near-optimal solutions to the numerical, real-valued test problems for which exact and analytical methods do 
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not produce optimal solutions within a reasonable computation time. D. Karaboga and B. Basturk explained about 
the real behavior of honey bees as well as the Artificial Bee Colony Algorithm in their paper [14].
E. Taillard proposed 260 scheduling problems whose size is greater than that of the rare examples published. 
Such sizes correspond to real dimensions of industrial problems [15]. As a part of our study, we took benchmark 
problems from this literature. 
3. Problem description 
The Job shop Scheduling Problem (JSSP) is a set of n jobs denoted by Jj where j=1, 2… n, which have to be 
processed on a set of m machines denoted by Mk, where k=1, 2… m. Operation of the jth job on the kth machine will 
be denoted by Ojk with the processing time Pjk. In the job shop scheduling problem, the process sequences of the 
jobs are not the same. The time required for all operations to complete their processes is called makespan. Total 
tardiness is the sum of the tardiness of all jobs. The objectives of JSSP are to minimize the makespan value and total 
tardiness. 
The assumptions taken for the study are:- 
x Each job must be processed through all machines in a particular order. 
x Processing time varies with each job. 
x A machine can process only one job at a time  
x The required order of machines also varies from one job to another. 
x Once a machine starts to process a job, no interruption is allowed. 
x Each machine is continuously available for production .i.e, no machine breakdown.  
4. Artificial bee colony algorithm 
The Artificial Bee Colony algorithm is an evolutionary algorithm first introduced by Karaboga et al. in 2005. 
ABC algorithm belongs to the category of evolutionary algorithms that is inspired by the intelligent behavior of 
honey bees in finding nectar sources around their hives [12]. The ABC algorithm is an iterative algorithm. It starts 
by associating all employed bees with randomly generated food solutions. The initial population of solutions is filled 
with SN number of D dimensions generated randomly [2]. The basic version of the artificial bee colony algorithm 
has only one control parameter called limit apart from the common control parameters of the population-based 
algorithms such as population size (colony size (SN)) and maximum generation number (maximum cycle number 
(MCN)) [13].
ABC algorithm takes concepts from the foraging process to discover good solutions to an optimization problem. 
Essential components in ABC modeled after the foraging processes are defined as follows: 
Food Source: represents a feasible solution to an optimization problem. 
Fitness Value: represents the profitability of a food source. For simplicity, it is represented as a single quantity 
associated with an objective function of a feasible solution. 
Bee Agents: a set of computational agents. The agents in ABC are categorized into three groups: employed bees, 
onlooker bees, and scout bees. The colony is equally separated into employed bees and onlooker bees. Each solution 
in the search space consists of a set of optimization parameters, which represent a food source’s ‘‘location’’. The 
number of employed bees is equal to the number of food sources, i.e. there would be one employed bee for each 
food source. 
Each cycle of the search consists of three steps: moving the employed and onlooker bees onto the food sources 
and calculating their nectar amounts and determining the scout bees and then moving them randomly onto the 
possible food sources. A food source represents a potential solution to the problem to be optimized. The nectar 
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amount of a food source corresponds to the quality of the solution represented by that food source. Onlookers are 
placed on the foods by using ‘‘roulette wheel selection’’ method. Every bee colony has scouts that are the colony’s 
explorers. The explorers do not have any guidance while looking for food. They are primarily concerned with 
finding any food source. As a result of such behavior, the scouts are characterized by low search costs and a low 
average in food source quality. Occasionally, the scouts can accidentally discover rich, entirely unknown food 
sources. In the case of artificial bees, the artificial scouts could have the fast discovery of the group of feasible 
solutions as a task [11]. In ABC algorithm, one of the employed bees is selected and classified as the scout bee. The 
classification is controlled by a control parameter called ‘‘limit’’. If a solution representing a food source is not 
improved by a predetermined number of trials, then that food source is abandoned by its employed bee and the 
employed bee associated with that food source becomes a scout. The number of trials for releasing a food source is 
equal to the value of ‘‘limit’’, which is an important control parameter of ABC algorithm [2,11].
In a robust search process, exploration and exploitation processes must be carried out together. In the ABC 
algorithm, while onlookers and employed bees carry out the exploitation process in the search space, the scouts 
control the exploration process [11, 14]. The details of the algorithm are as follows. First, randomly distributed 
initial food source positions are generated. The objective function determines how good a solution is and is 
represented by: 
F (xi), xi ε RD, i ε {1, 2, 3 . . ., SN}                                (1) 
xi is the position of a food source as a D-dimensional vector, F(xi) is the objective function, and SN is the number 
of food sources. After initialization, the population is subjected to repeated cycles of four major steps: updating 
feasible solutions by employed bees, selection of feasible solutions by onlooker bees, updating feasible solutions by 
onlooker bees and avoidance of suboptimal solutions by scout bees. 
Updating feasible solutions by employed bees 
The position of the new feasible food source discovered by an employed bee is calculated from 
Vij= xij + Фij(xij-xkj)                                                  (2) 
Vij is a new feasible solution that is modified from its previous solution value (xij) based on a comparison with 
the randomly selected position from its neighboring solution (xkj). Фij is a random number between [-1, 1] which is 
used to adjust the old solution to become a new solution in the next iteration. k ¦ {1, 2, 3Ă..,SN} ^ k Į i and j ¦
{1,2,3Ă,D} are randomly chosen indexes.  
Selection of feasible solutions by onlooker bees 
When the employed bees return to their hive, they share information with the onlooker bees about candidate 
solutions they found. The onlooker bees select these solutions based on probability. The probability that a food 
source will be selected can be obtained from where fit i is the fitness value of the food source i, which is related to 
the objective function value (F(xi)) of the food source i. 
pi = fit i / Σn=1SN fit n                                                                                  (3) 
Updating feasible solutions by onlooker bees 
Based on the information obtained from the employed bees, the onlooker bees select their feasible food sources. 
The selected food sources are then updated using Equation (2), i.e. an old food source is replaced by a new food 
source if the new food source is of a better quality. 
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Avoidance of suboptimal solutions by scout bees 
This step is done by reassigning employed bees whose contributions are rejected as low quality to become scout 
bees that will randomly search for new solutions. The new random position chosen by the scout bee will be 
calculated from 
Xij = xjmin + rand[0,1](xjmax – xjmin)                                   (4) 
where xjmin is the lower bound of the food source position in dimension j and xjmax is the upper bound of the food 
source position in dimension j. 
These four major steps mentioned above are repeated until an optimal solution is found or the number of iteration 
(cycle) reaches the termination criteria, MCN. 
4.1. Steps of operation  
The First Step  
The initial parameters such as the number of employed bees, onlooker bees and maximum cycle number (MCN) 
are set. Next, the job’s processing time on each machine and the job’s machine sequence will be given at this step. 
In our solution representation, a solution in JSSP is an operation scheduling list, which is represented as a food 
source (x) in our ABC algorithm. Each dimension in a food source represents one operation of a job. Each job 
appears exactly m times in an operation scheduling list. For the n-job and m-machine problem, each food source 
contains n*m dimensions corresponding to n*m operations. 
The Second Step 
We employ the concept of the updating of a candidate food source based on a neighboring food source. The 
candidate food sources are updated by employed bees. Position Base Crossover (PBX) is the mechanism used to 
update the employed bees old food sources (xij) to new food sources (vij) based on their neighboring food sources 
(xkj) randomly taken from other employed bees. 
The Third Step 
The employed bees share new solutions (vij) that they have found with the onlooker bees, who then select these 
solutions based on probability (pi). After onlooker bees have selected the solutions (xij) from employed bees, then 
the best solution (xbj) is identified from among those selected solutions. The best solution (xbj) will replace the best-
so-far solution (xbj of the previous iteration) if the new best solution is better and its fitness value (fb) will be used 
for guiding the direction of the search space. 
The PBX method is also used to update the old solution (xij) of the onlooker bees to the new solution (vij) based 
on the best- so-far food source (xbj) instead of the neighboring food sources (xkj). The old food source (xij) in the 
onlooker bee’s memory will be replaced by the new candidate food source (vij) if the new position has a better 
fitness value. 
The Fourth Step 
 To avoid sub-optimal solutions, the scout bees ignore the old solution and randomly search for new solutions. 
Based on this concept, the operation scheduling lists (xij) whose fitness values have not improved after a certain 
period are abandoned and replaced by new operation scheduling lists (vij) updated by the scout bees using the 
mutation method. The mutation prevents the algorithm to be trapped in a local minimum. If the crossover is 
supposed to exploit the current solution to find better ones, mutation is supposed to help for the exploration of the 
whole search space.  
The Termination Step 
Steps 2–4 are repeated until the number of iteration reaches the MCN. 
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5. Parameter analysis 
It is well known that the ABC’s efficiency depends to a high degree upon the selection of the control parameters. 
These parameters are the crossover and mutation ratio, limit (MCN), colony size, due date range, the percentage of 
tardy jobs and stopping criteria. The determination of the suitable settings for the control parameters of any ABC is 
a tough task. The ABCs’ search process is controlled by multiple factors (control parameters) whose effects will 
possibly interact with each other. The parameter analysis had been done in MATLAB 2009 by varying various 
values selected from different literatures.  
x Selection method: Roulette wheel  
x Crossover methods: PBX  
x Mutation methods: Neighborhood based 
x Colony Size Varying: 10, 20, 30, 40, 50, 60, 70, 80  
x Limit: 10, 20, 30, 40, 50, 60, 70, 80, 90  
x No. of Generations: 500, 1000, 1500, 2000, 2500, 3000, 3500  
x % of Tardy Jobs (T), Due-date Range (R)): (0.4, 0.2), (0.6, 0.6), (0.8, 1.0) [12, 13, 15, 19, 20] 
Parameters Selected after analysis are: 
For Larger Problems: SN = 140;  Limit=40;  (R, T) = (0.2, 0.4);  No.of Generations= 2000 
For Smaller Problems: SN = 140;  Limit=40;  (R, T) = (0.2, 0.4);  No.of Generations= 1000 
The objective value of the best schedule produced in each run was the indication of the combined performance of 
the parameters. The benchmark problems of E. Taillard were considered in the study. The problem sizes were 
changed from 15 jobs×15 machines to 100 jobs×20 machines. The processing times were randomly generated from 
the range [1,200]. The problems described by E. Taillard were known to be NP-hard. This problem can be formally 
stated as follows: a set of n (n = 15, 20, 30, 50, and 100) jobs to be processed in machines (m = 15, 20). 
6. Experiments and Computational Results 
The aim of this experiment is to evaluate the best schedule for various benchmark problems. The numbers of 
employed and onlooker bees were set to 140. The MCN was set to 40. Our algorithm was coded in MATLAB 2009 
and ran on a PC with a 2.27-GHz Intel Core i3 CPU and 4GB of memory. The size of these problem instances 
ranges from 15 to 100 jobs and 15 to 20 machines. The results are shown in table and graphs indicating various 
benchmark problems are presented below. 
     Table 1. Results of Benchmark Problems 
(n * m) No. of Generations
Objective Function 
Value
(15 * 15) 1000 102449
(20 * 15) 1000 194815
(20 * 20) 1000 270360
(30 * 15) 1000 439020
(30 * 20) 1000 635382
(50 * 15) 2000 1314800
(50 * 20) 2000 1859600
(100 * 20) 2000 7671900
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            Fig. 1. Results for 30n * 15m Problem Fig. 2. Results for 50n * 15m Problem             Fig. 3. Results for 50n * 20m Problem 
7. Conclusions 
Generally production scheduling problems are NP- hard problems. Normally metaheuristic techniques are used to 
solve these types of combinatorial optimization problems. Metaheuristics can be adapted to a multi-objective 
framework. In multi-objective scheduling models, by a unique procedure we can solve problems that are having 
large instances with more number of objectives. 
The performance of ABC is excellent regarding the local and the global optimization due to the selection 
schemes employed and the neighbour production mechanism used. The simulation results show that the ABC 
algorithm, which is flexible, simple to use and a robust optimization algorithm, can be used efficiently in the 
optimization of multi-objective problems. ABC is effective from both the perspective of solution quality and 
algorithm robustness. The future works can investigate JSSP in a case where ‘‘job interrupt’’ is permitted. 
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