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In this  study,  a computational  model  which  simulates  the  growth  of crystalline  deposits  from  dripping
salt  solution  is  developed  and  validated.  This  problem  is  of interest  to the  nuclear  industry  where  the  mor-
phology  of  deposited  material  impacts  on its associated  criticality  risk.  An  existing  model  for  simulating
geological-stalagmite  formations  is adapted  to the  case  of dripping  salt-solutions  which  form  thin  ﬁlms
of ﬂuid  that precipitate  out  over  time,  forming  accumulations.  The  implementation  of  a CFD  Volume-of-
Fluid  multiphase  model  is developed  such  that  the ﬂuid-ﬂow  is  coupled  to  the  crystallisation  kineticsrystallisation
ass transfer
oving boundary problem
uclear safety
omputational ﬂuid dynamics
and  a moving-boundary  model  is used  for describing  the  size  and  shape  of  growing  crystalline  deposits.
The  ﬂuid-ﬂow  and  forming  accumulation  are  fully  coupled,  with  the  model  able  to  account  for  solute
diffusion  and solvent  evaporation.  Results  are  in  good  agreement  with  experimental  data  for surrogate
salt-solutions.  Numerical  results  are  presented  to  assess  the  sensitivity  to  process  and  environmental
parameters.
© 2014  The  Authors.  Published  by  Elsevier  Ltd.  This  is  an  open  access  article  under the  CC  BY license
(http://creativecommons.org/licenses/by/3.0/).. Introduction
Modelling the growth of crystalline deposits plays an impor-
ant role in a wide range of chemical process driven industries.
pplications of computational mass deposition models are diverse;
eing applied for production and optimisation purposes, to inform
rocess safety and maintenance, and the simulation of formation
rowth occurring in nature. Computational mass deposition mod-
ls can relate to the simulation of a variety of physical processes,
owever here we are speciﬁcally interested in the transfer of mass
hich is contained within a ﬂuid which then deposits on a solid
urface. This could be due to either crystallisation or another mass
ransfer mechanism. Whilst there are some key physical differences
etween crystal deposition and other mass transfer mechanisms,
Abbreviations: NNL, National Nuclear Laboratory; CFD, computational ﬂuid
ynamics; PUREX, plutonium uranium redox extraction; VOF, volume of ﬂuid; UDF,
ser deﬁned function.
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M.  Dawson).
ttp://dx.doi.org/10.1016/j.compchemeng.2014.08.011
098-1354/© 2014 The Authors. Published by Elsevier Ltd. This is an open access article uthe techniques that are used to model them are often similar. Mass
deposition models are inherently difﬁcult to solve as it is important
that multiple effects are coupled in an accurate and robust manner.
The ﬂuid dynamics of the solution ﬂow, crystallisation kinetics and
ﬂuid interaction with depositing solids typically need to be con-
sidered. For example, in very thin ﬁlms topological changes from
deposited mass can often have a large impact on the ﬂow as the
ﬂuid is required to move over or around the body.
A large area of research when modelling crystallisation and mass
transfer relates to maintenance, optimisation and future design of
equipment (Heath and Livk, 2006; Al-Rashed et al., 2013; Weber
et al., 2013). A signiﬁcant portion of this research relates to captur-
ing fouling phenomena within industrial equipment (Radu et al.,
2014; Jun and Puri, 2005). In these situations mass transfer occurs
and deposits are formed in pipes or on walls of the equipment.
These deposits can affect both the local ﬂuid properties, such as the
pressure and velocity, and the heat transfer to and from the equip-
ment walls, as shown by Mayer et al. (2013) when investigating
deposition in pipe ﬂows.
The previous works demonstrate the coupling of mass transfer
and ﬂuid ﬂow models, they do not speciﬁcally concern crystalli-
sation, and do not incorporate crystal growth kinetics within the
nder the CC BY license (http://creativecommons.org/licenses/by/3.0/).
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Nomenclature
 ˛ volume fraction
l  length of linear element (m)
 dynamic viscosity (Pa s−1)
 kinematic viscosity (m−2 s−1)
 density of solution (kg m−3)
 angle of inclination from the horizontal
Aa surface area of gaseous inlet
Al surface area of liquid inlet
B width of ﬁlm (m)
c concentration (mol m−3)
D diffusivity (m2 s−1)
E evaporative ﬂux (kg m−2 s−1)
F rate of deposition (mol m−2 s−1)
G growth rate (m s−1)
h ﬁlm height (m)
K overall growth coefﬁcient (m s−1)
kd constant of mass transfer (m s−1)
kr constant of surface integration (m s−1)
Ms molar mass of substance in solid form (kg mol−1)
p pressure (Pa)
patm atmospheric pressure (Pa)
Q mass ﬂow rate of liquid (kg s−1)
Qa mass ﬂow rate of air (kg s−1)
T solution temperature in the domain
Tin solution temperature prior to entry into domain
g acceleration due to gravity (m s−2)
n unit normal vector
u ﬂuid velocity (m s−1)
Subscript
aq substance in aqueous form
i  index of discrete element i
l  substance is in liquid form
q phase q
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odels. Li et al. (2010) posed the growth of a single crystal as
 Stefan-type problem solving a scalar diffusion equation for the
olution concentration. Crystal kinetics were applied on the crys-
al surface, such that the growth was proportional to the solution’s
upersaturation at the surface. This work allowed the modelling of
endritic formations suspended within a stagnant ﬂuid through
 front tracking technique. Chen et al. (2009) posed a similar
pproach for suspended dendritic growth which solved for advec-
ion terms in the ﬂuid equations, enabling to capture the motion of
 moving solution. These models assume the crystal remains sus-
ended at a ﬁxed, stationary location within the solution. Studies
hat include crystal kinetic models, such that the crystals are free
o move within solution include Heath and Livk (2006), Falola and
orissova (2012) and Cheng et al. (2012). These authors solve pop-
lation balance models along with a single phase ﬂuid model. The
opulation balance allows the size distribution of the crystals to
e captured throughout an industrial batch reactor, this in turn
ouples to crystal kinetic models to describe the growth. Whilst
llowing the mapping of a nonhomogeneous mixture, the crys-
als in these materials have no impact on the ﬂuid ﬂow and as
uch, for thin ﬂuid ﬂow, these models do not account for the topo-
ogical changes on the ﬂow caused by the deposited crystalline
ass.
The work in this study relates to modelling crystallisation
eposits found in the nuclear industry. In nuclear reprocessing, a
opular method of retrieving reusable fuels from spent solid fuelal Engineering 71 (2014) 331–346
is the PUREX cycle. This method involves the dissolution of solid
plutonium and uranium fuels in nitric acids. This solution is then
transported across the plant where it undergoes varying chemi-
cal processes. Further details on the PUREX cycle can be found in
Phillips (1999). It has been found that in the event of an unde-
tected equipment malfunction, leaking droplets of process liquor
can coalesce to form thin liquid ﬁlms. Solvent loss through evap-
oration and cooling of the solution through changes in ambient
conditions can cause the liquid ﬁlms to enter a supersaturated state
where by crystalline deposits form. Incidents have occurred where
the crystalline deposits covering an area of 1 m2 and 30 cm high,
have been observed, details of which can be found in Burrows et al.
(2006) and a report by the Health and Safety Executive (2007).
These details are of great importance as it is known that for a deposit
of heavy metal, the criticality risk of the solid formation depends
on both its size and shape.
The purpose of the work here is to model the crystallisation of
thin ﬁlms of a surrogate salt solution. This aim is to offer insight into
the size and shape of crystalline deposits which may occur from
sustained droplets of industrial process liquor, arising from a long
term undetected equipment or pipe leakage, for varying process
and environmental conditions. A surrogate salt solution of sodium
nitrate is considered as experiments can be conducted conveniently
to validate the model. To the best of the authors knowledge, no
previous studies have been carried out in order to model this prob-
lem.
The NNL have carried out a series of experiments such that a
simulant solution of sodium nitrate was dripped onto inclined steel
plates (Fig. 1(a)). Over time the drops of solution crystallise and a
crystalline formation builds up on the surface of the plate (Fig. 1(b)).
Various process parameters were considered in order to develop an
understanding of their impact on the resultant crystalline forma-
tion.
The experimental work identiﬁed a diverse range of forma-
tions for changes in input parameters. Impinging droplets of a
saturated simulant solution of sodium nitrate (8 M) formed tower-
type formations (Fig. 2(a)). For lower concentration solutions (5 M),
ring-like conﬁgurations were formed (Fig. 2(b)). The criticality
implications of these formations change quite signiﬁcantly for
small changes in experimental parameters.
This study will investigate an appropriate model to describe the
growth of the formations, and how varying parameters affect the
growth and resultant size and shape. Examining the experimental
formations it is clear that the crystal mass deposited is large in com-
parison to the ﬂuid ﬁlm depth and has a large impact on the ﬂow
ﬁeld. As such, a single phase approach would not be appropriate.
It was noted that when observing the deposition of highly concen-
tration salt solutions, similarities could be drawn between these
and underground geological stalagmites, albeit on a much smaller
timescale. There are a number of published models for predicting
the formation of stalagmites overtime (Romanov et al., 2008; Baker
and Bradley, 2010; Short et al., 2005a, 2005b; Kaufmann, 2003;
Kaufmann and Dreybrodt, 2004). In this study, we adapt a previous
geological stalagmite model, Romanov et al. (2008), for the pur-
pose of modelling tower formations formed from supersaturated
salt solution. The model uses moving boundary techniques for cap-
turing the crystal growth with a simple analytical model describing
the thin laminar ﬁlm ﬂow. Results from this model offer insight
into the crystal deposition behaviour of highly concentrated salt
solution. The model neglects certain important physics. As such,
a further model is developed using a coupled moving boundary
and CFD technique to account for the ﬂuid ﬂow and crystallisation
kinetics. This new framework allows the addition of several previ-
ously absent physical effects such as diffusion and evaporation. As
evaporation is now included, solutions which are not initially in a
supersaturated state can also be considered.
M. Dawson et al. / Computers and Chemical Engineering 71 (2014) 331–346 333
Fig. 1. (a) Plates used in NNL drip trials. (b) Example of crystalline mass build up.
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respectively) the inertia term, (u · ∇)u, can be neglected and thenFig. 2. (a) Tower formation of sodium n
. Mathematical model
.1. Geological stalagmite models
The model here is based on the work presented in Romanov
t al. (2008). The model assumes that a liquid ﬁlm is initially
ormed on an inclined linear surface (when considering the prob-
em addressed within the NNL experiments, we assume that the
mpinging droplets coalesce to form a smooth continuous ﬁlm). The
roﬁle of the growing stalagmite is described by a moving bound-
ry which is discretised into a series of linear elements. These are
ssumed to give a suitable approximation to the actual surface pro-
ided that the number of elements is sufﬁciently large. Using this
ssumption it is possible to derive simple analytic expressions to
escribe the ﬂuid behaviour, as shown below.
.1.1. Fluid ﬂow of thin ﬁlms
Assuming that the liquid ﬁlm is an incompressible ﬂuid, and that
he timescales for the ﬂuid ﬂow are much shorter than those of the
rystal growth, we can assume that temporal changes within the
uid ﬂow are negligible. Therefore, for a given interval of time, t,
he liquid ﬁlm can be described by the steady, two-dimensional,
ncompressible ﬂow Navier–Stokes equations,1

∇p + (u · ∇)u = ∇2u + g, (1)
 · u = 0, (2). (b) Ring formation of sodium nitrate.
where p is the pressure, u = (u, v) is the ﬂuid velocity,  is the den-
sity,  is the kinematic viscosity, g is the acceleration due to gravity,
x = (x, y), and  is the angle of the surface incline, see Fig. 3.
If the ﬂow is sufﬁciently thin or sufﬁciently slow (dimen-
sional analysis gives the requirement that the Reynolds number
Re = U0h/  L2/h2, where U0 is the characteristic speed, L and h are
the length in the stream-wise direction and of the ﬁlm thickness,Fig. 3. Flow down an inclined plane.
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q. (1) can be simpliﬁed to become the Stokes equations. This can
e then be solved to give the Nusselt ﬁlm height (Bird et al., 1960),
 = 3
√
3 Q
2gB sin 
. (3)
here  =  is the dynamic viscosity, h is the ﬁlm height, B is the
idth of the ﬁlm and Q is the mass ﬂow rate of liquid.
.1.2. Two step crystallisation kinetics model
Now that a simple mathematical model has been given to
escribe the ﬂow ﬁeld, an advanced model that accounts for the
ngoing chemical and crystallisation mechanisms (see Appendix
) needs to be coupled to the ﬂow. The crystallisation model
eing used within this work is based on a two-step mass trans-
er/crystallisation model Mullin (2001). This states that the growth
ate can be described by two physical processes, occurring at equal
ates. The growth rate, G (m s−1), due to diffusion of solute through
he ﬁlm (region B in Fig. 4) can be described by,
(x, t) = kd
Ms
s
(c(x + ıbulkn, t) − c(x + ıinterfacen, t)). (4)
ere, kd is the coefﬁcient of mass transfer, c is the concentration of
olution [mol m−3], x = (x, y) is the position on the crystal surface.
he normal to the crystal surface is given by n = n(x). The normal
istance between the crystal surface and surface integration layer
s given by, ıinterface. Also, ıbulk is the normal distance between the
rystal surface and the bulk of the ﬂuid (see Fig. 4). The molecular
ass of the solid crystal material in question is given by Ms and
he density is given by s. The growth rate can also be expressed
n terms of a surface reaction step, (Region C in Fig. 4). This is the
ate in which solute molecules are incorporated into the crystalline
attice, given by,
(x, t) = kr Ms
s
(c(x + ıinterfacen, t) − c∗), (5)
here kr is a coefﬁcient of surface integration, c* = c*(T) is the con-
entration at solution saturation for temperature, T, and  is the
rder of the reaction. Unlike the diffusion term, the surface reaction
tep is not assumed to be linear, where 0 <  ≤ 2.
The authors currently know of no way of analytically or mech-
nistically determining the individual values of kr and kd. Whilst
he two-step model appears a lot in the literature, it is often difﬁ-
ult to use crystal growth data in order to inversely determine the
arameters kr and kd, this is mainly due to the inability to accuratelyal Engineering 71 (2014) 331–346
measure the concentration of solute at the surface integration inter-
face, ıinterface. Due to this, experimentalists tend to correlate crystal
growth data to the expression,
Ge(x, t) = K Mss (c(x + ıbulkn, t) − c
∗), (6)
where K is the overall growth coefﬁcient,  is the overall order of
growth and Ge is the observed crystal growth rate. This is often
the source of confusion within literature referring to the two-step
crystal growth model, as Eq. (6) was initially used purely as an equa-
tion to ﬁt crystallisation growth data to a function with accessible
input data. This expression allows observed growth rates to be cor-
related to easily observable parameters such as the concentration
in the bulk of the solution. It should be noted that only for speciﬁc
values of  can an analytical expression for K in terms of kr and kd be
derived such that G = Ge. For example, sodium nitrate and calcium
carbonate are known to be linearly dependent on the concentration
gradient at the surface integration interface,  = 1, as demonstrated
by Graber et al. (1999) and Oosterhof (1999). Therefore, for this
linear order system it can be shown that,
K = krkd
kr + kd
, (7)
and  = 1. In a similar way  analytical expressions can also be
obtained for the non-linear example with  = 2.
As the model here solves the ﬂuid system by a steady state
approximation (assumed to remain valid over pseduo-timesteps
t), the continuous growth model described above must be dis-
cretised and coupled to the simpliﬁed ﬁlm height given by Eq. (3).
2.1.3. Coupling the ﬂuid ﬂow and crystallisation kinetics
As previously stated, the proﬁle of the formation is approxi-
mated by a series of linear elements. We  initially divide the initial
surface of length L into N − 1 elements and consider a general linear
element bounded by nodes xj
i
and xj
i+1, where x
j
i
= x(xj
i
, yj
i
, tj). The
initial inclined surface is discretised by,
x0i =
(
L
N − 1 (i − 1) cos , L sin 
(
1 − i − 1
N − 1
)
, 0
)
, i = 1, . . ., N.
(8)
The time taken for a parcel of ﬂuid to travel from xi to xi+1 is given
by 	. Due to the conservation of mass, the amount of solute precip-
itated into this local area during time 	 must equal the amount
of solute lost from the surrounding volume of solution. Therefore,
given that t  = tj+1 − tj  (N − 1)	, for a plate of uniform width B
(direction perpendicular to the (x, y) plane) the following mass
balance equation is obtained,
B||xj
i+1 − x
j
i
||Fj
i
	 = Bhj
i
||xj
i+1 − x
j
i
||(cj
i
− cj
i+1), (9)
where hj
i
= h(xj
i
) (m), cj
i
= c(xj
i
, tj) (mol m−3) is the concentration
of solute within the solution, and Fj
i
= F(cj
i
) (mol m−2 s−1) is the
local deposition rate. Here it is assumed that there is no concentra-
tion gradient perpendicular to the crystal interface. Given that the
deposition rate Fj
i
can be written as,
Fj
i
= Gj
i
s
Ms
, (10)where Gj
i
is the growth rate at xj
i
, if  = 1 and  = 1, Eq. (6) implies
Fj
i
= K(cj
i
− c∗). (11)
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hen, from the mass balance Eq. (9), we can obtain the relation,
j
i+1 = F
j
i
(
1 − K	
hj
i
)
. (12)
owever, as we want an expression which omits the local ﬁlm
eight hj
i
, we use the fact that hj
i
vj
i
= Q/B and vj
i
= lj
i
/	,  where vj
i
s the average velocity across the element bounded by xj
i
and xj
i+1,
nd lj
i
is the length of this element, to obtain the ﬁnal recurrence
elation,
j
i+1 = F
j
i
(
1 − KBl
j
i
Q
)
, i = 1, . . .,  N − 1 (13)
nd Fj1 = K(c
j
1 − c∗).
The nodes are then moved to describe the crystalline growth
fter a period of t  by,
j+1
i
= x(xj
i
+ Gj
i
t  cos j
i
, yj
i
+ Gj
i
t  sin j
i
, tj + t), i = 1, . . .,  N,
j = 1, . . .,  M, (14)
here Mt  is the ﬁnal simulated crystal growth time, Gj
i
is deter-
ined at each time, tj, by Eqs. (10) and (13), 
j
i+1 = tan−1((y
j
i
−
j
i+1)/(x
j
i+1 − x
j
i
)) and j1 = 
/2.
In the original stalagmite paper by Romanov et al. (2008), the
idth of the surface is deﬁned as Bi(xi) = 2
Ri, where Ri := R(xi)
enotes the local distance perpendicular to the axis of rotational
ymmetry. This is because the work assumes the crystalline for-
ation forms an axisymmetric cone-like conﬁguration in which
he ﬂuid ﬂows down. This assumption is also imposed in the work
ere.
.2. Coupled moving boundary CFD model
The previously described model uses simple analytic expres-
ions in order to capture the height and velocity of the ﬂuid ﬁlm. The
hange in solute concentration is described by a bulk mass conser-
ation law across compartments represented by the discrete linear
lements. The model neglects key physical processes, such as the
iffusion of solute through the ﬁlm and evaporation of solvent. In
rder to include these effects, a new coupled CFD model is devel-
ped. By using a similar technique to the previous model, crystal
rowth is described through the use of a moving boundary crystalli-
ation kinetics model. This model is then coupled to a CFD model
hich describes the ﬂuid ﬂow and the aforementioned, previously
eglected physics.
Similarly to the previous model, here we assume that the
roplets impact on the surface of an inclined plate. After impact,
roplets ﬂow down the incline of the plate, forming a thin liquid
lm. Due to a temperature drop in the solution and evaporation
f the solvent, solubility within the ﬁlm decreases and crystallisa-
ion occurs. Subsequent droplets then interact by ﬂowing over this
ewly formed crystalline surface. Droplet splashing is neglected
ithin this work as it is assumed the majority of the liquid lands
lose to the point of impact. As such, the mass ﬂow of the droplets
s averaged through time and the liquid enters through an inlet
erpendicular to the plate at a constant rate.
.2.1. Fluid and mass transport
The problem consists of modelling a thin liquid ﬂow, whilst Eqs.
1) and (2) can be used to describe the motion within a single ﬂuid,
 multiphase numerical scheme is now required. This will allow
oth the liquid ﬁlm, the gaseous phase and the interface between
hem to be modelled. Additionally, the liquids interaction with any
ubsequent solid deposition will also be captured.al Engineering 71 (2014) 331–346 335
There are currently many numerical models designed for cap-
turing the ﬂow of multiple ﬂuids. Here we use the volume of ﬂuid
(VOF) method which is speciﬁcally designed for the modelling of
immiscible ﬂuids and capturing the interface between the two. The
modelling of thin ﬁlm ﬂow is a common problem in which the
VOF model has been used (Cui et al., 2012; Hirt and Nichols, 1981;
Haroun et al., 2010). It is particularly important that we capture
the ﬂow and interface accurately, as the velocity and thickness of
the liquid ﬁlm are likely to have a direct impact on the rate and
location of crystallisation. This behaviour is veriﬁed in Section A.2
of Appendix A.
As with the model presented in Section 2.1, because the crys-
tal growth is a slower process than the ﬂuid ﬂow we  assume that
within a speciﬁed time frame, t,  the crystal can be assumed sta-
tionary and the ﬂuid ﬂow can be approximated by a steady state
solution. This is a typical approach when coupling CFD to crystal
growth models, as seen in Robey and Maynes (2001). As the total
timeframe for crystal growth in these problems tends to span weeks
or even months, obtaining a fully transient CFD simulation would
generally be considered infeasible. The interface between the liquor
solute or salt solution and the gaseous phase is described by the
volume fraction equation,
∇ · (˛qquq) = S˛q , 0 ≤ ˛q ≤ 1, for q = 2, . . .,  n, (15)
where q is the density of the qth phase, S˛q is a the source/sink
term relating to the qth phase, ˛q = ˛q(x) is the volume fraction with
respect to the qth phase and n represents the number of phases. The
volume fraction equation is not solved for q = 1 and is calculated by
the fact that in each computational cell,
n∑
q=1
˛q = 1. (16)
The velocity uq satisﬁes Eqs. (1) and (2). This shared ﬁeld
approach is dependent on the volume fractions of the phases
though the properties of  and ,  where,
 =
n∑
q=1
˛qq, (17)
such that q is the ﬂuid density with respect to the qth phase and,
 =
n∑
q=1
˛qq, (18)
where q is the viscosity with respect to the qth phase. In this
work the gaseous phase is assumed to be air and the liquid phase is
the sodium nitrate solution. Surface tension can be included when
using the VOF to model thin ﬁlm ﬂow (Hu and Kieweg, 2012), how-
ever initial studies have shown that this inclusion has minimal
impact on the overall crystal growth and is therefore not included
in this work.
Transportation of solute within a solution is often described by
solving a scalar advection-diffusion equation, as seen in Li et al.
(2010), Xu and Meakin (2008),Walker and Sheikholeslami (2006)
and Ying et al. (2012). At steady state and when coupled to the VOF
method, this equation is given by,
uq · ∇(˛2c) = ∇ · (˛2D∇c), (19)
where c is the concentration of sodium nitrate in solution and D
is the diffusion coefﬁcient. In this work, q = 1 corresponds to the
gaseous phase and q = 2 corresponds to the liquid solution. Conse-
quently, ˛2 is the volume fraction of the liquid phase.
3 hemical Engineering 71 (2014) 331–346
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.2.2. Solvent evaporation
In the physical problem, evaporation plays a key role in the
ormation of crystalline structures. Evaporation, alongside temper-
ture change, is the dominant driving force for the crystallisation
ithin the NNL drip trials and therefore, a method of modelling
uch effects should be considered. Evaporative effects are often
ncluded within CFD models that predominantly describe either the
vaporation of liquid ﬁlms, see Sultan et al. (2005), Avc et al. (2001)
nd Ranjan et al. (2011), or the evaporation of sessile droplets, see
azhin (2006). Applications for such models are extensive ranging
rom the drying of paper within the textile industry to the de-icing
f aircraft systems.
Previous works on modelling evaporative effects when coupled
o the VOF model often account for both the loss of mass from the
iquid phase, and increase in mass into the gaseous phase. Here, a
onstant evaporative ﬂux is considered, where ﬂux values will be
ased on measurements from the NNL drip trial experiments. The
ass loss due to evaporation is described by source/sink terms in
q. (15). Only the loss of mass from the liquid phase is considered
ere, and therefore the increase in mass to the gaseous phase is
gnored, that is, S˛1 = 0 is not included in Eq. (15).
As the source/sink term in Eq. (15) is a volumetric ﬂux (kg m−3 s),
hilst evaporation is a surface reaction (kg m−2 s), this term must
e given such that the amount of water extracted is not dependent
n the volume of the cells located at the interface. When consid-
ring an evaporative ﬂux, E > 0 over a surface area Af, we can state
he rate of mass leaving the volume containing that surface must
qual,
˛2Vcell = −EAf , (20)
here Vcell is the volume of the cell located at the interface. Clearly,
his allows one to express the volumetric source, S˛2 in terms on the
urrent cell volume and area, to ensure the correct mass of liquid
s extracted from the system. The source term in Eq. (20) can then
e written as (see Appendix A),
˛2 = −E|∇˛2|. (21)
his term is then included in Eq. (15), which accounts for the loss
f mass due to evaporation.
In this work, E is assumed to take a constant value. Despite this,
he model can be easily advanced such that E is dependent on water
apour concentrations, temperatures and velocities.
.2.3. Crystal growth and moving boundary techniques
The approach is based around the two-step crystallisation model
resented in Section 2.1.2. This model assumes that crystallisation
s based around two physical processes, which are described by Eqs.
4) and (5). By coupling this model to the ﬂuid and mass transport
qs. (15)–(19) and (21), Eq. (4) is no longer needed as solute dif-
usion across the mass transfer boundary layer is now accurately
aptured by the new computational model. As the surface integra-
ion layer is generally very small, this is now taken to be at the same
osition as the crystal surface. Due to this, we can now describe the
ux of solute out of solution at the crystal surface by the boundary
ondition,
D
∂c(x, t)
∂n
= kr(c(x, t) − c∗), (22)
here n is the outward unit normal to the boundary and  = 1 for
he sodium nitrate system.
Whilst other works have performed similar calculations using
omentum and mass transport equations, such as Robey and
aynes (2001) and Robey (2003) when considering a single phase
ow. These works only observed the concentration ﬁeld at a ﬁxed
napshot in time. The work here now develops this and attempts to
odel the growth of the crystal through time by the use of a movingX (m)
Fig. 5. Plot of the domain before and after successive boundary motions.
boundary technique. This will allow observation of how the ﬂuid
and mass ﬁelds change with growing crystal topography.
The moving boundary technique which is used in order to
describe the crystal growth will be described in detail later, how-
ever it should be noted that the crystal growth is dependent on Eq.
(22) such that,
S  = −(t)kr Ms
s
(c(x, t) − c∗)n, (23)
where t  is the ‘pseudo time-step’, and |S| is the magnitude of the
crystal growth at x in time t, where x is located on the crystalline
surface.
3. Computational implementation
3.1. Adapted stalagmite model
The model described by the recurrence relationship in Eq. (13)
was implemented in MATLAB. This model initially discretised an
inclined plate in which it was assumed that the solution has formed
a steady ﬁlm across. Through the solution of Eq. (13) deposition
rates of solid could be calculated down the plate. Once the deposi-
tion rates were calculated, the boundary describing the crystalline
solids was moved relative to these for a pseudo time-step t. This
process was carried out iteratively until the ﬁnal desired time was
reached. Reconstruction of the model presented in Romanov et al.
(2008) was  non-trivial with many details such as the numerical
discretisation and time-step size being omitted from the original
work.
3.2. Axisymmetric coupled moving boundary CFD model
The model described in Section 2 was implemented and solved
using the ﬁnite volume CFD software package FLUENT 14.5.
3.2.1. Computational grid
In order for the system of equations to be solved using the ﬁnite
volume method, a numerical grid or mesh has to be mapped onto
the domain. This domain can be seen in Fig. 5. It should be noted
that the scales on the ﬁgure have been altered for viewing clarity.
This model uses a two-dimensional mesh, however rotational sym-
metry is assumed about the line x = 0, therefore an axisymmetric
three-dimensional situation is in fact considered. When construc-
ting a mesh several things need to be considered. Firstly, when
constructing a computational grid, it is desirable to keep the num-
ber of cells at a minimum whilst retaining an acceptable solution
accuracy. This allows the computational costs to be kept low, such
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Table 1
Boundary condition types for use with the VOF Model in FLUENT CFD.
Boundary Boundary condition type
Liquid inlet Mass ﬂow inlet
Air inlet Mass Flow Inlet
Outlet Zero gradient pressure outlet
Floor/crystal liquid interface No slip boundary condition
Atmosphere Zero gradient pressure outlet
Table 2
Solvers used for the solution of Eqs. (15)–(19) and (21)–(23).
Physics Solver
Pressure velocity coupling PISO
Gradient Least-squares
Pressure PRESTOM. Dawson et al. / Computers and C
hat increases in cell count have a negligible effect on the solution
mesh independence).
The multiphase VOF model being used to capture the ﬂuid ﬂow,
s a diffusive interface model and therefore, there exists a numerical
lending between the two regions. Due to this, a reﬁned region of
ighly reﬁned quadrilateral cells is required such that the interface
ies within this region. This is in order to minimise the diffusive ﬂux
cross the interface.
The last consideration needed when constructing the compu-
ational grid, which is speciﬁc to the moving boundary approach
mplemented here, is the robustness of the mesh when deformed
sing the dynamic meshing. Within the solver procedure, after the
oundary nodes relating to the crystal interface have been dis-
laced, the dynamic meshing routine adjusts the other boundaries
ithin the domain in relation to this (in order to keep the volume
f the domain from becoming negative or having a very large ini-
ial domains size) and also updates the computational grid to ﬁt the
ew boundary positions. The routine achieves this by assuming that
he computational grid is a network of nodes connected via springs,
ny speciﬁed boundary displacement then propagates through this
pring network, automatically updating nodal positions through-
ut the mesh. The dynamic meshing facility has inbuilt remeshing,
here if a given cell either exceeds a maximum volume or is less
han a minimum volume or becomes too distorted, the model
ttempts to remesh the region local to this cell. For this facility
o work, the mesh must however consist of triangular elements (in
wo dimensions). This facility is required if the dynamic meshing
s to be robust.
As the height of the liquid–gas interface is unknown prior to
olving the system of Eqs. (15)–(19) and (21)–(23), an inefﬁcient
ay of satisfying the ﬁrst criterion would be to have a highly reﬁned
esh throughout the entire domain. This however would violate
he second criterion of keeping the mesh count to a minimum.
herefore, within this work a variable mesh size was used through-
ut the domain, with the height of the highly reﬁned region being
pproximated by the analytical expression (3).
As the velocities of the gas phase are speciﬁed such that they are
ery small in comparison to the ﬁlm ﬂow, they have little impact on
he solution and therefore, a coarser mesh can be used throughout
his region. In order to satisfy the last criterion when constructing
he mesh, a coarse triangular mesh was placed in the region not
overed by the reﬁned region. The ﬁnal mesh which was found to
atisfy all the required criteria is shown in Fig. 6. After a compre-
ensive mesh independence study, it was found that a initial mesh
f 40,000 cells was the minimum initial size, such that the resultant
ormation shape was unchanged for increases in initial cell count.
.2.2. Boundary conditions
A mass ﬂow boundary condition is placed on both liquid inlets,
iven by,
 · n = Q
Al
, (24)
here u is the ﬂuid velocity, n is the inward normal to the surface,
 is the mass ﬂow rate of liquid and Al is the area of the liquid inlet.
 mass ﬂow rate of,
 · n = Qa
Aa
, (25)
s imposed at the air inlet, where Qa is the mass ﬂow rate of the air
hase and Aa is the area of the gaseous inlet.
The ﬂoor and crystal surface have a no-slip boundary conditionmplemented, where u = 0.
The outlet and atmosphere boundary are classed as a pressure
utlets, where a gauge pressure, p′ = p − patm is speciﬁed, where p is
he absolute pressure and patm is the atmospheric pressure. WithinMomentum First-order upwind
Volume fraction Modiﬁed HRIC
this work we specify p′=0. The boundary conditions for the ﬂuid
ﬂow are summarised within Table 1.
The concentration c = ˛2cin is imposed at the inlets and the ﬂux
condition (22) is implemented at the ﬂoor/crystal–liquid interface
using user deﬁned functions (UDF).
The inlet boundaries are placed over a small portion of the
boundary adjacent to the rotational axis boundary, the inlets are
speciﬁed such that they are of equal length to the droplet radius.
The domain and boundaries in question can be observed in Fig. 5.
3.2.3. Full solver procedure
Various solvers were used in order to solve the different equa-
tions described in the previous section. Discretised versions of Eqs.
(1) and (2) were solved within FLUENT using the Pressure Implicit
with Split Operator (PISO) algorithm (Issa, 1986) for the pressure-
velocity coupling. The PRESTO scheme is used in order to calculate
the pressures at the computational cell faces and a least-squares
scheme is used to evaluate the gradient terms. A ﬁrst-order upwind
scheme is used to solve the momentum equation. The volume
fraction Eq. (15) was solved using the modiﬁed High Resolution
Interface Capturing (HRIC) scheme (Muzaferija et al., 1999). The
scalar transport Eq. (19) was  solved using a ﬁrst-order upwind
scheme. A summary of these solvers is given in Table 2.
The solver process was  fully automated using the scheme
programming environment within FLUENT. This code allows the
automatic iteration of the boundary displacement (23), for each
steady-state solution of Eqs. (15)–(19), (21) and (22), along with
the boundary conditions described in Section 3.2.2. Using a combi-
nation of FLUENT scheme code and a UDF, a custom convergence
criterion was  set. As such, the convergence criterion could be
changed such that it was  based on surface monitors, such as mass
ﬂow rates and surface integrals. Convergence of these monitors
showed that Eqs. (15)–(19), (21) and (22) were solved, and the
boundary displacement (23) could be carried out. The impact on
the size of the pseudo timestep, t, in which the boundary was
displaced was  investigated, and it was found that for an accurate
solution t  ≤ 15 min.
As previously mentioned, the FLUENT dynamic meshing process
automatically remeshed regions of poor cell quality, however, it
was found that as the problem being modelled here deals with high
levels of deformation, this inbuilt remeshing facility was  often not
capable of handling the imposed deformations whilst keeping an
acceptable mesh quality. If the mesh quality was found to be below
an acceptable level, the mesh could be remeshed using external
meshing software. Fig. 7 shows contours of cell skewness when
using the inbuilt facility and after an external remesh. From this
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Fig. 6. Example of the combined structured and unstructured mesh. Optimised for use with the VOF and moving boundary model.
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gure it is clear to see that the mesh skewness is much less after
he remesh with the external software.
The full solver procedure can be seen within Fig. 8.
. Results and discussion
.1. Adapted stalagmite model
Initially, the model for stalagmite growth was reconstructed and
eriﬁed against the results of Romanov et al. (2008). After this, the
arameters were adapted such that the model could be used to
apture the salt deposition from impinging droplets of crystallis-
ng sodium nitrate salt solution as used in the NNL experiments.
arameters for the modiﬁed sodium nitrate case can be found in
able 3 (run 1).
The solubility, c* [mol m−3], for this material can be expressed
s,
∗(T) = 5055.95 + 98.452T, (26)
here T is the solution temperature. It is assumed that the tem-
erature of the solution is equal to the ambient room temperature,
nd remains constant throughout the ﬁlm. Prior to entry into the
ystem the solution is initially at a higher temperature than the
mbient room temperature. Upon entry into the domain the liquid
olution experiences a drop in temperature. In order to simplify the will decrease solution accuracy and can cause divergence in the CFD solver.)
model, we assume that the droplet temperature equilibrates with
the ambient room temperature during the free fall phase. As in this
work we  only consider the ﬁlm ﬂow after the droplet impact, an
isothermal system can be considered. Here we  use t  = 15 min and
the initial length of linear element li = 3 ×10−4m.
Once the relevant physical and computational parameters have
been prescribed, the model was run in order to calculate proﬁles
of an axisymmetric growth. In Fig. 9(a) the growth of these sodium
nitrate solutions for an initial concentration, cin, of 8 M can be seen
through time. From Fig. 9(a) it can be seen that the tower formations
are thinner and grow at a much faster rate to that of the calcium
carbonate shown in Romanov et al. (2008). Results are of the same
order to those obtained during the sodium nitrate drip trials. The
results presented in Fig. 9(a) are axisymmetric approximations of
the crystalline structures as they grow through time. Fig. 9(b) shows
the three-dimensional representation of the result in Fig. 9(a) for
30 days growth.
As stated in Section 2.1.2, the rate of crystal growth depends on
K, the overall growth coefﬁcient, which is a function of kd and kr,
as shown in Eq. (7). Whilst some literature refers to kd and kr as
constants, this is technically incorrect as, kd = kd(u, T). The coefﬁ-
cient of mass transfer by diffusion is determined by both the size of
the mass transfer boundary layer, ıbulk, which is dependent on the
solution velocity, u and the solute diffusivity, D = D(T). The coef-
ﬁcient of surface integration is dependent on the temperature of
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Fig. 8. Flow chart for the solver procedure.
Table 3
Parameters for the computational simulations carried out in this study. Parameters cin = 8 M,  1 = 1.225 kg m−3, Tin = 30 ◦C, s = 2260 kg m−3 and Ms = 0.084 kg mol−1 remain
ﬁxed  for all simulations.
Run 2 (kg m−3)  (Pa s) K (m s−1) Q (kg3 s−1) T (◦C) E (kg m−2 s−1) D (m−2 s−1)
1 998.2 0.001 8 × 10−6 2.89 × 10−5 27 N/A N/A
2  998.2 0.001 Varies 2.89 × 10−5 Varies N/A N/A
3  998.2 0.001 8 × 10−6 Varies 27 N/A N/A
4  998.2 0.001 8 × 10−6 2.89 × 10−5 27 0 1.586 × 10−9
5 Eq. (27) Eq. (28) 8 × 10−6 2.89 × 10−5 27 10−5 1.586 × 10−9
−6 Va −5 −9
2.8
2.8
t
b
o
w
F
a6 Eq. (27) Eq. (28) 8 × 10
7 Eq. (27) Eq. (28) 8 × 10−6
8 Eq. (27) Eq. (28) 8 × 10−6he solution, i.e. kr = kr(T). For a particular problem these can often
e considered constant, however they may  change signiﬁcantly for
ther physical scenarios. Various values for K, for sodium nitrate,
ere calculated in Graber et al. (1999), Oosterhof (1999) and Xu
ig. 9. (a) Axisymmetric plots of the model prediction of the sodium nitrate formation th
re  given in Table 3 (run 1).ries 27 10 1.586 × 10
9 × 10−5 27 Varies 1.586 × 10−9
9 × 10−5 27 10−5 Variesand Pruess (2009). Despite this, there appears to be no known val-
ues for kd(u, T) and kr = kr(T) for sodium nitrate, therefore results
in Fig. 9(a) were generated using an average value of K, taken from
these papers. In order to provide a preliminary sensitivity study for
rough time. (b) Three-dimensional representation for 30 days growth. Parameters
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F  (a) varying temperature, T, and growth constant, K, when Q = 2.89 × 10−5 kg s−1, cin = 8 M,
T = 8 M,  Tin = 30 ◦C.
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Fig. 11. Axisymmetric formations through time comparing the axisymmetric mov-ig. 10. Axisymmetric plots of the sodium nitrate growth after 30 days growth, for
in = 30 ◦C and (b) for varying mass ﬂow rate, Q, when K = 8 ×10−6 m s−1, T = 27 ◦C, cin
he parameter K, the model was run for 30 days growth for both
he minimum and maximum values of K, observed in Graber et al.
1999), Oosterhof (1999) and Xu and Pruess (2009). In addition to
his, a sensitivity study was performed to assess the importance
f the ambient temperature, T. The average temperature observed
n the NNL trials was 27 ◦C with a standard deviation of 2.4 ◦C. The
odel was also run with temperatures plus and minus one standard
eviation from the mean in order to assess the sensitivity with
espect to the temperature. Results from this trial can be seen in
ig. 10(a) for the parameters in Table 3 (run 2).
From this ﬁgure it can be seen that as the coefﬁcient K increases,
he crystalline formation becomes thinner, but grows vertically at
 faster rate. Decreases in ambient temperature (and hence a larger
emperature drop from the initial Tin = 30 ◦C) causes the tower to
row faster vertically, with no change to the width of the forma-
ion. As evaporative rates are dependent on the temperature it is
nticipated that a change in temperature would alter the width of
he formation if evaporative effects were included.
Changing the mass ﬂow rate, or drip rate of the solution was
nvestigated. Crystalline formations for varying ﬂow rates can be
bserved in Fig. 10(b) for parameters in Table 3 (run 3). From this
gure it can be seen that increasing the mass ﬂow rate increases the
idth of the formation. As the deposition at the apex F1 is given by
q. (10) for i = 1, the mass ﬂow rate has no inﬂuence on the height
f the tower formation.
It can be seen that there is no growth away from the centralised
ower formation. However, from Fig. 1(b) it can be clearly seen that
n experiments, crystal growth occurs away from the central for-
ation, therefore it can be assumed that additional physics must be
onsidered to reliably retrieve accurate geometrically correct solu-
ions. Currently, the physical processes which are not described
y the model include: droplet splashing, evaporation, spatial and
emporal variation in the temperature, variable ﬂuid density and
iscosity. It is hypothesised that the main cause of crystalline
rowth in regions away from the centralised formation is due to
vaporation.
.2. Coupled moving boundary CFD model
.2.1. Model development
The model here was developed in FLUENT CFD. Initial work
ocused on the development of the mesh, such that the VOF model
as solved accurately and the diffusion of the interface was kept to
 minimum. A dynamic meshing facility was also developed such
hat the correct parameters were selected to allow the mesh to
ndergo large deformations whilst keeping an acceptable level ofing boundary CFD model against the adapted stalagmite model for no evaporation,
when Q = 2.89 × 10−5 kg s−1, K = 8 ×10−6 m s−1, cin = 8 M,  Tin = 30 ◦C.
quality. Initially, UDFs were developed and solver settings were
optimised. In order for the results obtained from the model to be
physically relevant, a pseudo three dimensional case, such that the
solution was  axisymmetric about the apex of the formation, was
used. The ﬁrst stage in the development process of the axisym-
metric model was to run it with no evaporation. In this study,
as the value of the coefﬁcient of surface reaction kr for sodium
nitrate is not available, we  consider kr  kd hence, from Eq. (7),
we can assume that kr ≈ K. As such, a value of kr = 8.9 × 10−6 is used
throughout the remainder of this study. In addition to this, the air
ﬂow during the NNL experiments was  intentionally restricted, as
such we consider the gas phase not to signiﬁcantly impact on the
liquid ﬁlm and therefore, impose Qa  Q.
Results for a typical case with parameters matching those of
Table 3 (run 4) can be seen in Fig. 11. When this prediction is
compared to the previous adapted stalagmite model it can be seen
that the coupled CFD model predicts a slightly narrower formation
than the adapted stalagmite model, in regions close to the apex.
In regions further away from the apex of the formation, the cou-
pled CFD model predicts a thicker structure. The maximum heights
of the formations are identical due to the constant concentration
boundary condition imposed at the inlet. It is hypothesised that
the discrepancies in the widths of the formations are due to the
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Fig. 12. (a) Two-dimensional plots of a water ﬁlm for various evaporative ﬂuxes, E. (b) Plot
cin = 8 M,  Tin = 30 ◦C, T = 27 ◦C.
Table 4
Data for the evaporation of a water ﬁlm for varying evaporative ﬂux, E.
E (kg m−2 s−1) Expected interfacial
area (m2)
Calculated interfacial
area (m2)
1 × 10−3 0.05 0.063
5 × 10−5 0.01 0.012
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such that the mean temperature was  T = 27 ◦C with a standard devi-
◦1 × 10 0.005 0.0061
nclusion of solute diffusion effects in the coupled CFD model. It is
lear that both models, unlike the experimental results, predict no
rowth away from the central tower formation.
The next stage is the incorporation of an evaporation model. In
rder to evaluate the basic functionality of the evaporation model,
his was applied to a thin liquid ﬁlm of water for varying constant
vaporative ﬂuxes, E. Results for this can be observed in Fig. 12(a).
rom this ﬁgure it can be seen that the ﬁlm becomes completely
vaporated at different points for different evaporative ﬂuxes. As
xpected, for a larger evaporative ﬂux, the ﬁlm is completely evap-
rated quicker and therefore, a smaller interfacial area is observed.
or known mass ﬂow into the domain and a given evaporative ﬂux,
he expected interfacial area of the ﬁlm can be calculated (at steady-
tate). The results for the expected and the computed ﬁlm areas can
e seen in Table 4. From this table it is clear that the evaporation
odel is working appropriately, however there are small differ-
nces between the expected interfacial and computed areas. It is
ypothesised that this is due to the inaccuracies involved in calcu-
ating the gradient of the volume fraction (from Eq. (21)). Similar
naccuracies are often found when coupling surface tension effects
o the VOF model, as seen in Bohacek (2010).
The next stage is to check that the evaporation model functions
orrectly when coupled to the axisymmetric moving boundary CFD
odel. Fig. 12(b) shows the deposition rate of crystalline mate-
ial for varying evaporative ﬂuxes, at t = 0 (assuming the ﬁlm has
lready spread across the plate). From this ﬁgure it can be seen that
s the evaporative ﬂux increases, the rate of deposition increases.
his effect becomes more pronounced in regions away from the
pex of the formation. For large evaporative ﬂuxes an unstable
scillatory solution is observed. It is hypothesised that these insta-
ilities could be due to directly applying the evaporative source to a
mall interface region. Hardt and Wondra (2008) suggest an inter-
ace smearing method such that the evaporative sink is applied
ver a wider region, however as the evaporative rates experienced
n the NNL trials were relatively low, this instability would not be of deposition rates at t = 0 for various evaporative ﬂuxes, E, when K = 8 ×10−6 m s−1,
apparent in the cases present and therefore is not discussed further
in the work here.
It should be noted that due to the inclusion of evaporative
effects, the model presented here can also be used for the modelling
of formations where the solution is not initially in a supersatu-
rated state. In these situations crystallisation would not occur at
the point of impact, but rather after the ﬂuid has spread. Once the
concentration of the ﬁlm is increased to a supersaturated state due
to evaporation, crystallisation begins. This behaviour leads to a clear
region close to the point of impact, a physical example of this can
be seen in Fig. 2(b). Whilst the model has capability to do this, the
study will focus on analysis of the tower formation growth.
4.2.2. Validation
Following the veriﬁcation of the axisymmetric model with and
without evaporation, the model is next validated against the exper-
imental data available from the NNL drip trials. The density and
viscosity in Eqs. (1) and (15) for sodium nitrate are given by (Xu
and Pruess, 2009),
2 = 2(c) = a − b(T), (27)
and,
2 = 2(c) = 10−9A
√
T + 273.15eB/(T+273.15−T0), (28)
where a = 421.37X2 + 629.7X + 1012.6, b = −168.16X5 + 206.79X4
− 89.845X3 + 17.308X2 − 0.6854X + 0.4789, X = cMs/(cMs + 1) is
the mass fraction, A = 4219.6X2 + 2995.2X + 991.72, B = 300834X6
+ 525458X5 − 348368X4 + 106051X3 + 14531X2 − 967.34X + 644.92,
T0 = 29.088X2 + 15.881X + 134.68 and T represents the temperature
(in ◦C).
Using expressions (27) and (28) for a c = 8 M solution of sodium
nitrate at T = 27 ◦C, we  obtain 2 = 1300 kg m−3 and 2 = 0.002 Pa s.
In addition to this, the diffusivity of sodium nitrate in solution is set
to be a constant value of D = 1.586 × 10−9 m2 s−1, see Yeh and Wills
(1970). This value varies slightly with temperature and concentra-
tion, however in the work here it is assumed constant.
Including the models for the rheology and diffusivity such that
they represent the properties of the liquid solutions used within
the experiments, the model can be validated against the experi-
mental work. The experimental temperatures varied through time,ation of 2.4 C. The evaporative ﬂux used in the validation work was
assumed constant, with a value of E = 10−5 kg m−2 s−1, as observed
in the experiments. The parameters for the validation case are
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limited by diffusion (it has the equivalent of an inﬁnite rate of dif-ig. 13. Height of the formation at its apex through time, when E = 10−5 kg m−2 s−1,
 = 2.89 × 10−5 kg s−1, K = 8 ×10−6 m s−1, cin = 8 M,  Tin = 30 ◦C.
ummarised in Table 3 (run 5). The model was  run using the
escribed validation parameters and the formation heights, at the
pex, are presented and compared against experimental results in
ig. 13.
From this ﬁgure it can be seen that the model closely resem-
les the experimental data, for predictions using values close to
he mean temperature. The small deviations from this could in part
e due to the ﬂuctuations in the temperature. The second metric
sed when validating the model against experimental data was  the
ower width. The geological stalagmite models tend to refer to an
equilibrium radius’ such that the width of the formation, tends
owards this value. It is noticed however that with the CFD mov-
ng boundary models, there is a thickening of the formation close
o the crystalline bed. It is unknown whether the experimental
ata relates to either the equilibrium radius, or the values close to
he bed surface. In order to visually clarify the position of the two
easurements, these have been highlighted in Fig. 14(a) (run 5).
he ﬁgure shows a crystalline growth after 3 days, when E = 0 and
 = 27 ◦C. From looking at Fig. 14(a), the expansion of the formation
lose to the surface can be observed.
Fig. 14(b) (run 5) shows the experimental widths when com-
ared against the equilibrium radius and formation width at height
 = 0.01 m,  produced by the axisymmetric moving boundary CFD
odel. From Fig. 14(b) it can be seen that the experimental
idths measured by the NNL lie in between the equilibrium radius
nd formation width obtained from the model when run with
 = 10−5 kg m−2 s−1. Unlike the adapted stalagmite model, the equi-
ibrium radius does not remain ﬁxed after a large period of time
as passed, instead it continues to grow wider through time. It is
ypothesised that this behaviour is due to the evaporation. In order
o establish this, the model was run again without evaporation,
nd the results were plotted on the same ﬁgure. From observing
he results it is clear to see, that much like the earlier adapted sta-
agmite model the formation widths approach a constant limiting
alue.
Both the heights and widths of the formations have been com-
ared and have been shown to be in good agreement with the
xperimental data. Proﬁles of the crystalline formations can be
ompared against the model at various instances through time.
irstly, the model is compared against the formation after 17 days.
he results can be observed in Fig. 15(a) (run 5) where it can be
een that the height of the formation is slightly over predicted. The
idth of the formation is under predicted by the model at the top
f the formations, whilst slightly over predicted at lower heights.
The model and experimental results were then compared
gainst a cross-sectional proﬁle of the formation after 30 daysal Engineering 71 (2014) 331–346
growth. The results for this can be seen in Fig. 15(b) (run 5), where
it can be observed that the computational model overpredicts the
height at the apex of the formations, but like the previous result
the width of the formation is under predicted close to the cen-
ter of the formation, and moderately overpredicted lower down.
However, the model generally predicts the size and shape of these
formations well. It is thought that the temperature varied both spa-
tially and temporally during the experimental procedures, however
a constant, isothermal system is considered in the model here.
It is hypothesised that the slight variations between the model
and experimental results could be due to this. Further experi-
ments could be conducted such that additional temperature data
is recorded, allowing the aforementioned hypothesis to be investi-
gated further. In addition to this, the splashing effect of the droplets
is not considered in the work here as the authors assume it to
be negligible, however, further work could also be conducted to
conﬁrm this.
4.2.3. Parametric studies
Once the model had shown to give reasonable predictions for the
crystalline formations, we now assess how varying parameters, that
can typically change within an industrial setting, affect the build up
of material through time. In order to assess the effects of altering the
mass ﬂow rate, the axisymmetric CFD model was  run for varying
mass ﬂow rates, Q. Fig. 16(a) shows these results for parameters
given in Table 3 (run 6).
From observing the ﬁgure it can be seen that as the mass ﬂow
rate increases, so does the overall width of the formation. As the
mass ﬂow rate decreases, the overall width decreases too. These
results are in agreement with the adapted stalagmite model.
A parametric trial was run using a range of evaporative ﬂuxes
in order to assess how the formation shape would vary if for
example, the environment experienced a change in partial water
vapour pressure. Results for 9 days growth when simulated with
parameters in Table 3 (run 7), can be seen in Fig. 16(b). From this
ﬁgure it can be seen that increasing the evaporative ﬂux causes
a thickening of the formation away from the apex. These results
suggest that in conditions that favour evaporation, the centralised
tower formation will not experience much change in overall shape,
however there will be a noticeable thickening of the surround-
ing crystalline bed. This effect could also be expected for higher
ambient room temperatures, were the evaporative ﬂux increases
and therefore evaporation becomes dominant over the decrease in
solution temperature as the driving mechanism for crystallisation.
With a increase in temperature the growth rate around the cen-
tralised tower formation decreases and in the surrounding regions
it increases.
In order for the model to be used when predicting the crys-
tallisation of different materials, it should be run over a range of
parameters relating to the material properties. Here we assess both
the robustness of the model and the results when trialling varying
diffusivity parameters, D. The results, when simulated with param-
eters given in Table 3 (run 8), can be observed in Fig. 17 where it
can be seen that as the diffusivity decreases, the amount of solute
deposited close to the apex is reduced. This is due to the solute’s
ability to ﬂow from the bulk of the solution to the crystal growth
site. Due to this, more solute remains within the solution further
away from the apex, and as such decreasing D, leads to thicker for-
mations being formed away from the apex. In order to conﬁrm this,
the crystal growth from the previous adapted stalagmite model
is also plotted on Fig. 17. As the adapted stalagmite model is notfusion in the direction perpendicular to the crystal growth site) it
can be seen that this result has the thickest formation close to the
apex, and the narrowest formation further away from the apex.
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dig. 14. (a) Plot of tower width measurement locations. (b) Plot of the experiment
hen  Q = 2.89 × 10−5 kg s−1, K = 8 ×10−6 m s−1, cin = 8 M,  Tin = 30 ◦C, T = 27 ◦C.
In addition to the diffusivity the effects of varying the solution
ensity are investigated. Although not shown here, a solution of
ensity 2 = 1560 kg m−3, which is typical of a uranium nitrate solu-
ion of concentration 0.3 kg/L in 6 M nitric acid, was also run in the
odel. Results showed that this increase in density had negligible
ffect.
Results presented in the parametric study suggest that the ﬁnal
ormation is signiﬁcantly dependent on the material speciﬁc crystal
rowth kinetics, whilst ﬂuid density and material diffusivity have
 relatively minor impact. In addition to this, results here suggest
hat both severity of the leakage (mass ﬂow rate) and environmen-
al parameters, such as room temperature and evaporative rates
temperature, humidity and air velocity) signiﬁcantly inﬂuence the
nal formation shape.
It should noted that the work here assumes constant
nvironmental parameters, however through solution of the
nergy equation, non-isothermal conditions could be speciﬁed.
hese could then be used alongside a temperature dependent
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ays  growth, when Q = 2.89 × 10−5 kg s−1, K = 8 ×10−6 m s−1, cin = 8 M,  Tin = 30 ◦C, T = 27 ◦C, ths through time compared with the axisymmetric moving boundary CFD model,
evaporation model. In addition to this, the model can easily account
for dissolution of the crystalline material due to increases in sol-
ubility (i.e. temperature increase) by providing an appropriate
dissolution coefﬁcient in place of kr (Eqs. (22) and (23)) when
c < c*(T). Coefﬁcients for the dissolution of crystalline materials are
determined empirically and are readily available in the literature.
Assuming that the crystallisation behaviour of heavy metals is
similar to that of the surrogate solution, the model shows that a
formation’s size and shape, and hence criticality risk, are strongly
linked with both the rates of solution ﬂow and evaporative ﬂux.
Therefore, parameters for these should be given careful consider-
ation when using the model for assessing the plant safety.
Parametric tests have also shown that the size and shape of the
formation is dependent on the crystal growth kinetics. In order
to further validate the model for use in the nuclear industry,
experiments could be carried out in order to obtain parameters
not currently available in published literature, such as the crystal
growth parameters, kr and  for heavy metal salt solutions.
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Fig. 16. Axisymmetric plots of the stalagmite through time after (a) 11 days for varying m
9  days growth for various E, when Q = 2.89 × 10−5 kg s−1, T = 27◦C, K = 8 ×10−6 m s−1, cin = 8
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. Conclusions and recommendations
In this study, a geological stalagmite model has been adapted
or the purpose of capturing the growth of crystalline formations
riginating from a dripping salt solution. In the case of heavy metal
alt solutions (as found in nuclear waste) it has been previously
hown that these have formed ﬁlms of ﬂuid which precipitate out
ver time to form accumulations of speciﬁc shape and size. Hav-
ng demonstrated that a simple model can qualitatively simulate
ome of the key morphology aspects of experimentally observed
owers of a surrogate solution (sodium nitrate), a coupled moving
oundary CFD crystallisation kinetics model has been developed.
he coupled model allows essential physical behaviour associated
ith the problem to be reliably accounted for (i.e. free-surface ﬁlm
ow, evaporation, diffusion and concentration dependent ﬂuid rhe-
logy). The model has been validated using an experimental dataset
f controlled growth trials of the surrogate solution where modelass ﬂow rates, Q, when K = 8 ×10−6 m s−1, cin = 8 M, Tin = 30 ◦C, T = 27 ◦C, E = 0 and (b)
 M,  Tin = 30 ◦C.
predictions are shown to be in good agreement for both the width
and height of the formed accumulations through time. The vali-
dated model has been used to assess the morphology of formations
likely to occur under different process, environment and material
conditions.
The main conclusions of the study are:
• A robust model framework has been developed and validated
for predicting the shape of crystalline formations formed from
dripping salt solution over time.
• Both the solution ﬂow rate and the environmental conditions
(affecting the rate of evaporation) have a large impact on the
width and overall shape of resultant formations.
• Both the solution temperature and the solutions crystal kinetic
constant, K, have a large impact on the width, height and overall
shape of the formation.
• The solute diffusivity has a small impact on the shape of the tower
formation and the solution density has negligible impact for the
considered range of parameters investigated.
The applicability of the model for the simulation of crystalline
deposition of heavy metal salts has also been considered. It is rec-
ommended that input data for temperatures, liquor ﬂow rates and
environmental factors affecting the rate of evaporation should be
given close consideration if using the model for criticality safety
assessments. It is proposed that further studies are needed to
reduce uncertainty in crystalline growth parameters for particular
heavy metal solutions. This will provide wider opportunity to apply
the modelling approach. Furthermore, it is noted that the model
is not restricted to predicting tower formations and the approach
has applicability for cases involving temperature related crystalli-
sation and dissolution for non-isothermal systems, where a much
wider range of formation morphology are observed to occur. The
approach presented in the paper provides a robust, versatile model
to be applied for use over a full range of environment, process and
material parameters.
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Fig. 18. Example of a liquid ﬁlm with contours showing the horizontal velocity, u.
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ppendix A.
.1. Crystallisation mechanisms for both geological and surrogate
alt solutions
Crystallisation from salt solution involves free ions within the
iquid solution being integrated into a solid crystalline lattice.
hilst the chemical materials and reactions may  be different
etween the stalagmite growth and the crystallisation of process
iquors, the fundamental principle is the same. For instance, when
onsidering stalagmite growth modelled in Romanov et al. (2008),
O2 is absorbed from the atmosphere and surrounding soil, increas-
ng the solubility of the water. This in turn allows the water to
issolve calcium carbonate, obtained from predominantly lime-
tone within the soil, forming calcium bicarbonate (the forward
eaction in Eq. (29)),
aCO(s)3 + H2O(l) + CO
(aq)
2 ⇔ Ca(HCO3)
(aq)
2 , (29)
here s, l and aq represent the molecules in their, solid, liquid and
queous forms, respectively. The calcium bicarbonate solution then
ows down into underground caves, where the CO2 concentrations
re much lower. The change in concentration causes CO2 to leave
he solution, which in turn makes the solubility to decrease within
he solute and crystallisation to occur (backward reaction in Eq.
29)). This process is known as CO2 degassing, and it is the driving
echanism for crystallisation in the case of stalagmite and various
ther speleothem formations.
When considering the problem addressed within the NNL
xperiments, inorganic salt solutions are dissolved within solvent
nd are passed through pipes as part of an industrial process. Here
e will consider a simulant reaction between water and sodium
itrate, as shown by,
aNO3(s) ⇔ Na+(aq) + NO−3(aq). (30)
f a leakage occurs within the pipe, ﬂuid exits and collects on a sur-
ace. This solution is now subject to both a temperature change and
olvent evaporation. These factors can cause the solubility of the
olution to decrease, and crystallisation to occur (backward reac-
ion in Eq. (30)). Therefore, in comparison to the stalagmite case, the
riving mechanism in this case is both a decrease in solvent volume
nd a decrease in temperature, as opposed to the CO2 degassing
echanism previously described in Eq. (29).
.2. Crystal growth rates sensitivity to the ﬁlm velocity and
nterface height
As mentioned previously in Section 2.2.1, the crystal growth rate
s dependent on the ﬁlm height and velocity. In order to verify
his statement, the instantaneous growth rate at t = 0 (assuming a
ully developed ﬂow) was calculated for a ﬁlm of height, h = 0.001 m
nd horizontal velocity u = 0.0001 m s−1. Film heights and solution
elocities were then perturbed in order to assess the changes on
he crystal growth rate. As the solution velocity and ﬁlm height
re coupled it was not possible to use the VOF model to isolate
nd change each variable independently. Therefore, a single phase
uid model was used, such that Eqs. (1) and (2), with boundary
onditions imposed such that to mimic  a ﬂuid ﬁlm, were solved.
his approach allowed the ﬁlm height or velocity to be changed,
hilst keeping the other ﬁxed in order to monitor their impact
n the crystal growth. An example of the ﬂuid ﬁlm can be seen
n Fig. 18. In this ﬁgure there is a no slip boundary condition on
he ﬂoor such that u = 0, and a no shear boundary condition onFig. 19. Plot of the instantaneous crystal growth rates, normal to the surface,
for varying ﬁlm height and velocity, when K = 8 ×10−6 m s−1, cin = 8 M,  Tin = 30 ◦C,
T  = 27 ◦C.
the air–liquid interface, such that ∂u/∂y = 0. A constant velocity is
imposed across the inlet, and a zero pressure outlet, p = 0, is given.
Fig. 19 shows the changes in crystal growth rates for various ﬁlm
heights and velocities. From this ﬁgure, it is clear to see that both
the ﬁlm height and velocity have a noticeable effect on the growth
rate. When observing the crystal growth over timescales of inter-
est in this work, these differences are likely to cause a substantial
change in the total deposited mass.
A.3. Derivation of the evaporative source
As the VOF model for free surface is a diffusive model, the lack of
a well-deﬁned interface can make it difﬁcult to give a value for the
interfacial area, Af. Within this work we employ a technique used in
Hardt and Wondra (2008), which also incorporates an evaporative
model for use with the VOF model. This states that∫

|∇˛2|d =
∫
A
dA, (31)
where  is a volume containing the liquid–gas interface, | ∇ ˛2|
is the magnitude of the gradient vector of the volume fraction of
water, and A is the interfacial surface area within the volume .
Therefore, for an individual cell, the following holds,|∇˛2|Vcell = Af , (32)
where Vcell is the volume of the cell located at the interface and Af
is the interfacial area of the free surface, within the cell.
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