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Abstract—In this paper, we introduce a novel frame-
work for combining scientific knowledge within physics-
based models and recurrent neural networks to advance
scientific discovery in many dynamical systems. We will
first describe the use of outputs from physics-based
models in learning a hybrid-physics-data model. Then,
we further incorporate physical knowledge in real-world
dynamical systems as additional constraints for training
recurrent neural networks. We will apply this approach
on modeling lake temperature and quality where we
take into account the physical constraints along both the
depth dimension and time dimension. By using scientific
knowledge to guide the construction and learning the
data-driven model, we demonstrate that this method can
achieve better prediction accuracy as well as scientific
consistency of results.
I. INTRODUCTION
Physics-based models of dynamical systems are often
used to study engineering and environmental systems.
Despite their extensive use, these models have several
well-known limitations due to incomplete or inaccu-
rate representations of the physical processes being
modeled. Given rapid data growth due to advances in
sensor technologies, there is a tremendous opportunity
to systematically advance modeling in these domains by
using machine learning (ML) methods. However, direct
application of black-box ML models to a scientific
problem encounters several major challenges. First, in
the absence of adequate information about the physical
mechanisms of real-world processes, ML approaches
are prone to false discoveries and can also exhibit seri-
ous inconsistencies with known physics. This is because
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scientific problems often involve complex spaces of
hypotheses with non-stationary relationships among the
variables that are difficult to capture solely from the
data. Second, black-box ML models suffer from poor
interpretability since they are not explicitly designed for
representing physical relationships and providing mech-
anistic insights. Third, the data available for several
scientific problems are far smaller than what than what
is needed to effectively train advanced ML models.
Leveraging physics will be key to constrain hypothesis
spaces to do ML in such small sample regimes. Hence,
neither an ML-only nor a physics-only approach can
be considered sufficient for knowledge discovery in
complex scientific and engineering applications. In-
stead, there is a need to explore the continuum between
physics-based and ML models, where both physics and
data are integrated in a synergistic manner. Next we
outline issues involved in building such a hybrid model
that is already beginning to show great promise [1].
In science and engineering applications, a physical
model often predicts values of many different variables.
Machine learning models can also generate predictions
for many different variables (e.g., by having multiple
nodes in the output layer of a neural network). Most ML
algorithms make use of a loss function that captures the
difference between predicted and actual (i.e., observed
values) to guide the search for parameter values that
attempts to minimize this loss function. Although, such
empirical models are often used in many scientific
communities as alternatives to physical models, they
fail to take in to account many physical aspects of
modeling. In the following we list some of these.
In science and engineering applications, all errors
(i.e., difference between predicted and observed values)
may not be equally important. For example, for the
lake lake temperature monitoring application, accuracy
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at surface and at high depth can be more important than
error at the middle levels of the lake.
Instead of minimizing the difference between pre-
dicted and observed values, it may be more important to
optimize the prediction of a different physical quantity,
which can be computed from the observed or predicted
values. For example, for certain lake temperature mon-
itoring applications, the ability to correctly predict the
depth of thermocline (i.e., depth at which temperature
gradient is maximum) can be more important than
correctly predicting the temperature profile at all depths.
Values of different variables predicted by a science
and engineering model may have certain relationships
(guided by physical laws) across space and time. For ex-
ample, in the lake temperature monitoring application,
predicted values of the temperature at different depths
should be such that denser water is at lower depth (note
that water is heaviest at 4 degree centigrade). As another
example, changes in temperature profile across time
involves transfer of energy and mass across different
layers of a lake that must be conserved according to
physical laws.
In this paper, we propose a novel framework,
Physics-Guided Recurrent Neural Networks (PGRNN)
that can incorporate many of these physical aspects by
designing non-standard loss functions and new archi-
tectures. We motivate and illustrate these ideas in the
context of monitoring temperature and water quality in
lakes, but they are applicable to a broad range of science
and engineering problems.
II. PHYSICS-GUIDED RECURRENT NEURAL
NETWORKS
A. Long-Short Term Memory
We first briefly describe the structure of the Long-
Short Term Memory (LSTM) model. Given the input
xt at every time step, the LSTM model generates
hidden representation/embeddings ht at every time step,
which are then used for prediction. In essense, the
LSTM model defines a transition relationship for hidden
representation ht through an LSTM cell, which takes
the input of features xt at the current time step and also
the inherited information from previous time steps.
Each LSTM cell contains a cell state ct, which serves
as a memory and allows the hidden units ht to reserve
information from the past. The cell state ct is generated
by combining ct−1, ht−1, and the input features at t.
Hence, the transition of cell state over time forms a
memory flow, which enables the modeling of long-
term dependencies. Specifically, we first generate a new
candidate cell state c˜t by combining xt and ht−1 into
a tanh(·) function, as follows:
c˜t = tanh(W chh
t−1 +W cxx
t), (1)
where W ch ∈ RH×H and W cx ∈ RH×D denote the
weight parameters used to generate candidate cell state.
Hereinafter we omit the bias terms as they can be
absorbed into weight matrices. Then we generate a
forget gate layer f t, an input gate layer gt, and an output
gate layer, as:
f t = σ(W fh h
t−1 +W fx x
t),
gt = σ(W ghh
t−1 +W gxx
t),
ot = σ(W ohh
t−1 +W oxx
t).
(2)
Then we compute the new cell state and the hidden
representation as:
ct = f t ⊗ ct−1 + gt ⊗ c˜t,
ht = ot ⊗ tanh(ct). (3)
B. Hybrid-physics-data Model
Then we construct a hybrid model in two steps. First,
we propose to integrate the predicted outputs Yphy from
physics-based models as input to the LSTM model. If
the goal of the traditional data science model is to learn
a mapping fRNN : D → Y , the hybrid model can be
represented as fHPD : [D,Yphy] → Y , where Yphy is
the output from the physics-based model. In physics-
based models, the use of Yphy by itself may provide
an incomplete representation of the target variable due
to simplified or missing physics. By including Yphy as
part of the input for the data science model, we aim to
fill in the gap between Yphy and true observations while
maintaining the physical knowledge in Yphy.
Second, we use Yphy to refine the training loss for
the time steps with missing observations. The effective
learning of LSTM requires frequently collected data.
However, real-world observations can be missing or
noisy on certain dates. Therefore, the use of Yphy on
those missing dates can provide a complete temporal
trajectory for training LSTM.
We apply this hybrid model in predicting phosphorus
concentration over time for Lake Mendota, as shown
in Fig. 1. In Table I, we can see that PGRNN can
significantly improve the prediction accuracy.
C. Physical Constraints
Having described the hybrid model, we now add
additional constraints for training this model so that the
predictions are physically consistent. To better illustrate
this, we consider the example of lake temperature
. . .
Fig. 1. The predicted surface phosphorus concentration for Lake
Mendota from 1996 to 2015. The part before the dashed line is used
for training and the part after the dashed line is used for testing.
TABLE I
THE PERFORMANCE OF EACH METHOD (IN TERMS OF RMSE
FOR THE ENTIRE TEST PERIOD, WINTER, AND SUMMER) IN
PREDICTING SURFACE PHOSPHORUS CONCENTRATION FOR
LAKE MENDOTA.
Method Overall Winter Summer
PHY 0.0266 0.0306 0.0237
RNN 0.0247 0.0312 0.0190
PGRNN 0.0237 0.0297 0.0209
monitoring. We introduce two constraints along the
depth dimension and the time dimension, respectively.
Density-depth relationship: It is known that the
density of water monotonically increases with depth.
Also, the temperature, Y , and density, ρ, of water are
related to each other according to the following known
physical equation [2]:
ρ = 1000× (1− (Y + 288.9414)× (Y − 3.9863)
2
508929.2× (Y + 68.12963) ). (4)
We first transform the values of predicted temperature
into the density values according to Eq. 4. Then, we
add an extra penalty for violation of density-depth
relationship.
In Table II, we report some preliminary results. Our
dataset is comprised of 13,543 observations from 30
April 1980 to 02 Nov 2015. We use 2/3 of data of train-
ing while testing on the remaining 1/3 data. For each
observation, we used a set of 11 meteorological drivers
as input variables, including wind speed, rain, freezing
conditions, long-wave and short-wave radiation, etc.
It can be seen that PGRNN (with density-depth con-
straint) outperforms PGRNN0 (without density-depth
constraint) for both RMSE and Phy-inconsistency. Also,
the comparison between RNN (LSTM networks) and
ANN shows that the modeling of temporal transition
can help better capture the temperature change over
time. From a temporal perspective, we observe from
Fig. 2 that PGRNN can better capture the changes at
certain depths where physics-based model and tradi-
tional RNN cannot achieve reasonable accuracy.
Energy conservation:
The temperature change in lake water is caused by
the energy flow over time. The lake energy budget is a
balance between incoming energy fluxes and heat losses
from the lake. A mismatch in losses and gains results
TABLE II
THE PERFORMANCE OF EACH METHOD IN PREDICTING WATER
TEMPERATURE FOR LAKE MENDOTA. THE PHY-INCONSISTENCY
REPRESENTS THE AVERAGE NUMBER OF VIOLATIONS FOR
DENSITY-DEPTH RELATIONSHIP AT EVERY DATE AND EVERY
DEPTH. PHY REPRESENTS PHYSICS-BASED GLM MODEL.
Method RMSE Phy-inconsistency
PHY 2.6544 0.0051
ANN 1.8830 0.1920
RNN 1.6042 0.2024
PGRNN0 1.6068 0.1798
PGRNN 1.4791 0.0732
(a) (b)
Fig. 2. The predicted density value from 05-Apr-1993 to 22-Oct-
1993 for Lake Mendota at depth (a) 14 m and (b) 25 m.
in a temperature change - more gains than losses will
warm the lake, and more losses than gains will cool the
lake.
Given the temporal modeling structure in the LSTM
model, we add constraint on the predicted temperature
over time such that the change of volume-average
temperature is consistent to the energy gain/loss.
In Fig. 3, we show the thermocline depth detected
in Lake Mendota. It can be seen that the detected
thermocline position evolves more smoothly over time
after we integrate the energy conservation constraint.
(a) (b)
Fig. 3. The thermocline (grey dots) detected from predicted tem-
peratures using (a) PGRNN without energy conservation constraint,
and (b) PGRNN with energy conservation constraint. The x-axis
represents the date from March 5th 2008 to March 4th 2009.
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