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a b s t r a c t
Perturbation–iteration theory is systematically generated for both linear and nonlinear
second-order differential equations and applied to Bratu-type equations. Different
perturbation–iteration algorithms depending upon the number of Taylor expansion terms
are proposed. Using the iteration formulas derived using different perturbation–iteration
algorithms, new solutions of Bratu-type equations are obtained. Solutions constructed
using different perturbation–iteration algorithms are contrasted with each other as well
as with numerical solutions. It is found that algorithms with more Taylor series expansion
terms yield more accurate results.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Perturbation methods [1] are among the most common approximate methods used in studying nonlinear mathematical
models arising in physics and engineering. Algebraic equations, integrals, differential equations, difference equations and
integro-differential equations can be solved approximately with these techniques. A major limitation of the method is the
small parameter restriction which makes the solutions valid for weakly nonlinear systems. To overcome this limitation,
some alternative perturbative approaches have been proposed in recent years such as the modified Lindstedt–Poincaré
method [2], the linearized perturbation method [3], the homotopy perturbation method [4] and the multiple-scale
Lindstedt–Poincaré method [5]. In the linearized perturbation method as presented in [3], instead of the nonlinear term,
an approximate linear term is substituted with the error in approximation being minimized.
An alternative attempt in the literature to validate solutions for strongly nonlinear systems is the use of
iteration–perturbation methods [6–17]. In [6], the nonlinear terms are linearized by substitution of iterative solution
functions from previous iteration results. Usually, in iteration–perturbation methods, the equations are cast into an
alternative form before applying the iteration procedure. Some of the algorithms developed can only work for specific
problems. A general approach valid for equations of all types which do not require non-standard pre-transformations and
initial assumptions is lacking in the literature.
The aim in this study is to develop new perturbation–iteration algorithms applicable to a wide range of equations
which do not require special transformations and initial assumptions. Motivated by the results from perturbation–iteration
algorithms for algebraic equations [18–20] which led to a vast number of iteration algorithms, the basic logic is extended
to second-order differential equations in this study. Although iteration–perturbation and perturbation–iteration algorithms
both contain perturbations and iterations over the perturbative solutions, the perturbation–iteration algorithms developed
in this work are new and different from those in the existing literature on iteration–perturbation methods [6–17].
To illustrate the accuracy of the proposed perturbation–iteration method, the well known Bratu initial and boundary
value problems, especially boundary value problems arising in a number of applications ranging from combustion theory,
heat transfer, and expansion of the universe to electrospinning processes [21–23], are selected as examples. Because of their
simple form, Bratu-type equations are extensively used to test or compare approximate analytical methods and numerical
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schemes. The Adomian decomposition method [21,24,25], polynomial pseudospectral algorithms [22], the homotopy
perturbation method [26,25,27], Laplace transform decomposition algorithms [28,29], Chebyshev polynomials [30] and the
homotopy analysis method [31] are efficiently applied to nonlinear equations of this type.
2. Perturbation–iteration algorithm PIA(1, 1)
In this section, a perturbation–iteration algorithm is developed by taking one correction term in the perturbation
expansion and correction terms of only the first derivatives in the Taylor series expansion, i.e. n = 1,m = 1. The algorithm
is named PIA(1, 1). Consider a second-order differential equation:
F(u′′, u, ε) = 0 (1)
with u = u(t) and ε the perturbation parameter. Only one correction term is taken in the perturbation expansion:
un+1 = un + ε(uc)n. (2)
Upon substitution of (2) into (1), expanding in a Taylor series with first derivatives only yields
F(u′′n, un, 0)+ Fu(u′′n, un, 0)ε(uc)n + Fu′′(u′′n, un, 0)ε(u′′c )n + Fε(u′′n, un, 0)ε = 0 (3)
where ( )′ denotes differentiation with respect to the independent variable and Fu = ∂F∂u , Fu′′ = ∂F∂u′′ , Fε = ∂F∂ε . Reorganizing
the equation as
(u′′c)n + FuFu′′ (uc)n = −
Fε + Fε
Fu′′
(4)
and keeping in mind that all derivatives are evaluated at ε = 0, it is readily observed that the above equation is a variable
coefficient linear second-order differential equation. Starting with an initial guess u0, first (uc)0 is calculated from (4) and
then substituted into (2) for calculating u1. The iteration procedure is repeated using (4) and (2)until a satisfactory result is
obtained. This iteration algorithm may produce similar results with the variational iteration algorithm II explained in [32].
See [32] for a review of three different variational iteration algorithms proposed.
3. Perturbation–iteration algorithm PIA(1, 2)
In this section, a perturbation–iteration algorithm is obtainedby taking one correction term in theperturbation expansion
and correction terms up to second derivatives in the Taylor series expansion, i.e. n = 1,m = 2. The algorithm is called
PIA(1, 2). The expansion with one correction term is
un+1 = un + ε(uc)n (5)
which upon substitution into (1) and expanding in a Taylor series up to second-order derivatives yields after arrangement
F(u′′n , un, 0)+ Fu′′(u′′n , un, 0)ε(u′′c)n + Fu(u′′n, un, 0)ε(uc)n + Fε(u′′n , un, 0)ε +
1
2
Fεε(u′′n , un, 0)ε
2
+ 1
2
Fu′′u′′(u′′n, un, 0)ε
2(u′′c )
2
n +
1
2
Fuu(u′′n, un, 0)ε
2(uc)2n + Fu′′u(u′′n, un, 0)ε2(u′′c )n(uc)n
+ Fu′′ε(u′′n, un, 0)ε2(u′′c )n + Fuε(u′′n, un, 0)ε2(uc)n = 0. (6)
Reorganizing the equation yields
(εFu′′ + ε2Fu′′ε)(u′′c)n + (εFu + ε2Fuε)(uc)n + 12Fu′′u′′ε
2(u′′c)2n + Fu′′uε2(u′′c)n(uc)n +
1
2
Fuuε2(uc)2n
= −F − Fεε − 12Fεεε
2. (7)
Note that, as mentioned before, all functions and derivatives are evaluated at ε = 0. It is readily observed that the above
equation is a variable coefficient nonlinear second-order differential equation.With the aid of (5) and (7), an iterative scheme
is constructed for the specific equation under consideration.
4. Bratu-type problems
The new algorithms developed will be applied to Bratu-type differential equations in this section. Initial and boundary
value problems will be treated.
4.1. Example problem 1
Consider Bratu’s initial value problem [21]
u′′ − 2eu = 0, 0 ≤ x ≤ 1
u(0) = u′(0) = 0 (8)
2804 Y. Aksoy, M. Pakdemirli / Computers and Mathematics with Applications 59 (2010) 2802–2808
for which the exact solution is [21]
u = −2 ln(cos x). (9)
4.1.1. Perturbation–iteration algorithm PIA(1, 1)
Rewrite Eq. (8) in the following form:
F(u′′, u, ε) = u′′ − 2eεu = 0 (10)
where ε is an artificially introduced small parameter. The terms in iteration formula (4) are F = u′′n − 2, Fu′′ = 1, Fu = 0,
Fε = −2un and on setting ε = 1, Eq. (4) reduces to
(u′′c )n = 2un − (u′′n − 2). (11)
For the initially assumed function, one may take a trivial solution which satisfies the given initial conditions
u0 = 0 (12)
and using Eqs. (11) and (2), the approximate solutions at each step are
u1 = x2 (13)
u2 = x2 + x
4
6
(14)
u3 = x2 + x
4
6
+ x
6
90
. (15)
Progressing in a similar way,
u5 = x2 + x
4
6
+ x
6
90
+ x
8
2520
+ x
10
113 400
. (16)
Starting from the x6 coefficient, the coefficients of higher order terms deviate from the Taylor expansion of the exact solution.
4.1.2. Perturbation–iteration algorithm PIA(1, 2)
For this case, Eq. (10) will be treated using the perturbation–iteration algorithm PIA(1, 2). The terms in (7) are evaluated
and then selecting ε = 1, the equation takes the simplified form
(u′′c )n − 2(uc)n = 2un + u2n − (u′′n − 2). (17)
We have the initial assumption
u0 = 0. (18)
Substituting this function into (17) yields
(u′′c )0 − 2(uc)0 = 2. (19)
Solving (19), substituting into (5) and applying the initial conditions yields
u1 = cosh(
√
2x)− 1. (20)
Using this function, the result for the second iteration is
u2 = cosh(
√
2x)− 1+ 1
12
[−9+ 8 cosh(√2x)+ cosh(2√2x)− 6√2x sinh(√2x)]. (21)
Instead of a polynomial expansion as presented in PIA(1, 1) one retrieves a functional expansion. Calculations are more
involved in this algorithm and require the use of software such as Mathematica.
4.1.3. Perturbation–iteration algorithm PIA(1, 3)
In the light of previous analysis, in this section, one may develop a perturbation–iteration algorithm by taking one
correction term in the perturbation expansion and three derivatives in the Taylor series, i.e. n = 1,m = 3. Only the specific
form of PIA(1, 3) for this problem is presented here for brevity:
(u′′c )n − 2(1+ un)(uc)n = 2un + u2n +
u3n
3
− (u′′n − 2). (22)
The initial trial function is selected as
u0 = 0. (23)
The first iteration solution is
u1 = cosh(
√
2x)− 1. (24)
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Table 1
Comparison of perturbation–iteration algorithms and numerical results for Bratu’s initial value problem.
Bratu’s initial value problem
x Numerical solution PIA(1, 1) PIA(1, 2) PIA(1, 3)
u1 u2 u3 u1 u2 u1 u2
0.1 0.01001 0.01000 0.01001 0.01001 0.01001 0.01001 0.01001 0.01001
0.2 0.04026 0.04000 0.04026 0.04026 0.04026 0.04026 0.04026 0.04026
0.3 0.09138 0.09000 0.09135 0.09135 0.09135 0.09138 0.09135 0.09138
0.4 0.16445 0.16000 0.16426 0.16431 0.16431 0.16445 0.16431 0.16445
0.5 0.26116 0.25000 0.26041 0.26059 0.26059 0.26114 0.26059 0.26116
0.6 0.38393 0.36000 0.38160 0.38211 0.38212 0.38380 0.38212 0.38391
0.7 0.53617 0.49000 0.53001 0.53132 0.53134 0.53570 0.53134 0.53610
0.8 0.72278 0.64000 0.70826 0.71117 0.71124 0.72126 0.71124 0.72249
0.9 0.95088 0.81000 0.91935 0.92525 0.92542 0.94648 0.92542 0.94983
1 1.23125 1.00000 1.16667 1.17778 1.17818 1.21942 1.17818 1.22772
Substituting this function into (22) yields
(u′′c )1 − 2(1+ u1)(uc)1 = 2u1 + u21 +
u31
3
− (u′′1 − 2). (25)
Since the equation to be solved is a variable coefficient equation which is involved, the function in the parentheses of the
second term is approximated as 1 for simplicity. Solving (25), substituting into the iteration expansion and applying the
boundary condition yields
u2 = cosh(
√
2x)− 1+ 1
192
[−64+ 63 cosh(√2x)+ cosh(3√2x)− 36√2x sinh(√2x)]. (26)
4.1.4. Comparisons with numerical solutions
Comparisons of the different perturbation–iteration algorithms with numerical solutions of Eq. (8) are given in Table 1.
All iteration algorithms rapidly converge to the numerical solutions. Table 1 shows that PIA(1, 3) performs better than the
others. The performance of PIA(1, 2) is close to that of PIA(1, 3) and can be used also. Results deviate more as x approaches
1. The percentage difference with numerical and PIA(1, 3) results is very small, being only 0.29% however. Note that three
iteration terms are taken in PIA(1, 1)whereas only two iteration terms are taken in the others. The three-iteration solutions
of PIA(1, 1) are not better than the two-iteration solutions of PIA(1, 2) and PIA(1, 3).
4.2. Example problem 2
Consider Bratu’s first boundary value problem [21]
u′′ + λeu = 0, 0 ≤ x ≤ 1
u(0) = u(1) = 0. (27)
4.2.1. Perturbation–iteration algorithm PIA(1, 1)
Rewrite Eq. (27) in the following form:
F(u′′, u, ε) = u′′ + λeεu = 0 (28)
where ε is an artificially introduced small parameter. Eq. (4) reduces to
(u′′c )n = −λun − (u′′n + λ) (29)
on calculating the relevant terms and setting ε = 1. The initial trial function is selected as
u0 = 0 (30)
and using Eqs. (29) and (2), the approximate solutions at each step are
u1 = −λ2 (x
2 − x) (31)
u2 = −λ2 (x
2 − x)+ λ
2
24
(x4 − 2x3 + x) (32)
u3 = −λ2 (x
2 − x)+ λ
2
24
(x4 − 2x3 + x)+ λ
3
720
(−x6 + 3x5 − 5x3 + 3x). (33)
2806 Y. Aksoy, M. Pakdemirli / Computers and Mathematics with Applications 59 (2010) 2802–2808
Table 2
Comparison of perturbation–iteration algorithms and numerical results for Bratu’s first boundary value problem (λ = 1).
Bratu’s first boundary value problem
x Numerical solutions PIA(1, 1) PIA(1, 2)
u1 u2 u3 u1 u2
0.1 0.04984 0.04500 0.04908 0.04949 0.04954 0.04983
0.2 0.08918 0.08000 0.08773 0.08851 0.08860 0.08915
0.3 0.11760 0.10500 0.11558 0.11665 0.11678 0.11756
0.4 0.13479 0.12000 0.13240 0.13365 0.13380 0.13473
0.5 0.14053 0.12500 0.13802 0.13934 0.13949 0.14048
0.6 0.13479 0.12000 0.13240 0.13365 0.13380 0.13473
0.7 0.11760 0.10500 0.11558 0.11665 0.11678 0.11756
0.8 0.08918 0.08000 0.08773 0.08851 0.08860 0.08915
0.9 0.04984 0.04500 0.04908 0.04949 0.04954 0.04983
4.2.2. Perturbation–iteration algorithm PIA(1, 2)
For this case, Eq. (28) will be treated using perturbation–iteration algorithm PIA(1, 2). Eq. (7) reads
(u′′c )n + λ(uc)n = −λun −
λ
2
u2n − (u′′n + λ). (34)
Starting with a trivial solution
u0 = 0 (35)
the first iteration solution is
u1 = −1+ cos(
√
λx)+ sin(√λx) tan
(√
λ
2
)
. (36)
Using u1 as an initial approximation, the second iteration solution is
u2 = −1+ cos(
√
λx)+ sin(√λx) tan
(√
λ
2
)
+ 1
24
sec3
(√
λ
2
)(
−15 cos
(√
λ
2
)
− 3 cos
(
3
√
λ
2
)
+ cos
[(
3
2
− 2x
)√
λ
]
+ 2 cos
[(
3
2
− x
)√
λ
]
+ 2 cos
[(
1
2
+ x
)√
λ
]
+ cos
[
(1− 4x)
√
λ
2
]
+ 12 cos
[
(1− 2x)
√
λ
2
]
− 3x√λ cos(√λx) sin
(√
λ
2
)
− 3x√λ sin
[(
3
2
− x
)√
λ
]
+ 3(−2+ 3x)√λ cos
(√
λ
2
)
sin(
√
λx)
)
. (37)
4.2.3. Comparisons with numerical solutions
In Table 2, PIA(1, 1) and PIA(1, 2) results are comparedwith the numerical ones over the whole domain. Three iterations
are taken in PIA(1, 1)whereas only two iterations are taken in PIA(1, 2). The two-iteration results of PIA(1, 2) are better than
the three-iteration results of PIA(1, 1). Three- or four-digit precision is achieved with only two-term iterations of PIA(1, 2).
4.3. Example problem 3
Consider Bratu’s second boundary value problem [21]
u′′ + λe−u = 0, 0 ≤ x ≤ 1
u(0) = u(1) = 0. (38)
4.3.1. Perturbation–iteration algorithm PIA(1, 1)
Rewrite Eq. (38) in the following form:
F(u′′, u, ε) = u′′ + λe−εu = 0 (39)
where ε is an artificially introduced small parameter. Eq. (4) with ε = 1 reduces to
(u′′c )n = λun − (u′′n + λ). (40)
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Table 3
Comparison of perturbation–iteration algorithms and numerical results for Bratu’s second boundary value problem (λ = 1).
Bratu’s second boundary value problem
x Numerical solutions PIA(1, 1) PIA(1, 2)
u1 u2 u3 u1 u2
0.1 0.04143 0.04500 0.04091 0.04132 0.04128 0.04143
0.2 0.07326 0.08000 0.07226 0.07304 0.07297 0.07327
0.3 0.09579 0.10500 0.09441 0.09548 0.09538 0.09581
0.4 0.10923 0.12000 0.10760 0.10885 0.10874 0.10925
0.5 0.11370 0.12500 0.11197 0.11330 0.11318 0.11371
0.6 0.10923 0.12000 0.10760 0.10885 0.10874 0.10925
0.7 0.09579 0.10500 0.09441 0.09548 0.09538 0.09581
0.8 0.07326 0.08000 0.07226 0.07304 0.07297 0.07327
0.9 0.04143 0.04500 0.04091 0.04132 0.04128 0.04143
The successive iterations are
u0 = 0 (41)
u1 = −λ2 (x
2 − x) (42)
u2 = −λ2 (x
2 − x)− λ
2
24
(x4 − 2x3 + x) (43)
u3 = −λ2 (x
2 − x)− λ
2
24
(x4 − 2x3 + x)+ λ
3
720
(−x6 + 3x5 − 5x3 + 3x). (44)
4.3.2. Perturbation–iteration algorithm PIA(1, 2)
For this case, Eq. (7) takes the simplified form below:
(u′′c )n − λ(uc)n = λun −
λ
2
u2n − (u′′n + λ). (45)
The successive iteration results are
u0 = 0 (46)
u1 = 1− cosh(
√
λx)+ sinh(√λx) tanh
(√
λ
2
)
(47)
u2 = 1− 124 sech
3
(√
λ
2
)(
−15 cosh
(√
λ
2
)
− 3 cosh
(
3
√
λ
2
)
+ cosh
[(
3
2
− 2x
)√
λ
]
+ 8 cosh
[(
3
2
− x
)√
λ
]
+ 8 cosh
[(
1
2
+ x
)√
λ
]
+ cosh
[
(1− 4x)
√
λ
2
]
+ 24 cosh
[
(1− 2x)
√
λ
2
]
+ 3x√λ sinh
[(
3
2
− x
)√
λ
]
− 3(−1+ x)√λ sinh
[(
1
2
+ x
)√
λ
]
+ 3(−1+ 2x)√λ sinh
[
(1− 2x)
√
λ
2
])
. (48)
4.3.3. Comparisons with numerical solutions
Results from PIA(1, 1) and PIA(1, 2) are contrasted with numerical ones in Table 3. Four-digit precision is achieved with
only two terms in PIA(1, 2). The two-term iteration results of PIA(1, 2) are better than the three-term iteration results of
PIA(1, 1).
5. Concluding remarks
The following conclusions can be presented from the study:
(1) A systematic algorithmic approach for developing new perturbation–iteration algorithms is presented.
(2) The perturbation–iteration algorithms developed do not require a ‘‘small perturbation parameter’’ assumption as a
prerequisite for valid solutions.
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(3) The perturbation–iteration algorithms are applied successfully to Bratu-type nonlinear problems and iteration solutions
with a few steps converge to numerical ones.
(4) PIA(1, 2) and PIA(1, 3) iteration solutions are of functional type in contrast to the polynomial-type solutions from
PIA(1, 1).
(5) The algebra involved in constructing iteration solutions is more involved for PIA(1, 2) and PIA(1, 3) compared to
PIA(1, 1).
(6) On the other hand, faster convergence is achieved with PIA(1, 2) and PIA(1, 3) compared to PIA(1, 1).
With the systematic approach given in this study, new algorithms with PIA(n,m) (n: number of correction terms in the
perturbation expansion;m: order of derivatives in the Taylor series expansions; n ≤ m) can be constructed easily.
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