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Abstract
We analyze the discrimination power of well-known model selection
criteria when R2 is low as in typical asset return predictability stud-
ies. We …nd that the discrimination power is low in this setup and
in particular give another interpretation to the well-cited Bossaerts
and Hillion (1999) study. We then look at model selection criteria
in a testing framework and propose, as a diagnostic tool, a bootstrap
based procedure to construct the class of models which are statistically
undistinguishable from the best model chosen by a model selection
criterion. As an empirical illustration we reanalyze the Pesaran and
Timmerman (1995) results and show that the class of undistiguishable
models can be large. Finally we show that the similar problems arise
in a more hidden way in the context of recent model uncertainty stud-
ies such as the Bayesian model selection criteria proposed by Avramov
(2002) and Cremers (2002).
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11 Introduction
Recently, there has been growing evidence of stock and bond return pre-
dictability across di¤erent international stock and bond markets as well as
over di¤erent time horizons1. While the discussion is still open, whether
this may be due to time varying risk premia and/or market ine¢ciencies,
the choice of the predictive variables is an empirical issue. In this context
statistical model selection criteria such as the adjusted R2; t h eA k a i k ec r i -
terion (Akaike (1973)), the Schwarz criterion (Schwarz (1978)), Mallow’s Cp
(Mallows (1973)) or Shao’s cross-validation criterion (Shao (1993)) to cite
only the most popular ones, are widely used and are very popular among
practitioners. More recently Bayesian model selection techniques have been
used.
However, in predictability studies the typical R2 is very low ranging from
1% to 10%. To our knowledge, no study has focused on the discrimination
power of model selection criteria for low R2.
The aim of this paper is to investigate the discrimination power of model
selection criteria and try to assess their reliability. While the problems and
solutions apply for model selection in every context (e.g. when choosing a
risk model in a higher R2 situation), we focus our analysis on model selection
of predictive models for stock and bond return because in this case the R2 is
very low and the problems appear more clearly, and because of its relevance
in …nance.
We would like to stress that we do not have a priori a skeptical view
on return predictability, rather the aim is to understand the usefulness of
currently used frequentist or Bayesian model selection procedures in the con-
text of low R2. This is of particular importance in practice, since when real
money is ’at risk’ one is interested to know whether the method works in the
speci…c context (e.g. low R2 environment) and to which extent the claimed
results are reliable, before implementing a more complex and possibly less
transparent method.
To discuss our points we limit ourselves to examples of well-known aca-
demic studies, where statistical model selection criteria are explicitly used
to search over the whole set of models spanned by p potential predictive
variables.
Pesaran and Timmerman (1995, 2000) for example use common model se-
lection criteria like Akaike’s Information Criterion and Schwarz Baysian Cri-
terion to determine a predictive model in each period and argue, that there
1See for example Breen, Glosten and Jagannathan (1990), Campbell (1987), Cochrane
(1991), Brock, Lakonishok and LeBaron (1992), Fama and Fench (1989), Fama (1991),
Keim and Stambaugh (1986).
2is learning in the marketplace and that predictor performance in strategies
improves when one switches models over time based on formal model selec-
tion criteria. They show that this fact could have been exploited successfully
in investment strategies in the past. Bossaerts and Hillion (1999) apply sev-
eral popular model selection criteria to select forecasting models for excess
stock returns. They report in-sample evidence of predictability across di¤er-
ent international stock markets, but limited out-of-sample forecasting power
when using the model selected in the in-sample part. They argue that this
may be due to nonstationarity of the explanatory variables, nonlinearity of
the relationship or instability of the model. Recently Avramov (2002) and
Cremers (2002) perform model selection in a Bayesian context and use for-
mal model selection criteria to determine a predictive model, which is used
as a frequentist-based benchmark to show the superiority of their Bayesian
approaches.
In all these cases, we can reasonably expect, that the ranking provided by
the model selection criteria may be more and more insigni…cant when either
the R2 or the sample length decreases or the number of variables considered
for the selection process grows. Indeed we show by means of two illustrative
examples that the discrimination power of model selection criteria is very
low in these cases. The …rst examples shows how the often cited result in
Bossaerts and Hillion (1999), (that is in-sample predictability but no out-of-
sample predictability), can be replicated in a simple i.i.d. setup, meaning that
the limited out-of-sample results may …rst of all be due to low discrimination
power of the model selection criteria. The second example analyses explicitly
the discrimination power of model selection criteria by checking how many
times the ’true’ model or one in its vicinity is selected and …nds that the
discrimination power is rather low.
As a consequence, in order get a crude measure of the ranking uncertainty
of the selection criteria, we look at model selection in a testing context. This
can be done by using e.g. Vuong’s (1989) test or by a bootstrapping pro-
cedure. This new setting can for example be used to construct classes of
models, which are statistically indistinguishable from the ’best’ model cho-
sen by some model selection criterion. This provides a very useful diagnostic
tool that helps to understand how well the di¤erent models can be discrimi-
nated and which path to follow for further modelling. As an empirical exercise
we show with the dataset used in Pesaran and Timmerman (1995) that the
number of indistinguishable models can be quite large. Therefore often there
is not su¢cient evidence to prefer one model over another in this class. As
a consequence of the low discrimination power of model selection criteria, it
is not surprising to …nd that weighted forecasts beat the single ’best’ spec-
i…cation when replicating Pesaran and Timmerman’s (1995) out-of-sample
3analysis.
Finally we discuss how this type of issues reappear in a more hidden
way in the context of recent Bayesian approaches for model selection, as
for example recently used by Avramov (2002) and Cremers (2002) in stock
return predictability studies.
We conclude that for asset return predictability automatic model selection
criteria are not always reliable in a moderate to low R2 environment. Judg-
mental criteria, strong opinions on the predictive variables and period per
period analysis of model coe¢cients should complement the analysis when
using statistical model selection criteria and predictive models in practice.
The article is organized as follows: in Section 2, we …rst illustrate the
low discrimination power of the model selection criteria by means of two
illustrative examples. As a consequence, we put model selection criteria in a
testing context and present a diagnostic tool. Section 3 shows in an empirical
example how large the class of indistinguishable models can be and analyzes
the performance of various forecasts. Section 4 relates the …ndings to the
recent literature on model uncertainty in a predictability context. Section 5
concludes the paper.
2 Discrimination Power of Model Selection
Criteria
In this section, we …rst illustrate by simulation the low discrimination power
of the model selection criteria and then look at model selection criteria in a
testing context to get a crude measure of their reliability and to construct a
diagnostic tool.
2.1 Model Selection Criteria
Model selection is an important part of any statistical analysis. The choice
of the …nal model involves judgmental criteria as well as formal statisti-
cal selection criteria. The most popular classical model selection criteria
are the adjusted R
2
, Akaike’s Information Criterion (AIC) (Akaike 1973,
1974), and Schwarz’s Bayesian Information Criterion (BIC) (Schwarz 1978).
Typically the criterion balances a measure of in-sample …t versus a mea-
sure of model complexity. The well known AIC is derived by maximizing
an information theoretic criterion and chooses the model, which minimizes
AIC(p)=¡2Lp+2p where LP is the log-likelihood function evaluated at the
maximum likelihood estimates and p is the dimension of the model. Schwarz’s
4criterion selects the model which minimizes BIC(p)=¡2Lp+plog(n),w h e r e
n is the sample size. Many other model selection criteria have been proposed
in the literature, notably Shao’s (1993) cross-validation (CV) method, Mal-
lows Cp (1973), and model selection methods based on stochastic complexity
principle (Rissanen (1986a,b)).
These model selection criteria have di¤erent properties. For example it
is well-known, that adjusted R2 and AIC tend to over…t, while CV with
expanding validation sample and BIC are consistent. In this paper, we focus
on the discrimination power of model selection criteria when R2 are moderate
to low. We mainly focus on AIC and BIC because of their popularity in
academics and practice. Similar reasonings apply to other selection criteria.
2.2 Discrimination Power of Model Selection Criteria:
Two Illustrative Examples
To illustrate the problems arising when using model selection criteria when
R2 is low, we present two illustrative examples. In the …rst one we re-analyze
the empirical results in Bossaerts and Hillion (1999) in a simple simulated
i.i.d. linear regression framework. Then, as a second illustration we check in
simulation how many times the correct model or one in its vicinity is selected
when using typical model selection criteria for various levels of the R2 of the
true predictive model.
The conclusion is that the discrimination power is rather low for low
R2. As a consequence, we propose to look at model selection in a testing
framework in order to have an indication of the reliability of the selected
models and to construct a diagnostic tool.
2.2.1 Illustration 1: Revisiting Bossaerts and Hillion (1999)
In a well-cited paper, Bossaerts and Hillion (1999) (BH henceforth) argue,
that using standard model selection criteria there is evidence of in-sample
predictability when predicting stock index returns for several countries, but
no evidence of out-of sample predictability. They argue, that this fact may
be due to non-stationarity of the regressors, non-linearity of the model, or a
s w i t c h i n go fm o d e l si ns e v e r a lp e r i o d s . T h e s em a ya l lb ej u s t i … e dr e a s o n s ,
however, as a …rst illustration, we generate similar results in a simple i.i.d.
setting, and show that the in-sample predictability may be spurious and the
low out-of-sample predictability may just be due to the low discrimination
power of the model selection criteria.
BH select a best model by means of various criteria among all possible
combinations spanned by 10 potential variables and then verify the prediction
5power of the ’best’ model in an out-of-sample period. Most of the series have
an in-sample selection period of about 21 years of monthly data and 5 years of
monthly data of out-of sample monthly data, that is about 250 observations
in the in-sample period and 60 observations in the out-of-sample period.
As an illustration, we simulate a setting similar to this by generating data
from the following linear model2
yt = ¯0 +
p X
i=1
¯ixit + "t; (1)
where p =1 0 ; the xi are N(0;I), " is N(0;1) and the xi and " are inde-
pendent. The parameter vector ¯ is set to (0:1;0:1;0:1;0:1;0;0;0;0;0;0;0).
This generates adjusted R2 typically found for asset pricing models and in
the BH study, that is between 1% and 10%3. Notice, that even when no
predictability is present, the type of search performed by BH produces an
adjusted R2 of the best selected model between 0% and 5%.
To mimic the procedure in BH, we thus select the model which minimizes
the AIC criterion (or the BIC criterion) and calculate in-sample and out-
of-sample adjusted R2 of the selected model. This is repeated 300 times
with T = 250 in-sample observations and T =6 0out-of sample observations
which corresponds to the in-sample series length for most of the countries in
BH and to the number of out-of-sample observations.
In Figure 1, we report the in-sample and out-of-sample distribution of
the adjusted R2 for the ’best’ model selected by AIC and BIC respectively,
when y is regressed on all the combinations of 10 potential variables.
The adjusted R2 in the in-sample analysis are in the range of those found
in typical predictability studies and in BH, while the adj. R2 in the out-
of-sample period are clearly lower, even lower than those found in the BH
study. Notice also, that the BIC …nds the trivial model very often. This is
consistent with BH and is due to the fact that BIC tends to omit variables
with low signal to noise ratio, which can be dramatic in these predictability
studies since all of the variables have potentially a low signal to noise ratio.
The adjusted R2 values obviously depend on the sample sizes and the
number of variables. Therefore BH look also at the t-ratios when regressing
2Di¤erent results arise for di¤erent speci…cations, this example being only an illus-
tration. In particular more extreme results (not shown here) arise when the number of
potential variables grows or when the errors are fat tailed.
3Note that this value is not the expected adjusted R2 for the true model, but realistically
includes the fact that one model is selected among many possible models. The expected





,w h e r eVx is the
variance of the X-matrix and ¯ the coe¢cients of the model. For the values assumed
above R2 =0 :0385 and adj. R2 =0 :0287.
6Figure 1: Histogram of the adjusted R2 values in- and out-of-sample for the best model
selected by AIC and BIC respectively. 300 runs were performed. The data were generated
by (1).
7the forecast on the realized value. They notice that most of them are non
signi…cant and argue that the failure to …nd out-of-sample predictability
can probably not be attributed to the lack of power of the t-ratio test. For
example in the case of the BIC they argue that since the average adjusted R2
of the selected models is 6%; the power of the t-test is about 0.5. However,
once again, notice that in the model selection setting of BH we can have
a low power for two additional related reasons: First the R2 of the ’true’
model is lower than the in-sample R2 of the ’best’ model chosen by a model
selection criterion (thus lower than 6% i nt h ec a s ea b o v e ) ,s e c o n d ,t h em o d e l
selection criteria often do not select the ’true’ model or one in its vicinity,
and therefore the out-of-sample forecasts are worse than those of the ’true’
model.
As an example, when repeating 1000 times the selection procedure for the
parameter choice above and determining the t-ratios, using the best model
selected by AIC and BIC for T = 250 in-sample observations and T =6 0
out-of-sample forecast, we …nd that the power of the t-ratio test at a 5% level
is 0:12 and 0:10 for the AIC and BIC respectively, which is quite low.
Thus the poor out-of-sample performance in BH may not necessarily be
due to non-stationarity, non-linearity or regime switching in the data, but
can as well be due to the low discrimination power of the statistical model
selection criteria. This argument becomes even stronger, when the errors are
fat tailed or when the number of potential variables grows.
2.2.2 Illustration 2: Model Selection when R2 is moderate to low
To understand better the result of the …rst illustrative example we analyze
more directly the discrimination power of the AIC and BIC when R2 is low.
In particular, we simulate 1000 times model (1) and select the best model by
AIC and BIC for di¤erent sample sizes given a set of p potential variables.
The ¯i are chosen in such a way that the true underlying model has an
expected R2 of 2:5%, 5% and 10%. As above, the regressors xi and the error
terms are standard normal.
In Table 1 and 2 we present the results for T =6 0 ;100;200;300 and
p =9 4. Each table reports the number of times the ’best’ model is the true
4Notice that Pesaran and Timmerman (1995) have 9 potential variables and about 72
observations for the selection in the …rst period and then expand the window to reach 468
observations. Cremers (2002) and Avramov (2002) use as much as 14 potential variables
to select a model that is used as a benchmark model. The …rst selects a ’best’ model using
a rolling window of 240 observations, the second uses a rolling window of less than 200
observation and an expanding window which starts with less than 200 observations and
reaches 540 observations.
8model (True), the true model plus 1 or 2 variables (E1, E2), the true model
minus 1 or 2 variables (M1, M2), the constant model (Zero) or another model.
We notice that the discrimination power of the model selection criteria
is very low even for moderate sample sizes5. We also notice the well-known
result that AIC is not consistent and that the BIC criterion tends to under…t
when R2 is low. In general we can say, that the correct model is selected
surprisingly few times for R2 and sample sizes typically found in predictability
studies.
I nT a b l e3w er e p o r tt h es a m ea n a l y s i sf o r12 potential variables and
T = 250 and T = 500 for the AIC and BIC respectively. As expected, the
result is worse.
This shows that the discrimination power of the model selection criteria
is rather low. However, the impact on the forecasting performance of the
selected models is unclear. In order to understand the ’relevance’ of the
ranking when using real data, we look at model selection criteria in a testing
framework.
2.3 A Diagnostic Tool: Model Selection in a Testing
Framework
Given the low discrimination power of model selection criteria and given the
di¢culty of determining even whether the selected models are just based on
data mining, it is useful to understand whether the di¤erence between two
models is signi…cant in terms of a speci…c model selection criterion. This
could be used as a diagnostic tool to understand the reliability of a partic-
ular selected model e.g by building a class of statistically indistinguishable
models. The analyst can then choose models from this extended set based on
additional judgmental criteria, compare these models with those contained
in indi¤erence classes based on other model selection criteria. Alternatively
the researcher can decide, whether to continue to work with speci…c formal
model selection criteria for his particular problem.
Granger and Pesaran (1999) and Christo¤ersen and Diebold (1996) argue
that in general model selection should be performed with the appropriate
utility or loss functions relevant for the decision making process in mind. The
model selection criteria above however, are all based on statistical measures
of …t rather than e.g. on the asset allocation resulting from a given forecast.
Therefore model selection in this case can be put naturally into the classical
5The true R2 reported in the Table are the expected R2 of the true model. The R2 of
the ’best’ model as selected by AIC or BIC is much higher. This is particularly the case
when the number of observations is low.
9Table 1: Models selected by AIC, p =9
For each table 1000 simulation runs were performed. Each table reports the
number of times the best model is the true model (True), the true model
plus 1 or 2 variables (E1, E2), the true model minus 1 or 2 variables (M1,
M2), the trivial model (Zero) or another model. The data were generated





order to produce the indicated expected R2.T h e R2 of the ’best’ model
as selected by the model selection criterion with p =9is in general much
higher, especially for lower T.
TT r u e R2 True E1 E2 M1 M2 Zero Other
60 2.5% 3 7 12 34 131 144 669
5% 6 15 7 69 114 105 684
10% 25 35 24 112 110 52 642
20% 91 128 94 119 60 12 496
100 2.5% 7 10 9 52 158 122 642
5% 20 27 20 110 136 61 626
10% 60 101 46 162 100 19 502
20% 201 231 106 93 22 1 346
200 2.5% 16 15 8 103 152 89 617
5.0% 76 82 55 147 95 17 528
10% 197 217 117 136 26 3 304
20% 339 381 173 20 0 0 87
300 2.5% 40 45 17 136 118 45 599
5.0% 137 167 68 140 54 8 433
10% 280 338 150 60 5 0 167
20% 317 421 196 2 0 0 64
10Table 2: Models selected by BIC, p =9
For each table 1000 simulation runs were performed. Each table reports the
number of times the best model is the true model (True), the true model plus
1 or 2 variables (E1, E2), the true model minus 1 or 2 variables (M1, M2),
the trivial model (Zero) or another model. The data were generated from




¤;0;0;0;0;0;0) chosen in order to
produce the indicated expected R2.T h eR2 of the ’best’ model as selected
by the model selection with p =9is in general much higher, especially for
lower T.
TT r u e R2 True E1 E2 M1 M2 Zero Other
60 2.5% 2 0 0 18 145 550 285
5% 3 1 1 34 219 480 262
10% 13 8 2 92 296 323 266
20% 83 25 5 216 275 138 258
100 2.5% 0 1 0 28 165 597 209
5% 6 0 0 58 268 476 192
10% 27 12 2 150 367 257 185
20% 184 47 7 327 226 52 157
200 2.5% 4 0 0 38 266 583 109
5% 20 2 0 152 375 316 135
10% 117 20 3 344 316 82 118
20% 619 93 8 203 31 2 44
300 2.5% 7 2 0 54 299 527 111
5.0% 40 8 0 228 375 241 108
10% 319 39 2 382 175 24 59
20% 814 99 4 64 3 0 14
11Table 3: 12 Potential Variables
For each table 1000 simulation runs were performed. Each table reports the
number of times the best model is the true model (True), the true model plus
1 or 2 variables (E1, E2), the true model minus 1 or 2 variables (M1, M2),
the trivial model (Zero) or another model. The data were generated from




¤;0;0;0;0;0;0) chosen in order to
produce the indicated expected R2.T h eR2 of the ’best’ model as selected
by the model selection is in general much higher, especially for lower T.
AIC
TT r u e R2 True E1 E2 M1 M2 Zero Other
2 5 0 2 . 5 % 1 9 3 72 65 98 1 4 27 3 6
5.0% 49 119 74 82 43 4 629
10% 136 254 182 53 5 1 369
500 2.5% 66 97 65 103 52 7 610
5.0% 161 235 197 52 7 0 348
10% 215 330 264 1 0 0 190
BIC
TT r u e R2 True E1 E2 M1 M2 Zero Other
250 2.5% 1 0 0 42 242 549 166
5.0% 23 1 0 165 369 273 169
10% 201 32 6 341 227 65 128
500 2.5% 11 1 0 114 389 388 97
5.0% 177 16 0 352 293 70 92
10% 679 64 5 204 24 2 22
12framework of hypothesis testing.
Notice, that even so model selection and hypothesis testing di¤er in a
number of ways. Model selection procedures aim to compare models and at
the end select one model in a decision making framework. Procedures based
on hypothesis testing on the other side, compare di¤erent models and may
lead to the conclusion that the models cannot be distinguished based on the
data.
To …x the ideas, notice, that in the case of nested models, we can put
likelihood based model selection criteria such as AIC in a likelihood ratio
testing framework. Indeed by writing, AIC(N) = ¡2L(N)+2p and AIC(R) =
¡2L(R) +2 q, where the superscript N and R denote the nesting and the
nested model and p and q the respective number of variables, we can rewrite
the likelihood ratio test statistics as 2 ¢ LR =2¢ L(N) ¡ 2 ¢ L(R) = AIC(R) ¡
AIC(N) ¡ 2q +2 p.
Vuong (1989) proposes a testing framework for model selection for strictly
non-nested, nested and overlapping models. Vuong tests …rst the hypothe-
sis that the models under consideration are ”equally” close to the to the
true model, where the distance is measured with respect to the Kullback-
Leibler Information. Then it seems natural to de…ne the ”best” model among
a collection of competing models as the model closest to the true model.
Vuong (1989) shows that depending on whether the models are observation-
ally equivalent or not, the asymptotic distribution under H0 is normal or a
weighted Â2. He therefore proposes a sequential testing procedure, where
…rst it is tested whether the models are observationally equivalent and then
a further test for model selection is performed.
A possible alternative which takes into account small sample e¤ects is
the bootstrap (Efron (1979) and Efron and Tibshirani (1993)). Speci…cally,
to calculate the distribution of the distance between two models M0 and M1
in terms of a given model selection criterion (e.g. AIC), we can proceed as
follows:
1. Compute the distance with respect to the particular model selection
criterion (e.g. for AIC: AIC(M1) ¡ AIC(M0))u s i n gt h ed a t a .
2. Generate a new sample (xt;y t) t =1 ;:::;n by a bootstrap method
suitable for the speci…c data at hand, for example:
a) assume that M1 is correct, estimate ¯
¤ and compute the residuals
"¤.R e s a m p l ey¤ using ¯
¤ and "¤6;
6The estimated residual errors have to be multiplied with an appropriate correction
factor since the residuals have a biased mean and variance; see Efron and Tibshirani (1993).
Alternatively we can assume normal errors and resample the data with an estimate of ¾".
13b) alternatively, obtain a bootstrap sample by sampling the pairs
(xt;y t) from the data, taking into account the stochastic properties
of the variables if necessary7.
3. Compute the values of the distance AIC(M1) ¡ AIC(M0) for the new
data series.
4. Repeat Steps 2 and 3 m times.
5. Given the value for the distance observed in 1. and given the distri-
bution simulated in 4, test at a given con…dence level whether the two
models are distinguishable in terms of their distance with respect to
the given model selection criterion.
In order to get a crude measure of the uncertainty in the model ranking,
we can therefore use Vuong’s test or the bootstrap based test described above,
to determine a class of models which are not statistically distinguishable
from the ’best’ model given the data. For example, we can loop over all the
models spanned by the p potential variables and test, whether the models are
distinguishable from the ’best’ model in terms of the speci…c model selection
criterion. Notice that this is not a multiple comparison problem, since the
alternative is …x and the null hypothesis changes, i.e. we …x a benchmark
model as alternative and we move the null hypothesis by selecting di¤erent
models. Therefore this procedure does not require a Bonferroni adjustment
to the size.
Notice also that this diagnostic tool could be made much stronger. In fact
in the procedure above, we do not take into account the e¤ects of the model
selection procedure. Indeed, our approach is complementary to the analysis
in Foster et al. (1997), who explicitly develop a datamining test8.T h e y
propose to test whether the adjusted R2 typically found in asset return pre-
dictability studies are statistically signi…cant, by analyzing the distribution
of the maximal R2 arising when searching over all models with k regressors
7See Künsch (1989), Politis and Romano (1994) Hansen (2002). However, notice that
in the case of predictability studies with monthly data we can reasonably expect to have
a maximum of 500 observations in the best cases. Therefore the approach of Politis and
Romano (1994) is di¢cult to implement.
8Other approaches to test for data mining include Sullivan, Timmermann and White
(1999) and White (2000) who propose tests based on bootstrapping stationary time series
to account for the preliminary search, i.e. they test the null hypothesis that the best
model encountered (e.g. in terms of performance) during a speci…cation search has no
predictive superiority over a (…xed) benchmark model (e.g. a model containing only a
constant embodying the simple e¢cient market hypothesis). In this case there is a multiple
hypothesis issue.
14chosen among p potential variables. This distribution can then be used to
assess the statistical relevance of the R2 obtained in a predictability study9.
An alternative way of including model selection uncertainty could be the
bagging approach of Breiman (1996a) and Breiman (1996b). In this case
several bootstrapped samples of the data are generated and a new more stable
prediction model is created by averaging. The performance and usefulness
of this method for a low R2 environment has however still to be analyzed.
3 Two Empirical Illustrations
In order to illustrate how spurious model ranking can be when using model
selection criteria in a typical predictability study, we re-analyze the dataset
used in Pesaran and Timmerman (1995)10. The authors predict the excess
return of the S&P500 with a set of 9 potential …nancial and macroeconomic
variables. The full sample ranges from 01:1954 to 12:1992 and contains 468
observations. The set of potential predictive variables is given by
Xt = fYSP t¡1;EP t¡1;I1t¡1;I1t¡2;I12t¡1;I12t¡2;¦t¡2;¢IPt¡2;¢Mt¡2g;
where YSP is the dividend yield, EP, is the earnings-price ratio, I1 is the
1-month T-bill rate, I12 is the 12-month T-bond rate, ¦ is the year-on-year
rate of in‡ation, ¢IP is the year-on-year rate of change in industrial output,
and ¢M is the year-on-year growth rate in the narrow money stock. All
macroeconomic variables were computed using 12-month moving averages to
decrease the impact of historical data revisions on the results.
P e s a r a na n dT i m m e r m a n( 1 9 9 5 )s i m u l a t et h eb e h a v i o ro fa ni n v e s t o r
by performing a rolling regression starting with a window from 01:1954 to
12:1959 and perform a model selection using a set of di¤erent model selection
criteria. Thus the …rst selection is performed with the …rst T =7 2observa-
tions, the second with T =7 3etc., while the last is performed with T =4 6 7
observations. For T =6 0 ;72;100;200;300;480 we provide the size of the
class of indistinguishable models at the 5%, 10% level, using the bootstrap
t e s tp r e s e n t e da b o v ea n dw i t hA I Ca n dB I Ca sm o d e ls e l e c t i o nc r i t e r i a .
9A way to consider this problem in our context is to construct the distribution of the
distance between M1 from M0 by considering the simulated distances only when M0 is
selected as the best model. However, this approach needs further investigation in terms
of computational feasibility an our main goal at the moment is not to put forward this
method. The approach in Foster et. al. (1997) would then be a special case of this test
when the model selection criterion is the adj. R2. In any case the class of the models
which are not distinguishable from the ’best’ one in this case would even be larger.
10We would like to thank A. Timmerman for providing us with the dataset.
15Table 4: Number of indistinguishable models at the 5%, 10% level
for di¤erent sample sizes
Number of models that are indistinguishable at the 5% and 10% level by the
AIC and BIC respectively. The total number of models is 512.
AIC T =6 0 T =7 2 T =1 0 0 T =2 0 0 T = 300 T = 468
5% 292 177 159 68 25 31
10% 104 59 83 37 14 17
BIC T =6 0 T =7 2 T =1 0 0 T =2 0 0 T = 300 T = 468
5% 341 272 250 357 135 99
10% 189 211 236 322 114 85
The result is shown in Table 4. We notice, that the number of indistin-
guishable models can be very large. Therefore often there is not su¢cient
evidence to prefer one model over another.
As a second exercise, we therefore perform the same rolling forecasts as
in Pesaran and Timmerman (1995) starting from T =7 2till T =4 6 7 .T a b l e
5 reports the root mean squared error (RMSE), the mean absolute deviation
(MAD) and the hit ratio for the forecasts of the ’best’ model selected by
AIC and BIC respectively, the forecasts of the average of the …rst 10, 50 and
250 models, the simple average of all the models and the aggregated forecast
using the set of indistinguishable models at the 5% and 10% level as de…ned
above.
It is not surprising that the RMSE, MAD of the forecast which aggregates
the best ranked models is lower than the RMSE and MAD of the ’best’ model.
Indeed with the ranking uncertainty seen above, it is likely that the ’best’
model is not the one which generates forecasts with lowest RMSE out-of-
sample, although model selection criteria should select exactly such a model.
Surprisingly for the particular case of the Pesaran and Timmerman dataset,
averaging all models produces forecasts with the lowest RMSE and MAD.
This may be possibly explained by the fact, that the potential predictive
variables selected by Pesaran and Timmerman (1995) have possibly been
selected based on previous implicit or explicit datamining exercises (in the
form of reading other authors analyses) over a large part of the ’out-of-sample’
period of the dataset. Indeed many of the variables were known in 1995 to
be ’good’ predictors at least for some periods between 1959 and 1992 but not
16Table 5: Performance of various forecasts selected by AIC
Root Mean Squared Error, Mean Absolute Deviation and Hit Ratio for var-
ious forecasts.
Models Selected by AIC
RMSE MAD Hit Ratio
i.i.d 0.04346 0.03303 -
Constant Model 0.04347 0.03273 0.561
Best Model 0.04325 0.03263 0.586
Best 10 Models 0.04308 0.03267 0.601
Best 250 Models 0.04251 0.03219 0.611
All Models 0.04238 0.03198 0.598
5% Indist. Mod 0.04298 0.03263 0.593
10% Indist. Mod 0.04302 0.03265 0.593
Models Selected by BIC
RMSE MAD Hit Ratio
i.i.d 0.04346 0.03303 -
Constant Model 0.04348 0.03273 0.561
Best Model 0.04365 0.03325 0.535
Best 10 Models 0.04307 0.03271 0.578
Best 250 Models 0.04254 0.03216 0.614
All Models 0.04238 0.03198 0.598
5% Indist. Mod 0.04289 0.03267 0.593
10% Indist. Mod 0.04294 0.03272 0.593
17e.g. at the beginning of the ’out-of-sample’ period in 195911.
Finally, we would like to stress that by this example, we do not necessarily
want to recommend to blindly mix up models based on their ranking. Rather
the example should once again demonstrate the uncertainty of the ranking.
Model averaging in general has proven to be e¤ective in many contexts and
can be justi…ed by assuming some model instability or that the true data gen-
erating process is unknown; see Clemen (1989) for an overview and Clements
and Hendry (2002) for a ’justi…cation’ of model averaging. Notice that the
rational for aggregating is model uncertainty, i.e. one assumes that there is
no ’true’ model. Our issue is related but di¤erent, i.e. we have shown that
the discrimination power of model selection criteria is quite low even when
there is a ’true’ model.
In the context of stock return predictability Aiol…, Favero and Primiceri
(2001) and Aiol… and Favero (2004), decide to aggregate the top 50% models
selected by adj. R2 and then determine portfolio weights by aggregating
the single portfolio weights obtained for each selected model. Notice, that
in their paper, the authors use a rolling window of 5 years of monthly data
(60 observations) to select a ’best’ model containing two …xed variables and
other variables selected from a set of 10 potential variables. From the results
of the previous sections it is not surprising that the authors beat the single
’best’ model implementation, but not the benchmark. Indeed when using
only 60 observation in a low R2 predictability context the ranking provided
by statistical model selection criteria is rather spurious. Thus any type of
averaging is likely to beat the ’best’ model speci…cation.
4 Consequences for Bayesian Model Selection
In a Bayesian model selection framework, posterior probabilities can be cal-
culated for each model, which can be used to combine models (see Hoeting
et al. (1999) and Raftery et al. (1997) for an overview on Bayesian model
averaging techniques). Recently Bayesian techniques have been applied to
predictability studies by Avramov (2002) and Cremers (2002). Notice again
that Bayesian model selection tries to cope with model uncertainty, i.e. the
fact that there is possibly no unique ’true’ model. The methods should how-
ever work well when there is such a ’true’ underlying model. In the following,
we show why several of the issues discussed above reappear in a more hidden
way in the Bayesian setup.
11Since our analysis doesn’t focus on the presence of predictability we don’t update our
data until 2002. In fact the same analysis could have been performed in 1992.
18First in both studies, the good performance of the proposed Bayesian
methods is exempli…ed by comparing the results with the ’best’ model se-
lected by a formal model selection criterion such as Akaike or Schwarz as a
frequentist-based benchmark. Both studies use up to 14 potential variables
and consider an in sample selection window of 240 observations in the case of
Cremers (2002) and expanding window of less than 200 observations to 540
observations as well as a rolling window of less than 200 observations in the
case of Avramov (2002)12. However, according to our results, this does not
seem a reasonable benchmark, since as we have seen for low R2 the ranking of
the models can be very spurious; see Table 1, 2 and 3 for examples with 9 and
12 potential variables. For instance a more reasonable benchmark forecasts
would be (at least) a mixture of forecasts, as for example those constructed
by an equally weighted average of the forecasts of the m best models for a
given model selection criterion.
Second, following the reasonings in the previous sections we expect, that
the ranking uncertainty also applies to the highest posterior probability
model as presented e.g. in Table 2 and 4 in Avramov (2002). Similarly
Cremers (2002) compares the a priori expected R2 to the posterior model
probability weighted average of the R2 and …nds for example for an investor
that expects E[R2]=1 %(a skeptic investor in the terminology of Cremers
(2002)), that the posterior model probability weighted average of the R2 is
about 5% to 8%. He concludes that this is evidence in favor of predictability.
However, again models with higher R2 will have in general higher weights by
construction because of their better …t and we have seen above that just by
random variability the R2 of some models may be substantially higher than
the expected R2.
Third, an additional and more important point is, that when R2 is low, the
Bayesian weights are less and less distinguishable e.g from an equal weight-
ing. A similar analysis as in the sections above should therefore be performed
on the reliability of the calculated Bayesian weights when R2 is low. Just to
point out the problem we simulate the procedure in Cremers (2002). In par-
ticular, we generate 100 times T = 250 observations from a linear model with
expected R2 =2 :5% and 4 predictive variables. Using formula (9) and (10)
in Cremers (2002) and p =1 4potential variables we calculate the percentage
number where the ’true’ model has higher posterior probability. To mini-
mize the impact of the priors and highlight the e¤ect of ranking uncertainty
in terms of posterior distribution, we consider only models with 4 predictive
variables (1001 models total, instead of the 214 = 16384 models spanned
12Avramov (2002) applies his technique also to quarterly data with about 135 observa-
tions.
19by all the 14 potential variables). Figure 2 displays a histogram of the per-
centage of cases, where the ’true’ model has higher posterior probabilities.
Even for this case, where expected R2 =2 :5% and only the models with 4
variables are considered, we notice that often many models have higher pos-
terior probability than the ’true’ model. Notice that quite often even 80% or
90% of the models have higher posterior probabilities than the ’true’ model.
The problem is obviously even more evident the R2 is lower, the errors are
fat tailed or the regressors are persistent as in typical predictability studies.
Notice again that we have restricted the search to models with 4 predictive
variables. In the procedures of Avramov (2002) and Cremers (2002) the full
set of models (214 = 16384) is considered so the results are probably even
worse.
5 Conclusions
In this paper we have analyzed the discrimination power of common model
selection criteria, when the R2 is low, as in typical model stock and bond
return predictability studies. We have shown that the discrimination power
of those methods is rather low. We have …rst shown by simulating in a
simple i.i.d framework that understanding this type of problems gives an
alternative explanation of the results in Bossaerts and Hillion (1999). Then
we have shown explicitly in simulation, that the discrimination power of
model selection is extremely low. We thus suggest to look at model selection
criteria in a testing framework to get an idea of the ranking uncertainty
and propose a diagnostic tool to assess the reliability of the ranking. Then
we show that the ranking uncertainty for typical R2 found in asset return
predictability studies is rather high.
In particular using the Pesaran and Timmerman (1995) data set as an
empirical illustration, we …nd that the class of indistinguishable models from
the best model selected by a model selection criterion may be rather large,
and thus that the ranking uncertainty for typical R2 found in asset return
predictability studies is rather high especially when the number of observa-
tion is low. Since the ranking generated by typical model selection criteria
can be spurious in typical predictability studies, it comes to no surprise that
averaging over di¤erent models in Pesaran and Timmerman (1995) induces
f o r e c a s t sw i t hb e t t e rM S Ea n dM A D .
Finally we have illustrated that the discrimination power problems reap-
pear in a more hidden way in recent Bayesian model selection procedures
such as those proposed in Avramov (2002) and Cremers (2002).
We conclude that for asset return predictability model selection criteria
20Figure 2: Simulation of the procedure used in Cremers (2002): Historgram of the per-
centage of cases where the ’true’ model has higher posterior probability. The ’true’ model
with 4 variables and an expected R2 of 2:5 was simulated 100 times. Then the procedure
in Cremers (2002) using formula (9) and (10) is applied with 14 potential variables but
limited to models with 4 variables in order to minimize the in‡uence of the prior choice.
21are not always reliable in a moderate to low R2 environment. Judgmental
criteria, strong opinions on the predictive variables and period per period
analysis of model coe¢cients should complement the analysis when using
statistical model selection criteria and predictive models in practice. We
think that our results and the proposed diagnostic tool may increase the
awareness for this methodological issue.
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