Assuring the security of services in Computational Clouds (CC) is one of the most critical factors in cloud computing. However, it can complicate an already complex environment due to the complexity of the system architecture, the huge number of services, and the required storage management. In real systems, some security parameters of CC are manually set, which can be very time-consuming and requires security expertise.
I. INTRODUCTION
Validation of security demands (SD) of tasks processed in Computational Clouds (CC) is a crucial part of the CC workload management process [5] , [9] . Personalization of cloud services enables users to change the features of Virtual Machines (VMs) that provide the computational power for executing pools of tasks. Especially the security Trust Levels (TLs) offered by VMs may be changed and adapted to fit the SD of tasks. Another important aspect is to ensure the proper assignment of tasks to suitable VM offering the proper TL to fulfill the SD required by tasks.
This paper presents an intelligent system for management of tasks submitted into the cloud. Fig. 1 displays a representation of the proposed system, which considers three computational cloud units:
• the edge of the cloud, • the cloud computing center, and • the cloud storage center.
Additional units could be considered, however these three provide a sufficient level of detail for testing our system.
Fig. 1: Model of the proposed system
Tasks are submitted to the cloud in batches, which are classified into security classes according to their tasks SDs. According to this classification, batches are then delivered to be processed at the proper cloud units, thus allowing to determine the workload required in each cloud unit and further to decide about the configuration of the available VMs. These VMs are then customized to serve the TLs that fit the tasks SDs. Finally, tasks in each of the considered cloud units are scheduled on VMs offering proper security levels while minimizing the total processing time.
The presented system is composed of two Artificial Neural Networks (ANNs) and an Evolutionary Scheduler. One of the ANNs is a classifier/sorter ANN, which classifies and sorts batches incoming into the cloud; the other is an Expert ANN that predicts the VMs configurations. The Evolutionary Scheduler optimizes the scheduling of tasks relying on an evolutionary algorithm.
The paper is organized as follows. Section II presents the concepts underlying task processing in CC systems considering security aspects. Section III is devoted to describing the proposed intelligent system and its components. In Section IV, we describe in detail the system testing and discuss its results. The paper ends with Section V, which contains a summary, conclusions based on the experiments results, and ideas for future work.
II. SECURITY OF TASK PROCESSING IN CC SYSTEMS
Processing tasks with security requirements in CC involves many steps [10] . End users start by specifying security demands for their tasks before uploading them into the cloud. Then one has to decide in which component of the cloud infrastructure should tasks be processed. For instance, some tasks may be computed at the cloud edge, while others have to be processed inside the cloud. The collected tasks are then scheduled into available VMs which offer proper security trust levels. Finally, the results of tasks processing are returned to the end users or delivered to another service from CC.
Assuring the security of the users data and cloud infrastructure is a complex process [18] , [9] . In the IaaS and PaaS models, often the biggest responsibility for ensuring security in the cloud is on the cloud providers side [3] . Moreover, as there still exist many vulnerabilities in cloud systems, international organization have produced standards providing guidance regarding cloud security [16] , [8] .
A. Mapping security requirements into VMs
Considering a given cloud unit for which there are n tasks to be processed, and that there m available VMs in that CC unit, we define an SD vector describing the security requirements of these tasks [5] :
where sd j is the security demand value of the jth task to be processed in the cloud unit. Accordingly, we define the T L vector representing the security levels offered by the VMs in that CC unit [5] :
where tl i is the trust level offered by the ith VM in the CC unit. A task can only be scheduled on a particular VM that offers a TL equal or higher than the SD of the task. According to the NIST guidelines [2] we propose four levels of security demand/trust level, that is: sd j , tl i ∈ {0, 1, 2, 3}. To differentiate security requirements as far as cryptography is concerned, we introduce three classes:
• Class 1, containing only small tasks, processed online using strong but fast enough cryptography algorithms. The RSA asymmetric cipher with 1024 bits key should be used for ciphering and deciphering tasks [15] .
• Class 2, requiring operational cryptography [19] . This class of security demands is designed for most tasks, which may have varied workload and are processed mostly off-line, using advanced cryptography protocols without security compromises. If it is possible, these protocols should be designed to be as fast as possible. The RSA asymmetric cipher with 2048 bits key should be used for ciphering and deciphering tasks.
• Class 3, corresponding to data at rest cryptography [4] . This class contains tasks with very heavy workload, mainly ciphering data to be stored, and using the strongest cryptography methods designed for processing data at rest. The RSA asymmetric cipher with 2048 bits keys is used for ciphering and deciphering tasks. Furthermore, tasks are signed with Elliptic Curve Digital Signature Algorithm (ECDSA) based on curve defined over 521 bits field [1] .
B. Security computational overhead
Each security operation adds a computational overhead that has to be considered during tasks processing and comprises two parts as follows. 1. Part of this overhead influences the task scheduling and includes pre and post-processing security operations, such as verification of the task integrity and ciphering results of task processing. The bias required to deliver tl i to task j, requiring a security demand of sd j , is assumed as an estimated time (sec.) denoted by [11] :
where wl j is the workload of task j, inputSize j and outputSize j are the sizes (in bytes) of the files characterizing the task and storing the corresponding result, respectively, and cc i is the computational capacity of VM i, i = 1, 2, .., m, j = 1, 2..., n. This value can be approximated by the sum of the number of instructions to compute the cryptographic requirements and the workload. 2. The remaining part of the computational overhead is associated with complying the security protocols and performing operations that do not influence the scheduling process, such as, ciphering data stored in the data center (before sending the task back to the end user) and verifying the digital signature of the end user who wants to recover some results from the Cloud Computing system.
C. Scheduling tasks into VMs by matching SD and TL
Tasks scheduling is the process of assigning tasks to the available VMs assuring that each task is processed by a VM offering a TL value of at least the required SD and optimising the utilisation of VMs by minimizing the makespan. Our system uses the scheduler previously developed in [10] , [11] , which has as objective the minimization of the makespan -the time of conclusion of the last task. As an additional criterion, here we introduce the condition of compliance with the required SD.
III. THE INTELLIGENT SYSTEM TO SUPPORT SECURITY DECISIONS
This section describes the proposed system and its components: the sorter ANN, the expert ANN, and the scheduler. The input of the system is a stream of batches of tasks. Each batch is considered separately. The system works according to the schema illustrated in Fig. 1 .:
• The first stage consists of classifying batches and sorting them to the appropriate destination in the cloud system considering their security requirements.
• The second stage concerns setting the VMs parameters according to the tasks workloads and security requirements so that all tasks can be computed with adequate security levels and without spare computing time or energy losses.
• The last stage is assigning the tasks from each batch into the created VMs ensuring the proper security level.
The output from the system is a vector describing the TL of all VMs and the complete schedule.
A. The sorter ANN
The system starts by automatically classifying the incoming traffic into security classes, which define the cryptography level required by tasks in a particular batch, without any additional knowledge about them.
The classified batches are then sorted into pools corresponding to their security classes and defining where the tasks should be processed in the CC infrastructure:
• Class 1: tasks that may be processed in the cloud edge, • Class 2: tasks to be executed by fast VMs inside the cloud, and • Class 3: tasks that have to be stored in the cloud longer and then processed inside cloud storage centers (when enough computational power is available).
To define the training set for the pattern recognition problem, a set of batches was previously classified. The numbers of tasks requiring each SD value l were counted separately in each batch:
where t indexes batches entering the CC system, t = 1, 2, ..., T and card represents the set cardinality.
The SD statistics for the t-th batch are stored in vector input recog (t), which is considered as the input for the ANN classifier/sorter.
The security class of each batch t is declared by specifying its target value
The training and testing sets were created from data obtained from different batches coming during system operations:
The original set was split into three parts: the training T SET recog train , containing information from 70% of all batches; the validation set T SET recog valid , and testing set T SET recog test , each containing 15% of randomly chosen batches (not used for training).
A shallow feed-forward Neural Network was then trained to classify inputs according to the target classes defined before. We used a two-layer feed-forward network with sigmoid hidden and softmax output neurons [12] , see Fig. 2 .
Additionally, the sorter may help to detect anomalies in batches, for instance, by allowing the identification of differences in security demands from past patterns, therefore supporting detection of hostile tasks or users abnormal behavior.
B. Expert system for setting Trust Levels
The aim of the expert system is to decide the proper TL values for the VMs based on the SD levels required by the tasks. For each cloud unit, an expert ANN was designed to get knowledge about the computational capacities cc of all VMs, as represented in Fig.1 .
We examined several strategies of assigning TL values to VMs, for example, by using arbitrary human decisions or Stackelberg Game solutions [12] . Then we trained the ANN to mimic these decisions. To formulate the input for this expert system, we analyzed the individual tasks workload; wl j denotes the workload of task j. The total workload of tasks requiring the SD level l in batch t is represented by W (t) l W (t) l = j {wl j : sd j = l}, l = 0, ..., 3, t = 1, 2, ..., T (8) .
Vector
represents the workload for each SD value l in batch t, and is given as the input to the ANN expert system. Target values were defined to indicate the trust levels tl for all the virtual machines in the system, in ascending computer capacity order.
represents the decisions of an expert for a particular batch t. This vector assigns the trust level tl i to the i-th VM according to it's computing capacity cc i and the amount of work that has to be done using trust level tl i , i = 1, ..., m. The training, validation and testing sets were also formulated considering data obtained from different batches entering the system, through the definition of the set , analogously to the process described in Section III-A for the sorter ANN.
A backpropagation feed-forward NN was then trained with the defined inputs and used for targets prediction. We used a two-layer ANN, with sigmoid hidden and linear output neurons [7] , as represented in Fig.4 .
The quality of prediction was assessed through the coefficient of determination R 2 :
. where:
• y is the given set of data,
•ŷ represents the calculated values of y, and •ȳ represents mean value of y.
A properly trained expert system may be an automatic alternative for human security decisions made by CC administrators. Once the ANN is trained, it can also deal with unknown situations, without requiring additional customization.
C. Evolutionary scheduler
Our system uses the Independent Batch Scheduler [13] as the main method of mapping tasks into VMs. The Security Biased Expected Time to Compute (SBETC) matrix with security biases is computed using Eq. (13):
in which cc i is the computational capacity of the i-th VM in Giga Flops per Second (GFLOPS) and wl j is the workload of j-th task in Flops (FLO); n and m are the number of tasks and the number of VMs, respectively. The Security Bias Matrix (SB) is obtained by aggregation of security biases in a matrix form:
[b(sd j , wl j , tl i , cc i , inputSize j , outputSize j )] j=1,2...,n i=1,2...,m .
The full description of this model can be found in [11] . The main scheduling objective is the minimization of the makespan, which can be defined as follows:
where C j is the conclusion time of the j-th task, T asks is the set of tasks in the batch, and Schedules is the set of all possible schedules which can be generated for the tasks from that batch. The scheduler is based on the evolutionary algorithm solution proposed in [10] and [11] , using only a particular subset of its features.
IV. NUMERICAL EVALUATION OF THE SYSTEM PERFORMANCE
Cloud Sim test bed (www.cloudbus.org) was used as a testing tool. All security algorithms were implemented in Java. Processing of different dimensions pictures was considered as a tasks set. The examined workload was based on proposed day and night pattern (to represent the load of a CC system). All designed ANN were implemented in MATLAB 2017 (www.mathworks.com). We examined different ANN sizes together with different learning algorithms, to assess the quality of the solutions.
A. Trust Levels
The following trust levels of VMs were considered:
• Trust Level 0 (tl=0) -bare tasks are processed without any cryptographic computational overhead (no security required).
• Trust Level 1 (tl=1) -corresponds to the TL required by tasks of Class 1 as defined in Section III.
• Trust Level 2 (tl=2) -corresponds to the TL required by tasks of Class 2 as defined in Section III.
• Trust Level 3 (tl=3) -corresponds to the TL required by tasks of Class 3 as defined in Section III.
B. Tasks and their security demands
The security demand of each task was defined according to the trust level values defined in Section III. Tab. 1 presents the sizes of ten pictures that were used for the tests. For each picture, the size is presented in pixels and with a qualitative classification (Small, Medium and Big). As bare task we considered a Gaussian Blur operation with 5x5 mask made on each of these pictures. A task resulted from combining a picture size [PN1-PN10] with an SD value. Tab. 2 presents the characteristics of these tasks. For each task, column (1) is the task ID, columns (2) and (4) present the pair (PN, sd), column (3) is the workload in terms of the number of instructions (without security), column (5) is the number of instructions required to process the SD (bias), and column (6) is the total number of instructions to process the task (size). PN7  2541112486  1  2877893318993  2880434431479  27  2  9441396183684  9443937296170  28  3  9456608456473  9459149568959  29  0  0  2943581287  30  PN8  2943581287  1  3761249543741  3764193125028  31  2  12339533813479  12342477394766  32  3  12357819370145  12360762951432  33  0  0  3672489994  34  PN9  3672489994  1  4821170159062  4824842649056  35  2  15973646688412  15977319178406  36  3  15995539895451  15999212385445  37  0  0  5027151620  38  PN10  5027151620  1  5668347564768  5673374716388  39  2  19726744097608  19731771249228  40  3  19752079020993  19757106172613 C. Classifier/sorter ANN tests
The batches were classified as follows:
• Batch Type from Class 1 [BT1] -containing only small tasks which demand on-line and fast cryptography, which can be calculated e.g. on the edge of the cloud.
• Batch Type from Class 2 [BT2] -containing mixed big, medium and small tasks. Each task has to be considered separately.
• Batch Type from Class 3 [BT3] -comprising only big tasks that have to be sent to the cloud and stored until there is enough computational capacity available for the cryptographic bias. The classifier/sorter ANN was designed to classify each batch into the proper type (BT1, BT2 or BT3). The batches workload in all three classes was generated according to following the day-night pattern function:
f (x) = 25 sin( The classifier/sorter ANN uses the Scaled Conjugate Gradient (SCG) backpropagation learning method, which is appropriate for classification [6] . Neural Networks were tested with different numbers of neurons: 5, 10, 15, 20, 25, 30, 50, 100. Our focus is on assessing the True Positive Rate (TPR) for BT3 because this is the most critical classification. In our system, the worst situation occurs when a BT3 batch is classified as BT2 or BT1, meaning that a batch requiring high computational power could be delivered to a VM not offering enough computational power.
For each NN configuration, we made 10 measurements and computed the TPR of BT3 mean and standard deviation values. The corresponding results are shown in Tab. 3. 25 88,7 % ± 6,1% 30 86,9 % ± 9,0% 50 86,4 % ± 8,9% 100 The highest TPR for BT3 appeared when the SCG algorithm was applied for the ANN with 20 neurons (90,9% ± 4,2%). So this ANN was chosen as the most accurate one (Fig. 2) . The NNs results were also validated using confusion matrices for the training and testing process. 
D. Expert ANN tests
The expert ANN has to allocate proper security levels to virtual machines (a machine with a given security level can compute only tasks with the same or lower security level). This network was created and tested with three learning methods appropriate for prediction [6] :
• SCG backpropagation algorithm, • Bayesian Regularization (BR), and • Levenberg-Marquardt (LM). For each of these methods, an ANN with different hidden layer size (5, 10, 15, 20, 25, 30 , 50, 100) was ran ten times. To evaluate the Expert ANN performance we used the coefficient of determination (Eq. (12)). We computed it on the testing set (15% of all data) to determine which configuration of the method and the number of neurons present the highest R 2 value. Tab. 4 displays the average and standard deviation R 2 values in the ten runs of each configuration. 96,3% ± 2% 91,8% ± 2% 5 92% ± 3% 87,5% ± 10% 90% ± 4% 10 92% ± 3% 87,6% ± 14% 87,9% ± 4% 15 91% ± 3% 91,7% ± 3% 87,5% ± 5% 20 90% ± 2% 88,1% ± 8% 88,1% ± 5% 25 89% ± 4% 87% ± 3% 88,2% ± 3% 30 88% ± 5% 85,2% ± 5% 87,6% ± 4% 50 81% ± 3% 85,1% ± 5% 73,9% ± 7% 100
The best value of the coefficient of determination was obtained for the BR algorithm and an the ANN with 5 neurons (96,3% ± 2%). This ANN was chosen as the final solution, as illustrated by Fig. 4 . 
E. Evolutionary scheduler tests
The aim of these tests was to examine how much time we may gain by scheduling tasks for generated VMs instead of submit them randomly. For this purpose we have simulated a multi-cloud environment consisting of three types of cloud architectures, namely: cloud edge, cloud computing center and cloud storage center (see: Fig. 1 ). This environment is based on a real cloud characteristics from public (cloud storage center) and private, academic (cloud edge and cloud computing center) infrastructure. Tab. 5) presents the characteristics of the simulated environment: the VMs simulated in each CC unit, their types, their computational capacity (in GFLOPS) and their range of TLs. Batches of tasks were generated and classified by the Classifier/sorter ANN and allocated to one of the simulated environment parts. For each of these components, the Expert ANN was determining the proper TLs for the corresponding VMs. Finally, the evolutionary scheduler was assigning tasks into particular VMs of each of the three parts of the tested system. V. SUMMARY
In this paper we presented an intelligent system for supporting security services in Computational Clouds (CC), which can improve the quality of security cloud services. The system is composed of two different kinds of Artificial Neural Networks (ANN) and an evolutionary algorithm. The first stage of system operation concerns sorting incoming batches of tasks according to their security demands. This allows one to divide the traffic into streams that can be processed by different parts of the CC environment. Our system uses the classifier/sorter ANN to perform this stage. The second stage, which is performed by the expert ANN, consists of fitting the security services offered by the VMs into the security demands of tasks in each of the CC components. Finally, the scheduler, based on the evolutionary algorithm, maps tasks into VMs, minimizing the makespan of tasks processed in the corresponding CC component. This scheduler considers the tasks characteristics in terms of size and security requirements, as well as the particular VM security services. Additional possible feature of our system is the possibility of detection of deviations in traffic incoming into CC. Therefore, in the future, it can be used to support the detection of security threats, like tasks injection or malicious workload.
The experimental results presented in this paper demonstrate and confirm the effectiveness of the system. The system is designed for CC service providers and CC consumers using Infrastructure as a Service or Platform as a Service Cloud Computing models.
In the future, we would like to introduce genetic algorithms for supporting the automatic detection of security threats.
