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Abstract
The recent decades have seen a surge of interests in distributed computing.
Existing work focus primarily on either distributed computing platforms,
data query tools, or, algorithms to divide big data and conquer at indi-
vidual machines etc. It is, however, increasingly often that the data of
interest are inherently distributed, i.e., data are stored at multiple dis-
tributed sites due to diverse collection channels, business operations etc.
We propose to enable learning and inference in such a setting via a general
framework based on the distortion minimizing local transformations. This
framework only requires a small amount of local signatures to be shared
among distributed sites, eliminating the need of having to transmitting
big data. Computation can be done very efficiently via parallel local com-
putation. The error incurred due to distributed computing vanishes when
increasing the size of local signatures. As the shared data need not be
in their original form, data privacy may also be preserved. Experiments
on linear (logistic) regression and Random Forests have shown promise of
this approach. This framework is expected to apply to a general class of
tools in learning and inference with the “continuity” property.
Index terms— Inherently distributed data, distortion minimizing local
transformation, continuity, communication-efficient, parallel local computation,
data sharing
1 Introduction
The last decades has seen a surge of interests in distributed computing. Some
driving forces are the prevalence of low-cost clustered computers, storage sys-
tems and high speed networking [1, 22], which makes it feasible to interconnect
many clustered computers, as well as the pressing need of leveraging big data.
Numerous systems and platforms have been developed. For example, Google’s
Bigtable system [24, 9], the Apache Hadoop/Map-Reduce [15, 43], the Spark sys-
tem [53, 52], and Amzon’s AWS cloud etc. The literature is huge, but mostly
on distributed system architecture, computing platforms, or data query tools.
For an overview of recent advances, please refer to [10, 17].
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Our interest is learning and inference. An influential line of work is Bag of Little
Bootstrap [30]. It aims at computing a big data version of Bootstrap [19]. The
idea is to take many very “thin” subsamples, then distribute each subsample to
a computer node, and finally aggregate inferential results from those individual
subsamples. In smoothing Spline setting [46], [13] explored the tradeoff between
computing efficiency and statistical optimality of the Divide-and-Conquer meth-
ods in a distributed environment. Also in the Divide-and-Conquer paradigm are
a flurry of work, including [12] for penalized regression and model selection con-
sistency when the data is too big to fit in the memory of a single machine by
working on subsamples of the data and then aggregating the resulting models,
[45] which carries out inference by learning a quantile function, [54] studies ridge
regression, [3] considers the general distributed estimation and inference, [31]
learns Lasso-type linear model at individual sites and then aggregate to de-bias,
[40] explores coordinate descent for distributed data. Additionally, [34] consid-
ered linear least-square regressions on big data using a leverage-based sampling
scheme, [41] studied the optimality of averaging in distributed computing. One
common thread among these is that all assume that the algorithm has access to
the full data before delegating subtasks to individual machines, and the data are
distributed mainly for improving computational efficiency or to accommodate
the lack of sufficient computer memory.
With the emergence of big data, it is increasingly often that the data of in-
terest are inherently distributed. By inherent we mean that the data are stored
at a number of distributed sites (machines or nodes) as a result of data collec-
tion or business operations etc. This is to be contrasted with work mentioned
above, for which the data are distributed mainly for computational efficiency
(i.e., they do not have to be distributed if one has infinite computing power)
or memory considerations and as such those data on individual machines are
typically of identical distribution. To better appreciate why it is necessary to
consider inherently distributed data, we give here a few examples. A big retail
vendor, e.g., Walmart, has sales data generated from walmart.com, or its Wal-
mart stores, or its warehouse chains—Sam’s Club etc; such data from different
sales channels are distributed as they are owned by different business groups.
In the Walmart case, many e-commerce applications need more data—the more
the merrier—for information, such as “customer who buys A also buys B”, in
order to build a better recommendation system or user personalization model.
It is highly desirable to combine data from different sales channels. Another ex-
ample is in the insurance industry, for example the Valen Data Consortium and
the National Insurance Crime Bureau. Data consortiums are formed to combine
data from individual vendors to solve the problem of insufficient sample size or
to have larger data sets for more robust analytics or modeling.
Similar examples can be easily found in healthcare. Let’s take the Prostate
Cancer DREAM Challenge as an example. The DREAM Challenge was orga-
nized by a consortium of 10 institutes, including Dana Farber Cancer Institute,
Prostate Cancer Foundation, UC San Francisco etc. For more details, please
refer to the DREAM Challenge web. The data was provided by the following
four organizations
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AstraZeneca, Celgene, Sanofi, Memorial Sloan Kettering Cancer Center.
The goal is to improve the prediction of survival or toxicity of treatment for pa-
tients with metastatic castrate resistant prostate cancer (mCRPC) by combining
data from all four data providers. Similar as the Walmart example, the benefit
of combining data is immediate—the resulting data is much larger, and is poten-
tially less biased since each data provider may have its own patients base, which
are typically of different distributions, and by combining data one gets a more
faithful representation of the entire population. Often data providers are not
willing to directly transmit its patients records due to concerns about privacy,
or potential business competitions. Data sharing was enabled by a trusted third
party, Project Data Sphere, LLC in DREAM Challenge. But that would be slow
in deployment, and require a lot of efforts coordinating data providers, and can
be very costly. Our goal is to provide a fast and easy to use algorithmic solution.
There are several challenges in finding an algorithmic solution for data sharing.
One is that the data over distributed sites may be too big, e.g., the Walmart
example, or too sensitive to be directly shared among different sites, e.g., the
healthcare example, thus it is not desirable to transmit the original data (and
in a big amount) across distributed sites. Additionally, data at distributed sites
may have very different distributions, due to different data collection mecha-
nisms or the subpopulations involved. To appreciate the difficulty of the prob-
lem, let us ponder for a while and ask the question: Given that each distributed
site has its own data, but are prevented from directly accessing large amount of
data at other sites, how could one perform a global learning or inference on all
the data?
Clearly, ensemble type of algorithms, for example those discussed in the begin-
ning of this section, will not work in a straightforward fashion. This is because
data at individual sites may be of a different distribution. One may pool results
from different sites using a weighted scheme, but that would require distribu-
tional information of individual sites, which is often not easy to estimate. The
approach we take is a general learning and inference framework where a signa-
ture of data is computed at each local machine which are pooled together for
learning and inference. The computing of the signatures uses only local data,
and can be done simultaneously thus makes good use of the existing hardware
infrastructure. Work closely related to ours include [29], which computes the
global likelihood by iterating over (thus transmission of) likelihoods computed
at local machines. Though a single transmission may be small in size but there
are potentially many of those thus this requires a close coordination among in-
dividual machines. Also along the similar line is [20] which computes principal
eigenspaces at individual nodes and then aggregates. Our approach is different
in that it does not require an in-depth “surgery” of the target method, rather
it provides a general framework readily applicable to any method of a “conti-
nuity” property through a procedure that is simple, computationally efficient,
and requires only knowledge of the local data.
Our contributions are as follows. Motivated by real world applications, we
study a fairly new class of problems—learning and inference over inherently
distributed data. In such a setting, our proposed framework enables learning
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and inference as if directly on the full data; the potential error incurred vanishes
when increasing the size of local signatures. Our framework requires low data
transmission, and, as the signatures need not be in their original form, privacy
is also preserved. With the bulk of computation carried out in parallel at where
the data are located (i.e., parallel local computation), our approach naturally
achieves the parallel effect of divide-and-conquer while eliminating the need of
transmitting big data. Our framework is easy to implement, and can be readily
applied to any methods with the continuity property.
The remaining of this paper is organized as follows. In Section 2, we will de-
scribe our framework and explain its implementation. This is followed by a
discussion in Section 3 on some theory that supports our learning framework.
In Section 4, we discuss a vignette of three learning tools, including linear re-
gression, L1 logistic regression [44, 37, 23], and Random Forests (RF, [5]), under
our framework. In Section 5, we present experimental results on these tools in
a distributed setting. Finally we conclude in Section 6.
2 A framework for distributed learning and in-
ference
Underlying our approach is the notion of continuity—similar data points would
yield similar results for learning and inference, thus only one or a few among
those similar data points are necessary to keep. The notion of continuity can be
implemented through a class of data transformations called distortion minimiz-
ing local (DML) transforms [47]. The idea is to represent the data by a small
set of representative points (or codewords); one can think of this as a small-loss
data compression or the representative set as a sketch (or signature) of the full
data. Since the representative set resembles the full data, properties or estima-
tions on the representative set are expected to be close to those on the full set.
[47] applies DML transforms to spectral clustering [42, 36] for fast computation
and shows that the error incurred due to DML vanishes when increasing the
representative set. Similar ideas were explored in [2, 11], and have since been
applied to a number of computation-intensive algorithms, assuming the full data
are already in one place and can fit in a single machine. In all those previous
work, DMLs were mainly introduced to address the computational challenge.
When the data are inherently distributed, will the notion of continuity and
the related DML methodology be still applicable? This is a crucial and chal-
lenging question. Our theoretical analysis gives an affirmative answer to this,
due to the local nature of DML. That is, DML can be done locally, without hav-
ing to see the full data. Thus DML can be applied to data at each distributed
site separately. If one can gather local signatures from all individual sites, then
approximate learning and inference can be easily carried out. Thus, as long as
the local data transforms are fine enough, a large class of learning algorithms
will be able to yield result as good as directly using the full data.
Our framework for learning and inference over inherently distributed data is
easy to implement. It consists of three steps:
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Figure 1: Learning and inference over inherently distributed data.
1) Apply DML to data at each distributed site
2) Collect representative points from all distributed sites, and carry out learn-
ing and inference on the combined representative set
3) Populate the learned model or results to all involved distributed sites.
Figure 1 is an illustration of the framework. Clearly algorithms designed under
such a framework would eliminate the need of having to transmit large amount
of data among distributed sites—only those representative points need to be
transmitted. If the representative set is computed as the average of similar
points, then data privacy can be preserved since then none of the original data
points are ever transmitted. Additionally, learning and inference is only per-
formed on the representative set and DML can be done in parallel at individual
nodes, the overall computation can speed up as well. For the rest of this section,
we will describe two implementations of DML proposed in [47], one based on
K-means clustering [26, 38, 33], and the other based on space partitioning via
K-D tree [4] or its variants, random projection trees (rpTrees) [14, 50].
2.1 Implementation of DML transforms
In general, the DML transforms are required to be computationally efficient
while incurring very little loss in information. It is known that, empirically,
both K-means clustering (under a typical implementation such as the Lloyd’s
algorithm [33]) and K-D tree related algorithms scale linearly (or with an addi-
tional log factor) with the number of data points, thus are suitable for big data.
Later in Section 3, we will show both incur little loss in accuracy for pattern
classification problems.
When DML is implemented by K-means clustering, each distributed site per-
forms K-means clustering separately. Note that, here the number of clusters, K,
may be different for different sites; the only requirement is that K is reasonably
large but meanwhile small compared to the number of data points at each node.
The set of representative points are taken as the cluster centers, or averaged, by
a metric appropriate for the underlying data, over data points within the same
cluster.
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Figure 2: Illustration of space partition and random projection trees. One starts
with the root node, D, which corresponds to the full data. After the first split,
D is partitioned into its two child nodes, {DL,DR}. The second split partitions
DL into DL = D(1) ∪ D(2). The third split divides DR into DR = D(3) ∪ D(4).
This process continues until a stopping criterion is met.
To see how recursive space partition and the K-D tree can be used for a DML
transform, we first describe the growth of a K-D tree. Let the collection of all
data at a distributed site form the root node, D, of a tree. Now one variable, say
v (index of a variable), is selected to split the root node into two child nodes, DL
and DR, according to whether a data points has its v-th coordinate smaller or
larger than a cutoff value. For each of DL and DR, a similar recursive procedure
is followed. That is, pick a variable and then split the node by comparing each
data point in the node to a cutoff value. This process continues until a stopping
criterion is met. In this work, a node stops growing when its size (the number
of data points it contains) is less than a predefined value. Figure 2 illustrates
the growth of a K-D tree.
As the tree growth can be viewed as generating a space partition of the data,
data points in the same leaf node would be similar and their average can be
used as the representative. If the data has a very high dimension, we can use
rpTrees [14] which adapts to the geometry of the underlying data and readily
overcome the curse of dimensionality. In this work, the rpTrees implementation
is adopted from [50], and for simplicity we split the tree nodes along the median.
3 A little theory of DML transforms
The DML transforms cause distortion to the data, i.e., the data (X,Y ) become
(T (X), Y ). The idea of the DML-based learning framework is that, if the dis-
tortion is small then learning and inference over (T (X), Y ) will differ very little
from that on (X,Y ). Such a property is called continuity. We expect that the
continuity would hold for many classes of problems in learning and inference.
In particular, this can be shown for the pattern classification problem.
The DML transforms were initially proposed for a framework of fast approxi-
mate spectral clustering algorithms [47]. It was shown that continuity holds for
DMLs by both quantization (K-means clustering) and rpTrees. Here we extend
the idea to pattern classification in a distributed setting. Our results hinge
on an important theorem established by [21], which also allows us to precisely
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characterize the notion of distortion minimizing.
Theorem 1 ([21]). Assume that for a sequence of transformations Tm,m =
1, 2, ...
||Tm(X)−X|| → 0
in probability, where || · || denotes the Euclidean norm in Rd. Then, if L∗ is the
Bayes error for (X,Y ) and L∗Tm is the Bayes error for (Tm(X), Y ),
L∗Tm → L∗.
Let Tm denote the sequence of DML transforms. Note that here m may depend
on the training sample size n. One desirable property of a particular implemen-
tation of DML is the Bayes consistency of the classifier fitted on transformed
data as if on the original data as m→∞. That is,
LTm → L∗ as m,n→∞.
This can be seen as follows. Under the statistical learning framework, we have
risk decomposition
LTm − L∗ =
(
LTm − L∗Tm
)
+
(
L∗Tm − L∗
)
.
If the underlying classifier is universally consistent [16], then
LTm → L∗Tm as m,n→∞.
Assuming that the classifier is universally consistent, then by Theorem 1, we
remain to show that ||Tm(X)−X|| → 0 in probability. Indeed such a property
is what we really meant by distortion minimizing for the sequence of transfor-
mations, Tm, and here we make it concrete.
Definition. Let Tm(X) be a sequence of data transformations indexed by
m. Tm is distortion minimizing if ||Tm(X)−X|| → 0 in probability as m→∞,
where || · || denotes the Euclidean norm in Rd.
Next we will show that the two implementations we consider, that is, data
grouping by quantization (K-means clustering) and rpTrees, both have the dis-
tortion minimizing property.
3.1 DML by K-means clustering
K-means clustering could be understood by vector quantization [51, 25] for
which there is a fairly rich body of literature that characterizes the resulting
distortion (called quantization error). We will quote a theorem on quantization
error after introducing a few definitions and notations. Then immediately we
see the distortion minimizing property of K-means clustering as a way of trans-
forming the data by assembling some known results.
Let a quantizer q be defined as q : Rd 7→ {y1, . . . , yk} for yi ∈ Rd. In terminology
of quantization, k is the number of codewords (cluster centroids). Quantization
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can be viewed as a data transformation, X 7→ q(X). For X generated from a
random source in Rd, the distortion of quantizer q is defined as:
D(q) = E||X − q(X)||α for some constant α > 0.
This is the mean square error when α = 2. Call R(q) = log2 k the rate of the
quantization code. Define the distortion-rate function δ(R) as
δ(R) = inf
q: R(q)≤R
D(q).
δ(R) is the minimal distortion achievable by a quantizer with at most 2R code
words. δ(R) can be characterized in terms of the density function f(·) of X.
Theorem 2 ([51, 25]). Let the data source X ∈ Rd have a probability density
f(x). Then, for large rates R, the distortion-rate function of fixed-rate quanti-
zation has the following form:
δ(R) ∼= bα,d · ||f ||d/(d+α) · k−α/d,
where ∼= means the ratio of the two quantities tends to 1, bα,d is a constant
depending on α and d, and
||f ||d/(d+α) =
(∫
fd/(d+α)(x)dx
)(d+α)/d
.
A consequence of Theorem 2 is the distortion minimizing property of K-means
clustering as a way of transforming the data.
Theorem 3. Let data source X ∈ Rd have a probability density f(x). Let
{z1, ..., zk} be the population cluster centroids of K-means clustering on X. Let
Tk(X) be a transformation that maps X to its closest cluster centroid. Then
||Tk(X)−X|| → 0
in probability as k →∞, where || · || denote the Euclidean distance in Rd.
Proof. Please see Appendix.
Remarks. What Theorem 3 has established is the shrink in distance of the
data to it population cluster centroids. For empirical data, the cluster centroids
found by K-means clustering converge almost surely to the population ones by
the strong consistency of K-means clustering [38]. Thus the distance between
the data and the respective empirical K-means cluster centroids shrinks in prob-
ability.
A distributed version of Theorem 3 can also be established which we state
as follows.
Theorem 4. Let data source X ∈ Rd have a probability density f1, f2, ..., fJ ,
with a proportion of p1, p2, ..., pJ , respectively, at the J distributed sites S1, S2, ..., SJ
where p1+p2+...+pJ = 1. Let data transformation X 7→ T (X) be formed by con-
catenating J distortion minimizing transforms, T (j) at site Sj for j = 1, ..., J .
That is,
T (X) = T (j)(X) if X ∈ Sj , j = 1, 2, ..., J.
Then, T is distortion minimizing at ∪Jj=1Sj.
Proof. Please see Appendix.
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3.2 DML by space-partitioning trees
Data transform by space-partitioning trees works by first recursively partitioning
the space in a tree fashion, and then map data points within the same tree leaf
node to the node centroid. To establish the distortion minimizing property of
DML by space-partitioning trees, by our previous argument and an empirical
version of Theorem 1 (c.f. Problem 32.5 in [16]), it is enough to show that the
diameter of the tree leaf node vanishes. By Theorem 4, we are only required
to show the local (non-distributed) version. We will show this for a simple
case, space partition by k-d trees that cuts along the median (that is, values
smaller than the median become the left child node and larger the right child
node). The similar idea, along with some technical work, shall extend to the
more general case of cutting by a point selected uniformly at random along the
random projection, and we leave that to future work.
Theorem 5. Let data source X ∈ Rd have a probability density f(x). Let T (X)
be a transformation that maps X to the centroid of data points in the same tree
leaf node of a k-d tree that cuts by median. A node in a k-d tree stops growing
once it has less than Kn = n/(2
k) points. Then
||T (X)−X|| → 0
in probability as n → ∞ and n/(k2k) → ∞ as k → ∞, where || · || denote the
Euclidean distance in Rd.
Proof. Please see Appendix.
4 A vignette of learning and inference tools in
distributed setting
To provide a vignette of tools for learning and inference in a distributed setting,
we explore the performance of three popular methods, namely, linear regression,
logistic regression, and RF. Linear regression [39] is one of the most fundamental
methods and the simplest modeling tools in statistics. Logistic regression [35] is
commonly viewed as one of the most popular models used in the industry, and
L1 regularization [18, 44, 37, 23] has emerged as a computationally effective ap-
proach that achieves a balance of prediction performance and model selection.
RF is widely acknowledged as one of the most powerful tools in statistics and
machine learning [8, 7, 27, 49, 48].
For the rest of this section, we will briefly describe linear regression, L1 logistic
regression, and RF to make this writing self-contained.
4.1 Linear regression
Linear regression is a fundamental problem in statistics that aims to uncover a
linear relationship between a response variable and some explanatory variables
Y = Xβ + 
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with noise term  such that E = 0 and V ar() = σ2I. Given a data sample,
(Xi, Yi), i = 1, 2, ..., n, the coefficients β can be estimated by solving
arg min
β
(Y −Xβ)T (Y −Xβ),
assuming the model fitting is by least square error. The solution is given by
βˆ = (XTX)−1XTY.
Next we will briefly describe how linear regression may work for distributed
data. The general framework is illustrated in Figure 1, and here we will give
more details.
Assume that there are J distributed sites. Let
(
X˜
(s)
i , Y˜
(s)
i
)
, i = 1, 2, ..., Ns
be the group (i.e., cluster in K-means clustering, or tree leaf node in rpTrees)
centroids at site s for s = 1, 2, ..., J . These group centroids will be used as the
representative points. We will perform a weighted linear regression on the set of
all representative points
Dr =
J⋃
s=1
{(
X˜
(s)
i , Y˜
(s)
i
)
: i = 1, 2, ..., Ns
}
,
where Ns are the number of groups at site s for s = 1, 2, ..., J . Here the weight
for each point in Dr is taken as the number of points in the same group. Such
a choice of weighting allows to minimize the L2 error (i.e., quantization error)
between the full data and the representative set. An algorithmic description is
given as Algorithm 1.
Algorithm 1 Linear regression for distributed data
1: Dr ← ∅, Wr ← ∅;
2: for Each i in {1, ..., S} do
3: Apply DML on data at site s;
4: Let (X˜
(s)
i , Y˜
(s)
i ), i = 1, 2, ..., Ns be group centroids at site s;
5: Let W
(s)
i , i = 1, 2, ..., Ns be the group sizes;
6: Dr ← Dr ∪ {(X˜(s)i , Y˜ (s)i ) : i = 1, 2, ..., Ns};
7: Wr ←Wr ∪ {W (s)i : i = 1, 2, ..., Ns};
8: end for
9: Perform weighted linear regression on Dr with Wr as weight;
4.2 Logistic regression
Logistic regression formulates the log odds ratio of the posterior probability as
a linear model of covariates
log
P (Y = 1|X = x)
P (Y = 0|X = x) = Xβ
where Y ∈ {0, 1} are called labels, and X are covariates. The coefficients β can
be estimated by a data sample, (Xi, Yi), i = 1, 2, ..., n, with maximum likelihood
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estimation, or the more modern gradient (or coordinate) descent types of algo-
rithms (the glmnet package [23] is used as the solver for this work). When the
number of variables is large, often a regularization is introduced. We consider
L1 regularization here, given its popularity in modern high dimensional statis-
tical models [6].
As the overall framework is almost the same (except a glmnet is used in place
of regression, where weights of individual data points are incorporated via the
weights parameter of the glmnet) as that for the linear regression case, we omit
it here.
4.3 Random Forests
RF [5] is an ensemble of decision trees with each tree constructed on a bootstrap
sample of the data. Each tree is built by recursively partitioning the data. At
each node (the root node corresponds to the bootstrap sample), RF randomly
samples a number of features (or sets of features) and then select one that
would lead to an “optimal” partition of that node. This process is continued
recursively until the tree is fully grown, that is, only one data point is left at
each leaf node or all pints in the node are of the same class label. The superior
empirical performance of RF has been demonstrated by a number of studies
[5, 8, 7, 28, 49, 48]. RF is easy to use (e.g., very few tuning parameters),
has a remarkable built-in ability for feature selection. We use the R package
randomForest in this work. The algorithmic description in distributed setting
is also similar to that in linear regression, and omitted here.
5 Experiments
In this section, we report experimental results. This includes simulations on
linear regression, L1 logistic regression and RF. We will compare the perfor-
mance on distributed data to that when the full data are in one place (called
non-distributed setting; note that no DML is applied). We start by simulations
on a toy example in Section 5.1. Simulations on linear regression, L1 logistic re-
gression and RF are described in Section 5.2, and Section 5.3, respectively. We
also carry out simulations to compare the performance on distributed data and
the average performance of distributed sites assuming each site uses only its own
data. This is described in Section 5.4. To assess the feasibility of our proposed
approach to real world data, we conduct experiments on a number of datasets
taken from the UC Irvine Machine Learning Repository [32] in Section 5.5.
5.1 An illustrating toy example
We start with a toy example. This serves the purpose of helping readers better
appreciate the conventional wisdom that more data would typically lead to
better statistical inference. We consider a simple linear model
y = 20 + 2x+ ,
where to exaggerate the bias effect of using partial data, we assume  ∼ N (0, 50).
Suppose the data are stored over three distributed sites according to the range
11
of the value of the independent variable x by (0, 20), [20, 80), and [80,∞), re-
spectively. One can imagine that variable x indicates the age of people in some
population, and variable y is some health status index. Moreover, the data are
split into three distributed sites because people of different ages visit specific
medical organizations. Here for illustration purpose, we assume the response y
depends on only one variable, x. The left panel in Figure 3 is scatter plot of the
Figure 3: Linear regression for the toy example. The dot dashed line is the
regression line on the full data, while all other line segments indicate regression
line at individual sites. The right panel shows the lines fitted over the full data,
the fitted regression lines with either K-means clustering or rpTrees; the three
completely overlap.
data points with regression lines produced on data from individual distributed
sites; the dashed line is the regression line in non-distributed setting. There
is a noticeable departure of the regression lines fitted by data from individual
sites from the dashed line, even though all the data are drawn from the same
generating model (with different support though). The right panel in Figure 3
shows the regression lines fitted with DMLs, K-means clustering or rpTrees,
in a distributed setting. It can seen that these lines completely overlap with
the regression line in non-distributed setting; all agree well with the generating
model. This suggests that combining data from distributed sites is desirable,
and is potentially feasible with our proposed framework.
5.2 Linear regression
More experiments are carried out for multivariate linear regression. The inde-
pendent variables are generated from multivariate Gaussians in R6 with mean
µ = (2, 0, ..., 0) and covariance matrix
Σi,j = ρ
|i−j|, i, j = 1, 2, ..., 6 for ρ = 0.1, 0.3, 0.6.
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The dependent variable is generated according to the following linear model
y = 2 + 3 · x1 + 0.5 · x3 + 1.2 · x4 + x6 + 
with  ∼ N (0, 1).
We consider two distributed sites under two different settings
I. Site 1 has data with the first independent variable x1 having support
(−∞, 2), and Site 2 with support [2,∞)
II. Site 1 has a random selection of 40% of the data, and Site 2 the rest.
To evaluate the fitting, we define the mean squared error of fitted coefficients
relative to the true coefficients, β = (β0, β1, ..., βd)
MSE =
1
T
T∑
l=1
d∑
j=0
(βˆj − βj)2,
where T is the number of runs of the simulations, and j = 0 corresponds to the
intercept.
A total of 40000 data points are generated, and the results are averaged over
100 runs. Table 1 shows the fitted regression coefficients of the linear model in
non-distributed setting, and that under K-means clustering and rpTrees. The
data compression ratio for K-means clustering is 40:1, and approximately 40:1
for rpTrees (the maximum tree node size is 40). We see that, in all cases, the dis-
crepancy in the regression coefficients for distributed and non-distributed data
is small. The MSE is also small when comparing fitted coefficients to the true
ones.
5.3 L1 logistic regression and RF
We conduct experiments with X being generated by a 4-component Gaussian
mixture specified as
1
4
4∑
i=1
N (µi,Σ)
with the covariance matrix Σ defined by
Σi,j = ρ
|i−j|, for ρ = 0.1, 0.3, 0.6.
The mixture centers are generated as follows. All components of µ1 ∈ R100 are
generated uniformly at random from the interval [0, 0.4]. µ2 has the 1
st half of
its components (i.e., the first 50) the same as µ1, while the other half negative
of those of µ1, µ3 = −µ2 and µ4 = −µ1. The mixture component ID of each
data point is used as the class label Y . We use the classification accuracy on
the test set as the performance metric. For simplicity, we only consider the case
where there are two sites in a distributed environment. It should be easy to
extend to more distributed sites. Let Ci, i = 1, 2, 3, 4, denote the data from the
four mixture components. To simulate how the data may be partitioned in a
distributed environment, we create the following three scenarios:
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ρ = 0.1 ρ = 0.3 ρ = 0.6
β0 2.0001 2.0000 1.9997 2.0001 1.9997 2.0003
2.0000 2.0005 1.9994 2.0001 2.0009 2.0003
1.9982 1.9998 1.9985 2.0008 2.0018 1.9985
β1 2.9998 2.9996 3.0007 2.9999 3.0000 2.9999
2.9998 2.9998 3.0008 2.9998 2.9994 3.0000
3.0014 3.0001 3.0012 2.9994 2.9990 3.0007
β2 0.0002 -0.0004 -0.0001 0.0005 -0.0005 0.0009
0.0005 -0.0006 -0.0005 0.0005 -0.0002 0.0012
-0.0004 0.0003 0.0006 0.0000 0.0006 -0.0004
β3 0.4997 0.5004 0.5000 0.4989 0.5000 0.4990
0.4993 0.4997 0.5002 0.4987 0.5000 0.4986
0.4998 0.5005 0.4987 0.4998 0.4979 0.4994
β4 1.1996 1.2000 1.2003 1.2000 1.2002 1.1993
1.1994 1.2002 1.2000 1.2001 1.2006 1.1995
1.2000 1.2002 1.2011 1.2000 1.2015 1.1995
β5 -0.0003 0.0004 -0.0007 0.0001 0.0008 -0.0004
0.0000 0.0001 -0.0006 0.0003 0.0004 -0.0005
-0.0006 -0.0005 -0.0009 0.0004 0.0001 -0.0008
β6 0.9993 1.0003 0.9998 1.0000 1.0002 1.0004
0.9992 1.0005 0.9995 0.9997 1.0002 1.0004
0.9993 0.9998 1.0008 1.0005 0.9999 0.9998
MSE 2.9163 2.9291 3.1175 3.0371 4.9654 5.0052
(10−4) 3.2749 3.5739 3.7341 3.8144 6.0830 7.0598
3.4861 4.0286 3.9084 4.0684 7.3849 7.2617
Table 1: Fitted coefficients of linear model. In each cell, there are two columns–
the first column for setting I and the second for setting II. In each cell, there are
three rows; the first is for non-distributed, the second is for distributed under
K-means clustering, and the third for distributed under rpTrees.
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Figure 4: Test set accuracy of L1 logistic regression under simulation setting
D1, D2, D3, and different ρ’s. ‘NonDist’ means all the data are in one place
and no DML is applied, and ‘Dist’ indicates our proposed distributed algorithm.
D1: Site 1 has C1 + C2, and Site 2 has those from C3 + C4
D2: Site 1 has
1
2C1 + C2 + 12C3, and Site 2 has 12C1 + 12C3 + C4
D3: Site 1 has a randomly selected half of the data and Site 2 the rest
where 12C1 means that a distributed site contains half of C1, and so on. 4000
data points are generated for training, and 1000 for test. The data compression
ratio is 4:1 for K-means clustering and approximately 4:1 for rpTrees. Figure 4
shows the classification accuracy of L1 logistic regression for distributed and
non-distributed data in different settings. It can be seen that, in all cases, the
loss in classification accuracy due to distributed computing is small.
The simulation settings for RF are the same as those for L1 logistic regres-
sion. The number of trees in RF is set to be 100, and the MTRY parameter
is taken from {b√dc, b2√dc} where d is the data dimension. Figure 5 shows
the classification accuracy of RF for distributed and non-distributed data un-
der different settings. It can be seen that, in all cases, the loss in classification
accuracy due to distributed computing is small.
5.4 Further simulations
Apart from simulation settings D1, D2, and D3, we also carry out simulations
under two additional settings. The goal is to provide an evaluation to distributed
settings that are potentially of interest. The first is on the effect of the number
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Figure 5: Test set accuracy of RF under simulation setting D1, D2, D3, and
different ρ’s. ‘NonDist’ means all the data are in one place and no DML is
applied, and ‘Dist’ indicates our distributed algorithm.
of participating distributed sites, and the second is when the class distribution
are unbalanced at individual sites. This is done only for RF as it is much faster
to evaluate and we would expect the similar for L1 logistic regression.
The first setting, labelled by D4, is to explore the effect to distributed com-
puting when the number of distributed sites is increasing. We compare the
test set error of our proposed algorithm to the average of the test set error of
individual sites, and the test set error when all the data are in one place. Com-
parison to the former would indicate if there is a performance gain by using our
algorithm, while the later would serve as an upper bound on the performance of
our algorithm. The number of distributed sites varies over {2, 3, 4, 6, 8, 10, 20},
and the data compression ratio is taken as 2:1, 4:1, and 8:1. Each site has data
of size 1600.
Figure 6 shows the results for ρ = 0.1. To avoid being overcrowded in the figure,
we only show the difference in test set error w.r.t. that in non-distributed set-
ting. The figure shows that as the number of participating sites increases, very
soon our algorithm will outperform that using only local data (in terms of their
average). Meanwhile, the performance gap between our algorithm and that in
non-distributed setting quickly shrinks when the number of sites increases; for
the same number of distributed sites, a lower data compression ratio leads to a
smaller performance gap. Similar results can be seen for ρ = 0.3 and ρ = 0.6 in
Figure 7.
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Figure 6: Test set error of distributed algorithm and local algorithm w.r.t. non-
distributed (RF), at data compression ratio of 2:1, 4:1, and 8:1, respectively.
Another simulation setting we consider is the case when there is class unbalance
at individual sites; this is indicated by D5. This occurs frequently in practice,
as often any particular site has data only from certain sources thus are possibly
to be unbalanced, while putting all the data in one place will likely reduce the
extent of class unbalance. We produce training set that is unbalanced at indi-
vidual sites as follows. First the data are split evenly at random and allocated
to individual sites, then one class from each individual site is downsampled to
create class unbalance. The selection of the downsampled class is carried out in
a round-robin fashion, e.g., class (i mod J) is downsampled at distributed site
i = 1, 2, ..., J .
Figure 8 shows the test set error of our algorithm and the average error at
individual sites when ρ = 0.1. Similarly, we use the difference in test set error
relative to that obtained in non-distributed setting. It can be seen that, by data
sharing, our algorithm substantially reduces the test set error rate potentially
caused by class unbalance. Similar results can be seen in Figure 9 for ρ = 0.3
and ρ = 0.6.
5.5 UC Irvine data
To assess the performance on real data, we use benchmark data taken from
the UC Irvine Machine Learning Repository [32]. Three datasets are used,
including the Thyroid disease data, the Bank marketing data, and the Insurance
benchmark data. Among the three datasets, one is from medical studies, and
two from bank and insurance practice; such a choice reflects situations for which
data are often inherently distributed but there is a resistance in data sharing
by their owners. A summary of the datasets is given in Table 2.
Similar as simulations carried out for L1 logistic regression and RF in Sec-
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Figure 7: Test set error of distributed algorithm and local algorithm w.r.t. non-
distributed (RF), at data compression ratio of 2:1, 4:1, and 8:1, respectively.
Data set # Features # instances Training
Thyroid disease 21 7,200 80%
Bank marketing 16 45,211 20%
Insurance 85 5,822 80%
Table 2: UC Irvine data sets used in our experiments. The last column shows
the percentage of data used as the training sample (the rest for test).
tion 5.3, we also create three distributed settings, D1−3. This is described in
Table 3. Experiments are carried out for L1 logistic regression and RF, with
K-means clustering and rpTrees as DML. Both the data compression ratio and
the maximum size of tree leaf node are set to be 4. Table 4 shows the test set
accuracy for L1 logistic regression and RF with K-means clustering and rpTrees
as DML under distributed settings D1−3, respectively. It can be seen that there
is little or no loss in classification accuracy due to distributed computing in all
cases.
6 Conclusions
We have proposed a general framework to enable learning and inference over
inherently distributed data. This framework is based on a class of distortion
minimizing local (DML) transforms. Under such a framework, one only shares
a small amount of representative data among distributed sites, thus eliminat-
ing the need of having to transmit big data. Computation can be done very
efficiently via parallel local computation. DMLs, implemented by K-means clus-
tering or rpTrees, have desirable properties. Both can be computed efficiently,
i.e., linear (or with an additional log factor) complexity in terms of the number
of data points, and can be carried out in parallel at local nodes. Moreover,
both are statistically efficient in the sense a vanishing error (w.r.t. the Bayes
error) when the size of the local signatures increases. Thus the accuracy ob-
tained under our framework will be close to that in non-distributed setting.
This is demonstrated by simulations on both synthetic and real data under sev-
eral distributed settings. One additional virtue of our framework is that, as the
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Figure 8: Test set error of distributed algorithm and average of local algorithms
w.r.t. non-distributed algorithm (RF). γ is the sampling ratio at individual
distributed site to create class unbalance.
Data set D1 D2 D3
Thyroid disease C1 + C2 C1 + C2 + 1/2C3 50%
C3 1/2C3 50%
Bank marketing C1 70%C1 + 30%C2 50%
Insurance C2 30%C1 + 70%C2 50%
Table 3: Simulation setting for UCI data sets. Under each of D1, D2, D3, there
are two rows corresponding to Site 1 and Site 2, respectively.
representative data need not to be in their original form, data privacy can also
be preserved.
We explore three popular learning and inference tools, including linear regres-
sion, L1 logistic regression, and RF, and the additional errors incurred on met-
rics of interest are all small. Thus our proposed framework is promising as a
general learning framework for distributed data. As a computational framework
over inherently distributed data, our approach effectively solves the problem of
data sharing in a distributed environment without compromising privacy. Our
framework is expected to be applicable to a general classes of tools in learn-
ing and inference with the continuity property. Methods developed under our
framework will allow practitioners to use potentially much larger data than pre-
viously possible, or to attack problems previously not feasible, due to the lack
of data because of challenges in big data transmission or privacy concerns in
data sharing.
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Figure 9: Test set error of distributed algorithm and local algorithm w.r.t. non-
distributed (RF). γ is the sampling ratio at individual distributed site to create
class unbalance.
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Appendix: Proof of some theorems in Section 3
6.1 DML by K-means clustering
Proof of Theorem 3. By Chebychev’s inequality, we have, for all  > 0,
P (||Tk(X)−X|| ≥ ) ≤ E||X − q(X)||α/α
. C(f, α, d) · k−α/d/α
→ 0
as k → ∞ where C(f, α, d) is a constant depending only on the source density
f , the data dimension d, and a given α > 1.
Proof of Theorem 4. We have, for all  > 0,
P
(||T (X)−X|| ≥ ,X ∈ ∪Jj=1Sj)
≤
J∑
j=1
P (||T (X)−X|| ≥ ,X ∈ Sj)
=
J∑
j=1
P (||T (X)−X|| ≥  | X ∈ Sj) · P (X ∈ Sj)
=
J∑
j=1
pj · P
(
||T (j)(X)−X|| ≥ 
)
→ 0
as min(k1, ..., kJ) → ∞ where kj indexes transforms at site Sj , j = 1, 2, ..., J .
In the above, the last step applies Theorem 3 on each individual site.
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Data set Alg NonDist D1 D2 D3
Thyroid
disease
RF 0.9928
0.9860 0.9863 0.9860
0.9841 0.9848 0.9836
L1 logit 0.9511
0.9594 0.9580 0.9554
0.9601 0.9624 0.9652
Bank
marketing
RF 0.8955
0.8898 0.8900 0.8900
0.8974 0.8938 0.8887
L1 logit 0.8898
0.8912 0.8902 0.8915
0.8915 0.8914 0.8919
Insurance
benchmark
RF 0.9283
0.9374 0.9380 0.9392
0.9374 0.9391 0.9370
L1 logit 0.9404
0.9346 0.9367 0.9359
0.9343 0.9341 0.9321
Table 4: Test set accuracy of UC Irvine data sets. Each data with a particular
method, RF or L1 logit, corresponds to two rows, with the top row and bottom
row for K-means clustering and rpTrees as DML, respectively.
6.2 DML by space-partitioning trees
Proof of Theorem 5. The key of the proof is to show that, the leaf node contain-
ing X has been cut ‘many’ times in probability thus has a vanishing diameter.
One strategy is to show that the resulting tree is full (that is, up to certain
height, all nodes have both left and right child nodes) up to many, say k, levels.
Following the proof idea of Theorem 20.2 in [16], we define ‘good cuts’ as those
cuts within
√
1 + /2 of the true median. That is, assume a node has probability
mass p, and the probability mass of its left and right children are pL and pR,
respectively, then
max(pL, pR) ≤
√
1 + 
2
p.
We wish to show that, up to level k, the probability of a bad cut vanishes as
k grows at a certain rate. This is achieved by estimating the probability of a
‘bad’ cut. Such a probability would be small, if a node has many data points.
Indeed that would be exponentially small, by the convergence of the empirical
distribution to the true distribution. We first estimate the probability of a bad
cut, given a node of size N . According to the proof of Theorem 20.2 in [16] (the
convergence of empirical distribution to the true distribution), we have
P (The cut is bad | N) ≤ 2 · exp
(
−1
2
N
(√
1 + − 1)2) . (1)
Now we can estimate the probability of all ‘good’ cuts up to level k. This is
done by considering the event that there is at least a bad cut up to level k − 1.
Let Gi be the event of a good cut at the i
th cut, Gci indicate that the i
th cut is
‘bad’, and Ni the size of node at the i
th cut, i = 1, 2, ..., 2k − 1. Note that, Ni
may also denote the event that the ith cut is on a node with size Ni. This is
for simplicity of description; the exact meaning of Ni should be clear from the
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context.
P (There is at least a bad cut up to level k − 1)
= P
(
∪(2k−1−1)i=1 Gci
)
≤
2k−1−1∑
i=1
P (Gci )
=
2k−1−1∑
i=1
∑
Ni
P (Gci | Ni) · P (Ni)
≤ 2
2k−1−1∑
i=1
∑
Ni
exp
(
−1
2
Ni
(√
1 + − 1)2) · P (Ni) (2)
≤ 2
2k−1−1∑
i=1
exp
(
−1
2
Kn
(√
1 + − 1)2)∑
Ni
P (Ni) (3)
≤ 2k exp
(
−1
2
Kn
(√
1 + − 1)2)
≤ 2k · 2− 12Kn(
√
1+−1)2 .
In the above, (2) uses probability of a bad cut at a node with size Ni (that
is, (1)), and (3) uses the fact that a node stops growing if it has less than Kn
points (thus all nodes except the last level, i.e., the kth level, have more than
Kn points). As Kn = n/(2
k), and n
k2k
→∞, the above probability vanishes as
k → ∞. Thus, the tree is full up to level k (and so far all the cuts are ‘good’)
in probability.
We remain to show that at level k, the diameter of all nodes vanishes in prob-
ability. For k-d trees, the node cuts are along each of the d coordinates in a
round-robin fashion. Thus any given coordinate will be cut once for every d
cuts. By the time we arrive at the kth level of the tree, the total number of cuts
is
Ck = 1 + 2 + 2
2 + ...+ 2k−1 = 2k − 1.
So each coordinate has been cut b(2k − 1)/dc times. We wish to estimate how
much each coordinate has shrunken. As decision trees are invariant w.r.t. mono-
tone transforms on its coordinates, we assume that the marginal distribution
along all coordinates are uniform over [0, 1]. As all the cuts up to level k are
‘good’, each cut would shrink one coordinate of the associated tree node by at
least 1 −
√
1+
2 . It follows that, at the k
th level, all the tree nodes has every
coordinate with a range of size at most(√
1 + 
2
)b(2k−1)/dc
.
Thus, as k →∞, the diameter of a cell containing X vanishes in probability.
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