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Abstract
Suppose G is a standard graded ring over an infinite field. We obtain a sharp lower bound for the regularity
of G in terms of the postulation number, the depth, and the dimension of G. We present a class of examples
in dimension 1 where the postulation number is 0 and the regularity of G can take on any value between 1
and the embedding codimension of G.
Suppose G = grm(R) is the associated graded ring of a Cohen–Macaulay local ring (R,m). We com-
pute the regularity, the reduction number and the postulation number of G and consider the relationship
among these invariants. In the case where dimG − gradeG+  1, a precise description is known as to
how these integers are related. We consider the case where dimG − gradeG+  2, and prove that if
dimG−gradeG+ = 2, then regG = max{p(G)+dimG−1, r(m)}, where p(G) is the postulation number
of G and r(m) is the reduction number of m.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout the paper we will assume all rings are Noetherian and all modules are finite.
Explanations of notation can be found in the excellent book by Bruns and Herzog, [3]. As-
sume that G is a standard graded (or equivalently homogeneous) ring over an Artinian local
ring G0. Associated to a graded module M finitely generated over G we define the Hilbert
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B. Strunk / Journal of Algebra 311 (2007) 538–550 539series, HM(t) =∑∞−∞ hM(n)tn, where hM(n) = λ(Mn), a formal element of Zt[t−1]. Here
λ(Mn) denotes the length of Mn as a G0-module, and hM(n) is called the Hilbert function of M .
The Krull dimension of M , dimM , is the Krull dimension of the ring G/AnnM . Since G is a
standard graded ring, the Hilbert series HM(t) of M has the form
HG(t) = Q(t)
(1 − t)d
where dimM = d and Q(t) is an element of Z[t, t−1], such that Q(1) = 0. The integer Q(1) is
positive and is defined to be the multiplicity e(M) of M .
The postulation number p(G) of a standard graded ring G over a field G0 is defined to be
deg(HG(t)), the degree of the Hilbert series of G as a rational function in t .
Remark 1.1. [3, Theorem 4.4.3] implies
p(G) = max{n ∣∣ hG(n) = qG(t)}= max
{
n
∣∣∣ ∞∑
i=0
(−1)iH iG+(G)n = 0
}
where qG(t) is the Hilbert polynomial of G.
Remark 1.2. A formula of Serre [9, Serre’s formula] states that if G is a standard graded ring
over an Artinian local ring, M is a finitely generated Z-graded module over G, with dimM = m,
then if hM(n) = λG0(Mn) and qM(n) is the corresponding Hilbert polynomial
hM(n) − qM(n) =
∞∑
i=0
(−1)iλG0
(
HiG+(M)n
)
.
Remark 1.2 allows one to extend the definition of postulation number in a natural way to
the case of a standard graded ring over an Artinian local ring. One can extend the notion
of postulation number to finite graded modules over a polynomial ring S = k[x1, . . . , xn] by
defining hM(t) = dimk Mn and HM(t) = ∑∞i=−∞ hM(i)t i = h(t)(1−t)d where d = dimM . Then
p(M) = degHM(t).
We are interested in studying the interaction between Castelnuovo–Mumford regularity, and
other ring invariants. The following definitions illustrate a few of the many approaches to deriving
regularity.
Definition 1.3. Assume G is a standard graded d-dimensional algebra over an Artinian local
ring G0. For a graded G-module N , let end(N) = max{j | Nj = 0} and ai(N) = endHiG+(N).
The regularity, regM , of a finite graded G-module M , is defined as
regM = max{a0(M), a1(M) + 1, . . . , ad(M) + d}.
For a finite graded module M over a polynomial ring, [3, Theorem 4.3.1] implies that regM
can also be defined as follows.
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k[x1, . . . , xn] where k is a field, and let bj be the maximum of the degrees of a minimal set of
generators of Fj , the j th component of F.. Then the regularity of M is regM = max{bj − j}.
Remark 1.5. It follows from Remark 1.2 that in general
p(G)max
{
a0(G), a1(G), . . . , ad(G)
}
,
where ai(G) = endHiG+(G), and that if ∃i such that aj (G) < ai(G) ∀j = i, then p(G) = ai(G).
In addition, regG p(G) + D, where D is the grade of G+.
2. Postulation number and regularity
We are interested in the relationship between postulation number and regularity for a standard
graded ring G. If the positively graded piece G+ has positive grade it is possible to reduce mod-
ulo a homogeneous regular sequence to a ring G′ of smaller dimension such that gradeG′+ = 0
and regG − p(G) = regG′ − p(G′) + dimG − dimG′.
Lemma 2.1. Assume G is a standard graded ring over an Artinian local ring G0 and g is a
homogeneous regular element of G of positive degree a. Then regG/gG = regG + a − 1 and
p(G/gG) = p(G) + a.
Proof. By [11, Corollary 5] regG/gG = regG + a − 1. Consider the following exact sequence
0 → G(−a) → G → G/gG → 0.
By additivity of length
hG/gG(t) = hG(t) − hG(t − a),
where hG(t) = λG0(Gt ) is the Hilbert function of G. For t  0 we obtain
qG/gG(t) = qG(t) − qG(t − a),
where qG(t) is the Hilbert polynomial of G. This implies that p(G/gG)  p(G) + a.
If p(G/gG) < p(G) + a then in particular for p′ = p(G) + a hG/gG(p′) = qG/gG(p′)
and hG(p′) = qG(p′). Therefore hG(p) = hG(p′ − a) = hG(p′) − hG/gG(p′) = qG(p′) −
qG/gG(p
′) = qG(p′ − a) = qG(p). This is a contradiction. This implies that p(G/gG) =
p(G) + a. 
Corollary 2.2. Suppose G is a standard graded ring over an Artinian local ring G0 and g is a
homogeneous regular element of G of positive degree. Then
regG/gG − p(G/gG) + 1 = regG − p(G).
Remark 2.3. Let G be a standard graded ring over an Artinian local ring G0 with dimG = d and
gradeG+ = D. Let G = G/(x1, . . . , xD) where x1, . . . , xD is a homogeneous regular sequence
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the difference between regG and p(G) one can reduce to the case where dimG = d − D.
Theorem 4.4.3 of [3] allows us to derive a lower bound for the regularity of a given standard
graded ring G over a field. Theorem 2.4 improves this bound.
Theorem 2.4. Let G be a standard graded ring of dimension d over a field G0 = k such that
gradeG+ = D. Suppose that HG(t) = 1+q1t+···+qr tr(1−t)d . If qr is positive and dimG − gradeG+ is
odd, or qr is negative and dimG − gradeG+ is even, then
regG p(G) + D + 1.
Proof. We begin by reducing to the case where gradeG+ = 0. If gradeG+ > 0 and g is a homo-
geneous regular element of degree m Lemma 2.2 implies regG/gG − p(G/gG) − (D − 1) =
regG − p(G) − D.
By the short exact sequence
0 → G(−m) → G → G/gG → 0
it follows that HG/gG(t) = (1 − tm)HG(t) = (1+t+···+tm−1)(1+q1t+···+qr tr )(1−t)d−1 .
If HG/gG(t) = 1+q
′
1t+···+q ′r+m−1t r+m−1
(1−t)d−1 then q
′
r+m−1 = qr and dimG − gradeG+ =
dimG/gG − grade(G/gG)+.
Via induction on D if g1, . . . , gD is a homogeneous regular sequence of length D in G and
G = G/(g1, . . . , gD)G then regG−(p(G)+D) = regG−p(G). If HG(t) = 1+q
′
1t+···+q ′r t r
′
(1−t)d−D then
q ′r = qr and dimG − gradeG+ = dimG − gradeG+ = dimG. Therefore we may assume that
gradeG+ = 0.
If G1 is generated by d + n elements over G0 = k then G = S/I where S is the polynomial
ring k[x1, . . . , xd+n]. Note n is the embedding codimension of G. Using [3, Proposition 1.5.15]
and the Auslander–Buchsbaum formula [3, Theorem 1.3.3] we deduce that the minimal graded
free resolution of G over S is of the form
0 → Fd+n → Fd+n−1 → ·· · → S → G → 0,
where Fi =⊕S(−j)βi,j . Here βi,j is called a graded Betti number of G.
Multiplying the numerator and the denominator of HG(t) by (1 − t)n we obtain
HG(t) = 1 + · · · + (−1)
nqr t
r+n
(1 − t)d+n =
SM(t)
(1 − t)d+n .
Here SM(t) denotes the polynomial given in [3, Lemma 4.1.13]. Since qr = 0 it follows that
S(−(r + n)) is a summand of some Fi in the minimal graded free resolution of G. Therefore the
regularity of G is at least r − d = p(G).
Suppose qr < 0 and d is even. If n is even, then (−1)nqr < 0 and d+n is even. If (−1)nqr < 0
and d + n is even, then S(−(r + n)) is a direct summand of some Fi where i < d + n.
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numbers
∑d+n
0 (−1)iβ(i,r+n). If d + n is even and (−1)nqr < 0 then
β(1,r+n) + β(3,r+n) + · · · + β(d+n−1,r+n) > β(0,r+n) + β(2,r+n) + · · · + β(d+n,r+n).
If S(−(r + n)) is a summand of Fd+n only then 0 > β(d+n,r+n) which is a contradiction. Hence
S(−(r + n)) is a summand of some Fi where i < d + n.
This implies that regG r − d + 1 = p(G) + 1 as p(G) = r − d .
Now assume qr < 0 and d is even. If n is odd (−1)nqr > 0 and d + n is odd. If (−1)nqr > 0
and d +n is odd, then S(−(r +n)) is a direct summand of some Fi where i < d +n. This follows
in a similar way as above. Therefore regG r − d + 1 = p(G) + 1.
Hence if qr < 0 and dimG − gradeG+ is even then regG p(G) + D + 1.
We argue in the same manner for qr > 0 and d odd using the above argument. 
Corollary 2.5. Suppose G is a standard graded ring of dimension 1 over an infinite field G0 = k.
If HG(t) = 1+q1t+···+qr tr1−t and qr is positive then regG p(G) + 1.
Proof. If gradeG+ = 0 then by Theorem 2.4 regG  p(G) + 1. If gradeG+ = 1 then G is
Cohen–Macaulay and by Lemma 2.2 regG = p(G) + 1. 
For n and m arbitrary integers the following family of examples provides graded ring G
such that p(G) = reg(G) where dimG − gradeG+ = n and p(G) = m. With notation as in
Theorem 2.4 if n is odd qr is negative. If n is even, qr is positive.
Example 2.6. Let S be the polynomial ring S = k[x1, x2, . . . , xn, y, z] where k is a field. Let
I be the ideal (x1y, x2y, . . . , xny, y2, yz, x1z, x2z, . . . , xnz, zm)S. Let G = S/I . Then G+ has
grade 0. The graded pieces of G have the following structure as vector spaces over k, where x¯
denotes the image in G,
G0 = 〈1〉,
G1 = 〈x1, x2, . . . , xn, y¯, z¯〉,
G2 =
〈
(x1, x2, . . . , xn )
2, z¯2
〉
,
. . .
Gj =
〈
(x1, x2, . . . , xn )
j , z¯j
〉
.
This implies that HG(t) = 1(1−t)n + 2t + t2 + t3 + · · · + tm−1 = 1+(1−t)
n(2t+t2+···+tm−1)
(1−t)n . This
means that p(G) = m − 1 and dimG = n.
The ideal (x1, x2, . . . , xn )G generates an ideal primary for G+. To compute the regularity
of G we can consider the modified ˇCech complex,
0 → C0 → C1 → ·· · → Cn → 0
where Cj =⊕G[ 1xi1 , . . . , 1xij ] is the direct sum of localizations of G with respect to the elements
x1, . . . , xn taken j at a time.
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Note that since powers of xi annihilate y¯ and z¯ then G[ 1xi ] ∼= k[X1,X2, . . . ,Xn, 1Xi ] where
Xi are indeterminates over k. In particular if S′ = k[X1, . . . ,Xn], and we examine the modified
ˇCech complex on the ideal (X1, . . . ,Xn)S′,
0 → C′0 → C′1 → ·· · → C′n → 0
then Ci ∼= C′i for all i > 0. The image of the map Ci → Ci+1 is isomorphic to the image of the
map C′i → C′i+1 for i  0, and the kernel of the map Ci → Ci+1 is isomorphic to the kernel of
the map C′i → C′i+1 for i > 0. This means that ai(G) = ai(S′) for i > 0. In particular this implies
that regG = m − 1. Therefore regG = p(G).
Recall that gradeG+ = 0, dimG = n, and HG(t) = 1+(1−t)n(2t+t2+···+tm−1)(1−t)n . Write HG(t) =
1+q1t+q2t2+···+qr tr
(1−t)n . If n is odd then qr < 0, and if n is even then qr > 0.
Remark 2.7. It is natural to ask about the difference between the postulation number and reg-
ularity of G. In general, given the Hilbert function hG(t), of G there exists only a finite set of
monomial ideals I such that hG(t) = hS/I (t). Since regS/in(I ) = regS/gin(I ) with respect
to the reverse lex order, [2], only a finite number of values for regG are possible. Theorem 2.8
gives an example of a family of standard graded rings G for which all possible values for regG
are obtained.
Theorem 2.8. Let n be a positive integer greater than 2, let k be an infinite field, and let S be the
polynomial ring k[x1, . . . , xn]. For each integer r such that 1 r  n− 1 there exists a homoge-
neous standard graded S-algebra Gr,n ∼= S/I such that HGr,n(t) = 1+(n−1)t1−t and regGr,n = r .
Proof. For a given n and r let G = Gr,n. For r = 1 let G ∼= S/(x1, . . . , xn−1)2. It is easy to see G
is Cohen–Macaulay and HG(t) = 1+(n−1)t1−t . By [11, Corollary 5] regG = regG/gG = 1 where
g is a regular element of degree 1.
For r > 1, consider the following construction,
N1 = (x1, . . . , xn),
N2 =
(
x21 , x1x2, . . . , x1xr , x
2
2 , x
2
3 , . . . , x
2
n−r+1
)
,
. . .
Ni =
(
xi1, x
i−1
1 x2, . . . , x
i−1
1 xr−i+2, x
i−2
1 x
2
2 , . . . , x
i
2, x
i
3, . . . , x
i
n−r+1
)
,
. . .
Nr =
(
xr1, x
r−1
1 x2, . . . , x1x
r−1
2 , x
r
2, x
r
3, . . . , x
r
n−r+1
)
,
Nr+1 =
(
xr+11 , x
r
1x2, . . . , x1x
r
2, x
r+1
3 , . . . , x
r+1
n−r+1
)
,
. . .
Nk =
(
xk1 , x
k−1
1 x2, . . . , x
k−r
1 x
r
2, x
k
3 , . . . , x
k
n−r+1
)
,
. . . .
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To see this fact first we first prove the following claim.
Claim. If m is a monomial of degree j and m is an element of Nj , then m is not an element of I .
Proof. To prove the claim, note by construction m is one of the following forms:
m = xj1 : Then m is a multiple of xk1 where k  j which is an element of Nk , so m is not an
element of I .
m = xj−11 xh: In which case m/xk1 and m/xk1xh are the divisors of m, where k  j − 1, and
are elements of Nj−k−1, so m is not an element of I .
m = xj−h1 xh2 : In which case m/xk1 and m/xk1xl2 are the divisors of m, where k  j − h and
l  h and are all elements of Nj−k−l−1, so m is not an element of I .
m = xj2 : In which case xj2 is a multiple of xk2 where k  j is an element of Nk , so m is not an
element of I .
m = xjh where 3 h n− r +1: In which case xjh is a multiple of xkh and k  j is an element
of Nk , so m is not an element of I .
This shows that if m is a monomial of degree j and m is an element of NJ , then the divisors
of m are all elements of some Nk , and so m is not an element of I . This completes the proof of
the claim. 
Since xr+12 is an element of I and xr2 is not this implies that regG r .
Using the following modified ˇCech complex we can compute the local cohomology of G,
where x¯ denotes the image in G.
0 → G → G
[
1
x1 + x3 + x4 + · · · + xn−r+1
]
→ 0.
This shows that a0(G) = r − 1 since H 0G+(G)r−1 ∼= x1 r−2x3G if r > 2. If r = 2 then
H 0G+(G)r−1 ∼= xnG and H 0G+(G)r = 0. In addition a1(G) = r − 1 because H 1G+(G)r−1 ∼=
x2 r
x1+x3+···+xn−r+1 G and H
1
G+(G)r = 0. So regG = r . 
It is possible to bound regG above by a function of the embedding dimension of G and the
postulation number p(G), as the following theorem suggested by the referee demonstrates.
Theorem 2.9. Let G be a standard graded ring over a field k with embedding dimension n and
postulation number p(G). Then regG is bounded above by a function of n and p(G).
Proof. For t > p(G) qG(t) = hG(t)
(
n+t−1
t
)
. Since degqG(t) n − 1 we may choose n pos-
itive integers t = p(G) + 1, . . . , p(G) + n to determine the linear coefficients of qG(t) as a
function of p(G) and n by solving a system of n linear equations. This implies that there exists
a finite number of Hilbert polynomials for G, and similarly as hG(t) 
(
n+t−1
t
)
for t  p(G),
there exists a finite number of Hilbert functions of G.
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S = k[x1, . . . , xn], such that p(S/I) = p(G) and hence a finite number of values for regG.
Define:
X = {monomial ideals I ⊆ S ∣∣ p(S/I) = p(G)}.
Then regG  max{regS/I | I ∈ X}. By [12, 2.2] regG  max{regS/I | I ∈ X}  max{regS/
Lex(I ) | I ∈ X}. Because the coefficients of pG(t) are functions of p(G) and n then by [4, 2.5]
regG is bounded by a function in p(G) and n. 
3. Associated graded rings of Cohen–Macaulay local rings
Setting 3.1. Throughout this section, we assume that (R,m) is a d-dimensional Cohen–
Macaulay local ring, the residue field R/m is infinite, I is an m-primary ideal, and G = grI (R)
is the associated graded ring of I .
Many of the definitions made earlier in the graded setting can be extended naturally to local
rings (R,m) by considering the associated graded ring grm(R). This is a standard graded ring
over the field R/m with the same dimension as R. In this setting, the Hilbert function of grm(R)
measures the minimal number of generators of powers of m, or more explicitly, λ(grm(R)n) =
μ(mn) where μ(I) is the minimal number of generators of an ideal I of a local ring (R,m).
One defines the Hilbert series, the Hilbert polynomial, the multiplicity, and the postula-
tion number of a local ring (R,m) to be the corresponding invariant of the associated graded
ring grm(R).
Superficial elements have played an important role in the study of ring invariants such as
regularity and reduction number. A homogeneous element x in a graded Noetherian ring G is
superficial if x ∈ G1 and (0 :G x)n = 0 for all n sufficiently large. A sequence x1, . . . , xt of
homogeneous elements of G is a superficial sequence if x1 is superficial, and the image of xi
is superficial in the ring G/(x1, . . . , xi−1), for 1  i  t . There is a natural extension of the
definition of superficial elements in a graded ring to elements in an ideal I by considering the
associated graded ring of R with respect to I .
The following result of Marley establishes certain restrictions on the invariants ai(G) in the
case where G is the associated graded ring of an m-primary ideal of a Cohen–Macaulay local
ring (R,m).
Theorem 3.2. (See [10, Theorem 2.1] (Marley).) Let (R,m) be a Cohen–Macaulay local ring of
dimension at least 1, and let G = grI (R), where I is an m-primary ideal. Let t = grade(G+).
Then at (G) < at+1(G).
Hoa was able to prove a more general result [7, 5.2].
There has been great interest in the reduction number of an ideal, and the regularity of the
associated graded ring has a natural application to this topic. The following well-known result of
Trung shows a connection between reduction number and regularity:
Theorem 3.3. (See [14, 3.2] (Trung).) Assume that (R,m, k) is local, where k := R/m is infinite,
that I is a proper ideal of R with analytic spread , G = grI (R), and that J is a minimal
reduction of I . Then: max{a(G) + , . . . , ad(G) + d} rJ (I ) regG.
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We are interested in examining the relationship between regularity and postulation number in
Setting 3.1 for the ring G. With the additional hypothesis that gradeG+ = d − 1, Marley proved
the relationship between regularity and postulation number recorded in [10, Corollary 2.2].
Theorem 3.4. (See [10, Corollary 2.2] (Marley).) Let (R,m) be a d-dimensional Cohen–
Macaulay local ring, I be an m-primary ideal, and G = grI (R). If gradeG+  d − 1, then
regG = p(G) + d = r(I ) where r(I ) = min{rJ (I )} over all minimal reductions J of I .
With notation as in Setting 3.1, a natural goal is to extend Theorem 3.4 to the case where
gradeG+ = d − 2. We first prove a general result about the relationship between the regularity
of the associated graded ring of a Cohen–Macaulay ring and the postulation number.
Lemma 3.5. Suppose (R,m) is a Cohen–Macaulay local ring of dimension d , d  1, I is an
m-primary ideal, and G = grI (R). Let D = gradeG+ and let p(G) be the postulation number
of G. Then if D < d :
regG p(G) + D + 1.
Proof. By Theorem 3.2, regG = max{aD(G) + D, . . . , ad(G) + d} = max{aD+1(G) + D + 1,
. . . , ad(G) + d}max{aD+1(G), . . . , ad(G)} + D + 1 p(G) + D + 1. 
In Theorem 3.6, we obtain a relationship involving regularity, postulation number and reduc-
tion number that holds if gradeG+ = d − 2.
Theorem 3.6. Suppose that (R,m) is a d-dimensional Cohen–Macaulay local ring with d  2,
I is an m-primary ideal, and G = grI (R) with gradeG+ = d − 2. Let J be an arbitrary minimal
reduction of I , and let p(G) be the postulation number of G. Then one of the following is true:
(1) regG = p(G) + d − 1,
(2) regG = p(G) + d and regG = p(G) + d = rJ (I ),
(3) rJ (I ) = regG.
Proof. By Remark 2.3 and [8, 1.1], one can reduce to the case where gradeG+ = 0 and dimG
2.
If dimG 1, then regG = p(G) + d by Theorem 3.4.
If dimG = 2, then by applying the result of Marley, Theorem 3.2, we can reduce to 3 cases:
(1) a1(G) > a2(G), and a1(G) > a0(G);
(2) a0(G) < a1(G) < a2(G);
(3) a0(G) < a1(G) = a2(G).
By applying Serre’s formula, Remark 1.2, we can see that in case (1), regG = p(G) + 1.
In case (2), we can see that regG = p(G) + 2 and regG = r(I ) by Theorem 3.3. In case (3),
Theorem 3.3 shows that regG = r(I ), and r(I ) = rJ (I ) for all minimal reductions J of I . 
We can immediately derive the following result:
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G = grI (R) where I is an m-primary ideal, and gradeG+ = d − 2. Then
regG = max{p(G) + d − 1, rJ (I )}
where J is an arbitrary minimal reduction of I .
The following example illustrates that under the assumptions of Corollary 3.7, it is possible
for regG = r(I ) > p(G) + d − 1.
Example 3.8. Let R = ks4, s5, s11, t6, t7, t15. We can show
HR(t) = 1 + 4t + 5t
2 + 4t3 + 4t4 + 2t5 + 3t6 + t8
(1 − t)2 .
Let G = grm(R) where m is the maximal ideal of R.
Therefore G ∼= S/(xz, yz, z2, y4,w2, uw,wv3, v6) where S = k[x, y, z,u, v,w]. The mini-
mal graded free resolution of G is given by
0 → S(−10) →
S(−11)⊕
S(−9)5⊕
S(−7)
→
S(−12)⊕
S(−10)7⊕
S(−8)11⊕
S(−6)5
→
S(−11)2⊕
S(−9)8⊕
S(−7)12⊕
S(−6)⊕
S(−5)9⊕
S(−4)
→
S(−10)⊕
S(−8)4⊕
S(−7)⊕
S(−6)5⊕
S(−5)3⊕
S(−4)6⊕
S(−3)4
→
S(−6)⊕
S(−4)2⊕
S(−2)5
→ S → G → 0.
Since the ideal (x¯, u¯) is primary to G+, where x¯ denotes the image in G, we can use it to calculate
the modified ˇCech complex
0 → G →
G[1/x¯]⊕
G[1/u¯]
→ G[1/xu ] → 0.
Since xwv 2 is an element of H 0G+(G), this implies that a0(G) = 4.
The element (y¯3wv 2/x¯,0) is in the kernel of the map G[1/x¯] ⊕G[1/u¯] → G[1/xu ] and not
in the image of the map G → G[1/x¯] ⊕ G[1/u¯] so a1(G) = 5.
The element y¯3v¯5/xu is an element of G[1/xu ] not in the image of the map G[1/x¯] ⊕
G[1/u¯] → G[1/xu ]; therefore a2(G) = 6. This implies regG = 8 = reg2 G = r(m) > p(G) +
d − 1.
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G = grm(R) then gradeG+ = 0, and reg(G) = p(G) + dimG − 1.
Example 3.9. Let R = kx1, x2, x3, x4, x5/(x21 + x52 , x1x2 + x44 , x1x3 + x35) and G = grm(R).
Then G = S/I where S = k[a, b, c, d, e] and
I = (a2, ab, ac, ad4, ae3, be3, b7, d4e3 + b6c, e6).
By using Macaulay 2 [1], we can derive that I has primary decomposition
I = (a, be3, b7, d4e3 + b6c, e6)∩ (c, ab, a2, be3, ae3, d4, e6, b7)
where (c, ab, a2, be3, ae3, d4, e6, b7) is the embedded component primary to the ideal (a, b, c,
d, e).
The graded ring G has minimal graded free resolution
0 → S(−11) →
S(−12)⊕
S(−10)3⊕
S(−8)⊕
S(−7)
→
S(−11)3⊕
S(−9)4⊕
S(−8)⊕
S(−7)3⊕
S(−6)3⊕
S(−4)
→
S(−10)2⊕
S(−8)4⊕
S(−7)2⊕
S(−6)3⊕
S(−5)4⊕
S(−3)3
→
S(−7)2⊕
S(−6)⊕
S(−5)⊕
S(−4)2⊕
S(−2)3
→ S → G → 0.
This implies regG = 8. The postulation number of G is p(G) = 7 which is derived from the
Hilbert series of G, HG(t) = 1+3t+3t2+4t3+3t4+3t5+3t6+t7+t8−t9(1−t)2 . So regG = p(G) + d − 1.
The ideal (c¯, d¯) is primary for G+, where x¯ denotes the image in G, so we may derive the
modified ˇCech complex to investigate further
0 → G →
G[1/c¯]⊕
G[1/d¯]
→ G[1/cd ] → 0.
The element ad 3e¯2 is in H 0G+(G), which implies that a0(G) = 6. The element (d¯3e¯5/c¯, b¯6e¯2/d¯)
is in the kernel of the map G[1/c¯]⊕G[1/d¯] → G[1/cd ], and is not in the image of the previous
map. Therefore a1(G) = 7 since a1(G) + 1  regG. The element e¯2b¯5/cd is in G[1/cd ] and
not in the image of the previous map, so a2(G) 5.
The ideals (c¯, d¯) and (c + e, d + e ) are reductions of G+, with r(c¯,d¯)(G+) = 8 and
r(c+e,d+e )(G+) = 7. In particular, this shows that rJ (G+) depends on the choice of minimal
reduction J , and is not invariant. Note this implies that a2(G) = 5.
In the following application of Corollary 3.7 provides an alternate proof of a result by Wu:
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Macaulay ring having an infinite residue field where d  2, and let I be an m-primary ideal.
Assume that grade grI (R)+  d − 2. Let PI (n) denote the Hilbert–Samuel polynomial of the
function λ(R/In). Let n(I) = max{n | λ(R/In) = PI (n)}. Then
(4.1) if r(I ) n(I) + d − 1, then r(I ) is independent of choice of reduction J .
(4.2) If r(I ) < n(I) + d , then rJ (I ) < n(I) + d for every reduction J of I .
Proof. First we prove that n(I) = p(G), where G = grI (R). By additivity of length
λ(R/In+1) − λ(R/In) = hG(n), so by considering t > max{n(I),p(G)} it follows that
PI (t + 1) − PI (t) = pG(t).
If t > n(I) then hG(t) = λ(R/I t+1) − λ(R/I t ) = PI (t + 1) − PI (t) = pG(t). There-
fore n(I)  p(G). Assume t = n(I) and n(I) > p(G). Then pG(t) = hG(t) = λ(R/I t+1) −
λ(R/I t ) = PI (t + 1) − λ(R/I t ) which implies λ(R/I t ) = PI (t). This is a contradiction. So
n(I) = p(G).
The remainder of the proof is now an easy corollary to Corollary 3.7 and Theorem 3.3. 
An application of Corollary 3.7 suggested by the referee is a different proof of the following
result by Hoa [6, 3.7]:
Theorem 3.11. Let (R,m) be a two-dimensional Cohen–Macaulay local ring. Let I be an
m-primary ideal of R. Let PI (n) denote the Hilbert–Samuel polynomial of the function λ(R/In).
Let n(I) = max{n | λ(R/In) = PI (n)} and c(I ) = max{n | I˜ n = In}, where I˜ n denotes the
Ratliff–Rush closure of In. If n(I) = c(I ), then rJ (I ) is independent of the choice of the minimal
reduction J of I .
Proof. By [5, 2.14] we may assume c(I )  n(I). Let G = grI (R). By 3.2 we may assume
gradeG+ = 0. We may also note that n(I) = p(G). Let T denote the Rees algebra of I . Then
a2(T ) a2(G) by [15, 3.1]. By [13, 2.4] n(I) = c(I ) implies a2(T ) = max{n(I), c(I )} n(I),
and so by Theorem 3.3 rJ (I ) a2(G) + 2 > p(G) + 1. By Corollary 3.7 regG = rJ (I ). 
Using Corollary 3.7 and Theorem 3.4 we can prove the following interesting result:
Corollary 3.12. If (R,m) is a Cohen–Macaulay local ring of dimension d  2, G = grm(R),
and regG p(G) + d , then r(m) = rJ (m) for all minimal reductions J of m.
Proof. If dimR  1, then by Theorem 3.4, regG = rJ (m)  r(m) = regG. If dimR = 2 and
gradeG+ > 0, then by Theorem 3.4 regG = rJ (m)  r(m) = regG. If gradeG+ = 0, then
by Corollary 3.7 regG = rJ (m)  r(m) = regG, since regG  p(G) + d , and so rJ (m) =
r(m). 
Corollary 3.12 leads to a natural question. If regG p(G)+ d for the associated graded ring
of a Cohen–Macaulay local ring, is rJ (m) invariant for any minimal reduction J of m?
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