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In classical and single-particle settings, non-trivial band topology always gives rise to robust
boundary modes. For quantum many-body systems, however, multiple topological fermions are not
always able to coexist, since Pauli exclusion prevents additional fermions from occupying the limited
number of available topological modes. In this work, we show, through IBM quantum computers,
how one can robustly stabilize more fermions than the number of topological modes through specially
designed 2-fermion interactions. Our demonstration hinges on the realization of BDI- and D-class
topological Hamiltonians of unprecedented complexity on transmon-based quantum hardware, and
crucially relied on tensor network-aided circuit recompilation approaches beyond conventional trot-
terization. We also achieved the full reconstruction of multiple-fermion topological band structures
through iterative quantum phase estimation (IQPE). All in all, our work showcases how advances
in quantum algorithm implementation enables NISQ-era quantum computers to be exploited for
topological stabilization beyond the context of single-particle topological invariants.
I. INTRODUCTION
Many-body quantum effects like particle statistics and
Hubbard interactions underscore some of the most excit-
ing condensed matter phenomena, such as superconduc-
tivity and fractionalization [1–12]. Their interplay with
single-particle properties like band topology is particu-
larly fascinating, with rich fractionalized quasiparticles
emerging out of Coulomb repulsion within dispersion-
less Landau levels, for instance. But unlike in purely
single-body settings, particle statistics often play a cen-
tral role, determining all Fermi surface properties like
electrical conductivity. In topological systems, Pauli ex-
clusion also implies that topological robustness is only
conferred upon the few electrons occupying the limited
number of topological modes [13, 14].
Compared to single-body topological phenomena re-
alizable in classical metamaterials, novel many-body
phases are traditionally much harder to engineer and
physically demonstrate. This is due to challenges in
accessing and manipulating intrinsically fragile quan-
tum states, unlike the macroscopic classical degrees of
freedom of photonic, acoustic and electrical circuit lat-
tices [15–30]. Fortunately, there is considerable recent ex-
perimental progress in various quantum systems such as
ultracold atomic lattices [31, 32], photonic systems [33],
silicon [34] and trapped ion systems [35, 36], which make
Richard Feynman’s vision [37, 38] of utilizing quantum
systems to simulate quantum Hamiltonians a reality.
Of particular versatility are universal quantum sim-
ulators, also known as quantum computers, which al-
low arbitrary quantum systems to be simulated, thereby
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in principle enabling any quantum phenomenon to be
physically realized. Through the appropriate design
of sequences of quantum operations, known overall as
quantum algorithms, quantum computers are capable of
performing a vast array of computational tasks, some
at polynomial or exponential resource advantage over
classical algorithms [39–42]. Indeed, even in the cur-
rent noisy intermediate-state quantum (NISQ) era, quan-
tum computers have already shown great promise, with
demonstrations of quantum supremacy in limited set-
tings [43, 44], mapping topology in parameter space [45],
the achievement of chemical accuracy in intermediate-
scale electronic structure calculations [46], and in neu-
tron scattering and exotic magnetic phenomena simula-
tions [47–50].
This work shall employ computations made with IBM
quantum computers, which not only rank favourably with
other cutting-edge platforms [51, 52] in hardware per-
formance, such as gate fidelities and decoherence times,
but is also fully accessible via the cloud. IBM Quantum
(IBM Q) currently offers access to up to 65-qubit ma-
chines based on superconducting transmon qubits, and
provides an open-source software development kit called
Qiskit [53, 54]. Thus far, IBM Q has been success-
fully utilized in simulating spin models [55], global quan-
tum quenches [56], quantum chemistry problems [57, 58],
topological phenomena [59–62], machine learning [63, 64]
and various other applications [55, 65–67].
We emphasize that quantum computation in the cur-
rent NISQ-era is still plagued with significant limita-
tions. Main bottlenecks include low gate fidelity, deco-
herence, limited qubit connectivity and limited number
of qubits [68, 69], which together impose constraints on
circuit depth and structure. Amidst qubit noise and read-

































rent priority is hence the development of error mitigation
and circuit optimization approaches that maximize com-
putational capability within hardware bounds, thereby
enabling the practical use of quantum simulators in con-
texts where classical simulators, for example electrical
circuits, are inadmissible.
In this work, we push the state-of-the-art in the quan-
tum simulation of lattice systems by stabilizing BDI- and
D-class topological boundary states on a quantum com-
puter for the first time, and demonstrating a full band-
structure reconstruction of the extended Kitaev model,
also for the first time, through iterative quantum phase
estimation (IQPE) for up to 2 effective fermions. Com-
pared to existing quantum computer realizations of other
topological states [59–62], some which are performed in
parameter space, ours was performed on a longer (12-
qubit) chain with physical open boundaries that host
topological modes. Furthermore, our parent fermionic
extended Kitaev Chain (KC) Hamiltonian with multiple
non-local couplings presented unprecedented demands on
circuit depth and complexity, necessitating the use of
tensor network-aided circuit recompilation techniques be-
yond traditional trotterization. Importantly, we also ex-
ploited the quantum nature of the IBM machine by engi-
neering effective interactions that serve to stabilize more
fermions than originally allowed by the number of topo-
logical zero modes (up to 2), physically realizing a novel
few-body phenomenon that has not been possible in ex-
isting classical realizations of BDI- and D-class topolog-
ical phases of matter.
II. RESULTS
A. Physical motivation and models
Topological robustness is a highly sought-after prop-
erty exemplified by the extraordinarily long survival du-
ration of boundary states in specially designed topologi-
cal lattices [70–76]. This robustness has inspired various
potential applications like topological lasers, intercon-
nects and sensors [77–82], and originates from the integer
quantization of topological invariants characterizing the
lattice band structure [14, 83]. While non-trivial topol-
ogy has been demonstrated in a wide variety of classical
metamaterials, true quantization of the response can only
be observed in quantum settings1, since classical excita-
tions are analog signals which can be arbitrary large.
Yet, a fully quantum topological fermionic system
is also limited by the fact that there can only be
as many topological fermions as available topological
modes. Since the latter is determined by the topological
invariant, which is typically an integer of order O(100), it
will be of great scientific and practical interest to probe
1 But see Refs. [84] and [85].
how quantum interactions can also enhance the number
of robustly surviving fermions beyond what is dictated
by the topological invariant. We shall first introduce
our topological lattice models, and later discuss how spe-
cific interactions preserve the fidelity of multiple fermions
by hosting many-body states that are adiabatically con-
nected to non-interacting topological states.
In this work we simulate, for the first time on a quan-
tum computer, the extended Kitaev model [86, 87] shown
in Eq. (1), which is a 1D open chain containing next-
nearest neighbour (NNN) couplings in addition to its un-















































for N unit cells, chemical potential µ, tunneling coeffi-
cients v1,2, superconducting pairing ∆1,2, relative phase
φ, and fermionic operators cj , dj respectively acting on
the A- and B-sublattices of the j-th unit cell.
Our model HKC is an extension of the standard Kitaev
chain model that has been intensely studied for hosting
Majorana zero modes [88, 89], which is of particular inter-
est to fault-tolerant topological quantum computing [90–
94]. Its extra degrees of freedom in Eq. (1) allows for
smooth tuning across the BDI- and D- symmetry pro-
tected topological (SPT) classes elaborated below, and
will ultimately also be useful in the design of interactions
that preserve the robustness of multiple fermions.
When φ = 0, HKC preserves time-reversal symme-
try (TRS) in additional to parity and charge conjuga-
tion symmetry, and belongs to the BDI class of the
tenfold-way topological classification [95], characterized
by a winding number ν ∈ Z. Our particular model pos-
sesses ν = 0, 1, 2 regimes, the first trivial and the latter
two respectively exhibiting 2-fold and 4-fold degeneracy
of midgap topological modes localized at either bound-
ary. Mathematically, 2πν corresponds to the winding
of its Berry phase across one Brillouin zone period (see
Methods A).
When φ 6= 0, TRS is broken and HKC falls into the D-
class characterized by Z2 invariant, with its topologically
trivial/non-trivial phases respectively labeled by Berry
phase winding γ = 0, π which encapsulates the relative
configurations of the k and −k paths [86, 87]. This D-
class phase minimally requires NNN couplings, unlike the
BDI class which contains the extremely well-known Su-
Schrieffer-Heeger (SSH) model [96–100], and is thus much
less frequently investigated let alone realized in quantum
settings [101]. We note that the SSH model, which we
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shall also simulate as an introductory example, exists as








wd†jcj+1 + h.c., (2)
with v, w intra-cell and inter-cell hopping coefficients.
B. Quantum simulation of state evolution
We next discuss how fermionic state dynamics are
studied on quantum computers. Given an initial
state |ψ0〉 and a time-independent Hamiltonian H ∈
{HSSH, HKC}, the time-evolved state is |ψ(t)〉 =
U(t) |ψ0〉, with propagator U(t) = e−iHt. Traditional
implementation of U(t) on quantum circuits entails ex-
panding H in the spin-1/2 basis and employing trotter-
ization [102–104]; but acceptable trotterization error re-
quires numerous time steps, yielding deep circuits. Fur-
thermore, each trotter step, comprising terms e−iβσσ∆t
for Pauli strings σ and coefficients βσ (See Methods
C), requires layers of entangling gates scaling with the
weight of σ, thus impairing its usefulness for models
with longer-range couplings. To transcend these limi-
tations, we employ an implementation strategy known
as circuit recompilation [105–108]. A circuit ansatz (Fig-
ure 1c) comprising nL ≤ 8 repetitive layers of U3 ro-
tation and CX entangling gates is iteratively optimized,
through tensor network-based quantum simulation [109],
to approach the intended unitary. Specifically, the U3
angles χ = (θ,φ,λ) are fine-tuned with noise-robust L-
BFGS-B with basin-hopping (see Methods C). This tech-
nique yields order-of-magnitude shallower circuits than
trotterization at comparable error rates, and is critical in
our acquisition of high-quality experiment data on NISQ
hardware.
A schematic of the time-evolution circuit is given in
Figure 1b, comprising the |ψ0〉 initialization, recompiled
U(t) propagator, and readout. Through computational-
basis measurements on simulation qubits, the occupancy
O = [〈O1〉 〈O2〉 . . . 〈On〉]ᵀ for Oj = c†jcj = (1 − σzj )/2
along the chain is retrieved. The extent of evolution away
from |ψ0〉, whose occupancy is O0, is then assessed via
a metric of occupancy fidelity 0 ≤ FO = |OᵀO0|2 ≤ 1.
We employ error mitigation techniques to improve the
quality of hardware results—first, readout error mitiga-
tion (RO) reverses bit-flips during measurement based on
prior calibration of qubits [53, 56, 110–112]; second, post-
selection (PS) is performed on particle number [56, 113].
Indeed, since HSSH and HKC are number-conserving,
time-evolved states that fall outside the particle number
sector of |ψ0〉 are unphysical and can be discarded; no ad-
ditional circuit depth is incurred since the measurements
for O suffice. To feasibly accommodate the number of
qubits n used in our simulations (7 ≤ n ≤ 13), we adopt
a tensored RO scheme that differs from the open-source
implementation in Qiskit [53]. See Methods C for tech-
nical details of our abovementioned quantum simulation
methods.
A conceptual remark pertains to the mapping between
the fermionic models and the spin-1/2 qubits on the
quantum computers. In traditional trotterization, the
Jordan-Wigner or Bravyi-Kitaev transforms [69, 102–
104, 114] map the fermionic Hamiltonian into spin chains;
the constituent Pauli strings are then naturally express-
ible on quantum circuits. Using circuit recompilation, an
approximate mapping between the fermionic and spin-
1/2 bases still necessarily exists, but is dynamically de-
termined during optimization.
C. Persistent boundary modes from topological
protection
As the first experiments on the IBM quantum com-
puter, we demonstrate that initial states at the boundary
survive much longer when the Hamiltonian is topologi-
cal. We emphasize that this is true for for a large set of
boundary states, not just topological eigenstates. For a
start, various perfectly localized 1-fermion initial states
defined in Table I are evolved via HSSH and HKC.
We present 1-particle time-evolution results for HSSH
in Figure 1d, comparing raw data, data with RO and PS
mitigation, and data with both. The effectiveness of the
error mitigation methods is clear, with the occupation
fidelity of all initial states approaching close to exact di-
agonalization (ED) results with RO and PS applied. The
stability, i.e. persistence, of the initial state is quantified
via the occupancy fidelity FO; the slower the decay in
FO, the more stable the state. As expected, the decay of
the initial states |1L〉, |1R〉 localized at the left and right
boundary sites are slow in the topological regime, com-
pared to that of the middle-localized state |1M〉, which
overlaps negligibly with topological boundary modes; by
contrast, in the trivial regime topological protection does
not exist and all states decay quickly.
For HKC with NNN couplings, even relatively delocal-
ized initial states can exhibit slow decay. We determine
‘idealized’ maximally localized boundary modes that are
adiabatically connected to topological eigenstates (see
Methods A), that exhibits negligible decay, such as to
facilitate the design of more general persistent states. In
the BDI class, they are |1L1 〉 and |1L2 〉 as defined in Ta-
ble I, which are localized on the first and second unit
cells2 respectively. From Figure 1f, |1L1 〉 (and |1R1 〉) are
robust for both ν = 1 and 2 topological sectors, but
|1L2 〉 (and |1R2 〉) are robust only for the ν = 2 sector,
which supports two topological boundary modes at each
end. For D-class HKC systems with nonzero φ and NNN
couplings, the four idealized boundary states are each
2 First pair and second pair of sites.
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FIG. 1. Quantum circuits for (a) time-evolution and (b) iterative quantum phase estimation (IQPE) for reconstructing band
structure eigenergies; (c) circuit recompilation ansatz for the propagator e−iHt, comprising an initial layer of U3 gates and then
successive layers of entangling CXs and single-qubit rotations. (d) 1-particle time-evolution results forHSSH, with well-preserved
occupancy fidelity for perfectly boundary-localized |1L,R〉 states when ν = 1, and rapidly decaying occupancy fidelity for ν = 0
(non-topological) cases and all middle-localized |1M〉 states. While raw hardware data already agrees qualitatively with exact
diagonalization (ED) results, the agreement becomes excellent with RO and PS error mitigation. (e) Exact topological state
wavefunctions at the left boundary, which constitute the dominant components of our 1-site, 2-site and 4-site boundary-localized
initial states detailed in Table 1. (f) 1-particle time-evolved occupation fidelity and spatial state density for BDI-class HKC
in topological (ν = 2) and trivial (ν = 0) phases; and D-class HKC with φ = π/4 in topological (γ = 0) and trivial phases.
Like before, boundary localized states persist much longer when the system is topological, despite not being exact eigenstates.
Middle initial states recur periodically due to boundary reflection from finite system length. (g) IQPE-obtained single-particle
band structures for HSSH and HKC, with topological phase transitions marked by changes in 2ν, the number of degenerate
midgap (E = 0) states. For HKC, parameters are held at v1 = v2 = ∆1 = ∆2 ≡ v, with φ = 0 for BDI-class and φ = π/4
for D-class (full parameter specifications in Table II). All time-evolution results are computed on chains with N = 6 unit
cells (n = 12 qubits), with error bars representing the min/max from repeated experiments across different qubit chains and
machines (ibmq_paris, ibmq_toronto, ibmq_manhattan, and ibmq_boeblingen); IQPE results are for n = 10 chains with an
additional ancilla qubit.
localized on the four boundary sites with φ-dependent
relative phases between site orbitals, as defined in Table
I. Indeed, almost negligible decay was observed (Figure
1f) for these states in the topological regimes, compared
to the middle-localized |1M〉 which do not benefit from
topological robustness; in the trivial regime, all states de-
cay quickly as expected. The extent of delocalization of
|1M〉 in all regimes, and of all initial states in the topolog-
ically trivial regime, are detailed in the occupancy density
maps of Figure 1f.
We emphasize that this marks the first time D-class
topological physics, and Hamiltonians of the complexity
of HKC, have been accessed on digital quantum com-
puters. While state initialization in the time-evolution
circuits for HSSH and BDI-class HKC are performed
through explicit circuit components (see Methods C),
that for |1L,R1,2 〉 of D-class HKC are absorbed into our dy-
namically optimized recompilation ansatz, so as to min-
imize incurred costs in circuit depth. Testimony to the
fidelity of our experiments, run on quantum hardware, is
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Model Regime of Stability |α〉 c[α]†
HSSH ν = 1 |1L〉 c†1
ν = 1 |1R〉 d†N
Non-SPT |1M〉 c†dN/2e


































































TABLE I. Definitions of initial 1-particle boundary states |α〉 = c[α]† |vac〉, to be evolved by HSSH and HKC. They include
idealized edge states localized at certain sites near the boundary, as well as subscripted ‘M’ states at the middle of the chain, used
for comparison purposes. Some of these states are adiabatically connected to topological eigenstates, as elaborated in Methods
A. Multi-particle idealized states are constructed from the respective c[α]† operators—for example |2LR12 〉 = c[1L1 ]†c[1R2 ]† |vac〉.
the minimal decay experienced by our topological bound-
ary states (Figure 1d and especially 1f), which signifi-
cantly exceeds that without RO and PS error mitigation
techniques, with or without topological protection.
D. Full band structure reconstruction
Our boundary states owe their slow decay to the
gapped nature of their dominant (topological) eigen-
state component, as is readily understood through a two-
component approximate treatment. Consider |ψ(t)〉 =
α |ψ1〉 + β |ψ2〉 e−i∆Et with |α|2 + |β|2 = 1; then
the state fidelity is F(t) = |〈ψ(t)|ψ(0)〉|2 = 1 −
4|α|2|β|2 sin2 (∆Et/2), which stays near unity as long as
|α|2|β|2  1, that is, when a dominant eigenstate com-
ponent exists. This can be checked by comparing all
our initial states with exact topological eigenstates (Fig-
ure 1e). In realistic settings where the initial boundary
state generically overlaps with arbitrarily many eigen-
states, the energy gap between the dominant topological
eigenstate and all other states is crucial to stability. It
introduces a separation of frequency scales that avoids
overwhelming destructive interference. Experimentally,
this energy gap can be verified from a full reconstruc-
tion of the topological band structure. Below, we first
describe our approach for mapping the band structure,
and then present its results for both single-fermion and
two-fermion systems.
To probe and reconstruct the band structure on quan-
tum hardware, we perform iterative quantum phase es-
timation (IQPE) [115, 116]. Given U |ψ〉 = e2πiφ |ψ〉
for unitary U and eigenstate |ψ〉, IQPE estimates the
eigenphase φ ∈ [0, 1), in principle to arbitrary precision.
Setting U = e−iHt allows the inference of eigenenergy
E = −2πφ/t of |ψ〉. Compared to quantum phase esti-
mation (QPE) [69, 117–119], IQPE circuits are shallower
and requires fewer qubits—only a single ancilla qubit and
a single controlled-unitary block is required. There is no
need for multi-qubit inverse Fourier transforms. Trun-
cating the binary expansion φ = 0.φ1φ2 . . . φm to m
bits, IQPE iterates from k = m to k = 1; in iteration
k, a controlled-U2
k−1
block and a feedback Rz(ωk) =
−2π(0.0φk+1φk+2 . . . φm) rotation are applied, and the
ancilla qubit is measured to determine φk. An IQPE cir-
cuit diagram is shown in Figure 1b. To minimize circuit
depth, the initialization of |ψ〉 and the controlled-unitary
block are implemented via recompilation; RO mitigation
is applied to all qubits, and PS is applied to the simula-
tion qubits to select for specific particle number sectors.
Indeed, by performing IQPE over numerous |ψ〉—which
need not be exact eigenstates, since superposition states
collapse at measurement and yield expected eigenener-
gies nonetheless—the band structure of the Hamiltonian
H can be recovered at arbitrarily high resolution. See
Methods C for technical details.
IQPE results for HSSH and HKC in the 1-particle sec-
tor are shown in Figure 1(g). The BDI topological phase
transition in HSSH at w = v is apparent, with a pair
of midgap states at separating from the bulk and ap-
proaching degeneracy at E = 0 as w/v increases. The
HKC model possesses richer behaviour—in the BDI case,
transitions from the ν = 1 phase into the trivial (ν = 0)
and then into ν = 2 phase occur as v/µ increases, for
illustrative v ≡ v1 = v2 = ∆1 = ∆2. The ν = 1 phase
exhibits two-fold degeneracy of midgap states like in the
SSH model, and the ν = 2 phase exhibits four-fold de-
generacy at E = 0 due to having two zero modes at
each boundary. In the D class, two-fold midgap topo-
logical degeneracy occurs in the γ = π but not γ = 0
phase. For the latter, four-fold degeneracy is broken as
the eigenenergies split into pairs of positive energy and
negative energy states, which can be regarded as rem-
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FIG. 2. (a) 2-fermion time-evolution results for HSSH when ν = 1, with occupancy fidelity preserved only for the initial state
|2LR〉, which is perfectly localized on both edges. The left-localized |2LAB〉 and |2LAA〉 states decay as rapidly as |1M〉 regardless
of topology; indeed it is impossible to construct 2-fermion robust states localized on a single edge. (b) In contrast, HKC in
the ν = 2 phase stabilizes the left-localized 2-fermion |2L〉 state, as well as various other states localized at both edges. (c)
2-fermion band structure of HSSH as accessed through IQPE. All time-evolution computations are for N = 6 unit cell (n = 12
qubit) chains, with detailed parameter specifications given by Table II; IQPE results are on n = 7 qubits, one of which is an
ancilla. IBM Q machines ibmq_paris, ibmq_toronto, and ibmq_manhattan were used.
nants of topological midgap states. In all cases, the re-
constructed band structure from hardware execution of
IQPE closely match exact diagonalization results.
E. Topological stability for multiple fermions —
non-interacting case
Compared to existing classical realizations of BDI- and
D-class topological states, our IBM Q realizations possess
the distinct advantage of accessing quantum many-body
effects like fermionic statistics and interactions. We shall
first discuss the former, specifically on the various ways
whereby two fermions can simultaneously enjoy topolog-
ical robustness. We first consider HSSH, for which two-
fermion boundary states can be constructed either as
|2LR〉 = c[1L]†c[1R]† |vac〉 with 1 fermion at each bound-
ary, or alternatively as |2LAA〉 or |2LAB〉 with one fermion
in the |1L〉 orbital and the other in the nearest A or B
site. Of these, only
∣∣2LR〉 has both particles overlapping
significantly with topological boundary modes, so only it
would be conferred stability in the topological phase (see
Figure 2a). The |2LAA〉 and |2LAB〉 states, like |1M〉, are
unstable whether topological modes exist or not, despite
one of the fermions being in the topologically stable or-
bital |1L〉. The upshot is that since HSSH possesses only
one topological state at each end of the chain, it is impos-
sible to construct a 2-particle topological state localized
at only one boundary. Generalizations to more fermions
should be intuitive. For completeness, we also show the 2-
particle band structure from IQPE (Figure 2c); the topo-
logical phase is characterized by pairs of bands merging
into degeneracy as w/v → ∞, even though the zero en-
ergy midgap states can now correspond to either
∣∣2LR〉 or
the product state of two particles with equal and opposite
eigenenergies.
To realize 2-fermion topological states localized at a
single boundary, the four-fold midgap topological modes
of HKC, with two at each boundary, can be utilized.
In particular, the two fermions can occupy |1L1 〉 and
|1L2 〉 near the left boundary, resulting in |2LL12 〉, or anal-
ogously |2RR12 〉 for the right boundary. Relaxing the re-
quirement of localization on a single edge, robust states
such as |2LRij 〉 = c[1Li ]†c[1Rj ]† |vac〉 are all possible, where
i, j ∈ 1, 2. Indeed, hardware results indicate these states
are conferred stability in the topological regime; the
contrast against the non topologically protected middle-
localized |2M〉 is drastic (Figure 2b). The occupancy
density maps concur that these 2-fermion edge localized
states remains persist almost perfectly in the topological
phase, but diffuses in the trivial phase.
F. Stability for multiple fermions — interacting
case
Quantum interactions can present new phase transi-
tions [120–124] and avenues of stability with no non-
interacting analogues [124–128]. The understanding of
strongly correlated topological models is also crucial in
understanding the phenomenology of real materials [129–
133]. While weak interactions may only perturb the sta-
bility of SPT boundary modes, strong interactions can
drastically break the symmetry protection altogether,
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Figure Regime Parameters
1d, 2a, 3c, 3d SSH ν = 1 v = 1/2, w = 1.
SSH ν = 0 v = 3/2, w = 1.
1f, 2b KC BDI-Class ν = 2 µ = 1, v1 = ∆1 = 1/2, v2 = ∆2 = 5, φ = 0.
KC BDI-Class ν = 0 µ = 7, v1 = ∆1 = 5/2, v2 = ∆2 = 0, φ = 0.
KC D-Class γ = 0 µ = 1, v1 = ∆1 = 1/2, v2 = ∆2 = 5, φ = π/4.
KC D-Class γ = 0∗ µ = 5, v1 = ∆1 = 4, v2 = ∆2 = 0, φ = π/4.
3e KC ν = 2 µ = 1, v1 = ∆1 = 1/2, v2 = ∆2 = 5, φ = 0.
KC ν = 1 µ = 1, v1 = ∆1 = 2, v2 = ∆2 = 1, φ = 0.
KC ν = 0 µ = v1 = ∆1 = 5/2, v2 = ∆2 = 0, φ = 0.
3f SSH ν = 1 v = 1/2, w = 1.
TABLE II. Summary of parameter values used in the various figures. ∗This regime contains eigenstates that are adiabatically
connected to the ν = 0 phase as we approach BDI class (φ→ 0).
leading to new preferred states [134]. Our time-evolution
and IQPE methods, hinging on circuit recompilation,
readily supports the study of strongly correlated models,
facilitating digital quantum computers as alternative ex-
perimental platforms from existing ultracold atomic lat-
tices [135, 136] or photonic crystals [137, 138].
We consider two-body Hubbard interactions which
have been commonly used to model strong density-
density interactions [123, 135, 139–142]. Among the
simplest 1D topological model with interactions is the
SSH-Hubbard model, which has been explored in various
contexts [140, 143–146]. We are interested in Hubbard
interactions that directly compete with the boundary-
localization of SSH topological modes. Specifically, we
consider interactions between all successive sites (U2),
sites within the same unit cell (U4), and same sublattice
sites across adjacent unit cells (U5). Our interacting SSH
model is then obtained by adding these interaction terms
to Eq. (2), H = HSSH +HSSHint , with




















j) creates a fermion in the A (B) sublattice
of the j-th unit cell. We emphasize that these interac-
tions are homogeneous across all unit cells, and do not in-
duce boundary effects on their own, without the interplay
with topological boundary localization. The schematic in
Figure 3a illustrates the interaction terms in Eq. (3).
The U4 and U5 terms are intentionally chosen to in-
duce asymmetry across the two sublattices—they impact
states with inhomogeneous polarizations differently, such
as SSH topological modes which occupy one sublattice
exclusively. We dynamically evolve on IBM Q various
boundary-localized 2-fermion states |2LR〉, |2LAB〉, |2LAA〉,
|2RAB〉, |2LBB〉, schematically shown in Figure 3b. As
before, the superscripts indicates the edge-localizations
(left/right) of the 2 fermions, while the subscripts indi-
cates the occupied sublattices; we remind the reader that
the chain starts with an A-site on the left.
Our chosen 2-particle interactions have enabled us to
achieve stable multi-fermion boundary states due to ei-
ther topological localization or interaction-induced po-
larization, and often the interplay of both. As such, we
can for instance produce stable states of HSSH localized
on a single boundary, reminiscent of topological states,
but yet existing even in the topologically trivial regime.
The conferred stability generally increases with interac-
tion strength at diminishing returns; beyond U ∼ 10,
little additional stability is gained from stronger interac-
tions. Yet, the impact of the topological character of the
non-interacting terms usually remains significant even in
the face of arbitrarily strong interactions.
In Figures 3c/d, we present the evolutions of vari-
ous boundary-localized 2-fermion initial states subject
to strong interactions U2, U4 or U5 of strength 10. While
such strong interactions may seem clearly dominant com-
pared to the non-interacting HSSH part, the topological
character of HSSH still affects the evolution of most of
these states significantly. When U2 is switched on (Fig-
ure 3c), |2LAA〉 (and equivalently |2RBB〉, not shown) retain
near-perfect fidelity, even when the chain is topologically
trivial. However, for the |2LR〉 initial state localized at
both boundaries, topology allows a much longer survival
time. To obtain stable 2-fermion states localized at a
single boundary, we have to switch on U4 and U5; when
U4 > 0, both types of left boundary modes ( |2LAB〉 and
|2LAA〉) are stabilized. On the other hand, to obtain sta-
ble right boundary states, we require U5 > 0 as well,
such as to balance with U4. This is reflected from the
stability plot in parameter space (Figure 3f)—the time-
averaged occupancy fidelity FO for the left-localized 2-
particle boundary states is minimal along the U4 = U5
diagonal, being greatly destabilized relative to the right-
localized modes. The preferential stabilization at either
boundary by U4 and U5 is a consequence of their cou-
pling of specific sublattice pairs on finite chains; when
the interaction couples all sublattices like for U2, two-
fermion boundary modes are stable on both edges, and
the preferential stability is not observed.
Similarly, one can study Hubbard interactions on the
extended Kitaev model. We again focus on interac-
tion terms that induce sublattice asymmetry, and thus
left/right boundary asymmetry for topological modes.
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FIG. 3. Schematics and 2-particle results for the interacting models. (a) Schematic illustration of the 2-particle Hubbard
interaction terms added on top of HSSH and HKC. (b) The various 2-fermion initial boundary states that we dynamically
evolve. They are named according to the sublattice occupancy of the two fermions—superscripts indicates the edges (left/right)
the particles reside in, while subscripts indicate the occupied sublattices. (c-e) Time-evolution results for the 2-fermion initial
states for HSSH (c, d) and HKC (e). For HSSH, both left (AA) and right (BB) boundary states are stabilized when U2 6= 0 only,
while either AB states are preferentially stabilized when U5 6= 0 only and U4 = U5. In addition, the left (AA) boundary state
is stable when U5 6= 0. For HKC, the stability of 2-fermion boundary states competes with the topological localization when
interactions U2 or U3 are nonzero. U2 and U3 preferentially stabilizes the left successive sublattice A (AA0) and next successive
sublattice A (A0A) modes respectively. (f) In the U4-U5 parameter space, having U4 = U5 minimizes average occupancy fidelity
FO of the 2-fermion left boundary state |2LAB〉, leading to fastest decay. (g) 2-fermion band structure of the interacting SSH
model, accessed through IQPE. An additional bunch of interaction-induced bands appears below, with bandgap increasing
linearly with U2 and U5. Time-evolution results for the interacting SSH and KC models are for chains N = 6 unit cells (n = 12
qubits) and N = 5 unit cells (n = 10 qubits) respectively, and error bars are min/max of repeated experiments; IQPE results
are on n = 7 qubits, one of which is an ancilla. See Table II for detailed parameter specifications.
The extended Kitaev chain (Eq. 1), however, has longer-
range couplings compared to the SSH model (Eq. 2).
The NNN hoppings and pairings were crucial in the non-
interacting model to demonstrate a richer topology, ex-
hibiting more than one pair of topological modes in the
ν = 2 phase of the BDI class. We thus consider in-
teractions that compete with this topology, specifically
between occupied A-sites of NN (U2) an NNN (U3) unit













HKC set to be in the BDI class. These interactions are
schematically illustrated in Figure 3a. We dynamically
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evolve the various 2-fermion states used earlier, |2LAA〉,
|2LBB〉, |2LAB〉 and |2RAB〉, which now have large overlaps
with the topological modes of the non-interacting Kitaev
chain (see Figure 3b for schematics). Recall that the
BDI-class Kitaev chain can host up to two pairs of topo-
logical modes at the two boundaries. As shown in Figure
3e, the presence of either interaction (U2 or U3) wors-
ens the fidelity of all 2-particle boundary modes when
ν = 2. These interactions hence disrupt the symme-
try protection conferred in the BDI class. When ν = 1,
there is one fewer pair of topological boundary modes,
but the states |2LA0A〉 and |2RB0B〉—which do not overlap
significantly with any non-interacting topological mode—
now enjoy enhanced robustness in the presence of interac-
tions. Also, all edge-localized modes can be made robust
in the topologically trivial case ν = 0. These observa-
tions demonstrate how NNN Hubbard interactions can
lead to new avenues of stability, which is not wholly sur-
prising, given that they are known to lead to new phases
like topological Mott phases in other contexts like hon-
eycomb lattices [147].
Finally, we present the full two-fermion band struc-
ture of the interacting SSH model (Eq. 3) reconstructed
on quantum hardware using IQPE (Figure 3g). With
strong interactions, an additional band of energies whose
large gap scales linearly with interaction strength ap-
pears. However, the interpretation of this additional set
of bands is not straightforward. The interacting Hamil-
tonian does not share the same eigenstates as its non-
interacting counterpart; in fact differences in eigenstate
wavefunctions are drastic even for modest U ∼ v, w com-
parable to the non-interacting HSSH. One therefore can-
not hope to understand the separation of the band purely
using the non-interacting eigenstates. Moreover, exact
diagonalization reveals that the band does not neces-
sarily contain 2-fermion boundary-localized modes, even
though initial 2-fermion boundary-localized states can be
stabilized in some cases. The near-perfect fidelity of these
stabilized 2-particle boundary modes, some representa-
tives having been previously demonstrated (Figure 3), is
due to strong overlap with one of the many eigenstates
|ψ〉 of the interacting Hamiltonian; but the location of
|ψ〉 in the band structure may be in either set of bands.
III. CONCLUSION
By realizing the interacting extended Kitaev Chain on
IBM quantum computers, we have demonstrated how
various boundary states can be robustly preserved by
topological mechanisms of BDI- and D-class symmetries.
Importantly, this topological protection is not limited
to topological eigenstates, and interplays non-trivially
with 2-body interactions and Pauli exclusion statistics
in multi-fermion settings. Most spectacularly, we discov-
ered avenues where interactions allows more fermions to
be stabilized at one boundary than suggested by the num-
ber of available topological modes alone. Our work also
illustrates how tensor network-aided circuit recompila-
tion techniques beyond traditional trotterization enables
the simulation and full band structure reconstruction of
topological Hamiltonians of unprecedented complexity on
quantum circuits. Our approach can be further extended
to more sophisticated many-body interacting Hamiltoni-
ans, presenting a myriad of new opportunities and raising
the state-of-the-art in the quantum simulation of strongly
correlated topological systems.
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Appendix A: Physical Models
1. Single-particle topology: Su-Schrieffer-Heeger (SSH) model and extended Kitaev chains (KCs)
Here we review the symmetry-protected topological (SPT) phases realized in this work. In general, SPT phases
are gapped phases protected by at least one global symmetry—for example time reversal, charge conjugation or
crystalline symmetry [148–151]. In the recent decades, the study of SPT phases has been greatly fueled by the
discovery of topological insulators, topological superconductors and topological semimetals [14, 95, 100, 152]. Each
topological phase is characterized by at least one topologically invariant quantity. A topological phase transition
occurs when this invariant changes upon varying any of the parameters of the system. The simplest of such invariants
takes the form of winding numbers in momentum space, as we shall describe below.
In this work, we consider the BDI- and D-class SPT phases in 1D, which are characterized by topological invariants
that are defined at the level of single particle states. Our phases are realized via the extended Kitaev chain (KC)
model, which encompasses the BDI class with Z invariant, as epitomized by the well-known Su-Schrieffer-Heeger
(SSH) model, and a less well-known D class with Z2 topological invariant.
The archetypal Su-Schrieffer–Heeger (SSH) model takes the form of a spinless Hermitian chain with two sublattice
sites A and B per unit cell [96–100]. This model has been extensively realized in various platforms, particularly







wd†jcj+1 + h.c., (A1)
for a chain with N unit cells under open boundary conditions (OBCs), with intracell and intercell hopping coefficients
v and w respectively. When |w| > |v|, this chain supports topologically robust edge states with zero eigenenergies, as
can be intuitively visualized in a mechanics setting [157]. To understand this topological robustness mathematically,
we expand HSSH in the Pauli basis, such that it takes the form of a 3-vector h(k) in momentum space:
HSSH(k) = h(k) · σ = hx(k)σx + hy(k)σy + hz(k)σz, (A2)
where h(k) traces a closed loop due to the periodicity of lattice momentum k. Importantly, due to the sublattice
symmetry characteristic of the BDI class, hz(k) = 0 and h(k) is restricted to a 2D plane. Its topology is hence
classified by the first homotopy group Z of a punctured plane, i.e. the number of times h(k) encircles the origin,
which is nonzero when the chain is topologically non-trivial.
To motivate the parent model we used in this work, namely the extended Kitaev chain (KC), we note that the
SSH model is mathematically equivalent to the simple Kitaev chain (SKC) developed for explaining Majorana zero
modes in topological superconductivity [88]. In its original form, its Hamiltonian contains hopping terms (t) and





















where η†, η creates/annihilates the Bogoliubov-de Gennes quasiparticles. It can be shown via a Bogoliubov transfor-
mation to the c, d operators that HSKC is unitarily equivalent to the SSH chain [158], with the chemical potential term
corresponding to an effective coupling between the two SSH sublattices [89]. Importantly, SSH topological boundary
modes correspond to highly sought-after Majorana zero modes at the ends of these chains, whose potential application
in fault-tolerant quantum computing has led to intense investigations [94, 159–161], and Ref. [101] for D class.
By introducing next nearest neighbour (NNN) hoppings and pairings [162, 163], this model can be generalized into
an extended Kitaev chain model with versatile topological properties. In the basis containing sublattices A and B,






























































Model Regime of Stability |α〉 c[α]†
HSSH ν = 1 |1L〉 c†1
ν = 1 |1R〉 d†N



































































TABLE III. Idealized topological edge states of HSSH and HKC corresponding to extreme parameter limits in Table IV.
where operators cj , dj respectively act on the A- and B-sites of the j-th unit cell. Removing NNN hoppings, phases
and pairings (v2 = φ = ∆2 = 0) recovers the standard 2-band Kitaev chain (SKC), or equivalently the SSH model.
In momentum space, Eq. (A4) takes the form [162] HKC(k) = hKC · σ:
hKCx (k) = ∆2 sinφ sin 2k,
hKCy (k) = ∆2 cosφ sin 2k + ∆1 sin k,
hKCz (k) = µ− v1 cos k − v2 cos 2k. (A5)
The competition between nearest neighbour and next nearest neighbour terms results in a richer phase diagram,
supporting up to two topological zero modes at each end. These topological modes are evident in the bandstructure.
Notably, when φ is not a multiple of π, all three components of hKC are nonzero, and the KC model possesses D-class
symmetry characterized by a Z2 topological invariant, according to the ten-fold-way classification [95, 164]. But when
φ is a multiple of π, hKCx (k) vanishes, and the model only belongs to the BDI class characterized by a Z topological
invariant, the same as the SSH model. In the winding number perspective, the topological invariant of the BDI class
is the number of times h(k) encircle the origin. Again, when φ is a multiple of π, h(k) is constrained to a plane.
However, when φ is not a multiple of π, h(k) traces out a closed path on a unit sphere. While there is no longer a
well-defined winding around the origin, the path still possesses chiral symmetry which forces its k and −k paths to
be related. The geometric interpretations of its two Z2 classes are elaborated in Refs. [87] and [165], albeit in a more
general non-Hermitian context.

















hence enabling our use of post-selection on particle number (see Appendix C 3 b).
2. Idealized Edge Modes
Under certain extreme parameter limits, the topological edge mode wavefunctions of HSSH and HKC take particu-
larly simple forms. We refer to these as idealized edge states. The robustness conferred by their SPT nature means
that away from these limits, topological edge modes still possess strong overlap with these idealized ones, so long as
the system remains in the same topological phase. We summarize these idealized states in Table III. They are most
conveniently given in the form |α〉 = c[α]† |vac〉 for creation operator c[α]† and vacuum state |vac〉 = |000 . . .〉.
The idealized edge states |1L,R1 〉 of the γ = π phase of D-class HKC are identical to those of the BDI-class HKC,
which makes them redundant to investigate. From the 1-particle |α〉 of our models, 2-particle idealized states can
be constructed by sequentially applying the operators of different 1-particle state—due to Pauli exclusion, we cannot
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Model Regime Parameter Limit
HSSH ν = 1 v/w → 0
HKC (BDI-Class) ν = 1 µ, t2,∆2, φ→ 0, t1 = ∆1
ν = 2 µ, t1,∆1, φ→ 0, t2 = ∆2
HKC (D-Class) γ = π µ, t2,∆2 → 0, t1 = ∆1
γ = 0 µ, t1,∆1 → 0, t2 = ∆2
TABLE IV. Summary of extreme parameter limits of HSSH and HKC.
have 2 particles in the same state. For example, |2LR12 〉 = c[1L1 ]†c[1R2 ]† |vac〉. The extreme parameter limits for our
models are summarized in Table IV. One can verify the |α〉 listed above by checking that the associated number




which means their occupancy profiles are conserved throughout time-evolution.
Appendix B: Quantum Computing Preliminaries
We provide a brief introduction to quantum computing and simulation, and to the IBM Q platform [53, 54, 166, 167]
through which we run experiments on quantum hardware. The IBM Q platform is accessible through the cloud—in
fact a number of machines are freely available for public use—and has been utilized in a considerable number of
studies since launch [55–57, 65, 67, 105, 110–112, 168]. To set the technical context for our methods (see Appendix
C), we discuss certain specifics of quantum computing in relation to the IBM Q platform; we point readers to other
articles for a more general overview [69, 102–104].
1. IBM Q Platform
We describe the workflow of running experiments on IBM Q, whose details, in particular the construction of quantum
circuits and the readout of measurement results, are relevant to our computation methods; though the concepts are
broadly general. One uses the Qiskit API [53, 54] on Python to define quantum circuits and submit them to IBM
Q backends (machines) for execution; the backend then reports raw measurement results, which can be processed to
recover expectation values, correlation functions, and other quantities of interest. The backends execute the submitted
experiments asynchronously in a fairshare queuing system. We use a group of QV-32 backends, namely ibmq_paris
(27 qubits), ibmq_toronto (27 qubits), and ibmq_manhattan (65 qubits), and the QV-16 backend ibmq_boeblingen
(20 qubits). The quantum volume (QV) can be treated as a rough indicator of the overall capability of the machine—
number of qubits, gate error rates, and decoherence times [169, 170]. These are the highest-volume machines accessible
to the authors at the time of writing. To provide a ballpark measure of performance, the relaxation time T1, that
is the timescale of thermal decay of a qubit from the |1〉 state to the |0〉 state, and the dephasing time T2, that
is the timescale over which phase information of a qubit is lost, ranges 60 µs ≤ T1 ≈ T2 ≤ 120 µs on average for
these machines; and typical gate time is Tg ≈ 440 ns. Typical single-qubit (
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. See Figure 5b for an illustration of qubit layout and Section C 3 c for the
estimation and selection of low-error qubit chains.
2. Quantum Gates & Circuits
A qubit is a two-level quantum system; current IBM Q hardware use transmon qubits [53, 166, 167] on chips cooled
to cryogenic temperatures. Essentially, the qubit is an LC oscillator with a Josephson junction as the inductive
element; the anharmonicity from the nonlinear inductance allows control over the ground and first excited state of the
oscillator through microwave pulses. Just as classical logic gates operate on bits, quantum gates operate on qubits.













and the multi-qubit state notation |x1x2 . . . xn〉 is shorthand for |x1〉⊗|x2〉⊗ . . .⊗|xn〉, where ⊗ is the tensor product.
Note that the qubits are always distinguishable, unlike the logical fermions that they can represent. The single-qubit
Pauli gates are
















which flip a qubit around the x-, y-, and z- axes of the Bloch sphere. For instance, the X gate is understood as the
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The H gate is useful as it creates superpositions, in that H |0〉 = |+〉 = (|0〉+ |1〉) /
√
2 and H |1〉 = |−〉 =
(|0〉 − |1〉) /
√
2, which are orthogonal on the equator of the Bloch sphere. That is, it shifts between the computational
basis (z-basis) and the x-basis |±〉, which is also the single-qubit Fourier basis. All of these gates can be represented
as special cases of the U3 general single-qubit gate,
U3(θ, φ, λ) =
[
cos(θ/2) −eiλ sin(θ/2)
eiφ sin(θ/2) ei(φ+λ) cos(θ/2)
]
. (B5)
Analogous to the U3 gate, there are more restrictive U1 and U2 gates,













which may allow lower error and faster execution time on quantum hardware. Indeed, on some IBM Q machines [53],
U1 gates are performed with software frame changes and therefore take negligible gate time; U2 gates require frame
changes and a single microwave pulse; and U3 gates require two pulses. Since all operations are unitary, those that
are also Hermitian are their own inverses; they are involutory. For example, X2 = Y 2 = Z2 = H2 = I.
We now discuss multi-qubit gates. Of relevance is the controlled-U gate, which applies unitary U to a target qubit







1 0 0 00 1 0 00 0 U11 U12
0 0 U21 U22
, CU21 =
1 0 0 00 0 U11 U120 0 1 0
0 0 U21 U22
, (B7)
where the first and second indices refer to the control and target qubits respectively. Setting U = X gives the
controlled-NOT (CNOT) gates, CX12 and CX21, which are the entangling gates on IBM Q hardware. In general, for
n qubits, the controlled unitary can be written






(|1〉 〈1|)δik Uδjk , (B8)
where padding with identity matrices on all other qubits k 6= i, j is implicit for the left expression. We likewise extend
Pauli gates to multi-qubit systems by padding over the remaining qubits,
σµj = I2j−1 ⊗ σ
µ ⊗ I2n−j , µ ∈ {x, y, z}. (B9)
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A quantum circuit [69, 102] represents a series of gate operations on qubits. Analogous to classical Boolean circuits,
wires in quantum circuits represent qubits, and time flows from the left to the right. The gates specified on the
circuit are applied to the qubits in order—note, for sake of clarity, that this implies a reversal of the ordering of
gates when written. For instance, XY Z |ψ0〉 means gates Z acts on |ψ0〉, followed by Y then X. See Figure 4 for
examples of circuit diagrams. It is standard convention that qubits are initialized to |0〉 at the start of a circuit. For
organizational purposes, qubits may be grouped into registers. In Qiskit, quantum circuits comprise quantum registers
each containing a number of qubits, and classical registers to which measurement results on qubits are written [53, 54].
Quantum measurements are discussed in Section B 3.
In principle, one is free to add arbitrary gates to a circuit—arbitrary unitaries spanning numerous qubits. However,
digital quantum computers are engineered to support only a handful of basis gates. For example, IBM Q machines
support {U1, U2, U3,CX}; in January 2021 some machines have switched to the {Rz,
√
X,X,CX} basis set [53].
These basis sets are universal, which allows arbitrary unitaries to be approximated to any desired precision. However,
while the optimal decompositions for general one- and two-qubit unitaries are known, the latter through the KAK
decomposition [171, 172], the optimal decomposition for n-qubit unitaries is not fully known and non-trivial to work
out [173–176]. Finding circuit implementations of desired unitaries is a key challenge in programming digital quantum
computers—it is for this purpose that trotterization and circuit recompilation techniques are used (see Section C 2).




XRz(λ) up to global phase, hence our circuit
ansatz for recompilation (Section C 2 c), represented using U3 gates, can be equivalently applied for both of the IBM
Q basis sets.
3. Measurements
All measurements are performed in the computational basis on the backends, that is, the measured observable is σzi
on qubit i ∈ N. A value of 1 is written to the designated classical bit if a qubit state of |1〉 is projectively measured;
and a value of 0 is written if |0〉 is measured [53, 54]. Since the results of quantum measurements are probabilistic, to
obtain statistical estimates of expectation values many repetitions have to be performed—IBM Q enables each circuit
to be run for a number of shots ns to facilitate this. At the termination of the circuit, the bit values in the classical
registers are concatenated into a measurement bitstring ; the backend ultimately reports measurement results {s, cs}








Given the measurement counts, the expectation value 〈σzi 〉 can be calculated as







where |ψ〉 is the quantum state before measurement and pi(b) is the probability of qubit i yielding a measurement bit
b, and we take the measurement of qubit i to be written to classical bit j for generality. The notation sj denotes digit j
of the bitstring s. Through basis transformations implemented in the circuit, these computational-basis measurements
can be used to recover different quantities of interest.
Appendix C: Quantum Computing Methods
1. Quantum Algorithms
In this section, we describe our implementation of the time-evolution of states and iterative quantum phase esti-
mation on digital quantum computers. All experiments on quantum hardware are run through the IBM Q platform.
a. Time Evolution
The Schrödinger equation describes the time-evolution of quantum states under a Hamiltonian H,
d |ψ(t)〉
dt
= −iH |ψ(t)〉 , (C1)
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where we have set ~ = 1. Given an initial quantum state |ψ0〉, the time-evolved state at time t is given by |ψ(t)〉 =
e−iHt |ψ0〉 for time-independent H. Note the propagator e−iHt is unitary since H is Hermitian in our models, and
hence can be implemented on quantum circuits. This can be done through trotterization (Section C 2 b), which
entails decomposing H in the spin-1/2 basis and performing a truncated expansion, or through a circuit recompilation
procedure (Section C 2 c), which entails optimizing gate parameters on an circuit ansatz to approach the propagator.
In this work, we have mostly employed circuit recompilation, which we optimize to handle the complexity of our
Hamiltonians. The quantum circuit implementing time-evolution then consists of the initialization of |ψ0〉, the e−iHt
block, and desired measurements—see Figure 4(c) for a circuit diagram. The initialization of |ψ0〉 is summarized in
Table V.
Our interest is in accessing the occupancy expectation 〈Oi〉 = 〈c†i ci〉 at each site of |ψ(t)〉, and the fidelity of |ψ(t)〉
relative to |ψ0〉, to probe the time-evolution of states under H. The former reports on the spatial localization of states,
and the latter reports on the speed of time-evolution away from |ψ0〉. To measure 〈Oi〉 for sites i ∈ {1, 2, . . . , n},
we perform computational basis measurements on all n simulation qubits, since c†i ci = (1− σzi )/2 from the Jordan-
Wigner transform (see Section C 2 a). This applies regardless of the circuit generation technique used—trotterization
or circuit recompilation—since we map single-qubit |0〉 to the unoccupied and |1〉 to the occupied fermionic states.
We remind that σz |0〉 = |0〉 and σz |1〉 = − |1〉, therefore 〈c†i ci〉 = 0 when qubit i is projectively measured in the
|0〉 state and 〈c†i ci〉 = 1 when in |1〉, as indeed expected. Suppose the measurement counts are cs for measurement
bitstring s ∈ S = {0, 1}n. The recovery of 〈σzi 〉 from measurement results has been previously discussed (see Section












The set of measurements 〈σzi 〉 is cheap in circuit depth and enables access to 〈Oi〉 as desired; but does not report
on the relative phase between the basis states |s〉, needed to compute the state fidelity F(ψ(t), ψ0) = |〈ψ0|ψ(t)〉|2. To
measure F(ψ(t), ψ0) quantum state tomography is required [53, 177–179], which requires a number of circuits scaling
exponentially with n, and basis changes for measuring the different Pauli strings that incur a considerable number
of entangling gate layers. This is prohibitively expensive for large n. Instead of measuring F(ψ(t), ψ0), we use an





〈O1〉1 〈O2〉1 . . . 〈On〉1
]ᵀ is the occupancy vector for |ψ1〉 and likewise forO2. The form of the occupancy
fidelity closely resembles that of the state fidelity; it serves the same purpose of reporting on the extent of evolution
away from |ψ0〉, based on occupancy expectations instead of the full quantum state. Since we readily measure 〈Oi〉,
the occupancy fidelity FO(ψ(t), ψ0) can be accessed at no additional cost circuit-wise; that the occupancy vectors are
O(n) large also means the calculation is classically efficient. Note error mitigation procedures (see Section C 3) are
applied to the measurement counts cs before recovering 〈σzi 〉 and FO(ψ(t), ψ0) in our experiments.
b. Iterative Quantum Phase Estimation
Given U |ψ〉 = e2πiφ |ψ〉 for a unitary U and an eigenstate |ψ〉, (traditional) quantum phase estimation (QPE) allows
the measurement of eigenphase φ ∈ [0, 1), in principle to arbitrary precision [69, 117–119]. Note that the eigenvalues
of a unitary have unity modulus, so there is no loss of generality. Setting U = e−iHt then allows the inference of
eigenenergy E = −2πφ/t of |ψ〉 from the eigenphase, enabling the probing of the bandstructure of H. A standard
circuit diagram for QPE is shown in Figure 4(d). Notably, each ancilla qubit measures a single bit of the binary
representation of φ, hence to measure φ to reasonable (< 5%) precision requires O(5) ancillae, in addition to the n
simulation qubits. Furthermore, with the controlled-unitaries entangling each ancilla with the simulation qubits, and
the inverse Fourier transform to shift from the Fourier basis into the computational basis for readout, means that
QPE circuits are deep.
To reduce circuit breadth and depth, we use iterative quantum phase estimation (IQPE), which has only a single
ancilla qubit and controlled-unitary block [115, 116]; the inverse Fourier transform for a single qubit is simply a
Hadamard gate. Truncating the binary expansion of φ = 0.φ1φ2 . . . φm to m bits, we iterate from k = m to k = 1,
measuring from the least to the most significant bit. In the circuit for the k = m iteration, a controlled-U2
m−1
block
is applied, and the ancilla qubit is measured to determine φm. It can be shown that the probability p0 of measuring
an ancilla state of |0〉 is cos2 [(0.φm)π] in the absence of noise, which is unity for φm = 0 and zero for φm = 1;
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FIG. 4. Summary of quantum circuits and circuit components. (a) Time-evolution and (b) iterative quantum phase estimation
(IQPE) circuit schematics. (c) Circuit ansatz for recompilation. (d) Circuit for traditional quantum phase estimation (QPE).
The m ancilla qubits accommodates the reconstruction of the binary representation of the eigenphase φ. Circuit schematics
for (a) first-order trotterization and (b) second-order symmetric trotterization of HSSH, showing the concatenated U1 and U2
components (see Section C 2 b for breakdown) and their constituent trotter steps; (g) structure of each trotter step, comprising
even-odd parallelized e−iβσ
xxt/2 and e−iβσ
yyt/2 blocks; (h) implementation of aforementioned exponentiated Pauli strings.
of course, in the presence of noise measuring φm is no longer strictly deterministic, but the inference of φm = 0 if
p0 > 1/2 and φm = 1 otherwise can still be applied. Subsequently, in iteration k, a controlled-U2
k−1
block is applied,
and a feedback Rz(ωk) rotation is applied to rotate off the phase due to the previous bits, before likewise inferring
φk. The feedback angle is ωk = −2π(0.0φk+1φk+2 . . . φm). Clearly, to measure φ to m bits of precision, m iterations
are needed. A circuit diagram of the IQPE circuit is given in Figure 4(b); we perform circuit recompilation (Section
C 2 c) to implement the initialization of |ψ〉 and the controlled-unitary block. Note readout error mitigation (Section
C 3 a) is applied to all qubits, and post-selection is applied to the simulation qubits to select a specific number sector
(Section C 3 b).
There are several points to note. Firstly, it is not strictly necessary that the input state |ψ〉 be an eigenstate of
U ; an arbitrary |ψ〉 can always be written in the eigenbasis of U and superposition collapse during measurement will
produce an eigenphase φ associated with an eigenstate of U . In principle, repeating QPE with randomly generated
|ψ〉 will eventually record all eigenphases φ and hence the bandstructure of H. However, in the presence of noise, it is
beneficial to choose |ψ〉 with good overlap with an eigenstate of U , especially in IQPE—the issue is that near-equal
overlaps with two or more eigenstates could result in p0 ≈ 1/2 in an iteration, and an incorrect inference would
produce an erroneous φ. Secondly, the 2π periodicity of φ implies 2πφ + 2π` = −Et for any ` ∈ Z, so the mapping
φ → E is multi-valued and one cannot infer a unique E from a single QPE instance. To infer E correctly one may
choose a sufficiently small t to force ` = 0, and to decide the sign of E one examines the slope between φ and t. To
estimate the appropriate range of t, it is helpful to estimate the largest |E| from the form of H.
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To overcome these inherent limitations, we provide our IQPE instances with initial guesses {(|ψ〉 , E)} from exact
diagonalization. This is classically tractable since we are interested in specific particle number sectors, in particular
the 1-particle and 2-particle sectors, whose Hilbert spaces are not exponentially large with number of sites n. Indeed,




; that is, the restricted Hamiltonian




large. Since classical diagonalization is polynomially efficient in the size of the
matrix, computing initial guesses {(|ψ〉 , E)} takes polynomial time and space. To be clear, the q-particle restricted
Hamiltonian matrix H [q] is H with only rows and columns corresponding to q-particle basis states retained. In fact,
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with basis in descending binary order by convention, {|100 . . .〉 , |010 . . .〉 , . . . , |. . . 001〉}, and similar constructions
can be given for the 2-particle sectors. Then, given eigenvector [α1 α2 . . . αN ]ᵀ of H [q] with eigenenergy E, and
supposing the corresponding basis states of H [q] are {|s1〉 , |s2〉 , . . . , |sN 〉} for fermionic occupancy bitstrings si, we










Furthermore, we exploit additional optimizations to enhance computational efficiency. Firstly, as noted earlier,
the input states |ψ〉 need not precisely be an eigenstate of U ; this implies the diagonalization of H [q] need not be
performed with full precision, and the diagonalization can be computed more quickly with relaxed numerical error
thresholds and less precise data types. In fact, it is not necessary to compute new initial guesses for every IQPE
instance—prior guesses can be re-used, so long as they belong in a close-by neighborhood in parameter space. Also,
in non-interacting cases, the 2-particle basis states are exactly the product of 1-particle states; then one needs only
diagonalize H [1] to produce initial guesses for both sectors.
2. Circuit Generation
Time-evolution and IQPE circuits require the implementation of the U(t) = e−iHt propagator. While topological
Hamiltonians associated with winding number invariants are most conveniently written in fermionic second-quantized
forms, qubits are inherently two-state systems. To represent our topological Hamiltonians and perform time-evolution,
there is hence a need to convert between the fermionic to the spin-1/2 Pauli basis.
a. Jordan-Wigner transformation
For pedagogical purposes, we first present the well-known Jordan-Wigner (JW) transformation that has traditionally
been used for mapping between fermions and spin-1/2s [69, 102–104]; note that in this work, most of our quantum






















/2 are the Pauli raising and lowering operators, and number operator nk = c
†
kck = (1−σzk)/2.
To avoid confusion, note this Pauli basis is completely different from that used in representing the 2-component lattices
in Section A. The occupancy-dependent phase factors in front of c†j and cj , called strings, are necessary to enforce the
fermionic anti-commutation relations. Indeed, one can check that this transformation preserves {c†j , ck} = δjk and
{c†j , c
†
k} = {cj , ck} = 0 for all site pairs (j, k). By applying the above transform, one can decompose any fermionic















































































































where we have labelled the terms in HSSH by Xv,w and Yv,w for convenience in the following subsection.
We remark that the JW-transform is not the only choice for mapping between the fermionic and spin-1/2 bases.
It is a characteristic that the JW-transform stores fermionic occupancy information locally, but delocalizes parity
information across all previous qubits—this manifests in the string phase factors. The parity map is opposite, storing
parity locally but delocalizing occupancy across all previous qubits; and the Bravyi-Kitaev (BK) transformation [114]
is a middle ground, delocalizing both parity and occupancy information, but with logarithmic scaling. In principle
it is less costly circuit-wise to implement fermionic operators on a quantum computer using the BK scheme, but
expected benefits at O(10) qubits for our purposes are negligible, and there is incurred complexity with applying the
necessary update operations. Hence the JW-transform can often be the preferred choice, by virtue of its simplicity.
b. Trotterization
Decomposing the Hamiltonian in the Pauli basis does not lead immediately to a circuit implementation of the
U(t) = e−iHt propagator; the problem is that the Pauli strings summed over may not commute. It is known that
eA+B 6= eAeB when [A,B] 6= 0 for operators A and B, hence one cannot simply implement the exponentiated
Pauli strings one-by-one and glue the circuits together. This problem is addressable with the Suzuki-Trotter (ST)







hence we break e−iHt =
(
e−iH∆t
)M for ∆t = t/M into M  1 pieces, called trotter steps, each of which can be
expanded to small error. For H =
∑
µ αµσ













and hence the total error incurred over M steps is O(1/M), suppressible by increasing M . Each of the e−iαµσµ∆t
terms can be straightforwardly implemented on a quantum circuit, since σµ is a Pauli string. There are higher-order
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ν , the second-order symmetric trotterization

























. The symmetry of the decomposition allows gate layers to be combined between
adjacent trotter steps, reducing circuit depth.
We illustrate and compare the first- and second-order trotterized circuits for the SSH model in Figure 4(e)–(h).
Gates acting on different qubits are parallelized whenever possible to reduce circuit depth; this is most efficiently done
by splitting the sums into odd and even terms. For the second-order symmetric trotterization, we note [Xv, Xw] =
[Yv, Yw] = 0 and [Xv, Yv] = [Xw, Yw] = 0, and so HSSH splits into two commuting groups Xv + Yw and Xw +
Yv. Accordingly, we may write the propagator U(t) = e−iHt = U2(t)U1(t), for U1(t) = e−i(Xv+Yw)t and U2(t) =
e−i(Xw+Yv)t, yielding the trotterization structure shown. Notice that the implementation of e−iβσ
xxt/2 and e−iβσ
yyt/2
unitaries require 2 CX layers each; in general the necessary CX depth increases with the weight of the Pauli string.
c. Circuit Recompilation
Traditional trotterization results in deep circuits for all but the simplest Hamiltonians—consider that the time-
evolution unitaries USSH(t) and UKC(t) require 4 and > 16 CX layers per trotter step. Ballpark estimates of T1 ≈
T2 ≈ 60 µs and CX gate time of 440 ns suggest a maximum feasible circuit depth of ∼140 CX layers; in practice
hardware results degrade noticeably after ∼10 CX layers, without accounting for the presence of other gates in the
circuit. It is advantageous to identify more compact circuits serving in the same capacity. This motivates the circuit
recompilation procedure [105–108] discussed here, which we employ for our computations on IBM Q hardware.
We adopt a circuit ansatz comprising an initial layer of U3 gates on all qubits followed by nL ansatz layers, each
comprising a layer of CX gates entangling adjacent qubits and a layer of U3 single-qubit rotations (see Figure 4c).
This ansatz provides sufficient freedom for the unitaries in this work at modest nL ≤ 8 circuit depth. Each U3 gate
in the ansatz is associated with angles (θ, φ, λ); we collate all of them into parameter vector θ. Then, given a target
circuit unitary V and an initial state |ψ0〉, we numerically treat the optimization problem
argmax
θ
F (Vθ |ψ0〉 , V |ψ0〉) = argmax
θ
∣∣∣ 〈ψ0|V †θ V |ψ0〉∣∣∣2, (C11)
where Vθ is the circuit ansatz unitary with parameters θ. Then the recompiled circuit is the ansatz with optimal
parameters θ∗ fixing the U3 gates. In our implementation, we use a tensor network-based noiseless circuit simula-
tor [109] to compute Vθ and the limited-memory Broyden–Fletcher–Goldfarb–Shanno algorithm with box constraints
(L-BFGS-B) to perform the optimization [185, 186], with basin hopping for 102 hops and at most 103 iterations per
hop. The optimization is terminated at target fidelity F ≥ 99.99%. This procedure produces recompiled circuits
typically in seconds to minutes; to further aid efficiency we store all recompiled circuits in a persistent cache for
rapid reuse. Note the recompilation procedure works for arbitrary circuit unitary V—so long as nL provides sufficient
freedom for fitting.
We provide a comparison of the performance of circuit recompilation against first- and second-order trotterization
in Figure 5a, on the HSSH model. The difference in circuit depth is drastic—circuit recompilation yields comparable
error but with an order of magnitude fewer CX layers. As noted, the CX cost of trotterization arises from the
implementation of e−iσ
µt/2 terms in each trotter step; the trotterized circuit depth for HKC will be significantly worse
than HSSH, due to the larger number and greater weight of the Pauli strings in the Hamiltonian. The motivation to
utilize circuit recompilation is therefore abundantly clear; in fact, acquiring quantum simulation results of the same
quality as that reported here is essentially infeasible, on current-generation hardware, with traditional trotterization.
3. Error Mitigation
a. Readout Error Mitigation (RO)
Measurements on current-generation quantum hardware are imperfect—there is a chance of measuring |1〉 when
a qubit is in the |0〉 state, and vice versa. A method to correct these errors is to record the measurement bit-flip
probabilities on each qubit by running calibration circuits beforehand; then given raw measurement counts from
20
FIG. 5. (a) Comparison of circuit implementation error E = 1−F(ψ∗(t), ψ(t)) = 1− |〈ψ∗(t)|ψ(t)〉|2, where ψ∗(t) = e−iHtψ0 is
the exact time-evolved statevector and ψ(t) is that yielded by the circuit, using first- (O1) and second-order (O2) trotterization,
and circuit recompilation. The HSSH model in the topological phase (ν = 1; w/v = 2) is used, with initial states |1L〉 and |1M〉;
evolution time is fixed at t = 1. For trotterization, the number of trotter steps (M) is varied; for circuit recompilation, the
number of ansatz layers (nL) is varied. Evidently, circuit recompilation yields far lower errors than either first or second-order
trotterization, for comparable number of CX layers. (b) Illustration of qubit layout for ibmq_paris, with typical
√
X and CX
gate error rates, as reported from the IBM Q daily calibration; color shading on qubits and qubit connections reflect gate
errors in correspondence to the color chart. Layout visualization and calibration data were obtained from the IBM Quantum
portal [187].
experiments, the inverse problem is solved to estimate the true measurement counts [53, 56, 110–112]. We first discuss
complete readout mitigation. Consider a quantum circuit terminating with measurements on all n qubits. Then
the state of the qubits before measurement lives in Hilbert space H with basis states {|s〉 : s ∈ {0, 1}n}, that is, s
enumerates all binary strings of length n. Furthermore, suppose we have a calibration matrix M with entry3 Mij
recording the probability of measuring bitstring i ∈ {0, 1}n when the true result is j ∈ {0, 1}n. Denoting the raw







Equivalently, collating the measurement counts into c = [c0 c1 . . . c2n−1]ᵀ and c′ = [c′0 c′1 . . . c′2n−1]ᵀ, we have
the linear maps Mc′ = c ⇐⇒ c′ = M+c where M+ is the pseudoinverse of M . The estimated c′ may carry
negative entries due to the approximate M and numerical errors; we zero these entries as they are unphysical. Note
Qiskit [53, 54] provides a procedure of least-squares fitting to estimate c′ from c, but we found the computational cost
too large to be feasibly used for more than a handful of qubits—hence the choice of direct pseudoinverse computation.
The matrix M can be constructed by running calibration circuits [53, 54]. In circuit Cj we prepare |j〉 and measure
all qubits; the resulting measurement probability of i then sets Mij , that is, Mij = ci/
∑
i ci from Cj . Accordingly,
complete readout mitigation requires 2n calibration circuits to be run. The advantage is that correlations in mea-
surement errors on different qubits—more precisely qubit states—are recorded; but the number of calibration circuits
poses feasibility limitations. In our implementation, the required calibration circuits are prepended to each IBM Q
experiment to be run. The machines available (ibmq_manhattan, ibmq_paris, ibmq_toronto and ibmq_boeblingen)
limit at most 900 circuits per job, thereby constraining n ≤ 9 for complete readout mitigation to be usable. One may
calibrate M and reuse the same matrix for a period of time, so long as the same qubits are used in circuits; but the
noise characteristics on hardware drift over time, and performing the calibration on-demand immediately before each
experiment yields better results.
The circuit breadth limitation motivates tensored readout mitigation. Let us split H = H1 ⊗H2, with basis states
{|s1〉 |s2〉 = |s1s2〉 : s1 ∈ {0, 1}n1 , s2 ∈ {0, 1}n2}. That is, we regard the quantum register of n = n1 + n2 qubits as
split into two, containing n1 and n2 qubits respectively. Then supposing we have calibration matrices M (1) and M (2)
3 Binary bitstrings are converted to their base-10 representations
when acting as integer indices. This convention is followed
throughout this article for notational simplicity.
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for the two registers, we may construct M = M (1) ⊗M (2), and c′ = M+c then likewise applies. In practice, it is










and likewise compute c′ using the pseudoinverses ofM (1) andM (2). Note we require at most 2n1 +2n2 < 2n calibration
circuits to obtainM (1) andM (2)—in practice fewer, since each circuit calibrating the first register can be merged with
one calibrating the other—but this is at the expense of neglecting correlations in measurement errors between qubits
belonging to different registers. In our implementation, we choose n1 = dn/2e and n2 = n − n1, enabling feasible
readout mitigation for n ≥ 13 as needed in our experiments; for example n = 12 qubits requires only 96 calibration
circuits. We utilize tensored readout mitigation for all circuits containing n ≥ 10 qubits; otherwise complete readout
mitigation is used. The effect of readout mitigation on hardware data quality is smaller than that of post-selection,
but it nonetheless remains an important error mitigation step; the effectiveness of post-selection diminishes when
readout mitigation is not first performed.
b. Post-Selection (PS)
Readout error mitigation reduces the effect of measurement errors, but does not mitigate errors incurred during
the execution of gate rounds in the circuit. We use a post-selection procedure [56, 113] to mitigate these errors to a
limited extent. Suppose the Hamiltonian H has symmetry (observable) S such that [H,S] = 0; then 〈S〉 is a conserved
quantity. It must therefore be that 〈ψ(t)|S|ψ(t)〉 = 〈ψ(0)|S|ψ(0)〉 for a time-evolved state |ψ(t)〉 = e−iHt |ψ(0)〉 and
initial state |ψ(0)〉. Suppose furthermore that 〈S〉t = 〈ψ(t)|S|ψ(t)〉 can be conveniently measured on the quantum
circuits and 〈S〉0 is known; then if we find 〈S〉t 6= 〈S〉0, we may discard the measurement result as it is unphysical.
The Hamiltonians studied in this article conserve particle number (see Appendix A), in that [H,O] = 0 for total




i ci over n sites. We take S = O for post-selection. Recall we may access site-
wise occupancy expectation through computational-basis measurements on all simulation qubits (Appendix C 1 a);
we piggy-back on these measurements for post-selection. This leads to the following post-selection rule—suppose the
raw experiment counts are cs for measurement bitstring s ∈ {0, 1}n, and that the initial state |ψ(0)〉 gives known
〈O〉0 ∈ N. Then the mitigated counts are c′s = cs if
∑
i si = 〈O〉0 for bits si ∈ s, and c′s = 0 otherwise. That is, we
discard measurement bitstrings that have the incorrect particle number as required by symmetry.
c. Qubit Chain Selection
The available quantum hardware provide more qubits than needed for our experiments—ibmq_manhattan comprises
65 qubits for instance—and there are significant variations in the quality of qubits within the same machine. It is
therefore advantageous to select qubits of the highest quality to use for experiments on an on-demand basis. Note our
circuit ansatz for compilation (see Appendix C 2 c) requires CX connections between all adjacent pairs of qubits but
not longer-range connections; hence we seek qubit chains. Given the available non-faulty qubits and CX couplings
between qubits, we construct a graph representation and perform breadth-first search to identify all distinct qubit















where EU3i is the calibrated U3 gate error and E
M
i is the calibrated measurement error for qubit i, and ECXi,j is the
calibrated CX gate error between qubits i and j. As before, nL is the number of layers in the circuit recompilation
ansatz. The fitness Q is intended to emulate the structure of the recompilation circuit ansatz; we set nL = 5 as a
typical value, and ECX1,0 = ECXn,n+1 = 0 by convention. We then pick the qubit chains with highest Q for experiments.
Note the error rates are pulled from the daily calibration of IBM Q machines, and are hence only approximate in
nature.
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d. Repetitions & Averaging
To minimize the effects of stochastic noise, we run each circuit for the maximum allowable number of shots ns = 8192
in all our experiments. Furthermore, we perform repetitions 6 ≤ nr ≤ 20 of each circuit, such that each submitted
job to the IBM Q backends saturates the 900 circuits limit whenever possible. The effective number of shots is hence
nsnr & 5×104 for each circuit. The degrading effects of stochastic noise on our results are further reduced by collating
error-mitigated measurement bitstring counts over multiple qubit chains per machine, and multiple IBM Q machines;
fluctuations in data due to noise are then averaged out. Note the performance of the machines exhibit a degree
of variability—the error rates reported from the daily calibration may be inaccurate, qubits and CX connections
between qubits can become faulty, and noise may cause sporadic degradation in quality of results. To filter these
erroneous outliers out, we discard time series data that exhibit major discontinuities, which are unphysical; occupancy


























∣∣2LR〉 Concatenate ∣∣1L〉 and ∣∣1R〉
KC Model (BDI Class)
|ψ0〉 Initialization Circuit























TABLE V. Initialization circuit components for the SSH and the BDI-class KC models, corresponding to the initialization
blocks drawn in the diagrams of Figure 4. Initial states for the D-class KC model are more complicated, and are absorbed into
the circuit recompilation ansatz to minimize circuit depth.
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