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Abstract
Resolvents play a central role in the design and the analysis of splitting algorithms for solving mono-
tone inclusions. We investigate a generalization of this notion, called warped resolvent, which is
constructed with the help of an auxiliary operator. Iterations involving warped resolvents are shown
to capture a wide range of algorithmic schemes and to lead to new monotone operator splitting
methods. Particular attention is given to cutting plane algorithms, which operate with successive
outer approximations to the solution set. Weakly and strongly convergent algorithms are devised in
this context.
Keywords. Cutting plane algorithm, monotone inclusion, monotone operator splitting, proximal point
algorithm, strong convergence, warped resolvent
1 Introduction
Feje´r monotonicity provides a broad pattern to design and analyze iterative methods aimed at solving
optimization and nonlinear analysis problems in Hilbert spaces [6]. Let H be a real Hilbert space with
scalar product 〈 · | · 〉 and associated norm ‖·‖, and let ∅ 6= Z ⊂ H. A sequence (xn)n∈N in H is Feje´r
monotone with respect to Z if
(∀x ∈ Z)(∀n ∈ N) ‖xn+1 − x‖ 6 ‖xn − x‖. (1.1)
It is known [5] that this property holds if and only if there exist a sequence of closed affine half-spaces
(Hn)n∈N containing Z and a sequence (λn)n∈N in [0, 2] such that
(∀n ∈ N) xn+1 = xn + λn
(
projHn xn − xn
)
. (1.2)
This cutting plane framework is of great interest for two reasons. First, a notable consequence of (1.1)
is that it has a very simple certificate of weak convergence, namely, (xn)n∈N converges weakly to a point
in Z if and only if its weak sequential cluster points all lie in Z. Another remarkable property of (1.2)
∗Contact author: P. L. Combettes, plc@math.ncsu.edu, phone: +1 (919) 515 2671. The work of M. N. Bu`i was supported
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is that it can be turned into a strongly convergent algorithm with negligible additional computational
cost by introducing a second cutting plane to form an outer approximation to Z [5].
In this paper, we focus on the generic problem of finding a zero of a maximally monotone operator
M : H → 2H, a setting with far reaching ramifications [3, 6, 22, 23, 31, 33, 43, 49, 50, 55]. The most
elementary algorithm designed for this task is the proximal point algorithm [48]
(∀n ∈ N) xn+1 = JγnMxn, where γn ∈ ]0,+∞[ and JγnM = (Id+γnM)
−1. (1.3)
To see that (1.3) conforms to (1.2) with respect to the target set Z = zerM , take x ∈ Z. Then, at
iteration n ∈ N, (x, 0) ∈ graM and (xn+1, γ
−1
n (xn − xn+1)) ∈ graM so that, by monotonicity of M ,
〈x− xn+1 | xn − xn+1〉 6 0. Thus,
(∀n ∈ N) xn+1 = projHn xn, where Hn =
{
z ∈ H
∣∣ 〈z − JγnMxn | xn − JγnMxn〉 6 0} ⊃ Z. (1.4)
This observation gives the proximal point algorithm (1.3) a simple geometrical interpretation: the re-
solvents (JγnM )n∈N are used to generate points in graM , which in turn serve to build half-spaces to
implement the Feje´rian iteration (1.2). In practice, the execution of (1.3) may be hindered by the diffi-
culty of evaluating the resolvents. For instance,M is often a composite operator assembled from several
elementary blocks that can be linear operators and monotone operators [6, 9, 10, 11, 13, 21, 23, 26].
Even in the simple case when M = A + B, there is no mechanism to express conveniently the re-
solvent of M in terms of operators involving A and B separately. Beyond the basic proximal point
algorithm, the idea of generating points in the graph of a monotone operator to create outer approxi-
mation half-spaces and projecting onto them is implicitly or explicitly present in many algorithms for
solving monotone inclusions; see for instance [1, 5, 23, 29, 32, 36, 51]. These works, however, employ
only standard resolvents. To extend the scope of such cutting plane strategies and bring new insights
into existing splitting algorithms, we propose to replace the standard resolvents by more general ones
which depend on an auxiliary operator and which we shall call warped resolvents. As will be seen in
Proposition 3.1, these operators are single-valued and defined everywhere.
Definition 1.1 (Warped resolvent) LetM : H → 2H andK : H → H be such that ranK ⊂ ran(K+M)
and K +M is injective. The warped resolvent of M with kernel K is JKM = (K +M)
−1 ◦K.
A main motivation for introducing warped resolvents is that, through judicious choices of a kernel
K tailored to the structure or the properties of M , JKM can be much easier to implement than the
standard resolvent JM = J
Id
M . Here is an illustration of this principle in the case whenM is the sum of
two monotone operators.
Example 1.2 Let A : H → 2H be maximally monotone, let β ∈ ]0,+∞[, and let B : H → H be β-
cocoercive, that is,
(∀x ∈ H)(∀y ∈ H) 〈x− y | Bx−By〉 > β‖Bx−By‖2. (1.5)
Now let γ ∈ ]0, 2β[, set M = A + B, set K = Id−γB, and suppose that zerM 6= ∅. Then a zero of
M = A+B can be constructed via the warped proximal point algorithm
(∀n ∈ N) xn+1 = J
K
γMxn (1.6)
since it reduces to the standard forward-backward algorithm [41]
(∀n ∈ N) xn+1 = JγA(xn − γBxn). (1.7)
This strategy is found in [45, Remark 3.6]. By contrast, the standard proximal point algorithm (i.e.,
K = Id in (1.6)) is usually not implementable here.
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Besides Example 1.2, special cases of warped resolvents have already been considered in the lit-
erature. Thus, if the kernel is K = projV for some closed vector subspace V of H, we obtain the
generalized resolvent of [34] (see also [8]). On the other hand, taking K = ∇f for some Legendre
function f : H → R gives rise to the D-resolvent studied in [4], a construction which goes back to [30]
and which also underlies the Guy Cohen auxiliary principle [16, 17]. Another instance of Definition 1.1
is found in [7], where K is assumed to be strictly monotone, 3∗ monotone, and surjective.
The main objective of the present paper is to investigate proximal point iterations involving warped
resolvents. This framework will be seen to not only bring together many existing algorithms, but to
also generate new and attractive splitting algorithms. The paper is organized as follows. Section 2
provides the necessary notation as well as preliminary results. The properties of warped resolvents
are discussed in Section 3. There, we also show their breadth and versatility by giving examples of
algorithms in which the updating rule consists of the direct application of a warped resolvent to the
current iterate. Cutting plane warped proximal algorithms, where the cuts are obtained via warped
resolvents, are introduced and analyzed in Section 4. Besides the use of kernels varying at each itera-
tion, our framework also features applications of the warped resolvents at points that may not be the
current iterate, which adds considerable modeling flexibility. New splitting algorithms resulting from
this general cutting plane strategy are devised, together with strongly convergent variants. Further
developments are explored in Section 5.
2 Notation and preliminary results
2.1 Notation, definitions, and background
Throughout, H, K, and G are real Hilbert spaces. We denote the scalar product of a Hilbert space by
〈· | ·〉 and the associated norm by ‖ · ‖. The symbols ⇀ and → denote, respectively, weak and strong
convergence, and Id denotes the identity operator. The Hilbert direct sum of H and G is denoted by
H⊕G and the power set of H by 2H. The space of bounded linear operators from H to G is denoted by
B(H,G), and we set B(H) = B(H,H). The projection operator onto a nonempty closed convex subset
C of H is denoted by projC .
LetM : H → 2H. We denote by graM =
{
(x, x∗) ∈ H ×H
∣∣ x∗ ∈Mx} the graph ofM , by domM ={
x ∈ H
∣∣ Mx 6= ∅} the domain of M , by ranM = {x∗ ∈ H ∣∣ (∃x ∈ H) x∗ ∈Mx} the range of M , by
zerM =
{
x ∈ H
∣∣ 0 ∈Mx} the set of zeros of M , and by M−1 the inverse of M , i.e., graM−1 ={
(x∗, x) ∈ H ×H
∣∣ x∗ ∈Mx}. The resolvent ofM is JM = (Id+M)−1. Further,M is monotone if(
∀(x, x∗) ∈ graM
)(
∀(y, y∗) ∈ graM
)
〈x− y | x∗ − y∗〉 > 0, (2.1)
and maximally monotone if, in addition, there exists no monotone operator A : H → 2H such that
graM ⊂ graA 6= graM . We say that M is uniformly monotone with modulus φ : [0,+∞[ → [0,+∞] if
φ is increasing, vanishes only at 0, and(
∀(x, x∗) ∈ graM
)(
∀(y, y∗) ∈ graM
)
〈x− y | x∗ − y∗〉 > φ
(
‖x− y‖
)
. (2.2)
In particular,M is strongly monotone with constant α ∈ ]0,+∞[ if φ = α| · |2.
An operator T : H → H is nonexpansive if it is 1-Lipschitzian, α-averaged with α ∈ ]0, 1[ if
Id+(1/α)(T − Id) is nonexpansive, firmly nonexpansive if it is 1/2-averaged, and β-cocoercive with
β ∈ ]0,+∞[ if βT is firmly nonexpansive. For further background on nonlinear analysis, see [6].
Definition 2.1 An operatorM : H → 2H is injective if (∀x ∈ H)(∀y ∈ H) Mx ∩My 6= ∅⇒ x = y.
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In connection with Definition 1.1, it is natural to consider the specialization to subdifferentials. This
leads to the following notion, which extends Moreau’s classical proximity operator [42].
Definition 2.2 (Warped proximity operator) Let ϕ : H → ]−∞,+∞] be a proper lower semicontinu-
ous convex function and letK : H → H be such that ranK ⊂ ran(K+∂ϕ) andK+∂ϕ is injective. The
warped proximity operator of ϕ with kernel K is proxKϕ = (K + ∂ϕ)
−1 ◦K.
Specializing Definition 2.2 to indicator functions, we arrive at the following definition (see Fig. 1).
Definition 2.3 (Warped projection operator) Let C be a nonempty closed convex subset of H with
normal cone operator NC and let K : H → H be such that ranK ⊂ ran(K + NC) and K + NC is
injective. The warped projection operator onto C with kernel K is projKC = (K +NC)
−1 ◦K.
Remark 2.4 In the context of Definition 2.3, we have the characterization(
∀(x, p) ∈ H ×H
)
p = projKC x ⇔
[
p ∈ C and (∀y ∈ C) 〈y − p | Kx−Kp〉 6 0
]
. (2.3)
p1
p2 p3
•
••
Fig. 1. Warped projections onto the closed unit ball centered at the origin. Sets of points projecting
onto p1, p2, and p3 for the kernels K1 = Id (in green) and K2 : (ξ1, ξ2) 7→ (ξ
3
1/2 + ξ1/5− ξ2, ξ1 + ξ2) (in
red). Note that K2 is not a gradient.
The following facts will be needed.
Lemma 2.5 Let B : H → H be Lipschitzian with constant β ∈ ]0,+∞[, let W : H → H be strongly
monotone with constant α ∈ ]0,+∞[, let ε ∈ ]0, α[, and let γ ∈ ]0, (α − ε)/β]. Set K = W − γB. Then
the following hold:
(i) K is ε-strongly monotone.
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(ii) Suppose that α = 1 and W = Id. Then K is cocoercive with constant 1/(2 − ε).
Proof. (i): By Cauchy–Schwarz,
(∀x ∈ H)(∀y ∈ H) 〈x− y | Kx−Ky〉 = 〈x− y | Wx−Wy〉 − γ〈x− y | Bx−By〉
> α‖x− y‖2 − γ‖x− y‖ ‖Bx−By‖
> α‖x− y‖2 − γβ‖x− y‖2
> ε‖x− y‖2. (2.4)
(ii): Since γB is (1−ε)-Lipschitzian, [6, Proposition 4.38] entails that γB is averaged with constant
(2 − ε)/2. Hence, since γB = Id−K, [6, Proposition 4.39] implies that K is cocoercive with constant
1/(2 − ε).
The following lemma concerns a type of duality for monotone inclusions studied in [13, 44, 46].
Lemma 2.6 Let A : G → 2G and B : K → 2K be maximally monotone, let L ∈ B(G,K), let z∗ ∈ G, and let
r ∈ K. Suppose that H = G ⊕ K ⊕K, define
M : H → 2H : (x, y, v∗) 7→ (−z∗ +Ax+ L∗v∗, By − v∗, r − Lx+ y), (2.5)
and set
Z =
{
(x, v∗) ∈ G ⊕ K
∣∣ z∗ − L∗v∗ ∈ Ax and Lx− r ∈ B−1v∗}. (2.6)
In addition, denote by P the set of solutions to the problem
find x ∈ G such that z∗ ∈ Ax+ L∗
(
B(Lx− r)
)
(2.7)
and by D the set of solutions to the dual problem
find v∗ ∈ K such that − r ∈ −L
(
A−1(z∗ − L∗v∗)
)
+B−1v∗. (2.8)
Then the following hold:
(i) M is maximally monotone.
(ii) Suppose that (x, y, v∗) ∈ zerM . Then (x, v∗) ∈ Z, x ∈ P, and v∗ ∈ D .
(iii) P 6= ∅⇔ D 6= ∅⇔ Z 6= ∅⇔ zerM 6= ∅.
Proof. (i): Define{
C : H → 2H : (x, y, v∗) 7→ (−z∗ +Ax,By, r)
S : H → H : (x, y, v∗) 7→ (L∗v∗,−v∗,−Lx+ y).
(2.9)
On the one hand, by virtue of [6, Proposition 20.23], C is maximally monotone. On the other hand,
since S ∈ B(H) and S∗ = −S, [6, Example 20.35] asserts that S is maximally monotone. Altogether, it
follows from [6, Corollary 25.5(i)] that M = C + S is maximally monotone.
(ii): We derive from (2.5) that z∗ ∈ Ax + L∗v∗, y = Lx − r, and v∗ ∈ By = B(Lx − r). In turn,
z∗−L∗v∗ ∈ Ax, Lx−r ∈ B−1v∗, and (2.6) therefore yields (x, v∗) ∈ Z. Finally, [6, Proposition 26.33(i)]
asserts that x ∈ P and v∗ ∈ D .
(iii): It follows from [6, Proposition 26.33(iii)] that P 6= ∅ ⇔ D 6= ∅ ⇔ Z 6= ∅. In addition, in
view of (ii), zerM 6= ∅⇒ Z 6= ∅. Now suppose that (x, v∗) ∈ Z and set y = Lx− r. Then (2.6) yields
y = Lx − r ∈ B−1v∗ and z∗ ∈ Ax + L∗v∗. Hence 0 ∈ By − v∗ and 0 ∈ −z∗ + Ax + L∗v∗. Altogether,
0 ∈ (−z∗ +Ax+ L∗v∗, By − v∗, r − Lx+ y) = M(x, y, v∗), i.e., (x, y, v∗) ∈ zerM .
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2.2 Convergence of cutting plane methods
The first lemma concerns the weak convergence of the Feje´rian scheme (1.2), which involves outer
approximations to the target set in the form of half-spaces.
Lemma 2.7 ([19]) Let Z be a nonempty closed convex subset of H, let x0 ∈ H, and let ε ∈ ]0, 1[. Suppose
that
for n = 0, 1, . . .
y∗n ∈ H and ηn ∈ R are such that Z ⊂ Hn =
{
z ∈ H
∣∣ 〈z | y∗n〉 6 ηn}
xn+1/2 = projHn xn
λn ∈ [ε, 2 − ε]
xn+1 = xn + λn(xn+1/2 − xn).
(2.10)
Then the following hold:
(i)
∑
n∈N
‖xn+1 − xn‖
2 < +∞.
(ii) Suppose that, for every x ∈ H and every strictly increasing sequence (kn)n∈N in N, xkn ⇀ x ⇒
x ∈ Z. Then (xn)n∈N converges weakly to a point in Z.
Next, we present a strongly convergent variant of (1.2) which, in the spirit of Haugazeau’s algorithm
(see [35, The´ore`me 3-2] and [6, Corollary 30.15]), involves outer approximations consisting of the
intersection of two half-spaces. For convenience, given (x, y, z) ∈ H3, we set
H(x, y) =
{
u ∈ H
∣∣ 〈u− y | x− y〉 6 0} (2.11)
and, if R = H(x, y) ∩ H(y, z) 6= ∅, Q(x, y, z) = projR x. The latter can be computed explicitly as
follows.
Lemma 2.8 ([35, The´ore`me 3-1] or [6, Corollary 29.25]) Let (x, y, z) ∈ H3. Set R = H(x, y)∩H(y, z),
χ = 〈x− y | y − z〉, µ = ‖x−y‖2, ν = ‖y−z‖2, and ρ = µν−χ2. Then exactly one of the following holds:
(i) ρ = 0 and χ < 0, in which case R = ∅.
(ii) [ ρ = 0 and χ > 0 ] or ρ > 0, in which case R 6= ∅ and
Q(x, y, z) =

z, if ρ = 0 and χ > 0;
x+ (1 + χ/ν)(z − y), if ρ > 0 and χν > ρ;
y + (ν/ρ)
(
χ(x− y) + µ(z − y)
)
, if ρ > 0 and χν < ρ.
(2.12)
Lemma 2.9 ([2, Proposition 2.1]) Let Z be a nonempty closed convex subset ofH and let x0 ∈ H. Suppose
that
for n = 0, 1, . . . y∗n ∈ H and ηn ∈ R are such that Z ⊂ Hn =
{
x ∈ H
∣∣ 〈x | y∗n〉 6 ηn}
xn+1/2 = projHn xn
xn+1 = Q
(
x0, xn, xn+1/2
)
.
(2.13)
Then the sequence (xn)n∈N is well defined and the following hold:
(i)
∑
n∈N
‖xn+1 − xn‖
2 < +∞ and
∑
n∈N
‖xn+1/2 − xn‖
2 < +∞.
(ii) Suppose that, for every x ∈ H and every strictly increasing sequence (kn)n∈N in N, xkn ⇀ x ⇒
x ∈ Z. Then (xn)n∈N converges strongly to projZ x0.
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2.3 Finding zeros by cutting plane methods
The overarching geometrical principle of our algorithms is to use points in the graph of the monotone
operatorM under consideration to construct half-spaces containing its zeros. Upon invoking Lemma 2.7
or Lemma 2.9, this will allow us to construct iteratively a zero of M . These conceptual algorithms are
described in the next two propositions. The first one guarantees weak convergence to an unspecified
zero of M .
Proposition 2.10 Let M : H → 2H be a maximally monotone operator such that Z = zerM 6= ∅, let
x0 ∈ H, and let ε ∈ ]0, 1[. Iterate
for n = 0, 1, . . .
(yn, y
∗
n) ∈ graM
λn ∈ [ε, 2 − ε]
if 〈yn − xn | y
∗
n〉 < 0⌊
xn+1 = xn +
λn〈yn − xn | y
∗
n〉
‖y∗n‖
2
y∗n
else⌊
xn+1 = xn.
(2.14)
Then the following hold:
(i)
∑
n∈N
‖xn+1 − xn‖
2 < +∞.
(ii) Suppose that, for every x ∈ H and every strictly increasing sequence (kn)n∈N in N, xkn ⇀ x ⇒
x ∈ Z. Then (xn)n∈N converges weakly to a point in Z.
Proof. Set (∀n ∈ N) Hn =
{
z ∈ H
∣∣ 〈z − yn | y∗n〉 6 0}. Then Z 6= ∅ and it follows from [6, Proposi-
tion 23.39] that Z is closed and convex. Now let z ∈ Z, i.e., (z, 0) ∈ graM . Then, for every n ∈ N,
the monotonicity ofM forces 〈yn − z | y
∗
n〉 > 0 and therefore Z ⊂ Hn. In addition, [6, Example 29.20]
asserts that
(∀n ∈ N) projHn xn =
xn +
〈yn − xn | y
∗
n〉
‖y∗n‖
2
y∗n, if 〈yn − xn | y
∗
n〉 < 0;
xn, if 〈yn − xn | y
∗
n〉 > 0.
(2.15)
This shows that (2.14) is an instantiation of (2.10) with (∀n ∈ N) ηn = 〈yn | y
∗
n〉. The claims therefore
follow from Lemma 2.7.
The second proposition guarantees strong convergence to the best approximation to a reference
point x0 from the set of zeros of a maximally monotone operator (see (2.12) for the definition of Q).
Proposition 2.11 LetM : H → 2H be a maximally monotone operator such that Z = zerM 6= ∅, and let
x0 ∈ H. Iterate
for n = 0, 1, . . .
(yn, y
∗
n) ∈ graM
if 〈yn − xn | y
∗
n〉 < 0⌊
xn+1/2 = xn +
〈yn − xn | y
∗
n〉
‖y∗n‖
2
y∗n
else⌊
xn+1/2 = xn
xn+1 = Q(x0, xn, xn+1/2).
(2.16)
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Then the following hold:
(i)
∑
n∈N
‖xn+1 − xn‖
2 < +∞ and
∑
n∈N
‖xn+1/2 − xn‖
2 < +∞.
(ii) Suppose that, for every x ∈ H and every strictly increasing sequence (kn)n∈N in N, xkn ⇀ x ⇒
x ∈ Z. Then (xn)n∈N converges strongly to projZ x0.
Proof. The claims are established following the same arguments as in the proof of Proposition 2.10 by
identifying (2.16) as an instantiation of (2.13) and then invoking Lemma 2.9.
Remark 2.12 Let A : G → 2G and B : K → 2K be maximally monotone, and let L ∈ B(G,K). Suppose
that H = G ⊕ K and define
M : H → 2H : (x, v∗) 7→ (Ax+ L∗v∗,−Lx+B−1v∗). (2.17)
In [1, 2, 23] the problem of finding a zero of M (and hence a solution to the monotone inclusion
0 ∈ Ax + L∗(B(Lx))) is approached by generating, at each iteration n, points (an, a
∗
n) ∈ graA and
(bn, b
∗
n) ∈ graB. This actually provides a point (yn, y
∗
n) = ((an, b
∗
n), (a
∗
n + L
∗b∗n,−Lan + bn)) ∈ graM ,
which shows that the algorithms proposed there are actually instances of (2.14) and (2.16).
3 Warped resolvents: Properties and direct iterations
3.1 Properties
Properties of special cases of warped resolvents have been investigated in [4, 7, 27]. We provide here
some key properties in the general context of Definition 1.1.
Proposition 3.1 Let M : H → 2H and K : H → H be such that ranK ⊂ ran(K + M) and K + M is
injective. Then JKM is a single-valued operator defined everywhere on H.
Proof. By assumption, dom JKM = dom((K + M)
−1 ◦ K) =
{
x ∈ domK
∣∣ Kx ∈ dom(K +M)−1} ={
x ∈ H
∣∣ Kx ∈ ran(K +M)} = H. Next, to show that (K +M)−1 is at most single-valued, suppose
that (x∗, x1) ∈ gra(K +M)
−1 and (x∗, x2) ∈ gra(K +M)
−1. Then {x∗} ⊂ (K +M)x1 ∩ (K +M)x2
and, since K +M is injective, it follows that x1 = x2.
Sufficient conditions that make warped resolvents well defined are made explicit below.
Proposition 3.2 Let M : H → 2H and K : H → H. Then the following hold:
(i) Suppose that one of the following holds:
[a] K +M is surjective.
[b] K +M is maximally monotone and domK ∩ domM is bounded.
[c] K +M is maximally monotone,K +M is uniformly monotone with modulus φ, and φ(t)/t→
+∞ as t→ +∞.
[d] K +M is maximally monotone and strongly monotone.
[e] M is maximally monotone andK is maximally monotone, strictly monotone, 3∗ monotone, and
surjective.
[f] K is maximally monotone and there exists a lower semicontinuous coercive convex function
ϕ : H → R such that M = ∂ϕ.
Then ranK ⊂ ran(K +M).
(ii) Suppose that one of the following holds:
[a] K +M is strictly monotone.
[b] M is monotone and K is strictly monotone on domM .
[c] K is monotone andM is strictly monotone.
[d] −(K +M) is strictly monotone.
Then K +M is injective.
Proof. Set A = K +M .
(i): Item [a] is clear. We prove the remaining ones as follows.
[b]: It follows from [6, Corollary 21.25] that ranA = H ⊃ ranK.
[c]&[d]: Since [6, Proposition 22.11] asserts that A is surjective, the claim follows from (i)[a].
[e]: See [7, Theorem 2.3].
[f]: Take z ∈ H and set B = A( · + z)−Kz. By coercivity of ϕ, there exists ρ ∈ ]0,+∞[ such that
(∀x ∈ H) ‖x‖ > ρ ⇒ inf 〈x | ∂ϕ(x + z)〉 > ϕ(x+ z)− ϕ(z) > 0. (3.1)
Now take (x, x∗) ∈ graB and suppose that ‖x‖ > ρ. Then x∗ + Kz − K(x + z) ∈ ∂ϕ(x + z) and it
follows from (3.1) and the monotonicity of K that
0 6 〈x | x∗ +Kz −K(x+ z)〉 = 〈x | x∗〉 − 〈(x+ z)− z | K(x+ z)−Kz〉 6 〈x | x∗〉. (3.2)
On the other hand, sinceA is maximally monotone [6, Corollary 25.5(i)], so isB [6, Proposition 20.22].
Altogether, [47, Proposition 2] asserts that there exists x ∈ H such that 0 ∈ Bx. Consequently, Kz ∈
A(x+ z) ⊂ ran(K +M).
(ii): We need to prove only [a] since [b] and [c] are special cases of it, and [d] is similar. To
this end, let (x1, x2) ∈ H
2 and suppose that Ax1 ∩ Ax2 6= ∅. We must show that x1 = x2. Take
x∗ ∈ Ax1 ∩ Ax2 6= ∅. Then (x1, x
∗) and (x2, x
∗) lie in graA. In turn, since A is strictly monotone and
〈x1 − x2 | x
∗ − x∗〉 = 0, we obtain x1 = x2.
Proposition 3.3 LetM : H → 2H, let γ ∈ ]0,+∞[, and letK : H → H be such that ranK ⊂ ran(K+γM)
and K + γM is injective. Then the following hold:
(i) Fix JKγM = zerM .
(ii) Let x ∈ H and p ∈ H. Then p = JKγMx⇔ (p, γ
−1(Kx−Kp)) ∈ graM .
(iii) Suppose that M is monotone. Let x ∈ H and y ∈ H, and set p = JKγMx and q = J
K
γMy. Then
〈Kx−Ky | p− q〉 > 〈Kp−Kq | p− q〉.
(iv) Suppose that M is monotone, that K is uniformly continuous and φ-uniformly monotone, and that
ψ : t 7→ φ(t)/t is real-valued on ]0, ξ[ for some ξ ∈ ]0,+∞[ and strictly increasing. Then JKγM is
uniformly continuous.
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(v) Suppose that M is monotone and that K is β-Lipschitzian and α-strongly monotone for some α ∈
]0,+∞[ and β ∈ ]0,+∞[. Then JKγM is (β/α)-Lipschitzian.
(vi) Suppose that M is monotone. Let x ∈ H, and set y = JKγMx and y
∗ = γ−1(Kx − Ky). Then
zerM ⊂
{
z ∈ H
∣∣ 〈z − y | y∗〉 6 0}.
Proof. (i): We derive from Proposition 3.1 that (∀x ∈ H) x ∈ zerM ⇔ Kx ∈ Kx+ γMx⇔ x = JKγMx
⇔ x ∈ Fix JKγM .
(ii): We have p = JKγMx ⇔ p = (K + γM)
−1(Kx) ⇔ Kx ∈ Kp + γMp ⇔ Kx − Kp ∈ γMp ⇔
(p, γ−1(Kx−Kp)) ∈ graM .
(iii): This follows from (ii) and the monotonicity of M .
(iv): Let x and y be in H, and set p = JKγMx and q = J
K
γMy. Then we deduce from (iii) that
φ(‖p − q‖) 6 〈p− q | Kp−Kq〉 6 〈p− q | Kx−Ky〉 6 ‖p − q‖ ‖Kx−Ky‖. (3.3)
Now fix ε ∈ ]0, ξ[ and let η ∈ ]0, ψ(ε)]. By uniform continuity of K, there exists δ ∈ ]0,+∞[ such that
‖x− y‖ 6 δ ⇒ ‖Kx−Ky‖ 6 η. Without loss of generality, suppose that p 6= q. Then, if ‖x− y‖ 6 δ, we
derive from (3.3) that ψ(‖p−q‖) 6 ‖Kx−Ky‖ 6 η 6 ψ(ε). Consequently, since ψ is strictly increasing,
‖p − q‖ 6 ε.
(v): Let x and y be in H and set p = JKγMx and q = J
K
γMy. Then we deduce from (iii) that
α‖p−q‖2 6 〈p− q | Kp−Kq〉 6 〈p − q | Kx−Ky〉 6 ‖p−q‖ ‖Kx−Ky‖ 6 β‖p−q‖ ‖x−y‖. (3.4)
In turn, ‖p − q‖ 6 (β/α)‖x − y‖.
(vi): Suppose that z ∈ zerM . Then (z, 0) ∈ graM . On the other hand, we derive from (ii) that
(y, y∗) ∈ graM . Hence, by monotonicity ofM , 〈y − z | y∗〉 > 0.
Standard resolvents are firmly nonexpansive, hence 1/2-averaged. A related property for warped
resolvents is the following.
Proposition 3.4 Let M : H → 2H be maximally monotone and let K : H → H be averaged with constant
α ∈ ]0, 1[. Suppose that K +M is 1-strongly monotone. Then JKM is averaged with constant 1/(2 − α).
Proof. Since K is nonexpansive [6, Remark 4.34(i)], we obtain using Cauchy–Schwarz that
(∀x ∈ H)(∀y ∈ H) 〈x− y | (2 Id+K)x− (2 Id+K)y〉 = 2‖x− y‖2 + 〈x− y | Kx−Ky〉
> 2‖x− y‖2 − ‖x− y‖2
= ‖x− y‖2 (3.5)
and therefore, by continuity of 2 Id+K, that 2 Id+K is maximally monotone [6, Corollary 20.28].
Thus, in the light of [6, Corollary 25.5(i)], 2 Id+K+M is maximally monotone. In turn, since 2 Id+K+
M is strongly monotone by (3.5), [6, Proposition 22.11(ii)] entails that ran(3 Id+K + M − Id) =
ran(2 Id+K + M) = H, which yields ran(Id+(K + M − Id)/3) = H. Hence, by monotonicity of
K+M − Id and Minty’s theorem [6, Theorem 21.1], we infer that K+M − Id is maximally monotone.
Thus, in view of [6, Corollary 23.9], (K +M)−1 = (Id+K +M − Id)−1 is averaged with constant 1/2.
Consequently, we infer from [6, Proposition 4.44] that JKM = (K +M)
−1 ◦K is averaged with constant
1/(2 − α).
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3.2 Direct iterations
We provide some illustrations of the versatility of warped resolvents by showing that various splitting
methods are instances of the following algorithm in which the update is obtained by directly applying
a warped resolvent to the current iterate.
Algorithm 3.5 Let M : H → 2H be maximally monotone, let x0 ∈ H, and let (γn)n∈N be a sequence in
]0,+∞[. For every n ∈ N, let Kn : H → H be such that ranKn ⊂ ran(Kn + γnM) and Kn + γnM is
injective. Iterate
for n = 0, 1, . . .⌊
xn+1 = J
Kn
γnM
xn.
(3.6)
We first consider an extension of Example 1.2.
Example 3.6 Let A : H → 2H and B : H → H be maximally monotone, and set M = A + B. For
every n ∈ N, let γn ∈ ]0,+∞[, let Wn : H → H be strongly monotone and Lipschitzian, and set
Kn = Wn − γnB. Then, for every n ∈ N, since Kn + γnM = Wn + γnA is maximally monotone and
strongly monotone, items (i)[d] and (ii)[a] in Proposition 3.2 assert that ranKn ⊂ ran(Kn+γnM) and
Kn + γnM is injective. Furthermore, by virtue of [6, Corollary 25.5(i)],M is maximally monotone and
Algorithm 3.5 reduces to the forward-backward splitting method
for n = 0, 1, . . .⌊
yn = Bxn
xn+1 = (Wn + γnA)
−1(Wnxn − γnyn).
(3.7)
(i) Suppose that B is β-cocoercive, 0 < infn∈N γn 6 supn∈N γn < 2β, and (∀n ∈ N) Wn = Id.
Then (3.7) assumes the form of the standard forward-backward splitting algorithm (∀n ∈ N)
xn+1 = JγnA(xn − γnBxn) [52].
(ii) Suppose that, for every n ∈ N, Wn ∈ B(H) is self-adjoint. Then (3.7) reduces to the variable
metric forward-backward algorithm studied in [27], which itself captures the frameworks of [15,
28, 37, 41, 52, 54].
(iii) Suppose that B = 0,
∑
n∈N γ
2
n = +∞, and (∀n ∈ N) Wn = Id. Then we retrieve the standard
proximal point algorithm (∀n ∈ N) xn+1 = JγnAxn [12, 48].
(iv) Let f : H → R be strongly convex and Gaˆteaux differentiable, and let γ ∈ ]0,+∞[. Suppose that
(∀n ∈ N) Wn = ∇f and γn = γ. Then (3.7) becomes
(∀n ∈ N) xn+1 = (∇f + γnA)
−1(∇f(xn)− γnBxn). (3.8)
This algorithm was first studied in [45] (see also [14]). Now let A = ∂ϕ for some proper lower
semicontinuous convex function ϕ : H → ]−∞,+∞], let B = ∇ψ for some differentiable convex
function ψ : H → R, and set θ = ϕ+ ψ. Then (3.8) induces the warped proximal iterations
(∀n ∈ N) xn+1 = prox
Kn
γnθ
xn, where Kn = ∇(f − γnψ). (3.9)
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Remark 3.7 The operators (Kn)n∈N in Example 3.6 need not be monotone in general. For instance, in
Example 3.6(i), suppose that H = R2, γn = 3/4 for some n ∈ N, and
B =
 1 −1 00 1 −1
−1 0 1
 . (3.10)
Then β = 1/2, γn = 3β/2, and we obtain 〈(−2, 1, 0) | Kn(−2, 1, 0)〉 = −1/4.
Next, we turn our attention to a composite inclusion problem.
Example 3.8 Let A : G → 2G and B : K → 2K be maximally monotone, and let L ∈ B(G,K). For every
n ∈ N, let K1,n : G → G and K4,n : K → K be maximally monotone and strongly monotone, and let
K3,n : G → K. Suppose that H = G ⊕K, and define
M : H → 2H : (x, y∗) 7→
(
Ax+ L∗y∗,−Lx+B−1y∗
)
(3.11)
and
(∀n ∈ N) γn = 1 and Kn : H → H : (x, y
∗) 7→ (K1,nx− L
∗y∗,K3,nx+K4,ny
∗). (3.12)
Take n ∈ N. Let us verify that ran(Kn+M) = H andKn+M is injective. To show that ran(Kn+M) = H,
let (a∗, b) ∈ H. First, [6, Corollary 25.5(i)] guarantees that K1,n+A is maximally monotone. However,
sinceK1,n is strongly monotone, so isK1,n+A. It thus results from [6, Proposition 22.11(ii)] that there
exists x ∈ G such that a∗ ∈ (K1,n + A)x. Likewise, there exists y
∗ ∈ K such that b − (K3,n − L)x ∈
(K4,n+B
−1)y∗. Hence, (a∗, b) ∈ (Kn+M)(x, y
∗) and ran(Kn+M) = H. Next, to establish thatKn+M
is injective, let (a1, b
∗
1) and (a2, b
∗
2) be in H, and suppose that there exists (a
∗, b) ∈ (Kn +M)(a1, b
∗
1) ∩
(Kn+M)(a2, b
∗
2). Then a
∗ ∈ (K1,n+A)a1 and b−(K3,n−L)a1 ∈ (K4,n+B
−1)b∗1. However, sinceK1,n+A
andK4,n+B
−1 are maximally monotone and strongly monotone, (K1,n+A)
−1 and (K4,n+B
−1)−1 are
single-valued and therefore a1 = (K1,n+A)
−1a∗ and b∗1 = (K4,n+B
−1)−1(b− (K3,n−L)a1). Likewise,
a2 = (K1,n+A)
−1a∗ and b∗2 = (K4,n+B
−1)−1(b− (K3,n−L)a2). Altogether, a1 = a2 and hence b
∗
1 = b
∗
2.
In addition, we have shown that(
∀(a, b∗) ∈ H
)(
∀(a∗, b) ∈ H
)
(a, b∗) = (Kn +M)
−1(a∗, b)
⇒
{
a = (K1,n +A)
−1a∗
b∗ =
(
K4,n +B
−1
)−1
(b− (K3,n − L)a).
(3.13)
On the other hand, [13, Proposition 2.7(iii)] implies that M is maximally monotone. In this scenario,
Algorithm 3.5 becomes
for n = 0, 1, . . .⌊
xn+1 =
(
K1,n +A
)−1
(K1,nxn − L
∗y∗n)
y∗n+1 =
(
K4,n +B
−1
)−1(
(L−K3,n)xn+1 +K3,nxn +K4,ny
∗
n
)
.
(3.14)
Let us specialize (3.14) further.
(i) Suppose that G = K, L = Id, and (∀n ∈ N) K1,n = K4,n = Id and K3,n = − Id. In addition, set
(∀n ∈ N) un = xn − y
∗
n and vn+1 = 2xn+1 − un − y
∗
n+1. Then (3.14) reduces to
for n = 0, 1, . . . xn+1 = JAunvn+1 = JB(2xn+1 − un)
un+1 = un + vn+1 − xn+1,
(3.15)
which is precisely the Douglas–Rachford algorithm for finding a zero of A+B [38].
12
(ii) Suppose that, for every n ∈ N, K3,n = −L and, furthermore, that K1,n ∈ B(G) and K4,n ∈
B(K) are self-adjoint. Then (3.14) is a version of algorithm [27, Eq. (6.7)] for finding a zero of
A+ L∗ ◦B ◦ L.
Here is an alternative method to find a zero of the sum of two maximally monotone operators, one
of which is Lipschitzian.
Example 3.9 Let A : G → 2G be maximally monotone, let B : G → G be monotone and Lipschitzian,
and let (µn)n∈N be a sequence in ]0,+∞[. Suppose that H = G ⊕ G and define
M : H → 2H : (x, y∗) 7→
(
Ax+ y∗,−x+B−1y∗
)
(3.16)
and
(∀n ∈ N) γn = 1 and Kn : H → H : (x, y
∗) 7→ (µ−1n+1x+ µny
∗/µn+1, x). (3.17)
Then, by virtue of [13, Proposition 2.7(iii)], M is maximally monotone. Next, for every n ∈ N, using
an argument similar to that of Example 3.8, we deduce that ran(Kn +M) = H, Kn +M is injective,
and (
∀(x, y∗) ∈ H
)
JKnM (x, y
∗) =
(
Jµn+1A(x− (µn+1 + µn)Bx+ µny
∗), Bx
)
. (3.18)
In turn, Algorithm 3.5 becomes
for n = 0, 1, . . .⌊
y∗n+1 = Bxn
xn+1 = Jµn+1A
(
xn − (µn+1 + µn)y
∗
n+1 + µny
∗
n
)
,
(3.19)
which is the scheme proposed in [40] to find a zero of A+B.
Next, we present a new algorithm for solving composite inclusions in duality.
Example 3.10 Let A : G → 2G and B : K → 2K be maximally monotone, let L ∈ B(G,K), and let
(γ, µ, ν) ∈ ]0,+∞[3. Suppose that H = G ⊕ K ⊕K and zer(A+ L∗ ◦B ◦ L) 6= ∅. Define{
M : H → 2H : (x, y, v∗) 7→ (Ax+ L∗v∗, By − v∗,−Lx+ y)
K : H → H : (x, y, v∗) 7→ (γ−1x− L∗v∗, µ−1y + v∗,−Lx+ y + νv∗).
(3.20)
Lemma 2.6(i)&(iii) assert that M is maximally monotone with zerM 6= ∅. On the other hand, by
arguing as in Example 3.8, we obtain ran(K+M) = H,K+M is injective, and, for every (x, y, v∗) ∈ H
and every (x+, y+, v
∗
+) ∈ H,
(x+, y+, v
∗
+) = J
K
M (x, y, v
∗) ⇔

x+ = JγA(x− γL
∗v∗)
y+ = JµB(y + µv
∗)
v∗+ = v
∗ + ν−1
(
L(2x+ − x) + y − 2y+
)
.
(3.21)
Algorithm 3.5 thus becomes
for n = 0, 1, . . . xn+1 = JγA(xn − γL∗v∗n)yn+1 = JµB(yn + µv∗n)
v∗n+1 = v
∗
n + ν
−1
(
L(2xn+1 − xn) + yn − 2yn+1
)
.
(3.22)
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Now suppose that ν > γ‖L‖2 + µ. Let ε ∈ ]0,+∞[ be such that γ‖L‖2 + µ+ 2ε < ν, set σ = γ‖L‖2 + ε,
and set τ = µ+ ε. Then γ−1 − ‖L‖2σ−1 > 0, µ−1 − τ−1 > 0, and ν − σ − τ > 0. Hence, upon setting
α = min
{
γ−1 − ‖L‖2σ−1, µ−1 − τ−1, ν − σ − τ
}
, (3.23)
we obtain(
∀(x, y, v∗) ∈ H
) 〈
(x, y, v∗) | K(x, y, v∗)
〉
= γ−1‖x‖2 + µ−1‖y‖2 + ν‖v∗‖2 − 2〈Lx | v∗〉+ 2〈y | v∗〉
= γ−1‖x‖2 + µ−1‖y‖2 + ν‖v∗‖2 − 2‖L‖ ‖x‖ ‖v∗‖ − 2‖y‖ ‖v∗‖
> γ−1‖x‖2 + µ−1‖y‖2 + ν‖v∗‖2
− ‖L‖2σ−1‖x‖2 − σ‖v∗‖2 − τ−1‖y‖2 − τ‖v∗‖2
=
(
γ−1 − ‖L‖2σ−1
)
‖x‖2 + (µ−1 − τ−1)‖y‖2 + (ν − σ − τ)‖v∗‖2
> α‖(x, y, v∗)‖2. (3.24)
Thus K ∈ B(H) is strongly monotone and self-adjoint. On the other hand, by construction, (∀n ∈ N)
(xn+1, yn+1, v
∗
n+1) = (K +M)
−1(K(xn, yn, v
∗
n)). Therefore, [27, Theorem 4.1] entails that there exists
(x, y, v∗) ∈ zerM such that (xn, yn, v
∗
n) ⇀ (x, y, v
∗). In addition, in view of Lemma 2.6(ii), x is a
solution to the primal problem
find x ∈ G such that 0 ∈ Ax+ L∗
(
B(Lx)
)
(3.25)
and v∗ is a solution to the dual problem
find v∗ ∈ K such that 0 ∈ −L
(
A−1(−L∗v∗)
)
+B−1v∗. (3.26)
4 Cutting plane warped proximal iterations
The asymptotic behavior of Algorithm 3.5, which employs warped resolvents directly, seems difficult to
analyze due to the lack of adequate convergence principles to describe its dynamics. In this section, we
consider indirect schemes in which warped resolvents are merely used to identify points in the graph
of the underlying monotone operator via Proposition 3.3(ii). We shall then invoke the powerful Propo-
sitions 2.10 and 2.11 to seamlessly obtain a broad class of weakly and strongly convergent algorithms.
It will be convenient to use the notation
(∀x ∈ H) x˜ =

x
‖x‖
, if x 6= 0;
0, if x = 0.
(4.1)
Our first algorithm is derived from Proposition 2.10 and operates with a single cutting plane. At every
iteration n, it utilizes a warped resolvent based on a different kernel operator, and this warped resolvent
is applied at a point un that may not be the current iterate xn.
Theorem 4.1 LetM : H → 2H be a maximally monotone operator such that Z = zerM 6= ∅, let x0 ∈ H,
let ε ∈ ]0, 1[, and let (γn)n∈N be a sequence in [ε,+∞[. For every n ∈ N, let Kn : H → H be a monotone
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operator such that ranKn ⊂ ran(Kn + γnM) and Kn + γnM is injective. Iterate
for n = 0, 1, . . .
un ∈ H
yn = J
Kn
γnM
un
y∗n = γ
−1
n (Knun −Knyn)
λn ∈ [ε, 2 − ε]
if 〈yn − xn | y
∗
n〉 < 0⌊
xn+1 = xn +
λn
〈
yn − xn | y
∗
n
〉
‖y∗n‖
2
y∗n
else⌊
xn+1 = xn.
(4.2)
Then the following hold:
(i)
∑
n∈N
‖xn+1 − xn‖
2 < +∞.
(ii) Suppose that the following are satisfied:
[a] un − xn → 0.
[b]
〈
un − yn | [Knun −Knyn]
∼
〉
→ 0 ⇒
{
un − yn ⇀ 0
Knun −Knyn → 0.
Then (xn)n∈N converges weakly to a point in Z.
Proof. We apply Proposition 2.10. First, as seen in Proposition 3.3(ii), (∀n ∈ N) (yn, y
∗
n) ∈ graM .
Therefore (4.2) is a special case of (2.14). In turn, (i) follows from Proposition 2.10(i). It remains to
prove (ii). To this end, take a strictly increasing sequence (kn)n∈N in N and a point x ∈ H such that
xkn ⇀ x. In view of Proposition 2.10(ii), we must show that x ∈ Z. We derive from (ii)[a] that
ukn ⇀ x. Next, in view of (4.1) and (4.2), for every n ∈ N, if 〈xn − yn | y
∗
n〉 > 0, then y
∗
n 6= 0 and〈
xn − yn | y˜∗n
〉
=
〈xn − yn | y
∗
n〉
‖y∗n‖
= λ−1n ‖xn+1 − xn‖ 6 ε
−1‖xn+1 − xn‖; (4.3)
otherwise, 〈xn − yn | y
∗
n〉 6 0 and
〈
xn − yn | y˜∗n
〉
=
0, if y
∗
n = 0;
〈xn − yn | y
∗
n〉
‖y∗n‖
, otherwise
6 0
= ε−1‖xn+1 − xn‖. (4.4)
Therefore, using (i) and the monotonicity of (Kn)n∈N, we obtain
0← ε−1‖xn+1 − xn‖
> 〈xn − yn | y˜∗n〉
= 〈xn − un | [Knun −Knyn]
∼〉+ 〈un − yn | [Knun −Knyn]
∼〉
> 〈xn − un | [Knun −Knyn]
∼〉. (4.5)
15
However, by Cauchy–Schwarz and (ii)[a], |〈xn − un | [Knun −Knyn]
∼〉| 6 ‖xn − un‖ → 0. Hence,
(4.5) implies that 〈un − yn | [Knun −Knyn]
∼〉 → 0. In turn, we deduce from (ii)[b] that un − yn ⇀ 0
and Knun −Knyn → 0. Altogether, since supn∈N γ
−1
n 6 ε
−1,{
ykn = ukn + (ykn − ukn) ⇀ x
Mykn ∋ y
∗
kn
= γ−1kn (Kknukn −Kknykn)→ 0.
(4.6)
In view of the maximal monotonicity ofM , [6, Proposition 20.38(ii)] asserts that x ∈ Z.
Remark 4.2 In Theorem 4.1, set (∀n ∈ N) Kn = Id, un = xn, and λn = 1. Then the cutting plane
warped proximal algorithm (4.2) reduces to the basic proximal point algorithm (1.3).
Remark 4.3 The auxiliary sequence (un)n∈N in Theorem 4.1 can serve several purposes. In general,
it provides the flexibility of not applying the warped resolvent to the current iterate. Here are some
noteworthy candidates.
(i) At iteration n, un can be a perturbation of xn, say un = xn + en. Here the error sequence (en)n∈N
need only satisfy ‖en‖ → 0 and not the usual summability condition
∑
n∈N ‖en‖ < +∞ required
in Algorithm 3.5 in the standard case [12, 48].
(ii) Mimicking the behavior of so-called inertial methods, let (αn)n∈N be a bounded sequence in R
and set (∀n ∈ N r {0}) un = xn + αn(xn − xn−1). Then Theorem 4.1(i) yields ‖un − xn‖ =
|αn| ‖xn − xn−1‖ → 0 and therefore assumption (ii)[a] holds in Theorem 4.1. More generally,
weak convergence results can be derived from Theorem 4.1 for iterations with memory, that is,
(∀n ∈ N) un =
n∑
j=0
µn,jxj, where (µn,j)06j6n ∈ R
n+1 and
n∑
j=0
µn,j = 1. (4.7)
Here condition (ii)[a] holds if (1 − µn,n)xn −
∑n−1
j=0 µn,jxj → 0. In the case of direct meth-
ods such as Algorithm 3.5, weak convergence requires more stringent conditions on the weights
(µn,j)n∈N,06j6n [24].
Remark 4.4 Condition (ii)[b] in Theorem 4.1 is satisfied in particular when there exist α and β in
]0,+∞[ such that the operators (Kn)n∈N are α-strongly monotone and β-Lipschitzian.
We now describe a strongly convergent scheme (see (2.12) for the definition of Q).
Theorem 4.5 LetM : H → 2H be a maximally monotone operator such that Z = zerM 6= ∅, let x0 ∈ H,
and let (γn)n∈N be a sequence in ]0,+∞[ such that infn∈N γn > 0. For every n ∈ N, let Kn : H → H be a
monotone operator such that ranKn ⊂ ran(Kn + γnM) and Kn + γnM is injective. Iterate
for n = 0, 1, . . .
un ∈ H
yn = J
Kn
γnM
un
y∗n = γ
−1
n (Knun −Knyn)
if 〈yn − xn | y
∗
n〉 < 0⌊
xn+1/2 = xn +
〈
yn − xn | y
∗
n
〉
‖y∗n‖
2
y∗n
else⌊
xn+1/2 = xn
xn+1 = Q(x0, xn, xn+1/2).
(4.8)
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Then the following hold:
(i)
∑
n∈N
‖xn+1 − xn‖
2 < +∞ and
∑
n∈N
‖xn+1/2 − xn‖
2 < +∞.
(ii) Suppose that the following are satisfied:
[a] un − xn → 0.
[b]
〈
un − yn | [Knun −Knyn]
∼
〉
→ 0 ⇒
{
un − yn ⇀ 0
Knun −Knyn → 0.
Then (xn)n∈N converges strongly to projZ x0.
Proof. We apply Proposition 2.11 using arguments similar to those used in the proof of Theorem 4.1.
In the remainder of this section, we apply Theorem 4.1 to obtain weakly convergent splitting meth-
ods. For brevity, we do not mention the strongly convergent counterparts that can be systematically
derived from Theorem 4.5. Likewise, we do not mention explicitly minimization problems as they
follow, with usual constraint qualification conditions, by considering monotone inclusions involving
subdifferentials as maximally monotone operators [6, 21].
In connection with Remark 4.3, we investigate the convergence of a perturbed forward-backward-
forward algorithm with memory.
Corollary 4.6 Let A : H → 2H be maximally monotone, let B : H → H be monotone and β-Lipschitzian
for some β ∈ ]0,+∞[, let (α, χ) ∈ ]0,+∞[2, and let ε ∈ ]0, α/(β + 1)[. For every n ∈ N, let Wn : H → H
be α-strongly monotone and χ-Lipschitzian, and let γn ∈ [ε, (α − ε)/β]. Take x0 ∈ H, let (λn)n∈N be a
sequence in ]0, 2[ such that 0 < infn∈N λn 6 supn∈N λn < 2, and let (en)n∈N be a sequence in H such that
en → 0. Furthermore, let m ∈ Nr {0} and let (µn,j)n∈N,06j6n be a real array that satisfies the following:
[a] For every integer n > m and every integer j ∈ [0, n −m− 1], µn,j = 0.
[b] For every n ∈ N,
∑n
j=0 µn,j = 1.
[c] supn∈Nmax06j6n |µn,j| < +∞.
Iterate
for n = 0, 1, . . .
un = en +
n∑
j=0
µn,jxj
v∗n = Wnun − γnBun
yn = (Wn + γnA)
−1v∗n
y∗n = γ
−1
n (v
∗
n −Wnyn) +Byn
if 〈yn − xn | y
∗
n〉 < 0⌊
xn+1 = xn +
λn〈yn − xn | y
∗
n〉
‖y∗n‖
2
y∗n
else⌊
xn+1 = xn.
(4.9)
Suppose that zer(A+B) 6= ∅. Then the following hold:
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(i)
∑
n∈N
‖xn+1 − xn‖
2 < +∞.
(ii) (xn)n∈N converges weakly to a point in zer(A+B).
Proof. We apply Theorem 4.1 with M = A + B and (∀n ∈ N) Kn = Wn − γnB. First, [6, Corol-
lary 20.28] asserts that B is maximally monotone. Therefore, M is maximally monotone by virtue of
[6, Corollary 25.5(i)]. Next, in view of Lemma 2.5(i), the operators (Kn)n∈N are ε-strongly monotone.
Furthermore, the operators (Kn)n∈N are Lipschitzian with constant α+ χ since
(∀x ∈ H)(∀y ∈ H) ‖Knx−Kny‖ 6 ‖Wnx−Wny‖+ γn‖Bx−By‖
6 χ‖x− y‖+
α− ε
β
β‖x− y‖
6 (α+ χ)‖x− y‖. (4.10)
Therefore, for every n ∈ N, since Kn + γnM is maximally monotone, Proposition 3.2(i)[d]&(ii)[b]
entail that ranKn ⊂ ran(Kn + γnM) and Kn + γnM is injective. Let us also observe that (4.9) is a
special case of (4.2).
(i): This follows from Theorem 4.1(i).
(ii): Set µ = supn∈Nmax06j6n |µn,j|. For every integer n > m, it results from [a] and [b] that
‖un − xn‖ =
∥∥∥∥en + n∑
j=n−m
µn,j(xj − xn)
∥∥∥∥
6 ‖en‖+
n∑
j=n−m
|µn,j|‖xj − xn‖
6 ‖en‖+ µ
n∑
j=n−m
‖xj − xn‖
6 ‖en‖+ µ
m−1∑
j=0
‖xn−m+j − xn−m+j+1‖. (4.11)
Therefore, (i) and [c] imply that un − xn → 0. On the other hand, it follows from Remark 4.4 that
condition (ii)[b] in Theorem 4.1 is satisfied. Hence, the conclusion follows from Theorem 4.1(ii).
Next, we recover the forward-backward-forward algorithm [13, 53].
Corollary 4.7 Let A : H → 2H be maximally monotone, let B : H → H be monotone and β-Lipschitzian
for some β ∈ ]0,+∞[. Suppose that zer(A + B) 6= ∅, take x0 ∈ H, let ε ∈ ]0, 1/(β + 1)[, and let (γn)n∈N
be a sequence in [ε, (1 − ε)/β]. Iterate
for n = 0, 1, . . . v∗n = γnBxnyn = JγnA(xn − v∗n)
xn+1 = yn − γnByn + v
∗
n.
(4.12)
Then (xn)n∈N converges weakly to a point in zer(A+B).
Proof. We apply Theorem 4.1 withM = A+B and (∀n ∈ N)Kn = Id−γnB and un = xn. Note that the
operators (Kn)n∈N are cocoercive with constant 1/(2 − ε) by virtue of Lemma 2.5(ii). Moreover, using
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Lemma 2.5(i), we deduce that the operators (Kn)n∈N are strongly monotone with constant ε. Thus, for
every n ∈ N, since Kn + γnM = Id+γnA is maximally monotone, Proposition 3.2(i)[d]&(ii)[b] assert
that ranKn ⊂ ran(Kn + γnM) and Kn + γnM is injective. Now set
(∀n ∈ N) y∗n = γ
−1
n (Knxn −Knyn) and λn =

γn‖y
∗
n‖
2
〈xn − yn | y∗n〉
, if 〈xn − yn | y
∗
n〉 > 0;
ε, otherwise.
(4.13)
Fix n ∈ N. Then, by strong monotonicity of Kn and Cauchy–Schwarz,
ε‖xn − yn‖
2
6 〈xn − yn | Knxn −Knyn〉 6 ‖xn − yn‖ ‖Knxn −Knyn‖. (4.14)
This implies that 〈xn − yn | y
∗
n〉 = γ
−1
n 〈xn − yn | Knxn −Knyn〉 6 γ
−1
n ‖xn − yn‖ ‖Knxn − Knyn‖ 6
(εγn)
−1‖Knxn −Knyn‖
2 = ε−1γn‖y
∗
n‖
2 and therefore that λn > ε. In addition, by cocoercivity of Kn,
γn‖y
∗
n‖
2 = γ−1n ‖Knxn−Knyn‖
2 6 (2− ε)γ−1n 〈xn − yn | Knxn −Knyn〉 = (2− ε)〈xn − yn | y
∗
n〉 and thus
λn 6 2 − ε. Next, we derive from (4.12) that yn = J
Kn
γnM
xn. If 〈xn − yn | y
∗
n〉 > 0, then (4.12) and
(4.13) yield xn+1 = xn − γny
∗
n = xn + λn〈yn − xn | y
∗
n〉y
∗
n/‖y
∗
n‖
2. Otherwise, 〈xn − yn | y
∗
n〉 6 0 and
the cocoercivity of Kn yields ‖y
∗
n‖
2 = γ−2n ‖Knxn −Knyn‖
2 6 (2− ε)γ−2n 〈xn − yn | Knxn −Knyn〉 6 0.
Hence, y∗n = 0 and we therefore deduce from (4.12) that xn+1 = xn. Thus (4.12) is an instance of (4.2).
Next, condition (ii)[a] in Theorem 4.1 is trivially satisfied and, in view of Remark 4.4, condition (ii)[b]
in Theorem 4.1 is also fulfilled.
As shown in [13, 21, 26], once transplanted in appropriate product spaces, the forward-backward-
forward algorithm gives rise to various splitting methods. In this spirit, we obtain below a new method
to solve systems of monotone inclusions and their duals by exploiting a construction found in [22].
Problem 4.8 Let (Gi)i∈I and (Kj)j∈J be finite families of real Hilbert spaces. For every i ∈ I and
j ∈ J , let Ai : Gi → 2
Gi and Bj : Kj → 2
Kj be maximally monotone, let Ci : Gi → Gi be monotone
and µi-Lipschitzian for some µi ∈ ]0,+∞[, let Dj : Kj → Kj be monotone and νj-Lipschitzian for some
νj ∈ ]0,+∞[, let Lji ∈ B(Gi,Kj), let z
∗
i ∈ Gi, and let rj ∈ Kj. Consider the system of coupled inclusions
find (xi)i∈I ∈
⊕
i∈I
Gi such that
(∀i ∈ I) z∗i ∈ (Ai + Ci)xi +
∑
j∈J
L∗ji
(
(Bj +Dj)
(∑
k∈I
Ljkxk − rj
))
, (4.15)
its dual problem
find (v∗j )j∈J ∈
⊕
j∈J
Kj such that
(∀j ∈ J) −rj ∈ −
∑
i∈I
Lji
(
(Ai + Ci)
−1
(
z∗i −
∑
l∈J
L∗liv
∗
l
))
+ (Bj +Dj)
−1v∗j , (4.16)
and the associated Kuhn–Tucker set
Z =
{(
(xi)i∈I , (v
∗
j )j∈J
) ∣∣∣∣ (∀i ∈ I) xi ∈ Gi and z∗i −∑
j∈J
L∗jiv
∗
j ∈ (Ai + Ci)xi,
and (∀j ∈ J) v∗j ∈ Kj and
∑
i∈I
Ljixi − rj ∈ (Bj +Dj)
−1v∗j
}
. (4.17)
We denote respectively by P and D the set of solutions to (4.15) and (4.16). The problem is to find a
point in Z.
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Corollary 4.9 Consider the setting of Problem 4.8. For every i ∈ I and every j ∈ J , let (αi, χi, βj , κj) ∈
]0,+∞[4, let εi ∈ ]0, αi/(µi + 1)[, let δj ∈ ]0, βj/(νj + 1)[, let (Fi,n)n∈N be operators from Gi to Gi that are
αi-strongly monotone and χi-Lipschitzian, let (Wj,n)n∈N be operators from Kj to Kj that are βj-strongly
monotone and κj-Lipschitzian; in addition, let (γi,n)n∈N and (τj,n)n∈N be sequences in [εi, (αi − εi)/µi]
and [δj , (βj − δj)/νj ], respectively. Suppose that P 6= ∅ and that
G =
⊕
i∈I
Gi, K =
⊕
j∈J
Kj , and H = G ⊕ K ⊕K. (4.18)
Let ((xi,0)i∈I , (yj,0)j∈J , (v
∗
j,0)j∈J) be in H and let (λn)n∈N be a sequence in ]0, 2[ such that 0 < infn∈N λn 6
supn∈N λn < 2. Iterate
for n = 0, 1, . . .
for every i ∈ I
l∗i,n = Fi,nxi,n − γi,nCixi,n − γi,n
∑
j∈J
L∗jiv
∗
j,n
ai,n =
(
Fi,n + γi,nAi
)−1
(l∗i,n + γi,nz
∗
i )
s∗i,n = γ
−1
i,n (l
∗
i,n − Fi,nai,n) + Ciai,n
for every j ∈ J
t∗j,n = Wj,nyj,n − τj,nDjyj,n + τj,nv
∗
j,n
bj,n =
(
Wj,n + τj,nBj
)−1
t∗j,n
f∗j,n = τ
−1
j,n (t
∗
j,n −Wj,nbj,n) +Djbj,n
cj,n =
∑
i∈I
Ljixi,n − yj,n + v
∗
j,n − rj
for every i ∈ I⌊
a∗i,n = s
∗
i,n +
∑
j∈J
L∗jicj,n
for every j ∈ J b∗j,n = f∗j,n − cj,nc∗j,n = rj + bj,n −∑
i∈I
Ljiai,n
σn =
∑
i∈I
‖a∗i,n‖
2 +
∑
j∈J
(
‖b∗j,n‖
2 + ‖c∗j,n‖
2
)
θn =
∑
i∈I
〈ai,n − xi,n | a
∗
i,n〉+
∑
j∈J
(
〈bj,n − yj,n | b
∗
j,n〉+ 〈cj,n − v
∗
j,n | c
∗
j,n〉
)
if θn < 0⌊
ρn = λnθn/σn
else⌊
ρn = 0
for every i ∈ I⌊
xi,n+1 = xi,n + ρna
∗
i,n
for every j ∈ J⌊
yj,n+1 = yj,n + ρnb
∗
j,n
v∗j,n+1 = v
∗
j,n + ρnc
∗
j,n.
(4.19)
Set (∀n ∈ N) xn = (xi,n)i∈I and v
∗
n = (v
∗
j,n)j∈J . Then (xn)n∈N converges weakly to a point x ∈ P,
(v∗n)n∈N converges weakly to a point v
∗ ∈ D , and (x, v∗) ∈ Z.
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Proof. Define
A : G → 2G : (xi)i∈I 7→×
i∈I
(Ai + Ci)xi
B : K → 2K : (yj)j∈J 7→×
j∈J
(Bj +Dj)yj
L : G → K : (xi)i∈I 7→
(∑
i∈I
Ljixi
)
j∈J
z∗ = (z∗i )i∈I and r = (rj)j∈J .
(4.20)
We observe that
L∗ : K → G : (v∗j )j∈J 7→
(∑
j∈J
L∗jiv
∗
j
)
i∈I
. (4.21)
In the light of [6, Proposition 20.23], A and B are maximally monotone. On the other hand, (4.15)
and (4.16) respectively become
find x ∈ G such that z∗ ∈ Ax+ L∗
(
B(Lx− r)
)
(4.22)
and
find v∗ ∈ K such that −r ∈ −L
(
A−1(z∗ − L∗v∗)
)
+B−1v∗. (4.23)
Furthermore, we have
Z =
{
(x, v∗) ∈ G ⊕ K
∣∣ z∗ − L∗v∗ ∈ Ax and Lx− r ∈ B−1v∗}. (4.24)
Now define
M : H → 2H : (x, y, v∗) 7→
(
− z∗ +Ax+ L∗v∗, By − v∗, r − Lx+ y
)
. (4.25)
Lemma 2.6(i) entails thatM is maximally monotone. Furthermore, since P 6= ∅, Lemma 2.6(iii) yields
zerM 6= ∅. Next, set
S : H → H : (x, y, v∗) 7→ (−L∗v∗, v∗, Lx− y) (4.26)
and, for every n ∈ N,
Kn : H → H : (x, y, v
∗) 7→
((
γ−1i,nFi,nxi−Cixi
)
i∈I
−L∗v∗,
(
τ−1j,nWj,nyj−Djyj
)
j∈J
+v∗, Lx−y+v∗
)
(4.27)
and
Tn : H → H : (x, y, v
∗) 7→
((
γ−1i,nFi,nxi − Cixi
)
i∈I
,
(
τ−1j,nWj,nyj −Djyj
)
j∈J
, v∗
)
. (4.28)
For every i ∈ I and every n ∈ N, since Ci is µi-Lipschitzian, Fi,n is αi-strongly monotone, and γi,n ∈
[εi, (αi − εi)/µi], Lemma 2.5(i) implies that Fi,n − γi,nCi is εi-strongly monotone and therefore, since
γ−1i,n > µi/(αi − εi), it follows that γ
−1
i,nFi,n − Ci is strongly monotone with constant εiµi/(αi − εi).
Likewise, for every j ∈ J and every n ∈ N, τ−1j,nWj,n−Dj is strongly monotone with constant δjνj/(βj −
δj). Thus, upon setting
ϑ = min
{
min
i∈I
εiµi
αi − εi
,min
j∈J
δjνj
βj − δj
, 1
}
, (4.29)
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we get
(∀n ∈ N)
(
∀(x, y, v∗) ∈ H
)(
∀(a, b, c∗) ∈ H
)〈
(x, y, v∗)− (a, b, c∗) | Tn(x, y, v
∗)− Tn(a, b, c
∗)
〉
=
∑
i∈I
〈
xi − ai |
(
γ−1i,nFi,nxi − Cixi
)
−
(
γ−1i,nFi,nai − Ciai
)〉
+
∑
j∈J
〈
yj − bj |
(
τ−1j,nWj,nyj −Djyj
)
−
(
τ−1j,nWj,nbj −Djbj
)〉
+ ‖v∗ − c∗‖2
> ϑ
∑
i∈I
‖xi − ai‖
2 + ϑ
∑
j∈J
‖yj − bj‖
2 + ϑ‖v∗ − c∗‖2
= ϑ‖(x, y, v∗)− (a, b, c∗)‖2. (4.30)
Hence, the operators (Tn)n∈N are ϑ-strongly monotone. However, S is linear, bounded, and S
∗ = −S.
It follows that the operators (Kn)n∈N = (Tn + S)n∈N are ϑ-strongly monotone. Now, for every i ∈ I
and every n ∈ N, since γ−1i,nFi,n is Lipschitzian with constant χi/εi, we deduce that γ
−1
i,nFi,n − Ci is
Lipschitzian with constant χi/εi + µi. Likewise, for every j ∈ J and every n ∈ N, τ
−1
j,nWj,n − Dj is
Lipschitzian with constant κj/δj + νj. On the other hand, upon setting
η = max
{
max
i∈I
{χi/εi + µi},max
j∈J
{κj/δj + νj}, 1
}
, (4.31)
we obtain
(∀n ∈ N)
(
∀(x, y, v∗) ∈ H
)(
∀(a, b, c∗) ∈ H
)
‖Tn(x, y, v
∗)− Tn(a, b, c
∗)‖2
=
∑
i∈I
∥∥(γ−1i,nFi,nxi − Cixi)− (γ−1i,nFi,nai − Ciai)∥∥2
+
∑
j∈J
∥∥(τ−1j,nWj,nyj −Djyj)− (τ−1j,nWj,nbj −Djbj)∥∥2 + ‖v∗ − c∗‖2
6 η2
∑
i∈I
‖xi − ai‖
2 + η2
∑
j∈J
‖yj − bj‖
2 + η2‖v∗ − c∗‖2
= η2‖(x, y, v∗)− (a, b, c∗)‖2. (4.32)
This implies that the operators (Tn)n∈N are η-Lipschitzian. On the other hand, S is Lipschitzian with
constant ‖S‖. Altogether, the operators (Kn)n∈N are Lipschitzian with constant η + ‖S‖. In turn, using
Proposition 3.2(i)[d]&(ii)[b], we infer that, for every n ∈ N, ranKn ⊂ ran(Kn +M) and Kn +M is
injective. Now set (∀n ∈ N) yn = (yj,n)j∈J , pn = (xn, yn, v
∗
n), qn = ((ai,n)i∈I , (bj,n)j∈J , (cj,n)j∈J), and
q∗n = ((a
∗
i,n)i∈I , (b
∗
j,n)j∈J , (c
∗
j,n)j∈J). In view of (4.27), (4.25), (4.20), and (4.21), we deduce that (4.19)
assumes the form
for n = 0, 1, . . .
qn = J
Kn
M pn
q∗n = Knpn −Knqn
if 〈qn − pn | q
∗
n〉 < 0⌊
pn+1 = pn +
λn
〈
qn − pn | q
∗
n
〉
‖q∗n‖
2
q∗n
else⌊
pn+1 = pn.
(4.33)
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Altogether, in the light of Theorem 4.1 and Remark 4.4, there exists (x, y, v∗) ∈ zerM such that pn ⇀
(x, y, v∗). It follows that xn ⇀ x and v
∗
n ⇀ v
∗. Finally, according to Lemma 2.6(ii), x ∈ P, v∗ ∈ D ,
and (x, v∗) ∈ Z.
Remark 4.10 Follow-up on Remark 2.12, the primal-dual framework of [1] corresponds to applying
Theorem 4.1 to the operator M of (2.17). Likewise, that of [2] corresponds to the application of
Theorem 4.5 to this operator.
5 Further developments
We complete our investigation with the following remarks.
Remark 5.1 In general, Algorithm 3.5 does not conform to the format of (4.2) (an exception is pro-
vided in Remark 4.2). In Algorithm 3.5 the update equation is
xn+1 = J
Kn
γnM
xn, (5.1)
while in (4.2) it is (we set λn = 1 for simplicity)
xn+1 = projHn xn, where Hn =
{
z ∈ H
∣∣∣ 〈z − JKnγnMun | Knun −KnJKnγnMun〉 6 0} . (5.2)
These two approaches can be brought together as instantiations of the more general update
xn+1 = proj
Wn
Hn
xn, where Hn =
{
z ∈ H
∣∣∣ 〈z − JKnγnMun | Knun −KnJKnγnMun〉 6 0} , (5.3)
which involves the warped projector of Definition 2.3 with respect to an operator Wn : H → H. If
Wn = Kn and un = xn then, by Remark 2.4, (5.3) yields (5.1). On the other hand, if Wn = Id, then
(5.3) yields (5.2). Note also that, ifWn = Kn = ∇fn for some Legendre function fn and un = xn, then
(5.3) fits the framework of [25]. Beyond this, replacing the standard projection projHn xn by a warped
projection projWnHn xn in Theorems 4.1 and 4.5 opens a vast field for algorithmic development.
Remark 5.2 In Section 4, the half-spaceHn is constructed using a single point (yn, y
∗
n) in graM . It may
be advantageous to use a finite family of points in graM , say (yi,n, y
∗
i,n)i∈In . Then, by monotonicity,
(∀i ∈ In)(∀z ∈ zerM) 〈z | y
∗
i,n〉 6 〈yi,n | y
∗
i,n〉. (5.4)
Therefore, using ideas found in the area of convex feasibility algorithms [18, 39], given strictly positive
weights (ωi,n)i∈In adding up to 1, we average these inequalities to create a new half-space Hn and get
zerM ⊂ Hn =
{
z ∈ H
∣∣ 〈z | y∗n〉 6 ηn}, where
{
y∗n =
∑
i∈In
ωi,ny
∗
i,n
ηn =
∑
i∈In
ωi,n〈yi,n | y
∗
i,n〉.
(5.5)
Now set
Λn =

∑
i∈In
ωi,n〈yi,n − xn | y
∗
i,n〉∥∥∑
i∈In
ωi,ny
∗
i,n
∥∥2 , if ∑i∈In ωi,n〈xn − yi,n | y∗i,n〉 > 0;
0, otherwise.
(5.6)
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Then projHn xn = xn+Λn
∑
i∈In
ωi,ny
∗
i,n. Using this expression in Lemmas 2.7 and 2.9 provides multicut
extensions of Propositions 2.10 and 2.11. In turn, choosing{
yi,n = J
Ki,n
γi,nM
ui,n
y∗i,n = γ
−1
i,n
(
Ki,nui,n −Ki,nyi,n
) (5.7)
results in multicut extensions of Theorems 4.1 and 4.5.
Remark 5.3 We have constructed half-spaces for cutting plane methods to find a zero of a single op-
erator. These cuts can immediately be used for the more general problem of finding common zeros or
convexly constrained zeros using the techniques of [20, Section 6.3].
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