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Summary
A scalable video bitstream specifically designed for the needs of various client terminals,
network conditions, and user demands is much desired in current and future video trans-
mission and storage systems. The scalable extension of the H.264/AVC standard (SVC) has
been developed to satisfy the new challenges posed by heterogeneous environments, as
it permits a single video stream to be decoded fully or partially with variable quality, res-
olution, and frame rate in order to adapt to a specific application. This thesis presents
novel improved algorithms for SVC, including: 1) a fast inter-frame and inter-layer coding
mode selection algorithm based on motion activity; 2) a hierarchical fast mode selection
algorithm; 3) a two-part Rate Distortion (RD) model targeting the properties of different
prediction modes for the SVC rate control scheme; and 4) an optimised Mean Absolute
Difference (MAD) prediction model.
The proposed fast inter-frame and inter-layer mode selection algorithm is based on the
empirical observation that a macroblock (MB) with slow movement is more likely to be
best matched by one in the same resolution layer. However, for a macroblock with fast
movement, motion estimation between layers is required. Simulation results show that
the algorithm can reduce the encoding time by up to 40%, with negligible degradation in
RD performance.
The proposed hierarchical fast mode selection scheme comprises four levels and makes
full use of inter-layer, temporal and spatial correlation as well as the texture information of
each macroblock. Overall, the new technique demonstrates the same coding performance
in terms of picture quality and compression ratio as that of the SVC standard, yet produces
a saving in encoding time of up to 84%. Compared with state-of-the-art SVC fast mode
selection algorithms, the proposed algorithm achieves a superior computational time re-
duction under very similar RD performance conditions.
The existing SVC rate distortion model cannot accurately represent the RD properties of
the prediction modes, because it is influenced by the use of inter-layer prediction. A sep-
arate RD model for inter-layer prediction coding in the enhancement layer(s) is therefore
introduced. Overall, the proposed algorithms improve the average PSNR by up to 0.34dB
or produce an average saving in bit rate of up to 7.78%. Furthermore, the control accuracy
is maintained to within 0.07% on average.
As a MAD prediction error always exists and cannot be avoided, an optimised MAD predic-
tion model for the spatial enhancement layers is proposed that considers the MAD from
previous temporal frames and previous spatial frames together, to achieve a more accu-
rate MAD prediction. Simulation results indicate that the proposed MAD prediction model
reduces the MAD prediction error by up to 79% compared with the JVT-W043 implemen-
tation.
Keywords: Fast mode decision, Inter-layer prediction, Rate control, Scalable Video Coding
(SVC), SVC extension of H.264/AVC.
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Chapter 1
Introduction
Video communication has become an indispensable part of the modern world. Take the
video sharing website Youtube for example. In 2011, over one trillion online videos were
viewed and, on average, every person on earth watched around 140 playbacks through
Youtube [1]. A major factor in the huge number of video applications is the rapid develop-
ment of video compression techniques. During the last few decades, video coding tech-
niques have not only involved many new research developments, but have also achieved
much commercial success. Video compression is concerned with reducing the number
of bits required to represent a video sequence without significantly reducing the percep-
tual quality. With continual advances in network infrastructure, storage capability, and
processing power, a variety of video applications set ever greater requirements for com-
pression technology. Alternative solutions are required and this has resulted in new devel-
opments in digital video coding.
1
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1.1 Fundamental Techniques in Video Compression
Digital video source data contains a large amount of redundancy which can be reduced or
eliminated, resulting in compression. Uncompressed video sequences can require enor-
mous amounts of storage and very large bandwidths for transmission. Assuming a video
sequence of European broadcasting Standard Definition Television (SDTV) [2,3] resolution
of 704×576 pixels, a frame rate of 25 frames per second (fps), 4:2:0 YCbCr colour represen-
tation (see Fig. 1-1), and 8 bits per component, the bandwidth required for transmission
is:
(704×576×25×8) +2× (352×288×25×8) = 116.02 Mbits/s (1.1)
where the first part on the left side of the equation refers to the luminance component and
the second part is the chrominance component.
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Fig. 1-1 4:2:0 chrominance component subsampling.
For High Definition Television (HDTV) [4] with a resolution of 1920×1280 pixels, the
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bandwidth required increases to
(1920×1080×25×8) +2× (960×540×25×8) = 593.26 Mbits/s (1.2)
These huge amounts of data incur significant requirements for transmission bandwidth
and make storage prohibitively expensive. Elaborate video coding techniques have been
developed to remove the redundant information without noticeable degradation in visual
quality. Video compression algorithms typically exploit four types of redundancy to reduce
the bits used to represent the original data [5].
1. Perceptual redundancy: The Human Visual System (HVS) is less sensitive to chromi-
nance than to luminance, and it is more difficult to see high frequency distortion [6, 7].
Thus, information to which the HVS is insensitive can be reduced without significantly
affecting the subjective quality of the picture [8].
2. Temporal redundancy: Successive frames in a video sequence tend to be highly cor-
related. Temporal redundancy is also named inter-frame redundancy. Removing the
redundancy between adjacent frames by coding their difference leads to more efficient
video compression.
3. Spatial redundancy: Each pixel is likely to have the same or a very similar value to those
of its neighbouring pixels. This spatial redundancy is usually removed through spatial
prediction and transform coding.
4. Statistical redundancy: There exists a high correlation between the quantised coef-
ficients, Motion Vectors (MVs), and other coding coefficients. Entropy coding is em-
ployed to further reduce this redundancy and thus improve the coding efficiency.
1.1.1 Predictive Coding
The idea behind predictive coding is to exploit the correlation between adjacent pixels
within a frame or between frames [9]. In predictive coding, the adjacent pixels in the same
frame or in a previous frame, or their combination, are used to predict the value of the
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current pixel. In this way, the current pixel is not coded directly, but the prediction error
is coded instead. After predictive coding, compared to the original video sequence with
high temporal and spatial redundancy, the prediction error exhibits a concentrated distri-
bution and weak correlation. The derived prediction error usually requires fewer bits to
code it, thus leading to more efficient compression. Predictive coding is classified as ei-
ther temporal predictive coding or spatial predictive coding. The former is also known as
inter-frame predictive coding and the latter as intra-frame predictive coding.
GOP
I B B B B BP P PB B B P
Fig. 1-2 I-, P- and B-frames in a Group of Pictures (GOP).
In most existing video coding standards, a video sequence comprises three types of
frame, as shown in Fig. 1-2.
1. I-frame (Intra-coded frame): I-frames are encoded without reference to any other fra-
mes, and contain only intra-coded macroblocks (these are blocks within an intra-coded
frame as described in subsection 2.2.1). From the perspective of compression, an I-
frame is the least efficient of the three types of frame.
2. P-frame (Predictive-coded frame): P-frames are encoded using the coding results of
previous I- and P-frames, and also used as a reference for the inter-frame coding of
subsequent frames. In the latest standards, macroblocks in P-frames are either intra-
coded or predictive-coded.
3. B-frame (Bi-directional predictive-coded frame): B-frames reference both the previ-
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ous and subsequent frames and contain intra-coded, predictive-coded, and bi-direct-
ional-predictive-coded macroblocks. Generally, a B-frame requires the least number of
bits to encode, which makes it the most efficient of the three types of frame.
Encoder
Decoder
Sn˜ 
enʹ 
Snʹ 
Sn en enʹ 
enʹ enʹ 
Sn˜ 
Predictor
Entropy 
decoder
Quantiser-
Entropy 
encoder
+
Predictor
Fig. 1-3 Block diagram of a typical predictive codec.
The basic principle of predictive coding is to use the previous samples to estimate the
value of the current sample. The residual or prediction error between the actual value and
the estimate then forms the signal to be further processed. It is obvious that, the more
accurate the prediction the lower is the resulting redundancy, and the more efficient the
coding process. The block diagram of a typical predictive codec is illustrated in Fig. 1-3;
notations are also introduced at appropriate points. In the diagram, the prediction S˜n of
the current sample Sn is a linear combination of weighted previous samples Si , i=1, ...,
n −1.
S˜n =
n−1∑
i=1
αi Si (1.3)
Instead of directly coding the current sample Sn , the prediction error en , which normally
has less variance and energy than the original sample Sn , is coded.
en = Sn − S˜n (1.4)
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Some quantisation noise qn is added by the quantiser to the prediction error.
e ′n = en +qn (1.5)
At the decoder, the inverse procedure is performed to restore the original sample. The
reconstructed prediction S˜n is added to e
′
n to form the reconstructed output sample S
′
n .
S ′n = e ′n + S˜n = en +qn + S˜n = Sn +qn (1.6)
Note that the difference between the original sample and the reconstructed sample at the
decoder is the quantisation noise qn .
1.1.2 Transforms and Quantisation
Transform coding has proved to be an efficient tool to eliminate spatial redundancy in im-
ages or videos, therefore it forms an important component of almost all video coding sys-
tems [10]. Although different transformations are used in different video coding systems,
they all share the same function of mapping a group of pixel samples into a different do-
main. As the transformation does not generate any compression, it is generally followed by
quantisation and entropy coding. In the quantisation operation, the transform coefficient
is assigned one of a finite number of discrete values by rounding and truncation. Conse-
quently, the number of possible values of transform coefficients is reduced, thus resulting
in compression.
Transforms
The motivation for transforming a signal from the time domain to the frequency domain is
to acquire a more compact representation of the signal. Due to the prevalence of homoge-
nous content in natural images, the transform concentrates the most energy in the lower
frequency components, while the high frequency components have little energy. Since
human vision is less sensitive to detailed information, the less important information is
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discarded or reduced by applying a coarse quantisation to the higher frequency compo-
nents. When applying the above operations, compression is obtained, but a quantisation
error is necessarily introduced [11].
In a block-based coding scheme, each frame is divided into a number of blocks and
the blocks are transformed to another domain. Without loss of generality, the transform
process can be written as R = TSTt, where S denotes a block in the pixel domain, R refers
to the representation of the block in a specific transform domain, T is a transform matrix
and Tt is the transpose matrix of T. From the perspectives of feasible implementation and
compaction efficiency, some of the transforms considered for image and video compres-
sion are the Discrete Fourier Transform (DFT), Discrete Hadamard Transform (DHT) [12],
Discrete Cosine Transform (DCT) [13], and Discrete Sine Transform (DST). Among these,
the DCT transform has become the common choice for most image and video coding stan-
dards.
For an 8×8 block of pixels, the Two-Dimensional (2D) DCT is expressed as
F (u , v ) =
1
4
c (u )c (v )
7∑
x=0
7∑
y =0
f (x , y )cos
 (2x +1)upi
16

cos
 (2y +1)vpi
16

(1.7)
where 0≤ u ≤ 7, 0≤ v ≤7 and
c (u ), c (v ) =

1p
2
if u , v = 0
1 otherwise
(1.8)
In equation (1.7), f (x , y ) denotes the intensity of a pixel sample at position (x , y ) and
F (u , v ) refers to the DCT transform coefficients. The transform coefficient F (0, 0) repre-
sents the Direct Current (DC) value of the block and the remaining 63 transform coeffi-
cients are the Alternating Current (AC) coefficients. The inverse 2D DCT is thus defined
as
f (x , y ) =
1
4
7∑
u=0
7∑
v=0
c (u )c (v )F (u , v )cos
 (2x +1)upi
16

cos
 (2y +1)vpi
16

(1.9)
where 0≤ x ≤ 7, 0≤ y ≤7.
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The wide usage of the DCT is credited to the following benefits that it offers [14]: 1)
The DCT provides approximate compaction efficiency to the optimum Karhunen Loève
Transform (KLT) for images containing homogeneous content; 2) Due to the separability of
the 2D DCT, it can be implemented through a series of 1D DCTs in the horizontal direction,
followed by the vertical direction; 3) The DCT is independent of the image content; 4) Fast
DCT and Inverse DCT (IDCT) algorithms are widely available for efficient hardware and
software implementation.
(a) an original image in Bus sequence (b) an 8×8 block in pixel domain
(c) the 8×8 block in numerical form (d) the 8×8 block in the transform domain
164 169 169 164 161 148 155 166
162 169 167 164 166 155 157 162
163 165 167 165 162 157 161 163
170 171 171 168 167 167 167 162
170 171 173 173 172 170 169 163
169 168 169 171 168 163 165 161
162 162 165 166 162 153 159 161
163 167 167 163 163 160 169 165
1318 17 -3 -13 3 0 -6 6
-6 6 2 -6 3 -6 1 1
-18 -1 6 -9 3 -4 -2 2
4 5 -3 -1 4 0 0 -1
11 0 3 1 -4 0 0 0
-8 3 3 -4 3 1 0 0
2 -1 3 0 -1 2 0 -1
-3 -2 -1 -2 1 0 1 -1
Fig. 1-4 An example of the forward DCT transform.
In order to better illustrate the property of the DCT, the procedure for transforming an
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8×8 spatial block to a block of 8×8 frequency coefficients is presented in Fig. 1-4.
Fig. 1-4(a) is the 50th frame of the ‘Bus’ video test sequence; Fig. 1-4(b) shows the high-
lighted 8×8 block of Fig. 1-4(a) in the pixel domain; the 8×8 block is represented in nu-
merical form in Fig. 1-4(c); Fig. 1-4(d) shows the transform coefficients of the 8×8 block
after application of the DCT. From Fig. 1-4(d), it can be seen that the values of the DCT
coefficients decrease as the horizontal and vertical frequencies increase. Most of the en-
ergy of the 8×8 block is concentrated towards the top-left corner corresponding to the low
horizontal and low vertical frequency regions.
Quantisation
The quantisation operation is usually performed after the transform, and is a necessary
procedure in lossy video compression. The transform coefficients are mapped to a finite
set of discrete amplitudes represented by a finite number of bits. The less important trans-
form coefficients, which do not have a significant influence on the picture quality, are re-
moved or eliminated. The more important transform coefficients are retained. Specifi-
cally, a coarse quantisation is performed on the high frequency components and a fine
quantisation on the low frequency components, since the HVS is more sensitive to the
uniform regions. Quantisation therefore leads to a significant reduction in the bit rate and
hence provides compression.
Quantisation rounds or truncates a transform coefficient to the nearest integer. Gen-
erally, this process is irreversible, as it is a many-to-one mapping.
A general quantisation process is described as
Q (u , v ) = round

F (u , v )
Qs

(1.10)
where Q (u , v ) refers to the quantisation index, Qs is a quantisation step size, and round
indicates the rounding function. The transform coefficient is reconstructed by rescaling
the quantisation index Q (u , v ) after inverse quantisation, but is slightly different to the
9
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original value.
F˜ (u , v ) =Qs ·Q (u , v ) (1.11)
where the F˜ (u , v ) is the reconstructed transform coefficient. A uniform quantiser with a
quantisation step size Qs and an uniform quantiser with a ‘dead zone’ are illustrated in
Fig. 1-5. In Fig. 1-5(b), the dead zone is an enlarged interval around zero, which is used
to reduce to zero more small transform coefficients. The quantisation results of the DCT
coefficients in Fig. 1-4(d) using the uniform quantiser without dead zone and the quantiser
with dead zone are illustrated in Fig. 1-6.
Quantised
Original
Quantised
(a) without dead zone (b) with dead zone
-Qs/2-3Qs/2-5Qs/2
5Qs/23Qs/2Qs/2
Qs
2Qs
3Qs
-3Qs
-2Qs
-Qs
7Qs/2
-7Qs/2-Qs/2-3Qs/2-5Qs/2
5Qs/23Qs/2Qs/2 7Qs/2
-7Qs/2
Original
Qs
2Qs
3Qs
-3Qs
-2Qs
-Qs
Fig. 1-5 Uniform quantisers.
1.1.3 Entropy Coding
Entropy coding is used to achieve further compression by reducing the statistical redun-
dancy within the quantised coefficients or symbols. Relatively shorter codewords are as-
signed to the symbols that occur more frequently, and vice versa. The entropy coder at-
tempts to minimise the average number of bits per symbol that are required to represent
a sequence of symbols. Huffman and arithmetic coding are two types of entropy coding
10
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commonly used in image and video compression standards.
165 2 0 -2 0 -1 1
0
0
0
0
0
0
0
1 0 -1 0 -1 0
-2
1
1
-1
0
0 0 0 0 0 0 0
-1
0 1 -1 0 -1 0
1 0 0 1 0 0
0 0 0 -1 0 0
0 0 -1 0 0
0 0 0 0 0 0
0
(a) uniform quantiser without dead zone (b) uniform quantiser with dead zone
0
165 2 0 -2 0 0 0
0
0
0
0
0
0
0
0 0 0 0 0 0
-2
0
1
-1
0
0 0 0 0 0 0 0
0
0 0 -1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0
0 0 0 0 0 0
0
0
Fig. 1-6 Quantisation results with quantisation step size Qs=8.
Many blocks contain a few significant non-zero coefficients and a large number of
zero coefficients after transformation and quantisation, as shown in Fig. 1-6. These sparse
blocks are normally coded by the following steps.
1. Reorder the quantised coefficients
For a natural image, the non-zero transform coefficients are concentrated close to the
top-left DC coefficient, and the magnitude of the transform coefficients decreases rapi-
dly along the horizontal and vertical directions towards the bottom-right. The trans-
form coefficients are therefore required to be reordered in a more compact represen-
tation. The optimum scan manner would be to reorder the coefficients in descending
order of their magnitude, thus resulting in a series of zeros at the end of the reordered
sequence. In practice, scanning in a zig-zag manner performs well, efficiently group-
ing the zero and non-zero coefficients. As shown in Fig. 1-7, the zig-zag scan of the
transform coefficients commences at the top-left corner of the 8×8 transform coeffi-
cient matrix, where the lower frequency components reside, to the higher frequency
components at the bottom-right.
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2. Run Length Coding (RLC)
As the result of the zig-zag scan order operation, a 1D array is produced in which most
non-zero coefficients are encountered before the zero coefficients. Instead of coding
each coefficient individually, so called Run Length Coding (RLC) is employed to reduce
the redundancy within the series of coefficients. The codewords of RLC comprise a
series of (run, level) pairs, where ‘run’ represents the number of zero coefficients that
precede a non-zero coefficient and ‘level’ refers to the value of the non-zero coefficient.
An End-of-Block (EOB) symbol is used to indicate that all remaining coefficients are
zero.
165 2 0 -2 0 -1 1
0
0
0
0
0
0
0
1 0 -1 0 -1 0
-2
1
1
-1
0
0 0 0 0 0 0 0
-1
0 1 -1 0 -1 0
1 0 0 1 0 0
0 0 0 -1 0 0
0 0 -1 0 0
0 0 0 0 0 0
0
(a) uniform quantiser without dead zone (b) uniform quantiser with dead zone
0
165 2 0 -2 0 0 0
0
0
0
0
0
0
0
0 0 0 0 0 0
-2
0
1
-1
0
0 0 0 0 0 0 0
0
0 0 -1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0
0 0 0 0 0 0
0
0
Fig. 1-7 Zig-zag scan of quantisation coefficients.
Consider the zig-zag ordered coefficients derived in Fig. 1-7(b),
165, 2, 0, -2, 0, 0, -2, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, -1, 0, 0, -1, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0.
RLC converts the coefficients into the following (run, level) pairs,
(0,165), (0,2), (1,-2), (2,-2), (3,1), (6,-1), (2,-1), EOB.
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3. Variable Length Coding (VLC)
A variable length entropy coding algorithm, such as Huffman coding [15] or arithmetic
coding [16], is employed to encode the (run, level) data into a set of compact binary
bitstreams. The entropy coder assigns a shorter codeword to a (run, level) pair with
high probability of occurrence and a longer codeword to an infrequently occurring pair,
so that the average bit rate is minimised.
1.2 International Video Coding Standards
The standardisation of video coding algorithms has greatly stimulated the development of
video compression technology. This has enabled a variety of new visual applications in the
fields of communication, multimedia, and broadcasting [17]. Video coding standardisa-
tion work has been conducted since the early 1980s, and a series of video coding standards
have been developed, each targeted at different application scenarios. The Video Coding
Experts Group (VCEG) in the International Telecommunications Union Telecommunica-
tion Standardisation Sector (ITU-T), the Moving Picture Experts Group (MPEG) in the In-
ternational Standards Organisation (ISO) and International Electrotechnical Commission
(IEC), and a combination of the two known as the Joint Video Team (JVT) are the major
organisations in the development of the standards. The evolution of video compression
standards over the last three decades is summarised in Fig. 1-8.
1992 19941990 1996 2000 20021998 2004 2008 20102006 2012 2014 2016
H.263
H.26
3+
H.261
H.262/MPEG-2 H.264/MPEG-4 AVC
H.265/MPEG-H 
HEVC
MPEG-1
MPEG-4
Visual
H.263++
ITU-T
standards
Joint
standards
MPEG
standards
Fig. 1-8 Progression of the international video coding standards.
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1.2.1 ITU-T H.261 and H.263
Generally, the ITU-T contributes work for real-time telecommunication applications, such
as the H.261 standard [18] for transmission over Integrated Services Digital Network (ISDN)
lines and the H.263 standard [19] for very low bit rate communications over Public Switched
Telephone Network (PSTN) channels. The H.261 and H.263 standards are designed to offer
high compression ratios for full colour video transmission with very low delay.
H.261
The ITU-T H.261 standard was developed for video telephony, video conferencing and
other audiovisual services over ISDN channels at bit rates of n×64 kbits/s, where n is an
integer with values between 1 and 30. H.261 was the first video coding framework that was
widely used in practical terms. It adopted a hybrid DCT/Differential Pulse-Code Modula-
tion (DPCM) coding scheme with integer pixel motion compensation. Two frame formats
are supported in H.261: Common Intermediate Format (CIF) and Quarter Common In-
termediate Format (QCIF) using a 4:2:0 chroma sampling scheme, i.e. the resolution of
the luminance component is 352×288 for CIF and 176×144 for QCIF and the horizontal
and vertical chrominance resolutions are half those of the luminance component. The
concept of a macroblock was originally suggested in H.261, where a macroblock is a basic
processing unit comprising 16×16 pixels. H.261 elaborated the video coding techniques
of prediction with motion compensation, DCT transform coding, quantisation, VLC and
rate control.
A block diagram of an H.261 encoder is illustrated in Fig. 1-9. Inter-frame prediction is
used to remove the temporal redundancy and transform coding is used to remove the spa-
tial redundancy. As H.261 is designed to operate in real-time video telephony and video
conferencing applications, motion compensation is optional and only forward motion es-
timation is allowed. H.261 was a successful video coding standard and was regarded as a
starting point for the development of more sophisticated standards. Many coding meth-
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ods in H.261 were adopted for future video coding standards, and H.261 was the first ex-
ample of a transform-based video coder.
DCT
IDCT Dequantiser
Quantiser
Coding 
controller
Entropy 
encoder
Buffer
Motion 
compensation
Frame 
memory
Motion 
estimation
Loop 
filter
+
-
Video
input
Bitstream
Fig. 1-9 Block diagram of a typical H.261 video encoder.
H.263
The ITU-T H.263 video coding standard was developed to support low delay video tele-
phony applications over PSTN networks at bit rates of less than 64 kbits/s. The original
version of H.263 was approved as a standard in early 1996; afterwards some new features
and improvements were introduced (also known as H.263+and H.263++) in 1998 and 1999
respectively.
The coding structure of H.263 is inherited from H.261, but more optional modes and
even more frame formats, from SQCIF (128×96 pixels) to 16CIF (1408×1152 pixels), are
supported. These new features allow H.263 to be applied in various application scenarios
and transmission circumstances.
The following improved features enable H.263 to offer obvious superiority over H.261.
1. Half pixel precision motion compensation: In the H.261 codec, only integer pixel pre-
cision motion estimation and compensation were defined, whereas in H.263 half pixel
precision was used to achieve better motion compensation. The prediction accuracy is
improved and the high frequency components in the spatial domain are reduced.
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2. Three-Dimensional (3D) VLC: The VLC codeword in H.263 was extended to a 3D for-
mat of (last, run, level). Similar to the codeword in H.261, ‘run’ indicates a run length
of zero coefficients that precede a non-zero coefficient and ‘level’ refers to the value of
the non-zero coefficient. The EOB element of H.261 is replaced by a new element ‘last’,
which is a binary variable. ‘0’ means that there are more non-zero coefficients in the
block, and 1 means that this is the last non-zero coefficient in the block.
3. Improved MV coding: The MVs of the three neighbouring macroblocks are used to pre-
dict the MV of the current macroblock. Instead of directly encoding the MV, the predic-
tion error is encoded using VLC.
By applying the above techniques, compared to H.261, H.263 achieves 50% or more
savings in the bit rate needed to represent video at a given perceptual quality at very low
bit rates. In terms of Signal-to-Noise Ratio (SNR), H.263 can provide about 3dB gain over
H.261 at these very low bit rates.
1.2.2 ISO/IEC MPEG-1, MPEG-2, and MPEG-4 Visual
MPEG, formally, Working Group 11 (WG11) of ISO/IEC Joint Technical Committee 1 (JTC1)/
SubCommittee 29 (SC29) was formed to set standards for audio and video compression
[20, 21]. The most notable MPEG standards to date are MPEG-1 [22, 23] for audiovisual
data storage on CD-ROM, MPEG-2 [24–26] for high quality moving picture applications
and MPEG-4 Visual [27] for the coding of audiovisual objects.
MPEG-1
MPEG-1 was the first MPEG standard and targeted at the storage of moving pictures and
audio on hard disks at the bit rate of 1.5 Mbits/s to 2 Mbits/s. It accommodates progres-
sive scan video and operates on Source Input Format (SIF) video (352×240, 352×288, or
320×240 pixels) at 25 fps and 29.97 fps. In fact, MPEG-1 is built on the work of the Joint Pho-
tographic Experts Group (JPEG) [28] and the ITU-T H.261 standard. Therefore, it adopts
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many of coding techniques used in the JPEG and H.261 standards. Both MPEG-1 and
H.261 adopted the hybrid DCT/DPCM codec scheme. However, the following features de-
fined in MPEG-1 distinguish it from H.261.
1. Types of frame: Only forward prediction is allowed in H.261, while in MPEG-1 a so
called B-frame is defined which is predicted from frames in both the forward and back-
ward directions. Furthermore, a unique frame type is used in MPEG-1 to facilitate
fast forward and backward preview, namely D-frame, which is encoded using only DC
transform coefficients.
2. Accuracy of motion estimation: Half pixel precision is used for motion estimation
in MPEG-1, while H.261 restricts the motion estimation to integer pixel accuracy. Al-
though the half pixel precision increases the computational complexity of the codec, a
better coding efficiency is gained.
3. Motion search range: H.261 is used mainly for video telephony and video conferenc-
ing, where the motion activity is simple and slow. Unlike H.261, MPEG-1 is normally
used for the coding of movies, which contain larger movement and more complex ac-
tivity. Consequently, a larger MV search range is supported in MPEG-1.
MPEG-2
The MPEG-2 standardisation activity was started in 1991 and targeted at high quality video
coding at bit rates of 4-15 Mbits/s for Video on Demand (VOD), digital broadcast televi-
sion, and digital storage media such as DVD. Three years later in 1994, MPEG-2 was ap-
proved by ISO/IEC as an international video coding standard. This standard was also rec-
ommended by the ITU-T as H.262. MPEG-2 was developed from MPEG-1 but included
some advanced features to accommodate video applications of higher picture quality, in-
terlaced coding, and a more flexible syntax. MPEG-2 achieved tremendous commercial
success and was employed in digital terrestrial TV broadcasting, digital cable TV, and many
other areas.
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The basic coding structure of MPEG-2 is the same as that of MPEG-1, but the following
enhancements enable MPEG-2 to show substantial superiority over MPEG-1 and H.261.
1. Supported source format: MPEG-2 supports a set of larger frame sizes ranging from
CIF (352×288 pixels) to HDTV (1920×1080 pixels). Both progressive and interlaced
scan coding are supported in MPEG-2, while MPEG-1 was designed only for progressive
video coding.
2. Scalability function: The scalability modes of MPEG-2 enable interoperability among
different services or accommodation of different receivers and networks upon which a
single service may operate. MPEG-2 allows the decoder to decode a subset of the full
bitstream in order to display a video sequence at a reduced quality, spatial or temporal
resolution.
3. Alternate scan order: As well as the zig-zag scan order of DCT coefficients used in
MPEG-1 and H.261, MPEG-2 has an alternate scan order to accommodate interlaced
video.
4. Quantisation of DCT coefficients: Both linear and non-linear quantisation of DCT co-
efficients are supported in MPEG-2 [29, 30]. The non-linear quantisation increases the
precision of quantisation at high bit rates by employing lower quantiser scale values.
This improves picture quality in low contrast areas.
MPEG-4
There are two video coding standards defined in MPEG-4: MPEG-4 part 2 (also known as
MPEG-4 Visual) and MPEG-4 part 10 (also known as MPEG-4 AVC) [27, 31, 32]. In contrast
to conventional block-based video coding standards, MPEG-4 Visual was the first object-
based visual compression scheme which enables not only efficient compression, but also
enhanced flexibility, extensibility and accessibility for a wide range of applications. In the
object-based MPEG-4 video coding system, each video scene is made up of a number of
Video Object Planes (VOPs), and each VOP is characterised by intrinsic properties such as
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shape, motion and texture. Each VOP is encoded independently to others using a coding
algorithm similar to H.263 and context-based arithmetic coding is employed to code the
shape of the VOP. In this way, MPEG-4 achieves the following primary features.
1. Higher compression efficiency: A number of advanced coding tools are used to in-
crease the coding efficiency of MPEG-4 including: DC prediction, AC prediction, alter-
nate scan order, and global motion compensation.
2. Interactive functionality: A video scene can be coded as a set of VOPs rather than a
series of frames. This is a novel feature in MPEG-4 and allows both foreground and
background to be coded independently. This feature enables the user to access and
manipulate individual objects in a video scene.
3. Universal access functionality: Several mechanisms were incorporated into MPEG-
4 to handle transmission errors and maintain successful video transmission in error-
prone network environments. MPEG-4 also supports spatial and temporal scalability,
which provide flexible solutions over a wide range of transmission bit rates.
1.2.3 ITU-T H.264/MPEG-4 AVC
The video coding experts from ITU-T VCEG and ISO/IEC MPEG formed the JVT in 2001.
The collaborative result, H.264 or MPEG-4 part 10 Advanced Video Coding (AVC) was fi-
nalised in March 2003 [32–37]. This standard aimed to achieve a coding efficiency at least
twice better than that of the earlier video codecs, such as H.263 or MPEG-4 Visual.
H.264/MPEG-4 AVC has been used for many applications: broadcasting HDTV over
cable, terrestrial and satellite channel video transmission, storage of high quality video on
optical and magnetic storage devices, and some other emerging video applications such
as VOD, Internet Protocol Television (IPTV) and mobile video communications.
H.264/MPEG-4 AVC introduced a number of new features that provide better coding
efficiency than its predecessors. Some of the notable features are as follows:
1. Multiple frame motion-compensated prediction: The number of reference frames is
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increased up to 16 in a more flexible fashion than that of earlier standards.
2. Variable block size motion compensation: The block sizes used in H.264/MPEG-4 AVC
range from 4×4 to 16×16 pixels.
3. Quarter pixel precision for motion compensation
4. Weighted prediction
5. Directional spatial prediction for intra-coding
6. Exact match transform
7. Hierarchical block transform
8. In-loop deblocking filtering
9. Decoupling of referencing order from display order.
The above and some other techniques enable H.264/MPEG-4 AVC to achieve a signif-
icant improvement over earlier standards under a wide range of circumstances.
1.2.4 ITU-T H.265/MPEG-H HEVC
H.265/MPEG-H High Efficiency Video Coding (HEVC) is the most recent joint standard-
isation work of the Joint Collaborative Team on Video Coding (JCT-VC), which is formed
from the ITU-T VCEG and the ISO/IEC MPEG standardisation bodies [38].
The first version of the H.265/MPEG-H HEVC standard [39] was published in January
2013, and further improvements are still under development. A scalable extension and
multi-view extension of H.265/MPEG-H HEVC are being developed and will be finalised
in the near future. In order to satisfy new challenges posed by emerging video applica-
tions such as Ultra High Definition Television (UHDTV) and Three-Dimensional Televi-
sion (3DTV), HEVC aims to further reduce the bit rate by a further 50% compared to the
current state-of-the-art H.264/MPEG-4 AVC standard [40]. H.265/MPEG-H HEVC features
a comprehensive suite of coding tools enabling a significant improvement over the prior
standards. The new features of H.265/MPEG-H HEVC along with those of H.264/MPEG-4
AVC are summarised in Table 1-1.
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1.3 Research Contributions
The main contributions detailed in this thesis relate to improved algorithms for techniques
employed in the scalable extension of H.264/AVC standard.
The mode selection process in SVC requires a much larger amount of computation
than the scalable profiles of previous video coding standards, as SVC intends to support
temporal, spatial and quality scalability. Furthermore, SVC demonstrates significantly im-
proved coding efficiency compared with existing video coding standards. However, this is
achieved at the cost of additional computation. This thesis describes methods to reduce
the computational complexity of the SVC encoder without significantly degrading the Rate
Distortion (RD) performance. Chapter 4 presents a simple and efficient mode selection
algorithm and this process is extended into a hierarchical scheme in chapter 5. The pro-
posed fast mode selection algorithm makes full use of inter-layer, temporal and spatial
correlation, as well as the texture information of each macroblock. It produces state-of-
the-art performance in terms of encoding time reduction.
An inter-layer prediction mechanism to reuse the coded lower layer data for encoding
the corresponding enhancement layer is employed in SVC. However, the effects of inter-
layer prediction are not taken into consideration in the rate control scheme of SVC. The ex-
isting RD models cannot accurately represent the RD properties of the prediction modes.
Chapter 6 analyses the RD statistical properties of the different prediction modes and de-
velops a more accurate RD model for the spatial enhancement layers. Furthermore, some
encoding results of the base layer can be used to inform the encoding of the enhance-
ment layers, thus benefiting from the bottom-up coding structure of SVC. An optimised
Mean Absolute Difference (MAD) prediction model for the spatial enhancement layers is
detailed. Simulation results show that the proposed methods achieve better rate control
accuracy than the default rate control scheme of SVC, Furthermore, the proposed algo-
rithms attain higher coding efficiency.
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1.4 Thesis Outline
This chapter provided a brief review of fundamental techniques in video coding, includ-
ing predictive coding, transform coding, quantisation and entropy coding. Building on
the video compression principles mentioned above, currently used and evolving interna-
tional video coding standards: H.261, MPEG-1, H.262/MPEG-2, H.263, MPEG-4 Visual,
H.264/MPEG-4 AVC, and H.265/MPEG-H HEVC, are briefly described. This background
knowledge is important to further discussions in this thesis.
The next chapter discusses the importance and advantages of scalable coding in video
communication and also describes the basic principles of the scalable extension of the
H.264/AVC standard (SVC). Chapters 3 through to 6 describe my main contributions to the
field. These include performance analysis of advanced scalable video codecs (chapter 3)
and improvements made to techniques employed in the SVC standard (chapters 4, 5, and
6). Finally, concluding remarks and suggestions for future work are included in chapter 7.
The following provides a detailed outline of each chapter.
† Chapter 2 reviews the functional structure of SVC. The basic concept of scalability types
as well as the advanced techniques incorporated in SVC are then explained to provide
the prerequisite knowledge required for the remaining chapters. Two problems to be
addressed in this thesis are also presented.
† Chapter 3 provides an analytic comparison of the three advanced scalable video coding
schemes, SVC, Motion JPEG2000, and Wavelet Scalable Video Coding (WSVC). Coding
efficiency in terms of RD performance is examined in detail.
† Chapter 4 initially reveals the relationship between best coding mode and motion ac-
tivity, then presents a fast inter-frame and inter-layer mode selection algorithm utilis-
ing the motion activity in the video sequence.
† Chapter 5 proposes a hierarchical fast mode decision scheme that exploits the tempo-
ral, spatial and inter-layer correlation. Extensive simulation results are provided and a
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performance comparison with state-of-the-art algorithms is presented.
† Chapter 6 presents a novel rate control algorithm for the enhancement layers of SVC, in
which a new RD model and an optimised MAD prediction model are described. With
the proposed rate control algorithm, good bit rate control and a higher coding effi-
ciency is achieved.
† Chapter 7 summarises the thesis, conclusions are drawn, and some directions for fu-
ture work discussed.
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Chapter 2
Scalable Video Coding
This chapter reviews the scalable extension of the H.264/AVC standard by describing its
functional structure, basic modes of scalability and some associated techniques. In or-
der to generate a scalable video bitstream, a layer-based coding scheme is employed. A
H.264/AVC compatible encoder is used for the Base Layer (BL) and a scalable video en-
coder for the Enhancement Layers (ELs). In each layer, motion-compensated prediction
and intra-prediction are employed as for single layer coding. Furthermore, when encoding
the enhancement layers, the inter-layer prediction mechanisms are introduced to remove
the redundancy between layers. SVC mainly supports three kinds of scalability, in tem-
poral frame rate, spatial resolution, and reconstruction quality. In the next section, the
layer-based coding scheme and the three basic types of scalability are described in detail.
In section 2.2, SVC is discussed in terms of its prediction, transform, quantisation, and en-
tropy coding tools. Sections 2.3 and 2.4 highlight two problems which the work presented
in this thesis seeks to address. Finally, section 2.5 summarises this chapter.
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2.1 Overview of the Scalable Extension of H.264/AVC
Early video coding systems encoded video at a fixed target bit rate for a specific applica-
tion. An increasing number of applications imposed higher demands on the nature of the
video service provided. High coding efficiency is not the only goal, but also the ability to
meet various client terminal capabilities, network conditions, and user demands. In order
to meet the requirements of these new video coding challenges, encoded video that sup-
ports a highly scalable, easily adaptable, and fully accessible bitstream has attracted much
attention in both industry and academia [42,43]. The simulcast technique provides a sim-
ple solution for scalable video. It independently encodes multiple versions of the video at
different resolutions and transmits that version which is most appropriate for the band-
width available. Due to the low efficiency of simulcast, a better solution that guarantees ef-
ficient data transmission to video clients with diverse needs over heterogeneous networks
is desirable [44]. As shown in Fig. 2-1, scalable video coding aims to encode the original
video once, but permits the compressed bitstream to be decoded with a lower frame rate,
smaller spatial size or degraded quality in accordance with the device capabilities, net-
work characteristics and user requirements. Temporal, spatial and quality scalability can
be achieved by selectively transmitting and decoding the required substreams. Compared
with simulcast, scalable video coding possesses a greater ability to satisfy various needs
and to achieve higher coding efficiency. The challenges presented have meant that scal-
able video coding has become an active research topic, attracting extensive attention from
experts in the field of video processing.
The JVT of ITU-T VCEG and ISO/IEC MPEG has defined a scalable extension to the
H.264/AVC standard, namely SVC. SVC incorporates the many new coding tools which
are employed in H.264/AVC to improve coding efficiency and robustness. These tech-
niques include: 1) Variable size block matching for motion estimation and compensation,
2) Quarter pixel accuracy for motion estimation, 3) Multiple reference frames for motion-
27
2.1 Overview of the Scalable Extension of H.264/AVC
compensated bi-prediction, 4) Directional spatial prediction for intra-frame coding, 5)
Adaptive deblocking filtering within the motion-compensated prediction loop, 6) Hier-
archical block transforms, 7) Exact inverse transforms, 8) Arithmetic entropy coding, and
9) Context-adaptive entropy coding. A further introduction of the new coding tools in SVC
is presented in section 2.2.
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User 1:
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XGA (1024x768) @30Hz
User 3:
HD (1920x1080) @60Hz
Networks
Fig. 2-1 Scalable video coding over heterogeneous networks with heterogeneous termi-
nals.
In addition to the features mentioned above, some new tools [44] have been designed
for SVC to implement flexible bitstream adaptation: 1) A hierarchical bi-directional pre-
diction structure is utilised to achieve temporal scalability, 2) Inter-layer prediction tech-
niques containing inter-layer motion prediction, inter-layer residual prediction and inter-
layer intra-prediction are introduced to improve coding efficiency by exploiting informa-
tion from the lower layer, called the reference layer, 3) Three types of quality scalability:
Coarse Grain Scalability (CGS), Medium Grain Scalability (MGS) and Fine Grain Scalabil-
ity (FGS) are supported.
2.1.1 Structure
Scalable video coding is often known as layer-based video coding. A bitstream generated
by a layer-based coder consists of one base layer and a number of enhancement layers.
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The base layer carries the most essential information and the enhancement layers con-
tain the complementary information required to enhance the perceptual quality. In the
case of bandwidth shortage, the less important enhancement layer data is intentionally
discarded. When bandwidth resources permit, one or more enhancement layers are also
transmitted. As expected, the more bits that are transmitted, the better the overall quality.
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Fig. 2-2 The general coding structure of the scalable extension of H.264/AVC with three
spatial layers.
The SVC development team aimed to develop a fully scalable video codec as an ex-
tension of the H.264/AVC standard, and all the well-designed coding tools of H.264/AVC
were inherited. The primary design principle of SVC was that new tools should only be
added if necessary to support the required types of scalability [44]. A typical encoder di-
agram supporting three spatial layers is illustrated in Fig. 2-2. Each layer is assigned a
dependency identifier starting from 0 for the base layer and increasing by 1 from each
layer to the next. For the base layer, the input video is coded by a H.264/AVC compatible
encoder and can be independently decoded by a decoder conforming to the H.264/AVC
standard. For the enhancement layers, the video is coded by a scalable encoder, layer by
layer. In each layer, motion-compensated prediction and intra-prediction, which are in-
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herited from H.264/AVC, are employed as for single layer coding. Furthermore, when en-
coding the enhancement layers, new inter-layer prediction mechanisms are introduced
to remove the redundancy between layers. This results in significant improvements in the
coding efficiency of the enhancement layers compared with simulcast.
2.1.2 Basic Modes of Scalability
A layer-based architecture is used in the SVC standard to produce a single bitstream that
contains multiple versions of the same video content. This bitstream comprises a base
layer and one or more enhancement layers. Enhancement layers are added to the base
layer in an optional manner to improve the quality of the video sequence. The quality of
the video is improved in three ways: frame rate, spatial resolution, and picture fidelity,
corresponding to the temporal, spatial, and quality scalability functions [30].
In SVC, more flexible temporal scalability is provided by a hierarchical tree scheme
[45]. This scheme allows both dyadic and non-dyadic temporal scalability, so that better
bandwidth flexibility is provided [46]. The SVC standard not only supports spatial video
coding with a dyadic resolution ratio, but even arbitrary resolution ratios. This is achieved
by the multi-layer coding architecture. Furthermore, three types of quality scalability are
defined in SVC, namely Coarse Grain Scalability (CGS), Medium Grain Scalability (MGS)
and Fine Grain Scalability (FGS). The quality scalability is achieved by applying different
quantisation step sizes to each quality layer. The above three types of scalability can be
combined to form a single bitstream, which contains a number of representations with
a variety of frame rates, spatial resolutions, and picture quality. The combination of the
three types of scalability is often referred to as hybrid scalability or combined scalability.
Each scalability type and the hybrid scalability will be discussed individually in the
following subsections, with particular focus on their features and the techniques involved.
30
2.1 Overview of the Scalable Extension of H.264/AVC
Temporal Scalability
A video sequence is composed of a series of consecutive frames. Intuitively, video se-
quences with a higher frame rate, appear more smooth and natural, and result in better
visual quality. Nevertheless, an increase in frame rate results in a significant increase in
the quantity of data to be transmitted. Also, the end user’s device needs to possess greater
processing and display capability. Therefore, in order to serve the various needs or pref-
erences of different end users, multiple video streams of the same video content but with
varying frame rate should be offered by a service provider. Temporal scalability is a tech-
nique proposed to fulfill this requirement.
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GOP GOP
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T2 T2T2 T2
Fig. 2-3 Temporal scalability with three temporal decomposition levels.
In the early stages of SVC development, the JVT considered using short kernel wavelet
filters in the temporal direction to implement temporal scalability. This technique is re-
ferred to as Motion-Compensated Temporal Filtering (MCTF). However, it has been shown
that the hierarchical B-frame structure already supported in H.264/AVC is more compres-
sion-efficient than the MCTF scheme, and the hierarchical B-frame structure was adopted.
Fig. 2-3 illustrates the hierarchical B-frame structure for temporal scalability with three
temporal decomposition levels. In general, a temporally scalable bitstream comprises one
temporal base layer and several temporal enhancement layers. Digits following the letter
‘T’ under each frame depict the temporal level identifier of the frame and letters with dig-
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its at the bottom denote the type and display order of the frame. Letter ‘I’ indicates an
I-frame, and ‘P’ and ‘B’ indicate a P-frame and a B-frame, respectively. In Fig. 2-3, frames
0, 4 and 8 are key frames located at temporal level 0. Here, key frames refer to temporal
base layer frames which are encoded as I-frames using intra-prediction, or P-frames using
inter-prediction with previous key frames as references. Frames in the temporal base layer
and all the enhancement layers between two consecutive key frames make up a Group of
Pictures (GOP). The first frame of the entire video sequence is coded as an Instantaneous
Decoding Refresh (IDR) frame. Apart from the key frame, all other frames in the same GOP
are bi-directionally predicted B-frames. A pyramid-like prediction structure is adopted,
termed a ‘hierarchical B-frame structure’. To support multi-temporal layer coding, frames
that lie in lower layers are encoded prior to frames of higher layers, so that the higher layer
ones can refer to the reconstructed frames in the lower layers. To take the first GOP of
Fig. 2-3 as an example, firstly the key frame (frame 4) is encoded followed by frame 2 at
temporal level 1, and finally frames 1 and 3 at temporal level 2. The hierarchical encoding
scheme enables temporal scalability in an intrinsic manner. Obviously, video sequences
with the coarsest supported temporal resolution are represented entirely by key frames.
As the number of encoded frames is increased in coding order, the temporal resolution
increases as well.
Temporal scalability provides a desirable solution to video transmission in unstable
network environments, as it can work with the unequal error protection scheme. That
is, the base layer is transmitted with a stronger protection mechanism than the enhance-
ment layers. When a transmission error occurs, video with graceful degradation can still
be received.
Spatial Scalability
Spatial scalability is achieved by supporting a set of frames with reduced spatial resolution
but which represent the same underlying content. To perform spatial scalability, SVC fol-
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lows a layer-based coding architecture, which is also used in other video coding standards,
such as MPEG-2, H.263, and MPEG-4. Specifically, the pictures relating to different spa-
tial layers are obtained by downsampling the high resolution video content. Each spatial
layer supports a spatial resolution. The input video for each spatial layer is coded using a
set of respective layer-related encoding parameters. Unlike earlier video coding standards,
a more sophisticated inter-layer prediction mechanism is employed in SVC. Some encod-
ing results of the lower layer can be used to inform the encoding of the enhancement layer,
thus eliminating the redundancy between layers. The encoder determines whether to use
inter-layer prediction or intra-layer prediction (inter- and intra-prediction) in a switchable
manner [47]. This mechanism improves the coding efficiency of the enhancement layers.
I0 B1 B2 B3 P4 B5 B6 B7 P8
S1
S0
GOP GOP
Fig. 2-4 Spatial scalability with two spatial layers.
The spatial layer with the lowest resolution, namely the spatial base layer, is labelled
with dependency identifier 0. The dependency identifier increases by one from each spa-
tial layer to the next. Fig. 2-4 shows an example of spatial scalability with two spatial layers.
To implement spatially scalable video coding more efficiently than simulcast, the spatial
layer with the lowest resolution is encoded first, so that the bitstream of the spatial base
layer can be obtained. Then spatial layers with higher resolution are encoded to generate
the enhancement bitstream, where the inter-layer information is exploited. The bitstream
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of the spatial base layer can be decoded independently to acquire the lower spatial reso-
lution video sequence. Higher resolution video can be obtained by decoding the combi-
nation of the spatial base layer bitstream and the enhancement bitstream. In particular,
the inter-layer information is exploited by the inter-layer prediction mechanisms com-
prising inter-layer motion and residual prediction as well as inter-layer intra-prediction.
It has been shown that inter-layer prediction is effective in removing the redundancy be-
tween layers, by reusing the motion and residual information of the lower layer. However,
a penalty for the improvement in coding efficiency is that the computational complexity
of the encoder is increased significantly. In order to restrict the increase in complexity and
the decoder memory requirement, SVC imposed the constraint that inter-layer prediction
is performed only within the same access unit, formed from representations of different
spatial resolution at a given time instant, and the frame coding order of all the spatial layers
must be the same.
Spatial scalability is very useful for applications such as video broadcasting, since the
video may be viewed on different display equipments ranging from smartphones with
small screen resolutions to HDTV.
Quality Scalability
Quality scalability is also referred to as SNR scalability or fidelity scalability. The aim is
to support video with identical frame rate and spatial resolution but with variable quality.
Three types of quality scalability: CGS [43], MGS [44] and FGS [48] are supported.
In CGS, the approach of inter-layer prediction is inherited from spatial scalable coding,
but without performing upsampling operations and inter-layer deblocking for intra-coded
lower layer macroblocks. Moreover, inter-layer intra-prediction and inter-layer residual
prediction are carried out in the transform domain directly. CGS in SVC is achieved by
encoding the quality base layer with the coarsest quantisation step size to produce the
base layer bitstream, and then refining the residual signals in the enhancement layers with
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smaller quantisation step sizes compared to those used in the previous CGS layers. CGS
utilises a similar mechanism to spatial scalable coding, therefore it can only support a very
limited number of quality levels identical to the number of spatial layers.
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Fig. 2-5 Quality scalable structure in MGS.
The remarkable feature of MGS is that the bit rate can be switched within a certain
range. MGS also addresses the problem of how to balance the enhancement layer coding
efficiency with drift. MGS introduces the approach of so called key pictures, and stipulates
that all of the frames in the coarsest temporal layer are coded as key pictures. As shown
in Fig. 2-5, key pictures, which are marked with letter ‘K’, can be efficiently combined with
the hierarchical prediction structure. The reconstruction of key pictures can be achieved
using only the base quality layer information, and therefore the coarsest temporal layer
frames can be reconstructed without any drift. Consequently, the packets of enhance-
ment layer data can be discarded from a quality scalable bitstream. The resultant drift is
thus limited to that between the current key frame and the neighbouring key frame. On
the other hand, the temporal enhancement frames use the highest available quality en-
hancement layer as a reference for motion-compensated prediction, which enables high
coding efficiency. To optimise the tradeoff between coding efficiency and drift control,
GOP size and/or the number of hierarchical stages can be adjusted relative to the specific
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application. In this way, not only is the drift limited to within one single GOP, but also the
overall coding efficiency is taken into consideration.
FGS coding has the advantage of enabling a larger degree of flexibility and allows arbi-
trary bit rate truncation. A base layer is produced using CGS coding and a quality enhance-
ment layer is added as well. For the decoders which do not support FGS, quality base layer
frames can be decoded to provide a coarse video sequence. The embedded enhancement
layer data is encoded using a bit plane DCT encoder (a detailed explanation of which is
presented in subsection 3.1.1). Specifically, the difference between the reconstructed ref-
erence and the original picture is processed by the enhancement encoder. After the DCT
transform, FGS performs bit plane coding of the transform coefficients in the enhance-
ment layer to produce an embedded bitstream. FGS allows the bit rate to be switched over
a wide range, allowing the system to adapt to diverse network conditions.
In summary, CGS has a simple structure and supports only a limited number of qual-
ity levels; FGS enables arbitrary bitstream truncation, but with high complexity; MGS is a
tradeoff between CGS and FGS and aims to balance coding efficiency and drift.
Quality scalability is highly desirable for storage in video surveillance applications. The
quality enhancement parts of the bitstream can be deleted after a certain period of time
leaving the low quality part stored for archival purposes [49].
Hybrid Scalability
Temporal, spatial, and quality scalability can be combined to form a hybrid scalability
bitstream which supports a variety of temporal and spatial resolutions, and picture qual-
ity. This is desirable for video applications involving heterogeneous clients. The clients
could request the same video clip but with different frame rates, display resolutions, or
picture quality. The video content with the highest requested resolution, frame rate, and
picture quality needs only be coded once. The scalable bitstream can then be fully or par-
tially decoded depending on the available network bandwidth or the application require-
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ments [50].
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Fig. 2-6 Hybrid scalability with two spatial layers.
An example of combining temporal, spatial and quality scalability is illustrated in Fig. 2-
6. In this diagram, the bitstream is composed of two spatial layers S0 and S1, (spatial scal-
ability). The spatial enhancement layer is coded in two quality layers, Q0 and Q1 (quality
scalability), generating enhancement bitstreams 1 and 2. Temporal scalability is achieved
in the spatial base layer. The base layer bitstream contains a lower frame rate and a smaller
picture size, which is a representation at the lowest quality.
2.2 Coding Methods
As an extension of the H.264/AVC standard, SVC reuses all the advanced features of its pre-
decessor. In addition, SVC introduces several new tools to support the desired scalability
and to improve the coding efficiency. Inter-layer prediction is one of the new coding tools,
which is introduced to exploit lower layer information when encoding the enhancement
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layer.
2.2.1 Prediction
The conventional intra-layer prediction tools and inter-layer prediction tools will be de-
scribed individually in the following subsections, placing particular emphasis on the un-
derlying concepts and the details of the associated techniques.
Directional Spatial Intra-prediction
In modern video codecs, a macroblock is typically predicted from the previously coded
data. The prediction is obtained either from the coding results of the current frame or from
those of the previously coded frames. The former is usually referred to as intra-prediction
and the latter is referred to as inter-prediction.
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Fig. 2-7 Nine prediction patterns of intra 4×4 type (taken from [30]).
An effective and flexible prediction model is provided in SVC. Novel intra-frame direc-
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tional spatial prediction is adopted, in which the previously coded area from the appro-
priate spatial direction in the same frame is employed to produce an approximation of
the current macroblock, so that the residual prediction error is minimised and the coding
efficiency is improved.
For the luminance samples, SVC offers three types of intra-prediction mode known as:
16×16, 8×8, and 4×4 [32,51]. In the intra 4×4 mode, there is one DC mode and eight candi-
date directional modes, as shown in Fig. 2-7. The border pixels A-H in the upper horizontal
row and Q-L in the left vertical row of the current 4×4 block come from previously recon-
structed blocks and are used as reference blocks. For instance, the vertical mode (mode 0)
extrapolates the upper samples in the vertical direction, and the horizontal mode (mode 1)
extrapolates a 4×4 block horizontally. The other modes operate in a similar way depend-
ing on the respective direction. In contrast to the other prediction modes, DC prediction
extrapolates all pixels with the average value of the upper and left-hand samples.
For the intra 16×16 mode, there are four prediction modes available: horizontal, ver-
tical, plane, and DC prediction. Generally, the 4×4 intra mode is often used for regions of
a picture containing significant detail, and the 16×16 intra mode is normally appropriate
for relatively homogenous areas.
Motion-Compensated Inter-prediction
Similar to the earlier video coding standards, inter-frame prediction and compensation
are employed to exploit the temporal redundancies that exist between successive frames.
Unlike intra-frame coding, in inter-frame coding the reference blocks obtained from pre-
viously reconstructed frames are used to predict the current macroblock. SVC supports a
more powerful and flexible inter-frame motion-compensated prediction mechanism than
those defined in earlier standards. The distinctive features that enable the significant im-
provement in coding efficiency include: various block size motion estimation, multi-frame
motion compensation, and quarter pixel motion estimation precision [51].
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Fig. 2-8 Block modes for inter-frame prediction.
In SVC, seven different block sizes are allowed for motion estimation. A luminance
macroblock can be retained as one 16×16 partition, or split into two 16×8 partitions, 8×16
partitions, and four 8×8 partitions, as illustrated in Fig. 2-8(a). If the 8×8 partition is cho-
sen, each of the four 8×8 partitions may be split further into two 8×4 partitions, 4×8 parti-
tions, and four 4×4 partitions, as illustrated in Fig. 2-8(b). Generally, a large partition size
is appropriate for homogeneous areas and a small partition size is beneficial for detailed
areas.
Inter-layer Prediction
SVC introduced three new prediction methods for spatial scalability and quality scalability
to reduce inter-layer redundancy [47].
1. Inter-layer motion prediction
In order to exploit motion correlation between layers and remove the redundancy, a
new macroblock mode BL_SKIP, which is referred to as the base layer skip mode, is in-
troduced for the enhancement layers. For the spatial and quality enhancement layer,
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when the lower layer macroblock is inter-coded, its motion information including the
partition data, reference indices and MVs can be reused for the enhancement layer mo-
tion data, as shown in Fig. 2-9. When encoding the spatial enhancement layers, the
macroblock partitioning is derived from the upsampled partitioning of the co-located
8×8 block in the lower layer; the reference indices of the enhancement layer are the
same as those for the base layer; and the associated MVs are scaled in conformity with
the resolution ratios of the enhancement layer and the base layer. These scaled MVs
are usually used as Base Layer Motion Vector Predictors (BLMVPs) for conventional
motion-compensated macroblock coding types. This type of prediction mode works
well in scenes containing fast movement.
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Fig. 2-9 Inter-layer motion prediction in SVC.
2. Inter-layer residual prediction
In order to further reduce the number of bits required for representing the residual of
the inter-coded macroblock in the enhancement layers, inter-layer residual prediction
is used. When the reference layer macroblock is inter-coded, the residual information
of the reference layer can be used to predict the enhancement layer residual signal, as
illustrated in Fig. 2-10. This prediction uses the upsampled residual signal of the lower
resolution layer. For instance, the upsampled residual signal of the co-located 8×8 sub-
macroblock in the base layer is used as the inter-layer predictor of the residual signal
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in the enhancement layer macroblock. Therefore, only the corresponding difference
(refinement) signal of the residual in the enhancement layer needs to be coded. This
type of prediction mode is suited to video sequences comprising rich detail.
The new macroblock mode BL_SKIP represents the case when the enhancement layer
macroblock is predicted by “inter-layer motion prediction” or “inter-layer residual pre-
diction”.
Current frame
Residual
Layer 1
-
Inter-coded
Layer 0
Residual Upsampling
Refinement
Fig. 2-10 Inter-layer residual prediction in SVC.
3. Inter-layer intra-prediction
In order to further exploit the texture redundancy between layers, an additional mac-
roblock coding mode referred to as inter-layer intra-prediction mode (Intra_BL) is de-
fined. When a submacroblock in the lower layer is intra-coded, the prediction signal for
the spatial enhancement layer macroblock can be obtained by upsampling the corre-
sponding reconstructed intra-signal of the lower layer, as shown in Fig. 2-11. This type
of prediction mode performs well when encoding I-frames in the enhancement layers.
To perform this prediction, the lower layer needs to be completely reconstructed which
involves the computationally complex operations of motion-compensated prediction
and deblocking. To prevent complete decoding of all lower layers, inter-layer intra-
prediction is restricted to macroblocks whose co-located reference layer macroblocks
are intra-coded. In addition, only constrained intra-prediction is allowed in the refer-
ence layer to ensure that the referred intra-coded macroblock in the reference layer can
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only be predicted from another intra-coded macroblock. With these restrictions, each
supported layer can be decoded with a single motion compensation loop.
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Fig. 2-11 Inter-layer intra-prediction in SVC.
In addition to the aforementioned prediction modes, special modes including I_PCM,
so-called DIRECT modes in B-frames and MODE_SKIP modes in P- and B-frames are also
supported in SVC. The definition and primary features of each of these modes are sum-
marised in Table 2-1.
Table 2-1
Other macroblock prediction modes in SVC
Mode Definition and features
I_PCM
Another intra-prediction mode. Prediction and transformation
operations are bypassed. This mode is primarily intended to
prevent data expansion when encoding at very high quality [30].
MODE_SKIP
Another inter-prediction mode. Coding data such as motion
vectors and reference indices are derived from previously
transmitted information [34].
DIRECT
Another inter-prediction mode. Its only difference from
MODE_SKIP is that the coding data can be derived from the two
distinct lists of reference pictures.
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2.2.2 DCT Transform and Quantisation
As with previous video coding standards such as MPEG-1/2 and H.261/263 [30], SVC uses
the DCT as its transform tool. After inter-frame prediction, intra-frame prediction and
inter-layer prediction, the residual is transformed by an integer DCT. Unlike the early video
coding standards, SVC is based on a 4×4 block size rather than an 8×8 block size. The inte-
ger DCT used in SVC has several superior features compared with earlier DCT implemen-
tations [52]:
1. Integer transform (all operations can be completed in integer arithmetic, without any
change in accuracy between the forward and inverse transforms).
2. The core part of the transform can be implemented using only addition and shift oper-
ations.
3. Scaling multiplication is removed from the transform and incorporated in the quan-
tiser, thus reducing the number of multiplications in the transform procedure.
The forward integer DCT transform is given by
Y = C f XC
t
f ⊗E f
=
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(2.1)
where X and Y refer to a 4×4 residual coefficient matrix and the DCT coefficient matrix;
C f XC
t
f denotes the transform kernel; C f refers to the forward transform matrix and C
t
f is
the transpose matrix of C f ; E f indicates the scaling factor matrix, and the operator ⊗ de-
notes element-by-element multiplication rather than normal matrix multiplication. The
coefficients in E f are a =
1
2
, b =
√√2
5
, d =
1
2
.
Equation (2.1) is an integer approximation of the DCT, but achieves almost the same
compression efficiency. Furthermore, the integer DCT possesses many advantages. It can
be observed from the transform kernel C f XC
t
f that each of the elements in C f and C
t
f
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equals ±1 or ±2, which means that the multiplications can be implemented using only
addition and left shift operations. As the scaling factor matrix E f scales only the result
of the kernel transform, it can be incorporated in the quantiser. Multiplication operations
are therefore completely avoided in the transform process. Consequently, the integer DCT
achieves a very significant reduction in computational complexity compared to the con-
ventional DCT.
To perform lossy coding, a uniform scalar quantiser is employed after the transform. A
total of 52 quantisation step sizes are designed to achieve an accurate and flexible tradeoff
between bit rate and picture quality. Each quantisation step size is indexed by a unique
Quantisation Parameter (Qp). Each Qp and its corresponding quantisation step size are
shown in Table 2-2. It can be seen that the quantisation step size exactly doubles when the
Qp is increased by six.
Table 2-2
Qp and its corresponding quantisation step size Qstep
Qp 0 1 2 3 4 5
Qstep 0.625 0.6875 0.8125 0.875 1 1.125
Qp 6 7 8 9 10 11
Qstep 1.25 1.375 1.625 1.75 2 2.25
Qp ... ... ... ... ... ...
Qstep ... ... ... ... ... ...
Qp 48 49 50 51
Qstep 160 176 208 224
In order that division operations are not required in the quantiser, scaling and quanti-
sation are performed as follows,
|Zi j |= (|Wi j | ·M F + f ) q b i t s
sign(Zi j ) = sign(Wi j )
(2.2)
where Wi j and Zi j denote the DCT coefficients and quantised coefficients respectively; f
defines a dead zone control parameter which is either 2q b i t s /3 for the intra-coded blocks
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or 2q b i t s /6 for the inter-coded blocks; the  symbol indicates a binary right-shift; M F
and q b i t s are defined as
M F
2q b i t s
=
P F
Qstep
q b i t s = 15+ bQp/6c
(2.3)
where the b·c symbol is the floor operator; P F is a 2, a b /2, or b 2/4 depending on the coef-
ficient’s position (i , j ) in the 4×4 DCT coefficient matrix. As a result, M F is predefined as
a periodic table, as shown in Table 2-3.
Table 2-3
Multiplication factor MF for scaling function
Qp%6
Position (i , j ) of the DCT coefficient
(0,0),(0,2),(2,0),(2,2) (1,1),(1,3),(3,1),(3,3) Others
0 13107 5243 8066
1 11916 4660 7490
2 10082 4194 6554
3 9362 3647 5825
4 8192 3355 5243
5 7282 2893 4559
2.2.3 Entropy Coding
Two types of entropy coding are specified in SVC, Context-Adaptive Variable Length Cod-
ing (CAVLC) and Context-Adaptive Binary Arithmetic Coding (CABAC). The former adap-
tively selects a set of Variable Length Coding (VLC) tables based on the context of past
symbols and the latter adjusts the probability model of the arithmetic coder according to
the context.
CAVLC
CAVLC [53] is designed to encode the blocks of zig-zag ordered quantised coefficients.
Generally, quantised coefficients after zig-zag scanning are sparse, containing a large num-
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ber of zero coefficients. Furthermore, most non-zero coefficients are concentrated in the
low frequency bands. Consequently the adjacent blocks are highly correlated. With the
above properties, quantised coefficients can be coded efficiently, benefitting from the statis-
tics of the previously coded neighbouring blocks as well as the statistics of the previously
coded coefficients in the current block. The block diagram of a CAVLC encoder is shown
in Fig. 2-12. As illustrated, CAVLC encoding of a block of quantised coefficients proceeds
in the following order: 1) the number of coefficients and trailing ones (coeff_token), 2) the
sign of each trailing one (trailing_ones_sign_flag), 3) the levels of the remaining non-zero
coefficients (level), 4) the total number of zeros before the last coefficient (total_zeros), 5)
each run of zeros (run_before).
4×4 block zig-zag TC＞0? coeff_token
T1＞0?
End
T0==0?run_before leveltotal_zeros
trailing_ones_sign_flag
Y
N
Y
N
Y
N
Fig. 2-12 Block diagram of a CAVLC encoder.
In Fig. 2-12, TC, T1, and T0 denote the number of non-zero coefficients, the number
of trailing ones, and the total number of zeros before the last non-zero coefficient, respec-
tively.
CABAC
CABAC [54] can be used to further improve the efficiency of entropy coding. The adaptive
binary arithmetic coding technique and the context modelling are ingeniously integrated
to achieve a high degree of adaptation and a significant reduction in redundancy. Adap-
tive binary arithmetic coding encodes the binary symbols to meet the target bit rate. Con-
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text modelling is performed for the probability model estimation. The block diagram of a
CABAC encoder is shown in Fig. 2-13.
The CABAC encoding of a symbol consists of the following steps:
1. Binarisation: The non-binary valued symbol is converted into a binary code prior to
processing the data symbol in the arithmetic coder.
2. Context modelling: Select the appropriate probability model depending on the statis-
tical characteristics of recently coded symbols.
3. Binary arithmetic coding: The arithmetic coder compresses the binary symbols based
on the selected context model.
4. Probability update: Update the selected context model according to the immediately
coded data.
Regular
Bypass
Bin value
Regular
Bypass
Coded bits
Coded bits
Bitstream
Context
Bin value for context model update
Binary Arithmetic Coder
Syntax
element
Non-binary valued
syntax element
Binary valued
syntax element
Bin
string
Loop over
bins
Bin
Bin value,
context model
Binariser
Regular 
coding engine
Bypass
 coding engine
a
b
x
Context 
modeller
Fig. 2-13 Block diagram of a CABAC encoder.
CABAC provides a better coding gain in terms of compression performance, namely a
reduction in bit rate of between 10%-15% compared with CAVLC. However this is at the
expense of greater computational complexity.
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2.3 Coding Mode Decisions
The mode decision process in the enhancement layer of SVC requires a large amount of
computation, and dominates the encoding time. This is due to the utilisation of many
time-consuming encoding tools, for example, Rate Distortion Optimisation (RDO) and
inter-layer prediction. Evaluation results show that the mode decision process in the en-
hancement layers accounts for 90% of the total computational requirement [55], and the
encoding time of the enhancement layers is 10 times that of the base layer. The next two
subsections review the RDO technique and analyse the computational complexity of inter-
layer prediction.
2.3.1 Rate Distortion Optimisation
Rate distortion theory provides the theoretical foundation for source coding and forms
a major branch of information theory. The objective of rate distortion theory is to for-
mulate the optimal trade-off between [bit] rate (R) and distortion (D). The source model
determines the rate distortion function R(D), and different assumptions about the source
model result in diverse rate distortion functions [56,57]. R(D) can be represented by a con-
tinuous, monotonically decreasing convex function of D, as shown in Fig. 2-14.
0
R
a
te
 R
(D
)
Distortion D
Fig. 2-14 Rate distortion function.
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RDO is a coding tool used for selecting the best coding mode, and it attempts to min-
imise the bit rate subject to a given picture distortion Dmax,
min R , s.t. D ≤Dmax (2.4)
or to maximise picture fidelity under the transmission bit rate constraint Rmax.
min D , s.t. R ≤Rmax (2.5)
The constrained optimisation problems in equations (2.4) and (2.5) are difficult to solve
in a straightforward manner. The Lagrangian multiplier method is therefore used to trans-
fer the constraint into a Lagrangian cost function J to be minimised. The Lagrangian cost
function J , with Lagrange multiplier λ is defined as follows:
min{J }= min{D +λ×R } (2.6)
For a given value of λ, the task is to find a set of appropriate coding parameters that pro-
duces the minimal value of J .
In SVC, both the number of bits generated by a macroblock partition mode and the de-
gree of distortion are taken into account when choosing the optimal coding mode for each
macroblock. The mode with the minimum RD cost is selected as the best mode for the cur-
rent macroblock. In similarity with equation (2.6), the RD function for a macroblockωk is
given by
JMODE(Qp) = DMODE(ωk ,ω˜k |Qp) +λMODE(Qp) ·RMODE(Qp) (2.7)
whereωk is an original macroblock at time k, and ω˜k is the corresponding reconstructed
block. R represents the number of bits, D denotes a distortion measure, and λ is empiri-
cally defined as [58]
λMODE(Qp) = 0.85×2(Qp−12)/3 (2.8)
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In SVC, more candidate partition modes than any previous video coding standard are
involved in the rate distortion optimised mode decision process. As discussed in the last
section, SVC has inherited all the encoding tools of H.264/AVC. These are supplemented by
additional tools to support scalability. Therefore when encoding the enhancement layers
in SVC, all the modes concerned with inter-frame prediction, intra-frame prediction and
inter-layer prediction are evaluated. Consequently, RDO comprises a major part of the
encoder complexity.
2.3.2 Computational Complexity Analysis
The superior coding performance of SVC is achieved at the cost of significantly increased
computational complexity. A set of time-consuming encoding tools are incorporated in
both H.264/AVC and SVC, for example, bi-directional motion prediction, quarter pixel
precision motion estimation, and motion compensation using multiple reference blocks.
In addition, the SVC inter-layer prediction tools also incur excessive computational cost.
In particular, inter-layer residual prediction doubles the computational complexity of the
mode decision process [59]. Inter-layer motion prediction also results in a significant in-
crease in the computational requirement.
In the Joint Scalable Video Model (JSVM), which is the reference software of SVC, inter-
layer prediction can be performed in two different ways: an adaptive manner or a forced
manner [60]. If the adaptive manner is used, the additional inter-layer prediction modes
are required to compete with the regular H.264/AVC modes and the mode with the mini-
mum RD cost is selected as the best mode for the current macroblock. Alternatively, if the
forced manner is enabled, all of the macroblocks in the enhancement layer are forced to
be encoded as BL_Skip or Intra_BL mode, that is, all the encoding results from the base
layer are reused directly.
Fig. 2-15 shows the average encoding time of different coding options for each video
sequence. The statistical data was collected from processing the sequences: ‘Foreman’,
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‘Crew’, ‘Park’ and ‘Flower’. The first 150 frames of each sequence were processed and the
same Qp values, i.e. Qp=24, 28, 32, 36, 40 were used for both the base layer and the en-
hancement layer.
The histograms in Fig. 2-15 show that when the base layer and the enhancement layer
are encoded separately, namely simulcast is employed, about 4-5 times more encoding
time than that of single-layer coding is required.
When forced inter-layer prediction is enabled, 1.1 times more encoding time than sin-
gle-layer coding, or 1/4 the encoding time of simulcast is required. This is because most
coding parameters, including partition mode, MVs, etc., for the enhancement layer are
deduced from the coding results of the base layer. Thus, the most time-consuming oper-
ations, such as motion estimation and RDO, are skipped.
In addition, when adaptive inter-layer prediction is enabled in encoding the enhance-
ment layer, a SVC encoder spends 7-10 times more encoding time than that of a single-
layer encoder. Thus, a SVC encoder requires 1.5-2 times more computation than simul-
cast. This significant increase in encoding time is caused by the fact that motion estima-
tion and RDO are performed twice for each macroblock in the enhancement layer (with
and without inter-layer residual prediction). Furthermore, due to inter-layer motion pre-
diction, motion estimation with an additional MVP upscaled from the best MV of the cor-
responding block in the base layer is required. This further increases the computational
complexity.
Inter-layer prediction contains a set of very useful encoding tools which demonstrate
an average 3dB coding gain over simulcast [61]. Therefore, a SVC encoder benefits sub-
stantially from the use of inter-layer prediction. However, if inter-layer prediction is to be
used extensively, a means of reducing the computational complexity is required.
This thesis develops two fast mode decision algorithms for SVC, in chapters 4 and 5.
The ultimate goal is to reduce the complexity requirement of the encoders without sacri-
ficing the RD performance.
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Fig. 2-15 Encoding time comparison of different encoding options.
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The purpose of rate control is to maximise the coding performance (i.e. achieve high comp-
ression ratio and/or good image quality) under the constraints of a total bit rate budget and
buffer size, by the appropriate allocation of bits.
In practical video transmission systems, compressed video streams need to be trans-
mitted over networks and often there are situations in which the bandwidth is insufficient
or the network is unstable. Sometimes due to network congestion or insufficient network
bandwidth, the bitstream cannot be transmitted completely, resulting in frame skipping.
On the other hand, blindly reducing the bit rate of a video stream will result in quality
degradation and waste of available bandwidth resources.
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Fig. 2-16 Bit rate fluctuation.
When constant encoding parameters are used during the encoding process, the num-
ber of encoded bits fluctuates significantly from frame to frame. Generally, regions com-
prising fast movement or complex detail need more bits to code and those containing slow
motion or little detail require fewer bits. Fig. 2-16 shows the number of encoded bits for
each frame of the ‘Foreman’ sequence with a constant Qp of 28. The first frame is coded
as an I-frame, which requires the most bits, and successive frames are coded as P- and B-
frames. The number of bits for each frame varies between 2776 and 48416, namely the bit
rate varies between 81.33 kbits/s and 1418.44 kbits/s, for a frame rate of 30 fps. The heavy
fluctuation in bit rate could cause problems for practical video transmission and storage
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systems. For instance, a constant bit rate channel cannot be used for a variable rate bit-
stream. To guarantee successful transmission and to make the best use of the available
network resources, an effective rate control mechanism is essential. With a proper rate
control scheme, frame skipping and the wastage of channel resources can be avoided.
In terms of bit rate, video coding approaches can be categorised into two classes: Con-
stant Bit Rate (CBR) encoding and Variable Bit Rate (VBR) encoding. CBR encoding en-
ables the encoder to produce the output bitstream at a constant rate, a feasible solution
for streaming multimedia content via limited capacity channels. However, the better and
more flexible choice is to allocate more bits for complex pictures to maintain a good pic-
ture quality, while avoiding wasting bits on simple pictures. That is the motivation for VBR
encoding. In general, rate control consists of three important parts: bit allocation, RD con-
trol, and update of the control models [62]. Firstly, a target number of bits for each coding
unit, such as a GOP, frame, or macroblock, is allocated depending on the target bit rate or
the target picture quality. Secondly, based on the complexity of the current coding unit,
a Qp value is calculated using the RD model, and then the Qp is adjusted slightly accord-
ing to the fullness of the buffer. The derived Qp is used in RDO to produce the target bit
rate. Lastly, after encoding the current coding unit, the coefficients of the RD model are
updated according to the actual encoded bits and the complexity of the current video unit,
allowing the target bits to be allocated for the next coding unit.
Several rate control algorithms have been proposed for video coding standards, such
as the Test Model 5 (TM5) [63] for MPEG-2, Test Model Near-term 8 (TMN8) [64] for H.263,
Verification Model 8 (VM8) [65] for MPEG4, JVT-G012 for H.264/AVC, and JVT-W043 for
SVC. A precise RD model is key to the development of an efficient rate control scheme for
each of these video coding standards. Some empirical models, such as the linear model
[63], second-order model [64,65],ρ domain linear model [66], and Logarithmic model [67],
have been used in previous video coding standards. In SVC, the classical quadratic RD
model is employed to describe the relationship between the target number of bits and the
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quantisation step size, as follows [68],
Rtxt =
X1×M ADpred
Q 2step
+
X2×M ADpred
Qstep
(2.9)
where Rtxt is the target number of bits assigned to code the texture information of a coding
unit; MAD indicates the Mean Absolute Difference of the residual component; Qstep is the
quantisation step size to be calculated, and X1 and X2 are model coefficients. X1 and X2
are updated using a linear regression method after the coding of each coding unit, i.e.
X2 =
n
n∑
i=1
R itxt−
 n∑
i=1

Q istep
−1 n∑
i=1
Q istep ·R itxt

n
n∑
i=1
 
Q istep
−2− n∑
i=1
 
Q istep
−12
X1 =
n∑
i=1

Q istep ·R itxt−X2

Q istep
−1
n
(2.10)
where n is the window size excluding the outliers; R itxt is the actual number of bits gener-
ated, and Q istep is the actual quantisation step size that has been used.
As most rate control algorithms were proposed for non-scalable video coders, rate con-
trol algorithms that address the properties of the enhancement layers in SVC need to be
developed. Chapter 6 contributes to this field by suggesting an improvement to the JVT-
W043 algorithm, which is the default rate control technique in the JSVM reference soft-
ware.
2.5 Summary
This chapter initially reviewed the scalable extension of the H.264/AVC standard, placing
particular emphasis on the multi-layer coding structure. A multi-layer coder generates a
single bitstream which contains one base layer and several enhancement layers. The base
layer carries the most essential information and the enhancement layers contain comple-
mentary information to enhance the perceptual quality. Three basic types of scalability are
supported in SVC, namely, temporal, spatial, and quality scalability. In section 2.1, each
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type of scalability was discussed in detail. Spatial and quality scalability are realised by a
layer-based scheme and temporal scalability is achieved by a hierarchical B-frame struc-
ture. At the end of this section, the combination of the three types of scalability, so called
hybrid scalability was briefly introduced.
Apart from the sophisticated prediction tools that are inherited from its predecessor
H.264/AVC, SVC also introduces several new features to improve the coding efficiency of a
multi-layer structure. These include three inter-layer prediction tools. The motion, resid-
ual, and texture redundancy that exists between layers is reduced by a set of inter-layer pre-
diction tools. They are inter-layer motion prediction, inter-layer residual prediction, and
inter-layer intra-prediction. The features reused from H.264/AVC include spatial intra-
prediction with directional extrapolation, and temporal motion-compensated prediction
with variable block sizes ranging from 4×4 to 16×16. The encoder determines whether to
use inter-layer prediction or intra-layer prediction in a switchable manner, thus maintain-
ing the best compromise between rate and distortion. In addition to the above prediction
tools, the integer DCT transform and the entropy coding methods of CAVLC and CABAC
were discussed in section 2.2.
Section 2.3 discussed the RD optimised mode decision process and analysed the com-
putational complexity of the enhancement layer in SVC. It is shown that mode selection in
the enhancement layers accounts for most of the total computational requirement. Fast
mode decisions for the enhancement layer therefore need to be developed.
A brief introduction of rate control techniques was presented in section 2.4. Some rate
control algorithms have been proposed for SVC, however they lack consideration of the
properties of the enhancement layers. Consequently, an efficient and precise rate control
scheme needs to be designed.
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Chapter 3
Performance Evaluation of Advanced
Scalable Video Coding Schemes
In order to gain a deeper understanding of scalable video coding systems, this chapter re-
views and compares three representative scalable coding algorithms. The three schemes
are the SVC standard [44], Motion JPEG2000 [69–72], and WSVC [73]. SVC is the most re-
cent international scalable video coding standard, Motion JPEG2000 is part 3 of the image
coding standard JPEG2000, and WSVC is a strong competitor in the scalable video coding
field. All three algorithms have been designed to produce scalable video bitstreams. SVC
employs a multi-layer coding structure, Motion JPEG2000 independently codes each video
frame using JPEG2000, and WSVC uses Motion-Compensated Temporal Filtering (MCTF)
and the Discrete Wavelet Transform (DWT).
These coding algorithms each contain three key coding modules: transform, quantisa-
tion, and entropy coding, however each coding scheme implements the coding modules
in a different way. This chapter focuses primarily on the differences between each scheme
and on their performance in terms of coding efficiency.
The reminder of this chapter is organised as follows. Section 3.1 briefly describes the
algorithms employed in Motion JPEG2000 and WSVC coding schemes, comparison condi-
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tions are specified in section 3.2, and extensive evaluation results are presented and anal-
ysed in section 3.3. Finally, section 3.4 provides a summary of the chapter.
3.1 Introduction
In order to ascertain the strengths and weaknesses of SVC and gain an insight into its ap-
plication scenarios, a study comparing it with other scalable coding schemes is presented.
Motion JPEG2000 and WSVC are chosen as the closest candidates, as they both include
encoding tools to support different modes of scalability.
Motion JPEG2000 is the leading digital cinema standard and is specified in part 3 of the
image coding standard JPEG2000. Motion JPEG2000 independently encodes each frame
using either lossy or lossless JPEG2000. JPEG2000 was the first wavelet-based interna-
tional still image compression standard, and was developed by the JPEG, namely ISO/IEC
JTC1/SC29/WG1 and ITU-T Study Group 16 (SG16). The DWT was adopted for JPEG2000
because of the ‘blocking’ artefacts caused by the DCT 8×8 block transform in its prede-
cessor JPEG. Two types of wavelet basis functions are used, the Daubechies 9/7 wavelet is
employed for lossy coding and the Le Gall 5/3 wavelet for lossless coding [74]. The core en-
coding tools of JPEG2000 include the DWT and the entropy coding algorithm, Embedded
Block Coding with Optimised Truncation (EBCOT). With these tools, JPEG2000 outper-
forms JPEG in terms of compression performance by nearly 30% [75]. JPEG2000 also offers
several features that did not exist in its predecessor, including an intrinsic multi-resolution
characteristic which is useful in multimedia applications.
The Barbell-lifting 3D wavelet coding scheme was proposed by Microsoft Research
Asia (MSRA) in response to the call for technology during the development of the SVC
standard. The MSRA solution, named WSVC, contains the core technologies of a spatial
2D DWT, MCTF and, for entropy coding, the arithmetic coding algorithm termed Embed-
ded Subband Coding with Optimal Truncation (ESCOT). The term ‘3D wavelet’ means that
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the wavelet decomposition consists of a temporal decomposition performed by applying
MCTF in the temporal direction and a spatial decomposition performed by applying the
DWT spatially in both the horizontal and vertical directions. First, a multi-level MCTF de-
composes the video frames into several temporal subbands, then a spatial decomposition
is applied to each temporal subband to further decompose the frames. WSVC provides a
very convenient platform for continuing research on wavelet-based video technologies.
Table 3-1
Core algorithms in each coding scheme
Coding scheme Prediction Transform Quantisation Entropy coding
SVC
Intra-frame
Inter-frame
Inter-layer
2D DCT
Scalar
quantisation
CAVLC
CABAC
Motion JPEG2000 Intra-frame 2D DWT
Scalar
quantisation
EBCOT
WSVC
Intra-frame
Inter-frame
2D DWT
Embedded
quantisation
ESCOT
The core algorithms of the three coding schemes are summarised in Table 3-1. Three
common coding modules: transform, quantisation, and entropy coding are employed in
each of the schemes. However a significant difference between SVC and both Motion
JPEG2000 and WSVC is that SVC is a hybrid coding scheme based on the DCT, whereas Mo-
tion JPEG2000 and WSVC adopt the wavelet transform. Furthermore, each coding scheme
contains a distinctive entropy coding method to encode the quantised coefficients. Apart
from SVC, which has been introduced in chapter 2, the Motion JPEG2000 and WSVC cod-
ing algorithms will be discussed in detail in the following subsections with particular focus
on their distinctive features and associated encoding tools.
3.1.1 Motion JPEG2000
Motion JPEG2000 is defined in part 3 of the JPEG2000 image coding standard. As a succes-
sor of JPEG, JPEG2000 possesses some new features desirable for interactive multimedia
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applications, wired and wireless environments and internet applications. A fundamental
difference in JPEG2000 is the use of the DWT rather than the DCT, thus providing a num-
ber of advantages. JPEG2000 not only achieves a significant improvement in compres-
sion performance, but more importantly, it also provides an entirely new representation
of the image. These improvements rely on the incorporation of a number of relatively re-
cent techniques, such as the DWT and the entropy coder using the EBCOT algorithm. The
DWT possesses an intrinsic multi-resolution property resulting in an inherent scalability
function. JPEG2000 achieves a higher compression ratio than JPEG and can also handle a
much larger range of image sizes. The basic framework of a JPEG2000 coder is shown in
Fig. 3-1. The JPEG2000 coding procedure can be briefly described as follows [75]:
Preprocessing Quantisation Data ordering
Rate control
Arithmetic 
coding
(EBCOT)
Forward 
wavelet
transform
Image Tiles
Coded blocksSubbands
……
……
……
……
……
……
……
……011
111
110
001
101
000
100
010
Fig. 3-1 General framework for a JPEG2000 encoder.
1. Data pre-processing: Segments the original image into rectangular non-overlapping
blocks (tiles).
2. DWT: Decomposes the tile components into different wavelet decomposition levels.
3. Quantisation of transform coefficients: The wavelet subband coefficients are quan-
tised and collected into ‘code blocks’.
4. Entropy coding: The quantised coefficients are processed by the context-based binary
arithmetic encoder resulting in further compression.
5. Rate control: The quantisation step size is adjusted independently for each subband
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and each tile to meet the target number of bits.
DWT Transform and Quantisation
One of the primary differences between JPEG2000 and JPEG is the adoption of the DWT.
Compared with the DCT, the DWT has a better energy compaction capability as well as
a multi-resolution representation. Furthermore, the DWT produces almost no blocking
artefacts as with the DCT, and the artefacts are less visible. With the purpose of reducing
the correlation between pixels, the DWT decomposes the spatial image into a number of
frequency subbands which represent the directional frequency components of the original
image. Then the coefficients in each wavelet subband are quantised and coded indepen-
dently with a different coding strategy. By comparison with the DCT, the DWT achieves a
better time frequency localisation. Thus, wavelet-based image coding achieves a superior
compression performance compared with its predecessors.
HH1
HL1
LH1
LH2 HH2
LL2 HL2
Original image Wavelet coefficients
Fig. 3-2 Two level 2D wavelet decomposition of image ‘Woman’.
Fig. 3-2 illustrates a two level 2D wavelet decomposition of the natural image ‘Woman’.
In the first level of decomposition, four distinct wavelet subbands LL1, HL1, LH1, and HH1
are yielded when the DWT low-pass and high-pass filters in both the horizontal and the
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vertical directions are applied. The LL1 subband represents an approximation of the orig-
inal image but at a lower resolution, HL1, LH1, and HH1 are the detail subbands in the
horizontal, vertical and diagonal directions, respectively. The LL1 subband is then decom-
posed into four separate wavelet subbands to obtain the second level DWT coefficients.
This procedure can be repeated to further decompose the image.
Table 3-2
Daubechies 9/7 LPF and HPF coefficients for analysis and synthesis filters
n
Analysis filter coefficients
LPF HPF
0 0.6029490182363579 1.11508705245699
±1 0.2668641184428723 -0.5912717631142470
±2 -0.07822326652898785 -0.05754352622849957
±3 -0.01686411844287495 0.09127176311424948
±4 0.02674875741080976
n
Synthesis filter coefficients
LPF HPF
0 1.115087052456994 0.6029490182363579
±1 0.5912717631142470 -0.2668641184428723
±2 -0.05754352622849957 -0.07822326652898785
±3 0.09127176311424948 0.01686411844287495
±4 0.02674875741080976
Table 3-3
Le Gall 5/3 LPF and HPF coefficients for analysis and synthesis filters
n
Analysis filter coefficients
LPF HPF
0 6/8 1
±1 2/8 -1/2
±2 -1/8
n
Synthesis filter coefficients
LPF HPF
0 1 6/8
±1 1/2 -2/8
±2 -1/8
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Two kinds of coding schemes: lossy compression and lossless compression are sup-
ported in JPEG2000. Lossy compression utilises a Daubechies 9/7 filter bank for the irre-
versible transform, and lossless compression uses a Le Gall 5/3 filter bank for the reversible
transform. The analysis and synthesis coefficients of Daubechies 9/7 and Le Gall 5/3 are
listed in Tables 3-2 and 3-3, respectively [75]. LPF and HPF stand for Low-Pass FIR Filter
and High-Pass FIR Filter, respectively.
The wavelet decomposition in the JPEG2000 standard can be implemented in two ways:
a convolution-based approach and a lifting-based approach. In the convolution-based
implementation, two sets of functions are utilised: a scaling function and a wavelet func-
tion, which correspond to the low-pass and the high-pass filters, respectively. The out-
put subband samples are obtained by convolving the input samples with the scaling and
wavelet functions, as defined by the following equations [71].
ht[n]
(f=0~π/2)
gt[n]
(f=π/2~π)
f=0~πf=0~π
ht[n]
(f=0~π/4)
gt[n]
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hr[n]
(f=0~π/4)
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Fig. 3-3 Convolution implementation of the wavelet transform.
y˜ l[k ] =
∑
n
x˜ [n ]ht[2k −n ]
y˜ h[k ] =
∑
n
x˜ [n ]gt[2k −n ]
(3.1)
and the corresponding inverse transform is
x˜ [n ] =
∑
n
y˜ l[n ]hr[2k −n ] +
∑
n
y˜ h[n ]gr[2k −n ] (3.2)
where x˜ [n ] is the symmetric boundary extension of the input samples x [n ], and y˜ [n ] de-
notes the symmetric boundary extension of the output subband samples y [n ]. ht[n ] and
gt[n ] represent the analysis wavelet kernels, and hr[n ] and gr[n ] represent the synthesis
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wavelet kernels, respectively. The analysis and synthesis operations are depicted in Fig. 3-
3. Note that for simplicity, the wavelet transform is given in one dimensional form.
In order to reduce the memory requirements and to accelerate the processing speed,
the lifting-based DWT, often known as the second generation wavelet, has been proposed.
The implementation of the lifting-based DWT consists of three steps: split, predict and
update. In the split step the original samples X [n ] are firstly separated into two non-
overlapping parts, an even part Xe[n ] and an odd part Xo[n ], described as follows [76].
Xe[n ] = X[2n ]
Xo[n ] = X[2n +1]
(3.3)
In the prediction step, the odd part is used to predict the even one. The derived pre-
diction errors d [n ] represent the high frequency subband in the wavelet domain.
d [n ] = Xe[n ]−P (Xo[n ]) (3.4)
where P represents the prediction operator.
Finally, the odd part is updated by using the prediction errors to obtain the approxima-
tion samples c [n ], which are referred to as the low frequency subband in the update step.
c [n ] = Xo[n ] +U (d [n ]) (3.5)
where U denotes the update operator.
DWT Inverse DWT
X[n]
Xo[n]
Xe[n]
c[n]
d[n]
c[n]
d[n]
Xo[n]
Xe[n]
X[n]
Split Prediction Update Update Prediction Split
+
- +
-
Fig. 3-4 Lifting implementation of the wavelet transform.
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In order to achieve several levels of wavelet decomposition, the same processing pro-
cedure can be applied to the low frequency subband iteratively. The lifting scheme of the
DWT is shown in Fig. 3-4.
After the wavelet transform, a uniform scalar quantisation with dead zone is applied
to the transform coefficients in the JPEG2000 lossy compression mode. For each subband,
the quantisation step size4b is determined depending on the dynamic range of the val-
ues of the subband coefficients or by some other consideration, such as the perceptual
importance or the bit rate budget. The obtained quantisation step size is used to quantise
all the wavelet coefficients within the corresponding subband. The wavelet coefficients
yb (i , j ) in subband b are mapped to quantised indices qb (i , j ). The scalar quantiser with
quantisation step size4b and a 24b wide dead zone is shown in Fig. 3-5.
yb(i,j)
qb(i,j)
Δb Δb Δb Δb Δb Δb2Δb
-3 -2 -1 +1 +2 +30
Fig. 3-5 Scalar quantiser with quantisation step size4b and a 24b wide dead zone.
The uniform scalar quantisation process with a dead zone is described as
qb
 
i , j

= sign

yb
 
i , j
 yb  i , j 
4b

(3.6)
where the b·c symbol is the floor operator.
Entropy Coding
EBCOT [72, 77, 78] is employed as the entropy coding algorithm in JPEG2000. In EBCOT,
each subband is partitioned into relatively small rectangular blocks called code blocks.
The typical size of a code block is 32×32 or 64×64 pixels, and each code block is coded
independently. The EBCOT entropy coding of a subband consists of two steps: tier-1 cod-
ing and tier-2 coding. Tier-1 encoder comprises a bit plane coder and a binary arithmetic
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coder, named MQ-coder, and it encodes each code block independently. Tier-2 reorders
the compressed data and creates the compressed bitstream.
1. Tier-1 coding
After quantisation, each code block is divided into several bit planes according to the
quantisation precision. The bit planes starting from the Most Significant Bit (MSB)
plane to the Least Significant Bit (LSB) plane are coded progressively, as shown in Fig. 3-
6.
Bit plane 0
Bit plane 5
Bit plane 6
Bit plane 7
1
0
1
0
LSB
MSB
Fig. 3-6 An 8 bit image that is composed of 8 bit planes ranging from LSB to MSB.
1.1. Bit Plane Coder (BPC)
Each bit in a bit plane is encoded through one of the three non-overlapping coding
passes, namely, Significance Propagation Pass (SPP), Magnitude Refinement Pass
(MRP) and Cleanup Pass (CUP). The type of coding pass to be applied on a bit is
determined by the state of the current bit and the context information of its eight
adjacent neighbours. The state information contains three state variables σ, σ′,
and η. Initially, all state variables are initialised to zero. When the first non-zero
bit of a sample has already been processed, the state ofσ is updated to one, other-
wise it is equal to 0. If a Magnitude Refinement Coding (MRC) operation has been
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applied to the sample, σ′ is set to one; otherwise, it is zero. If a bit of a sample
has been processed using the Zero Coding (ZC) operation in the SPP pass, η is set
to one; otherwise, it is equal to zero. Depending on the generated state context,
one of the three passes (SPP, MRP, and CUP) is then performed. This results in a
flexible truncation of the bitstream at the end of each pass enabling the target bit
rate to be approached.
1.2. Binary Arithmetic Coder (BAC)
A context-based adaptive binary arithmetic coder, called MQ-coder, is adopted in
JPEG2000. The MQ-coder selects a probability value from a predetermined lookup
table depending on the generated context in the Bit Plane Coder (BPC). The prob-
ability value is used to adjust the intervals and progressively generate the com-
pressed code stream. The block diagram of an EBCOT tier-1 encoder is illustrated
in Fig. 3-7.
Quantisation 
coefficient
Compressed 
bitstream
Symbol
context
Context
information
Bit plane
coder
State
variables
Binary
 arithmetic coder
(MQ-coder)
Fig. 3-7 Block diagram of an EBCOT tier-1 encoder.
2. Tier-2 coding
The bitstream generated from each code block needs to be reorganised to facilitate a
specific functionality of JPEG2000. This process is often referred to as packetisation.
Tier-2 coding is used to represent the layer and block summary information for each
code block.
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3.1.2 Wavelet Scalable Video Coding
With the intention of developing an efficient SVC standard, MPEG called for proposals
targeted at new SVC technologies in October 2003. In response to the call, 15 proposals
were submitted in March 2004, the majority of which were wavelet-based. However after
the extensive evaluation stage, it was found that the H.264-based proposal suggested by
the Fraunhofer Heinrich Hertz Institute (HHI) achieved a better coding performance than
the other wavelet-based proposals. Consequently, MPEG selected both the H.264-based
SVC proposed by HHI and the Barbell-lifting wavelet-based SVC proposed by MSRA for
further improvement and comparison. Six months later, MPEG adopted the HHI proposal
as the reference software, however the MSRA WSVC system provides a very convenient
platform for continued research on wavelet-based video coding technologies.
Post-spatial 
transform
(Post-2D DWT)
Entropy coding
(ESCOT)
MVs and modes
coding
Motion
estimation
Pre-spatial 
transform
(Pre-2D DWT)
Temporal wavelet 
transform
(MCTF)
Video
frames
Temporal
subbands
Pre-spatial
subbands
Post-spatial
subbands
Coding
blocks
Fig. 3-8 Fundamental framework of WSVC.
Several coding technologies are incorporated in WSVC. These include a spatial 2D DWT
which enables spatial scalability, MCTF which supports temporal scalability [79], and ES-
COT, which inherits the ideas from EBCOT, and is used to support quality scalability [80].
The fundamental framework of WSVC is presented in Fig. 3-8.
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MCTF
Unlike SVC, temporal scalability in WSVC is enabled by a MCTF which exploits temporal
correlation [79]. The block diagram of a three level MCTF implementation based on the
Haar wavelet basis is illustrated in Fig. 3-9. In this scheme, the input video sequence is first
split into even and odd pictures. The prediction operation is then performed between two
adjacent pictures to obtain a high-pass picture H and the original odd picture is overwrit-
ten by the obtained high-pass picture H. Subsequently, the low-pass picture L is generated
from the update operation on the high-pass picture H and the original even picture.
L H L H L H L H
LL LH LL LH
LLL LLH
Video
frames
1st temporal
decomposition
2nd temporal
decomposition
3rd temporal 
decomposition
Fig. 3-9 Motion-compensated temporal decomposition using Haar wavelet.
The prediction operation and the update operation are explained by the following equa-
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tions:
Hi =
1p
2
(x2i+1−P (x2i ))
L i = Hi +
p
2U (x2i )
(3.7)
where x2i+1 and x2i denote the odd and even pictures, respectively, and P and U are the
prediction and update operators.
DWT Transform and Quantisation
As in JPEG2000, the Cohen-Daubechies-Feauveau (CDF) 9/7 tap filter, which is most com-
monly used for lossy compression of images, is adopted by WSVC for the spatial DWT
transform. In order to reduce the memory requirements and achieve a computationally
efficient implementation of the DWT, the lifting scheme of the CDF 9/7 wavelet transform
is employed. The coefficients of the low-pass and the high-pass analysis and synthesis fil-
ters of the CDF 9/7 wavelet are shown in Table 3-2. The lifting scheme of the 9/7 wavelet
transform can be factorised into a sequence of alternating upper and lower triangular ma-
trices and a diagonal matrix. The factorisation is expressed as follows:
P (z ) =
1 α

1+
1
z

0 1
 1 0
β (1+ z ) 1
1 γ

1+
1
z

0 1
 1 0
δ (1+ z ) 1

ζ 0
0
1
ζ
 (3.8)
where z represents the z-transform; α

1+
1
z

and γ

1+
1
z

indicate the prediction op-
erations; β (1+ z ) and δ (1+ z ) denote the lifting operations, respectively; ζ and
1
ζ
are
the scaling coefficients which ensure the orthonormality of the transform. The CDF 9/7
wavelet coefficients of the lifting scheme are: α = -1.586134342, β = -0.05298011854, γ =
0.8829110762, δ = -0.4435068522, ζ = 1.149604398. The block diagram corresponding to
equation (3.8) is shown in Fig. 3-10.
An embedded scalar quantisation with dead zone is used in WSVC due to the charac-
teristics of the wavelet coefficients. A useful property of embedded quantisation is that the
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Fig. 3-10 Wavelet transform using the CDF 9/7 lifting scheme.
coded bitstream can be truncated by simply discarding the LSBs to obtain a subset of the
compressed bitstream. As more of the compressed bitstream is retained, the reconstruc-
tion can be successively refined until full quality reconstruction is obtained. In embedded
quantisation, the quantisation intervals of high bit rate quantisers are embedded in the
quantisation intervals of all low bit rate quantisers, as shown in Fig. 3-11.
0-4Δ 3Δ-6Δ Δ-2Δ 5Δ 7Δ-3Δ 4Δ-5Δ 2Δ-7Δ Δ 6Δ... ...
...i0(1,1,1) i0(1,0,0) i0(0,0,1)... ...i0(0,0,1) i0(1,0,0) i0(1,1,1)...
4Δ2Δ 6Δ ...-4Δ-6Δ -2Δ...
4Δ ...-4Δ...
i1(1,1) i1(1,0)i1(1,0) i1(1,1)i1(0,1)i1(0,1)
i2(1) i2(1)
0
0
Fig. 3-11 Embedded dead zone uniform scalar quantiser.
The embedded dead zone quantiser quantises each wavelet coefficient into
ip =Qp (X ) =

sign (X ) ·
 |X |
2p4 +
ξ
2p

if
|X |
2p4 +
ξ
2p
> 0
0 otherwise
(3.9)
where the b·c symbol is the floor operator; ξ < 1 determines the width of the dead zone;
4> 0 is the basic quantisation step size; p ∈Z+ is the quantiser level, which is determined
by the dynamic range of the input and a larger p value means a coarser quantiser.
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The inverse quantisation is performed as
y
p
i =Q
−1
p
 
ip

=
 sign
 
ip
 ·ip − ξ2p +δ2p∆ if ip , 0
0 otherwise
(3.10)
where δ indicates the location of y
p
i in the quantisation interval. From equation (3.9), it
can be seen that all the dead zone quantisers with quantisation step sizes of 2p∆, p ∈ Z+
are embedded in the quantiser with quantisation step size ∆. The quantisation results
of a quantiser with quantisation step sizes of 2p∆, p ∈ Z+ are equivalent to those of the
quantiser with quantisation step sizes of ∆ but discarding the p LSBs. In other words, if
the p LSBs are unavailable, inverse quantisation may still be performed, but a lower level
of quality is obtained.
Entropy Coding
ESCOT [80] is employed as the entropy coding algorithm. It inherits the ideas and coding
procedures from EBCOT used in JPEG2000. After temporal wavelet decomposition and
application of the 2D spatial transform, the wavelet coefficients are encoded using a bit
plane coding scheme. ESCOT is utilised to achieve better coding efficiency and flexibil-
ity, and to provide other functionalities for scalable wavelet video compression. Using bit
plane coding and context-based arithmetic coding, ESCOT achieves bit rate scalability by
independently coding coefficients in individual subbands.
Depending on the binary valued state of a sample in each bit plane, one of three coding
operations is performed to code the binary information of the current sample. The three
coding operations of ESCOT are described as follows.
1. Zero Coding (ZC): When a sample is not yet significant in previous bit planes, ZC is used
to code new information about whether it becomes significant or not in the current bit
plane. The ZC uses significance information of the neighbouring samples to encode
the current sample.
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2. Sign Coding (SC): Once a sample becomes significant in the current bit plane, SC is
used to code the sign information.
3. Magnitude Refinement Coding (MRC): If a sample has already become significant in a
previous bit plane, MRC is used to code the new information about the current sample.
In order to produce an embedded bitstream, RDO is also performed to decide the num-
ber of bits that should be allocated for each code block. Finally, the coded data is packeted
to form the bitstream.
3.2 Performance Evaluation Design
To compare the coding efficiency of the three scalable coding algorithms, SVC, Motion
JPEG2000 and WSVC, JSVM 9.18 [81] was chosen as the evaluation model for SVC, the
Kakadu v7.2 [82] implementation was selected for Motion JPEG2000, and the VidWav (Video
Wavelet) [83], (which is the Reference Model and Software (RM/RS) utilised by MPEG) was
used for WSVC.
3.2.1 Video Test Sequences
In order to make a comprehensive comparison, four different sets of standard video test
sequences were processed. Each set relates to a particular resolution, and each set com-
prises video sequences featuring different degrees of activity and texture detail.
In the first experiment, the RD performance of the three codecs was evaluated for
video sequences of low and medium resolution. Low resolution CIF video (352×288 pixels)
is commonly used in video conferencing systems and video streaming applications, and
medium resolution 4CIF video (704×576 pixels) is widely used in Closed-Circuit Television
(CCTV) monitoring systems and SDTV. The second experiment was devoted to evalua-
tion on high resolution video sequences including 720p High Definition (HD) sequences
at 1280×720 pixels and 1080p full HD sequences at 1920×1080 pixels. All the test sequences
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were in raw YUV 4:2:0 colour format (see Fig. 1-1), and are listed in Table 3-4.
Table 3-4
Video test sequences used for evaluation
Sequence Resolution
Bus, Foreman CIF (352×288)
City, Soccer 4CIF (704×576)
Park, Tree 720p (1280×720)
Flower, Sky 1080p (1920×1080)
3.2.2 Codec Settings
The parameter configurations for SVC were set as listed below, and the other parameters
were set to the default values of the JSVM 9.18.
† Main profile was used
† CABAC was used for entropy coding
† RDO was always enabled
† One slice per picture
† Intra-frame coding was always considered for each frame
† GOP structures: IIII
† Inter-layer prediction was enabled.
The Motion JPEG2000 codec was configured with the following settings, and other pa-
rameters were set to the default values of the Kakadu v7.2 implementation.
† One tile per frame (no tiling)
† Code block size of 64×64
† 5 levels of wavelet decomposition
† 9/7 tap bi-orthogonal Daubechies wavelet filter kernel.
The following parameters were applied in the WSVC encoder, and all options were set
to the default values of VidWav.
† 5 levels of wavelet decomposition
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† ESCOT was used for entropy coding.
3.2.3 Evaluation Criteria
In order to evaluate the objective performance, the Peak Signal-to-Noise Ratio (PSNR) of
the luminance component averaged over all encoded frames in a sequence was chosen as
the measure of visual quality:
PSNR = 10 log10

2552
MSE
 
Y , Y˜
 (3.11)
where Y represents the intensity of the luminance component in the original picture and
Y˜ is the reconstruction. MSE is the Mean Squared Error between the original picture and
the reconstructed picture. In addition, the RD curves for the luminance component, which
show the luminance PSNR versus the bit rate, are presented and analysed.
3.3 Results and Discussions
The comparison results are described in the following two subsections. The first subsec-
tion presents the coding results of each algorithm on low and medium resolution test se-
quences. The evaluation results indicate the optimal choice for applications such as video
conferencing and video surveillance monitoring. In the second subsection, the perfor-
mance of the three scalable coding algorithms on HD video sequences is discussed.
3.3.1 Evaluations for Low and Medium Resolution Video
Table 3-5 shows the RD performance of the three scalable video coding algorithms for CIF
and 4CIF resolution video sequences. The corresponding RD curves for ‘Bus’, ‘Foreman’,
‘City’ and ‘Soccer’, which relate to CIF and 4CIF resolutions, are presented in Fig. 3-12.
For the CIF video sequences, when the bit rate is low, SVC, Motion JPEG2000, and WSVC
each achieve very similar coding efficiency. The differences in coding efficiency become
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more significant as the bit rate is increased. It can also be seen from Fig. 3-12 that the RD
curves for the CIF video sequences (‘Bus’ and ‘Foreman’) are very similar at low bit rates.
However, the RD curves become more distinctive at higher bit rates, which means these
algorithms result in different coding efficiency. In general, at all bit rates WSVC predomi-
nates over the other two video coding algorithms in terms of coding efficiency. SVC takes
second place, followed by Motion JPEG2000. One possible explanation is that the use of
the embedded scalar quantiser and the embedded subband coding tools significantly im-
proves the coding efficiency of WSVC, whereas SVC sacrifices coding efficiency by about
10% compared with the H.264/AVC encoder in order to support various forms of scala-
bility. Consequently, WSVC shows better performance than SVC, a gain in PSNR of up to
3.1dB.
Table 3-5
RD performance for low and medium resolution video sequences
Sequence
SVC(IIII) JPEG2000 WSVC
Bit rate PSNR Bit rate PSNR Bit rate PSNR
Bus
(CIF)
603.68 23.60 589.22 23.69 603.05 24.75
1205.91 26.78 1177.44 25.41 1205.30 27.90
2413.44 30.65 2356.84 29.20 2410.90 32.09
4820.23 35.85 4707.81 34.76 4819.30 37.96
9697.84 42.70 9411.40 41.15 9636.20 45.82
Foreman
(CIF)
606.89 30.06 592.39 30.21 606.36 32.18
1208.44 33.93 1179.52 32.91 1207.60 35.30
2408.25 37.87 2351.16 36.00 2407.20 39.29
4840.43 42.14 4708.50 39.84 4821.20 44.19
9678.49 47.77 9405.07 46.03 9630.80 50.21
City
(4CIF)
2412.32 27.75 2355.44 27.96 2411.00 29.24
4821.92 30.86 4708.66 30.47 4821.70 32.26
9644.43 34.80 9418.30 33.67 9642.90 36.37
19273.17 39.55 18822.79 39.36 19274.00 42.20
38805.09 46.18 37642.70 46.36 38544.00 49.40
Soccer
(4CIF)
2412.28 32.48 2355.94 32.61 2410.30 33.36
4823.52 35.68 4710.57 35.11 4821.30 36.60
9640.67 39.42 9411.57 38.71 9642.20 40.88
19379.58 44.12 18827.62 44.09 19273.00 46.21
36332.15 49.62 35309.97 50.90 36155.00 52.26
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Fig. 3-12 RD performance for low and medium resolution video sequences (continued on
next page).
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Fig. 3-12 RD performance for low and medium resolution video sequences (continued
from last page).
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Since Motion JPEG2000 independently codes each video frame using JPEG2000, the
coding efficiency of Motion JPEG2000 is exactly the same as that of JPEG2000. Shi et al. [84]
and Jiao [85] have shown that H.264/AVC outperforms JPEG2000 at low compression ra-
tios, and vice versa. As demonstrated in Fig. 3-12, SVC consistently outperforms Motion
JPEG2000 over a wide range of bit rates. This indicates that the additional coding tools
in SVC intra-coding result in extra coding gains. The difference between SVC intra-coding
and H.264/AVC intra-coding is the utilisation of inter-layer intra-prediction in SVC. There-
fore, it seems reasonable that this inter-layer intra-prediction mechanism is responsible
for the improved coding efficiency of SVC and why SVC outperforms Motion JPEG2000.
Similar experimental results are observed for the 4CIF video sequences. It can be seen
that Motion JPEG2000 performs better for higher resolution video sequences, but stays
competitive with SVC. However, WSVC still produces the best coding performance of the
three coding algorithms.
3.3.2 Evaluations for High Resolution Video
The coding performance of SVC, Motion JPEG2000, and WSVC, when encoding high reso-
lution video, namely 720p and 1080p video sequences, is also investigated. The resolutions
are the most commonly used HD video display formats.
The RD performance of the three scalable coding algorithms for HD video sequences
is presented in Table 3-6. Fig. 3-13 shows the corresponding RD curves for ‘Duck’, ‘Park’,
‘Flower’ and ‘Sky’, which relate to resolutions of 720p and 1080p. As with the evaluation
results for low and medium resolution video, WSVC yields the best coding performance.
When the bit rate is high, SVC outperforms Motion JPEG2000 in terms of RD performance,
but when the bit rate is low, the inverse is true. It can be seen from Fig. 3-13, that there
is an intersection between the RD curve of SVC and that of Motion JPEG2000. When the
bit rate is less than the operating point indicated by the intersection, Motion JPEG2000
produces better performance than SVC. However, when the bit rate surpasses this point,
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SVC predominates. The position of the intersection is related to the resolution and the
content of the picture. When encoding the 720p video sequence, the intersection is located
in a relatively low bit rate region. This shows that Motion JPEG2000 only performs better
than SVC for a small range of low bit rates. As the resolution is increased, the intersection
moves to the right, which means Motion JPEG2000 produces better coding efficiency than
SVC in a wider range of lower bit rates. For the video sequences that contain rich detail,
such as ‘Flower’ and ‘Duck’, the intersection of the RD curves for Motion JPEG2000 and
SVC is located at a higher bit rate. The simulation results show that Motion JPEG2000 is
the better coding choice for high resolution sequences containing complex detail at low
bit rates.
Table 3-6
RD performance for high resolution video sequences
Sequence
SVC(IIII) JPEG2000 WSVC
Bit rate PSNR Bit rate PSNR Bit rate PSNR
Park
(720p)
5481.09 23.67 5351.56 24.32 5477.80 24.65
10960.54 26.13 10702.68 25.83 10957.00 27.07
21910.25 29.44 21395.74 27.84 21910.00 30.49
43837.56 33.96 42808.68 31.61 43794.00 35.57
87666.84 40.11 85655.50 35.72 87682.00 42.45
Tree
(720p)
5481.52 32.39 5352.00 32.19 5478.70 33.35
10962.51 34.27 10704.58 33.87 10958.00 35.32
21905.35 36.57 21390.71 35.27 21907.00 37.75
43803.78 39.64 42776.20 37.59 43796.00 41.05
88072.57 44.63 85664.39 41.07 87680.00 46.46
Flower
(1080p)
12755.86 40.00 12025.82 43.30 12313.85 43.43
25295.07 43.44 24059.77 45.37 24636.90 45.57
47374.14 45.70 48056.31 46.89 49209.56 47.29
97336.86 49.40 96082.65 48.96 98377.94 49.97
151692.29 52.36 154619.26 53.21 158278.81 53.53
Sky
(1080p)
11992.73 32.90 12042.49 35.63 12314.32 35.78
23095.69 37.42 24095.58 38.52 24630.34 39.56
48462.95 42.38 48205.11 41.74 49204.60 43.69
93754.43 46.55 96499.00 45.78 98810.61 47.47
154356.05 50.32 188416.13 52.46 192917.98 53.27
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Fig. 3-13 RD performance for high resolution video sequences (continued on next page).
82
3.3 Results and Discussions
Motion JPEG2000 SVC(IIII) WSVC
Flower 960x540/1920x1080 @30Hz
Bit rate (x10
4
 kbits/s)
P
S
N
R
 (
d
B
)
Sky 960x540/1920x1080 @30Hz
Bit rate (x10
4
 kbits/s)
P
S
N
R
 (
d
B
)
0 2 4 6 8 10 12 14 16 18
38.0
40.0
42.0
44.0
46.0
48.0
50.0
52.0
54.0
56.0
0 2 4 6 8 10 12 14 16 18 20
32.0
34.0
36.0
38.0
40.0
42.0
44.0
46.0
48.0
50.0
52.0
54.0
56.0
Intersection
Intersection
Fig. 3-13 RD performance for high resolution video sequences (continued from last page).
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3.4 Summary
In this chapter, a comparative investigation of SVC, JPEG2000 and WSVC was presented.
The objective was to obtain a better understanding of scalable coding systems and to gain
an insight into the most suitable application scenarios for each scheme. The chapter ini-
tially described the key algorithms behind the Motion JPEG2000 and WSVC coding schemes.
Firstly, the DWT, uniform dead zone scalar quantisation, and the EBCOT entropy coding
method of Motion JPEG2000 were briefly described. Thereafter, the MCTF, the spatial 2D
DWT, embedded quantisation and the ESCOT entropy coding algorithm of WSVC were in-
troduced.
As all three video coding algorithms have been designed to produce scalable video bit-
streams, the coding efficiency in terms of RD performance was compared and analysed.
Experimental results were obtained for a wide range of standard video test sequences with
resolutions ranging from CIF to 1080p.
The results show that, of the three codecs, WSVC produces the best coding perfor-
mance for low and medium resolution video applications, whereas SVC produces the next
best performance. When HD video sequences are coded, WSVC still produces the best
performance. The relative coding performance of SVC and Motion JPEG2000 depends on
the resolution of the video sequence and the content of the pictures.
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Chapter 4
Fast Mode Decisions Based on Motion
Activity
The scalable extension of H.264/AVC provides an increased degree of supported scalability
and demonstrates significant improved coding efficiency relative to the scalable profiles of
previous video coding standards. However, the superior coding performance is achieved
at the cost of significantly increased computational complexity. The computational re-
quirements of the SVC encoder is a limiting factor for its application. If SVC is to become
widely adopted, fast mode decision algorithms to alleviate the computational complexity
of the SVC encoder without any significant loss in compression performance and coding
efficiency are highly desirable.
As a consequence, fast mode decision algorithms for intra- and inter-frame coding and
inter-layer coding, are a major topic in this thesis. In this chapter, a fast inter-frame and
inter-layer mode decision algorithm based on motion activity is described. The next chap-
ter extends the work into a hierarchical scheme.
The remainder of this chapter is organised as follows: A literature review of fast mode
decision algorithms for SVC is discussed in the next section. Section 4.2 gives a detailed
formulation of the proposed fast mode decision algorithm. Experimental results are pre-
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sented in section 4.3 and some conclusions are given in section 4.4.
4.1 Existing SVC Fast Algorithms
Compared with the scalable profiles of earlier video coding standards, SVC provides much
improved coding efficiency, but at the cost of significantly increased computational com-
plexity. In the encoder, the coding mode decision is the most time-consuming process.
Additionally, the use of extra inter-layer prediction tools imposes a considerable compu-
tational burden. As the simulation results of chapter 2 show, inter-layer residual prediction
doubles the computational complexity of the mode decision process. Inter-layer motion
prediction also increases the complexity of the motion estimation process.
Easing the computational burden, and hence reducing the encoding time of the SVC
encoder, has been the subject of several studies. Generally, most fast mode decision ap-
proaches for SVC detailed in the literature can be categorised as ‘fast algorithms extended
from single layer coding’ and ‘solutions targeting inter-layer prediction’. As SVC is an ex-
tension of H.264/AVC, the base layer employs the methodology of H.264/AVC, and the en-
hancement layers are supplemented by additional tools to support the scalability. A com-
mon strategy is to use and extend the fast algorithms of H.264/AVC to reduce the com-
putational complexity of SVC. These algorithms employ various features of the current
coded macroblock, such as texture and edge, to predict the most likely modes and/or to
delete unlikely modes. In addition, the temporal dependency, spatial homogeneity, and
the mode correlation are also considered. By contrast, solutions targeting inter-layer pre-
diction exploit some of the coding results of the base layer to relieve the mode decision
process in the enhancement layers. The next two subsections review existing methods
that fit within each of these categories.
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4.1.1 Fast Algorithms Extended from Single Layer Coding
In [86], Yu et al. proposed a fast mode decision algorithm to alleviate inter-frame encoder
complexity. This algorithm considers the energy of the transform’s AC coefficients as a spa-
tial complexity measurement of a macroblock to reduce the number of candidate modes.
Yu showed that when the total energy of the AC coefficients in the macroblock is less than
a fixed threshold, the macroblock is best categorised as containing simple texture, and for
this to be considered when choosing a reduced subset of modes for evaluation. Although
this algorithm demonstrates a significant time saving, the threshold was determined em-
pirically, though little attempt was made to optimise the threshold value. When determin-
ing the optimal threshold, both the RD performance and the computational complexity
reduction must be taken into consideration.
Based on the assumption that large block partitions are appropriate for homogeneous
and stationary areas, Wu et al. [87] described a fast algorithm which performs RDO with
only a subset of candidate modes in highly homogeneous and stationary regions. A Sobel
filter was used to determine the homogeneity of a macroblock and the Sum of Absolute
Differences (SAD) of the macroblock was used to predict the temporal stationarity. How-
ever, all the pixels in the whole frame have to be evaluated, which results in additional
computational complexity. Consequently, for video sequences with complex motion, this
algorithm demonstrated only a limited saving in encoding time.
Based on the assumption that a large partition is beneficial for a macroblock with high
motion continuity, Shen et al. [88] employed the spatial continuity of the motion field to
reduce the number of mode candidates to be examined. This fast algorithm used a Sobel
operator to measure the motion continuity of each macroblock and it showed that motion
information can be used for speeding up the encoding process. Due to the bottom-up
coding structure of SVC, for each frame, the base layer is encoded before the enhancement
layers. Consequently, when encoding the enhancement layers, the motion information
of the base layer can be used in a more straight-forward manner, thus improved coding
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performance can be expected.
In [89], Yu et al. proposed a three level hierarchical fast mode decision process. The
first level considered the SKIP mode, the second level considered the large partitions (IN-
TER_16×16, INTER_16×8, and INTER_8×16 modes), and the last level considered the re-
maining submacroblock modes. At each level, different strategies were implemented and
an early termination of the mode selection process was also triggered to avoid a full cycle
of RDO. The hierarchical structure employed in Yu’s work demonstrated superior perfor-
mance for a wide range of video signals. However, there is no inter-layer information in
H.264/AVC and, in contrast, SVC contains more context information, which could con-
tribute to the speeding up of the process.
Although the aforementioned algorithms achieve good coding performance, all of them
were developed for single layer video coding. It is obvious that as the inter-layer informa-
tion was not taken into account, there must be a large amount of computational redun-
dancy that remains in the encoding.
4.1.2 Solutions Targeting Inter-layer Prediction
Inter-layer prediction in the SVC encoder requires a significant amount of computation.
Fast algorithms need to consider the inter-layer correlation if they are to demonstrate im-
proved performance in computational complexity reduction.
In [90], Kim et al. used a macroblock’s RD cost of the BL_SKIP mode to categorise the
macroblock complexity. Consequently, the complexity of a macroblock is used to deter-
mine the mode candidates that need to be examined. The algorithm then reduces the
number of candidate modes for the enhancement layer. Consequently, the RD cost of the
BL_SKIP mode is the only indicator of the estimation of a macroblock’s complexity in the
enhancement layer, which means only a little information of the base layer is reused in
Kim’s method. In addition, the algorithm’s performance is highly dependent on a constant
K which determines the time saving and reconstructed picture quality. It cannot guaran-
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tee the constant K is widely-applicable to video sequences with different motion activity
and picture detail.
In [91], depending on the mode distribution relationship between the base layer and
the enhancement layers, Li et al. reduce the number of candidate modes in the enhance-
ment layer according to the best mode in the corresponding position in the base layer.
However, this method provides poor results when the correlation between base layer and
enhancement layer is weak.
Goh et al. [92] proposed an algorithm that makes use of the relationship between the
current macroblock and its neighbours to decrease the encoding time. Nevertheless, for
fast changing video sequences, as expected it results in bit rate degradation.
In [93], Zhao et al. attempts to predict the most likely modes and then orders them.
However, if a better coding performance is to be achieved, not only should unlikely modes
be deleted but also the most probable ones retained. Furthermore, the mode relationship
between the macroblock and its neighbours is not investigated, and the time saving could
be further improved.
In Lee’s work [94], the transform coefficients and partition information of the corre-
sponding macroblock in the base layer are employed to reduce the number of mode can-
didates in the enhancement layer. However, the relationship between partition informa-
tion and both spatial detail and temporal similarity does not always exist. Therefore, Lee’s
method is apt to miss out the best matching mode in the reduced subset of candidates.
In order to avoid missing the optimal mode, only when the co-located macroblock is MO-
DE_SKIP or INTRA, can appropriate strategies be applied to find the optimal mode.
4.2 The Proposed Fast Mode Decision Algorithm
In SVC, motion-compensated prediction of the enhancement layer is performed in both
the same resolution layer and the corresponding lower layer, which results in greatly in-
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creased computational complexity. In [44], the authors pointed out that even if the recon-
structed lower layer is essentially lossless, the data may not be optimum for inter-layer
prediction. For some video sequences with slow motion and low picture detail, tempo-
ral prediction generally achieves a better approximation than the upsampled lower layer
reconstruction. Therefore, an inter-layer and inter-frame mode decision algorithm us-
ing information from key frames is proposed. Statistics obtained empirically reveal that
a macroblock with slow movement is more likely to be best matched by one in the same
resolution layer. However for a macroblock with fast movement, block matching between
layers is required. This priori knowledge forms the basis for the mode decision method
proposed.
4.2.1 Observations and Algorithm Formulation
To improve coding efficiency, besides performing inter- and intra-prediction within each
layer, as in single layer coding, inter-layer prediction is also employed in SVC. This exploits
the reconstructed data of the lower layers, so in the enhancement layer, the prediction
signal is obtained either by conventional motion-compensated temporal prediction or by
upsampling the reconstructed lower layer information.
Motion Information from P-Frames
Although inter-layer prediction effectively improves the coding efficiency of SVC, not all
lower layer upsampled data is suitable for inter-layer prediction, especially for video se-
quences with slow motion or simple texture, such as the ‘Mother-daughter’ sequence. The
reason for this is that, in this case, the best matching macroblock can usually be found in
the temporal reference frames. Therefore, an approach is proposed to determine whether
the current macroblock is more suitable for inter-frame prediction or inter-layer predic-
tion, in other words, to determine whether the current macroblock represents slow or fast
motion. It can then be decided which prediction mode should be applied to the current
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macroblock, inter-frame prediction or inter-layer prediction. The Motion Vector Differ-
ence (MVD) between P-frames in each GOP is chosen as the measure of motion. This is
motivated by the hierarchical coding structure of SVC and the fact that MVD is a good
measure with which to categorise video motion activity.
In order to realise temporal scalability, SVC adopts a hierarchical coding structure to
partition a video sequence into a number of temporal layers. Fig. 4-1 illustrates a typical
hierarchical coding structure. The first frame is encoded as an I-frame, and the encoder
inserts a key frame at regular intervals, the key frame being encoded either as an I-frame
or a P-frame, and serves as a reference for subsequent frames. In a hierarchical coding
structure, an I-frame is firstly coded without reference to any other frames. Subsequently
each P-frame uses the previous key frame as a reference for prediction. Consequently,
the remaining frames of a GOP are hierarchically predicted and coded as B-frames. In
other words, the B-frames in a GOP are encoded after the I- and P-frames. Therefore, some
encoding results from the P-frames can be used to eliminate the computational cost of the
B-frames.
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Fig. 4-1 A typical hierarchical B-frame coding structure.
In a natural video clip, a video object usually contains complex movements, such as
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translation, rotation, and scaling. A sophisticated model is required to represent the mo-
tion in a video sequence, as the trajectory of a video object can be arbitrary [95]. Only
considering the simplest case, namely the trajectory, motion is assumed to be linear. In
Fig. 4-2, assuming that the truck is moving from the left to the traffic lights on the right at
a constant velocity of vt (x ) between t = tk−1 and τ (τ> t ). The trajectory of the truck can
be described using a linear model as follows:
x (τ) = x (t )+ vt (x ) (τ− t ) = x (t )+dt ,τ (x ) (4.1)
where dt ,τ (x ) = vt (x ) (τ− t ) is a displacement vector measured from t to τ.
Motion trajectory
Fig. 4-2 An example of a linear motion trajectory.
In SVC, a block-based search algorithm is used to estimate the displacement of all pix-
els in a block. The obtained displacement is represented by a MV, which is determined by a
predefined matching criterion, such as Cross-Correlation Function (CCF), Mean Squared
Error (MSE), and Mean Absolute Error (MAE). As a result, the MV can be expressed as
MV = vt (x )(τ− t ) (4.2)
It can be seen from equation (4.2) that, at a given period of time, a larger MV corresponds
to faster motion, and vice versa. Therefore, the MV can be used as a measure to categorise
video motion activity.
In SVC, differential coding is applied to MVs to further reduce the motion information
overhead. That is, only the difference between the actual MV and the MVP is encoded and
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transmitted, instead of coding the actual MV directly. In SVC, the MVP of a macroblock in
the enhancement layer is taken either from its spatially surrounding macroblocks in the
same layer or from the corresponding macroblock in the previous layer.
In the same layer, the MVs of adjacent macroblocks tend to be very similar, conse-
quently the current MV can be predicted from the three MVs which are located to the left,
above, and above-right, as shown in Fig. 4-3.
A
L
AR
C
Fig. 4-3 MVs of a current block and its neighbours.
The horizontal and vertical components of the current macroblock’s MVP are calcu-
lated separately and each of the components is the median value of the three neighbouring
MVs.
MVPx = Median
 
MVxL , MV
x
A , MV
x
AR

MVPy = Median
 
MV
y
L , MV
y
A , MV
y
AR
 (4.3)
where x and y denote the horizontal and vertical components; subscripts L, A, and AR
stand for the macroblocks to the left, to the above, and the above-right.
In the enhancement layers of SVC, the MVP can be obtained by the conventional med-
ian-based approach, or the scaled MV of the corresponding block in the previous layer can
be used as the MVP, as shown in Fig. 4-4.
The MVP determines the centre of the searching area. Thereafter, a block matching
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Fig. 4-4 Inter-layer MV prediction with various block sizes.
process is performed to find the actual MV within a defined search range under a conven-
tional matching criterion. Finally, the MVD between the actual MV and the MVP, which is
defined as
|MVD|= |MVactual−MVP| (4.4)
is encoded and transmitted. The relationship between the actual MV and the MVP is illus-
trated in Fig. 4-5.
Current MB
Search area
Reference frame Current frame
Best matching MB
Fig. 4-5 Relationship between MV, MVP and MVD.
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Based on the above analysis, it can be concluded that sequences with small motion
generally tend to have small MVDs, and vice versa. Therefore, the MVD can be chosen
as a measure of video motion activity. Using the MVD also satisfies the main objective of
reducing the computational complexity, as the MVD is easy to extract from the coded data.
4.2.2 Algorithm Description
Macroblocks with small MVD are apt to be coded using SKIP_MODE, INTER_16×16 or
other large block modes rather than by using subblocks. SKIP_MODE is normally assigned
to a macroblock that comprises almost identical pixel information to that of the corre-
sponding macroblock in the same position in the reference frame. The INTER_16×16
mode usually means that a well matching macroblock can be found in the reference frame
and there is a small residual component. Consequently, the proposed fast mode decision
algorithm is defined as follows:
1. Perform motion estimation between key frames within a GOP in the base layer.
2. Extract the MVD from the P-frames. When a new GOP is processed, update the MVD
value.
3. From the MVD, decide whether the macroblock contains significant motion.
4. If the macroblock contains moving features, conduct inter-layer prediction, intra-predi-
ction and subblock prediction modes. Otherwise perform inter-frame prediction in the
same spatial layer without subblock modes.
5. Calculate RD cost, and decide the optimal final mode.
A flowchart of the overall process of the proposed algorithm is shown in Fig. 4-6.
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Fig. 4-6 Overall flowchart of the proposed algorithm.
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Table 4-1
% Percentage of SKIP_MODE decisions made for different P-frame MVD values
Sequence
MVD (pixels)
1/4 1/2 3/4 1 5/4 3/2 7/4 2
Bus 57.01 15.00 4.02 2.72 2.44 1.84 2.19 1.72
Foreman 69.91 11.70 3.83 2.72 2.25 1.50 1.23 1.23
Mobile 76.97 8.80 3.23 1.80 2.17 1.49 1.17 0.87
Mother-daughter 75.11 13.51 4.05 2.28 1.20 0.74 0.47 0.45
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Fig. 4-7 Relationship between P-frame MVD values and the percentage of SKIP_MODE
decisions when an exhaustive evaluation is conducted (continued on next page).
Table 4-1 shows the percentage of SKIP_MODE decisions of B-frames made following
full RDO in a conventional SVC encoder, for different P-frame MVD values. Note that mo-
tion estimation is performed to quarter pixel precision. From observing a large number
of video sequences, it is found that when the MVD of a macroblock in a P-frame is below
1 pixel, there is a 57%-75% probability that the corresponding macroblock located in the
same position of the B-frame is coded as a SKIP_MODE macroblock, as shown in Fig. 4-7.
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This means that a best matching macroblock can be found in the reference frame by tem-
poral prediction. Consequently, a MVD of 1 pixel was chosen as the decision threshold.
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Fig. 4-7 Relationship between P-frame MVD values and the percentage of SKIP_MODE
decisions when an exhaustive evaluation is conducted (continued from last page).
4.3 Simulations, Comparisons, and Discussion
The proposed algorithm was implemented and evaluated using the JSVM 9.18 software
[81]. Four standard video test sequences with diverse motion content were processed, with
Qp values ranging from 24 to 40. The GOP size for a hierarchical B-frame structure was set
to 8, and 150 frames were coded to generate a statistically significant result. Only the two
layer case was considered. The same Qp was used for both base layer and enhancement
layer. RDO was always enabled, and CABAC entropy coding was used. Exhaustive search
motion estimation was employed with a search range of ±32 pixels and quarter pixel pre-
cision.
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In order to perform fair comparisons with the standard JSVM implementation, the fol-
lowing parameters were measured to evaluate the coding performance.
1. Encoding Time Reduction (TR, %), which is calculated as
TR =
 
TJSVM−TProposed/TJSVM×100% (4.5)
where TJSVM and TProposed denote the encoding time of the JSVM reference software and
the proposed algorithm, respectively;
2. ∆PSNR (dB) is computed according to
∆PSNR = PSNRProposed−PSNRJSVM (4.6)
where PSNRProposed and PSNRJSVM denote the PSNR resulting from the proposed algo-
rithm and the JSVM reference software, and∆Bit Rate (BR, %) is computed as
∆BR = (BRProposed−BRJSVM)/BRJSVM×100% (4.7)
where BRProposed and BRJSVM denote the bit rate resulting from the proposed algorithm
and the JSVM reference software, respectively;
3. The Bjφntegaard PSNR (BDPSNR, dB) and Bjφntegaard Bit Rate (BDBR, %) as defined
in [96].
The simulation results are described in the next two subsections. The first subsection
demonstrates the results of the proposed fast algorithm with various Qp settings. This is
followed by an overall comparison with the JSVM implementation.
4.3.1 Simulation Results for Various Values of Qp
Tables 4-2 to 4-5 show the performance of the encoder incorporating the proposed algo-
rithm compared with the JSVM 9.18 conventional encoder for various Qp values, i.e. Qp=
24, 28, 32, 36, 40.
General trends are identified as follows: the time reduction is affected by the content of
99
4.3 Simulations, Comparisons, and Discussion
the video test sequences. A greater time reduction is obtained for the sequence which con-
tains slow motion, whereas a relatively smaller time reduction is obtained for the fast mov-
ing sequences. This is due to the fact that as the motion activity decreases, SKIP_MODE
is used more frequently and fewer other modes are considered in the RDO. Consequently,
the time reduction obtained increases. For each individual test sequence, a similar time
reduction is obtained regardless of the Qp value chosen.
Table 4-2
Computational performance for ‘Bus’ sequence
Qp
JSVM Proposed
TR (%)
Bit rate (kbits/s) PSNR (dB) Bit rate (kbits/s) PSNR (dB)
40 276.97 26.75 276.99 26.74 21.69
36 464.71 29.33 465.43 29.31 20.64
32 793.41 32.08 796.92 32.06 20.32
28 1375.16 35.09 1381.17 35.07 21.29
24 2323.40 38.05 2332.50 38.03 20.95
Table 4-3
Computational performance for ‘Foreman’ sequence
Qp
JSVM Proposed
TR (%)
Bit rate (kbits/s) PSNR (dB) Bit rate (kbits/s) PSNR (dB)
40 113.21 30.04 113.17 30.03 27.97
36 177.61 32.44 177.87 32.43 26.22
32 287.83 34.68 288.58 34.67 25.91
28 487.16 37.11 489.93 37.10 25.37
24 865.34 39.45 869.94 39.42 26.50
The lowest time reduction of approximately 20% is shown in Table 4-2. The ‘Bus’ se-
quence comprises many macroblocks that contain fast motion and high spatial detail, and
as a result the approximation signal predicted from the upsampled lower layer reconstruc-
tion or intra-prediction is used. In contrast, the ‘Mother-daughter’ sequence comprises
large areas of static background and slow illumination changes, and as a result the encod-
ing time is reduced by up to 41% (Table 4-5).
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Table 4-4
Computational performance for ‘Mobile’ sequence
Qp
JSVM Proposed
TR (%)
Bit rate (kbits/s) PSNR (dB) Bit rate (kbits/s) PSNR (dB)
40 231.50 25.58 231.25 25.57 31.48
36 406.19 28.32 405.58 28.31 32.12
32 851.50 31.25 850.69 31.23 32.63
28 1788.72 34.51 1789.57 34.48 32.39
24 3299.58 37.73 3305.31 37.69 33.29
Table 4-5
Computational performance for ‘Mother-daughter’ sequence
Qp
JSVM Proposed
TR (%)
Bit rate (kbits/s) PSNR (dB) Bit rate (kbits/s) PSNR (dB)
40 32.98 31.79 32.98 31.79 40.64
36 56.45 34.19 56.44 34.19 38.65
32 97.68 36.64 97.73 36.63 36.92
28 168.06 39.33 168.09 39.33 36.39
24 300.69 41.66 300.36 41.66 35.82
Fig. 4-8 shows PSNR-bit rate relationship diagrams for the ‘Bus’, ‘Foreman’, ‘Mobile’,
and ‘Mother-daughter’ sequences. Points marked ‘×’ represent the performance of the
JSVM 9.18 benchmark and those marked ‘’ represent the proposed fast algorithm. In
each of the PSNR-bit rate relationship diagrams, the RD curves of the JSVM encoder and
the proposed algorithm appear to overlap exactly. There is marginal deviation in rate dis-
tortion from that of the JSVM encoder, therefore very similar coding efficiency is achieved.
Thus, it can be concluded that in all cases, encoding time is reduced significantly, yet there
is negligible degradation in PSNR and insignificant increment in bit rate.
4.3.2 RD Comparison with the JSVM Implementation
An overall performance comparison of the proposed algorithm with the JSVM implemen-
tation is detailed in this subsection. Comparisons are given for RD performance in terms
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of∆PSNR (dB),∆BR (%), BDPSNR (dB), BDBR (%) and encoding TR (%).
The overall performance comparison with the standard JSVM encoder is summarised
in Table 4-6. It shows that the time reduction achieved by the proposed scheme is be-
tween 21% and 38% on average, at a cost of less than 0.02dB decrease in PSNR and by no
more than a 0.26% increase in bit rate. It is widely accepted that human perception cannot
recognise a PSNR difference of less than 0.2dB. Thus, the proposed algorithm results in a
significant reduction in computational complexity with negligible effect on rate distortion.
Table 4-7 presents the simulation results of the standard JSVM 9.18 implementation
and the proposed algorithm for four standard test sequences and Qp values ranging from
28 to 40. The table shows the overall average results of BDPSNR=-0.02dB and BDBR=0.37%.
This indicates that 1) with the same bit rate, the proposed scheme decreases the average
PSNR by 0.02dB, and 2) with the same video quality (PSNR), the proposed algorithm in-
creases the bit rate by 0.37% compared with the original JSVM implementation. Therefore,
it can be concluded that the proposed algorithm reduces the encoding time by 29% on
average, while having a negligible impact on rate distortion, with PSNR losses of 0.01dB-
0.03dB and increases in bit rate of between 0.11% and 0.66%.
Table 4-6
Overall comparison of proposed algorithm and JSVM implementation
Sequence Performance
Qp
Average
40 36 32 28
Bus
∆PSNR -0.01 -0.02 -0.02 -0.02 -0.02
∆BR 0.01 0.15 0.44 0.44 0.26
TR 21.69 20.64 20.32 21.29 20.99
Foreman
∆PSNR -0.01 -0.01 -0.01 -0.01 -0.01
∆BR -0.04 0.15 0.26 0.57 0.24
TR 27.97 26.22 25.91 25.37 26.37
Mobile
∆PSNR -0.01 -0.01 -0.02 -0.03 -0.02
∆BR -0.11 -0.15 -0.10 0.05 -0.08
TR 31.48 32.12 32.63 32.39 32.16
Mother-
daughter
∆PSNR 0.00 0.00 -0.01 0.00 0.00
∆BR 0.00 -0.02 0.05 0.02 0.01
TR 40.64 38.65 36.92 36.39 38.15
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Fig. 4-8 RD performance comparison of JSVM and the proposed algorithm (continued on
next page).
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Fig. 4-8 RD performance comparison of JSVM and the proposed algorithm (continued
from last page).
104
4.4 Summary
Table 4-7
Overall performance when encoding QCIF/CIF sequences
Sequence Qp
JSVM Proposed
TR BDPSNR BDBR
Bit rate PSNR Bit rate PSNR
Bus
40 276.97 26.75 276.99 26.74
20.99 -0.03 0.66
36 464.71 29.33 465.43 29.31
32 793.41 32.08 796.92 32.06
28 1375.16 35.09 1381.17 35.07
Foreman
40 113.21 30.04 113.17 30.03
26.37 -0.02 0.43
36 177.61 32.44 177.87 32.43
32 287.83 34.68 288.58 34.67
28 487.16 37.11 489.93 37.10
Mobile
40 231.50 25.58 231.25 25.57
32.16 -0.01 0.29
36 406.19 28.32 405.58 28.31
32 851.50 31.25 850.69 31.23
28 1788.72 34.51 1789.57 34.48
Mother-
daughter
40 32.98 31.79 32.98 31.79
38.15 -0.01 0.11
36 56.45 34.19 56.44 34.19
32 97.68 36.64 97.73 36.63
28 168.06 39.33 168.09 39.33
Average 29.42 -0.02 0.37
4.4 Summary
In this chapter, one of the obstacles that SVC is required to overcome is identified. Due
to the many time-consuming encoding tools of SVC, for instance, the conventional intra-
and inter-frame prediction, inter-layer prediction, bi-directional motion prediction, quar-
ter pixel precision motion estimation, and motion compensation using multiple reference
blocks, the computational requirement of the SVC encoder is far more significant than any
existing video coding algorithms. If SVC is to become widely adopted, the computational
complexity of the SVC encoder needs to be significantly reduced.
Several studies have been proposed for efficient implementation of intra- and inter-
frame coding, and inter-layer coding. In particular, various pixel domain and frequency
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domain features, dependency between spatial and temporal neighbouring blocks, and
correlation between adjacent layers have been widely studied. Some of the representa-
tive fast mode decision algorithms were briefly described.
Unlike the algorithms detailed in the literature, a fast algorithm is proposed that em-
ploys MVD as a measure of motion activity to determine the subset of mode candidates
to be evaluated. The proposed algorithm is based on the priori knowledge that a mac-
roblock with slow movement is more likely to be best matched by one in the same resolu-
tion layer and a block matching process between layers is required for a macroblock with
fast movement. Fewer selected candidate modes are required to undergo time-consuming
Lagrangian RDO.
Performance comparison of the proposed algorithm with the conventional mode se-
lection method was presented in section 4.3. The proposed algorithm reduces the encod-
ing time, while maintaining high coding efficiency. Evaluation results show that the pro-
posed algorithm achieves up to 40% reduction in coding time with negligible degradation
of picture quality and bit rate.
In the proposed algorithm, as MVD was the only parameter used to decide which block
modes should be examined, only a modest time reduction was achieved, given that pic-
ture quality had to be maintained. As the MVD threshold required for categorisation of
the video motion activity is determined empirically, some attempts need to be made to
optimise the MVD threshold. This will be discussed in detail in the next chapter.
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Chapter 5
Hierarchical Scheme for Fast Mode
Decisions
A fast inter-frame and inter-layer mode decision algorithm was discussed in the previous
chapter. It was shown to produce a modest reduction in computation time and it also
demonstrated the potential to achieve more effective and robust performance. This chap-
ter extends the method proposed in the last chapter, and discusses an efficient implemen-
tation of fast coding for SVC.
Unlike existing solutions, the proposed algorithm not only considers inter-layer corre-
lation but also fully exploits both spatial and temporal correlation as well as macroblock
texture. All of these factors are organised within a hierarchical structure in the mode deci-
sion process. At each level of the structure, different strategies are implemented to elimi-
nate inappropriate candidate modes. Simulation results show that the proposed algorithm
reduces encoding time by up to 84% compared with the JSVM 9.18 implementation. This
is achieved without any noticeable degradation in RD performance.
The remainder of this chapter is organised as follows. The next section presents the
motivation for the proposed algorithm. Section 5.2 discusses the formulation of the pro-
posed algorithm, and the overall structure is also presented in the same section. Extensive
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experimental results are presented in section 5.3 and conclusions are given in section 5.4.
5.1 Introduction
In chapter 4, a fast inter-frame and inter-layer mode decision algorithm for the enhance-
ment layer of SVC was discussed. In that algorithm, the average Mean Absolute Difference
(MVD) extracted from the key frames in the base layer was chosen as a measure of mo-
tion activity. The average MVD is used as a rough estimate of the motion activity between
key frames, and as this was the only parameter used to decide which block modes should
be examined, only a modest time reduction was achieved, given that picture quality had
to be maintained. Due to the effectiveness of the MVD in categorising motion activity, it
continues to be used as one of the bases for the proposed algorithm, and is incorporated
in the composite fast encoding process. However, in this chapter, MVD is extracted from
the co-located macroblock in the base layer, and it is more accurate than that proposed
in chapter 4. In addition, a constant MVD threshold was used in the previously proposed
approach and it was determined empirically. This chapter optimises the MVD threshold
value. When determining the optimal threshold, both the coding efficiency in terms of RD
performance and the computational complexity reduction are taken into account.
In [89], the energy of the transformed AC coefficients was used as a measure of a mac-
roblock’s spatial complexity to reduce the choice of candidate modes. AC energy is shown
to be a good measure by which to classify the homogeneity of a macroblock, and is there-
fore chosen as a factor to be considered in the mode decision process. Unlike the fixed
empirical threshold used in [89], the AC energy threshold in the proposed algorithm is de-
termined from consideration of a large number of training samples and many different
types of picture content. Consequently it is more reliable and widely-applicable.
Another consideration is that the encoding results of the base layer can be used to in-
form the coding of the enhancement layers. In other words, the time of the mode decision
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process in the enhancement layer can be reduced significantly by exploiting the available
information in the base layer.
The information from both the base layer (partition mode, MVD of co-located mac-
roblock) and the enhancement layer (mode of spatially neighbouring macroblock, texture
measurement) are used together in the proposed algorithm. The factors are organised as
a hierarchical structure comprising four levels, and different criteria are designed for each
level making the proposed method effective and robust. Consequently, the proposed al-
gorithm produces superior results in terms of the computational requirement, regardless
of the video content and the coding conditions.
5.2 The Proposed Hierarchical Mode Decision Scheme
The proposed algorithm uses information from both the base layer and the enhancement
layers together. In particular, the partition mode and MVD of the co-located macroblock
in the base layer are used to refine the list of candidate modes, while the mode of the spa-
tially neighbouring macroblock and the texture measurement of the current macroblock
are used to further eliminate unlikely modes. The following subsections introduce a de-
tailed formulation of each level in the hierarchical structure.
5.2.1 Observations, Analysis, and Algorithm Formulation
The following general characteristics form the basis for the proposed fast encoding algo-
rithm. 1) Strong mode dependencies exist between base layer and enhancement layer, and
also between a macroblock and its neighbours. 2) Larger partition sizes are more suitable
for homogeneous regions, and smaller partition sizes are more beneficial for detailed ar-
eas. 3) Regions that contain slow motion and high spatial detail are apt to have the best
matching mode involve inter-frame prediction. Each of these characteristics will be ex-
amined in the following sections.
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Mode Correlation Between Base Layer and Enhancement Layer
In SVC, the base layer is first encoded independently, followed by the enhancement layers.
As the input video of the different layers is generated from the same original video source
but at different spatial resolutions, the picture content is highly correlated [97]. Specifi-
cally, the prediction mode, reference picture indices, and MVs of the enhancement layers
are strongly correlated with those of the base layer. Consequently, the MV and block mode
can be inferred from the data in the lower spatial layer. In practice, the scaled MVs from
the lower layer and the refined macroblock partition mode can be used as predictors. Con-
sequently, by exploiting the mode information of the co-located macroblock in the base
layer, the computational complexity of the mode decision in the enhancement layer can
be reduced significantly.
To illustrate the mode relationship between the base layer and the enhancement lay-
ers and to justify the proposed algorithm, the probability of macroblocks in the enhance-
ment layer being encoded as MODE_SKIP when the mode of the co-located macroblock
in the base layer is also MODE_SKIP is analysed. Of all macroblock modes, MODE_SKIP
is the most efficient in terms of computational complexity. The second most efficient is
the larger block-MODE_16×16. Provided the candidate modes can be narrowed down
to MODE_SKIP and MODE_16×16 in advance using inter-layer and neighbouring mac-
roblock correlation information, the motion estimation cost will be reduced significantly.
As natural real-world video sequences comprise large areas of homogeneous background
or regions with little motion activity, MODE_SKIP is dominant amongst the prediction
modes selected. If MODE_SKIP is predicted early enough, a large amount of processing
can be saved.
Table 5-1 shows the skip mode correlation between the base layer and the enhance-
ment layer as defined in equation (5.1). Four video sequences with different degrees of
activity and detail were examined. The statistics were collected from the first 90 frames of
each video sequence. QCIF sequences were used for the base layer and CIF was used for
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the enhancement layer.
M CIL =
M BB&E_SKIP
M BE_SKIP
×100% (5.1)
where M BB&E_SKIP is the number of macroblocks predicted as MODE_SKIP in the base
layer when the corresponding macroblock in the enhancement layer is MODE_SKIP too.
M BE_SKIP is the number of MODE_SKIP macroblocks in the enhancement layer. M CIL is
the mode correlation between the coding layer and reference layers.
Table 5-1
% Mode correlation between base layer and corresponding enhancement layer
Sequence
Qp
24 28 32 36 40
Bus 40.09 47.30 53.16 58.61 65.71
Foreman 42.90 53.97 61.04 69.14 79.94
Mobile 49.92 57.70 63.57 65.44 70.35
Mother-daughter 78.81 85.40 90.37 95.03 97.64
From Table 5-1, it can be deduced that if the best mode for the macroblock in the base
layer is MODE_SKIP, the corresponding macroblock mode in the enhancement layer is
very likely to be MODE_SKIP as well. This is largely true regardless of the video sequence
examined.
Mode Correlation Between Macroblock and Its Neighbours
As well as the correlation between layers, there is also a significant dependency between
neighbouring macroblocks in the enhancement layer. For a majority of video sequences,
MODE_SKIP macroblocks tend to occur in clusters, such as a patch of static background.
Consequently there is a high possibility that the best mode for the current macroblock is
similar to that of its neighbours, that is, coded macroblocks which are located immediately
above and to the left of the current macroblock.
In order to reveal the mode dependency between macroblocks, the probability that
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the current macroblock is coded as MODE_SKIP, if one or both of the neighbouring mac-
roblocks are also coded MODE_SKIP is measured.
Layer 1
Layer 0
Left neighbour Current macroblock
Above neighbour
Co-located 
macroblock
Fig. 5-1 Spatial locations of neighbouring macroblocks in the same layer and co-located
macroblock in the base layer.
Equation (5.2) denotes the mode correlation between the current macroblock and its
neighbours.
M CSN =
M BC&N_SKIP
M BC_SKIP
×100% (5.2)
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where M BC&N_SKIP is the number of macroblocks which are predicted MODE_SKIP when at
least one of the macroblock’s neighbours in the enhancement layer is MODE_SKIP as well.
M BC_SKIP is the number of MODE_SKIP macroblocks in the enhancement layer. M CSN is
the mode correlation between a macroblock and its spatial neighbours.
Table 5-2 shows the mode correlation between a macroblock and its neighbours as
defined in equation (5.2). The same coding conditions as in the last subsubsection are
applied.
Table 5-2
% Mode correlation between macroblock and its neighbours
Sequence
Qp
24 28 32 36 40
Bus 45.24 52.18 56.95 62.52 66.88
Foreman 45.00 55.24 61.93 69.26 77.53
Mobile 46.06 52.43 57.78 62.16 66.27
Mother-daughter 71.73 82.05 87.07 92.86 96.16
From the observations above, it can be inferred that if the best mode for the co-located
macroblock in the base layer or the neighbouring macroblocks in the enhancement layer
is MODE_SKIP, there is a high probability that the current macroblock in the enhancement
layer is also MODE_SKIP, because of the strong dependency that exists. The spatial loca-
tions of macroblocks in which information is reused are illustrated in Fig. 5-1.
DCT Coefficients and Picture Content
The energy distribution property of the DCT coefficients is employed to evaluate the ho-
mogeneity of a macroblock. In a smooth region of an image, the DCT energy generally
tends to be concentrated in the low frequency components, whereas in a block compris-
ing high detail, the frequency domain energy is distributed more in the AC coefficients.
Given the energy conservation principle, for a 16×16 macroblock, f (x , y ), the energy
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of the AC coefficients can be calculated as
EAC = E

f 2
 
x , y
−E  f  x , y 2 (5.3)
where E is the expectation. When the total energy of the AC coefficients in a macroblock is
greater than a predefined threshold, the macroblock is best categorised as containing high
spatial detail, and for this to be considered when choosing a reduced subset of modes for
evaluation. An appropriate AC energy threshold can speed up the mode selection algo-
rithm to the maximum extent while still maintaining the reconstructed picture quality. A
rule for choosing a proper AC threshold can be deduced as in equation (5.4).
J (T h r ) = PA (T h r ) +T R (PA|T h r ) (5.4)
where T R represents the computational time reduction. T h r is the AC threshold param-
eter and PA denotes the degree of prediction accuracy, defined as
PA (T h r ) =
∑T−1
i=0
 
Pmode (i )
⋂
Fmode (i )

T
×100% (5.5)
in which Pmode (i ) represents the best mode of the reduced subset of prediction modes,
and Fmode (i ) is the prediction mode chosen if an exhaustive evaluation is conducted. T
is the total number of macroblocks for which a reduced mode evaluation is performed.
When the decision made by a partial evaluation is identical to that of the full evaluation,
Pmode (i )
⋂
Fmode (i ) equals 1, otherwise it is zero. Thus equation (5.5) represents the pro-
portion of the same prediction decisions made by a partial evaluation as that of a full eval-
uation.
The goal is to find the AC threshold value that maximises the sum of the prediction
accuracy and the computational time reduction, while maintaining the prediction accu-
racy constraint that PA ≥ PAMIN. In order to find the most desirable AC energy threshold,
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equation (5.4) leads to the optimisation problem of equation (5.6).
arg
(T h r )
max J = PA (T h r )+T R (PA|T h r ) (5.6)
For which the solution is given as
∂ PA (T h r )
∂ (T h r )
+
∂ T R (PA|T h r )
∂ (T h r )
= 0
∂ PA (T h r )
∂ (T h r )
= −∂ T R (PA|T h r )
∂ (T h r )
(5.7)
From equation (5.7), the optimum AC threshold is that at which the slope of the predic-
tion accuracy is equal to the inverse of the slope of the proportion of decisions satisfied
by a reduced set evaluation. A threshold value of less than optimal makes the prediction
accuracy increase, however the computational cost is increased accordingly. On the other
hand, a threshold value larger than optimal reduces the computational cost, but the pic-
ture quality is degraded.
In order to obtain consistent performance on a wide range of video sequences with
varying picture detail and motion activity, the statistical data that collected from process-
ing four video sequences: ‘Bus’, ‘Foreman’, ‘Mobile’ and ‘Mother-daughter’ was averaged.
The first 80 frames of each sequence were processed, and QCIF sequences were used for
the base layer and CIF were used for the enhancement layer. Thus, a large number of
training samples (4×80×22×18=126720) were used to obtain the optimal threshold. Fur-
thermore, the video sequences contained widely different texture content, resulting in a
reliable and widely-applicable threshold value.
Table 5-3 shows the relationship between AC energy threshold and both prediction
accuracy and computational time reduction. The corresponding relationship curves are
shown in Fig. 5-2.
From the composite results using the four video test sequences, an AC energy threshold
of 125000 was chosen.
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Table 5-3
% Prediction accuracy and time reduction corresponding to different AC energy
thresholds
AC threshold 50000 75000 100000 150000 200000
PA 87.38 84.69 83.95 81.56 80.66
TR 36.47 42.00 46.17 53.33 59.26
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Fig. 5-2 Relationship between AC energy threshold and both prediction accuracy and com-
putational time reduction.
Detection of Motion Activity
As mentioned in chapter 4, not all lower layer upsampling data is suitable for inter-layer
prediction, especially when the video sequence contains slow motion and high spatial de-
tail. Under such conditions, more precise prediction is generally obtained by inter-frame
prediction. Therefore it is desirable to identify the amount of motion in the sequence as
well as the spatial detail.
MVD from the co-located macroblock in the base layer is chosen as the measure of
motion activity, as defined in equation (4.4).
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In SVC, each 4×4 block is assigned one MV. For a 16×16 macroblock, the mean sum of
the squares of 16 MVs is calculated as follows,
MVDsum =
15∑
i=0
q
MVD2x (i )+MVD
2
y (i )
16
(5.8)
where MVDsum represents the overall MVD for the macroblock in the base layer. MVDx and
MVDy denote the horizontal and vertical components of a MV. Generally, macroblocks
containing little motion tend to result in small MVD values and vice versa. The MVD is
easy to extract from the coded data, and this supports the goal of the algorithm, namely to
reduce computational complexity.
In chapter 4, MVD was used as the basis for a fast inter-frame and inter-layer mode
decision algorithm. As MVD was the only parameter used to decide which block modes
should be examined, only a modest time reduction was achieved, given that picture qual-
ity had to be maintained. Even so, MVD was shown to be a good measure by which to
categorise video motion activity.
Choice of an appropriate MVD threshold can result in a good trade-off between pre-
diction accuracy and speed of mode decision. This plays a crucial role in the fast mode
selection algorithm. The most favourable threshold should fulfill the following two re-
quirements:
1. Exclude unnecessary mode candidates as much as possible, thus maximising the time
saving;
2. Maintain a prediction accuracy as high as that of an exhaustive evaluation, thus min-
imising picture quality degradation.
A similar methodology to that used to determine the AC energy threshold can be em-
ployed to choose the MVD threshold.
Table 5-4 shows the relationship between MVD threshold and both prediction accuracy
and computational time reduction. The corresponding relationship curves are shown in
Fig. 5-3, where PA denotes the prediction accuracy and TR represents the computational
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time reduction. Again, the results represent the average performance of four video test
sequences comprising varying degrees of motion activity and spatial content.
Table 5-4
% Prediction accuracy and time reduction corresponding to different MVD thresholds
MVD threshold 0.1 0.2 0.5 1.0 2.0
PA 91.41 91.07 87.44 85.76 83.94
TR 54.29 55.14 68.25 75.50 81.46
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Fig. 5-3 Relationship between MVD threshold and both prediction accuracy and compu-
tational time reduction.
In accordance with the methodology explained in the last subsubsection, a MVD of 1.0
was chosen as the threshold.
5.2.2 The Structure of the Proposed Algorithm
The framework of the proposed fast mode selection algorithm is illustrated in Fig. 5-4. The
basic motivation is to reduce the number of mode candidates in the enhancement layer
by exploiting the information in co-located macroblocks in the base layer and in neigh-
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bouring macroblocks. As the coded data of the base layer will be reused either directly
or indirectly, its efficacy influences the performance of the encoder. The mode chosen
for a macroblock in the base layer is estimated using an exhaustive evaluation. As to the
enhancement layer, the proposed algorithm is described as follows:
1. Check the mode of the co-located macroblock in the base layer. If it is intra-coded, it
means that a matching macroblock via inter-frame prediction in the reference frames
could not be found. Usually, such macroblocks contain fast changing or highly detailed
information. For such macroblocks, compare the RD cost of all the modes (including
inter-layer prediction) and select the mode with minimum RD cost as the best mode
for the current macroblock. Otherwise, proceed to step 2.
2. Check the co-located macroblock in the base layer and the neighbouring macroblocks.
If at least one of these macroblocks is encoded as MODE_SKIP, evaluate the RD cost of
employing either MODE_SKIP or MODE_16×16. If mode MODE_SKIP has the least RD
cost, it is chosen as the best mode for the current macroblock. Otherwise, proceed to
step 3.
3. Measure the homogeneity of the macroblock content. In the case of high homogeneity,
i.e. EAC≤125000, large block partition sizes (MODE_16×16, MODE_16×8 and MOD-
E_8×16) require evaluation. Otherwise, proceed to step 4.
4. Discover the MVD which is easily extracted from the coded bitstream. If MVD<1.0,
the macroblock contains little motion, and motion estimation can be performed with
fewer candidates. Otherwise, more candidates are chosen corresponding to a larger
search range.
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Fig. 5-4 Overall scheme of proposed hierarchical algorithm.
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5.3 Simulations, Comparisons, and Discussion
The proposed algorithm was implemented using the JSVM 9.18 reference software [81].
Initially, four standard video test sequences were processed, with different Qp factors rang-
ing from 28 to 40. RDO was always enabled, and CABAC entropy coding was used. Exhaus-
tive search motion estimation was employed with a search range of±32 pixels and quarter
pixel precision. The GOP size for the hierarchical B-frame structure was set to 16, and 150
frames were coded to generate a reliable result. The same Qp was used for both base layer
and enhancement layers.
In order to validate the effectiveness of the proposed algorithm in different scenarios,
video sequences with different motion activity and picture detail were selected. The ‘Bus’
sequence contains a fast moving object and high spatial detail; ‘Foreman’ features mod-
erately complex motion and picture detail; ‘Mobile’ contains complex picture detail and
regular motion; ‘Mother-daughter’ comprises low motion activity and little detail.
In order to perform fair comparisons with the standard JSVM implementation and the
fast implementations recently proposed in [90], [93] and [94], the following parameters
were measured to evaluate the coding performance. 1) Time Reduction (TR, %), 2) BDP-
SNR (dB) and BDBR (%), 3)∆PSNR (dB) and∆BR (%), as defined in section 4.3 .
5.3.1 Simulation Results for Various Values of Qp
Table 5-5 shows the simulation results of the standard JSVM 9.18 implementation and the
proposed algorithm for four standard test sequences and Qp values ranging from 28 to 40.
It can be seen that the proposed algorithm reduces the encoding time significantly with
negligible bit rate incrementation and quality loss over a wide range of bit rates. Evaluation
results show that the proposed scheme reduces the encoding time by 61%-84% relative
to the JSVM encoder. There is negligible impact on rate distortion, with PSNR losses of
0.02dB-0.10dB and increases in bit rate of between 0.43% and 1.96%.
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Table 5-5
Performance when encoding QCIF/CIF sequences
Sequence Qp
JSVM Proposed
TR BDPSNR BDBR
Bit rate PSNR Bit rate PSNR
Bus
40 344.28 26.93 345.58 26.89 67.19
-0.10 1.96
36 565.78 29.44 570.21 29.39 64.46
32 942.03 32.15 952.50 32.09 62.39
28 1579.67 35.07 1594.53 34.99 61.29
Foreman
40 157.93 30.28 157.74 30.25 73.71
-0.07 1.44
36 246.51 32.68 246.99 32.63 69.35
32 390.35 34.96 392.27 34.91 65.81
28 635.55 37.32 643.72 37.24 62.31
Mobile
40 469.64 25.86 470.31 25.83 71.52
-0.06 1.09
36 752.69 28.44 754.69 28.41 70.09
32 1314.27 31.25 1319.59 31.21 69.20
28 2342.70 34.48 2359.71 34.42 68.72
Mother-
daughter
40 66.83 32.24 66.69 32.22 84.16
-0.02 0.43
36 107.42 34.62 107.52 34.61 82.19
32 175.36 37.08 175.47 37.06 78.93
28 284.31 39.59 284.90 39.55 75.51
Fig. 5-5 shows the encoding time of the JSVM 9.18 implementation and the proposed
algorithm for four standard test sequences and Qp values ranging from 24 to 40. It is appar-
ent that the encoding time reduction increases as the value of Qp increases. The proposed
scheme performs best on video sequences containing smooth movement and low texture
detail, such as ‘Mother-daughter’, but also shows a considerable time reduction for video
sequences with complex motion and high spatial detail, such as ‘Bus’ and ‘Mobile’. For in-
stance, in the case of the ‘Bus’ sequence with fast motion activity and high spatial detail, as
the percentage of MODE_SKIP macroblocks in the base layer is small, the time reduction
is lower than that of the other test sequences. Even so, the computation time is reduced by
over 61%. For the ‘Mother-daughter’ sequence comprising little motion, an average time
saving of 78% is achieved. The maximum time saved is 84% for the sequence contain-
ing slow motion. The improvement in coding time reduction is achieved by discarding
the least possible modes to be selected. For the low spatial detail and low motion activity
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sequence, ‘Mother-daughter’, the majority of the mode candidates in the enhancement
layer are reduced to MODE_SKIP and MODE_16×16, resulting in a significant reduction
in computation. While the high motion and detailed sequences require somewhat more
prediction modes, the advantages become less significant.
5.3.2 Overall Comparison with the JSVM Implementation
The overall performance compared with the standard JSVM encoder is summarised in Ta-
ble 5-6. It shows that the time reduction achieved by the proposed scheme is between 64%
and 80% on average, at a cost of less than 0.08 dB decrease in PSNR and by no more than
a 1.29% increase in bit rate. The proposed algorithm results in a significant reduction in
computational complexity with negligible effect on rate distortion.
Table 5-6
Overall comparison of proposed algorithm and JSVM implementation
Sequence Performance
Qp
Average
40 36 32 28
Bus
∆PSNR -0.04 -0.05 -0.06 -0.08 -0.06
∆BR 0.38 0.78 1.11 0.94 0.80
TR 67.19 64.46 62.39 61.26 63.83
Foreman
∆PSNR -0.03 -0.05 -0.05 -0.07 -0.05
∆BR -0.12 0.20 0.49 1.29 0.47
TR 73.71 69.35 65.81 62.31 67.80
Mobile
∆PSNR -0.03 -0.04 -0.05 -0.05 -0.04
∆BR 0.14 0.27 0.40 0.73 0.39
TR 71.52 70.09 69.20 68.72 69.88
Mother-
daughter
∆PSNR -0.01 -0.01 -0.02 -0.04 -0.02
∆BR -0.22 0.09 0.06 0.21 0.04
TR 84.16 82.19 78.93 75.51 80.20
Fig. 5-6 shows the RD curves for each of the four video sequences under a variety of Qp
values. The time reduction curves are also shown on the same diagrams. There is marginal
deviation in rate distortion from that of the JSVM encoder, therefore very similar coding ef-
ficiency is achieved. From Fig. 5-6, it can be seen the RD curves of the proposed algorithm
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are almost superimposed on those of the JSVM benchmark, which means the proposed
algorithm achieves very similar coding efficiency to that of the JSVM encoder. The time
reduction curves show that the proposed algorithm consistently provides a time reduc-
tion of greater than 60% for different video sequences under a wide range of bit rates.
In order to test the robustness of the proposed algorithm, the algorithm was applied
to video sequences of larger spatial resolution and with multiple enhancement layers.
Table 5-7 compares the coding performance with the standard JSVM encoder when
higher resolution images are coded: CIF for the base layer and 4CIF for the enhancement
layer. Table 5-8 summarises the performance for three spatial layers: QCIF for the base
layer, CIF for the first enhancement layer and 4CIF for the second enhancement layer. Four
video test sequences were coded: ‘City’ which contains slow motion and relatively simple
detail, ‘Crew’ with both moderate motion and detail, ‘Harbor’ that features complex detail
but slow motion, and ‘Soccer’ that comprises very fast motion and considerable detail.
Table 5-7
Performance when encoding CIF/4CIF sequences
Sequence
Perfor-
mance
Qp
BDPSNR BDBR TR
40 36 32 28
City
∆PSNR -0.02 -0.01 -0.02 -0.02
-0.02 0.38 59.13
∆BR -0.28 0.05 0.04 0.24
Crew
∆PSNR -0.05 -0.04 -0.03 -0.04
-0.02 0.60 59.39
∆BR -0.85 -0.46 -0.18 -0.08
Harbor
∆PSNR -0.02 -0.03 -0.04 -0.10
-0.04 0.97 57.21
∆BR -0.44 -0.21 0.07 0.34
Soccer
∆PSNR -0.01 -0.02 -0.05 -0.09
-0.04 1.05 59.85
∆BR -0.09 -0.02 0.12 0.36
The results in Tables 5-7 and 5-8, show that the proposed algorithm consistently achie-
ves a significant reduction in computational complexity yet maintains a similar RD perfor-
mance with that of the standard JSVM encoder. Specifically, the computational require-
ment is reduced by 57-59% when encoding the CIF/4CIF video sequences, while incurring
at most a 1.05% increase in bit rate and a 0.04dB loss in PSNR. This is true even for the com-
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Table 5-8
Performance when encoding QCIF/CIF/4CIF sequences
Sequence EL
Perfor-
mance
Qp
BDPSNR BDBR TR
40 36 32 28
City
1st
∆PSNR -0.01 -0.02 -0.03 -0.03
-0.03 0.55
68.89
∆BR -0.10 -0.16 0.22 0.60
2nd
∆PSNR -0.01 -0.02 -0.02 -0.02
-0.02 0.41
∆BR -0.10 -0.11 0.32 0.46
Crew
1st
∆PSNR -0.02 -0.03 -0.04 -0.06
-0.02 0.90
68.68
∆BR -0.16 -0.51 -0.27 -0.09
2nd
∆PSNR -0.03 -0.03 -0.03 -0.04
-0.02 0.97
∆BR -0.51 -0.34 -0.19 0.11
Harbor
1st
∆PSNR -0.03 -0.03 -0.03 -0.04
-0.04 0.46
67.28
∆BR -0.08 0.04 0.32 0.42
2nd
∆PSNR -0.02 -0.03 -0.07 -0.13
-0.07 0.59
∆BR -0.21 0.23 0.37 0.57
Soccer
1st
∆PSNR -0.02 -0.03 -0.04 -0.04
-0.05 1.66
69.77
∆BR -0.38 0.14 0.29 0.63
2nd
∆PSNR -0.02 -0.02 -0.08 -0.19
-0.90 2.01
∆BR -0.23 0.32 0.75 0.77
plex sequence ‘Soccer’. When coding three spatial layers, the time reduction is 67-69% and,
again, there is minimal reduction in rate distortion.
5.3.3 Comparisons with Other Algorithms
The proposed algorithm is compared also with three state-of-the-art SVC fast mode deci-
sion algorithms, namely those proposed by Kim [90], Zhao [93], and Lee [94]. The same
video sequences as used by each of the authors were processed, and identical test condi-
tions were employed.
The comparisons are shown in Tables 5-9 to 5-11. The proposed algorithm produced
a better computational time reduction in each case. Compared with each benchmark, the
proposed algorithm produced a negligible increase in bit rate and visually imperceptible
decrease in PSNR. These results demonstrate that the proposed method outperforms the
algorithms previously proposed.
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Table 5-9
Comparison of proposed algorithm with Kim’s algorithm
Sequence
Qp
(BL/EL)
Kim [90] Proposed
TR 4PSNR 4BR TR 4PSNR 4BR
Bus
30/25 57.56 -0.012 1.43 62.25 -0.12 1.51
30/30 56.72 -0.054 0.60 62.86 -0.09 1.08
30/35 56.14 -0.110 -1.37 63.77 -0.05 0.45
City
30/25 63.48 -0.009 1.14 67.84 -0.04 1.86
30/30 62.37 -0.047 0.09 69.04 -0.03 1.03
30/35 61.76 -0.053 -1.12 70.47 -0.02 0.12
Crew
30/25 54.79 -0.011 0.76 60.58 -0.31 1.96
30/30 53.78 -0.044 -0.27 61.29 -0.11 1.02
30/35 54.12 -0.058 -1.66 62.25 -0.03 0.68
Football
30/25 52.20 -0.005 0.95 57.79 -0.53 0.92
30/30 51.63 -0.045 -0.05 58.29 -0.48 0.48
30/35 51.34 -0.063 -1.47 59.22 -0.33 0.17
Foreman
30/25 61.71 -0.017 1.06 63.00 -0.14 1.87
30/30 61.18 -0.054 -0.24 64.23 -0.07 0.61
30/35 61.09 -0.090 -1.84 65.22 -0.03 -0.24
Harbor
30/25 58.57 -0.004 0.81 68.19 -0.16 0.81
30/30 57.87 -0.030 0.30 68.77 -0.07 0.60
30/35 57.48 -0.065 -0.30 69.95 -0.04 0.14
Average 57.43 -0.043 -0.07 64.17 -0.15 0.84
Table 5-10
Comparison of proposed algorithm with Zhao’s algorithm
Sequence
Qp
(BL/EL)
Zhao [93] Proposed
TR BDPSNR BDBR TR BDPSNR BDBR
Bus
20/14
26/20
32/26
38/32
58.21 -0.073 1.29 63.32 -0.091 1.77
City 60.15 -0.072 1.82 69.91 -0.039 0.73
Coastguard 62.66 -0.040 0.77 71.71 -0.041 1.10
Crew 62.84 -0.077 1.68 66.56 -0.073 1.71
Football 59.37 -0.052 0.83 56.25 -0.087 1.82
Foreman 60.46 -0.093 2.39 66.46 -0.058 1.18
Harbor 61.01 -0.044 0.80 69.74 -0.075 1.72
Mobile 59.55 -0.065 1.14 69.44 -0.056 1.08
News 64.70 -0.076 1.66 77.38 -0.068 1.01
Silent 60.66 -0.080 1.63 75.38 -0.034 0.75
Average 60.96 -0.070 1.40 68.61 -0.062 1.29
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Table 5-11
Comparison of proposed algorithm with Lee’s algorithm
Sequence
Qp
(BL/EL)
Lee [94] Proposed
TR 4PSNR 4BR TR 4PSNR 4BR
Container
28/28 68.7 -0.02 0.21 80.22 -0.01 -0.05
32/32 69.3 -0.03 0.02 81.57 -0.01 -0.06
36/36 69.6 -0.02 -0.13 82.68 0 -0.04
40/40 69.6 -0.01 0.05 83.57 0 0.02
Crew
28/28 45.6 -0.08 0.50 62.42 -0.09 1.14
32/32 54.6 -0.10 0.34 65.84 -0.07 0.15
36/36 60.0 -0.16 -0.08 69.34 -0.06 -0.08
40/40 63.1 -0.15 -0.30 74.48 -0.06 -0.31
Foreman
28/28 53.7 -0.14 0.09 62.71 -0.06 1.17
32/32 59.4 -0.18 0.45 65.07 -0.05 0.54
36/36 63.3 -0.09 -0.49 68.61 -0.04 0.33
40/40 65.2 -0.21 -1.22 73.19 -0.03 -0.09
Harbor
28/28 34.2 -0.04 0.36 67.77 -0.11 0.70
32/32 46.1 -0.07 0.20 68.36 -0.06 0.50
36/36 56.3 -0.09 -0.10 70.50 -0.05 0.49
40/40 63.0 -0.11 -0.22 73.43 -0.04 -0.18
Mother-
daughter
28/28 66.0 -0.06 0.13 75.51 -0.04 0.21
32/32 67.7 -0.07 -0.16 78.93 -0.02 0.06
36/36 68.0 -0.06 -0.36 82.19 -0.01 0.09
40/40 68.1 -0.04 -0.45 84.16 -0.01 -0.22
Silent
28/28 62.1 -0.04 0.48 72.49 -0.06 0.93
32/32 64.7 -0.04 0.22 74.95 -0.02 0.32
36/36 66.4 -0.05 0.01 78.17 -0.03 0.07
40/40 67.4 -0.05 -0.48 81.03 -0.01 -0.02
Tempete
28/28 54.0 -0.06 0.71 68.43 -0.06 0.15
32/32 61.0 -0.08 0.50 69.62 -0.07 0.03
36/36 65.6 -0.09 0.33 71.77 -0.04 -0.33
40/40 67.8 -0.09 0.38 75.10 -0.02 -0.29
Average 61.5 -0.08 0.04 73.07 -0.04 0.19
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5.4 Summary
In this chapter, a fast mode decision algorithm for efficient implementation of the SVC
extension of H.264/AVC is described. It aims to achieve an equivalent RD performance
and a reduced computational requirement for the enhancement layer in SVC.
This chapter initially analysed the previously proposed algorithms and identified sev-
eral factors which may be used for fast video coding. A more sophisticated hierarchical
structure was therefore proposed to achieve a further complexity reduction.
Firstly, the proposed algorithm measured the correlation of a macroblock in the en-
hancement layer and both the co-located macroblocks in the base layer and neighbouring
macroblocks in the enhancement layer. The base layer information and the context infor-
mation of neighbouring macroblocks are then exploited to reduce the number of mode
candidates that need to be evaluated. The homogeneity of the macroblock is then mea-
sured and, where appropriate, the candidate modes are further reduced. Finally, the mo-
tion activity in the base layer is exploited. Each of these factors is considered in the mode
selection process, making the proposed method effective and robust.
Extensive evaluations have been performed to compare the hierarchical algorithm with
the standard JSVM implementation and the state-of-the-art SVC fast mode decision algo-
rithms with a wide range of Qp values for a variety of video sequences. Compared with
the standard JSVM implementation, simulation results show that the algorithm achieves a
reduction in encoding time of up to 84% with negligible reduction in coding efficiency and
reconstructed video quality. Compared with state-of-the-art SVC fast mode decision algo-
rithms, the proposed algorithm achieves a superior computational time reduction under
very similar RD performance conditions.
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Chapter 6
Improved Rate Control Scheme for
SVC
Rate control plays an important role in video coding. In real-time applications, rate con-
trol enables the output bit rate to adjust quickly to the available channel bandwidth. With
a proper control scheme, ‘overflow’ and ‘underflow’ of the buffer are prevented, which
means that frame skipping and wastage of channel resources can be avoided. Further-
more, rate control appropriately allocates the available bits according to the complexity of
the image content, so that the quality of the video is maximised.
However the rate control scheme in the latest JSVM reference software lacks consider-
ation of the implications of inter-layer prediction as it was designed for single layer video
encoders. In this chapter, a novel rate control algorithm is proposed for when inter-layer
prediction is employed. Firstly, a RD model for inter-layer prediction coding of the spa-
tial enhancement layers is developed. Secondly, an optimised MAD prediction model for
spatial enhancement layers is described. This considers the MAD from previous temporal
frames and base layer frames together. Simulation results show that the proposed MAD
prediction model reduces the MAD prediction error by up to 79% relative to the linear pre-
diction model used in the default rate control algorithm of SVC, namely the JVT-W043 rate
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control scheme. Compared with JVT-W043 the proposed algorithm improves the average
PSNR by up to 0.34dB or produces an average saving in bit rate of up to 7.78%.
The remainder of this chapter is organised as follows: A brief review of rate control al-
gorithms for SVC is discussed in the next section. Section 6.2 discusses the formulation
of the proposed RD models and the proposed MAD prediction scheme. The overall struc-
ture is also presented in the same section. Extensive experimental results are presented in
section 6.3 and conclusions are given in section 6.4.
6.1 Existing Rate Control Algorithms
Rate control algorithms for video coding were widely studied prior to the release of the SVC
standard, the aim being to ensure successful transmission of an encoded bitstream and to
make full use of the limited bandwidth. Consequently, rate control plays an important
role, as it directly influences the coding efficiency of the video encoder. Whether the rate
control is efficient or not largely depends on the accuracy of the rate control model and the
effectiveness of the rate control algorithm. It affects not only the stability of the bit rate,
but also the picture quality of the entire video sequence.
Several rate control algorithms for scalable video coders have been proposed. These
include the JVT-W043 rate control algorithm, which has been incorporated in the latest
JSVM reference software, and several improved algorithms. JVT-W043 and a number of
representative rate control algorithms suggested for SVC will be discussed in the following
subsections.
6.1.1 Default Implementation in JSVM
JVT-W043 was suggested by JVT and has become the default rate control scheme for the
base layer of SVC. JVT-W043 follows closely the rate control implementation that was pro-
posed in JVT-G012, called the adaptive basic unit layer rate control algorithm. JVT-G012 is
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the default rate control scheme of the H.264/AVC standard, and achieves a good balance
between algorithm complexity and rate control performance. JVT-G012 introduces a new
concept of ‘basic unit’ and a linear MAD prediction model to solve the ‘chicken and egg
paradox’ that exists. It involves three steps: GOP level rate control, frame level rate control
and basic unit level rate control. A basic unit usually comprises a number of consecutive
macroblocks; when it contains only one macroblock then it is considered as macroblock
level rate control algorithm. When it contains all the macroblocks in a frame then it be-
comes frame level rate control.
1. GOP level rate control
In this step, the target number of bits for each GOP is allocated according to the target
bit rate and the current capacity of the virtual buffer. When starting to encode the i th
GOP, the target number of bits Tr
 
ni ,0

for this GOP are determined as
Tr
 
ni ,0

=
u
 
ni ,1

f
×Ngop−

Bs
8
−Bc

ni−1,Ngop

(6.1)
where u
 
ni ,1

is the instantaneous target bit rate when the 1st frame of the i th GOP is
being coded; f denotes the predefined frame rate; Ngop refers to the number of frames
in each GOP; Bs is the buffer size and Bc (ni−1,Ngop ) is the current capacity of the virtual
buffer after coding the (i −1)th GOP.
As the channel bandwidth, namely the target bit rate, may vary with time, Tr
 
ni , j

is
updated after each frame is coded as
Tr
 
ni , j

= Tr
 
ni , j−1

+
u
 
ni , j
−u  ni , j−1
f
 
Ngop− j −Tp  ni , j−1 (6.2)
where Tp
 
ni , j−1

refers to the actual number of bits generated by the
 
j −1th frame of
the i th GOP.
2. Frame level rate control
The bit budget f˜
 
ni , j

for the j th frame of the i th GOP is calculated according to the
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target buffer level, the frame rate, the target bit rate, and the capacity of the buffer.
f˜
 
ni , j

=
u
 
ni , j

f
+γ

T b l
 
ni , j
−Bc  ni , j  (6.3)
where γ is a constant, and its typical value is 0.75 when there is no B-frame, and is 0.25
otherwise. T b l
 
ni , j

is the target buffer level.
When the available bits remaining are also considered, the bit budget for the j th frame
is calculated as
fˆ
 
ni , j

=
Wp
 
ni , j−1

Tr
 
ni , j

Wp
 
ni , j−1

Np ,r
 
j −1+Wb  ni , j−1Nb ,r   j −1 (6.4)
where Np ,r
 
j −1 and Nb ,r   j −1 refer to the remaining number of P- and B-frames in
the GOP respectively; Wp
 
ni , j−1

and Wb
 
ni , j−1

denote the average picture complexity
of the P-frames and B-frames respectively.
The final target number of bits for the j th frame is determined as a weighted combina-
tion of fˆ
 
ni , j

and f˜
 
ni , j

f
 
ni , j

=β × fˆ  ni , j +  1−β × f˜  ni , j  (6.5)
After encoding the j th frame, the model coefficients are updated according to the actual
generated bits, the Qp value used, and the MAD of the residual component obtained.
3. Basic unit level rate control
If the basic unit is not a frame, basic unit level rate control needs to be performed. As
for frame level rate control, basic unit level rate control comprises the following steps:
1) Target bit allocation for each basic unit. 2) Linear prediction of MAD. 3) Calculation
of Qp. 4) Update of the model coefficients.
6.1.2 Other Improved Algorithms
So far, most rate control algorithms have been developed for single layer video coding,
however several rate control algorithms have been suggested for SVC [98–104]. They con-
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sider either precise target bit allocation or the optimisation of the RD model.
The rate control algorithm in [98] operates in each spatial layer individually, that is
the dependency between spatial layers is not exploited explicitly. If the spatial correlation
and other new features introduced by the layer-based structure of SVC can be adequately
exploited, improved coding performance is expected.
Later, Xu et al. proposed a rate control algorithm for spatial and CGS scalable coding
in SVC [99]. This method employs the improved TMN8 model for Qp estimation based on
the mode analysis of I-, P-, and B-frames. The TMN8 rate control algorithm was developed
for the H.263 video coding standard and is primarily used in low bit rate and low delay
environments.
In [100] and [101], Liu et al. proposed that the MAD can be predicted from either the
previous frame in the same layer or the corresponding frame in the base layer, through a
switching law. It is shown that the previous temporal frames and the reference frame in the
base layer can provide useful information for MAD prediction in the enhancement layer.
In order to make full use of the available information, an improved MAD model needs to be
developed, by which information from previous temporal frames and the reference frame
in the base layer is considered together.
Hu et al. [102] proposed a frame level rate control algorithm for temporal scalability in
SVC by developing a set of weighting factors for bit allocation. Their work focused on bit
allocation among different temporal layers and lacked the support for other scalability fea-
tures. Subsequently, Hu et al. developed a Cauchy distribution-based Rate-Quantisation
(R-Q) model for each spatial layer in [103]. However, it is arguable whether the Cauchy
distribution-based R-Q model outperforms the classic Laplace distribution-based model.
In [104], Liu et al. proposed a bit allocation algorithm for SVC where the inter-layer
dependency is taken into consideration. Although Liu et al.’s work provides a reasonable
bit allocation mechanism, inter-layer correlation is not explicitly exploited in optimisation
of the RD model.
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6.2 The Proposed Rate Control Algorithm
The JVT-W043 rate control algorithm is implemented only in the base layer of the latest
JSVM reference software, and it does not support the enhancement layers which provide
the scalability functions. For the enhancement layers, the target bit rate is controlled by
a FixedQp tool, where a logarithmic search algorithm is applied to find the appropriate
Qp value required to meet the target bit rate. Rate control algorithms that address the
properties of the enhancement layers need to be developed.
As SVC uses a multi-layer structure to support scalability, the new features mean that
rate control models for single layer video coding are not suitable for precisely describing
the RD behaviour. The coding efficiency in terms of RD performance is not guaranteed
to be optimal if rate control schemes developed for single layer coding are incorporated
in a multi-layer video system. When a rate control scheme is developed for scalable video
coding systems, the inter-layer correlation between the enhancement layer and the corre-
sponding base layer needs to be considered.
6.2.1 RD Models for Prediction Modes
In single layer coding schemes, such as H.264/AVC, only intra-layer prediction (including
intra-prediction and inter-prediction) is applied. However, due to the multi-layer struc-
ture of SVC, it employs the inter-layer prediction mechanism to reuse the coded lower layer
data for encoding the corresponding enhancement layer. Consequently, it is observed that
macroblocks coded using inter-layer prediction and those coded by intra-layer prediction
have dissimilar statistical properties. The reasons for this are summarised as follows:
1. Data to be coded: The inter-layer prediction residual is different from that of intra-
layer prediction. For instance, when performing inter-layer residual prediction, the
upsampled residual signal of the co-located 8×8 submacroblock in the base layer is
used as the inter-layer prediction of the residual signal in the enhancement layer mac-
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roblock. Therefore, only the corresponding difference (refinement) signal of the resid-
ual needs to be coded in the enhancement layer. On the other hand, the residual ob-
tained from intra-layer prediction is the difference between the original block and its
matching block.
2. Picture content: The coding efficiency of inter-layer prediction tools relies heavily on
the content of the video sequences to be coded. For example, inter-layer prediction
is not efficient for coding sequences containing homogeneous texture or slow motion,
since the high frequency components in the enhancement layer cannot be reconstruc-
ted well by upsampling information from the base layer. Macroblocks with little detail
and slow motion are more likely to be best matched with a block by inter-frame pre-
diction in the same layer. That is to say, the temporal correlation within the same layer
is generally higher than the correlation between two layers in the same frame, except
where very fast motion activity is present [105]. However, macroblocks with fast move-
ment usually need more bits to encode.
3. Picture quality of base layer: The quality of information referred from the base layer
has a significant impact on the efficiency of inter-layer prediction tools [106]. Specifi-
cally, when the quality of the base layer is poor, only a rough prediction is obtained and
more bits have to be spent to compensate the prediction error. In such cases, intra-layer
prediction is more efficient than inter-layer prediction. By contrast, if the base layer is
of relatively high quality, the performance of inter-layer prediction improves and fewer
bits are needed.
Based on the above analysis, it can be deduced that the average number of bits for
inter-layer predicted macroblocks in the enhancement layers is significantly different from
that for macroblocks which have been coded using temporal and spatial prediction within
the same enhancement layer.
Existing rate control strategies assume that the statistical property of a video source is
fixed [107], and then they derive a precise RD model, but with low computational com-
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plexity [108]. The analysis shows that the use of inter-layer prediction in the enhancement
layer results in a divergence from existing RD models.
The significant difference in the number of bits generated for inter-layer predicted
macroblocks and intra-layer predicted macroblocks leads to serious prediction errors in
RD model coefficients. Having improper coefficients in the model means that accurate
Qp prediction cannot be achieved and the rate control mechanism must be suboptimal.
As it is not possible to model a unified relationship between Qp and the number of bits for
both inter-layer prediction and intra-layer prediction, the relationship between Qp and
the number of bits for inter-layer prediction needs to be considered separately.
To illustrate the mathematical relationship between Qp and the number of bits for both
inter-layer predicted macroblocks and intra-layer predicted macroblocks, and to justify
the proposed algorithm, the simulation results from processing four sequences with dif-
ferent degrees of activity and detail are analysed. The statistics were collected from the
first 150 frames of each video sequence. QCIF sequences were used for the base layer and
CIF were used for the enhancement layer.
Table 6-1
Average number of bits per macroblock for both inter-layer predicted macroblocks and
intra-layer predicted macroblocks
Sequence
Prediction
mode
Qp
28 32 36 40 44
Bus
Intra-layer 98.98 47.91 18.53 6.26 1.66
Inter-layer 98.68 52.22 28.05 15.28 7.94
Football
Intra-layer 77.89 43.92 22.07 9.41 3.79
Inter-layer 100.3 56.63 32.12 20.31 11.76
Foreman
Intra-layer 18.61 6.52 2.40 0.86 0.39
Inter-layer 28.81 14.27 7.59 4.72 3.20
Mobile
Intra-layer 185.2 77.89 22.57 6.76 2.23
Inter-layer 162.4 96.88 46.41 22.33 12.79
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Table 6-1 shows the average number of bits for inter-layer predicted macroblocks in
the enhancement layer and those for intra-layer predicted macroblocks in the same en-
hancement layer, under a variety of Qp values. It is observed that the average number of
bits used for encoding inter-layer predicted macroblocks is significantly different from that
required for intra-layer predicted macroblocks. In general, as Qp increases, significantly
more bits are consumed by inter-layer prediction coding than by intra-layer prediction.
As discussed in section 2.2, the model relationship between Qp and Qstep is
Qp = 2
Qstep
6 ζ(Qstep%6) (6.6)
where ζ(0)=0.675; ζ(1)=0.6875; ζ(2)=0.8125; ζ(3)=0.875; ζ(4)=1.0; ζ(5)=1.125 [33].
Fig. 6-1 illustrates the relationship between Qstep values and the obtained number of
bits Rtxt for both inter-layer predicted macroblocks and intra-layer predicted macroblocks.
The quadratic curves fitting the measured data are also presented. It can be seen that the
measured data can be represented by quadratic functions very well.
Rtxt =
a
Q 2step
+
b
Qstep
+ c (6.7)
where c≈0. The coefficients of the quadratic model are obtained by finding the minimal fit-
ting error. Although the observed Rtxt−Qstep relationship can be represented by quadratic
models, the model coefficients are significantly different. From these observations, it is
concluded that for optimised rate control within the enhancement layers, separate, and
sufficiently accurate, models must be used for inter-layer prediction and intra-layer pre-
diction. The relationship between Q interstep and Rtxt for inter-layer prediction needs to be
represented by
Rtxt =
a inter 
Q interstep
2 + b interQ interstep + c inter (6.8)
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Similarly, the model for intra-layer prediction needs to be represented separately as
Rtxt =
a intra 
Q intrastep
2 + b intraQ intrastep + c intra (6.9)
Consequently, similar to the classic quadratic RD model described in equation (2.9), Q interstep
and Q intrastep can be modelled accurately by quadratic functions with their respective model
coefficients.
Rtxt =
X inter1 ×MADpred 
Q interstep
2 + X inter2 ×MADpredQ interstep
Rtxt =
X intra1 ×MADpred 
Q intrastep
2 + X intra2 ×MADpredQ intrastep
(6.10)
where Rtxt is the target number of bits for the current macroblock; MADpred is the MAD pre-
dicted from the previous coding results, Q interstep and Q
intra
step are the desired quantisation step
sizes for inter-layer prediction and intra-layer prediction respectively. X inter1 and X
inter
2 ,
X intra1 and X
intra
2 , are the model coefficients for inter-layer prediction and intra-layer pre-
diction, each updated after the coding of a macroblock using inter-layer prediction and
intra-layer prediction respectively.
6.2.2 Optimisation of the MAD Prediction Model
From equations (6.10) it can be seen that the quantisation step sizes Q interstep and Q
intra
step de-
pend on the model coefficients, the target number of bits Rtxt for the current macroblock,
and the predicted MAD value of the current macroblock. However, the MAD value is un-
known before RDO. The MAD value can be obtained only after coding the current mac-
roblock using the quantisation step size, but the model needs the MAD value to calculate
the quantisation step size. This is a ‘chicken and egg situation’. The JVT-W043 rate control
algorithm overcomes this problem by using the MAD value of the macroblock in the same
position of the previous frame to predict the MAD value of the current macroblock, thus
permitting the quantisation step size to be calculated. A linear MAD model is adopted here
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as [109]:
MAD j = a1×MAD j−1 +a2 (6.11)
where a1 and a2 are model coefficients, updated after the coding of each frame. MAD j
denotes the predicted MAD of the current macroblock and MAD j−1 denotes the actual
MAD of the macroblock in the corresponding position of the previous temporal frame.
In the quadratic RD model, MAD prediction is very important as it directly affects the
allocation of bits. As the prediction is not always accurate, there is always some small er-
ror in bit allocation, and this cannot be avoided in the JVT-W043 algorithm. As shown
in Fig. 6-2, if MAD fluctuates due to fast motion or scene changes in the video sequence,
the linear model performs poorly, and there is always a delay. In the example, this phe-
nomenon is particularly obvious at frames 9, 34 and 44 in the ‘Football’ sequence. What
is more, the prediction model coefficients have to be updated using the rapidly chang-
ing MAD values, which results in a significant prediction error. The prediction errors then
propagate to future predictions and have a negative effect on the performance of the rate
control mechanism.
In the SVC encoding process, for each frame, the base layer is encoded first before the
enhancement layers. Furthermore, the content of the base layer and the enhancement
layers are highly correlated. As shown in Fig. 6-3, even though the MAD values of the two
layers are not the same, they have a similar tendency in the presence of abrupt changes.
This leads to the idea that some encoding results of the base layer can be used to inform the
coding of the enhancement layers, thus benefitting from the bottom-up coding structure
of the standard.
In order to examine the correlation between the actual MAD values in the base layer
and those in the enhancement layer, the Pearson Correlation Coefficient (PCC) is em-
ployed as a measure. The PCC of two random variables X and Y is defined as [110]:
r =
E
 
X −µX   Y −µY 
σXσY
(6.12)
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where r (r≤1) indicates the strength of the linear correlation between two random vari-
ables X and Y. E is the expectation,σX andσY are the standard deviations of X and Y, and
µX and µX are the means of X and Y. The closer the absolute value of r is to 1, the stronger
the correlation between the two variables. A positive r indicates the two variables have a
positive correlation, and vice versa.
Four 30Hz video sequences were tested under a variety of bit rates ranging from 48
kbits/s to 2560 kbits/s. The statistics were collected from the first 150 frames of each video
sequence. QCIF sequences were used for the base layer and CIF for the enhancement layer.
Table 6-2
MAD correlation between base layer and corresponding enhancement layer
Sequence
BRtgt
(BL/EL)
PCC Sequence
BRtgt
(BL/EL)
PCC
Bus
96/384 0.91
Football
192/768 0.96
128/512 0.86 256/1024 0.96
192/768 0.87 384/1536 0.91
320/1280 0.78 640/2560 0.88
Foreman
48/192 0.84
Mobile
64/256 0.98
64/256 0.93 96/384 0.93
96/384 0.89 128/512 0.82
160/640 0.90 192/768 0.78
As seen in Table 6-2, most of the PCCs are greater than 0.85, therefore the actual MAD
of the base layer and that of the enhancement layer are regarded as high correlated. For
the ‘Football’ sequence, in which sudden changes occasionally occur, as it contains very
fast moving objects, all of the PCCs are greater than 0.88 for a wide range of bit rates. Such
high PCCs show that a strong linear correlation exists in the MAD between adjacent lay-
ers. These observations lead to the idea that the MAD of the base layer can be employed
to assist the MAD prediction in the enhancement layer. Therefore, a new MAD prediction
model for the spatial enhancement layer using the encoding results from both the base
layer and the previous temporal frames as factors in the MAD prediction procedure is pro-
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posed. The new prediction model is defined as:
MADiel =
 
1−ωier
 ·MADiel,temp +ωier ·MADiel,il (6.13)
whereωer is a weighting factor, which is calculated as
ωier =
MADibl,pred−MADibl,act
MADibl,act
(6.14)
where the subscripts ‘el’ and ‘bl’ indicate the enhancement layer and the base layer;
MADibl,act and MAD
i
bl,pred refer to the actual and predicted MAD of a macroblock, which
is the co-located macroblock of the i th macroblock in the enhancement layer; MADiel,temp
and MADiel,il indicate the temporally predicted MAD and the inter-layer predicted MAD of
the i th macroblock in the enhancement layer.
The temporally predicted MAD is obtained through the linear prediction model de-
fined in equation (6.11),
MADiel,temp = t
i
1 ×MADi−1el + t i2 (6.15)
where MADi−1el refers to the actual MAD value of the macroblock in the corresponding po-
sition of the previous frame; t i1 and t
i
2 are model coefficients updated after the coding of
each macroblock.
Similar to equation (6.11), a linear prediction model is proposed for the prediction of
the MAD of a macroblock in the enhancement layer, using the actual MAD value of its
co-located block in the base layer,
MADiel,il = s
i
1 ×MADibl + s i2 (6.16)
where MADibl denotes the actual MAD of the block in the co-located position of the base
layer; s i1 and s
i
2 are model coefficients updated using a linear regression method after the
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coding of each macroblock as follows.
s˜1 =
n∑
i=1

MADibl ·MADiel,act
− 1
n
n∑
i=1
MADibl
n∑
i=1
MADiel,act
n∑
i=1
 
MADibl
2−n n∑
i=1
MADibl
n∑
i=1
MADibl
s˜2 =
1
n
n∑
i=1
MADiel,act− s˜1 1n
n∑
i=1
MADibl
(6.17)
where n is the window size excluding the outliers; MADiel,act refers to the actual MAD value
of the i th macroblock in the enhancement layer.
It can be seen that the numerator of equation (6.14), namely
MADibl,pred−MADibl,act,
denotes the MAD prediction error in the base layer, consequentlyωier indicates the MAD
prediction error rate. This parameter is adjusted adaptively according to the MAD pre-
diction accuracy in the base layer. For instance, in the presence of sudden changes, the
temporal linear prediction performs poorly, and the MAD prediction errorωier in the base
layer must be large. Therefore, when encoding the enhancement layer, a large ωier is ap-
plied which means that the inter-layer MAD prediction is assigned a greater weight, and
temporal MAD prediction has a lower weight. Consequently the enhancement layer is
made aware of the abrupt changes of MAD in advance and the proposed MAD prediction
model promptly adjusts the weighting factor ωier to reduce the prediction errors. There-
fore, the proposed MAD prediction model is completely adaptive, as the weight of the tem-
poral MAD prediction and that of the inter-layer MAD prediction can be adjusted instantly
according to the error rate of the linear MAD prediction in the base layer.
Consequently, when encoding the enhancement layers, the RD model equations (6.10)
are rewritten as
R itxt =
X inter,i1 ×MADiel 
Q inter,istep
2 + X inter,i2 ×MADielQ inter,istep (6.18)
R itxt =
X intra,i1 ×MADiel 
Q intra,istep
2 + X intra,i2 ×MADielQ intra,istep (6.19)
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6.2.3 Overall Structure of the Proposed Algorithm
The framework of the proposed rate control algorithm is illustrated in Fig. 6-4. The pro-
posed macroblock level rate control algorithm is applied only to the spatial enhancement
layer. For the base layer, the JVT-W043 rate control algorithm is employed. The proposed
rate control algorithm is described as follows.
1. Initialisation: Set the Qp for inter-layer prediction, namely Qpinter and the Qp for intra-
layer prediction, namely Qpintra equal to the initial Qp value.
2. Qp values setting: When performing inter-layer prediction, Qpinter is used, when per-
forming intra-layer prediction, Qpintra is used.
3. RDO: Perform RDO for the current macroblock. The best mode, the actual number of
bits generated (Rtxt,act), the actual MAD (MADel,act), and the used Qp value are stored.
4. Update of MAD prediction model coefficients: Use MADel,act and the actual MAD of
the macroblock in the corresponding position of the previous temporal frame in the
same layer to update the temporal MAD prediction model coefficients in equation (6.15).
Use MADel,act and MADbl, which is the actual MAD of the co-located macroblock in the
base layer, to update the inter-layer MAD prediction model coefficients using equation
(6.17).
5. MAD prediction: Calculate the predicted MAD value, MADel, for the next macroblock
according to equation (6.13).
6. RD model coefficients update: If the best mode is via inter-layer prediction, proceed
to step 6.1.). Otherwise, proceed to step 6.2.).
6.1. Set Qpinteract as the Qp value which was stored in step 3.), and use Rtxt,act and Qp
inter
act
to update the RD model coefficients in equation (6.18).
6.2. Set Qpintraact as the Qp value which was stored in step 3.), and use Rtxt,act and Qp
intra
act
to update the RD model coefficients in equation (6.19).
7. Bit allocation: Calculate the target number of bits, Rtxt, for the next macroblock accord-
ing to the default bit allocation implementation in JSVM, as described in subsection
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6.1.1.
8. Qp calculation: Given the target number of bits, the Qp for inter-layer prediction, nam-
ely Qpinter, is calculated based on the RD model in equation (6.18), and the Qp for intra-
layer prediction, namely Qpintra, is calculated based on the RD model in equation (6.19)
9. End of frame check: Proceed to 2.) until encoding the current frame is finished, and
then process the next frame.
6.3 Simulations, Comparisons, and Discussion
The proposed algorithm was incorporated in the JSVM 9.19.14 reference software [111]. In
order to validate the effectiveness of the proposed algorithm, video sequences with dif-
ferent degrees of motion activity and picture detail were coded and the results compared
with using only the JVT-W043 algorithm. The first 150 frames of each video sequence were
coded to generate a reliable result. Two spatial layers were evaluated and the proposed
algorithm was applied to the enhancement layer. RDO was always enabled, and CABAC
entropy coding was used. Fast search motion estimation was employed with a search range
of ±32 pixels and quarter pixel precision. Adaptive inter-layer prediction was enabled for
the enhancement layer. As the proposed algorithm attempts to optimise the RD and MAD
prediction models, which involve only P-frames, the GOP structure was set to IPPP. In this
work, a macroblock was chosen as the basic unit for rate control. To compare the results
with the JVT-W043 algorithm, the initial Qp value is set to 32 for both schemes. For the
other coding parameters, the default values as specified in the manual of the JSVM refer-
ence software [111] were used.
In order to evaluate the coding performance of the proposed rate control algorithm,
the following parameters were measured against the JVT-W043 scheme.
1. The MAD prediction accuracy, which is measured in terms of the MAD prediction error
(E rMAD, %) averaged over all coded macroblocks in a sequence. It is computed accord-
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ing to
E rMAD =
1
N
· 1
H
· 1
W
N∑
i=1
H∑
j=1
W∑
k=1
MADi , j ,kpred −MADi , j ,kact  (6.20)
where N is the total number of coded frames, H and W refer to the number of mac-
roblocks in the vertical and horizontal direction respectively, MADpred and MADact de-
note the predicted MAD value and the actual MAD value, respectively;
2. The bit rate mismatch (Mism. %) between the target bit rate and the actual bit rate,
which is calculated according to
Mism. =
BRtgt−BRact/BRtgt×100% (6.21)
where BRtgt and BRact denote the target bit rate and the actual bit rate, respectively;
3. RD performance in terms of PSNR (dB), Bit Rate (BR, kbits/s), BDPSNR (dB) and BDBR
(%) as described in [96].
6.3.1 MAD Prediction Accuracy
Table 6-3 shows the MAD prediction accuracy of the proposed MAD prediction model and
the linear prediction model used in JVT-W043, for four standard test sequences. For each
sequence, four target bit rates are evaluated. All the test sequences and bit rates used in
the experiments are those recommended by the JVT in document JVT-Q205 [112].
It can be seen that the proposed MAD prediction model significantly improves the
MAD prediction accuracy compared with the JVT-W043 prediction model. Evaluation re-
sults show that the proposed MAD prediction model reduces the MAD prediction error by
15%-79% relative to the linear prediction model.
From Table 6-3, it is apparent that the MAD prediction error reduction relates to the
content of the video sequence. The proposed model performs best on video sequences
containing irregular motion or scene changes, such as ‘Football’, but also shows a con-
siderable MAD prediction error reduction for video sequences with moderate movement,
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such as ‘Bus’ and ‘Foreman’. For instance, in the case of the ‘Foreman’ sequence with mod-
erately complex motion and picture detail, the MAD prediction error is reduced by over
37%. For the ‘Football’ sequence comprising globally fast movement and complex detail,
an average reduction of 64% in MAD prediction error is achieved. The maximum predic-
tion error reduction is 79% for the sequence containing fast and irregular motion. For the
sequence containing complex picture detail and regular motion, such as ‘Mobile’, the pro-
posed model provides a prediction error reduction of greater than 15%.
Table 6-3
MAD prediction accuracy comparison for spatial enhancement layer
Sequence
BRtgt
(BL/EL)
E rMAD Reduction
(%)
Average
(%)JVT-W043 Proposed
Bus
96/384 1.12 0.81 -27.68
-36.00
128/512 1.04 0.71 -31.73
192/768 0.94 0.59 -37.23
320/1280 0.95 0.50 -47.37
Football
192/768 1.58 0.78 -50.63
-64.24
256/1024 1.59 0.66 -58.49
384/1536 1.61 0.50 -68.94
640/2560 1.80 0.38 -78.89
Foreman
48/192 0.56 0.39 -30.36
-37.82
64/256 0.54 0.35 -35.19
96/384 0.53 0.31 -41.51
160/640 0.52 0.29 -44.23
Mobile
64//256 1.06 0.83 -21.70
-17.26
96/384 1.02 0.84 -17.65
128/512 1.02 0.87 -14.71
192/768 1.00 0.85 -15.00
Average 1.06 0.60 -38.83 -38.83
This improvement in MAD prediction accuracy is important. For some sequences,
such as ‘Football’, the JVT-W043 linear model using temporal correlation performs poorly,
but the proposed MAD prediction model provides an acceptable solution. With the pro-
posed model, the coding results from the base layer are used to assist the MAD prediction
in the enhancement layers. When encoding the enhancement layers, the encoder is made
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aware of the abrupt changes of MAD in advance and promptly adjusts the MAD prediction
to reduce the prediction errors. Due to the improvement in the MAD prediction accuracy,
the bits are allocated more appropriately, and not only is there an improvement in the rate
control accuracy but also an increase in the quality of the reconstructed video.
To conclude, the proposed MAD prediction model improves the accuracy of MAD pre-
diction for all types of video sequence, especially for sequences with fast motion or scene
changes.
6.3.2 Rate Control Accuracy and RD Performance
The encoding results of the spatial enhancement layer using the proposed rate control
mechanism are compared with JVT-W043. The rate control accuracy and the comparative
RD performance results for four target bit rates are shown in Table 6-4. QCIF sequences
were used for the base layer and CIF were used for the enhancement layer. Again, all the
test sequences and bit rates used in the experiments are those recommended in document
JVT-Q205 [112].
It can be seen that both the proposed algorithm and the JVT-W043 scheme work well in
terms of the rate control accuracy at various target bit rates. Although both methods pro-
duce the target bit rates, the accuracy of the proposed algorithm is better than JVT-W043
in most cases. This is because the proposed optimised MAD prediction model results in
a smaller prediction error when fast motion occurs. Most of the mismatch errors are less
than 0.1% and the maximum error is 0.47%. The overall average absolute mismatch error
is 0.14%. Consequently, it can be concluded that bit rate is precisely controlled using the
proposed algorithm.
The proposed rate control mechanism also achieves better RD performance for the
enhancement layers than the JVT-W043 scheme. The comparative performance results
are also shown in Table 6-4. The results show that 1) given the same bit rate, the proposed
algorithm increases the average PSNR by up to 0.28dB, and 2) given the same video quality
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(PSNR), the proposed algorithm produces an average saving in bit rate of up to 5.13%,
compared to the JVT-W043 algorithm. In general, the PSNR of each of the four sequences
is increased at all ranges of target bit rate. Therefore, the proposed algorithm improves
the coding efficiency compared with the JVT-W043 rate control algorithm, and this is true
regardless of target bit rate.
Fig. 6-5 shows the RD curves for each of the four video sequences under a variety of
bit rates. From Fig. 6-5, it can be seen the RD curves of the proposed algorithm are always
higher than those of the JVT-W043,which means the proposed algorithm achieves better
coding efficiency than the JVT-W043.
In order to test the robustness of the proposed algorithm, it was applied to video se-
quences of larger spatial resolution and with multiple enhancement layers.
Table 6-5 compares the coding performance with JVT-W043 when higher resolution
images are coded: CIF for the base layer and 4CIF for the enhancement layer. The corre-
sponding RD curves are presented in Fig. 6-6. Table 6-6 summarises the performance for
three spatial layers: QCIF for the base layer, CIF for the first enhancement layer and 4CIF
for the second enhancement layer. Fig. 6-7 shows the corresponding RD curves.
The results in Tables 6-5 and 6-6, show that the proposed algorithm consistently results
in a low bit rate mismatch error, yet produces higher coding efficiency compared with the
JVT-W043 algorithm. Specifically, all the mismatch errors obtained by the proposed al-
gorithm are less than 0.23%, and the proposed algorithm produces coding gains of up to
0.28dB in average PSNR and savings of up to 7.78% bit rate on average.
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Fig. 6-5 RD performance for QCIF/CIF video sequences (continued on next page).
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Fig. 6-5 RD performance for QCIF/CIF video sequences (continued from last page).
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Fig. 6-6 RD performance for CIF/4CIF video sequences (continued on next page).
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Fig. 6-6 RD performance for CIF/4CIF video sequences (continued from last page).
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Fig. 6-7 RD performance for QCIF/CIF/4CIF video sequences (continued on next page).
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Fig. 6-7 RD performance for QCIF/CIF/4CIF video sequences (continued from last page).
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6.4 Summary
Rate control is an important component of a video coder and is employed to make the best
use of available network resources. With an efficient rate control scheme, frame skipping
and wastage of channel resources can be avoided. Although rate control is not a normative
tool in most video coding standards, it has been studied extensively in the application of
different video coding standards.
This chapter initially described existing rate control algorithms suggested for SVC. Sub-
sequently, a rate control scheme for the spatial enhancement layer in SVC was described in
section 6.2. The scheme introduces a separate RD model for inter-layer prediction coding
in the enhancement layer. An improved MAD prediction model was also proposed, where
the MAD from previous temporal frames and the base layer are used together to assist the
MAD prediction in the enhancement layers.
In applying each of the above techniques, both the target bit rate mismatch is reduced
and the coding efficiency is significantly improved. Performance comparisons with JVT-
W043 were presented in section 6.3. Simulation results show that the proposed method
achieves better rate control accuracy than the JVT-W043 scheme, the average rate control
mismatch error being 0.07%. Furthermore, the proposed algorithm accomplishes higher
coding efficiency, namely a gain in PSNR of up to 0.34dB and a saving in bit rate of up to
7.78%. It should be noted that although the proposed algorithm does not generate state-
of-the-art performance in terms of RD performance, it only exploits the properties of the
enhancement layers in SVC. It can be readily combined with the existing rate control al-
gorithms for H.264/AVC, thus achieving further improvements.
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Chapter 7
Conclusions and Further Work
The work described in this thesis has been concerned with improvements to the latest
scalable video coding standard. The rapid developments in network and multimedia tech-
nologies result in an increasing number of video applications in heterogeneous environ-
ments. Facing the challenges posed by heterogeneous networks, diverse terminal devices
and various user demands, high coding efficiency is not the only goal of video coding sys-
tems but also the ability to meet the requirements of these new video coding challenges.
SVC is the scalable extension of the H.264/AVC standard, and it is designed to address the
needs of applications and to make the video bitstream more adaptable. SVC provides tem-
poral, spatial and quality scalability in a single bitstream, furthermore, it achieves better
coding efficiency than the scalable profiles of previous video coding standards. In this the-
sis, a new fast inter-frame and inter-layer coding mode selection process for SVC based on
motion activity is proposed. This process is extended into a hierarchical scheme provid-
ing significant improvements in performance. A rate control scheme with RD analysis of
prediction modes is also presented. The following three sections summarise the key con-
tributions and draw several conclusions. Section 7.4 provides some directions for further
research, and concluding remarks are given in section 7.5.
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7.1 Performance Comparison of Advanced Scalable Video Cod-
ing Schemes
Three scalable video coding algorithms have been standardised in recent years. SVC, the
scalable extension of H.264/MPEG-4 AVC, is the most recent international standard, Mo-
tion JPEG2000 is part 3 of the JPEG2000 image coding standard, and WSVC is a strong com-
petitor in the scalable video coding field. All three of the video coding algorithms have
been designed to produce scalable video bitstreams. SVC employs a multi-layer coding
structure, Motion JPEG2000 independently codes each video frame using JPEG2000, and
WSVC uses MCTF and the DWT.
Little research has compared the performance of the three scalable video coding algo-
rithms. This work is timely given that the next generation of scalable video coding, Scal-
able High-efficiency Video Coding (SHVC) built on H.265/High Efficiency Video Coding
(HEVC), is expected to be finalised next year, and there will be a continued drive to further
improve coding efficiency and to reduce computational complexity. In chapter 3, focus
was placed on the difference between each coding algorithm, and a comparative study of
the coding efficiency for high quality video coding using SVC, Motion JPEG2000 and WSVC
was conducted.
Chapter 3 began by introducing the core encoding tools in each coding algorithm.
Each of the coding schemes was reviewed mainly in terms of its transform, quantisation,
and entropy coding tools. SVC utilises the integer DCT, scalar quantisation, and the CAVLC
and CABAC entropy coding methods. Motion JPEG2000 employs the DWT, uniform dead
zone scalar quantisation, and the EBCOT entropy coding technique. The MCTF, DWT, em-
bedded quantisation and the ESCOT entropy coding algorithm are incorporated in WSVC.
The comparison of each coding scheme concentrates on the performance in terms of
coding efficiency. The three video coding schemes were examined when video sequences
with different resolutions and picture content are processed. Empirical evaluation re-
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sults [114] showed that the optimal choice among the three coding schemes depends on
the application scenario. When only intra-coding tools are enabled, the experimental re-
sults show that WSVC achieves a better coding performance than Motion JPEG2000 and
SVC for video within a wide range of resolutions. When encoding low and medium resolu-
tion video sequences, SVC consistently outperforms Motion JPEG2000 over a wide range
of bit rates. When high resolution video sequences are coded, Motion JPEG2000 achieves
a better performance than SVC at the lower bit rates. However, SVC outperforms Motion
JPEG2000 for high resolution video sequences when the bit rate is high.
7.2 Fast Algorithms for SVC
The high degree of scalability and superior coding efficiency of SVC are achieved at the
cost of significantly increased computational complexity. Many time-consuming encod-
ing tools are incorporated in SVC and they impose a considerable computational burden
on the SVC encoder. Therefore, it is desirable to design fast mode decision algorithms to al-
leviate the computational complexity of the encoder, while maintaining high compression
performance and coding efficiency. In chapters 4 and 5, two fast implementations, namely
a fast inter-frame and inter-layer mode decision algorithm and a hierarchical scheme for
fast mode selection are described.
7.2.1 Fast Inter-frame and Inter-layer Mode Decisions
SVC employs a multi-layer scheme to support scalabilities. In the spatial and quality en-
hancement layers, SVC incorporates inter-layer prediction mechanisms to complement
the H.264/AVC motion estimation and mode decision processes. Although inter-layer pre-
diction in SVC can significantly improve the coding efficiency of the enhancement layers,
the use of additional inter-layer prediction tools also imposes a considerable computa-
tional burden. In SVC, both the number of bits generated by a partition mode as well as the
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degree of distortion are taken into account when choosing the optimal coding mode for
each macroblock. For an enhancement layer, all the modes concerned with inter-frame
prediction, intra-frame prediction and inter-layer prediction are evaluated. The mode
with the minimum RD cost is selected as the best mode for the current macroblock. The
implementation of the mode selection process in the enhancement layers necessitates a
large amount of computational resources due to the requirements of motion estimation
and RDO. In particular, inter-layer residual prediction doubles the computational com-
plexity of the mode decision process in H.264/AVC. Inter-layer motion prediction also in-
creases the complexity of the motion estimation in mode evaluation process.
In order to reduce the computational requirements of the enhancement layers, several
fast mode decision approaches have been developed. In chapter 4, a fast inter-frame and
inter-layer mode decision algorithm is proposed for the SVC enhancement layers.
There is a common tendency that a macroblock with slow movement is more likely
to be best matched by one in the same resolution layer. However for a macroblock with
fast movement, motion estimation between layers is required. This property forms the
basis for the proposed simple but effective fast mode decision algorithm. Only a subset
of mode candidates is required to be evaluated, provided it can be determined in advance
whether the current macroblock is more suitable for inter-layer prediction or inter-frame
prediction, in other words, whether the current macroblock represents slow or fast motion.
The MVD between P-frames in each GOP is used to determine the video motion activity. It
can then be decided which prediction mode should be applied to the current macroblock,
inter-layer prediction or inter-frame prediction according to the degree of motion. A full
cycle of Lagrangian RDO can be avoided by discarding the least likely candidate modes.
The proposed fast algorithm [115] is implemented into the coding process of the JSVM
9.18 reference software recommended by JVT. The performance is evaluated using a set of
standard video test sequences with different degrees of motion activity and picture detail.
Each test sequence, comprising 150 frames, is processed with different Qp values ranging
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from 28 to 40. The simulation compares the performance with the standard JSVM imple-
mentation. The experimental results, shown by the RD relationship curves, indicate that
the proposed fast algorithm incurs a negligible PSNR degradation and an insignificant in-
crease in bit rate. In terms of speedup, the proposed fast implementation demonstrates a
time reduction over the JSVM of approximately 30% on average. In conclusion, the sim-
ulations show that the proposed fast algorithm achieves very similar coding performance
in terms of picture degradation and bit rate increase as that of the standard JSVM 9.18 im-
plementation, yet reduces the encoding time by up to 40%.
The proposed fast inter-frame and inter-layer mode decision algorithm exhibits the
following strengths:
1. Simplicity: MVD is the only parameter used to decide which block modes should be
examined, and it is easy to extract this information from the coded data. This supports
the goal of the research, namely to reduce computational complexity.
2. Effectiveness: The simulations show that, in all cases, encoding time is reduced signif-
icantly, yet there is negligible degradation in PSNR and insignificant increment in bit
rate.
The proposed algorithm also shows the following limitations:
1. A constant MAD threshold was used to categorise the video motion activity. It is prefer-
able to choose the optimum MAD threshold in an adaptive manner according to the
context.
2. Motion activity was employed as the only factor to speed up the encoding process in the
proposed fast algorithm. If other available information, such as inter-layer correlation
and spatial correlation were taken into consideration, it is expected that the computa-
tional requirements can be reduced further.
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7.2.2 Hierarchical Scheme for Fast Mode Selection
In chapter 5, a hierarchical fast mode decision process for the SVC extension of H.264/AVC
was described. Unlike existing fast algorithms, the proposed algorithm is robust, and it
makes full use of inter-layer, temporal and spatial correlation, as well as the texture infor-
mation of each macroblock. Consequently, it produces better results than existing best-
performing methods.
The proposed algorithm [116, 117] employs a coding structure comprising four hier-
archical levels. In each level of the structure, different strategies are triggered to discard
unlikely modes whilst retaining the most probable ones. In this way, RDO is performed
only for the most likely candidate modes, and the unnecessary computation of the un-
likely ones is avoided. The first level of the proposed algorithm relies on the strong mode
dependencies that exist between the base layer and the enhancement layer. The partition
mode of the corresponding macroblock in the base layer is used to refine the candidate
modes for the current macroblock in the enhancement layer. In the second level, the re-
duction of candidate modes depends on the general tendency that the best mode for the
current macroblock is very likely to be the same as its neighbours. The common obser-
vation that larger partition sizes are more suitable for homogeneous regions, and smaller
partition sizes are beneficial for detailed areas implicitly forms the basis for the third level
of the proposed coding algorithm. The last level identifies the amount of motion and then
chooses the subset of candidate modes to be evaluated. The reason for this is that regions
which contain slow motion and high spatial detail are most likely to be coded using an
inter-frame prediction mode.
The performance of the proposed fast scheme is compared to that of the standard
JSVM implementation. The performance is evaluated with Qp values ranging from 28
to 40 using various standard test sequences at different resolutions. When encoding the
QCIF/CIF video sequences, evaluation results show that the proposed scheme reduces the
encoding time by an average of 70.4% compared to the JSVM encoder. The coding ef-
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ficiency loss is negligible, as the PSNR loss is 0.02dB-0.10dB and the increase in bit rate
between 0.43% and 1.96%.
The simulations also compare the coding performance with the standard JSVM en-
coder when higher resolution images and more spatial layers are coded. The experimental
results confirm that the proposed algorithm consistently achieves a significant reduction
in computational complexity, while keeping nearly the same RD performance as the JSVM
encoder.
In addition to the JSVM encoder, the proposed algorithm is compared also with three
best performing fast mode decision algorithms under identical test conditions [90,93,94].
The comparisons demonstrate that the proposed algorithm consistently outperforms the
approaches previously proposed in terms of encoding time reduction. With regards to the
RD performance, the proposed fast algorithm produced a negligible increase in bit rate
and visually imperceptible decrease in PSNR.
Although the proposed fast algorithm provides the best results, it also has the following
limitations. It performs best for video sequences containing smooth movement and low
texture detail. Less significant encoding time reduction is obtained for sequences contain-
ing high motion and spatial detail, as the evaluation of somewhat more prediction modes
is required. Addressing this problem could form the basis of future research.
To conclude, the proposed scheme uses a considerable amount of information to im-
prove coding speed. Inter-layer correlation is exploited by reusing the partition mode of
the corresponding macroblock in the base layer. Spatial correlation is exploited by consid-
ering neighbouring macroblocks, and temporal correlation is used by consideration of the
MVD. Furthermore, the homogeneity of the macroblock is also measured. Each of these
factors is considered in the mode selection process, making the proposed method effective
and robust. This is largely true regardless of video sequence and coding conditions.
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Rate control is a very important part of any video coding system, and SVC is no exception.
Rate control enables the encoder to produce the output bitstream at a constant rate. The
rate control scheme allocates more bits for complex pictures to maintain acceptable pic-
ture quality and fewer bits for simple pictures. In this way, the quality of the video sequence
as a whole is maximised. The main purpose of rate control is to regulate the bitstream
according to the available bandwidth, a predefined buffer size, or the storage capability,
so that the video quality is maintained as high as possible. A well-designed rate control
scheme should achieve the target bit rate, transmission delay, and optimal picture quality
under various conditions. In chapter 6, the RD properties of the different SVC prediction
modes are analysed. A more accurate RD model is then proposed for the spatial enhance-
ment layer in SVC. Due to the bottom-up coding structure of SVC, some encoding results
of the base layer can be used to inform the coding of the enhancement layers. Therefore, a
new MAD prediction model for the spatial enhancement layer using the encoding results
from the base layer as a factor in the MAD prediction procedure is proposed.
In SVC, inter-layer prediction is utilised to improve the coding efficiency of the en-
hancement layers. However the rate control scheme in the JSVM software lacks consider-
ation of the implications of inter-layer prediction as it was designed for non-scalable video
encoders. From observation and analysis, macroblocks coded using inter-layer prediction
and those coded by intra-layer prediction have dissimilar statistical properties. This leads
to serious prediction errors in the RD model. Considering the influence of inter-layer pre-
diction, a two-part RD model is proposed. By applying the above model, a more accurate
Qp estimation is achieved, thus improving the coding efficiency.
In the quadratic RD model, the MAD value is required to estimate the Qp value, but it
can only be obtained after RDO where the Qp value is a necessary parameter. In the stan-
dard JSVM implementation, the MAD value of the current basic unit is predicted using the
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MAD value of the basic unit in the same position of the previous frame. In the encoding
process, the base layer is encoded first, followed by the enhancement layers. This leads to
the idea that some encoding results of the base layer can be used as a reference for encod-
ing the enhancement layers. A new MAD prediction model is developed that simultane-
ously considers the MAD from previous temporal frames and the reference frame in the
base layer. Due to the high dependency between layers, the encoder is made aware of the
abrupt changes of MAD in advance and promptly adjusts the MAD prediction to reduce
the prediction errors. In this way, the bits are allocated more appropriately and not only
is there an improvement in the rate control accuracy, but also an increase in the quality of
the reconstructed video.
The proposed rate control algorithm [118] is examined in terms of the MAD predic-
tion error, bit rate mismatch and RD performance. The simulation results indicate that
the proposed MAD prediction model reduces the MAD prediction error by an average of
43% compared with the JSVM implementation. The control accuracy of the proposed al-
gorithm is maintained to within 0.07% on average. Compared with the JSVM rate control
scheme, the proposed algorithm improves the average PSNR by up to 0.34dB or produces
an average saving in bit rate of up to 7.78%.
In conclusion, the proposed rate control algorithm significantly reduces the MAD pre-
diction error and achieves better coding performance in terms of picture quality and comp-
ression ratio compared to the JSVM implementation, yet maintains the bit rate mismatch
within a very low level.
7.4 Directions for Further Work
Further work could focus on the scalable extension of H.265/HEVC, more precisely, on fast
algorithms and rate control schemes for HEVC. HEVC is the latest video compression stan-
dard developed by the JCT-VC. The first version of HEVC was approved in January 2013.
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The popularity of HDTV (e.g. 1280×720 or 1920×1080 resolution) and the expected
popularity of UHDTV (e.g. 3840×2160 or 7680×4320 resolution) place greater demands
on coding efficiency than H.264/AVC. HEVC has been designed to meet all the applica-
tion requirements of H.264/AVC and with particular emphasis on two key issues: higher
picture resolution and the increased use of parallel processing architectures [38]. The next
generation of scalable video coding SHVC, built on HEVC, is under development and is ex-
pected to be finalised next year. There will be a continued drive to further improve coding
efficiency and to reduce computation complexity.
7.4.1 Fast Algorithms for HEVC
HEVC aims to achieve a significant improvement in compression performance relative
to the H.264/AVC standard. In particular, it aims to reduce the bit rate by half that of
H.264 while achieving equivalent perceptual video quality. This superior coding efficiency
is achieved at the expense of higher complexity. It is reported that the complexity of an
HEVC encoder is several times higher than that of an H.264/AVC encoder, if all advanced
encoding capabilities of HEVC are utilised. These features include a quadtree structure, in-
creased intra-coding directions, sophisticated interpolation filters, various in-loop filters,
and enhanced entropy coding schemes.
The significantly increased computational complexity makes real-time applications
with reasonable processing capability a critical obstacle to the use of HEVC. Consequently
there is a need for a fast HEVC encoder to be developed, ideally one which results in neg-
ligible loss in coding efficiency.
It is observed that a substantial encoding complexity increase occurs in the encoding
modules of intra picture prediction, motion compensation, and the transform. Compu-
tational complexity reduction of these encoding tools is expected to be an active research
area for the next few years.
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7.4.2 Rate Control for HEVC
Although HEVC was approved as an international standard in early 2013, little work has
been done to find a feasible and effective rate control scheme. The HEVC Test Model (HM)
is not currently equipped with a rate control module. Encoding HEVC video is different to
H.264/AVC because of the influence of the new HEVC coding tools, e.g. additional cod-
ing modes, quadtree structure, etc. It is reported that simply transplanting the H.264/AVC
rate control algorithm into HEVC results in a severe loss in coding efficiency. Thus a more
appropriate rate control scheme for HEVC is required. It may be possible to extend the
algorithm proposed in this thesis to make it appropriate for HEVC. However, several tech-
nical requirements have to be taken into consideration:
1. Would it improve the picture quality under the bit rate constraint?
2. Would the output bitstream match the target bit rate accurately?
3. Would full use of the encoding buffer be made, so that neither overflow nor underflow
takes place?
7.5 Concluding Remarks
This thesis initially compared the coding efficiency in coding high quality video using SVC,
Motion JPEG2000 and WSVC. Thus a thorough understanding of scalable video coding
was gained. Subsequently, the thesis details several improved algorithms for both coding
mode selection and rate control in SVC. In the mode selection chapters, the contribution
focuses mainly on the design of fast implementations for the SVC scalable video coding
standard. Chapters 4 and 5 analysed the additional computation imposed by the RDO
and inter-layer prediction. These two chapters also reviewed the research on fast intra-
coding, inter-coding, and inter-layer coding, and improvements for each coding scheme
were described. The performance of the proposed algorithms have been evaluated exten-
sively in terms of picture degradation, bit rate increment, rate distortion, and computa-
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tional speedup. Overall, the new hierarchical technique demonstrates the same coding
performance in terms of the picture quality and compression ratio as that of the JSVM im-
plementation, the SVC standard reference software, yet achieves a saving in encoding time
of up to 84%. This is true regardless of the video content and the coding conditions.
In chapter 6 rate control based on RD analysis of prediction modes was developed. The
statistical properties of macroblocks coded using inter-layer prediction and those coded
by intra-layer prediction were analysed in detail. A two-part RD model was then proposed.
In addition, the encoding results from the base layer were used to assist MAD prediction
in the enhancement layers, and a new MAD prediction model was developed. Overall, the
proposed rate control scheme was shown to achieve higher coding efficiency, namely a
coding gain of up to 0.34dB in PSNR and a saving of 7.78% in bit rate compared with the
default rate control method of SVC.
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