Scattering problems in periodic waveguides are interesting but challenging topics in mathematics, both theoretically and numerically. Due to the existence of eigenvalue, the unique solvability of such problems is not always guaranteed. To obtain a unique solution that is physically meaningful, the limiting absorption principle (LAP) is a commenly used method. LAP assumes that the limit of a family of solutions of scattering problems with absorbing material converges, as the absorbing parameter tends to 0, and the limit is the unique solution that is physically meaningful. It has been proved that LAP holds for periodic waveguides in [Hoa11], and we call the solution obtained from LAP the LAP solution. However, the formulations of LAP solutions from these theoretical results are still very complicated thus it is difficult to apply them to numerical simulations is still very challenging. In this paper, with the help of the Floquet-Bloch theory, we set up a simplified formulation for the LAP solution of scattering problems with an integral representation, when a "small enough" subset is exclueded for the choice of wave numbers. It is expected that an efficient numerical method could be established based on the simplified formulation. Another important topic for scattering problems in periodic waveguides is the spectrum decomposition on periodic operators. As far as we know, there is no such results and we have successfully established the spectrum decomposition of the operator, thus the operator is explicitly described by its eigenvalues and eigenfunctions, which are closely related to the Bloch wave solutions. Then the solution is also decomposed into the generalized eigenfunctions. This gives a better understanding of the structures of the solutions.
Introduction
In this paper, we consider the scattering problems in periodic waveguides. This topic is of great interest both in mathematics and in related Technologies, e.g., nano-technology. In recent years, several mathematicians have been working on this topic and many interesting results and numerical methods have been established. Different from scattering problems by Dirichlet periodic or rough surfaces (see [Kir93, Kir94, CWR96, CE10] ), the unique solvability no longer holds due to the existence of eigenvalues. Thus a proper radiation condition is required to guarantee the uniqueness and the Limiting Absorption Principle (LAP) is assumed to be true. A number of numerical methods have also been established based on LAP (see [JLF06, FJ09, SZ09, EHZ09, ESZ09] ). The key question of these methods is, if LAP really holds. It is proved in [Hoa11] by the study of resolvent that LAP holds for elliptic equations with periodic coefficients, and we also refer to [FJ15] with the help of eigenvalue decomposition of elliptic operator and [KL18b] by the study of singular perturbation of Fredholm operators. However, there are still some difficulties corresponds to this topic. First, although with the assumption that LAP holds, the numerical method is very complicated due to the approximation process. To established a numerical method without the approximation, we need to seek for a simplified representation for the LAP solution. Second, the structure of solutions is still unclear at present, so the further study of the scattering problems is still difficult. 
where ν is the normal outward vector, f is a function in L 2 (Ω). In this paper, we also assume that f is compactly supported.
Remark 1. The method in this paper may be extended to more generalized cases, such as more complicated periodic geometric structures or generalized elliptic partial differential equations. Here we only use the settings as an example to show how the method works.
It is well known that when the wave number k is positive, the problem (1)-(2) may not be uniquely solvable in H 1 loc (Ω) even for homogeneous media, due to the existence of eigenvalues. Thus a proper radiation condition is required to guarantee the well-posedness of this problem. A well known way is to adopt the Limiting Absorption Principle (LAP), i.e., to consider the limit of a family of solutions in absorbing media when the absorption parameter tends to zero. Given any ε > 0, consider the following damped Helmholtz equation with absorption: ∆u ε + (k 2 + iε)qu ε = f in Ω; (3) ∂u ε ∂ν = 0 on ∂Ω.
From Lax-Milgram theorem, the problem is uniquely solvable in H 1 (Ω). Moreover, the solution u ε decays exponentially when x 1 → ±∞ (see [JLF06] ). Then we consider the existence and behaviour of the limit of u ε when ε → 0 + . We are especially interested in the case that the problem is not uniquely solvable, when both theoretical analysis and numerical simulation are more complicated. For simplicity, we introduce the following operator:
defined in the domain D(A, Ω) := {u ∈ H 1 (Ω) : ∆u ∈ L 2 (Ω)}.
Let the spectrum of A be denoted by σ(A). Then the problem (1)-(2) is uniquely solvable in H 1 (Ω) if and only if k 2 / ∈ σ(A). Thus the spectrum of A plays an important role in the well-posedness of the problem (1)-(2). From the Floquet-Bloch theory, the spectrum of A is closely related to the so-called Bloch wave solutions, which will be introduced in the following section.
Spectrum properties of A
In this section, we introduce the Bloch wave solutions and the spectrum properties of operator A. The mathematical basis mainly comes from the Floquet-Bloch theory in [Kuc93] , and for more details we refer to [JLF06, ESZ09, FJ15] .
Bloch wave solutions
As q is 1-periodic with respect to x 1 , it is more convenient to consider problems defined in one periodic. Thus we defined the following periodic cells (see Figure 1 ): Ω 0 := (−1/2, 1/2] × Σ, and Ω j := Ω 0 + j 0 for any j ∈ Z.
Then Ω = ∪ j∈Z Ω j . Define Γ j = {−1/2 + j} × Σ for any j ∈ Z, thus the left and right boundaries of the cell Ω j are Γ j and Γ j+1 . Let ∂Ω j := ∂Ω ∩ Ω j . For simplicity, we assume that supp(f ) ⊂ Ω 0 .
For a complex number z ∈ C, define the quasi-periodic boundary condition as:
u| Γj+1 = z u| Γj , ∂u ∂x 1 Γj+1 = z ∂u ∂x 1 Γj , ∀j ∈ Z.
We define the subspace of H 1 (Ω 0 ) by:
Especially, the functions that satisfy (5) with z = 1 are periodic, and the subspace of periodic functions in H 1 (Ω 0 ) is denoted by H 1 per (Ω 0 ). We can also define the operator in the quasi-periodic domain, i.e.,
where D(A, Ω 0 ) is defined in the same way as D(A, Ω) by replacing Ω by Ω 0 . Let σ(A z ) be the spectrum of A z . A classical result from the Floquet-Bloch theory also shows that (see [Kuc93] ):
When the equation (k 2 I − A z )u = 0 has a nontrivial solution in D z (A, Ω 0 ), z is called a Floquet multiplier, and the corresponding non-trivial solution is called a Bloch wave solution. Let F be the collection of all the Floquet multipliers and UF = F ∩ S 1 (S 1 is the unit circle in C) be the set of all unit Floquet multipliers. We conclude some properties of the Floquet multipliers from [Kuc93, JLF06, EHZ09, FJ15, Kuc16]:
• z ∈ F if and only if z −1 ∈ F, thus z ∈ UF if and only if z = z −1 ∈ UF.
• From the Hologram unique continuity, 0 / ∈ F.
• The number of elements in UF is finite.
• Any z ∈ F is an isolated point of F, thus F is a countable set and the only accumulation points of F are 0 and ∞.
In this section, we only consider the case that |z| = 1, i.e., when z ∈ UF. This special case is very important for it corresponds to the so-called propagating modes. Then we consider cases with more generalized z ∈ F in the next section.
The dispersion diagram
From the property (7), to study the spectrum property of A, it is practical to consider the spectrum of the operator A z for the cell problem when |z| = 1. For simplicity, we replace z by α = −i log(z) where α ∈ (−π, π]. We also replace A z by A α in this section. Then (5) becomes
From the properties of the operator A α , for each fixed α, the spectrum of A α , denoted by σ(A α ), is a discrete subset of (0, ∞). By rearranging the order of the points in σ(A α ) properly, we could obtain a family of analytic functions {µ n (α) : n ∈ N} such that
Thus σ(A) = ∪ n∈N ∪ α∈(−π,π] {µ n (α)}. Moreover, lim n→∞ µ n (α) = ∞ for any α ∈ (−π, π]. For any µ n (α), there is also a corresponding family of eigenfunctions ψ n (·, α) ∈ D α (A, Ω 0 ) such that
Moreover, ϕ n (·, α) also depends analytically on α.
Remark 2. From Section 3.3 in [FJ15] , there is an important argument for the function µ n . As µ n is an analytic function, it is either constant or µ ′ n vanishes at finite number of points. However, the function µ n takes constant value if and only if A has a non empty point spectrum (the point spectrum of A is denoted by σ p (A)).
This assumption holds for several different cases, see [SW02, SS02] for 1D cases and see [BDE03, KF09] for 2D cases. We do not go into details, but just simply let σ p (A) = ∅. Thus for any n ∈ N, µ n is not a constant function.
For any fixed n ∈ N, the graph {(α, µ n (α)) : α ∈ (−π, π]} is called a dispersion curve, and the collection of all the dispersion curves composes the dispersion diagram. Following [ESZ09, EHZ09] , we first show the dispersion diagrams for two different examples in the waveguide Ω = R × (0, 1) ⊂ R 2 :
1. Example 1. q = 1 is a constant function in Ω, and its dispersion diagram is shown in Figure 2 (left).
The relationship between the quasi-periodic parameter α and the eigenvalue could be obtained analytically:
2. Example 2. q = 9 in a disk with center (0, 0.5) and radius 0.3 and q = 1 outside the disk. In this case, the functions µ n could no longer be obtained analytically. We compute the eigenvalues with the help of the finite element method and the dispersion diagram is shown in Figure 2 (right). The calculations are carried out by the finite element method based on regular triangle meshes in the periodic cell Ω 0 with the largest mesh size 0.005. Although we only show examples in two-dimensional periodic waveguides, it is easily extended to the three dimensional cases. The value k 2 lies either in a stop band or in a pass band. When k 2 lies in a pass band, from (7), there is at least one α ∈ (−π, π] such that there is an α-quasi-periodic function ψ satisfies A α ψ = k 2 ψ. This function is also a non-trivial solution to the original problem (1)-(2) for f = 0, and it is called a "propagating Floquet mode". When k 2 lies in a stop band, there is no propagating mode and the scattring problem (1)-(2) has a unique solution in H 1 (Ω). The case when k 2 lies in a pass band is particularly interesting and challenging, to study this case, we have to discuss more about the propagating Floquet modes.
Propagating Floquet modes
Following the notations in [FJ15] , let the function µ n (α) be the n-th analytic function that represents the relationship between the eigenvalue and α, then the corresponding eigenfunctions ψ n (·, α) are propagating Floquet modes.
For any fixed k 2 ∈ σ(A), then there is at least one α ∈ (−π, π] such that k 2 ∈ σ(A α ). Thus the set
is not empty. From the definition of UF, it has the representation as:
The points in P could be divided into the following three classes:
is propagating from the left to the right;
• when µ ′ n (α) < 0, then ψ n (·, α) is propagating from the right to the left;
Based on the above classification, we define the following three sets:
Remark 3. It is possible that there are two different m, n ∈ N such that µ m (α) = µ n (α) = k 2 , i.e., two dispersion curves may have an intersection at (α, k 2 ). In this case, α is treated as two different elements.
As F is symmetric, we claim that the sets P ± are symmetric also.
Lemma 4 (Theorem 4, [FJ15] ). α ∈ P + if and only if −α ∈ P − .
As the limiting absorption principle fails when the set P 0 is not empty, we will assume that the following assumption holds.
Assumption 5. Assume that in this paper, P 0 = ∅.
The assumption is reasonable as the set k > 0 : P 0 = ∅ is "small enough". Actually, the set is countable with at most one acccumulation point at ∞ (see Theorem 5, [FJ15] ).
In our later proof of the limiting absorption principle, we also have to avoid the cases when P + ∩ P − is not empty. Luckily, with the similar method used in the proof of Theorem 5 in [FJ15] , we can also prove that this set is discrete in the following lemma.
Lemma 6. The set k ∈ R + : P + ∩ P − = ∅ is countable, and it has at most one accumulation point at ∞.
Proof. Assume that the set has a bounded accumulation point k 0 ∈ R + , i.e., there is a sequence k n such that
Thus the sequence has a monotones subsequence which also converges to k 0 . Without loss of generality, we assume that the subsequence is monotonically decreasing and is still denoted by k n , i.e.,
This implies that for any n ∈ N, there is a pair (i n , j n ) ∈ N × N such that
, there should be a subsequences of pairs (i n , j n ) such that i n = i 0 and j n = j 0 where i 0 and j 0 are two constant positive integers. Still denote the subsequence with index n, then for any n ∈ N, there is an α n ∈ (−π, π] such that
then there is a sequence α n ∈ (−π, π] such that
As µ i0 and µ j0 are both analytic functions, µ is analytic as well. Thus either µ is a constant function equals to 0, or α n = α 0 except for a finite number of n's. For the first case, µ ′ (α) = 0 for any α n , which contradicts with
For the second case, suppose there is an N >> 1 such that α n = α 0 for any n ≥ N , then µ i0 (α n ) = µ j0 (α n ) = k From the lemma above, the set k > 0 : P + ∩ P − = ∅ is so "small" that it is reasonable that we can ignore the case k belongs to this set. Thus we make the following assumption.
Assumption 7. In this paper, we choose k such that P + ∩ P − = ∅.
With Assumption 5 and 7, when α ∈ (−π, π] is an element in P , the propagating mode corresponds to α either travels to the left or to the right. This implies that the propagating modes that travels to the left and right are "separated".
Variational form of Bloch wave solutions
From the previous sections, the Bloch wave solutions are crucial for the study of the scattering problems. It is more convenient to study the problems with the help of the variational formulation. In this section, we consider variational formulation for the following quasi-periodic problems for any z ∈ C \ {0} with right hand side f z ∈ H −1 z (Ω 0 ) and depends analytically on z:
We seek for the solution u z of (9)-(10) in the domain L 2 (Ω 0 ). First, we transform the problem into one fixed function space H 1 per (Ω 0 ). Define the operator
where z lies in the branch cutting off along the negative real axis (denoted by R ≤0 := (−∞, 0] × {0} ⊂ C) such that log(z) is a single valued analytic function in this branch. More explicitly, let the branch be defined as C × := {z ∈ C \ {0} : −π < arg(z) ≤ π}, where arg(z) is the argument of the complex number z. From classical calculation and the Green's formula, we could obtain the variational formulation to the periodic problem, i.e., to find
where ·, · is the inner product defined in
Now we focus on the invertibility of the operator of I − K z . First, K z is compact and depends analytically on z ∈ C \ R ≤0 . Especially, when z ∈ S 1 , the operator K z is self-adjoint. Thus the left hand side in (11) defines an analytic family of Fredholm operators I − K z . First, we recall the following Analytic Fredholm Theory.
Theorem 8 (Theorem VI.14, [RS80] ). Let D be an open connected subset in C, X be a Hilbert space, and T : D → L(X) be an operator valued analytic function such that T (z) is compact for each z ∈ D. Then either
−1 does not exist for any z ∈ D, or
is meromorphic in D and analytic in D \ S. The residues at the poles are finite rank operators, and if z ∈ S, then T (z)ϕ = ϕ has a nonzero solution in X.
The existence and regularity of the inverse of I − K z with respect to z ∈ C × is concluded in the following theorem.
Theorem 9. For any fixed k ∈ C with Re (k) > 0 and Im (k) ≥ 0, I − K z is invertible for z ∈ C × \ F. The inverse operator depends analytically on z in C × \ F and meromorphically on z in C × .
Proof. From the fact that UF is a finite set, (I − K z ) −1 exists for all z ∈ S 1 except for the finite set. From the analytic Fredholm theory, there is a discrete set S ⊂ C × depends on k such that I − K z is invertible. The analytic dependence of z comes from the perturbation theory.
We only need to prove that S = F. Suppose there is a z ∈ S \ F, then with f = 0, there is a nontrivial
It contradicts with the assumption that z ∈ S \ F. Suppose there is a z ∈ F \ S, then there is a ψ ∈ H 1 z (Ω 0 ) that satisfies (18) z ψ) = 0, so z ∈ S, it contradicts with z ∈ F \ S. Thus S = F. The proof is finished.
Remark 10. As was shown in the second section, 0 / ∈ F, thus k 2 I − A 0 is invertible. However, from the definition of K z (or equivalently B z ), it is not defined when z = 0 as it is the branch piont of the logarithm function. Actually, it is the only accumulation point of F except for the infinity.
On the other hand, as the problem k 2 I − A z has a unique solution when z / ∈ C \ F, u z is a single-valued function. This implies that the value of u z does not depend on the branch where z lies in. Thus it could be extended to an analytic function in C \ (F ∪ {0}). Then the dependence of the solution u z of the problem (9)-(10) on z could be concluded in the following theorem.
At the end of this section, we discuss the distribution of the set F. When k 2 ∈ σ(A), the set UF is not empty. We define three subsets of UF from the definition of P ± and P 0 by:
. From the definitions of P ± , when z ∈ S 0 + , the corresponding propagating Floquet mode is propagating to the right; while when z ∈ S 0 − , the corresponding propagating Floquet mode is propagating to the left. See Figure 3 for the unit Floquet multipliers in both α-and z-space. The eigenfunction corresponding to z ∈ S 0 + (resp. z ∈ S 0 − ) is propagating from the left to the right (resp. from the right to the left). We can also define the subsets of F \ UF as follows:
The Bloch wave solution corresponds to z ∈ RS is evanescent while the one corresponds to z ∈ LS is anti-evanescent. Moreover, set
Remark 12. We conclude the properties of the sets RS, LS and S 0 ± from the properties of F as follows: • From the first property of F and Lemma 4, the sets S 0 + and S 0 − , RS and LS are symmetric, i.e.,
This also implies that
• When Assumption 5 is satisfied,
Lemma 13. Let k > 0. There is a τ > 0 such that RS ∈ B(0, exp(−τ )) and LS ∈ C \ B(0, exp(τ )).
Proof. When k 2 / ∈ σ(A), the result is obtained simply from the perturbation theory and Heine-Borel theorem. If k 2 ∈ σ(A), UF = ∅ is a finite set. Let UF = {z 1 , . . . , z N }. As the set F is discrete, for any n = 1, . . . , N , there is a δ n > 0 such that B(z n , δ n ) ∩ F = {z n }. From the perturbation theory, for any
Thus RS ∈ B(0, exp(−τ )) and LS ∈ C \ B(0, exp(τ )). The proof is finished.
5 Floquet-Bloch transform and its application
Floquet-Bloch transform
The Floquet-Bloch trasnform is a very important tool in the analysis of scattering problems in periodic waveguides, see [KL18a, KL18b, FJ15] . The most popular form of the Floquet-Bloch transform appears in papers is based on the Fourier series (see [Lec17, KL18a, KL18b, FJ15] ). However, in the book [Kuc93] , the transform is defined based on the Laurent series and we follow this definition in this paper. First, we recall the definition of the Laurent series:
Then the Laurent series is defined as
Define the Region of Convergence (ROC) as the domain in C such that the series (13) converges and is an analytic function, the coefficients are obtained by
where C is a counterclockwise closed path encircling the origin lies in ROC. Then we extend the Laurent series to the periodic domain, i.e., for a function u defined in Ω = ∪ n∈Z Ω n , define the series
The ROC of the series (15) is not empty if and only if ϕ decays exponentially with the rate γ, i.e., there is a γ > 0 and C > 0 such that u satisfies
In this case, it is easy to check that the ROC is an annulus
Moreover, the function (F ϕ)(z, x) depends analytically on z ∈ T γ . It is also easy to check that the transformed function (F ϕ)(z, ·) is quasi-periodic (i.e., it satisfies (5)). We conclude the mapping properties of the operator F in Sobolev spaces when z ∈ S 1 the following proposition.
Proposition 15. The operator F has the following properties when z lies on the unit circle S 1 (see [Lec17, Kuc16] ):
where
• F ϕ depends analytically on z, if and only if ϕ decays exponentially at the infinity.
Remark 16. Suppose the function ϕ(z, x) satisfies ϕ(z, ·) ∈ S(X) for any fixed z (where S(X) is a Sobolev space defined in the domain X). Then ϕ depends analytically on z in an open domain U ⊂ C if for any fixed z 0 ∈ U , the expansion
holds uniformly in B(z 0 , δ) for a small enough δ > 0.
When the variable z is fixed on S 1 , we replace z by exp(iα) with α ∈ (−π, π], the F has the form of the Floquet-Bloch transform defined in [Lec17, KL18a, KL18b, FJ15] . Let (J ϕ)(α, x) be the transform defined by
Then its inverse transform has the following representation (see [Lec17, Kuc16] )
Note that if we replace exp(iα) by z, then
With this result, we can obtain the following result when ψ(z, x) depends analytically on z in a neighbourhood of S 1 .
Theorem 17. Given ψ(z, x) := (F ϕ)(z, x) for some ϕ ∈ H s (Ω) and satisfies (16) for some γ > 0, the inverse operator F is given by:
where C is a counter-clockwise closed path encircling the origin lies in T γ . Moreover, when C is the unit circle S 1 , the inverse transform has exactly the same form with J −1 .
Remark 18. Note that the form of the inverse Floquet-Bloch transform F has the same form of (14).
5.2 Application of the Floquet-Bloch transform: when k 2 / ∈ σ(A)
In this section, we apply the Floquet-Bloch transform F to the scattering problem (1)-(2), when k 2 / ∈ σ(A). The following cases are what we are particularly interested in:
When either of the two conditions is satisfied, the problem (1)- (2) is uniquely solvable (see [FJ15] ). As f is compactly supported and k 2 / ∈ σ(A), the problem (1)-(2) has a unique solution u ∈ H 1 (Ω). Moreover, u decays exponentially, i.e., u satisfies (16) for some C > 0 and γ > 0. We define the FloquetBloch transform w(z, x) := (F u)(z, x), then the transformed field is well-defined and depends analytically on z in T γ . It is also easy to check that for all z ∈ T γ , and for any fixed
Note that the source term comes from F (z, x) = f (x) for any z ∈ T γ . From the result of the inverse Floquet-Bloch transform, we could represent the solution of the original problem as:
where C is a curve encircling 0 and lies in T γ . From the representation of the solution in Theorem 20, the solution u of (1)-(2) could be obtained from the curve integration of its Floquet-Bloch transformed field w(z, ·), which is just a family of solutions of cell problems (18)-(19). On the other hand, from Theorem 11, when z ∈ C \ F, the problem (18)-(19) is uniquely solvable in H 1 z (Ω 0 ), and w(z, ·) depends analytically on z ∈ C \ (F ∪ {0}) and meromorphically on z ∈ C \ {0}. Thus w(z, ·) exists for z even outside the ROC of the Floquet-Bloch transform of u. Thus we could completely forget the Floquet-Bloch transform process and only focus on the relationship between the waveguide problem (1)-(2) and the cell problem (18)-(19). Moreover, as k 2 / ∈ σ(A), UF = ∅. It is easy to check that F ∩ T γ = ∅. From the analytic continuation, we could obtain the following result.
Theorem 19. When k 2 / ∈ σ(A), the Floquet-Bloch transform (F u)(z, x) could be extended to an analytic function in C \ (F ∪ {0}) by the solution w(z, x) of (9)-(10). Moreover, the function is meromorphic in C \ {0} with poles at F.
From the Cauchy integral theorem, we obtain the following integral representation of the solution u.
Theorem 20. Suppose k 2 / ∈ σ(A). Suppose w(z, ·) is the solution of (9)-(10), then it exists for z ∈ C \ F. Then the solution of (1)-(2) could be written as
where C ⊂ C is a counter-clockwise closed path encircling all the points in RS and not encircling any point in LS.
Remark 21. In this section, we build up a relationship between the unbounded problem (1)-(2) and the cell problem (9)-(10). Although the Floquet-Bloch transform only exists in T γ , the curve C could be chosen such that some parts of C lies in the exterior of T γ . This implies that we could consider the problems (1)-(2) and (9)-(10) separately, i.e., the problem (9)- (10) is not necessarily the Floquet-Bloch transform of (1)-(2) but an independent problem.
In this section, we have applied the Floquet-Bloch transform to the case that k 2 / ∈ σ(A), and obtain the integral representation of the solution in Theorem 20. In the next section, we will focus on the more complicated case that k 2 ∈ σ(A).
Limiting absorption principle
In this section, we consider the case that the the scattering problem (1)-(2) has propagating modes, i.e., k 2 ∈ σ(A). To consider the limiting absorption principle, first we have to consider the damped Helmholtz equation (3)-(4), i.e., to replace k 2 by k 2 + iε for any ε > 0. With the same process of the last section, we introduce the corresponding quasi-periodic problems:
Similar to the definition of K z and B z , we denote the operators with k 2 + iε by K ε z and B ε z . From [Kat95] , the poles of the operator (I − B z ) −1 depends continuously on ε. First, we study the distribution of the poles when ε > 0 is small enough.
Distribution of poles of the dampled Helmholtz equations
From the result of the Floquet-Bloch theory (see [Kuc93, FJ15] ), k 2 ∈ σ(A) implies that UF = ∅, i.e., there is at least one z ∈ UF such that k 2 is an eigenvalue of A z . As both of S Remark 22. In this section, we always require that Assumption 5 and 7 are satisfied. Actually, Assumption 7 is not always necessary for LAP. In [FJ15] and [KL18b] , LAP has been proved in different ways without this assumption (maybe with other assumptions anyway). However, as we aim to obtain the "clear" integral representation, we have to make this assumption. If one considers the case that P + ∩ P − = ∅, one may either refer to the two references, or find the answer by the end of this paper.
From the continuous dependence of poles, for any z ± j ∈ F with j ∈ N, there is a continuous function Z ± j (ε), such that {Z + j (ε), Z − j (ε) : j ∈ N} are exactly the set of all poles with respect to k 2 + iε. Moreover,
For simplicity, we define the sets
The following lemma shows the asymptotic behaviour of Z ± j (ε) as ε → 0 where j = 1, 2, . . . , N , i.e., Z ± j (ε) ∈ S 0 ± (ε). For simplicity, let α(ε) = α j for an α j ∈ P + .
From the perturbation theory, the function µ n could be extended to an analytic function for α in a small enough neighbourhood of (−π, π] × {0}, then there is an integer n such that
Differentiate the two functions Z + j and µ n , and let ε = 0, then
Thus for ε > 0 small enough, Z
The case for Z − j is proved in the same way, thus is omitted here.
From this lemma, we have found out the behaviour of the curves Z For the points in RS(ε) or LS(ε), we could also estimate their distributions for small enough ε > 0 in the following lemma.
Lemma 24. Suppose RS ⊂ B(0, exp(−τ )) for some τ > 0 and LS ⊂ C \ B(0, exp(τ )). When ε > 0 is small enough, Z + j (ε) ∈ B(0, exp(−τ 1 )) and Z − j (ε) ∈ C \ B(0, exp(τ 1 )) for any j ≥ N + 1, where τ 1 takes any fixed value in (0, τ ).
Proof. Suppose that there is a monotonically decreasing sequence ε 1 > ε 2 > · · · > ε n > · · · > 0 with lim n→∞ ε n = 0, such that for any n ∈ N, there is an integer j n ≥ N + 1 such that Z + jn (ε n ) lies in C \ B(0, exp(−τ 1 )). For each j n , Z + jn (ε) is a continuous function with respect to ε. As Z + jn (0) = z + jn lies in B(0, exp(−τ )), there is at least one ε * n ∈ (0, ε n ) such that Z + jn (ε * n ) = exp(−τ 2 ), where τ 2 = (τ 1 , τ ). Then lim n→∞ ε * n = 0. As there are no poles lies on ∂B(0, exp(−τ 2 )), for any z 0 ∈ ∂B(0, exp(−τ 2 )), there is a δ z0 > 0 and c z0 > 0 such that I − B ε z is invertible when z ∈ B(z 0 , δ z0 ) and ε ∈ (−c z0 , c z0 ). As ∂B(0, exp(−τ 2 )) ⊂ ∪ z0∈∂B(0,exp(−τ2) B(z 0 , δ z0 ), from Heine-Borel theorem, there are finite number of z 0 's, i.e., z 1 , z 2 , . . . , z M such that ∂B(0, exp(−τ 2 )) ⊂ ∪ M m=1 B(z m , δ zm ). Let ε * = min{c z1 , . . . , c zM }, then I − B ε z is invertible when z ∈ ∂B(0, exp(−τ 2 )) and ε ∈ (−ε * , ε * ). As lim n→∞ ε * n = 0, when n ∈ N is large enough, ε * n ∈ (0, ε * ).
However, Z + jn (ε * n ) is a pole of I − B ε * n z , which contradicts with the result that I − B ε z is invertible with z ∈ ∂B(0, exp(−τ 2 )) and ε ∈ (−ε * , ε * ). Thus when ε > 0 is small enough, Z + j (ε) ∈ B(0, exp(−τ 1 )). With the same technique, we can also prove that Z − j (ε) ∈ C \ B(0, exp(τ 1 )). The proof is finished.
From Lemma 23 and 24, for ε > 0 small enough, the sets S 0 ± (ε) and RS(ε), RS(ε) have th following properties:
Moreover, any point in S 0 + (ε) approaches the unit circle from the interior of B(0, 1), and any point in S 0 − (ε) from the exterior of B(0, 1). When ε is small enough, RS(ε) lies in a ball with center 0 and radius smaller than one, while LS(ε) lies in the exterior of a larger ball with center 0 and radius larger than one.
Integral representation of the LAP solution
Now we are prepared to consider the LAP solution of (1)-(2) when k 2 ∈ σ(A). From Theorem 20, the solution u ε (∀ ε > 0) of the dampled problem (3)-(4) could be represented by the curve integral:
But when ε → 0 + , the integral becomes irregular, for there will be poles on S 1 . From Theorem 20, we are aimed to find out a proper curve C to replace the unit circle such that the function w ε (z, x) is well-posed and converges uniformly when ε → 0.
From the properties of the sets S 0 ± (ε), RS(ε) and LS(ε), we are able to replace S 1 by a proper curve C 0 . The following is the method to define C 0 .
Definition 25. Let the piecewise analytic curve C 0 be defined by the boundary of the following domain :
The parameter δ > 0 is chosen such that the following conditions are satisfied:
• The intersection of any two balls B(z ± j , δ) and B(z ± ℓ , δ) when j = ℓ is empty.
the balls do not contain any point in RS ∪ LS.
We refer to Figure 4 for visualization of the choice of C 0 for the example when n = 1, k 2 = 3π 2 .
Remark 26. We are able to find the parameter δ such that the first condition is satisfied under Assumption 7, while the second condition is satisfied from Lemma 13.
Thus from Lemma 23 and 24, there is a C = C(δ) > 0 such that
From the choice of the curve C 0 , the interior of the symmetric difference of B δ and B(0, 1) is
As for small enough ε > 0, (I − B ε z ) −1 has no poles in this domain, then from Cauchy integral theorem, u ε has the equivalent formulation
Theorem 27. When ε > 0 is small enough, the function w ε (z, x) depends piecewise analytically on z in C 0 and is uniformly bounded with respect to ε. Moreover,
uniformly for z. Proof. From the choice of C 0 , I − B z is invertible for any z ∈ C 0 and the w(z, ·) is uniformly bounded in H 1 (Ω 0 ). From the perturbation theory and the Heine-Borel theorem, I − B ε z is invertible for any z ∈ C 0 when ε is small enough. The inverse operator is uniformly bounded due to the perturbation theory. Moreover, as C 0 is piecewise analytic, the function w(z, ·) is piecewise analytic as well. The limit of w ε (z, ·) is proved by the continuity with respect to ε. The proof is finished.
With the above result, we can easily obtain the following integral representation of the solution u of (1)-(2) from the limiting absorption principle.
Theorem 28. Suppose Assumption 5 and 7 are satisfied. C 0 is chosen as is shown above. Given any f ∈ L 2 (Ω 0 ) and compactly supported and u ε ∈ H 1 (Ω) is the unique solution of (3)-(4). Then
where u has the integral representation
Moreover, for any n ∈ Z, there is a constant C = C(n) > 0 such that
Proof. From Lemma 27, w ε (z, ·) is uniformly bounded with respect to ε and converges to w(z, ·). Then from the Lebesgue's Dominated Convergence theorem, we can easily exchange the limit and integral, thus (23) is proved. From the uniform boundedness of the operator (I − B z ) −1 , the functions w(z, ·) are also uniformly bounded in the sense of H 1 (Ω 0 ). Thus (24) is proved for any fixed n ∈ Z. The proof is finished.
We can also replace C 0 by any closed curve that lies in the neighbourhood of C 0 and enclose zero and all poles in S + (see Figure 4) . The left curve is C 0 , and the right is a choice of C. Thus
Now we have already withdrawn the LAP process and formulate the LAP solution directly from solutions of cell problems (18)-(19). This may provide a nice formulation for the numerical scheme without the approximation by the solutions of damped Helmholtz equations. However, we still need to know the dispersion diagram to decide the curve C 0 or C. In the rest of this section, we study some properties of the LAP solutions.
Properties of LAP solutions
Let the LAP solution of (1)- (2) with source f ∈ L 2 (Ω 0 ) by u(f ). From previous analysis, it has the following representation:
Let u ε (f ) ∈ H 1 (Ω) be the solution (3)-(4) with some ε > 0, and u(f ) be the LAP solution. Then from Theorem 28,
To study the properties of U, we have to introduce the following integrals first. Define
where g ∈ L 2 (Ω 0 ) with its compact support in Ω 0 . We can also define the operators that depend on ε:
Lemma 29. Suppose u(f ) and u(g) be LAP solutions of (1)-(2) with source f, g ∈ L 2 (Ω 0 ), then I 0 (f, g) = I 1 (f, g) = 0.
Proof. We first consider integral I ε 1 (f, g). As both the solutions u ε (f ) and u ε (g) satisfy the Helmholtz equation ∆u + (k 2 + iε)qu = 0 in Ω 1 , use the Green's formula,
ds . Use the Green's formula again in Ω 2 , . . . , Ω n−1 , then
for any integer n ≥ 2. From the exponential decay of both functions u ε (f ) and u ε (g), I
ε 1 (f, g) = 0. As u(f ) and u(g) are LAP solutions,
We can prove with the same technique that I ε 0 (f, g) = I 0 (f, g) = 0. The proof is finished.
Then we are prepared to prove the density of the space U in the following lemma.
Lemma 30. The space U is dense in H 1 (Ω 0 ).
Proof. Suppose the set U is not dense in
Let u(ϕ) be the solution of (3)-(4) with the source ϕ, then use the result in Lemma 29,
This implies that u(ϕ) = 0 in Ω 0 . Thus ϕ = 0 in L 2 (Ω 0 ). So the set U is dense in H 1 (Ω 0 ). The proof is finished.
In the following theorem, we prove that U not only is dense in, but also equals to H 1 (Ω 0 ).
Theorem 31. The space U is closed, thus U = H 1 (Ω 0 ).
Proof. Suppose there is a sequence {f
To prove that U is closed, we have to
Multiply the Helmholtz equation with ϕ where ϕ is any function in C ∞ 0 (Ω 0 ), and apply the Green's formula, then
Thus there is a constant C = max{k 2 q ∞ , 1} such that
This implies that
is also a Cauchy sequence in H 1 (Ω 0 ). As the space
From the choice of f m and f n , for any
From the fact that
This implies that any function in H 1 (Ω 0 ) is an LAP solution of (1)-(2) with some f ∈ L 2 (Ω 0 ). Define the sets
then the following corollary is a direct result from Theorem 31 and the trace theorem.
Corollary 32.
With these results, we could consider the following scattering problems in half-waveguides.
Half-guide problem and radiation condition
In this part, we extend integral representation (25) to solutions of scattering problems in a half guide Figure 5) , i.e., to find the LAP solution u + ∈ H 1 loc (Ω + ) such that it satisfies
In this part, we still assume that Assumption 5 and 7 hold. Let u + (ε) be the one associated with k 2 + iε for any ε > 0, then from the Lax-Milgram theorem again, there is a unique solution u + (ε) ∈ H 1 (Ω + ) that decays exponentially at the infinity. The solution u + which we are looking for, is the limit of u + (ε) as ε → 0. In the following, we also let Theorem 33. There is at most one LAP solution for any fixed ϕ ∈ H 1/2 (Γ).
Proof. Suppose for a ϕ ∈ H 1/2 (Γ), there are two different LAP solutions u 1 and u 2 . Let u 0 := u 1 − u 2 , then it is a LAP solution that satisfies ∆u 0 + k 2 qu 0 = 0 in Ω + ; u 0 = 0 on Γ 1 .
As u 0 is an LAP solution, it is the limit of u ε 0 satisfies
From the unique solvability of damped Helmholtz equations, u ε 0 = 0 as long as ε > 0. Thus u 0 = 0, which contradicts with u 1 = u 2 . The proof is finished.
So we have proved that for any ϕ ∈ H 1/2 (Γ 1 ), there is a unique LAP solution u + ∈ H 1 loc (Ω + ) such that it satisfies the equation (26). Moreover, the unique LAP solution to the half-guide problem (26) could be represented by the form (25). Although the choice of f may be multiple, the solution is still unique. On the other hand, the LAP solution u(f ) is an extension of the LAP solution u + of (26) to the LAP solution of (1)-(2). As the choice of f may be multiple, there are multiple ways for the extension.
Remark 34. In this paper, we only show the integral representation of LAP solutions of the half guide problem (26). We do not discuss the continuous dependence of the LAP solution on the boundary value ϕ in this paper, but it could be proved with the method introduced in Section 5, [KL18b] , with the result in Theorem 28.
Remark 35. From the analysis of half-guide problems, we can also treat more complicated cases in the similar way, for example, the conjunction of two or more different periodic half-guides, or locally perturbed periodic wave-guides.
With the help of half-guide problem, we can conclude the radiation condition as the end of this section.
Definition 36 (Radiation condition). A solution of (26) u ∈ H 1 loc (Ω + ) satisfies the radiation condition if there is an f ∈ L 2 (Ω 0 ) such that
where C is chosen by the criteria in Definition 25.
From the uniqueness and existence of LAP solutions, there is a unique solution of (26) that satisfies the radiation solution. This result is easily extended to full-guide problem (1)-(2). From the analysis of the full-guide problems, there is also a unique solution that satisfies the radiation condition.
Spectrum Decomposition of periodic operators
To have a better understanding of the LAP solutions, we introduce the following operators:
then with the help of a shift operator, R ± : X → X are two bounded operators. Furthermore,
As the analysis of R + and R − are exactly the same, we only consider the operator R + . In this section, we consider the spectrum decomposition of the operator R + . It has been conjectured and already been used in numerical simulations in [JLF06] that the generalized eigenfunctions of the boundary opertor R + form a complete set in L 2 (Γ 1 ). Now we are able to prove that the conjecture is true. We recall two properties of the boundary operators defined in [JLF06] . In that paper, the first result was shown for the operator with k 2 is replaced by k 2 + iε, but it is easily extended to ε = 0 from the limiting absorption principle. These results are easily extended from boundary operators and domain operators.
Theorem 37. The operator R + has the following properties:
• R ± is bounded from H 1/2 (Γ j ) to H 1/2+δ (Γ j+1 ) with some δ > 0 and j ≥ 1, thus it is a compact operator form X to X.
• The spectral radius ̺ (R ± ) ≤ 1.
In this section, we consider the spectrum decomposition of the operators R + . However, at present we are only able to consider the case when d = 1, i.e., in two dimensional space. Thus Σ is an interval, for simplicity, let Σ = [0, 1].
Remark 38. In this section, to carry out the analysis based on (25), we still have to assume that both Assumption 5 and 7 holds. However, Assumption 7 is not always necessary, and we will discuss the case without this assumption at the end of this section.
Generalized residue theorem and application
From the representation (25), as w(z, ·) is meromorphic with respect to z in the interior of C except for {0}, it is conjectured that the residue theorem is available for the curve integral. However, as the number of poles that lie in the interior of C is infinite and {0} is the only accumulation point, classic residue theorem is not available for it only works when the number of poles is finite. In this section, we prove that the residue theorem could be extended to infinite number of poles when certain conditions are satisfied. We call the extension as the Generalized Residue Theorem.
Theorem 39 (Generalized Residue Theorem). Suppose D is a simply connected open domain in C. Suppose f (z) is a meromorphic function in D \ {z 0 }, where z 0 is a point lies in D. Moreover, z 0 is not a pole of f but it is the only accumulation point of poles {z j : j ∈ N}. If there is a series {r n } satisfies (see Figure 6 )
such that f (z) does not have poles when |z − z 0 | = r n and
then the following integral formula holds:
Proof. When z 0 / ∈ D 0 , the result is obtained directly from classic residue theorem, thus we only consider the case that z 0 ∈ D 0 .
As z 0 is the only accumulation point of {z j : j ∈ N}, the number of poles in
As z 0 is the only accumulation point of poles,
Apply the classic residue theorem to the domain with boundary ∂D 0 and ∂B(z 0 , r n ), then
As the integral
f (z) dz → 0 as n → ∞, the series j∈N: zj ∈Dn Res(f (z), z = z j ) is uniformly bounded as n → ∞. As
as n → ∞, the equation (27) is proved. The proof is finished.
Then we the generalized residue theorem to the integral (25) on the closed curve C. Recall the integral representation of u in (25), i.e.,
we need to know the distribution of poles, i.e., the points in S + , in the interior of C. As z + j → 0 as j → ∞, 0 is the only accumulation point of the poles. From Theorem 39, we only need to find a strictly decreasing series {r ℓ } ∞ ℓ=1 satisfies that r ℓ → 0, such that the integral
Before the estimation of I(r ℓ ), we need a classical Minkowski integral inequality.
Lemma 40 (Theorem 202, [HLP88] ). Suppose (S 1 , µ 1 ) and (S 2 , µ 2 ) are two measure spaces and F : S 1 × S 2 → R is measurable. Then the following inequality holds for any p ≥ 1 S2 S1
1/p dµ 1 (y). 
Now we are prepared to consider the integral I(r ℓ ). Let ε ℓ := ℓ 2 + (ℓ + 1) 2 −1/4 , then
. We can write the integral I(r ℓ ) as two parts (see Figure 6 ):
From (29), using Lemma 40, the L 2 (Ω 0 )-norm of the first term is bounded by
as ℓ → ∞, with any fixed integer n ≥ 1. For the second term, we use (28) and Lemma 40 again,
The proof is finished.
With the above preparations, we have finally arrived at the following theorem.
Proof. The proof of (30) comes directly from Theorem 39 and Lemma 41.
We can also extend the result in Theorem 42 to the case when n ≤ −1. We can not apply the generalized residue theorem directly, as in this case, the singularity at 0 is much more complicated. To deal with this problem, we consider the generalized residue theorem in the exterior of C, with the only accumulation point of poles at the infintiy. The main idea is to find a series {r ℓ } ∞ ℓ=1 satisfies
such that no poles lie on |z| = r ℓ and I(r ℓ ) → 0 as ℓ → ∞. Then we can prove that
where D 0 is the subset of C in the exterior of C. Apply the result in Theorem 42 again, we can finally obtain the formulation
From Theorem 42, the solution is decomposed into the combination of residues of the function w(z, x) at the poles distribute in the interior (exterior) of the curve C. Especially, the function u in Ω 1 has the representation
In the next section, we discuss the structure of the residue Res w(z, x), z = z + j , for any j ∈ N.
7.2 Eigenvalue decomposition of the operator R + From the last section, the solution u has been written as the decompostion of residues at poles z (18)- (19), and study the property of this function. For simplicity, define the operator
where p is a polynomial, f ∈ H 1 (Ω 0 ) is obtained from (??) and the space P(C,
As any function in this space depends continuously on z, we can defined the norm in this space by
Then L j is bounded from P(C, L 2 (Ω 0 )) to X. Then we define the following space
is the solution of (18)-(19) . From Theorem 8, E + j is a finite dimensional space. Let the trace operator Υ : H 1 (Ω 0 ) → H 1/2 (Γ 1 ), and ΥE + j be the space of all the functions in E + j that restricted on the boundary Γ 1 . Remark 43. Although the operator L j , which comes from generalized residue theorem directly, is defined for f only depends on x, we can simply extend the definition of the operator in the space for functions with the form of p(z)f (x), where f ∈ L 2 (Ω 0 ) and p(z) is a polynomial.
From Corollary 32,
Then we study the property of the space E + j . As w(z, x) Γj+1 = zw(z, x) Γj , we have
Denote the m-th power of R + by R +,m , then it satisfies
From the analysis above, we can conclude the following result.
Lemma 44. Let p(z) be a polynomial of z with arbitary positive degree. Then
With this lemma, we are prepared to study the structure of the set E + j .
Theorem 45. For any j ∈ N, z + j ∈ S + is an eigenvalue of R + . Moreover, any non-zero element in ΥE + j is a generalized eigenfunction of R + associated with the eigenvalue z + j , and ΥE + j is an invariant subspace of the operator R + .
Proof. As z + j ∈ F for any j ∈ N, it is an eigenvalue of R + as there is a Bloch wave solution corresponds to z 
where M > 0 is a positive integer and B ℓ is bounded and the series converges in the punctured neighbourhood of z + j , denoted byB(z + j , δ j ) where δ j > 0 is sufficiently small. From Lemma 44,
Thus for the integrand (I
j is a removable singularity, from the residue theorem, the integral equals to 0. Thus
implies that ΥL j (p(z)f ) is a generalized eigenfunction of R + associated with the eigenvalue z Then we have the following decomposition.
Corollary 47. The space X has the following form and R + has the Jordan normal form in the space j∈N N (R + − z
Now we have proved that the generalized eigenfunctions of R + form a complete set in X. We can also conclude the same results for R − . This result implies that any LAP solution is composed by finite number of propagating modes (elements in E ± j for j = 1, 2, . . . , N ), and infintiy number of evanescent modes (elemtns in E ± j for j = N + 1, N + 2, . . . ). Note that this coincides with Corollary 4.7 in [KL18b] .
Decomposition of LAP solutions
With the help of the spectrum decomposition of R + , we would like to discuss the decomposition of the LAP solution with the help of the spectrum decomposition. As As (I − B z ) −1 exists and is uniformly bounded for |z − z + j | = δ j , there is a C > 0 such that
Then for any n ≥ 1, from Lemma 40, The result could be easily extended to the H 1 -norm. Thus we conclude the result in the following theorem.
Theorem 48. For any j ∈ N, given a small enough δ > 0, there is a constant C = C(δ) > 0 such that u j H 1 (Ωn) ≤ C δ + z + j n−1 .
Thus for any z + j ∈ RS, u j decays exponentially when x 1 → ∞.
From the theorem above, we know that the modes u j for j ≥ N + 1 are evanescent for |z + j | < 1 uniformly. Then we only need to discuss the modes with respect to z Similar from the arguments in [KL18b] , as the Riesz number of I − B z is one,
Thus L j f is a non-trivial solution of (18)-(19) with z = z + j and f = 0. Thus it is a Bloch wave solution corresponds to z + j , which is also an eigenfunction of A z + j with the eigenvalue k 2 . From the periodicity of the structure, the solution is extended quasi-periodically into a Bloch wave solution in any periodic cell Ω n for n ≥ 1. The result is concluded as follows. Now we are able to consider the case that Assumption 7 does not hold. Suppose S 0 + ∩ S 0 − = ∅. We still use the same notation u, u ε , w, w ε , then u ε (x 1 + n, x 2 ) = 1 2πi S 1 w ε (z, x)z n−1 dz .
We consider the limit ε → 0 + . Suppose z 0 is the only element in the set S 
