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La demanda por materiales cada vez más resistentes, más livianos y con mejor respuesta 
frente solicitudes relacionadas con ambientes extremos como altas temperaturas y altos 
niveles de oxidación y desgaste, ha motivado en las últimas décadas, un gran número de 
investigaciones tanto teóricas como experimentales en el campo de los materiales nano-
estructurados. 
La perspectiva de lograr su síntesis en volumen y de esta forma potenciar sus aplicaciones 
como elementos estructurales en el diseño y construcción de reactores nucleares, compuertas 
en dispositivos electrónicos, componentes refractarios, implantes biodegradables y en el 
tratamiento de residuos tóxicos, por mencionar algunos ejemplos, es una de las motivaciones 
por la cual materiales como la aleación de Hierro - Cromo (Fe − Cr) y el Óxido de Magnesio 
(MgO), se han convertido en objeto de estudio de la ciencia de materiales moderna. Ya sea 
desde el punto de vista de la materia condensada como de las ciencias de la tierra.  
Considerando la importancia de sus múltiples potenciales aplicaciones, este trabajo está 
orientado a: 𝑖) la modelación computacional a escala atómica, mediante el método de la 
Dinámica Molecular (MD) clásica, de dos materiales nano-cristalinos, uno de ellos metálico 
(aleación de Hierro Cromo Fe − Cr) y otro iónico (Oxido de Magnesio MgO), sometidos a 
distintos regímenes de carga (tensión simple uniaxial para el Fe − Cr e indentación para el 
MgO y 𝑖𝑖) caracterizar ambos procesos y de esta forma poder dilucidar los mecanismos 
físicos subyacentes, que definen los índices mecánicos de resistencia en ambos materiales. 
Para ello, se proponen e implementan metodologías computacionales, fundamentadas en 
consideraciones puramente geométricas, cuya aplicación en el estudio de la estructura y la 
plasticidad de materiales nano-estructurados, garantizan resultados confiables apoyados en 
el tratamiento directo de observables mecánicos, en el espacio real. Estas metodologías 
incluyen 𝑖) el análisis de la deformación plástica global que experimenta un espécimen sujeto 
a diferentes condiciones de carga con base en la respuesta local, en términos de la distorsión 
y/o los cambios en el volumen que experimente de la celda de Wigner-Seitz de cada átomo; 
𝑖𝑖) una aproximación para calcular el tensor Lagrangiano de la deformación unitaria local y 
𝑖𝑖𝑖) una aproximación para calcular el tensor de esfuerzos locales de Cauchy. 
La funcionabilidad de las metodologías propuestas en este trabajo, se ilustra mediante la 
descripción de la respuesta mecánica de especímenes de Fe − Cr mono y poli-cristalino a 
escala nano-métrica sometidos a tensión simple uniaxial y de especímenes de MgO mono-
cristalino sometidos a pruebas de nano-indentación. 
Es pertinente señalar que el procedimiento seguido para la verificación de la transferibilidad 
del potencial elegido para estudiar la aleación Fe − Cr, permitió calcular cantidades como la 
energía de cohesión (𝐸𝑐), la constante de red (𝑎0), las constantes elásticas (𝐶𝑖𝑗) y el módulo 
de dilatación volumétrico (𝛽) para ambos materiales en su fase monocristalina. Se demuestra 
en este trabajo que, salvo  𝐶12 y 𝛽 para el Cr, el resto de valores calculados presentan 
desviaciones muy pequeñas con respecto los valores experimentales y teóricos 




De otro lado, teniendo en cuenta que la orientación de este trabajo apunta al estudio de la 
deformación en materiales a escala nano-métrica y que las dislocaciones constituyen el 
mecanismo físico por excelencia para explicar el fenómeno de la deformación en materiales 
cristalinos, se presenta un procedimiento en el que se describe, como se detectan y 
evolucionan estos defectos en la aleación Fe − Cr. Estas simulaciones muestran que incluso 
antes de la aplicación de la carga, el espécimen presenta una densidad de dislocaciones que 
cambia de manera no homogénea con la deformación y que se manifiestan tanto intra e 
inter-granularmente, como en las fronteras de los mismos, dependiendo del porcentaje de 
deformación. Los resultados obtenidos, se contrastan con los resultados provenientes de la 
evaluación de los cuantificadores geométricos anteriormente expuestos.  
El análisis de los resultados referentes a la deformación plástica en la aleación Fe − Cr, 
utilizando las metodologías desarrolladas en este trabajo, demuestran que la deformación se 
acomoda tanto por distorsión como por efectos asociados a cambios en el volumen local, 
siendo el primero el que contribuye en mayor medida al proceso; que la deformación por 
distorsión es la que prima en las primeras etapas del proceso de carga y que la deformación 
por efectos hidrostáticos se manifiesta con un cierto retaso comparada con la deformación 
por distorsión y que además que los efectos de la deformación hidrostática están relacionados 
con zonas afines con las fronteras de grano, mientras que la deformación por distorsión se 
manifiesta de manera significativa, tanto en  zonas afines con las fronteras de grano, como 
con zonas constituidas por átomos ubicados al interior de los mismos. De igual forma los 
resultados permiten dilucidar que la resistencia del material y ciertas manifestaciones de esta 
en procesos como el ablandamiento y el endurecimiento por deformación que se presentan 
etapas específicas del proceso de carga, está mediada la dinámica intrínseca de las 
dislocaciones y su interacción las estructuras internas del espécimen como los granos y las 
fronteras de grano.  
En cuanto al comportamiento del MgO, se demuestra en este trabajo que: 𝑖) existe una 
marcada tendencia de la ocurrencia de la falla en el material a valores más pequeños de la 
deformación unitaria, cuando aumenta el tamaño del espécimen, es decir el espécimen más 
pequeño presenta mayor resistencia y puede soportar esfuerzos cortantes mayores; 𝑖𝑖) 
independientemente del tamaño del espécimen y del porcentaje de deformación, los 
mecanismos responsables de la deformación por distorsión priman sobre los responsables de 
la deformación asociados al cambio en el volumen local; 𝑖𝑖𝑖) existe una marcada tendencia 
en cuanto a la influencia del tamaño del espécimen y la forma como el material manifiesta 
su resistencia a fluencia; 𝑖𝑣) los valores más grandes del esfuerzo asociados a ambos 
invariantes, deviatorico e hidrostático, se registran en la zona central del área de contacto y 
en la zona inmediatamente por debajo del indentador, sin embargo se manifiestan 
concentradores de esfuerzos en las esquinas del espécimen, siendo las inferiores donde las 
inestabilidades se nuclean más rápidamente 𝑣) con el aumento en el tamaño del espécimen,  
el rango de valores de la componente tangencial del esfuerzo aumenta, demostrando de esta 
forma  que en el espécimen más grande,  existen más  dominios en los que pueden nuclearse 
inestabilidades,  cuando  eventualmente  el  sistema,  se  someta  a  esfuerzos  cortantes y 𝑣𝑖) 
las observaciones anteriores permitieron concluir que en efecto, a escala nano-métrica, el 
tamaño del espécimen es un factor a tomar en cuenta cuando estudia el comportamiento 




Los resultados expuestos en este trabajo relacionados con las propiedades mecánicas y los 
mecanismos de deformación de los dos materiales estudiados se justifican en términos de la 
naturaleza de las interacciones entre los átomos que los constituyen (idealizados como 
partículas), la geometría de las celdas unitarias cristalográficas que los definen y la naturaleza 
de los procesos de carga a los que fueron sometidos.   
Aportes de esta disertación 
 
En la presente disertación, se han investigado propiedades estructurales y mecánicas de dos 
materiales nano-estructurados: una aleación metálica (Fe − Cr) y otro iónico (MgO), con 
diferentes estructuras cristalinas y sometidos a altas ratas de deformación, mediante 
simulaciones computacionales basadas en dinámica molecular clásica. Para este efecto se 
han desarrollado e implementado nuevas metodologías computacionales basadas en 
conceptos provenientes de la geometría discreta y la mecánica de medios continuos, 
orientadas al análisis de los resultados provenientes de dichas simulaciones. 
En términos generales, los aportes más significativos de la presente disertación, son los 
siguientes. 
1. La generación de códigos usando computación en paralelo, para la creación de 
especímenes nano-estructurados con estructuras cristalina cúbica centrada en las caras (fcc) 
y/o cúbica centrada en el cuerpo (bcc). Para el caso concreto de la aleación Fe − Cr (bcc), el 
procedimiento permite crear especímenes con tamaño, número de grano, y porcentaje de Cr, 
deseado. 
2. La creación de cuantificadores para la deformación y la distribución de interna de tensiones 
basados en conceptos provenientes de la geometría discreta (teoremas de Voronoi y la 
teselación de Delaunay), para el cálculo, en sistemas atómicos, de aproximaciones de los 
tensores de deformación unitaria de Green-Lagrange y el de esfuerzos de Cauchy. 
3. Una metodología computacional basada en el concepto de la celda de Wigner-Seitz, para 
estudiar la deformación en sistemas atómicos en el espacio real. 
Los procedimientos mencionados, se utilizan en el presente trabajo para estudiar la respuesta 
mecánica de los sistemas estudiados, al ser sometidos a dos condiciones de carga específicas: 
la aleación Fe − Cr a tensión simple uniaxial en la dirección 〈1,0,0〉 y el MgO a indentación, 
en la dirección 〈0,0,1〉. Como un caso especial, algunas de estas metodologías fueron 
aplicadas en el estudio de la respuesta mecánica de tres especímenes de MgO en la 
configuración que marca el inicio de la deformación plástica, para determinar los efectos del 
tamaño del espécimen sobre los índices mecánicos del material.   
Se espera que el presente trabajo contribuya a la comprensión de los mecanismos de 
deformación en materiales nano-estructurados y que en particular, las nuevas metodologías 
aquí propuestas e implementadas, complementen las herramientas con las que se cuenta 









Los materiales nano-cristalinos (NC) son materiales naturales o manufacturados que poseen 
cualquier dimensión exterior o su estructura interna definida en la escala nano-métrica 
(dimensiones aproximadas entre 1nm y 100nm). Los materiales NC se caracterizan por tener 
una o varias fases cuyo tamaño de grano promedio (𝑑) es menor que 100nm, (𝑑 < 100nm), 
en al menos una dimensión [1,2]. Su estudio, como una de las principales actividades en la 
ciencia de materiales moderna, se inicia con los trabajos de Gleiter [3], en los que se 
presentan como excelentes candidatos para: 𝑖) la investigación de fenómenos inducidos por 
la escala de longitud y 𝑖𝑖) las aplicaciones tecnológicas fundamentadas en el control de la 
estructura a nivel atómico a través del diseño de materiales [3-8]. 
Numerosas investigaciones en el campo de los sólidos NC han demostrado que a esta escala, 
algunos metales exhiben propiedades significativamente superiores a las de sus contrapartes 
caracterizadas por tamaños de grano más grandes. Ejemplos de estas propiedades son 
resistencia mecánica muy alta y manifestaciones de súper-elasticidad [9,15]. Se ha 
demostrado también que a esta escala, los materiales cerámicos manifiestan ductilidad y que 
los recubrimientos con materiales NC favorecen la resistencia al desgaste y a la corrosión 
[9,15]. Este comportamiento ha potenciado una gran variedad de aplicaciones que van desde 
su uso como elementos estructurales en el diseño construcción de reactores nucleares, como 
es el caso de las aleaciones de Fe − Cr, hasta componentes de dispositivos electrónicos o 
implantes biodegradables como en el caso del MgO. Se ha hipotetizado que las propiedades 
mecánicas significativamente superiores exhibidas por los materiales NC son en gran parte, 
el resultado de los mecanismos relevantes de la deformación plástica, que se presentan 
cuando el tamaño de grano es pequeño [9,15]. 
Es sabido que la deformación plástica en los metales nano-estructurados se origina en gran 
medida en la compleja interacción entre las fronteras de grano y las dislocaciones. Sin 
embargo, a pesar de que los materiales nano-estructurados han sido estudiados intensiva y 
extensivamente desde su síntesis en volumen “bulk”, hace aproximadamente 20 años [3], los 
mecanismos fundamentales subyacentes de dicha interacción, aún no han sido totalmente 
expuestos [16]. De esta forma, muchos de los desafíos teóricos y experimentales que afronta 
la ciencia de materiales hoy día, incluyen identificar y cuantificar los mecanismos de 
deformación, para tratar de esclarecer la influencia de las transformaciones estructurales en 
la deformación plástica, y entender el papel de las fronteras de grano en estos procesos 
irreversibles. 
El interés en las propiedades mecánicas de los materiales NC se ha incrementado 
notablemente  en los últimos años y su entendimiento es atribuible en gran medida, al acceso 
a sistemas de cómputo más robustos que favorecen la implementación de modelos numéricos 
cada vez más realistas. La simulación computacional ha evolucionado hasta convertirse en 
el  tercer pilar de la investigación junto con la experimentación y la teoría. Las razones para 




relativamente baratas para la computación en paralelo [17,18] y de almacenamiento de datos, 
nuevas capacidades de visualización [19-21], el desarrollo de potentes algoritmos que 
aprovechan al máximo de estos avances en el hardware, avances en las metodologías de 
simulación y la aparición de potenciales de interacción relativamente simples que describen 
de manera más fiel la naturaleza del enlace químico y las propiedades mecánico-cuánticas 
de sistemas formados por millones de átomos [22-26]. Estos potenciales de interacción han 
aumentado la confiabilidad en los resultados obtenidos a partir de las simulaciones 
atomísticas hasta el punto de facilitar y guiar el trabajo de los científicos experimentalistas 
en casos en los cuales los experimentos son muy costosos y difíciles de implementar. La 
técnica computacional que ha marcado el progreso sustancial en la comprensión de la 
deformación plástica en materiales NC ha sido las simulaciones basadas en Dinámica 
Molecular (DM) [28-31]. Una de las razones que motiva este trabajo es seguir construyendo 
este camino, proponiendo metodologías para calcular observables mecánicos provenientes 
de la mecánica de medios continuos, tales como los tensores de esfuerzos y deformación 
unitaria en sistemas discretos como los materiales NC, y utilizar esta información para 
eventualmente ayudar a dilucidar la física de los mecanismos que definen sus extraordinarias 
propiedades mecánicas y gobiernan los procesos de deformación plástica. Con esta propuesta 
se espera poder contribuir en el desarrollo y mejoramiento de relaciones constitutivas, que 
puedan ser implementadas con cierto grado de precisión, en el análisis de los procesos de la 
deformación plástica a una escala macro de aleaciones metálicas y cerámicas. Se espera 
además poder brindar a la comunidad científica en este campo, la posibilidad de acceder a 
información clara, que les haga más expedito el proceso para crear nuevos materiales 
destinados a satisfacer solicitudes concretas. 
 
1.2. Deformación plástica en materiales 𝐍𝐂 
Los materiales NC, están siendo investigados activamente, motivados en gran parte por sus 
propiedades mecánicas notablemente superiores, entre las cuales se incluyen, un aumento en 
la resistencia y la dureza, mejora en la tenacidad; las cuales los posicionan como candidatos 
para un gran número de aplicaciones tecnológicas, siempre y cuando se puedan superar 
barreras tales como la capacidad de procesamiento y los costos de producción. Sin embargo, 
existen también muchas preguntas a la espera de respuestas. Los mecanismos subyacentes 
que definen el comportamiento mecánico y la deformación plástica de los materiales NC no 
están completamente definidos y son aún un tema de estudio. Dado que la identificación de 
los mecanismos de deformación es importante para controlar y optimizar las propiedades 
mecánicas de los materiales NC, y con ello potenciar sus eventuales aplicaciones, su estudio 
no solamente se convierte en un reto, sino en una necesidad. 
En lo que sigue se presenta, un resumen de los hallazgos más importantes de la amplia gama 
de mecanismos que pueden jugar un papel en el comportamiento de los materiales NC. Dado 
que los dos materiales objeto de estudio en este trabajo son ejemplos típicos de metales (Fe −
Cr) y cerámicos (MgO) ambos con estructura en la escala nano-métrica, el problema se 
aborda de manera independiente, la primera parte de esta sección estará dedicada a los 






1.2.1 Deformación plástica en metales NC 
Es bien sabido que a diferencia de sus homólogos convencionales con tamaño de grano (𝑑 >
1μm), en los que los mecanismos de deformación están mediados en gran proporción por el 
movimiento e interacción de las dislocaciones, en los metales NC se ha podido identificar 
que la deformación plástica este mediada por otros fenómenos como el deslizamiento en las 
fronteras de grano (GBs), la rotación de los granos, la dinámica inter granular cooperativa, la 
formación de fallas por apilamiento originadas por el movimiento de las dislocaciones 
parciales, el hermanamiento (twining en inglés)  y por supuesto, la interacción entre ellos [8  
3, 9, 11]. Todos estos fenómenos en general son consecuencia de la mayor fracción de 
volumen disponible en las fronteras de grano. La caracterización de estos procesos ha sido 
posible en gran medida por los estudios teóricos llevados a cabo utilizando simulaciones 
computacionales basadas en dinámica molecular clásica y de primeros principios [28,29 
31,32];  los cuales incluyen como una parte importante del proceso, los métodos utilizados 
para construcción de las nano-estructuras utilizadas en las simulaciones [25, 33 - 42].  
Dos de los hechos más importantes asociados con el comportamiento mecánico de los 
metales NC lo constituyen, el llamado comportamiento de Hall & Petch [43,44] y el 
comportamiento inverso de Hall & Petch [46]. El primero establece que el esfuerzo de 
fluencia (𝜎𝑦) aumenta linealmente con el inverso de √𝑑, mientras que el segundo establece 
que para un tamaño de grano crítico 10𝑛𝑚 < 𝑑 < 15𝑛𝑚, los metales NC empiezan a 
experimentar una disminución, también lineal en 𝜎𝑦. Ambos comportamientos son de interés 
desde el punto de vista científico y de las aplicaciones tecnológicas, ya que están definidos 
por los mecanismos que median la deformación plástica [42-54]. 
Schiotz y Jacobsen [55] a partir de simulaciones del proceso de deformación del cobre NC, 
con tamaño de grano promedio 𝑑 ≈ 5𝑛𝑚, muestran que, para tamaños de grano pequeño, el 
material experimenta una tendencia al ablandamiento, en concordancia con las observaciones 
experimentales. Las simulaciones confirman que la deformación plástica en la región Hall-
Petch inversa se produce principalmente por el deslizamiento de las fronteras de grano con 
una influencia mínima del movimiento de las dislocaciones. Mediante una serie de 
simulaciones basadas en MD a gran escala, de la deformación del Nickel (Ni) y el Cobre (Cu) 
NC con tamaño de grano en el rango 3.5nm < 𝑑 < 12nm,  Van Swygenhoven et al. [56] 
establecieron que para 𝑑 < 10nm, la deformación se produce principalmente por 
deslizamiento de las fronteras de grano con una tasa de deformación que aumentaba con la 
disminución del tamaño de grano y para 𝑑 mayores, la deformación se produce por una 
combinación de movimientos de las dislocaciones y de las fronteras de grano. En las 
simulaciones siguientes [57], caracterizaron detalladamente los mecanismos responsables 
del acomodamiento de la deformación, la cual incluye tanto el movimiento de un solo átomo, 
como el movimiento correlacionado de varios de ellos, así como también la migración del 
volumen libre asistido por el esfuerzo. Mediante estudios de estructuras en forma de 
columnas, Yamakov, Wolf et al. [58] describen detalladamente la deformación plástica en 
Aluminio (Al), observando la emisión de las dislocaciones parciales que se forman en las 
fronteras de grano y en las uniones triples (triple junctions en inglés), véase la figura 1. Las 
simulaciones también muestran que estas estructuras pueden ser reabsorbidas después 




de que en sistemas de este tipo, las dislocaciones no son observadas experimentalmente 
después de retirar las tensiones externas. 
 
Figura 1. Ilustración de una unión triple (triple junctions en inglés) en un espécimen policristalino. 
Las líneas coloreadas en rojo, verde y azul representan las fronteras de grano de los granos 
𝐺1, 𝐺2 𝑦 𝐺3 que confluyen en la unión triple representada por el punto gris con borde blanco. 
 
Van Swygenhoven et al., [59] con base en los resultados obtenidos a partir de simulaciones 
de Ni, Cu y Al NC y Yamakov et al., [60] con base en los resultados obtenidos a partir de 
simulaciones de Al con estructura en forma de columna concluyen que, cerca del tamaño de 
grano en el que la deformación plástica pasa, de ser mediada por el movimiento de las 
dislocaciones, a ser mediada por el deslizamiento de las fronteras de grano, dislocaciones 
individuales pueden atravesar los nano-granos  cuando la muestra está sometida a tensión. 
Concluyeron también que, cuando no se produce la emisión de una dislocación parcial, se 
forma una falla por apilamiento intrínseco a lo ancho del nano-grano y que aparentemente, 
la formación de una frontera de grano con energía de un bajo orden, impulsa la emisión de 
una dislocación completa y anula la falla por apilamiento resultante. 
Más recientemente Farkas y Curtin [61], han examinado detalladamente los mecanismos 
responsables de la emisión de dislocaciones en Ni NC con estructura de columna y 4nm <
𝑑 < 20nm. Estos autores han reportado que las dislocaciones son emitidas desde las 
estructuras tipo dislocación preexistente, que son inherentes a las fronteras de grano, y que 
el número de dislocaciones emitidas por unidad de longitud se satura cuando el tamaño de 
grano aumenta. Bajo el supuesto que las dislocaciones no pueden ser emitidas desde 
distancias muy pequeñas de las uniones triples, los autores fueron capaces de reproducir las 
densidades de dislocaciones observadas en las simulaciones. 
Usando simulaciones a gran escala basadas en MD, Hasnaoui et al., estudiaron la 
deformación del Ni NC  con granos orientados al azar y tamaño medio 𝑑 = 6nm  [62]. Las 
simulaciones revelaron la existencia de movimiento inter granular cooperativo en forma de 
bandas locales de cortantes que se extienden a través de múltiples granos.  Los autores 
reportaron tres mecanismos que contribuían a la formación de estas bandas: la migración de 
los granos mediada por el deslizamiento de las fronteras alineadas con planos de cortante 
complementario; la reorientación de los granos vecinos separados por fronteras con bajo 
ángulo; y el deslizamiento de las dislocaciones al interior de los granos. De igual forma 
también reportaron que estructuras especiales de fronteras de grano conocidas como 




oponían resistencia al deslizamiento, dichas estructuras crean puntos  alrededor de los cuales 
los granos circundantes se deforman y para crear las bandas de cortantes y propusieron que 
este movimiento cooperativo entre los granos es el responsable de la ceración de los nano-
poros formados en la superficie de fractura de los metales NC y observados 
experimentalmente [63,64]. 
Farkas et al., [65,66] han llevado a cabo extensas simulaciones de propagación de grietas en 
metales NC orientadas a comprender los procesos de fatiga y fractura, además de propiedades 
mecánicas como la tenacidad. Estas simulaciones han revelado mecanismos de propagación 
de grietas que tienen características similares a la respuesta plástica de las muestras 
discutidas anteriormente, y también algunas diferencias que resultan de la presencia de la 
punta de la grieta. Por ejemplo, en simulaciones de níquel NC con un tamaño de grano medio 
𝑑 = 10nm, demostraron que la propagación de grietas en el modo I, se produce por 
descohesión intra granular mediada por un mecanismo que implica la coalescencia de los 
nano-poros que se forman en el frente de la grieta [65]. Además, se observa deformación 
plástica derivada de dislocaciones completas y parciales en los granos vecinos. 
De acuerdo con lo expuesto por Dao en [10], los mecanismos de deformación relacionados 
con las fuentes de Frank-Read1 intragranular y el endurecimiento del bosque de dislocaciones 
(forest dislocation hardening en inglés)2, que son los más frecuentes en materiales cristalinos 
convencionales (escala microscópica), no operan de manera eficaz en materiales NC. A esta 
escala los procesos dominantes son aquellos mediados por la interacción entre las 
dislocaciones parciales (o las perfectas) con las fronteras de grano. Sólo una pequeña 
cantidad de plasticidad puede ser acumulada a través de procesos asociados con el 
deslizamiento/cizallamiento de las fronteras de grano. Estos nuevos avances motivaron la 
aparición de modelos analíticos mecanicistas y cuantitativos y de mecanismos basados 
cálculos constitutivos provenientes de la mecánica de medios continuos, que pueden capturar 
de manera realista las mediciones experimentales y la dependencia del tamaño de grano del 
comportamiento esfuerzo deformación, sensibilidad a la rata de deformación incluso el límite 
de ductilidad. 
Pese a la gran cantidad de trabajo tanto teórico como experimental en el campo de la 
deformación de los materiales NC, aún existen muchos interrogantes por resolver. Se citan a 
continuación algunas de las más relevantes: 𝑖) es importante verificar que las observaciones  
obtenidas mediante microscopía de transmisión electrónica (TEM) in situ o ex situ en 
                                                          
1 Cuando un cristal se deforma, para que se produzca el deslizamiento, deben generarse dislocaciones 
en el material. En ciencia de los materiales, una fuente Frank-Read es un mecanismo que explica la 
generación de múltiples dislocaciones en planos específicos bien separados conocidos como planos 
de deslizamiento, cuando los cristales experimentan deformación.  
2 El endurecimiento del bosque de dislocaciones (forest dislocation hardening en inglés) es un modelo 
que explica la deformación plástica de los materiales a escala nano-métrica, en términos de la 
interacción de las dislocaciones, cuya existencia se asume de antemano. De acuerdo con este modelo, 
la dureza de un material se interpreta como el incremento en el esfuerzo cortante requerido, para 
mover una dislocación a través de un “bosque” de dislocaciones, como una función de la densidad 





materiales NC, son realmente procesos en volumen (bulk en inglés); 𝑖𝑖) las simulaciones 
basadas en MD son necesarias para entender detalladamente los procesos de deformación 
asociados con el hermanamiento (twins en inglés) de las fronteras de grano en materiales NC;  
𝑖𝑖𝑖) falta aún desarrollar modelos detallados de fatiga y fractura basados en mecánica para 
materiales NC, similares a los utilizados ampliamente en materiales a escala macroscípica y 
en aplicaciones ingenieriles; 𝑖𝑣) sigue siendo un reto el desarrollo de modelos basados en 
mecanismos que pueden capturar detalladamente las características de las fronteras de grano 
(GBs), fronteras de grano con ángulos diferentes, defectos preexistentes, átomos intersticiales 
diferentes a los de la composición química, etc.); 𝑣) No existe aún una descripción 
cuantitativa de la deformación debida al hermanamiento de las fronteras de grano (twining 
en inglés) en materiales NC; 𝑣𝑖) Se necesitan modelos más definitivos y rigurosos para 
describir la dinámica del crecimiento de grano durante la deformación y 𝑣𝑖𝑖) Se deben 
desarrollar modelos constitutivos que puedan guiar cuantitativamente los experimentos para 
la optimización de las propiedades mecánicas. 
 
1.2.2 Deformación plástica en aleaciones Fe-Cr NC 
Las aleaciones basadas en Fe son ampliamente utilizadas en la industria nuclear como 
materiales estructurales usados en el diseño y construcción de reactores de fusión nuclear 
[67-69]; y las aleaciones binarias Fe − Cr son de especial interés porque no se produce 
transmutación nuclear en sus elementos constituyentes cuando es irradiado con neutrones 
[70,71]. Sin embargo, la exposición a ambientes extremos, conduce a una severa degradación 
de sus propiedades mecánicas del material, comprometiendo de esta forma la vida de servicio 
y la confiabilidad de los componentes. Para remediar esta dificultad es necesario entender 
completamente la formación y evolución de los defectos a nano escala, que dicha exposición 
da lugar,  y como ellos  afectan las propiedades mecánicas macroscópicas que gobiernan el 
rendimiento y la fiabilidad del componente. Existe una gran cantidad de trabajos tanto 
teóricos como experimentales orientados a la investigación de las propiedades mecánicas y 
el entendimiento de los mecanismos subyacentes, asociados con los efectos de la radiación 
sobre las aleaciones  de Fe − Cr, véase por ejemplo las referencias [73-85]. 
El tema de la movilidad de las dislocaciones y su relación con los mecanismos de 
deformación plástica en metales NC ferríticos, ha sido abordado entre otros por Gilbert, 
Queyreau et al., [86] quienes derivaron relaciones analíticas para describir este fenómeno en 
las dislocaciones de tornillo en 𝛼Fe. Estas relaciones han sido usadas en el marco de la 
dinámica de dislocaciones (DD) por Zbib, de La Rubia et al., [87] quienes proponen que la 
movilidad de las dislocaciones de tornillo puede calcularse como una fracción de la 
movilidad de las dislocaciones de borde. De igual forma, Mastorakos et al., [88, 89] llevaron 
a cabo simulaciones de DM con muestras de aleaciones de Fe con varias concentraciones de 
Ni y Cr para determinar que el mecanismo de deformación más importante en estructuras 
cristalinas bcc, es el movimiento de las dislocaciones de tornillo, y que el papel de las 
dislocaciones borde no es del todo insignificante. Otros  resultados similares obtenidos de 
simulaciones de DM relacionados con la movilidad de las dislocaciones y su interacción con 
los poros y otros defectos, en aleaciones de Fe con varias concentraciones de Ni y Cr, 




En 2011 Mastorakos & Zbib [95] publicaron un trabajo en el que se estudia los efectos de la 
concentración sobre la movilidad dislocaciones, basándose en las simulaciones atomísticas 
referenciadas en [88,89, 96], las cuales se llevaron a cabo en los sistemas: α − Fe, Fe − Ni y 
Fe − Cr [86]. Para los dos últimos sistemas, consideraron cuatro concentraciones diferentes 
de níquel y de cromo (5%, 10%, 15% y 20%). Los resultados obtenidos revelan que, la 
movilidad de las dislocaciones de borde es mayor en los sistemas Fe − Ni en comparación 
con los sistemas α − Fe y aumenta con la concentración de Ni. También establecieron que, 
la movilidad de las dislocaciones en los sistemas Fe − Cr es comparable a la de hierro puro, 
aunque mayor, en aproximadamente un 5%. La movilidad de las dislocaciones de borde es 
superior en las aleaciones en comparación con el Fe puro lo cual está respaldado por las 
observaciones experimentales referenciadas en [95-97], que muestran una mayor densidad 
de dislocaciones de tornillo en aleaciones, debido a que las dislocaciones de borde son muy 
rápidas y desaparecen en superficie de la muestra. 
Los trabajos reseñados anteriormente se concentran en las dislocaciones y su interacción 
como mecanismo primario responsable de la deformación en las aleaciones de Fe con un alto 
porcentaje de Cr en peso que varía entre 10% y 30%, y un rango de temperaturas que varía 
entre 570K y 770K. En 2012 Xia Y. Z et al, [98] publicaron un trabajo en el que además de 
calcular algunos índices mecánicos claves para caracterizar aleaciones Fe −%Cr, 
demuestran, usando tanto nano-indentación y como un modelo de plasticidad basado en 
elementos finitos que, para aleaciones Fe– 15%Cr, Fe– 30%Cr, Fe– 30%Ni y 
Fe– 15%Cr– 15%Ni, existen planos de deslizamiento preferenciales en lo que se presenta 
tanto plasticidad incipiente (nucleación de dislocaciones) como plasticidad continua y que 
dicho planos son aquellos que presentan los valores más grandes del esfuerzo cortante 
resuelto. Los autores demuestran que además que al analizar las cargas asociadas con las 
inhomogenidades que se presentan al inicio del proceso de carga y que están relacionadas 
con la profundidad de penetración del indentador (pop-in en inglés), es posible determinar la 
existencia de densidad defectos pre-existente, por lo que siguieren que este mecanismo de 
deformación, debe tenerse en cuenta para análisis futuro de los mecanismos de deformación.  
Recientemente, en 2014 Joa et. al, [99] presentaron un teoría para describir la deformación 
plástica de metales fcc, basada en la identificación de un solo parámetro derivado de las 





donde 𝛾sf representa la energía de por falla de apilamiento  y  𝛾usf  representa la energía 
inestable de fallas por apilamiento, en la curva de energía planar por falla generalizada. Este 
parámetro se puede determinar midiendo el número de granos deformados en diferentes 
modos después de la aplicación de un esfuerzo en un material policristalino o mediante la 
inspección del rango de orientación para la activación de modos de deformación en un 
monocristal. De acuerdo con los autores, la teoría propuesta basada en el análisis de este 
parámetro, establece una ruta hacia el diseño y la búsqueda de nuevos materiales con base 
en el control de la textura. Proponen además como trabajos futuros,  la incorporación de los 
efectos del tamaño de grano, la estructura de límite de grano, la temperatura, la rata de 
deformación y su aplicación en otras estructuras cristalinas como la bcc de cuyo ejemplo es 




Son escasos los trabajos reportados en la literatura relacionados específicamente con los 
mecanismos de deformación aleaciones en aleaciones ferríticas. Ellas están clasificadas 
como metales NC, por lo tanto, muchas de las observaciones referenciadas anteriormente 
pueden lógicamente ser aplicables a la hora de estudiar sus mecanismos de deformación, 
como bien se ilustra en [3, 9, 11]. Sin embargo en investigaciones relacionadas con, por 
ejemplo, la influencia de la rata de deformación, el tamaño de los granos en los especímenes, 
el tipo y la orientación de la carga en diferentes rangos de temperatura, incluida la 
temperatura ambiente, sobre las propiedades mecánicas de esta aleación, es aún un tema por 
explorar.    
1.2.3 Deformación plástica en cerámicos NC 
La gran demanda que existe actualmente por materiales capaces de soportar ambientes 
altamente oxidantes, temperaturas a las cuales muchos metales se funden o se vuelven 
dúctiles y que presenten una respuesta a la deformación plástica con potencialidades para 
aplicaciones tecnológicas, ha despertado un gran interés por el estudio de lo cerámicos NC. 
Sus aplicaciones se extienden desde la industria refractarias, en la industria de los 
componentes electrónicos, hasta el campo de la cirugía ortopédica moderna, donde se están 
empleando como reemplazo de las aleaciones metálicas, con el fin de extender la vida útil de 
las prótesis y de esta forma reducir las tasas de desgaste y la liberación de iones, mecanismo 
que se presume, es el responsable de las reacciones inflamatorias en los tejidos [100, 101]. 
Al igual que en los metales NC, el gran interés en los cerámicos NC proviene de las 
expectativas que despiertan observaciones experimentales que demuestran que estos 
materiales poseen propiedades mecánicas significativamente superiores comparadas con las 
de sus contraparte con dimensiones en el orden macroscópico [102, 105]. Entre estas 
propiedades se incluyen una alta dureza, alta tenacidad a la fractura, alta resistencia a la 
abrasión y baja densidad, aun cuando se sabe que los cerámicos son normalmente frágiles. 
A pesar que las mejoras en las propiedades mecánicas a menudo están asociadas con la 
reducción en el tamaño de grano, se ha propuesto que los cerámicos nano-estructurados 
podrían también exhibir un deterioro de las mismas debido al efecto Hall-Petch inverso [45]. 
Tal comportamiento observado en metales NC mediante simulaciones basadas en DM [15, 
29, 30] y experimentos [106], ha sido atribuido a la transición de la plasticidad mediada por 
las dislocaciones, para tamaños de grano grande, a la plasticidad mediada por las fronteras 
de grano deslizantes, para tamaños de grano pequeños [107, 108]. Sin embargo, para el caso 
de los cerámicos NC, aún no se cuenta con el conocimiento de un mecanismo similar.  
Szlufarska, Nakano, y Vashishta [109] por ejemplo, usaron simulaciones de dinámica 
molecular para examinar la dependencia de los mecanismos de deformación con el tamaño 
de grano de carburo de silicio (SiC) NC durante pruebas de nano-indentación. Esta nano-
estructura es similar a un sistema de dos fases, donde la fase amorfa blanda ubicada en las 
fronteras de grano determina la tenacidad del material, mientras que la fase cristalina más 
dura determina la resistencia a la fluencia. La correlación entre la dinámica atómica asociada 
con la aplicación de la carga y los desplazamientos observada en las simulaciones ha revelado 
cuatro regímenes característicos. En el contacto inicial la dinámica es puramente elástica. 
Con el aumento de la carga, el flujo plástico de la fase amorfa produce un pequeño cambio 




descarga. Debido a que la fase amorfa muestra sólo una pequeña cantidad de fluencia, los 
granos se mueven en forma concertada, con una zona de deformación elástica que se extiende 
más allá de la región ubicada directamente por debajo del indentador. Esta observación de 
un movimiento cooperativo de los granos, está relacionada con el modelo descrito 
anteriormente para la formación de poros en metales nano-cristalinos fracturados. A una 
carga aún mayor, las fronteras de grano amorfas del SiC evidencian deformación plástica 
significativa, y los movimientos de los granos se desacoplan. En el régimen de carga final, 
se produce deformación plástica al interior de los granos que se encuentran directamente 
debajo del indentador, y se observan eventos individuales, tales como el desplazamiento de 
las dislocaciones al interior de granos individuales. Esta simulación es un excelente ejemplo 
de cómo los granos al interior un sólido nano-estructurado pueden responder tanto de manera 
cooperativa, como de modo individual dependiendo de la estructura y el grado de 
deformación mecánica. 
1.2.4 Deformación plástica en MgO NC 
El MgO es un material de gran importancia para las ciencias de la Tierra y la física de estado 
sólido: es uno de los minerales más abundantes en la Tierra (especialmente su manto inferior) 
y un material prototipo para un gran grupo de óxidos iónicos. Posee un punto de fusión de 
3.125 K a presión ambiente razón por la cual es de gran demanda en aplicaciones 
relacionadas con ingeniería térmica y aeroespacial, componentes estructurales en 
dispositivos electrónicos y de medición de temperatura como en termocuplas donde existe 
una gran necesidad de materiales estructurales capaces de resistir ambientes oxidantes y 
preservar la integridad estructural a temperaturas muy altas. 
El MgO mono cristalino ha sido estudiado ampliamente en la década de los 60’ con la 
esperanza de manipular el grado de movilidad sus dislocaciones y producir MgO poli-
cristalino dúctil. Este objetivo no se ha logrado aún por lo que todavía el MgO es considerado 
más, como un material semi frágil, que como un material dúctil. 
A partir de los trabajos de Parker et al [110]., sobre la deformación de monocristales de MgO 
a temperatura ambiente, se le ha prestado mucha atención a los factores que afectan el 
comportamiento mecánico de este tipo de estructuras [111-115]. Se ha demostrado que los 
monocristales de MgO experimentan fluencia a lo largo de los sistemas de deslizamiento 
{110}〈110〉 y {100}〈110〉 y que estos últimos contribuyen a la deformación plástica del 
MgO policristalino a tenperaturas alrededor de 6000C. Además los planos de deslizamiento 
dependen de la dirección y la naturaleza de la carga aplicada. Por ejemplo para monocritales 
cargados a compresión en la dirección 〈111〉 se ha encontrado  que los planos de 
delizamientos prefenciales son {110}〈110〉. 
R. J. Stokes et al., [116] por su parte, consideran que ciertas propiedades mecánicas del MgO 
están definidas de la siguiente manera: la resistencia mecánica y la fluencia por el 
comportamiento de las dislocaciones y el comportamiento a fractura por las bandas de 
deslizamiento características. Demostraron además que en el MgO las dislocaciones 
producidas durante el crecimiento del cristal, no se mueven cuando el esfuerzo aplicado se 
acerca a valores aproximados al esfuerzo teórico cortante resuelto (SSR), y proponen la 




dislocaciones, debido a que al menor esfuerzo de contacto debido a esfuerzos Hertzianos3 
pueden introducirse muevas dislocaciones que se mueven fácilmente a valores de esfuerzos 
muy bajos. 
A presión ambiente, la deformación plástica en mono-cristales de MgO puede ser explicada, 
dependiendo del intervalo de temperaturas investigado, por: 𝑖) la acción simultánea de 
fricción en la red cristalina, 𝑖𝑖) el mecanismo de endurecimiento por la presencia de 
impurezas y 𝑖𝑖𝑖) la  interacción elástica dislocación-dislocación. A baja temperaturas, esto 
es, la temperatura de transición (𝑇𝑎 ≈ 450𝐾)  llamada temperatura atérmica, se mide en la 
red cristalina, una gran fricción entre los dos sistemas de deslizamiento observados 
experimentalmente (1/2 <110> {110}). En ambos sistemas de deslizamiento, el proceso de 
nucleación de pliegues apareados (kink-pair en inglés)4 es el mecanismo de que controla la 
rata de deslizamiento, mientras que el movimiento lento de las largas dislocaciones de 
tornillo de plástico, controlan la deformación plástica [117-120]. 
A temperaturas intermedias, la fricción en la red es menos importante y la interacción de las 
dislocaciones con elementos de soluto empiezan a afectar el esfuerzo de fluencia del MgO 
(𝜎𝑦 cae de 140 Mpa a 30 Mpa) [121]. A temperaturas superiores a la temperatura de 
transición atérmica (𝑇 > 𝑇𝑎), se espera que nuevas mecanismos de deformación influyan en 
las propiedades plásticas del MgO. Las microestructuras durante la deformación están hechas 
de segmentos de dislocaciones curvas y desechos pequeños [122]. Independiente del sistema 
de deslizamiento activo o de la concentración de impurezas, a este régimen de temperatura, 
el esfuerzo de fluencia del MgO se mantiene por debajo de 10 MPa [123, 124]. Aunque el 
MgO recientemente se ha convertido en uno de los materiales más adecuados para investigar 
la plasticidad de pequeña escala [125,126], existen muy pocos análisis cuantitativos de los 
mecanismos elementales que controlan su deformación a altas temperaturas (𝑇 >  𝑇𝑎) [125-
127]. 
Se ha demostrado tanto en experimentos como en las simulaciones atomísticas que, a escala 
nano-métrica, los fenómenos relacionados con el tamaño influyen en las propiedades 
mecánicas a través de la combinación de efectos de superficie y efectos de núcleo [128, 129]. 
Este efecto del tamaño involucra también el régimen de la deformación plástica del cual, 
teorías basadas en los modelos “single-arm dislocation source model” o  “the dislocation 
nucleation/starvation model” [130,131], tratan de proporcionar una descripción única del 
principio conocido actualmente como “más pequeño es más resistente”. Sin embargo, la 
mayoría de estos estudios se realizan sobre los metales, especialmente los fcc, y sólo unos 
                                                          
3 Así se le llama a los esfuerzos inducidos en dos sólidos elásticos en contacto cuando se les aplica una 
carga. Una teoría para calcular el área de contacto y la presión entre las dos superficies y predecir la 
compresión resultante y el esfuerzo inducido en los objetos fue desarrollada por Hertz. Lo cual da origen al 
nombre de los esfuerzos referidos. 
4 La nucleación, formación y migración de pliegues apareados (kink-pair en inglés) son procesos mediado 
por fluctuaciones térmicas conocidas como potencial de Peierls. Consiste en la formación de dos pliegues 





pocos trabajos se han dedicado a la cerámica [132 -135]. En 2015 Issa I et al., [136] 
publicaron un trabajo en el que estudian el comportamiento mecánico del MgO usando 
pruebas in situ compresión in situ usando TEM y simulaciones de dinámica molecular con 
nano-cubos mono-cristalinos. Los resultados muestran que el MgO mono-cristalino exhibe 
una alta resistencia y una deformación homogénea amplia sin llegar a falla. El análisis TEM 
de bandas de contraste sugiere posible deslizamiento el posible plano de deslizamiento 
{110}. Estos resultados son confirmados por las simulaciones de compresión basadas en 
dinámica molecular, en las que la nucleación de dislocaciones coincide con el inicio de la 
deformación plástica. Las dislocaciones se nuclean de los bordes, las esquinas o las 
superficies de los especímenes (nano-cubos). Contrariamente a lo que se observa en volumen 
(bulk) en monocristales, las dislocaciones tienden a ser curvas, tanto en los experimentos 
como en la simulación, lo cual se debe al alto esfuerzo experimentado por la muestra durante 
el ensayo de compresión. No obstante a que muestran algunos resultados interesantes 
respecto algunas  propiedades mecánicas del MgO, no abordan de manera clara temas como 
la influencia del tamaño del espécimen, la naturaleza de la prueba y velocidad del indentador, 
por ejemplo, sobre los mecanismos de deformación del material. De igual manera los aportes 





Metodología de la simulación atomística 
 
2.1. Introducción 
El desarrollo de los computadores y su aplicación a la resolución de problemas científicos, 
ha motivado el uso de una tercera metodología en la investigación científica conocida como 
la simulación computacional. Este método, de carácter complementario y/o alternativo a los 
modos convencionales de hacer ciencia, el experimental y el teórico, ha ejercido un fuerte 
impacto en prácticamente todos los campos de la ciencia, gracias en gran parte al desarrollo 
casi exponencial del poder de cómputo en las cuatro últimas décadas. 
El objetivo de la simulación computacional es en principio, resolver los modelos teóricos en 
su total complejidad mediante la resolución numérica de las ecuaciones involucradas 
haciendo uso intensivo y extensivo de computadores. En efecto, un buen modelo 
computacional no sólo permite reproducir experimentos de laboratorio sino que además, 
gracias a que es posible variar libremente los parámetros utilizados permite también probar 
modelos teóricos existentes en rangos de parámetros eventualmente imposibles de alcanzar 
experimentalmente, resolviendo de esta manera conflictos entre la explicación teórica y la 
observación. 
La técnica de la simulación computacional fue introducida inicialmente como una 
herramienta para tratar sistemas de muchos cuerpos a comienzo de la década de los ′50, con 
el trabajo pionero de Nicholas Metropolis et al. [137]. Más tarde, motivados por los 
resultados obtenidos en el estudio de líquidos y la afinidad con la mecánica estadística, su 
aplicación se extendió rápidamente a disciplinas tan diversas como física de fluidos, la física 
de la materia condensada, física nuclear, la ciencia de materiales y más recientemente, en 
áreas tales como la secuenciación del ADN, el diseño de fármacos, el análisis financiero y el 
pronóstico del tiempo. 
En este trabajo se usan simulaciones computacionales para estudiar la respuesta mecánica 
de: (𝑖) la aleación Fe − Cr sometida a altas ratas de deformación, durante pruebas de tensión 
simple uniaxial y (𝑖𝑖) el MgO sometido a pruebas de nano-indentación a presión y 
temperatura ambiente. La técnica de simulación computacional usada en este trabajo es la 
DM. A continuación se describe en que consiste esta técnica, las bases teóricas sobre las que 
se fundamenta y los algoritmos numéricos utilizados en su aplicación. Esta descripción se 
basa en las referencias [31, 32, 138].     
2.2. Dinámica Molecular 
La DM puede ser definida como un método de rastreo o seguimiento de partículas.5 Desde el 
punto de vista operacional, es un método para generar las trayectorias de un sistema de 
𝑁 partículas mediante la integración numérica de las ecuaciones de Newton del movimiento, 
con una especificación aproximada del potencial de interacción atómico y las condiciones 
iniciales y de frontera adecuadas. 
                                                          




La suposición sobre la que se fundamenta esta técnica, consiste en que es posible tratar los 
iones y electrones constituyentes del sistema objeto de estudio, como entidades individuales 
que siguen las leyes de la mecánica clásica. Cuando esta aproximación no es lo 
suficientemente razonable, entonces es necesario considerar los movimientos de ambos, los 
iones y los electrones. Es posible entonces distinguir dos versiones de DM, la clásica y la ab 
initio, en la primera se tratan los átomos como entidades clásicas, con la posición y la 
velocidad o el momentum como observables básicos. En la última se tratan por separado los 
grados de libertad iónicos y electrónicos, y se describen los electrones en términos de una 
función de onda. En este trabajo se utiliza la DM clásica. 
El procedimiento que se sigue en una simulación basada en DM, se estructura de acuerdo con 
lo expuesto en [31] y se representa en el diagrama de flujo de la figura 2. A continuación se 
comentan algunas etapas en el procedimiento descrito en la citada figura. 
 
Figura 2. Diagrama de flujo de una simulación basada en MD 
 
2.2.1 Inicialización 
Esta parte de la simulación se resume en la información contenida en las entradas (los dos 
primeros bloques de la figura 2.  
El primer paso en el diseño de la simulación consiste en construir una caja de simulación 
para tal fin. Esta es una representación a escala del sistema que se pretende estudiar. En ella 
se colocan las partículas constituyentes del sistema. Las posiciones iniciales de las partículas 
deben, por su puesto, ser compatibles con la estructura que se desea simular. 




𝒓(𝑡) = {𝒓1(𝑡), 𝒓2(𝑡), 𝒓3(𝑡), … , 𝒓𝑁(𝑡)}  ∈  ℝ
3𝑁 . 
Donde 𝒓𝑖 representa las tres coordenadas de la 𝑖 − esima partícula. La simulación comienza 
con el sistema en una configuración inicial prescrita, 𝒓(𝑡0) y velocidad ?̇?(𝑡0) en el instante 
𝑡0. A medida que la simulación avanza, las partículas experimentan cambios en su posición 
a través de una secuencia de pasos en el tiempo de la forma: 
𝒓(𝑡𝑜) → 𝒓(𝑡1) → 𝒓(𝑡2)… → 𝒓(𝑡𝐿), 
Donde 𝑡𝑘 = 𝑡0 + 𝑘Δ𝑡, 𝑘 = 1,2, . . . , 𝐿, y Δ𝑡 es el paso utilizado para discretizar la variable 
tiempo. La simulación avanza para 𝐿 número de pasos y cubre un intervalo de tiempo 𝐿∆𝑡. 
Las velocidades como tal, no son necesarias para describir la evolución en el tiempo del 
sistema, sin embargo, estas junto con las posiciones de las partículas son necesarias para 
describir el espacio configuracional.   
2.2.2 Cálculo de las fuerzas 
La información acerca de las interacciones entre las 𝑁 partículas que constituyen el sistema, 
está contenida en el potencial interatómico. Este potencial está representado por una función 
de la forma 𝑈(𝒓₁, 𝒓₂, 𝒓₃, . . . , 𝒓𝑁) que depende exclusivamente de las coordenadas de las 
partículas en una forma tan simple o complicada dependiendo de la naturaleza del sistema. 
En general 𝑈 representa la energía potencial del sistema para una configuración dada de las 
particulas. 
Las fuerzas de interacción en un sistema de muchas partículas con una energía potencial 𝑈, 
se obtienen del gradiente de la energía potencial con respecto a las posiciones, esto es 
𝑭𝑖 = −∇𝒓𝑖𝑈(𝒓) 
De acuerdo con la ecuación anterior, la energía total del sistema 𝐸 = 𝐾 + 𝑈, debe 
conservarse. En la ecuación anterior, 𝐾 representa la energía cinética instantánea del sistema, 














donde 𝒗𝑖 es la velocidad de la 𝑖 − esima partícula del sistema. En esta última ecuación, se 
asume que todas las partículas tienen la misma masa 𝑚. 
2.2.2.1 Integración de las ecuaciones de movimiento 
Las trayectorias de las partículas en la versión clásica de la DM, se determinan solucionando 
numéricamente las ecuaciones de Newton del movimiento para cada partícula 𝑖 del sistema, 
las cuales están dadas por 
                                                                 𝑭𝑖 = 𝑚𝑖𝒂𝑖                                                                            (1) 
En (1), 𝑚𝑖 representa la masa, 𝒂𝑖 la aceleración de la 𝑖 − esima partícula y 𝑭𝑖 representa la 




Como puede notarse la DM es un método determinístico. Dado que el potencial del sistema 
está descrito por 𝑈, y teniendo en cuenta el supuesto de que 𝑚𝑖 = 𝑚 para todo 𝑖 = 1,2. . . , 𝑁 
y que además, 𝒂𝑖 = ?̈?𝑖, entonces la ecuación (1)  puede reescribirse como 
                                             𝑭𝑖 =  𝑚?̈?𝑖 = −∇𝑟𝑖𝑈(𝑟),    𝑖 = 1,2,… ,𝑁                                             (2) 
La ecuación (2) representa el conocido problema de 𝑁-cuerpos, el cual como se sabe, es 
imposible de resolver analíticamente para 𝑁 > 2. La ecuación (2) en sí misma, un sistema 
acoplado de 𝑁 ecuaciones diferenciales ordinarias de segundo orden que debe ser resuelto 
numéricamente durante la simulación basada en DM. 
2.2.2.2 Algoritmo de integración en el tiempo 
La solución de la ecuación (2) requiere de la implementación de un algoritmo de integración 
en el tiempo que se basa en el esquema numérico de las diferencias finitas. El esquema de 
integración más utilizado, por su facilidad en cuanto a la implementación, su precisión y 
estabilidad, es el algoritmo de Verlet [139] el cual se construye desarrollando primero dos 
expansiones en serie de Taylor de segundo orden para la posición, una hacia adelante y otra 
hacia atrás en el tiempo, esto es 
                        𝒓(𝑡 + ∆𝑡) = 𝒓(𝑡) + 𝒗(𝑡)∆𝑡 +
1
2
𝒂(t)(∆𝑡)2 + 𝑂(∆𝑡3),                                      (3) 
                           𝒓(𝑡 − ∆𝑡) = 𝒓(𝑡) − 𝒗(𝑡)∆𝑡 +
1
2
𝒂(t)(∆𝑡)2 + 𝑂(∆𝑡3)                                    (4) 
Donde, 𝒗(𝑡) = ?̇?(𝑡), 𝒂(𝑡) = ?̈?(𝑡) y luego se suman miembro a miembro las ecuaciones (3) 
y (4) para obtener su forma básica, dada por  
                                 𝒓(𝑡 + ∆𝑡) = 2𝒓(𝑡) − 𝒓(𝑡 − ∆𝑡) + ?̈?(t)(∆𝑡)2 + 𝑂(∆𝑡3)                          (5) 
La aceleración de la i-esima partícula del sistema en cualquier instante 𝒂(𝑡), se obtiene de la 
ecuación (2) mediante 




3𝑁 (𝑡))                                                       (6) 
2.2.3 Esquema del algoritmo de Verlet para la velocidad 
La versión básica del algoritmo de Verlet expresada mediante las ecuaciones (5) y (6), no 
genera directamente las velocidades y estas, en dinámica molecular, son necesarias para 
calcular la energía cinética 𝐾 y la temperatura 𝑇. Dado que verificar la conservación de la 
energía 𝐸 en cada paso del tiempo, es la prueba definitiva para determinar si la simulación 
ha sido implementada correctamente, entonces, la evaluación de las velocidades se 
constituye, por sí solo, en un paso muy importante dentro de la simulación. 
Una mejor implementación del algoritmo de Verlet básico, a partir del cual se obtienen las 
posiciones, velocidades y aceleraciones en el instante 𝑡 + ∆𝑡 a partir de las mismas 
cantidades evaluadas en el instante 𝑡, es conocido el esquema de Verlet para la velocidad 
[140-142]. Este utiliza un enfoque similar al algoritmo básico pero incorpora explícitamente 





Si en la ecuación (4) se sustituye 𝑡 por 𝑡 + ∆𝑡, se tiene 
𝒓(𝑡) = 𝒓(𝑡 + ∆𝑡) − 𝒗(𝑡 + ∆𝑡)∆𝑡 +
1
2
𝒂(𝑡 + ∆𝑡)(∆𝑡)2 + 𝑂(∆𝑡3) 
Sumando miembro a miembro la ecuación (3) con la ecuación anterior se obtiene 







𝒂(𝑡 + ∆𝑡)(∆𝑡)2 + 𝑂(∆𝑡3) 
Resolviendo la ecuación anterior para 𝒗(𝑡 + ∆𝑡), se obtiene 






𝒂(t + ∆t)(∆t) + (∆𝑡2) 
Sustituyendo el desarrollo en serie de Taylor de primer orden, hacia adelante, medio paso en 
el tiempo, para la velocidad 𝒗(𝑡), dado por 














𝒂(𝑡 + ∆𝑡)(∆𝑡)2 + 𝑂(∆𝑡)3 
El esquema estándar de implementación de este algoritmo es el siguiente: 
1. Se calcula 
  
                                                𝒗 (𝑡 +
∆𝑡
2
) = 𝒗(𝑡) +
1
2
𝒂(𝑡)(∆𝑡)                                                    (7) 
 
2. Se determina 
                                               𝒓(𝑡 + ∆𝑡) = 𝒓(𝑡) + 𝒗(𝑡 +
∆𝑡
2
) ∆𝑡                                                  (8) 
3. Se obtiene 𝒂(𝑡 + ∆𝑡) del potencial 𝑉(𝒓(𝑡 + ∆𝑡)), de la siguiente manera 
                                            𝒂(𝑡 + ∆𝑡) = −(
1
𝑚
)∇𝑉(𝒓(𝑡 + ∆𝑡))                                                  (9) 
 
4. Por último se obtiene 






𝒂(𝑡 + ∆𝑡)(∆𝑡)                                            (10) 
Nótese, que en este algoritmo se supone que la aceleración 𝒂(𝑡 + ∆𝑡) sólo depende de la 
posición 𝒓(𝑡 + ∆𝑡), y no de la velocidad 𝒗(𝑡 + ∆𝑡). Es posible demostrar que el orden del 




Existen otros algoritmos de integración que no se reseñan aquí pero que también son 
ampliamente utilizados en dinámica molecular, como por ejemplo, el algoritmo leap-frog 
[143] y los algoritmos predictor-corrector propuestos por Gear [144]. 
2.2.4 Aspectos básicos inherentes a la modelación computacional basada en DM 
Se describen a continuación de manera breve, siguiendo las ideas propuestas en [28,29], 
algunos de los aspectos inherentes a la modelación basada en DM que requieren especial 
atención. 
2.2.4.1 Geometría y densidad del sistema 
El sistema a simular se representa típicamente por una supercelda en forma de 
paralelepípedo, la cual se le conoce como celda o caja de simulación. Dentro de esta 
supercelda se ubican las 𝑁 partículas constituyentes del sistema ya sea, o bien de modo 
regular, como en el caso en que se desee modelar un sistema cristalino, o bien de manera 
aleatoria como en el caso en el que se desee modelar un gas o un líquido. 
Una vez definido el número 𝑁 de partículas del sistema que se desea simular, el próximo 
paso es escoger que densidad de partículas 𝜌 del sistema. La escogencia de 𝜌 es equivalente 
a la escogencia del volumen del sistema a partir de la densidad, esto es 𝜌 = 𝑁/Ω, donde Ω 
representa el volumen de la supercelda. 
2.2.4.2 Condiciones de frontera periódicas 
Cuando los efectos de superficie no son importantes en el estudio que se pretende realizar, 
es decir cuando la simulación está orientada al estudio de propiedades en volumen (bulk), se 
dice que el sistema no tiene superficies libres. Esta restricción se introduce en la estructura 
de la simulación mediante las condiciones de frontera periódicas 
(PBC por sus siglas en inglés); véase la figura 3. 
Siguiendo lo expuesto por Ecorlessi en [145], el uso de las PBC es equivalente a imaginar 
que la celda de simulación se replica infinitas veces mediante una traslación rígida en las tres 
direcciones cartesianas, de modo que se llena completamente el espacio. Matemáticamente 
es como sigue. Si una de las partículas del sistema se encuentra en la posición 𝒓 dentro de la 
caja, se asume que esta partícula realmente representa un conjunto infinito de partículas 
localizadas en 
𝒓 + 𝑙𝒆1 +𝑚𝑦𝒆2 + 𝑛𝒆3;    (𝑙, 𝑚, 𝑛 ∈  ℤ), 
donde 𝒆𝑖;  𝑖 = 1, 2, 3 representan los vectores correspondientes a lo largo de las aristas de la 
caja de simulación. Todas esas partículas, llamadas partículas imágenes se mueven juntas, 
pero realmente solo una de ellas está representada en el código computacional. 
El punto clave es que ahora cada partícula 𝑖 en la caja, debe ser vista como si interactuara no 
solo con otras partículas 𝑗 de la caja, sino también con sus imágenes en las cajas cercanas. 
Esto es, las interacciones pueden viajar a través de las fronteras de la caja. En efecto, puede 
inferirse claramente que: 𝑖) virtualmente se han eliminado los efectos superficiales sobre el 
sistema, y 𝑖𝑖) la posición de las fronteras de la caja no tienen efecto, esto es, una operación 
de traslación sobre la caja con respecto a las partículas deja las fuerzas inalteradas. Pero el 




simulación, y si el volumen de la celda de simulación no cambia, la densidad del sistema 
también permanece constante. 
 
Figura 3. Visualización de las condiciones de frontera periódicas para un sistema en dos dimensiones: 
los átomos están confinados en una caja fija de lado 𝐿, la cual se replicada infinitas veces. Esto 
conduce a que desde su posición del átomo interactúa no solo con átomos contenidos dentro de su 
propia caja, sino también con sus vecinos más cercanos de las cajas alrededor (flechas azules). De 
igual forma, los átomos pueden salir o entrar de cada caja por cualquiera de los cuatro lados (flechas 
rojas). Tomada de [31]. 
2.2.4.3 Criterio del mínimo de imágenes 
Aparentemente el uso de las PBC trae como consecuencia el incremento de manera 
significativa, del número de pares de átomos interactuantes. En la práctica esto no es cierto 
toda vez que los potenciales tienen un rango de interacción (cutoff) corto. Sin embargo, con 
el objeto de reducir al mínimo, el nivel de complejidad que pueda introducir el uso de las 
PBC en una rutina de cómputo, se recurre al llamado criterio del mínimo de imágenes o 
(minimum image criterium del inglés), el cual se enuncia como sigue: 
“Entre todas las posibles imágenes 𝑗 de una partícula 𝑖, se selecciona la más cercana, y se 
desechan las otras. En efecto, solo la más cercana es un candidato para interactuar, todas las 
otras ciertamente no lo son” [145]. 
Con estas condiciones de operación en mente, la puesta a punto de las rutinas en DM se 
simplifican significativamente y por lo tanto, su uso se constituye en un procedimiento 
común en las simulaciones computacionales. 
2.2.4.5 Distancia de corte (cutoff) para la fuerza 
La distancia de corte para la fuerza o (force cutoff distance) en inglés es, al igual que el 
criterio del mínimo de imágenes, una aproximación de uso frecuente en las rutinas para 
simulaciones computacionales. Se aplica con el objeto de mantener el número de operaciones 
en las simulaciones en un nivel manejable, ya que el número de pares de átomos separados 
una distancia 𝑟 crece con 𝑟2 e incrementa rápidamente. La distancia de corte 𝑟𝑐  para la fuerza 
representa la distancia más allá de la cual un par de partículas cualquiera, simplemente no 
interactúan entre sí. 
2.2.4.6 Lista de vecinos 
Un mecanismo de conteo de uso frecuente en las simulaciones de DM es la estructuración de 
una lista de átomos vecinos (LNA por su siglas en inglés). El objetivo de dicha lista es reducir 




garantizando con ello un ahorro en el tiempo empleado para actualizar las posiciones y 
velocidades de cada partícula del sistema, cada vez que se realiza un cálculo de la fuerza. 
Las interacciones electrostáticas y las no asociadas con algún tipo de enlaces, se calculan 
usualmente de acuerdo con la LNA, mientras que las interacciones entre átomos lejanos no 
se toman en cuenta. Todo ello de acuerdo con la 𝑟𝑐 y criterio de la imagen mínima referido 
en las secciones anteriores. La evaluación eficiente de las interacciones partícula-partícula 
entre pares es un componente clave de cualquier simulación de sistemas atómicos basados 
en el concepto de partículas. Formalmente, un conjunto de 𝑁 partículas interactuantes define 
un problema de 𝑁 −cuerpos con un costo computacional de orden 𝑂(𝑁2)6. En muchas 
aplicaciones prácticas, las interacciones partícula-partícula tienen un rango finito o se truncan 
con el 𝑟𝑐, esto reduce el coste computacional a orden 𝑂(𝑁). Si cada partícula puede encontrar 
su vecino más cercano con el interactúa, en 𝑂(1) operaciones. En este orden de ideas, la 
importancia del uso de la LNA puede medirse en el hecho de que reduce el número de 
interacciones calculadas en aproximadamente un orden de magnitud. Esta motivación 
plantea la necesidad de encontrar un compromiso razonable entre la rata de generación de la 
LNA y la eficiencia en el cálculo de las energías; tema que por sí solo se ha convertido en 
uno frentes de trabajo orientado a la optimización de los código en DM [146]. 
Las simulaciones basadas en DM generan información a nivel microscópico, posiciones y 
velocidades atómicas. La conversión de esta información a los observables macroscópicos 
como la presión, el tensor de esfuerzo, el tensor de deformación unitaria, la energía, etc., 
requiere de teorías y estrategias desarrolladas en el ámbito de la mecánica estadística, la cual 
actúa como un puente entre el mundo de los átomos y el mundo macroscópico observable, a 
través de la termodinámica. En la siguiente sección se comenta brevemente los fundamentos 
estadísticos del proceso de medición en las simulaciones basadas en DM. 
2.2.5 Observables físicos en 𝐃𝐌 y la hipótesis ergódica 
El proceso de medición de cantidades en DM está ligado al cálculo de promedios en el 
tiempo, de las propiedades físicas afines con dichas cantidades. En la mecánica estadística, 
los promedios correspondientes a los observables experimentales se definen en términos de 
ensambles (conjunto estadístico que representa todos los microestados accesibles al sistema 
en un estado termodinámico dado), la justificación para ello, se basa en que los resultados 
obtenidos con esta aproximación, coinciden bastante bien con los resultados experimentales. 
 Un promedio sobre un ensamble, es un promedio tomado sobre todas las configuraciones 
posibles del sistema, consideradas simultáneamente. La relación entre los promedios en el 
tiempo calculados en una simulación de DM y los promedios sobre un ensamble, que son los 
que representan los observables experimentales, está garantizada por de uno de los axiomas 
fundamentales de la mecánica estadística: la hipótesis ergódica de Boltzmann [26], la cual 
establece que: cuando el tiempo es lo suficientemente grande, el promedio en el tiempo de 
una cantidad 𝐴 es igual al promedio sobre el ensamble, esto es 
〈𝐴〉𝑡𝑖𝑒𝑚𝑝𝑜 = 〈𝐴〉𝑒𝑛𝑠𝑎𝑚𝑏𝑙𝑒 
                                                          
6 El símbolo 𝑂(𝑁) denota la complejidad del cálculo o el número total de operaciones requerido para 




La idea básica es que se permita al sistema de evolucionar indefinidamente en el tiempo, de 
modo que, eventualmente pase a través de todos los estados posibles. Por lo tanto, uno de los 
objetivos de una simulación de DM es generar suficientes conformaciones representativas de 
tal manera que esta igualdad se cumpla. Si esto se verifica, la información experimentalmente 
relevante sobre propiedades estructurales, dinámicas y termodinámicas puede calcularse. 
2.2.6 Espacio de fase y espacio de configuración 
El concepto de espacio de fase se discute a menudo en lo que respecta a una simulación. El 
espacio de fase denota un espacio 6𝑁 dimensional en el cual hay un eje para cada posición 
y para cada momento canónicamente conjugado. En coordenadas cartesianas, esto significa 
que hay 𝑥, 𝑦, 𝑧 y 𝑝𝑥, 𝑝𝑦, 𝑝𝑧 ejes para cada átomo. Un punto en el espacio de fase corresponde 
a un único microestado del sistema. 
La evolución temporal de un sistema puede ser descrita como una trayectoria a través del 
espacio de fase. Para los sistemas clásicos, la energía se conserva y la trayectoria del espacio 
de fases se adhiere a una superficie de energía constante. 
Los sistemas ergódicos capaces de alcanzar el equilibrio, son capaces también de explorar 
todas las partes del espacio de fases que tienen la misma energía total constante. Es decir, la 
trayectoria de un sistema de ergódico visitará todos los puntos en el espacio de fase sobre la 
hipersuperficie de energía constante con igual probabilidad. Los sistemas no-ergódicos 
tienen partes del espacio de fases que se dice son, inaccesibles. Esto significa que el sistema 
no es capaz de explorar la superficie de energía constante completa en las escalas de tiempo 
de interés. 
Técnicamente, en una simulación nunca se podrá explorar exhaustivamente todas las 
regiones accesibles del espacio de fase. Sin embargo, es posible explorar un subconjunto de 
ellas que son estadísticamente iguales o representativas. En este sentido, las simulaciones 
pueden ser ergódicas y alcanzar el equilibrio. 
Por su parte, un espacio de configuración es su subconjunto del espacio de fase que 
corresponde a las 3𝑁 variables 𝒓𝑁. 
2.2.7 Cantidades estadísticas en DM 
Existen dos tipos de cálculos de interés en una simulación basada en MD, el cálculo de 
propiedades en estado de equilibrio y el cálculo de funciones de correlación en el tiempo. 
2.2.7.1 Cantidades para el estado de equilibrio 
Para el caso de propiedades en estado de equilibrio, el cálculo se lleva a cabo promediando 
en el tiempo sobre las trayectorias del sistema. Por ejemplo si una propiedad dada 𝐴, es 
función de las posiciones 𝒓 y las velocidades 𝒗, y su valor evaluado en un instante 𝑡 está 
dado por 
𝐴(𝑡) = 𝑓(𝒓1(𝑡), 𝒓2(𝑡), … , 𝒓𝑁(𝑡), 𝒗1(𝑡), 𝒗2(𝑡), … , 𝒗𝑁(𝑡), 











El índice 𝑘 corre sobre los pasos del tiempo, desde 1 hasta 𝑁𝑇. Para un tiempo 𝑡 tan grande 









Existen dos maneras equivalentes para calcular el promedio de 𝐴: 
1. Se evalúa 𝐴(𝑡) en cada paso del tiempo mientras corre la simulación de DM. Se 
actualiza la suma ∑ 𝐴(𝑡)𝑡  en cada paso del tiempo. Al final de la corrida se obtiene el 
promedio dividiendo por el número de pasos. 
2. Se almacenan periódicamente las posiciones y eventualmente las velocidades en un 
archivo para la trayectoria mientras corre el programa de la simulación. Después de correr 
la simulación, se corre un programa independiente en cual se procesa el archivo de la 
trayectoria citado y se evalúan las cantidades de interés. 
A continuación se presentan ejemplos de cantidades u observables asociados al estado de 
equilibrio, que habitualmente se calculan en una simulación de MD. Para una lectura más 
amplia y profunda, se sugiere remitirse a las ref. [31, 32]. 
2.2.7.1.1 Energía potencial 
Para el caso más simple, en el que solo se consideran interacciones entre pares de partículas, 
la energía potencial promedio 〈𝑈〉 del sistema, se calcula teniendo en cuenta los valores 
instantáneos de 𝑈𝑖(𝑡) durante la simulación, y se obtiene simultáneamente con el cálculo de 
las fuerzas. 𝑈𝑖(𝑡) se calcula mediante 
                                                 𝑈𝑖(𝑡) =∑𝑉(|𝒓𝑖(𝑡)− 𝒓𝑗(𝑡)|)
𝑁
𝑗>𝑖
                                                   (11) 
2.2.7.1.2 Energía cinética 
La energía cinética instantánea se calcula mediante 






𝒗𝑖 ∙ 𝒗𝑖〉                                                                 (12) 
 
2.2.7.1.3 Temperatura 
Es sabido que la temperatura está directamente relacionada con la energía cinética mediante 
el teorema de equipartición de la energía. Si se asume que 𝑘𝐵𝑇/2 es la energía cinética por 
grado de libertad, entonces para el caso en el que solo se consideran grados de libertad 
traslacionales, se tiene que 
                                                                𝐾 =
3
2




De modo que la temperatura 𝑇 promedio se obtiene directamente de la energía cinética 
promedio, mediante 






〉                                                        (14) 
Para propósitos prácticos se suele definir la temperatura instantánea 𝑇(𝑡), con la energía 
cinética instantánea mediante una relación análoga a mostrada en la ecuación (13). 
2.2.7.1.4 Presión 
La presión promedio en una simulación basada en DM se calcula a partir de la función del 
virial, de Clausius dada por 
                                                       𝑝 =
𝑁𝑘𝐵𝑇 + 𝐵
Ω
                                                                         (15) 
Donde 



















,                                           (16) 
se le conoce como el tercer coeficiente del virial. Combinando la ecuación (15) con la 
ecuación (16) se obtiene la ecuación para calcular la presión, esto es 













〉                               (17) 
Donde Ω es el volumen de la celda de la simulación. 
2.2.8 Rango de validez de la dinámica molecular clásica. 
La dinámica a nivel atómico está regida por la mecánica cuántica y descrita por la ecuación 
de Schrödinger dependiente del tiempo. Sin embargo, en las simulaciones basadas en DM 
clásica, las trayectorias de las partículas se determinan integrando numéricamente las 
ecuaciones de Newton del movimiento o las ecuaciones de Euler-Lagrange. En otras 
palabras, se están usando las leyes de la mecánica clásica para describir sistemas a nivel 
atómico. Esta aparente incongruencia se supera acudiendo a la aproximación clásica 
fundamentada en la longitud de onda térmica de de Broglie 
(TDBW por sus siglas en inglés), definida mediante 
                                                             Λ = √
ℎ
2𝜋𝑚𝑘𝐵𝑇
                                                                  (18) 
Donde 𝑚 es la masa atómica, ℎ es la constante de Plank, 𝑘𝐵 es la constante de Boltzmann y 
𝑇 es la temperatura. La TDBW se interpreta como la longitud de onda mecánico-cuántica 




macroscópico puede considerarse cuántico. La aproximación clásica es válida si se verifica 
que 
Λ = 𝑎  
Donde 𝑎 es el radio de una vecindad asociada a cada partícula de un sistema 
mecanicocuántico, por la función de partición de traslación del sistema (también suele 
interpretarse con la distancia de separación al vecino más próximo o la distancia típicas de 
evolución del sistema). Este criterio es preciso a temperaturas bajas, cuando 𝑎 es mucho 
mayor que la TDBW. Sin embargo se sabe que los efectos cuánticos se vuelven importantes 
cuando 𝑇 es lo suficientemente baja, por lo tanto los resultados provenientes de simulaciones 
de DM deben interpretarse con sumo cuidado en estas regiones [145]. 
2.2.9 Termostatos y baróstatos. 
Debido a su extraordinaria resolución espacial (del orden del radio atómico) y temporal (del 
orden de los femtosegundos (1fs = 10−15s), las simulaciones atomísticas clásicas y, en 
particular las simulaciones basadas en DM, representan hoy día, un importante complemento 
para las técnicas experimentales, proporcionando una visión mecanicista de los procesos 
observados experimentalmente. Sin embargo, la comparación directa con los experimentos, 
requiere que las condiciones de contorno termodinámicas impuestas al sistema simulado, 
concuerden con las condiciones experimentales. Estas condiciones de contorno 
termodinámicas que incluyen las cantidades termodinámicas extensivas e intensivas, capaces 
de caracterizar el estado macroscópico de un sistema, pueden seleccionarse en parejas, e 
incluyen: (𝑖) el número de partículas 𝑁 y el potencial químico 𝜇; (𝑖𝑖) el volumen 𝑉 y la 
presión 𝑝; (𝑖𝑖𝑖) la energía 𝐸 (y un potencial termodinámico extensivo relacionado) o la 
temperatura 𝑇. 
Como se señaló anteriormente, la integración de las ecuaciones clásicas del movimiento para 
un sistema aislado conduce, en el límite de un muestreo infinito, a una trayectoria que mapea 
un ensamble microcanónico (𝑁𝑉𝐸) [147]. Esto en esencia, es lo que resulta de una 
simulación estándar basada en DM, asumiendo una precisión numérica infinita. 
Desafortunadamente, el ensamble microcanónico que resulta de una simulación estándar 
basada en DM, no corresponde a las condiciones en las que se llevan a cabo muchos 
experimentos. Los ensambles usuales para comparar con los resultados experimentales 
implican una o más variables intensivas independientes, como las listadas en la tabla 1. 
Implementar una simulación basada en DM en un ensamble diferente al microcanónico, 
requiere de medios para mantener constante (en promedio), al menos una cantidad intensiva 
durante la simulación. Cuando el procedimiento seguido, implica la aplicación de una 
condición de frontera termodinámica, permite fluctuaciones en el valor instantáneo del 
observable, y sólo se requiere que su promedio permanezca igual al valor macroscópico, en 
una escala de tiempo dada. Una modificación del esquema Newtoniano de la DM con el 
propósito de generar un ensamble termodinámico a temperatura constante, se denomina un 
algoritmo de termostato.  Cuando el ensamble termodinámico que se pretende generar es a 
presión constante, entonces el algoritmo se denomina baróstato. El uso de estos algoritmos 
puede estar motivado entre otras, por una o varias de las siguientes razones: (𝑖) para que 
coincida con las condiciones experimentales; (𝑖𝑖) para estudiar los procesos dependientes de 




las energías de deriva en estado estable, debidas a la acumulación de los errores numéricos 
durante simulaciones basadas en DM. 
Tabla 1. Los ocho ensambles termodinámicos, y sus correspondientes variables independientes y 
dependientes. Las variables intensivas son: el potencial químico 𝜇, la presión (𝑝) y la temperatura 
(𝑇). Las variables extensivas son: el número de partículas (𝑁), el volumen (𝑉), y la energía (𝐸), la 




𝑁 𝑉 𝐸 𝜇 𝑝 𝑇 Microcanónico 
𝑁 𝑉 𝑇 𝜇 𝑝 𝐸 Canónico 
𝑁 𝑝 𝐻 𝜇 𝑉 𝑇 Isoentálpico – isobárico 
𝑁 𝑝 𝑇 𝜇 𝑉 𝐻 Isotérmico – isobárico (Gibbs) 
𝜇 𝑉 𝐿 𝑁 𝑝 𝑇 Gran microcanónico 
𝜇 𝑉 𝑇 𝑁 𝑝 𝐿 Gran canónico 
𝑁 𝑃 𝑅 𝑁 𝑉 𝑇 Gran isotérmico – isobárico 
𝜇 𝑝 𝑇 𝑁 𝑉 𝑅 Generalizado 
 
Como se comentó anteriormente, las simulaciones de DM muestrean por defecto, un 
ensamble micro-canónico NVE. Sin embargo, para garantizar la compatibilidad con los 
resultados experimentales se deben probar por ejemplo, configuraciones de un ensamble 
canónico (NVT). Esto se logra modificando el esquema básico de DM con la imposición de 
un algoritmo de control de la temperatura que incluya el rescalamiento de las velocidades, 
para garantizar que la temperatura del sistema simulado permanezca constante (en 
promedio). Existen básicamente tres formas de controlar la temperatura en una simulación 
de DM: (𝑖) escalando las velocidades, aplicando el termostato Berendsen [148]; (𝑖𝑖) 
adicionando fuerzas estocásticas y/o velocidades, aplicando los termostatos de Andersen 
[149] Langevin [150] o termostatos tipo Dissipative Particle Dynamics [151, 152], (𝑖𝑖𝑖) 
usando formalismos de Lagrange extendidos, aplicando el termostato de Nosé-Hoover [153, 
154]. Como es natural, cada uno de estos esquemas tiene ventajas y desventajas, dependiendo 
de la aplicación. Para más información relativa a los fundamentos físicos y matemáticos 
sobre los que se fundamentan estos algoritmos así como también las posibilidades de 
implementación, ventajas y desventajas, véase por ejemplo [147]. En este trabajo se utiliza 
el termostato de Nosé-Hoover. 
Además de simulaciones a temperatura constante, a menudo es necesario mantener el sistema 
presión constante. En un sentido termodinámico, los sistemas simulados a presión constante 
implican las fluctuaciones de volumen. Existen diferentes técnicas de baróstato para 
mantener una presión objetivo ajustando el volumen de simulación. El procedimiento común 
a todos los barostatos, está asociado a un cambio en el virial interno del sistema, mediante el 
rescalamiento de las distancias relativas entre las partículas que lo constituyen. Se lista a 
continuación una serie de técnicas baróstatos usuales. Los detalles inherentes a cada técnica, 




(𝑖) El barostato de Berendsen [148], acopla débilmente el sistema a un baño de presión 
externo utilizando el principio de mínima perturbación local y el volumen se reescala 
periódicamente 
(𝑖𝑖) El barostato de ensamble extendido acopla el sistema un baño de presión ficticio por 
medio de un Lagrangiano extendido y la introducción de nuevos grados de libertad, en forma 
similar similares al termostato de Nosé-Hoover [156]. Este enfoque fue iniciado por 
Andersen y, a menudo se denomina baróstato Andersen [149]. 
(𝑖𝑖𝑖) El barostato de Parrinello-Rahman [157] es una extensión del método propuesto por 
Andersen, en el sentido que no sólo reescala el volumen, sino también la forma de la caja de 
simulación. 
2.2.10 Minimización de la energía 
La motivación para la llevar a cabo una minimización de la energía o una optimización de la 
geometría de un sistema está dada por el significado físico de la estructura obtenida: las 
estructuras optimizadas corresponden a menudo a un sistema tal como se encuentra en la 
naturaleza y la geometría de una estructura de este tipo se puede utilizar en una variedad de 
investigaciones experimentales y teóricos en los campos de la estructura química, la 
termodinámica, la cinética química, la espectroscopia y otros. 
Los métodos computacionales para calcular rutas de mínima energía son ampliamente 
utilizados en la química teórica, la física y la ciencia de materiales. Dado que el 
procedimiento de minimización es una condición necesaria para garantizar la estabilidad de 
las muestras, su implementación en el proceso de las simulaciones atomísticas, se constituye 
en una parte importante del estudio atomístico de los materiales.  El algoritmo de 
minimización implementado en este trabajo, corresponde a la versión del gradiente 
conjugado (CG) de Polak-Ribiére (PR) [158]. Si bien existen otros algoritmos de 
minimización muy utilizados, tales como el Hessian-free Truncated Newton Algorithm 
[159]; el Steepest Descent Algorithm [160]; el Damped Dynamics Method [161, 162]; se ha 
comprobado que la versión  PR es la opción más eficaz del CG para la mayoría de los 
problemas que involucran un gran número de partículas, por su simplicidad y porque requiere 
poca memoria. 
La  función  a  minimizar  es  la  energía  potencial  total  del  sistema,  que depende de las 
coordenadas de los 𝑁 átomos y está dada en general por: 
𝐸(𝑟1,  𝑟2, … , 𝑟𝑁)
=∑𝐸𝑝𝑎𝑖𝑟(𝑟𝑖, 𝑟𝑗) +∑𝐸𝑏𝑜𝑛𝑑(𝑟𝑖, 𝑟𝑗) + 
𝑖𝑗
 ∑𝐸𝑎𝑛𝑔𝑙𝑒(𝑟𝑖, 𝑟𝑗, 𝑟𝑘)
𝑖𝑗𝑘𝑖,𝑗
+∑𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙(𝑟𝑖, 𝑟𝑗 , 𝑟𝑘, 𝑟𝑙)
𝑖𝑗𝑘𝑙




                 
Donde, el  primer  término  representa la  suma  de  todas  las  interacciones  entre  pares  de  
átomos  no enlazados,  incluyendo  las  interacciones  de  Coulomb  de  largo  alcance.  Los  




y  ángulos,  respectivamente.  El último término describe la energía debida a las restricciones 
impuestas, como por ejemplo, una presión externa nula, para garantizar que la forma de la 
caja de simulación no varíe durante el proceso de minimización. 
El algoritmo CG –  PR permite una minimización de la energía del sistema, ajustando las 
coordenadas atómicas mediante un ciclo iterativo externo, que establece la dirección de 
búsqueda a lo largo de la cual, cambian dichas coordenadas. En cada iteración, utiliza la 
información de las primeras derivadas (gradiente de la fuerza) de la iteración previa, para 
determinar una nueva dirección de búsqueda perpendicular, (conjugada) a la dirección de la 
búsqueda anterior. Las iteraciones terminan cuando uno o más de los criterios de detención 
que se reseñan abajo, se cumple. En ese momento, se espera que la configuración sea la de 
mínima energía potencial. Más precisamente, la configuración debe aproximarse a un punto 
crítico para la función objetivo, que puede o no, ser de un mínimo local. 
El punto de partida para la minimización es la configuración actual de los átomos y el 
procedimiento de minimización se detiene si se cumple cualquiera de los siguientes criterios 
de detención: 
(𝑖) El cambio en la energía entre iteraciones es menor que un valor preestablecido. 
(𝑖𝑖) La norma euclidiana del vector de fuerza neta, es menor que el un valor preestablecido. 
(𝑖𝑖𝑖) El número de iteraciones o pasos de tiempo excede un valor pre-establecido. 










En palabras de Richard Feynman: "... si tuviésemos que enunciar el supuesto más poderoso 
de todos, el que nos conduce una y otra vez a un intento por entender la vida sería, que todas 
las cosas están hechas de átomos, y que todas las manifestaciones de los seres vivos puede 
ser entendida en términos de los contoneos y sacudidas de los átomos"7. Lo anterior significa 
que si somos capaces de entender y modelar el comportamiento de los átomos en un material, 
podremos ser capaces de saber, por ejemplo, cómo se deforma o como cambia de fases, y lo 
más importante, por qué exhibe las propiedades que lo caracterizan. 
El uso correcto de las técnicas computacionales orientadas a la descripción de un sistema, 
implica definir las reglas que gobiernan las interacciones entre los átomos que lo constituyen. 
Estas reglas están contenidas explícitamente en la función que describe la energía potencial 
del sistema. En la tabla 2 se resumen los procedimientos o enfoques generales para obtener 
dicha función. Pero más allá del procedimiento elegido para la construcción del potencial de 
interacción atómico, su elección depende en gran medida del sistema objeto de estudio, de 
las propiedades que de dicho sistema se desean estudiar y del marco teórico que se empleará 
para tal fin. 
Entre los modelos usados en la descripción de la energía de interacción atómica, se 
encuentran los potenciales de interacción entre pares (pair potentials), los cuales se 
caracterizan por definir la energía de un sistema de átomos interactuantes, como una suma 
de interacciones entre pares de átomos. En este grupo, los  más representativos y 
extensivamente usados en el estudio de sólidos cristalinos, son el potencial de Lennard-Jones 
[163] y el potencial de Morse [164]. Existen sin embargo otro de tipo de potenciales 
conocidos como potenciales de muchos cuerpos (many-body potentials) que tienen en cuenta 
el entorno alrededor de cada átomo y la manera como éste afecta a las fuerzas interatómicas. 
Entre estos potenciales se puede contar el potencial de Finnis-Sinclair [165]; el método de 
átomo embebido (Embedded Atom Method EAM) propuesto por Baskes y Daw [166]; la 
teoría del medio efectivo (Efective Medium Theory EAM) propuesto por Jacobsen et al [167], 
los modelos del pegamento (Glue Models) propuesto por Ercolessi et al [168];  y el modelo 
del enlace fuerte (Tight-Binding Model TB potencial) propuesto por Cleri y Rosato [159 
169]. En el presente trabajo se utilizan el potencial del átomo embebido dependiente de la 
concentración para Fe − Cr (concentration-dependent EAM (CD − EAM) potential for Fe −
Cr en inglés), propuesto por Stukowski, Sadigh, Erhart & Caro [170, 171];  para abordar el 
problema de la deformación en la aleación Fe − Cr y un potencial híbrido (Buckingham-
Fennel potential) para la descripción del proceso de deformación en el MgO [173, 174]. A 
continuación se describen ambos potenciales. 
                                                          
7 "...if we were to name the most powerful assumption of all, which leads one on and on in an attempt 
to understand life, it is that all things are made of atoms, and that everything that living things do can 




3.2. Potencial del átomo embebido dependiente de la concentración (CD - 
EAM potential) 
Los modelos tradicionales como los potenciales entre pares, entre los que se cuentan el 
potencial de Lennard Jones y el potencial de Morse, han sido extensivamente usados para 
analizar los defectos en cristales y las transformaciones de fase [165, 157]. Sin embargo 
existen predicciones basadas en los modelos del potencial entre pares, que evidencian la 
incapacidad de esta aproximación para representar con precisión, las interacciones atómicas 
en un sólido metálico cristalino. Dos de estas predicciones son: 𝑖) las constantes elásticas de 
un mono cristal cúbico satisfacen la relación C12 = C44, lo cual es raramente observada en 
materiales reales y 𝑖𝑖) la energía de formación de vacancias es igual a la energía de 
sublimación, lo cual no se verifica en general [168]. Las predicciones señaladas, siguieren 
que la principal falla de la aproximación del potencial entre pares, consiste en que se ignora 
la forma como los cambios en el ambiente circundante (local) de cada átomo, influyen en las 
interacciones atómicas. 
Tabla 2. Descripción de los diferentes enfoques orientados a obtener la función de energía potencial. 
Tomada de [175]. 
 
 
No obstante a lo anterior, para ciertos metales puros, en los que cada átomo tiene el mismo 
ambiente circundante, y por lo tanto los efectos de muchos cuerpos no afectan las 




para el caso de aleaciones con tendencia a órdenes de corto rango, los efectos de las 
interacciones de muchos cuerpos, se transforma en una función de la posición atómica que 
no está representada en la aproximación del potencial entre pares, por lo que esta 
aproximación presenta serias limitaciones cuando se usa en simulaciones orientadas a 
estudiar por ejemplo, los defectos de red [176]. 
Las limitaciones asociadas con el potencial entre pares cuando se usan en metales, pueden 
en general, ser superadas usando el método del átomo embebido (Embedded atom method 
(EAM)), originalmente desarrollado por Daw y Baskes. Este método se basa en la teoría de 
la densidad electrónica, pero es ampliamente usado como un modelo semi-empírico, pues 
requiere del conocimiento de ciertas propiedades del material, determinadas 
experimentalmente, con el objeto de evaluar parámetros del modelo. El formalismo del EAM 
se basa en el modelo de la teoría media efectiva (Effective Medium Theory (EMT)), en el 
cual se asume que, la energía potencial está compuesta de dos partes: la primera parte, 
llamada energía de embebimiento, que representa la energía requerida para embeber un 
átomo en una posición caracterizada por una de densidad de energía local y, la segunda parte 
se refiere al término repulsivo de la interacción atómica núcleo-núcleo, y está asociada con 
las interacciones electrostáticas entre átomos. Para información más amplia y detallada véase 
las referencias [166, 167, 171]. 
En el EAM en general, la energía total está dada por 








,                                         (19) 
donde 𝐹𝑖(𝜌𝑖) e s la energía de embebimiento o la energía requerida para embeber el átomo 
𝑖 en una posición 𝒓, donde 𝜌𝑖 𝑒𝑠 la densidad electrónica local asociada con todos los otros 
átomos, exceptuando al átomo 𝑖 y 𝜑𝑖𝑗 es la energía de repulsión entre núcleos de los átomos 
𝑖 y 𝑗 separados una distancia 𝒓𝑖𝑗. Las sumas que aparecen en el lado derecho de la ecuación 
(19), se toman sobre todos los átomos 𝑖 y 𝑗 separados por la distancia 𝒓𝑖𝑗. La función 𝐹𝑖(𝜌𝑖) 
solo depende de la naturaleza del átomo que va a ser embebido, mientras que su magnitud 
depende de la magnitud de su argumento 𝜌𝑖, y no de la naturaleza de los átomos que 
determinan la densidad electrónica 𝜌𝑖. En el formalismo del EAM la densidad electrónica 
𝜌𝑖 en la posición de un átomo 𝑖, se define como una suma de las densidades electrónicas (en 
esta posición) asociadas con los átomos restantes 𝑗 ≠ 𝑖 , esto es 




                                                                (20) 
Donde 𝜌𝑗
𝑎 es la densidad electrónica producida por un átomo 𝑗 en la posición del átomo 𝑖. La 
magnitud de la energía de embebimiento para el átomo 𝑖 está en consecuencia, asociada con 
las contribuciones de muchos átomos y, por lo tanto, los efectos asociados a las interacciones 
de muchos cuerpos están capturada en la ecuación (19). 
Con el objeto de usar la ecuación (19) en simulaciones computacionales para estudiar 




precisión las funciones de energía de embebimiento, 𝐹𝑖(𝜌𝑖) y las funciones de densidad 
electrónica 𝜌𝑗
𝑎(𝒓𝑖𝑗) de los materiales constituyentes, asi como también las correspondientes 
funciones de interacción de pares, 𝜑𝑖𝑗(𝒓𝑖𝑗). Por lo general, una descripción más precisa dentro 
de la aproximación EAM de las funciones , 𝐹𝑖(𝜌𝑖) y 𝜑𝑖𝑗(𝒓𝑖𝑗), se lleva a cabo siguiendo un 
procedimiento semi-empírico (ver tabla 2), que implica el cumplimiento las siguientes 
condiciones, derivadas de los cálculos de primeros principios: 𝑖) la energía de embebimiento 
debe ser cero cuando la densidad electrónica sea cero; 𝑖𝑖)  la función de energía de 
embebimiento debe tener una pendiente negativa y una curvatura positiva para las densidades 
electrónicas evaluadas en posiciones diferentes a la posición de interés y; 𝑖𝑖𝑖) la función de 
interacción de pares 𝜑𝑖𝑗(𝒓𝑖𝑗) para especies 𝑖 y 𝑗 es puramente repulsiva, y puede describirse 
como la media geométrica de las interacciones de pares 𝑖 − 𝑖 y 𝑗 − 𝑗. Dada la naturaleza 
Coulombiana de las interacciones atómicas entre pares, 𝜑𝑖𝑗(𝒓𝑖𝑗) puede expresarse como 
                                                          𝜑𝑖𝑗(𝒓𝑖𝑗) =
1.44𝑍𝑖(𝒓𝑖𝑗)𝑍𝑗(𝒓𝑖𝑗)
𝑟𝑖𝑗
                                              (21) 
Donde, las funciones de carga efectiva 𝑍𝑖(𝑅𝑖𝑗) y 𝑍𝑗(𝑅𝑖𝑗) deben ser positivas y decrecer mono-
tónicamente a cero cuando de incrementa la separación 𝑅𝑖𝑗 entre átomos. El factor 1.44 que 
aparece en la ecuación (21), es la constante de Coulomb medida en 𝑒𝑉Å/(𝑎. 𝑢)2 , donde 𝑎. 𝑢 
es la unidad carga electrónica. Por conveniencia, las funciones 𝐹𝑖 y 𝑍𝑖 están determinadas 
para cada elemento puro 𝑖, de modo y dado pueden ser usadas para describir su 
comportamiento en una aleación. 
Las simulaciones  de metales y aleaciones basadas en  DM a gran escala, a menudo hacen 
uso del EAM para calcular las energías y fuerzas interatómicas. Sin embargo, las aleaciones 
que muestran una fuerte asimetría o incluso una inversión de signo en el calor de formación 
(HOF de sus siglas en inglés), esto es, las aleaciones concentradas que muestran una 
dependencia no trivial de la concentración en el HOF, tales como como Fe − Cr o Pd − Ni, 
están más allá del alcance de los modelos estándar EAM de muchos cuerpos, y no existe aún, 
una metodología única adecuada para su descripción [177]. En el esquema estándar del EAM, 
los efectos de la aleación se describen en términos de la interacción mezclada entre pares, 
que tradicionalmente ha sido ajustada al HOF de una sola impureza (límite diluido). Debido 
a esta limitación, el modelo estándar EAM no se puede ajustar para describir la inversión en 
el signo  en el HOF.  
En un intento por tratar de remediar esta deficiencia, se han desarrollado dos esquemas para 
el caso concreto de la aleación Fe − Cr, son estos: el método del átomo embebido 
dependiente de la composición  (CD − EAM) desarrollado por Caro et al., [178] y el modelo 
de dos bandas (2BM) desarrollado por Olsson et al., [179], basado en el modelo de dos bandas 
(2B − EAM) desarrollado originalmente por Ackland y Reed [180], para describir materiales 
con ambos estados electrónicos 𝑠 y 𝑑 en la energía de Fermi. Tanto el CD − EAM como los 
modelos 2B − EAM han sido utilizados exitosamente en varias ocasiones para estudiar 
fenómenos inherentes a la precipitación en la aleación Fe − Cr [179, 180-184], y ambos son 
susceptibles de ser extendidos a más de dos componentes. 
En este trabajo se utiliza el esquema del potencial dependiente de la concentración (CD −




que describe la interacción mixta, es el producto de una función que depende de la distancia 
interatómica y la concentración local ℎ(𝑥). Esta función permite que el modelo reproduzca 
curvas HOF arbitrariamente complejas, y se diferencia del modelo 2B − EAM en la forma 
como se representan las fuerzas atómicas [170]. 
 
3.2.1 Implementación del CD-EAM en una simulación basada en DM, para 
estudiar una aleación binaria concentrada. 
Siguiendo lo planteado en [170, 171]. Para el caso de una aleación binaria que involucra dos 
elementos 𝐴 y 𝐵, la energía total está dada por 












Donde 𝛼 y 𝛽 representan los átomos de los elementos 𝐴 o 𝐵 ubicados en las posiciones 𝑖 y 
𝑗, las 𝐹s son las funciones de embebimiento para cualquiera de los dos tipos de elementos, 
las 𝑉𝑠 son los potenciales entre pares. La densidad electrónica total 𝜚𝑖 en la posición 𝑖 se 
calcula mediante: 
                                                                𝜚𝑖 =∑𝜌𝛼𝑖,𝛽𝑗(𝑟𝑖𝑗) 
𝑗≠𝑖
                                                           (23) 
Donde las 𝜌𝑠 representan las densidades entre pares 𝛼 – 𝛽. 
En general, la estrategia seguida para desarrollar potenciales de aleaciones, puede ejecutarse 
siguiendo cualquiera de las dos propuestas siguientes: 
1. Llevando a cabo una optimización de todas las funciones en la ecuación (22), y 
simultáneamente tratar de hacer coincidir, mediante un proceso de minimización, las 
propiedades blanco de los sistemas 𝐴, 𝐵 y 𝐴𝐵 con los respectivos valores experimentales 
conocidos. 
2. Desarrollando primero potenciales para los elementos puros 𝐴 y 𝐵, y luego ajustar el 
término cruzado de la citada ecuación siguiendo un procedimiento de minimización. 
La estrategia seguida para desarrollar el potencial utilizado en este trabajo, aparece descrita 
en [170, 178]. Se basa en la segunda de las propuestas descritas anteriormente y se 
implementa como sigue: los potenciales para los elementos puros se toman de la literatura. 
El del Fe reportado en [185] y el del Cr reportado en [186]. El término para la aleación fue 
ajustado, enfocándose en las no linealidades construidas considerando solamente el término 
del potencial cruzado, usando una representación para minimizar la contribución no lineal 
del término de embebimiento. Basados en [170], se describe la metodología seguida para 
aproximar el término de la aleación o el potencial que describe la interacción entre los 
elementos 𝐴 y 𝐵. 
Para el caso de una aleación concentrada, con curvas de mezclas de entalpía arbitrariamente 
complejas, que muestran una dependencia no trivial de la concentración en el HOF, el 
potencial entre pares cruzado 𝑉𝐴𝐵 depende tanto de la distancia 𝒓𝑖𝑗 como de la concentración 




                                                           𝑉𝐴𝐵(𝒓𝑖𝑗) = ℎ(𝑥𝑖𝑗)𝜙𝐴𝐵(𝒓𝑖𝑗)                                                  (24) 
Aunque en principio, esta función también puede ser ajustada, la concentración local 𝑥𝑖𝑗 de 
los átomos correspondientes al elemento 𝐵,  se estima a partir de las densidades electrónica 
parciales 𝐵, evaluadas en los sitios 𝑖 y 𝑗; según 
                                                            𝑥𝑖𝑗 =
1
2











)  ,                                   (25) 
con 
                                                                  𝜚𝑖
𝐵 =∑𝜌𝛼𝑗(𝑟𝑖𝑗)𝛿𝛼𝑗𝐵
𝑗≠𝑖
 ,                                                   (26) 
donde 
                                                        𝛿𝛼𝑗𝐵 = {
1  si el átomo 𝑗 es del tipo 𝐵.                                   
 0  en caso contrario.                                                   
 
Es decir, la densidad parcial 𝜚𝑖
𝐵 incluye solo contribuciones de los átomos tipo 𝐵 contenidos 
en la vecindad del sitio 𝑖. Dado que tanto la función de escalamiento ℎ(𝑥𝑖𝑗), como la 
interacción entre pares dependen de la concentración local, entonces el modelo CD-EAM 
puede aplicarse en el estudio de sistemas que presenten una composición espacial variable, 
por ejemplo interfaces y procesos de precipitación. 
Para simplificar las siguientes deducciones, se introduce una notación abreviada para los 
sitios de energía los cuales pueden dividirse en tres partes diferentes 






                                                               (27) 
La energía del átomo 𝑖 comprende su energía de embebimiento 𝐹𝑖 = 𝐹𝛼𝑖(𝜚𝑖), su suma de 
interacción entre pares 𝜐𝑖 con átomos de su misma especie 
                                                         𝜐𝑖 =∑𝛿𝛼𝑖𝛽𝑗
𝑗≠𝑖
𝑉𝛼𝑖𝛼𝑖(𝑟𝑖𝑗)                                                           (28) 
y su suma de interacción entre pares complementaria ?̅?𝑖 con átomos de otras especies 
                                                          ?̅?𝑖 =∑𝛿𝛼𝑖𝛽𝑗
̅̅ ̅̅ ̅̅
𝑗≠𝑖
ℎ(𝑥𝑖𝑗)𝜙𝐴𝐵(𝑟𝑖𝑗)                                               (29)  
Donde, los deltas de Kronecker 𝛿𝛼𝑖𝛽𝑗 y su contraparte 𝛿𝛼𝑖𝛽𝑗
̅̅ ̅̅ ̅̅ = 1− 𝛿𝛼𝑖𝛽𝑗, se han usado para 
diferenciar entre el caso de dos átomos de la misma especie y el caso de dos átomos de 
especies diferentes. La cantidad por átomo 𝜐𝑖 incluye todas las interacciones entre parejas 
del átomo 𝑖 con sus vecinos de la misma especie, mientras que ?̅?𝑖 incluye todas las 
interacciones cruzadas escaladas por el factor dependiente de la concentración ℎ(𝑥𝑖𝑗). 
 
3.2.2 Transferibilidad del potencial CD-EAM 
El objetivo más importante en la construcción y ajuste de un potencial interatómico, es lograr 
que sea transferible, es decir, que pueda ser capaz de describir propiedades de los materiales 




lineamientos sugeridos en la literatura, relativos a la transferibilidad de potenciales 
interatómicos usados en el estudio de materiales, establecen que las pruebas obligatorias que 
deben realizarse son: la de minimización de la energía, la constante de red, las constantes 
elásticas y el coeficiente de dilatación térmica lineal [187]. 
Se describen a continuación los experimentos computacionales diseñados e implementados 
para aplicar pruebas mencionadas en el párrafo anterior, las cuales se llevaran a cabo por 
separado, a monocristales de Fe y Cr, en su fase estructural cubica centrada en el cuerpo 
(bcc). Se presentan además, en esta sección, los resultados obtenidos y se comparan con los 
obtenidos experimentalmente y mediante otros métodos teóricos, reportados en el estado del 
arte. 
El potencial utilizado para describir las interacciones atómicas de los elementos 
constituyentes de la aleación Fe − Cr estudiada en este trabajo, fue desarrollado por 
Stukowski, Sadigh, Erhart y Caro [170,171]. Puede encontrarse, o bien en la sección de 
potenciales de LAMMPS8 [18], o bien en el Interatomic Potentials Repository Project del 
National Institute of Standards and Technology [188], conocido como NIST por sus siglas 
en inglés. 
Antes de acometer la tarea más importante en esta parte del trabajo, se presentan algunas de 
las características básicas de los elementos constituyentes del uno de nuestros casos de 
estudio, la aleación de Fe − Cr. Ambos, el hierro (Fe) y el cromo (Cr) son elementos 
metálicos, del grupo metales de transición en la tabla periódica. Ambos presentan una 
estructura cristalina bcc y algunas otras características resumidas en la tabla 3. La estructura 
cristalina y un ejemplo de la aleación se describen en la figura 4. 
3.2.2.1 Energía de cohesión y constante de red 
Se presenta a continuación el procedimiento seguido en la implementación de las 
simulaciones computacionales para el cálculo de la energía de cohesión (𝐸𝑐) y la constante 
de red (𝑎0) de muestras mono-cristalinas de Fe y Cr de manera independiente, y de la 
aleación Fe − Cr. 
 
Tabla 3. Algunos datos de interés relativos a los elementos constituyentes de la aleación Fe-Cr. TP∗ 
significa: tabla periódica   
Elemento 
Grupo  


















24 51.996 2130 BCC 2.88 
 
 
                                                          





Figura 4. Ilustración de un espécimen de la aleación Fe-5%Cr sustitucional constituida por 
1241atomos, y su celda unitaria correspondiente a estructura cristalina bcc 
3.2.2.1.1 Implementación de la simulación computacional 
En el  cálculo de 𝐸𝑐 y 𝑎0 para los mono-cristales de Fe y Cr, se utiliza un código escrito en 
LAMMPS, cuya estructura se comenta a continuación. 
1. La configuración de la caja de simulación se le suministró a LAMMPS mediante un  
archivo data. (*) .txt 9, producto a su vez de un código computacional escrito 
previamente. Este archivo de entrada contiene: el tipo de celda unitaria considerada, la 
masa de átomos y las posiciones de los mismos en la celda unitaria respectiva. En esta 
simulación se usan fronteras periódicas para definir la naturaleza cristalina de la 
muestra. 
 
2. Las interacciones atómicas se describen mediante el potencial sujeto a estudio, el 
cual se identifica como FeCr.cdeam, y se carga directamente en LAMMPS. 
 
3. Para efectos asociados con los procedimientos de minimización, se calcula la energía 
potencial por átomo y la energía potencial resultante obtenida al sumar dichos valores. 
 
4. El sistema se equilibra térmicamente a 0K  durante un total de 4000 pasos de tiempo, 
cada uno igual a 0.001ps. De esta forma se prepara para el proceso de minimización. 
El algoritmo de minimización implementado corresponde a la versión del gradiente 
conjugado de Polak-Ribiére [189,190]. El procedimiento consiste en relajar las 
fronteras de la celda de simulación partiendo de un valor dado para 𝑎0, hasta que el 
procedimiento converja al valor esperado. 
 
                                                          





5. Tanto para el procedimiento de estabilización como para el de relajación, se tienen 
archivos de salidas en los diferentes formatos afines con LAMMPS. 
 
Los resultados para las energías de cohesión y las constantes de red a 0K  para los cristales 
de Fe y Cr individuales, obtenidos con el procedimiento descrito, así como también algunos 
resultados publicados en la literatura, se muestran en la tabla 4 que aparece a continuación. 
Tabla 4. Energía de cohesión (EC) y constante de red (a0) para los cristales de  
Fe y Cr. (a)este trabajo; (b)resultado experimental, ref.[191]; (c)resultado teórico, ref.[192]; (d)resultado 
teórico, ref.[186] y  (e)resultado teórico, ref.[193].  












3.2.2.1.2 Resultados para 𝑬𝒄 y 𝒂𝟎 para el Fe y el Cr. 
La tabla 4 muestra que los valores para 𝐸𝐶 y 𝑎0 para ambos materiales el  Fe y el Cr, 
calculados usando el potencial cuya transferibilidad  se pretende verificar, coinciden bastante 
bien con los valores experimental y teóricos respectivos, reportados en la literatura. En 
efecto, las desviaciones entre ellos no son significativas. Esta misma tendencia puede 
observarse para el caso de 𝑎0 para el Cr. Para el caso de la  𝐸𝐶 p del mismo material, si bien 
las desviaciones entre los valores arrojados son un poco mayores comparadas con las que se 
presentan en el caso del Fe, puede decirse que no significativas ya que el valor calculado está 
dentro del orden de magnitud de los valores teórico y experimental reportados en la literatura.  
Lo anterior conduce a pensar que el potencial en cuestión, describe correctamente estos dos 
parámetros inherentes a los componentes individuales y que puede ser un buen candidato 
para describir el comportamiento mecánico de la aleación FeCr que se pretende estudiar. 
3.2.2.2 Constantes elásticas 
En el marco de las simulaciones atomísticas, las constantes elásticas de un material pueden 
obtenerse directamente de las curvas de esfuerzo versus deformación unitaria [131, 141,142] 
o indirectamente a partir de los cálculos del promedio en las fluctuaciones de la deformación 
unitaria [194 -196] o en el esfuerzo [197 -199] en un ensamble dado. En el presente trabajo, 
se utiliza el método directo, el cual se lleva a cabo, aplicando el método de la deformación 
unitaria controlada10, implementando una prueba de tensión triaxial. 
                                                          
10 La prueba de deformación controlada, se caracteriza por que se lleva a cabo de tal manera que la 
deformación unitaria aumenta a una rata preestablecida de modo que el espécimen esta sometido a una 
velocidad de deformación uniforme. 
𝑎0(Å) 




Teniendo en cuenta que tanto el Fe como el Cr se caracterizan, entre otras propiedades, por 
presentar estructura cúbica, y que la simetría para este tipo de cristales implica, que solo las 
constantes elásticas C₁₁, C12 y C44 son independientes, la evaluación de las mismas requiere, 
en principio, en el marco del método de la deformación unitaria controlada, dos experimentos 
computacionales independientes para la misma muestra [200]. Sin embargo, siguiendo el 
procedimiento implementado por Wen M. et al en [201], es posible obtener todas las 
constantes elásticas con solo un experimento computacional, siempre y cuando se escoja un 
sistema de coordenadas adecuado. Los detalles de su implementación mediante un código 
escrito en LAMMPS se describe a continuación. 
3.2.2.2.1 Implementación de la simulación computacional 
La implementación del procedimiento computacional orientado a determinar las constantes 
elásticas de los cristales de los materiales constituyentes de la aleación Fe − Cr, se resume 
en los siguientes pasos: 
1. Se crea una caja de simulación consistente en 12 (doce) réplicas de la celda unitaria 
bcc a lo largo de cada uno de los ejes coordenados y orientados de la siguiente manera: 
𝑥 = [110], 𝑦 = [1̅10] y 𝑧 = [001]. Por la forma como fue concebida, la región de 
simulación se reduce a una caja ortogonal con un total de 3468 átomos como la 
ilustrada en la figura 5 La orientación descrita se ilustra para una celda unitaria, en la 
figura 6. 
2. Los experimentos computacionales de deformación se realizan a 300K  y a una presión 
de 0atm. Por esta razón, primero se llevó la muestra de 0 a 300K  y seguidamente se 
sometió a un proceso de equilibración permitiéndole expandirse bajo las condiciones 
descritas al principio. 
3. Una vez equilibrada, la celda de simulación fue deformada a 300K  y a 0 atm en la 
dirección 𝑥, a una rata de deformación de 1018s−1 . En este caso no se controlan las 
presiones, pero las dimensiones transversales a la dirección de la deformación se 
mantuvieron constantes. Esto permite poder calcular el esfuerzo resultante en la 
dirección de interés y que el sistema no se relajeen las otras direcciones. A lo largo de 
ambos procesos, tanto de equilibración como de deformación, las posiciones y 
velocidades de los átomos en la celda de simulación fueron actualizadas en cada paso 
del tiempo, mediante un termostato del tipo Nosé-Hoover [153, 154, 156]. 
4. Los valores del esfuerzo y la deformación unitaria se calculan de acuerdo con lo 
descrito en el apéndice 1 de este trabajo y se post-procesan internamente en LAMMPS. 
Las coordenadas 𝑥, 𝑦, y 𝑧, de las posiciones para cada átomo, el parámetro de centro-
simetría, las energías potenciales para cada átomo, y las fuerzas sobre cada átomo se 






Figura 5. Especímenes mono-cristalinos de Fe y Cr con 3468 átomos 
 
Los resultados obtenidos aplicando el procedimiento anterior, usando como potencial de 
interacción atómica descrito en [171] y cuya transferibilidad se pretende verificar, aparecen 
en las figuras 7(a) y 7(b) y la tabla 5. 
 
Figura 6. Orientación de la celda unitaria usada durante las pruebas de tracción simple para el cálculo 
de las constantes elásticas. 
3.2.2.2.2 Análisis de los resultados 
Los valores de las constantes elásticas para ambos cristales Fe y Cr, se obtienen a partir de 
las gráficas de esfuerzo vs deformación unitaria, figuras 7(a) y 7(b), y un cálculo posterior 
que involucra la solución del sistema de ecuaciones (30), cuya derivación aparece en el 
apéndice 2 de este trabajo. 
                                                  
















                                                   (30) 
El sistema de ecuaciones (30), resulta de aplicar el procedimiento propuesto en [201], el 




cristalina bcc, de los cuales el Fe y el Cr, son ejemplos típicos. Nótese que las gráficas 
referidas demuestran que, en efecto, la prueba llevada a cabo fue de esfuerzo triaxial. 
 
 
Figura 7. Gráfica de esfuerzo versus deformación unitaria en la dirección 〈1 0 0〉 para una muestra 
de 3468 átomos de (a) Fe, (b) Cr, orientada según: 𝑥 = 〈110〉, 𝑦 = 〈1̅10〉 y 𝑧 = 〈001〉 
 
La tabla 5 muestra que los valores de las constantes elásticas del Fe, calculadas en este 
trabajo, no difieren significativamente de los valores reseñados en otros trabajos tanto 
teóricos [196, 202] como experimentales [203, 204]. La coincidencia en cuanto a los órdenes 
de magnitud está claramente explícita. 
De otro lado, en la tabla 5 referida, se observa también que los valores de las constantes 
elásticas del Cr presentan muy buenas aproximaciones para C11 y C44, sin embargo para C12 
existe una desviación marcada entre los valores determinados en este trabajo y los reseñados 
en la literatura, véanse por ejemplo las referencias [196, 204]. Este no es un hecho aislado, 
es bien conocido que los materiales de transición con estructura cristalina bcc, más 
específicamente el Cr, presenta cierto tipo de problemas, para el caso que nos ocupa, 
podemos mencionar (𝑖) el amplio rango de valores para las constantes elásticas cuando se 
determinan experimentalmente y, (𝑖𝑖) el carácter negativo de la denominada presión de 
Cauchy, esto es, (C12 − C44 < 0)[205]. También se sabe que los potenciales basados en EAM 
no pueden por si solos, describir las propiedades de los metales para los que la presión de 
Cauchy sea negativa [206]. Existen, sin embargo, muchos intentos exitosos para la solución 
de este problema, véase por ejemplo el trabajo de Paisanot, R. et al, [207]. 
De acuerdo con lo anterior y teniendo en cuenta que: (𝑖) el procedimiento computacional 
orientado a calcular β, se lleva a cabo a temperatura ambiente (𝑇 = 300K ≈ 𝑇𝑁); (𝑖𝑖) que 
el potencial utilizado en tal procedimiento ha sido, en principio, diseñado para predecir 
propiedades de aleaciones, en particular del sistema Fe − Cr [171] y no para determinar con 
exactitud el valor de parámetros individuales como las constantes elásticas para un cristal en 
particular; y (𝑖𝑖𝑖) que la implementación de este potencial se basa en la información 
contenida en funciones termodinámicas [171], más que dinámica de la capas electrónicas, se 
puede afirmar que las diferencias entre los valores de C12 para el Cr encontrados en este 
trabajo y los reportados en la literatura, son comprensibles y justificables. En este orden de 




el valor de C12 para el Cr, no implica que no sea un buen candidato para estudiar el 
comportamiento mecánico de las aleaciones de Fe − Cr. 
 
3.2.2.3 Coeficiente de dilatación volumétrica (𝜷) 
Se presenta a continuación la implementación y los resultados de las simulaciones 
computacionales para determinar el coeficiente de dilatación volumétrica (𝛽) de los 
elementos constituyentes de la aleación de Fe − Cr  mono-cristalina. 
3.2.2.3.1 Implementación de la simulación computacional 
El procedimiento seguido para determinar la respuesta individual del Fe y el Cr ante el 
cambio de temperatura se basa en la implementación un código escrito en LAMMPS cuyos 
pasos se describen a continuación. 
Tabla 5. Constantes elásticas para los cristales de Fe y Cr: (a) este trabajo; (b) resultado experimental, 
ref. [202]; (c) resultado teórico, ref. [203]; (d) resultado teórico, ref. [204] y  (e) resultado teórico, ref. 
[196]. 














1. Previamente, se estructura una rutina capaz de proveer información acerca de la celda 
de simulación. Esta información debe ser afín con el potencial interatómico objeto de 
verificación y se refiere a lo siguiente: el tamaño (número de átomos y de veces que 
eventualmente se replica la celda unitaria), la naturaleza (masas atómicas y constante de 
red) y las posiciones de los átomos dentro la celda de simulación. La rutina está diseñada 
para suministrar la información sistematizada mediante un archivo *.dat compatible con 
LAMMPS. 
2. El código escrito en LAMMPS está estructurado de modo que la celda de simulación 
recibida del archivo *.dat referido en el inciso anterior, la cual para esta etapa consta de 
3456 átomos, se le aumenta su temperatura de 0K  a 1800K  a intervalos regulares de 
300K, al término de los cuales se le somete a un proceso de equilibración. Esta rutina 
además de los valores de temperatura de la muestra en cada paso del tiempo de la 




el parámetro de centrosimetría el cual es importante para analizar la evolución de la muestra 
en cuanto a su estructura cristalina. 
3. Para el cálculo de los coeficientes de dilatación volumétrico 𝛽 para ambas muestras (Fe 
y Cr), se tomó el intervalo de 300K  a 900K  a presión atmosférica y se trazaron las gráficas 
de 𝑉(Å3) contra 𝑇(𝐾), se ajustaron linealmente, se obtuvo su pendiente y la ordenada 
correspondiente a la temperatura de 300K. Las gráficas referidas y los resultados de los 
cálculos de 𝛽 aparecen en las figuras 8(a) y 8(b) y la tabla 6 que se muestran a continuación. 
3.2.2.3.2 Resultados para el cálculo de 𝜷 
En las gráficas de la figura 8 se observa que, en efecto los ajustes para ambas curvas difieren, 
aun cuando la morfología de ambas refleja un comportamiento similar. Este hecho se podría 
atribuir a las similitudes que ambos elementos presentan en sus estructuras atómicas y 
cristalinas y en la topología de sus celdas unitarias. Recuérdese que sus posiciones en la tabla 
periódica, solo están separadas por el Manganeso (Mn) y pertenecen al mismo grupo, esto 
es materiales de transición. 
 
 
Figura 8. Volumen versus temperatura (correspondiente al intervalo entre 300𝐾 y 900𝐾) para una 
muestra de 3456 átomos de Fe (a), Cr (b) con sus respectivos ajustes (recta verde) y la ecuación para 
el mismo. 
 
De la tabla 6 puede inferirse que no existen diferencias significativas entre los valores del 
módulo de dilatación volumétrico (𝛽) del Fe reportado en este trabajo, y los valores teórico 
y experimental reportados en la literatura. Nótese también en la tabla referida que, para el 
caso del Cr, el valor obtenido para 𝛽 difiere de los reportados en la literatura, a pesar de 
mantenerse en el mismo orden de magnitud. 
De otro lado, es un hecho ampliamente conocido que por debajo de la temperatura de Néel 
(𝑇𝑁 ≈ 311𝐾 ), el Cr es antiferromagnético [208- 210] y también que a temperaturas cercanas 




térmica, ambos fenómenos son mediados por la densidad de ondas de espín (SDW)11, efecto 
que, como se sabe, involucra la interacción de muchos cuerpos [211, 212]. 
 
Tabla 6. Coeficientes de dilatación volumétrica  para los cristales de Fe y Cr: (a) este trabajo; (b) 
resultado experimental, ref. [205]; (c) resultado teórico, ref. [191]; (d) resultado experimental, ref. 
[206] y (e) resultado teórico, ref. [191]. 
 


















De acuerdo con lo anterior y teniendo en cuenta que: (𝑖) el procedimiento computacional 
orientado a calcular 𝛽, se lleva a cabo a temperatura ambiente (𝑇 = 311K ≈  𝑇𝑁); (𝑖𝑖) que 
el potencial utilizado en tal procedimiento ha sido, en principio, diseñado para predecir 
propiedades de aleaciones, en particular, del sistema Fe − Cr bajo irradiación [176] y no para 
determinar con exactitud el valor de parámetros individuales como 𝛽, para un cristal en 
particular; y (𝑖𝑖𝑖) que la implementación de este potencial se basó en la información 
contenida en funciones termodinámicas [171], más que dinámica de la capas electrónicas, se 
puede afirmar que las diferencias entre los valores de 𝛽 para el Cr encontrados en este trabajo 
y los reportados en la literatura, son comprensibles y justificables. 
3.2.3 Análisis y discusión 
El objetivo de esta parte del trabajo es determinar la validez del potencial que se pretende 
utilizar en la descripción de las propiedades mecánicas de la aleación Fe − Cr. Con esto en 
mente, se diseñaron y llevaron a cabo simulaciones computacionales orientadas a obtener los 
valores de la energía de cohesión (𝐸
𝑐
), el parámetro o la constante de red (𝑎0), las constantes 
elásticas (Cij) y el módulo de dilatación volumétrico (𝛽) para ambos elementos 
constituyentes de la aleación en cuestión Fe y Cr. 
Los resultados obtenidos para 𝐸𝑐 y 𝑎0 tanto para el Fe como para el Cr en este trabajo, 
coinciden bastante bien con los reportados en la literatura (véase la tabla 4). Lo mismo puede 
afirmarse para las Cij y β para el caso del Fe (véanse las tablas 5 y 6). Esto quiere decir 
inequívocamente, que el potencial objeto de verificación, puede describir con un alto grado 
de fidelidad las interacciones atómicas que dan origen a estas propiedades mecánicas del Fe 
y algunas propiedades del Cr, tales como 𝐸𝑐 y 𝑎0. 
                                                          
11 Estado base de un metal en el cual la densidad de espín de los electrones de conducción, presenta 
una variación sinusoidal en el espacio cuya longitud de onda es, usualmente, desproporcionada 
comparada con la estructura cristalina, es decir, la variación referida, está espacialmente modulada. 
Esta fase anti ferromagnética se presenta normalmente en metales de transición, más exactamente en 




Por otro lado, en las mismas tablas 5 y 6, puede observarse que los valores de Cij y β para el 
caso del Cr obtenidos en este trabajo, difieren con respecto a los obtenidos y publicados por 
otros autores. Si bien esta diferencia no es definitiva, pues conservan el mismo orden de 
magnitud, si bastante es llamativa y mecere ser justificada. 
Se ha propuesto en las secciones 3.2.2.2.2 y 3.2.2.3.2 de análisis de resultados, que la 
principal razón para estas diferencias reside en dos partes: (𝑖) la dificultad que presenta el Cr 
en cuanto a la representación de las interacciones atómicas que describen su naturaleza anti 
ferromagnética en el rango de temperaturas cercanas a la temperatura ambiente y (𝑖𝑖) que la 
forma como se construyó el potencial objeto de verificación, se fundamenta más funciones 
basadas en la termodinámica de los constituyentes de la aleación, más que en las 
interacciones entre las capas atómicas de los mismos, como tal. 
Lo deseable para establecer la validez absoluta del potencial es que reproduzca los valores 
exactos de todos los parámetros individuales que caracterizan un sistema dado. Claramente 
ello implicaría también aceptar que dicho potencial estaría reproduciendo fielmente todas y 
cada una de las interacciones atómicas de dicho sistema. Esto generalmente no ocurre, lo que 
se tiene en la mayoría de los casos son potenciales que funcionan bastante bien en la 
descripción algunas propiedades, pero su aplicación en la descripción de otras es pobre o 
débil. La mayoría de los resultados de los parámetros elegidos para verificar la validez del 
potencial que se pretende usar en adelante en este trabajo, son buenos y los que no son tan 
buenos, han sido debidamente justificados. Con base en esto, se considera que el potencial 
objeto de verificación es buen candidato para llevar a cabo el estudio de las propiedades 
mecánicas de la aleación Fe − Cr. 
 
3.3. Interacciones Columbianas (Potencial de Buckingham-Fennell) 
3.3.1 Introducción  
El segundo caso de estudio que se aborda en este trabajo es el MgO. Antes de presentar el 
potencial de interacción atómica que se utiliza en la implementación de las simulaciones 
computacionales de las pruebas de nano-indentación, se presenta una breve reseña de este 
material, en la que se exponen algunas de sus características más importantes. 
El MgO es un material iónico que cristaliza en la estructura sal de roca o cloruro de sodio 
(NaCl) con parámetro de red  𝑎0 = 4.212Å [171], véase figura 9 (a) y (b). Como todo cristal 
iónico, el MgO consiste en un arreglo regular de iones positivos y negativos que resulta de la 
transferencia de un electrón o más de una clase de átomos a otro (El Mg cede electrones 
mientras que el O los gana). Debido a que carece de electrones libres, el MgO es un mal 
conductor de la electricidad y del calor. Pero a temperaturas altas, los iones pueden adquirir 
cierta movilidad, lo cual resulta en una mejor conductividad eléctrica. El MgO tiende a ser 
duro, frágil y tiene un alto punto de fusión (3073.2K) debido a las fuerzas electrostáticas 
relativamente fuertes entre los iones [213, 214]. Los iones que lo definen, presentan simetría 
esférica, por lo que los enlaces del MgO carecen de direcciones preferenciales, como si ocurre 
en el caso de los sólidos covalentes; por lo tanto en el MgO, los iones se ordenan en el cristal 





Figura 9. Ilustración de la estructura cristalina del MgO. (a) Celda cristalográfica del MgO; (b) 
Estructura cristalina del MgO con coordinación poliédrica. Los átomos de Oxigeno están coloreados 
en verde y los de magnesio en gris. La figura 1(b) fue tomada de The Science and Engineering of 
Materials, Sixth Edition. Autores: Donald R. Askeland, Pradeep P. Fulay, Wendelin J. Wright. 
El modelo estructural  del MgO puede considerarse simplemente como esferas duras 
enlazadas entre sí mediante fuerzas electrostáticas. Los iones de oxígeno están 
compactamente empacados de acuerdo con un arreglo cúbico centrado en las caras (fcc). La 
estructura resultante tipo NaCl se ilustra en la figura 10. Puede considerarse que esta consiste 
de dos celdas unitarias fcc entrelazadas, una de oxígeno y otra de magnesio [216]. 
En cuanto al potencial utilizado para modelar la prueba de nano-indentación del MgO, es 
pertinente mencionar que, la versatilidad de LAMMPS para codificar simulaciones 
computacionales basadas en DM, permite el uso de los denominados potenciales híbridos, 
los cuales consisten en la combinación de dos o más funciones que describen la interacción 
atómica de un sistema dado, en diferentes rangos en la escala de longitud, en una sola función 
definida a trozos, cuyos intervalos de aplicación están dadas en términos las distancias 
interatómicas y las distancias de corte. Este procedimiento permite tener una representación 
más fiel de las interacciones atómicas y de esta forma agilizar las tareas computacionales. 
En este trabajo, se utiliza un potencial híbrido que resulta de la combinación de los 
potenciales de Buckingham [173] y de Fennell [174], para describir la interacción 
Coulombiana entre los átomos que forman este cristal iónico. El primero de ellos se utiliza 
para describir las interacciones a corto alcance y el segundo para describir las interacciones 
a largo alcance. En esta sección se presenta la forma matemática de cada uno de ellos. 
 
 
Figura 10. Ilustración de la estructura del empaquetamiento del Oxido de magnesio. Las esferas 
grandes coloreadas en verde representan iones de oxígeno y las esferas pequeñas, coloreadas en gris 




3.3.2 Potencial de Buckingham (Interacciones de corto alcance) 
Se sabe que las interacciones de corto alcance se originan en el traslapamiento de las nubes 
electrónicas de dos átomos interactuantes, cuando la separación promedio entre ellos, es muy 
pequeña. El principio de exclusión de Pauli [217], establece que dos fermiones no pueden 
compartir el mismo estado cuántico, en consecuencia, cuando las nubes electrónicas de dos 
átomos se traslapan, la exclusión de Pauli, obliga a que el estado base de la distribución de 
carga de los electrones tenga una energía más alta. Este aumento en la energía se manifiesta 
como una fuerza repulsiva que aumenta cuando los iones tienden a estar cerca el uno del 
otro. 
A separaciones ligeramente más grandes, existe una pequeña fuerza de atracción conocida 
como la interacción de van der Waals-London. Esta atracción se debe a la formación 
espontánea de dipolos en cada uno de los iones interactuantes. En 1930 London [218, 219] 
prueba que, para el caso de un par de iones idénticos 𝑖 y 𝑗, esta fuerza varía como una función 
de 𝑟𝑖𝑗
−6, donde 𝑟𝑖𝑗 es la separación entre los iones. Esta fuerza es conocida como la fuerza de 
van der Waals. 
El primer intento para acoplar un potencial repulsivo de corto alcance con la interacción 
Coulombiana de largo alcance, se debe a Born y Landé [220]. Estos autores proponen un 
modelo para describir el componente de corto alcance descrito mediante 
                                                                  𝜙𝑖𝑗(𝑟) =
𝑏
𝑟𝑖𝑗
𝑛                                                                      (31) 
Donde 𝑏 y 𝑛 se escogen de modo que pueda reproducirse la separación interatómica de 
equilibrio. Los cálculos mecánico cuánticos demostraron, que si bien esta era una 
aproximación útil para algunos casos, no era aplicable a todos los materiales. A partir de 
estos resultados, Born y Mayer [220] desarrollaron un potencial de corto alcance descrito por 
                                                           𝜙𝑖𝑗(𝑟) = 𝐴𝑒
−
𝑟𝑖𝑗
𝜌                                                                        (32) 
En el cual, 𝐴 y 𝜌 son parámetros relacionados respectivamente, con el tamaño y la dureza de 
los iones, y se derivan mediante procedimientos de ajustes que permiten reproducir 
resultados experimentales. Lennard & Jones [23] propusieron un potencial que combina la 
forma repulsiva descrita en la ecuación (31) con el potencial atractivo de van der Waals, 
utilizando la dependencia 𝑟𝑖𝑗









En los cálculos modernos es usual trabajar con 𝑛 = 12. Si en el potencial de Lennard-Jones, 
se sustituye el término (
𝑏
𝑟𝑖𝑗
𝑛), por el término que contiene el factor exponencial que aparece en 
el potencial de Born-Mayer, se obtiene el llamado potencial de Buckingham [173], dado por 







                                                            (33)  
Nuevamente, los parámetros 𝐴, 𝜌 y 𝐶  pueden derivarse mediante procedimientos de ajustes 




en este trabajo, para para describir las interacciones de corto alcance, en las simulaciones de 
las pruebas de nano-indentación para el MgO. Se  listan a continuación, en la tabla 7, los 
parámetros de potencial de Buckingham utilizados, tomados de [221]. 
 
Tabla 7. Valor de los parámetros del potencial de Buckingham utilizados en las simulaciones de las 
pruebas de nano-indentación del MgO  
 
Interacción    
Parámetros 
𝐴(Hartree) 𝜌(Bohr) C(Hartree ∗ Bohr6) 
Mg −Mg 0.0 1.0 0.0 
O − O 350.88 0.41415 54.09 
Mg − O 47.2 0.56635 0.0 
 
Para efectos prácticos, y teniendo en cuenta la naturaleza de corto alcance de estos 
potenciales, se utiliza una distancia de corte más allá de la cual las contribuciones son nulas. 
El propósito de esto es optimizar los tiempos de cálculo, ya que más allá de unos 
espaciamientos de red la contribución a la interacción es insignificante. El valor de esta 
distancia de corte se determina normalmente mediante la ejecución de una serie de cálculos 
idénticos aumentando los valores de la distancia de corte de corto alcance y posteriormente 
graficarla contra la energía de cohesión. Cuando la gráfica muestra una meseta, se asume que 
los aumentos adicionales en la distancia de corte alcance, no implican contribuciones a la 
energía y por lo tanto se elige el menor de ellos, como la distancia de corte óptima. 
 
3.3.3 Potencial de Fennel (Interacciones de largo alcance) 
La energía de interacción Coulombiana para un sistema de 𝑁 iones en el vacío, en la 








Donde 𝒓𝑖𝑗 = 𝒓𝑗 − 𝒓𝑖, 𝜖0 = 8.854 x 10
−12C2/Nm2 es la permisividad eléctrica en el vacío y 
la suma se toma sobre todos los pares de iones (𝑖, 𝑗). En total hay 𝑁(𝑁 − 1)/2 pares. 
Asumiendo que el sistema está sujeto a condiciones de frontera periódicas (PBC) y que 𝒏 
con (𝑛1, 𝑛2, 𝑛3) sean los vectores necesarios para formar una red primitiva cristalina cúbica, 
cuya arista mida 𝐿, entonces la energía total asociada a la interacción Coulombiana para este 
sistema periódico, incluye las interacciones entre las imágenes periódicas y está dada por 








                                                    
Esta suma sobre todos los pares de iones, puede ser reescrita como sumas sobre todos los 

















                                                   (34) 
Donde se ha introducido el factor ½ para cancelar el doble conteo. 
La evaluación de las energías, las fuerzas y los esfuerzos en las simulaciones basadas en  MD 
de sistemas iónicos condensados, consiste en evaluar el potencial de Coulomb o 
equivalentemente, calcular las interacciones de largo alcance mediante una suma directa 
entre pares. La acumulación correcta de las interacciones electrostáticas es esencial, y es una 
de las tareas más exigentes desde el punto de vista computacional. Los campos de fuerzas 
comunes en mecánica molecular, representan sitios atómicos con cargas totales o parciales 
protegidas por interacciones tipo Lennard-Jones (corto alcance). Esto significa que casi todas 
las interacciones involucran un cálculo de las fuerzas carga-carga o entre pares. 
Se han realizado muchos esfuerzos para abordar el manejo adecuado y práctico de las 
interacciones electrostáticas, y éstos han dado lugar a una variedad de técnicas [222-224], 
que se clasifican como métodos implícitos (i.e., dieléctricos continuos y campos dipolares 
estáticos) [225,226] y métodos explícitos (i.e., sumas de Ewald, interacción desplazada o 
truncamiento) [227,228] o una mezcla de los dos (i.e., métodos de campo tipo reacción y 
métodos multipolares rápidos) [229,230]. El método de Ewald [231] ha sido durante mucho 
tiempo, el método elegido para solventar dicha dificultad. Se basa en una manipulación 
matemática de la energía total de Coulomb de un sistema como el descrito por la ecuación 
(34), y se prefiere a menudo, debido a que incorpora físicamente, las moléculas del medio 
que rodea el sistema de interés. Sin embargo, presenta el problema del alto costo 
computacional que demanda su implementación [222], y algunos reparos sobre posibles 
artificios causados por la periodicidad inherente en la suma explícita de Ewald [224]. 
En el método de Ewald se sustituye la suma de las energías de interacción en el espacio real, 
por una suma equivalente en el espacio recíproco o de Fourier. En este método, la interacción 
de largo alcance se divide en dos partes: una contribución de corto alcance, y una 
contribución de largo alcance que no tiene singularidad alguna. La contribución de corto 
alcance se calcula en el espacio real, mientras que la contribución de largo alcance se calcula 
utilizando una transformada de Fourier. La ventaja de este método consiste en que garantiza 
la rápida convergencia de la energía en comparación con la de una suma directa. Esto 
significa que el método tiene una alta precisión y una velocidad razonable para calcular las 
interacciones de largo alcance, por lo que es, de hecho, el método estándar utilizado para 
calcular las interacciones de largo alcance en sistemas periódicos. Los detalles algebraicos y 
las consideraciones físicas del método se aplican a la ecuación (34), se detallan en [225] y 
resultan en modelo matemático que se muestra a continuación: 
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𝑑𝑡                                                  (36)  
Con erf(0) = 0 y erf(∞) = 1 y erf 𝑐(𝛼𝑟) es la función error complementaria, definida por 
erfc(αr) = 1− erf(αr)    
Donde 𝛼 es el parámetro de amortiguación o de convergencia en unidades de Å
−1
, 𝒌 son los 
vectores en el espacio recíproco 𝒌 = 2𝜋𝒏/𝐿2, |𝒌| = 𝑘, 𝑉 es el volumen de la celda de 
simulación del sistema considerado  y 𝑆(𝒌) es el llamado factor de estructura de la 




e𝑖𝒌 ∙ 𝒓𝑖   
El parámetro de convergencia 𝛼 desempeña un papel importante en el equilibrio del costo 
computacional entre las porciones de los espacios directo y recíproco de la suma. El cálculo 
directo de la suma de Ewald tiene complejidad 𝑂(𝑁2). Un procedimiento típico para reducir 
el costo de la suma Ewald consiste escoger 𝛼 de modo que las interacciones en el espacio 
real experimenten un decaimiento rápido, de modo que la suma en el espacio recíproco queda 
optimizada. La elección de este valor, permite seleccionar si la parte de la suma 
correspondiente al espacio real o al recíproco es un cálculo de orden 𝑂(𝑁2), mientras que la 
otra, queda siendo de orden 𝑂(𝑁) [223]. Estas optimizaciones por lo general, implican la 
utilización de la transformada rápida de Fourier (FFT), [231] y conducen a métodos como el 
Particle-Mesh Ewald (PME) [232-236], en el cual el costo de la parte de la suma de Ewald 
correspondiente de espacio recíproco, se reduce de 𝑂(𝑁2) a 𝑂(𝑁log𝑁). 
Estos desarrollos y optimizaciones han hecho que el uso de la suma Ewald en simulaciones 
con condiciones de contorno periódicas sea rutinario. Sin embargo, en ciertos sistemas, tales 
como interfaces de vapor-líquido y membranas, la periodicidad tridimensional intrínseca 
puede resultar problemática ya que introduce efectos espurios en la dinámica del sistema 
[237-242]. Lo anterior sugiere que se debe tener cuidado cuando se considera el uso de la 
suma Ewald. 
Motivados por lo anteriormente expuesto, Wolf et al., and Zahn et al. [243, 244], propusieron 
potenciales utilizando dos estrategias computacionales diferentes y separables. Wolf et al., 
utilizan el desplazamiento del potencial mediante el uso de cargas de imagen12.  El potencial 
propuesto por ellos, se basa en su observación de que la interacción electrostática es de corto 
alcance en los sistemas de fase condensada y que la neutralidad de la carga, contenida dentro 
de cierta distancia de corte, es fundamental para garantizar la estabilidad del potencial. Su 
forma matemática está dada por 
                                                          
12 En sistemas de fase condensada en los que la proyección de carga causa interacciones electrostáticas que se 
transforman efectivamente en interacciones de corto alcance, la convergencia absoluta de suma de las 
interacciones electrostáticas se logra forzando la neutralidad de la carga dentro del radio de corte, mediante un 
desplazamiento del potencial, colocando las cargas imágenes en la superficie de la esfera definida por dicho 

























]}  (37) 
Donde 𝑟𝑐 denota la distancia de corte. 
Zahn et al., por su parte utilizaron el amortiguamiento de la interacción electrostática en la 
forma de calcular las fuerzas. En sus investigaciones sobre el agua [24] encontraron que las 
fuerzas y la derivada del potencial eran proporcionales y que el orden en el cálculo de las 
fuerzas podría conducir a una violación de la conservación de la energía. Estos hallazgos los 
motivaron a proponer un nuevo potencial de Coulomb amortiguado cuya forma funcional 
está dada por 












] (𝑟𝑖𝑗 − 𝑟𝑐)}         (38) 
En el 2006 Fennell & Gezelter [174] proponen un método para la suma de las interacciones. 
Este método se fundamenta en la siguiente observación: dado que el alcance efectivo de la 
interacción electrostática en fases condensadas es, considerablemente menor que 𝑟−1, 
entonces, tanto el radio de corte de esfera de neutralización, como la técnica dependiente de 
la distancia de amortiguación, pueden utilizarse como base para evaluar la suma de la 
interacción entre pares. 
La forma funcional del potencial en el modelo para el cálculo de las interacción 
Coulombiana, propuesto por Fennell & Gezelter está dado por  
















) (𝑟 − 𝑟𝑐)] , 𝑟 ≤ 𝑟𝑐     (39) 
La derivada de este potencial conduce a la forma funcional de las fuerzas. 



















)] , 𝑟 ≤  𝑟𝑐      (40) 
Las ecuaciones (39) y (40) dan lugar a un método para evaluar la suma de las interacciones 
electrostáticas, en el cual el potencial y las fuerzas son continuas en el radio de corte e 
incorpora la función de amortiguación propuesta por Wolf et. al., [223]. Este es el modelo 
utilizado en este trabajo, para evaluar las interacciones Coulombiana de largo alcance. Los 
detalles referentes a la deducción de estas ecuaciones pueden ser consultados en [174]. 
La ecuación (40) será utilizada posteriormente para calcular los esfuerzos, y posteriormente 
en el proceso de suavizado del mismo, usando el método de Hardy [285] que se describe en 








Construcción de los especímenes  poli-cristalinos de la aleación 
Fe-Cr y de la celda de simulación del MgO 
 
4.1. Introducción 
Para llevar a cabo las simulaciones atomísticas de las pruebas orientadas a la caracterización 
de un material, es necesario, generar celdas de simulación representativas y/o especímenes 
virtuales del material que se pretende estudiar. Hasta ahora, se han estudiado las propiedades 
individuales tanto del Fe y del Cr, como las de la aleación de Fe −%Cr en su fase 
monocristalina. Sin embargo, los elementos estructurales cuya optimización es de interés y 
en cual se espera contribuir con este trabajo, están constituidos por múltiples granos. En este 
capítulo se estudia la respuesta de muestras policristalinas de Fe y de la aleación de Fe − Cr, 
cuando son sometidos a condiciones de carga de tensión uniaxial. 
4.2. Construcción del policristal 
Por definición, una región que define una estructura policristalina, se divide en sub regiones 
llamadas granos. Cada grano individual está constituido por átomos y se caracterizan porque: 
(𝑖) se forman de manera tal que un átomo que pertenezca a un grano particular, estará siempre 
más cercano a ese grano, que a cualquiera de los otros granos que rodean dicho átomo (𝑖𝑖) 
aunque los átomos que pertenecen a un grano particular, están orientados en la misma 
dirección,  los átomos que pertenecen a diferentes granos están orientados en diferentes 
direcciones. 
Con base en estos hechos, es evidente que la configuración de entrada para la simulación, 
debe contener átomos distribuidos en el espacio, de tal manera que se asemeje a la estructura 
policristalina de los materiales presentes en la naturaleza. Existe una configuración 
geométrica abstraída de las matemáticas,  conocida como la geometría de Voronoi [245-247] 
que emula la estructura de grano de los materiales policristalinos reales, mediante la división 
del espacio en regiones que comparten las mismas propiedades topológicas de los granos en 
una estructura cristalina. Este procedimiento geométrico se define formalmente de la 
siguiente manera. 
4.2.1 Diagrama de Voronoi. 
Un diagrama de Voronoi ordinario, de un conjunto de puntos, a los que en adelante se les 
llamará generadores, es una colección de regiones del plano (o del espacio), tales que existe 
una correspondencia biunívoca entre las regiones y los generadores; con la condición 
adicional de que todos los puntos que pertenezcan a una región están más cerca de su 
generador correspondiente que a cualquier otro generador del diagrama, véase figura 11(a) y 
11(b). De manera más formal: dado un conjunto de puntos  𝑆 escogidos de 𝑁 puntos distintos 
en ℜ𝑑; un diagrama de Voronoi es la partición de ℜ𝑑 en 𝑁 regiones en forma de poliedros 
𝑣0(𝑝, 𝑆). Cada región  𝑣0(𝑝), llamada celda o región de Voronoi asociada a 𝑝, se define como 
el conjunto de puntos de  ℜ𝑑 contenidos en 𝑁 que están más cercanos a 𝑝 que a cualquier 




𝑣0(𝑝) = {𝑥 ∈ ℜ
𝑑 tal que 𝑑(𝑥, 𝑝) ≤ 𝑑(𝑥, 𝑞) ∀ 𝑞 ∈ (𝑆 − 𝑝)}  , donde 𝑑(𝑥, 𝑞) = ‖𝑥 − 𝑞‖.  
Desde el punto de vista geométrico, los límites o fronteras de las regiones que constituyen el 
diagrama de Voronoi, están determinados por el plano que forma la bisectriz perpendicular 
entre los dos puntos adyacentes que representan dos sitios. Debido al principio básico de la 
generación de diagrama de Voronoi, algunas regiones de Voronoi son infinitas y otras son 
finitas; véase por ejemplo la figura 11 (b). Este aspecto es muy importante dado que nuestros 
intereses demandan una caja de simulación limitada. 
Una vez aplicada la teselación, el procedimiento para crear el policristal se completa llenando 
cada región de Voronoi, con los átomos que constituyen el material que se pretende estudiar, 
organizados en la estructura de red afín del mismo, véase figura 11(c). La orientación de las 
moléculas en cada región de Voronoi es elegido al azar, pero  asegurándose de que todas las 
moléculas dentro del mismo grano tengan la misma orientación. Por lo tanto, cada región de 
Voronoi contiene átomos orientados en diferentes direcciones, de manera que se asemejan a 
la estructura de grano de los materiales policristalinos. 
 
Figura 11. Ilustración de los diagramas de Voronoi en el plano y en el espacio. (a) diez puntos del 
plano escogidos aleatoriamente;  (d) diagrama de Voronoi (en rojo), correspondientes al conjunto de 
generadores escogidos en (a); los generadores se ilustran con los puntos verdes encerrados en círculos 
rojos; (c) teselación de Voronoi en 3D, (tomada de [249]). 
4.2.2 Construcción de una caja de simulación en 3D con base en una teselación 
de Voronoi. 
Una región de Voronoi en el espacio (3D), está representada por un poliedro convexo. Las 
caras o facetas de este poliedro convexo, se forman por la intersección de las bisectrices 
perpendiculares de los puntos en el conjunto asociado. Debido al principio básico de la 
generación de diagramas de Voronoi, algunas de las regiones de Voronoi son limitadas y 
otras semi-limitadas. Estas últimas están asociadas con los generadores situados cerca de las 
esquinas. Dado que la celda de simulación debe ser acotada, entonces todas las regiones de 
Voronoi, que a su vez representan los granos del policristal, deben también estar acotadas. 
Para generar regiones de Voronoi delimitadas, se ha utilizado la técnica de imágenes a espejo. 
El proceso para construir una caja de simulación en 3D con regiones de Voronoi delimitadas, 
se describe a continuación. 





2. Para obtener una celda de simulación que contenga regiones de Voronoi delimitadas, 
se hacen imágenes a espejo de estos puntos a lo largo de las direcciones positiva y 
negativa de los ejes coordenados 𝑥, 𝑦, 𝑧, de modo que las fronteras de la celda de 
simulación cuando se tienen regiones de Voronoi semilimitadas se forman a partir de las 
fronteras de las regiones de Voronoi correspondientes a los puntos imagen. La figura 12 
ilustra el procedimiento para el caso 2D. 
3. Este conjunto de puntos al azar, sirve de entrada para una función codificada que 
devuelve dos matrices. Una que contiene los puntos de Voronoi (generadores) y la otra 
que contiene las coordenadas de los vértices de cada poliedro individual de Voronoi. 
4. Se conservan los poliedros de Voronoi correspondientes a aquellos puntos que se 
encuentran dentro de la caja de simulación y se descartan los poliedros de Voronoi que 
quedan fuera de los límites de la caja de simulación de modo que se obtenga un cubo que 
contenga la región acotada dividida en poliedros de Voronoi. 
 
Figura 12. Caja de simulación con fronteras delimitadas (en azul) construida usando las imágenes 
a espejo de los generadores. Los segmentos de color verde que conectan los generadores más 
cercanos, determinan las fronteras auxiliares. 
4.2.3 Un procedimiento para generar una estructura policristalina de la aleación 
Fe-Cr basada en la geometría discreta 
Generar una estructura policristalina implica que cada una de las regiones de Voronoi 
construidas, siguiendo el procedimiento descrito previamente, deba llenarse con las celdas 
unitarias de la estructura cristalina de interés. Para asignar una estructura cristalina en 3D 
con una orientación particular a cada región de Voronoi, se sigue el siguiente procedimiento. 
1. Se selecciona la mayor de las distancias entre las coordenadas de los vértices de los 
poliedros que definen las regiones de Voronoi y se construye un cubo cuya arista sea el 
doble del valor de dicha distancia y cuyo centro coincida con el origen del sistema 
coordenado. 
2. Dentro de este cubo se construye una red cristalina en 3D, replicando la celda unitaria 




4. El cubo referido se rota un ángulo aleatorio (generado mediante una función codificada 
para este fin) alrededor de cualquiera de los ejes coordenados. 
5. Concéntrico con este cubo, se construye un paralelepípedo cuyas dimensiones están 
definidas por el máximo valor de las diferencias entre las coordenadas respectivas de los 
vértices de los poliedros de Voronoi. 
6. A continuación, los puntos de la red cristalina construida en el cubo que están 
contenidos en este paralelepípedo se conservan, mientras que los puntos restantes se 
descartan. 
7. Se hace una traslación de los vértices del paralelepípedo de tal manera que circunscriba 
las regiones de Voronoi y se aplica una prueba para determinar los puntos de la red 
cristalina asociada al paralelepípedo, se encuentran dentro (se conservan) o fuera (se 
descartan) de cada región de Voronoi. 
8. Por último, dado que los átomos que pertenecen a moléculas de diferentes regiones 
están en diferentes orientaciones, existe una alta probabilidad de que los átomos de las 
presentes en los límites de las regiones vecinas puedan encontrarse a una distancia menor 
que la distancia mínima ideal esperada (el parámetro de red 𝑎0). En el evento en que esto 
ocurriese, el desequilibrio asociado a la fuerzas de interacción entre los átomos, haría que 
el sistema fuese inestable y que eventualmente colapsara. Con el fin de evitar esta 
situación se miden las distancias 𝑟𝑖𝑗 entre átomos vecinos y comparan con la distancia 
mínima ideal esperada. Si 𝑟𝑖𝑗 ≤ 𝑎0, se les  descarta uno de los átomos 
independientemente del tipo o número de átomos que violen la condición. Al final de la 
prueba, en el sistema solo sobreviven aquellos átomos que satisfacen la condición de la 
distancia ideal. Esta es la forma en que se asegura que todo el sistema sea estable. 
El procedimiento descrito anteriormente, fue automatizado, optimizado y paralelizado, 
mediante códigos escritos en C++, basados en funciones del software de distribución libre 
Qhull [250]. El resultado de este código, nos permite actualmente, tener muestras de Fe −
%Cr con el %Cr deseado, número de granos deseados y cuyo tamaño promedio y orientación 
es completamente aleatoria en un tiempo promedio relativamente corto. La información de 
salida de este procedimiento son los archivos *.txt en el formato de entrada para LAMMPS 
en los que aparece la identificación, el tipo y las coordenadas que definen la posición de cada 
átomo constituyente del espécimen. De igual forma en este archivo *.txt, aparece la masa 
atómica de cada tipo de átomo y las coordenadas máxima y mínima de cada dimensión de la 
caja de simulación. La figura 13 ilustra los resultados del procedimiento descrito. 
 
4.2.4 Resultados de la construcción de los especímenes policristalinos de la 
aleación Fe-%Cr 
En la figura 14 se muestran la morfología de los granos que constituyen el espécimen. En (a) 
se considera todo el espécimen en la orientación indicada, mientras que en (b) se considera 
solo un corte sobre la misma realizado en la dirección 〈100〉. Para esta parte solo se 
consideran las partículas cuya configuración estructural corresponden a bcc y la muestra no 






Figura 13. Espécimen policristalino de la aleación Fe-Cr. (a) espécimen de Fe − 5%Cr, compuesta 
por 1022524 átomos distribuidos en 40 granos; (b) granos de los que consta la muestra; (c) muestra 
referida con fronteras periódicas (2 réplicas a lo largo de cada uno de los ejes coordenados); (d) 
estructuras cristalinas que conforman la muestra, con sus respectivos porcentajes de partículas en la 
muestra (cuadro superior), orientación y código de colores para identificar los granos (parte inferior). 
 
Caso análogo, pero referente a las fronteras de grano del espécimen, se presenta en las 
gráficas (a) y (b) de la figura 15. Para este caso, solo se consideraron las partículas cuyas 
configuraciones cristalinas, son diferentes a la bcc. 
Posterior al proceso de construcción de los especímenes, se lleva a cabo un estudio para 
determinar el tipo de distribución estadística que describe el tamaño de grano 𝑑 en los 
especímenes. La figura 16 muestra que 𝑑, corresponde a una  distribución normal, y que el 




Figura 14. Configuración de los granos en una muestra policristalina de la aleación Fe-5%Cr 
constituida por 1022524 átomos. (a) granos en toda la muestra; (b) granos de la muestra en cuestión, 





Figura 15. Configuración de las fronteras de granos en una muestra policristalina de la aleación Fe-
5%Cr constituida por 1022524 átomos. (a) Fronteras de granos en toda la muestra; (b) Fronteras de 




Figura 16. Distribución estadística del tamaño de grano en un espécimen de Fe-5%Cr constituido por 
1022524 átomos (espécimen ilustrado en la figura 13). La línea azul se refiere a la distribución 
normal, el símbolo (∗) representa los datos del tamaño de grano de la muestra. 
 
4.3. Prueba de tensión uniaxial para el policristal de Fe-Cr. 
En esta sección se describe el proceso de preparación del espécimen y la implementación 
computacional de la prueba de tensión uniaxial a la cual fue sometido. De igual forma se 
presentan algunos resultados relativos a la determinación del módulo de elasticidad de la 




La simulación de la prueba de tensión uniaxial se lleva a cabo cargando un espécimen 
policristalino de Fe − 5%Cr, compuesto por 1022524 átomos dispuestos en un total de  40 
granos con tamaño 24.47 ≤ 𝑑 ≤ 59.62nm; dispuestos en una celda de simulación ortogonal 
cuyas dimensiones iniciales expresadas en Angstrom (Å), están dadas por: 
−0.495198 ≤ 𝑥0 ≤ 250.184; −0.503254 ≤ 𝑦0 ≤ 250.191;  −0.495767 ≤ 𝑧0 ≤ 250.191. 
El espécimen en cuestión se crea siguiendo el procedimiento descrito en la sección 4.2.3 de 
este capítulo, y preparado completando las tres etapas descritas a continuación. En la primera 
etapa, el espécimen se somete el espécimen a un proceso de minimización de la energía 
siguiendo el procedimiento del gradiente conjugado descrito en la sección 2.2.10. Este 
procedimiento se lleva a cabo para garantizar la estabilidad del espécimen. En la segunda 
etapa  el espécimen es sometido a un procedimiento de aumento de la temperatura de 0K a 
300K durante 200000 pasos de tiempo (∆𝑡), e inmediatamente después se estabiliza a esta 
temperatura durante 200000 pasos de tiempo más. El paso de tiempo escogido para todas 
las  simulaciones fue ∆𝑡 = 0.001ps. Finalmente, la simulación de la prueba de tensión 
simple se llevo a cabo a  T = 300K, una rata de deformación ̇ = 1.0 e 9 aplicada en la 
dirección 〈1 0 0〉 y a una presión 𝑝 = 1atm. La prueba fue implementada de modo que el 
espécimen experimentara una deformación axial máxima del 20%, de modo que el número 
de pasos de tiempo en la simulación fue de 200000∆𝑡. El proceso de deformación se lleva a 
cabo induciendo cambios en la caja de simulación en la dirección 〈100〉 a través de la rata 
de deformación de ingeniería constante ̇ señalada. La longitud 𝐿 de la caja de simulación 
como una función del tiempo se calcula mediante 
𝐿(∆𝑡) = 𝐿0(1 + ̇ ∙ ∆𝑡),  
donde ∆𝑡 es el paso del tiempo. Dado que en cada paso del tiempo durante la corrida, se 
cambia el tamaño de la caja, se deben reasignar las posiciones de los átomos a la nueva caja 
(rescalamiento de las posiciones). Esto se realiza mediante la integración de las ecuaciones 
de movimiento, conservando el número de partículas (𝑛), la temperatura (𝑇) y la presión 
(𝑝) del sistema, constantes en cada paso del tiempo. Para ello se usaron un termostato y un 
barostato del tipo Nosé-Hoover (ensamble 𝑛𝑝𝑇). Los efectos asociados con la relación de 
Poisson, se corrigen imponiendo la restricción de 𝑝 = 0𝑎𝑡𝑚 sobre las fronteras laterales, 
esto último garantiza que 𝜎𝑧𝑧 = 𝜎𝑦𝑦 = 0. 
 
4.3.1 Resultados para la prueba de tensión uniaxial del espécimen Fe-5%Cr. 
Se presenta a continuación los resultados obtenidos de los ensayos de tensión uniaxial 
llevados a cabo en el espécimen de la aleación Fe-5%Cr. 
En la figura 17 se muestra la gráfica de 𝜎  versus  que se obtiene a partir de los datos 
generados en la simulación de la prueba descrita en la sección 4.3 anterior.  Nótese que en 
efecto, se trata de una prueba de tensión uniaxial toda vez que los valores para el esfuerzo a 
lo largo de los ejes 𝑦 y 𝑧 perpendiculares a la dirección de la deformación, oscilan alrededor 
de cero. En dicha gráfica se observa que el material estudiado experimenta una considerable 
deformación plástica para valores de la deformación unitaria ≥ 5.1%, esto es, después de 




no se presentan discontinuidades o saltos abruptos que indiquen que el espécimen falle, 
entonces se puede inferir que el material estudiado presenta un comportamiento dúctil.  
En la figura se muestra también un detalle correspondiente valores de la deformación unitaria 
contenidos en el intervalo 0 ≤ ≤ 1.2%  utilizado para calcular el módulo de Young del 
material estudiado, cuyo valor es 𝐸 = 1.4e02Gpa; se muestra también el valor para el 
esfuerzo de fluencia 𝜎𝑦 = 5.43GPa del mismo material. Para el caso concreto de 𝐸, el valor 
obtenido en este trabajo difiere de los valores determinados experimental y teóricamente 
reportados por Zhang et. al., [202], en un orden de magnitud. Aunque estos autores 
encontraron que los parámetros elásticos para la aleación Fe − Cr exhibe una dependencia 
anómala de la concentración alrededor del 5% de Cr, esta desviación tan marcada entre el 
valor calculado en ente trabajo y los reportados, puede explicarse teniendo en cuenta que los 
valores teóricos publicados por estos autores se basan en cálculo de primeros principios, los 
cuales de acuerdo con expuesto en la sección 3.2 de este trabajo garantizan una aproximación 
más real de las interacciones atómicas. 
Se observa además en la citada figura que la deformación plástica después de que el 
espécimen alcanzo 𝜎𝑦, se manifiesta en dos etapas, la primera en la cual la deformación 
unitaria se encuentra en el intervalo  5.1 < < 15.4% y la carga sobre el espécimen 
disminuye con respecto al valor de 𝜎𝑦 y la segunda en la cual la deformación unitaria se 
encuentra en el intervalo 15.4 < < 20% y la carga sobre el espécimen es 
aproximadamente constante. Este hecho puede explicarse considerando que después de un 
cierto porcentaje de deformación unitaria, = 15.4% en este caso, las propiedades 
mecánicas del material están definidas por la densidad de defectos, los cuales para este caso 
los constituyen las dislocaciones y dinámica intrínseca y su actividad las estructuras del 






Figura 17. Esfuerzo (𝜎) versus deformación unitaria ( ) para un espécimen de Fe-5%Cr sujeto a 
tensión simple uniaxial. Se muestra el valor del esfuerzo de fluencia 𝜎𝑦 para la aleación. En el 
recuadro se muestra un detalle de la misma gráfica para determinar el módulo elástico 𝐸 de la 
aleación. 
4.4. Construcción de la celda de simulación del MgO e implementación de 
la simulación de las pruebas de nano-indentación 
Se describe a continuación el procedimiento seguido en la construcción de la celda de 
simulación para implementar la prueba de nano-indentación en especímenes de MgO de 
diferentes tamaños. 
1. Se escribe un código para generar el archivo de entrada para LAMMPS  en el cual se 
registran las posiciones y el tipo de átomo dentro de la celda, tanto para el magnesio (Mg) 
como para el oxígeno (O); la masa atómica de ambos y las coordenadas de los vértices 
de la caja. Este código está estructurado de manera que permite de tener un tamaño de 
muestra deseado, replicando la celda unitaria del MgO tantas veces como sea necesario, 
a lo largo de cada uno de los ejes coordenados. De igual forma el código permite calcular 
parámetros importantes relativos a la geometría de la celda de simulación  como la 
longitud de las aristas denotada por 𝐿, los parámetros 𝑍max y 𝑍plane ilustrados en la figura 
18(b) que representan respectivamente, la distancia entre la superficie superior de la 
región que se desea indentar, llamada técnicamente región activa, coloreada en amarillo 
en la figura 18(b), el centroide de la caja de simulación y la distancia entre la superficie 




esta región que se muestra coloreada en verde en la figura 18(b), se le denomina región 
no activa. 
La imposición de las condiciones fronteras periódicas en una simulación de un material 
iónico como el MgO, implica que eventualmente puedan obtenerse resultados espurios o 
que no son propiamente inherentes a la física del problema estudiado, sino más bien el 
resultados de artificios numéricos [237-242]. Con esta motivación en mente, durante el 
proceso de construcción de la caja de simulación para las pruebas de nano indentación 
para el MgO, se opta por introducir, a lo largo de las tres dimensiones del espécimen 
como tal, un espacio extra correspondiente a 2 veces la diferencia entre el máximo de las 
coordenadas 𝑥 de los átomos de O  y el mínimo de las coordenadas 𝑥 de los mismos 
átomos. Este procedimiento da como resultado que la arista de la caja de simulación sea 
𝐿, como se ilustra en la figura 18(b). 
2. El código para implementar la simulación de la prueba de nano-indentación se escribió 
en LAMMPS y además de los parámetros descritos en el párrafo anterior, este código 
también requiere los valores la carga eléctrica para ambos átomos y los valores de 𝛿𝑍 y 
de la velocidad del indentador 𝑢. 𝛿𝑍  representa la distancia inicial entre el indentador y 
la superficie superior de espécimen a indentar y es utilizado para los cálculos del radio 
del indentador, 𝑅 y de la posición inicial de la punta del indentador, como se ilustra en la 
figura 18(b). Los parámetros 𝑢 y 𝛿𝑍 permiten obtener información de la posición de la 
punta de indentador en cada paso del tiempo. El radio del indentador se calcula a partir 
de los parámetros de la celda de simulación de acuerdo con la siguiente relación 
𝑅 = (0.5𝐿 − 2𝛿𝑍 − 𝑍max) 
Véase la figura 18(b). 
 
Figura 18. Celda de simulación para las pruebas de nano-indentación en los especímenes de MgO. 
(a) Ilustración de la celda de simulación; (b) representación bidimensional de la misma celda con 





3. La estructura del código de LAMMPS continua con una sección correspondiente a la 
creación de las regiones activas y no activas mencionadas arriba, y la sección 
correspondiente a los potenciales de interacción entre los átomos que constituyen la 
muestra. Las razones para la escogencia de los potenciales con los que se trabaja en esta 
parte de la investigación (Potencial de Buckingham - Fennell), así como también su 
naturaleza física y fundamentos matemáticos, aparecen descritos en la sección 3.3 de este 
documento. 
4.  Las simulaciones se llevaron cabo en cinco etapas cada una inmediatamente después 
de la otra. En la primera etapa se llevó a cabo un proceso de minimización de la energía 
basado en el algoritmo CG de Polak–Ribere reseñado en la sección 2.210 de este trabajo; 
posteriormente se llevó la muestra de 0K a 300K a presión 0 atm y se estabilizó a 300K; 
seguidamente se sometió a un proceso de carga con una velocidad 𝑢 =  1e −
04 Bohr/  unidades  atómicas  de  tiempo  [1.03275e − 15 s]. Por último, la muestra 
fue sometida a un proceso de equilibración. Cada una de estas etapas se completó con un 
número de pasos calculados a partir de los parámetros descritos en el numeral 1 de esta 
sección. Las pruebas de llevaron a cabo sobre tres tamaños diferentes de especímenes 
cúbicos de MgO con arista de longitudes de 𝐿 =  10 nm, 20 nm y 30 nm y un total de 
8000, 32687 y 85184 átomos respectivamente. Es pertinente decir que para evitar los 
efectos asociados a los diferentes factores asociados con la concentración de esfuerzos 
en la zona de contacto la relación entre la arista del espécimen y el radio del indentador 
se mantiene constante en todas las pruebas. 
4.4.1 Procedimiento seguido para calcular índices mecánicos. 
Con los valores obtenidos de las posiciones, las fuerzas y la energía potencial de cada 
partícula del espécimen en configuraciones con diferente porcentaje de deformación, se 
escribe un código para calcular la deformación unitaria promedio a lo largo del eje 𝑧 ( 𝑧),  la 
componente del esfuerzo a lo largo del eje 𝑧 (𝜎𝑧) y la densidad de energía (𝑢) de cada uno 
de los tres especímenes estudiados. 
𝑖) La deformación unitaria promedio a lo largo de eje 𝑧 se calcula mediante 





𝑑𝑧:  representa el promedio de los valores de la coordenada 𝑧 de las posiciones de los átomos 
de en cada paso de tiempo. Esto es  𝑑𝑧 = 𝑧 ̅. 
𝐿0:  representa la longitud inicial de la arista del espécimen, medida en una configuración no 
deformada. 









𝐹𝑧: representa la componente de la fuerza neta a lo largo del eje 𝑧 experimentada por el 








 representa la componente a lo largo del eje 𝑧 de fuerza sobre el 𝑖 −esimo átomo del 
espécimen y  𝑛 el número de átomos que lo conforman. 
𝑖𝑖𝑖) La densidad de energía se calcula mediante 
𝑢 =





Donde 𝑈(𝑖) es la energía del 𝑖 −esimo átomo y 𝑈0, 𝑉0 son respectivamente, la energía y el 
volumen del espécimen en la configuración no deformada.  
4.4.2 Resultados y discusión de la prueba de indentación 
En la figura 19 se muestran diferentes configuraciones del proceso de nano indentación de 
una muestra de MgO descrito en las secciones 4.4 y 4.4.1. Se nota claramente la zona de 
contacto entre el indentador y la muestra, así como también las zonas en las que se produce 
la falla,  la cual como es de esperarse en materiales cerámicos, se produce de manera súbita 
y quebradiza. Evidenciando de esta forma que se trata de un material frágil. 
 
 
Figura 19. Diferentes configuraciones que describen el estado de un espécimen de MgO constituido 
por 85184 átomos contenidos en una celda de simulación cúbica de arista 𝐿 = 45.33nm en diferentes 





En la figura 20 se observa que 𝑢 presenta un comportamiento de tipo parabólico con respecto 
a  y que la pendiente de las curvas aumenta cuando el tamaño del espécimen aumenta al 
igual que el valor de 𝑢 justo antes de la falla como se ilustra en la tabla 8. Lo anterior indica 
que para estas condiciones de carga, los especímenes más grandes presentan una mayor 
rigidez para las condiciones de carga consideradas. Este comportamiento puede explicarse 
teniendo en cuenta que dichos especímenes poseen una fracción de volumen mayor en la que 
pueden nuclearse inestabilidades, las cuales pueden absorber parte de la energía suministrada 
por el indentador y de esta forma disminuir la cantidad de energía disponible que pueda 
absorber el sistema para cambiar su estructura. 
 
Figura 20. Densidad de energía (𝑢) versus deformación unitaria (𝜖) para tres especímenes de MgO 
con diferentes tamaños y número de partículas constituyentes. 
 
Se observa también en la misma figura 20 y en la tabla 8 que, en la medida en que aumenta 
el tamaño del mismo, el porcentaje de la deformación a la cual ocurre la falla también 
disminuye, evidenciando con esto último que el espécimen más pequeño es más resistente. 
Este comportamiento puede explicarse en términos de la forma como se distribuye la energía 
suministrada por el indentador durante la prueba, siendo dicha distribución más eficiente en 
el espécimen más pequeño debido a que cuenta con una fracción de volumen menor que 
eventualmente se puedan nuclear inestabilidades. De igual forma, al presentar un volumen 
disponible menor para la nucleación de inestabilidades, los efectos asociados con el factor 
de empaquetamiento de la celda unitaria del MgO, que por ser fcc es la mayor (~74%), 
favorecen las interacciones entre los iones que da origen a las fuerzas internas que se oponen 
a la carga producto del avance del indentador. 
En la figura 21 se observa que la razón entre el esfuerzo promedio en la dirección de la 
aplicación de la carga y la deformación unitaria promedio en la misma dirección tiende a 




observarse en el valor del esfuerzo experimentado por los especímenes al instante de la falla. 
Lo observado puede explicarse teniendo en cuenta que los especímenes más grandes poseen 
un número mayor de átomos entre los que pueden distribuir suministrada por el indentador, 
esto implica que en el rango elástico, la energía necesaria para romper los enlaces iónicos 
entre los átomos no alcance el valor necesario.     
 
Tabla 8. Propiedades mecánicas: deformación unitaria para la fluencia (𝜖𝑦) y densidad de energía 
de fluencia (𝑢𝑦) para los tres especímenes de MgO cuyo número de partículas y longitud de la caja 
de simulación se registran en las dos primera columnas.  
 
 # atoms    L(nm)  𝜖𝑦(Å/Å)  𝑢𝑦(J/m
3) 
    8000 4.0259 0.03936 1.58e09 
   32768  6.4495 0.03007 1.65e09 





Figura 21. Esfuerzo en la dirección 〈001〉 (𝜎𝑧𝑧) versus deformación unitaria en la misma dirección 
( 𝑧𝑧) para especímenes de MgO con diferente tamaños y número de partículas constituyentes, para 
determinar la deformación unitaria de fluencia (𝜖𝑦). 
 
En figura 22 se observa que, el proceso de fractura del espécimen constituido por 85184 
átomos (𝐿 = 45.33 nm), se inicia en vértice (𝐿, 𝐿, 0),  un instante de tiempo comprendido 




el cual corresponde a un porcentaje de deformación unitaria cercano al 2.3%  y que continua 
en la dirección 〈110〉, favorecido por los planos de deslizamiento de la familia {110}, de 
acuerdo con lo referenciado en la literatura [251-254]. La explicación física de este hecho 
descansa en que esa es una de las direcciones con mayor densidad atómica. 
 
Figura 22. Instantáneas para ilustrar el proceso que conlleva a la falla de un espécimen de MgO 






Medidas de la deformación unitaria en sistemas atómicos 
5.1. Introducción 
Teniendo en cuenta que parte de este trabajo de investigación gira alrededor del estudio del 
proceso de deformación a nivel atómico, se presenta a continuación un breve recuento de 
algunos modelos matemáticos propuestos en la literatura para describir y medir la 
deformación en medios discontinuos. Se presenta además en esta sección, una aplicación de 
estos métodos y se propone una metodología basada en conceptos propios de la geometría 
diferencial y de la geometría local definida alrededor de cada partícula. 
5.2. Tensores de deformación en medios continuos. 
Un cuerpo experimenta una deformación si la distancia entre cualquier par de puntos 
materiales cambia con el tiempo. El movimiento de los puntos individuales aislados, no 
proporciona información que permita determinar si un medio continuo se ha deformado. La 
deformación se evidencia, cuando los puntos materiales se mueven uno respecto al otro, 
cuando el ángulo determinado por sus vectores de posición relativos cambia, o cuando ambos 
distancia y ángulo relativos cambian. Cuando la distancia y/o el ángulo entre cada par de 
puntos materiales se conservan iguales, se dice que el sistema se mueve como un cuerpo 
rígido. Por lo tanto, la cuantificación de la deformación requiere del estudio de la evolución 
de los elementos de línea del material. 
Considérese un elemento de línea 𝑑𝒓 que conecta dos puntos materiales en la configuración 
no deformada Ω0, véase figura 23. Si el vector de posición de uno de los extremos de la línea 
es 𝒓, entonces el vector de posición para el otro extremo es  𝒓 + 𝑑𝒓. Los puntos finales 
correspondientes en la configuración deformada Ω𝑡, están dados por 𝑹(𝑟) y 𝑹(𝒓 + 𝑑𝒓), 
respectivamente. Por lo tanto, el elemento de línea en la configuración deformada está dado 
por 
𝑑𝑹 = 𝑹(𝒓 + 𝑑𝒓) − 𝑹(𝒓) 
Asumiendo que |𝑑𝒓|≪ 1, entonces de acuerdo con el teorema de Taylor se tiene que  
𝑑𝑹 ≈ 𝑹(𝒓) +
𝜕𝑹(𝒓)
𝜕𝒓
∙ 𝑑𝒓 − 𝑹(𝒓) =
𝜕𝑹(𝒓)
𝜕𝒓
∙ 𝑑𝒓 = 𝐹(𝒓) ∙ 𝑑𝒓 




𝑑𝑟𝐽 ≡ 𝐹𝐼𝐽𝑑𝑟𝐽 
La matriz 𝑭 de componentes 𝐹𝐼𝐽, es una representación de una cantidad llamada el gradiente 
de deformación. Esta matriz describe el mapeo de elementos de línea de la configuración no 
deformada a elementos de línea en la configuración deformada. En esta representación, el 
índice 𝐼 − esimo se refiere al sistema coordenado deformado, mientras que el índice 𝐽 −





Figura 23. Ilustración de la deformación en medios continuos. Una región Ω0 es mapeada a la región 
Ω𝑡 mediante la transformación 𝜒𝑡 la cual lleva el punto material 𝒓 ∈ Ω0 al punto 𝑹(𝒓) ∈ Ω𝑡 y el punto 
material 𝒓 + 𝑑𝒓 a 𝑹(𝒓 + 𝑑𝒓). El elemento de línea no deformado 𝑑𝒓 es llevado al elemento de línea 
deformado 𝑑𝑹. 
La longitud del elemento de línea no deformado está dada por 𝑑𝑠 donde 𝑑𝑠2 = 𝑑𝒓 ∙ 𝑑𝒓 =
𝑑𝑟𝐾𝑑𝑟𝐾 y la longitud del elemento de línea deformado es 𝑑𝑆
2 = 𝑑𝑹 ∙ 𝑑𝑹 = 𝑑𝑅𝐾𝑑𝑅𝐾. De 
manera que, una medida en el cambio de la longitud de un elemento de línea cualquiera, está 
dada por 
𝑑𝑆2 − 𝑑𝑠2 = 𝐹𝐾𝐼𝑑𝑟𝐼𝐹𝐾𝐽𝑑𝑟𝐽 − 𝑑𝑟𝐾𝑑𝑟𝐾 = (𝐹𝐾𝐼𝐹𝐾𝐽 − 𝛿𝐾𝐼𝛿𝐾𝐽)𝑑𝑟𝐼𝑑𝑟𝐽 (𝑐𝐼𝐽 − 𝛿𝐼𝐽)𝑑𝑟𝐼𝑑𝑟𝐽  (41) 
Donde la matriz 𝒄 =  𝑭𝑇𝑭 es una representación del llamado tensor de deformación de 
Cauchy-Green. Sus componentes se relacionan con cambios porcentuales de las coordenadas 
de los elementos. Nótese que 𝒄 es simétrico y definido positivo, porque 𝑑𝑟𝐼𝑐𝐼𝐽𝑑𝑟𝐽 = 𝑑𝑆
2 >
0; para todo 𝑑𝒓 diferente de cero. 
De la ecuación (41), si la longitud del elemento de línea no cambia, entonces 𝑐𝐼𝐽 − 𝛿𝐼𝐽 = 0 














Las componentes de 𝑒𝐼𝐽, representan los cambios en la longitud de los elementos de línea 
material. 
 
5.3. Coordenadas curvilíneas 
Si la posición no deformada se parametriza mediante un conjunto general de coordenadas 
𝒓(𝜉𝑖), la longitud no deformada de una línea material, dependerá del tensor de métrica, véase 
la figura 24. El vector línea material no deformado está dado por 










Figura 24. Ilustración de un sistema de coordenadas curvilíneas con base {𝐺𝑖}𝑖=1,2,3 para la 
configuración no deformada Ω0 y base {𝑔𝑖}𝑖=1,2,3 para la configuración deformada Ω𝑡 
Donde 𝒈𝑖 es la base vectorial covariante en la configuración no deformada, con respecto a 
las coordenadas Lagrangianas. El vector de línea material, deformado, está dado por 





Donde 𝑮𝑖 es la base vectorial covariante con respecto a las coordenadas Lagrangianas en la 
configuración deformada. Por lo tanto 
𝑑𝑆2 − 𝑑𝑠2 = 𝑑𝑹 ∙ 𝑑𝑹 − 𝑑𝒓 ∙ 𝑑𝒓 = 𝑮𝑖 ∙ 𝑮𝑗  𝑑𝜉
𝑖𝑑𝜉𝑗 − 𝒈𝑖 ∙ 𝒈𝑗𝑑𝜉
𝑖𝑑𝜉𝑗 = (𝐺𝑖𝑗 − 𝑔𝑖𝑗)𝑑𝜉
𝑖𝑑𝜉𝑗 
Donde 𝑔𝑖𝑗 = 𝒈𝑖 ∙ 𝒈𝑗 es el tensor métrico no deformado y 𝐺𝑖𝑗 = 𝑮𝑖 ∙ 𝑮𝑗 es el tensor de la 
métrica deformado. El tensor de deformación unitaria de Green-Lagrange relativo a esas 






































Esto demuestra que las 𝛾𝑖𝑗 son las componentes del tensor de Green-Lagrange después de la 
transformación (covariante) adecuada de las coordenadas no deformadas; y que el tensor de 
la métrica deformado se obtiene a partir del tensor de deformación de Green-Cauchy bajo la 

























5.4. Métodos para identificar y medir la deformación a nivel atómico 
Para estudiar lo que sucede a nivel atómico durante el proceso de deformación es necesario 
identificar los lugares donde ocurren reordenamientos plásticos o irreversibles. En 1995 
Wang J. et al., [255] establecieron que la deformación local queda definida cuando se conoce, 
o bien una configuración de referencia, o bien cuando se tiene una caracterización geométrica 
de los entornos locales atómicos, que funcione de la misma manera que lo hace el número 
de coordinación, pero que a su vez proporcione información de la deformación unitaria, 
cuando su medida se aplique a una zona de la red cristalina deformada, pero que aún conserve 
su estructura. Ambos casos sirven para para el objetivo final, consistente en obtener los 
invariantes del tensor deformación unitaria (el componente hidrostático y el componente 
asociado a los cortantes), que son los que contienen información sobre el proceso de 
deformación. 
En su trabajo los autores proponen un procedimiento de ajuste de mínimos cuadrados, para 
obtener un mejor ajuste de la matriz de transformación afín 𝐹, para las posiciones relativas 
de los átomos vecinos. Para cuantificar la deformación plástica a nivel atómico, introducen 
la deformación atómica local por cortante 𝜂
𝑖
(Mises)
 para cada átomo 𝑖, cuyo cálculo requiere 
de dos configuraciones atómicas, una actual, y una de referencia. En primer lugar, se busca 
una matriz de transformación local 𝐹𝑖, que mejor mapee 
{𝑑𝑖𝑗
0




Donde 𝑑 son vectores que describen la separación  (vectores fila) entre los átomos 𝑖 y 𝑗 (el 
superíndice 0 denota la configuración de referencia). Aquí 𝑗 es uno de los átomos vecinos 
más cercanos de del átomo 𝑖, y 𝑁𝑖
0
 es el número total de vecinos más cercanos del átomo 𝑖 
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0 𝐹𝑖 − 𝑑𝑖𝑗|
2
𝑗∈𝑁𝑖






                     (41) 
Realizando una variación arbitraria 𝛿𝐹𝑖
𝑇 de la matriz definida por la ecuación (41) se obtiene: 















La ecuación anterior se cumple para cualquier variación 𝛿𝐹𝑖




0𝐹𝑖 − 𝑑𝑗𝑖) = 0
𝑗∈𝑁𝑖
 
O equivalentemente si y solo si 




)𝐹𝑖 = ∑ 𝑑𝑗𝑖
0𝑑𝑗𝑖
𝑗∈𝑁𝑖
                                        (42) 
Definiendo 








Entonces la ecuación (42) puede reescribirse como 
𝐹𝑖 = 𝑉𝑖
𝑇𝑊𝑖 
La matriz de deformación unitaria Lagrangiana se calcula mediante 




𝑇 − 𝐼)                                                              (43) 
El invariante que describe la deformación local hidrostática se calcula mediante 








(𝑡𝑟𝐹𝑇𝐹 − 3) =
1
6
(𝑡𝑟𝐹𝐹𝑇 − 3),                          (44) 



































     𝑒𝑖
(𝑀𝑖𝑠𝑒𝑠)
= √𝑒𝑦𝑧2 + 𝑒𝑥𝑧2 + 𝑒𝑥𝑦2 +
(𝑒𝑦𝑦 − 𝑒𝑧𝑧)
2
+ (𝑒𝑥𝑥 − 𝑒𝑧𝑧)2 + (𝑒𝑥𝑥 − 𝑒𝑦𝑦)
2
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5.4.1 Resultados de los métodos para identificar y medir la deformación en 
sistemas atómicos basados en el procedimiento de los mínimos cuadrados.  
  
A continuación se presentan y discuten los resultados obtenidos aplicando el método para 
cuantificar la deformación, basado en un procedimiento de mínimos cuadrados propuesto en 
[255]. Los resultados presentados corresponden a la respuesta del espécimen de la aleación 
de Fe − Cr referida en la sección 4.3, de este trabajo. 
Teniendo en cuenta que el invariante hidrostático describe la contribución a la deformación 
debido a cambios en el volumen local, se infiere con base en las figuras 25, 26 y 27 que para 
porcentajes de la deformación unitaria < 5%, la contribución de los cambios en volumen 
local a la deformación global del espécimen no son significativas. Su contribución 
significativa se manifiesta a partir de valores de la deformación unitaria  ≥ 7%, cercano al 
valor de  en el cual el espécimen alcanza su esfuerzo de fluencia ( 𝑦 ≈ 5.1%). Se observa 
también que para valores de ≥ 10%, la contribución de los cambios en el volumen local 
se hacen más evidentes. Este comportamiento se manifiesta a través de la aparición de 
defectos (zonas con colores diferentes al color de fondo del espécimen) que de acuerdo con 
lo expuesto en las secciones 2.2 y 2.2 de este trabajo, pueden estar relacionados con las 
dislocaciones y su dinámica, el cual es el principal mecanismo que media en la deformación 
en metales. Las figuras 26 y 30 (a) evidencian la existencia de regiones preferenciales en la 
cuales se nuclean los defectos y que estas regiones están ubicadas en las fronteras de grano. 
Por otra parte, teniendo en cuenta que el invariante von Mises o deviatórico del tensor de 
deformación unitaria, describe la contribución a la deformación debida a cambios en la forma 
de la geometría local (distorsión), se infiere con base en las figuras 28, 29 y 30 que a 
diferencia de lo expuesto anteriormente, en lo referente a la contribución de los cambios en 
el volumen local a la deformación global del espécimen, la contribución a la misma debido 
a la distorsión local se manifiesta a porcentajes de deformación relacionados con etapas más 
cercanas al inicio del proceso de carga, concretamente, con ≤ 3%, esto es, antes de que el 
espécimen alcance el esfuerzo de fluencia. Se observa además que la contribución debida a 
la distorsión local aumenta significativamente con el aumento de la deformación unitaria, lo 
cual puede verificarse por que la aparición de las zonas de defectos, señalados en el párrafo 
anterior. Las figuras 29 y 30(b) demuestran que la contribución por distorsión local, a la 
deformación global se manifiesta no solo en regiones contenidas en las fronteras de grano, 
sino también al interior de los mismos.  
El hecho de que la contribución a la deformación global debida a la distorsión local sea mayor 
en que los cambios debidos al volumen local, bajo las condiciones de carga consideradas, se 
explica a teniendo en cuenta que de la energía suministrada al espécimen durante el proceso 
de carga, un porcentaje mayor se emplea para cambiar los ángulos interiores de la región 
geométrica (poliedro convexo) teórica definida por los vectores relativos de los vecinos más 
cercanos a un átomo dado del sistema, y la restante se utiliza para aumentar la distancia 






Figura 25. Esfuerzo versus deformación unitaria y del comportamiento de la deformación debida a 
los cambios en volumen local, para diferentes porcentajes de deformación de todo el espécimen.  
 
De acuerdo con lo expuesto anteriormente, los resultados muestran que para aleación Fe-
5%Cr estudiada justa a las condiciones de carga descritas, la deformación se acomoda tanto 
por distorsión local como cambios en el volumen local, siendo el primero el que contribuye 
en mayor medida al proceso. Puede concluirse también que la deformación por distorsión es 
la que prima en las primeras etapas del proceso de carga y que la deformación por cambios 
en el volumen local se manifiesta con un cierto retraso comparada con la deformación por 
distorsión, demostrando de esta forma que al inicio del proceso de carga la energía 
suministrada al espécimen es empleada más para cambiar la forma de la geometría local 
definida por los vecinos más cercanos que para lograr separar la distancia promedio entre 
ellos. Se puede concluir además que las zonas que contribuyen a la deformación global 
debido a cambios en el volumen están relacionadas con las fronteras de grano, mientras que 
las zonas que contribuyen a la deformación global debido a la distorsión local se ubican tanto 







Figura 26. Esfuerzo versus deformación unitaria y del comportamiento de la deformación debida a 
los cambios en volumen local, para diferentes porcentajes de deformación para un corte del 
espécimen en la dirección 〈1 0 0〉. 
 
 
Figura 27. Esfuerzo versus deformación unitaria y del comportamiento de la deformación debida a 







Figura 28. Esfuerzo versus deformación unitaria y del comportamiento de la deformación debido a 
los efectos de la distorsión local, para diferentes porcentajes de deformación de todo el espécimen 
 
 
Figura 29. Esfuerzo versus deformación unitaria y del comportamiento de la deformación debido a 
los efectos de la distorsión local, para diferentes porcentajes de deformación de un corte del 







Figura 30. Esfuerzo versus deformación unitaria y del comportamiento de la deformación debido los 




Figura 31. Un corte del grano # 32 en la dirección 〈1 0 0〉 para visualizar: (a) los efectos de la 
deformación debidos a cambios en el volumen local (a) y (b) los efectos de la deformación debida a 





5.5. Procedimiento basado en geometría discreta para estudiar la  
deformación y en un sistema atómico. 
   
Se describe a continuación un procedimiento, basado en conceptos de la geometría discreta, 
para calcular el gradiente de deformación (𝑭) y el tensor deformación unitaria de Green-
Lagrange (𝑬). A diferencia de los procedimientos propuestos por Wang, Li, et al., [255] que 
se fundamentan en una optimización de los desplazamientos relativos entre los átomos 
aplicando el método de los mínimos cuadrados, el procedimiento propuesto en este trabajo, 
se basa en la formulación del gradiente de deformación en términos de los vectores de base 
en las dos configuraciones, los promedios ponderados de los volúmenes de Voronoi por 
átomo y en el desarrollo matemático del gradiente de deformación y el tensor deformación 
unitaria en coordenadas curvilíneas, expuestos en las secciones 5.3 y 5.4 de este trabajo. 
De los resultados de la prueba de tensión uniaxial se recuperan las posiciones y la 
identificación (número que identifica a cada átomo durante la simulación) de cada uno de los 
átomos constituyentes del espécimen, tanto en la configuración no deformada o de referencia 
como en la configuración deformada o actual. Con las coordenadas y la identificación de 
cada átomo en la posición no deformada se construye la lista de vecinos. 
Con la información referida y utilizando el concepto de la envolvente convexa13, se construye 
alrededor de cada átomo, un poliedro convexo de modo que en cada uno de sus vértices se 
encuentre uno de sus vecinos más cercanos. En la figura 32 (a) se ilustra cómo se lleva a 
cabo el proceso en el plano; en la figura 32(b) se ilustra el poliedro para una estructura 
cristalina bcc, y en la figura 32(c) se ilustra el poliedro para una estructura fcc.  
Se calcula el volumen (Ω(𝑖)) de cada pirámide (véase la figura 33). La suma de estos 
volúmenes define a su vez, el volumen del poliedro por átomo Ω(𝑛). La suma de todos los 
volúmenes por átomo ∑(Ω(𝑛)), define el volumen total del espécimen.  
Se calcula el gradiente de deformación el cual describe la transformación de la configuración 
no deformada a la configuración deformada. Para ello: 
Se calculan los vectores de base (vectores de posición (𝑮𝑖,   𝑖 = 1,2,3) de cada vértice de 
cada pirámide) para cada pirámide en la configuración no deformada. 
 
                                                          
13 Sea 𝑆 un conjunto de puntos en el ℝ𝑑. La envolvente convexa (convex hull en inglés) 𝐶 de 𝑆, se 
define como como la intersección de todos los conjuntos convexos que contienen a 𝑆. Por lo tanto 𝐶 
es el polígono convexo más pequeño que contiene todos los puntos de 𝑆. Dados N puntos 
𝑥₁, 𝑥₂, . . . , 𝑥𝑁, su envolvente convexa 𝐶 está  dada por la expresión: 










Figura 32. Ilustración del poliedro convexo (área coloreada en azul) construido alrededor de un 
átomo coloreado en negro para: (a) una estructura cristalina bidimensional (b) la estructura 
cristalina bcc; (c) para una estructura cristalina fcc. 
Se calculan los vectores de base contravariantes de la base no deformada siguiendo la 
misma línea de razonamiento para calcular los vectores base en el espacio recíproco. 
               𝑮𝑖 =
𝑮𝑗 ×𝑮𝑘
(𝑮𝑗 ×𝑮𝑘) ∙ 𝑮𝑖
,     ∀   𝑖, 𝑗, 𝑘 = 1,2,3 
Se calculan los vectores base covariante (𝒈𝑖,   𝑖 = 1,2,3) en la configuración deformada 
(vectores de posición relativos a cada átomo), para cada pirámide que forma cada 
poliedro de Voronoi, por átomo en la configuración deformada, véase la figura 33. 
 
Figura 33. Ilustración del proceso seguido para calcular el gradiente de deformación y el 
tensor de deformación unitaria para un sistema atómico con base en conceptos de la 
geometría discreta. En la figura de la izquierda se muestra un átomo cualquiera con sus 
primeros 8 vecinos más cercanos de acuerdo con la estructura cristalina bcc que presenta la 
aleación Fe − Cr.  A la derecha se ilustra la acción del gradiente de deformación 
𝑭(𝑖𝑗𝑘) cuando transforma la geometría resultante de la base contravariante a la base 
covariante. 
Se calcula el gradiente de deformación por pirámide mediante: 
𝑭(𝑖)
(𝑛)
= 𝒈1 ⨂  𝑮
1 + 𝒈2 ⨂  𝑮














Donde Ω(𝑛) representa el volumen de cada una de las pirámides y Ω(𝑖) representa el 
volumen de Voronoi por átomo. 






𝑭(𝑖) − 𝑰) 
 
5.5.1 Resultados de la aplicación de la contraparte discreta del tensor 
deformación unitaria al estudio de la deformación en la aleación Fe-10Cr. 
Se presentan a continuación  los resultados obtenidos al aplicar el método descrito en la 
sección anterior, para calcular el tensor de deformación unitaria de Green-Lagrange para 
sistemas discretos  en estudio de la respuesta del espécimen de la aleación Fe − 5%Cr 
durante el proceso de carga descrito en la sección 4.3 de este trabajo. Cabe mencionar que el 
procedimiento en cuestión fue sistematizado mediante un código paralelizado, cuya 
información de salida incluye: el gradiente de deformación, las componentes de 𝐸𝑖𝑗   con 
𝑖, 𝑗 = 𝑥, 𝑦 del tensor de deformación unitaria de Green-Lagrange y sus invariantes, el 
invariante hidrostático notado 𝐼𝑛𝑣. 𝐸(𝐻𝑦𝑑𝑟𝑜) y el invariante deviatórico notado 
𝐼𝑛𝑣. 𝐸(𝑣𝑜𝑛 𝑀𝑖𝑠𝑒𝑠) . 
La figura 34 muestra que en efecto se trata de una prueba de tensión en la dirección 〈1 0 0〉 
la cual coincide con el eje del espécimen. Nótese que las curvas en la gráfica 34(a) muestran 
un corrimiento hacia la derecha del cero, con el aumento en el porcentaje de la deformación 
unitaria, efecto que no se aprecia en las gráficas de las figuras 34(b), 34(c) y 34(e) ya que 
estas corresponden a las componentes cortantes del tensor.  
Se observa también en la figura 34(a) que la probabilidad de que el espécimen experimente 
deformación a lo largo de la dirección de aplicación de la carga disminuye con el aumento 
de la deformación unitaria, es decir, es más probable que el espécimen experimente 
deformación en la dirección en que se aplica la carga, al inicio del proceso. Sin embargo, el 
rango de valores en los que se presenta este comportamiento aumenta con la deformación 
unitaria.  En otras palabras, el aumento en la deformación unitaria favorece la nucleación y 
la actividad de los factores que rigen la deformación en el espécimen. Estos hechos pueden 
explicarse teniendo en cuenta que al inicio del proceso de carga, la energía suministrada al 
espécimen, es utilizada principalmente para cambiar su estructura interna variando la 
distancia promedio entre los átomos en la red cristalina. Sin embargo con la aparición de 
defectos (dislocaciones) y la interacción entre ellos y las estructuras internas del sistema 
como los granos y las fronteras de grano, el sistema se ve obligado a utilizar parte de la 
energía que recibe, para llevar a cabo estos procesos. 
En las figura 34 (b) y 34(c) y 34(e) se observa que el rango de valores de los componentes 




correspondiente a 𝐸𝑥𝑥 (ver figura 34(a)), permanece constante y su valor más probable se 
ubica alrededor de cero, sin embargo cuando la deformación unitaria aumenta, la 
probabilidad de que esta se manifieste, disminuye. De igual forma, en las figuras 34(d) y 
34(f) se observa un ligero corrimiento hacia la izquierda con el aumento del porcentaje de la 
deformación. Este comportamiento refleja claramente el efecto de Poisson que se presenta 
durante una prueba de tensión uniaxial clásica. Se observa también que para un rango de 
valores constante muy pequeño comparado con el rango correspondiente a 𝐸𝑥𝑥 (ver figura 
34(a)) y con su valor más probable ubicado alrededor de cero, la probabilidad de la 
contribución a la deformación en estas direcciones disminuye con el aumento en la 
deformación unitaria. Este comportamiento se manifiesta en todos los componentes del 
tensor deformación unitaria, evidenciando de esta forma que la contribución a la deformación 
global del espécimen se manifiesta principalmente en la dirección de la carga. 
En las gráficas 35 y 36 se observa que en la medida en que la deformación unitaria aumenta, 
la probabilidad de que la deformación asociada tanto a la distorsión como a cambios en el 
volumen local, disminuye. Lo anterior evidencia que para el caso del material estudiado la 
deformación plástica ya no es mediada solo por los cambio en el volumen y/o en la forma 
del polígono asociado a cada átomo del sistema, sino que existen otros factores como los 
defectos, dislocaciones concretamente y la forma como estos interactúan entre ellos y con 
las estructuras del material como los granos y las fronteras de grano, que influyen en su 
respuesta a cargas externas. 
Se observa también que si bien para los porcentajes de deformación unitaria considerados, 
la probabilidad de que el espécimen experimente deformación por cambios en el volumen es 
mayor que la debida a los efectos asociados con la distorsión local, la suavidad de las curvas 
mostradas en la figura 36 sugiere que la contribución a la deformación por distorsión es 
homogénea en todo el espécimen. En contraste, la forma de las curvas en la figura 35 sugiere 
la posibilidad de que existan zonas en el espécimen, en las cuales la deformación por cambios 
en el volumen no esté bien definida, estas zonas podrían ser las fronteras de grano. Nótese 
que este comportamiento se presenta en todos los porcentajes de deformación unitaria 
considerados. 
Se observa también en estas figuras que el rango de valores que toman ambos invariantes 
aumenta cuando la deformación unitaria aumenta y que este rango de valores es mayor en el 
invariante de von Mises. Lo anterior evidencia que existen más sitios en el espécimen que 
puedan experimentar deformación por distorsión que aquellos que puedan experimentar 






Figura 34. Gráficas de las funciones de distribución de probabilidad de las componentes del tensor 
de deformación unitaria 𝑬 para diferentes porcentajes de deformación en un espécimen de Fe −






Figura 35. Gráfica de la función distribución de probabilidad del invariante hidrostático del tensor de 
deformación unitaria (𝐸(𝐻𝑦𝑑𝑟𝑜)) calculado para diferentes porcentajes de deformación en un 
espécimen de Fe − 5%Cr, compuesta por 1022524 átomos sometido a tensión uniaxial. 
 
 
Figura 36. Gráfica de la función distribución de probabilidad del invariante de la deformación por 
cortante (𝐸(von Mises)) del tensor de deformación unitaria calculado para diferentes porcentajes de 






Dado que el mismo espécimen sometido a la misma prueba ha sido analizado con dos 
metodologías diferentes, presentamos a continuación un contraste entre los resultados 
obtenidos aplicando ambos métodos.  
Mientras la información presentada en la sección 5.4.1 está orientada hacia la visualización 
del proceso de carga, de la aparición, ubicación y evolución de los defectos en el material, lo 
cual es fundamental para el análisis, solo se limita a aspectos cualitativos. Por el contrario en 
esta sección, el método propuesto para analizar la deformación en materiales, permite un 
análisis cuantitativo de las contribuciones a la deformación, análisis del cual, de manera 
natural, surge la necesidad de incluir los defectos (dislocaciones) y su interacción con las 
estructuras del material, para explicar la deformación plástica. 
Ambos métodos se complementan, la información que se puede obtener de ambos es 
importante para el análisis de la deformación, pero tener la posibilidad de comprobar 
cuantitativamente que en efecto, el comportamiento local en cuanto a los cambios en el 
volumen y la forma de la geometría que definen los vecinos más cercanos a cada átomo en 
el material es una herramienta muy importante para el estudio de la deformación en 
materiales. Es pertinente decir en esta parte que la parte visual de la metodología propuesta 
en esta sección y su comparación con la descrita en la sección  5.4.1  forma parte del trabajo 
pendiente de esta disertación.   
5.6. Deformación unitaria local en especímenes de MgO sometidos a 
indentación 
Se presentan a continuación los resultados del cálculo del tensor deformación unitaria de 
Green-Lagrange para los tres especímenes de MgO estudiados. En esta sección se utiliza el 
procedimiento para tal fin propuesto en este trabajo, y que aparece descrito en la sección 5.5 
de este trabajo. Los resultados que aparecen a continuación ilustran el comportamiento de 
los especímenes justo antes de la configuración que da inicio a la etapa de fluencia, a la luz 
de los  invariantes del tensor en cuestión, calculados usando las ecuaciones (44) y (45). 
5.6.1 Resultados y discusión 
En las figuras 37(a), 37(b) y 37(c) se observa que para todos los especímenes estudiados, en 
la medida en que aumenta la deformación unitaria disminuye la probabilidad de que la 
contribución a la deformación, se produzca por cambios en el volumen local. Se observa 
además que la probabilidad de que dichos cambios en el volumen local contribuyan a la 
deformación en los especímenes, es más alta al inicio de la prueba, cuando el indentador 
entra en contacto con el espécimen. Se observa también que el rango de valores que toma el 
invariante hidrostático disminuye con el tamaño del espécimen. Esto evidencia que en el 
espécimen más grande, existen menos sitios en los eventualmente puedan nuclearse 
inestabilidades inducidas por el cambio en el volumen del poliedro asociada a cada átomo 
del espécimen. 
Se observa también que en la medida en que aumenta el tamaño del espécimen, las curvas 
exhiben un corrimiento hacia la derecha, evidenciando de esta forma que, en el espécimen 
más grande la deformación por cambios en el volumen local, se debe más al aumento en la 
distancia promedio entre los vecinos más cercanos que definen la geometría (expansión), que 







Figura 37. Gráfica de la función distribución de probabilidad del invariante hidrostático del tensor 
deformación unitaria de Green-Lagrange (𝐼𝑛𝑣. 𝐸(Hydro)) para diferentes porcentajes de deformación 
en los tres especímenes estudiados. (a) 8000 átomos, (b) 32768 átomos y (c) 85184 átomos. 
 
En las figuras 38(a), 38(b) y 38(c) se observa que las distribuciones de probabilidad no 
muestran una tendencia clara que permita inferir cual es la influencia del tamaño del 
espécimen en la forma como los efectos definidos por la distorsión local, contribuyen a la 
deformación, además no existe diferencia significativa entre los rangos de valores del 
invariante von Mises de los tres especímenes. Una hipótesis para explicar de este hecho se 
basa en la naturaleza iónica de las interacciones atómicas que caracterizan al material 
estudiado y su respuesta ante la acción del indentador cuando comprime el espécimen. Esta 
respuesta se manifiesta como una reacción intrínseca que se opone a los cambios en la 
geometría local definida por los vecinos más cercanos. Otra razón que puede contribuir a 
esta reacción intrínseca, está relacionada con el factor de empaquetamiento de la celda 
unitaria del MgO, que por presentar el valor más alto (0.74) debido a su estructura cristalina 





Figura 38. Gráfica de la función distribución de probabilidad del invariante von Mises del tensor 
deformación unitaria de Green-Lagrange (𝐼𝑛𝑣. 𝐸(von Mises)) para diferentes porcentajes de 
deformación de los tres especímenes estudiados. (a) 8000 átomos, (b) 32768 átomos y (c) 85184 
átomos.  
 
5.6 Un procedimiento para estudiar la deformación en sistemas atómicos 
basado en la celda de Wigner-Seitz o el Volumen de Voronoi 
 
La celda de Wigner-Seitz, llamada así en honor a Eugene Wigner y Frederick Seitz, es una 
herramienta usada para modelar y estudiar las propiedades atribuidas a materiales cristalinos 
que se derivan de su estructura que cual exhibe la propiedad de simetría traslacional discreta 
[191]. La celda de Wigner-Seitz en torno a un punto dado de la red cristalina, se define como 
el lugar geométrico de todos los puntos del espacio que están más cerca de ese punto que a 
cualquiera de los otros puntos de la red. El concepto matemático general contenido en la 
celda de Wigner-Seitz es más comúnmente llamado celda de Voronoi, y la partición del plano 
o del espacio en estas celdas, para un determinado conjunto de sitios puntuales, se conoce 
como el diagrama de Voronoi [245-247]. Dada la estrecha relación entre la metodología 
expuesta en la sección de este trabajo, en cuanto sus fundamentos geométricos, en esta 
sección se presenta un procedimiento basado en la teoría de la celda unitaria de Wigner-Seitz 
para estudiar la deformación en sistemas atómicos, tomando como objeto de estudio el 




6.2. Celda primitiva de una estructura cristalina 
Una red cristalina en tres dimensiones se define en términos de tres vectores de traslación 
𝒂1, 𝒂2, 𝒂3 tales que, el arreglo de átomos en el cristal se ve exactamente igual desde el punto 
𝒓 que desde todos los puntos 𝒓′ trasladados mediante 
                                                𝒓′ = 𝒓+ 𝑢1𝒂1 + 𝑢2𝒂2 + 𝑢3𝒂3                                                    (47) 
Donde 𝑢𝑖, con 𝑖 = 1, 2, 3, son enteros arbitrarios. El conjunto de puntos 𝒓
′ definido por la 
ecuación (47) para todos los 𝑢𝑖 definen la red cristalina. Véase la figura 39. 
 
Figura 39. Ilustración para la celda primitiva y vectores base de una red cristalina bcc.  (a) Celda de 
primitiva  de una red cristalina tridimensional. (b) Celda primitiva y vectores base de una red 
cristalina bcc. Construida basada en [191]. 
 
La estructura cristalina se dice primitiva, si dos puntos cualesquiera desde los cuales el 
arreglo atómico luce de la misma forma, satisfacen la ecuación (47) con una escogencia 
adecuada de los enteros 𝑢𝑖. Cuando esto ocurre, a los vectores 𝒂𝑖, con 𝑖 = 1, 2, 3, se les llama 
vectores primitivos de traslación. El paralelepípedo definido por los vectores primitivos se 
llama celda primitiva, véase la figura 39. Cada celda primitiva contiene exactamente un 
punto de la red y no existe una celda con un volumen menor definido por 
𝑉𝑐 = |𝒂1 ∙ 𝒂2 × 𝒂3|, 
que pueda servir de bloque de construcción para la estructura cristalina [191]. 
 
6.3. Un algoritmo para construir una celda de Wigner-Seitz 
Una celda de Wigner-Seitz, es un ejemplo de una celda primitiva. Se describe a continuación 
un algoritmo seguido en este trabajo para para construirla. (𝑖) Se elige un punto de la red; 
(𝑖𝑖) se determina y localizan sus vecinos más cercanos; (𝑖𝑖𝑖) se dibujan líneas que conectan 
el punto elegido con sus vecinos más cercanos; (𝑖𝑣) en el caso bidimensional, para cada una 
de estas líneas, se dibuja otra línea respectivamente perpendicular a cada una de la primera 
serie de líneas. Véase la figura 40(a). Para el caso tridimensional, se bisecciona cada una de 




planos perpendiculares trazados en el paso anterior, constituyen las fronteras de la celda de 
Wigner-Seitz. El área más pequeña en el caso 2D, o el volumen más pequeño en el caso 3D, 
encerrado siguiendo este procedimiento, se llama la celda primitiva de Wigner-Seitz. Se 
puede demostrar matemáticamente que una celda de Wigner-Seitz es una celda primitiva que 
ocupa todo el espacio asociado a la red cristalina, sin dejar huecos o agujeros; para más 
detalles, véase [256]. El procedimiento descrito anteriormente se implementó en un código 
paralelizado. Un ejemplo de los resultados aparece en la figura  
 
Figura 40. (a) Ilustración  de la celda de Wigner-Seitz para una estructura cristalina bcc (un octaedro 
truncado); (b) Celda de Wigner-Seitz del átomo identificado con el número 293766 contenido en el grano 
identificado con el número 32 del espécimen de la aleación Fe- 5%Cr, mostrado en la figura 41. 
 
6.4. Análisis de la deformación aplicando el método basado en la celda de 
Wigner-Seitz o el volumen de Voronoi. 
Se presenta y comenta a continuación los resultados correspondientes a la implementación 
del procedimiento descrito en la sección anterior, para determinar el comportamiento del 
volumen de Voronoi o la celda de Wigner-Seitz por átomo. Como en las secciones anteriores, 
estos resultados se derivan de las pruebas de tensión simple uniaxial cuya implementación 
se describió en la sección 4.3 de este trabajo, la cual fue llevada cabo sobre un espécimen de 
la aleación Fe-5%Cr formado por 1022524 átomos.  
Las figuras 40 (a) y 40(b) muestran que en efecto, la zona de Wigner-Seitz una estructura 
cristalina bcc, es un octaedro truncado [191]. En la figura 41 se muestra el átomo escogido 
para este estudio y sus 14 vecinos más cercanos, los ocho primeros pertenecientes a la 
primera capa y los seis últimos a la segunda capa. 
De igual forma, en la figura 42 se aprecia, que si bien su la estructura geométrica de la celda 
de Wigner-Seitz se conserva, evidenciando de esta forma que la deformación local por 
distorsión no es significativa en este sitio atómico, su tamaño tiende a aumentar ligeramente 
con la deformación unitaria. Evidenciando que en este sito la deformación por cambios en el 
volumen si es importante. 
En la figura 43 se observa cuando la deformación unitaria aumenta las curvas se desplazan 
hacia la derecha aumentando el rango de valores para el volumen de la celda de Wigner-Seitz 
por átomo demostrando de esta forma que el aumento en la deformación unitaria favorece la 
aparición de sitios en el espécimen en los que eventualmente pueda presentarse deformación 




volumen de Voronoi por átomo registre sus valores más grandes, disminuye con el aumento 
de la deformación unitaria, es decir que los valores más grandes en el volumen local ocurren 
al inicio del proceso de carga.          
De otro lado, en la figura 44 se observa que el número de vecinos más cercanos con la mayor 
probabilidad es 14, seguido por 13. De igual forma se observa que existen átomos  con 12, 
15 y 16 vecinos más cercanos y que el número de vecinos más cercanos con menor 
probabilidad es 12. Se observa además en el recuadro de la esquina superior derecha de la 
figura 44, que la distribución de probabilidad para 14 vecinos más cercanos disminuye 
cuando  el porcentaje de la deformación aumenta. Efecto contrario se puede apreciar en los 
recuadros que aparecen en la esquina inferior izquierda y derecha en los cuales se observa 
respectivamente, que la distribución de probabilidad para números de vecinos más cercanos 
igual a 13 y 15, aumenta con el porcentaje de la deformación. Lo anterior indica la 
deformación unitaria influye en el número de coordinación atómico para la estructura 
cristalina de la aleación (bcc), dando lugar a eventuales cambios en el ambiente local de los 
átomos que se encuentren o bien en el interior de los granos o en fronteras de grano. Estos 
cambios en el ambiente local son los que dan origen y/o potencian los mecanismos 




Figura 41. Átomo identificado con el número 293766, perteneciente al grano 32 de un espécimen de 








Figura 42. Esfuerzo versus deformación unitaria junto con la evolución de la celda de Wigner-Seitz 
o el volumen de Voronoi asociado al átomo identificado por 293766 perteneciente al grano 32 de 





Figura 43. Función distribución de probabilidad del volumen de Voronoi o celda de Wigner-Seitz 
por átomo para diferentes porcentajes de la deformación experimentada por un espécimen de la 






Figura 44. Función distribución de probabilidad del número de átomos vecinos más cercano por 
átomo, para diferentes porcentajes de la deformación experimentada por un espécimen de la 










En las secciones 5.4.1, 5.5.1 y 6.4 de este trabajo se ha expuesto la necesidad de considerar 
los defectos que se nuclean e interactúan con las estructura internas del material como sus 
granos y fronteras de granos durante los procesos de carga, y cuya dinámica es un aspecto 
muy importante a tener en cuenta en el estudio en el comportamiento mecánico de los 
materiales, concretamente en el estudio de la deformación. Los defectos que rigen el 
comportamiento mecánico de los metales son las dislocaciones y su dinámica intrínseca e 
interacción con los granos y fronteras de grano se constituye en el principal mecanismo de 
la deformación en estos materiales. En esta sección se describe y aplica un método para 
detectar y visualizar las dislocaciones que aparecen durante el proceso de carga descrito en 
la sección 4.3, aplicado sobre el mismo espécimen  descrito en la sección 4.2.3, de este 
trabajo. La búsqueda, detección e identificación las dislocaciones, se llevó a cabo utilizando 
el algoritmo que para tal fin, se incluye en la herramienta Cristal Analysis Tool (CA Tool), 
desarrollada y proporcionada muy gentilmente por Alexander Stukowski Dr. rer. nat; de la 
Technische Universität Darmstadt, Germany 
Las redes cristalinas representan un sistema idealizado y simplificado que se utiliza para 
comprender muchos de los principios importantes que rigen el comportamiento de los 
sólidos. Sin embargo, los cristales reales contienen un gran número de defectos, que van 
desde cantidades variables de impurezas a vacancias y/o posiciones intersticiales de átomos 
o iones. 
Desde el punto de vista de su dimensionalidad, los defectos en los materiales se clasifican 
en: (𝑖) defectos puntuales, que se caracterizan por que involucran sólo una partícula (un 
punto de la red) o, a veces un pequeño conjunto de puntos; (𝑖𝑖) defectos de línea, que se 
caracterizan por limitarse a una fila de puntos de la red, y (𝑖𝑖𝑖) defectos planares los cuales 
implican todo un plano de puntos de la red en un cristal. La figura 45 ilustra los tipos de 
defectos más comunes en solidos cristalinos. 
Los defectos de línea están definidos por el lugar geométrico de los puntos defectuosos 
producidos en la red por una dislocación, y aparecen frecuentemente en las redes cristalinas 
influyendo notablemente en las propiedades mecánicas de los materiales. Esta sección está 
dedicada al estudio de este tipo de defectos. 
Antes del descubrimiento de las dislocaciones de manera independiente por Taylor, Orowan 
y Polanyi en 1934, era imposible entender cómo las propiedades de un metal podrían ser 
cambiadas en gran medida, únicamente mediante procesos de manufactura (sin cambiar la 
composición química) [257]. Esto se convirtió en misterio aún mayor a principios de 1900 
cuando los científicos estimaron que los metales experimentan deformación plástica cuando 
son sometidos a esfuerzos mucho más pequeños comparados el esfuerzo teórico asociado 




del microscopio electrónico de transmisión (TEM) en la década de 1950, permitió recolectar 
evidencia experimental que mostró, que la resistencia y la ductilidad de los metales son 
controladas por las dislocaciones [258].  
 
 
Figura 45. Representación bidimensional de una red cristalina para ilustrar los defectos más 
frecuentes: impurezas sustitucionales (círculo azul) e intersticial (círculo rojo), vacantes (círculo 
punteado) y defectos de la línea, una línea de trazos y flechas indican la posición del defecto de línea. 
Figura tomada de [259] 
7.2. Tipos de dislocaciones  
Hay dos tipos básicos de dislocaciones, dislocación de borde y dislocación de tornillo. Estas, 
en realidad, son sólo dos formas de las posibles estructuras de dislocación que pueden ocurrir. 
La mayoría de las dislocaciones son una combinación de estos dos tipos y tienden a formar 
curvas y lazos [258,260]. La figura 46, ilustra los dos tipos de dislocación mencionadas. 
 
Figura 46. Ilustración de los tipos básicos de dislocaciones: dislocación de borde y dislocación de 
tornillo en una red cristalina tridimensional idealizada. 
7.2.1 Dislocaciones de borde 
Una dislocación de borde, puede visualizarse como un plano reticular adicional insertado en 
una red cristalina, que no se extiende a través de todo el cristal, sino que terminan en la 
llamada línea de dislocación, produciendo un desplazamiento de los átomos presentes en la 
zona donde acaba el plano extra, producto de la distorsión que experimentan los enlaces 




7.2.2 Dislocaciones de tornillo 
Imagínese que se corta un cristal perfecto en dos partes a lo largo de un plano, una de las 
partes se desliza sobre la otra una distancia igual a un vector de la red cristalina y luego las 
mitades se ajustan nuevamente sin dejar defecto alguno. Si el corte solo toma una parte del 
camino a través del cristal, y luego se desliza, la frontera del corte es una dislocación de 
tornillo [258, 260]. En la figura 45, la dislocación de tornillo es la frontera de la zona 
coloreada en azul. 
7.2.3 Algunas propiedades de las dislocaciones 
Se presentan a continuación, algunas de las propiedades más importantes de las dislocaciones 
[257,260]. 
1. Conexión entre el movimiento de la dislocación y la deformación plástica: como se 
muestra en la figura 47, la dislocación en la mitad superior del cristal se está deslizando 
hacia la derecha un plano a la vez. Durante este proceso, la dislocación se propaga a 
través del cristal. El movimiento de la dislocación causa eventualmente, que la mitad 
superior del cristal se mueva con respecto a la media parte inferior. La figura ilustra una 
verdad simple, pero de gran alcance: a nivel atómico, la generación y movimiento de 
dislocaciones, produce deformación plástica paso a paso. 
 
 
Figura 47. Ilustración del movimiento de una dislocación de borde como consecuencia de un 
esfuerzo cortante aplicado. 
 
2. Después que una dislocación ha pasado a través de un cristal, la red cristalina queda 
completamente restaurada, y sin rastros de la dislocación. Partes de cristal se desplazan 
ahora en el plano del movimiento de la dislocación (última imagen de la derecha de la 
figura 47). Esto tiene una consecuencia interesante: descartando los pequeños y muy 
localizados campos de esfuerzos alrededor de defectos puntuales, sin dislocaciones, no 
existen esfuerzos elásticos. 
3. Una dislocación es defecto unidimensional porque la red cristalina sólo se distorsiona 
a lo largo de la línea de dislocación (aparte de pequeñas deformaciones elásticas que no 
se cuentan como defectos por estar lejos del núcleo de la dislocación). La línea de 
dislocación se puede describir en cualquier punto por un vector 𝒕 (𝑥, 𝑦, 𝑧) llamado vector 
de línea. 
4. En el núcleo de la dislocación, los enlaces entre los átomos no están en una 
configuración de equilibrio, es decir, están fuertemente distorsionados. Por lo tanto, la 




5. Las dislocaciones se mueven bajo la influencia de fuerzas externas que causan 
esfuerzos internos en el cristal. El área barrida por su movimiento, define un plano, el 
plano de deslizamiento, que siempre, por definición, contiene el vector de línea de la 
dislocación, véase la figura 47  
7. El movimiento de una dislocación, implica el movimiento de todo el cristal, de un lado 
del plano de deslizamiento con respecto al otro lado. 
8. Las dislocaciones de borde podrían en principio, ser generadas por la aglomeración de 
defectos puntuales: auto-intersticiales en el semiplano adicional, o vacantes en el 
semiplano faltante. 
9. La cantidad fundamental que define una dislocación arbitraria es su vector de Burgers 
𝒃. Su definición desde el punto de vista atomista, se desprende del llamado circuito de 
Burgers alrededor de una dislocación en el cristal real. 
7.3. Vector de Burgers para una dislocación de borde 
Si se describe un circuito en el sentido de las manecillas del reloj alrededor de la dislocación 
de borde, comenzando en el punto A y viajando el mismo número de separaciones entre 
átomos en cada dirección, se finaliza en el punto B a una separación atómica con respecto al 
punto de partida, ver figura 48(b). Si una dislocación de borde no estuviera presente, la 
trayectoria se cerraría, ver figura 48(a). El vector requerido para completar la trayectoria es, 
de nuevo, el vector de Burgers. En este caso, el vector de Burgers es perpendicular a la línea 
de dislocación [257, 260]. 
 
Figura 48. Ilustración del circuito y vector de Burgers de una dislocación de borde. (a) Trayectoria 
cerrada en una red cristalina perfecta (circuito de Burgers coloreado de rojo); (b) Trayectoria 
alrededor de una  dislocación de borde, vector de Burgers (coloreado en verde) y representación de 
la dislocación (coloreado en azul.) 
7.3.1 Vector de Burgers para una dislocación de tornillo 
Si en un plano cristalográfico se describe una trayectoria cerrada alrededor del eje sobre el 
cual el cristal fue cortado, comenzando en el punto A véase la figura 49(a), y se viajan 
distancias iguales entre átomos en cada dirección, se termina en el punto B, un espacio 
atómico por encima del punto de partida. Si una dislocación de tornillo no estuviera presente, 
la trayectoria debería cerrar. El vector requerido para completar la trayectoria es el vector de 
Burgers 𝒃. Si se continuase el ejercicio, entonces la trayectoria trazada sería un espiral. El 
eje o línea alrededor de la cual trazamos este camino, es la dislocación de tornillo y el vector 




7.3.2 Propiedades del vector de Burgers 
1. El vector de Burgers para una dislocación dada es único, es decir, no cambia con las 
coordinadas, porque sólo hay un desplazamiento para cada corte. Por otro lado, el vector 
asociado a la línea de la dislocación puede ser diferente en cada punto porque es posible 
hacer el corte tan complicado como se desee. [257, 260] 
2. Las dislocaciones borde y de tornillo (con un ángulo de 90o o 0o, entre el vector de 
Burgers y el vector asociado a línea de la dislocación), son solo casos especiales del caso 
general de una dislocación mixta, que tiene un ángulo arbitrario entre 𝒃 y 𝒕 que puede 
cambiar incluso, a lo largo de la línea de dislocación. [257, 260] 
 
 
Figura 49. Ilustración del circuito y vector de Burgers de una dislocación de tornillo. (a) Trayectoria 
cerrada en una red cristalina perfecta (circuito de Burgers coloreado de rojo); (b) Trayectoria 
alrededor de una  dislocación de tornillo, vector de Burgers (coloreado de verde) y representación de 
la dislocación (coloreado de azul). 
3. Una dislocación no puede terminar en el interior de un cristal. Puede hacerlo en: (𝑖) una 
superficie del cristal; (𝑖𝑖) una superficie interna o de la interfaz (por ejemplo, un límite 
de grano) (𝑖𝑖𝑖) un nodo de dislocación (punto en el que concurren tres o más 
dislocaciones) y (𝑖𝑣) eventualmente en misma- formando un lazo. 
5. Si no existen vacancias o intersticios, el vector de Burgers 𝒃 debe estar en el plano de 
corte, esto tiene dos consecuencias: (𝑖) el plano de corte queda definido por el vector de 
línea y el vector de Burgers y (𝑖𝑖) el plano de coincide con el plano de deslizamiento de 
la dislocación; sólo en este plano, la dislocación puede moverse sin la ayuda de 
intersticiales o vacantes. El plano de deslizamiento es, entonces, el plano subtendido por 
el vector de Burgers 𝒃 y el vector de línea 𝒕. 
6. La deformación es provocada por el movimiento de las dislocaciones en los planos de 
deslizamiento. 
7. La magnitud de 𝒃 es una medida del grado de distorsión en la red cristalina causada 
por presencia de una dislocación. La energía introducida en un cristal por la presencia de 





8. En un nodo de dislocaciones la suma de todos los vectores de Burgers es cero (∑𝒃 =
𝟎), siempre y cuando todos los vectores de línea apunten hacia el nodo o hacia fuera de 
él. Véase la figura 50. 
 
Figura 50. Ilustración para describir un nodo de dislocaciones (punto coloreado en verde); 
circuitos de Burgers (coloreados en azul); líneas de dislocaciones (coloreadas en negro). 
Resultante de los vectores de Burgers en el nodo referido. 
 
7.4. Un procedimiento para visualizar las dislocaciones en un policristal 
nano-cristalino de Fe-Cr 
El procedimiento para la búsqueda, identificación y visualización de las dislocaciones 
presentados en esta sección, se llevó a cabo utilizando el algoritmo que para tal fin, se incluye 
en la herramienta Cristal Analysis Tool (CA Tool), desarrollada y proporcionada muy 
gentilmente por Alexander Stukowski Dr. rer. nat; de la Technische Universität Darmstadt, 
Germany. 
Siguiendo lo expuesto por Stukowski en [261], se presenta a continuación, un resumen de 
los fundamentos físicos y matemáticos que soportan el algoritmo de búsqueda, detección y 
coincidencia de las dislocaciones. Los detalles concernientes a la implementación de la 
CA Tool, así como también una ampliación de los temas aquí tratados aparecen detallados en 
[262, 263]. 
La CA Tool funciona como una herramienta de post-procesamiento para la cual, las entradas 
son los archivos de salida escritos por códigos de simulación basados en DM, entre ellos se 
encuentran los archivos tipo instantánea (dumps), provenientes de LAMMPS. En esta parte 
del trabajo, la CA Tool se utilizó en el modo de operación orientado al análisis de una sola 
instantánea14, tomada durante una simulación atomística dada. El modelo de operación en 
cuestión, se ilustra en el diagrama de flujo de la figura 51 y procede como sigue: primero se 
identifican las estructuras locales formadas por átomos y simultáneamente se tesela15 el 
espacio con base en el procedimiento propuesto por Delaunay [264, 265]. Esta información 
se utiliza para calcular el campo de deformación elástica inherente en el cristal. Finalmente 
se identifican las líneas de dislocación contenidas en la instantánea del sólido que se quiere 
analizar. 
                                                          
14 En este contexto la palabra instantánea se usa para describir una configuración particular del sistema de la 
cual se conoce toda la información de interés referente al mismo 
15 El verbo teselar hace referencia a un patrón de figuras que cubren completamente una superficie plana que 





Se describe a continuación las etapas de las que consta el procedimiento ilustrado en la figura 
48. Los detalles relativos a la implementación de la  CA Tool, así como también, los 
principios físicos en los que se fundamenta el algoritmo de búsqueda, detección y 
coincidencia de las dislocaciones, aparecen ampliamente explicados en [262, 263]. 
 
Figura 51: Diagrama de flujo del funcionamiento de la CA Tool en el modo de operación, consistente 
en el análisis de una sola instantánea de la simulación atomística. Tomada de Crystal Analysis Tool 
User's Manual. Alexander Stukowski. stukowski@mm.tu-darmstadt.de 
 
7.4.1 Entrada de datos 
La CA Tool lee archivos escritos por códigos de simulación basados en DM u otros códigos 
de simulación atomística. En este trabajo los archivos de interés son del tipo dumps.txt 
provenientes de LAMMPS. El formato de los archivo de entrada es detectado de manera 
automática.  
7.4.2 Catálogo de estructuras 
Para identificar las estructuras locales formadas por los átomos en el archivo de entrada de 
la simulación, la CA Tool emplea un motor de identificación potenciado por un algoritmo de 
coincidencia de patrones y alimentado por un catálogo de plantillas de estructuras conocidas. 
Este catálogo contiene tres clases de estructuras: redes, defectos cristalinos planares y 
defectos cristalinos de dimensionalidad cero. Los átomos que están en una estructura 
defectuosa se dividen en dos grupos a saber, los átomos de red, los cuales tienen una 
estructura de coordinación que coincide con la del cristal perfecto, y los átomos 




generar un patrón de búsqueda y poder determinar si un defecto en particular está presente o 
no, en una configuración de la simulación, solo se toman en cuenta los átomos de los núcleos 
en la estructura de las plantillas. 
7.4.3 Identicación de las estructuras atómicas 
Los arreglos atómicos en el archivo de entrada de la simulación, se identifican mediante un 
proceso que consta de tres pasos. En el primero, se genera la lista de vecinos, la cual conserva 
los vecinos de cada átomo que se encuentren a una distancia de corte prescrita; en el segundo, 
la lista de vecinos de un átomo se ordena para encontrar sus vecinos más cercanos y 
determinar su estructura de coordinación local usando alguna técnica estándar de 
localización como el análisis del vecinos en común (CNA), para asignar un tipo de 
coordinación a cada átomo; y en el último, se analiza el orden del rango medio (que va más 
allá de los vecinos más cercanos), mediante un algoritmo de coincidencia de patrones que 
reconoce redes más complejas y defectos estructurales que pudieran estar compuestos por 
múltiples átomos. Con este análisis, es posible también, identificar otras estructuras más 
complejas tales como las fronteras de grano. La CATool tiene incorporado un catálogo de 
patrones tanto para las redes cristalinas más comunes (fcc, hcp, bcc, diamante, etc) como 
para algunos de los defectos planares más comunes en dichas redes, como por ejemplo las 
fallas por apilamiento intrínsecas y las fronteras de grano coherentes. 
7.4.3.1 Clústers gráficos 
Mientras se identifica las estructuras atómicas, el algoritmo de coincidencia de patrones 
agrupa los átomos en clusters. Un clúster es un conjunto de átomos que coincide con un 
patrón estructural particular que posee un orden de largo alcance. Por ejemplo, todos los 
átomos en un grano con la estructura de una red perfecta, forman un clúster. Los átomos del 
núcleo de un defecto cristalino embebido, tal como una falla por apilamiento también forma 
un clúster. Los átomos que no forman ninguna estructura conocida, identificada por la 
CA Tool, no constituyen un clúster. 
Como resultado del proceso de identificación de la estructura, cada átomo de un clúster es 
mapeado a su átomo correspondiente en la plantilla ideal usada para generar la estructura del 
patrón de búsqueda, la  cual está almacenada en el catálogo de patrones. El algoritmo también 
mapea cada enlace vecino en el clúster, a un vector vecino correspondiente en la estructura 
de la plantilla del clúster. Esta asignación de enlaces es crucial para las etapas posteriores del 
análisis, puesto que permite calcular un tensor de orientación promedio para cada clúster, 
este tensor describe la orientación de la red del clúster, en el sistema global de coordenadas 
de la simulación. Cada clúster generado constituye un nodo del denominado clúster gráfico 
[263], el cual es una descripción abstracta de la microestructura de entrada utilizado por la 
CA Tool. 
7.4.3.2 Campo elástico generado 
Paralelamente al proceso descrito anteriormente, se genera una teselación de Delaunay con 
el objeto de conectar todos los átomos. Esta teselación está formada por un conjunto de 
elementos tetraédricos que cubre todo el espacio, cada uno de estos elementos conecta cuatro 
átomos vecinos cercanos situados en los vértices de la malla de la teselación. Sea 𝒙𝑖 la 
posición del 𝑖 − é𝑠𝑖𝑚𝑜 átomo o vértice del sistema. Para cada arista 𝑎 − 𝑏 de la malla, que 
conecta dos átomos 𝑎 y 𝑏, es posible calcular el vector de arista 𝐱𝑎𝑏 = 𝐱𝑏 − 𝐱𝑎. Además, el 




posición relativa de los dos átomos en una versión imaginaria del cristal libre de esfuerzo. Si 
ambos átomos 𝐴 y 𝐵 son parte del mismo clúster, 𝐗𝑎𝑏 es simplemente el vector que conecta 
los dos átomos correspondientes en la estructura de la plantilla ideal. Resumiendo: vectores 
en minúsculas como 𝐱𝑎𝑏 son vectores espaciales definidos en el sistema de coordenadas 
global de la simulación, el cual conecta dos átomos en la instantánea de la simulación. Los 
vectores en mayúsculas como 𝐗𝑎𝑏 se definen en el sistema de coordenadas de la estructura 
de la plantilla ideal asociados con un clúster atómico. Esto es, ellos siempre se expresan en 
un marco de referencia local de un clúster. La identificación de la estructura y el algoritmo 
de agrupamiento determinan el mapeo elástico 𝐱𝑎𝑏⟶𝐗𝑎𝑏, que se utiliza en el siguiente paso. 
Este mapeo de vectores nos permite ahora calcular el gradiente de deformación elástica, lo 
que de acuerdo con su definición, transforma vectores de la configuración de referencia, libre 
de esfuerzo (dada por la estructura de la plantilla ideal de un clúster) a los correspondientes 
vectores espaciales del marco de simulación 𝑑𝑥 = 𝐅𝑒𝑑𝐗. Dado un elemento tetraédrico 𝑎 =
{𝑎, 𝑏, 𝑐, 𝑑} de la teselación de Delaunay, que conecta cuatro átomos, el algoritmo calcula el 
tensor gradiente de deformación elástica local 𝐅𝛼
𝑒  para ese elemento, usando el producto 
matricial 
                                                 𝐅𝛼
𝑒 = [𝐱𝑎𝑏 𝐱𝑎𝑐 𝐱𝑎𝑑]  [𝐗𝑎𝑏 𝐗𝑎𝑐 𝐗𝑎𝑑 ]
−1                                           (46) 
Este cálculo es análoga a lo descrita en la sección 5.5 de este trabajo.  
En la ecuación (46), los vectores columna de las dos matrices son los vectores espaciales y 
los correspondientes vectores ideales de tres aristas no coplanares del tetraedro. El resultado 
de este cálculo es un campo tensorial constante definido a trozos, notado por 𝐅𝑒y llamado el 
gradiente del campo de deformación elástica residual (o inherente). 𝐅𝑒 describe la 
deformación elástica de la red y la rotación de la red cristalina y sus defectos embebidos. 
Este algoritmo puede no ser capaz de determinar el valor de 𝐅𝛼
𝑒
 para algunos de los elementos 
tetraédricos. Por ejemplo, si un elemento se encuentra en una región del cristal donde la 
estructura atómica local no pudo ser identificada, entonces el mapeo 𝐱𝑎𝑏⟶𝐗𝑎𝑏 no se puede 
determinar por sus aristas y 𝐅𝛼
𝑒  permanece indefinido dentro de dicho elemento. 
7.4.4 Identificación de las dislocaciones 
El gradiente del campo de deformación elástica 𝐅𝑒, calculado en el paso anterior, es 
incompatible con la ubicación de dislocaciones. En términos matemáticos, si una dislocación 
está presente 𝐅𝑒 es multivaluado allí. Esto significa que para un elemento de la teselación 
que se cruza con una línea de dislocación, el valor del tensor 𝐅𝑒calculado a partir de la 
ecuación (48) depende de las tres aristas que se seleccionen de las seis posibles que 
determinan cada elemento tipo tetraedro. Los elementos de la teselación que poseen esta 
propiedad se clasifican como malos elementos, los elementos para los que 𝐅𝑒 está 
unívocamente valuado, se clasifican como buenos. Los elementos para los cuales 𝐅𝑒 no se 
pude determinar en absoluto, porque se encuentran en una región del cristal cuya estructura 
de referencia no pudo ser identificada, también se clasifican como malos. 
Se tiene entonces el espacio teselado dividido en regiones buenas y malas, donde las regiones 
malas están asociadas con los núcleos de dislocación. Seguidamente, el algoritmo construye 
la superficie frontera que separa los tetraedros buenos de los tetraedros malos como se 




caras triangulares de la teselación que separan a un buen tetraedro de un mal tetraedro. Esta 
variedad orientada y cerrada se le llama la malla interfaz. Mientras ésta se genera, los 
vectores ideales Δ𝐗ab previamente asignados a las aristas de los tetraedros de Delaunay, son 
copiados a las aristas de la malla interfaz. 
 
Figura 52: Ilustración de los pasos seguidos por el algoritmo de extracción de una dislocación. En 
este ejemplo, un lazo de dislocación prismático en un monocristal BCC es identificado y convertido 
en la representación de una línea continua. Tomada de Crystal Analysis Tool User's Manual. 
Alexander Stukowski. stukowski@mm.tu-darmstadt.de 
Para descubrir las líneas de dislocación, el algoritmo construye circuitos de prueba en la 
malla interfaz. Un circuito de prueba es una secuencia cerrada formada por tres o más aristas 
de la malla de interfaz, y su vector de Burgers se calcula mediante la suma de sus vectores 
ideales respectivos. Todos los posibles circuitos de prueba se enumeran utilizando un 
algoritmo de búsqueda recursivo. 
Una vez descubierto un primer circuito con un vector de Burgers distinto de cero, se duplica 
e invierte. Estos llamados circuitos hacia adelante y hacia atrás se hacen avanzar en las 
direcciones opuestas en la malla interfaz barriendo toda la línea de la dislocación (ver figura 
53 (a)). Durante esta fase de barrido, se genera una representación unidimensional de la línea 
del segmento de dislocación, calculando la nueva posición del centro de masa de un circuito 
cada vez que este avanza a lo largo de las fronteras del núcleo de la dislocación. Una buena 
representación de un circuito puede ser una banda de goma bien ajustada alrededor del núcleo 
de la dislocación. A medida que el circuito se mueve a lo largo del segmento de la 
dislocación, es posible que sea necesario ampliarlo localmente para barrer sobre sectores más 
amplios del núcleo, por ejemplo, torceduras o saltos. Para evitar que los dos circuitos 
productos del barrido pasen las uniones de dislocación o interfaces, se impone un límite 
estricto sobre la longitud máxima de los circuitos. 
Una vez que se comprueba que el segmento de la dislocación procesado no se puede extender 
más lejos, los algoritmos vuelven a sondear los circuitos de prueba en partes aún no visitados 
de la malla de interfaz hasta que se descubre un nuevo circuito con un vector de Burgers 
distinto de cero. Eventualmente, el algoritmo encontrará todos los segmentos de las distintas 






Figura 53: Ilustración de un circuito de prueba para descubrir una dislocación. (a) Ilustración del 
proceso de barrido generado por un avance paso a paso de un circuito hacia adelante y otro hacia 
atrás (b) En una unión o empalme de dislocaciones, se encuentran múltiples circuitos sobre la malla 
interfaz. (c) Posterior a la detección del empalme, los segmentos de línea correspondientes se 
conectan en la línea de la red generada. Tomada de Crystal Analysis Tool User's Manual. Alexander 
Stukowski. stukowski@mm.tu-darmstadt.de 
7.5. Resultados del procedimiento implementado para visualizar las 
dislocaciones en un espécimen de la aleación Fe-5%Cr 
 
Se presenta a continuación los resultados obtenidos al aplicar el procedimiento descrito 
anteriormente en un espécimen de la aleación Fe-5%Cr. Estos resultados se derivan de las 
pruebas de tensión simple uniaxial aplicadas sobre dicho espécimen y cuya implementación 
se describe en la sección 4.3 de este trabajo. 
En la figura 54 se observa que, incluso antes de proceso de carga existe un bosque de 
dislocaciones en el espécimen con una densidad de dislocaciones alta. Se observa además 
que esta densidad de dislocaciones, disminuye en la medida en que aumentan la deformación 
unitaria y que este comportamiento se manifiesta en etapas en las cuales el esfuerzo 
soportado por el espécimen aumenta hasta alcanzar su valor máximo ( ≤ 5.1%,) y en etapas 
posteriores (5.1 ≤ ≤ 17%), caracterizadas por una disminución en el esfuerzo soportado 
por el espécimen. De igual forma, se observa que alrededor de cuando = 17%, la densidad 
de dislocaciones experimenta un aumento súbito y posteriormente tiende retomar su 
comportamiento inicial. Este comportamiento exhibido por el espécimen objeto de estudio 
parece corroborar lo postulado por otros autores en el sentido de que la disminución en la 
densidad local de líneas de dislocaciones, puede facilitar el flujo plástico (desplazamiento 
atómicos en zonas afectadas o desafectadas) y viceversa, esto es, un aumento en la densidad 
local de líneas de dislocación propician barreras que dificultan el flujo plástico.  
Por otro lado, se observa en la gráfica de esfuerzo deformación unitaria incluida en la misma 
figura, que para los porcentajes de deformación incluidos en el rango  5.1 ≤ ≤ 17% el 
espécimen continúa deformándose plásticamente aun cuando los valores del esfuerzo 
soportado son relativamente menores que el esfuerzo máximo y que alrededor de  = 17%, 
el valor del esfuerzo soportado por el espécimen cae súbitamente para luego recuperarse. Se 




endurecimiento por deformación y que este proceso se inicia alrededor de = 17% con una 
respuesta colectiva del bosque de dislocaciones y la interacción entre ellas y los granos y las 
fronteras de grano, ante la probabilidad de que se presente de una falla inminente. 
Por su parte en las figuras 55, 56, 57 y 58 se observa que las dislocaciones pueden ser 
intrínsecamente de naturaleza intragranular o inherentes a las fronteras de grano y que su 
aparición en el espécimen es independiente del porcentaje de deformación unitaria al cual 
esté sometido. Esto demuestra que la influencia de la densidad de dislocaciones y su 
dinámica en el proceso de deformación del espécimen considerado, no responde a una acción 
aislada, sino que por el contrario es una acción cooperativa que involucra las estructuras 
internas del espécimen, por lo que se puede afirmar que la deformación plástica puede 
manifestarse en ambos escenarios, tanto en fronteras de grano como al interior de los granos 
mismos. 
 
Figura 54. Esfuerzo versus deformación unitaria y líneas de dislocación para diferentes porcentajes 
de deformación unitaria experimentada durante el proceso de carga de tensión uniaxial por un 
espécimen de Fe − 5%Cr formado por 1022524 átomos.   El código de colores se refiere a la 






Figura 55. Líneas de dislocación (color gris) y fronteras de grano (código de colores), 
correspondientes al 0% de la deformación unitaria experimentada durante el proceso de carga de 
tensión uniaxial por un espécimen de Fe − 5%Cr formado por 1022524 átomos. El código de colores 




Figura 56. Líneas de dislocación (color gris) y granos (código de colores), correspondientes al 0% 
de la deformación unitaria experimentada durante el proceso de carga de tensión uniaxial por un 
espécimen de Fe − 5%Cr formado por 1022524 átomos. El código de colores se refiere a la 






Figura 57. Líneas de dislocación (color gris) y fronteras de grano (código de colores), 
correspondientes al 5% de la deformación unitaria experimentada durante el proceso de carga de 
tensión uniaxial de un espécimen de Fe − 5%Cr formado por 1022524 átomos. El código de colores 
se refiere a la identificación de las líneas de dislocación y el corte es en la dirección 〈1 0 0〉 
 
 
Figura 58. Líneas de dislocación (color gris) y algunos granos (código de colores), correspondientes 
al 5% de la deformación unitaria experimentada durante el proceso de carga de tensión uniaxial de 
un espécimen de Fe − 5%Cr formado por 1022524 átomos. El código de colores se refiere a la 









En este capítulo se aplica el procedimiento presentado en la sección 5.5 de este trabajo 
referente al cálculo del tensor de esfuerzo de deformación unitaria de Green-Lagrange y un 
nuevo procedimiento para calcular el tensor de esfuerzos de Cauchy suavizado local, para 
estudiar el comportamiento a fluencia de los tres especímenes de MgO. La naturaleza de la 
prueba de indentación sugiere, que existen dominios o zonas de interés durante la interacción 
indentador-espécimen, en las que se debe explorar con especial atención el comportamiento 
de estos observables, de modo que se tengan más elementos de juicio para establecer por 
ejemplo, la relación que existe entre el tamaño del espécimen y el comportamiento mecánico 
del material. Con esto en mente, se estudian los esfuerzos y las deformaciones en  el área 
contacto y en el plano principal situado justo debajo de la punta del indentador. 
Adicionalmente y con el mismo objetivo en mente, se calcula el tensor de curvatura discreta 
en la superficie de contacto. 
8.2. Deformación unitaria local a fluencia en volumen 
Con el objeto de obtener información complementaria para hacer inferencias en cuanto los 
efectos del tamaño del espécimen en las propiedades mecánicas del material, presentamos     
una aplicación más de la nueva metodología propuesta en este trabajo para calcular el tensor 
de deformación unitaria de Green-Lagrange en volumen.  
8.2.1 Resultados y discusión 
En la figura 59 (a) se observa que, a fluencia, el invariante von Mises del tensor deformación 
unitaria de Green-Lagrange experimenta un corrimiento hacia la izquierda cuando el tamaño 
de la muestra aumenta, evidenciando que el acomodamiento de la deformación local por 
distorsión, disminuye con el aumento del tamaño del espécimen. Se observa también que el 
rango de valores del invariante von Mises del tensor deformación unitaria para los 
especímenes de 8000 y 32768 átomos, no exhibe diferencia significativa, pero para el 
espécimen de 85184 átomos, dicho rango aumenta considerablemente incluyendo valores 
que se alejan significativamente del valor más probable. Esto podría interpretarse de la 
siguiente manera: a fluencia, el aumento en el tamaño del espécimen favorece la aparición 
de más sitios en los que la deformación puede acomodarse por distorsión, pero que al mismo 
tiempo, la probabilidad de que ello ocurra, es muy pequeña. Lo dicho parece estar de acuerdo 
con reseñado en la literatura, véase por ejemplo [56,57], en el sentido de que, cuando se 
aumenta el tamaño de la muestra, la fracción de volumen disponible para la nucleación de 
inestabilidades aumenta.  
En la figura 60(a) se observa que el invariante hidrostático del tensor deformación unitaria 
de Green-Lagrange muestra un leve corrimiento hacia la derecha con el aumento del tamaño 
espécimen, esto sugiere que su contribución al acomodamiento de la deformación por 




anteriormente en cuanto al factor de empaquetamiento en la celda unitaria de la estructura 
bcc. No está de más señalar sin embargo, que la probabilidad de que el valor máximo de este 
invariante es mayor en el espécimen más pequeño, significando con esto que la probabilidad 
que el espécimen más pequeño pueda soportar más acomodamiento de la deformación por 
cambios en el volumen, es mayor. 
Las figura 59(a), 59(b), 59(c), 60(a), 60(b) y 60(c), muestran que en efecto, como lo predicen 
los experimentos, existen planos de deslizamiento preferenciales asociados a la deformación 
plástica en el MgO y que estos están asociados con la familia {011} 〈011〉. Nótese los 
concentradores de esfuerzos locales en color rojo que aparecen en las figuras referidas. 
 
 
Figura 59. (a) Función de distribución de probabilidad del invariante von Mises del tensor 
deformación unitaria de Green-Lagrange para los tres especímenes de MgO estudiados. (b), (c) y (d) 
Invariante von Mises del tensor de deformación unitaria para los especímenes de 8000, 32768 y 






Figura 60. (a) Función de distribución de probabilidad del invariante hidrostático del tensor 
deformación unitaria de Green-Lagrange para los tres especímenes estudiados. (b), (c) y (d) 
Invariante hidrostático del tensor de deformación unitaria para los especímenes de 8000, 32768 y 
85184 átomos respectivamente, en la configuración que da inicio a la fluencia.  
 
8.3. Cálculo de la deformación unitaria a fluencia, en la superficie de 
contacto del espécimen con el indentador 
El procedimiento para calcular el tensor de deformación unitaria de green-Lagrange en el 
superficie de contacto entre el  especimen y el indentador, se llevó a cabo aplicando el mismo 
procedimiento descrito en la sección 5.5 de este trabajo, con la restricción adicional que ahora 
es aplicado a un sistema bidimensional. Los fundamentos matemáticos en los que se soportan 
estan desarrollados en el ápendice 3 de este trabajo y los resultados obtenidos se registran en 
las figuras 61 y 62 presentadas a continuación. 
8.3.1 Resultados y discusión 
Se observa en la figura 61(a), que el rango de valores del invariante von Mises de la 
deformación unitaria, aumenta con el tamaño del espécimen. Esto significa que a fluencia, 
en el área de contacto entre el espécimen y el indentador, el aumento en el tamaño del primero 
favorece el acomodamiento de la deformación por distorsión, lo cual es lógico toda vez que 
se cuenta con un área mayor para nuclear imperfecciones. El mismo comportamiento puede 
observarse en la 62(a), pero esta vez con referencia al invariante hidrostático y al 




que en a diferencia de lo que ocurren en volumen, en el área de contacto, la deformación 
tiende a acomodarse por ambos mecanismos sin que exista uno preferencial. 
Por otro lado, las figuras 61(a), 61(b), 61(c), 62(a), 62(b) y 62(c), muestran que  los valores 
más grandes experimentados por ambos mecanismos de deformación se presentan en la zona 
central del área de contacto. Esta observación concuerda con lo esperado, toda vez que en 
esta zona es donde la punta del indentador ejerce su carga máxima.  
   
 
Figura 61. (a) Función de distribución de probabilidad del invariante hidrostático del tensor 
deformación unitaria de Green-Lagrange para los tres especímenes estudiados. (b), (c) y (d) 
Invariante hidrostático del tensor de deformación unitaria para los especímenes de 8000, 32768 y 






Figura 62. (a) Función de distribución de probabilidad del invariante von Mises del tensor 
deformación unitaria de Green-Lagrange para los tres especímenes estudiados. (b), (c) y (d) 
Invariante hidrostático del tensor de deformación unitaria para los especímenes de 8000, 32768 y 
85184 átomos respectivamente, en la configuración que da inicio a la fluencia. 
 
8.4. Esfuerzos locales en especímenes de MgO sometidos a indentación 
Se describe a continuación el procedimiento seguido para calcular el tensor de esfuerzos de 
Cauchy en dos las regiones que, por la naturaleza de la prueba de indentación, despiertan 
más interés en cuanto al estudio de la deformación, son estas, la superficie de contacto 
espécimen y el indentador y plano central del espécimen que se encuentra justo debajo del 
área de contacto referida. 
8.4.1 Un procedimiento basado en geometría discreta para calcular el tensor de 
esfuerzos tanto en la superficie como en el plano central 
1. De la información obtenida de una configuración en la cual el espécimen no está 
sometido a ningún tipo de carga (configuración prístina), se filtran los átomos que 
constituyen cada una de los subsistemas o regiones de interés a saber: 𝑖) los átomos que 
se encuentran en la caras de la muestra que definen su superficie, excepto aquellos los 
que están en la cara inferior a los cuales se les impuso las restricciones que definen la 
región no activa esto es, permanecer fijos durante la prueba, 𝑖𝑖) átomos en el volumen 
𝑖𝑖𝑖) los átomos en la cara que contiene la superficie de contacto con el indentador, y 𝑖𝑣) 
los átomos en el plano central justo debajo de la punta del indentador. 
2. Se triangulan las regiones definidas por los átomos que en la superficie de contacto 
con el indentador y por los átomos que definen el plano central de la muestra que se 
encuentra justo debajo del indentador, mediante un procedimiento basado en el teorema 




3. Para cada una de las configuraciones de interés, esto es, configuraciones cercanas y 
anteriores al punto de fluencia, obtenidas de LAMMPS se recopila información 
pertinente como las posiciones, la identificación, tipo, volumen de Voronoi, número de 
coordinación o vecinos más cercanos y la fuerza neta para cada uno de los átomos que 
constituyen las regiones de interés referidas en el numeral 1. 
4. Para cada átomo, se construye una lista de los vecinos más cercanos incluidos en una 
región con un cutoff que permitiese incluir las interacciones tanto de corto como de largo 
alcance. Este procedimiento se llevó a cabo para cada una de las regiones de interés. 
5. El cálculo del tensor de esfuerzos de Cauchy local se llevó a cabo de la siguiente 
manera: 
5.1. Se tiene información sobre los átomos que constituyen la superficie, excepto el 
volumen asociado a cada uno. Cuando un átomo dado  no pertenece al volumen 
representativo, el procedimiento basado en el teorema de Voronoi falla porque este 
incluye las dimensiones de la caja de simulación y no las dimensiones de espécimen 
como tal. Esta dificultad se salva asignando a cada uno de estos átomos una fracción 
del volumen promedio obtenido a partir de los volúmenes de Voronoi de los átomos en 
el bulk, de modo que al comparar el volumen total obtenido sumando los volúmenes 
de Voronoi por átomo después de la corrección descrita, con el volumen calculado con 
base en las dimensiones del espécimen la desviación en muy pequeña. 
5.2. Dado que se conoce la forma analítica del potencial de interacción atómica, 
entonces es posible obtener las fuerzas entre cada par de átomos que estén incluidos en 
una vecindad, definida por un cutoff apropiado. Las contribuciones de las fuerzas entre 
pares de átomos, en el cálculo del tensor de esfuerzos de Cauchy, se contabilizan de 
manera eficiente introduciendo una función de longitud del enlace. 
 
Figura 63. Esquema para ilustrar como se determina la función longitud del enlace utilizada 
para contabilizar las interacciones entre pares que contribuyen al cálculo del tensor de esfuerzos 
de Cauchy local. 
 
En términos generales, una función de enlace es una herramienta que define el conjunto 
de coeficientes más apropiado para evaluar un polinomio cúbico, que puede ser usado 
en el cálculo de la fuerza o la energía de un sistema de partículas interactuantes, de 
manera más eficiente. Su introducción en esta parte del trabajo obedece a la necesidad 




De la figura 63, considerando el triángulo de vértices 𝑖, 𝑗, 𝑘 y aplicando la ley de coseno 
                                                𝑙𝑖𝑚
2 = 𝑙𝑖𝑘
2 + 𝑙𝑘𝑚
2 − 2𝑙𝑖𝑘𝑙𝑘𝑚𝑐𝑜𝑠𝛼                                          (47) 
Donde 𝑐𝑜𝑠𝜃 = ?̂?𝑚/𝑘 ∙ ?̂?𝑘/𝑖. Además, como 𝛼 = 𝜋 − 𝜃 y cos(𝜋 − 𝜃) = −𝑐𝑜𝑠𝜃, 




2 + 2𝑙𝑖𝑘𝑙𝑘𝑚𝑐𝑜𝑠𝜃 
Ordenando con respecto a 𝑙𝑘𝑚 se obtiene 
𝑙𝑘𝑚
2 + 2𝑙𝑖𝑘𝑐𝑜𝑠𝛼𝑙𝑘𝑚 + (𝑙𝑖𝑘
2 − 𝑙𝑖𝑚
2 ) = 0 
Resolviendo para 𝑙𝑘𝑚, se tiene 
𝑙𝑘𝑚 = −𝑙𝑖𝑘𝑐𝑜𝑠𝜃 + √(𝑙𝑖𝑘𝑐𝑜𝑠𝜃)2 − (𝑙𝑖𝑘
2 − 𝑙𝑖𝑚
2 ) 
Pero como 𝑙𝑖𝑚 = 𝑅𝑐𝑜, entonces, finalmente 
                         𝐵(𝒌) = 𝑙𝑘𝑚 = −𝑙𝑖𝑘𝑐𝑜𝑠𝜃 + √(𝑙𝑖𝑘𝑐𝑜𝑠𝜃)2 − (𝑙𝑖𝑘
2 − 𝑅𝑐𝑜2 )                      (48) 
Donde 𝑙𝑘𝑚 y 𝑙𝑖𝑘 representan respectivamente, la norma de los vectores relativos 𝒓𝑘/𝑚 
y 𝒓𝑖/𝑘. En la ecuación (48), 𝑙𝑘𝑚 representa la distancia mínima a la que debe estar un 
átomo 𝑗 con respecto a otro átomo 𝑖 y cuantifica la contribución de la fuerza 𝒇𝑖𝑗 entre 
pares, que se toma en cuenta en el cálculo del tensor de esfuerzos de Cauchy.  
5.3.  El tensor de esfuerzos de Cauchy 𝜎(𝒓) evaluado en sitio 𝒓 correspondiente a un 
átomo dado, se calcula mediante la ecuación propuesta por Lutsko [270]  








𝐵(𝒌))                                (49) 
Donde 𝑉 denota un volumen representativo asociado a una región del espécimen, 𝒓𝒊𝒋 
denota la posición relativa entre los átomos 𝑖 y 𝑗, 𝒇𝒊𝒋 denota la fuerza entre los átomos 
𝑖 y 𝑗 y 𝐵(𝒌) denota la función de longitud del enlace definida de acuerdo con la 
ecuación (48). 
6. Teniendo en cuenta que nuestro interés en esta investigación es la obtención de 
información acerca del comportamiento de sistemas discretos a partir de cantidades u 
observables provenientes de la mecánica de medios continuos, para el cálculo del tensor 
de esfuerzos de Cauchy local se aplica el procedimiento de suavizado propuesto por 
Hardy. Este procedimiento aparece ampliamente documentado en el apéndice 4 de este 
trabajo. El método es aplicable a un conjunto discreto de elementos o partículas 
distribuidas arbitrariamente, sin conectividad, que resultan de la descomposición del 
medio continuo. Tales partículas poseen una distancia espacial conocida como la 
"longitud de suavizado", sobre la cual sus propiedades son "suavizadas" mediante una 




cantidad física dada, sumando las contribuciones relevantes de todas las partículas 𝑗, que 
se encuentran dentro del rango de la función kernel. Las contribuciones de cada partícula 
𝑗 a dicha propiedad de la partícula 𝑖, se ponderan de acuerdo con la distancia de cada 
partícula 𝑗, a la partícula de interés 𝑖. Esto último está determinado matemáticamente por 
la función kernel. 
En el método de suavizado, el dominio investigado está representado por un número de 
nodos, que representan las partículas de dicho dominio con sus atributos materiales. Cada 
partícula representa un punto de en el que se conocen las propiedades del material. La 
solución del problema está dado por los resultados calculados en todas las partículas, 
utilizando una función kernel que permite tener una aproximación ponderada, del campo 
variable (función) en un punto (partícula). Una cantidad física 𝐴(𝑟) dada se puede 
estimar mediante: 
𝐴(𝒓) = ∫𝐴(𝒓′)𝑊(𝒓 − 𝒓′, ℎ)𝑑𝒓′ 
Donde, 𝒓 y 𝒓′ son respectivamente las posiciones de las partículas y la función 
𝑊(𝑟 − 𝑟′, ℎ)𝑑𝑟′ es la función kernel, la cual tiene dos propiedades a saber: 
𝑖) ∫𝑊(𝒓 − 𝒓′, ℎ)𝑑𝒓′ = 1 
𝑖𝑖) lim
ℎ→0
𝑊(𝒓 − 𝒓′, ℎ)𝑑𝒓′ = 𝛿(𝒓 − 𝒓′) 
Donde 𝛿 es la función delta de Dirac y ℎ es la longitud de suavizado. En la figura 64 se 
muestra una representación intuitiva del parámetro ℎ. La longitud de suavizado define un 
dominio que contiene las partículas que interactúan con la partícula 𝑖. 
 
Figura 64. Representación intuitiva de la longitud de suavizado ℎ. 
 
En nuestro caso particular, la función kernel está definida en términos de splines cúbicos 
y tiene la forma 











𝑠3     0 ≤ 𝑠 ≤ 1   
1
6
(2 − 𝑠)2               1 ≤ 𝑠 ≤ 2  
0                                 𝑠 > 2         




Donde 𝑠 = |𝑟/ℎ|, y 𝜎 es una constante que tiene los valores 1/ℎ, 15/(7𝜋ℎ2) o 
(1/2)(3/2𝜋ℎ3) dependiendo de la dimensión del espacio: una, dos o tres dimensiones 
respectivamente. 
Los resultados de los cálculos descritos aparecen registrados en las figuras de la 65 a la 
68 y se  refieren a los  invariantes del tensor de esfuerzo en cuestión, calculados usando 
las ecuaciones (44) y (45), pero cambiando 𝑖𝑗 por 𝜎𝑖𝑗 con 𝑖, 𝑗 = 1,2,3. 
 
8.4.2 Resultados y discusión del cálculo del tensor de esfuerzos de Cauchy local 
suavizado evaluado en la superficie de contacto y el plano central 
En la figura 65(a) se observa que el invariante von Mises del tensor de esfuerzos suavizados 
local evaluado en la superficie de contacto experimenta un corrimiento hacia la izquierda 
cuando el tamaño del espécimen aumenta. Esto evidencia que el espécimen más pequeño 
puede soportar esfuerzos cortantes mayores, evidenciando de esta forma que el espécimen 
más pequeño es más resistente. Sin embargo, las gráficas (b), (c) y (d) de la misma figura 
evidencian que, los especímenes más grandes pueden soportan esfuerzos cortantes en 
regiones cercanas a las esquinas y este comportamiento se acentúa con el aumento del tamaño 
del espécimen. Los picos que aparecen en la gráfica (a) corroboran esta apreciación. Creemos 
que esto se debe en gran medida a que los átomos ubicados en las esquinas suelen presentar 
problemas asociados con la interacción con sus vecinos más cercanos lo que puede reflejarse 
en un comportamiento tendiente a concentradores de esfuerzos. 
La figura 66(a) predice un comportamiento similar para el invariante hidrostático del tensor 
de esfuerzos en cuanto al corrimiento hacia la izquierda, pero a diferencia de los esfuerzos 
cortantes, este corrimiento significa que los esfuerzos de compresión que puede soportar el 
espécimen, aumentan con el aumento en el tamaño del mismo; lo cual es lógico toda vez que 
existe un mayor número de átomos en la superficie de contacto. Se observa también en la 
figura 66(a) que en la superficie de contacto, el espécimen de menor tamaño puede soportar 
esfuerzos asociados con cambios locales en el área tanto positivos como negativos, siendo 
estos últimos son menores comparados con los positivos. Este comportamiento  solo se 
manifiesta en el espécimen más pequeño, en los especímenes de mayor tamaño, el rango de 
valores solo registra valores negativos. Lo anterior sugiere que en el espécimen pequeño, la 
contribución al esfuerzo que pueda soportar por cambios locales en el área de contacto, se 
manifiesta en la respuesta para evitar que se rompan los enlaces entre los átomos que forman 
la cara del espécimen que interactúa con el indentador, cuando es sometida a estiramientos 
y/o encogimientos. 
Por otro lado, las figuras 66(b), 66(c) y 66(d) evidencian que las zonas más propensas a 
experimentar los valores más grandes de los esfuerzos superficiales en este caso, se ubican 
hacia el centro del área de contacto. 
La figura 67(a) muestra que, en la medida que el espécimen aumenta de tamaño, el rango de 
valores del invariante von Mises del esfuerzo, tiende a ser el mismo, demostrándose con esto 
que, a fluencia, en el plano central, el espécimen puede resistir esfuerzos cortantes mayores 
cuando el tamaño del espécimen aumenta. Esto podría explicarse en términos de un número 
mayor de átomos en el sistema favorece la coordinación de los átomos y con ello una mejor 




Por su parte las figuras 67(a), 67(b) y 67(c) de la misma figura, muestran que los valores más 
grandes del esfuerzo cortante local, los experimentan los átomos que se encuentran justo 
debajo de la punta del indentador y que cuando el tamaño del espécimen aumenta, aparecen 
zonas ubicadas no precisamente por debajo de la punta del indentador, que actúan como 
concentradores de esfuerzos. Este fenómeno se refleja claramente en los picos que exhiben 
las curvas en la figura 67(a) y responde  al hecho de que los átomos ubicados en estos sitios, 
pueden, eventualmente presentar problemas de coordinación. 
En cuanto al comportamiento del invariante hidrostático del tensor de esfuerzos en el plano 
central, a fluencia, la figura 68(a) muestra que si bien el rango de valores no coincide cuando 
aumenta el tamaño de espécimen, como si ocurre con el invariante von Mises, la tendencia 
es muy parecida, siendo más acentuada en el espécimen de mayor tamaño. Esto demuestra 
que el aumento en el tamaño del espécimen, favorece la resistencia del material a esfuerzos 
superficiales. De igual forma las figuras 68(b), 68(c) y 68(d) muestran un aumento en el área 
promedio en la que se concentran los valores más grandes del esfuerzo, cuando el tamaño 
del espécimen aumenta. Se observa también en estas gráficas, la aparición de grandes zonas 
de concentradores de esfuerzos cercanas a la región pasiva del espécimen (véase la sección 
4.4 de este trabajo), que actúa como sustrato. Esto último puede explicarse teniendo en cuenta 
que los efectos asociados a la carga del indentador se transmiten a los átomos de la región 
activa, pueden encontrar un obstáculo en el sustrato y eventualmente concentrarse cerca de 
este.  
 
Figura 65. (a) Función distribución de probabilidad del invariante von Mises del tensor de esfuerzos 
de Cauchy suavizado para los tres especímenes estudiados, evaluados en la superficie de contacto y 
la configuración en la cual se inicia la fluencia. (b), (c) y (d) Invariante von Mises del tensor de 
esfuerzos para los especímenes de 8000, 32768 y 85184 átomos respectivamente, en la configuración 







Figura 66. (a) Función distribución de probabilidad del invariante hidrostático del tensor de esfuerzos 
de Cauchy suavizado para los tres especímenes estudiados, evaluados en la superficie de contacto y 
la configuración en la cual se inicia la fluencia. (b), (c) y (d) Invariante von Mises del tensor de 
esfuerzos para los especímenes de 8000, 32768 y 85184 átomos respectivamente, en la configuración 
que da inicio a la fluencia.  
 
Figura 67.  (a) Función distribución de probabilidad del invariante von Mises del tensor de esfuerzos 
de Cauchy suavizado para los tres especímenes estudiados, evaluados en el plano central y la 
configuración en la cual se inicia la fluencia. (b), (c) y (d) Invariante von Mises del tensor de esfuerzos 
para los especímenes de 8000, 32768 y 85184 átomos respectivamente, en la configuración que da 





Figura 68. (a) Función distribución de probabilidad del invariante hidrostático del tensor de esfuerzos 
de Cauchy suavizado para los tres especímenes estudiados, evaluados en el plano central y la 
configuración en la cual se inicia la fluencia. (b), (c) y (d) Invariante von Mises del tensor de esfuerzos 
para los especímenes de 8000, 32768 y 85184 átomos respectivamente, en la configuración que da 
inicio a la fluencia. 
 
8.5. Calculo de las componentes normal y tangencial del tensor de esfuerzos 
de Cauchy suavizado, en la superficie de contacto del espécimen con el 
indentador 
Con el objeto de entender la dinámica de la respuesta local en la superficie de contacto 
indentador-espécimen, en términos de la distribución del esfuerzo local en sus componentes, 
se calcularon las componentes normal y tangencial del mismo. El procedimiento seguido 
para calcularlo y los resultados de los mismos se presentan en esta sección.   
Primero se calcula el vector tracción local 𝒕(𝑖) 
𝒕(𝑖) = 𝝈(𝑖) ∙ ?̂?(𝑖) 
Donde 𝝈(𝑖) denota el tensor de esfuerzos local suavizado y  ?̂?(𝑖) denota la normal local.  Esta 
última se calcula usando el concepto de producto vectorial durante la etapa de triangulación 
descrita anteriormente, en procedimiento seguido para calcular 𝝈(𝑖) en la superficie de 








 Donde 𝒓𝑘/𝑖× y 𝒓𝑗/𝑖 son los vectores de posición relativos de los átomos 𝑘 y 𝑗 medidos con 
respecto al átomo 𝑖  en el triángulo definido por las posiciones de los átomos  𝑖, 𝑗, 𝑘.  
La componente normal del tensor de esfuerzos de Cauchy suavizado local 𝜎𝑛𝑛
(𝑖)
, en la 




∙ 𝝈(𝑖) ∙ ?̂?
(𝑖)
 
La componente tangencial del tensor de esfuerzos de Cauchy suavizado local 𝜎𝑡𝑡
(𝑖)
, en la 
superficie de contacto se calcularon mediante 
𝝉𝑛𝑛




Los resultados de estos cálculos aparecen registrados en las figuras 69 y 70 que se muestran 
a continuación. 
8.5.1 Resultados y discusión 
En figura 69(a) se observa que, con el aumento en el tamaño del espécimen, el rango de 
valores de la componente tangencial del esfuerzo aumenta, demostrando de esta forma que 
en el espécimen más grande, existen más dominios en los que pueden nuclearse 
inestabilidades, cuando eventualmente el sistema, se someta a esfuerzos cortantes. Este 
comportamiento concuerda con lo esperado en el sentido de que al aumentar el tamaño de 
espécimen, se cuenta con un volumen promedio mayor disponible, en el que puedan 
nuclearse inestabilidades. Los patrones que se observan en las figuras 69(b), 69(c), y 69(d) 
indican que existen zonas alternas de mínimos y máximos en la componente tangencial de 
esfuerzo y que dichas zonas se evidencian mejor en los especímenes más grandes. La 
hipótesis que se propone para justificar este comportamiento se basa en que estas zonas son 
manifestaciones de la correlación existente entre el indentador y los átomos de la región 
estudiada, vía contacto directo entre ambos y producto del avance del primero durante la 
simulación de la prueba o bien una manifestación del comportamiento dinámico de una onda 
de impacto. Esta percepción se basa en que al haber más átomos disponibles, la respuesta a 
la acción del indentador que en principio, afecta la interacción normal entre ellos, se 
manifiesta no solo más intensamente si no también y de manera localizada. Además, a esta 
escala, la velocidad de avance del indentador es lo suficientemente alta para considerar que 
su interacción con la superficie del espécimen puede asemejarse a un choque. 
En la figura 70(a), por su parte, se observa que el rango de valores registrados por la 
componente normal del tensor de esfuerzos es independiente del tamaño del espécimen. Se 
observa además en las figuras 70(b), 70(c) y 70(d) que la componente normal del esfuerzo 
presenta el mismo comportamiento con respecto al tamaño del espécimen y que el radio 
promedio del área de contacto, donde se presentan los valores más altos medidos, es 
proporcional al tamaño del espécimen. Ambas observaciones presentadas en este párrafo se 




a la proporción tamaño del espécimen, longitud de celda de simulación y radio del 
indentador. 
 
Figura 69. (a) Función distribución de probabilidad de la componente tangencial del tensor de 
esfuerzos de Cauchy suavizado para los tres especímenes estudiados, evaluados en la superficie de 
contacto y en la configuración en la cual se inicia la fluencia. (b), (c) y (d) componente tangencial del 
tensor de esfuerzos de Cauchy suavizado para los especímenes de 8000, 32768 y 85184 átomos 
respectivamente, en la configuración que da inicio a la fluencia. 
 
 
Figura 70. (a) Función distribución de probabilidad de la componente normal del tensor de esfuerzos 
de Cauchy suavizado para los tres especímenes estudiados, evaluados en la superficie de contacto y 
en la configuración en la cual se inicia la fluencia. (b), (c) y (d) componente tangencial del tensor de 
esfuerzos de Cauchy suavizado para los especímenes de 8000, 32768 y 85184 átomos 





8.6 Cálculo de la curvatura en la superficie de contacto entre el indentador 
y el espécimen  
Teniendo en cuenta que durante una prueba de indentación y más a escala nano-métrica 
entran juego grades esfuerzos que traen como consecuencia que generen ya sean zonas o 
sitios puntuales que ofician  como concentradores de esfuerzos, creemos pertinente hacer un 
estudio de este comportamiento. En esta sección se implementa un algoritmo basado en 
geometría discreta, para evaluar las curvaturas en la superficie de contacto entre el indentador 
y el espécimen. Los cálculos y el análisis se circunscriben a las configuraciones de los 
especímenes cuando experimentan el inicio de estado de fluencia. Los fundamentos 
matemáticos en los que se soporta este cálculo aparecen descritos en el apéndice 3 de este 
trabajo y los detalles referentes a su implementación mediante un código computacional, son 
los mismos que se utilizaron para evaluar el tensor de deformación unitaria local de Green-
Lagrange suavizado, los cuales aparecen las secciones 5.5 y  8.3 de este trabajo. 
Se presenta a continuación los fundamentos teóricos sobre los que descansa el procedimiento 
seguido para calcular la curvatura discreta en la superficie de contacto. 
 
8.6.7 Resultados y discusión 
 
 
Figura 71. (a) Función distribución de probabilidad del tensor curvatura discreta normal 
evaluada en la superficie de contacto y en la configuración en la cual se inicia la fluencia. (b), 
(c) y (d) Tensor curvatura discreta normal para los especímenes de 8000, 32768 y 85184 átomos 





En la figura 71(a) se observa que el rango de valores medidos para el tensor curvatura 
discreta, es independiente del tamaño del espécimen. Se observa también que no existe 
diferencia significativa alguna, en el comportamiento de este observable con respecto al 
tamaño del espécimen. De otro lado, en las figuras 71(b), 71 (c) y 71(d), tampoco se observan 
diferencias en cuanto a la zona en las que se registran los valores más grandes del tensor en 
cuestión, como es de esperarse, se circunscribe al área real de contacto. Se observa también 
en las tres figuras referidas, que la única variable que experimenta cambio con el tamaño del 
espécimen, es el radio promedio del área de contacto. Sin embargo, al igual que todo lo 
expuesto en este párrafo puede justificarse en términos de la forma como se diseñó la celda 
de simulación, en cuanto a las relaciones de proporcionalidad entre el tamaño del espécimen 
y el radio del indentador. 
 
8.7. Conclusiones estudio de la deformación a fluencia del MgO 
De acuerdo con lo expuesto en cada una de las secciones de resultados y discusión  referentes 
al comportamiento mecánico de especímenes de diferente tamaño, se puede concluir lo 
siguiente: 
A temperatura ambiente, presión atmosférica,  la misma velocidad de indentación y cerca de 
la configuración en la se produce la falla: 
1. El acomodamiento de la deformación local por distorsión, disminuye con el aumento 
del tamaño del espécimen.  
2. La probabilidad que se presente deformación por cambios en el volumen local es 
mayor en el espécimen más grande. 
3. El aumento en la deformación unitaria favorece el acomodamiento de la deformación 
por distorsión. Tendencia que se hace más evidente en el espécimen más pequeño. 
4. El aumento en el tamaño del espécimen favorece la aparición de más sitios en los que 
la deformación puede acomodarse por distorsión, pero, que al mismo tiempo la 
probabilidad de que ello ocurra, es muy pequeña. Esto parece estar de acuerdo con 
reseñado en la literatura, véase por ejemplo [49,50], en el sentido de que, cuando se 
aumenta el tamaño de la muestra, la fracción de volumen disponible para la nucleación 
de inestabilidades aumenta.  
5. El aumento en el tamaño del espécimen, no afecta significativamente el 
acomodamiento de la deformación por cambios en el volumen local. 
6. Como lo predicen los experimentos y otros trabajos teóricos basados en simulaciones 
basadas en DM [267,136], existen planos de deslizamiento preferenciales asociados a la 
deformación plástica en el MgO y que estos están asociados con la familia  {011}. 
7. A fluencia, en el área de contacto entre el espécimen y el indentador: 
7.1 El aumento en el tamaño del primero favorece el acomodamiento de la 




7.2 A diferencia de lo que ocurre en volumen, en el área de contacto, la deformación 
tiende a acomodarse por ambos mecanismos sin que exista uno preferencial. 
7.3 Los valores más grandes experimentados por ambos mecanismos de deformación 
se presentan en la zona central del área de contacto. 
7.4 El espécimen de tamaño pequeño puede soportar esfuerzos cortantes mayores, 
evidenciando de esta forma que el espécimen más pequeño en más resistente. 
7.5 El aumento en el tamaño del espécimen favorece el aumento en el rango de 
valores de la componente tangencial del esfuerzo. Esto es, en el espécimen más 
grande, existen más dominios en los que pueden nuclearse inestabilidades, cuando 
eventualmente el sistema, se somete a esfuerzos cortantes. 
7.6 Se presentan zonas alternas de mínimos y máximos en la componente tangencial 
de esfuerzo, que se observan más claramente en los especímenes más grandes y 
pueden ser un indicio de ondas de esfuerzo si se tiene en cuenta que a esta escala, la 
velocidad de indentación podría dar origen a un impacto cuando interactúa con la 
superficie del espécimen. 
7.7 El rango de valores de la componente normal del tensor de esfuerzos, es 
independiente del tamaño del espécimen. Lo mismo ocurre con los patrones de 
comportamiento de la componente normal del esfuerzo. 
8. A fluencia en el plano central del espécimen, justo debajo de la punta del indentador: 
8.1 Los esfuerzos de compresión que puede soportar el espécimen, aumentan con el 
tamaño del mismo. 
8.2 La probabilidad de que el espécimen pueda resistir esfuerzos cortantes más 
grandes aumenta con el tamaño del espécimen aumenta. 
8.2 Los valores más grandes del esfuerzo cortante local, los experimentan los átomos 
que se encuentran justo debajo de la punta del indentador y que cuando el tamaño del 
espécimen aumenta, aparecen zonas ubicadas no precisamente por debajo de la punta 
del indentador que actúan como concentradores de esfuerzos. 
8.3 El aumento en el tamaño del espécimen, favorece no solo la resistencia del 
material a esfuerzos superficiales. Favorece también al área promedio en la que se 
concentran los valores más grandes del esfuerzo y la aparición de zonas de 
concentradores de esfuerzos, cercanas a la región pasiva del espécimen, que actúa 
como sustrato. 
9. En cuanto a la curvatura medida en la superficie de contacto  
10.1 El rango de valores medidos para el tensor curvatura discreta, es independiente 
del tamaño del espécimen. No existe diferencia significativa alguna, en el 
comportamiento de este observable con respecto al tamaño del espécimen. 
10.2 Los valores más grandes del tensor de curvatura, como es de esperarse, se 




10.3 La única variable que experimenta cambio con el tamaño del espécimen, es el 
radio promedio del área de contacto. 
Los tres últimos ítems demuestran que los resultados obtenidos en esta parte del trabajo, 
son independientes de la metodología seguida para implementar las simulaciones 
computacionales ya que todos los parámetros importantes en la celda de celda de 
simulación como tamaño del espécimen y el radio del indentador, guardan las mismas 
relaciones de proporcionalidad y la velocidad de indentación en todos los especímenes, 
es exactamente la misma. 
Lo expuesto anteriormente demuestra que bajo las mismas condiciones de carga, temperatura 
y presión el tamaño del espécimen incide en la respuesta mecánica del material, en este caso 
el MgO mono-cristalino y que esta incidencia reside en el argumento de que el tamaño del 
espécimen define la razón de volumen disponible libre para que nucleen, apilen creen y 
destruyan defectos en puntos críticos de la red cristalina, los cuales actúan como los 
concentradores de esfuerzos cuya evolución determina la deformación plástica.  
Conclusiones 
 
En la presente disertación, se han investigado propiedades estructurales, mecánicas y el 
comportamiento de la deformación, de dos materiales nano-estructurados: una aleación 
metálica (Fe − Cr) y otro iónico (MgO), con diferentes estructuras cristalinas sometidos a 
altas ratas de deformación, mediante simulaciones computacionales basadas en dinámica 
molecular clásica, utilizando nuevas metodologías computacionales propuestas e 
implementadas en este trabajo y cuyos fundamentos descansan en conceptos provenientes de 
la geometría discreta y la mecánica de medios continuos. 
Las nuevas metodologías están orientadas al estudio de la respuesta mecánica de sistemas 
atómicos sujetos a dos diferentes tipos de carga (tensión simple uniaxial e indentación), 
cuyos regímenes de aplicación son relativamente altos. Dichas metodologías se refieren a: 𝑖) 
La construcción de los especímenes virtuales mono y poli cristalinos necesarios para llevar 
a cabo las simulaciones de las pruebas señaladas;   𝑖𝑖) El cálculo de los tensores de esfuerzo 
y deformación unitaria local, tanto en volumen como en regiones específicas de interés, 
dependiendo de la naturaleza de la prueba simulada y del objeto de estudio específico. 𝑖𝑖𝑖) 
Una nueva propuesta basada en los volúmenes de Voronoi o las celdas de Wigner Seitz 
locales, para estudiar la deformación de sistemas atómicos y por último; 𝑖𝑣)  Motivados por 
la dificultad que plantea la detección y visualización de las dislocaciones en sistemas con un 
número relativamente de grande de átomos, y su importancia como mecanismo primario 
responsable de la deformación plástica en metales, en este trabajo, se propone e implementa 
una metodología orientada para tal fin. 
Las metodologías en cuestión, fueron implementadas exitosamente en el estudio de la 
deformación en ambos materiales y los resultados obtenidos se resumen a continuación: 
Para el monocristal de la aleación Fe − Cr, los valores calculados en este trabajo para la 
energía de cohesión, la constante de red, las constantes elásticas y el coeficiente de dilatación 
volumétrica para la aleación Fe − Cr monocristalina, se ajustan a los valores respectivos, 




En cuanto al estudio de la deformación en el espécimen de la aleación Fe − 5%Cr el análisis 
de los resultados encontrados permiten concluir lo siguiente: bajo las condiciones de carga 
consideradas: 
1. El espécimen se comporta como un material dúctil, con un módulo de elasticidad 𝐸 =
1.4𝑒3Gpa que si bien difiere del mismo valor reportado determinado experimentalmente y 
calculado mediante otros métodos teóricos [202], es justificable dado que de acuerdo con lo 
expuesto por los autores, la aleación Fe − 5%Cr presenta un comportamiento anómalo con 
respecto a la concentración y el potencial de interacción utilizado para implementar las 
simulaciones se basa justo en este parámetro.   
2. Los mecanismos que median la deformación plástica están definidos por la dinámica 
cooperativa entre las dislocaciones, y las estructuras internas del espécimen, granos y 
fronteras de grano. 
3. La densidad de dislocaciones juega un papel importante en el comportamiento elástico del 
espécimen y en su proceso de endurecimiento por deformación. 
4. La deformación plástica inducida por distorsión local contribuye en mayor medida a la 
deformación global del espécimen, que la deformación inducida por cambios en el volumen 
local. La primera se manifiesta a porcentajes muy pequeños de la deformación unitaria, 
mientras que la segunda se presenta con un retraso significativo con respecto a la primera. 
5. Antes de que el espécimen alcance su esfuerzo máximo, la resistencia del espécimen 
aumenta con la deformación unitaria, siendo la causa principal de este comportamiento que 
un gran porcentaje de la energía suministrada al espécimen se utiliza para aniquilar 
dislocaciones. Después de alcanzar el esfuerzo máximo de fluencia la resistencia de 
espécimen disminuye con el aumento de la deformación unitaria, hasta que un instante en el 
cual el espécimen experimenta indicios de una probable falla, sin embargo, el espécimen se 
recupera y en adelante, aun cuando la deformación unitaria aumenta, su resistencia 
permanece constante, claramente ante una eventual falla, el espécimen crea nuevas 
dislocaciones. La energía que este proceso que requiere, el sistema la toma del trabajo 
realizado sobre él durante la carga. 
De otro lado, en cuanto al estudio de la deformación en especímenes de MgO mono-
cristalino, el análisis de los resultados encontrados permiten concluir lo siguiente: bajo las 
condiciones de carga consideradas: 
1. El MgO estudiado en este trabajo se comporta como un material frágil. 
2. Lo anterior indica que para estas condiciones de carga, los especímenes más grandes 
presentan una mayor rigidez, pero el espécimen más pequeño es más resistente. 
3. La razón entre el esfuerzo promedio en la dirección de la aplicación de la carga y la 
deformación unitaria promedio en la misma dirección, tiende a aumentar con el aumento del 
tamaño del espécimen. 
4. Se comprueba teóricamente, lo predicho mediante experimentos y por otros estudios 
teóricos [251-254], que en este material existen sistemas de deslizamiento preferenciales para 




5. El acomodamiento de la deformación local por distorsión, disminuye con el aumento del 
tamaño del espécimen. 
6. La probabilidad que se presente deformación por cambios en el volumen local es mayor 
en el espécimen más grande. 
7. El aumento en el tamaño del espécimen, no afecta significativamente el acomodamiento 
de la deformación por cambios en el volumen local. 
En general en cuanto al comportamiento a fluencia de la deformación con respecto al tamaño 
de los especímenes, se concluye lo siguiente: 
El tamaño de espécimen incide tanto en el modo como puede acomodarse la deformación ya 
sea por cambios en volumen o el área local o por distorsión, y en la el tipo de esfuerzos puede 
resistir ya sean cortantes o hidrostáticos. Esta dependencia reside en que el tamaño del 
espécimen define la razón de volumen disponible para que se nucleen, apilen, creen y 
destruyan inestabilidades que pueden actuar como concentradores de esfuerzos, cuya 
dinámica define la deformación plástica. 
Los aportes que se desprenden de este trabajo no solo ayudan a complementar las 
herramientas con las que se cuenta actualmente para el estudio de un tema tan complejo como 
la deformación en materiales, sino también que proporciona ideas acerca de la física 
subyacente en los mecanismos que gobiernan independientemente de sus estructura cristalina 
y  composición química. Sin embargo, como toda investigación, este es un trabajo 
incompleto, por lo tanto es pertinente en este punto citar algunos de los aspectos que quedan 
pendiente y que podrían enriquecerlo. Son estos:  
1. Llevar a cabo más experimentos con especímenes de la aleación Fe − Cr con diferentes 
porcentajes de Cr, a diferentes rangos de temperaturas y presiones de acuerdo con las 
prestaciones demandadas por las aplicaciones tecnológicas y a diferentes ratas de 
deformación de modo que se pueda caracterizar totalmente el material. 
2. Llevar a cabo más experimentos con el MgO con especímenes de mayor tamaño, de 
modo que se pueda tener información de su comportamiento mecánico a escalas más 
cercanas a las que se manejan en aplicaciones tecnológicas. 
3. Calcular el tensor de esfuerzos en el espécimen Fe − 5%Cr para poder tener más 
información que permita establecer algún tipo de relación constitutiva. 
4. Proponer y calcular números adimensionales que permitan cuantificar los efectos del 
tamaño del espécimen en las propiedades mecánicas del MgO. 
5. Contrastar los resultados obtenidos en este trabajo con los obtenidos con el mismo tipo 
de pruebas  in situ. 
6. Introducir mejoras en la implementación del potencial para describir las interacciones 
atómicas en el MgO de modo que se pueda optimizar el tiempo de computo de las mismas 




7. Proponer e implementar un procedimiento para cuantificar la densidad de 
dislocaciones y de esta forma poder contar con otro parámetro más, para describir la 
deformación plástica. 
8. Conducir simulaciones que permitan verificar si MgO puede o no exhibir 
comportamiento dúctil. 
Se espera que, las metodologías descritas e implementadas exitosamente en este trabajo, 
pueden servir para mejorar y perfeccionar las herramientas con las que se cuenta actualmente 
para procesar, visualizar y analizar los resultados provenientes de las simulaciones 
computacionales basadas en dinámica molecular. Además, dada la  universalidad de los 
conceptos en los que se fundamentan, puedan también, ser utilizadas para abordar problemas 







Apéndice 1: Cálculo de la temperatura, la presión y la deformación 
unitaria en LAMMPS. 
Se describe a continuación los fundamentos y metodología en los que se basa el software de 
MD, utilizado en este trabajo, para calcular tres de las variables básicas en el análisis de 
propiedades mecánicas y termodinámicas de materiales, son estas, la temperatura (𝑇), la 
presión (𝑝) y deformación unitaria ( ). 
A1.1 Cálculo de la temperatura en LAMMPS. 
La temperatura de un sistema de 𝑁 partículas está relacionada con el promedio de la 
velocidad de las partículas en el tiempo según la ecuación 

















〉                          (𝐴1.1) 
donde 𝐾 es la energía cinética del grupo de 𝑁 átomos, 𝑘𝐵 es la constante de Boltzmann y 𝑇 
es la temperatura. Las velocidades iniciales se pueden elijen a partir de una distribución de 
Maxwell-Boltzmann. 
Este cálculo permite almacenar el tensor de energía cinética, como un vector de 6 elementos, 
que será usado posteriormente en el cálculo del tensor presión. La ecuación para evaluar las 
componentes del tensor es análoga a las ecuaciones (𝐴1.1), excepto que 𝑣2 se sustituye por 
𝑣𝑥 ∙ 𝑣𝑦 para la  componente 𝑥𝑦 del tensor, etc. Las 6 componentes del vector se ordenan de 
la siguiente manera: 𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑥𝑦, 𝑥𝑧, 𝑦𝑧. 
El número de átomos que contribuyen a la temperatura se supone que permanece constante 
durante la corrida. De modo que, para garantizar que la temperatura sea calculada 
correctamente, los grados de libertad (dof) asociados con las restricciones impuestas al 
movimiento de las partículas, deben restarse, para garantizar que la temperatura de los grupos 
de átomos incluidos en dichas restricciones, será calculada correctamente. 
Este cálculo entrega como salida un escalar global (la temperatura) y un vector global (la 
energía cinética) de orden 6, al cual se puede acceder por los índices del 1 − 6. Estos valores 
a su vez, pueden ser utilizados como entrada por cualquier otro cálculo como la presión, por 
ejemplo, ya sea como valores escalares o vectoriales globales. Los escalares obtenidos 
mediante este cálculo son valores intensivos y están en unidades de temperatura, mientras 
que los vectores son extensivos y están dados en unidades de energía. 
A1.2 Cálculo de la presión en LAMMPS 
La presión de un sistema de  𝑁 átomos se calcula mediante 








 ,                                                             (𝐴1.2) 
donde 𝑁 es el número de átomos en el sistema, 𝑘𝐵 es la constante de Boltzmann, 𝑇 es la 




calculados para todas las interacciones: entre pares, de largo alcance, 2-cuerpos, 3-cuerpos, 
y 4-cuerpos. 
Este cómputo permite también calcular un tensor de presión simétrico, que se almacena como 
un vector de 6 componentes ordenandos de la misma forma que las componentes del tensor 
energía cinética, esto es  𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑥𝑦, 𝑥𝑧, 𝑦𝑧. La ecuación para las componentes 𝑖, 𝑗 (donde 
𝑖, 𝑗 = 𝑥, 𝑦, 𝑧) es similar a la fórmula anterior, excepto que el primer término utiliza 
componentes del tensor de la energía cinética y el segundo término utiliza componentes del 
tensor del virial 










                                                   (𝐴1.3) 
Si no se imponen restricciones, el cómputo de las ecuaciones anteriores incluye un término 
para energía cinética (temperatura) y el virial como la suma entre pares, enlaces, ángulo, 
diedro, 𝑘 − 𝑠𝑝𝑎𝑐𝑒 (largo alcance), y contribuciones asociadas a la fuerza sobre cada átomo. 
Si se imponen restricciones, sólo se suman aquellas componentes necesarias para calcular la 
temperatura o la energía cinética y/o el virial. Normalmente, el cómputo de la temperatura 
utilizado para el cómputo de la presión debe calcular la temperatura de todos los átomos para 
garantizar la consistencia con el término del virial. 
Este cómputo entrega como salida un escalar global (la presión) y un vector global de la 
longitud 6 (tensor de presión), al cual se puede acceder por los índices de 1 − 6. Estos valores 
pueden ser utilizados por cualquier otro cómputo que utilice valores escalares o vectoriales 
globales como entradas. Los valores escalares y vectoriales calculados por este cómputo son 
intensivos. Los valores escalares y vectoriales estarán en unidades de presión. 
A1.3 Cálculo de la deformación unitaria en LAMMPS 
El volumen y la forma de la caja de simulación durante una corrida basada en MD pueden 
cambiarse cambiando los parámetros ajustables definidos para cada tipo de caja. Por ejemplo, 
las cajas de simulación ortogonales tienen 3 parámetros ajustables (𝑥, 𝑦, 𝑧), mientras que las 
cajas de simulación triclínicas (no ortogonales) tienen 6 parámetros ajustables 
(𝑥, 𝑦, 𝑧, 𝑥𝑦, 𝑥𝑧, 𝑦𝑧). Cualquiera de ellos o todos, pueden ajustarse independiente y 
simultáneamente para lograr el resultado deseado. 
El tamaño y la forma inicial de la caja de simulación, así como también el tipo de caja de 
simulación y el significado de los parámetros de ajuste, se especifican al principio de la 
simulación. El tamaño y la forma de la caja de simulación deseada al final de la corrida, se 
determinan por las restricciones impuestas a los parámetros de ajuste. En cada paso de tiempo 
durante la corrida, la caja de simulación se expande, se contrae, o se inclina cambiando los 
parámetros ajustables entre los valores iniciales y finales. 
Nuestro interés está orientado en la simulación de pruebas de tensión simple, de modo que 
en esta sección se describe la forma como se implementa y mide la deformación unitaria en 
una dimensión dada que puede, sin pérdida de generalidad coincidir con la dirección axial 
del espécimen. 
Los parámetros 𝑥, 𝑦, 𝑧, cambian la dimensión especificada de la caja a través de una rata de 




linealmente con el tiempo desde de su valor inicial hasta el final. Las unidades de la rata de 
deformación de ingeniería constante 𝑅,  son 1/tiempo. Para nuestro caso, por ejemplo, las 
unidades de tiempo son picosegundos (ps), de modo que 𝑅 se expresa en 1/ps. La 
deformación unitaria  es adimensional y se define como = ∆𝐿/𝐿0, donde 𝐿0 es la longitud 
original de la caja y ∆𝐿 es el cambio, con relación a la longitud original. La longitud 𝐿 de la 
caja se simulación como una función del tiempo cambiará de acuerdo con 
                                                      𝐿(𝑡) = 𝐿0(1 + 𝑅 ∙ 𝑑𝑡),                                                          (𝐴1.4) 
donde 𝑑𝑡 es el tiempo transcurrido (en unidades de tiempo). El proceso de deformación en 
una dimensión, se logra entonces imponiendo una 𝑅 al parámetro ajustable asociado con 
dicha dimensión, y prestableciendo los valores inicial y final para dicho parámetro. 
Dado que en cada paso del tiempo durante la corrida, se cambia el tamaño o la forma de la 
caja, las posiciones de los átomos son reasignadas a la nueva caja. Esto se logra mediante la 
imposición de una transformación que coincide exactamente con la deformación caja. Es 
importante en este punto tener en cuenta que aunque los átomos están efectivamente en 
"movimiento" con la caja en el tiempo, no es debido a tienen una velocidad que sigue el 
cambio de caja, sino que es debido solo a la reasignación, por lo tanto no es necesario 
reasignar las velocidades. 
Los efectos asociados con la relación de Poisson en este tipo de simulaciones de pruebas de 
deformación por tensión, se corrigen o manejan recurriendo o bien a restricciones adicionales 
o bien a termostatos y barostatos. Si no se utiliza un termostato, entonces no existe una fuerza 


















Apéndice 2: Derivación del sistema de ecuaciones (𝟑𝟎)  
 
La derivación del sistemas de ecuaciones (30) que se presenta a continuación se llevó a 
cabo siguiendo lo expuesto por Wen et al., en [201]. 
Las propiedades de simetría propias de los sistemas cristalinos cúbicos, existen tres 
constantes elásticas independientes 𝐶11, 𝐶12 y 𝐶44 [228]. La evaluación previa de las mismas 
usando el método directo de la deformación controlada, se basa en dos corridas 
independientes de DM, ejecutadas sobre especímenes idénticos [269]. Sin embargo, la 
elección de un sistema de coordenadas adecuado, permite que todas las constantes elásticas 
se pueden obtener a partir de una sola simulación. El sistema de coordenadas idóneo para 
nuestro propósito está definido por los coordenados con los ejes orientados en las siguientes 
direcciones 𝑥 = 〈1 1 0〉, 𝑦 = 〈1̅ 1 0〉 y 𝑧 = 〈0 0 1〉; véase la figura 6. De acuerdo con esto, la 
matriz de constantes elásticas asociado a este sistema coordenado puede derivarse mediante 
la ecuación 
                                                                                 𝐶̅ = 𝑄𝐶𝑄𝑇 ,                                                                   (𝐴2.1) 
donde 𝑄 es representa la matriz de transformación dada por 































Q ,                               (𝐴2.2) 
y 𝐶 es la matriz de constantes elásticas referida al sistema coordenado cuyos ejes son 
paralelos a los ejes de cubo unitario dados por 
 


































C                                  (𝐴2.3) 


































































Si se carga el sistema de modo que experimente una deformación unitaria  a lo largo del eje 
𝑥, de acuerdo con la ley de Hooke, se tiene 
                                           [𝜎11  𝜎22  𝜎33  𝜎23  𝜎31  𝜎12]
𝑇 = 𝐶̅ [𝜖  0  0  0  0  0]𝑇                  (𝐴2.5) 
Por lo tanto, podemos obtener todas las constantes elásticas a partir de una sola simulación 
de acuerdo con 








(𝐶11 + 𝐶12) − 𝐶44]





                                                  
El esquema de arriba no es aplicable a sistemas cristalinos diferentes al cúbico y este último 





















Una forma cuadrática que involucra 𝑛 variables reales 𝑥1, 𝑥2, 𝑥2, … , 𝑥𝑛 asociada con una 
matriz cuadrada 𝐴 de orden 𝑛, 𝐴 = 𝑎𝑖𝑗 está dada por 𝑄(𝑥1, 𝑥2, 𝑥2, … , 𝑥𝑛) = 𝛼𝑖𝑗𝑥𝑖 𝑥𝑗 , donde 
se ha usado el convenio de la suma de Einstein. Si 𝐱 es un vector definido en términos de 
𝑥1, 𝑥2, 𝑥2, … , 𝑥𝑛 y 𝐱
𝑇 es su transpuesta, entonces 
𝑄(𝐱) = 𝐱𝑇𝐴 𝐱  
O equivalentemente, en notación de producto interior  
𝑄(𝐱) = 〈𝐱, 𝐴 𝐱〉  
Una forma cuadrática arbitraria 𝑄(𝐱) = 𝛼𝑖𝑗𝑥𝑖 𝑥𝑗   siempre es posible expresarla en la forma 
𝑄(𝐱) = 〈𝐱, 𝐴 𝐱〉, donde 𝐴 = 𝛼𝑖𝑗 es una matriz simétrica dada por 
𝛼𝑖𝑗 = {
𝛼𝑖𝑖                                𝑖 = 𝑗
1
2
(𝛼𝑖𝑗 + 𝛼𝑖𝑗)            𝑖 ≠ 𝑗
 
Formas cuadráticas discretas 
En la figura 72, 𝒆𝑖 = 𝒗𝑘 − 𝒗𝑗 , 𝒆𝑖
∗ es un vector perpendicular a 𝒆𝑖 que pasa por el vértice 𝑖 
del triángulo considerado, y además, 𝒆𝑠
∗⊗𝒆𝑠







 ;    con   𝜇𝑠 ∈ ℝ 
 
Figura 72. Vectores base 𝒆𝑙 , 𝑙 = 𝑖, 𝑗, 𝑘 y vectores base covariantes 𝒆𝑖
∗, 𝑙 = 𝑖, 𝑗, 𝑘 para definir 





La forma cuadrática 𝑄 asociada a un vector 𝒆𝑖 cualquiera, de la base real {𝒆𝑖, 𝒆𝑗 , 𝒆𝑘}, esta 
dado por 
𝑄(𝒆𝑖) = 𝒆𝑖 ∙ 𝑄 ∙ 𝒆𝑖 
O bien 
𝑄(𝒆𝑖) = 𝒆𝑖 ∙ (𝜇𝑠𝒆𝑠
∗⊗𝒆𝑠
∗) ∙ 𝒆𝑖 = 𝜇𝑠(𝒆𝑖 ∙ 𝒆𝑠
∗)2,     𝑖 = 1, 2, 3 
De la figura 73 (a) 𝜃𝑖𝑠 = 𝛼𝑖𝑠 −
𝜋
2
, además, como cos (𝛼𝑖𝑠 −
𝜋
2
) = sin𝛼𝑖𝑠, entonces cos𝜃𝑖𝑠 =
sin𝛼𝑖𝑠. También se verifica que 
abs(𝒆𝑖 ∙ 𝒆𝑠
∗) = abs(𝒆𝑖 ∙ 𝒆𝑠) = 2𝐴𝑇 ,  
donde 𝐴𝑇 representa el área del triangulo, como se describe en la figura 73 (b). 
 
Figura 73. Ilustración del proceso para calcular una forma cuadrática discreta en una geometría 
triangular. 
De otro lado 




𝑠=1,   𝑠≠𝑖
 
De donde se obtiene que 
                                                       (𝜇𝑗 + 𝜇𝑘) =
𝑄(𝒆𝑖)
4𝐴𝑇
2  , 𝑖 = 1, 2, 3                                 (𝐴3.1) 
La ecuación anterior es equivalente al sistema de ecuaciones 
                                                             𝜇1 + 𝜇2 =
𝑄(𝒆3)
4𝐴𝑇




                                                            𝜇2 + 𝜇3 =
𝑄(𝒆1)
4𝐴𝑇
2  = 𝑝1                                                   (𝐴3.3) 
                                                              𝜇3 + 𝜇1 =
𝑄(𝒆2)
4𝐴𝑇
2 = 𝑝2                                                  (𝐴3.4) 
Escrito en forma matricial, se obtiene 𝐴𝝁 = 𝒑, donde: 












]                              (𝐴3.5)  
Cuya solución está dada por 











−1    1   1
   1 −1   1















−𝑄(𝒆1) + 𝑄(𝒆2) + 𝑄(𝒆3)
𝑄(𝒆1) − 𝑄(𝒆2) + 𝑄(𝒆3)






2 (𝑄(𝒆𝑖) − 𝑄(𝒆𝑗) − 𝑄(𝒆𝑘)), 
con (𝑖, 𝑗, 𝑘) permutados cíclicamente 
De acuerdo con lo anterior, la forma cuadrática discreta 𝑄 está dada por 
                                 𝑄 =  −
1
8𝐴𝑇




                     (𝐴3.6) 
Siguiendo lo expuesto por en [270], para definir la geometría discreta que se utiliza en este 
trabajo, se consideran tres ejes dirigidos 𝒆1, 𝒆2 y 𝒆3 tales que 𝒆1 + 𝒆2 + 𝒆3 = 0 y se define 
𝑄𝑙
𝐼 ≡ 𝒆𝑙 ∙ 𝒆𝑙 (𝑙 = 1,2,3) 
 La cual representa el cuadrado de la distancia finita más pequeña entre los átomos en una 




Se considera también el cambio en la orientación entre las normales ?̂?𝑗  y ?̂?𝑘, y la proyección 
de dicho cambio sobre los ejes comunes 𝒆𝑙: Se define 𝑄𝑙
𝐼𝐼 ≡ (?̂?𝒌 − ?̂?𝒋) ∙ 𝒆𝑙 (véase la figura 
6; 𝑗, 𝑘, 𝑙 son permutaciones de los enteros 1, 2 y 3). En esta ecuación, ?̂?𝑙 representa el 
promedio sobre las normales a los elementos área triangulados dentro del polígono que rodea 
al átomo 𝑙, que se muestra resaltado mediante líneas punteadas en la figura 74. 
Las aristas duales se definen mediante 𝒆𝑙
∗ ≡ 𝝂 × 𝒆𝑙, donde 𝝂 la normal al triángulo formado 
por los átomos 1, 2 y 3 y 𝐴𝑇 es el área del triángulo que se calcula mediante 
(−𝒆1 × 𝒆2 = 2𝐴𝑇𝜈) 
 
Figura 74. Tensores discretos basados en triangulaciones expresados en términos de las normales 
promedio ?̂?𝑗, aristas 𝒆𝑗, la normal del triángulo 𝜈, y las aristas duales 𝒆𝑙
∗ ≡ 𝝂 × 𝒆𝑗 (𝑗 = 1, 2, 3). 
Tomada de [270] 
De acuerdo con lo anterior, el tensor de métrica discreto toma la forma: 










                              (𝐴3.7) 
Donde 𝐴0 es el área del elemento de área triangulado en el plano de referencia (no deformado 
y libre de defectos). Nótese que su estructura coincide con la forma cuadrática discreta 
definida por la ecuación (A3.6). 
El tensor de curvatura discreta por triángulos se calcula mediante 










                                   (𝐴3.8) 
El paréntesis (𝑗, 𝑘, 𝑙) indica una suma de tres términos, como sigue: (𝑗 = 1, 𝑘 = 2, 𝑙 =





Un procedimiento similar es aplicado en este trabajo para calcular el tensor de deformación 
unitaria en la superficie de contacto del indentador con el espécimen y en el plano central. 
Para esta parte, cada 𝑄𝑖
𝐼𝐼 que aparece en la ecuación (A3.8) se calcula mediante 










Apéndice 4: Tensor de esfuerzos locales en simulaciones atómicas 
 
Esta parte del trabajo de investigación está dedicada al cálculo de los esfuerzos locales en 
ambos materiales objeto de estudio, tanto el MgO como la aleación Fe −%Cr. El 
procedimiento seguido se fundamenta en la propuesta por Hardy y se describe a continuación 
siguiendo lo expuesto por Pacheco y Batra en [271]. 
Muchos esfuerzos se han llevado a cabo para identificar cantidades provenientes de la 
mecánica de medios continuos (MMC), como el esfuerzo y las deformaciones unitarias, en 
simulaciones atomistas [272-281]. A partir de principios de la mecánica estadística, se han 
utilizado cantidades tales como la temperatura, la velocidad, el desplazamiento, la presión, 
las fuerzas inter-atómicas y la energía interna, para describir un sistema de partículas 
(átomos) interactuantes. Conceptos como la temperatura, la energía cinética, la fuerza 
interatómica, el momento de inercia, la presión y la cantidad de movimiento, fueron 
estudiados por Clausius, quien también propuso el tensor de tensiones del virial, el cual está 
relacionado con el volumen medio del tensor de tensiones de Cauchy de un sistema a 0K. 
Para un sistema que consta de 𝑁 átomos a 0K, los valores promedios ?̅?𝛼𝛽 de las componentes 
del tensor de esfuerzos de Cauchy pueden calcularse usando la relación 











(𝑖𝑗),                                                (𝐴4.1) 
Véase por ejemplo [280]. En (𝐴4.1), Ω𝑇 es el volumen ocupado por el sistema, 𝑓𝛼
(𝑖𝑗)
 son las 
componentes de la fuerza de interacción entre loa átomos 𝑖 y 𝑗 a lo largo de la coordenada 
𝑥𝛼, y 𝑟𝛽
(𝑖𝑗)
 son las componentes del vector de posición relativa entre los átomos 𝑖 y 𝑗 a lo largo 
de la coordenada 𝑥𝛽. Esta expresión es equivalente a la parte configuracional del tensor de 
esfuerzos del virial. 
El tensor de esfuerzos del virial amplía el concepto de presión introducido en la mecánica 
estadística. La expresión general para la presión absoluta 𝑝 de un grupo de 𝑁 partículas 
interactuantes entre sí,  contenida en un recipiente de volumen Ω𝑇, sometidas a un potencial 
𝑉 y que tienen una energía cinética promedio 〈𝐸𝑘〉𝜏, está dado según [278] 














〈𝐸𝑘〉𝜏 ,                              (𝐴4.2) 
donde los paréntesis 〈  〉𝜏 indican el valor promedio de la cantidad evaluada en un periodo de 
tiempo 𝜏, y 𝑟(𝑘𝑗) la magnitud del vector de las posiciones relativas entre las partículas 𝑘 y 𝑗. 
Para un gas ideal en el cual no existe interacción entre las partículas excepto cuando 
colisionan elásticamente, el término correspondiente a la energía potencial 𝑉 se anula y el 
resultado final es la relación entre la presión al interior del sistema y la energía cinética 
promedio 〈𝐸𝑘〉𝜏 evaluada durante el periodo de tiempo 𝜏. El primer término del lado derecho 




relativa entre las partículas, este término se le conoce como el virial interno. La ecuación en 
cuestión, puede reescribirse como el valor promedio del virial interno y dos veces la energía 
cinética, de la siguiente manera. 










𝑟(𝑘𝑗) +∑𝑚(𝑘)𝒗(𝑘) ∙ 𝒗(𝑘)
𝑁
𝑖=1
〉𝜏  ,                         (𝐴4.3) 
Donde 𝑚(𝑘) y 𝑣(𝑘) son, respectivamente, la masa y la velocidad del 𝑘 − esimo átomo. El 
negativo −𝑝, de esta cantidad, significa que la presión la ejerce el sistema sobre las paredes 
del recipiente que lo contiene. La presión del sistema de partículas se define también como 
un tercio de la traza del tensor presión promedio Π, es decir,  
                                                             𝑝 =
1
3
𝑡𝑟(Π),                                                                     (𝐴4.4) 
Donde 













〉𝜏  ,                                    (𝐴4.5) 
En la ecuación (𝐴4.5) el virial interno se expresa en términos de las fuerzas internas para 
enfatizar la dependencia del tensor presión con respecto a las interacciones interatómicas. El 
tensor de esfuerzos del virial 𝜎∗ se define como el negativo del tensor de presión promedio, 
esto es 𝜎∗ = −Π𝛼𝛽 [278, 282]. Los valores de las componentes 𝜎𝛼𝛽
∗  del tensor de esfuerzos 










































〉𝜏                               (𝐴4.6) 
El tensor de esfuerzo del virial local 𝜎𝛼𝛽
∗(𝑖) está dado según [283], por 




















〉𝜏  ,                             (𝐴4.7) 
donde Ω(𝑖) es el volumen de la región asociada con átomo 𝑖, esto es, un volumen 
representativo que contiene al átomo 𝑖. La presión y el tensor de esfuerzo tienen dos partes, 
una parte que toma en cuenta las fuerzas internas y otra parte que contiene el momentum 
lineal del sistema de partículas. El primer término del lado derecho de la ecuación (𝐴4.7) 
que involucra el producto tensorial entre el momentum lineal de una partícula y su velocidad 




el momentum lineal de las partículas que cruzan las superficies de un volumen de control no 
está relacionadas con el tensor de esfuerzos de Cauchy definido en la mecánica de medios 
continuos. Recientemente, Hoover at. al., [282] han realizado simulaciones basadas en MD, 
de sistemas en 2𝐷 de grupos de partículas interactuantes sujetas a fuerzas de cuerpo, usando 
un potencial armónico. Estos autores demostraron que las componentes del tensor de 
esfuerzos de Cauchy encontradas a partir de soluciones analíticas de las ecuaciones de la 
teoría de la elasticidad, concordaban con aquellas encontradas usando el esfuerzo del virial, 
por lo tanto el tensor de esfuerzo de Cauchy es, en efecto, el negativo del tensor de presión 
y que por lo tanto, la parte cinemática debería ser incluida en el cálculo del tensor de Cauchy. 
Utilizando el tensor de esfuerzo del virial local, y, o bien la equivalencia hidrodinámica 
basada en funciones de localización [266, 276, 284, 285], o la suposición hiperelástica para 
el comportamiento de los materiales a escala atómica [277, 286], o el cálculo directo del 
vector tracción [273, 287], o el principio del trabajo virtual [274], es posible encontrar una 
aproximación para tensor de esfuerzo de Cauchy local, definido en cada posición atómica. 
En este trabajo se utiliza la equivalencia hidrodinámica entre un sistema discreto y otro 
continuo para encontrar el esfuerzo a nivel atómico [266, 284, 285]. Véase también la ref. 
[288] para una discusión de la aplicación del enfoque de Hardy a un sistema descrito por un 
potencial de muchos cuerpos. 
En un intento por describir cantidades provenientes de la MMC, en términos de las 
propiedades de un sistema discreto de partículas, Irving y Kirkwood [284] introdujeron el 
concepto: función puntual de esfuerzo. En forma análoga al esfuerzo del virial, este tensor 
de esfuerzos tiene dos contribuciones una cinética proveniente del momentum lineal 
transferido por unidad de tiempo, el cual está asociado con las velocidades microscópicas 
(atómicas) vistas desde un sistema de coordenadas se mueve con la velocidad macroscópica 
(continuo), hacia un punto dado 𝑹 del espacio; y otro término consistente en la contribución 
de las fuerzas internas al tensor de esfuerzos (virial interno). De esta forma, se introduce una 
función de la localización 𝛹(𝒓), para calcular cantidades provenientes de la MMC, en un 
punto 𝑹 del dominio, como la suma de las contribuciones de cada partícula a la propiedad 
dada. La función de localización elegida por Irving y Kirkwood es la función delta de Dirac 
𝛿(𝒓) con 𝒓 =  𝒓 (𝑖) − 𝑹. Hardy [285] ha señalado las siguientes dificultades en la aplicación 
de la expresión para el tensor de esfuerzo local propuesto por Irving y Kirkwood [284]: (𝑖) 
la validez de las leyes de conservación para el continuo equivalente, parece depender de un 
ensamble particular, (𝑖𝑖) la fórmula obtenida para la parte configuracional del tensor de 
esfuerzo contiene una suma infinita que debe truncarse, y (𝑖𝑖𝑖) la dificultad en la evaluación 
de una expresión que contiene la función delta de Dirac. Hardy [285] propone sustituir la 
función delta de Dirac por una función de localización 𝛹 (cuyas imágenes se expresan en 
1 / 𝐿3) que satisfaga las siguientes condiciones [289]: 
1.  𝛹( 𝒓 (𝑖) − 𝑹) tiene un mínimo local en  𝒓 (𝑖) = 𝑹. 
2. 𝛹( 𝒓 (𝑖) − 𝑹) ⟶ 0 cuando| 𝒓 (𝑖) −𝑹|⟶∞. 
3. 𝛹( 𝒓 (𝑖) − 𝑹) es suave y no negativa. 




Siguiendo el enfoque de Hardy, la densidad de momentum lineal 𝒑 en la posición 𝑹 en un 
dominio continuo en un instante 𝑡 tiene la forma 




Derivando parcialmente en ambos lados de la ecuación (𝐴4.8) con respecto al tiempo se 
obtiene una ecuación similar al balance de momentum lineal en la MMC. Para problemas 
cuasi estáticos, la contribución de las fuerzas de inercia a la ecuación de cantidad de 
movimiento no se toma en cuenta. Por lo tanto, en ausencia de fuerzas de cuerpo, la ecuación 
de equilibrio en cada punto material requiere que la divergencia del tensor de esfuerzos de 
Cauchy a ser cero. 
La divergencia del tensor de esfuerzos de Cauchy representa la fuerza interna por unidad de 
volumen (densidad de fuerza) que actúa en un punto material. Teniendo en cuenta la fuerza 
total 𝒇
(𝑖)
 sobre cada partícula (átomos), se tiene la siguiente equivalencia entre la densidad 
de fuerza en el continuo y el sistema atómico: 






𝛹( 𝒓 (𝑖) − 𝑹).                                        (𝐴4.9) 















la ecuación (𝐴4.9) puede escribirse como 
                          div𝝈 =
1
2







La función de enlace 𝐵(𝑖𝑗)(𝑹) entre dos átomos 𝑖 y 𝑗 se define como en [285] según 
                                           𝐵(𝑖𝑗)(𝑹) ≡ ∫ 𝛹 ( 𝜆𝒓 
(𝑖𝑗) +  𝒓 (𝑗) −𝑹)
1
0
𝑑𝜆,                                (𝐴4.11) 
 y representa, para el caso de una función escalón radial, la fracción del enlace atómico entre 
átomos 𝑖 y 𝑗 que está contenida en un volumen representativo definido alrededor de cada 
punto material; sólo propiedades de las partículas (átomos) dentro de este volumen 
representativo, se utilizan para definir las cantidades procedentes de la MMC en 𝑹. La 
extensión de este volumen representativo debe escogerse cuidadosamente para no viciar las 




Tomando la derivada de 𝛹( 𝜆𝒓 (𝑖𝑗) +  𝒓 (𝑗) − 𝑹) con respecto a 𝜆 se tiene 
                
𝜕𝛹( 𝜆𝒓 (𝑖𝑗) +  𝒓 (𝑗) − 𝑹)
𝜕𝜆
= − 𝒓 (𝑖𝑗) ∙
𝜕𝛹( 𝜆𝒓 (𝑖𝑗) +  𝒓 (𝑗) − 𝑹)
𝜕𝑹
                     (𝐴4.12) 
Integrando ambos lados de la ecuación (𝐴4.12) con respecto a 𝜆 desde 𝜆 = 0 hasta 𝜆 = 1, 
se tiene 
                               𝛹( 𝒓 (𝑖) −𝑹) − 𝛹( 𝒓 (𝑗) − 𝑹) = − 𝒓 (𝑖𝑗) ∙
𝜕𝐵(𝑖𝑗)(𝑹)
𝜕𝑹
                       (𝐴4.13) 
Sustituyendo la ecuación (𝐴3.13), en la ecuación (𝐴3.10) se obtiene 
                                              
𝜕
𝜕𝑹
∙ 𝝈 = −
1
2
∑∑𝒇(𝑖𝑗) 𝒓 (𝑖𝑗) ∙
𝜕𝐵(𝑖𝑗)(𝑹)
𝜕𝑹







La solución de la ecuación (𝐴4.14) tiene la forma general 𝝈 = 𝝈(𝑝) + 𝝈(𝑐), donde 𝝈(𝑝) es 
una solución particular y 𝝈(𝑐)es una solución de la ecuación homogénea 𝑑𝑖𝑣(𝝈(𝑐)) = 𝟎. Una 
solución particular de la ecuación (𝐴4.14) puede obtenerse como sigue: 
𝜕
𝜕𝑹

































= 0               (𝐴4.15) 
                                                   𝝈(𝒑) = −
1
2
∑∑  𝒓 (𝑖𝑗)⊗𝒇







Donde 𝒂⊗ 𝒃 denota el producto tensorial entre los vectores 𝒂 y 𝒃. 
Wajnryb et al. [290] han establecido la unicidad de la parte configuracional del tensor de 
esfuerzo local siempre y cuando este satisfaga las siguientes condiciones 
1. La divergencia del tensor de esfuerzo debe ser igual a la fuerza interna por unidad de 
volumen en cada punto del dominio (en el caso dinámico la fuerza interna incluye las 
fuerzas de inercia). 
2. El tensor de esfuerzo debe producir la contribución correcta a la presión de equilibrio 
del sistema (véase la ecuación (𝐴4.3)). 
3. La parte configuracional del tensor de esfuerzo debe ser simétrica. 
4. El tensor de esfuerzo debe ser una función del vector de posición 𝑹 y el vector de la 




5. El tensor de esfuerzo debe ser invariante bajo todas las permutaciones de los índices 
de las partículas. 
6. El tensor de esfuerzo debe ser independiente de las interacciones entre las partículas, 
de tal manera que cuando las partículas se disponen linealmente, la dirección del vector 
tracción 𝒕 será paralelo al arreglo lineal. 
Wajnryb et al. [290] han probado que para que 𝝈(𝑐) satisfaga esas condiciones, debe ser 
idénticamente cero, por lo tanto 𝝈 = 𝝈(𝒑). En consecuencia el tensor de esfuerzo de Cauchy 
para problemas cuasi estáticos está dado por 
                                           𝝈 = −
1
2







La ecuación (𝐴4.17) para esfuerzos locales se puede utilizar en sistemas con energéticos 
descritos por los potenciales de muchos cuerpos y no se restringe a los potenciales entre pares 
[277]. 
Usando el método de Hardy, Zimmerman et al. [280] compararon el tensor de esfuerzos local 
de Cauchy con el tensor de esfuerzos del virial local y analizaron la influencia de dos 
funciones de localización diferentes. Se analizó un sistema con 3072 átomos de cobre (Cu) 
con energéticos descritos por el potencial EAM sometido a deformaciones de tensión simple. 
Se impusieron condiciones de contorno periódicas en todas las superficies de delimitación 
de la muestra con 8 ×  8 ×  12 celdas unitarias. Se utilizaron dos funciones de localización: 
una función escalón radial y una función cúbica. El volumen promedio de Ω(𝑖) en la ecuación 
(𝐴4.17) para cada posición atómica fue tomado como una esfera de radio 𝑅𝐶. Se demostró 
que los valores del esfuerzo de Cauchy calculados con la función escalón se redujeron a cero 
a medida que el radio del volumen promedio aumentaba y que las fluctuaciones en las 
componentes normales del esfuerzo fueron significativas para 𝑅𝐶 igual al parámetro de red. 
Sin embargo, la amplitud de las fluctuaciones se suprime eficazmente a cero cuando se usó 
una función spline cúbica como la función de localización. Estos autores también obtuvieron 
un comportamiento oscilatorio durante el cálculo de los esfuerzos normales cerca de 
superficies libres; se observa que el enfoque de Hardy reduce la longitud de onda de estas 
oscilaciones y mantiene el valor medio del esfuerzo normal cercano a cero. Existe un límite 
inferior para la resolución espacial cuando se trata de validar la equivalencia entre un grupo 
de átomos y un continuo, y esta conexión no se puede hacer para un sistema atómico muy 
pequeño. Cuando el volumen representativo aumenta, esto es, cuando se utilizan más 
partículas para calcular las propiedades en un punto material dado, las componentes del 
tensor de esfuerzo de Cauchy calculadas por el método de Hardy, convergen a los valores 
medios dados por la ecuación (𝐴4.7), para cada elección de la función de localización. 
Webb et al. [291] calcularon el campo de esfuerzos en torno a una dislocación de borde 
incrustada en un material elástico con el método de Hardy. El potencial utilizado en las 
simulaciones basadas en MD para la dislocación de borde, en un disco cilíndrico de radio de 
40 nm y el espesor de 4 nm, fue el  EAM para Al. El desplazamiento de las condiciones de 
contorno consistentes con este tipo de imperfección en un cristal anisotrópico, fueron 
prescritos en la superficie lateral del cilindro mientras que las condiciones de contorno 
periódicas se aplicaron a lo largo del eje del cilindro. Orientaron el espécimen con la familia 




paralela al eje del cilindro y el eje 𝑥 paralelo al vector de Burgers. El tensor de tensiones en 
cada posición atómica se calculó mediante la definición de un volumen cilíndrico 
representativo. La distribución 𝜎𝑥𝑥 se obtuvo utilizando la ecuación (𝐴4.17), utilizando las 
funciones escalonadas radiales y los resultados se compararon con las soluciones analíticas 
a partir de la teoría de la elasticidad lineal. Las dos distribuciones de 𝜎𝑥𝑥  concordaron bien 
entre sí en los puntos lejos del núcleo de la imperfección. Cerca del núcleo, la solución 
derivada de la teoría de la elasticidad lineal, diverge mientras que los componentes del 
esfuerzo calculados a partir de los resultados de la simulación basada en estática molecular 
(EM) convergieron a cero. 





















(2 − 𝑆)2             1 < 𝑆 ≤ 2     
0                                  𝑆 > 2         
                            (𝐴4.18) 
 
                                            𝑆 =
| 𝜆𝒓 (𝑖𝑗) +  𝒓 (𝑗) − 𝑹|
ℎ
,                                              (𝐴4.19) 
 
para calcular la tensión local Cauchy; aquí ℎ es la longitud de suavizado que determina el 
tamaño del soporte compacto de la función de localización. Se define un volumen esférico 
promedio de radio 2𝑎0 en cada posición atómica, donde 𝑎0 es igual al parámetro de red de 
un cristal de Au a 0 K; 2𝑎0 es la longitud del suavizado de la función de localización. 
Se encontró que la regla de 5 puntos de la cuadratura de Gauss era suficiente para evaluar la 
integral unidimensional de la ecuación (𝐴4.17) ya que la diferencia en los resultados 
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