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Abstract
Convolutional neural networks (CNNs) that incorporate Long Short-term Memory
(LSTM) have shown a great deal of success in recognizing preictal activity in electroencephalogram (EEG) analysis. It is postulated that the convolutional portion of the neural
network (NN) is using some particular feature or set of features to determine this preictal
state. In an attempt to gain a better understanding of these features, Gradient-weighted
Class Activation Mapping (Grad-CAM) and augmented Gradient-weighted Class Activation
Mapping (augmented Grad-CAM) are applied to the convolutional portion of patient specific neural networks trained to recognize preictal activity. While no particular set of features
were consistently highlighted by augmented Grad-CAM, it was possible to discern that some
EEG channels strongly influenced an EEG epoch as being correctly labeled as preictal.

1
1.1

Introduction
Statement of the Problem

Epilepsy is a group of non-communicable neurological disorders characterized by recurrent
epileptic seizures [2][3][4]. Seizures can occur spontaneously and may vary in duration and
severity. Predicting these seizures would provide the patient a warning of a pending seizure
reducing the unpredictability of epilepsy. Considering that, in the United States, 1.2% of the
population reported active epilepsy in 2015 and more than 50 million people around the world
experience the effects of epilepsy [5] [6] the number of people impacted is quite large. In addition,
accurate seizure prediction may enhance the potential of therapeutic procedures [7].

1.2

Background and Need

Electroencephalography (EEG) is commonly used to detect and diagnose seizures [5] and other
neurological disorders in clinical practice. In fact, EEG analysis for seizure diagnosis has been
carried out for over 50 years [8] and has been extensively studied for the purpose of seizure
prediction and seizure classification [9, 10, 2, 8, 3, 4]. For example, Mormann et al.. found
statistically significant evidence of the existence of a preictal state in the EEG [11]. An early
patented system for predicting seizures dates back to 1973 [12]. The system did not see wide
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use as it had a high false positive rate [10].
The methods used for processing EEG signals to predict seizures have varied over time, starting with simple feature recognition and time domain analysis before progressing to methods such
as nonlinear dynamical system analysis [10]. Recently, machine learning has been extensively
studied and assessed for seizure prediction [9]. The results from machine learning have been
quite promising, obtaining accuracy greater than 95% [9]. Many different types of machine
learning methods have been used to predict seizures. Support-vector machines (SVMs) have
performed up to 94% accuracy [13]. Convolutional neural networks (CNNs) performed slightly
lower at 92.7% accuracy [14]. Long short-term memory (LSTM) based deep learning methods
have reached 99.3% accuracy [15].
Convolutional neural networks are frequently used as they have shown significant classification accuracy in tasks such as facial recognition and image classification (e.g. ”Is the image of
a cat or a dog?”).
All of the methods mentioned used features extracted from raw EEG or the EEG spectral
content and some form of machine learning to predict seizures. Daoud et al. used raw EEG
signals in several different neural networks with varying levels of accuracy [16]. A CNN coupled
to a bidirectional LSTM reached an accuracy of 99.66% with a false positive rate of 0.004 per
hour [16].
According to Rasheed et al. , the open research topics in seizure prediction based on deep
learning are; distribution and sharing of data, interpretable machine learning results, and data
security of machine learning [9]. The issue of data sharing requires data to be properly annotated
with seizure locations within the record and removal of confidential patient information. These
tasks are time consuming and require substantial amounts of storage. This dissertation addresses
the issue of interpreting the results and processing associated with machine learning methods
and the use of convolutional neural networks (CNNs) in particular.

1.3

Purpose of the study

A great deal of research has shown that neural networks have the ability to classify EEG as
preictal and non-preictal with a high degree of accuracy. However, there is still a lack of under-
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standing as to what the neural networks are learning from the EEG. In the area of neural network
based image classification, augmented Gradient Class Activation Mapping (AGrad-CAM) proposed by Morbidelli [17] has shown the capability to generate a high resolution heatmap at the
same resolution as the original image in order to increase the understanding of what features
within the image the neural network is using to classify the image.

1.4

Research Question

This work explores the application of AGrad-CAM to a CNN+LSTM neural network trained
on raw EEG data to classify preictal and non-preictal EEG in an attempt to extract features
from the EEG that the neural network is using to classify the EEG.

1.5

Common Terms

• Types of Neural Nets and Layers
– LSTM: (Long Short Term Memory) A type of recurrent neural network layer.
– GRU: (Gated Recurrent Unit) A type of recurrent neural network layer.
– CNN: (Convolutional Neural Network) A type of neural network containing convolutional network layers.
– T-CNN: (Transposed Convolutional Neural Network) Sometimes called deconvolutional neural networks, these networks are typically used in the generator portion of
GAN.
– RNN: (Recurrent Neural Network) A type of neural network containing recurrent
network layers such as GRU and LSTM.
– FC: (Fully connected) A type of neural network layer, sometimes called Dense, in
which every neuron in the FC layer connects to every output node of the previous
layer. These layers work very simply by applying an activation function on the
weighted sum of all the outputs from the previous layer.
– MLP: (Multi layer preceptron) The most basic type of neural network made typically
of FC layers.
– GAN: (Generative Adversarial Neural Network) A neural network comprised of two
networks. The first network is a generator designed to start with random noise and
produce something similar to an image from a dataset. The second network is a
discriminator which seeks to determine the difference between the generated data
and real data. For more information see [18].
• Understanding terms
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– Understandability: A measure of how well a human audience understands how or
why a neural network reaches a conclusion.
– Explainability: A measure of how well a neural network or human interpreter does
at helping a given human audience understand the results and or conclusions derived
from a neural network.
– Interpretability: A measure of how much work is required for an interpreter to
help a given human audience understand the results and or conclusions produced by
a neural network. (A network with a high interpretability requires little to no work
on the part of the interpreter).
• Stages of a seizure

– ictal : The time interval that an epileptologist determines the patient is having
a seizure from examining EEG or ECoG data.
– preictal : A period of time before a seizure begins. (In this work this is one
hour)
– postictal : A period of time after a seizure has subsided. (In this case four hours)
– interictal : All time that does not fall into one of the above categories.
• Data: Something conveyed (this implies the receiving human understands) from a
human, AI or other medium to another human.
• Information: Data that was not previously known to the human audience.
• Activation function: The output function that a neuron applies to the weighted
sum of the inputs. In an FC layer the output of this function is the output of the
individual neuron.
• EEG epoch: A slice in time of an EEG. An epoch is five seconds long in this work
unless otherwise noted.
• EEG feature: A set of data points or reconstructed set of frequencies which are
used to indicate a change in the EEG. (for example, a feature might be a spike which
indicates ictal activity within in the EEG.)
• Feature: A single tensor (rank 2 or rank 3) of weights in a convolution layer within
a CNN which is convolved with the incoming data. This is commonly referred to as
a kernel.
• Batch Size: The number of data points (in this case EEG epochs) processed by a
neural network before back propagation (weight adjustment) is performed.
• Hyperparameters: Any parameter for a neural network that is not a member
of the direct weights (convolution features weights and biases). Some examples of
hyperparameters are, batch size, activation function, number of layers, number of
training epochs, and learning rate.
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• Overfitting: Overfitting is when a neural network learns the training data so well it
classifies the training data almost perfectly but performs poorly on unseen (typically
evaluation) data. In other words, the network performs well during training but
generalizes poorly to non-training data.
• Data set: The processing of all the EEG epochs for a given patient through the
patient specific neural network during the training process.
• ROC: (Receiver Operating Curve) A curve measuring how well a classifier operates
by comparing the false positive rate to the true positive rate.
1.6

Limitations

The data from CHB-MIT database [19] [20]and the University of Rochester (UR), were not
acquired specifically for this study. The databases were acquired for other purposes and minimal
information about the patients it was obtained from was given. The CHB-MIT database did
not contain the type of epilepsy for any of the patients. The UR data did not provide any
information about the patient other than that the type of epilepsy was focal temporal.

1.6.1

Lack of available benchmark systems

It is unlikely that there will be a neural network based commercially available system in the near
future for seizure prediction. This is due to the large number of variables associated with EEG
data. While there maybe a neural network based device capable of classifying preictal EEG
epoch and non-preical EEG epochs, the computational requirement, and thereby the power
requirement, will be much larger than can be embedded in a wearable device. Reducing the
complexity of the neural network and understanding what features in the EEG enable the neural
network to classify the EEG epoch in either class are needed before a commercially available
device becomes feasible.

1.7

Ethical Considerations

Any time a study includes data from human subjects, ethical and privacy considerations must
be made to insure the data gathering and processing are ethical and do not compromise the
subjects right to privacy. Two sets of data were utilized in this study. One source of data was
the publicly available CHB-MIT database [19] [20] which has some non-revealing information
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about each the subjects. The second anonomyzed data set was obtained through a collaboration
with the University of Rochester Medical Center (UR) following a formal data sharing agreement
between UR and RIT as well as approval from the University of Rochester Institutional Review
Board. No information about any of the UR patients was disclosed or utilized for this research.

2

Literature review

2.1

Introduction

Electroencephalogram (EEG) analysis has been actively studied since the 1970s [8]. Much of the
current research is focused around seizure prediction. Many researchers rely heavily on neural
networks (NNs) pretrained to classify preictal EEG epochs from non-preictal EEG epochs [9].
These neural networks do have a troubling drawback. Because of the complexity of the networks
it is difficult to understand why a neural network classifies a particular portion of the EEG as
preictal or non-preictal [21].

2.2
2.2.1

Body of the Review
Neural Networks for seizure prediction

In 2019 Daoud and Bayoumi studied several neural network architectures for classifying preictal
and non-preictal EEG epochs [16] that included a basic MLP (multi layer preceptron) and a
CNN connected to several different layer types. They used the CHB-MIT EEG database [19] [20]
to train patient specific neural networks to predict seizures an hour before the seizure occurred
[16].
They found that a CNN connected to a bidirectional LSTM performed the best with a
sensitivity of 99.72% and a specificity of 99.6% [16]. They further found replacing the CNN
with a convolutional auto-encoder in the CNN+Bi-LSTM process maintained the same level
of sensitivity and specificity but had a much shorter training time [16]. This was done with
no preprocessing of the EEG signals. Due to the imbalance of preictal versus non-preictal
Daoud and Bayoumi removed enough of the non-precital data to insure an even split between
the preictal and non-preictal data [16] although they did not specify how they selected which
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non-preictal data points to remove [16].
Raw EEG data is not always processed by neural networks. In some cases as seen in [6] EEG
is preprocessed. In the case of Priya Prathaban and Balasubramanian, a sparse coding method
known as K-SVD, introduced in [22], was used to first find components of noise in the EEG data.
They used an algorithm that is a generalization of the K-Means clustering algorithm. Aharon
et al. introduced the algorithm to perform the task of classification K-means clustering using a
measurement other than the Euclidean distance from the center of the clusters. This allows the
user to calculate distance from the clusters’ centroids based on a Gaussian distribution [22].
The components found from K-SVD were then estimated whether they were EEG components or simply noise. The noise signals, once reconstructed from the identified components,
were subtracted from the EEG signals. These cleaned EEG signals were then converted to three
dimensional images and processed with a CNN with a fully connected (FC) output layer [6]. The
FC layer had 3 outputs, preictal, interictal, and ictal. This fully classified all EEG processed by
the neural network into any of the possible ictal states.
Priya Prathaban and Balasubramanian found the average optimum preictal length was 68.89
minutes before the seizure started for the CHB-MIT database [6]. For the proposed method each
of the outputs (preictal, interictal, and ictal) had sensitivities over 98% and specificities over
89%. It is unclear if the neural network was trained on all patients from each of the three
datasets used or if patient specific neural networks were trained using each patient’s EEG.
Due to the lack of generally available EEG data, Rasheed et al. proposed in 2021 using a DCGAN (Deep Convolutional Generative Adversarial Neural Network) trained on the CHB-MIT
dataset for generating synthetic EEG data [23]. To do this, two datasets were used independently; the CHB-MIT scalp EEG dataset and the Epilepsyecosystem [24] intracranial EEG
(iEEG) dataset were each used to train the DCGAN to generate scalp and intracranial EEG
results respectively.
A Butterworth IIR filter was incorporated to remove power line frequency contamination
and spectrograms of 1 minute windows were calculated. The spectral data was then processed
with a DCGAN as training data. Once the DCGAN finished training, which took approximately
two days et al. [23], the generator portion of the GAN was used to generate synthetic EEG (or
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iEEG depending the dataset used for training). To determine how well this data compared to
the original data, Rasheed et al. used a one-class SVM as proposed in [25] and a CNN classifier
trained to classify preictal EEG data. Overall the synthetic data generated proved to be very
close to the real data in terms of performance in the one-class SVM and the CNN classifier.

2.2.2

Understandable Neural Networks

Before continuing with a discussion of how to extract understandable results and features from a
neural network, there are a few terms that are defined specifically for the context of this paper.
There have been many definitions put forth for what understandable AI is and much discussion
on what understandability is in regards to AI [26]. The definitions below are based on those
given in [27].
• Understandability: A measure of how well a human audience understands how or why
a neural network reaches a conclusion.
• Explainability: A measure of how well an AI or human interpreter does at helping a
given human audience understand the results from an AI.
• Interpretability: A measure of how much work is required for an interpreter to help a
human audience understand the results from an AI. (A network with a high interpretability
requires little to no work on the part of the interpreter).
Thus, for a neural network to be understandable, it is necessary for humans to understand
why a neural network makes a decision. The methods used to make the various types of neural
network layers (eg Convolution, LSTM, GRU etc) more understandable vary depending on the
type of layer [27]. For the purpose of this literature review, the discussion of methods to understand various types of layers will be restricted to the methods associated with Convolutional
and LSTM type layers. For a review of methods for other types of layers the reader is referred
to [27] and [28].
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2.2.3

Understandable CNNs

Neural networks are, by design, a black-box type system after they are trained - an input is given
and an output is rendered. Many researchers have been developing methods to understand how
and why neural networks make decisions. Many of the methods used for convolutional neural
networks fall into feature extraction or heat maps. In the first method, features are extracted
from the network layers and either highlighted on the original image or used to draw a new
image. Heat maps are generated based on activation gradients within the network then overlaid
on the input image (usually at a reduced resolution) to show what sections of the image are
most used to classify the image.

2.2.4

Feature Extraction

In 2011 Zeiler et al. proposed using transposed convolution (sometimes called deconvolution)
layers to project features from a given layer back onto the input image [29] effectively highlighting
the features the neural network is using for classification. This worked well for simple networks
with only a few convolution layers or for viewing features between layers. It does not work
well for deep networks as it only reconstructs features from the previous convolution layer
[29]. This method was generalized in 2013 by Zeiler et al. to allow it to be used on deeper
neural networks (neural networks with more layers). The improved method defines a complete
transposed convolution network which performs the reverse operation of the original convolution
network [30]. By shutting off (setting weights to 0) for all but one feature of a layer in the
transposed convolution network, the feature output from the network will be the highlighting
of the features from the original image used for classification [30].
This method was applied to state of the art convolution networks on large image datasets by
Zeiler and Fergus in 2014 [31]. The results showed features learned by the convolution network
from the images were far from random [31].

2.2.5

Activation Area

Selvaraju et al. proposed a method for generating so-called ”heat-maps” to make CNNs more
understandable [32]. GradCAM (Gradient-weighted Class Activation Mapping) [32], proposes
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using the gradients into the last convolutional layer to create a rough localized map on a downsampled version of the input image indicating which portions of the image are most influential in
decision making. The last convolutional layer was chosen as it provides the best balance between
semantics of the convolutional features while maintaining spatial information about the image
[32].
Grad-CAM was used in EEG processing by Li et al. in [33] to determine which channels
within EEG data were most used by the network for classifying the type of physical activity
each subject was performing. To do this Li et al. used the EEG Motor Movement/Imagery
Dataset (EEGMMIDB) [34] from physionet [19] and a CNN+GRU (Graduated Recurrent Unit)
neural network. The EEGMMIDB dataset contains 108 patients each performing a set of tasks
(opening and closing fists and imagining opening and closing fists) repeatedly [34].
Li et al. took the EEG data from all the patients and transformed each time instant vector
of EEG into a 2D matrix which matched the montage used for gathering the data [33]. Any
entry in the matrix that did not have a corresponding montage electrode was filled with a 0.
These matrices of EEG data were concatenated in time forming a 3D array of the EEG data.
Li et al. then trained the neural network with zero padding in the CNN portion of the neural
network to insure the output of each CNN layer was the same size as the input. Once trained,
Grad-CAM was applied to the final CNN layer to determine which EEG channels influenced the
predictions produced by the neural network [33].
Finally, Li et al. randomly selected 500 EEG data sets and performed Grad-CAM on the
neural network for each of them [33]. Any channel highlighted more than 6 times was chosen
and used in the final portion. In the final portion a smaller neural network was trained on
the channels selected previously to verify the performance of this smaller network was similar
[33]. This verified Grad-CAM had successfully selected channels that significantly influenced
the outcome of the neural network.
An improvement in Grad-CAM was described in 2020 with the proposal of using augmented
images and super-resolution to produce a better heat map relative to the original neural network
input [17]. The proposed improvement was to take a single image and generate multiple different
augmented images by rotating or shifting the original images. The augmented versions of the
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image were then fed through the network and Grad-CAM was applied to each of them. The result
was one heatmap for each of the augmentations of the original image. These augmentations are
theorized to be downsampled augmentations of larger high resolution Grad-CAM. By optimizing
Equation 3 an approximation of the original high resolution Grad-CAM can be found.

2.2.6

Understandable LSTMs

LSTM layers, which will be described in more detail in the Background section, are one of the
more difficult types of Machine Learning methods to extract understandable information from.
One of the few works proposing how to visualize the internal workings of a recurrent neural
network (RNN) is [35]. The authors propose using a technique based on finite horizon n-grams.
To do this the authors trained several types of RNNs on text based data then used the AI to
make predictions about the next text character given a string of characters. Interestingly, the
authors found some of the RNN cells kept track of when the data entering the neural network
was inside text areas like quotes and or syntax comments.

3

Methods

3.1
3.1.1

Background
EEG

Electroencephalography (EEG) is the process of measuring changes in the electric field emitted
from millions of cortical neurons. This is done by placing electrodes on the scalp of a patient in a
symmetrically spaced pattern and monitoring the electrical field measured with these electrodes.
An example of such an electrode spacing can be seen in Figure 1.
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(a) Standard 10-20 EEG electrode spacing projected over head[36]

(b) Electrode labels

Figure 1: Standard 10-20 Electrode spacing[1]
Some of the electrodes appear to be off the head in free space. This is because the electrodes
are projected from 3D space onto a 2D surface above the head with the sketch of a head drawn
underneath. The electrodes that appear in space contact the head down on the side or front.
This is one of several commonly used electrode spacing patterns. The electrodes are inputs to
differential amplifiers. Thus the signal recorded is the difference between two electrodes. How
the electrodes are connected, or referenced, is referred to as the montage [37].
There are several different common montages used [38] such as:
• Bipolar: Each channel is connected to neighboring electrodes.
• Referential: Certain electrodes, commonly the ones on the earlobes, are used as the reference for all the other channels.
• Common average: The average of all the channels is used as the common for all the
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channels.
Each of the montages has advantages and disadvantages. For a table comparing some of the
advantages and disadvantages for montages the reader is referred to Table 1 of [38].
The montage used for the CHB-MIT dataset is a variation of the bipolar montage. The
electrode connections used are shown by arrows in Figure 2. The coloring of the arrows indicates
a unique path. For example the two semi-parallel paths on the right side of the scalp are blue
because they both originate and terminate on the same electrodes.

Figure 2: CHB-MIT montage used for the patients included in this study
The signals recorded from these electrode differentials are on the order of tens of micro-volts
which makes the data recording susceptible to even small electrical noise. Because of this, it is
common practice to incorporate a bandstop filter centered at 60Hz or 50Hz, depending on the
local line frequency where the EEG is recorded.
The electrical field recording over time can be plotted with an offset for each of the channels
to generate plots similar to the one in Figure 3.
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Figure 3: Example of a 5 second non-preictal EEG epoch from patient 1
The scalp of a patient is typically divided into regions for EEG localization. EEG signals
observed across many or all of the regions is referred to as generalized. EEG signals concentrated
in one of the regions is referred to as focal or localized EEG. An example of the regions a patients
scalp is partitioned into is shown in Figure 41 .

1

Figure from [20]
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Figure 4: Regions of a head for localized or focal EEG
Frequency Bands

EEG

2

is typically divided into the following non-overlapping frequency

bands: alpha: 7.5–12.5 Hz; beta: 12.5–30 Hz; gamma: 30–80 Hz [39]; delta: <4Hz; theta: 4–7.5
Hz. Alpha waves are prominent in relaxed adults, especially when their eyes are closed. Alpha
waves recede under heightened awareness or intense focus. Children have lower levels of alpha
waves present even when relaxed. As they develop, the extent of observable alpha wave activity
gradually increases to the level observed in adults.
Beta waves, (12.5-30Hz) are considered fast waves. They are most prominent in individuals
who are alert or anxious. Typically they are observed in the frontal and central regions of the
scalp, although they can also be generalized.
Gamma waves, (30-80Hz) [39] are very high frequency brain waves. There is some disagreement in the literature as to the exact frequency range of gamma waves. Gamma waves are
typically associated with intense focus. Interestingly, abnormal gamma wave activity has been
associated with epilepsy as well as Alzheimer’s disease [40].
Delta waves, (<4Hz) are usually associated with deep sleep. Commonly found frontally
in adults, delta waves are usually associated with sleep stages 3 and 4. In vigilant adults,
intermittent or pervasive delta activity can indicate cerebral dysfunction [41].
Theta waves, (4-7.5Hz) are common in sleeping adults and preteen children. It is uncommon
2
Much of the information contained in this section is well established in the neurological field of study. For
this work, much of the information comes from [20] unless otherwise noted.
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to see theta waves in awake adults. Theta activity is typically observed in the central, temporal,
and parietal regions of the scalp.

3.1.2

Machine Learning

Machine learning is a branch of computer science focused on developing algorithms that allow
computers to learn from data similar to the way humans learn. One of the early examples of
machine learning was an IBM supercomputer called Deep Blue [42]. Deep blue was designed to
play chess against humans and succeeded in winning in a six game match against a world chess
champion in 1997.
Many algorithms have come from machine learning to classify data. A few of the prominent
ones are, support vector machines (SVMs), K-means clustering, and ADABoost. SVMs and
ADABoost are used to classify data into one or more classes and require training on labeled
data to find the best parameters. K-Means clustering, which is part of a special subsection
of machine learning known as unsupervised learning, the data is unlabeled and the algorithm
assigns labels based on how closely the data is [43].

3.1.3

Neural Networks

Neural networks are a subset of machine learning. Neural networks are constructed by creating
layers of simple dot products and nonlinear activation functions. An example of a basic neural
network can be seen in the top section of Figure 19. The network shown would accept 4 inputs
and give a single output bounded between 1 and 0 as a means of classifying data.
Each node (shown as circles) contains a single number and is multiplied by the value at
the input. These multiplied values are passed though a nonlinear activation function (such as
rectified-linear (relu), sigmoid or tanh) before being summed at the input of the next node
(where the arrows collide). Neural networks are typically initialized with random weights. This
means the performance of classification is typically poor. To train a neural network forward and
back propagation are used.
During the forward pass training, data is fed into the input of the neural network and the
output recorded. This is repeated for each data point in the training data (for convolutional
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neural networks a data point is an image). If the data point is misclassified, the error or loss,
is back-propagated through each of the layers using gradient descent, or stochastic gradient
descent, to adjust the weights of the neural network. This is repeated for all the training data
ending one set of the training data through the network. This is repeated many times (hundreds
in some cases) in training the neural network.

3.1.4

CNN

Convolution layers are neural network layers that involve convolving a set of features, or weights,
across an image. Convolutional neural networks are a type of neural network made up of
numerous convolution layers. Each of these layers convolves the output of the previous layer
with a new set of features.
Convolutional neural networks (CNNs) are very good at image classification. They outperform MLPs and many other classification methodologies. This performance improvement is due
to CNNs convolving a small 2D feature matrix across an image taking dot products at each
step. The steps do not typically begin outside the image, though they can, which means this
operation reduces the image size. Furthermore, this new image is a measure of how much the
original image matched a particular feature matrix. An example of a very low resolution ’image’
along with a feature matrix and the corresponding output can be seen in Figure 5.

Figure 5: Example of low resolution image and convolution feature
To get the output shown in Figure 5 the feature matrix is convolved across the image taking
single dot products at each step. The first and last steps of this convolution are shown in Figure
6. In this example the stride of the convolution is set to 1 but does not have to be for general
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convolution layers.

3

Figure 6: Example of small convolution process
This is an example of a single feature convolved across an image. A feature is a tensor (of
rank 2 or rank 3) which is convolved with the input of the convolution layer. Each convolution
layer typically has several features, 32 in this work, each of these features are convolved across
the image generating a stack of images slightly smaller than the original image. This stack of
images is then fed into the next convolutional layer which operates on them with feature matrices
stacked for each of the images in the stack. This generates yet another image. An example of
this can be seen in Figure 7.

Figure 7: Example of convolution at a layer within the CNN (beyond the first layer)
The lighter orange rectangles represent smaller images generated from convolution with 8
feature matrices in the previous layer. The semi-transparent green is a 3D feature, typically
called a tensor, from the current convolution layer. This entire feature is used to calculate a
single value dot product as indicated by the smaller dark orange rectangle. As in previous layers,
there are typically numerous features in the convolution layer which generates another stack of
further downsampled images.
3

Each of the squares represents a single independent value in the image, feature, and output.
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The spatial information from the original image is maintained through this process. This
means features deeper in the network, those beyond the first layer or two, are operating on
a weighted down-sampled image. The advantage of this is that it allows features deep in the
network to be operating on an image rather than vector of values as would be the case if a
simple MLP were employed.

3.1.5

AGrad-CAM

Augmented Grad-CAM (AGrad-CAM) is a variation of Grad-CAM proposed in 2020 by [17] as
a method of enhancing the resolution of Grad-CAM. Grad-CAM is implemented by calculating
the gradient from the output with respect to each of the feature weights in a convolutional layer.
These weights are then average pooled to ascertain the importance of the particular neuron
with respect to the class of choice, the one the gradient is being calculated with respect to. The
averaged pooled weights are then linearly combined with forward pass activations to generate
a coarse heatmap showing which portions of the image are the most important to classification
with respect to a given class.
Because Grad-CAM focuses on the last convolution layer and CNNs perform a weighted
down-sampling on an image, the weights of the last convolution layer, and therefore the gradients,
correspond to a significantly reduced resolution image. When a normal high resolution image
is down-sampled to match the size of the last convolution layer the image still contains enough
information to determine what the image was originally of. Thus, a heatmap can be overlaid on
top of the reduced resolution image and the features highlighted are still discernible.
In the case of EEG epochs which consist of high temporal resolution (5 seconds at 256
samples per second or 1280 samples per channel) but limited spatial resolution (23 differential
channels across the scalp) information is lost in the down-sampling involved so that the raw EEG
signals are no longer distinguishable. This study incorporates EEG epochs which are comprised
of 23x1280 arrays of signal information for the CHB-MIT data and 22x2560 arrays of signal
information for the University of Rochester (UR) data. The size of the last convolution layers
are 1x156 and 1x316 respectively. At this reduced resolution it is not possible to determine which
channel was used more for classification. For example, in Figure 8 is shown the Grad-CAM of an
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EEG epoch for patient 1 in CHB-MIT data set for each convolution layer in the neural network.

Figure 8: Example of Grad-CAM performed at each convolution layer of the NN (the horizontal
axis corresponds to the temporal aspect of the epochs, the vertical axis corresponds to the EEG
channel information).
Each of the colored rectangles represents a Grad-CAM heatmap for a convolution layer in
the neural network. There is no pattern to follow backwards from the final convolution layer to
the first to indicate which EEG channel may have been used more to classify the EEG epoch.
Nor can the low resolution heatmap of the final layer be upsampled in a way to show which
channel is used more for the classification.
This means Grad-CAM is not useful to find EEG features in the EEG epochs. It cannot be
used to even determine which EEG channels are used more for classification.
AGrad-CAM is a potential solution to this limitation as it provides a method for approximating a full high resolution heatmap. To do this an EEG epoch is copied numerous times and
each of the copies rotated and shifted as discussed in section 3.1.6. Each of these augmented
EEG epochs are then fed into the neural network and Grad-CAM is applied to the final convo-
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lution layer. The result is many small Grad-CAMs. By setting up an optimization problem as
described in equation 3 an approximation of a high resolution heatmap can be calculated. This
optimization is also called super resolution.

3.1.6

Comparison of Image processing and EEG analysis

It is common in image classification to feed an image (2D, or 3D if in color) through a convolutional neural network with convolution layers and pooling layers. This is followed by a
multi-layer perceptron (MLP) for classification into one or more classes. The convolution portion of the network extracts features from the image and the MLP uses these features to classify
the image into a class. This is common practice since images are representations of data at a
static moment in time. For example, in Figure 9 the image was taken at one instant. EEG
epochs, as used in this work, are not taken at a single moment in time. As seen in Figure 3
EEG epochs are snapshots of differential voltages across time.

Figure 9: Image static in time
In this work EEG epochs are processed as if they were images. This has been done by
[16] and others but it is not the same as typical image convolution. It is more akin to CNNs
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operating on video as in [44] rather than on images. This is because every column vector in an
EEG epoch represents a single snapshot of the differential voltages in time.
When analyzing the neural network with AGrad-CAM the EEG epochs were treated just like
images. The EEG epochs were augmented by rotation and shifting using the tensorflow-addons
image processing tools [45]. The rotation and shearing affect on an EEG epoch is shown in
Figure 10.

Figure 10: Rotation during Augmentation with shearing
Any values rotated out of the frame are eliminated. Any area where values are rotated out
(shown in white around the yellow rotated rectangle) are filled with zeros.
After rotation, the image is shifted both horizontally and vertically. For brevity, a horizontal
shift is shown below in figure 11 and an actual image which has been rotated and shifted both
horizontally and vertically is shown in figure 12.

Figure 11: Shifting during Augmentation with shearing along Time axis
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An example of an actual image before and after augmentation is shown in Figure 12.

(a) Image of Ice flow

(b) Augmented version of the Ice image

Figure 12: An example of an image before and after being augmented
Performing Augmentation on EEG epochs involves the same principle. An example of an
EEG epoch and four augmentations can be seen in Figure 13.
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(a) Non augmented EEG epoch

(b) Four examples of the EEG epoch augmented by rotation and shifting.

Figure 13: An example of an epoch before and after being augmented. Points outside the
bounding box after augmentation were set to 0.
Augmented Grad-CAM (AGrad-CAM) [17] is applied to the convolution portion of patient
specific neural networks trained to classify EEG epochs as preictal or non-preictal. This produces
high resolution heatmaps of the EEG epochs indicating which sections of the EEG generate the
highest activation in the neural network during classification of whether a given EEG epoch is
preictal or not. As in [16] and [46] the preictal window was defined to be one hour before a
seizure begins. The preictal window ended when the seizure began.
As in [47] the states of an epileptic seizure are:
• ictal: The time interval when an epileptologist determines the patient is having a seizure
by examining EEG or ECoG data.
• preictal: A period of time before a seizure begins. (In this study this is one hour)
• postictal: A period of time after a seizure has subsided. (In this study this is four hours)
• interictal: All time that does not fall into one of the above categories.
Augmented Grad-CAM was applied to the final convolution layer as this layer has the highest
level of semantic information while maintaining spatial information [48], [49]. This may not
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provide enough information as the output of the final convolution layer will only be a single
column vector for each feature (see Figure 18 for output shape). If this turned out to be the
case, the second to last convolution layer was used.

3.2

Procedures

3.3

Data Acquisition

A subset of the CHB-MIT dataset [50], [20] was used for the development of this process as it has
been used in many seizure prediction studies. It has an acceptable amount of data and provides a
good benchmark for comparing with other studies. The CHB-MIT data set contains 22 subjects
most of which use 23 channels according to the International 10-20 system. Information about
each of the CHB-MIT patients used in this study and the amount of data for each is show in
Table 1.

CHB-MIT ID
1
3
7
21

Gender
F
F
F
F

Age
11
14
14.5
13

Number of Seizures
7
7
4
4

Approximate total EEG time (h)
40
38
66
33

Table 1: Information for CHB-MIT patients used in this study
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The first goal was to develop scripts with similar results to [16]. Python scripts used and
developed for this study can be found on gitlab [51]. These scripts leverage the MNE-python
library from [52] and plotting scripts from the plotly library [53].
Once the scripts were developed and utilized to analyze the CHB-MIT data, more
anonymized data, provided by the Comprehensive Epilepsy Program in the Department of Neurology at the University of Rochester (UR), was processed. UR patients 1 and 6 were chosen
to be analyzed as they required the least modification to the portion of the code involved in
reading in and preprocessing the data from the files provided.
Data was preprocessed slightly differently for training and evaluation. During training it is
important to have close to equal amounts of data for each class [54]. The two classes of interest
in this case are preictal and interictal. For this study, a similar number of preictal EEG epochs
compared to non-preictal EEG epochs are required. During evaluation this is not important as
the neural network is not training during the evaluation process. Thus the data preprocessing
is broken into three sections below. The first is preprocessing common to both training and
evaluation, the following two are preprocessing steps specific to the training and evaluation
processes. Any differences between the CHB-MIT and UR dataset preprocessing will be noted
in footnotes.

3.3.1

Data Processing

In [16] the data was first divided into the classes (preictal, ictal, inter-ictal, and post-ictal) then
80% of the data from each class was used for training and the remaining was used for validation
of the trained neural network. Due to a limited amount of computer memory in this study, a
different method was chosen. To reduce the amount of memory required for evaluation, a subset
of the files with seizures was selected for evaluation after training on most or all of the preictal
data for each patient 4 .
This reduced the amount of memory necessary for holding the data during evaluation and
reduced the complexity of the validation as the indexes of the EEG epochs for validation versus
training did not need to be tracked.
4

Patient 3 has independent training and evaluation data because of how the files were divided for training and
evaluation - for details see Table 4.
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In Figure 14 the process of loading the data for training the neural network is shown. The
most memory intensive portion of the process is loading and slicing the data. As shown in
Figure 14 loading just 6 EDF files for CHB-MIT patient 1 requires around 6.8 giga-bytes (GB)
of memory.

Figure 14: Loading data to train neural network
Similarly, the evaluation process is detailed in Figure 15.

Figure 15: Loading data to evaluate the neural network

3.3.2

File content and organization

For both training and evaluation data, all data amounts are given in terms of files rather than
hours of EEG or number of EEG epochs. This was done because of how the scripts were
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originally written. When the scripts were being written and debugged they were running on a
computer incapable of loading more than 6-8 of the CHB-MIT one hour files. To simplify the
coding and memory management on the computer rather than specifying an amount of time a
number of files was specified. This resulted in about 6-8 hours of EEG data for each patient
loaded at once. Though for some patients files were longer than one hour and for some files were
shorter than one hour.
Once the data files were loaded into arrays, each array was concatenated in time creating a
long 2D EEG matrix where the rows were the EEG channels across time and the columns were
the time samples of all the channels. Figure 16 details this process graphically.

(a) EEG data from files loaded into arrays

(b) EEG data concatenated into a single large EEG array

Figure 16: EEG data loaded and concatenated into a single large 2D EEG array Where each of
the rectangles with a number represents an EEG file loaded and the rectangle labeled ’...’ can
be any number of EEG files each with its own rectangle.
This large EEG matrix was divided into 5 second non-overlapping EEG epochs

5

and ar-

ranged into a stack. This created a 3D array with axes of channel, time, EEG epoch. A graphical
representation of this can be seen in Figure 17. Note, the EEG epochs are not drawn to scale.
5

because of the difference in sampling rates this resulted in 1280 samples for CHB-MIT and 2560 samples for
the UR epoichs
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(a) EEG sliced into 5s non-overlapping EEG epochs (not to scale)

(b) EEG epochs reshaped into a 3D array

Figure 17: EEG data sliced and reshaped into 5 second non-overlapping EEG epochs in 3D
array
Once data was loaded and sliced into 5 second EEG epochs a new array was created with
3 elements for each of the EEG epochs in the 3D array. This new array was used to provide
labels for the EEG epochs. If the EEG epoch contained preictal data the first element of the 3
corresponding to that EEG epoch was set. If the EEG epoch contained ictal data the second
element of the 3 corresponding to that EEG epoch was set. Similarly the third element was set
if the EEG epoch contained post-ictal data. The entire data loading, slicing, and labeling is
summarized in pseudo-code provided in the figure labeled Algorithm 1.
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Algorithm 1 EEG Data Preprocessing
1: numF iles
. The total number of EEG files for a given patient
2: numT oU se
. The number of EEG files to use for training or analysis
3: startF ile
. The index of the file to begin with. Files are read chronologically
4: i ← 0
5: while i < numF iles do 

0.0 . . . 0.0




.. . .
.
6:
eegArray[i] ←Channels
. ..
.






|
7:
8:
9:
10:
11:

0.0 . . . 0.0
{z
}
T ime

sliceLen ← 5seconds × EEGsampingRate
index ← 0
. The following array is a 3D array where the 3rd axis is EEG epochs
dataArraychs,sliceLen
. chs is the number of channels.
while index × sliceLen < lenEEG do
. Where lenEEG is the number of time samples in the large EEG array
dataArray[:, :, index] ← eegArray

3.3.3

Preprocessing Training

The number of non-preictal EEG epochs was much larger than the number of preictal EEG
epochs. This imbalance negatively affects the performance of the neural network during analysis
as described by [54]. To fix this imbalance, EEG epochs of non-preictal data were removed at
random until the data was 50% preictal data which insured that the neural network had the best
potential to learn preictal data. The preictal data was first separated and numbered. A uniform
distribution of epochs of the size of the non-preictal epochs was then created and points within
that distribution were selected for use in training until the number of preictal epochs matched
the number of non-preictal EEG epochs.
The overall amount of patient specific data was significantly reduced after eliminating enough
non-preictal to result in 50% preictal data. To increase the amount of usable data for training,
basic data augmentation was used similar to what was done for Densenet [55]. The data was
copied and flipped about the time axis. This was repeated, flipping the data about channel axis.
This process yielded 4 times the amount of data to train on. This data expansion was not done
during validation or evaluation.
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3.3.4

Preprocessing Evaluation

For evaluation and AGrad-CAM application, no further preprocessing was implemented. The
data was fed through the neural network without removing any of the non-preictal data. This
insured the data did not get reorganized by the process of dropping excess non-preictal data
EEG epochs.

3.4

Neural Network design

Patient specific neural networks similar to those described in [16] were used. A flowchart of
the specific neural network used can be seen in Figure 18. The shape given at the input has
4 dimensions. The first, indicated by a ’ ?’ is the batch size. The batch size can be any size.
During the training of the neural network the batch size was 64 as it is a common batch size
in the literature. Each index in this dimension contains a single EEG epoch. This means 64
EEG epochs were run through the neural network before before the weights were adjusted. Each
EEG epoch was still run through independently but the weights were not adjusted until 64 had
passed through.
The second dimension (23) is the number of channels in an EEG epoch (23 for the CHB-MIT
data, 22 for the UR data. The third dimension (1280) is the number of samples along the time
axis. In the case of CHB-MIT data, this was 1280 samples (5 seconds at a 256Hz sampling rate).
In the case of the UR data, this was 2560 samples (5 seconds at a 512Hz sampling frequency).
The final dimension is the number of color channels in the data. In the case of EEG this is 1. If
the input data for the neural network were color images this would be set to the number of color
channels in the image. The option of a color channel exists in CNNs for color image processing.
For images with only a single channel (gray-scale images), the image would be treated as it is
here only having a single color channel. Thus, this study treats the EEG epochs as if they were
gray-scale images.
The convolutional portion of the overall neural network shown in Figure 18 extracts features
from the EEG epochs. These features are then passed into a bidirectional LSTM for classification
as a time series. This is finally classified by a single MLP neuron as being preictal or non-preictal.
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3.4.1

Architecture

The neural network can be broken down into three sub sections. The first is the feature extraction portion made up of the convolution layers. The second section is the time series analysis
section made up of the bidirectional LSTM. Finally, the classification section made up a single
perceptron to classify the EEG epoch as preictal or non-preictal.
The feature extraction portion of the network is made up of convolutional layers followed by
batch normalization layers, strided convolution layers and batch normalization. This structure
is repeated 3 times before one final convolution then reshaping the result for the LSTM. The
strided convolution layers were used instead of pooling layers as it has been shown to enhance
the neural network’s classification ability as described in [56].
Each of the convolution layers in the neural network have 32 features that are of size (2,3).
The number of features was chosen to be 32, as in [16], to give the neural network a large enough
selection of features to train. The size of the kernels (2,3) was chosen, as was done in [16], to
reflect the non-square shape of the EEG epochs. This kernel size reduces the EEG epochs to a
single arrray over the course of the 4 convolution and strided convolution layers. The number of
rows in each convolution kernel and strided convolution layer kernel was specifically chosen to
be two so that the output of the final convolution layer would be a single array with 32 features.
The number of columns in the convolution kernels were chosen to insure the output of the final
convolution layer would have more than 100 temporal related steps.
The CNN portion of the neural network was designed to reduce the EEG epoch to a single
vector in the original channel axis with multiple features at the output of the final convolution
layer for the LSTM. LSTMs require a rank two tensor as discussed in [57]. The EEG epoch at
the input of the CNN is a rank three tensor with axes of (EEG electrode channel axis, Time
axis, Feature axis). To insure the LSTM operated on the convolved EEG along the time axis
the electrode channel axis must be reduced to 1 and then removed.
The data at the output of the final convolutional layer is of size (?, 1, 156, 32), where ’ ?’
is the axis of the batch size and can be any size, for CHB-MIT data and (?, 1, 316, 32) for
UR data. The data is reshaped by the reshape layer to remove this singular dimension and
allow the data to be fed directly into the LSTM which is expecting two dimensional data [57]
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(three dimensions if the dimension of EEG epochs is included) where the first axis is the time
dimension and the second axis are features from the final convolution layer.
The final hidden layer is a bidirectional LSTM process. [58]. This bidirectional LSTM looks
at each time segment first in the forward LSTM then reversed in a second separate LSTM. The
output of these two LSTMs are concatenated before being fed to the output layer. The output
layer is a single neuron to classify whether the data is preictal or not.

Figure 18: Architecture of the neural network
Each of the convolution layers has 32 features of size (2,3). Each of the strided convolution layers are of size
(2,2). The bidirectional LSTM has 20 LSTM cells in both directions. The fully connected output layer is a
single cell.

For the UR dataset there were 22 EEG channels as compared to the 23 from the CHB-MIT
dataset. For the UR data, the last convolution layer has a feature size of (1,3) to account for the
difference in the number of EEG channels. This was done as the input to the last convolution
layer had the EEG channel axis reduced to a single array. For the CHB-MIT, the 23rd channel
meant the EEG epochs had 2 slices at the final conovlution layer. Thus, for the CHB-MIT a
feature size of (2,3) could be used to operate on the EEG epochs but the UR data, having only
a single slice in the EEG channel axis at the last convolution layer required reducing the feature
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size to (1,3).

3.4.2

Hyperparameters

Hyperparameters are any parameter in a neural network other than the weights and biases. The
convolution features, LSTM (long-short-term memory) and FC (fully connected layer) weights
are parameters. Examples of hyperparameters include, the activation function, the number
of hidden layers, the optimizer, the learning rate, and the loss function. The loss function in
neural networks is the equation used to calculate the difference between the desired output and
the actual output. The value this function returns is then back-propagated through the neural
network to adjust the weights. This is the training process.
A loss function of binary cross entropy (Equation 16 ) was used and the adam optimizer [60]
was used for training for this neural network. Each of the neural networks was trained on the
training data with a batch size of 64 for 500 epochs. Each time the neural network trained to a
lower level of loss, a snapshot of the weights was saved.
N
1 X
yi log(p(yi )) + (1 − yi )log(1 − p(yi ))
Hp (q) = −
N

(1)

i=1

During training of neural networks a common issue is over-fitting when large numbers of
epochs are used for training.
After the training was completed the evaluation EEG data

7

was loaded and the neural

network made predictions for all the EEG epochs in the evaluations data. This was repeated
with each of the sets of weights starting with the last saved and working backwards until the
neural network performance began to decline. To evaluate the neural network, the EEG from
the evaluation portion of the dataset was run through the neural network one EEG epoch at a
time and the neural network classified the EEG epoch as preictal or non-preictal. The neural
network classification was compared to the known label.
The resulting predictions were used to generate a receiver operating characteristic (ROC)
curve. Because the 500 training epochs typically resulted in overfitting the last saved set of
6
7

from [59]
training and analysis data is shown in table 4 and table 5
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weights was not the best fit set of weights. Thus, the ROC curves generated would have more
area under the curve as the older weights were loaded and the data reevaluated. Once the
area under the ROC curve decreased it was determined the best fit set of weights was the one
previously used to generate the ROC.
For example, for patient 1 after all 500 epochs were run, the saved weights were loaded
and evaluated using the ROC. The set of weights from epoch 320 turned out to be the best fit
generating an area under the ROC curve of 0.92. This ROC can be seen in Figure 22. The set
of weights that best classified the EEG epochs and resulted in the most area under the receiver
operating characteristic curves was used for analysis and AGrad-CAM.

3.4.3

Batch Normalization

The most used layer type in this neural network is referred to as batch normalization. These
layers remove the mean and set the variance to almost 1 along the feature axis (last axis in
the CNN). This normalization reduces the amount of learning the neural network must do by
reducing the amount the actvations from each layer shift during each training step. During
the training of a neural network, the process of changing the weights of each layer changes the
distribution of the activations of each layer as discussed in [61]. An exaggerated example of this
happening within a simple multi-layer perceptron can be seen in Figure 19. The histograms
beneath each layer represent the distributions for that layer for a given forward pass of data
(legend of which series is which color is on the right). Note that this is based on hypothetical
distributions and exaggerated for the purpose of illustration.
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Figure 19: Activation shifts due to training
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As can be seen in this figure, the distributions shift significantly during training (again
exaggerated here for illustrative purposes). This shifting in the distributions slows the training;
each time the first layer distribution shifts each of the consecutive layers must relearn from the
new activations of the first layer. This effect is repeated for each layer deeper into the neural
network, slowing the learning of the network. Batch normalization is a method of whitening
the inputs [61] which has been long known to reduce training time [62] and help generalize the
learning.
The effect of this normalization can be seen in Figure 20. The plot on the left contains histograms of the trading price of two cryptocurrencies, BTC (bitcoin) (yellow histogram) and ETH
(ether) (blue histogram) during the calendar year 2021. The plot on the right contains the same
two histograms normalized. As can be seen from this example, normalizing the distributions
centers them and reduces the variance.
·104

ETH and BTC histograms

Normalized ETH and BTC histograms
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Figure 20: Example of Non-Normalized versus Normalized data
The equation used for this batch normalization can be seen in Equation 2.
x i − µB
BNγ,β (xi ) = γ q
+β
2 +
σB

(2)

2 are the mean and variance of the batch of data input into the neural
where µB and σB

network. β and γ are learned parameters used to shift the normalized data. xi is the vector of
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data to be normalized (in the case of the first layer, this is a single EEG epoch of data).  is a
small constant, in this case 0.001.
As mentioned in [63], much of the literature uses a batch size of 64. As much more data
is available, larger batch sizes such as 128 or even 256 are used as in [64]. In cases with small
amounts of data, as in this study, a smaller batch size is better. This is not ideal for batch
normalization which was designed for a batch size of 64. A method of dealing with this was
proposed by Yong et al. in [63] using a concept they refer to as momentum to scale the noise
added by batch normalization [63].
In this study the variation in batch normalization proposed in [63] was used. By adding what
Yong et al. refers to as momentum to the batch normalization layers the batch size becomes
less of an issue. In this study a batch size of 64 was used so the default value of 0.9 momentum
was used.

3.5
3.5.1

Augmented Grad-CAM
Parameters

For the analysis of the neural networks, 100 augmentations of each EEG epoch were made using
uniform random initializations for the rotation and both horizontal (time axis) and vertical
(channel axis). The uniform initializations were set to the limits shown in Table 2:

Table 2: Augmentation Random initializer limits
Variable
Angle [radians]
Horizontal shift [samples]
Vertical shift [channels]

Min limit
-1
-1280
-23

Max Limit
1
1280
23
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For details on how these numbers operate on an EEG epoch, refer to Section 3.1.6 .
When rotating the EEG epochs to create the augmented versions to feed through the neural
network any EEG samples that were rotated outside the EEG epoch of data were removed.
Similarly, when shifted, rather than wrapping around the EEG samples, the samples that fell
outside the EEG epoch boundaries were removed and the new values shifted in were set to the
value of the closest EEG sample.
3.5.2

8

Training Procedure

To train the AGrad-CAM, the loss function in equation 3 was minimized using the adam optimizer. After experimentation it was found using a reducing learning rate was the best way to
optimize the process. The learning rate was set to 0.01 initially. Gradient descent was run over
250 epochs. The learning rate was reduced to 0.001 and gradient descent was run over 100 more
epochs. Finally the learning rate was reduced to 0.0001 and gradient descent was run 50 more
times. The heatmap resulting from this optimization was considered the final heatmap.
3.5.3

Evaluation

For evaluating the high resolution output of the AGrad-CAM the heatmap was overlaid on
the EEG epoch with a low amount of transparency to allow the EEG epoch to show through.
The heatmaps were normalized before being drawn to insure all heatmaps had the same scale.
Each heatmap for each EEG epoch was normalized independently as they were all generated
independently.

3.6

Evaluation Process

As asserted in previous works, convolutional neural networks have the greatest level of abstraction at the output of the final layer of convolution [49], [48]. This characteristic was leveraged to
develop a method of understanding CNNs known as Gradient Class Activation Mapping (GradCAM) [32]. This method uses the gradient of the output with respect to the chosen convolution
layer to produce a localized map. This map is typically converted to a heatmap and can be
8

It would likely have been better to wrap around for the shifting operation rather than using the nearest
operation.
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overlaid on a down-sampled version of the original image to indicate which portions of the image
have the most impact on the network classifying the image.
Grad-CAM was improved upon in [17] which proposed a method called Augmented GradCAM (AGrad-CAM) which feeds augmented versions of the same image into the neural network
and applies Grad-CAM on the last convolution layer for each augmentation of the image. These
augmented CAMs are then used to produce a higher resolution heatmap by assuming the augmented heatmaps are all down-sampled versions of a high-resolution augmented heatmap. Thus,
by optimizing a loss function, a higher resolution heatmap can be approximated. The loss function proposed by [17] is given by equation 3:
L

X
µ
1X
kDAl h − gl k22 + λ (|∂x h(i, j)| + |∂y h(i, j)|) + khk22
min
h 2
2
l=1

(3)

i,j

where h is the high resolution CAM, gl are the CAMs generated by augmenting the image
and applying Grad-CAM to the neural network, and DAl h is the augmented down-sampled
version of ideal high resolution heatmap.
By solving this loss function, an approximation of the higher resolution CAM is generated.
This higher resolution heat map can be overlaid on the original high resolution data set (epoch
in this case) giving more information about what the neural network is using to classify the
image.
This method will be used in this study to overlay heatmaps on EEG epochs in an attempt
to determine which features within the EEG data the neural network is using to classify the
EEG epoch. An example of this type of figure can be seen in figure 21. The title of the figure
indicates the epoch number within the data set used as well as the neural network classification
and real classification.
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Figure 21: Example of EEG with heatmap overlaid on top of raw EEG epoch data. Color bar
legend: 1 (red) indicates highest impact 0 (blue) indicates least impact.
Figures such as Figure 21 were used to determine which features within the EEG epochs are
most important to the neural network in classifying the EEG epoch as preictal. This method
of examining features within EEG epochs will be used to determine whether there are common
features across patients with similar types of epilepsy on the data provided by the University
of Rchester. This cannot be done on the CHB-MIT data set as this data set does not specify
the type of epilepsy and seizure activity the patient exhibits. However, it may be possible, by
evaluating the distribution of seizure activity across channels, to correlate the heatmap values
across those channels, e.g., if the seizure activity appears to be focal or generalized. This will
be evaluated in future work.

3.7

Differences between GPU and CPU processing

There are a few significant differences between training a neural network on a CPU versus on a
GPU. While training on the GPU is quite attractive as it reults in a significant reduction in the
time required for training a neural network there are a few drawbacks that are specifically related
Page 41 of 76

A. Allard Thesis Spring 2022

to recurrent layer types such as LSTM and GRU. The CUDA compatible version of these layers
are not the same as representative CPU versions nor are they as configurable. Note: CUDA®
- Compute Unified Device Architecture - is a parallel computing platform and programming
model developed by NVIDIA for general computing on graphical processing units (GPUs) (
https://developer.nvidia.com/cuda-zone, 19 April 2022 ).
Furthermore, within an Nvidia GPU there are two types of cores used - CUDA cores and
tensor cores. CUDA cores do a single flop ( floating point operation ) operation per GPU clock
cycle while tensor cores perform a single matrix operation per GPU clock cycle. The difference
was not fully explored in this study. It is known that tensor cores are substantially faster than
CUDA cores. It is not known if this has any affect on overall model accuracy during evaluation.
The GPU used for training was an Nvida V-100 which contains both CUDA and tensor cores.

3.7.1

Weight Differences

For this project, two GPUs (Nvidia Tesla-V100) were used for training the neural network on
a headless server. To evaluate the neural network performance, a separate computer without a
GPU was used. This meant that the training and augmenting were done on one machine with a
GPU and the actual evaluation of the performance was done on a different CPU based machine.
This was initially thought to be suitable because the same weights and biases for each of the
NNs were used. However it was found that the receiver operating characteristic (ROC) area
under the curve computed on the GPU based machine was 0.41 and the ROC area under the
curve computed on the CPU based machine was only 0.33.
Upon reviewing the documentation and issue log for Keras, the deep learning API written
in Python that runs on top of the machine learning platform TensorFlow, that this was likely
due to how weight files are loaded into an LSTM on a CPU compared to a GPU as discussed
in [65]. A GPU based LSTM runs in Nvidia’s specific cuDNN (CUDA® Deep Neural Network
library)implementation. Nvidia has twice the number of weights as a generic LSTM which means
when a neural network is trained on a GPU then loaded into a CPU version of an LSTM half of
the weights are selectively dropped. This probably explains why the neural network performed
so differently on the CPU during validation compared to the GPU during training.
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Table 3: Patients chosen for this study
CHB-MIT Number
1
3
7
21

3.7.2

Gender
Female
Female
Female
Female

Age
11
14
14.5
13

Number of Seizures
7
7
3
4

Total Seizure time
442
402
325
199

LSTM limitations

When training on a GPU using the CUDA libraries, an LSTM has certain limitations. For
example, the activation function and recurrent activation function are fixed within the CUDA
libraries. This means that, if a different type of activation is desired, a non-GPU LSTM will
be generated. This means the LSTM will train on the CPU. This slows down the training of
the LSTM but as well as the entire network, more so than if the network was trained on just
the CPU in many cases. This is because the rest of the neural network is trained on the GPU
while the LSTM is training on the CPU. This means there are substantial amounts of data being
passed between the CPU and GPU at every training step.
To train a neural network with a non-CUDA compatible LSTM or GRU (Gated recurrent
unit)it is typically better to mask the GPU from the CUDA libraries (forcing CPU training).
This eliminates the need to pass data between the CPU and GPU during training. While this
will be substantially slower than training a CUDA compatible LSTM or GRU neural network
on a GPU, it will be faster than training a non-CUDA compatible LSTM or GRU on a CPU
while other layer types in the neural network are trained on the GPU.

4

Results

4.1
4.1.1

Training and Validation data
CHB-MIT

The four patients with contiguous EEG data that were the closest in age from the CHB-MIT
dataset [19], [20]were chosen for this study. The CHB-MIT patient number and other information
about each patient can be seen in Table 3.
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For each of these patients, most of the preictal and ictal data was used to train the neural
networks. The EDF (European Data Format) files containing no preictal or ictal data were left
out of the training. For augmenting, only 6 files with preictal data were processed. The files
used for training, validation and augmenting can be seen in table 4 There is overlap between
the training and validation data. This is due to an overfitting issue while training. The neural
network performed well on the training data set and poorly on unseen data. To analyze the
neural network some of the training data was used to insure the neural network performed in
an acceptable fashion on the analysis data.
Table 4: Patients from CHB-MIT and data files processed
CHB-MIT Num
1
3
7
21

4.1.2

Train Start File
0
0
0
0

Num Train Files
22
12
all
all

Aug Start File
0
30
10
16

Num Aug Files
6
6
6
6

UR

No health, age, or other information was revealed in the UR data so only the data used along
with the patient number table is provided in Table 5.
Table 5: Patients from UR dataset and data files processed
UR Num
1
6

4.2

Train Start File
0
0

Num Train Files
all
all

Aug Start File
2
2

Num Aug Files
1
1

Neural Network Fit

For each of the patient specific neural networks, once trained, the network was evaluated on
the same data that AGrad-CAM was performed on. Each of the networks made classification
predictions about each EEG epoch in the test data set. Plots of the predictions versus the actual
label for each EEG epoch can be seen in Figure 22-Figure 25.
Each of these figures also contains the Receiver Operating Characteristic (ROC) curve generated from the data in the corresponding classification probability plot to the left. (Note the
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legend for both plots is on the far right). The yellow regions in the figure indicate preictal data.
The small green slices mark seizures within the EEG data. Each of the blue points represents a
prediction the neural network made for an EEG epoch. The ROC curve is generated by setting
a binary threshold for all the predictions made by a classifier, in this case the neural network,
and then evaluating the true positive rate (TPR) and false positive rate (FPR) for the samples.
The threshold is then changed to another level and the rate recalculated. The curve generated
by varying this threshold and plotting the TPR and FPR generates the ROC curve. The area
under the ROC curve is an indication of how well a classifier performs. The larger area the
better a classifier does in general. For Figure 22 to Figure 27 the scikit-learn python package
[66] was used.
As discussed in section 3.3.2 the data was processed in terms of files rather than in terms
of time or samples. Thus, patients 1, 3, 21 from CHB-MIT each have an evaluation set of 6
hours of almost continuous EEG data. There is a small amount of time (usually around 20
seconds) missing between files. Patient 7 from CHB-MIT has a similar length of data plotted
but the plotted data is a subset of evaluation data. The evaluation data that was not plotted
was non-preictal and removing it did not change the area under the ROC curve significantly.
The data sets that the neural network was evaluated on for the two UR patients were obtained
from single continuous files of 24 hour duration.

4.2.1

CHB-MIT
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Figure 22: NN predictions and ROC for patient 1

Figure 23: NN predictions and ROC for patient 3
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Figure 24: NN predictions and ROC for patient 7

Figure 25: NN predictions and ROC for patient 21
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4.2.2

UR
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Figure 26: NN predictions and ROC for patient 1 in the UR data set

Figure 27: NN predictions and ROC for patient 6 in the UR data set
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4.3

AGrad-CAM

AGrad-CAM was performed on each of the EEG epochs in the analysis data set. For each
EEG epoch 100 randomly augmented versions of the EEG epoch were processed by the neural
network and Grad-CAM performed. These 100 smaller CAMs were then used to solve the
augmentation optimization problem equation 3 using tensorflow gradient descent. An example
of the resulting heatmap was overlaid on the corresponding EEG epoch for patient 3 can be seen
in Figure 28. The heatmap values are normalized to between 0 and 1 (0 meaning no impact
on the classification and 1 meaning the most impact on the classification). Each heatmap is
normalized independently of the rest.
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Figure 28: Patient 3 example of AGrad-CAM result
4.3.1

CHB-MIT

AGrad-CAM was performed on over 4000 EEG epochs for each patient. Exhaustively searching
each AGrad-CAM heatmap on each EEG epoch for common features would be an extremely
time consuming task. If there were common features they would likely be seen on the same
channel or channels repeatedly. Thus the channel containing the highest value in each of the
AGrad-CAM arrays was found. To investigate any differences between preictal and non-preictal
EEG epochs AGrad-CAMs were separated into preictal and non-preictal. The normalized distributions generated from the frequency of each channel that contained the largest value in an
AGrad-CAM array are plotted in Figure 29 for all four CHB-MIT patients that were studied.
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(a) Patient 1

(b) Patient 3

(c) Patient 7

(d) Patient 21

Figure 29: Probability of having the highest activation for each channel for both preictal and
non-preictal
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This was repeated for the time axis of the AGrad-CAM arrays to detect where in time the
largest AGrad-CAM points were frequently located. The normalized distributions of the time
point within the EEG epoch along the time axis where the maximum value occurs can be seen
in Figure 30.

(a) Patient 1

(b) Patient 3

(c) Patient 7

(d) Patient 21

Figure 30: Probability of having the highest activation for each channel for both preictal and
non-preictal

4.3.2

UR

The same procedures utilized to generate Figure 29 and Figure 30 were also applied to the results
of processing the UR data sets shown in Figure 31 and Figure 32
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(a) Patient 1

(b) Patient 6

Figure 31: Probability of having the highest activation for each channel for both preictal and
non-preictal for the UR patients

(a) Patient 1

(b) Patient 6

Figure 32: Probability of having the highest activation for each channel for both preictal and
non-preictal for the UR patients
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4.4
4.4.1

First Ictal EEG epochs
CHB-MIT

For each of the CHB-MIT patients the first EEG epoch of ictal seizure activity is plotted in
Figure 33

(a) Patient 1

(b) Patient 3

(c) Patient 7

(d) Patient 21

Figure 33: CHB-MIT first Ictal EEG Epoch for each patient

4.4.2

UR

Similarly the first EEG epoch with ictal seizure activity is shown in Figure 34
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(a) Patient 1

(b) Patient 6

Figure 34: UR first Ictal EEG Epoch for each patient

4.5

Representative AGrad-CAM results

Figure 35 includes representative AGrad-CAM results overlaid on the corresponding EEG epochs
from CHB-MIT patient 1 that the neural net evaluated.
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(a) EEG epoch with AGrad-CAM for 1280 samples (b) EEG epoch with AGrad-CAM for 1280 samples
(5 seconds) of EEG data
(5 seconds) of EEG data

(c) EEG epoch with AGrad-CAM for 1280 samples (d) EEG epoch with AGrad-CAM for 1280 samples
(5 seconds) of EEG data
(5 seconds) of EEG data

Figure 35: Several AGrad-CAMs plotted over the corresponding EEG epochs patient 1 CHBMIT data set
Similarly Figure 36 has several AGrad-CAMs for UR patient 1.
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(a) EEG epoch with AGrad-CAM for 2560 samples (b) EEG epoch with AGrad-CAM for 2560 samples
(5 seconds) of EEG data
(5 seconds) of EEG data

(c) EEG epoch with AGrad-CAM for 2560 samples (d) EEG epoch with AGrad-CAM for 2560 samples
(5 seconds) of EEG data
(5 seconds) of EEG data

Figure 36: Several AGrad-CAMs plotted over the corresponding EEG epochs patient 1 UR data
set
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5

Discussion

5.1

Intial ictal EEG epoch

In Figure 33 and Figure 34 the initial ictal EEG epoch is plotted. It is thought the probability
across channel histograms indicate which channels the seizure is starting on. Thus, the first
EEG epoch with ictal activity should show the ictal activity beginning on the channels most
leveraged by the neural network.

5.2

Augmented Grad-CAM results with respect to raw EEG epochs

During the evaluation process it was noted the AGrad-CAM did not highlight the ends of the
EEG epoch but was concentrated heavily in the center of the EEG epochs. This was first noted
in the time histograms. After further review, this artifact is thought to be caused by the rotation
process of augmenting EEG epochs. Further discussion of each of these topics follows.

5.2.1

Time histograms

In the histograms of the probability of the maximum from the AGrad-CAM being in a section of
time it can be seen the center of the EEG epoch is much more frequently highlighted than any
other time interval. This is thought to have stemmed from the shape of the EEG epochs. Each
EEG epoch data array has substantially more columns (time samples) than it has rows (EEG
channels). For the CHB-MIT data, each epoch was represented by a 23 row by 1280 column
array. For the UR data, each epoch was represented by a 22 row by 2560 column array. When
the EEG epoch is rotated about the center for augmentation as part of AGrad-CAM, the edges
near the corners of the arrays of the EEG epoch are removed or ”sheared off”.
This shearing of the corner edges means very few augmentations exist that have the ends
on them as rotating is performed before shifting in the augmentation process. The optimization
problem solved to find the high resolution Grad-CAM gets many more augmentations with the
center than with the edges of the EEG epoch. This is thought to skew the optimization to the
center of the EEG epoch. This is supported by the fact the UR time histograms are more tightly
centered compared to the CHB-MIT time histograms. The UR EEG epochs contain twice as

Page 59 of 76

A. Allard Thesis Spring 2022

many time points as the CHB-MIT EEG epochs due to the double sampling rate, i.e., the data
array is more rectangular.
The mostly central highlighting from patient 1 of the CHB-MIT data set can be seen in
Figure 35. Though some other sections of the EEG epoch are highlighted, the majority of
highlighting occurs in the center of the time axis.9 This central highlighting can be seen more
prominently for patient 1 of UR in Figure 36.

5.2.2

Augmenting process

The central highlighting is thought to result from the way AGrad-CAM augments images or,
in this case, EEG epochs. Augmentation first performs rotation on the EEG epoch then shifts
the EEG epoch data across time and channel. When rotating, the edges rotated outside the
boundaries are removed. In normal images the aspect ratio is typically close to one (typically
the pixel arrangement is such that the image has close to the same number of vertical versus
horizontal pixels). EEG epochs as used here are far more rectangular than images. A common
image aspect ratio is 16:9. The EEG epochs used in this work have aspect ratios of 1280:23 and
1280:11 for the CHB-MIT and UR data sets respectively. This means images rotated will have
much less of the image content sheared off by the rotation during augmentation compared to
EEG epochs. An example of this can be seen in Figure 37.

Figure 37: Aspect ratios of EEG epoch versus Image (not to scale)
The orange circles represent sections of the image and EEG epoch which will never be sheared
9

All the EEG in AGrad-CAMs have each EEG epoch scaled independently of the other channels. This was
done for visualization with the AGrad-CAM.
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off no matter how far each is rotated. Far more of the image content remains compared to the
EEG epoch. Thus, the percentage of the EEG epoch sheared off from a rotation is far more
than that of an image. Of course, this begs the question of the degree of rotation involved in
augmenting the EEG epoch data, given the very small ratio of rows to columns (23 to 1280 and
22 to 2560). If you consider the rotation and shifting as a means to obtain more information
to evaluate in terms of individual data points to points in some region around them, given the
spacing of the actual EEG electrodes, shifting more than one channel away might be providing
additional information that is not representative of the actual signal relationship that the the
neural network is trying to learn. This is definitely an aspect to study in future work and to
take into consideration when processing higher spatial density EEG recording.
Furthermore, images tend to focus content of interest toward the middle of the image. EEG
epochs do not focus data of interest into the center. Rather EEG epochs are sections of a larger
EEG across time. This means during augmentation the probability of shearing off content of
interest for images is much lower than that of an EEG epoch.

5.3

Neural network performance

In most neural network performance evaluations, the data used for evaluation is not part of the
training data set. The goal of this project was not to evaluate neural networks at classifying
precital data. The goal of this study was to determine what the neural network learned from
the training data. Thus, for all patients tested, except patient 3 of the CHB-MIT dataset, the
evaluation data was a subset of the training data. Patient 3 from CHB-MIT was evaluated with
non-training data to see if the performance of the neural network was similar to that found by
[16].
For the CHB-MIT patients the neural network achieved an ROC area over 80% except patient
21. The neural network for patient 21 performed rather poorly by comparison only achieving
an ROC of 64%. It is unknown why this particular neural network failed to perform as well as
the others.
The two patients from the UR data set performed even better than most of the CHB-MIT
patients with respect to the ROC area. UR patient 1 achieved an ROC area of 89% and patient
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6 achieved an area of 92%. This difference between CHB-MIT and UR neural network may be
from differences between the two data sets or in the amount of data evaluated.

5.4

Channel correlation

EEG is by its nature spatially correlated. This means certain channels will show a stronger correlation to others. Furthermore, certain channels may contain redundant information contained
in other channels. This was shown in [16] at the end when the explored neural networks trained
on fewer channels. This issue was not explored in this study as it was beyond the scope of the
project definition. Further discussion including some potential paths forward are discussed in
section 7.4.

5.5

Issues encountered

Some of the issues encountered during this project were overfitting in the neural network, differences in CPU and GPU neural network computation, and limitations in the CuDNN LSTM.
Each of these issues are discussed in the following sections.

5.5.1

Data Parsing issue

During the development of the scripts for loading the data and marking preictal sections, a small
indexing issue was missed during debugging. It was found after the neural networks had been
trained and evaluated that the loading scripts’ indexing was off by one file. This means the
data was labeled one file off from where it should be labeled. For the CHB-MIT patients this
meant the seizures were being marked one file (one hour for most patients as most files are one
hour) later than they should have been. This bug was found and patched before the UR data
was used. Once the bug was patched the neural networks were retrained on the data (this time
correctly marking the seizures) and reevaluated using AGrad-CAM.
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5.5.2

Overfitting

A reoccurring problem was overfitting10 during training of the neural network. The neural
network would overfit the training data and perform poorly on the evaluation data. It is believed
this stemmed from the method used to evaluate the NN. If all the EEG records for a given patient
could have been loaded into memory during evaluation the proper method of utilizing 80% of
randomly selected data from each class could have been used for training. This would have given
the neural network a chance to view preictal data from each preictal segment of the EEG data.
It is believed this is what was done in [16] to achieve the 99% sensitivity.
This issue was likely partially caused by the previously mentioned parsing issue mentioned
in section 5.5.2. After uncovering and resolving the indexing problem, the impact of this issue
was reduced significantly and came to be dependent more heavily on the number of epochs
run rather than every time the neural network trained. The parsing issue shifted the ictal and
preictal windows to the wrong location causing the neural network to learn to predict random
sections of EEG as preictal. This does demonstrate NNs are powerful tools and can learn to
label data very well even when the data is completely random.

5.6

Issues with the classification formulation

Much of the current research in seizure prediction formulates the problem as a general classification problem. This makes the use of neural networks quite attractive. As with any neural
network classification task, data is first separated into its respective classes then further subdivided into training and validation sets. When doing this, the NN usually trains on a randomly
selected majority from each of the sub-classes within the overall data set. The trouble with this
design for seizure prediction is it allows the neural network to preview sections of EEG from each
of the seizures within a data set. This means that during verification when the neural network
is being validated the neural network has seen samples of EEG from each of the preictal states
within the EEG. This allows the neural network to separate the EEG features from the noise
for all seizures within the data set. But it does not show how the neural network will perform
on preictal EEG that comes at a different time or different place. For example, seizures may
10

For definition of overfitting see section 1.5
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develop differently when a person is studying in a library rather than when at a concert.
This issue may not exist or at least to a lesser degree in intracranial EEG (iEEG). This
is because scalp EEG is subject to large amounts of noise in the presense of very small EEG
potentials. iEEG is not subject to nearly as much random noise and provides large voltages
obtained directly from the brain tissue as well as all external signals will be attenuated by the
scalp and skull. Noise sources due to proximity to wall power outlets will add substantially more
noise to EEG than iEEG.

6

Conclusions

This study did not yield any obvious common features across patients or even between seizures
from the same patient. After reviewing many AGrad-CAM images overlaid on the EEG signals,
no notable EEG feature or features were seen consistently highlighted. The channel histograms
indicate that there are certain channels the CNN focuses on more than others. This is especially
true for patients with a higher ROC (patient 1 from CHB-MIT for example in Figure 22 and
Figure 29a). This is not particularly surprising as epileptic seizure presentation is very patient
specific and very much subject to the overall environment and status of an individual. While
the presence of seizure activity is relatively straightforward to detect from an EEG study, the
actual evolution across time and region of the brain can be a very complex process.
AGrad-CAM as originally designed by [17] did not highlight features within EEG epochs as
originally postulated. Most of the highlighted sections were in the middle of the EEG epochs
rather than dispersed over time in different EEG epochs. Certain channels within the EEG
epochs were selected by AGrad-CAM as being more heavily used by the neural network for
classifying an EEG epoch as being preictal or non-preictal. More experimentation is required to
extract more information about the actual features. Potential experiments to address this are
proposed in section 7.
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7

Future Work

This dissertation is only a foundation for further exploration into the fields of seizure prediction
and understandable neural networks. Both have been explored and many papers have been
written on the topics but many do not release the source code used for future investigators.
This makes further work difficult as another investigator must start from a simple description
and recreate the findings of the original author. All source code and a complete source history
for this project can be found at [51]. Unfortunately, due to data sharing agreements the UR
data cannot be provided with the scripts. The CHB-MIT data set is freely available online and
other EEG collections exist, such as [67]. The followiing are some proposed areas of exploration
for continued work.

7.1

Preictal window

The preictal window was defined for this work as a simple one hour window before the seizure
occurred. This was an arbitrarily chosen time window, though common in the literature. There
are methods for selecting a patient specific preictal window as discussed in [68] and [69]. Applying
these methods could allow the neural network to better fit the data. A better fit of the data
would mean the CNN has better identified the patient specific features within the EEG.

7.2

Overfitting

A reoccurring issue during this research was neural networks over-fitting the data given to them
as described in Section 5.5.2. If the over-fitting could be eliminated or reduced, running AGradCAM on that neural network would likely give more informative results.

7.2.1

More Data Augmentation

In [70] several methods for augmenting image based data are proposed. The augmentations
proposed are similar to those used for AGrad-CAM. Augmenting the EEG epochs using these
methods would substantially increase the amount of data to train the neural network on. This
would likely reduce the issue of over-fitting seen in this work.
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7.3

AGrad-CAM parameters

In the process of AGrad-CAM the two parameters µ and λ were set to values similar in magnitude
to those used in [17]. Further research should be done in this area to explore more ideal values
for µ and λ. Before this is done the issue of rotation within the augmentation process should be
explored first.

7.4

Channel Correlation

EEG channels are highly correlated by the nature of how they are collected from the scalp. This,
coupled with the fact certain EEG channels may contain redundant or non-useful information
as found in [16] means some channels could be dropped from the analysis and evaluation data.
This would reduce the training and evaluation time. This would further confound the rotational
issue seen in the AGrad-CAM processing though.
Once the channels with high correlation and/or redundant channels are removed from the
data, the order of the channels could be sorted in order of correlation. This would insure highly
correlated channels are next to each other during the training and evaluation of the neural
network. This would also make the EEG data more like an image in that the rows of data would
be highly correlated.

7.4.1

Testing channel correlation

A few methods to determine which channels are more highly correlated could be tested. PCA
or ICA could be used to determine the correlation between channels. This could then be used
to rearrange the channels to put more highly correlated channels adjacent to one another in the
EEG epochs. Analyzing the data in the ICA or PCA domain would also allow for de-noising of
the data by artifact removal as seen in [6].
Another method for finding correlation within EEG epochs would be the use of Peano curve
analysis. This analysis technique attempts to convert an image from a two dimensional array
to a single dimension line. This process would align portions of the EEG epoch in a single line
such that adjacent points would be highly correlated. This would arrange the data so the neural
network would be operating on higher correlated data.
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An alternative to methods not requiring neural networks at all would be to apply ICA and
or PCA to the ictal EEG epochs and take the largest components. Then look for the same
components in the preictal EEG epochs at a lesser degree. This may show certain features
within the preictal EEG which are similar to ictal features.

7.4.2

Montage correlation

For certain data sets such as CHB-MIT[19] [20], the montage used to collect the data will change
the correlation between channels. In the case of CHB-MIT, the montage calculates a differential
between channels in the analog domain. This makes finding the individual channel values at
instances in time impossible. For other data sets, such as the UR data set, all EEG channels
are referenced to a central point. This means the montage can be changed by simply taking
differentials between channels. For data sets similar to the UR where the montage differential can
be calculated as part of the processing before training, the option of creating custom montages
looking for better correlations is a potential area for further research. This requires specific EEG
data formats.

7.5

De-noising Algorithm

Many efforts in the study of seizure prediction de-noise the EEG data. Some use ICA or PCA.
In [6], a variation of K-Means clustering was used to isolate noise. Other studies have used
simple frequency analysis to remove noise such as line frequency. Applying such an algorithm
to the CHB-MIT database may give the neural network a better chance of learning the specific
features within the EEG related to the preictal state.

7.6

CUDA LSTM comparison

The differences between the CUDA LSTM and a regular LSTM are briefly discussed in Section
3.7. It would be useful to characterize these differences further to explore whether it is worthwhile
to train exclusively on a CPU to insure the LSTM is more flexible or if the limitations of the
CUDA compatible LSTM are acceptable.
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7.7

Further Understandability

As with any new proposal in science, it is important to verify a theory. It would be useful to
explore the following methods and determine if they agree with the results obtained in this study.
This contradicting or corroborating evidence would help shed more light into the understanding
of what a neural network learns and what EEG features are warnings of impending ictal activity.

7.7.1

Transposed CNN Understanding

Zeiler et al. proposed using transposed convolutional neural networks (T-CNN) (sometimes
called deconvolutional neural networks) to understand approximations of the features a CNN
learns in [31]. To do so, the weights of the CNN are loaded into the T-CNN and the output of
the CNN is fed into the T-CNN. Next, certain weights are set to 0 allowing only a shadow of
a feature to be drawn at the output of the T-CNN. This method could be used to confirm or
contradict the results found in this dissertation.

7.7.2

EEG generator Features

In an effort to obtain more data for training, Rasheed et al. proposed using a Generative Adversarial Network (GAN) in [23] to generate EEG data. If a conditional GAN could be designed
and trained to produce artificial EEG corresponding the four EEG ictal states (ictal, pre-ictal,
post-ictal, inter-ictal), this could be used to train better seizure prediction NNs. Furthermore,
the generative portion of the GAN will have to learn sets of features corresponding to the different types of ictal states. This could be leveraged similar to how T-CNN was used in [31] to
understand what features within EEG are specific to the different ictal stages. Given the differences between seizures in patients, it is likely that a patient specific GAN would learn patient
specific features.
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