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La tesis titulada  “Diseño y desarrollo de un sistema para automatizar el diagnóstico de 
narcolepsia tipo II mediante redes neuronales artificiales usando el registro 
polisomnográfico en un instituto del sueño”, tiene como objetivo principal diseñar y 
desarrollar un sistema para apoyar al diagnóstico de la narcolepsia tipo II mediante redes 
neuronales aplicado a las señales electroencefalográficas (EEG) con la finalidad de brindar 
un soporte tecnológico y automatizado para la evaluación de pacientes neurológicos. 
 
Las muestras utilizadas fueron provenientes de la Clínica San Felipe, del Área de 
Neurociencias, con un total de 10 pacientes controles y 7 pacientes con narcolepsia tipo II.  
 
Se utilizó el estándar de la Academia Americana de la Medicina del Sueño (AASM) 
para obtener épocas de treinta segundos en los canales F3A2, F4A1, C3A2, C4A1, O1A2 y 
O2A1. Se implementó algoritmos para analizar las señales EEG en dominios de frecuencia 
y tiempo – frecuencia a través de la Transformada de Fourier y la Transformada Wavelet 
respectivamente, para su posterior automatización con el perceptrón multicapa (MLP). 
 
Entre las conclusiones se encontró patrones característicos entre cada estadío del 
sueño (WAKE, REM, N3, N2, N1), se observó un menor ancho de banda en los husos del 
sueño y el doble de dinamismo en el ciclo del sueño en los pacientes con narcolepsia tipo 
II, el sistema presenta una exactitud, precisión y similitud mayor al 83%.  
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La presente investigación se refiere al tema de automatizar el diagnóstico de la narcolepsia 
tipo II, que se puede definir como un trastorno neurológico del sueño. O episodios cortos 
de sueño de manera esporádica y a cualquier hora del día. La causa principal de esta 
investigación, se produce porque este trastorno suele confundirse con otras enfermedades, 
cuando se presenta en fase inicial. Para analizar esta problemática es necesario mencionar 
sus causas. Una de ellas son los pocos centros con tecnología especializada para realizar 
su evaluación y correcto diagnóstico, el uso de técnicas tradicionales con procedimientos 
manuales y la poca incidencia de pacientes con narcolepsia tipo II. 
 
 El desarrollo de esta investigación tiene como motivación académica, comprender 
el comportamiento de las señales electroencefalográficas en un trastorno específico del 
sueño, como es la narcolepsia tipo II.  Por otra parte, se enfoca a la contribución tecnológica 
al sector salud a través de un sistema que brinde las herramientas necesarias para obtener 
un diagnóstico más exacto. 
 
 Para el desarrollo del sistema, se empleó 17 registros polisomnográficos 
provenientes de la Clínica San Felipe, del Área de Neurociencias, de los cuales 10 son de 
pacientes controles y 7 de pacientes con narcolepsia tipo II. En la metodología empleada 
se utilizó algoritmos en el dominio de la frecuencia y de tiempo – frecuencia, como la 
Transformada Rápida de Fourier y la Transformada Wavelet respectivamente, además de 






 El sistema tiene como finalidad dar un soporte tecnológico y automatizado para la 
evaluación de pacientes con narcolepsia tipo II a través de una interface gráfica de usuario 
la cual permita visualizar gráficas, resultados y recomendaciones de patrones 
característicos. 
 
En los aspectos generales se inicia con la definición del problema, abordando los 
objetivos específicos y objetivo general, los alcances y limitaciones para finalmente 
presentar la justificación.  
 
Para el marco teórico se presenta los antecedentes, diseño metodológico y el marco 
teórico, describiendo de manera teórica los conceptos generales para comprender de 
manera adecuada la presente tesis.  
 
En el desarrollo de la solución se presenta la metodología propuesta, se analiza las 
señales electroencefalográficas, permitiendo diferenciar los patrones característicos 
utilizando diversos modelos matemáticos.    
  
Finalmente en el último capítulo se muestran los resultados obtenidos, el análisis 








PLANTEAMIENTO DEL PROBLEMA 
 
Como primer capítulo se aborda los temas relacionados al planteamiento del problema. 
Entre ellos se encuentra la definición del problema, objetivos, alcances, limitaciones y 
justificación. 
 
1.1. Descripción del problema  
 
A nivel nacional alrededor de 0.05% de la población padece de narcolepsia entre 
narcolepsia tipo I y tipo II (1 por cada 2000 personas) (Hypnos Instituto del Sueño, 2018). 
Este trastorno neurológico del sueño suele ser complicado de diagnosticar y controlar 
(sobre todo en una etapa avanzada del mismo), afecta drásticamente la calidad de vida.  
 
En la actualidad no existe cura para este trastorno, sin embargo, los tratamientos 
empleados para controlar la narcolepsia como, medicación de fármacos y buena higiene 
del sueño, permiten mejorar el estilo de vida de los pacientes (Hypnos Instituto del Sueño, 
2018). Según estudios recientes aún se desconoce la causa principal de la narcolepsia, 
pero se ha comprobado que presentar niveles bajos de hipocretina en el líquido 
cefalorraquídeo aumenta drásticamente las probabilidades de padecerlo (Instituto de 
Investigaciones del Sueño, 2018).  
 
Se ha descrito dos tipos de narcolepsia (narcolepsia tipo I y narcolepsia tipo II) el 
factor determinante para esta clasificación es la cataplejía, la cual se presenta solo en la 





sueño durante el estado de vigilia son los síntomas más comunes que acompañan a la 
narcolepsia en general. Hasta la fecha el diagnóstico de narcolepsia se basa en técnicas 
como la Polisomnografía (PSG), estudios genéticos (HLA DR B1*1501, DQB1*0602, 
DQA1*0102), prueba de test latencias múltiples (TLMs) y procedimientos invasivos (niveles 
de hipocretina en el líquido cefalorraquídeo), siendo la PSG y TLMs técnicas utilizadas a 
nivel nacional (Instituto Peruano de Neurociencias, 2017) (Rosales, 2010).  
 
Por lo mencionado anteriormente, existen 4 protocolos médicos clínicamente 
utilizados para el diagnóstico de narcolepsia, las cuales han sufrido pocas modificaciones 
y/o mejoras desde su uso inicial, por lo tanto es válido preguntarse. ¿Cuán eficiente sería 
desarrollar un sistema basado en redes neuronales artificiales que brinde un soporte 
tecnológico y automatizado al médico especialista en el diagnóstico de narcolepsia tipo II 
aplicado al registro polisomnográfico?   
 
1.2. Definición de los objetivos 
 
1.2.1. Objetivo general 
 
El objetivo general del presente trabajo de tesis es diseñar y desarrollar un sistema para 
diagnosticar la narcolepsia tipo II mediante redes neuronales artificiales aplicado a las 
señales electroencefalográficas de los registros polisomnográficos con la finalidad de dar 
un soporte tecnológico y automatizado para la evaluación de pacientes neurológicos. 
 
1.2.2. Objetivos específicos 
 
Acondicionar las señales electroencefalográficas (EEG) provenientes del registro 





mediante el cambio de formato con el propósito de obtener la data objetiva de pacientes 
con narcolepsia tipo II y pacientes controles para un posterior pre-procesamiento de las 
señales. 
 
Aplicar el estándar de la Academia Americana de la Medicina del Sueño (AASM) en el pre-
procesamiento de las señales, para evaluar sus transformadas en el dominio de la 
frecuencia y tiempo-frecuencia. 
 
Extraer características del pre-procesamiento en el dominio de frecuencia y tiempo – 
frecuencia,  con la finalidad de implementar redes neuronales artificiales para clasificar los 
estadios de sueño (W, N1, N2, N3, REM).  
 
Desarrollar y validar los resultados del clasificador de redes neuronales artificiales basado 
en el entrenamiento iterativo de las señales EEG utilizando data de nuevos pacientes e 
indicadores de evaluación. 
 
Diseñar y desarrollar una interface de usuario la cual permita visualizar gráficas, resultados 
y recomendaciones de patrones característicos en pacientes con narcolepsia tipo II y 
pacientes controles a través de la guide de Matlab. 
 




Diseño y desarrollo de un sistema que permite brindar soporte tecnológico al especialista 






 Permite visualizar las señales EEG (canales F3A2, F4A1, C3A2, C4A1, O1A2, 
O2A1) en dominio de tiempo y frecuencia, mediante una interface intuitiva y amigable, de 
igual manera se puede observar el hipnograma del sujeto de estudio. 
 
 Es un sistema automatizado, permitiendo reducir de manera significativa el tiempo 
utilizado para la separación de estadíos del sueño de manera tradicional con una precisión, 




Debido a que existen diversos trastornos neurológicos del sueño, este sistema propuesto 
no puede diferenciar la narcolepsia tipo II frente a otros trastornos con síntomas similares, 
es por este motivo que el uso de este sistema va junto a la experiencia de un médico 
especialista. 
 
 La data a utilizar debe ser adquirida de manera adecuada, siguiendo los protocolos 
correspondientes para un estudio de Polisomnografía y a la lectura del formato .EDF. 
 
 Se ha utilizado un número limitado de data adquirida en pacientes con narcolpesia 
tipo II, cabe mencionar que biológicamente no es una cantidad suficiente para hacer una 
evaluación totalmente automatizada.  
 
1.4.  Justificación 
 
Presenta una justificación de salud pública debido a las consecuencias que puede 
desencadenar la no detección temprana de narcolepsia en pacientes con aparentes 





aumentado progresivamente (Hypnos Instituto del Sueño, 2018). Este trastorno 
neurológico suele confundirse con otras enfermedades más comunes como el estrés 
debido a los síntomas que presenta, este es un motivo por lo que la gran mayoría de los 
sujetos a quienes se les diagnostica el trastorno suelen encontrarse en un estado 
considerable del mismo, lo que significa que necesitan la administración de medicamentos 
para el control del trastorno y así provocar un menor cambio en el estilo de vida, 
adicionalmente se considera que estos medicamentos pueden llegar a ser adictivos y/o 
disminuyen los efectos terapéuticos en los años posteriores (Kornum, 2017). 
 
También existe justificación económica y tecnológica que motiva al desarrollo del 
presente proyecto, ello debido a que los métodos actuales para diagnosticar este trastorno 
neurológico a nivel nacional han sufrido pocas modificaciones en las últimas décadas, es 
costoso, requiere personal muy especializado y presenta poca accesibilidad a la mayor 
parte de la población peruana. El diseño y desarrollo del presente proyecto se basa en el 
uso de tecnologías y herramientas modernas orientados a mejorar los métodos 
tradicionales con el objetivo de reducir las desventajas que presentan, el realizar un 
algoritmo automatizado en señales EEG permite reducir procesos y a su vez el costo del 
mismo, se reduce el número de especialistas involucrados y provocaría que esta tecnología 
sea utilizada en más clínicas y/u hospitales a nivel nacional (Akintomide, 2011).   
 
Por lo expuesto anteriormente, se menciona diferentes investigaciones utilizando 
diversos métodos dando hincapié a los resultados de los mismos y así comprender las 
herramientas que se utilizan en la actualidad. Debido al desarrollo de nuevos algoritmos y 
técnicas computacionales en 2016 Sara Mohammadi en Reino Unido, propuso un nuevo 
método para clasificar las señales EEG en los estados de sueño, utilizando máquinas de 
soporte vectorial y análisis espectral singular obteniendo una precisión de alrededor de 





se obtuvo la clasificación de cinco estados del sueño con un 86,7% de precisión (Michielli, 
2019). La clasificación o diferenciación de los estadios del sueño es crucial para este 
proyecto, por este motivo se menciona dos técnicas diferentes de aprendizaje 
automatizado donde presentan una precisión aceptable pero inferior al 90% lo cual significa 
que están factibles a mejoras para incrementar la precisión en la clasificación.  
 
En marzo del 2018 en Estonia, se realizó un nuevo método potencial a través del 
sistema endocrino para la detección de la narcolepsia utilizando biomarcadores, es un 
método novedoso, invasivo, presenta alta precisión y abre la posibilidad de diagnosticar 
otras enfermedades relacionadas (Sadam, 2018). No solo se realizan estudios 
relacionados al sistema nervioso, también al sistema endocrino, esto provoca algunas 
desventajas como la necesidad de utilizar procedimientos invasivos, lo cual no se enfoca 
este proyecto pero es oportuno para tener un panorama más amplio. 
 
En 2018, Stephansen B. et al, realizaron un método que puede reducir el tiempo 
empleado en el registro del sueño clínico así como la automatización para el diagnóstico de 
la narcolepsia tipo 1(T1N), inclusive usando estudios del sueño realizados desde casa, 
alcanzó 96% de especificidad y 91% de sensibilidad (Stephansen, 2018). En 2018, Zhang 
Z. et al, utilizaron la técnica de gradiente estocástica para obtener cientos de características 
mixtas imperceptibles para las personas se analizó la narcolepsia tipo I vs la narcolepsia 
tipo II, donde se presentó 99.4% de precisión, 99.3 de sensibilidad y 100% de especificidad 
(Zhang, 2018). Se comprueba y justifica la importancia de utilizar procesamiento de señales 
para clasificar las señales EEG en pacientes con narcolepsia tipo II, es por ello que se 
busca desarrollar un método que se ajuste a la realidad nacional y muestre resultados 












Como segundo capítulo se menciona los temas relacionados a los antecedentes, bases 
teóricas y definición de términos básicos. Las figuras y tablas mostradas en este y 
posteriores capítulos que no presenten fuente se reconocerá como elaboración propia del 




Con los antecedentes se busca conocer los métodos y/o técnicas que preceden al presente 
trabajo. En 2012 Luay Fraiwan, et all utilizó grabaciones polisomnográficas de dieciséis 
sujetos con la finalidad de dar un enfoque innovador, eficiente y automatizado para la 
identificación de las etapas del sueño, utilizó el estándar AASM (Academia Americana de 
Medicina del Sueño) (Moser, 2009). De las tres técnicas de tiempo-frecuencia empleadas 
resaltó la Transformación de Wavelet Continua (CWT), el cual se describe como:  
𝐶𝑊𝑇(𝑎, 𝑏) =  ∫ 𝑠(𝑡)𝜓𝑎,𝑏(𝑡)𝑑𝑡 
 
Siendo 𝜓𝑎,𝑏(𝑡) es la dilatación y transformación de la wavelet madre definida como: 








Donde 𝜓(𝑡) es la wavelet madre, 𝑏 es el parámetro de desplazamiento de tiempo y 𝑎 
es el parámetro de escala. Así mismo se utilizó la siguiente función para cubrir todo el rango 









 Donde 𝑓𝑐 es la frecuencia central y 𝑇𝑠 el periodo de muestreo. Obteniendo una 
precisión de 83% en la clasificación de las fases del sueño (Fraiwan, 2012). 
 
Por otro lado se realizó una revisión de varias metodologías para la clasificación 
automática de las fases del sueño empleando señales polisomnográficas y redes 
neuronales artificiales debido a que es un sistema adaptativo adecuado para resolver 
problemas no lineales. La arquitectura básica para la aplicación de las redes neuronales 
artificiales se refleja en la siguiente ecuación, primer momento. 
𝑦 = 𝑤1,1𝑥1 + 𝑤1,2𝑥2 + ⋯ +  𝑤1,𝑛𝑥𝑛 + 𝑏 
 
Donde 𝑤1,1, 𝑤1,2, … , 𝑤1,𝑛 son los pesos, 𝑥1, 𝑥2, … , 𝑥𝑛 son las entradas y 𝑏 el bias. 
 
Tanto los pesos como el bias se ajustan después de realizar el entrenamiento, para 
ello la extracción de características es un punto crítico ya que de eso depende gran parte 
de la diferenciación entre los grupos a clasificar. El rendimiento de esta revisión el  cual 
consideró diversos autores oscilo entre el 70 - 97% (Ronzhina, 2012).   
 
Como se ha mencionado la extracción de características es un paso crítico para la 
clasificación adecuada tanto en las etapas de sueño como en la clasificación de la 
narcolepsia, en Canadá Tarek Lajnef, et all (2015) emplearon máquinas de soporte 
vectorial con características en el dominio del tiempo para la clasificación automática de 
las fases del sueño, entre las características estadísticas se encuentran las siguiente.  
 
Varianza (var), permite caracterizar la dispersión de la muestra o distribución, se 





















Raíz cuadrada media (RMS), es la raíz cuadrada de la media aritmética de los 






















 Todo esto contribuye a disminuir la dimensionalidad de las señales con valores que 
son diferenciables entre cada etapa. Como resultados se obtuvo un 94% de especificidad 
y 92% de precisión (Lajnef, 2015). 
 
Otro de los puntos importantes para una clasificación automatizada y adecuada es 





de Fudan en Shanghai Dihong Jiang, et all (2019) utilizaron diferentes indicadores de 
evaluación para identificar y comparar el rendimiento del método que propusieron para la 
clasificación de las fases del sueño, el cual se basa en la correlación entre las matrices de 
covarianza espacial entre las señales multicanal y sus correspondientes etapas del sueño, 




 ∑(𝑋𝑖 − µ̂)
𝑛
𝑖=1
(𝑋𝑖 − µ̂)𝑇 
 
Donde 𝑋1, 𝑋2, … , 𝑋𝑛 𝜖 𝑅
𝑑  es el vector de características, ?̂? representa como el primer 
momento 𝑋𝑖. 
 
Se empleó 61 registros PSG con el estándar AASM y los siguientes indicadores de 
evaluación: Sensibilidad (SE), precisión (PE), puntaje F1 (F1), exactitud (EX), puntuación 
F1 ponderada (PF1) y coeficiente Kappa de Cohen (Kappa).  










𝐹1 =  




𝐸𝑋 =  
𝑉𝑃 + 𝑉𝑁
𝑉𝑃 + 𝐹𝑃 + 𝑉𝑁 + 𝐹𝑁
 
 














Donde VP, VN, FP, FN representa el número de verdaderos positivos, verdaderos 
negativos, falsos positivos y falsos negativos respectivamente, 𝑊𝑖 𝑦 𝐹1𝑖 representa el peso 
y el valor de puntaje F1 (F1) respectivamente y Pe es la probabilidad hipotética.  
 
Con los indicadores de evaluación se estima la performance del proyecto y si en caso 
fuese necesario permite conocer cuando reajustar parámetros para incrementar los valores 
de los resultados y así justificar y asegurar una buena confiabilidad y eficiencia del sistema 
(Jiang, 2019). 
 
Entre otras investigaciones relacionadas, en 2008 Derong Liu y et all en China, 
realizaron un método de red neuronal para la detección de apnea del sueño obstructiva 
(OSA) y narcolepsia basado en el tamaño de la pupila y las señales EEG, la red neuronal 
presentó un 90% de precisión y diferenciación entre pacientes con narcolepsia y pacientes 
con apnea (Derong, 2008). En 2011 Alberto Raggi en Italia, analizó diferentes técnicas de 
procesamiento de información orientado a la narcolepsia, como resultado obtuvo que los 
potenciales relacionados con eventos presentan desventajas, como la baja resolución 
espacial y la dependencia de fluctuaciones de excitación, mientras que los potenciales 
evocados cognitivos presentaron una mayor precisión (Raggi, 2011). Progresivamente se 
utilizaron la combinación de técnicas para diferenciar diversos trastornos del sueño, entre 
ellos la narcolepsia, dando resultados óptimos pero no muy confiables debido a la 
metodología que utilizaban. 
 
En 2009 Ulises Jiménez en México, realizó el diagnóstico de la narcolepsia mediante 
una entrevista clínica, la técnica de polisomnografía (PSG) y un test de latencia múltiple 





al usar el TLMS junto a la técnica de PSG en un estado de sueño ligero (Jiménez, 2009). 
Para utilizar de manera adecuada las dos técnicas juntas, hacen falta los conocimientos de 
un médico especialista del tema para interpretar, analizar y realizar un adecuado 
diagnóstico. 
 




La narcolepsia, en la actualidad es considerada como una enfermedad rara, debido a la 
poca incidencia de personas que lo padecen (Chabas, 2003). Su causa y no total claridad 
del mismo ha sido motivo para numerosos trabajos de investigación. Sin embargo, el 
diagnóstico de la narcolepsia a nivel nacional aún se realiza por métodos tradicionales y 
poco actualizados hasta la fecha. A continuación se va a realizar un sistema para optimizar 
el diagnóstico de la narcolepsia utilizando como base uno de estos métodos tradicionales.  
 
2.2.1.1. Introducción histórica sobre la narcolepsia 
 
No hay informes que sugieran claramente la narcolepsia antes de la primera publicación 
de Westphal (1877). Westphal junto a Fisher (1878) descubrieron los primeros informes de 
narcolepsia en casos médicos alemanes, ambos autores notaron asociación entre 
episodios cortos de sueño y debilidad de movimiento muscular provocados al estímulo de 
alguna emoción (Todman, 2007). 
 
Hans Berger en 1929, informó diferencias fundamentales en registros 





En 1930 Van Economo, encontró evidencia de una alteración en el hipotálamo posterior y 
lo mencionó como causa probable de la narcolepsia (Todman, 2007). 
 
Daniels en 1934 escribió una revisión clásica de más de 100 pacientes con 
narcolepsia. Un año después se comenzó a utilizar la anfetamina para reducir los síntomas 
de la narcolepsia, reemplazando tratamientos invasivos como la extracción del líquido 
cefalorraquídeo e inyección intratecal de aire. En 1998 dos laboratorios independientes 
descubrieron un neurotransmisor peptídico que influye mucho en la narcolepsia, llamado 
hipocretina o también conocido como orexina. Dos años después, otros dos laboratorios 
confirmaron que el 90% de las personas con narcolepsia con cataplejía presentaron 
pérdida de las neuronas que producen la hipocretina (Nahra, 2013). 
 
2.2.1.2. Definición y características clínicas del sueño 
 
2.2.1.2.1. Sueño  
 
Según el Instituto del Sueño de España (con siglas IIS) se describe el sueño como una 
necesidad biológica y rutinaria que restablece las condiciones físicas y psicológicas para 
reaccionar adecuadamente en cualquier actividad del día a día (Instituto de Investigaciones 
del Sueño, 2019). Es por ello que la calidad del sueño tiene gran impacto en varios 
momentos del día.  
 
Sin embargo, no fue hace mucho que el sueño pasó a ser una rama de la medicina 
vinculándose a solucionar varios problemas clínicos aparentemente sin relación (Lee-
Chiong, 2008). De igual manera se consideraba que el sueño era un fenómeno pasivo en 
donde aparentemente no ocurría o se desarrollaba alguna actividad, lo cual se ha 





organismo como: Estimulación al sistema inmunitario, repara células dañadas, segrega 
hormonas, entre otros donde el sistema nervioso y endocrino juegan un papel muy 
importante (ResMed, 2019).  
 
Según la Organización Mundial del Sueño (con siglas OMS) el sueño es clasificado 
en dos fases: REM (rapid eye movement) se caracteriza por presentar movimientos rápidos 
de los ojos sin actividad muscular corporal y NREM (non-REM) caracterizado por presentar 
los ojos permanentes inmóviles mientras que el cuerpo se mueve (Organización 
Panamericana de la Salud, 2006). A continuación se detallará con más información las 
fases del sueño. 
 
2.2.1.2.2. Fases y ciclos del sueño 
 
Entre los años 1968 – 2007 el único estándar aceptado y utilizado para describir las fases 
o etapas del sueño en las personas fue a través del manual de clasificación del sueño de 
Rechtschaffen y Kales, las etapas se dividían en 7, siendo vigilia, etapa 1, etapa 2, etapa 
3, etapa 4, etapa REM y tiempo de movimiento, esta división presentaba desventajas como 
la necesidad de la interpretación subjetiva que conducía una gran variabilidad en los 
resultados (Moser, 2009). Fue a partir del 2007 que la Academia Americana de Medicina 
del Sueño (AASM) modificó pautas del estándar de Rechtschaffen y Kales dando nuevas 
terminologías, nuevos métodos de registro y otra clasificación a las etapas del sueño, entre 
estas variaciones se encuentra el cambio de terminología para la clasificación las etapas 
NREM denominadas N1, N2 y N3 (uniendo la etapa 3 y etapa 4) y la etapa REM como R 
(Iber, 2006).   
 
La clasificación de las fases del sueño se relaciona con las ondas cerebrales 





etapas del sueño NREM (N1, N2 y N3) y REM iterativamente durante una noche típica 
según los estándares actuales.  
 
La etapa 1 es la etapa más ligera del sueño NREM siendo esta la transición de la 
vigilia al sueño, se considera como un periodo corto (con duración de 10 minutos 
aproximadamente) donde los latidos del corazón, respiración y movimientos oculares 
comienzan a disminuir, así como las ondas cerebrales, resalta la onda theta 4 - 8Hz. Es 
una etapa que puede ser fácilmente interrumpida por cualquier estímulo externo, 
ocasionalmente las personas son susceptibles a experimentar sacudidas hipnóticas o 
espasmos musculares abruptos (Tuck - Advancing Better Sleep, 2019). 
 
La etapa 2 del sueño NREM es la primera etapa real del sueño REM siendo esta 
un periodo de sueño ligero previo a transitar a un sueño profundo, se considera la etapa 
con mayor transición, donde las ondas cerebrales se mantienen lentas con ráfagas 
específicas que resaltan los husos de sueño (ritmos alfa con ondas sinusoidales de 12-16 
ciclos por segundo) entremezcladas con complejos K (ondas bifásicas de voltaje elevado, 
generalmente son espontáneos en respuesta a determinados estímulos sensoriales), estos 
dos se estiman que sirven como protección para evitar despertarse del sueño, las ondas 
cerebrales se mantienen en un rango de 4 – 15Hz, la temperatura corporal disminuye y la 
frecuencia cardiaca (National Institute of Neurological Disorders and Stroke, 2019). 
 
La etapa 3 del sueño NREM es conocido como la etapa del sueño profundo, siendo 
esta la etapa más reparadora del sueño, presenta mayor periodo de ocurrencia en la 
primera mitad de la noche, donde resaltan las ondas cerebrales delta 0.1 – 3.99Hz u ondas 
lentas, los latidos del corazón y respiración disminuyen a sus niveles más bajos y 






Etapa REM es caracterizado por el movimiento rápido del ojo, esta etapa presenta 
ondas cerebrales más activas con respecto a la etapa 2 y 3 del sueño con frecuencias 
mixtas (entre 14 – 30Hz ondas beta) muy parecidas a las emitidas en un estado de vigilia 
(estado consciente), produce un aumento en los niveles de la frecuencia cardíaca y presión 
arterial, la respiración se vuelve más rápida y no constantes, normalmente la primera 
aparición es producida unos 90 minutos después de permanecer dormido y el despertarse 
suele ser más fácil en esta etapa (National Institute of Neurological Disorders and Stroke, 
2019). En la figura 1, se observa la relación de frecuencia, amplitud y ondas características 
con respecto a los estadíos del sueño. 
 
Figura 1. Ondas cerebrales durante las etapas del sueño y estado de vigilia 
Fuente: (Tuck - Advancing Better Sleep, 2019) 
 
El ciclo del sueño es la iteración de las etapas del sueño que inicia de un estado de 
vigilia, alternando a las etapas NREM y REM (3 – 5 ciclos en una noche completa) hasta 
llegar nuevamente al estado de vigilia, al momento de despertarse. En los adultos jóvenes 
(19-40 años) (Rodríguez, 2018) la etapa N1 permanece aproximadamente entre el 5% al 
10% del sueño, en la etapa N2 que representa la mayor parte del sueño permanece 
aproximadamente entre el 50% al 60%, la etapa N3 llega a ocupar aproximadamente entre 
el 15% al 20% del sueño y finalmente la etapa R aproximadamente el 20% del sueño (Berry, 





través del hipnograma, el cual es un registro del cambio de las etapas del sueño cada 30 
segundos, usualmente se registra durante las 8 horas de sueño siendo el eje x el tiempo 
mientras que el eje y son las etapas del sueño, brinda información general y no muy precisa 
(Thompson, 2019), como se observa en la figura 2. Para estudios e investigaciones se 
utilizan las señales electroencefalográficas (EEG), se detallará más adelante (ítem 
2.3.2.2.).    
 
 
Figura 2. Hipnograma estándar del ciclo del sueño 
Fuente: (Thompson, 2019) 
 
 
Figura 3. Variaciones de los estadíos del sueño respecto al rango etario 
Fuente: (Berry, 2012, p. 85) 
 
2.2.1.3. Conceptos clínicos de la narcolepsia  
 
A través de varios estudios la narcolepsia es considerada como un trastorno genético 





narcolepsia presentan alrededor de un 1 a 2% para desarrollarlo. Por otro lado los síntomas 
asociados a la narcolepsia tienen mayores probabilidades de transmitirse genéticamente 
(ítem 2.3.1.4) (Denis, 2015). Si bien la mayor parte de personas que presentan narcolepsia 
lo desarrollaron de manera esporádica, los enfoques genéticos han sido fundamentales 
para comprender la fisiopatología de la narcolepsia, como prueba de ello se halló la 
diferenciación entre la narcolepsia tipo I y la narcolepsia tipo II, siendo la cataplejía el factor 
determinante, de igual manera la asociación entre los marcadores de antígeno leucocitario 
humano (HLA) y la narcolepsia (Goswami, 2016). A continuación se clasificará los tipos de 
narcolepsia. 
 
2.2.1.3.1. Clasificación de la narcolepsia  
 
2.2.1.3.1.1. Narcolepsia tipo I 
 
Narcolepsia tipo I y narcolepsia tipo II (Sateia, 2014). La narcolepsia tipo I caracterizada 
por presentar cataplejía (emoción que desencadena pérdida repentina del tono muscular) 
es una condición rara (20 a 30 casos por 100,000 personas) lo que ocasiona la necesidad 
irreprimible de dormir, en algunos casos se suma a esto otros síntomas como: Parálisis del 
sueño, alucinaciones hipnagógicas entre otros (Dauvilliers, 2007).  
 
Las personas con niveles bajos de hipocretina o también conocido como orexinas 
(neuropéptidos ubicados en el líquido cefalorraquídeo que se encargan del proceso del 
ciclo del sueño - vigilia) (Valencia, 2010), tienen gran riesgo de desarrollar narcolepsia tipo 
I. En las técnicas de diagnóstico clínico, se utilizan registros polisomnográficos, test de 
latencia múltiple y otros (Monaca, 2017).  
 






La narcolepsia tipo II comparte los mismos síntomas clínicos que el tipo I a excepción de 
la cataplejía. Sin embargo, el sueño nocturno suele ser menos fragmentado y con menor 
probabilidad de aumentar el peso, este diagnóstico es menos frecuente que el anterior 
siendo de alrededor un 40% de los pacientes con narcolepsia. La prevalencia y 
fisiopatología de esta enfermedad aún no se ha aclarado y se mantiene como objeto de 
controversia (Baumann, 2014). 
 
2.2.1.4. Criterios clínicos (síntomas) 
 
Como se ha mencionado la narcolepsia suele acompañarse por uno o más síntomas, 




La cataplejía es el segundo síntoma más frecuente y el más específico de la narcolepsia, 
estando debajo de la somnolencia diurna excesiva, se describe como episodios repentinos 
de debilidad muscular bilateral generalmente producida por emociones fuertes como la risa, 
cólera y/o vergüenza, esto ocasiona que la persona presente pérdida de calidad de vida 
debido al aislamiento social e inseguridad personal. Es el síntoma menos comprendido de 
la narcolepsia pero se cree que los desencadenantes de la cataplejía son por el 
desequilibrio entre los sistemas motores excitadores e inhibidores, probablemente debido 
a la carencia de la hipocretina  
 
Se clasifica en dos grupos: Cataplejía parcial y cataplejía completa, la primera se 
limita a la pérdida de tono en grupos específicos de músculos provocando: Habla 





completa provoca un colapso completo en la persona puesto que ataca a todos los 
músculos posturales, sin alterar los músculos extraoculares ni el diafragma, ocasionando 
que la persona permanezca consciente y respirando. Es por este motivo que las personas 
que padecen de narcolepsia tipo I son más susceptibles a accidentes domésticos y 
laborales exponiéndose a sufrir una crisis de cataplejía al momento de conducir o manipular 
maquinarias pesadas. Las técnicas de diagnóstico más frecuentes se basan en Test de 
Polisomnografía, detección de niveles de hipocretina en el líquido cefalorraquídeo 
(Carretero, 2010). 
 
2.2.1.4.2. Somnolencia diurna excesiva o hipersomnia 
 
Se describe como la sensación de sueño en horas o momentos inapropiados, alterando el 
estado fisiológico y considerándose como una queja frecuente en la práctica neurológica 
producida por múltiples trastornos, las personas que lo padecen suelen referirlo como 
cansancio o fatiga excesiva. La combinación de hipersomnia y narcolepsia conllevan 
sensaciones de somnolencia casi continua y crisis intensas e irresistibles de sueño en 
intervalos a lo largo del día, estas siestas suelen durar minutos o incluso ascender a una 
hora, cabe mencionar que al iniciar esta crisis las sensaciones son bruscas ocasionando 
caídas repentinas en los pacientes en caso se encuentren parados. Algunas de las técnicas 
de diagnóstico se basan en una historia clínica precisa y polisomnografía (Erro, 2007). 
 
2.2.1.4.3. Alucinaciones hipnagógicas 
 
Se describen como experiencias perceptuales vívidas y confusas que se pueden producir 
antes de dormirse y después de despertarse, las personas con narcolepsia y alucinaciones 
hipnagógicas tienen más incidencia al inicio del sueño, estas alucinaciones se presentan 





personas se encuentra en un estado consciente o semi-consciente. Los ataques de 
parálisis provocan gran terror y ansiedad en la persona ya que le es imposible reaccionar, 
moverse o gritar, depresión crónica y malestares que pueden influir en los hábitos de 
sueño. Como técnica de diagnóstico se utiliza los registros polisomnográficos de la etapa 
N1 y N2 (Roballo, 2016). 
 
2.2.1.4.4. Parálisis del sueño 
 
Es definida como un trastorno caracterizado por la incapacidad de realizar movimientos 
voluntarios principalmente extremidades, tronco y cuello, sin afectar los movimientos 
oculares ni la respiración antes de entrar a un estado de sueño. Suele acompañarse con 
otros síntomas como alucinaciones, al asociarse con la narcolepsia (Cueva, 2011). 
 
Las características propias de la parálisis del sueño son suficientes para realizar el 
diagnóstico del mismo, sin embargo existen otras patologías que podrían confundir, es por 
esto que se necesita realizar técnicas como alteraciones polisomnográficas para un 
diagnóstico diferencial (Cueva, 2011). 
 
2.2.1.5. Técnicas de diagnóstico 
 
Un tema importante a abordar son las técnicas tradicionales que se utilizan para el 
diagnóstico de la narcolepsia, cabe mencionar que para esta tesis se utilizará la técnica de 
Polisomnografía (PSG), brindando una mejora de la misma, puesto que, se automatizará 
el proceso utilizando y se analizará más a detalle ciertos parámetros de registro utilizando 
herramientas actuales para así dar un mayor soporte tecnológico al médico especialista. 
Las técnicas empleadas se detallarán en las siguientes líneas. 





2.2.1.5.1. Polisomnografía  
 
Consiste en el registro simultáneo de diversas variables neurofisiológicas y 
cardiorrespiratorias, que permiten evaluar la cantidad y calidad del sueño, la PSG se realiza 
en  un horario nocturno, con una duración no menor de 6.5hrs (Gurtubay, 2007). 
 
Tabla 1. 
Cuadro resumen de la PSG. 
Parámetro de registro Aplicaciones Datos que brinda 













- Diagnóstico de trastornos 
respiratorios relacionados al 
sueño. Por ejemplo: Síndrome 
de apneas obstructivas del 
sueño, Síndrome de apneas 
centrales del sueño –SAC–, 
Síndrome de hipo ventilación 
alveolar –SHUA–. 
- Parasomias. 
- Epilepsias relacionadas al 
sueño. 
- Síndrome de piernas inquietas. 
- Alteraciones del ritmo 
circadiano. 
- Sospecha de narcolepsia. 
- Tiempo total de 
sueño. 
- Eficiencia de sueño. 
- Duración y proporción 
de las fases de sueño 
en función del tiempo 
total de sueño. 
- Valores de saturación 
y eventos de 
desaturación. 
- Ritmo cardiaco y 
frecuencia. 
 







2.2.1.5.2. Test de latencias múltiples 
  
El TLMs se basa  en la realización de 4-5 siestas cortas a lo largo del día, cada siesta 
presenta una duración aproximada entre 20 a 40 minutos cada 2 horas,  al igual que la 
PSG, se realiza en un lugar acondicionado y en condiciones favorables (tranquila, 
silenciosa y nocturna) (Gurtubay, 2007). 
 
Tabla 2. 
Cuadro resumen del TLMs. 
Parámetro de registro Aplicaciones Indicaciones 












- Diagnóstico de somnolencia 
diurna excesiva. 
- Apnea hipopnea del sueño. 
- Sospecha de narcolepsia. 
- Ambiente controlado. 
- No fumar en los 30 
minutos previos a la 
siesta. 
- No realizar ninguna 
actividad física en los 
10 minutos previos a la 
siesta. 
- En los 5 minutos 
previos a la siesta 
conectar los electrodos 
y realizar ajustes.  
 
Fuente: (Gurtubay, 2007, p. 45) 
 
2.2.1.5.3. Estudios genéticos (HLA DR B1*1501, DQB1*0602, DQA1*0102) 
  
Este es un método invasivo, esto implica una gran exactitud para el diagnóstico, donde se 
extrae 10ml de sangre periférica, según un estudio realizado en México el genotipo 
DQB1*0602 / DQB1*0301 se encontró positivamente asociado a la narcolepsia, además el 
estudio mostró con mayor riesgo a pacientes mujeres (Alaez, 2008). Debido a que esta 





2.2.1.5.4. Detección de niveles de hipocretina en el líquido cefalorraquídeo  
 
Se considera como la técnica con mayor precisión para el diagnóstico de la narcolepsia, 
este también es un método invasivo, unos niveles indetectables de hipocretina pueden ser 
uno de los factores predictivos para una futura aparición de cataplejía, especialmente en 
niños. Se considera que la narcolepsia es producto de un mecanismo autoinmune de 
destrucción de células progenitoras de hipocretina, es por ello que la detección de niveles 
de hipocretina es el método más confiable de diagnóstico. De igual manera no se dará 
hincapié a esta técnica debido a que es un método invasivo (Visa, 2017). 
  
2.2.2. Señales cerebrales 
 
El cerebro es el órgano más asombroso y complejo del cuerpo humano, naturalmente es 
el responsable de controlar a todos los demás órganos, se consideran que las señales 
eléctricas generadas por el cerebro representan no solo la función cerebral sino también el 
estado de todo el cuerpo, es por esto que se desarrollan métodos avanzados de 
procesamiento digital de señales enfocados al encéfalo, siendo el electroencefalograma 
uno de los más conocidos para el análisis de posibles anormalidades en las personas. 
 
2.2.2.1. Actividad eléctrica del cerebro 
 
Las ondas cerebrales se refieren a la actividad eléctrica emitidas por las células cerebrales, 
se producen durante las excitaciones sinápticas de las dendritas de miles de neuronas 
piramidales en la corteza cerebral. Cuando estas señales se activan, las corrientes 
sinápticas interactúan dentro de las dendritas, lo cual genera un campo eléctrico medible 
por sistemas EEG, el sistema nervioso central (SNC) juega un roll importante en estos 





información transferida de una a otra neurona a través de los axones y  dendritas (Saeid, 
2013, p. 5), visualizar la figura 4. 
 
Figura 4. Estructura de una neurona. 
Fuente: (Saeid, 2013, p. 8) 
 
La actividad eléctrica cerebral tiene un orden en amplitud en microvoltios (uV), siendo este 
el resultado de la suma de varios potenciales post sinápticos excitatorios y representando 
la intensidad de las ondas cerebrales, estás ondas también poseen una frecuencia, siendo 
la velocidad de pulsos eléctricos medidos en ciclos por segundos, llamados Hz, que 
presentan una variación en frecuencia siendo un ancho de bando de interés entre 0.5 a 38 
Hz. Cabe mencionar que existe una relación entre amplitud y frecuencia respecto al tiempo 
que distinguen diferentes estados de conciencia en las personas, así como diferentes 
procesos del mismo, es por ello que la actividad cerebral llega a diferenciar los diferentes 




Es el estudio que detecta la actividad eléctrica del encéfalo mediante sensores electrodos 
colocados en el cuero cabelludo, este sistema es capaz de determinar cambios en la 
actividad cerebral que son útiles para diagnosticar trastornos neurológicos. Las capas de 
la cabeza presentan diferentes espesores y resistividad, el cuero cabelludo tiene un grosor 





grosor de 0.3 – 0.7 cm con una resistividad de 10 – 25K cuando se mide in vivo. Además 
el cuero cabelludo consta de diferentes capas, como la piel, tejido conectivo y pericráneo, 
se da hincapié a estos datos puesto que la mayor parte del ruido que se genera dentro del 
cerebro (ruido interno) o sobre el cuero cabelludo (ruido externo o ruido del sistema). Por 
lo tanto, solo grandes poblaciones de neuronas pueden proporcionar suficiente potencial 
para ser captados por el EEG, el cual amplifica enormemente para fines de visualización. 
La manera de representación se puede dar por canales (posición de los electrodos) y por 
ancho de banda de las señales a analizar (Saeid, 2013, p. 8). 
 
2.2.2.2.1. Canales (posición de los electrodos) 
 
En la actualidad existen estándares para la correcta colocación de los electrodos al cuero 
cabelludo siendo el sistema internacional 10-20 el más conocido y utilizado en esta tesis, 
el número ‘10’ y ‘20’ hace referencia a la distancia adyacente entre cada electrodo, cada 
lugar se representa por una letra el cual identifica al lóbulo y un número para identificar el 
hemisferio correspondiente, exceptuando la letra C que identifica la parte central, la letra z 
hace mención al electrodo de la línea central, los números pares al hemisferio derecho y 
los impares al hemisferio izquierdo (Trans Cranial Technologies ldt, 2012, p. 1), como se 






Figura 5. Sistema Internacional 10-20 






2.2.2.2.2. Ancho de banda de las señales 
 
Hay cinco tipos diferentes de ondas cerebrales, cada una de estas presentan una 
frecuencia característica debido a las funciones que operan, ya que cada frecuencia de las 
señales puede reflejar una variedad de estados de conciencia que van desde el sueño 
hasta el pensamiento activo, cabe mencionar que todas las señales funcionan 
simultáneamente diferenciándose con la predominancia dependiendo a la actividad 
realizada (Itsu sync., 2012). 
 
Tabla 3. 
Anchos de banda de las señales cerebrales 
Rango de 
Frecuencia 





Mayor actividad mental, incluida la percepción, resolución de 
problemas y la conciencia. 
13- 49 Hz Ondas beta Pensamiento activo, concentración activa y cognición 
7 – 13 Hz Ondas alfa Tranquilidad, estado relajado pero alerta 
4 – 7 Hz Ondas theta Meditación profunda / relajación, sueño REM 
< 4Hz Ondas delta Sueño profundo, pérdida de conciencia corporal. 
 
Fuente: (Itsu sync., 2012) 
 
Adicional a esto, estás señales visulamente se pueden reflejar con diferentes 
amplitudes, sabiendo así en que onda cerebral se encuentra la persona mediante algún 
sistema de adquisición. Por ejemplo, un EEG, mostrada en la siguiente figura. 
Figura 6. Forma de ondas características de las ondas cerebrales 






Frecuencias asociadas a la actividad cerebral 
Frecuencia 
 
Asociado con Pertenece a 
0.5 Hz Relajación completa y alivio del dolor de cabeza. Ondas 
Delta 
0.5 – 1.5 
Hz 




2 Hz Regeneración nerviosa. Ondas 
Delta 
1 – 3 Hz Sueño reparador y relajación profunda Ondas 
Delta 
4 Hz Memoria mejorada, aprendizaje subconsciente Ondas 
Delta 
4.9 Hz Relajación inducida y meditación Ondas 
Theta 
5.35 Hz Respiración profunda relajando los pulmones Ondas 
Theta 
5.8 Hz Reduce el miedo, distracciones y mareos Ondas 
Theta 
4.5 – 6.5 
Hz 




3 – 8 Hz Relajación profunda, meditación, sueños lúcidos, mayor 
memoria, concentración y creatividad. 
Ondas 
Theta 
7.5 – 8 Hz Para el tratamiento de adicciones, da la sensación de 
satisfacción. 
Ondas Alfa 
8 – 8.6 Hz Reduce el estrés y la ansiedad. Ondas Alfa 
10 Hz Revive dolores, estimula el cuerpo y da claridad a la 
mente 
Ondas Alfa 
10.6 - 11 
Hz 
Estado de alerta, estado de relajamiento pero despierto Ondas Alfa 
12.3 Hz Mejora la visualización Ondas Alfa 
14 Hz Estado despierto y alerta, permite la concentración Ondas Beta 
15 – 18 Hz Aumento de habilidades mentales, como el enfoque, 
atención y coeficiente intelectual. 
Ondas Beta 
18 – 24 Hz Euforia y éxtasis. Ondas Beta 
36 – 44Hz Ayuda a mantener un estado de alerta al estudiar o 
pensar activamente. 
Ondas Beta 
39 Hz Procesa información de alto nivel, sin esta frecuencia 
puede crear problemas de aprendizaje. 
Ondas Beta 
 







2.2.2.3. Registro polisomnográfico de la narcolepsia  
 
Como ya se hizo mención anteriormente el hipnograma es una forma de registrar los ciclos 
del sueño a través de un estudio del sueño realizado con una polisomnografía, esta 
información es general y no muy detallada, da hincapié a un aspecto macro de los cambios 
ocurridos en los estados del sueño. Por los síntomas que resaltan la narcolepsia se 
presenta una imagen para ver la diferencia entre una personal estable y una persona con 
narcolepsia a través de un hipnograma (Sleepline, 2019), detalla en la figura 7. 
 
 
Figura 7. Hipnograma de una persona estable y un narcoléptico 
Fuente: (Sleepline, 2019) 
 
2.2.3. Procesamiento digital de señales 
 
2.2.3.1. Análisis espectral y tiempo-frecuencia 
 
El análisis espectral de una señal es muy importante abordarlo puesto que permite el 
análisis de la data mediante otro dominio sin perder información, cambiando del dominio 
del tiempo al dominio de las frecuencias. A continuación se detallarán algunos algoritmos 





2.2.3.1.1. Transformada Rápida de Fourier (FFT) 
 
La parte teórica de la transformada de Fourier se basa en la descomposición de una señal 
compleja en una sumatoria de señales simples representadas como ondas sinusoidales 
y/u ondas cosenoidales con frecuencias distintas, muy parecido al oído humano por medio 
del caracol, esta poderosa idea permite formular modelos matemáticos precisos como la 
de expresar soluciones para muchas ecuaciones diferenciales parciales de manera simple 
y elegante, la transformada de Fourier también se utiliza como una gran herramienta para 
la teoría de probabilidad y análisis de señales (Pivato, 2007, p. 111). 
 
Figura 8. Descomposición de una señal compleja. 
Fuente: (Bobadilla, 1999, p. 46) 
 
En este práctico ejemplo se observa la Transformada de Fourier, permite 
descomponer una señal compuesta, la cual se visualiza en la parte inferior, en sus 
componentes  fundamentales, la que se refiere como armónicos que se muestran en la 
parte superior. 
 


















Donde ‘N’ es el número de muestras que se va a analizar, ‘T’ es el periodo de 
muestreo y la ‘m(kT)’ es la muestra tomada en el instante.   
  
El valor ‘n’ es el índice de la frecuencia cuyo valor es el que se desea obtener, se 
representa una de las frecuencias en las que se va a tratar de descomponer la señal de 
partida, a continuación se expresa en rango completo de variación de ‘n’: n=0, 1, 2,… N-1. 












































Con la misma idea, hay un proceso de por medio, un algoritmo por el cual se calcula 
la Transformada de Fourier Discreta así como su inversa, visualizar la figura 9. (Bobadilla, 
1999, p. 45) 
 
Figura 9. Comparación de una señal EEG en dominio de tiempo vs su FFT 





2.2.3.1.2. Transformada de Wavelet 
 
Las Transformadas Wavelets se emplean para la representación de datos o de otras 
funciones, las wavelets son muy adecuadas para la aproximación de datos con variaciones 
o con discontinuidades abruptas, para ello los algoritmos que se utilizan procesan datos a 
diferentes escalas o resoluciones. Por ejemplo, en el análisis de una señal utilizando una 
ventana ancha es más complicado observar los pequeños detalles, en cambio si se cambia 
esa misma información a una ventana más angosta, entonces será más fácil de ver esos 
detalles. Es por esto que el análisis por la Transformada Wavelet, las ventanas se ajustan 
automáticamente al cambiar la resolución, se descomponen (figura 10), convirtiéndose así 
como una herramienta útil y confiable para el análisis en este trabajo de tesis. (Castro, 
1995) 
 
Figura 10. Descomposición de una señal ‘X’ a pequeños segmentos 
Fuente: (MathWorks, 2020) 
 
Para comprender mejor la matemática detrás de las Transformadas Wavelets se define la 
siguiente ecuación básica.  














Donde 𝜓∗ es el conjunto de la wavelet madre que será escalada y corrida punto a 




la escala o dilatación de la wavelet, siendo  𝑓𝑜 como frecuencia central y 𝑟 el corrimiento 
o la traslación en el tiempo.  
 
Considerando la función g(t) considerar la dilatación o escalamiento de “g” por “a”: 
𝑔𝑎(𝑡) = 𝑔(𝑡/𝑎) 
 
Y la traslación de “g” por “b”:  
𝑔𝑏(𝑡) = 𝑔(𝑡 − 𝑏) 
 

















Según su utilidad o aplicación, existen muchas wavelets madre agrupadas en 

















 c. Wavelet de Haar      d. Wavelet de Morlet 
e. Wavelet de Daubechies 
Figura 11. Familias Wavelet 
 Fuente: (Osorio, 2006, p. 9). 
  
La figura (11. a) se caracteriza por ser regular, simétrica, sin soporte compacto ni 
ortogonal. La figura (11. b) se caracteriza por ser ortogonal, regular, simétrico y no tiene 
soporte compacto. La figura (11. c) se caracteriza por tener soporte compacto, ser 
ortogonal, no es regular, no es simétrica y solo posee un momento nulo. La figura (11. d) 
se caracteriza por no tener ortogonalidad, no tener soporte compacto, ser simétrico y 





ser regular, no poseer simetría y dependiendo al orden poseen 2, 3, 4 o 8 momentos nulos 
(Osorio, 2006, p. 9). 
 
2.2.3.2. Extracción de características 
 
La extracción de características consiste en obtener información relevante de las señales 
EEG, a través de diferentes modelos matemáticos, está información se registra mediante 
un vector de características. Las características se obtienen en el dominio del tiempo, 




Consiste en la suma de todos los valores de un grupo de datos, dividido por el número de 
datos sumados, el resultados de este sirve para representar adecuadamente el 
comportamiento del conjunto de datos.    
𝑃𝑟𝑖𝑚𝑒𝑟 𝑚𝑜𝑚𝑒𝑛𝑡𝑜 =
𝑎1 + 𝑎2 + 𝑎3 + ⋯ + 𝑎𝑛
𝑛
 
Siendo ‘a’ los valores del conjunto de datos y ‘n’ la cantidad de números sumados 
(Torres, 2015). 
  
Área bajo la curva 
 
Consiste en descomponer la onda en intervalos, rectángulos posicionados 
imaginariamente por debajo de lo largo de la onda original, para luego realizar la sumatoria 

















Representa la distancia que los datos están con respecto a su media, se expresa de la 
siguiente manera (ecuación 2.1.6). 
 
Donde ′?̅? ′es la media de la señal, ’N’ es el tamaño del segmento y ′𝑥𝑖′ el valor de 




Es una medida estadística que representa en qué medida las colas de una distribución 
difieren de las colas de una distribución normal (ecuación 2.1.8). 
 
Valor pico a pico 
 
Es la diferencia del valor más alto con el valor más bajo (Keysight Technoogies, 2018). 




Se utiliza la varianza para medir que tan dispersos están los datos alrededor de su media, 




Representa un desequilibrio y una asimetría de la media en una distribución de datos 





Donde 𝜇 es la media de ‘x’, 𝜎 es la desviación estándar de ‘x’ y 𝐸(𝑡) representa el 
valor esperado de la cantidad 𝑡 (Study, 2017). 
 
Raíz cuadrada media (RMS) 
 
La RMS se relaciona a la fuerza aplicada bajo las condiciones de no fatiga (Cifuentes, 
2012). (Ecuación 2.1.7) 
 
Entropía de Shannon 
 
Es la forma de medir la cantidad de información que contiene una variable aleatoria. 
𝐻(𝑋) = − ∑ 𝑃𝑖𝑙𝑜𝑔2(𝑥𝑖) 
 
Siendo 𝑃𝑖 la probabilidad de aparición de un cierto estado  y ‘x’ el estado a evaluar 
(Shannon, 1948). 
 
Entropía de Tsallis 
 
Se emplea para como un cuantificador mejorado para revelar la presencia de sutiles 
correlaciones temporales en series de tiempo. 
𝑆𝑞(𝑃) = −






En el límite cuando ‘q’ es 1 la Entropía de Tsallis converge a la Entropía de Shannon 







Actividad delta (promedio) 
 
Representa la actividad que tiene delta respecto a los demás anchos de banda, utilizando 
el valor promedio para ello. 
𝐴𝑐𝑡𝑖𝑣𝑖𝑑𝑎𝑑 𝐷𝑒𝑙𝑡𝑎 (𝑝𝑟𝑜𝑚𝑒𝑑𝑖𝑜) =
𝑃1
𝑃1 + 𝑃2 + 𝑃3 + 𝑃4 + 𝑃5
 
 
Siendo P6 igual al promedio de delta ‘P1’ dividido al promedio de delta sumado con 
el promedio de theta ‘P2’, promedio de alpha ‘P3’, promedio de beta ‘P4’ y promedio de los 
husos del sueño (12 – 16 Hz) siendo ‘P5’. 
 
Actividad alpha (promedio) 
 
Representa la actividad que tiene alpha respecto a los demás anchos de banda, utilizando 
el valor promedio para ello. 
𝐴𝑐𝑡𝑖𝑣𝑖𝑑𝑎𝑑 𝐴𝑙𝑝ℎ𝑎 (𝑝𝑟𝑜𝑚𝑒𝑑𝑖𝑜) =
𝑃3
𝑃1 + 𝑃2 + 𝑃3 + 𝑃4 + 𝑃5
 
 
Actividad delta, theta, alpha, beta (desviación estándar)  
 
Representa la actividad que tiene delta, theta, alpha, beta con respecto a los demás anchos 
de banda, utilizando la desviación estándar para ello.  
 


























 Siendo la DesvEstándar6 la suma de la desviación estándar de delta ‘DesvEst1’, 
desviación estándar de theta ‘DesvEst2’, desviación estándar de alpha ‘DesvEst3’, 





Redes neuronales artificiales 
 
Las redes neuronales artificiales (ANN),  es un modelo computacional inspirado en las 
redes neuronales biológicas, donde las neuronas calculan los valores de entrada y salida 
a través de unas variables llamadas pesos (visualizar la figura 12). Las neuronas calculan 
una suma ponderada de entradas multiplicado con su respectivo peso y lo comparan con 
un umbral considerado como una función de activación. Entre sus aplicaciones de las ANN 
se utilizan para clasificar datos biológicos complejos y ruidosos para el pronóstico de 






Figura 12. Diagrama de una red neural artificial 
Fuente: (Bishop, 2006, p. 228) 
 
Donde, las variables de entradas, ocultas y salidas están representadas por nodos, 
y los parámetros de pesos como enlaces entre los nodos, los bias son representados como 
‘x0’ y ‘z0’, los cuales permiten adaptarse o ajustarse mejor al sistema y las flechas indican 
la dirección de flujo de información durante la propagación hacia adelante. 
 
Entre las características principales se consideran: Adaptabilidad y auto-
organización,  procesado paralelo y procesado no lineal, aumentando la capacidad de la 
red para aproximar funciones, aumenta su inmunidad frente al ruido y permite clasificar 
patrones.  
 
 Para comprender mejor la etapa de funcionamiento se presenta un patrón de p 
entradas 𝑋𝑝: 𝑥1
𝑝 , … 𝑥𝑖
𝑝 , … , 𝑥𝑁
𝑝
 este se transmite de la capa de entrada a la capa oculta a 
través de los pesos 𝑤𝑗𝑖 , una vez realizado esto las neuronas de la capa oculta transforman 
los datos mediante una función de activación, dando así valores de salida, estos valores 
se transmiten a través de los pesos  𝑉𝑘𝑗 hacia la capa de salida, donde se vuelve a aplicar 
la misma operación del caso anterior, dando como resultado la salida de la red.  
𝑛𝑒𝑡𝑗














Luego se aplica la primera función de transferencia a los valores de salida de la 















 Se aplica la función de transferencia correspondiente, para finalmente tener las 
salidas totales de la red. 
 
 En la etapa de aprendizaje de las ANN, el objetivo principal es obtener el mínimo 
error entre la salida obtenida por la red y la salida deseada por el usuario. Se expresa el 














 es la salida deseada para la neurona de salida k. 
  
 Este se basa en un aprendizaje de redes de backpropagation, este algoritmo 
modifica los pesos partiendo de una técnica conocida llamada descenso de gradiente.  






Siendo 𝐸𝑝la función de todos los pesos de la red, la gradiente de la  𝐸𝑝 es un vector 





positiva de la gradiente se produce un incremento más rápido en el error, mientras que a 
una dirección negativa, se determina el decremento más rápido en el error. Es decir, el 
error puede ajustarse actualizando cada peso. 
 
 A nivel práctico, el procedimiento para que los pesos se modifiquen de forma 
iterativa consiste en aplicar la regla de la cadena a la expresión de la gradiente y añadir 
una tasa de aprendizaje ‘ղ’. 
Δ𝑣𝑘𝑗(𝑛 + 1) = −ղ
𝜕𝐸𝑝
𝜕𝑣𝑘𝑗


















 Y ‘n’ indica la iteración. 
 
 Mientras que en una neurona oculta es,  
















 Se deduce que el error o valor delta de una neurona oculta j, está determinado por 
la suma de errores que se comenten en las k neuronas de salidas que reciben como 
entrada de la neurona oculta j, por este motivo se le denomina propagación del error hacia 










) + 𝛼Δ𝑣𝑘𝑗(𝑛) 
 
Cabe mencionar que hay algunos criterios a considerar. Por ejemplo: la tasa de 
aprendizaje se considera como un valor mínimo y puede ocurrir que el método de gradiente 
decreciente converja a un mínimo local y no global,  (Marín, 2009). 
 
Entre los principales tipos de función de activación se encuentran. 
 
 a. Paso unitario   b. Función sigmoidea  c. Tangente hiperbólica 
Figura 13. Funciones de activación 
Fuente: (Parfenovich, 2015) 
 
Siendo el caso a) 𝑂𝑢𝑡 = {
0, 𝑁𝑒𝑡 < 𝜃
1, 𝑁𝑒𝑡 ≥ 𝜃
 si la suma ponderada es menor al valor 




mayormente en redes multicapas. c) 𝑂𝑢𝑡 =
𝑒𝑁𝐸𝑇−𝑒−𝑁𝐸𝑇
𝑒𝑁𝐸𝑇+𝑒−𝑁𝐸𝑇
 se caracteriza por tener como salida 
valores negativos (Parfenovich, 2015). 
 
 Entre los parámetros que se pueden ajustar en las redes neuronales artificiales se 
mencionan las siguientes. Datos de entrenamiento: Es la cantidad de datos que se emplean 
para ajustar el error. Datos de validación: Sirve para comprobar que no se produce un 
sobre aprendizaje, se emplean después de cada iteración en el proceso de entrenamiento. 





cantidad de capas ocultas, cabe mencionar que por medio de este un perceptrón simple 
(el cual se ha descrito) se convierte en un perceptrón multicapa (MLP), cantidad de 




Se aborda diversos procesos para confirmar y juzgar el método empleado, evaluando la 
performance como la calidad, confiabilidad, precisión y relacionados en los resultados 
obtenidos. Para ello se definen los siguientes conceptos: 
 
Coeficientes de correlación 
 
Se utiliza para verificar la similitud de dos variables aleatorias. Si cada variable tiene ‘N’ 
observaciones escalares, el coeficiente de correlación de Pearson se define como: 













Donde, 𝜇𝐴 y 𝜎𝐴 es la media y la desviación estándar de la variable 𝐴, 
respectivamente y 𝜇𝐵 y 𝜎𝐵 es la media y la desviación estándar de la variable 𝐵. De igual 





La matriz de coeficientes de correlación para dos variables aleatorias, es la matriz 
de coeficientes de correlación para cada combinación de variables.  








Como A y B siempre están directamente correlacionadas entre sí, será 1 en las 
diagonales (Mathworks, 2020). 
 
La manera de evaluar la performance para un nuevo proceso es a través de otros 
cálculos estadísticos, teniendo como base los valores: Verdaderos positivos (VP), 
verdaderos negativos (VN), falsos positivos (FP) y falsos negativos (FN), también conocido 
como matriz de error. Esto depende del número de etiquetas, clases o salidas empleadas 
en el sistema (Rivas, 2013). Se representa gráficamente las variables mencionadas. 
 
Tabla 5 
Matriz de confusión para la clase número 1 
 
 




Matriz de confusión para la clase número 2 
 
Fuente: Elaboración propia 
 
A partir de estos datos se puede evaluar la performance, como: Exactitud, especificidad, 





2.3. Definición de términos básicos 
 
Cataplejia: 
Es el síntoma diferenciador entre la narcolepsia tipo I y narcolepsia tipo II, el cual 
se manifiesta como la pérdida de tono muscular desencadenado por emociones positivas. 
 
Electroencefalograma (EEG): 
 Es un estudio que detecta la actividad eléctrica cerebral con lo que se puede 
diagnosticar trastornos cerebrales. 
 
Estadíos del sueño: 
 También conocido como fases del sueño, se representa como los posibles estados 
que la persona puede estar al momento de dormir, se relaciona a las ondas cerebrales 
considerándolo como REM o NREM. 
 
Hipnograma: 
 Es la representación gráfica de las diferentes partes o estadíos del sueño con 
respecto al tiempo 
 
Movimiento ocular rápido (REM): 
Es considera el estadío más profundo.  
 
Narcolepsia: 
Es un trastorno neurológico del sueño caracterizado por ataques de sueño 
incontrolables durante el día y somnolencia diurna excesiva, se divide en dos tipos de 






Perceptrón multicapa (MLP): 
 Es uno de los tipos más comunes de redes neuronales artificiales, siendo este la 
evolución del perceptrón simple incorporando una o más capas ocultas, con la finalidad de 
representar funciones no lineales. 
 
Polisomnografía (PSG): 
 Es el registro de la actividad cerebral, ritmo cardiaco, actividad muscular, 
respiración y niveles de oxígeno en la sangre mientras se duerme, con el análisis e 
interpretación de estos parámetros se llega a diagnosticar trastornos del sueño. 
 
Redes neuronales artificiales (ANN): 
 Es un clasificador de aprendizaje supervisado utilizado en la inteligencia artificial, 
se basa en la naturaleza de las neuronas y se utiliza de manera eficiente para análisis 
predictivos y de clasificación. 
 
Sin movimiento ocular rápido (NREM): 
 Representa alrededor el 75% del sueño total, se divide en tres estadíos, N1 

















HIPÓTESIS Y VARIABLES 
 
3.1. Planteamiento de la hipótesis 
 
En los anteriores capítulos se han descrito y establecido el marco de la investigación 
referente a la problemática ya conocida, es por ello que se considera como hipótesis 
general de la presente tesis “el uso de las redes neuronales artificiales aplicado a los 
registros polisomnográficos brindará un soporte tecnológico a los neurólogos especialistas 
en trastornos del sueño reduciendo el tiempo y errores en el diagnóstico de la narcolepsia 
tipo II en pacientes neurológicos.” De igual manera se establece las siguientes hipótesis 
específicas para la presente investigación. 
 
El acondicionamiento de los registros polisomnográficos al software de Maltab 
permitirá modificar las señales EEG para un correcto pre-procesamiento. 
 
Aplicar los lineamientos de la Academia Americana de Medicina del Sueño permitirá 
que la calidad de la información en las señales sea adecuada. 
 
Obtener patrones diferenciables característicos en las señales permitirá clasificar 
los estadíos del sueño (W, N1, N2, N3, REM) de manera precisa.  
 
Utilizar data de nuevos pacientes, indicadores de evaluación y la experiencia de 






Desarrollar una interfaz gráfica de usuario brindará el soporte adecuado para un 
correcto diagnóstico al especialista médico.  
 
3.2. Análisis de las variables 
 
Se presenta como variables independientes las señales EEGs provenientes del registro 
polisomnográfico como parte de la entrada al sistema, se presenta como primera dimensión 
la adquisición o registro de las señales, se desea tener disponible una data protocolada, 
como segunda dimensión la calidad de información, se desea la mínima cantidad de ruido 
y como tercera dimensión la cantidad de data, se desea que contenga una cantidad de 
data aceptable. De igual manera, utilizando matemática discreta se considera como 
segunda y tercera variable independiente la Transformada Rápida de Fourier y 
Transformada Wavelet respectivamente aplicados al sistema. Se considera como 
dimensiones para la segunda variable independiente, el muestreo, se desea evitar el 
submuestreo y sobremuestreo en las señales, la potencia e identificación de características 
mediante modelos matemáticos, como segunda y tercera dimensión, con el propósito de 
analizar patrones característicos en las señales. Las dimensiones para la tercera variable 
independiente son, identificación de la familia Wavelet, se desea filtrar las señales evitando 
perder la envolvente, el orden, se desea evitar el desfase y como tercera dimensión 
identificación de características mediante modelos matemáticos, aborda una metodología 
experimental.  
 
Por otro lado, como variable dependiente se considera el diagnóstico de la 
narcolepsia tipo II, como dimensiones se presenta si el paciente contiene altas 
probabilidades de padecer narcolepsia tipo II o si presenta bajas probabilidades de padecer 
narcolepsia tipo II, a través del análisis de patrones característicos realizado en las señales. 








METODOLOGÍA DE LA INVESTIGACIÓN 
 
Como cuarto capítulo se menciona los temas relacionados al diseño metodológico, 
población, muestra y diseño de las etapas.   
 
4.1. Diseño metodológico 
   
El diseño y desarrollo de un sistema automatizado para la diferenciación de patrones de 
pacientes con narcolepsia tipo II y pacientes controles es una herramienta de apoyo 
importante para los institutos especializados en detección y control de trastornos del sueño, 
para la aplicación del sistema se opta por una metodología confiable, adaptable a las 
necesidades del usuario y con un considerable porcentaje de precisión, emplea un 
estándar internacional de la Academia Estadounidense de Medicina del Sueño y el uso de 
modelos matemáticos que permiten analizar la información en campos de frecuencia y 
tiempo - frecuencia, debido a la naturaleza de la investigación y al control de las variables 
implicadas en este proyecto se considera como una investigación experimental, de igual 
manera el proyecto se acerca a una investigación exploratoria debido a que a nivel nacional 
se presenta muy pocas investigaciones con respecto a los aspectos concretos en la 
realidad y que hayan sido analizados con profundidad. 
 
 Para determinar los indicadores de evaluación se opta por métodos estadísticos de 
precisión, exactitud y similitud, los cuales se calculan con los coeficientes de correlación, 





negativos, siendo la interpretación de la performance de las señales EEG en pacientes con 
narcolepsia tipo II y pacientes controles.   
 
4.2. Población y muestra 
 
La data fue obtenida a través de la Clínica San Felipe en la sede de Av. Gregorio Escobedo 
650, Jesús María - Lima, en el Área de Neurociencias, conocida como Hypnos Perú. Se 
recolectó 7 pacientes con narcolepsia tipo II y 10 pacientes controles, los pacientes 
controles se representan como lo más cercano a pacientes estables, normales o sin 
trastornos neurológicos. Los datos fueron registrados entre los años 2015-2019. Pacientes 
con narcolepsia: 16a, 19a, 21a, 22a, 23a, 25a, 29a tiene una media de 22.14, de los cuales 
2 son mujeres y 5 varones. Pacientes controles: 17a, 17a, 18a, 18a, 20a, 22a, 23a, 27a, 
29a, 29a presenta una media de 22, de los cuales 7 son mujeres y 3 varones. Se presenta 
un total de 9586 épocas o ventaneos, siendo 7594 para entrenamiento y 1992 para la 
validación del sistema, representado como la suma de los cinco estadíos del sueño (W, 
N1, N2, N3, R). Adicionalmente se referencia otros trabajos realizados comparando la 
cantidad de muestras utilizadas. La primera investigación emplea 8 pacientes con un total 
de 4700 épocas (Bajaj, 2013). La segunda investigación emplea 25 pacientes, 21 hombres 
y 4 mujeres, con un total de 5160 épocas (Diykh, 2016). La tercera investigación emplea 
28 pacientes con un total de 15541 épocas (Koley, 2012).    
 
4.3. Diseño de las etapas 
 
4.3.1. Base de datos 
 
Se describe un breve resumen de la adaptación metodológica a abordar. El sistema inicia 





se adquirió principalmente información del lóbulo occipital, lóbulo parietal y lóbulo frontal 
del sujeto en un estado de sueño mediante electrodos de EEG considerando el sistema 
10-20 (Trans Cranial Technologies ldt, 2012). Se utiliza los canales F3A2, F4A1, C3A2, 
C4A1, O1A2, O2A1 en todos los pacientes (con narcolepsia tipo II y controles), de igual 
manera la data utilizada presenta duraciones que oscilan entre 6h 10.5min – 8h 28.9min, 
presentan frecuencias de muestro que varía en 200Hz y 250Hz en los pacientes y se realizó 




Luego de realizar la lectura de la data de pacientes con narcolepsia tipo II y pacientes 
controles en el software Matlab Trial, se estandarizó la amplitud y el tiempo para reconstruir 
adecuadamente las señales, a través de los datos obtenidos en el archivo  .EDF, donde se 
visualizó una extensión ‘.header’. Se utiliza un ventaneo iterativo cada 30 segundos (según 
estándar AASM) (Moser, 2009), posteriormente se emplea la Transformada Rápida de 
Fourier y la Densidad Espectral de Potencia para analizar la información de las señales en 
el campo de las frecuencias y diferenciar los estadios de sueño con respecto a los anchos 
de banda (delta, theta, alpha, beta, husos de sueño y complejos k), cabe mencionar que 
adicionalmente se utilizó Waterfall para un mejor análisis, de igual manera se utiliza la 
Transformada Wavelet de la familia Wavelet Daubechies con orden 5 y nivel 2 para mejorar 
la performance del proyecto analizando las señales en un campo de Tiempo-Frecuencia. 
 
4.3.3. Extracción de características 
 
Debido a la naturaleza estocásticas de las señales ha sido relevante utilizar ciertos modelos 
matemáticos para extraer características diferenciables entre los estadios de sueño, entre 





frecuencia y características del dominio de tiempo-frecuencia. Por ejemplo: Promedio, 
varianza, desviación estándar, kurtosis, Skewness, media cuadrática (RMS), Entropía de 
Shannon, Entropía de Tsallis, actividad delta, actividad alpha, energía media, entre otros. 
En total se utilizó alrededor de 17 características las cuales se aplican a cada ancho de 
banda para el dominio de la frecuencia y 8 características que se utilizan para el dominio 




Gracias al análisis realizado y a las características obtenidas se ha podido obtener patrones 
característicos para cada estadío de sueño, debido a que esta tesis busca la 
automatización de los mismos, se vio conveniente utilizar redes neuronales artificiales 
como clasificador teniendo como arquitectura una capa oculta variando las neuronas y de 
clase perceptrón multicapa (MLP) con alimentación directa, así como la extracción de 




El sistema presenta una interfaz de usuario intuitiva de usar mediante un computador 
portátil donde se visualiza información relevante como gráficas importantes, 
recomendaciones de patrones característicos y resultados. Finalmente se consideran 
indicadores de validación para conocer la precisión, exactitud y similitud, para esto se 
conoce los falsos positivos, fasos negativos, positivos verdaderos y negativos verdaderos, 











DESARROLLO DE LA SOLUCIÓN 
 
5.1. Metodología propuesta 
 
En la siguiente tabla se realiza la comparación de la metodología propuesta con respecto 
a las tecnologías actuales, con la finalidad de identificar las características más eficientes.   
 
Tabla 7. 
Comparación de tecnologías actuales y la metodología propuesta 
 
R1. Estados Unidos – Universidad de Stanford, Center for Sleep Science and Medicine. 
(Stephansen, 2018). 
R2. Reino Unido – London South Bank University, Departamento de Ingeniería y Diseño.  
(Mohammadi, 2016). 





R4. Perú – Clínica San Felipe, Departamento de Neurociencias. (Hypnos Instituto del 
Sueño, 2018). 
R5. Metodología propuesta. 
 
 De igual manera, se hace mención de las características propias del diseño 
propuesto. Se considera un sistema automatizado debido al uso del perceptrón multicapa 
aplicado para clasificar los estadios del sueño, permitiendo así que el tiempo empleado 
para el análisis de las señales sea mucho más rápido (un menor tiempo), como también, 
permite saber la eficiencia de los resultados obtenidos. Brinda información en el campo de 
las frecuencias utilizando la FFT y la waterfall para realizar un análisis de patrones 
característicos de los estadíos del sueño, así como la variación de los husos del sueño en 
los pacientes con narcolepsia tipo II, ofreciendo así una nueva herramienta al especialista 
médico, donde también podrá visualizar el hipnograma de los pacientes.   
      
5.1.1. Diagrama general: 
  
Figura 14. Diagrama de bloque general de la metodología propuesta 
Fuente: Elaboración Propia 
 
La metodología propuesta (figura 14) parte de la base de datos obtenida de un canal de 
registro polisomnográfico proveniente de la Clínica San Felipe del área de Neurociencias, 
también conocido como Hypnos-Perú, una vez obtenida la data la primera etapa tiene como 
finalidad reconstruir adecuadamente las señales objetivas, para ello y al igual de las otras 





La salida de la primera etapa, se vuelve la entrada del pre-procesamiento, que tiene 
como finalidad adaptar la información para el análisis de patrones en las señales, donde 
se analizarán los estadios del sueño así como patrones característicos en pacientes 
narcolépticos tipo II con respecto a pacientes controles. 
 
Para la tercera etapa que es la extracción de características, se utilizan diversos 
modelos matemáticos con el propósito de tener un vector con variables que representan 
comportamientos propios en las señales, esto también permite reducir la carga 
computacional. 
 
 En la cuarta etapa se utiliza un clasificador basado en redes neuronales artificiales 
(ANN), que tiene como característica a mayor cantidad y mejor calidad de data obtener una 
mejor performance, la finalidad de esta etapa es clasificar los estadios del sueño 
correctamente el cual es el resultado de una adecuada disminución del error. 
 
 Finalmente se realiza una guide intuitiva en Matlab,  donde el usuario puede ver el 
análisis realizado en las señales obteniendo un reporte con gráficos, recomendaciones y 
la clasificación de los estadios de sueño con patrones relevantes para apoyar el diagnóstico 
del médico especialista.   
 
5.1.2. Base de datos 
 
Figura 15. Diagrama de bloque del Canal de Registro y la Base de Datos 






Para esta primera etapa (figura 15), el sistema inicia a través del canal de registro 
polisomnográfico Cadwell, modelo Easy III, el cual adquiere diferentes parámetros, como: 
Señales EOG (electrooculografías), EMG (electromiografías) del mentón y EEG 
(electroencefalografías). Sólo se utilizó los canales F3A2,  F4A1, C3A2, C4A1, O1A2, O2A1 
de las señales EEG debido  a que se obtiene información relevante para los fines de esta 
tesis, una vez reconocida las señales objetivas se realiza la selección y exportación de las 
mismas, considerando las horas de adquisición, la identidad de los pacientes en secreto, 
la resolución de las muestras y la frecuencias  de muestreo de las mismas.  
 
Figura 16. Interfaz del registro polisomnográfico Cadwell - Easy III 
Fuente: (Cadwell Laboratories, 2012, p. 46) 
 
En total se adquirió dos grupos de pacientes, siendo el primer grupo de 10 pacientes 
controles y el segundo grupo de 7 pacientes con narcolepsia, en ambos grupos la data se 
encuentra en formato .EDF (European Data Format), cabe mencionar que los datos 
exportados cuentan con dos filtros implementados en el software del equipo Cadwell – 
Easy III (figura 16), siendo el primero un filtro pasa banda de 0.53hz a 35hz como 
frecuencias de corte, con orden 8 y topología Butterworth y el segundo un filtro Notch de 
60hz como frecuencia de corte. 
 Al realizar la lectura en el software de Matlab se encuentra dos archivos por cada 
paciente, siendo uno la data de los seis canales EEG y el otro un .header, el cual brinda 





del .header (figura 17) se encuentra que algunos pacientes cuentan con una frecuencia de 
muestreo de 200 Hz mientras que otros de 250 Hz, de igual manera se observa que la 
duración entre los pacientes se encuentra entre 6hrs 10.5min a 8hrs 28.9min, la resolución 
de todos los pacientes es de 7uV. Cabe mencionar que se  presentan los mismos 
parámetros en los seis canales de cada paciente, siendo la variación de los parámetros 






Figura 17. Header extraído del archivo .EDF 
Fuente: Elaboración Propia 
 
Para la estandarización de tiempo y magnitud, se utilizan los parámetros 
anteriormente mencionados a todos los pacientes con sus respectivos canales, siendo los 
más relevantes la frecuencia de muestreo y la resolución. Se creó una nueva variable 
llamada tiempo, la cual es un vector con la misma dimensión de la señal original y con una 
progresión aritmética de: (dimensión de la señal original / frecuencia de muestreo), también 
se creó otra variable llamada amplitud, donde se dividió los valores de las señales 
originales sobre la resolución (valor señal original / resolución). 
 
Figura 18. Visualización canal F3A2, paciente control 01 – entre el segundo 5500 al 6000 





Figura 19. Visualización canal F3A2, paciente narcoléptico 02 entre el  
segundo 7000 al 7500 
Fuente: Elaboración Propia 
 
Una vez finalizado este algoritmo, se obtiene como salida de la primera etapa las 
señales EEG reconstruidas en tiempo y frecuencia de cada paciente con sus respectivos 
canales diferenciando en dos grupos, pacientes narcolépticos y pacientes controles, para 
un posterior pre-procesado, como se observa en la figura 18 y figura 19. 
 
Tabla 8.  
Cuadro de registro para pacientes controles en la primera etapa 
 








Cuadro de registro para pacientes con narcolepsia de la primera etapa 
Fuente: Elaboración Propia 
 
 En los cuadros de registro para la primera etapa se observa diferentes ítems, los 
cuales se describirán: Paciente: Debido a que la identidad de los pacientes se ha 
mantenido en reserva, se les denominará como controles o narcolépticos con un número 
diferenciable entre sí. Dimensión de la señal: Se representa como el número de valores 
que contiene la señal, cabe mencionar que se muestra un vector siendo este un canal de 
un total de seis canales. Canales: Son los canales exportados del EEG proveniente del 
canal polisomnográfico. Frecuencia de muestro: Es el número de muestra por unidad de 
tiempo que se tomó a la hora de su registro. Resolución: Es la amplitud proveniente del 
canal de registro. Pre-filtro: Son los filtros implementados previamente a la exportación para 
cada canal. Duración: Es la cantidad de horas totales para la adquisición de las señales. 
Data reconstruida: Es la matriz resultado de la estandarización en tiempo y magnitud, 










Figura 20. Diagrama de bloque de la etapa de Pre-procesamiento 
Fuente: Elaboración Propia 
 
 La segunda etapa de la metodología propuesta consta del pre-procesamiento de 
las señales (figura 20), una vez obtenida la señal reconstruida adecuadamente se emplea 
el estándar de la Academia Americana de Medicina del Sueño (AASM), realizando el 
ventaneo o separación por épocas de 30 segundos iterativamente a lo largo de la 
dimensión de cada señal, esto con el objetivo de clasificar los estadios del sueño en épocas 
de 30 segundos y reducir la cantidad de data a analizar. 
  
 
Figura 21. Ventaneo de 30 segundos del paciente control 04 – canal F3A2 (14:30 – 
15:30min) 







Figura 22. Ventaneo de 30 segundos del paciente con narcolepsia 01 – Canal F3A2 
(14:30 -15:30min) 
Fuente: Elaboración Propia 
 
 Luego se procede a convertir las señales del campo de tiempo al campo de la 
frecuencia y de tiempo – frecuencia, para esto se empleó la Transformada Rápido de 
Fourier y la Transformada Wavelet respectivamente. Para adaptar la señal a un análisis de 
patrones en frecuencia, se utilizó la data en épocas de 30 segundos como entrada, para 
luego emplear la Transformada de Fourier ‘fft’ en Matlab y posteriormente la DSP, para ello 
se ejecutó en matlab la herramienta de ‘Spectrum Analyzer’, esta herramienta ofrece la 
visualización la DSP junto a su espectrograma con respecto al tiempo, observar la figura 






Figura 23. Densidad Espectral de Potencia del paciente control 02 en el canal F3A2 
Fuente: Elaboración Propia 
 
Figura 24. Densidad Espectral de Potencia del paciente con Narcolepsia 04 en el canal 
F3A2 
Fuente: Elaboración Propia 
 En las figuras mostradas se observa la parte imaginaria y real de la DSP, además 
se resalta el filtro Notch (60Hz) implementado, las franjas verticales de color azul en el 
espectrograma y se observa la intensidad que posee cada señal. Continuando con el pre-
procesamiento en el campo de frecuencia se realiza una técnica matemática proveniente 
de ‘Waterfall’, este se describe como una representación de mallas continuas produciendo 





se empleó la función ‘contourf’ en Matlab, se visualiza lo siguiente. En la DSP en eje ‘x’ 
representa la frecuencia y el eje ‘y’ la intensidad. Mientras que, en el espectrograma el eje 
‘x’ representa la frecuencia y en el eje ‘y’ representa el tiempo. 
 
Figura 25. Waterfall en el paciente control 04 del canal F3A2 (0 – 100min) 
Fuente: Elaboración Propia 
 
  
Figura 26. Waterfall en el paciente con narcolepsia 01 del canal F3A2 (200 – 300min) 





En la figura 25 y figura 26, se representa la parte real de la DSP entre las 
frecuencias de (0 a 61Hz), visualmente ya se puede observar ciertos patrones los cuales 
son el reflejo de los distintos estadíos del sueño, de pacientes controles y con narcolepsia 
tipo II, además se ha puesto marcadores (líneas verticales de color negro y blanco) sutiles 
representando los diversos anchos de banda como delta, theta, alpha, complejos k, entre 
otros. El eje ‘x’ representa la frecuencia, el eje ‘y’ el tiempo y los colores la intensidad con 
respecto a su frecuencia. 
 
 De igual manera para extraer los datos relevantes en el campo Tiempo – 
Frecuencia, se utiliza la data en épocas de 30 segundos como entrada, para luego emplear 
la Transformada Wavelet, para ello se realiza la comparación de diversos ordenes con 
variaciones en las familias Wavelet. 
 
 
Figura 27. Transformada Wavelet, familia ‘Haar’ (escalonada) con orden 3 (7:30 – 8min) 









Figura 28. Transformada Wavelet, familia ‘Haar’ (escalonada) con orden 5 (7:30 – 8min) 
Fuente: Elaboración Propia 
 
Figura 29. Transformada Wavelet, familia ‘haar’ (escalonada) con orden 7 (7:30 – 8min) 
Fuente: Elaboración Propia 
 
Figura 30. Transformada Wavelet, familia ‘dmey’ (Meyer Discreto) con orden 3            
(7:30 – 8min) 





Figura 31. Transformada Wavelet, familia ‘dmey’ (Meyer discreto) con orden 5                 
(7:30 – 8min) 
Fuente: Elaboración Propia 
 
Figura 32. Transformada Wavelet, familia ‘dmey’ (Meyer D.) con orden 7 (7:30 – 8min) 
Fuente: Elaboración Propia 
 
Figura 33. Transformada Wavelet, familia ‘sym’ (Symlets) con orden 3 (7:30 – 8min) 





Figura 34. Transformada Wavelet, familia ‘sym’ (Symlets) con orden 5 (7:30 – 8min) 
Fuente: Elaboración Propia 
 
Figura 35. Transformada Wavelet, familia ‘sym’ (Symlets) con orden 7 (7:30 – 8min) 
Fuente: Elaboración Propia 
 
Figura 36. Transformada Wavelet, familia ‘db’ (Daubechies) con orden 3 y nivel 2                
(7:30 – 8min) 





Figura 37. Transformada Wavelet, familia ‘db’ (Daubechies) con orden 5 y nivel 2             
(7:30 – 8min) 
Fuente: Elaboración Propia 
 
Figura 38. Transformada Wavelet, familia ‘db’ con orden 7 y nivel 2 (7:30 – 8min) 
Fuente: Elaboración Propia 
 
Figura 39. Transformada Wavelet, familia ‘db’ con orden 5 y nivel 4 (7:30 – 8min) 





 Haciendo esta comparación de familias Wavelets (figuras 27 al 39) se procedió a 
escoger la familia Wavelet Daubechies con orden 5 y nivel 2, debido a que presenta un 
mejor rendimiento frente a los otros (no elimina información de la señal) y permite la 
disminución de datos, lo cual implica una menor carga computacional. Una vez realizado 




Registro de pacientes controles para la etapa de pre-procesamiento 
 
Fuente: Elaboración Propia 
 
Tabla 11. 
Registro de pacientes con narcolepsia para la etapa de pre-procesamiento 






 En los cuadros mostrados anteriormente se hace mención de los registros para la 
etapa de pre-procesamiento, los cuales se detallarán en las siguientes líneas. Ventaneo 
(Según AASM) por los seis canales: Se utiliza el estándar de la Academia Americana de 
Medicina del Sueño para ventanear la data anteriormente reconstruida, siendo las filas la 
cantidad de valores que representan 30 segundos y las columnas el número total de 
ventaneo con respecto a todos los canales, además dependiendo a su frecuencia de 
muestreo el valor de las filas varía. Ventaneo (según AASM) por canal: Se da hincapié a 
los datos que contiene un canal siendo este (columnas de los seis canales / 6). 
Transformada Rápida de Fourier por canal: Se representa como los valores que 
representan el campo espectral  (parte imaginaria y real) respecto a cada ventaneo para 
un solo canal. Densidad espectral (Campo real): Se aplica la DSP y se extrae la parte real 
para un solo canal. Waterfall: Representa los valores que se encuentran entre (0 – 70 Hz) 
para un solo canal. Transformada Wavelet: Es la descomposición mediante la familia 
wavelet ‘db’ con orden 5 y nivel 2 para un solo canal.  
 




Figura 40. Diagrama de bloque de la etapa de Extracción de Características 
Fuente: Elaboración Propia 
 
Para iniciar la tercera etapa (figura 40) se utilizó información que visualmente es 
diferenciable respecto al estadío de sueño correspondiente. A estos datos se le aplica 
modelos matemáticos específicos para extraer información que sintetice el comportamiento 


















Fuente: Elaboración Propia 
 
 Como resultado de esto, se crea un vector de 1 x 77 por cada ventaneo. La actividad 
parcial alpha, actividad parcial theta y actividad parcial delta, arroja un total de seis salidas 
siendo estas el resultado de la división del promedio de una actividad parcial respecto a la 
suma del promedio de las otras dos actividades parciales y las otras tres salidas se evalúa 
la desviación estándar en ves del promedio, teniendo un total de 17 características en 







Figura 41. Diagrama de bloque de la etapa de Clasificación 





Para esta cuarta etapa (figura 41) se utiliza el vector de características realizado 
previamente, presentando una variación, solo se escoge a siete paciente controles y seis 
pacientes con narcolepsia, además de no utilizar todas las ventanas. El criterio de selección 
para las ventanas se basó en la diferenciación visual de los patrones característicos en los 
estadíos del sueño utilizando ‘Waterfall’, la base teórica y el análisis de la parte médica 
especializada, con la finalidad de reducir el error en la etapa de entrenamiento y para tener 
datos con los que analizar la performance de la te sis. Como se visualiza en la figura 25 y 
figura 26. 
 
Como clasificador se utiliza el perceptrón multicapa debido a la gran capacidad de 
adaptarse a la función de interés, siendo estás funciones no continuas, a través del 
entrenamiento iterativo entre las entradas y salidas del clasificador obteniendo así 
conjuntos de patrones como factor de aprendizaje, además de que las salidas y los 
modelos matemáticos son conocidos se optó por un aprendizaje supervisado. Para realizar 
el entrenamiento del clasificador se aborda tres etapas principalmente.  
 
En la primera etapa se realiza el entrenamiento, el cual tiene como objetivo 
conseguir la mínima discrepancia entre los valores de salida obtenida con respecto a la 
salida deseada. En la segunda etapa se realiza la validación, que tiene como objetivo 
controlar el proceso de aprendizaje, a través, de un nuevo grupo de datos proporcionando 
valores de salida al finalizar cada capa hasta llegar a la salida de la red neuronal artificial. 
En la tercera y última etapa se realiza el testeo, el cual permite conocer de forma objetiva 
la eficacia final del sistema construido, utilizando otro grupo de nueva data proporciona una 
estimación insesgada del error de generalización. Para el desarrollo de estas etapas se 
utiliza la función “nprtool” el cual es una herramienta de reconocimiento de patrones de red 
neuronal proveniente de Matlab. En los siguientes párrafos se menciona las 






Cuadro de registro de estadíos del sueño para el entrenamiento de la MLP 
 
Fuente: Elaboración Propia 
 
El número total de ventaneos es 7594, considerando que existen 77 características, 
mi entrada para la MLP es de 7594 x 77, de igual manera se crea una matriz de salida o 
target considerando las siguientes etiquetas para cada estadío de sueño (REM: ‘00001’= 
5, WAKE: ‘00010’ = 4, N3: ‘00100’= 3, N2: ‘01000’ = 2 y N1: ‘10000’=1). Teniendo así una 
matriz de 7594x5. 
 
 Una vez ya conocido la entrada y salida de nuestra MLP, se empieza a ajustar los 
parámetros para que comience a entrenar, validar y testear, teniendo en cuenta que 
nuestro sistema tendrá un ‘feedforward’ reduciendo así el error, con la finalidad de 
automatizar el proceso de detección. Se prueba que el diseño de 70% (5316) data de 
entrenamiento, 15% (1139) data de validación y 15% (1139) data de testeo, junto a 10 
neuronas en la capa oculta y función de activación sigmoidea. Presenta la mejor eficiencia, 















Figura 42. Muestras utilizadas, diseño de la MLP y performance de la red (caso I) 









Figura 43. Muestras utilizadas, diseño de la MLP y performance de la red (caso II) 














Figura 44. Muestras utilizadas, diseño de la MLP y performance de la red (caso III) 










Figura 45. Diagrama de bloque para la validación del sistema 
Fuente: Elaboración Propia 
 
Se utiliza la data de los pacientes que no fueron utilizados para el entrenamiento de las 
redes neuronales artificiales, el vector de características, cabe mencionar que esta data ya 





cual debería ser el comportamiento esperado o los valores de salida, los cuales se tomarán 
como referencia, visualizar figura 45.  
 
 Luego la data anteriormente mencionada, ingresa a ser evaluada en el MLP ya 
entrenado, con la finalidad de que cada ventaneo sea clasificado según su estadío de 
sueño correspondiente (W, N1, N2, N3, REM). 
 
 Para validar los valores obtenidos una vez ya clasificado, se ha dividido en dos 
grupos de análisis, los cuales interaccionan de manera sincronizada. El primero es el 
análisis del área médica, donde se evalúa según los criterios médicos, siendo un doctor 
especialista el encargado de realizar la evaluación. Y el segundo es el análisis del área de 
ingeniería, donde se utilizan conceptos matemáticos para realizar la evaluación del mismo, 
se utiliza indicadores de evaluación (véase las ecuaciones 2.1.11, 2.1.12 y 2.1.14). 
 
Para la primera validación, se utilizó los coeficientes de correlación para comparar 
la similitud entre el hipnograma obtenido de la clasificación manual realizado por el 
especialista médico para los estadios del sueño, con respecto al hipnograma automatizado 
obtenido por la metodología propuesta. 
 
 Para la siguiente validación se definió los siguientes valores: Verdaderos positivos 
(VP), verdaderos negativos (VN), falsos positivos (FP) y falsos negativos (FN). Obtenidos 
de las siguientes matrices de confusión después de ser clasificados por la MLP entrenada 
y teniendo como referencia los estadíos ya clasificados por el médico especialista, tomar 



















Figura 46. Matriz de confusión del paciente control 01 












Figura 47. Matriz de confusión del paciente control 06 

















Figura 48. Matriz de confusión del paciente con narcolepsia 03 
Fuente: Elaboración Propia 
 
Tabla 14 




Fuente: Elaboración Propia 
 
Tabla 15 














Figura 49. Diagrama de bloque de la etapa de visualización 
Fuente: Elaboración Propia 
 
Para la visualización (figura 49), se realizó la evaluación del paciente control 06, cabe 
mencionar que esta herramienta sirve de soporte al médico especialista, por este motivo 















Figura 50. Interface principal numerado 
Fuente: Elaboración Propia 
 
Bloque 1: 
Permite seleccionar la nueva data a analizar, primero se selecciona el directorio y luego la 
data EEG, cabe mencionar que el sistema solo reconoce formatos .EDF, puesto que es el 






Con este botón se visualiza la señal cargada en el dominio de tiempo y ventaneado según 
el estándar AASM, épocas de 30 segundos, presenta la opción de desplazamiento para 
visualizar toda la señal en el dominio del tiempo y la opción de selección de canal para 
seleccionar el canal a analizar (F3A2, F4A1, C3A2, C4A1, O1A2, O2A1). 
 
Bloque 3: 
Con el siguiente botón se realiza el análisis en el dominio de la frecuencia, tiene como 
objetivo visualizar a qué estadio del sueño corresponde según el tiempo, de igual manera 
tiene la opción de elegir el canal a analizar, la opción de desplazamiento y referencias del 
comportamiento estándar que presenta cada estadío. 
 
Bloque 4: 
Con este botón se puede visualizar el hipnograma correspondiente, tiene como objetivo 
visualizar de manera general los cambios, dinamismo y variaciones de los estadíos del 
sueño que ha presenta el paciente durante todo el ciclo del sueño.  
 
Bloque 5: 
Permite visualizar la cantidad de veces que ha incidido en cada estadío. 
 
Bloque 6: 















Una vez realizado el desarrollo de cada etapa del sistema propuesto, se dan a conocer los 
resultados y la interpretación de cada uno. 
 
6.1. Resultados obtenidos 
 
6.1.1. Base de datos 
 
Se logró obtener la base de datos de manera correcta, convirtiendo los archivos exportados 
provenientes del canal de registro polisomnográfico del formato .EDF al formato .mat, para 
realizar su adecuada estandarización y reconstrucción, así como también se visualizó las 
señales EEG, donde se observó que las señales obtenidas tienen coherencia con respecto 
al comportamiento normal de las señales EEG estándares, esta data se almacenó en dos 
grupos: Pacientes control y pacientes con narcolepsia, separado cada paciente con sus 
respectivos canales. A continuación se muestra los seis canales respectivos para un 
paciente control y un paciente con narcolepsia tipo II, recortado en el eje ‘x’ (tiempo) para 














Figura 51. Ejemplo de las señales reconstruidas para un paciente control 
Fuente: Elaboración Propia 
  
Cabe mencionar que el eje ‘y’ representa la amplitud, siendo estandarizado en 
[Voltios], el eje ‘x’ representa el tiempo, siendo estandarizado en [Segundos]. Con esta 
figura, se da a mostrar la correcta reconstrucción de las señales EEG con sus respectivos 
canales para el paciente control. 
 





 Figura 52. Ejemplo de las señales reconstruidas para un paciente con narcolepsia 
Fuente: Elaboración Propia 
 
Se muestra la correcta reconstrucción de las señales EEG con sus respectivos 




Se ventanearon las señales EEG cada 30 segundos según el estándar de la Academia 
Americana de la Medicina del Sueño, permitiendo así utilizar la Transformada Rápida de 
Fourier y la Transformada Wavelet de manera eficiente en las señales, con lo que se 






 Trabajando las señales en el campo de frecuencia, se ha diferenciado los estadíos 
del sueño con respecto a sus anchos de banda correspondientes. 
  
Figura 53. Visualización del Estadio N3 
Fuente: Elaboración Propia 
 
Figura 54. Visualización del Estadio N2 
Fuente: Elaboración Propia 
 
Figura 55. Visualización del Estadio N1 
Fuente: Elaboración Propia 
 
 
Figura 56. Visualización del Estadio REM 







Figura 57. Visualización del Estadio WAKE 
Fuente: Elaboración Propia 
  
 Se obtiene, comprueba y resalta las siguientes características, como resultado de 
la interpretación de las figuras anteriormente mencionadas: 
 
Tabla 16 
Características resaltantes de los estadíos del sueño 
 
 
Fuente: Elaboración Propia 
 
 De igual manera se llegó a visualizar un patrón característico entre pacientes 
controles y pacientes con narcolepsia tipo II, cabe mencionar que esta información no se 






Figura 58. Waterfall en el paciente control 02 del canal F3A2 (0 – 100min) 
Fuente: Elaboración Propia 
 
 
Figura 59. Waterfall en el paciente con narcolepsia 07 del canal F3A2 (100 – 200min) 
Fuente: Elaboración Propia 
 
 Se observa que en los pacientes controles su ancho de los husos de sueño varía 





banda entre 12 – 14Hz. Se puede visualizar teniendo como referencia que la línea vertical 
negra que representa 14 Hz.  
 
 Para el campo de tiempo – frecuencia se mostró una mejor respuesta al utilizar la 
Transformada Wavelet, familia ‘db’ (Daubechies) con orden 5 y nivel 2, el aporte se ve 
reflejado al realizar la extracción de características y por lo tanto la etapa del clasificador, 
puesto que, brinda un mayor porcentaje de performance a los resultados finales.  
 
6.1.3. Extracción Características 
 
Se interpreta los siguientes resultados como el comportamiento que presenta cada estadío 
del sueño con respecto a su ancho de banda, lo cual sintetiza la naturaleza de los estadios 
del sueño a valores específicos, reduciéndose a así de manera significativa la gran 
cantidad de datos que presenta cada señal. A continuación se muestra algunas de estas 
características considerando el valor máximo, valor mínimo y valor promedio. 
 
 
Figura 60. Variación de la característica promedio en el paciente control 04 























































































































































Figura 61. Variación de la característica RMS en el paciente control 04 




Figura 62. Variación de la característica Entropía de Shannon en el paciente control 04 









































































































































































































































































































Figura 63. Variación de la característica Varianza en el paciente control 04 




Figura 64. Variación de las características actividad en el paciente control 04 










































































































































































































































































































































































































Figura 65. Variación de las características promedio en el paciente con narcolepsia 07 
Fuente: Elaboración Propia 
 
 
Figura 66. Variación de las características RMS en el paciente con narcolepsia 07 












































































































































































































































































































Figura 67. Variación de las características Entropía de Shannon en el paciente con 
narcolepsia 07 
Fuente: Elaboración Propia 
 
 
Figura 68. Variación de las características Varianza en el paciente con narcolepsia 07 







































































































































































































































































































Figura 69. Variación de las características actividad en el paciente con narcolepsia 07 




Para el clasificador se evaluó diferentes arquitecturas variando la distribución de datos y 
las neuronas en la capa oculta, se utilizó la función de activación ‘sigmoidea’, puesto que 
su salida es pertinente para la naturaleza de los datos. Se muestra los resultados. 
 
Tabla 17. 
Comportamiento de la red neuronal según su distribución de los datos 
 














































































































































































































































































Comportamiento de la red neuronal según su número de neuronas. 
 
Fuente: Elaboración Propia 
 Se obtuvo como mejor rendimiento la resaltada de color verde. Para hallar la 




Se obtuvo los siguientes resultados en la primera validación del sistema. Análisis de la 
metodología propuesta con respecto a la clasificación a través de un especialista médico, 
de forma manual. 
 
 A través de los coeficientes de correlación se obtuvo un 83.48% de similitud para el 






Figura 70. Hipnograma del paciente control 01 de forma manual y automatizada 
Fuente: Elaboración Propia 
 
 En la parte superior de la figura se observa la evaluación realizada por un doctor 
especialista de forma manual. Mientras que en la parte inferior se observa la clasificación 
realizada de forma automatizada a través del sistema propuesto. Considerando el eje ‘y’ 
como los estadíos del sueño, siendo (REM = 5, WAKE = 4, N3 = 3, N2 = 2 y N1 = 1) y el 
eje ‘x’ el número de ventaneo correspondiente.  
 
De igual manera se obtuvo un 82.91% de similitud para el paciente control 06. 
 
Figura 71. Hipnograma del paciente control 06 de forma manual y automatizada 





Se realizó el mismo procedimiento para el paciente con narcolepsia 03, obteniendo 
un 82.68% de similitud. 
 
Figura 72. Hipnograma del paciente con narcolepsia 03 de forma                                 
manual y automatizada 
Fuente: Elaboración Propia 
 
Para evidenciar más el dinamismo de los estadíos en el ciclo del sueño se muestra 
el hipnograma de pacientes que se utilizaron en el entrenamiento, los cuales han pasado 
por el mismo algoritmo. 
  
 
Figura 73. Hipnograma del paciente control 04 






Figura 74. Hipnograma del paciente con narcolepsia 04 
Fuente: Elaboración Propia 
 Se visualiza a través del hipnograma que los pacientes con narcolepsia presentan 
mayor cambio de estadíos producto de los síntomas del trastorno neurológico que 
padecen. 
 
 Para la segunda validación del sistema de utilizó la matriz de error, obteniendo 
como resultado los siguientes valores.  
 
Tabla 19. 
Performance de la metodología propuesta. 
 
Fuente: Elaboración Propia 
 
 En síntesis, se obtuvo una precisión promedio de 83.1%, exactitud promedio del 










Esta tesis ha permitido clasificar y automatizar los estadíos del sueño en pacientes 
controles y pacientes con narcolepsia tipo II, en la tabla 16 se muestra la incidencia que 
cada estadío del sueño presenta, el cual se ajusta con el estudio previo (Berry, 2012, p.80), 
obteniendo que el estadío N2 (42.03%) presenta mayor incidencia, el estadío N1 (2%) 
menor incidencia, estadío N3 (26.9%) y REM (23.9%) una incidencia parecida en todo el 
ciclo del sueño.  
 
 Los resultados obtenidos en la tabla 17 muestran las características de cada estadío 
del sueño que se ha obtenido, donde se observa un comportamiento similar en los estudios 
(Tuck - Advancing Better Sleep, 2019) y (National Institute of Neurological Disorders and 
Stroke, 2019). Resaltando que: N3 presenta gran predominancia en Delta (0-4Hz), N2 
presenta husos del sueño (12-16Hz) y complejos K (0.5-2Hz), N1 tiene poca incidencia 
(menor a 10 minutos) y REM solo presenta predominancia en frecuencias bajas (hasta 
theta 4-8Hz). 
 
 En las figuras 70-74 se observan los hipnogramas obtenidos, donde los pacientes 
con narcolepsia tipo II presentan mayores variaciones al cambiar de un estadío del sueño 
a otro con respecto a los pacientes controles, el cual se ajusta con la figura 7 proveniente 
de (Sleepline, 2019), considerando así un mayor dinamismo en los pacientes con 






 Finalmente como aporte a resaltar se muestra en la figura 58 y figura 59 una 
variación en los husos del sueño que según (National Institute of Neurological Disorders 
and Stroke, 2019) presenta un ancho de banda normal de 12-16Hz pero se encontró en los 
pacientes con narcolepsia tipo II un ancho de banda entre 12-14Hz, considerándolo como 
un aporte el cual no se ha encontrado en otros estudios previos.  































La detección oportuna de un trastorno neurológico del sueño como la narcolepsia tipo II es 
fundamental para las personas que presentan indicios del mismo, puesto que, el 
diagnosticarlo en una fase temprana produciría un mejor control del trastorno y a su vez un 
menor cambio en la calidad y estilo de vida de los paciente. Se descartó el paciente control 
05 debido a la falta de datos en su .header y el paciente control 07 por un exceso de ruido 
en las señales. 
 
 Se realizó la lectura adecuada del registro polisomnográfico de los pacientes con 
narcolepsia tipo II y los pacientes controles, utilizando los archivos .header y las señales 
electroencefalográficas obtenidas del formato .EDF en el software de Matlab, logrando la 
reconstrucción de las señales debido a su correcta visualización para un posterior pre-
procesamiento. 
 
 Se evaluó la Transformada Rápida de Fourier y la Transformada Wavelet a las 
señales EEG, dominio de frecuencia y dominio de tiempo-frecuencia respectivamente, 
aplicando el estándar de la Academia Americana de la Medicina del Sueño para el análisis 
de los estadíos del sueño (REM, W, N1, N2, N3), logrando visualizar y diferenciar los 
patrones característicos de cada estadío del sueño, de igual manera se observó un menor 
ancho de banda en los husos del sueño (12-16Hz) en los pacientes con narcolepsia tipo II 
con respecto a los pacientes controles, cabe mencionar que este último dato no se llegó a 






 Se realizó la extracción de características, logrando obtener valores diferenciables 
que representan información relevante entre cada ancho de banda para cada estadío del 
sueño. 
 
 Se evaluó diversas arquitecturas para el perceptrón multicapa, logrando un 
clasificador que supera el 83% de exactitud, precisión y similitud, de igual manera se redujo 
abruptamente el tiempo empleado para la clasificación de los estadíos del sueño debido a 
la automatización del sistema y se comprobó que los pacientes con narcolepsia tipo II 
presentan mayor dinamismo en su ciclo del sueño con respecto a los pacientes controles, 
debido a que en el hipnograma se observa mayor transiciones respecto a los estadios del 
sueño.   
  
 Se diseñó y desarrolló una interface de usuario a través de Matlab, logrando la 
interacción con el sistema permitiendo realizar el cargado de la nueva data, la visualización 
del hipnograma, waterfall (campo real de la frecuencia), las señales en el dominio de 
tiempo, recomendaciones para su análisis y resultados, brindando un adecuado soporte 
tecnológico y automatizado en el diagnóstico de la narcolepsia tipo II para el uso del área 

















TRABAJO A FUTURO 
 
Como continuación de esta tesis, se muestra recomendaciones médicas orientadas a la 
interfaz gráfica de usuario que pueden desarrollarse por motivo de mejora o trabajos a 
futuro. Entre las herramientas que destacan se encuentra: 
 
- La visualización de dos o más canales en simultáneo o de manera paralela (siendo 
estos señales EMG, EOG y ECG), para un mejor análisis en el dominio del tiempo. 
 
- Incorporar la opción de que el especialista médico modifique los resultados 
obtenidos por la clasificación automatizada, con la finalidad de mejorar los mismos 
a través de su experiencia y así brindar una performance mayor. 
 
- Tener la opción de exportar un registro final en .PDF el cual adjunte todas las 
gráficas mostradas en la interfaz gráfica de usuario, así como información relevante 

















Anexo 1. Interfaz gráfica de usuario – pantalla principal. 
 






























































Los códigos utilizados para esta tesis, así como los paquetes y funciones se han subido a 
la página GitHub, se puede acceder en el siguiente link:  
https://github.com/GustavoCarpioc01/Tesis 
 
De igual manera, se menciona a continuación: 
 





 scope= dsp.SpectrumAnalyzer; 
 release(scope); 
 scope.SampleRate=Fs; 










 [Fila,Columna] = size(Data); 
     longitudC=Fila/6; 
 for i=1:Fila 
     clear specTable  
 %     clear scope 
 %     scope= dsp.SpectrumAnalyzer; 
 % release(scope); 
 % scope.SampleRate=200; 
      scope(Data(i,:)') 
     specTable = getSpectrumData(scope); 
     DensidadEspectral(:,i)=specTable.Spectrum{1,1}; 
      i 
      M=M+1 
      if M == longitudC+1 
     clear time 




          M=1; 
      Canal=Canal+1; 
      end 
      if Canal == 1 
          CanalActual='F3A2'; 
      elseif Canal == 2 
          CanalActual='F4A1'; 
      elseif Canal == 3 
          CanalActual='C3A2'; 
      elseif Canal == 4 
          CanalActual='C4A1'; 
      elseif Canal == 5 
          CanalActual='O1A2'; 
      elseif Canal == 6 
          CanalActual='O2A1'; 
      end 
 sec=rotador*30; 
     if sec == 60 
     min=min+1; 
     sec=0; 
      rotador=1; 
     else  





     end  
     if min == 60 
     hora=hora+1; 
     min=0; 




      pause(0.1) 
 end 
 [Fila2,Columna2] = size(DensidadEspectral); 
 xT=Fila2+2; 
 Xfrecuencia=200*(1:xT/2)/(xT/2)*1/2; 
 for j=1:Fila 
             DensidadEspectralReal(:,j)=DensidadEspectral(Fila2/2:end,j); 
 
 
Anexo 13. Cargar data y estandarizar. 
 
 clear all 
 close all 
 clc 
 %% LECTURA DE TODA LA DATA 
 [Ndata1, Nheader1] = ReadEDF('Narcolpesia_Caso01.edf') 
 [Ndata2, Nheader2] = ReadEDF('Narcolpesia_Caso02.edf') 
 [Ndata3, Nheader3] = ReadEDF('Narcolpesia_Caso03.edf') 
 [Ndata4, Nheader4] = ReadEDF('Narcolpesia_Caso04.edf') 
 [Ndata5, Nheader5] = ReadEDF('Narcolpesia_Caso05.edf') 
 [Ndata6, Nheader6] = ReadEDF('Narcolpesia_Caso06.edf') 
 [Ndata7, Nheader7] = ReadEDF('Narcolpesia_Caso07.edf') 
 [data1, header1] = ReadEDF('Control_Caso01.edf') 
 [data2, header2] = ReadEDF('Control_Caso02.edf') 
 [data3, header3] = ReadEDF('Control_Caso03.edf') 
 [data4, header4] = ReadEDF('Control_Caso04.edf') 
 [data5, header5] = ReadEDF('Control_Caso05.edf') 
 [data6, header6] = ReadEDF('Control_Caso06.edf') 
 [data7, header7] = ReadEDF('Control_Caso07.edf') 
 [data8, header8] = ReadEDF('Control_Caso08.edf') 
 [data9, header9] = ReadEDF('Control_Caso09.edf') 

























 %     for i=1:10 
 %     Time(i,:) = linspace(1,Longitud(i)/Fs(i),Longitud(i)); 
 %     end 
 %% ESTANDARIZACIÓN EN MAGNITUD - CONTROL 
     for i=1:6 
         DataControlMagn1(i,:)=(DataControl{1,i}*7)'/(10e6); 
     end  % DataControl_1 
     i=1; 
     for i=1:6 
         DataControlMagn2(i,:)=(DataControl{2,i}*7)'/(10e6); 
     end  % DataControl_2 
     i=1; 
     for i=1:6 
         DataControlMagn3(i,:)=(DataControl{3,i}*7)'/(10e6); 
     end  % DataControl_3 
     i=1; 
     for i=1:6 
         DataControlMagn4(i,:)=(DataControl{4,i}*7)'/(10e6); 
     end  % DataControl_4   
     i=1; 
     for i=1:6 
         DataControlMagn5(i,:)=(DataControl{5,i}*7)'/(10e6); 
     end  % DataControl_5 
     i=1; 
     for i=1:6 
         DataControlMagn6(i,:)=(DataControl{6,i}*7)'/(10e6); 
     end  % DataControl_6 





     for i=1:6 
         DataControlMagn7(i,:)=(DataControl{7,i}*7)'/(10e6); 
     end  % DataControl_7 
     i=1; 
     for i=1:6 
         DataControlMagn8(i,:)=(DataControl{8,i}*7)'/(10e6); 
     end  % DataControl_8 
     i=1; 
     for i=1:6 
         DataControlMagn9(i,:)=(DataControl{9,i}*7)'/(10e6); 
     end  % DataControl_9 
     i=1; 
     for i=1:6 
         DataControlMagn10(i,:)=(DataControl{10,i}*7)'/(10e6); 
     end  % DataControl_10 












 %% ESTANDARIZACIÓN EN MAGNITUD - NARCO 
     for i=1:6 
         DataNarcoMagn1(i,:)=(DataNarco{1,i}*7)'/(10e6); 
     end  % DataControl_1 
     i=1; 
     for i=1:6 
         DataNarcoMagn2(i,:)=(DataNarco{2,i}*7)'/(10e6); 
     end  % DataControl_2 
     i=1; 
     for i=1:6 
         DataNarcoMagn3(i,:)=(DataNarco{3,i}*7)'/(10e6); 
     end  % DataControl_3 
     i=1; 
     for i=1:6 
         DataNarcoMagn4(i,:)=(DataNarco{4,i}*7)'/(10e6); 
     end  % DataControl_4   
     i=1; 





         DataNarcoMagn5(i,:)=(DataNarco{5,i}*7)'/(10e6); 
     end  % DataControl_5 
     i=1; 
     for i=1:6 
         DataNarcoMagn6(i,:)=(DataNarco{6,i}*7)'/(10e6); 
     end  % DataControl_6 
     i=1; 
     for i=1:6 
         DataNarcoMagn7(i,:)=(DataNarco{7,i}*7)'/(10e6); 
     end  % DataControl_7 
 %% PLOTEAR DATA CONTROL 
 i=1; 
 for i=1 
 figure(i) 
 subplot 311, plot(timeControl1,DataControlMagn1(i,:)); 
 xlabel (' tiempo [S]'); ylabel (' Amplitud [V]'); grid on; title('Paciente Control 01');  
 subplot 312, plot(timeControl2,DataControlMagn2(i,:)); 
 xlabel (' tiempo [S]'); ylabel (' Amplitud [V]'); grid on; title('Paciente Control 02'); 
 subplot 313, plot(timeControl3,DataControlMagn3(i,:)); 
 xlabel (' tiempo [S]'); ylabel (' Amplitud [V]'); grid on; title('Paciente Control 03'); 
  
 figure(i+1) 
 subplot 311, plot(timeControl4,DataControlMagn4(i,:)); 
 xlabel (' tiempo [S]'); ylabel (' Amplitud [V]'); grid on; title('Paciente Control 04');  
 subplot 312, plot(timeControl5,DataControlMagn5(i,:)); 
 xlabel (' tiempo [S]'); ylabel (' Amplitud [V]'); grid on; title('Paciente Control 05'); 
 subplot 313, plot(timeControl6,DataControlMagn6(i,:)); 
 xlabel (' tiempo [S]'); ylabel (' Amplitud [V]'); grid on; title('Paciente Control 06'); 
  
 figure(i+2) 
 subplot 411, plot(timeControl7,DataControlMagn7(i,:)); 
 xlabel (' tiempo [S]'); ylabel (' Amplitud [V]'); grid on; title('Paciente Control 07');  
 subplot 412, plot(timeControl8,DataControlMagn8(i,:)); 
 xlabel (' tiempo [S]'); ylabel (' Amplitud [V]'); grid on; title('Paciente Control 08'); 
 subplot 413, plot(timeControl9,DataControlMagn9(i,:)); 
 xlabel (' tiempo [S]'); ylabel (' Amplitud [V]'); grid on; title('Paciente Control 09'); 
 subplot 414, plot(timeControl10,DataControlMagn10(i,:)); 





 for i=1 
 figure(i) 





 xlabel (' tiempo [S]'); ylabel (' voltaje [uV]'); grid on; title('Paciente con narcolepsia 01'); 
 subplot 412, plot(timeNarco2,DataNarcoMagn2(i,:)); 
 xlabel (' tiempo [S]'); ylabel (' voltaje [uV]'); grid on; title('Paciente con narcolepsia 02'); 
 subplot 413, plot(timeNarco3,DataNarcoMagn3(i,:)); 
 xlabel (' tiempo [S]'); ylabel (' voltaje [uV]'); grid on; title('Paciente con narcolepsia 03'); 
 subplot 414, plot(timeNarco4,DataNarcoMagn4(i,:)); 
 xlabel (' tiempo [S]'); ylabel (' voltaje [uV]'); grid on; title('Paciente con narcolepsia 04'); 
 figure(i+1) 
 subplot 311, plot(timeNarco5,DataNarcoMagn5(i,:));  
 xlabel (' tiempo [S]'); ylabel (' voltaje [uV]'); grid on; title('Paciente con narcolepsia 05'); 
 subplot 312, plot(timeNarco6,DataNarcoMagn6(i,:)); 
 xlabel (' tiempo [S]'); ylabel (' voltaje [uV]'); grid on; title('Paciente con narcolepsia 06'); 
 subplot 313, plot(timeNarco7,DataNarcoMagn7(i,:)); 




Anexo 14. Extracción de características. 
 
 CONTROL2=TargetPacienteREMNarco07';                
 HZ= 88 ; % cambio 70.15(200hz)  o 88(250hz)    ---  
 HZ2= 88; 
 [F1 C1]=size(CONTROL1); 





 clear ControlDeltaHistogramaCaracteristica01 































































































































































































































 clear WaveletAprox1 
 for i=1:fila 
 [c,l] = wavedec(NarcoT1(i,:),2, 'db5'); 




 clear WaveletAprox2 
 for i=1:fila 
 [c,l] = wavedec(NarcoT2(i,:),2, 'db5'); 




 clear WaveletAprox3 
 for i=1:fila 
 [c,l] = wavedec(NarcoT3(i,:),2, 'db5'); 




 clear WaveletAprox4 
 for i=1:fila 
 [c,l] = wavedec(NarcoT4(i,:),2, 'db5'); 




 clear WaveletAprox5 
 for i=1:fila 
 [c,l] = wavedec(NarcoT5(i,:),2, 'db5'); 








 clear WaveletAprox6 
 for i=1:fila 
 [c,l] = wavedec(NarcoT6(i,:),2, 'db5'); 






 plot(WaveletPacienteControl06(15,:)); grid on 
 Data=Data'; 


















 clear WaveletAprox1 
 for i=1:fila 
 [c,l] = wavedec(NarcoT1(i,:),2, 'db5'); 




 clear WaveletAprox2 
 for i=1:fila 
 [c,l] = wavedec(NarcoT2(i,:),2, 'db5'); 









 for i=1:fila 
 [c,l] = wavedec(NarcoT3(i,:),2, 'db5'); 




 clear WaveletAprox4 
 for i=1:fila 
 [c,l] = wavedec(NarcoT4(i,:),2, 'db5'); 




 clear WaveletAprox5 
 for i=1:fila 
 [c,l] = wavedec(NarcoT5(i,:),2, 'db5'); 




 clear WaveletAprox6 
 for i=1:fila 
 [c,l] = wavedec(NarcoT6(i,:),2, 'db5'); 













       y=zeros(1,N); 
          for l=1:N 
          sum1=sum(x(:,l)-(x(:,l)).^q); 
          sum2=sum1/(q-1); 
          y(1,l)=sum2; 





Anexo 17. Ventaneo 30 segundos. 
 for k =1:6 % filas 
    reset; % reset 
         for reset=1:(length(Data)/Fs(Npaciente))/30  % (4812000/200)/30)=802 
         VentaneoT(contador,:)=Data(k,((Fs(Npaciente)*30)*(reset-
1)+1):((Fs(Npaciente)*30)*(reset-1)+(Fs(Npaciente)*30)));     
     contador=contador+1; 
























 [C1 L1]= size(PruebaDensidadEspectralReal11);  
 DimI=1; 
 DimF=C1;  %C1 
 X1=linspace(0,88,L1);  % 70.15= 200hz 88= 250Hz 
 Y=(DimI)*0.5:0.5:0.5*(DimF); 
 figure(1) 
 contourf(X1,Y,PruebaDensidadEspectralReal11(DimI:DimF,1:L1))  
 colormap(jet) 
 colorbar 
 title('CANAL F3A2 PACIENTE CONTROL 1') 





 ylabel('Tiempo (min)') 
 zlabel('Amplitude (dBm)') 
 hold on 
 RECT_12_14=rectangle('Position',[12 0 2 C1/2],'EdgeColor','k','LineWidth',1.5,'linestyle','--'); 
 RECT_0_2=rectangle('Position',[0 0 2 C1/2],'EdgeColor','k','LineWidth',1.5,'linestyle','--'); 
 RECT_4_8=rectangle('Position',[4 0 4 C1/2],'EdgeColor','w','LineWidth',1,'linestyle','--'); 
 RECT_13_=rectangle('Position',[13 0 0.001 C1/2],'EdgeColor','w','LineWidth',1,'linestyle','--'); 
 RECT_10_=rectangle('Position',[10 0 0.001 C1/2],'EdgeColor','w','LineWidth',1,'linestyle','--'); 





 title('CANAL F4A1 PACIENTE CONTROL 1') 
 xlabel('Frecuencia (Hz)') 
 ylabel('Tiempo (min)') 
 zlabel('Amplitude (dBm)') 
 hold on 
 RECT_12_14=rectangle('Position',[12 0 2 C1/2],'EdgeColor','k','LineWidth',1.5,'linestyle','--'); 
 RECT_0_2=rectangle('Position',[0 0 2 C1/2],'EdgeColor','k','LineWidth',1.5,'linestyle','--'); 
 RECT_4_8=rectangle('Position',[4 0 4 C1/2],'EdgeColor','w','LineWidth',1,'linestyle','--'); 
 RECT_13_=rectangle('Position',[13 0 0.001 C1/2],'EdgeColor','w','LineWidth',1,'linestyle','--'); 
 RECT_10_=rectangle('Position',[10 0 0.001 C1/2],'EdgeColor','w','LineWidth',1,'linestyle','--'); 





 title('CANAL C3A2 PACIENTE CONTROL 1') 
 xlabel('Frecuencia (Hz)') 
 ylabel('Tiempo (min)') 
 zlabel('Amplitude (dBm)') 
 hold on 
 RECT_12_14=rectangle('Position',[12 0 2 C1/2],'EdgeColor','k','LineWidth',1.5,'linestyle','--'); 
 RECT_0_2=rectangle('Position',[0 0 2 C1/2],'EdgeColor','k','LineWidth',1.5,'linestyle','--'); 
 RECT_4_8=rectangle('Position',[4 0 4 C1/2],'EdgeColor','w','LineWidth',1,'linestyle','--'); 
 RECT_13_=rectangle('Position',[13 0 0.001 C1/2],'EdgeColor','w','LineWidth',1,'linestyle','--'); 
 RECT_10_=rectangle('Position',[10 0 0.001 C1/2],'EdgeColor','w','LineWidth',1,'linestyle','--'); 





 title('CANAL C4A1 PACIENTE CONTROL 1') 





 ylabel('Tiempo (min)') 
 zlabel('Amplitude (dBm)') 
 hold on 
 RECT_12_14=rectangle('Position',[12 0 2 C1/2],'EdgeColor','k','LineWidth',1.5,'linestyle','--'); 
 RECT_0_2=rectangle('Position',[0 0 2 C1/2],'EdgeColor','k','LineWidth',1.5,'linestyle','--'); 
 RECT_4_8=rectangle('Position',[4 0 4 C1/2],'EdgeColor','w','LineWidth',1,'linestyle','--'); 
 RECT_13_=rectangle('Position',[13 0 0.001 C1/2],'EdgeColor','w','LineWidth',1,'linestyle','--'); 
 RECT_10_=rectangle('Position',[10 0 0.001 C1/2],'EdgeColor','w','LineWidth',1,'linestyle','--'); 





 title('CANAL O1A2 PACIENTE CONTROL 1') 
 xlabel('Frecuencia (Hz)') 
 ylabel('Tiempo (min)') 
 zlabel('Amplitude (dBm)') 
 hold on 
 RECT_12_14=rectangle('Position',[12 0 2 C1/2],'EdgeColor','k','LineWidth',1.5,'linestyle','--'); 
 RECT_0_2=rectangle('Position',[0 0 2 C1/2],'EdgeColor','k','LineWidth',1.5,'linestyle','--'); 
 RECT_4_8=rectangle('Position',[4 0 4 C1/2],'EdgeColor','w','LineWidth',1,'linestyle','--'); 
 RECT_13_=rectangle('Position',[13 0 0.001 C1/2],'EdgeColor','w','LineWidth',1,'linestyle','--'); 
 RECT_10_=rectangle('Position',[10 0 0.001 C1/2],'EdgeColor','w','LineWidth',1,'linestyle','--'); 





 title('CANAL O2A1 PACIENTE CONTROL 1') 
 xlabel('Frecuencia (Hz)') 
 ylabel('Tiempo (min)') 
 zlabel('Amplitude (dBm)') 
 hold on 
 RECT_12_14=rectangle('Position',[12 0 2 C1/2],'EdgeColor','k','LineWidth',1.5,'linestyle','--'); 
 RECT_0_2=rectangle('Position',[0 0 2 C1/2],'EdgeColor','k','LineWidth',1.5,'linestyle','--'); 
 RECT_4_8=rectangle('Position',[4 0 4 C1/2],'EdgeColor','w','LineWidth',1,'linestyle','--'); 
 RECT_13_=rectangle('Position',[13 0 0.001 C1/2],'EdgeColor','w','LineWidth',1,'linestyle','--'); 
 RECT_10_=rectangle('Position',[10 0 0.001 C1/2],'EdgeColor','w','LineWidth',1,'linestyle','--'); 














Anexo 20. Red neuronal. 









       y=zeros(1,N); 
       for l=1:N 
          sum1=sum(x(:,l).*log(x(:,l))); 
          sum1=-1*sum1; 
         y(1,l)=sum1; 





B) Selección de data 
 
 







D) Arquitectura de la MPL 
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