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Summary  Biosorption  is  supposed  to  be  an  economical  process  for  the  treatment  of  wastewa-
ter containing  heavy  metals  like  lead  (II).  In  this  research  paper,  the  support  vector  regression
(SVR) has  been  used  to  predict  the  sorption  capacity  of  lead  (II)  ions  with  the  independent  input
parameters being:  initial  lead  ion  concentration,  pH,  temperature  and  contact  time.  Tree  fern,
an agricultural  by-product,  has  been  employed  as  a  low  cost  biosorbent.  Comparison  betweenregression  (SVR) multiple linear  regression  (MLR)  and  SVR-based  models  has  been  made  using  statistical  param-
eters. It  has  been  found  that  the  SVR  model  is  more  accurate  and  generalized  for  prediction  of
the sorption  capacity  of  lead  (II)  ions.
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Introduction
The  toxic  and  hazardous  nature  of  lead  (II)  has  become
a  major  concern  across  the  world.  Most  commonly  used
techniques  for  the  abstraction  of  lead  like  chemical  precip-
itation,  ion  exchange,  ﬁltration,  membrane  processes,  and
coagulation.  But,  nowadays  biosorption  process  is  found  to
be  an  ideal  alternative  to  these  existing  methods  as  it  offers
many  beneﬁts  such  as  environmental  friendliness,  low  cost,
high  efﬁciency  of  metal  removal  and  minimum  generation
of  sludge  that  can  be  easily  treated  (Abbas  et  al.,  2014).
 This article belongs to the special issue on Engineering and Mate-
rial Sciences.
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In  the  recent  past,  support  vector  machines  (SVMs),  a
oft  computing  technique,  have  been  adapted  as  a  regres-
ion  (SVR)  predicting  tool  which  has  several  advantages  over
he  traditional  neural  networks.  These  include  few  model
arameters  to  be  chosen,  avoidance  of  over-ﬁt  to  the  data
nd  unique,  optimal  and  global  solution.  Recently,  SVR  has
een  applied  to  many  actual  issues  like  predicting  the  per-
ormance  of  compact  heat  exchangers  (Peng  and  Ling,  2015),
odelling  of  heat  transfer  in  a  thermosyphon  reboiler  (Zaidi,
015),  etc.  In  the  current  study,  support  vector  regression
as  been  used  to  predict  the  sorption  capacity  (mg/g)  of
ead  (II)  ions.
heory and basic principles of support vector
egression
he  detailed  description  of  SVM  is  therein  several  excellent
orks  (Vapnik,  1995;  Gunn,  1997).  A  regression  consists  of  a
icle under the CC BY-NC-ND license (http://creativecommons.org/
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Table  1  Parameters  of  the  SVR  model  for  the  sorption  capacity  of  lead  (II)  ion.
Model  C    =  1/22 ε  Kernel  type  Loss
function
Quantity  of
support  vectors
Number  of
training  data
Sorption
capacity
32,768  0.058  0.09  Radial  basis
function
ε-insensitive  70  116
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0.0025,  7.8962  and  0.0338  respectively.  It  is  clearly  evi-
dent  that  the  support  vector  regression  model  has  given
such  values  of  the  statistical  evaluation  parameters,  which
demonstrate  its  excellent  prediction  performance.
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raining  data  as  given:  P  =  {(a1,  b1),  (a2,  b2),.  .  .,(aN,  bN)},  so
hat  ai is  a  vector  of  real  independent  variables  and  bi the
orresponding  scalar  real  dependent  variable.  The  regres-
ion  equation  in  the  feature  space  can  be  approximated
y:
(a,  w)  =  (w  ·  (a)  +  c)  (1)
here,  w  deﬁnes  the  weight  vector,  c  is  a  constant,  (a)  is
he  feature  function  and  (w  ·  (a))  the  dot  product  therein.
Minimize  the  following  equation:
inimize  :  Q(f)  =  C 1
N
Lε(b,  z(a,  w))  + 12 ||W
2||  (2)
nd,
ε(b,  z(a,  w))  =
{
0  if  |b  −  z(a,  w)|  ≤  ε
|b  −  z(a,  w)|  −  ε  otherwise (3)
In  Eq.  (2),  the  LHS  term  represents  the  empirical  error
nd  the  term  C  gives  a  measure  of  the  optimization  between
he  empirical  error  and  the  model  complexity  given  by  the
econd  term  of  the  said  equation.  Eq.  (3)  deﬁnes  a  loss  func-
ion  called  ε-insensitive  loss  function  (Vapnik  et  al.,  1996).
he  optimization  problem  is  converted  into  the  dual  prob-
em  by  incorporating  Lagrangian  multiplier  ˇ  and  ˇ*.  Only
he  non-zero  coefﬁcients,  along  with  their  input  vectors,  ai,
re  termed  the  support  vectors.  The  ﬁnal  form  comes  out  as
ollows:
(a,  ˇi, ˇ∗i )  =
Nsv∑
i=1
(ˇi −  ˇ∗i )((ai)  ·  (aj))  +  c (4)
By  the  help  of  kernel  function  K(xi,  xj),  the  SVR  function
an  be  obtained  as  given  below:
(a,  ˇi, ˇ∗i )  =
Nsv∑
i=1
(ˇi −  ˇ∗i )K(a,  ai)  +  c  (5)
The  term,  c,  is  calculated  by  using  the
arush—Kuhn—Tucker  conditions.
esults and discussion
n  this  study,  SVR  has  been  applied  to  predict  the  sorption
apacity  (mg/g)  of  lead  (II)  ions  with  the  input  parame-
ers  being  initial  lead  ion  concentration,  pH,  temperature
nd  contact  time  using  agricultural  by-product,  tree  fern
s  a  biosorbent.  Biosorption  data  for  SVR  have  been  taken
rom  the  available  published  literature  (Ho  et  al.,  2004;  Ho,
005).  The  whole  dataset  consisting  of  145  runs  are  randomly
ivided  into  training  dataset  (116  data  points;  80%  of  the
otal  data)  and  the  test  dataset  (29  data  points;  20%  of  the
F
(ata)  (Zaidi,  2015).  Afterward,  model  hyper-parameter  (C,
)  and  kernel  parameter  (RBF  kernel,  )  are  optimized  using
0-fold  cross-validation.  Then,  the  support  vector  model  is
valuated  on  the  basis  of  statistical  parameters  and  then
ompared  with  the  MLR  model.
nalysis  of  the  support  vector  regression  model
n  this  paper,  the  radial  basis  function  (RBF)  kernel  has  been
mployed  as  it  has  been  found  to  give  a  good  general  per-
ormance  and  only  one  kernel  parameter  ()  needs  to  be
djusted  (Zaidi,  2015).  Grid  search  methodology  with  10-
old  cross  validation  has  been  applied  to  get  the  optimal
odel  parameters,  C,  ε,  .  These  parameters  have  been
aried  in  a  wide  range  as:  C  [25,215],    [2−15,  22] and  ε  [2−15,
4].  The  model  parameters  for  the  support  vector  regression
odel  are  provided  in  Table  1.  LIBSVM  package  developed
y  Chang  and  Lin  (2001)  was  employed  to  obtain  the  support
ector  regression  model  for  the  sorption  capacity  (mg/g)  of
ead  (II)  ions.
Fig.  1  has  been  plotted  between  actual  values  of  lead
II)  sorption  capacity  (mg/g)  and  the  values  predicted  by
he  support  vector  regression  model  for  the  sets  of  training
ata  and  the  test  data.  The  statistical  evaluation  parame-
ers  of  the  SVR-based  model  predicted  values  for  the  training
ata  have  been  found  as:  average  absolute  relative  error
AARE)  of  3.99%,  correlation  coefﬁcient  (R)  of  0.9901,  root
ean  square  error  (RMSE)  of  0.0041,  standard  deviation  (SD)
f  8.2529  and  mean  relative  error  (MRE)  of  0.0398  and  the
orresponding  values  for  the  test  data  are:  3.38%,  0.9915,Experimental
igure  1  SVR  simulation  of  sorption  capacity  (mg/g)  of  lead
II) for  the  training  data  and  test  data.
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Figure  2  Prediction  performance  of  the  SVR  model  versus  the
MLR model  for  the  sorption  capacity  of  lead  (II)  ions  using  the
test data.
Table  2  Evaluation  of  SVR  model  versus  the  MLR  model  for
test  data.
Evaluation  index  Support  vector
regression  model
MLR  model
Average  absolute
relative  error
(AARE,  %)
3.38  25.01
Correlation
coefﬁcient  (R)
0.9915  0.7613
Root mean  square
error  (RMSE)
0.0025  0.0587
Standard  deviation
(SD)
7.8962 7.9204
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0.0338  0.1799
SVR-based  model  versus  the  MLR  model
A  comparison  has  been  made  of  the  performance  of  the
MLR  model  with  the  support  vector  regression  model.  Fig.  2
clearly  shows  the  superior  performance  of  the  support
vector  regression  model.  Table  2  exhibits  the  relevant  statis-
tical  evaluation  parameters  for  the  two  modelling  methods
Zcity  of  lead  (II)  631
tilizing  the  test  data.  It  is  thus  seen  that  the  support  vector
egression  model  outsmarts  the  MLR  model.
onclusion
ased  on  the  statistical  evaluation  parameters  and  the  com-
arison  with  the  MLR  model,  the  results  prove  that  the
upport  vector  regression  soft  computing  model  is  a  superior
odel  than  the  MLR  model  in  terms  of  prediction  perfor-
ance,  accuracy  and  generalization  ability.  Thus,  SVR  can
e  applied  in  chemical  engineering  and  its  allied  ﬁelds.
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