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Abstract
In this paper we obtain, for a class of plane curves, extensions of the well-known relation of inflection
points, double points and bitangencies established by Fabricius-Bjerre for closed curves.
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1. Introduction and statement of the main result
Let γ : I →R2, γ (u) = (γ1(u), γ2(u)) be a smooth plane curve, with I ⊂R an open interval.
A bitangency is a pair of points u,v ∈ I , denoted by (u, v), such that the tangent line of γ at u
coincides with the tangent line of γ at v. A bitangency (u, v) is a same side bitangency if γ near u
and γ near v lie on the same side of the common tangent line (see Fig. 1(a)), and a bitangency is
an opposite side bitangency if γ near u and γ near v lie on opposite sides of the common tangent
line (see Fig. 1(b)). Analogously a tritangency is defined by the points u,v,w ∈ I such that the
tangent lines of γ at u, v and w coincide. A double point is a pair of points u,v ∈ I , denoted by
(u, v), such that γ (u) = γ (v), that is an intersection of the curve (see Fig. 1(c)) and a triple point
is defined by the points u,v,w ∈ I such that γ (u) = γ (v) = γ (w). An inflection point is a point
u ∈ I such that the curvature of γ at u vanishes (see Fig. 1(d)).
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For a given plane curve, denote by ts and to the numbers of same side and opposite side
bitangencies, respectively, d the number of double points and i the number of inflection points of
the curve. For a strict convex curve all these numbers are zero. Examination of a few examples
of closed curves, that is γ : S1 →R2 leads to the conjecture that
ts − to = d + i2 . (1)
Eq. (1) was proved by Fabricius-Bjerre [2] with the regularity condition slightly stronger
than C1. Later Fabricius-Bjerre [3] gave a proof of a variant of Eq. (1) for curves with
cusps. Halpern [4] proved (1) for smooth closed curves satisfying certain regularity conditions.
The proof described there uses techniques of critical points for vector fields and winding numbers
and requires that the curve be of differentiability class C4. Banchoff [1] presented an elementary
proof of (1) for polygonal curves in the plane.
In this paper we develop extensions of Eq. (1) for a class of plane curves. More precisely, let
G(I,R2) be the set of plane curves γ : I →R2, C∞, satisfying the following conditions:
1) The curve γ has a finite number of transversal double points, that is if (u, v) is a double
point, then γ ′(u) is not a multiple of γ ′(v) and there are no triple points;
2) The curve γ has a finite number of bitangencies and there are no tritangencies;
3) The curve γ has a finite number of ordinary inflection points, that is if κγ (u) = 0 then
κ ′γ (u) = 0, and an inflection point is not part of a bitangency.
By using the standard transversality techniques, it is possible to show the following result:
The set G(I,R2) ⊂ C∞(I,R2) is residual with the Whitney C∞ topology.
Let I ⊂R be an open interval containing the origin and let γ : I →R2 be a plane curve of the
form
γ (u) = (akuk, bmum), (2)
where 0 < k < m and akbm = 0.
Definition 1.1. Given a plane curve γ as in (2), a deformation in G(I,R2) of γ is a plane curve
γ (u) = (akuk + ak−1uk−1 + · · · + a1u,bmum + bm−1um−1 + · · · + b1u)
such that γ ∈ G(I,R2) for all parameters ak−1, . . . , a1, bm−1, . . . , b1 ∈R.
Here we develop a formula relating the numbers to, ts , i and d depending on the parity of k
and m. More precisely, the main result of this paper is the following.
Theorem 1.2. Let γ be a plane curve as in (2). For any deformation in G(I,R2) of γ the follow-
ing statements hold:
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ts − to = d + i − 12 ; (3)
2. If k is even and m is odd then
ts − to = d + i2 − 1; (4)
3. If k is odd and m is even then
ts − to = d + i2 . (5)
This paper is organized as follows. In Section 2 we define a map Fγ : I × I →R2 associated
to a curve γ ∈ G(I,R2) with the following property: the zeros of Fγ are precisely the inflection
points or bitangencies or double points of the curve γ . We also present the calculation of the
index of the map Fγ in terms of the geometric invariants of the curve γ . In Section 3 we extend
the definition of the map Fγ to a plane curve γ as in (2). We show that the singularity of this map
appears at the origin and that the index of this map at the origin depends only on the parity of k
and m. Finally, the proof of Theorem 1.2 is presented and some corollaries are proved.
2. Plane curve and the associated vector field
Let f : R2 → R2 be a continuous map such that 0 is isolated in f −1(0). Choose a ball B
about 0 in R2 so small that f −1(0) ∩ B = {0} and let S be its boundary. The index of f at
zero, ind0(f ), is defined as the degree of the mapping (f/‖f ‖) : S → S1, where the circles are
oriented as circles in R2. Let f be a map such that the set of zeros is finite. Then the index of f ,
ind(f ), is given by
ind(f ) =
∑
{a: f (a)=0}
inda(f ). (6)
Consider γ ∈ G(I,R2). Define Fγ : I × I →R2 as
Fγ (u, v) =
(
det(γ ′(u), γ (u) − γ (v))
(u − v)2 ,
det(γ ′(v), γ (u) − γ (v))
(u − v)2
)
. (7)
The following proposition establishes a relationship between the zeros of Fγ and the geometry
of the curve γ .
Proposition 2.1. Consider γ ∈ G(I,R2) and Fγ as in (7). Then Fγ is well defined in u = v and
Fγ (u, v) = (0,0) ⇔
{
(u, v) is a double point or a bitangency of γ , when u = v,
v is an inflection of γ , when u = v.
Proof. It is evident that Fγ (u, v) = (0,0) if and only if (u, v) is a bitangency or a double point
when u = v. In what follows we prove that Fγ is well defined when u = v. Consider Fγ (u, v) =
(f1(u, v), f2(u, v)) where
f1(u, v) = det(γ
′(u), γ (u) − γ (v))
2 and f2(u, v) =
det(γ ′(v), γ (u) − γ (v))
2 .(u − v) (u − v)
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γ (u) = γ (v) + γ ′(v)(u − v) + γ
′′(v)
2! (u − v)
2 + · · ·
and so
γ (u) − γ (v)
u − v = γ
′(v) + γ
′′(v)
2! (u − v) +
γ ′′′(v)
3! (u − v)
2 + · · · .
On the other hand, expand γ ′(u) into a Taylor series around v
γ ′(u) = γ ′(v) + γ ′′(v)(u − v) + γ
′′′(v)
2! (u − v)
2 + · · · .
Hence
f1(u, v) = det(γ
′(v)+γ ′′(v)(u−v)+ γ ′′′(v)2! (u−v)2+···,γ ′(v)+ γ
′′(v)
2! (u−v)+ γ
′′′(v)
3! (u−v)2+···)
(u−v)
= 3 det(γ
′(v), γ ′′(v))
2
+ (u − v)f˜ (u, v).
Taking u = v it follows that
Fγ (u,u) =
(
3 det(γ ′(u), γ ′′(u))
2
,−3 det(γ
′(u), γ ′′(u))
2
)
and that f1(u,u) = f2(u,u) = 0 if and only if det(γ ′(u), γ ′′(u)) = 0, that is u is an inflection
point. 
Proposition 2.2. Consider γ ∈ G(I,R2). Then all zeros of Fγ are ordinary.
Proof. The Jacobian matrix of Fγ in its zeros (see Proposition 2.1) has the form
J
(
Fγ (u, v)
)= 1
(u − v)2
(det(γ ′′(u), γ (u) − γ (v)) det(γ ′(u),−γ ′(v))
det(γ ′(v), γ ′(u)) det(γ ′′(v), γ (u) − γ (v))
)
. (8)
If (u, v) is a double point, then (8) has the form
J
(
Fγ (u, v)
)= ( 0 det(γ ′(u),−γ ′(v))
det(γ ′(v), γ ′(u)) 0
)
and its determinant is given by∣∣J (Fγ (u, v))∣∣= −(det(γ ′(u), γ ′(v)))2. (9)
Then J (Fγ ) is singular if and only if det(γ ′(u), γ ′(v)) = 0, which only occurs at nontransversal
intersections.
If (u, v) is a bitangency, then (8) has the form
J
(
Fγ (u, v)
)= (det(γ ′′(u), γ (u) − γ (v)) 0
0 det(γ ′′(v), γ (u) − γ (v))
)
,
and its determinant can be written as
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Then J (Fγ ) is singular if and only if det(γ ′′(u), γ (u) − γ (v))det(γ ′′(v), γ (u) − γ (v)) = 0.
Since γ (u) − γ (v) is the tangent vector at both u and v, this is equivalent to saying that the
curvature of γ at u or at v is zero, that is, one of the points of the bitangency is an inflection.
Finally, consider u = v and v is an inflection. Expanding γ (u), γ ′(u) and γ ′′(u) into a Taylor
series with center at u = v we can write
∣∣J (Fγ (u, v))∣∣= −14(det(γ ′(v), γ ′′′(v)))2. (11)
Then J (Fγ ) is singular if and only if det(γ ′(v), γ ′′′(v)) = 0, which only occurs at non-ordinary
inflection points. 
Henceforth we are interested in the calculation of ind(Fγ ).
Theorem 2.3. Consider γ ∈ G(I,R2). The index indp(Fγ ) is given by
indp(Fγ ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−1, at a double point of γ ;
−1, at an opposite side bitangency of γ ;
+1, at a same side bitangency of γ ;
−1, at an inflection of γ .
Proof. In Proposition 2.2 the determinant of the Jacobian matrix of F at the above points has
been calculated. If (u, v) is a double point, the determinant of J (Fγ (u, v)) is given by (9) and
thus its sign is always negative. If (u, v) is a bitangency, then the determinant of J (Fγ (u, v)) is
given by (10). Since (u, v) is a bitangency, it follows that γ ′(u) is parallel to γ (u) − γ (v) and
γ ′(v) is parallel to γ (u) − γ (v). Therefore, from (10), it follows
∣∣J (Fγ (u, v))∣∣= det(γ ′′(u), δγ (u)γ ′(u))det(γ ′′(v), δγ (v)γ ′(v))
= δγ (u)κγ (u)δγ (v)κγ (v),
where κγ (u) (resp. κγ (v)) is the curvature of γ at u (resp. v), and δγ (u) (resp. δγ (v)) is ±1. The
quantity δγ (u)κγ (u)δγ (v)κγ (v) is positive when (u, v) is a same side bitangency and negative when
(u, v) is an opposite side bitangency.
Finally, when u = v and v is an inflection, the determinant of J (Fγ (u, v)) is given by (11)
and thus its sign is always negative. 
Corollary 2.4. Consider γ ∈ G(I,R2). Then
ind(Fγ ) = −2d − 2to + 2ts − i. (12)
Proof. It follows from the definition of Fγ that Fγ (u, v) = (0,0) if and only if Fγ (v,u) = (0,0).
Thus the proof follows from Eq. (6) and Theorem 2.3. 
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Henceforth we consider plane curves γ given in (2) classified according to the parity of the
degrees of k and m as follows:
(k,m) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(Even,Even);
(Even,Odd);
(Odd,Even);
(Odd,Odd).
Given a plane curve γ as in (2) it is possible to define an associated vector field Fγ as in (7)
which can be written as
Fγ (u, v) = akbm
(u − v)2
(
(k − m)uk+m−1 + mum−1vk − kuk−1vm,
(m − k)vk+m−1 − mvm−1uk + kvk−1um). (13)
Rewriting the right-hand side of Eq. (13), Fγ has the form
Fγ (u, v) =
(
k∑
j=1
j (k − m)um+k−(j+2)vj−1 +
m−1∑
j=k+1
k(j − m)um+k−(j+2)vj−1,
−
k∑
j=1
j (k − m)vm+k−(j+2)uj−1 −
m−1∑
j=k+1
k(j − m)vm+k−(j+2)uj−1
)
. (14)
Remark 3.1. In the case (k,m) = (Even,Even) we consider the vector field Fγ /(u+v)2 instead
of Fγ . For simplicity this new vector field will be denoted by Fγ .
Proposition 3.2. Consider Fγ as in (13) and in Remark 3.1. Then Fγ has the origin as an
isolated zero.
Proof. It is simple to see that (0,0) is a zero of Fγ . We now study the zeros of Fγ different from
the origin. As Fγ is homogeneous if (u, v) = (0,0) is a zero of Fγ then all points on the straight
line (tu, tv) are zeros too. Suppose (u, v) = (0,0) and define X = v/u. Thus
Fγ (u, v) = (0,0) ⇔ Fγ (1,X) = (0,0).
So it is enough to find the zeros of the system⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−kXm + mXk + (k − m)
(1 − X)2 = 0,
(m − k)Xm − mXm−k + k
(1 − X)2 = 0.
(15)
The first equation of system (15) only has the positive root X = 1. In fact, as k−m < 0, it follows
that −kXm + mXk + (k − m) has at most two positive roots (counted with multiplicities). It is
simple to see that X = 1 is a root with multiplicity two. Thus X = 1 is the only positive root of
system (15) (note that the term (1 − X)2 appears in the denominator).
F.S. Dias, L.F. Mello / Bull. Sci. math. 135 (2011) 333–344 339Now we study the possibility of a negative root. It is enough to consider the same system in
the variable −X, that is⎧⎪⎪⎪⎨
⎪⎪⎪⎩
g1(X) = −k(−X)
m + m(−X)k + (k − m)
(1 + X)2 = 0,
g2(X) = (k − m)(−X)
m + m(−X)m−k − k
(1 + X)2 = 0.
(16)
In what follows we consider the parity of k and m.
Case 1. (k,m) = (Odd,Even). It is immediate that g1(X) in system (16) does not have a root,
since all the coefficients are negative. Therefore the system has no solution.
Case 2. (k,m) = (Even,Even). The equations obtained from Fγ (1,−X) = (0,0) are given by⎧⎪⎪⎪⎨
⎪⎪⎪⎩
g1(X) = −k(−X)
m + m(−X)k + (k − m)
(1 + X)2(1 − X)2 = 0,
g2(X) = (k − m)(−X)
m + m(−X)m−k − k
(1 + X)2(1 − X)2 = 0.
(17)
The two equations in system (17) have at most two positive roots (counted with multiplicities).
It is immediate to see that X = 1 is the root with multiplicity two for booth. Thus the system has
no solution.
Case 3. (k,m) = (Even,Odd). The first equation of system (16) has at most one positive root
and this root belongs to the interval [0,1], since g1(0) = (k − m) < 0 and g1(1) = 2k > 0. On
the other hand, g2(0) = −k and g2 is decreasing in the interval [0,1]. So, it does not contain a
root in this interval. Therefore the system has no solution.
Case 4. (k,m) = (Odd,Odd). This case follows analogously to the previous case. 
Consider the maps H1 : R2 → R2, H1(u, v) = (v,u), and H2 : R2 → R2, H2(u, v) =
(−v,−u), respectively, the symmetries with respect to the straight line y = x and the straight
line y = −x. We have the following results.
Lemma 3.3. Consider the map H1 : R2 → R2, H1(u, v) = (v,u). Then H1(Fγ (u, v)) =
−Fγ (H1(u, v)).
Proof. The proof follows directly from Eq. (14) and Remark 3.1. 
Lemma 3.4. Consider the map H2 : R2 → R2, H2(u, v) = (−v,−u). The following statements
hold:
i) If k and m have opposed parities then H2(Fγ (u, v)) =Fγ (H2(u, v));
ii) If k and m have same parities then H2(Fγ (u, v)) = −Fγ (H2(u, v)).
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Fγ
(
H2(u, v)
)=
(
k∑
j=1
j (k − m)(−v)m+k−(j+2)(−u)j−1
+
m−1∑
j=k+1
k(j − m)(−v)m+k−(j+2)(−u)j−1,
−
k∑
j=1
j (k − m)(−u)m+k−(j+2)(−v)j−1
−
m−1∑
j=k+1
k(j − m)(−u)m+k−(j+2)(−v)j−1
)
= (−1)m+k−3
(
k∑
j=1
j (k − m)vm+k−(j+2)uj−1
+
m−1∑
j=k+1
k(j − m)vm+k−(j+2)uj−1,
−
k∑
j=1
j (k − m)um+k−(j+2)vj−1 −
m−1∑
j=k+1
k(j − m)um+k−(j+2)vj−1
)
.
Since that m + k − 3 is even, we have Fγ (H2(u, v)) = H2(Fγ (u, v)). The case i) is proved.
The case ii) follows easily by using similar argument. 
From Lemmas 3.3 and 3.4 it is enough to study the vector field Fγ in the following regions
of the plane
A = {(x, y) ∈R2, 0 < x < y}, B = {(x, y) ∈R2, 0 < −x < y}.
Theorem 3.5. Let γ be a plane curve as in (2). Then
ind(Fγ ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−1, if (k,m) = (Even,Even);
−2, if (k,m) = (Even,Odd);
0, if (k,m) = (Odd,Even);
−1, if (k,m) = (Odd,Odd).
Proof. To compute the index, we use Bendixson’s formula
indp(Fγ ) = 1 + e − h2 ,
where e and h represent respectively the number of elliptic and hyperbolic sectors arriving to an
isolated zero p of Fγ . By (14), the first component F1 of Fγ is always negative and the second
component F2 is always positive in the first quadrant of the plane. So in this quadrant Fγ has a
hyperbolic sector. From Lemma 3.4 it follows that Fγ has another hyperbolic sector in the third
quadrant. For the analysis of Fγ in the region B , it is necessary to divide the proof in four cases
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according to the parity of k and m. As we are interested in the signs of the components of the
vector field we consider in Eq. (13) only the expressions in the numerator.
Case 1. (k,m) = (Odd,Even). In this case
F1(u, v) =
<0︷ ︸︸ ︷
(k − m)uk+m−1 +
<0︷ ︸︸ ︷
mum−1vk −
>0︷ ︸︸ ︷
kuk−1vm < 0
and
F2(u, v) =
>0︷ ︸︸ ︷
(m − k)vk+m−1 −
<0︷ ︸︸ ︷
mvm−1uk +
>0︷ ︸︸ ︷
kvk−1um > 0,
giving rise to a parabolic sector which does not contribute in the calculation of the index. See
Fig. 2(c). From the above analysis, we have
ind(0,0)(Fγ ) = 1 + 0 − 22 = 0.
Case 2. (k,m) = (Even,Even). Without loss of generality, we analyze the vector field in the
section Σ = {u ∈ (−1,0), v = 1}. The vector field Fγ is written as(
F1(u,1),F2(u,1)
)= (uk−1((k − m)um + mum−k − k), kum − muk + (m − k)).
Considering F˜1 = F1/uk−1 it follows that F˜1 and F2 have at most two negative roots counted
with multiplicities. Note that u = −1 is a root with multiplicity two of F1 and F2. Thus F1 and
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Lemma 3.4 it follows that Fγ has a hyperbolic sector in the second quadrant and by Lemma 3.3
this implies that it has another hyperbolic sector in the fourth quadrant. See Fig. 2(a). Thus
ind(0,0)(Fγ ) = 1 + 0 − 42 = −1.
Case 3. (k,m) = (Odd,Odd). Using again the section Σ , the vector field Fγ is written as(
F1(u,1),F2(u,1)
)= (uk−1((k − m)um + mum−k − k), kum − muk + (m − k)).
The derivative F ′2(u,1) = kmum−1 − kmuk−1 = kmuk−1(um−k − 1) < 0 when u ∈ (−1,0).
Thus F2(u,1) is strictly decreasing in (−1,0). As F2(−1,1) = 2(m − k) > 0 and F2(0,1) =
m − k > 0, we have that F2(u,1) > 0 in (−1,0). See Fig. 2(d). From item ii) of Lemma 3.4 it
follows that Fγ has a hyperbolic sector in the second quadrant and by Lemma 3.3 it has another
hyperbolic sector in the fourth quadrant. See Fig. 2(d). Thus
ind(0,0)(Fγ ) = 1 + 0 − 42 = −1.
Case 4. (k,m) = (Even,Odd). Using again the section Σ , the components of vector field Fγ are
written as
F1(u,1) = (k − m)uk+m−1 + mum−1 − kuk−1 =
>0︷ ︸︸ ︷
kuk−1
(
um − 1) −
<0︷ ︸︸ ︷
mum−1
(
uk − 1) > 0
and
F2(u,1) = (m − k) − muk + kum.
Thus, F1(u,1) is always positive and F2 has at most one negative root counted with multiplic-
ities and this root belongs to the interval (−1,0), since F2(−1,1) = −2k < 0 and F2(0,1) =
m − k > 0. This implies the existence of a hyperbolic sector in B . By item i) of Lemma 3.4 it
follows that Fγ has two hyperbolic sectors in the second quadrant and the same occurs at the
fourth quadrant by Lemma 3.3. See Fig. 2(b). Therefore
ind(0,0)(Fγ ) = 1 + 0 − 62 = −2. 
Now we present the proof of Theorem 1.2.
Proof of Theorem 1.2. Consider γ a plane curve as in (2). By Theorem 3.5 the associated
vector field Fγ has index: −1, if either (k,m) = (Even,Even) or (k,m) = (Odd,Odd); −2, if
(k,m) = (Even,Odd); 0, if (k,m) = (Odd,Even).
Denote by γ a deformation of γ in G(I,R2). From Corollary 2.4 the corresponding vector
field Fγ has index given by −2d − 2to + 2ts − i (see Eq. (12)). On the other hand, the vector
field Fγ is a deformation of Fγ . This implies that the indices of these vector fields are the same
since the index of a vector field is invariant by generic deformations.
Case 1. Consider the case (k,m) = (Even,Even) or (k,m) = (Odd,Odd). Thus −2d − 2to +
2ts − i = −1 which is equivalent to Eq. (3). Item 1 of Theorem 1.2 is proved.
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Case 2. Consider the case (k,m) = (Even,Odd). Thus −2d − 2to + 2ts − i = −2 which is
equivalent to Eq. (4) and item 2 of Theorem 1.2 is proved.
Case 3. Consider the case (k,m) = (Odd,Even). Thus −2d − 2to + 2ts − i = 0 which is equiv-
alent to Eq. (5) and item 3 of Theorem 1.2 is proved. 
Corollary 3.6. Any deformation in G(I,R2) of the A2-singularity (ordinary cusp) has either one
double point or two inflections.
Proof. For any deformation in G(I,R2) of the A2-singularity we have to = ts = 0. From (4) it
follows the equality
2 = 2d + i.
Therefore, if i = 0 then d = 1 and if i = 2 then d = 0. See Fig. 3. 
Corollary 3.7. Let γ be a plane curve as in (2). For any deformation in G(I,R2) of γ the
following statements hold:
1. If k and m have same parities then the number of inflections is always odd.
2. If k and m have opposed parities then the number of inflections is always even.
An example of plane curve with k = 2 and m = 5 is illustrated in Fig. 4. See Corollary 3.7.
Corollary 3.8. Let γ be regular plane curve. For any deformation in G(I,R2) of γ with a number
even of inflections then
i = 2(ts − to);
344 F.S. Dias, L.F. Mello / Bull. Sci. math. 135 (2011) 333–344Fig. 5. γ (u) = (u,u5 − 3u3 + u), t0 = 1, ts = 2, d = 0 and i = 3.
otherwise
i = 2(ts − to) + 1.
An example of a regular plane curve with m = 5 is illustrated in Fig. 5. See Corollary 3.8.
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