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Abstract. Recruiting employees is a serious issue for many enterprises. We 
propose here a procedure to automatically analyse uploaded CVs then prefill the 
application form which can save a considerable amount of time for applicants 
thus it increases user satisfaction. For this purpose, we shall introduce a high-
recall CV parsing system for Hungarian, English and German. We compara-
tively evaluate two approaches for providing training data to our machine learn-
ing machinery and discuss other experiences gained. 
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1 Introduction 
For large companies it imposes a serious problem to manage the recruitment of new 
employees. Due to insufficient human resource, it is common practice to select a 
small proportion of the applicants randomly, and the human resource managers only 
consider these applicants for the position. Here we propose an application procedure 
where first the applicant uploads his/her curriculum vitae (CV) which will be auto-
matically analysed and the multi-page application form will be prefilled. Then the 
user can edit the form and submit it. This approach saves a considerable amount of 
time for applicants compared to filling out the form from scratch. Hence, it can in-
crease user satisfaction. This procedure also enables the gathering of more detailed 
(but still manually verified) information about the applicant as applicants are usually 
reluctant to give detailed information in an empty form while they can upload their 
well-edited CV in just a second.  
To reach this goal, we constructed a method that is able to extract data from the 
applicants' CVs into a uniform data structure, namely the popular HR-XML format. 
The extracted data includes the personal data, contact details, education and work 
  
history, language skills and many others. This method was first implemented for 
Hungarian CVs, and was later adapted for the English and German languages too.  
We had access to a huge amount of manually filled application forms and the up-
loaded CVs in case of Hungarian and English applications, which raises the opportu-
nity of exploiting this database as a training dataset for our machine learning-based 
machinery. Besides this training data we also manually annotated several hundreds of 
CVs to obtain a classical training dataset for information extraction. We compara-
tively evaluate the two approaches starting with these two kinds of training data. 
The chief contributions of this paper are: 
• we introduce a machine learning-based CVparser system consisting of 
several stages, 
• we compare two training data gathering approaches, 
• we discuss our experiences on language adaptation. 
2 Related work 
There have been several commercial applications developed for automatically extract-
ing data from CVs and for ranking CVs based on the extracted data in case of English 
and some other languages. For instance, [5] ranks CVs on the basis of criteria speci-
fied by the end user with the help of SVMrank. [7] transforms job descriptions into 
queries which are then searched in a database of Dutch CVs and the best-ranked can-
didates are then selected automatically. [6] applies a Structured Relevance Model to 
select CVs for a given job or to select the best jobs for a given applicant based on 
their CV. Besides information gained directly from CVs, some authors also apply 
external information while ranking the candidates with regard to the specific position: 
for instance, social media information is also exploited in [8]. Moreover, data col-
lected from the LinkedIn profile of the candidate is also taken into consideration and 
personality traits are also calculated from the personal blogs of the candidates [9]. 
Although these previous studies also parse the textual content of CVs, they aim for 
high precision as they focus on CV retrieval/ranking. On the other hand, for the appli-
cation form-prefilling use case, high recall is also a must as the main goal is to force 
users to input as many information about themselves as possible. Because of this issue 
we consider the task to be a standard information extraction problem, and we will 
employ the standard evaluation metrics of information extraction. Hence our results 
are hardly comparable to those obtained by previous studies. 
3 The CVparser 
The extraction of the relevant data of the applicants for a given position is done by 
our CVparser method. As a first step, the CVs have to be converted to a uniform file 
format, and be further preprocessed. After this, a machine learning method can auto-
matically learn how to extract the relevant data fields from the CV texts. Below, the 
detailed description of these modules follows. 
  
3.1 Preprocessing the CVs 
Converting the CVs to a common file format (positioned simple text). One of the 
most salient problems for data extraction was that the applicants usually submit their 
CVs in many different file formats to the enterprises, including DOC, DOCX, RTF, 
PDF, TXT, XLS, XLSX and HTML among others. We convert them to the positioned 
simple text format (TXT), in which the text is in simple text format, but the original 
positioning of the text in the CVs is roughly preserved. For this conversion, the easi-
est method we found is to first convert the different files into PDF format, and then to 
convert these to positioned simple text files using the Poppler PDF rendering library1. 
We decided to drop the document formatting information (like “presented in DOC”) 
because the same layout can be achieved by many techniques (e.g. enumeration, mul-
tiple spaces, tabs, tables etc). 
Normalisation of CV texts. As a next step, the CV texts are normalised, character 
encoding issues are resolved, unnecessary special characters are omitted or replaced, 
important signs (like enumeration) are unified. After all of the character issues are 
been resolved, the structure of the CV texts is refined. There are CVs with very di-
verse structure, most of which might be easily processed by humans but cannot be 
directly processed by computers (e.g. columns, multi-level enumerations). We use a 
tree to represent the structure of the document, where the subordinate and coordinate 
relations between textual nodes are encoded in the tree. The construction of the tree is 
carried out by hand-crafted rules which employ statistics from the document rather 
than fix magic numbers. 
3.2 Extracting the relevant data from CVs 
Recognition of some important parts of CVs. The first stage of our multi-level 
CVparser is to recognise bigger parts of the CVs reporting the education, employer, 
hobby and other competency descriptions. After the big parts are identified, their 
subparts, i.e. individual records are separated (e.g. a record of a particular previous 
employer). To recognise these parts and subparts of the CV, the location and the con-
tent of the text nodes were analysed employing hand-crafted rules. 
The machine learning technique. After the structured CV text files are ready, the 
data extraction can take place. For this, we employed supervised machine learning 
algorithms. We experimented with two sequential labelling techniques, namely the 
maximum-entropy Markov model [1] (MEMM) and the conditional random fields 
model [2] (CRF). We finally chose MEMM over CRF, as their results were very simi-
lar, with MEMM having significantly shorter runtime. 
The two-level annotation scheme. For the data extraction from the CVs, we used 
a two-level annotation scheme: meaning that several second-level annotations can 
form a first-level annotation. The reason for applying this annotation structure was 
that there are complex data structures to be annotated: e.g. a first-level Education 
                                                          
 
1
  http://poppler.freedesktop.org/ 
  
annotation can comprise an EduOrgName (denoting the name of the institution), a 
DegreeName (denoting the degree obtained), an EduStartDate and an EduEndDate 
annotation (denoting the time period of the education), among others. Similarly, the 
first-level PersonName, EmployerHistory, Language and Address annotations also 
have their corresponding second-level annotations, while all the others like Email or 
TelephoneNumber are simple second-level annotations without a parent. 
Prediction. The MEMM we used had to classify each token into one of the possi-
ble second-level annotation categories or leave it without any annotation, after which 
neighbouring second-level annotations of the same type were merged to form a single 
second-level annotation phrase. We trained special MEMMs for the different types of 
document parts, i.e. two different models were employed for the education and the 
employer parts. 
The record boundaries of the document in question were also used for restricting 
MEMM to extract only one mention for the second-level classes. For example, at 
most one employer name can occur in a particular previous employer record. To 
achieve this we defined the probability of a tagged phrase as the average of posteriori 
probabilities of its tokens and keep only the phrase in the record with the highest 
probability. 
Beside this MEMM prediction, a rule-based prediction proved to work better for 
some simple classes. These classes were DrivingLicence (like A or D+E), Special-
Competency (like Microsoft Word), OtherCompetency (mostly personal traits, like 
ability to work in groups) and Hobby; in the case of all four, a regular expression-
based prediction was employed. At the end, all the extracted data were converted to 
the commonly used HR-XML format, to be used by the CV ranking method in the 
future. 
Feature set. In our MEMM, numerous different types of features were used. A de-
tailed explanation of several of these can be found in Chapter 2.2.2 of [3]. These in-
cluded dictionary features (lexicons), e.g. a list of common given names, family 
names, position titles, degree names and company types among many others. Fur-
thermore, we also used many orthographical features, for instance word form, capi-
talization, word length, sentence position, word suffix, frequency information, nu-
merous regular expressions and a number of other features. 
An important attribute of most the features was that they were compact, meaning 
that the actual and surrounding word forms were not added to them, thus reducing the 
number of features by much. Moreover, if a feature was activated for a word, then this 
feature was also added to the surrounding words, together with the distance from the 
word on which the feature fired. As most features were language-independent, they 
worked with all three languages without modification. Those features that also con-
tained some language-specific information, for example most of the lexicons, had to 
be translated for the algorithm to work with all the languages correctly. 
  
3.3 Creating the training data 
In order to apply a supervised machine learning technique like the MEMM used here, 
pre-annotated training data is required. Therefore we had to create such training data, 
which we have done in two different ways. 
Manually annotated CVs. First, we asked linguists to manually annotate a small 
part of the available CVs for each language. This was done by employing an annota-
tor tool developed directly for such purposes. Personal data like the applicant's name, 
date of birth and address were distinctively marked, together with contact data such as 
telephone numbers and e-mail addresses. For the complex first-level annotations that 
also had children, both the first-level and the second-level classes were tagged. 
Some additional manual annotation work was also carried out on those CV files 
that were used for testing. In this test corpus, driving licences, IT-related skills, other 
competencies and hobbies were also marked. Currently, there are approximately 2000 
Hungarian, 600 English and 500 German manually annotated CVs. 
Automatically annotated CVs. Although annotating CVs manually results in very 
high-quality training data, it is very costly and time-consuming. It could especially 
pose a problem if the algorithm needs to be adapted to new languages, as in this case 
a new manually annotated corpus needs to be created and it would require much hu-
man resource to create a manually annotated corpus comprising several thousands of 
CVs. Therefore, we chose to experiment with creating training data automatically. 
For this task we created an automatic annotator tool, which required the most rele-
vant data of applicants in a uniform data structure together with their CVs as input. 
Luckily, in case of the Hungarian and English CVs, both were available from some 
career portals for which we created our CVparser method. Unfortunately, for the 
German CVs such data was not available for us at the time, therefore we could not 
create automatically annotated CVs for German. Having both the CV and the struc-
tured data as input, this annotation task could be performed. For this, we used the 
same preprocessing steps as in the case of the CVparser, then the structured data were 
mapped to the CV text in a pre-defined order.  
Most simple second-level annotations were mapped using special regular expres-
sion rules. In the case of complex data structures, which also had second-level annota-
tions as children, special rules were employed. For example, sub-data of the same 
education or work record had to be matched inside the same education or work entity. 
To provide the best mapping possible, a reliability measure for matching was created, 
and for each education and employer record, the most reliable entity was chosen.  
Although at first this automatic annotation seemed to be an easy task, we faced 
several problems. First, as already indicated before, every CV is individually struc-
tured, and there are many CVs that are structured badly or not at all. Although this 
was tried to be resolved during the preprocessing phase, extreme cases could not be 
converted to well-formed tree structure. Second, although it seemed to be safe to as-
sume that the data detailed in the CV texts and filled out in the career portal forms 
match each other, this was hardly the case. In many cases the same data were present 
both in the CV and the form, but in very different format, and it was also common 
that some of the data was present in just one place. Furthermore, there were many 
  
spelling and other grammatical mistakes that also made our work harder. To manage 
these, we used different normalisation methods, employed different patterns, and 
created separate annotator functions for the different annotation classes. Despite the 
problems we faced, we think that we could develop a method that is able to automati-
cally annotate CVs with success. Altogether, we have annotated approximately 
42,000 Hungarian and 11,000 English CVs automatically. 
4 Results 
For determining how our methods succeeded in extracting the relevant data from the 
CVs, we performed several tests using different settings, training data and testing 
data. First, we had to define disjoint sets of CVs for training and testing. To get reli-
able results, for testing only manually annotated CVs were used. Therefore, all of the 
Hungarian and English CVs not annotated manually could be used for training (due to 
unavailable data, for German we could not annotate CVs automatically), and we di-
vided our available Hungarian, English and German manually annotated CVs into a 
training and a testing set, with roughly 90% used for training and the rest for testing. 
Results for all the different settings can be found in Table 1. 
Table 1. Phrase and information tuple-level Fβ=1 evaluation scores for different settings. 
N/A: not available yet. 
Training data Feature 
set 
Test data 
Manual Hu Manual En Manual De 
Manual Hu Hu 0.695 0.488 0.422 
Manual En En 0.485 0.641 0.461 
Manual De De 0.405 0.495 0.511 
Automatic Hu Hu 0.570 N/A N/A 
Automatic En En N/A 0.410 N/A 
 
We note that while the scores seem to be not high enough, they are the result of a very 
strict perfect matching evaluation setup. According to the subjective opinions of a few 
recruitment experts the output is about 0.7 for the most difficult type of information 
(like working experiences) and over 0.9 for the simpler ones (like contact data). 
Table 1 shows that training on the manually annotated CVs yields better perform-
ance. This could be due to the fact that although there was much more automatic 
training data, the manual training data is of much better quality. This suggests that it 
is enough to annotate around a thousand CVs manually to be able to obtain good pre-
diction results. When comparing between the different settings, it seems that much 
better results can be achieved when testing on the same language as the training was 
done, which is not surprising. Nevertheless, the results on the other languages are also 
fair, which show that a significant part of our methods are language-independent. 
  
Table 2. Detailed results on the Hun. manual testing data (most important annotation classes). 
Auto: Automatically evaluated results on the whole manually annotated Hungarian test CV set. 
Man: Manually evaluated results on 10 manually annotated Hungarian test CVs. 
Annotation class 
Recall Precision Fβ=1 
Auto Man Auto Man Auto Man 
PrimaryEmail 0.830 1.000 0.907 1.000 0.867 1.000 
PersonName 0.980 1.000 0.980 1.000 0.980 1.000 
      GivenName 0.980 1.000 0.942 1.000 0.961 1.000 
      FamilyName 0.980 1.000 0.980 1.000 0.980 1.000 
BirthDate 0.975 1.000 0.975 1.000 0.975 1.000 
Address 0.870 0.800 0.909 0.889 0.889 0.842 
      PostalCode 0.854 0.900 0.875 1.000 0.864 0.947 
      CityName 0.956 0.900 0.977 1.000 0.966 0.947 
      AddressLine 0.909 0.800 0.952 0.889 0.930 0.842 
PrimaryTelephone 0.959 1.000 0.959 1.000 0.959 1.000 
Education 0.633 0.806 0.413 0.806 0.500 0.806 
      DegreeName 0.743 0.875 0.545 0.913 0.629 0.894 
      EduOrgName 0.796 1.000 0.578 1.000 0.670 1.000 
      EduStartDate 0.918 0.929 0.736 1.000 0.817 0.963 
      EduEndDate 0.988 0.935 0.649 0.935 0.783 0.935 
Language 0.878 0.857 0.935 0.857 0.905 0.857 
      LanguageName 0.918 1.000 0.978 1.000 0.947 1.000 
      CEF-Level 0.914 1.000 0.941 1.000 0.928 1.000 
      HasCertificate 0.200 0.000 0.500 0.000 0.286 0.000 
Employer 0.489 0.714 0.584 0.781 0.532 0.746 
      PositionTitle 0.706 0.800 0.837 1.000 0.766 0.889 
      EmpOrgName 0.593 0.853 0.723 1.000 0.652 0.921 
      EmpStartDate 0.829 0.806 0.871 1.000 0.849 0.893 
      EmpEndDate 0.697 0.893 0.931 0.962 0.797 0.926 
SpecificCompetency 0.989 0.522 0.695 0.923 0.817 0.667 
OtherCompetency 0.500 0.692 0.246 0.500 0.330 0.581 
DrivingLicence 0.935 1.000 0.853 1.000 0.892 1.000 
GenderCode 1.000 1.000 1.000 1.000 1.000 1.000 
Average (first level) 0.836 0.866 0.788 0.896 0.804 0.875 
  
When comparing the results for the Hungarian, English and German CVs, it is re-
vealed that, although the results for English and German are also good, the results are 
considerably better for Hungarian (especially compared to German). This is no sur-
prise, as our CVparser method was originally developed for Hungarian, and there 
were also several times as much training data for Hungarian than for English and 
German. And as much less adaptation work was done for German than for English so 
far, it does not surprise us that the results for English are much better than for Ger-
man. 
So, the results for both English and German are very promising (especially in case 
of English), despite the fact that there was not much of adaptation work done: only 
some features were translated and some training and test data were created. This 
means that our algorithm can be fairly easily adapted to other languages, obtaining 
relatively good results without much additional work (which of course could be im-
proved with further optimization for the given language). 
All in all, the best results were achieved by training on the Hungarian manual train-
ing data with the feature set for the Hungarian language and evaluated on the Hungar-
ian manual testing data, for which the detailed results can be found in Table 2. This 
table contains the Recall, Precision and Fβ=1 scores for the most important annotation 
classes. As it is impossible to create a completely accurate automatic evaluation tool, 
and our automatic evaluation of the annotations is very strict, we also evaluated the 
results on a part of the Hungarian manual testing data (namely on 10 CVs) manually. 
This enabled a more accurate and fine-grained evaluation than the automatic version. 
These results can also be found in the table, and they show that in almost all cases the 
results are actually better than they seem using the automatic evaluation. 
5 Conclusions and future work 
In this paper, we have developed an algorithm that is able to extract the most relevant 
data of an applicant from his/her CV, which can be used to help filling the forms on 
the career portal of large enterprises. 
From our results it can be seen that the method performs well on Hungarian CVs, 
especially in the case of simpler data structures. Based on these, we think that our 
method can be used in real-life systems with success, and it can truly help both job 
applicants and human resource managers. Furthermore, our algorithms can be easily 
adapted to other languages, such as we adapted it to English and German: it only re-
quires some feature translation and some manual CV annotation. This also increases 
the usability of our method significantly. 
In the future, beside testing our current versions further, we would like to extend 
our method for additional languages too. Later on, we would like to further improve 
our results for all three of the currently supported languages. One of the promising 
ideas is to extend some of our feature lists automatically, so that these features have 
better recall. We think that this could be achieved by methods calculating the seman-
tic similarity of words automatically, for instance using the method of [4]. Further, it 
would also be interesting to test how the results would evolve if the combination of all 
  
the feature sets for the different languages were used in the data extraction. We be-
lieve that these and other feature engineering will further improve our results. 
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