We consider the problem of finding a marked vertex in a graph from an arbitrary starting distribution, using a quantum walk based algorithm. We work in the framework introduced by Belovs which showed how to detect the existence of a marked vertex in O( √ RW ) quantum walk steps, where R is the effective resistance and W is the total weight of the graph. Our algorithm outputs a marked vertex in the same runtime up to a logarithmic factor in the number of marked vertices. When starting in the stationary distribution, this recovers the recent results of Ambainis et al [1] . We also describe a new algorithm to estimate the effective resistance R.
Introduction
In this paper we study how quantum walks can be used to find a marked vertex in a graph, starting from an arbitrary initial distribution. This problem has been well studied for the special case of starting in the stationary distribution, where it is known that a marked vertex can be found in time O( √ HT ) quantum walk steps, where HT is the classical hitting time -the expected number of steps taken by a classical random walk to find a marked vertex.
Szegedy [13] originally showed that a quantum walk could detect the existence of a marked element in O( √ HT ) quantum walk steps starting from the stationary distribution. However the algorithm would only output yes/no, and in particular in a yes instance, it would not output an example of a marked vertex. The problem of actually finding a marked vertex has been studied for a number of examples, and eventually it was shown to be possible in O( √ HT ) steps for an arbitrary graph with a single marked vertex by Krovi, Magniez, Ozols and Roland [10] , and later by Dohotaru and Høyer [5] . Only recently was this result extended by Ambainis, Gilyén, Jeffery and Kokainis [1] to the case of multiple marked vertices.
Belovs introduced a quantum walk algorithm [2] which can start from an arbitrary initial distribution σ on a graph and decides if there is a marked vertex in the graph. This algorithm differs from the other quantum walk algorithms discussed so far which first require the state of the system to be prepared in the stationary state of the graph (which might itself take a long time).
Belovs' algorithm runs in time O( R σ,M W ), where R σ,M is the effective resistance between σ and the set of marked vertices M , and W is the total weight of the graph G. But as with Szegedy's original algorithm, Belovs' algorithm only outputs whether or not there is a marked vertex; it does not output an example of a marked vertex when one exists.
In this paper we present an algorithm based on the framework of Belovs [2] , which outputs a marked vertex in approximately the same time, up to logarithmic factors in the number of marked elements.
Theorem 1. Let G be a weighted graph with a set of marked vertices M . Given an upper bound W on the total weight of G, and starting in an initial distribution σ, there is a quantum algorithm that outputs a marked vertex in O R σ,MW log 3 (|M |) quantum walk steps.
By considering the special case where σ is the stationary distribution, we recover the results of Ambainis, Gilyén, Jeffery and Kokainis [1] , up to the log(|M |) factors. However our proof is very different and (arguably) simpler, although it is difficult to compare the two since we are working in a different framework.
Theorem 1 requires an upper boundW on the total weight W of G. When no such bound is known, it is still possible to use the algorithm of Theorem 1 with successively larger values of guesses for W (doubling each time), at a cost of an extra logarithmic factor in the runtime. See Appendix B for a more detailed discussion of this.
The algorithm works in much the same way as Belovs' algorithm. The idea is to define a quantum walk operator on a closely related graph G and perform phase estimation. When the phase estimation ancilla register is measured and outputs the all zero string, Belovs' algorithm declares a marked element has been found. Here, one of our main technical contributions is to show that when this happens, the remaining register is left (approximately) in a state |Φ corresponding to the electric flow through the graph. Then by making suitable further adjustments to G , we can show that simply measuring |Φ in the standard basis will give a marked vertex with high probability.
A subroutine used in our algorithm estimates the effective resistance R to constant multiplicative accuracy. In Section 4.2.1 we describe how to improve this method to obtain a higher accuracy approximation:
Theorem 2. Let G be a weighted graph with a set of marked vertices M . Given an upper bound W on the total weight of G,and a starting vertex s, there is a quantum algorithm that estimates the effective resistance R s,M between s and M to multiplicative error in O( R s,MW / 2 ) quantum walk steps.
We hope that the dependence of this algorithm can be improved to give a O( RW 1 log( 1 )) time algorithm, by performing the phase estimation to lower accuracy but repeated many timessee Section 4.2.1 for a brief discussion.
This could be compared to theÕ(n R s,t / 3 2 ) runtime from [7] by Ito and Jeffery using approximate span programs, for the case where M = {t} contains a single vertex. However it is worth noting that they are working in the adjacency query model, whereas we are counting the number of uses of the quantum walk operator, which is more closely related to the edge list model -although even then there is still a dependence on the maximum degree of the graph for actually implementing the quantum walk operator.
Belovs' algorithm was used by Montanaro [12] to give a quantum speed-up for classical backtracking techniques. Here, the graph to be searched is the computational tree defined by the classical backtracking algorithm. For this application, it is crucial that the algorithm starts at the root of the tree, and not the stationary distribution over the whole graph.
For the special case of starting at a particular vertex in a tree with a single marked vertex, Montanaro showed that phase estimation can produce the electrical flow state |Φ . This was extended to trees with multiple marked vertices by Jarret and Wan [8] . The proof of this fact contained in [8] relied on certain special properties of electrical flows that only hold for trees. Here we are able to prove this cleanly and directly for all graphs by observing a connection to the electrical potential or voltages in the graph.
We note that our algorithm may not be the only useful thing to do with the electrical flow state |Φ . For instance, one could measure the flow state in the computational basis and use the outcome to choose a new starting vertex. This is essentially the idea of the algorithm used in [12, 8] , but the analysis of the classical random process for generic graphs appear to be much more complicated than for the case of trees, and we leave this for future work.
The state |Φ contains a lot of information about the paths from s to M including which edges are "more important" than others. Perhaps there are more intelligent quantum algorithms that could be applied to this state in order to extract more of this information in a useful way.
Related work
As this paper was being prepared, we became aware of concurrent and independent work by Gilyén, Jeffery and Apers [6] . They obtain a result similar to our Theorem 1, although the proof uses quite different ideas, building on the methods of [1].
Preliminaries

Graphs and electrical networks
Let G = (E, V ) be a weighted undirected graph with edge weights {w e } e∈E . Let W be the total weight W = e∈E w e . Let σ = {σ x } v∈V be the initial probability distribution over vertices.
We will assume that the graph is bipartite with parts A and B, and we assume that σ x = 0 for x ∈ B. As noted in [2] , this is not a very restrictive assumption: if the graph G is not bipartite, then consider a new graph G with vertex set V × {0, 1} and edges between (x, 0) and (y, 1) if and only if there is an edge between x and y in G. This increases the total number of vertices, the total weight, and the effective resistance, each by a factor of at most 2.
We can view the graph as an electrical network, where each edge e represents a wire with a resistor of resistance 1/w e . This is an idea that has been very fruitful in graph theory, in particular in connection with the hitting time of classical random walks, see [3] (Chapters 2 and 9) for more details. Then we say a unit flow from σ to M is any assignment {p xy } xy∈E of real numbers to the edges of the graph such that:
For the special case where σ is concentrated at a single vertex s, this ensures that the flow out of s is 1, and that the flow is conserved at all other unmarked vertices. 1 The energy of a flow is given by
The effective resistance R σ,M is given by the minimal energy over all unit flows from s to M . The electrical flow from σ to M is the unit flow {f xy } xy from σ to M which achieves this minimal energy R σ,M . Another property of the electrical flow, which will be useful for us, is that it is also the unique flow for which there exists {v x } x∈V such that f xy = (v x − v y )w xy and v m = 0 for all m ∈ M . The {v x } x∈V is called the voltage or potential. For the special case where σ is concentrated at a single vertex s, we have that v s = R s,M . For more information on graph theory and electrical flows, see [3] .
One reason considering graphs as electrical networks is the connection to classical random walks. A classical random walk on a weighted graph G is the Markov chain defined by the probability transfer matrix
where d x = y:xy∈E w xy is the weighted degree of x. This means when at a vertex x the probability of moving to vertex y is wxy dx . Starting in a distibution σ, let HT σ,M be the hitting time, the expected number of steps unitl you are at a vertex in M . Then the following relations between hitting times and effective resistance are known: 
Quantum walk operator
Next we define the quantum walk operator for a weighted graph G, with a set of marked vertices M and a special starting vertex s ∈ B. For our algorithm we will explain in Section 4.1 how to take a graph G with a set of marked vertices M and initial distribution σ and construct a graph G with a set of marked vertices M and special starting vertex s ∈ B for which we can define a quantum walk operator in this way. This construction then matches that presented by Belovs in [2] .
The quantum walk operator acts on a Hilbert space H with a basis state for each edge in the graph:
For each vertex x ∈ V , define an unnormalised state |φ x , a weighted sum of all edges incoming to x:
For each vertex x ∈ V , we define the diffusion operator D x as follows: if x is a marked vertex or the starting vertex s, then D x is the identity; otherwise D x is the reflection about |φ x . More precisely:
where d x = y:xy∈E w xy is the weighted degree of the vertex x.
Then we define unitary reflection operators U A = x∈A D x and U B = x∈B D x . The quantum walk operator is the product of these two reflections U A U B . In previous work, such as [2] , these operators are usually denoted R A and R B . We have chosen to switch to uppercase U notation to avoid confusion with the uppercase R σ,M notation which we are using for effective resistance in this paper.
Tools
We will make use of the following standard results: Lemma 3 (Effective spectral gap lemma [11] ). Let Π A and Π B be projectors and let U A = 2Π A −I, U B = 2Π B − I. Let P be the projector onto the span of the eigenvectors of U A U B with eigenvalues e 2iθ such that |θ| ≤ . Then for any > 0, and any vector |ψ such that Π A |ψ = 0, we have
Lemma 4 (Phase estimation, [4, 9] ). For every integer t and every unitary U on n qubits, there exists a uniformly generated circuit V such that V acts on n + t qubits and:
1. V uses the controlled-U operation O(2 t ) times and contains O(t 2 ) other gates.
For every eigenvector of
|ψ of U with eigenvalue 1, V |ψ |0 t = V |ψ |0 t . 3. If U |ψ = e 2iθ |ψ where θ ∈ (0, π) then V |ψ |0 t = |ψ |w where |w satisfies | w|0 t | 2 = O(1/2 t θ).
Electrical flow state
Let f xy denote the flow from x to y in the electrical flow of unit current from s to M . We now define the electrical flow state |Φ as
This state is normalised since by the definition of effective resistance R s,M
Next we show that projecting |ψ s onto the small eigenvalues of the quantum walk operator U A U B results in the state |Φ up to some small error. Therefore running phase estimation to good accuracy on U A U B when starting in the state |ψ s and getting the all zero outcome will result (approximately) with the state |Φ .
Lemma 5. Let P be the projector onto the span of the eigenvectors of U A U B with eigenvalues e 2iθ such that |θ| ≤ . Then the following is true:
2. For any ≥ 0,
where {v x } x∈V is the voltage of the electric flow from s to M .
To prove the second part of Lemma 5, we will need the following technical Lemma (from [11] ):
Proof (of Lemma 5). First we prove the first claim. Let x be any vertex in the graph, then
When x / ∈ M ∪{s}, then the flow is conserved at x and so ψ x |Φ is proportional to y:(xy)∈E f xy = 0. Therefore |Φ satisfies U A |Φ = |Φ and U B |Φ = |Φ , and so U A U B |Φ = |Φ as claimed. Now we prove the second claim. By part 1, P |Φ = |Φ for any ≥ 0, so
In order to apply Lemma 3, we need to find a vector |ψ such that Π A |ψ = 0 and Π B |ψ is proportional to
|Φ . Since f xy is an electrical flow there is an assignment {v x } x∈V to the vertices of G, known as the voltage or potential difference such that f xy = (v x − v y )w xy for all xy ∈ E; v s = R s,M , and v m = 0 for any m ∈ M . See [3] for more details on the theory of electrical networks. We use this potential v to define an (unnormalised) vector |ψ to which we can apply Lemma 3. Let |ψ = x∈A v x |φ x which clearly satisfies Π A |ψ = 0.
Before calculating Π B |ψ , we first note that for x ∈ A and y ∈ B, φ y |φ x = w xy . Then for any y ∈ B\(M ∪ {s}), we have
where the equality in the second line holds because y ∈ B\(M ∪ {s}) and so the flow is conserved at y implying that x∈A (v x − v y )w xy = 0. The final equality follows from the definition of the weighted degree d y = x∈A w xy . Now we calculate Π B |ψ :
where the middle term is zero since v m = 0 for any vertex m ∈ M . Therefore, applying Lemma 3 to
where the final equality follows from the definition of |ψ .
Algorithm for finding marked vertices 4.1 Augmented graph G
The algorithm runs by performing phase estimation on the quantum walk operator corresponding to an altered graph G defined here. Given a graph G, starting distribution σ, and a set of marked vertices M , we make two alterations to define an alternative graph G depending on two parameters x and η as follows:
1. We add an additional vertex s and edges of weight w s u = √ σ u /η. This is the addition made by Belovs to define the quantum walk operator in [2] .
2. For each vertex k ∈ M , we add an additional vertex k and an edge of weight w kk = 1/x. Let M be the set of additional vertices of this form. This addition is new in this work.
We now define the quantum walk operator as in Section 2.2 with respect to this new graph G , where s is the special starting vertex and M is the marked vertex set.
We assume we have access to an initial state |ψ s = u √ σ u |s u corresponding to the classical probability distribution σ. The challenge is to choose sensible choices of η and x so that performing phase estimation and measuring in the computational basis will, with high probability, return an edge (kk ) for some k ∈ M . leaving the other register in a state |Φ such that
Proof. The proof follows immediately from Lemma 8 (in Appendix A) once we have checked that
By Lemma 5, we know that for any ≥ 0,
Observing that d s = u σ u /η = 1/η, this is equivalent to
To complete the proof, we need to bound a∈A v 2 a d a
For the first two terms, we use the fact that v a ≤ R s ,M for all a, and thus these terms are bounded by R 2 s ,M (1/η + W ). The third term is bounded by R s ,M by observing that this term is just part of the positive sum Eq(1) that makes up the definition of R s ,M .
In this section, we only ever deal with the case when x = 0, where effectively we have not made adjustment 2. in the definition of G , and we can identify M and M . As previously discussed, given the analysis of Section 3, we wish to run phase estimation on U A U B and the state |ψ s and get the outcome |0 t in order to approximately prepare the electric flow state |Φ which we will then measure. We need to make a sensible choice of η, such that the probability of getting |0 t is Ω(1).
Here we present an algorithm for finding such an η. The correctness of this algorithm follows from Lemma 6. To ensure a probability of success at least 1 − δ, we can do the standard trick of repeating the amplitude estimation step O(log 1/δ) times and taking the median. A more careful analysis of this algorithm is is presented by Jarret and Wan in [8] .
We note that for any η, we have So if we choose η ≥ R σ,M , then the probability of phase estimation successfully outputting 0 t as in Lemma 6 is at least
Algorithm 1 therefore terminates by the time η = R σ,M . The total runtime of Algorithm 1 is:
Estimating the effective resistance R s,M
Note that this algorithm provides an estimate of the effective resistance in the original graph G when the initial distribution σ is concentrated at a single vertex s, because in this case R s ,M = η + R s,M . Given a constant multiplicative accuracy approximationã of η/R s ,M , and exact knowledge of η, we can therefore estimate R s,M to constant multiplicative accuracy.
To obtain a more accurate estimate of R s,M to multiplicative precision , we could do one more iteration of Algorithm 1 with η set to the constant accuracy approximation for R s,M that has been obtained so far. Then running phase estimation for O( R s,M W / ) time will leave the ancilla register in the state |0 t with probability η/(η + R s,M ) up to accuracy by Lemma 6. Finally, performing amplitude estimation to accuracy requires O(1/ ) iterations, giving a total runtime of O( R s,M W / 2 ), as claimed in Theorem 2.
We believe that this runtime could be improved to O( R s,M W 1 log( 1 )) by performing phase estimation for time O( R s,M W ) repeatedly O(log( 1 )) times (and still performing amplitude estimation to accuracy ). This is because if all O(log( 1 )) instances of phase estimation return the zero string, then we would we expect to have prepared the state |Φ to accuracy , but we do not provide a full analysis of this claim here.
Simple algorithm with O(poly(|M |) scaling
Now that we have found an appropriate choice of η , we would like to choose a value of x that satisfies the following two conditions:
2.
x k∈M f 2 kk R s ,M = Ω(1) so that sampling |Φ returns a marked vertex with good probability.
Unfortunately we are not in general able to find any such choice of x that satisfies both of these conditions. In the rest of this section we describe a natural, but suboptimal choice of x, and in Section 4.4 we describe how to improve on this choice. A natural choice for x is the valueη returned by Algorithm 1. We first prove that this choice of (1)) is
where the first inequality holds because f is a unit flow. Thus R s ,M = O(R σ,M ) as claimed.
Considering Condition 2, we now have
but the problem is that the best lower bound we can put on k∈M f 2 kk is Ω(1/|M |), because the flow may be evenly distributed amongst the vertices in M .
To find a marked vertex would therefore require preparing |Φ to accuracy 1/|M | (which by Lemma 6 takes time O( R σ,M W |M | 2 )) and repeatedly sampling from this state O(|M |) times until a marked element is found. This algorithm is described in Algorithm 2 and takes a total of O( R σ,M W |M | 3 ) time. 
Taking the limit y → 0 completes the proof, noting that q(x) is a continuous function of the electric flow which is determined by a set of linear equations and hence q(x) is itself continuous.
The idea of the algorithm is then to sample x from an interval [a, b] with probability 1/(x log(b/a)). Then the expected probability of hitting a marked vertex when sampling from |Φ is
where the first inequality holds because R s ,M (x) increases monotonically with x, and the equality follows from Lemma 7.
If the interval [a, b] is such that R s ,M (x) increases by a constant multiplicative factor across this interval (but still satisfying Condition 1: R s ,M (b) = O(R σ,M )), then the expected probability of finding a marked vertex is Ω(1/ log(b/a)). It therefore suffices to prepare |Φ to accuracy 1/ log(b/a), which can be done in time O( R σ,M W log 2 (b/a)) by Lemma 6. Then measure until a marked vertex is found, which will take O(log(b/a) tries, resulting in a total runtime of O( R σ,M W log 3 (b/a)).
In Algorithm 3, we first find such an interval Recall that q(x) ≥ 1/|M | because in the worst case the flow is evenly distributed between the |M | marked vertices. By Lemma 7
It remains to observe that R s ,M (b) ≈ 2R s ,M (a) and that for a =η
A Phase estimation analysis
In this section we analyse how phase estimation performs in the case where we have a bound of the form provided by the effective spectral gap lemma.
Lemma 8. Let U be a unitary and let P be the projector onto eigenstates of U with eignvalue e 2iθ for |θ| ≤ . Let |φ be an eigenvector of U with eigenvalue 1, and |ψ be a normalised state such that P |ψ − √ p|φ ≤ C for all . Then performing phase estimation with t ancilla bits takes time O(2 t ) and outputs 0 t with probability p ∈ [p, p + O C 2 t ] leaving a state |φ such that
Proof. We do phase estimation to t-bits of accuracy, which takes time 2 t (see Lemma 4) . We decompose |ψ in the eigenbasis of U :
We now consider the condition P |ψ − √ p|φ ≤ C. Taking = 0, we see that P 0 |ψ = √ p|φ and hence that θ k ∈ (0, π) for all k. For ≥ 0 we can write this condition as:
The other inequality that we will need comes from the fact that for large values of θ, phase estimation is unlikely to return a zero answer. By part 3 of Lemma 4, V |ψ k |0 t = |ψ k |w k for some |w k . Let µ k = | w k |0 t |. Then there exists a universal constant γ such that
Then the probability of getting |0 t after measuring the ancilla register is p = p + k |a k µ k | 2 = p + k:|θ k |≤1/C a 2 k µ 2 k + k:|θ k |>1/C a 2 k µ 2 k
We bound the first part of this sum using Eq (8) , and use the fact that |ψ is normalised:
To bound the second part of this sum we first further subdivide the sum into regions of ever decreasing θ, and use Eq(8) and then Eq (7) .
The final equality is a standard geometric series calculation. Finally, if the 0 t outcome is observed, then the post measurement state on the remaining register is of the form |φ = 1 √ p √ p|φ + k a 2 k µ 2 k |φ ⊥ for some state |φ ⊥ orthogonal to |φ . Then 1 2 |φ φ | − |φ φ| 1 = 1 − | φ |φ | 2 = 1 − p p = k a 2 k µ 2 k p = O C p 2 t B No knowledge of W The algorithms described above all rely on knowledge of an upper bound of W in order to run. If no upper bound on W is known, then we can simply guess different values of W with only a small difference to the run time.
Let W min and R min be lower bounds for W and R σ,M respectively. For a particular value of T , try all choices for W in the set{W min , 2W min , . . . , T 2 /R min } and run for a time T . If none of these choices for W work, double T and start again.
