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1. Introduction
Let K be a compact connected Lie group and M a compact Hamiltonian K-manifold,
i.e., a symplectic K-manifold equipped with a moment map µ : M → k∗. In this paper,
we determine Col(M): the set of all functions on M which Poisson commute with all K-
invariant functions. For this, we attach a finite reflection group WM to M and show that
Col(M) is completely determined by µ(M) and WM .
More precisely, from these two data we construct a topological space Y equipped with
a differentiable structure (in fact, it is semi-algebraic) and a (surjective) map µ̂ : M → Y
such that Col(M) consists exactly of the pull-back functions via µ̂. It is easy to see that,
conversely, C∞(M)K is the Poisson centralizer of Col(M). Thus we obtain a symplectic
dual pair
M
ւ ց
Y M/K
in the sense of Weinstein.
It follows immediately from the defining property of the moment map µ that every
pull-back function via µ Poisson centralizes C∞(M)K . Thus, we obtain a homomorphism
of Poisson algebras µ∗ : C∞(k∗) → Col(M). This means that the moment map µ factors
through Y :
M
µ̂ւ
Y µ ↓
ν ց
k∗
* Partially supported by a grant of the NSF
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In fact, Guillemin and Sternberg conjectured that µ∗ is surjective [GS2]. This would
mean that ν is a diffeomorphism onto its image but a counterexample was given by Lerman
in [L1]. It turns out that, in his example, Y is the (half-)cone x2 + y2 + z2 = t2, t ≥ 0 in
R4, k∗ = R3, and ν is the projection to the first three coordinates. Then t is not a pull-
back of a differentiable function via ν. But t is the pull-back of the continuous function√
x2 + y2 + z2.
This is a general phenomenon: Karshon and Lerman, [KL], proved that Col(M) =
µ∗C0(k∗)∩C∞(M). In our language, this means that ν is a homeomorphism onto its image.
This determines Y as a topological space and the complete determination of Col(M) is a
subtle problem of choosing a differentiable structure on it.
This last step is controlled by the group WM . It is a subquotient of the Weyl group of
K and it is itself a reflection group. It determines certain symmetry properties, the Taylor
series of a C∞-function on Y should have. Look, e.g., at Lerman’s counterexample above.
There WM = {1}. But in other situations also WM = {±1} occurs. Then a function f
on Y should be differentiable if and only if f is a differentiable function in x, y, z, t whose
Taylor series at the vertex (0, 0, 0, 0) is invariant under (x, y, z, t) 7→ (x, y, z,−t). This
means that f is a differentiable function of (x, y, z) alone. The general case is similar but
more involved (see section 3 for a complete statement.)
The problem of determining Col(M) is local except that certain connectivity properties
of the fibers of µ are needed. Whenever M is compact, these hold by a theorem essentially
due to Kirwan. But we need to work locally. For that we axiomatize the properties needed
and introduce the notion of a convex Hamiltonian manifold. The point is that every
Hamiltonian manifold is locally convex. Then we prove all results in this more general
context. Note, that most Hamiltonian manifolds appearing in practice (e.g., compact, or
complex algebraic, or cotangent bundle) are convex, as well.
Having localized the problem this way, we apply the symplectic slice theorem. This
allows us to assume that M is an open subset of a real algebraic Hamiltonian manifold M .
By powerful results of Tougeron, or Bierstone-Milman, the property of being pull-back can
be recognized on the level of Taylor series. This is now a purely algebraic problem on M .
In particular, it can be solved by complexifying M . We show that the complexification of
M is the cotangent bundle T ∗X of an affine G-variety X where G is the complexification of
K (thus reductive). In [K1], I have already determined all regular functions on T ∗X which
Poisson commute with all G-invariants.
Thus this paper consists mainly of two parts: sections 3 and 4 deal with the comparison
of various classes of functions (differentiable↔power series↔polynomials). In sections 5
through 7 we provide a crucial fact (Theorem 7.5) about the geometry of T ∗X which was
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not previously established. Logically, these sections come first but since they are of a very
technical nature I postponed them.
For the convenience of the reader, two appendices are added. One recalls comparison
results between C∞-functions and power series. The other states the basic local structure
theorems of Hamiltonian varieties.
Acknowledgment: I would like to thank Yael Karshon and Eugene Lerman for explaining
me their results in [KL]. I also benefited very much from discussions with Susan Tolman
and, in particular, Chris Woodward.
Notation: Throughout this paper, “analytic” means “real analytic”. Moreover, we use the
term “smooth” always in the algebraic geometric sense: “smooth” are morphism between
algebraic varieties which are surjective on tangent spaces. Smooth functions in the sense
of differential geometry are called C∞ or differentiable. Moreover, differentiable always
means infinitely often differentiable.
2. Convex Hamiltonian manifolds
Let K be a connected, compact Lie group with Lie algebra k∗ and M a Hamiltonian K-
manifold with moment map µ :M → k∗.
Let t ⊆ k be a Cartan subalgebra corresponding to a maximal torus T ⊆ K and
W =W (k, t) its Weyl group. Since t has a unique T -stable complement in k, we can regard
t∗ as a subspace of k∗. The map t∗/W → k∗/K is a diffeomorphism. Furthermore, its
restriction to a Weyl chamber t∗+ ⊆ t
∗ is a differentiable homeomorphism, but in general
not a diffeomorphism. We use it to construct a continuous map ψ which makes the following
diagram commutative:
M
µ
→ k∗
ψ ↓ ↓
t∗+ → t
∗/W
The map ψ is also characterized by the property Kµ(x) ∩ t∗+ = {ψ(x)} for all x ∈M .
In this section we study some topological properties of ψ. For any two (not necessarily
distinct) points u, v ∈ t∗ let [u, v] be the line segment joining them.
Definition: A Hamiltonian K-manifold is called convex if ψ−1([u, v]) is connected for all
u, v ∈ ψ(M).
Clearly, M is convex if and only if ψ−1(B) is connected for every convex subset B of t∗.
In practice we will use another characterization of convexity:
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2.1. Theorem. A Hamiltonian K-manifold is convex if and only if the following condi-
tions are satisfied:
i) The fibers of ψ are connected.
ii) The image ψ(M) is convex.
iii) The map ψ :M → ψ(M) is open.
Proof: Assume first that i) through iii) hold. If ψ−1([u, v]) is disconnected there are
U1, U2 ⊆ M open such that ψ
−1([u, v]) is the disjoint union of X1 and X2 where Xi :=
ψ−1([u, v])∩Ui 6= ∅. By i) we have ψ(X1)∩ψ(X2) = ∅ and, by ii), [u, v] = ψ(X1)∪ψ(X2).
Finally, iii) implies that ψ(Xi) = [u, v] ∩ ψ(Ui) is open in [u, v]. This contradicts the
connectedness of [u, v].
For the reverse direction, we need some preparation. Let V be a real vector space
equipped with a lattice Γ ⊆ V . Our example will be V = t∗ with the lattice consisting of
all 1i dχ where T → C
∗ is a character. A homogeneous rational cone is a subset of the form∑N
i=1 R
≥0γi where γ1, . . . , γN ∈ Γ. A rational cone is a translate u+C of a homogeneous
rational cone C by a vector u ∈ V . In this case we say that u is a vertex of u + C. The
following theorem of Sjamaar is the foundation for the results in this section.
2.2. Theorem. ([Sj] Thm. 5.5) Let M be a Hamiltonian K-manifold. Then for every
orbit Kx ⊆M there is a unique rational cone Cx ⊆ t
∗ with vertex ψ(x) such that:
i) There exist arbitrary small K-stable neighborhoods U of Kx such that ψ(U) is a
neighborhood of ψ(x) in Cx.
ii) For u ∈ t∗+ let x and y be in the same connected component of ψ
−1(u). Then Cx = Cy.
Sjamaar’s theorem implies a general openness property of ψ:
2.3. Lemma. Let M be a Hamiltonian K-manifold such that all fibers of ψ :M → t∗+ are
connected. Let U ⊆M be open. Then also ψ−1ψ(U) is open.
Proof: We may assume that U is K-stable. For every y ∈ ψ−1ψ(U) there is x ∈ U such
that ψ(x) = ψ(y) =: u. Since ψ−1(u) is connected, Theorem 2.2ii) implies Cx = Cy =: C.
By part i) of that theorem there are open neighborhoods Ux, Uy of x, y, respectively,
such that ψ(Ux) and ψ(Uy) are neighborhoods of u in C. Hence (ψ|Uy)
−1(ψ(Ux)) is a
neighborhood of y which is contained in ψ−1ψ(U).
2.4. Lemma. Let M be a Hamiltonian K-manifold such that all fibers of ψ : M → t∗+
are connected. Assume moreover that every u ∈ ψ(M) has arbitrary small neighborhoods
B such that ψ−1(B) is connected. Then ψ :M → ψ(M) is an open map.
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Proof: Let x ∈ M and U an open neighborhood of x. We have to show that ψ(U) is a
neighborhood of u := ψ(x) in ψ(M). For this we may assume that ψ(U) is a neighborhood
of u in Cx. Let B be a neighborhood of u in t
∗
+ such that B ∩ Cx ⊆ ψ(U) and such that
ψ−1(B) is connected. Let V1 := ψ
−1ψ(U) which is open in M by Lemma 2.3. Clearly,
also V2 := ψ
−1(t∗ \Cx) is open in M . Moreover, V1 and V2 are disjoint and cover ψ
−1(B).
Connectivity implies ψ−1(B) ⊆ V1, i.e., B ∩ ψ(M) ⊆ ψ(U) which proves the assertion.
Now we can complete the proof of Theorem 2.1. Assume thatM is convex. Then i) and
ii) clearly hold. Let u ∈ ψ(M) and B ⊆ t∗+ a convex neighborhood of x. Since also ψ(M)
is convex we have [u, v] ⊆ B ∩ ψ(M) for every v ∈ B ∩ ψ(M). By assumption, ψ−1([u, v])
is connected. This implies that ψ−1(B) is connected. Thus iii) holds by Lemma 2.4.
Remark: I don’t know of any example of a Hamiltonian K-manifold M where ψ(M) is
convex, the fibers of ψ are connected but where ψ is not an open map.
If M is convex then Cx depends by Theorem 2.2 only on u = ψ(x). Thus we may set
Cu := Cx. Let C be a rational cone with vertex u. For v ∈ C let TvC := C + R
≥0(u− v)
be the tangent cone of C in v. This is the smallest rational cone containing C and having
v as a vertex.
2.5. Theorem. Let M be a convex Hamiltonian K-manifold and u ∈ ψ(M).
i) The image ψ(M) is contained in Cu. Moreover, it is a neighborhood of u in Cu.
ii) The image ψ(M) is locally a polyhedral cone and, in particular, locally closed and
semi-analytic.
iii) For every v ∈ ψ(M) in a neighborhood of u holds Cv = TvCu.
Proof: i) Let x ∈ M with u = ψ(x). Then Kx has an open neighborhood U such that
ψ(U) is a neighborhood of u in Cu. Let v ∈ ψ(M). Since ψ(U) is open in ψ(M) and since
[u, v] ⊆ ψ(M) also [u, v]∩ψ(U) is open in [u, v]. This implies [u, v] ⊆ Cu, thus ψ(M) ⊆ Cu.
Moreover, ψ(M) is a neighborhood of u in Cu since already ψ(U) is.
ii) Follows directly from i).
iii) By i) there is an open neighborhood U of x such that ψ(U) is open in Cu. Let
v ∈ ψ(U). Then i), applied to v, implies that Cv is the cone spanned by ψ(U) over the
vertex v. On the other hand, ψ(U) is open in Cu. Thus TvCu is also the cone spanned by
ψ(U) over v.
Let V be a unitary representation of K. Then every smooth K-stable complex al-
gebraic subvariety of P(V ) is in a canonical way a Hamiltonian K-manifold. We call a
Hamiltonian K-manifold projective if it arises this way but possibly with the symplectic
form and the moment map rescaled by some non-zero factor.
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2.6. Proposition. Let M be a Hamiltonian K-manifold such that for every projective
Hamiltonian K-manifold X holds that ψ−1M ×X(0) is connected. Then ψM :M → ψ(M) is
an open map with connected fibers.
Proof: Let X equal X with the symplectic structure multiplied by −1. Then we have
µM ×X(m, x) = µM (m)− µX(x). Thus choosing for X the coadjoint orbit Ku, u ∈ t
∗
+ we
obtain that ψ−1M (u) = ψ
−1
M ×X
(0) is connected. Now letX0 be projective such that ψX0(X0)
is a neighborhood of 0, e.g., X0 = P(V ) where V contains stable points for the K
C-action.
By rescaling, we can arrange that ψ(X0) is arbitrary small. Let X := X0×Ku. Then
B := ψX(X) is an arbitrary small neighborhood of u in t
∗
+. Moreover, projection to the
first factor induces a surjective map ψ−1
M ×X
(0)։ ψ−1M (B). By assumption the first, hence
the second set is connected. We conclude with Lemma 2.4, that ψM is open onto its image.
Now we can give examples of convex Hamiltonian manifolds:
2.7. Theorem. Every Hamiltonian K-manifold M satisfying one of the conditions i), ii),
iii) below is convex.
i) The moment map µ :M → k∗ is proper (e.g., if M is compact).
ii) The manifold M is a complex algebraic variety, the action of K is the restriction of an
algebraic KC-action, and the symplectic structure is induced by a K-invariant Ka¨hler
metric.
iii) The manifold M is a complex Stein space, the action of K is the restriction of a
holomorphic KC-action, and the symplectic structure is induced by a K-invariant
Ka¨hler metric.
Proof: In all cases, it is known that ψ has connected fibers and convex image (see [HNP]
or [Sj] for i) and [HH] for ii) and iii)). Moreover, the classes i)-iii) are preserved by taking
the product with a projective Hamiltonian K-manifold. Thus Proposition 2.6 implies that
ψ is open.
Locally, every Hamiltonian manifold is convex:
2.8. Theorem. Let M be a Hamiltonian K-manifold. Then every x ∈ M has a convex
K-stable open neighborhood U such that ψ(U) is open in Cx.
Proof: The proof is similar to that of [KL] Prop. 3.7. First, if the orbitKx (with µ(x) ∈ t∗+)
is not isotropic then let L = Kµ(x) and replace M by ML ∼= K ×
LM(L) (Theorem 9.1).
If there is already a neighborhood U(L) of x in M(L) with the properties claimed in the
theorem with respect to L, then it is trivial to check that U := K · U(L) has the required
properties for K.
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Thus we may assume that Kx is isotropic. By Theorem 9.2 and the remark following
it, we may assume that M = K ×H(h⊥×S) and x = [1, (0, 0)]. Here, H is a closed
subgroup of K and S is a unitary representation of H.
Let D and D be the open and the closed unit ball in S. Put V := K ×H(h⊥×D),
V := K ×H(h⊥×D). The restriction of µ to V factors as
µ|V : V →֒ K
H
×(k∗×D) ∼= (K
H
×D)× k∗ ։ k∗.
This shows that µ|V is proper.
We let t ∈ R>0 act onM by t·[k, (u, v)] := [k, (t2u, tv)]. Then ψ becomes homogeneous,
more precisely, ψ(t · y) = t2ψ(y) for all y ∈M .
There is aK-stable open neighborhood U0 of x in V such that ψ(U0) is a neighborhood
of 0 = ψ(x) in Cx. From M = R
>0 · U0 we obtain ψ(M) ⊆ Cx. In particular, also ψ(V ) is
a neighborhood of 0 in Cx. Thus there is a convex, open neighborhood B of 0 in t
∗ such
that B ∩ Cx ⊆ ψ(V ) and B ∩ Cx ⊆ ψ(V ). We put U := V ∩ ψ
−1(B).
By construction, ψ(U) = B∩Cx is convex and open in Cx. It remains to show that ψ :
U → ψ(U) is open with connected fibers. The closure of U is U = V ∩ψ−1(B). Moreover,
we have U =
⋃
0<t<1 t ·U . Since increasing unions of connected sets are connected and by
homogeneity it suffices to show that ψ : U → B has connected fibers. We show that even
ψ : V → Cx has connected fibers.
For this recall that S is a unitary vector space. In particular, U(1) acts on S and
thus on M . This action is Hamiltonian with moment map µ0([k, (u, v)]) = ||v||
2. Let P
be the symplectic cut of M at the level µ0 = 1 − 0: As a set we have P := P1
.
∪P2 where
P1 := µ
−1
0 ([0, 1)) and P2 := µ
−1
0 (1)/U(1). It turns out that P is a symplectic manifold,
see [L2] for details.
There is an obvious proper map π : V ։ P where V goes isomorphically onto P1
and the U(1)-orbits in the boundary are collapsed to points in P2. Since the U(1)-action
commutes with the K-action, P is even a Hamiltonian K-manifold. Its moment map is
the unique map which makes the following diagram commutative:
V
pi ↓ ց µ
P
µP
→ k∗
In particular, µP is proper. This implies that µP , and ψP have connected fibers ([HNP],
[Sj] 1.4). Since π is proper with connected fibers, also the fibers of ψ|V are connected,
which was claimed.
By Theorem 2.7i), the map ψP : P → ψ(P ) is open. Since U ⊆ P is open, this implies
that ψ : U → ψ(U) is open, as well.
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An application is the following well known statement.
2.9. Corollary. Let M be any Hamiltonian K-manifold and let a0 ⊆ t∗ be the affine
subspace spanned by ψ(M). Then a0 is also the affine span of every local cone Cx, x ∈M .
Moreover, ψ(M) is Zariski-dense in a0.
Proof: With local convexity and Theorem 2.5iii) it follows that the affine span of Cx is
locally constant, hence constant in x.
The last class of examples for convex Hamiltonian manifold was suggested to me by
S. Tolman:
2.10. Theorem. Let X be a K-manifold and M := T ∗X with its natural Hamiltonian
structure. Then M is convex.
Proof: The map ψ : M → t∗ is homogeneous for the natural scalar action on the fibers.
Furthermore, X is embedded into M as the zero-section with X ⊆ ψ−1(0). Therefore, the
cone C = Cx does not depend on x ∈ X . Thus, X has a neighborhood U such that ψ(U)
is a neighborhood of 0 in C. Since ψ is homogeneous, we conclude ψ(M) = C. This shows
in particular that ψ(M) is convex.
Let π : M → X be the projection. Let m ∈ M and x = π(m). Then, again
by homogeneity, there is a convex neighborhood V of Kx such that m ∈ V and such
that ψ(V ) is open in C (Theorem 2.8). Then any neighborhood of m is mapped to a
neighborhood of ψ(m) in ψ(V ). This implies that ψ :M → ψ(M) is open.
Finally, assume that the fiber over u ∈ ψ(M) is not connected, i.e., is a disjoint union
of two non-empty open pieces F1 and F2. For every open K-stable subset U of X holds
ψ(π−1(U)) = C. Hence, π(ψ−1(u)) is dense in X . Thus there is x ∈ π(F1)∩ π(F2). Let V
be a convex neighborhood of Kx in M . By homogeneity, we may assume V meets both F1
and F2. But this contradicts the connectedness of fibers of ψ|V . Thus, ψ has connected
fibers.
3. Collective functions: Statement of the result
Let M be a Hamiltonian K-variety. Every element ξ ∈ k induces a function µξ in M by
µξ(x) := 〈µ(x), ξ〉. One of the defining properties of a moment map is
{f, µξ} = df(ξ∗) for all f ∈ C
∞(M).
Here ξ∗ is the vector field expressing the infinitesimal action of ξ on M . Thus, since K is
connected, a function f is K-invariant if and only if it Poisson commutes with all functions
8
µξ. Conversely, consider the set of collective functions
Col(M) :=
{
g ∈ C∞(M) | {C∞(M)K, g} = 0
}
.
Thus every µξ is collective. Slightly more generally, pull-back by µ induces a homomor-
phism of Poisson algebras µ∗ : C∞(k∗)→ Col(M).
The Poisson subalgebras C∞(M)K and Col(M) form a “dual pair” in C∞(M), i.e.,
one is the Poisson centralizer of the other. Their intersection, the set of invariant collective
functions ColK(M), is the Poisson center of either algebra and is particularly important.
Note that µ∗ induces a homomorphism C∞(t∗/W ) = C∞(k∗)K → ColK(M).
Let U ⊆ M be open, K-stable. Then resMU : C
∞(M) → C∞(U) has a dense image
which implies that the restriction of a collective function to U is again collective.
Our aim is to describe the set of all collective functions. One step in this direction is
the following criterion due to Karshon [Ka] (see [KL] Thm. 1).
3.1. Theorem. Let M be a Hamiltonian K-manifold. Then f ∈ C∞(M) is collective if
and only if f is locally constant on the fibers of µ.
This theorem shows in particular that being collective is mostly a set-theoretic prop-
erty. In particular, if a sequence of collective functions converges pointwise to a differen-
tiable function f then also f is collective.
Our goal is a more precise description of Col(M). For this we introduce first a basic
construction. Let again ψ :M → t∗+ be the map with Kµ(x)∩t
∗
+ = {ψ(x)}. Let a
0 ⊆ t∗ be
the affine subspace spanned by ψ(M) (see Corollary 2.9). We let K act on V := k∗× a0 by
conjugation on the first and trivially on the second factor and consider Ka0 ⊆ V where a0
is embedded diagonally into V . This is a closed subset. In fact it equals (as a set) the fiber
product k∗×t∗/W a
0, i.e., the set of pairs (u, v) such that u and v have the same image in
k∗/K = t∗/W . This shows moreover that Ka0 is (the set of real points of) a real-algebraic
closed subvariety of V . We define R[Ka0] to be the image of R[V ]
res
→ C∞(Ka0). Note,
that the kernel of R[V ]։ R[Ka0] is in general (much) larger than the ideal generated by
the obvious equations expressing Ka0 as a fiber product. For example, the most extreme
case would be a0 = 0, where the fiber product is the nilcone of k∗ which happens to have
just one real point but is nevertheless of positive dimension as an algebraic variety.
Definition: Let K˜a0 be (the set of real points of) the normalization of Ka0, i.e., K˜a0 =
AlgHom(A,R) where A is the integral closure of R[Ka0] in its field of fractions. Moreover,
we equip K˜a0 with the real (Hausdorff) topology.
By definition, there is a natural morphism ν : K˜a0 → Ka0 and the K-action lifts to K˜a0.
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3.2. Proposition. The map ν : K˜a0 → Ka0 is a homeomorphism and K˜a0/K → a0 is a
diffeomorphism.
Proof: Observe (k∗×t∗/W a
0)/K = k∗/K ×t∗/W a
0 = a0. Thus Ka0/K = a0. Since a0
is already normal we have also K˜a0/K = a0. In particular, ν induces an isomorphism
on orbit spaces. The fibers of ν are finite and all isotropy groups in Ka0 (being Levi
subgroups) are connected which implies that ν is injective. Moreover, the dense subset
of regular points of Ka0 is contained in the image of ν. Since ν is proper, it must be a
homeomorphism.
Thus K˜a0 equals Ka0 as a topological space but it may have more differentiable functions.
The image of µ×ψ :M → V is clearly contained inKa0. So we obtain a map µ˜ :M → K˜a0
which is continuous but in general not differentiable.
For studying the local structure of K˜a0 the following lemma is helpful. For a Levi
subgroup L let tr ⊆ t∗ be the set of points v with Wv ⊆ WL. Put a
r := a0 ∩ tr (which
might be empty).
3.3. Lemma. For any Levi subgroup L there is a canonical map λ : K ×L L˜a0 → K˜a0
which is a diffeomorphism over ar.
Proof: There is clearly a surjective map K ×L La0 → Ka0. Then λ is just the unique lift to
the normalizations. To show that it is an isomorphism over ar we complexify. Let G := KC.
Then (Ka0)C is the Zariski closure Ga
0
C
. Lemma 5.3 implies that G×LC LCa0C → Ga
0
C
is
a closed embedding over ar
C
. Since it is clearly surjective it is an isomorphism over ar
C
.
Hence the same holds for the normalizations.
The difference between K˜a0 and Ka0 is not yet completely understood. It translates
into a property of certain nilpotent orbits of the complexified Lie algebra. We will state
two results in this direction which might be useful. Let’s call a compact group unitary if
it is locally isomorphic to a product of a torus and a product of special unitary groups.
3.4. Proposition. i) Assume a0 contains an interior point of the Weyl chamber t∗+. Then
ν is a diffeomorphism.
ii) Let v ∈ a0 and assume that the isotropy group Kv is unitary (this holds, in particular,
if K itself is unitary). Then ν is a diffeomorphism in a neighborhood of v.
Proof: In case i) it suffices to show that ν is a diffeomorphism near every v ∈ a0. Then with
Lemma 3.3 we may reduce to the case v = 0. Let L ⊆ K be the centralizer of a0. Then
either L = T or K is unitary. We are going to show that then ν is even an isomorphism
of algebraic varieties.
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For this we may complexify. Then LC ⊆ G := KC is the Levi subgroup of a parabolic
P . Let Pu be its unipotent radical. The complexification of Ka
0 is X := Ga0
C
. By the
choice of L we have Pa0 = r := a0⊕pu. Thus the proper morphism G×
P r→ g has exactly
image X . It factors through the normalization X˜ of X . Thus we have G×P r
pi
→ X˜
ν
→ X .
These are morphisms over a0.
Since L is the centralizer of a0, the morphism π is birational. Then it follows from
[K1] 4.1 that X˜ has rational singularities and is in particular Cohen-Macaulay. Let X˜0
be the zero-fiber of X˜ → a0. Since π is an isomorphism over a generic point of X˜0 it is
generically reduced. Being defined by a regular sequence it is reduced. By Nakayama’s
lemma, ν is an isomorphism if and only if its schematic zero-fiber ν−1(0) is a (reduced)
point. Since ν−1(0) ⊆ X˜0 we are reduced to show that X˜0 → g is a closed embedding. This
would we true if Gpu is normal and G×
P pu → Gpu is birational. But these conditions
hold under our assumptions: if L = T then P = B is a Borel subgroup and we conclude by
results of Kostant and Springer (Springer resolution, see e.g. [Sp]). If K is unitary then all
nilpotent orbit closures are normal (Kraft-Procesi [KP]) and all stabilizers are connected
modulo center.
The affine subspace a0 of t∗ is in general not W -stable. Thus we define
NW (a
0) := {w ∈W | wa0 = a0};
CW (a
0) := {w ∈W | w|a0 = id};
W (a0) := NW (a
0)/CW (a
0).
If we let W (a0) act on the second factor of V = k∗× a0 we obtain actions on Ka0 and
K˜a0 which commute with K. Let W ′ ⊆ W (a0) be any subgroup. Then also K˜a0/W ′ →
Ka0/W ′ is a homeomorphism and (K˜a0/W ′)/K = a0/W ′. Now we can formulate our
main result.
3.5. Theorem. Let M be a convex Hamiltonian K-manifold and let a0 be the affine
subspace spanned by ψ(M). Then there is a unique subgroup WM of W (a
0) such that:
i) The map Φ = µ˜/WM : M → K˜a0/WM is differentiable and induces an isomorphism
C∞(Φ(M))
∼
→ Col(M).
ii) Let R be the set of all reflections in W (a0) whose reflecting hyperplane meets ψ(M).
Then WM is generated by a subset of R.
The proof is given in the next section. Let me first give some conclusions.
3.6. Corollary. The map ϕ = ψ/WM : M → a
0/WM is differentiable and induces an
isomorphism C∞(ϕ(M))
∼
→ ColK(M). Thus ColK(M) can be identified with the algebra of
differentiable functions on an r-dimensional semi-analytic subset of Rr where r = dim a0.
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Proof: The first statement follows from Proposition 3.2 and Theorem 3.5i) by taking K-
invariants. The second follows from the fact that the ring of invariants of a reflection group
is a polynomial ring (hence a0/WM →֒ R
r) and that ψ(M) is locally even semi-algebraic
(Theorem 2.5ii)).
3.7. Corollary. i) The ring Col(M) is a finitely generated C∞(µ(M))-module.
ii) Assume that ψ(M) contains an interior point of t∗+ or that Kv is unitary for all v ∈
ψ(M). Then Col(M) is, as a C∞(µ(M))-module, generated by finitely many invariant
collective functions.
Proof: i) The morphism of algebraic varieties K˜a0 → k∗ is finite. Hence there are f1, . . . , fs
in R[K˜a0]WM which generate it as a R[k∗]-module. It follows from [Mal] Ch. V, Cor. 4.4
that for every x ∈ M the fi generate the stalk C
∞
Φ(M),Φ(x) as a C
∞
µ(M),µ(x)-module. By a
partition of unity argument this shows that Col(M) = C∞(Φ(M)) is generated by the fi
as a C∞(µ(M))-module.
ii) The assumptions imply (Proposition 3.4) that K˜a0 → Ka0 ⊆ k∗× a0 is a diffeo-
morphism in a neighborhood of µ˜(M). Thus we can replace K˜a0 by Ka0 and therefore
choose the fi to be K-invariant.
Another characterization of WM is:
3.8. Proposition. A subgroup W ′ of W (a0) contains WM if and only if ψ/W
′ : M →
a0/W ′ is differentiable.
Proof: If WM ⊆ W
′ then ϕ′ := ψ/W ′ is clearly differentiable. Conversely, assume ϕ′ is
differentiable. Then Theorem 3.1 implies C∞(ϕ′(M)) →֒ ColK(M) = C∞(ϕ(M)). This
shows that ϕ(M)→ ϕ′(M) is differentiable. Looking at the formal stalk at u ∈ ψ(M) this
implies C∞(ψ(M))
∧W ′u
u ⊆ C∞(ψ(M))
∧WM,u
u and therefore WM,u ⊆ W
′
u. Hence WM ⊆ W
′
since WM is generated its isotropy groups in ψ(M).
We conclude this section with two examples. The first one is just Lerman’s example
from [L1]: let K = SU(2) and M := C2 with its symplectic structure coming from the K-
invariant Hermitian form q(z1, z2) := z1z1+z2z2. Then a moment mapM → k
∗ exists and
is in fact given by quadratic polynomials. Every K-invariant on M is a composite with q.
Hence, q is invariant collective. Assume there is h ∈ C∞(k∗) with q = f ◦ µ. Then h were
a non-zero K-invariant function of degree one which clearly does not exist. On the other
hand, one easily verifies that ψ : M → t∗ ∼= R is given by q. Thus ψ is differentiable and
WM = 1.
The second example is a variant of the preceding one: Let M := C2n and K the
maximal compact subgroup of Sp2n(C). Then again a quadratic moment map µ :M → k
∗
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exists and K fixes a Hermitian norm q. Let K := U(2n) be the unitary group associated to
q. Then there is also a quadratic moment map µ :M → k
∗
such that µ is the composition
of µ with k
∗
→ k∗. It happens that every K-invariant is a composite with q. Thus
C∞(M)K = C∞(M)K and therefore, ColK(M) = ColK(M). This shows in particular that
k
∗
embeds into ColK(M) as a space of quadratic polynomials. But the space of quadratic
polynomials which pull-back from µ×ψ has at most dimension dimK + 1. This shows
that for n > 1 the normalization of Ka0 is really necessary. It also shows that one needs
some restrictions in Corollary 3.7.
4. Proof of Theorem 3.5
We investigate the problem of finding the collective functions first on the level of formal
power series. For this, we adopt the following notation: If X is a set, Y ⊆ X a subset and
R a ring of functions on X , then let R∧Y denote the completion of R with respect to the
ideal of functions vanishing in Y .
Assume that Kx is isotropic orbit of M . By Theorem 9.2 and the remark following
it we may assume that M = K ×H(h⊥×S) and x = [1, (0, 0)]. The manifold M has a
real algebraic structure: with R[K] ⊆ C∞(K), the ring of representative (i.e., K-finite)
functions, and R[h⊥×S], the ring of real polynomials, we define
R[M ] := (R[K]⊗R[h⊥×S])H .
This is a finitely generated R-algebra and turns M into a real algebraic manifold. All
K-orbits are Zariski closed. Also the symplectic structure and the moment map are real
algebraic. Thus R[M ] is a Poisson algebra, R[M ]K a Poisson subalgebra. Let Colalg(M) ⊆
R[M ] be its centralizer.
4.1. Lemma. Let M and x be as above. Then there is a subgroup W (x) of W (a0) which is
generated by reflections such that Φ = µ˜/W (x) :M → K˜a0/W (x) is algebraic and induces
an isomorphism R[K˜a0/W (x)]∧0
∼
→ Colalg(M)
∧
Kx.
Proof: We are going to determine the complexification of the real-algebraic variety M .
Since H is compact, the symplectic structure of S comes from an H-stable Hermitian
form. In particular, S has also the structure of a complex vector space. Hence SC =
S⊗R C = S ⊕ S = S ⊕ S
∗ = T ∗S where T
∗ denotes the complex algebraic cotangent
bundle. With G := KC consider the complex algebraic G-variety X := G×
HC S. Then
T ∗X = G×
HC Z where Z is the restriction of T ∗X to the fiber S ⊆ X . Let q ⊆ g be a HC-
stable complement. Then for every point s ∈ S we have a splitting TX,s = qs ⊕ TS,s.
Since q∗ ∼= h⊥C we obtain Z = q
∗×T ∗S
∼= (h⊥×S)C. Therefore, we have constructed an
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isomorphism T ∗X
∼
→ MC. It is easy to see that the moment map on M induces just the
natural cotangent bundle moment map on T ∗X . Thus we have a commutative diagram
M →֒ T ∗X
↓ µ ↓ µC
k∗ →֒ g∗
In [K3] 3.3, a subspace a′
C
⊆ t∗
C
was constructed such that the closure of the image of
µC equals Ga′C. The complexified space a
0
C
has the same property (see Corollary 2.9).
Moreover, both have the same image in t∗/W thus they are conjugate by an element w of
W . The construction of a′
C
in [K3] depended on the choice of a Borel subgroup B. Thus
replacing B by wBw−1 we may assume a′
C
= a0
C
.
Now consider the fiber product T˜ = T ∗X ×t∗/W a
0
C
. Then the group W (a0) acts tran-
sitively on the irreducible components of T˜ (or at least on those which map dominantly to
the image of T ∗X in t
∗
C
/W ). There is one such component which is distinguished. Consider
the fiber product M˜ := M ×t∗/W t
∗
+ which is an irreducible semi-algebraic space. Thus
the Zariski closure of the image of M˜ → T˜ is an irreducible component T̂ . Observe that
T̂ , being the closure of a set of real points, is defined over R. The component T̂X in [K3]
depended again on the choice of B. So changing it we may assume that T̂ = T̂X .
Now we let W (x) be the stabilizer of T̂ in W (a0). It is generated by reflections by
[K1] 6.6. The morphism T̂ /W (x) → T ∗X is finite and birational, hence an isomorphism.
Since T̂ maps to a0
C
we obtain morphisms T ∗X → a
0
C
/W (x) and ΦC : T
∗
X → G˜a
0
C
/W (x)
where G˜a0
C
is the normalization of the closure of Ga0
C
in g∗× a0
C
.
By definition, the variety MX of [K1] is normal and finite over Ga
0
C
/W (x). Moreover
MX → a
0
C
/W (x) is the categorical quotient. The generic orbits are closed and the generic
stabilizers of Ga0
C
/W (x) are connected. We conclude that MX = G˜a
0
C
/W (x).
By [K4] 9.4, ΦC induces an isomorphism
C[G˜a0
C
/W (x)]
∼
→ ColT ∗X .
Since all maps and varieties are defined over R we get an algebraic map between real points
Φ :M → K˜a0/W (x) which induces an isomorphism R[K˜a0/W (x)]
∼
→ Colalg(M).
Finally, to get an isomorphism between completions, we use that that R>0 acts on
M = G×H(h⊥×S) by t · [g, (ξ, s)] := [g, (t2ξ, ts)] which equips all algebras with a grading.
Moreover, Φ is homogeneous. Since Gx is exactly the fixed point set of this action, we see
that completion at Gx is the same as replacing the direct sum of homogeneous components
by their direct product. This shows the claim.
We proceed with the following comparison result:
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4.2. Lemma. Let M and x be as above and let U be some K-stable open neighborhood of
x. Then there is an isomorphism Colalg(M)
∧
Kx
∼
→ Col(U)∧Kx.
Proof: The image of R[M ]K →֒ C∞(U)K is dense (Stone-Weierstraß), thus we obtain
Colalg(M) →֒ Col(U) and Colalg(M)
∧
Kx →֒ Col(U)
∧
Kx.
To show surjectivity we again use the R>0-action on M . For any subspace S of
C∞(M) let Sd be its subset of elements which are homogeneous of degree d with respect
to this R>0 action. Let I ⊆ C∞(U) be the ideal of functions vanishing in K/H. Then one
sees easily C∞(U)/Id+1 = ⊕di=0C
∞(M)d. Thus C
∞(U)∧Kx =
∏∞
d=0 C
∞(M)d. The Poisson
bracket on M is homogeneous of degree −2, i.e., {C∞(M)a, C
∞(M)b} ⊆ C
∞(M)a+b−2.
This implies that an element of C∞(U)∧Kx is collective if and only if all its homogeneous
components are. An analogous result holds for R[M ]∧Kx. Thus, it suffices to show that
Colalg(M)d → Col(M)d is surjective for every d ∈ N.
For an irreducible representation η of K and a K-module V let V η denote its η-
isotypic component. Let E → G/H be a K-equivariant vector bundle of finite rank. Then
Γ(G/H, E)η is finite-dimensional where Γ denotes differentiable sections. This implies in
particular dim C∞(M)ηd <∞. From Stone-Weierstraß we obtain R[M ]
η
d
∼
→ C∞(M)ηd. Thus
also Colalg(M)
η
d
∼
→ Col(M)ηd.
Since R[K˜a0/W (x)] is a finite R[k∗]-module we have dimR[K˜a0/W (x)]|d <∞. Thus,
by Lemma 4.1, also Colalg(M)d is finite dimensional. We conclude that Colalg(M)d
∼
→
⊕η Col(M)
η
d =: Col(M)
fin
d is finite dimensional. But Col(M)
fin
d is dense in Col(M)d (Peter-
Weyl). Thus equality holds and we obtain Colalg(M)d
∼
→ Col(M)d.
From this we deduce an analogue of Theorem 3.5 on the level of formal power series.
4.3. Lemma. Let M be any Hamiltonian K-manifold. For every x ∈ M there is a
(unique) subgroup W (x) ⊆ W (a0)ψ(x) which is generated by reflections and an open K-
stable neighborhood U of x such that:
i) The map Φ = µ˜/W (x) : M → K˜a0/W (x) is differentiable on U and induces an
isomorphism C∞(K˜a0/W (x))∧KΦ(x)
∼
→ Col(U)∧Kx.
ii) U carries an analytic structure such that Φ|U is analytic.
Proof: We may change x in its orbit such that µ(x) ∈ t∗+ Let L := Kµ(x) ⊆ K. Then
Lx is isotropic in M(L) (see Theorem 9.1). Thus Lemma 4.1 provides us with a group
W (x) ⊆ WL such that ΦL : M(L) → Y := L˜a0/W (x) is differentiable and even analytic
in a neighborhood of Lx. We obtain a commutative diagram
K ×LM(L) → M
↓ Φ′ ↓ Φ
K ×L Y → K˜a0/W (x)
15
where the horizontal arrows are diffeomorphisms (Theorem 9.1, Lemma 3.3) and Φ′ =
K ×LΦL is differentiable in a neighborhood ofKx or its image. Thus also Φ is differentiable
and analytic in a neighborhood of Kx.
By Lemma 4.1 and Lemma 4.2 we have an isomorphism C∞(Y )∧Φ′(x)
∼
→ Col(M(L))∧Lx.
We need a parameter dependent version of it. Let ColK(M(L)) be the set of differentiable
functions hk(x) = h(k, x) on K ×M(L) which are collective for every fixed k. Choose
functions fi ∈ C
∞(Y ) whose Taylor series form a topological basis of C∞(Y )∧Φ′(x). Then
the image of hk in C
∞(M(L))∧Lx can be written as
∑
i ai(k)fi(Φ(x)). The coefficients ai
are unique and can in fact be expressed in terms of finitely many derivatives of hk. Thus
they are differentiable functions in k. This shows
C∞(K ×Y )∧K ×Φ′(x)
∼
→ ColK(M(L))
∧
K×Lx
and therefore
C∞(K
L
×Y )∧KΦ′(x)
∼
→ ColK(M(L))
∧L
K×Lx.
A differentiable function h on K ×LM(L) is collective if and only if it is locally constant
on fibers of Φ′ (Theorem 3.1). Therefore, for every k ∈ K the restriction hk of h to
[k,M(L)] ∼=M(L) is collective. Thus we get an inclusion
Col(K
L
×M(L))∧Kx →֒ ColK(M(L))
∧L
K×Lx.
This implies
C∞(K
L
×Y )∧KΦ′(x)
∼
→ Col(K
L
×M(L))∧Kx
which finishes the proof.
Now we come to a key lemma which compares the little Weyl groups W (x) of nearby
points. The proof rests on an algebraic statement which is proved in section 7.
4.4. Lemma. Let M be a Hamiltonian K-manifold. Then every x ∈ M has an open K-
stable neighborhood U such that W (y) =W (x)ψ(y) for all y ∈ U .
Proof: With the help of the the Cross Section Theorem 9.1 and the Slice Theorem 9.2 we
can assume we are in the situation M = K ×H(h⊥×S) and x = [1, (0, 0)]. Then we have
an algebraic morphism ϕ : M → a0/W (x) such that the formal power series ring at 0 in
a0/W (X) identifies with the formal invariant collective functions along Kx.
For y ∈M and u := ψ(y), putWy :=W (x)u. Let u
′ be the image of u in a0/Wy. Then
a0/Wy → a
0/W (x) is invertible in a neighborhood of u′, i.e., M → a0/Wy is differentiable
in Ky. As in Proposition 3.8 this implies W (y) ⊆Wy.
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The maps M → a0/W (y) → a0/Wy → a
0/W (x) are all differentiable in y. So they
induce
R[a0]∧W (x)u
∼
→ R[a0]∧Wyu →֒ R[a
0]∧W (y)u →֒ R[M ]
∧
Ky.
It suffices to show that the second homomorphism is an isomorphism. For this, we com-
plexify. Then Gy is a closed orbit in T ∗X and we get
C[a0]∧W (x)u
∼
→ C[a0]∧Wyu → C[a
0]∧W (y)u →֒ C[T
∗
X ]
∧
Gy.
Recall, that both Wy and W (y) are generated by reflections. Thus, if W (y) 6= Wy then
the map a0/W (y)→ a0/Wy is ramified over u
′. That means that a0/Wy contains a divisor
whose preimage in a0/W (y) is not reduced. Thus the same happens for the spectra of
completions. Hence also C[a0]
∧W (x)
u → C[T ∗X ]
∧
Gy has non-reduced fibers in codimension
one. Since the completion of a reduced algebra of finite type is reduced we obtain a
contradiction to Theorem 7.5. Thus Wy =W (y).
4.5. Lemma. Assume M to be convex. Let WM ⊆ W (a
0) be the group generated by all
W (x), x ∈M . Then W (x) = (WM )ψ(x) for all x ∈M .
Proof: Let S := ψ(M). Since M is convex, ψ has connected fibers. Thus Lemma 4.4
implies that W (u) := W (x) (with u = ψ(x)) is well defined. Since WM is generated by
reflections and since S ⊆ t∗+ there is a unique Weyl chamber a
0
+ with respect to WM which
contains S. Let ∆ be a root system attached to WM (we consider roots as affine functions
on a0).
Also every W (u) is a reflection group giving rise to a root subsystem ∆(u) ⊆ ∆.
The chamber a0+ determines a chamber for W (u) and therefore a set Σ(u) ⊆ ∆(u) of
simple roots. Let w ∈ S and w′ ∈ S any nearby point. Since w′ is in the fundamental
chamber for WM it is also in the fundamental chamber for W (w). Thus, by Lemma 4.4,
Σ(w′) = {γ ∈ Σ(w) | γ(w′) = 0}.
Let Σ be the union of all Σ(u), u ∈ S. It suffices to show that Σ is the set of simple
roots for WM because then the isotropy groups in a
0
+ are generated by simple reflections.
Since ∆ is certainly generated by the reflection corresponding to Σ it suffices to show that
Σ is a set of simple roots for some root system. This is equivalent to (α, β) ≤ 0 for all
α 6= β ∈ Σ where (·, ·) is some W -invariant scalar product on ∆. So assume α ∈ Σ(u),
β ∈ Σ(v). Then we have α(u) = β(v) = 0. Moreover, u, v ∈ a0+ implies α(v) ≥ 0, β(u) ≥ 0.
Assume first α(v) = 0. Since M is convex, the line segment [u, v] is entirely contained
in S. Moreover, α vanishes on it. This implies that α ∈ Σ(w) for all w ∈ [u, v]. In
particular, α, β ∈ Σ(v) which shows (α, β) ≤ 0.
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The case β(u) = 0 is handled the same way. Thus we are left with the case where
both α(v) and β(u) are positive. Let γ := α− β. Then γ(u) < 0 and γ(v) > 0. Hence γ is
not a root which implies (α, β) ≤ 0.
Proof of Theorem 3.5: The group WM of Lemma 4.5 certainly satisfies ii). We have
W (x) ⊆WM for all x ∈M . Thus Φ = µ˜/WM is differentiable by Lemma 4.3i). It remains
to show that every h ∈ Col(M) is pull-back from Φ(M). For this, we verify the conditions
of Theorem 8.3. Put Y := Φ(M). Since Y = ν−1(Kψ(M))/WM it is locally semi-algebraic
(Theorem 2.5ii)). Thus condition i) is satisfied. Condition ii) follows from the convexity
of M and µ˜(M)/K = ψ(M) (Proposition 3.2). Condition iii) is Lemma 4.3ii). Finally,
condition iv) follows again from µ˜(M)/K = ψ(M) and from the convexity of M .
Thus it remains to show that h pushes down formally. For every x ∈ M we have
W (x) = (WM )ψ(x) = (WM )µ˜(x) (Lemma 4.5). Thus
C∞(K˜a0/WM )
∧
KΦ(x)
∼
→ C∞(K˜a0/W (x))∧KΦ(x).
The assertion follows from Lemma 4.3i).
5. Hamiltonian actions in the algebraic category
In the proof of Lemma 4.4 we crucially used a result on complex algebraic cotangent bun-
dles. The purpose of the next sections is to provide a proof of this result. All varieties,
groups and maps will be complex algebraic. The group G will always be connected and
reductive. First we develop algebraic versions of the two structure theorems for Hamilto-
nian group actions in the algebraic setting. First, we consider the equivariant Darboux-
Weinstein Theorem:
5.1. Theorem. For i ∈ {1, 2} let Zi be a smooth, affine, symplectic G-variety and Yi ⊆ Zi
a closed G-orbit. Let ϕ : Y1 → Y2 be a G-isomorphism and suppose that the induced
isomorphism dϕ : TY1
∼
→ ϕ∗TY2 between tangent bundles extends to a G-isomorphism
of symplectic vector bundles T (ϕ) : TZ1 |Y1 → ϕ
∗TZ2 |Y2 . Let Ẑi be the spectrum of the
completion of C[Zi] along Yi. Then:
i) There exists an isomorphism ϕ̂ : Ẑ1 → Ẑ2 of symplectic G-schemes which induces ϕ
and T (ϕ).
ii) Let µi : Zi → g
∗ be moment maps with µ1|Y1 = ϕ
∗µ2|Y2. Let µ̂i be the induced moment
map on Ẑi. Then µ̂1 = ϕ̂
∗µ̂2.
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Proof: Let x1 ∈ Y1 and x2 = ϕ(x1). Then the isotropy group H = Gx1 = Gx2 is reductive.
Hence there are H-stable smooth subvarieties Si of Zi which meet Yi transversally in
xi. Moreover, we can choose the slices Si in such a way that T (ϕ) maps V1 := Tx1(S1)
isomorphically to V2 := Tx2(S2). Thus if we put Z := G×
H V1, Y = G/H ⊆ Z, and Ẑ
the completion of Z along Y we obtain G-isomorphisms Ẑ → Ẑi such that ϕ and T (ϕ)
correspond to the identity on Y and TẐ |Y , respectively. Moreover, we get two symplectic
forms ωi on Ẑ. Our assumptions imply ω1|Y = ω2|Y . Under these conditions we have to
show that there is a G-automorphism of Ẑ which maps ω1 to ω2 and which is the identity
on Y and TẐ |Y .
The proof of this is completely analogous to the proof of the classical Darboux-Wein-
stein theorem given in [GS1], we just have to make sure that all constructions work in the
algebraic category.
Since Z is a vector bundle it carries a scalar multiplication ϕ : A1×Z → Z : (t, x) 7→
ϕt(x). Since ϕ(A
1×Y ) = Y this induces a morphism ϕ̂ : Ẑt := (A
1×Z)∧
A1×Y → Ẑ. The
regular functions on Ẑt can be described as follows. Let y1, . . . , ys be generators of the
sheaf of sections of G×H V ∗1 . Then
(∗) every function on Ẑt is a formal power series in the yi with coefficients in C[Y ][t].
The scalar multiplication also induces an Euler vector field ξ on Z, Ẑ, and Ẑt. Let σ :=
ω1 − ω0 which is a closed 2-form on Ẑ. Then we can construct the 1-form
β :=
∫ 1
0
ιξ(ϕ
∗σ)dt.
By (∗), the integration is over polynomials in t, hence well-defined. Moreover, since both
ξ and σ vanish in Y , the form β vanishes quadratically.
Next we form ωt := ω0+tσ = (1−t)ω0+tω1. Since ω0 is non-degenerate and σ|Y = 0,
this is a non-degenerate closed 2-form on Ẑt (relative to A
1). Thus we can define a vector
field ηt on Ẑt by ηt x ωt = −β.
I claim that one can integrate the time dependent vector field ηt on Ẑ. For this,
it suffices to show that the derivation ∂∂t + ηt acts pointwise topologically nilpotently on
C[Ẑt]. But ηt also vanishes quadratically in Y . Thus it strictly increases the order of
vanishing along Y . On the other hand, a sufficiently high power of ∂∂t also increases the
order of vanishing by (∗).
Thus, we obtain a one-parameter family ft of morphisms of Ẑ into itself such that
f0 = id. Moreover, ft is the identity on Y and TẐ |Y since ηt vanishes quadratically along Y .
This implies that ft is an automorphism for every t, in particular, for t = 1. Furthermore,
everything being G-equivariant, also f1 commutes with the G-action.
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Finally, the point of all this is of course the relation ω0 = f
∗
1ω1. But this is a formal
consequence of the identity (22.1) in [GS1] and several other identities which hold also in
the algebraic setting. One way to see this is: they hold for holomorphic forms and those
are dense in the forms with coefficients in formal power series.
This shows i). Part ii) follows from the fact that a moment map is unique up to a
translation in g∗.
As consequence we obtain the algebraic analogue of Theorem 9.2.
5.2. Corollary. Let Gx ⊆ Z be a closed isotropic orbit. Put Sx := (gx)
⊥/gx which is
a symplectic representation of Gx. Let ux := µ(x) ∈ (g
∗)G. Then the triple (Gx, Sx, ux)
determines a formal neighborhood of Gx uniquely up to Hamiltonian isomorphism. Con-
versely, any such triple occurs.
We temporarily identify g∗ with g by means of a G-invariant scalar product. Then
every element v ∈ g has a Jordan decomposition v = vs + vu. Let L ⊆ G be a Levi
subgroup, i.e., the centralizer of a semisimple element in g. Let WL be the Weyl group of
L. Consider tr := {v ∈ t∗ | Wv ⊆ WL}. In other words t
r is obtained from t by removing
all reflecting hyperplanes which don’t belong to WL. Hence it is an open subset of t
∗. It
has the property that Gv ⊆ L whenever v ∈ Lt
r.
5.3. Lemma. The morphism
λ : G
L
×(l ×
t/WL
t)→ g ×
t/W
t : [g, (v, w)] 7→ (gv, w)
is an isomorphism over tr. Moreover, if lr ⊆ l is the preimage of tr/WL ⊆ l//L then we
have
G
L
× lr
∼
→ g ×
t/W
tr/WL
Proof: It is well known (see ?) that both sides are normal varieties. So, by Zariski’s main
theorem (or just the Richardson lemma), it suffices to show that λ is bijective over tr.
Assume λ([g, (v, w)]) = λ([g′, (v′, w)]). Since v and v′ have the same image as w in
t/W = l//L there is l ∈ L such that vs = lv
′
s ∈ Lw. Furthermore, gv = g
′v′ implies
gvs = g
′v′s. Thus lg
′−1g ∈ Gvs . Since vs ∈ Lt
r we have g′−1g ∈ L. Thus [g, (v, w)] =
[g′, (g′−1gv, w)] = [g′, (v′, w)].
Conversely, let v ∈ g and w ∈ tr have the same image in t/W . Then there is g ∈ G
with vs = gw. Hence u := g
−1v ∈ gw ⊆ l and we obtain λ([g, (u, w)]) = (v, w).
The second isomorphism follows from the first by dividing out WL on both sides.
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Next, we consider the cross section theorem.
5.4. Theorem. Let Z be an algebraic Hamiltonian G-manifold with moment map µ. For
a Levi subgroup L ⊆ G put Z(L) := µ−1(lr) and ZL := G×
L Z(L). Assume, Z(L) is not
empty. Then
i) The set Z(L) is a Hamiltonian L-variety (possibly disconnected): its symplectic form
is the restriction of that of Z; its moment map is Z(L)→ lr →֒ l∗.
ii) The canonical morphism ZL → Z is an e´tale Poisson morphism.
iii) If Z is affine then Z(L) and ZL are affine as well. Moreover, let Y ⊆ ZL be a closed
orbit. Then its image Y ′ in Z is also closed and Y → Y ′ is an isomorphism.
Proof: From Lemma 5.3 we obtain an isomorphism
ZL = G
L
×Z(L)
∼
→ Z ×
t/W
tr/WL.
Then ZL → Z is e´tale since t
r/WL → t
∗/W is. The other assertions are either trivial or
can be deduced exactly is in the classical case (Theorem 9.1).
Remark: The Slice Corollary 5.2 works best for closed orbits Gx with µ(x) = 0. On the
other hand, Theorem 5.4 allows reduction to the case where µ(x) is nilpotent (take L to
be the centralizer of µ(x)s). Thus, unlike in the classical case, there is a gap between the
ranges of applicability of these theorems.
6. The moment map of complex cotangent bundles: connectedness of fibers
Again, G is a connected reductive group, B ⊆ G a Borel subgroup, U ⊆ B its unipotent
radical, and T ⊆ B a maximal torus. Let X be a smooth G-variety. Then the cotangent
bundle T ∗X is equipped with a canonical symplectic structure and a moment map µ : T
∗
X →
g∗. Then, in [K1], we have constructed a subspace a∗ of t∗, a subquotient WX of the
Weyl group W and a morphism ϕ : T ∗X → a
∗/WX which factors T
∗
X → g
∗//G = t∗/W .
It is known to be flat. Almost by definition its generic fibers are connected. We prove a
refinement.
6.1. Theorem. Let X be a smooth G-variety. Then all fibers of ϕ : T ∗X → a
∗/WX are
connected.
Proof: Let us assume first that X = G/H is homogeneous. Then there is a nice way to
compactify the moment map µ. The Lie algebra h of H corresponds to an H-fixed point
in the Graßmannian Gr(g) of g. Thus we get a G-morphism X → Gr(g). Choose any G-
equivariant compactification X →֒ X˜ of X . Then G/H maps diagonally into Gr(g)× X˜.
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Let X be the normalization of closure of the image. Thus, by construction, X is a com-
pactification of X such that the canonical map X → Gr(g) extends to X → Gr(g).
Let V → Gr(g) be the vector bundle whose fiber over a point m ⊆ g is m⊥ ⊆ g∗.
Let T := X ×Gr(g) V . Then, by construction, the restriction of T to X is T
∗
X . Since
V ⊆ Gr(g)× g∗ we obtain a morphism µ : T → g∗ which extends the moment map.
Moreover, by construction, µ is proper.
Let T →M → g∗ be the Stein factorization of µ. Then M is an affine G-variety with
M//G = a∗/WX . In particular, the fibers of MX → a
∗/WX are connected. By Zariski’s
connectedness theorem, all fibers of T →M are connected. This implies that also all fibers
of ϕ : T → a∗/WX are connected.
The fiber T x of T over x ∈ X is m(x)
⊥ ⊆ g∗ where m(x) ⊆ g is a limit of conjugates of
h. It follows that m is also an algebraic Lie algebra with the same rank and complexity as
h (see [K1] 2.5). This implies that the map m(x)→ a∗/WX is equidimensional ([K1] 6.6).
Thus also ϕ : T → a∗/WX is equidimensional, hence flat, since both domain and range are
smooth varieties.
Consider now the fiber F := ϕ−1(u) over a point u ∈ a∗/WX . Since all maps m(x)
⊥ →
a∗/WX are equidimensional, no irreducible component of F is contained in ∂T := T \ T
∗
X .
Let C1, C2 be irreducible components of ϕ
−1(u). Then their closures Ci are irreducible
components of F . Since F is locally a complete intersection it is connected in codimension
one ([Ha]). Thus, to show that ϕ−1(u) is connected it suffices to prove the following claim:
assume C1 ∩ C2 is non-empty, of codimension one in ϕ
−1(u), and contained in ∂T . Then
C1 ∩ C2 6= ∅.
Consider the subset X0 ⊆ X of x ∈ X where dim(m(x) + u) and dim(m(x) + b) are
maximal. Since m(x) is an algebraic Lie algebra of the same complexity and rank as h, the
set X0 meets all G-orbits of X. Now consider the subbundels B ⊆ U ⊆ T |X0 whose fibers
at x are Bx = (m(x)+b)
⊥ and Ux := (m(x)+u)
⊥. The quotient U/B can be identified with
the trivial bundle a∗×X0. Moreover, the restriction of ϕ to U is just the projection onto
a∗ followed by the quotient map a∗ → a∗/WX (see [K1] 6.2). Thus, the intersection Ci∩U
is contained in the preimage of a finite subset S ⊆ a∗. On the other hand, its codimension
is less or equal dim a∗. We conclude that Ci∩U equals the preimage of some Si. Therefore,
we are done if we can show that C1 ∩ C2 ∩ U is not empty since then S1 ∩ S2 6= ∅.
Since I := C1 ∩C2 ⊆ ∂T and since it is of codimension one in ϕ
−1(u), it must be the
union of irreducible components of ∂T ∩ϕ−1(u). Thus there is x ∈ X0 such that I ∩m(x)
⊥
is a union of components of ϕ−1x (u) where ϕx is the restriction of ϕ to m(x)
⊥ = T x. Write
Ux = Bx ⊕ a
∗(x). Then we are done with the following lemma:
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6.2. Lemma. Every irreducible component C of ϕ−1x (u) meets a
∗(x).
Proof: We use the C∗-action by scalar multiplication. Then ϕ−1x (C
∗u) is closed in m(x)⊥ \
ϕ−1x (0). Thus C
∗C ⊆ C∗C ∪ ϕ−1x (0). Since C
∗C ∩ a∗(x) 6= ∅ and codimC∗C = dim a∗ − 1
we have dimC∗C∩a∗(x) ≥ 1. Moreover, this intersection is not contained in ϕ−1x (0). Thus
C∗C ∩ a∗(x) 6= ∅ which implies the claim.
This settles the case where X is homogeneous. In the general case let X0 ⊆ X be non-
empty, open, G-stable such that the orbit space X1 := X0/G exists. Then the morphism
T ∗X0 → a
∗/WX factors through the relative cotangent bundle T
∗
X0/X1
. The discussion of
the homogeneous case implies that the fibers of T ∗X0/X1 → Y × a
∗/WX are connected.
Thus the assertion of the theorem holds for X0.
Let Y ⊆ X be an orbit and let π : T ∗X → X be the projection. The restriction of ϕ
to π−1(Y ) factors through T ∗Y . Let C be any component of π
−1(Y ) ∩ ϕ−1(u). Then, by
Lemma 6.2, there is x ∈ Y and a subspace a∗Y (x) ⊆ T
∗
X,x such that a
∗
Y (x)∩C 6= ∅. Now we
are applying the local structure theorem to Y ([K2] 2.10): there is a parabolic subgroup P
with Levi part L and an affine subvariety Z such that Pu×Z → X : (u, z) 7→ uz is an open
embedding, with Z∩Y 6= ∅ and (L, L) acts trivially on Z∩Y . Moreover (LieL/Lx)
∗ = a∗Y .
For x ∈ Z ∩ Y we can find a Lx-stable slice S in Z. Then for every z ∈ S choose a
complement a∗Y (z) of (TZ,z)
⊥ in (TS,z)
⊥ ⊆ T ∗X,z which can be canonically identified with
a∗Y . Moreover, the restriction of ϕ to a
∗
Y (z) is just the composition a
∗
Y (z) →֒ a
∗ → a∗/WX .
This shows that the intersection C ∩ a∗Y (x) can be moved continuously into X0. Thus,
ϕ−1(u) is connected.
7. The moment map of complex cotangent bundles: reducedness of fibers
Next we investigate the local structure of the fibers of ϕ : T ∗X → S := a
∗/WX . In [K5]
I have shown how to interpret it as a moment map: there is a flat abelian group scheme
AX/S which acts on T
∗
X/S. Moreover, there is an isomorphism T
∗
S → LieAX (in particular,
the fibers of AX are dim a
∗ dimensional) such that the following diagram commutes (where
Z := T ∗X):
T ∗S ×S Z
ϕ∗
→ T ∗Z
∼ ↓ ∼ ↓ α
(LieAX)×S Z
β
→ TZ
Here, α is induced by the symplectic structure on Z and β by the action of AX on Z.
If AX were a constant group scheme then the diagram above would be equivalent to the
defining property of the moment map.
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The commutative diagram above shows in particular, that ϕ is smooth in a point x if
and only if its AX-isotropy group is finite.
The group scheme AX/S is intimately connected with the quotient map a
∗ → S =
a∗/WX . As any commutative linear group, the fiber AX,u over a point u ∈ S is the direct
product of its semisimple part AsX,u and its unipotent part A
u
X,u. Choose x ∈ a
∗ over
u and let WX,x be its isotropy group. Then A
s
X,u is an open subgroup of A
WX,x
X . This
determines also the dimension of AuX,u. In particular, AX,u is a torus if and only if u
is not in the branching divisor ∆ of a∗ → S. Furthermore, dimAuX,u = 1 if and only if
|WX,x| = 2 if and only if u is a smooth point of ∆.
7.1. Example. Take X = G with the action by left translations. The cotangent bundle
T ∗G is trivial and the G-action on it becomes g(h, λ) = (gh, λ). The moment map is
µ(g, λ) = gλ. The action of AX on T
∗
X commutes with the G-action and preserves G-
invariants. This implies that for every a ∈ AG and λ ∈ g
∗ which have the same image
in t∗/W , there is c(a, λ) ∈ G such that a · (g, λ) = (gc(a, λ)−1, λ). Since the AX-action
also preserves µ, we have c(a, λ) ∈ Gλ. Thus, the AG-action on T
∗
G is described by a
homomorphism AG×t∗/W g
∗ → G× g∗ such that AG,pi(λ) → Gλ. One can show that this
is an isomorphism whenever λ is regular. Moreover, we obtain homomorphisms between
Lie algebras
T ∗t∗/W ×
t∗/W
g∗ ∼= LieAG ×
t∗/W
g∗ → g× g∗ = T ∗g∗
which is just the derivative of π : g∗ → t∗/W .
7.2. Theorem. Let u ∈ S \∆. Then the fiber of ϕ : T ∗X → S over u is reduced.
Proof: Let ar ⊆ a∗ be the preimage of S \ ∆. Since ar → S is e´tale, Z := T ∗X ×S a
r
is a smooth symplectic variety. The pull-back AX ×S a
r is just the trivial group scheme
with fiber AX . Thus AX acts on Z. The moment map of this action is the projection
Z → ar ⊆ a∗. Since the assertion of the lemma is stable under e´tale base-change, we have
reduced it to a statement about moment maps of tori on affine varieties.
Let z ∈ ϕ−1(u). Since A := AX is a torus, there is an open affine A-stable neigh-
borhood of z in which Az is closed. Moreover, Az is automatically isotropic. Thus, by
Theorem 5.1, a formal neighborhood of Az is isomorphic to Z ′ := A×H(h⊥ ⊕ S) where
H := Az. The fiber ϕ
−1(u) is reduced in Az if and only if its completion is (see [ZS]
VIII Thm. 31). Thus we may replace Z by Z ′. But then it suffices to look at the moment
map for the H0-action on the vector space S.
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Since S is symplectic there are linear coordinates (q1, . . . , qn, p1, . . . , pn) of S and
characters χ1, . . . , χn of H
0 such that H0 acts on S by t · (qi, pi) = (χi(t)qi, χi(t)
−1pi). Let
dχ := Lieχi ∈ h
∗ := (LieH0)∗. Then the moment map is given by µ(qi, pi) =
∑
i qipidχi.
Thus, µ is the composition of π : S → Cn : (qi, pi) 7→ (qipi) and the linear map C
n → h∗ :
(ti) 7→
∑
i tidχi. Any fiber of the latter is an affine space V , hence reduced. Moreover,
since all fibers of π are reduced the generic fiber of π−1(V )→ V is reduced. Because π is
flat, this implies that π−1(V ) itself is reduced.
It remains to study the fibers of ϕ over ∆. There our results are rather incomplete.
A first subcase is:
7.3. Lemma. Assume X to be affine. Let Gz ⊆ T ∗X be a closed orbit such that Gµ(z) ⊆ g
∗
is not closed. Assume moreover, that u := ϕ(z) is a smooth point of ∆. Then ϕ−1(∆) is
smooth in z.
Proof: Since ∆ is smooth in u, the unipotent part of AX,u is one-dimensional. The Lie
algebra of it corresponds via the identification LieAX,u = T
∗
S,u to (Tu∆)
⊥. We conclude
that C is smooth in z if and only if z is not a fixed point for AuX,u. This is what we are
going to show.
Let µ(z) =: λ = λs + λu be the Jordan decomposition (observe g
∗ ∼= g) and put
L := Gλs . We may assume λs ∈ a
∗ ⊆ t∗ and thus t∗ ⊆ l∗. Let u′ ∈ t∗/WL and u
′′ ∈ t∗/WG
be the images of λ. Let AG and AL be the group schemes associated to G and L (see
Example 7.1). Then we obtain the following commutative diagram (with Z := T ∗X):
l ∼= T ∗λ l
∗ ← T ∗u′(t
∗/WL) ∼= LieAL,u′
↑ α ↑ α′ ↑ ∼ ↑ ∼
g ∼= T ∗λg
∗ β← T ∗u′′(t
∗/WG) ∼= LieAG,u′′
↓ ↓ ↓ ↓
TzZ ∼= T
∗
z Z ← T
∗
u (a
∗/WX) ∼= LieAX,u
The inclusion cg(λ) ⊆ l implies l
⊥ ⊆ cg(λ)
⊥ = gλ. This shows that the image of β is
contained in (gλ)⊥ = l. This implies that, if we replace α by the natural inclusion l →֒ g
(and remove α′) then the diagram still commutes.
Let q0 be any L-invariant non-degenerate quadratic form on l
∗ and q(τ) := q0(τ − λs)
for τ ∈ l∗. Then the 1-form dq0 can viewed as a map l
∗ → l. It is affine linear and maps
λs to 0 and λ to a non-zero nilpotent element ξ ∈ l. On the other hand, q0, being L-
invariant, is a pull-back from t∗/WL. This show that ξ is the image of some element of
η ∈ LieAL,u′ . The map LieAL,u′ → l is induced by a homomorphism between algebraic
groups (see Example 7.1). Thus we can choose η to be nilpotent. Hence there is also an
element of LieAuX,u which is mapped to ξz ∈ TzZ.
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The orbit Gz is closed by assumption. Hence its isotropy group Gz is reductive.
Moreover, λ and ξ are Gz-fixed. Since gz does not contain nilpotent elements in its center
we conclude that ξ 6∈ gz, i.e., ξz 6= 0.
For the next result note that ϕ−1(∆) is a divisor in T ∗X , i.e., purely of codimension
one and each component has a multiplicity attached to it.
7.4. Lemma. Assume X to be affine. Let K ⊆ T ∗X be a closed, G-stable subvariety of
codimension two. Assume ϕ(K) is an irreducible component of ∆. Then the multiplicity
of all components of ϕ−1(∆) which pass through K is the same. Moreover, it is either one
or two.
Proof: Since we want to apply the Cross Section and the Slice Theorem, we have to check
that the property to be proved can be detected in formal neighborhoods. Let f = 0 be a
local equation of ϕ−1(∆) in z. Since the local ring OZ,z is regular, it is an UFD. Therefore
f has a prime factorization f = agm11 . . . g
ms
s . Here, a is a unit, the gi correspond to the
different components of ϕ−1(∆) passing through z and the mi are their multiplicities. We
want to show m1 = . . . = ms = 1 or m1 = . . . = ms = 2. The completion ÔZ,z is also
regular, thus a UFD. The gi are in general not prime in ÔZ,z but one can say two things:
each gi is square-free in ÔZ,z (since ÔZ,z/(gi) has no nilpotents, see [ZS] VIII Thm. 31),
and: if i 6= j then gi and gj are coprime in ÔZ,z (since dim ÔZ,z/(gi, gj) = dimZ − 2).
This implies easily that our assertion can be checked in the completion alone.
Let Gz ⊆ K be a generic closed orbit. If Gµ(z) ⊆ g∗ is not closed then ϕ−1(∆) is
even smooth in z (Lemma 7.3). Thus we have yet to consider the case where ξ := µ(z) is
semisimple. First, we are applying the Cross Section Theorem 5.4 to Z := T ∗X and L = Gξ.
Then it suffices to prove the assertion for a formal neighborhood of Lz in Z(L) and the
restricted morphism Z(L)→ S.
Next we apply Corollary 5.2. Thus, a formal neighborhood of Lx in Z(L) is isomorphic
to a formal neighborhood of the zero-section of Z ′ := L×Lx(l⊥x ⊕S) where S is a symplectic
representation of Lx. From g = p
+
u ⊕ l ⊕ p
−
u we obtain isomorphisms of symplectic Lx-
representations:
TzZ ∼= p
+
u z ⊕ p
−
u z ⊕ TxZ(L)
∼= [p+u z ⊕ p
−
u z]⊕ [lz ⊕ (lz)
∗]⊕ S
It is easy to see that every symplectic representation of a reductive group is uniquely of the
form V ⊕V ∗⊕
⊕
iMi where V and V
∗ are isotropic submodules and theMi are irreducible
and pairwise non-isomorphic. Since TzZ has a Lagrangian submodule we conclude that
S ∼= V ⊕ V ∗ for some Lagrangian submodules V and V ∗. This means that we can identify
Z ′ with the cotangent bundle T ∗X′ where X
′ := L×Lx V .
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The morphism Z ′ → S factors through ϕ′ : Z ′ = T ∗X′ → S
′ := a∗/WX′ . Let ∆
′ be
the branch divisor of S′. If ϕ′(K) 6⊆ ∆′ then we are in the situation of Theorem 7.2, i.e.,
all fibers of ϕ′ outside ∆′ are reduced. Moreover all components of the preimage of ∆ in
S′ \∆′ have multiplicity two. Thus, the multiplicities of all components of ϕ−1(∆) passing
through K are 2. (Remark: it will turn out (Theorem 7.5) that this case actually never
occurs).
We are left with the case ϕ′(K) ⊆ ∆′. The group WX′ is contained in the isotropy
group of WX over ϕ(u). Since that point is generic in the codimension one subvariety
ϕ(K) we must have |WX′ | = 2. Therefore, the morphism S
′ → S is unramified in the
generic point of ∆′. Thus we may replace the map Z ′ → S by Z ′ → S′. The moment
map on Z ′ coming from Z(L) differs from the canonical moment map of Z ′ as a cotangent
bundle by a shift by a L-fixed element. This means that we can also replace the original
moment map by the cotangent bundle moment map. The conclusion of the discussion is:
we can replace G,X by L,X ′ and thus assume that |WX | = 2.
Consider the projection π : Z = T ∗X → X . I show first that every component of
ϕ−1(∆) maps dominantly to X . Otherwise, there is a G-stable divisor Y of X such that
π−1(Y ) ⊆ ϕ−1(∆). The divisor Y induces a G-stable valuation vY of the function field
C(X). Since the restriction of the moment map to π−1(Y ) factors through the moment
map on T ∗Y we have dim a
∗
Y = dim∆ = dim a
∗ − 1. This implies that vY is a so-called
central valuation (see [K2] 7.3). These form a cone in the group H := X∗(AX) of one-
parameter subgroups of AX which is a WX -module. The image of a
∗
Y ⊆ a
∗ in S is ∆. This
implies ([K2] 7.4) that σ · vY = −vY ∈ H where σ is the non-trivial element of WX .
Let λ : C∗ → AX be the one-parameter subgroup attached to vY . In [K3] 7.3, I
constructed a class of maps ψ : AX →֒ X with the property limt→0 ψ(λ(t)) ∈ Y . With ψ
also ψ ◦ σ is of this class. Thus σ(λ) = λ−1 implies
limt→∞ ψ(λ(t)) = limt→0(ψ ◦ σ)(λ(t)) ∈ Y
This means that ψ ◦λ : C∗ → X extends to a non-constant morphism from P1 to X which
is absurd since X is affine.
This shows that we can “recognize” all components of ϕ−1(∆) by looking at a generic
(possibly non-affine) orbit Gy of X . The restriction of the moment map to π−1(Gy) factors
through T ∗Gy = G×
Gy g⊥y . Now observe that ∆ ⊆ S is given by the vanishing of a function
of degree two. Since the map g⊥y → S is homogeneous, also the intersection of ϕ
−1(∆) with
g⊥y is given by the vanishing of a quadratic polynomial. We conclude, that ϕ
−1(∆) is either
irreducible with multiplicity at most two, or it consists of two components of multiplicity
one. That concludes the proof.
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The following is a technical result which was already used in section 4.
7.5. Theorem. Let X be a smooth affine G-variety and let D ⊆ a∗/WX be a prime
divisor. Then ϕ−1(D) is reduced.
Proof: If D 6⊆ ∆ then ϕ−1(D) is reduced by Theorem 7.2. Thus letD be a component of ∆.
Let C1, . . . , Cs be the irreducible components of ϕ
−1(D). Define a graph Γ whose vertices
are the Ci. There is an edge between Ci and Cj if Kij = Ci ∩Cj is of codimension two in
T ∗X and ϕ(Kij) = D. I claim, that Γ is connected. Indeed, let D0 ⊆ D be the complement
of the union of all ϕ(Kij) 6= D. Then ϕ
−1(D0) has the same number of components as
ϕ−1(D) since ϕ is flat. Moreover, ϕ−1(D0) is connected by Theorem 6.1. Being locally a
complete intersection one can remove from ϕ−1(D0) all Kij which are not of codimension
two in T ∗X and the result is still connected ([Ha]). But this means that Γ is connected.
It follows now from Lemma 7.4 that if Φ−1(D) is not reduced then all of its components
have multiplicity two. The divisor D is defined by an equationf0 = 0. Thus ϕ
−1(D) is
the zero scheme of f := f0 ◦ ϕ = 0. Thus, if ϕ
−1(D) is not reduced then f is locally a
square times a unit. Therefore, for every x ∈ X , the restriction of f to T ∗X,x is either
zero or a square h2x where hx is unique up to a sign. This implies that there is a ramified
cover X˜ → X of degree at most two such that the pull back of f to T ∗
X˜
is a square h2.
By [K1] 6.5, we have WX˜ = WX . Thus C[a
∗/WX ] = C[a
∗/WX˜ ] is integrally closed in
C[T ∗
X˜
]. This implies that f0 itself is a square which is absurd.
7.6. Corollary. Let X be affine. Then ϕ : T ∗X → a
∗/WX is smooth in codimension one,
i.e., the set of points where ϕ is not smooth is of codimension at least two.
Proof: Let D ⊆ T ∗X be a prime divisor. Since ϕ is flat, D
′ := ϕ(D) is a divisor in S. Since
D → D′ is generically smooth and D is a reduced component of ϕ−1(D′) we conclude that
ϕ is smooth in a generic point of D.
8. Appendix A: Lifting and pushing down differentiable maps
Let X be any smooth manifold and Y ⊆ X a subset. A function f on Y is differentiable if
every y ∈ Y has an open neighborhood U in X and a differentiable function f on U such
that f = f |Y ∩U . The set of differentiable functions is denoted by C
∞(Y ). We can also
form the sheaf C∞Y of differentiable functions on Y . In this paper we consider only locally
closed subsets, i.e., Y = Z ∩ U where Z ⊆ X is closed and U ⊆ X is open. In this case,
U is a manifold and an easy argument involving partitions of unity shows that C∞(Y ) are
just the restrictions of differentiable functions on U to Y .
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If K is a compact Lie group acting on X let π : X → X/K be its quotient. Then a
function f on X/K is called differentiable if f ◦ π ∈ C∞(X). Very often this case can be
reduced to the first one (see ?):
8.1. Theorem. Let V be finite dimensional representation (over R) of K and X ⊆ V
locally closed, analytic and K-stable. Let f1, . . . , fs be generators of the ring of K-invariant
polynomials on V and π : V → Rs the mapping with components fi. Then π(X) is a locally
closed subset of Rs and X/K → π(X) is an homeomorphism and induces an isomorphism
C∞(π(Y ))
∼
→ C∞(X/K).
Note, that Koszul’s slice theorem implies that every K-manifold meets the assumptions of
the theorem at least locally.
For any point x of a manifold M let Ĉx(M) be the completion of C
∞(M) with respect
to the mx-adic topology. It is a formal power series ring and the image of f ∈ C(M) in
Ĉx(M) is its Taylor series f̂x. We are now stating two basic theorems about the relationship
of f with its Taylor series. They are easy consequences of deep theorems by Ho¨rmander
[Ho¨r], Malgrange [Mal], Tougeron [Tou], and Bierstone-Milman [BM].
Consider the following diagram:
X
β ր ↓ pi
U
α
→ Y
Given α and π, we say α lifts to X if there is β with α = π ◦ β. For every u ∈ U , x ∈ X
with y := α(u) = π(y) we obtain homomorphisms α̂ and π̂ between completions:
Ĉx(X)
β̂ ւ ↑ p̂i
Ĉu(U)
α̂
→ Ĉy(Y )
We say, α lifts formally to X if for every u ∈ U there is x ∈ X as above and a homomor-
phism β̂ with α̂ = β̂ ◦ π̂.
Clearly, if α lifts then it lifts formally. A converse is given by the following theorem:
8.2. Theorem. We assume
i) X and Y are real-algebraic manifolds and π is a morphism.
ii) There is h ∈ R[Y ] such that π is a closed embedding over Y0 := {y ∈ Y | h(y) 6= 0}.
iii) The function h := h ◦ α ∈ C∞(U) is non-zero and locally analytic.
Then α lifts if and only if it lifts formally. Moreover, the lift β is unique.
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Proof: The map β is unique since by iii) the zero-set of h is nowhere dense and π is injective
over Y0.
As for existence, since X and Y are algebraic we have to show that R[Y ]
α∗
→ C∞(U)
extends to R[X ]
β∗
→ C∞(U). Because α lifts formally, the image of α is contained in the
image of π. Thus, if I is the kernel of R[Y ]
pi∗
→ R[X ] then α∗(I) = 0. Therefore, we obtain
a homomorphism α∗ : R := R[Y ]/I → C∞(U) and we can think of R as a subring of R[X ].
Because of ii), every f ∈ R[X ] is of the form g/hN where g ∈ R and N ∈ N. Therefore,
β∗(f) exists if and only if α∗(g) is divisible by h
N
. Because h is locally analytic, this can
be checked by looking at Taylor series ([Mal] Thm. 1.1). But for them divisibility holds
since α lifts formally.
We consider now the dual situation:
X
pi ↓ ց α
Y
β
→ U
Given α and π we say α pushes down to Y if there is a β with α = β ◦ π. Analogously, α
pushes down formally to Y if for every x ∈ X , y = π(x), u = α(x) there is a homomorphism
β̂ completing the following diagram:
Ĉx(X)
p̂i ↑ տ α̂
Ĉy(Y )
β̂
← Ĉu(U)
8.3. Theorem. We assume
i) X is a manifold and Y is semi-analytic.
ii) π is equivariant with respect to an action of a compact Lie group K and the map on
orbit spaces π/K : X/K → Y/K is open.
iii) Every orbit Kx ⊆ X has a neighborhood V with an analytic structure such that π|V
is analytic.
iv) All fibers of π are non-empty and connected.
Then α pushes down if and only if it pushes down formally. Moreover, the push-down β
is unique.
Proof: The map π is surjective by iv). So β is unique if it exists. Moreover, β exists if and
only if f ◦ α can be pushed down for every differentiable function f on U . Thus we may
assume U = R. Since π is locally analytic, the set of smooth points in any fiber of π is
dense. Since α can be pushed down formally, the derivatives of its restriction to a fiber of
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π in a smooth point is zero. Because of iv), we conclude that α is constant on the fibers
of π. In particular, β exists set-theoretically.
Let V ⊆ X as in iii) which we may choose to be K-stable. Then π(V ) is open in Y
hence again semi-analytic. Let Z ⊆ Y0 be compact. For every y ∈ Z choose x ∈ V with
z = π(x) and a compact K-stable neighborhood Vy of Kx in V . Because of ii), the image
π(Vy) is a neighborhood of z. Thus there are finitely many sets Vi := Vyi such that Z is
covered by π(Vi). Put Z
′ := π−1(Z) ∩ (∪iVi). Then Z
′ is a compact subset of V with
π(Z ′) = Z. This means by definition that π : V → π(V ) is semi-proper.
This means that α|V satisfies all conditions of [BM]. Therefore, α can be pushed down
to a differentiable function βV on π(V ). By uniqueness we have βV = βpi(V ). Because Y
is covered by open sets of the form π(V ) we have proved that β is differentiable.
9. Appendix B: The local structure of Hamiltonian manifolds
For any u ∈ t∗+ let L = L(u) := Ku. A subgroup of this type is called a Levi subgroup
of K. Since L contains T , its Lie algebra l has a unique complement q in k. Thus we can
regard l∗ ⊆ k∗. Let lr = {v ∈ l∗ | Kv ⊆ L} and let l
0 be its connected component which
contains u. Both sets are open in l∗. Moreover, K ×L l0 → k∗ is a diffeomorphism onto an
open subset.
Let Y be a Hamiltonian L-manifold such that µL(Y ) ⊆ l
0. Then there is a Hamiltonian
structure on X = K ×L Y as follows: let x = [1, y] ∈ X . Then TxX = TyY ⊕ qx
is an orthogonal decomposition and the symplectic form on qx is given by ω(ξx, ηx) =
〈µ(y), [ξ, η]〉 for all ξ, η ∈ q. The moment map on X is µX([k, y]) = kµY (y).
Now we can state the local cross-section theorem of Guillemin-Sternberg:
9.1. Theorem. Let M be a Hamiltonian K-manifold. For a Levi subgroup L ⊆ K put
M(L) := µ−1(l0) and ML := K ·M(L). Assume, M(L) is not empty. Then
i) The set M(L) is a Hamiltonian L-manifold: its symplectic form is the restriction of
that of M ; its moment map is M(L)→ l0 →֒ l∗.
ii) The set ML is open, dense, connected, and the map M := K ×
LM(L) → ML is an
Hamiltonian isomorphism.
iii) Let x ∈M with µ(x) ∈ t∗+. Put L = Kµ(x). Then Lx is an isotropic orbit in M(L).
The next theorem describes the neighborhood of an isotropic orbit:
9.2. Theorem. Let Kx ⊆ M be an isotropic orbit. Put Sx := (kx)
⊥/kx which is a
symplectic representation of Kx. Let ux := µ(x) ∈ (k
∗)K . Then the triple (Kx, Sx, ux)
determines a neighborhood of Kx uniquely up to Hamiltonian isomorphism.
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Conversely, every such triple occurs: let H ⊆ K be a closed subgroup, S a symplectic
representation of H and u0 ∈ (k
∗)K . We choose a H-invariant unitary structure on S. This
induces a moment map µS : S → h
∗ by µS(v)(ξ) :=
i
2 〈ξv, v〉. Furthermore, choose an H-
stable complement r of the Lie algebra h in k such that h∗ →֒ k∗. ThenM := K ×H(h⊥⊕S)
carries a Hamiltonian structure with moment map µ([k, (u, v)]) = u0+k · (u+µS(v)). One
verifies that the K-orbit of x := [1, (0, 0)] is isotropic with (Kx, Sx, ux) = (H,S, u0).
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