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The efficient transfer of excitations between different levels of a quantum system is a task with many applica-
tions. Among the various protocols to carry out such a state transfer in driven systems, rapid adiabatic passage
(RAP) is one of the most widely used. Here we show both theoretically and experimentally that adding a suitable
amount of loss to the driven Hamiltonian turns a RAP protocol into a scheme for encircling an exceptional point
including the chiral state transfer associated with it. Our work thus discloses an intimate connection between
a whole body of literature on RAP and recent studies on the dynamics in the vicinity of an exceptional point,
which we expect to serve as a bridge between the disjoint communities working on these two scenarios.
Already in the early years of quantum mechanics the ques-
tion was discussed how to coherently transfer the population
from one discrete energy level to another one [1, 2]. Ever
since, coherent transfer schemes have become indispensable
tools in many different areas of physics and technology – from
simple spin-flip operations in a magnetic field to the prepara-
tion of atoms with well-defined populations of their excited
states [3]. A particularly efficient transfer scheme with an in-
herent robustness is “rapid adiabatic passage” (RAP) [4–8].
While RAP is rapid enough to avoid any decoherence mech-
anism to kick in, it is adiabatic in the sense that the exter-
nal drive is smoothly turned on and off to keep the system
in an instantaneous eigenstate of its time-dependent Hamil-
tonian. Since the Hamiltonian of the system must be the
same before and after the external driving sequence, any initial
state follows a closed loop in the space of driving parameters.
To achieve the desired population transfer, this closed loop
must lead through an eigenvalue crossing at a degeneracy, also
known as “diabolic point” (DP) or “conical intersection”.
In recent years, interest has been growing in non-Hermitian
systems with controlled gain and loss that exhibit a wealth
of unconventional and often surprising phenomena [9–
14]. The focus of the community’s attention currently re-
volves around the degeneracies that the corresponding non-
Hermitian Hamiltonians give rise to. At these so-called
“exceptional points” (EPs) not only the complex eigenval-
ues of this effective Hamiltonian coincide (in both their real
and imaginary parts), but also their corresponding eigenvec-
tors become parallel [15–24]. Another key feature of non-
Hermitian systems is their dynamics: even when the time
evolution is arbitrarily slow, the adiabatic transport along the
eigenvalue surfaces may break down at sudden non-adiabatic
jumps during a state’s dynamical evolution [25–35]. One of
the most surprising effects based on this breakdown of adi-
abaticity is a chiral state transfer: by continuously evolving
two parameters along a closed loop around an EP, the final
state at the end of the loop depends only on the encircling
direction [clockwise (CW) vs. counterclockwise (CCW)], but
not on the initial state. This interesting and robust effect has
meanwhile been demonstrated in a number of different exper-
imental platforms [36–39].
The main goal of this Letter is to demonstrate both theoreti-
cally and experimentally, that the above two transfer protocols
are intimately connected in the sense that a RAP scheme in
Hermitian systems results directly in the chiral encircling of
an EP when losses are added appropriately. Our starting point
is a general two-level system as described by the following
simple 2×2 effective Hamiltonian,
H = 1
2
[−∆− iγ Ω
Ω ∆ + iγ
]
, (1)
with the detuning ∆, the coupling strength Ω and the loss or
gain value γ entering the two eigenvalues λ± = ±λ and λ =√
(∆ + iγ)2 + Ω2/2 . The dynamical evolution of the level
amplitudes c1 and c2 is governed by the Schrödinger equation,
i
∂
∂t
(
c1
c2
)
= H(t)
(
c1
c2
)
, (2)
where ∆ and Ω in Eq. (1) are smoothly adjusted with time.
In the Hermitian case without loss or gain (γ = 0) the
eigenenergy surfaces λ(∆,Ω) in the parameter space (∆,Ω)
form a pair of conical sheets connected at a DP located at
∆ = Ω = 0 [see Fig. 1(c)]. In Fig. 1(a, c) we demonstrate the
adiabatic switch of the level populations associated with the
RAP protocol by following a closed loop starting at point A
located at Ω = 0. First we pass through a semicircular (SC)
trajectory between points A and B (SCA→B) where the cou-
pling Ω is switched on and off while the detuning ∆ is simul-
taneously swept through the resonance at ∆ = 0. The closing
of the loop is achieved by connecting B with A along a lin-
ear (L) path (LB→A) by sweeping the detuning backwards at
zero coupling through the DP. The important point to observe
is that the desired final state at the end of the closed loop is re-
alized already at point B such that RAP usually terminates al-
ready there and the fictitious linear path LB→A is omitted (see
SOM [40] for more details). Since the same reasoning also
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FIG. 1. (a, b) Clockwise adiabatic passage along a semicircular tra-
jectory (A→B) followed by a straight return path (B→A) at zero
coupling (Ω = 0). In the Hermitian case (a) the closed loop crosses
a DP, whereas in the non-Hermitian case (b) it encircles one EP (la-
beled EP+). In both cases ρ measures the loop offset from the center
position at ∆ = 0. In (c, d) we show the corresponding paramet-
ric state evolution by the arrows on the real part of the eigenvalue
surfaces (for simplicity dynamical effects like non-adiabatic jumps
are excluded here, see Fig. 2 for comparison). Violet and green ar-
rows show the state evolution starting on the first and second level,
respectively. The red (gain) and blue (loss) regions in (d) correspond
to Imλ± > 0 and Imλ± < 0, respectively.
holds when the semicircular loop is orbited in counterclock-
wise direction, the RAP protocol described above generates
a symmetric eigenstate switch where any initial eigenstate is
adiabatically exchanged at the end of the evolution regardless
of the loop’s orbiting direction.
In a next step, we make the Hamiltonian in Eq. (1) non-
Hermitian by introducing a finite loss-gain value γ > 0
in its diagonal elements. With one level now being ampli-
fied and the other one being attenuated, the eigenvalues λ±
become complex with the real part representing the energy
and the imaginary part defining the rate of amplification (for
Imλ± > 0) or attenuation (for Imλ± < 0) of the corre-
sponding eigenvectors [red and blue regions in Fig. 1(d)]. The
DP from the Hermitian case splits into a pair of two EPs lo-
cated at ∆ = 0 and ΩEP± = ±γ, where both the eigenvalues
λ± = 0 and the eigenvectors of Eq. (1) coalesce. As shown
in Fig. 1(b), due to the symmetric splitting of the DP, one of
the two EPs (at ΩEP+ = γ) is now located inside the closed
parametric RAP loop whereas the second EP is not. The finite
value of the loss-gain parameter γ thus transforms the conven-
tional RAP scheme into a protocol for EP-encircling.
The topology of the energy eigensheets in the non-
Hermitian system is shown in Fig. 1(d). On these Riemann
sheets a purely parametric evolution along the same semicir-
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FIG. 2. (a)-(d) Dynamical evolution of the two level populations
governed by Eq. (2) tracked along the semicircular path (SCA→B)
in Fig. 1 for the Hermitian (left panels) and non-Hermitian system
(right panels, γ = 0.7). The numerical evolution of the level popu-
lation p is initialized (at t = 0) in the first (violet curves) and second
level (green curves). The arrows indicate the CW and CCW orbiting
direction and the black dashed lines mark the position of the Imλ = 0
line. Violet and green dots mark the experimental values of mode
populations pn from waveguide data in Fig. 4. The bottom panel (e)
shows a map of the state switch asymmetry when numerically fol-
lowing SCA→B as a function of the loop offset ρ and the loss-gain
value γ. The shown switching parameter α takes on its limiting val-
ues 1 (−1) for a symmetric (asymmetric) switch as in RAP (as in the
chiral state transfer). Blue dashed line: transition from symmetric to
asymmetric state transfer [see Eq. (S.37)]. Black dot: parameters of
the semicircular loop in Fig. 1(b).
cular RAP loop as in the Hermitian case also leads to the
same symmetric state switch that RAP gives rise to [com-
pare Fig. 1(c) and (d) for the clockwise encircling direction]
[14, 22, 24]. However, the fact that the dynamic state evolu-
tion of this non-Hermitian system is not necessarily adiabatic,
leads to the asymmetric (chiral) state transfer associated with
a loop around an EP [25–39]. In this case, the final state of
the evolution depends only on the encircling direction and is
independent of the initial state.
In Fig. 2(a)-(d) we now provide the detailed numerical re-
sults for the fully dynamical state evolution for both the Her-
mitian and the non-Hermitian case. In both situations the level
populations show the expected symmetric vs. asymmetric
state exchange also when the fictitious straight line path across
the resonance at ∆ = Ω = 0 is omitted and the evolution is
restricted to just the semicircular RAP loop parametrized as
ΩSC(t) = r sin(pit/T ) and ∆SC(t) = ∓r cos(pit/T ) + ρ. We
choose r = 2 as the radius of the semicircle, ρ = −0.6 as
3its horizontal offset, T = 100 as the encircling period and
the ∓ sign in ∆SC(t) defines the CW and CCW orbiting di-
rection. The inversion of the level population is described by
the quantity p(t) = (|c1(t)|2− |c2(t)|2)/(|c1(t)|2 + |c2(t)|2),
where p = ±1 represent the cases where only the first or the
second level is occupied, respectively. The violet curves in
the top and middle row of Fig. 2 correspond to the evolution
for the first level being initially populated [initial conditions
c1(0) = 1 and c2(0) = 0] and the green curves for the second
level initially populated [c1(0) = 0 and c2(0) = 1] .
In Fig. 2(a, b) (left column) one can clearly see the suc-
cessful operation of RAP: the evolution along SCA→B inverts
the level populations for both orbiting directions and initial
states (for more details on the conditions of adiabaticity see
SOM [40]). In Fig. 2(c, d) (right column) the correspond-
ing non-Hermitian evolution along the same path is depicted:
one immediately sees that adiabaticity breaks down and non-
adiabatic transitions arise that lead to a rapid transfer of popu-
lations towards the eigenvector with gain. The first such jump
occurs for both orbiting directions at t ≈ 10 [see violet curves
in Fig. 2(c, d)]. The ensuing evolution is almost identical for
both initial states and orbiting directions as it adiabatically fol-
lows the amplified instantaneous eigenvector (see also Fig. S3
in the SOM [40]). However, as the Imλ = 0 line (black dashed
line) is crossed, the imaginary part of the eigenvalues changes
sign. As a result, the state vector now follows the lossy eigen-
state such that another non-adiabatic jump can occur. The on-
set of a potential non-adiabatic transition is, however, always
delayed with respect to the sign change of Imλ [31], such that
the remaining time of the loop decides whether or not the tran-
sition takes place. When the Imλ = 0 line is crossed asym-
metrically in time for the two orbiting directions in a way that,
e.g., the delay time is longer than the remaining loop time in
CW direction [Fig. 2(c)] but shorter than the remaining loop
time in CCW direction [Fig. 2(d)], the state transfer shows the
characteristic chiral behavior. This observation explains why
a finite offset ρ of the semicircular loop with respect to the
position of Imλ = 0 line (black dashed line) is required to
induce this asymmetry.
To quantify the effect of the loop offset ρ on the asymme-
try of the state switch we introduce a switching parameter
α ∈ [−1, 1] (defined in the SOM [40]) where a value of 1
corresponds to symmetric switching (as in RAP) and −1 to
the asymmetric switching (chiral state transfer). A map of α
as a function of ρ and γ is plotted in Fig. 2(e). The dark green
region centered around ρ = 0 defines the parameters where
the evolution along the semicircular loop yields a symmetric
switch. Albeit symmetric, the evolution is here not necessarily
adiabatic since two non-adiabatic jumps experienced during
the EP encirclement would yield the same output eigenvector
as the fully adiabatic passage [compare, e.g., violet curves in
Fig. 2(b, d)]. The symmetric and fully adiabatic evolution (as
in RAP) is possible only for γ  1. As discussed above, in-
troducing a sufficient asymmetry ρ of the loop position with
respect to the Imλ = 0 line leads to the asymmetric switching
(orange regions). Using the theory of stability loss delay [31]
we estimate analytically the critical loss rate γc needed to tran-
sition from symmetric to asymmetric switching for γ  r,
γc ' 2r
T |ρ| ln
[
2T (r2 − ρ2)
pir
]
. (3)
This estimate, shown as a blue dashed line in Fig. 2(e), accu-
rately reproduces the numerically calculated crossover.
Reconsidering experimental RAP protocols that are always
slightly non-Hermitian due to inevitable losses to the environ-
ment, we may thus conclude that RAP is typically realized as
an EP encirclement with a sufficiently small loss contrast be-
tween the eigenmodes (γ  γc). In turn, simply increasing
the loss contrast (γ > γc) at a sufficient offset value |ρ| pro-
duces the chiral state transfer. For even larger values of γ and
|ρ| the evolving states eventually all yield α = 0 [white region
in Fig. 2(e)] since they all collapse into the gain eigenstate, re-
gardless of the initial configuration and orbiting direction.
Our next aim is to test these theoretical considerations ex-
perimentally by implementing tunable losses in a system ex-
periencing RAP in order to induce a chiral state transfer.
Specifically, we choose for this purpose a bimodal waveguide
(WG) for microwaves in which the encircling of an EP and
the associated chiral state transfer have recently been demon-
strated [36]. The transmission of microwaves through this bi-
modal waveguide of lengthL and widthW can be modeled by
the Schrödinger equation (2) with the longitudinal coordinate
x playing the role of time. The coupling between the modes is
provided by the simultaneously oscillating waveguide bound-
aries [see Fig. 3(g) for an illustration] defined by the function
ξ(x) = σ sin(kbx) with amplitude σ and kb = k1 − k2 + δ,
where δ represents the detuning from the resonant forward
scattering at δ = 0. As shown in detail in [36, 40], the modal
amplitudes are governed by an x-dependent Hamiltonian sim-
ilar to Eq. (1), where the parameter σ is equivalent to Ω and
δ is directly related to ∆. In order to reduce the backscatter-
ing of the microwaves at the start and end points A,B we
modify the semicircular RAP loop from Fig. 2 to the bell
curve shown in Fig. 3(a, b) with the corresponding waveguide
boundary modulation given by σ(x) = σ0[1−cos(2pix/L)]/2
and δ(x) = ±δ0(2x/L−1)+ρ for δ0W = 1.25, ρW = −1.8,
σ0/W = 0.16 and L/W = 25 [36]. The CW and CCW
propagation along this loop is equivalent to the left and right
injection of microwaves into the waveguide.
The results of a full wave simulation [41, 42] for the trans-
mission across this bimodal waveguide are presented in Fig. 3
(see SOM [40] for details). In the left column we consider
the Hermitian case of this empty waveguide and observe a ro-
bust symmetric state switch for both initial modes and wave
injection directions [see population inversions in Fig. 3(c, e)
(thick lines)]. This behavior is also well reproduced by a semi-
analytical model based on Eq. (2) [see SOM and Fig. 3(c, e)
(thin lines)]. The successful implementation of RAP is visible
also directly through the microwave intensity profiles along
the boundary-modulated waveguide shown in Fig. 3(g).
In the non-Hermitian case, we consider a thin but strong
absorber with suitable shape inside the waveguide to produce
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FIG. 3. Numerically calculated mode populations in the bimodal
waveguide for ωW/pic = 2.6 without (left column) and with ab-
sorber (right column). The top row shows the closed loops in pa-
rameter space which cross the DP in the case of an empty waveguide
and enclose the EP in the case of a waveguide with absorber. Black
dashed line in (b) marks the position of Imλ = 0 line. Panels (c)-(f)
show the mode populations of microwaves injected into the waveg-
uide from left and right (see arrows), calculated numerically (thick
lines) and semi-analytically (thin lines). Panel (g) shows how the
numerical field intensities of the transverse modes switch during the
RAP protocol in the empty waveguide (arrows: injection).
a sufficiently large loss-contrast between the two modes (see
SOM [40]). To identify the position of the EP with respect
to the chosen parameter loop, we extend the definition of the
waveguide Hamiltonian to the whole parameter plane, involv-
ing both the localized absorber and the homogeneous dissipa-
tion in the waveguide cover plates (see SOM [40]). As shown
in Fig. 3(b), for the given waveguide geometry the EP is lo-
cated inside the parametric loop and the evolution along the
loop leads to the chiral mode switch for which the final states
ejected at the two waveguide ends depend solely on the in-
jection direction of the microwaves, but not on the injection
profile, see Fig. 3(d, f) [36].
Our theoretical results from above demonstrate that RAP
and chiral state transfer can be obtained within the same wave-
guide. For switching between these two scenarios it is suffi-
cient to adequately place an absorber into a waveguide that
features RAP in the lossless case. We built such a wave-
guide out of aluminum with dimensions L × W × H =
2.38 m × 5 cm × 8 mm consisting of a 1.25 m long region
with undulating boundaries between two straight waveguide
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FIG. 4. Experimental transmission intensities in the microwave
waveguide without (left panel) and with absorber (right panel). The
solid and dashed curves correspond to the quantities of the left-to-
right (Tmn) and right-to-left (T ′mn) transmission intensities from
mode m into mode n. Data in (b) reproduced from [36].
leads [36]. Microwaves with a frequency ν around 7.8 GHz
are injected and detected by antennas located in the leads.
Fig. 4 shows the inter/intra-mode transmittances Tmn (from
left to right) and T ′mn (from right to left) measured as a func-
tion of microwave frequency in the absence (left panel) and
in the presence (right panel) of a thin foam absorber. In the
waveguide without absorber, we observe that around the de-
sign frequency of ν = 7.8 GHz the intermode transmittances
are an order of magnitude larger than the intramode ones,
which proves the successful operation of RAP. In the wave-
guide including the absorber the measured intensities satisfy
T11  T12, T21  T22 and T ′12  T ′11, T ′22  T ′21,
which is a hallmark of the chiral state transfer: both modes
injected from the left (solid curves) leave the waveguide pri-
marily in the first mode and both modes injected from the right
(dashed curves) leave the waveguide primarily in the second
mode. To compare these experimental results directly with
our simple model from Eq. (1), we mapped these transmit-
tances at ν = 7.75 GHz to corresponding mode populations
via pn = (Tn1 − Tn2)/(Tn1 + Tn2), n = 1, 2 and included
them in Fig. 2 as violet (for n = 1) and green points (for
n = 2) at the end of the corresponding loops. Our experi-
mental values for pn nicely correspond to the final states of
the evolution in the general model, confirming the successful
experimental implementation of our theoretical concepts.
In summary, we have demonstrated the intimate connection
between RAP in Hermitian systems and EP-encircling in
non-Hermitian systems. Using analytical and numerical
tools, we have shown explicitly that judiciously adding
dissipative loss to a RAP protocol generates a chiral transfer
scheme involving the encircling of an EP. These results
were implemented in a boundary-modulated waveguide
with a mode-specific absorber inside. In the absence of the
absorber we observed the symmetric state switch of RAP
between all incoming and outgoing modes. In the presence
of the absorber we observed chiral transmission that depends
primarily on the injection port (left or right), but not on the
incoming mode configuration.
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6Supporting Online Material:
Encircling exceptional points as a non-Hermitian extension
of rapid adiabatic passage
CLOSED SEMICIRCULAR LOOP IN THE GENERAL TWO-LEVEL MODEL
In order to relate rapid adiabatic passage (RAP) and the chiral state transfer resulting from encircling of an exceptional point
(EP) along a closed loop, we prove here that guiding the Hamiltonian of a system along an open semicircular trajectory such
that it exhibits RAP is effectively equal to the corresponding closed semicircular loop. Of course, this only holds true if the
semicircle is closed along the line defined as Ω = 0 (no coupling).
In the following we only discuss the clockwise (CW) passage of the semicircular loop from the main text which consists of
the semicircle SCA→B and the straight line LB→A. A suitable parametrization for SCA→B reads
ΩSC(t) = r sin(pit/TSC), (S.1)
∆SC(t) = −r cos(pit/TSC) + ρ, (S.2)
with 0 ≤ t ≤ TSC. The starting point A and end point B are located at Ω = 0. The linear part LB→A of the loop is defined as
ΩL(t) = 0, (S.3)
∆L(t) = r[1− 2(t− TSC)/TL] + ρ, (S.4)
with TSC < t < T , where T is the total evolving time along the loop, T = TSC + TL.
As the time evolution along the straight line LB→A occurs while the levels are decoupled (i.e. ΩL = 0), we can write down
the analytical solution of the Schrödinger equation
c1(T ) = e
i
∫ T
TSC
∆L(t
′)dt′/2
e−γTL/2 c1(TSC), (S.5)
c2(T ) = e
−i ∫ T
TSC
∆L(t
′)dt′/2
e+γTL/2 c2(TSC), (S.6)
where ci(TSC) and ci(T ), i = 1, 2, are the level amplitudes after traversing the semicircle SCA→B and the semicircular loop
(SCA→B , LB→A), respectively. In the Hermitian case, i.e. for γ = 0, the linear part LB→A necessary to close the loop only
generates a phase factor. To eliminate the influence of the linear part in the general case (γ 6= 0), we let TL → 0. As the
levels are perfectly decoupled along LB→A this does not influence the overall adiabaticity of the loop. Then we get T = TSC
which is already used in Eqs. (4) and (5) in the definitions of the semicircular loop in the main text. The closing of the loop
is therefore fictitious and it only serves the purpose of illustrating the accumulation of the geometric phase of the eigenvectors
and the resulting swap with respect to the initial eigenbasis. Equations (S.1–S.4) define a semicircular loop traversed in CW
direction. For the corresponding counterclockwise (CCW) encirclement, the first segment of the loop is the linear part LA→B
followed by the semicircle SCB→A. Based on the same reasoning we can neglect the linear part also for the CCW case.
ADIABATICITY IN THE HERMITIAN CASE
As RAP relies on the state vector to adiabatically follow an eigenstate when the time evolution is governed by a Hermitian
Hamiltonian
H0(t) =
1
2
[−∆(t) Ω(t)
Ω(t) ∆(t)
]
, (S.7)
the parameter cycle should be carried out sufficiently slowly to avoid unwanted non-adiabatic population transfer. Adiabaticity is
secured when during the time evolution driven by H0(t) the state vector ~ψ(t), initially prepared in an eigenstate ~r±(0), remains
close to the same instantaneous eigenstate ~r±(t). This condition can be quantified [S1] as
Ω˜(t) =
√
Ω(t)2 + ∆(t)2  |dθ(t)/dt|, (S.8)
where Ω˜ represents the energy gap between the upper and lower eigenenergy sheets of Eq. (S.7) for a given Ω and ∆ while θ
represents the phase angle. Moreover, Ω˜ also equals the length of the vector (∆,Ω) [see inset of Fig. S1] oriented at an angle
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FIG. S1. Tracking the adiabaticity condition |dθ/dt| /Ω˜  1 when traversing the semicircular parameter loop displayed in Fig. 1(a) in the
main text (see also inset). Clearly, the condition is perfectly satisfied in the simplified Hermitian model.
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FIG. S2. Tracking the adiabaticity condition |dθ/dt| /Ω˜ 1 when passing the lossless waveguide according to the parametric loop shown in
Fig. 3(a) of the main text. The condition is again satisfied.
θ that satisfies tan θ = Ω/∆. Therefore, the graphical interpretation of the adiabaticity condition in Eq. (S.8) states that during
the adiabatic passage the length of the vector ~˜Ω should be much larger than its angular velocity. For the semicircular part of the
loop, the passage time T and the radius r can be tuned to satisfy the condition while for the linear part θ is constant and the
evolution therefore perfectly adiabatic. The values of Eq. (S.8) for the loop in Fig. 2(a) in the main text are shown in Fig. S1.
Obviously, the adiabaticity condition is perfectly satisfied throughout the entire passage along the semicircular loop.
We can also test the adiabaticity condition for wave transport in the finite bimodal waveguide without absorber when consid-
ering the Hermitian part of the Hamiltonian [see Eq. (S.64)]. The obtained values of |dθ/dt| /Ω˜ shown in Fig. S2 confirm that
the adiabaticity condition is satisfied also for the simulation of the microwave waveguide.
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FIG. S3. Clockwise (top panels) and counterclockwise (bottom panels) passage along a semicircular loop crossing the DP (left panels) and
encircling the EP (right panels). The arrows show a projection of the evolving state onto the real part of the eigenspectrum according to
Eq. (S.12). Violet and green arrows show the state evolution starting at the first and second level, respectively. Red (gain) and blue (loss)
regions represent the eigenvalues with Imλ± > 0 and Imλ± < 0, respectively.
DYNAMICAL EVOLUTION: HERMITIAN VERSUS NON-HERMITIAN SYSTEM
In this section we analyze the dynamic evolution of the symmetric switch inherent in RAP and the asymmetric state transfer
connected to encircling of an EP. We assume the general Hamiltonian
H = 1
2
[−∆− iγ Ω
Ω ∆ + iγ
]
, (S.9)
with complex eigenvalues λ± = ±λ, where λ =
√
(∆ + iγ)2 + Ω2/2 , and right eigenstatesH~r± = λ±~r± defined as
~r− =
(
cosϑ/2
sinϑ/2
)
, ~r+ =
(− sinϑ/2
cosϑ/2
)
, (S.10)
9where ϑ satisfies tanϑ = −Ω/(∆+iγ). Then the solution of the Schrödinger equation i∂ ~ψ(t)/∂t = H(t)~ψ(t) can be expanded
in the basis of the instantaneous eigenvectors in the form
~ψ(t) = c−(t)~r−(t) + c+(t)~r+(t), (S.11)
where c±(t) are the complex amplitudes of the state vector in the instantaneous eigenbasis.
To visualise the dynamical evolution along the semicircular loop in the Hermitian and non-Hermitian system we project the
evolving state onto the real part of the eigenspectrum. The corresponding trajectories with the vertical coordinate defined as
Re [λ+(t)] |c+(t)|2 + Re [λ−(t)] |c−(t)|2
|c+(t)|2 + |c−(t)|2
(S.12)
are shown in Fig. S3. The left column shows the dynamic evolution in the Hermitian system (γ = 0) along the closed semicircular
loop crossing the diabolic point (DP). In CW as well as in CCW direction the eigenstates interchange symmetrically confirming
successful RAP. The right column then shows the evolution in the non-Hermitian system along the same semicircular parametric
loop which now encircles the EP. As a result of the occurring sudden non-adiabatic jumps between the loss (blue) and gain (red)
parts of the eigenspectra, the final states at the end of the loop depend only on the encircling direction and are independent of
the initial state confirming the chiral state transfer (i.e. asymmetric switching).
CROSSOVER BETWEEN SYMMETRIC AND ASYMMETRIC SWITCHING
In the previous section we have shown that adding a suitable amount of loss to RAP schemes can turn the symmetric state
transfer into an asymmetric one. The goal in this section is to determine the critical loss contrast γc that has to be added to a
semicircular loop such that the system then exhibits an asymmetric switching. As it turns out, for finite loop times T there are
in fact two boundaries (γoffc and γ
on
c ) that converge towards γc [Eq. (6) in the main text] in the limit T → ∞ [see Fig. S4]: the
two encircling directions independently switch their behavior, such that at first an additional non-adiabatic jump in one direction
turns off the symmetric state transfer at γoffc . When the loss contrast is increased further to γ
on
c ≥ γoffc , the non-adiabatic jump in
the other encircling direction is suddenly inhibited and the overall state transfer becomes asymmetric.
Before we calculate the boundary between the symmetric and asymmetric region, we want to define a measure that allows to
quantify the faithfulness of the symmetric and asymmetric state transfer and that highlights the boundaries between those two
regimes. For this purpose we firstly combine the values of level population p [Eq. (5) in the main text] at the beginning and end
of the evolution as
Sj = pj(t = 0)pj(t = T ), j = 1, 2 , (S.13)
which equals −1 if the eigenstate at the end does not resemble the initial one or +1 if the state vector returns back to the initial
level. Then considering the state switching in the CW and CCW encircling direction we can define the switching parameter
α =
SCW1 S
CW
2 + S
CCW
1 S
CCW
2 + S
CW
1 S
CCW
1 + S
CW
2 S
CCW
2
4
. (S.14)
The value−1 represents asymmetric switching (chiral state transfer) and +1 characterizes symmetric switching. The breakdown
of the symmetric region occurs when 0 ≤ α . 1/2 and the onset of the asymmetric regions occurs if 0 ≥ α & −1/2. The
particular definition of α allows to distinguish between the breakdown of the symmetric region and the onset of the asymmetric
state transfer. When the system is transitioning from a symmetric to an asymmetric state transfer then α ≈ 0. However, when
the loss contrast γ becomes too large, the state vector simply ends up in the eigenstate that is subject to gain at the end of the
loop for any initial configuration and α = 0. The map of the switching parameter α is shown in Fig. 2(e) in the main text as a
function of the loop’s offset ρ and loss/gain strength γ.
As can be recognized in Figs. 2(c) and 2(d) in the main text, the collapse of symmetric switching is related to the asymmetry
of the CW and CCW evolution of the state initially populating the gain eigenvector (green curves). At the early part of the
evolution this eigenstate is amplified and the evolution is adiabatic until the loop crosses the Imλ = 0 line at the critical time t∗
(dashed vertical line), which is different for each encircling direction due to the loop’s offset ρ. For t > t∗ the same eigenstate is
suddenly attenuated and the adiabatic evolution becomes unstable. The onset of a non-adiabatic jump from the now attenuated
towards the instantaneously amplified eigenstate, however, occurs at a delayed time t = t+ > t∗ [S2]. For ρ < 0 the critical
time t∗ in the CW direction is larger than T/2 and hence t+ > T , which inhibits a non-adiabatic jump for a single passage of
the loop. However, for CCW encirclement we have t∗ < T/2 and for a sufficiently large asymmetry |ρ| we get t+ < T , i.e. a
non-adiabatic transition occurs, which marks the breakdown of the symmetric state transfer.
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To derive an analytical formula for the border between the regions of symmetric and asymmetric switching we utilize the
formalism of stability loss delay described in detail in [S2]. In accord with the expansion in Eq. (S.11) we start by introducing
the time evolution operator U defined via ~ψ(t) = U(t)~ψ(0) with
U˙ = −i
[−λ(t) −f(t)
f(t) λ(t)
]
U , U =
[
U−,− U−,+
U+,− U+,+
]
, (S.15)
where
f(t) =
Ω(t)∆˙(t)− (∆(t) + iγ)Ω˙(t)
8iλ2(t)
(S.16)
is the non-adiabatic coupling of the eigenstates. Then we define the non-adiabatic transition amplitude
R(t) =
U−,+(t)
U+,+(t)
, (S.17)
which resembles adiabaticity of the dynamic evolution starting from the state populating solely the eigenvector ~r+. If |R|  1
the state is evolving adiabatically while for |R|  1 a non-adiabatic jump has occurred during the evolution. The non-adiabatic
transition amplitude R(t) is a solution of the nonlinear differential equation
R˙(t) = 2iλ(t)R(t) + if(t)
[
1 +R(t)2
]
, (S.18)
with the initial condition R(0) = 0. The solution to Eq. (S.18) follows one of two fixed points with fast non-adiabatic transitions
between them. The fixed points are well approximated by
Rad(t) ' − f(t)
2λ(t)
, Rnad(t) ' −2λ(t)
f(t)
, (S.19)
with
∣∣Rad(t)∣∣  1, ∣∣Rnad(t)∣∣  1 and Rad(t)Rnad(t) = 1. Therefore, the time t+ corresponding to the position of a non-
adiabatic jump can be determined by the condition
|R(t+)| = 1. (S.20)
As long as the loss contrast γ is sufficiently small the solution R(t) to Eq. (S.18) will simply follow Rad(t). Upon the increase
of γ a non-adiabatic transition will set in, which demarcates the breakdown of the symmetric switching behavior. To pinpoint
the exact location of this boundary we define the critical loss contrast γc such that the non-adiabatic transition happens exactly
at the end of the parameter path, i.e.
|R(t+ = T )| = 1. (S.21)
At first, we require a suitable approximation for R(t) that correctly reproduces the position of the non-adiabatic jump. We
consider initially a stable adiabatic evolution where R(t) closely follows Rad(t). Then Eq. (S.18) can be linearized
R˙(t) = 2iλ(t)R(t) + if(t) (S.22)
with the solution
R(t) = R(0)eΦ(t) + i
∫ t
0
f(t′)eΦ(t)−Φ(t
′)dt′, (S.23)
where
Φ(t) = 2i
∫ t
0
λ(t′)dt′. (S.24)
Expanding the integral in Eq. (S.23) through an N -times integration by parts and utilizing the properties of asymptotic series we
can rewrite the non-adiabatic transition amplitude in the form
R(t) ' Rad(t) +D(t)eΦ(t)−Φ(t∗) +AeΦ(t), (S.25)
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where
Rad(t) =
N−1∑
n=0
(
1
2iλ(t)
d
dt
)n
Rad(t) (S.26)
is an optimally truncated correction to Rad(t), D(t) is the remaining part of the solution not included in the sum in Eq. (S.26)
and
A = R(0)−Rad(0) (S.27)
reflects how the value of R initially differs from the adiabatic fixed point Rad. The second and third term in Eq. (S.25) are
attenuated until t = t∗ therefore for t < t∗ the adiabatic term Rad(t) dominates. For t > t∗, the second and third term in
Eq. (S.25) start to grow exponentially and in the vicinity of t+ they outgrow the adiabatic term, which leads to the onset of the
non-adiabatic transition. To examine the condition Eq. (S.20) we are interested in R in the vicinity of t+. Therefore, we can
neglect the adiabatic term Rad(t) in Eq. (S.25). Moreover, as discussed in [S2], in the case of a single passage of the loop the
non-adiabatic transition is driven by the third term in Eq. (S.25) since the solution R does not have enough time to approach the
adiabatic fixed point Rad sufficiently closely by the critical time t∗. Then we can approximate R in the vicinity of t+ as
R(t+) ' AeΦ(t+). (S.28)
Since R(0) = 0 and the sum in Eq. (S.26) is well approximated at t = 0 by its 0-th term we can write
A = −Rad(0) ≈ −Rad(0) ' f(0)
2λ(0)
. (S.29)
This gives us a viable approximation for R in the vicinity of the non-adiabatic transition
R(t+) ' f(0)
2λ(0)
eΦ(t+). (S.30)
To identify the critical loss contrast γc defining the border between the regions of symmetric and asymmetric evolution, we
continue by inserting Eq. (S.30) into the boundary condition [Eq. (S.21)]∣∣∣∣ f(0)2λ(0)eΦ(T )
∣∣∣∣ = ∣∣∣∣ f(0)2λ(0)
∣∣∣∣ eRe[Φ(T )] = 1. (S.31)
Employing the definition of the semicircular loop [Eqs. (3) and (4) in the main text] we obtain the eigenvalues λ in the form
λ(t) =
r
2
√
1 + Γ2 + 2Γ cos(pit/T )
=
r
2
{
1 + Γ cos
(
pit
T
)
+
Γ2
2
[
1− cos2
(
pit
T
)]}
+O(Γ3), (S.32)
with Γ = (ρ+ iγ)/r, where we expanded λ around Γ = 0. Then
Φ(T ) = 2i
∫ T
0
λ(t′)dt′ ≈ irT
(
1 +
Γ2
4
)
, (S.33)
which yields
Re[Φ(T )] ≈ −ργT
2r
. (S.34)
Using Eqs. (S.16) and (S.32) we get∣∣∣∣ f(0)2λ(0)
∣∣∣∣ = ∣∣∣∣ ipi2Tr 1(1 + Γ)2
∣∣∣∣ = pi2Tr 1(γ/r)2 + (1 + ρ/r)2 . (S.35)
Finally, we can rewrite the condition from Eq. (S.31) into the form
pi
2Tr
e−
ργT
2r
(γ/r)2 + (1 + ρ/r)2
= 1. (S.36)
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FIG. S4. The same map as in the main text depicting the state switch asymmetry when numerically following SCA→B in both encircling
directions as a function of the loop offset ρ and the loss-gain value γ. The shown switching parameter α takes on its limiting values 1 (−1)
for a symmetric (asymmetric) switch as in RAP (as in the chiral state transfer). The two boundaries γoffc (black dot-dashed line) and γonc (black
dotted line) demarcate the breakdown of the symmetric state transfer and the onset of the asymmetric switching behavior, respectively. In the
limit of quasi-adiabatic passage, i.e. T →∞, those boundaries converge towards γc shown as a blue dashed line.
Assuming γ  r + ρ we can obtain the border for the breakdown of the symmetric state transfer in an analytical form
γoffc '
2r
Tρ
ln
[
pir
2T (ρ+ r)2
]
. (S.37)
In the derivation of Eq. (S.37) we assumed ρ < 0. When ρ > 0 the non-adiabatic transition that determines the end of the
symmetric switch occurs in the opposite encircling direction. The procedure for the approximation of the critical loss rate is
analogous though and so the formula that is valid for all values of ρ is
γoffc '
2r
T |ρ| ln
[
2T (r − |ρ|)2
pir
]
. (S.38)
As mentioned before, this particular loss contrast solely determines the point at which the system does not show a symmetric
switch in both directions anymore. However, the encircling direction in which the Imλ = 0 line is crossed later in time still
shows the symmetric state transfer although the final state can have a considerable non-adiabatic contribution.
In this regard, Eq. (S.38) solely specifies the onset of a non-adiabatic transition in one direction. The derivation in the opposite
direction follows the same procedure and the critical loss contrast for the onset of the asymmetric switching behavior can be
obtained by simply setting r → −r and T → −T , which reverses the parameter path. The critical loss turns out to be
γonc '
2r
T |ρ| ln
[
2T (r + |ρ|)2
pir
]
. (S.39)
It holds that γonc ≥ γoffc where the equality only hold in the limit T → ∞. The value at which both of them converge when the
loop time T is increased is their mean value
γc ' 2r
T |ρ| ln
[
2T (r2 − ρ2)
pir
]
, (S.40)
shown as a blue dashed line in Fig. 2(e) in the main text. In Fig. S4 those three boundaries γonc ≥ γc ≥ γoffc are drawn on the
same map of the switching parameter as in Fig. 2(e) in the main text.
HAMILTONIAN OF THEWAVEGUIDE WITH ABSORBER
The procedure of how to convey the temporal evolution of a quantum state driven by a 2× 2-Hamiltonian to the spatial
distribution of microwaves along a bimodal waveguide was described and derived in detail in [S3]. First, we briefly summarize
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the main ideas of this process. Then, in addition to the results presented in [S3], we apply the model to the waveguide with the
continuous position-dependent absorber in order to support the numerical results of microwave transport with the calculations
based on the semi-analytical model.
In the two-dimensional waveguide, the propagation of microwaves with frequency ω can be described by the state ϕ(x, y, t) =
φ(x, y)e−iωt satisfying the Helmholtz equation
∆φ(x, y) + (x, y)k2φ(x, y) = 0, (S.41)
where k = ω/c and (x, y) = 1 + iη(x, y)/k is a complex dielectric function with η(x, y) describing the losses to the environ-
ment and to an absorber located in the waveguide interior.
We study wave transmission through a 2D waveguide with constant (transverse) width W and periodically modulated edges
described by a profile ξ(x) = σ sin(kbx). Hard wall boundary conditions are assumed at y = ξ(x) and y = W + ξ(x).
The microwave wavefunction in this periodic waveguide can be described through a Bloch wave ansatz
φ(x, y) = Λ(x, y)eiKx, (S.42)
where K is a wave number reduced to the first Brillouin zone and Λ(x, y) = Λ(x+ l, y) is a periodic function with the period of
the edge modulation l = 2pi/kb. In the case of a straight waveguide (σ = 0) without losses (η = 0), Λ(x, y) has a simple form
Λ0mn(x, y) = e
ikbmx sin
(piny
W
)
, (S.43)
and the corresponding wave number K0 ∈ [−kb/2, kb/2] is given by
k2 =
(
kbm+K
0
)2
+
(pin
W
)2
. (S.44)
Tuning the waveguide widthW and/or the frequency ω of the microwaves such that 2pi/W < k < 3pi/W , we reduce the number
of propagating modes to two, i.e. n = 1, 2.
It is known in wave scattering theory for waveguides with modulated boundaries that when the boundary oscillations are
given by kb = kr = k1 − k2, where kj =
√
k2 − (pij/W )2, both propagating modes experience resonant forward scattering
and backscattering of microwaves is negligible. Therefore, we can assume that when kb is close to kr, i.e. kb = kr + δ, where
δ denotes a shift from the forward scattering resonance, the wave is moving only in one direction (e.g. from left to right or
vice versa) and K has the same sign for all possible solutions [Eq. (S.42)]. Then for a given ω there are two right-propagating
solutions of Eq. (S.41) in the straight waveguide given by
φj(x, y) = e
iK0j xΛ0j (x, y), Λ
0
j (x, y) = e
ikbmjx sin
(
pijy
W
)
, (S.45)
where j = 1, 2, K0j > 0 and mj are given by Eq. (S.44). Setting kb = kr = k1 − k2 (i.e. δ = 0) we get m2 = m1 − 1
and K01 = K
0
2 = K
0, which means that the states from Eq. (S.45) are degenerate with respect to the Bloch wave number K.
In the following, we will study how this degeneracy is lifted when introducing a finite (but small) periodic modulation of the
waveguide edges parametrized by the amplitude σ and shift δ.
Treating the edge modulations as a small perturbation we can write the perturbed Bloch solution of Eq. (S.41) in the form
φ(x, y) ≈ (a1Λ01(x, y) + a2Λ02(x, y)) ei(K0+s)x, (S.46)
where s is a small correction to the Bloch wave number. Following [S3], utilizing a perturbative approach by keeping only
the first-order terms in σ, δ, η and s, the Helmholtz equation (S.41) can be rewritten into a pair of algebraic equations for the
coefficients a1 and a2. Then, using the substitution
c1(x) = i
√
k1e
−i(δ/2−s)xa1, (S.47)
c2(x) = −i
√
k2e
−i(δ/2−s)xa2, (S.48)
these algebraic equations can be recast into a Schrödinger-like equation
i
∂
∂x
(
c1
c2
)
= H
(
c1
c2
)
, (S.49)
14
where the Hamiltonian describing the microwave transport in the bimodal waveguide with periodically modulated edges can be
written as
H =
1
2
[
δ 2Bσ
2Bσ −δ
]
− iη0k
2
[
Γ11 Γ12
Γ∗12 Γ22
]
, (S.50)
where B = 2pi2/W 3
√
k1k2 and
Γnm =
eipi(m−n)/2√
knkm
2
Wl
∫ l
0
∫ W
0
η˜(x, y) sin
(npi
W
y
)
sin
(mpi
W
y
)
e−i(kn−km)xdx dy (S.51)
with η˜(x, y) = η˜(x+ l, y) specifying the periodic spatial distribution of the absorber in the waveguide. In the case of homoge-
neous bulk absorption [η˜(x, y) = 1] the Hamiltonian takes a simple form
Hhom =
1
2
[
δ 2Bσ
2Bσ −δ
]
− iη0k
2
[ 1
k1
0
0 1k2
]
. (S.52)
Using the proper substitution outlined in [S2], the Hamiltonian describing homogeneous bulk absorption in the waveguide
[Eq. (S.52)] is directly comparable with the model Hamiltonian for a two-level system with gain and loss [Eq.(1) in the main
text], which we used to demonstrate the connection between RAP and the chiral state transfer. However, as was shown in [S3],
a homogeneous absorption drastically attenuates the microwaves inside the waveguide, which makes such a system impractical
for experimental realization.
To overcome this issue and to additionally optimize the performance of the asymmetric switching device the loss contrast
between the eigenmodes of the Hamiltonian in Eq. (S.50) has to be maximized. It was proposed in [S3] that the optimal position
of the absorber is located at the nodes of one eigenmode. Then, this eigenmode is almost unaffected by damping while, on the
other hand, the second eigenmode is strongly attenuated since the absorber is placed in the vicinity of its maxima. However,
since those nodes are discrete points concentrating the absorption only in the nodes would cause significant backscattering of
microwaves. Therefore, in the semi-analytical model from [S3] the absorption smoothly changes in the vicinity of the nodes
modelled by Gaussian peaks with a finite width sufficient enough to minimize backscattering.
Due to mechanical and material limitations of realistic absorbers it is very challenging to realize the above concept experi-
mentally. Moreover, it would be necessary to locate the nodes with very high precision which by itself is a very difficult task.
Therefore, in the numerical and experimental setup in [S3], the authors used a continuous thin absorber that was placed such
that it interpolates between the nodes. This leads to some parasitic damping of the eigenmode that one wanted to keep free of
attenuation, but it did otherwise not affect the results studied there.
The numerical and experimental results of microwave transport in a waveguide with a continuous position-dependent absorber
[S3] confirm the successful asymmetric switching. What has been missing so far, however, is a semi-analytical model based on
the Schrödinger equation (S.49) describing the transmission through such a waveguide. In the next subsections we introduce the
Hamiltonian for a waveguide with a continuous position-dependent absorber and compare the spatial evolution of microwaves
driven by this Hamiltonian with the numerical simulation of the microwave transport based on the method of recursive Green’s
functions.
Potential of the continuous position-dependent absorber
As discussed above, the position of the thin continuous absorber is taken from an interpolation between the nodes of one
eigenfunction of the Hermitian (lossless) part of the Hamiltonian in Eq. (S.50), i.e.
H0 =
1
2
[
δ 2Bσ
2Bσ −δ
]
. (S.53)
The corresponding Bloch eigenfunctions are given by Eq. (S.46) with coefficients a1 and a2 related to the eigenvectors of
Eq. (S.53) via Eq. (S.47). This yields
a2 = −i
√
k1
k2
δ + (−1)j√δ2 + 4B2σ2
2Bσ
a1, j = 1, 2 (S.54)
for the j-th eigenvector of (S.53). Then, there are two nodes of the Bloch eigenfunctions located in the unit cell of the periodic
waveguide which are periodically distributed along the waveguide at
xo = ±l/4 + lo, o ∈ Z (S.55)
yo =
W
pi
arccos
(
±(−1)j |a1|
2 |a2|
)
. (S.56)
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FIG. S5. Top: Wave density |φ(x, y)|2 for kW/pi = 2.6 in the finite waveguide without losses calculated semi-analytically using the Hermitian
Hamiltonian Eq. (S.53). The red curve represents the position of the absorber interpolated between the nodes of the wave density. Bottom:
Wave density in the infinite periodic waveguide with σ/W = 0.13 and δW = 0.15 corresponding to the finite waveguide (top panel) at
x0 = 16W (magenta dashed line). Again, the red curve represents the position of the absorber in the infinite waveguide.
As will be clear later we are interested in the node positions of the eigenfunction which is for δ < 0 and negligible amplitude of
the edge oscillations σ almost entirely equal to Λ02(x, y). Therefore, in the next text we assume j = 2. To interpolate between
the nodes we use a sine function of the form
yint =
W
2
+ u sin
(
2pix
l
)
, (S.57)
centered along the longitudinal axis of the waveguide with amplitude
u =
W
pi
arccos
( |a1|
2 |a2|
)
− W
2
. (S.58)
In the case of a straight waveguide (σ = 0) one of the eigenfunctions is given by φ2(x, y), which means a1 = 0. In this
case, the amplitude u is zero and the absorber is simply placed parallel to the center longitudinal axis of the waveguide, which
corresponds to the node of the second propagating eigenstate. An example of a waveguide with nonzero σ is depicted in the
lower panel of Fig. S5. The lower panel shows the wave density |φ(x, y)|2 for kW/pi = 2.6 in an infinite periodic waveguide
with boundary parameters σ/W = 0.13 and δW = 0.15. The red curve marks the position of the periodic absorber given by
Eq. (S.57) interpolating between the nodes of the depicted eigenfunction of Eq. (S.53). Then, the potential of the thin continuous
absorber with width d is defined as
η˜(x, y) = Θ
[
y − W
2
− u sin
(
2pix
l
)
+
d
2
]
+ Θ
[
W
2
+ u sin
(
2pix
l
)
+
d
2
− y
]
, (S.59)
where Θ is the Heaviside step function. Inserting Eq. (S.59) into Eq. (S.51) results in a Hamiltonian [Eq. (S.50)] for the
modulated waveguide with the position-dependent continuous absorber.
FINITE WAVEGUIDE WITH POSITION-DEPENDENT EDGE MODULATION
We have shown that the unidirectional microwave transport in the periodic bimodal waveguide with modulated edges can be
mapped onto the evolution of a quantum state, comprised of the complex amplitudes of the microwaves, that evolve according
to the Schrödinger equation (S.49) with fixed edge modulation amplitude σ and period δ as well as absorption strength η. Since
we are interested in the dynamical evolution of the state driven by a Hamiltonian with analogous time-dependent parameters,
we define the microwave system such that the parameters in the Hamiltonian vary along the longitudinal coordinate x. Such a
system is realized as a waveguide with finite length L l where the parameters σ(x), δ(x) and η(x) vary negligibly slowly on
the scale of the edge modulation period l. Then, the microwave transport in such a finite waveguide can be well described by
the Schrödinger equation (S.49) with position-dependent parameters. As discussed in the main text, in order to achieve faithful
RAP as well as an asymmetric state flip, the variation of the parameters in the Hamiltonian should correspond to a (closed) path
which crosses the DP (in the Hermitian case) and encircles an EP (in the non-Hermitian case). The modes at the beginning and
end of the evolution are uncoupled which translates to σ = 0 at both ends of the waveguide. We choose
σ(x) = σ0 [1− cos(2pix/L)] (S.60)
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FIG. S6. Numerical (solid curves) and semi-analytical (dotted curves) calculation of the modal intensities |c1|2 (black) and |c2|2 (red) evolving
along the waveguide without absorber. Graphs a) and c) depict the wave entering the waveguide in the first mode from the left and right,
respectively. Graphs b) and d) show the same for the wave initially in the second mode. All graphs confirm the successful flip of the mode
populations characteristic for RAP.
to smoothly increase and decrease the amplitude in order to reduce backscattering of microwaves at both waveguide ends. We
define the detuning as a linear function of x in the form
δ(x) = ±δ0(2x/L− 1) + ρ, (S.61)
where the sign corresponds to traversing the loop in CW or CCW direction, respectively. The waveguide with parameters
σ0/W = 0.16, δ0W = 1.25, ρW = −1.8 and L/W = 25 used in our numerical simulations and in the experiment is depicted
in the top panel of Fig. S5.
However, in the finite waveguide with varying edge modulations the value of the detuning δ(x0) at an arbitrary x = x0 is not
exactly the parameter that enters the Hamiltonian in Eq. (S.50), as it was derived for an infinite waveguide with periodic edge
modulations. As described in [S3], to obtain the correct value of detuning, the phase α(x) = [kr + δ(x)]x of the boundary
σ sin [α(x)] defining the edge of the finite waveguide has to be linearized, i.e. the edge of the infinite waveguide corresponding
to x = x0 is defined as σ sin[β(x)] where
β(x) =
(
dα
dx
∣∣∣∣
x=x0
)
x = [kr + ∆(x0)]x (S.62)
and the renormalized position-dependent detuning entering the Hamiltonian of Eq. (S.50) reads
∆(x) =
d(δ(x)x)
dx
= ±∆0(2x/L− 1) + ρ′, (S.63)
where ∆0 = 2δ0 and ρ′ = δ0 + ρ are the renormalized detuning and offset, respectively. As an example, the contours of the
infinite waveguide corresponding to the finite waveguide defined by Eqs. (S.60) and (S.61) at the position x0 = 16W are shown
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FIG. S7. Numerical (solid curves) and semi-analytical (dotted curves) calculation of modal intensities |c1|2 (black curves) and |c2|2 (red
curves) evolving along the waveguide with position-dependent continuous absorber. Graphs a) and c) depict the wave entering the waveguide
in the first mode from the left and right respectively. Graphs b) and d) show the same for the wave initially in the second mode. Entering
the waveguide from the left the resulting wave intensity is almost entirely composed of the first mode, independently on the initial wave
configuration. Entering the waveguide from the right the resulting wave intensity is mostly composed from the second mode. This behaviour
confirms the successful asymmetric switching.
as green curves in the upper panel of Fig. S5. As expected, in order to achieve successful RAP the renormalized detuning ∆
defined in Eq.(S.63) is swept through the forward scattering resonance at ∆ = 0.
Then, the Hamiltonian describing the microwave transport in the finite waveguide can be written as
H = 1
2
[−∆ Ω
Ω ∆
]
− iη
[
Γ11 Γ12
Γ∗12 Γ22
]
, (S.64)
with Ω(x) = 2Bσ(x). In the theoretical calculations and the experimental realization, we locate the absorber in the finite
waveguide in the interval 7W < x < 18W . To reduce the undesired backscattering, the strength (thickness) of the absorber
smoothly fades in and out at both ends described by the function
η(x) =

η0
4
{
1− cos
[
2pi(x−7W )
11W
]}2
, 7W ≤ x ≤ 18W
0 , elsewhere.
(S.65)
In our following semi-analytical calculations, the width of the absorber is d = 0.019W and the absorption strength η0W = 61.
Driven by the Hamiltonian from Eq. (S.64), the theoretically calculated evolution of the amplitudes c1 (black lines) and c2 (red
lines) of the first and second propagation mode (kW/pi = 2.6) along the waveguide is shown in Fig. S6 for the empty waveguide
and Fig. S7 for the waveguide with absorber. Panels a) and c) depict the wave entering the waveguide in the first mode from the
left and right, respectively. Graphs b) and d) show the same for the wave initially in the second mode. Arrows mark the direction
of the wave propagation. Solid curves denote the results from numerical simulations based on the recursive Green’s function
method and the dotted curves correspond to the semi-analytical calculation based on the Schrödinger equation (S.49) with the
Hamiltonian from Eq. (S.64).
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FIG. S8. Difference of the real (left panel) and imaginary (right panel) parts of the eigenvalues of the extended non-Hermitian Hamiltonian
[Eq. (S.66)]. Red dots mark the positions of the EPs and the black dashed lines correspond to Reλ1 = Reλ2 (left panel) and Imλ1 =
Imλ2 = 0 (right panel). The orange curve denotes the parametric loop corresponding to the finite waveguide. The loop starts at the Imλ = 0
line and encircles one of the EPs.
In the Hermitian case [Fig. S6] the population of the modes almost perfectly flips during the propagation for both encircling
directions, which demonstrates faithful RAP. In the non-Hermitian case [Fig. S7] the right propagating waves end up almost
entirely in the first mode for arbitrary initial wave configurations. On the other hand, the left propagating waves end up almost
entirely in the second mode. This clearly proves a successful asymmetric switching. Both figures confirm that the results of the
semi-analytical model agree very well with the results of the numerical simulation.
The values of c1 and c2 shown here were used to calculate the population inversion p in Fig. 3(c–f) in the main text. The
mode populations from our semi-analytical and numerical calculations shown in Fig. 3(c–f) in the main text nicely reproduce
the behavior of the simple model driven by the Hamiltonian (S.9) with level populations shown Fig. 2 in the main text. The only
significant difference is observed in Fig. 3(f) in the main text, where the state initially in the first mode (violet curve) evolves
adiabatically instead of experiencing two non-adiabatic jumps as observed in Fig. 2(f) in the main text. This difference is caused
by the fact that in contrast to the simple model the parameter evolution in the waveguide starts at the Imλ = 0 line [black dashed
line in Fig. S8(b), see next subsection] since there is no absorber present initially [S2]. Chirality of the evolution is preserved,
however, since zero or two non-adiabatic jumps both lead to the same final state.
POSITION OF THE EP
The Hamiltonian in Eq. (S.64) that drives the microwave transport in a finite waveguide in the presence of a continuous
position-dependent absorber is in principle defined only along the specific parametric loop given by Eqs. (S.60) and (S.63).
Since successful RAP and asymmetric switching is closely related to the position of the DP and EP with respect to the parameter
path, we have to extend the definition of the Hamiltonian [Eq. (S.64)] to the entire parameter plane (∆,Ω) in order to locate
those points. We choose the extended Hamiltonian in the form
H(∆,Ω) = H0(∆,Ω) + iη0k
{
η˜(∆) [1− f(∆,Ω)]
[
Ω
ΩL(∆)
]2 [
Γ11 Γ12
Γ∗12 Γ22
]
+ η˜hom(∆)
f(∆,Ω)
50
[ 1
k1
0
0 1k2
]}
, (S.66)
where
H0(∆,Ω) = 1
2
[
∆ Ω
Ω −∆
]
, f(∆,Ω) =
Ω2L(∆)− Ω2
Ω2L(∆)
(S.67)
and
ΩL(∆) = Bσ0
[
1 + cos
(
pi
∆− ρ′
∆0
)]
. (S.68)
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The non-Hermitian part of the extended Hamiltonian [Eq. (S.66)] is an interpolation between the losses due to the continuous
thin absorber defined on the parametric loop and the homogeneous absorption for the straight waveguide. The strength of the
position-dependent absorber located at 7W < x < 18W extended to the parameter plane reads
η˜(∆) =
 14
[
1− cos
(
2piX(∆)−7W11W
)]2
, 7W < X(∆) < 18W
0 , elsewhere
(S.69)
with
X(∆) =
(
∆− ρ′
∆0
+ 1
)
L
2
(S.70)
and the strength of the homogeneous absorption present in the whole waveguide is
η˜hom(∆) =
1
4
[
1 + cos
(
pi
∆− ρ′
∆0
)]2
. (S.71)
The DP of the Hermitian part H0 is simply positioned at (ΩDP = 0,∆DP = 0) where the eigenvalues of H0 coalesce. The
locations of the EPs of the non-Hermitian Hamiltonian have to be extracted numerically solving λ1 = λ2 where λj are the
complex eigenvalues of H. The real and imaginary parts of the eigenvalues λ of the extended non-Hermitian Hamiltonian
[Eq. (S.66)] are shown in Fig. S8. The orange solid curve corresponds to the parameter loop and the red dots define the position
of the EPs. Black dashed curves denote the lines where Reλ1 = Reλ2 (left panel) and Imλ1 = Imλ2 = 0 (right panel).
As expected, the loop encircles one of the EPs. Moreover, since the absorber is not present at the very beginning and end of
the waveguide the eigenvalues are entirely real (Imλ = 0) for x < 7 and x > 18. Note that there is in principle the freedom
to choose the extension of the Hamiltonian arbitrarily which in turn results in different positions for the EP. The only thing
that has to be satisfied when the Hamiltonian is extended to the entire (Ω,∆)-plane is that the additional Hamiltonian must
coincide with the original Hamiltonian along the predefined parameter loop. In fact, the exact position of the EP inside the loop
is not important. The crucial point is that the EP is encircled, which can be seen from the topology of the eigenvalues of the
Hamiltonian following the parameter loop.
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