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Abstract
It was proved recently by one of the authors that, if H is a path Pt (t > 2 with t /= 7 or 8) or
an odd cycle Ct (t > 3), then there is a unique maximal graph having H as a star complement
for −2. The methods employed were analytical in nature, making use of the Reconstruction
Theorem for star complements. Here we offer an alternative approach, based on the forbidden
subgraph technique. In addition, we resolve the exceptional situations arising when H = P7
or P8.
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1. Introduction
We will consider only simple graphs, that is finite, undirected graphs without
loops or multiple edges. If G is such a graph with vertex set V (G) = {1, . . . , n}, the
adjacency matrix of G is the n × n matrix A = (aij ), where aij = 1 if there is an
edge between the vertices i and j , and 0 otherwise. The eigenvalues of G are just the
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eigenvalues of A. Note that the eigenvalues of G are real and do not depend on the
labelling of vertices. (For more details on graph spectra, see [4].)
If µ is an eigenvalue of G of multiplicity k, then a star set for µ in G is a set
X of k of the vertices of G such that µ is not an eigenvalue of G − X. The graph
H = G − X is then called a star complement for µ in G (or, in [13], a µ-basic
subgraph of G). (Star sets and star complements exist for any eigenvalue and any
graph; they need not be unique.) The H -neighbourhoods of vertices in X can be
shown to be non-empty and distinct, provided that µ ∈ {−1, 0}. (In fact, V (G) − X
is a location-dominating set for G; see, for example, [9, p. 172].) It follows that
|X| < 2t , where t is the order of H . However, this result can be improved upon:
the bound |X|  12 t (t − 1) was recently established in [3], and shown to be best
possible.
It can be proved that if Y is a proper subset of X then X − Y is a star set for µ
in G − Y , and therefore H is a star complement for µ in G − Y . If G has star com-
plement H for µ, and G is not a proper induced subgraph of some other graph with
star complement H for µ, we say that G is a maximal graph with star complement
H for µ, or that it is an H -maximal graph for µ. By the above remarks, there are
only finitely many such maximal graphs, provided that µ ∈ {−1, 0}. In general, there
will be various different maximal graphs, possibly of different orders, but sometimes
there is a unique maximal graph.
The following result is known as the Reconstruction Theorem [9, Theorems 7.4.1
and 7.4.4]:
Theorem 1.1. Let G be a graph with adjacency matrix
A =
(
AX B
T
B C
)
, (1)
where AX is the adjacency matrix of the subgraph induced by the vertex set X. Then
X is a star set for µ in G if and only if µ is not an eigenvalue of C and
µI − AX = BT(µI − C)−1B. (2)
From (2), we see that if µ, C and B and are fixed then AX is uniquely determined.
In other words, given the eigenvalue µ, a star complement H for µ, and the H -
neighbourhoods of the vertices in the star set X, the graph G is uniquely determined.
We may ask to what extent a graph G is determined by its star complement H , for
a fixed µ. (Equivalently, which matrices AX and B satisfy (2), when C and µ are
prescribed?) In the light of the observations above, if we wish to look for graphs
with H as a star complement for µ, it is sufficient to consider graphs G which are
H -maximal.
We now fix some notation and terminology. Given a graph H , a subset U of
V (H), and a vertex u not in V (H), let H(U) be the graph obtained from H by
joining u to all vertices of U . We will say that U , and the graph H(U), are good
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with respect to µ if µ is an eigenvalue of H(U) but is not an eigenvalue of H .
Theorem 1.1 shows that a set U is good if and only if bT(µI − C)−1b = µ, where
b is the characteristic vector of u and C is the adjacency matrix of H . Assuming that
µ ∈ {−1, 0}, a good set U is non-empty. Good sets are of interest for the following
reason. Let X = {u1, . . . , uk} be a star set for µ in G, with star complement H , and
let Ui be the set of H -neighbours of ui (i = 1, . . . , k). Then, for each i, {ui} is a star
set for µ in H(Ui), with star complement H . So star sets are composed entirely of
vertices whose H -neighbourhoods are good sets.
We shall need also the following definitions. The line graph L(H) of a graph H is
the graph whose vertex set corresponds to edges of H , with two vertices of L(H) be-
ing adjacent if and only if the corresponding edges of H have a vertex in common. If
G = L(H) for some H , then H is called a root graph of G. We may assume that the
root graph has no isolated vertices. For each n  1, the cocktail party graph CP(n)
is the graph obtained from the complete graph K2n by removing a perfect matching
(i.e. n independent edges). We also define CP(0) to be the graph with no vertices.
Now let H be a graph of order n, and a = (a1, a2, . . . , an) an n-tuple of non-negative
integers. Then the generalized line graph L(H ; a) is the graph obtained from the
disjoint union of L(H) and CP(a1), . . . , CP (an) by joining each vertex {vi, vj }
of L(H) to all vertices of CP(ai) and CP(aj ). Note that when a = (0, 0, . . . , 0)
the generalized line graph is in fact just an ordinary line graph. If G = L(H ; a) for
some H , then (see [6]) the root graph of G is the multigraph Hˆ obtained from H by
adding ai petals at vertex i (i = 1, . . . , n). Here a petal is a pendant edge which has
been duplicated to form a pendant 2-cycle. Then L(H ; a) = L(Hˆ ) if it is understood
that in L(Hˆ ) two vertices are adjacent if and only if the corresponding edges in Hˆ
have exactly one vertex in common. Again we may assume that Hˆ has no isolated
vertices.
It is well known in spectral graph theory (see, for example, [5, p. 4]) that the least
eigenvalue of a generalized line graph is greater than or equal to −2, and that all
but a finite number of connected graphs with least eigenvalue greater than or equal
to −2 are generalized line graphs. A connected graph with least eigenvalue greater
than or equal to −2 that is not a generalized line graph is called an exceptional graph.
Exceptional graphs have been shown to have at most 36 vertices, and all the maximal
exceptional graphs have recently been identified (see [8]). More details on this topic
can be found in [6,5,9] and the forthcoming book [11].
In this paper, we shall be concerned solely with the eigenvalue −2. In Sections
3 and 4, we consider those graphs for which either a path or an odd cycle is a star
complement, H say, for −2, and we go on to determine all the H -maximal graphs
which arise. These problems were solved in [1,2], apart from the exceptional cases
H = P7, P8. When t  37, the results are also a consequence of theory developed
in [11], though we show in Section 2 that the proof there extends easily to all values
of t ∈ {6, 7, 8}.
However, we wish to offer a quite different approach, using the forbidden sub-
graph technique. Let us denote the least eigenvalue of a graph G by λmin(G). By
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the Interlacing Theorem (see [6, p. 19]), if λmin(G) = −2, then λmin(G′)  −2 for
any induced subgraph G′ of G. In this context, we describe a subgraph G′ for which
λmin(G′) < −2 as a forbidden subgraph for the property λmin(G) = −2.
Remark 1.2. Suppose that U is good with respect to µ, i.e. that µ is an eigenvalue
of H(U). If λmin(H) > µ, then it follows from the Interlacing Theorem that µ is the
least eigenvalue of H(U).
2. Some preliminary results
In this section we recall some results which will be needed later, and go on to
deduce some simple but useful consequences.
The index of a graph G is the largest eigenvalue of G, and a Smith graph is a
connected graph whose index is equal to 2.
Theorem 2.1. The Smith graphs are the graphs shown in Fig. 1. (In the first two
cases, n denotes the order of the graph.)
Corollary 2.2. The least eigenvalue of a Smith graph G is −2 unless G is an odd
cycle.
A connected proper induced subgraph of a Smith graph is called a reduced Smith
graph. It is easily shown that:
Corollary 2.3. Any reduced Smith graph has least eigenvalue greater than −2.
By extending Smith graphs we get:
Proposition 2.4. Let G be a Smith graph other than C3, C5 or C7, and let H be
obtained from G by adding a pendant edge, or several pendant edges in succession.
Then H has least eigenvalue less than −2.
Proof. When a non-isolated vertex is added to a connected graph, the index is
strictly increased; the least eigenvalue either stays the same or decreases, by the
Interlacing Theorem. However, the least eigenvalue certainly decreases whenever the
extended graph is bipartite (by the Parity Theorem; see, for example, [4, p. 87]).
The result follows, except for odd cycles of length at least nine. So let G be such a
cycle, and let H be obtained from G by adding pendant edges. Let G′ be the graph
obtained from T4 by adding a pendant edge in such a way that P8 is an induced
subgraph of G′: then G′ is an induced subgraph of H . By the foregoing remarks,
G′ has least eigenvalue less than −2, and therefore H has least eigenvalue less than
−2. 
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Fig. 1. The Smith graphs.
The following result concerning line graphs was obtained by Doob (see, for ex-
ample, [6]):
Theorem 2.5. If H is a connected graph with n vertices and m edges, then the
multiplicity of the eigenvalue −2 of L(H) is m − n, unless H is bipartite, in which
case it is m − n + 1.
This result was extended in [6] to generalized line graphs:
Theorem 2.6. If H is a connected graph with n vertices and m edges, then the mul-
tiplicity of the eigenvalue −2 of L(H ; a1, a2, . . . , an), for any non-negative integers
a1, a2, . . . , an, is m − n +∑ni=1 ai, unless (a1, a2, . . . , an) = (0, 0, . . . , 0) and H
is bipartite. In the latter case the multiplicity is m − n + 1.
The next result is taken from [10]:
Theorem 2.7. Let G be a connected graph with least eigenvalue −2. Then G is
exceptional if and only if it has an exceptional star complement for −2.
In the situation of Theorem 2.7, any exceptional star complement for −2 will have
least eigenvalue strictly greater than −2, and exceptional graphs for which this holds
are known to have 6, 7 or 8 vertices (see, for example, [5, p. 4]). This observation
leads immediately to the following result:
Theorem 2.8. Let H be a connected graph of order t, where t /= 6, 7 or 8, and
with least eigenvalue greater than −2. If G is a maximal graph having H as a star
complement for −2, then G is a generalized line graph.
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Proof. If G were not a generalized line graph, it would be exceptional, and so,
by Theorem 2.7, would have an exceptional star complement for −2. However, the
order of this star complement is t , and this is a contradiction since t /= 6, 7 or 8. 
Theorem 2.6 shows that if H is a connected generalized line graph with least
eigenvalue greater than −2, then its root graph Hˆ is of one of the following types: a
tree, an odd unicyclic graph, or a tree with one petal. (By an ‘odd unicyclic’ graph
we mean a unicyclic graph in which the cycle is odd.)
The maximal graphs which arise are described in the following theorem (c.f. [10,
Section 4] or [11]).
Theorem 2.9. Let H = L(Hˆ ) be a connected generalized line graph of order t
(t /= 6, 7 or 8) with least eigenvalue greater than −2.
(a) If Hˆ is a tree with p vertices in one colour class and q in the other (so that
p + q = t + 1), then L(Kp,q) is the unique H -maximal graph.
(b) If Hˆ is an odd unicyclic graph, or a tree with one petal, let Hˆ ′ be obtained
from Hˆ by replacing none, some, or all of its pendant edges by petals. If ai (i =
1, . . . , s) is the number of petals of Hˆ ′ at vertex i (so that s +∑si=1 ai = t),
then L(Ks; a1, . . . , as) is an H -maximal graph. All H -maximal graphs can be
obtained in this way.
Remark 2.10. Note that if Hˆ = Ct , where t is odd and not equal to 7, then there is
a unique H -maximal graph, namely L(Kt).
Remark 2.11. The conclusions of Theorems 2.8 and 2.9 continue to hold when
t = 6, 7 or 8, provided that the ostensible H -maximal graphs are not exceptional.
3. Star complement Pt for −2
We demonstrate the forbidden subgraph technique by giving a complete analy-
sis for H = Pt . Note first that Pt has least eigenvalue greater than −2. It is easily
checked that no graph has P1 or P2 as a star complement for −2, so we may assume
that t  3.
Let U be a subset of V (H). Given that H = Pt (t fixed), it is convenient to
modify the notation of Section 1 by writing P(U) in place of H(U). Let s be the
number of vertices in U , and recall that if U is good then s  1. We may assume that
U = {u1, u2, . . . , us}, where 1  u1 < u2 < · · · < us  t . If s = 1, P(U) is a tree,
while if s  2, P(U) is an (s − 1)-cyclic graph. In the latter case, P(U) consists
of two terminal paths Q1 and Q2, along with s − 1 cycles Z1, Z2, . . . , Zs−1. Here
Q1 has length l0 = u1 − 1, and is attached at the vertex u1, while Q2 has length
ls = t − us , and is attached at the vertex us . For i = 1, . . . , s − 1, the cycle Zi
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consists of vertices u, ui and ui+1, along with all the vertices of Pt which lie between
ui and ui+1. Thus l(Zi), the length of Zi , is equal to li + 2, where li = ui+1 − ui
(1  i  s − 1).
Our aim now is to identify all good graphs P(U), i.e. to identify the sets U for
which P(U) has −2 as an eigenvalue. We accomplish this in the course of Lemmas
3.1–3.6, which deal with the following conditions on the cycles Zi : (i) no cycles
exist (i.e. P(U) is a tree); (ii) at least one of the Zi is even, or at least one is odd and
of length at least 9; (iii) all the Zi are odd and of length at most 7, with at least one
of length exactly 7; (iv) all the Zi are odd and of length at most 5, with at least two
of length exactly 5; (v) all the Zi are odd and of length at most 5, with just one of
length exactly 5; (vi) all the Zi are triangles.
Lemma 3.1. If P(U) is a tree then the only good graphs are T3 and T4.
Proof. Suppose that P(U) is a tree, i.e. that s = 1. We may assume, without loss of
generality, that 0  l0  l1.
Suppose first that t  8: then there are only a few cases to consider, and in all
except three of these P(U) is a reduced Smith graph, and so is not good (by Cor-
ollary 2.3). The exceptions are the following: (i) t = 8, l0 = 2, l1 = 5; (ii) t = 7,
l0 = l1 = 3; and (iii) t = 8, l0 = 3, l1 = 4. In case (i), P(U) is the Smith graph T3,
and in case (ii) P(U) = T4; both are good graphs by Corollary 2.2. In case (iii),
P(U) is an extension of T4, and so, by Proposition 2.4, the least eigenvalue of P(U)
is less than −2; Remark 1.2 then shows that P(U) is not good.
Finally, suppose that t > 8: then P(U) is a reduced Smith graph when l0 = 0 or
1; while if l0  2 then P(U) is an extension of T3. The result follows. 
Lemma 3.2. Suppose that at least one of the cycles Z1, . . . , Zs−1 is even, or that
at least one is odd and of length at least nine. Then P(U) is good if and only if U is
one of the following sets:
1◦ {1, t} (t odd);
2◦ {1, i, i + 1} (i − 1 even), or {i − 1, i, t} (t − i even);
3◦ {i − 1, i, j, j + 1} (j − i even);
where 1  i < j  t .
Proof. Let Zi be an even cycle, or an odd cycle of length at least nine, and sup-
pose that P(U) is good. If uj ∈ U , and if ui − uj > 1 or uj − ui+1 > 1, then λmin
(P (U)) < −2 (by Proposition 2.4, applied on Zi and an edge uuj ), and this contra-
dicts the assumption that P(U) is good. So there can be at most two cycles in addition
to Zi , and they must both be triangles; thus s = 2, 3 or 4. If s = 2, then u1 = 1 and
u2 = t , because otherwise Proposition 2.4 shows that P(U) has least eigenvalue less
than −2. If s = 3 then for the same reason either u1 = 1 and u3 − u2 = 1, or u3 = t
and u2 − u1 = 1. Finally, if s = 4 then u2 − u1 = 1 and u3 − u4 = 1. In all these
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cases, P(U) is the line graph of a unicyclic graph Hˆ consisting of the path Pt+1 with
two of its vertices joined by an edge e (corresponding to the vertex u). If Hˆ were odd
then it would not be bipartite, and Theorem 2.5 would then give a contradiction; it
follows that U is given by one of 1◦–3◦.
Conversely, if U is of this form then Hˆ is bipartite and unicyclic, and Theorem 2.5
shows that P(U) is good. 
Lemma 3.3. Suppose that all of the cycles Z1, . . . , Zs−1 are odd and of length at
most seven, with at least one of them of length exactly seven. Then P(U) is good if
and only if t = 8 and U is one of the following sets: {1, 6, 7, 8} (or {1, 2, 3, 8}) and
{2, 7, 8} (or {1, 2, 7}).
Proof. Let Zj be a cycle of length seven, and suppose that Zi is any other cycle of
length at least five. Without loss of generality, we can assume that i < j . Consider
the subgraph of P(U) induced by ui , ui + 1 and the vertices of Zj . It may be ver-
ified that this graph has least eigenvalue less than −2, and is therefore a forbidden
subgraph. It follows that all cycles other than Zj are triangles.
Suppose now that there are exactly three triangles, and that t = 9. There are just
two (non-isomorphic) graphs P(U); it may be verified that both of these have least
eigenvalue less than −2. These are forbidden subgraphs for any value of t greater
than 9; so P(U) is not good whenever there are exactly three triangles. Similarly,
P(U) is not good if there are more than three triangles, because there would then be
a forbidden subgraph with three triangles.
Next, suppose that there are just two triangles. If the triangles do not have a com-
mon edge then P(U) is the line graph of an odd unicyclic graph, and its least eigen-
value is therefore greater than −2. If, on the other hand, the two triangles do have a
common edge, then it may be checked that the least eigenvalue of P(U) is −2 when
t = 8, but less than −2 when t = 9. It follows that the least eigenvalue is less than
−2 whenever t > 9.
We next suppose that there is only one triangle, and we may assume that l(Z1) =
7 and l(Z2) = 3. If l0 = 0, then P(U) is a line graph of an odd unicyclic graph,
and thus λmin(P (U)) > −2, while if l0 = 1 and l3 = 0, then P(U) is good. But if
l0 = 1, l3 = 1, or l0 = 2, l3 = 0 then λmin(P (U)) < −2; for all other values of l0
and l3, P(U) has one or other of these two graphs as a forbidden subgraph, and so is
not good.
Finally, it may be checked that, if there are no triangles at all, then λmin(P (U))
is greater than −2 when t is 6 or 7, but less than −2 when t = 8, and therefore less
than −2 whenever t > 8.
This completes the proof of the lemma. 
Lemma 3.4. Suppose that all of the cycles Z1, . . . , Zs−1 are odd and of length at
most five, with at least two of length exactly five. Then P(U) is good if and only if
t = 7 and U = {1, 4, 7}, or t = 8 and U = {1, 4, 5, 8}.
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Proof. Let Zi and Zj (i < j) be two cycles of length five. If uj > ui+1 + 1 then
the subgraph of P(U) induced by the two cycles is forbidden, since its least ei-
genvalue may be verified to be less than −2. So either uj = ui+1, or uj = ui+1 +
1. It may be verified that the stated conditions (t = 7, U = {1, 4, 7}; t = 8, U =
{1, 4, 5, 8}) yield good graphs P(U). On the other hand, λmin(P (U)) < −2 for each
of the graphs P(U) arising from: t = 8, U = {1, 4, 7}; t = 8, U = {1, 4, 7, 8}; t =
9, U = {1, 4, 5, 8}; t = 9, U = {1, 4, 5, 8, 9}. These are forbidden subgraphs for all
other instances of uj = ui+1 and uj = ui+1 + 1. So no other good graphs arise. 
Lemma 3.5. Suppose that all of the cycles Z1, . . . , Zs−1 are odd and of length at
most five, with just one of length exactly five. Then P(U) is good if and only if
t = 7 and U is one of the following sets:
{1, 4, 5, 6} (or {2, 3, 4, 7}), {1, 2, 3, 6} (or {2, 5, 6, 7}), and {1, 2, 5} (or {3, 6, 7});
or
t = 8 and U is one of the following sets:
{1, 2, 5, 6, 7, 8} (or {1, 2, 3, 4, 7, 8}), {1, 2, 3, 6, 7} (or {2, 3, 6, 7, 8}), {1, 4, 5,
6, 7} (or {2, 3, 4, 5, 8}), {2, 5, 6} (or {3, 4, 7}), {1, 4} (or {5, 8}), {2, 5} (or {4, 7}),
and {3, 6}.
Proof. Here all the cycles are triangles, except for one cycle, Zi , of length five. It
is convenient to use the notation [3m, 5, 3n] to mean that there are m triangles to the
left of Zi (i.e. of the form Zj with j < i), and n triangles to the right of Zi (i.e. of
the form Zj with j > i).
Suppose first that the total number of triangles is four. It may be verified that
[32, 5, 32] and [30, 5, 34] (or [34, 5, 30]) are forbidden patterns: they give rise to
graphs whose least eigenvalue is less than −2 when l0 = ls = 0, and therefore also
for all other values of l0 and ls . The pattern [31, 5, 33] (or [33, 5, 31]) is allowed if
t = 8, but not if t = 9; it is therefore not allowed whenever t > 8.
No good graphs exist with more than four triangles. To see this, it is sufficient to
note that the patterns [31, 5, 34] and [32, 5, 33], with l0 = ls = 0, give graphs with
least eigenvalue less than −2.
Suppose now that there are just three triangles. Then we have one of the patterns
[30, 5, 33] (or [33, 5, 30]) and [31, 5, 32] (or [32, 5, 31]) in P(U). If t = 7 (i.e. if
l0 = ls = 0), then λmin(P (U)) > −2 and U is not good. If t = 8 (i.e. l0 + ls = 1),
then U is good for the pattern [30, 5, 33] if l0 = 0 (or for [33, 5, 30] if l0 = 1), and for
the pattern [31, 5, 32] if l0 = 1 (or for [32, 5, 31] if l0 = 0). The other two patterns for
t = 8 give rise to graphs for which λmin(P (U)) < −2. Arguments similar to those
used earlier then show that whenever t > 8 we have λmin(P (U)) < −2.
Suppose next that there are just two triangles. The pattern [31, 5, 31] gives rise
to a line graph of an odd unicyclic graph, and so U is not good. On the other hand,
[32, 5, 30] (or [30, 5, 32]) gives rise to two good graphs when t = 7. We find that
λmin(P (U)) is greater than −2 if t = 6, and is less than −2 whenever t > 7.
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If just one triangle exists, we may assume that l(Z1) = 5, l(Z2) = 3. If l0 = 0
then P(U) is the line graph of an odd unicyclic graph, and therefore λmin(P (U)) >
−2. If l0 = 1, then P(U) is good if l3 = 2, while λmin(P (U)) is greater than −2
when l3 = 0 or 1, and less than −2 when l3 > 2. Similarly, if l0 = 2, then P(U) is
good if l3 = 0, while λmin(P (U)) is less than −2 when l3 > 0. And λmin(P (U)) is
less than −2 whenever l0 > 2.
Finally, if there are no triangles at all, then λmin(P (U)) is greater than −2 when-
ever l0 + l2 < 4, and less than −2 whenever l0 + l2 > 4. If l0 + l2 = 4 then P(U) is
good.
Assembling the good graphs obtained, we arrive at the sets U in the statement of
the lemma. 
Lemma 3.6. Suppose that all the cycles Zi are triangles. Then P(U) is good if and
only if
t = 7 and U is one of the following sets:
{3, 4, 5}, {2, 3, 4, 5, 6} and {1, 2, 3, 4, 5, 6, 7}, or
t = 8 and U is one of the following sets:
{2, 3, 4} (or {5, 6, 7}), {1, 2, 3, 4, 5} (or {4, 5, 6, 7, 8}), {2, 3, 4, 5, 6, 7}, {1, 2, 3,
4, 5} (or {4, 5, 6, 7, 8}) and {1, 2, 3, 4, 5, 6} (or {3, 4, 5, 6, 7, 8}).
Proof. In this situation P(U) has s − 1 (= k, say) triangles. Denote l0, ls by m, n,
respectively; we may assume that m  n.
If k = 1 then P(U) is the line graph of a tree, and so has least eigenvalue greater
than −2.
Suppose next that k = 2. If m = 0 then P(U) is the line graph of an odd unicyclic
graph, and so again λmin(P (U)) > −2. If m = 1, then λmin(P (U)) is greater than
−2 when n = 1, 2 or 3, and less than −2 when n  5, whereas P(U) is good when
n = 4. If m = 2, then P(U) is good when n = 2, and λmin(P (U)) < −2 whenever
n > 2. For all m  3 (and n  m), λmin(P (U)) < −2.
If k = 3 then P(U) is not good, because it is the line graph of an odd unicyclic
graph.
Suppose that k = 4. If m = 0 then λmin(P (U)) is greater than −2 when n < 3,
equal to −2 when n = 3, and less than −2 when n > 3. If m = 1 then P(U) is good
when n = 1, while λmin(P (U)) is less than −2 when n > 1.
Next, let k = 5. If m = 0 then λmin(P (U)) is greater than −2 if n = 0 or 1, equal
to −2 if n = 2, and less than −2 if n  3. If m = 1 then P(U) is good if n = 1, and
λmin(P (U)) is less than −2 when n > 1.
Let k = 6. If m = 0 then λmin(P (U)) is equal to −2 if n = 0, and is less than −2
if n  1.
Finally, if k  7 then λmin(P (U)) < −2 for all m and n. 
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The above results can be summarized as follows:
Proposition 3.7. A set U is good if and only if it is given by one of the following:
1◦ {1, t} with t odd;
2◦ {1, i, i + 1} with i odd;
3◦ {i − 1, i, t} with i and t of the same parity;
4◦ {i − 1, i, j, j + 1} with i and j of the same parity;
5◦ {4}, {1, 2, 5}, {1, 4, 7}, {3, 4, 5}, {3, 6, 7}, {1, 4, 5, 6}, {2, 3, 4, 7}, {1, 2, 3, 6},
{2, 5, 6, 7}, {2, 3, 4, 5, 6} and {1, 2, 3, 4, 5, 6, 7}, with t = 7;
6◦ {3}, {6}, {1, 4}, {2, 5}, {3, 6}, {4, 7}, {5, 8}, {1, 2, 7}, {2, 3, 4}, {2, 5, 6}, {2, 7, 8},
{3, 4, 7}, {5, 6, 7}, {1, 2, 3, 8}, {1, 4, 5, 8}, {1, 6, 7, 8}, {1, 2, 3, 4, 5}, {1, 2, 3,
6, 7}, {1, 4, 5, 6, 7}, {2, 3, 4, 5, 8}, {2, 3, 6, 7, 8}, {4, 5, 6, 7, 8}, {1, 2, 3, 4, 5, 6},
{1, 2, 3, 4, 7, 8}, {1, 2, 5, 6, 7, 8}, {2, 3, 4, 5, 6, 7} and {3, 4, 5, 6, 7, 8}, with
t = 8.
Provided that t is not equal to 7 or 8, we can now deduce that there is a unique
maximal graph with Pt as a star complement for −2:
Theorem 3.8 (Bell [2]). If t  3 and t /= 7, 8 then L(K t+12 , t+12 	) is the unique
maximal graph having Pt as a star complement for −2.
Proof. Note first that L(Pt+1) = Pt , and that the sets U in cases 1◦–4◦ of Prop-
osition 3.7 correspond precisely to the different ways of adding an edge to Pt+1
without creating any odd cycles. In other words, edges are added only between ver-
tices in Pt+1 belonging to two different colour classes. By adding all such edges
to Pt+1, we obtain a complete bipartite graph: Km,m if t = 2m − 1, and Km,m+1 if
t = 2m. Equivalently, we are adding vertices to Pt , ending up with the unique graph
L(Km,m) (if t = 2m − 1), or L(Km,m+1) (if t = 2m), and this graph has Pt as a star
complement for −2. 
Note that Theorem 3.8 is also a consequence of Theorem 2.9, except when t = 6.
In the situation of Theorem 3.8, vertices corresponding to all of the good sets
can be included in a single star set, and this yields the maximal graph. In general,
however, it may or may not be possible for two vertices u1 and u2 (corresponding to
good sets U1, U2) to belong to the same star set. In order to deal with the exceptional
cases when t is 7 or 8, we need to find when it is possible.
Let U1 and U2 be good sets, and let H(U1, U2; 0) be the graph obtained from H
by joining a new vertex u1 to all vertices of U1, and joining a second new vertex
u2 to all vertices of U2, with u1 and u2 non-adjacent. In addition, let H(U1, U2; 1)
be the same as H(U1, U2; 0), except that u1 and u2 are adjacent. We will call u1
and u2 good partners if µ is an eigenvalue of multiplicity two in one of the graphs
H(U1, U2; 0), H(U1, U2; 1). A necessary and sufficient condition for u1 and u2 to
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be good partners is provided by Theorem 1.1: if b1 and b2 are the characteristic
vectors of u1, u2 respectively, and C is the adjacency matrix of H , then u1 and u2
are good partners if and only if bT1 (µI − C)−1b2 is equal to either 0 or −1. (Here
u1, u2 are non-adjacent in the first case, and adjacent in the second.)
It can be proved (see [14, Proposition 3.1]) that if u1, . . . , uk are vertices corre-
sponding to good sets U1, . . . , Uk , then {u1, . . . , uk} is a star set if and only if each
pair of the vertices u1, . . . , uk are good partners.
This leads us to the notion of the extendability graph (H,µ) (cf. [10,13]). The
vertices of this graph are the different good sets U , and two vertices are adjacent in
the extendability graph if and only if the two sets are good partners. The problem of
finding H -maximal graphs is then reduced to that of finding maximal cliques in the
extendability graph. The vertices of each such clique determine the H -neighbour-
hoods of the vertices of the corresponding star set X in G. For more details of this
procedure, see e.g. [10].
Consider first the case t = 7. Proposition 3.7 shows that there are 20 good vertices
in all: one of type 1◦, two of type 2◦, two of type 3◦, four of type 4◦ and eleven of
type 5◦. It may be checked that the extendability graph E is the complement of the
graph
E¯ = S(K1,7) ∪ 2K2 ∪ K1.
(Here S(K1,7) is the subdivision graph of K1,7, i.e. the graph obtained from K1,7 by
subdividing each edge by one vertex.)
The vertices of E¯ correspond to the various good sets in the following way.
The S(K1,7) component has {4} as its central vertex; the seven vertices of degree
two are {1, 7}, {1, 5, 6}, {2, 3, 7}, {2, 3, 5, 6}, {1, 2, 5}, {3, 4, 5}, {3, 6, 7}; and the
vertices of degree one adjacent to these are respectively {2, 3, 4, 5, 6}, {2, 3, 4, 7},
{1, 4, 5, 6}, {1, 4, 7}, {3, 4, 6, 7}, {1, 2, 6, 7}, {1, 2, 4, 5}. The K2 components have
vertices {1, 3, 4}, {2, 5, 6, 7} and {4, 5, 7}, {1, 2, 3, 6}. Finally, the K1 component
consists of the vertex {1, 2, 3, 4, 5, 6, 7}. We will denote these good sets, in the order
just described, by U1, . . . , U20. (Thus U1 = {4}, U2 = {1, 7}, etc.)
We need to determine the maximal cliques of E, or equivalently, the maximal co-
cliques of E¯. It is easy to see that each of these has either 11 or 10 vertices (depending
on whether the central vertex U1 of S(K1,7) is included or not), and the H -maximal
graphs therefore have either 18 or 17 vertices. (These graphs are all exceptional,
because, by Remark 2.11, a maximal graph would otherwise have to be L(K4,4),
and this has only 16 vertices.) Because of the K1 component of E¯, the extendability
graph is a cone: the isolated vertex U20 is contained in all maximal co-cliques of E¯.
It is interesting to note that each of the 17-vertex H -maximal graphs is also a cone,
with the vertex U20 adjacent to all the other vertices. This is not the case, however,
with the 18-vertex maximal graphs, since we find that U20 and U1 are not adjacent.
Having found all maximal graphs, we now need to determine how many different
isomorphism classes they belong to. The results obtained by the computer program
‘STAR’ (written by Lepovic´) can be summarized as follows.
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Theorem 3.9. There are 28 non-isomorphic maximal graphs having P7 as a star
complement for −2, and all are exceptional graphs. For each graph Gi (i =
1, . . . , 28) in the list below, the following data are given: the number of vertices,
the number of edges, the largest eigenvalue (or index), followed by the vertices of a
star set.
G1 : (17; 64, 8.0000) U2, U3, U4, U5, U13, U14, U15, U16, U18, U20;
G2 : (17; 64, 8.0000) U2, U5, U6, U8, U10, U11, U14, U16, U18, U20;
G3 : (17; 67, 8.4641) U2, U3, U4, U6, U12, U14, U15, U16, U19, U20;
G4 : (17; 67, 8.4641) U2, U3, U4, U5, U13, U14, U15, U16, U19, U20;
G5 : (17; 67, 8.4641) U2, U5, U6, U7, U10, U11, U15, U16, U19, U20;
G6 : (17; 68, 8.6056) U2, U6, U7, U10, U11, U12, U15, U16, U19, U20;
G7 : (17; 68, 8.6056) U2, U3, U4, U12, U13, U14, U15, U16, U19, U20;
G8 : (17; 71, 9.0000) U2, U6, U10, U11, U12, U14, U15, U16, U19, U20;
G9 : (17; 71, 9.0000) U6, U7, U9, U10, U11, U12, U15, U16, U19, U20;
G10 : (17; 72, 9.1231) U2, U3, U6, U11, U12, U14, U15, U16, U19, U20;
G11 : (17; 72, 9.1231) U2, U3, U5, U11, U13, U14, U15, U16, U19, U20;
G12 : (17; 72, 9.1231) U2, U3, U6, U7, U11, U12, U15, U16, U18, U20;
G13 : (17; 72, 9.1231) U3, U6, U7, U9, U11, U12, U15, U16, U19, U20;
G14 : (17; 75, 9.4721) U2, U3, U11, U12, U13, U14, U15, U16, U19, U20;
G15 : (17; 75, 9.4721) U3, U6, U9, U11, U12, U14, U15, U16, U19, U20;
G16 : (17; 75, 9.4721) U3, U5, U6, U7, U9, U11, U15, U16, U19, U20;
G17 : (17; 76, 9.5826) U4, U6, U9, U10, U12, U14, U15, U17, U19, U20;
G18 : (17; 76, 9.5826) U6, U9, U10, U11, U12, U14, U15, U16, U19, U20;
G19 : (17; 76, 9.5826) U5, U7, U9, U10, U11, U13, U15, U17, U19, U20;
G20 : (17; 76, 9.5826) U3, U5, U6, U9, U11, U14, U15, U16, U19, U20;
G21 : (17; 79, 9.8990) U3, U8, U9, U11, U12, U13, U14, U16, U19, U20;
G22 : (17; 79, 9.8990) U3, U5, U9, U11, U13, U14, U15, U16, U19, U20;
G23 : (17; 79, 9.8990) U3, U5, U7, U8, U9, U11, U13, U16, U19, U20;
G24 : (17; 80, 10.0000) U3, U9, U11, U12, U13, U14, U15, U16, U19, U20;
G25 : (17; 83, 10.2915) U5, U9, U10, U11, U13, U14, U15, U17, U19, U20;
G26 : (18; 88, 10.4721) U1, U9, U10, U11, U12, U13, U14, U15, U16, U18, U20;
G27 : (18; 91, 10.7236) U1, U9, U10, U11, U12, U13, U14, U15, U16, U19, U20;
G28 : (18; 92, 10.8054) U1, U9, U10, U11, U12, U13, U14, U15, U17, U19, U20.
The cospectral graphs G1, G2 are of some interest, G1 being the cone over
L(K4,4) and G2 the cone over the Shrikhande graph. As is well known, L(Kn,n)
is characterized by its spectrum unless n = 4, when the Shrikhande graph has the
same spectrum as L(K4,4) (see e.g. [4, Theorem 6.18]).
The extendability graph for t = 8 is less easily described than that for t = 7,
and we content ourselves here with a statement of the results obtained by the pro-
gram ‘STAR’. The maximal graphs found all have at least 30 vertices, and must
therefore be exceptional graphs. (If not exceptional, a maximal graph would have
to be L(K4,5), by Remark 2.11, and this has only 20 vertices.) Any maximal graph
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therefore has an exceptional 8-vertex star complement for −2, and so must be one of
the 473 maximal exceptional graphs found by Cvetkovic´ et al. [7,8], and announced
independently by Munemasa and Kitazume. We identify the graphs concerned in
Theorem 3.10, using the Gijk notation of [7, p. 58] and [11]. (A slightly different
labelling (Mijk) was adopted in [8], and we give this also, for ease of reference.)
Theorem 3.10. There are 13 non-isomorphic maximal graphs having P8 as a star
complement for −2, as listed below. (The numbers in parentheses are the number of
vertices, the number of edges, and the index.)
(1) G455 = M437 (30; 256; 17.9589),
(2) G460 = M460 (31; 269; 18.2621),
(3) G461 = M461 (31; 269; 18.4136),
(4) G462 = M463 (31; 269; 18.4136),
(5) G463 = M462 (31; 272; 18.4462),
(6) G464 = M464 (31; 273; 18.4637),
(7) G465 = M465 (31; 276; 18.6125),
(8) G467 = M467 (32; 290; 18.9833),
(9) G468 = M468 (32; 291; 19.0292),
(10) G469 = M469 (32; 295; 19.2111),
(11) G470 = M470 (33; 309; 19.5498),
(12) G471 = M471 (34; 326; 20.0000),
(13) G472 = M472 (34; 326; 20.0000).
4. Star complement Ct for −2
We now assume that H is a cycle Ct , where t (3) is a fixed odd number; then H
has least eigenvalue greater than −2. For any subset U of V (H), we again modify
the notation of Section 1, this time by writing C(U) in place of H(U): i.e. C(U) is
the graph obtained from Ct by joining a new vertex u to all the vertices of U . Again,
we denote the number of vertices in U by s, and have that s  1 if U is a good
set. As before, write U = {u1, u2, . . . , us}, where 1  u1 < u2 < · · · < us  t . For
each s  1, C(U) is an s-cyclic graph: it consists of cycles Z1, Z2, . . . , Zs , where
Zi consists of the vertex u, along with all vertices j of Ct such that ui  j  ui+1.
(In the subscripts, we assume addition is modulo s.) Thus l(Zi), the length of Zi , is
equal to li + 2, where li = ui+1 − ui(1  i  s − 1) and ls = u1 − us + t .
We will now look for good graphs C(U) for any non-empty U and a fixed t ( 3).
We distinguish the following conditions on s: (i) s  3; (ii) s = 4; (iii) s  5. The
results for these cases are given in Lemmas 4.1–4.3.
Lemma 4.1. If s  3 then C(U) is not good.
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Proof. Suppose first that s = 1. It may be checked that λmin(C(U)) > −2 whenever
t  7, while if t  9 we have λmin(C(U)) < −2, by Proposition 2.4.
Suppose next that s = 2. Then the cycles Z1 and Z2 are of different parity, so we
may suppose that Z1 is even. If l(Z2) > 3, it follows from Proposition 2.4 (applied
on an even cycle) that λmin(C(U)) < −2. So for C(U) to be good, Z2 must be a
triangle. But then C(U) is the line graph of the odd unicyclic graph obtained from
Ct by adding a pendant edge, and this implies that λmin(C(U)) > −2.
Assume finally that s = 3. Then Z1, Z2 and Z3 are either all odd, or two are
even and one odd. The latter possibility can be rejected by applying Proposition 2.4
to an even cycle. So suppose that all the cycles are odd. It is easily verified that
λmin(C(U)) > −2 whenever t  7. If t  9, we distinguish three possibilities: (i)
none of the cycles is a triangle; (ii) just one is a triangle; (iii) two of the cycles are
triangles. For (i), λmin(C(U)) < −2, by Proposition 2.4 applied on T2(6). For (ii),
the same result follows from Proposition 2.4, applied this time on T5. For case (iii),
consider the graph obtained from K4 by removing one edge and adding a pendant
path at each of the vertices of degree 2, one of length 2 and the other of length 3.
This graph has least eigenvalue less than −2, and it is an induced subgraph of C(U),
and so again λmin(C(U)) < −2. 
Lemma 4.2. If s = 4, then C(U) is good if and only if u is adjacent to the end-
vertices of two non-adjacent edges of Ct .
Proof. If s = 4 then at least one of the cycles is even. It then follows by applying
Proposition 2.4 to an even cycle that λmin(C(U)) < −2, unless the cycles neigh-
bouring the even cycle are both triangles; equivalently, unless u is adjacent to the
end-vertices of two non-adjacent edges of Ct . In this situation, C(U) is the line
graph of a graph obtained from Ct by joining two of its vertices, and is therefore
good, by Theorem 2.5. 
Lemma 4.3. If s  5, then C(U) is not good.
Proof. Suppose that s  5. If one or more of the cycles Zi is even, then, by Prop-
osition 2.4, C(U) is not good. We can therefore assume that all the cycles are odd,
which implies that s is odd.
We deal first with the case s = 5. If there is some cycle of length at least 9 then
C(U) is not good, by Proposition 2.4 again. Now suppose that there is some cycle
of length 7. If another of the cycles has length at least 5, then the graph obtained
from T5 by attaching a pendant edge at one of the end-vertices is an induced sub-
graph of C(U), so that λmin(C(U)) < −2. If there is no such second cycle, then
the cycles have lengths 7, 3, 3, 3, 3, and it may be verified that C(U) then has
least eigenvalue less than −2. We can now assume that all the cycles have length
at most 5. If two adjacent cycles have length 5, then the graph obtained from T2(6)
by attaching a pendant edge at one of the end-vertices is an induced subgraph of
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C(U); so again λmin(C(U)) < −2. It follows that there are at most two cycles of
length 5, and the five cycles have lengths 5, 3, 5, 3, 3; but again it may be checked
that λmin(C(U)) < −2. Finally, if the number of cycles of length five is either one
or zero, then λmin(C(U)) > −2, so C(U) is not good.
Suppose next that s  7. Then, provided that the cycles are not all triangles, the
graph obtained from T6 by attaching a pendant edge at one of the end-vertices is an
induced subgraph of C(U), and therefore λmin(C(U)) < −2. If, on the other hand,
all the cycles are triangles, we deal separately with the cases t = 7, t  9. For the
first of these, we can check that λmin(C(U)) > −2. For the second, note that the
join of K1 and P8 has least eigenvalue less than −2, and it is therefore a forbidden
subgraph of C(U). In either case C(U) is not good. 
Theorem 4.4 (Bell [1]). If t is an odd integer 3 then L(Kt) is the unique maximal
graph having Ct as a star complement for −2.
Proof. The proof is analogous to that of Theorem 3.8; this time we note that L(Ct ) =
Ct . The good graphs C(U) are those found in Lemma 4.2, and each of these is the
line graph of a graph obtained by adding an edge to Ct . By adding all such edges
to Ct we obtain Kt , and it follows that L(Kt) is the unique maximal graph with star
complement Ct for −2. 
Note that Theorem 4.4 is also a consequence of Theorem 2.9, except when t = 7.
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