have many different forms with one of the most general characterizations occurring from the 23 description of disease dynamics with nonlinear Volterra integral equations. Despite this generality, the 24 vast majority of disease modellers prefer the special case where nonlinear Volterra integral equations 25 reduce to systems of differential equations through the traditional assumptions that 1) the 26 infectiousness of a disease corresponds to incidence, and 2) the duration of infection follows either an 27 exponential or Erlang distribution. However, these assumptions are not the only ones that simplify 28 nonlinear Volterra integral equations in such a way. In what follows, we illustrate a biologically more 29 accurate description of the total infectivity of a disease that reduces systems of nonlinear Volterra 30 integral equations to a class of novel compartmental models, as described by systems of differential 31 equations. We demonstrate the consistency of these novel compartmental models to their traditional 32 counterparts when the duration of infection follows either an exponential or Erlang distribution, and 33 provide a novel compartmental model for a Pearson 5] . For this general compartmental model, we consider the number of 124 susceptible individuals to be denoted as , and the total infectivity of the disease (at time ) to be 125 denoted as . We define as the sum of the products of the number of individuals at a particular ( ) ( ) 126 age of infection that remain infectious with their mean infectivity for that particular infection age. We 127 also define as the total infectivity of the individuals initial infected with the disease at the start of the 
134
For simplicity, we assume that , and so the progression of an epidemic throughout a ( -) = 1 135 population can be described with the integral equations,
(1)
136
Here is the force of infection, which we assume to be
137 where is the average number of contacts individuals in a population make per unit of time.
138
Traditionally, to reduce (1) to a system of differential equations requires that 1) the duration of infection 139 follows the exponential distribution,
where is the recovery rate, and 2) that the infectiousness of a disease corresponds directly to the 142 number of infected individuals, . Combining these assumptions, along with an additional = 143 compartment to track recovered individuals, transforms system (1) into ,
144
An important feature of system (2) is that it conserves the total population: 145 ( ) + ( ) + ( ) = 0 + 0 + 0 = .
146
Differentiating system (2) with respect to , and substituting the integral equation for for the ( )
147
remaining integrals yields the classic SIR system:
148 Alternatively, (1) reduces to a system of differential equations when 1) the duration of infection is the 149 survival function of the Erlang distribution,
where is a shape parameter that determines the total number of infection stages and is the average .
155
Combining these assumptions, along with an additional compartment to track recovered individuals, ,
( 3) 157
Equivalently, if the linear chain trick is applied, we have that
161
An important feature of system (3) is that it conserves the total population: 162 ( ) + ( ) + ( ) = 0 + ∑ 0, + 0 = .
163
Differentiating system (3) with respect to , applying the 'linear chain trick', and substituting as ( )
165
To obtain our novel differential equation compartmental models, we generalize the assumptions used to 166 formulate system (2). We first assume the infectiousness of a disease corresponds to the product of the 167 number of infected individuals with their average duration of infectiousness at time : individuals from different initial infectiontimes, and that individuals infected at different times are not 171 likely to remain infectious for the same time period. By including in (4), our notion of infectivity is ( )
172
able to differentiatie between similar quantities of infected individuals that may (or may not) contribute 173 differently to the spread of an epidemic.
174
In addition to assumption (4), we also assume that the duration of infection distribution corresponds to 175 a non-homogeneous analog of the exponential distribution, namely the survival function given by
176 where , and is a random variable that denotes the sojourn time in the infectious state. ≥ (5), which represents the probability of remaining infectious units after becoming infectious 181 at time . The associated hazard function to is given by
182 where is the survival function (for remaining infected) for individuals initially infected at time . ( , )
183
Similarly, the mean residual waiting-time associated with is also determined from (5) [30], and 184 defined as
185 From the mean residual waiting-time (7), it is also possible to uniquely determine the hazard function (6) 186 through the relation [30],
187
An important feature of the mean residual waiting-time (7) is that it is initially equivalent to the average duration of infectiousness, as
(9)
189
It follows from (7) and (8), and through the application of l'H pitials rule, that o
190
191
In addition to determining from , the receprical relation is also possible. For convenience we ( ) ( )
192
restrict (5) 
195
Noting that , definitions (6) and (7), and dividing through by we obtain
[ | > ] = + ( ) ( ).
196 Thus, subtracting from both sides we have that 
207 where by (9), and is given by (5). Note, the term accounts for (0) = ( , ) ( ) -( 0 + 0 ) 208 changes in the time-varying reference frame for the total person-days of those susceptible to infection 209 in the population.
210
Adding the equations of system (16) together, it follows that 212 Given and for all , we have that = 0 + 0 + 0 ( ) ≠ 0 213 ( ) + ( ) + ( ) = .
214 Imposing (4-7), taking the time derivative of system (16), and applying Leibniz rule for the derivatives of 215 integrals as needed, we obtain
216 where is given by (5), and is given by (8) (20)
222
In addition, an equilibrium where the infection was exhausted, leaving susceptible individuals that 223 escaped infection, and recovered individuals:
224
Turning our attention to the reproductive numbers of the disease, the basic reproductive number 225 obtained directly from the survival function is
227
To estimate the basic reproductive number using the next-generation method, we have that and ℱ =
228
Note, the motivation for instead of arises from the -1 = ( ) ' ( ) + 1 .
-
accounting for a change in average duration of infectivity, instead of the transfer of infected ( )
230
individuals to the recovered state. It follows that 
234
, to be ( )
235 236
Special cases of the duration of infection distribution
237
We now consider the duration of infection distributions used in traditional differential equation 238 compartmental models, namely the exponential distribution, and the Erlang distribution. In addition, we 239 illustrate a compartmental model that accounts for any mean, standard deviation, skewness, and excess 240 kurtosis, by assuming that the duration of infection is Pearson distributed. 
243
we have that [30] ,
244 and
245
Solving (8) under the assumption of (25) yields,
Substituting (26) into (19), we arrive at the traditional form of differential equation compartmental 247 models: 
251 Note, this formulation of an Erlang distributed random variable differs from that used in the derivation 252 of traditional compartmental models, as in general .
From (6) and (29), it follows that (8), we obtain the mean residual waiting-time:
256 Using (32) and its derivative in system (19), we obtain a compartmental model of only 3 equations that 257 features a duration of infection that is Erlang distributed, regardless of the value of .
258
We now apply 'linear chain trickery ' [9,32,33] to the obtained compartmental model of only 3 equations 259 to further illustrate the effects of a duration of infection that is Erlang distributed.
261
Imposing the assumption of (30)-(32) on (22), we have that
(34)
Thereby, from (34) and (35), we have that
267 By differentiating (35), making the appropriate substitutions of and , and -
recognizing that we have that
269 for , and when 1 < ≤ = 1, ' 1 ( ) 1 ( ) + 1 ( ) ' 1 ( ) =-1 ( ) 1 ( ) + ( ) ( ) ( )( -1)! ( )
270 Summing over the index yields,
271
Noting that , it follows from (36) that
and
272 Thereby, using (41) and simplifying the expression of we have that
and ' 1 ( ) 1 ( ) + 1 ( ) ' 1 ( ) =-
273 Isolating (42)-(43) for and , respectively, we arrive at ' ( ) 
274 and
275
Finally, we consider the special case when individual stages feature identically constant waiting-times,
277
Through (29), (30) and (32), we reduce system (19) to a system of 3 differential equations based on an 278 Erlang distributed duration of infection, or through the 'linear chain trick' a system of differential 
283
Thereby, (46)-(47) present an approach that is likely to better conserve the variation in infectious period, 284 at least relative to its traditional compartmental model counterparts.
285
Finally, in regards to the basic reproductive numbers, we have that , and ∫ ∞ ( , ) = lim 
289 and ℎ( ; , , 1 , 2 ) = ( -12 2 1 + 10 2 + 12)( -) + ( 1 2 + 6 1 )
290 Note, and are the mean, standard deviation, skewness, and excess kurtosis of the duration of , , 1 , 2 291
infection [30, 34, 35] .
292
To obtain the mean residual waiting-time in terms of the hazard function, we have that [30, 36] :
293
where and . = 1 2 3 2 1 -4 2 -12 6 2 1 -5 2 -6 , =-1 2 1 ( 2 + 6) 6 2 1 -5 2 -6 , = 1 2 3 2 1 -2 2 6 2 1 -5 2 -6 294 It follows from (15) that the mean residual waiting-time is:
Through the use of (8), we obtain from (52) a first order differential equation to determine : ( ) 
298
Thus, we require that to force the terms involving to drop out. Under this assumption, 3 2 1 -2 2 = 0 2 299 we have that lim t→∞ -1 ℎ ( ; , , 1 , 3
300 Given (55), the two formulations of the basic reproductive number are:
301 and A surprising outcome of our work is the discovery that the lower bound provided by the next-generation 343 method estimate of the basic reproductive number for the Pearson distributed example depends on 344 standard deviation and skewness, instead of the mean. As standard deviation and skewness indicate the 345 spread and lean of a distribution, it seems reasonable that their combination makes for a decent proxy 346 for the location of the middle of a distribution. While this could be a consequence of assuming that the 347 duration of infection follows the Pearson distribution, it also highlights a potentially new approach to 348 bound the basic reproductive number for a disease directly from data. The traditional assumptions that reduce the integral equation version of the Kermack and McKendrik 368 model to a system of differential equations provides disease modellers with a rich source for 369 mathematical and scientific discovery. Here, we proposed a generalization of these traditional 370 assumptions to a biologically more accurate description of the total infectivity of a disease. By imposing 371 these new assumptions, we provide a more descript picture of how a disease propagates throughout a 372 population, while retaining the convenience and simplicity of differential equation compartmental
