Researchers using survey methods can choose among a variety of methods aimed at detecting insufficient effort responding among the participants in their studies. Some of these methods entail modifying the survey questionnaire by adding bogus items, instructed-response items, or instructed manipulation checks. While these methods have been found effective in detecting insufficient effort responding, it remains unclear whether their presence in a questionnaire can affect responses to items of substantive research interest. We conducted an experiment investigating this potential impact in a sample (N 5 1,092) of working adults. Adopting an invariance testing approach, we assessed whether employing bogus items, instructed-response items, or instructed manipulation checks, with or without warning study participants, respectively, would lead to non-invariant estimates of parameters for substantive variables. Results suggest that, while most parameter estimates were invariant to the use of insufficient effort responding detection methods, the reliability of measurements may be adversely impacted, posing a threat to construct validity and statistical conclusion validity. However, reliability might be maintained when participants are warned at the beginning of the questionnaire. Results also suggest that bogus items may have some advantages over other methods in terms of parameter invariance. We discuss the implications of our findings.
. Researchers conducting surveys rely on respondents attentiveness in completing questionnaires in order to obtain valid data representing true actual values. This issue of respondent attentiveness has gained considerable attention among methodologists in recent years (Bowling, Huang, Bragg, Khazon, Liu, & Blackmore, 2016; Curran, 2016; Dunn, Heggestad, Shanock, & Theilgard, in press; Hauser & Schwarz, 2016; Huang, Bowling, Liu, & Li, 2015; Kam & Meyer, 2015; Liu, Bowling, Huang, & Kent, 2013; McGonagle et al., 2016; Ran, Liu, Marchiondo, & Huang, 2015; Ward & Pond, 2015) . More specifically, researchers have started investigating how individuals exhibiting insufficient effort responding (IER) can be detected based on their responses (Huang, Curran, Keeney, Poposki, & DeShon, 2012; Meade & Craig, 2012) .
As a result of these research efforts, the survey research methods literature proposes a variety of approaches to handling IER (Curran, 2016) . One major distinction between such approaches lies in the extent to which the questionnaire itself has to be modified in order to implement IER detection. Some approaches, such as consistency or response pattern approaches, rely on post-hoc analyses of the data of substantive interest (Huang et al., 2012) . Others, however, require introducing dedicated additional elements to the questionnaire, such as bogus items, instructed response (IR) items, or instructed manipulation checks (IMCs; Curran, 2016) . Several studies have provided evidence for the potential usefulness of these modifications in detecting IER Meade & Craig, 2012; Oppenheimer, Meyvis, & Davidenko, 2009 ). Yet, it remains unclear whether incorporating such modifications into a questionnaire is associated with any side-effects (Curran, 2016) . Initial results offered in the study by Huang, Bowling and colleagues (2015) suggest that bogus items have little impact on respondents reactions to the survey.
However, we argue that relatively little is known about whether the presence of such methods affects subjects responses to items of substantive interest. In principle, any feature of a questionnaire may affect response behaviours (e.g. Schwarz, 1999; Tourangeau, Rips, & Rasinski, 2009) . Therefore, researchers are expected to carefully construct questionnaires in order to keep respondents interested, attentive, focused, and thus able and motivated to provide useful data for parameter estimation. In the same vein, IER detection methods such as bogus items, IR items, and IMC represent modifications to the questionnaire that may affect response behaviour by changing respondent perceptions of the survey process. Yet, in the language of factor analysis, extant studies on IER assume that all parameters in a confirmatory factor analysis model are invariant to the introduction of IER detection methods. This includes parameters involved in measurement (i.e. factor loadings, item intercepts, and error variances) as well as in the "structural" part of the model (i.e. factor variances, factor means, and covariances between factors).
The purpose of the study reported in the present paper was to explicitly test this invariance assumption. We conducted an experiment comparing three IER detection methods (bogus items, IR items, and IMCs) when applied with or without warnings in a sample of working adults. We contribute to the literature on IER by providing evidence that these detection methods have little impact on most substantive parameter estimates. While we do report that IER detection methods affect the reliability of substantive measurements, our findings suggest that warnings may be useful in counteracting this effect. Finally, results suggest that bogus items may be slightly advantageous compared to the other two methods of IER.
METHODS FOR DETECTING INSUFFICIENT EFFORT RESPONDING
IER, also referred to as careless responding (Meade & Craig, 2012; Ward & Pond, 2015) , satisficing (Krosnick, 1991) or participant inattentiveness (Hauser & Schwarz, 2016; Maniaci & Rogge, 2014) , can be defined as "a response set in which the respondent answers a survey measure with low or little motivation to comply with survey instructions, correctly interpret item content, and provide accurate responses" (Huang et al., 2012, p. 100 ). As IER can have different forms and reasons, a variety of methods to detect IER exist (Curran, 2016) . Methods for detecting IER can be classified broadly into "non-invasive" and "invasive" methods. Non-invasive methods are characterised by post-hoc analyses of the data, or the use of para-data, especially response time, collected during the survey (Leiner, 2013; Meade & Craig, 2012) . Research focusing on such post-hoc analyses offers a number of different indices, mainly to detect a specific pattern of IER (Curran, 2016) . Consistency measures such as odd-even consistency, individual reliability, or semantic and psychometric antonyms and synonyms are used to detect respondents who do not answer items with the same or similar meaning in a consistent way, hence indicating IER. Measures based on the consistency approach appear to be effective indicators to detect random responses, but systematic response behaviours such as choosing the same option for each item of a scale is only detected by some of these measures (Huang et al., 2012) . For the latter, other indices such as long-string or intra-individual response variability (IRV: Dunn et al., in press ) are suitable, as they focus on uncovering certain response patterns (response pattern approach). While long-string indices count how often each respondent chooses the same response option in an unbroken sequence, IRV is the "standard deviation of responses across a set of consecutive item responses for an individual" (Dunn et al., in press, p. 4) , assuming that inattentive respondents exhibit response patterns identical (long-string) or very similar (IRV) to straight vertical lines. Moreover, as web-based surveys have the advantage of capturing completion time for each respondent, speed of response is a widely used method (response time approach). The response time (RT) approach detects IER by assuming that respondents rushing through the survey cannot be attentive (Huang et al., 2012; Leiner, 2013) . 1 Overall, using a combination of these techniques may help balance weaknesses, such as the need for a large number of items for the consistency and response pattern approaches, and provide a more complete coverage of IER (Curran, 2016; Dunn et al., in press ).
Not least due to the limitations noted above, invasive methods, in which special items or scales are included a priori in the survey, are receiving increased attention . Overall, invasive IER detection methods offer considerable potential to detect careless respondents. In addition, they have important advantages over non-invasive methods, such as being applicable-in principle-to any questionnaire. Indeed, they are the focus of the present study. Invasive methods comprise bogus items, IR items, IMCs, and self-reported indicators. Self-reported indicators ask respondents directly about their engagement, diligence or perceived quality of the data. Although self-report scales appear to correlate with other IER methods (Meade & Craig, 2012) , it is unclear to what extent respondents are able to assess data quality. Attentive, but less self-aware respondents might evaluate their data as poor, leading to the exclusion of good data (Curran, 2016) . In contrast, the other invasive methods do not rely on self-report, but aim at "trapping" inattentive respondents. Bogus items, also referred to as the infrequency approach, are items which have only one correct answer for all respondents . Most of these items are not unusual at first glance, but are obvious when read carefully (Curran, 2016) . While Curran (2016) recommended using bogus items, he also pointed to some possible caveats. Respondents might be interpreting bogus items in a metaphorical way. For example, a respondent might regard the item "I work twenty-eight hours in a typical work day" as a representation of workaholism. Furthermore, some items such as "I never used a computer" are improbable, but not impossible, allowing for the possibility of false positives Meade & Craig, 2012) . Finally, attentive respondents might react negatively towards bogus items, some of which are nonsensical by design. Huang and colleagues tested the influence of bogus items on self-rated enjoyment of participating in the study, ease of responding, intention to respond to a similar study, as well as perceived quality of the survey data and the design of the study. Bogus items did not have a direct effect on respondents reactions. A short warning indicating that methods to detect IER were included showed a positive influence on reactions . Yet, called for more research investigating the impact of warnings.
The second trapping method, IR items, avoids figurative interpretation (Meade & Craig, 2012) , by providing clear instructions to respondents, assuming that attentive respondents will follow these instructions. In comparison to bogus items, these items are fairly transparent, such as "Respond with strongly agree to this item" (Meade & Craig, 2012) . However, Curran (2016, p. 10) noted that "it is unclear how participants view them or what actually drives respondents on these items". IR items provide mixed results. While Meade and Craig (2012) recommended them as an effective IER measure, Huang et al. (2012, p. 103) excluded an IR item from their analysis as it "flagged an unusually high rate of IER".
IMCs are a related way to detect IER by changing the survey questionnaire. Similar to IR items, they contain a clear instruction to the respondents. In this case, the instruction is hidden in a text with instructions for a substantive item (Oppenheimer et al., 2009) . Some studies support that IMCs are an effective method to identify inattentive respondents (Maniaci & Rogge, 2014; Oppenheimer et al., 2009 ). However, IMCs tend to flag a high proportion of respondents as inattentive (14-46%), eliminating respondents who do not read the instructions carefully but still attentively answer the questions. Occasionally skipping instructions appears to be a quite common respondent behaviour, reported by 84 per cent of participants in a study by Maniaci and Rogge (2014) . If all identified respondents are excluded, the IMC reduces statistical power and might lead to bias (Maniaci & Rogge, 2014) . Furthermore, Oppenheimer and colleagues (2009, p. 871) noted, as a possible caveat of IMCs, that attentive participants "may feel insulted to find that they are not trusted by the researchers".
Thus, for the latter methods-bogus items, IR items and IMCs-concerns have been raised regarding respondents reactions. Furthermore, those invasive methods, as our label for them implies, require changing the questionnaire by adding one or more items. As survey research indicates, small changes in the order of items, question context or question format may affect respondents answers (Schwarz, 1999; Tourangeau et al., 2009) . It remains unclear how responses to substantive measures in a survey may be affected by the inclusion of those additional items. We note several different psychological mechanisms which may help explain how substantive measures are affected. First, based on social exchange theory, which is often applied to explain nonresponse behaviour (Callegaro, Lozar Manfreda, & Vehovar, 2015) , survey questionnaires should be designed in the way that they increase rewards and decrease costs for participants, while building trust, thereby increasing participants motivation to fill out the questionnaire (Leeuw & Hox, 2009) . With the inclusion of trapping items, researchers are effectively trying to trick participants. Respondents might be under the impression that the researchers do not trust them, harming the trust relationship between researchers and participants. Furthermore, trapping items might be seen as a violation of cooperative principles of conversations, which also guide respondents answering survey questionnaires (Schwarz, 1999) . As those items are not relevant to the research question, and try to "lure the participants into responding incorrectly" (Hauser & Schwarz, 2015, p. 2) , participants might regard the researchers as uncooperative communicators. This might impair the motivation to make an effort to fill out the rest of the questionnaire carefully. Warnings, which explain why researchers use those items, might help prevent harming trust and norms of cooperation.
A second explanation might be that respondents feel insulted (Curran, 2016; Oppenheimer et al., 2009 )-for example, from not being taken seriously or from feeling trapped-which might affect their mood. This change in mood may affect evaluations or attitude judgements (Tourangeau et al., 2009 ) of subsequent substantive questions. Third, trapping questions might distract respondents from understanding the construct being measured. Based on the item context effect (Knowles, 1988) , respondents achieve a clearer understanding of construct meaning by answering more items for the same underlying construct. If trapping questions are placed between items of the same construct, they might distract respondents, leading to greater measurement errors.
Finally, invasive IER methods may act as an intervention improving attentiveness (i.e. "detecting and deterring"; Huang et al., 2012, p. 99, emphasis added). As respondents make inferences about researchers intentions behind the questions (Schwarz, 1999) , trapping questions may indicate that researchers want them to respond carefully (Hauser & Schwarz, 2015) , increasing their attention and leading to smaller measurement errors. Two empirical studies, one on IMCs and the other on IR items, suggest improvement of attentiveness (Hauser & Schwarz, 2015; Miller & Baker-Prewitt, 2009 ). Warnings may have a similar effect (Huang et al., 2012; , as they announce that some test items are included, increasing respondents attention to recognise those items.
Overall, we expect that trapping questions may affect responses to substantive questions in several ways, such that the net effect is unclear. Therefore, the present study had the goal of testing if and in which way invasive IER detection methods, such as bogus items, IR items, and IMCs affect parameter estimates for substantive variables.
3 Furthermore, we examined if the use of warnings may provide a way of mitigating the (negative) impact of IER detection methods. Below, we describe the details of our study.
METHODS
This study was part of a larger, collaborative data collection effort involving researchers from multiple institutions. For the purpose of our study, we inserted bogus items, IR items, and an IMC into an existing questionnaire created by a separate team of researchers. The questionnaire focused on employee perceptions of leader communication styles. However, the content of the substantive 4 items in the questionnaire is not relevant to our study. Our goal was to investigate the impact of introducing IER detection methods into a questionnaire on parameter estimates, regardless of substantive content. Thus, while we briefly describe the measures on which our data are based, our report below mainly focuses on the aspects of study design relevant to our research question.
Sample
Participants were sampled from SoSci Panel (Leiner, 2012 (Leiner, , 2014 , a nonrepresentative survey respondent pool of individuals in Austria, Germany, and Switzerland. Of the about 94,000 individuals registered in the respondent pool, most were employees (45%) or university students (35%) at the time of data collection; 61 per cent of registrants were female. Registrants do not receive direct compensation for their participation. However, some researchers using the respondent pool offer randomly drawn prizes to participants, as we did in our study. Specifically, we offered two e25 gift cards for a store of the winners choice.
A total of 5,902 individuals, all of whom had indicated that they were employed when registering, were invited via email to participate in the survey. Of these, 1,235 individuals responded, resulting in a response rate of 20.92 per cent. After removing those cases from the dataset who had missing values on all our variables of interest (i.e. person-level missingness, mainly due to dropout, see our preliminary analyses below), 1,092 respondents remained part of our main data analyses (i.e. the groups described below). Subjects had a mean age of 42 years, and 62 per cent indicated their gender was female. The modal level of education was having completed a university degree (63%). A slight majority (52%) of respondents reported being employed in an organisation with at least 500 employees. Median tenure was seven years. Overall, we interpret these demographics to be consistent with populations typically studied in organisational research.
Procedure and Measures
Participants accessing the online questionnaire were randomly assigned to one of eight groups, corresponding to eight different versions of the questionnaire. Version 1 was presented to the control group, containing no additional elements beyond the items measuring variables of substantive interest (except for reaction measures, see below). Version 2 contained three bogus items scattered throughout the questionnaire (one each after roughly the first three-quarters of the questionnaire). The items, adapted from and Meade and Craig (2012) , translate to "I am currently filling out a questionnaire", "I have never used a computer", and "He/she was born on February 30", where the last item referred to the participants supervisor. Version 3 contained three IR items in the same positions as the bogus items explained above. The first two were "Please check Strongly disagree for this item", while the third asked for the opposite response option. IR items and bogus items were measured on a 5-point Likert-type scale, like the substantive items surrounding them. Version 4 contained a single IMC in the same position as the second bogus (or IR) item. We used only one IMC in order to maintain similar total questionnaire length, and because IMCs may stand out more obviously. The IMC, after ostensibly introducing the topic of the following three items, instructed participants to disregard the items and instead click on the instruction text. The survey software (Leiner, 2015) recorded the click on the instruction text. Versions 5 through 8 were identical to Versions 1 through 4, respectively, except for a warning added at the beginning of the questionnaire. We used the same warning as , informing participants that the questionnaire contained elements aimed at ensuring high data quality.
Common to all groups, we used responses to the following measures of substantive variables, ordered as they appeared in the questionnaire. We report those measures, the content of which is secondary to the purpose of this paper, for the sake of completeness, including estimates of congeneric reliability (q C ; Cho, 2016; this is sometimes referred to as factor or composite reliability) from the control group. We used two items measuring employee-organisation relationship (q C 5 .77) from Hon and Grunig (1999) , after which the first set of IER detection methods appeared (see above). Four items from Eisenberger, Huntington, Hutchison, and Sowa (1986) measured perceived organisational support (q C 5 .89). Three items from Mael and Ashforth (1992) measured organisational identification (q C 5 .76), after which the second set of IER detection methods was positioned. Two items (q C 5 .78) measured employee advocacy (Men, 2014) . Two facets of supervisor communication style (i.e.
Preciseness and Verbal Aggressiveness from Vries, Bakker-Pieper, Konings, & Schouten, 2013) were measured with three items each (q C 5 .76 andq C 5 .85, respectively). The third set of IER detection methods appeared between those six items.
In order to gauge respondent perceptions of the questionnaire, we included six additional measures from at the end. Specifically, we measured ease of responding (three items,q C 5 .81), enjoyment of responding (three items,q C 5 .89), and intention to respond to a future survey (two items,q C 5 .91). We also measured perceived data quality (two items, q C 5 .90) and perceived design quality (four items,q C 5 .81).
Analyses
Preliminary Checks: Randomisation, Respondent Dropout, and IER. Before conducting tests pertaining to our main research interests, we conducted three groups of preliminary analyses, the results of which are presented in Table 1 . First, we checked whether randomisation in our experiment had been effective by comparing demographic variables across groups. As presented in the top part of Table 1 , the eight groups were very similar in terms of their demographics. One-way ANOVA provided no evidence against the null hypothesis of group equality on age (F . Second, we inspected respondent dropout throughout the sections of the survey process, delineated by the IER detection methods (see above), reaching two conclusions. Only a small portion of dropout (around 24%, with slight differences between groups) occurred after respondents had reached the first set of IER detection methods. Moreover, the absolute numbers of dropout were very similar across groups. Together, this suggests that respondent dropout was likely not affected by IER detection methods.
Third, we computed IER rates in our sample in order to gauge the extent to which IER developed throughout the survey process, and differed between groups. We relied on two conceptually and methodologically different measures (Curran, 2016; Dunn et al., in press; Meade & Craig, 2012) : RT and IRV. For RT, we computed the mean RT per item per respondent across groups for each section of the questionnaire from the RT per questionnaire page recorded by the survey software. Sub-sample median RT was around 6-7 seconds per item (see Table 1 ). We then flagged all individuals with mean RT below two seconds as exhibiting IER (Curran, 2016; Huang et al., 2012) . Only a small number of respondents exhibited very low RT throughout Sections 2-4 (i.e. after the first set of IER detection methods). While a somewhat greater number of respondents exhibited this type of IER at the beginning of the questionnaire, a large majority of those individuals dropped out of the survey process. Moreover, throughout the questionnaire, IER rates were very similar across groups, as one-way ANOVAs confirmed (all ps .13). We computed IRV (Dunn et al., in press ) for each section of the questionnaire. Within each section, mean IRV was very similar across groups, as confirmed by one-way ANOVAs for Sections 1, 2, and 4 (all ps > .74). For Section 3, omnibus ANOVA did yield a significant difference (F[7] 5 2.99, p 5 .004), which was driven by the contrast between the "IR" and "IMC" (without warning) groups, as Bonferroni-adjusted multiple comparisons revealed (p 5 .045). Yet, given this was the only notable difference, we still conclude that IER was very similar across groups. More generally, we note that except for Section 4, the number of available items for computing IRV was substantially lower than recommended by Dunn et al. (in press ). This may limit IRVs informative value, as indices may be less representative of IER, 5 and more difficult to compare across sections. For the sake of completeness, we do report IER based on IRV (see Table 1 ), where flagged respondents were at least two standard deviations below the grand mean (Dunn et al., in press ). Again, results were similar across groups.
Main Analyses. In order to investigate the potential of differential response behaviours caused by using IER detection methods, we conducted tests of invariance of parameter estimates across groups in Mplus 7.4 (Muth en & Muth en, 199822015). We estimated a series of nested CFA models, such that each model added parameter constraints over the previous model (e.g. Schmitt & Kuljanin, 2008; Vandenberg & Lance, 2000) . The initial CFA model consisted of eleven factors representing the constructs noted above, with all parameters freely estimated. We adopted the effects coding approach (Little, Slegers, & Card, 2006) for model identification. This approach avoids the necessity of making invariance assumptions (implicit in constraining referent factor loadings or factor variances to unity), which would have partially run counter to our goal of testing invariance.
We then tested invariance of all parameters in the "measurement part" of the multigroup CFA model, that is, factor loadings, item intercepts, and error variances, as well as the "structural part", that is, factor variances, factor means, and factor covariances, in that order. We compared models via v 2 -difference tests, where a significant decrease in model fit would indicate discrepancies in parameter estimates between groups. As we consistently imposed invariance constraints in relation to the control group (i.e. no IER detection methods), such discrepancies may indicate differences in response behaviours. Overall, our research design resulted in a relatively large number of model 5 For instance, in Section 2, the available items reflect two latent factors which are highly correlated (r 5 .79 in the control group). This implies that IRV may be low even if respondents are attentive. Having a longer array of items (with likely more diverse item content) available would reduce this limitation (Dunn et al., in press ).
comparisons (six types of invariance across seven groups-compared to the control group). This raises the potential issue of Type I error inflation, as some null-hypothesis significance tests may reach significance by chance alone. Therefore, we adjusted critical a-levels for significance tests within each sequence of analyses, following the "false discovery rate" procedure recommended by Cribbie (2007) . Our report of results below focuses on findings exhibiting statistical significance after adjusting for Type I error inflation.
RESULTS

Full Sample
Estimating the "free" model (i.e. without any invariance constraints) resulted in borderline acceptable model fit 6 with v 2 (3032) 5 4651.50, p < .001, CFI 5 .92, TLI 5 0.89, RMSEA 5 .064 (90% CI: .060 -.067), SRMR 5 .059. We note that this information-by itself-is less relevant to our research question, as the freely estimated model merely served as the baseline for comparisons in the sequence of increasing invariance. These comparisons, which were the focus of our investigation, are reported below. In order to gain a first insight into implications of using IER detection methods for parameter invariance, we compared the freely estimated model to one with complete invariance, that is, all parameters being equal across groups. This resulted in significantly poorer model fit (Dv 2 [1036] 5 1426.18, p < .001; see also Model 7 in Table 2 ). To elucidate the location of non-invariance, we then estimated a sequence of models, where each model added invariance of one type of parameter across all Models 5-7 allowed for non-invariant error variances.
6 As our models contain means and intercepts, we adjusted CFI and TLI based on an appropriate null model (Widaman & Thompson, 2003) . The null model consisted of item variances estimated freely across groups and item means constrained to equality across groups.
groups. Deterioration in model fit would indicate discrepancies of parameter estimates relative to the control group. As reported in Table 2 , constraining factor loadings (p 5 .30) and item intercepts (p 5 .17), respectively, did not significantly affect model fit. However, constraining error variances to invariance did deteriorate model fit considerably (p < .001). We therefore estimated the remaining models in this set with error variances freely estimated between groups.
7 Those models, adding invariance of factor variances, factor means, and factor covariances, respectively, did not further decrease model fit significantly (ps .10). Adjusting for Type I error inflation did not change this pattern of results, that is, only error variances were affected by adding IER detection methods.
As non-invariance in error variances may indicate discrepancies in reliability between groups (Schmitt & Kuljanin, 2008) , we also conducted an ancillary test of invariant reliabilities. We estimated a model constraining factor loadings, item intercepts, error variances, and factor variances to equality between groups (v 2
[3606] 5 5611.71). Adding invariance constraints on error variances when factor variances are already invariant provides a test of equal reliabilities (Vandenberg & Lance, 2000) . We thus compared the new model to Model 5 from Table 2 , which yielded a significant deterioration in model fit with Dv
2
[217] 5 544.53, p < .001. This result indicates unequal reliabilities between groups, which we explored further when investigating specific group differences (see further below).
Group-Specific Results
We also estimated a set of models testing full parameter invariance for each experimental group (versus the control group) separately. Results are reported in Table 3 . Partly congruent with the full-sample model comparison reported above, imposing full invariance significantly decreased model fit in the groups with IR items and IMCs (both with and without warning), and in the control group with warning. However, both groups with bogus items exhibited invariance from the control group (ps .07). The same pattern of results remained after adjusting for Type I error inflation. Thus, there was some indication that the use of IR items and IMCs may have an impact on parameter estimates, but bogus items may not.
We then conducted more detailed tests by estimating the complete sequence of invariance models for each experimental group separately. Results are reported in Table 4 . In congruence with the full-sample estimates reported above (Table 2) , there was no evidence for non-invariance concerning factor loadings (Models 2a-2g) or item intercepts (Models 3a-3g). However, nine models indicated non-invariant estimates. These were models reflecting (non-) invariance of error variances (Models 4a-g; ps .008) as well as factor variances (Models 5c and 5f; ps < .03), respectively. Adjusting for Type I error inflation revealed that comparisons for the "error variance" Models 4a-g (in Table  4 ) were still statistically significant, while Models 5c and 5f were clearly nonsignificant. Model comparisons for factor means (Models 6a-6g) and factor covariances (Models 7a-7g) did not indicate any non-invariance between groups.
As for the full-sample results reported above, we conducted ancillary tests of differences in reliabilities between groups. Results for these group-wise tests, as well as reliability estimates across groups are presented in Table 5 . Model comparisons suggest that all experimental groups exhibited reliabilities differing from those in the control group, even after controlling for Type I error inflation. Visually inspecting reliability estimates suggested no unequivocal pattern of reliabilities being systematically lower (or higher) in any particular group. Yet, there was some indication that reliabilities were less affected in the bogus item groups. By comparison, reliabilities appeared to be relatively low in the IMC (and, to a smaller extent, the IR) group without warning, and generally lower in groups without warnings. As an explicit, post-hoc test of the latter discrepancy, we estimated a model in which error variances were allowed to differ between the non-warning and warning groups (v Inspecting error variance estimates confirmed that error variances were relatively lower in the groups with warnings (by a mean difference of 7.30%). This corresponded to error variances being lower for 24 out of 31 items (by a mean difference of 15.43%). Given invariance on factor loadings and factor Table 2 . Model comparison of Models 5a-g from Table 4 against corresponding models adding invariance constraints on error variances. Highest column-wise reliabilities are set in italics, lowest are set in boldface. Reliability is lower by at least .02 compared to the corresponding group with a warning.
variances, this implies that measurements in the groups with a warning preceding the questionnaire exhibited greater congeneric reliability than in the groups without a warning. Based on the findings reported in Table 3 , we also further explored the notion that bogus items may cause relatively smaller non-invariance. We found that models involving groups with bogus items (i.e. model labels in Table 4 ending in "b" or "c") tended to exhibit relatively low Dv 2 -statistics, compared to the other groups. In addition, the same groups exhibited the smallest deviations with respect to reliabilities, particularly reduced reliabilities (see Table 5 ). Together, this implies that, across analyses, the two groups with bogus items tended to exhibit relatively little parameter non-invariance.
Finally, note that our test of invariance of factor means across groups included the group means on our measures of respondent reactions to the questionnaire. Inspecting factor mean estimates (see Table 6 ) on these variables suggests a slight tendency of higher means in groups with warnings preceding the questionnaire. However, none of the groups differed significantly from the control group (see Model 6 in Table 2 , and Models 6a-g in Table 4 ) in terms of enjoyment of responding, perceived ease of responding, intent to respond to a future survey, expected data quality, or perceived design quality.
DISCUSSION
The goal of this study was to investigate the potential impact of incorporating methods for detecting IER into questionnaires commonly used in applied psychological research. We conducted an experiment comparing three methods recommended in the literature (bogus items, instructed response items, and instructed manipulation checks), either preceded or not preceded by a warning, to a control questionnaire. Participants in the experiment were working adults in Austria, Germany, and Switzerland. As our sample is thus relatively close to target populations typically studied in applied psychological research, particularly in comparison to some earlier investigations of IER, we submit that our findings should generalise relatively well to "real-world" applications of IER detection methods. For data analysis, we adopted an invariance testing approach to assess whether IER detection influenced response behaviours in a way that would affect estimates of substantive interest to researchers. We submit that the findings from our study provide three important insights, which we discuss below. First, our findings suggest that overall, the use of IER detection methods has relatively little impact on participants response behaviour and most resulting parameter estimates. Specifically, we found that IER detection methods have no significant impact on factor loadings and item intercepts-two important parts of the relationship between measurement items and their common factor. Evidently, study participants tended to interpret substantive items in a questionnaire in a very similar way, regardless of whether it contained IER detection methods (but see our discussion of reliability below). Similarly, with respect to parameters that are typically of greatest interest to substantive researchers, we found that IER detection methods have little impact on factor means and factor covariances. Thus, estimates of group means (as in, e.g., analysis of variance) or relationships between variables (as in, e.g., correlation, regression, or path modelling) appear not to be affected by the presence of IER detection methods. Importantly, the reaction measures we employed to gauge participants perceptions of the questionnaire were also unaffected. This finding supports earlier research suggesting that using IER detection methods does not deteriorate the experience of study participation , and may be interpreted as some evidence against the notion of mood being a driver of differential survey responses (Tourangeau et al., 2009 ). We do note, however, that there was some evidence in our study suggesting that using IER detection methods might affect estimates of factor variances. We hesitate to consider this evidence strong enough to permit clear recommendations. Further, investigating the invariance of factor variance estimates in the context of IER detection presents an opportunity for future research.
Second, our study did provide evidence for estimates of reliability (i.e. internal consistency) being affected by IER detection methods. Specifically, we found that questionnaires using such methods without alerting respondents to their presence produced decreased reliability estimates (Schmitt & Kuljanin, 2008) , albeit not for all constructs. Yet, given that reliability estimates in our study accounted for measurement error (Cho, 2016) , some of the more severely reduced estimates (in comparison to the control group; see Table 5 ) may be considered problematic with respect to the standards proposed for reliability in applied psychological research (Greco, OBoyle, Cockburn, & Yuan, 2016) . This is because unreliability can threaten both the statistical conclusion validity (because estimated relationships between variables may be biased in either direction) and the construct validity (due to biased estimates of relationships with other variables in the nomological network) of a study (Shadish, Cook, & Campbell, 2002) . As researchers are routinely expected to assess and report reliability of their measures, we argue that these issues should be carefully considered, even if the variables in question are "merely" intended for use as control variables (Aguinis & Vandenberg, 2014) . Investigating why reliability was reduced by some IER detection methods (i.e. the psychological processes in respondents; e.g. Schwarz, 1999; Tourangeau et al., 2009 ) was beyond the scope of this study, and presents opportunities for future research. This also includes elucidating the boundary conditions under which IER detection methods may act as deterrents (Hauser & Schwarz, 2015; Miller & BakerPrewitt, 2009 ), potentially increasing reliability as more attentive respondents tend to exhibit measurements with higher reliability (Maniaci & Rogge, 2014) .
Interestingly, our study also found that including a warning informing respondents of the use of IER detection methods produced relatively higher reliabilities of measures. This would be consistent with the notion that warnings may serve as a tool for deterring IER (Huang et al., 2012; by increasing attentiveness which, again, may increase reliability (Maniaci & Rogge, 2014) . This, in combination with our finding that respondents in those same conditions tended to report slightly more positive reactions to the questionnaire , suggests that the potentially adverse impact of using IER detection methods may be counteracted by adding a simple warning to the questionnaire. Therefore, we recommend that researchers incorporating IER detection methods into their questionnaires should consider also alerting respondents to this very fact.
Third and finally, our study provides some insights into the relative "performance" of IER detection methods. We found that, compared to IR items and IMCs, bogus items tended to have relatively smaller impact on parameter estimates across types of parameters (including error variances and thus reliability; see above). In addition, the use of bogus items had virtually no impact, particularly no adverse impact, on respondent reactions to participating in the survey (although IR items and IMCs performed similarly). Again, these findings bolster earlier research suggesting that bogus items may be a useful tool for detecting IER . Moreover, while bogus items did not differ dramatically from other methods in any single aspect, overall results suggest that they might have a slight advantage over IR items and IMCs.
We note several limitations of our study. Our findings on bogus items are limited in their generalisability to other bogus items. This is because, among the bogus items tested in the extant literature (Dunn et al., in press; Meade & Craig, 2012) , those included in our questionnaire were arguably relatively "mild" in terms of their potential to upset, offend, or confuse study participants-which is precisely why we chose them. For example, consider the item "I have never used a computer" (which we used) versus the item "I can teleport across time and space" . We would argue that, while the former might appear unusual to respondents, the latter may be perceived as more outlandish and therefore potentially more evocative of an affective reaction that may impact subsequent responses. Thus, while our findings provide some support for the use of bogus items, our study cannot speak to the usefulness of all bogus items proposed in the literature. Investigating the relative impact of different kinds of bogus items, particularly with respect to affective (Tourangeau et al., 2009 ; but also cognitive) reactions, presents another opportunity for future research. Our findings are also limited in terms of their comparability to other studies of IER to the extent that those studies used different samples and/or questionnaire designs and substantive measures. With respect to sampling, our sample consisted of working adults as opposed to students or MTurk workers, where the generalisability of findings from the latter is not always entirely clear (e.g. Cheung, Burns, Sinclair, & Sliter, 2016; Peterson, 2001) . However, as participants in our study were members of an online respondent panel (albeit without being compensated), these individuals may still have some experience in participating in research studies. While members in this panel are restricted to four study participations per year, we cannot rule out that this may have impacted their response behaviour. Finally, with respect to questionnaire design, some earlier studies have embedded IER detection methods in relatively long-and therefore potentially monotonous-questionnaires. In contrast, our data were collected in conjunction with an applied study, where great care was taken to provide a motivating experience to respondents in order to obtain valid responses. Thus, our findings may be limited in their generalisability to studies where using long test batteries is unavoidable.
CONCLUSION
Detecting IER can help maintain data quality in applied survey research. The present study provides evidence that several IER detection methods currently proposed in the literature can be used without adversely impacting response behaviour in study participants. In particular, we suggest that "mild" bogus items in conjunction with a warning may be a useful tool for researchers wanting to detect IER while minimising adverse impact on parameter estimates and maintaining the reliability of measurements.
