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Resumen 
 
En este documento se presenta la aplicación de una metodología basada en técnicas de reducción 
dimensional, agrupamiento y clasificación de datos, obtenidos de la simulación de un sistema de 
14 barras expuesto a distintas condiciones operativas, con el fin de establecer un diagnóstico de la 
estabilidad del sistema ante situaciones críticas del mismo. La metodología consta de una etapa 
inicial donde el Análisis por Componentes Principales, la cual se encarga de reducir el número de 
descriptores del sistema a través de una reasignación de variables, con lo cual se obtiene una 
reducción sustancial en la cantidad de información. La segunda etapa aplica un algoritmo de 
agrupamiento denominado k-means, el cual elimina el número de casos poco relevantes o 
redundantes para evitar una sobrealimentación de la etapa subsecuente. Finalmente, se cuenta con 
una etapa de clasificación, por medio de un árbol de decisiones la cual, ante diferentes condiciones 
operativas, predice el estado del sistema. 
Los resultados obtenidos con de la implementación de las metodologías propuestas muestran la 
gran mejoría en cuanto a tiempo computacional requerido para identificar la estabilidad del sistema, 
demostrando que este algoritmo es una alternativa viable para el manejo e interpretación de la gran 
cantidad de información obtenida de las unidades de medición fasorial, que se emplea actualmente 
en sistemas de mayor tamaño y complejidad. 
 
Palabras claves: Árbol de decisiones, Estabilidad de tensión, Índices, k-means, Principal 
Component Analysis. 
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Abstract 
 
This paper presents the application of a methodology based on techniques of dimensional 
reduction, clustering, and classification of data, obtained from a simulation of 14 bars system 
exposed to any kind of operative condition, to establish a diagnosis of the stability of the system in 
critical situations. The methodology consists of an initial stage where the Principal Component 
Analysis, which is responsible for reducing the number of descriptors of the system through a 
reallocation of variables, resulting in a substantial reduction in the amount of information. The 
second stage applies a clustering algorithm called k-means, which eliminates the number of 
irrelevant or redundant cases to avoid over-feeding of the subsequent stage. Finally, there is a 
classification stage, through a decision tree, which, before different operating conditions, predicts 
the state of the system. 
The results obtained with this implementation of the proposed methodologies shows the 
improvement in computational time required to identify the system’s stability, demonstrating that 
this algorithm is a viable alternative for the management and interpretation of a big amount of 
information obtained from phasor measurement units, used currently in massive and complex 
architecture’s system. 
 
Keywords: Decision Tree, Voltage Security, Index, K-means, Principal Component Analysis. 
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Capítulo 1 
1.Introducción 
 
En este capítulo se presenta la contextualización de la problemática que se aborda en este trabajo 
de grado, la cual está relacionada con la disponibilidad de grandes cantidades de información en 
los sistemas de potencia, que emplean la medición fasorial de tensión y corrientes, para el 
monitoreo y valoración de su estabilidad. De igual forma, en este capítulo se establecen los alcances 
de la investigación a través del planteamiento de los objetivos. 
 
1.1. Definición del problema 
La creciente expansión mundial tanto en el ámbito demográfico como en el industrial que se 
evidencia en las últimas décadas representa un aumento sustancial en la demanda eléctrica, hecho 
contrastante con el limitado desarrollo en cuanto a infraestructura energética se refiere (caso 
manifestado primordialmente en los países en proceso de desarrollo). Este acrecentamiento de 
potencia demandada se convierte en un desafío para los operadores, al verse enfrentados a sistemas 
que cada vez más, se están acercando a los límites máximos permisibles, en cuanto estabilidad se 
refiere. 
Actualmente existen diferentes metodologías y/o análisis que permiten cuantificar y determinar el 
estado de un sistema eléctrico de potencia (SEP). Entre estas metodologías se encuentra el análisis 
de estabilidad de tensión, el cual indica la capacidad del SEP de mantener o recuperar los niveles 
de tensiones ante ciertas condiciones atípicas a su funcionamiento ordinario, ya sea ante la salida 
inesperada de un generador, una línea, o un cambio en la demanda de las cargas.  Por tanto, se 
presenta la necesidad de diseñar o proponer herramientas que brinden información para el análisis 
de estabilidad de forma casi instantánea sobre el comportamiento de los nodos y líneas que 
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componen el sistema, y así manipular correctamente el flujo de potencia, para conseguir un nivel 
de carga óptimo de las líneas y mejorar a la vez la eficiencia del SEP. 
Un dispositivo que últimamente ha alcanzado gran auge por sus aplicaciones en los sistemas de 
potencia es la unidad de medición fasorial PMU (por sus siglas en inglés, Phasor Measurement 
Unit). El panorama mundial respalda la aseveración anterior, teniendo en cuenta que diversos 
países alrededor del mundo tienen ya implementados en sus sistemas estos dispositivos, como es 
el caso de China, USA, Canadá, Suecia, Rusia, India, Brasil, México [1] [2] y Colombia (Colombia 
comenzó a implementar estos dispositivos luego del apagón de abril de 2007, a través de un 
proyecto de XM denominado SIRENA) [3].  
Las PMU toman mediciones sincronizadas vía GPS, de descriptores de barras del sistema, tales 
como tensión y corriente con sus respectivos ángulos. Dichas mediciones se exportan a un sistema 
de procesamiento central, donde posteriormente se define mediante algoritmos especializados el 
estado de los nodos en dicho instante. Pero esa exactitud posee como reto el manejo del enorme 
volumen de datos, al tener en cuenta la alta velocidad de muestreo de las PMU (aproximadamente 
30 mediciones por segundo, cambio abrupto comparándose a la velocidad de muestreo del SCADA 
de unas 2 a 5 mediciones por segundo) [1], tarea que se ve intensificada a medida que se incremente 
el número de unidades instaladas en el sistema. 
Como ya se ha mencionado, las propiedades descritas del PMU encajan con la herramienta 
requerida para desarrollar el análisis de la estabilidad de tensión, dado que su precisión y su 
conectividad vía GPS, puede ilustrar con gran exactitud el sistema en la operación tradicionales, al 
lograr evaluar la condición de manera más ágil, en comparación a los sistemas de monitoreo 
vigentes. Desafortunadamente, la instauración de PMU en los SEP cuenta con un inconveniente en 
su masificación, puesto que, en sistemas de gran tamaño, aún resulta costosa su implementación. 
Por otra parte, existe el inconveniente previamente expuesto de la información obtenida de sus 
mediciones, ya que serían de poca utilidad si se implementase directamente (sin ningún tipo de 
depuración) en un software para analizar el estado del sistema, pues el gran volumen de 
información requeriría de mucho tiempo computacional para su procesamiento, en otras palabras, 
un efecto inverso al deseado. Por consiguiente, para que cualquier metodología de análisis de 
estabilidad de tensión basada en información obtenida a través de las PMU sea eficiente, se requiere 
de una depuración inicial de los datos entregados por el sistema. En este proyecto el problema se 
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aborda para responder la siguiente pregunta: ¿Qué herramienta de depuración y filtrado de datos 
se pueden emplear para determinar posteriormente la estabilidad del sistema de forma eficiente? 
 
1.2. Justificación 
Debido a la necesidad de desarrollar herramientas de monitoreo de la red basadas en medidores 
fasoriales PMU [1], es preciso recurrir a algunas técnicas de depuración y filtrado de los datos que 
se obtienen con ellos. Por esta razón, este proyecto propone la implementación de diversas 
herramientas para la reducción de la información, como el Análisis por Componentes Principales 
(PCA, por sus siglas en ingles Principal Component Analysis) y, la técnica de agrupamiento k-
means, y árboles de decisión como elemento clasificador, las cuales se aplicarán sobre los datos 
obtenidos del sistema, con el fin de reducir posteriormente el esfuerzo y tiempo computacional en 
tareas de análisis de estabilidad de tensión. 
 El PCA es la más adaptable para el objetivo buscado en este documento, puesto que, a pesar de 
existir técnicas con una mayor exactitud en resultados, la relación tiempo computacional-exactitud 
no es la adecuada, en cuanto a la agilidad en la entrega de resultados que se busca [4] [5]. El análisis 
por componentes principales se puede definir como un modelo matemático, que reorganiza la 
información en grupos de datos y es especialmente útil, en casos donde es elevado el número de 
variables, porque realiza una transformación de ellas en un nuevo grupo reducido de variables, 
determinadas por el usuario. 
En este trabajo de grado, se pretende emplear posteriormente la información entregada por PCA, 
para agruparla mediante una técnica como el algoritmo k-means, con el fin de obtener una matriz 
de información de menor tamaño con respecto a la original, pero que considere los datos del sistema 
más relevantes. La selección de este algoritmo al igual que el PCA, es producto de la búsqueda de 
un algoritmo de bajo requerimiento computacional y alta velocidad de respuesta [6]. Finalmente, 
mediante la aplicación de una técnica de clasificación como el árbol de decisión, se define la 
estabilidad del sistema, ante diferentes condiciones operativas. 
La temática abordada en esta investigación considera un tópico de gran atractivo para las empresas 
tanto de transmisión como distribución, las cuales necesitan implementar nuevas herramientas para 
el monitoreo y control del sistema, previendo posibles fallos y aprovechando los recursos ya 
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disponibles del sistema, para una mayor eficiencia y confiabilidad del mismo, teniendo en cuenta 
el incremento exponencial de la demanda energética de los próximos años. Un ejemplo relevante 
es el de XM S.A E.S.P. (empresa encargada de la gestión del sistema eléctrico en Colombia), quien 
desde 2007 desarrolla un proyecto denominado ISAAC (de sus siglas en inglés Inteligent 
Supervision And Advanced Control) [7], que busca crear bases de datos a través de los PMU 
instalados en el SEP, para generar un programa predictivo de vital importancia para la recuperación 
del sistema en momentos de contingencia. En dicho proyecto se vivenciará la necesidad del 
adecuado tratamiento de los datos, solución que se desea exponer en este documento. 
 
1.3. Objetivos 
1.3.1. Objetivo General 
Analizar y aplicar metodologías de reducción y clasificación de datos obtenidos de la simulación 
un sistema de potencia ante diferentes condiciones operativas, para valorar la estabilidad del 
mismo. 
 
1.3.2. Objetivos específicos 
• Revisar el estado del arte en cuanto a metodologías de reducción y clasificación de datos. 
• Estudiar los algoritmos a implementar en cuanto a su formulación y aplicación. 
• Generar una base de datos de variables como tensión en magnitud y ángulo, potencias 
generadas y flujos de potencia sobre un sistema, cuando es sometido a diferentes 
condiciones de operación y establecer la estabilidad del mismo mediante índices de tensión. 
• Implementar y aplicar el algoritmo PCA sobre la base de datos obtenida. 
• Implementar la metodología de agrupamiento K-means sobre los datos obtenidos. 
• Aplicar la metodología basada en árbol de decisiones, para clasificar los datos y definir la 
estabilidad de tensión de la red. 
• Verificar y analizar los resultados obtenidos. 
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1.4. Estructura del documento 
La estructura del presente documento es la siguiente: En el capítulo 2 se presentan los aspectos 
teóricos sobre cada una de las etapas que componen este estudio como lo son índices de estabilidad 
de tensión (IET), el algoritmo de reducción dimensional y los algoritmos de agrupamiento y 
clasificación. Posteriormente en el capítulo 3, se describe la metodología empleada para el 
desarrollo de la propuesta, en cuanto a reducción y clasificación de la información. En el capítulo 
4 se aplica la metodología en un sistema de prueba de 14 barras IEEE y posteriormente se compara 
su efectividad frente a un sistema sin refinamiento de la información. Finalmente, en el capítulo 5 
se consignan las conclusiones obtenidas del análisis de resultados y se presentan algunas 
recomendaciones para trabajos futuros.  
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Capítulo 2 
2.Aspectos teóricos 
 
En este capítulo se introducen algunos conceptos básicos de estabilidad de tensión en sistemas de 
potencia. De igual forma, se exponen brevemente las metodologías de filtrado de información 
como el análisis por componente principales (PCA), metodologías de agrupamiento como K-
means, la metodología de clasificación a implementar como árboles de decisión y finalmente una 
breve revisión del estado del arte, en cuanto a metodologías empleadas para el monitoreo de la 
estabilidad de sistemas de potencia. 
 
2.1. Estabilidad de tensión 
Un sistema eléctrico de potencia (SEP) requiere de un constante monitoreo por parte de los 
analistas de red, para verificar una operación óptima del mismo, y para ello se han desarrollado 
diversos índices que definen o caracterizan su comportamiento, ante situaciones tanto nominales 
como de alto riesgo, lo que permite al mismo tiempo, validar la capacidad de recuperación del 
sistema ante estos eventos. En [8] se delimita el estudio de estabilidad del sistema en las siguientes 
variables: ángulo del rotor, frecuencia del sistema y tensión, siendo esta última la de interés en este 
documento. 
La estabilidad de tensión se define como la habilidad de un SEP, de mantener los niveles de tensión 
de todas sus barras en un rango aceptable, incluso en condiciones atípicas de operación. Uno de los 
factores que conllevan a esta condición crítica del sistema está relacionado con problemas de 
inyección de potencia reactiva, la desconexión de una línea o la salida de un generador importante 
del sistema. De igual forma se destaca que pese a que los problemas de estabilidad de este tipo son 
locales, podrían desencadenar en un apagón parcial o completo del sistema, en caso de no 
implementarse las acciones correctivas necesarias. 
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Los índices de estabilidad de tensión están definidos como valores escalares que permiten estimar 
la distancia de la condición operativa (CO) actual hasta un punto de inestabilidad de tensión. Estos 
índices se han desarrollado tanto para barras como para líneas, a partir de variables medidas del 
sistema, tales como tensiones y potencias. A continuación, se expondrán los índices implementados 
en este proyecto, en dónde los primeros dos índices corresponden al monitoreo de tensión en las 
barras de SEP y los últimos dos monitorean las líneas del mismo. 
2.1.1. Índice L 
Este índice de barra puede variar entre 0 (sin carga) y 1 (colapso de tensión). El índice se desarrolla 
a partir de la matriz admitancia descrita en la ecuación (2.1), ya que esta permite determinar la 
relación entre la inyección de las corrientes y las tensiones complejas de las barras [9]. Los 
subíndices de los elementos de la matriz discriminan el rol de la barra, siendo el subíndice G, el 
empleado para designar a las barras generadoras, mientras que el subíndice L, indica que la barra 
es una carga para el sistema. 
[
𝐼𝐺
𝐼𝐿
] = [
𝑌𝐺𝐺 𝑌𝐺𝐿
𝑌𝐿𝐺 𝑌𝐿𝐿
] [
𝑉𝐺
𝑉𝐿
] (2.1) 
De (2.1) se puede obtener la matriz (2.2). 
[
𝑉𝐿
𝐼𝐺
] = [
𝑍𝐿𝐿 𝐹𝐿𝐺
𝐾𝐺𝐿 𝑌𝐺𝐺
] [
𝐼𝐿
𝑉𝐺
] 
Donde la matriz FLG está definida como: 
(2.2) 
𝐹𝐿𝐺 = −𝑌𝐿𝐿
−1𝑌𝐿𝐺 
(2.3) 
Finalmente, con (2.3) se puede definir la ecuación (2.4). 
𝐿 = max
𝑗∈𝛼𝑙
{|1 −
∑ 𝐹𝑖𝑗𝑉𝑖𝑗∈𝛼𝐺
𝑉𝑗
|} (2.4) 
Donde 𝑉𝑖 y 𝑉𝑗 representan los voltajes complejos de los nodos i y j respectivamente. 𝐹𝑖𝑗 es el 
coeficiente tomado de la matriz hibrida (2.2) y las variables ∝𝑙, ∝𝐺  representan el conjunto de 
nodos de carga y generación respectivamente. 
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2.1.2. Índice SVSI (Simplified Voltage Stability Index) 
El índice SVSI fue propuesto en [10] y busca las distancias eléctricas relativas entre las barras 
generadoras y las cargas. Para esto el SVSI trabaja con la submatriz de distancia eléctrica relativa 
(RLG) con el fin de disminuir el costo computacional del proceso. El desarrollo de dicho índice 
parte de la matriz de admitancia descrita en (2.2) que define las relaciones entre las tensiones de 
las barras de carga y generación. En algunas referencias bibliográficas como en [11] se establece 
la matriz 𝐷𝐿𝐺 , la cual define la proporción deseada de generación-carga programada, y se expone 
en (2.5). 
𝐷𝐿𝐺 = 𝑎𝑏𝑠[𝐹𝐿𝐺] 
(2.5) 
Sin embargo, para definir la distancia eléctrica relativa 𝑅𝐿𝐺 propuesta en [11], se precisa usar el 
coeficiente de (2.3), como se ilustra en (2.6). 
𝑅𝐿𝐺 = [𝐴] − 𝑎𝑏𝑠[𝐹𝐿𝐺] ∴ 𝑅𝐿𝐺 = [𝐴] − [𝐷𝐿𝐺] 
(2.6) 
Definiéndose a la matriz A como una matriz de elementos iguales a la unidad, cuyas dimensiones 
son (𝑛 − 𝑔) ∗ 𝑔, donde n es el número total de barras del sistema y g el número de generadores. 
Después de identificar la barra generadora más cercana a la barra estudiada, se procede a realizar 
una aproximación de la caída de tensión mediante la ecuación (2.7). 
𝛥𝑉𝑖
𝑗(𝑡) = ∑ |𝑉𝑏⃗⃗⃗⃗ − 𝑉𝑏+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  |
𝑛𝑗−1
𝑏=1
≅ |𝑉𝑔⃗⃗  ⃗ − 𝑉𝑙⃗⃗⃗  | 
(2.7) 
En donde Vg y Vl corresponden a las tensiones de la barra generadora más cercana y la barra 
analizada respectivamente. Posteriormente, para el cálculo del índice se tiene en cuenta un factor 
de corrección correspondiente a la mayor diferencia de las magnitudes de las tensiones de barras 
pertenecientes al sistema tal como se define en la ecuación (2.8). 
𝛽 = 1 − [max(𝑉𝑚𝑎𝑥 − 𝑉𝑚𝑖𝑛)]
2 (2.8) 
Finalmente, la formulación del índice SVSI para una barra i se define con la ecuación (2.9). Este 
índice puede tomar valores entre 0 y 1, en donde 1 representa inestabilidad, y 0 indica estabilidad. 
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𝑆𝑉𝑆𝐼𝑖 =
∆𝑉𝑖
𝛽 ∗ 𝑉𝑖
 (2.9) 
2.1.3. Índice Lmn 
El índice Lmn fue propuesto en [12] y tiene sustento en el flujo de potencia a través de una línea 
expresada en su forma simplificada en un sistema de potencia como se muestra en la Figura 2.1. 
 
 
Figura 2.1. Modelo simplificado de sistema de potencia 
De la Figura 2.1 se pueden deducir las ecuaciones de potencia activa y reactiva en el nodo de recibo, 
tal como se muestra en las ecuaciones (2.10) y (2.11) respectivamente. 
𝑃𝑟 =
𝑉𝑠𝑉𝑟
𝑍
cos(𝜃 − 𝛿𝑠 + 𝛿𝑟) −
𝑉𝑟
2
𝑍
cos 𝜃 (2.10) 
𝑄𝑟 =
𝑉𝑠𝑉𝑟
𝑍
sin(𝜃 − 𝛿𝑠 + 𝛿𝑟) −
𝑉𝑟
2
𝑍
sin 𝜃 (2.11) 
Se define que 𝛿 = 𝛿𝑠 − 𝛿𝑟, luego se despeja la tensión de recibo de la ecuación (2.11), y se obtiene 
la ecuación (2.12). 
𝑉𝑟 =
𝑉𝑠 sin(𝜃 − 𝛿) ± {[𝑉𝑠 sin(𝜃 − 𝛿)]
2 − 4𝑍𝑄𝑟 sin 𝜃}
0.5
2 sin 𝜃
 
(2.12) 
Luego se define  𝑍 sin 𝜃 = 𝑥, obteniéndose el siguiente resultado. 
𝑉𝑟 =
𝑉𝑠 sin(𝜃 − 𝛿) ± {[𝑉𝑠 sin(𝜃 − 𝛿)]
2 − 4𝑥𝑄𝑟}
0.5
2 sin 𝜃
 
(2.13) 
Se establece que para obtener valores reales de Vr en términos de Qr la ecuación debe tener raíces 
reales. Por tanto, se debe cumplir la ecuación (2.14) que descrita de otra forma se obtiene la 
ecuación homónima (2.15). 
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{[𝑉𝑠 sin(𝜃 − 𝛿)]
2 − 4𝑥𝑄𝑟} ≥ 0 
(2.14) 
4𝑥𝑄𝑟
[𝑉𝑠 sin(𝜃 − 𝛿)]2
= 𝐿𝑚𝑛 ≤ 1 
(2.15) 
Al igual que los índices anteriormente descritos, cuando el índice Lmn tenga un valor unitario  
indicará que la línea analizada ha excedido los límites de transmisión, ocasionando inestabilidad 
en el sistema, de lo contrario significará que los limites no se han transgredido y el sistema será 
estable. 
 
2.1.4. Índice Lqp 
El índice Lqp tiene como base el mismo concepto y modelo de sistema de potencia simplificado 
(Figura 2.1) del índice Lmn [13]. Sin embargo, a diferencia de este, el índice Lqp tiene en cuenta la 
potencia activa y la potencia reactiva, tal como se muestra en la ecuación (2.16). 
𝐿𝑞𝑝 = 4(
𝑋
𝑉𝑠2
) (
𝑋
𝑉𝑠2
𝑃𝑠
2 + 𝑄𝑟) (2.16) 
Donde Ps representa la potencia la potencia activa medida en la barra de envío, Qr representa la 
potencia reactiva en la barra de recibo del sistema, Vs es la tensión en la barra de envío y X es la 
reactancia de la línea que transporta la potencia. 
 
2.2. Algoritmo de reducción dimensional 
Actualmente existen varios procedimientos que se emplean en la reducción dimensional de las 
bases de datos, pero esto no significa que los algoritmos compartan la misma metodología para 
realizar dicha transformación, ya que algunos buscan crear nuevos descriptores no correlacionados 
entre sí de forma lineal como es el caso del PCA, mientras que otros como el KPCA lo hacen de 
manera no lineal. Las metodologías más representativas son el Análisis por Componentes 
Principales o PCA, el KPCA (por sus siglas en inglés, Kernel Principal Component Analysis) y el 
ICA (Independent Component Analysis). Como ya se mencionó estas metodologías poseen 
diferentes enfoques, lo que significa que el resultado obtenido por cada una y el tiempo requerido 
para su implementación es diferente. En [14] se hace una comparación de estas tres metodologías, 
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y se concluye que el KPCA y el ICA cuentan con un mejor desempeño que el PCA, sin embargo, 
el estudio también demostró que el tiempo computacional requerido para dichas ejecuciones es 
mucho menor por parte del PCA que las otras dos metodologías. Como ya se ha descrito, el 
proyecto de tesis busca definir una herramienta rápida y confiable para determinar el estado del 
sistema en cuanto a la estabilidad de tensión. Partiendo de esta premisa se selecciona el PCA como 
metodología reductora.  
El análisis por componentes principales [15] [16] es una técnica de reducción de datos, 
ampliamente estudiada, que tiene por objetivo la reasignación de variables en las que se encuentra 
descrita la información. Los nuevos descriptores no correlacionados linealmente entre sí se 
denominan componentes principales, siendo los nuevos ejes coordenados que representan a los 
datos de la mejor manera. 
Una de las características que tiene esta técnica, es que los componentes principales obtenidos de 
la información, están ordenados de forma tal, que los primeros componentes son los que retienen 
la mayor parte de las variaciones en los descriptores originales, dando cabida a la oportunidad de 
prescindir de los componentes que no aportan en gran medida en la proyección de la información, 
viéndose reducida de esta forma la dimensión de la matriz transformada por análisis de 
componentes principales. Para ilustrar el procedimiento empleado por dicha técnica, se usarán solo 
dos dimensiones para observar de mejor forma el procesamiento de la información. 
Dada una matriz de datos 𝐻𝑚 𝑥 𝑛 donde 𝑚 = 12 y 𝑛 = 2 como la que se muestra en la Tabla 2.1, 
se procede a calcular la media de cada una de las dimensiones de la matriz de acuerdo a la ecuación 
(2.17). 
 
 
 
 
 
 
12 
 
Tabla 2.1. Datos de prueba 
X Y 
0.1270 0.8003 
0.9134 0.1419 
0.6324 0.4218 
0.0975 0.9157 
0.2785 0.7922 
0.5469 0.9595 
0.9575 0.6557 
0.9649 0.0357 
0.1576 0.8491 
0.9706 0.9340 
0.9572 0.6787 
0.4854 0.7577 
 
?̅? =
∑ 𝑋𝑖
𝑚
𝑖=1
𝑚
 
(2.17) 
Para el caso de cada columna, se tiene los siguientes valores de media. 
?̅? =   0.5896  ?̅? =  0.7750 
Luego se procede a sustraer de cada columna su correspondiente media, obteniendo así una matriz 
de variables normalizadas (Tabla 2.2), la cual se denomina N. 
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Tabla 2.2. Matriz N 
X Y 
-0.4626 0.0253 
0.3238 -0.6331 
0.0428 -0.3532 
-0.4921 0.1407 
-0.3111 0.0172 
-0.0427 0.1845 
0.3679 -0.1193 
0.3753 -0.7393 
-0.4320 0.0741 
0.3810 0.1590 
0.3676 -0.0963 
-0.1042 -0.0173 
 
Paso seguido se procede a calcular la matriz de covarianza 𝐶𝑛 𝑥 𝑛 con la ecuación (2.18) y la matriz 
normalizada N. Dicha matriz resultante se expone en la ecuación (2.19).  
        𝐶 =
1
𝑛 − 1
𝑁 ∗ 𝑁𝑇 (2.18) 
𝐶 = |
0.1287 −0.0581
−0.0581 0.0934
| (2.19) 
Para obtener la componente principal se deberán calcular los valores propios 𝜆𝑖(𝑖 = 1,2, … , 𝑛) y 
vectores propios 𝑣𝑖(𝑖 = 1,2, … , 𝑛) de la matriz C, recordando de igual forma que un vector propio 
de la matriz C debe cumplir con la ecuación (2.20). Los valores y vectores propios obtenidos de la 
información se exponen en (2.21) y (2.22) respectivamente. 
𝐶𝑣𝑖 = 𝜆𝑖𝑣𝑖 
(2.20) 
𝜆 = |
0.0503 0
0 0.1718
| (2.21) 
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𝑣 = |
−0.5958 −0.8032
−0.8032 0.5958
| (2.22) 
Finalmente, en la Figura 2.2 se ilustran los ejes que representaran la base datos. De igual forma se 
puede apreciar que al igual de lo esperado teóricamente, la primera componente es la que tiene la 
información más representativa de los datos, mientras que la segunda componente se encarga de 
almacenar la información restante. Este comportamiento siempre se presenta sin importar el 
número de dimensiones de la información. 
 
Figura 2.2. Distribución de datos 
El número de valores propios obtenidos será igual al número de dimensiones de la información, 
por ello con fines de reducir la información se escogen los primeros k valores propios (k < n), 
donde la asignación de esta variable k está dada por el valor de ∝ de la ecuación (2.24), el cual 
denota la aproximación de la precisión del k-ésimo vector propio más grande. 
Definiendo 𝑉𝑛 𝑋 𝑘 = [𝑣1, 𝑣2, … , 𝑣𝑘] y 𝛬𝑘 𝑋 𝑘 = 𝑑𝑖𝑎𝑔[𝜆1, 𝜆2, … , 𝜆𝑘] se puede construir la matriz de 
dimensión reducida 𝑃𝑘 𝑋 𝑚, denominada componentes principales (PC) como se muestra a 
continuación en (2.23). 
𝑃 = 𝑉𝑇𝑥𝑇 (2.23) 
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Donde x es el vector X sustraído la media. A continuación, se expondrá en la Tabla 2.3 los 
componentes principales obtenidos. 
Tabla 2.3. Matriz de componentes principales 
X Y 
-0.3866 -0.2553 
0.6372 -0.3156 
0.2448 -0.2582 
-0.4791 -0.1802 
-0.2601 -0.1715 
-0.1442 0.1227 
0.3666 0.1234 
0.7419 -0.3702 
-0.3911 -0.1979 
0.2113 0.3547 
-0.3866 -0.2553 
0.6372 -0.3156 
 
 
La nueva dimensión reducida de esta matriz será de k = 1, ya que es el único valor entero menor 
al valor inicial, lo que significa que la matriz resultante tendrá una sola columna, como se ilustra 
en la Tabla 2.4. 
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Tabla 2.4. Datos con dimensión reducida 
X 
-0.3866 
0.6372 
0.2448 
-0.4791 
-0.2601 
-0.1442 
0.3666 
0.7419 
-0.3911 
0.2113 
-0.3866 
0.6372 
 
Los datos reducidos de la Tabla 2.4 se ilustran en la Figura 2.3, donde se observa que la información 
solo se encuentra expresadas en función de la primera componente principal. 
 
Figura 2.3. Datos transformados 
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Los datos obtenidos a través de la componente principal poseen ciertas características, como el 
hecho de la no correlación entre ellos, poseen secuencialmente una varianza máxima y la más 
destacable es carencia de un sentido físico, requiriéndose entonces otro elemento adicional para 
facilitar la interpretación de los mismos. 
 
2.2.1. Porcentaje acumulativo de la variación total 
Con el fin de determinar el número apropiado de componentes principales a conservar se han 
creado diversas metodologías, siendo el porcentaje acumulativo de la variación total, uno de los 
más empleados por su simplicidad [16]. Esta metodología consiste en escoger el porcentaje de la 
variación total que los componentes principales deberán alcanzar (ya sea un 80% o un 90%). 
Posterior a ello, se obtiene el número k de componentes que se deben conservar, siendo k el valor 
más pequeño de componentes necesarios para alcanzar al porcentaje estipulado. De igual forma se 
debe recordar, que los componentes principales se organizan de tal forma que los primeros son los 
de mayor aporte en la variación y descienden progresivamente. Por lo que el mínimo número k está 
dado por la sumatoria desde el primer componente principal hasta el k-ésimo sobre la variación 
total, tal como se expresa en la ecuación 2.24. 
∑ 𝜆𝑖
𝑘
𝑖=1
∑ 𝜆𝑖
𝑛
𝑖=1
≥ 𝛼 (2.24) 
En donde 𝛼 es valor porcentual definido por el usuario, k es el mínimo valor de componentes 
principales a conservar y n es el número total de componentes principales. 
 
2.3. Técnica de agrupamiento 
La agrupación de datos es el proceso que tiene por finalidad ubicar datos con características 
similares en una misma agrupación. Al partir de esta aseveración, se define un algoritmo de 
agrupación, como aquel encargado de particionar una base de datos en varios grupos que contienen 
datos con características comunes entre sí, y a la vez los diferencian de los otros grupos. Para 
determinar el algoritmo a implementar se observó que en [6] se hace una comparación de los 
algoritmos k-means, Fuzzy C-means, Mountain Clustering y Substractive Clustering, obteniéndose 
como conclusión que el k-means además de tener el valor más bajo de error de la media cuadrática 
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de los algoritmos comparados, requiere menor tiempo computacional, haciéndola idónea para el 
proyecto.  
Como ya se había mencionado, el k-means es un método de agrupamiento cuya función se basa en 
seccionar los datos en un número k de agrupaciones. El algoritmo asigna cada dato a un conjunto 
y este proceso se realiza dependiendo de la distancia euclidiana del dato a analizar y cada uno de 
los centroides de cada agrupación. El algoritmo finalmente asignará el dato al grupo cuyo centroide 
este más próximo. Por su parte los centroides son asignados de manera aleatoria en la primera 
iteración y reubicados continuamente con cada nueva iteración en una posición media respecto a 
los datos pertenecientes a la agrupación de dicho centroide. El algoritmo converge en el momento 
que los centroides no sean reubicados y ningún punto de la información sea reasignado, siendo 
establecidos de forma permanente a una determinada agrupación tal como se muestra en el 
diagrama de flujo en la Figura 2.4. 
 
           
Figura 2.4. Diagrama de flujo del algoritmo k-means 
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En la Figura 2.5. se muestra una base de datos bidimensional con información dispersa, para ilustrar 
como se aglomera la información según la cantidad de agrupaciones definida. Para este ejemplo se 
tomó un 𝑘 = 4. Por su parte En la Figura 2.6 se muestra gráficamente la ubicación de los centroides 
de cada agrupación una vez termina el proceso. 
 
Finalmente, en la Figura 2.7 se puede observar cuales son los datos asociados a cada grupo según 
el color y figura de los puntos en el plano. 
 
                                                                      Figura 2.7. Asociación al centroide más cercano 
                   Figura 2.6. Base de datos para k-means                    Figura 2.5. Ubicación de los centroides 
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El k-means requiere que el usuario determine el número de agrupaciones, sin embargo, para efectos 
de establecer el número óptimo de centroides, se emplean algunos índices que serán presentados a 
continuación. 
 
2.3.1. Índice Calinski-Harabasz 
También llamado VRC (por sus siglas en ingles Variance Ratio Criterion) fue expuesto en [17] y 
se define por la siguiente ecuación. 
𝑉𝑅𝐶𝑘 =
𝑆𝑆𝐵
𝑆𝑆𝑊
∗
(𝑁 − 𝑘)
(𝑘 − 1)
 (2.25) 
Donde SSB es la diferencia total entre los centroides, y SSW es la diferencia total dentro de cada 
agrupación, k es el número de agrupaciones y N es el número de datos. 
𝑆𝑆𝐵 = ∑𝑛𝑖‖𝑚𝑖 − 𝑚‖
2
𝑘
𝑖=1
 (2.26) 
De la ecuación (2.26) 𝑚𝑖 es el centroide de la agrupación i, m es la media general de la toda la 
información y ‖𝑚𝑖 − 𝑚‖ es la norma entre los dos vectores. 
𝑆𝑆𝑊 = ∑ ∑‖𝑥 − 𝑚𝑖‖
2
𝑥∈𝑐𝑖
𝑘
𝑖=1
 (2.27) 
Para la ecuación (2.27) se tiene que x es un punto de toda la base de datos, ci es la i-ésima 
agrupación. Entre mayor sea el valor del índice mejor es la agrupación, por ello para determinar el 
valor óptimo de agrupaciones, se debe escoger el valor más alto arrojado por el índice. 
 
2.3.2. Índice Davies-Boudlin (DB) 
Este índice fue creado en [18]. Es una métrica que evalúa los algoritmos de agrupación con base 
en las distancias euclideas entre los centroides y la información, y se define por la ecuación (2.28) 
𝐷𝐵 =
1
𝑘
∑𝑚𝑎𝑥𝑗≠𝑖{𝐷𝑖,𝑗}
𝑘
𝑖=1
 (2.28) 
Donde Di,j se define por la ecuación (2.29). 
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𝐷𝑖,𝑗 =
(𝑑?̅? + 𝑑?̅?)
𝑑𝑖,𝑗
 (2.29) 
 
Siendo 𝑑?̅? la distancia media entre cada punto en la agrupación i y el centroide de dicha agrupación. 
𝑑?̅? es la distancia media entre cada punto de la agrupación i y el centroide de la agrupación j.𝑑𝑖,𝑗  
es la distancia euclidiana entre los centroides de las agrupaciones i y j. la solución óptima se 
presenta para el menor valor del índice. 
 
2.3.3. Índice Silhouette 
El índice de Silhouette fue mencionado por primera vez en [19], y se encarga de medir para cada 
punto de la base de datos la similitud entre el punto estudiado con respecto a los puntos del mismo 
grupo. El valor del Silhouette para una agrupación i se define con la siguiente ecuación. 
 
𝑆(𝑖) =
𝑏(𝑖) − 𝑎(𝑖)
max (𝑎(𝑖), 𝑏(𝑖))
 (2.30) 
 
Donde 𝑎(𝑖) es la distancia promedio de un punto i a otro punto en la misma agrupación y 𝑏(𝑖) es 
la distancia media mínima del punto i a un punto de otra agrupación. Este índice varía desde -1 a 
+1, en donde los valores más altos indican que el punto i concuerda con los elementos del grupo 
asignado. 
 
2.4. Algoritmo de clasificación 
Estos algoritmos tienen por función clasificar información en distintas categorías de acuerdo a 
determinados criterios. Estos algoritmos se dividen en supervisados y no supervisados según el 
tipo de aprendizaje empleado. Los de tipo supervisado aprenden a través de ejemplos 
proporcionados, por tanto, el algoritmo se encarga de establecer una serie de discernimientos, para 
relacionar la información de entrada con su correspondiente vector respuesta. Por otro lado, el 
aprendizaje no supervisado es aquel en el cual el algoritmo no recibe ningún tipo de instrucciones, 
22 
 
por lo tanto, este encuentra una estructura para la información proporcionada con criterios que el 
algoritmo crea por sí mismo. En este documento se implementa el algoritmo basados en el 
aprendizaje supervisado árbol de decisiones o DT (Decision Tree). 
Los árboles de decisión [20] [21] son herramientas de aprendizaje automático, implementadas para 
la clasificación de datos. Ésta técnica recibe su nombre por la forma en la cual se representa la 
clasificación, ya que se asemeja a un árbol cuya base se encuentra arriba y sus ramas se van 
desplegando hacia abajo, lo que lo hace un método intuitivo y amigable en cuanto a la 
interpretación por parte del usuario. Los modelos son obtenidos por particiones recurrentes del 
dominio de los datos, creando así un algoritmo predictivo con cada partición. El árbol de decisiones 
se puede categorizar según la naturaleza de los datos que sustentan el algoritmo. Se le denomina 
árbol de clasificación si la información que usa tiene carácter finito, mientras que el árbol de 
regresión trabaja con variables que toman valores continuos o discretos. 
El algoritmo de los árboles de decisiones ha evolucionado con los años, sin embargo, con fines de 
implementar una metodología que requiera poco tiempo computacional, se decidió usar el 
algoritmo CART [22]. A continuación, se expone un ejemplo del funcionamiento del árbol. 
La información consignada en la Tabla 2.5 representa las coordenadas bidimensionales de varios 
puntos ubicados en el espacio, los cuales se dividen según su color, ya sea rojo (r) y verde (v). 
Se espera que, aplicando el algoritmo de árbol de decisiones, se pueda determinar los patrones 
intrínsecos de la información, y poder clasificar valores futuros. 
En la Figura 2.8 se muestra gráficamente la distribución espacial de los puntos, los cuales poseen 
diferentes formas dependiendo de la clase asignada, ya sean círculos para la clase r y triángulos 
para representar los datos clase g. En la figura también se puede apreciar que la información se 
puede clasificar según el valor de la ordenada (X1), tal cual se ve representada por las líneas 
punteadas horizontales.  
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Tabla 2.5. Base de datos base para entrenar el árbol de decisiones. 
X1 X2 Clase 
3 4 r 
7 5 r 
8 6 r 
8 45 g 
1 99 r 
10 12 r 
6 16 r 
10 17 r 
6 23 r 
7 22 r 
4 27 g 
5 35 g 
6 34 g 
7 39 g 
1 40 g 
2 41 g 
10 28 g 
3 47 g 
8 78 r 
9 47 g 
5 53 g 
9 54 g 
9 10 r 
9 11 r 
10 68 g 
5 93 r 
7 66 g 
3 70 g 
4 72 g 
8 74 g 
1 92 r 
2 78 r 
3 79 r 
1 68 g 
2 64 g 
2 98 r 
4 85 r 
4 86 r 
5 86 r 
6 65 g 
 
24 
 
 
Figura 2.8. Base de datos para árbol de decisiones 
Finalmente se obtiene el modelo expuesto en la Figura 2.9, el cual indica que los valores menores 
a 25 o mayores a 75 en el eje de las ordenadas pertenece a la clase “r” (círculos), mientras que los 
datos mayores a 25 y menores que 75 serán clasificados en “g” (triángulos). 
 
Figura 2.9. Modelo de árbol 
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En el ejemplo se logra observar con facilidad el patrón de la distribución de la información (Figura 
2.8). Patrón que posteriormente fue validado a través del algoritmo. Sin embargo, conforme se 
complejiza la base de datos en cuanto a tamaño y dimensiones, la clasificación según el patrón de 
los datos es una labor únicamente ejecutable a través de este algoritmo. 
 
2.5. Revisión bibliográfica 
Determinar el estado del SEP es una necesidad fundamental para los operadores de la red que deben 
velar por el correcto funcionamiento del mismo sin importar las condiciones que se presenten. Para 
ello se han formulado con el transcurso del tiempo diversas metodologías que describen la 
vulnerabilidad del SEP ante ciertas contingencias, entre las cuales se puede resaltar el estudio de 
la estabilidad del sistema basado en variables del sistema en las barras y líneas. De igual forma, el 
estudio de la estabilidad de tensión ha encontrado un complemento en los sistemas de monitoreo 
en tiempo real, permitiendo determinar la robustez del mismo al momento preciso de ocurrir una 
condición atípica.  
Con el fin de hacer una revisión general sobre el estudio de la estabilidad de tensión en el SEP, esta 
sección expondrá los aspectos históricos más relevantes de dicha metodología. 
Un documento de gran relevancia que se enfocó en tratar la estabilidad de tensión en un SEP fue 
[8] del año 1994. En este documento el autor plantea un panorama con tres formas de evaluar la 
estabilidad de un sistema de potencia, las cuales son: la estabilidad angular del rotor de las 
maquinas síncronas, estabilidad en la frecuencia del sistema y la estabilidad de tensión. En donde 
la estabilidad de tensión se define como la capacidad de un SEP de mantener bajo un rango 
aceptable los niveles de tensión en todas las barras del sistema bajo una condición operativa común 
o una atípica. Por tanto, bajo este marco se considera que el sistema es inestable cuando una 
perturbación en el SEP logre cambiar las condiciones del sistema y los niveles de tensión no puedan 
ser controlados. 
Con la llegada de las PMUs surge la oportunidad de mejorar el modo en el cual se vigila el SEP, 
dando paso a la creación del termino de medición de área amplia o WAMS (por sus siglas en inglés 
Wide Area Measuremet System), el cual proporciona una mayor información de las distintas 
variables del sistema en un menor tiempo, más sin embargo esto supone un mayor grado de 
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complejidad en cuanto a manejo e interpretación de dicha información, es por ello que surgen 
diversas investigaciones como [23], [24] y [25] que proponen la realización de monitoreo de la 
estabilidad de tensión en tiempo real, con la ayuda de los medidores fasoriales e incluyendo el árbol 
de decisiones como un algoritmo clave para generar un modelo predictivo a partir de simulaciones 
y de estas predecir el comportamiento del sistema ante cualquier tipo de condición operativa. 
Posteriormente en [4] se hace énfasis en la reducción de la información obtenida de los medidores 
fasoriales mediante el uso de distintas herramientas como el PCA, el K-means que agrupa la 
información y el ya usado árbol de decisiones con el fin de interpretar la información obtenida en 
un tiempo mucho menor. 
Actualmente el tema de esta investigación sigue siendo tratado por varios autores. En [26] se 
plantea usar diversos algoritmos para la reducción de la información proveniente de los medidores 
fasoriales similares a los planteados en el presente documento, sin embargo, esta se diferencia de 
los anteriores debido a que usaron el análisis de correlación, eliminando así casos redundantes que 
sobrealimentan el árbol de decisiones además de usar diversos métodos multi-objetivos para 
encontrar el valor óptimo para la reducción de la información. 
Sin embargo, la estabilidad de tensión no se limita al estudio del tratamiento de la información del 
sistema de monitoreo. La estabilidad de tensión abarca un amplio espectro, estudiado por distintos 
documentos como es el caso de [27], en el cual emplean metodologías como el análisis modal para 
determinar las barras que presentan mayor afectación durante una contingencia y pueden ayudar a 
provocar un colapso de tensión. Además, como parte de la solución planteada en el documento, se 
simuló la afectación de estas barras “débiles” cuando se les equipa un FACTS (por sus siglas en 
inglés Flexible AC Transmission System), obteniendo de esta forma una mejoría en los perfiles de 
tensión de los sistemas simulados e incrementando la cargabilidad máxima de las líneas. 
Al igual que en [27], los autores de [28] se explora la posibilidad de introducir elementos al SEP 
que ayuden a mejorar el perfil de tensión del mismo ante condiciones atípicas. En este documento 
se plantea el uso de capacitores, los cuales se ubicarán en puntos obtenidos de la matriz de 
sensibilidad del mismo. 
En [29] se propone el estudio de la estabilidad de tensión a nivel de distribución. Este documento 
se enfoca en el sistema de distribución, lo cual es poco común por la complejidad del mismo y los 
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costos de las PMUs, paro lo cual plantean una solución basada en el modelamiento de dicho sistema 
a través de la inyección de tensión en las barras que conectan el sistema de transmisión con el de 
distribución, evitando de esta forma instalar dispositivos en el sistema de distribución. 
En [30] se retoma el estudio de los índices de estabilidad para presentar un nuevo índice 
denominado P-index derivado del conocido L-index, pero enfocado a las necesidades actuales de 
un monitoreo dinámico con el uso de medidores fasoriales.   
Se puede concluir que desde que se empezó a trabajarse conjuntamente el análisis de la estabilidad 
de tensión con sistemas de monitoreo WAMS, el punto neurálgico tratado en varios documentos 
se ha centrado en la investigación y simulación de técnicas de transformación y reducción de la 
información obtenida de dichos medidores, como el PCA o el k-means, con el propósito de calcular 
la estabilidad del sistema de una forma ágil, buscando un monitoreo en tiempo real. De igual forma 
se puede concluir que el estudio de la estabilidad de tensión posee un amplio espectro que 
comprende distintas técnicas u opciones que constantemente se reevalúan y actualizan para 
concebir una forma eficiente de evaluar el estado de un SEP y otorgando la oportunidad de tomar 
las medidas de aseguramiento necesarias al momento de ocurrir una contingencia. 
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Capítulo 3 
3.Metodología 
 
En este capítulo se expone en forma práctica la metodología para la estimación de la estabilidad de 
tensión a través de las diferentes herramientas encargadas del procesamiento de la información. 
 
3.1. Descripción de la metodología 
Para describir la metodología, es prudente recordar que la estabilidad de tensión se define como la 
capacidad de un SEP de mantener sus niveles de tensión en rangos aceptables después de la 
ocurrencia de algún evento atípico, lo que significa que se puede emplear la estabilidad de tensión 
para establecer el correcto funcionamiento del sistema después de una contingencia. Para ello 
existen varias herramientas, de las cuales unas de las más reconocidas son los índices de estabilidad 
de tensión, los cuales, a partir de variables del sistema arrojan un escalar que varía entre 0 y 1, que 
miden la cercanía a la inestabilidad. 
De igual forma surge la necesidad de obtener una visión del sistema constantemente actualizada. 
Para ello es preciso que la información sea obtenida e interpretada en el menor tiempo posible, lo 
que se traduce en una migración a un nuevo sistema de medición más eficiente, como por ejemplo 
la medición a través de PMUs, acoplada a un procesamiento rápido de la información. 
Con el fin de estimar el impacto de la propuesta de monitoreo de estabilidad de tensión en un SEP, 
se simula un sistema expuesto a diversas condiciones operativas y se consignan los resultados en 
una base de datos. Ahora bien, ya obtenida la información simulada, se procede a realizar el 
tratamiento propuesto con las distintas herramientas. 
Como primera medida se implementa la trasformación numérica PCA, la cual convierte los 
descriptores de las distintas condiciones operativas como lo son las tensiones fasoriales o los flujos 
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de potencia en variables adimensionales que concentran la información en un menor números de 
columnas. Por tanto, si la base de datos inicial se expresa como una matriz M de f número de filas 
y c número de columnas, se buscará expresar la información en un número q de columnas, para la 
cual se cumpla que 𝑞 ≪ 𝑓 por lo que se ve reducido significativamente el número de las mismas y 
hace el manejo de la información más rápida en cuanto el tiempo computacional. 
Posteriormente se emplea el algoritmo de agrupamiento k-means para complementar la reducción 
de la información. Con este algoritmo se busca disminuir la cantidad de filas de la matriz que 
representan las distintas condiciones operativas del sistema. Esto se logra mediante la estimación 
de ciertos casos que logran representar un conjunto de condiciones con alto nivel de similitud, por 
lo que la omisión de los mismos no representa una pérdida de información relevante. Lo que 
significa que de c columnas iniciales, se reducen a un número p de columnas cumpliéndose que 
𝑝 ≪ 𝑐. Como resultado del tratamiento de la información, la matriz se vería modificada tal como 
se aprecia en la ecuación (3.0). 
[
𝑀11 𝑀12 … 𝑀1𝑐
𝑀21 𝑀22 … 𝑀2𝑐
⋮ ⋮ ⋱ ⋮
𝑀𝑓1 𝑀𝑓2 … 𝑀𝑓𝑐
] →
[
 
 
 
𝐷11 𝐷12 ⋯ 𝐷1𝑝
𝐷21 𝐷22 … 𝐷2𝑝
⋮ ⋮ ⋱ ⋮
𝐷𝑞1 𝐷𝑞2 ⋯ 𝐷𝑞𝑝]
 
 
 
   ∀  (𝑞 ≪ 𝑓) ||(𝑝 ≪ 𝑐) (3.0) 
Finalmente, un 70% de la información de la nueva matriz D será implementada para entrenar el 
algoritmo clasificador de árboles de decisión y el 30 % restante se encargará probar dicho 
entrenamiento. Este algoritmo se encarga de establecer ciertos criterios o patrones que relacionan 
la información simulada del sistema y crear un modelo predictivo. 
Para ilustrar el procedimiento descrito, en la Figura 3.1 se presenta un diagrama de flujo que 
muestra el procesamiento de la información del sistema simulado. 
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Figura 3.1. Diagrama del entrenamiento del modelo predictivo (simulación) 
 
3.2. Simulación del sistema eléctrico de potencia 
Debido a la necesidad de validar la propuesta del documento, se propone emplear el sistema IEEE 
de 14 barras por su simplicidad y sus características topológicas, además de ser ampliamente 
estudiado en investigaciones enfocadas a la estabilidad de tensión. Este sistema cuenta con 14 
barrajes, en donde 9 son nodos de carga y 5 son de generación. Adicionalmente todos estos barrajes 
se interconectan por 20 líneas de transmisión tal como se puede observar en la Figura 3.2. 
 
Figura 3.2. Diagrama unifilar del sistema IEEE de 14 barras [31] 
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Este sistema ya tiene identificadas las barras 13 y 14 como las más críticas en términos de 
estabilidad de tensión, por ser las más alejadas de las barras que suministran los reactivos. 
 
3.2.1. Generación de base de datos. 
Con el fin de realizar una validación de la investigación, se crea una base de datos compuesta de 
distintas condiciones operativas que representan los posibles escenarios en los que se tendría que 
desempeñar el sistema. Si se parte de la premisa de asignar variaciones aleatorias de las barras de 
carga dentro del intervalo de 0.5 a 2.0 en p.u., acompañado de contingencias N-1 y considerando 
el tamaño del sistema, se obtendría un total de 312000 condiciones operativas. Sin embargo, al 
realizar el respectivo flujo de carga se determinó que la cantidad de casos que convergían se reducía 
a 236416 condiciones operativas. 
A partir de los flujos de cargas de las diversas condiciones operativas, se obtuvieron las variables 
que caracterizan al sistema en dicha operación específica, y de estos se obtuvieron parámetros 
derivados como lo son los índices de estabilidad de tensión, usados para determinar la estabilidad 
del sistema. Dicha información obtenida se organiza de forma matricial, siendo las columnas los 
descriptores del sistema (tensiones en magnitud y ángulo, flujos de potencia, etc.), y las filas por 
su parte representan distintas condiciones operativas registradas del sistema, como se ilustra en la 
Figura 3.4. 
 
Figura 3.3. Estructura de la base de datos. 
 
3.3. Reducción dimensional de los descriptores del sistema 
A partir de los descriptores obtenidos de la simulación del sistema se procede a realizar la reducción 
de las variables con el PCA. En total son 118 columnas que contienen descriptores del sistema 
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compuestos por la tensión en magnitud y ángulo de todas las barras de sistema, las potencias en las 
barras generadoras y los flujos de potencias activas y reactivas en las líneas. 
Para realizar dicha reducción se toma cada descriptor por separado y se implementa el PCA como 
se describió en el capítulo 2.2, para obtener así el mínimo número de componentes necesarios para 
alcanzar un factor de variación α deseado. Es prudente resaltar nuevamente que la información 
obtenida después de realizar el PCA es carente de sentido físico, por ende, no puede ser interpretado 
por el usuario. 
 
3.4. Evaluación de la estabilidad del sistema 
Con cada CO se realizan los cálculos de los índices de estabilidad de tensión en las barras y líneas 
descritos en el capítulo 2.1, los cuales definen el estado de dicha condición operativa, ya sea como 
estable o inestable. Sin embargo, se busca hacer una normalización de los distintos resultados 
obtenidos de los 4 índices (ya que los índices de barras y líneas pueden indicar grados distintos de 
estabilidad entre sí), con el fin de obtener un solo valor entero que se pueda interpretar con mayor 
facilidad para los operadores. 
Como primera instancia, para obtener el valor de estabilidad de tensión global que defina el estado 
de la CO se decide escoger el valor del índice más alto como el valor representativo para no perder 
confiabilidad. De igual forma, se le asigna un valor discreto que varía entre 1 a 4 según el valor del 
índice, siendo 1 asignado a los índices con valores entre 0 a 0.25, 2 los índices con valores entre 
0.25 y 0.5, y así sucesivamente hasta 4 indicando el colapso de la tensión. En las Tablas 3.1 y 3.2 
se ilustra este proceso. 
Tabla 3.1. Normalización de los índices de estabilidad. 
Rango del valor del 
índice 
Valor 
asignado 
Estado del sistema 
0 ≤ Í𝑛𝑑𝑖𝑐𝑒 < 0.25 1 Estable 
0.25 ≤ Í𝑛𝑑𝑖𝑐𝑒 < 0.50 2 Seguro 
0.50 ≤ Í𝑛𝑑𝑖𝑐𝑒 < 0.75 3 Alerta 
0.75 ≤ Í𝑛𝑑𝑖𝑐𝑒 ≤ 1.00 4 Critico ó inestable 
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Tabla 3.2. Ejemplo de normalización de la evaluación del estado del sistema. 
Condición 
operativa 
L index SVSI Lmn Lqp 
Índice 
representativo 
valor 
asignado 
Estado del sistema 
CO 1 0,512 0,513 0,493 0,495 0,513 3 Alerta 
CO 2 0,129 0,132 0,241 0,245 0,245 1 Estable 
CO 3 0,616 0,621 0,715 0,751 0,751 4 Critico ó Inestabilidad 
CO 4 0,459 0,458 0,456 0,458 0,459 2 Seguro 
 
3.5. Agrupamientos de casos 
Para obtener una menor cantidad de información con la cual entrenar el árbol de decisiones, se 
continúa la reducción de la base de datos inicial. Para ello, en esta sección se reduce la cantidad de 
condiciones operativas (filas), agrupando las condiciones similares entre sí y designando un caso 
representativo de toda la agrupación. Es preciso recordar igualmente, que la información que entra 
al algoritmo k-means es la matriz resultante del proceso anterior (PCA), en conjunto con el valor 
normalizado de la estabilidad de tensión de cada CO. 
Para la selección del número óptimo de agrupación en la base de datos se implementan los criterios 
anteriormente expuestos que son el índice Davies-Boudlin y el Silhouette y se contrastan los 
resultados con el fin de obtener el número adecuado. 
Por otro lado, para seleccionar los centroides iniciales del algoritmo se decide implementar la 
función predefinida del software Matlab R2014a, y a partir de los datos obtenidos en cuanto a 
centroides y agrupamiento de los datos se implementa un programa que continua el proceso del 
reordenamiento de los datos hasta que el algoritmo no encuentre variaciones en la asignación de 
los datos. Los centroides obtenidos serán designados como la condición operativa que representa 
a la agrupación, lo que significa que se puede prescindir de las condiciones que se encuentran en 
dicha agrupación. 
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3.6. Comparación del modelamiento del sistema sin minería de 
datos 
El árbol de decisiones como ya se mencionó, es el encargado de generar el modelo predictivo del 
sistema a partir de la base de datos con las diversas condiciones de operación y sus correspondientes 
valores de índices de estabilidad de tensión. Sin embargo, con el fin de evidenciar los beneficios 
de la reducción de la información frente al modelamiento con la totalidad de la información se 
procede a crear varios modelos y comparar tanto su tamaño, su precisión y el tiempo computacional 
requerido para su fabricación. 
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Capítulo 4 
4.Resultados 
 
En este capítulo se consignan los resultados obtenidos al implementar la metodología propuesta en 
el capítulo anterior para la reducción y clasificación de la información con, el fin de determinar la 
estabilidad de tensión de un sistema de potencia ante diferentes condiciones operativas. Es preciso 
recordar que después de simular el sistema de prueba ante distintas contingencias, se obtuvieron 
236416 casos en los que converge el flujo de carga, de los cuales 178018 ó el 75,3% son casos 
estables y 58398 ó el 24,7% son casos inestables, de acuerdo a la aplicación de los índices de 
estabilidad de tensión analizados. 
 
4.1. Resultados de la aplicación del PCA 
En este proyecto, el conjunto de datos obtenido del sistema de 14 barras analizado bajo las 
diferentes condiciones operativas es organizado en forma matricial como se ilustra en la tabla 4.1, 
donde cada fila representa una condición operativa (X) y cada columna representa las diferentes 
variables o descriptores (D) considerados. 
Tabla 4.1 Organización de las diferentes condiciones operativas 
 
Variables o descriptores empleados 
D1  
(V) 
D2 
 (θ) 
D3 
 (PG) 
D4  
(QG) 
D5 
 (Pij) 
D6  
(Pji) 
D7 
 (Qij) 
D8 
 (Qji) 
Total 
Condición 
operativa X 14 14 5 5 20 20 20 20 118 
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El sistema de potencia analizado consta de 14 barras, de las cuales 5 son barras de generación y 20 
líneas de transmisión. Entre los primeros descriptores de la matriz se encuentran las tensiones en 
magnitud (D1) y ángulo (D2) de cada barra del sistema. Las potencias activas y reactivas generadas 
en el sistema son los descriptores que ocupan el tercer (D3) y cuarto puesto (D4), las cuales cuentan 
con 5 columnas, cada una representando únicamente las barras que inyectan potencias en el 
sistema. Finalmente, los descriptores D5, D6, D7 y D8 son los flujos de potencias activas y 
reactivas a través de las líneas de transmisión con dirección del nodo i al nodo j y viceversa. Todos 
estos descriptores son valores expresados en p.u. exceptuando los valores angulares de la tensión, 
los cuales se miden en radianes. En total se cuenta con 118 descriptores de cada condición 
operativa, dando lugar a una matriz de 236416 filas  118 columnas. Esto supone una gran cantidad 
de información de un sistema relativamente pequeño, que debe ser depurada para conseguir una 
estimación de la estabilidad empleando menores recursos y tiempos computacionales. 
Con la implementación del PCA en cada descriptor del sistema (tensiones, ángulos y flujos de 
potencias.) se obtuvo una reducción bastante significativa en cuanto al número de dimensiones, tal 
como se evidencia en la tabla 4.1 en comparación con la tabla 4.2. Estos resultados se obtuvieron 
al aplicar la ecuación 2.24 con factores de ∝ iguales a 85, 90 y 95%, con el fin de comparar la 
reducción obtenida con cada factor y el error que presentan al realizar la reconstrucción. Se 
eligieron estos valores elevados de α para evitar en gran medida la pérdida de información. 
Tabla 4.2. Reducción de la base de datos con la aplicación PCA. 
Factor 
α  
Número de dimensiones usando PCA Error 
promedio en 
la 
reconstrucción 
PCA 
(D1) 
PCA 
(D2) 
PCA 
(D3) 
PCA 
(D4) 
PCA 
(D5) 
PCA 
(D6) 
PCA 
(D7) 
PCA 
(D8) 
No. de 
componentes 
85% 2 2 1 1 5 5 3 3 22 0,0271 
90% 2 3 1 1 5 6 4 4 26 0,0240 
95% 3 4 1 1 6 7 6 6 34 0,0188 
 
Por otro lado, en la Tabla 4.2 se describe el orden de los nuevos descriptores en la matriz obtenida 
después de la reducción por PCA. En la Tabla se muestra que los descriptores son sustituidos por 
los resultados del tratamiento de cada uno de ellos, por consiguiente, el nuevo descriptor PCA (D1) 
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corresponde al resultado de la reducción dimensional del primer descriptor de la matriz original 
(tensión en magnitud), el PCA (D2) a su vez representa el resultado del mismo tratamiento al 
descriptor D2, y así sucesivamente. Igualmente se consigna el valor total de columnas resultantes 
después de la reducción con distintos valores de α. Finalmente se puede observar que en la última 
columna se encuentran los valores de error promedio en la reconstrucción, los cuales fueron 
obtenidos mediante la sustracción de la matriz reconstruida con los valores de la matriz original. 
De no haberse reducido la información el error obtenido de la reconstrucción y la matriz original 
sería nulo, sin embargo, como se eliminó una parte de la información la matriz reconstruida posee 
pequeñas diferencias con respecto a la original, por ello en esta columna se expresa un promedio 
de todos los errores obtenidos de esta sustracción de cada elemento de las matrices. 
Cabe resaltar que la transformación dimensional del PCA de los descriptores genera valores 
teóricos carentes de significado físico, por lo tanto, el PCA del descriptor D1 o magnitud de 
tensiones dejaría de representar dichas tensiones. De igual forma esta carencia de sentido físico 
explica la razón por la cual la trasformación dimensional de la magnitud de tensiones y la 
transformación de los ángulos tienen valores distintos para un mismo factor α, ya que el número 
de columnas resultantes de la transformación solo es determinado a través de los valores propios 
de la información. 
De igual forma, en la Tabla 4.2 se observa que con los tres valores del factor α se obtiene una gran 
disminución del número de descriptores o columnas de la matriz. Además, se puede ratificar que 
el valor del factor es inversamente proporcional al error de la reconstrucción, ya que se retiene un 
mayor número de información. Sin embargo, con cualquier valor del factor expuesto en la tabla, se 
puede prever un cambio significativo del tiempo y esfuerzo computacional en la construcción del 
árbol de decisiones y ratifica la relevancia del PCA como primera medida para el tratamiento de la 
información. 
 
4.2. Resultados de la agrupación de datos 
Para continuar con el tratamiento de la información se requiere hacer la reducción del número de 
casos o condiciones operativas, por lo que se debe aplicar alguna técnica de agrupación, para este 
caso se empleó k-means. Esta metodología requiere la definición previa del número de 
38 
 
agrupamientos que se realizarán, ya que el algoritmo no identifica por sí mismo dicho valor y lo 
solicita como criterio base. Por ello como se ilustró en el Capítulo 2.3 existen ciertos índices que 
determinan dicho valor de agrupamiento analizando los patrones de la información. Los índices 
escogidos en este trabajo fueron Davies-Boudlin (DB) [18] y Silhouette [19]. Estos índices se 
evaluaron con variaciones de grupos entre 1 a 401, en pasos de 10, para los cuales se obtuvieron 
los resultados ilustrados en las Figuras 4.1 y 4.2. 
 
Figura 4.1. Variación del índice DB ante variaciones de k. 
 
Figura 4.2. Variación del índice Silhouette ante variaciones de k. 
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Para interpretar las dos figuras anteriormente expuestas, es necesario recordar la formulación de 
dichos índices. En la figura 4.1 se muestra la variación del índice DB ante distintos valores de 
agrupaciones “k”. Este índice busca en esencia evaluar que tan lejos se encuentran las agrupaciones 
entre si contra las distancias internas de los puntos de un grupo a su centro, por ello entre menor 
sea el valor del índice, significará que las agrupaciones están mejor definidas entre sí. Por otra 
parte, el índice Silhouette busca determinar la similitud de un punto con otro de su misma 
agrupación contra la similitud del mismo punto con respecto a otro punto foráneo, por ende, este 
índice arrojara valores altos cuando el número de agrupaciones es el adecuado. 
Como se puede observar, las dos figuras de los índices indican aproximadamente, que el valor 
recomendado corresponde a 91 agrupaciones, lo que significa que las 236416 condiciones 
operativas pueden agruparse en 91 grupos representativos. Con esto se consigue reducir de forma 
considerable la información inicial del sistema. 
Paso seguido se procede a alimentar el algoritmo k-means con la nueva matriz reducida en 
descriptores, añadiéndole una columna de resultados que contiene el valor discretizado del estado 
de cada condición, con el fin de obtener como resultado del k-means las nuevas condiciones 
operativas con el correspondiente valor del estado de tensión tal como se ilustra en la figura 3.1. El 
resultado de dicha agrupación se ilustra en la Figura 4.3, la cual indica la distribución de las 236416 
condiciones operativas en los 91 grupos. 
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Figura 4.3. Distribución de las condiciones operativas en las 91 agrupaciones 
4.3. Resultados de la implementación del algoritmo clasificador 
Finalmente como ya se ha mencionado, el ultimo paso consiste en la implementación del algoritmo 
de clasificación (árbol de decisiones), el cual se entrena con las matrices reducidas para los diversos 
valores de α y se comparan sus resultados con el obtenido al usar la misma herramienta pero con 
la infomacion original (sin depuración). A continuacion se presenta la información obtenida. 
Además, en las figuras 4.4, 4.5, 4.6 y 4.7 se observará que en los nodos finales de cada árbol 
aparecen las respuestas de la clasificación para las distintas configuraciones de valores de 
descriptores, siendo representados por números enteros que varían entre 1 a 4, siendo estos los 
valores normalizados que representan el estado del sistema en términos de estabilidad de tensión. 
Como ya se ha expuesto anteriormente, los diversos índices de estabilidad de tensión comparten la 
representación de estabilidad del sistema, dando por respuesta números decimales que varían entre 
0 y 1, indicando el estado del mismo dependiendo de la proximidad de dicho valor a los extremos 
del rango, siendo los valores cercanos o iguales a 0 sinónimos de un sistema que no posee ningún 
tipo de inestabilidad, mientras que los valores cercanos o iguales a 1 representan el colapso de 
tensión del mismo. Con el fin de discretizar los valores decimales que indican el estado del sistema, 
se normalizan dichos valores de índices de la siguiente manera: los valores que oscilen entre 0 y 
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0.25 serán asignado al número 1 representando un estado estable del sistema, para los valores 
ubicados entre los rangos de 0.251 y 0.5 se les asigna el escalar 2 significando un estado seguro 
del sistema, los valores entre 0.501 y 0.75 se asignan al valor de 3 que indica a los operarios a que 
estén alerta del comportamiento del sistema, y finalmente el rango de 0.751 a 1.0 será representado 
por 4 que representa un estado crítico ó inestable (ver Tabla 3.1). 
La Figura 4.4 muestra el diagrama del árbol obtenido sin ningun tipo de depuración, dicho 
diagrama contiene 1147 nodos.  Mientras que las Fguras 4.5, 4.6 y 4.7 representan los diagramas 
de las matrices reducidas con los valores de α iguales a 85, 90 y 95% respectivamente. Se resalta 
la diferencia en el tamaño de las estructuras generadas por el árbol de decisiones cuando la 
información base es tratada y cuando no lo es. 
 
 
Figura 4.4. Árbol de decisiones creado con la información sin depurar 
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Figura 4.5. Árbol creado con información depurada y un factor α del 85% 
 
 
 
Figura 4.6. Árbol creado con información depurada y un factor α del 90% 
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Figura 4.7. Árbol creado con información depurada y un factor α del 95% 
 
Estos árboles fueron entrenados con el 70 % de la base de datos respectiva de cada uno, con el fin 
de probar la respuesta del mismo al ser expuesto al 30% restante, la cual representa información 
nueva. Esta respuesta determina la viabilidad de la implementación de dicho algoritmo, puesto que 
este debe ser capaz de identificar de manera rápida condiciones de la realidad que sean distintas a 
las ya usadas en su entrenamiento. 
4.4. Comparación de resultados 
En la Tabla 4.3 se consignan los tiempos y tamaños del algoritmo entrenado con las distintas bases 
de datos. Esta tabla ilustra las variaciones en el árbol de decisiones al ser entrenado con los distintos 
tamaños de matrices, que en un principio eran la misma información base obtenida de la simulación 
del sistema. Cabe denotar que la característica más destacable a mencionar es el tiempo de 
predicción, ya que es uno de los puntos neurálgicos de la investigación, puesto que valida la 
viabilidad del proceso. 
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Tabla 4.3. Comparación de los resultados obtenidos con el árbol de decisiones. 
Base de datos 
empleada para 
entrenar los 
árboles 
Tiempo de 
compilación [s] 
Número de 
nodos 
Tiempo de 
predicción [s] 
% de Error en la 
predicción con 
los datos de 
prueba 
Sin depuración 
de datos 
4153,849 1147 76,338 6,67 % 
Con depuración 
de datos y α = 
95% 
0,957 17 0,066 6,67 % 
Con depuración 
de datos y α = 
90% 
0,808 13 0,063 10 % 
Con depuración 
de datos y α = 
85% 
0,421 13 0,031 30 % 
 
La última columna de la tabla contiene el porcentaje de error en la predicción con los datos de 
prueba, obtenido de hacer la predicción de las condiciones operativas pertenecientes a la base de 
prueba con el modelo del árbol de decisiones y comprar dicha predicción con el valor de estabilidad 
definido por los índices de estabilidad de tensión. Posteriormente se contaron los casos en los cuales 
no coincidieran dichas estimaciones de estado se generaron los porcentajes. 
Es preciso mencionar las especificaciones del equipo de cómputo con el que se realizó la 
simulación y se obtuvieron los tiempos anteriormente expuestos en la tabla 4.3, para ello en la 
Tabla 4.4 se exponen dichas especificaciones. 
Tabla 4.4. especificaciones del equipo de cómputo. 
Procesador Intel® Core™ i5-6200U CPU @ 2.30 ~ 2.40 GHz 
Sistema Operativo Windows 10 Home (64 bits) 
Fabricante ASUSTek Computer Inc. 
Modelo X555UB 
RAM 8,00 GB 
Software utilizado MATLAB R2014a (8.3.0.532) 
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A partir de las tablas 4.1, 4.2 y 4.3 se presenta la siguiente tabla que compara los distintos resultados 
obtenidos. 
Tabla 4.5. Tabla Comparativa. 
Tipo de 
información 
utilizada 
No. de 
componentes 
No. de 
condiciones 
operativas 
Error 
promedio en 
la 
reconstrucción 
Tiempo de 
predicción 
[s] 
% de 
Error en la 
predicción 
con los 
datos de 
prueba 
Sin depuración 
de datos 
118 234416 - 76.338 6.67 % 
Con 
depuración 
de datos y 
variación 
del Factor 
α 
95% 34 91 0.0188 0.066 6.67 % 
90% 26 91 0.0240 0.063 10 % 
85% 22 91 0.0271 0.031 30 % 
 
De la Tabla 4.5 se puede observar que efectivamente entre mayor sea el valor de la constante α 
(mayor retención de información) menor es el error al hacer la reconstrucción de la información, 
sin embargo, el error obtenido con los tres valores de α nos distan mucho entre sí. Por otro lado, 
los tiempos de predicción de los valores de α del 95 y 90% son muy similares entre si, mientras 
que con un valor del 85% se obtiene la mitad del tiempo de los otros dos valores de α y una inmensa 
mejoría con respecto al tiempo obtenido con la base de datos sin depuración, la cual se pude 
calificar como la peor de todas las opciones evaluadas en cuanto a tiempo. Sin embargo, el error 
de predicción (obtenido al evaluar el árbol con el 30% de la información restante) muestra que 
como era de esperarse los mejores resultados son los obtenidos con la matriz sin depuración y con 
un α del 95%, seguidos muy de cerca por el error obtenido por el factor α del 90% y finalmente el 
de peor desempeño en esta ocasión es el α de 85%. Se puede concluir que, aunque el factor de α 
con un 85% es la mejor opción en cuanto a tiempo, los errores que presentaban lo convierten en 
una opción no viable al igual que la base sin depurar y su precario comportamiento en cuanto a 
tiempos, lo que hace el factor α del 90% como el más opcionado si damos más relevancia al 
desempeño desplegado en cuanto a tiempos de cómputo y también sus bajos valores de error, 
seguido por el valor de α de 95%. 
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Resumiendo, el proceso aplicado en la matriz original de 236416 condiciones operativas con 8 
descriptores representados por 118 columnas se disminuye a una matriz de 26 columnas que 
representa 8 descriptores adimensionales o componentes y 91 condiciones operativas 
representativas. Esto supone una reducción del 99,99% en el tamaño de la matriz con respecto a la 
información original o, dicho en otras palabras, la matriz original 𝑀118 𝑋 236416 se transforma en la 
matriz 𝐷26 𝑋 91, simplificando considerablemente el tiempo computacional empleado en el 
aprendizaje del árbol de decisiones y su tiempo de predicción. 
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Capítulo 5 
5.Conclusiones y trabajos futuros 
 
Se logró verificar que la reducción de la información a través de las metodologías de PCA y k-
means representan una enorme mejoría en cuanto a tiempo computacional y complejidad del 
modelo predictivo, haciéndolo más fácil de interpretar y proporcionando una respuesta más 
rápida. 
La implementación de este tipo de metodologías en conjunto con un sistema de medición 
basado en PMUs aumentaría en gran medida la confiabilidad del sistema y simplificaría los 
procesos de tomas de decisiones de los operarios, disminuyendo posibles errores en la 
interpretación o solución de alguna contingencia que se presente en el SEP 
Las investigaciones referentes al tratamiento de la información proveniente de los PMUs son 
de gran relevancia debido a que los SEPs de distintos países del mundo están usando estos 
dispositivos en sus sistemas de monitoreo, por lo que se espera que en un futuro estos medidores 
se masifiquen y el uso del SCADA sea minimizado, dando a los medidores fasoriales un papel 
protagónico. 
La estabilidad de tensión ha sido un tópico de gran relevancia desde que los distintos eventos 
históricos remarcaron su importancia, por ello se debe velar por establecer el estado de un 
sistema y determinar su nivel de estrés, y así definir una mejor distribución de las cargas en las 
líneas y barras para evitar algún colapso de tensión. 
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5.1. Trabajos futuros 
▪ Con el fin de revisar posibles mejoras en cuanto a tiempo computacional se propone 
realizar en estudios futuros un análisis comparativo del desempeño en la depuración de 
la información con diferentes metodologías de agrupamiento, como el KNN (por sus 
siglas en inglés K-Nearest Neighbors) o las redes neuronales. 
▪ Se propone implementar este tipo de depuración con distintos SEPs de mayor tamaño 
con el fin de comparar el esfuerzo computacional y tiempo requeridos en su depuración-
interpretación y así determinar las necesidades en los sistemas de cómputo que 
monitorearán en un futuro los SEPs. 
▪ Finalmente se propone realizar un estudio que profundice en los tiempos medición de 
las PMUs con respecto del tiempo de respuestas proporcionado por esta propuesta y 
definir así la viabilidad de la investigación enmarcada en un sistema on-line.  
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