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Abstract
We prove a collapse theorem for the Eilenberg–Moore spectral sequence with coefficients in a
field K converging to the cohomology of the pull-back of a fibration q :E → B by a continuous
map f :X→ B when E, X and B are K-formal. We also show that the cohomology algebra of the
pull-back can be expressed via the torsion functor with the shc-minimal model for B in the sense
of Ndombol and Thomas [Topology 41 (2002) 85] and its free extensions for E and X without the
assumption of K-formality. Moreover not only does the shc-minimal models for E, B and X enable
us to construct a model for the Eilenberg–Moore spectral sequence also they help in computing the
spectral sequence.
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1. Introduction
Let E and X be spaces, B a simply connected spaces and F denote a fibre square
E ×B X E
q
X
f
B
Many collapsing theorems for the Eilenberg–Moore spectral sequence (EMSS) of F have
been presented by several authors under suitable conditions in each case. In [4] Baum
has shown such a result for the EMSS converging to the cohomology of homogeneous
spaces by analyzing the E2-term exactly. In [31] Smith has provided collapse results of
the EMSS with the cohomology of the two stage Postnikov system as its target. Later the
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results have given rise to the fact that the EMSS converging to the mod 2 cohomology
of the free loop space of a simply connected space X collapses at the E2-term under
certain homological assumptions on X [34]. In the case where the coefficients are rational
or real field, the cohomology of the target can be replaced with that of a commutative
differential graded algebra. This fact plays an important role in obtaining some collapse
results [5,37]. In particular, Vigué-Poirrier has constructed the EMSS for F by using
the bigraded minimal model for the map f ∗ :H ∗(B;Q)→ H ∗(X;Q) and the filtered
model for the map between P.L-forms on B and X. As a consequence, one can have the
collapse result [37, Proposition 4.4.5] forF withQ-formal spacesE, X, B and a relatively
Q-formalizable pair (q, f ). Algebraic models for spaces are reliable to deduce collapse
results even if the characteristic of the underlying field is not zero. In fact, Anick has
constructed the EMSS for F with Adams–Hilton models for E, X, B and has given the
collapse result [2, Theorem 5.1] when E, X, B are K-formal spaces, that is, a minimal
model for the space is that for the cohomology algebra of the space with coefficients
in K. (For details, several examples and the equivalent definitions of a K-formal space,
we refer the reader to [1,2,9].) We also mention some results of Munkholm because part
of the proof of our result (Theorem 1.1 below) is based on the notion of shc-algebras
which has introduced in [27]. To obtain the collapse result [27, theorem], which contains
the results due to Baum mentioned above, first he has embedded the category DA of
differential graded algebras into the category DASH of strongly homotopy graded algebras.
Furthermore the notions of the torsion functor and the EMSS on DA have been extended
to those on DASH in [27]. The key to prove the collapsing theorem is the construction
of an isomorphism between the E2-term and E∞-term which is induced by morphisms in
DASH. The restriction to the subcategory of the strongly homotopy commutative graded
algebras (shc-algebras) and its consideration under the language of homotopical algebra
will allow us to obtain not only a collapse result but a differential graded algebra model to
compute the cohomology algebra H ∗(E ×B X;K) (Theorem 1.8 below) and a model for
the EMSS converging to H ∗(E ×B X;K) (Theorem 1.10 below).
In this article we first establish the following collapse result by considering sufficient
conditions for the pair (q, f ) of the maps in F to be relatively K-formalizable from the
viewpoint of algebra models for spaces in the sense of Halperin and Lemaire [16].
Theorem 1.1. Suppose that, in the fibre square F , the spaces E, B and X are K-formal
and that the two maps q and f satisfy any of the following four conditions concerning a
map π :S→ T , respectively. (It is not assumed necessarily that the same condition for q
and f is satisfied.)
(i) H ∗(S;K) and H ∗(T ;K) are polynomial algebras with at most countably many
generators in which the operation Sq1 vanishes when the characteristic of the field
K is 2.
(ii) S is shc-K-formal and π is the diagonal map S→ S × S.
(iii) The homomorphismBH ∗(π;K) :BH ∗(T ;K)→BH ∗(S;K) defined byH ∗(π;K)
between the bar complexes induces an injective homomorphism on the homology.
(iv) H˜ i(S;K)= 0 for any i with dim H˜ i−1(ΩT ;K)− dim(QH ∗(T ;K))i = 0.
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Then the Eilenberg–Moore spectral sequence collapses at the E2-term and hence there
exists an isomorphism of bigraded algebras
E0H
∗(E ×X Y ;K)∼= Tor∗,∗H ∗(X;K)
(
H ∗(E;K),H ∗(Y ;K)),
whereE0H ∗(E×X Y ;K) is the associated bigraded algebra to the filtration which is given
by the spectral sequence.
Observe that the simply connected space X is K-formal if the cohomology H ∗(X;K)
is a polynomial algebra in at most countably many generators (see [27, 7.2]). The notion
of the shc-K-formal space introduced by Ndombol and Thomas [29] will be recalled in
Section 2. In particular, Sn and CPn are shc-K-formal for any K and ΣCPn is shc-K-
formal if and only if the characteristic of K is larger than n. Moreover if X and Y are
shc-formal, then so is the product X× Y . For details of those facts see [18].
Henceforth, we will denote the condition (iv) in Theorem 1.1 by Q(S,T ;K). In general,
one cannot expect that the EMSS for the fibre square F , whose corners E, X and Y are
K-formal, collapses at the E2-term. Actually, the EMSS with coefficients in K for the
Hopf fibration S1 → S3 q→ S2 does not collapse at the E2-term though S3 and S2 are
K-formal. Observe that the condition Q(S3, S2;K) is not satisfied and the induced map
H(BH ∗(q;K)) is not injective either.
Before stating some applications of Theorem 1.1, we recall the result of Tanaka [35] on
isometry-invariant geodesics which is an optimum extension of the main result in [14] and
is also a generalization of the Gromall–Meyer theorem. Let c :R→M be a geodesic on a
Riemannian manifold M and ϕ :M →M an isometry on M . The geodesic c(t) is called
invariant with respect to the isometry ϕ, for short ϕ-invariant, if c(t) is not constant and
ϕ ◦ c(t) = c(t + 1). We call two ϕ-invariant geodesics are geometrically distinct if their
images on M do not coincide. Let MIϕ be the space of all continuous paths w : I → M
satisfying w(1)= ϕ(w(0)). The main theorem in [35] is stated as follows:
Theorem 1.2 [35]. Assume that M is a compact and simply connected Riemannian
manifold and that ϕ is an isometry on M . If the Betti numbers bi(MIϕ ;K) are unbounded
for some field K, then M has infinitely many geometrically distinct ϕ-invariant geodesics.
This result leads us to consider the Betti numbers of the space MIϕ . As for the case where
K is rational, there is a good characterization for the boundedness of the sequence of the
Betti numbers of the space MIϕ .
Theorem 1.3 [13]. Let M be a compact, simply connected Riemannian manifold and ϕ an
isometry on M . Then MIϕ has a bounded sequence of rational Betti numbers if and only if
dimπeven∗ (M)ϕ ⊗Q dimπodd∗ (M)ϕ ⊗Q 1,
where π∗(M)ϕ is the homotopy of M fixed by the induced map ϕ.
As an immediate corollary of Theorem 1.3, we have an example due to Grove,
Halperin and Vigué-Poirrier. If M is rationally equivalent to S2p × S2q with p = q , then
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dimπodd∗ (M)ϕ ⊗ Q = 2. Therefore, it follows from Theorem 1.2 that M has infinitely
many ϕ-invariant geodesics for any isometry ϕ on M . The same argument works well in
the case M 0 CP 2p+1 ×CP 2q+1 (p = q) and hence the similar result can be obtained
(see [13, Examples 4.6 and 4.7]). Let M be a simply connected Remannian manifold which
is rationally equivalent to Sm×Sn orCPm×CPn . Then Theorem 1.2 enables us to deduce
the boundedness of the Betti numbers ofMIϕ unfortunately if one ofm and n is odd, another
is even and the induced map ϕ∗ is not identity. We can not know the existence of infinitely
many ϕ-invariant geodesics on M by the similar argument as above. On the other hand,
Theorem 1.1 yields results generalized more and less for such a case (see Proposition 1.5
and Corollary 1.7 below).
Let X be a simply connected space and ϕ :X→X a self map. Let XIϕ denote the space
of the invariant paths on X which is defined in the similar fashion as the space MIϕ though
ϕ is merely a continuous map. In particular, if ϕ is the identity map on X, then XIϕ is the
free loop space LX on X, namely, the space consisting of all continuous maps from the
circle into X.
By applying Theorem 1.1 to the fibre square
XIϕ XI
π
X
(1,ϕ) X×X
where π(γ )= (γ (0), γ (1)), we have a result concerning the Betti numbers of XIϕ .
Proposition 1.4. Let X be a simply connected space with homotopy type of k-fold product
of the n-spheres. If 2  k < n, then the sequence of the Betti numbers bi(XIϕ;K) is
unbounded for any self map ϕ on X with H ∗(ϕ;K)= id.
Combining Theorem 1.1 with Theorem 1.2 under the field F2, we obtain the following
proposition.
Proposition 1.5. Let M be a compact simply connected Riemannian manifold with the
homotopy type of S2p+1 × S2q+1 (p < q). If q is not divisible by p, then every isometry on
M has infinite many invariant geodesics.
For the spaces X in Propositions 1.4 and 1.5, the condition Q(X,X×X;K) is satisfied
for any field K (see Example 2.6 below). The above results follow from the fact. Moreover
we establish the following proposition.
Proposition 1.6. Let X be a shc-K-formal space. If the condition Q(X,X;K) is satisfied,
then there exists a isomorphism of vector space H ∗(XIϕ;K) ∼= H ∗(LX;K) which is
compatible with the maps induced from the projections LX → X and XIϕ → X if and
only if H ∗(ϕ;K)= id.
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Corollary 1.7. Let Mi (i = 1,2) be a simply connected Riemannian manifold with the
homotopy type of Smi or CPmi and ϕi an isometry on Mi . Then the isometry ϕ1 × ϕ2 on
M1 ×M2 has infinite many invariant geodesics.
For the case where M is a simply connected manifold which is no longer homotopy
equivalent to a K-formal space, one may hope to show the unboundedness of the sequence
{bi(MIϕ ;K)} for some fieldK. In the forthcoming paper [24], we will consider this problem
by using the cobar type EMSS converging to H ∗(MIϕ ;K) in the case where the mod 2
cohomology of the given space is the exterior algebra with two generators.
The second purpose in this article is to examine the algebra structure of the cohomology
of a pull-back without the assumption of K-formality for the spaces E, X and B . When
using the EMSS to determine the algebra structure of the H ∗(E ×B X;K), we must solve
extension problems which appear in the E∞-term even if the term is determined as an
algebra. The information on the bidegree of generators in the E∞-term, some rigid algebra
structure of H ∗(E ×B X;K) (as a Hopf algebra structure) or the Steenrod operation on the
EMSS serves to solve the problem. Actually, by using [21, Theorem 2.4], which gives a
manner to reconstruct the cohomology algebra as the target from the E∞-term, we can
determine the mod p cohomology algebras of the spaces of based loops on compact
simply connected simple Lie groups and some homogeneous spaces algebraically [21,
Theorem 1.1], [22]. (For cases where the extension problems can be solved in the EMSS
converging to the cohomology of a certain free loop space, see also [23, Theorem 1.6]
and [25, Theorems 2.1, 2.2, 2.3 and 2.5].) However, in general, those informations are
insufficient for solving the problems (see [25, Remark 2.6] and Remark 5.5). Recently,
Dupont and Hess have constructed an algebraic model for a pull-back, which is based
on the Adams–Hilton construction [7], and have applied the model to compute the
cohomology algebra of the free loop space explicitly [8]. As for the cohomology algebra
of the free loop space, Ndombol and Thomas [29] have defined explicitly a product
structure on the Hochschild homology of the normalized singular cochain complex of a
simply connected space X and have proved the Hochschild homology is isomorphic to the
cohomology algebra of the free loop space LX of X as an algebra. In particular, one can
see that H ∗(ΩX;K) and H ∗(LX;K) are isomorphic to
TorH ∗(X;K)(K,K) and TorH ∗(X;K)⊗H ∗(X;K)
(
H ∗(X;K),H ∗(X;K))
as algebras respectively if X is shc-K-formal. Following the line, namely without using the
EMSS, we will also consider the algebra structure of H ∗(E ×B X;K) from the viewpoint
of algebraic models for spaces. As mentioned above, the notion of shc-algebras brings
us useful information on the algebra structure of H ∗(E ×B X;K). In fact, using an shc-
minimal model for B [29], we can express the cohomology algebra H ∗(E ×B X;K) via
the torsion functor. Let (T V,µV , dV ) be the shc-minimal model for B where µV :T V̂ →
T V is the “product” structure on T V and ψV :T V̂ → T V ⊗ T V is the “tensorization”
defined in [29, 6.5] (see also Section 3). Our second theorem is stated as follows:
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Theorem 1.8. Suppose that the spaces E,X and B on the fibre square F are simply
connected. Then there exists a commutative diagram consisting of free algebras and their
tensor products
TW ⊗ TW TV ⊗ T Vi⊗i i′⊗i′ T Z⊗ TZ
T Ŵ
β ′
γ ′
T V̂
j j ′
ψV
µX
T Ẑ
γ ′′
β ′′
TW T V
i i′ T Z
such that the three vertical arrows in the two upper squares are quasi-isomorphisms, the
four horizontal arrows in the two lower diagrams are free extensions in the sense of Félix,
Halperin and Thomas [11] and TW , TZ are quasi-isomorphic to C∗(E;K) and C∗(X;K)
respectively, moreover, as an algebra,
H ∗(E ×B X;K)∼= TorTV(TW,T Z)∼=H ∗(TW ⊗TV T Z,dTW ⊗TV dTZ).
Here the algebra structure on TorTV(TW,T Z) is defined by the composition
TorTV (TW,T Z)⊗ TorTV (TW,T Z)
∼=−→ TorT V⊗T V (TW ⊗ TW,T Z⊗ T Z)
TorψV (γ
′,γ ′′)←−∼= TorT V̂
(
T Ŵ,T Ẑ
)
TorµV (β
′,β ′′)−→ TorTV (TW,T Z).
We can know the size of the vector space W and Z.
Proposition 1.9. The vector spaces W and Ŵ in Theorem 1.8 can be chosen so that W =
sH˜ ∗(ΩB) ⊕ KerH ∗(Ωq) ⊕ s cokerH ∗(Ωq), Ŵ = sH˜ ∗(Ω(B × B)) ⊕ KerH ∗(Ω(q ×
q))⊕ s cokerH ∗(Ω(q × q)) if H 2(q) is injective, and W = 0, Ŵ = 0 if H ∗(B;K)=K.
The vector spaces Z and Ẑ can be also chosen so that the similar formulas are satisfied.
We mention here a machine due to Menichi [26] for computing the cohomology of
a homotopy fibre. Let f :E → B be a map between path connected spaces with a path
connected homotopy fibre F . [26, Theorem 6.2] asserts that the chain coalgebra C∗(F ;K)
is quasi-isomorphic to the bar complex B(T Y ;TX) with a diagonal as a coalgebra up to
homotopy via the natural differential graded coalgebra quasi-isomorphism from C∗(F ;K)
toB(C∗(ΩB),C∗(ΩE))which is introduced in [10, Theorem 1.1]. Here TX is an Adams–
Hilton model for E and T Y is its free extension for B . Thus the dual of B(T Y ;TX) is
regarded as a model for DGA, C∗(F ;K). The proof of Theorem 1.8 is proceeded with
the homotopy theory of differential graded algebra as in the proof of [26, Theorem 6.2].
However, one will notice that, by using of the shc-minimal model for B and its free
extensions instead of an Adams–Hilton model and the dualising, we can easily extend
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an applicable limit for the models of spaces from the cohomology of the homotopy fibre to
that of a pull-back.
We turn to dealing with the EMSS for the fibre square F again. When considering the
differential algebra structure of each term of the EMSS converging to H ∗(E ×B X;K),
we encounter difficulty in determining the differential explicitly. From [19, Lemma 2.1], it
follows that the differentials in the spectral sequence is dominated by the differentials and
algebra structure on C∗(E;K), C∗(X;K) and C∗(B;K) though it is so hard to perform
the computation in general. However, in a model for the EMSS obtained by replacing
C∗(E;K), C∗(X;K) and C∗(B;K) with those T V -models, [19, Lemma 2.1] may work
well to determine the differentials in the original EMSS. The following theorem guarantees
the existence of such a model for the EMSS.
Theorem 1.10. Suppose that the spaces E, X and B on the fibre square F are simply
connected. Let (T U,µU,dU ), (T V,µV , dV ) and (T U ′,µU ′ , dU ′) be shc-minimal models
for E, X and B , respectively. Then there exists a commutative diagram up to homotopy
T U ⊗ TU T V ⊗ T Vp˜⊗p˜ f˜⊗f˜ T U ′ ⊗ T U ′
T Û
ψU
µU
T V̂
α β
ψV
µV
T Û ′
ψU ′
µU ′
T U T V
p˜ f˜
T U ′
which makes the algebraic Eilenberg–Moore spectral sequence {E∗,∗r (T U,T V,T U ′), dr }
converging to TorTV(T U,T U ′) into that of algebras. Moreover, under the algebra
structure, the spectral sequence is isomorphic to the Eilenberg–Moore spectral sequence
converging to H ∗(E ×B X;K) as a spectral sequence of algebras. Here the product on
TorTV(T U,T U ′) is defined as follows:
TorTV
(
T U,TU ′
)⊗ TorTV(TU,TU ′)
∼=−→ TorT V⊗T V
(
TU ⊗ T U,TU ′ ⊗ TU ′)
TorψV (ψU ,ψ
′
U )←−∼= TorT V̂
(
T Û,T Û ′
)
TorµV (µU ,µU ′ )−→ TorTV
(
TU,TU ′
)
.
See Section 6 for the homomorphisms between differential torsion products, which are
defined from the above homotopy commutative diagram.
We call a simply connected space X a mod p homology n-sphere, and denote by hsn, if
H∗(X;Fp)∼=H∗(Sn;Fp). As seen in the above, the conditionQ(S3, S2;K) is not satisfied
for any fieldsK. More general, the conditionQ(hs2k−1, hsk;Fp) is not satisfied. Therefore
it is worthwhile to seek an obstruction for the EMSS converging to the mod p homology
of the homotopy fibre of a map hs2k−1 → hsk to collapse. Applying Theorem 1.10, we
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can obtain such an obstruction, as well, for the homotopy fibre to be also mod p homology
sphere. Moreover Theorem 1.8 enables us to determine the cohomology algebra of the
homotopy fibre explicitly.
Theorem 1.11. Let F(q) be the homotopy fibre of a map q from a mod p homology
(2k− 1)-sphere hs2k−1 to mod p homology k-sphere hsk .
(i) Suppose k is even or p = 2. Then F(q) is mod p homology sphere if and only
if Ωq∗ :H2k−2(Ωhs2k−1;Fp)→H2k−2(Ωhsk;Fp) is non-trivial. Moreover, F(q)
then is a mod p homology k − 1 sphere.
(ii) If k is odd and p = 2, then H2k−2(Ωq;Fp)= 0.
(iii) If H2k−2(Ωq;Fp)= 0, then, as an algebra,
H ∗
(
F(q);Fp
)∼=H ∗(ΩSk;Fp)⊗H ∗(S2k−1;Fp).
The rest of this article is organized as follows. In Section 2, we see that condition
Q(S,T ;K) deduces the useful property which turns out to be important in proving
Theorem 1.1. After recalling briefly the definitions of an shc-minimal model and shc-K-
formality, we prove Theorem 1.1 completely in Section 3. In addition, Proposition 1.6
and Corollary 1.7 are also proved. Section 4 is devoted to proving Theorem 1.8 and
Proposition 1.9. In Section 5, we apply Theorem 1.8 to certain explicit computations.
Theorems 1.10 and 1.11 are proved in Section 6. In Appendix A, we give a model for
the Eilenberg–Moore spectral sequence associated to a pull-back on spaces in the Anick
range without its application.
It will be convenient to fix some notations and terminology for this article. Let C∗(X;K)
and C∗(X;K) denote the normalized singular chain and cochain complex with coefficients
in a field K, respectively. We may occasionally abbreviate C∗(X;K) and C∗(X;K) to
C∗(X) and C∗(X) when no confusion results. The suspension of graded vector space V
is the graded vector space sV defined by (sV )∗ ∼= V ∗−1 and we denote by sv ∈ sV the
element corresponding to v ∈ V . Differential graded algebra (A,d) means an argumented
one.
2. The condition Q(E,B;K)
We begin by recalling the notion of the T V -model introduced by Halperin and
Lemaire [16] (see also [11, Introduction] and [29, 6.3]). Let T V be the tensor algebra∑
n0 V
⊗n with a graded vector space V over a field K and TkV denote the ideal∑
nk V
⊗n of the algebra T V . As usual, we define the degree of the element w =
v1v2 · · ·vl ∈ T V by degw = n1 + · · · + nl if vni ∈ V ni . A T V -model for a differential
graded algebra (A,dA) is a quasi-isomorphism (T V,d)→ (A,dA). Moreover the model is
called minimal if d(V )⊂ T2V . For any simply connected space whose cohomology with
coefficients in K is locally finite, there exists a minimal T V -model (T V,d)→ C∗(X;K)
which is unique up to homotopy. Such a model (T V,d) is called a minimal model for X. It
is known that the vector space V n is isomorphic to (sH˜ ∗(ΩX;K))n = H˜ n−1(ΩX;K)
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and the quadratic part of the differential d is the coproduct on H˜ ∗(ΩX;K) up to the
isomorphism V ∼= sH˜ ∗(ΩX;K). The reader is referred to [16,11] for these facts and more
details of T V -models.
Before stating a key proposition for proving Theorem 1.1, we define a normal free
differential graded algebra.
Definition 2.1. A free minimal differential graded algebra (T V,d) is said to be normal if
Kerd|V =
⊕
i
{
vi ∈ V i | [dvi] = 0 in H ∗
(
T
(
V <i
))}
.
For any minimal free DGA (T V,d), one can construct a normal free DGA (T V ′, d)
satisfying T V = T V ′ by replacing bases of V i with appropriate elements modulo
decomposable elements on T (V <i). For the rest of the article, we assume that all minimal
free DGA are normal.
Lemma 2.2. Let (T V,d) be a free minimal DGA with a quasi-isomorphism φ :T V →
H ∗(T V,d) for which φ∗ ≡ id, Then there exists a graded vector space V˜ such that
T V˜ = T V and V˜ i =Kerφ|V˜ i ⊕Kerd|V i .
Proof. For any i less than some integer N , suppose that one can construct a vector space
V˜ i so that T (V˜ <N) = T (V <N) and V˜ i = Kerφ|V˜ i ⊕ Kerd|V i . We denote the vector
spaces Kerφ|V˜ i and Kerd|V i by Zi and Ci , respectively. Under a direct decomposition
VN =Kerd|V N ⊕ZN = CN ⊕ZN , for any element [w] ∈HN(T V,d), we can write as
w =
∑
αi +
∑
βj +
∑
zi,
where αi ∈ T (CN), zi ∈ ZN and βj is an element in the ideal (T +(Z<N)) of T V for
any j . Since 0 = dw =∑dβj +∑dzj , it follows that [d∑ zi ] = 0 in H ∗(T (V <N))
and hence d
∑
zi = 0 from the definition of the normal free DGA. Therefore we see that∑
zi ∈ ZN ∩ Kerd|V = 0. Thus w =∑αi +∑βj and 0 = dw =∑dαi +∑dβj =∑
dβj . So we can write as [w] = [∑αi ] + [∑βj ] in H ∗(T V ). Since φ∗ ≡ id, it follows
that [∑βj ] = φ∗([∑βj ]) =∑φ(βj ) = 0. This implies that [w] = [∑αi ]. Let {wα} be
a basis of ZN . It follows from the above argument that φwα = [∑αi ] for some elements
αi ∈ T (CN). The fact that φ(∑αi) = φ∗([∑αi ]) = [∑αi ] allows us to deduce that
φ(wα −∑αi) = 0. We define the vector space V˜ N by Kerd|VN ⊕K{wα −∑αi}. Thus
it is seen that T (V˜N) = T (V˜ <N ⊕ V˜ N ) = T (V˜ <N) T (V˜ N) = T (V <N) T (V N) =
T (VN). The induction on the degree N of the graded vector space V completes the
proof. ✷
By reconsidering the lifting lemma [11, Proposition 4.4] (also see [10, Proposition 3.2]),
we can have:
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Lemma 2.3. Suppose that η :A′ → A is a surjective quasi-isomorphism and l :T V → A
is a morphism of DGAs. If (T V,d) is a minimal free DGA, then there exists a morphism of
DGAs θ :T V →A′ such that ηθ = l. Moreover, such a map θ can be defined by
θ|VN =: θN :vi −→wi + αi − dξi
with any elements wi , αi , ξi and ui satisfying the condition that dαi = θ<Ndvi , wi ∈
KerdA′ , η(wi)= l(vi)− η(αi)+ d(ui) and η(ξi)= ui , where {vi} is a basis of V N .
Proof. By induction on the dimension of the graded vector space V , we construct the
required morphism of DGAs q :T V →A′.
Assume that there exists a morphism of DGAs θ<N :T (V <N)→A′ such that ηθ<N = l
and the restriction θ<N |V<N satisfies the condition in Lemma 2.3. For any base vi ∈ V N ,
we can choose an element αi ∈ A′ so that dαi = θ<Ndvi because ηθ<N(dvi) = dl(vi)
and η is quasi-isomorphism. Since η∗ :H ∗(A)→H ∗(A′) is an isomorphism, there exists
a cocycle wi ∈ KerdA′ such that η∗[wi] = [l(vi)− η(αi)] in H ∗(A) and hence η(wi) =
l(vi)−η(αi)+d(ui) for some ui ∈A. The fact that η is surjective enables us to choose ξ ∈
A so that η(ξ)= ui . It is easy to verify that the morphism of algebras θN :T (VN)→A′
defined by θ|V N (vi)=wi+αi −dξi is compatible with differentials. Moreover we see that
ηθN = l. ✷
Remark 2.4. Let η′ :A′ → A be a quasi-isomorphism. We can extend η′ to a surjective
quasi-isomorphism η :A′  T (U ⊕ dU)→ A, where U ∼= A as a graded vector space. In
this case, we can choose elements wi , αi , ξi so that wi,αi ∈A′ and ξi ∈ T (U ⊕ dU).
Suppose that A′ = T V  T (U ⊕ dU), η′ :A′ → A is the extension of T V → A
mentioned above and that the model T V satisfies the condition of Lemma 2.2. Then any
element z ∈ T V can be written as z = z1 + z2, where z1 is an element of the subalgebra
T (
⊕
l Kerd|V l ) of T V and z2 is an element of the ideal (
⊕
l Kerφ|V l ) of T V . Therefore
we assume that elements αi in Lemma 2.3 belong to the ideal (
⊕
l Kerφ|V l ).
Let X be a K-formal space with a minimal T V -model (T VX,d). Using a quasi-
isomorphism ρX :T VX → H ∗(X;K), we define the map φX :T VX → H ∗(T VX,d) by
φX = (ρ∗X)−1 ◦ρX. It is immediate that φ∗X ≡ id. Thus the free DGA (T VX,d) satisfies the
assumption of Lemma 2.2. Therefore it follows from Lemma 2.2 that dim H˜ i−1(ΩX;K)−
dim(QH ∗(X;K))i = dim(KerφX |V˜ i )  0. For any formal space X, let (T VX,dX) →
C∗(X;K) be a minimal T V -model and φX :T VX → H ∗(T VX,d) denote the quasi-
isomorphism mentioned above.
Proposition 2.5. Let f :E → X be a continuous map between K-formal spaces. If the
condition Q(E,X;K) is satisfied, then, for given two diagrams
H ∗(T VX)
φX←− T VX ρX−→C∗(X;K) and
H ∗(T VE)
φE←− T VE ρE−→ C∗(E;K),
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where φ∗X = id and φ∗E = id, there exists a DGA map β˜ :T VX → T VE such that β˜∗φX =
φEβ˜ and ρEβ˜  f ∗ρX .
Proof. Let ρ¯E :T VE  T (U ⊕ dU)→C∗(E;K) be the the surjective quasi-isomorphism
which is obtained by extending the quasi-isomorphism ρE :T VE → C∗(E;K) (see [11,
Proposition 4.5]) and χ :T VE  T (U ⊕ dU) → T VE the natural projection with the
section i :T VE → T VE  T (U ⊕ dU). From Lemma 2.2, we can suppose that the graded
vector space VX has the decomposition V l = KerφX|V l ⊕ KerdX|V l = Zl ⊕ Cl for any
l. Choose a basis {vi} of VX extending a basis {zi} of ⊕Zl . By virtue of Lemma 2.3, a
DGA-map β :T VX → T VE  T (U ⊕ dU) can be defined by β(vi)=wi + αi − dξi with
elements wi , αi and ξi in Lemma 2.3. Since ξi is an element of T (U ⊕ dU), it follows that
χβ(vi)=wi + αi . Put β˜ = χ ◦ β . It is immediate that χ ◦ i ◦ β˜ = β˜ = χ ◦ β . This implies
that i ◦ β˜  β and hence ρE ◦ β˜ = ρ¯E ◦ i ◦ β˜  ρ¯E ◦ β = f ∗ ◦ ρX . If c is cocycle, then
φEβ˜(c)= [β˜c] = β˜∗[c] = β˜∗φ˜X(c). Since the condition Q(E,X,K) is satisfied, it follows
that φEβ˜(zi)= 0 = β˜φx(zi). This completes the proof. ✷
Example 2.6. Let X be the k-fold product of the n-sphere(s). If 1 k < n, then Q(X,X×
X;K) is satisfied. To see this, put Ii = dim H˜i−1(Ω(X×X);K)−dim(QH ∗(X×X;K))i .
It is well known that H∗(ΩSn;Z/p) ∼= T (s−1x) as an algebra, where deg s−1x = n− 1.
Therefore it follows that In = 2k − 2k = 0 and that Ijn = 0 for 1 < j  k. In fact if
Ijn = 0 for some j > 1, then dim H˜jn−1(Ω(X×X);K)= Ijn = 0 because dim(QH ∗(X×
X;K))jn = 0. Hence there exists an integer s such that jn− 1 = s(n− 1). This equality
deduces that s = j + j−1
n−1 , which contradicts the assumption k < n. Since H˜
i(X;K) = 0 if
and only if i = jn for some j (1 j  k), the condition Q(X,X ×X;K) is satisfied for
any field K.
When X = S2p+1 × S2q+1, p < q and q is not divisible by p, it is also seen that the
condition Q(X,X×X;K) is satisfied for any field K. We leave its proof to the reader.
3. Proof of Theorem 1.1
We begin with the definition of the relatively K-formalizability.
Definition 3.1. Let q :E→B and f :X→B be maps betweenK-formal spaces. The pair
(q, f ) is relatively K-formalizable if there exists a commutative diagram up to homotopy
H ∗(E;K) T VEφE mE C∗(E;K)
H ∗(B;K)
q∗
f ∗
T VB
φB

mB

qˆ
fˆ
C∗(B;K)
C∗(q)
C∗(f )
H ∗(X;K) T VXφX

mX
C∗(X;K)
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in which horizontal arrows are quasi-isomorphisms. We call the quasi-isomorphisms φB ,
φX and φE relatively K-formalizable maps for B , X and E. The map q is K-formalizable
if (q,∗) is relatively K-fomalizable, where ∗ :∗→B is an inclusion map.
Applying the torsion functor to each column in the above diagram, we have:
Proposition 3.2. LetX f→ B q←E be the diagram consisting ofK-formal spaces. If (q, f )
is relatively K-formalizable, then the Eilenberg–Moore spectral sequence of the homotopy
pull back of the diagram collapses at the E2-term.
Proof. The map TormB (mE,mX) ◦ TorφB (φE,φX)−1 is an isomorphism between the E2-
term and the E∞-term. ✷
In order to prove Theorem 1.1, we need some results of Munkholm [27]. Let B : DA→
DC and Ω : DC → DA be the normalized bar construction and the normalized cobar
construction, respectively. They are adjoint with the natural bijection given as the
composition
DA(ΩC,A) T(C,A)ω≈
β
≈ DC(C,BA)
where T is the twisting cochain functor. The homomorphism αA ∈ DA(ΩBA,A) defined
by ωβ−1(idBA) is a natural homotopy equivalence.
Lemma 3.3 [27]. If one of the maps q and f satisfies the condition (i) and another one
satisfies the condition (i) or (ii), then the pair (q, f ) is relatively K-formalizable.
Proof. By the assumption, the cohomology algebras of E, B and X are polynomial
algebras. Applying the functor Ωβ obtained by composing the cobar functor and the
bijecton functor β [27, Proposition 1.9] to the diagram (i) in the proof of [27, Theorem 7.1],
we have the commutative diagram up to homotopy
ΩBH ∗(X;K) ΩBH ∗(B;K)ΩBf ∗ ΩBq∗ ΩBH ∗(E;K)
ΩBC∗(X;K) ΩBC∗(B;K)
ΩBC∗(f ) ΩBC∗(q) ΩBC
∗(E;K)
The construction of minimal models for ΩBH ∗(X;K), ΩBH ∗(B;K) and ΩBH ∗(E;K)
enables us to deduce that the (q, f ) is relatively K-formalizable. ✷
The notions of the minimal bigraded model for q∗ :H ∗(B;K)→ H ∗(E;K) and the
filtered model for the map APL(q) :APL(B)→ APL(E) between P.L-forms on B and X,
which have been introduced and developed by Vigué-Poirrier in [37], can be translated to
the non-commutative case. Moreover, the argument in the proofs of [37, Théorème 2.1.3,
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Théorème 2.2.4], in which existence of such models is shown, works in the non-
commutative case. In consequence, we have:
Theorem 3.4. Let (A,dA) and (A′, dA′) be connected DGAs whose cohomologies are
simply connected, f : (A,dA)→ (A′, dA′) a morphism of DGAs and ρ :T V →H(A) is the
bigraded minimal tensor model for H(A) in the sense of El haouari [9, Définition 2.1.2].
Then there exists a commutative diagram
H(A)
f ∗
H(A′)
(T V,d)
ρ
i
(T (V ⊕W),d ′)
ρ′
such that i is a minimal free extension, the vector space V ⊕W equips with bigrading for
which the differential d ′ maps (V ⊕W)ni to (T (V ⊕W)i−1)n+1, and ρ′∗ :H0(T (V ⊕
W),d ′)
∼=→ H(A′), H+(T (V ⊕ W),d ′) = 0. Moreover, let π : (T V,D)→ (A,d) be the
filtered tensor model for A [9, Définition 2.2.3]. Then there exists a commutative diagram
(T V,D)
j
π
(T (V ⊕W),D′)
π ′
(A,dA) f (A
′, dA′)
such that j is a free extension and
(E1) D′ − d ′ : (V ⊕W)n →∑mn−2(T (V ⊕W))m,
(E2) the class of π ′(y)= ρ′(y) if y ∈ (V ⊕W)0 ,
(E3) π ′ is a quasi-isomorphism.
Lemma 3.5. If q :E→ B satisfies the condition (iii) or (iv), then, for any given diagram
H ∗(B;K) φB←− T VB mB−→ C∗(B;K) in which T VB is a minimal model for B and φB is a
quasi-isomorphism, there exists a commutative diagram up to homotopy
H ∗(E;K) T VEφE  C∗(E;K)
H ∗(B;K)
q∗
T VB
φB mB
qˆ
C∗(B;K)
C∗(p)
such that upper two horizontal arrows are also quasi-isomorphisms.
Proof. Proposition 2.5 implies that Lemma 3.5 holds if the condition Q(E,B;K) is
satisfied.
Since B is K-formal, it follows from [9, Proposition 2.3.2] that the differential D in the
filtered tensor model π : (T V,D)→ΩBC∗(B;K) forB is decomposable. Therefore there
exists an isomorphism ν′ : (T V,D)→ (T VB,dB) such that mBν′  αC∗(B)π . Moreover
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Theorem 3.4 allows us to obtain the following commutative diagram except for the left up
and down squares which are commutative up to homotopy:
H ∗(B;K) H ∗(B;K) q∗ H ∗(E;K)
(T VB,dB)
φB
(T V,d)
ν i
ρ′
ν ′−1ν
(T (V ⊕W),d ′)
φE
(T VB,dB)
mB
(T V,D)
ν ′ j
π
(T (V ⊕W),d ′ + σ ′)
ηE
C∗(B;K) ΩBC∗(B;K)αC∗(B) ΩBC∗(q) ΩBC∗(E;K)
Here ν and ν′ are isomorphisms, i is a minimal free extension, j is a free extension [10,
p. 839]. Observe that V ⊕ W is a bigraded vector space with σ ′ : (V ⊕ W)ni →
(T (V ⊕W)i−2)n+1 and d ′ : (V ⊕W)ni → (T (V ⊕W)i−1)n+1. From the proof of [6,
Théorème 1], we see that if the differential d ′ + σ ′ is decomposable, then there exists a
quasi-isomorphism ρE : (T (V ⊕W),d ′)→ΩBC∗(E;K) such that the class of ρE(c) is
equal to φE(c) for c ∈ T (V ⊕W)0 and the diagram
(T V,d)
πν ′−1ν
i
(T (V ⊕W),d ′)
ρE
ΩBC∗(B;K)
ΩBC∗(q) ΩBC
∗(E;K)
is commutative. Since the manner of the proof of [37, Proposition 2.3.4] is applicable to
non-commutative case, we have Lemma 3.5. To complete the proof, we have only to show
that the differential d ′ + σ ′ is decomposable subject to (iii).
Since the quasi-isomorphism αH ∗(B;K) is surjective, there exists a lift ρ : (T V,d)→
ΩBH ∗(B;K) with respect to ρ′ such that ρ′ = αH ∗(B;K)ρ. The naturality of αH ∗(B;K) and
αH ∗(E;K) allows us to obtain the commutative diagram
(T V,d)
i
ΩBq∗◦ρ
ΩBH ∗(E;K)
αH∗(E;K)
(T (V ⊕W),d ′) 
φE
H ∗(E;K)
Thus it follows from [10, Lemma 3.6] that there exists an extension k : (T (V ⊕W),d ′)→
ΩBH ∗(E;K) of ΩBq∗ ◦ ρ such that αH ∗(E;K)k  φE . Observe that k is a quasi-
isomorphism. Using the bigrading of V ⊕ W , it is easy to prove the differential
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graded algebra (T (V ⊕ W),d ′) is locally nilpotent [11, Definition 2.5(i)]. Thus [11,
Proposition 2.8] yields the commutative diagram
V
i
∼=
sH(BH ∗(B;K))
sH(BH ∗(q;K))
H (V ⊕W,d ′1) ∼= sH(BH ∗(E;K))
in which two horizontal arrows are isomorphisms, where d ′1 is the linear parts of d ′ (see
also the proof of [11, Proposition 2.10]). Notice that ΩBH ∗(B;K), ΩBH ∗(E;K) and
(T V,D) are also locally nilpotent. Since H(BH ∗(q)) is injective, it follows that d ′1 = 0
and hence d ′ is decomposable. From [9, Proposition 2.3.2], we see that (T (V ⊕W),d ′ +
σ ′) is isomorphic to (T (V ⊕W),d ′) as a differential graded algebra. This completes the
proof. ✷
Lemma 3.5 allows us to obtain the following proposition easily. Thanks to the result, we
can extend a relatively K-formalizable pair.
Proposition 3.6. Let (q, f ) be a relativelyK-formalizable pair on the diagramX f→ B q←
E. Suppose that maps f ′ :X′ → X and q ′ :E′ → E satisfy the condition (iii) or (iv) in
Theorem 1.1, respectively. Then the pair (qq ′, ff ′) is also relatively K-formalizable.
We recall here another result due to Munkholm in [27]. A strongly homotopy
commutative algebra (shc-algebra) is a triple (A,dA,µA) with (A,dA) ∈ obDA and
µA ∈ DA(ΩB(A ⊗ A),ΩBA) satisfying the axiom introduced by Munkholm [27,
Definition 4.1]. For details see [29, 3.1].
Let ∇∗ :C∗(X × X) → (C(X) ⊗ C(X))∗ be the dual of the Eilenberg–Zilber map,
∆∗ :C∗(X ×X)→ C∗(X) the homomorphism of algebras induced by the diagonal map
X→X×X.
Proposition 3.7 [27, Proposition 4.7]. There exists a morphism of the category of
twisted cochains tEZ ∈ T (B((C(X)⊗ C(X))∗,C∗(X ×X)) such that the morphism Φ of
algebras defined by the composition ΩB∆∗ ◦Ωβ(tEZ) ◦ΩBι :ΩB(C∗(X)⊗ C∗(X))→
ΩB((C(X) ⊗ C(X))∗)→ ΩBC∗(X × X)→ ΩBC∗(X) makes the differential graded
algebra C∗(X) into an shc-algebra, where ι :C∗(X)⊗ C∗(X)→ (C(X)⊗ C(X))∗ is the
canonical algebra map.
We recall the definition of an shc-minimal model for an shc-algebra (A,dA,µA). Let
ϕV :T V →ΩBA be the minimal model for ΩBA, which is defined as a section of a quasi-
isomorphism pV :ΩBA→ T V (see [29, 6.3]). Take the minimal model ϕV̂ : (T V̂ , dˆ)→
(Ω(BA ⊗ BA),d). We then define the algebra map µV : (T V̂ , dˆ)→ (T V,dV ) as a lift
of the composition (T V̂ , dˆ)
ϕV̂−→ Ω(BA ⊗ BA) µA◦Ωsh−→ ΩBA with respect to the quasi-
isomorphism ϕV :T V →ΩBA, that is, the conditionµA◦Ωsh◦φV̂  ϕV ◦µV is satisfied,
where sh :BA ⊗ BA→ B(A ⊗ A) is the shuffle map defined in [29, 2.3]. We call the
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triple (T V,dV ,µV ) an shc-minimal model for (A,dA,µA). To introduce the notion of
an shc-K-formal space, we need the map Ψ˜A :Ω(BA ⊗ BA)→ ΩBA ⊗ΩBA defined
as Ψ˜ (s[a1| · · · |ai] ⊗ 1) = s[a1| · · · |ai] ⊗ 1, Ψ˜ (1 ⊗ s[b1| · · · |bj ]) = 1 ⊗ s[b1| · · · |bj ] and
Ψ˜ (s[a1| · · · |ai] ⊗ [b1| · · · |bj ])= 0. Observe that the diagram
ΩB(A⊗A) αA⊗A (A⊗A)
Ω(BA⊗BA)
Ωsh
Ψ˜A
ΩBA⊗ΩBA
αA⊗αA
is commutative. Define the map ψV : (T V̂ , dV̂ )→ (T V,dV )⊗ (T V,dV ) by ψV = (pV ⊗
pV )Ψ˜AϕV̂ .
Definition 3.8. A simply connected spaceX is shc-K-formal if there exists an shc-minimal
model (T V,dv,µV ) for (C∗(X), d,Φ) such that the diagram
H ∗(X;K)⊗H ∗(X;K)
µ
T V̂
ρV⊗ρV ψV
µV
H ∗(X;K) T VρV
is commutative up to homotopy for some quasi-isomorphismρV :T V →H ∗(X;K), where
µ is the multiplication on H ∗(X;K).
For some equivalent definitions of a shc-K-formal space, see [18, §5.3].
In order to prove Theorem 1.1 in the case where q or f satisfies the condition (ii), it
suffices to show that the diagonal map ∆ :S→ S × S is K-formalizable when S is shc-K-
formal. From the definition of the shc-K-formal space, it is easy to prove that. However we
need a more explicit formalizable map ΩB(T V ⊗T V )→ΩB(H ∗(S;K)⊗H ∗(S;K)) to
prove Proposition 1.6. The formalizable map is constructed in the following proposition.
Proposition 3.9. Let X be shc-K-formal and (T V,dV ,µV ) a shc-minimal model for
(C∗(X), d,Φ) with the quasi-isomorphism ϕV :T V → ΩBC∗(X). Then there exists an
algebra map µTV :ΩB(T V ⊗ T V )→ΩBTV such that the diagram
ΩB(H ⊗H)
ΩBµ
ΩB(T V ⊗ T V )
µTV
ΩB(αHρ
′⊗αHρ′) ΩB(αAϕA⊗αAϕA)
ΩB(A⊗A)
Φ
ΩBH ΩB(T V )
ΩB(αHρ
′) ΩB(αAϕV ) ΩBA
is commutative up to homotopy, where H = H ∗(X;K), A = C∗(X) and ρ′ :T V →
ΩBH ∗(X;K) is a lift of ρV with respect to αH :ΩBH ∗(X;K)→H ∗(X;K).
Proof. From the naturality of the map αA :ΩBA→ A, it follows that αAΩB(αAϕV ) =
(αAϕV )αTV and hence ΩB(αAϕV )  ϕV αTV . Let µ′ :T V̂ → ΩB(T V ) be a lift of
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µV :T V̂ → T V with respect to αTV :ΩB(T V )→ T V and ψ :T V̂ → T V ⊗ T V a lift
of Ψ˜AϕV̂ :T V̂ → Ω(BA ⊗ BA) → ΩBA ⊗ ΩBA with respect to ϕV ⊗ ϕV :T V ⊗
T V → ΩBA ⊗ ΩBA. Moreover we define µ˜TV :ΩB(T V ⊗ T V ) → T V̂ as a lift
αT V⊗T V :ΩB(T V ⊗ T V )→ T V ⊗ T V with respect to ψ . Observe that the following
conditions are satisfied: µV  αTVµ′, ϕV ⊗ϕV ◦ ψ  Ψ˜A ◦ ϕV̂ and ψµ˜TV  αT V⊗T V .
Since αA⊗AΩsh= αA⊗αAΨ˜A, it follows that αA⊗AΩshϕV̂ µ˜TV  αA⊗αA ◦ Ψ˜AϕV̂ µ˜TV 
αA⊗αA ◦ϕV ⊗ϕV ◦ψµ˜TV  αAϕV ⊗αAϕV ◦αT V⊗T V = αA⊗AΩB(αAϕV ⊗αAϕV ) and
henceΩshϕV̂ µ˜TV ΩB(αAϕV ⊗αAϕV ). Define the map µTV :ΩB(T V ⊗T V )→ΩTV
by µTV = µ′µ˜TV . Then we see that the diagram
ΩB(T V ⊗ T V )
µTV
ΩB(αAϕV⊗αAϕV )
ΩB(A⊗A)
Φ
ΩB(T V )
ΩB(αAφV )
ΩBA
is commutative up to homotopy because ΦΩshϕV̂  ϕV µV .
Let us construct the left hand side homotopy commutative diagram. The lift ψ :T V̂ →
T V ⊗ T V defined above is homotopic to ψV because ψ = pV ⊗ pV ◦ ϕV ⊗ ϕV ◦ ψ 
pV ⊗pV ◦ Ψ˜AϕV̂ =ψV by the definition of ψV . Define ϕH :T V̂ →Ω(BH ⊗BH) so that
ψ˜H ϕH  ρ′ ⊗ ρ′ ◦ ψ˜ . Then we have a homotopy commutative diagram
ΩB(H ⊗H)
ΩBµ
T V̂
ΩshϕH
µV
ΩBH TV
ρ′
Indeed, it follows that αHΩBµΩshϕH = µαH⊗HΩshϕH = µαH ⊗ αH Ψ˜HϕH  µαH ⊗
αHρ
′ ⊗ ρ′ψ˜  µρV ⊗ ρV ψ˜  µρV ⊗ ρV ψV  ρV µV  αHρ′µV . Thus we see that the
left square in Proposition 3.9 is commutative up to homotopy. ✷
We are now in a position to prove Theorem 1.1 completely. If X is shc-K-formal, then
from Proposition 3.9 and the definition of the shc-algebra structure of C∗(X), we can get
a homotopy commutative diagram
H ∗(X;K)⊗H ∗(X;K)
µ
T V̂ C
∗(X×X;K)
C∗(∆)
H ∗(X;K) T V C∗(X;K)
in which all horizontal arrows are quasi-isomorphisms. Observe that Ωβ(tEZ) is a quasi-
isomorphism [27, Proposition 2.2].
Lemmas 3.3 and 3.5 and above fact enable us to conclude that every pair (q, f ) which
satisfies the condition in Theorem 1.1 is relatively K-formalizable. Thus Theorem 1.1
follows from Proposition 3.2.
Remark 3.10. In general, there is no isomorphism of algebras between H ∗(E ×X Y ;K)
and TorH ∗(X;K)(H ∗(E;K),H ∗(Y ;K)) even though the assumption in Theorem 1.1 is
142 K. Kuribayashi / Topology and its Applications 125 (2002) 125–159
satisfied. To see this, we look at the path loop fibration ΩΣCP 2 → PΣCP 2 →ΣCP 2
on the Z/2-formal space ΣCP 2. (Note that suspensions are K-formal for any field K.
See [1] for this fact.) It is known that H ∗(ΣCP 2;Z/2) ∼= Z/2[y3, y5]/(yiyj ; j = 3,5)
and Sq2 y3 = y5. Since the conditions Q(PΣCP 2,ΣCP 2;Z/2) and Q(∗,ΣCP 2;Z/2)
are satisfied, it follows that
E0
(
H ∗
(
ΩΣCP 2;Z/2))∼= TorH ∗(ΣCP 2;Z/2)(Z/2,Z/2)
as a bigraded algebra. By making use of the bar complex of H ∗(ΣCP 2;Z/2), we see that
there exists just one indecomposable element [y3] in E−1,3∞ with [y3]2 = 0. The squaring
operation on H ∗(LΣCP 2;Z/2) and that on the Eilenberg–Moore spectral sequence for
F(ΣCP 2) are compatible under the above isomorphism of algebras [32]. Therefore one
can conclude that [y3]2 = Sq2[y3] = [Sq2 y3] = [y5] = 0 in H ∗(LΣCP 2;Z/2). Thus
H ∗(ΩΣCP 2;Z/2) is not isomorphic to the total algebra ⊕E∗,∗0 (H ∗(ΩΣCP 2;Z/2))
as an algebra though those are isomorphic as a vector space.
Proof of Proposition 1.6. We denoteH ∗(X;K) and C∗(X;K) by H ∗ and A, respectively.
Since the condition Q(X,X;K) is satisfies, from Proposition 2.5, we have a commutative
diagram up to homotopy
H ∗
H ∗(φ)
T V
φˆ
αH∗ρ′

αAϕV
 A
φ∗
H ∗ T V
αH∗ρ′

αAϕV A
where ρ′ and ϕV are quasi-isomorphisms defined in Proposition 3.9. Therefore Proposi-
tion 3.7 allows us to obtain a homotopy commutative diagram
ΩBH ∗ ΩB(T V )ΩB(αHρ
′) ΩB(αAϕV )
ΩBC∗(X)
ΩB(H ∗ ⊗H ∗)
ΩBµ
ΩB(1⊗φ∗)
ΩB(T V ⊗ T V )
ΩB(αHρ
′⊗αρ′)
µTV
ΩB(1⊗φˆ)
ΩB(A⊗A)
Ωβ(tEZ)Ωβι
Φ
ΩB(1⊗φ∗)
ΩBC∗(X×X)
ΩB∆∗
ΩB(1×φ)∗
ΩB(H ∗ ⊗H ∗)
ΩBµ
ΩB(T V ⊗ T V )
ΩB(αHρ
′⊗αρ′)
µTV
ΩB(A⊗A)
Ωβ(tEZ)Ωβι
Φ
ΩBC∗(X×X)
ΩB∆∗
ΩBH ∗ ΩB(T V )
ΩB(αHρ
′) ΩB(αAϕV )
ΩBC∗(X)
Applying the torsion functor to each column, we can deduce that, as vector spaces,
H ∗
(
XIϕ;K
) ∼= TorΩBC∗(X×X)(ΩBC∗(X),ΩBC∗(X))ΩB∆∗,ΩBC∗(∆(1×φ))∗
∼= TorΩB(H ∗⊗H ∗)
(
ΩBH ∗,ΩBH ∗
)
ΩBµ,ΩBµΩB(1⊗φ∗).
Therefore, if H ∗(φ)= id, thenH ∗(XIϕ;K)∼= TorΩB(H ∗⊗H ∗)(ΩBH ∗,ΩBH ∗)ΩBµ,ΩBµ ∼=
TorΩBC∗(X×X)(ΩBC∗(X),ΩBC∗(X))ΩB∆∗,ΩB∆∗ ∼=H ∗(LX;K) as vector spaces.
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Suppose that there exists an element bi ∈ H ∗(X;K) such that H ∗(φ)(bi) = ai = bi .
We can construct a projective resolution of H ∗ as an H ∗ ⊗H ∗-module extending the exact
sequenceP−1 →H ∗⊗H ∗ µ→H ∗ → 0 in which P−1 is a freeH ∗⊗H ∗-module generated
by a basis of Kerµ containing the element bi ⊗ 1− 1⊗ bi . Consider the Eilenberg–Moore
spectral sequence converging to H ∗(XIϕ;K). The above projective resolution enables us to
conclude that η(bi−ai)= 0 for the natural map η :H ∗ →E0,∗2 . The map q∗ :H ∗(X;K)→
H ∗(XIϕ;K) induced from the projection q :XIϕ →X is factraizable via η [30]. Therefore
q∗ is not injective. On the other hand, the map H ∗(X;K)→H ∗(LX;K) induced from the
projection LX→X is injective, which is a contradiction. ✷
Proof of Corollary 1.7. Since the condition Q(Mi,Mi;K) is satisfied and ϕ∗i = id,
it follows from Proposition 1.6 that H ∗(MIiϕi ;K) ∼= H ∗(LMi;K) for i = 1,2 as a
vector space. Therefore H ∗((M1 ×M2)Iϕ1×ϕ2 ;K) ∼= H ∗(MI1ϕ1 ;K) ⊗ H ∗(MI2ϕ2;K) ∼=
H ∗(LM1;K)⊗H ∗(LM2;K). The explicit calculation of H ∗(LMi;K) [25, Theorems 2.1
and 2.2] allows us to deduce the unboundedness of the sequence {bi(M1 ×M2)Iϕ1×ϕ2 ;K)}
of the Betti numbers. The result follows from Theorem 1.3. ✷
We will conclude this section after proving the following proposition. The result implies
that the Eilenberg–Moore spectral sequence for a fibration collapses at the E2-term if and
only if so does the Leray–Serre spectral sequence when cohomologies of E and F are
finite-dimensional.
Proposition 3.11 (Compare [37, Proposition 4.4.2]). Let F i→ E q→ B be a fibration in
which B is simply connected.
(1) Suppose that the Eilenberg–Moore spectral sequence for the fibration collapses at
the E2-term and F , B are of finite type with respect to K, that is, dimH ∗(F ;K) <
∞ and dimH ∗(B;K) < ∞. Then the Leray–Serre spectral sequence for the
fibration with coefficients in K collapses at the E2-term.
(2) If the Leray–Serre spectral sequence for the fibration with coefficients inK collapses
at the E2-term, then, for any continuous map f from a connected space X to B ,
the Eilenberg–Moore spectral sequence associated to the pull-back E ×B X with
coefficients in K collapses at the E2-term and, as an algebra,
H ∗(E ×B X;K)∼=H ∗(X;K)⊗H ∗(B;K) H ∗(E;K).
Combining Proposition 3.11 with Theorem 1.1 and [37, Proposition 4.4.4], we have:
Corollary 3.12. Let F i→E q→B be a fibration in which E, B areK-formal and F , B are
of finite type. If H ∗(q;K) is a splitting injective homomorphism in the category of graded
algebras, then the Leray–Serre spectral sequence for the fibration with coefficients in K
collapses at the E2-term. Moreover, F is Q-formal when K is rational.
Proof of Proposition 3.11. Suppose that the Leray–Serre spectral sequence for the
fibration does not collapse at the E2-term. Then there exists an integer k such that all
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elements in Hk−1(F ;K) = E0,k−12 are permanent cycles in the Leray–Serre spectral
sequence, but some element in Hk(F ;K)= E0,k2 is not. Therefore we can find a relation∑
q∗(bi) ⊗ ai = 0 in Hk(E;K), where {ai} is a basis of Hk−1(E;K) consisting
of representative elements of appropriate permanent cycles in E0,k−12 . By extending
the vector space whose basis is {ai}, we can construct a vector space W 0 so that the
homomorphism ε :H ∗(B;K) ⊗W 0 → H ∗(E;K) defined by ε(b ⊗ ai) = q∗(b) ⊗ ai is
surjective. Consider the morphism of H ∗(B;K)-modules δ−1 :H ∗(B;K) ⊗ K{α−1} →
H ∗(B;K) ⊗ W 0 defined by δ−1(1 ⊗ α−1) =∑bi ⊗ ai . It is possible to extend δ−1 to
the morphism of H ∗(B;K)-modules δ−1 :H ∗(B;K)⊗W−1 → H ∗(B;K)⊗W 0 so that
Im δ−1 = Ker ε. The fact that degbi > 0 and dimH ∗(B;K) <∞ enables us to deduce
that δ−1(b′ ⊗ α−1) = 0 for some b′ ∈ H1(B;K). Using such construction recurrently,
we can define a free resolution P • → H ∗(E;K)→ 0 of H ∗(E;K) as an H ∗(B;K)-
module such that P−l =H ∗(B;K)⊗W−l and δ−l(1 ⊗ α−l )=∑b−l,i ⊗ a−l,i for some
α−l ∈ W−l , where degb−l,i > 1. Since the Eilenberg–Moore spectral sequence for the
fibration collapses at the E2-term, it follows that, as vector spaces,
H ∗(F ;K)∼= TorH ∗(B;K)
(
K,H ∗(E;K))∼=H (K⊗H ∗(B;K) P •,1⊗ δ•).
We can conclude that 1⊗ α−l is a non-exact cycle, which contradicts the finiteness of the
dimension of the vector space H ∗(F ;K).
The same argument as the proof of [37, Proposition 4.4.2(3)] works well to prove (2)
even though the underlying field is not rational. ✷
4. Proof of Theorem 1.8
In [30] Smith has proved that the Eilenberg–Moore map induces to an algebra
isomorphism H ∗(E ×B X;K)∼= TorC∗(B)(C∗(X),C∗(E)), where the algebra structure of
the differential torsion product is defined by
TorC∗(B)(C∗(X),C∗(E))⊗ TorC∗(B)(C∗(X),C∗(E))
∼=
TorC∗(B)⊗C∗(B)(C∗(X)⊗C∗(X),C∗(E)⊗C∗(E))
Torι(ι,ι)
Tor(C(B)⊗C(B))∗((C(X)⊗C(X))∗, (C(E)⊗C(E))∗)=: TOR1
TorC∗(B×B)(C∗(X×X),C∗(E ×E))=: TOR2
Tor∆∗ (∆∗,∆∗)
Tor∇∗ (∇∗,∇∗)∼=
TorC∗(B)(C∗(X),C∗(E)).
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In [27, 8.3] Munkholm has shown that the naturality of tEZ gives rise to the commutative
diagram
ex Tor((C(B)⊗C(B))∗)((C(X)⊗C(X))∗, (C(E)⊗C(E))∗)
Tor
ΩβtEZ (Ωβt
EZ,ΩβtEZ)
Torα(α,α) TOR1
ex TorC∗(B×B)(C∗(X×X),C∗(E ×E)) Torα(α,α) TOR2
Tor∇∗ (∇∗,∇∗)∼=
where ex TorA(M,N) = TorΩBA(ΩBM,ΩBN). Moreover, it is known that all algebra
maps in the commutative diagram
ΩBC∗(X)⊗ΩBC∗(X)
α⊗α
Ω(BC∗(X)⊗BC∗(X))
Ψ˜C∗(X)
Ωsh
C∗(X)⊗C∗(X)
ιΩB(C∗(X)⊗C∗(X))
ΩBι
α
ΩB((C(X)⊗C(X))∗) α (C(X)⊗C(X))∗
are natural with respect to continuous maps. These facts enable us to establish the following
theorem.
Theorem 4.1. As an algebra, H ∗(E ×B X;K) ∼= TorΩBC∗(B)(ΩBC∗(X),ΩBC∗(E)),
where the algebra structure on the differential torsion product is defined by
ex TorC∗(B)(C∗(X),C∗(E))⊗ ex TorC∗(B)(C∗(X),C∗(E))
∼=
TorΩBC(B)⊗ΩBC(B)(ΩBC(X)⊗ΩBC(X),ΩBC(E)⊗ΩBC(E))
TorΩ(BC(B)⊗BC(B))(Ω(BC(X)⊗BC(X)),Ω(BC(E)⊗BC(E)))
Tor
ψ˜
(ψ˜,ψ˜)∼=
TorΩsh(Ωsh,Ωsh)
ex TorC∗(B)⊗c∗(B)(C∗(X)⊗C∗(X),C∗(E)⊗C∗(E))
TorΦ(Φ,Φ)
TorΩBC∗(B)(ΩBC∗(X),ΩBC∗(E))
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In order to prove Theorem 1.8, take an shc-minimal model (T V,dV ,µV ) for C∗(B). By
the definition, we then have a commutative diagram up to homotopy
T V̂
µV
ϕV̂
 Ω(BC∗(B)⊗BC∗(B))
ΦΩsh
T V

ϕV
ΩBC∗(B)
with the homotopy h :T V̂ → ΩBC∗(B). Using the quasi-isomorphism ϕV , we have a
commutative diagram up to homotopy
T V
fˆ
ϕV
 ΩBC∗(B)
ΩBC∗(f )
T VX

ΩBC∗(X)
where T VX is a minimal model for X. By virtue of [16, Proposition A.3], we see that
the map fˆ factors as T V i→ TW → T VX in which i is a minimal free extension.
Moreover [10, Lemma 3.6] allows us to obtain the strictly commutative diagram
T V̂
i
ϕV
 ΩBC∗(B)
ΩBC∗(f )
T W

ΩBC∗(X)
without replacing the quasi-isomorphism ϕV . Applying the same argument as above, we
have a commutative diagram
T V̂
j
ϕV̂
 Ω(BC∗(B)⊗BC∗(B))
Ω(BC∗(f )⊗BC∗(f ))
T Ŵ

Ω(BC∗(X)⊗BC∗(X))
Since the shc-algebra structures on C∗(B) and C∗(X) (Proposition 3.7) are natural with
respect to a continuous map between B and X, it follows from [10, Lemma 3.6] that there
exists a morphism of differential graded algebras β ′ :T Ŵ → TW which completes the
cube
T V̂
ϕV̂
j
µV
Ω(BC∗(B)⊗BC∗(B))
Ω(BC∗(f )⊗BC∗(f ))
ΦΩshT Ŵ
β ′
Ω(BC∗(X)⊗BC∗(X))
ΦΩsh
T V
i
ϕV
ΩBC∗(B)
ΩBC∗(f )
T W sX ΩBC
∗(X)
in which each square is commutative except for the front and back squares. Moreover the
front square is homotopy commutative with a homotopy extended from ΩBC∗(f )h. The
same method as above can be used to obtain a commutative diagram
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T V ⊗ T V ϕV⊗ϕV
i⊗i
ΩBC∗(B)⊗ΩBC∗(B)
ΩBC∗(f )⊗ΩBC∗(f )
TW ⊗ TW
sX⊗sX ΩBC
∗(X)⊗ΩBC∗(X)
T V̂
j
ϕV
ψV̂
Ω(BC∗(B)⊗BC∗(B))
ψ˜
T Ŵ
γ ′
Ω(BC∗(X)⊗BC∗(X))
ψ˜
except for the front and back squares, in which the front square is homotopy commutative
with a homotopy extended from the back that. The same argument on cubes works well to
obtain cubes which is an extension of the above cubes crossing the back squares and has
the commutative diagrams
ΩBC∗(B)⊗ΩBC∗(B)ΩBC∗(q)⊗ΩBC∗(q)ΩBC∗(E)⊗ΩBC∗(E)
Ω(BC∗(B)⊗BC∗(B))
ψ˜
ΦΩsh
Ω(BC∗(E)⊗BC∗(E))
ψ˜
ΦΩsh
ΩBC∗(B) ΩBC
∗(q)
ΩBC∗(E)
as the right square. Moreover the similar condition concerning homotopies holds in the
cubes. The left squares in the extended cube give the commutative diagram in Theorem 1.8.
By virtue of [27, Lemma 8.4], we see that the map TorϕV (sX, sE) : TorTV (TW,T Z)→
ex TorC∗(B)(C∗(X),C∗(E)) is an isomorphism of algebras. From Theorem 4.1, we can
conclude that TorTV (TW,T Z) is isomorphic to H ∗(E ×B X;K) as an algebra.
Let P • → TW → 0 be a projective resolution of TW as a right T V -module. Since free
extension T Z is a left semifree T V -module [10, definition, p. 853], it follows from [10,
Proposition 2.3] that P • ⊗TV T Z is quasi-isomorphic to TW ⊗TV TZ. By the definition of
the differential torsion product, we see that TorTV (TW,T Z) is isomorphic to the homology
of the complex (TW ⊗TV T Z,dTV ⊗TV dTZ) as a vector space. This completes the proof
of Theorem 1.8.
Proof of Proposition 1.9. If H 2(p;K) is injective, then we can construct a minimal free
extension i :T V → TW = T (V ⊕ W ′) with W ′1 = 0. This implies that TW is locally
nilpotent. Apply [11, Proposition 2.8] to obtain the commutative diagram
V
ϕ=H(i)
∼=
sH ∗(ΩB)
sH ∗(Ωq)
H(V ⊕W ′, d1) ∼= sH ∗(ΩE)
in which horizontal arrows are isomorphism, where d1 denotes the linear part of the
differential of TW . Since d1 is trivial on V , it follows that H(V ⊕W ′, d1)= V/d1W ′ ⊕
Ker(d1|W ′). We can write as W ′ =Ker(d1|W ′)⊕D. Thus it is readily seen that d1 :D
∼=→
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d1W
′ = Kerϕ ∼= sKerH ∗(Ωq) and hence D ∼= sKerH ∗(Ωq) as a graded vector space.
From the above commutative diagram, we see that Ker d1|W ′ ∼= s cokerH ∗(Ωq). It is
immediate to obtain the results in the case H ∗(B;K)= K. Applying the same argument
as above, we have the result on Ŵ . ✷
5. Applications of Theorem 1.8 to explicit computations
Let M α← A β→ N be a diagram in the category DA. Then the differential torsion
product TorA(M,N) is written as TorA(M,N)α,β when the actions of A to M and N
are emphasized. Let X be a simply connected space and XIψ,ϕ denote the pull-back of the
diagram
X
(ψ,ϕ)−→ X×X π←X,
where π(γ ) = (γ (0), γ (1)). In this section, we prove the following theorem applying
Theorem 1.8.
Theorem 5.1. Let hsn be a mod p homology n-sphere. As an algebra,
H ∗
((
hsn
)I
ψ,ϕ
;Fp
)∼= TorH ∗(Sn;Fp)⊗H ∗(Sn;Fp)(H ∗(Sn;Fp),H ∗(Sn;Fp))µ◦ψ∗⊗ϕ∗,µ
where µ denotes the multiplication on H ∗(Sn;Fp). In particular,
H ∗
((
hsn
)I
ψ,ϕ
;Fp
)∼=H ∗(L(Sn);Fp)
as an algebra if H ∗(ϕ;Fp)=H ∗(ψ;Fp)= id.
Let X
f→ B q← E be a diagram in which the spaces X and E are K-formal, B is shc-
K-formal and (q, f ) is relatively K-formalizable. By the definition of the shc-K-formal
space, we have a commutative diagram up to homotopy
H ∗(B;K)⊗H ∗(B;K)
µ
T V̂
ρV⊗ρV ψV
µV
H ∗(B;K) T VρV
with a homotopyh :T V̂ →H ∗(B;K) for some quasi-isomorphismρV :T V →H ∗(B;K).
In order to express the cohomology of a pull-back with the torsion functor, we here put an
assumption.
Assumption I. The quasi-isomorphism ρV can be chosen as the map φB :T V →
H ∗(B;K) which is one of the relatively K-formalizable maps for B , X and E.
Then, by performing the construction of the cubes in the proof of Theorem 1.8 with fˆ
and qˆ , we have a diagram
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H ∗(E)⊗H ∗(E) T Ẑ
β ′′
ρE⊗ρE◦γ ′′
H ∗(B)⊗H ∗(B)
f ∗⊗f ∗
µ
q∗⊗q∗
T V̂
φB⊗φB◦ψV
µV
H ∗(E) T ZρE
H ∗(X)⊗H ∗(X) T ŴρX⊗ρX◦γ
′
β ′
H ∗(B)
f ∗
q∗
T V
φB
i′
i
H ∗(X) TW
ρX
in which up, down, left and right eight squares are commutative.
Proposition 5.2. Let p :E → B be a fibration. Suppose, in addition to Assumption I,
that there exist homotopies h′ :T Ŵ → H ∗(X;K) and h′′ :T Ẑ → H ∗(E;K), which are
obtained extending the homotopies f ∗h and q∗h, respectively, such that the front and back
squares in the above diagram are homotopy commutative with h′ and h′′. Then, as an
algebra,
H ∗(E ×B X;K)∼= TorH ∗(B;K)
(
H ∗(E;K),H ∗(X;K))
p∗,q∗ .
Proof. From [27, Lemma 8.4], we have a commutative diagram
TorH ∗(B)⊗H ∗(B)(H ∗(E)⊗H ∗(E),H ∗(X)⊗H ∗(X))
Torµ(µ,µ)
TorT V⊗T V (T Z⊗T Z,TW⊗TW)ξ
TorT V̂ (T Ẑ, T Ŵ )
TorψV (γ
′′,γ ′)
TorµV (β
′′,β ′)
TorH ∗(B)(H ∗(E),H ∗(X)) TorTV (T Z,TW)TorφB (ρE,ρX)
where ξ = TorφB⊗φB (ρE ⊗ ρE,ρX ⊗ ρX). The result follows from the definition of the
algebra structure of TorTV (T Z,TW) and Theorem 1.8. ✷
Proof of Theorem 5.1. The condition Q(hsn,hsn × hsn;Fp) is satisfied (Example
2.6). Moreover hsn × hsn is shc-Fp-formal (see [18]). Therefore it follows from
Proposition 2.5 that Assumption I is satisfied. We can write H ∗(hsn × hsn;Fp) ∼=
Fp[x]/(x2) ⊗ Fp[y]/(y2) and H ∗(hsn;Fp) ∼= Fp[z]/(z2) as algebras, where degx =
degy = degz = n. The tensor algebras T V and T V̂ are the minimal model for
ΩBC∗(hsn×hsn) and Ω(BC∗(hsn×hsn)⊗BC∗(hsn×hsn)), respectively. This implies
that
V = sH ∗(ΩSn)⊗ 1⊕ 1⊗ sH ∗(ΩSn)⊕ s(H ∗(ΩSn)⊗H ∗(ΩSn)) and
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V̂ = sH ∗(Ω(Sn × Sn))⊗ 1⊕ 1⊗ sH ∗(Ω(Sn × Sn))
⊕ s(H ∗(Ω(Sn × Sn))⊗H ∗(Ω(Sn × Sn))).
Thus we can choose the basis of V n consisting of elements s(s−1x)⊗ 1 and 1⊗ s(s−1y),
and the basis of V̂ n consisting of elements s(s−1x) ⊗ 1 ⊗ 1 ⊗ 1, 1 ⊗ 1 ⊗ s(s−1x) ⊗
1, 1 ⊗ s(s−1y) ⊗ 1 ⊗ 1 and 1 ⊗ 1 ⊗ 1 ⊗ s(s−1y), where s(s−1x) and s(s−1y) are
elements corresponding to the generator of H ∗(hsn × hsn;Fp) and H ∗(hsn × hsn;Fp)⊗
H ∗(hsn × hsn;Fp) by the quasi-isomorphism φB and φB ⊗ φB ◦ ψV , respectively. We
can write as ψ∗(x) = mz and φ∗(y) = nz. Suppose that m = 0 and n = 0 in Fp . Then
the free extension TW = T (V ⊕ U) of T V can be constructed so that U = U(n−1),
Un−1 = Fp{α} and Dα = m−1(s(s−1x) ⊗ 1) − n−1(1 ⊗ s(s−1y)). Moreover we can
also construct the free extension T (V̂ ⊕ Û) = T Ŵ of T V̂ so that Û = Û(n−1),
Ûn−1 = Fp{αˆ, βˆ} and D̂αˆ = m−1(s(s−1x) ⊗ 1 ⊗ 1 ⊗ 1) − n−1(1 ⊗ s(s−1y) ⊗ 1 ⊗ 1),
D̂βˆ =m−1(1 ⊗ 1 ⊗ s(s−1x)⊗ 1)− n−1(1 ⊗ 1 ⊗ 1 ⊗ s(s−1y)). Define a map F :T Ŵ =
T (V̂ ⊕ Û) → H ∗(hsn;Fp) by F |V̂ = (ψ,φ)∗K and F |Û = 0 and by extending to a
(φ′, φ′′)-derivation, where φ′ =multi.◦ρX⊗ρX ◦γ ′ and φ′′ = ρX ◦β ′. HereK denotes the
homotopy between multi.◦φB⊗φB ◦ψV and ψB ◦µV . Since H ∗(hsn;Fp) is non-trivial in
the only degree n, it follows that Fd + dF = φ′ −φ′′ and hence F is a homotopy between
φ′ and φ′′ which is an extension of the homotopy (ψ,φ)∗K . Applying the same argument
as above, we can take a homotopy G :T Ẑ→H ∗(hsn;Fp) between multi. ◦ ρE ⊗ ρE ◦ γ ′′
and ρE ◦β ′′ which is an extension of the homotopy ∆∗K . By virtue of Proposition 5.2, we
have Theorem 5.1 in the case m = 0 and n = 0.
We look at the cases (I) m = 0 and n = 0, (II) m = 0 and n = 0 and (III) m =
n = 0. We denote free extensions of T V in the cases (I), (II) and (III) by (T (V ⊕
Ui),Di) (i = I, II, III), respectively. Observe that the free extension are constructed so
that Un−1I = Fp{α}, DI(α) = s(s−1x) ⊗ 1, Un−1II = Fp{α}, DII(α) = 1 ⊗ s(s−1y) and
Un−1III = Fp{α1α2}, DIII(α1)= s(s−1x)⊗ 1, DIII(α1)= 1 ⊗ s(s−1y). The same argument
as above works well in the cases (I), (II) and (III). ✷
Remark 5.3. By making use of the Koszul–Tate resolution (e.g., [33, Proposition 3.5],
[20, Proposition 1.1]), we can obtain a commutative model (K, d) of (hsn)Iψ,ϕ as follows:
if n is odd,
K=Λ(y)⊗ Γ [ν],
d(γi(ν))= (m− n)yγi−1(ν) and dy = 0, where degy = n and degγi(µ)= i(n− 1), and
if n is even,
K= Fp[x]/
(
x2
)⊗Λ(u)⊗ Γ [w],
du= (m−n)x, dx = 0 and d(γj (w))= (m+n)uγj−1(w), where degx = n, degu= n−1
and degγj (w)= 2j (n− 1).
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As in the proof of Theorem 5.1, using Theorem 1.8 and Proposition 5.2, we can obtain
following theorem. We leave the proof to the reader.
Theorem 5.4. Let Eq,q ′ be the homotopy pull-back of the diagram hsn q→ hsm q
′
← hsk ,
where hsl denotes a mod p homology l-sphere. If H ∗(q;Fp) = 0 = H ∗(q ′;Fp) and
k,nm, then, as an algebra,
H ∗(Eq,q ′ ;Fp)∼=H ∗
(
Sn;Fp
)⊗H ∗(ΩSm;Fp)⊗H ∗(Sk;Fp).
Remark 5.5. If k  m, then the condition Q(hsk,hsm;Fp) is satisfied. Therefore
Theorem 1.1 implies that the EMSS converging to H ∗(Eq,q ′ ;Fp) collapses at the E2-term.
Thus, under the assumption in Theorem 5.4, we see that
E
∗,∗
0 H
∗(Eq,q ′ ;Fp)∼=
{
Γ
[
s−1xm
]⊗Λ(yn)⊗Λ(zk) if m is odd,
Λ
(
s−1xm
)⊗ Γ [w] ⊗Λ(yn)⊗Λ(zk) if m is even
as a bigraded algebra, where bideg s−1xm = (−1,m), bideg yn = (0, n), bideg zk = (0, k)
and bideg w = (−2,2m). In this case, it is impossible to solve extension problems in
E
∗,∗
0 H
∗(Eq,q ′ ;Fp) using the usual argument on the total degrees and column degrees. For
example, there is no immediate contradiction to the existence of the relation (s−1xm)p =
ynzk if p(m− 1)= n+ k.
Remark 5.6. If H ∗(q;Fp) = 0 = H ∗(q ′;Fp), then any algebraic models for C∗(q;Fp)
and C∗(q ′;Fp) do not have sections. So we can not apply [7, Theorem 1.4] to this case in
order to construct an algebraic quasi-model for C∗(Eq,q ′ ;Fp).
6. A model for the EMSS associated to a pull-back
We begin with the definition of the homomorphism between differential torsion products
mentioned in Introduction, which is induced from a homotopy commutative diagram in
DA. Consider a homotopy commutative diagram in DA
TU
ϕB
T V
q˜ f˜
ϕA
T U ′
ϕC
B Aq f C
in which the homotopies of the left and right squares are H : IT V → B (ϕBq˜  qϕA) and
K : IT V → C (φCf˜  f ϕA), respectively. Here IT V denotes a cylinder object for T V
[10, p. 840]. We then define the map TorϕA(ϕB,ϕC) : TorTV (T U,T U ′)→ TorA(B,C) by
the composition
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TorTV(T U,T U ′)q˜,f˜
TotTV (ϕB ,ϕC) TorTV (B,C)ϕB q˜,ϕC f˜
Toti0 (B,C)
∼= TorIT V (B,C)H,K
TorTV (B,C)qϕA,f ϕA
Tori1 (B,C)
∼=
TorϕA (B,C)
TorA(B,C)q,f
The map TorϕA(ϕB,ϕC) depends on the homotopies H and K . However we do not
represent the homotopies on the notation of the map because the homotopies is not
specified in this article.
Proof of Theorem 1.10. As in the proof of Theorem 1.8, the lifting lemma [10,
Lemma 3.6] yields a diagram up to homotopy
T V
fˆ
ϕV
 ΩBC∗(B)
ΩBC∗(f )
T U

ϕU
ΩBC∗(X)
By applying the lifting lemma again, we have a morphism of DGAs α :T V̂ → T V̂ which
completes the cube
T V̂
ϕV̂
α
µV
Ω(BC∗(B)⊗BC∗(B))
Ω(BC∗(f )⊗BC∗(f ))
ΦΩshT Û
µU
Ω(BC∗(X)⊗BC∗(X))
ΦΩsh
T V
fˆ
ϕV
ΩBC∗(B)
ΩBC∗(f )
T U ϕU

ΩBC∗(X)
and makes the upper square into a homotopy commutative diagram. Since ϕU is a quasi-
isomorphism, it follows that left square is also commutative up to homotopy. Moreover
we can construct the diagram consisting of four cubes whose left four squares are those
in Theorem 1.10. Let P • → TU → 0 be a proper projective resolution of T U as a T V -
module. By using the homological degree of the complex P •⊗TV T U ′, we have the filtered
complex which gives rise to the algebraic EMSS {E∗,∗r (T U,T V,T U ′), dr} mentioned in
Theorem 1.10. The four squares in Theorem 1.10 lead to an algebra structure on the spectral
sequence {E∗,∗r (T U,T V,T U ′), dr} which is defined as follows:
E∗,∗r
(
T U,T V,T U ′
)⊗E∗,∗r (T U,T V,T U ′)
∼=−→E∗,∗r
(
T U ⊗ TU,T V ⊗ T V,T U ′ ⊗ T U ′)
Er (ψU ,ψV ,ψ
′
U )←−∼= E∗,∗r
(
T Û,T V̂ , T Û ′
)
Er (µU ,µV ,µU ′ )−→ E∗,∗r
(
T U,T V,T U ′
)
.
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Let {Ê ∗,∗r , dˆr} be the EMSS converging to H ∗(E ×B X;K) and {fr(ϕU,ϕV ,ϕU ′)} denote
the morphism of spectral sequences which induces TorϕV (ϕU,ϕU ′). The four cubes allow
us to obtain a diagram
E
∗,∗
r (T U,T V,T U
′)⊗E∗,∗r (T U,T V,T U ′) fr⊗fr Ê ∗,∗r ⊗ Ê ∗,∗r
E
∗,∗
r (T U,T V,T U
′)
fr
Ê
∗,∗
r
where vertical arrows are multiplications in the spectral sequences. The squares on the
cubes are commutative on the homology and ϕU , ϕV and ϕU ′ are quasi-isomorphism. It
turns out that the above diagram is commutative if r = 2 and that f2 is isomorphism. The
multiplications on the spectral sequences {E∗,∗r (T U, T V,T U ′), dr } and {Ê ∗,∗r , dˆr} are
regarded as morphisms of spectral sequences. This fact completes the proof. ✷
Proof of Theorem 1.11. Let ρ : (T V,d)→ C∗(hsk;K) and ρ′ : (TW,d)→ C∗(hs2k−1;K)
be a minimal model for hsk and hs2k−1, respectively. By using the lifting lemma, we have a
morphism of DGAs qˆ :T V → TW such that ρ′qˆ  C∗(q)ρ. Observe that there are isomor-
phisms ρ¯ :V
∼=→ sH ∗(Ωhsk;Fp) and ρ¯′ :W
∼=→ sH ∗(Ωhs2k−1;Fp). It is known that the
quadratic parts of d and d ′ are the coproducts on H ∗(Ωhsk;Fp) and H ∗(Ωhs2k−1;Fp),
respectively. Since the mod p cohomology of the loop space of a mod p homology l-sphere
is isomorphic to that of ΩSl as a Hopf algebra, it follows that V = Fp{b1, b2, b3, . . .},
db1 = 0, db2 = b21, db3 = b1b2 + b2b1 and W = Fp{b′1, b′2, . . .}, db′1 = 0, db′2 = b′21,
where degbi = i(k − 1)+ 1 and degb′i = i(2k − 2)+ 1. The linear part of the map qˆ is
equal to H ∗(Ωq;Fp) up to isomorphisms ρ¯ and ρ¯′. Therefore, we see that qˆ(b1) = 0
and qˆ(b2) = εb′1, where ε = 0 if H2k−1(Ωq) = 0 and ε = 0 if H2k−1(Ωq) = 0. Put
M = Fp{b3, c; c ∈ T V,deg c  3k − 1} and N = Fp{c′; c′ ∈ TW,deg c′  2k}. It is read-
ily seen that M and N are ideals, which are closed under differentials, of T V and TW
respectively. Moreover Hi(M) = Hi(N) = 0 for all i because Hi(M) = Hi(T V ) for
i  2k and Hi(N)=Hi(TW) for i  2k. Thus the canonical projection φ :T V → T V/M
and φ′ :TW → TW/N are quasi-isomorphisms. Since the map qˆ :T V → TW carries el-
ements of M into N , we can define the morphism of DGAs q˜ :T V/M → TW/N . The
morphism q˜ gives rise to EMSS {E∗,∗r (TW/N,T V/M,Fp), dr} converging to the differ-
ential torsion product TorT V/M(TW/N,Fp). In consequence, combining those facts with
Theorem 1.10, we can obtain isomorphisms of spectral sequences{
E∗,∗r (TW/N,T V/M,Fp), dr
} {fr (φ′,φ,1)}←−∼= {E∗,∗r (TW,T V,Fp), dr}
{fr (ρ′,ρ,1)}−→∼=
{
E∗,∗r , dr
}
,
where {E∗,∗r , dr } is the EMSS converging to H ∗(F (q),Fp). Let K→ Fp → 0 be the
Koszul type resolution of Fp as a left H ∗(T V )-module, that is,
K=
H
∗(T V )⊗ Γ [s−1xk] if k is odd and p = 2,
H ∗(T V )⊗Λ(s−1xk)⊗ Γ [w] if k is even or p = 2,
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d(γi(s
−1xk))= xkγi−1(s−1xk) and d(γi(w))= xkγi−1(w), where bideg s−1xk = (−1, k),
bideg γi(s−1xk)= i(−1, k) and bideg γi(w)= i(−2,2k). We then see that
E2(TW,T V,Fp) ∼= TorH ∗(T V )
(
H ∗(TW),Fp
)
∼=
H
∗(TW)⊗ Γ [s−1xk] if k is odd and p = 2,
H ∗(TW)⊗Λ(s−1xk)⊗ Γ [w] if k is even or p = 2.
Let (B(T V,T V ),D1 +D2)→ Fp → 0 be the bar resolution of Fp as a left T V -module
(cf. [11, p. 537]), where D1 is the internal differential and D2 is the external differ-
ential. As in the proof of [20, Lemma 1.5], we can define a morphism of resolutions
{Ψn} : (B(H ∗(T V ),H ∗(T V ))→ K so that Ψ ([xk1 | · · · |xki ]) = γi(s−1xk) if k is odd and
p = 2 and Ψ ([xk1 | · · · |xk2j ]) = γj (w) if k is even or p = 2, where xkl = xk . Under
the isomorphism f2(φ′, φ,1), the element [xk| · · · |xk] can be represented by the element
[b1| · · · |b1] in (B(TW/N,T V/M),D1 +D2). Here (B(TW/N,T V/M),D1 +D2) is re-
garded as the bar complex which defines the spectral sequence {E∗,∗r (TW/N,T V/M,Fp),
dr}. In the complex (B(T W/N,T V/M),D1 +D2), we see that
D2
( l times︷ ︸︸ ︷[b1| · · · |b1] )= l−1∑
i=1
(−1)εi [b1| · · · | ithb21 | · · · |b1]=: α1
D1(α2)= α1
D2(α2)= (−1)kεb′1[b1| · · · |b1],
where εi = ik − i and α2 =−∑l−1i=1(−1)εi (−1)εi−1[b1| · · · | ithb2 | · · · |b1].
(i) From the above consideration, in the E2-term of the spectral sequence {E∗,∗r , dr }, we
see that d2(γp(w)) = x2k−1γp−1(w) and hence E∗,∗2 ∼=Λ(s−1xk) ∼= E∗,∗∞ if ε = 0. There
is no extension problem. Hence H ∗(F (π);Fp) ∼= H ∗(Sk−1;Fp) as an algebra. If ε = 0
then the above calculation on D1 and D2 enables us to conclude that the spectral sequence
{E∗,∗r (T W/N,T V/M,Fp), dr} collapses at the E2-term and hence so dose {E∗,∗r , dr}.
Therefore F(q) is not a mod p homology sphere.
(ii) Suppose that k is odd and p = 2. The non-zero element on H2k−2(Ωhsk;Fp) is not
primitive. Hence H2k−2(Ωq;Fp)= 0.
(iii) Since qˆ(b2) = 0, it follows that the map q is Fp-formalizable, that is, there exists
an exactly commutative diagram.
H ∗(hsk;Fp)
H(q)
T V
φ

qˆ
H ∗(hs2k−1;Fp) TW
φ′
Moreover the proof [29, 4.1] of shc-K-formality for S2n tells us that hsk is shc-K-formal
with respect to any quasi-isomorphism TW → H ∗(hsk;Fp). Therefore Assumption I is
satisfied. As in the proof of Theorem 5.1, the result follows from Proposition 5.2. ✷
K. Kuribayashi / Topology and its Applications 125 (2002) 125–159 155
As mentioned in the end of the introduction of [11], free models contain computable
geometric information which is lost on passage to homology. The proof of Theorem 1.11
also illustrates the fact.
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Appendix A. A model for the EMSS associated to a pull-back on spaces in the Anick
range
Firstly we recall the definition of the Anick range. Let K be a field of characteristic p.
Definition A.1. A space X is (r,p)-mild (or in the Anick range) if it is an r-connected
CW-complex (r  1) of finite type such that dimX  rp.
Let HAH be the category of Hopf algebras up to homotopy in the sense of Anick and
shc-DC the category of shc-coalgebras in the sense of Idrissi. The main result in [18, §4.2]
states that the bar and cobar functors Ω :DC DA : B can be restricted to functors
Ω : shc−DC HAH : B . Therefore we can have an shc-algebra from an Adams–
Hilton model with a Hopf algebra structure up to homotopy via the bar construction and
the dualization. Consider the fibre square F in which the spaces X, E and B are in the
same Anick range. The above fact allows us to obtain the algebraic EMSS for a diagram
A(E) ← A(B) → A(X) in the category of commutative differential graded algebras,
which is isomorphic to the EMSS for the fibre square F . More precisely we establish:
Theorem A.2. Suppose that the space E, B and X in the fibre square F are (r,p)-mild
and p is odd. Then there exists a commutative diagram up to homotopy in the category of
shc-algebras
C∗(E) C∗(B)C
∗(q) C∗(f )
C∗(X)
dualBΩC∗(E)
dualβC∗(E)
dualBΩC∗(B)
dualβC∗(B)
dualBΩC∗(X)
dualβC∗(X)
A(E) A(B)
A(q) A(f )
A(X)
in which vertical arrows are quasi-isomorphism and A(E), A(B) and A(X) are free
commutative shc-algebras, such that the algebraic Eilenberg–Moore spectral sequence
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{E∗,∗r (A(E),A(B),A(X)), dr} converging to TorA(B)(A(E),A(X)) is isomorphic to the
Eilenberg–Moore spectral sequence converging to H ∗(E ×B X;K) as a spectral sequence
of algebras. In particular, as a bigraded algebra,
E
∗,∗
0 H
∗(E ×B X;K)∼=E∗,∗0 TorA(B)
(
A(E),A(X)
)
.
We can apply [19, lemma] in determining the differentials on {E∗,∗r (A(E),A(B),A(X)),
dr}. The calculation will become to be more easy than that on the EMSS {E∗,∗r (T U,T V,
T U ′), dr } in Theorem 1.11 because the underlying algebras giving rise to the EMSS are
commutative.
Proof of Theorem A.2. The consideration in [18, §4.2] tells us that there exists a
commutative diagram
BΩC∗(X)
BΩC∗(f )
C∗(X)
βC∗(X)
C∗(f )
BΩC∗(B) C∗(B)βC∗(B)
in shc-DC. Here the coalgebra map βC with respect to a differential graded chain coalgebra
C is defined by βC = β(tC) using the map tC ∈ T(C,ΩC) with tC(x) = 〈x〉. (See [27]
and [18, §3] for more details.) By virtue of [2, Theorem 4.8] and following the manner of
the proof of [26, Theorem 6.2], we can construct a homotopy commutative diagram
UL(X)
UL(f )
Φ
∼= T V
m(f )
 ΩC∗(X)
ΩC∗(f )
UL(B)
∼=
Φ
TW

ΩC∗(B)
in the category HAH in which right two horizontal arrows are quasi-isomorphisms and
left two horizontal arrows are isomorphisms, where L(f ) :L(X)→ L(B) is a morphism
of differential graded Lie algebras and UL denotes the universal enveloping algebra of
a Lie algebra L. Since p is odd, applying [15, Corollary 1.6], we can have a homotopy
commutative diagram in shc-DC
Γ [sL(X)]
Γ [sL(f )]
BUL(X)
UL(f )

BΩC∗(X)
m(f )
C∗(X)
βC∗(X)
BΩC∗(f )
Γ [sL(B)] BUL(B)  BΩC∗(B) C∗(B)βC∗(B)
in which horizontal arrows are quasi-isomorphism in shc-DC. Observe that coalgebras
Γ [sL(X)] and Γ [sL(B)] have the canonical shc-coalgebra structures induced from
the cocommutative coalgebra structures. Applying the same argument as above to the
map C∗(q) :C∗(E) → C∗(B) and dualizing the obtained diagram, we can get the
diagram in Theorem A.2. As in the proof of Theorem 1.10, we have an isomorphism
{fr } : {E∗,∗r (A(E),A(B),A(X)), dr} → {E∗,∗r , dr} of spectral sequences of algebras.
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Observe that the shc-algebra structures of A(E), A(B) and A(X) give rise to the algebra
structure on {E∗,∗r (A(E),A(B),A(X)), dr}. (See the proof of Theorem 1.10.) For any
simply connected commutative differential graded algebra (A,d), the following diagram
is commutative:
ΩBA⊗ΩBA
α⊗α
Ω(BA⊗BA)
ψ˜
Ωsh
A⊗A
µΩB(A⊗A)
ΩBµ
α
ΩB(A) α A
where µ is the product on A. Thus it follows that the algebra structure of the EMSS
{E∗,∗r (A(E),A(B),A(X)), dr} coincides with that induced from the commutative algebra
structures on A(E), A(B) and A(X). This completes the proof. ✷
Remark. [26, Theorem 9.2] asserts that the functor E∗,∗0 in Theorem A.2 can be
removed if X is contractible and Hpr(q;K) is injective, that is, H ∗(E ×B X;K) ∼=
TorA(B)(A(E),K) as an algebra.
The author believes that the argument developed in [37, Chapter IV] works well to make
a more calculable algebraic spectral sequence which is isomorphic to {E∗,∗r (A(E),A(B),
A(X)), dr}, though the notions of the minimal bigraded model for an algebra homomor-
phism and the filtered model for a DGA map must be translated to the commutative mod p
case. In consequence, a knowledge of the EMSS with coefficients in the rational field, as
in [37,36,12], will serve in analyzing the EMSS converging to H ∗(E ×B X;K) via Theo-
rem A.2. Applications of Theorem A.2 under those ideas are not pursued in this article.
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