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1. INTRODUCTION 
We consider in this paper the general complementarity problem in a 
Hilbert space. 
Let (H, ( , ) ) be a Hilbert space and let KC H be a closed convex 
cone, that is, K-kKcK, iKcKfor every AER, and Kn(-K)=(O). 
We denote by K* the dual of K, that is, 
K*= {yd (x, y)>O; VXEK}. 
Given a mapping f: K + H, the complementarity problem associated to f 
and K is 
find x* E K such that f(x,) E K* and (x*,f(x*)>=o. 
C.P. (f,K) 
The complementarity problem is a very interesting problem, much 
studied since it has many interesting applications ([3], [.5], [S-11], [ 133). 
Thefeasibleset ofproblem C.P. (f, K) is F= {x~Kjf(x)~K*}. If Sis 
the set of solutions then we have S c 9. 
The feasible set 9 can be unbounded. 
Indeed, if f(x) = T(x) + b where T is a linear operator from H into H, 
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6~ H, and F0 = {XE KI T(x) E K*} then we have the following result: ij” 
F0 # (0) and F is nonempty then 9 is unbounded. 
Indeed, let 0 #x0 E F0 and x, E F”. 
Then for every A E R, we have xi +Ax,E K and f(xi +Ax,)= 
T(x, + 1-x0) + b = (T(x,) + b) + AT(x,) E K* + K* c K*, which implies that 
F is unbounded. 
Hence since F can be unbounded it is important to know when S is 
bounded, supposing that it is nonempty. 
We remark that this problem is very important from the standpoints of 
both practical and theoretical interest. 
Some results on this problem (but in R”) have appeared in [ 15-171 and 
c191. 
In this paper we study this problem in a Hilbert space and our method 
is based on the theory of the numerical range of an operator, never used in 
the complementarity theory. 
By our method we find as particular cases the result proved in [ 193 and, 
moreover, we correct some incorrect results presented in [ 191. 
Our method is a general method not directly dependent of eigenvalues of 
operators and it can be used for noncompact operators in a real or in a 
complex Hilbert space. 
2. THE NUMERICAL RANGE OF AN OPERATOR 
Let (H, ( , ) ) be a Hilbert space over C. 
The collection of all linear continuous transformations from H to H will 
be denoted by L(H). 
DEFINITION 2.1. The numerical range w(T) of TE L(H) is defined by 
4T)={(T(x),x)lx~K llxll=1}. 
The following results on the numerical range are necessary for this paper. 
The reader will find the proofs and other details on this concept in [ 123. 
THEOREM 2.1. Let (H, ( , )) be a Hilbert space over C and let 
TE L(H). Then the following are equivalent: 
(i) T is self-adjoint. 
(ii) ( T(x), x ) E R for all x E H. 
COROLLARY. For every self-adjoint operator TEL(H) the numerical 
range o(T) is a subset of R. 
Given TE L(H) we introduce the following notations: 
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a(T) is the spectrum of T (the set of ;1 E C such that AZ- T is either 
not injective or not surjective), 
P,(T) is the point spectrum of T (the set of A E C such that AZ- T is 
not injective), 
C,,(T) is the continuous spectrum of T (the set of A EC such that 
AZ- T is injective but not surjective and such that &?(AZ- T) is dense in H), 
R,(T) is the residual spectrum of T (the set of II E C such that AZ- T 
is injective but not surjective and such that 93(U- T) is not dense in H). 
For each TE L(H) we have 
a(T) = P,(T) u C,(T) u R,(T). 
The structure of o(T) is given by the following result. 
THEOREM 2.2. Let (H, ( , ) ) be a Hilbert space over C. Zf TE L(H) is 
self-adjoint hen ct( T) c cl[o( T)]. 
We have an interesting relation between the norm of T and co(T). 
THEOREM 2.3. Let (H, ( , ) ) be a Hilbert space over C. Zf TE L(H) is 
selFadjoin& then II TII = sup< t w(TJ Il I. 
DEFINITION 2.2. Let (H, ( , ) ) be a Hilbert space over C. If TE L(H) 
is self-adjoint, then we set M(T) = sup o(T) and m(T) = info(T). 
THEOREM 2.4. Let (H, ( , )) be a Hilbert space over C. Zf TE L(H) is 
self-adjoin& then M(T) E cr( T) and m(T) E cr( T). 
Remark. If dim H < + cc and TE L(H) is self-adjoin& then a classical 
result is that in this case T has a finite number of eigenvalues {A,},= i,...,,, 
and a(T) = { A,[ k = 1,2, . . . . m} [12]. In this case if A,<&< ... <A, we 
have m(T)=A, and M(T)=&,. 
Let (H, ( , )) be a Hilbert space over C and let TE L(H) be self- 
adjoint. 
We say that T is semi-positive definite if and only if (T(x), x) 2 0 for 
every x E H, and if moreover ( T(x), x ) > 0 for every x E H\ (0) we say 
that T is positive definite. 
PROPOSITION 2.1. Zf TE L(H) is self-adjoint and invertible then TP1 is 
also self-adjoint. 
409<143,1-16 
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Proof: Since To T-’ = T-’ 0 T= I we have 
T~(T-‘)*=T*o(T~‘)*=(T-‘~T)*=Z=(T~T-’)* 
=(T-‘)*oT*z(T-‘)*oT 
and hence, (T-l)* = Tp’. 1 
PROPOSITION 2.2. Zf TEL(H) is positive definite and invertible then T-’ 
is also positive definite. 
Proox Indeed, if y E H\(O) then there exists x E H\(O) such that 
y = T(x). We have 
PROPOSITION 2.3. Zf TEL(H) is selfadjoint then T is semi-positive 
definite if and only if m( T) 2 0. 
Proof. If m(T)>0 then for every XEH\{O} we have O<m(T) 11x112< 
<T(x), x>. 
Conversely, if T is semi-positive definite we have 
m(T)=inf{(T(x),x)l XEH, llxll = l}>O. u 
PROPOSITION 2.4. Zf TEL(H) is self-adjoint and m(T) > 0 then T is 
positive definite and invertible. 
Proof Obviously, T is positive definite since m(T) >O and 
(T(x), x) > m(T) llxl12 for every XE H. 
We have 
m(T) ll-d12 d (T(x), x> G II T(x)ll . llxll for all x E H, 
which implies 
m(T) llxll G W-1 for all XE H\(O), 
and hence T is injective. 
We prove now that T is surjective. 
Indeed, since T from H into T(H) is an isomorphism, T(H) is complete, 
which implies that T(H) is closed. 
Denoting by [ 1” the polar we have [T(H)]‘= (0) since for every 
YE [T(H)]’ we have (T(y), y)=O and because (T(y), y)>,m(T) llyll*, 
we deduce that y = 0. We have 
T(H)= T(H)= [[T(H)]“]“= {O}‘= H 
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and hence T is bijective which implies that T is invertible and 
T-’ E L(H). 1 
We say that TE L(H) is negative definite if and only if (T(x), x) < 0 for 
all XE H\(O). 
We remark that T is negative definite if and only if - T is positive definite. 
THEOREM 2.5. Let TE L(H) be a self-adjoint operator. If m( T) > 0 then 
T is invertible, T-’ is self-adjoint and positive definite, and we have 
M(T-‘)= [m(T)]-’ 6) 
m(T-‘)= [M(T)]-‘. (ii) 
Proof From Propositions 2.4, 2.1, and 2.2 we have that T is invertible 
and T-’ is self-adjoint and positive definite. 
We prove now Formula (i). Indeed, from the definition of m(T) we have 
m(T) Ibll*Q (T(x), x> for all XE H\(O), (iI) 
which implies for every x E H\{ 0}, 
1 1 
(T(x), x> ‘m(T) 11~112’ 
(i2) 
Since T is positive definite, we deduce by multiplying (i2) by (T(x), x)’ 
that 
<T(x) x> < (T(x), -G2< (T(x), xj2 
’ ’ (T(x),x) m(T) lb112 
~ lIT(x) ll~ll* 
m(T) lIxI12 =& IIT(~)ll*~ 
Defining y= T(x) in (ix) we obtain 
(Y, T-~(Y)) G- m;T) IIYII 2 for every YE H\(O). 
But formula (i4) implies 
OJ 
We prove now that M(T-‘) 3 l/m(T). 
Indeed, since T is self-adjoint and positive definite the mapping 
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(x, y) + (T(x), y ) is an inner product on H and the Schwartz inequality 
with respect to this inner product is true and hence we have 
I(W), Y)12G<T(4J)4T(Y)9 Y> Vx, y E H. (is) 
If we consider y = T-‘(x) in (i6) we obtain 
11-414< (WL x>. (XT T-‘(x)) VXEH. (4) 
Using (i,) we obtain for every x E H\(O) such that llxll = 1 
1< (T(x), x>(T-l(x), x). (i8) 
We remark now that for every E > 0 sufficiently small there exists 6 > 0 
such that 
1 1 
rn(T)+c?mo-” 
(i9) 
From the definition of m(T) we have that there exists x0 with ilxOll = 1 
such that 
or 
1 1 
<T(xo),xo?=W)+~’ 
Now, from (ii,,), (is), and (is) we obtain 
1 1 1 
~T-1(xo)~xo)3(T(x,),x,)%(T)+6’m(T)-E~ 
that is, for every E > 0 we have 
M(T-‘),1-c 
m(T) 
which implies 
(ilo) 
Considering (is) and (iii) we have that M(T-‘)= l/m(T), that is, (i) is 
true. 
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To prove (ii) we remark that 
m(T-‘) llYl126 (T-‘(Y), Y> for all YEH\{O}, (ii*) 
which implies 
1 1 
(T-‘(y), Y> %w lIYI12 
for all yEH\{O}. (ii3) 
Multiplying (ii3) by (T-‘(y), y)2 and using the Schwartz inequality 
with respect to the inner product ( , ) we deduce 
(x, T(x)) for all xEH\{O} (id 
and we have 
1 
M(T)<-. m(T-1) 
Now, by a similar calculation as in the proof of formula (i) but for 
m(T-‘) we obtain that M(T) > l/m(T-‘) and finally, M(T) = 
l/m(T-‘). 1 
3. THE NUMERICAL RANGE AND THE LINEAR COMPLEMENTARITY PROBLEM 
Let (H, ( , )) be a real Hilbert space and let Kc H be a closed convex 
cone. 
We consider in this section the complementarity problem C.P. (f, K) 
where f has the form f(x) = T(x) + b, where TE L(H) and b E H; that is, we 
consider the problem 
find x* E K such that T(x,) + b E K* and (T(x,)+b,x,)=O. (1) 
LEMMA 3.1. For eoery xcH we have that (1/2)((T+T*)(x),x)= 
(T(x), x), where T* is the adjoint of T. 
Proof: Indeed, we have 
$((T+ T*)(x), x) = ;( T(x), x) + ;( T*(x), x) 
= $<T(x), x> + $3, T(x)) 
= $<T(x), x> + ;<T(x), x> = (T(x), x>. I 
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Consider the mapping 
Q(x) = $( T+ T*)(x), x) + (b, x) for all x E H. 
Remark. From Lemma 3.1 we deduce that Q(x) = (T(x) + b, x) for 
every x E H. 
As in the Introduction, we denote by 9 the feasible set of Problem (1); 
that is, 
cF= {xEKIT(x)+bEK*}. 
From the remark of Lemma 3.1 and the definition of K* we obtain the 
following result. 
PROPOSITION 3.1. For every x E 8, Q(x) > 0. Moreover, if x0 is a 
solution of Problem (1) then x0 is a global minimum for @ on 9 and 
0 = @(x0) = glob;lJfnin Q(x). 1 
Obviously, if we denote T, = T+ T* then To is self-adjoint. 
If K is a closed convex cone in H we say that K is self-adjoint if and only 
if K= K*. 
The theory of self-adjoint cones in Hilbert spaces is a very nice and very 
interesting theory with interesting applications in physics. 
THEOREM 3.1. Let (H, ( , ) ) be a real Hilbert space and let KC H be 
a self-adjoint closed convex cone. 
Suppose that T E L(H) is a self-adjoint operator such that m(T) > 0. 
Then for every solution x of Problem (1) we have 
llxll -=cMT) . m(T) IIXbll, (2) 
where xb = - T-‘(b). 
Proof. To prove this theorem we consider the complementarity 
problem 
find v E K such that T-‘(v) + xh E K* and (u, T-‘(11)+x,)=0. (3) 
We prove now that v is a solution of Problem (3) if and only if 
x = T- ‘(u - b) is a solution of Problem ( 1). 
Indeed, if v is a solution of Problem (3) then v E K, T-‘(u - b) E K*, and 
(u, T- ‘(v - b) ) = 0, which imply 
x=T-‘(u-b)EK*sK, T(x)+b=v-h+b=vEKcK*, 
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and 
(x, T(x)+b) =o. 
Conversely, if x is a solution of Problem (1) then we can prove (since K 
is self-adjoint) that v = T(x) + b is a solution of Problem (3). 
Hence, every solution of Problem (1) has a representation of the form 
x = T-‘(v - b), where v is a solution of Problem (3). 
Obviously, if v is a solution of Problem (3) then we have 
(v-b, Tp’(v-b))= -(b, Tp’(u-b))=(-T-‘(b),u-b) (4) 
(since Tpl is a self-adjoint operator). 
We suppose now that v # b, that is, IIu - bll # 0. 
From Formula (4) we deduce 
m(T-‘) IIv-bll*<(v-b, T-‘(v-b))=(-Tp’(b),v-b) (5) 
and from Theorem 2.5 we have 
j-&j llv-bl126 IMI ilu-4 
which implies 
IIU- bll d M(T) IMI. (6) 
Let x be a solution of Problem (1). 
From (6), since x = Tp’(u - b), where v is a solution of Problem (3), we 
have 
iI4 G llo-611 . IIT-‘II GM(T) IMI I/T-‘Il. (7) 
If v= b then x= Tp’(v- b) =0 is a solution of Problem (1) and 
Inequality (7) is also satisfied. 
Since from Theorems 2.3 and 2.5 we have that I/ T-‘/I = l/m(T) the proof 
is .linished. 4 
Remark. In Theorem 3.1 the assumption m(T) > 0 (which is equivalent 
to the fact that T is positive definite) is essential. 
EXAMPLE. Consider H= R*, K= R:, and (x, y) =cf=, xiyi. 
The complementarity problem considered in this case is 
find x E R: such that TX + b E R: and (x, Tx+b) =O, (8) 
where T= [ : A] and b = [A] 
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We can prove that x* = [y] is a solution of Problem (8). 
Since the eigenvalues of T are 
i J-G 
1 
1 J+$ 
2 
and 2 2 
we have that 
M(T)=+. 
T is invertible, T-’ = [y J1], and xb = - T-lb = [ T1]. 
We observe also that T is self-adjoint but is not positive definite. 
Since for every ,I> 0, Ax, is a solution of Problem (8), we have that 
Formula (2) is not satisfied. 
We remark also that this example shows that Theorem 6 in [19] as 
proved by Pardalos and Rosen is not true. 
For the following theorems we denote B(0, r) = {x E H( llx\l < r}. 
THEOREM 3.2. Let TE L(H) be an arbitrary operator and b E H. If 
M( To) ~0 then the solution set S of Problem (1) is a subset of 
W, 2 IlWl~(To)l) n K. 
Proof. From the definition of the numerical range of T, we have, for 
every x E H\(O), 
a(x)= %Wx), x> + (b> x> d $Wo) llxl12 + llbll llxll 
= ($Wo) llxll + llbll) II-d. 
Since D(x) = (T(x) + b, x) the feasibility requires G(x) B 0 and we 
obtain that x is infeasible if @J(X) ~0, that is, if (l/2) M(T,) llxll + llbll < 0. 
Hence x is infeasible if lixll > 2 Ilbll/lM(TO)l. Finally, we deduce that 
the solution set S must be contained in B(O,2 Ilbll/lM(T,,)l) n K since 
SCP. 1 
Remark. If M( To) d 0 then the feasible set B of Problem (1) can 
be bounded or unbounded since in [19] we find an example in a finite 
dimensional space. 
THEOREM 3.3. Let TE L(H) be an arbitrary operator and b E H. If 
m(T,) >0 then the solution set S of Problem (1) is a subset of 
HO, 2 IlWm(Td) n K. 
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ProoJ Since m(TO) > 0, the definition of the numerical range of T, 
implies for every x E H\{ 0} that 
@(xl = Wdx), x> + (b, x> 2 fmm llxl12 - llbll llxll 
2 GNJ llxll - IIN) IIXII. 
If (l/2) m( 7’,) llxll - Ilbl( > 0, that is, if llxll > 2 Ilbll/m( T,), then @j(x) > 0 
and therefore x cannot be a solution of Problem (1). 
Hence, if XE K is a solution of Problem (1) we must have 
Il.4 d 2 IlW4~o) and SC WI 2 llW~(~d) n K. I 
PROPOSITION 3.2. Let TE L(H) be an arbitrary operator such that 
TO = T+ T* is invertible and let b E H be an element. 
If x is a solution of Problem (1) and xb = - T-‘(b) then we have 
(x - Xb, T&-x,)) = (6 T,-‘(b)). (9) 
Proof Let x be a solution of Problem (1) and let z be an arbitrary 
element of H. 
We have 
~(z-x,To(z-x))f(z,To(x))+(b,x)+(b,z) 
= t<z, To(z)) - ;<x, T,,(z)) - $<z, To(x)) 
+ $<x, T,(x)) + (z, T,(x)) + (6, x> + (b, z> 
= i<z, To(z)) + (b, z> + (x, To(x) +b) 
= ;(z, T,(z)) + (6, z) = Q(z). 
That is, we have 
$(z-x, T,(z-x))+(z, T,(x))+(b,x)+(b,z)=@(z). (10) 
Let z = x,, in Formula (10). We have 
%%-x, T&G-X)) + (x,, To(x)) + (b, x> + (b, xb) 
= @(xJ = - $(b, T,-‘(b)), 
which implies 
%x/,-x, T,,(x~x))+(-T;‘(b), T,,(x))+(b,x)+(b, -T,-‘(b)) 
= - %b, T,-‘(b) >, 
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and finally 
&-x, To(xb-x)) = (b, T,-‘(b)). 1 
THEOREM 3.4. Let TE L(H) be an arbitrary operator and let b E H be an 
element different from zero. 
If m( T,) > 0 then any solution x of Problem (1) that has x # xb = 
- T;‘(b) satisfies 
llbll llbll -< llx-xxbll G- 
MT,) m(To)’ 
Proof From Formula (9), the definition of the numerical range of T,, 
and Theorem 2.5 we have 
& Ilbll*Q llx--xbll* MT,,) 
0 
which implies 
llbll 
-<lb--/Ill. 
MT,) 
Using again Proposition 3.2 and Theorem 2.5 we obtain 
that is, [Ix- xbll < Ilbll/m(T,). Finally we have 
llbll 
-< IIx-xxbll Q- 
MT,) 
II4 , 
m( To)’ 
THEOREM 3.5. Let TE L(H) be an arbitrary operator and let b E H be an 
element different from zero. If M( To) < 0 then any solution x of Problem (1) 
that has x # xh = - T-‘(b) satisfies 
Ilbll llbll 
Im(T,)I 
d lb -+ll < IM(To)I. 
Proof: Since M(T,)<O we have that m(-To)=JM(T,)I, M(-To)= 
Im( T,)(, and - To is positive definite and self-adjoint. 
In this case Formula (9) becomes, for -To, 
(x - xb, -To(x-xx,))= <b, (-To)-’ (6)) 
with the same xb as in Proposition 3.2. 
(11) 
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Now using (11) and a similar calculation as in the proof of Theorem 3.5 
we obtain 
llbll llbll 
Im(To)I 
< IIx--blI ’ ,M(T,)I’ 1 
Remarks. (1) Theorems 3 and 4 proved in [ 193 in R” are not true if 
A (notation used in [ 193) is not positive definite. Our Theorems 3.4 and 
3.5 contain as particular cases the correct forms of these theorems. 
(2) If H= R” with the euclidean structure and the eigenvalues of T 
(or respectively To) are A,<&< ... <A,,, then A1=m(T) (resp. m(T,)) 
and 1, = M(T) (resp. M( To)) and the bounds defined in Theorems 3.1-3.5 
can be computed using 2, and I+,,. 
4. THE COMPLEMENTARITY PROBLEM OVER THE COMPLEX FIELD 
The complementarity problem over the complex field was considered in 
1971 by McCallum and in 1974 by Berman (see the references of paper 
[2]) in connection with mathematical programming in complex space as 
considered by Levison, Hanson and Mond, Abrams and Ben-Israel (see the 
references of paper [2]). 
We consider in this section the complementarity problem in complex 
Hilbert spaces. 
Let (H, ( , )) be a complex Hilbert space. 
A convex cone in H is a subset Kc H such that 
(1) K+KcK; 
(2) (VA E R+)(IKE K). 
If Kc H is a convex cone the dual of K is 
K*={yEH(Re(y,x)>OVxEK}. 
Given TEL(H) and b E H the linear complementarity problem 
associated to T, b and K is 
find z E K such that T(z) + b E K* 
If we denote 
and Re(z, T(z)+b)=O. (12) 
Q(z) = $(z, (T+ T*)(z)) + Re(z, 6) 
we have that 
Q(z) = Re(z, T(z) + b). (13) 
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Indeed, Formula (13) is true since we have 
gz, CT+ T*)(z)) = gz, T(z)) + gz, T*(z)) 
= &<z, T(z) > + :< T(z), z> 
= i(z, T(z)) + $(z, T(z)) = Re(z, T(z)). 
Formula (13) implies that if Q(z) < 0 then z is infeasible. (We use the fact 
that Re(T(z)+b,z)=Re(T(z)+b,z)=Re(z, T(z)+b).) 
We recall also that from the theory of numerical range we have that if 
TEL(H) is self-adjoint then w(T) c R and m(T) (resp. M(T)) is well 
defined. 
In this section we denote also T, = T+ T*, and we know that T,, is self- 
adjoint. 
Now, using the definition of a(z) and the fact that 1 Re (z, b ) 1 6 ( (z, b ) 1, 
we obtain by the same proofs as in Section 3 (Theorems 3.2 and 3.3) the 
following results. 
THEOREM 4.1. Let TE L(H) be an arbitrary operator and b E H. Zf 
M( To) < 0 then if x* E K is a solution of Problem (12) we have 
THEOREM 4.2. Let TE L(H) be an arbitrary operator and b E H, Zf 
m(T,) > 0 then if x* E K is a solution of Problem 12 we have, 
IIx*ll Q2 IlWm(Td 
5. THE NONLINEAR COMPLEMENTARY PROBLEM 
Let (H, ( , ) ) be a real Hilbert space and let KC H be a closed convex 
cone. 
Let T: K -+ H be an operator not necessarily linear and S: K + H a non- 
linear operator. 
We say that T is homogeneous of degree p > 0 if T(lx) = Ap. T(x) for 
every xEKand every AER,. 
Let qxR,+R, be a mapping such that cp( t) > 0 for every t 2 y, where 
YER+. 
We say that S is q-asymptotically bounded if there exist r, c E R+\{O) 
such that r < l\xll (x E K) implies that IlS(x)ll < ccp( llxll). 
We denote w(T) = {(T(x), x) I XE K, llxll = 1 } and we say that T is 
K-range bounded if o(T) is a bounded subset of R. 
COMPLEMENTARITY PROBLEM 249 
If T is K-range bounded then M, = sup o(T) and mK( T) = inf w( T) are 
finite real numbers. 
If T is homogeneous of degree p >O and K-range bounded, then for 
every x E K\{ 0} we have 
m,(T) Il~ll~+~ G <T(x), x> <MM,(T) IIxlIp+~. 
Assuming T homogeneous of degree p > 0 and K-range bounded and S 
q-asymptotically bounded we consider the nonlinear complementarity 
problem 
find x E K such that T(x) + S(x) E K* and (T(x)+S(x),x)=O. 
(14) 
THEOREM 5.1. Let (H, ( , )) be a real Hilbert space and let KC H be 
a closed convex cone. 
Suppose that T: K --) H is a not necessarily linear operator homogeneous of 
degree p > 0 and S: K + H q-asymptotically bounded. 
If 
(i) T is K-range bounded and MK( T) < 0, 
(ii) lim,,,, + m d II-4 MIxlIP = 02 
then the solution set of Problem (14) is bounded. 
Proof Indeed, for every x E K\{ 0} such that r < llxll we have 
(T(x)+S(x),x)=(T(x),x)+(S(x),x) 
G MATI IIxII~+~ + IlS(x)ll II41 
GM,(T) IIxIlp+l+c~(lIxII) llxll 
= CM,(T) l141p + w(ll-4l )I Ilxll. (15) 
Since from assumption (i) we have -MK(T) >O we obtain using (ii) 
that there exists, a 2 r such that ccp(llxll)/llxll” < - M,(T) for every 
XE K\(O) such that a< /Ix/l. 
Hence from (15) we deduce that every XE K\(O) such that a < llxll is 
infeasible for Problem (14). 
So we obtain that if x E K\{ 0} is a solution of Problem (14), then since 
every solution is feasible, it is necessary to have llxll <a and the theorem 
is proved. 1 
THEOREM 5.2. Let (H, ( , )) be a real Hilbert space and let KC H be 
a closed convex cone. Let T: K -+ H be a not necessarily linear operator 
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homogeneous of degree p > 0 and S: K + H a nonlinear operator 
q-asymptotically bounded. 
If 
(i) T is K-range bounded and mK( T) > 0, 
(ii) lim llJ’l + m cp(llxll Mlxllp = 0, 
then the solution set of Problem (14) is bounded. 
ProojI Indeed, using assumption (i), for every x E K\(O) such that 
r< IIxII, we have 
(T(x)+S(x), x> 2mK(T) llxllp+L-ccp(llxll)~ Il.4 
= CmK(T) Ilcll”-ccp(llxll)l Ilxll. (16) 
Since m,(T) > 0 we obtain from assumption (ii) that there exists a> r 
such that 
w(ll4l) --mm,(T) 
llxll p 
for every XEK\{O} such that a< IjxII. (17) 
Obviously, using now (17) and (16), we deduce that every x E K\(O) 
satisfying a < llxll cannot be a solution for Problem (14) and hence every 
solution XEK\{O} of Problem (14) satisfies llxll <a. 1 
We finish this paper by observing two possible developments of our 
method presented here. 
The first is to develop the theory of the numerical range of an operator 
with respect o a closed convex cone as in the papers [ 181, [ 11, [6], [20] 
and to use this theory in the study of the complementarity problem. 
The second is to apply our method to the study of the complementarity 
problem in a semi-inner product space as in [ 141, [7]. 
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