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Introduccio´n
Kepler, a comienzos del siglo XVII, enuncio´ tres leyes que describen el movimien-
to de los planetas. A finales del mismo siglo, Newton da un paso ma´s alla´ y formula
la ley de gravitacio´n universal, que reu´ne los principios de la Meca´nica y del Ca´lculo
Diferencial para dar una so´lida teor´ıa sobre el movimiento de los cuerpos en el espa-
cio. La Meca´nica Celeste recoge todos los esfuerzos de los principales matema´ticos
de los siglos XVIII al XX en el estudio de las caracter´ısticas de este movimiento.
El an˜o 1957 supone un punto de inflexio´n en este tema. El 4 de octubre de
1957, la antigua Unio´n Sovie´tica lanzo´ al espacio, con e´xito, el sate´lite Sputnik1-1,
desde la base de Kazajista´n. Este hecho marca el inicio de la era espacial y con
e´l nace la Astrodina´mica, que extiende los conocimientos de la Meca´nica Celeste
a movimientos en el espacio de cuerpos no naturales. La Astrodina´mica no solo
extiende el rango y complejidad de los problemas de la Meca´nica Celeste an˜adiendo
nuevas perturbaciones al modelo propuesto por Kepler, sino que tambie´n introduce
otros problemas nuevos como es, por ejemplo, el disen˜o de complejas trayectorias que
permitan a una nave viajar por todo el sistema solar o incluso, en el futuro, modificar
la o´rbita de objetos naturales como los asteroides potencialmente peligrosos para la
Tierra.
Desde entonces, y a lo largo de estas u´ltimas cinco de´cadas, se han realizado una
gran variedad de misiones espaciales, algunas con objetivos muy diferentes. Una de
las partes fundamentales de cada proyecto es el ana´lisis de misio´n o la determinacio´n
previa de la o´rbita que seguira´ el orbitador para cumplir las especificaciones de la
misio´n (Wertz and Larson, 2010). El poder imponer para una o´rbita el cumplimiento
de determinadas cualidades, particulares o generales, ha permitido alcanzar con e´xito
muchos de los objetivos de las misiones ejecutadas hasta hoy. Con ello ha habido un
1Cuatro d´ıas antes del lanzamiento, en el Comite´ Spe´cial de l’Anne´ Ge´ophysique Internationale
organizado en Whashington, el Profesor Segei M. Poloskov en su presentacio´n titulada “Sputnik
Zemli”, dio´ a entender que eran capaces de lanzar un sate´lite al espacio en las siguientes semanas.
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incremento progresivo del espectro de posibilidades para misiones espaciales.
De entre toda la variedad de o´rbitas de sate´lites artificiales terrestres las ma´s
conocidas son las llamadas o´rbitas geoestacionarias. Estas o´rbitas pertenecen a un
conjunto ma´s amplio, que llamaremos o´rbitas s´ıncronas2, caracterizado por su sin-
cron´ıa con la rotacio´n del cuerpo central, esto es, porque el valor de su periodo
orbital coincide con el de el periodo de rotacio´n del planeta (o la Luna en su caso).
Si el cuerpo central es la Tierra las o´rbitas son llamadas geos´ıncronas y su periodo
orbital debe ser igual a un d´ıa side´reo, o lo que es igual a 23h56m4.s09, lo que equivale
a decir que su semieje mayor debe medir 42164 km. Las o´rbitas estacionarias3 son
aquellas o´rbitas s´ıncronas cuya excentricidad e inclinacio´n son nulas. Las o´rbitas es-
tacionarias aparecen siempre, para un observador situado en la superficie del cuerpo
central, como un punto fijo en el ecuador celeste.
Las primeras ideas sobre la o´rbita geoestacionaria fueron publicadas por el austro-
hu´ngaro Herman Potocˇnik en 1928 en su trabajo titulado “El problema del viaje
espacial-El motor cohete”. An˜os despue´s, en 1945, el brita´nico Arthur C. Clarke hace
mencio´n a las ventajas que puede tener el uso de esta o´rbita para las comunicaciones,
pues con solo tres sate´lites es suficiente establecer comunicacio´n con cualquier punto
del planeta, exceptuando regiones cerca de los polos. En el an˜o 1963 es lanzado,
y puesto en o´rbita, el Syncom-2 que es el primer sate´lite de comunicaciones en
o´rbita geoestacionaria. Esto confirma las ideas de Arthur C. Clarke y constituye
un avance fundamental en distintas disciplinas o a´reas del conocimiento como son:
las telecomunicaciones, climatolog´ıa, oceanograf´ıa, geodesia, militar, entre muchas
otras ma´s.
Desde el e´xito de la misio´n del Syncom-2 se han puesto centenares de sate´lites
en esta o´rbita. Debido a las peculiaridades de las o´rbitas geoestacionarias, pode-
mos pensar en e´stas como restringidas a una zona del espacio que forma un aro o
anillo ecuatorial alrededor de la Tierra, delimitado por unos pocos kilo´metros des-
de la propia o´rbita geoestacionaria (Flohrer et al., 2011), por ello, existen grandes
limitaciones al nu´mero ma´ximo de sate´lites geostacionarios posibles, lo que obliga
a retirar los que quedan inactivos a una o´rbita cementerio para dejar un hueco a
nuevos sate´lites. Cincuenta an˜os despue´s del primer sate´lite geoestacionario, la fran-
ja ecuatorial, donde se encuentran, comienza a estar congestionada (a d´ıa de hoy
existen 416 sate´lites geoestacionarios activos). Estudios realizados por Milani et al.
2Geos´ıncronas, areos´ıncronas y selenos´ıncronas para la Tierra, Marte y la Luna respectivamente.
3Geoestacionarias, areoestacionaria y selenoestacionarias para la Tierra, Marte y la Luna res-
pectivamente.
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(2011) describen co´mo es la distribucio´n de los orbitadores en esta zona del espacio,
en base a datos obtenidos por medios o´pticos y teleme´tricos, los cuales han permiti-
do catalogarlos como sate´lites activos, no activos y los que no esta´n controlados con
taman˜os superiores a 1 cm.
A fines pra´cticos la zona geoestacionaria, o el anillo que forma, se ha dividido a su
vez en pequen˜as ventanas continuas con espacio disponible para albergar uno o varios
sate´lites. Existen razones que justifican este hecho como son: evitar el cruce de las
sen˜ales de emisio´n y recepcio´n entre una estacio´n terrena y el orbitador (Maral and
Bousquet, 2009), tambie´n para evitar colisiones entre s´ı, realizando las maniobras
necesarias para corregir su posicio´n nominal, producto de la deriva ocasionada por
las perturbaciones orbitales. Estos desplazamientos han sido estudiados con modelos
teo´ricos o pueden ser calculados con me´todos observacionales (Montojo et al., 2011;
Montojo et al.; Lacruz and Abad, 2008). Un estudio detallado de las caracter´ısticas
fundamentales que determinan la o´rbita geoestacionaria lo podemos encontrar en
Soop (1994). El taman˜o habitual de las ventanas suele ser del orden de 1◦ para la
longitud (direccio´n Este-Oeste) y de [−0·1◦,+0·1◦] para latitud (direccio´n Norte-
Sur) (Capderou, 2005), sin embargo, algunas ventanas llegan a ser de taman˜os ma´s
reducidos, del orden de 0·05◦ en longitud y latitud, equivalente a unos (35×35) km.,
siendo e´stos, casos muy especiales como lo indica Evans (1999).
En virtud del escenario que se presenta actualmente en relacio´n al uso de la zona
geoestacionaria, y en vista del crecimiento de la demanda requerida, principalmente
en el uso de las telecomunicaciones, que adema´s se incrementa si consideramos la ma-
la cobertura de estos sate´lites para zonas de latitud alta, han surgido planteamientos
que conducen a indagar si existe alguna otra a´rea espacial que permita extender la
zona geoestacionaria, y si existe, bajo que´ condiciones esta´ sujeta o condicionada.
La alternativa ma´s usada para comunicaciones en lugares de latitud alta han sido
las o´rbitas de tipo Molniya. Estas o´rbitas fueron ideadas en la Unio´n Sovie´tica en
el an˜o 1960, aunque la primera misio´n con e´xito fue lanzada en el an˜o 1963. Sus
caracter´ısticas fundamentales son: un periodo de medio d´ıa side´reo, excentricidad
muy alta e inclinacio´n cr´ıtica. El periodo consigue una traza que se repite cada dos
vueltas, sobrevolando siempre las mismas zonas de la superficie terrestre. La alta
excentricidad indica que el sate´lite se encuentra, durante la mayor parte de su pe-
riodo, cerca del apoastro. Finalmente, debido a la inclinacio´n cr´ıtica, la posicio´n del
apoastro se mantiene estable. Si situamos tres sate´lites en esta o´rbita nos asegu-
ramos de que en todo momento uno de los sate´lites se encuentra muy pro´ximo al
apoastro, que supondremos situado por encima del lugar de la Tierra donde estable-
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cer las comunicaciones. Con este me´todo nos aseguramos una misio´n con un coste
de lanzamiento mucho menor que la o´rbita geoestacionaria, aunque se precisan tres
sate´lites para una completa cobertura, sin embargo, para su seguimiento se necesita
una antena mo´vil, pues la ventana que ocupa el sate´lite, desde el punto de vista del
observador, es muy grande, de hecho, un sate´lite determinado termina saliendo de
esta ventana aunque siempre habra´ alguno de los tres visible.
Este tipo de sate´lite permite avanzar en la idea de que las o´rbitas que repiten
la traza pueden constituir una buena solucio´n para las comunicaciones, siempre
que se consiga una ventana de visibilidad que sea pequen˜a o en la que siempre
aparezca algu´n sate´lite de la misio´n. Este tipo de misiones ha sido tambie´n propuesta
(La´ınez and Romay, 2009; La´ınez et al., 2009) como una alternativa a las grandes
constelaciones, tipo GPS, para dar cobertura precisa a una regio´n pequen˜a con un
pequen˜o nu´mero de sate´lites.
Otra alternativa, que recientemente ha comenzado a estudiarse, se basa en el uso
de fuerzas externas (motores de bajo impulso, velas solares, etc.) para construir o´rbi-
tas exo´ticas, no-keplerianas, que McInnes (1999) llama o´rbitas desplazadas. Estas
o´rbitas tienen la peculiaridad de situarse en un plano orbital paralelo al ecuato-
rial con una rotacio´n sincronizada con el planeta para aparecer, desde la superficie,
como un punto estacionario fuera del ecuador. En los trabajos realizados por Mc-
Kay et al. (2009); Anderson and Macdonald (2010), se estudia la estabilidad de
familias de o´rbitas desplazadas y se demuestra que es posible disen˜arlas aplicando
una pequen˜a fuerza producida por un sistema de propulsio´n de bajo empuje, cuya
magnitud sea constante y su direccio´n sea siempre la misma.
La posibilidad de utilizar impulsos discretos para conseguir o´rbitas desplazadas
aparece en un art´ıculo de Nock (1984). Con objeto de observar los anillos de Saturno
desde las sondas Voyager4, Nock propuso el uso de pequen˜os impulsos discretos en
intervalos de tiempos cortos que desplazaban la o´rbita, en las proximidades del ani-
llo, pero impidie´ndole cruzarlo. Posteriormente McInnes (2011) considera el uso de
impulsos discretos, en lugar de usar motores de bajo empuje de forma continua, para
generar desplazamientos ma´s grandes y poder formar familias de o´rbitas desplazadas
no ecuatoriales y circulares.
La propuesta de C.R. McInnes consiste en generar una o´rbita desplazada apli-
cando una serie de maniobras orbitales realizadas a intervalos de tiempo constantes,
cada vez que el sate´lite pase por un punto fijo del sistema de referencia planetoce´ntri-
4Las sondas espaciales Voyager 1 y 2 fueron lanzadas en 1977 desde Cabo Can˜averal.
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co (que rota con el planeta). De esta forma, la o´rbita esta´ formada por arcos cerrados
en el sistema planetoce´ntrico que se convierten en arcos abiertos en el sistema espa-
cial (inercial). La trayectoria final en el sistema espacial no es exactamente paralela
al ecuador, como en el caso de empuje continuo, sino que esta´ formada por una
especie de “corona” representada por arcos que tienen su ve´rtice en un paralelo.
Visto desde la superficie, el sate´lite no ocupa un punto fijo, sino que se desplaza
describiendo un arco cerrado cuya magnitud puede variar.
La obtencio´n de cada uno de los arcos, y la maniobra necesaria para recorrerlos,
viene expresada en te´rminos del movimiento relativo a un punto de la trayectoria.
Para ello, si llamamos u0 a un punto cualquiera de la trayectoria, expresado en el
sistema planetoce´ntrico en un cierto instante inicial t0, y u a la posicio´n del orbitador
en otro instante cualquiera, podremos llamar ρ = u− u0, a la posicio´n relativa del
orbitador respecto de su posicio´n inicial. La ecuacio´n diferencial que rige la evolucio´n
del vector ρ, expresada en el sistema rotante, sera´:
ρ¨+ (2ω × ρ˙) + (ω × (ω × ρ)) = − ∂∇VK
∂u
∣∣∣∣
u=u0
ρ−∇VK(u0)− ω × (ω × u0),
donde VK es el potencial kepleriano, − ∂∇VK
∂u
∣∣∣∣
u=u0
es la matriz hessiana evaluada
en u0 y el vector ω = (0, 0, ω), donde ω es la velocidad angular que define el
movimiento del planeta en torno a su eje de rotacio´n.
Como se ha dicho antes, la o´rbita propuesta por McInnes representa, en el sistema
planetoce´ntrico, un arco cerrado, por lo que si partimos de un punto u0, el valor
inicial de ρ sera´ cero, mientras que al final del arco ρ debe ser de nuevo igual a
cero. Para buscar las o´rbitas, McInnes desarrolla un me´todo nume´rico que parte
de la linealizacio´n de la ecuacio´n diferencial anterior y obtiene la expresio´n final en
te´rminos de la matriz de transicio´n.
Este tipo de o´rbitas vistas desde el sistema planetoce´ntrico no aparecen como
un punto del espacio sino como un arco que se cierra. Este arco depende del punto
donde se cierra, al que llamaremos ve´rtice del arco y del tiempo que se tarde en
recorrerlo. A este tipo de o´rbita le llamaremos o´rbita cuasiestacionaria si desde un
lugar de la Tierra el orbitador siempre es visible. En cierto modo, es similar a una
o´rbita estacionaria situada en cualquier punto de la Tierra, no solo en el ecuador,
pero cuya ventana es en general mucho ma´s amplia que la ventana de una o´rbita
geoestacionaria.
McInnes presenta un me´todo nume´rico para el ca´lculo de este tipo de o´rbitas,
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va´lido para el modelo kepleriano, pero no realiza un estudio de co´mo son dichas
o´rbitas, ni responde a la pregunta de cua´ntas hay. En esta memoria hemos pretendido
partir de la idea de McInnes y realizar un estudio profundo de dichas o´rbitas que
permita saber cua´ntas existen y clasificarlas en funcio´n de sus propiedades, as´ı como
relacionar estos conceptos y propiedades con los de otro tipo de o´rbitas como las
o´rbitas que repiten la traza, etc. Para ello, en lugar de un me´todo nume´rico adaptado
para este problema, hemos utilizado un me´todo cla´sico muy estudiado y contrastado
y del que se conocen sus propiedades de forma exhaustiva, el problema de Lambert.
Adema´s, hemos extendido las o´rbitas, no solo a modelos orbitales keplerianos, sino
a cualquier modelo orbital que considere todo tipo de perturbaciones.
El proceso de estudio de dichas o´rbitas nos ha obligado a considerar otros pro-
blemas en los que hemos realizado nuevas aportaciones, que complementan las he-
rramientas necesarias para completar nuestro estudio. Una de las nuevas cuestiones
abordadas es la extensio´n del problema de Lambert a modelos orbitales perturbados.
Por otro lado, con vistas a la evaluacio´n del modelo de fuerzas, hemos desarrollado
un nuevo me´todo de evaluacio´n de las derivadas, basado en el me´todo de diferen-
ciacio´n automa´tica. Este me´todo, que ha sido publicado recientemente (Abad and
Lacruz, 2013), permite evaluar las derivadas de cualquier orden del potencial, de
una forma muy ra´pida, lo que nos da las componentes de la fuerza de un modelo
completo de potencial planetario, as´ı como la matriz hessiana, u´til para la integra-
cio´n de las ecuaciones variacionales, sin necesidad de programar largas y complejas
expresiones anal´ıticas.
Una gran parte del trabajo realizado para completar esta memoria ha sido la
creacio´n del software necesario para la implementacio´n de los me´todos desarrollados,
as´ı como su aplicacio´n sistema´tica para reproducir los ejemplos y casos mostrados.
Algunos de los algoritmos programados dentro de este software esta´n contenidos en
muchos otras aplicaciones o librer´ıas, sin embargo, debido en unas ocasiones a su alto
coste por ser programas profesionales, en otras a su “desconocida” fiabilidad para
librer´ıas de dominio pu´blico y al lenguaje de programacio´n que, en ocasiones, resulta
inadecuado para nuestros propo´sitos, hemos preferido, salvo en caso del me´todo de
integracio´n nume´rica, desarrollar nuestro propio software, que ha sido escrito en
lenguaje C, y al que hemos llamado OrbitsC.
OrbitsC utiliza el integrador dopri85, desarrollado por Hairer et al. (1993), para
integrar las ecuaciones del movimiento de un sate´lite artificial, tanto en un sistema
inercial como en un sistema rotante. Adema´s, integra las ecuaciones variacionales,
5http://www.unige.ch/ hairer/software.html
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tambie´n en ambos sistemas. El modelo de fuerzas y potenciales perturbadores in-
cluye tanto un modelo de potencial gravitarotio planetario, hasta cualquier grado y
orden, otras fuerzas, como perturbaciones producidas por un tercer cuerpo, radiales,
tangenciales, normales, etc. Tanto las fuerzas, como los potenciales y sus derivadas,
son calculados por el me´todo de diferenciacio´n automa´tica y el tiempo de evaluacio´n
puede ser mejorado si se utiliza un ordenador con varios procesadores en paralelo.
Este software ha sido integrado en Orbits6 que es un paquete de Mathematica que
esta´ siendo desarrollado por A. Abad y mediante el cual, se han realizado la mayor
parte de las gra´ficas orbitales presentadas en la memoria.
La memoria esta´ estructurada en cuatro cap´ıtulos y un apartado de conclusiones
y trabajos futuros.
En la primera parte del cap´ıtulo 1 introducimos los conceptos elementales de la
Astrodina´mica y la notacio´n que utilizaremos a lo largo de esta memoria. Deta-
lles de los conceptos ba´sicos los podemos encontrar en cualquier libro de Meca´nica
Celeste y Astrodina´mica como son: Multon (1970); Prussing (1979); Battin (1999);
Vallado (2001); Abad (2012), cualquiera de ellos nos ofrecen estudios espec´ıficos de
e´stos. La notacio´n utilizada presenta, de forma compacta y elegante, las ecuaciones
fundamentales que representan el movimiento orbital de un sate´lite artificial, tanto
dentro de un modelo kepleriano, como de un modelo orbital o perturbado.
Las fuerzas que actu´an sobre un modelo orbital vienen expresadas en unas oca-
siones en el sistema espacial (inercial) y en otras en el sistema planetoce´ntrico (no
inercial). Ejemplo de la primera es una fuerza radial o la perturbacio´n de un tercer
cuerpo. El potencial planetario, si se consideran los te´rminos teserales, es ejemplo de
las segundas. En cualquier caso si se utilizan las ecuaciones diferenciales formuladas
en uno de los sistemas y el potencial o la fuerza viene formulada en el otro, o bien,
si se aplican varias fuerzas que esta´n formuladas en sistemas diferentes, es necesario
expresar todas las fuerzas, y sus derivadas si se tratan las ecuaciones variacionales,
en el mismo sistema de referencia, y que e´ste coincida con el sistema en el que se
integra. En el cap´ıtulo primero se sistematizan todas estas transformaciones de for-
ma que el algoritmo y el software correspondiente, se formula automa´ticamente en
el sistema adecuado.
Normalmente las ecuaciones variacionales se expresan de forma distinta para cada
problema porque se formulan a trave´s de las expresiones anal´ıticas de las derivadas
de la fuerza respecto de las coordenadas, o las derivadas segundas del potencial.
6http://gme.unizar.es/software/orbitfiles/orbits.html
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Cuando la expresio´n del potencial es muy complicada, como en el caso del potencial
planetario, estas ecuaciones se hacen muy pesadas de escribir e implementar en un
ordenador. En el cap´ıtulo primero se establece la expresio´n general de las ecuaciones
variacionales para cualquier fuerza y se aprovechan los me´todos de ca´lculo de deri-
vadas, desarrollados en el segundo cap´ıtulo, para construir automa´ticamente, con el
ordenador, las ecuaciones variacionales para cualquier modelo de fuerzas.
En el cap´ıtulo 2 se presenta la estrategia implementada para la evaluacio´n de las
fuerzas perturbadoras y sus derivadas. Esta estrategia se basa en la diferenciacio´n
automa´tica, (Rall and Corliss, 1996; Griewank and Walther, 2008; Neidinger, 1992)
que nos permitira´ obtener el valor nume´rico de las derivadas de una funcio´n, sin
necesidad de conocer de forma expl´ıcita sus expresiones anal´ıticas ni aplicar ninguna
te´cnica de aproximacio´n nume´rica, siendo estas dos las te´cnicas cla´sicas de obtencio´n
de la derivada.
La fuerza ma´s importante y compleja del modelo orbital es la producida por
el potencial gravitacional de un planeta, cuya expresio´n, dada por Heiskanen and
Moritz (1967) en te´rminos de los polinomios asociados de Legendre, muestra la
complejidad que presentara´n sus derivadas. El problema de la evaluacio´n de las
derivadas del potencial gravitacional es un importante problema de la Astrodina´mica
y la Geodesia. Se han desarrollado muchos me´todos que llegan a obtener expresiones
anal´ıticas de las derivadas, tanto respecto a las coordenadas cartesianas, como a las
coordenadas polares–esfe´ricas. Estas u´ltimas presentan singularidades en los polos.
Los me´todos ma´s conocidos para las coordenadas cartesianas son los generados por
Pines (1973) y Cunningham (1970), este u´ltimo mejorado por Metris et al. (1998) y
para las coordenadas polares–esfe´ricas el dado por Casotto and Fantino (2007).
Mediante la diferenciacio´n automa´tica generalizaremos el proceso del ca´lculo de
las derivadas parciales de orden superior, introduciendo una notacio´n que nos permi-
ta de forma sistema´tica realizar el proceso. El algoritmo desarrollado es un algoritmo
paralelizable mediante el uso de herramientas como OpenMP (Chandra et al., 2001).
De esta forma se ha podido reducir notablemente el tiempo de CPU de la evaluacio´n
para modelos de alto grado y orden. En el cap´ıtulo 2 se presenta el algoritmo, con
indicacio´n de que parte puede ser paralelizada y un estudio del ahorro en tiempo de
CPU del uso de estas te´cnicas.
Finalmente en el cap´ıtulo 2 se presenta la aplicacio´n de la diferenciacio´n automa´ti-
ca para otros modelos de perturbaciones: fuerza producida por un tercer cuerpo;
fuerza producida por un tercer cuerpo en una posicio´n fija (caso de la Tierra para
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un sate´lite lunar); fuerzas radiales, transversales y normales.
En el cap´ıtulo 3 se introducen los conceptos de arco kepleriano y arco orbital
como conexio´n de dos puntos en o´rbita kepleriana y perturbada, respectivamente.
La bu´squeda de un arco kepleriano se transforma, cuando se conoce el tiempo de
recorrido del arco, en el cla´sico problema de Lambert. La obtencio´n del arco keple-
riano constituira´ el punto de partida para la bu´squeda de los arcos orbitales, por
lo que revisaremos uno de los me´todos de resolucio´n del problema de Lambert ma´s
conocidos (Battin, 1999).
Para la bu´squeda de un arco orbital, recorrido en un tiempo dado, desarrollare-
mos un me´todo que hemos llamado me´todo de Lambert generalizado. Este me´todo
esta´ basado en una modificacio´n del me´todo de mejora de o´rbitas perio´dicas desa-
rrollado en Abad et al. (2011) consistente en la bu´squeda iterativa de la correccio´n
de las variables y el periodo de una o´rbita perio´dica aproximada. La modificacio´n
consiste, por un lado, en el cambio de la condicio´n de periodicidad y por otro en
la posibilidad de mantener constantes algunas de las variables iniciales de la o´rbita
perio´dica.
Finalmente se comprueba la validez del me´todo con la bu´squeda de una serie
de arcos orbitales, tanto para sate´lites artificiales terrestres como sate´lites lunares.
En ambos casos se ha usado un modelo de potencial gravitacional completo. En el
caso de la Luna se ha tenido en cuenta, adema´s, la perturbacio´n en la o´rbita de sus
sate´lites producida por la gravedad terrestre.
En el cap´ıtulo 4 se define y analiza con rigor el concepto de arco kepleriano
cerrado. Se efectu´a un estudio exhaustivo de los arcos cerrados para extraer las
caracter´ısticas y propiedades que los representan y para analizar su utilidad en
distintas misiones espaciales. En base a e´sto, se combinan los conceptos de o´rbita
con un arco cerrado y o´rbita que repite la traza para disen˜ar o´rbitas con “visibilidad
regional”. Como ejemplo, se buscan las condiciones y los rangos de valores de los
para´metros orbitales, que debe tener una o´rbita, para cumplir las especificaciones
de las o´rbitas de tipo Molniya.
Como aplicacio´n de los arcos keplerianos cerrados se introduce el concepto de
o´rbita cuasiestacionaria como aquella o´rbita que recorre cont´ınuamente un arco
kepleriano cerrado, aplicando un impulso, o ∆v, en el punto inicial y final del arco,
y que siempre es visible para un observador situado en la superficie del planeta.
Adema´s, se caracterizan dichas o´rbitas en funcio´n de dos para´metros: el coste y el
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a´ngulo del arco. Como aplicacio´n se realiza un exhaustivo estudio de todos los arcos
keplerianos posibles para o´rbitas alrededor de la Luna.
Finalmente, se extiende el concepto de arco kepleriano cerrado al de arco orbital
cerrado, mediante el uso del me´todo de Lambert generalizado desarrollado en el
cap´ıtulo anterior. Adema´s, se estudia la viabilidad de las o´rbitas cuasiestacionarias
para un modelo perturbado y se aplica esto a las o´rbitas cuasiestacionarias lunares.
La memoria finaliza enumerando las conclusiones ma´s importantes de los resul-
tados a los que se ha llegado, as´ı como las futuras l´ıneas de investigacio´n derivadas
del trabajo ya realizado.
Cap´ıtulo 1
Movimiento orbital
1.1. Movimiento kepleriano y orbital
1.1.1. Movimiento kepleriano
La descripcio´n del movimiento de los planetas fue dada por el alema´n Johannes
Kepler (1571-1630), utilizando los datos observacionales recabados por el astro´nomo
dane´s Tycho Brahe (1546-1601), siendo e´stos los datos de mayor precisio´n que se
ten´ıan para la e´poca1. Kepler dedujo el movimiento que rige a los planetas en sus
tres leyes del movimiento que dicen lo siguiente:
1. Los planetas se mueven en o´rbitas planas alrededor del Sol, siendo las a´reas
descritas proporcionales a los tiempos empleados en describirlas.
2. Las o´rbitas descritas por los planetas son elipses, de las cuales, el Sol ocupa
uno de los focos.
3. Los cubos de los semiejes mayores de las o´rbitas planetarias son proporcionales
a los cuadrados de los tiempos empleados en recorrerlas.
Con estas tres leyes se llega a dar una descripcio´n geome´trica y matema´tica
exacta al movimiento de los planetas, no obstante, no logran determinar el factor
1Kepler empleo tablas logar´ıtmicas para preparar nuevas tablas astrono´micas logrando obtener
una precisio´n en los ca´lculos del orden de un minuto de arco. Las tablas fueron publicadas en 1627
con el nombre de Tablas Rudolfinas, y sustituyeron a las Tablas Prusianas usadas anteriormente.
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o propiedad f´ısica que hace que los cuerpos celestes tengan tal comportamiento.
Sir Isaac Newton, en la segunda mitad del siglo XVII, da el paso definitivo para
explicar y dar respuestas al origen del movimiento de cualquier planeta respecto al
Sol, enunciando as´ı la ley de gravitacio´n universal, como:
La fuerza que ejerce el Sol sobre cualquier planeta es atractiva, lleva la direccio´n
de ambos cuerpos celestes y es proporcional al producto de sus masas, e inversamente
proporcional al cuadrado de la distancia entre ellos.
Esta ley es expresada matema´ticamente como:
F = Gmm
r2
x
r
, (1.1)
donde, F es la fuerza gravitacional que ejerce el Sol sobre el planeta, m y m,
son las masas respectivas del Sol y del planeta, x y r = ‖x‖ el vector posicio´n y
la distancia del planeta respecto al centro del Sol, y finalmente G la constante de
gravitacio´n.
En Meca´nica Celeste se llama problema de dos cuerpos al estudio del movimiento
de dos masas puntuales sometidas a su mutua atraccio´n gravitacional. Combinando
la ley de gravitacio´n universal y la segunda ley de Newton, obtenemos la ecuacio´n
para la aceleracio´n de cada una de las part´ıculas respecto a la otra y de ah´ı las
ecuaciones del movimiento de los dos cuerpos. Puede demostrarse fa´cilmente que el
centro de masas de dos cuerpos sometidos a su atraccio´n gravitacional se mueve con
movimiento rectil´ıneo y uniforme. De esta forma, el sistema de ecuaciones se reduce,
desde un punto de vista dina´mico, al estudio del movimiento relativo de una de las
part´ıculas respecto de la otra, que sera´ llamado movimiento orbital kepleriano, o
simplemente movimiento kepleriano.
El problema kepleriano no es ma´s que el estudio del movimiento de una part´ıcula
P, que llamaremos orbitador 2, relativo a otra part´ıcula O, que llamaremos cuer-
po central3. Las ecuaciones del movimiento kepleriano esta´n representadas por el
siguiente sistema de ecuaciones:
x¨ = F k = − µ
r3
x, (1.2)
donde F k(x, µ), es la fuerza kepleriana, siendo x = OP el vector de posicio´n de P
respecto de O, r = ‖x‖ la distancia y µ = G(mO + mP ) la constante gravitacional
2Entre los distintos tipos de orbitadores nos encontramos: planetas, asteroides, comentas, sate´li-
tes, tanto naturales como artificiales, sondas espaciales, etc.
3Sol, planeta, etc.
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de la o´rbita, con mO ymP las masas respectivas del cuerpo central y el orbitador.
Si introducimos el vector velocidad X podemos expresar estas ecuaciones como un
conjunto de ecuaciones diferenciales de orden uno en la forma:
x˙ = X, X˙ = F k. (1.3)
Fa´cilmente puede demostrarse que el movimiento del orbitador, resultante de la
integracio´n de estas ecuaciones, cumple las leyes de Kepler, (Abad, 2012).
1.1.2. Movimiento orbital
En la realidad, adema´s de la fuerza kepleriana, aparecen una serie de perturbacio-
nes que modifican las ecuaciones y la trayectoria de la o´rbita, entre las que podemos
destacar:
Potencial gravitatorio del cuerpo central debido a la forma no esfe´rica de los
cuerpos celestes.
Atraccio´n gravitacional de otros cuerpos del sistema distintos del central: la
Luna y el Sol en el caso de o´rbitas terrestre, la Tierra para o´rbitas lunares,
etc.
Rozamiento o resistencia de la atmo´sfera en aquellos cuerpos que la poseen.
Presio´n de radiacio´n solar.
Efectos de mareas, relatividad y otros.
Las anteriores perturbaciones pueden formularse por medio de una fuerza adicio-
nal P que modifica las ecuaciones del movimiento (1.3), en la forma:
x˙ = X, X˙ = F = F k +P . (1.4)
El movimiento que se deduce de dichas ecuaciones sera´ llamado movimiento orbital
y coincide con el movimiento kepleriano cuando el vector perturbacio´n vale cero,
P = 0.
En general, se verifica la relacio´n ‖P‖ << ‖F k‖, por lo que la descripcio´n y pro-
piedades del movimiento orbital son muy pro´ximas a las del movimiento kepleriano,
sirviendo e´ste como primera aproximacio´n para comprender y estudiar el movimien-
to de los cuerpos en el espacio. Por ello, en las secciones que siguen sera´ estudiado
en detalle el concepto de o´rbita kepleriana.
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1.1.3. Orbitas keplerianas
Llamaremos o´rbita kepleriana y la denotaremos con el s´ımbolo O, a la solucio´n
de las ecuaciones del problema kepleriano (1.3) para unas condiciones iniciales da-
das. Entenderemos por o´rbita, no solo la trayectoria del orbitador, sino todos sus
para´metros, tanto esta´ticos o constantes, como dina´micos o variables.
Las ecuaciones del problema kepleriano (1.3) constituyen un sistema de seis ecua-
ciones diferenciales de orden uno. De acuerdo con la teor´ıa de ecuaciones diferen-
ciales ordinarias una solucio´n de dicho sistema vendra´ dada como x = x(t,C),
donde C = (C1, C2, C3, C4, C5, C6) representa un vector de seis constantes indepen-
dientes que llamaremos variables de estado porque permiten determinar cualquier
para´metro de la o´rbita en cualquier instante, es decir, caracterizan la o´rbita.
Los seis elementos que componen las variables de estado son constantes de la
o´rbita o variables dina´micas particularizadas para un instante dado. En este u´ltimo
caso hay que dar el valor de e´stas as´ı como el instante t0 en que han sido calculadas.
Una vez determinado el conjunto de variables de estado, la o´rbita quedara´ ca-
racterizada por e´ste y, pondremos O(C) si los elementos del vector de estado son
constantes de la o´rbita y O(t0,C) si son variables particularizadas en t0.
Las variables de estado pueden ser elegidas de diversas maneras. La ma´s natural,
desde el punto de vista de las ecuaciones diferenciales, es a trave´s de los valores
del vector de posicio´n, x0, y velocidad, X0, para un instante dado. Al vector de
dimensio´n seis compuesto por las componentes de los vectores x0 y X0 se le llama
vector de estado. De esta forma una o´rbita kepleriana podra´ ser representada como
O(t0,x0,X0).
Cada aspecto y propiedad de una o´rbita kepleriana O puede ser representado por
un para´metro orbital o variable dina´mica. Estos para´metros pueden ser constantes,
como la excentricidad e o la norma del momento angular G o variables como el vector
de posicio´n x o la anomal´ıa verdadera f . Una vez conocidos los seis o siete elementos
que caracterizan la o´rbita, e´sta queda completamente determinada junto con todos
sus para´metros. En el caso de que un para´metro, que de forma gene´rica llamaremos
σ, sea constante, utilizaremos la notacio´n σ(O), pues este para´metro solo depende
de la o´rbita, sin embargo, cuando el para´metro sea variable dependera´ a su vez del
instante t en que sea calculado, por lo que pondremos σ(t,O).
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Para representar una o´rbita de forma mucho ma´s descriptiva, tanto desde un
punto de vista geome´trico, como astrono´mico y dina´mico, se utilizan unas variables
de estado que se adaptan completamente a la descripcio´n del movimiento dada por
las leyes de Kepler: los elementos orbitales.
En primer lugar tomaremos los dos elementos que caracterizan la forma de la
co´nica, esto es, el semieje mayor a (o el semilado recto4 p) y la excentricidad e, que
caracterizan la forma y dimensiones de la co´nica.
Para completar la informacio´n sobre la trayectoria necesitaremos situarla en el
espacio, para lo cual basta observar la figura 1.1 y recordar que la o´rbita esta´ con-
tenida en un plano perpendicular al vector momento angular G = x ×X o lo que
es igual a su direccio´n n. Supondremos, por ahora, que la o´rbita no coincide con el
plano Oxy del sistema espacial, esto es, que n× e3 6= 0.
O
P
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e2
e3
Ω
ω
f
i
i
Figura 1.1: O´rbita kepleriana en el espacio.
Puesto que el plano de la o´rbita y el plano fundamental del sistema espacial
Oxy no son paralelos, necesariamente se cortara´n en una recta que pasa por O y
pertenece a ambos planos y que llamaremos l´ınea de los nodos. Tomaremos como
direccio´n positiva de dicha recta la que contiene el nodo ascendente, o punto de la
o´rbita en el que el orbitador pasa de coordenadas z negativas a positivas. El vector
unitario l define la l´ınea de los nodos y forma un a´ngulo Ω, a´ngulo del nodo, con e1.
El a´ngulo Ω puede tomar cualquier valor entre 0 y 2pi.
El a´ngulo que forman el vector n con e3 sera´ llamado inclinacio´n, y denotado
4El semieje mayor no esta´ definido para la para´bola.
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por i, y representa tambie´n el a´ngulo entre el plano Oxy y el de la o´rbita. El a´ngulo
i puede tomar un valor cualquiera entre 0 y pi.
El vector n representa tambie´n el sentido de la rotacio´n de la part´ıcula alrededor
del eje definido por n, pues debido a su definicio´n e´sta tiene siempre lugar en sentido
contrario a las agujas del reloj si se observa desde el extremo de n. As´ı pues, el a´ngulo
que forma n con e3 indica tambie´n el sentido de giro observado desde un punto
cualquiera de la parte positiva del eje Oz. Un a´ngulo i entre 0 y pi/2 indicara´ una
o´rbita directa (sentido de giro contrario a las agujas del reloj), mientras que una
inclinacio´n entre pi/2 y pi indicara´ una o´rbita retro´grada (sentido de giro igual al de
las agujas del reloj).
Los dos a´ngulos, Ω e i representan la posicio´n del plano de la o´rbita en el espacio,
pero para poder representar con exactitud la forma de la co´nica, hay que situar la
direccio´n del eje de la misma dentro de su plano. El eje de la co´nica lleva la direccio´n
de la l´ınea de los a´psides, a, que forma un a´ngulo ω con la l´ınea de los nodos. Dicho
a´ngulo sera´ llamado argumento del periastro, representa la posicio´n relativa de la
co´nica en su plano y es la tercera variable angular de la o´rbita. El argumento del
periastro toma un valor cualquiera entre 0 y 2pi.
Se han completado as´ı los cinco elementos que caracterizan la geometr´ıa de la
o´rbita, esto es, la forma, dimensiones y situacio´n de la curva que recorre el orbitador.
Para completar la caracterizacio´n de la o´rbita bastara´ un elemento que describa la
dina´mica, o lo que es igual, que nos informe en que´ punto de la curva o trayectoria
se encuentra el orbitador en cada instante t.
O
P ′
P
fE
r
Figura 1.2: Anomal´ıas en el movimiento kepleriano.
Para ello recordemos que si se elige un sistema de coordenadas polares, (r, f), en
el plano de la o´rbita (ver figura 1.2), con centro en el cuerpo central O, y eje de
coordenadas polares la direccio´n del periastro, entonces la ecuacio´n de una co´nica
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nos da la relacio´n
r =
p
1 + e cos f
, (1.5)
donde f es llamada anomal´ıa verdadera. Para encontrar la realcio´n de f con t se
introducen dos nuevas variables angulares E (anomal´ıa exce´ntrica) y ` (anomal´ıa
media) a trave´s de las relaciones
` = E − e senE, y tan f
2
=
√
1 + e
1− e tan
E
2
, (1.6)
que permiten obtener f en funcio´n de `. Finalmente, para encontrar la posicio´n del
orbitador en cada instante basta tener en cuenta la relacio´n ` = n(t − T ), siendo
n =
√
µ/a3 el movimiento medio y T la e´poca o instante de paso del orbitador por
el periastro.
Para caracterizar su dina´mica basta considerar finalmente la constante5 T .
Llamaremos elementos orbitales al conjunto de seis constantes (a, e, i,Ω, ω, T ). La
obtencio´n de los elementos orbitales a partir de las condiciones iniciales (t0,x0,X0) y
viceversa, cuya demostracio´n puede verse en Abad (2012), demuestra la equivalencia
entre ambos, y en consecuencia los elementos orbitales constituyen un conjunto
de variables de estado. Por tanto la o´rbita kepleriana se puede caracterizar como
O(a, e, i,Ω, ω, T ) o bien como O(t0,x0,X0).
1.1.4. O´rbitas
Cuando aparezca una pequen˜a perturbacio´n en el modelo, en la forma formulada
en las ecuaciones (1.4), dejaremos de usar la palabra kepleriana y pasaremos a llamar
o´rbita perturbada o simplemente o´rbita a la solucio´n.
El pequen˜o valor de la fuerza perturbadora frente a la fuerza kepleriana hace
que una o´rbita pueda ser considerada como una o´rbita osculatriz instanta´neamente
kepleriana, esto es, que sus propiedades se pueden estudiar, para un instante dado,
como los de una o´rbita kepleriana, pero de forma que los para´metros que caracterizan
esta o´rbita kepleriana (los elementos orbitales) dejan de ser constantes y var´ıan con
el tiempo: a(t), e(t), i(t),Ω(t), ω(t) y T (t).
5Aunque el elemento T es constante hay que tener en cuenta que, para o´rbitas el´ıpticas, e´ste
var´ıa de una vuelta a otra aumentando en una cantidad igual al periodo orbital P .
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Siguiendo con la notacio´n introducida en el apartado anterior podremos caracte-
rizar una o´rbita bien a partir de sus condiciones iniciales O(t0,x0,X0) (al igual que
para o´rbitas keplerianas) o bien a partir del valor de los elementos orbitales para el
instante inicial O(t0, a0, e0, i0,Ω0, ω0, T0).
1.2. Sistemas de referencia
1.2.1. Sistemas de referencia espacial y planetoce´ntrico
Para representar el movimiento de una part´ıcula P en el espacio es necesario
determinar, en cada instante t, el vector OP ∈ R3 que une un punto fijo O, que se
toma como origen, con la posicio´n de la part´ıcula en dicho instante. Si elegimos una
base ortonormal (s1, s2, s3) de R
3, existe un conjunto de tres componentes: y1, y2, y3,
de forma que se puede expresar como combinacio´n lineal de los vectores directores
de la base, como sigue:
OP =
3∑
i=0
yi si. (1.7)
De aqu´ı en adelante usaremos indistintamente la notacio´n anterior y la expresio´n
de un vector dada por la matriz columna 3× 1 dada por OP = (y1, y2, y3)T .
Llamaremos sistema de referencia al conjunto S = {O, s1, s2, s3} formado por el
origen y la base. En lo que sigue tomaremos siempre el centro de masas del cuerpo
central como origen, por lo que no volveremos a considerarlo e identificaremos el
sistema de referencia u´nicamente con la base elegida.
La misio´n para la que esta´ disen˜ado un sate´lite artificial depende, en buena me-
dida, de su posicio´n sobre la superficie del cuerpo que orbita, por lo que es impres-
cindible considerar la forma y movimientos de este cuerpo a la hora de analizar la
o´rbita. En general todos los cuerpos del Sistema Solar sobre los que, ahora o en un
futuro, se pretende situar sate´lites artificiales tienen aproximadamente la misma for-
ma y movimiento. Podemos considerar un planeta6 como un elipsoide de revolucio´n
(figura 1.3) que gira con velocidad angular constante ω, alrededor de un eje fijo,
perpendicular a un plano fijo que, de forma gene´rica llamaremos ecuador.
6Hablaremos de planeta en forma gene´rica aunque esto se puede extender de forma gene´rica a
cualquiera de las grandes lunas de los planetas.
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Figura 1.3: Sistema de referencia planetoce´ntrico.
Para determinar la posicio´n de un sate´lite con respecto a la superficie del planeta
es necesario establecer un sistema de coordenadas basado en un sistema de referencia
que sea fijo con respecto al planeta. Para ello estableceremos el llamado sistema
planetoce´ntrico, {p1,p2,p3}, donde: p3 representa la direccio´n del eje de rotacio´n
fijo; el plano formado por p1 y p2 coincide con el plano del ecuador; la direccio´n de
p1 representa la direccio´n de un meridiano de referencia llamado primer meridiano
o meridiano cero; y finalmente p2 = p3 × p1.
Por otro lado, las ecuaciones (1.3) o (1.4), esta´n referidas a un sistema de refe-
rencia inercial7, {e1, e2, e3}, que llamaremos sistema espacial8, tal que el plano fun-
damental, formado por e1 y e2, representa el ecuador del planeta, con e1 sen˜alando
una direccio´n fija en el espacio9. El vector e3 representa la direccio´n del polo del
planeta, por lo que coincide con p3. De esta manera el vector x(t), que sen˜ala la
posicio´n del orbitador, OP , en cada instante, tiene sus componentes referidas al
sistema espacial como:
x =
3∑
i=0
xi ei. (1.8)
La relacio´n entre los dos sistemas de referencia viene dada a trave´s de una rotacio´n
elemental, respecto al eje Oz, y de a´ngulo θ, que en forma vectorial puede ponerse
como
p1 = cos θ e1 + sen θ e2, p2 = − sen θ e1 + cos θe2, p3 = e3, (1.9)
donde el a´ngulo θ entre los vectores e1 y p1, viene dado por la expresio´n
θ = ω t+ θ0, (1.10)
7Ver el siguiente apartado.
8Si consideramos o´rbitas alrededor del Sol el sistema espacial coincide con el sistema ecl´ıptico
9La direccio´n de e1 es la interseccio´n del ecuador celeste con el ecuador del planeta. Para la
Tierra, es el equinoccio γ.
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siendo ω la velocidad angular constante del planeta y θ0 el a´ngulo entre e1 y p1 en
el instante inicial. El a´ngulo θ, que var´ıa de 0 a 2pi en una rotacio´n o d´ıa side´reo del
planeta, representa el reloj de tiempo side´reo del planeta10.
En lo que sigue llamaremos
u =
3∑
i=0
ui pi, (1.11)
al vector de posicio´n del orbitador, OP , referido al sistema planetoce´ntrico.
1.2.2. O´rbita relativa
Las o´rbitas, vistas como la curva x(t) solucio´n de las ecuaciones (1.3) o (1.4),
representan una co´nica, que es una curva cerrada. Puesto que esta curva se observa
desde el sistema espacial, la llamaremos, de aqu´ı en adelante o´rbita espacial. La
parte superior izquierda de la figura 1.4, muestra una de estas o´rbitas donde se ve
que al final del periodo orbital la posicio´n del orbitador coincide con el punto inicial.
Cuando la misma curva se representa en el sistema planetoce´ntrico, u(t), la ro-
tacio´n del sistema produce que el punto final de la o´rbita no coincida con el inicial,
por lo que la curva no se cierra al final del periodo, como puede verse en la parte
derecha de la figura 1.4. A la o´rbita referida al sistema planetoce´ntrico le llamaremos
o´rbita planetoce´ntrica.
La proyeccio´n de la o´rbita relativa sobre un mapa plano que representa la superfi-
cie del planeta, en este caso la Tierra, se le llama traza de la o´rbita. La parte inferior
de la misma figura 1.4, muestra la traza de la misma o´rbita espacial donde se ve
ma´s claramente el hecho de la pe´rdida de periodicidad de la o´rbita planetoce´ntrica.
Debido a lo dicho, es conveniente clarificar el concepto de periodo que sera´ usado
a lo largo de esta memoria. En general, cuando hablemos de periodo orbital, nos
referimos al periodo de una o´rbita espacial kepleriana, que siempre existe. Para una
o´rbita (no kepleriana) el concepto de periodicidad puede generalizarse igual que
el resto de para´metros constantes de la o´rbita que se transforman en para´metros
variables, as´ı podremos hablar del una funcio´n P (t) que representa en cada instante
el periodo de la o´rbita kepleriana osculatriz.
10Para la Tierra θ representa el tiempo side´reo medio en Greenwich.
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Figura 1.4: Izquierda: o´rbita referida al sistema espacial. Derecha: o´rbita relativa o referida al
sistema planetoce´ntrico. Abajo: traza o proyeccio´n de la misma o´rbita sobre un mapa plano de la
superficie terrestre.
Una o´rbita planetoce´ntica puede ser perio´dica o no serlo, pero dicho periodo,
si existe, no sera´ igual al periodo orbital correspondiente. La u´nica excepcio´n a la
afirmacio´n anterior la constituyen las o´rbitas de periodo orbital igual al periodo de
rotacio´n del planeta u o´rbitas planetos´ıncronas.
Para que una o´rbita planetoce´ntrica sea perio´dica tienen que existir dos nu´meros
enteros n y m, tales que nP −mR = 0, siendo P el periodo orbital y R el periodo
de rotacio´n del planeta.
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La figura 1.5 representa dos o´rbitas planetoce´ntricas diferentes. La de la parte
superior izquierda no es perio´dica y puede verse, tanto en la figura tridimensional
como en la traza, que al cabo de seis periodos orbitales no se ha cerrado y, adema´s va
formando una curva que va llenando todos los puntos de la Tierra entre dos latitudes
l´ımite. Por ello, a una o´rbita de este tipo se le llama o´rbita densa.
En la parte superior derecha de la figura 1.5 aparece una o´rbita planetoce´ntrica
perio´dica (en este caso geos´ıncrona), que aunque representa tambie´n seis periodos
orbitales siempre se repite, su proyeccio´n sobre un mapa plano sobre la superficie de
la Tierra se aprecia en la parte inferior derecha de la misma figura.
Figura 1.5: Izquierda: la imagen superior corresponde a seis vueltas de una o´rbita densa y su
respectiva proyeccio´n sobre la superficie en la parte inferior. Derecha: la imagen superior corres-
ponde a seis vueltas de una o´rbita relativa perio´dica y su respectiva proyeccio´n equivale a la imagen
inferior.
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1.2.3. Posicio´n, velocidad y aceleracio´n en un sistema no
inercial
Si y = y(t) es el vector de posicio´n de un punto en un instante t, entonces
llamaremos velocidad y aceleracio´n del punto a los vectores
y˙ =
dy
dt
, y¨ =
d2y
dt2
. (1.12)
El concepto de velocidad y aceleracio´n como derivada de un vector es absoluto
si atendemos a su cara´cter vectorial, sin embargo, al representar el vector a partir
de sus componentes, en un sistema de referencia dado, la velocidad y aceleracio´n
dan lugar a dos conceptos diferentes en funcio´n de las propiedades del sistema de
referencia.
En efecto, si suponemos que y =
∑3
i=0 yi si, y derivamos y, obtendremos
y˙ =
3∑
i=0
y˙i si +
3∑
i=0
yi s˙i. (1.13)
El primer sumatorio, que denotaremos como
y′ =
3∑
i=1
y˙i si, (1.14)
representa exclusivamente la variacio´n de las componentes del vector, por lo que
sera´ llamado velocidad relativa al sistema S, en contraposicio´n con y˙ que sera´ la
velocidad absoluta.
Llamaremos sistema de referencia inercial a un sistema en el que las derivadas
de los vectores de la base son nulas s˙i = 0, con i = 1, 2, 3. De esta forma, para un
sistema de referencia inercial las velocidades absoluta y relativa coinciden, y˙ = y′.
Si el sistema no es inercial deberemos conocer el valor de los vectores s˙i para
obtener la relacio´n entre ambas velocidades. Para ello, si tenemos en cuenta que
s˙i, como todo vector, puede expresarse en la base S en la forma s˙i =
∑
3
j=1bijsj,
se tendra´ que bij = s˙i · sj. Al ser una base ortonormal la que define el sistema de
referencia, se verifican las relaciones si · si = 1 y si · sj = 0, que al ser derivadas
conducen, respectivamente, a las expresiones bii = 0 y bij + bji = 0. De esta forma,
podremos poner lo siguiente: s˙1s˙2
s˙3
 =
 0 b12 b13−b12 0 b23
−b13 −b23 0

 s1s2
s3
 .
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Llamando ω1 = b23, ω2 = −b13, y ω3 = b12, podemos definir el vector ω =∑
3
i=1ωisi, que sera´ llamado velocidad angular de rotacio´n del sistema de referencia,
y que verifica las relaciones
s˙i = ω × si, (1.15)
llamadas comu´nmente fo´rmulas de Poisson. Estas ecuaciones caracterizan el movi-
miento de los sistemas de referencia no inerciales, o rotantes.
Asociada al vector ω aparece la matriz W definida en la forma
W =
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0
 , (1.16)
y que verifica, para cualquier vector y, la relacio´n
W · y = ω × y. (1.17)
De esta forma, de la ecuacio´n (1.13) tenemos la relacio´n entre la velocidad abso-
luta y relativa en un sistema rotante, la cual puede expresarse como:
y˙ = y′ + (ω × y) = y′ +W · y. (1.18)
Derivando de nuevo la ecuacio´n (1.18) se obtendra´ que:
y¨ =
dy′
dt
+
d(ω × y)
dt
,
= (y′′ + ω × y′) + ω′ × y + ω × (y′ + ω × y),
(1.19)
y finalmente,
y¨ = y′′ + 2ω × y′ + ω′ × y + ω × (ω × y),
= y′′ + 2W · y′ +W ′ · y +W2 · y,
(1.20)
que nos da la relacio´n entre la aceleracio´n absoluta, y¨, y la aceleracio´n relativa,
y′′ =
∑3
i=1 y¨i si.
Como se ha visto antes, la posicio´n de un sate´lite artificial puede darse en dos
sistemas de referencia distintos: el sistema espacial y el sistema planetoce´ntrico.
Mientras que el sistema espacial constituye un sistema inercial, el sistema plane-
toce´ntrico, que se define a partir de una rotacio´n, es un sistema no inercial. La
rotacio´n del sistema planetoce´ntrico se realiza alrededor del eje polar Oz con una
velocidad angular constante ω = θ˙, de forma que el vector que define la velocidad
angular de la rotacio´n puede expresarse como
ω = ω p3 = ω e3, (1.21)
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y su matriz asociada W como:
W =
 0 −ω 0ω 0 0
0 0 0
 . (1.22)
El valor constante de la velocidad angular permite decir que, para estos sistemas,
se tiene ω˙ = ω′ = 0,W ′ = 0.
Un cambio entre dos bases ortonormales, I1 e I2 de R3, con la misma orientacio´n
es llamado rotacio´n del sistema de referencia. Este cambio viene caracterizado por
la llamada matriz de rotacio´n11, que es una matriz ortogonal12 RI1I2 , que permite
pasar de las componentes de un vector xI1 representado en la base I1, a las del
mismo vector, xI2 , representado en la base I2, a trave´s de la relacio´n
xI1 = RI1I2 · xI2 . (1.23)
El cambio entre los sistemas espacial y planetoce´ntrico es un caso particular de
rotacio´n elemental alrededor del eje e3. La matriz de rotacio´n, en este caso, es la
matriz
REP = R3(θ) =
 cθ −sθ 0sθ cθ 0
0 0 1
 , (1.24)
siendo cθ = cos θ y sθ = sin θ. La inversa de esta matriz viene dada por:
RPE = RTEP = R3(−θ). (1.25)
El sistema de referencia elegido para formular el problema del sate´lite depende
del problema particular que estemos tratando. Para clarificar el tratamiento del
problema en uno u otro sistema usaremos, a lo largo de esta memoria, la notacio´n
introducida en las ecuaciones (1.8) y (1.11). De esta forma, el vector de posicio´n de un
sate´lite sera´ llamado x o u segu´n se exprese en el sistema espacial o planetoce´ntrico
x =
3∑
i=0
xi ei o u =
3∑
i=0
ui pi. (1.26)
La transformacio´n entre uno y otro vendra´ dada por las expresiones:
x = REP u y u = RPE x. (1.27)
11La definicio´n de matriz de rotacio´n no es un´ıvoca. En muchos libros y art´ıculos se utiliza otro
convenio con el que se llama matriz de rotacio´n a la traspuesta de la usada aqu´ı.
12Una matriz ortogonal se caracteriza porque su inversa es igual a su transpuesta.
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Para el vector velocidad tenemos cuatro elementos diferentes pues los vectores
velocidad absoluta y relativa pueden expresarse en ambos sistemas de referencia.
Llamaremos X a la velocidad absoluta expresada en el sistema espacial, que se
determinara´ como
X =
3∑
i=0
Xi ei =
3∑
i=0
x˙i ei, (1.28)
mientras que U , sera´ la velocidad relativa en el sistema planetoce´ntrico
U =
3∑
i=0
Ui pi =
3∑
i=0
u˙i pi. (1.29)
La relacio´n entre ambas velocidades, dada en la ecuacio´n (1.18), es una relacio´n
vectorial que puede ponerse de dos maneras distintas segu´n se exprese en el sistema
espacial:
X = REP (U +W · u), (1.30)
o en el sistema planetoce´ntrico:
U = RPE (X −W · x), (1.31)
donde se ha tenido en cuenta que las componentes del vector velocidad angular, ω,
coinciden en ambos sistemas.
1.3. Ecuaciones fundamentales
1.3.1. Ecuaciones del movimiento de un sate´lite artificial
Las ecuaciones (1.4), que describen el movimiento orbital de un sate´lite artificial,
pueden ponerse como
x¨ = F (t;x,X), (1.32)
o bien, reduciendo el orden del sistema, y expresa´ndolo en sus componentes, se
tendra´:  x˙i = Xi,X˙i = F i, i = 1, 2, 3, (1.33)
donde F (t;x,X) =
∑3
i=0 F
i ei, es la suma de la fuerza kepleriana y la de las per-
turbaciones orbitales y esta´ expresada en el sistema de referencia espacial.
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El teorema fundamental de existencia y unicidad para las ecuaciones diferencia-
les garantiza que existe una y so´lo una solucio´n, dadas unas condiciones iniciales
(x0,X0) en un instante de tiempo t = t0 ∈ R.
Alguna de las fuerzas que actu´an sobre el sate´lite, por ejemplo, la fuerza de atrac-
cio´n gravitacional de un planeta no esfe´rico, so´lo puede ser calculada en te´rminos de
la posicio´n y velocidad de e´ste en el sistema planetoce´ntrico, y referida al mismo. A
estas fuerzas las representaremos en la forma F = F(t;u,U ) = ∑3i=0F i pi.
En estos casos, podemos expresar la ecuacio´n (1.32) en la forma
U ′ + 2ω ×U + ω × (ω × u) = F(t,u,U ), (1.34)
que viene de sustituir, en la ecuacio´n (1.32), la fuerza F por F y la expresio´n de x¨
por la parte derecha de (1.20) expresada en el sistema planetoce´ntrico. El te´rmino
que contiene ω′ se anula por ser constante la velocidad angular. Estas ecuaciones,
expresadas en sus componentes, nos conducen a:
u˙1 = U1, U˙1 = u1 ω
2
 + 2ω U2 + F1,
u˙2 = U2, U˙2 = u2 ω
2
 − 2ω U1 + F2,
u˙3 = U3, U˙3 = F3,
(1.35)
que representan las ecuaciones del movimiento en un sistema rotante. Observemos
que estas ecuaciones son las mismas que las del problema restringido circular, por lo
que todos los me´todos que iremos desarrollando en esta memoria se pueden extender
a dicho problema.
Al igual que en un sistema espacial, podemos caracterizar la o´rbita para un
sistema planetoce´ntrico. As´ı, a trave´s de las relaciones anteriormente expuestas,
tenemos que la o´rbita se podra´ representar como O(t0,u,U), para unas condiciones
iniciales dadas en el sistema planetoce´ntrico.
Para integrar el problema del sate´lite usaremos (1.33) o (1.35) en funcio´n de la
expresio´n de las fuerzas que actu´en sobre e´l. En ocasiones las fuerzas aparecera´n
mezcladas por lo que, antes de integrar, deberemos expresar todas las fuerzas en el
mismo sistema, para ello, tendremos en cuenta las relaciones (1.27), (1.30) y (1.31)
al igual que, para cualquier vector, la relacio´n entre las fuerzas en ambos sistemas,
con lo que obtendremos las siguientes relaciones:
F (t,x,X) = REP F(t, RPE x, RPE (X −W · x)),
F(t,u,U ) = RPE F (t, REP u, REP (U +W · u)).
(1.36)
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La mayor parte de las fuerzas que aparecen en el problema del movimiento orbital
son fuerzas conservativas que derivan de un potencial. Pondremos
F (x) = −∇xV (x) o F(u) = −∇uV(u), (1.37)
segu´n el sistema de referencia donde este´n definidas. El potencial planetario es un
ejemplo de potencial V que se calcula en el sistema planetoce´ntrico. Si en el potencial
planetario se consideran u´nicamente los armo´nicos zonales, entonces el potencial
puede considerarse indistintamente como del tipo V o V , pues su valor coincide al
depender u´nicamente de la tercera componente del vector de posicio´n. De esta forma,
en la expresio´n (1.33) sustituiremos cada te´rmino F i por su valor Vxi , mientras que
en (1.35) sustituiremos F i por su valor Vui . Las relacio´n entre las derivadas de
la funcio´n potencial, necesarias para usar en las ecuaciones diferenciales cuando
integramos en un sistema distinto al que se calcula el potencial, vendra´ dada por13
∇xV (x) = REP ∇uV(RPE x),
∇uV(u) = RPE ∇xV (REP u).
(1.38)
Cuando las fuerzas son conservativas, esto es, cuando existe una funcio´n V o V
que verifica (1.37), el sistema dina´mico formulado en el sistema inercial posee la
cla´sica integral de la energ´ıa
E = T + V =
1
2
X2 + V (x), (1.39)
que se transforma en la constante de Jacobi14
J = (ω × u)2 − 2V(u)−U 2, (1.40)
cuando trabajamos en el sistema rotante.
13Es necesario clarificar en este punto una pequen˜a inconsistencia de notacio´n que es fa´cilmente
subsanable estableciendo un nuevo convenio. Hemos establecido anteriormente en el apartado 1.2.3
que en notacio´n matricial un vector sera´ considerado como una matriz columna, de manera que la
expresio´n, ∇xV, del gradiente y con ella las relaciones (1.37) y (1.38) se entienden como igualdades
entre matrices columna. Por otro lado, si tenemos x(y) ∈ Rm, con x ∈ Rn, llamaremos matriz
jacobiana, y la denotaremos con xy , a la matriz m × n cuyo elemento de la fila i y la columna
j viene dado por ∂xi/∂yj . De esta forma si y es un escalar, por ejemplo el tiempo t, la matriz
jacobiana, xt se transforma en una matriz columna (m× 1), mientras que si x es un escalar, por
ejemplo el potencial V, entonces Vx sera´ una matriz fila (1× n) en contra de la definicio´n anterior
del gradiente como matriz columna. Para evitar esta contradiccio´n usaremos de forma distinta,
aunque representen lo mismo, los vectores Vy y ∇yV, y tendremos en cuenta que su relacio´n viene
dada por la expresio´n V Ty = ∇yV.
14La demostracio´n de que esta expresio´n es constante se deduce fa´cilmente del ca´lculo de su
derivada y la comprobacio´n de que, al aplicarle las relaciones (1.35), se obtiene un valor igual a
cero.
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Para sistemas conservativos se utiliza habitualmente una formulacio´n hamilto-
niana, en la que el movimiento en el sistema rotante viene caracterizado por un
hamiltoniano de la forma
H(u,U) = 1
2
U2 − ω · (u× U) + V(u), (1.41)
donde las componentes de u representan las coordenadas, que corresponden a la
posicio´n expresada en el sistema rotante, mientras que las componentes del vector
U son sus momentos asociados.
Las ecuaciones de Hamilton se expresara´n en la forma
u′ = U − ω × u,
U ′ = −ω × U −∇uV ,
(1.42)
y, como puede observarse, no coinciden con las ecuaciones (1.35) que describen el
movimiento en el sistema relativo. Para comprender esta discrepancia basta observar
la primera de las expresiones (1.42) y compararla con (1.31), donde U = u′, lo que
lleva a concluir que el vector U , de momentos, coincide con RPEX, esto es la
velocidad absoluta expresada en el sistema rotante y no con la velocidad relativa U .
1.3.2. Ecuaciones variacionales
La matriz de transicio´n de estado, esto es, la variacio´n de las componentes de la
solucio´n del sistema con respecto a sus condiciones iniciales resulta de gran intere´s en
la correccio´n y determinacio´n de la estabilidad de las o´rbitas perio´dicas. El me´todo
de Lambert generalizado, que desarrollaremos en el cap´ıtulo 3, requiere tambie´n del
uso de esta matriz, que sera´ obtenida por integracio´n de las ecuaciones variacionales
del problema.
En este apartado plantearemos las ecuaciones variacionales del movimiento de
un sate´lite. Para ello partiremos de las ecuaciones del problema como ecuaciones
(auto´nomas o no) de orden uno:
y˙ = f(t,y), y0 = y˜(t0), y ∈ R6, (1.43)
donde y puede ser (x,X) o (u,U) segu´n formulemos el problema en el sistema
espacial o planetoce´ntrico respectivamente. La expresio´n de f sera´ distinta en cada
caso.
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Para encontrar la variacio´n de la solucio´n de (1.43) con respecto a las condiciones
iniciales, derivaremos, con respecto a ellas, la propia ecuacio´n (1.43) obtenie´ndose
la ecuacio´n
y˙y0
= fy · yy0 , (1.44)
que, tras llamar Φ = yy0
, se transforma en
Φ˙ = fy ·Φ, (1.45)
y representa la ecuacio´n variacional del sistema (1.43).
Para obtener las ecuaciones variacionales en el sistema espacial tendremos en
cuenta en primer lugar que
Φ =
 xx0 xX0
Xx0
X
X0
 , (1.46)
mientras que, atendiendo a la expresio´n (1.33), tendremos
fy =
 O I
Fx FX
 , (1.47)
siendo O e I las matrices nulas e identidad de orden 3, Fx yFX , respectivamente,
las matrices de derivadas del vector fuerza respecto de la posicio´n y de la velocidad
expresadas en el sistema espacial.
Si el sistema es conservativo la fuerza deriva de un potencial V (x) y la matriz
fy tomara´ la forma
fy =
 O I
V xx O
 , (1.48)
siendo V xx la matriz hessiana de V .
En el sistema planetoce´ntrico tendremos que
Φ =
 uu0 uU 0
Uu0
U
U 0
 , (1.49)
mientras que, atendiendo a la expresio´n (1.35), tendremos
fy =
 O I
Fu −W2 FU − 2W
 , (1.50)
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siendo, O e I las matrices nula e identidad de orden 3, Fu yFU , respectivamente,
las matrices de derivadas del vector fuerza respecto de la posicio´n y de la velocidad
expresadas en el sistema planetoce´ntrico, yW la matriz (1.22), asociada a la rotacio´n
del sistema.
Si el sistema es conservativo la fuerza deriva de un potencial V(u) y la matriz
fy tomara´ la forma
fy =
 O I
Vuu −W2 −2W
 , (1.51)
siendo, Vuu la matriz hessiana de V .
Las expresiones (1.36) y (1.38) permiten expresar la fuerza y el potencial en el
sistema de referencia adecuado cuando la expresio´n de la fuerza o el potencial es
calculada en un sistema distinto al de la formulacio´n de las ecuaciones diferenciales
o cuando se mezclan fuerzas o potenciales expresados en ambos sistemas. Con las
ecuaciones variacionales podemos tener el mismo problema, por lo que debemos po-
der expresar las matrices Fx yFX , en te´rminos de Fu yFU y viceversa, as´ı como
Vx yx, en te´rminos de Vu yu.
Para ello, si atendemos a la primera expresio´n dada en (1.36) obtendremos:
Fx = REP
(Fu · ux +FU ·Ux) ,
FX = REP
(Fu · ux +FU ·Ux) , (1.52)
donde debemos sustituir ux, uX , Ux yUX por sus valores obtenidos por deriva-
cio´n de las relaciones (1.27), (1.30) y (1.31). As´ı, tendremos las siguientes relaciones:
ux = RPE , uX = 0,
Ux = −RPE · W , UX = RPE ,
(1.53)
por lo que finalmente, podremos poner
Fx = REP ·
(Fu −FU · W) · RPE ,
FX = REP ·FU · RPE ,
(1.54)
as´ı como,
Fu = RPE ·
(
Fx + FX · W
) · RPE ,
FU = RPE · FX · REP .
(1.55)
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Cuando las fuerzas derivan de un potencial tendremos las relaciones
Vxx = REP · Vuu · RPE ,
Vuu = RPE · Vxx · RPE ,
(1.56)
que se obtienen aplicando las propiedades del hessiano de una funcio´n.
La expresio´n de fy, dada por las ecuaciones (1.47), (1.48), (1.50) y (1.51), se
obtiene de forma anal´ıtica para cada problema. Esto conduce a reformular las ecua-
ciones variacionales del problema del sate´lite en cada modelo de perturbacio´n.
El me´todo de diferenciacio´n automa´tica desarrollado en el siguiente cap´ıtulo
(cap´ıtulo 2), permite el ca´lculo nume´rico de las derivadas, de cualquier orden, de una
funcio´n cualquiera sin necesidad de sus expresiones anal´ıticas ni de me´todos apro-
ximados. De esta forma, la formulacio´n dada en este apartado nos permite obtener
automa´ticamente las ecuaciones variacionales para cualquier modelo de perturba-
ciones.
Cap´ıtulo 2
Aplicacio´n de la diferenciacio´n
automa´tica a la evaluacio´n de las
perturbaciones orbitales
2.1. Diferenciacio´n automa´tica
El ca´lculo simbo´lico de la derivada de una funcio´n resulta, en general, una tarea
relativamente sencilla, cuya mayor complicacio´n radica en la complejidad de la ex-
presio´n expl´ıcita de la funcio´n a derivar y de la propia derivada. Por otro lado, la
obtencio´n nume´rica de la derivada en un punto, basada en el me´todo de las diferen-
cias finitas, resulta mucho menos precisa que otros me´todos nume´ricos. La te´cnica
conocida como diferenciacio´n automa´tica permite simplificar notablemente la obten-
cio´n del valor nume´rico de la derivada sin utilizar la expresio´n simbo´lica expl´ıcita
de e´sta, ni aplicar ninguna te´cnica nume´rica de aproximacio´n.
La diferenciacio´n automa´tica, tambie´n conocida como diferenciacio´n computacio-
nal o algor´ıtmica es una herramienta mediante la cual, utilizando te´cnicas propias
del ca´lculo simbo´lico, podemos construir, sin necesidad de aplicar ninguna te´cnica
de aproximacio´n, el valor nume´rico de la derivada de una funcio´n en un punto. Para
ello la funcio´n a derivar debe descomponerse en una serie de operaciones y fun-
ciones elementales (e.g. suma, producto, sin, cos, log, exp), a las que poder aplicar
sistema´ticamente, y de forma nume´rica, la regla de la cadena, (Neidinger, 1992; Rall
and Corliss, 1996; Tsukanov and Hall, 2003; Griewank and Walther, 2008).
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Esta te´cnica puede tambie´n aplicarse al ca´lculo de derivadas parciales y de esta
forma, aplica´ndola junto con propiedades sencillas de ca´lculo vectorial, extenderla
para la obtencio´n del gradiente de una funcio´n f(x) de varias variables, con x ∈
Rn. Para ello, llamando ∇xf al vector de derivadas parciales de f respecto de x,
bastara´ extender las reglas de derivacio´n basadas en la regla de la cadena al gradiente
de una funcio´n, en la forma
∇x(u v) = u∇xv + v∇xu,
∇x(u+ v) = ∇xu+∇xv,
∇x(αu) = α∇xu,
∇x(uα) = αuα−1∇xu,
∇x(sinu) = cosu∇x sinu,
∇x(cosu) = − sinu∇x cosu,
(2.1)
donde, α es un nu´mero real constante, u y v funciones de x. Para poder evaluar el
gradiente es necesario, al igual que para el ca´lculo de una derivada, la descomposicio´n
de la funcio´n en funciones y operaciones simples, unarias y binarias, para las que
tengamos alguna relacio´n como las dadas en (2.1).
A fin de ilustrar como opera en me´todo de diferenciacio´n automa´tica para la
evaluacio´n de una funcio´n y su gradiente, consideremos la funcio´n f(x, y, z), con
x, y, z ∈ R, una funcio´n f : R3 −→ R, dada por la expresio´n:
f(x, y, z) =
x2 + z
√
y + 5z2
sinx2 + 3
. (2.2)
En la parte izquierda del esquema (2.3) vemos una sucesio´n de expresiones
si, con i = 1, . . . ,14 que sucesivamente evaluadas, partiendo de los valores de s1 = x,
s2 = y, s3 = z, permiten llegar finalmente a la expresio´n de s14, que representa la
funcio´n f . Observemos que dicho esquema de evaluacio´n es o´ptimo en el sentido de
que no se repite ninguna operacio´n.
Por ejemplo, en la funcio´n aparece dos veces el te´rmino x2, una en el numerador
y otra en el denominador, en el esquema de evaluacio´n este te´rmino se calcula una
u´nica vez en s4 y, su valor se usa posteriormente en el ca´lculo del denominador, s10,
y el numerador, s12. La obtencio´n de un esquema de ca´lculo eficiente, que efectu´e el
nu´mero mı´nimo de operaciones, constituye una parte muy importante del esquema
de evaluacio´n.
El siguiente esquema muestra como puede realizarse la evaluacio´n de la funcio´n,
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as´ı como la evaluacio´n de su gradiente.
s1 ← x, ∇xs1 ← (1, 0, 0),
s2 ← y, ∇xs2 ← (0, 1, 0),
s3 ← z, ∇xs3 ← (0, 0, 1),
s4 = x
2 ← s1s1, ∇xs4 ← ∇x(s1s1),
s5 =
√
y ← s(1/2)2 , ∇xs5 ← ∇x(s(1/2)2 ),
s6 = z
2 ← s3s3, ∇xs6 ← ∇x(s3s3),
s7 = 5z
2 ← 5s6, ∇xs7 ← ∇x(5s6),
s8 = z
√
y ← s3s5, ∇xs8 ← ∇x(s3s5),
s9 = sinx
2 ← sin s4, ∇xs9 ← ∇x(sin s4),
s10 = sinx
2 + 3 ← s9 + 3, ∇xs10 ← ∇x(s9 + 3),
s11 = 1/(sinx
2 + 3) ← s(−1)10 , ∇xs11 ← ∇x(s(−1)10 ),
s12 = x
2 + z
√
y ← s4 + s8, ∇xs12 ← ∇x(s4 + s8),
s13 = x
2 + z
√
y + 5z2 ← s8 + s7, ∇xs13 ← ∇x(s8 + s7),
s14 = (x
2 + z
√
y + 5z2)/(sinx2 + 3) ← s13s11, ∇xs14 ← ∇x(s13s11).
(2.3)
Si en lugar de comenzar con s1 = x, s2 = y, s3 = z, comenzamos con valores
nume´ricos en lugar de (x, y, z) el resultado final sera´ el valor de la funcio´n f eva-
luada para esos valores nume´ricos. Este esquema, que permite evaluar esta funcio´n
de forma eficiente, puede extenderse a la evaluacio´n de cualquier operador del que
conozcamos las reglas de evaluacio´n para las funciones elementales en que se des-
compone f .
Las expresiones (2.1) extienden a este caso el operador gradiente, lo que permite
calcular el valor del gradiente de la funcio´n sin ma´s que aplicar el mismo esquema
con este operador. Para ello, como se ve en la parte derecha de (2.3) partiremos del
valor del gradiente de las variables, esto es ∇xx = (1, 0, 0), ∇xy = (0, 1, 0), ∇xz =
(0, 0, 1), y continuaremos el mismo esquema de evaluacio´n hasta llegar al gradiente
de la funcio´n. En este caso las relaciones (2.1) dependen tanto del gradiente como del
valor de las funciones por lo que para obtener el resultado final debe calcularse, en
primer lugar, la parte izquierda de (2.3), y con estos valores evaluar, posteriormente
la parte derecha.
En lo que sigue generalizaremos este proceso para extenderlo al ca´lculo de las
derivadas parciales de cualquier orden y, al contrario de lo que se ha explicado hasta
aqu´ı, realizar en cada paso, para cada si, el ca´lculo simulta´neo de la funcio´n si y
todas sus derivadas hasta el orden deseado. Para ello en primer lugar introduciremos
la notacio´n que nos ayudara´ en este proceso.
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Sea f(x) una funcio´n diferenciable, donde x ∈ Rn, entonces usaremos el vector
i = (i1, i2, . . . , in) ∈ Nn0 , para denotar el ı´ndice que representa la derivada parcial :
fi =
∂
O(i)
f
∂xi11 ∂x
i2
2 . . . ∂x
in
n
, (2.4)
donde, O(i) = i1 +i2 + . . .+in, corresponde al orden de la derivada. De esta forma, el
conjunto de los ı´ndices de todas las derivadas hasta el orden o ∈ N, quedara´ definido
por
I(o) = {i = (i1, i2, . . . , in) | O(i) ≤ o, 0 ≤ ij ≤ o}. (2.5)
Podemos definir en este conjunto por una relacio´n de orden total, tal que:
i ≺ j⇐⇒
{
O(i) < O(j),
O(i) = O(j), ik = jk, k = 0, . . . ,m, im+1 < jm+1.
Esta relacio´n de orden nos permite identificar cualquier vector i con un nu´mero
entero entre 0 y card(I(o))1.
Dados dos elementos, i, j, o ı´ndices de I(o), diremos, de aqu´ı en adelante que:
• i− j, es el ı´ndice correspondiente al vector (i1 − j1, i2 − j2, . . . , in − jn).
• i ≤ j ⇐⇒ ik ≤ jk, k = 1, 2, . . . , n. Esto representa una nueva relacio´n de
orden, usada en la proposicio´n 2.1, que da el conjunto de las derivadas parciales
necesarias para evaluar una en particular.
•
(
i
j
)
=
(
i1
j1
)(
i2
j2
)
. . .
(
in
jn
)
.
• i∗ = i−1k, donde 1k, es un vector con todos sus elementos igual a 0, excepto el
k-e´simo elemento que es igual a 1. k puede ser cualquiera de las componentes
distintas de cero del vector i. Tsukanov and Hall (2003) muestran que la mejor
eleccio´n para k es la posicio´n del mı´nimo de las componentes i distintas de
cero.
Con la notacio´n introducida para representar el conjunto de los ı´ndices de las
derivadas, podemos agrupar todas las derivadas parciales de la funcio´n f(x), hasta
un orden de derivada o ∈ N, en un conjunto que las represente. Para ello, definimos
el conjunto de vectores de derivadas parciales de una funcio´n como:
Do(f) = {f0, f1, . . . , fi, . . . , f`},
1Cardinalidad o nu´mero de elementos del conjunto I(o).
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donde, f0 corresponde a la funcio´n f, y con 1, i y ` representando el primer, i-e´simo
y u´ltimo elemento del conjunto ordenado I(o). Podemos notar que el sub´ındice ` es
igual a card(I(o))− 1.
As´ı, una vez que tengamos la funcio´n descompuesta en sus operaciones elemen-
tales podemos aplicar las reglas de diferenciacio´n a cualquier orden de derivadas.
De esta manera, tenemos las siguientes proposiciones cuyas demostraciones pueden
encontrarse en (Neidinger, 1992; Tsukanov and Hall, 2003; Griewank and Walther,
2008; Abad et al., 2012).
Proposicio´n 2.1 Supongamos tres funciones U = U(x),V = V(x),W =W(x), x ∈
Rn, y α, β ∈ R, y
Do(U) = {U0, U1, . . . , Ui, . . . , U`},
Do(V) = {V0, V1, . . . , Vi, . . . , V`},
Do(W) = {W0, W1, . . . , Wi, . . . , W`},
sus vectores de derivadas. Entonces tendremos:
• Si W = αU + β V, el i-e´simo elemento del vector Do(W) vendra´ dado por
Wi = αUi + β Vi.
• Si W = U V, el i-e´simo elemento del vector Do(W) vendra´ dado por
Wi =
∑
v≤i
(
i
v
)
Uv Vi−v.
• Si W = Uα, α 6= 0, el i-e´simo elemento del vector Do(W) vendra´ dado por
W0 = Uα0 ,
Wi = 1U0
∑
v≤i∗
(
i∗
v
)
(αWv Ui−v − UvWi−v) .
Considerando las mismas condiciones de la proposicio´n 2.1, se puede extender las
reglas de la diferenciacio´n automa´tica para funciones elementales como el sin y el
cos. Para estas funciones tenemos la siguiente proposicio´n.
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Proposicio´n 2.2 Considerando las mismas condiciones de la proposicio´n 2.1,
si V = sinU y W = cosU , entonces el i-e´simo elemento de los vectores Do(V) y
Do(W) esta´ dado por las siguientes expresiones:
V0 = sin U0, W0 = cos U0,
Vi =
∑
v≤i∗
(
i∗
v
)
Wv Ui−v, Wi = −
∑
v≤i∗
(
i∗
v
)
Vv Ui−v.
En esta proposicio´n se observa que el ca´lculo de las derivadas de la funciones seno
y coseno debe ser simulta´neo, pues no se puede obtener uno sin el otro.
En lo que sigue aplicaremos las anteriores proposiciones a funciones de tres o seis
variables. En la tabla 2.1 se muestran los conjuntos de ı´ndices necesarios para realizar
todo el proceso de ca´lculo de derivadas hasta orden tres para funciones de tres
variables. La primera columna presenta los ı´ndices de las derivadas correspondientes
hasta el tercer orden de la funcio´n. La segunda muestra el nu´mero entero, asignado
por la relacio´n de orden total al vector i. En la tercera, cuarta y quinta aparecen,
respectivamente, los ı´ndices i∗, los coeficientes {( i
v
) |v ≤ i}, y el conjunto de los
ı´ndices {v |v ≤ i}.
2.2. Potencial gravitacional de un planeta
El potencial gravitacional de un planeta2 de masa M que actu´a sobre un punto
material externo (orbitador) definido en un sistema de coordenadas esfe´ricas, puede
ser representado por armo´nicos esfe´ricos (Heiskanen and Moritz, 1967; Torge, 2001;
Abad, 2012) a trave´s de la expresio´n
V(r, λ, ψ) = −µ
r
∑
n≥0
(rp
r
)n[ n∑
m=0
(Cnm cosmλ+ Snm sinmλ)Pnm(sinψ)
]
, (2.6)
siendo, r, λ y ψ las coordenadas planetoce´ntricas, o coordenadas polares esfe´ricas re-
lativas al sistema planetoce´ntrico, µ = GM el para´metro gravitacional del planeta,
definido a partir de la constante de gravitacio´n universal, G, y la masa del planeta,
M, rp el radio medio ecuatorial del planeta y finalmente Pnm los polinomios aso-
ciados de Legendre. Los ı´ndices n,m ∈ N son llamados, respectivamente, grado y
orden.
2Podemos extender los resultados de este apartado a cualquier cuerpo so´lido que actu´e como
cuerpo central de una o´rbita, p. e. la Luna.
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Tabla 2.1: I´ndices de las derivadas parciales (hasta orden tres) y sus valores asociados para una
funcio´n de tres variables.
(i1, i2, i3) i i
∗ {( i
v
)|v ≤ i} {v|v ≤ i}
(0,0,1) 1 0 {1, 1} {0, 1}
(0,1,0) 2 0 {1, 1} {0, 2}
(1,0,0) 3 0 {1, 1} {0, 3}
(0,0,2) 4 1 {1, 2, 1} {0, 1, 4}
(0,1,1) 5 1 {1, 1, 1, 1} {0, 1, 2, 5}
(0,2,0) 6 2 {1, 2, 1} {0, 2, 6}
(1,0,1) 7 1 {1, 1, 1, 1} {0, 1, 3, 7}
(1,1,0) 8 2 {1, 1, 1, 1} {0, 2, 3, 8}
(2,0,0) 9 3 {1, 2, 1} {0, 3, 9}
(0,0,3) 10 4 {1, 3, 3, 1} {0, 1, 4, 10}
(0,1,2) 11 4 {1, 2, 1, 1, 2, 1} {0, 1, 2, 4, 5, 11}
(0,2,1) 12 6 {1, 1, 2, 2, 1, 1} {0, 1, 2, 5, 6, 12}
(0,3,0) 13 6 {1, 3, 3, 1} {0, 2, 6, 13}
(1,0,2) 14 4 {1, 2, 1, 1, 2, 1} {0, 1, 3, 4, 7, 14}
(1,1,1) 15 5 {1, 1, 1, 1, 1, 1, 1, 1} {0, 1, 2, 3, 5, 7, 8, 15}
(1,2,0) 16 6 {1, 2, 1, 1, 2, 1} {0, 2, 3, 6, 8, 16}
(2,0,1) 17 9 {1, 1, 2, 2, 1, 1} {0, 1, 3, 7, 9, 17}
(2,1,0) 18 9 {1, 1, 2, 2, 1, 1} {0, 2, 3, 8, 9, 18}
(3,0,0) 19 9 {1, 3, 3, 1} {0, 3, 9, 19}
2.2.1. Modelos gravitacionales
Los te´rminos Cnm y Snm, que aparecen en la expresio´n (2.6), son llamados armo´ni-
cos del potencial o coeficientes de Stokes y representan un conjunto de constantes
(adimensionales) que caracterizan un so´lido y cuyo valor puede obtenerse por medio
de las integrales siguientes:
Cnm =
(2− δ0m)(n−m)!
M(n+m)!
∫
M
( s
rp
)n
Pnm(sinψ
′
) cosmλ
′
dM, (2.7)
Snm =
(2− δ0m)(n−m)!
M(n+m)!
∫
M
( s
rp
)n
Pnm(sinψ
′
) sinmλ
′
dM, (2.8)
donde, s, λ
′
y ψ
′
corresponden a las coordenadas planetoce´ntricas de cualquier ele-
mento diferencial de masa (dM) del planeta, y δ0m la funcio´n delta de Kronecker
que sera´ igual a 1, cuando m = 0 y a 0, cuando m 6= 0.
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Entre todos los coeficientes presentados en (2.7) y (2.8) podemos distinguir aque-
llos para los que m es 0. De la ecuacio´n (2.8) se tiene que Sn0 = 0, ∀n ∈ N, por
lo que, para m = 0, se tendra´n u´nicamente los coeficientes Jn = −Cn0, que sera´n
llamados armo´nicos zonales. Los armo´nicos zonales representan la distinta distri-
bucio´n de masas del planeta en cada zona o seccio´n entre dos paralelos de latitud
dada. En general, el te´rmino ma´s importante es el segundo armo´nico J2 que indica
el achatamiento o la no esfericidad del planeta.
El resto de te´rminos Cnm, Snm, para m 6= 0 son llamados armo´nicos teserales y
representan la distribucio´n de masas del planeta en cada seccio´n comprendida entre
dos latitudes y dos longitudes. Una descripcio´n detallada de las propiedades de los
armo´nicos del potencial gravitatorio puede encontrarse en Kaula (1966); Milani et al.
(1987); Vallado (2001); Chia-Chun (2005) y Abad (2012).
La propagacio´n de una o´rbita a partir de las ecuaciones (1.33) o (1.35) requiere
la evaluacio´n de las derivadas de la expresio´n (2.6). La precisio´n obtenida en la
evaluacio´n de la fuerza gravitacional producida por un planeta depende del nu´mero
de te´rminos que se tomen en los sumatorios de la expresio´n (2.6) y de la precisio´n
con que se conozcan los armo´nicos del planeta. Obviamente no podemos conocer los
infinitos armo´nicos, por lo que definiremos y trabajaremos, para un planeta dado,
con un modelo gravitacional N ×M (grado N y orden M) definido por un conjunto
finito de coeficientes de Stokes3 en la forma:
{Cnm, Snm| n = 0, · · · , N, m = 0, · · · ,M}, (2.9)
donde N,M ∈ N representan, respectivamente, el grado y orden del modelo. Puesto
que la distribucio´n interna de masas de un planeta es desconocida, los armo´nicos no
pueden ser calculados a trave´s de las expresiones (2.7) y (2.8), por lo que es necesario
su ca´lculo a partir de las observaciones de las o´rbitas de los sate´lites artificiales.
Los datos arrojados por el Sputnik-1 despue´s de su lanzamiento en 1957, permi-
tieron a King-Hele, (King-Hele, 1958a,b), obtener valores para el coeficiente J2 con
una precisio´n de 4 d´ıgitos, mejorando as´ı el que se tenia para este coeficiente hasta
1958. Poco despue´s, con los datos del sate´lite Vanguard-1 en 1958, se pudo obtener
el valor del te´rmino zonal J3, el cual indica la asimetr´ıa norte-sur del planeta. Des-
de ese momento se ha avanzado mucho en el conocimiento del potencial terrestre
3En realidad los modelos presentan, en lugar de los armo´nicos Cnm, Snm, los armo´nicos nor-
malizados C¯nm, S¯nm que sera´n definidos ma´s adelante. Simulta´neamente a la obtencio´n de los
armo´nicos se determinan tambie´n los valores del para´metro orbital µ y el radio ecuatorial medio
rp del planeta que son ajustados y presentados junto con el modelo.
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aumentando progresivamente el grado y orden de los modelos del geopotencial, que
ha mejorado notablemente con las u´ltimas misiones GRACE, lanzada en el 2002, y
GOCE, en el 2009.
Para obtener las medidas de los coeficientes de forma indirecta, fundamentalmen-
te se tienen tres te´cnicas que se han utilizado, en combinacio´n, para los distintos
modelos gravitacionales existentes. La primera de ellas se basa en realizacio´n de
observaciones y seguimiento de sate´lites desde estaciones terrenas, a partir de las
perturbaciones que sufre la o´rbita causada por el campo gravitacional, de ah´ı una de
las razones importantes para conocer la fuerza gravitacional. La segunda forma es
mediante el uso de gravito´metros, que miden la aceleracio´n gravitacional de forma
local sobre la superficie. La tercera es mediante alt´ımetros acoplados en sate´lites que
una vez en o´rbita logran medir el nivel medio de la superficie del mar. Esta u´ltima
te´cnica es la ma´s utilizada y ha sido aplicada en las dos u´ltimas misiones espaciales
de los sate´lites mencionados anteriormente.
Los modelos gravitacionales, en el caso del planeta Tierra, han evolucionado a
lo largo de estas u´ltimas cinco de´cadas conforme han evolucionado las misiones
espaciales. Los datos obtenidos se han combinado para generar los modelos con
altas precisiones. En la tabla 2.2, se puede apreciar la evolucio´n en el tiempo, con
un crecimiento progresivo del grado y orden del modelo, de los ma´s importantes
modelos gravitacionales terrestres.
Entre los modelos ma´s usados y conocidos actualmente tenemos el JGM-3 (Tapley
et al., 1996) desarrollado por la Universidad de Texas, el cual alcanza grado y orden
igual a 70, por lo que su taman˜o es de 70 × 70 coeficientes. El modelo EGM96
(Lemoine et al., 1998) fue desarrollado en colaboracio´n con el National Imagery
and Mapping Agency (NIMA), NASA Goddard Space Flight Center (GSFC), y la
Universidad Estatal de Ohio y consta de 360×360 coeficientes completos. El modelo
gravitacional ma´s reciente y completo es el EGM2008 (Pavlis et al., 2012) que es un
modelo de 2190× 2159. Los datos del modelo EGM2008 han sido los mejores datos
obtenidos hasta la fecha y provienen del sate´lite GOCE.
Cada uno de los modelos gravitacionales esta´ construido por el conjunto de coe-
ficientes armo´nicos obtenidos por las diferentes te´cnicas sen˜aladas previamente. Ya
que estos coeficientes esta´n asociados a los valores de la constante de gravitacio´n µ,
el radio medio planetario rp y en u´ltima instancia del achatamiento del planeta fp,
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Tabla 2.2: Modelos gravitacionales ma´s destacados del planeta Tierra.
Modelo An˜o N ×M Referencia
J2 1957 2× 0 (Jacchia, 1958).
Kozai 1961 3× 0 (Kozai, 1961).
Kaula 1966 4× 0 (Kaula, 1966).
GEM-1 1972 12× 12 (Lerch et al., 1972).
GEM-9 1977 20× 20 (Lerch et al., 1979).
GEM-10B 1981 36× 36 (Lerch et al., 1981).
GRIM3-L1 1983 36× 36 (Reigber et al., 1985).
GRIM4-S2 1990 50× 50 (Reigber et al., 1993).
GEM-T3 1994 50× 50 (Lerch et al., 1994).
EGM96S 1996 70× 70 (Lemoine et al., 1996).
JGM-3 1996 70× 70 (Tapley et al., 1996).
EGM96 1998 360× 360 (Lemoine et al., 1998).
GRIM5-C1 2000 121× 121 (Gruber et al., 2000).
EGM2008 2012 2190× 2159 (Pavlis et al., 2012).
y por tanto en cada modelo los coeficientes tendra´n valores diferentes, con mayor o
menor precisio´n.
No solo se han logrado obtener modelos gravitacionales para la Tierra, sino tam-
bie´n para otros cuerpos celestes como la Luna, Marte, Venus, entre otros, con dife-
rentes misiones espaciales en cada caso. Para la Luna se tiene el GLGM-2, (Lemoine
et al., 1997) construido de los datos de la misio´n Clementine y, que posteriormen-
te se mejoro´ con el modelo LP75D, (Konopliv et al., 1998), de taman˜o 75 × 75.
Actualmente el modelo ma´s utilizado es el LP165P, (Konopliv et al., 2001), siendo
este el ma´s completo de taman˜o 165× 165. El caso del planeta Marte se obtuvo, en
primer lugar, el modelo GMM-1, (Smith et al., 1993), de taman˜o 50× 50, y poste-
riormente el GMM-2B, (Lemoine et al., 2001), de taman˜o 80 × 80. Este u´ltimo ha
sido mejorado obtenie´ndose el MGM1025, (Neumann et al., 2003). Por u´ltimo en
el caso de Venus tenemos los modelos MGNP120P, (Konopliv and Yoder, 1996) y
MGMP180U, (Konopliv et al., 1999), de taman˜os 120 y 180, respectivamente.
Es importante resaltar de la tecnolog´ıa en la precisio´n del ca´lculo de los armo´ni-
cos. En las pro´ximas de´cadas se tendra´n modelos para otros cuerpos celestes que
actualmente son de intere´s en la comunidad cient´ıfica como son los casos de Europa,
luna de Ju´piter, y Encelado y Tita´n, lunas de Saturno. De igual forma se mejorara´n
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los modelos existentes en cada caso, como el caso de la Luna con la misio´n espacial
MoonLITE4 prevista para el an˜o 2014.
2.2.2. Esquema de ca´lculo del potencial gravitatorio de un
planeta
El me´todo de diferenciacio´n automa´tica calcula las derivadas de una funcio´n
a partir del mismo esquema de ca´lculo de la funcio´n, extendiendo a vectores las
operaciones escalares realizadas en la evaluacio´n de la funcio´n. Por esta razo´n anali-
zaremos con detalle el ca´lculo del potencial gravitatorio y construiremos un esquema
de ca´lculo eficiente que optimice e´ste para conseguir, no solo un mı´nimo nu´mero de
operaciones, sino tambie´n un algoritmo paralelizable y de esta forma poder mejorar
los tiempos de ca´lculo usando te´cnicas informa´ticas de paralelizacio´n.
La expresio´n (2.6), que define al potencial gravitatorio, puede ponerse en la forma
V(r, λ, ψ) = VK + VP , VP = − µ
rp
N∑
n=2
mı´n(n,M)∑
m=0
Vnm, (2.10)
donde se tiene que
Vnm(r, λ, ψ) =
(rp
r
)n+1
(Cnm cosmλ+ Snm sinmλ)Pnm(sinψ). (2.11)
El sumando VK = VK = −µ/r es el potencial kepleriano5 y representa el potencial
que producir´ıa la masa del so´lido r´ıgido al estar concentrada en el origen del sistema
de coordenadas. El otro sumando, VP , representa el efecto de la no esfericidad y la
no homogeneidad del planeta. El problema kepleriano (Battin, 1999; Abad, 2012),
o problema del movimiento de una part´ıcula bajo la accio´n de un potencial keple-
riano, constituye la primera aproximacio´n al movimiento orbital. El potencial VP
representa una perturbacio´n al movimiento kepleriano, cuya consideracio´n, permite
una mayor aproximacio´n a la o´rbita de un sate´lite artificial respecto del planeta.
La expresio´n de cada te´rmino Vnm, dada en (2.11), sugiere la necesidad de imple-
mentar un me´todo de construccio´n iterativo que aproveche el ca´lculo de los te´rminos
de orden y grado menor y evite multiplicidades en el ca´lculo de algunos elementos.
4Misio´n en fase de desarrollo por el Reino Unido llamada The Moon Lightweight Interior and
Telecoms Experiment.
5El valor del potencial kepleriano evaluado en el sistema espacial, VK , es igual al evaluado en
el sistema planetoce´ntrico, VK .
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Para ello se construira´ un algoritmo basado en las propiedades de las funciones
circulares y los polinomios asociados de Legendre.
Los polinomios asociados de Legendre, Pnm, pueden ser sustituidos por las funcio-
nes derivadas de Legendre, Qnm, (Lundberg and Schutzf, 1988), tambie´n llamadas
funciones de Helmholtz (Balmino et al., 1991) a partir de las relaciones:
Pnm(t) = (1− t2)(m/2)Qnm(t), Qnm(t) = d
m
dtm
Pn(t), (2.12)
donde, los Pn(t) son los propios polinomios de Legendre, (Danby, 1988). De esta
forma, sustituyendo t por sinψ, podremos poner
Pnm(sinψ) = cos
m ψQnm(sinψ), (2.13)
de donde, la expresio´n (2.11) se escribira´ en la forma
Vnm =
(rp
r
)n+1
(Cnm cosmλ+ Snm sinmλ) cos
m ψQnm(sinψ). (2.14)
Toda la formulacio´n del potencial planetario ha sido efectuada en coordenadas po-
lares esfe´ricas, sin embargo, su evaluacio´n, necesaria para integrar las ecuaciones del
movimiento, dadas en el cap´ıtulo 1, debe ser efectuada en coordenadas cartesianas.
Puesto que el potencial ha sido formulado en el sistema planetoce´ntrico usaremos el
vector de posicio´n u = up1+v p2+w p3, cuya relacio´n con las coordenadas (r, λ, ψ)
viene dada por
u = r cosψ cosλ,
v = r cosψ sinλ,
w = r sinψ.
(2.15)
De esta forma podremos tratar la expresio´n de Vnm, y como consecuencia la
expresio´n de VP , como una funcio´n VP = VP (u).
La relacio´n (2.14) puede tambie´n ponerse en la forma
Vnm = ρn(Cnmum + Snmvm)Qnm(w1), (2.16)
donde, ρn, um, vm y w esta´n definidos por:
ρn =
(rp
r
)(n+1)
, w1 = sinψ =
w
r
,
um = cosmλ cos
m ψ, vm = sinmλ cos
m ψ.
(2.17)
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La evaluacio´n de cada elemento de la expresio´n (2.16) puede efectuarse de forma
iterativa. Para ello, tendremos en cuenta, por un lado, la relacio´n
ρ0 =
rp
r
, ρn = ρn−1 ρ0, (2.18)
para los te´rminos ρn, mientras que para calcular um, y vm haremos uso de las pro-
piedades de las funciones circulares, que conducen a las siguientes relaciones:
u0 = 1, v0 = 0,
u1 = u/r, v1 = v/r,
um = um−1u1 − vm−1v1, vm = vm−1u1 + um−1v1, m > 1.
(2.19)
Para completar la evaluacio´n del potencial V debemos sumar los te´rminos Vnm,
lo que, teniendo en cuenta los valores entre los que var´ıa el doble ı´ndice (n,m) puede
hacerse de varias formas distintas. Para comprender esto mejor representaremos los
te´rminos Vnm en una estructura bidimensional.
Con esta representacio´n podemos ver, en primer lugar, que la suma de te´rminos
puede realizarse fila a fila (horizontalmente), o lo que es igual sumando cada vez
todos los te´rminos del mismo grado. Esta suma, que puede verse en la figura 2.1, se
corresponde con la expresio´n dada por el doble sumatorio (2.10) o lo que es igual
con la expresio´n (2.20), donde hemos llamado Vn al te´rmino que representa la suma
de todos los elementos de grado n.
Vn0
...
V30
V20 V21 V22
V31 V32 V33
...
...
... . . .
Vn1 Vn2 Vn3 . . . Vnn
ff ff ff- - - N∑
n=2
Vn,
Figura 2.1: Suma por grados (horizontal).
Vn =
mı´n(n,M)∑
m=0
Vnm, (2.20)
V3 = V30 + V31 + . . .
La suma puede realizarse tambie´n por columnas (verticalmente), o lo que es igual
por o´rdenes, de esta forma tendremos el esquema mostrado en la figura 2.2. La suma
por o´rdenes se representa por (2.21), donde hemos llamado Vm a la suma de todos
los elementos del orden m.
Finalmente, podemos sumar cada una de las diagonales en la forma en que se
muestra en la figura 2.3. La suma por diagonales se representa por el sumatorio
(2.22), donde hemos llamado Vd a la suma de la diagonal d.
36 Diferenciacio´n automa´tica y ca´lculo de perturbaciones
Vn0
...
V30
V20 V21 V22
V31 V32 V33
...
...
... . . .
Vn1 Vn2 Vn3 . . . Vnn
?
?
?
6
6
6
M∑
m=0
Vm,
Figura 2.2: Suma por o´rdenes (vertical).
Vm =
N∑
n=ma´x(2,m)
Vnm, (2.21)
V1 = V21 + V31 + . . .
Vn0
...
V30
V20 V21 V22
V31 V32 V33
...
...
... . . .
Vn1 Vn2 Vn3 . . . Vnn
N∑
d=0
Vd,
@
@
@
@
@
@
@
@
@R
@R
@R
I
I
I
Figura 2.3: Suma por diagonales.
Vd =
mı´n(N,M+d)∑
i≥ma´x(2,d)
Vi,i−d, (2.22)
V2 = V20 + V31 + . . .
Cualquiera de estas elecciones permitira´ la evaluacio´n del potencial planetario.
Adema´s si somos capaces de implementar cualquiera de ellas de manera que calcular
un elemento (fila, columna o diagonal) sea independiente del ca´lculo de elementos del
mismo tipo, entonces podremos construir un co´digo que pueda ser paralelizado, con
la consiguiente mejora en tiempo de CPU si lo ejecutamos en cualquier ordenador
con mu´ltiples procesadores y/o nu´cleos.
La eleccio´n de una u otra forma de sumar los te´rminos Vnm esta´ fuertemente
relacionada con el me´todo de iteracio´n elegido para evaluar las funciones derivadas de
Legendre Qnm. Segu´n muestran Lundberg and Schutzf (1988) hay muchas fo´rmulas
de recursio´n distintas para evaluar las estas funciones, sin embargo, imponiendo una
serie de restricciones algebraicas, el nu´mero recursiones diferentes se reduce a siete,
que pueden verse en la tabla 2.3.
Los coeficientes constantes αinm y β
i
nm, con i = {1, 2, 3, 4, 5, 6, 7} que acompan˜an
a los dos te´rminos en la combinacio´n lineal de cada recurrencia dependen exclusiva-
mente de los valores que tomen el grado y del orden. Cada αinm y β
i
nm, se muestra
en la tabla 2.4 correspondiente a cada formulacio´n de la tabla 2.3.
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Tabla 2.3: Fo´rmulas de recurrencia para la evaluacio´n de los Qnm, para m < n− 1.
I: Qnm = α
1
nm tQ(n−1)m - β
1
nmQ(n−2)m,
II: Qnm = α
2
nm tQn(m+1) + β
2
nm (t
2 − 1)Qn(m+2),
III: Qnm = α
3
nm tQ(n−1)m + β
3
nm (t
2 − 1)Q(n−1)(m+1),
IV: Qnm = α
4
nm tQn(m+1) - β
4
nmQ(n−1)(m+1),
V: Qnm = α
5
nmQ(n−2)m + β
5
nm (t
2 − 1)Q(n−1)(m+1),
VI: Qnm = α
6
nmQ(n−1)(m+1) + β
6
nm (t
2 − 1)Qn(m+2),
VII: Qnm = α
7
nmQn(m+1)/t + β
7
nm (t
2 − 1)Qn(m+1).
Tabla 2.4: Coeficientes αinm y β
i
nm, correspondientes a los siete esquemas de recurrencia de las
funciones Qnm con m < n− 1 en la tabla 2.3.
I: α1nm =
(2n−1)
n−m , β
1
nm =
(n+m−1)
n−m ,
II: α2nm =
2(m+1)
(n−m)(n+m+1) , β
2
nm =
1
(n−m)(n+m+1) ,
III: α3nm =
(n+m)
(n−m) , β
3
nm =
1
(n−m) ,
IV: α4nm =
1
(n−m) , β
4
nm =
1
(n−m) ,
V: α5nm =
(n+m)(n+m−1)
(n−m−1)(n−m) , β
5
nm =
(2n−1)
(n−m−1)(n−m) ,
VI: α6nm =
2(m+1)
(n−m)(n−m−1) , β
6
nm =
1
(n−m)(n+m+1) ,
VII: α7nm =
(n+m)
(n−m) , β
7
nm =
1
(n−m) .
En todos los casos las recurrencias deben ser inicializadas por medio de las ex-
presiones
Qnn = (2n− 1)Qn−1,n−1 = (2n− 1)!!, (2.23)
para los te´rminos de la diagonal Qnn, y con las expresiones
Qn(n−1) = tQnn = (2n− 1) tQn−1,n−1, (2.24)
para los te´rminos de la subdiagonal Qn(n−1). Observemos que los te´rminos de la
diagonal son constantes nume´ricas que pueden obtenerse por iteracio´n o bien direc-
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tamente a partir de la definicio´n del doble factorial6, mientras que la subdiagonal se
obtiene a partir del te´rmino anterior en la fila o en la columna.
De los siete esquemas de recurrencia de la tabla 2.3 eliminamos el esquema VII
porque el te´rmino t aparece en el denominador de la expresio´n, lo que conducira´ a
una singularidad cuando intentemos evaluar la funcio´n Qnm en el polo, esto es, para
sinψ = 0.
Podemos ver en un gra´fico bidimensional, figuras 2.4 y 2.5, como funcionan los
esquemas V y VI. En ellos se observa que para calcular un elemento necesitamos otro
un grado y orden menor y otro del mismo grado y dos o´rdenes anteriores (esquema
V) y el mismo orden y dos grados anteriores (esquema VII).
Qn,m
Qn−1,m
Qn−2,m
Qn,m+1
Qn−1,m+1
Qn−2,m+1
Qn,m+2
Qn−1,m+2
Qn−2,m+2
  	

-
Figura 2.4: Esquema V.
Qn,m
Qn−1,m
Qn−2,m
Qn,m+1
Qn−1,m+1
Qn−2,m+1
Qn,m+2
Qn−1,m+2
Qn−2,m+2
  	
 6
Figura 2.5: Esquema VI.
Para los esquemas III y IV las expresiones permiten calcular de forma ma´s simple
cada elemento disminuyendo en una unidad, en cada caso, el grado o el orden, como
puede verse en las figuras 2.6 y 2.7.
Qn,m
Qn−1,m
Qn,m+1
Qn−1,m+1
  	?
Figura 2.6: Esquema III.
Qn,m
Qn−1,m
Qn,m+1
Qn−1,m+1
  	
ff
Figura 2.7: Esquema IV.
En cualquiera de estos casos para calcular un elemento necesitamos otros dos de
alguna fila, columna o diagonal anterior (o posterior), de esta forma ,estos esquemas
de ca´lculo hacen depender el ca´lculo de cada fila (columna o diagonal) de otras filas
(columnas o diagonales), por lo que el algoritmo no podra´ ser paralelizado.
Los anteriores motivos nos permite excluir los esquemas III, IV, V, VI y VII, por
lo que nos centraremos u´nicamente en los esquemas I y II. En las figuras 2.8 y 2.9,
puede verse que en el esquema I se calcula cada elemento a partir de los anteriores
6(2n− 1)!! = 1 3 . . . (2n− 1) = (2n− 1)(n− 1)!!.
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de su misma columna (mismo orden), mientras que en el esquema II cada elemento
es calculado a partir de dos posteriores de su misma fila (mismo grado).
Qn,m
Qn−1,m
Qn−2,m
Qn,m+1
Qn−1,m+1
Qn−2,m+1
Qn,m+2
Qn−1,m+2
Qn−2,m+2
?
?
Figura 2.8: Esquema I.
Qn,m
Qn−1,m
Qn−2,m
Qn,m+1
Qn−1,m+1
Qn−2,m+1
Qn,m+2
Qn−1,m+2
Qn−2,m+2
ff ff
Figura 2.9: Esquema II.
Podemos extender la definicio´n de las funciones derivadas de Legendre haciendo
Qnm = 0, conn < m. De esta forma, la relacio´n (2.24) puede expresarse en la forma
Qn(n−1) = (2n− 1) tQn−1,n−1 = α1n(n−1) tQn−1,n−1 + β1n(n−1)tQn−2,n−1,
= tQnn = α
2
n,n−1 tQn,n + β
2
n(n−1) (t
2 − 1)Qn,n+1,
lo que equivale a extender las formulas de recursio´n I y II a todos los pares de
ı´ndices (n,m) con m < n, e inicializar la recursio´n con los valores Qn−1,n = 0,
Qnn = (2n− 1)!!, paran ≥ 0. Con esta extensio´n, si combinamos el esquema I,
con el me´todo de suma por orden o el esquema II con el me´todo de suma por grado
podremos conseguir un co´digo paralelo. No tendremos ninguna posible paralelizacio´n
basada en la suma diagonal.
Por otro lado, se han realizado numerosos estudios sobre la estabilidad nume´rica
de las formulaciones I y II. Por un lado, Wiggins and Saito (1971) y posteriormente
por Olvers and Smith (1983) realizan dichos estudios aplicados a las recursiones de
los polinomios asociados de Legendre. En el art´ıculo de Lundberg and Schutzf (1988)
y posteriormente Holmes and Featherstone (2002) demuestran que los esquemas I y
II son tambie´n los ma´s eficientes desde el punto de vista de su estabilidad nume´rica
en la evaluacio´n para o´rdenes altos, en particular el primero, por lo que el esquema I
de recurrencia sera´ el elegido para aplicar el algoritmo de diferenciacio´n automa´tica
y calcular las derivadas del potencial.
El factor (n−m)!/(n+m)!, que esta´ presente, de forma impl´ıcita, en las expre-
siones de Qnm, hace que e´ste alcance magnitudes muy grandes para valores altos
del orden n. Al mismo tiempo los valores de los armo´nicos Cnm ySnm se hacen muy
pequen˜os. La necesidad de operar simulta´neamente con valores muy pequen˜os y
muy grades en la evaluacio´n de los te´rminos Vnm produce una gran inestabilidad
nume´rica en el proceso de ca´lculo del potencial y sus derivadas.
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Podemos evitar este feno´meno introduciendo el factor de normalizacio´n Nnm
(Kaula, 1966; Lorrell, 1969) definido por la siguiente expresio´n:
Nnm =
√
(2− δ0m)(2n+ 1)(n−m)!
(n+m)!
, (2.25)
donde δ0m representa la delta de Kronecker.
Mediante el factor Nnm podemos sustituir los elementos Cnm, Snm y, Qnm por sus
expresiones normalizadas definidas a partir de las relaciones{
C¯nm
S¯nm
}
=
1
Nnm
{
Cnm
Snm
}
, Q¯nm(t) = NnmQnm(t), (2.26)
mediante las cuales la expresio´n de Vnm se pondra´ como
Vnm = ρn(C¯nmum + S¯nmvm) Q¯nm(w1). (2.27)
Los valores C¯ y, S¯ de los armo´nicos normalizados son los que normalmente pre-
sentan los modelos de potencial planetario, por lo que no deben ser transformados
para la evaluacio´n de V .
El esquema I para el ca´lculo de las funciones derivadas normalizadas de Legendre
se resume en las expresiones
Q¯nm(w) =

0, n < m,
1, n = m = 0,
γ¯mQ¯m−1,m−1, n = m > 0,
α¯nmw Q¯n−1,m(w) + β¯nmQ¯n−2,m(w), n > m,
(2.28)
donde, γ¯m esta dado por
γ¯m = δm
√
2m+ 1
2m
, δm =
{ √
2, m = 1,
1, m 6= 1, (2.29)
y los coeficientes α¯nm y β¯nm, que antes llama´bamos α¯
1
nm y β¯
1
nm, pueden expresarse
como
α¯nm =
√
(2n+ 1)(2n− 1)
(n−m)(n+m) ,
β¯nm = −
√
(2n+ 1)(n+m− 1)(n−m− 1)
(2n− 3)(n−m)(n+m) .
(2.30)
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De esta forma, el esquema de evaluacio´n puede representarse gra´ficamente a trave´s
de la figura 2.10. En e´sta partimos de los dos primeros elementos de cada columna
(orden) que forman las dos primeras diagonales y que se han inicializado a partir
de los valores dados por las tres primeras l´ıneas de la expresio´n (2.28). El resto de
valores puede obtenerse columna a columna usando la expresio´n de la cuarta l´ınea
de (2.28) que precisa u´nicamente de los dos elementos anteriores de dicha columna.
Q¯n0
...
Q¯30
Q¯20
Q¯10
Q¯00
Q¯−10
Q¯11
Q¯01
Q¯21 Q¯22
Q¯12
Q¯31 Q¯32 Q¯33
Q¯23
...
...
... . . .
Q¯N1 Q¯N2 Q¯N3
. . . Q¯NM
Q¯N−1,M?
?
?
?
?
?
?
?
?
?
?
?
?
?
Figura 2.10: Evaluacio´n de las funciones derivadas normalizadas de Legendre.
2.2.3. Ca´lculo de derivadas parciales del potencial gravita-
torio
El esquema de ca´lculo de potencial visto en el apartado anterior, junto con las
reglas de derivacio´n descritas en el apartado de diferenciacio´n automa´tica, permiten
el ca´lculo de las derivadas de cualquier orden del potencial planetario para cualquier
modelo de potencial.
En el presente apartado describiremos las distintas partes del algoritmo que rea-
liza dicho ca´lculo, al que hemos llamado GPDC (Gravity Potential Derivatives Cal-
culator), y cuyo co´digo, escrito en lenguaje C, puede descargarse libremente desde
la pa´gina web http://gme.unizar.es/software/gpdc.
El objetivo de este algoritmo es calcular el vector Do(V) de derivadas del potencial
V tanto respecto a las coordenadas cartesianas como respecto a las coordenadas
esfe´ricas planetoce´ntricas.
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En nuestro caso tenemos que
Do(V) = {V0,V1, . . . ,Vi, . . . ,V`},
siendo
Vi = ∂
O(i)V
∂ui1∂vi2∂wi3
, o bien Vi = ∂
O(i)V
∂ri1∂λi2∂ψi3
, (2.31)
donde los ı´ndices i representan los elementos del conjunto ordenado I(o) = {i =
(i1, i2, i3) | O(i) ≤ o, 0 ≤ ij ≤ o}.
Por el momento nos centraremos en el ca´lculo de las derivadas de V con respecto
a las coordenadas cartesianas (u, v, w), expresio´n a la izquierda de (2.31). Para el
ca´lculo de Do(V) deberemos calcular por separado el vector Do(VK) y el vector
Do(VP ).
La expresio´n del potencial kepleriano, dada por VK = −µ/r, con r =
√
u2 + v2 + w2,
permite un sencillo esquema para el ca´lculo de Do(VK) que se muestra en la parte 1
del algoritmo GPDC.
Algoritmo GPDC parte 1: Ca´lculo de Do(VK), con respecto a las coorde-
nadas (u, v, w).
Data: µ, u, v, w.
Result: Do(VK), con respecto a (u, v, w)
Do(u) ← (u, 0, 0, 1, 0, . . . , 0)
Do(v) ← (v, 0, 1, 0, 0, . . . , 0)
Do(w) ← (w, 1, 0, 0, 0, . . . , 0)
s1 ← Do(uu)
s2 ← Do(v v)
s3 ← Do(ww)
s4 ← Do(s1 + s2 + s3)
Do(1/r) ← Do(s−1/24 )
Do(VK) ← Do(−µ (1/r))
Adema´s del elemento Do(VK), con esta parte del algoritmo se han calculado, y
almacenado, los elementos Do(u),Do(v),Do(w) y Do(1/r).
Partiendo de la constante rp y de Do(1/r) podremos calcular los elementos Do(ρi),
con i = 0, . . . , N por medio de la parte 2 del algoritmo.
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Algoritmo GPDC parte 2: Ca´lculo de Do(ρi).
Data: rp, Do(1/r).
Result: Do(ρi), i = 0, . . . , N
Do(ρ0)← Do(rp(1/r))
for i← 1 to N do
Do(ρi)← Do(ρi−1ρ0)
end
Partiendo de los elementosDo(u),Do(v),Do(w) yDo(1/r) podremos calcularDo(w1),
Do(ui) conDo(vi), con i = 0, . . . ,M por medio de la parte 3 del algoritmo. Puede
observarse en este algoritmo que las constantes iniciales u0 = 1 y v0 = 0, dadas en
(2.19), se representan como dos vectores con todos sus elementos iguales a cero (de-
rivada de una constante igual a cero) excepto el primero que toma el valor de la
constante.
Algoritmo GPDC parte 3: Ca´lculo de los te´rminos Do(um),Do(vm).
Data: Do(u),Do(v),Do(w),Do(1/r).
Result: Do(w1), Do(ui),Do(vi), i = 0, . . . ,M
Do(u0)← (1, 0, 0, 0, 0 . . . , 0)
Do(v0)← (0, 0, 0, 0, 0 . . . , 0)
Do(u1)← Do(u(1/r))
Do(v1)← Do(w(1/r))
Do(w1)← Do(w(1/r))
for m← 2 to M do
Do(s1)← Do(um−1u1)
Do(s2)← Do(vm−1v1)
Do(um)← Do(s1 − s2)
Do(s1)← Do(vm−1u1)
Do(s2)← Do(um−1v1)
Do(vm)← Do(s1 + s2)
end
La parte ma´s importante del algoritmo es el proceso de ca´lculo de cada sumando
Vm de la expresio´n (2.21), para ello partimos de los escalares µ, rp, C¯ij, S¯ij, Q¯mm,
αij, βij y los vectores de derivadas Do(ρi), Do(uj), Do(vj) y Do(w) previamente
calculados.
Luego, a partir de los vectores anteriormente obtenidos, construiremos el proce-
dimiento de ca´lculo del vector Do(VP ) como se muestra en la parte 4 del algoritmo
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GPDC.
Algoritmo GPDC parte 4: Ca´lculo de las derivadas del potencial Do(VP ).
Data: µ, rp, C¯nm, S¯nm, Q¯mm, αnm, βnm,Do(ρn),Do(um),Do(vm),Do(w).
Result: Do(VP )
Do(VP )← (0, 0, 0, 0, . . . , 0)
for m← 0 to M do
Do(Vm)← (0, 0, 0, 0, . . . , 0)
for n← ma´x(2,m) to N do
Do(s1)← Do(w Q¯(n−1)m)
Do(Q¯nm)← Do(αnm s1)
if n 6= m+ 1 then
Do(s1)← Do(βnm Q¯(n−2)m)
Do(Q¯nm)← Do(Q¯nm + s1)
end
Do(s1)← Do(C¯nm um)
Do(s2)← Do(S¯nm vm)
Do(s1)← Do(s1 + s2)
Do(s1)← Do(s1 Q¯nm)
Do(s1)← Do(s1 ρn)
Do(Vm)← Do(Vm + s1)
end
Do(VP )← Do(VP + Vm)
Do(VP )← Do(−(µ/rp)VP )
end
Finalmente, una vez calculados Do(VK) y Do(VK) podemos calcular Do(VK) a
partir de la parte 5 del algoritmo.
Algoritmo GPDC parte 5: Ca´lculo de Do(V ).
Data: Do(VK),Do(VP ).
Result: Do(V )
Do(V )← Do(VK + VP )
El algoritmo GPDC de ca´lculo de las derivadas respecto de las coordenadas car-
tesianas esta´ completo con la unio´n de las partes 1, 2, 3, 4 y 5.
Si queremos calcular el conjunto de derivadas Do(V) respecto de las coordenadas
polares esfe´ricas (r, λ, ψ), parte izquierda de (2.31), bastara´ recordar las relaciones
(2.15) y sustituir la parte 1 del algoritmo por la parte 6, que calcula las derivadas del
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potencial kepleriano Do(VK) respecto de las coordenadas polares esfe´ricas (r, λ, ψ).
En este proceso se calculan adema´s las derivadas Do(u),Do(v),Do(w) yDo(1/r) que
sera´n usadas en las partes 2, 3, 4 y 5.
Algoritmo GPDC parte 6: Ca´lculo de Do(VK), en te´rminos de las coorde-
nadas (r, λ, ψ).
Data: µ, r, λ, β.
Result: Do(VK) e.f.c. r, λ, ψ
Do(r) ← (r, 0, 0, 1, 0, . . . , 0)
Do(λ) ← (λ, 0, 1, 0, 0, . . . , 0)
Do(ψ) ← (ψ, 1, 0, 0, 0, . . . , 0)
(s1, s2) ← (Do(sinλ),Do(cosλ))
(s3, s4) ← (Do(sinψ),Do(cosψ))
s5 ← Do(s4 s2)
s6 ← Do(s4 s1)
Do(u) ← Do(r s5)
Do(v) ← Do(r s6)
Do(v) ← Do(r s3)
Do(1/r) ← Do(r−1)
Do(VK) ← Do(−µ (1/r))
El algoritmo GPDC de ca´lculo de las derivadas respecto de las coordenadas po-
lares esfe´ricas (r, λ, ψ) esta´ completo con la unio´n de las partes 6, 2, 3, 4 y 5 (en este
orden).
Cabe sen˜alar que un aspecto importante presente en los me´todos tradicionales,
como el me´todo de Tscherning-Clenshaw (Tscherning, 1976) y el me´todo de Legendre
(Casotto and Fantino, 2007), es que al utilizar las coordenadas esfe´ricas aparecen
singularidades cuando la latitud toma valores en los polos, ψ = ± 90◦, y que pa-
ra estos valores la evaluacio´n nume´rica es muy ineficiente. El me´todo que hemos
presentado aqu´ı esta´ exento estas singularidades.
En este punto hay que hacer notar que en el proceso tendremos N×M sumandos
so´lo para la evaluacio´n de la funcio´n, por ejemplo, si se utiliza un modelo gravita-
cional como el EGM2008, tendremos ma´s de 4 millones de sumandos en la expresio´n
del potencial. Si adema´s tenemos en cuenta las operaciones que efectuamos para
evaluar cada sumando y que e´stas se realizan sobre vectores (de dimensio´n ma´s alta
cuanto mayor sea el orden de derivacio´n), podremos concluir el elevado tiempo de
CPU necesario para una u´nica evaluacio´n.
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Una herramienta que nos permite reducir el tiempo de computo es la paraleliza-
cio´n del algoritmo, que por su sencillez en la aplicacio´n y las ventajas que presenta,
se ajusta sin problemas al algoritmo. Las partes 1, 6, 2, 3 y 5 del algoritmo GPDC
son estrictamente secuenciales, pues se basan en iteraciones en las que cada elemento
depende del ca´lculo anterior. La paralelizacio´n es aplicada u´nicamente a la parte 4
del algoritmo, que es la parte del co´digo con mayor requerimiento computacional.
Para paralelizacio´n de esta parte esta´ basada en la independencia de los ca´lculos
de cada orden m, propiedad utilizada por Fukushima (2012) para evaluar la fuer-
za gravitacional, como muestra el esquema de la figura 2.10. En la paralelizacio´n
de esta´ parte del algoritmo GPDC se ha usado OpenMP7, (Chandra et al., 2001;
Chapman et al., 2008) permitiendo calcular cada ı´ndice j con diferentes hilos del
procesador.
2.2.4. Test nume´ricos
En esta seccio´n presentamos los resultados de varios test realizados para verificar
el algoritmo GPDC para diferentes grados y o´rdenes del potencial gravitacional
dado en la ecuacio´n (2.10), as´ı como diferentes o´rdenes de derivadas del potencial
y nu´meros de hilos usados en la paralelizacio´n. Para llevar a cabo los test hemos
utilizado un computador con dos procesadores Intel(R) Xenon(R) E5645, 2.40Ghz,
cada uno con seis nu´cleos de dos hilos, con un total de 24 hilos para la paralelizacio´n.
Una comparacio´n rigurosa del me´todo aqu´ı expuesto con otros excede el propo´sito
de nuestro trabajo y no es presentado en esta memoria. De hecho, cada uno de la
gran variedad de me´todos de evaluacio´n de las derivadas del potencial gravitacional
presenta puntos de´biles y puntos favorables. Un me´todo iterativo como el presentado
aqu´ı puede ser ma´s lento que otros me´todos anal´ıticos, sin embargo, su punto fuerte
es su generalidad que permite la evaluacio´n de la derivada de cualquier orden.
El primer test es presentado en la figura 2.11, donde se ve reflejado el tiempo-
CPU, en segundos, de la ejecucio´n de la versio´n secuencial del co´digo. El tiempo-CPU
es representado en el eje de las ordenadas, mientras que en el eje de las abscisas se
representan los grados del potencial (grado desde 0 hasta 360). Cada una de las
curvas de la gra´fica muestra el comportamiento del tiempo respecto al grado, y
representan los o´rdenes de derivadas 1, 2, 3 y 4, respectivamente. Es de resaltar
7OpenMP es una interfaz de programacio´n de aplicaciones (API) para la programacio´n multi-
proceso de memoria compartida en mu´ltiples plataformas.
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el aumento esperado del tiempo-CPU conforme aumenta el grado de la funcio´n
potencial, adema´s del aumento del tiempo de ca´lculo conforme aumenta el orden de
la derivada. Esto se ve reflejado en las cuatro curvas de la figura.
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Figura 2.11: Tiempo-CPU, en segundos, versus el grado del potencial gravitacional (modelo
EGM96). Las cuatro curvas que se muestran representan el tiempo de evaluacio´n de las derivadas
de orden 1, 2, 3 y 4, respectivamente
En la figura 2.12, se puede observar el tiempo que existe entre un orden de
derivada y el siguiente, donde claramente el comportamiento es creciente a medida
que aumenta el grado del potencial gravitacional.
En la figura 2.13, se presenta el primer test sobre la paralelizacio´n del co´digo.
Mostramos cuatro curvas que representan el tiempo-CPU, en segundos, correspon-
diendo a la evaluacio´n de los o´rdenes de derivadas 1, 2, 3 y 4 para un potencial
gravitacional de 360 × 360, con diferentes nu´meros de hilos. El eje de las abscisas
representa el nu´mero de hilos desde 1 (algoritmo secuencial) hasta 24. El eje de
las ordenadas representa el ca´lculo del tiempo. Recordemos que para el ca´lculo del
orden de derivacio´n o = n, es necesario calcular los valores de todas las derivadas
desde o´rdenes desde 0 hasta o. En estas curvas se aprecia el comportamiento, en
tiempo-CPU, que va teniendo el ca´lculo de los diferentes o´rdenes de derivadas a me-
dida que aumenta el nu´mero de hilos. Podemos concluir, observando la gra´fica, que
el aumento del nu´mero de hilos mejora mucho ma´s el tiempo de computo conforme
se aumenta el orden de la derivada.
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Figura 2.12: Tiempo-CPU, en segundos, versus el grado del potencial gravitacional (modelo
EGM96). Las tres curvas que se muestran representan la diferencia de tiempo de evaluacio´n entre
o´rdenes de derivadas consecutivos. La primera, segunda y tercera curva representan la diferencia
entre los o´rdenes 2 y 1, 3 y 2, 4 y 3, respectivamente.
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Figura 2.13: Tiempo-CPU, en segundos, versus el nu´mero de hilos usados en la paralelizacio´n.
Este corresponde a la evaluacio´n de los o´rdenes de derivadas 1, 2, 3 y 4 de un potencial gravitacional
de 360× 360.
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Para una mayor claridad sobre la interpretacio´n de las ventajas del co´digo pa-
ralelizado, son utilizados dos para´metros que llamaremos aceleracio´n y eficiencia8
(Chapman et al., 2008) que miden el desempen˜o de un algoritmo paralelizado. La
aceleracio´n, S(p), es la fraccio´n entre el Tiempo-CPU del algoritmo secuencial y el
Tiempo-CPU del algoritmo paralelizado (usando p hilos). La eficiencia, E(p), co-
rresponde al valor obtenido de dividir la aceleracio´n entre el nu´mero de hilos. Ambos
valores se pueden definir como
S(p) =
T (1)
T (p)
y E(p) =
T (1)
p T (p)
, (2.32)
donde, T (1) es el tiempo-CPU, en segundos, del algoritmo secuencial o el co´digo
ejecutado con un solo hilo, T (p) es el tiempo-CPU del algoritmo paralelizado ejecu-
tado con p hilos. La aceleracio´n S(p) de un algoritmo paralelo puro debe ser igual
al nu´mero p de hilos, lo que significa que la E(p) es igual a uno, sin embargo, un
algoritmo paralelo no tiene un E(p) igual a uno porque existe una perdida de efi-
ciencia debida a las partes del algoritmo sin paralelizar y la comunicaciones entre
el hilo principal y los otros hilos en la parte del algoritmo paralelizado.
En las tablas 2.5, 2.6 y 2.7, se muestra el tiempo-CPU, T (1), en segundos de la
versio´n del algoritmo secuencial, as´ı como el S(p) y E(p) de la versio´n del algoritmo
paralelizado con 2, 4, 8, 12, 18 y 24 hilos, para el ca´lculo de los o´rdenes de derivadas
de 1 hasta 5, para tres modelos gravitacionales: el 360 × 360 que corresponde al
EGM96, el modelo de alto grado 2190 × 2159 EGM2008, (ambos para el Planeta
Tierra) y finalmente el modelo gravitacional del Planeta Marte de 80×80 GMM-2B.
Tabla 2.5: S(p) y E(p) en la evaluacio´n de las derivadas de orden o del geopotencial EGM96
(360× 360) con un co´digo paralelizado de p hilos.
o = 1 o = 2 o = 3 o = 4 o = 5
T (1) 0.0110832 0.0335651 0.0922946 0.2243405 0.4825872
S(p) E(p) S(p) E(p) S(p) E(p) S(p) E(p) S(p) E(p)
p = 2 1.20 0.60 1.56 0.78 1.78 0.89 1.78 0.89 1.81 0.90
p = 4 2.01 0.50 3.08 0.77 3.47 0.87 3.52 0.88 3.54 0.87
p = 8 3.21 0.40 5.91 0.74 6.53 0.82 6.58 0.82 6.64 0.83
p = 12 5.81 0.48 8.28 0.69 9.20 0.77 9.30 0.77 9.38 0.78
p = 18 7.39 0.41 10.4 0.58 11.9 0.67 12.0 0.66 12.1 0.67
p = 24 8.88 0.37 12.0 0.50 14.4 0.60 14.4 0.60 14.6 0.61
8Speedup y efficiency.
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Tabla 2.6: S(p) y E(p) en la evaluacio´n de las derivadas de orden o del geopotencial GMM-2B
(80× 80) con un co´digo paralelizado de p hilos.
o = 1 o = 2 o = 3 o = 4 o = 5
T (1) 0.0005474 0.0017264 0.0047809 0.0116798 0.0249944
p = 2 1.28 0.64 1.50 0.75 1.72 0.86 1.82 0.91 1.76 0.88
p = 4 2.14 0.53 2.99 0.75 3.16 0.79 3.35 0.84 3.43 0.86
p = 8 2.81 0.35 5.04 0.63 5.49 0.69 5.33 0.67 5.76 0.72
p = 12 3.66 0.31 6.21 0.52 7.05 0.59 7.25 0.60 7.32 0.61
p = 18 4.49 0.25 6.99 0.39 8.21 0.46 4.70 0.26 8.76 0.49
p = 24 5.34 0.22 7.38 0.31 9.26 0.39 9.14 0.38 9.83 0.41
Tomemos por ejemplo los resultados de la paralelizacio´n con 12 hilos de
Tabla 2.7: S(p) y E(p) en la evaluacio´n de las derivadas de orden o del geopotencial EGM2008
(2190× 2159) con un co´digo paralelizado de p hilos.
o = 1 o = 2 o = 3 o = 4 o = 5
T (1) 0.6146610 1.5716600 4.1603570 9.7767680 20.7328942
S(p) E(p) S(p) E(p) S(p) E(p) S(p) E(p) S(p) E(p)
p = 2 1.43 0.71 1.58 0.79 1.75 0.87 1.87 0.94 1.91 0.96
p = 4 2.52 0.63 3.16 0.79 3.48 0.87 3.65 0.91 3.80 0.95
p = 8 5.01 0.63 6.03 0.75 6.56 0.82 6.91 0.86 7.11 0.89
p = 12 7.37 0.61 8.95 0.74 9.39 0.78 9.94 0.83 10.2 0.84
p = 18 8.48 0.47 11.6 0.65 13.1 0.73 13.5 0.75 14.1 0.78
p = 24 11.1 0.46 13.2 0.55 16.0 0.67 16.7 0.70 17.6 0.73
la tabla 2.5. Si evaluamos el caso del modelo para los grados hasta 360, podemos
observar que el co´digo es 5.81, ma´s ra´pido para el primer orden de derivadas respecto
al secuencial, y 9.38 ma´s ra´pido para el quinto orden de derivada. Esto implica una
eficiencia de 0.48 y 0.78, para cada orden de derivada respectivamente. Cuando se
reduce el grado a 80, (tabla 2.6), para los mismos o´rdenes de derivadas, el valor de
E(p) disminuye a 0.31 y 0.61, lo que significa que el co´digo es 3.66 y 7.32 veces ma´s
ra´pido, para el primer y quinto orden de derivada, respectivamente.
Finalmente, si aumentamos el grado a un valor alto, (modelo EGM2008), el ca´lcu-
lo es mejorado, como se muestra observando los resultados para 12 hilos. Para el
primer orden de derivada el co´digo es 7.37 veces ma´s ra´pido, esto es, que nos da un
valor para E(p) de 0.61 y para el quinto orden de derivada el co´digo es 10.19 veces
ma´s ra´pido, o lo que es igual, un valor para E(p) de 0.85.
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Las tres tablas muestran los beneficios de la paralelizacio´n a medida que aumenta
el grado de los modelos gravitacionales y el orden de las derivadas. Sin embargo,
cuando el nu´mero de hilos aumenta, E(p) disminuye. Esto se debe al gran nu´mero de
variables compartidas necesarias en la paralelizacio´n, las cuales generan esta pe´rdida
de eficiencia.
2.3. Otras fuerzas
2.3.1. Fuerzas conservativas
Fuerza radial
Una fuerza de tipo radial puede describirse por medio de la expresio´n αx/r, con
r = ‖x‖, y un para´metro α ∈ R que, al igual que en las fuerzas tangencial y normal,
puede ser constante o funcio´n de t. Una fuerza de este tipo es una fuerza conservativa
cuyo potencial sera´
VR(r) = VR(r) = α r, (2.33)
donde hemos resaltado el hecho de que dicha fuerza, que depende u´nicamente de
la distancia r, puede ser calculada indistintamente en el sistema espacial y en el
planetoce´ntrico.
Para calcular este potencial, y sus derivadas, aplicaremos un algoritmo similar al
del ca´lculo del potencial kepleriano, visto en apartados anteriores. El esquema para
la fuerza radial es el que se muestra en el algoritmo 7.
Para calcular Do(VR) usaremos el mismo algoritmo sustituyendo (x, y, z) por
(u, v, w). Si el para´metro α depende de t sera´ necesario an˜adir una llamada a una
funcio´n que calcule el valor del para´metro para un determinado instante.
Perturbacio´n de un tercer cuerpo
El efecto de un tercer cuerpo sobre la o´rbita de un sate´lite viene expresado, en
un sistema espacial, por medio de la funcio´n potencial
V3b = −µP
(
1
||xP − x|| −
x · xP
||xP ||3
)
, (2.34)
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Algoritmo 7: Ca´lculo de Do(VR), en funcio´n de las coordenadas (x, y, z).
Data: α, x, y, z.
Result: Do(VR), e.f.c. (x, y, z)
Do(x) ← (x, 0, 0, 1, 0, . . . , 0)
Do(y) ← (y, 0, 1, 0, 0, . . . , 0)
Do(z) ← (z, 1, 0, 0, 0, . . . , 0)
s1 ← Do(x x)
s2 ← Do(y y)
s3 ← Do(z z)
s4 ← Do(s1 + s2 + s3)
Do(r) ← Do(s1/24 )
Do(VR) ← Do(α (1/r))
donde µP = GmP , siendo mP y xP la masa y posicio´n del tercer cuerpo P .
Si observamos dicha expresio´n podemos concluir que el primer sumando depende
de la distancia entre el sate´lite y el tercer cuerpo, mientras que el segundo es el
cociente entre el coseno del a´ngulo entre la direccio´n del sate´lite y el tercer cuerpo
y la distancia del tercer cuerpo al principal. Teniendo esto en cuenta, podemos
concluir que el potencial puede ser calculado indistintamente en el sistema espacial
y planetoce´ntrico y se obtendra´ el mismo valor V3b = V3b.
Para el ca´lculo del potencial y sus derivadas usaremos el algoritmo 8, donde hemos
llamado (p1, p2, p3) a las componentes del vector xP , mientras que pn representa el
valor 1/||xP ||.
En el caso general las componentes de xP y su norma son funciones de t, por lo
que para usar el algoritmo 8 debe calcularse previamente el valor de p1, p2, p3 y pn
para un instante dado con una funcio´n externa al algoritmo.
Un caso particular muy u´til e interesante se presenta en aquellos casos en los que
se investiga la o´rbita de un sate´lite artificial en torno a la luna de un planeta cuando
la rotacio´n y el movimiento orbital de la luna respecto al planeta este´n sincronizados.
Esto ocurre en la mayor parte de las lunas de planetas del Sistema Solar, incluida
la Luna terrestre que, como es bien sabido, presenta siempre la misma cara a la
Tierra debido a que el periodo orbital de la Luna respecto a la Tierra y su periodo
de rotacio´n son iguales.
Simplificaremos el problema suponiendo, en lo que sigue, que la luna orbita en
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Algoritmo 8: Ca´lculo de Do(V3b), en funcio´n de las coordenadas (x, y, z).
Data: µk, p1, p2, p3, pn, x, y, z.
Result: Do(V3b), e.f.c. (x, y, z)
Do(x) ← (x, 0, 0, 1, 0, . . . , 0)
Do(y) ← (y, 0, 1, 0, 0, . . . , 0)
Do(z) ← (z, 1, 0, 0, 0, . . . , 0)
s1 ← Do(x p1)
s2 ← Do(y p2)
s3 ← Do(z p3)
s4 ← Do(s1 + s2 + s3)
s5 ← Do(s4 pn)
s6 ← Do(p1 − x)
s7 ← Do(p2 − y)
s8 ← Do(p3 − z)
s9 ← Do(s6 s6)
s10 ← Do(s7 s7)
s11 ← Do(s8 s8)
s12 ← Do(s9 + s10 + s11)
s13 ← Do(s−1/212 )
s14 ← Do(s5 − s13)
Do(V3b) ← Do(µk s14)
torno al planeta en una o´rbita circular, de radio d, y ecuatorial y elegimos el
meridiano cero de la luna suponiendo que el planeta ocupa la posicio´n xP = −d p3.
Si el vector de posicio´n del sate´lite viene dado por la expresio´n x = x1 p1 + x2 p2 +
x3 p3, entonces la perturbacio´n producida por el planeta sobre el sate´lite en o´rbita
lunar podra´ expresarse (en el sistema planetoce´ntrico) como
V = µ
[
z
d2
− 1√
x2 + y2 + (z − d)2
]
, (2.35)
siendo µ = Gm, con m la masa del planeta.
En los cap´ıtulos siguientes presentaremos ejemplos donde se aplica esta expresio´n
para el caso de o´rbitas lunares perturbadas por la Tierra para las que denotaremos
por V⊕ al potencial perturbador.
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2.3.2. Fuerzas no conservativas
Las fuerzas que se presentan a continuacio´n son fuerzas no conservativas que
dependen no solo de la posicio´n, sino tambie´n de la velocidad, esto es, dependen de
seis variables (x,X) o (u,U).
En el caso del potencial gravitacional hemos construido un esquema de ca´lculo
que permite calcular las derivadas del potencial hasta cualquier orden, en este caso,
puesto que las necesidades de ca´lculo se extienden u´nicamente a problemas de tipo
orbital, nos limitaremos al ca´lculo de derivadas hasta orden uno, puesto que para la
propagacio´n necesitamos u´nicamente la expresio´n de la fuerza, sin derivar, mientras
que para las ecuaciones variacionales son necesarias las derivadas de orden uno de
la fuerza.
Para ello calcularemos el vector Do(F) de derivadas de una funcio´n F , tanto
respecto a la posicio´n como a la velocidad, esto es
Do(F) = {F0,F1,F2, . . . ,F6},
siendo
F i = ∂
O(i)F
∂xi1 ∂yi2 ∂zi3 ∂X i4 ∂Y i5 ∂Zi6
, o F i = ∂
O(i)F
∂ui1 ∂vi2 ∂wi3 ∂U i4∂V i5 ∂W i6
,
donde los ı´ndices i representan los elementos del conjunto ordenado I(o) = {i =
(i1, i2, i3, i4, i5, i6) | O(i) ≤ o, 0 ≤ ij ≤ o}. En este caso no podemos seguir el esquema
de ı´ndices dado en la tabla 2.1, sino que tendremos que usar el mostrado en la tabla
2.8.
Tabla 2.8: I´ndices de las derivadas parciales (hasta orden uno) y sus valores asociados para una
funcio´n de seis variables.
(i1, i2, . . . , i6) i i
∗ {( i
v
)|v ≤ i} {v|v ≤ i}
(1,0,0,0,0,0) 1 0 {1, 1} {0, 1}
(0,1,0,0,0,0) 2 0 {1, 1} {0, 2}
(0,0,1,0,0,0) 3 0 {1, 1} {0, 3}
(0,0,0,1,0,0) 4 0 {1, 1} {0, 4}
(0,0,0,0,1,0) 5 0 {1, 1} {0, 5}
(0,0,0,0,0,1) 6 0 {1, 1} {0, 6}
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Fuerza tangencial
Una fuerza tangencial lleva la direccio´n del vector velocidad. Como se ha visto en
el cap´ıtulo anterior existen dos vectores velocidad diferentes: velocidad absoluta X
o velocidad relativa U , que representan, respectivamente, la velocidad medida en el
sistema espacial o en el sistema planetoce´ntrico. De esta forma podremos hablar de
la fuerza tangencial medida en el sistema espacial
F TE = (F
1
TE, F
2
TE, F
3
TE) =
αX
vE
, vE = ||X||, α ∈ R, (2.36)
y la fuerza tangencial medida en el sistema planetoce´ntrico,
FTP = (F1TP ,F2TP ,F3TP ) =
αU
vP
, vP = ||U ||, α ∈ R. (2.37)
Algoritmo 9: Ca´lculo de Do(F TE), en funcio´n del vector velocidad X.
Data: α,X, Y, Z.
Result: Do(F 1TE),Do(F 2TE),Do(F 3TE), e.f.c. (X, Y, Z)
Do(X) ← (X, 0, 0, 0, 1, 0, 0)
Do(Y ) ← (Y, 0, 0, 0, 0, 1, 0)
Do(Z) ← (Z, 0, 0, 0, 0, 0, 1)
s0 ← Do(X X)
s1 ← Do(Y Y )
s2 ← Do(Z Z)
s3 ← Do(s0 + s1 + s2)
Do(1/v) ← Do(s−1/23 )
s4 ← Do(α (1/v))
Do(F 1TE) ← Do(s4X)
Do(F 2TE) ← Do(s4Y )
Do(F 3TE) ← Do(s4Z)
Esta fuerza no es conservativa por lo que debemos calcular por separado sus tres
componentes. El algoritmo 9 muestra como calcular la fuerza F TE, y sus derivadas
hasta cualquier orden por medio de la diferenciacio´n automa´tica. Para calcular la
fuerza FTP puede usarse el mismo algoritmo 9 sustituyendo el vector X por el
vector U .
56 Diferenciacio´n automa´tica y ca´lculo de perturbaciones
Fuerza normal
Una fuerza normal es aquella proporcional a la direccio´n del vector normal x×X,
esto es
FN = α
x×X
||x×X|| , α ∈ R. (2.38)
El vector direccio´n normal representa un u´nico vector, por lo que la relacio´n
entre la fuerza normal, calculada en el sistema espacial y la calculada en el sistema
planetoce´ntrico siguen la misma regla que cualquier otro vector, esto es
FN(x,X) = REP ·FN(u,U). (2.39)
Para calcular la fuerza FN , que al igual que la fuerza tangencial no es conserva-
tiva, utilizaremos el algoritmo 10, que nos da las componentes de la fuerza y todas
sus derivadas, hasta el orden deseado. El ca´lculo de FN sera´ ide´ntico sustituyendo
x,X por u,U .
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Algoritmo 10: Ca´lculo de Do(FN), en funcio´n de los vectores de posicio´n y
velocidad x,X.
Data: α, x, y, z,X, Y, Z.
Result: Do(F 1N),Do(F 2N),Do(F 3N), e.f.c. (x, y, z,X, Y, Z)
Do(x) ← (x, 1, 0, 0, 0, 0, 0)
Do(y) ← (y, 0, 1, 0, 0, 0, 0)
Do(z) ← (z, 0, 0, 1, 0, 0, 0)
Do(X) ← (X, 0, 0, 0, 1, 0, 0)
Do(Y ) ← (Y, 0, 0, 0, 0, 1, 0)
Do(Z) ← (Z, 0, 0, 0, 0, 0, 1)
s0 ← Do(xY )
s1 ← Do(X y)
s2 ← Do(xZ)
s3 ← Do(z X)
s4 ← Do(y Z)
s5 ← Do(z Y )
s6 ← Do(s4 − s5)
s7 ← Do(s3 − s2)
s8 ← Do(s0 − s1)
s9 ← Do(s6 s6)
s10 ← Do(s7 s7)
s11 ← Do(s8 s8)
s12 ← Do(s9 + s10 + s11)
s13 ← Do(s−1/212 )
s14 ← Do(α s13)
Do(F 1N) ← Do(s14s6)
Do(F 2N) ← Do(s14s7)
Do(F 3N) ← Do(s14s8)

Cap´ıtulo 3
Arcos orbitales y problema de
Lambert
3.1. Arcos keplerianos. Problema cla´sico de Lam-
bert
3.1.1. O´rbitas keplerianas que pasan por dos puntos
Llamaremos arco kepleriano al segmento de curva x(t), comprendido entre dos
instantes de tiempo t ∈ [t0, t0 +T ]1, donde x(t) representa la trayectoria de la o´rbita
solucio´n del sistema kepleriano (1.3).
De acuerdo con lo visto en el cap´ıtulo primero de esta memoria, el problema
de la determinacio´n de un arco kepleriano consiste en la integracio´n, nume´rica o
anal´ıtica, del problema de valores iniciales (posicio´n y velocidad) de la ecuacio´n
diferencial ordinaria dada por (1.3).
Si atendemos a la definicio´n de arco kepleriano podemos formular un nuevo pro-
blema, distinto del problema de valor inicial anterior, y en el que no conozcamos
la posicio´n y velocidad sino, u´nicamente, las dos posiciones que representan los
extremos del arco. Este problema de contorno puede reformularse a trave´s de la si-
guiente pregunta: ¿ Cua´ntos, y cua´les son, los arcos keplerianos que unen dos puntos
1De aqu´ı en adelante tomaremos como origen de tiempos t0 = 0, esto es, el instante del primer
punto del arco.
60 Arcos orbitales y problema de Lambert
x1, x2 ∈ R3?
Este problema es muy u´til desde el punto de vista astrono´mico, pues permite
desarrollar me´todos de determinacio´n de o´rbitas en el Sistema Solar para cuerpos
menores como asteroides, cometas, etc. En la actualidad, debido a la necesidad
de disen˜o y planificacio´n de misiones espaciales se ha extendido a otro ma´s amplio
como es el problema de las transferencias orbitales que agrupa problemas como el de
llevar una nave de un punto a otro del espacio, los encuentros orbitales entre naves
o rendevouz, optimizacio´n de trayectorias, etc. El problema de las transferencias
orbitales consiste en conectar dos puntos pero sin fijar el tiempo de tra´nsito.
3.1.2. Transferencias orbitales
El problema de las transferencias orbitales tiene dos partes:
Bu´squeda de todas las o´rbitas keplerianas que conectan dos puntos en el es-
pacio por medio de un arco kepleriano.
Eleccio´n, entre todas las o´rbitas obtenidas en el punto anterior, de aquellas
a las que podemos acceder por medio de una maniobra orbital (o cambio de
velocidad por aplicacio´n de un impulso o ∆v) de coste mı´nimo.
El segundo problema, que no sera´ considerado aqu´ı, se traduce en un problema
de optimizacio´n cuando formulamos la expresio´n matema´tica que traduce el coste
de la maniobra a una funcio´n objetivo a minimizar.
Para buscar las o´rbitas keplerianas que conectan dos posiciones x1 yx2, conside-
raremos que e´stas representan los puntos P1 yP2, de manera que se tiene la relacio´n
x1 = OP1, yx2 = OP2, siendo O el cuerpo central.
Los puntos O,P1 yP2 forman un plano, por lo que cualquier o´rbita kepleriana de
transferencia, que pase de P1 a P2, debe estar contenida en ese mismo plano. Como
puede verse en la figura 3.1, el recorrido para ir de P1 a P2 puede realizarse, bien
recorriendo el trayecto ma´s corto (a´ngulo agudo θ1 = cos
−1(x1 · x2/‖x1‖‖x2‖) ∈
[0, pi], trayecto en negrita en la figura) o bien el ma´s largo, θ2 = (2pi − θ1) ∈ [pi, 2pi]
(trayecto de trazo discontinuo). En el primer caso el vector n que representa la
norma del momento angular y la direccio´n del plano sera´ n1 = (x1×x2)/‖x1×x2‖,
mientras que en el segundo caso se tendra´ n = n2 = (x2 × x1)/‖x1 × x2‖.
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Figura 3.1: Izquierda: o´rbitas de transferencia directa y retro´grada. Derecha: tria´ngulo de trans-
ferencia.
Fijados los dos vectores, x1 yx2, el a´ngulo de transferencia θ puede elegirse como
el a´ngulo agudo θ1 o el a´ngulo obtuso θ2, lo que equivale a definir el vector ortogonal
al plano orbital, n, como n1 o n2. En este caso, la o´rbita sera´ directa o retro´grada
segu´n que n · e3 < 0 o n · e3 > 0. As´ı pues, tendremos que estudiar por separado
todo el conjunto de o´rbitas directas y el conjunto de o´rbitas retro´gradas. En lo que
sigue supondremos elegido θ, bien en funcio´n del a´ngulo o bien en funcio´n del tipo
de o´rbita.
La velocidad de un punto en una o´rbita kepleriana puede expresarse en el sistema
de referencia orbital como X = Ru + T v, donde R = r˙, T = r f˙ ,u = x/r,
v = n× u, siendo T > 0.
En Abad (2012) se demuestra que aunque no se conoce el valor de la velocidad
en los puntos P1 yP2, las componentes (R1, T1), de la velocidad del orbitador en P1
para que llegue a P2, en o´rbita kepleriana, deben verificar la siguiente relacio´n
Φ(R1, T1) = a1 T
2
1 + b1R1 T1 + c1 = 0, (3.1)
donde
a1 =
r1 − r2 cos θ
r2
, b1 = sen θ, c1 = −µ(1− cos θ)
r1
, (3.2)
que representa la ecuacio´n de una de las dos ramas (la de T1 > 0) de la hipe´rbola
que se muestra en la figura 3.2. En particular, en esta figura, se muestran dos de
estas hipe´rbolas, una para un valor de c1 positivo y otra para un valor negativo.
Por otro lado, si llamamos v1 = ‖X1‖ a la norma de la velocidad en P1 se
tendra´ que v21 = R
2
1 + T
2
1 , lo que equivale a la ecuacio´n de una semicircunferencia
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T1
R1
Figura 3.2: Velocidad en P1 para llegar a P2.
de radio v1. Si esta semicircunferencia tiene algu´n punto en comu´n con la hodo´grafa
los puntos de interseccio´n sen˜alan las velocidades en P1 que permiten que la o´rbita
pase por P2.
De acuerdo con la gra´fica anterior existira´ un valor mı´nimo de la velocidad por
debajo del cual no hay interseccio´n entre la hodo´grafa y la semicircunferencia, lo que
representa que no es posible, con esa velocidad, conectar P1 con P2 con una o´rbita
kepleriana.
Para la velocidad mı´nima existira´ una u´nica o´rbita kepleriana de transferencia.
El valor de esta velocidad mı´nima vendra´ dado por
v2m =
2c1(a1 +
√
a21 + b
2
1)
b21
= 2µ
(
1
r1
− 1
∆
)
,
donde, ∆ = (r1 + r2 + c)/2 representa el semiper´ımetro del tria´ngulo formado por
OP1P2 (parte derecha de la figura 3.1).
Teniendo en cuenta la relacio´n entre la velocidad en un punto y la energ´ıa de
la o´rbita h = v2/2 − µ/r, y aplica´ndola al punto P1 con la velocidad mı´nima,
obtendremos la energ´ıa de la o´rbita de velocidad mı´nima
h = − µ
∆
, (3.3)
que representa, por tanto, la o´rbita de mı´nima energ´ıa entre P1 y P2. Esta energ´ıa
es negativa, por lo que la o´rbita correspondiente sera´ el´ıptica, y de semieje igual a
a = ∆/2.
Por encima de esa velocidad mı´nima existira´n, para cada valor de v1, o lo que
es igual para cada valor de la energ´ıa h > hm, dos puntos de la hodo´grafa, lo que
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representa dos o´rbitas keplerianas de transferencia que vendra´n definidas por un
vector velocidad X1 cuyas componentes, en el sistema orbital, deben cumplir las
relaciones
1
2
(R21 + T
2
1 )−
µ
r1
− h = 0, a1 T 21 + b1R1 T1 + c1 = 0. (3.4)
La expresio´n expl´ıcita de las dos soluciones del sistema anterior, expresadas por
medio de las funciones universales de Stumpff pueden verse en Abad (2012). Una vez
que tenemos el algoritmo que calcula las o´rbitas en funcio´n de la energ´ıa podemos
establecer fa´cilmente la relacio´n que nos da el tiempo T de la transferencia, o tiempo
que tarda el orbitador en ir de P1 a P2 a trave´s de una expresio´n de la forma
T = T (h), (3.5)
que muestra la relacio´n de este tiempo con la energ´ıa de la o´rbita.
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Figura 3.3: Izquierda: conjunto de todas las o´rbitas de transferencia que unen dos puntos. Derecha:
relacio´n entre el tiempo de la transferencia y la energ´ıa.
La parte izquierda de la figura 3.3 nos muestra el conjunto de todas las o´rbitas de
transferencia que unen dos puntos (en la gra´fica los puntos donde coinciden todas
las co´nicas) para las distintas energ´ıas h > hm. La parte derecha de la misma figura
muestra la relacio´n h = h(T ) inversa de la ecuacio´n (3.5), que nos da la energ´ıa
de la o´rbita en funcio´n del tiempo de tra´nsito. Supondremos que para este caso
hemos elegido un a´ngulo de transferencia θ = θ1, esto es, el a´ngulo agudo entre los
dos vectores de posicio´n x1 yx2. Para el otro a´ngulo de transferencia deber´ıamos
efectuar un estudio similar.
Como sabemos no hay o´rbitas de transferencia para valores de h < hm, lo que se
traduce en que la curva h(T ) de la derecha presenta un mı´nimo para tm = T (hm)
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que representa el tiempo de tra´nsito de la o´rbita de mı´nima energ´ıa. Esta o´rbita es
la o´rbita Em de la izquierda de la figura.
Para un valor de la energ´ıa hm < h < 0, nos encontraremos dos o´rbitas el´ıpticas
(energ´ıa negativa) que en la figura 3.3 aparecen como E1 y E2. Los tiempos de
transferencia de estas o´rbitas son respectivamente t1 y t2, donde t1 < t2, ya que,
como puede verse, el arco kepleriano correspondiente es mucho ma´s largo en el caso
de la o´rbita E2, de hecho el tiempo t2 tiende asinto´ticamente a infinito cuando h
tiende a cero.
Para cada energ´ıa h ≥ 0 nos encontramos dos o´rbitas abiertas (hiperbo´licas para
h > 0 y parabo´licas para h = 0). En la figura se aprecian por ejemplo H1 y H2.
En este caso encontramos que el tiempo de tra´nsito correspondiente a H1 tiene
un valor positivo menor que tp = T (0) (tiempo de la o´rbita parabo´lica de energ´ıa
nula), mientras que el tiempo de tra´nsito correspondiente a H2 sale negativo. Este
valor negativo del tiempo corresponde a o´rbitas hiperbo´licas que para el a´ngulo
de transferencia especificado deben recorrerse por su lado abierto, lo cual las hace
imposibles y por tanto nos dan un valor absurdo del tiempo en la ecuacio´n (3.5).
Estas o´rbitas deben ser desechadas lo que indica que para valores de la energ´ıa
positivos existe una u´nica o´rbita de transferencia con un tiempo de tra´nsito muy
pequen˜o (tiende asinto´ticamente a cero cuando la energ´ıa tiende a infinito).
La parte derecha de la figura 3.3 sirve tambie´n como comprobacio´n de un resul-
tado cla´sico que nos dice que de si fijamos el tiempo de tra´nsito entre dos puntos
existe una u´nica2 o´rbita de transferencia (o un u´nico arco kepleriano) que los une.
Efectivamente dado un tiempo T > 0 a e´ste le corresponde una u´nica energ´ıa h. A
pesar de que en el caso de energ´ıas negativas a h = hE le corresponden dos valo-
res distintos del tiempo de transito, de los cuales elegiremos la o´rbita para la que
coincide e´ste tiempo con T .
3.1.3. Problema y teorema de Lambert
Al problema de la determinacio´n de la u´nica o´rbita de transferencia que une dos
puntos en el espacio, con un arco kepleriano, en un tiempo T dado, le llamaremos
problema de Lambert.
El problema de Lambert tiene su origen en los estudios realizados por Euler, en
2En realidad es una por cada uno de los dos a´ngulos de transferencia θ1 y θ2.
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1743, sobre el movimiento de los cometas en o´rbita parabo´lica para los que demues-
tra que el tiempo de tra´nsito entre dos posiciones, x1 yx2, depende de la suma de
las distancias r1 + r2 y de la distancia c entre los dos puntos P1 yP2. Posteriormente
Lambert retoma el problema de las o´rbitas de los cometas y, usando me´todos distin-
tos de los de Euler, extiende sus resultados a o´rbitas de cualquier tipo. Los trabajos
desarrollados por Lambert son la base de las te´cnicas de determinacio´n de o´rbitas
en el Sistema Solar para cuerpos menores como asteroides, cometas, etc.
Todas las te´cnicas de resolucio´n del problema de Lambert, tanto antiguas como
modernas, esta´n basadas en un resultado fundamental conocido como teorema de
Lambert y que puede expresarse en la forma siguiente: el tiempo T de tra´nsito en
un arco kepleriano depende u´nicamente de el semieje mayor de la o´rbita, de la suma
de los puntos extremos del arco al cuerpo central y de la longitud de la cuerda que
une estos puntos
√
µ T = Φ(a, r1 + r2, c). (3.6)
Este importante resultado nos indica que el tiempo de tra´nsito depende u´nica-
mente de los elementos del tria´ngulo OP1P2 de la derecha de la figura 3.1 y no
depende para nada de la excentricidad de la o´rbita.
Existe una extensa bibliograf´ıa sobre el problema de Lambert surgidas por la
utilidad de su solucio´n en problemas muy diversos de la Meca´nica Celeste y As-
trodina´mica. Las diferencias entre los distintos me´todos radican en las distintas
estrategias nume´ricas empleadas para encontrar de manera iterativa las inco´gnitas
del problema que son necesarias al no existir una solucio´n anal´ıtica al problema.
La ma´s importante aportacio´n histo´rica al problema de Lambert fue desarrollada
por Gauss cuando trato´ de encontrar la o´rbita del asteroide Ceres despue´s de que
este fuera perdido tras su descubrimiento por Giussepe Piazzi en 1801. En Gauss
(1809) se desarrolla un me´todo basado en la relacio´n a´rea tria´ngulo/a´rea sector
para la resolucio´n del problema de Lambert que, aunque es va´lido u´nicamente para
o´rbitas el´ıpticas, ha sido uno de los me´todos ma´s fruct´ıferos en el problema de la
determinacio´n de o´rbitas.
Desde entonces se han desarrollado un gran nu´mero de me´todos para la resolucio´n
de este problema que han hecho uso de muy diversas te´cnicas como propiedades
geome´tricas de las co´nicas, variables universales, el vector de excentricidad, etc.
Entre los trabajos ma´s relevantes podemos encontrar los realizados por Lancaster
and Blanchard (1969); Battin (1977); Prussing (1979); Gooding (1990); Prussing and
Conway (1993); Battin (1999) y entre los ma´s recientes los de Izzo (2005); Avanzini
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(2008), los cuales se han adaptado a los me´todos de ca´lculo actuales logrando as´ı la
eficiencia computacional, demandada en muchas misiones espaciales. En lo que sigue
mostraremos, a modo de ejemplo, el me´todo de Battin, que es uno de los ma´s usados
en la actualidad.
3.1.4. Me´todo de Battin para la resolucio´n del problema de
Lambert
El me´todo desarrollado por Battin (1999) es una variacio´n del me´todo de Gauss
que extiende su aplicacio´n a todo tipo de o´rbitas, adema´s de incluir el caso en que los
puntos sean colineales y mejorar la convergencia para a´ngulos de transferencia muy
pequen˜os. Este me´todo ha sido ampliamente utilizado por la comunidad cient´ıfica
y esta´ basado en ciertas transformaciones trigonome´tricas y algunas funciones hi-
pergeome´tricas3, que permiten llegar a obtener una ecuacio´n cu´bica, cuya ra´ız real
es la solucio´n buscada. El me´todo de Battin reformula el problema conservando la
estructura hecha por Gauss, que destaca por su simplicidad y forma compacta.
Partiremos del conjunto de expresiones
√
µ T = 2a3/2(ψ − sinψ cosφ),
r1 + r2 = 2a(1− cosψ cosφ),
c = 2a sinψ sinφ,
λs = a(cosψ − cosφ),
(3.7)
donde, ψ = 1
2
(ET − E0) y cosφ = e cos[12(E0 + ET )], siendo E0 y ET las anomal´ıas
exce´ntricas asociadas con los vectores posicio´n x0 yxT . La demostracio´n de estas
expresiones puede verse en Battin (1999).
Para el desarrollo del me´todo, Battin introduce la variable λ dada a partir de la
expresio´n
λ∆ =
√
r1r2 cos(θ/2), (3.8)
donde, de acuerdo con el tria´ngulo de la parte derecha de la figura 3.1, se tiene que
∆ = (r1 + r2 + c)/2, es el semiper´ımetro del tria´ngulo de transferencia OP1P2, θ el
a´ngulo de transferencia y c =
√
r21 + r
2
2 − 2r1r2 cos(θ) la distancia entre los puntos
P1 yP2.
3La notacio´n F (α, β; γ;x) es adoptada para representar series geome´tricas 1 + αβxγ1! +
α(α+1)β(β+1)x2
γ(γ+1)2! + · · ·, cuyo radio de convergencia es absolutamente convergente para |x| < 1. El
te´rmino “funcio´n hipergeome´trica”fue introducido por John Wallis en 1655.
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De acuerdo con el teorema de Lambert, la expresio´n (3.6) contiene la informacio´n
necesaria para construir la solucio´n al problema de Lambert. Gran parte de los
me´todos cla´sicos de resolucio´n del problema de Lambert se basan en una adecuada
formulacio´n de la funcio´n Φ de dicha ecuacio´n. As´ı, por ejemplo, Lagrange la expresa
en la forma √
µ T = a3/2[(α− sinα)− (β − sin β)], (3.9)
donde introduce los para´metros α = (φ + ψ) y β = (φ − ψ). En Prussing (1979)
encontramos un estudio geome´trico detallado de α y β. Por otro lado Gauss logra
eliminar el te´rmino cosφ de las expresiones dadas en (3.7) y reducir e´stas a la
ecuacio´n siguiente:
√
µ T = a3/2(2ψ − sin 2ψ) + 2λ∆ a1/2 sinψ. (3.10)
Los detalles del ca´lculo de esta expresio´n se describen en su cla´sica memoria de
funciones hipergeome´tricas y sus expansiones en fracciones continuas, publicadas
tres an˜os despue´s de la Theoria Motus.
Al ser introducidos los para´metros constantes l ym, que dependen exclusivamente
de la geometr´ıa del tria´ngulo de transferencia, el intervalo de tiempo T y la constante
de gravitacio´n µ, a trave´s de las expresiones
l =
(1− λ)2
4λ
, m =
µT 2
(2λs)3
, (3.11)
y una nueva variable, y. Gauss transforma la ecuacio´n del tiempo dada en (3.10) en
las dos ecuaciones siguientes:
y2 =
m
l + sin2(ψ/2)
, (3.12)
y3 − y2 = m
(
2ψ − sin 2ψ
sin3 ψ
)
. (3.13)
Gauss introduce, posteriormente otra expresio´n para el para´metro l, dado por:
l =
sin2(θ/2) + tan2(2w)
cos(θ/2)
, con tan2(2w) =
r1
√
r2
r1
+ r2
(√
r2
r1
− 2
)
4r2
, (3.14)
el cual mejora los resultados cuando el a´ngulo de transferencia es muy pequen˜o.
Para buscar la solucio´n a las ecuaciones (3.12) y (3.13), basta con evaluar de forma
simulta´nea las variables y y ψ. Para ello, el te´rmino de la derecha de la ecuacio´n
cu´bica en (3.13), es expresado (Gauss, 1809), como
2ψ − sin 2ψ
sin3 ψ
=
4
3
F (3, 1; 5/2;x), (3.15)
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siendo F , una funcio´n hipergeome´trica con la variable x = sin2(ψ/2). As´ı, las ecua-
ciones (3.12) y (3.13) son reformuladas como sigue:
x =
m
y2
− l, y3 − y2 − hy = h
9
, (3.16)
donde h = m/(5/6 + l + ξ), y ξ una funcio´n de la variable x determinada a partir
de la siguiente fraccio´n continua :
ξ(x) =
2x2
35
1 +
2x
35
−
40x
63
1−
4x
99
1− · · ·
. (3.17)
Esto permite, posteriormente, el ca´lculo de x de manera sistema´tica hasta que
deje de cambiar dentro de los l´ımites de una cierta tolerancia establecida. De aqu´ı,
la ecuacio´n cu´bica admite exactamente una ra´ız real que puede ser determinada por
un proceso iterativo de sustituciones sucesivas.
Las ecuaciones dadas por Gauss pueden generalizarse a cualquier otro tipo de
movimiento no el´ıptico si se extiende la definicio´n de la variable x en la forma
x =

sin2
[
1
4
(E0 − ET )
]
, elipse,
0, para´bola,
sinh2
[
1
4
(H0 −HT )
]
, hipe´rbola,
(3.18)
siendo, H0 y HT anomal´ıas hiperbo´licas.
Battin et al. (1978) parten del me´todo desarrollado por el propio Gauss con el
objetivo de eliminar la singularidad del me´todo (cuando θ = pi) y acelerar su conver-
gencia. Para ello, combinan las formulaciones de Lagrange y la de Gauss, y alteran la
geometr´ıa del problema manteniendo fijos los puntos P1, P2 y el tiempo T de tra´nsi-
to, pero moviendo el foco de atraccio´n hacia un punto en la recta perpendicular a
la l´ınea que une los dos puntos. El me´todo de resolucio´n se construye a partir de las
expresiones del movimiento kepleriano del problema transformado y su relacio´n con
las expresiones del problema original.
La figura 3.4 muestra la geometr´ıa de la o´rbita transformada. En ella pueden
observarse las siguientes propiedades: el semieje mayor es perpendicular a P1P2;
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el tiempo de transferencia desde el pericentro xop hasta el punto P2 es la mitad
del intervalo de tiempo T ; la distancia del nuevo foco O′ hasta P2 es (r1 + r2)/2;
y, finalmente, la anomal´ıa verdadera f queda definida en te´rminos θ, a trave´s del
cos f = (2λ∆)/(r1 + r2).
O
′
f
ro rop xop
c
2
P2
P1
(r1
+
r2
)
2
Figura 3.4: Geometr´ıa de la o´rbita kepleriana transformada.
Con esto, la ecuacio´n del tiempo de transferencia se puede expresar a partir de
la ecuacio´n de Kepler aplicada al problema transformado, tal que
1
2
√
µ
a3
T = E − eo sin(E), (3.19)
siendo, E la anomal´ıa exce´ntrica del punto P2 en la o´rbita transformada y, eo su
excentricidad.
De acuerdo con la figura 3.4, el punto medio del arco kepleriano que conecta a los
puntos P1 y P2 esta´ indicado por xop, de norma rop = ‖xop‖ y relacionado con ro, a
trave´s de las propiedades geome´tricas del tria´ngulo O
′
P1P2, (Battin and Vaughan,
1984), de forma que
rop =
1
4
(
r1 + r2 + 2
√
r1r2 cos
(
θ
2
))
, (3.20)
por lo que, la ecuacio´n (3.19) se puede expresar como
1
2
√
µ
a3
T = E − sinE + (1− eo) sinE, (3.21)
donde, E = (1/2)(ET − E0) = ψ = (1/2)(α− β).
Al ser considerada, por un lado, la relacio´n de la anomal´ıa verdadera y la exce´ntri-
ca segu´n la ecuacio´n (1.6), y por otro que (1 − eo) = (rop/a) sec2(E/2), e introdu-
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ciendo la variable x, conjuntamente con los para´metros l y m, en la forma
x = tan2
(
E
2
)
, l = tan2
(
f
2
)
, m =
µ T 2
(2rop)3
, (3.22)
se llega al factor
2rop
a
=
4x
(1 + x)(l + x)
. Si sustituimos e´ste y efectuamos una reor-
denacio´n de la expresio´n (3.20), e´sta se transforma en las dos ecuaciones siguientes:
y2 =
m
(l + x)(1 + x)
, (3.23)
y3 − y2 = m
(
2E − sin(E)
4 tan3(E/2)
)
, (3.24)
similares a las desarrolladas por Gauss.
Battin and Vaughan (1984) reformulan el para´metro l como,
l =
sin2(θ/2) + tan2(2w)
sin2(θ/4) + tan2(2w) + cos(θ/2)
, (3.25)
lo que permite remover la singularidad en θ = pi, y mejorar los resultados cuando
este a´ngulo es pequen˜o.
Por otro lado, el te´rmino que acompan˜a al para´metro m de la ecuacio´n cu´bica es
expresado en te´rminos de una funcio´n hipergeome´trica equivalente a la dada para
el algoritmo de Gauss, tal que
2E − sinE
4 tan3(E/2)
=
1
2 tan2(E/2)
[
E/2
tan(E/2)
− 1
1 + tan2(E/2)
]
, (3.26)
se convierte en
2E − sinE
4 tan3(E/2)
= − d
dx
F (1/2, 1; 3/2;−x) = 2x+ ξ
(1 + x)[4x+ ξ(3 + x)]
, (3.27)
al ser introducida la variable x definida en la expresio´n (3.22).
Con esto, las ecuaciones (3.23) y (3.24) son funciones exclusivamente de x e y,
justamente como el algoritmo de Gauss, y pueden ser aplicadas para cualquier co´nica
extendiendo la definicio´n de x en la forma
x =

tan2
[
1
4
(E0 − ET )
]
, elipse,
0, para´bola,
− tanh2
[
1
4
(H0 −HT )
]
, hipe´rbola.
(3.28)
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El valor de x as´ı definido tiene un rango entre -1 y +∞.
En un proceso iterativo de sustituciones sucesivas se obtiene la solucio´n para x e
y. Para ello, como valor de inicio es suficiente con tomar x = l para el caso el´ıptico
y x = 0, para cualquier otro.
Para mejorar la convergencia del me´todo puede introducirse la variable η, como
η =
x
(
√
1 + x)2
, −1 < η < 1, (3.29)
y la funcio´n ξ(x) y las variables auxiliares h1 y h2 como
ξ(x) =
8
√
1 + x+ 1
3 +
1
η + ξ(η)
, (3.30)
h1 =
(x+ l)2(1 + 3x+ ξ(x))
(1 + 2x+ l)(4x+ ξ(3 + x))
, (3.31)
h2 =
m(x− l + ξ(x))
(1 + 2x+ l)(4x+ ξ(3 + x))
, (3.32)
y de esta forma obtener unas ecuaciones ana´logas a la ecuacio´n cu´bica obtenida por
Gauss, esto es
x+
(
1 + l
2
)
=
√(
1− l
2
)2
+
(
m
y2
)
, (3.33)
y3 − y2(1 + h1) = h2. (3.34)
Finalmente, se puede obtener el valor del semieje mayor y el semiper´ımetro por
a =
ms(1 + λ)2
8xy2
, p =
4r1r2 sin
2(θ/2)
c2
po, (3.35)
con po =
c2(1 + x)2
16 a x
.
En Vallado (2001), puede encontrarse un seudoco´digo del algoritmo desarrollado
por Battin en el que incluye el ca´lculo de la velocidad a partir de los elementos
orbitales a y p.
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3.2. Arcos orbitales. Problema de Lambert gene-
ralizado
3.2.1. Problema de Lambert para un modelo orbital pertur-
bado
Podemos extender el concepto de arco kepleriano si sustituimos el modelo orbital
kepleriano, dado por las ecuaciones diferenciales (1.3), por el dado por las ecuaciones
perturbadas (1.4).
De esta forma llamaremos arco orbital al segmento de curva x(t), comprendido
entre dos instantes de tiempo t ∈ [0, T ], donde x(t) representa la trayectoria de la
o´rbita solucio´n del sistema (1.4).
El problema cla´sico de Lambert, analizado en el apartado anterior, as´ı como
cualquiera de sus me´todos de resolucio´n, buscan el arco kepleriano que conecta dos
puntos del espacio, pero para un modelo orbital perturbado este arco no es sino una
aproximacio´n del arco orbital que los une. En el siguiente apartado introduciremos
un me´todo que llamaremos me´todo de Lambert generalizado que mejora la solucio´n
cla´sica kepleriana del problema de Lambert transformando el arco kepleriano en el
arco orbital. Para ello nos basaremos en una extensio´n del me´todo de mejora de
o´rbitas perio´dicas desarrollado en Abad et al. (2011).
3.2.2. Me´todo de correccio´n de o´rbitas perio´dicas
En Abad et al. (2011) se desarrolla un algoritmo corrector de mejora de o´rbitas
perio´dicas que usa el me´todo cla´sico de Newton-Raphson con extensiones basadas
en el uso del software TIDES4 (Abad et al., 2012), que permite obtener o´rbitas
perio´dicas con cualquier precisio´n, y en el me´todo de resolucio´n de sistemas lineales
SVD (descomposicio´n en valores singulares), que permite que el sistema lineal que
debe resolverse no sea necesariamente cuadrado. En nuestro caso prescindiremos del
uso de TIDES porque no necesitamos trabajar en mu´ltiple precisio´n y porque TIDES
no puede ser adaptado a la integracio´n de alguno de los modelos de perturbaciones
que tratamos en esta memoria.
4Taylor series Integrator for Differential EquationS.
Arcos orbitales. Problema de Lambert generalizado 73
Supongamos un sistema dina´mico auto´nomo dado por el sistema de ecuaciones
diferenciales de orden uno
y˙ = f(y), y0 = y(0), y ∈ Rn, (3.36)
donde y0 representa el vector de condiciones iniciales
5. La solucio´n del sistema
vendra´ dada por el vector
y = y(t;y0), t ∈ R, y ∈ Rn, (3.37)
Una o´rbita perio´dica del sistema dado en (3.36) esta´ caracterizada por un vector
y0 de condiciones iniciales dadas y un periodo de tiempo T ∈ R, tal que se cumple
la siguiente condicio´n:
y(T ;y0)− y0 = 0. (3.38)
El problema de buscar o´rbitas perio´dicas consiste en la bu´squeda de un conjunto
de valores (T ;y0) que verifiquen la condicio´n anterior y, por tanto, se convierten
en las condiciones iniciales de la o´rbita perio´dica. En Astrodina´mica existen di-
versos me´todos que nos dan o´rbitas que aunque no sean perio´dicas se encuentran
pro´ximas a una perio´dica, de forma que en lugar de la condicio´n (3.38) se cumple
y(T ;y0)− y0 ≈ 0.
El me´todo que aqu´ı se presenta se basa en la bu´squeda de una correccio´n (∆T ,∆y0)
a la o´rbita preliminar (T ,y0), de forma que
y(T + ∆T ;y0 + ∆y0)− (y0 + ∆y0), (3.39)
sea cero, 0, o un valor aproximado a cero. Este me´todo sera´ aplicado de forma
iterativa hasta el momento en que el valor anterior sea lo suficientemente pro´ximo
a cero para considerar la o´rbita perio´dica.
Para calcular la correccio´n (∆T ,∆y0) desarrollaremos la expresio´n (3.39) en una
serie de Taylor multivariable, hasta el primer orden y la igualaremos a cero, esto es
y(T ;y0) + yt ∆T + yy0 ·∆y0 − (y0 + ∆y0) = 0. (3.40)
La matriz Φ = yy0
representa matriz de transicio´n del sistema, esto es, la matriz
de derivadas parciales de la solucio´n respecto de las condiciones iniciales y es la
solucio´n de las ecuaciones variacionales del sistema dina´mico. Esta matriz, evaluada
en (T ;y0), es la llamada matriz de monodromı´a, M = Φ(T ;y0) y juega un papel
muy importante en el estudio de las o´rbitas perio´dicas, no solo por su correccio´n
sino tambie´n para el estudio de estabilidad.
5Usaremos, sin pe´rdida de generalidad, el valor t0 = 0.
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Por otro lado, el te´rmino yt, equivale al vector columna que determina la derivada
de la solucio´n respecto al tiempo, es decir, y˙ = f(y), y corresponde a la expresio´n
de f evaluada en yT = y(T ;y), cuando t = T , esto es, f(yT ). Por lo tanto, la
ecuacio´n (3.40), queda en forma matricial como:
(
f(yT ) M− I
)( ∆T
∆y0
)
= (y0 − yT ), (3.41)
donde, I es una matriz identidad de orden n, y representa un sistema lineal de n
ecuaciones con n+ 1 inco´gnitas.
Usualmente, los me´todos de mejora de o´rbitas an˜aden al sistema de ecuaciones
anterior una nueva condicio´n
(f(y0))
T∆y0 = 0, (3.42)
que, por un lado evita posibles desplazamientos tangentes que impidan la mejora
de la o´rbita ya que siguen la direccio´n de la misma, y por otro permiten expresar el
sistema en la forma f(yT ) M− I
0 (f(y0))
T
 ∆T
∆y0
 =
 y0 − yT
0
 , (3.43)
con lo que el nu´mero de ecuaciones es igual al nu´mero de inco´gnitas, esto es un
sistema lineal de (n+ 1)× (n+ 1).
En ocasiones se desea que la o´rbita perio´dica encontrada mantenga constante un
para´metro6, o vector de para´metros, definido por la condicio´n Q(t;y) = q, por lo
que debemos an˜adir esta condicio´n a la condicio´n de periodicidad dada en (3.38).
As´ı, para mantener la restriccio´n desarrollamos hasta el primer orden e igualamos a
cero la expresio´n
Q(T + ∆T ;y0 + ∆y0)− q, (3.44)
lo que nos llevara´ a imponer la condicio´n
Qt ∆T +Qy ·∆y0 = (q −Q(T ;y0)), (3.45)
donde, Qy y Qt esta´n evaluadas en (T ,y).
Entonces, an˜adiendo las ecuaciones (3.45) al sistema (3.43), obtendremos final-
6Por ejemplo, la energ´ıa o la constante de Jacobi.
Arcos orbitales. Problema de Lambert generalizado 75
mente el sistema:
f(yT ) M− I
0 (f(y0))
T
Qt Qy

 ∆T
∆y0
 =

y − yT
0
q −Q(T ;y0)
 , (3.46)
el cual es un sistema lineal de n+ 1 + d ecuaciones con n+ 1 inco´gnitas, siendo d el
nu´mero de para´metros (dimensio´n de Q) a conservar.
El sistema lineal que verifica la correccio´n de la o´rbita perio´dica puede expresarse
como Aα = b, siendo A una matriz m×n, donde m no tiene por que´ ser igual a n.
De esta forma no podremos asegurar la existencia de una solucio´n del sistema, sin
embargo, puesto que el objetivo es corregir la o´rbita iterativamente, en varios pasos,
nos conformaremos con encontrar la solucio´n de mı´nima norma, esto es, buscaremos
el vector α que hace mı´nima la diferencia d = ‖Aα− b‖.
El me´todo de descomposicio´n en valores singulares permite factorizar una matriz
A, de dimensiones (m× n) como,
A = MΣNT , (3.47)
donde la matrizM = AAT es una matriz ortogonal (m×m),N = ATA una matriz
ortogonal (n×n), y Σ una matriz (m×n) cuyos elementos son todos iguales a cero
excepto los primeros elementos de la diagonal Σii = σi ≥ 0, con i ≤ mı´n(n,m).
Los elementos σi satisfacen una ordenacio´n tal que: σ1 ≥ σ2 ≥ · · · ≥ σn, y son
los valores singulares de la matriz A. El rango de la matriz A es igual al nu´mero
de valores singulares distintos de cero determinado por el nu´mero r ≤ mı´n(n,m).
Demostracio´n y propiedades de la ecuacio´n (3.47) la podemos encontrar en (Stoer
and Bulirsch, 1993).
Por otro lado, tenemos que el sistema matricial es equivalente a,
Aα− b = MΣNTα− b, (3.48)
que al ser multiplicado por la transpuesta deM , se transforma en el sistema Σβ−b∗,
donde β = NTα y b∗ = MTb. Como las matrices ortogonales preservan la norma
(Demmel, 1997) tenemos d = ‖Aα− b‖ = ‖Σβ − b∗‖.
Finalmente, puesto que Σ es una matriz diagonal, podemos encontrar fa´cilmente
los elementos del vector β que minimizan a d. La solucio´n vendra´ dada por las
expresiones βi = b
∗
i /σi, si σi 6= 0 y βi cualquier valor en otro caso. Por lo tanto,
la solucio´n de menor norma vendra´ dada por α = Nβ y, la distancia a la solucio´n
vendra´ dada por d = (
∑
i>r(b
∗
i )
2)1/2), (Demmel, 1997).
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3.2.3. Extensio´n del me´todo de correccio´n de o´rbitas
El me´todo descrito en la anterior subseccio´n corresponde a la mejora de o´rbitas
perio´dicas, sin embargo, puede ser extendido para modificar las condiciones a cumplir
por la o´rbita mejorada en dos sentidos diferentes:
1. Fijar alguno de los elementos de las condiciones iniciales. Por ejemplo, que el
per´ıodo T , o alguna de las componentes del vector de condiciones iniciales no
var´ıe.
2. Cambiar la condicio´n de periodicidad por otra diferente. Por ejemplo si no
queremos que una o´rbita sea perio´dica sino que su trayectoria se cruce en un
punto, basta restringir la condicio´n (3.38) a la posicio´n y no a la velocidad.
El me´todo de correccio´n busca un conjunto de para´metros {T ,y0 = (y01, y02, · · · , y0n)}
que representen el periodo y las condiciones iniciales de una o´rbita perio´dica. Con
objeto de fijar indistintamente cualquiera de estos elementos introduciremos el vec-
tor extendido y˜0 ∈ Rn+1 tal que y˜0 = (y00, y01, y02, · · · , y0n), con y00 ≡ T ∈ R.
Llamaremos J ⊆ {0, 1, . . . , n} al conjunto de ı´ndices de los elementos de y˜ que
pueden variar. Por ejemplo, si queremos que el periodo quede fijo, entonces tendre-
mos J = {1, . . . , n}. La cardinalidad7 de J sera´ nJ ≤ (n+ 1), donde el signo igual
significa que todos los elementos de y˜ pueden variar.
Para reformular la condicio´n (3.38) llamaremos, en primer lugar, I ⊆ {1, 2, . . . , n}
al conjunto de ı´ndices de las componentes a las que afecta la condicio´n (3.38). La
cardinalidad de I sera´ nI ≤ n, donde el signo igual significa que la restriccio´n afecta
a todas las componentes del vector. En el caso de buscar o´rbitas que se crucen en
R3 tendremos que n = 6, siendo las tres primeras componentes la posicio´n y las tres
u´ltimas la velocidad, por tanto I = {1, 2, 3}.
Finalmente, la condicio´n (3.38) puede ser reformulada en la forma
yI(y˜0) = ψI(y˜0, z), con ψI , z ∈ RnI , (3.49)
siendo, z un vector de para´metros constantes8. En este caso, puesto que no se busca
una o´rbita perio´dica, el elemento y00 = T deja de ser el periodo y se transforma en el
7Nu´mero de elementos del conjunto.
8La necesidad de introducir este vector de para´metros se vera´ cuando apliquemos este me´todo
para construir una versio´n del me´todo de Lambert aplicado a o´rbitas no keplerianas.
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intervalo de tiempo hasta el que se propaga la solucio´n, para llegar al u´ltimo punto,
y(y˜0), de manera que las componentes de ı´ndice I de la solucio´n valgan ψI(y˜0, z).
Una vez fijadas las restricciones sobre el me´todo, a partir de los conjuntos I,J y el
vector ψI(y˜0, z), procedemos en forma similar a la efectuada en el apartado anterior.
Supondremos una o´rbita inicial caracterizada por los elementos y˜0 que cumpla las
expresiones dadas en (3.49) de manera aproximada yI(y˜0) − ψI(y˜0, z) ≈ 0. Con
ello buscaremos una correccio´n ∆y˜0, tal que las componentes cuyos ı´ndices no este´n
en I sean cero, y cumplan
yI(y˜0 + ∆y˜0)−ψI(y˜0 + ∆y˜0, z) = 0. (3.50)
Para esto, (3.50) es desarrollada en serie de Taylor de primer orden tal que
yI(y˜0) +
∑
j∈J
(∂yI
∂y0j
)
∆y0j −ψ(y˜0, z)−
∑
j∈J
( ∂ψ
∂y0j
)
∆y0j = 0, (3.51)
donde no se han tenido en cuenta los te´rminos que queremos mantener constantes.
En forma vectorial podremos poner
yI(y˜0) +
(
yI −ψI
)
y˜0J
·∆y˜0J −ψ(y˜0, z) = 0, (3.52)
que finalmente podra´ expresarse como(
M˜IJ −ΨIJ
)
·∆y˜0J = ψI(y˜0, z)− yI(y˜0), (3.53)
donde M˜IJ es la submatriz obtenida de eliminar de la matriz M˜ = (f(yT ) M) las
filas cuyos ı´ndices no pertenezcan a I y las columnas cuyos ı´ndices no pertenezcan a
J , mientras que ΨIJ es la matriz de derivadas de ψI respecto a las variables que no
se mantienen constantes. En el caso general ψI = y0, luego se tendra´ ΨIJ = (0 I).
En este caso el sistema lineal (3.53), de nI ecuaciones con nJ inco´gnitas, susti-
tuye a (3.41). Al igual que en el me´todo general podemos an˜adir una ecuacio´n por
medio de la condicio´n de ortogonalidad y otras d ecuaciones si el problema posee un
conjunto de d para´metros constantes.
Finalmente, el me´todo se aplica de forma iterativa buscando en cada paso una
correccio´n a las condiciones anteriores que se obtiene resolviendo el sistema lineal
por el me´todo SVD.
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3.2.4. Me´todo de Lambert generalizado
Supongamos que queremos conocer el arco orbital que une dos puntos, x0,xT ,
en un tiempo T . Si resolvemos el problema de Lambert encontraremos la velocidad
Xk que debe tener el orbitador en el instante inicial, t0 = 0, para que al propagar
el modelo kepleriano con las condiciones iniciales (x0 = x(0),Xk = X(0)) se llegue
finalmente al punto xT = x(T ).
Si partimos de nuevo de las condiciones iniciales (x0,Xk) y propagamos con el
modelo orbital perturbado (1.4) se tendra´ que se verifica xT 6= xkT = x(T ), puesto
que el arco kepleriano no coincide con el arco orbital.
Llamaremos me´todo de Lambert generalizado a la mejora del arco obtenido por
el me´todo cla´sico de Lambert para conseguir la mejor aproximacio´n posible al arco
orbital considerando las fuerzas perturbadoras del modelo. Para ello, partiremos del
valor Xk, obtenido por resolucio´n del problema cla´sico de Lambert y buscaremos
un valor pro´ximo X0, tal que al propagar la o´rbita a partir de las condiciones
iniciales (x0 = x(0),X0 = X(0)) se llegue finalmente al punto xT = x(T ). Para
ello formularemos de manera conveniente el me´todo de correccio´n de o´rbitas visto
del apartado 3.2.3.
Supondremos el sistema dina´mico dado por las ecuaciones diferenciales (1.33),
siendo F la suma de todas las fuerzas que actu´an sobre el orbitador. Este sistema
coincide con (3.36) si hacemos yi = xi, yi+3 = Xi. Al integrar las ecuaciones diferen-
ciales con las condiciones iniciales y0 = (y
0
1, y
0
2, y
0
3, y
k
4 , y
k
5 , y
k
6), donde x0 = (y
0
1, y
0
2, y
0
3)
y Xk = (y
k
4 , y
k
5 , y
k
6), obtenemos una solucio´n y(T ,y0) tal que sus tres primeras com-
ponentes (posicio´n) se aproximan al valor de xT pero no coinciden exactamente con
e´l. El me´todo consiste en modificar sucesivamente las condiciones iniciales de forma
que
yi+1 = yi + ∆yi, ∆yi = (0, 0, 0,∆y4,∆y5,∆y6), (3.54)
esto es, manteniendo fijas las tres primeras componentes (posicio´n) y variando las
tres u´ltimas (velocidad), de forma que finalmente se verifique la siguiente igualdad
yi(T ,yi)− yTi = 0, con i = 1, 2, 3 (3.55)
es decir, que la posicio´n al integrar con el i-e´simo conjunto de condiciones iniciales
yi, coincida con la posicio´n final.
Esta formulacio´n coincide con la expresada en el apartado 3.2.3, donde debemos
establecer los elementos I, J , la funcio´n de condicio´n ψI(y˜, z) y la matriz Ψ que
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caracterizan la extensio´n del me´todo de mejora al me´todo de Lambert generalizado.
Llamaremos J = {4, 5, 6} al conjunto de ı´ndices que pueden variar en (3.54), y
que representan las tres u´ltimas componentes del vector y˜0 = (y
0
0,y), con y
0
0 = T .
Por otro lado, la funcio´n de condicio´n puede ponerse como ψI(y˜, z) = z = xT y
actu´a u´nicamente sobre las componentes primera, segunda y tercera de y, lo que
permite tomar I = {1, 2, 3}. Finalmente, puesto que la condicio´n actu´a sobre un
vector constante z = xT , habra´ que considerar Ψ como la matriz nula.
No´tese que de acuerdo con el planteamiento del me´todo de Lambert el tiempo T ,
que puede variar en la mejora de o´rbitas perio´dicas, queda constante al igual que la
posicio´n del punto inicial.
Aplicando el me´todo de mejora obtendremos una expresio´n para la correccio´n
∆X i, que vendra´ dada por el sistema lineal
∂x1
∂X i1
∂x1
∂X i2
∂x1
∂X i3
∂x2
∂X i1
∂x2
∂X i2
∂x2
∂X i3
∂x3
∂X i1
∂x3
∂X i2
∂x3
∂X i3

 ∆X i1∆X i2
∆X i3
 =
 xT1 − x1(T ,yi)xT2 − x2(T ,yi)
xT3 − x3(T ,yi)
 . (3.56)
3.2.5. Aplicacio´n: bu´squeda de arcos orbitales alrededor de
la Tierra y de la Luna
Para probar el me´todo hemos elegido, en primer lugar, distintos escenarios para
o´rbitas de sate´lites artificiales en torno a la Tierra, por un lado una o´rbita baja y
por otro una o´rbita de tipo GTO, esto es, una o´rbita que conecta una o´rbita baja
con una casi geos´ıncrona. En ambos casos se han considerado tiempos de tra´nsito T
pequen˜os (menor que la mitad del periodo orbital) y se han calculado los siguientes
para´metros:
Velocidad XKi inicial que debe darse al orbitador en el instante inicial pa-
ra llegar al punto xf a trave´s de un arco kepleriano, esto es en una o´rbita
kepleriana. Esta velocidad se calcula con el me´todo de Lambert cla´sico.
Velocidad XJi inicial que debe darse al orbitador en el instante inicial para
llegar al punto xf a trave´s de un arco orbital que sigue la o´rbita del problema
80 Arcos orbitales y problema de Lambert
principal del sate´lite. Esta velocidad se calcula con el me´todo de Lambert
generalizado.
Velocidad XTi inicial que debe darse al orbitador en el instante inicial para
llegar al punto xf a trave´s de un arco orbital que sigue la o´rbita de un sate´lite
que se mueve de acuerdo con el modelo gravitacional JGM3 completo (70×70).
Esta velocidad se calcula con el me´todo de Lambert generalizado.
xi (0.8777800558312644, -0.3307451473159457, -0.5728673995080709)
xf (0.3035740774803623, 0.5284819271597148, 0.9153575487225404)
XKi (0.04267413629170610, 0.02834869360797352, 0.04910137765721319)
XJi (0.04269575920597256, 0.02833731135825854, 0.04910034816123185)
XTi (0.04269595855573242, 0.02833749993626714, 0.04910019021818422)
Tabla 3.1: Datos del arco correspondiente a la o´rbita terrestre baja. Tiempo de tra´nsito T = 30.
(Unidades: radios terrrestres y minutos).
xi (0.3035740774803623, 0.5284819271597148, 0.9153575487225404)
xf (-6.576757992130522, 0.2911285428470553, 0.0000000000000000)
XKi (-0.05990179870721625, 0.03781603425557815, 0.05939622545706166)
XJi (-0.05989752029283919, 0.03775628831508424, 0.05939773166568424)
XTi (-0.05989751505728220, 0.03775657436176928, 0.05939741153253462)
Tabla 3.2: Datos del arco correspondiente a la o´rbita terrestre GTO. Tiempo de tra´nsito T = 300.
(Unidades: radios terrrestres y minutos).
Las tablas 3.1 y 3.2 presentan los valores de las velocidades obtenidas para la
o´rbita baja y la o´rbita GTO, mientras que en la figura 3.5 se muestran los dos arcos
orbitales encontrados en este apartado. Partiendo de las velocidades obtenidas para
los tres casos se ha propagado el problema hasta el punto final tomando los tres
conjuntos de condiciones iniciales: (xi,X
K
i ), (xi,X
J
i ), (xi,X
T
i ) y los tres modelos
orbitales: modelo kepleriano, problema principal o modelo J2 y finalmente el mo-
delo gravitacional JGM3 (70× 70) completo y se ha calculado la distancia entre la
posicio´n final obtenida por la propagacio´n y la posicio´n final deseada, obtenie´ndose
los resultados mostrados en las tablas 3.3 y (3.4), y que pueden resumirse en las
siguientes conclusiones:
Si se usa la aproximacio´n dada por el me´todo de Lambert cla´sico con los
modelos J2 y JGM3 el punto final se encuentra a unos 8 km del deseado para
la o´rbita LEO y a unos 200 km para la o´rbita GTO.
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Figura 3.5: Arcos orbitales en o´rbitas LEO (izquierda) y GTO (derecha).
C.I. Modelo Kepler Modelo J2 JGM3 completo
(xi,X
K
i ) 4.0×10−9 8374.3 8449.9
(xi,X
J
i ) 3.7×10−7 81.3
(xi,X
T
i ) 9.9×10−9
Tabla 3.3: Distancia, en metros, al punto final del arco en cada modelo para la o´rbita baja.
Si se usa el arco orbital obtenido con el modelo J2 como condicio´n inicial para
la propagacio´n con el modelo JGM3 completo, nos aproximamos del orden de
81 m en la o´rbita baja y 754 m en la GTO.
Si se usan las condiciones iniciales obtenidas por aplicacio´n del me´todo de
Lambert adaptado a cada modelo, el punto final coincide casi exactamente
con el deseado con un error menor que 10−7 m en todos los casos.
Los casos probados hasta ahora se han aplicado a la conexio´n de dos puntos
en un tiempo menor que la mitad del periodo orbital. Para ver como se comporta
el problema con tiempos mayores hemos aplicado el me´todo a la conexio´n de dos
puntos tambie´n en o´rbita baja pero en un tiempo pro´ximo al periodo orbital. En la
tabla 3.5 se dan los vectores de posicio´n inicial y final, y los respectivos vectores de
velocidad calculados con para los tres modelos de los ejemplos anteriores.
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C.I. Modelo Kepler Modelo J2 JGM3 completo
(xi,X
K
i ) 1.3×10−7 199902.6 200587.5
(xi,X
J
i ) 3.6×10−8 754.9
(xi,X
T
i ) 6.5×10−8
Tabla 3.4: Distancia, en metros, al punto final del arco en cada modelo para la o´rbita GTO.
xi (0.8464907196885539, 0.4595836367395579, 0.5312592044589876)
xf (-0.2339281708867035, -0.3726215095096143, -1.008181938697762)
XKi (0.055722214658742983, 0.0079701078867527170, -0.043174857781784960)
XJi (0.055721492735821873, 0.0080105298217992039, -0.043182340971615350)
XTi (0.055721496827045927, 0.0080109574936351145, -0.043182528611813396)
Tabla 3.5: Datos del arco correspondiente a una o´rbita terrestre baja considerando un tiempo
T = 60. (Unidades: radios terrrestres y minutos).
La tabla 3.6, es similar a las tablas 3.3 y 3.4 pero calculada para este caso. Al
propagar el resultado dado por el me´todo cla´sico de Lambert con los modelo J2 y
JGM3 el punto final se encuentra a unos 15 km del punto deseado. Si propagamos
con el modelo JGM3 la solucio´n del me´todo generalizado con el modelo J2 obtene-
mos un error de 236 m Finalmente, el error cometido en la propagacio´n utilizando
cada vector adaptado a cada modelo es del orden de 10−8 m indicando que el vec-
tor final esta´ coincidiendo con el deseado. El me´todo generalizado de Lambert
C.I. Modelo Kepler Modelo J2 JGM3 completo
(xi,X
K
i ) 3.4×10−8 15320.2 15555.6
(xi,X
J
i ) 4.3×10−9 236.4
(xi,X
T
i ) 3.5×10−8
Tabla 3.6: Distancia, en metros, al punto final del arco en cada modelo para una o´rbita terrestre.
puede aplicarse a cualquier tipo de fuerza perturbadora y no u´nicamente al modelo
gravitacional del cuerpo central. Para comprobar e´sto, se ha considerado un sate´lite
artificial orbitando en torno a la Luna donde se han tenido en cuenta el modelo gra-
vitacional de la Luna LP165P junto con la perturbacio´n que la Tierra ejerce sobre
el sate´lite lunar.
Hemos considerado dos puntos a una distancia aproximada del centro de masas
de la Luna de 10 radios lunares, donde la perturbacio´n producida por la Tierra es
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importante y se han calculado los siguientes para´metros:
Velocidad XKi inicial que debe darse al orbitador en el instante inicial pa-
ra llegar al punto xf a trave´s de un arco kepleriano, esto es en una o´rbita
kepleriana. Esta velocidad se calcula con el me´todo de Lambert cla´sico.
Velocidad XTi inicial que debe darse al orbitador en el instante inicial para
llegar al punto xf a trave´s de un arco orbital que sigue la o´rbita de un sate´li-
te que se mueve de acuerdo con el modelo gravitacional LP165P completo
(165× 165). Esta velocidad se calcula con el me´todo de Lambert generaliza-
do.
Velocidad X
K+V⊕
i inicial que debe darse al orbitador en el instante inicial
para llegar al punto xf a trave´s de un arco orbital para un modelo orbital
que considera la fuerza gravitacional kepleriana de la Luna y la perturbacio´n
producida por la atraccio´n gravitacional terrestre. Esta velocidad, as´ı como las
dos siguientes, se calcula con el me´todo de Lambert generalizado.
El potencial perturbador de la Tierra sera´ tomado a partir de la expresio´n de
V⊕ dada por la ecuacio´n (2.35), donde la distancia entre la Luna y la Tierra
ha sido tomada aproximadamente como 221.37 radios lunares.
Velocidad X
J+V⊕
i inicial que debe darse al orbitador en el instante inicial para
llegar al punto xf a trave´s de un arco orbital obtenido para un modelo que
considera el problema principal de un sate´lite lunar perturbado por la atraccio´n
gravitacional terrestre.
Velocidad X
T+V⊕
i inicial que debe darse al orbitador en el instante inicial para
llegar al punto xf a trave´s de un arco orbital que sigue la o´rbita de un sate´lite
que se mueve de acuerdo con el modelo gravitacional lunar LP165P completo
(165× 165) al que le an˜adimos la atraccio´n gravitacional terrestre.
Siguiendo la analog´ıa con los casos anteriores se presenta en la tabla 3.7 las veloci-
dades iniciales obtenidas en los cinco casos, mientras que en la tabla 3.8, podemos
apreciar el error en metros obtenido entre el vector final y el vector obtenido de la
propagacio´n combinando las distintas condiciones iniciales con los distintos modelos
orbitales.
De los datos mostrados en la tabla 3.8, vemos que si utilizamos condiciones inicia-
les obtenidas sin la inclusio´n de la perturbacio´n del tercer cuerpo, al ser propagadas
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xi (8.715027353750699, 4.683953615172548, 1.445295040567537)
xf (4.200843302825212, 8.370251693456526, 3.503658536291552)
XKi (-0.0088885095462878493, 0.014290897509099339, 0.0072824480070416611)
XTi ( -0.0088885035106045941, 0.014290911545181533, 0.0072824584317568389)
X
K+V⊕
i (-0.0089524274990118100, 0.014315675017697833, 0.0072920030886850637)
X
J+V⊕
i (-0.0089524182594439197, 0.014315682236216251, 0.0072920137460271029)
X
T+V⊕
i (-0.0089524214748922335, 0.014315689059034071, 0.0072920135224772992)
Tabla 3.7: Datos del arco correspondiente a una o´rbita lunar media. Tiempo de tra´nsito T = 342.
(Unidades: radios lunares y minutos).
C.I. K LP165P K +V⊕ J2+V⊕ LP165P +V⊕
(xi,X
K
i ) 1.12×10−8 121.9 39778.74 39775.09 39777.80
(xi,X
T
i ) 1.33×10−8 39779.67 39776.02 39778.73
(xi,X
K+V⊕
i ) 8.35×10−9 10.31 12.06
(xi,X
J+V⊕
i ) 1.72×10−9 4.32
(xi,X
T+V⊕
i ) 1.12×10−8
Tabla 3.8: Datos del arco correspondiente a la o´rbita media considerando el potencial gravitacional
de la Luna y la Tierra como perturbacio´n de un tercer cuerpo.
con los distintos modelos que incorporan esta perturbacio´n, el error llega a ser de
kilo´metros, de un orden aproximado a los 39 km. Por el contrario, cuando se obtie-
nen condiciones iniciales considerando el potencial del tercer cuerpo, al propagar con
cada modelo que incluyan esta perturbacio´n el error esta´ por debajo de los 12 m, en
el caso ma´s completo y menor para otros modelos incompletos. El mejor resultado lo
aportan las propias condiciones iniciales al ser propagadas con su respectivo modelo,
al igual que los casos anteriormente expuestos, el error llega a ser de 10−8 m.
Tras analizar los resultados presentados en este apartado podemos concluir que
si aplicamos los resultados obtenidos por medio del me´todo de Lambert para un
modelo de perturbaciones, incompleto la propagacio´n con el modelo completo nos
aleja del punto final en una distancia que oscila de metros a kilo´metros dependiendo
del modelo. Sin embargo, aplicando el me´todo generalizado de Lambert consegui-
mos una aproximacio´n que en el peor de los casos es menos que 10−8 m, esto es,
suficientemente buena en cualquier caso.
Cap´ıtulo 4
Arcos orbitales cerrados
Las definiciones de arco kepleriano y arco orbital, estudiados en el cap´ıtulo ante-
rior, esta´n asociadas a la solucio´n de las ecuaciones (1.3) y (1.4) y como consecuencia
al sistema de referencia espacial. La definicio´n de estos conceptos puede ser fa´cilmen-
te extendida al sistema de referencia planetoce´ntrico si se sustituyen esas ecuaciones
diferenciales por las ecuaciones (1.34) o (1.35). A estos arcos, definidos en el sistema
planetoce´ntrico, les llamaremos arcos relativos.
Toda misio´n espacial de un sate´lite artificial esta´ disen˜ada para un determinado
tipo de observacio´n asociado siempre a un observador u observable situado sobre la
superficie del planeta. As´ı, el concepto de periodicidad no se asocia al concepto de
periodicidad orbital, sino a la combinacio´n de e´ste y de la rotacio´n del planeta, lo
que conduce a te´rminos como los de o´rbitas que repiten la traza o, lo que es igual,
a o´rbitas perio´dicas en el sistema planetoce´ntrico. Ejemplos de la importancia de
este tipo de o´rbitas nos los dan las o´rbitas planetoce´ntricas o planetoestacionarias,
o´rbitas de tipo Molniya, o´rbitas congeladas, etc.
Si nos restringimos a o´rbitas keplerianas podemos decir que una o´rbita kepleriana
que repite la traza no es sino un arco kepleriano relativo en el que al cabo de un
tiempo el punto inicial del arco coincide con el punto final del mismo, lo que de ahora
en adelante llamaremos arco kepleriano cerrado. La periodicidad de estos arcos en el
sistema relativo exige que en el punto final no solo coincida la posicio´n sino tambie´n
la velocidad del punto.
El concepto de arco kepleriano cerrado puede extenderse si atendemos u´nicamen-
te a la posicio´n y no a la velocidad. Tal como se ha dicho en la introduccio´n de
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esta memoria, McInnes (2011), introduce este concepto en su bu´squeda de o´rbitas
no keplerianas desplazadas. En este cap´ıtulo se redefine el concepto de arco keple-
riano cerrado y se propone un nuevo me´todo de bu´squeda, basado en el me´todo de
Lambert. Adema´s se efectu´a un exhaustivo estudio de sus propiedades.
Finalmente, aplicando el me´todo de Lambert generalizado podemos extender el
me´todo de bu´squeda de arcos keplerianos cerrados a los arcos orbitales cerrados, en
los que se considera las perturbaciones del movimiento orbital.
4.1. Arcos keplerianos cerrados
Comenzaremos el estudio de los arcos orbitales cerrados restringie´ndonos a un
modelo orbital kepleriano. Llamaremos arco kepleriano cerrado de periodo T y ve´rti-
ce u, a un segmento de o´rbita relativa kepleriana que verifica la relacio´n
uT = u0 = u, (4.1)
siendo u0 yuT las posiciones del orbitador en los instantes t = 0, y t = T , referidas al
sistema planetoce´ntrico, respectivamente. La parte izquierda de la figura 4.1 muestra
un arco cerrado.
Figura 4.1: Izquierda: arco kepleriano cerrado. Derecha: el mismo arco mostrado en el sistema
espacial.
Un arco kepleriano cerrado esta´ caracterizado, al igual que el resto de arcos
keplerianos, por dos puntos y el tiempo empleado en recorrerlos. A diferencia de
los arcos keplerianos, los dos puntos que lo caracterizan esta´n referidos al sistema
planetoce´ntrico, y por ello no podemos aplicar directamente el me´todo de Lambert1
1Cualquiera de los me´todos que resuelven el problema de Lambert esta´n formulados en el sistema
espacial.
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para buscar la o´rbita que lo caracteriza. Sin embargo, puesto que conocemos los
instantes de tiempo de ambos puntos podemos obtener las posiciones de los dos
puntos en el sistema espacial sin ma´s que aplicar la rotacio´n correspondiente, esto
es,
x0 = R3(θ0)u0, xT = R3(θ0 + ωT )u0, (4.2)
donde, ω y θ0 representan, respectivamente, la velocidad angular de rotacio´n del
planeta y el a´ngulo de rotacio´n del planeta en el instante t = 0.
De esta forma, el arco cerrado de la izquierda de la figura 4.1 se transforma en el
arco orbital de la derecha de la misma figura, y la bu´squeda de un arco kepleriano
cerrado se transforma en la bu´squeda de un arco kepleriano, por lo que el me´todo
de Lambert puede ser aplicado, lo que demuestra, simulta´neamente, que dado un
punto del espacio u y un tiempo T existen u´nicamente dos arcos cerrados (uno con
una o´rbita directa y otro con una o´rbita retro´grada) que tienen como ve´rtice dicho
punto y se recorren en ese tiempo.
En la figura 4.2 se pueden apreciar las dos soluciones, directa y retro´grada, co-
rrespondientes a un arco cerrado terrestre con ve´rtice en un punto a una distancia
3.5 r⊕, longitud λ = 0◦ y latitud geoce´ntrica ψ = 45◦ y periodo T = 8h. Se mues-
tra en rojo la solucio´n directa y en blanco la solucio´n retro´grada, tanto en la parte
izquierda superior como en la inferior que representa la proyeccio´n de ambos arcos
sobre la superficie terrestre.
Puede observarse en la figura 4.2 que la proyeccio´n del arco directo sobre la
superficie terrestre esta´ confinada en una regio´n pequen˜a de la Tierra, mientras que
la de la o´rbita retro´grada recorre todas las longitudes2.
Por otro lado, la parte superior derecha de la figura muestra la o´rbita correspon-
diente al arco directo extendida a periodo de tiempo de varias veces el periodo del
arco. Podemos observar que la o´rbita no es perio´dica, esto es, no repite su traza.
A lo largo de la o´rbita el arco cerrado se repite mu´ltiples veces, sin embargo, los
ve´rtices de estos arcos no coincidan.
2Para otros arcos se invierte esta propiedad.
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Figura 4.2: Parte superior izquierda e inferior: arcos cerrados directo (rojo) y retro´grado (blanco).
Parte superior derecha: extensio´n de la o´rbita del arco cerrado directo.
4.1.1. Coordenadas planetoce´ntricas de un punto de la o´rbi-
ta relativa
Para comenzar a estudiar las propiedades de los arcos keplerianos cerrados, tra-
bajaremos con las coordenadas polares esfe´ricas (r, λ, ψ), esto es, con la distancia
r entre el orbitador y el centro de masas del cuerpo central, la longitud, λ, y lati-
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tud3, ψ, planetoce´ntricas del orbitador en lugar de las coordenadas cartesianas. Por
ello, en primer lugar buscaremos la relacio´n entre estas coordenadas y los elementos
orbitales.
Para ello, observemos la figura 4.3, donde S representa la proyeccio´n del orbitador
sobre la esfera celeste, N el nodo de la o´rbita y S ′ la proyeccio´n de S sobre el plano
fundamental Oxy. El tria´ngulo esfe´rico SNS ′ contiene toda la informacio´n necesaria
para determinar las relaciones buscadas si tenemos en cuenta que la distancia angular
SS ′ representa la latitud planetoce´ntrica, mientras que la distancia angular NS ′
viene dada por la relacio´n θ + λ − Ω, siendo θ(t) el a´ngulo de rotacio´n o tiempo
side´reo del planeta, como se aprecia en la gra´fica de la derecha de la figura 4.3.
r
Ω
ω + f
i
N
S
S ′γ
ψ
θ + λ− Ω
γ
N
S ′
G
Ω
λ
θ
Figura 4.3: Relacio´n entre las coordenadas planetoce´ntricas y los elementos orbitales.
Las coordenadas esfe´ricas del orbitador respecto al sistema polar-nodal, (Abad,
2012), {l,n×l,n}, corresponde a la terna ordenada (r, θ+λ−Ω, ψ). Con la aplicacio´n
de la matriz de rotacio´n dada por R1(i)R3(ω + f), podemos cambiar al sistema
orbital {u,v,n} para obtener las siguientes expresiones:
 r cosψ cos(θ + λ− Ω)r cosψ sin(θ + λ− Ω)
r sinψ
 =
 r cos(ω + f)r sin(ω + f) cos i
r sin(ω + f) sin i
 , (4.3)
3Habitualmente se usa la latitud planetogra´fica φ en lugar de la planetoce´ntrica ψ, sin embargo
para determinar las propiedades de los arcos cerrados es preferible usar e´sta u´ltima.
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o equivalentemente a,
r(t) =
a(1− e2)
1 + e cos f(t)
,
λ(t) = Ω− θ(t)− tan−1(cos[ω + f(t)], sin[ω + f(t)] cos i),
ψ(t) = sin−1(sin[ω + f(t)] sin i),
(4.4)
donde, hemos llamado tan−1(c, s) a la funcio´n que calcula el a´ngulo α tal que
cosα = c, sinα = s y hemos tenido en cuenta que tanto θ como f son funciones
de t.
4.1.2. Algunas propiedades de los arcos keplerianos cerrados
Usando las coordenadas esfe´ricas planetoce´ntricas podemos reescribir la condicio´n
(4.1) en la forma
rT − r0 = 0, λT − λ0 = 0, ψT − ψ0 = 0, (4.5)
donde el sub´ındice representa el instante en que se evalu´a la coordenada.
Llevando las expresiones (4.4) a las igualdades (4.5) podremos encontrar, de for-
ma anal´ıtica, algunas propiedades de las o´rbitas que poseen los arcos keplerianos
cerrados. As´ı, por ejemplo, de la igualdad de distancias en las expresiones (4.5)
deducimos que
rT − r0 = 0, ⇐⇒
a(1− e2)
1 + e cos fT
− a(1− e
2)
1 + e cos f0
= 0, ⇐⇒
e(cos fT − cos f0) = 0,
esto, se cumple para,
e = 0, o fT = 2pi − f0 = −f0, (4.6)
de donde se deduce que, o bien la o´rbita es circular, o el punto medio del arco cerrado
coincide con el periastro o el apoastro.
En relacio´n a la condicio´n de la latitud en (4.5) y al sustituir por la tercera
expresio´n de la ecuacio´n (4.4), para cada instante de tiempo se tiene que
ψT − ψ0 = 0, ⇐⇒
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sinψT − sinψ0 = 0, ⇐⇒
sin(ω + fT ) sin i− sin(ω + f0) sin i = 0, ⇐⇒
sin i [sin(ω + fT )− sin(ω + f0)] = 0,
condicio´n, esta u´ltima, que se cumple cuando
i = 0, o sin(ω + fT )− sin(ω − f0) = 0. (4.7)
Ya que en la u´ltima expresio´n aparece el argumento de periastro y la anomal´ıa
verdadera en los instantes de tiempo inicial y final, y sabiendo que fT = −f0,
podremos reemplazar la segunda de las expresiones (4.7) por
2 sin f0 cosω = 0,
condicio´n que se verifica para los valores
f0 = 0, o ω =
{pi
2
,
3pi
2
}
. (4.8)
La condicio´n f0 = 0, es incompatible con la condicio´n fT = −f0, puesto que esto
conducir´ıa a que el punto inicial y el punto final del arco son el mismo lo que es
absurdo, luego la igualdad de latitudes demuestra la condicio´n
i = 0, o ω =
{pi
2
,
3pi
2
}
, (4.9)
lo que indica que la o´rbita con un arco kepleriano cerrado, es ecuatorial o bien el
argumento del periastro vale pi/2 o 3pi/2. De hecho tendremos uno de los dos valores
para el arco cerrado con o´rbita directa y el otro para el de o´rbita retro´grada.
Por otro lado, la tercera de las relaciones (4.4) permite poner
f0 = sin
−1
[sinψ0
sin i
]
− ω, (4.10)
que nos da la relacio´n entre la latitud del ve´rtice del arco, la inclinacio´n de la o´rbita
y el argumento del periastro (uno de los dos posibles).
En este punto puede demostrarse que la inclinacio´n de la o´rbita que contiene
un arco kepleriano cerrado depende u´nicamente de la latitud, ψ, del ve´rtice y del
periodo, T , del arco. Para apreciar este hecho, partiremos de las expresiones (4.2)
que representan la posicio´n de los dos extremos del arco en el sistema espacial. En
esta expresio´n tomaremos, para simplificar los ca´lculos y sin pe´rdida de generalidad,
el valor θ0 = 0, con lo que obtendremos
x0 =
 r cosψ cosλr cosψ sinλ
r sinψ
 , y xT =
 r cosψ cos(λ+ ωT )r cosψ sin(λ+ ωT )
r sinψ
 . (4.11)
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La inclinacio´n, i, de la o´rbita que pasa por esos dos puntos vendra´ dada por la
expresio´n cos i = n · e3, donde e3 representa la direccio´n del eje Oz del sistema
espacial y n viene dado por
n =
x0 × xT
‖x0 × xT ‖ . (4.12)
Si sustituimos en la expresio´n (4.12) los vectores dados en (4.11) y nos quedamos
con la tercera componente de n obtenemos, despue´s de la correspondiente manipu-
lacio´n trigonome´trica y simplificacio´n de te´rminos, la expresio´n
cos i =
cosψ cos(ωT )
sin ωT
2
√
3 + 2 cos(ωT ) cos2 ψ − cos(2ψ)
, (4.13)
que demuestra que la inclinacio´n i es una funcio´n i = i(ψ, T ). La figura 4.4 muestra, a
la izquierda, las curvas i(T ) para diferentes valores de ψ. Si buscamos arcos cerrados,
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Figura 4.4: Izquierda: curvas i(T ) para distintos valores de ψ. Derecha: curva T (ψ) para la
inclinacio´n cr´ıtica.
con una inclinacio´n dada i0, podemos observar que la relacio´n i0 = i(ψ, T ) determina
una funcio´n impl´ıcita T = T (ψ; i0) que da el valor del periodo del arco para un
ve´rtice de latitud ψ y la inclinacio´n deseada. La parte derecha de la figura 4.4
muestra esta funcio´n T (ψ; ic) particularizada para la inclinacio´n cr´ıtica4 ic.
En apartados posteriores buscaremos y estudiaremos las propiedades de los arcos
cerrados para distintos valores de u y T o lo que es igual, para distintos valores de
(r, λ, ψ, T ). Si atendemos a las propiedades vistas hasta aqu´ı y a las relaciones (4.4)
podemos restringir ma´s el rango de bu´squeda de arcos cerrados.
En efecto, observando la segunda de las relaciones (4.4) podemos deducir que la
longitud es irrelevante en la bu´squeda de arcos cerrados, puesto que al cambiar e´sta
4La inclinacio´n cr´ıtica ic ≈ 63◦.43 se define a partir de la relacio´n 1 − 5 cos2 ic = 0. Tiene
la importante propiedad de que mantiene constante el periastro para el problema principal del
sate´lite.
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nos dara´, para el arco cerrado, una o´rbita con todos los elementos orbitales ide´nticos
excepto el a´ngulo del nodo que variara´ en una cantidad igual a la variacio´n de la
longitud. Es decir, que la orientacio´n del plano orbital del arco kepleriano variara´.
4.1.3. O´rbitas que repiten la traza con un arco kepleriano
cerrado: o´rbitas tipo Molniya
Hemos visto en la figura 4.2 que al continuar la o´rbita determinada por un arco
cerrado no queda garantizada la periodicidad de esta o´rbita en el sistema plane-
toce´ntrico o, lo que es igual, la repeticio´n de la traza de la o´rbita. Para ver como
puede forzarse la obtencio´n de una o´rbita que tenga un arco cerrado y que repita la
traza analizaremos, en primer lugar, el valor del periodo orbital P para ve´rtices con
distintos valores de r y ψ.
La figura 4.5 muestra las curvas del periodo en funcio´n de r para distintas lati-
tudes ψ para arcos y o´rbitas en torno a la Tierra.
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Figura 4.5: Periodo (en horas) de la o´rbita de un arco cerrado en funcio´n de la distancia al centro
de su ve´rtice y para distintas latitudes.
Dada una o´rbita de periodo orbital P su traza se repite cuando existen dos enteros
n y m tales que nP = mR, siendo R el periodo de rotacio´n del cuerpo central. Por
ejemplo, en el caso de la Tierra R es un d´ıa side´reo5, as´ı el periodo correspondiente
a una o´rbita que repite su traza en dos vueltas es P = R/2 = 11.967 h, que se
representa en la figura 4.5 por una l´ınea horizontal que corta algunas de las curvas
5Un d´ıa side´reo equivale a unos 23.9345 horas.
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representadas. Los puntos de corte de esta l´ınea horizontal con las curvas representan
los valores de r y ψ que son ve´rtices de arcos cerrados cuyas o´rbitas repiten su traza
en dos vueltas. Estos puntos pueden verse mejor en la curva r
M
(ψ) de la figura 4.6.
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Figura 4.6: La curva r
M
representa los ve´rtices de los arcos cerrados cuyas o´rbitas repiten su
traza en dos vueltas en la Tierra. Los puntos de esa curva en la regio´n sombreada representan
o´rbita bal´ısticas.
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Figura 4.7: Valor de la distancia en el perigeo rp para distintos r y ψ. La zona sombreada
representa valores rp < 1 lo que equivale a una o´rbita bal´ıstica.
Normalmente, muchos arcos keplerianos cerrados pertenecen a o´rbitas muy exce´ntri-
cas lo que posibilita que la distancia en el periastro, rp = a(1− e), pueda ser menor
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que la unidad, lo que representa o´rbitas del tipo bal´ıstico. La figura 4.7 representa
el valor del para´metro rp para distintos valores de r, una curva para cada latitud.
Todos los valores de r y ψ que pertenezcan a una curva en la zona sombreada de la
figura, rp < 1 representan o´rbitas bal´ısticas que deben ser desechadas.
Estas mismas o´rbitas bal´ısticas se representan en la zona sombreada de la figura
4.6, lo que indica que de toda la curva r
M
(ψ) de posibles o´rbitas cuya traza se repite
al cabo de dos per´ıodos orbitales, u´nicamente son va´lidas las que no esta´n en la
zona sombreada, esto nos da para dichas o´rbitas unos l´ımites entre 20◦ y 55◦ para
la latitud del ve´rtice del arco y de valores mayores de 2.5 r⊕ para la distancia.
Como ejemplo de o´rbitas que repiten la traza buscaremos o´rbitas de tipo Molniya.
Las o´rbitas Molniya tienen las siguientes caracter´ısticas:
Su traza se repite cada dos periodos orbitales.
Su inclinacio´n coincide con la inclinacio´n cr´ıtica.
Poseen una gran excentricidad.
Normalmente estas o´rbitas tienen situado el apoastro en una zona de la Tierra
determinada. La inclinacio´n cr´ıtica determina que la posicio´n del apoastro var´ıe
muy poco (nada, si se considera el problema principal). Puesto que la o´rbita es muy
exce´ntrica el sate´lite se encuentra la mayor parte del tiempo en las proximidades del
apoastro (donde la velocidad es ma´s lenta). Finalmente, puesto que repiten la traza
el apoastro siempre ocupa el mismo lugar.
Para buscar o´rbitas de tipo Molniya comenzaremos eligiendo, en la figura 4.6,
puntos de la curva r
M
(ψ) que representan los ve´rtices de arcos cerrados con o´rbi-
tas de periodo la mitad del periodo de rotacio´n terrestre. De esta forma se cum-
plira´ la primera de las condiciones de una o´rbita Molniya. Tomaremos los puntos
V1(r1 = 4.927, ψ1 = 47
◦.13) y V2(r2 = 2.718, ψ2 = 22◦.81), elegidos de la curva rM (ψ)
fuera de la zona sombreada para evitar que la o´rbita sea bal´ıstica.
Para conseguir que la o´rbita tenga una inclinacio´n cr´ıtica, ic, calcularemos el
periodo T aplicando a cada valor de ψ la funcio´n T (ψ, ic) que ha sido definida en el
apartado anterior y dibujada en la parte derecha de la figura 4.4. As´ı, obtendremos
los valores T1 = 7.6367 h y T2 = 10.3531 h.
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Figura 4.8: Dos o´rbitas de tipo Molniya.
La tercera de las relaciones (4.4) indica que si obtenemos una o´rbita con un
arco cerrado en el ve´rtice (r, λ, ψ), en el ve´rtice (r, λ,−ψ) tenemos exactamente
la misma o´rbita pero cambiando su inclinacio´n de i a pi − i (pasa de directa a
retro´grada o viceversa). Debido a esto, para el segundo ve´rtice V2 tomaremos el
punto V2(r2 = 2.718, ψ2 = −22◦.81) y construiremos una o´rbita Molniya con el
ve´rtice en el hemisferio sur. En este caso la o´rbita tendra´ una inclinacio´n pi− ic que
tambie´n es cr´ıtica puesto que tambie´n verifica que 1− 5 cos2 i = 0.
Con estos elementos hemos obtenido para las o´rbitas un semieje mayor y una
excentricidad iguales a (a1 = 4.1674, e1 = 0.7131), (a2 = 4.1660, e2 = 0.7476),
respectivamente. En la figura 4.8 se muestran las trazas de las dos o´rbitas: en amarillo
la de ve´rtice V1 y en rojo la de ve´rtice V2.
4.2. O´rbitas cuasiestacionarias
La parte inferior de la figura 4.2 muestra que la proyeccio´n de un arco kepleriano
cerrado sobre la superficie del planeta puede formar una figura cerrada (arco directo
en rojo) o abierta (arco retro´grado en blanco). Cada uno de estos casos corresponde
a una de las dos soluciones del problema de Lambert (arco directo o retro´grado).
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Desde el punto de vista de un observador situado en el punto subterrestre6 del
ve´rtice del arco, el recorrido del arco es visible completamente para el observador,
en el primer caso, mientras que en el otro caso este arco tiene puntos por debajo del
horizonte y por tanto no es siempre observable.
Supongamos un observador, situado en el punto subterrestre correspondiente a
un punto del espacio de vector u0, y un orbitador, que pasa por u0, posicio´n inicial
del arco cerrado, con velocidad U 0, tal que al cabo de un tiempo T el arco pase de
nuevo por el ve´rtice uT = u0 y todo el arco sea visible para el observador. En ese
momento su velocidad UT no coincide con la inicial, por lo que la o´rbita continuar´ıa
separa´ndose del arco y, por tanto, el sate´lite terminar´ıa por alejarse de la zona de
visibilidad del observador.
Si en el instante del segundo paso por el ve´rtice se le aplica un impulso ∆v = U 0 −UT ,
el orbitador vuelve a comenzar su recorrido por el arco obtenie´ndose as´ı una o´rbita
pseudoperio´dica no kepleriana que llamaremos o´rbita cuasiestacionaria pues para el
observador esta o´rbita es siempre visible y su posicio´n relativa es siempre pro´xima
al ve´rtice del arco. Obviamente esta periodicidad no se consigue de manera natu-
ral, sino con un coste energe´tico derivado de la realizacio´n de una maniobra cada
intervalo de tiempo T .
Uno de los para´metros fundamentales para determinar el coste y duracio´n de una
misio´n espacial es la llamada velocidad caracter´ıstica, (Curtis, 2012), esto es:
∆v =
n∑
i=1
‖∆vi‖, (4.14)
donde n es el nu´mero ma´ximo de maniobras, ∆vi, ejecutadas. Te´ngase en cuenta
que la cantidad de combustible de una misio´n esta´ directamente relacionada con la
velocidad caracter´ıstica por medio de la expresio´n
∆v = c log
(
m0 +mc
m0
)
,
donde mc es la masa total de combustible gastado para una velocidad caracter´ıstica
∆v, mientras que m0 es la masa de la nave sin combustible y c una constante de los
cohetes usados para producir cada impulso.
Lo que determina el coste de la misio´n es el ∆v final de la misma y no el nu´mero
de n impulsos, su distribucio´n temporal ni la direccio´n de cada impulso particular.
6Punto de la Tierra cuyo cenit coincide con el ve´rtice del arco.
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Habitualmente el valor de ∆v se da en m/s o km/s de manera que conociendo los cos-
tes en esas unidades de distintas maniobras, podemos hacer una estimacio´n intuitiva
del coste total de una misio´n. As´ı, por ejemplo, la maniobra ma´s cara actualmente
la constituye la puesta en o´rbita de un sate´lite artificial desde la superficie de la
Tierra, que cuesta 7900 m/s. El paso de una o´rbita baja a una geoestacionaria a
trave´s de una o´rbita GTO cuesta unos 1500 m/s, y la insercio´n en una o´rbita lunar
unos 700 m/s, etc.
Existen diferentes fuentes de energ´ıa que permiten generar los impulsos o manio-
bras orbitales, principalmente suelen ser sistemas de propulsio´n qu´ımica basados en
propelentes7, por lo que cobra importancia el uso racional de e´ste en el espacio, ya
que la vida u´til de cada misio´n espacial se basa en la cantidad de propelente a bor-
do. Tambie´n esta´n los sistemas de propulsio´n io´nica8 (Burt and Elliot, 1968; Racca,
2003), o bajo-empuje y otras fuentes como las velas solares, planteada en McInnes
(1997); McKay et al. (2009); Anderson and Macdonald (2010). En la literatura ae-
roespacial se discute sobre otras alternativas para generar cambios de velocidad en
el espacio para orbitadores, pero actualmente siguen siendo muy costosos y de alto
riesgo para la mayor´ıa de las misiones espaciales, (Wertz and Larson, 2010).
Hemos llamado o´rbita cuasiestacionaria a aquella que recorre cont´ınuamente un
arco kepleriano cerrado de manera que el orbitador sea siempre visible para un
observador. Para establecer con mayor precisio´n este concepto definiremos un nuevo
para´metro que nos indicara´ y nos dara´ una medida de la “cuasiestacionalidad” del
arco. Para ello, observemos la parte izquierda de la figura 4.9 que presenta el cono de
visibilidad del arco kepleriano cerrado visto desde una estacio´n situada en el punto
del planeta cuyo cenit coincide con el ve´rtice del arco. La posicio´n de este punto
queda determinada por el vector9 ρ0 = r u0/‖u0‖.
Como puede observarse en la figura, un observador situado en el punto definido
por ρ0, observa un punto cualquiera del arco, ui = u(ti), ti ∈ [0, T ], con una
distancia cenital, zi, que viene dada por la expresio´n
zi = cos
−1
[
ai · ρ0
‖ai‖‖ρ0‖
]
, ai = a(ti) = u(ti)− ρ0. (4.15)
El valor ma´ximo de las distancias cenitales de todos los puntos del arco
7Los propelentes pueden ser sustancias muy diversas que reaccionan en la ca´mara de empuje
de un cohete generando gases a alta presio´n y gran temperatura.
8Es un sistema de propulsio´n ele´ctrica que genera una fuerza de empuje por la aceleracio´n
producida por la expulsio´n, a grandes velocidades, de gas ionizado.
9Hemos tomado un cuerpo central esfe´rico de radio r.
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O O
ρ0
ρzi
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ai ai
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ui
Figura 4.9: Distancia cenital de un punto del arco visto desde: a) (izquierda) el punto cuyo cenit
coincide con el ve´rtice del arco; b) (derecha) un punto cualquiera del planeta definido por el vector
ρ.
indican la separacio´n ma´s extrema del arco respecto de su cenit. A este a´ngulo que
representaremos por la letra α le llamaremos a´ngulo del arco kepleriano cerrado, y
su valor vendra´ dado por
α = max(zi) = max
{
cos−1
[
ai · ρ0
‖ai‖‖ρ0‖
]
: ti ∈ [0, T ]
}
. (4.16)
Es importante resaltar que este a´ngulo es completamente distinto al a´ngulo de
visio´n desde el sate´lite, (a´ngulo del cono de visibilidad del planeta visto desde el
orbitador), que indica el a´rea que cubre sobre la superficie del cuerpo central un
sate´lite desde una posicio´n arbitraria del mismo. Las propiedades y el ca´lculo de
este a´ngulo, no sera´n tomadas en consideracio´n en esta memoria, pero se pueden
encontrar en Miani and Agrawal (2011).
El a´ngulo α puede definirse para cualquier arco kepleriano cerrado, independien-
temente de que e´ste pueda o no formar una o´rbita cuasiestacionaria. De hecho, un
valor del arco menor que pi/2 indicara´ que el arco se encuentra siempre sobre el
horizonte mientras que un valor mayor indica que habra´ instantes en los que el orbi-
tador no sera´ visible, luego estableceremos como condicio´n para generar una o´rbita
cuasiestacionaria que α < pi/2. Adema´s cuanto ma´s pequen˜o sea el a´ngulo α ma´s
“cuasiestacionaria” sera´ la o´rbita, en el sentido de la proximidad de todos sus puntos
al ve´rtice, o taman˜o de la ventana de visibilidad.
Dado un ve´rtice u0 y un periodo de tiempo T existen dos arcos keplerianos
cerrados para estas condiciones, uno directo y otro retro´grado. En lo que sigue y con
objeto de simplificar el estudio de las o´rbitas cuasiestacionarias elegiremos, de entre
estas dos soluciones, la que tenga menor a´ngulo α. Adema´s, si este valor es mayor
que pi/2 diremos que el arco kepleriano correspondiente no puede dar lugar a una
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o´rbita cuasiestacionaria.
Si queremos establecer las condiciones de visibilidad desde un punto cualquiera
de la Tierra de vector ρ (ver parte derecha de la figura 4.9) podremos modificar la
expresio´n (4.2) sustituyendo ρ por ρ0 de forma que tendremos
α(ρ) = max
{
cos−1
[
ai · ρ
‖ai‖‖ρ‖
]
: ai = u(ti)− ρ, ti ∈ [0, T ]
}
. (4.17)
4.2.1. O´rbitas cuasiestacionarias en la Luna
Las propiedades de las o´rbitas cuasiestacionarias dependen no solo de los elemen-
tos orbitales de la o´rbita que nos da un arco cerrado, sino tambie´n de la velocidad
de rotacio´n del cuerpo central. Para ilustrar estas o´rbitas, hemos elegido un cuerpo
central como la Luna, de rotacio´n lenta, lo que nos permitira´ construirlas con un
coste de mantenimiento mucho menor que para el caso de la Tierra.
Una representacio´n gra´fica de los arcos keplerianos nos permite tener otra pers-
pectiva de co´mo son e´stos al ser propagados en un periodo de tiempo dado. En
la figura 4.10, podemos apreciar cinco diferentes arcos keplerianos cerrados para el
caso lunar, los cuales poseen como punto comu´n el ve´rtice de coordenadas polares
(10 rL, 0
◦, 40◦). A partir de esta terna ordenada se calculan las dos o´rbitas, directa
y retro´grada, obtenidas con el me´todo de Lambert, para el arco cerrado con ve´rtice
en ese punto y con periodos, en d´ıas, iguales a 4.1, 7.5, 9.1, 18.5 y 20.0. El conjunto
de soluciones se muestran en la gra´fica superior izquierda.
Estas soluciones presentan formas y geometr´ıas similares, tanto la solucio´n directa
como la retro´grada, aunque en cada caso el a´ngulo α es distinto. No siempre la
solucio´n directa define la o´rbita cuasiestacionaria pues el valor de α, en algunos
casos, es menor para la o´rbita retro´grada.
En la gra´fica superior izquierda de la figura 4.10 se presentan una serie de arcos
keplerianos cerrados para el ve´rtice y periodos T anteriormente sen˜alados. No todos
estos arcos presentan valores del a´ngulo α < pi/2, esto es, no todos definen o´rbitas
cuasiestacionarias. En la figura superior derecha y en la inferior se muestran los
arcos que s´ı forman una o´rbita cuasiestacionaria.
En la gra´fica inferior de la figura 4.10, vemos como es la traza respectiva de los
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Figura 4.10: Arcos keplerianos cerrados para la Luna. La gra´fica superior izquierda presenta
distintos arcos directos y retro´grados para el ve´rtice (10 rL, 0
◦, 40◦) y distintos valores de T . La
gra´fica superior derecha presenta las soluciones (directas y retro´gradas) cuyos α son menores a
90◦. La gra´fica inferior central corresponde a la traza o proyeccio´n sobre la superficie lunar de las
o´rbitas cuasiestacionarias de la parte superior derecha.
arcos anteriormente indicados. Esta traza muestra la posibilidad de disen˜ar misiones
espaciales de cobertura regional para un cuerpo central cualquiera.
Una idea ma´s precisa de la forma y la geometr´ıa nos la aportan los elementos
orbitales, y para los arcos keplerianos cerrados de la figura 4.10 (derecha superior
y central inferior), se muestran en la tabla 4.1 los valores respectivos. La primer
columna representa el tipo de o´rbita directa, Od, o retro´grada, Or, luego esta´ el
periodo orbital del arco T en d´ıas, el semieje mayor, a, en radios lunares, la excen-
tricidad, e, la inclinacio´n, i, en grados y el a´ngulo α, en grados. Podemos apreciar
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que los arcos keplerianos cerrados son muy exce´ntricos y abarcan distintos a´ngulos
de visibilidad con distintos periodos orbitales.
Tabla 4.1: Elementos orbitales de los arcos keplerianos cerrados para el caso de lunar.
Od/Or T (d) a (rL) e i (◦) α (◦)
Od 4.1 15.3574 0.9701 43.2845 44.7570
Od 7.5 22.3501 0.9473 52.2107 76.7305
Od 9.1 25.2784 0.9395 59.1742 88.8106
Or 18.5 39.8646 0.9660 122.1880 86.8859
Or 20.0 41.9179 0.9760 128.4420 75.2432
En lo que sigue se efectuara´ un estudio ma´s sistema´tico de las propiedades de las
o´rbitas cuasiestacionarias para la Luna. Para ello se ha tenido en cuenta el rango de
valores siguiente:
La distancia r se tomara´ dentro del intervalo [1, 50], tomando el radio lunar,
rL, como unidad. Aunque para la Luna el radio de influencia de la misma tiene
un valor aproximado de 38 rL, se ha elegido el valor 50 como valor ma´ximo de
la distancia ya que e´ste esta´ ma´s pro´ximo al valor correspondiente al semieje
de las o´rbitas selenos´ıncronas.
La longitud λ no sera´ tenida en cuenta pues, como se ha dicho en el apartado
4.1.2, variar λ equivale a variar el a´ngulo del nodo Ω en la misma cantidad.
La latitud selenoce´ntrica ψ se toma en el intervalo [0, pi/2]. No se consideran
valores negativos de la latitud porque de acuerdo con las relaciones del aparta-
do 4.1.2 la o´rbita de un arco kepleriano cerrado con ve´rtice en el punto (r, λ, ψ)
y periodo T se corresponde con el de ve´rtice (r, λ,−ψ) cambiando directa por
retro´grada (o viceversa) y el argumento del periastro ω por ω + pi.
El periodo T del arco cerrado se toma entre 0 y el periodo de rotacio´n de la
Luna (unos 27.32 d´ıas). Para adaptarnos a este periodo se usara´ el d´ıa como
unidad de tiempo.
En primer lugar analizaremos, a partir de las figuras 4.11 y 4.12, el valor del
a´ngulo del arco kepleriano cerrado para distintos valores de r, ψ y T . Estas figuras
muestran en el eje Oy el valor de α, y en el eje Ox la distancia r. Cada curva,
representada con un s´ımbolo diferente muestra el a´ngulo para un tiempo T dado.
Finalmente, cada una de la cuatro figuras representa un valor de la latitud ψ.
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Figura 4.11: Variacio´n de α vs r para distintos T y las latitudes ψ = 1◦ yψ = 25◦.
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Figura 4.12: Variacio´n de α vs r para distintos T y las latitudes ψ = 45◦ yψ = 85◦.
Observemos que para valores bajos de la latitud ψ el a´ngulo α disminuye conforme
aumentamos la distancia, y e´ste va en aumento al incrementar el periodo T . La
izquierda de la figura 4.11, que representa una latitud ψ = 1◦, muestra un valor del
a´ngulo α que var´ıa entre 70◦ y 5◦ para un periodo T = 15 d´ıas. Para un periodo
mayor el a´ngulo α aumenta mientras que para un periodo menor disminuye.
Para latitudes ma´s altas, el comportamiento es diferente. La figura 4.12, que
representa latitudes ψ = 45◦ y ψ = 85◦ la curva, para cada valor de T presenta una
apariencia horizontal. La realidad es que se presenta una disminucio´n de α para un
T dado pero e´sta disminucio´n es muy pequen˜a y no puede apreciarse en la figura.
Al contrario que para latitudes pequen˜as α aumenta al disminuir T , y disminuye
cuando la latitud decrece. Por ejemplo, para la latitud ψ = 45◦ el valor del a´ngulo
cuando T = 15 d´ıas es de unos 55◦, mientras que para ψ = 85◦ con el mismo T se
obtiene un α de unos 6◦.
El cambio en el comportamiento entre latitudes altas y bajas puede observarse
mejor en la gra´fica de la derecha de la figura 4.11. En esta gra´fica vemos dos com-
portamientos distintos de las curvas para un T dado. Para algunas se observa una
forma casi horizontal, como para latitudes ma´s altas, pero para otros valores la curva
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de α(r) va disminuyendo hasta que alcanza un comportamiento casi horizontal. La
curva para T = 10 d´ıas muestra claramente este feno´meno. Para comprender mejor
e´sto, calculemos y dibujemos las o´rbitas cuasiestacionarias de ve´rtice (r, ψ = 25◦),
con r = 1, 5, 15, 25, 35, 45, 50, y para un valor T = 10 d´ıas. La figura 4.13 muestra
esas o´rbitas en dos y tres dimensiones.
Figura 4.13: O´rbitas cuasiestacionarias correspondientes a un arco de ve´rtice (r, ψ = 25◦), con
r = 1, 5, 15, 25, 35, 45 y 50, para un valor de T = 10 d´ıas.
Los dibujos tridimensionales de las o´rbitas se muestran desde dos puntos de
vista diferentes. La imagen de la izquierda muestra como las o´rbitas, conforme nos
alejamos de la Luna, son cada vez ma´s pequen˜as. La imagen de la derecha muestra
las mismas o´rbitas desde una perspectiva ma´s alineada con el punto de observacio´n.
En esta u´ltima observamos que la visibilidad del arco cerrado se va reduciendo hasta
que, a partir de un determinado valor, dicha reduccio´n de taman˜o se hace mucho
ma´s moderada. La figura inferior muestra la traza de las o´rbitas que tiene una forma
que muestra el mismo comportamiento.
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Despue´s de analizar el a´ngulo del arco kepleriano cerrado pasaremos a estudiar
el valor del coste del mantenimiento de la o´rbita en te´rminos de ∆v. La figura 4.14
muestra este coste para el caso de latitud ψ = 45◦ y para distintos r ∈ [1, 50]. A la
izquierda se da el coste absoluto en km/s de cada maniobra. Como puede observarse
el coste es muy grande para o´rbitas de ve´rtice pro´ximo a la superficie (valores de r
pequen˜os) mientras que disminuye para distancias mayores. Esta medida del coste
resulta muy poco representativa pues depende del intervalo de tiempo T que se tarda
en efectuar dos maniobras consecutivas. Por esta razo´n se usa en la parte derecha
de la misma figura otro para´metro que representa el promedio del ∆vd gastado por
d´ıa. Para esto usaremos las unidades (km/s)/d.
Con este para´metro ∆vd, que nos da el coste, por d´ıa, de la o´rbita y no de cada
maniobra, podemos observar de nuevo la misma tendencia: para que el coste sea
pequen˜o la distancia r debe ser grande, como se muestra en la gra´fica de la derecha
de la figura 4.14.
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Figura 4.14: Valor de ∆v (izquierda) y ∆vd (derecha) para distintos valores de r y T , con una
latitud ψ = 45◦.
La figura 4.15 muestra el coste por d´ıa de la o´rbita para latitudes ψ = 1◦ (iz-
quierda) y ψ = 60◦ (derecha). En ambos casos se muestra el coste para valores de
r mayores que 25 radios lunares y para distintos valores de T . La figura muestra
que el coste es menor cuanto menor sea la latitud, cuanto menor sea el periodo T y
cuanto mayor sea la distancia r.
Resulta tambie´n de intere´s en el estudio de las o´rbitas cuasiestacionarias analizar
el valor de la excentricidad de la o´rbita de la cual el arco es una seccio´n. La figura
4.16 muestra la evolucio´n de esta excentricidad en los casos ψ = 1◦ (izquierda)
y ψ = 60◦ (derecha). Como puede verse para una latitud baja, la excentricidad
toma cualquier valor entre cero y uno. Tiende a un valor cero para distancias, r,
muy altas, mientras que se hace muy grande para distancias pequen˜as. Por otro
lado, la excentricidad resulta menor cuando el periodo T aumenta. Observemos
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Figura 4.15: Valor de ∆vd para distintos valores de r y T y latitudes ψ = 1◦, ψ = 60◦.
tambie´n, en la parte derecha de esta figura, que al aumentar la latitud no aparecen
excentricidades pro´ximas a cero, mantenie´ndose, para toda distancia y todo periodo
valores grandes de la excentricidad
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Figura 4.16: Valor de la excentricidad e para distintos valores de r y T y latitudes ψ = 1◦, ψ =
60◦.
Finalmente, la figura 4.17 muestra la evolucio´n de la distancia en el periastro para
todo tipo de estas o´rbitas. Valores por debajo de la unidad, en la zona sombreada,
nos indican o´rbitas bal´ısticas que si se recorren salie´ndose del arco cerrado conducen
a una colisio´n con la superficie lunar.
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Figura 4.17: Valor de la distancia en el periastro rp para distintos valores de r y T , con una
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4.3. Arcos orbitales cerrados: mantenimiento de
o´rbitas cuasiestacionarias
En el cap´ıtulo anterior se ha distinguido entre arcos keplerianos y arcos orbitales.
Los primeros se determinaban por medio del me´todo de Lambert, mientras que los
segundos se obten´ıan aplicando el me´todo de Lambert generalizado, esto es, mejo-
rando la aproximacio´n obtenida por el me´todo de Lambert. Esta extensio´n de arcos
keplerianos a arcos orbitales se puede realizar tambie´n para los arcos cerrados de
manera que, al igual que el me´todo de Lambert, permite obtener los arcos kepleria-
nos cerrados, el me´todo de Lambert generalizado permite obtener los arcos orbitales
cerrados.
El concepto de arco orbital cerrado se hace especialmente u´til cuando se consi-
deran o´rbitas cuasiestacionarias. En efecto, para el mantenimiento del orbitador en
estas o´rbitas es preciso la realizacio´n de una maniobra cada periodo de tiempo T
para lo cual es necesario que el punto donde se realice la maniobra sea el mismo
que el punto inicial, esto es el ve´rtice del bucle. Si pretendemos mantener una o´rbita
cuasiestacionaria en un contexto orbital con un modelo con perturbaciones un arco
kepleriano cerrado se convierte en abierto puesto que las perturbaciones separan el
punto inicial del final. Para mantener la o´rbita es preciso calcular el arco orbital
cerrado y no el arco kepleriano.
En lo que sigue, analizaremos el proceso de mantenimiento de una o´rbita cua-
siestacionaria en la Luna. Para ello consideraremos, al igual que en la parte final del
cap´ıtulo anterior (apartado 3.2.5), un modelo de o´rbita lunar que tenga en cuenta to-
do el modelo gravitacional LP165P (165× 165) as´ı, como la perturbacio´n producida
por la Tierra, cuyo potencial viene dado por V⊕.
Hemos establecido cuatro estrategias de mantenimiento de una o´rbita cuasiesta-
cionaria basadas en la correccio´n sistema´tica de la o´rbita cada tiempo T , con un
∆v calculado de cuatro formas distintas y hemos analizado la evolucio´n de la o´rbita
calculando la separacio´n entre el punto inicial y el punto final al cabo de un gran
nu´mero de vueltas a la o´rbita. Con este ana´lisis veremos cual de las cuatro estra-
tegias es mejor y podremos medir la separacio´n final de la o´rbita respecto de su
posicio´n teo´rica. Este estudio sustituye, en este caso, al estudio de la estabilidad de
o´rbitas perio´dicas que no puede ser aplicado porque la periodicidad de e´stas o´rbitas
se consigue por un proceso de correccio´n de la misma.
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Las estrategias de correccio´n se pueden resumir en los siguientes puntos:
a. La primera, que denotaremos por las siglas AKNA, consiste en calcular una
u´nica vez el arco kepleriano cerrado (se usa el me´todo de Lambert) y aplicar,
en cada intervalo de tiempo T , un ∆v = XK0 −XKT , obtenido restando a la
velocidad del punto final del arco kepleriano cerrado la del punto inicial.
b. La segunda, que denotaremos por las siglas AONA, consiste en calcular una
u´nica vez el arco orbital cerrado (se usa el me´todo de Lambert generalizado) y
aplicar, en cada intervalo de tiempo T , un ∆v = XO0 −XOT , obtenido restando
a la velocidad del punto final del arco orbital cerrado la del punto inicial.
c. La tercera, que denotaremos por las siglas AKA, consiste en calcular el arco
kepleriano cerrado cada intervalo de tiempo T y hacer la correccio´n de ∆v
actualizando e´ste cada vuelta. Esta estrategia esta´ basada en que el punto
final siempre esta´ ligeramente desplazado respecto de la posicio´n inicial por
lo que arco kepleriano cerrado sera´ diferente al cambiar el ve´rtice, por ello al
final de cada vuelta se calcula el nuevo arco y por tanto la nueva correccio´n
∆v.
d. La cuarta, que denotaremos por las siglas AOA, consiste en calcular el arco
orbital cerrado cada intervalo de tiempo T y hacer la correccio´n de ∆v actua-
lizando e´ste en cada vuelta. Al igual que en la estrategia AKA, e´sta se basa
en recalcular el arco orbital debido al desplazamiento inevitable del ve´rtice.
Comenzaremos el estudio considerando un modelo gravitacional simplificado don-
de se considera u´nicamente el problema principal del sate´lite, esto es, el efecto del
armo´nico zonal (J2). Con este modelo se ha propagado una o´rbita cuasiestacionaria
con ve´rtice en (r = 25rL, ψ = 35
◦) y periodo T = 8 d durante 30 arcos orbitales o
periodos (unos 240 d´ıas). En la gra´fica de la figura 4.18 se muestra la evolucio´n del
error en la distancia entre el punto inicial y el punto final despue´s de cada vuelta
(el eje Ox representa el nu´mero de arcos orbitales propagados).
En la parte izquierda la figura 4.18 se puede apreciar que para las estrategias
AKNA y AKA, el error es de unos 35 m. en el primer arco, cantidad que va aumen-
tando progresivamente llegando a errores de 3 km para la tercera vuelta del modelo
AKNA y para la decimocuarta en el modelo AKA. La misma gra´fica muestra que la
estrategia AONA presenta un crecimiento del error ma´s moderado con un valor de
500 m, tras treinta vueltas, mientras que para la estrategia AOA no puede apreciarse
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Figura 4.18: Error absoluto en metros (m.) respecto al nu´mero de arcos orbitales. La gra´fica de
la izquierda incluye las cuatro estrategias, mientras que la de la derecha incluye u´nicamente las
dos mejores. En ambos casos se considera el modelo del problema principal del sate´lite.
en esta parte de la figura, ya que su valor es demasiado pequen˜o para la escala del
eje Oy.
En la parte derecha de la figura se muestran, por separado, las estrategias AONA
y AOA para el problema principal. Puede verse que un error por debajo de de los
0.00002 m. se supera, con la estrategia AONA, en la tercera vuelta, mientras que tras
30 vueltas el error con la estrategia AOA se mantiene por debajo de los 1.5× 10−5
m.
A la vista de los resultados obtenidos en el ejemplo anterior podemos descartar
completamente las estrategias AKNA y AKA y centrarnos en el ana´lisis de AONA
y AOA. Por ello, se ha realizado el misto estudio del error para o´rbita cuasiesta-
cionaria con el mismo ve´rtice, pero considerando varios modelos de perturbaciones
ma´s completos: por un lado un modelo gravitacional T165×165 (modelo gravitacional
lunar LP165P) y por otro el modelo T165×165 completado con la perturbacio´n V⊕
producida por la Tierra.
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Figura 4.19: Representa lo mismo que la derecha de la figura 4.18 para los modelos T165×165 y
T165×165 + V⊕.
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La figura 4.19 presenta los resultados de ambos modelos. A la izquierda el modelo
T165×165 y al derecha el modelo T165×165 +V⊕. En ambos casos se observan resultados
similares a los de la derecha de la figura 4.18, mantenie´ndose, para el modelo AOA,
el error del orden de 10−5 m. De hecho, puede propagarse ma´s de 1700 vueltas (unos
37 an˜os) hasta alcanzar un error del orden del mil´ımetro.
Las gra´ficas anteriores demuestran que la estrategia AOA es la mejor para el
mantenimiento de o´rbitas cuasiestacionarias. Para comprobar que esto es as´ı para
cualquier modelo de perturbaciones se ha realizado el mismo ca´lculo (mismo ve´rtice,
periodo del arco y tiempo de propagacio´n) para distintos modelos de perturbacio´n.
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Figura 4.20: Error absoluto abs, en metros (m.) para cada vuelta del arco, utilizando la estrategia
AOA, para distintos modelos de perturbacio´n.
En la izquierda de la figura 4.20 se presentan los resultados de los siguientes
modelos: kepleriano, K; problema principal, J2; zonal completo, J165; teseral hasta
orden 3, T3×3, y teseral completo, T165×165. A la derecha, se toman los mismos mo-
delos an˜adiendo a cada uno de ellos la perturbacio´n V⊕ producida por la Tierra. En
todos los casos se aprecia, despue´s de las 30 vueltas un error menor que 2× 10−5 m.
Las variaciones entre ellos no son significativas puesto que esta´n todas por debajo
del micro´metro por lo que podemos considerarlas como ruido de ma´quina.
Los test anteriores han sido todos realizados considerando un u´nico valor para
(r, ψ, T ) por lo que cabe preguntarnos si estos resultados variara´n al cambiar el
ve´rtice. Para comprobar esto se ha realizado una aplicacio´n exhaustiva del me´todo
que cubra cualquier posible ve´rtice de una o´rbita cuasiestacionaria, tomando rangos
de r ∈ [1, 50] y ψ ∈ [0, pi/2]. Para el valor de T , se ha elegido para cada ve´rtice el
valor de un quinto del periodo de la o´rbita kepleriana que contiene al arco orbital.
Con estos valores se ha propagado cada punto una vuelta del arco obtenie´ndose un
error que se muestra en la figura 4.21.
La figura 4.21 presenta los resultados para un modelo de perturbaciones basado
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Figura 4.21: Error, en metros, en la aplicacio´n del me´todo de Lambert generalizado, para cerrar
arcos orbitales y mantener o´rbitas cuasiestacionarias.
en el problema principal del sate´lite. En ella podemos ver que en todos los casos el
error es del orden de 10−7 m. lo que constituye ruido de ma´quina. Esto indica que
el me´todo de Lambert generalizado usado para cerrar el arco orbital converge para
cualquier posicio´n del ve´rtice. Aunque la gra´fica que se presenta solo muestra los
resultados del problema principal se han realizado los ca´lculos para otros modelos
de perturbaciones obtenie´ndose en todos los casos resultados similares.
Estos resultados nos indican que podemos aplicar el me´todo de Lambert gene-
ralizado para cualquier ve´rtice y cualquier perturbacio´n, tratada en esta memoria,
para el mantenimiento de o´rbitas cuasiestacionarias.

Conclusiones y trabajo futuro
El presente trabajo aborda el estudio de un nuevo concepto de o´rbita, llamada
o´rbita cuasiestacionaria, que permite extender el concepto de o´rbitas planetoesta-
cionarias o planetos´ıncronas a puntos no pertenecientes al ecuador. Para desarrollar
y estudiar en detalle este nuevo tipo de o´rbitas ha sido necesaria la introduccio´n y
desarrollo de nuevas te´cnicas y herramientas de aplicacio´n, no solo a este proble-
ma, sino a muchos otros problemas de la Astrodina´mica. Los principales resultados
obtenidos en esta memoria pueden resumirse en los siguientes puntos:
Se han formulado las ecuaciones del movimiento orbital, as´ı como las ecuacio-
nes variacionales, para poder trabajar indistintamente en el sistema espacial
(inercial) y en el sistema planetoce´ntrico (rotacional) pudiendo usar, en am-
bos casos, la formulacio´n de las fuerzas y potenciales independientemente del
sistema en que e´stas este´n formuladas.
Se ha aplicado el me´todo de diferenciacio´n automa´tica para el ca´lculo de las
derivadas, tanto del potencial como de la fuerza, lo que permite, entre otras
ventajas, no precisar una formulacio´n diferenciada, para cada tipo de fuerza,
de las ecuaciones variacionales.
Se ha construido un procedimiento de evaluacio´n de las derivadas, de cualquier
orden, del potencial gravitatorio planetario aplicando el me´todo de diferencia-
cio´n automa´tica. Este procedimiento sistematiza, y elimina singularidades, en
el ca´lculo de las derivadas para cualquier modelo de potencial gravitatorio,
aunque sea de orden y grado muy altos, e independientemente de que derive-
mos respecto de coordenadas cartesianas o esfe´ricas.
El co´digo correspondiente al ca´lculo de las derivadas del potencial gravitatorio,
escrito en lenguaje C, ha sido adaptado a las modernas te´cnicas de paraleli-
zacio´n, mediante el uso de OpenMP, con la consiguiente mejora en el tiempo
114 Conclusiones y trabajo futuro
de CPU, con respecto a la versio´n secuencial, que se plasma en los resultados
mostrados al aplicarlo a los modelos EGM96, EGM2008 y el GMM-2B.
Se ha partido de un me´todo de correccio´n de o´rbitas perio´dicas, basado en el
me´todo de Newton, y lo hemos reformulado para extenderlo en dos direccio-
nes: mantener constantes algunas de las variables iniciales, incluido el periodo
orbital, y sustituir la condicio´n de periodicidad por otra que permita abordar
otro tipo de problemas como los problemas de contorno.
Se ha aplicado el me´todo anterior para desarrollar el me´todo de Lambert ge-
neralizado, que consiste en usar la solucio´n kepleriana del me´todo de Lambert
cla´sico como punto de partida para construir una solucio´n que tenga en cuenta
todo el modelo de perturbaciones.
Se ha verificado la efectividad del me´todo de Lambert generalizado, consi-
derando distintos escenarios para o´rbitas de sate´lites artificiales terrestres y
lunares, con distintos modelos gravitacionales, obteniendo correcciones cuyos
errores son del orden de los 10−7 m.
Se ha definido el concepto de arco kepleriano cerrado y se ha estudiado la
existencia y las caracter´ısticas orbitales de e´stos y el procedimiento de ca´lculo,
basado en el me´todo de Lambert.
Se ha buscado la relacio´n de las o´rbitas con arcos keplerianos cerrados con las
o´rbitas que repiten la traza. Como caso particular se han obtenido un rango
de valores para los puntos por encima de la superficie terrestre que pueden
hacer de ve´rtices de un arco que corresponda a una o´rbita de tipo Molniya,
obtenie´ndose unos valores ψ ∈ [20◦, 55◦] y para r > 2.5r⊕.
Se ha definido el concepto de o´rbita cuasiestacionaria, as´ı como dos de los
para´metros que la caracterizan: el a´ngulo de la o´rbita y el coste. Se han ana-
lizado todas las posibles o´rbitas cuasiestacionarias para sate´lites alrededor de
la Luna.
Se ha estudiado el mantenimiento de las o´rbitas cuasiestacionarias con un
modelo orbital perturbado obtenie´ndose que, independientemente del ve´rtice
de la o´rbita, y para cualquier modelo de perturbacio´n, una estrategia basada en
el calculo del ∆v a aplicar al final de cada arco, obtenido mediante el me´todo
de Lambert generalizado, permite un error en la distancia entre el punto inicial
y final del arco del orden de 10−7 m.
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Entre los posibles trabajos futuros, derivados de la presente memoria, podemos
mencionar los siguientes:
Aplicacio´n de la extensio´n del me´todo de correccio´n de o´rbitas a la bu´squeda
de o´rbitas perio´dicas en el modelo orbital. En particular, podemos mencionar
las o´rbitas sime´tricas alrededor de lunas de planetas, o´rbitas congeladas, etc.
Extender el me´todo de Lambert generalizado para mu´ltiples periodos orbitales.
Extender el ana´lisis y la utilidad de las o´rbitas tipo Molniya, y otras o´rbitas
que repitan la traza, para o´rbitas en torno a la Luna y a Marte. Adema´s se
podra´ relacionar estas o´rbitas con el concepto de constelaciones regionales de
sate´lites mencionado en la introducio´n.
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