In this paper, a new method for query expansion is proposed which expands the original query based on the contextual meaning of it. User provides the method with an original query and a set of relevant documents. The term space extracted from the relevant documents by the vector space model is transformed to a topic space by means of latent semantic analysis. The terms' projections in the topic space are grouped to some clusters called topic clusters. Expansion terms are the terms which have the same topic as the query terms. The results are evaluated by users in Google search engines and evaluation results show that the proposed method improves significantly the user satisfaction.
INTRODUCTION
Nowadays, world wide web is one of the most important resources of information in human societies. Web search engines are simple tools for access to this dynamic and huge information resource. Current conventional search engines work based on user queries which are a set of word or terms. Therefore, the construction of an adequate query which represents the best specification of their information need is one of the biggest concerns of web users.
As reported in many studies (Jansen et al., 2005; Jansen et al., 2000; Jansen and Spink, 2003) , in about 40% of web searches, query length is one term and the mean is 2 to 3 words, therefore, users' queries on the web are too short and because of the ambiguity of words in natural languages, a short query leads to conflict and imprecise results. Inexperience in two domains is the reason of users' short and inadequate queries; inexperience in web search and domain of needed information (Holscher and Strube, 2000; White et al., 2009) .
Supporting the users' original queries by some relevant specific terms can lead to the construction of a better query which is a better representation of user information *Corresponding author. E-mail: mr_ir26@yahoo.com or mrahimi26@shahroodut.ac.ir. need, and therefore, more precise results. This process is called query expansion. Query expansion methods are divided into two branches; based on search results and knowledge structures (Efthimiadis, 1996) as shown in the Figure 1 . The first branch consists of relevance feedback methods that claimed to be the most effective category of query expansion methods (Manning et al., 2009 ) and the second is related to thesaurus-based methods (Hartmann and Brown 2005; Mandala et al., 2000; Bechhofer and Goble, 2001) . Thesaurus-based methods are expensive and time-consuming methods in construction and maintenance, and therefore, are more suitable for specific domains like medicine.
Relevance feedback implementations claimed to be the most effective methods of query expansion. This technique is employed in this paper to constructing a set of relevant documents. The set of relevant documents is the resource for selecting expansion terms. Latent semantic indexing (LSA) and term clustering are employed for this aim. Most of the relevance feedback methods select expansion terms only based on their frequency in the relevant document set and the meaning of words is not directly brought into account. In this paper, a method is proposed which cluster the terms based on their contextual meaning in the relevant document set and then select the expansion terms from the clusters which are relevant to the original user query based on terms meaning. 
PROPOSED METHOD
As shown in the Figure 2 , this method includes a relevance feedback step in which, the user select 5 relevant documents from the results of an initial search. Users often search topics of the domains of their information need and ignore the other related terms of the domain. A relevant document collection can be used to extract other terms which can be useful in retrieving relevant documents. Dividing the relevant document collection into several domains is the solution. Term clustering (Gliozzo and Strapparava, 2009; Bassiou and Kotropoulos, 2011) technique can be used in this operation.
Clustering is an unsupervised method for grouping some objects in a way that objects in the same cluster are similar to each other in an aspect and members of different clusters are different based on the same aspect. Clustering algorithms can be applied to a wide variety of objects, such as terms. Grouping terms based on their frequency patterns in a text collection is the term clustering.
A topic cluster is a cluster whose members (terms) are related to an identical topic. In natural languages, each term has several meanings and the precise meaning of a term is dependent on the context and can specify by extracting other related terms which have related meanings to the terms, based on the context. A topic cluster is a suitable group of these related terms which can specify the meaning of a query term for a search engine and lead the search engine to the correct topic and documents which are precisely relevant to the query terms. For this aim, vector space model is a suitable model for representation of words.
Latent semantic analysis is a technique for uncovering the underlying meaning relationships between terms and documents. LSA is firstly introduced by Deerwester et al. (1998) , for indexing in information retrieval. In this application, the technique is called latent semantic indexing. This technique is widely used in many applications of information retrieval, like topic detection (Hamamoto et al., 2005; Gintera et al., 2009; Kuhna et al., 2007 ), text summarization (Yeh et al., 2005 ) and text and document clustering (Song and Park, 2009; Weia et al., 2008) .
LSA uses singular value decomposition which is a matrix analysis technique. Singular value decomposition (SVD) decomposes the input matrix into 3 matrices U, S and V T as shown in Figure 3 . Columns of U and V are singular vectors of X and main diagonal of S contains associated singular values of these vectors. U and V are orthonormal and therefore each column of these two matrices can be considered as a dimension of a new space.
Each row of X indicates a term and each column of which indicates a document. Words correlation can be calculated by XX T which is equal to US 2 U T as shown in Equation 1. Therefore, US is associated to each word in the new space which is called "topic space". Each dimension in the new space can be considered as a topic and US is a term in the topic space.
(1) Each clustering technique can be used to cluster the terms' projection in the LSA or topic space.
K-means and hierarchical clustering are two conventional methods in text and term clustering which are used in this paper for term clustering in the topic space. For the two methods, the cosine similarity is used to calculate the similarity of each pair of term vectors.
The relevant document collection can be considered as a context for the original query terms. As mentioned earlier, each word in natural languages has several meanings and it is the context that determines which meaning of the word should be considered. Is a document, a suitable choice for the context? No; because a document consists of several topics and two words or terms that appear in the same context if they appear in a near neighborhood. Therefore, each document is divided into several windows in an identical length. For preserving the sequence relationship of the words of the two successive windows, each window is overlapped by half of its next window as shown in Figure 4 . The vector space model is applied to each window and a termwindow matrix is constructed as Figure 5 . LSA is applied to the matrix and US is calculated. Now, in the semantic space, the projected terms should be clustered. Each cluster is called topic cluster.
According to our experiments, the best results are produced by setting the number of clusters to 4.After construction of topic clusters, the candidate terms should be selected. The candidate terms are terms which are assigned to the same cluster which the original query terms are assigned. For selecting terms from the set of candidate terms, the global weight is adopted. Global weight of each term is the number of windows which the term has occurred in.
EVALUATION
In this paper, binary preferences (Buckley and Voorhees, 2004) which is a rank-based method and can deal well with incomplete judgments is employed to evaluate the proposed method. The equation of this method is modified for leading to more understandable resulted values. It is calculated by Equation 2. Where R is the number of relevant documents, N is the number of irrelevant documents and Nr is a member of first R irrelevant documents ranked higher than the relevant document r. High Bpref means that an algorithm returned more relevant results in higher ranks.
(2)
EXPERIMENTAL RESULTS
Based on some information needs, users formulate their queries and then submit their issued queries on Google search engine and from the results, select 5 documents, which have more relevancy to the users' information need in their opinion, as the relevant documents. The termwindow matrix and then the topic clusters are constructed and the expansion terms are selected. Expanded query is submitted to the Google search engine and the results of the queries in the first result page are judged by the users and evaluated by binary preferences method. Table 1 shows the results for the original query, expanded query based on the K-means clustering and expanded query based on the hierarchical clustering method for three example queries. This table includes the result of the Rocchio relevance feedback method (Salton and Buckley, 1990) 
Method
Original Rocchio LSA + k-means LSA + hierarchical clustering Mean of Bpref on the test set 0.37 0.46 0.53 0.50
As shown in Table 1 , the expanded queries produced based on the K-means clustering method includes more precise and relevant terms and the value of Bpref for this method is larger than the others. For example, the expansion terms of the query "Apartment plants" by the Rocchio method are "apartment plants garden plant home gardening care", which are very public. In contrast, these terms for the K-means are "plant care light water grow easy" which is precisely relevant to "Apartment plants". Improvement of results is obvious in the table.
Difference of the results of the four states is tested for statistical significance by the paired t-test. The proposed method when using the K-means clustering method, pass the test in the 95% level of significance. But the P-value for the hierarchical clustering is greater than 10%, and therefore, it is not statistically significance. Table 2 shows the mean values of Bpref for comparison. These values are calculated on a test set of 141 queries which are constructed by users and results of each query are judged by the user who issued the query.
Conclusion
In this paper, a new method of query expansion is introduced which expand an original query based on contextual meaning of it. User issued some terms as the query and indicates his/her mean of the terms with providing search engine with some relevant documents. The term space extracted from the relevant documents is transformed into a topic space by the LSA technique. In the topic space term, clustering is performed by the hierarchical and K-means clustering methods. The expansion terms are selected from topic clusters which is containing the original query terms. Therefore, the proposed method expands the original queries with some terms which are relevant to an identical topic with the user's original query terms and this relevancy is extracted from the context defined by the set of user-selected relevant documents.
The proposed method by both clustering methods, increments the user satisfaction which is evaluated by Bpref method based on the user judgment of results. The results of the proposed methods are compared with the Rocchio method and the initial query results. The proposed method which uses the K-means clustering method produces statistically significant improvements in the initial and Rocchio results.
