Abstract-This paper addresses the issue of detecting changepoints in time series. The proposed model, called the Bernoulli Detector, is presented first in a univariate context. This approach differs from existing counterparts by making only assumptions on the nature of the change-points, and does not depend on hypothesis on the distribution of the data, contrary to the parametric methods. It relies on the combination of a local robust statistical test, based on the computation of ranks and acting on individual time segments, with a global Bayesian framework able to optimize the change-points configurations from multiple local statistics, provided as p-values. The control of the detection of a single change-point is proved even for small samples. The interest of such a generalizable nonparametric approach is shown on simulated data by the good performances attained for Gaussian noise as well as in presence of outliers, without adapting the model. The model is extended to the multivariate case by introducing the probabilities that the change-points affect simultaneously several time series. The method presents then the advantage to detect both unique and shared change-points for each signal. We finally illustrate our algorithm with real datasets from energy monitoring and genomic. Segmentations are compared to state-of-the-art approaches like the group lasso and the BARD algorithm.
I. INTRODUCTION
T HE objective of change-points detection is to identify and localize abrupt changes in the time series. This very active field of research has attracted lots of interest in various topics where the time series can be modeled by homogeneous contiguous segments separated by abrupt changes. These time series or signals are observed in different applications, for example in bioinformatics [1] - [3] , industrial monitoring [4] , audiovisual data [5] - [8] and financial data [9] , [10] . The framework of this work is the off-line joint estimation of multiple change-points in multivariate time series. This challenging problem in signal processing and statistics entails the questions of data modeling, change-point number estimation and the impact of dimensions. An abundant literature concerning this problem has been published since several decades, a review can be found in [4] , [11] , [12] . The processes studied are piecewise-constant for one or more parameters of the distribution of the data. Many parametric approaches propose to model the time series by a given family of distribution, often with a normal assumption. Exact approaches are derived by the maximum likelihood [13] or other Bayesian methods [8] , [14] , [15] . However from a practical point of view, the distributions of the real datasets are often non-standard or not known, and the methods based on a parametric assumption are non robust to misspecified hypotheses. Several nonparametric approaches have also been developed, for example the optimization methods like the lasso-type penalties [16] , [17] , can be adapted to enhance signal features like sparsity [18] . Some other approaches are kernel-based [19] , derived in a Bayesian framework [20] or apply quantile regression [21] . Another class of methods consists in using statistical tests, such as t-test. Using the Kruskal-Wallis or the Wilcoxon test, like in [22] , [23] , has the advantage to not require a normal assumption on the underlying distribution of the data, unlike the t-test.
In the case of multiple change-points, the detection faces several problems. The number of events K is generally not known, and the number of change-points detected depends on a tuning parameter or is set to a deterministic value if the models is derived for a given K. That is why a criterion or an heuristic is necessary [13] , [22] - [24] . The computational cost increases drastically with K or with the dimensions of the problem, especially for multivariate time series, that is why some approximations are needed [20] , and a dynamic programming strategy is often developed [9] , [13] , [23] . Finally the theoretical control of the detection is a challenging problem [24] that can not always be derived especially for correlated variables. However some asymptotic results are sometimes proposed for a large number of time points or signals [22] , [25] .
In a multivariate setting, with multiple change-points, the problem gets even more complicated. In the literature, the purpose is generally in estimating a unique segmentation for all signals. Existing univariate methods, as presented in [4] , [19] , [26] , can be extended to the multivariate case. In [23] , the authors introduce a method based on a multidimensional version of the Wilcoxon rank sum test. It leads to a more powerful test than some independent univariate approaches as soon as the joint change-point assumption is valid. Some methods like the group lasso [2] , [24] benefit from the increasing number of signals to improve the detection. It provides a multivariate piecewiseconstant approximation with the same change-points among all signals. The BARD [25] method analyses the time series jointly to detect the temporal regions that tend to be abnormal in a small proportion of signals and provides a unique segmentation. However in real applications one have to deal with the change-points that are not shared by all signals. As many physical quantities (electrical power, temperature, humidity. . .) are measured by distinct and synchronized sensors, some events appear simultaneously in some or all time series, depending on underlying common causes of abrupt changes, while other are not necessarily related. For such measurements, an interesting analysis can be done by detecting both shared and specific change-points among the time series taken jointly, like it is proposed in [8] .
The method presented in this paper, called the Bernoulli Detector, has been developed to detect multiple change-points in multivariate time series. The choices made for the model have been guided by several considerations among those cited in this introduction. First of all, the method is expected to be as free as possible of assumptions on data, in order to be generic. The idea is to take advantage of the statistics of the robust Wilcoxon rank-sum test. Thus the only hypotheses done are the independence of the data and the nature of the change-points that affect the ordering of the observations, like in the case of a median shift. A likelihood function is built on the p-values of the test, and a Bayesian framework is derived for the detection of multiple change-points, that are modeled using Bernoulli variables for the indicators. The solution is then obtained by estimating the Maximum A Posteriori (MAP) with a Gibbs sampling strategy. The model is introduced in Section II. The main theoretical difficulties are the expression of the dependencies between the p-values, simplified in the model, and the control of the multiple change-points detection that is not shown in this paper. However the control of the detection of a single change-point is proved, even for small samples. The resulting algorithm is presented in Section III, and applied on an extensive experimental set-up to quantify its performances in Section IV. Other methods are also tested for comparison. The performances in detection are good and the robustness to outliers shows the advantage of this general approach, despite the important computational cost. Another contribution of this work is the extension of the model to a multivariate case, in Section V, inspired by [8] . The method is then able to provide a segmentation for each signal including both shared and specific events. Two applications on real data are shown to illustrate the different purposes of the multivariate model, in Section VI. Finally the results are discussed in Section VII.
II. BERNOULLI DETECTOR MODEL
This section is devoted to the introduction of the Bernoulli Detector model. First the formulation of the problem is given in part II.A. The observation model given a configuration of change-points is explained. It allows to derive in part II.B a composite marginal likelihood in order to approximate the full likelihood. The p-values are computed using the nonparametric Wilcoxon rank sum test, recalled in part II.C. The prior chosen for the change-point indicator vector is described in part II.D, and the resulting posterior density is given in part II.E. Then, in part II.F, the control of the detection even for small samples is proven in the case of a single change-point.
A. Problem Formulation
The goal here is to detect and localize an unknown number of change-points in time series. The signal X = (x 0 , . . . , x N +1 ) is a vector of size N + 2, and x i denotes the observation at time i. The samples x i , 0 ≤ i ≤ N + 1, are assumed to be mutually independent. A change-point is defined as the last point of a segment s whose coefficients (x i ) i∈s share some similar statistical properties. For instance, depending on the change hypotheses they can have the same mean or median, or be identically distributed according to a given or unknown distribution.
In order to model the presence or absence of the changepoints at the different time instants, a vector R ∈ {0, 1} N +2 is introduced where an entry r i is an indicator variable such that
for all 1 ≤ i ≤ N , and with by convention r 0 = r N +1 = 1. R denotes the segmentation of the signal X. Let s i = (x i − +1 , . . . , x i + ) be the segment including x i , such that r i − = 1 and r i + = 1 are the preceding and following change-points respectively, and r j,j =i = 0 for i − < j < i + . As a consequence, detecting the change-points is now equivalent to infer the indicator vector R. In a Bayesian framework, this estimate is deduced from its posterior distribution f (R|X) which classically expresses as
where f (R) denotes the prior on R and L (X|R) is the likelihood.
B. Composite Marginal Likelihood
The method is expected to be flexible for the detection of abrupt changes in several data types, independently of their distribution. Instead of a given density function between X and R to yield the likelihood function L (X|R) in (2), the idea is to build an inference function from the results of a statistical test applied for each observation x i . The test provides the p-values p i for 1 ≤ i ≤ N , where p i is considered as a random variable. For each observation x i , 1 ≤ i ≤ N , the tested hypotheses are:
To compute p i , the statistical test is applied on the segment
, and returns the statistics T (s i ). This term is used to compute the p-value, for example for a right tailed event, [27] , [28] . Our method is based on this property. However under the alternative hypothesis H 1 , i.e., when x i is a change-point, the distribution of p i is unknown and should depend on the real distribution of the data. As the p-values tend to be smaller under H 1 than under H 0 for a consistent test, the class of Beta distributions Be (γ, 1) with parameter 0 ≤ γ ≤ 1 has been chosen, following an alternative proposition derived in [28] for the calibration of p-values. Thus, the density of p i is decreasing, and the uniform distribution is the special case where γ = 1.
It is interesting to note that this alternative Beta distribution leads to the following relationship
γ where F 0 and F 1 are the cumulative distribution functions (cdf) of the p-values under H 0 and H 1 respectively. This is a special case of Lehmann alternative [29] to test if a random variable is stochastically lower than the null hypothesis distribution. Here the parameter γ ∈ (0, 1) is expressed as a function of the acceptance level α such that
where f (·|r = 1) and f (·|r = 0) are the p-value densities under H 1 and H 0 respectively. With the Beta model for the alternative H 1 , γ is therefore the unique solution in (0, 1) of
for all α in (0, e −1 ). Note that if α ≥ e −1 , then the unique solution of (5) is γ = 1. In this case, the alternative distribution H 1 reduces to the uniform distribution H 0 , and the inconsistency of the resulting model prevents to distinguish between the null hypotheses and the alternative ones. In the following, the parameter α is assumed to be in 0, e −1 . Note that an interpretation of this acceptance level is given in Section II.F for the detection of a single change-point.
This Beta-Uniform mixture modeling of the p-value distribution yields the following marginal density for each p-value
for all 1 ≤ i ≤ N , where
Finally, the data term of the model is formed by the following inference function
where p i , determined by a statistical test on X given R, is taken as a random variable following the Beta-Uniform ditribution (6) . The term L * (X|R) in the expression (7) is composed of a product of the marginal likelihoods of the (p i ) 1≤i≤N , based on their univariate distributions. Actually, this data term is not a proper likelihood as defined in [30] , due to the choice of the Beta model under H 1 , and to the dependencies between the p-values when there is a change-point. L * (X|R) is termed a composite marginal likelihood, see [31] , [32] . This kind of likelihood in a Bayesian framework has received recently some attention. In [33] , [34] the authors developed procedures based on moment matching conditions for a suitable calibration of the composite likelihood. Unfortunately, their assumptions are not in agreement with the model presented in this paper. Therefore it is impossible to derive the dependencies between the p-values, and the coverage probabilities of posteriors sets of (7) should differ from the real ones, with the real alternative distribution of the p-values and the expression of their dependencies. However in simple cases, the model built here yields to a control of the detection that is parametrized by the acceptance level α of (4), as explained in part II.F.
C. Wilcoxon Test
In order derive a model that does not depend on the unknown distributions of the data, the statistical test chosen for the computations of the p-values in (7) is the well-known Wilcoxon rank sum (aka Mann-Whitney) test, introduced in [35] . It is nonparametric and based on the comparison of ranks. Let S Y and S Z be two contiguous segments and S = (S Y , S Z ) the sorted vector of the observations in S Y and S Z . Under the assumption that the observations are independent, the null hypothesis that two samples come from the same population is tested against the alternative hypothesis that one distribution is stochastically greater than the other. Then, under the null hypothesis, Pr (Z > Y ) = Pr (Y > Z) for an observation Y from S Y and an observation Z from S Z . This test is an efficient way to detect differences in the medians of the distributions of Y and Z, non necessarily normal, but is not sensitive to changes in variance. In change-point detection framework, the rule is to reject the null hypothesis that two populations defined by the observations belonging to two contiguous segments have the same mean or median. It is a particular case of the null hypothesis of the Wilcoxon rank sum test. The test statistic U is computed from the ranks of the observations of S Y and S Z in S, using the exact distribution or a normal approximation of U for larger samples. The exact distribution of the statistic depends on the number of samples and on the presence of tied values. The p-values are tabulated for relatively small samples or without ties, otherwise a permutation test is made. As the test is computationally expensive for large samples, the asymptotic null distribution of the p-value is preferred. The recommended threshold varies in the literature. For example [36] suggests to make the approximation when both segments are larger than 8, and in [37] it is when the segment with the higher values is larger than 20. In the statistical packages, the threshold for both segments is 20 in scipy.stats in python, whereas it is 50 for the R function wilcox.test. Following the heuristic approach in [38] , based on a graphical comparison of the exact and approximate distributions, we choose the size 20 as threshold. The main advantage of the Wilcoxon test for our problem of the change-point detection is that the only required assumptions are the independence of the observations and the changes in the medians or the means of the populations. The major hypothesis is made on the nature of the changes, and not on the distributions of the data, whereas other classical tests, such as the Student's t test or the Welch's t test, suppose that the data are normally distributed.
Finally the p-values of the model (7) are derived from the statistical test on each sample x i for 1 ≤ i ≤ N . To compute p i , the Wilcoxon test is applied between the contiguous segments s
, where x i − and x i + are the change-points before and after x i respectively.
D. Prior on Indicators
The distribution of the indicators in R in (2) is expressed given an hyperparameter q that depicts the probability to have a change-point. For the observation
The indicators (r i ) 1≤i≤N are assumed to be a priori mutually independent, then
In a hierarchical framework, the hyperparameter q is also considered as a random variable. A Jeffreys noninformative prior is chosen for this hyperparameter, which leads to consider a Beta distribution Be
E. Posterior Distribution
The posterior distribution of the change-points indicators R and the hyperparameter q is derived from the relations (7), (9) and the prior for q, as follows,
Finally, to express the posterior distribution from the (11), the hyperparameter q can be viewed as a nuisance parameter and is now marginalized out. In (11) the posterior of q reduces to a Beta distribution Be K + 
F. Single Change-Point Control
The hyperparameter γ in the expression of the posterior (12) is parametrized by the acceptance level α, under the condition (5). It yields to a control on the change-points detection. It is worth to mention that contrary to most of the results obtained in the literature, this control is valid non asymptotically, meaning that it is true even for a very small number of samples. The following lemma gives the condition on p i to detect, for the MAP estimator, a single change-point x i at time i.
Lemma 1 (Detection of the First Change-Point at a Given Position):
In the case of a single change-point detection at time i, for 1 ≤ i ≤ N , the posterior probability (12) is maximized when r i = 1 iff
where α is the acceptance level parameter introduced in (5).
In the next proposition, the type I error probability is given for the case where there is no change-point, that is the probability to wrongly detect a change-point.
Proposition 1 (Global Control of the Detection of a Single
Change-Point): Assume that there is no true change-point in the time series. Then the probability of type I errors for the MAP estimate of a single change-point is controlled at level τ where
In particular, this ensures that τ <
Proofs of Lemma and Proposition:
The posterior odds for a potential single detection at position i expresses from (12) as
where B 10,i is the Bayes' factor for the Beta-Uniform mixture model (6) at the tested point i
and O 10 is the prior odds for detecting a single change-point:
Then a single change-point at i is detected at the MAP sense iff the posterior odds is greater than 1, which is equivalent to
The parametrization chosen in (5) for the alternative distribution states γ ∈ (0, 1) and γ
Thus, the inequality (18) becomes
This proves the Lemma 1. Following (19) , the probability to detect any false single change-point is Pr
whatever the dependencies between the p-values are. Finally, since it is assumed that there is no true change-point in the time series, all the p-values p i , for
which yields the desired control level. Note also that for all N ≥ 1,
This concludes the proof of the proposition 1.
The proposition 1 shows the global control of the potential single change-point detection problem, even if the tests are strongly dependent. In fact, the change-point prior introduced in our model induces a Bonferroni-like correction [39] . This global control is non-asymptotic and valid even for small sample.
The extension of the theoretical results to the case of multiple change-points is beyond the scope of this paper and left to future work. The main difficulties come from both the capacity to express the posterior odds for multiple change-points and the modeling of the distributions of p-values when there are several change-points. The uniform distribution is exact under the hypothesis that there is no change-point, but the alternative distribution is not known. When there are change-points, the p-values are dependent and it is very complex to propose a realistic model to cover real data applications. The difficulty of this problem has been highlighted by several authors [23] , [24] , [40] , and we propose in this paper to test numerically our algorithm. As a future work, one possibility is to assume that the p-values are independent when they are located far from each other as proposed by [41] . 
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are given by the relation (12) .
In order to find the exact position of a change-point, a blocked Gibbs sampler is applied around the sampled indicator r i in the time-ordered vector, whether it has been estimated as a changepoint (r without r k 1 , r k , and r k 2 . For the blocked Gibbs sampling, the conditional probability to get r k,block = ρ where ρ ∈ G is a vector of 0 and 1, G = {0, 1} 3 , is then:
given by the relation (12) . The pseudo-code of the implemented blocked Gibbs sampler, called Univariate Bernoulli Detector model (UniBD), is given in algorithm 1.
To reduce the computational cost of this algorithm, an approximation is done: for the index k at time-point i = π −1 (k), the only p-value that is computed is p i , whereas the impact of the Algorithm 2: UniBD, pseudo-Gibbs sampler.
permute randomly the indices by π 4)
k according to (26) and (27) 8) end (27) where K = N j =1,j =k r j is the number of change-points in R (v ) \k . Here the conditional probabilities do not form a compatible joint model and are said to be incompatible. This pseudo-Gibbs sampling strategy is heuristic. It is described in algorithm 2. The performances of both algorithms, the blocked Gibbs sampler and its approximation, are compared on simulated data in the Section IV. The approximation is empirically justified here, it provides similar segmentation performances than the blocked Gibbs sampler. It presents a computational advantage too, especially for the analysis of multivariate data, as seen further in Section V.
IV. EXPERIMENTAL VALIDATION
Several simulations are conducted to empirically validate the model, the choice of the Wilcoxon test, the approximation done in the pseudo-Gibbs sampling strategy 2, and to illustrate the detection performances of the model 1 . The Bernoulli Detector model is compared to other methods, applied on 1000 signals of N + 2 = 100 time points with a single change-point at t = 50. Each MAP estimateR MAP is computed for the acceptance level α = 0.01, using V = 1000 MCMC iterations. The two considered cases are the standard Gaussian noise and the presence of outliers in the time series.
A. Empirical Performances for Single Change-Point Detection
As a first validation, the data are generated following the normal distributions N (μ 1 , σ) and N (μ 2 , σ) for the segments 1 and 2 respectively. Several levels of noise are simulated. The signal-to-noise ratio (SNR) between the segments is defined as
1 The code is available by request to the first author at flore.harle@gmail.com The implementations with the blocked Gibbs sampler (algorithm 1) and the pseudo-Gibbs sampler (algorithm 2) are compared. The performances of both algorithms are quantified in terms of recall, the proportion of true change-points that are detected, and precision, the proportion of true change-points among the detected ones [6] , [22] . The results for several SNR are shown in Fig. 1 : as the blocked Gibbs sampler and the pseudo-Gibbs sampler have the same detection performances in terms of recall and precision, this justifies empirically the approximation done in algorithm 2. Due to the reduced computational cost of algorithm 2, this algorithm called UniBD is the one used in the sequel of the paper.
The Bernoulli Detector is then compared to other classical methods: another Bayesian approach and a lasso-type approach. The first one is the algorithm BARD 2 , presented in [25] , that detects segments of abnormal values in time series of data centred on zero. It returns the probability that a sample belongs to an abnormal segment. The vector of those probabilities is thresholded to find the change-points. For this experiment, the data are shifted by μ 1 in order to center the first segment on 0, and the threshold is set to 0.90. The prior chosen to model the data are the normal distributions of means 0 and μ A , for the normal and abnormal segments respectively. The support of μ A is the interval [μ 2 − σ, μ 2 + σ] with μ 2 = μ 2 − μ 1 . The third method, the fused lasso 1d [42] , has been chosen as an alternative nonparametric approach. The signal is approximated by the piecewise-constant vector β ∈ R N +2 . It consists in minimizing the following objective criterion:
The R package genlasso [43] is used. The regularization parameter λ is set to 22.3 in order to fit the recall curve of UniBD at best. The recall and precision curves are plotted in Fig. 2 . The results for UniBD and the lasso are very similar and show good detection performances, while the BARD method shows smaller recall and precision at low SNR. The results of the lasso are due to the crucial choice of the tuning parameter λ and is a trade-off between the recall and the precision. A criterion can be used to choose λ as in [2] . In terms of computation time, UniBD is slow due to the MCMC approach, and the fused lasso runs much faster than both Bayesian methods. However the UniBD algorithm has the advantage to be nonparametric, and thus to achieve good detection performances without relying neither on the choice of priors on distributions nor on parameters. One can also notice that the data are not supposed to be centered to apply UniBD.
As the recall and precision metrics are given for the exact position of the true change-point, a small error in the estimated position results in a false positive and a false negative. To take this distance into account, the mean squared error (MSE) is computed between the positions of the true change-point at t and the closest estimated change-point, taken as a true positive (TP), in a window of more or less 10 points around t. All the other detected events are considered as false positives (FP). The MSE of the TP and the mean number of FP are plotted for several SNR in Fig. 3 . These results show that the MSE decreases rapidly when the SNR increases for all methods. The fused lasso locates better the real change-point than the other methods at small SNR, but it makes more false detections than UniBD.
B. Robustness with Respect to Outliers
In this experiment, the ability to detect change-points in data with outliers is tested. In the segment k, the observations follow the Student's t-distribution of parameters (ν, μ k ), centred on μ k , where ν = 3.0. The standard deviation is σ = ν ν −2 . To compare the performances, the methods BARD and lasso are again tested, but have to be adapted to the new signal features. The BARD algorithm is run at first with a normal assumption, as in the previous simulation. The support for μ A is defined by a = μ 2 − σ and b = μ 2 + σ, that are computed from the real values of the shifted mean μ 2 = μ 2 − μ 1 and of the standard deviation σ of the Student's t-distribution. A more accurate prior for heavy-tailed noise is then chosen, and the likelihood is built from the Student's t-distributions of parameters (ν, 0) and (ν, μ A ) for the normal and abnormal segments respectively. The support for μ A is now defined by a = μ 2 − σ and b = μ 2 + σ, that are computed from the new values of μ 2 and σ. The fused lasso is again applied with the same regularization parameter as for the Gaussian case, λ = 22.3. Then, the formulation of the problem (29) is modified to be outlier-insensitive, and the data term become the 1 -norm:
This robust lasso problem is discussed in [44] . It can be solved by ADMM [45] that introduce the additional parameter η, associated with the augmented Lagrangian. An implementation by the authors of [44] is available online 3 . The resulting recalls and precisions are depicted in the Fig. 4 . The recall curves are globally similar, and may be improved for the optimization problems lasso and robust lasso by tuning the parameters λ and η, but the consequence is a lower precision. Some significant differences appear in the precisions curves. The UniBD method is insensitive to outliers as expected, and outperforms most of the other solutions for all SNR. The BARD algorithm with a non-normal model shows good performances too at high SNR, but this efficiency relies on prior knowledge on the data. This is visible on the poor result of the BARD with a Gaussian assumption. The robust lasso performs well on low SNR. The classic fused lasso leads to an over-segmented solution due to the presence of outliers.
The MSE and the mean number of FP are given in Fig. 5 . The MSE decreases rapidly for all methods to become small at SNR = 5 dB. The robust lasso gives the closest change-points to the true location for 0 dB, whereas the UniBD has a greater MSE. The mean numbers of FP show that the UniBD and BARD with non-normal prior make almost no false detections as soon as the SNR is greater than 5 dB. The lasso approach leads to an over-segmented solution, but it is improved with the robust
The interest of the UniBD algorithm is demonstrated by this example with non-Gaussian data, where the detection of the change-point with a low false alarm rate is as efficient or better than models based on prior knowledge, and avoid the choice of a tuning parameter. It does not require that the data are centred, and due to the robust properties of the Wilcoxon test it can be applied on normal as well as non-normal data with outliers without modifying the model. It achieves good detection performances, in spite of a longer computation time than well-known solutions like the lasso. This robust and generic model is developed to detect multiple change-points in multivariate time series.
V. EXTENSION TO MULTIVARIATE CASE
In this section, the aim is to detect abrupt events off-line in a set of measurements done by a collection of synchronized sensors. The signal is composed by M time series of (N + 2) time points stored in the rows of the M × (N + 2) matrix X.
Unlike other approaches [23] , [24] , the change-point at a given time is not necessarily supposed to occur on all time series, and also affects only one signal or a subset of signals. The detection is done jointly, following the work in [8] , and leads to a segmentation per row of X. The multivariate indicator parameter R is the M × (N + 2) matrix whose coefficients are defined in (1), with the convention that r j,0 = r j,N +1 = 1, for all signal j ∈ {1, . . . , M}. Like in the univariate case, two successive segments in a signal are compared to find a changepoint. The observations x j,i are supposed to be independent in time and from a signal to another, conditionally to R.
At a given time point i, the local abrupt changes state of the observations in the time series is given by the column vector R i = (r 1,i , . . . , r M ,i ) T . It is called the configuration ∈ E, where E ⊂ {0, 1} M is the set of all configurations. In a noninformative case, all configurations of change-points are possible, then E = {0, 1}
M . The probability P to have a given configuration in the indicators matrix R denotes the underlying links between the time series, supposing that frequent shared changepoints between several signals indicate a common source of events. The parameter P is defined as the vector of probabilities P . The Bayes' rule now yields to an expression similar to (2) with an additional parameter
A. Change-Point Model
The likelihood function is built like in the univariate case, for each signal. The p-value p j,i for x j,i in the signal j is computed by considering the segments s j,i − = (x j,i − +1 , . . . , x j,i ) and s j,i + = x j,i+1 , . . . , x j,i + , where i − and i + are the indices of the previous and the next change-points respectively around x j,i , given the indicators matrix R. The same parametrization of the p-values as in (5) and (6) is chosen. As the observations between two signals are independent, it leads finally to the inference function
B. Prior on Indicators
In the multivariate case, the vectors (R i ) 1≤i≤N are assumed to be a priori independent, thus the (9) for the prior on indicators becomes
The probabilities P are assumed to be independent of the time index i. The parameter P is the vector of the probabilities P to have the configurations ∈ E in the matrix R. The probabilities P are assumed to be independent of the time index i. They represent the correlations between the observed time series. When the vector P of probabilities of the configurations is explicitly expressed, the (33) becomes
where S (R) is the number of times that is found in the columns of R.
As in [8] , a vague prior is chosen for P : the parameter follows a Dirichlet distribution D L (d), with hyperparameter vector d = (d ) ∈E and where L is the cardinal of E. All the d are set to the same deterministic value d = 1, then the distribution of P is uniform.
C. Posterior Distribution
The relations (32) , (34) and the choice of the prior on the hyperparameter P leads to the following posterior
The vector of parameters P can be integrated out. Since P follows the Dirichlet distribution
and the marginalized posterior becomes
(38) Using the posterior distribution (38) and condition (5) for choosing the hyperparameter γ, the same non-asymptotic global control as described in II.F is obtained for the multivariate case. The extension to multiple change-points is facing the same difficulties as the p-values are dependent and this is left for future work.
D. Algorithm
The algorithm 3 describes the multivariate extension of the Bernoulli Detector model, called MultiBD. Similarly as the algorithm 2 for UniBD, a MCMC method is applied with the pseudo-Gibbs sampling strategy. The complexity of this multivariate algorithm depends linearly on the number L of configurations . The set of the configurations E = { 1 , . . . L } can be restricted to a subset of {0, 1}
M when prior information is available, in order to reduce the complexity. For example when the signals are known to be completely independent, the config-
T is highly improbable. Otherwise, in a noninformative case, all L = 2 M configurations are tested. At each iteration and for each time point 1 ≤ i ≤ N , the column vector R i is sampled following the posterior (38) , by updating only the p-values p j,i for all signals 1 ≤ j ≤ M . An additional step can be done to sample the vector P in order to have distributions of the P .
VI. APPLICATIONS
The MultiBD is applied on two real datasets, at first on measurements of electrical power consumption where the correlations between the signals can be easily found, and then on a widely used application of genomic deregulation analysis.
permute randomly the time indices by π 4)
from its posterior (38)
11) end for 12) optional sample P (v ) from its posterior (37) 13) end for 14) return R, P Complementary results on the efficiency of MultiBD to recover shared change-points in a signal with low SNR can be found in [46] .
A. Household Electrical Power Consumption
In the first application, the real dataset consists of four time series that measure the household power consumption [47] . One of them, denoted 1, depicts the global electrical energy consumption in the house, while the others (denoted 2, 3 and 4 respectively) are devoted to the measurements of power demand by specific devices. Thus, the relationships between the four time series are simply deduced: the signals 2, 3 and 4 are independent of each other, and the signal 1 is the sum of the signals 2, 3 and 4, and of other missing signals.
The Bernoulli Detector model is applied with a noninformative prior on P , for 2000 MCMC iterations. The segmentation of a small portion of signals by MultiBD is represented in Fig. 6 , the major changes are detected. The estimated probabilitiesP are drawn, following the distribution (37) , to show the estimation of the relationships between the signals. The probabilities to have each non-empty configuration , conditionally to the existence of at least one change-point, are represented in Fig. 7 . The most probable configurations in R are, in decreasing order of the median, 1010, 1100, 1001, 1000 and 0010. The three first ones reveal a link between the time series within the groups (1, 3) , (1, 2) and (1, 4) , as expected. The importance of P 1000 is due to the large number of events from the hidden part of the electrical installation, only captured by the signal 1. The choice of an informative prior, where configurations such that
(1) = 0 are not allowed, improves the results, as shown in [46] , and reduce noticeably the computation time.
B. Comparative Genomic Hybridization Array Data
A frequent multivariate application of multiple change-points detection is the analysis of Comparative Genomic Hybridization array (aCGH) to find Copy Number Variations (CNV) in genomic profiles of several individuals, as such anomalies are one of the mechanisms responsible for alterations in gene expression. The dataset chosen here is presented in [48] and is provided by the R package ecp [49] . It consists in 43 samples from patients suffering from bladder tumour. The measurements are given by the log 2 -ratio between the quantities of the transcribed DNA of tumorous cells and a healthy reference. The CNV profiles from different patients are jointly segmented. The rationale behind the detection of change-point in those data is to search for shared parts of DNA code whose transcription is deregulated, therefore likely to involve a similar mechanism of the tumour. Many methods are dedicated to this application, see for example [22] - [25] , [50] - [52] .
The DNA is split into 2215 probes, and the delimitations of the 23 chromosomes are not introduced. The regions where the log 2 -ratio is non null are considered as anomalies. The objective is to localize those segments by the detection of the change-points with MultiBD. Due to the complexity of the algorithm, not all 43 samples are processed. The chosen patients are 8, 9, 21, 48, 49 and 53, in order to have some profiles with few anomalies and other with many short anomalies, see Fig. 8 . The resulting segmentation is shown in Fig. 8 , for 3000 MCMC iterations. The level α = 10 −4 is chosen to cope with the numerous segments in the profile 53 without over-segmenting the other profiles with few anomalies.
To illustrate segmentations performed by counterparts change-points detection algorithms, these data are also processed by the group fused LARS method (GFL), presented in [2] , [24] , that is an extension of the fused lasso to the multivariate case. Each signal is approximated by a piecewise-constant function, whose change-points are shared by all profiles. The algorithm is computationally efficient and the detection of shared change-points is improved by an increasing number of profiles, especially for small jumps in the log 2 -ratio. The MATLAB package GFLseg [2] is used to generate the Fig. 9 . The BARD algorithm is also applied. The multivariate version integrates the parameter of the probability that a profile has anomalies. For this application, the proportion of profiles affected by anomalies is set to 3 over 7. The resulting posterior probability that a measurement belongs to a abnormal segment is shown in Fig. 10 , for a normal prior on the data. It is thresholded at 0.17 to estimate the change-points positions.
The estimated segmentations found by the three methods differ in several ways. The BARD and GFL algorithms both return a global segmentation of all the profiles, whereas the MultiBD provides a multivariate segmentation by shared and specific change-points for each profile. The BARD returns the probabilities that the measured CNV belong to a region of abnormal DNA transcription. The GFL approximates the CNV profiles by a multivariate piecewise-constant function. A score of amplification and deletion can be computed, like in [2] . Both methods benefit from an increasing number of profiles to improve the detection of change-points, shared by a small subset of profiles for the BARD and shared by all profiles for the GFL. In contrast, the MultiBD is limited by the complexity of the posterior (38) that linearly depends on the number of possible configurations, that is 2 M in a noninformative case like this application. However the estimation of the parameter P completes the segmentation R and leads to information about both common and specific CNV for several patients. For example in Fig. 8 , the differences between the segmentations of the profile 53 and the others are clearly visible, whereas they do not appear in the Figs. 9 and 10. Like for the GFL, the means of the estimated segments can be used as an approximation of the data to compute a score.
VII. CONCLUSION
The Bernoulli Detector model introduced in this paper aims at detecting multiple change-points in univariate or multivariate signals within a Bayesian framework. It relies on a composite marginal likelihood, built from the p-values of robust rank order statistics. The control of the detection of a single change-point, depending on the acceptance level α, is demonstrated even for small samples and the inference function chosen is empirically validated applying a MCMC method with a Gibbs sampling strategy. The major advantage of the rank order statistics chosen is that the null hypothesis relies only on assumptions on the nature of the change-points, and not on the data distribution as it is usually the case in the change-points detection problem. Thus the model performs as well on data with Gaussian noise than with outliers without changing the model. The Bernoulli Detector is then directly applicable on unknown datasets with abrupt mean changes, whereas the BARD method needs prior information to be efficient, especially in non-Gaussian cases, and the fused lasso depends on tuning parameters, that are often set a posteriori by a criterion. However, This approach faces several theoretical difficulties due to the dependencies between the pvalues and the control of the multiple change-points detection, that cannot be expressed. This will be studied in future work. The model is extended to the multivariate case by introducing the parameter P , in order to estimate the probability that two or more time series have shared change-points or not [8] . Although, the computational cost makes the application of the MultiBD algorithm limited to few times series, this approach complements other methods to achieve both general and individual diagnostic on a small number of joint signals, without specifying a precise model of the data. In future work, the MultiBD approach will consist in studying the estimated parameter P giving interpretations. Sophie Achard is a statistician by education who has acquired an extensive experience of working with neuroscientists. She received a Ph.D. degree in statistics on dependence measures with applications to ICA from Université Grenoble Alpes. As a postdoctoral scholar, she joined the Brain Mapping Unit (University of Cambridge) where she has introduced a multiscale evaluation of the connectivity between brain regions. She is currently with the Grenoble Images Parole Signal Automatique lab as a CNRS research fellow, where she is the principal investigator of a multidisciplinary project between statistics, neuroscience, and signal processing.
