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Some intrinsic tools from the formal theory of variational
equations are being demonstrated at work in application
to one concrete example of the third-order evolution equa-
tion of free relativistic top in three-dimensional space-time.
The main goal is to introduce a combined approach consist-
ing in the simultaneous utilization of symmetry principles
along with the inverse variational problem considerations
in terms of vector-valued differential forms. Next, some
simple algorithm of transition between the autonomous vari-
ational problem and the variational problem in parametric
form is established. The example definitely solved shows
no-existence of a globally and intrinsically defined Lag-
rangian for the Poincaré-invariant and well defined unique
variational equation in the case in hand. Hamiltonian coun-
terpart is briefly discussed in terms of Poisson bracket. The
model appears to provide a generalized canonical descrip-
tion of the quasi-classical spinning particle governed by the
Mathisson-Papapetrou equations in flat space-time.
Introduction
Ostrohrads’kyj’s mechanics has been repeatedly re-
visited from the point of view of global analysis
including certain features of intrinsic differential
geometry (see monographs [1–3], preceded and fol-
lowed by large number of other reviews and art-
icles). The differential geometry of Ostrohrads’-
kyj’s mechanics gained a renewed interest on the
part of contemporary mathematicians during past
two decades.
On the other hand, applications of the higher-
order variational calculus to some classical models
of a relativistic particle motion began in 1937 and
continue till now. The investigations on the applic-
ation of Ostrohrads’kyj’s mechanics to real physical
models haven’t been abandoned since the pioneer
works by Mathisson, Bopp, Weyssenhoff, Raabe,
and Hönl (see [4–7]. Most of the applications con-
sider models of test particles endowed with inner
degrees of freedom [8–15] or models which put the
notion of the acceleration onto the framework of
general differential geometric structure of the ex-
tended configuration space of the particle [16]. One
interesting example of how the derivatives of the
third order appear in the equations of motion of
test particle is provided by Mathisson-Papapetrou
equations
D
dζ
(
m0
uα
‖u‖ +
uγ
‖u‖2
D
dζ
Sαγ
)
= Fα (1)
D
dζ
Sαβ =
1
‖u‖2
(
uβuγ
D
dζ
Sαγ − uαuγ D
dζ
Sβγ
)
(2)
together with the supplementary condition
uγS
αγ = 0. (3)
It is immediately clear that the second term in
(1) may produce the derivatives of the third or-
der of space-time variables xα as soon as one dares
to substitute uγ
DSαγ
dζ
by −SαγDu
γ
dζ
in virtue of
(3). Such substitution in fact means differentiat-
ing equation (3). However, the system of equa-
tions thus obtained will not possess any additional
solutions comparing to that of (1–3) as far as one
does not forget of the original constraint (3). The
system (1–3) was recently a subject of discussion
in [17]. In (1) the right hand side vanishes if there
is no gravitation.
It is a matter of common consent that the re-
lativistic motion of simple particles in gravita-
tional field may be described mathematically via
the notion of geodesic paths. Because less simple
particles obey higher-order equations of motion,
it seems worthwhile to investigate the appropri-
ate geometries. But, in the same way as pseudo-
Riemannian geometry descends down to the nat-
ural representation of Lorentz group, more com-
plicated geometry should break out first from some
symmetry considerations of global character.
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We intend to present in this contribution some
tools from the arsenal of intrinsic analysis on man-
ifolds that may appear helpful in solving the in-
variant inverse problem of the calculus of vari-
ations. In special case of three-dimensional space-
time we shall successfully follow some prescrip-
tions for obtaining a third-order Poincaré-invariant
variational equations up to the very final solution
thus discovering the unique possible one, which will
then be identified with the motion of free relativ-
istic top by means of comparing it to (1–3) when
Rαβδγ = 0. This case of two-dimensional motion
in space makes quite a good sense from the view-
point of the general theory as well [18]. On the
other hand, one can show directly that even in
four-dimensional special relativity case the world
line of a particle obeying the system of equations
(1–3) has the third curvature equal to zero (see
also [19]). Thus, even in this case the particle ac-
tually propagates in two-dimensional space. An-
other feature of this limited case is that the spin
four-vector
σα =
1
2‖u‖ ǫαβγδu
βSγδ (4)
keeps constant under the condition of the motion
be free. So knowing a Lagrange function for some
third-order equation, equivalent to (1–3), allows
offering a generalized Hamiltonian description in
terms of Poisson bracket that might be considered
as a canonical equivalent to (1, 3). Our example
exposes some typical features of variational calcu-
lus:
– the nonexistence (in our case) of well defined
invariant Lagrangian along with intrinsically
very well defined equation of motion with
Poincaré symmetry produced by each of a fam-
ily of degenerate Lagrangians which transform
into each other by renumbering the axes of
Lorentz frame;
– all handled Lagrangians give rise to the same
system of canonical equations;
– each Lagrangian includes different set of se-
cond order derivatives, thus their sum is not a
Lagrangian of minimal order.
1 Homogeneous form and pa-
rametric invariance
Presentation of the equation of motion in so-called
‘manifestly covariant form’ stipulates introducing
of the space of Ehresmann’s velocities of the con-
figuration manifold M of the particle, T kM =
{xα, x˙α, x¨α . . . xα(k)}. In future the notations uα,
u˙α, u¨α, uα(r) will frequently be used in place of x˙
α,
x¨α, xα(3), x
α
(r+1), and also x
α
(0) sometimes will merely
denote the xα. We call some mapping ζ 7→ xα(ζ)
the parametrized (by means of ζ) world line and its
image in M will be called the non-parameterized
world line. As far as we are interested in a vari-
ational equation (of order s) that would describe
the non-parameterized world lines of the particle,
Eα
(
xα, uα, u˙α, u¨α, . . . , uα(s−1)
)
= 0, (5)
the Lagrange function L has to satisfy the Zer-
melo conditions, which in our case of only up to
the second order derivatives present in L read
uβ
∂
∂uβ
L+ 2u˙β ∂
∂u˙β
L = L
uβ
∂
∂u˙β
L = 0.
In this approach the independent variable ζ
(called the parameter along the world line) is not
included into the configuration manifold M . Thus
the space T kM is the appropriate candidate for the
role of the underlying manifold on where the vari-
ational problem in the autonomous form should be
posed. We may include the parameter ζ into the
configuration manifold by introducing the trivial
fibre manifold R × M → R, ζ ∈ R, and put-
ting into consideration its kth-order prolongation,
Jk(R,M), i. e. the space, constituted by the kth-
order jets of local cross-sections of Y = R×M over
R. Each such cross-section of Y is nothing but the
graph in R ×M of some local curve xα(ζ) in M .
For each r ∈ N there exists an obvious projection
pr
0
: Jr(R,M)→ T rM (6)
as follows. The manifold T rM consists of the de-
rivatives up to the rth-order of curves xα(ζ) in M ,
evaluated at 0 ∈ R. If for every τ ∈ R we denote
by same character τ the mapping ζ 7→ ζ + τ of R
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onto itself, then the projection reads
pr
0
:
(
τ ;xα(τ),
d
dζ
xα(τ),
d2
dζ2
xα(τ), . . .
. . . ,
dr
dζr
xα(τ)
)
7→
7→
(
(xα ◦ τ) (0), d
dζ
(xα ◦ τ) (0),
d2
dζ2
(xα ◦ τ) (0), . . . , d
r
dζr
(xα ◦ τ) (0)
)
.(7)
By means of the projection (6, 7) every Lagrange
function L initially defined on T kM may be pulled
back to the manifold Jk(R,M) and defines there
some function L0 by the obvious formula L0 = L ◦
pk
0
. We say that the differential form
λ = L0dζ (8)
constitutes a variational problem in extended para-
metric form because in the construction of the new
configuration manifold R×M the independent vari-
able ζ was artificially doubled. But we shall need
this construction later.
Let us return to the variational problem set on
the manifold T kM by a given Lagrange function
L. The very first moment we impose the Zer-
melo conditions, the problem becomes degenerate.
There exists one way to avoid degeneracy by re-
ducing the number of velocities. Of course, at the
cost of losing the “homogeneity” property of the
equation (5). Consider some way of segregating
the variables xα ∈ M into t ∈ R and xi ∈ Q,
dimQ = dimM − 1, thus making M into some
fibration, M ≈ R × Q, over R. The manifold of
jets Jr(R, Q) provides some local representation
of what is known as the manifold Cr(M, 1) of r-
contact one-dimensional submanifolds of M . In-
trinsically defined global projection of non-zero ele-
ments of T rM onto the manifold Cr(M, 1) in this
local and, surely, “non- covariant” representation is
given by
℘r : T rM \ {0} → Jr(R, Q), (9)
and in the third order is implicitly defined by the
following formulae, where the local coordinates in
Jr(R, Q) are denoted by t; xi, vi, v′
i
, v′′
i
, . . . , vi(r−1)
with vi(0) marking v
i sometimes,
t˙ vi = ui
(t˙)3v′
i
= t˙u˙i − t¨ui (10)
(t˙)5v′′
i
= (t˙)2u¨i − 3t˙t¨u˙i + [3(t¨)2 − t˙t(3)]ui.
There does not exist any well-defined projection
from the manifold Cr(M, 1) onto the space of in-
dependent variable R, so the expression
Λ = L
(
t; xi, vi, v′
i
, v′′
i
, . . . , vi(k−1)
)
dt (11)
will vary in the dependence on the concrete way of
local representation M ≈ R×Q. We say that two
different expressions of type (11) define one and
the same variational problem in parametric form
if their difference expands into nothing but only
the pull-backs to Ck(M, 1) of the following contact
forms, which live on the manifold C1(M, 1),
θi = dxi − vidt. (12)
These differential forms obviously vanish along the
jet of every curve R→ Q.
Let the components of the variational equation
Ei = 0 (13)
of the Lagrangian (11) be treated as the compon-
ents of the following vector one- form,
e =
{
Eidt
}
. (14)
We intend to give a “homogeneous” description
to (14) and (11) in terms of some objects that
would live on T sM and T kM respectively. But
we cannot apply directly the pull-back operation
to the Lagrangian (11) because the pull-back of
one-form is a one-form again, and what we need
on T kM is a Lagrange function, not a differential
form. However, it is possible to pull (11) all the
way back along the composition of projections (6)
and (9),
prk = ℘k ◦ pk
0
, (15)
ultimately to the manifold Jk(R,M). In such a
way we obtain the differential form
(
L ◦ prk)dt.
But what we do desire, is a form that should in-
volve dζ solely (i. e. semi-basic with respect to the
projection Jk(R,M) → R). Fortunately, the two
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differential forms, dt and t˙dζ, differ not more than
only by the contact form
ϑ = dt− t˙dζ. (16)
Now, we recall that equivalent Lagrangians that
have the structure of (11) differ by multiplies of
the contact forms (12). It remains to notice that,
by the course of (7) and (10), the pull-backs of the
contact forms (12) expand only into contact forms
(16) and
ϑi = dxi − uidζ (17)
alone,
pr1∗θi = dxi − (vi ◦ pr1)dt = ϑi − (vi ◦ pr1)ϑ.
Thus, every variational problem, posed on
Jk(R, Q) and represented by (11), transforms into
an equivalent variational problem
λ =
(
L ◦ prk)t˙dζ, (18)
posed on Jk(R,M). But the Lagrange function of
this new variational problem,
L0 =
(
L ◦ prk)t˙, (19)
does not depend upon the parameter ζ and sub-
stantially may be thought of as a function, defined
on T kM .
We prefer to cast the variational equation (of
some order s ≤ 2k), generated by the Lagrangian
(18), into the framework of vector-valued exterior
differential systems theory by introducing the fol-
lowing vector differential one-form, defined on the
manifold Js(R,M),
ε = Eα
(
xα, x˙α, . . . , xα(s)
)
dζ. (20)
The expressions Eα
(
xα, x˙α, . . . , xα(s)
)
in (20) may
also be treated as ones, defined on T sM , similar
to L0. Altogether the constructions, built above,
allow formulation of the following statement:
Proposition 1 If the differential form (14) cor-
responds to the variational equation of the Lag-
rangian (11), then the expressions
Eα =
{−uiEi, t˙Ei} (21)
correspond to the Lagrange function (19).
In this case the (sth-order) equation (5) de-
scribes “in homogeneous form” the same non-
parameterized world lines of a particle governed
by the variational problem (19), as does the equa-
tion (13) with the Lagrangian given by (11), and
also L0 obviously satisfies the Zermelo conditions.
As to more sophisticated details, paper [20] may
be consulted.
2 Criterion of variationality
Our main intention is to find a Poincaré-invariant
ordinary (co-vector) differential equation of the
third order in three-dimensional space-time. With
this goal in mind we organize the expressions Ei in
(14) into a single differential object, the exterior
one-form
e0 = Eidx
i (22)
defined on the manifold Js(R, Q), so that the vec-
tor differential form (14) should now be treated as
the coordinate representation of the intrinsic dif-
ferential geometric object
e = eidx
i = Eidt⊗ dxi = dt⊗ e0. (23)
This way constructed differential form e is an ele-
ment of the graded module of differential semi-
basic with respect to R differential forms on
Js(R, Q) with values in the bundle of graded al-
gebras ∧T ∗Q of scalar forms on TQ. Of course,
due to the dimension of R, actually only functions
(i. e. semi-basic zero-forms) and semi-basic one-
forms (i. e. in dt solely) exist. We also wish to
mention that every (scalar) differential form on Q
is naturally treated as a differential form on T rQ,
i. e. as an element of the graded algebra of cross-
sections of ∧T ∗(T rQ).
For arbitrary s ∈ N let Ωs(Q) denote the al-
gebra of (scalar) differential forms on T sQ with
coefficients depending, aside of vr−1, r ≤ s, also
on t ∈ R. It is possible to develop some calculus
in Ωs(Q) by introducing the operator of vertical
(with respect to R) differential dv and the oper-
ator of total (or formal “time”) derivative Dt by
means of the prescriptions:
dvf =
∂f
∂xi
dxi +
∂f
∂vi(r)
dvi(r), dv
2 = 0,
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so that dvx
i and dvv
i
(r) coincide with dx
i and dvi(r)
respectively, and
Dtf =
∂f
∂t
+vi
∂f
∂xi
+vi(r+1)
∂f
∂vi(r)
, Dtdv = dvDt.
There exists a notion of derivation in graded
algebras endowed with generalized commutation
rule, as Ωs(Q) is. An operator D is called a de-
rivation of degree q if for any differential form ̟
of degree p and any other differential form w it is
true that D(̟∧w) = D(̟)∧w+(−1)pq̟∧D(w).
To complete the above definitions it is necessary to
demand that dv be a derivation of degree 1 whereas
Dt be a derivation of degree 0. But still this is not
the whole story. We need one more derivation of
degree 0, denoted here as ι, and defined by its ac-
tion on functions and one-forms, which altogether
locally generate the algebra Ωs(Q),
ιf = 0, ιdxi = 0, ιdvi = dxi, ιdvi(r) = (r+1) dv
i
(r−1).
Let operator deg mean evaluating of the degree
of a differential form. The Lagrange differential δ
is first introduced by its action upon the elements
of Ωs(Q),
δ =
(
deg+
s∑
r=1
(−1)r
r!
Dt
rιr
)
dv,
and next trivially extended to the whole of the
graded module of semi-basic differential forms on
Js(R, Q) with values in ∧T ∗(T rQ) by means of
δ(ωidt⊗ dxi) = dt⊗ δ(ωidxi),
δ(ωri dt⊗ dvi(r)) = dt⊗ δ(ωri dvi(r)).
This δ turns out to possess the property δ2 = 0.
We have, that for the differential geometric objects
(23) and (11) the following relation holds:
e = δΛ = dt⊗ δL. (24)
Now the criterion for an arbitrary set of expressions{
Ei
}
in (14) be the variational equations for some
Lagrangian reads
δe = dt⊗ δe0 = 0, (25)
with e constructed from
{
Ei
}
by means of (22) and
(23).
Of course, one may apply the above construc-
tions literally to the analogous objects living on
the manifold Js(R,M) in (6) and obtain the op-
erator, the Lagrange differential, δY acting upon
semi-basic, with respect to R, differential forms on
Js(R,M) with values in the bundle ∧T ∗(T sM). In
the algebra Ωs(M) operator δ
Y preserves the sub-
algebra of forms that do not depend on the para-
meter ζ ∈ R. The restriction of δY to the algebra
of differential forms truly defined on T sM sole will
be denoted by δT . It was introduced in [21]. If
in (8) the Lagrange function L0 does not depend
on the parameter ζ ∈ R, as is the case of (18–19),
rather than applying δY to the forms λ from (8)
and
ε = εαdx
α = Eαdζ ⊗ dxα (26)
from (20), we may apply the restricted operator δT
to the Lagrange function L0 and to the differential
form
ε0 = Eαdxα. (27)
In case of (19) the criteria δY ε = 0,
δTε0 = 0, (28)
and (25) are all equivalent, and the variational
equations, produced by the expressions ε = δY λ
from (26, 18), ε0 = δ
TL0 from (27, 19), and e
from (24) all are equivalent to (5). The expres-
sions (14) and (11) are not “generally covariant”
whereas (27) is. But the criterion (28) needs to be
solved along with Zermelo conditions, whereas (25)
is self-contained.
The presentation of a system of variational ex-
pressions
{
Ei
}
under the guise of a semi-basic (i. e.
in dt solely) differential form that takes values
in the bundle of one-forms over the configuration
manifold Q is quite natural:
– the Lagrange density (called Lagrangian in
this work) is a one-form in dt only;
– the destination of the Euler-Lagrange expres-
sions in fact consists in evaluating them on
the infinitesimal variations, i. e. the vector
fields tangent to the configuration manifold Q
along the critical curve; consequently, the set
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of Ei constitutes a linear form on the cross-
sections of TQ with the coefficients depending
on higher derivatives
More details can be found in [22] and [23].
3 Lepagean equivalent
The system of partial differential equations, im-
posed on Ei, that arises from (25) takes more
tangible shape in the concrete case of third-order
Euler-Poisson (i. e. ordinary Euler-Lagrange) ex-
pressions. The reader may consult [24] and refer-
ences therein. Let skew-symmetric matrix A, sym-
metric matrix B, and a column c all depend on t,
xi, and vi and satisfy the following system of partial
differential equations,
∂
v
[iAjl] = 0 ,
2B[ij] − 3D1Aij = 0 ,
2 ∂
v
[iBj]l − 4 ∂
x
[iAj]l + ∂
x
l Aij +
+ 2D
1
∂
v
l Aij = 0 ,
∂
v
(icj) −D1B(ij) = 0 ,
2 ∂
v
l ∂
v
[icj] − 4 ∂
x
[iBj]l +D1
2 ∂
v
l Aij +
+ 6D
1
∂
x
[iAjl] = 0 ,
4 ∂
x
[icj] − 2D1∂v[icj] −D1
3 Aij = 0 ,
(29)
where the differential operator D
1
is the lowest
order generator of the Cartan distribution,
D
1
= ∂t+ v . ∂x .
It is obvious and commonly well known that the
Euler-Lagrange expressions are of affine type in the
highest derivatives. The most general form of the
Euler-Poisson equation of the third order reads:
A . v′′+(v′. ∂v)A . v
′+B . v′+ c = 0 . (30)
Due to the affine structure of the left hand side
of equation (30), we may alongside with the differ-
ential form (23) introduce next one, the coefficients
of which do not depend on third-order derivatives,
ǫ = Aijdv
′j ⊗ dxi + kidt⊗ dxi ,
k = (v′. ∂v)A . v
′ + B . v′ + c .(31)
From the point of view of searching only holo-
nomic local curves in J3(R, Q) those exterior dif-
ferential systems who differ not more than merely
by multipliers of the contact forms (12) and
θ′i = dvi − v′idt, θ′′i = dv′i − v′′idt,
are considered equivalent. The differential forms
(31) and (23) are equivalent:
ǫ− e = Aijθ′′j ⊗ dxi.
The differential form (31) may be accepted as an
alternative representation of the Lepagean equival-
ent [1] of (23).
4 Invariant Euler-Poisson
equation
We are preferably interested in those variational
equations that expose some symmetry. Let X(ǫ)
denote the component-wise action of an infinites-
imal generator X on a vector differential form ǫ.
That the exterior differential system, generated by
the form ǫ, possesses the symmetry of X means
that there exist some matrices Φ, Ξ, and Π de-
pending on v and v′, such that
X(ǫ) = Φ . ǫ+Ξ . (x−vdt)+Π . (dv−v′dt). (32)
Equation (32) expresses the condition that two
vector exterior differential systems, the one, gen-
erated by the vector differential form ǫ, and the
other, generated by the shifted form X(ǫ), are al-
gebraically equivalent. For systems, generated by
one-forms (as in our case) this is completely the
same thing as to demand that the set of local solu-
tions be preserved under the one-parametric Lie
subgroup generated by X . We see two advantages
of this method:
– the symmetry conception is formulated in
reasonably most general form;
– the problem of invariance of a differential
equation is reformulated in algebraic terms by
means of undetermined coefficients Φ, Ξ, and
Π;
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– the order of the underlying non-linear man-
ifold is reduced (to J2(R, Q) instead of
J3(R, Q)).
Further details may be found in [25].
In the case of the Poincaré group we assert that
A and k in (31) do not depend upon t and x. And
for the sake of reference it is worthwhile to put
down the general expression of the generator of the
Lorentz group, parameterized by a skew-symmetric
matrix Ω and some vector π:
X=− (π · x) ∂t + g00 tπ . ∂x + Ω · (x ∧ ∂x) +
+ g00 π . ∂v + (π · v) v . ∂v + Ω · (v ∧ ∂v) +
+ 2 (π · v) v′. ∂
v
′ + (π · v′) v . ∂
v
′ +
+Ω · (v′ ∧ ∂
v
′) .
Here the centred dot symbol denotes the inner
product of vectors or tensors and the lowered dot
symbol denotes the contraction of a row-vector and
the subsequent column-vector.
System of equations (29, 32) may possess many
solutions. Or no solutions at all, depending on the
dimension of the configuration manifold. For ex-
ample, in dimension one the skew-symmetric mat-
rix A does not exist. If dimQ = 3, there is no
solution to the P.D.E. system (29, 32) (see [26]).
Fortunately, if dimQ = 2, the solution exists and
is unique, up to a single scalar parameter µ (see
also [27] ):
Proposition 2 The invariant Euler-Poisson
equation of the relativistic two-dimensional motion
is:
− ∗v
′′
(1 + v·v)3/2
+ 3
∗v′
(1 + v·v)5/2
(v·v′)−
− µ
(1 + v·v)3/2
(
(1 + v·v) v′ − (v′·v) v) = 0 .(33)
The dual vector above is defined in commonly
used notations, (∗w)i = ǫjiwj . We know two dif-
ferent Lagrange functions for the left hand side of
(33):
L1=− v
′2v1√
1 + vivi(1 + v2v2)
+ µ
√
1 + vivi (34)
L2=
v′1v2√
1 + vivi(1 + v1v1)
+ µ
√
1 + vivi. (35)
These should differ by a total time derivative
L2 − L1 = d
dt
F . (36)
In fact, let gij = diag
(
1, η1, η2
)
, ηi = ±1. Then, if,
for example, η1η2 = 1, then
F = arctan
v1v2√
1 + vivi
. (37)
With the help of the prescriptions of Proposition 1
we immediately obtain the ‘homogeneous’ counter-
part of (33):
−
u¨× u
‖u‖3
+ 3
u˙× u
‖u‖5
(u˙ · u)−
−
µ
‖u‖3
(
(u · u) u˙− (u˙ · u)u
)
= 0 (38)
with the corresponding family of Lagrange func-
tions,
L1=
u1
(
u˙0u2 − u˙2u0)
‖u‖(u0u0 + u2u2) + µ‖u‖ ,
L2=
u2
(
u˙1u0 − u˙0u1)
‖u‖(u0u0 + u1u1) + µ‖u‖ ,
L0=
u0
(
u˙2u1 − u˙1u2)
‖u‖(u1u1 + u2u2) + µ‖u‖ ,
where, for the sake of the ‘coordinate homogen-
eity’, the notation u0 was introduced to substitute
the evolution of the time coordinate t˙. One ob-
tains the third expression for L0 by simple abuse
of cyclic symmetry philosophy.
The difference between L2 and L1 is readily ob-
tained from the Proposition 1 again. Thus in the
case when (37) holds, one gets from (10) and (15)
L2 − L1= u0
(
L2 ◦ pr2 − L1 ◦ pr2
)
=
d
dζ
arctan
(
v1 ◦ pr2)(v2 ◦ pr2)√
1 +
(
vi ◦ pr2
)(
vi ◦ pr2)
=
d
dζ
arctan
u1u2
u0
√
uαuα
,
and for two other differences by direct calculation
and the trigonometric identity for arctan:
L1 − L0 = d
dζ
arctan
u0u1
u2
√
uαuα
,
L0 − L2 = d
dζ
arctan
u0u2
u1
√
uαuα
.
To produce a variational equation of the third
order, the Lagrange function should be of affine
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type in second derivatives. It makes no sense to
even try finding a Poincaré-invariant such Lag-
range function in space-time dimensions greater
than two [26]. But the generalized momentum
∂L
∂u
−
d
dζ
∂L
∂u˙
=
u˙× u
‖u‖3
+ µ
u
‖u‖
does not depend on the particular choice of one of
the above family of Lagrange functions. This ex-
pression for the generalized momentum was (in dif-
ferent notations) in fact obtained in [10] by means
of introducing an abundance of Lagrange multipli-
ers into the formulation of the corresponding vari-
ational problem.
4.1 Free relativistic top in two di-
mensions
This equation (38) carries certain amount of phys-
ical sense. We leave it to the reader to ensure
(see also [28]) that in terms of spin vector (4) the
Mathisson-Papapetrou equations (1–2) under the
Mathisson-Pirani auxiliary condition (3) are equi-
valent to the next system of equations,
εαβγδu¨
βuγσδ − 3 u˙·u‖u‖2 εαβγδu˙
βuγσδ +
+
m0√
|g|
[
(u˙ · u)uα − ‖u‖2u˙α
]
= Fα (39)
‖u‖2σ˙α + (σ · u˙)uα = 0
σ · u = 0 .
It should be clear that the four-vector σ is con-
stant in all its components if the force Fα van-
ishes. Equation (39) admits a planar motion,
when u3 = u˙3 = u¨3 = 0, and, if we put gαβ =
diag
(
1, η1, η2, η3
)
, it takes the shape of
η3σ3
(
u¨× u
‖u‖3
− 3
u˙× u
‖u‖5
(u˙ · u)
)
+
+
m0
‖u‖3
[(u · u) u˙− (u˙ · u)u] = 0 ,
where the vector u becomes three-dimensional.
Comparing with (38) imposes µ =
m0
η3σ3
.
5 Poisson structure
In constructing Hamilton equations we follow the
prescriptions of [29]. First, let us introduce, along
with the variables xi, vi, v′
i
, yet more variables, pi
and ri. We define the following Hamilton function
H on the total set of variables xi, vi, v′
i
, pi and ri,
H = p.v + r.v′ − L . (40)
The system of higher-order equations of motion in
these variables take the shape
dx
dt
=
∂H
∂p
,
dv
dt
=
∂H
∂r
, (41)
dp
dt
= −∂H
∂x
, (42)
dr
dt
= −∂H
∂v
,
∂H
∂v′
= 0 . (43)
Equations (41) in fact merely ensure that only
holonomic enter into consideration:
dx
dt
= v ,
dv
dt
= v′ .
Equations (43) give the definition of Ostrohrads’kyj
momenta:1
p =
∂L
∂v
− dr
dt
, r =
∂L
∂v′
. (44)
Equation (42) is the variational equation of motion
(the Euler-Poisson vector equation)
∂L
∂x
− d
dt
(
∂L
∂v
− d
dt
∂L
∂v′
)
= 0 .
As soon as any Lagrange function that corres-
ponds to the equation (33), should be of affine
type with respect to the accelerations, the defin-
ition (40) reduces to
H = p.v − µ
√
1 + vivi . (45)
Let us take the Lagrange function (34) in place
of L. Then equation (43) in its first component
produces
dr1
dt
= −∂H
∂v1
, r1 = 0 . (46)
Now the consistency condition for the pair of equa-
tions (46) reads
∂H
∂v1
= 0 , (47)
1Although we use bold character to denote the two-
component array p, we have to warn the Reader that,
whereas r transforms like a vector, p does not, quite the
same way as neither does x.
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which, together with
∂H
∂v′2
= 0 (48)
from (43), allows us to get rid not only of the vari-
able v′2 (v′1 is already out of game by
∂L1
∂v′1
=0),
but also of v1, thus reducing the overall number of
canonical variables by two (i.e. ignoring the con-
jugated pair (v1, r1)). The theory is non-degenerate
in the sense that the Hessian∥∥∥∥∥∥∥
∂2L1
∂v′2∂v′2
∂2L1
∂v′2∂v1
∂2L1
∂v1∂v′2
∂2L1
∂v1∂v1
∥∥∥∥∥∥∥
=
∥∥∥∥∥∥∥∥
0 − 1
(1+−vivi)3/2
− 1
(1+vivi)3/2
3
v
′2
v1
(1+vivi)5/2
+ µη1
1+v2v
2
(1+vivi)3/2
∥∥∥∥∥∥∥∥
is of the rank 2.
Let us solve equation (48) for v1. With L1 in
place of L, equation (48) reads
r2 = − v
1
√
1 + v·v (1 + v2v2)
. (49)
Now take the square of both sides:
η1r2r2 (1 + v·v)
(
1 + v2v
2
)2
= v1v
1 ,
from where by collecting like terms,
v1v
1
(
1− η1r2r2
(
1 + v2v
2
)2)
= η1r2r2
(
1 + v2v
2
)3
. (50)
Let us construct the expression (1+ v·v) from (50)
as follows:
(1 + v·v)
(
1−η1r2r2
(
1 + v2v
2
)2)
=1−η1r2r2
(
1 + v2v
2
)2
+η1r2r2
(
1 + v2v
2
)3
+ v2v
2
−η1v2v2r2r2
(
1 + v2v
2
)2
=1+v2v
2 +
(
1 + v2v
2
)2
· 0
=1+v2v
2 . (51)
The expression for the variable v′2 might have been
obtained from (47), but actually we are not inter-
ested in it as far as we are going to use directly
formula (45) rather than (40). By (49) and (51)
the Hamiltonian (45) becomes
H = p2v
2 − p1r2
(
1 + v2v
2
)3/2
√
1− η1r2r2
(
1 + v2v2
)2
− µ
√√√√ 1 + v2v2
1− η1r2r2
(
1 + v2v2
)2 . (52)
The Poisson structure is implemented by the
Poisson bracket{
F,G
}
p,r
=
∂F
∂xi
∂G
∂pi
− ∂F
∂pi
∂G
∂xi
+
∂F
∂v2
∂G
∂r2
− ∂F
∂r2
∂G
∂v2
,
and the generalized Hamilton equations read:
dxi
dt
=
{
xi, H
}
p,r
dv2
dt
=
{
v2, H
}
p,r
dpi
dt
=
{
pi, H
}
p,r
dr2
dt
=
{
r2, H
}
p,r
.
If we had started with (35), then definition (40)
would have changed to new variables, p˜, r˜, and a
new function H˜ ,
H˜ = p˜.v + r˜.v′ − L2 . (53)
In place of (46), (47), and (48) we should have had
dr˜2
dt
= −∂H˜
∂v2
, r˜2 = 0 , (54)
∂H˜
∂v2
= 0 .
and
∂H
∂v′1
= 0 (55)
from (43). Formulæ (49) and (51) would have been
substituted by
r˜1 =
v2√
1 + v·v (1 + v1v1)
(56)
and
(1+v·v)
(
1−η2r˜1 r˜1
(
1+v1v
1
)2)
= 1+v1v
1 . (57)
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The theory becomes non-degenerate with the Hes-
sian
∥∥∥∥∥∥∥
∂2L2
∂v′1∂v′1
∂2L2
∂v′1∂v2
∂2L2
∂v2∂v′1
∂2L2
∂v2∂v2
∥∥∥∥∥∥∥
=
∥∥∥∥∥∥∥∥
0 1
(1+−vivi)3/2
1
(1+vivi)3/2
−3 v
′1
v2
(1+vivi)5/2
+ µη2
1+v1v
1
(1+vivi)3/2
∥∥∥∥∥∥∥∥
With (56) and (57) the new Hamilton func-
tion (53) reads
H˜ = p˜1v
1 + p˜2r˜1
(
1 + v1v
1
)3/2
√
1− η2r˜1 r˜1
(
1 + v1v1
)2
− µ
√√√√ 1 + v1v1
1− η2 r˜1 r˜1
(
1 + v1v1
)2 . (58)
The new Poisson structure would have been given
by
{
F,G
}
p˜,˜r
=
∂F
∂xi
∂G
∂p˜i
− ∂F
∂p˜i
∂G
∂xi
+
∂F
∂v1
∂G
∂ r˜1
− ∂F
∂ r˜1
∂G
∂v1
,
(59)
and the new generalized Hamilton equations would
have read:
dxi
dt
=
{
xi, H
}
p˜,˜r
dv1
dt
=
{
v1, H
}
p˜,˜r
dpi
dt
=
{
pi, H
}
p˜,˜r
dr1
dt
=
{
r1, H
}
p˜,˜r
.
The Hamilton function in (40) is defined on the
space T 2Q ×TQ T ∗
(
TQ
)
with coordinates x, v,
v′, p, r and may be lifted to the so-called unified
phase space [30] T 3Q ×TQ T ∗
(
TQ
)
with coordin-
ates x, v, v′, v′′, p, r by the projection ignoring v′′.
The Legendre–Ostrohrads’kyj map T 3Q→ T ∗(TQ)
over TQ (see again [30]), defined by formulæ (44),
in our case of affine Lagrangian actually is defined
on the space T 2Q and may be thought of as a graph
in the space T 2Q×TQT ∗
(
TQ
)
. It may be described
by a pair of applications, p = π(v, v′), and r =
ρ(v, v′). Given another Hamilton function, H˜ ,
one arrives at another Legendre–Ostrohrads’kyj
map, p˜ = π˜(v, v′), and r˜ = ρ˜(v, v′). As far as (36)
holds, and assuming
∂F
∂v′
= 0, from (44) one gets
r˜
def
=
∂L2
∂v′
≡ ∂L1
∂v′
+
∂
∂v′
(
v.
∂F
∂x
+ v′.
∂F
∂v
)
= r + φ, (60)
where φ
def
=
∂F
∂v
, (61)
p˜
def
=
∂L2
∂v
− dr˜
dt
= p+
(
∂
∂v
− d
dt
∂
∂v′
)
dF
dt
= p+
∂F
∂x
.
In our example
∂F
∂x
= 0, so one can drop the
diacritic tilde over p and π. From (60) one can
obtain the expression for φ1, using (56) together
with the second equation of (46), and the expres-
sion for φ2, using (49) accompanied by the second
equation of (54)):
φ1 = r˜1 =
v2√
1 + v·v
(
1 + v1v1
) , (62. 1)
φ2 = −r2 = v
1
√
1 + v·v
(
1 + v2v2
) . (62. 2)
One can easily check
∂φ1
∂v2
=
1
(1 + v·v)3/2
=
∂φ2
∂v1
, (63)
which should be obvious from (61).
Let us consider the following diagram
{v, v′}
(id,pi,ρ)
zztt
tt
tt
tt
t
(id,pi,ρ˜)
$$❏
❏❏
❏❏
❏❏
❏❏
{v, p, r}
H
%%❑
❑❑
❑❑
❑❑
❑❑
❑
(id,id,Φ)
// {v, p, r˜}
H˜
yyss
ss
ss
ss
ss
R
(64)
where the map Φ is given by Φ(v, p, r) = r +φ(v).
Proposition 3 The diagram (64) commutes
Proof. By the second formula in (46), together
with (62. 2), in the upper triangle to the left we
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get
ρ1(v, v
′) = 0; ρ2(v, v
′) = −φ2 ,
whereas by (62. 1) and (54) to the right we have
ρ˜1(v, v
′) = φ1; ρ˜2(v, v
′) = 0 . (65)
On the right by (62. 1) one calculates(
Φ ◦ ρ
)
1
(v, v′) = Φ1
(
ρ1(v), ρ2(v)
)
= 0 + φ1 = φ1 ,(
Φ ◦ ρ
)
2
(v, v′) = Φ2
(
ρ1(v), ρ2(v)
)
= −φ2 + φ2 = 0 ,
which coincides with (65).
In the lower triangle we compute the composi-
tion
H˜ ◦ (id, id,Φ)(v, p, r) = p.v+Φ(v, p, r).v′−L2
= p.v + r.v′ + φ.v′ − L2 = p.v + r.v′ − L1
= H(v, p, r) ,
because φ.v′ = L2 − L1 in view of (62).
Q.E.D.
Let us turn to the notion of canonical transform-
ations. Consider some space of conjugated pairs of
variables {QA, PA} with a Poisson bracket
{F,G}P,Q = ∂F
∂QA
∂G
∂PA
− ∂F
∂PA
∂G
∂QA
and a transformation
(
QA, PA
) 7→ (Q˜A, P˜A). (66)
Definition 1 Transformation (66) is called ca-
nonical if the following two equivalent conditions
hold [2,29]:
1. The Jacobian matrix of the inverse transform-
ation to (66) reads
∥∥∥∥∥∥∥∥∥∥
(
∂P˜
∂P
)T
−
(
∂Q˜
∂P
)T
−
(
∂P˜
∂Q
)T (
∂Q˜
∂Q
)T
∥∥∥∥∥∥∥∥∥∥
(67)
where superscript T denotes the transposition of
the embraced matrix.
2. The Poisson bracket of the new conjugate pairs
calculated with respect to the old variables does not
change:
{Q˜A, Q˜B}P,Q = 0 ; {P˜A, P˜B}P,Q = 0 ;
{Q˜A, P˜B}P,Q = δAB .
(68)
Proposition 4 Let η : {x, v, p, r} → {x, v, p, r˜} be
defined as η = (id, id, id,Φ) with Φ from the dia-
gram (64). Then η is canonical.
Proof. We shall prove both properties in Defini-
tion (1).
Proof of property (1). The Jacobian matrix
of η is∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0
∂φ1
∂v1
∂φ1
∂v2
0 0 1 0
0 0
∂φ2
∂v1
∂φ2
∂v1
0 0 0 1
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
(69)
Obviously its determinant is 1.
The inverse to (69) is∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 −∂φ1
∂v1
−∂φ1
∂v2
0 0 1 0
0 0 − ∂φ2
∂v1
−∂φ2
∂v1
0 0 0 1
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
(70)
In order to apply (67) to (70) we put QA = (xi, vi)
and PA = (pi, ri) and then we profit from (63) to
check that (67) holds.
Q.E.D.
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Proof of property (2). By the definition of η
we are led to put Q˜A = QA, p˜i = pi, and r˜i =
ri + φi, so that
{Q˜A, Q˜B} = {QA, QB} = 0 ;
{v˜i, p˜j} = {vi, pj} = 0 ; {p˜i, p˜j} = {pi, pj} = 0 ;
{x˜i, r˜j} = {xi, rj + φj} = {xi, φj} = 0 ;
{p˜i, r˜j} = {pi, rj + φj} = {pi, φj} = 0 ;
{x˜i, p˜j} = {xi, pj} = δij ;
{v˜i, r˜j} = {vi, rj + φj} = {vi, rj} = δij
{r˜i, r˜j} = {ri + φi, rj + φj} = {ri, φj}+ {φi, rj , }
= −∂φj
∂vk
δki +
∂φi
∂vk
δkj = 0
on the strength of (63) .
This agrees with (68).
Q.E.D.
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