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This paper reports the results of a further analysis of the same model simulations discussed by Cess et al. [1990, hereafter referred to as C90]. In the present study we focus on the response of the surface energy budget and the hydrologic cycle to the imposed SST changes. A motivation for our study is the critical role of the surface energy budget in climate change, as discussed by Ramanathan [1981] . He investigated the changes in the surface energy budget induced by a CO2 doubling, as simulated by a simple onedimensional climate model. He found that the direct warming by CO2 is actually a minor component in the changes of the surface energy balance. As the surface warms, evaporation increases, leading to a major increase in the atmospheric water vapor content. Mainly because of the increased absolute humidity, the atmosphere radiates down more strongly on the surface, heating it. In fact, even though the surface temperature increases, the net longwave cooling of the surface actually decreases. The changes in the surface energy budget are thus dominated by the increased cooling by the latent heat flux and the decreased infrared cooling. In accordance with Ramanathan's [1981] analysis, the changes in the surface sensible heat flux and solar radiation play relatively minor roles. In short, Ramanathan [1981] showed that the sensitivity of the climate to external perturbations such as increasing CO2 concentrations is strongly influenced by the responses of the surface energy budget and the hydrologic cycle to an increase in the SST. (More recently, however, Ramanathan and Collins [1991] have argued that changes in solar radiation (due to changes in cloudiness) provide a major negative feedback that resists warming of the tropical oceans.)
The model results produced for the GCM Intercomparison provide us with an unprecedented opportunity to investigate the degree to which existing GCMs agree on the response of the surface energy budget to an increase in the SST. This paper reports the results of such an investigation.
Gutowski et al. [1991] recently investigated the surface energy budgets simulated by the Geophysical Fluid Dynamics Laboratory (GFDL), Goddard Institute for Space Studies (GISS), and National Center for Atmospheric Research (NCAR) GCMs in multiyear simulations of both the present climate and a doubled CO2 climate. All three of these models included slab oceans with prognostic sea surface temperatures. Gutowski et al. showed how the surface energy budgets of the three GCMs responded to increased CO2 levels both globally and regionally and for the various seasons of the year.
Although the present study has much in common with that of Gutowski et al. [1991] , it differs in several important ways. First, we have drastically simplified the physical issues by prescribing identical sea surface temperature perturbations for all models; the results analyzed by Gutowski et al. involved computed SST perturbations that differed from model to model, both globally and geographically. Second, as already mentioned, we have employed perpetual July conditions. Third, we have pooled results from 19 GCMs, whereas Gutowski et al. [1991] analyzed results from only three models. In view of these differences, Gutowski's study and ours are complementary.
In this paper we attempt to relate differences in results to differences in formulation. This is not an easy task because with only a few exceptions, pairs of participating models differ not just in one way but in many ways. Some tentative conclusions can be drawn, however, and suggest promising avenues for further exploration by individual investigators.
WHAT WAS COMPUTED AND HOW
It is important to keep in mind that although the runs discussed here involve surface warming, they are not simulations of the response of the climate system to increasing CO 2 concentrations and are not even particularly good analogs to such runs. First of all, these are "perpetual July" simulations, rather than the seasonally varying runs that would be required for realistic climate change simulations. Second, we have increased and/or decreased the SSTs in a deliberately idealized, patently unrealistic fashion. Although simulations of the climatic response to a CO2 doubling sometimes produce a globally averaged surface warming of about 4 K, they never produce a 4 K warming of the tropical oceans, such as that imposed here [Houghton et al., 1990] . Finally and importantly, although the globally and annually averaged net surface energy flux must be close to zero in a 2 x CO: simulation that is close to equilibrium, no such constraint applies in the present runs because the SSTs are fixed so that the oceans represent an infinite energy reservoir. Table 1 lists the 19 GCMs whose results are analyzed in this paper. For the most part, these are the same models that participated in the study of C90. Exceptions are the European Center for Medium-Range Weather Forecasting (ECMWF) model, a newer version of which has been used in the present study, and the 17-level version of the Colorado State University (CSU) model, which supplements the 9-level version used by C90. Except in a few cases the model runs used in the present study are identical to those discussed by C90.
References describing the formulations of the various models were given by C90, who also defined the various acronyms that are used to name the models. Table 1 gives   further relevant information on each model's formulation and records which method was used to determine "clear sky" fluxes (discussed below) and whether or not the ground wetness was fixed. This last point is pertinent because the northern hemisphere continents tend to dry out unrealistically in perpetual July simulations, unless of course the ground wetness is artificially fixed. Inspection of Table 1 shows that grid point and spectral models are about equally represented; a majority of the models include the effects of the water vapor continuum in their longwave radiation parameterization, although the details differ from model to model; about half the models use a convective parameterization based on the mass flux approach; almost all of the models incorporate MoninObukhov similarity theory in their boundary layer parameterizations; only about half the models include the diurnal cycle of insolation; a majority of the models do not include an explicit parameterization of shallow cumulus convection; the surface cloud radiative forcing was not available from four of the models, and of the remaining 15, 11 determined the surface cloud radiative forcing by method 2 (discussed below); and finally that most of the models allowed the ground wetness to evolve in response to the simulated perpetual July patterns of precipitation and evaporation, thus tending to cause the northern hemisphere continents to dry out and warm up. Table 1 ), so the results presented below are based on a perplexing mixture of methods 1 and 2 diagnostics. The same is true of the results discussed by C90. For nondiurnal models (e.g., the two GFDL models), the difference between methods 1 and 2 may be unimportant. The only diurnal models that did not report method 2 results are DMN/CNRM and OSU/IAP.
For convenience, a result obtained in a "-2 K" run will be denoted by (-2). For example, the precipitation obtained in a -2 K run will be denoted by P(-2). The notation A( ) will indicate a response to the prescribed SST increase. For example, zX(PW) will denote the P W obtained in the +2 K run, minus the P W obtained in the -2 K run. All of the variables listed above were saved by some of the models; some of the variables were saved by only a subset of the models. Some of the models saved zonal means, while others saved only global means. Table 2 (1) Differences in the prescribed "solar constant." It would be useful to adopt a standard value of the solar constant for use in future GCM intercomparisons.
SURFACE ENERGY FLUXES IN THE --2 K CLIMATE
(2) Differences in diurnally averaged clear sky atmospheric absorption [Fouquart et al., 1991] , which are caused by differences in the solar radiation parameterizations. Such differences might arise, in particular, between models that include the diurnal cycle and those that do not. The results presented in Table 2 suggest that models with the diurnal cycle tend to absorb more clear sky solar radiation than those without.
(3) Differences in diurnally averaged clear sky atmospheric absorption which are caused by differences in absorber amounts (e.g., water vapor).
(4) Surface albedo differences among the models. We have investigated the extent to which intermodel differences (5) Cloud effects. The surface albedo for diffuse radiation is normally higher, in an overall energy-weighted sense, than The simulations of L Wc•r(-2) vary over about 40 W m -2, from -82 to 120 W m -2. This can be explained in terms of the differences in PW(-2) (discussed later) and the fact that some models include the effects of the water vapor continuum, while others do not [Ellingson et al., 1991' compare Table 1 ]. Differences in the method of computation of the near-surface air temperature may also play a role here.
In the model results, clouds tend to cool the Earth's surface through solar cloud forcing and to warm it through longwave cloud forcing. 
GLOBAL MEAN RESPONSES TO A 4 K WARMING OF THE OCEANS
The main result of C90 is reproduced, in Figure 1 , for the present ensemble of models. As indicated in the figure, the models disagree significantly on the "climate sensitivity parameter," A(Ts)/A(Rtop) , but these differences are very well explained by differences in A(RCFtop)/A(Rtop). In other words, differences in climate sensitivity are due mainly to differences in cloud feedback, at least for the case in which the sea ice distributions are fixed. Table 3 summarizes the simulated responses of the surface temperature and the top-of-the-atmosphere all-sky and clear sky radiation to the imposed SST increase. Table 4 shows how the components of the surface energy budget change when the SST is increased from -2 K to +2 Figure 5 shows that the response of the shortwave cloud forcing at the top of the atmosphere is well correlated with that at the surface. The reason is simply that in all of the models the shortwave absorption by clouds (i.e., the atmospheric solar cloud forcing) is weak. Such strong correlations are not found, however, for the longwave cloud forcing or the net cloud forcing (not shown). Table 5 gives the globally averaged P(-2) and PW(-2) as simulated by the various models. The simulated globally averaged values of P range from 2.08 to 3.69 mm d -1 , while the simulated globally averaged values of P W range from 17.10 to 27.09 mm. There is no systematic relationship among the models between PW(-2) and P(-2). For example, it is not true that the models with higher PW(-2) tend to have higher (or, for that matter, lower) P(-2). This lack of a systematic relationship between P(-2) and P W(-2) reflects the very wide range of precipitation parameterizations used in the models. Further discussion is given later. Table 6 shows that when the SSTs are increased by 4 K (about 1.4%), the hydrologic cycles of the models respond in Precipitation units are millimeters per day and precipitable water units are millimeters. This conclusion merely reaffirms the well-known facts that to a first approximation the speed of the evaporationprecipitation cycle is determined by the rate at which latent heating is required to balance the radiative cooling of the atmosphere and that the latter is strongly influenced by the moisture content of the atmosphere. Figure 9 demonstrates that increasing PW favors stronger radiative cooling of the atmosphere.
As an example, compare the MRI model with the two versions of the CSU model. This comparison is interesting because the two models use essentially the same convective parameterization, but the MRI model does not include the effects of the continuum, while the CS U model does. The MRI model produces about 15% less P(-2) than the CSU models (Table 5) .
Harshvardhan et al. [1989] reported the results of an experiment with the CSU model in which the effects of the continuum were artificially suppressed. The strong change in the surface longwave radiation, corresponding to reduced cooling of the atmosphere in the experiment, was balanced primarily by a reduction in the surface latent heat flux. This mutual adjustment between longwave radiation and the surface latent heat flux should be interpreted in terms of the atmospheric energy budget, rather than the surface energy budget, because the SSTs were fixed in the experiment.
Again, these results were largely anticipated by Ramanathan [1981] , who identified the tendency for a synergistic compensation between increased radiative cooling of a moister atmosphere and an increased surface latent heat flux.
ZONALLY AVERAGED RESPONSES
The overwhelming importance of the hydrologic cycle for the various surface energy budget results discussed above motivates us to investigate the simulations of P and P W in more detail. With this in mind we have investigated the role of convective parameterizations in determining the results discussed in the previous sections. We have divided the models used in this study into three camps (see Table 1 ): those that use convection schemes based on the "mass flux" approach [Arakawa, 1969] , those that use some version of the "Kuo parameterization" [Kuo, 1965] With both the Kuo parameterization and the moist convective adjustment,/x(p W) takes a range of values and tends to decrease as/x(p) increases. This suggests that with these two parameterizations the increase of the precipitation rate tends to limit the increase of the precipitable water. In the case of the Kuo scheme, the mutual variations of/x(p) and /x(p W) may arise from different formulations of the moisture storage parameter. In the case of moist convective adjustment the mutual variations may arise from different critical relative humidities imposed as criteria to trigger the adjustment. Obviously, these interpretations are extremely tentative; they do suggest avenues for further research, however.
SUMMARY AND CONCLUSIONS
For 19 GCMs we have identified major differences in the responses of the various components of the surface energy flux to a 4 K warming of the sea surface temperature. These differences among the models have been traced, to a large degree, to differences in their simulated hydrologic cycles and in their parameterizations of longwave radiation (especially the water vapor continuum) and cumulus convection. Our analysis of /X(N), the response of the net surface energy flux to an SST increase, indicates that cloud-radiation effects are of secondary importance. This is in strong con- We conclude therefore that major differences in the climate sensitivities of existing atmospheric GCMs are, to a large extent, directly due to differences in their parameterizations of moist processes and closely related radiative processes. These formulation differences arise from disagreements, within the scientific community, concerning the most realistic way to formulate the relevant moist physics.
Such disagreements are a natural and even healthy component of the scientific enterprise. They arise from and, in effect, serve to identify deficiencies in our collective physical understanding.
The wide range of model sensitivities uncovered in the present study and that of C90 cannot be narrowed simply by increasing model resolution; improvements in the model physics will be required to improve the simulated climate. Our results strongly suggest that if at some future time all of the participating models could be run with drastically increased resolution, the differences in their climate sensitivities would be quite comparable to those discussed here. We note the recent study by Tibaldi et al. [1990] , who found that although the deterministic forecast skill of the ECMWF model progressively improves as the resolution is increased 
