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Resumen El Sistema Operativo permite simplificar la gestio´n de recur-
sos. La administracio´n eficiente de los recursos implica una cuidadosa
planificacio´n del uso de cada uno. El procesador o CPU es un recurso
clave, su corecta planificacio´n constituye uno de los puntos centrales en
el disen˜o de un buen Sistema Operativo.
Comprender cada uno de los conceptos relacionados a los Sistemas Op-
erativos y la interrelacio´n de todas sus componentes, no es simple. Su
estudio, generalmente se basa en el ana´lisis de conceptos teo´ricos con
pra´cticas de escritorio, cambiar estas pra´cticas por buenas pra´cticas de
laboratorio constituyo´ el disparador de este trabajo.
Si bien existen numerosos simuladores de planificacio´n de la CPU, es-
tos no constitu´ıan una herramienta dida´ctica ı´ntegra. El desarrollo de
SPPP tiene como objetivo proveer una herramienta software para sim-
ular la planificacio´n de los procesos, permitiendo la definicio´n de las
caracter´ısticas del sistema, la seleccio´n de la pol´ıtca de planificacio´n y
la comparacio´n del desempen˜o. En este trabajo se presentan las con-
sideraciones principales tanto del disen˜o como de la implementacio´n de
SPPP.
1. Introduccio´n
Los Sistemas Operativos(SO) proporcionan un entorno para facilitar la tarea
de los usuarios. Dependiendo del punto de vista, los sistemas operativos pueden
ser considerados una ma´quina extendida (desde el hardware) o un administrador
de recursos (desde el usuario)[14]. Cualquiera sea la visio´n del SO, es clara su
complejidad.
Si bien los SOs pueden tener diferentes estructuras, por su complejidad, gen-
eralmente son divididos en partes, las cuales se encargan de los distintos tipos
de componentes, los ma´s comunes son: el procesador, la memoria principal y
secundaria, el sistema de Entrada/Salida(E/S) y los archivos.
La complejidad de un SO no queda so´lo en su disen˜o ni en su implementacio´n,
sino tambie´n en la comprensio´n de su funcionamiento y sus caracter´ısticas. Com-
prender los conceptos relacionados a los SOs y sus interrelaciones no es simple
para los alumnos de tercer an˜o de la Licenciatura en Ciencias de la Computacio´n.
La ensen˜anza, generalmente se plantea en forma teo´rica, lo cual si bien es am-
pliamente tratado en varios libros[2,3,13,14,15], no resulta simple de entender
sin una pra´ctica intensiva. Una pra´ctica adecuada para realizar las actividades
derivadas de la teor´ıa se puede lograr a trave´s de simuladores de las distintas
partes del SO. La mayor cantidad de simuladores disponible correponden al Ad-
ministrador del Procesador, ma´s espec´ıficamente del Planificador de Procesos.
Entre los simuladores utilizados en las pra´cticas de la materia podemos men-
cionar a Planp[8], sim[12], SoSim[6], Ovsos[9], RCOS[4]. Si bien su inclusio´n
tuvo resultados satisfactorios, ninguno de ellos se adapta de manera comple-
ta a lo que se pretende trabajar en la materia. Es por ello que se plantea la
necesidad de desarrollar una aplicacio´n, la cual simule integramente el trabajo
del Planificador de Procesos bajo distintas cargas de trabajo, permitiendo al
usuario(alumno) definir las caracter´ısticas de Sistema y evaluar su desempen˜o.
A trave´s del uso de esta herramienta, el alumno podra´ visualizar la importancia
del Planificador de Procesos y su forma de trabajar segu´n la carga del Sistema,
las caracter´ısticas de los procesos, las pol´ıticas y mecanismos de Planificacio´n
seleccionados.
Este trabajo se organiza de la siguiente manera, en la seccio´n 2 se explican las
caracter´ısticas ba´sicas de un SO. En la siguiente seccio´n se detallan las carac-
er´ısticas del Administrador de Procesos y las caracter´ısticas del Planificador.
Finalmente se especifican las propiedades del simulador SPPP a desarrollar,
presentando algunas interfases y detallando las consideraciones ma´s importantes
para su implementacio´n.
2. SO: Caracter´ısticas y Funciones
Es el SO el responsable de crear el v´ınculo entre los recursos(procesador,
memoria, dispositivos, informacio´n), el usuario y las aplicaciones[2,3,13]. Son
funciones del SO:
Administrar el procesador: Distribuir el procesador entre los distintos pro-
cesos a fin de obtener una buena ejecucio´n en el sistema. El SO es el respon-
sable de: Crear y destruir los procesos, Pararlos y reanudarlos, y Ofrecer
mecanismos para su comunicacio´n y sincronizacio´n.
Administrar la memoria: Gestionar el espacio de memoria asignado a cada
proceso y a cada usuario. Cuando la memoria f´ısica es insuficiente, el SO
sera´ responsable de administrar la “memoria secundaria” o “virtual”. El SO
es el responsable de:
• Para la Memoria Principal: Conocer que´ partes de la memoria esta´n
utilizadas y por quie´n, Decidir que´ procesos se cargara´n en memoria
cuando haya espacio disponible, y Asignar y reclamar espacio de memoria
cuando sea necesario.
• Para la Memoria Secundaria: Planificar el almacenamiento secundario,
Gestionar el espacio libre, Asignar el almacenamiento a nuevos procesos,
Mover bloques entre memoria principal y memoria secundaria, y Mini-
mizar los movimientos de bloques entre memoria principal y secundaria.
Gestionar las E/S: Unificar y controlar el acceso de los procesos a los recursos.
El SO debe gestionar el almacenamiento temporal de E/S y atender las
interrupciones de los dispositivos.
Administrar la Seguridad: Garantizar el uso de recursos so´lo por aquellos
procesos que tengan las autorizaciones para hacerlo. El SO se encarga de:
Distinguir entre uso autorizado y no autorizado, Especificar los controles de
seguridad a realizar, y Forzar el uso de mecanismos de proteccio´n.
Gestionar los Archivos: Manejar la lectura y escritura en el sistema de
archivos y las autorizaciones de acceso a los archivos. El SO es responsable
de: Construir y eliminar archivos y directorios, Ofrecer funciones para ma-
nipular archivos y directorios, Establecer la correspondencia entre archivos
y unidades de almacenamiento, y Realizar copias de seguridad.
Adema´s de su estructura, los SOs pueden tener diferentes caracter´ısticas, se
puede hablar de SOs con multiprogramacio´n o sin ella, de tiempo compartido,
monousuario o multiusuario, etc.. En un sistema multiprogramado, mu´ltiples
procesos esta´n presentes en memoria principal al mismo tiempo, esto surgio´ con
la idea de maximizar el uso de la CPU, manteniendo siempre algu´n proceso
en ejecucio´n. La propiedad de Tiempo Compartido fue concebida con la idea de
conmutar o cambiar continuamente la CPU entre procesos de forma tal que todos
los usuarios puedan interactuar con sus procesos mientras esta´n ejecutando.
3. Administrador de Procesos
Uno de los componentes ba´sicos de un SO es el Administrador de Procesos.
Como se menciono´ anteriormente es el responsable de administrar los procesos
y sus actividades en el SO. Entre las tareas a realizar esta´ la asignacio´n del
procesador a los distintos procesos en el sistema, conocida como Planificacio´n de
Procesos y a la que nos abocaremos en este trabajo. En esta seccio´n se detallan
las caracter´ısticas ba´sicas del Planificador de Procesos y las consideraciones a
tener en cuenta a la hora de disen˜arlo.
3.1. Procesos y Ciclo de Vida en un SO
Un proceso es una entidad activa y un programa es una entidad pasiva. Se
define a un proceso como un programa en ejecucio´n. Un programa puede generar
varios procesos durante su ejecucio´n.
Los procesos pueden tener diferente naturaleza dependiendo de las opera-
ciones de E/S que realizan, si un proceso hace uso intensivo de E/S se lo de-
nomina I/O bound o si hace uso intensivo de CPU, se lo conoce como CPU
bound, una mezcla de ambos tambie´n es va´lida, por ejemplo un proceso mix(K)
significa: El proceso tiene un K% de operaciones orientadas a CPU, el resto,
(100−K) %, son operaciones de E/S.
En un sistema de computadora, el procesador (CPU) ejecuta, en un per´ıodo
de tiempo, una gran cantidad de procesos. Durante su ejecucio´n, un procesos
necesita recursos: tiempo del procesador, memoria, archivos, dispositivos de E/S.
La asignacio´n de estos recursos puede darse al inicio de la ejecucio´n o durante
la misma. Si el sistema es multiprogramado, varios procesos esta´n en ejecucio´n
al mismo tiempo y la CPU se alterna entre ellos.
La figura 1 muestra el ciclo de vida de un proceso en el SO. Cuando un proceso











Figura 1: Diagrama de Estados de un Proceso
esta´ listo para ejecutar, es colo-
cado en la cola de procesos listos
(ready). Cuando al proceso se le
asigna la CPU (T2), ejecuta por
un tiempo y eventualmente el
proceso terminara´ (T4), sera´ in-
terrumpido (T3) o esperara´ por
la ocurrencia de algu´n evento
(T5). Cumplido el evento, el
proceso pasa nuevamente a es-
tar listo para ejecutar (T6). Cuando existe ma´s de un proceso listo para ejecutar,
el sistema debe decidir a cua´l le asignara´ la CPU. La planificacio´n de procesos
busca: Garantizarle a cada proceso una proporcio´n justa de tiempo de CPU,
Maximizar el nu´mero de tareas procesadas y el uso del procesador, minimizando
su tiempo ocioso y el tiempo de respuesta de los procesos.
La decisio´n la toma el Planificador en funcio´n de un mecanismo de selec-
cio´n, Algoritmo de Planificacio´n, quien implementa una pol´ıtica. Adema´s exis-
ten diferentes niveles de planificacio´n, los cuales son explicados en la siguiente
seccio´n
3.2. Niveles de planificacio´n - Tipos de Planificadores
La planificacio´n se hace en cuatro instantes de tiempo, una de ellas no la
hace el SO, sino el usuario, quien establece como iniciara´ sus procesos[2]. Los
tres niveles de planificacio´n que nos interesan y corresponden al SO se detallan
a continuacio´n.
Planificacio´n a Largo Plazo El planificador a largo plazo, Scheduler, se en-
carga de organizar la ejecucio´n ordenada y eficiente de los trabajos con un ade-
cuado planeamiento de recursos considerando la modalidad de procesamiento.
Este planificador se ejecuta con poca frecuencia, so´lo cuando se necesita crear
un nuevo proceso en el sistema (T1 de figura 1), cuando termina un proceso (T4
de la misma figura) o ingresa un usuario en el sistema. Alguna de sus tareas son:
Mantener un registro de estado de todos los trabajos en el sistema, Asignar re-
cursos (memoria, dispositivos, procesador, etc.) a cada trabajo, Pedir/Recuperar
los recursos, Aceptar nuevos trabajos, entre otros. Adema´s, es el responsable de
controlar el nivel de multiprogramacio´n del sistema y el balance de carga del
mismo.
Planificacio´n a Mediano Plazo Es el que decide sacar de memoria principal y
llevar a disco (swap-out) a aquellos procesos inactivos o a los activos cuyo estado
sea bloqueado temporal o momenta´neamente para luego, cuando desaparezca la
causa del bloqueo, traerlos nuevamente a memoria (swap-in) y continuar su
ejecucio´n. Este planificador puede utilizarse cuando existe memoria disponible,
el nu´mero de procesos en el sistema es bajo o hay muchos procesos bloqueados.
Planificacio´n a Corto Plazo Tambie´n llamado low scheduler, es el responsable
de decidir quie´n, cua´ndo, co´mo y por cua´nto tiempo recibe el procesador un
proceso listo (en la cola ready) para ejecutar.
El planificador a corto plazo es invocado cada vez que un suceso (interno o
externo) modifica el estado global del sistema: finalizacio´n del tiempo asignado
de CPU, realizacio´n de una operacio´n de E/S, entre otros.
Para mantener el rendimiento del SO, este planificador debe ser ra´pido y no
generar carga extra al procesador.
4. Simulador del Planificador de Procesos: SPPP
Por todo lo expuesto, se puede observar que el Planificador de Procesos tiene
una funcio´n importante en los SOs, su buen desempen˜o permitira´ entre otras, el
ma´ximo aprovechamiento de la CPU, y en consecuencia un rendimiento o´ptimo.
Esta propiedad es la que nos interesa que el alumno comprenda a trave´s de pra´cti-
cas de laboratorio. Es por ello que proponemos un Simulador del Planificador
de Procesos, SPPP.
El disen˜o e implementacio´n de SPPP no es una tarea trivial. SPPP implica
varias tareas, su desarrollo puede ser hecho en diferentes etapas, las cuales en
primer instancia coinciden con los diferentes niveles de planificacio´n. En una
primer etapa, proponemos desarrollar el planificador de bajo nivel y realizar la
simulacio´n de la asignacio´n de la CPU a los procesos activos en el SO.
Para trabajar, SPPP necesita establecer el estado del sistema:
Cua´ntos procesos y de que´ tipo ejecutara´n concurrentemente en el SO,
Cua´l pol´ıtica de planificacio´n utilizara´.
Cua´nto tiempo se asignara´ la CPU a un proceso, ra´faga de CPU.
Una vez estalecido el ambiente del SO, los procesos inician su ejecucio´n en
el momento de creacio´n asignado. A partir de su ingreso al sistema, el proceso
compite por el procesador segu´n el Planificador seleccionado. Para concluir su
ejecucio´n, cada proceso debe consumir el total de ra´fagas de CPU asignada al
momento de su creacio´n, como as´ı tambie´n permanecer bloqueado por E/S el
tiempo indicado.
4.1. Pol´ıticas de Planificacio´n
Existen numerosas pol´ıticas de asignacio´n de la CPU a los procesos listo
para ejecutar, esperando en la cola ready [2,3,13,14,15]. Las pol´ıticas pueden ser
clasificadas segu´n el esquema de asignacio´n de la CPU a los distintos procesos,
por ello se pueden tener dos categor´ıas generales de algoritmos:
Nonpreemptive scheduling (Apropiativo) Una vez asignada la CPU a un pro-
ceso, e´ste continu´a ejecutando hasta su finalizacio´n.
Preemptive scheduling (No Apropiativo) El SO puede interrumpir la ejecu-
cio´n del proceso actual y desplazarlo a la cola ready.
SPPP permitira´ seleccionar entre las pol´ıticas ma´s conocidas, ellas son:
Primero en llegar, Primero en ser Servido (FCFS): Algoritmo Apropiativo.
Es el ma´s sencillo, se basa en la filosof´ıa: primer proceso en solicitar la CPU
es el primero en recibirla.
Round Robin(RR): Algoritmo No Apropiativo. La CPU se asigna un per´ıodo
de tiempo(Quantum) a cada proceso en la cola ready. Si el proceso no finaliza
en dicho intervalo de tiempo vuelve al final de la cola ready como proceso
listo para ejecutrar.
Primero el proceso ma´s corto (SPF Shortest process first): Algoritmo Apropia-
tivo. Selecciona al proceso con menor tiempo de ejecucio´n esperado. Una
versio´n No Apropiativa es la pol´ıtica de Menor tiempo restante (SRT Short-
est remaining time first), la cual elige el proceso con menor tiempo esperado
de ejecucio´n restante.
Planificacio´n con mu´ltiples colas: La cola ready es dividida en varias co-
las, los procesos son asignados a alguna de ellas. Cada cola tiene su propio
algoritmo de planificacio´n y hay una planificacio´n entre las colas. Existen
diferentes variantes de esta planificaco´n, entre ellas esta´n: Multiples niveles
de colas fijas (Cada proceso es asignado siempre a la misma cola, segu´n
alguna propiedad), Mu´ltiples niveles de colas Dina´micas (Idem al anterior
pero los procesos pueden cambiar de cola durante su ejecucio´n) y Mu´ltiples
niveles de colas con realimentacio´n(Al llegar un proceso es ubicado en la
cola de mayor prioridad, cada vez que ejecuta y agota el Quantum asignado,
el proceso es colocado en la cola de prioridad siguiente menor, as´ı sucesiva-
mente hasta llegar a la u´ltima cola en donde permanece hasta finalizar. Las
colas de los niveles superior se comportan segu´n la pol´ıtica FCFS, no as´ı la
u´ltima la que aplica el algoritmo RR)
El alumno podra´ seleccionar uno de los algoritmos de planificacio´n, inicial-
izando los para´metros requeridos por el algoritmo seleccionado, por ejemplo en el
caso de RR el taman˜o del Quantum. Una vez definida y luego de la simulacio´n,
podra´ evaluar el comportamiento del SO y compararlo con otros algoritmos
que se este´n considerando. En la siguiente seccio´n se detallan los criterios de
evaluacio´n a considerar por el alumno a la hora de evaluar los algoritmos de
planificacio´n.
4.2. Criterios para la Evaluacio´n
El objetivo de planificar los procesos es: Asignar tiempo de CPU para opti-
mizar ciertos aspectos del sistema. Para analizar el desempen˜o de un SO segu´n un
algoritmo de planificacio´n, necesitamos algu´n criterio de comparacio´n y recolec-
cio´n de datos estad´ısticos[3]. Los criterios se pueden dividir en orientados a los
usuarios y orientados al sistema dependiendo de:
1. Si interesa analizar el comportamiento del sistema tal como lo perciben los
usuarios, los para´metros a analizar son:
Tiempo de Respuesta: Mide el tiempo entre la emisio´n de una solicitud
y la obtencio´n de la primer respuesta. Tiempo que toma en contestar.
Turnaround Time: Mide cua´nto tiempo demora en ejecutar un proceso,
incluyendo el tiempo que el proceso se demora en ingresar al sistema y
los que permanece ocioso.
Tiempo de Espera (Waiting Time). Mide el tiempo que el proceso esta´ en
la cola ready.
2. Si interesa el uso efectivo y eficiente del procesador, los para´metros a tener
en cuenta son:
Eficiencia en el uso de los recursos, por ejemplo ocupacio´n de la CPU.
Porcentaje de Utilizacio´n de la CPU por procesos de usuario.
Throughput o Productividad: Nu´mero de procesos completados por unidad
de tiempo.
A trave´s de la seleccio´n de una pol´ıtica, el alumno prodra´ analizar la opti-
mizacio´n de todos los criterios aunque es dif´ıcil satisfacerlo a todos al mismo
tiempo, algunos son contradictorios entre si, por ejemplo tiempo de respuesta y
throughput.
4.3. Modelo de Simulacio´n
La simulacio´n de sistemas implica la construccio´n de modelos. Su objetivo es
averiguar que´ pasa en el sistema bajo determinadas hipo´tesis, es decir, mostrar
que´ sucedera´ en un sistema real ante determinados cambios y ciertas condiciones
[5,10].
La simulacio´n del planificador involucra dos faces, la primera es la construc-
cio´n del modelo y la segunda, el ensayo de diversas alternativas a fin de elegir y
adoptar la mejor en el sistema real, procurando ser la o´ptima.
La face de construccio´n del modelo implica recrear un sistema de com-
putacio´n. A trave´s de estructuras de datos se representan los principales com-
ponentes del sistema[1]. En la estructura del modelo se definen:
Entidades permanentes para:
• El reloj del Sistema.
• El procesador.
• La cola de procesos ready.
• La cola de procesos bloqueados o en espera de una E/S.
Entidades provisorias: Una para cada proceso en el sistema.
Los eventos que provocan los cambios de estado segu´n Figura 1:
• Solicitud de E/S(T5).
• Agotamiento del Quantum(T3 y T2).
• Finalizacio´n del evento de E/S (T6).
• Ingreso o finalizacio´n de un proceso (T1 y T4).
Conforme transcurre la simulacio´n, se recolectan los datos estad´ısticos para
evaluar el desempen˜o del sistema.
La simulacio´n permitira´ al alumno ensayar diversas alternativas para sistemas
con caracter´ısticas controladas, con el fin de seleccionar la mejor planificacio´n
para un sistema real. La experiencia permitira´ tomar la decisio´n o´ptima o lo
suficientemente aproximada.
4.4. Aspectos de Implementacio´n
SPPP sera´ un simulador de co´digo libre. El simulador cuenta con una inter-
fase, la cual esta´ compuesta por tres partes: Configuracio´n, Visualizacio´n de la
Simulacio´n y Estadisticas. Cada una de ellas tiene las siguientes caracter´ısticas:
Interfase de Configuracio´n: La figura 2 muestra un prototipo de la Interfase.
A trave´s de ella se podra´n inicializar los para´metros necesarios para estable-
cer las caracter´ısticas del sistema y de la pol´ıtica a simular. Por ejemplo, si
la politica elegida es RR es necesario establecer el taman˜o del Quantum.
Dentro de los datos de configuracio´n del sistema se encontrara´ la cantidad
de procesos a crear, el tipo de proceso (si es I/O Bound o CPU Bound), la
cantidad de ra´fagas de CPU de cada proceso, el tiempo de E/S por proceso
y el tiempo de simulacio´n.
Figura 2. Interfase de Configuracio´n
Interfase de Visualizacio´n de la Simulacio´n: Recreara´ el estado del sistema
durante el transcurso de la simulacio´n. La figura 3 muestra una instanta´nea
de la simulacio´n. Como puede observarse, se podra´ ver co´mo los procesos
cambian de estado pasando de la cola ready al procesador y de all´ı nueva-
mente a la cola ready(por agotar el Quantum), a la cola de procesos bloquea-
dos(por E/S) o salir del sistema (por finalizacio´n). Si el proceso regresa a
la cola ready, se ubicara´ en la posicio´n determinada por la pol´ıtica, ahora si
esta´ bloqueado por E/S, permanecera´ en ese estado hasta finalizar el tiempo
de bloqueo indicado y retornar a la cola ready. Esta interfase permitira´ seguir
el ciclo de vida de los procesos en el sistema.
Figura 3. Interfase de Ejecucio´n
Interfase de Estadisticas: Permitira´ extraer los resultados de la simulacio´n.
En ella se mostrara´ toda la informacio´n relevante de la ejecucio´n de los pro-
cesos con la politica elegida y las condiciones establecidas en la configuracio´n
del sistema. Adema´s permitira´ realizar comparaciones de distintas pol´ıticas
y graficar la informacio´n. Los resultados de las simulaciones se mostrara´n
siguiendo los criterios de evaluacio´n enunciados anteriormente o so´lo aquel-
los solicitados por el usuario (alumno).
Adema´s de ser de co´digo libre, buscamos desarrollar una herramienta portable
a distintas plataformas de Hardware y Software. Si bien existen diferentes lengua-
jes de programacio´n adecuado para la implementacio´n de SPPP, la decisio´n se
baso´ en caracter´ısticas tales como licencia, portabilidad, velocidad de desarrollo,
independencia de la plataforma de ejecucio´n, etc. El lenguaje que cumple con
las caracter´ısticas deseadas es Python[7,11,16].
¿Por que´ usar Python? Python es un lenguaje de programacio´n orientado
a objeto que puede ser usado para muchos tipos de desarrollo de software. Es
open source, ofrece un fuerte soporte para la integracio´n con otros lenguajes y
herramientas, posee amplias bibliotecas y es fa´cil de aprender. Adema´s es un
lenguaje de programacio´n interpretado, tiene un modo interactivo de progra-
macio´n, es multiplataforma e independiente del paradigma, entre otras.
5. Conclusiones
En este trabajo se presentaron las carater´ısticas y condiciones ba´sicas que
tendra´ SPPP, el Simulador del Planificador de Procesos, portable, de software
libre y multiplataforma.
SPPP permitira´ presentar, estudiar y comprender el planificador de procesos
en un sistema con condiciones reguladas. Constituira´ un buen recurso dida´cti-
co para los docentes y una herramienta u´til para los alumnos, quienes podra´n
recrear sistemas con caracter´ısticas controladas, visualizar y analizar el compor-
tamiento del sistema segu´n el planificador seleccionado, realizar comparaciones,
elaborar conclusiones y, fundamentalmente, entender el funcionamiento de los
diferentes algoritmos de planificacio´n de los procesos desde una pra´ctica amiga-
ble.
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