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Abstract
Recently, a residual network (ResNet) with a single residual block has been shown to outperform
linear predictors, in the sense that all its local minima are at least as good as the best linear predic-
tor. We take a step towards extending this result to deep ResNets. As motivation, we first show that
there exist datasets for which all local minima of a fully-connected ReLU network are no better
than the best linear predictor, while a ResNet can have strictly better local minima. Second, we
show that even at its global minimum, the representation obtained from the residual blocks of a 2-
block ResNet does not necessarily improve monotonically as more blocks are added, highlighting
a fundamental difficulty in analyzing deep ResNets. Our main result on deep ResNets shows that
(under some geometric conditions) any critical point is either (i) at least as good as the best linear
predictor; or (ii) the Hessian at this critical point has a strictly negative eigenvalue. Finally, we com-
plement our results by analyzing near-identity regions of deep ResNets, obtaining size-independent
upper bounds for the risk attained at critical points as well as the Rademacher complexity.
1. Introduction
Empirical success of deep neural network models has sparked a huge interest in the theory of deep
learning, but a concrete theoretical understanding of deep learning remains elusive. From an op-
timization viewpoint, the biggest mystery is why do gradient-based methods find close-to-global
solutions despite nonconvexity of the empirical risk.
Numerous recent attempts seek to explain this phenomenon by studying the loss surface of the
(empirical or population) risk, and identifying its benign properties that make optimization easier.
So far the theoretical investigation has largely focused on vanilla fully-connected neural networks;
see e.g., [1, 8, 10, 11, 17, 19, 21–29]. For example, Kawaguchi [8] proves that “local minima
are global minima” property holds for squared error empirical risk of deep linear neural networks,
i.e., fully-connected networks with linear activations. Other results on deep linear neural networks
extend [8] in various directions [10, 26, 28, 29]. However, it is now known that the “local minima
are global minima” property no longer holds for nonlinear neural networks [19, 28] for general
datasets and activations.
Beyond usual fully-connected networks, there is an increasing body of work on residual net-
works (ResNets). A ResNet [6, 7] is a special type of neural network that has gained widespread
popularity in practice. While fully-connected neural networks can be viewed as a composition
of nonlinear layers x 7→ Φ(x), a ResNet consists of a series of residual blocks of the form
x 7→ g(x + Φ(x)), where Φ(x) is a feedforward neural network and g(·) is usually taken to be
identity map [7]. Given such identity skip-connections, the output of a residual block is a feedfor-
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ward network Φ(x) plus the input x itself, which is different from fully-connected neural networks.
The motivation for this architecture is to let the network learn only the residual of the input.
Although ResNets are popular in practice, a theoretical understanding of their properties is quite
limited. Recently, Shamir [20] showed that ResNets can have “good” local minima, by considering
1-block ResNets of the form x 7→ wT (x + V φz(x)), where φz can be any feedforward network.
He then proved that for general losses and data distributions, any local minimum of the loss attains
a risk value at least as good as the value attained by the best linear predictor. Subsequently, [9]
extended this result to non-scalar outputs under slightly weaker assumptions on the loss.
However, both [9, 20] are limited to a single residual block and do not apply to ResNets that
contain multiple residual blocks. This limitation raises the following natural question:
Can the single-block results be extended to multi-block ResNets?
To gain some intuition as to why this question is difficult, consider the following observations.
The single-block model analyzed in [20] can be viewed as x 7→ wTx + vTφz(x), where vT =
wTV . Given a fixed network φz(x), one can always obtain a “good” local minimum (w,V ) by
choosing the parameters w and v via the best linear predictor with features
[
xT φz(x)
T
]T
, and
choosing any V that satisfies vT = wTV . Thus, in principle single-block ResNets are equivalent
to adding new features φz(x) in addition to the raw features x, hence the risk attained by the best
fit must be at least as small as the one using only x. In contrast, consider the following two-block
ResNet:
x 7→ wT (x+ V 1φ1z(x) + V 2φ2z(x+ V 1φ1z(x))).
Consider applying the same strategy of optimizing x 7→ wTx+ vT1 φ1z(· · · )+ vT2 φ2z(· · · ). Already,
one can no longer use this strategy, because choosing V 1 so that we can write v
T
1 = w
TV 1 changes
the input to φ2z(· · · ), hence changing the feature. This observation suggests that an extension to
multiple residual blocks might be difficult.
There are also other works that consider similar network architectures with “skip-connections.”
Liang et al. [12, 13] consider networks of the form x 7→ fS(x)+ fD(x) where fS(x) is a “shortcut”
network with one or a few hidden nodes, and they show that under some conditions this shortcut
network eliminates spurious local minima. Nguyen et al. [18] consider skip-connections from hid-
den nodes to the output layer, and show that if the number of skip-connections to output layer is
greater than or equal to the dataset size, the loss landscape does not have any spurious local valleys.
However, the architectures considered in these results are different from ResNets used in practice.
1.1. Summary of contributions
This paper makes progress towards answering the question noted above. Our first contribution is
the following two concrete examples as motivation:
◮ We shows that there exists a family of datasets on which the squared error loss attained by a
fully-connected neural network is at best the linear least squares model, whereas a ResNet can
attain a strictly better loss than the linear model. This highlights that the guarantee on the risk
value of local minima is indeed special to residual networks.
◮ In the single-block case, we have seen that the “representation” by the output of residual block
has an improved linear fit compared to the raw input x. Then, in multi-block ResNets, does
the representation improve monotonically over subsequent blocks as we proceed to the output
2
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layer? The second examples shows that it is not necessarily the case; we give an example of a
global minimum where the linear fit with representation by the output of residual blocks does
not monotonically improve over blocks.
Our second (and main) contribution is to extend the single-block result of Shamir [20] to deeper
ResNets, under a simple geometric condition on the parameters. More precisely,
◮ We consider a deep ResNet model that subsumes [20] as a special case, under the same as-
sumption on loss function. We prove that if two geometric conditions called “representation
coverage” and “parameter coverage” are satisfied, then a critical point of the loss surface satis-
fies at least one of the following: 1) the risk value is no greater than the best linear predictor, 2)
the Hessian at the critical point has a strictly negative eigenvalue.
Finally, we complement our results by showing benign properties of deep ResNets in the “near-
identity” regions, in both optimization and generalization aspects. Specifically,
◮ In the absence of the geometric conditions noted above, we prove an upper bound on the risk
values. This bound shows that if each residual block is close to identity, then the risk values
at its critical points are not too far from the risk value of the best linear model. Crucially, we
establish that the distortion over the linear model is independent of depth and width, as long as
each residual block is near-identity.
◮ We provide an upper bound on the Rademacher complexity of deep ResNets. Again, we observe
that in the near-identity region, the upper bound is independent of network size, which is difficult
to achieve for fully-connected networks [4].
2. Preliminaries
In this section, we briefly introduce the ResNet architecture and summarize our notation.
Given positive integers a and b, where a < b, [a] denotes the set {1, 2, . . . , a} and [a : b] denote
{a, a + 1, . . . , b − 1, b}. Given a vector x, ‖x‖ denotes its Euclidean norm. For a matrix M , by
‖M‖ and ‖M‖F we mean its spectral norm and Frobenius norm, respectively. Let λmin(M) be the
minimum eigenvalue of a symmetric matrixM .
Let x ∈ Rdx be the input vector. We consider an L-block ResNet fθ(·) with the following
architecture:
h0(x) = x,
hl(x) = hl−1(x) + Φlθ(hl−1(x)), l = 1, . . . , L,
fθ(x) = w
ThL(x).
We use bold-cased symbols to denote network parameters, and θ to denote the collection of all
parameters. As mentioned above, the output of l-th residual block is the input hl−1(x) plus the
output of the “residual part” Φl
θ
(hl−1(x)), which is some feedforward neural network. The specific
structure of Φl
θ
: Rdx 7→ Rdx considered will vary depending on the theorems. After L such
residual blocks, there is a linear fully-connected layer parametrized by w ∈ Rdx , and the output of
the ResNet is scalar-valued.
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Using ResNets, we are interested in training the network under some distribution P of the input
and label pairs (x, y) ∼ P , with the goal of minimizing the loss ℓ(fθ(x); y) in expectation. More
concretely, the risk function R(θ) we want to minimize is
R(θ) := E(x,y)∼P [ℓ(fθ(x); y)] ,
where ℓ(p; y) : R 7→ R is the loss function parametrized by y. If P is an empirical distribution by a
given set of training examples, this reduces to an empirical risk minimization problem. Let ℓ′(·; y)
and ℓ′′(·; y) be first and second derivatives of ℓ, whenever they exist.
Since we will state our results by comparing against the risk achieved by linear predictors, we
define Rlin to be the risk value achieved by the best linear predictor:
Rlin := inf
t∈Rdx
E(x,y)∼P
[
ℓ(tTx; y)
]
.
Remarks on bias term. Except for the motivating examples in Section 3, the models we consider
in this paper do not include any explicit bias terms. However, using the standard technique of
augmenting one dimension per each layer, our results extend to networks with bias parameters.
3. Motivating examples
Before presenting the main theoretical results, we present two motivating examples.
3.1. All local minima can be worse than a linear predictor
Although it is known that local minima of 1-block ResNets are at least as good as linear predictors,
is this property unique to ResNets? Can a local minimum of a fully-connected network be strictly
worse than a linear predictor? We first present a simple example where a fully-connected network
does worse at fitting a dataset than linear predictors, while a residual network can do strictly better.
Consider the following dataset with six data points, where ρ > 0 is a fixed constant:
X =
[
0 1 2 3 4 5
]
, Y =
[−ρ 1− ρ 2 + ρ 3− ρ 4 + ρ 5 + ρ] .
Let xi and yi be the i-th entry ofX and Y , respectively. We consider two different neural networks:
f1(x;θ1) is a fully-connected network parametrized by θ1 = (w1,w2, b1, b2), and f2(x;θ2) is a
ResNet parametrized by θ2 = (w,v,u, b, c), defined as
f1(x;θ1) = w2σ(w1x+ b1) + b2, f2(x;θ2) = w(x+ vσ(ux+ b)) + c,
where σ(t) = max{t, 0} is ReLU activation. Bold-cased symbols indicate that they are parameters
of a neural network. In this example, all parameters are scalars.
With these networks, our goal is to fit the dataset under squared error loss. The empirical risk
functions we want to minimize are given by
R1(θ1) :=
1
6
6∑
i=1
(w2σ(w1xi+b1)+b2−yi)2, R2(θ2) := 1
6
6∑
i=1
(w(xi+vσ(uxi+b))+c−yi)2,
respectively. It is easy to check that the best empirical risk achieved by linear models x 7→ wx+ b
is Rlin = 8ρ
2/15. It follows from [20] that all local minima of R2(·) have risk values at most
Rlin. For this particular example, we show that the opposite holds for the fully-connected network,
whereas for the ResNet there exists a local minimum strictly better than Rlin.
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Table 1: Lower bounds on R1(θ
∗
1), if w
∗
1 > 0
−b∗1/w∗1 in: Error by constant part Error by linear part Lower bound
(−∞, 0) 0 8ρ2/15 8ρ2/15
[0, 1) 0 8ρ2/15 8ρ2/15
[1, 2) 1/12 7ρ2/15 7ρ2/15 + 1/12
[2, 3) 4ρ2/9 + 2ρ/3 + 1/3 ρ2/9 5ρ2/9 + 2ρ/3 + 1/3
[3, 4) ρ2/2 + ρ/3 + 5/6 0 ρ2/2 + ρ/3 + 5/6
[4, 5) 4ρ2/5 + 4ρ/3 + 5/3 0 4ρ2/5 + 4ρ/3 + 5/3
[5,∞) ρ2 + 7ρ/3 + 35/12 0 ρ2 + 7ρ/3 + 35/12
Proposition 1 Consider the dataset X and Y as above. If ρ ≤
√
5/4, then any local minimum
θ
∗
1 of R1(·) satisfies R1(θ∗1) ≥ Rlin, whereas there exists a local minimum θ∗2 of R2(·) such that
R2(θ
∗
2) < Rlin.
Proof The function f1(x;θ1) is piece-wise continuous, and consists of two pieces (unlessw1 = 0
or w2 = 0). If w1 > 0, the function is linear for x ≥ −b1/w1 and constant for x ≤ −b1/w1.
For any local minimum θ∗1, the empirical risk R1(θ
∗
1) is bounded from below by the risk achieved
by fitting the linear piece and constant piece separately, without the restriction of continuity. This is
because we are removing the constraint that the function f1(·) has to be continuous.
For example, if w∗1 > 0 and −b∗1/w∗1 = 1.5, then its empirical risk R1(θ∗1) is at least the error
attained by the best constant fit of (x1, y1), (x2, y2), and the best linear fit of (x3, y3), . . . , (x6, y6).
For all possible values of−b∗1/w∗1, we summarize in Table 1 the lower bounds onR1(θ∗1). It is easy
to check that if ρ ≤ √5/4, all the lower bounds are no less than 8ρ2/15. The case where w∗1 < 0
can be proved similarly, and the case w∗1 = 0 is trivially worse than 8ρ
2/15 because f1(x;θ
∗
1) is a
constant function.
For the ResNet part, it suffices to show that there is a point θ2 such that R2(θ2) < 8ρ
2/15,
because then its global minimum will be strictly smaller than 8ρ2/15. Choose v = 0.5ρ, u = 1,
and b = −3. Given input X, the output of the residual block x 7→ x+ vσ(ux+ b) is[
0 1 2 3 4 + 0.5ρ 5 + ρ
]
=: H.
Using this, we choose w and c that linearly fit H and Y . Using the optimal w and c, a straight-
forward calculation gives R2(θ2) =
ρ2(12ρ2+82ρ+215)
21ρ2+156ρ+420
, and it is strictly smaller than 8ρ2/15 on
ρ ∈ (0,√5/4].
3.2. Representation by blocks of ResNets
Consider a 1-block ResNet. Given a dataset X and Y , the residual block transforms X into H ,
where H is the collection of outputs of the residual block. Let err(X,Y ) be the minimum mean
squared error from fitting X and Y with a linear least squares model. The result that a local min-
imum of a 1-block ResNet is better than a linear predictor can be stated in other words: the output
of the residual block produces a “better representation” of the data, so that err(H,Y ) ≤ err(X,Y ).
Given this, it is tempting to conjecture that for an L-layer ResNet, each residual blockmonotonically
improves the representation, i.e., err(HL, Y ) ≤ err(HL−1, Y ) ≤ · · · ≤ err(H1, Y ) ≤ err(X,Y ),
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whereHl is the collection of output of l-th residual block. Our next example shows that this mono-
tonicity does not necessarily hold.
Consider a dataset X =
[
1 2.5 3
]
and Y =
[
1 3 2
]
, and a 2-block ResNet
h1(x) = x+ v1σ(u1x+ b1), h2(x) = h1(x) + v2σ(u2h1(x) + b2), f(x) = wh2(x) + c,
where σ denotes ReLU activation. We choose
v1 = 1, u1 = 1, b1 = −2, v2 = −4, u2 = 1, b2 = −3.5, w = 1, c = 0.
With these parameter values, we have H1 =
[
1 3 4
]
and H2 =
[
1 3 2
]
. It is evident that the
network output perfectly fits the dataset, and err(H2, Y ) = 0. Indeed, the chosen set of parameters
is a global minimum of the squared loss empirical risk. Surprisingly, by straightforward calculation
we get err(X,Y ) = 0.3205 and err(H1, Y ) = 0.3810, so the representation H1 performs worse
than X in linear fitting.
This example shows that unfortunately, err(H2, Y ) ≤ err(H1, Y ) ≤ err(X,Y ) does not neces-
sarily hold. In fact, using the proof technique in [20], one can show that err(H2, Y ) ≤ err(H1, Y )
always holds; but given that sometimes err(H1, Y ) > err(X,Y ), there is no way to directly com-
pare err(H2, Y ) with err(X,Y ), although our actual goal is to show err(H2, Y ) ≤ err(X,Y ). This
example highlights that having more than one residual block introduces new challenges in analysis.
4. Local minima of ResNets can be better than linear predictors
Given the motivating examples, we now present our first main result, which shows that under certain
geometric conditions, each critical point of ResNets has benign properties: either (i) it is as good as
the best linear predictor; or (ii) it is a strict saddle point.
4.1. Problem setup
We consider an L-block ResNet whose residual parts Φl
θ
(·) are defined as follows:
Φ1θ(t) = V 1φ
1
z(t), and Φ
l
θ(t) = V lφ
l
z(U lt), l = 2, . . . , L.
We collect all parameters into θ := (w,V 1,V 2,U2, . . . ,V L,UL,z). The functions φ
l
z : R
ml 7→
Rnl denote any arbitrary functions parametrized by z that are differentiable almost everywhere.
They could be fully-connected ReLU networks, convolutional neural networks, or any combinations
of such feedforward architectures. We even allow different φlz’s to share parameters in z. Note that
m1 = dx by the definition of the architecture. The matrices U l ∈ Rml×dx and V l ∈ Rdx×nl form
linear fully-connected layers. Note that ifL = 1, the network boils down to x 7→ wT (x+V 1φ1z(x)),
which is exactly the model considered by Shamir [20]; we are considering a deeper extension of the
previous paper.
For this section, we make the following mild assumption on the loss function:
Assumption 4.1 The loss function ℓ(p; y) is a convex and twice differentiable function of p.
This assumption is the same as the one in [20]. It is satisfied by standard losses such as square error
loss and logistic loss.
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4.2. Theorem statement and discussion
We now present our main theorem on ResNets. Theorem 2 outlines two geometric conditions under
which it shows that the critical points of deep ResNets have benign properties.
Theorem 2 Suppose Assumption 4.1 holds. Let θ∗ := (w∗,V ∗1,V
∗
2,U
∗
2, . . . ,V
∗
L,U
∗
L,z
∗) be any
twice-differentiable critical point ofR(·). If E(x,y)∼P
[
ℓ′′(fθ∗(x); y)hL(x)hL(x)T
]
is full-rank, and
col
([
(U∗2)T · · · (U ∗L)T
])
( Rdx , then at least one of the following inequalities holds:
• R(θ∗) ≤ Rlin.
• λmin(∇2R(θ∗)) < 0.
The proof of Theorem 2 is deferred to Appendix A. Theorem 2 shows that if the two geometric
conditions hold, then the risk function value for θ∗ is at least as good as the best linear predictor, or
there is a strict negative eigenvalue of the Hessian at θ∗ so that it is easy to escape from this saddle
point. A direct implication of these conditions is that if they continue to hold over the optimization
process, then with curvature sensitive algorithms we can find a local minimum no worse than the
best linear predictor; notice that our result holds for general losses and data distributions.
We now discuss the conditions. We call the first condition the representation coverage condition,
because it requires that the representation hL(x) by the last residual block “covers” the full space
Rdx so that E(x,y)∼P
[
ℓ′′(fθ(x); y)hL(x)hL(x)T
]
is full rank. Especially in cases where ℓ is strictly
convex, this condition is very mild and likely to hold in most cases.
The second condition is the parameter coverage condition. It requires that the subspace spanned
by the rows of U ∗2, . . . ,U
∗
L is not the full space R
dx . Note that this condition does not involve the
first residual block. This condition means that the parameters U ∗2, . . . ,U
∗
L do not cover the full
feature spaceRdx , so there is some information in the data/representation that this network “misses,”
which enables us to easily find a direction to improve the parameters.
These conditions stipulate that if the data representation is “rich” enough but the parameters do
not cover the full space, then there is always a sufficient room for improvement. We also note that
there is a sufficient architectural condition
∑L
l=2ml < dx for our parameter coverage condition to
always hold, which yields the following noteworthy corollary:
Corollary 3 Suppose Assumption 4.1 holds. For a ResNet fθ(·) that satisfies
∑L
l=2ml < dx, let
θ
∗ be a twice-differentiable critical point of R(·). Then, the conclusion of Theorem 2 holds as long
as E(x,y)∼P
[
ℓ′′(fθ∗(x); y)hL(x)hL(x)T
]
is full-rank.
Example 1 Consider a deep ResNet with very simple residual blocks: h 7→ h+ vlσ(uTl h), where
vl,ul ∈ Rdx are vectors and σ is ReLU activation. Even this simple architecture is a universal
approximator [14]. Notice that Corollary 3 applies to this architecture as long as the depth L
satisfies L ≤ dx.
As noted earlier, if L = 1 our ResNet reduces down to the one considered in [20]. In this case,
the parameter coverage condition is always satisfied. In fact, our proof reveals that in the L = 1
case, any critical point withw 6= 0 satisfiesR(θ∗) ≤ Rlin even without the representation coverage
condition, which recovers the key implication of [20, Theorem 1].
Our theorem also implies something remarkable about the role of skip-connection in general.
Existing results featuring “skip-connections” or parellel shortcut networks require direct connec-
tion to output [12, 13, 18] or the last hidden layer [20], and these skip-connections have beneficial
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impacts on the optimization landscape. The multi-block ResNet we consider in our paper is funda-
mentally different from other works; the skip-connections connect input to output in multiple steps,
not directly. Our paper proves that multi-step skip-connections (as opposed to direct) from input to
output can also improve the optimization landscape of neural networks.
The reader may be wondering what happens if the coverage conditions are not satisfied. In
particular, if the parameter coverage condition is not satisfied, i.e., col
([
(U∗2)T · · · (U ∗L)T
])
=
Rdx , we conjecture that since the parameters already cover the full feature space, the critical point
should be of “good” quality. However, we leave weakening/removal of our geometric conditions to
future work.
5. Near-identity regions of ResNets
Since the advent of ResNets, researchers have studied what happens in the near-identity regions of
ResNets, i.e., when Φl
θ
is “small” for all layers. Hardt and Ma [5] proved that for linear ResNets
x 7→ (I +AL)(I +AL−1) · · · (I +A1)x, any critical point in the region {‖Al‖ < 1 for all l ∈ [L]}
is a global minimum. The authors also proved that any matrix R with positive determinant can be
decomposed into products of I +Al, where ‖Al‖ = O(1/L). Bartlett et al. [3] extended this result
to nonlinear function space, and showed that a smooth bi-Lipschitz function f can be represented
exactly as a composition (Id+fL)◦· · ·◦(Id+f1)where Lipschitz constants of fl’s areO(logL/L).
The authors also showed that for regression, any critical point (in terms of Fre´chet derivatives)
of the squared error objective function is a global minimum in the near-identity region. These
results suggest that near-identity regions of ResNets have nice optimization properties, while being
expressive enough to represent a rich class of functions.
This section studies near-identity regions in optimization and generalization aspects, and shows
size-independent (i.e., independent of depth and width) bounds that hold in near-identity regions.
We first show an upper bound on the risk value at critical points, and show that the bound is Rlin
plus a size-independent constant if the Lipschitz constants of residual parts Φl
θ
satisfy O(1/L). We
then prove a Rademacher complexity bound on ResNets, and show that the bound also becomes
size-independent if Φl
θ
’s are O(1/L)-Lipschitz.
5.1. Upper bound on the risk value at critical points
Even without the geometric conditions in Section 4, can we prove an upper bound on the risk value
of critical points? We prove that for general architectures, the risk value of critical points can be
bounded above byRlin plus an additive term. Interestingly, if each residual block is close to identity,
this additive term becomes depth-independent.
In this subsection, the residual parts Φl
θ
(·) of ResNet can have any general feedforward archi-
tectures:
Φlθ(t) = φ
l
z(t), l = 1, . . . , L.
The collection of all parameters is simply θ := (w,z). We make the following assumption on the
functions φlz : R
dx 7→ Rdx :
Assumption 5.1 For any l ∈ [L], the residual part φlz is ρl-Lipschitz, and ρl(0) = 0.
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For example, this assumption holds for φlz(t) = V lσ(U lt), where σ is ReLU activation. In this
case, ρl depends on the spectral norm of V l and U l.
We also make the following assumption on the loss function ℓ:
Assumption 5.2 The loss function ℓ(p; y) is a convex differentiable function of p. We also assume
that ℓ(p; y) is µ-Lipschitz;, i.e., given any y, |ℓ′(p; y)| ≤ µ for all p.
Under these assumptions, we prove an upper bound on the risk value attained at critical points
of ResNets.
Theorem 4 Suppose Assumptions 5.1 and 5.2 hold. Let θ∗ be any critical point of R(·). Let
tˆ ∈ Rdx be any vector that attains the best linear fit, i.e.,Rlin = E(x,y)∼P
[
ℓ(tˆTx; y)
]
. Then,
R(θ∗) ≤ Rlin + µ‖tˆ‖
(∏L
l=1
(1 + ρl)− 1
)
E(x,y)∼P [‖x‖].
The proof can be found in Appendix B. Theorem 4 provides an upper bound on R(θ∗) for critical
points, without any geometric conditions as in Theorem 2. Of course, depending on the values of
Lipschitz constants, the bound could be way above Rlin. However, if ρl = O(1/L), so that each
residual block is in the near-identity region, the term
∏L
l=1(1 + ρl) is bounded above by a constant,
so the additive term in the upper bound becomes independent of L. Furthermore, if ρl = o(1/L),
the term
∏L
l=1(1+ρl)→ 1 as L→∞, so the additive term in the upper bound diminishes to zero as
the network gets deeper. This result indicates that the near-identity region has a good optimization
landscape property that any critical point has a risk value that is not too far off from Rlin.
5.2. Radamacher complexity of ResNets
In this subsection, we consider ResNets with the following residual parts:
Φlθ(t) = V lσ(U lt), l = 1, . . . , L,
where σ is ReLU activation, V l ∈ Rdx×dl ,U l ∈ Rdl×dx . For this architecture, we prove an upper
bound on empirical Rademacher complexity that is size-independent in the near-identity region.
Given a set S = (x1, . . . , xn) of n samples, and a class F of real-valued functions defined on
X , the empirical Rademacher complexity or Rademacher averages of F restricted to S (denoted
as F|S ) is defined as
R̂n(F|S) = Eǫ1:n
[
sup
f∈F
1
n
n∑
i=1
ǫif(xi)
]
,
where ǫi, i = 1, . . . n, are i.i.d. Rademacher random variables (i.e., Bernoulli random variables with
probability 0.5 and outcome ±1).
We now state the theorem, which proves an upper bound on the Rademacher averages of the
class of ResNet functions on a compact domain and norm-bounded parameters.
Theorem 5 Given a set S = (x1, . . . , xn), suppose ‖xi‖ ≤ B for all i ∈ [n]. Define the function
class FL of L-block ResNet with parameter constraints as:
FL := {fθ : Rdx 7→ R | ‖w‖ ≤ 1, and ‖V l‖F , ‖U l‖F ≤Ml for all l ∈ [L]}.
Then, the empirical Rademacher complexity satisfies
R̂n(FL|S) ≤ B
∏L
l=1(1 + 2M
2
l )√
n
.
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The proof of Theorem 5 is deferred to Appendix C. The proof technique used in Theorem 5 is
to “peel off” the blocks: we upper-bound the Rademacher complexity of a l-block ResNet with
that of a (l − 1)-block ResNet multiplied by 1 + 2M2l . Consider a fully-connected network x 7→
W Lσ(W L−1 · · · σ(W 1x) · · · ), where W l’s are weight matrices and σ is ReLU activation. The
same “peeling off” technique was used in [15], which showed a bound ofO
(
B · 2L∏Ll=1Cl/√n),
where Cl is the Frobenius norm bound of W l. As we can see, this bound has an exponential
dependence on depth L, which is difficult to remove. Other results [2, 16] reduced the dependence
down to polynomial, but it wasn’t until the work by Golowich et al. [4] that a size-independent bound
became known. However, their size-independent bound has worse dependence on n (O(1/n1/4))
than other bounds (O(1/
√
n)).
In contrast, Theorem 5 shows that for ResNets, the upper bound does not have any factor that is
exponential or polynomial in L. Moreover, the bound easily becomes completely independent of L
ifMl = O(1/
√
L), because then
∏L
l=1(1+2M
2
l ) is bounded above by a constant; again, the bound
is size-independent in the near-identity region. Of course, for fully-connected networks, the upper
bound above can also be made size-independent by forcing Cl ≤ 1/2 for all l ∈ [L]. However, in
this case, the network becomes trivial, meaning that the output has to be very close to zero for any
input x. In case of ResNets, the difference is that the bound can be made size-independent even for
non-trivial networks.
6. Conclusion
We investigated the question whether local minima of risk function of a deep ResNet are better
than linear predictors. We showed two motivating examples showing 1) the advantage of ResNets
over fully-connected networks, and 2) difficulty in analysis of deep ResNets. Then, we showed
that under geometric conditions, any critical point of the risk function of a deep ResNet has benign
properties that it is either better than linear predictors or the Hessian at the critical point has a strict
negative eigenvalue. We supplement the result by showing size-independent upper bounds on the
risk value of critical points as well as empirical Rademacher complexity for near-identity regions
of deep ResNets. We hope that this work becomes a stepping stone on deeper understanding of
ResNets.
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Appendix A. Proof of Theorem 2
Before we begin the proof, let us introduce more notation. Since we only consider a single critical
point, for simplicity of notation we denote the critical point as θ = (w,V 1,V 2,U2, . . . ,V L,UL,z),
without ∗. For l ∈ [2 : L], let Jl(x) := ∇φlz(U lhl−1(x)) ∈ Rnl×ml , i.e., J l(x) is the Jacobian ma-
trix of φlz(·) evaluated at U lhl−1(x), whenever it exists. Also, let U := col
([
U
T
2 · · · UTL
])
(
Rdx .
The proof is divided into two cases: 1) ifw /∈ U , and 2) ifw ∈ U . For Case 1, we will show that
R(θ∗) ≤ Rlin; we also note that our representation coverage condition is not required for Case 1.
For Case 2, we will show that at least one of R(θ∗) ≤ Rlin or λmin(∇2R(θ∗)) < 0 has to hold.
Case 1: If w /∈ U . From standard matrix calculus, we can calculate the partial derivatives of R
with respect tow and V l’s. Since θ is a critical point we have
∂R
∂w
(θ) = E
[
ℓ′(fθ(x); y)hL(x)
]
= 0,
∂R
∂V l
(θ) = E
[
ℓ′(fθ(x); y)
L∏
k=l+1
(I +UTk Jk(x)
T
V
T
k )wφ
l
z(Ulhl−1(x))
T
]
= 0, l = 2, . . . , L,
∂R
∂V 1
(θ) = E
[
ℓ′(fθ(x); y)
L∏
k=2
(I +UTk Jk(x)
T
V
T
k )wφ
1
z(x)
T
]
= 0.
For V 2, . . . ,V L, note that we can arrange terms and express the partial derivatives as
∂R
∂V l
(θ) = wE
[
ℓ′(fθ(x); y)φlz(Ulhl−1(x))
]T
+
L∑
k=l+1
U
T
kEk = 0, (1)
where Ek ∈ Rml×nl are appropriately defined matrices. Note that any column of
∑L
k=l+1U
T
kEk
is in U . Since w /∈ U , the sum being zero (1) implies that E [ℓ′(fθ(x); y)φlz(Ulhl−1(x))] =
0 (because w /∈ U already implies that w 6= 0), for all l ∈ [2 : L]. Similarly, we have
E
[
ℓ′(fθ(x); y)φ1z(x)
]
= 0.
Now, from E [ℓ′(fθ(x); y)hL(x)] = 0,
0 =E
[
ℓ′(fθ(x); y)hL(x)
]
=E
[
ℓ′(fθ(x); y)
(
hL−1(x) + V LφLz (ULhL−1(x))
)]
=E
[
ℓ′(fθ(x); y)hL−1(x)
]
+ V LE
[
ℓ′(fθ(x); y)φLz (ULhL−1(x))
]
=E
[
ℓ′(fθ(x); y)hL−1(x)
]
= · · · = E [ℓ′(fθ(x); y)x] .
Recall that by convexity, ℓ(p; y)− ℓ(q; y) ≤ ℓ′(p; y)(p− q). Now for any t ∈ Rdx , we can apply
this inequality for p = fθ(x) = w
ThL(x) and q = t
Tx:
E [ℓ(fθ(x); y)] − E
[
ℓ(tTx; y)
] ≤ E [ℓ′(fθ(x); y)(wThL(x)− tTx)]
= wTE
[
ℓ′(fθ(x); y)hL(x)
]− tTE [ℓ′(fθ(x); y)x] = 0.
Thus, E [ℓ(fθ(x); y)] ≤ E
[
ℓ(tTx; y)
]
for all t, so taking infimum over t gives R(θ∗) ≤ Rlin.
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Case 2: If w ∈ U . For this case, we will consider the Hessian of R with respect tow and V l, for
each l ∈ [L]. We will show that if E [ℓ′(fθ(x); y)φlz(Ulhl−1(x))] 6= 0, then λmin(∇2R(θ)) < 0.
This implies that if E
[
ℓ′(fθ(x); y)φlz(Ulhl−1(x))
]
= 0 for all l ∈ [L], then by the same argument
as in Case 1 we have R(θ∗) ≤ Rlin; otherwise, we have λmin(∇2R(θ)) < 0.
Because θ is a twice-differentiable critical point of R(·), if we apply perturbation δ to θ and do
Taylor expansions, what we get is
R(θ + δ) = R(θ) + 12δ
T∇2R(θ)δ + o(‖δ‖2). (2)
So, if we apply a particular form of perturbation δ, calculate R(θ + δ), and then show that the
sum of all second-order perturbation terms are negative for such a δ, it is equivalent to showing
1
2δ
T∇2R(θ)δ < 0, hence λmin(∇2R(θ)) < 0.
Now fix any l ∈ [2 : L], and consider perturbing w by ǫ and V l by∆, while leaving all other
parameters unchanged. We will choose ∆ = αβT , where α ∈ Rdx is chosen from α ∈ U⊥, the
orthogonal complement of U , and β ∈ Rnl will be chosen later. We will now compute R(θ + δ)
directly from the network architecture. The residual block output h1(x), . . . , hl−1(x) stays invariant
after perturbation because their parameters didn’t change. For l-th residual block, the output after
perturbation, denoted as h˜l(x), becomes
h˜l(x) = hl(x) +∆φ
l
z(U lhl−1(x)).
The next residual block output is
h˜l+1(x) = h˜l(x) + V l+1φ
l+1
z (U l+1h˜l(x))
= hl(x) +∆φ
l
z(U lhl−1(x)) + V l+1φ
l+1
z
(
U l+1hl(x) +U l+1∆φ
l
z(U lhl−1(x))
)
(a)
= hl(x) +∆φ
l
z(U lhl−1(x)) + V l+1φ
l+1
z (U l+1hl(x))
= hl+1(x) +∆φ
l
z(U lhl−1(x)),
where (a) used the fact that U l+1∆ = U l+1αβ
T = 0 because α ∈ U⊥. We can propagate this up
to h˜L(x) and similarly show h˜L(x) = hL(x) +∆φ
l
z(U lhl−1(x)). Using this, the network output
after perturbation, denoted as fθ+δ(·), is
fθ+δ(x) = (w + ǫ)
T
(
hL(x) +∆φ
l
z(U lhl−1(x))
)
= fθ(x) + ǫ
ThL(x) +w
T
∆φlz(U lhl−1(x)) + ǫ
T
∆φlz(U lhl−1(x))
(b)
= fθ(x) + ǫ
ThL(x) + ǫ
T
∆φlz(U lhl−1(x)),
where (b) used wT∆ = wTαβT = 0 because w ∈ U and α ∈ U⊥. Using this, the risk function
value after perturbation is
R(θ + δ) = E [ℓ(fθ+δ(x); y)]
= E
[
ℓ(fθ(x) + ǫ
ThL(x) + ǫ
T
∆φlz(U lhl−1(x)); y)
]
(c)
= E
[
ℓ(fθ(x); y) + ℓ
′(fθ(x); y)
(
ǫ
ThL(x) + ǫ
T
∆φlz(U lhl−1(x))
)
+ 12ℓ
′′(fθ(x); y)
(
ǫ
ThL(x)
)2
+ o(‖δ‖2)
]
(d)
= R(θ) + E
[
ℓ′(fθ(x); y)ǫT∆φlz(U lhl−1(x)) +
1
2ℓ
′′(fθ(x); y)
(
ǫ
ThL(x)
)2]
+ o(‖δ‖2),
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where (c) used Taylor expansion of ℓ(·; y) and (d) used that E[ℓ′(fθ(x); y)hL(x)] = ∂R∂w (θ) = 0.
Comparing with the expansion (2), the second term in the RHS corresponds to the second-order
perturbation 12δ
T∇2R(θ)δ.
Now note that
E
[
ℓ′(fθ(x); y)ǫT∆φlz(U lhl−1(x)) +
1
2ℓ
′′(fθ(x); y)
(
ǫ
ThL(x)
)2]
=ǫT∆E
[
ℓ′(fθ(x); y)φlz(U lhl−1(x))
]
+ 12ǫ
TE
[
ℓ′′(fθ(x); y)hL(x)hL(x)T
]
ǫ.
Let A := E[ℓ′′(fθ(x); y)hL(x)hL(x)T ] and b := E
[
ℓ′(fθ(x); y)φlz(U lhl−1(x))
]
for simplity.
By the representation coverage condition of the theorem A is full-rank, hence invertible. We
can choose ǫ = −A−1∆b to minimize the expression above, then the minimum value we get is
−12bT∆TA−1∆b.
First, note that A is positive definite, and so is A−1. If b 6= 0, we can choose β = b, so
∆b = αβT b = ‖b‖2 α 6= 0, so −12bT∆TA−1∆b < 0. This proves that λmin(∇2R(θ)) < 0 if
E
[
ℓ′(fθ(x); y)φlz(U lhl−1(x))
] 6= 0, as desired.
The case when l = 1 can be done similarly, by perturbing w and V 1. This finishes the proof.
Appendix B. Proof of Theorem 4
Since we only consider a single critical point, we denote the critical point as θ = (w,z), without
∗. By the same argument as in Case 1 of Proof of Theorem 2, we can use convexity of ℓ to get the
following bound:
E [ℓ(fθ(x); y)]− E
[
ℓ(tˆTx; y)
] ≤ E [ℓ′(fθ(x); y)(wThL(x)− tˆTx)]
= (w − tˆ)TE [ℓ′(fθ(x); y)hL(x)]+ tˆTE [ℓ′(fθ(x); y)(hL(x)− x)]
(a)
= tˆTE
[
ℓ′(fθ(x); y)
∑L
l=1
φlz(hl−1(x))
]
≤ µ‖tˆ‖
L∑
l=1
E
[
‖φlz(hl−1(x))‖
]
,
where (a) used the fact that E [ℓ′(fθ(x); y)hL(x)] = ∂R∂w = 0. Now, for any fixed l ∈ [L], using
Assumption 5.1 we have
‖φlz(hl−1(x))‖ ≤ ρl‖hl−1(x))‖
≤ ρl(‖hl−2(x)‖+ ‖φl−1z (hl−2(x))‖)
≤ ρl(1 + ρl−1)‖hl−2(x)‖
≤ · · · ≤ ρl
l−1∏
k=1
(1 + ρk)‖x‖.
Substituting this bound to the one above, we get
R(θ)−Rlin ≤ µ‖tˆ‖E [‖x‖]
L∑
l=1
ρl
l−1∏
k=1
(1 + ρk) = µ‖tˆ‖E [‖x‖]
(∏L
k=1
(1 + ρk)− 1
)
.
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Appendix C. Proof of Theorem 5
First, we collect the symbols used in this section. Given a real number p, define [p]+ := max{p, 0}
and [p]− := max{−p, 0}. Notice that |p| = [p]+ + [p]−. Recall that given a vector x, let ‖x‖
denotes its Euclidean norm. Recall also that given a matrix M , let ‖M‖ denote its spectral norm,
and ‖M‖F denote its Frobenius norm.
The proof is done by a simple induction argument using the “peeling-off” technique used for
Rademacher complexity bounds for neural networks. Before we start, let us define the function
class of hidden layer representations, for 0 ≤ l ≤ L:
Hl := {hl : Rdx 7→ Rdx | ‖V j‖F , ‖U j‖F ≤Mj for all j ∈ [l]},
defined with the same bounds as used in FL. Note that H0 is a singleton with the identity mapping
x 7→ x. Also, define Fl to be the class of functions represented by a l-block ResNet (0 ≤ l ≤ L):
Fl := {x 7→ wThl(x) | ‖w‖ ≤ 1, hl ∈ Hl}.
Note that if l = L, this recovers the definition of FL in the theorem statement. Since
F0 := {x 7→ wTx | ‖w‖ ≤ 1},
it is well-known that R̂n(F0|S) ≤ B√n . The rest of the proof is done by proving the following:
R̂n(Fl|S) ≤ (1 + 2M2l )R̂n(Fl−1|S),
for l ∈ [L].
Fix any l ∈ [L]. Then, by the definition of Rademacher complexity,
nR̂n(Fl|S) = Eǫ1:n
 sup
‖w‖≤1,
hl∈Hl
n∑
i=1
ǫiw
Thl(xi)

=Eǫ1:n
 sup‖w‖≤1,
hl−1∈Hl−1
sup
‖V l‖F≤Ml
‖U l‖F≤Ml
n∑
i=1
ǫiw
T (hl−1(xi) + V lσ(U lhl−1(xi)))

≤Eǫ1:n
 sup
‖w‖≤1,
hl−1∈Hl−1
n∑
i=1
ǫiw
Thl−1(xi)
 + Eǫ1:n
 sup‖w‖≤1,
hl−1∈Hl−1
sup
‖V l‖F≤Ml
‖U l‖F≤Ml
n∑
i=1
ǫiw
T
V lσ(U lhl−1(xi))

︸ ︷︷ ︸
=:A
.
The first term in RHS is nR̂n(Fl−1|S) by definition. It is left to show an upper bound for the second
term in RHS, which we will call A .
First, because ‖w‖ ≤ 1 and ‖V l‖ ≤ ‖V l‖F ≤ Ml, we have ‖V Tl w‖ ≤ Ml. So, by using dual
norm,
A = E
 sup‖v‖≤Ml,
‖U l‖F≤Ml
hl−1∈Hl−1
vT
n∑
i=1
ǫiσ(U lhl−1(xi))
 = MlE
 sup
‖U l‖F≤Ml,
hl−1∈Hl−1
∥∥∥∥∥
n∑
i=1
ǫiσ(U lhl−1(xi))
∥∥∥∥∥
 .
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Let uT1 , u
T
2 , . . . , u
T
k be the rows of U l. Then, by positive homogeneity of ReLU σ, we have∥∥∥∥∥
n∑
i=1
ǫiσ(U lhl−1(xi))
∥∥∥∥∥
2
=
k∑
j=1
‖uj‖2
(
n∑
i=1
ǫiσ
(
uTj hl−1(xi)
‖uj‖
))2
.
The supremum of this quantity over u1, . . . , uk under the constraint that ‖U l‖2F =
∑k
j=1 ‖uj‖2 ≤
M2l is attained when ‖uj‖ = Ml for some j and
∥∥uj′∥∥ = 0 for all other j′ 6= j. This means that
A
Ml
= E
 sup
‖U l‖F≤Ml,
hl−1∈Hl−1
∥∥∥∥∥
n∑
i=1
ǫiσ(U lhl−1(xi))
∥∥∥∥∥
 = E
 sup
‖u‖≤Ml,
hl−1∈Hl−1
∣∣∣∣∣
n∑
i=1
ǫiσ(u
Thl−1(xi))
∣∣∣∣∣

= E
 sup
‖u‖≤Ml,
hl−1∈Hl−1
[
n∑
i=1
ǫiσ(u
Thl−1(xi))
]
+
+
[
n∑
i=1
ǫiσ(u
Thl−1(xi))
]
−

≤ E
 sup
‖u‖≤Ml,
hl−1∈Hl−1
[
n∑
i=1
ǫiσ(u
Thl−1(xi))
]
+
+ E
 sup
‖u‖≤Ml,
hl−1∈Hl−1
[
n∑
i=1
ǫiσ(u
Thl−1(xi))
]
−

(a)
= 2E
 sup
‖u‖≤Ml,
hl−1∈Hl−1
[
n∑
i=1
ǫiσ(u
Thl−1(xi))
]
+
 (b)= 2E

 sup
‖u‖≤Ml,
hl−1∈Hl−1
n∑
i=1
ǫiσ(u
Thl−1(xi))

+

(c)
= 2E
 sup
‖u‖≤Ml,
hl−1∈Hl−1
n∑
i=1
ǫiσ(u
Thl−1(xi))
 (d)≤ 2E
 sup
‖u‖≤Ml,
hl−1∈Hl−1
n∑
i=1
ǫiu
Thl−1(xi)
 ,
where equality (a) is due to symmetry of Rademacher random variables and (b) uses sup [t]+ =
[sup t]+. Equality (c) uses the fact that the supremum is nonnegative, because setting u = 0 al-
ready gives
∑n
i=1 ǫiσ(u
Thl−1(xi)) = 0. Inequality (d) uses contraction property of Rademacher
complexity.
Lastly, one can notice that
E
 sup
‖u‖≤Ml,
hl−1∈Hl−1
n∑
i=1
ǫiu
Thl−1(xi)
 = MlE
 sup
‖w‖≤1,
hl−1∈Hl−1
n∑
i=1
ǫiw
Thl−1(xi)
 = MlnR̂n(Fl−1|S).
This establishes
A ≤ 2M2l nR̂n(Fl−1|S),
which leads to the conclusion that
R̂n(Fl|S) ≤ (1 + 2M2l )R̂n(Fl−1|S),
as desired.
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