Introduction
The prevalence of custom manufacturing environments in a process layout is the key driver behind a vast literature on job shop scheduling problems. In this setting, a set of orders or jobs -each with a specific and potentially different recipe or route -is required to be processed by a set of resources with unary capacities. Each job is composed of a set of operations that need to be executed in a fixed given order, and each operation is to be performed on a specific resource for a prespecified duration of time. The main operational challenge facing a dispatcher is to determine a processing sequence for each of the resources given the routes and the processing requirements of the jobs with the perspective of optimizing an objective function of interest. In this regard, starting with the inception of the job shop scheduling problem in early 1960s the emphasis has long been on minimizing the completion time of the final operation, which tends to maximize throughput by minimizing the idle time in the schedule. In the common three field notation of Graham et al. (1979) , this problem is described as Jm//C max , where m and C max stand for the number of resources and the completion time of the final operation -also referred to as the makespan, respectively.
The problem Jm//C max proved to be an archetype of hard combinatorial optimization problems and also served as a testbed for many algorithmic advances in the field (Jain and Meeran, 1999; Zobolas et al., 2008) . Interestingly, this high research activity around Jm//C max did not extend to other important objectivesin particular to those involving due dates until relatively recently. Custom manufacturing in job shops is by definition a make-to-order environment, and observing the job due dates is a significant dimension of customer satisfaction and service level in this setting. However, research with due date related objectives in the job shop environment only commenced in earnest with the two seminal papers by Singer and Pinedo on the job shop total weighted tardiness problem Jm// j w j T j (Singer and Pinedo, 1998; Pinedo and Singer, 1999) , where w j and T j denote the tardiness penalty per unit time and the amount of tardiness for job j, respectively. Observe that most of the subsequent influential research on Jm// j w j T j appeared just in the last decade (Kreipl, 2000; De Bontridder, 2005; Essafi et al., 2008; Bülbül, 2011; Mati et al., 2011; González et al., 2012; Bierwirth and Kuhpfahl, 2017) . Still, the total weighted tardiness objective j w j T j is only a function of the job completion times and falls short of capturing increasingly important considerations in lean, efficient supply chains (Bülbül and Kaminsky, 2013) , such as the intermediate inventory holding costs which result from idle times between consecutive operations of the same job. Not focusing on the operation completion times and the value added through the processing stages -as is the case with Jm//C max and Jm// j w j T j -may lead to substantially increased inventory holding costs. In-depth discussions around this subject are provided in Bülbül et al. (2004) and Bülbül and Kaminsky (2013) . Another compelling reason to incorporate completion times, due dates, and cost functions at the level of individual operations into the problem definition is the so-called rescheduling problem (Avci and Storer, 2004; Bülbül and Kaminsky, 2013) . A scheduling problem must frequently be solved starting from the partially realized schedule of a previous period or following a disruption, e.g., a machine breakdown. In such cases, resources and materials are already committed to certain operations at specific times, and the new schedule would not be allowed to move around such operations freely. These concerns can be reflected in the current scheduling problem by imposing the previously scheduled operation completion times as operation due dates and penalizing deviations from these.
Motivated by the considerations above, we present a scheduling model that captures a large class of job shop scheduling problems. The objective is non-regular in general and minimizes a sum of separable convex cost functions attached to the operation start times and the differences between the start times of arbitrary pairs of operations. This problem definition -described as Jm||conv in the scheduling notation and referred to as JS-CONV in the sequel -generalizes a number of problems considered earlier in the literature both with regular and non-regular objectives. These include the strongly N P−hard job shop makespan, total weighted completion time, and total weighted tardiness problems, as well as the job shop just-in-time scheduling problem (with intermediate inventory holding costs), and render JS-CONV strongly N P−hard. Incorporating general convex cost functions allows us -for instance -to treat deviations from the due dates in a more flexible way. For example, we may tolerate small deviations from a due date but choose to discourage deviations outside an interval by applying penalties at a much larger rate. Following the presentation of our precise mathematical model in Section 2, we will give concrete examples of how our problem subsumes many frequently studied classical job shop scheduling problems in the literature.
The most common type of non-regular scheduling objective tackled in the job shop environment is minimizing the (weighted) sum of earliness and tardiness costs, at times also incorporating the intermediate inventory holding costs by charging penalties proportionally to the waiting times of the operations. Special cases and variants of this general linear objective have been studied in the literature. In particular, Refalo (2002, 2003) ; Chen and Luh (2003) take on the basic form of this objective function by restricting their attention to minimizing the total weighted earliness and tardiness. Baptiste et al. (2008) consider a more general version of this problem by assigning costs to the deviations from the due dates defined at the level of the individual operations. Ohta and Nakatanieng (2006) penalize the waiting times between the successive operations of a job and the earliness amounts, but do not allow for tardy jobs in their model. All three cost components appear in Sadeh (1996) and Brandimarte and Maiocco (1999) . In the earlier work, each unit of time from the start time of an operation until the job completion time -or the due date if the job is early -accumulates cost in a linear fashion. However, in the later work, only the holding time of a job -as measured from the start time of its initial operation until its delivery time -incurs a cost at a constant rate. In both studies, earliness is captured implicitly within the holding cost term. In this stream of research with linear earliness, tardiness, and holding costs, Avci and Storer (2004) and Bülbül and Kaminsky (2013) present the most general problem definitions encompassing all of the problems discussed above. In both works, the fundamental requirement is that the timing problem -explained further down in this sectionboils down to a linear program (LP) even though both sets of authors select a particular general version for their exposition of the material.
An early contribution to the job shop scheduling literature with a non-regular and non-linear objective is due to Kaskavelis and Caramanis (1998) , who include weighted squared tardiness costs in addition to the linear holding costs between successive operations of jobs. The next three studies require a special emphasis because together with this paper they constitute the body of literature on generic job shop scheduling problem definitions, allowing for both non-regular and non-linear objectives and various processing features. In particular, Grimes and Hebrard (2015) recently considered a generic disjunctive machine scheduling problem within a constraint programming framework compatible with both regular and non-regular scheduling objectives, and problem characteristics such as maximal time lags between successive operations of the same job and sequence-dependent setup times. In Gélinas and Soumis (2005) , each operation completion time is associated with a piecewise linear -and not necessarily monotone -cost function, and the overall objective is flexible enough to combine these functions in a min-max or min-sum form. The additional processing constraints that are taken into account are, however, limited to release times and deadlines. The general job shop scheduling model studied by Wennink (1995) in his PhD thesis is the closest existing model to ours. Wennink's model not only captures complicated processing features, such as generic time lags between two operations, sequence-dependent setup times, and multiple simultaneous machine assignments for an operation, but it also makes it possible to specify a generic convex piecewise-linear objective function. This objective function is very similar to that we address because we ask for integer start times, and our convex objective function can therefore be replaced by a convex piecewise-linear objective with integer breakpoints -see Section 3 for more details. The punch line of this discussion is that JS-CONV subsumes all job shop scheduling problem definitions pointed out up to this point -with the exception of Grimes and Hebrard (2015) and Gélinas and Soumis (2005) because these studies do not require the convexity of the objective, and Wennink (1995) who incorporates additional processing characteristics.
The theoretically and practically challenging nature of job shop scheduling problems has created a very rich literature on local search methods. From a methodological viewpoint, our study falls into this realm as well, and we mainly restrict our attention to here in an effort to position our work with respect to the literature. In the domain of regular objectives, we only provide pointers to some of the more frequently cited influential papers, and then proceed to describe the research landscape in job shop scheduling with non-regular objectives in more detail.
Virtually all local search methods in the job shop environment benefit from decomposing the decisions into two phases. The first task at hand is to determine an operation processing sequence for all machines involved. In the second phase, the objective is to compute the optimal operation start/completion times for these fixed processing sequences. It turns out that the second phase -referred to as the timing problem -is in general a simple optimization problem solvable in polynomial time while the combinatorial explosion of the sequencing decisions is the main culprit in the difficulty of job shop scheduling. For regular objectives, the timing problem boils down to scheduling all operations as early as possible without violating the operation precedences within the jobs and the fixed operation processing sequences, and is modeled and solved as a longest path problem. The longest paths -also called critical paths -for the given fixed processing sequences are then leveraged to define the neighborhood of the current solution in a local search method. This idea has been successfully exploited for Jm//C max (Van Laarhoven et al., 1992; Nowicki and Smutnicki, 1996; Balas and Vazacopoulos, 1998; Nowicki and Smutnicki, 2005; Peng et al., 2015) and Jm// j w j T j (Kreipl, 2000; De Bontridder, 2005; Essafi et al., 2008; Bülbül, 2011; Kuhpfahl and Bierwirth, 2016) by several authors. The interested reader is referred to Vaessens et al. (1996) and Kuhpfahl and Bierwirth (2016) for an overview of the various neighborhood operators applied to Jm//C max and Jm// j w j T j . The work of De Bontridder (2005) must receive a special mention here because similar to our work this author relies on a network flow model of the timing problem for an operation swap-based neighborhood definition embedded into a tabu search algorithm. The job shop model in focus incorporates generalized precedence relationships among operations and allows for positive end-to-start time lags, but is limited to minimizing the total weighted tardiness. Obtaining the network flow solution from the critical path calculations for the tardiness objective and establishing a compact neighborhood are the main contributions.
In the domain of regular scheduling objectives, the papers by Mati et al. (2011) and Bürgy (2017) deserve special credit for attacking job shop scheduling problems with a general regular objective. In particular, Mati et al. (2011) demonstrate that the most basic neighborhood of reversing a single arc on a critical path enhanced with a novel and fast move evaluation procedure gives rise to a local search method which performs on a par with custom-made algorithms for five common regular objectives. Bürgy (2017) , on the other hand, addresses complex process attributes on top of a general regular objective. The author proposes a tabu search employing a neighborhood constructed by extracting a job and re-inserting it in a new position, which in some sense corresponds to generalizing the reversal of critical arcs to complex job shops. The method is tested with five different regular objectives in three standard scheduling environments: the conventional job shop, the job shop with sequence-dependent setup times, and the blocking job shop. The numerical results show that the proposed approach performs well in all tested cases. Both of these papers indicate that there is promise in pursuing algorithms applicable to a broad class of job shop scheduling problems without compromising from solution quality and time. We follow this lead in this paper.
As evident from the discussion up to this point, there is a plethora of research related to local search methods for job shop scheduling with regular objectives. However, there are only a few relevant contributions with non-regular specific or more general objectives. From a technical perspective, the availability of relatively efficient solution techniques for the timing problem is still the driving force behind this stream of work. One exception is the focused simulated annealing search of Sadeh (1996) , who argue that solving the timing problem in each iteration is too time consuming and do not rely on the timing problem for the neighborhood definition or the move evaluation. Beck and Refalo (2002) design a tabu search algorithm, where a neighboring solution is obtained by reversing the execution order of two adjacent critical operations. The interesting component of this research is the way operation criticality is detected. The authors resort to constraint programming tools to this end. In particular, the timing problem is formulated and solved as an LP, and subsequently, given the optimal operation start times from the timing problem, constraint propagation is applied to the variable domains. An operation is deemed critical if the domain of its start time is reduced to a singleton. The numerical results are not really favorable in comparison to three exact methods. The basic blueprint of the next set of three studies (Brandimarte and Maiocco, 1999; Avci and Storer, 2004; Wennink, 1995) is identical -the neighborhood definition is based on the timing problem formulated and solved as a maximum cost network flow problem, while the job shop environments and the associated objectives under consideration are quite different as detailed earlier in this section. Brandimarte and Maiocco (1999) apply a pure local search algorithm by inverting an arc carrying a positive flow in the network flow solution in each iteration. This is just a generalization of reversing a critical arc in the longest path calculations in the case of regular objectives. Avci and Storer (2004) take a similar path and analyze further properties of the maximum cost network solution in order to develop more compact adjacent pairwise interchange neighborhoods that are applicable to a broad class of scheduling problems with both regular and non-regular linear objectives. The focus of the numerical study in Avci and Storer (2004) is on exposing the differences between the neighborhood structures in a pure local search framework; more elaborate algorithms -including a tabu search -based on these compact neighborhoods exhibit promising performance on the total weighted earliness/tardiness and total weighted tardiness problems in Avci (2001) . Recall that Wennink (1995) lays out a more general modeling framework with a generic convex piecewise-linear objective function. He demonstrates that the timing problem does still boil down to a maximum cost network flow problem and develops a rich set of theoretical properties based on the timing solution. An insertion-based neighborhood is examined in addition to the adjacent pairwise interchange neighborhood, and both are embedded into a tabu search. However, the computational study remains restricted to the makespan objective. The reason for this choice is rooted in the author's statement: "Much research, however, has still to be performed before such methods can be made time efficient... Furthermore, although a selection can be evaluated in polynomial time by solving a maximum cost flow problem, the time requirement is still so high that a straightforward implementation would spend too much time in evaluating each of the many selections that must be considered." In fact, the concern that solving an LP or a network flow formulation of the timing problem is far from warranting a fast exploration of a sufficient number solutions in the feasible region and would result in a poor final solution quality is a recurring theme in these papers. Therefore, Brandimarte and Maiocco (1999) explore an approximate timing algorithm instead of solving the timing problem exactly as a maximum cost network flow problem, and Avci and Storer (2004) attain 75% reduction in the computational effort expended by invoking the warm start feature of CPLEX Network Optimizer. A further complicating factor in the case of piecewise-linear convex objectives is that a straightforward modeling approach requires an additional arc for each linear segment in the objective function -see (Wennink, 1995, p.73) and (Ahuja et al., 2003, Section 4) . This would blow up the network size and render the solution time of the timing problem totally unacceptable within an iterative algorithm. The development in Section 3 establishes that the timing problem with convex cost functions can still be solved efficiently without an extended network, and this is a major contribution of our paper as it paves the way for building local search algorithms for job shop scheduling problems with more general processing features and objectives.
An overview of the alternate approaches applied to job shop scheduling problems with non-regular objectives completes the review of the relevant literature. We are only aware of three exact methods in this domain. The recent work of Grimes and Hebrard (2015) is a pure constraint programming algorithm, which combines a number of generic search techniques. While the basic approach is generic, some problem-specific knowledge is incorporated to enhance the computational effectiveness for certain problem types. The numerical tests on some standard job shop problems, including the job shop with linear earliness/tardiness costs, demonstrate a performance competitive with custom state-of-the-art methods on small to medium-sized instances; however, the authors concede that scalability to larger instances may be an issue. Next is a hybrid exact algorithm by Beck and Refalo (2003) . At any node of the search tree, a linear timing problem yields the optimal operation start times by ignoring any resource restrictions. If resource conflicts ensue, the search resorts to inference methods based on constraint programming for resolution and branching decisions. The results are fairly successful on instances with up to 200 operations if the due dates are not tight. In this case, relaxations high up the search tree are easily extended to full feasible solutions. The branch-and-price algorithm of Gélinas and Soumis (2005) completes the set of exact methods. The underlying pillar of this approach is a Dantzig-Wolfe re-formulation of the job shop scheduling problem under consideration, in which the precedence constraints are relaxed -i.e., kept in the master problem -and a pricing subproblem is solved for each machine. The advantage this method enjoys is that it attains optimal solutions for instances with up to 10 machines and 500 operations of a just-in-time scheduling problem similar to that studied in Baptiste et al. (2008) in one hour of computation time as long as the number of operations per job is kept small. The authors argue that job shops with a few operations per job occur more frequently with the advent of versatile manufacturing equipment. Ultimately, a practical consideration for Gélinas and Soumis' algorithm to perform well is that the operations of the same job are somewhat "loosely" coupled. Intuitively, this makes a lot of sense because the solution of the Dantzig-Wolfe re-formulation is allowed to break the precedence constraints, and repairing a potentially smaller number of violations is obviously less of a challenge. In contrast, the job shop model presented in this paper allows for an explicit control of the time lags between arbitrary pairs of operations and is also suited for jobs with tightly interconnected operations. It is also worth underlining that both Grimes and Hebrard (2015) and Gélinas and Soumis (2005) apply their solution techniques to linear problems only despite their more general modeling frameworks -see earlier in this section.
Non-regular objectives tackled through mathematical programming-based approaches are rare in the job shop scheduling literature. Other than the study by Gélinas and Soumis (2005) , only Lagrangian relaxationbased heuristics (e.g., Kaskavelis and Caramanis, 1998; Chen and Luh, 2003; Baptiste et al., 2008) have appeared so far. The first of these papers dualizes the machine capacity restrictions and focuses on the multiplier update component of the Lagrangian algorithm in an effort to solve industry-scale job shop problems. In contrast, the other two works make their case for a machine decomposition via relaxing the operation precedences. An absolute solution quality assessment of these algorithms against the state-of-the-art is not really possible because the authors either compare alternate Lagrangian methods or employ dispatch rules for benchmarking purposes. One notable exception is the presentation of the gaps between the upper bounds obtained from a primal heuristic and the lower bounds in Baptiste et al. (2008) . In this case, the gaps are quite large for most of the instances included, and overall, these studies offer no compelling evidence that their methods would be competitive with local search algorithms.
The final popular genre of algorithms in job shop scheduling is based on the shifting bottleneck paradigm -a special form of machine decomposition originally proposed for Jm//C max (Adams et al., 1988) . In job shop scheduling with non-regular objectives, the studies by Ohta and Nakatanieng (2006) and Bülbül and Kaminsky (2013) belong to this group. While the earlier shifting bottleneck algorithm is only focused on the specific problem at hand, Bülbül and Kaminsky (2013) leverage the dual information retrieved from the timing problem formulated and solved as an LP in a novel way to construct the machine subproblems. At its core, this approach is generic and suited for a large class of job shops with a timing problem expressed as an LP, but it turns out to be particularly effective if the individual operation completion times are associated with explicit cost terms. This structure includes, but is clearly not limited to, problems with intermediate holding costs between successive operations of the same job. In computational testing, the authors demonstrate the value of the proposed approach with respect to alternate methods on several problems with intermediate holding costs. In Section 5.2, we demonstrate that our new local search for JS-CONV outperforms the shifting bottleneck heuristic of Bülbül and Kaminsky (2013) .
We conclude this section by a summary of our contributions. By far the most important attribute of our work is its generality -both from the modeling and solution method perspectives, and this is not a point to be taken lightly. The proliferation of quite specific problem definitions and associated tailor-made, sophisticated, and highly parametric (meta-)heuristics based solution approaches, which do not easily translate or extend to other problems, is a significant shortcoming of the scheduling literature in general. See Bülbül and Kaminsky (2013) for a more in-depth discussion on the issue. Thus, our work joins a growing but still a small group of job shop scheduling studies with an emphasis on generality (Wennink, 1995; Gélinas and Soumis, 2005; Mati et al., 2011; Bülbül and Kaminsky, 2013; Grimes and Hebrard, 2015; Bürgy, 2017) . Our numerical results on two different types of problems support our vision, and the extensive computational study on a just-in-time job shop scheduling problem with a non-linear objective in Section 5.3 is the first of its kind - Kaskavelis and Caramanis (1998) report results from just a few instances. Finally, we dispel Wennink's concerns and show that the timing problem with convex costs is amenable to quick solution times so that it may be embedded successfully into a meta-heuristic algorithm, paving the way for further research.
The paper is organized as follows. The next section formally describes JS-CONV and introduces a classical disjunctive graph formulation, which exposes the two-phase decomposable nature of job shop scheduling with the timing and sequencing components. The timing problem associated with JS-CONV is analyzed in Section 3, and an exact network flow-based solution approach is discussed. The solution of the timing problem is then leveraged in Section 4 to devise a tabu search for JS-CONV applied to two non-regular job shop scheduling problems -one with a linear objective and another with a non-linear objective. The value of the proposed approach is supported by the numerical results presented and discussed in Section 5.
The job shop scheduling problem with convex costs
In this section, we formally describe JS-CONV by introducing the necessary notation and then provide a disjunctive mathematical programming formulation and an associated disjunctive graph representation of the problem.
Consider a job shop with a set of m machines denoted by M and a set of operations I to be performed on these machines. All machines are available continuously from time zero onward, and a machine can execute no more than one operation at a time. Each operation i ∈ I needs a specific machine, say M (i) ∈ M, for its non-preemptive execution of duration p i > 0, where p i is an integer. The set of operations is partitioned into a set of jobs J of cardinality n such that each operation i ∈ I belongs to exactly one job J(i) = K. Each job K ∈ J is represented as an ordered set of operations {K 1 , K 2 , . . . , K |K| }, where K r denotes the r-th operation of job K. The order of the operations in K specifies the sequence in which these operations must be processed, and two operations i, j ∈ K are termed as consecutive if i = K r and j = K r+1 for some r, 1 ≤ r < |K|.
A vector α α α = (α i ∈ Z * : i ∈ I) of non-negative integers, where α i stands for the start time of operation i ∈ I, specifies a schedule. The integrality of the processing times and the operation start times can be regarded as a precision constraint reflecting the smallest time unit in the scheduling process. A schedule α α α is feasible if the operations of each job are processed in the given required sequence, and each machine executes at most one operation at any point in time. For any pair of distinct operations (i, j) ∈ I × I, we allow to charge a non-negative cost of f ij (δ ij ) against the difference δ ij = α j − α i of the start times of operations i and j, where f ij : R → R ≥0 is a convex function. This applies to a subset Q ⊆ I × I of the pairs of operations. Similarly, an operation i ∈ P ⊆ I incurs a non-negative cost of b i (α i ) if it starts processing at time α i , where
Some remarks on the functions f and b are in order. First, we assume that they can efficiently be evaluated in O(1) time. Second, one could define problems where the total cost decreases as the start times of some operations approach infinity. We cannot handle this in our framework. In order to rule out this case, we assume that all functions f and b are bounded from below. Specifically, for all (i, j) ∈ Q, there exists a finite value δ min ij ∈ R such that f ij (δ ij ) ≥ f ij (δ min ij ) for all δ ij ∈ R, and for all i ∈ P , there exists a finite value α
) for all α i ∈ R ≥0 . Third, without loss of generality, we assume that δ min ij is non-negative. If δ min ij < 0, we can specify the same cost structure using the start time difference between j and i; that is, by introducing a function f ji instead of f ij .
The problem JS-CONV asks to find a feasible schedule α α α with the minimum cost c(α α α) and can be formulated as the following disjunctive programming problem:
subject to:
Any feasible solution α α α of (1) specifies a set of non-negative integer start times α i for all operations i ∈ I by (1e). Constraints (1b) ensure that the precedence relationships within a job are satisfied, and constraints (1c) state that any pair of operations sharing the same machine must not be executed in parallel. This is already valid for each pair of operations from the same job by (1b). Hence, we add a constraint of type (1c) only if J(i) = J(j). Finally, together with constraints (1d), which relate the auxiliary variables δ δ δ to the primary variables α α α, (1a) specifies the objective.
The generic definitions of the sets P and Q as well as the functions f and b render the formulation (1) flexible enough to accommodate quite different problem settings. In particular, JS-CONV subsumes many existing and frequently studied job shop scheduling problems. For instance, setting Q = ∅, P = {i ∈ I | i =
is the unit tardiness cost for job K, captures Jm// j w j T j . The job shop total weighted completion time problem is obtained by simply specifying all due dates as zero. To model Jm//C max , we can add a common dummy terminal operation τ to all jobs K ∈ J with p τ = 0, and then define Q = ∅, P = {τ }, and b τ (α τ ) = α τ . Another existing example that fits into our framework is the job shop just-in-time scheduling problem with intermediate inventory holding costs (Bülbül and Kaminsky, 2013) . This is one of the selected problems for demonstrating the performance of our solution approach in our numerical study, and its mapping to JS-CONV is detailed at the start of Section 5.1. In addition to these common problem types, other interesting considerations can also be reflected in JS-CONV. To illustrate, recall that in most traditional scheduling models the only mechanism of prioritizing jobs is through objective function weights. In JS-CONV, we can additionally incorporate (i, j) into Q, where i = K |K| and j = L |L| , and define an appropriate convex function f ij (δ ij ) to penalize the difference α j − α i . This is a more explicit way of specifying a "soft" priority for completing job L before job K. In another application, assume that an intermediate product is perishable between operations i and j, and waiting times between i and j are increasingly unacceptable. JS-CONV can cope with this concern by imposing an appropriate convex cost function f ij (δ ij ), where (i, j) ∈ Q. Generally speaking, JS-CONV can accommodate soft no-wait or maximum time lag constraints between pairs of operations in Q by a clever selection of the functions f .
We end this section by introducing a small illustrative example to be used in the remainder of the paper. The example consists of three machines M = {M 1 , M 2 , M 3 }, ten operations I = {1, . . . , 10}, and four jobs K = {1, 2, 3}, L = {4, 5}, N = {6, 7}, and O = {8, 9, 10}. The processing data can directly be read in the feasible solution depicted in the Gantt chart of Figure 1 . For example, operation 2 is executed on machine M 2 and has a duration of 2 time units. Each job has a due date: We consider a convex just-in-time objective and penalize storage, earliness, and tardiness. For all jobs, the storage and earliness costs are one per time unit and we add squared tardiness costs. Specifically, for all consecutive operations i and j in a job, define f ij (δ ij ) = max(δ ij − p i , 0) (see Figure 2 , left), and for the Figure 2 , right). Note that if α i = d J − p i , then job J finishes just in time and no earliness and tardiness costs arise.
Problem formulation on a disjunctive graph
The disjunctive formulation (1) can be mapped to a so-called disjunctive graph representation of the problem. Initially proposed by Roy and Sussmann (1964) , this representation has been central to countless local search (and sometimes exact) approaches developed for job shop scheduling problems -we will follow suit in the following sections. In the particular disjunctive graph G = (I, A, E, E, d) representation employed in this paper, I is the set of nodes, A is the set of conjunctive arcs, E is the set of disjunctive arcs, E is a family of disjunctive arc pairs representing the disjunctive structure of the problem, and d is an arc length vector. Specifically, graph G is built as described next.
Each operation i ∈ I is represented by a node, and we identify a node with the operation it represents. For all consecutive operations i and j in a job, a so-called conjunctive arc (i, j) of length d ij = p i is incorporated into the set A. These arcs capture the precedence relationships between the operations of the same job expressed in (1b). For any two operations belonging to two distinct jobs and to be performed on the same machine, two disjunctive arcs are included in E: an arc (i, j) with length d ij = p i and an arc (j, i) in the opposite direction with length d ji = p j . This pair of arcs {(i, j), (j, i)} is added to family E and reflects the corresponding machine capacity constraint in (1c). We sometimes denote a generic pair of disjunctive arcs by D = {e, e} and refer to e as the mate of e. Figure 3 provides the disjunctive graph representation of our illustrative example. Any feasible solution of (1) describes a fixed operation processing sequence for all machines involved. Intuitively, deciding on the operation processing sequences amounts to choosing exactly one of each pair of disjunctive constraints in (1c) to include in the formulation while excluding the other one. Given the correspondence of (1) to the disjunctive graph representation, choosing disjunctive constraints is generalized and formalized via the notion of "selections" of disjunctive arcs in G and helps us characterize and capture solutions of JS-CONV.
Definition 1 Any subset of disjunctive arcs S ⊆ E is called a selection. A selection S is acyclic if its associated graph G(S) = (I, A ∪ S, d) contains no cycle, and is cyclic otherwise. A selection S is complete if
Given any selection S ⊆ E, the solution space of the feasible start times is
The solution space Ω(S) is empty if and only if S is cyclic. If S induces a cycle C in G(S), then summing over all constraints α j − α i ≥ d ij = p i for (i, j) ∈ C results in the contradiction 0 ≥ (i,j)∈C p i > 0 and establishes that Ω(S) = ∅. Otherwise, we can always find a set of feasible integer start times. For instance, in order to compute an earliest start time schedule a fictive initial node σ and an arc of length 0 from σ to each node i ∈ I is introduced into G(S). For each operation i ∈ I, its earliest start time α i is then the length of a longest path from σ to i.
A feasible schedule of JS-CONV requires that we schedule all operations by removing all sequencing conflicts between the operations on the same machine -see (1c). Consequently, a selection S is called feasible if S is complete and acyclic. Observe that a feasible selection must pick at least one disjunctive arc from each pair of arcs D in E by the definition of completeness, and selecting both leads to a cycle. Therefore, in any feasible selection S, exactly one arc is present from every D ∈ E -as expected. The solution depicted in Figure 1 corresponds to the feasible selection {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 , e 8 , e 9 , e 10 , e 11 , e 12 } in our illustrative example and is an earliest start time schedule.
If the objective function is regular, no element of Ω(S) attains a lower scheduling cost for a given acyclic selection S than the earliest start time schedule. However, this schedule is typically not minimizing for the convex cost function stated in our problem. It is easy to see that we can improve upon the earliest start time schedule of Figure 1 by shifting operation 8 forward to start at time 2 and reducing the cost incurred by job O from 14 to 12. The updated feasible schedule is clearly associated with the same selection because the execution order of the operations remains intact. In general, for a given acyclic selection S we need to solve the optimization problem formulated in Section 3 -also known as the timing problem -in order to identify a schedule α(S) ∈ Ω(S) with the minimum cost c(α(S)), i.e., c(α(S)) = min{c(α α α) : α α α ∈ Ω(S)}. This viewpoint leads to an alternate combinatorial formulation of JS-CONV on the disjunctive graph G: "Among all feasible selections, find a selection S that minimizes c(α(S))." Such a selection is called an optimal selection. The next section discusses how to find an optimal schedule α(S) for any acyclic selection S.
The timing problem
The timing problem -already introduced conceptually in Sections 1 and 2 -is at the heart of the local search methods developed for job shop scheduling problems. The objective of the timing problem is to determine the optimal operation start times if we are given a fixed operation processing sequence for all machines involved. In this section, we formally introduce the timing problem for JS-CONV and show that it is efficiently solvable by drawing upon the modeling and solution approach by Ahuja et al. (2003) for solving the convex cost integer dual network flow problem.
In general, for a given acyclic (and not necessarily complete) selection S and its associated graph G(S) we need to solve the optimization problem formulated below in order to identify a schedule α(S) with the minimum cost in Ω(S). This is the timing problem associated with JS-CONV:
For technical reasons that will be evident soon in the sequel, Proposition 1 below contends that the timing problem always admits an optimal solution so that
where U = max i∈P ( α
, and the sum or maximum over an empty set is zero by convention.
Proposition 1 There exists an optimal solution of the timing problem (2) satisfying constraints (3).
The proof is relegated to the appendix.
A transformation into a linear program
The timing problem (2) is an integer optimization problem with a convex objective function and has the same structure as problem (1) in Ahuja et al. (2003) . Drawing upon the developments of Ahuja et al. (2003) , we transform the timing problem (2) into the form of problem (3) in Ahuja et al. (2003) , which is an LP, except that the objective function is piecewise-linear convex.
The timing problem (2) can be transformed into an equivalent LP by assuming -without loss of generality -that each of the convex functions f and b is linear between successive integers, and then representing each linear segment with a new variable and dropping the integrality restrictions (1e). The validity of this approach derives from the fact that each of the piecewise-linear convex functions f and b has integer breakpoints, i.e., its slope changes only at integer values. It follows from this property that there always exists an optimal solution of this LP that is integral (see e.g., Murty, 1976) . Consequently, in the development below we assume that each of the convex functions f and b is linear between consecutive integers and ignore the integrality constraints (1e).
We then integrate the precedence constraints (2b) and the time bounds (3) into the objective function. For all i ∈ I, define
where b i (α i ) = 0 for all values of α i if i / ∈ P , and M is a sufficiently large number. We discuss its possible values below. Similarly, we update the functions f . Let δ ij = α j − α i for all R(S) = A ∪ S ∪ Q. By (3) and the non-negativity of the start times, δ ij is bounded by −U ≤ δ ij ≤ U for all (i, j) ∈ R(S). In addition, δ ij ≥ p i must hold for all (i, j) ∈ A ∪ S by the precedence constraints (2b). Consequently, l ij = p i is a lower bound on δ ij for all (i, j) ∈ A ∪ S and l ij = −U ≤ δ ij holds for all (i, j) ∈ Q \ (A ∪ S). We also set f ij (δ ij ) = 0 for all values of δ ij and for all (i, j) ∈ (A ∪ S) \ Q. Then, for all (i, j) ∈ R(S), define
The functions B and F of our illustrative example are sketched in Figure 4 .
The value of M must be chosen such that any α α α ≥ 0 that violates some time bound constraint (3) or precedence constraint (2b) cannot be an optimal timing solution, and F ij is convex. To this end, note that f and b are non-negative, let ub be an upper bound on the optimal objective function value of the timing problem (2) -obtained, for instance, from the earliest start time schedule, and compute
). This choice of M is valid for all acyclic selections because f and b are non-negative, and the convexity of these functions ensures that their maximum is attained at one of the end points of the related interval.
The transformations above lead to the following LP re-formulation of the timing problem (2), except that the objective is piecewise-linear convex:
Observe that this problem is equivalent to problem (3) 
A transformation into a network flow problem
As shown by Ahuja et al. (2003) , the Lagrangian relaxation of problem (4) obtained by relaxing the constraints (4b) can be transformed into a minimum cost network flow problem with piecewise-linear convex arc cost functions, where each linear segment has an integer slope. We specify here the minimum cost network flow problem in detail and explain how to obtain an optimal timing solution from an optimal flow. For the details and proofs, we refer to Ahuja et al. (2003) .
The minimum cost network flow problem is defined on a timing graph T (S) = (I + , R(S) + ) obtained from the graph G(S) = (I, A ∪ S, d) by adding a source node σ, an arc (σ, i) for each i ∈ I, and an arc (i, j) for each (i, j) ∈ Q \ (A ∪ S). Consequently, the arc set contains one arc for each (i, j) ∈ R(S) in addition to the arcs (σ, i) for all i ∈ I and is labeled as R(S) + . Note that the arc length vector d is no longer needed. Furthermore, in this formulation the operation start times are implicitly represented by the flows out of σ; that is, for each arc (σ, i), i ∈ I, we have δ σi = α i , l σi = 0, and capture the cost B i (α i ) through F σi (δ σi ). Figure 5 depicts the timing graph of our illustrative example given the selection S associated with the solution in Figure 1 . In the resulting minimum cost network flow problem, the flow variable x ij is actually the Lagrangian dual variable associated with the corresponding constraint in (4b):
where for each arc (i, j) ∈ R(S) + , the piecewise-linear convex function C ij is described as follows:
In these expressions, θ is integer and a ij (θ) = F ij (θ + 1) − F ij (θ) for all l ij ≤ θ ≤ U − 1. The functions C of our illustrative example are sketched in Figure 6 . Figure 6: Functions C of our illustrative example: i) C ij for each arc (i, j) ∈ A, ii) C ij for each arc (i, j) ∈ S, iii) C ij for each arc (i, σ), where i is not the last operation of its job, and iv) C ij for each arc arc (i, σ), where i is the last operation of some job K. Note that for i) each arc (i, j) ∈ A is also present in Q. Indeed, the storage costs modeled with the function f ij are accountable for the difference in shape between the functions of type i) and ii).
A remark on the sets S and Q is in order. If S and Q share an element (i, j), it would be convenient to introduce two parallel arcs (i, j) in the timing graph T (S) as it simplifies the discussion of the neighborhood properties developed in the next section. However, parallel arcs substantially increase the notational complexity. In the remainder of this paper, we therefore assume that E ∩ Q = ∅ so that S ∩ Q = ∅ holds for all acyclic selections S. Observe that this assumption is fulfilled for the problems we experiment on in our numerical study in Section 5.
Solving the network flow and the timing problems
For each arc (i, j) ∈ R(S) + , the function C ij is convex and piecewise-linear with at most U − l ij + 1 linear segments. Therefore, problem (5) could in principle be solved by any minimum cost network flow algorithm in an expanded network containing at most U − l ij + 1 arcs for each arc (i, j) in T (S). Because of the huge number of arcs contingent on U , this direct approach would not run in polynomial time in general. We therefore solve problem (5) with the cost-scaling algorithm of Ahuja et al. (2003) , which directly works in the timing graph T (S). This algorithm runs in polynomial time O(qp log(q 2 /p) log(qU )), where q = |I| and p = |R(S)|. At termination, the algorithm provides an optimal solution of problem (5), i.e., an optimal flow x x x, and an optimal node potential π π π = {π(i) : i ∈ I + }.
In order to deduce an optimal solution of the timing problem from these outputs, we introduce a so-called residual network Res(x x x, S) associated with the timing graph T (S) and flow x x x. For each arc (i, j) in T (S), we add a so-called forward arc (i, j) into Res(x x x, S) if x ij < M and a so-called backward arc (j, i) if x ij > −M . The length of a forward arc (i, j) is set to the right slope of function C ij at point x ij , and the length of a backward arc (j, i) is set to the negative of the left slope of function C ij at point x ij . The left and right slopes of C ij at point x ij are defined as (C ij (x ij ) − C ij (x ij − δ))/δ and (C ij (x ij + δ) − C ij (x ij ))/δ, respectively, where δ is a sufficiently small number. The reduced cost of an arc (i, j) in Res(x x x, S) is c
At the termination of the algorithm, we obtain a pair (x x x, π π π) that satisfies the following optimality conditions:
Figure 7 provides an optimal flow and the corresponding residual network for our illustrative example. The node potential π π π may have fractional components, and π(σ) may be different from zero. However, the piecewise-linear structure of the objective with integral breakpoints assures us of the existence of an integral optimal node potential π π π with π (σ) = 0. A node potential π π π with these attributes can be determined by computing the length i of a shortest path from i ∈ I to σ in the residual network Res(x x x, S) and setting π (i) to i . The optimal timing solution α(S) is finally α i (S) = −π (i) for all i ∈ I. In our illustrative example, we get the optimal solution depicted in Figure 8 . 
A local search heuristic for JS-CONV
In principle, the previous sections provide an exact approach for finding an optimal selection: Enumerate all feasible selections, evaluate their costs using the network flow-based approach, and return a selection (and its optimal schedule) with minimum optimal timing cost. As is well-known in job shop scheduling, this procedure is too time consuming even for small instances. In order to find a good selection within a reasonable time, we propose a local search approach. Such methods have been applied with great success to various job shop scheduling problems in the past -see Section 1. In this section, we first introduce an operation-swap-based neighborhood and then describe a tabu search.
An operation-swap-based neighborhood for JS-CONV
The underlying pillar of any local search is a neighborhood function N that associates a set of neighbor selections N (S) with each feasible selection S. Many well-known neighborhoods for job shop scheduling problems are based on swapping two critical consecutive operations on a machine. This concept was used, for example, by Balas (1969) in the classical job shop, by De Bontridder (2005) in the job shop total weighted tardiness problem, by Bürgy (2017) in a job shop problem with a general regular objective, and by Wennink (1995) ; Brandimarte and Maiocco (1999) ; Avci and Storer (2004) in job shop problems with non-regular objectives.
By following a framework common in this body of literature, we define a neighborhood for JS-CONV. More specifically, given any feasible selection S together with an optimal flow x x x, an optimal integer potential π π π with π(σ) = 0, and an optimal timing solution α(S) with α i (S) = −π(i) for all i ∈ I, we first define the notion of a critical arc, and then derive a neighborhood based on replacing critical arcs. Finally, we establish that all solutions in the neighborhood are feasible and prove the opt-connectedness of the neighborhood.
Definition 2 An arc (i, j) ∈ S is labeled as critical if x ij < 0, and non-critical otherwise. Let S crit = {e ∈ S : x e < 0} be the set of all critical arcs.
Proposition 2 For any critical arc (i, j), α j (S) − α i (S) = p i holds.
Proof. As α(S) are feasible start times, α j (S) − α i (S) ≥ p i holds by (2b), and it suffices to show that α j (S) − α i (S) ≤ p i given that x ij < 0 as required by Definition 2 for a critical arc. Consider the residual network Res(x x x, S), and note that (i, j) / ∈ Q because we assumed S ∩ Q = ∅. Therefore, F ij has exactly the shape of the dotted curve on the left in Figure 4 , and the right slope of the resulting cost function C ij at Figure 6 . Consequently, arc (i, j) is present in Res(x x x, S) with a length of p i because x ij < M . The optimality of (x x x, π π π) requires c π ij = p i − π(i) + π(j) ≥ 0 as stated in (6), or equivalently, p i + α i (S) − α j (S) ≥ 0, and the result follows.
In other words, if arc (i, j) is critical, i and j are processed consecutively on the same machine without any idle time in between. Clearly, this is a generalization of the well-known concept of criticality based on the longest path calculations in G(S) if the objective function is regular. The number of critical arcs is no more than |I| − |M| because each operation has at most one immediate successor operation on the same machine, and the final operation on a machine has none. It turns out that all non-critical arcs carry zero flow as formalized in the next lemma. The proof is in the appendix.
Lemma 1 For all e ∈ S \ S crit , x e = 0 holds.
This, in fact, paves the way to showing that the critical arcs totally determine the cost of selection S, which is formally stated as:
Proof. All arcs e ∈ S \ S crit have x e = 0 by Lemma 1. Therefore, flow x x x is also feasible with respect to the timing graph T (S crit ) because the set of arcs in T (S crit ) is only missing the arcs S \ S crit with zero flow in T (S). That is, we have R(S crit ) + ⊆ R(S) + as S crit ⊆ S, and the arcs of Res(x x x, S crit ) are all contained in Res(x x x, S) with the same length. Consequently, the pair (x x x, π π π) fulfills the optimality conditions (6) with respect to Res(x x x, S crit ) and certifies α(S) as an optimal timing solution for S crit with the same cost.
The fundamental implication of Theorem 1 is that we must replace at least one critical arc in S in order to be able to identify an improved selection S with c(α(S )) < c(α(S)). This justifies the following neighborhood definition.
Definition 3 For each critical arc e = (i, j), a neighbor S e = S ∪ e \ e is constructed by removing e from S and adding e = (j, i). The neighborhood N (S) of S consists of all of these neighbors.
As the number of critical arcs is at most |I| − |M|, the cardinality of N (S) is bounded from above by |I| − |M|. To illustrate the neighborhood generation mechanism applied to our illustrative example, observe that the optimal timing solution presented in Figure 8 corresponds to the selection S = {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 , e 8 , e 9 , e 10 , e 11 , e 12 }. Inspecting the associated optimal flow x x x in Figure 7 (top) reveals S crit = {e 1 , e 2 , e 12 } as the set of critical arcs. Thus, the neighborhood of S is determined as N (S) = {S e1 , S e2 , S e12 }. The optimal timing solutions for these three neighbors are provided in Figure 9 .
The time expended for neighborhood evaluations is typically the computational bottleneck in local search methods. In this context, two issues require close attention. First, substituting a critical arc by its mate is necessary but not sufficient for an improving move -the second and third neighbors in Figure 9 lead to substantially worse objective values compared to the current solution in Figure 8 , and this is a common phenomenon in local search methods for job shop scheduling problems. Therefore, a lot of effort has been put into compact neighborhood definitions with the goal of reducing the neighborhood size. For instance, a classical result for Jm//C max (and other regular objectives) is due to Matsuo et al. (1988) , who recognized that given a maximal set of consecutive critical arcs between operations performed on the same machinea so-called critical machine block -an improving move must involve at least one of the first or last critical arcs in the block. This result is then leveraged to drop the internal critical arcs from the neighborhood. However, we observed that swapping such an arc may actually decrease the objective function value for JS-CONV and identify the development of a compact neighborhood definition as a future research direction in Section 6. Second, a closely related matter is ruling out infeasible solutions from the neighborhood. The following theorem establishes that all selections in N (S) are feasible. Theorem 2 For any S ∈ N (S), S is feasible.
Proof. The proof is similar to that of Proposition 2 in Balas (1969) . By Definition 3, S is generated from S by replacing some critical arc e = (i, j) so that S = S ∪ e \ e. As S is feasible, i.e., complete and acyclic, S is complete. It remains to show that S is acyclic.
Suppose that e is critical and S is cyclic. Then, graph G(S ) contains some cycle C. However, selection S \ e ⊂ S is acyclic, and graph G(S \ e) does not contain any cycle. Therefore, C must include arc e = (j, i), and a path P ij starting from v 0 = i, going through the nodes v 1 , . . . , v n , and terminating at v n+1 = j. Clearly, P ij is also present in G(S) and can contain no less than two arcs because e = (i, j) is not part of G(S ); that is, n ≥ 1. By (2b), any feasible timing solution α α α ∈ Ω(S) must satisfy α vr − α vr−1 ≥ p vr for all r = 1, ..., n + 1. Summing up over these inequalities yields α j − α i ≥ p i + n r=1 p vr . As n ≥ 1 and p vr > 0 for all v r ∈ I, n r=1 p vr > 0. This implies that α j − α i > p i and is in contradiction with Proposition 2 given that (i, j) is critical.
Finally, we prove that our neighborhood is opt-connected. This is a desirable characteristic for a neighborhood definition, but is of little practical relevance from a computational viewpoint.
Theorem 3 If S is not optimal then there exists a finite sequence of selections S 1 , S 2 , ..., S n starting with S 1 = S and terminating with an optimal selection S * = S n such that S i ∈ N (S i−1 ) for all i = 2, ..., n.
Proof. The proof is similar to that of Theorem 1 in Van Laarhoven et al. (1992) . Given an optimal selection S opt , let ∆(S) and ∆ crit (S) represent the number of arcs of S and S crit not present in S opt , respectively. That is, ∆(S) = |S \ S opt | and ∆ crit (S) = |S crit \ S opt |. We distinguish between two cases: a) ∆ crit (S) = 0. Then, S crit ⊆ S opt , and the relation c(α(S crit )) ≤ c(α(S opt ) is satisfied by the definition of the timing problem (2). We conclude that S is an optimal selection because Theorem 1 implies
Let e ∈ S crit \ S opt . By Definition 3, S e = S ∪ e \ e is in N (S). The completeness of S opt yields e ∈ S opt and ∆(S e ) = ∆(S) − 1. Equivalently, moving from S to S e reduces the number of arcs of the current selection not present in S opt by one. Thus, we arrive at the conclusion that in at most ∆(S) steps, S can be transformed into a selection S * with ∆ crit (S * ) = 0, which is optimal by a).
A tabu search for JS-CONV
Tabu search is a prominent local search approach in combinatorial optimization (see e.g., Glover and Laguna, 1997; Glover, 1996) . In particular, it has been successfully applied for solving various job shop scheduling problems, such as, for example, the classical job shop problem (Nowicki and Smutnicki, 1996; Peng et al., 2015) , job shop problems with routing flexibility (Brandimarte, 1993; Kis, 2003) , and more complex job shop scheduling problems (Hurink and Knust, 2005; Drótos et al., 2009; Bürgy, 2017) . We present a simple tabu search for JS-CONV using the neighborhood developed in the previous section. In what follows, we discuss the construction of the tabu list, the evaluation of the neighborhood, and the stopping criterion. We refer to Glover and Laguna (1997) for a detailed treatment of tabu search.
A tabu list L storing the disjunctive arcs that have been replaced during the last maxL iterations is maintained. List L is empty at the beginning of the search. Upon the completion of a move from a selection S to S e by replacing arc e ∈ S through its mate e, we insert e into L at the head position, and the last entry in the list is deleted if the size of L exceeds maxL. A neighbor S is called tabu if S ∩ L = ∅. In our numerical experiments, maxL is set to 16.
The evaluation of a selection S consists of determining an optimal schedule α(S) by the approach developed in Section 3. Initially, the objective value of S is set to c(α(S)). However, if S is tabu and does not improve upon the best selection identified so far, a penalty term (maxL − k)M is added to the objective of S, where k indicates the position in L of the first disjunctive arc in L ∩ S, and M is a large constant -its value may be determined as specified in Section 3. Among all evaluated neighbors, we move to a neighbor with the lowest objective value. As the neighborhood size is typically quite large and the evaluation of one neighbor is expensive -see Table 1 in Section 5.1, we randomly pick and evaluate at most maxS neighbors of the current selection. In our numerical experiments, maxS is set to 15.
The tabu search is stopped after reaching a pre-specified time limit maxT or if the neighborhood of the current selection S is empty, which certifies S as optimal by Theorem 3. However, this case was never realized in our tests. The parameter maxT is set to 1800 s in our numerical experiments.
An application: just-in-time job shop scheduling
In order to demonstrate that the proposed tabu search (TS)-based solution approach is able to find highquality solutions within reasonable computation times, we apply it to two just-in-time job shop scheduling problems and conduct extensive computational tests.
Just-in time scheduling problems are characterized by the goal of scheduling the operations at the right moment rather than as early as possible (Monette et al., 2009) . Earliness is typically related to increasing storage costs and the deterioration of intermediate or finished goods, and tardiness may result in customer dissatisfaction, loss of reputation, and lost sales (Parsa et al., 2017) . In job shop scheduling, just-in-time objectives are typically modeled by introducing a fixed due date for each job and penalizing the intermediate storage as well as the early and tardy completion of the jobs.
We employ our approach for the following two types of objectives. First, we consider linear storage, earliness, and tardiness costs -see Section 5.2. We denote this problem by JIT-JS-LIN. This is the objective typically incorporated in the literature (Sadeh, 1996; Brandimarte and Maiocco, 1999; Avci and Storer, 2004; Bülbül and Kaminsky, 2013) , and we compare our approach to the most recent results of Bülbül and Kaminsky (2013) . Second, in order to test the ability of our approach to address non-linear objectives, we substitute superlinear tardiness costs for linear tardiness costs -the storage and earliness costs are still linear. This problem is denoted by JIT-JS-SUPERLIN. In Section 5.3, we present, to the best of our knowledge, the first extensive computational study of a just-in-time job shop scheduling problem with a non-linear objective.
Outstanding among the accomplishments of this research is that both JIT-JS-LIN with a non-regular linear scheduling objective and JT-JS-SUPERLIN with a non-regular and non-linear scheduling objective are handled successfully by the exact same solution approach. We clearly demonstrate that TS represents the new state-of-the-art for JIT-JS-LIN by beating the previous best algorithm for this problem by Bülbül and Kaminsky (2013) . For JIT-JS-SUPERLIN, the only available benchmark is a mixed integer linear programming (MIP) formulation solved by an off-the-shelf solver, and we report solutions of superior quality against the best available feasible solutions from MIP. Collectively, the results in this section are a testament to our claim to generality in Section 1. A second major conclusion from our computational study is that TS delivers these results despite a deliberately simple design, which -for instance -lacks an elaborate diversification mechanism. Thus, the favorable numerical results can actually be attributed to the quality of the neighborhood definition based on the timing solution in Section 4 and justifies the focus of our paper on the timing problem in Section 3. In the following subsections, we specify the experimental setting and discuss the obtained results in detail.
Experimental settings
In problem JIT-JS-LIN, a release time r K and a due date d K are present for each job K ∈ J . The first operation i = K 1 of K cannot start earlier than r K and a storage cost of c stor K per time unit is incurred for the time between r K and the start of i. This can be modeled in JS-CONV by specifying the convex function 
in JS-CONV. We executed tests with this objective type on a subset of the instances generated by Bülbül and Kaminsky (2013) , which includes small instances with 40 operations (10 jobs and 4 machines) and larger instances with 100 operations (10 jobs and 10 machines).
In problem JIT-JS-SUPERLIN, each job K has a due date d K as in JIT-JS-LIN; however, the release time is 0 for all jobs, and we do not penalize the storage between the release time and the start of the job's first operation. This is similar to the setting in Brandimarte and Maiocco (1999) ; Ohta and Nakatanieng (2006) and reflects situations, where resources are not committed to a job before the start of the job's first operation, and no storage costs are therefore accumulated. The unit earliness cost c early K for job K and the unit intermediate storage costs c storInt ij for all consecutive operations i and j are set to 1. Finally, the tardiness costs are calculated by taking the tardiness to the power of l. That is, job K is charged a tardiness cost of
l , where i = K |K| . In our experiments, we set l to 1.3.
The following reasons justify the choice of this objective. First, the earliness costs model situations were early delivery is not possible (see e.g., Brandimarte and Maiocco, 1999) . Thus, the storage and earliness costs here measure the total idle time for each job, which is equal to the total time a job spends in the system (i.e., its flow time) minus the job's total processing time. This performance measure can be used to keep the total number of jobs in the system (i.e., the work-in-process) at a low level. Second, the superlinear tardiness costs are particularly interesting if the marginal tardiness cost of a job increases with its tardiness (Gonçalves et al., 2016 ) -a typical feature in practice (Hoitomt et al., 1990) . Preliminary tests revealed that quadratic tardiness costs corresponding to l = 2 are quite aggressive so that the storage and earliness costs have almost no impact if it is not possible to schedule all jobs within their due dates. The chosen factor l = 1.3 is therefore better suited for our experiments. Third, the simple structure of the objective makes it possible to specify all parameter values here. Hence, other researchers can easily apply this objective for their experiments.
We combined the proposed objective with the standard benchmark set by Lawrence (1984) frequently used for Jm//C max . The Lawrence instances la01 to la40 include 50 to 300 operations (10 to 30 jobs and 5 to 15 machines). The due dates were calculated with the rule of Eilon and Hodgson (1967) , i.e., d K = f · i∈K p i for job K, where f is referred to as the due date tightness factor. It is well-known that, if the due dates are tight and tardiness is penalized in a superlinear fashion, tardiness costs dominate the total cost and there is little sense in considering a non-regular objective (Brandimarte and Maiocco, 1999) . In contrast, if the due dates are very loose and the tardiness costs are high compared to the other cost components, it is typically worthwhile to consider the due dates as hard deadlines and solve a mirrored version of the problem without any tardiness costs in order to arrive at a high-quality solution for the original problem (see e.g., Ahmadi and Bagchi, 1992) . Both cases avoid the need to trade off tardiness costs versus the other cost components and may yield simpler problems from a practical point of view. Consequently, in an effort to demonstrate the value of our approach we tried to set the f -values so that the tardiness costs are well balanced against the storage and earliness costs in good solutions (see the last column in Tables 2-5 ).
A MIP model derived from the disjunctive programming formulation (1) and solved for each instance via the solver Gurobi 6.5 on four threads with a time limit of 3600 s serves as a benchmark against TS for both problem types JIT-JS-LIN and JIT-JS-SUPERLIN. The MIP model is available in the appendix. The shifting bottleneck heuristic of Bülbül and Kaminsky (2013) is the second basis of comparison for JIT-JS-LIN. For each instance size n × m in column one, the average neighborhood size (nb size), the average computation time per neighbor evaluation (time/nb) in milliseconds (ms), and the average computation time per TS iteration (time/iteration) in ms are displayed in columns 2-4, respectively, with the number of neighbors evaluated restricted to maxS = 15. All values are rounded to the nearest integer.
TS was implemented in Java and run on a PC with a 3.3 GHz Intel R Core TM i5-4590 processor and 16 GB memory. In order to assess the stochastic behavior of TS, we executed ten independent runs for every instance, each with a time limit of maxT = 1800 s. To put this time limit into perspective, consider Table 1 . The number of neighbors of the current selection S may be quite high, especially for the large instances, and precludes us from evaluating the entire neighborhood N (S). Even with the current scheme of evaluating no more than maxS = 15 neighbors in one TS iteration, an iteration of TS is computationally expensive as evident from column four of Table 1 -the times per iteration range from 74 ms for instances of size 10 × 5 to nearly 2 s for instances of size 30 × 10. These times translate to only about 25,000 and 1,000 iterations for instances of size 10 × 5 and 30 × 10 within the time limit, respectively. For a local search with a swap-based neighborhood, these iteration numbers are very low. Moreover, we observe another striking fact by comparing the figures in columns three and four in Table 1 . About 90% of the computation time in TS is spent toward evaluating the neighbors, given that the total time needed for the neighbor evaluations in one TS iteration is roughly maxS times the time expended for evaluating a single neighbor. TS runs on a single thread in the current implementation, and the neighborhood evaluation by solving timing problems would scale linearly with the number of threads in a parallel implementation. The computational results in the next sections should be evaluated with this background information in mind; in principle, the same solution quality can be attained in a much shorter amount of time. A parallel implementation and developing a faster solution algorithm for the timing problem are both on our future research agenda.
For both JIT-JS-LIN and JIT-JS-SUPERLIN, an initial solution for TS is generated by the solution approach proposed in Bürgy (2017) after creating a corresponding instance with a regular objective by ignoring the storage and earliness costs. The time allotted to this method is 60 s. Given the currently expensive nature of the TS iterations, the quality of the initial solution may factor into the final solution quality in a significant way. This is also investigated in the sequel.
JIT-JS-LIN

Small JIT-JS-LIN instances
We first analyze the results obtained for the small JIT-JS-LIN instances with 4 machines and 10 jobs. Table 2 provides the results obtained with the MIP approach, the benchmark results (BK) of Bülbül and Kaminsky (2013) , and the average initial value, the average final value and the best final value of the ten TS runs. In order to compare TS with MIP and BK, we compute the relative percent deviations (RPD) of the average and best TS results from the benchmark values of MIP and BK. For a pair res − bench, RPD is expressed as 100 · (res − bench)/bench %, where res and bench refer to the result from TS and the benchmark value, respectively. The MIP approach is able to solve all instances to optimality within 300 seconds. TS exhibits an outstanding solution quality by finding near-optimal results for all instances. In all runs, the final objective value is within 5% of the optimum, and RPD is already smaller than 1% on average at 300 s -refer to Figure 10 as explained below. Moreover, an optimal solution is identified in 36 out of 40 instances in at least one of the ten runs. TS also compares favorably with BK. In particular, TS provides substantially better results than BK for instances with f = 1.3, 1.5 and slightly better results for instances with f = 1.7. The small difference of the RPDs associated with the average and the best objective values obtained from TS attests to the robustness of the solutions generated by TS.
In order to analyze the progress of TS over time, we recorded the objective values of the initial solution and the best solution found so far after 100, 300, 600, and 1800 seconds for each run and computed the associated RPDs with respect to the optimal objective function value. We consider the RPDs of all runs of all instances with the same f -value together and calculate the minimum, first quartile, median, third quartile, and maximum RPD. Together with the average RPDs indicated by diamonds, Figure 10 provides these values in box plots. For f = 1.3, the total tardiness cost contributes, on average, about 60% to the overall cost (see the last column in Table 2 ), which implies that the due dates are quite tight. Therefore it is not surprising that the quality of the initial solutions are good. Indeed, the associated optimality gap is about 1.4% on average. TS is then able to find optimal or near-optimal solutions within the first minutes of the search for most of the instances. As expected, the initial solutions have a slightly higher optimality gap for the instances with f = 1.5 and 1.7, but they are still of remarkable quality. Also for these instances, TS Column one denotes the instance, column two gives the optimal value (opt) obtained with the MIP formulation, column three presents the reference value (BK) of Bülbül and Kaminsky (2013) , and the columns four through six depict the average initial value (init), the average final value (avg), and the best final value (best) of the ten TS runs, respectively. The next four columns compare these values by displaying the relative percent deviation (RPD) of avg from opt, best from opt, avg from BK, and best from BK, respectively. For each instance, the percentage of the total cost arising from the tardiness of the jobs in a best TS solution is exhibited in the final column. All values rounded to one decimal place.
substantially reduces the optimality gaps in the first minutes of the search and quickly finds near-optimal solutions. In general, solutions of very high quality are already available within 300 s across all f -values; however, these plots clarify that the search afterwards is not in vain. The additional time helps TS attain a more robust set of solutions -as evident from the decrease of the median and the third quartile beyond 300 s. Figure 10: Box plots depicting the RPDs of the TS results with respect to the optimal objective values after 0, 100, 300, 600, and 1800 seconds for the small JIT-JS-LIN instances with f = 1.3 (top), f = 1.5 (middle), and f = 1.7 (bottom). The box plots are cropped at 7%.
Larger JIT-JS-LIN instances
We next analyze the results obtained for the larger JIT-JS-LIN instances with 100 operations. The detailed results appear in Tables 3-4 . The MIP formulation is only able to solve 19 of these 66 instances to optimality and hits the time limit with a feasible solution otherwise. The optimality gaps are quite large in most of these cases. Therefore, differently from the previous section, in Figure 11 we choose to plot the progress of TS over time with respect to the BK values.
For the instances with f = 1.3, TS improves considerably over both MIP and BK. More specifically, the RPDs of the average objective value of the ten TS runs from the incumbent MIP solution and BK are -7.7% and -9.9% on average, respectively. To a large extent, this is due to the good quality of the initial solutions -see Figure 11 , which in turn suggests that the due dates are quite tight. This can be confirmed by the last column of Table 3 , which shows that the total tardiness cost comprises more than 50% of the overall cost in these instances. While the initial solutions are good, TS still further improves them by about 1.5% on average within the first minutes of the search -refer to Figure 11 .
With looser due dates, the quality of the initial solutions degrade substantially as the earliness and intermediate storage holding costs start making up the larger share of the total cost. Based on Figure 11 , we observe that the objective value of BK is on average about 8% lower than the average objective value of the initial solutions in TS for the instances with f = 1.5. However, TS quickly identifies substantially better solutions and ultimately terminates with solutions that are on average 2.9% better than those of BK. In terms of the best objective values attained by TS, the improvement over the current state-of-theart heuristic algorithm BK is much more impressive with a margin of 7.7%. Furthermore, the average TS solutions perform on a par with those from MIP with a slight edge of 0.7% on average. The average RPD of the best TS solutions offer a further sizeable advantage of 4.7% to TS over MIP.
The pattern crystallizes when we also take into account the results for f = 1.7. Both MIP and BK gain ground over TS with increasing f -values. In these instances, the tardiness costs contribute only about 10% to the overall costs, which unsurprisingly results in larger RPDs for the initial TS solutions -typically in the range from 25% to 55%. The good news is that marked improvements in solution quality accompany the first minutes of the search, and the quality of the final TS solutions is at least comparable to that of BK. The Table 3 : Detailed results for the larger JIT-JS-LIN instances of Bülbül and Kaminsky (2013) with f = 1.3 (top) and f = 1.5 (bottom). The structure of the table is similar to that of average TS objective values are somewhat inferior to the associated BK values with an average RPD of 1.7%; however, in 19 out of 22 instances at least one TS solution outperforms the corresponding BK solution. The average RPD for the best TS solution with respect to BK is -3.1%. Finally, observe that increasing f -values translate into easier instances as far as MIP is concerned. The number of optimal solutions obtained increases from 4 to 7 to 8 for f = 1.3, 1.5, 1.7, respectively. In light of this observation, it is fair to state that TS fares well against MIP even on instances with f = 1.7 -as justified by the average RPDs of 6.5% and 1.6% for the average and best TS solutions, respectively. Figure 11: Box plots depicting the RPDs of the TS results with respect to the BK values after 0, 100, 300, 600, and 1800 seconds for the larger JIT-JS-LIN instances with f = 1.3 (top), f = 1.5 (middle), and f = 1.7 (bottom). The box plots are cropped at 60%.
Based on the results so far on JIT-JS-LIN, a couple of concluding remarks about the performance of our approach is in order. First off, there is room for an alternate initial solution generation method for instances with loose due dates. Moreover, a more significant insight can be gleaned from studying Figures 10-11 . On small instances, the run time in excess of 300 s is put into good use to reduce the variability of the TS solutions. Similarly, TS is still able to move the median by about 5% from 300 s to 1800 s on large instances with f = 0.7. In contrast, the progress pretty much stalls at 100 s for the other two f -values while solving the large instances. These observations imply that TS would certainly benefit from including a diversification scheme. However, in this paper we leave such more sophisticated mechanisms to be embedded into TS -or some other (meta)heuristic -as future research. The focus here is on the timing problem and the associated neighborhood definition, and we prefer to keep the structure of TS simple to be able to isolate the effect of these. Ultimately, even with a relatively basic TS implementation we get good results, and these can be attributed to the quality of the neighborhood definition. We confidently claim that TS is the new state-ofthe-art heuristic for JIT-JS-LIN. It achieves better results than BK across the board both on small and large instances with some mixed results for large instances with f = 1.7. TS also compares favorably against MIP on large instances with f = 1.3, 1.5. On a final note, observe that the RPD of the best TS solution from the corresponding MIP solution on the 19 large instances MIP solves to optimality is just 1.75% on average with a maximum of 6.11%. This is definitely an accomplishment for a generic heuristic not tailored specifically to this difficult job shop scheduling problem with a non-regular objective.
JIT-JS-SUPERLIN
In this section, we delve into the results obtained for the JIT-JS-SUPERLIN instances in an effort to demonstrate the general applicability of our approach across both linear and non-linear objective functions. The detailed performance metrics are reported in Table 5 , and Figure 12 depicts the improvement in solution quality over time for TS. The underlying benchmark data set from Lawrence (1984) in these experiments is quite diverse with the number of operations ranging from small instances with 50 operations to very large instances with 300 operations. As the original instances do not feature any due dates, these were produced as specified in Section 5.1. During this process, our intention has been to create a fair set of instancesrecall a consistent pattern from Section 5.2.2 on larger instances of JIT-JS-LIN: loose due dates hurt the performance of our approach. In this context, both the f -value and the percentage of the total cost arising from the tardiness of the jobs in a best TS solution have been good indicators of instance difficulty for TS. If the value of the latter indicator goes above 50%, then TS is quite likely to identify near-optimal solutions, and lower values are associated with poorer RPDs. Ultimately, the f -values in this section were set diligently such that we cover a wide range of values generally below 50% for the share of the total tardiness cost.
In the absence of a viable competing algorithm in the literature capable of handling JIT-JS-SUPERLIN, TS is only benchmarked against the MIP formulation in this section. It turns out that JIT-JS-SUPERLIN is substantially more challenging for MIP compared to JIT-JS-LIN. Only two of the smallest 10 × 5 instances are solved to optimality, and the optimality gaps are large for most of the other instances. Nevertheless, MIP finds feasible solutions for all instances allowing us to compute the RPDs of the TS solutions with respect to the incumbents (upper bounds) from MIP.
For the instances with five machines (i.e., la01 to la15), the quality of the initial solutions is quite low with a typical RPD of 10 to 30%. Interestingly, this is in stark contrast to the range 0.5% -6.5% obtained for the small JIT-JS-LIN instances with 4 machines. Usual of TS, progress in solution quality is attained quickly in a couple of minutes. Compared to that of MIP, the solution quality of TS at termination goes from being somewhat worse for 10 jobs to slightly better for 15 jobs, and finally to considerably better for 20 jobs -even though the average share of the tardiness costs is lowest for the 20 × 5 instances. It appears that the disadvantage of our approach stemming from the relatively smaller share of the tardiness costs is more than offset by the growth in the instance sizes. This is a trend we did not get to observe in Section 5.2 because the sizes of the JIT-JS-LIN instances are constant. Figure 12: Box plots grouped by instance size depicting the RPDs of the TS results with respect to the incumbent solutions from MIP after 0, 100, 300, 600, and 1800 seconds for the JIT-JS-SUPERLIN instances. The box plots are cropped at -50% and 35%.
A similar pattern is repeated for the instances with 10 and 15 machines (i.e., la16 to la40). TS and MIP perform similarly on instances of size 10 × 10, but from this point on TS outperforms MIP by increasingly larger margins as the number of jobs increases. The average RPD of the average TS solution per instance group is -0.8%, -12.7%, -27.3%, -34,1%, and -25.0% for sizes 10 × 10, 15 × 10, 20 × 10, 30 × 10, and 15 × 15, respectively. In a majority of these instances, even the initial TS solution is of higher quality than the terminal solution of MIP -which should probably be attributed to the inability of MIP to handle large instances. In any case, TS can back up the initial solution quality with further improvements during the search and exhibits a progressively dominant behavior against MIP as the instance size grows.
A couple of important observations stand out if we evaluate the results for JIT-JS-LIN and JIT-JS-SUPERLIN together. On the one hand, stalling is less of an issue in Figure 12 compared to the behavior in Figure 11 . On the other hand, the variability in solution quality becomes significant for the larger instances in Figure 12 . Both of these issues point to a need for a diversification scheme combined with a faster evaluation of the neighbors so that various broad areas in the feasible region can be scanned quickly in a quest for better solutions. Another insight to be underlined is that the instance size is the main determinant of how TS fares against competing methods. For a fixed instance size, the looseness of the due dates -also reflected by the contribution of the tardiness costs to the overall cost -plays to the disadvantage of TS. However, our approach is the clear choice for larger instances sizes with 150 operations or more and represents the state-of-the-art in job shop scheduling with non-regular linear and non-linear convex objectives, regardless of due date tightness.
Conclusion
JS-CONV is a generic job shop scheduling problem, where the objective is to minimize a sum of separable convex cost functions attached to the operation start times and the differences between the start times of arbitrary pairs of operations. This generic objective function makes it possible to address not only the typical objectives pursued in the literature, such as the makespan or the total weighted tardiness, but also more complex non-linear and non-regular objectives, including, for example, convex earliness, storage, and tardiness cost terms. Furthermore, the objective function allows for the integration of some less conventional managerial considerations, such as the prioritization of job completion times via modeling constructs beyond objective weights, and certain process characteristics, such as the perishability of intermediate products.
Based on a comprehensive combinatorial problem formulation on a disjunctive graph, we developed a tabu search heuristic for JS-CONV where neighbors are built by swapping a critical arc. The criticality of the arcs is assessed by optimally solving a timing problem, which structurally corresponds to the dual of a network flow problem with convex costs. As a solution method, we apply the cost-scaling algorithm proposed in (Ahuja et al., 2003) . We show that the timing problem is amenable to quick solution times, so that it can successfully be integrated into local search approaches. We executed extensive numerical tests on just-in-time job shop scheduling instances with linear and non-linear costs and obtained results supporting the validity of the proposed approach.
We believe that these developments pave the way for interesting future research. From a methodological viewpoint, the tabu search may benefit from an additional diversification mechanism as discussed in Section 5. One could simply start some tabu search runs with different initial solutions in parallel, so as to efficiently exploit today's multi-core processors, or include more elaborate diversification strategies, such as path relinking, which was successfully applied in various machine scheduling problems (see, e.g., Nowicki and Smutnicki, 2005; Vallada and Ruiz, 2010; Peng et al., 2015) . As discussed in Section 5.1, most of the computation time of the tabu search is spent in the timing problems, which are solved from scratch each time. Per similar discussions in (Avci, 2001; Avci and Storer, 2004) , one may develop a "warm-start" strategy for the applied cost-scaling network flow algorithm. More specifically, as we are attacking a series of similar timing problems in the tabu search, one may study how to efficiently leverage the past calculations for solving the timing problems in subsequent iterations. In our framework, we may draw upon the ideas of Vidal et al. (2015) . Nevertheless, we expect that solving the timing problem for JS-CONV will always remain a computational bottleneck in local search methods, substantially limiting the number of iterations. Hence, it is important to start any local search for JS-CONV with a good initial solution and keep only the promising neighbors in the neighborhood. Therefore, one may develop constructive heuristics for JS-CONV based on the dispatching and insertion heuristics of Wennink (1995) , or devise a compact neighborhood following the move quality analysis of Avci and Storer (2004) .
. Similarly, for each (i, j) ∈ S ∪ (A \ Q), add an arc (i, j) with length p i if α j − α i = p i , for each (i, j) ∈ Q \ A, add an arc (i, j) with length δ Consider the constructed graph. If some nodes are not reachable from σ by a path, then a new optimal solution α α α is obtained by reducing the start time α i for all non-reachable nodes i by one time unit. But then α α α = α α α and α i ≤ α i for all i ∈ I, which contradicts the choice of α α α.
In the other case, all nodes are reachable from σ by a path, and the length of each path from σ to a node i provides an upper bound for the start time α i as the time difference α j − α i is at most the length of arc (i, j) for all arcs introduced in the graph and α σ = 0. However, by construction, these paths cannot be longer than U = max i∈P ( α min i ) + i∈I p i + (i,j)∈Q δ min ij . Hence, α i ≤ U must hold for all i ∈ I.
Proof. (of Lemma 1) Suppose there exists an arc e = (i, j) ∈ S \ S crit with x e = 0. As arc e is not critical, x e > 0 is implied. Then, there exist a backward arc (j, i) in the residual network Res(x x x, S). We will show that there exists a negative-length cycle containing (j, i) in Res(x x x, S), which, using the optimality conditions (6), contradicts that x is optimal. the use of the sequencing variables x and the large constant U denoting the latest start time for any operation as defined in Section 3. The extra constraints (7b) mandate that no first operation in any job starts before the associated job's release time. Furthermore, (7f) ensure that α K |K| + p K |K| + β early K − β tardy K = d K for all K ∈ J given the structure of these constraints and the positive penalty coefficents associated with the earliness and tardiness variables in the objective (7a).
For JIT-JS-SUPERLIN, the superlinear tardiness costs (β tardy K ) l , K ∈ J are linearized as follows. For each job K ∈ J , we introduce a continuous variable z K representing the tardiness cost for job K. In the objective function (7a), the term c tardy K β tardy K is then replaced by z K . The value of z K is bounded from below by adding to (7) a linear constraint z K ≥ a + bβ Note that quadratic tardiness costs corresponding to l = 2 can directly be specified in the objective function for Gurobi to handle. For other values of l > 1, a direct specification is not possible and a linearization technique, such as the one above, is typically applied.
