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a b s t r a c t
The purpose of this paper is to investigate the existence and the uniqueness of symmetric
positive solutions for a class of fourth-order boundary value problem:
y(4)(t) = f (t, y(t)), t ∈ [0, 1],
y(0) = y(1) = y′(0) = y′(1) = 0.
By using the fixed point index method, we establish the existence of at least one or at
least two symmetric positive solutions for the above boundary value problem. Further,
by using a fixed point theorem of general α-concave operators, we also present criteria
which guarantee the existence and uniqueness of symmetric positive solutions for the
above boundary value problem.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The purpose of this paper is to consider the existence and the uniqueness of symmetric positive solutions for the fourth-
order two-point boundary value problem:
y(4)(t) = f (t, y(t)), t ∈ [0, 1], (1.1)
y(0) = y(1) = y′(0) = y′(1) = 0, (1.2)
which describes the deformations of an elastic beam with both endpoints fixed, where f : [0, 1] × [0,∞) → [0,∞) is
continuous and f (t, y) = f (1 − t, y), for each (t, y) ∈ [0, 1] × [0,∞). Here a symmetric positive solution of the problem
(1.1) and (1.2) will mean a solution y of the problem (1.1) and (1.2) satisfying
y(t) = y(1− t), t ∈ [0, 1] and y(t) > 0, t ∈ (0, 1).
Fourth-order boundary value problems are useful for material mechanics because the problems usually characterize the
deformations of an elastic beam. The existence andmultiplicity of positive solutions for the elastic beamequations have been
studied extensively; see for example [1–14] and references therein. Most of these results are obtained via transforming the
fourth-order boundary value problem into a second-order boundary value problem, and then applying the Leray–Schauder
continuationmethod, the topological degree theory, the fixed point theorems on cones, the critical point theory, the shooting
method, or the lower and upper solutions method. Since the problem (1.1) and (1.2) cannot transform into a second-
order boundary value problem, the methods for second-order boundary value problems cannot be directly applied. Thus
the existing literature on the problem (1.1) and (1.2) are limited [2,9,11]. For example, Yao [11] investigated the positive
solutions for the problem (1.1) and (1.2) with a positive parameter and obtained several existence and multiplicity results
∗ Corresponding author.
E-mail addresses: cbzhai@sxu.edu.cn, cbzhai215@sohu.com (C. Zhai).
0898-1221/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2011.08.003
2640 C. Zhai et al. / Computers and Mathematics with Applications 62 (2011) 2639–2647
by using the Krasnosel’skii fixed-point theorem of cone expansion–compression type. Pei and Chang [9] applied amonotone
iterative technique to prove the existence of at least symmetric positive solutions for the problem (1.1) and (1.2) under a
key condition: f is increasing with respect to the second argument.
Motivated by the works [9,11,15–17], in Section 3 of this paper we will use the fixed point index to show the existence
of at least one or at least two symmetric positive solutions for the problem (1.1) and (1.2); in Section 4 of this paper, we
will use a fixed point theorem of general α-concave operators to show the existence and uniqueness of symmetric positive
solutions for the problem (1.1) and (1.2).
The main features of this paper are as follows. First, comparing with [1–8,10–14], we consider the symmetric positive
solutions for fourth-order boundary value problems. Second, comparing with [2,9,11], we establish the existence and the
uniqueness of symmetric positive solutions via different methods. To the best of our knowledge, there are few results
obtained via fixed point index for fourth-order boundary value problems, and there are few works that refer to the
uniqueness of positive solutions for the problem (1.1) and (1.2). Hence we improve the results of [9,11] to some degree,
and so it is interesting and important to study the existence and the uniqueness of positive solutions for the problem (1.1)
and (1.2).
2. Preliminaries
In this section, we summarize some basic concepts and results.
Definition 2.1 (See [18]). Let (E, ‖ · ‖) be a real Banach space. Let P be a nonempty, convex closed set in E. We say that P is
a cone if it satisfies the following properties:
(i) λu ∈ P for u ∈ P, λ ≥ 0; (ii) u,−u ∈ P implies u = θ (θ denotes the null element of E).
If P ⊂ E is a cone, we denote the order induced by P on E by ≤. For u, v ∈ P , we write u ≤ v if and only if v − u ∈ P .
Moreover, P is called normal if there exists a constant N > 0 such that, for all x, y ∈ E, θ ≤ x ≤ y implies ‖x‖ ≤ N‖y‖; in
this case N is called the normality constant of P . We say that an operator T : E → E is increasing if x ≤ y implies Tx ≤ Ty.
For all x, y ∈ E, the notation x ∼ y means that there exist λ > 0 and µ > 0 such that λx ≤ y ≤ µx. Clearly, ∼ is
an equivalence relation. Given h > θ (i.e., h ≥ θ and h ≠ θ ), we denote by Ph the set Ph = {x ∈ E|x ∼ h}. It is easy
to see that Ph ⊂ P is convex and λPh = Ph for all λ > 0. For r > 0, we define the convex setsΩr ,Ωr byΩr = {y ∈ P| ‖y‖ <
r},Ωr = {y ∈ P| ‖y‖ ≤ r}.
We require some knowledge of the classical fixed point index for compact maps; see for example [18–20] for further
information. The index has the following properties.
Lemma 2.2. Let K be a closed convex set in a Banach space E and let D be a bounded open set such that Dk := D K ≠ ∅. Let
T : Dk → K be a compact map. Suppose that x ≠ Tx for all x ∈ ∂Dk.
(D1) (Existence) If i(T ,Dk, K) ≠ 0, then T has a fixed point in Dk.
(D2) (Normalization) If u ∈ Dk, then i(uˆ,Dk, K) = 1, where uˆ(x) = u for x ∈ Dk.
(D3) (Homotopy) Let µ : [0, 1] × Dk → K be a compact map such that x ≠ µ(t, x) for x ∈ ∂Dk and t ∈ [0, 1]. Then
i(µ(0, ·),Dk, K) = i(µ(1, ·),Dk, K).
(D4) (Additivity) If U1,U2 are disjoint relatively open subsets of Dk such that x ≠ Tx for x ∈ Dk \ (U1U2), then
i(T ,Dk, K) = i(T ,U1, K)+ i(T ,U2, K),
where i(T ,Uj, K) = i(T |Uj ,Uj, K) (j = 1, 2).
Lemma 2.3 (See [19,20]). Let P be a cone in a Banach space E. For q > 0, define Ωq = {x ∈ P | ‖x‖ < q}. Assume that T :
Ωq → P is a compact map such that x ≠ Tx for x ∈ ∂Ωq.
(i) If ‖x‖ ≤ ‖Tx‖ for x ∈ ∂Ωq, then i(T ,Ωq, P) = 0;
(ii) If ‖x‖ ≥ ‖Tx‖ for x ∈ ∂Ωq, then i(T ,Ωq, P) = 1.
Next we present a fixed point theorem of general α-concave operators which will be used in the latter proof. See [21] for further
information.
Theorem 2.4. Let E be a real Banach space, h > θ . Assume that cone P is normal and operator T satisfies the following conditions:
(A1) T : Ph → Ph is increasing in Ph;
(A2) for x ∈ Ph and t ∈ (0, 1), there exists α(t) ∈ (0, 1) such that T (tx) ≥ tα(t)Tx;
(A3) there is a constant l ≥ 0 such that x0 ∈ [θ, lh].
Then operator equation x = Tx+ x0 has a unique solution in Ph.
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Remark 2.5. An operator T is said to be general α-concave if T satisfies condition (A2).
In the following, let C[0, 1] denote the Banach space of continuous functions with the uniform norm
‖y‖ = sup
0≤t≤1
|y(t)|, y ∈ C[0, 1].
A function y ∈ C[0, 1] is said to be symmetric if y(t) = y(1− t), t ∈ [0, 1]. We denote
C+[0, 1] = {y ∈ C[0, 1] : y(t) ≥ 0 on [0, 1]},
and define a cone P in C[0, 1] as follows:
P =

y ∈ C+[0, 1] : y is symmetric and y(t) ≥ 1
16
‖y‖ on
[
1
4
,
3
4
]
.
Let G(t, s) be the Green’s function for
y(4)(t) = 0, t ∈ [0, 1], y(0) = y(1) = y′(0) = y′(1) = 0.
Then from [9] the Green’s function G(t, s) can be expressed as follows:
G(t, s) = 1
6

t2(1− s)2[(s− t)+ 2(1− t)s], 0 ≤ t ≤ s ≤ 1,
s2(1− t)2[(t − s)+ 2(1− s)t], 0 ≤ s ≤ t ≤ 1,
and G(τ (s), s) = max0≤t≤1 G(t, s), where
τ(s) =

1
3− 2s , 0 ≤ s ≤
1
2
,
2s
1+ 2s ,
1
2
≤ s ≤ 1.
After a simple calculation, we get∫ 1
0
G(τ (s), s)ds = max
0≤t≤1
∫ 1
0
G(t, s)ds = max
0≤t≤1
1
24
t2(1− t)2 = 1
384
,
∫ 3
4
1
4
G

1
2
, s

ds =
∫ 1
2
1
4
G

1
2
, s

ds+
∫ 3
4
1
2
G

1
2
, s

ds = 13
6144
.
Let q(t) = min{t2, (1− t)2}, t ∈ [0, 1]. By an immediate calculation, we have min 1
4≤t≤ 34 q(t) =
1
16 .
Lemma 2.6 (See [9]). For all (t, s) ∈ [0, 1] × [0, 1], the following holds
q(t)G(τ (s), s) ≤ G(t, s) ≤ G(τ (s), s).
Now we denote an operator T : C+[0, 1] → C+[0, 1] as follows:
(Ty)(t) =
∫ 1
0
G(t, s)f (s, y(s))ds, ∀y ∈ C+[0, 1].
Lemma 2.7. T : P → P is completely continuous.
Proof. From [9], we know that T : C+[0, 1] → C+[0, 1] is completely continuous. So we only need to prove that T (P) ⊂ P .
That is, for y ∈ P , we will prove that (i) (Ty)(t) = (Ty)(1 − t); (ii) (Ty)(t) ≥ 116‖Ty‖, t ∈
 1
4 ,
3
4

. For y ∈ P , we have
y(t) = y(1− t) and thus f (1− t, y(1− t)) = f (t, y(t)). Hence
(Ty)(1− t) =
∫ 1
0
G(1− t, s)f (s, y(s))ds =
∫ 1−t
0
G(1− t, s)f (s, y(s))ds+
∫ 1
1−t
G(1− t, s)f (s, y(s))ds
= 1
6
∫ 1−t
0
s2t2[1− t − s+ 2(1− s)(1− t)]f (s, y(s))ds
+ 1
6
∫ 1
1−t
(1− t)2(1− s)2[(s− 1+ t)+ 2ts]f (s, y(s))ds
= −1
6
∫ t
1
(1− r)2t2[r − t + 2r(1− t)]f (1− r, y(1− r))dr (1− s = r)
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− 1
6
∫ 0
t
(1− t)2r2[t − r + 2t(1− r)]f (1− r, y(1− r))dr
= 1
6
∫ t
0
(1− t)2r2[(t − r)+ 2t(1− r)]f (r, y(r))dr
+ 1
6
∫ 1
t
(1− r)2t2[(r − t)+ 2(1− t)r]f (r, y(r))dr =
∫ 1
0
G(t, r)f (r, y(r))dr = (Ty)(t).
So Ty is symmetric. Next from Lemma 2.6, we have for any y ∈ P
min
t∈

1
4 ,
3
4
(Ty)(t) = min
t∈

1
4 ,
3
4

∫ 1
0
G(t, s)f (s, y(s))ds
≥ min
t∈

1
4 ,
3
4
 q(t)
∫ 1
0
G(τ (s), s)f (s, y(s))ds
= 1
16
∫ 1
0
G(τ (s), s)f (s, y(s))ds
= 1
16
max
0≤t≤1
∫ 1
0
G(t, s)f (s, y(s))ds = 1
16
‖Ty‖.
Hence T maps P into P . 
3. Existence of positive solutions for the problem (1.1) and (1.2)
In this section, we will establish the existence of at least one or at least two symmetric positive solutions for the problem
(1.1) and (1.2). Our approach is based on the properties of fixed point index. For convenience, set
min f0 := lim
u→0+
min
t∈[0,1]
f (t, u)
u
, max f∞ := lim
u→+∞ maxt∈[0,1]
f (t, u)
u
,
max f0 := lim
u→0+
max
t∈[0,1]
f (t, u)
u
, min f∞ := lim
u→+∞ mint∈[0,1]
f (t, u)
u
.
Theorem 3.1. Assume that there exist constants b, c > 0 such that b < 13512 c implies
(H1)f (t, u) ≥ 196 60813 b for
1
4
≤ t ≤ 3
4
, b ≤ u ≤ 16b; (H2) f (t, u) ≤ 384c for 0 ≤ t ≤ 1, 0 ≤ u ≤ c.
Then the problem (1.1) and (1.2) has at least one symmetric positive solution y∗ with ‖y∗‖ ≤ c andmin
t∈

1
4 ,
3
4
 y∗(t) > b.
Proof. It is easy to see that y(t) is a solution of the problem (1.1) and (1.2) if and only if y is a fixed point of the operator T .
If the solution y ∈ P , then y(t) is a symmetric positive solution.
If y ∈ Ωc = {y ∈ P| ‖y‖ ≤ c}, then 0 ≤ y(t) ≤ c for t ∈ [0, 1]. From (H2)we have
‖Ty‖ = max
t∈[0,1]
|Ty(t)| =
∫ 1
0
G(τ (s), s)f (s, y(s))ds
≤
∫ 1
0
G(τ (s), s) · 384cds = c.
Hence, T : Ωc → Ωc . Moreover, from Lemma 2.7 we have
min
t∈

1
4 ,
3
4
 Ty(t) ≥ 116‖Ty‖, ∀y ∈ Ωc . (3.1)
Next, for b ≤ y(t) ≤ 16b, t ∈  14 , 34 , by (H1)we know that f (t, y(t)) ≥ 196 60813 b for t ∈  14 , 34  and then we have
Ty

1
2

=
∫ 1
0
G

1
2
, s

f (s, u(s))ds ≥
∫ 3
4
1
4
G

1
2
, s

f (s, y(s))ds
≥
∫ 3
4
1
4
G

1
2
, s

· 196 608
13
bds = 32b.
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Consequently,
min
t∈

1
4 ,
3
4
 Ty(t) ≥ 116‖Ty‖ ≥
1
16
× 32b > b for b ≤ y(t) ≤ 16b, t ∈
[
1
4
,
3
4
]
. (3.2)
In the following, we shall prove that the operator T has at least one nonzero fixed point by using Lemma 2.2 and (3.1), (3.2).
Let U =

y ∈ Ωc |mint∈ 14 , 34  y(t) > b

. Evidently, U is a nonempty bounded, convex open set (for 2b ∈ U) inΩc .
Nowwe take u0 ∈ P such thatmint∈ 14 , 34  u0(t) > b, ‖u0‖ ≤ 16b. Setµ(t, y) = tu0+(1−t)Ty, thenµ : [0, 1]×U → Ωc
is completely continuous. Suppose that there is (t0, y0) ∈ [0, 1] × ∂U such that µ(t0, y0) = y0, then mint∈ 14 , 34  y0(t) = b.
Since y0 ∈ P , we obtain ‖y0‖ ≤ 16mint∈ 14 , 34  y0(t) = 16b. It follows from (3.2) that mint∈ 14 , 34  Ty0(t) > b. Consequently,
b = min
t∈

1
4 ,
3
4
 y0(t) = min
t∈

1
4 ,
3
4
[t0u0(t)+ (1− t0)Ty0(t)]
≥ min
t∈

1
4 ,
3
4
 t0u0(t)+ min
t∈

1
4 ,
3
4
(1− t0)Ty0(t) > t0b+ (1− t0)b = b.
This is a contradiction. So we have µ(t, y) ≠ y for (t, y) ∈ [0, 1] × ∂U . Therefore, we get Ty ≠ y for y ∈ ∂U , and thus
i(T ,U,Ωc) is meaningful.
Finally, applying (D2) and (D3) in Lemma 2.2, we get
i(T ,U,Ωc) = i(u0,U,Ωc) = 1.
Thus, (D1) in Lemma 2.2 shows that T has a fixed point y∗ ∈ U . Further, mint∈ 14 , 34  y∗(t) > b, ‖y∗‖ ≤ c. That is, y∗ is a
nonzero fixed point of T inΩc . That is to say, the problem (1.1) and (1.2) has at least one symmetric positive solution. 
Theorem 3.2. Assume that the following assumptions are satisfied:
(H3) min f0 = max f∞ = ∞;
(H4) there exists a constant ρ1 > 0 such that
f (t, u) < 384ρ1, t ∈ [0, 1], u ∈ [0, ρ1].
Then the problem (1.1) and (1.2) has at least two symmetric positive solutions y1 and y2 such that 0 < ‖y1‖ < ρ1 < ‖y2‖.
Proof. To begin with, in view of min f0 = ∞, there exists r1 ∈ (0, ρ1) such that f (t, u) ≥ δ1u for t ∈ [0, 1] and 0 < u ≤ r1,
where δ1 ∈
 98 304
13 ,+∞

.
LetΩr1 = {y ∈ P| ‖y‖ < r1}. Then for any y ∈ ∂Ωr1 , by using the same calculation in the proof of Theorem 3.1, we have
Ty

1
2

=
∫ 1
0
G

1
2
, s

f (s, y(s))ds ≥
∫ 3
4
1
4
G

1
2
, s

f (s, y(s))ds
≥
∫ 3
4
1
4
G

1
2
, s

δ1y(s)ds ≥
∫ 3
4
1
4
G

1
2
, s

δ1 · 116‖y‖ds =
13δ1
98 304
‖y‖ > ‖y‖
which implies ‖Ty‖ > ‖y‖ for y ∈ ∂Ωr1 . Thus, Lemma 2.3 implies
i(T ,Ωr1 , P) = 0. (3.3)
Next, since max f∞ = ∞, there exists R > ρ1 such that f (t, u) ≥ δ2u for t ∈ [0, 1] and u ≥ R, where δ2 ∈
 98 304
13 ,+∞

.
Let r2 > 16R and set
Ωr2 = {y ∈ P|‖y‖ < r2}.
If y ∈ ∂Ωr2 , then mint∈ 14 , 34  y(t) ≥ 116‖y‖ = r216 > R. Therefore, for any y ∈ ∂Ωr2 , by using the method to get (3.3), we then
get
Ty

1
2

>
13δ2
98 304
‖y‖ > ‖y‖,
which implies ‖Ty‖ > ‖y‖ for y ∈ ∂Ωr2 . Hence, Lemma 2.3 shows that
i(T ,Ωr2 , P) = 0. (3.4)
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Finally, letΩρ1 = {y ∈ P| ‖y‖ < ρ1}. Then for y ∈ ∂Ωρ1 , from (H4)we have
Ty(t) =
∫ 1
0
G(t, s)f (s, y(s))ds ≤
∫ 1
0
G(τ (s), s)f (s, y(s))ds
< 384ρ1
∫ 1
0
G(τ (s), s)ds = ρ1 = ‖y‖,
which implies ‖Ty‖ < ‖y‖ for y ∈ ∂Ωρ1 . An application of Lemma 2.3 again shows that
i(T ,Ωρ1 , P) = 1. (3.5)
Note that r1 < ρ1 < r2; it follows from the additivity of fixed point index and (3.3)–(3.5) that
i(T ,Ωρ1 \Ωr1 , P) = i(T ,Ωρ1 , P)− i(T ,Ωr1 , P) = 1
and
i(T ,Ωr2 \Ωρ1 , P) = i(T ,Ωr2 , P)− i(T ,Ωρ1 , P) = −1.
Consequently, T has a fixed point y1 inΩρ1 \Ωr1 , and a fixed point y2 inΩr2 \Ωρ1 . Both are positive solutions of the problem
(1.1) and (1.2) and 0 < ‖y1‖ < ρ1 < ‖y2‖. The proof is therefore complete. 
Theorem 3.3. Assume that the following assumptions are satisfied:
(H5) max f0 = min f∞ = 0;
(H6) there exists a constant ρ2 > 0 such that
f (t, u) >
12 288
13
ρ2, t ∈
[
1
4
,
3
4
]
, u ∈
[
1
16
ρ2, ρ2
]
.
Then the problem (1.1) and (1.2) has at least symmetric two positive solutions y1 and y2 such that 0 < ‖y1‖ < ρ2 < ‖y2‖.
Proof. First, since max f0 = 0, there exists r1 ∈ (0, ρ2) such that f (t, u) ≤ τ1u for t ∈ [0, 1] and 0 < u ≤ r1, where
τ1 ∈ (0, 384).
LetΩr1 = {y ∈ P| ‖y‖ < r1}. Then for any y ∈ ∂Ωr1 , by using the same calculation in the proof of Theorem 3.2, we have
Ty(t) =
∫ 1
0
G(t, s)f (s, y(s))ds ≤
∫ 1
0
G(τ (s), s)f (s, y(s))ds
≤ τ1‖y‖
∫ 1
0
G(τ (s), s)ds = τ1
384
‖y‖ < ‖y‖,
which implies ‖Ty‖ < ‖y‖ for y ∈ ∂Ωr1 . Therefore, by Lemma 2.3,
i(T ,Ωr1 , P) = 1. (3.6)
Second, in view of min f∞ = 0, there exists R > ρ2 such that f (t, u) ≤ τ2u for t ∈ [0, 1] and u ≥ R, where τ2 ∈ (0, 384).
We divide the proof into two cases: f is bounded and f is unbounded.
Case (i), suppose f is bounded, which implies that there exists M > 0 such that f (t, u) ≤ M for all t ∈ [0, 1] and u ∈
[0,+∞).
Now choose r2 > max
 M
384 , R

so that for y ∈ P with ‖y‖ = r2, we have
Ty(t) =
∫ 1
0
G(t, s)f (s, y(s))ds ≤
∫ 1
0
G(τ (s), s)f (s, y(s))ds
≤ M
∫ 1
0
G(τ (s), s)ds = M
384
< r2 = ‖y‖.
Case (ii), suppose f is unbounded. Then because f : [0, 1] × [0,∞) → [0,∞) is continuous, we know that there exist
t0 ∈ [0, 1] and r2 > R such that f (t, u) ≤ f (t0, r2) for t ∈ [0, 1] and 0 < u ≤ r2. Then for y ∈ P with ‖y‖ = r2, we have
Ty(t) =
∫ 1
0
G(t, s)f (s, y(s))ds ≤
∫ 1
0
G(τ (s), s)f (s, y(s))ds
≤
∫ 1
0
G(τ (s), s)f (t0, r2)ds
≤ τ2r2
∫ 1
0
G(τ (s), s)ds = τ2r2
384
< r2 = ‖y‖.
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Hence, in either case, we may always setΩr2 = {y ∈ P| ‖y‖ < r2} such that
‖Ty‖ < ‖y‖ for y ∈ ∂Ωr2 .
Thus, Lemma 2.3 implies
i(T ,Ωr2 , P) = 1. (3.7)
Finally, letΩρ2 = {y ∈ P| ‖y‖ < ρ2}. Since y ∈ ∂Ωρ2 ⊂ P,mint∈ 14 , 34  y(t) ≥ 116‖y‖ = 116ρ2. Hence, for any y ∈ ∂Ωρ2 , by
(H6)we have
Ty

1
2

=
∫ 1
0
G

1
2
, s

f (s, y(s))ds ≥
∫ 3
4
1
4
G

1
2
, s

f (s, y(s))ds
≥ 12 288
13
ρ2
∫ 3
4
1
4
G

1
2
, s

ds = 2ρ2 > ρ2 = ‖y‖,
which yields
‖Ty‖ > ‖y‖ for y ∈ ∂Ωρ2 .
An application of Lemma 2.3 again shows that
i(T ,Ωρ2 , P) = 0. (3.8)
Note that r1 < ρ2 < r2. As before, from (3.6)–(3.8), we have
i(T ,Ωρ2 \Ωr1 , P) = −1, i(T ,Ωr2 \Ωρ2 , P) = 1,
which shows that T has two positive fixed points, and consequently, the problem (1.1) and (1.2) has two symmetric positive
solutions. This completes the proof. 
4. Uniqueness of positive solutions for the problem (1.1) and (1.2)
In this section, we will use Theorem 2.4 to show the existence and uniqueness of symmetric positive solutions for the
problem (1.1) and (1.2).
Lemma 4.1. Let h(t) = t2(1− t)2, t ∈ [0, 1]. Then for all (t, s) ∈ [0, 1] × [0, 1],
h(t)G(τ (s), s) ≤ G(t, s) ≤ 1
2
h(t)s.
Proof. From Lemma 2.6, we have G(t, s) ≥ q(t)G(τ (s), s) ≥ h(t)G(τ (s), s). On the other hand,
G(t, s) = 1
6

t2(1− s)2(3s− t − 2ts), 0 ≤ t ≤ s ≤ 1,
s2(1− t)2(3t − s− 2st), 0 ≤ s ≤ t ≤ 1,
≤ 1
6

t2(1− t)23s, 0 ≤ t ≤ s ≤ 1,
st(1− t)23t, 0 ≤ s ≤ t ≤ 1,
= 1
2

t2(1− t)2s, 0 ≤ t ≤ s ≤ 1,
t2(1− t)2s, 0 ≤ s ≤ t ≤ 1.
= 1
2
h(t)s. 
Theorem 4.2. Assume that
(H7) f (t, y) is nondecreasing in y for each t ∈ [0, 1] and f (t, 0) > 0, t ∈ [0, 1];
(H8) for any γ ∈ (0, 1) and u ≥ 0, there exists a number ϕ(γ ) ∈ (γ , 1) with respect to γ such that f (t, γ u) ≥ ϕ(γ )f (t, u)
for t ∈ [0, 1].
Then the problem (1.1) and (1.2) has a unique symmetric positive solution y∗ in Ph.
Proof. First, it is easy to see that P is a normal cone of which the normality constant is 1. From (H7), we know that
T : P → P is an increasing operator. Next we show that T satisfies the conditions (A1), (A2) in Theorem 2.4. From (H8), for
any γ ∈ (0, 1) and y ∈ P , there exists ϕ(γ ) ∈ (γ , 1) such that
T (γ y)(t) =
∫ 1
0
G(t, s)f (s, γ y(s))ds ≥
∫ 1
0
G(t, s)ϕ(γ )f (s, y(s))ds = ϕ(γ )Ty(t), t ∈ [0, 1].
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That is, T (γ y) ≥ ϕ(γ )Ty, ∀y ∈ P, γ ∈ (0, 1). Set
α(γ ) = lnϕ(γ )
ln γ
,
then α(γ ) ∈ (0, 1) and
T (γ y) ≥ γ α(γ )Ty for γ ∈ (0, 1), y ∈ P. (4.1)
In the following, we show that T : Ph → Ph. It follows from (H7), (H8) and Lemma 4.1 that
Th(t) =
∫ 1
0
G(t, s)f (s, h(s))ds ≥
∫ 1
0
h(t)G(τ (s), s)f (s, 0)ds,
Th(t) =
∫ 1
0
G(t, s)f (s, h(s))ds ≤
∫ 1
0
1
2
sh(t)f

s,
1
16

ds.
Let
ζ1 = min
t∈[0,1] f (t, 0), ζ2 = maxt∈[0,1] f

t,
1
16

.
Then from (H7), 0 < ζ1 ≤ ζ2. Consequently,
ζ1
384
h(t) ≤ Th(t) ≤ ζ2
4
h(t), t ∈ [0, 1].
Hence Th ∈ Ph. For any y ∈ Ph, we can choose a small number t0 ∈ (0, 1) such that
t0h ≤ y ≤ 1t0 h.
From (4.1), we get
T

1
γ
y

≤ 1
γ α(γ )
Ty, ∀γ ∈ (0, 1), y ∈ P. (4.2)
Thus from (4.1), (4.2), we have
Ty ≥ T (t0h) ≥ t0α(t0)Th, Ty ≤ T

1
t0
h

≤ 1
t0α(t0)
Th.
Thus Ty ∈ Ph. Therefore, T : Ph → Ph. This together with (4.1) implies that T is general α-concave. That is, T satisfies the
conditions (A1), (A2) in Theorem 2.4.
Finally, taking x0(t) ≡ 0 and using Theorem 2.4, y = Ty has a unique solution y∗ in Ph. That is, y∗ is a unique symmetric
positive solution of the problem (1.1) and (1.2) in Ph. 
5. Examples
To illustrate how our main results can be used in practice we present two examples.
Example 5.1. Consider the following fourth-order two-point boundary value problem:
y(4)(t) = sinπ t · g(y(t)), t ∈ [0, 1], (5.1)
y(0) = y(1) = y′(0) = y′(1) = 0, (5.2)
where
g(u) =

393 216
13
u, 0 ≤ u ≤ 13
512
;
65 536
65
u+ 3712
5
,
13
512
≤ u ≤ 13
32
;
1152,
13
32
≤ u ≤ 3;
384u, u ≥ 3.
In this example, we choose b = 13512 and c = 3. Evidently, b < 13512 c and
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(i) for t ∈  14 , 34  , 13512 ≤ u ≤ 16b = 1332 , we have
f (t, u) = sinπ t · g(u) ≥ 1
2

65 536
65
× 13
512
+ 3712
5

= 384 = 196 608
13
b.
(ii) for t ∈ [0, 1], 0 ≤ u ≤ 3, we have
f (t, u) = sinπ t · g(u) ≤ 1× 1152 = 384c.
Hence all the conditions of Theorem 3.1 are satisfied; then the problem (5.1) and (5.2) has at least one symmetric positive
solution y∗ with ‖y∗‖ ≤ 3,min
t∈

1
4 ,
3
4
 y∗(t) > 13512 . 
Example 5.2. Consider the following fourth-order two-point boundary value problem:
y(4)(t) = (sinπ t + a1)

[y(t)] 12 + [y(t)] 13 + · · · + [y(t)] 1n0 + a2

, t ∈ [0, 1], (5.3)
y(0) = y(1) = y′(0) = y′(1) = 0, (5.4)
where a1, a2 > 0, n0 ∈ N, n0 ≥ 2. In this example, we have f (t, u) = (sinπ t + a1)

u
1
2 + u 13 + · · · + u 1n0 + a2

is non-
negative and continuous on [0, 1]× [0,+∞)with f (t, u) = f (1− t, u). Moreover f (t, 0) = a2(sinπ t+ a1) > 0. Evidently,
f (t, u) is increasing for u ≥ 0. Set ϕ(γ ) = γ 12 , γ ∈ (0, 1). Then
f (t, γ u) = (sinπ t + a1)

γ
1
2 u
1
2 + γ 13 u 13 + · · · + γ 1n0 u 1n0 + a2

≥ γ 12 (sinπ t + a1)

u
1
2 + u 13 + · · · + u 1n0 + a2

= ϕ(γ )f (t, u), u ≥ 0.
Hence all the conditions of Theorem 4.2 are satisfied. An application of Theorem 4.2 implies that the problem (5.3) and (5.4)
has a unique positive solution y∗ in Ph, where h(t) = (t − t2)2, t ∈ [0, 1].
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