Abstract: When solving single machine total tardiness problem with decomposition method, the key issue is evaluating the performance for two decomposition positions. An inequality is proposed in this note to deal with this problem. Such result gives a new insight into the relationship between two decomposition positions.
INTRODUCTION
The single machine total tardiness problem 1|| T i is one of the most fundamental problems in the area of scheduling. It is proved to be NP-hard by Du and Joseph (1990) . The fundamental theoretical result is the decomposition theorem given by Lawler (1977) , which guarantees that an optimal sequence can be got by arranging the longest job, which is the job with the longest processing time, in some positions and decomposing the left jobs into two parts.
According to this theorem, the main challenge of singlemachine total tardiness problem becomes how to choose the decomposition position for the longest job, i.e., how to forecast the performance of decomposition. There are successive researches on this challenge. The first significant improvement is given by Potts et al. (1982) , then, Chang et al. (1995) prove a more strict criterion. Recently, Szwarc (2007) gives some remarks and propose two alternate conditions. He also shows that some weak inequalities may contradict Lawler's decomposition theorem. Using these theoretical results, some algorithms have been established by the papers mentioned above and Della Croce et al. (1998) , Szwarc et al. (1999) , Koulamas (2009), etc. One common feature of the results mentioned above is that they only define the domination relations between some decomposition positions, i.e., the optimal total tardiness resulting from one decomposition position is not greater than that from other positions. From another point of view, on the above difference, these works give a lower bound which equals to zero. And in this note, we are going to prove an inequality which builds a much tighter bound.
In the rest of this note, we will introduce the notation and some prior works in Section 2. Section 3 gives the main results. Then a brief conclusion is made in the last section. 
NOTATION, DEFINITION AND PRIOR RESULT
We use integer set Z n = {1, 2, . . . , n} to denote the job set processed on a single machine. In this note, Z n − {j} stands for Z n \ {j}. For each job J i , i ∈ Z n , the processing time and the due date are p i and d i , respectively. Without losing generality, it is assumed that the jobs are labeled in earliest due date (EDD) order, i.e., ∀i, j, i < j means
The ending time of processing J i in EDD sequence is denoted by t i , i.e., t i = t 0 + l∈Zi p l , where t 0 is the ready time of all the jobs.
In this note, we use Greek characters to denote sequences, e.g., π = (π 1 , π 2 , . . . , π n ) means jobs J π1 , J π2 , . . . , J πn are processed in turn. The total tardiness with ready time t 0 can be expressed as the following,
where |π| stands for the number of elements in π. Since there are some unscheduled jobs, the total tardiness of π is unknown. If the unscheduled jobs are ordered optimally, we get the minimal total tardiness of π, denoted by T * t0 (π). In the case of π = (Z k − {j}, j, Z n − Z k ), we have
Specifically, the optimal total tardiness for job set Z n with ready time t 0 can be expressed as T * t0 (Z n ). Similarly, we use T e t0 (π) to denote the EDD total tardiness of π describing the situation that the unscheduled jobs are ordered by their indices.
Henceforth in this note, we use J j to denote the longest job in Z n , i.e., j = arg max i {p i = max l∈Zn p l }. Then J j can decompose Z n at position k, which will lead to sequence π = (Z k − {j}, j, Z n − Z k ). The optimal and EDD total tardiness for π are T * t0 (Z k − {j}, j, Z n − Z k ) and T e t0 (Z k − {j}, j, Z n − Z k ). They are functions with respect to k and denoted by F * Zn|t0 (k) and F e Zn|t0 (k), respectively. The subscripts t 0 and Z n are used mainly to describe the subproblems and are omitted when there is no confusion in the rest.
Using the above notations, we can rewrite Lawler's decomposition theorem as follows, Theorem 1. (Lawler (1977) ). For single machine total tardiness problem,
where Ω = {j, j + 1, . . . , n}.
According to Lawler's decomposition theorem, some exact algorithms can be constructed. Obviously, if we can reduce the elements in Ω, i.e., the possible optimal decomposition positions, we can save computing time. Thus, there are a series of skillful and effective works to confine the criterion k ∈ Ω should satisfy. Among these works, the criteria given by Potts et al. (1982) , Chang et al. (1995) and Szwarc (2007) are the most valuable ones. Essentially, these criteria describe situations which satisfy the following condition, Definition (basic condition) Three integers j, k, m ∈ Z n are said to satisfy the basic condition if they meet the following requirements:
Then it is not hard to see that all the existing criteria are equal to the following theorem, Theorem 2. If j, k, m ∈ Z n meet the following requirements:
(1) j, k, m satisfy the basic condition,
(Remark: the equality of Theorem 2 and existing criteria means: this theorem can derive all the criteria, on the other hand, from these criteria, we can prove this theorem.)
MAIN RESULT
Applying Theorem 2, one can get the domination relations between some decomposition positions. In fact, it gives a lower bound for F * (m) − F * (k). In this note, we will prove the following theorem, which gives a much tighter bound.
Theorem 3. If j, k, m ∈ Z n meet the following requirements:
(1) j, k, m satisfy the basic condition, (2) either
Proof. In the proof, four lemmas are needed, please see Appendix. We prove the theorem through mathematical induction with respect to m. In Theorem 3, the essence of m is the number of the jobs to be scheduled.
Clearly, the smallest value of m is 2. In this case the conditions of Theorem 3 can be satisfied by j = k = 1 only. Because
Theorem 3 is correct.
Assume that Theorem 3 holds for an arbitrary m − 1 ≥ 2. In the following part, it will be shown that it also holds for m.
Let β be the largest integer in I * , i.e.,
If t m −p j ≤ d m , J m is early in any sequence for T * (t 0 | Z m − {j}), which assures β = m. Therefore, the following condition must be satisfied,
If there is an i ∈ Z m − Z β such that p i ≥ p β , as d i ≥ d β , interchanging i and β in any sequence in Ψ(Z m −{β, j}, β) will not increase the total tardiness. That means i belongs to I * , which contradicts (1). Thus,
According to (2), p i ≥ p β can derive i ≤ β. Therefore, from the fact that J j is the longest job in Z n , we know j < β.
Theorem 1 tells us that if α 1 is the longest job in Z m − {j} and α 1 = β, there is a decomposition position
, which means r ∈ I * . According to (1), r < β holds, so l 1 < β. Assume α 2 be the longest job in Z m − Z l1 − {j} and its decomposition position is l 2 . Through similar analysis, we know l 2 ∈ (l 1 , β). Therefore, the same procedure can be repeated until β is the longest job in Z m − Z ls − {j}, and the following equality holds,
In the next, we will show β > k by the reduction to absurdity. If β > k does not hold, there is β ≤ k. According to (2), J β is the longest job in
all the requirements of Corollary 1 are met. And from (A.1), the following inequality can be got,
Hence there is an inequality as follows,
Consider the job set Z m − Z ls − {j}, J β is the longest job. Since J j does not belong to the set of the jobs being scheduled, the assumption for mathematical induction can be used, which leads to the following inequality,
From (3) and the definition of I * , there is a relationship,
Considering (4), we know
and there is a v ∈ Z m − Z k , satisfying
This means v ∈ I * and v > k ≥ β. It conflicts with (1). Therefore, β > k.
Since β > k, the requirements of Lemma 7 are met, (A.2) is available for ∀l ∈ Z m − Z k . Also the requirements of Lemmas 8 are met, and (A.3) holds. As J β does not belong to the set of the jobs to be scheduled, the assumption for mathematical induction can be used, which leads to the following inequality,
(5) Notice that,
Using (6), (5) and (A.3) in sequence we can derive
Therefore, Theorem 3 holds. 2
CONCLUSION
In this note, an inequality is proved for single machine total tardiness problem. This inequality gives a bound on the different performance of two decomposition positions. This bound is tighter than known before. In fact, this result extends the comparison from domination relation to numerical difference. Hence, one can analyze the single machine total tardiness problem more deeply and establish effective algorithms.
Lemma 5. (Lemma 2 in Chang et al. (1995) ) For job set Z n , 1 < k < m ≤ n and l, β ∈ Z k . If J β is the longest job in job set {β} (Z m − Z k ) and
then it also holds for job set Z n − {l}, ∀l = β, i.e.,
From the above two lemmas, a corollary can be got easily. Corollary 6. For job set Z n , 1 < k < m ≤ n and j, β ∈ Z k . Assume J j is the longest job in Z n , J β is the longest job in job set {β}
then there exists the following inequality,
Lemma 7. (Lemma 3 in Chang et al. (1995) ) For job set
then there is
where ∆ρ(τ, δ) = max{τ + δ, 0} − max{τ, 0}. It is not hard to see that ∆ρ(τ, δ) is nondecreasing with respect to both τ and δ, i.e., ∆ρ(τ 2 , δ 2 ) ≥ ∆ρ(τ 1 , δ 1 ), ∀τ 2 ≥ τ 1 , δ 2 ≥ δ 1 ≥ 0.
Since p β ≥ p i+1 , ∀i ∈ Z m−1 − Z β−1 , we have D(τ 2 ) ≥ D(τ 1 ), ∀τ 2 ≥ τ 1 .
Using the condition that either t m − p j > d m or β = m, we can conclude that, 
