Introduction
As a popular numerical method for partial differential equations in practice, the FVM has been intensively studied during the past several decades, see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] for an incomplete list of references. However, all theoretical studies of polynomial based FVM belong to the catalog of the h-version, i.e., convergence is achieved by decreasing the mesh size, while the polynomial degree of the trial space is fixed. To the best of our knowledge, no paper on the p-version finite volume scheme has been published in the literature yet. Given the fact that many works have been done on the p-version finite element method (FEM) and spectral element methods (cf., [14] [15] [16] [17] [18] [19] [20] ), it is meaningful to study the p-version FVM. The main advantage in introducing the p-version FVM is in the flux conservation of the FVM. In many applications, flux conservation is also desired. Thanks to the equivalent variational formulation, the energy is also preserved the same as the FEM.
Very recently, FV schemes of any fixed order (h-version) have been constructed and analyzed for one dimensional second order differential equations (cf., [21, 22] ). In this paper, we present and analyze a p-version FV scheme for 1D elliptic problems. We construct a primal partition which contains a fixed finite number of subintervals. The corresponding trial space is then defined as the space of piecewise polynomials with respect to the primal partition. The dual partition consists of control volumes which are constructed with the Gauss points in each subinterval. The test space consists of piecewise constants with respect to the dual partition. A fundamental difference between the p-version scheme and the h-version scheme in [21] is that the convergence is realized by increasing the polynomial degree p.
Our analysis is under the framework of the Petrov-Galerkin method. We first establish the inf-sup condition and the continuity property for the FV bilinear form with the help of a one-to-one mapping from the trial space to the test space introduced in [21] . We then show that our FV solution converges to the exact solution exponentially under some regularity assumptions.
We further investigate superconvergence properties of the p-version FVM. Note that studies on superconvergence properties of the p-version are not as many as those of the h-version. We refer to [23] for the spectral finite element method and [20] for the spectral collocation method. In this paper, superconvergence properties of the derivative approximation at Gauss points and the function values approximation at Lobatto points are considered. In general, the error bounds we obtain for our p-version FV scheme at Gauss and interior Lobatto points are the same as those for the counterpart spectral collocation method proposed in [20] . While in some special cases, the convergence rate of the derivative approximation at Gauss points can be higher than the counterpart p-version FEM, similar as in [21] for the h-version case.
The rest of the paper is organized as follows. In Section 2, we develop a p-version finite volume method for 1D general elliptic problems. In Section 3, we prove the inf-sup condition and the continuity property of our FV scheme and use them to establish exponential convergence rates under H 
A p-version finite volume method
Consider the two-point boundary value problem:
We define a function space
where for all nonnegative integers r ≥ 0, P r is the set of polynomials of degree no more than r and p i , i ∈ Z N is a nonnegative integer, p = min i∈Z N p i .
For any integer r ≥ 0, let G r,1 , . . . , G r,r be r Gauss points, i.e., zeros of Legendre polynomial of rth degree, in the interval [−1, 1]. The p i Gauss points in each interval τ i are defined as the affine transformations of G p i ,j to τ i , that is,
With these Gauss points, we construct another partition
We define the space of piecewise constants as
] is the characteristic function on the interval τ
The finite volume solution of (2.1) is a function u p ∈ U p satisfying local conservation laws on all volumes τ
Note that any w p ∈ V p can be represented as 
3)
The p-version finite volume method for solving (2.1) reads as: find u p ∈ U p such that
Remark 2.1. Naturally, there is another possibility for the dual partition, namely, using the Gauss-Lobatto points, in which case, one more subinterval is created at each vertex (a special Lobatto point). In order to balance the total degrees of freedom, a discontinuous Galerkin method would be a natural choice, which will be investigated in a separate work.
Remark 2.2.
In our p-version scheme, the degrees p 1 , . . . , p N are variable while the mesh size h is fixed. However, if we increase the polynomial degree and refine the mesh at the same time, it leads to an hp-version finite volume method.
Convergence
This section is devoted to an analysis of convergence properties of the FV solution. It will be shown that under H 1 , L 2 and L ∞ -norms, the FV solution converges with exponential rates. The analysis will be done under the convectional framework of the Petrov-Galerkin method in which the inf-sup condition and the continuity property of the bilinear form (2.3) play important roles.
For simplicity, in this section, we suppose β(x) = constant = β 0 , γ (x) = constant = γ 0 ≥ 0.
Inf-sup property and continuity
We begin with a description of some discrete norms and semi-norms. We first define a discrete semi-norm for all v ∈
and a discrete norm by
where A i,j are weights for the p i -point Gauss quadrature rule on the interval τ i . Note that the r-point Gauss quadrature rule is exact for polynomials of degree 2r − 1, we have
Moreover, we have the following equivalence.
where the hidden constant is independent of p.
Proof. By (3.2) and the Poincaré inequality, we only need to show that
be the error of Gauss quadrature. It is shown in [24, (p. 98, (2.7.12))] that
Note that v| τ i ∈ P p i and
we have
Then (3.4) is valid, which implies the statement of the lemma.
Next, we introduce a semi-norm and a norm in the test space. For all
It is shown in [25] that for any positive integer r and j ∈ Z r
where W r,j are weights for the r-point Gauss quadrature rule on the interval
where the hidden constant in the last inequality is independent of the polynomial degrees p 1 , . . . , p N . Consequently,
To study the inf-sup property of FV bilinear form (2.3), we recall the special transformation from the trial space to the test space introduced in [21] . Let Π : U p → V p be the mapping defined for all w ∈ U p by
where the coefficients w i,j are determined by the constraints
It is also proved in [21] that
Then we have
Therefore, we conclude from the definition of ∥ · ∥ P ′ and ∥ · ∥ G
We are now ready to present and prove the inf-sup property of a p (·, ·).
where c 0 > 0 is a constant independent of p.
Proof. Recall the bilinear form (2.3), then we have
where
By (3.6) and (3.7), we have
We turn to estimating
, then we have
Let the quadrature error
Then E i ≥ 0, ∀i ∈ Z N and thus
Combining J 1 with J 2 , we obtain
where c 0 is independent of p. The inf-sup property (3.9) follows. Remark 3.3. The inf-sup condition (3.9) is different from that in [21] since here the lower bound c 0 is independent of the polynomial degree p, while the lower bound of the inf-sup condition in [21] is independent of the mesh size h.
Next, we analyze the continuity of a p (·, ·).
Theorem 3.4. The finite volume bilinear form a p (·, ·) is variationally exact:
and continuous:
where C is independent of p.
Proof. Multiplying (2.1) with any function w p ∈ V p and then using the Newton-Leibniz formula on each control volume
On the other hand, by the Cauchy-Schwarz inequality, for
The proof of (3.11) is completed.
Estimates under H
We begin with some preliminaries. Let P k , k ≥ 1 be the Legendre polynomial of degree k and denote
where t = (2x
(3.13)
We define the truncated expansion of v on each interval τ i by
and the projection operator π p :
When v satisfies the regularity condition
for some constant M > 0 and the polynomial degree p satisfies 15) by the same argument as in [20] , we derive
and
We are ready to present convergence properties of the FV solution.
Theorem 3.5. Suppose β(x) = β 0 , γ (x) = γ 0 are constants. Let u and u p be the solutions of (2.1) and (2.4), respectively. Then 
Then (3.19) follows by a similar argument as in Xu and Zikatanov [26] . By the triangular inequality, (3.2) and (3.19), we obtain
On the other hand, by (3.19) and the fact that ∥ · ∥ 0 ≤ ∥ · ∥ G , we obtain
Then (3.20) is completed. We now consider ∥u − u p ∥ 0,∞ . For all x ∈ Ω, there holds
Then (3.21) follows from the triangular inequality and (3.17). The proof is completed.
Remark 3.6. When β = 0, by the same argument as above, we obtain
In light of (3.16) and (3.18), we have 
Superconvergence
In this section, we shall present superconvergence properties of the FV solution at some special points, that is, Gauss and Lobatto points. This motivates the following definition (see, [20] ). 
We first present superconvergence properties of the derivative approximation at Gauss points.
Theorem 4.2. Suppose all the conditions of Theorem 3.5 hold. Then for all
(4.1)
where σ is the same as in Theorem 3.5 and σ 1 = ln2.
Proof. For all x ∈ [a, b], let
Note that both u and u p satisfy (2.2), then for all
where C 0 is a constant independent of i, j. Multiplying (4.4) with A i,j α(g i,j ) −1 and then summing up for all i, j, we obtain
is the error of Gauss quadrature. By [24, (p. 98, (2.7.12))], we have
Here in the last step, we have used Stirling's formula
In light of (3.20)-(3.21), we obtain
Similarly, when β = 0, we have from (3.22) and (4.4)
Consequently,
When β = γ = 0, we have
which yields
The proof is completed.
As a direct consequence of the above theorem,
Apparently, the convergence rate of |π p u − u p | 1 is 1 2 order higher than the optimal convergence rate p We start with Green function. Given y ∈ Ω, let G y (x) be the Green function associated with y for the problem (2.1). Then (4.6) where
We have the following superconvergence result at nodal points x i , i ∈ Z N .
Theorem 4.3. Suppose α is a constant and all the conditions of Theorem 3.5 hold. Then
Moreover, if β = γ = 0, Proof. Note that
then (4.8) follows from Gauss quadrature and (4.3).
We next consider (4.7). By choosing v = u − u p in (4.6), we obtain
For all v ∈ H 1 0 (Ω), we have from integrating by parts
where κ(x) is the same as in Theorem 4.2. Then
Here in the last step, we have used (3.16) and (3.20) and the fact that the Green function G x i has bounded derivatives of any order on each τ k , k ∈ Z N . As for I 2 , a direct calculation from Gauss quadrature yields
Then by the Leibnitz formula for the derivative and Stirling's formula, we have
Combining I 1 with I 2 , we obtain (4.7) directly. Proof. For all x ∈ τ i , recall the definition of π p , we have
To investigate superconvergence properties of u p at interior Lobatto points
where v j is the same as in (3.12)-(3.13) and t = (2x
From [20] , we have
Note that
φ p i +1 is the dominant term in the formula of (D
, which yields the estimate
This completes our proof.
We are now ready to present superconvergence properties of u p at interior Lobatto points. 
where σ is the same as in Theorem 3.5.
Proof. Given y ∈ Ω, we have from (4.6)
We next estimate J i , i = 1, 2, 3, respectively. Noticing that
where t = (2x − x i − x i−1 )/h i and the coefficients u j , a j are determined by (3.12)-(3.13). By the quasi-orthogonal property of the Lobatto polynomials, we have
By (3.13) and integrating by parts, we obtain
Similarly, by (3.13) and (4.5), we have
A similar result can be obtained for the term
As for J 2 , Note that
Then we have from integrating by parts and (4.9)
Now we turn to estimating J 3 . Let ζ (x) =  x a κ(s)ds with κ defined in Theorem 4.2. A direct calculation yields
By (4.4), we know that
is a constant independent of i, j. Then we have from (3.18)
∥G y ∥ 2,1 .
Combining J 1 , J 2 with J 3 , we obtain
(4.12)
Here we have used the regularity result (see, [27] )
Especially, by choosing y
A similar argument as in [20] yields
Then the desired result (4.11) follows. are constants. However, it seems from numerical experiments that the same results still hold true for variable coefficients.
As a direct consequence of Theorem 4.5, we have the following estimate for ∥u − u p ∥ 1,∞ . 
By the inverse inequality of hp-version,
On the other hand, note that
The desired result then follows. an exponential rate. This phenomenon is similar to that of the h-version FVM in [21] . In this sense, the derivative error is superconvergent at all Gauss points.
Similarly, recall the convergence rate of ∥u − u p ∥ 0,∞ , we know that the error in function values approximation at interior Lobatto points is one order higher than that in the L ∞ -norm. Note that this error bound e −σ (p+2) for function values approximation at Lobatto points is similar to that of the spectral collocation method in [20] . While at nodal points, the convergence rate p − 1 2 e −σ p e −σ 2 p almost doubles the global optimal rate e −σ (p+1) , which is the same as the h-version finite volume method.
Numerical examples
In this section, we present numerical examples to support the theoretical analysis in the previous sections.
In our experiments, we obtain the mesh by dividing [−1, 1] into two elements of length h 1 = h 2 = 1. The exact solution is always u(x) = sin(4π x) and the right-hand function f changes according to the coefficients in different cases. Note that ∥u∥ k,∞ ≤ (4π ) k . Therefore, M = 4π . The asymptotic condition (2p + 1)(2p + 3) > 2M 2 in (3.15) suggests p > 8. We solve (2.1) by the p-version FV scheme (2.4) with polynomial degree p 1 = p 2 = p, p = 9, . . . , 24. We define by
the maximum errors at nodes, Lobatto points and Gauss points, respectively. Example 1. We consider (2.1) with
We list in Table 1 To verify the error bounds we have established for H 1 , L 2 and L ∞ -norms in Section 3, we plot in Fig. 1 
We observe that all the ratios are constants for even p and increase linearly for odd p, indicating better convergence rates for odd p. These results are consistent with (3.20) and (3.21) . Therefore, the error bounds given by Theorem 3.5 are sharp.
To observe the superconvergence phenomenon of FV approximation at Lobatto points, we plot in Fig. 2  p+2 : |u − u p | L (right). Just as predicted in (4.11), we observe that the ratio is a constant for even p, indicating an order-one superconvergence rate. Once again, we observe a better convergence rate for odd p. Hence, the superconvergence phenomenon of FV approximation at Lobatto points exists.
Example 2.
In this example, we test the convergence behavior of the derivative error at Gauss points and the function values error at nodes in three different cases. They are Case 1 : α(x) = e x , β(x) = 1 + cos(x), γ (x) = 12 + 4x; Case 2 : α(x) = e x , β(x) = 0, γ (x) = 12 + 4x; Case 3 : α(x) = e x , β(x) = 0, γ (x) = 0.
We list in Table 2 the derivative error at Gauss points and function values error at nodes in three different cases for p = 9, . . . , 14.  p+3 : ∥u − u p ∥ g (right) for Case 2, respectively, from which we observe that the derivative approximation at Gauss points is superconvergent with order one for Case 1 and order three for Case 2. Note that the superconvergence result for Case 1 is consistent with (4.1), while for Case 2, the convergence rate is better than the one given in (4.2). Fig. 4 plots the ratio p  2p : |u − u p | g (right) for Case 3. We see that both of the ratios are constants, which verifies (4.3) and (4.8).
