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Abstract
We study the sensitivity to estimation error of portfolios optimized under various
risk measures, including variance, absolute deviation, expected shortfall and max-
imal loss. We introduce a measure of portfolio sensitivity and test the various risk
measures by considering simulated portfolios of varying sizes N and for different
lengths T of the time series. We find that the effect of noise is very strong in all the
investigated cases, asymptotically it only depends on the ratio N/T , and diverges
at a critical value of N/T , that depends on the risk measure in question. This di-
vergence is the manifestation of a phase transition, analogous to the algorithmic
phase transitions recently discovered in a number of hard computational problems.
The transition is accompanied by a number of critical phenomena, including the di-
vergent sample to sample fluctuations of portfolio weights. While the optimization
under variance and mean absolute deviation is always feasible below the critical
value of N/T , expected shortfall and maximal loss display a probabilistic feasibility
problem, in that they can become unbounded from below already for small values
of the ratio N/T , and then no solution exists to the optimization problem under
these risk measures. Although powerful filtering techniques exist for the mitigation
of the above instability in the case of variance, our findings point to the necessity
of developing similar filtering procedures adapted to the other risk measures where
they are much less developed or nonexistent. Another important message of this
study is that the requirement of robustness (noise-tolerance) should be given spe-
cial attention when considering the theoretical and practical criteria to be imposed
on a risk measure.
Key words: risk measures, expected shortfall, estimation noise, portfolio
optimization.
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1 Introduction
Risk is one of the central concepts in finance playing a prominent role in in-
vestment decisions, asset allocation, risk management, and regulation alike.
Despite its fundamental importance, no universally accepted measure exists
for its quantitative characterization. Risk measures used by practitioners, im-
plemented in risk management software packages, embodied in regulation,
or applied in theoretical considerations range from rules of thumb and ad
hoc recipes to standard statistical measures and sophisticated axiomatic con-
structs. A comprehensive treatment of risk measures should embed them in the
wider context of economic theory. This would entail, among other things, the
clarification of their relationship to utility functions, and a discussion of how
the choice of one or another risk measure reflects a set of implicit assumptions
about the nature of the underlying processes, investors and markets. Our goals
are much more modest here. Taking a pragmatic approach, we will content
ourselves with considering a few concrete risk measures which are common in
practice and the academic literature, and will focus on a sole issue related to
them, namely their sensitivity to estimation error (noise).
Most practitioners tend to regard risk as a given number, or perhaps a set
of a few numbers. This is an oversimplified view, however. Ultimately, risk
figures result from evaluating some estimators whose input data come from
empirical observations on the market. As the observed samples (or time se-
ries) are always finite, sample to sample fluctuations are inevitable. The risk
characteristics of any financial asset or portfolio are, therefore, never single,
well defined numbers, but random variables. Ideally, their probability densities
would be so sharply peaked that even the observation of a single sample (a
finite length time series) would give a fair representation of the whole distri-
bution. The fact is, however, that the size of typical banking portfolios and
the lengths of available time series are such that this is almost never the case,
and the problem of estimation error can almost never be neglected in a finance
context. The fundamental problem we face here is one of information deficit.
In typical situations the amount of data needed for a faithful reconstruction
of the underlying stochastic process far exceeds the amount of data available.
Under these conditions, our stochastic models will inevitably contain some
amount of measurement error and the risk estimates will be noisy.
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The effect of noise is much more serious when we want to choose a portfolio
that is optimal under certain criteria than when we merely assess the risk in an
existing portfolio. The same risk measure may perform fairly satisfactorily as a
diagnostic tool and fail miserably as a decision making tool. The focus of this
paper will be on the decision making side: we will study the noise sensitivity
of risk measures in portfolio selection, as opposed to risk assessment.
The problem of estimation error is, of course, not new. It dates back to the very
beginnings of Markowitz’ rational portfolio selection theory (Markowitz, 1952,
1959), and over the decades a huge number of papers have been devoted to its
various aspects. Most of the literature is concerned with portfolios composed of
assets that obey normal or Gaussian statistics, and discusses the noise sensitiv-
ity of the natural risk measure associated with Gaussian portfolios, namely, the
variance (e.g. Frankfurter et al., 1971; Dickinson, 1974; Jobson and Korkie,
1980; Elton and Gruber, 1973; Eun and Resnick, 1984; Chan et al., 1999).
In addition to studying the effect of noise, a number of filtering schemes have
also been devised to remove at least a significant part of the estimation noise
from portfolio selection. These filtering procedures include single- and multi-
factor models, (for a review, see e.g. Elton and Gruber, 1995), Bayesian esti-
mators (e.g. Jorion, 1986; Frost and Savarino, 1986; Ledoit and Wolf, 2003),
and more recently, tools taken over from random matrix theory (Laloux et al.,
2000).
Despite the fact that portfolio optimization based on several alternative risk
measures has been introduced in the literature (Konno and Yamazaki, 1991;
Young, 1998; Rockafellar and Uryasev, 2000; Acerbi, 2004) and become uti-
lized in practice (Dembo and Rosen, 2000; Algorithmics, 2002), the literature
on the effect of noise on risk measures other than the variance is limited. (This
is certainly not true of the widespread risk measure value at risk or VaR. VaR,
as a quantile is, however, not a convex measure, therefore no meaningful com-
parison can be made between the noise sensitivity of VaR and that of the
convex measures treated here. The case of VaR will not be considered in this
paper.)
The purpose of this paper is to systematically compare the noise sensitivity of
the following risk measures: standard deviation, absolute deviation, expected
shortfall, and its limiting case, maximal loss. For this purpose we test them
under idealized, laboratory conditions:
– in order to have a complete control over the stochastic process and avoid
other sources of noise (e.g. non-stationarity), we use simulated data;
– for the sake of simplicity, we assume that the distribution of return fluctu-
ations is normal;
– in order to get rid of the even harder problem of expected returns, we
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concentrate on the minimal risk portfolio;
– and finally, we allow unlimited short selling.
Under these simplifying assumptions we find that the effect of noise is so
strong in all the investigated cases that it actually diverges at a critical value
of the ratio of the portfolio size N and the length T of the time series. This
divergence is, in fact, the manifestation of an algorithmic phase transition, and
constitutes a new type of these transitions that have recently been discovered
in a number of hard optimization and decision problems. (For an excellent
review, see Mezard and Montanari, 2006). The recognition of the divergence
of estimation error and the identification of this divergence as an algorithmic
phase transition are the central results of this paper. With these we have
established a link between the problem of portfolio selection and an important
new development in computer science as well as a highly developed chapter
of statistical physics, the theory of phase transitions. This provides access to
a plethora of powerful concepts and methods, such as scaling ideas, critical
phenomena, critical exponents, universality, finite size scaling, etc., and may
eventually suggest new filtering and optimization strategies.
The divergent estimation error in the whole portfolio is accompanied by even
stronger sample to sample fluctuations of the portfolio weights. In the course
of this study we have also encountered a surprising feasibility problem: While
the optimization under variance and mean absolute deviation is always feasible
below the critical value of N/T , expected shortfall and maximal loss may
become unbounded from below in some samples already for small values of
the ratio N/T , and then no solution exists to the optimization problem under
these risk measures.
A remark on the role of the simplifying assumptions above is in order. As the
instability of portfolio selection is an information-deficit catastrophe, we do
not believe that the use of real market data, or non-stationary time series, or
fat-tailed distributions, or the introduction of a risk free asset and a constraint
on expected return would qualitatively modify our conclusions. This is not at
all true of the last assumption, the lack of a constraint on short selling. It is
evident that a ban on short selling (or any other set of constraints that would
render the domain over which we seek an optimum finite) would automatically
eliminate the possibility of a divergence. It would then seem that our results
refer to a completely unrealistic case. We insist, however, that it is useful
to consider this unrealistic case first, because it helps understand the root
of the instability and identify the strong residual fluctuations that reflect this
instability even after the constraints are reintroduced. This is analogous to the
theory of phase transitions where it proved to be essential to consider the limit
of infinite volume, even though no real physical system has infinite volume.
In the case of portfolio selection, when the ratio N/T is not far enough from
its critical value, the residual sample to sample fluctuations of the weights are
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so strong even in a finite volume that they make the task of rational portfolio
selection largely illusory.
The plan of the paper is as follows. In Section 2 we look into the noise sensi-
tivity of a classical risk measure, the variance. We introduce the mean relative
estimation error (the sample average of the ratio of the noisy standard devia-
tion and the true one) as a measure of the noise-induced sub-optimality of a
portfolio and display an exact analytic expression for this quantity that shows
that the effect of noise diverges as we approach the limit N/T = 1 from below.
In addition to the estimation error, we also study the instability of portfolio
weights.
Section 3 is devoted to the study of the noise sensitivity of mean absolute
deviation (MAD), expected shortfall (ES), and maximal loss (ML). They are
all found to display similar, but even stronger sensitivity to estimation error
than the variance. In addition, we notice that optimization under ES and ML
is not always feasible even for small values of N/T , we derive a closed analytic
formula for the probability of the existence of a solution for ML, and determine
this probability for ES via numerical simulations.
The paper ends on a short Summary.
The exposition will be informal throughout. No lengthy mathematical deriva-
tions will be presented, and the results will be illustrated or supported by
simulations.
2 Noise sensitivity of variance
2.1 The Markowitz problem
The fluctuations of financial returns form a multivariate stochastic process.
The simplest model for their pdf is provided by a multivariate normal dis-
tribution. This picture goes back to Bachelier (1900), and it has remained
the standard textbook model of financial markets even to this day. Real-life
portfolios conform to this model to various degrees, depending on the assets,
liquidity, the time horizon, etc. For the sake of simplicity, we assume that our
portfolio is multivariate normal.
The problem of rational portfolio selection was formulated by Markowitz
(1952) as a tradeoff between reward and risk. Reward is usually measured
in terms of return or log return. For a Gaussian portfolio variance is an essen-
tially unique measure of risk; any other reasonable measure of risk is neces-
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sarily proportional to it. Rational investors want to minimize their risk given
a certain fixed expected return. In mathematical terms the task consists in
finding the minimum of the quadratic form
σ2P =
N∑
i,j=1
wiσijwj, (1)
over the weights wi, given the constraints
N∑
i=1
wi = 1 (2)
and
N∑
i=1
wiµi = µ, (3)
where σP is the standard deviation of the portfolio, σij the covariance matrix,
wi the weight of asset i in the portfolio (i = 1...N), µ the expected return on
the portfolio (given), and µi the expected return on asset i. We assume that
there is absolutely no constraint on short selling, so the weights wi can be
of either sign and of any absolute value. This is, of course, quite unrealistic,
partly for legal, partly for liquidity reasons, but this idealized setup is where
we can display the instability of portfolio selection in its purest form.
The classical optimization problem above can be solved analytically (Merton,
1972). (However, if short selling is excluded or other linear constraints are
introduced, it becomes a quadratic programming problem.)
Expected returns are notoriously hard to determine on short time horizons
with any degree of reliability. As our objective in this paper is to study the
noise sensitivity of risk measures, we want to simplify the task and omit the
constraint on return. That is, we wish to focus on the minimal risk portfolio.
At first sight this may seem rather pointless. We note however, that there are
special tasks (benchmarking, index tracking) where this is precisely what one
wishes to do. The solution is then:
w∗i =
∑N
j=1 σ
−1
ij∑N
j,k=1 σ
−1
jk
. (4)
It is important to note that the optimal weights are given here in terms of
the inverse covariance matrix. Since the covariance matrix has, as a rule, a
number of small eigenvalues, any measurement error will get amplified and the
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resulting portfolio will be sensitive to noise. This is the fundamental reason
for the difference between portfolio selection and risk assessment of a given
portfolio; in the latter case, the covariance matrix does not need to be inverted.
2.2 Empirical covariance matrices
The covariance matrix has to be determined from measurements on the mar-
ket. From the returns xit observed at time t we get the maximum likelihood
estimator:
σij =
1
T
T∑
t=1
xitxjt (5)
(assuming that the expected values are known to be zero).
For a portfolio ofN assets the covariance matrix has O(N2) elements. The time
series of length T for N assets contain NT data. In order for the measurement
to be precise, we need N2 ≪ NT , that is N ≪ T . Bank portfolios may contain
hundreds or thousands of assets. The length of available time series depends
on the context, but it is always bounded. If we talk about a stock portfolio
for example, it is hardly reasonable to go beyond four years, that is T ∼ 1000
(some of the stocks may not have been present earlier, economic or regulatory
environment may change, etc.). Therefore, N/T ≪ 1 rarely holds in practice.
As a result, there will be a lot of noise in the estimate. Considering analogous
situations in the theory of phase transitions, we expect that for large enough
N and T the error depends only on the ratio N/T , which we describe by saying
that it scales in N/T .
The problem we have just described is one of several manifestations of the
”curse of dimensionality”. Economists have been struggling with this problem
for many years (Elton and Gruber, 1995). Since the root of the problem is
lack of sufficient information, the remedy is to inject external information into
the estimate. This means imposing some structure on the matrix σ, which
introduces bias, but the beneficial effect of noise reduction may compensate
for this. These filtering procedures, Bayesian estimators, etc. have a large body
of literature of their own. As our primary concern here is the comparison of
the noise sensitivity of risk measures, we do not enter into a discussion of the
procedures by which this sensitivity is reduced.
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2.3 A measure of the effect of noise on the optimal portfolio
For the purposes of quantitative analysis we need to introduce a measure that
characterizes the effect of noise or estimation error on portfolio selection. One
could use various metrics defined over the space of covariance matrices for this
purpose: one may define a distance between matrices, or between the spectra
of these matrices, etc. We believe, however, that the most relevant measure is
the relative sub-optimality, or relative risk increment of the portfolio q0 − 1,
where
q20 =
∑
ij w
∗
i σ
(0)
ij w
∗
j∑
ij w
(0)∗
i σ
(0)
ij w
(0)∗
j
. (6)
Here σ(0) is the ”true” covariance matrix (the empirical one will be called σ),
and w(0)∗ and w∗ are the weights of the portfolios optimized under σ(0), and
σ, respectively. The square root of the denominator in Eq. (6) is the true risk
(standard deviation) of the portfolio, while the square root of the numerator is
the risk we run when using the weights derived from the empirical covariance
matrix.
This measure was introduced in Pafka and Kondor (2002). It assumes, of
course, that we know the true process. By a slight extension of the def-
inition, one can make it applicable also in the context of empirical data
(Pafka and Kondor, 2003), but this will not concern us in this paper.
Eq. (6) implicitly refers to a given sample, a segment of length T from the time
series. Therefore, q0 itself is a random variable. In this paper we will mainly
be concerned with its average over the samples q¯0 and will only perform a
preliminary study of its full distribution.
2.4 Divergent estimation error under variance
2.4.1 The simplest covariance matrix
Let us imagine we have a portfolio of standard, independent, normal variables.
The corresponding covariance matrix is the simplest concievable: just the unit
matrix. If we now generate N series of length T of these variables and deter-
mine their covariance matrix through the formula Eq. (5), we will, however,
not recover the unit matrix unless we let T →∞ for N fixed. Instead, we find
a much more complicated structure that will fluctuate from sample to sam-
ple. Accordingly, the average estimation error q¯0 for these empirical covariance
matrices will also fluctuate and will always be larger than unity for any finite
8
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q0   
N/T
Eq. (13)
N=100
N=200
N=400
Fig. 1. Mean q0 as a function of N/T for different values of N (simulation results).
The data points collapse on the curve given by Eq. (7) (also shown in the figure).
T . In the limit of large N and T values, however, such that their ratio is fixed,
N/T < 1, methods borrowed from the theory of random matrices allow us to
exactly determine q¯0 and obtain the strikingly simple result:
q¯0 =
1√
1− N
T
. (7)
This formula dates back to a discussion between two of the present authors (I.
K. and S. P.) and G. Papp and M. Nowak, and was published in Pafka and Kondor
(2003), Burda et al. (2003) and Papp et al. (2005).
It is well known that the rank of the empirical covariance matrix is the smaller
of N and T . When T becomes smaller than N , the covariance matrix develops
zero eigenvalues, and the portfolio optimization problem becomes meaningless.
Eq. (7) shows that as we approach the limit N/T = 1, the mean relative error
in the portfolio diverges.
Eq. (7) is an asymptotic result, valid only in the limit N, T → ∞. The con-
vergence is, however, very fast. In Fig. 1 we show the results of simulations for
the average of q0 for various N and T values. The data points nicely fit the
theoretical result (corresponding to the limit N, T → ∞ ) already for mod-
erate values of these parameters, and demonstrate the scaling in the variable
N/T .
In contrast to the average of q0, no analytic result is available for the distribu-
tion of the estimation error, so here we have to resort to numerical simulations.
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Fig. 2. Distribution of q0 for increasing N with N/T fixed (simulation results).
These show that the distribution of q0 becomes sharper and sharper with in-
creasing N , if we stay at a fixed distance from the critical point, i.e. keep N/T
fixed. This is illustrated in Fig. 2 where the histogram of q0 is displayed for
three different values of N , with N/T = 1/3 fixed. It can be seen that the
maximum of the distribution is located above 1.2, so the typical relative error
in the optimal portfolio is over 20% even for this relatively small value of the
ratio N/T . It is also seen that although the distribution becomes sharper as
N increases, it remains fairly wide even for the largest value of N = 400 . This
means that not only the typical values of the error are high, but this error
also wildly fluctuates from sample to sample.
Numerical experiments also demonstrate that in the opposite limit, i.e. for
a fixed portfolio size N and for the ratio N/T going to unity from below,
the distribution of q0 becomes wider and wider. In particular, the standard
deviation of q0 shows an even stronger divergence than its average. A detailed
study of the distribution of the relative error demands a numerical effort which
goes beyond the scope of this paper and will be the subject of a subsequent
publication.
The above findings clearly suggest the picture of a phase transition. (For a first
orientation on phase transitions see http://en.wikipedia.org/wiki/Phase transition,
or Stanley (1971).) As we approach the critical value 1 of the control parame-
ter N/T , various quantities (e.g. the average estimation error, but also all the
higher moments of its distribution) display critical behaviour: they diverge as
a power of the distance from the critical point. Admittedly, this phase transi-
tion is of a somewhat peculiar type, in that the divergent fluctuations remain
infinitely large even as we go into the phase on the other side of the critical
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point, N/T > 1. This is due to the simple quadratic objective function and
should not concern us here. We are not going to develop this phase transi-
tion analogy in further detail here, but will use it as a heuristic guide in the
following.
One may wonder to what extent the result for the divergent estimation error
depends on the extremely simple covariance model we chose at the beginning
of this subsection. The phase transition analogy suggests that its essential
features do not depend on it. The relevant principle we have to quote here is
universality. It is a general feature of critical phenomena that the exponents
of the power laws describing the divergence of various quantities around a
critical point do not depend on the fine details of the models in question,
a feature ultimately going back to the central limit theorem. Therefore we
expect that although the prefactor of the power law in Eq. (7) may change as
we go from the trivial covariance matrix considered so far to more elaborate
market models, the exponent of the divergence will remain the same. We do not
know the precise boundaries of the universality class within which this critical
index remains constant, but numerical experiments on a number of simple
models (including the Noh (2000) model that reproduces the known spectral
properties of empirical covariance matrices reasonably well) have convinced
us that this universality class may well extend to models that display some of
the characteristic features observed on real markets.The study of the domain
of universality will be published elsewhere.
2.5 Fluctuating weights
We have seen that the effect of noise on the average relative standard deviation
can be very strong, especially for large portfolios and not sufficiently long time
series. The average q0 is, however, only a global measure of the effect of noise.
A more detailed characterization can be obtained by considering the optimal
weights belonging to the empirical covariance matrix. As this matrix fluctuates
from sample to sample, so do the weights.
In Fig. 3 we exhibit the optimal empirical weights for a small portfolio (N =
10) of independent standard Gaussian items, while in Fig. 4 we show the same
for a larger portfolio (N = 100). The simulation results displayed have been
obtained from a randomly chosen sample of length T = 500, so the ratio N/T
is quite far from the critical threshold N/T = 1 even for the larger portfolio.
As in this illustrative example all the assets are assumed to be completely
equivalent, the ”true” weights are all equal (1/N). They are also shown in the
figures for comparison. The deviation of the empirical weights from their true
value is striking.
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Fig. 3. Optimal portfolio weights w∗i (i = 1...N) obtained from an estimated corre-
lation matrix compared to the ”true” weights (dashed line) for N = 10, T = 500.
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Fig. 4. Optimal portfolio weights w∗i (i = 1...N) obtained from an estimated corre-
lation matrix compared to the ”true” weights (dashed line) for N = 100, T = 500.
Figs. 5 and 6 demonstrate the fluctuations of the empirical weights in time for
N = 100 and T = 500. In Fig. 5 we show the path of a given weight calculated
from non-overlapping time windows of length T , while in Fig. 6 we display the
same for a window of the same length T , but stepping forward one unit at a
time. In the former case the weight undergoes wild fluctuations, in the latter
its steps are strongly correlated, hence the path is much smoother, but it stays
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Fig. 5. w∗1 as a function of time for N = 100, T = 500, when time windows are
non-overlapping (the dashed line shows the ”true” value).
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Fig. 6. w∗1 as a function of time for N = 100, T = 500, when the time window steps
forward one unit at a time (the dashed line shows the ”true” value).
mostly far from its true position. Evidently, neither of these is very promising
from a risk management point of view. In the former case, the hypothetical
portfolio should be totally reorganized every period T , in the latter it would
seem deceptively stable from one day to the next, but it would be far from its
true optimal composition most of the time.
The distribution of weights shows a divergence similar to (and even stronger
than) the distribution of q0 . The detailed study of this distribution would
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lead us far from the main line of this paper, so we content ourselves with
a few remarks. As the wild fluctuations of the weights set in already quite
far from the critical region (already for small values of the ratio N/T ), it is
hard to see how this optimization problem could offer any basis for rational
decision making. The truth is that in its present form it does not. In real life,
however, we never have unlimited short positions, so the domain over which
the optimum is sought is bounded. This not only prevents q0 from blowing up,
but also tames the fluctuations of the weights considerably. Instead of running
away to large negative values, a number of the weights will then stick to the
boundaries of the allowed region. The spontaneous reduction of the portfo-
lio size is well known in the finance literature (see e.g. Scherer and Martin
(2006) p. 8 and subsequent pages). In the context of the instability described
above, we see that the appearance of a large number of weights sitting on
the boundaries is a remnant of the critical behaviour that is now smoothed
out by the finite volume. This will not, however, lend too much credibility to
the optimized portfolio: the set of weights that stick to the walls will strongly
fluctuate from sample to sample. We see then that the ban on short selling, or
any other constraints that render the domain of the problem finite, will mask
rather than resolve the instability.
The real remedy is, of course, filtering. A number of these noise reduction
techniques are available in the literature (Elton and Gruber, 1995) and widely
used in practice. The discussion of filtering is not a subject of this paper,
however. In the next section we wish to consider the noise sensitivity of some
alternative risk measures for which hardly any filtering procedures exist. For
a fair comparison between the noise sensitivities of various risk measures, we
had, therefore, to consider unfiltered results for the variance.
3 Alternative risk measures
For a normal distribution the typical intensity of fluctuations can be com-
pletely characterized by a single number, the variance or the standard de-
viation. For other distributions the variance will not suffice. For long-tailed
distributions that asymptotically fall off like a power-law, variance can be par-
ticularly misleading as a risk measure. Real-life portfolios often display this
long-tailed behavior, and consequently should not be optimized under vari-
ance. Alternative risk measures abound both in practice and the literature.
We cannot cover all of them here, but focus on a few that have some practical
and/or theoretical importance.
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3.1 Absolute deviation
Mean absolute deviation (MAD, the expected value E(|x|) of the absolute
value of fluctuations) is an obvious alternative to standard deviation (Konno,
1988). Some risk management methodologies (e.g. Algorithmics, 2002) do ac-
tually use MAD to characterize the fluctuation of portfolios, which offers a
huge computational advantage in that the resulting portfolio optimization
task can be solved by linear programming. However, the effect of estimation
noise on MAD has been largely ignored in the literature (except Simaan, 1997).
Preliminary results of our study of the noise sensitivity of MAD have appeared
in Kondor et al. (2006).
Given a time series of finite lenght T , the objective function to minimize is
(Konno and Yamazaki, 1991)
1
T
∑
t
∣∣∣∑
i
wixit
∣∣∣, (8)
subject to the usual budget constraint
∑
i wi = 1. (We again disregard the
constraint on expected return.)
This is equivalent to the following linear programming problem:
min
1
T
∑
t
ut (9)
s.t. ut +
∑
i
wixit ≥ 0 (10)
ut −
∑
i
wixit ≥ 0 (11)
∑
i
wi = 1 (12)
where the minimization is carried out over wi and the additional variables
ut, t = 1...T , while Eqs. (10–11) represent 2T constraints, a pair for each
t = 1...T .
Now we apply the same simulation-based strategy as with the variance. We
generate artificial data of a known structure, which we choose here, for the
sake of simplicity, to be independent standard normal again. Since for nor-
mal fluctuations E(|x|) =
√
2
pi
σ, the ratio q0 of the MAD of the portfolio
constructed by the above optimization procedure (w∗i ) and the MAD of the
”true” optimal portfolio (w
(0)∗
i ) is equal to the ratio of the standard deviations
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Eq.(13)
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Fig. 7. The sample average of q0,MAD as a function of N/T (simulation results).
The data points collapse on a curve situated above the curve obtained previously
for the variance, also shown in the figure (with dashed line).
of these portfolios:
q20,MAD =
∑
i w
∗
i
2
∑
i w
(0)∗
i
2 . (13)
By symmetry, the ”true” optimal weights are all equal (w
(0)∗
i =
1
N
), the ratio q0
which can be used to characterize the sub-optimality of the portfolio obtained
from time series of finite length is then
q20,MAD = N
∑
i
w∗i
2. (14)
We have performed simulations for this quantity for various N/T values and
show the results in Fig. 7. It is clear that the data points collapse on a single
curve again which shows that (the mean of) q0,MAD scales in N/T in this
case, too. Also shown in the figure are results obtained for the variance. As
Fig. 7 clearly demonstrates, q¯0,MAD lies above the corresponding curve for the
variance, which means that MAD as a risk measure is more sensitive to noise
than the variance. (This result is consistent with Simaan (1997).) However,
both curves diverge at the same point N/T = 1, and asymptotically close to
this critical point they behave the same way, so the critical exponent of q¯0,MAD
is the same for the variance and MAD.
A geometric interpretation of the enhanced sensitivity of MAD compared to
the variance has been given in Kondor et al. (2006). The essential point is
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that the iso-risk surfaces of MAD are polyhedra, as opposed to the ellipsoidal
level surfaces of the variance. The solution of the optimization problem is
found at the point where this risk-polyhedron first touches the plane of the
budget constraint. This happens typically at one of the corners of the risk-
polyhedron. If we construct this polyhedron from finite length time series, it
will inevitably contain some estimation error or noise. Accordingly, the shape
and/or the position of the risk-polyhedron will change from sample to sample.
As a result, the solution will jump to a new corner of the new polyhedron.
This discontinuity is the basic reason for the enhanced sensitivity.
For fixed N and T going to infinity, the polyhedron goes over into the ellipsoid
of constant variance, and the difference between MAD and variance-optimized
portfolios disappears. For finite T , however, the piecewise linear character
persists, and it is precisely this, otherwise attractive, feature of MAD that
makes it prone to estimation noise.
3.2 Expected shortfall
Expected shortfall (ES) (see e.g. Acerbi, 2004) is the mean loss beyond a high
threshold β defined in probability (not in money). For continuous pdf’s it is
the same as the conditional expectation beyond the value at risk (VaR) quan-
tile, therefore sometimes it is also called Conditional VaR or CVaR, but for
discrete distributions (such as the histograms in empirical studies) CVaR and
ES are different, see Acerbi and Tasche (2002) for a careful discussion of the
subtle difference between the two. The increasing popularity of ES is due to
the fact that it is a coherent (hence also convex) measure (Acerbi and Tasche,
2002), perhaps the simplest and most intuitively appealing of all the coherent
measures. (In fact, it also belongs to the special subset of coherent measures
called spectral measures (Acerbi, 2004).) In addition, Rockafellar and Uryasev
(2000) have shown that the optimization of ES can be reduced to linear pro-
gramming for which extremely fast algorithms exist.
The ES objective function (to be minimized over v and the weights wi) is
(Rockafellar and Uryasev, 2000):
(
v +
1
(1− β)T
∑
t
[−v −∑
i
wixit]
+
)
, (15)
subject to
∑
i wi = 1. (The constraint on expected return will be omitted, as
all through this paper.) We have used the notation [a]+ = a, if a > 0, zero
otherwise, and β is the ES threshold.
The optimization task above is equivalent to the following linear programming
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problem:
min
(
v +
1
(1− β)T
∑
t
ut
)
(16)
s.t. ut ≥ −v −
∑
i
wixit (17)
ut ≥ 0 (18)∑
i
wi = 1 (19)
where now the minimization is carried out over wi, v and ut, t = 1...T .
To test the noise sensitivity of ES we use a portfolio of independent stan-
dard normal random variables, and, in complete analogy with the previous
cases, measure the sub-optimality due to finite T samples in terms of the ratio
q0,ES between the risk (as measured by ES) evaluated for the optimal weights
obtained for a given sample and the same with uniform weights.
On the basis of the experience with the previous two risk measures we are
prepared to meet difficulties beyond a certain critical value of the ratio N/T ,
but the simulations of q0,ES confront us with a completely unexpected phe-
nomenon: the ES optimization problem above does not always have a solution
even for small values of N/T ! More precisely, the existence of a solution de-
pends on the sample and thus becomes a probabilistic issue for any N/T . The
probability of the existence of a solution depends on the parameters (N , T ,
and β) of the problem. Before setting out to measure the noise sensitivity
of ES, we have to clarify this feasibility problem, and map out those regions
of parameter space where we can hope to find solutions with a nonnegligible
probability. It turns out that the problem is numerically quite demanding,
therefore, in order to gain a preliminary orientation, first we consider a spe-
cial case, when the threshold β is very close to one. The point is that if β
is so close to unity that (1 − β)T ≤ 1, then only the single worst loss will
contribute to ES. This limiting case represents a coherent (spectral) measure
in its own right; we will call it maximal loss (ML). The feasibility problem
of ES is present in ML too, but it is analytically tractable, so ML provides
a convenient laboratory for understanding the phenomenon. This is what we
turn to now.
3.3 Maximal loss
As a risk measure, maximal loss may appear to be over-pessimistic: we con-
sider the worst loss ever incurred on a portfolio of a given composition, then
minimize this loss over the weights. The objective function to be minimized is
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then
max
t
(
−∑
i
wixit
)
, (20)
subject to the budget constraint
∑
i wi = 1.
The minimax problem (Young, 1998) so defined is equivalent to the following
linear programming task:
min u (21)
s.t. u ≥ −∑
i
wixit (22)
∑
i
wi = 1. (23)
The sub-optimality of the portfolio q0,ML is defined as the ratio of the risk
evaluated for the optimal weights obtained for a given sample and the same
with uniform weights. As we know that the optimization problem is not al-
ways feasible, the definition of q0,ML must be understood conditional on the
existence of a solution.
The feasibility problem is rather more transparent in this simplified setting.
Consider the trivial case N = 2, T = 2. Then we have two linear functions of
the weights in the argument of the minimax problem (Eq. 20):
y1=−w1x11 − (1− w1)x21 = (x21 − x11)w1 − x21 (24)
y2=−w1x12 − (1− w1)x22 = (x22 − x12)w1 − x22, (25)
where we have already eliminated w2 through the budget constraint. If the
slopes of these two straight lines are of opposite sign, i.e. if either x21 > x11
and x22 < x12, or x21 < x11 and x22 > x12, there will be a solution to the
minimax problem, otherwise there will not. Fig. 8 shows the arrangement in
the two cases. It is easy to see that if the returns xit are independent standard
normal random variables, the probability of there being a solution is 1/2.
Now we can understand the root of the problem: In contrast to the variance
and absolute deviation which are positive semidefinite by definition, the ML
measure is not always bounded from below, and when it is not, no solution
will be found. It is also clear that a ban on short selling, i.e. constraining all
the weights to be non-negative, will automatically eliminate the problem.
For generic N, T we will have T random planes in an N -dimensional space,
and the condition for the existence of a solution is that these planes form a
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(b)     
Fig. 8. y1(w1) and y2(w1) in the two cases discussed in the text. (a): the ML measure
is bounded from below, and a solution exists, (b): the measure is not bounded, there
is no solution.
convex polytope. Induction on N and T leads to the following formula for this
probability:
p =
1
2(T−1)
T−1∑
k=N−1
(
T − 1
k
)
. (26)
Although we have been arguing in terms of independent normal variables, a
quick symmetry argument shows that the statement is, in fact, valid also for
correlated normal, moreover, for elliptical distributions. Indeed, boundedness
of the measure cannot depend on the orientation of the coordinate axes, nor on
the stretching or shrinking transformations that bring a normal distribution
over into an elliptical one.
Problems of an identical nature appeared earlier in the context of stochastic
programming and random geometry (see Todd, 1991; Schmidt and Mattheiss,
1977).
Fig. 9 is an illustration of the behaviour of p as function of N/T for various
values of N . With N increasing, the transition becomes sharper and sharper,
until in the limit N, T →∞ the transition becomes abrupt, and p becomes a
step function, as in the case of variance.
For large values of N and T the probability distribution above can be well
approximated by the error function:
p ≈ 1− Φ(z), (27)
Φ(z) =
z∫
−∞
1√
2pi
e−
1
2
s2ds, (28)
z = 2
(
N
T
− 1
2
)√
T . (29)
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Fig. 9. Probability p that the minimax problem has solution as function of N/T for
various values of N . As N →∞, p goes over into a step function.
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Fig. 10. Probability p that the minimax problem has solution as function of
z = 2
(
N
T
− 12
)√
T .
In Fig. 10 the probability of a solution is plotted against the variable z =
2
(
N
T
− 1
2
)√
T . When both N and T are large, and N/T < 1/2, z is large and
negative, and the probability of a solution is very close to 1. When N/T > 1/2,
z is large positive and p is close to zero. The transition is sharper and sharper as
T increases. The special value N/T = 1/2 plays a role similar to the threshold
N/T = 1 we encountered earlier in the case of variance and MAD: 1/2 is the
critical point for the ML optimization algorithm.
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Fig. 11. q0,ML as a function of N/T (simulation results). The curves previously
obtained for variance and MAD are also shown in the figure for comparison.
A comparison between the case of variance and ML optimization may be of
interest. As the rank of the covariance matrix is the smaller of N and T ,
optimization under variance is always feasible for N/T < 1, and always mean-
ingless for N/T > 1. We might have introduced a probability for a solution
also for the optimization under variance: this probability would then have a
discontinuity at N/T = 1. The difference in the case of ML is that for finite
N, T the transition is continuous, which means that we can never be absolutely
sure of the existence of a solution unless T goes to infinity. The convergence
is, however, very fast at both ends, so now we know what to expect when we
start a simulation for ML at given parameter values.
Assuming that we can find a sufficient number of ”good” samples for which a
solution exists, we can run the simulations and measure q0,ML as a function
of N/T . We are not surprised to find that q0,ML is much larger than either q0
for the variance or q0,MAD for MAD. Indeed, the iso-risk surfaces of maximal
loss are again polyhedra, just like those of MAD, which makes the solution
jump about under noise. More importantly, however, the very construction of
ML implies that we throw away almost all the data, except the worst ones.
No wonder the estimates will be very unstable under these circumstances.
Fig. 11 displays a comparison between the noise sensitivities of variance, MAD
and ML. It is clear that q0,ML is the most sensitive of the three, moreover it
blows up already at the critical value N/T = 1/2.
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3.4 The feasibility problem for Expected Shortfall
Now we can chart the feasibility map of ES. Extensive numerical experiments
suggest the ”phase diagram” shown in Fig. 12: this is the line that separates
the region where a solution exists from that where it does not. This feasibility
map corresponds to the case N, T → ∞ with their ratio varying along the
vertical axis. The threshold β changes along the horizontal axis. We know
from the previous subsection that in the limiting case β = 1 (which is ML) the
probability of the existence of a solution drops from one to zero at N/T = 1/2
as we move upwards along the β = 1 line. As we move away from β = 1,
the critical value of N/T , where the probability of having a solution has this
discontinuity, decreases. This means that for a fixed N we need longer and
longer time series to have the same chance of finding a solution. This may be
interpreted as ES becoming, in a sense, more sensitive to noise as β decreases.
Since decreasing β corresponds to taking into account more and more data,
this result is quite unexpected.
The precise shape of the phase boundary is difficult to determine, especially
for small values of the ratio N/T , where the simulations slow down tremen-
dously. For these reasons we have not been able to follow the decline of the
phase boundary beyond β around 0.3 (althought it is easy to see that the
boundary must terminate in the origin, since for β > 0 and N/T → 0 one
has ”full information”, therefore p = 1, while for N/T > 0 and β → 0 the
objective function to be minimized becomes linear, thus always unbounded
in the weights, therefore p = 0). Small β values, of course, do not have any
practical significance, so we feel the essential point about the behaviour of the
phase boundary is its downward bend when β decreases from around 1.
For finite N, T values we find that the sharp drop observed in the limit N, T →
∞ goes over into a continuous transition, similar to the case in ML. This is
illustrated in Fig. 13, where the isop lines of the p(β,N/T ) function are shown
for N = 100, and in Fig. 14, where the variation of p with N/T is represented
for β = 0.7 fixed (for various values of N). Again, the feasibility problem
disappears if we ban short selling, just as with ML.
We can also measure the average relative increase of risk due to noise, q¯0.
Along a fixed β line (assuming a solution exists) as N/T increases, q¯0 grows
rapidly and (according to the numerical evidence) diverges as we approach the
critical value of the ratio N/T , see Fig. 15.
However, we encounter another surprising behaviour if we follow the variations
of q0 with β for a fixed (sufficiently small) N/T , that is along a horizontal line
in Fig. 12. As β starts to decrease, first q¯0 decreases with it, but then it
goes through a minimum and starts to grow until it diverges at the phase
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Fig. 12. Phase diagram showing the p = 0 and p = 1 ”phases” and the transition
line between them in the β–N/T plane (N,T →∞).
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Fig. 13. Contour lines of p as a function of β and N/T for finite N = 100.
boundary, see Fig. 16. This non-monotonic feature of q¯0 as a function of β can
be observed also in Fig. 17, where the level lines of the q¯0(β,N/T ) function
have been represented.
We find the behaviour of both the phase boundary and q¯0 quite counterintu-
itive: we anticipated that expected shortfall would become less and less sen-
sitive to noise as the confidence level (or threshold) β decreases which means
that we take into account more and more data. When it comes to a compari-
son between the sensitivities of the various risk measures, it seemed clear (we
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Fig. 14. Probability p that the optimization of ES is feasible as a function of N/T
for β = 0.7 (for various values of N). As N →∞, p goes over into a step function.
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Fig. 15. q0,ES as a function of N/T for fixed β = 0.7 (for various values of N).
are obliged to C. Acerbi for a discussion on this point) that it is unfair to
compair a high-β ES to variance, because a high-β ES sacrifices most of the
observed data. What is unexpected is that with β decreasing, the probability
of a solution declines and that after an initial decrease q¯0 starts to grow.
In view of this nonmonotonic behaviour of q¯0, the most favourable comparison
for ES would be to trace out the line on the β–N/T plane along which q¯0 is
smallest. Unfortunately, this would require a huge computational effort that
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Fig. 16. q¯0,ES as a function of β for fixed N/T = 1/4 (for various values of N).
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Fig. 17. Contour lines of q¯0 as a function of β and N/T .
we have not been able to afford so far. On the basis of available evidence
we strongly suspect, however, that ES would display an enhanced sensitivity
to noise compared not only to variance but also MAD even under the most
favourable circumstances.
All the results in this section have been obtained by considering a portfolio
of independent normal variables. It is easy to see, however, that they remain
valid also for correlated normal random variables. A comparison of the sensi-
tivities of all four risk measures (variance, absolute deviation, maximal loss,
26
0 0.2 0.4 0.6 0.8 1 1.2
0
1
2
3
4
N/T
q0     
variance
abs. deviation
max. loss
exp. shortfall
  (β=0.7)
Fig. 18. q¯0 as a function of N/T for all four risk measures discussed in the paper.
and expected shortfall) is shown in Fig. 18.
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Fig. 19. w∗1 as a function of time for all four risk measures, when time windows are
non-overlapping (N = 50, T = 500).
27
0 500 1000 1500 2000
−0.02
0
0.02
0.04
0.06
variance
t
w1   
0 500 1000 1500 2000
−0.02
0
0.02
0.04
0.06
abs. deviation
t
w1   
0 500 1000 1500 2000
−0.02
0
0.02
0.04
0.06
max. loss
t
w1   
0 500 1000 1500 2000
−0.02
0
0.02
0.04
0.06
exp. shortfall (β=0.7)
t
w1   
Fig. 20. w∗1 as a function of time for all four risk measures, when the time window
steps forward one unit at a time (N = 50, T = 500).
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Fig. 21. Distribution of q0 for N = 200, N/T = 1/4 for all the four risk measures
discussed in the paper (simulation results).
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3.5 Fluctuating weights and the distribution of q0
We can take a closer look at the noise-induced instability of portfolios again,
and study the instability of weights and the probability distribution of q0 as
these quantities fluctuate from sample to sample. Repeating the same exper-
iments (with exactly the same uncorrelated normal random variables for all
four risk measures), we find the results depicted in Figs. 19–20. As we have
seen already with the variance, the portfolio weights are quite unstable even
when q¯0 is still acceptable. Sample to sample fluctuations with nonoverlapping
windows are huge and uncorrelated, while those for windows sliding forward
one step at a time show strong autocorrelations and tell a fictitious story of
wandering weights whereas the true weights should stay constant. It is also
clear that the instability of the weights becomes stronger and stronger as we
go from one risk measure to the other, in the order: variance, MAD, ES and
ML.
The same conclusion is born out by the histograms of q0 under various risk
measures displayed in Fig. 21. Keeping everything else the same, we find that
the distribution becomes wider and wider as we move from variance to maxi-
mal loss.
4 Summary
Due to the large number of assets in typical bank portfolios and the limited
amount of data, noise is an all pervasive difficulty in portfolio theory. As such,
it has attracted a lot of attention over the past decades. Most of these stud-
ies have focused on the case of variance as a risk measure, and on real life,
empirical market data. In this paper we have studied and compared the noise
sensitivity of portfolios optimized under various risk measures, including the
variance but also absolute deviation, expected shortfall and maximal loss. We
have approached the problem by introducing a global measure of portfolio
sensitivity and testing the various risk measures by considering artificial, sim-
ulated portfolios of varying sizes N and for different lengths T of time series.
Our findings demonstrate that the effect of noise is significant in all the inves-
tigated cases, it strongly depends on the ratio N/T , and actually diverges at
a critical value of N/T that depends on the risk measure in question. We have
determined this critical value for all the four risk measures considered in this
study and found that for the variance and MAD it is N/T = 1, for ML it is 1
2
,
and for ES it is smaller than 1
2
, its precise value depending on the threshold
β, thereby forming a kind of ”phase boundary”, separating the region where,
in the limit N, T → ∞, optimization of the portfolio can be performed with
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probability one, from that where the probability of finding a solution is zero.
We have also studied the smooth transition across this boundary in the case of
expected shortfall and maximal loss for finite values of N and T . Furthermore,
we have measured the mean relative estimation error q¯0 for all four risk mea-
sures, and found that it diverges with a critical exponent -1/2 as we approach
the critical point.
Another, more ”microscopic” aspect of noise sensitivity is the sample to sam-
ple fluctuation of portfolio weights. We found large fluctuations already for
portfolios optimized under variance, but the fluctuations for the other risk
measures are stronger still. The instability of weights is conspicuous if we use
non-overlapping samples; whereas overlapping samples generate autocorrela-
tions and apparent structure in data that are uncorrelated by construction.
We may stop for a moment at this point to muse over whether some of the
apparent regularities we may discern in observing complex systems are not
merely mirages generated by the lack of sufficient information.
It clearly transpires from the present study that the other three risk mea-
sures pose a higher demand for input information than variance: for the same
portfolio size and the same (normal) distribution of returns they require more
data, i.e. longer time series, for them to be competitive. It is evident that for
normally distributed returns and under the sensitivity measure q0, variance is
the best risk measure from the point of view of noise tolerance, which is, in
a sense, a foregone conclusion. As empirical data are neither normal nor sta-
tionary, this ranking may, of course, change according to the given situation,
but we believe that the effect of estimation error on real life portfolio selection
can only be worse than in our artificial world.
Whereas in the case of variance a number of efficient filtering methods have
been developed to mitigate the effect of noise, for alternative risk measures
there are hardly any filtering methods available. In view of the enhanced noise
sensitivity of portfolios optimized under these other risk measures, there is an
obvious need for filtering methods adapted to the specific risk measures in
question.
In order to be able to formulate the main message of the paper, we had to
make serious simplifying assumptions. One of them was the use of Gaussian-
distributed return data. It seems obvious to us that the existence of the phase
transition, which is ultimately due to information deficit, does not depend on
the particular distribution of returns, but it remains to be seen whether fat
tailed (and/or correlated, and/or nonstationary) distributions will change the
universality class of the transition.
Another simplifying feature was the omission of any constraints other than
the budget constraint. It will be interesting to see how the re-introduction of
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the constraint on the expected return will modify the conclusions, especially
as the estimation error of the returns may be far more serious than that of
the covariances.
Perhaps the most unrealistic feature in the above treatment was the lack of
any constraints on the portfolio weights. This goes to the heart of the matter:
a ban on short selling or any other constraint that would make the domain of
the optimization problem finite would evidently prevent the estimation error
from blowing up, just as a finite volume eliminates a real phase transition
in physical systems. As we argued at the end of Section 2, however, finite
volume constraints would not resolve the problem of estimation error. Instead
of running away to infinity along the unstable directions, the weights would
stick to the walls of the allowed domain, in addition, they would jump around
from wall to wall according to the random sample. This kind of behaviour can
not provide a solid basis for rational decision making.
We intend to return to all three of the omitted points mentioned above in a
subsequent work.
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