We report the results of a preliminary nova survey of Local Group dwarf ellipticals. We used the 15' field-of-view CCD camera on the 0.8 m telescope at the Tenagra Observatory to observe M32, NGC 205, NGC 147, and NGC 185 in their entirety every clear night over a 4.5 month interval and discovered one nova in M32 and a candidate nova in NGC 205. The nova in M32 was verified spectroscopically. The nova candidate in NGC 205 had an unusually low peak luminosity (M V = −5.1), and we were unable to obtain spectroscopic verification. Archival HST images provide us with a limit on the outburst amplitude for this object of >4.6 Vmag. These facts prompt us to consider the possibility that this object is not a genuine nova. We report a high bulk nova rate for M32 of 2 The bulk rates we report here are based on Monte Carlo simulations using nova maximum magnitudes and decline rates and individual epoch frame limits. From the Monte Carlo rates, integrated and extinction corrected V-band photometry, and (V-K) 0 colors we derive a luminosity specific nova rate for M32 of 12.0
in M32 and a candidate nova in NGC 205. The nova in M32 was verified spectroscopically. The nova candidate in NGC 205 had an unusually low peak luminosity (M V = −5.1), and we were unable to obtain spectroscopic verification. Archival HST images provide us with a limit on the outburst amplitude for this object of >4.6 Vmag. These facts prompt us to consider the possibility that this object is not a genuine nova. We report a high bulk nova rate for M32 of 2 the NGC 205 nova candidate). The higher combined rate is 2.5σ higher than expected from assuming a constant luminosity specific nova rate as a function of K-band luminosity as derived from more massive galaxies. If the higher rate is confirmed by surveys in subsequent seasons, it would imply that either dwarf el--3 -lipticals have a higher interacting binary fraction than their higher mass counter parts, or that the completeness is higher for these less complex systems and the nova rates for larger, more distant systems are systematically underestimated.
Introduction
Extragalactic novae are potentially important as tracers of close binary stars in other galaxies. Current estimates of the bulk nova rates in galaxies such as M31 (Shafter & Irby 2001 ) of ∼37 yr −1 imply that in a few years the number of observed novae could be quite large for such a system. Novae represent an important complement to the increasing data on extragalactic X-ray binaries afforded by Chandra and XMM. The brightness of the nova outburst (M V of −6 to −10 at maximum) betrays their presence to beyond the Virgo cluster with current telescopes. By observing extragalactic novae it is possible to trace the frequency and distribution of the close binaries that produce them in many extragalactic environments, thus allowing an exploration of close binary populations and the factors that influence their formation.
One of the most basic investigations into these factors is to plot the normalized nova rate versus the luminosity of the host galaxy and see if any trend can be detected. Various versions of this plot have been produced over the years (della Valle et al. 1994; Shafter, Ciardullo, & Pritchet 2000; Ferrarese, Côté, & Jordán 2003) , but systematic effects continue to dominate the published nova rates. We have found that nova rates are subject to biases that tend to underestimate the bulk rate for a given galaxy (Neill & Shara 2004) . Most severe of these biases is the one imposed by telescope scheduling, which, until recently, provided only short, widely spaced runs for sampling nova rates in external galaxies.
We have attempted to overcome this bias by using a dedicated telescope to observe the target galaxy in its entirety, every clear night for many months. Our first survey of this type was of M81 (Neill & Shara 2004) and produced a bulk nova rate 40% higher than previous studies (Shafter, Ciardullo, & Pritchet 2000) . However, we also demonstrated the effects of dust in the disk on the detection of novae in the bulge, implying that our higher bulk rate could be still be low by up to a factor of 2.
-5 -Nearby dwarf ellipticals offer relatively dust-free targets that could potentially be surveyed for novae with close to 100% completeness. Yet, if one examines the plot of normalized nova rate versus galaxy luminosity, such as presented in the references above, it is clear that at the low luminosity end, there is much uncertainty. This is for obvious reasons. In particular, low luminosity systems produce few novae per year and so the sample is small. The low luminosity systems must be nearby and so are often very large and difficult to survey in their entirety (e.g. M33, LMC, SMC).
We took advantage of the availability of telescope time on an hourly basis, provided by the Tenagra observatory, to perform a comprehensive, nightly survey of four local group dwarf galaxies with the aim of refining the nova rates at the low luminosity end. We surveyed M32, NGC 205, NGC 147, and NGC 185 for over four months every clear night.
We are also surveying the LMC with a different telescope, and will present the results from that survey in a subsequent paper.
These surveys will continue for several years and will provide accurate nova rates for the low luminosity systems, allowing us to determine if there is indeed a trend in nova rate with luminosity. In order to constrain binary formation and evolution theory, this kind of survey must be accompanied by comprehensive, densely time-sampled surveys of higher mass galaxies. Only by removing systematic biases can we determine if there is a universal nova rate per unit luminosity, or if the nova rate is influenced by the mass of the host galaxy.
Observations
We used the SITe based 1024x1024 pixel CCD camera on the Tenagra 0.8 m telescope for our observations of the local group dwarfs. This configuration yields a pixel scale of -6 -0" .87 px −1 and a field size of 15' on a side, allowing us to cover each galaxy in its entirety for each epoch of observation.
The majority of the survey observations were taken through a standard Johnson V filter. This filter was chosen to maximize the sensitivity of the telescope and detector combination. Once a nova was discovered, we initiated additional observations through the standard Johnson B filter to derive nova colors. Each individual exposure was 300s, except for M32 which required a shorter exposure time of 150s to avoid saturating the nuclear region. We attempted to have 15 minutes total exposure time per epoch. Most epochs reached this goal, with only a few having less exposure time. The seeing for our observations had a median of 2" .5 and ranged from 1" .7 to 4" .5.
Our survey ran from October 04, 2003 (JD 2452916.8) to February 18, 2004 ) covering a total of 136.8 days. An additional epoch in the I-band was generously obtained for us by John Thorstensen using the Echelle direct CCD camera on the Hiltner 2.4m telescope. In addition, he was able to obtain two spectra using the Modspec on the 2.4m on JD 2453017.60 and two spectra on JD 2453022.60, allowing us to confirm the nature of the M32 nova. We were also fortunate that HST images were available in the archive of both nova positions 1 . For M32 nova 1 we used WFPC2 images taken on JD 2449622 (proposal ID 5464, PI Rich). For NGC 205 nova candidate 1 we used an ACS WFC image taken on JD 2452525 (proposal ID 9448, PI Ferrarese). We also used a 4m
MOSAIC image from the NOAO science archive taken on JD 2452528 (PI Massey). Table 1 summarizes all the observations presented in this paper. 
Reductions
All Tenagra exposures were bias subtracted and flat fielded using the standard tools in IRAF (Tody 1986) . The exposures for a given epoch (6 for M32, 3 for the others)
were then registered and combined to produce a coadded image for each epoch using the following DAOPHOT programs (Stetson 1987) : DAOPHOT to measure the point sources, DAOMATCH and DAOMASTER to derive and refine the transformations, and MONTAGE2 to perform the registration and coaddition. The registration master was chosen to be the best coadded image from the entire set for a given galaxy based on measurements of the seeing in each coadded image over the entire survey. The coaddition process removed all but a few cosmic rays.
The HST images were downloaded from the archive in reduced form. The only processing that was required was to coadd the WFPC2 images to remove cosmic rays. The images were already registered, so this task was easily achieved using the STSDAS wfpc2 combine task. The image from the NOAO science archive required no processing.
The spectra were extracted using the IRAF apsum task, wavelength calibrated using calibration lamps and night sky lines, and flux calibrated using flux standard observations with the same configuration. The wavelengths are accurate to better than 1Å, but the fluxes are probably only good to about 20% due to unknown slit losses.
Nova Detection
The coadded Tenagra images were blinked against each other to detect changing point sources. Nova candidates were required to be observed in at least two epochs and to be missing on an epoch of sufficient depth coverage to confirm its transient nature. We also used the raw images for an epoch to confirm the presence of the candidate in each individual -8 -frame. As a further verification, we checked the images from the archives listed in Table 1, and images from the Digitized Sky Survey 2 .
For the regions of our target galaxies near the nuclei, where the intensity gradient makes detection more difficult, we used the spatial filtering technique described in Neill & Shara (2004) , allowing us to detect novae to within 10" of the nuclei of M32 and NGC 205
and to within 2" of the centers of NGC 147 and NGC 185. This subtraction technique was performed on each coadded image after which they were blinked against each other. For each coadded image of each galaxy we determined the frame limit by using artificial stars and the exact techniques outlined above for detecting the novae. Table 2 gives the positions and number of detections for the novae discovered in this survey. The nova in M32 was discovered first and is shown in outburst in Figure 1 . The nova candidate in NGC 205 is shown in outburst in Figure 2 .
Nova Photometry
Since crowding was not an issue, DAOPHOT aperture photometry was used to measure point source brightnesses in each coadded image. Variable seeing was accounted for by setting the measurement aperture radius in each image to 1/2 the FWHM of the stellar profile to maximize the signal-to-noise ratio. The FWHM was measured from a set of well exposed, isolated stars in each image. with the permission of these institutions.
-9 -Calibration required the use of a diverse set of references. For M32, we used the study of Magnier et al. (1992) which presents BVRI CCD photometry for 361,281 objects in the field of M31 and also includes M32. For NGC 205, the BVRI photometry published in Lee (1996) was used. NGC 147 and NGC 185 were both calibrated using V-band photometry presented in the study of Nowotny el al. (2003) . These studies all made corrections for galactic extinction. In all cases, the epoch with the best photometric conditions was calibrated using stars in common with the references above and then all other epochs were calibrated to the reference epoch. The number of objects used in the calibrations were as follows: over 100 for M32, 8 for NGC 205, 21 for NGC 147, and 19 for NGC 185. In all cases we achieved a photometric accuracy of 0.1 magnitude or better in all filters.
We measured stars in the HST images using very small apertures (1.6px for the WFPC and 1.08px for the ACS). This avoided contamination from cosmic rays (in the ACS image) and contamination due to the crowding at faint magnitudes for both of these images.
Instead of determining aperture corrections and using the standard photometric calibration, we chose to use calibrated reference stars to bootstrap the calibration of our observed magnitudes. We used the same references we used to calibrate the Tenagra images, with considerably fewer objects, due to their smaller fields of view. For M32, only one of the reference stars was available for photometric calibration, while for NGC 205 six stars were available. The NGC 205 calibration has an RMS scatter of 0.2 magnitudes in the V-band.
We assume that the calibration for M32 has a similar error. We checked our calibration against the photometric calibrations from the HST image headers and they agree to within the uncertainties in determining the aperture corrections. Table 3 and Table 4 present our calibrated photometry for both objects at each observed epoch. The errors presented are 1σ internal photometric errors.
-10 - A simple linear fit was made to the decline portion of each light curve in V to calculate the decline rate in m V day −1 . The thin lines in Figure 3 and Figure 4 show the resulting fits. Table 5 presents the properties of the light curves including the rise time and decline rate for each object. The minimum magnitudes were determined from HST observations (see §7).
The Light Curves
We calculated the average B−V color of the novae over the time that they were observed in two colors and present the results in Table 5 , column 5. For M32 nova 1, we used the 9 epochs for which B and V were observed on the same night. This gave <B−V> = 0.14±0.08, which is typical of novae near maximum. Because of bad weather, and the faintness of NGC 205 nova candidate 1, we were unable to get simultaneous B and V measurements. The color we report was derived by using the one B measurement on MJD 53047 and subtracting the average of the two V points on MJD 53046 and MJD 53049. The resulting color for NGC 205 nova candidate 1 is redder than a typical nova (<B−V> = 1.04±0.15), but this could easily be due to short timescale fluctuations during the decline phase.
The light curve of the nova candidate in NGC 205 has a few unusual features. It has a long rise time, and it never reaches an intrinsic luminosity greater than M V = −5.1, which is low for a nova. Bad weather produced less than optimal coverage near the peak and we had to conclude our survey before the candidate had completely faded. Classical novae have been observed to rise quite slowly (see, e.g., nova 29 in Arp 1956 ) and can have quite -11 -inhomogeneous light curves (Arp 1956 ). If we missed the true peak of the candidate and it was only 0.5 mag higher this object would be in the range of the lowest luminosity novae.
Also due to incomplete coverage of the decline portion, the decline rate for this candidate is uncertain and could have been much slower. To bolster the reality of this nova candidate we present a sample of zoomed V-band images in Figure 5 that span the light curve. Each image is labeled with the MJD and can be compared with photometry in Table 4 .
Verifying the Novae
In order to have confidence in our derived nova rates for these galaxies, it is crucial that we be sure that the objects we discovered are indeed novae and not some other kind of variable. Spectroscopy is the best way to verify a nova because of the telltale broad H emission lines. Another way is to place a limit on the amplitude of the outburst.
Verifying M32 Nova 1
Our spectral observations of M32 nova 1 confirm that it is indeed a nova. They show broad Hα and Hβ in emission with a velocity of expansion of 640 km s −1 , typical of a slow classical novae. Figure 6 shows the spectrum taken on JD 2453017.60, roughly ten days after maximum. Emission lines of Fe II can be seen just red-ward of Hβ which is also consistent with it being a typical slow nova. A spectrum taken five days later is nearly identical, an indication of the slow spectral evolution of this nova.
Because M32 is superposed on the outer disk of the larger M31, we also wanted to confirm that this nova did indeed originate in M32. We measured the systemic heliocentric radial velocity of the nova from the Hα lines and found it to have a velocity of −170 ± 6 km s −1 . This is consistent with the radial velocity of M32 (−200 ± 6 km s −1 , Sandage & -12 -Tammann 1981) , if we account for the velocity dispersion of M32 at a radius of 78". The radial velocity of M31 is −297 ± 1 km s −1 (Sandage & Tammann 1981) . The part of M31's disk upon which M32 is superposed is where most of the disk's rotation velocity would be transverse to the line of sight and therefore could not make up the difference in velocity between M31 and the nova. This, combined with the proximity of the nova to the nucleus of M32, argues against it originating in M31.
In addition to these spectral confirmations, we also put a limit on the nova outburst amplitude. To do this, we used the HST WFPC2 observations in V (F555W) taken nearly a decade prior to outburst. We also used the I (F814W) and F1042M images to verify that the progenitor was not a bright red variable. The nova position in all these filters was in the WFPC2 chip WF3.
There were not enough stars in common with our Tenagra observations to allow the precise determination of the position of the nova in the WF3 images directly. We solved this by using the 4m 8k MOSAIC image from the NOAO archive which went deep enough to pick up a significant number of stars from the WF3 images. First, we registered the MOSAIC image to the WF3 image using 17 stars in common with the IRAF geomap task.
This produced a transformation fit with a root mean square (RMS) of 1.0 WF3 pixels.
We refined this transformation locally, in the region of the nova, in the following way. We registered the MOSAIC image to the WF3 image using the above transformation. We then extracted a small subimage surrounding the position of the nova (75x87 WF3 pixels) in the MOSAIC and the WF3 image. The WF3 subimage was convolved with a Gaussian to match the point spread function (PSF) of the MOSAIC image. These two images were then cross correlated to detect any offset. An offset in x of 0.35 px, and in y of -0.70 px, was detected with an accuracy of 0.05 WF3 pixels, which improved the transformation locally by at least a factor of ten.
-13 -We then produced a transformation from each of 14 Tenagra images (with the nova well observed) to the MOSAIC image using over 400 stars in common. This produced transformations with a typical RMS of less than 0.001 MOSAIC pixels. We used the same cross-correlation technique described above but were unable to detect any local offset in these transformations. We transformed the nova positions to the MOSAIC coordinate system and then used the MOSAIC to WF3 transformation, plus the detected offsets, to put the nova positions in the WF3 coordinate system to better than 0.1 WF3 pixels. We then used an error weighted average of the 14 positions to get a final position in the WF3
images. This position had an RMS of 0.04 WF3 pixels. This gives an amplitude of at least 8.7 magnitudes in V for the nova outburst. The WFPC2 I and F1042M images were well registered with the V image and nothing was detected in them at the position of the nova. We conclude, therefore, that M32 nova 1 could not be a bright red variable and is, indeed, a nova.
Verifying NGC 205 Nova Candidate 1
This variable presented more of a challenge. Its faintness precluded spectral observations with the MDM 2.4 m. In this case, the HST observations were examined in an attempt to bolster the nova classification by constraining the outburst amplitude. We were fortunate that the ACS WFC observations of this area included 19 to 21 stars that could be used to directly register the Tenagra images. We chose 5 of these images, in which the -14 -candidate was well observed, to register to the ACS image. Before centroiding objects in the ACS image, we convolved it with a Gaussian of appropriate width to bring the ACS resolution down to the resolution of the Tenagra images. The IRAF task geomap was used to calculate the transformations using a 2nd order polynomial including cross terms.
The average RMS for the 5 transformations was 2 ACS pixels in x and y. We used these transformations to place the candidate in the ACS WFC image. We then calculated the error-weighted average position for the candidate ACS position which had an RMS of 6.4 ACS pixels. To check for local offsets we used two stars within 25" of the candidate that were visible in both the Tenagra and the ACS image. We checked the transformed positions of these stars and computed their error weighted average position, which had an RMS of 2.0 ACS pixels. These average positions showed no local offset with respect to the ACS to 0.5 ACS pixels. The larger scatter in the candidate positions is due to the faintness of the candidate compared with the stars we used for registration. The light curve also eliminates a foreground dwarf nova since these exhibit rise rates much higher than we observe.
A more likely alternative to the nova classification is a microlensing event. The flattening of the light curve after the initial rise starting at JD 2453010 would argue against this classification, however the errors are too large and the coverage near the peak is not good enough to be sure. We must resort to a statistical argument to bolster the claim that this was not a lensing event.
In a recent paper reporting the results of a microlensing survey of M31, Uglesich et al. candidate events in M31 in 100 epochs over a 2 year study covering 0.57 square degrees with a 2.5 m telescope. These studies were concentrated near the center of M31 and comprised a total of over 300 epochs. Our study covered 196 arcmin 2 with a 0.8 m telescope and covered 90 epochs. Ignoring the effects of telescope size and the number of lenses and targets in the survey areas, we can divide out the areal coverage and number of epochs and compute that
we would see about 1 event in our survey. A more realistic measure of the microlensing rate in our survey would have to account for the shallower frame limits provided by a smaller telescope and the much lower number of M31 halo lenses due to the distance from M31 (36.5 arcmin) and the much lower mass of NGC 205. These factors reduce the microlensing rate in our survey by over two orders of magnitude and make it very unlikely that the variable in NGC 205 is a microlensing event.
While the classification of the variable in NGC 205 is not ironclad, it appears that a -16 -classical nova is the most likely one. Because of the uncertainty, we will compute nova rates both with and without the nova candidate in the following sections.
The Nova Rate
A raw bulk nova rate for each galaxy can be obtained simply by dividing the observed number of novae that erupted during the survey by the time covered. This gives R = 1/0.355yr = 2.82 yr −1 for M32 and R = 1/0.375yr = 2.67 yr −1 for NGC 205 (this becomes an upper limit without the nova candidate). For NGC 147 and NGC 185 we can place a limit on the nova rate by saying that it is no greater than the inverse of the survey time. For NGC 147 this gives R < 1/0.315yr = 3.18 yr −1 and for NGC 185 this gives R < 1/0.323yr = 3.10 yr −1 .
The Monte Carlo Approach
Shafter & Irby (2001) describe a Monte Carlo technique which uses the maximum magnitudes and decline rates of novae and their survey faint limit to find the most probable nova rate in their survey region. We used the V-band maximum magnitudes and decline rates reported in Arp (1956) , and Rosino (1973) , combined with our individual epoch frame limits, to perform a similar Monte Carlo experiment to derive nova rates for each galaxy we observed.
This technique makes many independent estimates of the observed nova rate in the given galaxy as a function of the true nova rate [N obs (N t )]. For a given trial estimate of N t , the true rate, we choose a random set of novae (which specify the maximum magnitudes and decline rates of real novae) and outburst times and use the frame limits to calculate the number of observed novae, using the candidate criteria described above. We repeat this -17 -10 5 times and record how many times we recover the number of nova candidates actually observed in that galaxy. The estimate of the true nova rate N t is then incremented and the process is repeated. This produces a probability distribution for N t in the given galaxy.
The best estimate for N t is that which corresponds to the peak of this distribution. Figure 9 shows the probability distributions for each galaxy. The shapes of the probability distributions depend on the number of novae observed in each galaxy and the temporal distribution and depths of the galaxy's survey epochs. The range encompassing half of the probability distribution surrounding the peak is indicated by the solid horizontal lines and defines the error limits for the bulk nova rates reported in the figure. For NGC 205, we overplotted the 'no nova' probability distribution as the thinner solid line.
Column 2 of Table 6 presents the results of the simulations for each of the galaxies. A total value for all the local group dwarf ellipticals surveyed is presented at the bottom of the table both with and without the nova candidate in NGC 205.
The Luminosity Specific Nova Rate
To facilitate the comparison of nova rates across a broad range of galaxy luminosities a suitable normalization must be found. The infrared is used as a measure of stellar mass to avoid large fluctuations due to a few bright blue stars. The 2MASS offers a consistent photometric system for this normalization, however Ferrarese, Côté, & Jordán (2003) found discrepancies between the K-band magnitudes from the 2MASS Large Galaxy Atlas (Jarrett et al. 2003) and those derived from integrated optical magnitudes and optical to infrared colors. We chose to use the integrated, extinction corrected V-band magnitudes from de Vaucouleurs et al. (1991) and (V−K) 0 colors from Aaronson (1978) and Frogel, Persson, Table 6 lists the relevant data and references for M81 and the four dwarf ellipticals of this study. We included the 2MASS K-band magnitudes, after correcting for galactic extinction, to compare with the K-band magnitudes derived from the optical magnitudes can be drawn. If a higher rate for the Local Group dEs is verified in future surveys there are two possible explanations. Either the interacting binary fraction is higher for these systems than for higher mass systems, or the completeness is higher due to their proximity and lack of dust.
-19 -
Future Work
It is important to improve the statistics for these low mass, nearby systems. We will continue to monitor M32, NGC 205, NGC 147, and NGC 185 for several years. The nova candidate we discovered in NGC 205 would be the lowest luminosity nova ever seen, if verified. It is possible this nova candidate represents a population of low luminosity novae with M V ∼ -5.0. The implication is that faint novae are being missed in surveys of more distant, larger, and dustier systems producing a systematic underestimate of the nova rates in these systems. It is crucial to continue to survey nearby systems where we can more easily detect these low luminosity novae and to acquire a spectrum during outburst of one of them to verify the nova classification.
Eliminating systematic errors in bulk nova rates is essential to using the LSNR vs.
luminosity diagram to determine the factors that influence the formation and evolution of the close, interacting binaries that produce novae. With large-format cameras and the availability of service telescope time on a nightly basis, we can determine precise nova rates and distributions for these nearby small systems. We must also complement this with the best rates and distributions possible for larger, more distant systems. If the low luminosity nova candidate we discovered in NGC 205 represents a new nova population, we must be sure to sample this population in nova surveys of the larger, more distant systems. This will be observationally expensive. We are very grateful to John Thorstensen for obtaining the spectra of M32 nova 1, allowing us to confirm its nature. We are also thankful to him for obtaining and astrometrically calibrating the I-band epoch of this nova, allowing us to refine its position.
We acknowledge the valuable assistance of the Tenagra Observatory team, Michael Schwartz, and Paulo Holvorcem, in determining coordinates for the novae and in preparing the IAU circulars announcing their discovery. We also thank the anonymous referee for valuable comments on the manuscript. -42 - 
