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Abstract
We consider an estimation problem for time dependent spatial signal observed in a presence of
additive cylindrical Gaussian white noise of a small intensity . Under known a priori smoothness
of the signal estimators with asymptotically the best in the mimimax sense risk convergence rate
in  to zero are proposed. Moreover, on-line estimators for the signal and its derivatives in t are
also created. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Nonparametric estimation problems for functions of n arguments were considered
in many publications devoted to an evaluation of the probabilistic density and regres-
sion functions. We mention here the papers (Stone, 1982; Ibragimov and Khasminskii,
1981a,b, 1990; Nussbaum, 1986) and others can be found therein. It was shown in
(Ibragimov and Khasminskii, 1981a,b) that an accuracy of the estimation performance
for a density function f(x); x∈Rn obeying partial (in Lp-norm, p¿ 2) Sobolev’s
derivative (D
qxq f)16q6n be characterized with help of the parameter accumulated in-
formation on all derivatives

˜=

 n∑
q=1
1

q


−1
: (1)
Nussbaum (1983) analysed an estimation problem of a signal S(x); x∈ [0; 1]n
observable in a presence of Gaussian white noise (GWN) of a small intensity  under
assumptions that the signal is 1-periodic in each argument and possesses
partial Sobolev’s derivatives (D
qxq S(x))16q6n with ‖S‖2
 :=
∑n
q=1 ‖D
qxq S‖26P (P is a
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prescribed constant). With help of Pinsker’s results, (Pinsker, 1980) it was shown
in (Nussbaum, 1983) that the best in the mimimax sense for  → 0 quadratic risk
is C(P; 
)4
˜=(2
˜+1)(1 + o(1)) with 
˜ from (1) and even the best in mimimax sense
constant C(P; 
) was found.
The goal of this paper is to consider an analogous problem for time dependent
signal S(t; x); t ∈ [0; T ]; x∈ [0; 1]n. As in (Nussbaum, 1983), we assume that S(t; x) is
1-periodic in each argument of the vector x=(x1; : : : ; xn) and obeys the above-mentioned
Sobolev’s smoothness. We assume also that S(t; x) obeys Sobolev’s smoothness in t
with known parameter 
0 (periodicity in t is not natural here). Under these assumptions
we propose two approaches to estimation of S(t; x). In Sections 3 and 4 we consider
a ‘symbiosis’ of the Chentsov projection (see, e.g. Ibragimov and Khasminskii, 1990)
with a kernel estimator. We prove that the optimal in a sense of (Ibragimov and Khas-
minskii, 1981a,b; Nussbaum, 1983) rate of convergence for the mean square risk can
be achieved for a proper choice of parameters. Further applying result from (Chow et
al., 1997), in Section 5 we propose a ‘symbiosis’ of the Chentsov projection with the
Kalman type on-line estimators which achieves the same rate in  for the mean square
risk.
Symbolically, a model of observation is described as: for t ¿ 0
Y (dt; dx)= S(t; x) dtdx + W (dt; dx); (2)
where  is a small parameter, W (dt; dx) is a cylindrical orthogonal Gaussian random
measure. As was mentioned above S(t; x) is the 1-periodic function in each component
of x=(x1; : : : ; xn) and so S(t; x) is presented in a form of Fourier series (i=
√−1)
S(t; x)=
∑
j
Sj(t) e2i〈 j; x〉; (3)
where j=(j1; : : : ; jn) is a multi-index and 〈 j; x〉=
∑n
q=1 jqxq. Following (2) an infor-
mation on any Fourier coeLcient Sj(t)=
∫
[0;1]n S(t; x) e
−2i〈 j; x〉 dx is contained in an
observable component Y j with
dY j (t)=
∫
[0;1]n
e−2i〈 j; x〉Y (dt; dx):
On the other hand, since the cylindrical orthogonal Gaussian random measure W (dt; dx)
can be formally presented as (see e.g., Bogachev, 1998; DaPrato and Zabczyk, 1992)
W (dt; dx)=
∑
j
e−2i〈 j; x〉 dWj(t) dx (4)
with Wj(t)’s are independent standard Wiener processes, we have the following models
for the observation of components Sj(t)’s
dY j (t)= Sj(t) dt + dWj(t): (5)
If estimator for Sj(t), say NSj(t), are found for every j, one can create estimator for
S(t; x) as follows:
NSN (t; x)=
∑
j∈N
NSj(t)e2i〈 j; x〉; (6)
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where N is a Onite set of multi-indices. We characterize the set N by multi-index N
with positive components N1; : : : ; Nn so that
N= {j: |jq|6Nq; q=1; : : : ; n}: (7)
We use the Parzen–Rosenblatt kernel and Kalman type estimators (see Chow et al.,
1997) for the estimation of every Fourier coeLcient Sj(t) via the observation process
Y j (t) deOned in (5). The Kalman type estimator is close for small  to a kernel estima-
tor, but the essential diPerence is: in general kernel estimator for f(t+) does not use
the estimator for f(t) even for 1 in spite of the fact that f(t) has some prescribed
smoothness. Contrary, the well-known property for a Kalman type estimator is: estima-
tion of f(t + ) and its derivatives are small corrections (based on new observations)
of estimators f(t) and its derivatives. Additionally, in contrast to the kernel estimator,
which becomes more and more cumbersome with growing the smoothness parameter

0 (see, e.g., condition (2) for the kernel choice in Section 4), the Kalman type esti-
mator possesses a simple structure and is easy implemented for any 
0 although with
growing 
0 the vector of tracking components grows as well in accordance with the
number of tracked derivatives. We believe that the above-mentioned advantages make
the Kalman estimator more attractive in some applications.
The paper is organized as follows. Section 2 contains main assumptions and addi-
tional description of Gaussian random measure. Sections 3 and 4 deal with an analysis
of the projection error and the kernel-projection estimator. In Section 5 the Kalman
type estimator is presented and studied.
2. Preliminaries and assumptions
2.1. Gaussian random measure and observation process
As was mentioned in the Introduction W (: ; :); deOned in (4), is the cylindrical
orthogonal random measure, i.e. for any time intervals and sets ; 1; 2 from the
Borel -algebra on [0; 1]n
EW ([0; t]× )= 0
EW ([t′1; t
′′
1 ]× 1)W ([t′2; t′′2 ]× 2)= ([t′1; t′′1 ] ∩ [t′2; t′′2 ])(1 ∩ 2);
where  is Lebesgue measure on [0; 1]n. As usual, we understand (2) in a generalized
sense: for f(t; x) with
∫ T
0
∫
[0;1]n f
2(t; x) dt dx¡∞∫ T
0
∫
[0;1]n
f(t; x)Y (dt; dx) =
∫ T
0
∫
[0;1]n
f(t; x)S(t; x) dtdx
+ 
∫ T
0
∫
[0;1]n
f(t; x)W (dt; dx)
that is the observable elements are treated as linear functionals and so processes Y j (t)’s
(see (5)) are correctly deOned.
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2.2. Assumptions
We Ox here assumptions for the signal S(t; x). For any T ¿ 0 the series in (3) con-
verges in L2[0;1]n×[0;T ] norm. The function S(t; x) is assumed to be smooth in
all arguments; the diPerentiability in t is comprehended in L2[0;1]n norm and in x in
L2[0;T ] one.
2.2.1. Smoothness in t
(A.1) S(t; x) is k times diPerentiable in t and Dkt S(t; x)= @
kS(t; x)=@tk is HRolder
continuous in L2[0;1]n norm with parameter  (6 1)
‖Dkt S(t + h; :)− Dkt S(t; :)‖2L2[0; 1]n 6L0|h|
2 :
The parameter 
0 = k +  characterizes a smoothness in t of S(t; x).
2.2.2. Smoothness in x
S(t; x) is kq times diPerentiable in xq; q=1; : : : ; n and every partial derivative
DkqxqS(t; x) is HRolder continuous in L
2
[0;T ] norm with parameter  q(6 1)
‖DkqxqS(: : : ; xq + h; : : :)− DkqxqS(: : : ; xq; : : :)‖2L2[0; T ]6Lq|h|
2 q : (8)
The parameters 
q= kq +  q; q=1; : : : ; n characterize a smoothness of S(t; x) in xq.
We use in the sequel slightly diPerent assumption which provides (8):
(A.2) For q=1; : : : ; n
sup
t6T
‖D
qxq S(t; x)‖2L2[0; 1]n = supt6T
∑
j
|2jq|2
q |Sj(t)|26Lq ¡∞:
Remark 1. In this paper we analyse the estimation problem from point of view of the
convergence rate in  to zero for the estimation risks. So parameters L0; : : : ; Ln, being
essential in a description of the estimation risks, involve only in scale parameters in
formulas for the rate in .
Analogously to (1) the smoothness of S(t; x) in t; x1; : : : ; xn is characterized by the
parameter

=

 n∑
q=0
1

q


−1
: (9)
Assumptions (A.1) and (A.2) involve in all lemmas, so to avoid a congestion with
details in lemmas formulations they are omitted sometimes to mention.
2.3. Generic constant
All results of this paper possess an asymptotical character with respect to a small
parameter . As a result of that all constants independent of  are denoted by a generic
letter C. The constant C may depend on T and parameters L0; : : : ; Ln.
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3. Projection error
Recall that the set N is deOned in (7) and introduce a projection of the signal
S(t; x) on a Onite-dimensional space
SN (t; x)=
∑
j∈N
Sj(t)e2i〈 j; x〉: (10)
In the sequel, it is necessary to have an upper bound for L2[0;1]n -norm of a projection
error
EN (t; x)= S(t; x)− SN (t; x): (11)
A result formulated in Lemma below is well known (see e.g., Ibragimov and Khas-
minskii, 1990).
Lemma 3.1. Under the condition (A:2)
sup
t6T
‖EN (t; ∗)‖2L2[0; 1]n 6C
n∑
q=1
1
N 2
qq
:
Proof. We use supt6T‖EN (t; ∗)‖2L2[0; 1]n 6
∑n
q=1 supt6T
∑
|jq|¿Nq |Sj(t)|2. (A.2) makes
sensible an upper bound supt6T
∑
|jq|¿Nq |Sj(t)|26 1=(N
2
q
q ) supt6T
∑
j |jq|2
q |Sj(t)|2.
So, we get
sup
t6T
‖EN (t; ∗)‖2L2[0; 1]n 6
n∑
q=1
1
N 2
qq
sup
t6T
∑
j
|jq|2
q |Sj(t)|2
and the result holds.
4. Kernel-projection estimator
For Sj(t) with t ∈ [0; T ] we use an estimator (with a kernel K and bandwidth )
Sˆj(; t)=
∫ T
0
1

K
(
t − s

)
dY j (s): (12)
Due to (Rosenblatt, 1956; Parzen, 1962) (see also e.g. Ibragimov and Khasminskii,
1981a,b, 1980) we choose a kernel K with the following properties:
(1) K is continuous function, K(t) ≡ 0; t ∈ [− c0; c0] for some c0¿ 0.
(2)
∫
R K(t) dt=1 and
∫
R t
pK(t) dt=0; p=1; : : : ; k.
We use
Sˆ;N (t; x)=
∑
j∈N
Sˆj(; t)e2i〈 j; x〉 (13)
as the kernel-projection estimator for the signal S(t; x). A suitable choice of the
multi-index N involved in N is proposed below. Since
‖Sˆ;N (t; ∗)− S(t; ∗)‖2L2[0; 1]n = ‖Sˆ;N (t; ∗)− SN (t; ∗)‖
2
L2[0; 1]n
+ ‖S(t; ∗)− SN (t; ∗)‖2L2[0; 1]n ;
166 P.-L. Chow et al. / Stochastic Processes and their Applications 96 (2001) 161–175
due to Lemma 3.1 we have
‖Sˆ;N (t; ∗)− S(t; ∗)‖2L2[0; 1]n 6 ‖Sˆ;N (t; ∗)− SN (t; ∗)‖
2
L2[0; 1]n
+ C
n∑
q=1
1
N 2
qq
: (14)
Following to the corresponding results in (Ibragimov and Khasminskii, 1981a,b, 1980)
we Ond now the upper bound for the mean square error E‖Sˆ;N (t; ∗)− SN (t; ∗)‖2L2[0; 1]n .
Lemma 4.1. With c0 involved in property (1) for the kernel K the following upper
bound is valid: for t ∈ [c0; T − c0] there exists a constant C independent of  so
that
E‖Sˆ;N (t; ∗)− SN (t; ∗)‖2L2[0; 1]n 6C

2
 + 2

n∏
q=1
Nq

 : (15)
Proof. We apply an obvious inequality
E‖Sˆ;N (t; ∗)− SN (t; ∗)‖2L2[0; 1]n 6 2E‖Sˆ;N (t; ∗)− ESˆ;N (t; ∗)‖
2
L2[0; 1]n
+2‖ESˆ;N (t; ∗)− SN (t; ∗)‖2L2[0; 1]n : (16)
To evaluate above the Orst term on the right hand side in (16), we use of an obvious
equality Sˆ;N (t; x)− ESˆ;N (t; x)= 
∑
j∈N
∫ T
0 1=K((t − s)=)e2i〈 j; x〉 dWj(s).
The independence of Wiener processes Wj(t)’s provides
E‖Sˆ;N (t; ∗)− ESˆ;N (t; ∗)‖2L2[0; 1]n =
2
2
∑
j∈N
∫ T
0
K2
(
t − s

)
ds
6
2
2
∑
j∈N
∫
R
K2
(
t − s

)
ds
=
2
2
∑
j∈N
∫
R
K2(u) du
=
(
2n
∫
R
K2(u) du
)
2

n∏
q=1
Nq: (17)
Now, taking into account (A.1) and following (Ibragimov and Khasminskii, 1981a,b),
for t ∈ [c0; T − c0] we Ond
‖SN (t; ∗)− ESˆ;N (t; ∗)‖2L2[0; 1]n =
∑
j∈N
(∫ T
0
1

K
(
t − s

)
(Sj(t)− Sj(s)) ds
)2
=
∑
j∈N
(∫
R
K(u)(Sj(t)− Sj(t − u)) ds
)2
6C2
0 : (18)
The assertion of the lemma follows from (18) and (16).
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Theorem 4.1. Let S(:) satisfy the conditions (A:1) and (A:2). Then for
=   2
=(
0(2
+1)); Nq=Nq  −2
=(
q(2
+1)); q=1; : : : ; n; (19)
the mean square error for the estimator de9ned in (13) with  and Nq’s replaced by
 and Nq ’s; respectively; is evaluated above as: for any t from interval [C
2
=(
0(2
+1));
T − C2
=(
0(2
+1))]
E‖Sˆ ;N (t; ∗)− S(t; ∗)‖2L2[0; 1]n 6C
4
=(2
+1): (20)
Proof. For any ; Nq’s and t ∈ [c0; T − c0] Lemmas 3.1 and 4.1 provide
E‖Sˆ;N (t; ∗)− S(t; ∗)‖2L2[0; 1]n 6C

 2

n∏
q=1
Nq + 2
0 +
n∑
q=1
1
N 2
qq


while the above-mentioned choice of  and Nq ’s implies (20).
Remark 2. One can create a kernel estimator so that (20) holds uniformly in t ∈ [0; T ].
For instance the use of two estimators with kernels K1 and K2 supported on R+
and R− applied for 06 t6T=2 and T=26 t6T respectively gives the desired
ePect.
Remark 3. The estimator Sˆ ;N (t; ∗) is the Gaussian random Oeld. So it is readily to
verify that suitable upper bounds are valid also for the risks deOned as some power of
Lp-norm of the deviation Sˆ ;N (t; ∗) − S(t; ∗); p¿ 2, see Ibragimov and Khasminskii
(1990).
Remark 4. It is well known (see e.g. Nussbaum, 1983) that the rate of convergence
risks to 0 given in (20) cannot be improved uniformly in the class of functions
satisfying the conditions (A.1) and (A.2).
5. On-line estimator
5.1. Preliminaries
Following (Chow et al., 1997) we apply on-line estimator for tracking coeLcient
Sj(t) and its derivatives S
(p)
j (t)= d
pSj(t)=(dtp); p=1; : : : ; k. This estimator has a struc-
ture of the Kalman Olter
dS˜j(t)= S˜
(1)
j (t) dt +
r1
2=(2
′+1)
(dY j (t)− S˜j(t) dt)
dS˜
(p)
j (t)= S˜
(p+1)
j (t) dt +
rp+1
2(p+1)=(2
′+1)
(dY j (t)− S˜j(t) dt); p=1; : : : ; k
dS˜
(k)
j (t)=
rk+1
2(k+1)=(2
′+1)
(dY j (t)− S˜j(t) dt); (21)
168 P.-L. Chow et al. / Stochastic Processes and their Applications 96 (2001) 161–175
subject to deterministic initial conditions S˜j(0); S˜
(p)
j (0); p=1; : : : ; k such that for some
c¿ 0
∑
j

S˜2j (0) + k∑
p=1
(S˜
(p)
j (0))
2

6 c: (22)
Here S˜
(p)
j (t) is estimator for S
(p)
j (t); p=1; : : : ; k and

′=
(1 + 2
)
0 − 

2

(23)
(the choice of such 
′ is explained in Lemma 5.1). We also Ox the following
assumption.
(Q) Parameters r1; : : : ; rk+1 are chosen such that all roots of the polynomial
pk(u)= uk+1 + r0uk + r1uk−1 + · · ·+ rk−1u+ rk (24)
have negative real parts.
To analyse the estimator (S˜j(t); S˜
(1)
j (t); : : : ; S˜
(k)
j (t)), we exploit a result from (Chow
et al., 1997). It is obvious that the errors
(j(t)= S˜j(t)− Sj(t) and (pj (t)= S˜
(p)
j (t)− S(p)j (t); p=1; : : : ; k (25)
are deOned by the following equations
(j(t)=(j(0) +
∫ t
0
(
(1j (s)−
r1
2=(2
′+1)
(j(s)
)
ds+
r1
2=(2
′+1)
Wj(t);
(pj (t) =(
p
j (0) +
∫ t
0
(
(p+1j (s)−
rp+1
2(p+1)=(2
′+1)
(j(s)
)
ds
+
rp+1
2(p+1)=(2
′+1)
Wj(t); p=1; : : : ; k;
(kj (t) =(
k
j (0)−
∫ t
0
rk+1
2(k+1)=(2
′+1)
(j(s) ds+
rk+1
2(k+1)=(2
′+1)
Wj(t)
− (S(k)j (t)− S(k)j (0)):
Set Wj (t)= 
−1=(2
′+1)Wj(t2=(2

′+1)) and note that, whereas E(Wj (t))
2 ≡ t, it is a
Wiener process.
Then the latter equations for the rescaled errors
uj(t)=
(j(t2=(2

′+1))
2
′=(2
′+1)
and upj (t)=
(pj (t
2=(2
′+1))
2(
′−p)=(2
′+1)
; p=1; : : : ; k (26)
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are transformed into
uj(t)= uj(0) +
∫ t
0
(u1j (s)− r1uj(s)) ds+ r1Wj (t);
upj (t)= u
p
j (0) +
∫ t
0
(up+1j (s)− rp+1uj(s)) ds+ rp+1Wj (t); p=1; : : : ; k − 1;
ukj (t)= u
k
j (0) +
∫ t
0
rk+1uj(s) ds+ rk+1Wj (t)−
S(k)j (t
2=(2
′+1))− S(k)j (0)
2(
′−k)=(2
′+1)
:
Further, (A.1) provides
|S(k)j (t2=(2

′+1))− S(k)j (0)|
2(
′−k)=(2
′+1)
6L1=20 t
 2( +k−

′)=(2
′+1): (27)
We introduce matrices and vectors
a=


0 1 0 0 : : : 0
0 0 1 0 : : : 0
...
0 0 0 0 : : : 1
0 0 0 0 : : : 0


(k+1)×(k+1)
;R=


r1
r2
...
rk
rk+1


(k+1)×1
; b=


0
...
0
1


(k+1)×1
;
A=( 1 0 : : : 0 )1×(k+1); uj(t)=


uj(t)
u1j (t)
...
ukj (t)


(k+1)×1
; aR= a− (RA)(k+1)×(k+1)
and rewrite (27) into the following vector-matrix form
uj(t)= uj(0) +
∫ t
0
aRuj(s) ds+RWj (t)− b
S(k)j (t
2=(2
′+1))− S(k)j (0)
2(
′−k)=(2
′+1)
: (28)
Following Lemma 3.1 in (Chow et al., 1997), we claim that the eigenvalues of matrix
aR coincide with the roots of the polynomial pk(u) from (24), i.e. all eigenvalues
of this matrix have negative real parts; let −+◦ be the maximal real part of these
eigenvalues.
5.2. Choice of 
′
We use (28), to choose 
′. To this end we introduce a “stochastic part” of uj(t) :
nj(t)= uj(t)− Euj(t). It is clear that the process nj(t) is deOned by the Itoˆ equation
nj(t)=
∫ t
0
aRnj(s) ds+RWj (t): (29)
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Since eigenvalues of the matrix aR have negative real parts, following the proof of
Theorem 1:1 from (Chow et al., 1997) we obtain
E‖nj(t)‖26C
∫ ∞
0
(1 + s2k)e−2+0s ds: (30)
Therefore, taking into account (26), we Ond
E‖(j(t)− E(j(t)‖26C4
′=(2
′+1): (31)
With N introduced in Theorem 4.1 deOne the estimator
S˜N (t; x)=
∑
j∈N
S˜j(t)e2i〈 j; x〉: (32)
Lemma 5.1. Let N be chosen in compliance with (19) and (Q) be held. Then with

′ given in (23)
E‖S˜N (t; ∗)− ES˜N(t; ∗)‖2L2[0; 1]n 6C
4
=(2
+1):
Proof. The above-obtained bound (31) provides (recall
∑n
q=1 1=
q=1=
 − 1=
0)
E‖S˜N (t; x)− ES˜N(t; x)‖2L2[0; 1]n 6C
4
′=(2
′+1)
∑
j∈N
1
6C4

′=(2
′+1)
n∏
q=1
Nq
6C4

′=(2
′+1)
n∏
q=1
−2
=(
q(2
+1))
= C4

′=(2
′+1)−2
=(2
+1)(1=
−1=
0):
Hence, with chosen 
′ we have 4
′=(2
′+1)−2
=(2
+1)(1=
−1=
0)= 4
=(2
+1).
5.3. Upper bound for the norm of bias
Hereafter, we use the estimator S˜N (t; x) with 
′ and N deOned in (23) and (19)
respectively. By the deOnition,
ES˜N(t; x)− S(t; x)= (ES˜N(t; x)− SN(t; x))− EN(t; x);
where EN(t; x) is the projection error (see (11)) with chosen N, the bias of this
estimate. By virtue of Lemma 3.1 with N =N we have (with C depending on T )
sup
t6T
‖EN (t; ∗)‖2L2[0; 1]n 6C
4
=(2
+1): (33)
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Lemma 5.2. Under the assumptions of Lemma 5:1; for any t from the interval
[C2
=((2
+1)
0) log(1=); T ] it holds
‖S(t; ∗)− ES˜N(t; ∗)‖2L2[0; 1]n 6C
4
=(2
+1):
Proof. By virtue of (33) it suLces to show that
‖SN(t; ∗)− ES˜N(t; ∗)‖2L2[0; 1]n 6C
4
=(2
+1): (34)
To this end, set
v(t; x)=


SN (t
2=(2
′+1) ; x)−ES˜N (t2=(2

′+1) ; x)
2
′ =(2
′+1)
S(1)N (t
2=(2
′+1) ; x)−ES˜(1)N (t2=(2

′+1) ; x)
2(
′−1)=(2
′+1)
: : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
S(k)N (t
2=(2
′+1) ; x)−ES˜(k)N (t2=(2

′+1) ; x)
2(
′−k)=(2
′+1)


(35)
L(t2=(2

′+1); x)=− b
∑
j∈N
S(k)j (t
2=(2
′+1))− S(k)j (0)
2(
′−k)=(2
′+1)
e2i〈j; x〉: (36)
Taking into account (26) and (28), (29) we arrive at the integral equation
v(t; x)= v(0; x) +
∫ t
0
aRv(s; x) ds+ L(t2=(2

′+1); x): (37)
DeOne now vectors v0(t; x) and M (t; x) as solutions of integral equations
v0(t; x)= v(0; x) +
∫ t
0
aRv0(s; x) ds;
M (t; x)=L(t2=(2

′+1); x) +
∫ t
0
aRM (s; x) ds; (38)
where
v0(0; x)= v(0; x)=


SN (0; x)−S˜N (0; x)
2
′ =(2
′+1)
S(1)
N (0; x)−S˜
(1)
N (0; x)
2(
′−1)=(2
′+1)
·
·
·
S(k)
N (0; x)−S˜
(k)
N (0; x)
2(
′−k)=(2
′+1)


; S˜N(0; x)=
∑
j∈N
S˜j(0)e2i〈 j; x〉
and for p=1; : : : ; k; S˜
(p)
N(0; x)=
∑
j∈N S˜
(p)
j (0)e
2i〈 j; x〉. It is readily to verify that
v(t; x)= v0(t; x) +M (t; x). Estimate now from above the values of ‖v0(t; ∗)‖2L2[0; 1]n and
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‖M 0(t; ∗)‖2L2[0; 1]n . To Ond these upper bounds, we use the explicit form of solutions
corresponding to the above-mentioned integral equations:
v0(t; x)= exp(taR)v0(0; x);
M (t; x)=L(t2=(2

′+1); x) +
∫ t
0
exp(saR)aRL((t − s)2=(2
′+1); x) ds:
Also we recall that eigenvalues of the matrix aR have negative real parts for all its
eigenvalues (−+◦ designates the maximal real part). So there exists a positive constant
c2 such that
‖exp{taR}‖26 c2(1 + t2k)e−2+◦t : (39)
and (I is the identity matrix)∥∥∥∥
∫ t
0
exp{(t − s)aR}aRds+ I
∥∥∥∥
2
6 c2(1 + t2k)e−2+
◦t : (40)
It is clear that ‖v0(t; ∗)‖2L2[0; 1]n6‖v
0(0; ∗)‖2L2[0; 1]n ‖e
aRt‖2. Further, S˜j(0); S˜(p)j (0); p=1; : : : ; k
meet the condition given in (22), that is for some constant c we have
∑
j∈N ‖S˜j(0)‖2+∑n
p=1
∑
j∈N ‖S˜
(p)
j (0)‖26 c. Therefore, we get for t¿ c1 log(1=) (with generic
constant c1)
‖v0(t; ∗)‖2L2[0; 1]n 6C(1 + t
2k)e−2+
◦t−4

′=(2
′+1)6C (41)
(hereafter C is a generic constant). To get an upper bound for ‖M (t; ∗)‖2L2
[0; 1]2
, we
use an obvious representation
M (t; x) =
∫ t
0
exp(saR)aR(L((t − s)2=(2
′+1); x))− L(t2=(2
′+1); x) ds
+L(t2=(2

′+1); x)
[(
I +
∫ t
0
exp((t − s)aR)aR ds
)
and the following estimates (see (A:1), (35) and use 
0 =  + k):
‖L((t − s)2=(2
′+1); ∗)− L(t2=(2
′+1); ∗)‖2L2[0; 1]n 6L0|s|
2 4(
0−

′)=(2
′+1):
(42)
Hence
‖M (t; ∗)‖2L2[0; 1]n 6C
(
‖aR‖2
∫ ∞
0
s2 (1 + s2k)e−2+
◦s ds
+ t2 (1 + t2k)e−2+
◦t
)
4(
0−

′)=(2
′+1)6C4(
0−

′)=2
′+1: (43)
Thus, from (41), (43) and the fact that 
′¿
0 (see (2:2) and (23)) we arrive at the
following upper bound for t¿ c1 log(1=)
‖v(t; ∗)‖2L2[0; 1]n 6C
4(
0−
′)=2
′+1:
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Therefore for t¿ c12=(2

′+1) log(1=)= c12
=((1+2
)
0) log(1=) we have
‖SN(t; ∗)− ES˜N(t; ∗)‖2L2[0; 1]n 6C
4
′=(2
′+1)4(
0−

′)=(2
′+1) =C4
0=(2

′+1):
On the other hand, with 
′ deOned in (23), we have 2
′ + 1= 
0(2
 + 1)=
, that is
4
0
2
′+1 =
4

2
+1 .
Thus, the desired conclusion holds.
5.4. On-line estimator for S(t; x)
Theorem 5.1. Assume (A:1); (A:2); (Q) and take N satisfying (19).
Then for any t from the interval [C2
=(2
+1)
0 log(1=); T ] it holds
E‖S(t; ∗)− S˜N (t; ∗)‖2L2[0; 1]n 6C
4
=(2
+1):
Proof. The desired statement is provided by Lemmas 5.1 and 5.2.
5.5. On-line estimators for time derivatives of S(t; x)
It is clear that derivatives Dpt S(t; x)=
∑
j S
(p)
j (t)e
2i〈 j; x〉; p=1; : : : ; k are well de-
Oned provided that
∑
j |S(p)j (t)|2¡∞, p=1; : : : ; k; t ¿ 0. Here, we introduce stronger
condition
sup
t6T
∑
j
|S(p)j (t)|2¡C; p=1; : : : ; k; T ¿ 0: (44)
With N from (19) and 
′ from (23) we create the on-line estimator
S˜
(p)
N (t; x)=
∑
j∈N
S˜
(p)
j (t)e
2i〈 j; x〉; (45)
where S˜
(p)
j (t)’s are deOned in (21). Denote
/p=1− p
0 (46)
and assume also that Dpt S(t; x) := S(p)(t; x) have bounded Sobolev’s derivatives of the
orders /p
q in xq, i.e.
sup
t6T
∑
j
|jq|2/p
q |S(p)j (t)|2¡C; T ¿ 0; p=1; : : : ; k: (47)
Theorem 5.2. Assume (A:1); (A:2); (Q); (44); (47) and take N satisfying (19). Then
for any t from the interval [C2
=(2
+1)
0 log(1=); T ]
E‖S(p)(t; ∗)− S˜(p)N (t; ∗)‖2L2[0; 1]n 6C
4
=(2
+1)(1−p=
0); p=1; : : : ; k:
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Proof. Similarly to the proof of Lemma 5.1, we Ond the upper bound
E‖S˜(p)N (t; ∗)− ES˜
(p)
N (t; ∗)‖2L2[0; 1]n 6C
4(
′−p)=2
′+1−2
=(2
+1)(1=
−1=
0)
= C4
=(2
+1)(1−p=
0): (48)
Further, similarly to (34) for any t from the interval [C2=(2

′+1)log(1=); T ] we Ond
sup
t6T
‖S(p)N (t; ∗)− ES˜
(p)
N (t; ∗)‖2L2[0; 1]n 6C
4(
′−p)=2
′+14(
0−

′)=2
′+1
= C4
=(2
+1)(1−p=
0): (49)
Finally, from (47) and Lemma 3.1 we deduce that
sup
t6T
‖S(p)N (t; ∗)− S(p)(t; ∗)‖26C
n∑
q=1
1
(Nq)2/p
q
=C4/p
=(2
+1): (50)
Thus, the assertion of the theorem is implied by the equality 2=(2
′+1)=2
=(2
+1)
0
and (48)–(50).
Corollary 1. If (47) is valid only for p6p◦(p◦¡k); then the statement of the
theorem remains valid for any p6p◦ as well.
5.6. Concluding remark
It was mentioned in Remark 4 that the rate of convergence risk to 0 (as  → 0)
in Theorem 4.1, and so in Theorem 5.1, cannot be exceeded by any other estimator
of S(t; x), what follows from the lower bound in (Nussbaum, 1983). The lower bound
for the risks in L2[0;1]n -norm for D
p
t S(t; x) can be found by applying approach from
Ibragimov and Khasminskii, 1981a,b, 1990. Here we formulate (without proof) the
appropriate result; analogous result is proven in (Chow et al., 1999), Theorem 3:2, for
the loss function l(−/‖S˜(p)(t; x)−Dpt S(t; x)‖), where l(:) is a nondecreasing function
with l(0)= 0; l(:) : R+ → R+ and parameter / is the same as in (51) below.
Lemma 5.3. Let the observation Y  be de9ned in (2). Assume the function Dpt S(t; x)
possesses Sobolev’s derivatives in t; x1; : : : ; xn of orders +0; +1; : : : ; +n respectively. Let
1c = {S : ‖D+0t Dpt S‖2L2[0; 1]n×L2(0; T ) + · · ·+ ‖D
+n
xnD
p
t S‖2L2[0; 1]n×L2(0; T ) ¡c}
be an ellipsoid in a suitable Hilbert space. Then for any estimator S˜
(p)
(t; x); any
2¿ 0; c¿ 0 for some positive constant K =K(c; 2) and
/=2

2 + 2p
+0
+
n∑
q=0
1
+q


−1
(51)
the following lower bound holds
lim inf
→0
sup
S∈1c
E
∥∥∥∥∥ S˜
(p)
(: ; :)− Dpt S(: ; :)
/
∥∥∥∥∥
2
L2[0; 1]n×L2(2; T−2)
¿K(c): (52)
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It follows from Lemma 5.3 that the rate of convergence in  from Theorem 5.2 is
also unimprovable. Indeed, whereas in our case +q= /p
q; q=0; 1; : : : ; n, we have
/=
2/p

2
(/p + p=
0) + 1
=
2/p

2
 + 1
=
2

2
 + 1
(
1− p

0
)
:
Hence, the existence of an estimator for Dpt S(: ; :) possessing a better rate in  uniformly
in t from the interval [2; T − 2] with arbitrary small positive 2 contradicts (52).
Acknowledgements
The authors gratefully acknowledge the careful review by the anonymous referee.
Due to his comments the paper could be signiOcantly improved.
References
Bogachev, V., 1998. Gaussian Measures, Mathematical Surveys and Monographs, 62. American Mathematical
Society, Providence, RI (Gaussovskie mery. Fizmatlit ‘‘Nauka”, Moskva, 1997).
Chow, P.-L., Khasminskii, R., Liptser, R.Sh., 1997. Tracking of signal and its derivatives in Gaussian white
noise. Stochastic Processes Appl. 69 (2), 259–273.
Chow, P.-L., Ibragimov, I., Khasminskii, R., 1999. Statistical approach to some ill-posed problems for linear
partial diPerential equations. Probab. Theory Related Fields 113, 421–441.
DaPrato, G., Zabczyk, J., 1992. Stochastic Equations in InOnite Dimensions. Cambridge University Press,
Cambridge.
Ibragimov, I., Khasminskii, R., 1980. Estimation of signal, its derivatives, and point of maximum for
observations in GWN. Theory Probab. Appl. 15 (4), 703–720.
Ibragimov, I., Khasminskii, R., 1981a. Statistical Estimation: Asymptotic Theory. Springer, Berlin.
Ibragimov, I., Khasminskii, R., 1981b. More on the estimation of distribution densities. Zap.Nauchnyh
Seminarov LOMI Zapiski Nauqnyh Seminarov LOMI 108, 72–88 (translated in: J Soviet Math.
25(3) (1984) 1155–1165).
Ibragimov, I., Khasminskii, R., 1990. On density estimation in the view of Kolmogorov’s ideas in
approximation theory. Ann. Statist. 18 (3), 999–1010.
Nussbaum, M., 1983. Optimal Oltration of a function of many variables in white Gaussian noise. Problems
Inform. Transmission 19(2), 23–29 (translated from Problemy Peredaqi Informacii, 19(2)
(1983) 105–111).
Nussbaum, M., 1986. On the nonparametric estimation of regression functions that are smooth in a domain
in Rk . Theory Probab. Appl. 31 (1), 108–115.
Parzen, E., 1962. On estimation of a probability density function and mode. Ann. Math. Statist. 33 (3),
1065–1073.
Pinsker, M., 1980. Optimal Oltration of square-integrable signals in Gaussian noise. Probl. Peredachi
Informacii (Problemy Peredaqi Informacii) 16 (2), 52–68.
Rosenblatt, M., 1956. Remarks on some nonparametric estimates of a density function. Ann. Math. Statist.
27 (3), 832–837.
Stone, C., 1982. Optimal rates of convergence for nonparametric regression. Ann. Statist. 10, 1040–1053.
