Previous work on the cooperative behavior of lattices of interacting two-state enzyme morecules at steady state is extended here to interacting three-state enzyme molecules with a one-way cycle. The Bragg-Williams (mean field) approximation is used. A phase-transition example with a bifurcation point is discussed. Compared to conventional phase transitions (with a van der Waals loop), several new and complicated features appear. A second paper on this subject will contain a numberof other examples of three-state systems.
This is the 11th in a series of theoretical papers on systems of interacting enzyme molecules at steady state. Most of these papers have dealt with lattices of two-state enzyme molecules with nearest-neighbor interactions (1) (2) (3) (4) . The present paper is the first of two on lattices of three-state enzyme molecules with one-way cycles, using the Bragg-Williams (BW) or mean field approximation. The previous paper (5) was concerned with phase transitions between cycles (as well as between states) in multicycle diagrams.
In passing from two-state to three-state steady-state BW systems, an already appreciable number of kinetic and interaction parameters (2) becomes very much larger. Although the general three-state BW model is presented in the sequel, we make no attempt to survey the full range of parameters in our calculations. Instead, in both of these papers, we confine our numerical examples to a special class of one-way cycle systems (see below). The equations given below refer to this special class only.
The present paper explores, in a limited way, an interesting "bifurcating" phase transition. The sequel will be concerned with other examples belonging to the special class referred to above.
BASIC NOTATION AND EQUATIONS
The first-order rate constants for the three-state one-way cycle, without interactions, are shown in Fig. 1 left. We regard aox as proportional to a ligand concentration that can take on different values. Also, 13o I is chosen as a reference rate constant. The perturbed rate constants in Fig. 1 right refer to a molecule in a lattice with the nearest-neighbor interactions of the "mean field." These latter constants are given explicitly, in the BW approximation, by equation 40 of ref. 6 as a = x(SP2/SP1)l/2, K = Ko(sP3/S P2)1/2 = (s/1s33)'I2. [1] In these equations, Pi is the steady-state probability of state i, and we have taken all three kinetic parameters f12, f2h, fail (6) equal to 1/2. Also, the nearest-neighbor interaction free energy for a pair of molecules is wij (ij = 1,2,3) and Yij is defined as e-wt/kT. In Eqs. 1, the model is restricted to the special case Y12 = Y13 = Y23 = 1. The parameter si in Eq. 1 is defined as yzio where z is the nearest-neighbor number of the lattice. Thus, the only variable interactions are between like pairs of neighbors.
The wii(i F-3 j) need not be zero relative to infinite separation of i and j. Rather, all wi11(i s j) are equal, and this wq is used as a reference value for the wvi. We shall choose s1 > 1. That is, in our examples, neighboring molecules of the lattice in the same state fit together better or otherwise attract each other more than do neighboring molecules in different states.
The steady-state probabilities Pi, P2, and p3 are easily seen to be proportional to fOK, a3, and aK, respectively (6, 7) . Thus, we find, explicitly, PI = KOSll S332 Pi = 0sl'/2 8P2/ P2 =-S1S
[2]
where z is the sum of the three numerators. The "unperturbed" case is si = S2 = S3 = 1. The flux is
Inspection of the numerators in Eqs. We denote by KV') that value of Ko which, for given s , S2, and S3, makes A = B in Eq. 4. That is,
[5] The superscript (or subscript) b refers to "bifurcation" (see below). We are interested in the functions pi(x) and J(x). If we Abbreviation: BW, Bragg-Williams. 1014 The publication costs of this article were defrayed in part by page charge payments. This article must therefore be hereby marked "advertisement" in accordance with 18 4 has the same value for two different values of p except at p = 1/ln A, where f has a maximum. Let p' and p" be a pair of p values with the same f. Then P3 = P', P2 = SI/2p"/K$3) and P3 = P". P2 = S I/p /K&b) [7] are two pairs of points on a second branch. At the maximum in f, p' and p" coincide at the value 1/ln A. Indeed, at this point, the second branch has the same solution as the first branch (Eq. 6). That is, the two branches cross. The crossing occurs at the bifurcation point b:
The value of Xb can then be found from P2/P1 or P3/P1 in Eqs.
2.
Numerical Example with sl = 1, S2 = S3 = 1000. We illustrate the above described behavior for the special case s1 = 1, S2 = s3 = 1000. In this case K = 1/2, p~b) = 0.5657, psb) = 0.2895 pb) = 0.1448, Xb = 0.05710.
[9] Let us use Fig. 3 (for P2) for most of our discussion. The first branch (Eq. 6) is OAbK (note that p3 = P2/2 for this branch in Fig. 4, as expected) . The second branch, in Fig. 3 , is NbDP. It should be emphasized that P(N2,N3) has not been calculated so far for these cases.* Weassume, in the comments above and below, that P(N2,N3) behaves in the same qualitative way at steady state as it does at equilibrium (8) . In particular, we shall use the qualitative rule of thumb that two maxima have equal peaks at an x value, say x', where the minimum is roughly equidistant (along the P2 axis) from the two maxima. One peak or the other becomes very small for values of x only slightly different from x' (8) . (Strictly, of course, we should be using here the three-dimensional space p2, p3, x rather than Fig. 3 and p2,x  only) .
Thus, on the Ko = 0.495 loop, for x > xi, the lower peak becomes relatively very small just to the right of x1 and disappears completely at B (8 Fig. 2 for p 1. 0.1ot x2 peak (along AbH) just vanishes at the point b (max and min coincide), although it exists as an extremely small peak on either side of this point. This peak is larger but still extremely small near M for KO = 0.505 (because the locus of the minimum, just above b, is near the locus of the lower peak, just below b). At Ko = 1/2, the stable path (using large peaks) is OAEL. If the metastable path Ab is used, this would presumably be followed by the vertical jump bF because of disappearance of the lower peak at b. Near x = x2, because K is roughly midway between L and H, it is possible that the lower peak (H) is of the same order of magnitude as the upper peak (L) (as is the case at A and E). A stable transition from L to H would then be possible (LP is metastable). Thus, the complete stable path may be OAELHN.* There are numerous metastable possibilities, other than the one mentioned above, using one or more of DE, LP, Ab, and bH.
At KO = 0.505, because the lower peak does not vanish at M, the metastable path AMH might be followed (AELH is still the stable path). The point M represents a (low) probability barrier that must be surpassed, rather analogous to a free energy barrier in an equilibrium system.
For large enough KO, the equivalent of AMH becomes the stable path. The dotted partial curves for Ko = 0.70 in Fig. 3 illustrate this.
Figs. 2, 4, and 5 should be compared with Fig. 3 . Note that the stable flux path drops from A to E, a frequent occurrence in two-state systems (2). Also, Figs. 4 and 5 are qualitatively similar. This is because (with sI = 1) p3 and J in Eqs. 2 Effect of Decreasing S2 = S3. In Figs. 6 and 7, we show the effect of decreasing the interaction strength s S2 = s3. These are plots of p2(x) only. We maintain sI = 1 and choose KO = 4)= 1/2 (except for the dashed curve in Fig. 6 ). Because of the use of K~1), these are all bifurcation cases (potentially, at least). The phase transition disappears for small enough s, but it does so in a very unconventional way (conventionally, a critical curve is passed through). In the sequence s = 1000 (Fig. 3) , 200, 50, 30, and e3 (Figs. 6 and 7), the second branch: (i) becomes narrower;
(ii) intersects the first branch at larger values of xb; and (iii) moves through the first branch, from above to below. It is easy to show that xb reaches infinity at s = e3 [p?) = /3]. That is, the two branches no longer intersect for s < e3. Below s = e3, the second branch becomes still narrower and moves toward even larger x as s is decreased (Fig. 7 upper) . In fact, this branch has disappeared altogether by s = 15.5.
Transitions at s = 200 would be similar to those already described for s = 1000 (Fig. 3) . At s = 50, as x is increased, stable transitions might be expected upward (small) at about xl and downward at about x2. At s = 30 and s = e3, a downward transition would be expected at about xl. At about s = 40, the bifurcation point b will occur at the tip of the second branch. In this special case, the stable path will involve a second-order transition downward (a discontinuity in dp2/dx but not in P2 itself). No transitions at all would be expected at s = 16 and 15.75 (Fig. 7) .
The dashed curve in Effect of Increasing sI. In Fig. 8 , we show the effect on p2(x) of increasing sI while holding S2 = S3 = 1000. We choose Ko = K~1) in each case (from Eq. 5). It is seen that the first branch develops, for large enough si, a loop of its own, after passing through a conventional-looking critical curve (actually, the shift of the first-branch curves to the right rather than to the left, as si is increased, is not conventional). For S2 = S3 = 1000, the critical value of sI is 1.7265 (the sI = 2 curve in Fig. 8 is slightly supercritical). The critical value of P2 is 0.3465 and pi")for the critical s, is 0.3144. That is, the bifurcation point b does not coincide with the first-branch critical point.
For given S2 and S3, and using Ko = Kb), the first-branch critical si can be shown to be a1 = (16a3 + 8a2 -3a2a3)/3(a2 + a3), [10] where as = In si. The critical p 1 is always 1/2. From the (presumed) max and min labels on the s, = 8 curves (solid) in Fig. 8 , it is clear only that the stable and metastable transition possibilities are even more numerous than in Fig. 3 (especially when the first-branch loop is more extensive, at larger si). Speculation on the location of these transitions is too uncertain to indulge in. What is needed to remove the un- certainty is the difficult-to-calculate P(N2,N3;x) function (3) .
In conclusion, we have seen here from a limited example that passing from a two-state to even a relatively simple three-state steady-state system, with interactions, introduces a new order of complexity into the possible phase-transition behavior.
