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Tato diplomova´ pra´ce pojedna´va´ o vyuzˇit´ı evolucˇn´ıch algoritmu˚ spolecˇneˇ s technikou de-
velopmentu v celula´rn´ıch automatech. Popisuje za´kladn´ı principy jednotlivy´ch na´stroj˚u
a na´sledneˇ se zameˇrˇuje na jednu specifickou oblast - na´vrh kombinacˇn´ıch logicky´ch ob-
vod˚u. Pomoc´ı geneticke´ho algoritmu je hleda´n neuniformn´ı celula´rn´ı automat, ktery´ slouzˇ´ı
jako genera´tor vy´sledne´ho obvodu. Jsou provedeny experimenty se za´kladn´ımi typy kom-
binacˇn´ıch logicky´ch obvod˚u a se specia´ln´ı trˇ´ıdou nazy´vanou polymorfn´ı obvody. Na za´veˇr
jsou prˇedstaveny dosazˇene´ vy´sledky a provedeno porovna´n´ı s uniformn´ımi celula´rn´ımi au-
tomaty.
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Abstract
The aim of this master’s theses it to focuse on the usage of genetic algorithms in combination
with a technique of biologically inspired development in cellular automata. The principles
of the proposed method is described. The main part of this work deals with the design of
combinational logic circuits. The genetic algorithm is utilized to design a nonuniform one-
dimensional cellular automaton (in particular, the local transition functions) which serves
as a circuit generator. Experiments have been conducted to design of basic types of combi-
national circuits and polymorphic circuits. Finally, the results are presented and compared
with the results obtained in the previous work in which a uniform cellular automaton was
applied.
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Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´vneˇn´ı
autorem je neza´konne´, s vy´jimkou za´konem definovany´ch prˇ´ıpad˚u.
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I v doba´ch znacˇne´ho pokroku v oblasti pocˇ´ıtacˇove´ho inzˇeny´rstv´ı nejsme schopni v rˇadeˇ
dome´n lidske´ho ba´da´n´ı nale´zt optima´ln´ı nebo alesponˇ uspokojuj´ıc´ı rˇesˇen´ı. Jedna´ se zejme´na
o vy´pocˇetn´ı proble´my, kde stavovy´ prostor naby´va´ znacˇny´ch rozmeˇr˚u. Vy´pocˇetn´ı cˇas potrˇeb-
ny´ k prozkouma´n´ı cele´ho takove´ho prostoru je vzhledem k lidsky´m potrˇeba´m neu´meˇrneˇ
velky´. V teˇchto prˇ´ıpadech jsou pouzˇ´ıva´ny alternativn´ı prˇ´ıstupy vy´pocˇtu, ktere´ svoj´ı na´rocˇ-
nost´ı dosahuj´ı rˇa´doveˇ nizˇsˇ´ıch hodnot a doka´zˇ´ı podat uspokojuj´ıc´ı rˇesˇen´ı. Jednou z teˇchto
technik jsou biologi´ı inspirovane´ algoritmy.
V ra´mci tohoto projektu se sezna´mı´me s vybrany´mi technikami evolucˇn´ıch algoritmu˚
a celula´rn´ıch automat˚u. Jako spolecˇny´ prvek pop´ıˇseme vyuzˇit´ı developmentu zalozˇene´ho
na celula´rn´ıch automatech ve spojen´ı s evolucˇn´ımi algoritmy pro na´vrh kombinacˇn´ıch log-
icky´ch obvod˚u.
Text je cˇleneˇn do na´sleduj´ıc´ıch cˇa´st´ı: Kapitola 2 popisuje problematiku evolucˇn´ıch al-
goritmu˚, jejich principy a pouzˇit´ı. Da´le jsou vyjmenova´ny nejpouzˇ´ıvaneˇjˇs´ı techniky z to-
hoto oboru a jejich za´kladn´ı vlastnosti. Kapitola 3 se zaby´va´ za´kladn´ımi principy mate-
maticke´ho modelu celula´rn´ıch automat˚u. Kapitola 4 je zameˇrˇena na vysveˇtlen´ı techniky
developmentu a jej´ıho vyuzˇit´ı v evolucˇn´ıch algoritmech. Kapitola 5 uva´d´ı oblasti vhodne´
k aplikaci celula´rn´ıch automat˚u jako vy´vojovy´ch model˚u a prˇ´ıklad konstrukce vy´sledne´ho
objektu pomoc´ı techniky developmentu. V kapitole 6 je zvolen vhodny´ evolucˇn´ı algoritmus
pro rˇesˇen´ı vybrany´ch oblast´ı. Da´le jsou popsa´ny za´kladn´ı parametry zvolene´ho algoritmu.
Kapitola 7 popisuje prvotn´ı testova´n´ı algoritmu a stanoven´ı doporucˇeny´ch hodnot pro jeho
jednotlive´ parametry. V kapitole 8 jsou prezentova´ny experimenta´ln´ı vy´sledky. Kapitola 9
je diskuz´ı nad vy´sledky experiment˚u a pouzˇite´ho rˇesˇen´ı. Za´veˇrecˇna´ kapitola 10 je shrnut´ım.
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Kapitola 2
Evolucˇn´ı algoritmy - prˇehled
technik
Podobneˇ jako v rˇadeˇ jiny´ch obor˚u, zacˇ´ınaj´ı se v oblasti IT uplatnˇovat techniky, ktere´ jsou
inspirova´ny prˇirozeny´mi principy fungova´n´ı a vy´voje tohoto sveˇta. Do te´to kategorie lze
mimo jine´ zarˇadit evolucˇn´ı algoritmy [5, 3], ktere´ vycha´zej´ı ze za´kladn´ıch pravidel vy´voje
(evoluce) biologicky´ch organismu˚ (dnes jizˇ mu˚zˇeme naj´ıt i evolucˇn´ı algoritmy, ktere´ nejsou
zalozˇeny na teˇchto principech a hledaj´ı inspiraci ve fyzice, naprˇ. simulovane´ zˇ´ıha´n´ı [3]).
Ja´drem evolucˇn´ıch algoritmu˚ se stala Darwinova evolucˇn´ı teorie, ktera´ je zalozˇena na prin-
cipu prˇirozene´ho vy´beˇru, podle ktere´ho prˇezˇij´ı v dane´ populaci jen nejle´pe prˇizp˚usoben´ı
jedinci. Reprodukc´ı takovy´ch jedinc˚u vznika´ pomeˇrneˇ velka´ sˇance na vznik nove´ho jedince
s lepsˇ´ımi vlastnostmi, nezˇ ktery´mi disponovali jeho rodicˇe.
Za´kladn´ım principem veˇtsˇiny evolucˇn´ıch algoritmu˚ je populace tvorˇena´ jedinci (chro-
mozomy), kterˇ´ı obsahuj´ı geneticke´ informace. Jedinec prˇedstavuje jedno z mnoha rˇesˇen´ı,
ktere´mu je prˇiˇrazeno urcˇite´ kvalitativn´ı ohodnocen´ı (tzv. fitness hodnota), schopnost rˇesˇit
danou u´lohu. U jedinc˚u s lepsˇ´ım ohodnocen´ım je pak veˇtsˇ´ı pravdeˇpodobnost, zˇe vstoup´ı
do procesu reprodukce s jiny´m jedincem. Vznikne tak potomek, u ktere´ho lze prˇedpokla´dat,
zˇe bude dana´ krite´ria splnˇovat le´pe nezˇ jeho rodicˇe. Pro vy´pocˇet fitness hodnot je vyuzˇ´ıva´no
tzv. fitness funkce [3], ktera´ je ja´drem dane´ho evolucˇn´ıho algoritmu a pro kazˇdou u´lohu
je specifikova´na individua´lneˇ. Obvykle je hodnota fitness kladne´ rea´lne´ cˇ´ıslo, kde nula uda´va´
idea´ln´ı rˇesˇen´ı. Definujme neˇktere´ pojmy:
U´cˇelova´ funkce: Popisuje vztah mezi genotypem a fenotypem. Uda´va´ mı´ru u´speˇsˇnosti
chromozomu.
Fitness: Relativn´ı schopnost prˇezˇit´ı a reprodukce genotypu v dane´m prostrˇed´ı.
Prˇirozeny´ vy´beˇr: Proces, ve ktere´m jedinci s veˇtsˇ´ı fitness vstupuj´ı do reprodukcˇn´ıho
procesu s veˇtsˇ´ı pravdeˇpodobnost´ı nezˇ jedinci s mensˇ´ı fitness.
Na´hodny´ geneticky´ drift: Na´hodne´ uda´losti zasahuj´ıc´ı do vy´voje jedinc˚u a ovlivnˇuj´ıc´ı
vy´voj populace. Jedna´ se naprˇ. o mutaci geneticke´ informace nebo na´hodne´ u´mrt´ı
jedince s velky´m fitness jesˇteˇ prˇed t´ım, nezˇ meˇl mozˇnost vstoupit do reprodukcˇn´ıho
procesu.
Reprodukcˇn´ı proces: Reprodukce je proces, prˇi ktere´m se z vybrany´ch jedinc˚u (rodicˇ˚u)
vytva´rˇ´ı potomci.
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Evolucˇn´ı algoritmy patrˇ´ı v soucˇasne´ dobeˇ mezi za´kladn´ı optimalizacˇn´ı algoritmy mode-
rn´ı informatiky. Jejich aplikace vsˇak mu˚zˇeme zaznamenat i v jiny´ch oblastech. Uplatneˇn´ı
nacha´zej´ı zejme´na tam, kde je nemyslitelne´ prohleda´va´n´ı cele´ho stavove´ho prostoru. Svoji
obecnost´ı jsou pouzˇitelne´ naprˇ. te´meˇrˇ ve vsˇech prˇ´ıpadech, kdy mu˚zˇeme dane´ rˇesˇen´ı ohodno-
tit pomoc´ı jednoduche´ho rychle´ho vy´pocˇtu.
Je nutno poznamenat, zˇe se jedna´ o stochasticke´ optimalizacˇn´ı algoritmy, avsˇak od kla-
sicke´ho slepe´ho stochasticke´ho algoritmu se vy´znamneˇ odliˇsuj´ı. Slepy´ stochasticky´ algo-
ritmus prohleda´va´ stavovy´ prostor zcela na´hodneˇ. Nove´ rˇesˇen´ı nema´ zˇa´dnou na´vaznost
na optimalizovanou funkci a v prˇ´ıpadech, kdy stavovy´ prostor naby´va´ velky´ch rozmeˇr˚u,
je nalezen´ı prˇijatelne´ho rˇesˇen´ı cˇasoveˇ velmi na´rocˇne´. Naproti tomu u evolucˇn´ıch algoritmu˚
jsou ke stochasticky´m prvk˚um prˇiˇrazeny techniky, ktere´ doka´zˇ´ı usmeˇrnit na´hodne´ genero-
va´n´ı bod˚u k hodnota´m, ktere´ maj´ı prˇijatelnou vzda´lenost od optima´ln´ıho rˇesˇen´ı. Dalˇs´ım
vy´znamny´m faktorem evolucˇn´ıch algoritmu˚ je skutecˇnost, zˇe v jednom kroku nepracuj´ı
v ra´mci stavove´ho prostoru pouze s jediny´m rˇesˇen´ım, ny´brzˇ s celou mnozˇinou (populac´ı)
rˇesˇen´ı.
Mezi za´kladn´ı evolucˇn´ı algoritmy patrˇ´ı geneticky´ algoritmus, geneticke´ programova´n´ı,
evolucˇn´ı strategie a evolucˇn´ı programova´n´ı.
2.1 Geneticky´ algoritmus
Autorem Geneticke´ho algoritmu se stal v polovineˇ 70-ty´ch let minule´ho stolet´ı John Holland
[9]. V soucˇasne´ dobeˇ patrˇ´ı geneticky´ algoritmus mezi nejpouzˇ´ıvaneˇjˇs´ı a snad nejzna´meˇjˇs´ı
evolucˇn´ı algoritmus.
Geneticky´ algoritmus pracuje se dveˇma prostory: vyhleda´vac´ı prostor a prostor rˇesˇen´ı.
Vyhleda´vac´ı prostor je prostor bina´rneˇ zako´dovany´ch rˇesˇen´ı dane´ problematiky (genotyp˚u),
ktere´ jsou mapova´ny do prostoru rˇesˇen´ı. Ten obsahuje jednotlive´ entity dane´ proble´move´
dome´ny (fenotypy).
V ra´mci geneticke´ho algoritmu mu˚zˇeme cha´pat biologicke´ho jedince jako linea´rn´ı rˇeteˇzec
symbol˚u fixn´ı de´lky, ktery´ charakterizuje dany´ chromozom. Potom hovorˇ´ıme o populaci
chromozomu˚, ktere´ se s urcˇitou pravdeˇpodobnost´ı mezi sebou reprodukuj´ı v za´vislosti na
jejich hodnoteˇ fitness.
Specifickou vlastnost´ı geneticke´ho algoritmu je vyuzˇ´ıva´n´ı opera´toru krˇ´ızˇen´ı a mutace.
Tato skutecˇnost odliˇsuje geneticky´ algoritmus od veˇtsˇiny ostatn´ıch evolucˇn´ıch algoritmu˚.
Pokud bychom opera´tor krˇ´ızˇen´ı z geneticke´ho algoritmu vyjmuli, dostali bychom algoritmus
velmi podobny´ horolezecke´mu algoritmu [3].
Opera´tor mutace vna´sˇ´ı do populace chromozomu˚ stochasticky´ prvek, ktery´ mu˚zˇe zabra´-
nit degradaci cele´ mnozˇiny a umozˇnit tak vznik jedince s vysˇsˇ´ı fitness nezˇ jeho prˇedch˚udce.
Mutace je zalozˇena na na´hodne´ zmeˇneˇ chromozomu. Ve sta´vaj´ıc´ım ko´du genotypu jsou
s urcˇitou pravdeˇpodobnost´ı zmeˇneˇny neˇktere´ cˇa´sti. T´ımto postupem je zajiˇsteˇna rozmani-
tost chromozomu˚, ktera´ zabranˇuje jejich prˇ´ıpadne´ konvergenci k jednomu jedine´mu rˇesˇen´ı,
ktere´ nemus´ı by´t pro dany´ u´cˇel zˇa´douc´ı.
Opera´tor krˇ´ızˇen´ı je zalozˇen na kombinaci dvou chromozomu˚ zvany´ch rodicˇe. V ko´dech
chromozomu˚ jsou na´hodneˇ zvoleny body krˇ´ızˇen´ı vymezuj´ıc´ı u´seky ko´du, ktere´ budou navza´-
jem vymeˇneˇny. Krˇ´ızˇen´ı se nazy´va´ n-bodove´, kde n uda´va´ pocˇet bod˚u krˇ´ızˇen´ı. Po proveden´ı
te´to operace z´ıska´va´me dva nove´ chromozomy (potomky), ktere´ z´ıskaly urcˇite´ charakteris-
ticke´ vlastnosti svy´ch rodicˇovsky´ch chromozomu˚.
Prˇ´ıklad pouzˇit´ı obou opera´tor˚u zna´zornˇuje obra´zek 2.1.
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Obra´zek 2.1: Geneticke´ opera´tory: (a) prˇ´ıklad mutace 9. genu, (b) prˇ´ıklad jednobodove´ho
krˇ´ızˇen´ı na pozici 12
Chromozomy nacha´zej´ıc´ı se v dane´ populaci vstupuj´ı do reprodukcˇn´ıho procesu, ve
ktere´m vznikaj´ı nov´ı jedinci (chromozomy). S urcˇitou pravdeˇpodobnost´ı je u teˇchto novy´ch
chromozomu˚ mozˇnost, zˇe budou mı´t veˇtsˇ´ı fitness nezˇ jejich rodicˇe a nahrad´ı tak v populaci
chromozomy s n´ızkou fitness. Tento proces se opakuje do doby, nezˇ je nalezeno prˇijatelne´
rˇesˇen´ı nebo dosazˇeno maxima´ln´ıho pocˇtu iterac´ı.
Chromozomy jsou do reprodukcˇn´ıho procesu vyb´ıra´ny kvazina´hodneˇ. Pokud bychom
vyb´ırali pouze chromozomy s nejveˇtsˇ´ı fitness, mohlo by doj´ıt k ohranicˇen´ı oblasti, ve ktere´
rˇesˇen´ı hleda´me, cozˇ by v konecˇne´m d˚usledku vedlo k nalezen´ı horsˇ´ıho rˇesˇen´ı, nezˇ by bylo
za norma´ln´ıch okolnost´ı mozˇne´.
Pro renormalizaci fitness se pouzˇ´ıva´ neˇkolika nejcˇasteˇjˇs´ıch metod selekce [4]:
Selekce u´meˇrna´ kvaliteˇ: V tomto prˇ´ıpadeˇ nedocha´z´ı ke transformaci u´cˇelove´ funkce.
Tato metoda obsahuje neˇkolik za´sadn´ıch omezen´ı a nedostatk˚u. V prve´ rˇadeˇ mus´ı
by´t u´cˇelova´ funkce neza´porna´. Da´le, pokud populace obsahuje neˇkolik jedinc˚u s velmi
dobry´m ohodnocen´ım, docha´z´ı ke znacˇne´mu vlivu teˇchto “superjedinc˚u” a k rychle´
degradaci populace vlivem velke´ho selekcˇn´ıho tlaku. A v neposledn´ı rˇadeˇ, mu˚zˇe doj´ıt
k u´plne´mu potlacˇen´ı selekce a to v teˇch prˇ´ıpadech, kdy populace pokry´va´ jen velmi
malou cˇa´st rozsahu u´cˇelove´ funkce.
Metoda okna: Dynamicky upravuje hodnotu u´cˇelove´ funkce. V populaci je nalezen nej-
horsˇ´ı jedinec, jehozˇ ohodnocen´ı je na´sledneˇ odecˇteno od ohodnocen´ı vsˇech ostatn´ıch
jedinc˚u. T´ımto krokem z´ıska´ nejhorsˇ´ı jedinec nulove´ ohodnocen´ı a je tak zcela vyloucˇen
z procesu reprodukce. Tento postup vsˇak vede k rychle´ eliminaci jedinc˚u s n´ızky´m
ohodnocen´ım a ztra´teˇ r˚uznorodosti populace.
Sigma-selekce: Je zalozˇena na podobne´m principu jako metoda okna. Nedocha´z´ı vsˇak
ke snizˇova´n´ı fitness v za´vislosti na nejhorsˇ´ım jedinci. Hodnota, o kterou je fitness
upravena, se prˇ´ımo vztahuje k pr˚umeˇrne´mu ohodnocen´ı populace. Nedocha´z´ı tak
k rapidn´ı eliminaci sˇpatny´ch jedinc˚u a za´rovenˇ je zabra´neˇno stagnaci prohleda´vac´ıho
postupu.
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Porˇadova´ selekce: Nacha´z´ı uplatneˇn´ı tam, kde lze pomeˇrneˇ obt´ızˇneˇ stanovit ohodnocen´ı
jedinc˚u, avsˇak lze nale´zt jejich usporˇa´da´n´ı. Jedinci jsou pak ohodnoceni sestupneˇ pra´veˇ
v za´vislosti na jejich porˇad´ı dle kvality. Mezi nejzna´meˇjˇs´ı porˇadove´ selekce patrˇ´ı selekce
linea´rn´ı a exponencia´ln´ı.
Turnajova´ selekce: Tato metoda obsahuje jak fa´zi selekce, tak vzorkova´n´ı. Z popu-
lace je vybra´no n na´hodny´ch jedinc˚u bez za´vislosti na jejich dosavadn´ım ohodnocen´ı
a mezi nimi je usporˇa´da´n “turnaj”. Vyhra´va´ jedinec s nejlepsˇ´ım ohodnocen´ım z tohoto
vy´beˇru.
Za´kladn´ı a nejjednodusˇsˇ´ı formou geneticke´ho algoritmu je tzv. kanonicky´ nebo jedno-
duchy´ geneticky´ algoritmus [5]:
1. Pro vsˇechny cˇleny populace je vygenerova´n na´hodny´ genotyp.
2. Genotyp kazˇde´ho cˇlena je prˇeveden na fenotyp a je vyhodnocena jeho fitness.
3. Do tzv. prostoru pa´rˇen´ı (mating pool) jsou umı´steˇny kopie jedinc˚u sta´vaj´ıc´ı populace
tak, zˇe jedinci s lepsˇ´ı fitness jsou zde zastoupeny v´ıcekra´t nezˇ jedinci s horsˇ´ı fitness.
4. Na´hodneˇ jsou vybra´ni dva rodicˇe z prostoru pa´rˇen´ı.
5. Jsou vygenerova´ni dva potomci tak, zˇe s urcˇitou pravdeˇpodobnost´ı dojde k vza´jem-
ne´mu na´hodne´mu krˇ´ızˇen´ı genotyp˚u obou rodicˇ˚u.
6. S urcˇitou pravdeˇpodobnost´ı je aplikova´na na´hodna´ mutace genotypu obou potomk˚u.
7. Potomci jsou umı´steˇni do nove´ populace a opakuj´ı se kroky 4-7, dokud nen´ı nova´
populace naplneˇna.
8. Kroky 2-8 se opakuj´ı, dokud nen´ı dosazˇeno uspokojive´ho rˇesˇen´ı nebo nebylo dosazˇeno
dane´ho pocˇtu generac´ı.
2.2 Geneticke´ programova´n´ı
Autorem geneticke´ho programova´n´ı se stal v 90-ty´ch letech minule´ho stolet´ı John R. Koza
[10]. Geneticke´ programova´n´ı prˇedstavuje zrˇejmeˇ jednu z nejmladsˇ´ıch technik evolucˇn´ıch
algoritmu˚. Jedna´ se o specia´ln´ı implementaci geneticke´ho algoritmu, ktery´ pouzˇ´ıva´ velmi
specificke´ prostrˇedky. Jeho za´kladn´ı mysˇlenkou je tzv. automaticke´ programova´n´ı [5], kde
proble´m spocˇ´ıva´ v nalezen´ı programu, ktery´ rˇesˇ´ı danou u´lohu.
Specifickou vlastnost´ı geneticke´ho programova´n´ı je zejme´na to, zˇe geneticka´ informace
v chromozomu nen´ı reprezentova´na bina´rn´ım ko´dem, ale funkc´ı. Z toho vyply´va´, zˇe na rozd´ıl
od geneticke´ho algoritmu neexistuj´ı v geneticke´m programova´n´ı dva oddeˇlene´ prostory
a vy´znam genotypu a fenotypu je tak stejny´.
Pokud geneticke´ programovy´n´ı vn´ıma´me v ra´mci jeho p˚uvodn´ı mysˇlenky automaticke´ho
programova´n´ı, naraz´ıme na dalˇs´ı odliˇsnost od geneticke´ho algoritmu. Proces vyhodno-
cova´n´ı nen´ı zalozˇen na neˇkolika vstupn´ıch hodnota´ch a jejich adekva´tn´ımu vy´stupu, ny´brzˇ
na spusˇteˇn´ı samotne´ho programu, ktery´ je ulozˇen v kazˇde´m chromozomu.
Jedn´ım z hlavn´ıch proble´mu˚ geneticke´ho programova´n´ı byla skutecˇnost, zˇe funkce byly
sta´le reprezentova´ny rˇeteˇzci symbol˚u. Geneticke´ informace tak naby´valy r˚uzny´ch de´lek,
cozˇ zp˚usobovalo prˇi krˇ´ızˇen´ı znacˇne´ proble´my. Stanovit fixn´ı de´lku genotypu by bylo velice
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neefektivn´ı a pro samotne´ geneticke´ programova´n´ı deklasuj´ıc´ı, obzvla´sˇteˇ proto, zˇe pocˇ´ıtacˇove´
programy samy o sobeˇ mohou naby´vat r˚uzny´ch de´lek. V prˇ´ıpadeˇ pevne´ velikosti chromo-
zomu by v podstateˇ byla potlacˇena cela´ mysˇlenka, d´ıky n´ızˇ geneticke´ programova´n´ı vzniklo.
Pro na´zornost uvedeme jednoduchy´ prˇ´ıklad:
chromosome_1 = ’A+B/C’
chromosome_2 = ’~A/B+C’
krˇı´zˇenı´ v bodeˇ 1
child_1 = ’~+B/C’
child_2 = ’AA/B+C’
Z prˇ´ıkladu je zrˇejme´, zˇe vy´sledek je syntakticky nespra´vny´. John Koza nab´ıdnul jedno
z mnoha rˇesˇen´ı v podobeˇ hierarchicke´ stromove´ struktury, ktera´ reprezentuje danou funkci.
Vy´sledny´ prˇepis dane´ funkce mu˚zˇeme videˇt na obra´zku 2.2.
Obra´zek 2.2: Reprezentace ko´du stromovou strukturou
Obdobneˇ jako v geneticke´m agloritmu, jsou v geneticke´m programova´n´ı pouzˇity dveˇ
za´kladn´ı operace - krˇ´ızˇen´ı a mutace. Ty mohou by´t doplneˇny o neˇktere´ dalˇs´ı, mezi neˇzˇ patrˇ´ı
zejme´na:
Permutace: Prˇehozen´ı porˇad´ı potomk˚u neˇjake´ho uzlu.
Editace: Zjednodusˇen´ı podstromu˚, optimalizace (naprˇ. vy´skyt vy´razu 1 + 1 je optimali-
zova´n na 2).
Obalen´ı: Zabalen´ı podstromu do jedine´ho uzlu, ktery´ je pote´ pouzˇ´ıva´n jako jeden uzel.
To znamena´, zˇe naprˇ. nelze meˇnit jeho strukturu mutac´ı.
Krˇ´ızˇen´ı je aplikova´no na na´hodneˇ vybrane´ podstromy bez rizika porusˇen´ı syntakticke´
spra´vnosti, jak zna´zornˇuje obra´zek 2.3.
V prˇ´ıpadeˇ mutace je na´hodneˇ vybra´n uzel dane´ho stromu, ktery´ je vymaza´n, vcˇetneˇ
vsˇech podstromu˚ a nahrazen noveˇ na´hodneˇ vygenerovany´m podstromem (obra´zek 2.4).
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Obra´zek 2.3: Krˇ´ızˇen´ı dvou cˇa´st´ı stromovy´ch struktur
Existuj´ı vsˇak i implementace geneticke´ho programova´n´ı, ve ktery´ch je stromova´ struk-
tura nahrazena naprˇ. obecneˇ orinetovany´mi grafy (Parallel Algorithm Discovery and Or-
chestration) [1] nebo jako s´ıt’ uzl˚u v kartezske´m sourˇadnicove´m syste´mu (Cartesian Genetic
Programming) [2].
Vsˇechny uvedene´ funkce v prˇ´ıkladech lze jednodusˇe prˇepsat do jazyka LISP a to zejme´na
proto, zˇe se jedna´ o jazyk, ktery´ umozˇnˇuje zapsat kombinaci funkc´ı jako rˇeteˇzec.
V dnesˇn´ı dobeˇ nacha´z´ı geneticke´ programova´n´ı uplatneˇn´ı v mnoha oblastech pocˇ´ıta-
cˇove´ho inzˇeny´rstv´ı, elektroniky a dalˇs´ıch. Uved’me naprˇ´ıklad symbolickou regresi, synte´zu
analogovy´ch elektricky´ch obvod˚u, vyv´ıjej´ıc´ı se obvody nebo hleda´n´ı pravidel celula´rn´ıch
automat˚u.
Neˇkolik typicky´ch prˇ´ıklad˚u pouzˇit´ı geneticke´ho programova´n´ı [4]:
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Symbolicka´ regrese patrˇ´ı mezi za´kladn´ı aplikace geneticke´ho programova´n´ı [3]. Jej´ım prin-
cipem je nale´zt funkci, ktera´ by idea´lneˇ aproximovala body z tre´ninkove´ mnozˇiny. Jedna´
se o rozsˇ´ıˇren´ı regresn´ı analy´zy, kde pro danou tre´ninkovou mnozˇinu a funkci hleda´me takove´
parametry funkce, aby co nejle´pe pokryly tyto body. Jelikozˇ v regresn´ı analy´ze docha´z´ı
pouze ke zmeˇneˇ koeficient˚u funkce, ma´ tato metoda velice omezeny´ obor funkc´ı. Zevsˇe-
obecneˇn´ım regresn´ı analy´zy dosta´va´me metodu aplikace geneticke´ho programova´n´ı, kterou
John Koza nazval symbolicka´ regrese.
Pro za´pis funkce v symbolicke´ regresi se pouzˇ´ıva´ syntakticke´ho stromu.
1. Funkciona´ln´ı vrcholy odpov´ıdaj´ı jednoduchy´m operac´ım, ktere´ mohou by´t n-na´rn´ıho
typu.
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2. Koncove´ vrcholy odpov´ıdaj´ı konstanta´m nebo neza´visly´m promeˇnny´m.
Neza´visle´ promeˇnne´ jsou na za´veˇr ohodnoceny rea´lny´mi cˇ´ısly a syntakticky´ strom mu˚zˇe
by´t vyhodnocen neˇkterou z metod, nejcˇasteˇji metodou back-tracking. Z obra´zku je zrˇejme´,
zˇe syntakticky´ strom umozˇnˇuje znacˇnou variabilitu za´pisu funkce a to zejme´na co se ty´cˇe
priorit.
V prˇ´ıpadeˇ SR lze bez va´zˇny´ch proble´mu˚ aplikovat operace (krˇ´ızˇen´ı, mutace, ...) nad
syntakticky´m stromem tak, jak byly prˇedstaveny v kapitole o geneticke´m programova´n´ı.
2.2.2 Gramaticka´ evoluce
Jedna z nejnoveˇjˇs´ıch evolucˇn´ıch technik kombinuj´ıc´ı model geneticke´ho algoritmu a ge-
neticke´ho programova´n´ı. Stejneˇ tak jako geneticke´ programovan´ı se gramaticka´ evoluce
pouzˇ´ıva´ pro automaticke´ programova´n´ı [4]. Za´kladn´ı odliˇsnost´ı vsˇak je, zˇe je tato technika
obecneˇjˇs´ı a pouzˇitelna´ pro libovolny´ jazyk popsatelny´ bezkontextovou gramatikou. Rozd´ıl
lze take´ spatrˇit v reprezentaci resˇen´ı, ktere´ je v geneticke´m programova´n´ı v podobeˇ syntak-
ticke´ho stromu, kdezˇto v gramaticke´ evoluci jde o bina´rneˇ zako´dova´n´ı. Jako hlavn´ı geneticke´
opera´tory jsou pouzˇity jednoduche´ jednobodobe´ krˇ´ızˇen´ı a jednoducha´ bodova´ mutace.
2.3 Evolucˇn´ı strategie
Autory evolucˇn´ı strategie se stali v 60-ty´ch letech minule´ho stolet´ı v Neˇmecku Bienert,
Rechenberg a Schwefel [16, 17]. Evolucˇn´ı strategie patrˇ´ı mezi historicky prvn´ı u´speˇsˇne´
stochasticke´ algoritmy. Na rozd´ıl od geneticke´ho algoritmu, ktery´ pracuje s bina´rn´ı reprezen-
tac´ı promeˇnny´ch, je v evolucˇn´ı strategii vyuzˇito reprezentace rˇeteˇzci rea´lny´ch cˇ´ısel (i zde
vsˇak existuj´ı vyj´ımky). Za´kladn´ım opera´torem evolucˇn´ı strategie je mutace.
Mutace je v evolucˇn´ı strategii aplikova´na dle prˇedpisu
x′ = x+N(0, σ)
kde N(0, σ) je vektor neza´visly´ch na´hodneˇ generovany´ch cˇ´ısel s norma´ln´ım rozlozˇen´ım ,
nulovou strˇedn´ı hodnotou a standardn´ı odchylkou σ; x je aktua´ln´ı hodnota chromozomu
a x′ je nova´ hodnota chromozomu. Novy´ chromozom je akceptovatelny´, pokud je jeho rˇesˇen´ı
lepsˇ´ı nezˇ u p˚uvodn´ıho chromozomu.
Smeˇrodatna´ odchylka u opera´toru mutace se v pr˚ubeˇhu evoluce dynamicky meˇn´ı dle
urcˇity´ch pravidel. Mezi nejzna´meˇjˇs´ı patrˇ´ı pravidlo 1:5. Zmeˇna smeˇrodatne´ odchylky prˇ´ımo
za´vis´ı na koeficientu u´speˇsˇnosti, tedy pomeˇru akceptovatelny´ch rˇesˇen´ı a celkove´mu pocˇtu ite-
rac´ı, ve ktere´m byla u´speˇsˇnost sledova´na. Hranicˇn´ı hodnotou je v tomto prˇ´ıpadeˇ pra´veˇ 15 [3].
V prˇ´ıpadeˇ, kdy je koeficient u´speˇsˇnosti veˇtsˇ´ı nezˇ hranicˇn´ı hodnota, docha´z´ı ke zmensˇen´ı stan-
dardn´ı odchylky a naopak. Tento algoritmus zajiˇst’uje v prˇ´ıpadeˇ veˇtsˇ´ıch u´speˇch˚u zveˇtsˇen´ı
kroku vyhleda´va´n´ı. Naopak v prˇ´ıpadeˇ nalezen´ı podstatneˇ veˇtsˇ´ı mı´ry neakceptovatelny´ch
rˇesˇen´ı, zmensˇen´ı kroku.
Zmeˇna smeˇrodatne´ odchylky:
pro ϕ(k) < 15 → σ′ = Cdσ
pro ϕ(k) > 15 → σ′ = Ciσ
pro ϕ(k) = 15 → σ′ = σ
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kde ϕ(k) je koeficient u´speˇsˇnosti, volitelna´ konstanta Cd < 1 zmensˇuje velikost standardn´ı
odchylky
a volitelna´ konstanta Ci > 1 zvysˇuje velikost standardn´ı odchylky.
Pokud je v evolucˇn´ı strategii pouzˇ´ıva´n opera´tor krˇ´ızˇen´ı, existuje neˇkolik nejpouzˇ´ıvaneˇj-
sˇ´ıch metod, jak tento opera´tor implementovat:
Pr˚umeˇrem Vektor hodnot potomka je da´n pr˚umeˇrem jednotlivy´ch hodnot vektor˚u rodicˇ˚u.
Diskre´tn´ı krˇ´ızˇen´ı Vektor hodnot potomka je tvorˇen na´hodny´m vy´beˇrem hodnot vektor˚u
rodicˇ˚u.
Linea´rn´ı kombinace V tomto prˇ´ıpadeˇ vznikaj´ı dva potomci linea´rn´ı kombinac´ı vektor˚u
svy´ch rodicˇ˚u.
V ra´mci evolucˇn´ı strategie existuj´ı dveˇ za´kladn´ı metody selekce:
1. selekce (µ+λ) (obra´zek 2.5) - po vygenerova´n´ı λ potomk˚u postupuje do dalˇs´ı generace
µ nejlepsˇ´ıch jedinc˚u z mnozˇiny µ + λ. Jedna´ se tedy o spolecˇnou mnozˇinu rodicˇ˚u
a potomk˚u.
2. selekce (µ, λ) (obra´zek 2.6) - po vygenerova´n´ı λ potomk˚u postupuje do dalˇs´ı generace
µ nejlepsˇ´ıch jedinc˚u z takto vygenerovane´ mnozˇiny. Vyb´ıra´ se tedy pouze z mnozˇiny
potomk˚u.
Obra´zek 2.5: Selekce (µ+ λ)
Mezi prvn´ı formy evolucˇn´ı strategie patrˇ´ı strategie (1+1), ktera´ pouzˇ´ıva´ pouze dva
cˇleny a to jednoho rodicˇe a jednoho potomka. Jedna´ se o jednoduche´ vylepsˇen´ı slepe´ho
stochasticke´ho algoritmu o dynamickou korekci smeˇrodatne´ odchylky, v za´vislosti na pocˇtu
akceptovany´ch rˇesˇen´ı.
Pomeˇrneˇ zaj´ımavy´m rozsˇ´ıˇren´ım evolucˇn´ı strategie je zaveden´ı autoevoluce rˇ´ıd´ıc´ıch pa-
rametr˚u.
1. Korekce standardn´ı ochylky podle pravidla 1:5.
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Obra´zek 2.6: Selekce (µ, λ)
2. K vektoru hodnot je prˇiˇrazen adekva´tn´ı vektor smeˇrodatny´ch odchylek, ktere´ jsou
postupneˇ korigova´ny.
3. K vektoru hodnot a smeˇrodatny´ch odchylek je zaveden vektor natocˇen´ı ve smeˇru
hledane´ho minima, ktery´ je takte´zˇ korigova´n.
2.4 Evolucˇn´ı programova´n´ı
Autorem evolucˇn´ıho progranmova´n´ı se stal v 60-ty´ch letech minule´ho stolet´ı Lawrenc Fogel.
Jde o uzavrˇeneˇjˇs´ı variantu evolucˇn´ı strategie, ktera´ byla vyvinuta neza´visle a take´ drˇ´ıve.
C´ılem bylo evolucˇn´ım postupem odvodit chova´n´ı konecˇne´ho automatu tak, aby byl schopen
predikovat zmeˇny prostrˇed´ı, v neˇmzˇ se nacha´z´ı [6].
Prostrˇed´ı je v tomto prˇ´ıpadeˇ popsa´no jako posloupnost symbol˚u z konecˇne´ abecedy.
Vy´stupem je automat prˇedpov´ıdaj´ıc´ı dalˇs´ı symbol te´to posloupnosti. Kvalita automatu je
na´sledneˇ hodnocena spolehlivost´ı predikce.
Bylo navrzˇeno peˇt mutacˇn´ıch opera´tor˚u pro modifikaci populace N na´hodneˇ vygenero-
vany´ch automat˚u:
1. zmeˇna za´vislosti vy´stupn´ıho symbolu na vnitrˇn´ım stavu,
2. zmeˇna prˇechodove´ funkce vnitrˇn´ıch stav˚u automatu,
3. zmeˇna pocˇa´tecˇn´ıho stavu automatu,
4. odstraneˇn´ı vnitrˇn´ıho stavu,




Celula´rn´ı automaty zavedli ve 40-ty´ch letech minule´ho stolet´ı Stanislaw Ulam a John von
Neumann. Spolecˇneˇ pracovali na samoreplikuj´ıc´ıch syste´mech. Za´kladem se stal syste´m
na sledova´n´ı strojove´ reprodukce, operuj´ıc´ı pouze se za´kladn´ımi strojovy´mi instrukcemi
[21].
Celula´rn´ı automat je matematicky´ model fyzika´ln´ıho syste´mu, jehozˇ prostor a cˇas jsou
diskre´tn´ı a fyzika´ln´ı velicˇiny naby´vaj´ı diskre´tn´ıch hodnot z konecˇne´ mnozˇiny. Za´kladn´ım
stavebn´ım kamenem celula´rn´ıho automatu je bunˇka. Zpravidla se prˇedpokla´da´, zˇe pocˇet
buneˇk automatu je nekonecˇny´, avsˇak v praxi je prostor celula´rn´ıho automatu omezen.
Bunˇky za hranic´ı celula´rn´ı struktury potom mı´vaj´ı bud’ prˇesneˇ definovany´ stav nebo jsou
cyklicky propojeny s bunˇkami opacˇne´ strany. Vytva´rˇej´ı tak naprˇ. kruh, anuloid apod. Bunˇky
celula´rn´ıho automatu se nacha´zej´ı v jednom stavu z konecˇne´ mnozˇiny stav˚u. Jsou nejcˇasteˇji
usporˇa´da´ny do pravidelny´ch struktur jako pole (jednorozmeˇrny´ CA), mrˇ´ızˇe (dvourozmeˇrny´
CA), prˇ´ıpadneˇ do dalˇs´ıch v´ıcerozmeˇrny´ch struktur [3].
Celula´rn´ı automat se vyv´ıj´ı v diskre´tn´ıch cˇasovy´ch kroc´ıch. Na´sleduj´ıc´ı stav bunˇky
celula´rn´ıho automatu je da´n jej´ım aktua´ln´ım stavem a stavem buneˇk v definovane´m soused-
stv´ı te´to bunˇky. Tato za´vislost se nazy´va´ loka´ln´ı prˇechodova´ funkce (pravidlo). Loka´ln´ı
prˇechodove´ funkce mohou by´t pro vsˇechny bunˇky automatu spolecˇna´ (uniformn´ı celula´rn´ı
automat) nebo pro kazˇdou bunˇku individua´ln´ı (hybridn´ı - neuniformn´ı celula´rn´ı automat).
Prˇechodem vsˇech buneˇk do na´sleduj´ıc´ıho stavu je vytvorˇen jeden vy´vojovy´ krok celula´rn´ıho
automatu. Prˇechod vsˇech buneˇk automatu do na´sleduj´ıc´ıho stavu se nazy´va´ vy´vojovy´ krok
celula´rn´ıho automatu.
Jak bylo zmı´neˇno, jedn´ım z faktor˚u, ktery´m je da´n na´sleduj´ıc´ı stav bunˇky, je jej´ı okol´ı.
V praxi existuje neˇkolik nejpouzˇ´ıvaneˇjˇs´ıch typ˚u okol´ı bunˇky, jako naprˇ. v 2D celula´rn´ıch
automatech von Neumannovo, Mooreovo nebo rozsˇ´ıˇrene´ Mooreovo okol´ı (obra´zek 3.1).
Celula´rn´ı automat je tedy definova´n cˇtyrˇmi za´kladn´ımi parametry: strukturou ele-
menta´rn´ıch buneˇk, konecˇny´m pocˇtem stav˚u buneˇk, okol´ım bunˇky a algoritmem vy´pocˇtu
na´sleduj´ıc´ıho stavu bunˇky celula´rn´ıho automatu, nazy´vane´ho loka´ln´ı prˇechodova´ funkce.
Celula´rn´ı automat se osveˇdcˇil jako vhodny´ vy´pocˇetn´ı model pro simulaci fyzika´ln´ıch
syste´mu˚, tvorˇeny´ch mnoha diskre´tn´ımi prvky s loka´ln´ımi interakcemi popsany´mi diferen-
cia´ln´ımi rovnicemi.
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Obra´zek 3.1: Nejpouzˇ´ıvaneˇjˇs´ı typy okol´ı bunˇky 2D celula´rn´ıho automatu: (a) von Neuman-
novo, (b) Mooreovo, (c) rozsˇ´ıˇrene´ Mooreovo
3.1 Bina´rn´ı celula´rn´ı automaty
Jednou z nejzna´meˇjˇs´ıch aplikac´ı celula´rn´ıch automat˚u se stala v 70-letech minule´ho stolet´ı
tzv. hra “Life” (zˇivot buneˇk) [7] (obra´zek 3.2). Autorem se stal John Conway. Narozd´ıl
od p˚uvodn´ıho von Neumannova celula´rn´ıho automatu s 29 pravidly, se jednalo o celula´rn´ı
automat s bina´rn´ımy stavy buneˇk (“live-black”, “dead-white”) a na´sleduj´ıc´ımi loka´ln´ımi
prˇedhodovy´mi pravidly:
• Pokud ma´ zˇiva´ bunˇka prˇesneˇ dva nebo trˇi zˇive´ sousedy, z˚usta´va´ zˇiva´.
• Pokud ma´ mrtva´ bunˇka prˇesneˇ trˇi zˇive´ sousedy, sta´va´ se zˇivou.
• Ve vsˇech ostatn´ıch prˇ´ıpadech hyne prˇemnozˇen´ım (> 3) nebo v d˚usledku osamocen´ı
(< 2).
Tato “hra” bez “hra´cˇ˚u” prezentuje evoluci, ktera´ vycha´z´ı pouze z pocˇa´tecˇn´ıho stavu
a nepotrˇebuje zˇa´dne´ jine´ vstupn´ı informace.
Obra´zek 3.2: Prˇ´ıklad stavu celula´rn´ıho automatu hry Life
Bina´rn´ı celula´rn´ı automat prˇedstavuje podtrˇ´ıdu celula´rn´ıch automat˚u s dveˇma stavy
bunˇky. Za´kladn´ı vlastnosti bina´rn´ıho celula´rn´ıho automatu popsal StephenWolfram a vytvo-
rˇil tak za´klad teorie celula´rn´ıch automat˚u [21]. Bina´rn´ı celula´rn´ı automat mu˚zˇeme rovneˇzˇ
cha´pat jako paralelneˇ pracuj´ıc´ı aritmetickou jednotku. S vyuzˇit´ım tohoto prˇ´ıstupu byly
popsa´ny paraleln´ı na´sobicˇky, struktury pro zpracova´n´ı obraz˚u a rozpozna´va´n´ı znak˚u a dalˇs´ı
aplikace.
15
3.2 Hybridn´ı - neuniformn´ı celula´rn´ı automaty
V ra´mci te´to pra´ce se zameˇrˇ´ıme na jednu specifickou skupinu celula´rn´ıch automat˚u, kterou
jsou hybridn´ı - neuniformn´ı celula´rn´ı automaty. Specifickou vlatnost´ı a tedy i za´kladn´ım
rozd´ılem mezi uniformn´ım a neuniformn´ıch CA je pocˇet loka´ln´ıch prˇechodovy´ch funkc´ı a je-
jich prˇiˇrazen´ı. V oboru neuniformn´ıch celula´rn´ıch automat˚u nejsou prˇechodova´ pravidla pro
vsˇechny bunˇky automatu spolecˇna´, ny´brzˇ je kazˇde´ bunˇce zvla´sˇt’ prˇiˇrazena vlastn´ı loka´ln´ı
prˇechodova´ funkce. Tento fakt cˇin´ı tuto strukturu flexibilneˇjˇs´ı oproti varianteˇ s jedinou
loka´ln´ı prˇechodovou funkc´ı. Uniformn´ı celula´rn´ı automaty jsou specia´ln´ı variantou neuni-
formn´ıch celula´rn´ıch automat˚u a to pra´veˇ v prˇ´ıpadeˇ, kdy jsou vsˇechny loka´ln´ı prˇechodove´
funkce neuniformn´ıho syste´mu identicke´.
Samotnou mnozˇinu neuniformn´ıch celula´rn´ıch automat˚u nyn´ı jesˇteˇ v´ıce omez´ıme a to
podmı´nkami, ktere´ bude splnˇovat celula´rn´ı automat pouzˇity´ pro experimenta´ln´ı vy´sledky
v te´to pra´ci (obra´zek 3.3). Teˇmito podmı´nkami je prˇesne´ stanoven´ı dimenze d celula´rn´ıho
automatu, ktera´ bude v nasˇem prˇ´ıpadeˇ d=1. Da´le omez´ıme mnozˇinu stav˚u, ktery´ch mo-
hou bunˇky celula´rn´ıho automatu naby´vat a to na symboly {0, 1}. A nakonec zavedeme
konecˇnost celula´rn´ıho automatu, tedy omezen´ı na urcˇity´ pocˇet buneˇk. Zaveden´ım teˇchto
podmı´nek, dosta´va´me bina´rn´ı jednorozmeˇrny´ neuniformn´ı celula´rn´ı automat s konecˇny´m
pocˇtem buneˇk, ktery´ lze forma´lneˇ definovat na´sledovneˇ:
Definice 1 [8, 18]: SedmiciA = (Q,N,R, z, b1, b2, c0) nazveme bina´rn´ım jednorozmeˇrny´m
neuniformn´ım celula´rn´ım automatem s konecˇny´m pocˇtem buneˇk, kde
• Q = 0, 1 je bina´rn´ı mnozˇina stav˚u,
• N : N ⊆ Z je velikost sousedstv´ı,
• z ∈ N uda´va´ celkovy´ pocˇet buneˇk celula´rn´ıho automatu,
• b1, b2 ∈ Qn jsou hodnoty okrajovy´ch podmı´nek,
• c0 je pocˇa´tecˇn´ı konfigurace,
• R : S → (QN → Q) zobrazen´ı prˇiˇrazuj´ıc´ı kazˇde´ bunˇce automatu S = 1, 2, ..., z
loka´ln´ı prˇechodovou funkci δ1, ..., δz, kde δi : QN → Q, nazveme prˇepisovac´ı
pravidlo, i ∈ S.
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Obra´zek 3.3: Prˇ´ıklad jednorozmeˇrne´ho bina´rn´ıho celula´rn´ıho automatu: velikost sousedstv´ı





Development je jednou z dalˇs´ıch technik inspirovany´ch biologicky´mi deˇji. Za´kladn´ı principy
jsou odvozeny od ontogeneze, ktera´ popisuje individua´ln´ı vy´vin jedince ze zygoty ve vyspeˇly´
v´ıcebuneˇcˇny´ organismus. Jednotlive´ fa´ze vy´vinu za´rodecˇne´ bunˇky se daj´ı charakterizovat
na´sledovneˇ [11]:
Za´rodecˇne´ deˇlen´ı: V te´to fa´zi docha´z´ı k pocˇetne´mu deˇlen´ı za´rodecˇne´ bunˇky, jehozˇ vy´-
sledkem je tzv. blastula - shluk buneˇk.
Organizace buneˇk: V embryu docha´z´ı k prostorove´ a cˇasove´ organizaci buneˇk. V prvn´ım
stupni je vytvorˇen prostorovy´ koncept organismu. V pr˚ubeˇhu druhe´ho stupneˇ docha´z´ı
k vytva´rˇen´ı za´kladn´ı za´rodecˇne´ vrstvy.
Morfogeneze: Zmeˇna tvarovy´ch vlastnost´ı - docha´z´ı k prˇemist’ova´n´ı buneˇk, utva´rˇ´ı se za´klad
vnitrˇnost´ı. Tento proces se nazy´va´ gastrulace.
Odliˇsen´ı buneˇk: Jednotlive´ bunˇky z´ıskaj´ı vlastn´ı strukturu a funkci, vznikaj´ı tak r˚uzneˇ
typy buneˇk.
Ru˚st: Docha´z´ı k rozmnozˇova´n´ı buneˇk a r˚ustu buneˇcˇne´ hmoty - organismus naby´va´ na ve-
likosti.
V klasicke´m evolucˇn´ım na´vrhu je rˇesˇen´ı dane´ho proble´mu prˇ´ımo zako´dova´no do chromo-
zomu (genotypu). Chromozom, resp. jeho ko´d, ma´ pak jednoznacˇny´ ekvivalent v mnozˇineˇ
rˇesˇen´ı, ktery´ lze prˇ´ımo kvalitativneˇ ohodnotit pomoc´ı fitness funkce.
Development v evolucˇn´ım na´vrhu meˇn´ı pomeˇrneˇ za´sadn´ım zp˚usobem pra´veˇ takto zmı´-
neˇne´ pojet´ı zako´dova´n´ı jednotlivy´ch rˇesˇen´ı. Nejedna´ se o evoluci genotyp˚u prˇ´ımo va´zany´ch
na fenotypy, ny´brzˇ o evoluci prˇedpisu pro konstrukci c´ılove´ho objektu z tzv. embrya (obvykle
trivia´ln´ı rˇesˇen´ı dane´ho proble´mu). Samotne´ embryo nemus´ı by´t prˇedem definova´no a mu˚zˇe
by´t takte´zˇ prˇedmeˇtem evoluce. Chromozomy tak v urcˇite´ podobeˇ obsahuj´ı mapovac´ı funkci
genotypu na fenotyp, ktera´ se sta´va´ prˇedmeˇtem evoluce jak ukazuje obra´zek 4.1.
V oblasti developmentu mu˚zˇeme pozorovat dva za´kladn´ı prˇ´ıstupy [14]:
1. Development s konecˇny´m pocˇtem krok˚u: tento prˇ´ıstup je pouzˇit zejme´na tam,
kde zna´me vy´sledny´ objekt a prˇedmeˇtem evoluce je samotny´ postup z´ıska´n´ı tohoto
objektu. Jednotliva´ rˇesˇen´ı pak mohou by´t snadno porovna´na.
2. Development s nekonecˇny´m pocˇtem krok˚u: v tomto prˇ´ıpadeˇ dane´ rˇesˇen´ı nere-
prezentuje jeden konkre´tn´ı objekt. Vy´sledkem je mnozˇina objekt˚u, ktere´ lze generovat
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Obra´zek 4.1: Princip techniky developmentu v evolucˇn´ıch algoritmech
postupnou aplikac´ı prˇedpisu, prˇicˇemzˇ v kazˇde´m kroce nebo v urcˇite´ sekvenci krok˚u,
je vzˇdy vygenerova´n platny´ vy´sledek.
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Kapitola 5
Aplikace celula´rn´ıch automat˚u jako
vy´vojovy´ch model˚u
Celula´rn´ı automaty lze s vy´hodou vyuzˇ´ıt ve zminˇovane´ technice developmentu. Mu˚zˇeme
tu pozorovat prˇ´ımou souvztazˇnost ke konstrukci c´ılove´ho objektu, ktery´ je sestavova´n
na za´kladeˇ vy´voje celula´rn´ıho automatu. Samotne´ embryo je zde zastoupeno pocˇa´tecˇn´ı
konfigura´c´ı automatu a samo o sobeˇ mu˚zˇe by´t te´zˇ prˇedmeˇtem evoluce. Jednotlive´ vy´vojove´
stupneˇ celula´rn´ıho automatu, pak lze substituovat s urcˇity´m vy´vojovy´m krokem vy´sledne´ho
objektu.
V te´to pra´ci se zameˇrˇ´ıme na specifickou oblast developmentu ve spojen´ı s evolucˇn´ım
na´vrhem a celula´rn´ımi automaty. Pokus´ıme se nale´zt celula´rn´ı automat, ktery´ dle urcˇity´ch
princip˚u doka´zˇe v konecˇne´m pocˇtu aplikac´ı loka´ln´ıch prˇechodovy´ch funkc´ı, vygenerovat
pozˇadovany´ kombinacˇn´ı logicky´ obvod.
5.1 Na´vrh kombinacˇn´ıch logicky´ch obvod˚u
V oblasti kombinacˇn´ıch logicky´ch obvod˚u bylo jizˇ evolucˇn´ıch technik vyuzˇito v rˇadeˇ prˇ´ıpad˚u.
Jako prˇ´ıklad mu˚zˇeme uve´zt karte´zske´ geneticke´ programova´n´ı [20], kde chromozom prˇed-
stavuje matici hradel a jejich propojen´ı. V nasˇem prˇ´ıpadeˇ vsˇak nep˚ujde o evolucˇn´ı vy´voj
matice, ktera´ prˇ´ımo reprezentuje dany´ obvod, ny´brzˇ o evoluci celula´rn´ıho automatu, ktery´
generuje pozˇadovany´ obvod postupneˇ, v jednotlivy´ch kroc´ıch.
Jak bylo zmı´neˇno vy´sˇe, v oblasti celula´rn´ıch automat˚u jsme vybrali velmi specifickou
skupinu a to bina´rn´ı jednorozmeˇrny´ neuniformn´ı celula´rn´ı automat. Mozˇne´ stavy jednotli-
vy´ch buneˇk celula´rn´ıho automatu jsou zna´my, avsˇak je nutne´ specifikovat, jak bude defi-
nova´no okol´ı buneˇk. Zde se prˇedem neomez´ıme jen na dva nejblizˇsˇ´ı sousedy dane´ bunˇky.
Ponecha´me velikost okol´ı variabiln´ı, avsˇak s jednou podmı´nkou, zˇe rozsah okol´ı bude sou-
meˇrny´ na obeˇ strany od aktua´ln´ı bunˇky. Tedy pocˇet uvazˇovany´ch buneˇk z jedne´ strany bude
identicky´ pocˇtu buneˇk ze strany druhe´.
Jelikozˇ pracujeme s neuniformn´ım celula´rn´ım automatem, bude pro kazˇdou bunˇku celu-
la´rn´ıho automatu specifikova´na individua´ln´ı loka´ln´ı prˇechodova´ funkce. T´ımto zp˚usobem
znacˇneˇ naroste celkovy´ pocˇet prˇepisovac´ıch pravidel kazˇde´ bunˇky automatu. Dalˇs´ı sku-
tecˇnost, ktera´ bude vy´znamneˇ ovlivnˇovat pocˇet prˇepisovac´ıch pravidel, je velikost okol´ı.
Jak jsme zmı´nili, velikost okol´ı nen´ı prˇedem omezena a sama o sobeˇ mu˚zˇe prˇepisovac´ıch
pravidel jesˇteˇ zvy´sˇit. Proto bude v neˇktery´ch slozˇiteˇjˇs´ıch prˇ´ıpadech nutne´ omezit pocˇet
prˇepisovac´ıch pravidel v loka´ln´ı prˇechodove´ funkc´ı jedne´ bunˇky na urcˇitou velikost a stav˚um,
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ktere´ nebudou popsa´ny, prˇiˇradit jedine´ souhrnne´ prˇepisovac´ı pravidlo.
V tomto okamzˇiku na´m chyb´ı nadefinovat posledn´ı za´sadn´ı prvek a t´ım je generova´n´ı
vy´sledne´ho kombinacˇn´ıho obvodu dany´m celula´rn´ım automatem. Pro tento u´cˇel rozsˇ´ıˇr´ıme
celula´rn´ı automat uvedeny´ v definici 2 o generativn´ı schopnosti. Kazˇdy´ stav bunˇky a jej´ıho
okol´ı v jednotlivy´ch vy´vojovy´ch stupn´ıch celula´rn´ıho automatu nebude pouze zdrojem pro
vy´pocˇet na´sleduj´ıc´ıho stavu, ale take´ genera´torem urcˇite´ho hradla a jeho vstup˚u. V kazˇde´m
vy´vojove´m kroku celula´rn´ıho automatu na´m tak vznikne jeden paraleln´ı stupenˇ vy´sledne´ho
kobminacˇn´ıho logicke´ho obvodu. Takovy´ celula´rn´ı automat mu˚zˇeme popsat na´sledovneˇ:
Definice 2: Celula´rn´ı automat s generativn´ımi schopnostmi je algebraicka´ struktura
A = (Q,N,Σ, R, λ, z, b1, b2, c0), kde
• Q = 0, 1 je bina´rn´ı mnozˇina stav˚u,
• N : N ⊆ Z je velikost sousedstv´ı,
• Σ 6= ∅ je konecˇna´ mnozˇina symbol˚u,
• z ∈ N uda´va´ celkovy´ pocˇet buneˇk celula´rn´ıho automatu,
• b1, b2 ∈ Qn jsou hodnoty okrajovy´ch podmı´nek,
• c0 je pocˇa´tecˇn´ı konfigurace,
• λ : QN → Σ je funkce generuj´ıc´ı pro kazˇde´ prˇechodove´ pravidlo, tvaru q−1q0q1 →
q′ neˇjaky´ symbol ze Σ,
• R : S → (QN → Q) zobrazen´ı prˇiˇrazuj´ıc´ı kazˇde´ bunˇce automatu S = 1, 2, ..., z
loka´ln´ı prˇechodovou funkci δ1, ..., δz, kde δi : QN → Q, i ∈ S.
Nutno uve´st, zˇe c´ılovy´ kombinacˇn´ı obvod je vygenerova´n po proveden´ı urcˇite´ho konecˇ-
ne´ho pocˇtu vy´vojovy´ch krok˚u celula´rn´ıho automatu.
5.2 Prˇ´ıklad konstrukce kobminacˇn´ıho logicke´ho obvodu
Pro na´zornost uvedeme konkre´tn´ı prˇ´ıklad celula´rn´ıho automatu a fina´ln´ı konstrukci vy´-
sledne´ho kombinacˇn´ıho logicke´ho obvodu. Velikost celula´rn´ıho automatu je prˇ´ımo u´meˇrna´
pocˇtu vstup˚u kombinacˇn´ıho obvodu v pomeˇru 1:1. Jelikozˇ se jedna´ o neuniformn´ı celula´rn´ı
automat, existuje pro kazˇdou bunˇku celula´rn´ıho automatu individua´ln´ı loka´ln´ı prˇechodova´
funkce. Loka´ln´ı prˇechodova´ funkce je za´visla´ jak na aktua´ln´ım stavu bunˇky, tak na jej´ım
okol´ı, ktere´ je v tomto konkre´tn´ım prˇ´ıpadeˇ urcˇeno levy´m a pravy´m sousedem. C´ılovy´m
rˇesˇen´ım celula´rn´ıho automatu je schopnost vygenerovat kombinacˇn´ı obvod, jehozˇ vy´stupem
budou na´mi pozˇadovane´ hodnoty.
Celula´rn´ı automat odpov´ıda´ definici 3 a ma´ na´sleduj´ıc´ı vlastnosti:
• velikost celula´rn´ıho automatu: 3
• velikost okol´ı: 1
• okrajove´ podmı´nky: 0xxx0
• inicializacˇn´ı stav: 01100
• pocˇet vy´vojovy´ch krok˚u: 3
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Cˇ´ıslo pravidla 0 1 2 3 4 5 6 7
Sche´ma pravidla v
CA
000 001 010 011 100 101 110 111
Na´sleduj´ıc´ı stav
bunˇky



















Tabulka 5.1: Loka´ln´ı prˇechodova´ funkce a generovane´ symboly bunˇky 1
Cˇ´ıslo pravidla 0 1 2 3 4 5 6 7
Sche´ma pravidla v
CA
000 001 010 011 100 101 110 111
Na´sleduj´ıc´ı stav
bunˇky

















Tabulka 5.2: Loka´ln´ı prˇechodova´ funkce a generovane´ symboly bunˇky 2
Tabulky 5.1, 5.2 a 5.3 obsahuj´ı loka´ln´ı prˇechodove´ funkce a generovane´ symboly pro
danou kombinaci stav˚u buneˇk, v definovane´m sousedstv´ı bunˇky automatu. Generovany´
symbol se skla´da´ z na´zvu hradla a jeho vstup˚u, ktere´ se va´zˇou na prˇedchoz´ı vygenerovany´
stupenˇ kombinacˇn´ıho logicke´ho obvodu. V prˇ´ıpadeˇ, zˇe jesˇteˇ nebyl zˇa´dny´ stupenˇ obvodu
vygenerova´n, jedna´ se prˇ´ımo o vstupy kombinacˇn´ıho obvodu. V prˇ´ıpadeˇ symbolu NOT,
ktery´ je jednovstupovy´, je rozhodny´m vstupem vzˇdy prvn´ı z uvedeny´ch. Pro zby´vaj´ıc´ı
bunˇky automatu, tedy bunˇky cˇ. 0 a cˇ. 4, nejsou zˇa´dna´ pravidla uvedena, jelikozˇ se jedna´
o okrajove´ podmı´nky automatu a ty samy osobeˇ neprˇecha´zej´ı do zˇa´dne´ho jine´ho stavu.
Prvn´ı stupenˇ kombinacˇn´ıho obvodu je generova´n prˇ´ımo z inicializacˇn´ıho stavu celula´r-
n´ıho automatu. Pro jednotlive´ bunˇky plat´ı na´sleduj´ıc´ı:
1. Uvazˇujeme tabulku 5.1 a hledanou posloupnost symbol˚u 011. Aplikujeme odpov´ıdaj´ıc´ı
pravidlo cˇ. 3. Generujeme hradlo NXOR se vstupy cˇ.0 a cˇ.2. Na´sleduj´ıc´ı stav bunˇky
je 1.
2. Uvazˇujeme tabulku 5.2 a hledanou posloupnost symbol˚u 110. Aplikujeme odpov´ıdaj´ıc´ı
pravidlo cˇ. 6. Generujeme vodicˇ se vstupem ze stejne´ pozice, na ktere´ je vodicˇ vyge-
nerova´n. Na´sleduj´ıc´ı stav bunˇky je 0.
3. Uvazˇujeme tabulku 5.3 a hledanou posloupnost symbol˚u 100. Aplikujeme odpov´ıdaj´ıc´ı
pravidlo cˇ. 4. Generujeme hradlo NOR se vstupy cˇ.0 a cˇ.2. Na´sleduj´ıc´ı stav bunˇky
je 0.
Na´sleduj´ıc´ı stav celula´rn´ıho automatu je tedy 01000. Vy´sledny´ stupenˇ kombinacˇn´ıho
logicke´ho obvodu mu˚zˇeme videˇt na obra´zku 5.1.
Druhy´ stupenˇ kombinacˇn´ıho obvodu vygenerujeme obdobneˇ jako prvn´ı, s t´ım rozd´ılem,
zˇe neuvazˇujeme inicializacˇn´ı stav automatu, ale stav vygenerovany´ v prˇedesˇle´m vy´vojove´m
kroku. Nutno take´ prˇipomenout, zˇe jednotlivy´mi vstupy jsou nyn´ı vy´stupy posledn´ıho vy-
generovane´ho stupneˇ kombinacˇn´ıho obvodu. Pro jednotlive´ bunˇky plat´ı na´sleduj´ıc´ı:
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Cˇ´ıslo pravidla 0 1 2 3 4 5 6 7
Sche´ma pravidla v
CA
000 001 010 011 100 101 110 111
Na´sleduj´ıc´ı stav
bunˇky
















Tabulka 5.3: Loka´ln´ı prˇechodova´ funkce a generovane´ symboly bunˇky 3
Obra´zek 5.1: Kombinacˇn´ı obvod po prvn´ım vy´vojove´m kroku CA. Rˇada symbol˚u
prˇedstavuje aktua´ln´ı stav automatu, cˇerveneˇ je vyznacˇen stav a okol´ı uvazˇovane´ bunˇky
a zeleneˇ na´sleduj´ıc´ı stav bunˇky.
1. Uvazˇujeme tabulku 5.1 a hledanou posloupnost symbol˚u 010. Aplikujeme odpov´ıdaj´ıc´ı
pravidlo cˇ.2. Generujeme hradlo NOR se vstupy cˇ.0 a cˇ.1. Na´sleduj´ıc´ı stav bunˇky je 1.
2. Uvazˇujeme tabulku 5.2 a hledanou posloupnost symbol˚u 100. Aplikujeme odpov´ıdaj´ıc´ı
pravidlo cˇ.4. Generujeme hradlo NXOR se vstupy cˇ.0 a cˇ.1. Na´sleduj´ıc´ı stav bunˇky
je 1.
3. Uvazˇujeme tabulku 5.3 a hledanou posloupnost symbol˚u 000. Aplikujeme odpov´ıdaj´ıc´ı
pravidlo cˇ.0. Generujeme vodicˇ. Na´sleduj´ıc´ı stav bunˇky je 0.
Na´sleduj´ıc´ı stav celula´rn´ıho automatu je 01100. Po druhe´m vy´vojove´m stupni mu˚zˇeme
videˇt kombinacˇn´ı logicky´ obvod na obra´zku 5.2.
Jelikozˇ jsme se dostali do stejne´ho stavu celula´rn´ıho automatu, jako byl pocˇa´tecˇn´ı stav,
je posledn´ı stupenˇ kombinacˇn´ıho obvodu totozˇny´ s prvn´ım stupneˇm. Vy´sledny´ obvod vy-
generovany´ pomoc´ı celula´rn´ıho atuomatu si mu˚zˇeme prohle´dnout na obra´zku 5.3.
V prˇedchoz´ıch neˇkolika odstavc´ıch jsme si prˇedstavili algoritmus konstrukce vy´sledne´ho
kombinacˇn´ıho logicke´ho obvodu pomoc´ı bina´rn´ıho jednorozmeˇrne´ho uniformn´ıho celula´rn´ıho
automatu. Na neˇm lze jasneˇ pozorovat rozd´ıl od generova´n´ı stejny´ch obvod˚u pomoc´ı karte´z-
ske´ho geneticke´ho programova´n´ı, jak jsme uvedli vy´sˇe. Uka´zali jsme si te´zˇ, zˇe pocˇet pravidel
je i v takto jednoduche´m prˇ´ıkladu pomeˇrneˇ velky´ a s velikost´ı automatu a okol´ı jesˇteˇ znacˇneˇ
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Obra´zek 5.2: Kombinacˇn´ı obvod po druhe´m vy´vojove´m kroku CA. Rˇada sybmol˚u
prˇedstavuje aktua´ln´ı stav automatu, cˇerveneˇ je vyznacˇen stav a okol´ı uvazˇovane´ bunˇky
a zeleneˇ na´sleduj´ıc´ı stav bunˇky.
naroste. Jenom poznamenejme, zˇe vygenerovany´ obvod uvedeny´ na obra´zku 5.3 prˇedstavuje
jednobitovou u´plnou scˇ´ıtacˇku.
5.3 Polymorfn´ı logicke´ obvody
V oblasti logicky´ch obvod˚u existuje dalˇs´ı skupina, nazy´vana´ polymorfn´ı logicke´ obvody,
na kterou lze metodu developmentu ve spojen´ı s evolucˇn´ımi algoritmy pouzˇ´ıt. Klasicky´
prˇ´ıstup na´vrhu multifunkcˇn´ıch syste´mu˚ je zalozˇen na prˇep´ına´n´ı vy´stup˚u jednotlivy´ch sub-
syste´mu˚, ktere´ reprezentuj´ı urcˇitou funkci [19]. Polymorfn´ı obvody jsou naproti tomu zalozˇe-
ny na zcela jine´m principu. Logicka´ hradla neprˇedstavuj´ı jednu funkci jak je tomu u beˇzˇny´ch
obvod˚u. Polymorfn´ı hradlo mu˚zˇe reprezentovat neˇkolik funkc´ı za´rovenˇ (obra´zek 8.8) s t´ım,
zˇe aktivn´ı je vzˇdy jedna z mozˇny´ch v za´vislosti na dalˇs´ı extern´ı velicˇineˇ. T´ımto extern´ım
cˇinitelem mu˚zˇe by´t naprˇ. hodnota napeˇt´ı, teplota, intenzita za´rˇen´ı apod. Pro r˚uzne´ hodnoty
extern´ı velicˇiny pak logicky´ obvod naby´va´ jine´ho funkcˇn´ıho vy´znamu. Prˇ´ıklady polymorfn´ıch
hradel mu˚zˇeme videˇt v tabulce 8.8.
hradlo rˇ´ıd´ıc´ı hodnoty extern´ı velicˇina pocˇet tranzistor˚u
AND/OR 27/125C teplota 6
AND/OR/XOR 3.3/0.0/1.5V extern´ı zdroj napeˇt´ı 10
AND/OR 3.3/0.0V extern´ı zdroj napeˇt´ı 6
AND/OR 1.2/3.3V napeˇt´ı 8
NAND/NOR 3.3/1.8V napeˇt´ı 6
Tabulka 5.4: Prˇ´ıklad polymorfn´ıch hradel [12]
V ra´mci te´to pra´ce proveˇrˇ´ıme i tuto oblast logicky´ch obvod˚u a pokus´ıme se navrhnout
multifunkcˇn´ı kombinacˇn´ı logicky´ obvod. K jizˇ navrzˇene´mu postupu prˇida´me extern´ı cˇinitel
v podobeˇ bina´rn´ıho vstupu jednotlivy´ch hradel obvodu. Stavy tohoto vstupu budou prˇep´ınat
mezi dveˇmi logicky´mi funkcemi kazˇde´ho hradla.
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Obra´zek 5.3: Vy´sledny´ kombinacˇn´ı obvod. Rˇada symbol˚u prˇedstavuje aktua´ln´ı stav au-
tomatu, cˇerveneˇ je vyznacˇen stav a okol´ı uvazˇovane´ bunˇky a zeleneˇ na´sleduj´ıc´ı stav bunˇky.
Obra´zek 5.4: Prˇ´ıklad polymorfn´ıho kombinacˇn´ıho logicke´ho obvodu. Kazˇde´ hradlo mu˚zˇe
naby´vat jednoho ze dvou vy´znamu˚. Vrchn´ı symbol je pouzˇit pro obvodovou funkci reprezen-
tovanou hodnotou 0 a spodn´ı symbol pro funkci reprezentovanou hodnotou 1. Obra´zek




V jedne´ z u´vodn´ıch kapitol jsme popsali neˇktere´ vybrane´ techniky z oboru nazvane´ho
evolucˇn´ı algoritmy. Naznacˇili jsme take´, zˇe v oblasti developmentu vyuzˇijeme pra´veˇ to-
hoto oboru a aplikujeme evolucˇn´ı techniky na vytvorˇen´ı struktury, ktera´ bude prˇedstavovat
genera´tor vy´sledne´ho objektu. Nyn´ı je na cˇase si uve´st jednu z teˇchto technik, ktera´ bude
pouzˇita pro evoluci celula´rn´ıho automatu a ktera´ co nejle´pe prˇ´ıslusˇ´ı dane´ problematice.
Jak jsme uvedli vy´sˇe, prˇedmeˇtem evoluce bude v ra´mci tohoto projektu bina´rn´ı jedno-
rozmeˇrny´ neuniformn´ı celula´rn´ı automat s generativn´ımi schopnostmi, ktery´ bude slouzˇit
jako genera´tor vy´sledne´ho kombinacˇn´ıho logicke´ho obvodu. Prˇedmeˇtem evoluce budou d´ılcˇ´ı
parametry celula´rn´ıho automatu, ktere´ si nyn´ı uvedeme:
Pocˇa´tecˇn´ı konfigurace celula´rn´ıho automatu prˇedstavuje vstup pro generova´n´ı prv-
n´ıho stupneˇ logicke´ho obvodu. Ve sve´ podstateˇ reprezentuje v oblasti developmentu
embryo, ktere´ nen´ı prˇedem zna´mo a samo o sobeˇ je jedn´ım z prvk˚u, ktere´ jsou
prˇedmeˇtem evoluce. Du˚lezˇity´m faktem je skutecˇnost, zˇe pocˇa´tecˇn´ı konfigurace ob-
sahuje te´zˇ okrajove´ podmı´nky celula´rn´ıho automatu, ktere´ z˚usta´vaj´ı pro kazˇdy´ stav
automatu nemeˇnne´.
Loka´ln´ı prˇechodove´ funkce prˇedstavuj´ı prˇedpis pro konstrukci vy´sledny´ch kombinacˇn´ıch
logicky´ch obvod˚u. Uvedli jsme, zˇe pouzˇity´ celula´rn´ı automat bude mı´t urcˇite´ genera-
tivn´ı schopnosti. Z tohoto d˚uvodu nebudou prˇedpisy loka´ln´ıch prˇechodovy´ch funkc´ı
obsahovat jen aktua´ln´ı stav bunˇky, vcˇetneˇ jej´ıho okol´ı a na´sleduj´ıc´ıho stavu. Soucˇa´st´ı
bude te´zˇ generovany´ symbol, v nasˇem prˇ´ıpadeˇ jedno z mozˇny´ch hradel a oznacˇen´ı
vstup˚u hradla. Velmi d˚ulezˇity´m faktorem, ktery´ jsme jizˇ uvedli, je neuniformita celu-
la´rn´ıho automatu. Tato vlastnost prˇina´sˇ´ı rozsˇ´ıˇren´ı v podobeˇ individua´ln´ıch loka´ln´ıch
prˇechodovy´ch funkc´ı pro kazˇdou bunˇku celula´rn´ıho automatu. Prˇedmeˇtem evoluce se
tak sta´va´ cely´ soubor teˇchto funkc´ı, prˇedstavuj´ıc´ıch ja´dro vy´sledne´ho genera´toru.
Pro kazˇdy´ z teˇchto parametr˚u lze vytvorˇit bina´rn´ı rˇeteˇzec, ktery´ jej bude reprezento-
vat. Tato skutecˇnost na´m dovoluje vyuzˇ´ıt v ra´mci tohoto projektu techniky, prˇ´ıslusˇej´ıc´ı
do mnozˇiny evolucˇn´ıch algoritmu˚ - geneticky´ algoritmus.
6.1 Geneticky´ algoritmus
V te´to cˇa´sti si prˇedstav´ıme steˇzˇejn´ı parametry a implementaci neˇktery´ch za´sadn´ıch prvk˚u




Jak jsme zmı´nili vy´sˇe, prˇedmeˇtem evoluce jsou loka´ln´ı prˇechodove´ funkce a pocˇa´tecˇn´ı kon-
figurace automatu. Jednou z nejd˚ulezˇiteˇjˇs´ıch cˇa´st´ı evolucˇn´ıho algoritmu je kvalitn´ı ko´dova´n´ı
dane´ho rˇesˇen´ı. V tomto prˇ´ıpadeˇ je chromozom (obra´zek 6.1) rozdeˇlen na dveˇ cˇa´sti:
1. pocˇa´tecˇn´ı konfigurace celula´rn´ıho automatu a
2. loka´ln´ı prˇechodove´ funkce.
Uvedli jsme, zˇe okol´ı bunˇky jednorozmeˇrne´ho celula´rn´ıho automatu bude pro jednotlive´
experimenty volitelne´. Da´le pak, zˇe pracujeme s bina´rn´ım celula´rn´ım automatem a tud´ızˇ
jednotlive´ bunˇky mohou naby´t jednoho z prˇedem definovane´ mnozˇiny stav˚u {0, 1}. Z teˇchto
vlastnost´ı celula´rn´ıho automatu vyply´va´, zˇe maxima´ln´ı mozˇny´ pocˇet prˇepisovac´ıch pravidel
jedne´ bunˇky je da´n vztahem
21+velikost_okolı´∗2. Vzhledem k mozˇne´mu velke´mu na´rustu prˇepisovac´ıch pravidel lo-
ka´ln´ıch prˇechodovy´ch funkc´ı, ktery´ by mohl znacˇneˇ ovlivnit cˇasovou slozˇitost vy´sledne´ho
vy´pocˇtu, zavedeme mozˇnost definovat vy´choz´ı (defaultn´ı) prˇepisovac´ı pravidlo. Ve vy´sledne´m
chromozomu tak nemus´ı doj´ıt k vygenerova´n´ı prˇepisovac´ıch pravidel pro vsˇechny mozˇne´
varianty stavu bunˇky a jej´ıho okol´ı. Na situace, ktere´ nebudou pokryty individua´ln´ımi
prˇepisovac´ımi pravidly bude s vy´hodou vyuzˇito pra´veˇ vy´choz´ı (defaultn´ı) prˇepisovac´ı pravidlo.
Z te´to vlastnosti snadno odvod´ıme, zˇe velikost chromozomu mu˚zˇe by´t pro jednotlive´ prˇ´ıpady
odliˇsna´.
Nesmı´me zapomenout na dalˇs´ı dva prvky, ktere´ musej´ı prˇepisovac´ı pravidla loka´ln´ı
prˇechodove´ funkce chromozomu obsahovat. T´ım prvn´ım je bezesporu vy´sledny´ generovany´
symbol, tedy jedno z mozˇny´ch hradel (v prˇ´ıpadeˇ polymorfn´ıch obvod˚u dveˇ hradla), ktere´
lze pouzˇ´ıt ke konstrukci vy´sledne´ho kombinacˇn´ıho logicke´ho obvodu. T´ım druhy´m jsou jed-
notlive´ vstupy teˇchto hradel. V ra´mci te´to pra´ce budeme veˇtsˇinou pracovat s hradly o dvou
vstupech (AND, OR, XOR, ...), ale mu˚zˇeme se setkat i s jednovstupovy´m (NOT) nebo
s rˇesˇen´ım, ktere´ bude prˇedstavovat pouhy´ vodicˇ. Tyto prˇ´ıpady budou ko´dova´ny identicky
s dvoustupovy´mi hradly, avsˇak prˇi vy´sledne´m generova´n´ı bude bra´n v u´vahu jen maxima´ln´ı
mozˇny´ pocˇet vstup˚u hradla.
V tomto okamzˇiku je na mı´steˇ prˇipomenout jednu za´sadn´ı skutecˇnost. Geneticky´ algo-
ritmus je pouzˇit ve spojen´ı s technikou developmentu a tud´ızˇ tu neexistuje prˇ´ıma´ vazba
mezi genotypem a fenotypem. Jako fenotyp by v nasˇem prˇ´ıpadeˇ mohl vystupovat vy´sledny´
celula´rn´ı automat, avsˇak nen´ı tomu tak. C´ılovy´m objektem je v nasˇem prˇ´ıpadeˇ kobminacˇn´ı
logicky´ obvod, s jehozˇ interpretac´ı pracujeme naprˇ. prˇi vyhodnocova´n´ı fitness. Pomoc´ı ge-
neticke´ho algoritmu se sice snazˇ´ıme evolvovat celula´rn´ı automat, ale v na´sledne´ na´vaznosti
na kombinacˇn´ı obvod. Celula´rn´ı automat tak slouzˇ´ı pouze jako genera´tor vy´sledne´ho rˇesˇen´ı.
Proto jej nelze povazˇovat za fenotyp.
Fitness
Fitness nebo take´ kvalitativn´ı ohodnocen´ı chromozomu na´m uda´va´, jak moc se aktua´ln´ı
rˇesˇen´ı bl´ızˇ´ı optima´ln´ımu. Jedna´ se o ukazatel, ktery´ v evolucˇn´ım procesu hraje pomeˇrneˇ
za´sadn´ı roli, jelikozˇ v za´vislosti na jeho hodnoteˇ mu˚zˇe doj´ıt k urcˇity´m uda´lostem s daleko
veˇtsˇ´ı pravdeˇpodobnost´ı. Spra´vne´ nastaven´ı fitness funkce by´va´ jedn´ım z nejobt´ızˇneˇjˇs´ıch
proces˚u v oblasti evolucˇn´ıch algoritmu˚.
Fitness mus´ı vystihovat kvalitu nejen vzhledem k optima´ln´ımu rˇesˇen´ı, ale take´ vzhle-
dem k me´neˇ kvalitn´ım rˇesˇen´ım ostatn´ıch chromozomu˚. Jako prˇ´ıklad mu˚zˇeme pouzˇ´ıt jednu
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Obra´zek 6.1: Sche´ma chromozomu geneticke´ho algorimtu: prvn´ı cˇa´st tvorˇ´ı pocˇa´tecˇn´ı stav
celula´rn´ıho automatu, na´sleduj´ıc´ı cˇa´sti pak loka´ln´ı prˇechodovou funkci pro jednotlive´ bunˇky
automatu.
z prˇedchoz´ıch prac´ı zaby´vaj´ıc´ı se aproximac´ı bod˚u pomoc´ı symbolicke´ regrese [15]. Uvazˇujme
dveˇ rˇesˇen´ı (funkce), jejichzˇ body na dany´ch sourˇadnic´ıch budou idea´lneˇ pokry´vat zadane´
body. Pokud bychom stanovili velikost fitness pouze na za´kladeˇ absolutn´ıho rozd´ılu zadany´ch
a vy´sledny´ch bod˚u, nebude fitness plneˇ poskytovat informaci o kvaliteˇ rˇesˇen´ı. V tomto
prˇ´ıpadeˇ na´m totizˇ fitness funkce nezahrnuje informace o pr˚ubeˇhu funkce v cele´m sledovane´m
intervalu. Docha´z´ı tedy k situaci, kdy dveˇ zminˇovana´ rˇesˇen´ı maj´ı stejne´ ohodnocen´ı, ovsˇem
i v prˇ´ıpadeˇ kdy jedna z nich bude v pozˇadovane´m intervalu nespojita´. Fitness funkce pak
nepoda´va´ zcela pravdivy´ obraz kvality rˇesˇen´ı, jelikozˇ spojity´ vy´sledek je zajiste´ kvalita-
tivneˇ lepsˇ´ı nezˇ nespojity´. V nasˇem prˇ´ıpadeˇ se dopust´ıme v prˇ´ıpadeˇ fitness funkce drobne´
ned˚uslednosti, avsˇak zd˚uvodn´ıme, procˇ je tomu tak.
V ra´mci nasˇeho projektu pracujeme s kombinacˇn´ımi logicky´mi obvody a na pocˇa´tku
zna´me jak vstup, tak pozˇadovany´ vy´stup. Fitness funkce bude tedy zohlednˇovat odliˇsnosti
ve vy´stupu rˇesˇen´ı dane´ho chromozomu a pozˇadovane´ho vy´stupu. V tomto prˇ´ıpadeˇ si vysta-
cˇ´ıme s pocˇtem rozd´ılny´ch bit˚u. Cˇ´ım v´ıce rozd´ılny´ch bit˚u u vy´stupu rˇesˇen´ı chromozomu
a pozˇadovane´ho rˇesˇen´ı, t´ım vysˇsˇ´ı fitness. V prˇ´ıpadeˇ, kdy bude fitness nulove´, bylo nalezeno
rˇesˇen´ı pozˇadovane´ho kombinacˇn´ıho logicke´ho obvodu. Nyn´ı uved’me jizˇ zminˇovanou drobnou
ned˚uslednost ve stanoven´ı fitness. Opeˇt mu˚zˇe nastat situace, kdy budou vygenerova´na dveˇ
rˇesˇen´ı reprezentuj´ıc´ı pozˇadovany´ kombinacˇn´ı obvod (tedy obeˇ s nulovy´m fitness) a kazˇde´
z nich bude zkonstruova´no z rozd´ılne´ho pocˇtu hradel. V tomto prˇ´ıpadeˇ by logicky meˇlo by´t
le´pe ohodnoceno rˇesˇen´ı s mensˇ´ım pocˇtem hradel, avsˇak v nasˇem prˇ´ıpadeˇ tuto skutecˇnost
pomineme. Du˚vodem je cˇasova´ na´rocˇnost urcˇen´ı pocˇtu hradel, ktera´ jsou objektivneˇ vyuzˇita
v kombinacˇn´ım logicke´m obvodu. Veˇtsˇina vy´sledk˚u bude pravdeˇpodobneˇ obsahovat neˇjake´
hradlo, ktere´ je v konecˇne´m d˚usledku irelevantn´ı. Tato hradla by bylo trˇeba eliminovat
a to u kazˇde´ho chromozomu kazˇde´ generace evoluce zvla´sˇt’. Proto tento faktor nebude
fitness funkce zohlednˇovat.
Jesˇteˇ uved’me jedno specifikum, ktere´ budeme prˇi vyhodnocova´n´ı fitness pouzˇ´ıvat. Vzhle-
dem k tomu, zˇe vy´stup z vygenerovane´ho obvodu mu˚zˇe obsahovat v´ıce vodicˇ˚u nezˇ pozˇado-
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vany´ vy´stup, mu˚zˇeme v teˇchto prˇ´ıpadech nale´zt v´ıce nezˇ jedno rˇesˇen´ı. Pocˇet mozˇny´ch rˇesˇen´ı
jednoho chromozomu je da´n pocˇtem permutac´ı vy´stupu bez opakova´n´ı. Pro vsˇechny tyto
kombinace lze individua´lneˇ vypocˇ´ıtat rozd´ıl mezi vy´stupem generovane´ho obvodu a pozˇa-
dovany´m vy´stupem, tedy neˇkolik fitness funkc´ı. Z cˇasove´ho hlediska je vsˇak dosti na´rocˇne´
proveˇrˇovat vsˇechny mozˇne´ kombinace vy´stupu, zejme´na pak u v´ıcebitovy´ch kombinac´ı, proto
se zameˇrˇ´ıme jen na mozˇnosti n po sobeˇ na´sleduj´ıc´ıch bit˚u vy´stupu. Kazˇdy´ vyhodnot´ıme
zvla´sˇt’ a hodnotou fitness bude neju´speˇsˇneˇjˇs´ı z vy´sledk˚u.
Opera´tor krˇ´ızˇen´ı a mutace
Opera´tor krˇ´ızˇen´ı a mutace patrˇ´ı mezi za´kladn´ı opera´tory geneticke´ho algoritmu. Jedna´
se take´ o jednu z vlastnost´ı, kterou se geneticky´ algoritmus odliˇsuje od veˇtsˇiny ostatn´ıch
evolucˇn´ıch algoritmu˚. Principy teˇchto opera´tor˚u jsme uvedli v kapitole pojedna´vaj´ıc´ı o evo-
lucˇn´ıch algoritmech. Nyn´ı provedem aplikaci na konkre´tn´ı problematiku, kterou je v nasˇem
prˇ´ıpadeˇ celula´rn´ı automat.
Oba opera´tory lze aplikovat prˇiblizˇneˇ dveˇma zp˚usoby:
1. Krˇ´ızˇen´ı a mutace budou prob´ıhat nad loka´ln´ı prˇechodovou funkc´ı jedne´ konkre´tn´ı
bunˇky. V prˇ´ıpadeˇ krˇ´ızˇen´ı dojde k vza´jemne´ vy´meˇneˇ prˇechodovy´ch funkc´ı prˇ´ıslusˇne´
bunˇky dvou chromozomu˚ a v prˇ´ıpadeˇ mutace k vygenerova´n´ı zcela nove´ loka´ln´ı
prˇechodove´ funkce.
2. Krˇ´ızˇen´ı a mutace budou prob´ıhat jen nad jedn´ım prˇepisovac´ım pravidlem loka´ln´ı prˇe-
chodove´ funkce. V prˇ´ıpadeˇ krˇ´ızˇen´ı dojde k vza´jemne´ vy´meˇneˇ jednoho prˇepisovac´ıho
pravidla prˇechodove´ funkce a v prˇ´ıpadeˇ mutace k vygenerova´n´ı pravidla nove´ho.
V ra´mci prvotn´ıch test˚u se proka´zal prvn´ı prˇ´ıstup jako me´neˇ efektivn´ı nezˇ druhy´ a proto
oba opera´tory budou aplikova´ny na drobneˇjˇs´ı struktury v ra´mci cele´ho objektu, jak je
popsa´no v prˇ´ıpadu 2.
Selekcˇn´ı metoda
Selekcˇn´ı metoda je pomeˇrneˇ podstatny´m prvkem prˇi reprodukcˇn´ım procesu. Do repro-
dukcˇn´ıho procesu je nutne´ vyb´ırat jedince s urcˇity´m ohledem na jejich u´speˇsˇnost v˚ucˇi
pozˇadovane´mu rˇesˇen´ı. Tedy chromozomy s lepsˇ´ım ohodonocen´ım (mensˇ´ı hodnotou fitness),
maj´ı veˇtsˇ´ı pravdeˇpodobnost vstoupit do reprodukcˇn´ıho procesu, nezˇ me´neˇ u´speˇsˇne´ chro-
mozomy (s veˇtsˇ´ı hodnotou fitness). Selekcˇn´ı metoda mus´ı bra´t take´ ohledy na cˇasovou
na´rocˇnost algoritmu a na celkove´ mozˇnost´ı rˇesˇene´ho proble´mu.
V ra´mci tohoto projektu vyuzˇijeme turnajove´ selekce, ktera´ splnˇuje vesˇkere´ kladene´
na´roky. Na´hodneˇ bude vybra´no n chromozomu˚, mezi nimizˇ bude uskutecˇneˇn tzv. “turnaj”.
Ten spocˇ´ıva´ ve vybra´n´ı 2 nejlepsˇ´ıch chromozomu˚ dle hodnot fitness z takto selektovane´
mnozˇiny. Takto vybran´ı jedinci potom vstupuj´ı do reprodukcˇn´ıho procesu.
Generova´n´ı na´sleduj´ıc´ı populace
V ra´mci reprodukcˇn´ıho procesu, kam vstupuj´ı chromozomy z aktua´ln´ı populacˇn´ı mnozˇiny,
vznikaj´ı nov´ı jedinci. Existuje neˇkolik zp˚usob˚u jak se k takto noveˇ vznikle´ mnozˇineˇ jedinc˚u
zachovat a jak vytvorˇit populaci na´sleduj´ıc´ı:
• Mnozˇina vygenerovany´ch jedinc˚u je veˇtsˇ´ı nezˇ velikost na´sleduj´ıc´ı populace - jsou
vybra´ni nejlepsˇ´ı jedinci.
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• Mnozˇiny aktua´ln´ı populace a vygenerovany´ch jedinc˚u je sjednocena a je vybra´n urcˇity´
pocˇet nejlepsˇ´ıch jedinc˚u.
• Do nove´ generace je prˇeneseno vzˇdy neˇkolik ma´lo nejlepsˇ´ıch jedinc˚u z aktua´ln´ı popu-
lace a zbytek je doplneˇn vy´sledky reprodukcˇn´ıch proces˚u.
• Noveˇ vygenerovan´ı jedinci prˇedstavuj´ı prˇ´ımo na´sleduj´ıc´ı populaci.
Jednotlive´ metody mohou mı´t pomeˇrneˇ podstatny´ vliv na vy´voj populace a cely´ evolucˇn´ı
proces. V ra´mci prvotn´ıho nastaven´ı geneticke´ho algoritmu bylo prˇistoupeno k aplikova´n´ı
kazˇde´ z teˇchto metod a porovna´n´ı d´ılcˇ´ıch vy´sledk˚u. Metody, ktere´ neˇjaky´m zp˚usobem
aplikovaly uprˇednostnˇova´n´ı nejlepsˇ´ıch jedinc˚u - elitismum, se uka´zaly jako me´neˇ efektivn´ı
nezˇ tvorba populace jen z vy´sledk˚u reprodukcˇn´ıho procesu. V prˇ´ıpadech r˚uzny´ch variant






V ra´mci cele´ho algoritmu existuje neˇkolik velmi za´sadn´ıch parametr˚u, ktere´ mohou mı´t
znacˇny´ vliv na cely´ pr˚ubeˇh evoluce a na u´speˇsˇnost vy´sledku. Jesˇteˇ nezˇ tedy prˇistoup´ıme
k samotny´m experimenta´ln´ım pokus˚um, je zˇa´douc´ı zjistit prˇiblizˇne´ vy´choz´ı hodnoty teˇchto
parametr˚u. U´myslneˇ uva´d´ıme prˇiblizˇne´ hodnoty, jelikozˇ kazˇdy´ budouc´ı experimenta´ln´ı pokus
se zameˇrˇen´ım na jiny´ kombinacˇn´ı obvod, je svy´m zp˚usoem individua´ln´ı. Pro kazˇdy´ ob-
vod tak mohou platit mı´rneˇ odliˇsne´ hodnoty, avsˇak urcˇite´ rizikove´ hranice budou velmi
podobne´ a proto je trˇeba je detekovat jesˇteˇ prˇed samotny´mi pokusy. Testy budou proveˇrˇovat
na´sleduj´ıc´ı nastaven´ı parametr˚u:
• velikost populace,
• procentua´ln´ı pravdeˇpodobnost mutace loka´ln´ıch prˇechodovy´ch funkc´ı nove´ho jedince,
• pocˇet jedinc˚u vyuzˇity´ch v turnajove´ selekci,
• procentua´ln´ı pravdeˇpodobnost mutace pocˇa´tecˇn´ıho stavu automatu u nove´ho jedince,
• pocˇet prˇepisovac´ıch pravidel loka´ln´ı prˇechodove´ funkce jedne´ bunˇky celula´rn´ıho auto-
matu.
Za´kladn´ım obvodem, ktery´ pouzˇijeme, bude jednobitova´ u´plna´ scˇ´ıtacˇka a maxima´ln´ı
pocˇet generac´ı omez´ıme na 1000.
7.1 Velikost populace
Velikost populace urcˇuje mnozˇstv´ı chromozomu˚ a tedy i pocˇet rˇesˇen´ı v dane´m okamzˇiku
vy´voje. Pocˇet chromozomu˚ mu˚zˇe vy´znamneˇ ovlivnit u´speˇsˇnost algoritmu a to v prˇ´ıpadeˇ, kdy
bude pomeˇrneˇ maly´. Na druhou stranu, se zvysˇuj´ıc´ı se velikost´ı populace, vy´razneˇ rostou
cˇasove´ na´roky na vy´voj jedne´ generace a v konecˇne´m d˚usledku i na celkove´ prova´deˇn´ı
pokus˚u.
Pod´ıvejme se nyn´ı na vy´sledky test˚u zameˇrˇeny´ch pra´veˇ na zminˇovany´ parametr (400
neza´visly´ch experiment˚u pro kazˇde´ nastaven´ı parametru). V grafu na obra´zku 7.1 mu˚zˇeme
sledovat vy´razny´ na´r˚ust u´speˇsˇnosti algoritmu v prvn´ı cˇa´sti grafu, kde byla velikost populace
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v rˇa´du des´ıtek jedinc˚u. Mezi hodnotami 80 azˇ 200 jedinc˚u docha´z´ı k postupne´ stabilizaci
a prˇi vysˇsˇ´ıch hodnota´ch objemu populace nejsou jizˇ patrna´ zˇa´dna´ enormn´ı zlepsˇen´ı.
Z grafu na obra´zku 7.2 je patrne´, zˇe i rychlost nalezen´ı rˇesˇen´ı, tedy generace, ve ktere´
bylo odpov´ıdaj´ıc´ı rˇesˇen´ı nalezeno, se s velikost´ı populace zvysˇuje. Opeˇt je patrny´ vy´razny´
zlom mezi hodnotami 80 azˇ 200, kde docha´z´ı ke stabilizaci.
Mu˚zˇeme te´zˇ sledovat pomeˇrneˇ velkou u´speˇsˇnost kolem honoty 2000. Velka´ populace
v tomto prˇ´ıpadeˇ umozˇnˇuje vygenerova´n´ı velke´ho mnozˇstv´ı potomk˚u, kterˇ´ı mohou by´t
pomeˇrneˇ rozmanit´ı a rˇesˇen´ı je tak u tohoto typu obvodu nalezeno relativneˇ brzy. Avsˇak
cˇasove´ na´roky na nalezen´ı rˇesˇen´ı v tomto prˇ´ıpadeˇ vzrostly 3-4x.
Doporucˇene´ hodnoty byly stanoveny na 80 azˇ 200 jedinc˚u v populaci.
Obra´zek 7.1: Graficke´ zna´zorneˇn´ı vy´sledk˚u za´vislosti celkove´ u´speˇsˇnosti nalezen´ı rˇesˇen´ı
na velikosti populace geneticke´ho algoritmu.
7.2 Pravdeˇpodobnost mutace prˇechodovy´ch funkc´ı
Opera´tor mutace patrˇ´ı k ned´ılny´m soucˇa´stem geneticke´ho algoritmu. Vna´sˇ´ı do cele´ evoluce
rozmanitost chromozomu˚ a mu˚zˇe zabra´nit prˇ´ıpadne´ konvergenci k loka´ln´ımu minimu cˇi
maximu. Mutace je v nasˇem prˇ´ıpadeˇ rozdeˇlena na dveˇ cˇa´sti. Parametr, ktery´ nyn´ı podrob´ıme
testova´n´ı, se ty´ka´ loka´ln´ıch prˇechodovy´ch pravidel vy´sledne´ho celula´rn´ıho automatu. Jak
jsme uvedli vy´sˇe, mutace je aplikova´na na drobneˇjˇs´ı struktury - prˇepisovac´ı pravidlo loka´ln´ı
prˇechodove´ funkce jedne´ bunˇky automatu.
Opera´tor mutace je vzˇdy aplikova´n s urcˇitou pravdeˇpodobnost´ı na nove´ho jedince.
Vy´sledky test˚u jsou vyneseny v grafech na obra´zc´ıch 7.3 a 7.4 (100 neza´visly´ch experi-
ment˚u pro kazˇde´ nastaven´ı parametru). Z nich je patrny´ jasny´ vliv a potrˇeba aplikova´n´ı
tohoto opera´toru. Ke stabilizaci docha´z´ı kolem hodnoty 40%. Vysˇsˇ´ı hodnoty potom prˇina´sˇej´ı
velmi podobne´ vy´sledky. Doporucˇene´ jsou tedy hodnoty od 40% vy´sˇe.
Pomeˇrneˇ zaj´ımavy´m u´kazatelem je pr˚umeˇrny´ pocˇet generac´ı, za ktere´ byl vygenerova´n
u´speˇsˇny´ jedinec v prˇ´ıpadeˇ, kdy opera´tor mutace nebyl v˚ubec aplikova´n, tedy pravdeˇ-
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Obra´zek 7.2: Graficke´ zna´zorneˇn´ı pr˚umeˇrne´ho pocˇtu generac´ı potrˇebne´ho k nalezen´ı
u´speˇsˇne´ho rˇesˇen´ı pro testovane´ velikosti populace geneticke´ho algoritmu.
podobnost byla 0% (obra´zek 7.4). Mohlo by se zda´t, zˇe je algoritmus v tomto prˇ´ıpadeˇ
schopen nale´zt rˇesˇen´ı daleko rychleji nezˇ za jiny´ch okolnost´ı. Je vsˇak trˇeba vz´ıt v u´vahu
vy´sledek z grafu na obra´zku 7.3, pro tu samou pravdeˇpodobnost, kde vid´ıme vy´razneˇ n´ızˇsˇ´ı
u´speˇsˇnost algoritmu. V tomto male´m mnozˇstv´ı prˇ´ıpad˚u nedosˇlo pravdeˇpodobneˇ ke konver-
genci rˇesˇen´ı a algoritmus meˇl mozˇnost ve velmi n´ızke´m pocˇtu generac´ı nale´zt optima´ln´ı
vy´sledek. V ostatn´ıch prˇ´ıpadech jizˇ nebyl u´speˇsˇny´, jelikozˇ rozmanitost populace byla na
velmi n´ızke´ u´rovni a neexistoval zp˚usob, jak tuto rozmanitost zajistit. V komplikovaneˇjˇs´ıch
situac´ıch lze ocˇeka´vat, zˇe by u´speˇsˇnost za teˇchto podmı´nek jesˇteˇ vy´razneˇ poklesla a proto
se hodnota pravdeˇpodobnosti 0% jev´ı jako nepouzˇitelna´.
7.3 Pocˇet jedinc˚u v turnajove´ selekci
Jako selekcˇn´ı metodu v geneticke´m algoritmu, jsme jizˇ drˇ´ıve vybrali turnajovou selekci.
V n´ı vstupuje do tzv. turnaje neˇkolik na´hodneˇ vybrany´ch jedinc˚u a vyhra´va´ ten s nejlepsˇ´ım
ohodnocen´ım. Pomeˇrneˇ cˇasto se pouzˇ´ıva´ mnozˇina o dvou prvc´ıch.
Vy´sledky na´m shrnuj´ı grafy na obra´zc´ıch 7.5 a 7.6 (100 neza´visly´ch experiment˚u pro
kazˇde´ nastaven´ı parametru). Velmi d˚ulezˇity´m za´veˇrem je skutecˇnost, zˇe aplikova´n´ı te´to
selekcˇn´ı metody v jej´ı nejjednodusˇsˇ´ı varianteˇ (2 souteˇzˇ´ıc´ı jedinci), ma´ velmi vy´razny´ vliv
na u´speˇsˇnost algoritmu. Jednoprvkova´ mnozˇina ve sve´ podstateˇ reprezentuje eliminaci te´to
metody a prˇedstavuje zcela na´hodne´ vyb´ıra´n´ı jedinc˚u do reprodukcˇn´ıho procesu.
Na druhou stranu je vsˇak patrne´, zˇe objemneˇjˇs´ı mnozˇiny souteˇzˇ´ıc´ıch jedinc˚u nevedou jizˇ
k zˇa´dne´mu vy´razne´mu zlepsˇen´ı. Z tohoto d˚uvodu, a take´ proto, zˇe na´r˚ust cˇasove´ na´rocˇnosti
je prˇ´ımo u´meˇrny´ pocˇtu souteˇzˇ´ıc´ıch jedinc˚u, je doporucˇena´ hodnota 2.
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Obra´zek 7.3: Graf zna´zornˇuje vliv pravdeˇpodobnosti aplikova´n´ı opera´toru mutace na
celkovou u´speˇsˇnost algoritmu. Mutace se ty´ka´ loka´ln´ıch prˇechodovy´ch funkc´ı vy´sledne´ho
celula´rn´ıho automatu
7.4 Pravdeˇpodobnost mutace pocˇa´tecˇn´ıho stavu
Jak jsme uvedli vy´sˇe, opera´tor mutace se deˇl´ı na dveˇ cˇa´sti. Prvn´ı cˇa´st jizˇ byla otestova´na
a popsa´na. Cˇa´st druhou tvorˇ´ı aplikova´n´ı opera´toru mutace na pocˇa´tecˇn´ı stav vy´sledne´ho
celula´rn´ıho automatu. Operace je opeˇt prova´deˇna na u´rovni prˇepisovac´ıch pravidel loka´ln´ıch
prˇechodovy´ch funkc´ı. Pokud s urcˇitou pravdeˇpodobnost´ı dojde k aplikova´n´ı opera´toru,
je zmeˇneˇn vy´choz´ı stav pouze pro jednu bunˇku automatu.
Z grafu na obra´zku 7.7 je patrne´, zˇe na u´speˇsˇnost algoritmu ma´ tento parametr pomeˇrneˇ
zanedbatelny´ vliv (100 neza´visly´ch experiment˚u pro kazˇde´ nastaven´ı parametru). Nedocha´z´ı
k vy´razneˇjˇs´ım vy´kyv˚um cˇi anoma´li´ım. Zaj´ımaveˇjˇs´ı jsou hodnoty z grafu na obra´zku 7.8. Zde
mu˚zˇeme pozorovat vy´znamne´ zpomalen´ı nalezen´ı rˇesˇen´ı, s nar˚ustaj´ıc´ı pravdeˇpodobnost´ı
aplikova´n´ı opera´toru mutace na pocˇa´tecˇn´ı stav automatu. V konecˇne´m d˚usledku lze s vysˇsˇ´ımi
hodnotami ocˇeka´vat i pokles u´speˇsˇnosti algoritmu. Z tohoto d˚uvodu bude vhodne´ omezit
opera´tor mutace jen na loka´ln´ı prˇechodove´ funkce a tento neaplikovat.
7.5 Pocˇet prˇepisovac´ıch pravidel loka´ln´ıch prˇechodovy´ch funkc´ı
Maxima´ln´ı pocˇet prˇepisovac´ıch pravidel loka´ln´ıch prˇechodovy´ch funkc´ı je velmi za´visly´
na velikosti okol´ı buneˇk celula´rn´ıho automatu. V prˇ´ıpadeˇ velke´ho okol´ı mu˚zˇe by´t tento pocˇet
pomeˇreˇ vysoky´, cˇ´ımzˇ se zvysˇuje pameˇt’ova´ i cˇasova´ na´rocˇnost cele´ho algoritmu. Z teˇchto
d˚uvod˚u je zˇa´douc´ı vy´sledny´ pocˇet prˇepisovac´ıch pravidel pro jednu bunˇku automatu omezit
a ostatn´ım nedefinovany´m stav˚um prˇideˇlit jedno vy´choz´ı pravidlo.
Pocˇet prˇepisovac´ıch pravidel loka´ln´ıch prˇechodovy´ch funkc´ı byl prˇedmeˇtem na´sleduj´ıc´ıho
testu, jehozˇ graficke´ zna´zorneˇn´ı vy´sledk˚u mu˚zˇeme videˇt na obra´zc´ıch 7.9 a 7.10 (100 neza´vis-
ly´ch experiment˚u pro kazˇde´ nastaven´ı parametru). Zde mu˚zˇeme pozorovat vy´razne´ zhorsˇen´ı
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Obra´zek 7.4: Graficke´ zna´zorneˇn´ı pr˚umeˇrne´ho pocˇtu generac´ı potrˇebne´ho k nalezen´ı
u´speˇsˇne´ho rˇesˇen´ı prˇi r˚uzny´ch hodnota´ch pravdeˇpodobnosti mutace loka´ln´ıch prˇechodovy´ch
funkc´ı.
u´cˇinnosti algoritmu s klesaj´ıc´ım pocˇtem pravidel. Zde se lze domn´ıvat, zˇe tato skutecˇnost
je zp˚usobena nar˚ustaj´ıc´ım vlivem vy´choz´ıho pravidla. S klesaj´ıc´ım pocˇtem pravidel docha´z´ı
k zvysˇova´n´ı pravdeˇpodobnosti aplikova´n´ı vy´choz´ıho pravidla, tedy pro danou bunˇku vyge-
nerova´n´ı vzˇdy stejne´ho hradla se stejny´mi vstupy. Z tohoto d˚uvodu je vhodne´ zachova´vat
vysoky´ pomeˇr individua´ln´ıch pravidel k vy´choz´ımu.
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Obra´zek 7.5: Graf vykresluje za´vislost u´speˇsˇnosti algortimu na pocˇtu jedinc˚u, kterˇ´ı jsou
vybra´ni do turnajove´ selekce.
Obra´zek 7.6: Graficke´ zna´zorneˇn´ı pr˚umeˇrne´ho pocˇtu generac´ı potrˇebne´ho k nalezen´ı
u´speˇsˇne´ho rˇesˇen´ı prˇi r˚uzny´ch velikost mnozˇin turnajove´ selekce.
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Obra´zek 7.7: Graf zna´zornˇuje vliv pravdeˇpodobnosti aplikova´n´ı opera´toru mutace na
celkovou u´speˇsˇnost algoritmu. Mutace se v tomto prˇ´ıpadeˇ ty´ka´ pocˇa´tecˇn´ıho stavu
vy´sledne´ho celula´rn´ıho automatu.
Obra´zek 7.8: Graficke´ zna´zorneˇn´ı pr˚umeˇrne´ho pocˇtu generac´ı potrˇebne´ho k nalezen´ı
u´speˇsˇne´ho rˇesˇen´ı prˇi r˚uzny´ch hodnota´ch pravdeˇpodobnosti mutace pocˇa´tecˇn´ıho stavu
celula´rniho automatu.
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Obra´zek 7.9: Graficke´ zna´zorneˇn´ı vy´sledk˚u za´vislosti celkove´ u´speˇsˇnosti nalezen´ı rˇesˇen´ı na
pocˇtu prˇepisovac´ıch pravidel loka´ln´ıch prˇechodovy´ch funkc´ı.
Obra´zek 7.10: Graficke´ zna´zorneˇn´ı pr˚umeˇrne´ho pocˇtu generac´ı potrˇebne´ho k nalezen´ı




Vy´sˇe uvedeny´ algoritmus na´m umozˇnˇuje zkoumat pomeˇrneˇ sˇirokou sˇka´lu r˚uznorody´ch ob-
vod˚u. Teoreticky lze rˇ´ıci, zˇe jej lze pouzˇ´ıt na jaky´koliv logicky´ obvod u ktere´ho zna´me odezvy
na jednotlive´ kombinace vstupn´ıch hodnot. Prakticky vsˇak tato skutecˇnost neznamena´, zˇe
bude nalezeno pozˇadovane´ rˇesˇen´ı. Aby mohla by´t stanovena fitness hodnota kazˇde´ho jed-
ince, je trˇeba oveˇrˇit reakci obvodu na vsˇechny vstupn´ı hodnoty. Se zvysˇuj´ıc´ım se pocˇtem
vstup˚u obvodu tak docha´z´ı k pomeˇrneˇ velke´mu na´rustu cˇasove´ slozˇitosti te´to operace a
tedy i cele´ho algoritmu. U slozˇiteˇjˇs´ıch obvod˚u je nutno pocˇ´ıtat s faktem, zˇe pocˇet generac´ı
potrˇebny´ k nalezen´ı pozˇadovane´ho rˇesˇen´ı bude nar˚ustat. Se zvysˇuj´ıc´ı se slozˇitost´ı obvodu
nar˚usta´ jak cˇasova´ slozˇitost vy´voje jedne´ generace, tak potrˇeba zvysˇovat maxima´ln´ı pocˇet
generac´ı, po ktery´ bude dany´ obvod evolvova´n. Cˇasova´ slozˇitost je tak hlavn´ım omezuj´ıc´ım
faktorem prova´deˇny´ch experimet˚u. Z tohoto d˚uvodu byly neˇktere´ experimenty ukoncˇeny ve
chv´ıli, kdy by na´sleduj´ıc´ı rozsˇ´ıˇren´ı testovane´ho typu obvodu prˇesa´hl realizovatelnou hranici.
V ra´mci experiment˚u bylo pro konstrukci kombinacˇn´ıch logicky´ch obvod˚u vyuzˇito na´sle-
duj´ıc´ıch hradel: AND, OR, XOR, NOT, NAND, NOR, NXOR. Jednotlive´ usporˇa´da´n´ı teˇchto
prvk˚u je da´no vy´sledny´m celula´rn´ım automatem, ktery´ pokud je vy´sledek u´speˇsˇny´, slouzˇ´ı
jako genera´tor pozˇadovane´ho rˇesˇen´ı. U neˇktery´ch obvod˚u existuje urcˇity´ vy´cˇet hradel, ktera´
se pro dany´ typ obvodu obvykle pouzˇ´ıvaj´ı. V teˇchto specia´ln´ıch prˇ´ıpadech byly vyuzˇity jen
hradla z tohoto vy´cˇtu. U prˇ´ıpad˚u, ktery´ch se tato skutecˇnost ty´ka´ budou pouzˇita´ hradla
uvedeny.








Pro kazˇdy´ typ obvodu byla provedena rˇada neza´visly´ch experiment˚u. Prˇesny´ pocˇet nebyl
prˇedem stanoven a za´lezˇelo zejme´na na cˇasove´ slozˇitosti jednotlivy´ch pokus˚u. Pro vy´choz´ı
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nastaven´ı algoritmu byly pouzˇity za´veˇry z prˇedcha´zej´ıc´ı kapitoly. V rˇadeˇ prˇ´ıpad˚u docha´zelo
k experimenta´ln´ım korekc´ım s c´ılem dosa´hnout lepsˇ´ıch vy´sledk˚u a efektivnosti algoritmu
pro dany´ typ obvodu. Celkem bylo provedeno na 21493 experiment˚u, ktere´ souhrnneˇ tr-
valy prˇiblizˇneˇ 1698 hodin. Jednotlive´ experimenty lze rozdeˇlit dle jejich cˇasove´ na´rocˇnosti
do neˇkolika segment˚u, jak ukazuje tabulka 8.1. V na´sleduj´ıc´ıch kapitola´ch uvedeme vy´sledky
experiment˚u pro jednotlive´ typy obvod˚u. Da´le provedeme srovna´n´ı s prac´ı zameˇrˇenou
na stejnou problematiku a vyuzˇ´ıvaj´ıc´ı uniformn´ıch celula´rn´ıch automat˚u [13].
cˇasova´ na´rocˇnost evoluce provedene´ experimenty u´speˇsˇne´ experimenty
T (e) <= 2 min. 16110 15298
2 min. > T (e) <= 10 min. 2605 1108
10 min. > T (e) <= 30 min. 1837 153
T (e) > 30 min. 941 70
Tabulka 8.1: Segmentace experiment˚u dle jejich cˇasove´ na´rocˇnosti. T (e) prˇedstavuje celkovy´
cˇas evoluce dane´ho pokusu.
8.1 Scˇ´ıtacˇky
Scˇ´ıtacˇky patrˇ´ı mezi za´kladn´ı kombinacˇn´ı logicke´ obvody. Usporˇa´da´n´ı hradel prˇedstavuje
u scˇ´ıtacˇek pomeˇrneˇ rozmanitou strukturu a rˇad´ı je tak mezi na´rocˇneˇjˇs´ı obvody. Nejje-
dnodusˇ´ım obvodem byla v experimentech jednobitova´ scˇ´ıtacˇka se kterou nemeˇl algoritmus
vy´razneˇjˇs´ı proble´my. S nar˚ustaj´ıc´ım pocˇtem vstup˚u se zvysˇovaly cˇasove´ na´roky na jed-
notlive´ testy a celkova´ u´speˇsˇnost algoritmu meˇla klesavou tendenci. Komplexn´ı prˇehled o
provedeny´ch experimentech poda´va´ tabulka 8.2.
typ obvodu provedene´ experimenty u´speˇsˇnost [%] cˇasova´ na´rocˇnost [h]
1 b. scˇ´ıtacˇka 1100 100,00% < 1 h
1 b. scˇ´ıtacˇka s prˇenosem 283 76,68% 1 h
2 b. scˇ´ıtacˇka 365 26,58% 62,4 h
2 b. scˇ´ıtacˇka s prˇenosem 386 1,30% 221,2 h
3 b. scˇ´ıtacˇka 173 0,00% 309,4 h
Tabulka 8.2: Pocˇet experiment˚u, u´speˇsˇnost algoritmu a cˇasova´ na´rocˇnost pro jednotlive´
typy zkoumany´ch scˇ´ıtacˇek.
Dvoubitova´ scˇ´ıtacˇka s prˇenosem, prˇedstavuje nejslozˇiteˇjˇs´ı funkcˇn´ı obvod, ktery´ byl vy-
generova´n. V prˇ´ıpadeˇ experiment˚u s uniformn´ım celula´rn´ım automatem [13] meˇl vy´sledny´
obvod prˇesneˇ definova´ny pozice vy´stupn´ıch bit˚u (0, 2, 4). Toto usporˇa´da´n´ı plynulo z prak-
ticky´ch zkusˇenost´ı, kdy se uka´zalo, zˇe pra´veˇ tato konfigurace generuje veˇtsˇinu u´speˇsˇny´ch
rˇesˇen´ı. V nasˇem prˇ´ıpadeˇ doka´zal algoritmus vygenerovat jak obvod se zmı´neˇny´m rozvrzˇen´ım
vy´stupu (obra´zek 8.2), tak i s vy´stupy jine´ konfigurace (obra´zek 8.3). Na obra´zku 8.1 je pak
uvedeno jedno z u´speˇsˇny´ch rˇesˇen´ı jednobitove´ scˇ´ıtacˇky s prˇenosem.
V oblasti trˇ´ıbitovy´ch scˇ´ıtacˇek byly prova´deˇny cˇasoveˇ velmi na´rocˇne´ experimenty. I prˇes
relativneˇ velky´ pocˇet experiment˚u, se nepodarˇilo nale´zt plneˇ funkncˇn´ı obvod. Nejlepsˇ´ı rˇesˇen´ı,
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Obra´zek 8.1: Jednobitova´ scˇ´ıtacˇka s prˇenosem
Obra´zek 8.2: Dvoubitovy´ scˇ´ıtacˇka s prˇenosem s pevneˇ definovany´m vy´stupem (0, 2, 4)
ktere´ bylo vygenerova´no, obsahovalo na vy´stupu odchylku 4 bity. Textova´ reprezentace
tohoto obvodu je uvedena na obra´zku 8.4.
8.2 Na´sobicˇky
V prˇ´ıpadeˇ na´sobicˇek se podarˇilo pomoc´ı evolucˇn´ıho algoritmu vygenerovat maxima´lneˇ
cˇtyrˇvstupovou verzi (prˇ´ıklad na obra´zku 8.5). U´speˇsˇnost nalezen´ı teˇchto obvod˚u, jak nazna-
cˇuje tabulka 8.3, byla vzhledem k cˇasove´ na´rocˇnosti pomeˇrneˇ vysoka´. Experimenty se slozˇi-
teˇjˇs´ımi obvody pozˇadovaly pomeˇrneˇ vysoke´ cˇasove´ na´roky. V oblasti trˇ´ıbitovy´ch na´sobicˇek
se nepodarˇilo nale´zt plneˇ funkcˇn´ı rˇesˇen´ı. Take´ odchylky jednotlivy´ch experiment˚u od pozˇa-
dovane´ho rˇesˇen´ı byly pomeˇrneˇ velke´. Toto mu˚zˇe by´t zaprˇ´ıcˇineˇno pomeˇrneˇ slozˇitou struk-
turou propojen´ı a pocˇtu hradel, jezˇ jsou charakteristicke´ pro slozˇiteˇjˇs´ı obvody, ktery´mi
na´sobicˇky jsou.
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Obra´zek 8.3: Dalˇs´ı varinta dvoubitove´ scˇ´ıtacˇky s prˇenosem. Tentokra´t bylo rozvrzˇen´ı
vy´stupu soucˇa´st´ı evoluce.
Obra´zek 8.4: Textova´ reprezentace nejlepsˇ´ıho rˇesˇen´ı v experimentech s trˇ´ıbitovy´mi
scˇ´ıtacˇkami. Obvod ma´ odchylku ve 4 bitech. Kazˇda´ rˇeda prˇedstavuje jeden stupenˇ kom-
binacˇn´ıho logicke´ho obvodu. V za´vorka´ch jsou uvedeny cˇ´ısla vstup˚u va´zany´ch na prˇedchoz´ı
stupenˇ obvodu. Hradla oznacˇena´ prˇ´ıznakem OUT oznacˇuj´ı vy´stupy obvodu.
8.3 Boolovska´ symetrie
Boolovska´ symetrie oveˇrˇuje, zda jsou hodnoty vstupu symetricke´ podle strˇedu. Pokud je tato
podmı´nka splneˇna, je vy´stupem obvodu 1 v opacˇne´m prˇ´ıpadeˇ je vy´stup nulovy´. V te´to
trˇ´ıdeˇ obvod˚u se podarˇilo vygenerovat pomeˇrneˇ kvalitn´ı rˇesˇen´ı i u v´ıcevstupovy´ch variant,
nezˇ v prˇedcha´zej´ıc´ıch prˇ´ıpadech. Vy´razneˇjˇs´ıch komplikac´ı dosa´hl algoritmus azˇ u osmi-
vstupove´ho obvodu, avsˇak i tento prˇ´ıpad se podarˇilo vygenerovat a stal se tak nejslozˇiteˇjˇs´ı
nalezenou boolovskou symetri´ı. Celkovy´ prˇehled u´speˇsˇnosti experiment˚u na´m ukazuje tabu-
lka 8.4.
V prˇ´ıpadeˇ uniformn´ıho celula´rn´ıho automatu [13] byl neju´speˇsˇneˇjˇs´ım vygenerovany´m
obvodem sedmivstupova´ varianta boolovske´ symterie. Po odstraneˇn´ı redundantn´ıch kompo-
nent, obsahoval vy´sledny´ obvod 8 hradel. Sedmibitove´ boolovske´ symetrie byly sice v nasˇem
prˇ´ıpadeˇ cˇasoveˇ na´rocˇneˇjˇs´ı, avsˇak u´speˇsˇnost algoritmu byla velmi vysoka´. Bylo take´ nalezeno
mnohem vhodneˇjˇs´ı rˇesˇen´ı nezˇ v prˇ´ıpadeˇ uniformn´ıho celula´rn´ıho automatu.
Na obra´zku 8.6 je jedno z velmi kvalitn´ıch rˇesˇen´ı sedmibitove´ boolovske´ symetrie.
Po eliminaci redundantn´ıch komponent, dosta´va´me obvod se 7 hradly. Prostrˇedn´ı vstupn´ı
bit obvodu nen´ı zcela logicky vyuzˇit, jelikozˇ nema´ na vy´sledek funkce vliv. Z obra´zku je pa-
trne´ vyuzˇit´ı dvou hradel NOT. Jelikozˇ na vy´stupech, na ktere´ jsou tyto dveˇ hradla va´za´na,
nejsou za´visla´ zˇa´dna´ jina´ hradla, lze prove´zt prˇesun obou negac´ı do prˇedcha´zej´ıc´ıho kroku.
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typ obvodu provedene´ experimenty u´speˇsˇnost [%] cˇasova´ na´rocˇnost [ht]
2 b. na´sobicˇka 136 34,56% 39,8 h
3 b. na´sobicˇka 117 0,00% 118,7 h
Tabulka 8.3: Pocˇet experiment˚u, u´speˇsˇnost algoritmu a cˇasova´ na´rocˇnost pro jednotlive´
typy zkoumany´ch na´sobicˇek.
Obra´zek 8.5: Dvoubitova´ na´sobicˇka
Vy´sledny´ obvod je uveden na obra´zku 8.7.
Rˇesˇen´ı prˇedstavuje sedmibitovou boolovskou symetrii s 5 hradly a 3 stupni obvodu.
Vy´znam jednotlivy´ch cˇa´st´ı je zrˇejmy´. Hradla XOR slouzˇ´ı jako kompara´tor symetricky
umı´steˇny´ch hodnot. Pokud je na jake´mkoli vy´stupu tohoto stupneˇ 1, je celkovy´ vy´sledek
funkce nulovy´. Zby´vaj´ıc´ı dveˇ hradla slouzˇ´ı pro prˇenos vy´sledku na vy´stup.
Oproti uniformn´ımu celula´rn´ımu automatu, se povedlo vygenerovat plneˇ funkcˇn´ı rˇesˇen´ı,
ktere´ obsahuje jeden vstupn´ı bit nav´ıc. Vy´sledny´ obvod po odstraneˇn´ı redundantn´ıch kom-
ponent je zna´zorneˇn na obra´zku 8.8. Opeˇt lze prove´zt drobnou u´pravu a prˇesunout logicky´
vy´znam hradla NOT do prˇedcha´zej´ıc´ıho stupneˇ. Dosta´va´me tak rˇesˇen´ı s 8 hradly.
8.4 Rˇadic´ı s´ıteˇ
Rˇadic´ı s´ıteˇ tvorˇ´ı prvn´ı typ obvodu u ktere´ho omez´ıme pouzˇita´ hradla. Pro vy´pocˇet minima
a maxima se beˇzˇneˇ pouzˇ´ıva´j´ı logicke´ obvody AND a OR. Z tohoto d˚uvodu bylo teˇchto
hradel vyuzˇito v prˇeva´zˇne´ veˇtsˇineˇ experiment˚u. U obvod˚u s mensˇ´ım pocˇtem vstup˚u byly
provedeny take´ pokusy s kompletn´ı mnozˇinou implementovany´ch hradel. Na obra´zku 8.9
je uveden prˇ´ıklad takove´to plneˇ funkcˇn´ı rˇadic´ı s´ıteˇ. Algoritmus i v teˇchto prˇ´ıpadech vyuzˇil
pouze hradel AND a OR a jejich negace.
Tabulka 8.5 poskytuje prˇehled u´speˇsˇnosti experiment˚u jednotlivy´ch typ˚u rˇadic´ıch s´ıt´ı.
V neˇktery´ch prˇ´ıpadech byly prova´deˇny pokusy s parametry geneticke´ho algoritmu, ktere´
omezily maxima´ln´ı pocˇet generac´ı vy´voje. Tato skutecˇnost se odrazila v poklesu u´speˇsˇnosti
u neˇktery´ch typ˚u rˇadic´ıch s´ıt´ı.
V oblasti rˇadic´ıch s´ıt´ı se povedlo vygenerovat pomeˇrneˇ koplikovana´ propojen´ı hradel.
Srovna´me-li vy´sledky s uniformn´ım celula´rn´ım automatem [13], nepodarˇilo se nale´zt v´ıce-
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typ obvodu provedene´ experimenty u´speˇsˇnost [%] cˇasova´ na´rocˇnost [h]
2 b. boolovska´ s. 3000 100,00% < 1 h
3 b. boolovska´ s. 2000 100,00% < 1 h
4 b. boolovska´ s. 464 100,00% < 1 h
5 b. boolovska´ s. 79 75,95% 5,3 h
6 b. boolovska´ s. 70 74,29% 40,6 h
7 b. boolovska´ s. 24 83,33% 17,5 h
8 b. boolovska´ s. 40 12,50% 63,0 h
10 b. boolovska´ s. 59 0,00% 95,4 h
Tabulka 8.4: Pocˇet experiment˚u, u´speˇsˇnost algoritmu a cˇasova´ na´rocˇnost pro jednotlive´
typy zkoumany´ch boolovsky´ch symetri´ı.
vstupovou rˇadic´ı s´ıt’, nezˇ v tomto prˇ´ıpadeˇ. V oblasti sˇestibitovy´ch obvod˚u tohoto typu
vsˇak bylo vygenerova´no rˇesˇen´ı, ktere´ obsahuje o 2 hradla me´neˇ, nezˇ v prˇ´ıpadeˇ experiment˚u
s uniformn´ım celula´rn´ım automatem (obra´ze 8.10).
typ obvodu provedene´ experimenty u´speˇsˇnost [%] cˇasova´ na´rocˇnost [h]
2 b. rˇadic´ı s. 3000 100,00% < 1 h
3 b. rˇadic´ı s. 181 66,30% 3,4 h
4 b. rˇadic´ı s. 713 6,59% 18,0 h
5 b. rˇadic´ı s. 264 8,33% 68,2 h
6 b. rˇadic´ı s. 91 5,49% 61,2 h
7 b. rˇadic´ı s. 24 0,00% 55,4 h
Tabulka 8.5: Pocˇet experiment˚u, u´speˇsˇnost algoritmu a cˇasova´ na´rocˇnost pro jednotlive´
typy zkoumany´ch rˇadic´ıch sit´ı.
8.5 Media´nove´ obvody
Media´nove´ obvody jsou principielneˇ velmi podobne´ rˇadic´ım s´ıt´ım. Funkc´ı kombinacˇn´ıho
logicke´ho obvodu je nale´zt prostrˇedn´ı prvek v serˇazene´ posloupnosti. Je nutne´ si uveˇdomit,
zˇe prostrˇedn´ı prvek lze hledat pouze v posloupnostech s lichy´m pocˇtem prvk˚u. Z tohoto
d˚uvodu pracovaly vsˇechny experimetny s media´novy´mi obvody o liche´m pocˇtu vstup˚u.
Podobneˇ jako u rˇadic´ıch s´ıt´ı, byla v prˇ´ıpadeˇ tohoto typu obvodu omezena mnozˇina
pouzˇity´ch hradel. Opeˇt byly vyuzˇity hradla AND a OR, ktera´ se beˇzˇneˇ pouzˇ´ıva´j´ı pro hleda´n´ı
minima a maxima. Komplexn´ı informace o provedeny´ch experimentech jsou uvedeny v ta-
bulce 8.6.
Nejslozˇiteˇjˇs´ım vygenerovany´m plneˇ funkcˇn´ım obvodem byl v te´to trˇ´ıdeˇ sedmibitovy´
media´novy´ obvod (obra´zek 8.12). Srovna´n´ı s uniformn´ım celula´rn´ım automatem nen´ı v tomto
prˇ´ıpadeˇ mozˇne´, jelikozˇ media´nove´ obvody publikovane´ v prˇ´ıslusˇne´ pra´ci [13] nejsou plneˇ
funkcˇn´ı 8.11. Pro prˇ´ıklad mu˚zˇeme uve´zt neˇktere´ vstupy na ktere´ uvedene´ obvody reaguj´ı
chybneˇ. V prˇ´ıpadeˇ peˇtivstupe´ho obvodu jde naprˇ. o posloupnost 10001 a u sedmivstupove´
varianty naprˇ. 1000011.
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Obra´zek 8.6: U´speˇsˇne´ rˇesˇen´ı plneˇ funkcˇn´ı sedmivstupove´ boolovske´ symetrie, vygenerovane´
algoritmem po odstraneˇn´ı redundantn´ıch komponent
typ obvodu provedene´ experimenty u´speˇsˇnost [%] cˇasova´ na´rocˇnost [h]
3 b. media´novy´ o. 1000 100,00% < 1 h
5 b. media´novy´ o. 348 24,14% 50,7 h
7 b. media´novy´ o. 28 3,57% 29,3 h
9 b. media´novy´ o. 18 0,00% 56,3 h
Tabulka 8.6: Pocˇet experiment˚u, u´speˇsˇnost algoritmu a cˇasova´ na´rocˇnost pro jednotlive´
typy zkoumany´ch media´novy´ch obvod˚u.
8.6 Paritn´ı obvody
Ve te´to trˇ´ıdeˇ obvod˚u byly experimenty pro zjednodusˇen´ı prova´deˇny jen na obvodech sude´
parity. Na obra´zku 8.13 je uveden osmibitovy´ paritn´ı obvod, ktery´ byl vygenerova´n za pouzˇit´ı
vsˇech implementovany´ch hradel. Po odstraneˇn´ı redundantn´ıch komponent lze zjistit, zˇe al-
goritmus ke konstrukci paritn´ıho obvodu vyuzˇil pouze hradla XOR a jeho negace. Tento
jev nen´ı na´hodny´, jelikozˇ pro konstrukci paritn´ıch obvod˚u se beˇzˇneˇ pouzˇ´ıva´ logicke´ funkce
XOR. Z tohoto d˚uvodu, bylo pro evoluci na´rocˇneˇjˇs´ıch typ˚u paritn´ıch obvod˚u, pouzˇito pouze
hradlo XOR.
Z tabulky 8.7 je patrna´ velmi vysoka´ u´speˇsˇnost algoritmu v te´to trˇ´ıdeˇ obvod˚u. Podarˇilo
se bez va´zˇneˇjˇs´ıch proble´mu˚ vygenerovat v´ıcevstupove´ varianty. Mu˚zˇeme take´ pozorovat
vy´znamny´ na´r˚ust cˇasove´ na´rocˇnosti, ktera´ byla v tomto prˇ´ıpadeˇ hranicˇn´ı velicˇinou. Maxi-
ma´ln´ı pocˇet vstup˚u, ktery´ byl u dane´ho typu obvodu testova´n, byl 12. Fukncˇn´ı rˇesˇen´ı
dvana´ctibitove´ho paritn´ıho obvodu je zna´zorneˇno na obra´zku 8.14.
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Obra´zek 8.7: Upraveny´ obvod z obra´zku 8.6. Sedmivstupova´ boolovska´ symetrie s 5 hradly.
typ obvodu provedene´ experimenty u´speˇsˇnost [%] cˇasova´ na´rocˇnost [h]
8 b. paritn´ı o. 2022 100,00% 52,6 h
9 b. paritn´ı o. 1188 100,00% 54,0 h
10 b. paritn´ı o. 172 100,00% 53,7 h
11 b. paritn´ı o. 11 100,00% 48,4 h
12 b. paritn´ı o. 3 66,67% 52,6 h
Tabulka 8.7: Pocˇet experiment˚u, u´speˇsˇnost algoritmu a cˇasova´ na´rocˇnost pro jednotlive´
typy zkoumany´ch paritn´ıch obvod˚u.
8.7 Polymorfn´ı obvody
Polymorfn´ı obvody tvorˇ´ı specia´ln´ı trˇ´ıdu kombinacˇn´ıch logicky´ch obvod˚u. Jak bylo zmı´neˇno
vy´sˇe, kazˇde´ hradlo mu˚zˇe prˇedstavovat v´ıce funkc´ı, mezi nimizˇ je voleno v za´vislosti na
vneˇjˇs´ım cˇiniteli. V nasˇem prˇ´ıpadeˇ, jsme se zameˇrˇili na hradla se dveˇmi funkcemi, mezi
nimizˇ je vyb´ıra´no, na za´kladeˇ dodatecˇne´ho bina´rn´ıho vstupu. Do experiment˚u bylo vybra´no
neˇkolik variant obvod˚u, neˇktere´ z nich inspirova´ny prac´ı pojedna´vaj´ıc´ı o na´vrhu poly-
morfn´ıch obvod˚u [12]. Experymety byly celkoveˇ na´rocˇneˇjˇs´ı, jelikozˇ bylo, na rozd´ıl od kla-
sicky´ch kombinacˇn´ıch logicky´ch obvod˚u, hleda´no rˇesˇen´ı dvou funkc´ı. Pro pocˇa´tecˇn´ı nastaven´ı
algoritmu bylo vyuzˇito prˇedchoz´ıch vy´sledk˚u. I s teˇmito slozˇiteˇjˇs´ımi experimety si v mnoha
prˇ´ıpadech doka´zal algoritmus poradit. Souhrnne´ vy´sledky ukazuje tabulka 8.8. Prˇ´ıklady
plneˇ funkcˇn´ıch vygenerovany´ch obvod˚u jsou zna´zorneˇny na obra´zc´ıch 8.15, 8.16, 8.17, 8.18,
8.19, 8.20, 8.21.
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Obra´zek 8.8: Osmibitova´ boolovsky´ symetrie po odstraneˇn´ı redundantn´ıch komponent.
Obra´zek 8.9: Cˇtyrˇbitova´ rˇadic´ı s´ıt’ vygenerovana´ za pouzˇit´ı vsˇech implementovany´ch hradel
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Obra´zek 8.10: Prˇ´ıklad jednoho z neju´speˇsˇneˇjˇs´ıch vygenerovany´ch rˇesˇen´ı - sˇestibitova´ rˇadic´ı
s´ıt’
Obra´zek 8.11: Chybneˇ vygenerovane´ obvody z [13]: a) peˇtivstupovy´ media´novy´ obvod, b)
sedmivstupovy´ media´novy´ obvod.
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Obra´zek 8.12: Sedmibitovy´ media´novy´ obvod
Obra´zek 8.13: Osmibitovy´ paritn´ı obvod s vyuzˇit´ım vsˇech implementovany´ch hradel
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Obra´zek 8.14: Dvana´ctibitovy´ paritn´ı obvod
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typ obvodu provedene´ exp. u´speˇsˇnost [%] cˇ. na´rocˇnost [h]
1 b. u´plna´ scˇ´ıtacˇka / 3 b. rˇadic´ı s. 1124 0,53% 44,7 h
2 b. scˇ´ıtacˇka / 2 b. na´sobicˇka 210 0,00% 43,8 h
2 b. scˇ´ıtacˇka / 4 b. rˇadic´ı s. 209 0,00% 42,7 h
3 b. boolovska´ s. / 3 b. media´novy´ o. 1000 92,20% 4,7 h
5 b. boolovska´ s. / 5 b. media´novy´ o. 92 1,09% 43,9 h
5 b. boolovska´ s. / 5 b. paritn´ı o. 164 11,59% 43,8 h
3 b. media´novy´ o. / 3 b. paritn´ı o. 1000 93,70% 4,4 h
5 b. media´novy´ o. / 5 b. paritn´ı o. 92 1,09% 43,5 h
2 b. na´sobicˇka / 4 b. rˇadic´ı s. 283 0,00% 44,1 h
6 b. paritn´ı o. / 6 b. boolovska´ s. 51 0,00% 42,9 h
7 b. paritn´ı o. / 7 b. boolovska´ s. 19 10,53% 42,9 h
Tabulka 8.8: Pocˇet experiment˚u, u´speˇsˇnost algoritmu a cˇasova´ na´rocˇnost pro jednotlive´
typy zkoumany´ch polymorfn´ıch obvod˚u.
Obra´zek 8.15: Jednobitova´ scˇ´ıtacˇka s prˇenosem (0) / trˇ´ıbitova´ rˇadic´ı s´ıt’ (1)
Obra´zek 8.16: Trˇ´ıbitova´ boolovsky´ symetrie (0) / trˇ´ıbitovy´ media´novy´ obvod (1)
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Obra´zek 8.17: Peˇtibitova´ boolovsky´ symetrie (0) / peˇtibitovy´ media´novy´ obvod (1)
Obra´zek 8.18: Peˇtibitova´ boolovsky´ symetrie (0) / peˇtibitovy´ paritn´ı obvod (1)
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Obra´zek 8.19: Trˇ´ıbitovy´ media´novy´ obvod (0) / trˇ´ıbitovy´ paritn´ı obvod (1)
Obra´zek 8.20: Peˇtibitovy´ media´novy´ obvod (0) / peˇtibitovy´ paritn´ı obvod (1)
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V prˇedcha´zej´ıc´ıch cˇa´stech jsme proveˇrˇili konstrukci kombinacˇn´ıch logicky´ch obvod˚u za po-
moci developmentu zalozˇene´m na vy´voji bina´rn´ıho jednorozmeˇrne´ho neuniformn´ıho celu-
la´rn´ıho automatu. Prezentovane´ vy´sledky ukazuj´ı, zˇe implementovany´ algoritmus je do jiste´
mı´ry schopen nale´zt rˇesˇen´ı zadane´ u´lohy.
Ve trˇ´ıdeˇ obvod˚u s jednodusˇsˇ´ı s´ıt´ı hradel, se podarˇilo nale´zt rˇesˇen´ı i pro vy´razneˇ vy´sˇsˇ´ı
pocˇet vstup˚u. U obvod˚u se slozˇiteˇjˇs´ı strukturou bylo mnohem na´rocˇneˇjˇs´ı vygenerovat odpo-
v´ıdaj´ıc´ı rˇesˇen´ı. Celkoveˇ se podarˇilo v te´to kategorii nale´zt dvoubitovou scˇ´ıtacˇku s prˇenosem
a dvoubitovou na´sobicˇku. Ve trˇ´ıdeˇ polymorfn´ıch obvod˚u byla situace jesˇteˇ v´ıce kompliko-
vaneˇjˇs´ı. Polymorfn´ı obvod reprezentuje dveˇ funkce za´rovenˇ. I prˇesto doka´zal algoritmus
nale´zt neˇktere´ varianty z te´to specificke´ trˇ´ıdy.
Nelze jednoznacˇneˇ rˇ´ıc´ı, zˇe pro na´rocˇneˇjˇs´ı zada´n´ı nen´ı algoritmus schopen nale´zt plneˇ
funkcˇn´ı rˇesˇen´ı. Za´kladn´ım omezuj´ıc´ım faktorem prova´deˇny´ch experiment˚u byla cˇasova´ na´rocˇ-
nost. Se zvysˇuj´ıc´ım se pocˇtem vstup˚u obvod˚u nar˚ustaly take´ cˇasove´ pozˇadavky na jednotlive´
pokusy. V neˇktery´ch trˇ´ıda´ch obvod˚u, bylo velmi komlikovane´ prove´st dostatecˇny´ pocˇet ex-
perimet˚u, natozˇ otestovat spra´vnost pocˇa´tecˇn´ıho nastaven´ı algoritmu. Ve srovna´n´ı s uni-
formn´ım celula´rn´ım automatem, je neuniformn´ı verze daleko komplikovaneˇjˇs´ı. Neobsahuje
jednu spolecˇnou loka´ln´ı prˇechodovou funkci a velikost vyhleda´vac´ıho prostoru je tak mno-
hem veˇtsˇ´ı. Na druhou stranu na´m tato vlastnost da´va´ daleko veˇtsˇ´ı mozˇnosti v konstrukci
vy´sledne´ho kombinacˇn´ıho loicke´ho obovdu. Uka´zalo se, zˇe algoritmus s neuniformn´ı verz´ı
celula´rn´ıho automatu doka´zˇe generovat stejneˇ kvalitn´ı a v rˇadeˇ prˇ´ıpad˚u i lepsˇ´ı rˇesˇen´ı, nezˇ
v prˇ´ıpadeˇ uniformn´ıho celula´tn´ıho automatu.
Vy´razny´m cˇinitelem ovlivnˇuj´ıc´ı cˇasovou na´rocˇnost je vy´pocˇet fitness hodnoty. Tato
je stanovena na za´kladeˇ porovna´n´ı vsˇech vstupn´ıch a odpov´ıdaj´ıch vy´stupn´ıch hodnot.
I prˇesto, zˇe vyhodnocova´n´ı reakce na dane´ vstupy bylo pro jednotlive´ stupneˇ obvodu
prova´deˇno paralelneˇ, byly cˇasove´ na´roky znatelne´. V te´to oblasti by bylo vhodne´ experi-
mentovat s fitness funkcemi zalozˇeny´mi na jiny´ch principech, tak aby se znacˇneˇ redukovala
cˇasova´ slozˇitost.
U trˇ´ıd obvod˚u jaky´mi jsou naprˇ. scˇ´ıtacˇky a na´sobicˇky by bylo vhodne´ prove´st veˇtsˇ´ı
mnozˇstv´ı experimet˚u se zameˇrˇen´ım na pocˇa´tecˇn´ı nastaven´ı algoritmu. Vliv jednotlivy´ch




V prˇedcha´zej´ıc´ıch kapitola´ch jsme prˇedstavili techniku developmentu zalozˇene´ho na vy´voji
neuniformn´ıho celula´rn´ıho automatu. Pomoc´ı teˇchto na´stroj˚u jsme se snazˇily navrhnout
r˚uzne´ typy za´kladn´ıch kombinacˇn´ıch logicky´ch obvod˚u a zvla´sˇtn´ı trˇ´ıdu nazvanou poly-
morfn´ı obvody. Prˇedmeˇtem evoluce byly loka´ln´ı prˇechodove´ funkce a pocˇa´tecˇn´ı konfigurace
celula´rn´ıho automatu pro danou trˇ´ıdu u´loh.
V kategorii klasicky´ch kombinacˇn´ıch logicky´ch obvod˚u se podarˇilo navrhnout naprˇ.
dvoubitovou scˇ´ıtacˇku s prˇenosem, osmibitovou boolovskou symetrii nebo sedmibitovy´ media´n-
ovy´ obvod. Ve trˇ´ıdeˇ polymorfn´ıch obvod˚u se podarˇilo vygenerovat naprˇ. sedmibitovy´ paritn´ı
obvod / sedmibitova´ boolovska´ symetrie nebo peˇtibitovy´ media´novy´ obvod / peˇtibitovy´
paritn´ı obvod.
Celkova´ u´speˇsˇnost rˇesˇen´ı neuniformn´ıho celula´rn´ıho automatu je plneˇ srovnatelna´ s uni-
formn´ı verz´ı. V rˇadeˇ prˇ´ıpad˚u dosˇlo k vygenerova´n´ı kvalitativneˇ lepsˇ´ıch rˇesˇen´ı.
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Implementovany´ algoritmus byl napsa´n v jazyce Java. Na´sleduje strucˇny´ prˇehled a popis
implementovany´ch trˇ´ıd. V za´vorka´ch je vzˇdy uveden opdpov´ıdaj´ıc´ı zdrojovy´ soubor. Pod-
robneˇjˇs´ı dokumentaci obsahuj´ı zdrojove´ soubory.
A.1 Popis implementovany´ch trˇ´ıd
Circuit (Circuit.java)
Reprezentuje jednotliva´ hradla, umozˇnˇuje jejich vyhodnocova´n´ı a identifikaci.
Seznam metod:
• Circuit (): konstruktor.
• boolean evaluate (BitSet circuit, boolean input1, boolean input2,
boolean line): vyhodnocen´ı dane´ho obvodu s definovany´mi hodnotami vstup˚u.
• String toString (BitSet circuit): prˇevod hradla na textovou reprezentaci.
GeneticAlgorithm (GeneticAlgorithm.java)
Trˇ´ıda reprezentuj´ıc´ı geneticky´ algoritmus.
Seznam metod:
• GeneticAlgorithm (int populationSize, byte mutationChance,
byte mutationStateChance, BitSet[] inputs, BitSet[] outputs, byte
outputSize): konstruktor.
• void initialize (short maxRules, byte automataSize,
byte nbrhoodSize, byte maxCycles): inicializace pocˇa´tecˇn´ıho nastaven´ı ge-
neticke´ho algoritmu.
• void makeEvolutionStep (short tournamentSize): proveden´ı jednoho evo-
lucˇn´ıho kroku.
• void evaluateFitness(): vyhodnocen´ı fitness hodnoty vsˇech jedinc˚u populace.
• double getAvgFitness(): z´ıska´n´ı pr˚umeˇrne´ fitness hodnoty populace.




Reprezentuje chromozom (celula´rn´ı automat) v geneticke´m algoritmu.
Seznam metod:
• Chromosome (short maxRules, byte automataSize, byte nbrhoodSize):
konstruktor.
• HashMap generateRules (short maxRules): pseudona´hodne´ generova´n´ı pravidel
celula´rn´ıho automatu.
• BitSet makeRule(): pseudona´hodne´ vygenerova´n´ı jednoho pravidla.
• BitSet[][] getSchema(byte cycles): z´ıskan´ı ko´dovane´ho sche´matu po prove-
den´ı definovane´ho pocˇtu prˇechod˚u celula´rn´ıho automatu.
• String getTextSchema(byte cycles, byte outputSize): z´ıska´n´ı textove´ repre-
zentace vy´sledne´ho obvodu.
• String getTable(BitSet[] input, BitSet[] output, byte cycles, byte
outputSize): z´ıska´n´ı pravdivostn´ı tabulky v za´vislosti na zadane´m vstupu
vy´sledne´ho obvodu.
• String getChromosomeTextCode(): z´ıska´n´ı textove´ reprezentace prˇechodovy´ch
pravidel celula´rn´ıho automatu.
• void drawSchema(Graphics g, byte cycles, byte outputSize): vykreslen´ı
vy´sledne´ho obvodu do graficke´ho kontextu.
• BitSet[] evaluate(BitSet[] input, byte cycles): vyhodnocen´ı fitness chro-
mozomu.
• int[] getResults(BitSet[] inputs, BitSet[] outputs, byte outputSize,
byte cycles): vyhodnocen´ı rozd´ıl˚u mezi pozˇadovany´mi a generovany´mi vy´stupy
obvodu.
• void setFitness(int fitness): nastaven´ı fitness hodnoty.
• void setOutputStartBit(byte startBit): urcˇen´ı prvn´ıho vy´stupn´ıho bitu
obvodu.
• int getFitness(): z´ıska´n´ı fitness hodnoty chromozomu.
• int Chromosome[] crossing(Chromosome crossChr): krˇ´ızˇen´ı dvou chromo-
zomu˚.
• int void mutate(): mutace prˇechodovy´ch pravidel celula´rn´ıho atuomatu.
• int void mutateInitialState(): mutace pocˇa´tecˇn´ıho stavu celula´rn´ıho au-
tomatu.
• Object clone(): kop´ırova´n´ı instance trˇ´ıdy Chromosome.
• BitSet getInitialState(): z´ıska´n´ı pocˇa´tecˇn´ıho stavu celula´rn´ıho automatu.
INIFile (INIFile.java)
Extern´ı knihovna. Popis viz. zdrojovy´ soubor.
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IO (IO.java)
Trˇ´ıda pro nacˇ´ıta´n´ı dat kombinacˇn´ıho logicke´ho obvodu z extern´ıho souboru.
Seznam metod:
• IO (String filename): konstruktor.
• BitSet[] getInputs(): z´ıska´n´ı pozˇadovany´ch vstup˚u obvodu.




• void checkArgs(String[] args): oveˇrˇen´ı prˇedany´ch argument˚u.
• void main(String[] args): hlavn´ı smycˇka aplikace.
Output (Output.java)
Trˇ´ıda pro ukla´da´n´ı do vy´stupn´ıch soubor˚u.
Seznam metod:
• Output (String directory): konstruktor.
• void write(String text): zapsa´n´ı textu do souboru.
• void write(BufferedImage image): zapsa´n´ı grafiky do souboru.
Settings (Settings.java)
Trˇ´ıda pro nacˇten´ı nastavn´ı algoritmu.
Seznam metod:
• Settings(String iniFile): konstruktor.
A.2 Prˇeklad programu
Zdrojove´ soubory, pro pra´ci s klasicky´mi typy kombinacˇn´ıch obvod˚u, jsou umı´steˇny v
adresa´rˇi src\clasic_circuits. Zdrojove´ soubory, pro pra´ci s polymorfn´ımi obvody, jsou
umı´steˇny v adresa´rˇi src\polymorf_circuits. Pro prˇeklad programu byly vytvorˇeny prˇekladove´





klasicke´ typy obvod˚u: make run_clasic SETTINGS_FILE IO_FILE
run_clasic.bat SETTINGS_FILE IO_FILE
polymorfn´ı obvody: make run_polymorf SETTINGS_FILE IO_FILE
run_polymorf.bat SETTINGS_FILE IO_FILE




Aplikace byla navrzˇena tak, aby splnˇovala krite´rium jednoduchosti a prˇ´ıstupnosti prˇi za-
chova´n´ı vsˇech pozˇadovany´ch a nezbytny´ch parametr˚u a prvk˚u.
Datove´ vy´stupy
Vsˇechny datove´ vy´stupy jsou ukla´da´ny do uzˇivatelsky specifikovane´ho adresa´rˇe definovane´ho
v souboru s nastaven´ım. Jme´no kazˇde´ho souboru je oznacˇeno cˇasovou znacˇkou.
Do souboru jsou ukla´da´ny na´sleduj´ıc´ı informace:
• Generation count - pocˇet generac´ı evoluce.
• Best chromosome (circuit) fitness - fitness hodnota nejlepsˇ´ıho jedince.
• Best circuit schema - textova reprezentace vy´sledne´ho obvodu. Kazˇdy´ rˇa´dek ob-
sahuje jeden stupenˇ obvodu ve tvaru:
NA´ZEV HRADLA_POZICE {VSTUPY}, ..., NAZEV-HRADLA_POZICE {VSTUPY} .
• Best circuit table - pravdivostn´ı tabulku obvodu ve tvaru:
{VSTUP}{POZˇADOVANY´ VY´STUP}{GENEROVANY´ VY´STUP}. Vypsa´ny jsou vzˇdy bity v log-
icke´ hodnoteˇ 1.
• Automata size - velikost celula´rn´ıho automatu.
• Neighborhood cell size - velikost sousedstv´ı.
• Automata initial state - pocˇa´tecˇn´ı stav celula´rn´ıho automatu. Oznacˇeny jsou bity
v logicke´ hodnoteˇ 1.
• Automata cycles number - pocˇet stupnˇ˚u generovane´ho obovdu.
• Automata rules - prˇechodova´ pravidla celula´rn´ıho automatu ve tvaru:
{STAV} > GENEROVANE´ HRADLO {VSTUPY} > NS: NA´SLEDUJI´CI STAV BUNˇKY.
Vstupn´ı parametry
Vstupn´ı parametry se prˇeda´va´j´ı pomoc´ı extern´ıho souboru. Prˇ´ıklad je uveden v souboru
settings.ini. Struktura je na´sleduj´ıc´ı:
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[EVOLUTION]
Population_Size = 150 ;velikost populace
Mutation_Chance = 40 ;% pravdeˇpodobnost mutace pravidel
Mutation_State_Chance = 0 ;% pravdeˇpodobnost mutace pocˇa´tecˇnı´ho stavu
Max_Generation_Count = 10000 ;maxima´lnı´ pocˇet generacı´ evoluce
Test_Count = 1000 ;pocˇet prova´deˇny´ch testu˚
Tournament_Count = 2 ;pocˇet souteˇzˇı´cı´ch jedincu˚ v turnajove´ selekci
[AUTOMATA]
Automata_Size = 3 ;velikost celula´rnı´ho automatu
Output_Size = 1 ;velikost vy´stupu
Rules_Count = 100 ;maxima´lnı´ pocˇet prˇepisovacı´ch pravidel jedne´ bunˇky
Neighbrhood_Size = 1 ;velikost sousedstvı´
Cycles_Count = 3 ;pocˇet iteracı´ celula´rnı´ho automatu prˇi generova´nı´ obvodu
[SYSTEM]
Output_Directory = out ;adresa´rˇ pro vy´stupnı´ data
Parametry obvodu
Parametry obvodu se prˇeda´vaj´ı pomoc´ı extern´ıho souboru. Prˇ´ıklady lze nale´zt v adresa´rˇi
inputs. Struktura dat je na´sleduj´ıc´ı:
Klasicke´ obvody: VSTUPY:VYSTUPY
Polymorfn´ı obvody: LOGICKA´_HODNOTA_FUNKCE VSTUPY:VY´STUPY
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