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The estuarine salt wedge presents a dynamic and highly refractive waveguide, the acoustic propaga-
tion characteristics of which are controlled by the water column sound speed gradient and boundary
interactions. Acoustically, the salt wedge consists of two isospeed layers separated by a thin, three-
dimensional (3D), high-gradient layer. The behavior of a broadband (500–2000 Hz) acoustic field
under the influence of an estuarine salt wedge in the Columbia River estuary is explored using two
3D acoustic propagation models: 3D rays and 3D parabolic equation. These model results are com-
pared to data collected during the field experiment. Results demonstrate that the dominant physical
mechanism controlling acoustic propagation in this waveguide shifts from 3D bottom scatter in a
non-refractive waveguide (before the entrance of the salt wedge) to 3D acoustic refraction with
minimal bottom interaction in a refractive waveguide (when the salt wedge occupies the acoustic
transect). Vertical and horizontal refraction in the water column and out-of-plane scattering by the
bottom are clearly evident at specific narrowband frequencies; however, these mechanisms contrib-




An estuary is a semi-enclosed coastal body of water which
has a free connection with the open sea and within which sea
water is measurably diluted with fresh water derived from land
drainage (Pritchard, 1967). A more complete description is
offered by Day (1980, 1981) and Kennish (1986) as “a partially
enclosed coastal body of water which is either permanently or
periodically open to the sea and within which there is a meas-
ureable variation of salinity due to the mixture of seawater with
freshwater derived from land drainage.” Estuaries can be classi-
fied according to the geophysical processes by which they are
formed [e.g., coastal plain or drowned river estuaries, fjord or
glacier-built estuaries, bar-built or lagoon-type estuaries, and
tectonic estuaries (Pritchard, 1967)], by their water column
properties (e.g., salt wedge, partially mixed, well-mixed,
inverse, and intermittent), by their salinity and tidal characteris-
tics (e.g., salinity zonation, tidal range), by their sedimentation,
or by their ecosystem energetics (Kennish, 1986). During rising
tides, the water column structure of salt wedge estuaries consists
of denser seawater advected under fresh water discharged by
the river. The degree of water column stratification is controlled
by the tide’s range and speed of advance, river discharge volu-
metric flow rate, and river mouth morphology (Dyer, 1998).
Investigations of near- and in-shore environments have naturally
focused on geological, thermodynamic, and hydrodynamic
parameters of the estuarine/riverine environment. The relatively
few acoustical studies carried out in rivers, estuaries, or other
energetic environments have employed higher frequencies at
downward-looking orientations [e.g., water column echosounder
surveys, multibeam echosounder (swath) bottom surveys]. The
objective of this line of investigation is to explore three-
dimensional (3D) acoustic propagation characteristics of the
estuarine waveguide to facilitate a more complete understanding
of the physical environment.
Acoustically, this environment consists of two isospeed
layers separated by a thin, range- and depth-dependent, high-
gradient layer comprising the salt wedge interface. When the
fresh water is warm relative to the salt water, the competing
effects of temperature and salinity on sound speed may create
a sound speed gradient too small to cause acoustic refraction.
When the fresh water is cold relative to the salt water, both
temperature and salinity will contribute to create a stronger
sound speed gradient compared to that observed during sum-
mer. While this nominally three-layer, very shallow water
acoustic waveguide is dominated by high-angle multipath
propagation at very short ranges, it has been shown that
refraction occurring in the gradient layer supports ducting of
low-angle energy in the upper layer, and that the statistical
variability of acoustic signal increases due to the spatiotempo-
ral dynamics of the salt wedge structure as it advances and
retreats on the rising and falling tides (Reeder, 2016).
A small acoustical field experiment was carried out in
May 2013 in the Mouth of the Columbia River (MCR)
within the context of a larger hydrodynamic field experiment
entitled Rivers and Inlets II funded by the Office of Naval
Research. Reeder (2016) reported details of the experiment,a)Electronic mail: dbreeder@nps.edu
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acoustic data analysis, and results of two-dimensional (2D)
acoustic propagation modeling, confirming the hypothesis
that the estuarine salt wedge is acoustically observable at
low-to-mid frequencies (500–2000 Hz). The present work
presents additional insights into the physics of the acoustic
propagation based upon 3D acoustic modeling, with the pri-
mary goal of establishing the contribution of horizontal
refraction to total transmission loss (TL) and impulsive
arrival structures.
The paper is organized as follows: Section II gives an
overview of the experiment and data analysis results to pro-
vide context for the 3D modeling results, Sec. III provides a
description of the models used in the present work, Sec. IV
includes acoustic propagation modeling results and discus-
sion, and Sec. V presents a concise summary.
II. OVERVIEW OF EXPERIMENT, DATA ANALYSIS, AND
MODELING
A. Columbia River estuary environment
The Columbia River estuary is classified as partially
mixed (Neal, 1972) and mesotidal (Sherwood and Creager,
1990), possessing mixed diurnal and semidiurnal tides with a
mean tidal excursion of approximately 2 m (Neal, 1972) and
maximum observed tidal excursion as great as 3.4 m during
spring tides (Gelfenbaum, 1983). This field experiment
occurred during the highly energetic spring freshet when the
river was stratified (i.e., possessed a salt wedge), and experi-
enced strong tidal currents, large river volumetric flow rates,
and rough surface conditions. The experimental area spanned
from several kilometers west of the North Jetty and South
Jetty at the river mouth to points in the North Channel
(Fig. 1). During flood, the turbulent convergence of the
advancing ocean tide against the strong river outflow
generated a salt wedge, the boundary of which is 3D (forming
a horse-shoe shaped surface expression in the center of the
channel between the mouth and Jetty A with the fresh river
water advancing westward toward the mouth on the north and
south sides), extended from the riverbed to the surface, and
was highly dynamic, as evidenced by confused, breaking
waves at the surface and down-welling at the front between
the two water masses. During ebb, surface currents exceeded
3.5 m/s in a direction opposing the predominant wind and
swell direction, generating a rough surface condition. During
both flood and ebb, strong bottom currents suspended and
transported bottom sediment [predominantly fine sand with a
mean grain size of 2.75/ (0.149 mm) (Sherwood and
Creager, 1990)], generating bedforms having amplitudes
between 0.7 and 2.1 m and wavelengths between 20 and 90 m
(Gelfenbaum et al., 2014, 2015). Bedforms are readily evi-
dent in Fig. 1 in both the northern and southern channels, as
well as in the area immediately east of Station A5. The tidal
currents in the estuary are strong, but highly variable on a
tidal and sub-tidal timescales (Sherwood and Creager, 1990);
therefore, the expectation is that the bedforms are not static,
but are continuously changing during the acoustic observation
period. The spatiotemporally varying 3D salt wedge shape,
the strong interfacial gradient capable of hosting internal
waves, the subduction of bubbles by down-welling at the
front, the rough surface condition, and the rough, active river-
bed are all acoustically significant features which conspire to
create a very complicated and dynamic acoustic waveguide.
FIG. 1. (Color online) MCR with high-resolution bathymetry: The acoustic source was deployed at Station S2 and the receiver was deployed 1 m above the
riverbed at Station A5. The acoustic transect was 1.36 km long, oriented NNW–SSE and centered on 46 15.5280N, 124 2.3540W. Bedform amplitudes were
0.7–2.1 m and wavelengths were 20–90 m. The entire displayed area is 8.5 km ! 15 km. Map data: SIO, NOAA, U.S. Navy, NGA, GEBCO, USGS, Google
2018. From Gelfenbaum et al. (2015).
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B. Data collection, analysis, and 2D modeling
Hydrophones, temperature and pressure sensors, and
acoustic current meters were moored at multiple locations
throughout the experimental area. Conductivity Temperature
Depth (CTD) casts were conducted throughout using a
Castaway CTD (Sontek, San Diego, CA). The data from
which were provided to the Center for Coastal Margin
Observation and Prediction (CMOP) in Portland, OR for val-
idation of their river forecast model, predictions from which
were used as environmental input to acoustic propagation
modeling (discussed in Sec. III).
The present work focuses on the period of the proces-
sion of the salt wedge (flood) on May 27, 2013 during which
acoustic signals (2-s long, linear frequency-modulated in the
500–2000 Hz band) were transmitted at a constant source
level once every 10 s by an acoustic source (LL-1424HP,
Lubell Labs, Whitehall, OH) at 7 m water depth at Station
S2 and received by a hydrophone (Acousonde, Greeneridge
Sciences, Santa Barbara, CA) 1 m above the riverbed at
Station A5 (Fig. 1). This 1.36 km long acoustic transect,
transverse to the direction of salt wedge movement, was stra-
tegically chosen to provide the optimal geometry to observe
the refractive properties of the salt wedge. The received sig-
nals were matched-filtered in the frequency domain, increas-
ing temporal resolution and signal-to-noise ratio. The signal
intensity level (SIL) is defined as





dB re 1lPa2-s; (1)
where p(t) is the matched-filter output and T is the integra-
tion period equal to 0.5 s.
Figure 2 (taken from Reeder, 2016) presents data col-
lected during flood on May 27. The top panel shows sound
speed as a function of depth (m) and range (m) along the
acoustic path between the source at Station S2 and the
receiver at Station A5. This across-channel transect is shown
looking from west to east into the estuary as the salt wedge
enters the estuary. Using the Chen–Millero equation (Chen
and Millero, 1977), the sound speed is converted from tem-
perature and salinity profiles provided by CMOP’s integrated
modeling system named the “Virtual Columbia River,”
which is based upon a distributed network of multiple data
sources (Baptista et al., 2015; Karna et al., 2015). The
source is depicted on the left at 7 m water depth and the
receiver is depicted on the right 1 m above the riverbed. The
CMOP model output was provided in 36 s increments, and
this particular profile is the one for 1915Z on May 27, which
is the approximate time at which the acoustic source occu-
pies the depth of greatest sound speed gradient. The low res-
olution bathymetry was extracted from the United States
Geological Survey (USGS) multi-beam echosounder bathy-
metric surveys conducted in 2012 and provided by CMOP.
Water depth varies from 16 m at Station S2 to a maximum of
27 m in the center of the channel, back up to 17 m at Station
A5; modeled sound speed varies from a minimum of
1460 m/s in the near-surface waters to a maximum sound
speed of 1490 m/s in the lower portion of the water column.
[These modeled sound speed fields were used in Reeder
(2016), but they were not used in the 3D calculations in this
paper.] The middle panel shows sound speed (m/s) as a func-
tion of depth (m) from CTD profiles collected on a Castaway
CTD hand-deployed over the side of the ship in approxi-
mately 15-min intervals during the 6-h acoustic transmission
period from 1530Z to 2130Z on May 27. Sound speed is
observed to vary between 1460 and 1490 m/s primarily due
to the salinity variation of 28 psu, while temperature varied
by only 1.5 %C. Note that as the salt wedge advances during
flood, 1925Z is the approximate time at which the source at
7 m water depth moves from fresh water to salt water. The
bottom panel shows 1-min averaged relative broadband
(BB) SIL in dB re 1 lPa2 s (normalized to the maximum BB
SIL during the 6-h observation period) observed at Station
A5 vs time on the same scale as shown in the middle panel.
The BB SIL is relatively stable prior to 1700Z, slowly
decreases approximately 15 dB during a 21=2 hour period,
reaches a minimum at approximately 1925Z, then rapidly
increases 15 dB during a 1 h period, finally returning at 2030Z
to approximately the same level as observed prior to 1700Z.
Variability in BB SIL during the period of decreasing and
increasing BB SIL (& 1730Z–2030Z) is greater than the vari-
ability at the beginning and end of the transmission period.
Reeder (2016) attributed the behavior of TL to vertical
and horizontal refraction by the higher speed water as the salt
wedge crossed the acoustic transect between S2 and A5: as the
salt water progressively fills the water column along the acous-
tic transect, an increasing amount of acoustic energy is directed
vertically up and horizontally out of plane to the east, away
from the acoustic receiver. The maximum TL occurs when the
sound speed gradient and acoustic source are at the same depth
(& 1915–1930Z), resulting in the greatest degree of acoustic
refraction of the entire period. This acoustic feature is brack-
eted before and after by isospeed (non-refractive) water. This
interpretation was supported by acoustic modeling, but the
Bellhop2D model (Porter and Bucker, 1987; Porter, 2011)
employed underpredicted the change in TL, presumably
because it could not account for horizontal refraction in the
acoustic field. The remainder of this paper employs 3D acous-
tic models to explore the propagation physics and to quantify
the out-of-plane bottom scatter, diffraction, and horizontal
refraction caused by the 3D salt wedge.
III. ACOUSTIC PROPAGATION MODELS
Predictions by two 3D acoustic propagation models are
presented to elucidate the behavior of the acoustic field
under the influence of the salt wedge: the 3D ray model and
the three-dimensional parabolic equation (3DPE) model.
A. Descriptions of acoustic models
The ray model directly solves the 3D eikonal equation
jrsj2 ¼ c' 2ðx*Þ, resulting from the ray-series expansion of
the Helmholtz wave equation and taking only the first-order
term for high frequencies (Jensen et al., 1994). In the eikonal
equation, s is the time advance term in the phase of the
plane-wave solution, exp(ixs), x is the angular frequency,
and cðx*Þ is the 3D sound speed field. Actually, rs indicates
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directions of ray trajectories (the normal of the wavefront), and
the eikonal equation governs its length jrsj, leading to the fol-
lowing second-order ordinary differential equation (ODE) for











where s is the arc-length along the ray. The MATLABV
R
ODE45
toolbox was utilized to solve the ray-tracing ODE in a 3D
Cartesian coordinate system, and the law of reflection is
enforced on the sea surface and sea floor. The 3D ray model
was validated by comparison to the analytical solutions for
constant and linear sound speed profiles.
The second model is a 3DPE model (Lin et al., 2013)
that implements the Split-Step Fourier (SSF) algorithm to
solve the approximated Helmholtz wave equation of para-
bolic type for sound pressure, which is not resolved by the
3D ray model. The general parabolic-equation approxima-
tion method was first introduced by Hardin and Tappert
(1973) and Tappert (1974) to the underwater acoustic com-
munity, and it has been shown to be one of the most efficient
and effective numerical methods to predict underwater
sound propagation in a complex environment. In the present
3D SSF parabolic equation (PE) model, a density-reduced
pressure variable ~P ¼ P= ffiffiffiqp (Bergman, 1946) was used to
handle the density (q) variation across the seafloor interface,
and the approximated Helmholtz equation of parabolic type
FIG. 2. (Color online) (a) Modeled sound speed (m/s) vs depth (m) and range (m) along the S2–A5 acoustic transect at model time 1915Z on May 27, 2013.
The solid circle on the left marks the position of the acoustic source 7 m below the surface. The solid circle on the right marks the position of the acoustic
receiver 1 m above the riverbed at Station A5. (Modeled sound speed courtesy of CMOP.) (b) Sound speed (m/s) vs depth (m) and time (Z) at Station S2 based
on CTD casts during the 6 h period of the acoustic transmissions shown in the lower panel. (c) Relative broadband signal intensity level (dB re 1 lPa2 s) vs
time (Z) observed at Station A5 on May 27. All three panels from Reeder (2016).
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! w x; y; zð Þ; (3)
where w is the demodulated sound pressure with the baseline
phase removed according to the reference wavenumber k0
¼ x/c0 [i.e., ~P ¼ w exp ðik0xÞ], and ~n is the effective index














The key step of PE methods is to approximate the square
root operator in Eq. (3); the following wide-angle approxi-
mation proposed by Feit and Fleck (1978) is utilized in the
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The solution of Eq. (3) with the wide-angle approximation
can be determined using the SSF algorithm (Lin et al.,
2013),
w xþ Dx;y;zð Þ¼ eik0Dx n' 1ð Þ








where F and F' 1 indicate 2D Fourier transform and inverse
transform to transfer the PE solution between the spatial
domain (y, z) and the wavenumber domain (ky, kz) at each





the free space propagator which is numerically operated in
the wavenumber domain. After this SSF step, the phase of
the PE pressure solution is adjusted according to the anom-
aly of the index of refraction through eik0Dxðn' 1Þ in the spatial
domain. Detailed descriptions of the 3D SSF PE are con-
tained in Lin et al. (2013).
B. Environmental input to acoustic models
Three environments were used as input into the acoustic
propagation models: an idealized salt wedge with low-
resolution (80 m) bathymetry (Environment 1), an idealized salt
wedge with high-resolution (1 m) bathymetry (Environment 2),
and a more realistic environment using CMOP modeled tem-
perature and salinity fields and high-resolution bathymetry
(Environment 3). While more realistic, the variability and
uncertainty of the CMOP environmental fields created diffi-
culty in the identification of trends in the acoustic field; hence,
the idealized, well-behaved salt wedge (Fig. 3) provided addi-
tional insight into the physics of the acoustic propagation.
Characteristics of the top and bottom boundaries of the wave-
guide were shared by all three environments. In both across-
and along-path directions, the top boundary (water surface) was
horizontally planar (range independent), while the bottom
boundary was rough (range-dependent bathymetry), yet range-
independent in terms of geoacoustic parameters of the riverbed.
The riverbed was modeled using the high-resolution (1 m)
bathymetry in Fig. 3, extracted from a subset of the USGS sur-
vey (Fig. 4) performed in the weeks following the acoustic field
experiment (Gelfenbaum et al., 2014, 2015). The geoacoustic
parameters in Environments 2 and 3 associated with the pre-
dominantly fine sandy sediment with mean grain size of 2.75/
(0.149 mm) were a sound speed (c) of 1620 m/s, density (q) of
1.83 g/cm3, and attenuation (a) of 0.365 dB/m (Sherwood and
Creager, 1990; Zhou et al., 2009).
1. Idealized salt wedge
Figure 3 presents the salt wedge from the perspective of
an observer looking south-to-north across the river along the
acoustic transect from the receiver to the source as the salt
wedge advances into the river from the west during flood.
The idealized salt wedge consisted of a two-layer water col-
umn: an upper fresh water layer (with a sound speed of
1460 m/s) separated from the lower salt water layer (with a
sound speed of 1490 m/s) by an interface characterized by a
4 s' 1 vertical sound speed gradient and a 4% slope (in the
direction of the river axis). These two characteristics repre-
sent the observed sound speed gradient and slope, based
upon the CTD observations. The water column sound speed
field was range-dependent in the across-path direction and
FIG. 3. (Color online) Idealized salt wedge environment, looking south-to-
north across the river along the acoustic transect from the receiver to the
source as the salt wedge advances into the river from the west during flood;
the salt wedge, with 4 1/s gradient and 4% slope, separates salt water
(1490 m/s) and fresh water (1460 m/s). Environment 2 b is depicted here,
with the source at 7 m water depth, 2 m above the gradient and 18 m above
the riverbed [USGS high resolution (1 m) bathymetry].
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range-independent in the along-path direction. Environment
1 was used in the 3D ray model, and Environment 2 was
used in the PE acoustic propagation model. The low-
resolution bathymetry was derived from the high-resolution
bathymetry.
2. Realistic salt wedge
Environment 3 consisted of sound speed fields con-
verted and interpolated from 234 gridded temperature and
salinity profiles provided by CMOP’s integrated modeling
system and was used in the PE acoustic propagation model.
The modeled water column gradient is known to be weaker
than actual (Geyer, 2014); therefore, the sound speed gradi-
ent at the salt wedge interface in Environment 3 was
increased to approximately 4 s' 1 to more closely represent
the actual, observed gradient.
IV. RESULTS AND DISCUSSION
A. 3D ray predictions
Two realizations of Environment 1 are used in this sec-
tion: The first realization (Environment 1a) is a completely
isospeed fresh water environment of 1460 m/s to represent a
non-refractive medium of the river prior to the entrance of
the salt wedge; the second realization (Environment 1 b) rep-
resents the time during flood (approximately 3 h later) at
which the acoustic source occupies a depth just above the
salt wedge gradient. Figures 5 and 6 display results from the
3D ray model for Environments 1a and 1 b, respectively.
Panel (a) displays the sound speed field as a function of
depth [Z(m)] and cross-range [Y(m)] halfway between the
source at S2 and the receiver at A5 looking from the south as
the salt wedge advances across the acoustic transect from
left to right. Panel (b) displays the sound speed field as a
FIG. 4. (Color online) High-resolution (1 m) bathymetry along the acoustic
track between the source (S2) and receiver (A5). The riverbed slopes down
from west to east and hosts bedforms which are oriented at angles oblique to
the acoustic transect. Bathymetric data courtesy USGS.
FIG. 5. (Color online) Modeled 3D ray results using Environment 1a. This environment is a non-refractive, isospeed waveguide representing early flood as the
salt wedge is just beginning to enter the waveguide from the left/west. (a)–(c) depict the acoustic waveguide; (e)–(i) are visualizations of the rays at the end of
the acoustic transect.
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function of depth [Z(m)] and range [X(m)] between the source
at S2 (left) and the receiver at A5 (right) looking from the
west, as the salt wedge gradient rises to more shallow depths as
it progressively fills the water column during flood. Panel (c)
shows rays as a function of depth [Z(m)] and range [X(m)]
from selected launch angles interacting with the surface and
riverbed (gray shaded area depicts the top of the sediment
layer) as the energy propagates from source to receiver. Note
that the slope of the riverbed changes near the center of the
channel—it initially slopes to the west (downriver), then slopes
to the east (upriver) after r¼ 600 m. Panel (d) plots the rays as
a function of range [X(m)] and cross-range [Y(m)] as they prop-
agate from the source (top) to the receiver (bottom). Panels
(e)–(i) are visualizations of the rays at the end of the acoustic
transect. Panel (e) is a histogram of cross-range [Y(m)] deflec-
tion. Panel (f) plots the landing points in depth [Z(m)] and
cross-range [Y(m)] of those rays that reach the end of the
acoustic transect. Panel (g) displays the number of bottom
bounces encountered by the rays as a function of cross-range
[Y(m)]. Panel (h) presents launch angle (h, in degrees relative
to the horizontal) as a function of cross-range [Y(m)]. Finally,
panel (i) is a histogram of vertical [Z(m)] displacement of the
rays. In all panels, the green circle indicates the location of the
source and the red circle indicates the location of the receiver.
Also in all cases, the vertical launch angles of the rays vary
between 615%, and the azimuthal launch angle (in the cross-
range direction) is zero.
Figure 5 shows results for Environment 1a, representing
early flood, before the acoustic field begins to interact with
the salt wedge gradient. The salt wedge is seen approaching
from the west (left) in Fig. 5(a) but has yet to cross the
acoustic transect in Fig. 5(b). Figure 5(c) shows one steep-
angled ray, experiencing no observable refraction by the iso-
speed water column. Figure 5(d) shows all of the rays plotted
nearly on top of each other due to the lack of refraction in
this isospeed environment; however, there is a small amount
of spread between rays at the end of the transect. Many of
the rays land on the downstream side of A5 as a result of the
sloping bottom scattering the rays out-of-plane to the west.
This indicates that the bottom slope along the first half of the
transect is steeper than the bottom slope along the second
half of the transect. Figures 5(e) and 5(f) demonstrate uni-
form distribution of energy throughout the water column,
centered on a point approximately 5 m west of A5, as shown
in Fig. 5(d). Figures 5(g) and 5(h) are consistent with Fig.
5(d), showing cross-range deflection of the rays to the west,
while also highlighting the fact that the steepest angled rays
experience the greatest out-of-plane scatter due to a larger
number of bottom interactions along the transect. Figure
5(i), consistent with Figs. 5(e) and 5(f), demonstrates uni-
form distribution of energy throughout the water column.
As the salt wedge continues to move toward the acoustic
transect, the sound speed field is progressively dominated by
the strong sound speed gradient of the salt wedge. The
advancing gradient causes the acoustic energy to refract ver-
tically up away from the bottom and horizontally to the east
(upriver), away from the receiver, with fewer and fewer rays
interacting with the bottom. The point of maximum TL
FIG. 6. (Color online) Modeled 3D ray results using Environment 1 b. This environment is a highly refractive waveguide representing mid-flood as the salt
wedge gradient crosses the acoustic transect near the depth of the source. Plots similar to Fig. 5.
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occurs as the gradient encounters the source, represented by
Environment 1 b (Fig. 6). Figures 6(a) and 6(b) show the
position of the salt wedge gradient relative to the source.
Figure 6(c) shows one ray at a steep launch angle; rays inter-
act with the bottom at the steepest angles only while all other
rays remain waterborne in the surface duct. Figures
6(d)–6(h) show that all of the rays land to the east (upriver)
of the receiver [Y(m)+ 0]. In this particular case, the maxi-
mum horizontal deflection was approximately Y(m) ¼ 80 m
(not shown in the plot). Figure 6(g) shows that most of the
rays do not encounter the riverbed (#BB ¼ 0), but are
trapped in the freshwater duct above the salt wedge. Figure
6(h) shows that the salt wedge gradient has the greatest influ-
ence upon rays with launch angles near 610%; rays at the
smallest launch angles are trapped in the freshwater duct and
rays at the greatest launch angles spend more time at depths
with weaker gradients. Figures 6(e), 6(f), and 6(i) show the
non-uniform distribution of energy in the waveguide—the
energy is refracted up [Z(m) > 0] and to the east [Y(m) > 0]
of the receiver.
A visual comparison of ray-based model results in Figs.
5 and 6 demonstrate that the progressively refractive proper-
ties of the water column decrease the amount of acoustic
energy interacting with the riverbed, consistent with Reeder
(2016). Significantly, the dominant physical mechanism con-
trolling TL shifts from bottom scatter in a non-refractive
waveguide (before the entrance of the salt wedge) to 3D
acoustic refraction with minimal bottom interaction in a
refractive waveguide (when the salt wedge occupies the
acoustic transect). Having examined this idealized environ-
ment using ray theory, Sec. IV B first presents PE model
results using Environment 2 (Figs. 7–10) followed by results
using Environment 3 (Figs. 11–12) in order to quantify the
relative contributions of vertical and horizontal refraction
and bottom scatter, and to confirm this interpretation by
comparison to data.
B. 3DPE modeling
1. Narrowband predictions for Environment 2
For each time-dependent realization of the environmental
model input, the PE acoustic model computes the acoustic field
as well as the time series of the signal that reaches the end of
the transect, from which the integrated energy is derived in
terms of BB SIL (dB). Two realizations of Environment 2 are
used in this section: The first realization (Environment 2a, sim-
ilar to Environment 1a and Fig. 5) is a completely isospeed
fresh water environment of 1460 m/s to represent a non-
refractive medium of the river prior to the entrance of the salt
wedge; the second realization (Environment 2 b, similar to
Environment 1 b and Fig. 6) represents the time at which the
acoustic source, at 7 m water depth, is 2 m above the salt wedge
gradient (as shown in Fig. 3). Results using these two realiza-
tions of Environment 2 are presented in Figs. 7–10 for a fre-
quency (1250 Hz) in the middle of the experimental band
(500–2000 Hz) in terms of SIL (dB re 1 lPa2 s) as a function
of range [x(m)] along the acoustic transect, and cross-range
[y(m)] in the top three panels and depth [z(m)] in the bottom
panels. The top three panels present a horizontal cross-section
of SIL at 4, 8, and 12 m, respectively; the bottom panels pre-
sent a vertical cross-section of SIL along the acoustic transect.
Figure 7 shows the SIL in a non-refractive waveguide
(Environment 2a), exhibiting a uniformly distributed acous-
tic field, disturbed only by interaction with the anisotropic
bathymetry. The predominant riverbed slope is down from
west to east which directs energy out-of-plane to the east
while the rough bathymetry scatters energy both west and
east of the transect. In contrast to the non-refractive isospeed
medium in Fig. 7, 3DPE results for Environment 2 b are pre-
sented in Fig. 8. The 3D refraction is readily evident in all
four panels resulting from the acoustic signal’s interaction
with the anisotropic water column sound speed field. Energy
refracts to the east in the top three panels (upwards in the
plots), modulated by the constructive and destructive inter-
ference of energy scattered by the bottom, generating beams
of high-intensity acoustic energy propagating to the south-
east, consistent with the refraction seen in the 3D ray predic-
tions shown in Fig. 6. Strong depth-dependent shadow zones
are also generated directly in front of the depth-dependent
salt wedge gradient. Directly above the source at 7 m, the
shadow zones are strongest in terms of acoustic field inten-
sity variation, while growing weaker in intensity but wider
in spatial extent as a function of increasing depth. In the ver-
tical (bottom panel), significant acoustic energy is trapped in
the fresh water duct above the salt wedge. This is a snapshot
in time; as the salt wedge advances upriver, the acoustic field
shifts continuously, generating a high degree of acoustic var-
iability at the receiver. Figure 9 shows N ! two-dimensional
parabolic equation (2DPE) results for the same environment
as Fig. 8 (Environment 2 b), approximating the contribution
to the acoustic field by vertical refraction alone. The spatial
structure of the N! 2DPE acoustic field is similar to the
3DPE results in Fig. 8; however, the constructive and
destructive interference patterns are weaker and less distinct,
the shadow zones are weaker, and the acoustic field in the
surface duct is less intense. The differences between the pre-
dicted 3DPE and N! 2DPE SIL are presented in Fig. 10. At
short ranges, the differences are greatest in the riverbed due
to the fact that the 3DPE model accounts for the energy that
is scattered from in-plane to out-of-plane and from out-of-
plane back into-plane as the energy propagates down-range
(bottom panel). This bottom-interacting energy then contrib-
utes to the differences seen primarily in the lower portion of
the water column at short ranges. Once the signal has a chance
to interact sufficiently with the water column sound speed gra-
dient, the differences increase with range throughout the water
column, but with a high degree of spatial variability both in the
horizontal (top three panels) and in the vertical (bottom panel).
The differences in this simulation of coherent acoustic energy
at this single frequency and single snapshot in time exceed
30 dB in some places in the waveguide (color scale limited to
610 dB for presentation purposes).
2. Non-integrated BB predictions for Environment 3
Figure 11 presents time-dependent BB SIL (dB re 1
lPa2 s) as a function of geo-time on the y axis (hhmm) and
travel time (msec) on the x axis for Environment 3 during
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the flood period in which the water column consisting of
fresh water transitions to salt water; 2DPE arrival structures
are on the left and the 3DPE arrivals structures are on the
right, for points in the upper (top panels) and lower (bottom
panels) portions of the water column at the end of the acous-
tic transect. The time series represents the arrival structure
of the received BB energy resulting from multipath propaga-
tion in this waveguide.
These 2D vs 3D modeled arrival structures are similar
in the overall structure, but there exist differences in the
complexity of the arrival structures, particularly during the
time the high sound speed gradient occupied depths near the
source depth, consistent with the fact that the 3DPE model
captures the contribution of the horizontally refracted energy
to the constructive and destructive interference occurring
during salt wedge passage. Additional observations that can
be drawn from Fig. 11: (1) The travel time of the leading
arrival through fresh water (top of each panel) is approxi-
mately 17 msec greater than the travel time through salt
water (bottom of each panel), consistent with a difference of
approximately 25 m/s in sound speed between the two water
masses along the 1.36 km acoustic transect. (2) The arrival
structures before and after salt wedge passage are not identi-
cal. The differences in structure can be attributed to the
FIG. 7. (Color online) Modeled 3DPE SIL (dB re 1 lPa2 s) at 1250 Hz for a non-refractive, isospeed fresh water environment (Environment 2a) as a function
of range [x(m)] along the acoustic transect and cross-range [y(m)] in the top three panels and depth [z(m)] in the bottom panel. The top three panels present a
horizontal cross-section of SIL at 4, 8, and 12 m, respectively; the bottom panel presents a vertical cross-section of SIL along the acoustic transect.
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differences in fresh and salt water bottom reflection coeffi-
cients which vary with acoustic impedance at the water/bot-
tom interface. Additionally, in this simulation using more
realistic environmental input (Environment 3), some salt
water lingers in the deepest parts of the riverbed channel at
low tide, and fresh water is not completely removed from
the entire transect at high tide. The differing acoustic impe-
dances and residual inter-tidal salt and fresh water that cre-
ates only a nearly isospeed water column conspire to modify
the interaction of the acoustic field with the riverbed that
results in the non-identical arrival structures before and after
salt wedge passage. (3) Both 2D and 3D models capture the
dominant arrival in both the upper and lower water column,
which arrive via lower angle refracted-refracted (RR) and
refracted-surface reflected (RSR) paths. In the lower portion
of the water column (bottom panels), the dominant arrival
occurs primarily on the leading edge; however, in the upper
water column, the dominant arrival is delayed during the
period that the salt wedge occupies the acoustic transect and
forms a freshwater surface duct. The dominant energy arriv-
ing via RR and RSR paths in the upper water column is
delayed due to the slower-speed medium of the surface duct,
while some weaker, more diffuse, earlier-arriving energy
passes through the higher speed water of the salt wedge via
FIG. 8. (Color online) Modeled 3DPE SIL (dB re 1 lPa2 s) at 1250 Hz for the idealized salt wedge environment (Environment 2b) shown in Fig. 3. Plots are
similar to Fig. 7. The non-uniform acoustic field in this refractive environment differs significantly from the acoustic field in the non-refractive environment
shown in Fig. 7.
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lower-angle RR and refracted-bottom reflected (RBR) paths.
(4) In the lower water column (bottom panels), the dominant
arrival suffers degradation and largely disappears between
1925Z and 1935Z, when the salt wedge gradient encounters
the source. This indicates that the dominant path is RR and
that little to no energy arrives at the deeper receiver via the
RR path. At this particular point in time, the signal encoun-
ters the greatest sound speed gradient, thus the greatest
degree of refraction; a majority of the acoustic energy is
strongly refracted to higher angles, scattering the energy to
higher modes (steeper angles), resulting in maximum attenu-
ation in the bottom per unit range. Whatever energy survives
this highly refractive condition shows up as lower amplitude
dispersed arrivals; the later arrivals during this period are
weak or nonexistent. (5) The 3D results on the right more
clearly represent the finer structure in the arrivals, and they
include late-arriving energy from high-angle paths and out-
of-plane bottom scatter arriving via RBR and bottom-
reflected, surface-reflected paths which are not well repre-
sented by the 2D model. These finer elements and late arriv-
als are, however, much weaker than the dominant arrivals
occurring earlier in time.
It is important to note that the similarities of the arrival
structures before and after salt wedge passage and the
FIG. 9. (Color online) Modeled N! 2DPE SIL (dB re 1 lPa2 s) at 1250 Hz for the idealized salt wedge environment (Environment 2b) shown in Fig. 3. Plots
are similar to Fig. 7. The spatial structure of the acoustic field predicted here by N! 2DPE is similar to the acoustic field predicted by 3DPE in Fig. 8; how-
ever, the acoustic intensities differ significantly in some areas, as shown in Fig. 10.
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weakness of the late arrivals indicate that the out-of-plane scat-
tering and refraction captured by the 3D model is a real, but
minor contributor to the total integrated BB energy received at
the end of the acoustic transect. Incidentally, data-model com-
parisons of the arrival structures could not be performed; a pro-
hibitively large amount of variability was present in the
received signal due to a poor clock at the source, the movement
of the source as it was suspended over the side of the ship on
the free surface, and the dynamic water column and seabed
during the transmissions. Future field work at MCR will
include a precise clock and a moored source to facilitate an
investigation of the observed arrival structures.
3. Integrated BB predictions for Environment 3
Figure 12 shows the same observed relative BB SIL dur-
ing flood on May 27 as shown in Fig. 2(c) (thin blue solid
line). The thick black solid line represents received BB
acoustic energy predicted by Bellhop2D in terms of relative
BB SIL received at the hydrophone at Station A5, from
Reeder (2016). The Bellhop2D BB SIL shows a similar trend
as the data: slowly varying but stable BB SIL prior to
1700Z, slowly decreasing BB SIL during a 21=2 h period to a
minimum at approximately 1920Z, then rapidly increasing
over a 1 h period to approximately the same level as
FIG. 10. (Color online) Modeled differences between 3DPE and N! 2DPE SIL (dB re 1 lPa2 s) at 1250 Hz for the idealized salt wedge environment
(Environment 2b) shown in Fig. 3. Plots are similar to Fig. 7. The acoustic intensity differences increase with range, exceeding 30 dB in some places in the
waveguide (color scale limited to 610 dB for presentation purposes).
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observed prior to 1700Z. While showing similar trends, the
Bellhop2D modeled BB SIL decreases by only 6 dB near
1720Z, significantly less than the 15 dB decrease observed in
the data. The thick black dotted line represents received
acoustic energy predicted by 3DPE using Environment 3 in
terms of relative BB SIL received at Station A5. The 3DPE
BB SIL was computed at approximately 1 min temporal res-
olution, 5 Hz spectral resolution, and range, cross-range, and
depth spatial resolutions of 1, 0.35, and 0.175 m, respec-
tively, showing a similar trend as the data and the
Bellhop2D predictions. The differences between 3DPE and
Bellhop2D can be attributed to (a) environmental model
FIG. 11. (Color online) Modeled time-dependent PE BB SIL (dB re 1 lPa2 s) (“arrival structures”) received at the end of the acoustic transect as a function of
transmission time on the y axis (hhmm) and travel time (msec) on the x axis for Environment 3 during the flood period; 2DPE (left column) and 3DPE (right
column) arrival structures for a point in the upper (top row) and lower (bottom row) portions of the water column at Station A5. The travel time difference
between the top and bottom of each panel is 17 msec. The 3D results on the right more clearly represent the finer structure in the arrivals.
FIG. 12. (Color online) BB SIL (dB re 1 lPa2 s) received at the hydrophone 1 m above the riverbed at Station A5 as a function of time during the acoustic
transmission period: observed BB SIL [thinner blue solid line, identical to Fig. 2(c)], modeled BB SIL from Bellhop2D [thick black solid line, from Reeder
(2016)] and modeled BB SIL from 3DPE (thick black dotted line).
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differences (Bellhop2D used lower resolution bathymetry
than 3DPE), and (b) acoustic model differences (Bellhop2D
does not account for diffraction or out-of-plane propagation
while 3DPE is a full-field solution.).
Significantly, during salt wedge advance, 3DPE BB SIL
is overall lower than the Bellhop2D BB SIL by as much as
5 dB, and differs by & 1 dB at the point of maximum refrac-
tion near 1930Z. This result was verified by extensive
numerical modeling to test the relative contributions to TL
by factors such as salt wedge slope, salt wedge sound speed
gradient, and bathymetric roughness. This additional investi-
gation was motivated by the thought that horizontal refrac-
tion would increase with increasing slope and sound speed
gradient, and that out-of-plane bottom scatter would increase
with bottom roughness, particularly since the USGS 1 m
bathymetry possesses bedforms oriented at angles oblique to
the acoustic transect. Predictions by both 3DPE and
N! 2DPE were obtained for various combinations of ideal-
ized salt wedge slopes (between 2% and 45%), sound speed
gradients (between 0.5 and 25 1/s), and both smooth and
rough bathymetry. The results of this extensive numerical
experimentation demonstrated that these factors indeed cre-
ate significant differences in their respective acoustic fields
at specific narrowband frequencies and snapshots in time (as
seen in Figs. 7–10), but these differences are averaged out
when the energy is integrated over the entire 1500 Hz band.
Every model has its strengths and weaknesses. This ray
model illustrates ray behavior and energy distribution due to
refraction in the water column and out-of-plane bottom scat-
ter, but does not account for diffraction or bottom loss.
Bellhop2D accounts for vertical refraction and attenuation in
the bottom, but does not account for horizontal refraction in
the water column, out-of-plane scattering by the riverbed,
diffraction, or geometrical dispersion (Etter, 2003). The
3DPE model is a full-physics model that can account for all
loss mechanisms, limited only by environmental model
accuracy and precision, as is true for all propagation models.
In this case, 3DPE accounted for vertical and horizontal
water column refraction, scatter by the larger-scale slope of
the bottom, as well as the smaller bedforms apparent in the
1 m resolution bathymetric data, and bottom loss as parame-
terized by the geoacoustic variables; however, the water sur-
face was modeled as horizontally planar in both the
Bellhop2D and 3DPE models, so the predicted TL does not
include the effect of scattering by the rough water surface.
Both the observed and modeled SIL support the inter-
pretation that the salt wedge provides a significantly refrac-
tive waveguide, resulting in narrowband energy propagating
to the east of this short 1.36 km acoustic transect by means
of horizontal refraction in the water column and out-of-plane
scattering by the bottom (Figs. 5–11). While horizontal
refraction is evident in the narrowband predictions, the
results indicate that horizontal refraction is not the dominant
mechanism controlling broadband acoustic propagation in
terms of total acoustic energy integrated over the entire
1500 Hz band.
Other TL mechanisms contributing to uncertainty exist
which are not accounted for here; specifically, non-
stationary bedforms (due to strong bottom currents during
the acoustic transmission period), scattering by the rough
surface, the potential presence of schools of swimbladder-
bearing fish, and clouds of bubbles subducted by down-
welling at the tidal intrusion front. Having demonstrated
here that horizontal refraction accounts for a relatively small
portion of the difference between observed and modeled
total acoustic energy integrated over the entire signal band,
it is hypothesized that clouds of subducted bubbles are
responsible for a majority of the excess, as-yet-unaccounted-
for TL. This hypothesis is reasonable based upon the fact
that large, persistent clouds of subducted bubbles were
observed in the Columbia River during the field experiment
in May 2013 (Lavery, 2015) and have been observed in the
Fraser River (Baschek and Farmer, 2010), Strait of Georgia,
BC (Bashek et al., 2006), James River (Marmorino and
Trump, 1996), and Connecticut River (Lavery et al., 2018;
Reeder et al., 2018) estuaries. Attenuation by bubble clouds
have been studied via theory (Hahn, 2007) and observation
(Roy et al., 1992; Hwang and Teague, 2000), demonstrating
that bubble clouds attenuate acoustic signals at low-to-mid-
frequencies.
V. CONCLUSIONS
Two 3D acoustic propagation models have been
employed to elucidate the variability of the acoustic field
under the influence of an estuarine salt wedge in the
Columbia River estuary: 3D rays and 3DPE. This study
highlights the capabilities of the 3DPE model to demonstrate
the spatial and temporal variability of the acoustic field in a
highly complex and dynamic environment. Model results
were compared to data collected during a field experiment in
the Columbia River Estuary in May 2013. Ray theory dem-
onstrates that the dominant physical mechanism controlling
narrowband TL shifts from bottom scatter in a non-refractive
waveguide (before the entrance of the salt wedge) to 3D
acoustic refraction with minimal bottom interaction in a
refractive waveguide (when the salt wedge occupies the
acoustic transect). Observations show that the received sig-
nal energy is relatively stable before and after the passage of
the salt wedge front when the acoustic path consists of a sin-
gle medium (either entirely fresh water or entirely salt
water), and suffers a 15 dB loss in the dual-media environ-
ment during salt wedge front passage. The 3DPE model pre-
dictions demonstrate that vertical and horizontal refraction
in the water column and out-of-plane scattering by the bot-
tom are clearly evident at narrowband frequencies and con-
tribute to, but do not account for, all the observed BB TL.
Future work will seek to quantify the contribution to TL by
rough surface scattering and fish schools (when present), and
to examine the hypothesis that a majority of the excess,
unaccounted-for BB TL is due to acoustic scattering and
absorption by clouds of subducted bubbles that have been
observed at the tidal intrusion front.
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