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Abstract
This paper deals with the problem of optimal quadratic unbiased estimation for statistical
models with linear Toeplitz covariance structure. The main result is a necessary and sufficient
condition for these models to have an optimal unbiased estimator for any linear combination
of variance components. This result is obtained by means of special Jordan algebras which are
a powerful tool to characterize optimality in quadratic unbiased estimation.
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1. Introduction
Autoregressive and moving average models have been largely used for the anal-
ysis of time series. For these models, the autocovariance function is known to have
a non-linear structure which, for finite sample observations, leads to a symmetric
Toeplitz covariance structure. Here are considered finite dimensional models rather
than finite sampling of infinite processes. In the same way longitudinal and spatial
analyses use finite random vector models rather than infinite processes.
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In this context, it is interesting to consider linear covariance models thus mak-
ing connection with theory of variance (and covariance) components models. The
present framework is therefore to consider a n-random vector Y distributed accord-
ing to the multivariate quasi-Gaussian distribution with zero expectation and covari-
ance matrix assumed to belong to a linear subspace of the n× n symmetric Toeplitz
matrices linear subspace.
For these types of models, empirical estimators and maximum likelihood estima-
tors have been widely used in the literature [1,3,4,6,27]. Unfortunately, they have no
known finite sample properties.
From a statistical point of view, the variance components model approach pre-
sented above enables to study their finite sample properties.
This has been done by Marin and Dhorne [18] in the framework of quadratic
unbiased estimation. In particular, they showed that there does not exist optimal qua-
dratic unbiased estimators for nested Toeplitz covariance models. On the other hand,
they proved the existence of optimal quadratic unbiased estimators for the complete
Toeplitz-circulant model.
The main purpose of this paper to investigate the reciprocity of this result, that is
to exhibit all the Toeplitz covariance models for which there exists optimal quadratic
unbiased estimators.
Section 2 presents the statistical problem and the background on optimal quadratic
unbiased estimation of variance components. In Section 3 is presented the algebraical
background on optimal estimation. In Section 4 linear Toeplitz covariance structure
models are presented.
Section 5 is concerned with the main result of the paper. A characterization of
all the Toeplitz covariance structure models for which there exists optimal unbiased
estimators is given. In the last section is given the expression of the optimal unbi-
ased estimator of any linear combination of variance components for the complete
Toeplitz-circulant and Toeplitz-skewcirculant models.
2. Background on optimality in quadratic unbiased estimation of variance
components
Let us consider an observable column random vector Y = (Y1 · · · Yn)′ (u′ de-
notes the transpose of u) distributed according to the multivariate quasi-Gaussian
distribution, i.e. the first four moments are equal to those of a multivariate Gaussian
distribution, with expectation 0n (0n denotes the n-vector with all elements equal
to 0) and covariance matrix θ0In +∑ri=1 θiVi = Vθ (In denotes the n× n identity
matrix). The real symmetric matrices V1, . . . , Vr are considered as linearly inde-
pendent matrices. The previous assumption ensures that all linear combinations of
(θ0, . . . , θr )′ are identifiable. Let us denote V = sp{In, V1, . . . , Vr }, the linear sub-
space of the linear space on R of n× n real symmetric matrices spanned by the
matrices In, V1, . . . , Vr .V has the dimension r + 1. The column vector of unknown
covariance parameters θ = (θ0 · · · θr )′, called variance components, belongs to an
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open set  of Rr+1 such that for each θ ∈ , Vθ is positive definite. This variance
(and covariance) components model is noted model (1).
The statistical problem is the estimation of a linear function l′θ , l ∈ Rr+1, of
variance components by a quadratic random variable Y ′AY ; A belongs to the lin-
ear space on R of n× n real symmetric matrices, such that E(Y ′AY) = l′θ for all
θ ∈  and V(Y ′AY) is minimum (where E and V refer, respectively, to expectation
and variance operators). It is the concept of MInimum Variance Quadratic Unbiased
Estimation (MIVQUE).
The variance of a quadratic random variable in the quasi-Gaussian case is given
by V(Y ′AY) = 2 Tr(AVθAVθ ) (where Tr refers to the trace operator). The proof
can be found in [25, Chapter 2]. Then, in several cases, the matrix A minimizing
Tr(AVθAVθ) under unbiasedness condition depends on θ . In such a case, there just
exists Locally MIVQUE (LMIVQUE) of l′θ for particular choices θ∗ on θ .
When the matrix A minimizing Tr(AVθAVθ ) under the unbiasedness condition is
independent of θ , there exists Uniform MIVQUE (UMIVQUE) of l′θ . A fundamen-
tal result due to Seely [26] characterizes the existence of UMIVQUE of l′θ for any
l ∈ Rr+1. In this paper, Seely has shown that there exists a UMIVQUE of l′θ for any
l ∈ Rr+1 if and only if V is a quadratic subspace.
This algebraic structure is studied in the next section. He has also shown that
the symmetric matrix associated to a UMIVQUE is element of V. For additional
informations on MIVQUE see [24], [22, Chapter 4], [15,20,23].
If V is a quadratic subspace, UMIVQUE estimators coincide with maximum
likelihood estimators in the Gaussian case. See [19], [23, Chapter 9] for details. As
all these concepts coincide, UMIVQUE may be called optimal unbiased estimators.
In particular optimal unbiased estimators θ̂i of θi can be used to form the (r + 1)-
dimensional statistic θ̂ = (θ̂0 θ̂1 · · · θ̂r )′. Then for every forms l′θ one has l̂′θ =
l′θ̂ . And θ̂ , having similar optimality properties as l′θ̂ , is termed the optimal unbia-
sed estimator of θ . Moreover, Pukelsheim has shown in [21] that the matrix esti-
mate Vθ̂ =
∑r
i=0 θ̂iVi for Vθ , obtained from the optimal unbiased estimator θ̂ of θ is
always nonnegative definite.
3. Jordan algebras and quadratic subspaces
In the following, linear spaces, linear subspaces, algebras and Jordan algebras are
always defined on the field of real numbers R.
The notion of Jordan algebra being not consistent with usual definition of an al-
gebra, it is necessary to detail some algebraical definitions in the following.
Definition 1. An algebra is a set A with two internal laws of composition denoted
by + and ×, and one external law of composition on R denoted by · such that:
• (A,+, ·) is a linear subspace;
• × is a commutative law for · and a distributive law for +.
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The classical definition of an algebra implies also that × is associative. It is not
the case here. If × is associative, the algebra is called an associative algebra. If × is
commutative, the algebra is called a commutative algebra.
It is now possible to give the formal definition of a Jordan algebra. This notion
was initially considered by Jordan, Von Neumann and Wigner in 1934 in a quantum-
mechanical context [14]. It is a particular case of non-associative algebras.
Definition 2. A Jordan algebra is a set A with two internal laws of composition
denoted by + and ×, and one external law of composition on R denoted by · such
that:
• (A,+,×, ·) is a commutative algebra;
• × is a such that ((x × x)× y)× x = (x × x)× (y × x) for all x and y element
of A.
Let (A,+,×, ·) be an associative algebra. Consider the induced Jordan law x ∗
y = 12 (x × y + y × x) for all x and y element of A. This law of composition is
commutative and ((x ∗ x) ∗ y) ∗ x = (x ∗ x) ∗ (y ∗ x). Then, if (J,+, ·) is a linear
subspace of (A,+, ·) stable through ∗, (J,+, ∗, ·) is a Jordan algebra. Then is
constructed a Jordan (sub-)algebra (not with the law × but with the induced Jordan
law ∗) of an associative algebra.
Definition 3. Let ∗ be the induced Jordan law of ×. A Jordan algebra isomorphic to
a Jordan (sub-)algebra (J,+, ∗, ·) of an associative algebra (A,+,×, ·) is a special
Jordan algebra.
In the following, as in previous section, + denotes the usual matrix addition, ×
the usual matrix multiplication and · the usual product between a real matrix and a
real number. Also, as in the previous section, the matrix product A× B is denoted by
the unadorned matrix product AB. Then, here, ∗ denotes the Jordan matrix product.
For two matrices A and B, we have A ∗ B = 12 (AB + BA).
LetMn be the set of all n× n real matrices; (Mn,+,×, ·) is an associative alge-
bra. LetSn be the set of all n× n real symmetric matrices; (Sn,+, ∗, ·) is a special
Jordan algebra. Also, if (A,+, ·) is a linear subspace of (Sn,+, ·) stable through
∗, then (A,+, ∗, ·) is a special Jordan algebra.
In the following, only special Jordan algebras of this type are considered and a sp-
ecial Jordan algebra is defined to be a linear subspace of (Sn,+, ·) stable through ∗.
In the following, A denotes (A,+, ·) or (A,+, ∗, ·) without confusion.
As was shown in the previous section, Seely in [26] introduces the notion of qua-
dratic subspaces in the context of optimal quadratic unbiased estimation of variance
components.
Definition 4. A linear subspace A of Sn such that A ∈A implies A2 ∈A is said
to be a quadratic subspace.
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The condition A ∈A implies A2 ∈A for all A ∈A is equivalent to the condi-
tion (A,B) ∈A2 implies 12 (AB + BA) ∈A for all (A,B) ∈A2. Then a quadratic
subspace is a special Jordan algebra and Seely’s result means that there exists an
optimal unbiased estimator for any linear combination of variance components if
and only if V is a special Jordan algebra.
Let us now introduce two lemmas used in the following.
Lemma 1. LetA be a special Jordan algebra and let A ∈A. If λ1, λ2, . . . , λr are
the distinct eigenvalues of A and P1, P2, . . . , Pr the corresponding n× n idempo-
tent (PiPi = Pi) and pairwise orthogonal (PiPj = 0(n×n) (0(n×n) denotes the n× n
matrix with all elements equal to 0) for i /= j) projection matrices on corresponding
eigensubspaces (A =∑ri=1 λiPi), then P1, P2, . . . , Pr are all element of A.
The proof can be found in [26].
LetA be a special Jordan algebra. If for all (A1, A2) ∈A2, A1A2 = A2A1, then
A1 ∗ A2 = A1A2 = A2A1 and ∗ is associative. We say in this case that A is an
associative special Jordan algebra.
For example, sp{In, Jn} (Jn denotes the n× n matrix with all elements equal to
1) is an associative special Jordan algebra.
Lemma 2. Let A be an associative special Jordan algebra of dimension q and
P1, P2, . . . , Pq be the n× n projection matrices on the common eigensubspaces of
any matrix which is an element of A. The unique idempotent and pairwise orthogo-
nal basis of A is P1, P2, . . . , Pq.
Proof. The proof is deduced by considering Lemmas 1 and 6 in [26]. 
For further details on Jordan products and algebras see [12,13,16,17,29].
4. Linear Toeplitz covariance structure models
A symmetric Toeplitz matrix is an n× n matrix T with elements (i, j), ti,j , such
that, for all (i, j) ∈ {1, . . . , n}2, ti,j = t|i−j |, i.e. a matrix of the form
T =


t0 t1 t2 · · · tn−1
t1 t0 t1 · · · tn−2
t2 t1 t0 · · · tn−3
...
...
...
.
.
.
...
tn−1 tn−2 tn−3 · · · t0

 = Toep(t0, t1, . . . , tn−1).
A great deal is known about the behavior of such matrices. The most common
and complete reference is the book written by Grenander and Szegö [8]. More recent
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texts devoted to the subject are the sixth version of the unpublished document written
by Gray [7] and the book written by Böttcher and Silbermann [2].
Let us denote by Bn the set of n× n symmetric Toeplitz matrices.
Notice that
Toep(a0, . . . , an−1)+ αToep(b0, . . . , bn−1)
= Toep(a0 + αb0, . . . , an−1 + αbn−1)
so that Bn forms a linear subspace of Sn.
Moreover, for all n  2 and k ∈ {1, . . . , n− 1}, let us define
Bn,k = Toep

 n︷ ︸︸ ︷0, . . . , 0︸ ︷︷ ︸
k
, 1, 0, . . . , 0

 .
Bn,k has components (i, j) equal to one when |i − j | = k and equal to zero oth-
erwise. The matrix Bn,k is called the n× n symmetric Toeplitz matrix of order k.
Notice that Toep(t0, . . . , tn−1) = t0In +∑n−1i=1 tiBn,i and that α0In +∑n−1i=1 αi ×
Bn,i = 0In implies that (α0 α1 . . . αn−1)′ = 0n. Then, Bn = sp{In, Bn,1, . . . ,
Bn,n−1} (the linear subspace of Sn spanned by the matrices In, Bn,1, . . . , Bn,n−1)
and In, Bn,1, . . . , Bn,n−1 is a basis of Bn.
Linear Toeplitz covariance structure models are some specific cases of model (1).
Additional assumptions that Vi ∈ Bn for all i ∈ {1, . . . , r} are needed. This implies
that the covariance matrix of the observed random vector Y belongs to a linear sub-
space of Bn containing In. Also, the identity matrix In is always taken in the basis
of this linear subspace which specifies the parametrization chosen for the model.
For example, the model for which r = 1 and V1 = Jn is a linear Toeplitz covari-
ance structure model because Jn ∈ Bn. The first variance component θ0 is associated
with the identity matrix and the second variance component θ1 is associated with
the matrix Jn. The model for which r = 1 and V1 =∑n−1i=1 Bn,i is obviously the
same model than the previous (
∑n−1
i=1 Bn,i = Jn − In). But it corresponds to an other
parametrization. The second variance component θ1 is here associated to the matrix∑n−1
i=1 Bn,i .
The linear Toeplitz covariance structure models for which Vi = Bn,i for all i ∈
{1, . . . , r} is called the nested Toeplitz model of order r. It is, for a random vector,
the linear form of a moving average process of order r.
Two linear Toeplitz covariance structure models of interest in the following are
presented.
For all n  3, a symmetric circulant matrix is an n× n matrix C of the form:
if n is odd, C = Toep(c0, c1, . . . , c(n−1)/2, c(n−1)/2, . . . , c1),
if n is even, C = Toep(c0, c1, . . . , cn/2, c(n/2)−1, . . . , c1).
The properties of circulant matrices are well known and easily derived. The most
common and complete reference is the book written by Davis [5].
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Let us denote by Cn the set of n× n symmetric circulant matrices and let [w]e
denotes the greatest integer not exceeding w  0.
Notice that, if n is odd,
Toep(a0, a1, . . . , a(n−1)/2, a(n−1)/2, . . . , a1)
+αToep(b0, b1, . . . , b(n−1)/2, b(n−1)/2, . . . , b1)
= Toep(a0 + αb0, a1 + αb1, . . . , a(n−1)/2 + αb(n−1)/2,
a(n−1)/2 + αb(n−1)/2, . . . , a1 + αb1
)
and we have the same equality if n is even. Then, Cn forms a linear subspace ofSn.
Moreover, for all n  3 and k ∈ {1, . . . , [(n− 1)/2]e}, let us define
Cn,k = Toep

 n︷ ︸︸ ︷0, . . . , 0︸ ︷︷ ︸
k
, 1, 0, . . . , 0, 1, 0, . . . , 0︸ ︷︷ ︸
k−1


and if n is even Cn,(n/2) = Bn,(n/2).
The matrix Cn,k is called the n× n symmetric circulant matrix of order k. Let us
define the n× n matrix
Ln =
[
0n In−1
1 0′n
]
.
Ln is a permutation matrix which plays a fundamental role in the theory of circ-
ulant matrices. Actually, a second representation of the n× n symmetric circulant
matrix of order k is Cn,k = (Ln)k + (Ln)n−k for all k ∈ {1, . . . , [(n− 1)/2]e} and
Cn,(n/2) = (Ln)n/2 if n is even. Refer to [5, p. 68].
Let us introduce one lemma on the linear subspace Cn.
Lemma 3. For all n  3, Cn is a special Jordan algebra.
Proof. Davis in [5, p. 74, Theorem 3.2.4] has shown that if A and B are circulant
matrices then AB = BA and AB is a circulant matrix.
Therefore, for all (A,B) ∈ Cn × Cn, we have AB = BA and AB is a circulant
matrix. As (AB)′ = B ′A′ = BA, for all (A,B) ∈ Cn × Cn, we have AB = BA and
AB ∈ Cn. Then, for all (A,B) ∈ Cn × Cn, A ∗ B = AB = BA ∈ Cn and Cn is an
associative special Jordan algebra. 
For (i, j) ∈ {1, . . . , [(n− 1)/2]e}2, we have:
Cn,iCn,j =
(
(Ln)
i + (Ln)n−i
)(
(Ln)
j + (Ln)n−j
)
= (Ln)i+j + (Ln)n−j+i + (Ln)n−i+j + (Ln)2n−i−j
Moreover (Ln)n = In, you can see in [5, p. 27]. Then
(Ln)
2n−i−j = (Ln)n−i−j , (Ln)n−j+i = (Ln)i−j , (Ln)n−i+j = (Ln)j−i .
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Therefore, for all (i, j) ∈ {1, . . . , [(n− 1)/2]e}, we have
• if i + j < (n/2) and i /= j,
Cn,iCn,j = Cn,i+j + Cn,|i−j |; (1)
• if i + j < (n/2) and i = j,
Cn,iCn,j = Cn,i+j + 2In; (2)
• if i + j > (n/2) and i /= j,
Cn,iCn,j = Cn,n−i−j + Cn,|i−j |; (3)
• if i + j > (n/2) and i = j,
Cn,iCn,j = Cn,n−i−j + 2In. (4)
Also if n is even, i + j = (n/2) and i /= j,
Cn,iCn,j = 2Cn,(n/2) + Cn,|i−j |. (5)
If (n/2) is even,
Cn,(n/2)Cn,(n/2) = In and Cn,(n/4)Cn,(n/4) = 2Cn,(n/2) + 2In. (6)
If n is even and j ∈ {1, . . . , [(n− 1)/2]e},
Cn,(n/2)Cn,j = Cn,jCn,(n/2) = Cn,((n/2)−j). (7)
All these equalities are used to show Proposition 4 in Section 6.
Notice that
Toep(c0, c1, c2, . . . , c1) = c0In +
[n/2]e∑
i=1
ciCn,i
and that
α0In +
[n/2]e∑
i=1
αiCn,i = 0In
implies that (α0 α1 . . . α[n/2]e )′ = 0[n/2]e+1.
Then Cn = sp{In, Cn,1, . . . , Cn,[n/2]e } and In, Cn,1, . . . , Cn,[n/2]e is a basis of Cn.
The dimension of Cn is [n/2]e + 1.
Moreover for all k ∈ {1, . . . , [(n− 1)/2]e} we have Cn,k = Bn,k + Bn,n−k and
Cn,(n/2) = Bn,(n/2) if n is even. Thus the model for which r = [n/2]e and Vi = Cn,i
for all i ∈ {1, . . . , [n/2]e} is a linear Toeplitz covariance structure model because
Cn,i ∈ Bn for all i ∈ {1, . . . , [n/2]e}. This model is called the complete Toeplitz-
circulant model.
For all n  3, a symmetric skewcirculant matrix is an n× n matrix D of the form:
if n is odd, D = Toep (d0, d1, . . . , d(n−1)/2,−d(n−1)/2, . . . ,−d1)
if n is even, D = Toep (d0, d1, . . . , d(n/2)−1, 0,−d(n/2)−1, . . . ,−d1) .
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The properties of skewcirculant matrices are derived in [5].
Let us denote by Dn the set of n× n symmetric circulant matrices.
Notice that, if n is odd,
Toep
(
a0, a1, . . . , a(n−1)/2,−a(n−1)/2, . . . ,−a1
)
+αToep (b0, b1, . . . , b(n−1)/2,−b(n−1)/2, . . . ,−b1)
= Toep (a0 + αb0, a1 + αb1, . . . , a(n−1)/2 + αb(n−1)/2,
− a(n−1)/2 − αb(n−1)/2, . . . ,−a1 − αb1
)
and we have the same equality if n is even. Then,Dn forms a linear subspace ofSn.
Moreover, for all n  3 and k ∈ {1, . . . , [(n− 1)/2]e}, let us define
Dn,k = Toep

 n︷ ︸︸ ︷0, . . . , 0︸ ︷︷ ︸
k
, 1, 0, . . . , 0,−1, 0, . . . , 0︸ ︷︷ ︸
k−1

 .
The matrix Dn,k is called the n× n symmetric skewcirculant matrix of order k.
Let us define the n× n matrix
Mn =
[
0n In−1
−1 0′n
]
.
A second representation of the n× n symmetric skewcirculant matrix of order k
is Dn,k = (Mn)k − (Mn)n−k . Refer to [5, p. 84].
Let us introduce one lemma on the linear subspace Dn.
Lemma 4. For all n  3, Dn is a special Jordan algebra.
Proof. Davis in [5, p. 85] has shown that if A and B are skewcirculant matrices then
AB = BA and AB is a skewcirculant matrix. Therefore, a same reasoning as for Cn
can be used and Dn is an associative special Jordan algebra. 
For all (i, j) ∈ {1, . . . , [(n− 1)/2]e}, we have
Dn,iDn,j =
(
(Mn)
i − (Mn)n−i
)(
(Mn)
j − (Mn)n−j
)
= (Mn)i+j − (Mn)n−j+i − (Mn)n−i+j + (Mn)2n−i−j .
Moreover (Mn)n = −In, you can see in [5, p. 85].
Then
(Mn)
2n−i−j = −(Mn)n−i−j ,
(Mn)
n−j+i = −(Mn)i−j ,
(Mn)
n−i+j = −(Mn)j−i .
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Therefore, for all (i, j) ∈ {1, . . . , [(n− 1)/2]e}, we have:
• if i + j < (n/2) and i /= j,
Dn,iDn,j = Dn,i+j +Dn,|i−j |; (8)
• if i + j < (n/2) and i = j,
Dn,iDn,j = Dn,i+j + 2In; (9)
• if i + j > (n/2) and i /= j,
Dn,iDn,j = −Dn,n−i−j +Dn,|i−j |; (10)
• if i + j > (n/2) and i = j,
Dn,iDn,j = −Dn,n−i−j + 2In. (11)
Also if n is even, i + j = (n/2) and i /= j
Dn,iDn,j = Dn,|i−j |. (12)
If (n/2) is even,
Dn,(n/4)Dn,(n/4) = 2In. (13)
All these equalities are used to show Proposition 4 in Section 6.
Notice that
Toep(d0, d1, d2, . . . ,−d1) = d0In +
[(n−1)/2]e∑
i=1
diDn,i
and that
α0In +
[(n−1)/2]e∑
i=1
αiDn,i = 0In
implies that (α0 α1 . . . α[(n−1)/2]e )′ = 0[(n−1)/2]e+1.
ThenDn = sp{In,Dn,1, . . . , Dn,[(n−1)/2]e } and In,Dn,1, . . . , Dn,[(n−1)/2]e is a ba-
sis of Dn. The dimension of Dn is [(n− 1)/2]e + 1.
Moreover, for all k ∈ {1, . . . , [(n− 1)/2]e}, we haveDn,k = Bn,k − Bn,n−k . Thus
the model for which r = [(n− 1)/2]e and Vi = Dn,i for all i ∈ {1, . . . , [(n− 1)/2]e}
is a linear Toeplitz covariance structure model because Dn,i ∈ Bn for all i ∈ {1, . . . ,
[(n− 1)/2]e}. This model is called the complete Toeplitz-skewcirculant model.
5. Toeplitz covariance structure models for which there exists optimal unbiased
estimators
In this section, we look for all linear Toeplitz covariance structure models for
which there exists an optimal unbiased estimator for any linear combination of vari-
ance components. That is all linear subspaces of Bn containing the identity matrix
which have a special Jordan algebra structure.
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If n = 2, as B2,1 ∗ B2,1 = 2I2, there exists optimal unbiased estimators for all
linear Toeplitz covariance structure models.
Here are studied the other cases.
Let us introduce the central following lemma.
Lemma 5. Let A ∈ Bn. If A2 ∈ Bn, then A ∈ Cn or A ∈ Dn.
Proof. Let A = a0In +∑n−1i=1 aiBn,i , and for all i ∈ {0, . . . , n− 1}, let us define
the column vector of Rn Ai = (ai ai−1 · · · a0 · · · an−i−1)′.
We have
A =


A′0−
...−
A′n−1


and A = [A0| · · · |An−1].
A′i+1Ai+1 = A′iAi + a2i+1 − a2n−i−1 for all i ∈ {0, . . . , n− 2}.
Then, all the diagonal terms of A2 are equal if a2i+1 = a2n−i−1 for all i ∈ {0, . . . ,
n− 2}.
Moreover,
A′i+1Ai+1+j = A′iAi+j + ai+1ai+1+j − an−i−1an−i−1−j
for all i ∈ {0, . . . , n− 2 − j}
and for all j ∈ {1, . . . , n− 2}. Then all the terms which are elements of the jth upper-
stripe and which are elements of the jth lower-stripe of A2 are equal if ai+1ai+1+j =
an−i−1an−i−1−j for all i ∈ {0, . . . , n− 2 − j}.
Therefore, A2 is a symmetric Toeplitz matrix if aiaj = an−ian−j for all (i, j) ∈
{1, . . . , n− 1}2. Then, A2 is a symmetric Toeplitz matrix if (ai = an−i for all i ∈
{1, . . . , [n/2]e}) or (ai = −an−i for all i ∈ {1, . . . , [(n− 1)/2]e} and an/2 = 0 if n
is even). 
Note that this lemma is a corollary to a result proved by Zimmerman in [28]. Let
(A,B) ∈ Bn ×Bn. Zimmerman has shown that AB ∈ Bn if and only if (A or B is
diagonal) or (A and B are both circulant or skewcirculant matrices). In the same field,
Ikramov and Chugunov in [11] have studied the skew-symmetric part of the product
of Toeplitz matrices.
Let A ∈ Bn. By considering Lemmas 3–5, the matrix A is an element of a special
Jordan algebra A such that In ∈A and ABn if and only if A ∈ Cn or A ∈ Dn.
Note that this result can be shown in another way. Let A be a nonsingular Toeplitz
matrix, by generalizing a result proved by Huang and Cline in [10], Greville has
shown in [9] that A−1 is a Toeplitz matrix if and only if A is a k-circulant matrix.
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The k-circulant matrix A is such that
A =


a0 a1 a2 . . . an−1
kan−1 a0 a1 . . . an−2
kan−2 kan−1 a0 . . . an−3
...
...
...
.
.
.
...
ka1 ka2 ka3 . . . a0

 .
The inverse of a symmetric matrix is itself symmetric and a k-circulant matrix
is symmetric if and only if it is a symmetric circulant or a symmetric skewcircu-
lant matrix. Therefore, let A ∈ Bn and A nonsingular, A−1 ∈ Bn if and only if A
is a symmetric circulant or symmetric skewcirculant matrix. Then any subclass of
nonsingular symmetric Toeplitz matrices which is closed with respect to inversion is
contained in either Cn or Dn.
LetU be a linear subspace ofSn containing In. Jensen has shown in [13] that for
all A ∈ U such that A is nonsingular, A−1 ∈ U if and only if U is a special Jordan
algebra.
Let A ∈ Bn, this implies that the matrix A is an element of a special Jordan alge-
bra A such that In ∈A and ABn if and only if A ∈ Cn or A ∈ Dn.
Therefore, the linear Toeplitz covariance structure models for which there ex-
ists optimal unbiased estimators are composed exclusively of symmetric circulant
matrices or exclusively of symmetric skewcirculant matrices.
Since Cn is an associative special Jordan algebra and by considering Lemmas
1 and 2, it is clear that all submodels of the complete Toeplitz-circulant model for
which there exists optimal unbiased estimators are composed of the identity matrix
and of any subset of linear combination of a pairwise orthogonal basis of Cn.
The following proposition gives the unique idempotent and pairwise orthogonal
basis of Cn.
For all n  3 and for all s ∈ {1, . . . , [(n− 1)/2]e}, let us define the n× n matrix
Rs = 2
n

In + [n/2]e∑
i=1
cos
(
2is
n
)
Cn,i

 .
Proposition 1. The unique idempotent and pairwise orthogonal basis of Cn is
• if n is odd, (1/n)Jn, R1, . . . , R(n−1)/2;
• if n is even, (1/n)Jn, R1, . . . , R(n/2)−1, 1n (In +
∑n/2
i=1(−1)iCn,i).
Proof. By using Lemma 2, we have just to calculate the projection matrices on the
common eigensubspaces of any matrix element of Cn. We choice the matrix Cn,1 =
Ln + (Ln)n−1 = Ln + (Ln)−1. Davis has shown in [5, p. 72 (Theorem 3.2.1)] that
the matrix Ln has n distinct eigenvalues given by λs = exp(i2s/n) for all s ∈
{0, . . . , n− 1} and that an column eigenvector of Ln corresponding to the eigenvalue
λs is vs = (1 exp(i2s/n) exp(i4s/n) . . . exp(i2(n− 1)s/n))′.
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Moreover,
Cn,1vs=(Ln + (Ln)−1)vs
=Lnvs + (Ln)−1vs
=exp
(
i2s
n
)
vs + exp
(−i2s
n
)
vs
=2 cos
(
2s
n
)
vs.
If s ∈ {1, . . . , [(n− 1)/2]e} we have 2 cos(2s/n) = 2 cos(2(n− s)/n) then
2 cos(2s/n) is a double eigenvalues of Cn,1. Corresponding to this double eigen-
value, we can take the characteristic vectors us,1 = (1/2)(vs + vn−s) and us,2 =
(1/2i)(vs − vn−s). Thus the eigensubspace corresponding to the eigenvalue 2 cos
(20/n) = 2 is
sp{v0} = sp

(
n︷ ︸︸ ︷
1 · · · 1)′

 ; for all s ∈ {1, . . . , [(n− 1)/2]e}
the eigensubspace corresponding to the eigenvalue 2 cos(2s/n) is sp{us,1, us,2};
and if n is even the eigensubspace corresponding to the eigenvalue 2 cos(2n/2n) =
−2 is
sp{vn/2} = sp

(
n︷ ︸︸ ︷
1 − 1 · · · 1 − 1)′

 .
For all s ∈ {1, . . . , [(n− 1)/2]e}, we have
us,1 =
(
1 cos
(
2s
n
)
cos
(
4s
n
)
· · · cos
(
2(n− 1)s
n
))′
and
us,2 =
(
0 sin
(
2s
n
)
sin
(
4s
n
)
· · · sin
(
2(n− 1)s
n
))′
.
Then, the projection matrix on the eigensubspace corresponding to the eigenvalue
2 is (1/n)Jn; for all s ∈ {1, . . . , [(n− 1)/2]e} the projection matrix on the eigensub-
space corresponding to the eigenvalue 2 cos(2s/n) is Rs ; and finally if n is even
the projection matrix on the eigensubspace corresponding to the eigenvalue −2 is
(1/n)(In +∑n/2i=1(−1)iCn,i). 
Since for the complete Toeplitz-circulant model, it is clear that all submodels of
the complete Toeplitz-skewcirculant model for which there exists optimal unbiased
estimators are composed of the identity matrix and of any subset of linear combina-
tion of a pairwise orthogonal basis ofDn. The following proposition gives the unique
idempotent and pairwise orthogonal basis of Dn.
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For all n  3 and for all s ∈ {1, . . . , [n/2]e}, let us define the n× n matrix
Ts = 2
n

In + [(n−1)/2]e∑
i=1
cos
(
i(2s − 1)
n
)
Dn,i

 .
Proposition 2. For all n  3, the unique idempotent and pairwise orthogonal basis
of Dn is
• if n is even, T1, . . . , Tn/2;
• if n is odd, T1, . . . , T(n−1)/2, 1n (In +
∑(n−1)/2
i=1 (−1)iDn,i).
Proof. By using Lemma 1, we have just to calculate the projection matrices on
the common eigensubspaces of any matrix element of Dn. We choice the matrix
Dn,1 = Mn − (Mn)n−1 = Mn + (Mn)−1. Davis has shown in [5, p. 84] that the
matrix Mn has n distinct eigenvalues given by λs = exp(i(2s − 1)/n) for all
s ∈ {1, . . . , n} and that an column eigenvector of Mn corresponding to the eigen-
value λs is
vs =
(
1 exp
(
i(2s − 1)
n
)
exp
(
i2(2s − 1)
n
)
· · · exp
(
i(n− 1)(2s − 1)
n
))′
.
Moreover,
Dn,1vs =
(
Mn + (Mn)−1
)
vs
= Mnvs + (Mn)−1vs
= exp
(
i(2s − 1)
n
)
vs + exp
(−i(2s − 1)
n
)
vs
= 2 cos
(
(2s − 1)
n
)
vs
If s ∈ {1, . . . , [n/2]e} we have 2 cos((2s − 1)/n) = 2 cos((2(n− s)− 1)/n),
then 2 cos((2s − 1)/n) is a double eigenvalues of Dn,1. Corresponding to this dou-
ble eigenvalue, we can take the characteristic vectors us,1 = (1/2)(vs + vn−s) and
us,2 = (1/2i)(vs − vn−s).
Thus, for all s ∈ {1, . . . , [n/2]e}, the eigensubspace corresponding to the eigen-
value 2 cos((2s − 1)/n) is sp{us,1, us,2} and if n is odd the eigensubspace corre-
sponding to the eigenvalue 2 cos((2(n+ 1/2)− 1)n) = −2 is
sp{v(n+1)/2} = sp

(
n︷ ︸︸ ︷
−1 1 · · · − 1 1 − 1)′

 .
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For all s ∈ {1, . . . , [n/2]e}, we have
us,1 =
(
1 cos
(
(2s − 1)
n
)
cos
(
2(2s − 1)
n
)
· · · cos
(
(n− 1)(2s − 1)
n
))′
and
us,2 =
(
0 sin
(
(2s − 1)
n
)
sin
(
2(2s − 1)
n
)
· · · sin
(
(n− 1)(2s − 1)
n
))′
.
Then the projection matrix on the eigensubspace corresponding to the eigenvalue
2 cos((2s − 1)/n) is Rs and finally if n is odd the projection matrix on the eigensub-
space corresponding to the eigenvalue −2 is (1/n)(In +∑(n−1)/2i=1 (−1)iDn,i). 
6. Optimal unbiased estimators for the complete Toeplitz-circulant and
Toeplitz-skewcirculant models
The following two propositions give the expressions of the optimal unbiased esti-
mator of any linear combination of variance components for the complete Toeplitz-
circulant and Toeplitz-skewcirculant models.
Proposition 3. For the complete Toeplitz-circulant model, the optimal unbiased es-
timator of l′θ for all l ∈ Rr+1 is
l̂′θ = l0
n
n∑
j=1
Y 2j +
[n/2]e∑
i=0
li
n

n−i∑
j=1
YjYj+i +
i−1∑
j=0
Yi−j Yn−j

 . (14)
Proof. For complete Toeplitz-circulant model, the optimal unbiased estimator Y ′AY
of l′θ is such that A = λ0In +∑[n/2]ei=1 λiCn,i (Cn is a special Jordan algebra). More-
over
E(Y ′AY) = Tr

A

θ0In + [n/2]e∑
i=1
θiCn,i



 .
This is a standard result the proof can be found in [25, Chapter 2] for example. Then
E(Y ′AY) = l′θ for all θ ∈  if and only if Tr(A) = l0 and, for all i ∈ {1, . . . , [n/2]e},
Tr(ACn,i) = li . By considering equalities (1)–(7), the unbiased condition leads to
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λ0 = l0/n, for all i ∈ {1, . . . , [(n− 1)/2]e}, λi = li/2n and, if n is even, λn/2 =
ln/2/n.
Moreover, Y ′V0Y = Y ′InY =∑nj=1 Y 2j , and for all i ∈ {1, . . . , [(n− 1)/2]e},
Y ′ViY = Y ′Cn,iY = 2

n−i∑
j=1
YjYj+i +
i−1∑
j=0
Yi−j Yn−j


and, if n is even,
Y ′Cn,(n/2)Y = 2
n/2∑
j=1
YjY(n/2)+j =
n/2∑
j=1
YjY(n/2)+j +
(n/2)−1∑
j=0
Y(n/2)−j Yn−j .
Then
l̂′θ = l0
n
n∑
j=1
Y 2j +
[n/2]e∑
i=0
li
n

n−i∑
j=1
YjYj+i +
i−1∑
j=0
Yi−j Yn−j

 . 
Proposition 4. For the complete Toeplitz-skewcirculant model, the optimal unbi-
ased estimator of l′θ for all l ∈ Rr+1 is
l̂′θ = l0
n
n∑
j=1
Y 2j +
[(n−1)/2]e∑
i=0
li
n

n−i∑
j=1
YjYj+i −
i−1∑
j=0
Yi−j Yn−j

 . (15)
Proof. For complete Toeplitz-skewcirculant model, the optimal unbiased estima-
tor Y ′AY of l′θ is such that A = λ0In +∑[(n−1)/2]ei=1 λiDn,i (Dn is a special Jordan
algebra). Moreover
E(Y ′AY) = Tr

A

θ0In + [(n−1)/2]e∑
i=1
θiDn,i



 .
Then E(Y ′AY) = l′θ for all θ ∈  if and only if Tr(A) = l0 and for all i ∈ {1, . . . ,
[(n− 1)/2]e} Tr(ADn,i) = li . By considering equalities (8)–(13), the unbiased con-
dition leads to λ0 = l0/n and, for all i ∈ {1, . . . , [(n− 1)/2]e}, λi = li/2n.
Moreover Y ′V0Y = Y ′InY =∑nj=1 Y 2j and
Y ′ViY = Y ′Dn,iY = 2

n−i∑
j=1
YjYj+i −
i−1∑
j=0
Yi−j Yn−j

 .
Then
l̂′θ = l0
n
n∑
j=1
Y 2j +
[(n−1)/2]e∑
i=0
li
n

n−i∑
j=1
YjYj+i −
i−1∑
j=0
Yi−j Yn−j

 . 
These are the empirical circulant and skewcirculant estimators.
J.-M. Marin, T. Dhorne / Linear Algebra and its Applications 354 (2002) 195–212 211
Acknowledgements
This work was supported by the French National Institute for Agronomical
Research (I.N.R.A.) and by the School of Ingeneering Agronomy of Rennes
(E.N.S.A.R.). The authors are grateful to Professor Moody Ten-Chao Chu, North
Carolina State University, for these advises.
References
[1] T.W. Anderson, The Statistical Analysis of Time Series, Wiley, New York, 1971.
[2] A. Böttcher, B. Silbermann, Introduction to Large Truncated Toeplitz Matrices, Springer, New York,
1999.
[3] P.J. Brockwell, R.A. Davis, Time Series: Theory and Methods, second ed., Springer, New York,
1991.
[4] H. Brown, R. Prescott, Applied Mixed Models in Medecine, Statistics in Practice, Wiley, New York,
1999.
[5] P.J. Davis, Circulant Matrices, Wiley, New York, 1979.
[6] W.A. Fuller, Introduction to Statistical Time Series, Wiley Series in Probability and Statistics, sec-
ond ed., Wiley, New York, 1996.
[7] R.M. Gray, Toeplitz and Circulant Matrices: A review, Stanford University. Available from www.
isl.stanford.edu/gray/toeplitz.pdf, 2000.
[8] U. Grenander, G. Szegö, Toeplitz Forms and Their Applications, University of California Press,
California, 1958.
[9] T.N.E. Greville, Toeplitz matrices with toeplitz inverses revisited, Linear Algebra Appl. 55 (1983)
87–92.
[10] N.M. Huang, R.E. Cline, Inversion of persymmetric matrices having toeplitz inverses, J. Assoc.
Comput. Machinery 19 (3) (1972) 437–444.
[11] Kh.D. Ikramov, V.N. Chugunov, On the skew-symmetric part of the product of Toeplitz matrices,
Math. Notes 63 (1) (1998) 124–127.
[12] N. Jacobson, Structure and Representations of Jordan Algebras, AMS Colloquium Publications,
XXXIX, American Mathematical Society, Providence, RI, 1968.
[13] S.T. Jensen, Covariance hypotheses which are linear in both the covariance and the inverse covari-
ance, Ann. Statist. 16 (1) (1988) 303–322.
[14] P. Jordan, J. Von Neumann, E. Wigner, On an algebraic generalization of the quantum mechanical
formulation, Ann. Math. 36 (1934) 26–64.
[15] J. Kleffe, Invariant methods for estimating variance components in mixed linear models, Math.
Operationsforsch. Statist. Ser. Statist. 8 (2) (1977) 233–250.
[16] J.D. Malley, Optimal Unbiased Estimation of Variance Components, Lecture Notes in Statistics,
vol. 39, Springer, Berlin, 1986.
[17] J.D. Malley, Statistical Applications of Jordan Algebra, Lecture Notes in Statistics, vol. 91, Springer,
NewYork, 1994.
[18] J.M. Marin, T. Dhorne, Optimal quadratic unbiased estimation for models with linear Toeplitz co-
variance structure, Statistics, 2002, to appear.
[19] F. Pukelsheim, G.P.H. Styan, Nonnegative definiteness of the estimated dispersion matrix in a mul-
tivariate linear model, Bull. Acad. Polon. Sci. Sr. Sci. Math. 27 (1979) 327–330.
[20] F. Pukelsheim, Estimating variance components in linear models, J. Multivariate Anal. 6 (1976)
626–629.
[21] F. Pukelsheim, On the existence of unbiased nonegative estimates of variance covariance compo-
nents, Ann. Statist. 9 (2) (1981) 293–299.
212 J.-M. Marin, T. Dhorne / Linear Algebra and its Applications 354 (2002) 195–212
[22] C.R. Rao, Linear Statistical Inference and Its Applications, second ed., Wiley, New York, 1973.
[23] C.R. Rao, J. Kleffe, Estimation of Variance Components and Applications, North-Holland Series in
Statistics and Probability, Elsevier Science, Amsterdam, 1988.
[24] C. Radhakrishna Rao, Minimum variance quadratic unbiased estimation of variance components,
J. Multivariate Anal. 1 (1971) 445–456.
[25] S.R. Searle, Linear Models, second ed., Wiley Classics Library, New York, 1997.
[26] J. Seely, Quadratic subspaces and completeness, Ann. Math. Statist. 42 (2) (1971) 710–721.
[27] G. Verbeke, G. Molenberghs, Linear Mixed Models in Practice, Lecture Notes in Statistics, vol. 126,
Springer, New York, 1997.
[28] D.L. Zimmerman, Block Toeplitz products of block Toeplitz matrices, Linear and Multilinear Alge-
bra 25 (1989) 185–190.
[29] R. Zyms´lony, H. Drygas, Jordan algebras and Bayesian quadratic unbiased estimation of variance
components, Linear Algebra Appl. 168 (1992) 259–275.
