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;F ; fFtgt0 ; P

Espace de probabilité ltré.
Wt Mouvement Brownien.
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Dans ce travail, on sintéresse au problème de contrôle optimal stochastique qui
consiste à étudier les conditions nécessaires doptimalité vériant par un contrôle strict
ou relaxé dans le cas dun système di¤érentiel gouverné par une équation di¤érentielle
stochastique avec des coe¢ cients controlés dans un demaine de contrôles nest pas
necessairement convexe. Daprès la méthode classique de Peng [36], le principe du
maximum stochastique a été donné par deux processus adjoints P (t) et Q (t) et in-
égalité variationnel. Par contre, Bahlali [5] a introduit une autre approche basée sur
la dérivée du premier ordre seulement malgré la di¤usion est controlée. Cette nou-
velle approche permet détablir un principe du maximum stochastique global pour les
problèmes de contrôle strict et relaxé.




In this work we consider a stochastic control problem where the set of strict control
is not necessarly convex, and the system are gouverned by a nonlinear stochastic di¤e-
rential equation, in which the control enters both the drift and the di¤usion coe¢ cients.
The general stochastic maximum principle for strict controls established by Peng
[36] and its extension to the class of measure-valued processes developed by Bahlali,
Mezerdi and Djehich [3] have been both obtained by using the second-order expansion,
these two results are given with two adjoint processes and a variational inequality of
the second-order.
We stady also a new approach introduce by Bahlali [5] in order to establish ne-
cessary as wel as su¢ cient conditions of optimality in the form of global stochastic
maximum principle, for strict and relaxed controls without using the second-order
expansion.
Key Words : Relaxed control, Strict control, Necessary conditions, Stochastic
maximum principle, Adjoint process.
2
Introduction
Notre objectif dans ce travail est létude dun problème de contrôle stochastique
relaxé, cest à dire les problèmes pour lesquels la classe des contrôles admissibles est
constituée de processus à valeurs mesurées. Nous nous intéresons au problème de
contrôle stochastiques qui consiste à minimiser une certainne fonction de coût J (:)
dénie par : J (ut) = E
n
g (x (T )) +
R T
0 h (t; x (t) ; ut) dt
o
où x (T ) est une solution
dune équation di¤érentielle stochastique :(
dx (t) = b (t; x (t) ; u (t)) dt+  (t; x (t) ; u (t)) dBt;
x (0) = ;
On sintéresse aux conditions necéssaires doptimalité pour le contrôle srict et re-
laxé.Les divers aspects des processus de di¤usion et des equations di¤erentielles sto-
chastiques sont traités dans cet ouverage parmi lesquels : Kushner [29] ; Pham [34],
Karatzas-shreve [28] ; Yong [40]etFliming [19] :Le principe du maximum stochastique
global pour les contrôles stricts a été introduit par Peng [36] qui est basé sur la dé-
rivée de second ordre.Dautres versions du principe du maximum dans lesquelles le
coe¢ cient de di¤usion ( (t; x; u)) dépend explicitement du contrôle u ont été établies
par Bensoussan [8; 9], Elliot [14] etBahlali [1; 2; 3] :Dans le cas dun système di¤érentiel
gouverné par une équation di¤érentielle stochastique dépend des contrôles admissibles
qui sont adaptés à une tration plus petite que la ltration naturelle Ft ( cest à
dire système partiellement observable) a été abordé par Bensoussan [9] et Haussmann
[23; 24; 25] :Dans le cas où les coe¢ cients de léquation détat ne sont pas reguliés
(cest à dire ne sont pas di¤érentiables) des resultats ont été obtenus par Mezerdi
[31] ; Hafayed et Mezerdi [26] en utilisant le gradient généralisé de Clarke. Dans les
cas des di¤usions non dégénérées ont été étudiés par Bahlali, Mezerdi et Ouknine
[7] :Mathématiquement, il existe deux méthodes de résolutions majeures en contrôle
optimal, soit dans le cas déterministe ou stochastique, pour aborder les problèmes
des contrôles stochastiques, le principe de la programmation dynamiques (principe de
Belmann) et le principe du maximum (principe de Pontryagin [35]).Les di¢ cultés in-
hérentes au principe du maximum et au principe de la programmation dynamique ont
poussé plusieurs auteurs à développer dautres approches Parmi celle ci on peut citer :
3
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lapproche par la théorie du potentiel et lanalyse convexe introduite par Bismit [11] ;
les techniques basées sur les inégalités variationnelles étudiées par Bensoussan [8; 9] et
la méthode de Bahlali [5] pour établir un principe du maximum dans lesquelle le coef-
cient de di¤usion dépend explicitement du contrôle avec un domaine decontrôle nest
pas nécessairement convexe. Cette nouvelle méthode a parmi de résoudre plusieurs
problèmes de contrôles stochastiques en nances.La suite de ce travail est organisée de
la manière suivante :
Chapitre-1
Dans le premier chapitre, on sintéresse aux problèmes des processus stochastiques,
Mouvement Brownien, Martingale et les solutions faibles et fortes des équations di¤é-
rentielles stochastiques.
Nous commençons par présenter les résultats principaux des equations di¤éren-
tielles stochastiques de façon générale. On décrit brièvement les processus stochas-
tiques, Mouvement Brownien, Martingale et les solutions faibles et fortes des équations
di¤érentielles stochastiques.
Chapitre-2
Le deuxième chapitre est consacré à létude du problème des conditions nécessaires
et su¢ santes doptimalité selon la méthode de Peng [36], cest le cas où les coe¢ cients
b (t; x; u) et  (t; x; u) sont controlés et le domaine de controle nest pas nécessaire-
ment convexe. Pour cela, on suppose que la fonction coût J (u), où u est un contrôle
admissible, est di¤érentiable et admet un minimum en u; quon appellera contrôle
optimal,
J (u) = min fJ (v) ; v 2 Ug ;
puis on perturbe le contrôle u sur un interval de longueur  où on obtient un contrôle
u.quon appellera perturbation forte de u.Lintérêt de la perturbation du contrôle op-
timal u est dintroduire un contrôle u (t) pour lequel nous pourrons dériver la fonction
J (u) :Les conditions nécessaires vériées par le contrôle u sappellerons conditions né-
cessaires doptimalité. Lobtention des ces conditions nécessaires doptimalité est basée
sur la dérivation de J (u) au point  = 0 et le fait que le contrôle u est optimal.Le
résultat obtenu dans ce chapitre est un processus adjoint de deuxième ordre et une
inégalité entre Hamiltoniens.
Chapitre-3
Le troisième chapitre contient la contribution essentielle de ce travail, on étudie les
conditions nécessaires et su¢ santes doptimalités pour les contrôles relaxés et sricts.Ces
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resultats concernant les conditions nécessaires et su¢ santes doptimalités établies selon
la méthode de Bahlali [5]. On sait que les resulats classique sur le principe du maximum
stochastique reposent en grande partie sur la dérivée de second-ordre. Par contre,
par lapproche de Bahlali [5] en utilisant seulement la dérivée du premier ordre.Cette
nouvelle approche introduit par Bahlali [5] permet détablir un principe du maximum





Les équations di¤érentielles stochastiques constituent une généralisation des équa-
tions di¤érentielles ordinaires. celles ci ont été introduites pour la première fois en 1946
par K.Ito pour étudier les trajectoires de processus de di¤usions.Cette notion a été trai-
tée de manière profonde en relation avec la théorie des semi-martingales.Les équations
di¤érentielles stochastiques a une grande importance sur tout dans les domaines des
sciences de lingénieur (ltrage des processus, contrôle optimal, mathématique nan-
ciere etc ... .) ont été réalisées en utilisant ce genre dequations. Il existe une multitude
douvrages et darticles traitant ces équations (voir par exemple Ikeda-Watnabe[27] ;
Oksendal [32] etc...).Les équations di¤érentielles stochastiques constituent un modèle
de di¤usions en milieu non homogène. Soit xt la position dune particule assez petite
en suspension dans un liquide à linstant t.Si on néglige linertie de la particule, on
peut admetre que le déplacement de la particule est résultante de deux composantes,
dune part un déplacement centré du a la vitesse macroscopique du liquide, dautre
part des uctuations provoquées par lagitation thèrmique des modèles du liquide.Soit
b (t; x; u) la vitesse macroscopique du liquide au point x à linstant t. On supposera
que la composante uctuative dépend du temps ; de la position x et de la durée t
pendant la quelle est envisagée déplacement alors :
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Si on suppose que
t;x;t =  (t;xt) t;t;
où  (t;xt) désigne les propriétés du milieu t;t laccroissement en milieu homogène
t;t = Bt;t  Bt; :
avec Bt un mouvment Brownien alors,
xt+t   xt = b (t; x)t+  (t;xt) (Bt;t  Bt) :
En passant aux di¤érentiables, on obtient(
dxt = b (t; x) dt+  (t;xt) dBt;
x0 = :
La formulation intégrale nous donne :
xt =  +
Z t
0




Comme B = (Bt)t2[0;T ] est un processus dont les trajectoires sont P  p:s:; à variation
innie,
R t
0  (s;xs) dBs ne peut pas être considéré comme une intégrale de Lebesgue.Par
conséquent cette équation ne peut pas être intéprétée comme une équation di¤érentielle
ordinaire Cette intégrale
R t
0  (s;xs) dBs appelé intégrale stochastique dItô.
1.2 Processus stochastiques
La notion de processus stochastique modélise les phénomènes naturels où des ex-
périences dont lévolution au cours du temps dépend du hasard.Cest léquivalent de la
notion de variable aléatoire pour les problèmes à temps xé.Un traitement complet de
la théorie générale des processus est donné dans (Dellacherie-Meyer [13]); Ghikhman-
Skorokhod [38]).Soit (
;F ;P) un espace de probabilité, T un ensemle dindices(qui
peut être (N; Z; R) ou une partie de R) et (E; ) est un espace mesurable.
Dénition 1.2.1 On appelle processus stochastique denit sur ((
;F ;P)) admettant
T comme ensemble dindices et (E. )comme espace detats, toute famille du variables
aleatoires (Xt;t 2 T): Pour tout ! 2 
 lapplication t 2 [0;T] ! Xt(!) est appelée
trajectoire (où realisation) du processus X correspondant à !:
Remarque 1.2.2 On peut regarder le processus X comme une variable aléatoire à
valeurs dans lepace des trajectoires. Cest-à-dire lapplication
X : (
;F ;P)! ET;
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denie par
X(!) = (Xt(!); t 2 T);
où ET designe lensemble des applications de T dans E:
1.2.1 Processus mesurable, adapté, progressivement mesurable
On supose que T = R+; (
;F) un espace mesurable :
1) un processus X = (Xt)t2R+ est dit mesurable si lapplication
X : R+  
; B(R+)F ! (E; );
(t;w)! Xt (w) = X (t;w) ;
est mesurable.
2) Soit (Ft)t2R+ une ltration de F , un processus X = (Xt)t2R+ est dit adapté à la




;F)! (E:) est F t mesurable
Cest-à-dire :
8B 2 ;X 1t (B) 2 Ft:
:Il est clair que (Xt)t2R+ est adapté par rapport à sa ltration naturelle
Ft =  (Xs; s  t) :
3) (Xt)t2R+ est progressivement mesurable si
([0; t] 
; B [0; t]
Ft)! Xt (w) = X (t;w ) est mésurable::
Modications, indistingabilité des processus.
1) Deux processus (Xt)t2R+ et (Yt)t2R+dénis sur le même espace de probabilité
(
;F ;P) sont dit modication lun de lautre si :
P (w 2 
 : Xt (w) = Yt (w)) = 1;8t 2 R+:
Cest à dire :
8t 2 R+; Xt (w) = Yt (w) P  ps:
2) Deux processus (Xt)8t2R+ et (Yt)8t2R+dénit sur le même espace de probabilité
(
;F ; P ) sont dit indistingables sil existe un ensemble N   P-negligeable tel que :
P
 




8w =2 N ) Xt (w) = Yt (w) ; 8t 2 R+;P  p:s:
et Y ont les mêmes trajectoires sauf peut-être sur un ensemble négligeable.
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1.3 Filtration
Une ltration sur (
; F; P ) est.une famille croissante F =(Ft )t2Tde sous tribus
deF
Fs  Ft  F ;
pour tout 0  s  t dans T:La ltration Ft sinterprète comme linformation connue
à la date t, et elle augmente avec le temps. On pose Fk =  ([t2TFt) la plus petite 
sous tribu contenant tous les Ft 8t 2 T:
Exemple 1.3.1 (Canonique de ltration) est le suivant :
Si X = (Xt)t2T est un prcessus stochastique la ltration naturelle (ou canonique)
de Xt est FXt =  (Xs; 0  s  t tel que t 2 T).la plus petite  sous tribu parrapport
à la quelleXs est mesurable pour tout 0  s  t:
Remarque 1.3.2 On dit qune ltration F =(Ft )t2Tsatisfait les conditions habi-
tuelles si elle est continue à droite cest-à-dire :
Ft = \stFs 8t 2 T:
Et si elle est complète cest-à-dire : F0 contient les ensembles négligeables.
1.4 Mouvement Brownien
un mouvement Brownien standard est processus aléatoire à temps continu (Bt; t 2 R+)
tel que :
1)
B0 = 0 p:s:
2) Pour tout 0  s  t; dans T;
l0acroissement Bt-Bs est indépendant de  (Bu; u  s) ; :
et suit une loi gaussienne centrée de variance(t  s) :
3).
(Bt) est àtrajectoire continue.
Un mouvement Brownien vectoriel
Un mouvement Brownien vectoriel (d-dimensionnel), sur [0; T ] ou R+; est un pro-















Pour tout 0  s  t, dans T, l0acroissementBt Bs est indépendantde  (Bu; u  s) ; :
et suit une loi gaussienne centrée de matrice de variance convariance (t  s) Id, où Id
est la matice d unité d d:Les coordonnées  Bitt2T, i = 1; :::d:un mouvement Brow-
nien vectoriel sont des mouvements Browniens réels est idépendant .Réciproquement
des mouvements Browniens reels et indépendants engendrés un mouvement Brownien
vectoriel.
1.4.1 Construction par série de fourier










où (n) est une suite de varaibles iid v N (0; 1) :Alors Bt est une variable gaussienne
,car cest une somme de variables gaussiennes iid
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il est donc une contradiction, car une variable gaussienne ne peut avoir une variance






;F ; fFtgt0 ;P

un espace de probabilité ltré. On appelle un processus
Mt adapté à Ft est une martingale si est seulement si :
i)
E (jMtj) <1, 8t  0
et
i
E (Mt j Fs) =Msp:s; 8t  0:
On dénit de manière similaire une sous-martingale et une sur-martingale au temps
continu avec les correspondantes
i)
E (jMtj) <1; 8t  0;
et
ii)
E (Mt j Fs) < Ms p:s; 8t  0:
Lemme 1.5.1 Le mouvement Brownien standard (Bt)t2R+ est une martingale par
rapport à sa ltration naturelle (Ft)t2R+ :
































Les processus suivants sont des martingales par rapport à
 FBs 












Théorème 1.5.3 (théorème de Lévy).
Soit (Xt) un processus à trajectoire continue adapté à une ltration (Ft) et tel
que :
(i) Xt est une martingale par rapport à Ft:
(ii) X2t   t est une martingale par rapport à Ft:
Alors Xt est un mouvement Brownien standard.On cherche maintenant à dénir la
variable aléatoire
R t
0 f(s)dBs quand ff (s) ; s  0g est un processus stochastique.
1.6 Intégrale stochastique
Soit (
;F ;P)un espace de probabilité F = (Ft)t2Tune ltration de F satisfaisant
les conditions habituelles et B = (Bt)t2Tmouvements Browniens.
Dénition 1.6.1 Un processus stochastiqueX = (Xt)t2T est dit simple si il existe une
subdivision 0 = t0  t1  t2  :::  tn = T; de linterval [0;T ] et une famille (i)i0
de variables aléatoires avec
sup
i
E( jij)  c <1; telle que iest Fti meurable 8i  0 :
Xi = 01f0g (t) +
n 1X
i=0
i1[ti; ti+1[ (t) :
Où IA désigne lindicatrice de lenssemble A;cest-à -dire : IA (t) =
(
1 : si x 2 A;
 1 : sinon.
Remarque 1.6.2 Lensemble des processus simples sera noté ST :
Dénition 1.6.3 Un processus stochastique X = (Xt)t2T progressivement mesurable
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MT =







Cest -à-dire : MT est lensemble des processus progressivement mesurables de carré
intégrable.
Dénition 1.6.4 Un processus stochastiqueX = (Xt)t2T progressivement mesurable

















Cest -à-dire : PT est lensemble des processus progressivement mésurables de carré
presque surement intégrable.
Lemme 1.6.5
ST MT  PT :
Dans ce qui suit ,on va constuire et donner les propriétés des intégrales stochastiques
par rapport au mouvement Brownien B = (Bt)t2T du type I (X) =
R t
0 XsdBs, pour des
processus appartenant succéssivement à ST , MT et PT : Mais avant remarquons quon
ne peut pas dénir les intégrales de ce type comme intégrales de Lebesgue -Stieljes
puisque les trajéctoires du mouvement Brownien sont à variation innie.Seulement les
trajectoires du mouvement Brownien contiennent toute les propriétés qui en un certain
sens sont lanalogue de la nitude de la variation.
1.6.1 Cas de processus simple
SoitX = (Xt)t2Tun processus stochastique simple, on dinit formellement intégrale







































P (0 = 0) = 1:
On conclut, et en vériant que pour tout i 6= j :
E











Dans se qui suit, on se donne les propriétés fondamentaux de lintégrale stochastique,
concernant le linéarité et la propriété de Martingale
Lemme 1.6.6 1)
t  0; I(t)est Ft mesurable:
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(tj)(Btj+1  Btj ) + (tk)(Bt  Btk);











(tj)(Btj+1  Btj ) + (tk)(Bt  Btk)
	 j Fs
35 :








; :::; (Bt  Btk) sont independants de Fs;
et le fait que le mouvement Brownien (Bt)t0 est une martinguale, on en déduit que


























































Finalement on obtient le lemme.
1.7 Cas de processus général
Lensemble des processus simples ST est dense dans MT :Soient T > 0 et  un






<1, 8T > 0;





jn   j2 dt

= 0, lim
n!1 jjn   jj
2
L2(
, [0;T ]) ! 0:
On dénit lintegrale
R t
0 (s)dBs par la limite suivante dans L
2 (









Preuve. Il faut montrer que la limite existe,Soit (m;n) assez grand :
var (In (t)  Im (t)) = E
Z t
0
n (u)  m (u) dBu
2
:
Daprés lisométrie dItô on a :
V ar (In (t)  Im (t)) = E
Z t
0
(n (u)  m (u))2 du





(n (u)   (u))2 du + E
Z t
0
( (u)  m (u))2 du

< 1
In (t) est une suite de cauchy dans L2 (
, [0,T ]) donc converge dans L2 (
, [0; T ]) vers
une limite unique I (t) qui sera notée
R t
0 (s)dBs:
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Par le passage à la limite on trouve
n 1X
k=0















Ceci est daprés la variation quadratique.
1.8 Formule dItô
1.8.1 Première formule dItô
Soit B un mouvement brownien sur (
;F ;Ft;P ) et f : R ! R de classeC2 et
bornée. Alors :















0 B(s)dBs tel que :
f (x) = x2

















Soit f une fonction dénie sur R+  R de class C1;2on a :
f (t; Bt) = f (0; B0) +
Z t
0





f 00 (s;B(s)) ds+
Z t
0
f 0t (s;B(s)) ds
Formule dintégration par partie
X (t) = x0 +
Z t
0




Y (t) = y0 +
Z t
0




avec f ; g ,h ,k 2 L2loc deux processus dItô réel. Daprés la formule dItô vectorielle
 (X (t) ;Y (t)) = X (t)Y (t)
dX (t)Y (t) = X (t) dY (t) + Y (t) dX (t) + d hX (t) ;Y (t)i
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et on obtient la formule dintégration par parties suivante :
X (t)Y (t) = X (0)Y (0) +
Z t
0
X (s) dY (s) +
Z t
0




g (s) k (s) ds:
Exemple 1.8.1 Soient B1 et B2 deux mouvements Browniens independants seule-
ment aux temps t
B1 (t)B2 (t) =
Z t
0
B1 (s) dB2 (s) +
Z t
0
B1 (s) dB2 (s) :
Solutions faibles, fortes des équations di¤ érentielles stochastiques
Soit (
;F ;P ; (Ft)) un espace probabilité muni dune ltration. Soit x = (xt)t2[0;T ]
un processus stochastique continu à valeurs dans Rn, B = (Bt)t2[0;T ] un mouvment
Brownien de d-dimensionnel
b : [0; T ] Rn ! Rn;
 : [0; T ] Rn !Mnd (R) ;
deux fonctions Boreliennes.Soit  une variable aléatoire F0 mesurable indépendante
de B telle que :
E (jjp) <1;8p > 1:
Soit léquation di¤érentialle stochastique suivante :(
dxt = b (t; x) dt+  (t;xt) dBt;
x0 = ;
(1.1)
vériant les conditions suivantes :




jb (s; xs)j+ 2 (s;xs) ds <1

= 1; (1.3)
xt =  +
Z t
0
b (s; xs) ds+
Z t
0
 (s;xs) dBs; (1.4)
Dénition 1.8.2 On dit que léquation (1:1) admet une solution forte (trajectorielle)
si pour chaque espace de probabilité muni dune ltration (
;F ;P ; (Ft)) pour tout
mouvment brownien B = (Bt)t2[0;T ] il existe un processus x = (xt)t2[0;T ] continu tel
que les conditions (1:2), (1:3) et (1:4) sont vériées.Quand on parle de solution au sens
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fort, on sous -entend que sont déjà donnés un espace probabilité muni dune ltration
(
;F ;P ; (Ft)) et un mouvment Brownien B = (Bt)t2[0;T ] :si de plus Ft = FBt alors le
processus x = (xt)t2T est Ft adapté et on a
FXt  FBt :
Dénition 1.8.3 On dit que léquation (1:1) admet une sulution faible (en loi).Si on
peut trouver un espace probabilité muni dune ltration (
;F ;P;Ft), un mouvment
brownien B = (Bt)t2[0;T ] et un processus X = (Xt)t2T continu tels que les conditions
(1:2) ; (1:3) ; (1:4) soient vériées.Quand on parle de solution faible est la colléction des
objets (
;F ; P ; (Ft) ; B;X) dans beaucoup de cas, où la solution faible éxiste, on a
Ft = FXt et par conséquent B = (Bt)t2[0;T ] relativement à Ft: Cest pour quoi dans le
cas des solutions faible on a :
FBt  FXt :
Remarque 1.8.4 Les solutions faibles ne sont pas mesurables parraport à FBt et cest
ce qui di¤érencie les solutions faibles des solutions fortes.
Dénition 1.8.5 On dit que léquation (1:1) admet une solution forte unique si pour









P (xt = yt;8t 2 [0; T ]) = 1:
Dénition 1.8.6 On dit que léquation (1:1) admet une solution faible (en loi).Si
pour deux solutions (
;F ;P;Ft; B;X) et
 

; P ;F ;  F t ; B;X il y à coincide des
distributions des processus X et X:Cest-à-dire : pour A 2 B  Rd on a :
P (w 2 
 : X (w) 2 A) = P  w 2 
 : X (w) 2 A :
dXt = f (Xt) dt+ g (Xt) dBt et X0= x0: (1.5)
Dénition 1.8.7 Une solution faible de lequation (1:5) est un processus continu Xt
tel que les processus Mt et Nt dénis respéctivement par :










g2 (Xs) ds ;
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sont des martingales.Le mouvement Brownien standard (Bt) à disparu de la dénition
de solution faible. Ainsin une solution faible dune EDS est une solution en en loi mais
plus du tout une solution (trajectorielle) de léquation (1:5) :
Proposition 1.8.8 Supposons f; g continues ,g bornée et supposons encore que lequa-
tion (1:5) admet une solution forteXt alors Xt est une solution faible de (1:5)
Preuve. g est bornée, il est clair que ;
Mt = Xt  X0  
Z t
0




est une martingale continue de carré intégrable .De plus la variation quadratique de











g2 (Xs) ds ;
est une martingale.
Remarque 1.8.9 Une EDS peut admettre une solution faible, mais pas de solution
forte,il existe donc plus souvent une solution faible qun solution forte.La question de
lunicité de la solution faible est par contre plus délicate, il faut préciser ce quon entend
par (unique)
Exemple 1.8.10 (La solution faible de LEDS)
1) On considère léquation di¤érentielle stochastique suivante :
dXt = aXtdt+
p
XtdBt et X0= x0;
est un processus (Xt) tel que les processus (Mt)t, (Nt)t dénis par :
Mt = Xt   a
Z t
0





2) (Equation de Detanaka)
On considère léquation di¤érentielle stochastique suivante :
dxt = sgn (xs) dBs; X0= x0 (E1)
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telle que la fonction sgn (:) est dénie par : sgn (x) =
(
1 : si x  0;
 1 : si x < 0: Alors, cette
dernière équation (E1) possède une solution faible, mais elle nadmet pas de solution
forte.




sont martingales.Par la théorème de Levy la solution faible de lequation (E1) est
nécéssairement un mouvment Brownien standard, mais qui nest pas le mouvment
Brownien standard (Bt) ; on ne peut pas remplacerXt par Bt dans léquation (E1).Soit
(
;F ; P ) un espace de probabilité sur lequel on peut déni un mouvment Brownien
X et F = FX , la ltration propre de X par le même raisonement que ci-dessus le





est encore un mouvment Brownien par di¤érentiation :




= sgn (x) :
On vait donc de construire une solution faible.Avec les notations précédentes le (
;F ;P;Ft; X)est
une autre solution faible de (E1) ne peut pas être solution forte.Ce qui implique que
B (t) est mésurable parapport
F jXjt =  (jx (s)j ; s  t) :
Si X était solution forte, alors
FXt  FBt  F jXjt ;
est une contradiction car le signe du Brownien X est une variable aléatoire qui contient
beaucoup dinformation .Les solutions faibles ne sont pas mesurables par raport à
FBt et cest cequi di¤érencie les solutions faibles des solutions fortes.Les théorèmes
fondamentaux de Yamada-Watnabe nous dennons la relation entre les solutions faible
et fortes. Ceci est données par le théorème suivant :
Théorème 1.8.11 1) Lunicité forte implique lunicité faible.
2) Lexictence faible et lunicité forte implique lexictence forte.
Exemple 1.8.12 (Detanaka) On considère léquation di¤érentielle stochastique sui-
vante :
dxt = sgn (xs) dBs; (E2)
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telle que la fonction sgn (:) est dénie par :
sgn (x) =
(
1 : si x  0;
 1 : si x < 0: :
Alors, cette dernière équation (E2) possède une solution faible unique en loi mais elle
nadmet pas de solution forte.En déduit de ce qui précedent, que toute solution de
léquation (E2) est nécéssairement un mouvment Brownien.Il su¢ t de prouver que le
processus Z (t) dénie par :







est une martingale pour toute x (t) solution de (E2) et 8 2 C ou R: Alors
Z (t) = Z (s) exp





Puisque le processus exp

 (x (t)  x (s))  2(t s)2

est indépendant de FXs et suit la
loi N (0; t  s) de sorte que
E
 




























E fexp [ (x (t)  x (s))]g :
Et comme on a x (t)  x (s) est processus gaussien centré de variance t  s. De plus :






















Z (t) j FXs














= Z (s) :
En déduit que Z (t) est une FXs  martingale.Doù le resultat.
Soit (
;F ;P) un espace de probabilité sur lequel on peut déni un mouvment
Brownien X et F = FX , la ltration propre de X par le même raisonement que
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est encore un mouvment Brownien par di¤érentiation




= sgn (x) :
On vait donc de construire une solution faible.Avec les notations précédentes le (
;F ;P;Ft; Bt; X)
est une autre solution faible de (E1) ne peut pas être solution forte. Ce qui implique
que B (t) est mesurable par rapport
F jXjt =  (jx (s)j ; s  t) :
Si X était solution forte, alors :
FXt  FBt  F jXjt ;
est une contradiction car le signe du Brownien X est une variable aléatoire qui contient
beaucoup dinformation .
1.9 Existence et unicité
Le problème est, comme Les équations di¤érentielles stochastiques constituent une
généralisation des équations di¤érentielles ordinaires équation di¤érentielle ordinaire,
de montrer que sous certaines conditions sur les coe¢ cients b et , léquation di¤éren-
tielle a une unique solution. On suppose que
jb (t;x)  b (t; y)j2 + j (t; x)   (t; y)j2  k jx  yj2 : (1.6)





Maintenant, on se donne ci-dessous le théorème dexistence et unicité du à K.Itô
Théorème 1.9.1 Si les coe¢ cients b et vérient les conditions (1.6) et (1.7). Alors
léquation (1:1) admet une solution forte unique X = (Xt)t2[0;T ] -(Ft) adapté et conti-







< M;8p > 1:
où M est une constante qui dépend de k; p;T et .
Remarque 1.9.2 La condition de lipshitzienne (1:6) nous assure lexistence et luni-
cité de la solution de léquation (1:1)










0 : si t  a;
(t  a)3 : si t > a:
b (xt) = 3x
2
3
t nest pas lipshitzienne car la dérivée nest pas bornnée nest pas
dérivable au poins x0 = 0:
Remarque 1.9.3 La condition de croissance (1:7) nous assure la explosition de la
solution et si on na pas cette condition léquation (1:1) admettra une solution unique
mais seulement jusquau temps dexplosition.
Exemple 1.9.4 On considere léquation di¤érentielle suivante :
dxt
dt
= x2t ; x0 = 1:









La preuve du théorème dexistence et unicité est basé sur les deux lemmes suivants :
Lemme 1.9.5 Lemme de Gronwall
Soit f une fonction intégrable et non négative dénie pour t  0 et vériant




où c est une constante positive. Alors on a :



















où C est constante positive.
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Preuve. 1) Unicité
Soient X = (Xt)t2T et Y = (Yt)t2T deux solutions (1:1) tel queX0 = Y0 = : On
appliquant linégalité :
(a+ b)2  2a2 + 2b2;
et en utilisant les formules de Xt et Yt on obtient :
jXt   Ytj2  2
Z t
0





 (s;Xs)   (s;Ys) dBs
2 ;






































j (s;Xs)   (s;Ys)j2 ds:








E jXs   Ysj2 ds:
où c = max (2Tk; 2k) :En appliquant linégalité de Tchébychef on obtient
8  > 0;















jXt   Ytj2 > 0
!
= 0





jXt   Ytj2 > 0

= 0
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Ce qui prouve lunicité forte de la solution.
2) Existence : On montre léxistence dune solution forte en étilisant la méthode
des approximation ssuccéssuves et pour cela on pose































En utilisant la même téchnique que pour lunicité on obtient
E




où c = max (2Tk; 2k)Daprés (1:6) on a
E
X1t  X0t 2  2cT 1 + EX0t 2 ;
puisque
E


















b  s;X0s 2 ds+ 2EZ t
0




















X1t  X0t 2 MT
tel que M = 2c

1 + E
 X0s 2 :Par récurence sur n il résulte que
E
Xn+1t  Xnt 2  (MT )n+1(n+ 1)!
et démontré que
E





Xn+1s  Xns 2 ds  cZ t
0
(Ms)n+1
(n+ 1) j ds = c
(MT )n+2
(n+ 2)!



































Donc Xnt est une suite de Cauchy dans L2 (
) et par conséquant elle est conver-





Maintenant, le processus Xnt dénit par :



















jXs  Xns j2 ds  limm!1 supE
Z T
0




















jXs  Xns j2 ds ! 0:












et de plus Z t
0
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Et par la continuité de b (t; :) on obtientZ t
0
b (s;Xns ) ds!
Z t
0
b (s;Xs) ds; (n!1)
En passant à la limite dans (1:8) on obtient














< M; 8p > 1:

































































































Principe du maximum du
second-ordre en contrôle des
di¤usions
Dans ce chapitre on donne une généralisation du principe du maximum stochas-
tique dans le cas où les coe¢ cients de drifte b et de di¤usion  de léquation détat
contient un terme de contrôle.Ce résultat a été obtenu par Peng [36] en 1990 en utili-
sant les derivées de second ordre pour avoir une estimation des solutions de léquation
détat de lordre  ().
2.1 Formulation du problème et hypothèses
Soit (
;F ;Ft;P) un espace probabilité ltré et B = (Bt) un mouvement Brownien
standard à valeurs dans Rd:On suppose que Ft =  (Bs; 0  s  t) :Soit A un Borélien
de Rd.Un contrôle u est un processus -adapté à valeurs dans un A, tel que :
E ju (t)jm <1; 8m > 1:
On note par U Lensemble de tous les contrôles admissibles.(
dx (t) = b (t; x (t) ; u (t)) dt+  (t; x (t) ; u (t)) dBt;
x (0) = ;
(2.1)
où
b : [0; T ] Rn  A! Rn et  : [0; T ] Rn  A! Rn !Mnd (R) ;
sont deux fonctions Boreliennes et  une variable aléatoire F0 mesurable et indépen-
dante de B telle que :
E (jjm) <1; 8m > 1:
30
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la fonction côut à minimiser est de la forme
J (u) = E

g (x (T )) +
Z T
0




h [0; T ]Rn  A! R et g : Rn ! R;
sont deux fonctions Boreliennes et x (T ) la solution de léquation (2:1) prise au temps
terminal T:
Notation 2.1.1 On note par fx et fxx les dérrivées premières et secondes par rapport
à x pour f := b; ; h; g:
On suppose que :
b; ; g et h sont deux fois dérivables par rapport à la variable détat x;
bx; x; gx; hx; bxx ; xx; gxx; et hxx sont continues en (x; u) : (2.3)
bx; x; gx; hx ; bxx ; xx; gxx; et hxxsont bornés.
b; ; gxethx sont bornés parC (1 + jXj+ juj) :
Remarque 2.1.2 1) Les coe¢ cients b,  sont dérivables et à dérivées bornées, donc
Lipschitziennes,alors léquation (2:1) admet une solution forte unique donnée par :
x (t) =  +
Z t
0
b (t; x (t) ; u (t)) dt+
Z t
0
 (t; x (t) ; u (t)) dBt:







< M; 8 m > 1;
où M est une constante qui dépend de m;T; k; et :
Remarque 2.1.3 2) Sous les conditions (2:3) sur h et g la fonction coût est bien
dénie.
2.2 Estimation des solutions
Puisque le coe¢ cient  contient le terme de contrôle et que le domaine du contrôle
A nest pas convexe, la méthode classique qui consiste à utiliser les dérivées du premier
ordre nest plus valable car on aura une estimation de ordre de 0 () : Cest à dire on
aura lestimation suivante :





x (t)  x (t)2# = 0 () :
Ce qui ne nous permettra pas davoir un principe du maximum mais un principe du
maximum à une constante prés.lidée initiée par Peng [36] est de passer aux dérivées
de second ordre et ainsi avoir une estimation dordre de  () :Ce qui nous permettra




v : si t 2 [ ;  + ]
u (t) sinon
(2.4)
ou 0    T est xé  su¢ sament petit etv une variable aléatoire Ft  mesurable





Soit x la trajectoire associée au contrôle u, cest-à-dire la solution de léquation :(
dx (t) = b
 




t; x (t) ; u (t)

dBt
x (0) = 





  J (u)  0:






Lemme 2.2.2 (S. Peng) [36]





x (t)  x (t)  x1 (t)  x2 (t)2#  C2 (2.5)







s; x (s) ; u (s)










s; x (s) ; u (s)

   (s; x (s) ; u (s)) + x (s; x (s) ; u (s))x1 (s)
i
dBs







s; x (s) ; u (s)

  bx (s; x (s) ; u (s))

















s; x (s) ; u (s)

  x (s; x (s) ; u (s))









xx (s; x (s) ; u (s))x1 (s)x1 (s) dBs















En e¤et, en utilisant linégalité
(a+ b)2  2a2 + 2b2
on a :
E jx1 (t)j2  4T
Z t
0














 s; x (s) ; u (s)   (s; x (s) ; u (s))2 ds
De la dénition de u (t) on a :
E jx1 (t)j2  4T
Z t
0












E j (s; x (s) ; v)   (s; x (s) ; u (s))j2 ds
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par(2:3) on a :
E jx1 (t)j2  8M
Z t
0














E jx1 (s)j2 ds+ 8c (1 +M) 
par les inégalités de Gronwall et Bukholder- Davis-Gundy on obtient (2:8)
de la même manière on a :
E jx2 (t)j2  6T
Z t
0






















E jxx (s; x (s) ; u (s))x1 (s)x1 (s)j2 ds
De (2:3) la dénition de u (t) et (2:8) no a :
E jx2 (t)j2  12M
Z t
0










E jx2 (s)j2 ds+ 6 (M + T ) 2;
par les inégalités de Gronwall et Bukholder- Davis-Gundy on obtient:la relation
(2:9) :Les relations (2:8) et (2:9)Va nous pèrmettre de montrer la relation (2:5)pour la
simplicité des calculs,on pose :
x3 = x1 + x2:
En appliquant le développement de Taylor avec reste intégrale au point x et à lordre



























































































bx (s;x;u)x3 (s) ds+
Z t
0















































  bxx (s; x+;u)
i















  xx (s; x;u)
i
ddx3 (s)x3 (s) dBs
en remplaçant x3 par sa valeur on a :














































s; x+  (x1 + x2) ;u


  bxx (s; x;u)
i






















s; x+  (x1 + x2) ;u


  xx (s; x;u)
i
dd (x1 + x2) (s) (x1 + x2) (s) ds
ce qui nous donne :

























Et par consequent on aura :



































Et passant aux espérances on obtient :
E
x (t)  x (t)  x1 (t)  x2 (t)2  3T Z t
0
E





 s;x;u   s;x+ x1 + x2;u2 ds+6T Z t
0
E




Puisque b et  sont lipschitziennes alors :
E
x (t)  x (t)  x1 (t)  x2 (t)2  6K Z t
0
E









Puisque bx et bxx sont bornées alors :
E
B (s)2  2ME jx2 (s)x2 (s)j2 + 8ME jx1 (s)x2 (s)j2 + 4ME jx2 (s)j2
+2ME j(x1 (s) + x2 (s)) (x1 (s) + x2 (s))j2
daprés (2:8) ; (2:9)et linégalité de Cauchy-Schwartz on a :
E







2 =  ()














2 =  ()
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Ce qui nous donne :
E
x (t)  x (t)  x1 (t)  x2 (t)2  6K Z t
0
E
x (s)   x (s)  x1 (s)  x2 (s)2 ds+ ()
Par le lemme de Gronwall on obtient :
E
x (t)  x (t)  x1 (t)  x2 (t)2   () exp (6KT ) =  () :
Finalement on obtient le lemme par linégalité de Bukholder -Davis-Gundy.
Remarque 2.2.3 les équations (2:6) ; (2:7) sont appelées respectivement équation va-
riationnelle du premier et de second ordre.On introduit léquation (2:7)car si on utilise





x (t)  x (t)  x1 (t)2#  C = 0 ()
Lemme 2.2.4 : (S.Peng) [36]
soit u un côntrole optimal alors sous lhypothèse (2:5) on a :





t;x (t) ; u (t)






gx (x (T )) (x1 (T ) + x2 (T )) +
Z T
0








gxx (x (T )) (x1 (T )x1 (T )) +
Z T
0
hxx (t;x (t) ; u (t)) (x1 (t)x1 (t)) dt







t;x (t) ; u (t)









  g (x (T ))
i
en appliquant le développement de taylor au point x à lordre 1, aux fonctions
h

t;x (t) + x1 (t) + x2 (t) ; u
 (t)

et g (x (T ) + x1 (T ) + x2 (T ))
h










t;x (t) ; u (t)

x (t)  x (t)  x1 (t)  x2 (t)

+  ()








x (T )  x (T )  x1 (T )  x2 (T )

+  ()






t;x (t) ; u (t)
















t;x (t) ; u (t)
















t;x (t) ; u (t)
















t;x (t) ; u (t)

x (t)  x (t)  x1 (t)  x2 (t)

dt





x (T )  x (T )  x1 (T )  x2 (T )

+  () ;











t;x (t) ; u (t)

dt; (2.11)
+E [g (x (T ) + x1 (T ) + x2 (T ))  g (x (T ))] +  () ;
par le développement de taylor des fonctions
h

t;x (t) + x1 (t) + x2 (t) ; u
 (t)

et g (x (T ) + x1 (T ) + x2 (T )) ;
au point x àlordre 2 on a :
h











t;x (t) ; u (t)







t;x (t) ; u (t)

















=  () ce qui nous donne :
h

t;x (t) + x1 (t) + x2 (t) ; u
 (t)

  h (t;x (t) ; u (t)) =  ()
+h

t;x (t) ; u (t)

  h (t;x (t) ; u (t)) + hx

t;x (t) ; u (t)







t;x (t) ; u (t)





hxx (t;x (t) ; u (t)) (x1 (t) + x2 (t)) (x1 (t) + x2 (t)) hx (t;x (t) ; u (t)) (x1 (t) + x2 (t))
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 1
2
hxx (t;x (t) ; u (t)) (x1 (t) + x2 (t)) (x1 (t) + x2 (t))
ET
g (x (T ) + x1 (T ) + x2 (T ))  g (x (T )) =  ()




gxx (x (T )) (x1 (T ) + x2 (T )) (x1 (T ) + x2 (T )) :
Donc on peut réecrire (2:11)comme suit :





t;x (t) ; u (t)


















gxx (x (T )) (x1 (T )x1 (T )) :
où





t;x (t) ; u (t)

  hx (t;x (t) ; u (t))






























t;x (t) ; u (t)





E [gxx (x (T )) (x1 (T )x2 (T ))] +
1
2
E [gxx (x (T )) (x2 (T )x1 (T ))] :
De la dénition de x et (2:3) ; (2:4) et (2:5) on aura :
1
K












E (x1 (t)) (x2 (t)) dt:




E (x2 (t)) (x1 (t)) dt+
Z T
0





:par (2:8) ; (2:9) et linégalité de Cauchy -Schwartz on a :












 +K2 =  ()
En remplaçan  (T ) dans (2:11) on conclut.
2.3 Principe du maximum du seconde ordre
Le principe du maximum généralisé sera établi essentiellement à partir du lemme
(2:3) et la relation (2:10).Dans ce cas on a deux estimations à faire.Cest à dire
dans(2:10) on calcule en premier lestimation du premier ordre
E

gx (x (T )) (x1 (T ) + x2 (T )) +
Z T
0
hx (t;x (t) ; u (t)) (x1 (t) + x2 (t)) dt

:
Puis celle du second ordre :
E

gxx (x (T )) (x1 (T )x1 (T )) +
Z T
0
Hxx (t;x (t) ; u (t)) (x1 (t)x1 (t)) dt

:
Pour la simplicité des calculs, on note :
f (t) = f (t;x (t) ;u (t)) etf (t) = f

t;x (t) ;u (t)

;
pour f = b; bx; bxx; ; xx; ; g; gx; gxx; ; h; hx; hxx.
2.3.1 Estimation du premier ordre
Lestimation du premier ordre consiste à calculer la partie où on a les dérivés du
premier ordre dans (2:10) :Cest à dire calculer la quantité





hx (t;x (t) ; u (t)) (x1 (t) + x1 (t)) dt

:
se simpliera dans les calcul.On considère léquation linéaire associée aux équations
(2:6) et (2:7) (
d1 (t) = bx (t) 1 (t) dt+ x (t) 1 (t) dBt
1 (0) = Id
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Cette équation est linéaire et à coe¢ cients bornés, donc elle admet une solution forte
unique.De plus la solution 1est inversible et son inverse 	1 vérie :(
d	1 (t) = (	1 (t)x (t)x (t) 	1 (t) bx (t)) dt 	1 (t)x (t) dBt
	1 (0) = Id
Pour vérier que 	1est inverse de 1, on vérie
	11 = 1	1 = Id
en appliquant la formule de Itô
d (	11) = d (1	1) = 0 =d	1 = dt+ dBt:
d (	11) = d	11 + d1	1 + d h	1;1i
= (bx1 + x1 +1) dt+ (x + 1) dBt
 =  	1bx +	1xx
 =  	1x(
d	1 (t) = (	1 (t)x (t)x (t) 	1 (t) bx (t)) dt 	1 (t)x (t) dBt
	1 (0) = Id
;
en suivant la méthode de résolvante des équations di¤érentielles ordinaires linéaires
,on pose :
1 (t) = 	1 (t) (x1 (t) + x2 (t)) :
Par la formule de Itô on a :
d1 (t) = d	1 (x1 + x2) + 	1 (dx1 + dx2) + d h	1;x1 + x2i
= (	1xx  	1bx) dt (x1 + x2) 	1x (x1 + x2) dBt
+	1
h
















































b (t)  b (t) 	1 (t)x (t)








	1 (t) bxx (t)x1 (t)x1 (t) +











	1 (t)x (t)xx (t)x1 (t)x1 (t)  x















	1 (t)xx (t)x1 (t)x1 (t) +









1 (T ) gx (x (T )) +
Z T
0
1 (s)hx (s) ds
1 (t) = E (X1 j Ft) 
Z t
0
1 (s)hx (s) ds
On remarque que :
E [gx (x (T )) (x1 (T ) + x2 (T ))] = E (1 (T ) gx (x (T )) 1 (t))
E [gx (x (T )) (x1 (T ) + x2 (T ))] = E (1 (t) 1 (t))
Donc pour calculer le premier terme
E [gx (x (T )) (x1 (T ) + x2 (T ))] ; :
de lestimation du premier ordre, il su¢ t de calculer
E (1 (t) 1 (t)) :
Puisque
Ft =  (Bs; 0  s  t) ; X1 2 L2 (
;F ;P ) et E (X1 j Ft) :
est une martingale de carré intégrale ;alors la décomposition de Itô nous donne :
E (X1 j Ft) = E (X1) +
Z t
0
G1 (s) dBS (2.13)




jG1 (s)j2 ds  1:
Donc on peut utiliser une forme de 1 (t) mieux adaptée à notre problème :
1 (t) = E (X1) +
Z t
0
G1 (s) dBS  
Z T
0
1 (s)hx (s) ds
Et par la suite on aura :
d 1 (t) = G1 (t) dBt   1 (t)ht (t) dt
En appliquant la formule de Itô à 1 (t) 1 (t) :
d (1 (t) 1 (t)) = d1 (t) + 1 (t) d1 (t) + d h1 (t) ; 1 (t)i
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En passant à lespérence on obtient :
























hx (t) (x1 (t) + x2 (t)) dtt
où :
p1 (t) = 	

1 (t) 1 (t) (2.14)
Q1 (t) = 	

1 (t)G1 (t)  x (t; x (t) ; u (t)) p1 (t) (2.15)
En dénissant le Hamiltonnien H par :
H (t;x (t) ; u (t) ; p (t) ; Q (t)) = h (t; x (t) ; u (t))+p (t) b (t; x (t) ; u (t))+Q (t) (t; x (t) ; u (t))
Et en remplaçant E [gx (x (T )) (x1 (T ) + x2 (T ))] par sa valeur, on peut réecrire (2:10)
comme suit :






t;x (t) ; u (t) ; p1 (t) ; Q1 (t)














E [gxx (x (T )) (x1 (T )x1 (T ))]
Cette inéquation est appellée inéquation variationnelle du premier ordre.
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2.3.2 Estimation du second ordre
Lestimation du second ordre à calculer la partie où on a les dérivées du second
ordre dans (2:16), cest à dire calculer la quantité :
1
2






[ Hxx (t;x (t) ; u (t) ; p1 (t) ; Q1 (t))]x1 (t)x1 (t) dt:
(2.17)
Comme nous trouvons devant un cas non linéaire, on ne peut pas appliquer directement
la méthode de léstimation du premier ordre.Dans ce cas on doit dabord linéariser la




et par la formule de Itô on obtient par :
dz (t) = (z (t) bx (t) + bx (t) z (t) + x (t) z (t)

x (t) +A (t)) dt (2.18)
+(z (t)x (t) + x (t) z (t) +B (T )) dBt;
où les quantités A (t) et B (T ) sont donnéés par :
A (t) = x1 (t)





b (t)  b (t)

x1 (t) + x (t)x1 (t)












 (t)   (t)

 (t)   (t)

B (T ) = x1 (t)





 (t)   (t)

x1 (t) ;








 (t)   (t)







B (t) dBt   () ;
soit léquation linéaire associée à (2:18) suivante :8><>:
d2 (t) = (2 (t) b






x (t) + x (t) 2 (t)+) dBt
2 (0) = Id
:
Cette équation est linéaire et à coe¢ cients bornées ; donc elle admet une solution
forte unique.De plus la solution 2 est inversible et son inverse 	2 vérie léquation
suivante :8><>:
d	2 (t) = ((x (t) + 

x (t))	2 (t) (x (t) + 

x (t))
  	2 (t) bx (t)  bx (t)	2 (t)) dt
 x (t)	2 (t)x (t) dt+ (	2 (t)x (t) + x (t)	2 (t)) dBt
	2 (0) = Id
:
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Par la même méthode que pour lestimation du premier ordre on pose :
2 (t) = 	2 (t) z (t) :
Par la formule de Itô on a :




2 (T ) gxx (x (T )) +
Z T
0
2 (s)Hxx (s) ds
2 (t) = E (X2 j Ft) 
Z t
0
2 (s)Hxx (s) ds:
Ce qui nous donne :
E [gxx (x (T )) (x1 (T )x1 (T ))] = E (2 (T ) gxx (x (T )) 2 (t))
E [gxx (x (T )) (x1 (T )x1 (T ))] = E (2 (t) 2 (t)) :
Donc pour calculer E [gxx (x (T )) (x1 (T )x1 (T ))], il su¢ t de calculer E (2 (t) 2 (t)).Puisque
Ft =  (Bs; 0  s  t) ; X2 2 L2 (
;F ;P ) et E (X2 j Ft) est une martingale,de carré
intégrale,alors la décomposition de Itô nous donne :
E (X2 j Ft) = E (X2) +
Z t
0
G2 (s) dBS :




jG2 (s)j2 dBS  1:
Donc :
2 (t) = E (X2) +
Z t
0
G2 (s) dBS  
Z t
0
2 (s)Hxx (s) ds:
Et par la suite on aura :
d 2 (t) = G2 (t) dBt   2 (t)Hxx (t) dt:
En appliquant la formule de Itô à 2 (t) 2 (t) et en passant à lespérence on obtient :
d (2 (t) 2 (t)) = [(	2A   x	2B  	2B) dt+B	2dBt] 2 (t)
+2 (t) [G2 (t) dBt   2 (t)Hxx (t) dt] +G2 (t)B	2dt









 (t)   (t)
i
 Hxx (t)x1x1dt :
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Où :
p2 (t) = 	

2 (t) 2 (t) (2.19)
Enn on peut réecrire (2:16) :






t;x (t) ; u (t) ; p1 (t) ; Q1 (t)

















 (t)   (t)
i
dt
Cette inéquation est appelée inéquation variationnelle du second ordre.
2.4 Principe du maximum
En utilisant la dénition de u,linéquation variationnelle (2:20) nous donne :
 ()  E
Z +



































 (t; x (t) ; v)   (t; x (t) ; u (t))
i
dt):
En faisant tendre  vers 0, on applique la théorème de Fuibéné :






























F (x+)  F (x )

= f (x )




Tr [( (t; x (t) ; v)   (t; x (t) ; u (t))) p2 (t) ( (t; x (t) ; v)   (t; x (t) ; u (t)))])




Tr [( (t; x (t) ; v)   (t; x (t) ; u (t))) p2 (t) ( (t; x (t) ; v)   (t; x (t) ; u (t)))] :
Pour tout v 2 U;Pps; dt pp ou dune manière équivalente :
H (t;x (t) ; v; p1 (t) ; Q1 (t)) p2 (t) (t; x (t) ; u (t))+1
2
Tr [( (t; x (t) ; v) (t; x (t) ; v)) p2 (t)]
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Tr [( (t; x (t) ; u (t)) (t; x (t) ; u (t))) p2 (t)] ;8v 2 U;P:ps; dt:pp: (2.21)
Les formules explicites des processus adjointes p1 (t)et p2 (t) sont calculés à partir de
(2:14)et (2:19) et sont donnés par :
p1 (t) = 	

1 (t) 1 (T ) (2.22)
= E (	1 (t) 1 (T ) gx (x (T )) j Ft) + 	1 (t)
Z T
t
1 (s)hx (s) ds
p2 (t) = 	

2 (t) 2 (T ) (2.23)
= E (	2 (t) 2 (T ) gxx (x (T )) j Ft) + 	2 (t)
Z T
t
2 (s)Hxx (x; u; p1; Q1) ds:
Dautre part,
Q1 (t) = 	

1 (t)G1 (t)  x (t; x (t) ; u (t)) p1 (t)
est donne par (2:15) et G1 (t) vérie :Z t
0
G1 (s) dBs = E (X1 j Ft) E (X1) = E

1 (t) gx (x (T )) +
Z T
0




1 (t) gx (x (T )) +
Z T
0
1 (s)hx (s) ds

(2.24)
On peut maintenant annoncer le résultat principal de ce chapitre qui est le théorème
du principe maximum généralisé.
Théorème 2.4.1 Si (x; u) est une solution optimale pour notre problème. Alors il
existe (p1; Q1) et (p2;Q2) deux processus Ft adaptés donnés par (2:22) et (2:23) tels
que :
H (t;x (t) ; v; p1 (t) ; Q1 (t)) p2 (t) (t; x (t) ; u (t))+1
2
Tr [( (t; x (t) ; v) (t; x (t) ; v)) p2 (t)]




Tr [( (t; x (t) ; u (t)) (t; x (t) ; u (t))) p2 (t)] ;8v 2 U;Pps; dt  p:p:; soit vérié.
Remarque 2.4.2 Hxx (x; u; p;Q) est la dérivée seconde du Hamitonien H au point x
et est donnée par :
Hxx (x; u; p;Q) = hxx (t; x (t) ; u (t))+p (t) bxx (t; x (t) ; u (t))+Q (t)xx (t; x (t) ; u (t)) :
Les processus adjoints p1 (t) et p2 (t) sont appelés respectivement processus adjoints du
premier et second ordre.
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2.5 Equations et processus adjoints
En appliquant la formule de Itô aux processus adjoints
p1 (t) = 	

1 (t) 1 (t) :
et
p2 (t) = 	

2 (t) 2 (t) ;
on obtient :(
 dp1 (t) = [bx (t; x (t) ; u (t)) p1 (t) + x (t; x (t) ; u (t))Q1 (t)  hx (t; x (t) ; u (t))] dt Q1 (t) dBt;
p1 (T ) = gx (x (T )) :
(2.25)
dp1 (t) = d (	

1 (t) 1 (t)) = d	

1 (t) 1 (t) + 	






1 (t) 1 (t)  bx (t)	1 (t)) 1 (t) dt   x (t)	1 (t) 1 (t) dBt
 	1hxdt+	1 (t)G (t) dBt   x	1 (t)G (t) dt
 dp1 (t) = [bx (t; x (t) ; u (t)) p1 (t) + x (t; x (t) ; u (t))Q1 (t)  hx (t; x (t) ; u (t))] dt Q1 (t) dBt
p1 (T ) = 	

1 (T ) 1 (T ) = E (	1 (t) 1 (T ) gx (x (T )) j Ft) + 	1 (t)
Z T
T
1 (s)hx (s) ds
p1 (T ) = E (gx (x (T ))) :
De même méthode, on trouve :8>>>><>>>>:
 dp2 (t) = [bx (t; x (t) ; u (t)) p2 (t) + p2 (t) bx (t; x (t) ; u (t))] dt
+ [x (t; x (t) ; u (t)) p2 (t)x (t; x (t) ; u (t)) + x (t; x (t) ; u (t))Q2 (t)] dt
+ [Q2 (t)x (t; x (t) ; u (t)) +Hxx (x (t) ; u (t) ; p1 (t) ; Q1 (t))] dt Q2 (t) dBt
p2 (T ) = gxx (x (T )) :
(2.26)
où Q1; G1 sont donnés respectivement par (2:15) ; (2:24) et Q2; G2 vérient :
Q2 (t) = 	

2 (t)G2 (t)  x (t; x (t) ; u (t)) p2 (t)  x (t; x (t) ; u (t)) p2 (t) (2.27)Z t
0
G2 (s) dBs = E

(2 (t) gxx (x (T )) +
Z T
0




2 (t) gxx (x (T )) +
Z T
0
2 (s)Hxx (x (t) ; u (t) ; p1 (t) ; Q1 (t)) ds

: (2.28)
Les processus p1 (t) et p2 (t) sont appellés respectivement processus adjoints du premier
et second ordre et (2:25) et (2:26) les équations adjointes du premier et second ordre. En
utilisant ces équations on peut reformuler le théorème (2:4:2) comme suit Si (xt; ut)
est une solution optimale pour le problème de contrôle, alors il existe deux couples
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uniques (p1; Q1)et (p2; Q2) solutions respectives des équations rétrogrades (2:25) et
(2:26) tels que linégalité variationnelle (2:21) soit vériée.lest intéressant de voir que
les solutions des équations rétrogrades (2:25) et (2:26) sont données explicitement par
(2:22) ; (2:15) ; (2:24) et (2:23) ; (2:27) ; (2:28).
Chapitre 3
Des conditions nécessaires et
su¢ sants pour un contrôle des
problèmes relaxés et stricts
3.1 Introduction
Le but de ce chapitre est de généraliser le chapitre (2 ) cest-a-dire établir une gé-
néralisation du principe du maximum en contrôle optimale stochastique.Notre objectif
dans ce chapitre est détablir des conditions nécessaires et su¢ santes doptimalité pour
le problème(1.1)-(1.2 ) selon la méthode de Bahlali. lidée serait dinjecter léspace des
contrôles stricts U dans lespace des mesures de probabilité sur U où U designe len-
semble des valeurs prises par le contrôle strict.Ce nouveau espace appelé espace des
contrôles relaxés.La démonstration est basé sur lapproximation des trajectoires des
contrôles relaxés par les trajéctoires des contrôles stricts et le principe du maximum
approché.Lidée principale est dutiliser le fait que lespace des contrôles relaxés est
convexe .On établit les conditions optimales en utulisation la méthode classique de
perturbation convexe.Si u un contrôle relaxé optimal et q un élément arbitraire de
R,on peut dénir un contrôle perturbé comme suit :
ut = ut +  (qt   ut) :





  J (ut)  0
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3.2 Formulation du problème et hypothèses
soit (
;F ;Ft; P ) un espace probabilisé ltré sur lequel on dénit mouvement Brow-
nen d- dimensionnel B = (Bt) ;on suppose que
Ft =  (Bs; 0  s  t) ;
on considère LEDS suivant :(
dx (t) = b (t; x (t) ; u (t)) dt+  (t; x (t) ; u (t)) dBt
x (0) = 
(3.1)
où b : [0; T ]RnU! Rn et  : [0; T ]RnU! Rn !Mnd (R) sont deux fonctions
Boreliennes et  une variable aléatoire n-dimensional F0 mesurable indépendante de
B telle que:
E (jjm) <1; 8 1 < m:
Soit T un nombre réel strictement positif et U un sous ensemble non vide de Rd:
Dénition 3.2.1 :




ju (t)jm <1; 8 1 < m:
On note par U lensemble des tous les contrôles admissibbles .Pour tout u 2 U ;on
étudie un contrôle de problème stochastique dont le système est gouverné par une
équation di¤érentielle sthocastique et non linéaire (3:1) la fonction côut est dénit de
U dansR par :
J (u) = E

g (x (T )) +
Z T
0
h (t; x (t) ; u (t)) dt

(3.2)
où h : [0; T ]  Rn  U ! Ret g :Rn ! R sont deux fonction Boreliennes et xvt est la
trajectoire du système contrôlé par v .u 2 U est nommé optimale si elle satisfait.
J (u) = inf
v2U
J (v)
et x (T ) la solution de léquation (3:1) prise au temps terminal T:
Notation 3.2.2
Mi 2Mnn (R)
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Lla matrice transposée de lamatrice L M = (M1 ; :::;M

d )
Notation 3.2.3 On note par fx et fxx les dérrivées premiéres et secondes par rapport
à x pour f=b ,; h; g on suppose que :
b ,,h; g sont deux fois dérivables par rapport à la variabledétat x (3.3)
bx ; x; hx; gx sont uniformes bornés. b ,,h; g sont bornés parC (1 + jxj+ juj)
Remarque 3.2.4 1) les coe¢ cients b, sont dérivables et à dérivées bornée,donc lip-
schitziennes,alors léquation (3:1) admet une solution forte unique donnée par :
x (t) =  +
Z t
0
b (t; x (t) ; u (t)) dt+
Z t
0
 (t; x (t) ; u (t)) dBt







< M; 8 m > 1
où M est une constante qui dépend de m;T ; k;et :
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Remarque 3.2.5 2) Sous les conditions (3:3) sur h; g la fonction coût est bien dé-
nie.Avant détablir le principe du maximum relaxé,nous allons donner des hypothèses
et des dénitions nécessaires.
Exemple 3.2.6 :calculer le contrôle optimale que munmise J sur U .





Où xvt est solution de léquation :(
dxv (t) = vtdt
xv (0) = 0
inf
v2U
J (v) = 0:
On considère une suite des contrôles :
vnt = ( 1)k ; si
k
n
T  t  k + 1
n
T ; 0  k  n  1
xvnt   Tn







J (v) = 0:
Soit V lensemble des mesures deRadon sur [0; T ]  U dont la projection sur [0; T ]
coincide avec la mesure de Lebesgue dt.Munie de la topologie de la convergence stable
des mesures.V est un espace compact mesurable.La convergente stable est préconisée
par les fonctions mesurables bornées h (t; a) telles que pour chaque t 2 [0; T ] ; h (t; :)




h (s; a) q (ds; da) ;
soit mesurable pour toute fonction h mesurable bornée et continue en a.
Dénition 3.2.7 Un contrôle relaxé q est une variable alèatoire q (w; dt; da)à valeurs
dans léspace V telle que pour chaque t:
1[0;t[q est Ft  mesurable:
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Remarque 3.2.8 Un contrôle relaxé peut être écrit sous la forme
q (w; dt; da) = dtq (w; dt; da) ;
où q (w; dt; da) est un processus progréssivement mesurable à valeurs dans léspace
P (U) des mesures de probabilités.
Remarque 3.2.9 Lensemble U des contrôles stricts peut être injecté dans lensemble
R des contrôles relaxés par laplication 	
! 	() (dt; da) = dt:(t): (da) 2 R;
où (t) est la mesure de Dirac de masse :
Le deuxième résultat principal de ce chapitre est cracterisé par loptimalité des
processus contrôles stricts. Lidée principale est remplacer les contrôles relaxés par
des mesures (Dirac) qui chargent des contrôles stricts. Ainsi on doit réduire le Rdes
contrôles relaxés et minimise le côut deJ sur lensemble :
 (U) = fq 2 < : q = v; v 2 Ug : (3.4)
où  (U) lensemble des contrôles relaxes sous la forme des mesure de Dirac qui charge
des contrôles stricts. Si pour chaque :
t 2 [0; T ] ; qt 2  (U) ;
alors
qt = vt :avecv 2 U .
Si f 2 C2b (Rn;R)





lf (s; xs; a) qs (w; da) ds;
est un P- martingale et L est ingénérateur intésimal associe à léquation détat dans




b (t; xq (t) ; a) qt (da) dt+
Z
U
 (t; xq (t) ; a) qt (da) dBt
xq (0) = 
(3.5)
la fonction coût a minimiser est donné par
J (q) = E






h (t; x (t) ; a) qt (da) dt

; (3.6)
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avec les mêmes hypothèses sur h et g.On cherche à minimiser la fonction coût J (q)
sur lensemble R, telle que :
J ()  J (q) :
On note :
J () = inf
2R
J (q) (3.7)
Remarque 3.2.10 On pose :
b (t; xqt ; qt) =
Z
U
b (t; xqt ; a) qt (da) dt
 (t; xqt ; qt) =
Z
U
 (t; xqt ; a) qt (da)
h (t; xqt ; qt) =
Z
U
h (t; xq (t) ; a) qt (da) :
léquation précidente donnée :
(
dxqt = b
 (t; xqt ; qt) dt+  (t; x
q
t ; qt) dBt
xq (0) = 
la fonction coût est dénie par :
J (q) = E

g (xq (T )) +
Z T
0
h (t; xqt ; qt) dt

;
et dans ce cas la fonction b et qui satisfait les mêmes conditions que b ,et de plus
linéaire en q. P (U) lensemble des valeurs du processus qt, où P (U) est lespace des
mesures de probabilités sur U soit convexe et compact.Si qt = (t) est la mesure de
Dirac au u (t) pour chaque t 2 [0; T ]
alors : Z
U
b (t; xqt ; a) qt (da) dt =
Z
U





 (t; xqt ; a) qt (da) =
Z
U





h (t; xq (t) ; a) qt (da) =
Z
U
h (t; xqt ; a) (t) (da) dt = h (t; x
q
t ; ut) ;
dans ce cas xut = x
q
t et J (q) = J (u), ce qui nous permetra dobtenir un problème de
contrôle strict .
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3.3 Approximation des trajectoires :
Pour établir le principe du maximum dans le cas des contrôles relaxés,on a besoin
dun résultat dapproximation des trajectoires des contrôles relaxés par les trajectoires
des contrôles stricts.Pour cela, loutil essentiel est un lemme connu sous le nom de
chaterring lemma et qui est donné par :
Lemme 3.3.1 (Chaterring lemma)
Soitq un contrôle relaxé alors il existe une suite(un) de contrôle ordinaire telle que :
dtqnt (da) = dt n(t) (da)! dtqt (da) faiblement qaund n! +1:

















h (t; xq (t) ; a) qt (da) dt unif.
3.4 Condition nécéssaire et su¢ sante doptimalité en contrôle
relaxé
Dans ce cas non linéaire on ne peut pas appliquer le principe de loptimisation




t 6= xut + (1  )xvt :
Dans ce cas on applique la méthode des pertirbations cest a dire :on se donne un
contrôle optimal u et on le perturbe puisque R convexe,on applique la méthode des
perturbations convexes cest à dire  > 0, assez petit soit u un contrôle optimal. On
pose pour tout q 2 R ,
ut = ut +  (qt   ut) (3.8)










  J (ut) = J (ut +  (qt   ut))  J (ut)
0  lim
!0
J (ut +  (qt   ut))  J (ut)

= Jq (ut) (qt   ut) :
Pour obtenir linégalité variationnelle on a besoin de lemmes suivant
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 (s; xus ; a)us (da)
35 dBs






















































 (s; xus ; a)us (da)
35 dBs:
De la dénition de u (t) et passant aux espérance on obtient :
E











































































Daprés (3:3) et b;  sont uniformement lipchtéziene par raport à x
E
xt   xut 2  CE Z t
0
xt   xut 2 ds+ C2
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xt   xut 2
#
= 0
Finalement on obtient le lemme.
















b (t; xut ; a) qt (da) 
Z
U





 (t; xut ; a) qt (da) 
Z
U








xt   xut   zt
2 = 0 (3.12)























































































b (s; xus ; a) qs (da) 
Z
U
b (s; xus ; a)us (da)
35 ds
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 (s; xus ; a) qs (da) 
Z
U
 (s; xus ; a)us (da)
35 dBs::
Daprés la dénition de u (t) et passant aux espérances on obtient :












































































































s ; a) (zs)us (da) dBS :
On a bx et x sont continues et bornnés donc :
E jXtj2  CE
Z t
0






t 2 = 0:





xt   xut   zt
2 = 0
Finalement on obtient le lemme.
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Lemme 3.4.3 Soit u est contrôle optimal relaxé,alors on a :












































































h (t;xut ; a)u






h (t;xut ; a)ut (da) dt:




























































































t +  (Xt + zt) ; a)ut (da)Xtddt
























t ; a)ut (da)

dt:
Finalement on obtient le lemme.
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3.4.1 Inéquation variationnelle processus adjoint et equation adjointe
A partir de linégalité variationnelle(V:I)on établie les conditions nécéssaires dop-













t ; a)ut (da) tdBt
0 = Id
(3.17)







t ; a)ut (da)	t
Z
U











t ; a)ut (da)	tdBt
0 = Id
(3.16)















t = 	tzt (3.18)
X1 = 

T (T ) gx (x









t ; a)ut (da)

dt (3.19)









s ; a)us (da)

ds (3.20)
On remarque daprés (3:18) ; (3:19) ; (3:20)
E (TYT ) = E (gx (xuT ) zT ) (3.21)




E (X1=Ft) est un martingale de carré intégrable, théorèmede décomposition de Itô pour
les martingales carré intégrable.Si (zt) est une martingale de carré intégrable alors il
existe un processus Qs telle que :
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On applique théorème de décomposition deItô on a :












s ; a)us (da)

ds:








t ) H (t;xut ; ut; put ; P ut )] dt: (3.22)
On dénit le Himiltonian H sur [0; T ] Rn  P (U) Rn Mnd (R) dans R avec :







h (t;xt; a) qt (da)+
Z
U
b (t;xt; a) qt (da) pt+
Z
U
 (t;xt; a) qt (da)Pt
(put ; P
u





t 2 L2 ([0; T ] ;Rn) (3.23)












[0; T ] ;Rnd

; (3.24)




T (T ) gx (x












T (T ) gx (x








t ; a)ut (da)

:
le processus put est un processus adjoint et avec (3:19) ,(3:20),(3:23)
put = E

	T (T ) gx (x








s ; a)us (da) ds=Ft

:
On a appliqué la formule dItô sur le processus adjoint put on obtient léquation adjionte(
 dput = Hx (t; xut ; ut; put ; P ut ) dt  P ut dBt
puT = gx (x
u (T ))
(3.26)
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3.5 Conditions nécessaires pour un contrôle des problèmes
relaxés en forme globale
Théorème 3.5.1 Soit u un contrôle relaxé optimal minimise le coût J et soit xut
est la trajectoire optimale,il existe un couple de processus (put ; P
u
t ) 2 L2 ([0; T ] ;Rn)
L2
 
[0; T ] ;Rnd

adapté est solution de léquation di¤érentielle stochastique de Back-
ward (3:26) telle que :




t ) = inf
q2P (U)





Preuve. Le resultat imédiat daprès (3:22) :Pour une preuve plus detailler voir
Bahlali, Mézardi et Djehiche [3] :
3.5.1 Condition su¢ sante doptimalité pour les contrôles relaxés
Théorème 3.5.2 Soit R un enssemble convexe et pour tout q 2 R et pour tout t 2
[0; T ] les fonctions g et x ! H (t; xt; qt; pt; Pt) sont convexes,alors u est un optimal
contrôle pour le problème initial (3:5); (3:6) ; (3:7) sil verie :




t ) = inf
q2P (U)





Preuve. Soit u un contrôle relaxé arbitraire(candidat peut être optimale) et xut la
solution associée.Pour tout contrôle relaxé q la solution associée xqt on a :





h (t; xu (t) ; a)ut (da) 
Z
U
h (t; xq (t) ; a) qt (da) dt
Puisque g est convexe,on aura :
g (xq (T ))  g (xu (T ))  gx (xu (T )) (xq (T )  xu (T ))
g (xq (T ))  g (xu (T ))  gx (xu (T )) (xq (T )  xu (T ))






h (t; xu (t) ; a)ut (da) 
Z
U
h (t; xq (t) ; a) qt (da) dt

;
on remarque que puT = gx (x
u (T )) donc :






h (t; xu (t) ; a)ut (da) 
Z
U
h (t; xq (t) ; a) qt (da) dt

;
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en appliquantla formule de Itô à put (x
u
t   xqt )
d (put (x
u
t   xqt )) = dput (xut   xqt ) + put d (xut   xqt ) + d hput ; xut   xqt i
d (put (x
u




b (t;xut ; a)ut (da) 
Z
U






 (t;xut ; a)ut (da) 
Z
U






 (t;xut ; a)ut (da) 
Z
U
 (t;xqt ; a) qt (da)

dt:
On passant àlespérence :
E (put (xut   xqt )) = E
Z T
0







b (t;xut ; a)ut (da) 
Z
U








 (t;xut ; a)ut (da) 
Z
U
 (t;xqt ; a) qt (da)

dt
J (u)  J (q)  E
Z T
0
















t   xqt ) dt:
Puisque H est convexe en x et linéaire en u.plus condition nécéssaire doptimalité
(3:27) plus les lemmes (3:2) ; (3:3) on a :




t ) H (t; xqt ; qt; put ; P ut )  Hx (t; xut ; ut; put ; P ut ) (xut   xqt )
Equivalent :




t ) H (t; xqt ; qt; put ; P ut ) Hx (t; xut ; ut; put ; P ut ) (xut   xqt )  0:
Alors on obtient :
J (u)  J (q)  0:
Doù le résultat
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3.6 Conditions nécéssaires et su¢ santes d optimalités
pour les contrôles stricts
On doit remplacer lensemble R des contrôles relaxés et minimiser le côut de J par
lensemble  (U) :
 (U) = fq 2 R : q = v; v 2 Ug (3.29)
où  (U) lensemble des contrôles relaxes sous la forme des mesure de Dirac qui charge
des contrôles stricts Si pour chaque t 2 [0; T ] ; qt 2  (U) alors qt = vt : avec v 2 U
Lemme 3.6.1 Soit  un contrôle relaxé  = u minimise le côut J sur ouvert  (U)
si et seulement si u minimise le côut J sur U :
Preuve. Soit = uest un contrôle optimale relaxé minimise lecôut J sur ouvert
 (U),donc on a :
J ()  J (q) ;8q 2  (U) (3.30)
Tant que q 2  (U) ;donc il existe v 2 U comme si q = v:Donc il est facile de voir ce la8>>>><>>>>:
x = xu
xq = xv
J () = J (u)
J (q) = J (v)
; (3.31)
par (3:30),on aura
J (u)  J (v) ;8v 2 U :
Par contre, soit u un contrôle strict doptimal minimise le cout J sur louvert U :Donc :
J (u)  J (v) ;8v 2 U :
Tant que les contrôles u; v 2 U ; il existe ; q 2  (U) comme si q = v et  = u:Ceci
implique les relations(3:31) :Par conséquent on aura :
J ()  J (q) ;8q 2  (U) :
Doù le résultat
Remarque 3.6.2 Le contrôle optimale relaxé existe, mais nest pas nécéssairement
un élément de  (U) :Un contrôle optimal strict u ne peut pas nécéssairement existe.
Remarque 3.6.3 Si Le contrôle optimale relaxé  2  (U) ;donc on aura lexistence du
contrôle optimale relaxé.Dans ce cas ,si on remplace lensemble des contrôles relaxésR
par lensemble  (U) ;donc le problème du contrôle relaxé devient simplement un pro-
blème du contrôle strict.
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Remarque 3.6.4 On sait que lexistence dune solution optimale dun problème du
contrôle strict est assurée par la condition de Filipov.Il est intéréssant de voir si on a
la condition de Filipov, donc le contrôle optimal relaxé est un élément de  (U) :
3.7 Les conditions doptimalités nécéssaires pour les contrôles
stricts
Il faut dénir lHamiltonien dans le cas strict de [0; T ]Rn U Rn Mnd (R)
dans R par :
H (t; x; v; p; P ) = h (t; x; v) + b (t; x; v) p+  (t; x; v)P
Supposons que u est un contrôle optimale strict minimisé lecôut J sur U et xu la
solution de léquation (3:1) controlée par u.Donc il existe un couple unique de procéssus
adapté
(pu; P u) 2 L2 ([0; T ] Rn) L2

[0; T ] Rnd

;
et solution de : (
 dput ) = Hx (t; xu; u; put ; P ut ) dt  P ut dBt









t ) = inf
vt2U




t )); P   ps; dt  pp: (3.33)
Preuve. Soit u un contrôle optimal strict de problème f(3:1) ; (3:2) ; (3:3)g et v
être un élément arbitraire de U .Donc, il existe ; q 2  (U) telle que :
 = u; q = v (3.34)
comme u minimise le côut J sur U ,donc par le lemme (3:5:2),  minimise J sur
 (U) :Alors, par les conditions doptimalités nécéssaires pour des contrôles relaxés
théorème (3:4:1) ;il existe une paire unique des processus adaptés (put ; P
u
t ), qui est une
solution de (3:26) comme ci




t ) = inf
qt2(U)




t ) ; P:ps; dt:pp:
par (3:34) on peut facilement voir :
x = xu




t ) = H (t; x
u









t ) = H (t; x
u





ou la paire (put ; P
u
t ) est solution de (3:32) le théorème est prouvé.
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Remarque 3.7.1 Peng [36] a établit les conditions doptimalités nécéssaires pour des
contrôles stricts du second ordre avec deux processuces adjoints .Par contre, Bahlali [5]
a été introduit par une autre approche basée sur la dérivée du premier ordre seulement
malgré la di¤usion est controlée Cette nouvelle approche permet détablir un prin-
cipe du maximum stochastique global pour les problèmes de contrôle strict et relaxé.
les conditions doptimalités nécéssaires du premier ordre avec seulement un processus
adjoint.
3.8 Les conditions doptimalités susantes pour des contrôles
stricts:
Théorème 3.8.1 On suppose que g et lapplication x! H (t; x; v; p; P ) sont convexes,
alors u est un contrôle optimal pour le problème f(3:1) ; (3:2) ; (3:3)g ;sil verie :




t ) = inf
vt2U




t )); P   ps; dt  pp:
Preuve. Soit u être un contrôle strict (candidat peut être optimale) telle que :




t ) = inf
vt2U




t )); P:ps; dt:pp:
Soient u 2 U ; v 2 U , donc il existe  et q 2  (U) telle que :
 = u; q = v
ceci implique que :
x = xu




t ) = H (t; x
u









t ) = H (t; x
u





On deduit que :




t ) = inf
qt2(U)




t ) ; P:ps; dt:pp:
H est convexe parraport à x, et g est convexe, daprés le théorème (3:1:4)  minimise
le côut J sur  (U) Par lemme,(3:5:2), on deduit que u minimise le cout J sur U :Le
théorème est donc prouvé.
Remarque 3.8.2 Les conditions doptimalités susants pour des contrôles stricts sont
prouvés sans supposer que lensemble U est convexe.
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