For a given set of random variables X 1 , . . . , X d we seek as large a family as possible of random variables Y 1 , . . . , Y d such that the marginal laws and the laws of the sums match:
Introduction
The study of the behaviour of sums of random variables, be they dependent or independent, identically distributed or not, is a central problem in probability and statistics. The inverse problem of the decomposition of random variables has attracted the attention of many, including Lévy, Cramér and Khintchine. Decomposition refers to the problem of finding a d-dimensional random variable (Y 1 , . . . , Y d ) such that Y 1 + . . . + Y d has a given distribution µ. The classical decomposition problem requires that the random variables Y 1 , . . . , Y d are independent and is concerned with the existence of a solution. The celebrated Lévy-Cramér Theorem states that the sum of two independent non-constant random variables is normally distributed if and only if each of the summands is normally distributed; that is if (i) X 1 and X 2 are independent, then the following are equivalent (ii) X 1 and X 2 are both normal; (iii) X 1 + X 2 is normal.
An equivalent result exists for Poisson random variables. It is due to Raikov (1938) . What can be said when X 1 and X 2 are allowed to be dependent? For example, do two standard normal random variables X 1 and X 2 such that X 1 + X 2 is normal with mean 0 and variance 2 have to be independent or could one find a (non-Gaussian) dependent pair (Y 1 , Y 2 ) such that Y 1 and Y 2 are standard normal, and Y 1 + Y 2 is normal with mean 0 and variance 2? In this paper we show that the latter occurs. We do so by characterising all possible solutions as well as by developing a universal procedure for constructing concrete examples. More generally, given a pair of random variables (X 1 , X 2 ) with joint density f , we seek a pair (Y 1 , Y 2 ) with joint density ϕ, such that Y 1
= (X 1 , X 2 ). While one readily expects a solution to exist, the construction is surprisingly not immediate; matching the marginal distributions is easily achieved by a change of copula, and matching the distributions of the sums is trivially realised by adding and subtracting a given quantity, but enforcing both renders the problem a lot less straightforward.
Example 1 (The Gaussian case). Stoyanov (2013) (see Counterexample 10.5) suggests the following construction of a pair (Y 1 , Y 2 ) of dependent (but uncorrelated) standard normal random variables such that Y 1 + Y 2 is normal with mean 0 and variance equal to 2:
ϕ(x 1 , x 2 ) = 1 2π exp − 1 2 (x 2 1 + x 2 2 ) 1 + κx 1 x 2 (x 2 1 − x 2 2 ) exp − 1 2 (x 2 1 + x 2 2 ) .
(1)
Here κ is any positive constant that ensures that ϕ(x 1 , x 2 ) ≥ 0 or that
This is the case for any κ ≤ e 2 /8, as can be easily checked.
While the above example provides an answer to the Gaussian case, it does not shed any light on whether other solutions exist and how to construct them, nor does it fulfil the aspiration to characterise all constructions or that to extend the problem beyond the Gaussian and independent case. In this paper, we propose to answer, in considerable generality, the following question. Given X = (X 1 , . . . , X d ), find Y = (Y 1 , . . . , Y d ) such that the marginal laws of Y coincide with those of X, and Y 1 + . . . + Y d d = X 1 + . . . + X d , and do so in as generic a way as possible. After listing a few basic facts that guide our discovery, we develop in Section 2 a framework for identifying all solutions when the random variables X 1 , . . . , X d are independent and have laws within a Meixner class (Theorem 2). This approach relies on a mean square expansion of the Radon-Nikodym derivative of the law of Y with respect to the law of X, as well as on an additive property of a system of Sheffer polynomials, both of which are realised in the context of the Meixner family -see Proposition 2. This ultimately leads to a recipe for constructing solutions via finite mean square expansions. It also enables us to get a factorization theorem similar to that of Lévy-Cramér and Raikov when X 1 + X 2 belongs to a Meixner class (Theorem 1). Section 3 looks at the dependent and identically distributed case. It uses a symmetry-balancing approach that delivers sufficient symmetry to satisfy the more stringent requirement that, for any symmetric function g, g(Y ) d = g(X). The construction is universal in that it applies to any X = (X 1 , . . . , X d ) as long X 1 , . . . , X d admit a joint density f . It introduces a family of maps indexed by functions ε and γ:
where D(f ) is the "disintegration" of f into its copula density c and marginal law φ, θ ε,γ is a "perturbation" of c of the form c − q ε(q)γ q , and R(θ ε,γ , φ) is the "recombination" of the copula density θ ε,γ and the marginal law φ into the density ϕ. While the construction delivers much more than matching marginals and sums, it does so by imposing significant symmetry. Our aim is to construct a pair (Y 1 , Y 2 ) that matches a given pair (X 1 , X 2 ) in regards to the marginal laws, Y 1 d = X 1 and Y 2 d = X 2 , and the law of the sum, Y 1 + Y 2 d = X 1 + X 2 . We start by assuming that X 1 and X 2 are independent so that (X 1 , X 2 ) has a product law with respect to which the law of (Y 1 , Y 2 ) must be absolutely continuous. We call H the Radon-Nikodym derivative. We propose to use the method of expansion by orthogonal functions to identify such functions. Suppose the laws of X 1 and X 2 allow for complete sets of orthogonal functions (f 1,n ) n and (f 2,n ) n :
so that H admits a mean square expansion
The problem therefore reduces to finding a measurable non-negative H the coefficients of which satisfy ∀n 1 , n 2 , H n1,0 = H 0,n2 = 0, and
The difficulty then resides in identifying functions H for which the above holds.
In this paper, we take two distinct approaches. The first relies on an additivity property enjoyed by the so-called Meixner family that allows for a convenient evaluation of E[f 1,n1 (X 1 )f 2,n2 (X 2 )|X 1 + X 2 ], when X 1 and X 2 are independent but not necessarily identically distributed. The other draws on added symmetry built into the problem. More specifically we shall assume that X 1 and X 2 are exchangeable, but not necessarily independent, and seek a function H of the form H(x 1 , x 2 ) = 1 + h(x 1 , x 2 ) − h(x 2 , x 1 ) such that for any x, E[h(x, X 1 )] = E[h(X 1 , x)] = 0. This is easily seen to be a necessary and sufficient condition to achieve the more stringent requirement that g(Y 1 , Y 2 ) d = g(X 1 , X 2 ) for any symmetric (and measurable) g. The problem therefore reduces to finding a non-symmetric h such that
We stress that these facts alone are not sufficient to give an insight into how h or H can be constructed. We end this section by observing that in the Stoyanov example (1), ϕ is precisely of this form:
2. The independent case -An expansion approach 2.1. The Meixner class of distributions. Given a law µ with finite moments of all order, a simple application of the Gram-Schmidt method enables the construction of a unique sequence of polynomials (P n ) n≥0 with the following properties:
(1) the leading term of the polynomial P n is the monomial of degree n, π n (x) = x n ;
(2) for m = n,
where X has law µ. The sequence of orthogonal polynomials (P n ) n must satisfy a three-term recurrence relation
where, because of (1), we have in fact A n = 1, and where B n and C n are real numbers with C n ≥ 0. Meixner (1934) characterized those distributions for which ∞ n=0 P n (x)z n /n! can be written as e xu(z) /M (u(z)), where M is the moment generating function (M (t) = e tx µ(dx)), supposed to be finite in an open interval containing 0, and for a functions u such that u(z) has a power series expansion in z with u(0) = 0 and u (0) = 1. In this case,
is called the generating function of the law µ (or of the orthogonal polynomials (P n ) n ). It satisfies the property that, if X has law µ, then
Meixner used the property of orthogonality to characterize u and therefore distributions on which the polynomials are orthogonal. Eagleson (1964) shows that these polynomials form a complete orthogonal system in L 2 (µ). Generating functions of the form (4) when the polynomials are not necessarily orthogonal generate Sheffer polynomials, with the only orthogonal polynomials in the class being the Meixner polynomials. Sheffer polynomials are important in constructing martingales in Lévy processes (Schoutens, 2000) .
Let v denote the inverse of u. Meixner (1934) shows that v necessarily solves the Ricatti differential equation with constant coefficients:
with a + b ∈ R and ab ∈ R. Following Eagleson (1964) , we distinguish five types of distributions depending on the values of a and b. Each is fixed to have arbitrary mean m and variance s 2 . Below, we give expressions for u, M and G in each case. We also identify the corresponding laws and polynomials. h n = E P n (X) 2 plays a significant role in the expansions we rely on. We give expressions for those as well.
, h n = s 2n n!, µ is a normal law and (P n ) n are the Hermite polynomials.
(s 2 /a 2 + i − 1), µ is a generalized gamma law and (P n ) n are the Laguerre polynomials. (III) a = b, ab = 0. Suppose (wlog) b = 0. u(z) = 1/a ln 1/(1−az) , M (t) = e (m+s 2 /a)t+ s 2 a 2 (e −at −1) ,
a 2 , h n = s 2n n!, µ is a generalized Poisson law and (P n ) n are the Charlier polynomials. (IV) a = b, ab = 0, a, b ∈ R. We distinguish two cases, ab > 0 and ab < 0.
, h n = (ab) n n! n i=1 (s 2 /(ab)+i−1), µ is a generalized negative binomial law (ab > 0) or a generalized binomial law (ab < 0 and s 2 /(ab) integer), and (P n ) n are the the Meixner (ab > 0) or Krawtchouk (ab < 0 and s 2 /(ab) integer) polynomials.
arg((1− (a)z) 2 + (a) 2 z 2 −2i (a)z(1− (a)z) and µ is a generalised hypergeometric distribution -see Eagleson (1964) for details.
A useful summary of the orthogonal polynomials with standard notion is in Appendix B of Schoutens (2000) .
2.2. Additivity of bivariate random variables in a Meixner class. Independent random variables within the respective Meixner classes are additive. Indeed, let M(u) denote the Meixner class associated with u. If µ 1 , µ 2 ∈ M(u) and have respective moment generating functions M 1 and M 2 , respective means m 1 and m 2 , and respective variances s 2 1 and s 2 2 , then M = M 1 M 2 solves
An inspection of the five types listed above, shows that, except for the case ab < 0, all laws within the Meixner classes are scalable. That is s 2 is a completely free parameter (and so is m). It follows that any µ ∈ M(u) can be decomposed in any number of independent and identically distributed random variables all of which belong to the same Meixner class M(u) . When the decomposition is into n random variables their law is obtained by solving
In other words, expect for the case ab < 0, laws within the Meixner classes are infinitely divisible.
In the sequel we mostly consider random variables that belong to the same Meixner class but are not necessarily equally distributed. Such random variables differ only through their means and variances. We shall therefore qualify all objects with the parameter pair r = (m, s 2 ). We shall for example write M (t; r), G(z, x; r), P n (x; r), h n (r) etc whenever we consider the law within M(u) that has a mean and a variance given by r. Such a law will be denoted by µ(r). A crucial step in proving the main result of this section is an expression for E P n1 (X 1 ; r 1 )P n2 (X 2 ; r 2 ) | X 1 + X 2 that allows for a simplification of (2). This is done in the next proposition and leads to a secondary result of the Cramér-Raikov type not directly related to the questions raised above but of intrinsic importance. It uses the completeness of the polynomials (P n ) n to show that projections on P n (X) define the expectation conditional on X.
Lemma 1. Suppose X belongs to one of the Meixner classes characterised by the polynomials (P n ) n . Let Y be square integrable. If there exists g measurable such that g(X) is square integrable and ∀n ≥ 0, E[Y P n (X)] = E[g(X)P n (X)], then E[Y |X] = g(X) (a.s.).
Proposition 1. Let X 1 , X 2 be independent random variables belonging to the same Meixner class and having parameters r 1 and r 2 . For n ≥ 0, P n (x 1 + x 2 ; r 1 + r 2 ) = n k=0 n k P k (x 1 ; r 1 )P n−k (x 2 ; r 2 ) (5) and, for n 1 , n 2 ≥ 0,
Proof. From the fact that, for two independent random variables that belong to the same Meixner class, say M(u), M (t; r 1 )M (t; r 2 ) = M (t; r 1 + r 2 ), we deduce that
(5) follows from an expansion of both sides of this identity and from identifying the coefficients of z n /n!.
Using the independence of X 1 and X 2 and the orthogonality of P k and P , k = , we deduce that
and that, for n = n 1 + n 2 , E P n (X 1 + X 2 ; r 1 + r 2 )P n1 (X 1 ; r 1 )P n2 (X 2 ; r 2 ) = 0.
Combining (7) and (8) and using Lemma 1, we obtain (6). Eagleson (1964) used the Runge type identity (5) (Runge, 1914) that these polynomials satisfy to study bivariate expansions of distributions within a Meixner class which have random elements in common. The next theorem is a Cramér-Raikov-type result. It is not needed for the remainder of the paper but demonstrates the reach of the techniques used herein. It shows that absolutely continuous and identically distributed factorizations of Meixner laws are limited to Meixner laws of the same class. Proof. Let H = dν/dµ(r). Then H admits a mean square expansion n H n P n (x; r). Suppose (X 1 , X 2 ) has law µ(r) ⊗ µ(r), and X = X 1 + X 2 . Note that since E[H(X 1 )] = 1, H 0 = 1. It follows that X has law µ(2r) and if (Z 1 , Z 2 ) has law ν ⊗ ν and Z 1 + Z 2 = X, then d(ν ⊗ ν)/d µ(r) ⊗ µ(r) (x 1 , x 2 ) = H(x 1 )H(x 2 ) and, for any bounded and measurable G,
Also, since H admits a mean square expansion (with respect to µ(r)), then
Note that G is bounded. Now using Proposition 1,
Writing κ n for the coefficient of E[G(X)P n (X; 2r)] in the above sum, we get that
As this must be true for any bounded measurable G, we deduce that n κ n P n (X, 2r) = 1 or that κ n = δ 0n . Recall that H 0 = 1. As κ n is essentially the convolution of H n h n (r)/n! with itself, we deduce that H n h n (r)/n! = δ 0n and consequently that H n = δ 0n . In other words, H = 1 and ν = µ(r).
Example 2. A direct application of Theorem 1 is a reduced version of the famous Cramér Theorem and an extension to (generalized) gamma distributions. Let Z 1 and Z 2 be independent and identically distributed random variables, and suppose they admit a (common) density.
(1) If Z 1 + Z 2 is normal, then so are Z 1 and Z 2 .
(2) If Z 1 + Z 2 has a (generalized) gamma distribution, then so do Z 1 and Z 2 . Similar statements can be made for the other Meixner types.
2.3. Matching within the Meixner classes. There are also non-independent random variables Y 1 , Y 2 in the classes such that Y 1 + Y 2 has the same distribution as in the independent case. We characterize these distributions in an arbitrary multidimensional setting. For r = (r 1 , . . . , r d ), let Y 1 , . . . , Y d have marginal laws µ(r 1 ), . . . , µ(r d ). Their joint distribution µ • (r) is absolutely continuous with respect to the product measure µ ⊗ (r) = µ(r 1 ) ⊗ . . . ⊗ µ(r d ) and the Radon-Nikodym derivative H has an expansion in mean square
provided that
See Lancaster (1958 Lancaster ( , 1963 . Note that H 0,...,0 = 1 and, Y 1 , . . . , Y d are independent if and only if H n1,...,n d = 0 whenever (n 1 , . . . , n d ) = (0, . . . , 0). For n = (n 1 , . . . , n d ), we shall write n for n 1 +. . .+n d .
Similarly for x = (x 1 , . . . , x d ) and r = (r 1 , . . . , r d ). We shall also write H n for H n1,...,n d and n n for the multinomial coefficient ( n !)/(n 1 ! . . . n d !). The next proposition is a straightforward extension of Proposition 1 to a multidimensional setting.
Proposition 2. Let X 1 , . . . , X d be independent random variables belonging to the same Meixner class and having parameters r 1 , . . . , r d . For m ≥ 0,
and
Theorem 2. Suppose Y 1 , . . . , Y d belong to one of the Meixner classes and suppose they have a multivariate distribution dµ • (r) = Hdµ ⊗ (r) where H is given by (9) and satisfies (10). Then
(1) Y 1 , . . . , Y d have laws µ(r 1 ), . . . , µ(r d ) if and only if for every i = 1, . . . , d and every m ≥ 1, H n(i,m) = 0, where n(i, m) = (0, . . . 0, m, 0, . . . , 0) and m appears in position i.
Proof.
(1) Let X have law µ ⊗ (r) and Y have law µ • (r). For G bounded and measurable,
Therefore, Y j d = X j if and only if for any n j ≥ 1, H n(j,nj ) = 0.
(2) We use a similar approach to that used in the proof of Theorem 1. For G bounded and measurable,
Again writing κ m for the coefficient of E[G( X )P m ( X ; r )] in the above sum, we get that for any bounded measurable G,
Corollary 1. If d = 2 and H n1,n2 = 0 whenever n 1 = n 2 so that expansion (9) becomes
Corollary 2. Suppose Y 1 and Y 2 have normal laws with parameters r 1 = (m 1 , s 2 1 ) and r 2 = (m 2 , s 2 2 ), respectively. Then Y 1 + Y 2 is normal with parameter r 1 + r 2 = (m 1 + m 2 , s 2 1 + s 2 2 ) if and only if for every n ≥ 1,
In particular, if s 1 = s 2 = s then Y 1 + Y 2 is normal with parameter (m 1 + m 2 , 2s 2 ) if and only if for every n ≥ 1,
Proof. In this case P n (·; r) is the nth Hermite polynomial and h n (r) = s 2n n!. The result immediately follows by application of Theorem 2.
where H is given by (9) 
Remark 1. Under the assumptions of Theorem 2, we know that H 0 = 1 and a necessary and sufficient condition for matching the marginal laws is that H n = 0 for any n with a single non-zero element; that
In particular, if H n = 0 whenever n = n • A with |A| > 2 (i.e. for any n with more than 2 non-zero elements) and for every m ≥ 1 and every i < j ≤ d, ni+nj =m
all sums of all subsets of Y have laws that match those of X.
2.4.
A construction using a finite expansion. Theorem 2 gives necessary and sufficient conditions for (Y 1 , . . . , Y d ) to match the marginal laws and the law of the sum of independent (X 1 , . . . , X d ). This, however, does not lead to a construction of Y = (Y 1 , . . . , Y d ) given µ ⊗ (r), the law of X = (X 1 , . . . , X d ). This is precisely what we attempt to do here. More specifically, given densities (within a given Meixner class) φ(·; r 1 ), . . . , φ(·; r d ), we look for a construction of a density of the form:
for quantities N , (κ, H n ) (or simply κH n ) and (φ, P n , r i ) to be determined. Here φ and P n relate to a possibly different Meixner class M(u). The second term on the right is a perturbation of the density of X and is chosen as to
(1) integrate to 0 -this is guaranteed by the orthogonality of the polynomials P ni ;
(2) be small enough for ϕ to be nonnegative -like in the Stoyanov example, κ will play an important role here; (3) be such that Y d = X -condition (13) will be crucial here.
Next we state a variation of Theorem 2.
Proposition 3. Suppose that the function ϕ defined in (14) is a density. Then the laws of the sums of Y with density ϕ(x) and X with density
(14) can be rewritten as
and (u, r i ) can be chosen (relative to (u,
then κ can be chosen as to ensure that ϕ is nonnegative. We discuss how this can be done for the first two Meixner types.
(I) a = b = 0. In this case φ is the density of a normal distribution and we choose u = u (no change in the Meixner class). Then, for r = (m, s 2 ), letting r = (m, s 2 ), where s 2 < s 2 , leads to
(II) a = b < 0. In this case φ is the density of a shifted gamma distribution
−a is the scale parameter, s 2 /a 2 is the shape parameter and m is a shift. Here, we need to change Meixner classes at the same time as we change variances. We choose a < a < 0 (and b = a) and r such that s 2 /a 2 = s 2 /a 2 with r 2 < s 2 , and m + s 2 /a = m + s 2 /a. We get
We now construct examples based on the normal distribution, Type (I), with zero mean (for simplicity).
In this case Condition (13) Analogous examples hold for generalized gamma distributions as well as other types within the Meixner family, such as the generalized binomial law (a = b, ab < 0, a, b ∈ R, s 2 /(ab) integer). In this case, the construction is even simpler because of the finiteness of the state space.
In the normal class the orthogonal polynomials (P n ) n are the Hermite polynomials, scaled to have unit leading coefficients. As the mean is fixed and equal to 0, we index these polynomials with the variance s 2 (instead of r).
Example 3. Suppose Y 1 and Y 2 are marginally standard normal (r = (0, 1)). The first three Hermite polynomials, scaled to have unit leading coefficients, are P 1 (x; s 2 ) = x, P 2 (x; s 2 ) = x 2 − s 2 , P 3 (x; s 2 ) = x 3 − 3s 2 x. Choose 0 < s 2 < 1 and, the non-zero terms to be H 1,3 = −1 and H 3,1 = 1. Then (15) becomes
which is equal to the density in the example by Stoyanov (2013) when s 2 = 1/2.
Example 4. For an exchangeable solution consider non-zero terms H 1,3 = H 3,1 = 1 and H 2,2 = −2. Then n =4
Its moment generating function is,
which follows from the transform of the nth Hermite polynomial E e tX P n (X; s 2 ) = e s 2 t 2 /2 s 2n t n .
As a check, the moment generating function of Y 1 + Y 2 is correctly found to be e −t 2 by setting t 1 = t 2 = t in (18).
Example 5. Generalizing Example 4 under the assumption that H n = 0 for any n with one or more than two non-zero elements or if n = 4, we let Y be d-dimensional with density = −2 and let M n (t; s 2 ) = E e tX P n (X; s 2 ) = e s 2 t 2 /2 s 2n t n . Then the moment generating function of ϕ is
Then for any A ⊂ [d], letting t i = t for i ∈ A and, if A = [d], t i = 0 for i / ∈ A in the above, we see that
In other words all sub-sums of Y have laws that match the same sub-sums for X. This is interesting as a comparison with a process with independent increments.
Remark 2. Example 5 is suggestive of another approach to the construction of solutions, one based on moment generating functions of the form:
where Q is a multivariate polynomial in (t 1 , . . . , t d ). Using the identity, E e tX P n (X; s 2 ) = e s 2 t 2 /2 s 2n t n , it is then possible to express Q(t 1 , . . . , t d ) as a transform of a multivariate polynomial Q(x 1 , . . . , x d ), which in turn can be expanded in terms of Hermite polynomials. This formal inversion can be quite messy and is omitted here. Following the procedure adopted in Example 5, one is then reduced to choosing κ small enough to guarantee the positivity of ϕ, and to choosing Q in such a way as to guarantee the matching of the marginal laws and the laws of the sums. In fact, this approach offers scope for considerably more general matchings. Indeed, consider the polynomial
where A 0 , A 1 , . . . , A m form a partition of [d], each of A 1 , . . . , A m has at least two elements (A 0 may be empty), and the variables
1 , . . . , t
|A2| , . . . , t |A k | , and similarly for Y , we see that, for k ∈ {1, . . . , m} and i ∈ {1, . . . , |A k |},
|A0| , X A1 , . . . , X Am ). 2.5. The (independent and) identically distributed case. We end this section with a result that gives a necessary and sufficient condition for matching the laws of g(Y ) with those of g(X), for any symmetric g, when X 1 , . . . , X d are independent as well as identically distributed random variables within one of the Meixner classes. The next section deals with the non-independent case by providing a generic construction. We denote by S d the space of permutations on [d] = {1, . . . , d} and for β ∈ S d , we write σ β for the function σ β (n) = (n β(1) , . . . , n β(d) ).
Theorem 3. Suppose r 1 = . . . = r d so that r = (r 1 , . . . , r 1 ). Let X have law µ ⊗ (r). Then Y with law dµ • (r) = Hdµ ⊗ (r) satisfies g(Y ) d = g(X), for any g symmetric, if and only if
, for any g symmetric. Fix n = 0 and let
This trivially leads to (19) . Conversely, if (19) holds, then for G bounded, measurable and symmetric,
We end the proof by observing that H σ β (0) = H 0 = 1.
The identically distributed case -A symmetry-balancing approach
We shall assume throughout this section that all multivariate random variables admit joint densities, denoted by f . We propose a generic construction under the assumption that the random variables X 1 , X 2 , . . . , X d are identically distributed and admit a joint density but with no restriction on their dependence. An extension to non-indentically distributed random variables will be discussed at the end of the section (see Subsection 3.4). Although general, the proposed construction does not capture all possible solutions. A different approach is presented in Section 2 where a full characterisation of the solution set is given.
3.1. The two-dimensional case. Let X 1 and X 2 be two identically distributed random variables with joint density f , marginal distribution function Φ, assumed to be continuous and strictly increasing, and marginal density φ. Let G 2 be the set of symmetric functions on R 2 , that is functions g that satisfy the property that
and let
Then, for any (measurable) such that 0 ≤ ≤ f ,
. While ϕ defines a pair that that matches the law of g(X 1 , X 2 ), for all symmetric functions g, it does not necessarily preserve the marginal laws of f . To do so we need to also "compensate" in the x 1 and x 2 directions. We illustrate this point by thinking of the density of the uniform distribution on the unit square perturbed with a hump (in the x 1 < x 2 region) and a corresponding trough (in the x 1 > x 2 region). While such a perturbation maintains say the law of the sum, it alters marginal laws. To maintain those, we must compensate the troughs and humps in both the x 1 and x 2 directions -See Figure 1 below. We call this a symmetry-balancing approach. The proposed construction is universal in that it is described through the use of a "copula perturbation" that can then be applied to any distribution. Let c be the copula density of f . 
the function
is a copula density. Furthermore, for any bounded and symmetric g,
The proof is given in Theorem 4 in the more general setting of the d-dimensional case, d ≥ 2. When c is the density of the independence copula (c = 1), we call the copula associated with θ γ , the "Octal Copula with generator γ". Finally, we note that the Stoyanov example has a copula that is of the octal form.
Remark 3. Let Y 1 and Y 2 be identically distributed and belong to one of the Meixner classes. Suppose that they are jointly absolutely continuous and admit an octal copula density constructed from (21) by taking c(u, v) = 1. By virtue of the properties of the octal copula, for n 1 + n 2 ≥ 1,
as the expectation of a symmetric function of (Y 1 , Y 2 ) which has the same expected value 0 as if Y 1 and Y 2 were independent. In other words (19) holds true. Next we assume that Y 1 and Y 2 are marginally standard normal and proceed to identify the coefficients H n1,n2 in this case. Here r = (0, 1) and we shall simply write P n for P n (·; r) and h n for h n (r). We know that Φ(−x) = 1 − Φ(x), P n (−x) = (−1) n P n (x), a property of the Hermite polynomials that can easily be checked. Recall that
These identities translates in terms of H n1,n2 , for n 1 + n 2 ≥ 1, to H n1,n2 + H n2,n1 = 1 + (−1) n1 H n1,n2 = 1 + (−1) n2 H n1,n2 = H n1,n2 + (−1) n1+n2 H n2,n1 = 0 and that
We immediately deduce that H n1,n2 = 0 if either n 1 is even or n 2 is even, and H n1,n2 + H n2,n1 = 0 when both are odd.
3.2. The multidimensional "matching" copula. We are now ready to extend the construction of θ γ to the d-dimensional hypercube [0, 1] d and consequently ϕ to the d-dimensional Euclidean space R d . We shall retain from the two-dimensional case the idea that regions (∆ 2 , . . . , ∆ 8 ) are mapped onto a reference region (∆ 1 ). Core to these mappings are the reflections (u 1 , u 2 ) → (1 − u 1 , u 2 ), (u 1 , u 2 ) → (u 1 , 1 − u 2 ) and (u 1 , u 2 ) → (1 − u 1 , 1 − u 2 ) as well as (u 1 , u 2 ) → (u 2 , u 1 ). Generalising these to the hypercube lead to the maps τ α , for the first three, and the maps σ β for the last one. These are introduced next.
• Recall that S d is the space of permutations on [d] = {1, . . . , d}, and that for β ∈ S d , σ β denotes the function σ β (u) = (u β(1) , . . . , u β(d) ).
• id denotes the identity function.
• G(R d ) and G([0, 1] d ), or simply G d , denote the sets of symmetric functions g on R d and [0, 1] d , respectively; that is for any β ∈ S d , g • σ β = g.
• For α ∈ {0, 1} d and u = (u 1 , . . . ,
• ∆(0) = (0, 1/2) d and for any other α ∈ {0, 1} d ,
In the two-dimensional case of Subsection 3.1, ∆(0, id) was referred to as ∆ 1 , ∆(0, [[21] ]) was referred to as ∆ 8 , ∆((0, 1) , id) was referred to as ∆ 2 etc.
The next lemma shows that we can essentially partition the hypercube into 2 d d! regions that all map onto the reference region ∆(0, id).
Lemma 2.
(
Proof. (1) and (2) 
This proves (3).
A necessary step in the construction is the embedding of the (d−1)-dimensional hypercube as a hyperplane in the d-dimensional hypercube and how the corresponding partitions carry across. To that end, we need the following notations and results.
,
with the obvious adjustments for the cases k = 1 and k = d.
and r ∈ [0, 1], with a slight abuse of notation in the use of τ and σ,
wherer = min(r, 1 − r) and, q stands for σ b (τ a (v)) and has been augmented with the bounds q 0 = 0 and q d = 1/2.
(1) If β = χ j (b, k) and r ∈ [0, 1], then
where α = ω k (a, 0) r ∈ [0, 1/2] ω k (a, 1) r ∈ (1/2, 1]
(2) With α and β as above,
Since Ξ d has Lebesgue measure zero, any integral over [0, 1] d can be taken to mean an integral on
Theorem 4. Let c be a density on [0, 1] d , γ be an integrable non-negative function on ∆(0, id) and ε : {0, 1} d × S d → [−1, 1]. We assume that
Define on [0, 1] d the function 
Assume (23) and let U and V be multivariate random variables with densities c and θ ε,γ , respectively.
, for any g symmetric, if and only if
In particular, in this case, V 1 + . . .
then θ ε,γ is a copula density.
(D) Clearly, θ ε,γ (u) ≥ 0. Let us show that it integrates to 1 or equivalently that α,β ε(α, β)γ(σ β (τ α (u)))1 ∆(α,β) (u) integrates to 0. We show in (G) below that for any symmetric g,
Applied to g = 1, we get that θ ε,γ is a density if and only if
(G) For any symmetric function g,
Clearly if (24) holds, then
. As already observed, the latter point follows from the fact that if G is bounded and g is symmetric, then G • g is bounded and symmetric. Conversely, suppose that g(V ) d = g(U ), for any g symmetric; i.e. for any g symmetric, Then (g is symmetric and)
where the second last identity follows from the fact that σ β (u) ∈ ∆(α 0 , id) if and only if u ∈ ∆(σ β −1 (α 0 ), β). We immediately conclude that Γ(α 0 ) = 0. Repeating for all other α 0 in {0, 1} d , we prove the result.
Using Lemma 3, we get
(C) We fix k ∈ [d] and proceed to show that under (26), V k d = U k . Fix r ∈ (0, 1).
where as in Lemma 3,
It follows that
which concludes the proof.
Example 6 (The bivariate case). When d = 2, S 2 consists of the identity permutation and the transposition [[21] ]. In this case, (26) produces 2 sets of 4 equations: [[21] ]) + ε((0, 1), [[21] ]) = 0 ε((0, 0), id) + ε((0, 1), id) = 0 ε ((1, 0) , [[21] ]) + ε ((1, 1) , [[21] ]) = 0 ε ((1, 0) , id) + ε ((1, 1) , id) = 0 and for k = 2 ((1, 0) , id) = 0 ε((0, 0), [[21] ]) + ε ((1, 0) , [[21] ]) = 0 ε((0, 1), id) + ε ((1, 1) , id) = 0 ε((0, 1), [[21] ]) + ε ((1, 1) , [[21] ]) = 0
Solving these ensures that θ ε,γ is a copula density. To guarantee that, for any g symmetric, g(V ) d = g(U ), ε must satisfy (24):
We deduce that ε must take the form ε(α, β) = λ(−1) |α| sgn(β), where |α| = α 1 + α 2 and sgn(β) is the signature of the permutation β, sgn(id) = 1 and sgn([[21]]) = −1. In other words, (21) defines, up to a multiplicative factor, the only copula such that, for any g ∈ G 2 ,
Observe that if θ ε,γ satisfies the conditions of the theorem, then so does θ ε/λ,λγ , for any λ > 0, and the same goes for θ −ε,γ as long as
While in general, (25) and (26) are sufficient to guarantee that marginal distributions match and that θ ε,γ is a copula density, respectively, the next result shows that they may not be necessary, except if we add the assumption that γ is bounded from above and away from 0.
Theorem 5. Further to the setting of Theorem 4, we assume that γ is bounded from above and away from 0; i.e. we assume that inf(γ) = inf u∈∆(0,id) γ(u) > 0 and sup(γ) = sup
(C) Suppose c is a copula density. θ ε,γ is a copula density if and only if
Proof. The sufficiency of both statements was shown in Theorem 4. We limit the proofs to necessity.
(M) We know that (V 1 , . . . , V k−1 , V k+1 , . . . , V d ) Proposition 5. A necessary and sufficient condition for
Proof. Sufficiency is immediate. We prove necessity by induction on d. First we observe that for any
we obtain the required identity. We shall therefore prove that, for any fixed β ∈ S d , the condition ∀k ∈ [d], ∀a ∈ {0, 1} d−1 , ε(ω k (a, 0), β) + ε(ω k (a, 1), β) = 0 implies the desired statement. As β is fixed throughout, we write ζ(α) for ε(α, β). The case d = 2 can easily be checked. Suppose the necessity true for d − 1. Then setting the first component in α and a to 0 reduces the dimensionality of the problem by 1 and leads to
Similarly, setting the first component in α and a to 1 again reduces the dimensionality of the problem by 1 and leads to ∀α ∈ {1} × {0, 1} d−1 , ζ(α) = (−1) |α|−1 ζ(ω 1 (0, 1)). Now taking k = 1 and a = 0 leads to ζ(ω 1 (0, 1)) = −ζ(0) and concludes the proof.
Corollary 5. Suppose ε(α, β) = (−1) |α| ψ(β). If β ψ(β) = 0 then all conditions of Theorem 4 are satisfied; that is, for any γ such that
θ ε,γ is a copula density for which the (d − 1)-dimensional marginals coincide with those of c and, for any
, where U and V have densities c and θ ε,γ , respectively. In particular, this is true for ε(α, β) = (−1) |α| sgn(β), where sgn(β) is the signature of the permutation β.
Example 7 (The trivariate case). When d = 3, the problem offers sufficiently many degrees of freedom to permit multiple solutions. For example
where ζ(α) = (−1) |α| 1 α3=0 provides a copula such that, for any g ∈ G 3 , g(V ) d = g(U ). However, in this case, the two-dimensional marginals do not match.
3.3. The general multidimensional case. We are now ready to deal with the case of d identically distributed arbitrary random variables. We stress here that we do not assume that the random variables are independent.
Proposition 6. Suppose that X 1 , . . . , X d are identically distributed, that X = (X 1 , . . . , X d ) has copula density c, marginal distribution function Φ and marginal density φ, so that its density is
For any (ε, γ) satisfying conditions (24) and (26) of Theorem 4,
generates a random variable Y = (Y 1 , . . . , Y d ) that satisfies the requirements that, for any k ∈
Then U has density c and g ∈ G([0, 1] d ). Letting V be a random variable with density θ ε,γ , Y k = Φ −1 (V k ), we get that
Example 8. Let Φ be the distribution function and φ be the density of the standard normal distribution. Then for any γ such that γ(u) ≤ min (−1) |α| sgn(β)>0 c(τ α (σ β −1 (u))),
is the density of a d-dimensional random variable Y for which all (d − 1)-dimensional marginals are independent and identically distributed standard normal random variables, Y 1 + . . . + Y d is normal with mean 0 and variance d, and Y is non-Gaussian.
3.4. The case of non-identically distributed random variables. Can the above construction extend to the case of non-identically distributed (and non-independent) random variables? To answer this question, we return to the two-dimensional case. Let s 1 , s 2 and s 12 be the reflections s 1 (u 1 , u 2 ) = (1 − u 1 , u 2 ), s 2 (u 1 , u 2 ) = (u 1 , 1 − u 2 ) and s 12 (u 1 , u 2 ) = (u 2 , u 1 ).
These three involutions are such that s 1 s 2 = s 2 s 1 , s 1 s 12 = s 12 s 2 and s 2 s 12 = s 12 s 1 . It follows that they generate a finite non-Abelian group R = {id, s 1 , s 2 , s 12 , s 1 s 2 , s 1 s 12 , s 2 s 12 , s 1 s 2 s 12 }, the dihedral group of order 8. Each element of R corresponds to one of the eight regions ∆(α, β), and ε(α, β) of (21) is simply (−1) |s| , where |s| is the word length of s, that is the number of generators in the decomposition of s (modulo 2). In the case of non-identically distributed random variables, say with distribution functions Φ 1 and Φ 2 , for the construction to hold for symmetric functions, and in particular for the sum, the generator s 12 needs to be changed to s 12 (u 1 , u 2 ) = (Φ 1 (Φ −1 2 (u 2 )), Φ 2 (Φ −1 1 (u 1 )). One would then attempt a construction of the type θ(u) = c(u) − s∈R ε(s)γ(s(u))1 ∆ (s(u)), for an appropriate reference region ∆, one for which {s(∆), s ∈ R} forms a measurable partition of [0, 1] 2 . The next example illustrates the difficulty we face in general.
Example 9. Suppose Φ 2 (x) = Φ 1 (x) 2 (X 2 has the distribution of the maximum of two independent copies of X 1 ) so that s 12 (u 1 , u 2 ) = ( √ u 2 , u 2 1 ). Then s 1 s 12 s 2 s 12 (u 1 , u 2 ) = 1 − 1 − u 2 1 , u 2
and (s 1 s 12 s 2 s 12 ) n , obtained by iterating the map 1 − √ 1 − r 2 , yields the infinite sequence
In this case R is infinite and it is not at all clear how to find ∆ (assuming it exists).
In the above example the identity s 1 s 12 = s 12 s 2 fails resulting in R being infinite. This identity translates in the language of the previous subsection to σ β (τ α (u)) = τ σ β (α) (σ β (u)) which was crucial in our construction. It enabled us to use the symmetry of g in the proof of (G) (see Theorem 4) to establish that
and consequently obtain the requirement that ε(s 12 s 1 ) + ε(s 2 ) = ε((1, 0), [[21] ]) + ε((0, 1), id) = 0. In order to retain the identity s 1 s 12 = s 12 s 2 we introduce the following notion -see Figure 2 below for the motivation behind it. Definition. Two random variables are said to be similarly distributed if their distribution functions Φ 1 and Φ 2 , assumed to be continuous and strictly increasing (on some interval), satisfy the identity Φ −1 1 (1 − Φ 1 (x)) = Φ −1 2 (1 − Φ 2 (x)). Proposition 7.
(1) Two identically distributed random variables are necessarily similarly distributed.
(2) Two similarly distributed random variables must have the same median.
(3) Two symmetrical distributions around the same median are similarly distributed. In particular two normal random variables with the same mean (but different variances) are similarly distributed.
(1) is trivial. Let m be the median for Φ 1 . Then m = Φ −1 1 (1 − Φ 1 (m)) = Φ −1 2 (1 − Φ 2 (m)) and Φ 2 (m) = 1 − Φ 2 (m),
showing that m is also the median for Φ 2 . Finally, if Φ 1 and Φ 2 are symmetric about the same median m, then Φ −1 1 (1 − Φ 1 (x)) = m − x = Φ −1 2 (1 − Φ 2 (x)).
For two similarly distributed random variables with distribution functions Φ 1 and Φ 2 , we define σ 1 (x 1 , x 2 ) = (Φ −1 1 (1 − Φ 1 (x 1 )), x 2 ), σ 2 (x 1 , x 2 ) = (x 1 , Φ −1 2 (1 − Φ 2 (x 2 ))) and σ 12 (x 1 , x 2 ) = (x 2 , x 1 ). (31)
Proposition 8. The three involutions σ 1 , σ 2 and σ 12 are such that σ 1 σ 2 = σ 2 σ 1 , σ 1 σ 12 = σ 12 σ 2 and σ 2 σ 12 = σ 12 σ 1 . As such, they generate a finite group R = {id, σ 1 , σ 2 , σ 12 , σ 1 σ 2 , σ 1 σ 12 , σ 2 σ 12 , σ 1 σ 2 σ 12 }.
Proof. The facts that σ 1 , σ 2 and σ 12 are involutions and that σ 1 σ 2 = σ 2 σ 1 are easily checked. We prove that σ 1 σ 12 = σ 12 σ 2 ; σ 2 σ 12 = σ 12 σ 1 follows by taking inverses: σ 1 σ 12 (x 1 , x 2 ) = σ 1 (x 2 , x 1 ) = (Φ −1 1 (1 − Φ 1 (x 2 )), x 1 ) = (Φ −1 2 (1 − Φ 2 (x 2 )), x 1 ) = σ 12 (x 1 , Φ −1 2 (1 − Φ 2 (x 2 ))) = σ 12 σ 2 (x 1 , x 2 ).
While it is possible to approach this situation via copulas, other than in the identically distributed case, the resulting θ turns out to depend on Φ 1 and Φ 2 making it not universal and therefore less desirable. Instead, we apply the symmetry-balancing approach directly to the density.
Theorem 6. Let f be the joint density of two similarly distributed random variables, X 1 and X 2 , m be the common median, ∆ = {x ∈ R 2 : x 1 < x 2 < m} and (ε, γ) be such that
is non-negative, where J σ denotes the Jacobian determinant of σ and |σ| is the word length of σ, that is the number of generators in the decomposition of σ (modulo 2).
Then ϕ generates (Y 1 , Y 2 ) such that Y 1 d = X 1 , Y 2 d = X 2 and, for any g ∈ G 2 , g(Y 1 , Y 2 ) d = g(X 1 , X 2 ); in particular Y 1 + Y 2 d = X 1 + X 2 .
Proof. Let Ψ(x) = Φ −1 1 (1 − Φ 1 (x)) = Φ −1 2 (1 − Φ 2 (x)) and ψ(x) = Ψ (x). We start by checking that ϕ(x 1 , x 2 )dx 1 = f (x 1 , x 2 )dx 1 . The integration in x 2 is performed in an identical manner. Suppose x 2 < m. Then Ψ(x 2 ) > m and σ 2 (x 1 , x 2 ) = (x 1 , Ψ(x 2 )) ∈ ∆, σ 12 σ 2 (x 1 , x 2 )) = (Ψ(x 2 ), x 1 ) ∈ ∆, σ 1 σ 2 σ 12 (x 1 , x 2 )) = (Ψ(x 2 ), Ψ(x 1 )) ∈ ∆ and σ 1 σ 2 (Ψ(x 1 ), Ψ(x 2 ))) = (Ψ(x 2 ), x 1 ) ∈ ∆. It follows that the sum in (32) only contains four non-zero expressions, those for σ ∈ {id, σ 1 , σ 12 , σ 12 σ 1 }. Now, σ∈{id,σ1} (−1) |σ| γ(σ(x 1 , x 2 ))|J σ (x 1 , x 2 )|1 ∆ (σ(x 1 , x 2 ))dx 1 = γ(x 1 , x 2 )1 ∆ (x 1 , x 2 )dx 1 − γ(σ 1 (x 1 , x 2 ))|J σ1 (x 1 , x 2 )|1 ∆ (σ 1 (x 1 , x 2 ))dx 1
γ(z 1 , x 2 )dz 1 = 0 and σ∈{σ12,σ12σ1}
(−1) |σ| γ(σ(x 1 , x 2 ))|J σ (x 1 , x 2 )|1 ∆ (σ(x 1 , x 2 ))dx 1 = − γ(x 2 , x 1 )1 ∆ (x 2 , x 1 )dx 1 + γ(σ 12 σ 1 (x 1 , x 2 ))|J σ12σ1 (x 1 , x 2 )|1 ∆ (σ 12 σ 1 (x 1 , x 2 ))dx 1 = − (x2,m)
γ(x 2 , x 1 )dx 1 + (−1) |σ| g(x)γ(σ(x))|J σ (x)|1 ∆ (σ(x))dx = − g(x)γ(σ 2 (x))|ψ(x 2 )|1 ∆ (σ 2 (x))dx + g(x)γ(σ 2 σ 12 (x))|ψ(x 1 )|1 ∆ (σ 2 σ 12 (x))dx = − ∆ g(σ 2 (z))γ(z)dz + g(σ 12 σ 2 (z))γ(z)dz = − ∆ g(σ 2 (z))γ(z)dz + g(σ 2 (z))γ(z)dz = 0, and so on for the sums on {σ 1 , σ 1 σ 12 } and {σ 1 σ 2 , σ 1 σ 2 σ 12 }, which concludes the proof.
