Measuring and modelling the absolute optical cross-

sections of individual nano-objects by Zilli, Attilio
M E A S U R I N G A N D M O D E L L I N G T H E
A B S O L U T E O P T I C A L C R O S S - S E C T I O N S
O F I N D I V I D U A L N A N O - O B J E C T S
attilio zilli
Thesis submitted to Cardiff University
for the degree of Doctor of Philosophy
february 2018
supervisors
Prof. Paola Borri, School of Biosciences
Prof. Wolfgang Langbein, School of Physics and Astronomy
This document was typeset using the typographical look-and-
feel classicthesis developed by André Miede. The style was
inspired by Robert Bringhurst’s seminal book on typography
“The Elements of Typographic Style”. classicthesis is available
for both LATEX and LYX at the following url:
https://bitbucket.org/amiede/classicthesis/
Attilio Zilli, Measuring and modelling the absolute optical cross-
sections of individual nano-objects.
© February 2018 Attilio Zilli
Dedicated to the memory of my friend and colleague
Ju¯ris Kiškis
When I am laid in earth
May my wrongs create
No trouble in thy breast;
Remember me, remember me,
But ah! forget my fate.
— Henry Purcell, Dido and Aeneas

A B S T R A C T
Nanoparticles are ubiquitous in nature, and the number of tech-
nological applications exploiting nano-objects, either synthes-
ized chemically or fabricated lithographically, is in steady rise.
In particular, metal nano-objects exhibit resonant modes corres-
ponding to an enhanced coupling to electromagnetic radiation.
The interaction of light with a nano-object is wholly described
by its cross-sections for absorption and elastic scattering. In this
thesis we present a method to measure the absolute amplitude
of the cross-sections. Differently from currently available tech-
niques, we account for the finite angular collection of the ob-
jective via an analytical model of the scattering process, thereby
rendering our method accurate also for objects dominated by
scattering and high numerical aperture detection. The model
of scattering assumes that the nano-object is placed at a planar
dielectric interface, representing the substrate, and a homogen-
eous optical environment is obtained as a limiting case. The ac-
curacy of the quantitative method was tested on several model
systems using two widespread experimental techniques: Micro-
spectroscopy and widefield imaging, which are both implemen-
ted with a simple experimental set-up, constituted by a com-
mercial microscope equipped with an imaging spectrometer or
a camera. In order to quantitatively simulate microscopy experi-
ments, a realistic description of the excitation must be included
in numerical models. In this thesis we describe novel modelling
practices which reproduce typical coherent or incoherent micro-
scope illumination. Comparison of quantitative experimental
and numerical results is used to estimate parameters describ-
ing the geometry of a nano-object, such as the diameter or
iii
the aspect ratio. In conjunction with the high-throughput cap-
abilities of widefield image analysis, quantitative cross-section
measurements and optical characterization of the geometry can
provide a thorough statistical appraisal of the dispersity of the
structural and optical properties of a sample. Therefore, this
thesis represents a significant step towards an ‘all-optical’ char-
acterization of nano-objects, complementing costly and time-
consuming electron microscopy techniques.
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O U T L I N E
Scattering and absorption of light by small particles underpin ch . 1
several everyday-life natural phenomena, such as the colours
of the sky and the clouds, the hues of rainbows and irides,
and the opalescence of some precious stones. Much attention
has been drawn in particular to the optical properties of metal
nano-objects (nos), which are ruled by the presence of plas-
mon resonances and display a rich phenomenology. The fun-
damental concepts and the main results of the electromagnetic
theory describing the interaction of light with nos are presen-
ted in ch . 1. Further discussion is devoted to the case of a no
near a planar dielectric interface, which corresponds to a com-
mon experimental configuration in microscopy, where nos are
placed on a transparent substrate for imaging.
The strong coupling of metal nos with electromagnetic radi- ch . 2
ation at the plasmon resonance offers ample potential to mould
the flow of light at the nanoscale. sec . 2.1 reviews the oper-
ating principles of a few relevant technological applications
selected amongst the numerous proposed. Now, the sensitive
dependence of the optical properties on the size, shape, and
material composition of the no provides the opportunity to
tailor these properties to the needs of a specific application.
Over the last few decades the capability to fabricate nos — via
either chemical synthesis or lithographic techniques — has in
fact reached a high degree of control; on the other hand, the ex-
perimental means to characterize accurately their optical prop-
erties are still defective to some extent. Specifically, the optical
properties are fully described by the optical cross-sections (ocs)
spectra for the active optical processes (here scattering and ab-
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sorption), but to date only a handful of techniques have been
proposed which can measure the ocs amplitude in absolute
units at the single no level. As highlighted in sec . 2.2, all these
techniques require costly equipment, as well as significant ex-
pertise to operate it and to extract the ocs amplitude from the
data. As a result, while much effort has been devoted to invest-
igating the effect of the size and shape of the no on the spectral
features of the ocs (that is, the position and width of the plas-
mon resonances), only a few experimental measurements of
absolute ocs amplitude have been reported so far.
The core content of this thesis, presented in ch . 5, is a novelch . 5
data analysis procedure to retrieve the absolute ocs from micro-
spectroscopy or widefield imaging measurements. These two
techniques are somewhat complementary: Micro-spectroscopy
yields detailed spectral information, whereas widefield ima-
ging provides a high-sensitivity and high-throughput charac-
terization, e. g. of a colloidal sample. The quantitative analysis
relies on the knowledge of the angular distribution of the radi-
ation scattered by the no. Essentially, this is required because
only a fraction of the total scattering falls within the acceptance
of the objective and is thereby detected. Such angular distribu-
tion can be computed through either numerical or analytical
models. In order to minimize the amount of work demanded
to the end user of our quantitative method, we developed an
analytical model of scattering by a no placed on a dielectric
substrate under incoherent microscope illumination. The two
main assumptions of the model — which are reasonably well
met in many cases of interest — require that the no is much
smaller than the wavelength of the exciting light, and that the
mismatch between the refractive indices of the substrate and
the medium where the no is immersed is not too large. The full
derivation is provided for various forms of the polarizability
tensor representing the most commonly encountered geomet-
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ries of plasmonic modes. Although the analytical calculations
involved are rather cumbersome, these have been automated
into a stand-alone executable which only requires a few exper-
imental parameters as user input.
In contrast with other quantitative techniques, the data ch . 6
required for quantitative measurements can be acquired via
a simple experimental set-up — namely, a commercial micro-
scope equipped with a camera or a spectrometer — with a few
small modifications and one-off calibrations. We tested our
quantitative method on three model systems: Gold spheres
in a homogeneous optical environment; polystyrene spheres
in air deposited onto a glass substrate; and elongated gold
nanocrystals (so-called nanorods). In the latter case, to assess
how accurately our analytical model accounts for the presence
of an interface, we correlated two measurements of the same
nanorods in different immersion media: Air and oil matching
the refractive index of the glass substrate. These samples and
configurations are all relevant for applications and widely
studied in literature, and together encompass a large variety
of material and geometrical features. The experimental set-up
and measurement procedure adopted, and the results thereby
obtained, are discussed in ch . 6. While the optical properties
of individual nos constitute per se valuable physical informa-
tion, they can also be used to infer structural information: By
comparing or fitting numerical or theoretical ocs to the exper-
imental data some parameters describing the geometry of the
object (e. g. the diameter of a sphere, length and width of a rod,
etc.) can be estimated; such an optical sizing is performed for
the three model systems above.
We computed numerically the ocs of individual nos close ch . 4
to an interface using a commercially-available software imple-
menting the finite element method. The numerical tools we
relied on for electromagnetic simulations are introduced in
ix
sec . 4.1. The model we used is discussed in sec . 4.2 along
with the main results obtained for the most complex system
we studied: A gold nanorod placed on a dielectric substrate.
While the resonant modes of a system are determined by itsch . 3
geometry and material composition solely, their amplitudes in
scattering and absorption spectra depend on the exciting po-
larization. Now, in order to achieve a high spatial resolution,
illumination in modern microscopes is often focused by high
numerical aperture lenses. This means exciting the no with a
large range of incidence directions, and hence of polarizations.
When modelling the ocs it is therefore essential to reproduce
the microscope illumination too, for a meaningful comparison
with experimental results; on the other hand, computed ocs re-
ported in literature are obtained using a coherent plane wave,
just because it is the simplest excitation to input. On the con-
trary, in sec . 3.1 we present two approaches beyond current
modelling practise to reproduce incoherent microscope illumin-
ation in numerical simulations.
An additional topic included in this thesis is the numericalch . 3
ch . 4 simulation of coherent nonlinear scattering processes. Specific-
ally, we modelled an experiment where coherent-anti-Stokes
Raman scattering is enhanced by the intense local fields in
the vicinity of an individual metal nanoparticle. sec . 4.3 dis-
cusses the main features of the experiment and its implement-
ation in the model, both of which contain significant elements
of novelty. We also explain how to compute the experimental
observables in the model, and show preliminary comparison
with experimental data. Importantly, the tightly-focused, coher-
ent illumination used for measurements must be reproduced in
the model using an exact vectorial description of the objective
point-spread function given in sec . 3.2.
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Part I
B A C K G R O U N D A N D M O T I VAT I O N

1
O P T I C A L P R O P E RT I E S O F N A N O - O B J E C T S
In 1959 R. P. Feynman delivered a now celebrated talk1 titled
There’s plenty of room at the bottom, where he speculated on the
opportunities and the challenges presented by the “problem
of manipulating and controlling things on a small scale”,
namely what we call today nanotechnology. Although the laws
of classical physics governing the nanoscale are long known,
and no new fundamental principles are to be found, the
“strange phenomena that occur in complex situations” have
proven stunningly fecund of conceptual implications and
technological applications. In fact, over the last few decades,
several of Feynman’s dream scenarios — such as miniaturized
computers and electron microscopes with atomic resolution
— have become available, when not affordable, commercial
products. Particularly, the advances of chemical synthesis
and lithographic fabrication techniques allow us nowadays
to manipulate matter with high accuracy almost down to the
atomic scale; and we are commencing to appreciate the reach
of Feynman’s prediction: “When we have some control of the
arrangement of things on a small scale, we will get an enorm-
ously greater range of possible properties that substances can
have, and of different things that we can do.”
When optical properties are concerned, a nano-object (no)
can be loosely defined as an objecti having size smaller than
the wavelength of light λ. As this work focuses on the optical
i This umbrella term is deliberately used to encompass different sorts of ob-
jects: Individual particles, aggregates, composite structures and tiny features
of macroscopic objects, such as sharp tips.
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frequencies ranging from the near infrared (ir) to the near ul-
traviolet (uv), this definition covers objects with at least one
dimension ∼ 100nm or less. This size is comparable to several
fundamental quantities ruling the electromagnetics of the sys-
tem, such as λ and, for metals, the mean free path of carrier
diffusion and the skin depth. As a results, and in contrast to
macroscopic objects, the optical properties of nos depend on
their size and shape often in complex fashions, hence originat-
ing a rich phenomenology and a large potential to harness the
material properties for applications.
On the other end of the scale, we will not call nos those with
at least one dimension less than a few nm, corresponding to a
few atoms, whose properties are described through quantum
theory.ii nos can be further categorized according to their mac-
roscopic dimensionality, defined as the number of dimensions
& 100nm. Relevant examples for science and technology are
magnetic nanoparticles (0d), semiconducting nanowires (1d)
and metallic thin films (2d). Although many considerations
can be generalized to nos having a larger dimensionality, in
this work we refer specifically to 0d objects. Among these, we
reserve the term nanoparticle (np) to individual objects hav-
ing simple shapes — thus excluding complex lithographic struc-
tures, oligomers, and aggregates.
1.1 scattering , absorption, and extinction
A spatial heterogeneity of the optical properties in a physical
system gives always rise to scattering of electromagnetic ra-
diation. Scattered light is radiated by the accelerated electric
ii Semiconducting nos are an exceptional case, inasmuch as they display
quantum behaviour (such as the energy quantization due to carrier con-
finement in quantum dots) for nos up to tens of nm in size.
1.1 scattering , absorption, and extinction 5
charges (free or bound to atoms) in the obstacle, which are
set in motion by the impinging electric field Ei. Part of the in-
cident electromagnetic energy can be transferred to the atomic
lattice (through collisions, in a naive classical picture) and is
thereby converted into heat via absorption. Several natural phe-
nomena originate from scattering and absorption of light by
nos, such as the colours of the sky and the clouds, the reduc-
tion of visibility due to haze and smoke, the hues of rainbows
and irides; to give another example, much scattering theory
has been developed in order to investigate the composition of
interstellar dust. There has been therefore a longstanding effort
to investigate both theoretically and experimentally the interac-
tion of small objects with radiation,2,3 starting with the pion-
eering work by J. Tyndall, Lord Rayleigh and L. Lorenz in the
second half of the xix century.
Let us consider an electromagnetic mode in a homogeneous,
infinite space: This could be a plane wave with an infinite wave-
front, or a a spatially-localized beam. The insertion of a no re-
moves some power from the mode, which is for example trans-
ferred to other spatial modes via scattering. The optical cross-
sections (ocs) describe the coupling strength of light with the
no for each optical processes: Scattering, absorption, fluores-
cence, and so on. They are indicated by σ and defined as the
power P removed from the mode by the process considered and
normalized to the incident intensity Ii
σ ≡ P/Ii . (1.1)
Hence σ have the unit of an area and can be thought of as the
equivalent surface parallel to the wavefront where the interac-
tion would occur in a simplistic ray optics picture. We emphas-
ize that the ocs are not an intrinsic property of the target alone,
but depend as well on the properties of the mode considered,
e. g. on the polarization for a plane wave. The ocs are typically
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positive quantities —σ < 0 would indicate the no is a medium
with optical gain.
For the total power Pext removed by the target from the in-
cident mode eq . (1.1) defines the extinction cross-section σext.
In those cases — such as for all nos discussed in this thesis
— where the yield of inelastic (e. g. Raman) scattering, fluores-
cence, and nonlinear interactions is negligible with respect to
absorption and elastic scattering, one has
σext = σabs + σsca . (1.2)
In ray optics, σext is tantamount to the intuitive concept of
shadow. In particular, for opaque objects under plane wave il-
lumination, it coincides with the geometrical cross-section σgeo
transverse to the propagation direction of the wave. The inter-
action of light with nos is governed by diffraction, and there-
fore a wave optics description is inescapable.iii Extinction can
thus be regarded as the wave optics generalization of shadow,
where in general σext 6= σgeo. In the rest of this section, we will
review a few analytical expressions of the ocs under various
assumptions.
Let us treat first the simple case of a no with sizeD λ.2,4 In
such scenario, the exciting field is constant over the volume V
of the no, and therefore this regime is referred to as the electro-
static approximation. Lord Rayleigh provided the first analytical
treatment of scattering by subwavelength spheres in order to
explain the blue colour of the sky.5 Instead of a complete math-
ematical derivation, we will present here the elegant dimen-
iii In fact, a ray optics treatment of scattering is often inadequate even for
macroscopic objects. For instance, wave optics calculations show that a
large (D  λ) opaque sphere has σext = 2σgeo. This surprising result,
known as extinction paradox, is due to diffraction of light passing outside
the sphere, corresponding to scattering at extremely small angles, see Bo-
hren and Huffman2 (§4.4.3).
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sional argument put forward by Rayleigh himself.iv He argued
that, at any given distance r from the scatterer, the amplitude
of the scattered wave must be proportional to the amplitude of
the exciting one, and their ratio can depend solely on a handful
of relevant quantities
Asca
Ai
∝ f(r, λ, c,V , ε0εno, ε0εm) (1.3)
being εno and εm the relative permittivities of the no and the
surrounding medium, respectively. Now, the ratio (1.3) is adi-
mensional, and the speed of light c is the only argument of f
having a time dimension; consequently, f cannot depend on c.
Similarly, since ε0εno and ε0εm are the sole arguments with a
mass dimension, they can only appear within an adimensional
function g of their ratio. Moreover, Asca is directly proportional
to V by virtue of the superposition property of the linear pro-
cess considered: Two identical nos would scatter exactly twice
as much as an individual one. Finally, Asca is inversely propor-
tional to r because of energy flux conservation: The scattered
wave is an expanding spherical wave with an angular modu-
lation superimposed. Putting together these observations, and
disregarding angular dependencies and other constant factors
Asca
Ai
∝ V
rλ2
g
(
εno
εm
)
(1.4)
so that the unknown spectral dependence has been determined.
Assuming εno and εm have a weak dispersion,v eq . (1.4) im-
plies that short wavelength components are scattered more ef-
fectively. This explains why the sky appears blue,vi whereas
iv A further virtue of this reasoning versus the analytical calculations resides
in its generality: No assumptions are made concerning the no shape.
v The scope of this consideration is thus limited in practice to dielectric nos.
vi It is not violet because the Sun emission is centred in the green. Conversely,
the Sun itself appears yellow when observed directly, because the shorter
8 optical properties of nano-objects
pictures taken outside the Earth’s atmosphere show that, in ab-
sence of scattering, the sky is actually jet black.
In agreement with the dimensional argument presented
above, exact calculations for a small sphere (D  λ) illumin-
ated by an unpolarized plane wave yield2
Isca =
1+ cos2 θ
2r2
(
2pi
λ
)4(
D
2
)6 ∣∣∣∣ εno − εmεno + 2εm
∣∣∣∣2Ii (1.5)
where θ is the scattering angle with respect to the propagation
direction. Now, eq . (1.5) corresponds to the intensity radiated
by an oscillating electric dipolevii of amplitude p = ε0εmαEi
using the polarizabilityviii
α =
pi
2
D3
εno − εm
εno + 2εm
. (1.6)
Thus the scattering of a small no can be described as the ra-
diation of an appropriate set of electric dipoles; this holds re-
gardless of the no shape, although exact analytical expressions
of α are known only for a few simple shapes, such as just seen
for the sphere. This description, known as dipole approximation,
is of great conceptual value, and we will rely on it for several
derivations in the following.
wavelength components of its emission are removed by scattering — even
more so at sunset, when the sun rays follow a longer path in the atmosphere,
so that the Sun appears orange or red.
vii Precisely, being the excitation unpolarized, it is the average of the intensities
radiated by any two dipoles orthogonal to each other and to the propagation
direction of the impinging wave.
viii Different definitions of α are given in literature; in this work it is defined
as having units of m3 via p = ε0εrαE. In particular, the expression (1.6) is
analogous to the Clausius–Mossotti (or Lorentz–Lorenz) relation, which is
derived using a model equivalent to the problem presented here: A spher-
ical inclusion in a homogeneous medium excited by a static field. Maier6
(§5.1) reports a simple derivation of this results.
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We conclude the overview of the electrostatic approximation
by providing the expressions of the ocs for a sphere under
plane wave excitation. The scattered power Psca is the flux of
Isca given by eq . (1.5) across a spherical surface of arbitrary
radius r; by substituting Psca into eq . (1.1) one obtainsix
σsca =
2pi5
3
D6
λ4
∣∣∣∣ εno − εmεno + 2εm
∣∣∣∣2 = k46pi |α|2 (1.7)
where eq . (1.6) was used in the last equality. As for absorption,
one has2
σabs = pi
2D
3
λ
Im
[
εno − εm
εno + 2εm
]
= k Imα . (1.8)
Note that σsca ∝ D6 whereas σabs ∝ D3: Large nos are gener-
ally dominated by scattering, and small ones by absorption un-
less transparent. For metal nos (which are good absorbers) the
cross-over between the two regimes occurs typically between
D = 50nm and 100nm. An exact solution in the electrostatic
approximation has been derived for a tri-axial ellipsoid, also in
the case of multiple concentric shells of different materials.2
Looking for a theoretical justification of the variety of col-
ours displayed by colloidal suspensionsx of metal nps (more on
these in sec . 1.2) in 1908 G. Mie derived the exact solution of
Maxwell’s equations for a sphere in a homogeneous medium.7
Unlike previous works on this subject, Mie did not make any
ix Throughout this thesis λ, k, and c indicate respectively the wavelength,
wavevector, and speed of light in the medium; the corresponding quantities
in vacuum are λ0, k0, and c0.
x In chemistry, a suspension is a mixture of microscopic “particles” (which
can as well be in liquid or gas phase) within a host medium; contrary to a
solution, the two phases are separated. A colloid is a suspension of particles
so small that they do not settle on a typical experiment timescale.
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assumptions on the size of the sphere, nor on the material com-
position of the sphere and the embedding medium. The calcu-
lations are based on the decomposition of the total electric field
into the exciting field, which would be there in absence of the ob-
ject, and the scattered field due to the object perturbation: Etot =
Eexc + Esca. As a result, the time-averaged Poynting vector, rep-
resenting the electromagnetic energy flux, is decomposed as
Stot = Sexc +Sext +Ssca; the cross term Sext accounts for extinc-
tion, which stems from the interference between the incident
and the scattered waves.xi As will be shown in sec . 4.1, this
formalism is pivotal in order to solve the wave equation in the
frequency domain.
The generality of Mie’s approach laid the foundations of
modern scattering theory, and the large number of experi-
mental results he was able to explain ensured the long-lasting
notoriety of his work, which is regarded as one of the earliest
triumphs of Maxwell’s electromagnetics. The solution for a
sphere has later been generalized to more complex geometries,
such as spheroids, cylinders, layered spheres and aggregates
of spheres. Mie’s theory, albeit conceptually straightforward,
involves rather cumbersome calculations, which are gener-
ally solved numerically; we refer the reader to the book by
Quinten8 for a modern presentation of the theory and the
ensuing extensions.
A fundamental result of wave scattering theory, independent
of the size and shape of the scatterer, is the optical theorem9
σext =
4pi
kE2i
Im
[
E∗exc · E∞(k̂exc)] . (1.9)
For the theorem to hold in this form, Eexc must be a plane
wave travelling along k̂exc; E∞(r̂) = limr→∞ rEsca(r) is the pro-
xi See Bohren and Huffman22 (§3.3) for the explicit expression of the various
S terms and a more thorough discussion of their physical meaning.
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jection of Esca to the far field (ff).xii eq . (1.9) thus relates the
extinction to the forward scattering at an infinite distance from
the object. Looking at eq . (1.9) one might wonder why the ab-
sorptive contribution to extinction does not show up explicitly,
and how can the forward scattering account for the total extinc-
tion, when the scattered wave carries in all direction. As to the
first point, one needs to consider that scattering and absorption
are not independent phenomena: The scattering amplitude de-
pends also on the electric field within the object, which is in
turn affected by the absorptive response of the object mater-
ial. The forward direction dependence in the optical theorem
stems instead from the coherence between the incident and the
scattered wave. The extinction is the net energy flow of the
interference term between these two fields. Even in the limit
r → ∞, the angular distribution of this flow depends on r for
all directions except forwards: Being the extinction obviously
independent of r, it cannot but be related to the interference in
this very direction.9
1.2 metal nano-objects
M. Faraday is often credited for being the first scientist con-
ducting systematic research into the field of nanoscience. In the
1850s he was investigating the transmission of light through
gold films of subwavelength thickness, when he noticed that
the residuals of the chemical etching of gold leaves had a rather
peculiar appearance. In particular he observed that, by adding
phosphorus to a gold chloride solution, “gold is reduced to
exceedingly fine particles, which becoming diffuse, produce a
beautiful ruby fluid”10 such as the one in fig . 1.1. He started
xii On p. 92 a more precise definition of E∞ will be provided, and it will be
shown how to operatively compute E∞.
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figure 1.1: The “ruby fluid”
prepared by M. Faraday on dis-
play at the Faraday Museum in
London. It is a colloidal suspen-
sion of gold nps, whose spec-
trally selective absorption en-
dows the mixture with its char-
acteristic colour. Credit: Royal
Institution/Paul Wilkinson.
experimenting extensively with the chemistry of gold colloids,
and observed a range of different blue and violet hues “for
the production of which I can see no reason to imagine any
other variation than the existence of particles of intermediate
sizes or proportions.” These early studies mark the beginning
of nanoplasmonics, which studies the interaction of metal nos
with radiation and is currently a very active research field, with
thousands of papers published every year.11,12
The response of metals to electromagnetic excitation is under-
pinned by the conduction electrons, which are free to move in-
side the metal volume, bounded solely by the no surface. This
free electron gas is called plasma, and is cast into periodic os-
cillation by Eexc. In first approximation, such system can be de-
scribed as a harmonic oscillator driven by Eexc, while the accu-
mulation of opposite charges at either end of the no produces
a restoring force, and the collisions of the electrons between
themselves or with the ionic lattice create a damping mechan-
ism. The resonant frequency of the oscillator, where the coup-
ling to the driving force is maximum — that is, the energy trans-
fer from Eexc to the plasma is most efficient — is determined
by the geometry and material properties of the system. The
1.2 metal nano-objects 13
corresponding coherent, resonant plasma excitation is called
localized surface plasmon resonance (lspr), with emphasis on the
spatial confinement of the excitation at the no,xiii in opposition
to surface plasmon polaritons, which travel along the interface
between a medium and a dielectric.6 By virtue of the intric-
ate dependence of the lspr frequency, amplitude, and lifetime
on the parameters of the systems, metal nos are the subject of
ongoing fundamental research more than 150 years after their
discovery.13,14
lsprs manifest themselves in ocs spectra as peaks occur-
ring close to the minimum of the denominator of α given by
eq . (1.6), corresponding to the condition
Re εno(λ0) = −2εm (1.10)
where a non-absorbing embedding medium was assumed
(Im εm = 0). In literature eq . (1.10) is often referred to as the
Fröhlich condition, and for an immersion medium with εm > 0
it can only be fulfilled if Re εno < 0, that is, by nos of metallic
character.xiv In fig . 1.2 we display ε(λ0) for silver and gold,
which are the two most investigated plasmonic materials. Let
us postpone the comparison between different datasets to
sec . 6.2, and concentrate here on the general features of ε.
The electronic structure of copper, silver, and gold is charac-
terized by a completely full d band;19 the uv features of ε cor-
respond to transitions from the d-band to just above the Fermi
level in the conduction band.xv In particular, for gold the d
band extends from the uv well into the visible (vis) range, up to
xiii For nos having size comparable to or smaller than the skin depth (∆ '
40nm is a typical value for metals at optical frequencies) the lspr extends
over the whole volume rather than the surface only.
xiv An equivalent argument holds for εno ∈ R and εm ∈ C, namely for dielec-
tric inclusions within a metal volume.
xv Precisely 4d→5sp in silver and 5d→6sp in gold.
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figure 1.2: Relative permittivity ε of Au (a,c) and Ag (b,d) as a
function of wavelength λ0. Coloured lines are experimental datasets,
whose source is indicated by the legend.15–18 The thin black line is
the Drude model (1.11) with parameters $Au = 8.8 eV, $Ag = 9.0 eV,
γAu = 50meV, and γAg = 21meV (see http://www.wave-scattering.
com/drudefit.html, visited on 13/10/2017). The horizontal lines are
2εm (approximately constant in this wavelength range) for typical
immersion media used in experiments: (- - -) air, n = 1.00; (···) water,
n = 1.33; (-·-) immersion oil matching microscope glass, n = 1.52.
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550nm (green): The selective absorption of short wavelengths,
whereas long ones are reflected, lends to the bulk metal its dis-
tinctive yellow colour. At longer wavelengths, and to a better
degree for silver, ε is described well by the Drude–Lorentz free-
electron model19
ε(ω) = 1−
$2
ω2 + iγω
(1.11)
where the plasma frequency $ and the relaxation rate γ are ma-
terial parameters. Graphically, eq . (1.10) corresponds to the in-
tersection of −Re ε and 2εm, assumed constant in the spectral
range where the lspr occurs; the predicted effect of an optically
denser embedding medium is thus a redshift of the lspr.
lsprs decay quickly (∼10 fs); such a short lifetime reflects into
broad plasmon peaks (10 to 100nm fwhm) in σabs and σsca spec-
tra. Generally speaking, plasmonic excitations decay via both
non-radiative and radiative processes. Non-radiative damping is
due in first place to electron–electron collisions leading to a hot
carrier energy distribution on a 100 fs timescale. Thereafter the
hot plasma thermalizes with the lattice via electron–phonon
scattering (1 to 10ps) eventually transforming the incident elec-
tromagnetic energy into heat (absorption). The non-radiative
damping in a bulk material is represented by Im ε.xvi For in-
stance, one can rewrite eq . (1.8) so to highlight it is a Lorent-
zian function of Re εno (not of λ)
σabs(λ) = 3pi
2εm
D3
λ
Im εno
(Re εno + 2εm)2 + (Im εno)2
(1.12)
xvi Surface damping is an additional non-radiative relaxation mechanism not ac-
counted for by the bulk ε. It corresponds to collisions of the electrons against
the material boundaries, and is therefore important for nos having a size
comparable to or smaller than the electron mean free path (approximately
40nm in gold). Molecules chemically adsorbed to the no surface can also
contribute to line broadening with chemical interface damping.
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with peak value σabs(λlspr) ∝
[
Im εno(λlspr)
]−1 and full width
at half maximum fwhm = 2 Im εno(λlspr). Radiative damping
corresponds instead to elastic scattering of the incident light,
and dominates for large nos; conversely, it is not included
in a dipole limit treatment, and indeed does not appear in
eq . (1.12). In summary, Re εno determines the spectral position
of the lspr, while Im εno rules its peak amplitude and width.
Some examples of lsprs in metal nps are presented
in fig . 1.3. The gold nanosphere (gns) in fig . 1.3c has
λlspr = 530nm, in good agreement with a prediction based
on the Fröhlich condition, see fig . 1.2a. The non-resonant ex-
tinction on the short wavelength side of the lspr is due to the
interband absorption discussed above. The absorption of blue
and green light by small gnss results in a preferential trans-
mission of longer wavelengths by colloidal solutions, thereby
giving rise to the ruby tint observed by Faraday. gnss are
known to display often irregular shapes as in fig . 6.5c; here a
slight ellipticity brings about a sizeable optical anisotropy.
In comparison to the gns in fig . 1.3c, the silver nanospheres
in fig . 1.3a have a much sharper lspr: σext/σgeo = 14 for the
D = 30nm one, whereas for the gns this value is only 3.6. This
stems from the exceptionally low non-radiative damping of sil-
ver (Im εAg(λlspr) ' 0.2 against Im εAu(λlspr) ' 2, see fig . 1.2d
and c) which endows it with the most pronounced plasmonic
features amongst metals in the near ir–vis range. However, sil-
ver is easily oxidized; and indeed in fig . 1.3a the 30nm red-
shift of λlspr with respect to the solution peak suggests the
individual np has somehow degraded after deposition. In con-
trast, the extraordinary chemical stability of gold against oxid-
ation and corrosion means gold nos are inert and non-toxic for
biological tissues. For this reason, albeit alternative plasmonic
materials are increasingly investigated, gold is still by far the
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figure 1.3: Absolute extinction spectra σext(λ0) of individual metal
nps in an unspecified dielectric environment. (a) Silver spheres of
diameter D = 30nm (circles) and D = 21nm (squares). (b) Gold rods
of aspect ratio (ar) 2.5, 3.0, and 4.0 with increasing lspr wavelength.
(c) A slightly elliptical gold np with long and short axis 50nm (circles)
and 46nm (triangles). (d) A gold rod of length 20.5nm and ar = 2;
(inset) excitation polarization dependence at 630nm. The spectra
were acquired under linearly polarized illumination with orientation:
(a) irrelevant; (b) along the rod; (c,d) along the long (circles) and short
(triangles) np axis. Solid lines are fits with: (a,b) A Lorentzian func-
tion like eq . (1.12), (c) an analytical model for an ellipsoid in the
dipole limit, or (d) numerical simulations. The dotted line in (a) and
(b) is the normalized extinction spectrum of the colloidal solution.
Reproduced with permission from Crut et al.20 © 2014 The Royal
Society of Chemistry.
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most popular; and the synthesis and applications of gold nps
nowadays almost stand as a field on their own.21
In addition to material properties, the lspr depends largely
on the shape and size of the no. Moreover, non-spherical nos
support multiple lsprs, or plasmonic modes, and as the sym-
metry is reduced, their frequency degeneracy is lifted, so that
less regular shapes correspond to more complex scattering and
absorption spectra. We emphasize that eq . (1.10) refers spe-
cifically to a sphere of D λ and, although the considerations
made so far are qualitatively valid in general, a different form
of the Fröhlich condition holds for other nos. Nonetheless, as
discussed in sec . 1.1, analytical theories are limited to simple
shapes, and to compute the plasmonic modes of a given geo-
metry one often has to resort to numerical simulations.
Elongated nps provide an example of shape dependence
which is very relevant for applications too. A prolate rotation
ellipsoid of length L and diameter D in the electrostatic limit
(L  λ) can be treated analytically by means of a generalized
form of Rayleigh’s calculations,2 and is found to support a
transverse (⊥) and a longitudinal (‖) mode, which can be se-
lectively excited by Eexc polarized respectively across or along
the long axis of the ellipsoid. These two modes are visible in
fig . 1.3d for a gold nanorod (gnr). In the electrostatic limit λ⊥
is fixed and coincides with the lspr of a sphere, which is the
limiting case where the two modes are degenerate. λ‖ on the
other hand depends linearly on the aspect ratio ar = L/D of
the np; using an experimental dataset15 for εAu(λ0) Link et al.22
provided the fitting formula
λ‖[nm] = (53.7ar− 42.3)εm + 495. (1.13)
Such a redshift of λ‖ as the ar increases is observed experi-
mentally in fig . 1.3c. As the lspr redshifts, it becomes sharper
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figure 1.4: (a) Side length and (b) plasmon length Lp of the dipolar
plasmonic mode for various np shapes. (c) Peak energy and (d) fwhm
of the lspr as a function of Lp for the shapes in (b). Reproduced with
permission from Ringe et al.23 © 2012 American Chemical Society.
inasmuch as it experiences a lower damping: As can be seen in
fig . 1.2c, Im εAu has a minimum at about 700nm.
In the electrostatic approximation, the natural unit of length
of the problem, namely λ, is obliterated, and therefore the plas-
monic modes depend only on the shape of the no, but not on its
absolute size. Nevertheless, for nos having size D & λ/10 the
electrostatic approximation becomes increasingly crude, and
substantial size effects are observed. The most physically sound
quantity to parametrize the size dependence and meaningfully
compare different np shapes is the plasmon length Lp, defined23
as the distance between regions of opposite charge created by
Eexc, see fig . 1.4b. Now, due to the finiteness of the speed
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of light, charges at one end of the no react to changes at the
opposite end with a phase difference of approximately kLp,
and thus the oscillation period increases as a result of such
delayed response.24,xvii This simple argument predicts a linear
redshift of λlspr as Lp increases, which is compatible with the
experimental data in fig . 1.4c. The increase of radiative damp-
ing, which dominates over non-radiative losses for large nos,
brings about a broadening of the lspr that is also roughly pro-
portional to Lp in this size range, see fig . 1.4d. In fact, Far-
aday observed blue and violet hues in some of its colloids,
and interpreted them correctly as due to a different degrees of
chemically-induced aggregation between the nps.10 The origin
of those colours is now clear: The lspr of a large no such as an
aggregate is shifted towards the ir, so that the red part of the
vis spectrum is absorbed and the remaining blue components
are preferentially transmitted.
nos can support high order resonant modes, correspond-
ing to a more complex distribution of the polarization charges,
such as quadrupole (l = 2), hexapole (l = 3),. . . Multipolar
resonances occur at higher energy with respect to the dipolar
mode (l = 1), and are generally narrower due to a reduced
radiative broadening. However, since they require more nodes
in the charge distribution, they can only be excited when Eexc
varies significantly over the no volume. Therefore, the dipolar
mode rules the response of small nos — in the dipole limit, in-
deed — whereas spectra of larger nos feature increasing con-
tributions from multipolar modes. fig . 1.5 exemplifies this be-
haviour for a spherical np in water: The quadrupolar mode
takes over the dipolar mode for D > 180nm and the lspr peak
correspondingly flattens into a much broader plasmonic band,
xvii Hence the size dependence is also referred to as a retardation effect.
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figure 1.5: Normalized extinction spectra σext(λ0) of a gns in wa-
ter computed for a varying diameter D. The three plasmonic modes
with l = 1, 2, 3 are highlighted. Reproduced with permission from
Myroshnychenko et al.24 © 2008 The Royal Society of Chemistry.
thereby bridging the nanoscopic resonant behaviour to the mac-
roscopic non-resonant response.
1.3 nano-objects close to a planar interface
In the previous section we discussed how εm affects the lspr,
but limited ourselves to the simple case of a homogeneous
optical environment. To produce it experimentally one can to
cover the no with a fluid matching the refractive index of the
substrate, embed it in a solid matrix, or suspend it within an
optical trap. Nevertheless, a planar interface in the vicinity of
the no is commonly encountered in microscopy experiments
as well as in plasmonic devices. For instance, lithographic nos
are fabricated directly on a substrate, and metal colloids are
typically dropcast onto a glass slide for imaging purposes.
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The electromagnetic response of a no close to a planar inter-
face can be computed through the multipole expansion method
(also known as generalized Mie theory), which consists in ex-
panding the electromagnetic fields on the basis of vector spher-
ical harmonics, whose expansion coefficients are obtained by
imposing the appropriate boundary conditions at the material
interfaces.25,26 Lermé et al.27 reported an extensive presenta-
tion of the method along with a systematic collection of the
ocs spectra of a sphere on a substrate as a function of the
parameters of the system. Even though the codes implement-
ing the multipole expansion method are orders of magnitude
faster than a brute-force numerical solution of Maxwell’s equa-
tion, they are not nearly as flexible when it comes to modify
the geometry of the system; and for this very reason they are
less popular among experimentalists.
A simpler analytical description can be drawn within the
electrostatic approximation and, albeit potentially less accur-
ate, it comes handy in many circumstances. In this limit, and
regardless of the no shape, a plasmonic mode is described as
an electric dipole oscillating at the frequency of Eexc and ori-
ented along the plasmon length as in fig . 1.4b. The radiation
of a dipole close to a planar interface has been studied first
by Sommerfeld28 in 1909, in relation to the transmission of ra-
dio waves along the Earth surface. The problem requires that
the contours of constant phase match at the interface, while
the phase velocities normal to the interface differ in the two
media. Only the excitation of evanescent modes in both me-
dia along with the propagating ones make it possible to satisfy
the boundary conditions. A rigorous analytical solution for a
dipole having arbitrary distance and orientation with respect
to the interface has been published by Lukosz and Kunz,29–32
including in particular the angular distribution of the power
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radiated in the ff. A complete derivation of these results is re-
ported by Novotny and Hecht33 (§10).
In electrostatics, E inside a given region of interest V is de-
termined uniquely by the charges contained therein and the
value of the electric potential φ at its boundary ∂V .xviii By al-
tering the charges and materials specifications outside V one
can thus formulate an equivalent problem, whose solution inside
V (but not outside) will correspond to the original problem
so long as φ
∣∣
∂V
is left unchanged. An easier equivalent prob-
lem is often obtained by adding fictitious point charges outside
V in order to simplify the materials specification, e. g. so to
have ε = εV everywhere. These are called image charges because
the prototypical problem of a charge in front of a planar in-
terface (dielectric or conducting) is reduced to a homogeneous
medium by adding an opposite charge in the symmetric posi-
tion with respect to the interface.
The image charge method can be thus applied straightfor-
wardly to the case of a no close to a planar interface24 and
provide an intuitive picture of how the lsprs are affected.34
Specifically, in the dipole limit, the substrate (medium 1) may
be replaced by an image dipole so that (only in medium 2, where
the no is placed) the no–substrate system resembles a dimer as
depicted in fig . 1.6. The amplitudes of the image dipole and
the physical dipole are proportional via33
p
‖
im = −
ε1 − ε2
ε1 + ε2
p
‖
ph and p
⊥
im = +
ε1 − ε2
ε1 + ε2
p⊥ph (1.14)
where the dipoles have been decomposed into their compon-
ents ‖ and ⊥ to the interface. Often the symmetry of the prob-
lem dictates the existence of modes oriented either ‖ or ⊥ to
xviii Formally, this statement is the Uniqueness theorem for Poisson’s equation
with Dirichlet boundary conditions.
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figure 1.6: Image charge
method applied to a no close
to a planar interface. The phys-
ical dipole (medium 2) and the
image dipole (medium 1) have
symmetric positions with re-
spect to the interface; their rel-
ative orientation represents the
case ε1 > ε2. The exciting field
Eexc is (a) parallel, or (b) per-
pendicular to the interface.
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the interface. For instance, in the case of a sphere the sym-
metry breaking due to the presence of the interface lifts the
degeneracy of the isotropic mode, which is split into a doubly-
degenerate planar mode and a linear mode, respectively ‖ and
⊥ to the interface. Although in the following we explicitly refer
to ‖ and ⊥ modes, analogous considerations apply for a mode
of arbitrary orientation.
Let us assume ε1 > ε2, corresponding to the orientation of
the image dipoles in fig . 1.6. The effect of the substrate is equi-
valent to the electrostatic interaction between the physical and
the image dipole. In particular, for both orientations of Eexc
in fig . 1.6 regions of opposite charge are brought closer: The
ensuing attractive interaction brings about an energetically ad-
vantageous configuration, and a redshift of the no–substrate
resonances with respect to the lspr in a homogeneous ε2 me-
dium.xix Note that for the ⊥ mode the regions of opposite
charge are closer, so that the coupling with the image (i. e. the
substrate) is stronger, and the redshift larger with respect to the
‖ mode, to an extent depending on the specific geometry con-
xix According to eq . (1.14), for ε1 < ε2 the image dipole orientation is reversed,
and the modes are blueshifted instead.
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sidered. According to eq . (1.14), the higher the dielectric mis-
match, the stronger the no image and, consequently, the larger
the splitting between the otherwise degenerate sphere modes.
For interfaces with relatively low mismatch, such as air/glass,
the mode splitting is often smaller than their linewidth, result-
ing in a broadened peak rather than a doublet.
The image charge method can be used to compute an effect-
ive background permittivity εeff of a homogeneous medium re-
placing the interface as the no environment.35 Note that εeff
depends on the orientation of the mode considered, thereby
being able to predict the substrate-induced mode splitting. Al-
beit approximate, the effective medium approach is quite pop-
ular, because it predicts in an elementary way the redshift of
the lsprs stemming from no–substrate interactions. However,
other important properties of the no–substrate system — such
as the absolute amplitude of the ocs, or the angular distribu-
tion of the scattered power — cannot be addressed within the
frame of this description.
1.4 transmission and reflection
at a planar dielectric interface
In order to measure and model the ocs of nos, a description
of the microscope illumination as an incoherent superposition
of plane waves is developed in this thesis — particularly in
sec . 3.1.1. The transmission and reflection of a plane wave
at an planar interface must be included in the description for
dealing with the case of a no on a substrate discussed in the
previous section. This topic is extensively covered in most
textbooks of optics, for instance by Hecht36 (§4.6). Therefore, in
this section we will limit ourselves to recapitulate the main fea-
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tures of the system’s behaviour and introduce some concepts
and formulas we will refer to in the following.
The geometry of the problem is drawn in fig . 1.7. A planar
interface z = 0 separates two media of refractive index n1 and
n2. In this thesis, we assume these are non-absorbing (n1, n2 ∈
R) and non-magnetic (µ1 = µ2 = µ0). The incident (subscript
i) wavefront is split at the interface into a transmitted (t) and a
reflected (r) wave. The propagation direction k̂ of these waves
is identified via a polar angle θ and and azimuthal angle ϕ.
The polar angles are related through the law of specular reflec-
tion θr = pi − θi and Snell’s law n1 sin θi = n2 sin θt. As for
the azimuthal angles, the planar nature of the problem implies
ϕi = ϕr = ϕt. The longitudinal plane ϕ = ϕi represented in
fig . 1.7 is named plane of incidence. The directions parallel (p)
and perpendicular (s) to the plane of incidence ϕ = ϕi form
the most convenient basis to decompose E, because the p and s
components preserve their polarization upon transmission and
reflection.
figure 1.7: Transmission and
reflection of a plane wave at a
planar dielectric interface z = 0.
n1 and n2 are the real refract-
ive indices of the two media. k
and θ are the direction and po-
lar angle of propagation of the
incident (subscript i), transmit-
ted (t), and reflected (r) wave.
θi 
n2 
𝐤i 
θt 
θr 
𝐤t 
𝐤r 
z 
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The dynamic properties of transmission and reflection are
expressed by the Fresnel coefficients for p and s polarization,
defined as field amplitude ratios
tp ≡
Et,p
Ei,p
=
2n1 cos θi
n2 cos θi +n1 cos θt
, rp ≡
Er,p
Ei,p
=
n2
n1
tp − 1,
(1.15p)
ts ≡ Et,s
Ei,s
=
2n1 cos θi
n1 cos θi +n2 cos θt
, rs ≡ Er,s
Ei,s
= ts − 1. (1.15s)
The derivation of eq . (1.15) relies on the continuity at the inter-
face of E‖ and B⊥ see for instance Hecht36 (§4.6.2). The transmit-
tance T and reflectance R are defined respectively as the fraction
of the incident power transmitted and reflected by the interface
to the ff. Their expression in terms of the amplitude coeffi-
cients is readily found using the expression for the intensity of
a plane wave I = 12nc0ε0|E|
2
T ≡ Pt
Pi
=
n2 cos θt
n1 cos θi
|t|2, R ≡ Pr
Pi
= |r|2 (1.16)
where the cosine ratio accounts for the variation of the transmit-
ted beam section. Energy conservation translates to T + R = 1:
Since we are considering non absorbing media, the incident
light can be either transmitted or reflected. The coefficients
(1.15) and (1.16) are shown in fig . 1.8 as functions of θi for an
air/glass (left panels) and a glass/air (right panels) interface.
Let us comment first on the ff coefficients in fig . 1.8e,f. For
large angles of incidence T drops to 0, and any interface be-
comes highly reflective: In practice, one can verify that a win-
dow or a puddle looked at a grazing incidence acts like a mir-
ror. Two notable values of θi, namely θb and θc, are indicated by
vertical grey lines. The Brewster’s angle θb = arctan (n2/n1) is in-
dicated by a downward arrow and has the property Tp(θb) = 1,
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figure 1.8: Fresnel coefficients t and r, and transmittance T as a
function of the angle of incidence θi for the p (green) and s (pink)
polarization components. In (f) the characteristic decay length δ of
the evanescent wave is computed via eq . (1.17) at λ0 = 500nm. The
Brewster’s angle θb and the critical angle θc are indicated by a vertical
arrow and a dashed line respectively.
(a,c,e) Air/glass interface n1 = 1.00, n2 = 1.52, θb = 56.7°.
(b,d,f) Glass/air interface n1 = 1.52, n2 = 1.00, θb = 33.3°, θc = 41.1°.
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implying that the light reflected at θi = θb is completely s-
polarized. Mathematically, θb is the solutionxx of rp(θi) = 0.
Geometrically, it corresponds to the condition θi + θt = pi/2,
or equivalently kr ‖ Et,p: The microscopic dipoles induced in
medium 2, which are the source of the reflected wave, do not
radiate along kr.
The critical angle θc = arcsin (n2/n1) is indicated by a vertical
dashed line in fig . 1.8f and only exists for n1 > n2, i. e. when
θt > θi. It corresponds to grazing transmission (θt = pi/2) and
for θi > θc one has T = 0: All light is reflected back into the
optically denser medium and therefore this regime is named
total internal reflection (tir). In the tir regime, Snell’s law im-
plies sin θt = n1n2 sin θi > 1, which cannot be fulfilled by a real
value of θt. Indeed, cos θt = i
√
sin2 θt − 1 is imaginary, and so
is kt,z = −n2k0 cos θt.xxi This means that the propagation term
eikt·r of the transmitted fieldxxii contains now a real exponential
Et(z) ∝ ez/δ: Such an electric field decaying exponentially for
z < 0 is usually called evanescent wave. The characteristic decay
length δ of the evanescent field
δ(θi) = −
i
kt,z
=
λ0
2pi
(
n21 sin
2 θi −n
2
2
)−1/2 (1.17)
is plotted in fig . 1.8f for λ0 = 500nm.
Let us finally comment on the Fresnel coefficients plotted in
fig . 1.8, panels a to d. Unlike T and R, t and r are complex num-
bers, and their argument is the phase shift at z = 0 of Et and
xx Other solutions outside the physical domain θi ∈ [0,pi/2] are discarded.
xxi When taking the square root of cos2 θt = 1− sin2 θt we discarded the negat-
ive solution. In fact, an opposite sign of kt,z corresponds to Et exponentially
increasing away from the interface — namely δ < 0, see eq . (1.17) below.
This is incompatible with the boundary conditions imposed, prescribing no
incoming field from the side of medium 2.
xxii We will derive the explicit field expressions later on, see eq . (3.2).
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Er with respect to Ei.xxiii As shown in fig . 1.8a,b, Et is always
in phase with Ei except in the tir region, where it drifts pro-
gressively out of phase. On the other hand, Er is in antiphase
with Ei in a wide range of θi values, and arg (rp) displays a pi
jump at θi = θb, see fig . 1.8c,d. Interestingly, |t| > 1 close to
θc in fig . 1.8b: Albeit in the tir regime no transmitted wave
propagates to the ff (T = 0), and the net energy flux across the
interface is null, just below the interface the amplitude Et of the
evanescent wave is almost three times larger than Ei.xxiv
xxiii By definition, two p-polarized fields are in (anti)phase when their compon-
ents perpendicular to the interface are (anti)parallel.
xxiv tir fluorescence microscopy (tirfm) relies on this very observation.
2
T E C H N O L O G I C A L A P P L I C AT I O N S A N D
E X P E R I M E N TA L T E C H N I Q U E S
The bright colours of metal colloids were highly prized already
by ancient civilizations,i who employed them for their artistic
endeavours, as testified by the vivid blue paint of Maya
frescoes37 as well as by numerous examples of Chinese por-
celains, Roman mosaics, and Japanese glassware.38 The most
illustrious among these artefacts is probably the Roman chalice
in fig . 2.1 known as Lycurgus Cup from the mythological
subject carved on its exterior. The Cup displays a marked
dichroism, appearing red when lit from behind and green
under frontal illumination. This effect is produced by nps of
a silver–gold alloy about 50nm in size dispersed throughout
the glass matrix.39 These nps absorb and scatter light to a
similar extent, and their lspr falls in the green region of the
spectrum, so that transmitted (i. e., non-absorbed) light is red
and reflected (i. e. scattered) light is green.
Although practical recipes to create brightly-coloured paints
and stained glass have been known for a long time, modern sci-
entists obviously yearn for a much finer degree of control, res-
ulting in countless applications of nos being proposed, demon-
strated, and refined since the outburst of nanotechnology a few
decades ago, with several having already made their way into
the market. Moreover, a detailed understanding of the phys-
ical mechanisms underpinning the optical properties of nos,
joint to the steady advancements in the related synthesis and
i Louis and Pluchery21 (§1) provide an extensive overview of the use of gold
nps throughout history.
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figure 2.1: The Lycurgus cup is an example of use of the chromatic
properties of metal colloids for artistic purposes. It is currently on
display at the British Museum in London. Image downloaded from
the Museum website, free for non-commercial use.
fabrication techniques, means nowadays we strive to produce
nos having properties tailored in view of a specific application.
Leaving aside the myriad applications exploiting the mechan-
ical and chemical properties of nos, or their catalytic activity,
in the following section we will focus on how the optical prop-
erties of metal nos can be put to best use.
2.1 selected applications
Plasmonic nos offer large potentiality for moulding the flow of
light at the nanoscale. Similarly to the antennas widely used in
communications to send and receive radio signals, nos allow
to effectively couple near field (nf) to far field (ff), that is, in-
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tercept propagating radiation and confine it, or conversely pick
up a local signal and emit it. However, since the resonant fre-
quency increases for smaller sizes, these nano-antennas operate
in the vis range rather than at radio frequencies.40,41 For in-
stance, simple dipole nano-antennas are capable of amplifying
the signal generated by an emitter placed in the nf,42 as well
as controlling the directionality of the emission to the ff.43
A well-known effect in the electrostatics of metals, some-
times called lighting rod effect, is the accumulation of free sur-
face charges at sharp spatial features, bringing about an in-
crease of E in the vicinity of the surface. With their nanometric
radius of curvature, metal nos originate a large local enhance-
ment of E, which is further boosted by plasmonic resonances.44
For instance, the fluorescence of a single molecule placed inside
the gap of a “bowtie” dimer displays a 1000-fold enhancement
under resonant excitation of the dipolar plasmonic mode.45
Owing to their ability to confine light to a small volume, metal
nos are often described as a nanoscale equivalent to dielectric
lenses46 — which essentially is a slightly different take on the
aforementioned nano-antenna concept. fig . 2.2 shows how the
lspr of a metal sphere concentrates the flow of light, providing
the simplest example of a nano-lens. Now, traditional lenses are
figure 2.2: An Al sphere in
the dipole limit is illuminated
by a plane wave resonant to its
lspr at λlspr = 148nm in va-
cuum. The oriented lines rep-
resent the energy flux Sexc +
Sext, i. e. excluding the scat-
tered component, see p. 10.
From Bohren and Huffman2
© 1998 Wiley-vch Verlag.
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placed in the ff with respect to the focus, resulting in a focal
spot limited in size by diffraction to & λ/2. Plasmonic nos, con-
versely, concentrate light in the nf and thus are bound by no
fundamental principles barring the ultimate atomic structure
of matter. On the other hand, metal resonators are character-
ized by much higher losses than their dielectric counterparts,
meaning lower quality factors Q ≡ λres/fwhm are obtained: In
practice Qmet . 102 against Qdiel . 106.
It is worth emphasizing that nos retain as well most of
the features of bulk metals, including a large electrical and
thermal conductivity, a good mechanical and thermal sta-
bility, and a high catalytic activity enhanced by their large
surface-to-volume ratio. On top of that, metal nos offer an
extensively tuneable optical response (see sec . 1.2) and can
be miniaturized down to a few nm using available growth
and fabrication techniques, so that the possibilities for device
design are virtually countless. Having briefly highlighted the
key advantages offered by metal nos for light manipulation at
the nanoscale, we will henceforth narrow down our review to
a few, highly relevant application of metal nps; further reading
on the applications of metal nos in photonics is contained in
previously cited books and reviews.4,6,11–14,21,41,44,47
photothermal therapy Owing to their low cytotoxicity
and ease of chemical functionalization, gold nps gained much
attention within the steadily-rising field of nano-medicine both
as intrinsic drug agents and as drug delivery vehicles.48 In
particular, the potentialities for an efficient light-to-heat con-
version with a high degree of spatial and temporal control
renders gold nps ideal photosensitizer elements for photo-
thermal therapy (pt) — i. e. the destruction of tumoral tissues
using hyperthermia.49
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In pt, the nps are first chemically functionalized so to facil-
itate specific binding and uptake by cancer cells. The colloid
is then injected into the sample/patient and within a few
hours nps accumulate inside the tumoral cells. Afterwards, the
tumour region is irradiated (typically by a continuous-wave
laser source having intensity ∼W/cm2, low enough not to
damage healthy tissues) resonantly with the lspr of the nps
which, thanks to their large σabs, are effectively heated. The
large surface-to-volume ratio characterizing nos guarantees
they cool efficiently rather than reshape or melt altogether;
thereby heat is released locally in a controlled way, selectively
killing the malignant cells.ii
The nps used in pt must satisfy two essential require-
ments: (i) they must have a large absorption quantum yield
Yabs = σabs/σexc; and (ii) their lspr must fall within the (par-
tial) transparency window (700nm to 1000nm) of biological
tissue to allow excitation from an external source.iii By putting
together eq . (1.2), eq . (1.7), and eq . (1.8) one finds Yabs ∝ D−3
so that the condition (i) is fulfilled by small nps, which are
also more easily internalized by cells via endocytosis. As for
(ii), elongated nps are perhaps the most common choice:50
eq . (1.13) indicates that the lspr of an ellipsoid can be tuned
from the green (ar = 1) to the near ir by increasing its ar. pt
has proven successful on mice as early as 2004,51 and clinical
trials on humans have been performed too.52
energy harvesting Several applications of metal nps
have been explored for devices harvesting solar energy, such
as photovoltaic cells, thermal collectors, and photocatalytic
systems. For instance, plasmonic energy conversion relies on
ii Incidentally, the whole process reminds a bit the idea of “swallowing the
surgeon” put forward by Feynman in his talk mentioned in the opening.1
iii Alternatively, an optical fibre can be used to perform pt on deep tumours.
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the sizeable emission of hot electrons (photoelectric effect)
following the decay of a lspr excitation, which can be collected
to generate a photocurrent.53 On the other hand, metal nps
have also demonstrated the capability to improve the per-
formance of conventional photovoltaic devices, namely, those
based on electron–hole separation upon absorption of light by
semiconducting materials.54
The thickness of the semiconducting absorbing layer is a
critical parameter in solar cell design. One would like to re-
duce it as much as possible, to cut down costs and improve
the efficiency. In fact, an optimum performance is achieved
when the material thickness is much smaller than the aver-
age diffusion length of the minority carriers, so that radiative
electron–hole recombination is minimized. However, silicon —
by far the cheapest and most used semiconductor for commer-
cial photovoltaics — displays poor absorbance of the 600nm to
1100nm spectral range. Consequently, in order to collect most
of the solar emission, an optically-thick absorption layer must
be used, typically about 200µm in conventional wafer-based
crystalline silicon solar cells.
Metal nps can improve the absorption efficiency of the semi-
conductor layer, thus permitting to reduce its thickness. A pos-
sible design, proposed first by Stuart and Hall,55 is illustrated
in fig . 2.3a. The nps placed on the front surface of the cell
strongly scatter the plane wavefront of sunlight, and thus redis-
tribute it over a larger angular range, effectively increasing the
optical path length in the absorbing layer. As will be shown be-
low (see fig . 5.1) a dipole close to a dielectric interface radiates
preferentially towards the denser medium, so that power losses
by back-scattering here are negligible. A metallic rear reflector
and multiple scattering events further increase light trapping
within the semiconductor layer. An alternative concept presen-
ted in fig . 2.3b exploits instead the local field enhancement by
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(a) (b)
figure 2.3: Design concepts for improving the absorption efficiency
of solar cells using metal nps. The blue and orange layers represent
the p- and n-doped semiconductors. (a) The nps at the front of the
cell redistribute the impinging light (arrows) over a larger angle by
scattering. Multiple scattering events and a metallic rear reflector res-
ult in additional light trapping. (b) The field enhancement close to
the surface of nps placed at the junction boost the photocarrier gen-
eration. Reproduced with permission from Atwater and Polman54
© 2010 Macmillan Publishers Ltd.
the nps to boost the photocarrier generation in proximity of the
junction where collection occurs.
In both designs, an efficient energy conversion to electricity
is achieved when the power is absorbed by the semiconductor,
rather than dissipated in the metal through Ohmic losses.
Therefore in the first scheme, where the impinging light is
redistributed via scattering, the nps should have a large scat-
tering quantum yield Ysca = σsca/σexc. Conversely in the second
scheme, where nps act as antennas, i. e. capturing the propagat-
ing electromagnetic energy, a large Yabs is required. Thus, in
order to minimize parasitic losses in the metal, absorption in
the semiconductor must occur on a timescale shorter than the
plasmon decay time,iv typically 10 fs to 50 fs.
iv For Yabs  Ysca the plasmon lifetime is limited by non-radiative processes.
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plasmonic sensing Metal nps are largely employed for
chemical and biological sensing,56 notably in the biomedical
field for in vitro diagnostics.48 Amongst the numerous sens-
ing methods available, we will describe the principle of a few
schemes based on lsprs. Typically, the np surface is functional-
ized (e. g. with an antibody) to bind to a target analyte, such as
a hormone or an enzyme. In a simple, qualitative assay a cer-
tain region of the sensitive element — say, a stripe of paper —
is also functionalized to bind to the same analyte, and thus in
its presence the nps accumulate in the functionalized region as
they are flushed along the stripe. The appearance of the colour
due to the lspr indicates therefore a positive result of the assay.
For instance, the red tint observed in commercial pregnancy
tests is the very same as Faraday’s ruby fluid (fig . 1.1), being
due to the lspr of small gold nps.
A more elaborate sensing scheme exploits the dependence
of the lspr on its immediate dielectric environment,57 see
eq . (1.10). This concept provides a rapid response and is
label-free, in the sense that under ideal conditions the signal
is only due to the presence of the target analyte. In contrast,
the vast majority of biological sensing techniques, such as im-
munoassays, use two or more antibodies carrying a label (e. g.
a fluorescent molecule or a radioisotope) which produce the
observed signal upon binding to the target. Nonetheless, the
presence of labels can affect the interactions to be studied, so
whenever possible label-free techniques should be preferred.
As the sensed species usually are optically denser than the
buffer medium (e. g. aqueous solution), and for metals Re ε in-
creases with λ0 in the lspr region (see fig . 1.2), the presence of
an analyte adsorbed to the np surface is revealed by a red shift
of the lspr.v By constructing a calibration curve of the lspr
v The lspr can be affected via other mechanisms in addition to the permit-
tivity, thus expanding the scope of plasmonic sensing to a wider range of
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shift as a function of the analyte concentration, this scheme can
yield quantitative results. A different functionalization of vari-
ous regions of the sensitive element permits to test multiple
species at the same time. The sensitivity of a plasmonic sensor
can be quantified by a figure of merit defined as
fom ≡ dλlspr
dnm
fwhm−1lspr (2.1)
Systematic research, performed in particular by the group lead
by M. El-Sayed, has demonstrated that, in terms of sensitivity,
rods are better than spheres, silver nps are better than gold
ones, and large nps are better than small ones. More recently,
Fano resonances have been proposed for ultra-sensitive plas-
monic sensing by virtue of their steep dispersion profiles.59
Being the field enhancement limited to the immediate vicin-
ity (. 10nm) of the metal surface, sensing based on individual
nps provides access with ff optical techniques to information
on the local environment with a spatial resolution much below
the ∼ λ/2 diffraction limit. Moreover, single nos make more ac-
curate sensors than ensembles, since fwhmlspr in eq . (2.1) does
not suffer from inhomogeneous broadening due to size dis-
persity.vi Single-no plasmonic sensing has been demonstrated
capable of detecting biomolecules with high sensitivity and se-
lectivity, investigating the kinetics of chemical and electrochem-
ical reactions, and monitoring in situ and in real time biological
processes in living cells.60 However, as will be discussed in
sec . 2.2, single-no techniques require more complex set-ups
phenomena. For instance, when the lspr of the no (donor) overlaps with
the absorption spectra of an adsorbed molecule (acceptor), the resonant en-
ergy transfer is observed as a quenching dip in the lspr spectrum, because
the donor provides a channel competing with the radiative decay.58
vi The dotted lines in fig . 1.3a,b provide two examples of inhomogeneously
broadened ensemble spectra.
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in comparison to the uv/vis spectroscopy used for ensemble
measurements, and thus the aforementioned applications have
been so far confined to research environments.
Similarly to the case of the image dipole discussed in
sec . 1.3,vii the dipolar plasmonic mode of a dimer is polarized
along the np separation as in fig . 1.6b and redshifted with
respect to the lspr of each individual np.61 The increasing
lspr shift as the dimer gap is reduced can be used to monitor
with nanometric accuracy changes of the conformation of a
single molecule acting as a spacer element between the two
nps.48,62 Our group has proposed the phase of a four-wave
mixing (4wm) signal as an alternative observable to monitor
the interparticle distance63 in such plasmon ruler scheme.
labels for imaging In optical microscopy, staining is a
routinely used procedure to enhance the contrast of images
and highlight specific structures. However, conventional labels
suffer from several limitations: They bleach (fluorophores),
blink (quantum dots), are cytotoxic (radioisotopes, quantum
dots), and in general can perturb the biological processes one
wants to investigate. Metal nps — and particularly gold ones
— on the other hand are highly biocompatible, photostable,viii
and are believed not to interfere with biological processes,
thus standing as ideal candidates for cell labelling and in vivo
imaging.47,48 The nps can be visualized via various optical
vii Although the mechanism of mode hybridization is the same described in
the case of the image dipole, additional modes are present in a dimer, but
not all modes are radiatively active. In particular, modes with a null net
dipole moment, such as the quadrupolar mode in fig . 1.6a, do not couple
to radiation in the dipole limit and are therefore named dark modes. The
dipolar mode polarized across the np separation is active instead, and is
blueshifted with respect to the lspr of each individual np.
viii The gold colloids prepared by M. Faraday are still optically active more
than 150 years after their synthesis, see fig . 1.1.
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processes; let use briefly review the most common imaging
modalities.
The simplest option is possibly to address elastic scattering
using the darkfield microscopy technique described in sec . 2.2.2.
The previously cited work from Huang et al.50 demonstrates
that gnrs can be functionalized to have high affinity for ma-
lignant cancer cells and scatter in the near ir spectral window
where the attenuation from biological tissues is low. This ap-
proach relies on the large σsca of metal nps at the lspr to make
them visible over the diffuse scattering originated by the nu-
merous cellular structures and corpuscles. Since σsca ∝ D6 ac-
cording to eq . (1.7), relatively large nps are required, say at
least 30nm in size. Other detection methods in use, such as the
photothermal and photoacoustic imaging, rely instead on σabs.48
Nonetheless, the laser-induced heating of the target (mediated
by the nps) may alter the biochemistry of the cell and is there-
fore a major drawback of these techniques.
Amongst elements and simple compounds, metals have very
large values of χ(3), see Boyd64 (§4.2).ix This suggests metal
nps can be imaged with high contrast when a 4wm (i. e. third-
order) process is observed.65 Moreover, nonlinear imaging has
intrinsic 3d resolution and is free from any linear fluorescence
and scattering background whenever the signal has higher fre-
quency than all other fields involved. Various processes permit
detection at the single np level and have been proposed as ima-
ging modalities, including two photon fluorescence66 and third
harmonic generation.67 In particular, our group developed a de-
generate, collinear 4wm schemex triply-resonant with the lspr
of small gold nps.68 Rejection of elastically-scattered laser light
ix The crystal structure of plasmonic metals (fcc) has inversion symmetry19
and thus second-order processes are forbidden in the bulk.64
x This specific 4wm process is in fact a pump–probe scheme and is also known
in literature as transient absorption spectroscopy.
42 applications and techniques
along with all incoherent background components is achieved
with a phase-sensitive interferometric detection scheme similar
to the one described on p. 107, which picks up exclusively the
coherent 4wm signal. fig . 2.4 displays a high spatial correl-
ation between fluorescence and 4wm signal, while the latter
provides a better contrast being free from scattering and auto-
fluorescence background. Recently, a more sophisticated ver-
sion of the same technique was proven capable of background-
free 3d localization of individual gold nps with nanometric ac-
curacy (better than 20nm in plane and 1nm axially) on a 1ms
time scale using single-point acquisition (i. e. without raster
scanning), thereby demonstrating its potential for monitoring
in real time single-particle trafficking inside complex cellular
environments.69
figure 2.4: A HepG2 cell where the Golgi apparatus is stained with
Alexa488 fluorophore and 5nm gold nps. (c) Overlay of phase con-
trast and epifluorescence images. (d,e) 4wm intensity images of the
Golgi region identified by the dashed frame in (a). The xy (d) and
yz (e) planes intersect at the dashed line. (d) and (e) share the same
spatial scale and normalized linear colour scale. Reproduced with
permission from Masia et al.68 © 2009 Optical Society of America.
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2.2 single-nano-object experimental techniques
In the previous section we have described several applications
of metal nos, and highlighted how their performance can be
optimized relying on a precise knowledge of σsca and σabs — in
terms of both their spectral dispersion and absolute amplitude.
Now, the sensitive dependence of the ocs on the geometry
of the no and its local environment provides on one hand
large potential for tailoring the optical properties in view of
a specific application, but implies as well that ensemble meas-
urements are hampered by the unavoidable dispersity of the
sample. Much effort has been therefore devoted over the last
two decades in order to develop and refine experimental tech-
niques capable of measuring the ocs of a single no.20,70 The
rest of this chapter is devoted to the description of the operat-
ing principle of the main experimental tools currently available.
We limit ourselves to ff optical techniques, whose spatial resol-
ution is limited by diffraction; nf characterization of single nos
is reviewed by Ringe et al.13 (§2.2).
2.2.1 Raster-scanning modulation-based techniques
Let us make first some general considerations on the detec-
tion of small nos. By putting together eq . (1.7) and eq . (1.8)
one finds σsca/σabs ∝ D3, meaning that small nos are domin-
ated by absorption. Therefore, according to eq . (1.2), one has
σext ' σabs in this regime. In order to get a feeling for the
quantities involved, consider that a D = 5nm gns hasxi σext =
11nm2 at λlspr = 533nm, whereas the diffraction-limited point
spread function (psf) of a laser beam has a characteristic lateral
xi The σext spectrum in the electrostatic limit was calculated using eq . (1.8)
and the Johnson and Christy15 ε(λ0) dataset for gold.
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size Dpsf ' λlspr/nm/2. The reduction of the transmittance T
defined by eq . (1.16) due to the presence of the gns is then
∆T = T − Tno =
Pt − P
no
t
Pi
=
Pext
Pi
=
σext
Apsf
∼
σext
D2psf
∼ 10−4 (2.2)
where Apsf = piD2psf = Pi/Ii is the equivalent illuminated area.
Such a small variation can be detected only by effectively
abating the noise level. For instance, laser intensity fluctu-
ations are effectively suppressed by a balanced detection scheme,
where the laser output is split into a signal (passing through
the sample) and a reference beam (not passing through); in
a typical arrangement, signal and reference are made to in-
terfere, and the difference between the two exit arms of the
interferometer is detected, so to pick up the interference term
and reject common-mode noise. Shot noise is instead intrinsic
to the photon statistics of the light source, see sec . B.3, and
in a shot noise-limited regime the signal-to-noise ratio (snr)
can be improved only by increasing the number of photons
detected.xii Another major source of noise in experiments
are the thermal, electrical and mechanical fluctuations of all
set-up parameters, which together result in a ∝ ν−1 spectral
power distribution. This ubiquitous pink noise can be virtually
eliminated by modulating in time the signal amplitude, which
is tantamount to up-shifting it, typically to a radio frequency
(100Hz to 100MHz). This concept is usually implemented
along with lock-in amplification, which is also very effective in
reducing white noise via a narrow spectral filter centred at the
modulation frequency.
xii In practice, this is achieved increasing the excitation power and the integ-
ration time. The excitation power is limited either by the maximum source
power available or by the sample ability to withstand photodamage. The
integration time is limited either by the duration of the investigated phe-
nomenon or (unless the signal is modulated) by the typical timescale of
set-up fluctuations, namely the pink noise described just below.
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spatial modulation spectroscopy A straightforward
way to modulate the extinction signal is to move periodically
the no under the laser beam using a piezoelectric sample
holder. Known as spatial modulation spectroscopy (sms), this
technique has been pioneered by the group of F. Vallée; in their
first work71 the sample holder was harmonically oscillated
at ν = 1.5 kHz and the signal was demodulated at ν and 2ν
using a lock-in amplifier. This detection scheme resulted in a
σext ' 2nm2 sensitivity. While first implemented in a trans-
mission geometry, a reflection version of the sms has proven
capable of measuring the extinction of nos deposited onto an
opaque substrate.72
When the amount of scattering collected is negligible,xiii and
relying on an accurate knowledge of the spatial profile of the il-
lumination intensity, sms provides an absolute measurement of
σext.73 sms has been successfully applied to investigate a vari-
ety of nos, including metal nps, carbon nanotubes and semi-
conducting nanowires.20 Examples of quantitative sms spectra
of metal nps are presented in fig . 1.3 (symbols). While tight
focusing leads to the the maximum sensitivity, large foci have
well-defined transverse polarization and ease the analysis, res-
ulting in a better accuracy. It is also possible to replace the laser
source with an incoherent broadband lamp, the psf being the
image of a pinhole in the illumination path.73 A broadband
source permits to acquire simultaneously many spectral points,
with a trade-off between sensitivity and spectral resolution.
A more sophisticated implementation of the technique is able
to measure the absolute value of both σabs and σsca at the same
time, thus providing a complete optical characterization of a no
with no size restrictions.74 The experimental set-up is shown
xiii This contribution diminishes the measured extinction. Generally speaking,
it is negligible for no dominated by absorption and for small na collection.
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figure 2.5: Interferometric scheme allowing a simultaneous and
quantitative measurement of σabs and σsca of individual nos. wp are
Wollaston prisms inducing a 40µm displacement between the two
cross-polarized beams; d1, d2 are identical InGaAs photodetectors;
the two objectives are aspheric lenses of na = 1.3. Reproduced with
permission from Husnik et al.74 © 2012 American Physical Society
in fig . 2.5: Two cross-polarized, loosely focused beams are
scanned in parallel on the sample, one (signal) impinging on
the no and the other one (reference) serving as the second in-
put arm of a common path interferometer.xiv A balanced, dual
lock-in detection scheme provides the phase information re-
quired to separate the absorption and scattering contribution
to extinction. Modulation was performed by keeping the no
fixed and moving the beam instead using a mirror galvano-
meter, whereby a higher modulation frequency can be achieved.
Nevertheless, sensitivity is limited by the intrinsic signal oscil-
xiv This arrangement is not dissimilar from the differential interference contrast
introduced below.
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lations due to the periodic alteration of the optical path (“aper-
turing” effect), and in fact rather large nano-antennas (D '
200nm) were measured in this work.
photothermal imaging The strong absorption and fast
local heat release characterizing small metal nos gives rise to
steep temperature gradients in the surrounding environment.
The temperaturexv dependence of the refractive index of the
surrounding medium nm(T) creates a thermal lens, which can
be probed by a laser beam non-resonant with the lspr (probe).
By modulating the heating beam resonant with the lspr (pump),
and demodulating the transmitted probe at the same frequency
using a lock-in amplifier, one can sensitively detect the small
index variations induced by the presence of a no, resulting in
a signal proportional to σabs.
Such a photothermal imaging (pi) modality has been pion-
eered by the group of M. Orrit.75 A later refinement of the
technique adopted a heterodyne interferometric detection scheme,
measuring the beat note between the probe signal and the scat-
tered signal, modulated at the pump frequency.76 This simpler
approach increased the sensitivity down to σabs ' 0.2nm2 — an
order of magnitude better than sms— and enabled the authors
to detect a cluster of 67 gold atoms. It must be noted, how-
ever, that such an extreme sensitivity was obtained by raising
the pump laser power up to 3.5mW. In general, being based
on a sizeable heating of the no surroundings, pi methods are
affected by background absorption and limited in scope for bio-
logical imaging.
The pt signal originates from the modification of nm, hence
provides a rather indirect estimate of absorption of the no,
xv In this thesis, the symbol T is used for both transmittance and temperature;
the meaning should hopefully be clear from the context.
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which functions only as the light coupling element. Non-
etheless, a recently-reported technique based on the pt effect
proved capable of measuring absolute values of σabs.77 It was
named quadriwave lateral shearing interferometry (qwlsi),
and consists in detecting the thermally-induced distortion of
a planar optical wavefront reflected at the no position. σabs
can be retrieved from the measured optical path difference
profile using a simple mathematical model, which assumes in
particular that no absorption occurs in the environment, and
that the no can be represented as a point-like heat source; a
precise knowledge of the material properties (nm(T), thermal
conductivity) of the environment is required too. Note that
this novel technique is much less sensitive than the “standard”
pi, being limited to σabs ∼ 103 nm2.77
polarization modulation microscopy Another pos-
sibility for modulating the signal amplitude is switching the
polarization of the exciting light between any two orthogonal
states, denoted ‖ and ⊥,xvi using for instance a photoelastic
modulator. The transmitted laser beam is monitored via a lock-
in amplifier referenced to twice the modulation frequency, res-
ulting in a reading proportional to σ‖ − σ⊥. We emphasize that
the anisotropy of the extinction is measured rather than its
absolute value. This technique is thus meant to address nos
displaying an anisotropic or chiral optical response (either in-
trinsic to the material or due to their shape) and has in fact
been first applied to gnrs.78
xvi Typically, these are either linearly polarized along perpendicular directions,
or circularly polarized with opposite handedness.
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2.2.2 Widefield imaging techniques
In the techniques discussed in sec . 2.2.1 a point-like source
is imaged by the objective on the sample plane, where it ap-
pears as a spot of diffraction-limited size. To obtain a 2d or
3d image the spot is scanned over the roi in a raster fashion,
and the signal is acquired with a single channel detector. This
means imaging can be quite slow, in so far as acquisition time
increases along with the size of the imaged area, the spatial res-
olution (more pixels acquired), and the snr (longer pixel dwell
time, or multiple frames averaged).
Alternatively, when a large portion of the sample plane is
illuminated, an image can be acquired simultaneously using
a rectangular array such as a complementary metal-oxide-se-
miconductor (cmos) sensor or a charge-coupled device (ccd)
camera. An even widefield illumination is commonly achieved
by focusing the source image in the back focal plane (bfp) of a
condenser lens, and placing the sample in the front focal plane
thereof, so that the source image is completely defocused at the
sample plane; this arrangement is known as Köhler illumination.
A different illumination modality consists in raster scanning a
light spot fast enough to average multiple complete runs within
the acquisition time of the detector. This approach requires a
more complicated instrumentation, but offers a specific advant-
age: Since each position of the sample is illuminated periodic-
ally, the low-frequency noise can be rejected by narrowing the
detection bandwidth, in a lock-in-like fashion. Two broad cat-
egories of widefield microscopy can be distinguished:
brightfield (bf) when the direction ranges of illumination
and detection have some overlap. In this modality absorbing
and scattering objects appear dark on a bright background
as they remove some exciting light from the detection range.
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darkfield (df) when the direction ranges of illumination
and detection have no overlap. In this modality scattering
objects appear bright on a dark background as they scatter
some exciting light into the detection range.
darkfield scattering microscopy The ultramicroscope
invented by R. A. Zsygmondy and H. Siedentopfxvii at the turn
of the xx century is the first example of df imaging.79 In the
original design, illumination passed through the sample at a
right angle with respect to the direction of observation, so that
only the scattered light was collected by the objective. Since
its inception, this instrument has been particularly suited for
investigating the optical properties of highly-scattering metal
colloids, and one of its inventors (Zsygmondy, in 1925) indeed
won the Nobel prize in Chemistryxviii for such studies, con-
cerning in particular the microscopic origin of the colour of
cranberry glass, like for example the Lycurgus Cup in fig . 2.1.
Following the success of the ultramicroscope, various df geo-
metries have been devised; for instance, the scheme shown in
fig . 2.6a has been adopted for all the measurements presented
in this thesis. A circular stop placed in the bfp of the condenser
lens blocks the illumination of numerical aperture nai < nadf,
so that a hollow cone of light illuminates the sample. When
the nos to be investigated are placed on an optical interface
as in fig . 2.6a (that is, in medium 2 where illumination come
from medium 1, and collection occurs from medium 2), under
the condition nadf > n2 the illumination is totally internally
reflected into medium n1, so that no transmitted light is col-
xvii At the time, the researchers were working for the manufacturer of optical
instruments Carl Zeiss ag.
xviii Motivation of the prize: “For his demonstration of the heterogeneous nature
of colloid solutions and for the methods he used, which have since become
fundamental in modern colloid chemistry.”
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figure 2.6: (a) Illumination and detection geometry we used for
df microscopy experiments. (b) df micrograph of (nominally) D =
60nm gnss in a homogeneous n = 1.52 optical environment taken
with a 0.95 na dry objective and a commercial colour camera.
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lected by the objective; nonetheless, the nos in the nf of the
interface are excited by the evanescent field and a fraction of
the resulting scattering is detected.xix More in general, the con-
dition nadf > naobj ensures no transmitted light falls within
the acceptance of the objective even if transmitted to medium
2. fig . 2.6b is a typical df image acquired with our set-up: nos
appear as bright, unresolved spots on a dark background. The
spectrally selective response of metal nos yields a wide range
of distinct colours, whereas dielectric debris and glass imper-
fections scatter indistinctly the whole lamp spectrum.
The df signal is thus proportional to σsca, but the determina-
tion of its absolute amplitude is inherently difficult, inasmuch
as only a fraction of the total scattering is collected, which de-
pends on the angular ranges of detection and collection, as well
as on the geometry and local environment of the no. In fact, the
quantitative determination of the ocs using widefield micro-
scopy is a novel result presented in this thesis, and the meth-
odology we devised will be discussed in detail in ch . 5 and
ch . 6. To our knowledge, the work by Anderson et al.80 is the
only claim to date of a quantitative measurement of σsca using
df microscopy. In fact, the authors calibrate the proportional-
ity with the df signal σsca = KSdfno using spherical gnss, whose
σsca is predicted by Mie’s formulas. However, K depends on the
excitation and collection geometry, so that the calibration must
be repeated whenever these are changed. Furthermore, the scat-
tering pattern, and hence K, depends on the geometry the no
and its optical environment so that, in the end, the calibration
holds solely for small spheres in a homogeneous environment:
The very case used for calibration!
In bf imaging, where σext is addressed, the snr is limited by
the shot noise of the transmitted light (i. e., the fluctuations of
xix This mechanism is analogous to tir fluorescence microscopy (tirfm).
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the bright background). Conversely, df schemes have in prin-
ciple infinite sensitivity, because there is no background, so
that an arbitrarily small signal could be detected given a long
enough exposure time. However, a diffuse background due to
scatterers other than the nos, such as microscopic debris and
the intrinsic roughness of the glass substrate, pose an actual
limit. In practice, with a good microscope one can see through
the eyepiece scatterers on clean glass having σsca ∼ 103 nm2,
corresponding to a D ' 30nm gold sphere or a D ' 20nm
silver sphere in a n = 1.52 optical environment. On the other
hand, detection in a highly scattering environment, such as for
instance within a cell, is comparatively more challenging.
interferometric schemes We just discussed how back-
ground illumination is rejected in df, while it limits the sensit-
ivity of transmission bf measurements. In interferometric scat-
tering measurements (iscat) it is used to increase the sensitiv-
ity instead. Although common path interferometers of various
kinds had been used much before to detect scattering of nos,81
this concept has been revived and applied to metal nps only
in relatively recent times.82 In iscat the reflected light is collec-
ted rather than the transmitted one, and the reflected field Eref
functions as a reference, amplifying the scattering signal in a
homodynexx fashion. Moreover, the interference term |ErefE∗sca|
detected has a less unfavourable scaling (∝ D3) in comparison
to direct scattering measurements (∝ D6), rendering this tech-
nique more adequate to investigate small nos.81
Laser excitation is preferred for interferometric measure-
ments, because the visibility of the interference fringes is
increased by the high degree of coherence of the source. In the
xx In homodyne detection the signal and the reference have exactly the same
frequency; in comparison, for optical heterodyning, the frequency of either
beam is shifted, and the beat note between them is detected.
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most recent implementations of iscat, widefield illumination
is achieved via fast scanning of the laser spot (up to 100 kHz by
means of acousto-optic deflectors) so that the roi is completely
scanned hundreds of times within the integration time of
the imaging sensor (few ms), and the snr is boosted using a
narrow detection band. The signal observed is proportional to
σsca, but the complicate geometry of the interferential process
involved impedes a quantitative assessment. iscat has recently
proven capable of both fast imaging down to the ms time scale,
and high sensitivity by detecting a single dye molecule.81
Differential interference contrast (dic) microscopy was
developed in 1952 by G. Nomarski, and features as well a
common-path interferometric scheme, quite similar to the one
shown in fig . 2.5. The illumination beam is split by a Wolla-
ston prism into two orthogonally-polarized components, which
are laterally displaced by ∼ 100nm. When recombined after the
objective by a twin Wollaston prism, they interfere according
to their optical path difference. This technique is particularly
suited to investigate phase objects (i. e. non-absorbing) and can
provide quantitative informations. For instance, an analysis
method developed by our group is able to retrieve from the
phase image the thickness of a lipid bilayer (transparent, about
4nm thick) with a sub-nanometre accuracy.83 dic has been
successfully applied to nps as well, e. g. in order to monitor
the rotational motion of gnrs in complex environments84 and
to measure the size of nanodiamonds.85
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A N A LY T I C A L D E S C R I P T I O N S O F
M I C R O S C O P E I L L U M I N AT I O N
Modern optical microscopes often employ high numerical
aperture (na) objectives to improve the spatial resolution:
As more directional information is collected, a more faith-
ful representation of the imaged object can be reconstructed.
More precisely, the lateral fwhm of the psf— i.e. the image
produced by a point-like source — is limited by diffraction to
fwhmpsf ' λ/naobj even for an aberration-free lens. In practice,
when imaging nos a tighter psf leads to an enhanced sensitiv-
ity and ability to discriminate adjacent nos.i In order to exploit
the full na of the objective lens in transmission contrast, a con-
denser lens of matching na must be used for illuminating the
sample. Furthermore, for df imaging one needs nai > naobj as
discussed in sec . 2.2.2. The reader is referred to sec . 6.1 for
details on our optical microscopy set-up.
Focusing the illumination onto the sample plane means that
each point of the condenser bfp is mapped onto a direction
of incidence (θi,ϕi) converging towards the axis of the optical
system, say z. In other terms, the input propagation direction,
typically along z, is bent by the condenser, and the input po-
larization state thereby modified with the introduction of a z
component. The amplitude of such a longitudinal component
increases with θi and therefore cannot be neglected when high
na illumination is used. As already discussed in ch . 1, the geo-
metry and material composition of the no and its environment
i The psfs of nos closer than fwhmpsf merge into a single spot, and cannot be
distinguished from an individual object (except for an increased intensity).
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determine the resonant modes of the system; to what extent
a given mode is excited depends instead on the properties of
the illumination, including its polarization. Therefore, accurate
quantitative results can be obtained from experiments and sim-
ulations only if the data analysis and modelling practices adop-
ted take into account the actual polarization content of micro-
scope illumination. On the other hand, most investigations in
nanoplasmonics have so far concentrated on the spectral signa-
tures of metal nos, i. e. on the position and width of the lsprs,
rather than on the absolute ocs magnitude. Consequently, little
attention has been paid to the role of the exciting polarization,
and numerical models routinely use plane waves (mostly with
normal incidence to the substrate) to address the resonances ex-
hibited by a given system and compare these to experiments.
Broadly speaking, two kinds of excitation can be employed:
incoherent illumination can be obtained by focusing
the collimated emission from a tungsten-halogen lamp or a
light-emitting diode (led). Waves with different directions
of incidence bear no fixed phase relation and thus they do
not interfere at the focus.
coherent illumination can be obtained by focusing a
laser beam. Waves with different directions of incidence
interfere when brought together into the focus, thereby
originating a psf.
In this chapter, several mathematical descriptions of coherent
and incoherent microscope illumination are developed. In par-
ticular, various analytical expressions of E in the focal region
are derived, which will be used to represent the exciting field in
the numerical and analytical models of scattering experiments
presented in the ensuing chapters.
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3.1 incoherent illumination
3.1.1 Electric field above and below a planar dielectric interface
We already treated at a basic level the classical problem of
the transmission and reflection of a plane wave at a planar
dielectric interface in sec . 1.4. In this section we will build on
those materials and derive the analytical expression E(x,y, z)
of the electric field above and below the optical interface. It
will be then discussed how incoherent microscope illumina-
tion can be described as an incoherent superposition of such
fields. This mathematical description of the excitation will be
used in our models — both numerical, see sec . 4.2, and analyt-
ical, see sec . 5.3— of light scattering by a no in microscopy
experiments.
The geometry of the problem is depicted in fig . 3.1a, which
is essentially fig . 1.7 with the p and s field polarizations ad-
ded. It is convenient to introduce the notation p̂ ≡ Êp and
ŝ ≡ Ês. By comparing the wavectors and fields of each wave in
fig . 3.1a to the versors of the standard spherical coordinates
in fig . 3.1b, one finds the two triads share the same directions
in every point of space: (k̂, p̂, ŝ) = (−r̂, θ̂, ϕ̂).ii This observa-
tion suggests that spherical coordinates make the most natural
choice to tackle this problem.iii
ii Incidentally, the alternative formulation of the law of specular reflection
θr = θi and ϕr = ϕi + pi— albeit common in literature — would not allow
such a convenient identification for the reflected wave too.
iii Intuitively, this stems from its translational symmetry: Time-averaged phys-
ical quantities cannot depend on the x and y coordinates defining the plane
of the interface; they are expected to depend instead on the propagation
direction (θi,ϕi) of the impinging wave.
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figure 3.1: (a) Two dielectric media with refractive indices n1 and
n2 are separated by the plane z = 0. A plane wave Ei incident on
the interface originates a reflected Er and a transmitted Et wave. The
plane of incidence ϕ = ϕi is represented, so that the p and s com-
ponent of the fields are respectively parallel and perpendicular to
the plane of the page. The field orientation depicted corresponds to
n1 > n2 and θb < θi < θc. The exciting field induces an electric dipole
moment p in a no placed near the interface, which forms and angle
Θ with respect to the normal to the interface. (b) The angular ranges
of illumination θ ∈ [θi, θi] and collection θ ∈ [θobj,pi] are determined
by circular light stops placed in the bfp of the condenser and object-
ive lens. Cylindrical (ρ, z,ϕ) and spherical (r, θ,ϕ) coordinates (green
versors) are employed respectively in the back and front spaces of
the lenses. (a) is a close-up on the interface in (b), as suggested by the
dashed frames.
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In Cartesian components, the spherical versors read
r̂ =
sin θ cosϕsin θ sinϕ
cos θ
; θ̂ =
 cos θ cosϕcos θ sinϕ
− sin θ
; ϕ̂ =
− sinϕcosϕ
0
.
(3.1)
The wavevector of the incident (subscript i) wave is ki =
−ki r̂(θi,ϕi), and equivalent expressions hold for the reflected
(i→ r) and transmitted (i→ t) wave; the respective wavenum-
bers are ki = kr = n1k0 and kt = n2k0. As for the field
orientations, one has p̂i = θ̂(θi,ϕi) and ŝi = ϕ̂(ϕi) for the
incident wave, and equivalent expressions for the reflected and
transmitted ones.
We are now able to express conveniently all the field com-
ponents involved in terms of the Fresnel coefficients (1.15)
Ei,p = Ei p̂i e
iki·r, Er,p = rpEi p̂r eikr·r, Et,p = tpEi p̂t eikt·r,
(3.2p)
Ei,s = Ei ŝi e
iki·r, Er,s = rsEi ŝr eikr·r, Et,s = tsEi ŝt eikt·r,
(3.2s)
where the time dependence given by a common oscillating
factor e−iωt has been omitted.iv Eventually, eq . (3.2) can be
used to write down the analytical expression E(x,y, z) we were
iv By taking the phase of Ei as reference, one has Ei,p = Ei,s = Ei ∈ R.
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after. E in medium 1 is the coherent superposition of the incid-
ent and reflected fieldsv
E1,p(θi,ϕi) = Ei,p + Er,p
= Ei
cos θi cosϕi (e
iki,zz − rp e
−iki,zz)
cos θi sinϕi (eiki,zz − rp e−iki,zz)
− sin θi (eiki,zz + rp e−iki,zz)
 ei(ki,xx+ki,yy), (3.3p)
E1,s(θi,ϕi) = Ei,s + Er,s
= Ei
− sinϕicosϕi
0
(eiki,zz + rs e−iki,zz) ei(ki,xx+ki,yy), (3.3s)
whereas E in medium 2 coincides with the transmitted field
E2,p(θi,ϕi) = Et,p = tpEi
 cos θt cosϕicos θt sinϕi
− sin θt
 eikt·r, (3.4p)
E2,s(θi,ϕi) = Et,s = tsEi
− sinϕicosϕi
0
 eikt·r. (3.4s)
Note that the fields (3.3) and (3.4) depend only on the direction
of incidence, as all other variables can be expressed as functions
of (θi,ϕi), see sec . 1.4.
v comsol adopts the electrical engineering sign convention E ∝ e−ik·reiωt
for a wave propagating along r, which is the complex conjugate of the optics
sign convention used in this thesis. The conjugate of eq . (3.3) and eq . (3.4)
should therefore be input as exciting field in comsol.
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linearly polarized illumination Consider a linearly
polarized illumination in the bfp of the condenser. The azimuth
ψ identifies the polarization direction as in fig . 3.2, so that
Ebfp =
[
cosψ x̂+ sinψ ŷ
]
Ei e
−2piiz/λ0 (3.5)
where the harmonic time dependence e−iωt has been omitted
as usual. The illumination is assumed to be homogeneousvi
over the bfp, so that |Ebfp| = Ei is independent of the position
(ρ,ϕ) in the plane. As shown in fig . 3.2, the basis versors of
Cartesian and cylindrical coordinates are related by a rotation
around ẑ represented by the rotation matrix Rẑ[
x̂
ŷ
]
= Rẑ(−ϕ)
[
ρ̂
ϕ̂
]
=
[
cosϕ ρ̂− sinϕ ϕ̂
sinϕ ρ̂+ cosϕ ϕ̂
]
. (3.6)
Ebfp can be thereby expressed in terms of the cylindrical versors
Ebfp(ϕ) =
[
cos (ψ−ϕ)ρ̂+ sin (ψ−ϕ)ϕ̂
]
Ei e
−2piiz/λ0 (3.7)
vi In our set-up a homogeneous illumination is obtained via a suitable diffuser
inserted in the illumination path, see fig . B.2 and related discussion.
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Let us now calculate E corresponding to the direction of
incidence (θi,ϕi) in the front space of the condenser, where
the spherical coordinate (r, θ,ϕ) are used. As illustrated by
fig . 3.1b, the condenser focuses the collimated illumination
onto the sample plane by converting the propagation direction
−ẑ into −r̂, so that the resulting wavevector is ki = −ki r̂(θi,ϕi).
Concurrently, the radial component ρ̂(ϕi) of the field is rotated
into a polar one θ̂(θi,ϕi) = p̂i, while the tangential component
ϕ̂(ϕi) = ŝi is left unchanged. Thus the incident electric field
reads
Ei(θi,ϕi) =
[
cos (ψ−ϕi) p̂i + sin (ψ−ϕi) ŝi
]
Ei e
iki·r
= cos (ψ−ϕi)Ei,p + sin (ψ−ϕi)Ei,s
(3.8)
namely, a coherent superposition of the p and s fields defined
by eq . (3.2). Moreover, since the p and s components are not
mixed upon reflection or transmission, an analogous expres-
sion holds for the reflected (i→r) and transmitted (i→t) waves.
We can eventually write via eq . (3.8) the electric field above
and below the interface, namely E1 = Ei + Er and E2 = Et
E1(θi,ϕi) = cos (ψ−ϕi)E1,p + sin (ψ−ϕi)E1,s (3.9-1)
E2(θi,ϕi) = cos (ψ−ϕi)E2,p + sin (ψ−ϕi)E2,s (3.9-2)
with E1,p, E1,s and E2,p, E2,s given by eq . (3.3) and eq . (3.4).
incoherent superposition Due to the incoherent illu-
mination assumption, waves having different directions of in-
cidence bear no definite phase relation; hence they do not in-
terfere when brought together in the focal region, and a psf
is not created. Incoherent microscope illumination is therefore
described as an incoherent superposition — that is, whereby field
intensities rather than amplitudes are summed over the angular
range of illumination — of the waves eq . (3.9-1) and eq . (3.9-2)
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in medium 1 and 2. For unpolarized illumination, however, the
p and s components are mutually incoherent too, and thus they
must not be summed; eq . (3.9) should instead be replaced by
eq . (3.3) and eq . (3.4).
3.1.2 Directional cross-section averaging
Optical microscopy experiments address the ocs under micro-
scope (superscript m) illumination σm ≡ Pm/Imi ; on the other
hand, the analytical approaches outlined in sec . 1.1 and the
numerical methods presented in sec . 4.2 compute the ocs un-
der plane wave (pw) excitation σpw ≡ Ppw/Ipwi . We remind the
reader that in the ocs definition P is the power removed from
the exciting mode by a no through a given optical process (e. g.
Pabs for absorption) and Ii is the incident intensity, see eq . (1.1);.
In this section a mathematical relation between σm and σpw
is derived, allowing us to compare experimental results with
theory and numerical simulations. To do so, we need first to
develop a description of the microscope illumination.
An aplanatic optical system is defined as free of both off-
axis coma and spherical aberration. It converts an impinging
plane wave into a spherical one converging in its front focus, as
sketched in fig . 3.3a. Mapping a planar surface into a spherical
one involves a local stretching by a factor 1/cos θi, see fig . 3.3b.
This can be obtained formally by transforming to polar coordin-
ates the infinitesimal area element of the planar wavefront
dA = ρi dρi dϕi = f2n2 cos θi sin θi dθi dϕi = cos θi dΣfn
(3.10)
where f is the focal length in vacuum. In the second equal-
ity of eq . (3.10) we used the identity ρi = fnai = fn sin θi,
which is known as Abbe’s sine condition: It characterizes aplan-
atic systems and is necessary and sufficient to avoid off-axis
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F 
fn 
dρi  
dρi
cos θi
 θi 
(a) (b) 
figure 3.3: An aplanatic optical system (double arrow) converts a
portion of a plane wavefront into a portion of a spherical wavefront
converging at the focus F. f denotes the focal length in vacuum and
n the refractive index of the front medium, i. e. the lower half-space.
(a) Contours of constant phase. (b) Magnified portion of the plane
and spherical wavefronts.
coma. In the last expression we highlighted the infinitesimal
surface element dΣfn of the spherical wavefront with radius fn.
Since the transmitted power is spread over a larger surface ele-
ment dΣfn = dA/ cos θi, the intensity (which is power per unit
area) of the microscope illumination decreases for larger values
of θi proportionally to the aplanatic cosine factor cos θi.
The condenser lens used in our microscope is aplanatic to
a good approximation, so the above considerations hold. In
analogy to a typical experimental configuration, we assume an
axially-symmetric illumination defined by the angular ranges
ϕi ∈ [0, 2pi) and θi ∈ [θi, θi], with θi and θi determined by
suitable stops in the bfp of the condenser as in fig . 3.1b. Now,
when an incoherent source such as an incandescent filament
is used, the bfp is not filled by a single planar wavefront, but
rather covered by small (coherence length is ∼ λ) illumination
patches incoherent to each other. As a result, instead of a
converging spherical wave, the microscope illumination is
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better described as an incoherent superposition of plane waves
impinging from all directions θi,ϕi, see p. 64.
Thus the power removed from the microscope illumination
by the no is the sum of all individual plane wave contribu-
tionsvii
Pm =
∫
Abfp
Ppw dA ∝
∫θi
θi
∫2pi
0
Ppw cos θi sin θi dθi dϕi (3.11)
where the first integration runs over the illuminated area in
the bfp of the condenser. The aplanatic cosine factor has been
introduced in the last equality via eq . (3.10). An expression
analogous to eq . (3.11) can be written for the incident intensity
Im =
∫
Abfp
Ipw dA ∝ Ipw
∫θi
θi
∫2pi
0
cos θi sin θi dθi dϕi . (3.12)
Note that since a constant Ipw is used in simulations, it can be
taken out of the integral (3.12). Putting together eq . (3.11) and
eq . (3.12) one obtains
σm ≡ P
m
Imi
=
∫θi
θi
∫2pi
0 σ
pw cos θi sin θi dθi dϕi∫θi
θi
∫2pi
0 cos θi sin θi dθi dϕi
= 〈σpw〉Abfp . (3.13)
The last equality in eq . (3.13) highlights the intuitive mean-
ing of the formula: σm is the average of σpw over Abfp. The
cos θi and sin θi weighing factors appear because the integra-
tion is performed over Ωi rather than over Abfp; specifically,
they mimic the results of a homogeneous sampling of ρi and
ϕi in the bfp.
Let us assume first the excitation is linearly polarized (pol
subscript) along ψ in the bfp. With the exception of a sphere
vii We sum the (infinitesimal) contributions of an infinite number of exciting
waves; in other words, the integrand is an areal or angular power density.
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immersed in a homogeneous medium, σpw then depends on θi,
ϕi, and ψ. In practice, one can only perform a finite number of
simulations, and therefore eq . (3.13) must be approximated to
a discrete sum
σmpol(ψ) '
∑
m,n cos θi,m sin θi,m σ
pw(θi,m,ϕi,n,ψ)
n
∑
m cos θi,m sin θi,m
(3.14)
where the indices m and n are positive integers. Thus com-
puting eq . (3.14) involves m × n simulations: The finer the
sampling of the illumination range, the better the ocs are ap-
proximated, at the expense of a larger number of simulations.
For unpolarized excitation (unp), to each direction of incid-
ence corresponds a plane wave with incoherent p and s com-
ponents. In this case Ppw = 12 (P
p + Ps) has to be replaced in
eq . (3.11), while Ip = Is = Ipw is used in simulations. Thus
eq . (3.13) yields
σmunp '
∑
m,n cos θi,m sin θi,m
[
σp(θi,m,ϕi,n) + σs(θi,m,ϕi,n)
]
2n
∑
m cos θi,m sin θi,m
(3.15)
which requires 2(m × n) simulations. We emphasize that
eq . (3.14) and eq . (3.15) refer to equidistant angular sampling.viii
When the no has specific symmetries, the ϕi domain for av-
eraging can be reduced by exploiting the symmetry of the prob-
lem (excitation +no) in order to speed up the computation; in
particular, if the no (with the appropriate axis orientation):
viii Mathematically, ∆θi = θi,m+1 − θi,m and ∆ϕi = ϕi,n+1 −ϕi,n are constants.
The optimum sampling (i. e. the one requiring the least samples to achieve
a given accuracy) — albeit less straightforward to implement in practical
simulations — would rather be (∆θi)′ = ∆θi cos θi and (∆ϕi)′ = ∆ϕi sin θi.
As the optimum sampling corresponds to a homogeneous sampling of Abfp,
if adopted the cos θi and sin θi weighing factors would have to be removed
from eq . (3.14) and eq . (3.15).
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• has x = 0 as a mirror plane (such as for a heterodimer or a
tetrahedron), the domain can be reduced to ϕi ∈ [0,pi) for
excitation polarized along x̂ or ŷ, or else unpolarized.
• has both x = 0 and y = 0 as mirror planes (such as for a
rod, a homodimer or a cube), the domain can be reduced to
ϕi ∈ [0,pi) under a generic linearly polarized illumination,
and to ϕi ∈ [0,pi/2) for excitation polarized along x̂ or ŷ, or
else unpolarized.
• has ẑ as a continuous rotation axis (such as for a sphere or a
disc), σmpol = σ
m
unp so that any single value of ϕi can be used.
Summarizing, eq . (3.14) and eq . (3.15) express the ocs under
microscope illumination as an average of the ocs under plane
wave excitation, thus permitting a direct comparison of experi-
mental measurements with numerical simulations.
3.1.3 The equivalent p-polarized wave method
While averaging the results of several simulations as discussed
in the previous section leads to accurate results — inasmuch as
the illumination range is sampled densely enough — it is also
computationally expensive. This motivated us to develop an
alternative, approximate approach to compute the ocs under
microscope illumination with a single simulation. Our idea is
to use as excitation a plane wave whose intensity Ipj matches
the intensity of the microscope illumination Imj along each
Cartesian axis j = x,y, z. Note that a p-polarized wave must be
used, because an s-polarized wave has null z component and
cannot reproduce the longitudinal component of the micro-
scope illumination. The ocs obtained with such an equivalent
p-polarized wave equal the ocs under microscope illumination
when the following assumptions are met:
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1. The no is small enough (D λ) that the exciting field Eexc
can be considered constant constant over the no volume
(electrostatic approximation).
2. The polarizability tensor α describing the investigated
mode is diagonal in the Cartesian coordinate system. In
sec . 5.3 we will enumerate a number of nos whose modes
satisfy this requirement.
3. Any phase relation between the Cartesian components of
the field is disregarded. While this does not affect modes
with uniaxial α, it might introduce errors when simulating
modes with planar or isotropic α.
We begin by writing down the expression of Imj for incoher-
ent, linearly-polarized microscope illumination: It is in fact ana-
logous to eq . (3.12) giving the total incident intensity
Impol,j(ψ) ∝ 2
∫θi
θi
dθi cos θi sin θi
∫pi
0
dϕi
∣∣Eexc,j(θi,ϕi,ψ)∣∣2. (3.16)
Note that the twofold symmetry of the polarized illumination
has been exploited to halve the azimuthal integration range,
so to speed up the numerical computation.ix In eq . (3.16) Eexc
is the plane wave E1 or E2 given by eq . (3.9-1) or eq . (3.9-
2) respectively above and below the z = 0 interface. Impol,j is
thereby defined as a piecewise function of z— unless the no is
immersed in a homogeneous medium; in the tir regime (θi >
θc) the evanescent decay for z < 0 adds a further z dependence
to Impol,j. Under unpolarized excitation the intensities of the p
and s components must be summed rather than the fields; that
ix In fact, the integration over ϕi in eq . (3.16) can be performed explicitly for
each j; see for instance the calculation for |E2,x|
2 in eq . (5.25). However, the
computation of eq . (3.16) is fast enough (∼ 0.1 s) for practical purposes, so
we will not report here the integrated expressions.
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is, the integrand in eq . (3.16) must be replaced by
∣∣Ep,j∣∣2+ ∣∣Es,j∣∣2.
Using the explicit expressions (3.3) or (3.4) of the fields one
finds Imunp,j = I
m
pol,j(pi/4), and the discussion can therefore be
limited to the polarized case.
Now we want to find the parameters describing the equi-
valent p-polarized wave, namely its azimuthal ϕi,p and polar
θi,p angles of incidence, and its amplitude Ei,p. These can be
determined by imposing Ipj = I
m
pol,j for j = x,y, z at a given po-
sition z = zno. In order to provide a concrete example of the
calculations involved, let us consider the case Eexc = E2, cor-
responding to our typical experimental configuration where
the no is placed in medium 2 as in fig . 3.1. One then hasx
I
p
j ∝
∣∣Ep,j∣∣2 where Ep,j is given by eq . (3.4p), and the require-
ment Ipj (zno) = I
m
pol,j(zno) translates into the system
cos2ϕi,p
∣∣∣cos θt,p eikt,zzno tp∣∣∣2 E2i,p = Impol,x(zno) [X]
sin2ϕi,p
∣∣∣cos θt,p eikt,zzno tp∣∣∣2 E2i,p = Impol,y(zno) [Y]∣∣∣sin θt,p eikt,zzno tp∣∣∣2 E2i,p = Impol,z(zno) [Z]
(3.17)
where ϕi,p, θi,p, and Ei,p are the unknowns.xi Although general
conditions for the existence and unicity of the solutions (such
as the Rouché-Capelli theorem for linear systems) do not hold
here, some solutions of the system (3.17) in terms of the para-
metersxii Impol,j are not hard to find.
x Note that the same proportionality factor 12nc0ε0 has been omitted from
the definitions of Ipj here and of I
m
j in eq . (3.16).
xi The dependence on θi,p is implicit in θt,p (Snell’s law) and tp, see eq . (1.15p).
xii To unburden the notation, zno in Impol,j(zno) will henceforth be omitted.
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Having labelled with X, Y, and Z the three equations accord-
ing to the value assumed by j on the rhs one has
Y
X
=⇒ tan2ϕi,p = Impol,y
/
Impol,x (3.18ϕ)
Z
X+ Y
=⇒ sin
2 θt,p∣∣cos2 θt,p∣∣ = Imz /Im‖ (3.18θ)
X+ Y+Z =⇒
(∣∣ cos2 θt,p∣∣+ sin2 θt,p) ∣∣∣eikt,zzno tp∣∣∣2E2i,p = Im
(3.18E)
where we have introduced Im‖ ≡ Impol,x + Impol,y and Im ≡ Im‖ +
Impol,z. Note that the pol subscript has been dropped for axially-
symmetric quantities such as Imz and Im‖ which do not depend
on ψ— as can be verified explicitly via their definition (3.16)
— and hence are the same regardless of the polarization of the
illumination. As discussed on p. 29, cos θt,p is imaginary in the
tir regime (whereas sin θt,p is always real), so that the absolute
values in eq . (3.18θ) and (3.18E) lead to two cases
∣∣ cos2 θt,p∣∣ =
1− sin2 θt,p for θi,p 6 θcsin2 θt,p − 1 for θi,p > θc (3.19)
corresponding to the transmission and tir regime respectively.
When we restrict ourselves to the physical ranges of the un-
knowns — namely ϕi,p ∈ [0,pi), θi,p ∈ [0,pi/2), and Ei,p > 0—
the transmission solution of the system (3.17) is
ϕi,p = arctan
√
Impol,y
/
Impol,x
θi,p = arcsin
(
n2
n1
√
Imz
/
Im
)
Ei,p =
√
Im
/∣∣tp(θi,p)∣∣
(3.20ϕ)
(3.20θ)
(3.20E)
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while the tir solution is
ϕi,p = arctan
√
Impol,y
/
Impol,x
θi,p = arcsin
n2/n1√
1− Im‖
/
Imz
Ei,p =
e−ikt,z(θi,p)zno∣∣tp(θi,p)∣∣
√√√√ Im
2
(
n1
n2
sin θi,p
)2
− 1
(3.21ϕ)
(3.21θ)
(3.21E)
Note that eikt,zzno is an oscillatory factor with modulus 1 for
θi,p 6 θc, whereas in the tir regime it is real and can be taken
out of the modulus in eq . (3.21E). As suggested by the pres-
ence of the pol subscript, in the solutions (3.20) and (3.21) only
ϕi,p depends on the exciting polarization ψ. Thus, the solutions
for unpolarized (or circularly polarized) illumination are the
same (3.20) and (3.21) with ϕi,p
∣∣
ψ=pi/4
= pi/4.
The solutions (3.20) and (3.21) exist only when the argument
of the arcsin in eq . (3.20θ) and (3.21θ) is 6 1, which occurs ifxiii
Im‖
Imz
>
(
n2
n1
)2
− 1 for θi,p 6 θc
6 1−
(
n2
n1
)2
for θi,p > θc
(3.22)
Although expressing eq . (3.22) as an explicit function of n1, n2,
θi, and θi is difficult, some general observations can be made.
the transmission solution always exists for n1 > n2,
while for n1 < n2 it does not when Imz is large, which
however only occurs for high na illumination and strongly
mismatched interfaces.
xiii It is easy to check the condition eq . (3.22) ensures as well the radicands in
eq . (3.21θ) and eq . (3.21E) are positive.
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the tir solution does not exist for n1 6 n2 (when tir can-
not occur), while for n1 > n2 a large Imz is still required. For
instance, when a glass/air interface is considered, the solu-
tion exists only in a few degree θi range around θc.
We have implemented the formulas above into the code A.1
executable in matlab® (a computing environment including
both numerical and symbolic functionalities) in order to cal-
culate Impol,j and the resulting parameters of the equivalent p-
polarized wave. As an exemplary result, the transmission solu-
tion (3.20) for a glass/air interface is shown in fig . 3.4. In
the small na limit 〈θi〉  1, where the microscope illumina-
tion exhibits no longitudinal polarization component, one has
ϕi,p = ψ and θi,p = 〈θi〉; the cross-polarized component in-
troduced by the condenser at larger nas causes ϕi,p to drift
towards pi/4, which is the solution for unpolarized illumina-
tion. Ei,p → 0 in both the small and large na limit, respectively
because of the factors sin θi and cos θi factor in eq . (3.16); phys-
ically, Impol,y → 0 because either the illuminated area Abfp (for
〈θi〉 → 0) or the transmission efficiency (for 〈θi〉 → pi/2) of the
condenser becomes null. All variables present a discontinuity
of the first derivative at 〈θi〉 = θc; in particular, Ei,p mirrors the
trend of |tp| and |ts| in fig . 1.8b, exhibiting an enhanced nf
transmission close to θc.
We are currently planning a systematic comparison of the
ocs obtained with the directional averaging formulas presen-
ted in sec . 3.1.2. Within the limits where a good approximation
is provided, the equivalent p-polarized wave method greatly
simplifiesxiv the numerical computation of the ocs under mi-
croscope illumination, which can be quantitatively compared
with experimental results.
xiv In comparison, the directional averaging method typically requires 10 to 100
simulations instead of 1.
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figure 3.4: Parameters of the equivalent p-polarized wave as func-
tions of the average angle of incidence 〈θi〉. The transmission solu-
tion (3.20) was computed for n1 = 1.52, n2 = 1.00, λ0 = 550nm and
zno = −20nm. A narrow conical illumination of width θi − θi = 1°
has been used, so that 〈θi〉 ' (θi + θi)/2. The dashed line indicates
the critical angle θc = 41.1°; the discontinuity in the parameters is
slightly offset with respect to θc due to the finite illumination range.
76 microscope illumination
3.2 coherent illumination
3.2.1 An approximate scalar description
Consider an infinite, homogeneous medium which is non-
absorbing (ε ∈ R) and non-magnetic (µ = µ0). Since µ (as well
as ε) is independent of r, the formulation of electromagnetics
in the frequency domain (expressed by eq . (4.2), which will be
derived later on) reads
∇× (∇× E)−ω2εµE = iωµJ. (3.23)
Assuming that the dielectric considered is electrically neutral
(ρ = 0) and a perfect insulator (J = 0), eq . (3.23) reduces to the
Helmholtz equationxv (∇2 + k2)E = 0 . (3.24)
where the angular wavenumber k = ω/c = ω
√
εµ has been
introduced.
We want now to find a solution of eq . (3.24) having the form
E(r) = E0A(r)e
ikz (3.25)
namely, a carrier plane wave propagating along ẑmodulated by
a complex envelope A(r). eq . (3.25) is a scalar description because
the polarization E0 ⊥ z of the beam is taken as a constant. By
substituting eq . (3.25) into eq . (3.24) one obtains
∇2⊥A+ 2ik ∂zA+ ∂2zA = 0 (3.26)
xv The first term of eq . (3.23) is manipulated via the bac–cab identity
∇× (∇× E) = ∇(∇ · E) − (∇ ·∇)E = −∇2E
where in the last equality we used eq . (4.1)-(I) and ρ = 0.
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where ∇2⊥ ≡ ∂2x + ∂2y is the transverse Laplacian operator. Let us
also assume that A(r) varies slowly along the propagation dir-
ection: This is called slowly-varying envelope approximation
(svea). Under the svea eq . (3.25) describes a paraxial wave,
namely a wave whose wavefront normals form small angles
with the propagation direction. For a paraxial wave the scalar
Helmholtz equation (3.26) simplifies toxvi
∇2⊥A+ 2ik ∂zA = 0 (3.27)
which is referred to as the paraxial Helmholtz equation.
An important solution of eq . (3.27) is the Gaussian beamxvii
E = E0
w0
w(z)
exp
(
−
ρ2
w2(z)
)
exp i
(
kz+ k
ρ2
2R(z)
−φg(z)
)
(3.28)
ρ = x2 + y2 Radial coordinate
w0 = λ/(pina) Beam waist
zr = piw
2
0/λ Rayleigh range
w(z) = w0
√
1+ (z/zr)
2 Beam width
R(z) = z
[
1+ (zr/z)
2 ] Radius of curvature
φg(z) = arctan (z/zr) Gouy phase shift
which describes a beam propagating alongxviii ẑ and focused at
the plane z = 0. The name stems from the Gaussian profile of
the transverse electric field. Amongst many notable properties,
the angular divergence of Gaussian beams is the minimum per-
mitted by the wave equation for a given beam width and, for
xvi The svea implies ∂2zA k∂zA, see Saleh and Teich86 (§2.2c).
xvii Saleh and Teich86 (§3.1) present the detailed derivation and a thorough dis-
cussion of the properties of Gaussian beams.
xviii The complex conjugate of eq . (3.28) is implemented in comsol due to the
sign convention it adopts, see footnote v on p. 62.
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this reason, most lasers are designed to emit a Gaussian beam.
In the paraxial approximation, a Gaussian beam is transformed
into another Gaussian beam upon reflection or transmission by
a spherical lens or a spherical mirror:xix This unique property
stems from the fact that the Fourier transform of a Gaussian
function is another Gaussian function.
The numerical simulations presented in this thesis were per-
formed with the commercial software comsol Multiphysics®;
electromagnetic modelling in comsol will be discussed in
sec . 4.1. As Gaussian beam is the most widespread kind of
experimental coherent source, comsol provides eq . (3.28) as a
predefined excitation field. Now, eq . (3.28) is a solution of the
paraxial Helmholtz equation (3.27), but only an approximate
solution of the vectorial Helmholtz (3.24) equation under the
svea. However, when the beam is focused to a small spot
w0 ∼ λ the svea is inadequate and eq . (3.28) deviates signi-
ficantly from a solution of the vectorial Helmholtz equation.
This behaviour was observed in comsol for w0 ' λ/5, see
fig . 3.5a. Firstly, E(r) is not axially-symmetric — the symmetry
being broken by the polarization E0; and secondly, maxr E is
well below the focal plane and is less than half of the nominal
value E0. We will further discuss in sec . 4.1 (see in particular
fig . 4.1 with reference to the example of a paraxial Gaussian
beam) why issues with approximate field descriptions arise in
numerical simulations, and how the error resulting from the
approximation can be quantified.
In summary, a tightly-focused wave requires A(r) to vary sig-
nificantly over distances ∼ λ, and thus cannot be treated in the
scalar approximation as a paraxial wave. A vectorial description
is required instead, i. e. involving a polarization varying along
xix See Saleh and Teich86 (§3.2).
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figure 3.5: Normalized amplitude of the total electric field com-
puted in comsol for n = 1.52, λ0 = 820nm, na = 1.45. The simulated
volume is centred at the focus r = 0 and has a radius Rsim = 1µm.
The exciting field is (a) a paraxial Gaussian beam: E/E0 is given by
eq . (3.28) for E0 ‖ x̂; and (b) a focused plane wavefront with polariz-
ation along x̂ and a Gaussian field profile in the bfp of the focusing
lens: E/EGauss is given by eq . (3.29), eq . (3.30) and eq . (3.36).
the propagation direction and having a nonzero longitudinal
component in the focal region.
3.2.2 An exact vectorial description
As soon as sources of coherent radiation became available, at
first in the form of masers (an early type of laser emitting in the
microwave range), the need for an exact analytical description
of the emitted electrical field arose. In particular, Richards and
Wolf87 considered a monochromatic plane wave converted by
an aplanatic lens system into a converging spherical wavefront
as in fig . 3.3a, and calculated the electric field E in the focal
region without relying on the paraxial approximation. Recast
into the notation used throughout this work, the formulas for
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a plane wave linearly polarized along x̂ and propagating along
ẑ readxx
E = E
−i J2 cos 2ϕ+ J0−i J2 sin 2ϕ
+2 J1 cosϕ
 (3.29)
J0(u, v) =
∫α
0
J0
(
v sin θ
sinα
)
exp
(
i
u cos θ
sin2 α
)
(3.30-0)
×(1+ cos θ) sin θ
√
cos θ dθ
J1(u, v) =
∫α
0
J1
(
v sin θ
sinα
)
exp
(
i
u cos θ
sin2 α
)
(3.30-1)
× sin2 θ
√
cos θ dθ
J2(u, v) =
∫α
0
J2
(
v sin θ
sinα
)
exp
(
i
u cos θ
sin2 α
)
(3.30-2)
×(1− cos θ) sin θ
√
cos θ dθ
(r, θ,ϕ) Standard spherical coordinates
u = kr cos θ sin2 α Longitudinal coordinate
v = kr sin θ sinα Transversal coordinate
k = 2pin/λ0 Wavevector in medium
α = arcsin(na/n) Angular aperture of the lens
Jm (m = 0, 1, 2, . . . ) Bessel functions of the first kind
Let us now calculate the field amplitude E for two types of
electric field profile over the bfp of the focusing lens: A plane
wave (subscript pw) and a Gaussian beam (Gauss).
xx The complex conjugate of E given by eq . (3.29) should be used as exciting
field in comsol due to the sign convention it adopts, see footnote v on p. 62.
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plane wave According to Richards and Wolf, the electric
field amplitude in the image space Epw and in the object space
Epw in vacuum (subscript 0) are related via Epw,0 = pi f λ−10 Epw,0
where f is the focal length of the focusing lens. In order to
take into account the presence of an immersion fluid, one can
imagine to immerse the whole set-up (i. e., both sides of the
lens) into a medium of refractive index n. The expression just
given is still valid provided all quantities are replaced by their
corresponding value in the medium
Epw = pi (nf) λ
−1Epw = pin
2f
ν
c0
Epw (3.31)
We want now to express Epw in terms of the input power, so
to relate Epw to the experimental parameters. Be Pavg the aver-
age power, measured before the microscope port and delivered
to the objective lens.xxi When pulsed excitation is used, a char-
acteristic pulse power can be defined by dividing Pavg by the
duty cycle of the source: Ppulse = Pavg/(TpulseRpulse), being Tpulse
and Rpulse the pulse duration and repetition rate, respectively.
Now, Ppulse and Epw are simply related as follows
Ppulse = piρ
2
bfp × Ipw = pif2na2 ×
1
2
nc0ε0
∣∣Epw∣∣2
−→ Epw = 1
fna
√
2Ppulse
pinc0ε0
. (3.32)
In the second equality we used Abbe’s sine condition for aplan-
aticxxii lenses ρbfp = fna, where ρbfp is the radius of the illu-
minated region in the bfp of the focusing lens. Finally, (3.32) is
xxi As we are only interested here in estimating an order of magnitude, we can
neglect the small losses due to intermediate elements in the optical path.
xxii Which is assumed as well by Richards and Wolf, and is indeed a good
approximation for real microscope objectives.
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substituted into eq . (3.31) in order to express Epw as a function
of the experimental parameters
Epw =
ν
na
√
2pin3
ε0c
3
0
Pavg
TpulseRpulse
. (3.33)
gaussian beam eq . (3.31) and eq . (3.33) refer to a plane
wave yielding a homogeneous illumination over the bfp of the
focusing lens. On the other hand, when laser beams are used,
the field amplitude typically has a Gaussian radial profile as in
eq . (3.28)
EGauss = Ebfp exp
[
−
(
ρ
wbfp
)2]
= Ebfp exp
[
−
(
1
F
sin θ
sinα
)2]
(3.34)
where Ebfp and wbfp are the amplitude and width of the Gaus-
sian beam at the bfp of the focusing lens. In the last equality
we introduced the filling factor F ≡ wbfp/ρbfp. We have inser-
ted EGauss/Ebfp inside the integrals (3.30) in order to simulate a
Gaussian excitation.
Such a Gaussian weighing reduces the input power by the
factor
CGauss =
1
piρ2bfpE
2
bfp
∫ρbfp
0
E2Gauss 2piρdρ =
F2
2
(
1− e−2/F
2
)
(3.35)
with respect to a plane wave of amplitude Epw = EGauss
∣∣
ρ=0
. In
the limit of large overfilling (wbfp  ρbfp) one has F  1, and
eq . (3.35) yields CGauss ' 1,xxiii reducing to the plane wave
case as expected. In our experiments we used F ' 1 for both
the pump and the Stokes beam, within a ±10% uncertainty
corresponding to the measurement accuracy and repeatability
xxiii In order to prove this limit, substitute x = −2/F2 in eq . (3.35) and apply
L’Hôpital’s rule to the resulting 00 indeterminate form.
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— in fact, the set-up has been optimized to stay as close as
possible to this optimum value. This means the input power
is more than halved (CGauss
∣∣
F=1
= 0.43) with respect to plane
wave excitation. In order to keep unaltered the power transmit-
ted to the focal region, Epw must be correspondingly increased
by rescaling the input power Pavg in eq . (3.33)
EGauss =
ν
na
√
2pin3
ε0c3
Pavg/CGauss
TpulseRpulse
=
Epw√
CGauss
. (3.36)
The focused Gaussian beam described by eq . (3.29) — includ-
ing the Gaussian weighing in the integrals (3.30) — was simu-
lated in comsol for a tight focusing (na = 1.45), see fig . 3.5b.
When compared to a paraxial Gaussian beam having the same
na in fig . 3.5a, the psf exhibits a more regular shape and is
centred at the nominal focus r = 0. Note that it is not axially
symmetric, but slightly elongated along the direction of the ex-
citing polarization x̂; two lateral fringes are visible as well, ana-
logous to the characteristic rings of the Airy pattern.xxiv We
checked the accuracy of the normalization to EGauss given by
eq . (3.36) by measuring the power transmitted through the fo-
cal plane, which indeed tends to Ppulse as Rsim is made large
with respect to the lateral size of the psf, so that the beam is not
significantly cropped by the simulation boundaries. In sec . 4.2
we will show how the analytical description introduced in this
section can be used to model actual microscopy experiments.
xxiv The psf is described by an Airy function in the Fraunhofer diffraction re-
gime, which involves a paraxial approximation.
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L I G H T S C AT T E R I N G M O D E L S
As the nanotechnology and nanoplasmonic fields progress,
new nanostructures and assemblies with an increasing degree
of structural complexity are fabricated and studied. Their op-
tical properties depend on size, shape, and local environment,
often in a sensitive and complicated way. However — although
they provide valuable estimates and physical insight — the
available theoretical approaches which we have reviewed in
ch . 1 are limited to a few simple geometries. These consid-
erations, along with the steady improvements of hardware
and software for computing, explains why, over the last two
decades, numerical modelling has become an essential tool for
theoretical studies of the optical properties of nos.
4.1 electromagnetic simulations in comsol
Several numerical approaches are available for electromagnetic
simulations,88,89 the most popular being the discrete dipole
approximation (dda), the finite-difference time-domain (fdtd)
method, and the finite element method (fem). Our choice fell
on the last by reason of its peculiar advantages:
generality of the approach, which allows to couple differ-
ent classes of physical phenomena (electromagnetic waves,
heat conduction, continuum mechanics, etc.) within the
same model. In fact, the fem is essentially a mathematical
algorithm to discretize and solve partial differential equa-
tions, and as such it can be applied to the most disparate
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fields of science. Conversely, the fdtd is most suited to deal
with time-domain simulations in electrodynamics, and dda
is specifically restricted to scattering problems.
flexibility in handling irregular geometries and fine fea-
tures within large domains. In contrast with cubic grid-based
methods such as dda and fdtd, the non-regular tetrahedral
adaptive mesh used to discretize space in the fem, can ap-
proximate more accurately curved surfaces and be selectively
refined in specific areas of interest.
While a comprehensive description of the theoretical principles
and practical implementation of the fem for electromagnetic
modelling90,91,i is beyond the scope of this work, we shall de-
scribe here the salient features of its implementation towards
our modelling purposes.
For our simulations we have relied on the commercial soft-
ware comsol Multiphysics®, which implements the fem within
a convenient user interface. All models discussed in this work
have been solved via the Electromagnetic waves, frequency domain
(ewfd) interfaceii included in the Wave optics module as well as
in the rf module.iii The ewfd interface looks for a monochro-
matic solution of the Maxwell’s equations, that is, it assumes
that all fields and sources have a harmonic time dependence
e−iωt with a given frequency ω. Under this assumption, the
i https://www.comsol.com/multiphysics/finite-element-method (visited
on 15/06/2017) provides a concise introduction to the fem in comsol.
ii In the comsol terminology, an interface corresponds to a specific partial dif-
ferential equation being solved. Several interfaces related to a certain class
of physical phenomena are grouped and sold together as a module.
iii The comsol blog entries “Computational electromagnetics modeling,
which module to use?” and “Guide to frequency domain wave electromag-
netics modeling” (both visited on 15/06/2017) together provide an over-
view of the computational tools offered by comsol for electromagnetics
modelling, discussing their range of applicability and the typical problems
they are suitable to solve.
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Maxwell’s equations in the frequency domain (where ∂t→−iω)
read
(I) ∇ ·D = ρ (III) ∇× E = +iωB
(II) ∇ ·B = 0 (IV) ∇×H = −iωD+ J (4.1)
and are complemented by the constitutive relations B = µH
and D = εE.iv The material properties are thereby introduced
in eq . (4.1) by the complex-valued tensors ε and µ, which de-
pend in general on r and ω.
By taking the curl of eq . (4.1)-(III) and substituting with (IV)
∇× µ−1(∇× E)−ω2εE = iωJ. (4.2)
We have now reformulated electromagnetics in terms of E
alone,v since the external current J does not originate from the
fields. Indeed, eq . (4.2) is the equation implemented in the
ewfd interface, which is thus suitable to solve models having
the following characteristics:
linear response ε and µ, which represent the material
properties, are independent of E.
monochromatic processes Since the model is solved for
a single value of ω at a time, inelastic scattering processes
cannot be treated.
stationary solutions The time-independent formulation
of electromagnetics cannot describe transient phenomena.
iv The source term −iωD on the rhs of eq . (4.1)-(IV) can be broken down
into a displacement current density Jd = −iωRe(ε)E and a conduction current
density Jc = ω Im(ε)E. In particular, for ω 6= 0 the latter can be written in
terms of the ac electrical conductivity σ = ω Im(ε) as Jc = σE, which is the
local form of Ohm’s law.
v This formulation is not fully equivalent to eq . (4.1), as it was obtained
by taking a curl. Indeed, if Esol is a solution of eq . (4.1) then Esol + E′ is
a solution of eq . (4.2) whenever ∇× E′ = 0. In practice, these spurious
solutions must be discarded by checking them against eq . (4.1).
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size limitations The size of the modelled structure should
be comparable to the wavelength λ; as a rule of thumb, ran-
ging from λ/100 to 10λ.vi
Directly solving (4.2) is known as the full field formulation
of the electromagnetics. An external excitation can be intro-
duced within the simulation volume by specifying an analyt-
ical expression of J(r); an example of this will be presented in
sec . 4.3. On the other hand, in many cases of practical interest,
the excitation comes from a distant source in form of radiation.
Radiative excitation can be input into the simulation volume
through a Port boundary condition. This can be thought of as a
transparent gateway for a specific spatial mode, which can pass
through in both directions without suffering reflection losses.
However, in practice Ports can handle plane waves solely, and
are more suited to transmission models — e. g. waveguides. A
different approach named scattered field formulation is more ad-
equate to treat the scattering phenomena we are interested to.
scattered field formulation In this description, the
total electric field Etot is decomposed into the scattered field and
the exciting field:vii Etot = Esca +Eexc, see p. 10. Let us define the
linear differential operator D ≡ ∇× µ−1∇×−ω2ε so that the
partial differential equation (4.2) readsDE = iωJ. The scattered
field formulation then is expressed by
DEsca = iωJ−DEexc (4.3)
vi Rather than a physical assumption, this is a practical limit imposed by
memory requirements; other modules and interfaces are available in com-
sol to model objects having a size below (ac/dc module for the quasi-static
regime) or above (ray optics module) the specified range.
vii In the less perspicuous terminology of comsol these are referred to as relat-
ive and background fields respectively.
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where Esca is the variable solved for by comsol, while Eexc
is known, and represents the electric field in absence of the
studied object. Eexc can be specified either via an analytical de-
scription provided by the user,viii or pointwise as a numerical
vector field, usually obtained from a previous solving step; in
this chapter, examples of both approaches will be presented.
In eq . (4.3) J represents a source introduced within the simu-
lation volume, and Eexc the radiative excitation coming from a
distant source. Let us consider the case of a purely radiative ex-
citation (J = 0) — which is the archetypical scattering problem.
Now, if Eexc is a well-defined exciting field (namely, a solu-
tion of Maxwell’s equations in absence of the object) then it
satisfies the homogeneous eq . (4.2), i. e. DEexc = 0, and the
source term of eq . (4.3) is null, so that it yields Esca = 0 as
expected since no object is present. Conversely, if DEexc 6= 0,
some “self-scattering” is observed even in absence of the object;
more precisely, if Eexc differs by an error E′ from a solution of
the homogeneous eq . (4.2), then DE′ acts as a source term in
eq . (4.3). This observation provides a handy way to verify if
Eexc is indeed a well-defined exciting field: When solving the
model without the object the calculated Esca should be null up
to numerical terms.
Let us now present an example of this procedure applied to
a paraxial Gaussian beam. As discussed in sec . 3.2.1, this is
a solution of Helmholtz equation only in the paraxial approx-
imation, which holds so long as w0  λ. As a consequence,
significant self-scattering occurs for tightly focused beams as
exemplified in fig . 4.1. Trying to achieve a psf as narrow as
w0 = λ/5 results in a self-scattering Esca (fig . 4.1b) compar-
able to the excitation Eexc (fig . 4.1a). As a consequence, Etot =
viii In fact, comsol includes plane waves and Gaussian beams as built-in ex-
pressions of Eexc, and other explicit descriptions for Esca are seldom seen in
current modelling practice.
90 light scattering models
figure 4.1: Self-scattering in a homogeneous n = 1.52 medium of
the paraxial Gaussian beam (3.28) with E0 ‖ x̂ computed in com-
sol for λ0 = 820nm. The normalized amplitude of the (a,c) exciting
field Eexc/E0, and (b,d) scattered field Esca/E0 is represented. The
simulated volume is centred at the focus r = 0 and has a radius
rsim = 1µm. (a,b) na = 1.45 resulting in w0 ' λ/5; (c,d) na = 0.32
resulting in w0 ' λ. The colour scale in (c) is the same as in (a).
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Esca + Eexc (fig . 3.5a) deviates heavily from an ideal psf shape
as discussed in sec . 3.2.1. Less dramatic effects are observed
in fig . 4.1d for w0 ' λ, with Esca ' 0.2Eexc, so that Etot closely
resembles Eexc (fig . 4.1c).
An indicator quantifying the amount of self-scattering is the
relative L2 errorix
rle =
√√√√∫
Vsim
|Esca|
2 dV
/ ∫
Vsim
|Eexc|
2 dV (4.4)
and a given expression of Eexc should be used only if it gives
rle  1. For instance, w0 ' λ/5 and w0 ' λ (i. e. the values
used in fig . 4.1) result in rle = 0.98 and rle = 0.17 respect-
ively. In comparison, the psf represented in fig . 3.5b, which
is obtained via an exact vectorial description, corresponds to
rle = 6.1× 10−5. A value rle . 10−3 is found for Gaussian
beams having w0 > 2λ, demonstrating that the paraxial ap-
proximation is appropriate in this regime.x
modelling an infinite space Often, when solving
wave electromagnetics problems, one would like to model a
system placed in unbounded free space. Nonetheless, when
using the fem the simulated volume must be finite-sized to be
solved in a finite memory, and indeed as small as possible (in
practice down to ∼λ for the ewfd) to minimize the computation
time required. Several numerical tools in comsol are devised
to circumvent this practical limitation.
Open boundaries for radiation are usually mimicked by a per-
fectly matched layer (pml), which can be thought of as a per-
fectly absorbing boundary. In fact, the impedance mismatch
ix L2 indicates that the standard Euclidean norm is used.
x The comsol blog entry “Understanding the paraxial Gaussian beam for-
mula” (visited on 15/06/2017) further characterizes the validity scope of
the paraxial approximation.
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caused by a simple truncation of the simulation domain would
cause the radiation to be reflected back into the simulation do-
main. Mathematically, a pml implements a profile of ε and µ
describing a complex-valued coordinate stretch in the outward
direction,90 which converts propagating waves into decaying
ones, whose amplitude drops off exponentially. An effective
pml typically is a ∼ λ/2-thick domain enclosing completely
the simulated region, with a sufficiently fine meshing (4 to 6
elements across). In practice, good pmls achieve a reflection
R . 10−4 in a wide range of angles of incidence θinc . 70°,
and a worsening performance when grazing incidence is ap-
proached. Scattering boundary conditions provide a less compu-
tationally expensive, but also less effective alternative to pmls.xi
For every radiating solution of Maxwell’s equations having
real frequency it can be demonstrated that91,xii
Esca(r) =
eikr
r
[
E∞(r̂) +O
(
1
r
)]
for r→∞ (4.5)
which expresses the intuitive fact that, far away from the scat-
terer, the scattered field is an expanding spherical wave with
a superimposed amplitude modulation dependent on the dir-
ection r̂. The region where Esca is dominated by r−1 terms is
named ff region; typically, in scattering problems this condi-
tion is met at least 10λ away from the scatterer. The nf region
is instead dominated by higher-order terms falling off as r−2,
r−3, exc. In optical microscopy, the detectors — in our case, the
objective and condenser lenses — are usually placed in the ff of
the studied object. These lenses collect the signal over a finite
xi The comsol blog entry “Using perfectly matched layers and scattering
boundary conditions for wave electromagnetics problems” (visited on
15/06/2017) compares the performances of pmls and scattering boundary
conditions.
xii Like in comsol, we are adopting here the engineers’ sign convention e−ikr.
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solid angle, called acceptance. Now, according to eq . (4.5), the
density of the scattered energy flux (represented by the time-
averaged Poynting vector) in the ff is
S∞(r) = 1
2r2
nc0ε0
∣∣E∞(r̂)∣∣2 r̂ . (4.6)
and the angular distribution of scattered powerxiii P(r̂) =
r2S∞ ∝ E2∞ does not depend on r. Close to the scatterer Ssca
has instead a more complex expression, and the scattering
pattern is ill-defined, as the energy flux in a given direction
depends on r. Practically, this means we cannot compute the
measured power by integrating r2Snf over the detector accept-
ance; on the other hand, simulating a volume so large that the
boundaries are effectively placed in the ff, would require huge
computational resources.
In order to deal with this issue, comsol provides the oppor-
tunity in post-processing to invoke far-field variables in specified
domains. In particular, E∞(r̂) is computed via the Stratton-Chu
transform92
E∞ = − ik
4pi
r̂×
∫
Σff
[
n̂× E−
√
µ
ε
r̂× (n̂×H)
]
eikr·r̂ dΣ (4.7)
where the surface integration is performed over the outer
boundary Σff of the ff domain and n̂ identifies the normal to
Σff in every point. Note that calculating the E∞(θ,ϕ) over a
4pi solid angle can be rather expensive computationally since
the integral in eq . (4.7) must be evaluated for each direction
(θ,ϕ). According to eq . (4.5) or eq . (4.7) [E∞] = [V]: Although
customarily denoted with an E symbol, E∞ is not an electric
xiii P is defined so that SdA = PdΩ; the calligraphic font is used for consist-
ency with the notation adopted in ch . 5. Often P(r̂) and E2∞(r̂) are both
referred to simply as scattering pattern.
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field.xiv Esca at a given distance r is computed via eq . (4.5);
neglecting O(r−1) terms implies this is accurate only in the ff.
4.2 a model of elastic scattering
The comsol model discussed in this section simulates the scat-
tering and absorption of a plane wave by a no placed close to
a dielectric interface. The case of a homogeneous immersion
medium is obtained as the limiting case n1 = n2. Experimental
observables such as the absolute ocs and the scattering pattern
can be computed by the model.
4.2.1 Geometry and solvers
fig . 4.2a provides an overview of the typical geometry and
meshing of the model. A complete 3d geometry must be sim-
ulated, in order to address the dependence on the excitation
direction and compute the ocs under microscope illumination.
Vsim is taken as a sphere centred at the origin, and the op-
tical interface is the z = 0 plane. A radius rsim = λ0/(2nmin)
where nmin ≡ min(n1,n2) is used — enough to put the simu-
lation boundaries outside the reactive nf regionxv of the no.
Vsim is meshed with a free tetrahedral mesh having a max-
imum element size of λ0/(5n) in the n1 and n2 media, which
ensures a sufficient sampling of the electric field. Following the
guidelines of p. 92, Vsim is encircled by a pml of homogeneous
thickness tpml = λ0/(2navg) where navg = (n1 + n2)/2, meshed
xiv Nonetheless, in comsol (v. 4.4) E∞ (i. e. variables normEfar, Efarx, etc.) is
attributed a V/m unit. Consequently, r/[m] instead of r must be used for
implementing eq . (4.5) and eq . (4.6), see the comsol blog entry “2 methods
for simulating radiated fields in comsol Multiphysics®”.
xv The reactive near-field is defined in antenna theory as the nearest region of
the nf, where the coupling of the field with the emitter is significant.
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figure 4.2: Typical geometry and meshing of a comsol model of
elastic scattering by a no on a substrate. (a) Overview of the sim-
ulated volume Vsim, a sphere of radius rsim encircled by a pml of
homogeneous thickness tpml. A no (blue) is placed in the middle of
Vsim, below the z = 0 optical interface. (b) Close-up of the no, a gnr
coated by a dielectric shell; a quarter of the shell is hidden to reveal
the gold core (yellow). The exciting plane waves are represented by
arrows along the propagation direction, while the wavy line repres-
ents the evanescent wave; orange, purple, and green indicate incident,
transmitted, and reflected light as in fig . 3.1a.
with a swept mesh of five elements of constant thickness along
the radial direction.xvi
fig . 4.2b is a close-up of the no, placed in medium 2 and
in contact with the interface. A gnr coated by a thin dielec-
tric shell has been used as exemplary no for model develop-
ment and testing. All figures and results in this section refer to
a 67nm× 28nm gold18 cylinder with spherical end caps, sur-
rounded by a nctab = 1.43 shell having homogeneous thick-
ness tctab = 3.2nm; the gnr is placed on a glass/air (n1 = 1.52,
xvi This compromise between pml thickness and sampling is acceptable when
n1 and n2 do not differ much. For highly mismatched interfaces, pil-
ing up enough elements of radial thickness λ0/(10nmax) to obtain tpml =
λ0/(2nmin) ensures accurate results.
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n2 = 1.00) interface and excited resonantly with its longitudinal
lspr at λ‖ = 620nm. A free tetrahedral meshing is adopted for
the no, with the mesh element size manually capped to 12nm
in the metal volume, and automatically constrained by the geo-
metry within the dielectric shell. The model has been optimized
— i. e. Vsim has been expanded and the mesh has been refined —
until the ocs showed no dependence on the parameters within
a tolerance of approximately 1%. For no having finer features
than here, the object meshing should be refined, while for no
bigger than 100nm a larger rsim is likely needed.
Radiative excitation is introduced in the model as a plane
wave propagating from medium 1 in a direction specified by
the user. As depicted in fig . 4.2b, the no in medium 2 is ex-
cited by the transmitted field — either propagating or evanes-
cent when θi < θc or θi > θc. In comsol, plane wave excitation
is implemented via the scattered field formulation eq . (4.3) of
the ewfd interface. The model includes three such interfaces;
any combination thereof can be solved for in a model run, by
activating them in the selected frequency domain study step.
One interface corresponds to a user-specified linear polariza-
tion in the condenser bfp, Eexc being given by eq . (3.9); this
should be solved in order to simulate polarized microscope il-
lumination via eq . (3.14). The other two interfaces correspond
to a p- and an s-polarized wave, Eexc being given respectively
by eq . (3.3) for z > 0, and eq . (3.4) for z > 0; these should be
both solved in order to simulate unpolarized illumination via
eq . (3.15).
4.2.2 Post-processing and results
A solution of this model consists in the value of the electro-
magnetic field components at every node of the spatial mesh.
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The field itself and other derived quantities can be visualized
in space as false colour maps like those shown in fig . 4.3.
Although they cannot directly be compared to experimental
results, these maps provide valuable physical insight and are
helpful for highlighting inconsistencies and finding mistakes
during the development of the model.
The density of power dissipated through Joule (or resistive)
heating QJoule = 12 Re (Jc · E∗tot) is plotted in fig . 4.3a. Simply
put, Joule heating results from the free electrons in the metal
which are accelerated by Eexc and collide with the ion lattice,
so that their kinetic energy Ke is transformed into lattice vibra-
tion, i. e. thermal energy. Now, Ke = 12mev
2
e, and thus QJoule
is maximum where ve is, namely, in the middle point x = 0
of the oscillation of the electron cloud. Furthermore, inside the
metal at a distance d from the surfaceQJoule is decreased by the
figure 4.3: Solution of the elastic scattering model for a gnr. The
exciting field Eexc (orange arrow) propagates along −ẑ (θi = 0) and
is polarized along the rod axis (ψ = 0); all geometry parameters as
specified in the text. (a) Density of power dissipated through resist-
ive heating QJoule. (b) Normalized amplitude of the scattered elec-
tric field log10 Esca/Ei. The colour scale has been cropped to enhance
the contrast; the maximum and minimum values over the simulated
volume are reported at the top and bottom on the left of the scale.
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factor e−d/∆, where ∆ ' 30nm is the skin depth for gold at the
excitation wavelength λ‖ = 620nm.
Esca/Ei is plotted in fig . 4.3b and displays the field distribu-
tion peculiar to the emission of a dipole oriented along x̂. The
field lines exit the rod ends, where the line density is highest,
and Etot is locally enhanced up to a factor 45. The field amp-
litude across interfaces obeys the conditions ε1E⊥1 = ε2E
⊥
2 and
E
‖
1 = E
‖
2. Indeed, the largest discontinuity of Esca is observed
at the rod ends, while Esca is approximately continuous along
the z axis, where the field lines are parallel to the rod surface.
Moreover, at the air/glass interface n1 > n2 implies E1 6 E2,
the equal sign corresponding to the case E⊥ = 0.
The experimental observables can be computed from the mi-
croscopic quantities plotted in fig . 4.3. The ocs are defined by
eq . (1.1), where Ii = 12n1c0ε0E
2
i results directly from the model
input parameters. The absorbed power is computed by integ-
rating QJoule over the no volume
Pabs =
∫
Vno
QJoule dV . (4.8)
The scattered power is the flux of the time-averaged scattered
Poynting vector Ssca = 12 Re (Esca ×H∗sca) across the no surface
Psca =
∫
Σno
Ssca · n̂dΣ (4.9)
where n̂ is the versor normal to Σno in each point. Eventually,
σext can be calculated using eq . (4.8), eq . (4.9), and Pext =
Pabs + Psca. An alternative route to compute σext, which does
not require an explicit integration, but relies on ff variables in-
stead, is provided by the optical theorem. The form (1.9) refers
to a homogeneous immersion medium, but generalizations of
the theorem can be found in literature for a scatterer close to
an optical interface93 or embedded across it94.
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In order to compute the power scattered within a given solid
angle Ω (being Psca the extreme case for Ω = 4pi), information
on the angular distribution of the scattering is required; namely,
the scattering pattern (4.7) must be used. In particular, the scat-
tered power measured in microscopy experiments is the energy
flux across a spherical capxvii corresponding to the objective ac-
ceptance Ωobj
Pobj =
∫
Σobj
S∞ dΣ (4.10)
where S∞ is given by eq . (4.6). Σobj is often a virtual surface
rather than a physical one: In our model it lies on the boundary
of the physical domains (i.e. the inner boundary of the pml).
Note that eq . (4.7) assumes a homogeneous optical environ-
ment, and in fact comsol recommends to perform the near-to-
far field transform over the boundary of a homogeneous do-
main completely surrounding the scatterer. While comsol has
pledged to address this issue in future releases, with current
versions (up to v5.2) Pobj might be inaccurate when an optical
interface is included within the ff domain. Alternative numer-
ical approaches to circumvent this shortcoming have been pro-
posed in literature.95
The dependence of the ocs on the propagation direction of
the exciting plane wave is shown in fig . 4.4 for a gnr. Note
that for ϕi = ψ and ϕi = ψ+pi/2 the wave is p- and s-polarized
respectively, with intermediate values of ϕi corresponding to a
mixed character with a gradually varying p and s proportion.
To explain the trend of σ (at a given wavelength σsca or σext
differ from σabs only by a constant factor independent from
the excitation), we observe that, to a good approximation, the
gnr is a local probe of |E2,x|
2 given by eq . (3.9-2). Therefore, σ
depends both on the polarization of E2,x and on its amplitude,
xvii Over a sphere one has S∞ ‖ n̂ ≡ r̂ and a constant value of r = rΣ.
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figure 4.4: Absorption cross-section σabs of a gnr as a function of
the polar θi and azimuthal ϕi angles of incidence of the exciting plane
wave. The parameters of the model are given in the text. The exciting
polarization in the condenser bfp lies (a) along (ψ = 0) or (b) across
(ψ = pi/2) the rod axis. The dashed line is the critical angle θc = 41.1°.
The marked ranges of θi correspond to typical bf (nai from 0 to 0.95)
and df (nai from 1.1 to 1.2) illumination we use in experiments.
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which is proportional to |t|. Indeed, the transmitted s wave is
always parallel to the interface, so that σs(θi) ∝ |ts(θi)|2, and a
maximum is observed at θc, in agreement with fig . 1.8b. Note
that the absolute value of σs(ψ = 90°) (in fig . 4.4b) is smaller
by a factor ∼ 500 than σs(ψ = 0) (in fig . 4.4a) as a result of the
lower polarizability of the gnr along its short axis and of the
non-resonant excitation with respect to the transverse mode.
On the other hand, the transmitted p wave has a component
perpendicular to the interface which increases approaching θc,
where E2,x is totally cross-polarized to the rod regardless of ψ.
σp(θi) is thus a minimum forψ = 0 and a maximum forψ = 90°
— in the latter case, σp > σs because |tp| > |ts|. For ψ = 0, σabs
varies gradually between the extrema just described for waves
with a mixed p and s character. Conversely, for ψ = 90°, a field
component along the rod is introduced by focusing, which is
maximum for ϕi = 45°. Indeed, via eq . (3.9-2) one obtains
σ ∝ |E2,x(ψ = 90°)|2 ∝ sin2 2ϕi, which also explains why the
same value for σ is obtained for ϕi = 30° and ϕi = 60°.
In a typical microscopy experiment the illumination contains
a wide range of excitation directions, as indicated in fig . 4.4.
The large variations of σ observed over such angular ranges
highlight the importance of accounting for the excitation used
in experiments, and motivated us to develop the approaches
described in sec . 3.2 to reproduce the microscope illumina-
tion in numerical models. The model described in this section
will be used in ch . 6 to investigate the spectral properties of
various no and to benchmark the results of quantitative ocs
measurements.
comparison to literature Let us conclude by compar-
ing the salient features of our model to the state of the art,xviii
xviii In this review we shall limit ourselves to fem models.
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and emphasize the elements of novelty introduced therein.
Modelling the optical properties of nos in a homogeneous
environment is nowadays a common practice, and several
related model templates can be found online and are provided
by comsol as tutorials. In particular, the way we compute the
ocs and the scattering pattern is well known.34,96,97
However, only few models including an optical interface in
the vicinity of the no are reported in literature. The main chal-
lenge posed by such a geometry is that Eexc is not a simple
plane wave any more. A widespread workaround relies on a
two-step scheme:34 First, the no is removed and E above and
below the interface is computed using the full field formulation;
this serves as Eexc for a second ewfd solver (now including the
no) computing the scattering. Besides being cumbersome, this
procedure comes with a further fundamental limitation. The
absorbing boundary conditions (e. g. a pml) after the interface
not only absorb any plane wave propagating outwards, but
also any incident evanescent field when tir occurs. To avoid
this, one cannot but put the boundary much farther from the
interface than the evanescent decay length δ; in practice, this
means a large model is required to obtain accurate results for
close-to-critical excitation since δ
θi→θc−−−−→∞, see eq . (1.17).
We have instead calculated the explicit expression of the field
above and below the interface and used it as Eexc; Zhang et al.96
adopted the same method (seemingly only for normal incid-
ence), although they do not provide details. This approach is
obviously neater and faster than computing numerically Eexc,
as a single solving step is required. In practice, with the para-
meters listed above, our model is solved by a common work-
station (Intel® Core™ i7 cpu, 64GiB ram) in approximately
15 s. In comparison, the equivalent two-step implementation
requires 5 to 10 times longer; such a performance boost is ex-
4.3 a model of nonlinear scattering 103
tremely advantageous when a complete spectrum (order of 100
simulations) has to be computed.
Our main innovation with respect to current modelling prac-
tice are the methods described in sec . 3.1, which we have de-
vised to reproduce the microscope illumination using plane
wave simulations — either averaging several or calculating an
“equivalent” one. In fact, there are no reports in literature of
analogous concerns. For instance, the experimental set-up used
by Knight et al.34 features a df configuration with a light needle
of negligible directional spread, that can be mimicked by a
plane wave.xix Davletshin et al.,97 on the other hand, apparently
attempted fitting sms data using a plane wave impinging or-
thogonally onto the substrate instead of some model for a laser
psf.xx Lastly, the work by Zhang et al.96 is exclusively compu-
tational, and implements in the model an excitation structured
to address selectively the bright and dark mode of a nanocube.
4.3 a model of nonlinear scattering
4.3.1 Motivation and theoretical background
Inelastic Raman scattering addresses the low frequency vibra-
tional and rotational modes of the sample (∼ 100meV) using
light in the vis and near ir range (∼ 1 eV). Raman techniques
are important tools for analytical chemistry, allowing to de-
termine the chemical composition with minimal sample condi-
xix A cause of concern with their model is the use of ff calculations analogously
to eq . (4.10); as we noted on p. 99, this might lead to invalid results when
the ff domain is optically inhomogeneous.
xx They also use strange boundary conditions: There are perfect electric con-
ductor (pec) and perfect magnetic conductor (pmc) seemingly implement-
ing unphysical geometries, and the pml is limited to one side of the geo-
metry, instead of enclosing it completely.
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figure 4.5: Energy dia-
gram of (a) spontaneous
Raman and (b) cars res-
onant with a vibrational
transition. The dashed
lines represent virtual
energy states. The dashed
and solid downward ar-
rows indicate spontaneous
and stimulated emission.
ωp ωS 
Ωvib 
(a) (b) ωCARS 
tioning, and providing information on molecular conformation
and symmetry. In general, optical processes can be classified ac-
cording to their order, corresponding to the power dependence
of the output intensity on the input intensity. Linear (i. e. first-
order) Raman scattering consists in a radiative excitation of the
target to a virtual energy state followed by a spontaneous radi-
ative decay to a different vibrational state than the initial one,
see fig . 4.5a. Spontaneous emission results in an incoherent
signal, meaning the fields radiated by different oscillators in
the sample have no definite phase relation.
Nonlinear Raman processes,98 on the other hand, typically
involve stimulated emission, being the microscopic oscillators
driven at the phase difference of the input fields, so that a co-
herent signal is produced. It can be shown that for incoher-
ent emission, due to random interference, the intensity is pro-
portional to the number N of oscillators, whereas for coherent
emission it is proportional to N2; as a result, stimulated Raman
processes can yield intensities order of magnitudes larger than
spontaneous ones, thus permitting video-rate vibrational ima-
ging under moderate (∼100mW) excitation power.
For instance, coherent anti-Stokes Raman scattering (cars)
is a 4wm optical process, whereby a pump field p and a lower
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frequency Stokes (S) field interact through the third-order po-
larizability χ(3) of the sample to create an anti-Stokesxxi field
having frequency ωcars = 2ωp − ωS and intensity Icars ∝
|χ(3)|2 E4p E
2
S. A vibrational transition can be resonantly driven
by the beat frequencyωp−ωS = Ωvib as in fig . 4.5b. Detecting
an anti-Stokes signal is advantageous, forasmuch as all (single-
and multi-photon) Stokes contributions can be rejected by spec-
tral filtering, resulting in measurements free from fluorescence
background. Owing to its chemical selectivity and high sensit-
ivity, joint to the enhanced 3d resolution intrinsic to nonlinear
processes, cars microscopy has become a popular technique
for imaging biological samples.99,xxii
Metal nos produce a strong 4wm signal at the lspr owing
to the plasmon-enhanced local fields just inside the metal sur-
face, see Wang et al.65 (§6). One then expects the third-order
response of an analyte placed just outside the metal surface to
be analogously enhanced. Indeed, such phenomenon has been
widely observed when probing a large volume of the analyte,
e. g. by mixing the sample to a silver colloid100 or dispersing it
over a nanostructured gold surface.101 Even though sensitivity
permitting single-molecule detection has been demonstrated
using such substrates,102 achieving the same result using indi-
vidual nos — albeit more challenging — is still of great interest,
because the locality of the field enhancement could yield spa-
tial information below the diffraction limit affecting ff imaging,
such as conventional cars microscopy.
In 2003, cars enhancement by individual spherical gold nps
was reported;103 however, these results have not been hitherto
xxi The terms Stokes and anti-Stokes designate any emission at a frequency
respectively lower or higher than the pump field.
xxii In particular, it is the technique of choice for imaging lipids, whose high
density of C-H bonds corresponds to a large cars susceptibility.
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reproduced.xxiii Apart from this isolated claim, there have been
to date only few reports of cars enhancement by individual
nos, exploiting the large plasmonic enhancement at a sharp
metal tip104 or inside narrow gaps, such as between two spher-
ical gold nps105 of a gold disc quadrumer.106 While complex
nanostructures of this kind can be engineered to provide the
highest enhancement, they are not ideal for applications to bio-
logical microscopy (particularly in reference to thick, live speci-
mens) as they are unable to penetrate tissues and cells, and to
probe 3d structures. Conversely, as discussed in sec . 2.1, metal
nps are suitable labels for live imaging, but provide lower en-
hancement; therefore, to measure np-enhanced cars, one must
refine the detection scheme and maximize its sensitivity.
In general the cars signal is made up of two contributions,
the resonant (vibrational) signal and the non-resonant (elec-
tronic) background — due to 4wm processes occurring in the
gold volume or in the probed medium itself. Hence, one must
selectively suppress the non-resonant term as a prerequisite to-
wards a shot-noise-limited signal. There are several ways to
achieve this; for instance, the work by Yampolsky et al.105 cited
above utilizes a time-resolved detection scheme. We opted in-
stead for a phase-resolved detection scheme exploiting the co-
herent nature of the resonant signal, wherein the cars signal
is interfered with an external reference beam (often referred to
as local oscillator) matched as for spatial mode and wavelength,
and the mixing term is measured. This technique is named het-
erodyne detection, and has been applied to cars both for bulk
measurements107 and for microscopic imaging.108
xxiii In fact, the 4wm background due to the intrinsic gold nonlinearity was likely
measured instead, and a control experiment without the cars substrate was
not provided. Moreover, no clear evidence was given that the signal was
measured from single nps rather than aggregates, and thermal reshaping is
expected at the high excitation power used.
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P. Borri and W. Langbein have recently designed and per-
formed experiments to investigate the cars enhancement by a
single metal np; the outcome was successful, and a manuscript
reporting the results is in preparation at the time of writing.
Besides being the first experimental observation of such phe-
nomenon, several elements of novelty have been introduced in
the detection scheme:
• The cars signal is modulated at a frequency (77MHz) close
to the laser repetition rate (80MHz). The beat in the radio-
frequency (3MHz) resulting from the interference with the
reference is measured in amplitude and phase using a dual-
channel lock-in amplifier; this permits a simultaneous meas-
urement of the real and the imaginary part of Ecars.
• While cars generated in the bulk propagates forwards (i. e.
along the exciting beams), the signal produced by the di-
polar field in the vicinity of the np radiates in all directions.
In contrast to previous works, we have therefore collected
the signal in an epi configuration, that is, through the object-
ive used for excitation, allowing us to investigate selectively
the np-enhanced cars.xxiv
• Whereas previous works scanned the reference beam onto
the sample alongside with the pump and the Stokes, we use
an external reference. This allows us to use a high reference
power (∼ 1mW), and to reject the common-mode classical
noise of the reference via a balanced detection scheme.
For further details on the experiment, not relevant to the nu-
merical model discussed here, the reader is referred to previ-
xxiv It is essential to illuminate the np from side of the non-resonant substrate,
otherwise one would also collect cars generated in bulk before it, and back-
scattered into the objective by the np or the interface.
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ous publications describing our typical cars set-up109 and our
implementation of heterodyne detection.110
A numerical model of no-enhanced cars was developed in
comsol, in order to provide a touchstone for our experimental
results and additional physical insight into the system’s beha-
viour. Several experimental observables can be computed, such
as the angular distribution of the cars emission in the ff, and
the cars signal resulting from forward or backward collection,
either with or without heterodyning. More generally, the model
can serve as a template to quantitatively simulate nonlinear
microscopy experiments. Several elements of novelty are intro-
duced with respect to the state of the art, particularly a two-step
solving scheme to mimic nonlinear processes, and analytical
formulas for simulating tightly-focused, coherent illumination
and heterodyne detection.
4.3.2 Geometry and solvers
The geometry is similar to the linear scattering model depic-
ted in fig . 4.2a: Vsim is a spherexxv halved by the optical in-
terface z = 0. However, with respect to the same figure, the
z axis here is reversed: The no is placed on the interface in
medium 1 (z > 0) and the illumination propagates along ẑ.
We have performed simulations for different nos: A gns of dia-
meterD = 50nm and a 67nm× 28nm bare gnr identical to the
one described in sec . 4.2 apart from the absence of the dielec-
tric shell. Moreover, simulations of an empty interface and of a
homogeneous medium have been performed as controls.
The pump and Stokes beams are both polarized along x̂
in the bfp of the objective. Once the exciting polarization is
fixed — differently from the linear scattering model discussed
xxv The optimum value of rsim to be used will be discussed in the following.
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in sec . 4.2— one can exploit the symmetries of the problem
(Eexc+no) in order to speed up the solution of the model as
well as the ff calculations. In fact, for an object having x = 0
and y = 0 as mirror planes, only a quarter of the physical
geometry needs to be solved for. In this case the symmetry is
implemented by a pec and a pmc boundary condition assigned
respectively to the x = 0 and y = 0 plane. A pec boundary
corresponds to the condition n̂× E = 0, implying the sign of
E‖ is reversed and the sign of E⊥ is conserved across the in-
terface. Complementarily, a pmc boundary corresponds to the
condition n̂×H = 0, implying the sign of E‖ is conserved and
the sign of E⊥ is reversed across the interface.
The geometry we have just described is solved for at the three
wavelengths λp, λS, and λcars using a slightly different mesh. A
free tetrahedral mesh is used for the physical domains, with a
maximum element size capped to λ0/n/5. The triangular mesh
at the no boundary (along with the expansion rate in the adja-
cent domains) can be controlled to selectively refine the mesh-
ing near the metal surface, where the fields have steeper gradi-
ents; for the no considered here, a maximum surface element
size 8nm ensures a sufficiently fine spatial sampling. Vsim is en-
circled by a pml of homogeneous thickness tpml > λp/n/5 and
meshed by sweeping four (for λp, λS) or five (for λcars) elements
of constant radial thickness, in line with the recommendations
reported on p. 92.
Let us now describe the linear and nonlinear material prop-
erties attributed to the various physical domains. The substrate
(fused silica, n = 1.52) is index-matched by the immersion
medium (silicone oil), so that there is no interface in the lin-
ear optical properties. Strictly speaking, this is a limitation of
the model, inasmuch as the formulas describing the coherent
excitation hold in a homogeneous space solely. Nonetheless,
a lowly mismatched interface (e. g. glass/water) corresponds
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to R < 10%, and therefore the results are likely to be still
accurate if the linear interface is not included in the model.
The frequency-dependent permittivity of gold18 is used in the
model in tabular form; in sec . 6.2 we will compare various
datasets from literature.
The magnitude of the 4wm polarization is proportional to the
third-order susceptibility χ(3) of the material. For glass, we ad-
opted the value χ(3)glass = 2× 10−22 m2/V2 measured with third
harmonic generation (thg).111 The complex χ(3)oil was quantitat-
ively measured relative to the glass substrate using techniques
previously developed within our group;112,xxvi the resulting
spectra are shown in fig . 4.6a and present a vibrational res-
onance at 3050 cm−1, corresponding to stretching mode of the
H-C=C bond in the styrene ring. The values of χ(3) reported in
literature for gold span over several order of magnitudes from
10−14 m2/V2 to 10−19 m2/V2, as various techniques are utilized,
which employ laser pulses of different duration and probe dif-
ferent contributions to the nonlinear response over various time
scales.113 We adopted the value χ(3)gold = 2× 10−19 m2/V2 repor-
ted by Renger et al.,114 who studied the same 4wm process we
have modelled, and used pulses of duration and wavelength
close to our experiment.
Previous simulations of 4wm processes used comsol to solve
simultaneously the coupled wave equations in the frequency
domain for the input and the generated fields.115,116 This ap-
proach employs the full-field formulation of the ewfd interface
(where excitation is input through Ports) and is thus limited
to plane wave excitation; in fact, the cited works investigated
the enhancement of 4wm processes by large plasmonic metas-
xxvi The software for hyperspectral image analysis has been developed by F.
Masia and W. Langbein; the measurement of χ(3)gold was performed by I.
Pope.
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figure 4.6: (a) Third-order susceptibility χ(3) of silicone oil relative
to glass (microscope slide) and (b) e-hcars signal (4.14) as functions
of the vibrational wavenumber νvib. The experimental dataset (dia-
monds) has been rescaled to arbitrary units. The vertical dashed line
at νvib = 3050 cm−1 is a guide to the eye.
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urfaces. In order to simulate nonlinear microscopy experiments
— where the exciting beams are tightly focused and cannot be
approximated by plane waves — we devised instead a solving
scheme consisting in two sequential steps: (i) The scattering of
the input pump and Stokes beam is computed; (ii) the resulting
solutions Ep and ES (total fields) drive the nonlinear emission.
This decoupled scheme assumes the nonlinear process is weak
enough not to affect significantly Ep and ES. This assumption,
often referred to as undepleted pump approximation, is amply met
in our experiment where Pp,PS ∼ mW and Pcars ∼ nW. Let us
now take a closer look at the implementation of this workflow.
The first ewfd interface runs twice: Once at the pump and
once at the Stokes frequency. In our set-up, the pump at λp =
820nm is the direct output of a Ti:Sa pulsed laser, while the
Stokes and the reference are produced by an optical paramet-
ric oscillator (opo). The spectral focusing used in the experi-
ment is mimicked in the model by tuning νS to address a given
Ωvib = ωp −ωS; For instance νc-h = 3050 cm−1 (corresponding
to λcars = 656nm) is driven using λS = 1094nm. The scat-
tered field formulation (4.3) is used, where Eexc is given by the
analytical description we introduced in sec . 3.2.2 for a coher-
ent, linearly polarized beam tightly focused by a high na lens
(we use naobj = 1.45). A Gaussian field profile as in eq . (3.34)
is assumed in the bfp of the objective. The field amplitude is
thus given by eq . (3.36) with the characteristic experimental
values Pavg = 1mW, Tpulse = 1ps, and Rpulse = 80MHz, so
that Ppulse = 12.5W. In our microscope, the input beams have
a filling factor close to Fp = FS = 1.xxvii As discussed on p. 91,
Esca is null in a homogeneous medium, so that Etot = Eexc,
see fig . 3.5b. In presence of a no, Esca displays a dipolar pat-
xxvii When underfilling the lens (F < 1), the na of the objective is not fully ex-
ploited, and the resolution is spoiled; when overfilling (F > 1), a significant
fraction of input power is squandered.
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tern similar to fig . 4.3b. However, being the excitation off-
resonance with the lspr, a smaller field enhancement is ob-
served here; for instance, in the case of the gnr at λp one has
maxr (Etot/Eexc) = 5.6, to be compared with the factor 45 found
at λ‖, see p. 98.
The second ewfd interface implements the full field formu-
lation (4.2) in absence of radiative excitation, the source being
the external current J on the rhs. J is related to the external
polarization density P via
J = ∂tP = −iωP (4.11)
where the harmonic assumption of the ewfd interface has been
used in the last equality. Specifically, in the cars process, Pcars
is driven at the frequency ωcars by the beat between Ep and ES
and can thus be expressed as a function of the solutions of the
first interface117,xxviii
Pcars = 6ε0χ
(3)
1122
(
Ep · E∗S
)
Ep + 3ε0χ
(3)
1221
(
Ep · Ep
)
E∗S. (4.12)
A classical derivation of eq . (4.12) within the scalar approxim-
ation is reported by Boyd64 (§10.3), providing insight into the
microscopic origin of the two terms of the third-order polariza-
tion density. In particular, χ(3)1221 = 2χ
(3)
1122 is found.
xxix
The typical results of the second interface are summarized
in fig . 4.7. Panel (a) refers to simulation in bulk oil: The spa-
tial distribution of the cars sources Jcars mirrors Eexc shown in
fig . 3.5b. The resulting emission Ecars builds up forwards due
to the conservation of photon momentum kcars = 2kp − kS,
xxviii The work cited117 is the first experimental report of cars; the authors at the
time were doing their researches at the Ford motor company but, ironically,
the acronym cars was adopted only some years later.
xxix Close to resonance χ(3) depends on ω and the permutation of the field
indices (known in literature as Kleinman’s symmetry) is not allowed.
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figure 4.7: Nonlinear current log10
[
Jcars/(A/m2)
]
(contour plot)
and emitted field log10
[
Ecars/(V/m)
]
(false colours) for cars (a) in a
homogeneous medium, and (b) enhanced by a gns placed onto a non-
resonant substrate; (d) close-up on the gns whose surface is coloured
in yellow. The colour scales have been cropped to enhance contrast:
The lowest value assumed over the represented volume is reported
at the bottom of the scales. (c) ff pattern E∞ of cars emission for
different targets: Bulk oil, an empty interface, a gns, and a gnr. The
simulated volume is a sphere of radius rsim = 1200nm and refractive
index n = 1.52; all other parameters as specified in the text.
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and is absorbed by the pml encircling Vsim. In fig . 4.7b and
fig . 4.7d, the field is enhanced by a gns placed on a non-
resonant glass substrate. The mismatch in χ(3) introduced by
the interface creates a discontinuity in Jcars, which is larger in
the resonant medium. The backward cars emission resulting
from the discontinuity of Jcars and the presence of the no inter-
feres with the (weak) forward cars emission generated in the
bulk substrate, giving thereby rise to fringes of Ecars.
The ff pattern of Ecars computed using eq . (4.7) is plotted
in fig . 4.7c for different targets. For bulk oil, trans (i. e. along
the propagation direction of the exciting beams) emission dom-
inates; in fact, we will show later that the tiny epi (i. e. opposite
the propagation direction of the exciting beams) emission ob-
served is a numerical artefact. Introducing an interface reduces
the trans emission because the amount of resonant material is
halved. On the other hand, some epi emission is created by the
discontinuity in the source distribution, and enhanced when a
no is added. Indeed, the large field enhancement generated by
a gnr results in an almost symmetric pattern, with a similar
amount of power emitted forwards and backwards.
4.3.3 Post-processing and results
In our experiments the cars emission both in the trans and
the epi direction can be measured simultaneously via the
condenser and the objective respectively. In particular, the
intensity t-cars of the trans-detected cars signal is recorded
by a photomultiplier placed after suitable spectral filters. In
the model, t-cars is computed by integrating the ff Poynting
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vector eq . (4.6) over a spherical cap (defined on the boundary
of Vsim) corresponding to the acceptance of the condenser lens
t-cars =
∫
Σcon
S∞ dΣ . (4.13)
Note that in our model the integration is limited to a quarter
of Σcon thanks to the fourfold symmetry of the problem, so the
result of eq . (4.13) must be multiplied by 4.
In our experiments the epi emission is measured in amp-
litude and phase using the heterodyne detection scheme de-
scribed on p. 106. The epi-detected heterodyne cars signal e-
hcars is computed in the model by integrating the mixing term
of the cars field projected to the ff via eq . (4.7) with the refer-
ence field Eref over a spherical cap (defined on the boundary of
Vsim) corresponding to the acceptance of the objective lens
e-hcars =
1
rsim
× 1
2
nc0ε0
∫
Σobj
E∞ · E∗ref dΣ . (4.14)
As above, the integration is limited to a quarter of Σobj so the
result of eq . (4.14) must be multiplied by 4. We emphasize that
e-hcars is a complex signal, namely an interference measured
in amplitude and phase, whereas t-cars is a power and as such
is real. eq . (4.13) and eq . (4.14) are the pulse peak powers; the
average power measured in experiments is obtained by mul-
tiplying them with the duty cycle of the source RpulseTpulse.
In our set-up the reference beam is not transmitted through
the sample, and mixing with the cars signal occurs in the de-
tection path after the objective. Nonetheless, in order to repro-
duce in the model the spatial mode matching — that is, project-
ing Ecars onto Eref as in eq . (4.14) — we fictitiously transmit
the reference beam through the objective into the simulation
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space. Assuming a Gaussian field profile in the objective bfp as
in eq . (3.34) with a filling factor Fref = 1 one has
Eref(rsim) =
E0
rsim
Êref exp
[
−
(
sin2 θ
sin2 αobj
)]√
− cos θ (4.15)
where the aplanatic cosine factor has been introduced. Note
that the phase term e−ikrsim has been omitted from Eref because
it cancels out with the phase of the cars field in eq . (4.14).
The peak amplitude E0 is computed from the average reference
power and duty cycle; we used here the typical experimental
value Pref = 1mW corresponding to E0 = 8.8× 104 V/m. With
calculations analogous to those leading to eq . (3.8), a polariza-
tion along x̂ (i. e. co-polarized with the excitation) in the bfp of
the objective results in
Êref = −θ̂ cosϕ− ϕ̂ sinϕ =
−(cos θ+ 1) cos
2ϕ+ 1
−(cos θ+ 1) cosϕ sinϕ
sin θ cosϕ
 . (4.16)
The trans and epi signals measured for different targets are
shown in fig . 4.8 as a function of rsim. The trans signal in
bulk oil displayed in panel (a) increases with rsim as more cars
sources are included within Vsim. In fact, fig . 4.7a shows that
Jcars at rsim = 1200nm is still a few percent of its maximum
value Jcars(0). Furthermore, the decrease of Jcars is partially
compensated by the increase of the corresponding volume, res-
ulting in a rather slow convergence, and even more so when
a smaller illumination na produces a larger psf. This means
either large values of rsim should be used to obtain accurate res-
ults,xxx or the underestimate due to domain truncation should
xxx This would limit in practice the applicability of the model, inasmuch as the
computation time increases rapidly with rsim: For instance, the model with
a gns on a substrate is computed in 78, 672 and 11 272 s for rsim = 500, 1000
and 2000nm on a common workstation (Intel Core i7 cpu, 64GiB ram).
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figure 4.8: cars signals as functions of the radius rsim of the sim-
ulated volume for various targets: Bulk oil, and a substrate either
empty, with a gns, or with a gnr on it. (a) t-cars signal (4.13)
for a 1.4 na collection. (b) Real part of the e-hcars signal (4.14)
signal for the gns; The fitting function is f(rsim) = −120µW +
22.4µW sin
[
2pi (rsim + 48nm) /216nm
]
. (c) Trajectories of e-hcars in
the complex plane; the dotted lines join the data up to rsim = 1µm.
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be estimated and compensated for. t-cars is diminished by
more than 50% when the amount of resonant material is halved
by the introduction of a substrate. Adding a gns increases t-
cars by 20% with respect to an empty interface; interestingly,
this is five to ten times more than our preliminary experimental
observations. The decreasing trend with superimposed oscilla-
tions observed for a gnr suggests some amount of destructive
interference occurs between Ecars generated at the rod tips and
in the bulk material.
e-hcars(rsim) always exhibits oscillations as in fig . 4.8b for
the case of a gns. The data are fitted well by a sinusoidal
function with period L = λcars/n/2 = 216nm. We tentatively
ascribed this behaviour to a numerical artefact of the ff calcu-
lations due to the discretization introduced by the mesh at the
boundary where the transform is computed.xxxi In our model,
this is the edge of the simulated volume r = rsim, leading to
a phase 2pirsim, which appears as a circular trajectory in the
complex plane in fig . 4.8c. This artefact can be thus removed
by averaging any two simulations corresponding to opposite
points of the circle, i. e. whose rsim differ by L/2. Also, radii
larger than, say, 550nm should be used in order to avoid the
nf regime of small rsim. For a gnr a less neat circle is drawn,
suggesting other sources of numerical noise (proportional to
the signal amplitude) are dominating in the regime where epi
and trans emission have similar amplitudes. Averaging is not
necessary here since the amplitude of the oscillations is rather
xxxi The periodicity observed hints at an interference occurring with a backward-
propagating emission originating at r = rsim. To make sure this was not a
spurious reflection of the trans emission, we refined and expanded the pml
to no avail. Such backward-propagating emission could also be caused by
the truncation of the simulation volume, which introduces an unphysical
discontinuity of Jcars at r = rsim. However, one would then expect the oscil-
lations to be damped when rsim is increased so to reduce the step height.
120 light scattering models
small (less than 10%) compared to the magnitude of the signal.
Lastly, a seemingly random data distribution centred at (0, 0)
is observed for bulk oil, thus proving that the tiny e-hcars ob-
served in fig . 4.7c is a numerical artefact indeed.
As discussed above, in the model λS can be tuned to ad-
dress a different Ωvib. The resulting e-hcars spectrum (aver-
age of two simulations with rsim differing by L/2) is reported
in fig . 4.6b. Roughly e-hcars ∝ |χ(3)oil | is found, with a distinct
resonance at νc-h = 3050 cm−1. This proves that the signal recor-
ded is dominated by the cars emission from the oil rather than
by the non-resonant 4wm contribution from the gold. Prelimin-
ary experimental data exhibit an analogous resonant behaviour,
but present a significantly narrower linewidth. Such an abrupt
drop of the signal upon detuning could be a measurement arte-
fact due to a loss of temporal superposition between the signal
and the reference pulses; further experiments and analyses are
being carried out.
An operative way to characterize experimentally the effect of
a no on the cars signal is referencing to the empty interface.
Ξ =
∣∣∣∣e-hcars(no)e-hcars(–)
∣∣∣∣− 1 (4.17)
defines the epi enhancement parameter. Generally speaking, Ξ
is governed by two contrasting effects: (i) a volume of reson-
ant material in the focus is replaced by the non-resonant no;
and (ii) the electric field in the vicinity of the no is modi-
fied, consequently affecting the intensity and angular distribu-
tion of the cars signal. (i) diminishes Ξ, while (ii) increases
it, at least for field-enhancing nos. Looking at fig . 4.8c one
finds Ξsph = 1.1— to be compared with an experimental value
Ξsph = 0.75± 0.05— and Ξrod = 19.
Part III
E X P E R I M E N TA L M E A S U R E M E N T S

5
Q U A N T I TAT I V E D ATA A N A LY S I S
The definition (1.1) of the ocs indicates that they can be meas-
ured quantitatively by a concurrent detection of the no signal
and the excitation intensity. However, in microscopy experi-
ments Psca is difficult to quantify — both as a signal in scatter-
ing measurements and as a contribution in high na extinction
measurements — inasmuch as only a fraction of it is collected
by the objective, depending on the geometry of the experiment
in a non-trivial fashion. Moreover, Psca is directly addressed in
df, whereas the excitation intensity is measured in bf, as dis-
cussed in sec . 2.2.2; thus the different nai range of the two
illumination modalities must be taken into account too.
We will introduce in sec . 5.1 a theoretical framework which
distils the considerations above into the expressions of the ocs
as functions of experimentally detected signals. These include
two scattering parameters, which are determined by the angular
ranges of illumination and collection, as well as by the sym-
metry of the plasmonic mode and the refractive index of the
no environment. The rest of the chapter is devoted to the cal-
culation of the scattering parameters for various symmetries
of the plasmonic mode. Our analytical model assumes a no in
the dipole limit excited by incoherent microscope illumination.
A dielectric interface placed close to the no represent the sub-
strate, and a homogeneous optical environment is obtained as
a limit case. In ch . 6 we will show how to perform measure-
ments in order to acquire the detected signals required for the
quantitative analysis described in this chapter.
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5.1 optical cross-sections in absolute units
An imagei I(x,y) of the sample can be captured using an ima-
ging array such as a ccd or a cmos camera. Its scale can be
computed given the pixel pitch of the array and the optical
magnification from the sample to the sensor. Let us consider a
detected region A delimited within the scaled image. We define
the corresponding detected signal as
SlA ≡
1
texp
∫
A
Il(x,y)dxdy . (5.1)
where texp is the exposure time of Il. Throughout this chapter,
the l superscript indicates the illumination condition whenever
relevant. For instance l = bf and l = df denote the illumination
modalities defined on p. 50. The no signal is measured when
A = Ano encloses the wholeii psf of an individual no, and con-
tains no other absorbers or scatterers.iii The local background
is measured when A = Abg is a region close to the no (few λ
away) and “empty” — i. e. containing no absorbers or scatterers.
If Ano and Abg have a different area the local background must
be multiplied by Ano/Abg to apply our quantitative method. In
this section, we will derive the expression of the ocs in terms
of the following five detected signals:
• Sbfno, no transmission signal under bf excitation;
• Sdfno, no scattering signal under df excitation;
• Sbfbg, local background under bf excitation, which corres-
ponds to the transmitted illumination;
i More precisely, we are describing as a scalar field a monochrome image or,
equivalently, a single colour channel of a polychrome image.
ii A meaningful choice of size of Ano for experiments is discussed on p. 163.
iii This is clearly an idealization: The presence of other nos is unavoidable in
practice (e. g. intrinsic glass roughness), but can be neglected so long as their
absorption and scattering is much weaker than the no.
5.1 optical cross-sections in absolute units 125
• Sdfbg, local background under df excitation, which would be
null in an ideal measurement;
• Sdk,“dark” sensor readout, namely with no illumination (di-
gitizer offset + dark current + ambient stray light).
A detected power PlA is the power radiated due to transmis-
sion and scattering from A into the acceptance of the object-
ive lens. The five detected signals above are each proportional
to a detected power via the overall optical efficiency  of the
detection path:iv Sbfno = Pbfno, and so on. In fact, SlA defined
by eq . (5.1) has formally the units of a power, being Il/texp
an intensity; however, we will show in the following that only
the relative magnitude of the detected signals is important, but
not their absolute value, and thus for data analysis purposes
they can be expressed in “instrumental units” like counts/s or
pixel value/s. Furthermore, we emphasize that this formalism
applies not only to imaging, but also to spectroscopic measure-
ments where a spectrum SlA(λ0) = (λ0)P
l
A(λ0) is recorded as a
function of the emitted light wavelength λ0.
Commonly, absorption is measured in bf and scattering in
df. The ocs definition (1.1) thus becomes
σbfabs = P
bf
abs/I
bf
i and σ
df
sca = P
df
sca/I
df
i . (5.2)
We remind the meaning of the subscripts is: i = “incident in
medium 1” and t = “transmitted to medium 2” as in fig . 3.1a.
We now want to manipulate eq . (5.2) in order to express the
ocs in terms of detected powers solely; let us begin with the de-
nominators. The excitation power can be directly measured in
bf as Pbfi ≡ Pbft /τbf = (Pbfbg − Pdk)/τbf, where the parameter τbf
iv Experimentally,  is the product of the transmittance or reflectance of each
element in the optical path from the sample to the sensor, and the quantum
efficiency of the sensor itself.
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defined by the first equality accounts for transmission from me-
dium 1 to 2. On the contrary, in df the illumination is rejected
and cannot be directly measured; still (given the source power
is unaltered) Pdfi is proportional to P
bf
i via a constant named ξ.
Since in experiments A has a lateral size ∼ λ (see p. 163), Ili with
l ∈ {bf,df} is approximately constant over A and Ili = Pli/A. The
denominators of eq . (5.2) are thus expressed in terms of detec-
ted powers asv
Ibfi =
(
Pbfbg − P
dk)/(Aτbf) and Idfi = ξ Ibfi (5.3)
and only the numerators are left to be calculated.
Plsca in the definition of σlsca is the total scattering over the 4pi
solid angle, hence not directly associated to a detected signal
defined as in eq . (5.1). The detected scattered power is Plobj =
ηl Plsca where ηl is the fraction of scattered power collected by
the objective. The total df scattered power is thus
Pdfsca =
(
Pdfno − P
df
bg
)
/ηdf. (5.4)
The extinction power directly measured in bf can be broken
down as Pbfno = Pbfbg − P
bf
ext + P
bf
obj, where P
bf
obj accounts for the
forward scattering collected by the objective. So long as optical
processes other than scattering and absorption are negligible,
eq . (1.2) translates into Pbfext = P
bf
sca + P
bf
abs, and
Pbfabs = P
bf
bg − P
bf
no + P
bf
obj − P
bf
sca
= Pbfbg − P
bf
no − (1− η
bf)Pbfsca
≡ Pbfbg − Pbfno − ζ(1− ηbf)Pdfsca
= Pbfbg − P
bf
no − ζ
1− ηbf
ηdf
(Pdfno − P
df
bg) (5.5)
v A appearing in all subsequent formulas is in fact Abfno (assuming Sbfbg is
rescaled if Abfno 6= Abfbg). Since this is the only relevant A for the quantitative
analysis the notation has been simplified.
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where in the third equality we defined the new parameter ζ
and in the fourth equality we used eq . (5.4).
By substituting eq . (5.3)–(5.5) into eq . (5.2) the ocs are even-
tually expressed in terms of detected signals only
σbfabs = Aτ
bf
Sbfbg − S
bf
no − ζ
1−ηbf
ηdf (S
df
no − S
df
bg)
Sbfbg − S
dk (5.6a)
σdfsca = Aτ
bf ξ
ηdf
Sdfno − S
df
bg
Sbfbg − S
dk (5.6s)
Note that , which is different for each set-up and hard to char-
acterize, has cancelled out. Summarizing, the parameters ap-
pearing in eq . (5.6) are defined as
τbf ≡ P
bf
t
Pbfi
, ξ ≡ P
bf
i
Pdfi
, ζ ≡ P
bf
sca
Pdfsca
, ηl ≡
Plobj
Plsca
, (5.7)
and have the following physical meaning:
• The transmission parameter τbf is the fraction of incident
power transmitted from medium 1 to 2 (in the ff);
• The illumination parameter ξ is the ratio of the power incident
on the sample under bf and df illumination;
• The excitation parameter ζ accounts for the different response
of the no to the bf and df polarization content;
• The detection parameter ηl is the fraction of scattered power
collected by the microscope objective.
τbf is computed by averaging the transmittance (1.16) over the
θi range of the experimental illumination
τbf =
〈
T
〉bf
=
∫θbfi
θbfi
[
Tp(θi) + Ts(θi)
]
cos θi sin θi dθi
2
∫θbfi
θbfi
cos θi sin θi dθi
(5.8)
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where the line below and above a symbol indicates the min-
imum and maximum value delimiting the illumination range.
Hence τbf depends on the no environment via n1 and n2, and
its maximum value τbf = 1 is obtained for a homogeneous me-
dium (n1 = n2). As for ξ, the intensity at the sample plane is
proportional to the illuminated area Albfp defined by the light
stops in the bfp of the condenser lens as in fig . 3.1b; thus
ξ =
Abfbfp
Adfbfp
=
pi
(
ρbfi
)2
pi(ρdfi )
2 − pi
(
ρdfi
)2 = (nabfi )2(nadfi )2 − (nadfi )2 , (5.9)
where Abbe’s sine condition ρi = fcon nai has been used in the
last equality. eq . (5.9) assumes a homogeneous illumination
over the bfp, which can be produced in experiments using a
suitable diffuser, see fig . 6.3, fig . B.2, and related discussion.
Note that ξ depends solely on the microscope configuration,
and is independent of the measured no and its environment.
By contrast, the scattering parameters ζ and ηl depend also on
the response of the no. We shall now embark on the calculation
of the scattering parameters for several types of nos.
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5.2 dipole radiation near a planar interface
The main piece of information required to compute ηl is the
angular distributionvi Pno(θ,ϕ) of the power scattered by the
no to the ff, often referred to as scattering pattern. Once Pno is
known, Plsca and Plobj appearing in eq . (5.7) can be computed
by integrating it over the appropriate solid angles, namely Ω =
4pi and Ωobj. Clearly, an analytical expression of Pno can only
be obtained for a simplified model of the investigated system.
For a small enough no (in practice, D . λ/10) the exciting
electric field Eexc is approximately constant over the no volume.
Within such electrostatic or dipole approximation, the scattering of
a plane wave can be described as radiation from a single dipole
placed at the (point-like) no position. The model of choice for
the environment is a planar dielectric interface: As discussed
in sec . 1.3, this is a relevant scenario for optical studies of nos,
and a homogeneous medium can be described too for n1 = n2.
We report here for convenience the expression of P(θ,ϕ) cal-
culated by Lukosz and Kunz29–32 for an oscillating electric di-
pole. It has been recast into the notation used throughout this
thesis, and simplified by assuming a null distance zno of the
dipole from the interface: This describes a no deposited on the
substrate and within the dipole limit D  λ which implies
zno ' D/2  λ. Following Lukosz and Kunz, we define the
emission angles θ1 and θ2 in media 1 and 2 relative to the z
axis analogously to θi and θt in fig . 3.1a, so that θ1,2 ∈ [0,pi/2]
and n1 sin θ1 = n2 sin θ2.vii
vi We reserve the calligraphic font P to angular power distributions (in sr−1),
while integrated powers are indicated with the standard mathematical font.
vii The corresponding angle θ ∈ [0,pi] in standard polar coordinates is θ = θ1
in medium 1 and θ ≡ pi− θ2 in medium 2.
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In medium 1 the angular distribution of power radiated with
p and s polarization is32
P1,p(θ1,ϕ) =
3
2pi
n3×{
cos θ1
[
cosΘ sin θ2 + sinΘ cos θ2 cos(ϕ−Φ)
]
cos θ1 +n cos θ2
}2 (5.10p)
P1,s(θ1,ϕ) =
3
2pi
n3
{
cos θ1 sinΘ sin(ϕ−Φ)
n cos θ1 + cos θ2
}2
(5.10s)
where the polar angles (Θ,Φ) define the dipole orientation as
in fig . 3.1a, and n ≡ n1/n2 is the refractive index ratio of the
interface. eq . (5.10) have to be replaced by
P1,p(θ1,ϕ) =
3
2pi
n3
n2 − 1
cos2 θ1×
n2 cos2Θ sin2 θ1 + sin2Θ cos2(ϕ−Φ)(n2 sin2 θ1 − 1)
(n2 + 1) sin2 θ1 − 1
(5.11p)
P1,s(θ1,ϕ) =
3
2pi
n3
n2 − 1
cos2 θ1 sin2Θ sin2(ϕ−Φ) (5.11s)
in the regime where evanescent waves in the dipole’s nf are
transmitted as plane waves into medium 1— namely, for n > 1
and θ1 > θ1,c = arcsin 1/n.
In medium 2 the power distribution is
P2,p(θ2,ϕ) =
3
2pi
×{
cos θ2
[
n cosΘ sin θ2 − sinΘ cos θ1 cos(ϕ−Φ)
]
cos θ1 +n cos θ2
}2 (5.12p)
P2,s(θ2,ϕ) =
3
2pi
{
cos θ2 sinΘ sin(ϕ−Φ)
n cos θ1 + cos θ2
}2
(5.12s)
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which have to be replaced by
P2,p(θ2,ϕ) =
3
2pi
1
1−n2
cos2 θ2×
n4 cos2Θ sin2 θ2 + sin2Θ cos2(ϕ−Φ)(sin2 θ2 −n2)
(n2 + 1) sin2 θ2 −n2
(5.13p)
P2,s(θ2,ϕ) =
3
2pi
1
1−n2
cos2 θ2 sin2Θ sin2(ϕ−Φ) (5.13s)
in the regime where dipole radiation is totally internally reflec-
ted at the interface — namely, for n < 1 and θ2 > θ2,c = arcsinn.
Note the formulas above hold when the dipole is placed in me-
dium 2 as in fig . 3.1a. When the dipole is placed in medium
1 instead, the corresponding formulas are obtained by exchan-
ging the subscripts 1 and 2 in eq . (5.10)–(5.13) as well as in
the definition of n. The overall power distribution P(θ,ϕ) =
Pp +Ps described by eq . (5.10)–(5.13) is represented in fig . 5.1
for an interface of glass with air, water, and index-matching im-
mersion oil, and for dipoles having different orientations. Dis-
continuities of the distribution occur in the denser medium at
the critical angle (θ1,c = 41.1° in air and θ1,c = 61.0° in water)
as well as along the interface, where propagation is impeded.
normalization of the angular power distribution
P(θ,ϕ) is normalized to the total emitted powerviii Ptot in units
of Piso ≡ limzno→∞ Ptot(zno), namely the total power radiated
into an isotropic medium of refractive index n2∫
4pi
P(θ,ϕ)dΩ =
Ptot
Piso
. (5.14)
viii Ptot is the power radiated by an individual dipole, not to be confused with
Plsca, which is the power scattered by the no, i. e. a collection of dipoles.
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figure 5.1: Normalized angular distribution P(θ, 0)× (Piso/Ptot) of
the power radiated by an oscillating electric dipole placed at a planar
dielectric interface z = 0. Medium 1 (above) and medium 2 (below)
have refractive indices n1 = 1.52 and n2 as indicated in the legend
of (b). The dipole is placed in medium 2 at a distance zno = 0 from
the interface. The orange arrows/dot indicate the dipole orientation:
(a) Θ = pi/2, Φ = 0; (b) Θ = 0;
(c) Θ = pi/2, Φ = pi/2; (d) Θ = pi/4, Φ = 0.
5.2 dipole radiation near a planar interface 133
Piso is related to the total power radiated in vacuum (n2 = 1)
via
Piso(n2) = n2Piso(1) = n2
p2ω4
12piε0c
3
0
(5.15)
being p the amplitude of the dipole moment. The ω4 frequency
dependence is characteristic of dipole emission and featured
for instance by eq . (1.5). The power emitted by an arbitrarily
oriented dipole can be decomposed into the contributions of
two dipoles with orientation ⊥ and ‖ to the interface30
Ptot
Piso
(n,Θ) = pe,⊥(n) cos2Θ+ pe,‖(n) sin2Θ . (5.16)
The coefficients in eq . (5.16) can be expanded into a Taylor
series in powers of 4pizno/λ2.29 In the limit zno = 0 we adopted,
only the zero-order terms of the expansions must be retained
pm,⊥ =
2
5
n5 − 1
n2 − 1
, (5.17a)
pm,‖ =
1
5
n5 − 1
n2 − 1
−
1
2
n2
n+ 1
(
1−
3n
n2 + 1
)
(5.17b)
−
3
2
n4 ln
[
(
√
n2 + 1−n)(
√
n2 + 1+ 1)/n
]
(n2 + 1)3/2(n2 − 1)
,
pe,⊥ =
2n2
n2 + 1
pm,‖ −
n2 − 5
n2 + 1
pm,⊥ − 2, (5.17c)
pe,‖ =
3 pm,⊥ − pm,‖
n2 + 1
, (5.17d)
where the m and e subscripts refer to a magnetic and an electric
dipole respectively.
Ptot/Piso given by eq . (5.16) and eq . (5.17) is a mono-
tonic function of n as shown in fig . 5.2. For n = 1 there is
no interface and therefore Ptot = Piso. For n < 1 one finds
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figure 5.2: Total power Ptot radiated by an electric dipole p at a
planar dielectric interface as a function of the refractive index ratio n.
The power is expressed in units of the power Piso emitted in medium
2 in absence of the interface. p is placed in medium 2 at a distance
zno = 0 from the interface z = 0 and forms an angle Θ with the z axis.
limn→0 (Ptot/Piso) = sin2Θ, and in particular Ptot/Piso ∝ n3 for
a dipole perpendicular to the interface (Θ = 0). In this case
the dipolar field is screened by medium 1; such behaviour can
be rationalized within the frame of the image charge method
presented in sec . 1.3. According to eq . (1.14), for n1 < n2
the image dipole orientation is opposite to the physical dipole.
The destructive interference between the emission of the two
dipoles (or, equivalently, between the emission of the physical
dipole and its reflection) causes the radiated power to decrease,
and eventually vanish for n→ 0 when pim → pph.
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5.3 calculation of the scattering parameters
Schematically, we model a scattering measurement as follows:
1. An electric dipole p = ε0εmαEexc is induced at the no po-
sition; α is the polarizability tensor of the no and the ex-
plicit expression of the exciting field Eexc was derived in
sec . 3.1.1.
2. p radiates with the angular power distribution P(θ,ϕ) re-
ported in sec . 5.2.
3. The scattered powers in the definition eq . (5.7) of ζ and ηl
are computed integrating P(θ,ϕ) over the appropriate solid
angles of excitation and detection as will be shown below.
Note that all interaction of the no with the scattered field —
in particular that reflected from the interface — is disregarded
in this picture because 1. and 2. are independent, successive
steps. This implies the following calculations hold solely for
weak scatterers (consistent with our small particle assumption)
or weakly reflecting interfaces.
In our experiments p is placed in medium 2, and thus Eexc =
E2(θi,ϕi). As discussed in sec . 3.1.1, E2 with different (θi,ϕi)
directions are incoherent, and therefore the detected scattering
is calculated as an incoherent sum of the powers Ptot emitted
by the excited dipoles
Pldet =
∫
Albfp
dA
∫
Ωdet
dΩ Piso P(θ,ϕ) (5.18)
where the integration is carried over the illuminated area Albfp
in the condenser bfp and the solid angle of detection Ωdet.
Now, P depends on the excitation direction via Θ(θi,ϕi) and
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Φ(θi,ϕi), while Piso does via p(θi,ϕi), see eq . (5.15). Thus the
integral (5.18) can be rewritten in terms of the angular variables
Pldet(θ
l
i , θ
l
i , θd, θd) ∝
∫θli
θli
dθi cos θi sin θi
∫2pi
0
dϕi×∫θd
θd
dθ sin θ
∫2pi
0
dϕ p2(θi,ϕi)P(θi,ϕi, θ,ϕ) .
(5.19)
Since ẑ is an axis of symmetry of the set-up, the azimuth vari-
ables span the full [0, 2pi) range, while we have denoted with
lines under and over the symbol the lower and upper integ-
ration limit of the polar angles defining the illumination (sub-
script i) and detection (d) ranges. The aplanatic cosine factor
has been introduced in eq . (5.19) via eq . (3.10); see fig . 3.3
and related discussion for its meaning. All constant factors in
eq . (5.19) have been omitted since the scattering parameters
(5.7) are defined as power ratios.ix
For the geometry depicted in fig . 3.1b, the scattering para-
meters (5.7) in terms of the integral (5.19) read
ζ =
Pbfdet(θ
bf
i , θ
bf
i , 0,pi)
Pdfdet(θ
df
i , θ
df
i , 0,pi)
and ηl =
Pldet(θ
l
i , θ
l
i , θobj,pi)
Pldet(θ
l
i , θ
l
i , 0,pi)
. (5.20)
The parameter values are calculated for given experimental
conditions — namely, n1,n2 and the angular ranges — and for
a given polarizability α. For nos of optically isotropic mater-
ials, α is determined solely by the geometry of the object. In
the following, explicit calculations are presented for several
simple forms of α, describing the response of a large number
ix This choice is convenient because the parameters are thus made independ-
ent of the no size (within the dipole approximation) and composition (as-
suming an isotropic material response), which affect the absolute value of
Psca, but not the resulting ratios.
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of no commonly investigated, including many plasmonic no of
simple geometry at their lspr. Essentially, this involves deriv-
ing the explicit expression of the integral (5.19) when specific
symmetries are assumed.
When α has a well-defined direction with respect to the sur-
face normal, the induced dipoles have a fixed (Θ,Φ) orienta-
tion regardless of the excitation polarization — the longitudinal
lspr of elongated nps is a relevant example of such a system.
Then P(θ,ϕ) does not depend on (θi,ϕi), and eq . (5.19) can be
factorized into an excitation integral and a detection integral
Llexc(θ
l
i , θ
l
i) =
∫θli
θli
dθi cos θi sin θi
∫2pi
0
dϕi p2(θi,ϕi) , (5.21)
Ldet(θd, θd) =
∫θd
θd
dθ sin θ
∫2pi
0
dϕ P(θ,ϕ) . (5.22)
Llexc describes the dipole power driven by Eexc, and Ldet is the
power (in units of Piso) emitted within a generic detection range
Ωd. These integrals are connected to the parameters of the same
name: For Pldet = L
l
exc Ldet eq . (5.20) reduce to
ζ =
Lexc(θ
bf
i , θ
bf
i )
Lexc(θ
df
i , θ
df
i )
and ηbf = ηdf =
Ldet(θobj,pi)
Ldet(0,pi)
(5.23)
with Ldet(0,pi) = Ptot/Piso given by eq . (5.16) and eq . (5.17).
5.3.1 Uniaxial polarizability parallel to the interface
Let us first consider the case of a uniaxial polarizability par-
allel to the interface — say along x without loss of generality:
α = αdiag(1, 0, 0). Such α describes well for instance the lon-
gitudinal lspr of elongated nps like rods lying on the substrate,
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as well as the bonding mode of dimers, which is linearly polar-
ized along the np separation. As a result of the uniaxial α, only
the x component of the field excites dipoles of amplitude
p(θi,ϕi) = ε0εm|αEexc| = ε0εmα |E2,x|. (5.24)
Using the expression of E2,x given by eq . (3.4) and (3.9-2), the
excitation integral (5.21) readsx
Llexc(ψ) ∝
∫θli
θli
dθi cos θi sin θi
∫2pi
0
dϕi×∣∣∣tp cos θt cosϕi cos(ψ−ϕi) − ts sinϕi sin(ψ−ϕi)∣∣∣2
=
pi
2
∫θli
θli
dθi cos θi sin θi× (5.25){∣∣tp cos θt∣∣2+ ∣∣ts∣∣2+ cos 2ψ
2
∣∣tp cos θt + ts∣∣2}
with an explicit dependence on the linear polarization ψ of the
excitation in the condenser bfp. Note that tp, ts, and θt are all
functions of θi, see sec . 1.4. ζ(ψ) is computed by substituting
eq . (5.25) into eq . (5.23).
The denominator of ηl in eq . (5.23) is Ptot/Piso
∣∣
Θ=pi/2
= pe,⊥.
The detection integral (5.22) at the numerator is computed via
eq . (5.12) and (5.13) as collection occurs in medium 2
Ldet(0,αobj) = 4
∫αobj
0
dθ2 sin θ2
∫pi/2
0
dϕ P2(θ2,ϕ)
∣∣∣Θ=pi/2
Φ=0
. (5.26)
The fourfold symmetry (with respect to the x = 0 and y = 0
planes) of P2 has been exploited to reduce the azimuth integra-
tion range to ϕ ∈ [0,pi/2]; these symmetry considerations are
x Any constant factor (here ε20ε
2
mα
2E2i ) in front of the integral can be dis-
regarded since ζ in eq . (5.23) is defined as a ratio of Lexc with different
extrema.
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useful in order to reduce the time required for numerical in-
tegration. Note that the integration range of Ldet has changed
from [θobj,pi] to [0,αobj] because the integration now runs over
θ2 instead of θ— see fig . 3.1b for the definition of these angles.
ηbf = ηdf is computed by substituting eq . (5.26) to the numer-
ator of eq . (5.23).
unpolarized illumination While ηl is independent of
the excitation, ζ(ψ) has been derived assuming a linearly po-
larized illumination in the condenser bfp. For unpolarized illu-
mination the p and s components of Eexc are incoherent instead,
and the induced dipole moment is p = ε0εmα
(
|E2,p,x|+ |E2,p,y|
)
.
Using the expressions (3.4) for the fields, one finds Llexc(unp)
is given by eq . (5.25) without the terms containing ψ. Indeed,
the reader can easily verify
Llexc(unp) =
1
2
[
Llexc(ψ) + L
l
exc(ψ+ pi/2)
]
= Llexc(pi/4) . (5.27)
Using the definition (5.23) of ζ and eq . (5.27) one has
ζ(unp) ≡ L
bf
exc(unp)
Ldfexc(unp)
=
Lbfexc(ψ) + L
bf
exc(ψ+ pi/2)
Ldfexc(ψ) + L
df
exc(ψ+ pi/2)
. (5.28)
Note that in general ζ(unp) 6= [ζ(ψ) + ζ(ψ+ pi/2)] /2. In the
small na limit θi, θi  1 the modification of the bfp polar-
ization introduced by the condenser is negligible, and light
cross-polarized to the α axis excites no dipoles: Llexc(co) 
Llexc(cross) and therefore ζ(unp)→ ζ(co).
homogeneous environment In the special case n = 1
representing a homogeneous optical environment, a closed-
form expression of the scattering parameters can be derived.
This situation is of practical interest, as it corresponds to a
no covered by a fluid matching the refractive index of the
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substrate, embedded in a solid matrix, or suspended within an
optical trap. For n = 1 one has tp = ts = 1 and θt = θi, so that
eq . (5.25) simplifies toxi
Llexc(ψ) ∝
∫θli
θli
dθi cos θi sin θi
{
cos2 θi + 1+
cos 2ψ
2
(
cos θi + 1
)2}
=
[
cos4 θi
4
+
cos2 θi
2
+
cos 2ψ
2
(
cos4 θi
4
+ 2
cos3 θi
3
+
cos2 θi
2
)]θLi
θ
l
i
;
(5.29)
note that the extrema in the final expression are inverted with
respect to the integral. The denominator of ηl is Ptot/Piso
∣∣
n=1
=
1, see fig . 5.2. The numerator is the integral of P2 in a ho-
mogeneous environment, given by eq . (5.12) for n = 1 and
θ1 = θ2
ηl = Ldet(0,αobj)
=
∫αobj
0
dθ2 sin θ2
∫2pi
0
dϕ
3
8pi
{
cos2 θ2 cos2ϕ+ sin2ϕ
}
=
1
8
(
4− 3 cosαobj − cos3 αobj
)
. (5.30)
5.3.2 Uniaxial polarizability perpendicular to the interface
α = αdiag(0, 0, 1) describes well for instance the longitud-
inal mode of (short) pillars or cones standing on a substrate.
Reasoning along the same lines as in sec . 5.3.1, one has
p = ε0εmα |E2,z| and the excitation integral reads
Llexc ∝ pi
∫θli
θli
cos θi sin θi
∣∣tp sin θt∣∣2 dθi (5.31)
xi Analytical integration in this chapter is performed using
∫
cosn x sin xdx =
− cos
n+1 x
n+1 and
∫
cos x sinn xdx = sin
n+1 x
n+1 .
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where we have exploited the axial symmetry with respect to ẑ
integrating over ϕi. Similarly, the detection integral is
Ldet(0,αobj) = 2pi
∫αobj
0
P2,p(θ2,ϕ)
∣∣∣
Θ=0
sin θ2 dθ2 (5.32)
as P2,s ∝ sin2Θ vanishes for Θ = 0 along with the ϕ depend-
ence of P2,p, see eq . (5.12) and (5.13). ζ and ηl are computed by
substituting the integrals (5.31) and (5.32) into eq . (5.23), while
the denominator of ηl is Ptot/Piso
∣∣
Θ=0
= pe,‖.
For axially-symmetric modes like the ones considered in this
and the next two sections, the powers in the definition (5.7) of
the scattering parameters do not depend on ψ. Therefore, ζ and
ηl are the same for every exciting polarization as well as for un-
polarized illumination. Indeed, the latter case is computed by
averaging any two orthogonal polarization directions as done
in eq . (5.27).
homogeneous environment With considerations ana-
logous to sec . 5.3.1, the integrals (5.31) and (5.32) simplify
to
Llexc ∝
∫θli
θli
cos θi sin3 θi dθi =
sin4 θi
4
∣∣∣∣θ
l
i
θli
, (5.33)
ηl =Ldet(0,αobj) =
∫αobj
0
dθ2 sin θ2
∫2pi
0
dϕ
3
8pi
sin2 θ2
=
1
4
(
2− 3 cosαobj + cos3 αobj
)
.
(5.34)
5.3.3 Isotropic planar polarizability parallel to the interface
The plasmonic resonance of a thin disc lying on the substrate,
or the transverse mode of a rod standing on it, is described well
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by α = αdiag(1, 1, 0). One then has p = ε0εmα
√
|E2,x|
2 + |E2,y|
2
and ζ is computed using
Llexc ∝ 2pi
∫θli
θli
dθi cos θi sin θi
{∣∣tp cos θt∣∣2 + ∣∣ts∣∣2} . (5.35)
Not surprisingly, this result differs only by a proportionality
factor from Lexc(unp) calculated for α = αdiag(1, 0, 0), which
is given by eq . (5.25) without the polarization-dependent term.
ηl on the other hand is the same found for α = αdiag(1, 0, 0):
In fact, for Θ = pi/2 the azimuthal orientation of the dipole is
irrelevant because of the axial symmetry of the collection.
homogeneous environment In accordance with the
considerations just made for the general case, ζ is calculated
using eq . (5.29) without the polarization-dependent term and
ηl is given by eq . (5.30).
5.3.4 Isotropic polarizability
The isotropic optical response of a sphere is described by a
scalar polarizability α. This case is inherently more complic-
ated than the previous ones, inasmuch as the orientation of the
dipoles is not fixed: p = ε0εmαE2(θi,ϕi). As a consequence,
P(θ,ϕ) depends on (θi,ϕi) via (Θ,Φ), and the integral (5.19)
cannot be separated into an excitation and a collection term.
As discussed above, when ẑ is an axis of symmetry of the ob-
ject, ζ and ηl do not depend on the exciting polarization: Cal-
culations in this case are simplified by assuming unpolarized
illumination. Once the symmetry breaking introduced by a lin-
ear polarization is removed, the excitation has axial symmetry
too, and therefore we can limit ourselves to consider a single
plane of incidence.
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Choosing then ϕi = 0 without loss of generality, Eexc = E2
given by eq . (3.4) reduces toxii
E2,p(θi, 0) = tp
Ei√
2
 cos θt0
− sin θt
 eikt·r, (5.36p)
E2,s(θi, 0) = ts
Ei√
2
 01
0
 eikt·r. (5.36s)
The p and s field components excite dipoles of amplitude
pp = ε0εmαE2,p ∝
∣∣tp∣∣ and ps = ε0εmαE2,s ∝ ∣∣ts∣∣. (5.37)
For unpolarized illumination E2,p and E2,s are incoherent and
the integrand in eq . (5.19) (i. e. Ptot) is then the sum of the
powers radiated by the p- and s-polarized dipoles
Pldet ∝ 2
∫θli
θli
dθi cos θi sin θi
∫θd
θd
dθ sin θ
∫pi
0
dϕ×{∣∣tp∣∣2 P(θ,ϕ)∣∣∣Θ=pi/2−Re(θt)
Φ=0
+
∣∣ts∣∣2 P(θ,ϕ)∣∣∣Θ=pi/2
Φ=pi/2
}
.
(5.38)
where P(θ,ϕ) has only a twofold symmetry with respect to ϕ
because pp is not parallel to the interface. The real part appear-
ing in the definition ofΘ for the p dipole (henceΘp) fixes pp ‖ ẑ
for θi > θ1,c, where only the imaginary part of θt varies; we will
discuss soon the reasons and the effects of this approximation.
Eventually, ζ and ηl are computed by substituting eq . (5.38)
xii We emphasize that for unpolarized illumination E2,p and E2,s are incoher-
ent, and therefore E2 is not their sum; eq . (3.9) on the other hand specific-
ally refers to linearly polarized illumination.
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figure 5.3: Fraction η1° of scattering collected by the objective (na =
0.95) with a polar range of incidence θi± 0.5°. The scatterer is a small
sphere in air (n2 = 1.00) placed onto a glass substrate (n1 = 1.52).
The critical angle θ1,c = 41.1° is indicated.
into eq . (5.20). Note that the explicit expressions (5.12)–(5.13)
of P have to be evaluated only for the denominator of ηl; all
other powers in eq . (5.20) are integrals over Ω = 4pi and can
be simplified using eq . (5.14).
So, to recap, the scattering pattern Pno of a sphere (unlike all
other previous cases) depends on the illumination. This is illus-
trated by fig . 5.3, where the detection parameter is computed
using a 1° wide illumination cone. A discontinuityxiii of η1°(θi)
at θi = θ1,c separates two regimes:
• For θi < θ1,c one has Θp = pi/2 − θt; as the p dipole pro-
gressively aligns to −ẑ (where the objective is placed) less
scattering is collected, see fig . 5.1.
xiii Due to the finite (1°) width of the illumination cone, the plot displays in fact
two discontinuities, occurring slightly above and below θ1,c respectively.
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• For θi > θ1,c one has Θp = 0; having both p and s dipoles
a fixed orientation, the trend is ruled by their relative amp-
litudes. Specifically, fig . 1.8b shows that |tp| decreases more
rapidly than |ts|, and therefore the relative contribution to
Pobj of the s dipole (which is favourably oriented with re-
spect to the collection) increases with θi.
polarization in the tir regime A peculiar property
of the evanescent wave is the elliptical polarization of its p
component: In the plane of incidence (say ϕ = 0) the last of
eq . (3.2p) becomes
Êt,p = θ̂(θt) =
 cos θt0
− sin θt
 =
i
√
−2 − 1
0
−−1
 with 1 = n1n2 sin θi.
(5.39)
According to eq . (5.39), Êt,p describes an ellipse with its ma-
jor axis along ẑ and eccentricity
√
1− (p̂t)2x/(p̂t)
2
z = . In gen-
eral 1 >  > n2/n1 for θc 6 θi 6 pi/2. At θi = θc the ellipse
degenerates into a line ( = 1) perpendicular to the interface,
while  decreases for larger values of θi up to grazing incidence,
where the polarization is quasi-spherical ( 1) for highly mis-
matched interfaces (n1  n2).
In eq . (5.38) we have set pp ‖ ẑ in the tir regime, thereby
neglecting the elliptic polarization of the exciting evanescent
wave. This approximation cannot easily be avoided since the
analytical expressions of P(θ,ϕ) presented in sec . 5.2 specific-
ally refer to a dipole oscillating along a given direction. Nev-
ertheless, the effect on the calculated scattering parameters is
expected to be ∼ 1% or smaller. Let us now make an estimate
of the resulting error on ηl. The worst-case scenario where the
largest error is committed occurs for a quasi-circular polariz-
ation at near-grazing incidence, which induces both x and z
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polarization components at the no position. The correspond-
ing value of ηl falls therefore between ηl
∣∣
θi=0
(where pp ‖ x̂)
and ηl
∣∣
θi=90°
(where pp ‖ ẑ) in fig . 5.3:xiv ηl for large θi is
thereby underestimated by a few % as a result of our approx-
imation. However, such large θi values have little weight in
the angular average of eq . (5.38) as they are hardly accessed
in practice,xv and their contribution is anyway quenched by a
lower |tp| as well as by the aplanatic cos θi factor. Furthermore,
the glass/water and glass/air interfaces used in most micro-
scopy experiments are only moderately mismatched, resulting
in rather large  values.
homogeneous environment For n = 1 and (θd, θd) =
(0,pi) both terms in eq . (5.38) reduce to Ptot/Piso = 1 and so
Plsca ∝ 2
∫θli
θli
cos θi sin θi dθi = sin2 θi
∣∣∣θli
θli
. (5.40)
Comparing this result with eq . (5.9) one finds ζ = ξ. In fact,
for an isotropic optical response — i. e. once the θi dependence
introduced by the interface is removed — every ki yields the
same amount of scattering. In other words, Psca ∝ Pexc with a
proportionality constant independent from θi, so that the defin-
itions (5.7) of ξ and ζ coincide.
xiv Note that both for θi = 0 and θi = 90° one has |tp| = |ts| (see fig . 1.8a)
implying pp = ps, and thus comparing the values of ηl at the two extremes
of the θi range is legitimate. However, in this qualitative argument we are
neglecting any effect of coherence between the x and z components of the
polarization induced by the circular excitation.
xv Typical values in our experiments are nabfi = 0.95 and na
df
i = 1.2, corres-
ponding respectively to θbfi = 37° and θ
df
i = 52° for a glass/air interface.
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For n = 1 and (θd, θd) = (θobj,pi) eq . (5.38) reduces to
Plobj ∝
∫θli
θli
dθi cos θi sin θi
∫αobj
0
dθ2 sin θ2×
3
8
{
3+ 3 cos2 θi cos2 θ2 − cos2 θi − cos2 θ2
}
.
(5.41)
eq . (5.40) and eq . (5.41) are respectively the denominator and
the numerator of ηl; after some algebraic simplificationsxvi
ηl ≡ Pobj
Psca
=
1
16
{(
8− 9 cosαobj + cos3 αobj
)
+
3
2
[
cos θi + cos θi
](
cosαobj − cos3 αobj
)}
.
(5.42)
In the small na limit θi, θi  1, eq . (5.42) simplifies to the
expression (5.30) found for α = αdiag(1, 0, 0), as expected.
5.3.5 Numerical computation of the scattering parameters
results – matlab The expressions of the scattering para-
meters derived above have been implemented into the matlab
code A.2 in order to perform numerical integration. The re-
quired user inputs are n1, n2, naobj, nabfi , na
bf
i , na
df
i , and na
df
i .
fig . 5.3 and fig . 5.4 exemplify the results obtained with our
typical experimental settings. In particular, the latter figure ad-
dresses the dependence of the scattering parameters on the en-
vironment n2 surrounding a no placed on a glass substrate. We
observe that ηl increases with n2, because the majority of the
scattering goes towards the denser medium, see fig . 5.1. While
the trend is the same for all forms of α, the slope is steeper
for p ‖ ẑ, whose radiation pattern is the most affected by the
xvi Payne118 (§4.2.2) derived a similar expression of ηl for a sphere in a homo-
geneous medium, albeit not including the aplanatic cosine factor.
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figure 5.4: (a) detection parameter ηl and (b) excitation parameter
ζ as functions of the refractive index n2. The no is placed at the
interface in medium 2 and has polarizability α according to the le-
gend in (a). Illumination comes from medium 1 (n1 = 1.52) and is
x̂-polarized in the condenser bfp. Our typical experimental settings
have been used for the illumination: nabfi = 0, na
bf
i = 0.95, na
df
i = 1.1,
nadfi = 1.2. To ease the interpretation, the angular range of collection
αobj ' 72° in medium 2 (corresponding to naobj = 0.95 in air) has
been kept fixed, resulting in a collection na proportional to n2.
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interface and presents the sharpest features, see fig . 5.1b. A
point of inflection occurs at naobj = n1 — corresponding to the
condition αobj = θ2,c — above which the peaked features of the
scattering patterns enter Ωobj. As discussed above for each spe-
cific case, ηl is independent of the illumination for all forms of
α considered except the isotropic one, for which ηbf and ηdf
slightly differ.
The dependence of ζ on n2 shown in fig . 5.4b is ruled by
the relative intensity of bf and df illumination. Consequently,
ζ is minimized for close-to-critical df incidence, correspond-
ing to the largest |tp| and |ts| values, see fig . 1.8b. In fact,
the highlighted interval nadfi < n2 < na
df
i corresponds to
θdfi < θ1,c < θ
df
i . Overall, in comparison with ηl, ζ depends
more on α, the two extreme cases occurring for p ⊥ z either co-
or cross-polarized to Ebfp. This happens because the uniaxial
α is the most sensitive to the different polarization content of
bf and df illumination. For instance, in fig . 5.4 we used a df
range containing higher θi values with respect to bf, and hence
a larger component cross-polarized to Ebfp. A cross-polarized α
selectively picks it up, resulting in the lowest value of ζ achiev-
able with the given illumination ranges.
outlook – comsol Let us summarize the main assump-
tions we made on the no and its environment in order to com-
pute the scattering parameters:xvii
1. The dipole approximation holds (D λ).
2. The no is a weak scatterer, or the interface is a weak re-
flector.
xvii The quantitative ocs formulas (5.6) are independent of these assumptions.
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n2 naobj ηl analytical η(0) numerical
1.52 1.45 0.384 0.386
1.00 0.95 0.148 0.184
table 5.1: Fraction η(0) of the scattered power collected by a 0.95 na
microscope objective. The geometry is the one represented in fig . 3.1
with n1 = 1.52. The analytical results are obtained using eq . (5.23)
and eq . (5.26) corresponding to a uniaxial polarizability. The numer-
ical results are obtained using eq . (4.9) and eq . (4.10) for a rod lying
on the substrate under normal (θi = 0), co-polarized plane wave ex-
citation; all the simulation parameters are given in sec . 4.2.
3. The no–interface separation is neglected (zno = 0); this ap-
proximation, however, is not inescapable since the expres-
sion of P with a generic zno is known.32
4. We considered only a few, simple forms of α; nonetheless,
at least in principle, the scattering parameters can be com-
puted via eq . (5.19) for a generic α.
All limitations listed above can be overcome by simulating nu-
merically the scattering process, e. g. using comsol and the
techniques discussed in ch . 4. In practice, this permits to com-
pute the scattering parameters for large objects (D ∼ λ) having
arbitrary shapes. Moreover, a complex no environment can be
simulated, including birefringent or chiral dielectrics, or mul-
tiple interfaces corresponding to nos placed on thin films; a
finite value of zno can be accounted for too.
For example, in the numerical model of scattering described
in sec . 4.2, Plsca and Plobj are computed respectively via eq . (4.9)
and eq . (4.10). The θi range of bf and df illumination can be
reproduced with the equivalent p-polarized wave method de-
scribed in sec . 3.1.3 or — should it not prove accurate enough
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— with the averaging formulas presented in sec . 3.1.2. As a
preliminary test, we used the numerical model to calculate η(0)
for a rod lying on the substrate under normal co-polarized ex-
citation. The results presented in tab . 5.1 confirm the validity
of our analytical calculations, inasmuch as an excellent agree-
ment is found for a homogeneous environment. The discrep-
ancy observed when an interface is introduced can be ascribed
to the analytical calculations, as resulting from the omission
of the nonzero “effective distance” separating the no from the
interface; or to the numerical model, as stemming from the
failure of the near-to-far-field transform built in comsol in a
non-homogeneous environment, see discussion on p. 99. We
are planning further investigations into these matters.
Incidentally, another application of the numerical approach
can be envisaged for coherent excitation, modelled e. g. as in
sec . 3.2.2. For instance, relying on a realistic implementation
of the experimental excitation, one could compute Pobj/Psca and
Pabs/Psca for a representative no, and then be able to measure
σabs and σsca in absolute units with quantitative extinction tech-
niques such as the sms introduced in sec . 2.2.1.

6
E X P E R I M E N TA L S E T- U P A N D R E S U LT S
Looking back at the review we made in sec . 2.2 of the main
techniques capable of investigating the optical properties of
individual nos, one realizes that only a handful of them can
provide accurate information on the amplitude of the ocs, in
particular σsca being rather elusive. Specifically, conventional
sms provides absolute values of σext so long as the amount
of scattering collected is negligible.73 Techniques based on the
photothermal effect such as the qwlsi can estimate σabs via
analytical models of the heating process.77 Finally, none of the
imaging modalities addressing σsca (such as df microscopy or
iscat) is easily made quantitative. In fact, to date solely the sms
version featuring a common path interferometer74 provides a
full quantitative characterization of the ocs.
However, the aforementioned raster-scanning, modulation-
based techniques involve rather expensive optical and elec-
tronic equipment, including lasers, lock-in amplifiers, mod-
ulation elements, etc. Not only the experimental set-ups are
difficult to operate; the analyses whereby the absolute ocs
values are obtained demand a considerable degree of expertise
too, inasmuch as calibrations specific to each experiment are
required. For instance, in sms one has to characterize the psf
of the exciting beam,73 and for qwlsi the temperature profile
around the absorber must be modelled.77 For these reasons,
the actual usage of these techniques has been limited so far to
research groups with a well-established expertise on complex
optical set-ups, whereas the majority of no research still relies
on more straightforward df micro-spectroscopy studies.
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In fact, the simplicity of a broadband widefield bf/df set-up
is unparalleled by other techniques: One only needs a commer-
cial microscope equipped with a broadband lamp and a camera.
As a widefield imaging technique, high-throughput character-
ization is possible via automated image analysis. By replacing
the camera with a spectrometer, an extinction (in bf) or, more
commonly, scattering (in df) spectrum can be acquired at oncei
rather than pointwise by sweeping the wavelength of a mono-
chromatic source. On the other hand, broadband widefield mi-
croscopy typically has two major shortcomings: (i) results are
not quantitative; and (ii) it is limited to relatively large nos.
Nonetheless, in this chapter, it will be shown that: (i) the ocs
can be measured in absolute units relying on the theoretical de-
scription developed in ch . 5; and (ii) with proper care, a sens-
itivity comparable to laser-based techniques can be achieved.
6.1 our optical microscope
All measurements presented in this work have been performed
with a commercial invertedii microscope (Nikon, Eclipse Ti-U)
with several home-built features added. In this section the in-
strument is described following the light path from the source.
fig . 6.1 is the optical diagram (not to scale) of our experimental
set-up for spectroscopy and imaging.
Incoherent broadband illumination is provided by a 12V,
100W tungsten-halogen lamp (Philips, 77241) of adjustable
power. Its emission spectrum is well described as blackbody ra-
diation of temperature T ' 2100K for P = 30W and T ' 2800K
for P = 100W.118 According to Wien’s law, the emission peak
i Simultaneous spectral acquisition is also possible in a broadband sms im-
plementation described by Billaud et al.73
ii Meaning illumination comes from above the sample and collection occurs
below it, as represented in fig . 2.6a and fig . 3.1.
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figure 6.1: A simplified ray diagram of our micro-spectroscopy set-
up. Black and magenta indicate the field and the aperture plane sets.
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occurs at approximately 1.4µm and 1.0µm, respectively. This
means most light is emitted in the near ir, with only a tail
falling in the vis range and no illumination below 400nm for
practical purposes. Still within the bulb housing, a collimated
beam is created by a collector lens and undesired ir radiation
is absorbed by a heat filter. Fluctuations of intensity ∼ 1% due
to thermal drift occur on the time scale of 10 s.
Alternatively, a 4-wavelength source (Thorlabs, led4d067)
provides intense illumination combining the output of four
leds. Our source includes the following leds (nominal average
emission wavelength 〈λ〉/fwhm, both in nm): 405/13, 455/18,
530/33, 625/18; these can be independently switched on and
their power increased up to 1W. However, for some leds, a
sizeable drift of 〈λ〉 with power was observed, with deviations
up to 30nm from the nominal value.
The illumination is focused on the sample by a 1.34 na oil-
immersion condenser (Nikon, t-c-hnao) of front focal length
fcon = 10.5mm and working distance 1.95mm. df illumination
is achieved as in fig . 2.6a; to serve as light stops a set of discs
was cut out of anodized (i. e. black) aluminium foil with sizes
suiting different objectives, namely having naobj < nadf. The
selected df disc is inserted in the condenser bfp (condenser
aperture plane in fig . 6.1) via a slider, which allows switch-
ing from bf to df without the need to move the condenser nor
the sample. Such a dual bf/df functionality is essential for our
quantitative protocol, but comes with some drawbacks too.
Particularly, bf and df illumination, corresponding to small
and large nas respectively, are focused on different planes be-
cause of spherical aberration.iii Since Köhler illumination is ad-
justed in bf, spherical aberration brings about in first place a
iii Refocusing the condenser every time the illumination is switched from bf to
df is possible in principle but cumbersome in practice: For our quantitative
method it should be done quickly and in a reproducible manner.
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slight defocusing of df illumination, meaning that in experi-
ments ξ is larger than its theoretical value (5.9). Secondly, all
analytical calculations presented in this work, assume the con-
denser is an aplanatic optical system — that is, free of spherical
aberration. We have characterized the spherical aberration of
the condenser, see fig . B.1b and discussion in sec . B.1. The
aberration is larger at high na, and thus for quantitative meas-
urements we cropped the illumination down to nadf = 1.2 in
order to reduce the aforementioned issues.
The field diaphragm is an iris placed in a field planeiv before
the condenser, so that it is visible on the sample plane and
thereby defines the illuminated area. In fact, Köhler illumin-
ation is established by putting the field diaphragm in sharp
focus, so that the image of the light source — which lies in an
aperture plane — is completely defocused at the sample. As a
general rule, the illuminated region should match or be smaller
than the field of view in order to minimize stray light and dif-
fuse scattering background. Nonetheless, because of the spher-
ical aberration of the condenser the iris is slightly out of focus
in df, and therefore must be open enough to produce a homo-
geneous illumination over the imaged region free of shadowing
effects.v Given a nadf = 1.2 illumination, an opening yielding
an illuminated region 0.5mm across was found to be suitable in
our set-up. We also emphasize that the field diaphragm open-
ing must stay unchanged between bf and df measurements (on
iv In modern microscopes, there are two notable sets of conjugate planes,
which constitute a Fourier transform pair: The field set, conjugated to the
sample plane and containing the corresponding spatial information (i. e. the
sample image), and the aperture set, conjugated to the source and containing
the directional information at the sample plane. In fig . 6.1 the two sets are
denoted in black an red, respectively.
v This is essential for our quantitative method: The measured bf illumination
is used for referencing the ocs, and the df intensity is inferred via ξ, which
only accounts for variations of the nai range between bf and df.
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figure 6.2: Home-built calibrated rulers: (Left) ruler for the field
diaphragm, the reading is the lateral size of the illuminated region of
the sample (different scaling factors to be use for different condens-
ers).; (Right) ruler for the aperture diaphragm, the reading is nai.
the same no) not to alter the illumination intensity, which is
proportional to the aperture area. In order to have reproducible
illumination conditions, we fabricated a calibrated ruler for the
field diaphragm, shown in the left panel of fig . 6.2. To calibrate
it, the iris size on the sample was measured straightforwardly
from an image knowing the magnification of the optics and the
physical pixel pitch of the imaging device.
nai, the maximum illumination na, is defined by the aperture
diaphragm, an iris placed in an aperture plane before the con-
denser. For our quantitative method nai must be known and
reproducible, and thus the aperture diaphragm must be calib-
rated too when a reading is not provided by the manufacturer.
Now, when looking at the aperture set of planesvi the closing
iris will enter the field of view when nai = naobj. Using a set
vi For instance by removing one eyepiece; this is often referred to as conoscopic
mode, in opposition to the usual orthoscopic imaging modality.
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of objectives having a wide range of naobj, and interpolating
the measured nai values, one can construct a calibration curve,
and hence a ruler for the condenser aperture such as the one in
the right panel of fig . 6.2.vii
The analytical model of incoherent microscope illumination
developed in sec . 3.1 assumes a homogeneous electric field
amplitude |Ebfp| over the bfp of the condenser lens. This is
achieved experimentally by inserting in the illumination path a
top hat engineered diffuser (Thorlabs, ed1-c20), whose angular
distribution of transmitted intensity has an approximately flat
central region, see fig . B.2 and related discussion in sec . B.1.
The lateral profile of the illumination power has been measured
by scanning a photodiode (Thorlabs, power meter pm100 + Si
sensor s120b) across the bfp, with a pierced dark mask over the
sensitive area to increase the spatial resolution. The power pro-
files obtained with a standard ground glass diffuser (accessory
of the Ti-U microscope) and the top-hat diffuser are shown in
fig . 6.3.
The standard diffuser is expected to yield a Gaussian angu-
lar distribution, and delivers indeed the highest intensity in
the centre of the bfp, corresponding to low illumination nas.
Moreover, the orientation of the filament (which is visible once
the diffuser is removed) is not completely obliterated. In sum-
mary, using the standard diffuser |Ebfp| is a function of both ρ
and ϕ. Conversely, the top-hat diffuser produces a rather con-
stant |Ebfp| over the bfp up to the edges of the aperture, albeit
at the expense of squandering a greater share of power out-
side the optical path: A 4.3 transmitted power ratio (integrated
over the whole aperture and averaged over the two orienta-
tions) between the two diffusers is measured in fig . 6.3. Now,
the barrel at the bottom of fig . 6.2 (left) is a 4/3 beam expander
vii This calibration has been performed by L. Payne.
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figure 6.3: Spatial profiles of the illumination power in the bfp
of the condenser when using a ground glass diffuser (solid sym-
bols) or a top-hat diffuser (hollow symbols). The ⊥ and ‖ symbols
in the legend refer to the orientation with respect to the image of
the filament. Measurements were performed with 12W illumination
power, a 630µm field of view on the sample, and no additional fil-
ters in the illumination path. Power and intensity are proportional
via the area of the pinhole in the diode mask (see text) estimated as
pi(0.8mm)2. nai (top axis) is the aplanatic na derived from the bot-
tom axis via Abbe’s sine condition ρi = fconnai; the real na therefore
differs slightly at high nas because of spherical aberration. Vertical
dashed lines at nai indicate the edges of the condenser back aperture.
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— in fact, a Galilean telescope — used to magnify the filament
image to fill the back aperture of the t-c-hnao condenser. The
wider angular spread of the top-hat diffuser renders the ex-
pander superfluous; upon its removal the transmitted power is
increased by a factor (4/3)2 with respect to fig . 6.3 while still
producing a flat enough intensity profile (approx. 10% drop
from centre to edges for ⊥ profile).
A wire-grid reflective polarizer (MeCan, wgf™) can be inser-
ted in the illumination path. The film (supported on plexiglass)
is mounted on a rotatable servo polarizer to endow Ebfp with a
linear polarization of choice. The polarizing performance of the
polarizer film is reported in fig . B.3 and related discussion.
The sample is mounted on a piezoelectric stage (Mad City
Labs, nano-lp200), permitting 3d positioning with nanometric
accuracy (0.4nm nominal resolution).
Light is collected using a 40x, 0.95 na dry objective (Nikon,
cfi Plan Apochromat λ Series), corresponding to a αobj = 72°
acceptance in air. Unless differently specified, the illumination
ranges we used in conjunction with this objective are nabf ∈
[0, 0.95] and nadf ∈ [1.1, 1.2]; the corresponding angular ranges
in oil are θbf ∈ [0, 38°] and θdf ∈ [46°, 52°]. The microscope
adopts an infinity-corrected design, where the intermediate im-
age is created by a tube lens. A 1.5x tube lens has been used, res-
ulting in an intermediate image magnified by a factor Mint =
Mobj ×Mtube = 60.
6.2 absorption and scattering micro-spectroscopy
eq . (5.6) express the ocs in terms of detected signals, with no
prescription on a specific experimental technique to be used. In
this section, we describe the acquisition of the detected signals
using a micro-spectroscopy set-up, and test the accuracy of our
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quantitative analysis on two model systems. As discussed in
sec . 2.2.2, df micro-spectroscopy is a widespread technique
for spectral characterization of nos; current users need only
small modifications — if any — and a few one-off calibrations
to obtain quantitative results with a standard set-up.
instrumentation and procedure The microscope de-
scribed in sec . 6.1 is optically coupledviii to an imaging spectro-
meter (Horiba Jobin-Yvon, ihr550) with an asymmetric Czerny-
Turner design of 550mm focal length, see fig . 6.1. The input
slit is imaged 1:1 onto a 16-bit back-illuminated ccd sensor
(Andor Newton, du-971n) attached to the spectrometer body.
The array contains Nx×Ny = 1600× 400 square pixels of pitch
p = 16µm and a 1.5× 105 e- full-well capacity; it is cooled
down to a −60 ◦C operating temperature by a Peltier junction.
The diffracting element is a square ruled grating having Lg =
76mm side and ng = 100 lines/mm. Since plasmonic features
are quite broad (the typical fwhm of dipolar modes is tens
of nm) a low line density is suitable so to favour bandwidth
over spectral resolution. Specifically, with this grating a ∆λ =
444nm bandwidth over the full sensor is obtained.
When the spectrometer is operated in imaging mode the re-
flective grating oriented at its m = 0 diffraction order acts as
a mirror and the sample plane is imaged onto the ccd with
no spectral dispersion. From the sample to the sensor a mag-
nification Mtot = 79 has been measured shifting the sample
by a known amount (via the nanometric stage) and comparing
this to the observed displacement of the image of a point emit-
ter.ix The imaging mode is useful to identify the no to be meas-
viii The intermediate image plane of the objective is imaged onto the entrance
slit of the spectrometer and the bfp onto the diffraction grating.
ix The magnification of the intermediate image plane at the entrance slit of
the spectrometer is thus Mtot/Mint = 1.33. The discrepancy with respect to
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ured and centre it with respect to the image of the entrance slit,
which is initially wide open to have the largest field of view.
Afterwards, the slit is closed down to W = 80µm, and the
grating turned so to disperse λc = 600nm of the m = 1 diffrac-
tion order towards the centre of the ccd. In such spectroscopic
mode, the image formed has one spectral axis (x) and one spa-
tial axis (y). The spectral window λc ±∆λ/2 extends thus from
378nm to 822nm, fitting well within the operating region of
the set-up.x As discussed in sec . B.2, with these settings the
spectral resolution of the instrument is approximately propor-
tional to W and equal to fwhminstr = 1.7nm, see eq . (B.3).
δλ = ∆λ/Nx = 0.3nm/pixel is the bandwidth per pixel, so a
bx = 2 horizontal binning was used to double the signal while
still being safely above the 2 samples/resolution prescribed by
the Nyquist criterion.
The area A appearing in the definition eq . (5.1) of a detec-
ted signal is the region of the sample whereupon the signal
is acquired. In our micro-spectroscopy set-up A is delimited
along the spectral axis by the slit edges, and along the spatial
axis by the roi of the sensor: We acquired the signal from a
by = 5 pixel binxi so to match the entrance slit width (byp =
W = 80µm). Therefore, being defined on the sample, A is a
square of side W/Mtot ' 1µm. This is large enough to accom-
modate the diffraction-limited image of the no (D1 = 770nm
the intended 1:1 imaging of the optical design can be explained by a few
mm displacement of the lens focusing the image onto the entrance slit. Mtot
must be accurately assessed because it enters eq . (5.6) as a square (via A).
x Below 400nm the transmittance of the 40x objective drops quickly and the
incandescent lamp provides essentially no light; above 800nm the quantum
efficiency of the ccd and the relative efficiency of the grating are quite low.
In particular, the grating has its blaze at 450nm, but its response is rather
flat and relative efficiency is above 40% in the 400nm to 800nm range.
xi In bf the bx × by = 2× 5 binning is performed in the software (i. e. adding
individual pixel counts) rather than on chip to avoid saturation.
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at λ = 600nm)xii and leave some room too for the drift of the
apparatus (up to 100nm per minute, due e. g. to thermal fluc-
tuations) over the measurement time (∼minute). A larger A
would result in a lower spectral resolutionxiii and a worse snr
in bf, where more background would be picked up, with no
significant increase in signal or stability.
In opposition to cmos cameras, ccd devices contain only
one — or, in some cases, a few — readout elements, which con-
vert the pixel charge into an amplified analog signal. This im-
plies pixels are not read simultaneously, but sequentially: Pixel
lines are shifted towards the serial register at one edge of the
sensor, which is transduced elementwise. Now, ccds typically
have no mechanical shutter, meaning additional counts can
build up during the readout time, leading to various kinds
of artefacts. These are particularly detrimental in bf, where
the whole sensor is intensely illuminated. In particular, the
spurious readout counts lead to an overestimate of Sbfbg, which
the ocs are referenced to in eq . (5.6). To mitigate this effect,
the fastest parallel shift and register readout settings available
must be used in first place, given that readout noise is imma-
terial in this scenario. Secondly, as only a narrow stripe of the
sensor needs to be read, we placed in a plane conjugate to
the sensor a slit parallel to the spectral axis (i. e. perpendicu-
lar to the entrance slit), thereby restricting the illuminated re-
gion along the shift direction. The remaining spurious counts —
originating both from direct illumination over the restricted re-
gion and stray light across the whole sensor — are a negligible
fraction of the total so long as the exposure time texp is much
xii D1 = 1.22 λ/naobj is the diameter of the first dark ring of the Airy function;
the bright spot enclosed contains 84% of the total power. While the math-
ematical Airy function decays slowly, the short (∼ λ/nai) coherence length
of lamp illumination suppresses the external fringes of experimental psfs.
xiii fwhminstr ∝W, see eq . (B.3)
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figure 6.4: Detected bf illumination signal Sbfbg against ccd expos-
ure time texp at three different illumination wavelengths λ0. The ho-
rizontal dashed lines are guides to the eye.
longer than the readout time (2ms shifting plus 10ms register
readout in our measurements). Specifically, we observed devi-
ations of Sbfbg with respect to its long exposure value are ∼1%
or less for texp > 100ms,xiv see fig . 6.4.
Different regions of the ccd sensor can be used to acquire
simultaneously the background and the signal. In df, we ac-
quire five spectra with five adjacent stripes of equal binning
by = 5 along the spatial direction. The central spectrum is Sdfno,
the bins above and below are useful to adjust the y position (for
intense scatterers they contain some leaked signal) and the top
and bottom spectra are Sdfbg, which is thereby measured over an
empty square region of area A centred 2µm away from the no.
Such a simultaneous referencing is feasible because df offers
xiv Using a 2mm slit; a tighter cropping would permit shorter exposure times.
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an intrinsically high contrast, Sdfno and Sdfbg typically differing by
orders of magnitude.
Under bf illumination, Sbfno and Sbfbg differ instead by ∆T ∼
10−2, and sometimes less, which is comparable to the pixel-to-
pixel variations of quantum efficiency (∼ 1%). It is therefore es-
sential that Sbfbg is acquired with the same pixels as S
bf
no, which
is done by displacing the no a few µm sideways from the cent-
ral bin. However, when Sbfno and Sbfbg are measured successively
using the central bin, the measurement is hampered by the
fluctuations of the lamp intensity between the two acquisitions
— again ∼ 1%, hence comparable to the measured extinction.
The top and bottom binsxv must then be used to monitor the
lamp intensity, and rescale Sbfbg according to its variation as in
eq . (B.6a). With this expedient, a simultaneous acquisition is
mimicked in the bf case too. Finally, we emphasize that all de-
tected signals must be rescaled to take into account different
acquisition parameters such as binning of the sensor, electronic
gain, and so forth.
gold spheres As a first model system for testing our quan-
titative method, we used colloidal gnss (bbi solutions, nom-
inal size 〈D〉 = 60nm) drop-cast on a microscope glass slide
and immersed in index-matching silicone oil (Sigma-Aldrich,
ap 150 Wacker) so that the nps are immersed in a n = 1.52
homogeneous optical environment. A representative transmis-
sion electron microscopy (tem) micrograph of the sample are
shown in fig . 6.5c. As widely reported in literature for gnss,
a polycrystalline structure and rather irregular shapes are ob-
served, along with a size dispersity of about 10%. fig . 2.6b is
xv In bf we acquire three adjacent stripes of equal binning by = 5 rather than
five, in order to have a faster readout and minimize the readout artefacts
discussed above.
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a df micrograph of this sample, where isolated gnss are seen
as green-yellowish spots of similar luminosity. As discussed
in sec . 1.2 and sec . 1.3, dimers and larger aggregates of nps
display a redshifted lspr, and therefore they appear orange or
red in df, and are typically more intense. Dielectric debris and
glass imperfections of all sizes appear pale yellow as the lamp
spectrum, the small ones sometimes having white or pale blue
hues according to the λ−4 dependence of Rayleigh scattering,
see eq . (1.7).
fig . 6.5a and b display the absolute ocs spectra obtained
with eq . (5.6) and the following parameters:xvi τbf = 1 from
eq . (5.8), ξ = 2.11 from eq . (5.9), ζ = ξ see p. 146, ηbf = 0.137
and ηdf = 0.113 from eq . (5.42). texp for df spectra varied
between 25 s and 40 s to achieve approximately 4× 104 counts;
300 frames of texp = 100ms were accumulated in bf in order to
reduce the shot noise while keeping the total acquisition time
below 1 minute (timescale of apparatus drift). Additional ex-
perimental parameters and the estimate of the shot noise can
be found in sec . B.3. The experimental spectra are compared
to numerical simulations relative to gnss of different D ob-
tained with the model presented in sec . 4.2 and Johnson and
Christy15 (J&C) εAu(λ0) dataset. For a no of isotropic α in a
homogeneous environment the ocs under microscope illumin-
ation and under plane wave excitation coincide, and therefore
no averaging of the model results is needed. Let us discuss the
main spectral features first, and then the absolute amplitude.
The lspr position in fig . 6.5a and b is consistent between ex-
periment and simulations, both showing a progressive redshift
of the lspr with increasing D, due to the retardation effects dis-
cussed on p. 19. Specifically, the simulated scattering spectrum
xvi In this measurement, nadf ∈ [1.10, 1.28] was used.
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figure 6.5: Absolute (a) absorption σabs and (b) scattering σsca cross-
section spectra of five gnss in a homogeneous n = 1.52 optical envir-
onment. Solid lines are experimental data (each colour identifying a
specific gns) and dashed lines are simulations for gnss of different
diameter D. The vertical lines indicate the lspr of the D = 45nm sim-
ulation. (c) Representative tem micrograph of the sample acquired
at the Cardiff University electron microscopy facility. (d) Log–log
plot of the experimental σsca(σabs) peak amplitude (dots) fitted with
σsca = B(σabs)
β. The solid line (B = (1± 6)× 10−6, β = 2.3± 0.6)
is the best fit obtained by varying both parameters; the dashed line
(B = (1.9± 0.1)× 10−5, β = 2) is obtained by keeping β fixed instead.
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has λlspr = 562nm for D = 55nm, whereas eq . (1.7) predicts
λlspr = 540nm in the dipole limit.
As discussed on p. 15, lsprs are broadened by both radi-
ative and non-radiative damping, corresponding respectively
to scattering and absorption of light. Non-radiative processes
encompass both intrinsicxvii (collisions of electrons with other
electrons and the ionic lattice) and extrinsic (collisions of elec-
trons with lattice defects and material surface) relaxation mech-
anisms. Now, radiative damping is automatically included in
numerical models by the electromagnetic solver,xviii whereas
non-radiative damping, which stems from electron dynamics,
is introduced via Im ε instead. The good agreement observed
in fig . 6.5a and b between the experimental and the simu-
lated linewidth then indicates that the J&C dataset accounts
reasonably well for the total non-radiative damping present
in the gnss.xix More recent εAu datasets available in literature
have a smaller value of Im ε at λlspr, see fig . 1.2c — suggest-
ing they refer to samples with better cristallinity — and would
therefore yield narrower lspr not compatible with our meas-
urements. An example involving a different εAu and the quanti-
tative linewidth comparison with J&C are reported in fig . C.1.
It is also possible to modify by hand an analytic expres-
sionxx of the bulk ε to include an additional damping term
Γ accounting, say, for surface scattering, and possibly de-
pendent on size.110 This approach is indeed common in np
xvii The denomination indicates this would be the sole relaxation channel in a
defect-free infinite crystal.
xviii However, the radiative damping in real gnss might significantly differ from
the theoretical value because of the observed deviations from a perfect
spherical shape.
xix Albeit the individual contributions of the various damping mechanisms
might in fact be quite different in gnss and in the polycrystalline thin films
measured by J&C.
xx At low enough energies Drude model is a good starting point, see fig . 1.2
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literature,97,110,119,120 where Γ is essentially used as a free fitting
parameter, and reported values vary by more than an order of
magnitude for similar nos, and even within the same sample,
which is justified by variations of crystallinity between differ-
ent nos. Nonetheless, as J&C already provides a satisfactory
fit to our data, we preferred avoiding introducing a further
degree of arbitrariness in our analyses.
Comparing the absolute amplitude with quantitative simula-
tions allows to estimate the experimental value of a geometric
parameter of the model — namely D in our case. Although ab-
solute ocs constitute precious experimental information per se,
we regard the all-optical characterization of no geometry one
of the most promising applications of our quantitative method.
Such an optical sizing has already been reported for gnss by
Muskens et al.119 who used sms to measure absolute σext spec-
tra of gnss and hence infer their diameter. Quantitative meas-
urements are particularly valuable in all those circumstances
where variations of the disperse geometric parameter — such
as D for small gnss — do not give rise to distinct spectral sig-
natures but only to changes in the ocs amplitude. Moreover,
a measurement based on σsca is potentially highly accurate
thanks to the sensitive size dependence.xxi
Looking back at the data displayed in fig . 6.5a and b,
we can estimate a sizexxii (average± standard deviation) of
(50.6± 2.8)nm from σsca and of (57.0± 3.5)nm from σabs.
The latter value is in good agreement with the manufacturer
specification 〈D〉 = 60nm and the tem characterization presen-
ted in fig . 6.5c. Several — and possibly concurrent — reasons
can lower σsca or lead to its underestimate. For example, the
irregular shapes and the abundant structural defects observed
xxi For instance, assuming σsca ∝ D6, a measurement of σsca double its true
value would result in an overestimate of D by only about 12%.
xxii The estimated D for the individual gnss are reported in fig . C.1c and d.
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in tem micrographs could significantly quench the radiative
efficiency with respect to the simulations modelling a per-
fect, homogeneous sphere. Alternatively, several experimental
factors (systematic na reading error, shadowing effects of the
field iris, spherical aberration of the condenser,. . . ) could con-
tribute to damp down df illumination, so that ξ (which σsca is
proportional to) is effectively underestimated.
The experimental σsca(λlspr) is plotted against σabs(λlspr) for
each sphere in fig . 6.5d. The dependence has been fitted to a
power law σsca = B(σsca)β; in the dipole limit where σsca ∝ D6
and σabs ∝ D3 (see p. 9) β = 2 is expected. The best fit of the
data in fig . 6.5d yields β = 2.3± 0.6, compatible with the the-
oretical prediction; the fit with β = 2 is also shown for compar-
ison. The small dynamic range of the data (due to the relatively
low dispersity of the sample — nominally a single size) reflect
itself on the large uncertainty of the parameter estimate.xxiii
The expected shot noise in these micro-spectroscopy meas-
urements is calculated in sec . B.3 as σ̂abs = 77nm2 and σ̂sca =
16nm2. Such a value of σ̂sca is actually comparable to the pixel-
to-pixel fluctuations of the σsca spectra in fig . 6.5b. The σabs
spectra in fig . 6.5a show instead ripples on top of the noise,
which are much larger than σ̂abs and correlated over multiple
channels. This indicates that the instrumental drifts (e. g. of
the lamp intensity and spectrum) are not fully compensated
for, and suggests that modulating the signal at low frequency
rather than averaging more frames could lead to neater spectra.
gold rods The second model system we investigated are
colloidal gnrs (Nanopartz, a12-25-650-ctab) drop-cast on a
glass slide. These are grown in aqueous medium in presence of
a surfactant, which drives the anisotropic growth by selective
xxiii A similar study with a larger dynamic range is reported by Payne et al.121
172 experimental set-up and results
binding to specific crystal facets and stabilizes the colloid
preventing aggregation. Cetyl-trimethyl-ammonium-bromide
(ctab) is the most commonly used surfactant for gnr growth,
and has been widely reported to form a homogeneous bilayer
wrapping the rod. For modelling purposes, the bilayer was de-
scribed as having a refractive index of 1.435,122 and a thickness
of 3.2nm.123
Electron microscopy characterization of the sample is shown
in fig . 6.6. In the aggregate in panel (a) rods are mostly
aligned along the observation direction, allowing to visualize
their transverse section. Although the resolution is relatively
poor, the image reveals the extent of faceting, suggesting the
gnrs are described well by an octagonal transverse section,
figure 6.6: Electron microscopy images of colloidal gnrs. (a) was
acquired using a field electron gun scanning electron microscope,
whereas (b) and (c) are tem micrographs of the same rod; correlation
is highlighted by the yellow frame. Courtesy of T. Davies, electron
microscopy facility, Cardiff School of Optometry & Vision Sciences.
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as shown in literature by 3d reconstructions obtained with
tem tomography of a similar ctab-coated gnr.124 Panel (b)
shows the typical shape of an individual gnr, having constant
width and approximately spherical end caps. The atomic lat-
tice visible in panel (c) extends regularly up to the edges and
shows no crystal defects across the whole imaged volume; the
measured interplanar spacing is d = 2.34Å, identifying a {111}
surface.xxiv The bright, thin halo encircling gold is a layer of
deposited carbon, a typical degradation caused by the high
energy electrons (∼100 keV) used as imaging probes.
In order to assess how well our quantitative data analysis
can handle the presence of an interface, we correlated spectra
of the same gnr measured in different environments. In de-
tail, we measured the rod spectra on a glass/air (n1 = 1.52,
n2 = 1.00) interface and recorded the rod positions, then filled
the air gasket with index-matching fluid (n2 = 1.52), and found
and measured again the same rods. In the following, we will
refer to these two environments simply as “air” and “oil”. The
illumination polarization is adjusted for every rod to be co-
polarized in the bfp with the polarizability axis (ψ = 0). In
air, the parameters to be used in eq . (5.6) are thus τbf = 0.934
from eq . (5.8), ξ = 4.42 from eq . (5.9), ζ = 3.42 from eq . (5.25),
and ηbf = ηdf = 0.148 from eq . (5.26); in oil one has instead
τbf = 1.00, ζ = 5.63, and ηbf = ηdf = 0.148.xxv
The resulting ocs spectra for a single gnr are shown in
fig . 6.7a and b, and the spectra of all the studied rods are
xxiv The theoretical value is d = a/
√
i2 + j2 + k2 = 4.065Å/
√
3 ' 2.35Å, where
a is the lattice parameter of gold and i, j,k the Miller indices denoting the
crystal plane.
xxv The value of ηl is close (but not identical: They actually differ in the fourth
significant digit) in the two environments owing to a fortuitous compens-
ation between the amount of scattering in medium 2 (increasing with n2)
and the collection range θobj (decreasing with n2).
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figure 6.7: Absolute (a) absorption and (b) scattering cross-section
spectra of an individual gnr (#6) deposited on a glass/air inter-
face (n1 = 1.52, n2 = 1.00) and in a homogeneous environment
(n1 = n2 = 1.52) (short and long wavelength peak respectively). Solid
lines are experimental data and hollow circles are numerical simula-
tions where the rod aspect ratio (ar) and diameter D are used as free
parameters to fit the experiment. (c) ar and D estimated from the
four independent fits for the measured gnrs, identified by numbers.
(d) Average of the four datasets in (c), superimposed to the ar and
D measured in a tem micrograph of 80 gnrs of the same batch (each
cross is a different rod, several fall outside of the plotted range).
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shown in fig . C.2. Let us comment on the main spectral
features before discussing the optical sizing. The lspr of a
gnr redshifts linearly with an increasing ar as described by
eq . (1.13) for an ellipsoid, leading to a near ir λlspr in our
sample. eq . (1.13) predicts also a redshift of the lspr as the
rod surrounding are made optically denser, which we observe
as well. Small rods are known to have a narrower lspr with
respect to spheres of similar size: This has been attributed to a
lower non-radiativexxvi damping as λlspr is moved away from
the interband absorption edge;125 and indeed Im εAu has a
minimum at about 700nm, see fig . 1.2c. Specifically, σsca has
〈fwhm〉 = 44nm in oil, in comparison to 74nm measured on
the gnss studied above. Overall, our results are consistent with
the available literature on single-gnr spectroscopy;97,120,125–127
nonetheless, we emphasize that this is the first time such a
quantitative and correlative characterization of the optical
properties of an individual no is reported. The discussion we
made on p. 171 concerning the nature of the noise in gns
spectra holds here as well for the gnrs.
The ocs of nos on a substrate can be simulated using the
model described in sec . 4.2 along with (J&C) εAu(λ0) dataset.15
The experimental illumination conditions are reproduced using
the averaging method derived in sec . 3.1.2.xxvii In fig . 6.7a
and b, the four ocs spectra of an individual gnr (#6) were fit-
ted independently using the rod diameter D and its ar as free
xxvi In small metal nos the radiative yield is quite small and line broadening is
ruled by non-radiative plasmon decay processes.
xxvii In practice, for a given no+environment geometry and illumination condi-
tions, the factors σbfabs/σ
(0)
abs and σ
df
sca/σ
(0)
sca are computed once via averaging,
an used thereafter to rescale σ(0)sca simulations obtained with θi = 0 illumin-
ation. These factors were found to be quite insensitive to the fine details of
no geometry, being essentially determined by α.
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parameters of the simulation. Such an inverse modellingxxviii res-
ults thereby in four independent geometry estimates for each
of the 7 gnrs investigated, reported in fig . 6.7c. A good correl-
ation between the four sets is observed (meaning, for instance,
rod #2 is long and rod #8 is short in all of them) and the av-
erages 〈D〉exp and 〈ar〉exp are both less than 10% smaller than
typical tem values, see fig . 6.7d. We found however systematic
discrepancies between the four geometry estimates of the same
gnr.
In first place, a largerD is estimated in air than in oil, both for
σabs and σsca. This stems partially from the use of τbf = 1.00 in-
stead of τbf = 0.934 to rescale the ocs in air,xxix which are thus
overestimated, and so is D. Another factor selectively affect-
ing the scattering parameters in air is the effective distance zno
of the dipole from the substrate, which is disregarded in our
point-like no approximation. In fact, the analytical description
of dipole radiation reported in sec . 5.2 could be generalized
for |zno| > 0, but the consequent variation of the measured ocs
is difficult to predict on the basis of simple arguments. Altern-
atively, the effect of |zno| > 0 can be investigated via numerical
modelling, see the preliminary results in tab . 5.1, which lead
indeed to a 25% reduction of σsca in air.
In second place, a larger D is estimated from σsca than from
σabs. In other terms, the ratio σabs/σsca is much smaller in the
measurements (average in air is 2.1) than in the simulations (6.0
for a D = 27nm, ar = 2.4 gnr in air). Other ε(λ0) datasets with
lower damping bring about a smaller σabs/σsca simulated ratio,
but also a proportionally narrower linewidth (for a D = 25nm,
ar = 2.3 gnr in air the fwhm is 31nm with Babar and Weaver17,
xxviii Retrieving structural information on an object given its optical properties is
often called the inverse problem, as usual physical modelling aims to calculate
the optical properties given complete structural information.
xxix In fact, τbf has been included in eq . (5.6) only while writing this thesis.
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36nm with McPeak et al.16, 41nm with Olmon et al.18 against
43nm with J&C) not compatible with the experimental value
〈fwhm〉 = 48nm in air. The same systematics observed in both
environments suggests that an unfaithful description of the no
was adopted in the numerical simulations rather than the quan-
titative method failed to account for the presence of the inter-
face. Furthermore, for such an absorption-dominated no, σabs
is not heavily affected by the analytical description of scattering
at an interface, inasmuch as ζ, ηbf, and ηdf enter just as a cor-
rection term, see eq . (5.6a). However, σabs in oil brings about
too small estimates of D with respect to the tem averages, sug-
gesting the explanation has to be found elsewhere.
The two main elements to adjust in the model of the sys-
tem are the transverse section of the gnr and the shape of its
end caps. In fact, attempts at varying within a plausible range
the properties of the ctab layer or the material composition
of the rod (e. g. including a few % of silver)128 produced only
minor changes of the optical sizing. Now, the results in fig . 6.7
refer to a circular transverse section and spherical end-caps. We
adopted such end cap shape to mimic the available tem char-
acterization, exemplified by fig . 6.6. An oblate (prolate) cap
shape results in a sizeable shift to the blue (red) of λlspr with
constant ar,126,129 and hence in a reduced (increased) estim-
ate of ar; see for instance the optical sizing results in fig . C.3
obtained with an oblate cap. On the other hand, as discussed
above, a recent electron microscopy characterization (fig . 6.6a)
suggests that the studied gnrs have an octagonal transverse
section rather than a circular one. Optical sizing will then be re-
peated with this refined geometry which, owing to the presence
of sharper spatial features, is expected to increase the scatter-
ing yield and thereby improve the consistency between the four
datasets. Lastly, surface roughness on the nm scale, and the as-
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sociated plasmonic hot-spots, is another neglected mechanism
which might justify an enhanced radiative efficiency.
In hindsight, comparing quantitative experimental spec-
tra of gnrs (obtained with sms) and numerical simulations
has already proven a redoubtable task. The σext spectrum
of a single gnr in homogeneous environment was fitted by
Muskens et al.126 using both fem and dda modelling. The geo-
metrical fitting parameters (D = 25.5nm and ar = 1.96) were
not compatible with the values observed with tem (D = 15nm
to 20nm and ar = 2 to 4) on the rod colloid. Two later
studies97,120 (both involving the group headed by F. Vallée
and N. Del Fatti in Lyon) addressed the effect of an optical
interface on the ocs and relied on optical–electron microscopy
correlation on individual gnr.
Davletshin et al.97 measured the σext spectra of 3 “coated”
gnrs embedded in a thick ('10nm) silica shell, providing a
quasi-homogeneous dielectric environment, and 3 “bare” gnrs
in air deposited on a silica tem substrate. D and ar deduced
for each gnr from tem imaging were used for numerical simu-
lations: A good agreement with experiment was found for the
coated gnrs, whereas for the bare ones the simulated values
of λlspr are blueshifted by approximately 100nm with respect
to the experimental lspr. Such a large spectral mismatch is not
related to quantitative amplitude measurements, and points to
a poor modelling of the geometry of the gnr or its local en-
vironment (for instance, the surfactant layer is not included).
Although the authors appeal to the presence of a water layer
around the bare rods in order to redshift the simulated spectra,
they do not put forward any direct evidence of its presence —
such as could be a good agreement between experiment and
model for a silica/water interface. The non-standard use of
boundary conditions in their comsol model we highlighted on
p. 103 possibly contributed to the observed discrepancy.
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Lombardi et al.120, similarly to Davletshin, measured the σext
spectra of 2 “bare” gnrs deposited on a silica tem substrate.xxx
Differently from Davletshin, though, in this work the spectral
position of the lspr was reproduced well by adjusting the effect-
ive refractive index nm of the air environment, which was argued
to account for the surfactant layer and residual water close to
the rod surface. However, the presence and the geometry of
these two elements have not been determined independently,
and the large refractive indices used (nm = 1.41 and nm = 1.42,
corresponding to a surfactant shell occupying the whole nf re-
gion of the rod) rather seem to compensate other effects not
properly accounted for, such as details of the gnr geometry. In
comparison the analysis we reported, involving a quantitative
and independent determination of σabs and σsca in different
environments for the same gnr, allows to critically evaluate
the validity of the inverse structural modelling to a higher de-
gree. For instance, the fitted value of nm being so close to the
1.45 refractive index of silica, essentially no redshift of the lspr
is expected if the nominally air environment is substituted by
index-matching fluid. Had the authors attempted such a correl-
ation — as we did — the measured λlspr could have challenged
their estimate of nm.
Let us quote a few considerations drawn from a critical re-
view by W. Barnes on the difficulties of comparing model and
experiment in plasmonics,130 as they summarize well some is-
sues emerged in this section. The first challenge highlighted is
identifying the most physically-sound ε to be used in models:
Is the bulk permittivity good enough down to what size? How
xxx The gnrs investigated by Lombardi are very close in size to the ones stud-
ied by Davletshin, where Lombardi is the second author; therefore the two
papers possibly present analogous measurements on the same colloid batch.
180 experimental set-up and results
to account for surface roughness,xxxi surface contamination, or
granularity? And then the author remarks: “It is all too easy
for the permittivity to be used as a dumping ground for all
sorts of other factors that are not fully considered or properly
accounted for.” Another potential pitfall mentioned is: “Are the
illumination and collection conditions the same for experiment
and simulation?” A large amount of effort in this thesis (ch . 3)
is devoted to ensure such a condition is adequately met. On
the contrary, the works discussed above97,120,126 modelled the
tightly-focused illumination of sms experiments with a linearly-
polarized plane wave — thereby disregarding the anisotropic
optical response of a gnr to the wide range of polarizations
contained in the illumination psf.
6.3 widefield image analysis
The quantitative method presented in this thesis can also
be applied in conjunction with the widefield image ana-
lysis technique63,118,121,131 developed in our group mainly by
L. Payne. In this section, after a brief description of the tech-
nique, an example of quantitative image analysis is provided.
instrumentation and procedure Imaging has been
performed using a 16-bit scientific cmos monochrome camera
(pco, Edge 5.5) attached to the microscope body. The sensor
is water cooled and contains 2560× 2160 square pixels of
p = 6.5µm pitch and a 3× 104 e- full well capacity. The high
frame rate obtained with a rolling shutter (100 frames per
xxxi “Roughness is a difficult aspect to deal with in models. First, the length
scale associated with roughness is often comparable to the mesh size used
in numerical techniques [. . . ]. Second, [. . . ] the detailed morphology in any
given situation is often very hard to determine experimentally, and yet hot
spots associated with roughness can dominate the behaviour of the system.”
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second with full sensor size, and up to an order of magnitude
faster with reduced roi) allows averaging a large number of
frames (up to 105) for shot noise reduction purposes, resulting
in highly sensitive extinction detection under bf illumination.
Moreover, the large quantum efficiency (60%) joint to the low
readout noise (median pixel read noise 1.1 e- rms) enables the
observation of weak scatterers under df illumination.
In its essence, the method is a quantitative analysis of the
extinction image
Iext(x,y) =
Ibfbg − I
bf
no
Ibfbg − I
dk (6.1)
where Ibfbg is acquired by displacing the sample laterally by
at least one optical resolution with respect to Ibfno. fig . 6.8 is
an exemplary extinction image: The displacement referencing
procedure duplicates the no image into a bright and a dark
spot. The image shows simultaneous detection of a D = 60nm
and a D = 5nm gns (bbi solutions), thus demonstrating the
large dynamic range and sensitivity achieved. Specifically, the
extinction contrast is ∆T = 1.5× 10−1 for the 60nm gns and
∆T = 2.0× 10−4 for the 5nm gns, the latter figure correspond-
ing to σext = 10nm2, in excellent agreement with the theoret-
ical value σext = 11nm2 reported on p. 43. Dielectric debris, on
the other hand, are characterized by a contrast changing sign
across the psf due to interference between the transmitted and
the scattered light, resulting in an practically null extinction, as
expected from small phase objects.
Differently from the techniques discussed in sec . 2.2.1, high
sensitivity is achieved here without resorting to high frequency
modulation and the complicated instrumentation related. It
stems instead from the large number of frames (∼ 105) av-
eraged to suppress shot noise, a low frequency modulation
(∼ 10Hz) between the two no positions to filter out fluctuations
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figure 6.8: Extinction image (1279× 460 pixels) of a gns sample
taken with a 1.45 na oil-immersion objective under led illumination
of average wavelength 〈λ〉 = 530nm, i. e. resonant with the lspr of
small gnss. In the magnified inset line cuts across along the no image
separation are shown as yellow overlays: the top cut is a 60nm gns
(adjusted contrast in the small inset), the centre cut is a dielectric
debris and the bottom cut is a 5nm gns. Greyscale ranges (black
to white) are: Main image −0.3‰ to 0.3‰, large inset −0.22‰ to
0.21‰, small inset from −18% to 15%. Courtesy of L. Payne.131
due to slow drifts (∼ 10Hz and less) of the apparatus, and a
numerical deconvolution algorithm to reject read-out noise and
sensor patterning effects. Using this refined version of the tech-
nique a shot-noise limited sensitivity down to σ̂ext = 0.4nm2
was attained,131 where a lower bound is set in practice by the
background noise originating from physical extinction inhomo-
geneities, such as the intrinsic roughness and cleanliness of
the glass surface. On the other hand, a simplified experimental
scheme (without modulation) and analysis procedure (without
deconvolution) still provides a σ̂ext = 5nm2 sensitivity,63 which
is sufficient for many applications; the data presented in the
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following have been obtained with this simplified version of
the technique. In terms of sensitivity performance, widefield
image analysis can be compared to another modulation-free
transmission technique developed by V. Sandoghdar and co-
workers,132,133 which is capable of measuring the absorption
of single molecules (σabs ∼ 0.1nm2) in absolute units. It is
however a laser-based raster-scanning technique, and hence
requires a rather complicated experimental set-up for balanced
detection and heterodyning. Furthermore, a raster-scanning
approach lacks the high-throughput capabilities of widefield
imaging.
Image analysis is performed through a plug-in developed
by L. Payne in ImageJ macro language and named Extinction
suite.xxxii The software first constructs the extinction image (6.1)
out of averaged bf frame stacks, and then automaticallyxxxiii in-
dividuates the nos and integrates the extinction over a circular
region A centred on both the bright and dark psf.xxxiv Simul-
taneous analysis of all the no found in the field of view (easily
more than 100) provides a high-throughput characterization of
the investigated sample. The average of the bright and dark in-
tegrals times A is σext, corresponding to a simplified version of
eq . (5.6a) with τbf = 1 and ζ = 0. Therefore, in its published
implementation, the technique yields accurate quantitative res-
ults in absence of an optical interface and of a sizeable scatter-
ing contribution. It has in fact been developed having in mind
small metal nos in a homogeneous optical environment.
xxxii The latest public release of Extinction Suite can be downloaded
from the permanent url https://langsrv.astro.cf.ac.uk/Crosssection/
Extinction_Suite/Extinction_Suite.html (visited on 10/10/2017).
xxxiii This operation is outsourced to the built-in Find Maxima function of ImageJ;
user intervention is limited to establishing a tolerance so to exclude spuri-
ous maxima due to small debris and noise spikes.
xxxiv Before integration, an offset is subtracted to the extinction, corresponding
to the average local background evaluated in a ring around the psf.
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σsca can be measured by integrating in a similar fashion the
scattering image
Isca(x,y) = Idfno − I
df
bg (6.2)
constructed out of averaged df frame stacks. Iext and Isca are
accurately correlated via a pattern recognition routine, and the
integrated scattering is referencedxxxv to the local illumination
intensity (Sbfno − Sdk)/A. Such calculation of σsca is thus tan-
tamount to a simplified version of eq . (5.6s) without τbf, ξ,
and ηdf. There have been previous efforts towards quantita-
tion of σsca via a scaling factor corresponding to the prefactor
τbfξ/ηdf in eq . (5.6s). This factor was computed (for a given
experimental excitation and collection conditions) by measur-
ing both σext and σsca for gnss having a large range of D, and
fitting the resulting σsca(σexc) plot with a formula derived from
the known size dependence for small spheres σext ' σabs ∝ D3
and σsca ∝ D6.121
In summary, the existent analysis procedure can be made
accurately quantitative with respect to both σabs and σsca by
incorporating eq . (5.6). This would expand the applicability
of the technique to nos with a large scattering yield — such as
dielectric ones — and placed close to an interface, as illustrated
by the following measurements.
polystyrene spheres Polystyrene nanospheres (Poly-
sciences, Polybeads®), also called “beads”, were drop-cast on a
microscope glass slide; the water solvent was let to evaporate
to leave the beads in air. Polystyrene (n = 1.59) is transparent
in the vis and near ir range, meaning the beads have σabs = 0.
Incoherent illumination with a narrow wavelength range was
xxxv To date, without accounting for the different illumination intensity via ξ.
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provided by leds.xxxvi All other microscope components are
the same used for spectroscopy and have been described in
sec . 6.1. 12 800 frames of texp = 1ms were averaged to ac-
quire Ibfno, Ibfbg, and I
dk; 32 frames of 1 s exposure time were
averaged to acquire Idfno and Ibfbg. For referencing to bf illumin-
ation, Ibfbg was shifted with respect to I
bf
no and Idfno by 2µm —
approximately the size of the extinction psf.xxxvii The output
of Extinction Suite was made quantitative using τbf = 0.934
from eq . (5.8), ξ = 3.92 from eq . (5.9) and ηdf = 0.125 from
eq . (5.38).
The measured distribution of σsca is reported in fig . 6.9.
In total 51 beads were analysed within a single field of view,
and three colour channels over the vis range were acquired
to achieve a coarse spectroscopy. σsca decreases with increas-
ing λ, compatibly with the λ−4 dependence of Rayleigh scat-
tering, see eq . (1.7). Optical sizing is achieved through com-
parison of experiment to the simulated σsca for different val-
ues of D. As above for the gnrs, the scattering experiment
was simulated using the comsol model described in sec . 4.2,
and microscope illumination was reproduced through the av-
eraging formulas derived in sec . 3.1.2. The measured distribu-
tion of D is in good agreement with the manufacturer’s spe-
cification D = (82± 6)nm, thereby demonstrating our quanti-
tative method is suited for non-absorbing nos as well. We plan
to further validate and refine this preliminary investigation by
enlarging the statistics and measuring σabs too, whose distribu-
tion is expected to be centred on 0.
Summarizing, for a given α and dielectric environment, a
straightforward application of eq . (5.6) measures the absolute
xxxvi Alternatively, one can use broadband illumination and absorptive bandpass
optical filters.
xxxvii D2 ' 3λ/naobj ' 1.8µm is the diameter of the second dark ring of the Airy
function describing the psf.
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figure 6.9: Distribution of the scattering cross-section σsca in three
colour channels of an ensemble of 51 polystyrene beads deposited on
a glass/air interface (n1 = 1.52, n2 = 1.00). The vertical lines indicate
the simulated σsca for beads of different diameter D.
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ocs at the level of a single no. A geometrical parameter affect-
ing the amplitude of the ocs, such as D for a sphere and its
dispersity over the sample population, can be retrieved via in-
verse modelling. Two-parameter studies can also be conceived:
For instance, diameter and asphericity of a gns ensemble have
been simultaneously characterized via polarization-resolved
excitation.121,xxxviii In comparison to micro-spectroscopy, wide-
field imaging cannot provide detailed spectral information,
but supplies on the other hand a high-throughput characteriz-
ation via automated image analysis. Moreover, since the signal
is not partitioned into multiple colour channels, imaging is
intrinsically more sensitive.
Owing to its capability of an optical and structural (via op-
tical sizing) high-throughput characterization, automated ana-
lysis of widefield images makes an ideal candidate to comple-
ment electron microscopy in np studies. We believe it is cur-
rently the only quantitative single-particle optical technique
which could be adopted outside of a research environment
(e. g. in a chemical industry manufacturing np on a large scale)
because only relatively inexpensive equipment and no highly-
specialized training is required. The nps can either be drop-cast
on a substrate as in the examples above, or flushed under the
objective through a microfluidic system, in which case the op-
tical anisotropy will be averaged upon the Brownian rotational
motion. In view of such applications, we have recently filed
a patent application describing an optical nanosizer based on
quantitative image analysis.134
xxxviii A much more challenging scenario occurs when the two parameters are
coupled — in this example, if the asphericity is large enough to affect the
lspr position and amplitude.
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In contrast, colloid analysers currently on the marketxxxix rely
on dynamic light scattering (dls) for size measurement. How-
ever, in some circumstances the hydrodynamic radius meas-
ured by dls can significantly differ from the geometric size,
and in particular misrepresents non-spherical nos. nps with
a metal core and a transparent shell (e. g. surfactant, or other
polymers) offer an example where quantitative optical meas-
urements can complement dls: The hydrodynamic radius cor-
responds to the shell size, but the ocs are ruled by the plas-
monic response of the core, whose structural parameters can
be determined through inverse modelling.
xxxix State-of-the-art examples are the nano-flex® and the ZetaView® instru-
ments produced by Particle Metrics, the ViewSizer™ 3000 by Horiba, and
the Zetasizer range by Malvern.
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C O N C L U S I O N S A N D O U T L O O K
The optical properties of nos are fully described by the ocs for
the active optical processes. In particular, metal nos can sus-
tain lsprs, typically leading to more intense absorption and
scattering in comparison to dielectric nos. According to the re-
view presented in sec . 1.2, lsprs depend sensitively on the
size and shape of the no, resulting into a rich phenomenology
and ample opportunities for tailoring the optical properties in
view of a specific application. For these reasons most of the ex-
amples we have provided pertain to metal nos, although the
methods proposed in this thesis apply to dielectric nos as well.
Albeit the optical properties of nos have been the subject of
experimental investigation for over a century now, researchers
have preferentially focused on some observables, such as the
position and linewidth of the spectral features (e. g. plasmonic
modes) as functions of the no size, shape, material composition,
and surrounding environment. On the other hand, the absolute
amplitude of the ocs has received comparatively little attention.
In fact, we highlighted in sec . 2.2 that only a few techniques
are currently capable of quantitative measurements, and these
are rather complicated to implement and not accurate when
imaging strong scatterers with high na objectives.
While the field of nanoplasmonics is nowadays mature
with regard to the fundamental understanding of the plas-
monic phenomenology, it still struggles to achieve the degree
of control required for large-scale technological exploitation.
Thus we reckon the nanoplasmonics community would benefit
from adding simple quantitative methods to the experimental-
ist’s toolbox, offering a standardized platform for comparing
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different experiments and optimizing the performances of
applications. This thesis strives to fill this void, by presenting
new data analysis methods to measure the absolute amplitude
of the ocs, and modelling recipes beyond current practise
to quantitatively simulate microscopy experiments. We shall
summarize below our main accomplishments.
quantitative measurements In sec . 5.1 we outlined
a quite general description of quantitative measurements of
the ocs, which are expressed in terms of the signals detected
at the no position and in an empty area nearby, both under
bf and df illumination. We discussed in ch . 6 how these sig-
nals can be acquired through micro-spectroscopy or widefield
imaging; the latter has no intrinsic wavelength resolution, but
lends itself better to high-sensitivity measurements and high-
throughput characterization of colloidal solutions. These two
are in fact straightforward and widespread experimental tech-
niques, which require only a commercial microscope optically
coupled to a spectrometer or an imaging array: Current users
only need a few one-off calibrations of their existing set-up in
order to acquire suitable data for quantitation.
The expressions of the ocs in terms of the detected signals
contain a few parameters, which are determined by the geo-
metry of the experiments. In particular, two of these account
respectively for the different total scattering under bf and df
illumination, and for the finite collection of the microscope ob-
jective. These scattering parameters depend also on the polariz-
ability of the no, and can be computed via either analytical
models or numerical simulations. The analytical model pro-
posed in sec . 5.3 is accurate for a no within the electrostatic
approximation and having a diagonal polarizability. The calcu-
lations are rather lengthy, but have been implemented into a
matlab code requiring as user input only a few parameters of
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the experiment. Results in closed form were given in the case
of a homogeneous optical environment.
We tested the quantitative method on three model systems,
including isotropic and anisotropic nos, both in a homogen-
eous environment and on a substrate. To the best of our know-
ledge, these are the first reports of broadband quantitative scat-
tering spectroscopy of individual nos. As for absorption or
extinction measurements, our approach outdoes all available
quantitative techniques (mainly sms) in two respects: (i) it re-
lies on a simpler experimental set-up without lasers; and (ii) it
accounts for the fraction of scattering collected by the objective.
Importantly, the method refers to a no close to a dielectric inter-
face, and thereby covers a wide range of common experimental
conditions.
quantitative modelling The ocs are not intrinsic prop-
erties of the target alone, but depend on the properties of the
illumination too, including its direction of incidence and polar-
ization with respect to the target. Now, the high na illumina-
tion adopted in modern microscopes contains a wide range of
directions of incidence and exciting polarizations. Reproducing
the microscope illumination in numerical models is therefore
essential for a meaningful comparison to experimental results,
with special regard to the absolute amplitude of the ocs. In
particular, we need quantitative modelling to assess the accur-
acy of our quantitative measurements beyond the few simple
geometries for which analytical solutions are available.
The ewfd solver we relied on for electromagnetic simulations
is inherently unable to handle incoherent excitation. In sec . 3.1
we presented two methods to mimic incoherent illumination
using coherent plane waves. The first one consists in averaging
the simulations results obtained with plane waves whose in-
cidence direction sample the angular range of experimental
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illumination. The second method — approximate, but less ex-
pensive computationally — is to run a single simulation with
an “equivalent” exciting plane wave, whose intensity along the
principal axes of the polarizability equals the intensity of mi-
croscope illumination. The accuracy of the latter method still
needs to be checked systematically against the former one.
Coherent microscope illumination can be described using
the known analytical expression reported in sec . 3.2, which
describes a plane wave focused by an aplanatic lens system.
Importantly, this is an exact vectorial expression of the elec-
tric field, whereas the Gaussian beam formula available off-the-
rack in comsol is derived in the paraxial regime, and there-
fore does not reproduce accurately the psf created by high na
lenses. The vectorial expression was used as the exciting field
in order to simulate an experiment where a third-order nonlin-
ear process (specifically, cars) is enhanced by a no. Systematic
comparison with the experimental results is still in a prelimin-
ary stage, but good agreement has already been found for a
gns. We believe this is the first comsol model of a nonlinear
microscopy experiment including a realistic description of the
excitation, whereas previous models of nonlinear processes we
are aware of employ the full field formulation, and are thus
limited to plane wave excitation. We envisage the application
of the same modelling scheme to simulate other nonlinear pro-
cesses, such as the 4wm experiments performed by other mem-
bers of our group.
outlook While further refinements to our analytical model
of scattering have been planned — such as including a finite
distance between the interface and the dipoles representing the
no— computing the scattering parameters through numerical
simulations would allow quantitative measurements of nos of
large size and described by an arbitrary polarizability. In fact,
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this is already possible in the case of a homogeneous optical
environment using the model described in sec . 4.2, but for
more complex environments the accuracy of the ff formalism
adopted by comsol still needs to be checked systematically.
As an application of quantitative measurements, we pro-
posed a procedure we named optical sizing: Some parameters
(e. g. diameter, aspect ratio, gap size, . . . ) describing the shape
of a no can be estimated by comparing or fitting theoretical
results (either analytical or numerical) to the experimental data.
To some extent, optical sizing can be performed relying solely
on spectral properties other than the ocs amplitude (e. g. the
position of lsprs); nevertheless, adding a further “dimension”
to the analysis greatly boosts its scope and accuracy. Absolute
ocs amplitude is particularly valuable information for optical
sizing in those circumstances where it is the observable most af-
fected by small variations of the shape parameter investigated
— consider the example of spheres in the dipole limit.
Some examples of optical sizing are provided in ch . 6,
where the numerical model of sec . 4.2 was used. Good agree-
ment with electron microscopy and nominal manufacturer’s
specifications was found for gold spheres and polystyrene
beads, respectively. Conversely, in the case of gnrs, we ob-
served large systematics affecting the size estimates between
scattering and absorption, and between different immersion
media. We expect to achieve a better consistency between
datasets by simulating a rod shape which reproduces more
faithfully (with particular reference to the transverse section)
an electron microscopy characterization we recently obtained;
further analyses are under way.
Optical sizing is particularly promising in conjunction with
the high-throughput capabilities of widefield image analysis,
which could provide a statistical characterization of the sample
dispersity complementary to the costly and time-consuming
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electron microscopy techniques. Due to the relative affordabil-
ity of the experimental set-up, and the simplicity of its opera-
tion, we reckon this technique has the potential to reach out to
a wider audience beyond the circle of academic groups with a
well-established expertise in optical set-ups. In fact, funding by
the Welsh government has been recently secured by our group
with the aim to design a largely automated instrument capable
of high-throughput quantitative measurements of the ocs and
optical sizing. A patent application has been recently filed to
protect the related intellectual property in view of future part-
nerships with industry.
A
P R O G R A M M E L I S T I N G S
We enclose here two programme listings where the main ana-
lytical calculations of this thesis are implemented. These are
scripts written in matlab® language (version r2013b was used)
and can be run as they are.i For a wider distribution, the codes
can be compiled into stand-alone executables, which do not
require a license (matlab is a proprietary software).
listing A.1: Computation of the parametersϕi,p, θi,p, and Ei,p of the
equivalent p-polarized wave introduced in sec . 3.1.3; in particular,
eq . (3.20) and eq . (3.21) are implemented. To compute the plots in
fig . 3.4 a for loop over the illumination range has been added.
1 clear all; % Erase all variables stored in memory
2
3 %% User input
4 lambda0 = 550; % Wavelength in vacuum (in nm)
5 n1 = 1.52; % Refractive index of medium 1 (z>0)
6 n2 = 1.00; % Refractive index of medium 2 (z<0)
7 psi_deg = 0; % Linear polarisation angle (in degrees)
8 thetam_deg = 0; % Minimum illumination angle (in degrees)
9 thetaM_deg = 38; % Maximum illumination angle (in degrees)
10 z1 = -20; % Distance from the z=0 interface
11 %%% No user input below this point
12
13 % Angles are converted from degrees to radians
14 psi = psi_deg*pi/180;
15 thetam = thetam_deg*pi/180;
i When copying and pasting, care must be taken to lines broken to fit the
page width: These are identified by a single line number and must in fact
be executed as a single line of code.
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16 thetaM = thetaM_deg*pi/180;
17
18 clear thetam_deg thetaM_deg psi_deg;
19
20 %% Transmitted intensity for microscope illumination
21
22 syms theta1 phi; % Declaration of symbolic variables
23
24 sin_theta2 = n1/n2*sin(theta1); % Snell's law
25 cos_theta2 = sqrt( 1 - sin_theta2^2 ); % Trigonometric identity
26
27 % z component of wavevector in medium 2
28 k2z = - 2*pi*n2 / lambda0 * cos_theta2;
29
30 % Fresnel transmission coefficients for the field amplitudes
31 tp = 2*n1*cos(theta1) / ( n2*cos(theta1) + n1*cos_theta2 ); % p
32 ts = 2*n1*cos(theta1) / ( n1*cos(theta1) + n2*cos_theta2 ); % s
33
34 % Transmitted electric field
35 Ep2 = [cos_theta2*cos(phi)*cos(psi-phi),... % x component
36 cos_theta2*sin(phi)*cos(psi-phi),... % y component
37 - sin_theta2*cos(psi-phi) ... % z component
38 ]*tp; % p field amplitude at z = 0
39
40 Es2 = [- sin(phi)*sin(psi-phi),... % x component
41 cos(phi)*sin(psi-phi),... % y component
42 0 ... % z component
43 ]*ts; % s field amplitude at z = 0
44
45 E2_z1 = ( Ep2 + Es2 )*exp(1i*k2z*z1); % Total amplitude at z = z1
46 % The imaginary exponential accounting for propagation
47 % along x and y is omitted here as only the absolute
48 % value of the field is of relevance
49
50 % Memory is preallocated in order to populate arrays elementwise
51 I2_z1 = cell(1,3);
52 I2pol_z1 = zeros(1,3);
53
54 for j = 1:3
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55 % The integrands are converted into function handles
56 % and stored inside cell arrays {...}
57 I2_z1{j} = matlabFunction( abs(E2_z1(j))^2*...
58 cos(theta1)*sin(theta1),'vars',[theta1 phi] );
59
60 % The weighed plane wave intensity is integrated
61 % over the angular range of excitation
62 I2pol_z1(j) = 2*integral2(I2_z1{j},...
63 thetam,thetaM,0,pi,'method','iterated');
64 % The iterated integration method deals better
65 % with the discontinuity at the critical angle
66
67 end
68 clear theta1 phi
69 clear sin_theta2 cos_theta2 tp ts k2z;
70 clear Ep2 Es2 E2_z1 E2_z2 I2_z1 I2_z2;
71
72 %% Parameters of the equivalent p-polarized wave
73
74 % Analytical solutions (subcritical and supercritical)
75 phiP = atan( sqrt( I2pol_z1(2)/ I2pol_z1(1) ) );
76 phiP_deg = phiP/pi*180; % Conversion to degrees
77
78 thetaP1_sub = asin( n2/n1/sqrt( 1 + (I2pol_z1(1) +
I2pol_z1(2))/I2pol_z1(3) ) );
79 thetaP1_sup = asin( n2/n1/sqrt( 1 - (I2pol_z1(1) +
I2pol_z1(2))/I2pol_z1(3) ) );
80 thetaP1_sub_deg = thetaP1_sub/pi*180; % Conversion to degrees
81 thetaP1_sup_deg = thetaP1_sup/pi*180; % Conversion to degrees
82
83 thetaP2_sub = asin( n1/n2*sin(thetaP1_sub) );
84 thetaP2_sup = asin( n1/n2*sin(thetaP1_sup) );
85
86 tp_sub = 2*n1*cos(thetaP1_sub) / ( n2*cos(thetaP1_sub) +
n1*cos(thetaP2_sub) );
87 tp_sup = 2*n1*cos(thetaP1_sup) / ( n2*cos(thetaP1_sup) +
n1*cos(thetaP2_sup) );
88
89 kP2z_sub = - 2*pi*n2 / lambda0 * cos(thetaP2_sub);
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90 kP2z_sup = - 2*pi*n2 / lambda0 * cos(thetaP2_sup);
91
92 Ep1_sub = sqrt( sum(I2pol_z1) )/abs(tp_sub);
93 Ep1_sup = sqrt( sum(I2pol_z1) / (
2*(n1/n2*sin(thetaP1_sup))^2-1 ) )...
94 *abs( exp( -1i*kP2z_sup*z1 ) / tp_sup );
95
96 %% Print output
97 if isreal(phiP)&& isreal(thetaP1_sub) && isreal(Ep1_sub);
98 fprintf('Subcritical solution:\n');
99 fprintf('phiP=%.3g%c\t thetaP1=%.3g%c\t Ep1/Em1=%.3g\n',
phiP_deg,char(176),thetaP1_sub_deg,char(176),Ep1_sub);
100 else
101 fprintf('No real subcritical solution found.\n')
102 end
103 if isreal(phiP)&& isreal(thetaP1_sup) && isreal(Ep1_sup);
104 fprintf('Supercritical solution:\n');
105 fprintf('phiP=%.3g%c\t thetaP1=%.3g%c\t Ep1/Em1=%.3g\n',
phiP_deg,char(176),thetaP1_sup_deg,char(176),Ep1_sup);
106 else
107 fprintf('No real supercritical solution found.\n')
108 end
109
110 return
listing A.2: Computation of the parameters τ, ξ, ζ, ηbf, and ηdf ap-
pearing in the absolute ocs formulas eq . (5.6). The dipole radiation
patterns reported in sec . 5.2 and the integral equations calculated
in sec . 5.3 are implemented. Checks of the consistency of user input
have been omitted. To compute the plots in fig . 5.3 and fig . 5.4, a
for loop respectively over θdf, θdf and n2 has been added.
1 clear all; % Erase all variables stored in memory
2
3 %% User input
4 shape = 4; % (xx,yy,zz) elements of the polarizability tensor
5 % 1=(0,0,1); 2=(1,0,0); 3=(1,1,0); 4=(1,1,1)
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6 psi_d = 0; % Polarization angle (in degrees) with respect to
the mode orientation (to be specified only for shape 2)
7 n1 = 1.52; % Refractive index of the illumination medium
8 n2 = 1.00; % Refractive index of the detection medium
9 NA_obj = 0.95; % Numerical aperture of the microscope objective
10
11 % Brightfield (BF) illumination range
12 NAbf_min = 0; % BF illumination starts from NA = 0
13 NAbf_max = NA_obj; % Condenser aperture matches the objective NA
14
15 % Darkfield (DF) illumination range
16 NAdf_min = 1.09; % Numerical aperture of the darkfield ring
17 NAdf_max = 1.18; % Numerical aperture of the condenser iris
18 %%% No user input below this point %%%
19
20 %% Parameters derived from user input
21
22 % Illumination and detection angles (in radians)
23 tBF_min = asin(NAbf_min/n1); % Minimum angle for BF illumination
24 tBF_max = asin(NAbf_max/n1); % Maximum angle for BF illumination
25 tDF_min = asin(NAdf_min/n1); % Minimum angle for DF illumination
26 tDF_max = asin(NAdf_max/n1); % Maximum angle for DF illumination
27 t_obj = asin(NA_obj/n2); % Angular acceptance of objective
28
29 psi = pi/180*psi_d; % Polarization angle (in radians)
30 n = n1/n2; % Relative refractive index
31 t1c = real( asin(1/n) ); % Critical angle for transmission 1 to 2
32 t2c = real( asin( n) ); % Critical angle for transmission 2 to 1
33
34 %% Symbolic variables and dipole radiation patterns
35 % (Variables are indicated in brackets)
36 syms ti fi; % Spherical angles for illumination
37 syms t2 fe; % Spherical angles for emission
38 syms Theta Phi; % Spherical angles for dipole orientation
39
40 sin_t1 = sin(t2)/n; % Snell's law (t2)
41 cos_t1 = sqrt( 1 - sin_t1^2 ); % Trigonometric identity (t2)
42 sin_tt = sin(ti)*n; % Snell's law (ti)
43 cos_tt = sqrt( 1 - sin_tt^2 ); % Trigonometric identity (ti)
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44
45 % Fresnel transmission coefficients for the field amplitudes (ti)
46 tp = 2*cos(ti) / ( cos(ti)/n + cos_tt ); % p polarization
47 ts = 2*cos(ti) / ( cos(ti) + cos_tt/n ); % s polarization
48
49 % Transmittance (ti)
50 Tp = cos_tt/cos(ti)/n*abs(tp)^2; % p polarization
51 Ts = cos_tt/cos(ti)/n*abs(ts)^2; % s polarization
52
53 % Dipole radiation pattern in medium 2 (Theta,Phi,t2,fe)
54 P2p_PET = 3/2/pi*( cos(t2)*( n*cos(Theta)*sin(t2) -
sin(Theta)*cos_t1*cos(fe-Phi) )/( cos_t1 + n*cos(t2) ) )^2;
55 P2s_PET = 3/2/pi*( cos(t2)* sin(Theta)*
sin(fe-Phi) /(n*cos_t1 + cos(t2) ) )^2;
56
57 P2p_TIR = 3/2/pi/(1-n^2)*cos(t2)^2*( n^4*cos(Theta)^2*sin(t2)^2
+ sin(Theta)^2*cos(fe-Phi)^2*(sin(t2)^2 - n^2) )/(
(n^2+1)*sin(t2)^2 - n^2 );
58 P2s_TIR = 3/2/pi/(1-n^2)*cos(t2)^2*sin(Theta)^2*sin(fe-Phi)^2;
59
60 %% Total radiated power
61
62 % Taylor expansion zero-order coefficients [LukoszOC77]
63 lm_perp = 2/5*(n^5 - 1)/(n^2 - 1); %(9)
64 lm_para = 1/5*(n^5 - 1)/(n^2 - 1) - 1/2*n^2/(n + 1)*(1 -
3*n/(n^2 + 1)) - 3/2*n^4*log( ( sqrt(n^2 + 1) - n )*(
sqrt(n^2+1) + 1 )/n )/(n^2 + 1)^(3/2)/(n^2 - 1); %(10)
65 le_perp = 2*n^2/(n^2 + 1)*lm_para - (n^2 - 5)/(n^2 + 1)*lm_perp
- 2; % (14)
66 le_para = (3*lm_perp - lm_para)/(n^2 + 1); % (15)
67
68 % Radiated power normalized to unbounded n2 medium (Theta)
69 if n==1
70 Ptot = 1; % Isotropic n2 environment
71 else
72 Ptot = cos(Theta)^2*le_perp + sin(Theta)^2*le_para; %
[LukoszJOSA77a,(3.12)]
73 end
74
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75 %% Excitation and detection parameters
76 switch shape
77 case 1 % Uniaxial polarizability perp to the substrate
78
79 % Calculation of the excitation parameter
80 integrand_EXC = matlabFunction(
abs(tp*sin_tt)^2*cos(ti)*sin(ti),'vars',ti );
81 Iexc_BF = integral(integrand_EXC,tBF_min,tBF_max);
82 Iexc_DF = integral(integrand_EXC,tDF_min,tDF_max);
83 zeta = Iexc_BF / Iexc_DF; % Excitation param
84
85 % The dipole orientation is parallel to the z axis
86 P2p_PET = subs(P2p_PET,[Theta,Phi],[0,0]);
87 P2p_TIR = subs(P2p_TIR,[Theta,Phi],[0,0]);
88 Ptot = double(subs(Ptot,Theta , 0 ));
89
90 % Calculation of the detection parameter
91 integrand_PET = matlabFunction( P2p_PET*sin(t2),'vars',t2 );
92 integrand_TIR = matlabFunction( P2p_TIR*sin(t2),'vars',t2 );
93
94 if t_obj < t2c
95 Icoll_PET = integral(integrand_PET,0 ,t_obj);
96 Icoll_TIR = 0;
97 else
98 Icoll_PET = integral(integrand_PET,0 ,t2c );
99 Icoll_TIR = integral(integrand_TIR,t2c,t_obj);
100 end
101 etaBF = 2*pi/Ptot*(Icoll_PET + Icoll_TIR); % Detection param BF
102 etaDF = etaBF; % Detection param DF
103
104 case 2 % Uniaxial polarizability parallel to the substrate
105
106 % Calculation of the excitation parameter
107 integrand_EXC = matlabFunction( ( abs(tp*cos_tt)^2 + abs(ts)^2 +
0.5*cos(2*psi)*abs(tp*cos_tt + ts)^2
)*cos(ti)*sin(ti),'vars',ti );
108 Iexc_BF = integral(integrand_EXC, tBF_min,tBF_max);
109 Iexc_DF = integral(integrand_EXC, tDF_min,tDF_max);
110 zeta = Iexc_BF / Iexc_DF; % Excitation param
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111
112 % The dipole is oriented along the x axis
113 P2p_PET = subs(P2p_PET,[Theta,Phi],[pi/2,0]);
114 P2s_PET = subs(P2s_PET,[Theta,Phi],[pi/2,0]);
115 P2p_TIR = subs(P2p_TIR,[Theta,Phi],[pi/2,0]);
116 P2s_TIR = subs(P2s_TIR,[Theta,Phi],[pi/2,0]);
117 Ptot = double(subs(Ptot,Theta , pi/2 ));
118
119 % Calculation of the detection parameter
120 integrand_PET = matlabFunction( ( P2p_PET + P2s_PET )
*sin(t2),'vars',[t2 fe] );
121 integrand_TIR = matlabFunction( ( P2p_TIR + P2s_TIR )
*sin(t2),'vars',[t2 fe] );
122
123 if t_obj < t2c
124 Icoll_PET = integral2(integrand_PET, 0, t_obj, 0,pi/2,
'method','iterated');
125 Icoll_TIR = 0;
126 else
127 Icoll_PET = integral2(integrand_PET, 0 ,t2c, 0,pi/2,
'method','iterated');
128 Icoll_TIR = integral2(integrand_TIR, t2c,t_obj, 0,pi/2,
'method','iterated');
129 end
130 etaBF = 4/Ptot*(Icoll_PET + Icoll_TIR); % Detection param BF
131 etaDF = etaBF; % Detection param DF
132
133 case 3 % Isotropic polarizability parallel to the substrate
134
135 % Calculation of the excitation parameter
136 integrand_EXC = matlabFunction( (abs(tp*cos_tt)^2 +
abs(ts)^2)*cos(ti)*sin(ti),'vars',ti );
137 Iexc_BF = integral(integrand_EXC,tBF_min,tBF_max);
138 Iexc_DF = integral(integrand_EXC,tDF_min,tDF_max);
139 zeta = Iexc_BF / Iexc_DF; % Excitation param
140
141 % The dipole orientation is perpendicular to the z axis
142 P2p_PET = subs(P2p_PET,[Theta,Phi],[pi/2,pi/2]);
143 P2s_PET = subs(P2s_PET,[Theta,Phi],[pi/2,pi/2]);
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144 P2p_TIR = subs(P2p_TIR,[Theta,Phi],[pi/2,pi/2]);
145 P2s_TIR = subs(P2s_TIR,[Theta,Phi],[pi/2,pi/2]);
146 Ptot = double(subs(Ptot,Theta , pi/2 ));
147
148 % Calculation of the detection parameter
149 integrand_PET = matlabFunction( ( P2p_PET + P2s_PET
)*sin(t2),'vars',[t2 fe] );
150 integrand_TIR = matlabFunction( ( P2p_TIR + P2s_TIR
)*sin(t2),'vars',[t2 fe] );
151
152 if t_obj < t2c
153 Icoll_PET = integral2(integrand_PET,0
,t_obj,0,pi/2,'method','iterated');
154 Icoll_TIR = 0;
155 else
156 Icoll_PET = integral2(integrand_PET,0 ,t2c
,0,pi/2,'method','iterated');
157 Icoll_TIR =
integral2(integrand_TIR,t2c,t_obj,0,pi/2,'method','iterated');
158 end
159 etaBF = 4/Ptot*(Icoll_PET + Icoll_TIR); % Detection param BF
160 etaDF = etaBF; % Detection param DF
161
162 case 4 % Isotropic polarizability
163
164 % p polarisation excites a dipole with with x and z components
165 tt = asin(n*sin(ti));
166 P2p_PET_pExc = subs( P2p_PET,[Theta,Phi],[real(pi/2-tt),0] );
167 P2s_PET_pExc = subs( P2s_PET,[Theta,Phi],[real(pi/2-tt),0] );
168 P2p_TIR_pExc = subs( P2p_TIR,[Theta,Phi],[real(pi/2-tt),0] );
169 P2s_TIR_pExc = subs( P2s_TIR,[Theta,Phi],[real(pi/2-tt),0] );
170 Ptot_pExc = subs( Ptot, Theta , real(pi/2-tt) );
171 % fprintf('Theta_p = %.2f\tfor',rad2deg(real(pi/2 -
asin(n*sin(tDF_min)))));
172 % Monitoring the dipole orientation
173
174 % s polarisation excites a dipole with with a y component only
175 P2p_PET_sExc = subs( P2p_PET,[Theta,Phi],[pi/2,pi/2] );
176 P2s_PET_sExc = subs( P2s_PET,[Theta,Phi],[pi/2,pi/2] );
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177 P2p_TIR_sExc = subs( P2p_TIR,[Theta,Phi],[pi/2,pi/2] );
178 P2s_TIR_sExc = subs( P2s_TIR,[Theta,Phi],[pi/2,pi/2] );
179 Ptot_sExc = subs( Ptot, Theta , pi/2 );
180
181 % Definition of integrands
182 integrand_PET = matlabFunction(...
183 ( abs(tp)^2*(P2p_PET_pExc + P2s_PET_pExc) +...
184 abs(ts)^2*(P2p_PET_sExc + P2s_PET_sExc) )...
185 *cos(ti)*sin(ti)*sin(t2),'vars',[ti t2 fe] );
186 integrand_TIR = matlabFunction(...
187 ( abs(tp)^2*(P2p_TIR_pExc + P2s_TIR_pExc) +...
188 abs(ts)^2*(P2p_TIR_sExc + P2s_TIR_sExc) )...
189 *cos(ti)*sin(ti)*sin(t2),'vars',[ti t2 fe] );
190 integrand_TOT = matlabFunction(...
191 ( abs(tp)^2*Ptot_pExc +...
192 abs(ts)^2*Ptot_sExc )...
193 *cos(ti)*sin(ti),'vars',ti);
194
195 % Collected scattered power under BF illumination
196 if t_obj < t2c
197 Pobj_PET_BF = 2*integral3(integrand_PET, tBF_min,tBF_max, 0,
t_obj, 0,pi,'method','iterated');
198 Pobj_TIR_BF = 0;
199 else
200 Pobj_PET_BF = 2*integral3(integrand_PET, tBF_min,tBF_max, 0
,t2c , 0,pi,'method','iterated');
201 Pobj_TIR_BF = 2*integral3(integrand_TIR, tBF_min,tBF_max,
t2c,t_obj, 0,pi,'method','iterated');
202 end
203 Pobj_BF = Pobj_PET_BF + Pobj_TIR_BF;
204
205 % Collected scattered power under DF illumination
206 if t_obj < t2c
207 Pobj_PET_DF = 2*integral3(integrand_PET, tDF_min,tDF_max, 0,
t_obj, 0,pi,'method','iterated');
208 Pobj_TIR_DF = 0;
209 else
210 Pobj_PET_DF = 2*integral3(integrand_PET, tDF_min,tDF_max, 0
,t2c , 0,pi,'method','iterated');
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211 Pobj_TIR_DF = 2*integral3(integrand_TIR, tDF_min,tDF_max,
t2c,t_obj, 0,pi,'method','iterated');
212 end
213 Pobj_DF = Pobj_PET_DF + Pobj_TIR_DF;
214
215 % Total scattered power under BF or DF illumination
216 Ptot_BF = integral(integrand_TOT, tBF_min,tBF_max);
217 Ptot_DF = integral(integrand_TOT, tDF_min,tDF_max);
218
219 etaBF = Pobj_BF / Ptot_BF; % Detection param BF
220 etaDF = Pobj_DF / Ptot_DF; % Detection param DF
221 zeta = Ptot_BF / Ptot_DF; % Excitation param
222
223 otherwise
224 fprintf('Error! The variable "shape" must be set to one of the
following values.\n');
225 fprintf('\t1 = pillar; 2 = rod/dimer; 3 = disc; 4 = sphere.\n');
226 return;
227 end
228
229 %% Transmission and illumination parameters
230 integrand_tau_num = matlabFunction(
cos(ti)*sin(ti)*(Tp+Ts),'vars',ti );
231 integrand_tau_den = matlabFunction(2*cos(ti)*sin(ti),'vars',ti );
232 tau_num = integral(integrand_tau_num,tBF_min,tBF_max);
233 tau_den = integral(integrand_tau_den,tBF_min,tBF_max);
234 tau = tau_num/tau_den; % Transmission param
235
236 xi = (NAbf_max^2 - NAbf_min^2)/(NAdf_max^2 - NAdf_min^2); %
Illumination param
237
238 %% Print output
239 fprintf('Parameters for quantitative cross-section
measurements:\n');
240 fprintf('\t tau = %4.3g \t xi = %4.3g \t etaBF = %4.3g \t etaDF
= %4.3g \t zeta = %4.3g\n',tau,xi,etaBF,etaDF,zeta);
241
242 return

B
S E T- U P P E R F O R M A N C E
b.1 illumination components
The experimental characterization of the chromatic and spher-
ical aberrations of the condenser lens (Nikon t-c-hnao) is re-
ported in fig . B.1. In both cases, the variation ∆f of the focal
length was determined by adjusting Köhler illumination, i. e. re-
focusing the image of the field diaphragm in orthoscopic mode.
Focusing was achieved by moving the objective while keeping
fixed the condenser height, and the position was measured ac-
cording to the reading of the fine adjuster of the objective focus.
A 1.45 na oil-immersion objective was used in order to invest-
igate the full condenser na range.
To characterize the chromatic aberration, the illumination
wavelength was defined using bandpass filters (Semrock,
Brightline®). An optimum z resolution was obtained by closing
the aperture diaphragm to an intermediate nai (0.5 to 0.8 for
this condenser) so to compromise between the large depth of
focus at small na and the blurring introduced by spherical
aberration at large na. In fig . B.1a ∆f/f < 0.2% is observed
over the investigated wavelength range, indicating a corrected
lens systems — a ∼10 times larger ∆f/f is expected for a singlet.
To characterize the spherical aberration, nai is varied using
several df discs and closing the aperture diaphragm to produce
a narrow illumination cone of well-defined nai. fig . B.1b dis-
plays a positive aberration, while the outlier at nai = 1.34 is
likely produced by phenomena other than spherical aberration.
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figure B.1: Experimental characterization of the (a) chromatic and
(b) spherical aberration of the condenser lens used in our exper-
iments. ∆f indicates the measured variation of the condenser fo-
cal length. The bandpass filters used are denoted by their centre
wavelength/bandwidth, both in nm; the horizontal bars in (a) rep-
resent the bandwidth of each filter, in (b) the estimated uncertainty.
fig . B.2 shows the manufacturer’s specifications for the per-
formance of the engineered diffuser (Thorlabs, ed1-c20) we
used to produce an even illumination in the bfp of the con-
denser. The angular distribution of transmitted intensity I(θ)
displays a top-hat pattern: Approximately flat for |θ| < 11° and
dropping off abruptly outside the central range. Let us now es-
figure B.2: Normal-
ized intensity I trans-
mitted through the ed1-
c20 diffuser at several
wavelengths λ0. The an-
gular distribution I(θ)
along a plane containing
the direction of incidence
θ = 0 is shown. Raw data
were downloaded from
the Thorlabs’ website.
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figure B.3: Measured
transmittance T of the
MeCan wgf polarizing
film as a function of
wavelength λ0 for in-
cident light polarized
along (‖) and across (⊥)
the optical axis.
timate the diameter of the illuminated region in the condenser
bfp. The image of the filament is focused onto the bfp by a field
lens of focal length f = 129mm, see fig . 6.1. Each point of the
image is thereby diffused onto a circular region of diameter
2ρ = 2× 129mm× sin 11° ' 49mm (B.1)
where Abbe’s sine condition ρ = f sin θ has been used. Thus,
the angular spread of the diffuser is deemed sufficient to dif-
fuse homogeneously the 20mm image of the filament over the
28mm back aperture of the t-c-hnao condenser.
The performance of the MeCan wgf™ polarizing film is re-
ported in fig . B.3. The film has been characterized in house,
and offers a co-polarized transmittance T‖ > 0.8 and a polar-
ization extinction T‖/T⊥ > 100 (beyond the sensitivity of our
instrument, Ocean Optics hr4000 spectrometer) from λ = 450
to 900nm and beyond. In comparison, the polarizers used in
Nikon components employ a polymer-based polarizing film
which only operates in the range 430nm–750nm and has a
lower T‖ of about 0.5.
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b.2 resolution of the spectrometer
The spectrometer has been calibrated by fitting the known posi-
tion of the emission lines of Kr and Hg lamps. On a day-to-day
basis, the grating position is reproduced using a specific emis-
sion line of a table lamp as reference. The calibration λ(x) is
approximately linear (with a rms error of 0.2pixel, equivalent
to 0.05nm) so that the spectral dispersion is
dλ
dx
' ∆λ
Nxp
=
444nm
1600× 16µm = 17.3nm/mm. (B.2)
We remind the reader that ∆λ is the full-sensor bandwidth, Nx
is the number of pixels along the spectral axis x, and p is the
camera pixel pitch.
An ideal monochromatic line still has a finite spectral width
when measured with any real instrument. Such instrumental
linewidth fwhminstr is often used to characterize the spectral
resolution of a spectrometer and is operatively measured using
a highly monochromatic source such as a single-mode dye laser.
Several factors contribute to the observed line broadening:
1. The finite spatial width of the input and output slit. For a
scanning spectrometer (i. e. a monochromator) the output
slit is a physical aperture, for an imaging spectrometer is
the pixel size.
2. The resolving “power” of the diffraction grating.
3. The optical aberrations of mirrors and grating, and imper-
fections of their alignment. In a good instrument, these con-
tribution becomes relevant only when very narrow slits and
gratings with a large resolving power are used.
These effects are typically calculated assuming mutual inde-
pendence, and the respective fwhm are therefore added in
quadrature, analogously to the propagation of uncertainty
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for independent variables. However, in our case the broad-
ening is dominated by the input slit, which is open quite
wide, and all other contributions can be neglected so that
fwhminstr ' fwhmslit.
Specifically, the line profile is the convolution of the spatial
profile of the two slits. The resulting trapezoidal lineshape has
fwhmslit '
(
W + p
)dλ
dx
=
(
80µm+ 16µm
)
1.7× 10−5 = 1.7nm
(B.3)
being W the input slit width. The theoretical resolving “power”
of our diffraction grating at the m = 1 diffraction order is36
R = mngLg = 1× 100mm−1 × 76mm = 7.6× 103 (B.4)
where ng and Lg are the groove density and side length of the
grating. Now, R is essentially defined as the Q factor of the
diffraction-broadened peak, and thus one has
fwhmdiffr =
λc
R
=
600nm
7.6× 103 = 0.08nm (B.5)
at the central wavelength λc: As expected fwhmdiffr  fwhmslit.
b.3 shot noise in absorption spectroscopy
The intrinsic randomness of photon production in the source,
and of their conversion to photoelectrons for optical detection,
brings about statistical fluctuations of the measured signal
known as shot noise, which pose a theoretical limit to the snr
achievable in optical measurements. Specifically, subsequent
events (i. e. different photons) in the production and conversion
processes are uncorrelated, resulting in a Poisson distribution
of detected events. Therefore, the signal S = Ne corresponds
to the average number of photoelectrons, and the variance
Ŝ =
√
Ne is the associated statistical uncertainty, or noise.
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For shot noise evaluation purposes, eq . (5.6) can be simpli-
fied to
σabs ' Aτbf
(
1−
Sbfno
Sbfbg
Sbft2
Sbft1
)
(B.6a)
σsca ' Aτbf ξ
ηdf
Sdfno − S
df
bg
Sbfbg − S
dk (B.6s)
where we used Sbfbg  Sdk, Sdfno  Sdfbg, and Sbfbg,Sbfno  Sdfno,
the latter meaning the scattering contribution to σabs can be
omitted altogether.i Sbft1 and S
bf
t2
appearing in eq . (B.6a) are the
control signal from the adjacent bins used to correct for fluctu-
ations of the lamp intensity between the measurement of Sbfno
at time t1 and the measurement of Sbfbg at time t2, according to
the procedure described on p. 166.
Assuming the signals in eq . (B.6) are independent variables,
the usual formula for uncertainty propagation (namely, a linear
approximation) applies
σ̂abs =
√√√√√√√√√√
∣∣∣∣∣∂σabs∂Sbfbg
∣∣∣∣∣
2(
Ŝbfbg
)2
+
∣∣∣∣∣∂σabs∂Sbfno
∣∣∣∣∣
2(
Ŝbfno
)2
+
∣∣∣∣∣∂σabs∂Sbft1
∣∣∣∣∣
2(
Ŝbft1
)2
+
∣∣∣∣∣∂σabs∂Sbft2
∣∣∣∣∣
2(
Ŝbft2
)2
= Aτbf
√√√√√√√√√√√
[
Sbfno(
Sbfbg
)2 Sbft2Sbft1
]2(
Ŝbfbg
)2
+
[
1
Sbfbg
Sbft2
Sbft1
]2(
Ŝbfno
)2
+
[
Sbfno
Sbfbg
Sbft2(
Sbft1
)2
]2(
Ŝbft1
)2
+
[
Sbfno
Sbfbg
1
Sbft1
]2(
Ŝbft2
)2 , (B.7a)
i This implies σ̂abs ' σ̂ext is calculated in this section.
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σ̂sca =
√√√√∣∣∣∣∣∂σsca∂Sdfno
∣∣∣∣∣
2(
Ŝdfno
)2
+
∣∣∣∣∣∂σsca∂Sbfbg
∣∣∣∣∣
2(
Ŝbfbg
)2
= Aτbf
ξ
ηdf
√√√√√[ 1
Sbfbg
]2(
Ŝdfno
)2
+
[
Sdfno(
Sbfbg
)2
]2(
Ŝbfbg
)2 . (B.7s)
Now, according to the discussion above Sbfno = Nbfe and Ŝbfno =√
Nbfe ; analogously Sdfno = Ndfe and Ŝdfno =
√
Ndfe . As for Sbfbg,
it differs from Sbfno only by a few % due to the no extinction,
and thus we can approximate Sbfno ' Sbfbg and consequently
Ŝbfbg ' Ŝbfno. Similarly, Sbft1 and Sbft2 differ by a few % at most
between themselves (due to temporal fluctuations) and with
respect to Sbfbg (due to pixel-to-pixel variations of quantum effi-
ciency) and are measured from both bins above and below Sbfno
and Sbfbg, so that counts are doubled: S
bf
t1
' Sbft2 ' 2Sbfno and con-
sequently Ŝt1 ' Ŝt2 ' 2Ŝbfno. By substituting these expressions
of the signals into eq . (B.7) one obtains
σ̂abs ' Aτbf
√
3
Nbfe
(B.8a)
σ̂sca ' Aτbf ξ
ηdf
√
(Ndfe )
(Nbfe )
2
+
(Ndfe )
2
(Nbfe )
3
(B.8s)
In order to evaluate numerically the shot noise in our meas-
urements, we need to estimate the typical experimental values
of Ne for bf and df illumination. Nbfe (Ndfe ) is the product of the
following figures:
• 5× 104 (4× 104) typical counts per pixels (per bin) — satur-
ation is 216 ' 6.5× 104 for the 16-bit ccd sensor used
• bx × by = 10 pixels binned in software corresponding to a
spectral point in bf spectra
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• 300 (1) frames accumulated per spectrum
• 3.3 (1.7) photoelectrons per count for 1x (2x) preamplifier
and 2.5MHz (50 kHz) readout rate used
which yield Nbfe = 5× 108 and Ndfe = 7× 104. Using these
values and A = 1µm2, τbf ∼ 1, and ξ/ηdf ∼ 30 eq . (B.8)
give σ̂abs = 77nm2 and σ̂sca = 16nm2. Interestingly, σ̂sca is
dominated by the signal contribution, that is, the first term in
eq . (B.7s) is much larger than the second.
C
A D D I T I O N A L E X P E R I M E N TA L D ATA
c.1 gold nanosphere spectroscopy
Optical sizing depends to a large extent on the material de-
scription adopted in the analytical calculations or numerical
simulations. For example, fig . C.1a and b contain the same ex-
perimental data as fig . 6.5a and b, but the simulated spectra
are obtained using the “single-crystal” εAu(λ0) dataset by Ol-
mon et al.18 instead of the one by Johnson and Christy (J&C).15
The two datasets are shown in fig . 1.2a and c. They differ little
in Re ε, and thus the resulting lspr position is the same; but Ol-
mon displays a smaller Im ε at λlspr ' 560nm, bringing about a
sharper resonance. Consequently, a 2 to 3nm smaller estimate
of D is obtained when the permittivity by Olmon is utilized.
Comparison of the measured and simulated linewidth can
help determining which dataset best describes the studied sys-
tem: A good agreement ensures Im ε represents well the exper-
imental damping. fig . C.1c and d show that the lsprs simu-
lated with Olmon are significantly narrower than their experi-
mental counterparts, whereas simulations with J&C get much
closer. The latter dataset was consequently deemed more ad-
equate to describe the gnss and has been used for the simula-
tions presented sec . 6.2. Other εAu datasets available in literat-
ure display even smaller values of Im ε in this spectral region
(see fig . 1.2) and should therefore be a fortiori discarded.
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figure C.1: Absolute (a) absorption σabs and (b) scattering σsca
cross-section spectra of five gnss in a homogeneous n = 1.52 optical
environment. Solid lines are experimental data (each colour identi-
fying a specific gns) and dashed lines are simulations for gnss of
different diameter D using εAu(λ0) by Olmon et al.18 The vertical
lines indicate the lspr of the D = 45nm simulation. fwhm against D
for the (c) σabs and (d) σsca spectra in fig . 6.5a,b (orange) and in the
panels a,b of this figure (green). In the case of experimental data (full
symbols) D in abscissa is estimated comparing the ocs amplitude to
simulations obtained with the corresponding εAu dataset.
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c.2 gold nanorod spectroscopy
Each data point in fig . 6.7c is obtained by independently fit-
ting an experimental ocs spectrum; all these spectra are repor-
ted in fig . C.2. Two objects (#5 and #7) have been excluded
from the analysis because they displayed spectral features in-
consistent with a rod-like response — such as multiple peaks
and a too weak polarization dependence.
The optical sizing presented in fig . 6.7c largely depends on
how the gnr is modelled in the simulations, particularly on the
details of the shape. fig . C.3 provides an example where the
hemispherical caps (radius D/2) are replaced by oblate spher-
oids (semiaxisD/4). In the model with oblate caps the εAu data-
set by Olmon et al. was used instead of J&C. The main effect
on sizing is a reduction of the estimated ar from an average of
approximately 2.3 in fig . 6.7c to 2.0 here, further away from
typical tem values. In fact, flattening the caps results in a red
shift of the lspr,126 and the ar must be reduced in order to
compensate.
In general, high-resolution tem imaging and tem tomo-
graphy can drive the choice of a characteristic shape for a
given sample. In our case, the observed caps are only slightly
oblate and closer to the hemispherical model presented in the
main text, see fig . 6.6.
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figure C.2: Experimental ocs spectra of individual gnrs identified
by a number. The same gnrs deposited on a glass substrate (n1 =
1.52) were measured; first (a,b) immersed in air (n2 = 1.00), and then
(c,d) covered by index-matching fluid (n2 = 1.52).
C.2 gold nanorod spectroscopy 221
  
 






 




 
 
  
 
           	
 
 
 
 
 




        
	      
 
 
 
 
 
 
 




        
        
        
        
  
  
figure C.3: (c) Aspect ratio (ar) and diameter D of individual gnrs
determined as free parameters of a separate numerical fit of each
experimental spectra in fig . C.2. (d) Average of the four data-sets in
(c), superimposed to the ar and D measured in a tem micrograph
of 80 gnrs of the same batch (each cross is a different rod, several
falling outside of the plotted range).
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