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Sazˇetak
U ovom zavrsˇnom radu ukratko c´emo se upoznati s neuronskim mrezˇama. U uvodnom dijelu
navedeni su primjeri u kojima su neuronske mrezˇe vec´ nadmasˇile cˇovjeka. Glavni dio rada bavi
se matematikom skrivenom iza njih koja je prikazana i na primjeru.
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cije pogresˇke unatrag
Abstract
In this paper we will be introduced to the neural networks. In first part of the paper we will
show examples how the neural networks have already outperformed humans. The main part of
the paper covers necessary mathematics which is also shown on the example.
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1 Uvod
Od samog pocˇetka razvoja racˇunala, ljude je zanimalo hoc´e li ikad postojati racˇunalo koje c´e
moc´i razmiˇsljati, odnosno hoc´e li ikad postojati umjetna inteligencija (eng. artificial intelligence
- AI). Danas se pojam neuronskih mrezˇa jako usko vezˇe uz pojam umjetne inteligencije. Razlog
tome je sˇto su neuronske mrezˇe vec´ znacˇajno promijenile internetske poslove kao sˇto su web
pretrazˇivanja, online reklame i kreiranje preporuka.
To je tek pocˇetak jer se neuronske mrezˇe pocˇinju primjenjivati i u medicini, prepoznavanju
govora, prevodenju tekstova, prepoznavanju objekata, vozˇnji autonomnih vozila, procjeni rizika
u bankarstvu i druge. Cˇinjenica da je algoritam uspio nadmasˇiti radiologe s dugogodiˇsnjim
iskustvom u prepoznavanju upale pluc´a na temelju rengenskog snimka, jedan je od pokazatelja
u kakvom smjeru krec´e napredak i da je to stvarno buduc´nost. Josˇ jedan pokazatelj je i AlphaGo,
koji je pobijedio prvaka u igri Go. Mislilo se da je nemoguc´e da racˇunalo pobijedi cˇovjeka, posˇto
u igri Go postoji 10172 moguc´ih pozicija.
Iako nam se cˇini da je tehnologija autonomnih vozila josˇ daleko, tvrtke poput Tesle, Googlea
i Ubera vec´ su izradile autonomne aute koji dostizˇu razinu znatno vec´u od razine cˇovjeka.
Zanimljiv je podatak da je Googleov autonomni auto na prijedenih viˇse od 3 milijuna kilometara
uzrokovao samo jednu prometnu nesrec´u, sˇto ga cˇini 10 puta sigurnijim od ljudskih najsigurnijih
vozacˇa i 40 puta sigurnijim od ljudskih vozacˇa s malo iskustva. Takoder je potvrdeno da c´e
od srpnja 2018-te godine, u gradu Frisco u Texasu, autonomna vozila biti dostupna za javno
koriˇstenje.
Iako su koncept umjetnih neuronskih mrezˇa Warren McCulloch i Walter Pitts predstavili
1943. godine, postavlja se pitanje zasˇto su se one popularizirale tek prije nekoliko godina.
Razlog tome je sˇto su bile racˇunalno jako skupe. Racˇunala u to vrijeme nisu bila dorasla
takvom zadatku. Pojavom velikih obradenih baza podataka i snazˇnijih racˇunala, performanse
dubokih neuronskih mrezˇa su dobile svoj zamah. Na slici 1 prikazan je odnos ucˇinka rada
neuronskih mrezˇa u odnosu na kolicˇinu podataka.
Slika 1: Odnos kolicˇine podataka i ucˇinka
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2 Osnove strojnog ucˇenja
Duboko ucˇenje (eng. Deep Learning) je posebna vrsta stojnog ucˇenja (eng. Machine Learning).
Da bi razumjeli duboko ucˇenje, moramo prvo razumjeti osnovne koncepte strojnog ucˇenja.
Strojno ucˇenje je algoritam koji mozˇe ucˇiti iz podataka. Vec´ina algoritama mozˇe se podijeliti u
2 vrste: nadzirano ucˇenje i ucˇenje bez nadzora.
Nadzirano ucˇenje sadrzˇi bazu podataka, koja ima mnogo podataka koji opisuju svaki od
primjera i svaki primjer ima neki opis. Taj opis obicˇno vrsˇi cˇovjek. Ucˇenje bez nadzora prima
bazu podataka koja je nestrukturirana. Program mora sam shvatiti kako naucˇiti svojstva o
strukturi podataka te samostalno urediti bazu. Nadzirano ucˇenje je puno laksˇe i postoje jako
dobri algoritmi, no ponekad je skupo ili tesˇko skupljati podatke za svaki primjer. S druge strane,
kreiranje baze za ucˇenje bez nadzora je relativno jeftino, ali je programski puno kompleksnije i
rjede se vida u praksi.
Puno problema mozˇe biti rijesˇeno pomoc´u strojnog ucˇenja. Najcˇesˇc´i problemi su:
1. Klasifikacija - za odreden input trazˇi se kojoj od k kategorija pripada, odnosno trazˇimo
funkciju f : Rn → {1, ..., k}. Npr. na temelju slike rucˇno napisanog broja trazˇi se kojoj
kategoriji iz 0,1,...9 pripada.
2. Regresija - na temelju inputa trazˇi se neki realan broj, odnosno trazˇi se funkcija f :
Rn → R koja c´e za dani input vratiti realan broj. Npr. na temelju podataka o kvadraturi
kuc´e, broju soba i broju kupaonica, trazˇi se procjena vrijednosti kuc´e.
3. Transkripcija - racˇunalo prima nestrukturiran input i mora od njega napraviti struktu-
riran tekst. Na primjer, na temelju zvucˇnog zapisa govora generiraju se titlovi.
4. Prevodenje - racˇunalo prima tekst iz jednog jezika i prevodi ga u drugi.
5. Prepoznavanje anomalija - na temelju dosadasˇnjeg uzorka ponasˇanja, procjenjuje se je
li nova akcija neuobicˇajena. Na primjer, na temelju dosadasˇnjih platnih navika, procjenjuje
se je li nova transakcija uobicˇajena ili se mozˇda radi o prijevara.
6. Generiranje podataka - od algoritma se trazˇi da na temelju nekoliko primjera generiraju
nove slicˇne primjere. Koristi se u izradi igara, gdje se na temelju nekoliko slika generira
stil umjetnika, jer je crtanje rukom dugotrajno.
7. Nadopunjavanje podataka koji nedostaju - za input x ∈ R nedostaje neka vrijednost
xi i nju treba procijeniti. Koristi se u medicini, jer nisu svi podaci dostupni (npr. jer su
skupi, podatak zahtjeva invazivan zahvat,...) pa moramo procijeniti kakvi c´e biti podaci.
8. Uklanjanje smetnji - dobijemo neki podatak x˜ ∈ Rn koji ima neku smetnju i od pro-
grama se trazˇi da ukloni tu smetnju. Npr. ako imamo sliku auta koji je u magli, trazˇimo
od algoritma da ukloni tu maglu.
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2.1 Linearna regresija
Linearna regresija je najjednostavniji oblik regresije. Cilj je konstruirati sustav koji c´e za vektor
x ∈ Rn napraviti procjenu za y ∈ R. U nasˇem slucˇaju y c´e linearno ovisiti o x. Ako je yˆ
vrijednost koju predvida nasˇ model tada yˆ mora biti sˇto slicˇniji y. Za procjenu yˆ racˇunamo kao
yˆ = ω>x =
n∑
i=1
ωixi = ω1x1 + ω2x2 + · · ·+ ωnxn (1)
gdje je ω ∈ Rn vektor parametara. Parametri su vrijednosti koje kontroliraju ponasˇanje
sustava. U ovom slucˇaju ωi je koeficijent koji mnozˇimo s karakteristikom xi prije sumiranja
doprinosa svih karakteristika.
Odabirom vektora parametara ω aproksimiramo y s yˆ, zanima nas koliko je dobra aproksi-
macija. Jedan od nacˇina za racˇunanje preciznosti je odredivanje srednje kvadratne udaljenosti
(eng. mean square error - MSE ). Neka je zadano m test podataka na kojima c´emo mjeriti
preciznost. Tada je yˆ(test) ∈ Rm vektor svih procjena modela na zadanim test podacima, a MSE
je dana s:
MSEtest =
1
m
∑
i
(yˆ
(test)
i − y(test)i )2 (2)
Jasno je vidljivo da c´e (2) biti jednaka 0 ako je yˆ(test) = y(test). Takoder (2) se povec´ava
kako se povec´ava i Euklidska udaljenost pa je
MSEtest =
1
m
‖yˆ(test) − y(test)‖22. (3)
Sada treba pronac´i algoritam koji c´e minimizirati udaljenost (3) s obzirom na parametre ω.
Ideja je da se minimizira MSEtrain na bazi podataka (X
(train),y(train)) te provjeri tocˇnost na
(X(test),y(test)). Jedan od nacˇina za minimizaciju je trazˇenje minimuma, odnosno gleda se gdje
je gradijent od MSEtrain jednak 0:
∇ωMSEtrain = 0 (4)
⇒ ∇ω 1
m
‖yˆ(train) − y(train)‖22 = 0 (5)
⇒ 1
m
∇ω‖X(train)ω − y(train)‖22 = 0 (6)
⇒ ∇ω(X(train)ω − y(train))>(X(train)ω − y(train)) = 0 (7)
⇒ ∇ω(ω>X(train)>X(train)ω − 2ω>X(train)>y(train) + y(train)>y(train)) = 0 (8)
⇒ 2X(train)>X(train)ω − 2X(train)>y(train) = 0 (9)
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⇒ ω = (X(train)>X(train))−1X(train)>y(train) (10)
Sustav jednadzˇbi cˇije je rjesˇenje dano s (10) naziva se normalne jednadzˇbe. Za viˇse vidi [7].
Obicˇno se termin linearne regresije izvodi s jednim dodatnim parametrom b (eng. bias). Tada
je model
yˆ = ω>x + b =
n∑
i=1
ωixi + b = ω1x1 + ω2x2 + · · ·+ ωnxn + b (11)
i dalje linearan, ali se mozˇe pomicati po y-osi.
Linearna regresija je jako ogranicˇena i potrebno nam je svojstvo nelinearnosti da bi se
rjesˇavali kompleksniji problemi.
4
3 Umjetne neuronske mrezˇe
3.1 Neuron
Neuron ili zˇivcˇana stanica je osnovni element zˇivcˇanog sustava. Sastoji se od 3 glavna elementa:
tijelo s jezgrom, kratki ogranci (dendriti) i dugi ogranak (akson). Najlaksˇe objasˇnjeno, neuron
prima signal kroz dendrite, obraduje informacije u jezgri te ih sˇalje u sljedec´i neuron pomoc´u
aksona.
Slika 2: Grada neurona
Na slicˇan nacˇin funkcionira i umjetni neuron. To je funkcija koja prima neke podatke
(dendriti) i nakon racˇunanja sˇalje podatke dalje (akson). Najvec´i problem je pronac´i tu funkciju
f . Na primjer, ako zˇelimo napraviti klasifikator koji za neki ulazni podatak x mora odrediti
klasu y, tada trazˇimo funkciju koja mapira Y = f(X;W ) gdje su W takvi parametri pomoc´u
kojih je ta aproksimacija najbolja moguc´a.
Jedan neuron zapravo radi sljedec´e: izracˇunava sumu ulaznih podataka koji ovise o para-
metrima W i josˇ se dodaje neki prag (eng. bias). Nakon toga neuron odlucˇuje da li c´e poslati
signal dalje ili ne.
Y =
∑
(parametri ∗ ulaznipodaci) + prag
Posˇto je Y ∈ 〈−∞,+∞〉 neuron i dalje ne zna treba li poslati signal ili ne, odnosno treba li
se aktivirati ili ne. U tu se svrhu uvode aktivacijske funkcije.
3.2 Aktivacijske funkcije
Aktivacijske funkcije vazˇan su dio umjetnih neuronskih mrezˇa.
3.2.1 Step funkcija
Najjednostavnija aktivacijska funkcija je step funkcija. Ako je Y vec´i od neke tezˇine t, onda
neka bude neuron aktiviran i neka posˇalje signal. Ako bude manje od t, onda nije aktiviran.
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Aktivacijska funkcija A bi za t = 0 izgledala ovako:
A(Y ) =
{
1, ako je Y ≥ 0
0, ako je Y < 0
Slika 3: Primjer step funkcije
No takva funkcija se nije pokazala dobra u praksi. Jedan od problema je to sˇto je gotovo
nemoguc´e izgraditi klasifikator koji radi za viˇse klasa.
3.2.2 Linearna funkcija
Linearna funkcija je funkcija oblika A(x) = cx, gdje je c ∈ R. U nasˇem slucˇaju promatramo
A(Y ) = cY . Na taj nacˇin nemamo binarnu aktivaciju i mozˇemo povezivati viˇse neurona.
Slika 4: Primjer linearne funkcije
Problemi koji se javljaju s linarnom aktivacijskom funkcijom su ti sˇto ako komponiramo te
funkcije u konacˇnici opet dobivamo novu linearnu funkciju. Kako je nelinearnost svojstvo koje
omoguc´ava naprednije zakonitosti, moramo pronac´i bolju funkciju.
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3.2.3 Sigmoidalna funkcija
Sigmoidalna funkcija je funkcija oblika A(Y ) = 1
1+e−Y . Slicˇna je step funkciji, ali je glatka. To
nam omoguc´uje svojstvo nelinearnosti te su njezine kompozicije takoder nelinearne. Josˇ jedno
vazˇno svojstvo koje ima je to sˇto je njezin izlaz uvijek izmedu 0 i 1. Obicˇno se oznacˇava s σ.
Slika 5: Sigmoidalna funkcija
Slicˇna njoj je i tangens funkcija f(x) = tg(x) = 2σ(2x)− 1, ali ona daje vrijednosti izmedu
−1 i 1.
3.2.4 ReLu funkcija
Rectified linear unit (krac´e ReLu) je vrsta aktivacijske funkcije definirana formulom:
A(Y ) =
{
0, ako je Y < 0
Y, ako je Y ≥ 0
Slika 6: ReLu funkcija
Iako je naizgled vrlo jednostavna, pokazala se jako korisnom u praksi zbog svoje nelinearnosti
i gradijenta koji je uvijek 1 ili 0.
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3.3 Struktura neuronskih mrezˇa
Umjetni neuron mozˇemo shematski prikazati na sljedec´i nacˇin
∑
= 〈wj, x〉 + bj. Na tu sumu
se primjenjuje aktivacijska funkcija te se izracˇunata vrijednost prosljeduje do sljedec´eg neurona
ili je basˇ ta vrijednost trazˇeno predvidanje.
Slika 7: Umjetni neuron
Sama neuronska mrezˇa sastoji se od viˇse neurona koji su rasporedeni u viˇse slojeva. Postoje
3 osnovne vrste slojeva: ulazni sloj, skriveni sloj i izlazni sloj. Ulazni sloj je prvi sloj mrezˇe i
on obraduje ulazne podatke iz sustava. Izlazni sloj je posljednji sloj mrezˇe u kojemu su izlazi
neurona zapravo predvidanja rjesˇenja sustava. Svi ostali slojevi su skriveni.
Slika 8: Primjer strukture neuronske mrezˇe
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3.4 Funkcije trosˇka
Najvec´a razlika izmedu linearnih modela i neuronskih mrezˇa je to sˇto svojstvo nelinearnosti, kod
neuronskih mrezˇa, uzrokuje nekonveksnost funkcija trosˇka. Iz toga razloga nije moguc´e precizno
izracˇunati parametre kao sˇto smo mogli, na primjer, s normalnim jednadzˇbama kod linearne
regresije. Da bi se rijesˇio taj problem, koriste se iterativne metode koje postepeno smanjuju
funkcije trosˇka. Metode se temelje na izracˇunima gradijenata i ne garantiraju konvergenciju
prema globalnom minimumu funkcije, odnosno moguc´e je zapeti u lokalnom minimumu. Vazˇno
je da se svi pocˇetni parametri W postave na male nasumicˇne vrijednosti, a pragovi mogu biti
0 ili male pozitivne vrijednosti.
Nakon sˇto se postave pocˇetni parametri i pocˇetni prag treba izabrati funkciju trosˇka i
izracˇunati trosˇak. Jednu od najkoriˇstenijih funkcija trosˇka smo vec´ spomenuli. To je sred-
nja kvadratna udaljenost (MSE) koja se racˇuna tako sˇto za svaki primjer racˇunamo razliku
izmedu predvidanja modela i stvarne vrijednosti, taj broj kvadriramo te od svih tih vrijednosti
uzmemo srednju vrijednost.
J(θ) =
1
m
∑
i
(yˆ
(test)
i − y(test)i )2
Cˇesto se josˇ koristi i unakrsna entropija (eng. cross entropy). Njezina najcˇesˇc´a primjena je
kod binarnih klasifikatora.
J(θ) =
−1
m
∑
i
(yi log(yˆi) + (1− yi) log(1− yˆi))
3.5 Izlazi neurona
Izbor funkcije trosˇka usko je vezan sa izborom izlaza neurona. Ti izlazi mogu biti na samom
kraju mrezˇe ili u skrivenom sloju. Nabrojati i objasniti c´emo najvazˇnije.
3.5.1 Linearni izlaz za Gaussovu distribuciju
Za dani vektor svojstava h, neuron daje izlaz oblika
yˆ = W>h+ b. (12)
Linearni izlazi se cˇesto koriste za odredivanje aritmeticˇke sredine uvjetovane Gaussove distri-
bucije p(y|x) = N (y; yˆ, I). Maksimiziranje logaritamske vjerodostojnosti tada se svodi na
minimiziranje srednje kvadratne pogresˇke.
3.5.2 Sigmoidalni izlaz za Bernoullijevu distribuciju
Mnogi zadaci zahtijevaju predvidanje vrijednosti binarne varijable y. Klasifikacija problema s
dvije klase je jedan od tih problema. Princip maksimalne vjerodostojnosti nam nalazˇe da defi-
niramo Bernoullijevu distribuciju za y uz uvjet x. Kako je Bernoullijeva distribucija definirana
sa samo jednim brojem, neuronska mrezˇa mora predvidjeti samo P (y = 1|x). To predvidanje
ima smisla samo ako lezˇi u intervalu 〈0, 1〉.
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Da bismo postigli takva predvidanja, koristimo sigmoidalan izlaz oblika
yˆ = σ(w>h+ b). (13)
Mozˇemo na sigmoidalan izlaz gledati kao da ima dvije komponente. Prva koristi linearan
izlaz za racˇunanje z = w>h + b, a druga sigmoidalnu aktivacijsku funkciju za pretvaranje z u
vjerojatnost. Dobije se da je vjerojatnost
P (y) = σ((2y − 1)z), (14)
sˇto nam daje funkciju trosˇka
J(θ) = − log σ((2y − 1)z). (15)
3.5.3 Softmax izlaz za multinomnu distribuciju
Kada zˇelimo prikazati distribuciju nad diskretnim varijablama s n moguc´ih vrijednosti, korisno
je koristiti softmax funkciju. To je na neki nacˇin generalizacija sigmoidalne funkcije. Softmax
se cˇesto koristi kao izlazni neuron za klasifikatore, jer daje distribuciju za n razlicˇitih klasa,
odnosno daje nam vektor yˆ gdje su yˆi = P (y = i|x), i = 1, . . . , n. Bitno nam je da svi yˆi
imaju vrijednost izmedu 0 i 1 te da je suma svih yˆi jednaka 1. Tako dobivamo dobro definiranu
distribuciju.
Prvo izracˇunamo linearni izlaz z = W>h + b koji daje nenormalizirane log vjerojatnosti,
gdje su zi = log P (y = i|x) za svaki i. Softmax funkcija je dana sa:
softmax(z)i =
ezi∑
j e
zj
. (16)
3.6 Ucˇenje neuronskih mrezˇa
U uvodnom dijelu rekli smo da neuronske mrezˇe imaju sposobnost ucˇenja, a u ovom dijelu
objasniti c´emo kako se to postizˇe. Kako bi neuronska mrezˇa mogla rjesˇavati stvarne probleme,
potrebno je podesiti njezine parametre. Da bi se to postiglo koriste se dvije vazˇne tehnike:
algoritam propagacije pogresˇke unatrag (eng. Backpropagation) i gradijentnu metodu (eng.
Gradient Descent).
3.6.1 Gradijentna metoda
Gradijentna metoda je optimizacijska metoda koja kod neuronskih mrezˇa minimizira funkciju
trosˇka. Da bi bolje shvatili kako funkcionira, zamislimo da se nalazimo pri samom vrhu brezˇuljka.
Nasˇ cilj je spustiti se u najnizˇu tocˇku. Pretpostavimo da je oko nas gusta magla i vidimo samo 5
metara oko sebe. Moramo odlucˇiti u kojem se smjeru zˇelimo kretati da se spustimo s brezˇuljka.
To c´emo napraviti tako sˇto pogledamo oko sebe i odredimo u kojem smjeru je najvec´i nagib,
odnosno gdje je najstrmije. U tome smjeru se krec´emo tih 5 metara. Nakon sˇto smo se pomakli
na novu tocˇku, ponovo gledamo oko sebe i krec´emo se u smjeru gdje je najvec´a nizbrdica.
Postupak ponavljamo sve dok ne dodemo do takve tocˇke iz koje se viˇse ne mozˇemo spusˇtati
nizbrdo vec´ se samo penjati uzbrdo.
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Slika 9: Spusˇtanje gradijenata
Na slicˇan nacˇin funkcionira gradijentna metoda. Kako se pocˇetni parametri sustava postave
na neke nasumicˇne vrijednosti, vrijednost funkcije trosˇka u pocˇetku je jako velika (vrh brezˇuljka).
U toj tocˇci racˇunamo gradijent funkcije trosˇka koji nam govori u kojem je smjeru minimum
(gdje je najstrmije). Tada s unaprijed odredenim koeficijentom ucˇenja α (5 metara), azˇuriramo
parametre tako da napreduju prema minimumu. Taj postupak ponavljamo sve dok se krec´emo
prema minimumu.
θ ← Prethodno zadano
Ponavljati dok konvergira {
θj ← θj − α ∂
∂θj
J(θ)
}
(17)
Koeficijent ucˇenja (eng. learning rate) α je koeficijent brzine konvergiranja. Ako je α
prevelik, nec´emo doc´i do minimuma vec´ c´emo divergirati, a ako je α premalen, konvergirat c´e
jako sporo prema minimumu. Da bi pronasˇli odgovarajuc´i α mozˇemo se koristiti sljedec´om
skalom. Krec´emo s α = 0.01 te ako nam model presporo ucˇi, povec´amo ga na 0.1. Analogno
ako nam model krene divergirati, smanjimo koeficijent na 0.001.
Slika 10: Skala za koeficijent ucˇenja
Za koriˇstenje gradijentne metode potrebni su nam gradijenti. No to nije trivijalno izracˇunati
za neuronske mrezˇe. Zato se koristi algoritam propagacije pogresˇke unazad.
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3.6.2 Algoritam propagacije pogresˇke unatrag
Jednostavno recˇeno, algoritam propagacije pogresˇke unatrag je metoda za racˇunanje gradijenta
funkcije trosˇka u neuronskim mrezˇama.
Krec´emo od pocˇetnog izracˇuna vrijednosti funkcije trosˇka. Znamo kako ju derivirati u odnosu
na prethodni sloj. Ako znamo derivaciju od svakog sloja, mozˇemo se vrac´ati unatrag i popraviti
parametre u svakom sloju. Pogledajmo rad prvo na primjeru.
Neka je nasˇa mrezˇa zadana s 3 neurona gdje su tezˇine w1, w2 i w3 te pragovi b1, b2 i b3. Neka
je a(n) aktivacija posljednjeg neurona te a(L−1) aktivacija predposljednjeg neurona. Zˇelimo da
nam a(L) bude jednak stvarnoj vrijednosti y. Trosˇak za jedan primjer je
J0(w1, w2, w3, b1, b2, b3) = (a
(L) − y)2.
Jedan od nacˇina na koji mozˇemo definirati a(L) je sa a(L) = σ(z(L)), gdje je z(L) = w(L)a(L−1)+
b(L). Zˇelimo izracˇunti ∂J0(θ)
∂w(L)
, a za to su nam potrebne tehnike slozˇenog deriviranja.
∂J0(θ)
∂w(L)
=
∂J0(θ)
∂a(L)
· ∂a
(L)
∂z(L)
· ∂z
(L)
∂w(L)
(18)
Pogledajmo pojedine parcijalne derivacije vezane za nasˇ primjer:
∂J0(θ)
∂a(L)
= 2(a(L) − y)
∂a(L)
∂z(L)
= σ′(z(L))
∂z(L)
∂w(L)
= a(L−1)
Jednadzˇba 18 nam daje parcijalnu derivaciju samo za jedan primjer. Mi moramo izracˇunati
za sve primjere i uzeti prosjecˇnu vrijednost.
∂J(θ)
∂w(L)
=
1
n
n∑
i=1
(2(a
(L)
i − yi) · σ′(z(L)i ) · a(L−1)i )
∂J(θ)
∂b(L)
=
1
n
n∑
i=1
(2(a
(L)
i − yi) · σ′(z(L)i ))
∂J(θ)
∂a(L−1)
=
1
n
n∑
i=1
(2(a
(L)
i − yi) · σ′(z(L)i ) · w(L)i )
Sada kad smo izracˇunali derivaciju za zadnji sloj, izracˇunajmo ju za predzanji tako sˇto koris-
timo informacije iz zadnjeg sloja. Postupak ponavljamo sve dok ne izracˇunamo sve derivacije.
∂J(θ)
∂w(L−1)
=
∂J(θ)
∂a(L−1)
· ∂a
(L−1)
∂z(L−1)
· ∂z
(L−1)
∂w(L−1)
(19)
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Vidimo da su nam potrebne derivacije aktivacijskih funkcija. Izdvojimo neke od njih:
Aktivacijska funkcija Formula Derivacija
Linearna f(x) = cx+ b f(x)′ = c
Sigmoidalna f(x) = σ(x) = 11+e−x f(x)
′ = f(x)(1− f(x))
Tangens f(x) = tg(x) f(x)′ = 1− f(x)2
ReLu f(x) =
 0, ako je x < 0x, ako je x ≥ 0 f(x) =
 0, ako je x < 01, ako je x ≥ 0
Tablica 1: Aktivacijske funkcije i njihove derivacije
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4 Primjer rada neuronske mrezˇe
Pogledajmo sljedec´i problem. Imamo 8 tocˇaka, od kojih je 4 iz jedne kategorije i 4 iz druge.
One su rasporedene i zadane na sljedec´i nacˇin.
Slika 11: Skala za koeficijent ucˇenja
Crne tocˇke pripadaju jednoj klasi, a zˇute drugoj. Cilj nam je napraviti klasifikator koji c´e
za novu tocˇku odrediti kojoj od te dvije klase pripada. Vidimo da nije moguc´e odvojiti te dvije
klase linearno pa je potrebno pronac´i neku nelinearnu funkciju. Intuitivno vidimo da je jedan
od nacˇina na koji se to mozˇe napraviti je s kruzˇnicom ili elipsom. Za to nam je uz koordinate
tocˇaka potrebno proslijediti i njihove kvadrate. Neka su x1 i x2 koordinate tocˇaka, a x3 = x
2
1 i
x4 = x
2
2 njihovi kvadrati.
X Y
i xi1 xi2 xi3 xi4 yi
1 -2 -2 4 4 0
2 -2 2 4 4 0
3 -1 -1 1 1 1
4 -1 1 1 1 1
5 1 -1 1 1 1
6 1 1 1 1 1
7 2 -2 4 4 0
8 2 2 4 4 0
Tablica 2: Ulazni podaci i pripadne klase
Da bi rijesˇili ovaj problem, uzmemo jednostavnu neuronsku mrezˇu. Ona c´e raditi svoje
predvidanje tako sˇto c´e prvo pomnozˇiti vrijednosti x1, x2, x3, x4 s tezˇinama w1, w2, w3, w4 te im
dodati prag b, odnosno z = w1x1 + w2x2 + w3x3 + w4x4 + b. Nakon toga c´e se primijeniti
sigmoidalna aktivacijska funkcija koja c´e nam dati predvidanje yˆ = σ(z).
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Slika 12: Graficˇki prikaz zadane neuronske mrezˇe
z = XW + b =

-2 -2 4 4
-2 2 4 4
-1 -1 1 1
-1 1 1 1
1 -1 1 1
1 1 1 1
2 -2 4 4
2 2 4 4


w1
w2
w3
w4
+

b
b
b
b
b
b
b
b

=

−2w1 − 2w2 + 4w3 + 4w4 + b
−2w1 + 2w2 + 4w3 + 4w4 + b
−1w1 − 1w2 + 1w3 + 1w4 + b
−1w1 + 1w2 + 1w3 + 1w4 + b
1w1 − 1w2 + 1w3 + 1w4 + b
1w1 + 1w2 + 1w3 + 1w4 + b
2w1 − 2w2 + 4w3 + 4w4 + b
2w1 + 2w2 + 4w3 + 4w4 + b

yˆ = σ(z)
Kako smo prethodno rekli, kod ucˇenja neuronskih mrezˇa prvo se moraju zadati pocˇetne
vrijednosti parametara i praga. Mi c´emo ih zadati s w1 = w2,= w3 = w4 = 0 i b = 1.
Pogledajmo kakva predvidanja dobivamo za sve nasˇe primjere:
z1 = −2 · 0− 2 · 0 + 4 · 0 + 4 · 0 + 1 = 1
yˆ1 = σ(z1) = σ(1) ≈ 0.73106
Kako su w1 = w2,= w3 = w4 = 0 i b = 1, predvidanja za sve slucˇajeve su jednaka i
iznose σ(1) ≈ 0.73106. Ako je vrijednost predvidanja vec´a od 0.5 tada mu klasifikator pripisuje
da je cˇlan klase 1, sˇto znacˇi da trenutno predvida da su sve tocˇke elementi klase 1. Nakon
sˇto smo odredili ocˇekivanja slijedi nam racˇunanje vrijednosti funkcije trosˇka u prvom koraku.
Pogledajmo kakva su nasˇa predvidanja u odnosu na stvarne vrijednosti.
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yˆi yi Kvadratna udaljenost
0.73106 0 (0.73106− 0)2
0.73106 0 (0.73106− 0)2
0.73106 1 (0.73106− 1)2
0.73106 1 (0.73106− 1)2
0.73106 1 (0.73106− 1)2
0.73106 1 (0.73106− 1)2
0.73106 0 (0.73106− 0)2
0.73106 0 (0.73106− 0)2
Vrijednost funkcije trosˇka racˇunamo tako sˇto sumiramo sve kvadratne udaljenosti i uzmemo
srednju vrijednost.
J(w1, w2, w3, w4, b) =
1
n
n∑
i=1
(yˆi − yi)2
J(0, 0, 0, 1) =
1
8
((0.73106− 0)2 + (0.73106− 0)2 + (0.73106− 1)2 + . . . )
J(0, 0, 0, 1) =
1
8
(4(0.73106− 0)2 + 4(0.73106− 1)2)
J(0, 0, 0, 1) ≈ 0.30339
Naravno, nismo zadovoljni s takvim predvidanjima i zˇelimo popraviti model. Krec´emo u
optimizaciju parametara koristec´i metode spusˇtanja gradijenata i propagacije pogresˇke unatrag.
Prvo trebamo parcijalne derivacije funkcije trosˇka u odnosu na sve parametre. Izracˇunati c´emo
za w3, a ostali se izracˇunavaju analogno.
∂J(θ)
∂w1
=
∂J(θ)
∂yˆ
· ∂yˆ
∂z
· ∂z
∂w1
=
2
n
n∑
i=1
(yˆi − yi) · σ(zi) · (1− σ(zi)) · xi1
∂J(θ)
∂w2
=
∂J(θ)
∂yˆ
· ∂yˆ
∂z
· ∂z
∂w2
=
2
n
n∑
i=1
(yˆi − yi) · σ(zi) · (1− σ(zi)) · xi2
∂J(θ)
∂w3
=
∂J(θ)
∂yˆ
· ∂yˆ
∂z
· ∂z
∂w3
=
2
n
n∑
i=1
(yˆi − yi) · σ(zi) · (1− σ(zi)) · xi3
∂J(θ)
∂w4
=
∂J(θ)
∂yˆ
· ∂yˆ
∂z
· ∂z
∂w4
=
2
n
n∑
i=1
(yˆi − yi) · σ(zi) · (1− σ(zi)) · xi4
∂J(θ)
∂b
=
∂J(θ)
∂yˆ
· ∂yˆ
∂z
· ∂z
∂b
=
2
n
n∑
i=1
(yˆi − yi) · σ(zi) · (1− σ(zi))
∂J(θ)
∂w3
=
2
8
((0.73106− 1) · 0.73106 · (1− 0.73106) · 4+
(0.73106− 1) · 0.73106 · (1− 0.73106) · 4+
(0.73106− 0) · 0.73106 · (1− 0.73106) · 1+
. . . )
(20)
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∂J(θ)
∂w3
=
1
4
(4 · (0.73106− 0) · 0.73106 · (1− 0.73106) · 4+
4 · (0.73106− 1) · 0.73106 · (1− 0.73106) · 1)
(21)
∂J(θ)
∂w3
≈ 0.52206 (22)
Derivacija Aproksimacija
∂J(θ)
∂w1
0
∂J(θ)
∂w2
0
∂J(θ)
∂w3
0.52206
∂J(θ)
∂w4
0.52206
∂J(θ)
∂b
0.09085
Sada dok smo izracˇunali parcijalne derivacije, preostaje nam primijeniti metodu spusˇtanja
gradijenata. Prvo zadamo koeficijent ucˇenja α = 0.1, a zatim nam preostaje nam podesiti
parametre.
w1 ← w1 − α∂J(θ)∂w1
w2 ← w2 − α∂J(θ)∂w2
w3 ← w3 − α∂J(θ)∂w3
w4 ← w4 − α∂J(θ)∂w4
b← b− α∂J(θ)
∂b
w1 ← 0− 0.1 · 0
w2 ← 0− 0.1 · 0
w3 ← 0− 0.1 · 0.52206
w4 ← 0− 0.1 · 0.52206
b← 1− 0.1 · 0.09085
w1 = 0
w2 = 0
w3 = - 0.052206
w4 = - 0.052206
b = 0.990915
Upravo smo zavrsˇili jednu epohu treniranja neuronske mrezˇe. To je proces sastavljen od
racˇunanja trosˇka i podesˇavanja parametara. Preostaje nam ponavljati taj proces sve dok se
funkcija trosˇka smanjuje. Na slici 13 mozˇemo vidjeti kakva je predvidanja dao model i kakav je
bio trosˇak u odnosu na epohe, te na slici 14 mozˇete vidjeti predvidanje nakon 200 epoha i pad
trosˇka u tih 200 epoha.
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Slika 13: Predvidanja i trosˇkovi po epohama
Slika 14: Predvidanja i trosˇak nakon 200 epoha
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