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1. Introduction
For a T1-space X , let F (X) be the set of all nonempty closed subsets of X . Usually, we endow F (X) with the Vietoris
topology τV , and call it the Vietoris hyperspace of X . Recall that τV is generated by all collections of the form
〈V 〉 =
{
S ∈F (X): S ⊂
⋃
V and S ∩ V = ∅, whenever V ∈V
}
,
where V runs over the ﬁnite families of open subsets of X .
In the sequel, all spaces are assumed to be at least Hausdorff, while any subset D ⊂F (X) will carry the relative Vietoris
topology τV as a subspace of the hyperspace (F (X), τV ). A map f :D → X is a selection for D if f (S) ∈ S for every S ∈D .
A selection f :D → X is continuous if it is continuous with respect to the relative Vietoris topology τV on D . For a family
D ⊂F (X), we let Vcs[D] to be the set of all Vietoris continuous selections for D .
For a space X and n 1, let
[X]n = {S ⊂ X: |S| = n} and Fn(X) =
{
S ⊂ X: 1 |S| n}.
Every selection f : F2(X) → X deﬁnes a natural order-like relation  f on X [9] by letting that x  f y if and only if
f ({x, y}) = x. For convenience, we write that x ≺ f y if x  f y and x = y. This relation is very similar to a linear order
on X in that it is both total and antisymmetric, but, unfortunately, it may fail to be transitive. In this regard, one of the
fundamental questions in the theory of continuous selections for at most 2-point subsets is the following.
Question 1. (van Mill and Wattel [10]) Let X be a space which has a continuous selection for F2(X). Does there exist a
linear order  on X such that, for each y ∈ X , the sets {x ∈ X: x y} and {x ∈ X: y  x} are both closed?
Recall that a space X is orderable (or, linearly orderable) if the topology of X coincides with the open interval topology
on X generated by a linear ordering on X . Following [10], we say that a space X is weakly orderable if there exists a coarser
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84 V. Gutev / Topology and its Applications 157 (2010) 83–89orderable topology on X . In this terminology, Question 1 states the conjecture if a space X is weakly orderable provided it
has a continuous selection for F2(X). In view of that, a selection f :F2(X) → X is often called a weak selection for X .
Recently, Michael Hrušák and Iván Martínez-Ruiz announced that they answered Question 1 in the negative by con-
structing a separable, ﬁrst countable locally compact space which admits a continuous weak selection but is not weakly
orderable [8]. For a detailed discussion on several classes of spaces where Question 1 was resolved in the aﬃrmative, we
refer the interested reader to [6]. In the present paper, we are interested in Question 1 from another perspective. Namely,
if X is weakly orderable, then Vcs[Fn(X)] = ∅ for every n 2, see [9, Lemma 7.5.1]. However, there are orderable spaces X
(for instance, take X to be the real line R) such that Vcs[Fn(X)] = ∅ for every n  2, but Vcs[F (X)] = ∅, see [1]. On this
basis, the following question was posed in [4], also in [6, Question 383].
Question 2. ([4,6]) Does there exist a space X such that Vcs[F2(X)] = ∅, but Vcs[Fn(X)] = ∅ for some n > 2?
Question 2 is open even when n = 3. It was obtained in [2, Corollary 4.1] that Vcs[F3(X)] = ∅ whenever Vcs[F2(X)] = ∅
and Vcs[[X]3] = ∅. One of the main obstacles in this particular case is that a selection f ∈ Vcs[F2(X)] may generate a triple
of distinct points x, y, z ∈ X such that
· · · ≺ f z ≺ f x ≺ f y ≺ f z ≺ f · · · .
This may explain the hypothesis “Vcs[[X]3] = ∅” in the mentioned result of [2]. Related to this, let us explicitly remark that
Vcs[F2(X)] = ∅ if and only if Vcs[[X]2] = ∅ because every weak selection for X is continuous on the singletons of X (see,
for instance [4, Proposition 1.4]). Thus, the following further question was posed in [2], also in [6, Question 384].
Question 3. ([2,6]) Let X be a space such Vcs[Fn(X)] = ∅ and Vcs[[X]n+1] = ∅ for some n  3. Then, is it true that
Vcs[Fn+1(X)] = ∅?
We are now ready to state also the main purpose of this paper. Namely, in this paper we will prove the following
theorem which provides the complete aﬃrmative solution to Question 3.
Theorem 1.1. Let X be a space such that Vcs[Fn(X)] = ∅ = Vcs[[X]n+1] for some n 2. Then, Vcs[Fn+1(X)] = ∅.
Concerning Questions 1 and 2, let us explicitly mention that the counterexample to Question 1 constructed in [8] has
a continuous selection for the Vietoris hyperspace of all nonempty ﬁnite subsets. In fact, the construction of this selection
was essentially based on Theorem 1.1.
Finally, a word should be said also for the proof of Theorem 1.1. This proof is based on a special type of unique partitions
of ﬁnite sets of X corresponding to a ﬁxed weak selection for X , see Theorem 2.2. If the weak selection is continuous, then
the “order” of such partitions is locally constant, see Theorem 3.3. This culminates in Section 4 where the proof of Theo-
rem 1.1 is accomplished. In the last Section 5, Theorem 1.1 is successfully applied to demonstrate that Vcs[F2n+2(X)] = ∅
whenever Vcs[F2n+1(X)] = ∅ (see, Theorem 5.1), which provides the complete aﬃrmative solution to [6, Question 385].
2. Decisive partitions of ﬁnite sets
Throughout this section, Y is a nonempty set. For a (binary) relation E ⊂ Y 2 and points x, y ∈ Y , we usually write
xE y to denote that (x, y) ∈ E . A relation E ⊂ Y 2 is called a selection relation [5] if E is total and antisymmetric. In this
terminology, a relation E on Y is a linear order on Y if and only if it is a transitive selection relation. In the sequel, we will
often write s for a selection relation on Y . Also, for points x, y ∈ Y , we will write x≺s y to express that xs y and x = y.
Suppose that s is a selection relation on Y . Following [2], for not necessarily nonempty subsets B,C ⊂ Y , we shall
write that Bs C (respectively, B ≺s C ) if ys z (respectively, y≺s z) for every y ∈ B and z ∈ C . Obviously, B ≺s C implies
B ∩ C = ∅. For some other properties of this relation, see [2].
Now, we turn to the central concepts of this section. Following the concept of an f -decisive basic Vietoris neighbour-
hood [7], we shall say that a family M of subsets of Y is s-decisive (or, merely, decisive) if it consists of nonempty subsets
of Y and C ≺s D or D≺s C for every two distinct members C, D ∈M . A decisive family M which is a cover of Y will be
called a s-decisive partition of Y , or a decisive partition of Y . It should be remarked that always Y has at least one decisive
partition M , say so is M = {{y}: y ∈ Y } or M = {Y }. Finally, whenever |Y | 2, we let di(Y ,s) to be the least cardinal μ
for which Y has a decisive partition M , with 2 |M |μ, and call it the decisive index of Y . For reasons of convenience,
we set di(Y ,s) = 1 provided |Y | 1.
It is clear that di(Y ,s) = 2 whenever s is a linear order on Y , but the converse is not necessarily true. In order to
provide an interpretation of di(Y ,s) in this particular case, let us recall that a nonempty subset B ⊂ Y is a s-minimal
subset of Y , or a set-minimum of Y [2] if
(i) Bs Y \ B ,
(ii) B ⊂ C whenever C ⊂ Y is a nonempty subset and C s Y \ C .
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case, we denote the s-minimal set of Y by mins Y . The following is now a very simple observation.
Proposition 2.1. If Y is a ﬁnite set and s is a selection relation on Y , then di(Y ,s) = 2 if and only if mins Y = Y .
Proof. If di(Y ,s) = 2, then Y has a partition {W1,W2} such that W1 = ∅ = W2 and W1 ≺s W2. Clearly, in this case,
mins Y ⊂ W1, hence mins Y = Y . If mins Y = Y , then M = {mins Y , Y \mins Y } is a decisive partition of Y . 
Let us notice that a ﬁnite set Y , with di(Y ,s) = 2, may not have a unique decisive 2-element partition. However, the
situation is different if di(Y ,s) > 2, which constitutes the main result of this section.
Theorem 2.2. If Y is a ﬁnite set and s is a selection relation on it, with di(Y ,s)  3, then Y has a unique decisive partitionM ,
with |M | = di(Y ,s).
The proof of Theorem 2.2 is based on the following lemma about reducing the cardinality of special decisive partitions
of Y .
Lemma 2.3. Let Y be a set,s be a selection relation on Y ,M be a decisive partition of Y , with 3 |M | < ω, and let Z ⊂ Y be such
that Z ∩M = ∅ for every M ∈M . Also, let G be a decisive partition of Z such that |G | 2 and |{M ∈M : M ∩ G = ∅}| 2 for some
G ∈G . Then, Y has a decisive partitionP such thatM is a reﬁnement ofP and 2 |P| < |M |.
Proof. By hypothesis, there are elements L, R ∈M and G ∈G such that
L≺s R, (2.1)
and
L ∩ G = ∅ = G ∩ R. (2.2)
Let us observe that, for every M ∈M and H ∈G \ {G},
M ∩ H = ∅ provided L≺s M≺s R or R ≺s M≺s L. (2.3)
Indeed, let M ∈M and H ∈G \{G}. Since H ≺s G or G ≺s H , by (2.1) and (2.2), we get that {x}≺s G ≺s{x} provided x ∈ M∩H
and L≺s M≺s R (respectively, R ≺s M≺s L), but this is clearly impossible. That is, we must have that M ∩ H = ∅ provided
L≺s M≺s R or R ≺s M≺s L.
Now, set
N = {S ∈M \ {L, R}: S ∩ H = ∅ for some H ∈G \ {G}},
and then note that, by (2.3), S ∈N implies that
S ≺s L ∪ R or L ∪ R ≺s S. (2.4)
We have the following two possibilities. First, suppose that N = ∅. Then, M ∩ H = ∅ for every M ∈M \ {L, R} and H ∈
G \ {G}, while |G | 2. Hence, ∅ = Z \ G ⊂ L ∪ R and, consequently, (Z \ G)∩ L = ∅ or (Z \ G)∩ R = ∅. This also implies that
M ∩ G = ∅ for every M ∈M \ {L, R}. Therefore, by (2.1) and (2.2), we now have that {x}≺s M for every x ∈ (Z \ G) ∩ L and
M ∈M \ {L} because every such x must belong to some element of G which is different from G , while M ∩ G = ∅ = G ∩ R .
Since M is a decisive partition of Y , we now have that L≺s M for every M ∈M \ {L} provided (Z \ G) ∩ L = ∅. Hence, in
this case, P = {L, Y \ L} is a decisive partition of Y , with |P| = 2 < |M |. In the same way, (Z \ G) ∩ R = ∅ implies that
M ≺s R for every M ∈M \ {R}, so P = {Y \ R, R} is another partition of Y which has less elements than M .
Suppose ﬁnally that N = ∅. In this case P =N ∪ {Y \⋃N } is a decisive partition of Y . Indeed, take an S ∈N and
an M ∈M \N . By (2.4), S ≺s L ∪ R or L ∪ R ≺s S , while, by the deﬁnition of N , S ∩ H = ∅ for some H ∈ G \ {G}. Take a
point x ∈ S ∩ H . If S ≺s L ∪ R , then, by (2.2), {x}≺s G . Consequently, S ≺s M because M ∩ G = ∅ since M /∈N . In the same
way, we get that M≺s S if L∪ R ≺s S . Thus, P is a decisive partition of Y which completes the proof because |M \N | 2,
hence 2 |P| < |M |. 
Proof of Theorem 2.2. Suppose that Y has decisive partitions M and G such that |M | = di(Y ,s) = |G | and M = G .
Then, there are distinct elements L, R ∈M and G ∈ G such that L ∩ G = ∅ = G ∩ R . According to Lemma 2.3, this now
implies that Y must have another decisive partition P such that 2 |P| < |M | = di(Y ,s) which is clearly impossible. 
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Let X be a set, f be a weak selection for X , and let  f be the corresponding order-like relation generated by f . Then,
 f is a selection relation. The converse is also true. If s is a selection relation on X , then we may deﬁne a weak selection
s :F2(X) → X by letting for x, y ∈ X that s({x, y}) = x whenever xs y. Thus, there is a natural one-to-one correspondence
between the weak selections for X and the selection relations on X .
Suppose that X is a topological space. If f is a continuous weak selection for X , then the selection relation  f is
“compatible” with the topology of X . In fact, we have the following simple criteria for continuity in F2(X) in terms of
selection relations, see [3, Theorem 3.1].
Proposition 3.1. ([2]) Let X be a space, f be a weak selection for X, and let  f be the selection relation generated by f . Also, let
x, y ∈ X be such that x ≺ f y. Then, f is continuous at {x, y} if and only if there are open sets U and V such that x ∈ U , y ∈ V , and
U ≺ f V .
Related to this, let us observe that if f is continuous at S = {x, y} for some distinct points x, y ∈ X , say x ≺ f y, and U and
V are as in Proposition 3.1, then W = {U , V } is a decisive family of open subsets of X , with |W | = |S| and S ∈ 〈W 〉. This
remains true for arbitrary ﬁnite subsets of X . The following observation is now an immediate consequence of Proposition 3.1.
Corollary 3.2. ([7]) Let X be a space, and let f be a weak selection for X. Then, f is continuous if and only if for every nonempty ﬁnite
subset S ⊂ X there exists a decisive familyW of open subsets of X , with |W| = |S| and S ∈ 〈W〉.
Turning to the main result of this section, let ΣX be the set of all nonempty ﬁnite subsets of X . As it was mentioned
in the introduction, any selection for a family D ⊂F (X), with F2(X) ⊂D , is continuous on the singletons of X . Conse-
quently, we will be mainly interested in the following subset of ΣX :
Σ∗X =
{
S ⊂ X: 1 < |S| < ω}.
Now, to any weak selection f for X we associate the map di f : Σ∗X → ω deﬁned by di f (S) = di(S, f ), S ∈ Σ∗X . One can
easy see that di f is constant if and only if  f is a linear order on X . The purpose of this sections is to prove the following
theorem.
Theorem 3.3. If X is a space and f is a continuous weak selection for X, then di f : Σ∗X → ω is continuous.
The key element in the proof of Theorem 3.3 is the following lemma.
Lemma 3.4. Let X be a space, f be a weak selection for X, S ∈ Σ∗X , with di f (S) 3, and letW be a decisive family of open subsets
of X , with |W | = |S| and S ∈ 〈W 〉. Then, di f (T ) = di f (S) for every T ∈ 〈W 〉.
Proof. Take a T ∈ 〈W 〉 and a decisive partition Q of S , with |Q| = di f (S). Then, whenever Q ∈Q, set UQ =⋃{W ∈W :
W ∩ Q = ∅}. Note that UP ∩ UQ = ∅ for every two distinct members P , Q ∈Q because W is disjoint and S ∩ W is a
singleton for every W ∈W . In fact, Q ⊂ UQ for every Q ∈Q, which implies that UP ≺ f U Q for every P , Q ∈Q, with
P ≺ f Q , because W is a decisive family. Finally, deﬁne H = {T ∩ UQ : Q ∈Q}. Then, H is a cover of T consisting of
nonempty subsets of T because T ∈ 〈W 〉. Therefore, H is a decisive partition of T , with |H | = |Q| = di f (S)  3. This
implies that di f (T ) di f (S).
To show the inverse inequality, suppose that di f (T ) < di f (S). As it was demonstrated above, the family M = {UQ :
Q ∈ Q} is decisive, while, by construction, |M | = |Q| = di f (S)  3 and T ∩ M = ∅ for every M ∈ M . Then, T has a
decisive partition G such that 2  |G | = di f (T ) < di f (S) = |M | because T ∈ 〈W 〉 and, therefore, |T |  |S|  3. Further,
since each element of M intersects some element of G , we also have that |{M ∈M : M ∩ G = ∅}|  2 for some G ∈ G .
Set Y =⋃M , and consider M as a decisive partition of Y . Consequently, by Lemma 2.3 applied with Z = T , there exists
a decisive partition P of Y such that M is a reﬁnement of P and 2  |P| < |M | = di f (S). Finally, deﬁne another
decisive partition N of S by letting N = {P ∩ S: P ∈P}, which is possible because M is a reﬁnement of P , hence
P ∩ S = ∅ for every P ∈P . However, this will now imply that di f (S) |N | = |P| < |M | = di f (S) because |P| 2. Thus,
the assumption that di f (T ) < di f (S) was wrong, which completes the proof. 
Proof of Theorem 3.3. Take an S ∈ Σ∗X . If di f (S) > 2, by Corollary 3.2, there exists a decisive family W of open subsets of X ,
with |S| = |W | and S ∈ 〈W 〉. Then, by Lemma 3.4, di f (T ) = di f (S) for every T ∈ Σ∗X , with T ∈ 〈W 〉. In case di f (S) = 2,
use [2, Lemma 3.4] to take a pairwise disjoint family {Wx: x ∈ S} of open subsets of X such that x ∈ Wx , x ∈ S , and
min f T ∈ 〈{Wx: x ∈ min f S}〉 for every ﬁnite T ∈ 〈{Wx: x ∈ S}〉. According to Proposition 2.1, we have that di f (T ) = 2 for
every ﬁnite T ∈ 〈{Wx: x ∈ S}〉, which completes the proof. 
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Suppose that X is a space such that Vcs[Fn(X)] = ∅ = Vcs[[X]n+1] for some n 2. Take a selection f ∈ Vcs[Fn(X)], and
consider the corresponding map di f : Σ∗X → ω. For convenience, let
D = {S ∈Fn+1(X): |S| > 1
}=Fn+1(X) ∩ Σ∗X .
Since every selection is continuous on the singletons, it now suﬃces to show that D has a continuous selection. Consider
the restriction  = di f D :D → n+2. Since f is continuous, by Theorem 3.3, we get a clopen partition {Dk: 2 k n+1}
of D , where Dk = −1(k), 2 k n+ 1. Hence, it suﬃces to show that each Dk , 2 k n+ 1, has a continuous selection.
Turning to this last purpose, observe that Dn+1 ⊂ [X]n+1, therefore it has a continuous selection because, by hypothesis,
Vcs[[X]n+1] = ∅. The same is true for D2 because, by Proposition 2.1, S ∈D2 if and only if min f S = S . Hence,
min
 f
[D2] =
{
min
 f
S: S ∈D2
}
⊂Fn(X),
and f min f [D2] is a selection for min f [D2]. According to [2, Theorem 3.2], this implies that Vcs[D2] = ∅ as well. Thus,
it only remains to show that Vcs[Dk] = ∅ for 3 k n provided n 3. This is what we will do till the end of this proof.
Take some k, with 3 k n. Since di f (S) = k 3 for every S ∈Dk , according to Theorem 2.2, each S ∈Dk has a unique
decisive partition Pdi(S), with |Pdi(S)| = di f (S). Clearly, we have that |P |  n for every P ∈Pdi(S), while |Pdi(S)| =
di f (S) = k n. Hence, we may deﬁne a selection h :Dk → X by letting for S ∈Dk that
h(S) = f ({ f (P ): P ∈Pdi(S)
})
.
We are going to show that h is continuous. To this end, take an open U ⊂ X , with h(S) ∈ U . Since f is continuous, there
now exists a pairwise disjoint family US = {UP : P ∈Pdi(S)} of open subsets of X such that
f (P ) ∈ UP , P ∈Pdi(S), (4.1)
and
f
(〈US〉 ∩Fn(X)
)⊂ U . (4.2)
By the same reason, according to (4.1), for every P ∈Pdi(S) there exists a pairwise disjoint family VP = {Vx: x ∈ P } of
open subsets of X such that
x ∈ Vx, x ∈ P and f
(〈VP 〉 ∩Fn(X)
)⊂ UP . (4.3)
Next, by Corollary 3.2, take a decisive family W = {Wx: x ∈ S} of open subsets of X such that x ∈ Wx ⊂ Vx , x ∈ S . Finally,
whenever P ∈Pdi(S), set WP =⋃{Wx: x ∈ P }, and observe that {WP : P ∈Pdi(S)} will be also decisive because so is W ,
while Pdi(S) is a decisive partition of S .
Clearly, S ∈ 〈W 〉. Let us show that h(〈W 〉 ∩Dk) ⊂ U . Indeed, take a T ∈Dk , with T ∈ 〈W 〉. Since W is as in Lemma 3.4,
it now follows by this lemma that di f (T ) = di f (S). However, by construction,
P(T ) = {T ∩ WP : P ∈Pdi(S)
}
will be a decisive partition of T , with |P(T )| = di f (S). Hence, by Theorem 2.2, Pdi(T ) =P(T ), and we have that
Pdi(T ) =
{
T ∩ WP : P ∈Pdi(S)
}
. (4.4)
Thus, from one hand, P ∈Pdi(S) implies
T ∩ WP ∈
〈{Wx: x ∈ P }
〉⊂ 〈{Vx: x ∈ P }
〉= 〈VP 〉.
From another hand, T ∩ WP ∈Fn(X) for every P ∈Pdi(S), and, therefore, by (4.3), f (T ∩ WP ) ∈ UP for every P ∈Pdi(S).
Hence, according to (4.3) and (4.4), we ﬁnally get that
h(T ) = f ({ f (H): H ∈Pdi(T )
})
= f ({ f (T ∩ WP ): P ∈Pdi(S)
})
∈ f (〈{UP : P ∈Pdi(S)
}〉∩Fn(X)
)
= f (〈US〉 ∩Fn(X)
)⊂ U .
The proof is completed.
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In this section we prove the following generalization of [7, Theorem 4.1].
Theorem 5.1. Let X be a space such that Vcs[F2n+1(X)] = ∅ for some n 1. Then, Vcs[[X]2n+2] = ∅.
According to Theorem 1.1, this implies that Vcs[F2n+2(X)] = ∅ whenever Vcs[F2n+1(X)] = ∅, which provides the com-
plete aﬃrmative solution to [6, Question 385].
The proof of Theorem 5.1 follows an idea of the proof of [7, Theorem 4.1], and is based in part on an interpretation of
weak selection by ﬂows on graphs. To this end, let us recall that a graph is a pair G = (V , E) of sets satisfying E ⊂ [V ]2, i.e.
the elements of E are 2-element subsets of V . The elements of V are the vertices (or nodes, or points) of the graph G , while
the elements of E are its edges (or lines). A graph with a vertex set V is said to be a graph on V . The vertex set of a graph
G is referred to as V(G), its edge set as E(G). The number of vertices of a graph G is its order, written as |G|. Finally, for
a ∈ V(G), we let N(a) = {b ∈ V(G) \ {a}: {a,b} ∈ E(G)}. In what follows, we will consider only ﬁnite graphs.
Two vertices x, y ∈ V(G) of a graph G are adjacent, or neighbours, if the set {x, y} is an edge of G , i.e. {x, y} ∈ E(G). If all
vertices of G are pairwise adjacent, then G is complete. A complete graph of n vertices is denoted by Kn .
In this section, we are mainly interested to view a graph as a network, when its edges carry some kind of a ﬂow. Towards
this end, for a graph G , we let
E(G) = {(x, y), (y, x): {x, y} ∈ E(G)}.
A function ξ : E(G) → Z in the integers Z will be called a ﬂow on the graph G if ξ(x, y) = −ξ(y, x), (x, y) ∈ E(G). Thus,
ξ(x, y) express that a ﬂow of ξ(x, y)-units passes through the edge e = {x, y} from x to y, while ξ(y, x) = −ξ(x, y) are the
units of ﬂow that passes through e the other way, from y to x. Finally, for a ﬂow ξ on G and a ∈ V(G), we let ϕξ (a) to be
the total ﬂow through this node, i.e.
ϕξ (a) =
∑
b∈N(a)
ξ(a,b).
Thus, the total ﬂow is a function ϕξ : V(G) → Z, and clearly ∑a∈V(G) ϕξ (a) = 0 because ξ(x, y) + ξ(y, x) = 0.
In the sequel, we will be mainly interested in ﬂows ξ : E(Km) → S0, where m 2 and S0 = {−1,1} is the 0-dimensional
sphere, and will refer to them as weak selection ﬂows. This is motivated by the fact that any such ﬂow ξ : E(Km) → S0 deﬁnes
a weak selection fξ : E(Km) → V(Km) by letting for {a,b} ∈ E(Km) that fξ ({a,b}) = a if ξ(a,b) = 1. The converse is also true.
In an obvious manner, every weak selection f : E(Km) → V(Km) deﬁnes a weak selection ﬂow ξ f such that ξ f (a,b) = 1 if
f ({a,b}) = a.
Proposition 5.2. Let ξ : E(K2n+2) → S0 be a weak selection ﬂow on K2n+2 for some n 1, and let
V−(K2n+2) =
{
a ∈ V(K2n+2): ϕξ (a) < 0
}
, and
V+(K2n+2) =
{
a ∈ V(K2n+2): ϕξ (a) > 0
}
.
Then, V−(K2n+2) ∩ V+(K2n+2) = ∅ and V−(K2n+2) = ∅ = V+(K2n+2).
Proof. According to the deﬁnition of ϕξ , we have that
ϕξ (a) =
∑
b∈N(a)
ξ(a,b), a ∈ V(K2n+2).
Since ξ : E(K2n+2) → S0 and |N(a)| = 2n + 1 for every a ∈ V(K2n+2), we have that ϕξ (a) = 0 for every a ∈ V(K2n+2). On
another hand, as it was mentioned,
∑
a∈V(K2n+2)
ϕξ (a) = 0.
Hence, V−(K2n+2) = ∅ = V+(K2n+2) which completes the proof. 
Let X be a set, f be a weak selection for X , and S ⊂ X , with |S| = m  2. Just like in [7, Example 3.2], consider the
complete graph Km = K (S), with S = V(Km), and the weak selection ﬂow ξ( f ,S) : E(K (S)) → S0 on K (S) generated by f , i.e.
ξ( f ,S)(x, y) = 1 if and only if f ({x, y}) = x, {x, y} ∈ [S]2. To every such weak selection ﬂow ξ( f ,S) , S ∈ Σ∗X , we associate the
corresponding total ﬂow ϕ( f ,S) = ϕξ( f ,S) : S → Z generated by ξ( f ,S) . Finally, following Proposition 5.2, for every S ∈ Σ∗X , we
set
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{
x ∈ S: ϕ( f ,S)(x) < 0
}
, and
S+f =
{
x ∈ S: ϕ( f ,S)(x) > 0
}
.
According to Proposition 5.2, S−f ∩ S+f = ∅ and S−f = ∅ = S+f for every S ∈ [X]2n+2 and n 1. In particular, S−f ∈F2n+1(X)
for every S ∈ [X]2n+2, and we can deﬁne a map Λ f : [X]2n+2 →F2n+1(x) by letting for S ∈ [X]2n+2 that Λ f (S) = S−f .
Proposition 5.3. Let X be a space, f be a continuous weak selection for X, and let n  1. Then, the map Λ f : [X]2n+2 →F2n+1(X)
is continuous when [X]2n+2 andF2n+1(X) are endowed with the Vietoris topology.
Proof. Take an S ∈ [X]2n+2, and a ﬁnite family U of open subsets of X such that Λ f (S) = S−f ∈ 〈U 〉. Since f is continuous,
by Corollary 3.2, there are families W − and W + of open subsets of X such that W =W − ∪W + is decisive, |W | = |S| =
2n + 2, S ∈ 〈W 〉 and S−f ∈ 〈W −〉 ⊂ 〈U 〉. Take a T ∈ [X]2n+2, with T ∈ 〈W 〉, and let sW ∈ S ∩ W and tW ∈ T ∩ W for some
W ∈W . Then, ϕ( f ,S)(sW ) = ϕ( f ,T )(tW ) (see, for instance, [7, Proposition 3.3]). Consequently, Λ f (T ) = T−f ∈ 〈W −〉 ⊂ 〈U 〉,
which completes the proof. 
Proof of Theorem 5.1. Let f :F2n+1(X) → X be a continuous selection for some n  1. Consider the corresponding map
Λ f : [X]2n+2 →F2n+1(X) which is continuous, by Proposition 5.3. Then, the composition
h = f ◦ Λ f : [X]2n+2
Λ f−→F2n+1(X) f−→ X
is a continuous selection for [X]2n+2. 
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