Introduction
Let A be an m x n sparse matrix with m 2 n and assume that A has full column rank.
Consider the reduction of A to upper triangular form using orthogonal factorization:
where Q is m x rn orthogonal and R is n x n upper triangular. Since A has full column rank, R is nonsingular. The orthogonal matrix Q can be partitioned conformally with the matrix it premultiplies to obtain where U is m x n and V is m x ( m -n). Thus, we have If the computation is organized so that the entries on the main diagonal of R are positive, the factorization in (1.2) is unique regardless of the method used to compute U and R, assuming that there are no round-off errors. Of course, only the first n columns of Q (i.e., U ) are uniquely determined, since any orthonormal basis for the null space of AT may serve as the last ni -n columns of &.
For any matrix B, its i-th row and j -t h column are denoted respectively by B;,, and B*,j. The (i,j)-element of B is written as Bij. We use Struct(B) to denote the structure of B:
Struct(B) := { ( i , j ) I B,,j # 0).
Similarly, for any vector x, we let for every ordered pair ( i , j ) E U ( A ) . Hare et al. also show that = ( A ) can be obtained by forming symbolically the product of U T and A based on U(A) and S t r 7 4 A ) ; we refer t o the product as the symbolic product of U T and A.
Struct(z)
Earlier work in this area was primarily concerned with efficient storage of R and t? for use in sparse matrix computations [1, 7, 9, 11] . In this setting Q is stored as a sequence of Householder transformations or Givens rotations. For definiteness we consider Householder transformations in this paper. The orthogonal matrix Q is stored implicitly in the Householder matrix H , which is an rn x n lower trapezoidal matrix, each column of which contains a Householder vector used to construct a Householder transformation. (A more detailed description of the Householder matrix H is given in Section 3.1. Note also that we will be using the pattern "(A), which is defined in the manner Q ( A ) , U(A), and R ( A ) were defined.) In [ll] , George and Ng gave a fast symbolic factorization algorithm for generating (from Struct(A)) zero-nonzero patterns % ( A ) and Z ( A ) such that "(A) C: R(A) and ' R ( A ) 5 = ( A ) . George, Liu, and Ng 191 introduced a simple characterization of %(A), which is based on Z(A).
Using this characterization, they presented row-oriented data structures that can he used to store the nonzero entries of H and R . There are circumstances, however, under which this data structure is not tight: i.e., circurustances under which " ( A ) c %(A) and/or R ( A ) C E(A).
In this paper, we use the results in [15] t o extend the results and techniques introduced in [9] in two different ways. First, we modify the row-oriented characterization of %(A) in [9] to obtain a row-oriented characterization of a set G(A), which has the property that Q(A) 5 G(A). Using G(A), the row-oriented data structure for H described in [9] can be extended to provide a data structure for storing Q explicitly.
Note that it is trivial to obtain U ( A ) from G(A) so that U ( A ) C D ( A ) . Second, we give sufficient conditions under which set equalities are achieved. That is, we give conditions under which R ( A ) II= Z ( A ) , U ( A ) = U ( A ) , and "(A) = R ( A ) . Whenever these sets are equal, the data structures based on X ( A ) , U ( A ) , and G(A) are therefore tight.
As we shall see in Section 2, A is a Hull matrix (defined n Section 2.1) if it is a full-rank matrix; consequently, Hall matrices play a key role throughout this paper, along with a subclass known as strong Hall matrices. After presenting background material for Hall and strong Hall matrices, Section 2 reviews the characterizations of U ( A ) and R ( A ) presented in [15] , with special emphasis on the role played by sets of so-called Hall columns and Hall rows. In Section 3, after reviewing some material in 191, we modify the characterization of R ( A ) in [9] to obtain a characterization of &(A). Coleman et al. [l] have shown that when A is a strong Hall matrix, R ( A ) and R ( A ) are identical, where X ( A ) is generated using one of the symbolic factorization procedures in [7, 9, 11] . We use the results in [15] to show that the set %(A) generated by the symbolic factorization procedure in [9, 11] is identical to %(A) when A is strong Hall. We further show that the set U ( A ) described in Section 3 is the same as M(A) for any strong Hall matrix A . Since the characterization of U(A) and R ( A ) in [15] applies to an arbitrary full-rank Hall matrix with the columns permuted in any order, it is natural t o consider whether or not the new results in Section 3 can be extended to obtain row-oriented characterizations of % ( A ) , U ( A ) , and R ( A ) for any such matrix.
We suspect that there is no way to do so.
Coleman et al. [I] have shown however that when a Hall matrix A is permuted to a particular block upper triangular form, the zero-nonzero pattern X(A) in [7, 9, 11] for R (obtained by applying symbolic Givens rotations or Householder transformations to A ) is again identical to %(A). Let 2 be the matrix A after it has been permuted into block upper triangular form, and let --be the QR factorization of 2. Moreover let be the matrix consisting of the first n columns of 0. In Section 4, again using the results in [15], we extend the results in Section 3 to obtain row-oriented characterizations of U(i), %(A), and "(2). We further show that if the column ordering of 2 is consistent with that of A (consistent in a sense defined in Section 4), then for every nonzero entry in 6 (k, g), the corresponding permuted entry in U ( R , H ) is also nonzero. In consequence, permuting a Hall matrix to block upper triangular form permits the use of clean, simple, tight data structures for U , H , and R , while maintaining or actually lowering the number of nonzero entries in the factors. Some concluding remarks are provided in Section 5. Lemma 2.1 (Hall [14] ). There exists a permutation matrix P such that P A has a zero-free diagonal i f and only if A is a Hall matrix.
In the previous section we assumed that A has full column rank. ,4s we shall see in subsequent sections, this paper deals primarily with the zero-nonzero structure of matrices. It is therefore sufficient if the following weakened condition holds true for the matrix A : Given S t r w t ( A ) , there exists an assignment of numerical values to the nonzero positions of the matrix so that the matrix has full numerical rank and hence has a unique Q R factorization. Thus, it makes more sense to assume that the structure of A has full column rank. We define the structural rank of A as the maximum number of linearly independent columns in B , over all rn x n matrices B for which
S t r u c t ( B ) = S t r u c t ( A ) .
Clearly, if the m x n matrix A has full column rank (Le., rank n ) , its structural rank is also n. The next result, relating the structural rank of a matrix to the Hall property, follows easily from similar results for square matrices [4, 12] and the fact that the column rank and row rank of A are the same. Based on Corollary 2.2, we can relax our assumption that A has full numerical rank;
we can consider Hall matrices throughout the rest of the paper.
Hall sets
One of the key contributions of Hare et al. [15] Finally, we make a few observations for i E D [ k ] . We will not outline the argument that (i, IC) 4 U ( A ) as we did for the previous two cases. The argument is longer and more technical, and we will look at a simplified version of this argument in Section 3.4; thus we refer the reader to [15] for these details. Nonetheless, well-known sparsity 
In addition to the analysis for U ( A ) , Hare 
Row-oriented characterization of Q(A) for strong Hall matrices
For any sparse matrix factorization, it is desirable to know the sparsity structure of each factor in advance so that space can be pre-allocated for storing the nonzeros. The goal of a symbolic factorization is to predict from Struct(A) the sparsity structures of each factor. For sparse QR factorization, we use G(A), a(A), % ( A ) , and %(A) to denote respectively the sparsity patterns of Q , U , H , and R predicted by any specific symbolic factorization or other symbolic procedure. Throughout we will follow the convention of denoting any matrix with sparsity pattern G ( A ) , a(A), %(A), and %(A) as g, u, H , and ' Tfz, respectively. We introduce this convention because our symbolic procedure in Section 3.3 is most naturally expressed in terms of matrix operation (specifically, matrix products). Consequently, to prove our results we need matrix "representatives" of patterns generated by symbolic procedures.
As suggested by the results reviewed in the last section, straightforward symbolic procedures for analyzing sparsity in Q R factorization, such as those in [9,10,11], do not always exclude positions (i, k), i E SE-'], from the patterns %(A) or n ( A ) that they create. Furthermore, we know of no simple fix for this problem. In consequence, the data structures based on X ( A ) and n ( A ) generally are not tight. One obvious way to avoid this problem is to restrict A to those Hall matrices for which SEI = SFJ = 0 for -1 5 I 5 n -1. This is precisely what we do in this section: we demonstrate that the zero-nonzero pattern a(A) generated by a particular symbolic factorization procedure is identical to U ( A ) when the rnatriz A to which the symbolic factorization procedure is applied is strong Hall.
Throughout this section we will be working with QR factorization computed via Householder reductions. The Householder rnatriz H generated by this process stores Q implicitly, and as a result our symbolic procedure is somewhat complicated, involviiig the symbolic product of the entire sequence of Householder transformations. Taking this approach however enables us to work with and extend the results introduced in George et al. [9] and also to establish the close relationship between the sparsity patterns " ( A ) and U ( A ) .
This section is organized as follows. Section 3.1 briefly reviews Householder reductions and needed background material from [9] . Section 3.2 introduces a generalized elimination forest, which includes vertices n + 1, n + 2, . . , m so that all the columns of Q can be included in our analysis. 
Background
The factorization in (1.1) can be obtained using Householder transformations [13] . The matrix A is reduced to upper triangular form by a sequence of Householder reductions:
Since each Householder transformation Hk is symmetric and orthogonal, the orthogonal matrix Q is then expressed as We now impose two more assumptions on the Hall matrix A . It follows from Lemma 2.1 that there exists a row permutation P such that P A has a zero-free diagonal. Since P A = PQ [ 3, the only effect permuting the rows of A has on Q and R is to permute the rows of Q . That is, the sparsity patterns of Q and R remain essentially unchanged when the rows of A are permuted. Consequently we can assume without loss of generality that A has a zero-free diagonal. We also assume throughout this section that A is a strong Hall matrix. We turn our attention to weak Hall matrices in Section 4.
In = UAk,IfO Struct(Ak,,). The result can be applied to H 1 A recursively to obtain R ( A ) and R ( A ) . The "row-merging" process is the key in an efficient implementation of the symbolic factorization procedure. Since the symbolic procedure does not take numerical values or Hall sets into account, we can conclude that
Struct(H) C " ( A ) %(A)
and verified.
Consequently, i E S t r u~t ( H , ,~(~) ) ,
and the first statement is Turning our attention now to the second statement, we follow the approach in [ll] and consider the first Householder reduction step H1A. Since A is strong Hall, the left hand side of (3.1) must be nonempty, thereby proving the result.
Generalized elimination forest
The nodes in the elimination forest are labeled from 1 t o n. To account for all the columns of Q in our new results, we will "expand" the elimination forest p to include nodes n + 1, n + 2, . . ., m. Consider the root T of a tree in the elimination forest (i.e., p (~) = T ) . Since A is strong Hall, it follows from Lemma 3.3 that S b r u~t ( H * ,~) with f ( i ) 5 T < p ( r ) 5 r' 5 t(i). But this contradicts our assumption that T and r1
are both roots, thereby proving the result.
Since the chains constructed above are disjoint, we can omit the subscript T from the function $. Furthermore, node k will not appear in one of these chains if and only if row b of A is zero. Our assumption of a zero-free diagonal ensures that this condition can be met only when n < k 5 m. For each node k satisfying this condition, we define
Combining p and $, we now define a new tree structure 9, which we will call the +(k) = k.
generalized elimination forest:
, for 1 5 k F. n and p ( k ) # C, $ ( E ) , for 1 2 k 5 n and p ( k ) = k,
Characterization of $?(A)
Following the approach in Proof: We prove the result by induction on E , where k = n, n -1 , . . ., 1.
For the base step k = n we have -T (Following our convention in Section 3.1, h, = [ 0 li., ] whenever m = n, in which case Gn is a null vector.) It is trivial to verify from this expression for that the result holds for k = n.
-t k )
Assume that the result holds for every a''), k < j 5 11, and consider Q . By definition,
-(k) ------------(k+l)
Q -HkIIk+l . . . H n = HkQ . 
Equivalence of U(A) and G(A)
When A is a strong Wall matrix, the results in Coleman et al. [l] showed that the pattern %(A) generated in George and Ng [ll] is identical to R ( A ) . In this section,
we provide arguments to show that %(A) = % ( A ) and U ( A ) = U ( A ) . We again assume that A is a strong Hall matrix with a zero-free diagonal.
Since we already know that these sparsity patterns are adequate (i.e., " ( A ) 5 
% ( A ) and U ( A ) C U ( A ) ) , it suffices t o show that R ( A ) C_ W ( A ) and U ( A ) C U(A).

Toward that end, choose ( i , k ) $! U(A).
i E Flk] if and only if k < f ( i ) .
2. i E Dfk] i f a n d only if f(i) < k and k is not an ancestor o f f ( i ) in the elimination forest p .
Proof: The proof follows immediately from Theorem 3.9 and the proofs of Lemma 3.7 and Lemma 3.8.
Finally, we have the following result for -?i(A). 
Proof:
The result follows immediately from Theorem 3.9 and part (c) of Theorem 3.6.
W
Weak Hall matrices and block upper triangular forms
We know of no way to generalize the results of the previous section so that they apply to arbitrary Hall matrices. The proofs of those results depend on several properties of strong Hall matrices that do not hold for Hall matrices in general. This problem can be overcome however if one is willing to rearrange the rows and columns of the weak Hall matrix. One can always permute a given weak Hall matrix into block upper ts-iangular form so that each diagonal block has the strong Hall property In Section 4.1 we briefly review the block upper triangular form. Section 4.2 adapts the characterization of Section 3.3 t o obtain a characterization of R ( A ) and U(A) when A is any weak Hall matrix that is already in block upper triangular form. Finally, let A be a weak Hall matrix and let 2 be the same matrix after it has been permuted into block upper triangular form. Section 4.3 shows that the factors and k of 2 incur no more fill than the factors U a.nd R of A .
Definitions and notation
Let A be a weak Hall matrix and without loss of generality assume that A has a zero-free diagonal. Then there exists an n x n permutation matrix P such that the 
Characterization of Q(2) for the block upper triangular form
Suppose that 2 has the form shown in (4.1), and denote the QR factorization of 2 by i = Q [ R Let e moreover be the matrix consisting of the first n columns of a, and let be the Householder matrix for 2. It is well known that for general Hall matrices, the zero-nonzero patterns % ( A ) and R(A) generated by symbolic QR factorization using Givens rotations or Householder transformations may not be the same as "(2) and R(2) respectively. However, Coleman et al. [l] have shown that, when applied to weak Hall matrices that are in block upper triangular form, the pattern R ( A ) created by symbolic Q R factorization using Givens rotations is indeed identical t o =(A). This result also holds when Householder transformations are used instead of Givens rotations. In this section we modify the characterization introduced in Section 3
t o obtain characterizations of Q(A>, U ( A ) , and W ( A ) , the last two of which are identical to U(2) and %(2) respectively. where E has been partitioned in the same manner as A. 
--_ -
To ensure orthogonality in the last m -n columns of Q , we must have Vs,p+2 = 0 , l _< s _< p , by an argument similar to that in the second paragraph following Theorem 2.3.
The row structure of V p + I , p + 2 can be obtained using the generalized elimination tree in Section 3.2.
We now express these results in a form similar to their analogues in Section 3.3. As in Section 3, we let f(i) be the column index of the first nonzero in row 2^ of 2. The generalized elimination forest @ is defined in exactly the same way as in Section 3.2, using =(A) and the structure of the Householder vectors for the TOO^^^ columns (in %(A)), However, we need to introduce the Hullfisnction 8, which is defined as follows.
For column j of 2 belonging to block column &,t (i.e., nt-1 < j 5 n t ) , we define 
Minimality of fill in E and k
The purpose of this section is to explain the effects of permuting to block upper triangular form on the sparsity of the triangular and orthogonal factors. As noted earlier, reordering the rows of A has no influence on the sparsity of the triangular factor and merely permutes the rows of the orthogonal factor. Permuting the columns of A however can dramatically change the amount of fill in either (or both) of the factors. In this subsection, again using the results in [15] , we show that when A is permuted into block upper triangular form in a fashion that is consistent with the original ordering of A (see Section 4.1 for the definition of a consistent ordering), then the sparsity of the factors will stay the same or improve.
By direct application of the results in [15] , we first prove that the zeros in U are h preserved in U . 
. Concluding remarks
In this paper, we have used a recent and complete sparsity analysis of Q R factorization [15, 19] to provide a similarly complete extension and analysis of a well-known symbolic factorization procedure for sparse QR factorization [9, 11] . For the purposes of this work, the key insight provided by Hare et al. [15] 
a( A ) .
Though we were unable to extend our techniques and analysis t o weak Hall matrices in general, we are able to do so for weak Hall matrices that have been permuted into block upper triangular form. We contend however that this is not a serious restriction.
Efficient algorithms for finding a zero-free diagonal [3] and for permuting a matrix to block upper triangular form [5, 20] have long been used by the sparse matrix research community. Moreover, we have shown here that permuting t o block upper triangular form never increases the fill in orthogonal factorization, and may actually reduce it.
So given an arbitrary Hall matrix, permuting it to block upper triangular form i s both advisable and easily done.
We know of few cases where explicit computation of the orthogonal factor U is required. There are however many options that fall between explicit computation of U and implicit computation of the orthogonal factor by computing H . On advanced architectures, where blocked algorithms are so important for good performance, "partial" coinpiitation of U by multiplying together some but not all of the Householder transformations could be a valuable option. In this paper, we have provided a framework for exploring such possibilities. 
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