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ABSTRACT
UNDERSTANDING THE EFFECT OF INTERNAL CLIMATE VARIABILITY
ON 20TH CENTURY INDIAN OCEAN SEA LEVEL: RESULTS FROM NEWLY
RECONSTRUCTED SEA LEVEL DATA
Praveen Kumar
Old Dominion University, 2021
Directors: Dr. Tal Ezer & Dr. Benjamin Hamlington
Densely populated low-lying coastal zones of countries that border the Indian
Ocean are at risk due to sea level rise. However, sea level change in the Indian
Ocean is poorly understood primarily due to short and sparse tide gauge observa-
tions. Although satellite altimetry provides accurate basin-wide sea level measure-
ments, trends computed from its relatively short (∼27-year) data record are heavily
influenced by interannual to multi-decadal variability. To accurately project future
Indian Ocean sea level trends using altimeter data it is imperative that trends as-
sociated with fluctuating internal variability (interannual-decadal) be identified and
extracted, which in turn requires long (∼100-year) data. An improved representation
of basin-wide pre-satellite sea level variability can be obtained from reconstructions
and reanalysis. However, over the Indian Ocean inconsistencies have been identified
across these products. In this research, a new multivariate sea level reconstruction
framework was developed which uses sea level pressure and sea surface temperature
to help supplement the lack of 20th century Indian Ocean tide gauge measurements.
Basis functions computed over the Indian Ocean and generated using Cyclostationary
Empirical Orthogonal Functions helped to better capture regional variability. Using
this new century long dataset, the dominant mode of sea level variability over the
tropical Indian Ocean was shown to be related to concurrent (Indian Ocean Dipole
and El Niño Southern Oscillation) events. Concurrent events produce a strong sea
level response and can drive spatial patterns opposite to that of the prevailing cli-
matology. These events can persist for beyond 6-months thus, having important
dynamical implications. A trend in sea level was also identified, which is likely re-
lated to the increase in occurrence of positive Indian Ocean Dipole events over the
20th century. By accurately identifying and removing the fraction related to internal
variability, the component of sea level rise related to anthropogenic forcing can be
isolated from the altimeter record. Collectively, these results seek to improve the
understanding of how climate modes impact sea level over the Indian Ocean with
the ultimate goal of helping adaptation and mitigation efforts in Indian Ocean rim
countries facing the threat of sea level rise.
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Over the second half of the 20th century there is clear evidence that the global ocean
has warmed with global mean sea surface temperature increasing from 0.3°C to 0.5°C
between 1960-2010. Combustion of fossil fuels leading to an increased emission of
greenhouse gases into the atmosphere has been cited as the major contributor causing
this warming (Church et al., 2013; Levitus et al., 2000, 2012). Owing to its high heat
capacity, the global ocean stores a large amount of heat from the atmosphere. Over
the last 40 years it has been estimated that the global ocean has accounted for an
uptake of ∼84% from the total heating of the Earth system thus, playing a crucial
role in regulating the energy balance of the climate system (Levitus et al., 2005).
This uptake of heat by the ocean surface gets redistributed to the ocean interior
via the ocean conveyor belt causing an increase in the global ocean heat content
(0-3000 m) and is reflected by the 0.1°C increase in the 0-700 m average global ocean
temperature between 1961-2003 (Bindoff et al., 2007). This excess heat causes ther-
mal expansion thereby causing global sea level to rise. Over the last century thermal
expansion along with melting of land ice has triggered the rise of global mean sea level
and threatens to permanently damage coastal infrastructure and ecosystems of many
coastal and island populations (Church and White, 2011). Planning sustainable 21st
century adaptation and mitigation strategies first require a thorough assessment of
the environmental and socio-economic impacts caused by sea level rise, which in turn
hinges on accurately identifying, understanding and projecting sea level changes.
Aside from the direct applicability of sea level to planning adaptation and miti-
gation scenarios, sea level is an important climate variable to monitor as it is capable
of detecting changes to the Earth’s energy balance. Sea level captures the dynamic
state of the ocean (e.g., gyre-scale circulation) in a way that is not possible with more
passive oceanic variables, such as sea surface temperature. Furthermore, since sea
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level is influenced directly or indirectly by changes in the ocean, cryosphere, terres-
trial hydrosphere and solid Earth, estimates of global mean sea level (GMSL) provide
vital information for understanding global climate variability and also serve as an
important proxy for detecting early warning signs of accelerated climate change.
GMSL estimates from the past 25 years of satellite altimetry shows a positive
trend of 3.4 mm/year (e.g. Fasullo et al., 2016) and is estimated to have contributed
to sea level rise of greater than 7 cm over the altimetry time period (Nerem et al.,
2018). However, since sea level change is not globally uniform and regional sea level
rates can differ significantly from the GMSL rates, capable of having an opposite
sign at certain locations (Stammer et al., 2013). As a result of its rather large
spatiotemporal variability GMSL estimates are often not very useful for policymakers
who require accurate estimates of regional sea level trends to make informed decisions
about the present and future regional sea level. This severely limits the use of GMSL
for any regional planning and adaptation purposes, making studies on regional sea
level important.
It has been estimated that over 350 million people living in the low-lying coastal
zones in India, Bangladesh, China, Vietnam and Indonesia are at risk due to sea level
rise (Neumann et al., 2015). In spite of having some of the most densely populated
and vulnerable coastal regions in the world, along with considerable evidence that
the impact of Indian Ocean variability on climate extends beyond the basin to global
scales, Indian Ocean sea level has received considerably less attention compared to
that of the Pacific Ocean (Han et al., 2014a) and Atlantic Ocean (Sallenger Jr et al.,
2012; Ezer et al., 2016). Despite the considerable progress made during recent years
major gaps remain in our understanding of sea level variability on interannual to
decadal timescales in the Indian Ocean (Han et al., 2019).
The primarily reason for this would be due to non-availability of long-term spa-
tiotemporal sea level observational data. The absence of a network of high-quality
long tide gauge records limits the study of Indian Ocean sea level variability to use
only short observational records (e.g., Lee and McPhaden, 2008) or model-based ap-
proaches (e.g., Trenary and Han, 2013; Nidheesh et al., 2013; Han et al., 2010, 2014b).
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This has resulted in disagreements on the relationship between Indian Ocean sea level
and internal variability (e.g., Lee and McPhaden, 2008; Nidheesh et al., 2013; Han
et al., 2014b). For this research internal variability refers to the component of un-
forced natural variability within the Earth’s climate system that occurs in absence
of external forcing and generally includes processes intrinsic to the coupled ocean-
atmosphere system. El Niño Southern Oscillation is a well-known example of internal
variability occurring on interannual timescales.
Accompanying the lack in sufficient temporal coverage of Indian Ocean tide gauge
data is a poor spatial coverage of these gauges across the Indian Ocean. With most
of the tide gauges located along continental and island coasts, the Indian Ocean
basin interior is left poorly sampled causing most of the variability in the tide gauge
sea level record to be dominated by the local oceanographic and geodetic processes.
Trend estimates made directly using this set of discreet spatial tide gauge samples
will be significantly impacted by the influence of regional and local variability (Ham-
lington and Thompson, 2015). The large uncertainty associated with the precise
quantification of the 20th century sea level rise in the Indian Ocean from tide gauge
data has prompted for sea level data acquisition from satellite altimetry.
With the launch of TOPEX/Poseidon satellite altimeter in August 1992, satellite
altimetry has ushered in a new era of monitoring sea level over the ice-free oceans.
Unlike tide gauge data, satellite altimeter derived sea surface height measurements
are continuous and near-global thus allowing for basin-wide sea level measurements
with unprecedented accuracy and stability (Nerem et al., 2010; Fasullo et al., 2016).
However, the drawback with using altimeter derive data is its rather short (∼27
year) record length making it challenging to evaluate longer-term (low frequency)
variability from secular trend. Sea level trends computed from the relatively short
(∼27 year) altimeter record are heavily influenced by interannual to multi-decadal
scale variability. At decadal time scales, the long-term (∼100 year) trend in sea level
is often smaller than the short-term (interannual-decadal) trends associated with
fluctuating internal variability.
Results obtained from analyzing short-term (∼50 year) sea level data records
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do not reflect long term (∼100 year) sea level variability. Identifying and isolat-
ing this component of internal variability from the sea level record is essential and
will improve our understanding of trends computed from the altimeter record (e.g.,
Cazenave et al., 2014; Hamlington et al., 2013, 2014b). Consequently, this makes
accurate estimations of internal sea level variability a critical component for near-
term planning and mitigation efforts. Results from the study of Frankcombe et al.
(2015) suggest that an accurate representation of internal sea level variability in the
Indo-Pacific region demands the use of long (∼100 years) sea level records.
In an attempt to resolve uncertainties present in the estimates of interannual to
decadal sea level variability arising primarily due to the limitations imposed by the
observational record (relatively short temporal length of the altimeter record and
sparse spatial coverage of the tide gauges), researchers have developed a method
that combines the information about the spatial covariance of sea level from satellite
altimetry (and sometimes models) with the long time-series data provided by tide
gauges to create historical sea level fields (Chambers et al., 2002; Church et al., 2004;
Church and White, 2006, 2011; Ray and Douglas, 2011; Hamlington et al., 2011a,
2012a,b; Meyssignac et al., 2012; Hay et al., 2015). This method is called sea level
reconstruction and works on the understanding that gaps in the historical record
when observations are sparse can be filled by using information derived from spatial
relationships during time periods when the observational network is dense. Although,
originally developed for its use with sea surface temperature measurements (Smith
et al., 1996; Kaplan et al., 1998, 2000), the method of empirical orthogonal function
(EOF) reconstruction has since then been adapted for sea level measurements by
using the least square fits of satellite altimetry derived EOFs to tide gauge data.
Following an EOF decomposition, a spatiotemporal data record is split into a set
of individual modes. Each mode consists of a single spatial structure and a single
temporal evolution. Since an EOF mode consists of only one spatial pattern, it is by
nature strictly time-independent (stationary). The work of Hamlington et al. (2011a)
highlights the advantages of using modes derived from cyclostationary empirical or-
thogonal functions (CSEOF) over EOF derived modes for sea level reconstructions.
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Unlike an EOF mode, a single CSEOF mode has a time-dependent (non-stationary)
variability associated with its spatial structure. This allows each individual CSEOF
mode to have multiple spatial structures which are constrained to be periodic with
a selected nested period.
Consider the sea level annual cycle as an example. In addition to the physical
oscillation with a 1-year periodicity, the strength of the annual cycle varies from year
to year. In a CSEOF decomposition the physical oscillation of this signal will be
captured by CSEOF spatial structures effectively separating it from its amplitude
modulation which is in turn represented by the CSEOF temporal evolution. In this
way CSEOFs are capable of accounting for oscillations of signals that are oscillating
in addition to the signal’s native periodicity. This cyclostationary nature of CSEOF
spatial patterns is a significant advantage over an EOF spatial pattern when perform-
ing sea level reconstructions, as the longer-time-scale fluctuations and time-varying
spatial patterns present in geophysical data are better represented via CSEOF modes
(Hamlington et al., 2011a; Kim et al., 2015).
While data products based on the sea level reconstruction technique discussed
above provide reliable sea level variability estimates and are commonly employed
for the study of sea level variability, thermosteric sea level data based on in situ
observations (e.g. Levitus et al., 2012) and data products based on ocean reanalysis
(e.g. Carton and Giese, 2008) are other sources of sea level data that can be used
for the study of interannual to decadal sea level variability. Using many variations
to these methods, researchers have created a number of sea level data products to
better understand and quantify sea level variability. But, in doing so are now faced
with a major problem of selecting the most reliable sea level product from all the
available sea level products generated.
Recently, the study of Nidheesh et al. (2017) compared 10 gridded multi-decadal
sea level products to test the inter-product sea level consistency and coherence of
the interannual to decadal variability displayed by the available sea level products
over the Indo-Pacific region. Of these, six had been generated by the method of
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sea level reconstruction, three were re-analysis products and one was based on in-
situ data, all with a temporal length spanning their overlapping period from 1960
to 2010. Results from their study show that although there exists an inter-product
consistency between the various datasets over the Pacific Ocean, there exists a signif-
icant disagreement in the inter-product consistency over the Indian Ocean making it
challenging to accurately quantify the component of internal sea level variability in
the Indian Ocean. These results primarily underscores the importance of improving
sea level estimates in the Indian Ocean.
1.1 RESEARCH OBJECTIVES
To effectively aide adaptation and mitigation efforts for the Indian Ocean rim
countries facing a threat from sea level rise, Indian Ocean policy makers require an
accurate estimate of sea level trends at a regional scale. Although satellite altimetry
provides an excellent source of sea level data, trends calculated from its relatively
short (∼27 year) data record are heavily influenced by modes of internal variability
on interannual to decadal scales. Thus, it is vital to accurately identify and extract
the component of sea level associated with internal variability in order to isolate
the underlying anthropogenic sea level trend from the altimeter data record (e.g.,
Cazenave et al., 2014; Hamlington et al., 2014b). However, in order to accurately
identify the internal sea level variability component, long (∼100 years) sea level data
records are required. The study of Nidheesh et al. (2017) underscores the lack of
reliable 20th century sea level data in the Indian Ocean making it cumbersome to
quantify the component of internal sea level variability. Results presented in this
research show how regional Indian Ocean sea level estimates and information about
internal sea level variability can be improved by answering three research questions:
1. Could a regionally reconstructed Indian Ocean sea level dataset provide a
cleaner representation of spatio-temporal sea level variability patterns com-
pared to a global sea level reconstruction?
2. Does the inclusion of sea level pressure and sea surface temperature data help
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to constrain basin-wide reconstructed sea level variability estimates by the re-
moval of large spurious signals caused as a result of insufficient tide gauge data
specifically during the first half of the 20th century?
3. What does the dominant mode of interannual sea level variability over the
tropical Indian Ocean actually represent?
My first objective is to update the existing sea level data record with a new re-
gionally reconstructed Indian Ocean sea level dataset. Over the past two decades
sea level reconstructions have been shown to provide robust sea level estimates sup-
plementing the sea level data record with spatio-temporally dense sea level datasets
(e.g., Church and White, 2006; Hamlington et al., 2011a; Dangendorf et al., 2019).
However, all currently available reconstructed sea level data products are global.
Given how dynamically complex the Indian Ocean is (Han et al., 2019), perhaps re-
constructing data locally may help capture more local variability which would have
otherwise been smoothed over in a global reconstruction. Furthermore, global sea
level reconstructions have been shown to be limited in their ability to capture local
and regional trends (Hamlington et al., 2012b). This brings us to my first question:
Could a regionally reconstructed Indian Ocean sea level dataset provide
a cleaner representation of spatio-temporal sea level variability patterns
compared to a global sea level reconstruction? To address this question a
regional sea level reconstruction for the Indian Ocean was set up with the details ex-
plained in Chapter 4 & 5. Since tide gauges play a crucial role in the reconstruction
process, a thorough evaluation of the sea level data provided by tide gauges, selection
criteria and a list of tide gauges best suited for reconstructing Indian Ocean sea level
variability has also been included in Chapter 5.
Most traditional reconstruction approaches (e.g., Hamlington et al., 2011a) use
tide gauge sea level as the only source of historical data. This poses an additional
challenge for reconstructing sea level specifically in the Indian Ocean where majority
of the tide gauge records begin after 1960. This limits reliable estimates of recon-
structed Indian Ocean sea level to only the second half of the 20th century. Thus,
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my second objective is to build upon existing sea level reconstruction techniques by
introducing additional sources of spatio-temporally dense datasets of climate vari-
ables to help supplement the lack of historical tide gauge records specifically over the
first half of the 20th century. Results from the study of Hamlington et al. (2012a)
show that it is possible to leverage sea surface temperature data in order to help
supplement the lack of historic tide gauge data. Motivated by the results from their
study, my second question is: Does the inclusion of sea level pressure and sea
surface temperature data help to constrain basin-wide reconstructed sea
level variability estimates by the removal of large spurious signals caused
as a result of insufficient tide gauge data specifically during the first half
of the 20th century? In answering this question, a new multivariate reconstruc-
tion framework is developed that allows the inclusion multiple climate variables for
the reconstruction of sea level. Details regarding this newly developed multivariate
sea level reconstruction technique is given in Chapter 5. For this research sea level
pressure and sea surface temperature in addition to sea level data is used to create
the first 20th century Indian Ocean regional sea level reconstruction. This data is
thoroughly validated and results are presented in Chapter 6.
Having created and validated this 20th century spatially dense sea level recon-
structed dataset, my final goal is its application to help advance the current under-
standing of interannual Indian Ocean sea level variability. Sea level in the tropical
Indian Ocean is heavily influenced by internal variability which is native to the Indian
Ocean as well as a strong external forcing from the Pacific. Although this is known,
an explicit representation of the associated pattern of sea level variability is not well
understood (primarily due to lack of long sea level records). This leads to my third
question: What does the dominant mode of interannual sea level variability
over the tropical Indian Ocean actually represent? Chapter 7 addresses this
question in detail and provides an overview of the response of the tropical Indian
Ocean sea level to internal variability. These results will not only help bring context
to trends measured by the satellite altimeter but will provide crucial information to
help improve future Indian Ocean sea level predictions.
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Addressing these objectives collectively will help advance the understand of re-
gional Indian Ocean sea level trends and prove beneficial to help planning effective
21st century adaptation and mitigation strategies for the highly populated island na-
tions and Indian Ocean rim countries facing the immediate threat from sea level rise.
The organization of this document is a follows. For the benefit of the reader Chapter
2 provides a detailed background of the Indian Ocean, ocean-atmosphere circulation
and dynamics, sea level variability and response to climate modes. A description of
all the datasets used in this research can be found in Chapter 3. Chapter 4 includes
a detailed description of the statistical techniques and reconstruction methodology
used for this research. Chapter 5 provides an in depth description of the multivariate
sea level reconstruction technique and Chapter 6 contains results of data validation
using the newly created 20th century regionally reconstructed Indian Ocean sea level
data. Finally, conclusions of this research, its significance and future work have been





The Indian Ocean (IO) is defined as the region bound by latitude of 40°S to 30°N
and longitude of 20°E to 120°E (red box in Figure 1).
Figure 1. Base map showing the Indian Ocean (red box).
The northern limits of the IO are confined by the Asian continent with Africa
on the west and Indonesian Archipelago and Australia in the east. The southern
boundary of the IO is confined by subtropical gyre. IO exchanges waters with the
Atlantic Ocean via the Agulhas Current and with the Pacific Ocean via the Indone-
sian Throughflow which serves as a low-latitude exchange route.
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2.2 OCEAN-ATMOSPHERE CIRCULATION AND DYNAMICS
Being cut off from the northern latitudes by the Asian landmass causes unique
seasonally reversing monsoon winds and associated reversals in surface currents north
of 10 °S. The summer (southwest) monsoon is driven by a strong meridional pressure
gradient which results from a low pressure zone that develops over the Asian sub-
continent (due to uneven heating of land and ocean) during boreal summer. These
monsoon winds drive a strong northward Somali current and causes coastal upwelling
off the coast of Somalia and Oman. Off the west coast of India, the West India Coastal
Current flows equatorward while the East India Coastal Current flows poleward off
eastern peninsular India (Shetye, 1998). The Southwest Monsoon Current flows east-
ward north of the equator transporting waters to the eastern IO. These currents are
semi-annually forced by surface winds above 10°S and experience a complete reversal
during the northeast (winter) monsoon. Below 10°S steady trade wind forcing allows
the yearlong westward flowing South Equatorial Current. Although the IO is asso-
ciated with a strong seasonality, it is important to note that all the work presented
in this research involves variability beyond annual timescales. All variability associ-
ated with timescales of the annual cycle or shorter have been either filtered out or
removed. It is for this reason that more details on the monsoonal circulation have
not been included. Additional details of the IO circulation pattern and associated
currents can be found in the review of Schott et al. (2009) (their Figure 3 & 4).
2.2.1 WALKER CIRCULATION
Waters from the eastern Indian Ocean interact with the western Pacific Ocean
waters via the many passageways across the Indonesian Archipelago. Large areas
of the tropical eastern IO and tropical western Pacific Ocean contain some of the
warmest water in the world with average sea surface temperature (SST) generally
above 28◦C (Yan et al., 1992). These waters are collectively referred to as the Indo-
Pacific warm pool and plays a critical role in influencing global climate (Deckker,
2016). Deep atmospheric convection over this warm pool drives an equatorial zonal
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atmospheric circulation cell called the Walker circulation. In the IO the lower arm
of the Walker circulation is associated with equatorial westerlies and do not favor
eastern equatorial upwelling commonly seen in the Atlantic and Pacific Ocean (Han
et al., 2014a). The Hadley cell forms the atmospheric meridional overturning cell in
the IO, low level branch of which is linked to the IO intertropical convergence zone
near the equator. Changes in the Walker and Hadley cell circulation can be linked
to large regional sea level (SL) variations in the IO along with having far-reaching
impacts on African droughts, Asian-Australian monsoon and Indonesian flood (Han
et al., 2010).
2.2.2 TROPICAL INDIAN OCEAN SEA LEVEL
The tropical IO is defined in the study as the region bound by 20°N-20°S and
40°E-120°E (black box in Figure 2). SL of the tropical IO experiences a strong
external forcing from the Pacific (Huang and Kinter III, 2002; Schott et al., 2009;
Han et al., 2017, and references therein) in addition to IO internal SL variability that
occurs in the eastern equatorial IO and the western side of the basin.
In the equatorial IO the thermocline can be described as relatively flat and deep
which along with the absence of equatorial upwelling is thought to hinder atmosphere-
ocean interaction (Jin, 1996; DiNezio et al., 2020). An interesting feature in the equa-
torial IO is the presence of strong westerlies during the transition between summer
(April-May) and winter (October-November) intermonsoon periods. These winds
drive a strong eastward equatorial currents known as Wyrtki jets (Wyrtki, 1973). As
a result of these jets and the lack of steady easterlies over the equatorial IO, warmer
waters are accumulated in the eastern equatorial IO deepening the thermocline. A
combination of climatologically higher SST, heat content and deeper mixed layer
favors atmospheric deep convection over eastern tropical IO. Contrastingly in the
southwestern tropical IO (green box in Figure 2) Seychelles – Chagos Thermocline
Ridge (SCTR, Hermes and Reason, 2008) located between 15◦S - 2◦N and 50◦E -
80◦E is a region where the thermocline shoals.
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Figure 2. Averaged sea level climatology computed using ocean reanalysis data
between 1958-2017. Indian Ocean basin mean sea level value has been removed
before plotting.
Its formation can be explained by prevailing easterly winds south of the SCTR
which drives a weak near-surface southward flow. To compensate for the associ-
ated surface divergence an upwelling occurs lifting the thermocline and results in
the formation of SCTR. Although this is a year-round feature during boreal winter
westerly winds north of SCTR are associated with a weak near-surface northward
flow enhancing the divergence and cause the ridge to be more pronounced (Vialard
et al., 2009). Unlike other upwelling regions, the SCTR is quite unique as it is as-
sociated with warmer (> 27◦C) surface waters, thus making the atmosphere above
extremely sensitive to SST variability. The combination of higher SST and a shallow
thermocline favours a strong air–sea interactions over the SCTR (Xie et al., 2002).
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As a consequence of the SCTR, climatological SL in the southwestern tropical IO
is lower than compared to SL in the eastern equatorial IO. Strong air-sea interac-
tions causes SL over the SCTR and eastern equatorial IO to be heavily influenced
by variability on timescales greater than 2 years. Furthermore, variability in these
regions are capable of driving large shifts in the atmospheric convection thus, heavily
impacting rainfall distribution over the IO rim countries (Cai et al., 2013).
2.3 TIME SCALES OF INTEREST
Beyond annual timescales, the ocean-atmosphere system experiences very strong
variability occurring on interannual-decadal timescales. For this research interannual
variability is described as the variability that occurs between 2-7 years and decadal
variability occurs on timescales greater than 10 years. For all the work presented in
this research, the focus is strictly on variability that occurs on interannual timescales
with a decadal component. The motivation for choosing to focus on these timescales
is because variability on interannual-decadal timescales typically involve large anoma-
lous coupled ocean-atmosphere events that are capable of causing regional as well
as global climate variability making this variability extremely important to quantify.
However, major gaps still remain in the understanding of IO regional SL variabil-
ity and its causes on interannual-decadal timescales (Swapna et al., 2020) and can
be attributed to the absence of a network of high-quality long tide gauge records.
Furthermore, short-term trends associated with internal variability fluctuating on
interannual-decadal timescales are often larger than the long-term secular trend in
mean SL. This makes it vital to accurately estimate interannual-decadal SL variabil-
ity component for near-term SL planning and mitigation efforts.
2.4 CLIMATE MODES
The state of the Earth’s climate can be broadly described by variables termed
as climate variables. Some examples include SST, SL, wind speed, surface pressure
and rainfall. These climate variables fluctuate somewhat regularly in response to the
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fluctuations to the coupled ocean-atmosphere system thus critically contributing to
the characterization of Earth’s climate. A natural form of climate variability thus
originates from these regular fluctuations and are individually referred to as climate
modes (de Viron et al., 2013).
A well know example of a global climate mode is the El Niño-Southern Oscil-
lation (ENSO) which is commonly described using the climate variable of SST and
is dominant on interannual timescales with a decadal component. An instability in
the coupled ocean-atmosphere system that is generated near the eastern edge of the
western equatorial Pacific causes the variability associated with ENSO. The positive
phase is called El Niño and caused by anomalous westerly winds over the equatorial
Pacific transporting warmer western Pacific waters to the central and eastern Pacific
subsequently reducing upwelling along the coast of Peru. ENSO is a well researched
climate mode and the reader is directed to the comprehensive review by Clarke (2014)
for further information regarding ENSO, its evolution, precursors and predictability.
It is important to note that climate modes are not restricted to only interannual-
decadal timescales and operate on other time scales as well. The Madden-Julian
Oscillations is one such example of a climate mode that operates on intraseasonal
(30-60 day) timescales. The reader is directed to the comprehensive review of Schott
et al. (2009) that discusses IO climate modes operating on other different timescales.
The response of a climate variable to forcing by a climate mode can be evalu-
ated using techniques like statistical decompositions, Empirical Orthogonal Functions
(EOF) being one of them. A detailed description on EOF can be found in Chapter
4 section 4.2. SST has always been the variable of choice to detect internal climate
variability primarily because it is very sensitive to changes in the air-sea interaction.
2.4.1 INDIAN OCEAN INTERANNUAL CLIMATE MODES
Over the IO, based on the EOF decomposition of SST data, there are three modes
of interannual variability that have been identified. The first EOF mode accounting
for about 30% of the total variance of the tropical IO SST is called the Indian Ocean
Basin (IOB) mode. It is characterized by a basin-wide warming (or cooling) as a
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direct response to ENSO. Changes in the shortwave radiation over the IO resulting
from changes in cloud cover, induced by ENSO events is thought to drive the IOB
mode. It reaches its peak approximately three months after SST peak in the Pacific
Ocean (Klein et al., 1999). The IOB mode can influence the strength of southwest
monsoons and can also affect east Asian climate (Guo et al., 2017).
The second EOF mode accounts for about 12% of the total variance of the tropical
IO SST and is called the Indian Ocean Dipole (IOD) (Saji et al., 1999; Webster et al.,
1999). A positive IOD event is identified with warmer than usual waters in the
tropical western IO (50°E - 70°E, 10°S - 10°N) and cooler than normal waters in the
tropical southeastern IO (90°E - 110°E, 10°S - Equator). The index used to describe
the IOD is called the Dipole Mode Index (DMI), which is calculated as the difference
in the SST anomaly between the tropical western IO and tropical southeastern IO.
Details regarding computation of this index can be found in Chapter 3 section 3.7.
IOD attains its peak amplitude between September to November (boreal fall). The
IOD has been linked to the Indo-Pacific Walker circulation and warm pool deep
convection causing increased rainfall over tropical eastern Africa and western IO,
while causing severe drought due to decreased rainfall over the Indonesian archipelago
(Saji et al., 1999).
Behera and Yamagata (2001) reported another mode of interannual variability in
the IO called the Subtropical Dipole Pattern (SDP) identified by the second EOF
mode of the SST decomposition over the subtropical southern IO basin between the
equator and 45°S that explains 12% of the total SST variance. A positive SDP event
is characterized by the occurrence of warm SST anomalies in the southwestern IO
(55°E - 65°E, 27°S - 37°S) and cool SST anomalies in the southeastern IO (90°E -
100°E, 18°S - 28°S) during the austral summer peaking in February. The air-sea
interaction in the tropical Indo-Pacific basin (Morioka et al., 2012, 2013) and the
Antarctic Circumpolar Wave (White and Peterson, 1996) are thought to contribute
to its formation (Han et al., 2014a).
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2.4.2 INDIAN OCEAN DECADAL CLIMATE MODES
In addition to interannual variability the IOB, IOD and SDP also vary on decadal
timescales. The IOB mode shows a positive correlation with the Interdecadal Pacific
Oscillation (IPO), which switched to a negative correlation after 1985. The causes for
this switch remain unknown. Although IPO and IOD have a low correlation, some
climate model studies suggest that IPO can modulate its variability via changes
in the Walker circulation indicating the possibility of the IOD to have a component
independent of IPO (Han et al., 2014a). Decadal variations in the SDP were identified
by an unexplained weakening in SDP amplitude along with an enhanced correlation
with ENSO after 1979/80 by Yan et al. (2013).
Along the west coast of Australia decadal SL variations are cause by variations
in the Indonesian Throughflow (Feng et al., 2011). For the southern subtropical IO
(20°S - 30°S), Trenary and Han (2013) found decadal variability of SL and thermocline
depth was significantly influenced by oceanic internal variability. Furthermore, due
to the lack in general agreement on the decadal variability of the Walker circulation,
the degree to which westerlies impact the regional sea level (SL) in the IO is unknown
(Han et al., 2014a).
2.4.3 DOMINANT INDIAN OCEAN CLIMATE MODES
Amongst the IO climate modes discussed above, IOD is well recognized as the
dominant signal of coupled interannual variability over the IO (Webster et al., 1999).
IOD is capable of causing changes in the IO Walker circulation and water vapor trans-
port. Convection is suppressed over the southeast tropical IO and instead enhanced
over western tropical IO (Cai et al., 2013). This strongly influences the rainfall over
IO rim countries. India, Bangladesh, Vietnam and Africa experiences above normal
rainfall with an increased threat from floods while Indonesia and Australia experi-
ence draught like conditions with an increased chance of bush fires. Europe, Japan,
Korea and East China experience hot summers. IOD events can influence world cli-
mate via changes in the atmospheric circulation (Saji and Yamagata, 2003) making
18
it an important climate mode to understand from the view of the global community.
Behera and Yamagata (2003) discussed how IOD can influences the Southern Oscil-
lation in the Pacific and more recently Duan et al. (2020) discussed the importance
of IOD in modulating the western tropical Pacific interannual SL variability. With
the discovery of IOD, the role of IO in modulating climate outside the IO region has
been established (Hoerling and Kumar, 2003; Lau et al., 2006).
To complicate matters further IOD and ENSO can co-occur making it very cum-
bersome to assess the IO response associated with individual climate modes. Since
the IOD and ENSO indices show a non-negligible correlation (Figure 4), the inde-
pendence of IOD from ENSO is a hotly contested topic. However, it is important
to note that the goal of this research is not to assess the independence of IOD from
ENSO, but rather understand the dominant patterns of IO SL variability associated
with these events. IOD and ENSO events are capable of driving SL patterns opposite
to prevailing climatology over large parts of tropical Indian Ocean that persists for
beyond 6-months. An integral component of this oscillating system is propagation
of oceanic waves (e.g., Masumoto and Meyers, 1998).
During an IOD and ENSO event, anomalous IO equatorial easterly winds excite
equatorially trapped upwelling Kelvin waves which are radiated into the eastern IO.
Upon reaching the eastern boundary, these Kelvin waves are reflected as coastally
trapped Kelvin waves and associated with lowering SL over parts of eastern tropical
IO and Bay of Bengal (Rao et al., 2002; Vinayachandran et al., 1999, 2002). Local
southeasterly along shore winds drive a coastal upwelling along the Java/Sumatra
coast further decreasing SL. Over the southeast tropical IO an anticyclonic wind
stress curl associated with IOD and ENSO events forces an off-equatorial downwelling
Rossby wave which then propagates westward and plays a major role in deepening
the thermocline and raising SL over parts of central and southwestern tropical IO
(Murtugudde et al., 2000). The SL over the SCTR is prominently affected by these
Rossby waves thus switching the climatological SL pattern. The discovery of the
IOD has generated an increased interest in the IO, specifically to understand and
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quantify its role in influencing regional and global climate. However, despite consid-
erable progress during recent years major gaps remain in our understanding of IO
SL variability primarily due to the short and sparse observational records.
2.5 INDIAN OCEAN MEAN STATE CHANGE
Since the beginning of the 20th century a change in the mean state of the IO
has ensued and global warming plays an important role in causing a dynamical
response in the equatorial winds over the IO (Cai et al., 2013; Han et al., 2014a).
Due to greenhouse warming the atmospheric air column over the eastern tropical
IO (rising branch of the Indo-Pacific Walker circulation) becomes more stable as
the troposphere tends to warm at a faster rate than the surface. This causes a
general weakening of the atmospheric vertical overturning circulation (Vecchi et al.,
2006). The slowdown of the Walker circulation beginning in the mid 20th century
is supported by results from the study of Tokinaga et al. (2012). A weakening of
atmospheric vertical overturning circulation over the eastern tropical IO (as a result
of greenhouse warming) would promote a weakening of the equatorial westerlies thus
favoring a relative strengthening of the equatorial easterlies. Under this response the
thermocline in the eastern IO shallows resulting in the eastern IO to warm much
slower than the western IO (Cai and Cowan, 2013).
Over the 20th century there is considerable evidence that supports the change
in IOD frequency and strength. Results from the study of the Abram et al. (2008)
based on the analysis of coral oxygen isotope records suggests a secular like increasing
trend in frequency and strength of IOD events over the 20th century. On the other
hand, multidecadal fluctuation of IOD properties was suggested by Ihara et al. (2008)
and their study categorized IOD as showing three regimes. In the early 20th century
frequent negative IOD associated with La Niña events were prominent. During 1920
- 1950 the study reported the presence of weak positive IODs which were relatively
independent from El Niño. This was followed by a period of frequent and strong
positive IODs that were associated with El Niño events during 1961 - 2004.
Reconciling these results Cai et al. (2009) showed that there is an increase in the
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IOD events with an apparent skewness to positive IOD. Their results highlight the
emergence of more positive IODs since the beginning of the 20th century which is
likely related to the western tropical IO warming faster than the eastern tropical IO
during boreal fall in accordance with Vecchi and Soden (2007). Since surface cooling
is more effectively generated by a shallowing thermocline (in contrast to only a small
surface warming by further deepening of the thermocline), a deep thermocline in the
eastern IO can be understood as the fundamental cause for this skewness. Further-
more, the increased occurrences of positive IOD observed over the late 20th century
is a feature that has been shown to be statistically significant and is a manifestation
of the gradual increase in the warming rate over the west IO than compared to over
the east IO (Cai et al., 2013). Results from Cai et al. (2014) show occurrences of
more frequent extreme positive IOD over 21st century in response to change in the IO
mean state forced by greenhouse warming. This suggests that positive IOD events
will have a larger role to play in modulating 21st century.
Quantifying the SL response to the increase in frequency of positive IOD events
is critical and has direct implications to adaptation and mitigation strategies being
planned for the IO rim countries. Furthermore, a better representation of this SL
component will help improve future IO SL prediction efforts. However, to identify
the role of such climate modes, long (∼100 year) SL records are essential. The IO
is characterized by short and sparce SL records majority of which begin after 1960
making it hard to quantify internal variability on interannual-decadal scales. Using a
newly developed reconstruction framework, new SL data was created for the IO going
back to the beginning of the 20th century. Using this newly reconstructed long SL






Climate variables such as sea level, sea surface temperature, sea level pressure,
winds can be used to broadly describe the general state of the Earth’s climate. These
climate variables are often connected to each other. For example, an increase in sea
surface temperature will most likely be associated with a decrease in sea level pressure
and an increase in sea level. These climate variables fluctuate somewhat regularly
in response to the fluctuations to the coupled ocean-atmosphere system. Taking
a multivariate approach will likely result in better characterization of variability
of the Earth’s climate. Furthermore, the use of multiple climate variables help to
supplement each other when historical data is unavailable. In a region like the Indian
Ocean where the observational record is sparse, such a multivariate approach will be
of significant benefit.
3.2 OBSERVED SEA LEVEL DATA
Over the past century tide gauge stations have been measuring relative sea level
(SL) which is defined as SL measured with respect to the surface of the solid Earth.
Despite its lengthy observational record the drawback with using tide gauge data is
that it is sparsely distributed around coasts and islands leaving the basin interiors
with no long-term observational records. More recently with the advent of satellite
altimetry over the past two decades, SL has been measured by altimeters over the ice-
free oceans providing measurements that are continuous (10-day repeat period) and
near-global. Altimeters measure SL relative to the reference ellipsoid and is known
as the geocentric SL or Absolute SL. A description of these observed SL datasets is
given in the subsections below.
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3.2.1 TIDE GAUGE DATA
Monthly mean tide gauge data archived at the Permanent Service for Mean Sea
Level (PSMSL, Woodworth and Player, 2003) was used as a source of in-situ histor-
ical SL data. PSMSL offers two types of data: Revised Local Reference (RLR) and
Metric data. For the current study I have only used the RLR data. This choice was
made because the RLR tide gauge dataset makes use of a constant local datum over
the full record of the SL measurement at each tide gauge location. Relative to bench-
marks on the adjacent land the RLR tide gauge records are screened for reference
datum stability over time. It is important to note that no correction is provided by
PSMSL for the movement of the benchmarks themselves. The Metric data provided
by PSMSL is often subjected to unknown datum shifts and makes it an unreliable
dataset for time series analysis. This is the main reason for excluding Metric data
from this study. The RLR dataset was downloaded from PSMSL in March 2020 and
contains 1548 tide gauge records extending into 2019. Data was then subsampled for
the IO which provided 157 tide gauges. The SL anomaly (SLA) was then computed
by subtracting the mean SL of each station from the SL values of that station. Aside
from short records, most of the tide gauges have periods of missing data. Note that
not all the available tide gauges can be used for SL reconstruction. Two different
tide gauge selection techniques were tested with details presented in Chapter 5
3.2.2 SATELLITE ALTIMETRY DATA
Monthly mean SLA data used for generating basis functions required for the re-
construction was obtained from Archiving, Validation, and Interpretation of Satellite
Oceanographic (AVISO) altimetry. This dataset was produced by the multi-mission
altimeter processing system DUACS/SSALTO (Data Unification and Altimeter Com-
bination System/Segment Sol multi-missions d’ALTimetrie, d’orbitographie et de Lo-
calisation precise), that processes data collected by TOPEX / POSEIDON, ERS-1
and 2, Geosat Follow-On, Envisat, Jason-1 and OSTM satellites with intercalibration
and improved homogenous corrections applied to the entire data record. This is a
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delayed time, gridded data product with a spatial resolution of 0.25◦ × 0.25◦ on a
cartesian grid. Monthly mean SLA is computed by averaging weekly maps of SLA,
month by month from January 1993 to produce one map per month since January
1993. Intercalibrated highly accurate along track data associated with a consistent
mean is obtained using local inverse methods and global crossover minimizations. Fi-
nally, a global space-time objective mapping technique is used to merge along track
data, that corrects for correlated noise (Le Traon et al., 1998). In order to avoid
an introduction of a low frequency power into each CSEOF mode, global mean SL
trend of 3.4 mm/year (e.g., Fasullo et al., 2016) was removed from the SLA data
before computing the basis functions. Using results from Tai (1989), Hamlington
et al. (2011a) show that the ability of the reconstruction to capture decadal scale
variations should not be impacted by the linear detrending of altimeter data before
CSEOF decomposition. To account for latitudinal effects, the data was weighted
using the square root of the cosine of latitude. From here on in this paper, this data
will be referred to as AVISO.
3.3 GRIDDED SEA LEVEL DATA PRODUCTS
To facilitate the study of SL on spatial scales that are not limited to individual tide
gauge stations and temporally longer than the altimetry record length, researchers
have created a number of gridded SL data products that are based on Reconstruc-
tions, Reanalysis and based on data assimilation. A brief description of these datasets
used in this study are given below.
3.3.1 RECONSTRUCTED DATA
Globally reconstructed gridded SL data created by Hamlington et al. (2014a) that
is available from 1950 to 2009 was downloaded from NASA PODAAC. This data has
a spatial resolution of 0.5◦ × 0.5◦ and will be referred to as H-R in this study. The
downloaded H-R SLA data has a temporal resolution of seven days which I averaged
to monthly mean values. H-R uses globally computed basis functions and relies on a
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reconstruction method that uses data from tide gauges only to reconstruct historical
SLA. All the details on how this data was created can be found in Hamlington et al.
(2011a).
3.3.2 ECMWF OCEAN REANALYSIS SYSTEM
For reanalysis data I have chosen to use the European Centre for Medium-Range
Weather Forecasts (ECMWF) Ocean ReAnalysis System 5 (ORAS 5) SL data was
downloaded from Integrated Climate Data Center. ORAS 5 contains five ensemble
members (see, Zuo et al., 2019) and for the current study I have used the control
member without perturbation. ORAS 5 has a spatial resolution of 1◦ × 1◦ with a
temporal range that spans the period of 1979 to present. A backward extension has
also been provided that spans the period 1958-1978. I have combined the ORAS 5
and ORAS 5 backward extension data to create a dataset that now has a temporal
range of 1958-present. This data will hence forth be referred to it as ORAS5 for this
research.
3.3.3 SIMPLE OCEAN DATA ASSIMILATION
Gridded monthly SL data from the Simple Ocean Data Assimilation (SODA)
version 2.2.4 (Giese and Ray, 2011) was downloaded from the IRI/LDEO Climate
Data Library. This version represents their first assimilation run of over 100 years and
is available for the time period between 1871–2010. The data has a global coverage
with a spatial resolution of 0.5◦ × 0.5◦ and will be referred to as SODA from here
on.
3.4 SEA SURFACE TEMPERATURE DATA
In order to help improve the representation of climate variability over the first
half of the 20th century, which is characterized by poor tide gauge coverage, climate
variables such as SST can be used. The use of SST also facilitates adding information
about variability over the open ocean over which tide gauge data is very sparse.
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Additionally, SST is also primarily used to calculate climate indexes. The SST
datasets used in this study are summarized in the subsection below.
3.4.1 EXTENDED RECONSTRUCTION SEA SURFACE TEMPERA-
TURE
For historical SST data the Extended Reconstruction SST version 5 (ERSSTv5)
dataset (Huang et al., 2017) was used which is derived from the International Com-
prehensive Ocean-Atmosphere Data Set (ICOADS) Release 3.0. With a temporal
resolution of monthly SST values from 1854 to present, this global gridded SST
dataset was produced using enhanced statistical methods on a 2◦ × 2◦ grid with spa-
tial completeness. No additional quality control was performed on the data since the
use of averaged observations are known to curtail the influence of extreme outliers
and the technique of CSEOF reconstruction is known to be relatively insensitive to
the presence of outliers.
Extended Reconstruction SST version 4 (ERSSTv4) dataset (Huang et al., 2015)
was used to test for cross-version SST sensitivity. ERSSTv4 is based on in-situ (ship
and buoy) observations produced from ICOADS Release 2.5. This global gridded
data set is comprised of monthly SST fields referred to as superobservations (Smith
et al., 1996) created by averaging observations on a 2◦ × 2◦ grid with a temporal
resolution from 1854 to present. No additional quality control was performed on
the data since the use of averaged observations are known to curtail the influence of
extreme outliers.
3.4.2 HADSST3 SEA SURFACE TEMPERATURE
To test the historical SST data for cross-product sensitivity the Met Office Hadley
Centre’s SST data set, HadSST3 (Kennedy et al., 2011) was used. This dataset con-
tains SST anomalies on a 5◦ × 5◦ grid available from 1850 to present. The anomalies
were computed from a 30-year climatology between 1961-1990. International Com-
prehensive Ocean-Atmosphere Data Set release 2.5 serves as the primary source of
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input data. Although coverage is global, missing data occur in the final product
as there is no interpolation performed. This dataset was downloaded as a gridded
NetCDF file from the Asia-Pacific Data-Research Center.
3.4.3 OPTIMUM INTERPOLATION SEA SURFACE TEMPERATURE
To generate the CSEOF SST basis functions for the period between 1993 and
2018 NOAA Optimum Interpolation (OI) SST v2 data (Reynolds et al., 2002) was
used. This dataset is comprised of monthly SST fields which have been obtained
by averaging daily values that were linearly interpolated from weekly OI version 2
fields. The OI SST analysis is a blend of SST data obtained from in situ, satellite
and SST simulated by sea-ice cover. The data has a spatial resolution of 1◦ × 1◦ and
is available from 1981 to present. Before creating the CSEOF SST basis functions
a linear trend was removed from each spatial grid point and the data was weighted
using the square root of the cosine of latitude to account for latitudinal effects. The
seasonal cycle was retained prior to performing the CSEOF analysis as the analysis
allows the capture of the seasonal cycle in an individual mode.
3.4.4 HADISST SEA SURFACE TEMPERATURE
Century long Hadley Centre Global Sea Ice and Sea Surface Temperature (HadISST,
Rayner et al., 2003) was used as the primary source of SST data for the computation
of climate indices in section 3.7 of this chapter. This dataset contains a combination
of monthly globally complete fields of SST and sea ice concentration obtained from
sparse ship based datasets through 1981 and blend of in-situ and satellite data sources
after 1981. Gaps in data-sparse oceanic regions were filled using optimal interpola-
tion. This dataset was downloaded as a gridded NetCDF file from the Asia-Pacific
Data-Research Center.
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3.5 SEA LEVEL PRESSURE DATA
3.5.1 INTERNATIONAL COMPREHENSIVE OCEAN-ATMOSPHERE
DATA SET SEA LEVEL PRESSURE
Sea level pressure (SLP) from International Comprehensive Ocean-Atmosphere
Data Set (ICOADS) was used as a source of historic SLP data. The enhanced SLP
product combines observations from ships and other in situ marine platforms like
drifting and moored buoys. This is a monthly mean gridded SLP data product and
has a spatial resolution of 2◦ × 2◦ and temporal coverage from 1900 to present. For
this study we use the ICOADS Release 3.0 (Freeman et al., 2017) which has new
updated input data sources (more ship and buoy observations) with improvements
made to the existing data sources along with removal of erroneous data.
3.5.2 NCEP-NCAR REANALYSIS SEA LEVEL PRESSURE
Reanalysis SLP data produced by a cooperative project between the National
Centers for Environmental Prediction (NCEP) and the National Center for Atmo-
spheric Research (NCAR), NCEP-NCAR Reanalysis 1 (Kalnay et al., 1996; Kistler
et al., 2001), was used to generate the CSEOF SLP basis functions for the period
between 1993 and 2014. This is a gridded, monthly mean SLP dataset with a tempo-
ral resolution covering the period from 1948 to present day and a spatial resolution
of 2.5◦ × 2.5◦. Data that is assimilated for this product includes land surface, ship,
rawinsonde, aircraft and satellite data. The SLP CSEOF basis functions were com-
puted over the IO after the removal of a linear trend from each spatial grid point
with the seasonal cycle retained. To account for latitudinal effects, the data was




Winds play a crucial role in forcing sea level patterns in the Indian Ocean. The
higher sea level over the eastern equatorial Indian Ocean is the dynamical response
of the equatorial Indian Ocean to the westerly wind stress forcing. Similarly, the Sey-
chelles–Chagos Thermocline Ridge situated in the southwest tropical Indian Ocean is
a region where the thermocline shoals and is primarily a wind-driven feature. Com-
paring the reconstructed sea level over these two regions with wind data will serve
as an additional test to check the reliability and help validate reconstructed sea level
using a non-sea level dataset.
3.6.1 ECMWF ERA-INTERIM WIND
For the components of horizontal wind speed (U and V), the European Centre
for Medium-Range Weather Forecast (ECMWF) global atmospheric reanalysis data
product ERA-Interim (Dee et al., 2011) has been used. Data were downloaded from
Asia-Pacific Data-Research Center as gridded NetCDF files. It has a spatial resolu-
tion of 0.75◦ × 0.75◦ with a temporal resolution that spans 1979 to 2016. Overall,
ERA-Interim used an improved atmospheric model, inclusion of additional cloud pa-
rameters and a more advanced assimilation system (4D-Var rather than 3D-Var).
It should be noted that ERA-Interim products are also publicly available on the
ECMWF Data Server.
3.6.2 20TH CENTURY REANALYSIS WIND
To compare sea level data with 20th century wind data, U and V wind speed
were obtained from NOAA-CIRES-DOE 20th Century Reanalysis V3 (Compo et al.,
2011). The 20th Century Reanalysis Project is an effort led by NOAA’s Physical
Sciences Laboratory (PSL) and CIRES at the University of Colorado, supported by
the Department of Energy, to produce reanalysis datasets spanning the entire 20th
century. Using a state-of-the-art data assimilation system and surface pressure ob-
servations a four-dimensional global atmospheric dataset of weather with a temporal
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resolution spanning 1836 to 2015 has been generated. This dataset has a spatial
resolution of 1◦ × 1◦ and contains objectively-analyzed 4-dimensional weather maps
and their uncertainty estimates. The goal of this dataset was to place current atmo-
spheric circulation patterns into a historical perspective. Additional details of this
dataset can be found at Asia-Pacific Data-Research Center website from where the
data was downloaded.
3.7 CLIMATE INDICES
It has become a common practice to use climate indices to monitor and track
the state of climate modes. For the current research the climate mode of El Niño-
Southern Oscillation (ENSO) is tracked using the climate index of Nino3.4 which is
defined as the SST averaged over 5◦N – 5◦S, 190◦E – 240◦E (red box in Figure 3). To
track the climate mode of Indian Ocean Dipole (IOD), Saji et al. (1999) introduced
the Dipole Mode Index (DMI) which is the SST difference between the west (10◦N
– 10◦S, 50◦E – 70◦E) IOD box and east (Equator – 10◦S, 90◦E – 110◦E) IOD box
(blue boxes in Figure 3).
Figure 3. Boxes over which sea surface temperature is averaged for the computation
of climate indices.
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Following the methodology described in Duan et al. (2020), monthly mean HadISST
data between 1900 - 2018 was used to compute a monthly time series of Nino3.4 and
DMI. First, an SST anomaly was created by detrending and removing the seasonal
cycle at each grid point. An 8-year high pass Butterworth filter was then applied in
order to focus only on the component associated with interannual variability. Since
the IOD peaks during the months of September, October and November (SON), SON
mean SST for DMI is computed. Similarly, since the ENSO peaks during December,
January and February (DJF), DJF mean SST for Nino 3.4 is computed. The indices
were then normalized by their respective standard deviation (0.36 for DMI and 0.96
for Nino 3.4) before presenting in Figure 4.
Figure 4. Monthly time series of Dipole Mode Index (DMI) and Nino3.4. Indices are
normalized by their respective standard deviation.
From Figure 4 one can observe 9 independent positive IOD (pIOD) events (1923,
1941, 1961, 1963, 1967, 1987, 1994, 2006 and 2011), 9 independent positive ENSO
(pENSO) events (1911, 1930, 1940, 1957, 1965, 1976, 1986, 1991 and 2009) and 8
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concurrent (IOD-ENSO) events (1902, 1918, 1925, 1972, 1982, 1997, 2002 and 2015).
It is important to note that for the purpose of this research, the discussion will be
limited to only positive events (those that lie above +1 standard deviation line in
Figure 4).
3.8 DATA SUMMARY TABLE
For the benefit of the reader, all datasets that have been used in this research are
summarized and listed in Table 1.






In this context a ”Reconstruction” is a process by which basis functions com-
puted from a spatially dense dataset (usually satellite measured data) is combined
with a historical dataset (a temporally long dataset) to create a new reconstructed
dataset that has the spatial resolution of the satellite data and temporal resolution of
historical data. The process of reconstructing data was first proposed and developed
for SST data (Smith et al., 1996; Kaplan et al., 1998). This reconstruction method
was then modified and applied to the reconstruction of sea level (SL). Chambers
et al. (2002) were one of the first to reconstruct SL data; their reconstruction was
focused on capturing interannual scale signals like the El Niño-Southern Oscillation
(ENSO). Church et al. (2004), which was later updated to Church and White (2006),
made SL reconstructions widely popular by identifying regional SL rise hot spots us-
ing their newly reconstructed global SL dataset. Global basis functions for their
reconstruction were generated using Empirical Orthogonal Functions (EOF). Sub-
sequently, Hamlington et al. (2011a) introduced a SL reconstruction technique that
was similar to that of Church et al. (2004); however, with a major methodological
difference. Instead of using global basis functions computed using EOF, Hamlington
et al. (2011a) employed Cyclostationary Empirical Orthogonal Functions (CSEOF)
to generate their global basis functions.
It should be noted that aside from the above mentioned SL reconstructions there
have been many other attempts to reconstruct global SL data (see. Berge-Nguyen
et al., 2008; Llovel et al., 2009; Church and White, 2011; Ray and Douglas, 2011;
Meyssignac et al., 2012; Hay et al., 2015; Dangendorf et al., 2019). The work of
Hamlington et al. (2011a) specifically showed that a CSEOF based reconstruction was
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better equipped to capture and represent SL variability because CSEOF is capable
of accounting for non-stationary signals. Since the ultimate goal of this dissertation
is to improve the understanding of how internal variability modulates Indian Ocean
SL variability, I have chosen to use and build upon the SL reconstruction approach
of Hamlington et al. (2011a). To help the reader gain a broader understanding I will
first begin with a brief introduction of EOF and CSEOF followed by an explanation
of the SL reconstruction procedure.
4.2 EMPIRICAL ORTHOGONAL FUNCTIONS
In the study of climate variability, linear estimation problems often involve the use
of EOF to estimate the contributions from individual statistical modes by exploiting
the ability of EOF to act as a natural basis set. The capability of EOF lie in their
ability to split data into individual modes, each consisting of a single spatial pattern
referred to as the loading vector (LV) and a corresponding amplitude time series
called the principle component time series (PCTS) (Kim et al., 1996). An example




[Sn(x) ∗ Tn(t)] (1)
In eq. 1, D(x, t) is the input spatio-temporal data, m is the total number of
modes, S(x) is the spatial component (LV) associated with a physical process and
T (t) is the PCTS that modulates the spatial pattern. Although S(x) and T (t) are
associated with amplitudes that are arbitrary, their product is always constrained by
D(x, t). In order to represent the amplitude of S(x) in usual physical units a common
choice is to normalize T (t) to a standard deviation of one. The EOF analysis also
facilitates the decomposition of the total variance into a sum of variances, thereby
assigning each mode with a fraction of the total variance. This greatly helps the
investigator in identifying and remove known dominant modes of variability from
the data record, to help focus on the lesser known modes of variability thus making
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it easier to study the response of a complicated physical system. As an example,
consider the EOF decomposition of AVISO SL anomaly (SLA) data. Figure 5 shows
the LV and PCTS of the first dominant mode of variability.
Figure 5. Mode 1 obtained from the Empirical Orthogonal Function decomposition
of AVISO sea level anomaly data.
As seen from the PCTS in Figure 5b, this mode exhibits a 12-month periodicity
which is likely associated with the annual cycle. Mode 1 PCTS is observed to attain
a peak values in July which implies that the LV (Figure 5a) will have a maximum
amplitude during July. The LV associated with Mode 1 clearly shows lower SL off
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the coast of Somalia and western coast of India. This is a robust feature that occurs
during the Indian Summer Monsoon (ISM) which is caused by upwelling that is driven
by currents associated with the ISM circulation. Another robust feature of the ISM
is the Sri Lanka Dome (lower SL off the east coast of Sri Lanka) which is also clearly
visible. These features along with the peak positive of the PCTS (occurring in July)
indicate that the positive phase of Mode 1 is very likely related to the ISM. The
peak negative values of Mode 1 PCTS occurs during December-January implying
that the LV will have the opposite SL pattern indicating Indian Winter Monsoon
conditions. It appears that the EOF Mode 1 captures the IO SL in response to the
Indian Monsoon.
Figure 6. Mode 2 obtained from the Empirical Orthogonal Function decomposition
of AVISO sea level anomaly data.
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The PCTS of Mode 2 (Figure 6b) also shows a 12-month periodicity. However,
unlike Mode 1 PCTS, the Mode 2 PCTS is observed to attain a peak positive value in
October and peak negative value in April. The LV SL pattern seen in Figure 6a shows
a distinct low SL that extends from the western coast of India to the eastern coast
of Somalia. This feature represents the propagation of an upwelling Rossby wave
that is generated by the coastally trapped upwelling Kelvin wave which is associated
with the ISM upwelling along the west coast of India. In the Bay of Bengal (north
east IO), the lower SL is caused by the prevailing cyclonic circulation during fall
inter-monsoon period (October-November).
It is important to note that PCTS of Mode 1 and Mode 2 both exhibit an annual
periodicity and Mode 2 peaks 3 months after Mode 1. Since variances explained
by both modes are very similar it can be concluded that Mode 1 and Mode 2 are
associated with a travelling signal. This simply means that both the modes are
associated with the same physical event which in this case is the annual cycle and
appear to be capturing different parts of the annual cycle. From Figure 5 & 6, it
is evident that the EOF is unable to capture the annual cycle in a single mode.
Further with EOF analysis it is a well known issue that the annual cycle is spread
across several computational modes (see. North, 1984; Kim and Wu, 1999; Kim and
Chung, 2001). This is one of the main reason why it is recommended that the annual
cycle be removed before decomposing data using EOF. The spread of a signal across
several computational modes is one of the notable shortcomings of EOF.
4.3 CYCLOSTATIONARY EMPIRICAL ORTHOGONAL
FUNCTIONS
In an attempt to better represent the cyclostationary variability present in geo-
physical signals Kim et al. (1996), Kim and North (1997), Kim and Wu (1999) and
Kim and Chung (2001) introduced the concept of cyclostationary empirical orthogo-
nal functions (CSEOF). The primary difference between an EOF and a CSEOF mode
is the time dependence of the CSEOF LV. Unlike in an EOF mode, each CSEOF
mode is associated with spatial patterns periodically varying in time determined by
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a defined nested period (Hamlington et al., 2011a). Equation 2 is the mathematical




[Sn(x, t) ∗ Tn(t)] (2)
S(x, t) = S(x, t+ z) (3)
In equation 2, the spatial pattern S(x, t) is time-dependent (as defined in equation
3) and periodic with a nested period specified by z.
Figure 7. Mode 1 obtained from the Cyclostationary Empirical Orthogonal Function
decomposition of AVISO data representing the Modulated Annual Cycle.
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Geophysical data records have a unique feature to exhibit fluctuations with nested
oscillations. The annual cycle is one such signal that is known to be associated with
short and long frequency oscillations. Consider the modulated annual cycle (MAC)
as an example. MAC is created by the change in amplitude of the annual cycle
oscillating at decadal time scales in addition to its native one-year periodicity. This
can be seen in Figure 7 which shows the first mode associated with the CSEOF
decomposition of AVISO monthly data specifying a nested period of 1 year. There
are 12 spatial patterns (LV, Figure 7) associated with this CSEOF mode as the
specified nested period is selected as 1-year. The 12-month period of the annual
cycle is described by the 1-year periodicity of the LV. It is important to note that
the CSEOF is capable of capturing the annual cycle in a single mode. The longer
time-scale fluctuations of the annual cycle are described by the PCTS (Figure 7b)
which has been normalized to a standard deviation of one. CSEOF Mode 1 represents
the MAC contribution to the Indian Ocean regional mean sea level and explains 23%
of the total variance.
Figure 8. AVISO climatology (blue line) and the Modulated Annual Cycle (red line).
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Combining spatially averaged LVs of each mode with their associated PCTS al-
lows us to reconstruct and evaluate the contribution of each mode to the data. Figure
8 shows the time series of the MAC (red line) obtained by reforming (LV*PCTS) of
CSEOF Mode 1 and the blue line represents the AVISO climatology. The 6-month
semiannual cycle is well represented by both the MAC and AVISO climatology. It
is important to note that unlike the climatology, the MAC has a different amplitude
of variability from one year to another which is due to the ability of the CSEOF to
capture longer time scale fluctuations associated with the annual cycle. Although
Equations 1 and 2 look similar, the computation of CSEOF differ significantly from
that of EOF. The reader is directed to the papers by Kim et al. (1996), Kim and
North (1997), Kim and Wu (1999) and Kim and Chung (2001), which provide details
and description about the computation of CSEOF.
4.4 CHOICE OF BASIS FUNCTION
The major difference between the reconstruction methodology of Church et al.
(2004) and Hamlington et al. (2011a) is their choice in basis functions. The former
study used basis functions generated using EOF while the latter used CSEOF gener-
ated basis functions. As discussed in section 4.2, each EOF mode consists of a single
spatial pattern (e.g., Figure 5a) which makes EOF LV by definition time independent
or stationary, while the amplitude of the PCTS varies in time. This stationary nature
makes EOF generated basis functions suboptimal for the study and reconstruction
of climate variability as most of the variability occurs on multiple and distinct time
scales (Kim et al., 1996; Hamlington et al., 2011a,b). CSEOF LV on the other hand
have time dependent spatial patterns associated with a single CSEOF mode (e.g.,
Figure 7a) allowing the CSEOF generated basis functions to optimally capture low
frequency oscillations originating from signals containing nested oscillations. This
helps CSEOF to greatly limit the spread of signals across several computational
modes. By limiting the variability that is lost as a result of mode mixing CSEOF
requires a fewer number of modes in order to explain maximum variance in data and
helps to represent individual signals more accurately.
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From the view of SL reconstructions, the primary shortcoming of an EOF based
sea level reconstruction arises from the difficulty of EOF basis functions in captur-
ing and representing geophysical signals with cyclostationarity. From the climate
monitoring perspective CSEOF are better suited for identifying and physically in-
terpreting modes as belonging to a certain physical (geophysical or climate) process
given the inherent cyclostationary nature of these signals. Since the EOF is unable
to separate physical processes nearly as well as CSEOF, basis functions generated by
CSEOF are naturally a better choice specifically to reconstruct such signals back in
time. Finally, the use of CSEOF basis functions for the reconstruction of SL makes
it possible to fit a larger window of data, thus reducing the number of historical data
points used to derive meaningful results along with decreasing sensitivity toward
inaccurate tide gauge measurements. This produces a more robust reconstruction
when compared with EOF based reconstruction techniques. These are some of the
main reasons that strongly favor the use of CSEOF basis functions over EOF derived
basis functions for SL reconstructions (Hamlington et al., 2011a, 2012a).
4.5 SEA LEVEL RECONSTRUCTION TECHNIQUE
The reconstruction technique described in this section serves as the basis of any
EOF based reconstruction and was originally proposed for SST by Smith et al. (1996)
and subsequently adapted for reconstructing SL. With the focus of this dissertation
being primarily on improving the understanding of how Indian Ocean SL variability
can be modulated by internal variability, I have specifically chosen to build upon the
SL reconstruction technique proposed by Hamlington et al. (2011a). Their work high-
lights the advantage of using CSEOF generated basis functions help to capture and
better represent the cyclostationary nature of geophysical signals which ultimately
leads to more robust reconstructed SL variability estimates. The steps involved in
performing a simple SL reconstruction using AVISO and tide gauge SLA data will
be discussed in this section. This kind of reconstruction will be referred to as a ”tide
gauge-only” reconstruction.
The first step is to generate basis functions which can be obtained by decomposing
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monthly AVISO SLA data using CSEOF specifying a nested cycle of 1-year. This




[Sn(x, t) ∗ Tn(t)] (4)
In Equation 4, A(x, t) represents the AVISO SLA data over the Indian Ocean from
1993-2018. After a CSEOF decomposition this data will be split into m number of
modes, each mode consisting of 12 spatial patterns or LV and one PCTS denoted as
S(x, t) and T (t), respectively, in equation 4. T (t) covers the time period of 1993 to
2018.
It should be noted that a single CSEOF mode is not capable of capturing the
secular trend pattern primarily due to the short length of the AVISO data. Further, in
the event that it did capture this trend, assuming that the secular trend pattern will
be stationary over the full reconstruction period will be incorrect. In order to avoid
introducing this trend over the full length of the reconstruction, before the CSEOF
decomposition AVISO SLA was detrended at each grid point by removing the global
mean SL trend (linear) of 3.4 mm/yr. AVISO SLA was subsequently multiplied by
the square root of the cosine of latitude in order to produce an area-weighted variance
decomposition. After the CSEOF decomposition, T (t) for each mode is normalized
by its standard deviation and S(x, t) multiplied by that standard deviation value
so that the amplitude of S(x, t) can be represented in its usual physical units. An
important assumption commonly made at this stage is that S(x, t) will be relevant
and applicable over the entire reconstruction period.
The reconstruction then is simply a technique that facilitates the replacement
of T (t) with a newly estimated temporally longer reconstructed PCTS. In order
to do this, the second step involves estimating a new set of PCTS by relying on
measurements of historical SL which in this case will be tide gauge data. Let us
assume that G(x,t) denotes the set of sparse tide gauge records with data from
1950-2018. The goal of this step is to estimate a PCTS that spans 1950 to 2018.
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This is done using weighted least squares estimation where by all modes of S(x, t),
subsampled at each tide gauge location denoted as < S(x, t) > , are simultaneously
fit to tide gauge SLA values at each time-step by minimizing




< Sn(x, t) > ∗ rTn(t)
]
(5)
In Equation 5, rT (t) represents the new PCTS that has been estimated by fitting
< S(x, t) > to G(x, t) and has temporal resolution from 1950 to 2018. rT (t) (from
Eq. 5) should not be confused with T (t) (from Eq. 4), the former is reconstructed
and latter is obtained from a CSEOF decomposition.
The final step in this reconstruction process involves reforming rT (t) with S(x, t)




[Sn(x, t) ∗ rTn(t)] (6)
Using Equation 6, a gridded space-time SLA dataset R(x, t) is created which
is referred to as a SL reconstructed dataset. R(x, t) will have spatial resolution
of the AVISO data and temporal length of the historical tide gauge data. This
reconstruction technique will be used in Chapter 5 to reconstruct SLA using two
different sets of tide gauge data.
4.6 EKMAN PUMPING VELOCITY
Ekman Pumping Velocity (EPV) is the measure of velocity associated with the
vertical Ekman transport that is induced by the wind driven upwelling or downwelling
events. EPV can be computed from the curl of the wind stress which in turn requires
the calculation of wind stress. Given the u and v components of wind velocity, the
zonal (τx) and meridional (τy) components of wind stress (N m
-2) can be calculated
using the equation below:
(τx, τy) = ρa ∗ CD ∗ U10(u, v) (7)
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In equation 7, ρa is the density of air (1.2 Kg m
-3 ), CD is the dimensionless drag
coefficient and U10 is the wind speed (m s
-1) at 10m above the sea surface. U10 can be
calculated as
√
u2 + v2. Since the drag coefficient varies with wind speed the values
can be obtained as per Large and Pond (1981).
By finding the difference between the zonal variation of τy and meridional vari-
ation of τx, the curl of wind stress can be calculated. The equation for calculating
















In equation 9, ρw is the sea-water density (1026 kg m
-3) and f is the Coriolis
parameter. A negative EPV is associated with downwelling and referred to as Ekman
Pumping. On the other hand, a positive EPV is referred to as Ekman Suction and is
associated with upwelling. A classic example to consider is the depressed thermocline
in the center of subtropical gyres caused by downward Ekman pumping between
the Trades and Westerlies. Note that EPV will have negative values for both the





In an effort to test the inter-product sea level (SL) consistency and coherence of
the decadal variability displayed by the available SL products for the Indo-Pacific
region, Nidheesh et al. (2017) compared 10 gridded multi-decadal SL products. Of
these, six had been generated by the method of SL reconstruction, three were re-
analysis products, and one was based on in situ data, all spanning the overlapping
period from 1960 to 2010. This study reported that although the data show an inter-
product consistency in the Pacific Ocean, there exists a significant disagreement in
the Indian Ocean (IO). It is worth noting that Hamlington et al. (2011a) was one of
the reconstructed SL dataset used for this study and showed notable disagreements
specifically over the southwest tropical IO when compared to other SL products.
Nidheesh et al. (2017) conclude by underscoring the importance of improving SL
estimates in the IO and this was the primary motivation to build upon and improve
the Hamlington et al. (2011a) reconstruction methodology. This effort ultimately
led to the creation and development of a new reconstruction framework that will be
explained in this chapter.
The Hamlington et al. (2011a) is a global SL reconstructed product created using
Cyclostationary Empirical Orthogonal Functions (CSEOF) basis functions that were
globally computed. Results from Hamlington et al. (2012b) shed light on the impor-
tance of reconstructing SL data using regionally computed CSEOF basis functions.
More specifically their study evaluated SL over the Pacific Ocean from two different
reconstructions: one using globally computed basis functions (global reconstruction)
and the other using basis functions that were computed over the Pacific Ocean only
(regional reconstruction). It was found that regional distribution and spatial vari-
ability of SL trend was better represented in the regional reconstruction. It was
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also noted that the regional reconstruction did a better job in terms of reproducing
the tide gauge SL variability in the Pacific Ocean than the global reconstruction.
More recently the study of Cheon et al. (2018) confirmed that regionally computed
basis functions are capable of representing regional SL variability and trends more
accurately than globally computed basis functions. Since there has been no previous
attempts to regionally reconstruct SL data in the IO and results from the studies
of Hamlington et al. (2012b) and Cheon et al. (2018) suggest that using regionally
computed basis functions can improve the estimates of regional SL variability, I have
chosen to use IO regionally generated basis functions for the SL reconstruction. This
is one way to improve IO reconstructed SL variability estimates from Hamlington
et al. (2011a).
The tide gauge record in the IO can be characterized as short and sparce with
many tide gauges having years of missing data. This is one of the main aspects that
makes it very challenging to regionally reconstruct SL data in the IO. Additionally,
since the IO has a very limited number of tide gauges before 1950, reconstruction of
SL for the first half of the 20th century using only tide gauge is not possible. Similarly,
on the global scale the lack of historical tide gauge measurements during the first
half of the 20th century poses a significant challenge for globally reconstructing early
20th century SL. To help overcome this, Hamlington et al. (2012a) explored the
possibility of using other climate variables to supplement the lack of historical SL,
which then led to the development of the bivariate SL reconstruction. In addition to
using SL data for the reconstruction, sea surface temperature (SST) data was also
used specifically to help supplement the lack of tide gauge measurements over the
first half of the 20th century. The bivariate reconstruction was very successful in
improving the global SL variability and trend estimates specifically for the first half
of the 20th century. Cheon et al. (2018) applied a similar approach for reconstructing
SL around the Korean peninsula, reconstructing SL estimates solely based on SST.
Building on these existing reconstruction techniques, I have developed a new
Multivariate Reconstruction (MV-R) framework that allows the inclusion multiple
climate variables for the reconstruction of SL. The highlight of this MV-R framework
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is that it uses sea level pressure (SLP) and SST in addition to SL data to help
constrain basin-wide sea level variability by the removal of large spurious signals
caused as a result of insufficient tide gauge data specifically during the first half of
the 20th century and through its information on large-scale climate modes such as El
Niño–Southern Oscillation (ENSO) and Indian Ocean Dipole (IOD). Furthermore,
SST and SLP adds information about variability over the open ocean over which tide
gauge data is very sparse. This chapter discusses the steps involved in implementing
the MV-R framework to reconstruct IO regional SL variability. Since the MV-R uses
tide gauge data and not all the available IO tide gauges can be used for reconstructing
SL, a discussion of tide gauge selection technique is important. The final tide gauge
set was chosen based on its performance in reconstructing IO SL using a tide gauge-
only SL reconstruction (Chapter 4 section 4.5). This is then followed by a detailed
explanation of the MV-R framework and results from cross-validation analysis.
5.2 TIDE GAUGE SELECTION
Since tide gauges are most commonly attached to land fixtures (Earth’s crust),
they measure SL that is relative to the local solid earth called relative SL. This causes
the tide gauge to record the solid earth processes as well as the SL processes. It is
important to note that a tide gauge will measure SL rise either if the sea surface
uplifts or if the crust subsides. Both these processes can display a similar temporal
variability and magnitude of long-term trend in tide gauge record. Moreover, since
the altimeter measures absolute SL, understanding and separating the solid earth
contributions from the SL contribution is essential for reliable comparisons to al-
timeter data. The relative SL and absolute SL are related as seen from the sea level
equation (e.g., Spada, 2016) which can be written as:
rSL = aSL− V LM, (10)
where rSL refers to the relative SL, aSL is the absolute SL and V LM is the Vertical
Land Motion. It is a common practice to use estimates of VLM that are obtained
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mostly from Glacial Isostatic Adjustment (GIA) models to account for VLM correc-
tions when obtaining rSL from tide gauge. This approach assumes that the VLM
over the tide gauge record is linear and contributions from non-GIA VLM sources
are negligible.
Ground water extraction is the most common example of non-GIA based VLM
source which can potentially have a significant impact VLM. In order to help account
for such non-GIA based VLM sources, researchers have proposed making use of space
geodesy techniques, more specifically the Global Positioning System (GPS). In the
following sub-section, I will describe and test two tide gauge selection criteria one of
which is based on GPS and other that uses GIA.
5.2.1 TIDE GAUGE SELECTION BASED ON GPS
The use of GPS to correct tide gauges for VLM has become increasingly popular in
recent studies. From equation 10, VLM can be estimated as the difference between
aSL and rSL. Thus, the difference between tide gauge SL anomaly (SLA) and
AVISO SLA (subsampled at the closest grid point to the respective tide gauge) can
be used to represent the value of VLM and referred to as ”estimated VLM”. A tide
gauge selection method based on comparison between estimated VLM and VLM as
measured directly from GPS has been developed and tested. Velocity fields which
are updated weekly from the GPS time series and generated by the Nevada Geodetic
Laboratory were used as a source of GPS rates (Blewitt et al., 2016).
There are three main criteria used for the selection of these gauges. First, the
selected gauges should have 50% or more monthly mean values between the period
1993 - 2016 for meaningful comparisons between the tide gauge SLA and AVISO
SLA sub-sampled at that location. The second criteria was to use only those tide
gauges that were associated with GPS data with the GPS stations being less than
300 km from the tide gauge locations. This was done in order to make meaningful
comparisons between the GPS and VLM calculated from the difference between
AVISO (sub-sampled at each tide gauge location) and tide gauge data.
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Figure 9. GPS vs estimated vertical land motion (AVISO - tide gauge).
Figure 10. Spatial location of tide gauge stations selected based on GPS agreement.
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Finally, if the gauges lie in the range +/- 1mm/year with the 45° line in figure 9,
they were selected. After applying the above three selection criteria to the 157 IO
tide gauges it was determined that only 21 tide gauges can be used. This tide gauge
set will be referred to as TGgps.
5.2.2 TIDE GAUGE SELECTION BASED ON GIA
Unlike GPS, GIA estimates are obtained from models and is globally available.
This makes it possible to be able to correct all tide gauges with GIA. In other words,
the use of GIA does not cause the omission of tide gauges like in the case of GPS
selection criteria.
Figure 11. Spatial location of tide gauge stations selected based on Church et al.
(2004) selection criteria (a) and number of gauges available over time (b).
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GIA estimates from ICE-5G VM2 model described by Peltier (2004) will be used
to correct tide gauges. One of the most commonly used set of tide gauge selection
criteria are those prescribed by Church et al. (2004). Church et al. (2004) favored the
use of longer tide gauge records over those having relatively shorter record lengths.
tide gauge records with length shorter than 5 years were removed along with frag-
mented or noisy records with residual trends greater than 10 mm/yr. Month to
month differences larger than 0.25 m caused a station to be removed in addition to
tide gauge stations having short records and unphysical datum shifts. Tide gauge
records that were located more than 250 km from the nearest AVISO grid point
were removed. Further, if there was a single grid point associated with multiple tide
gauges a single tide gauge time series was computed by averaging. It is very impor-
tant to note that the set of tide gauges obtained was similar to that of Church et al.
(2004) over the IO. After applying the selection criteria 45 tide gauges were found
to comply. The location and number of tide gauge stations available through time
over the IO are shown in Figure 11. The list of selected tide gauge stations has been
provided Table 2. Note that this tide gauge set will be referred to as TGgia. It is
worth noting that Hamlington et al. (2011a) also select their tide gauge set based on
the Church et al. (2004) tide gauge selection criteria.
5.2.3 INDIAN OCEAN TIDE GAUGE-ONLY RECONSTRUCTION
The practice of carefully selecting and editing tide gauges primarily originated
in research involving the study of global mean sea level (GMSL) trend. The ability
of the tide gauge set to reproduce GMSL was then assessed which reflected on the
overall quality of the individually selected gauges. Since this dissertation involves a
regional reconstruction of the IO, no effort has been made to reproduce the GMSL
trend. Instead, the quality of the selected tide gauge set was evaluated based on
its ability to reproduce regional IO SL variability when used in a SL reconstruction.
Simply stated, by using the tide gauge set in a SL reconstruction and then evaluating
the reconstructed SL one can comment on the quality of the input tide gauge set.
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Table 2. List of all the tide gauge stations obtained after applying the Church et al.
(2004) tide gauge selection criteria.
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Using the CSEOF tide gauge-only reconstruction similar to the one described in
section 4.5, SLA was reconstructed using TGgps and TGgia set of tide gauges. In the
reconstruction process (Equation 5), it is important to note that a new set of princi-
ple component time series (PCTS) was estimated by fitting CSEOF basis functions
computed using AVISO SLA to tide gauge SLA. The reconstructed SLA data was
then created by reforming this new set of PCTS with the AVISO basis functions.
It is important to recognize that although the basis functions for the AVISO and
reconstructed SLA are same, their associated PCTS are very different. The primary
difference being that the AVISO PCTS is generated from the CSEOF decomposition
whereas the reconstructed PCTS is estimated using least squares. This distinction es-
sentially allows us to make direct comparisons of AVISO SLA with the reconstructed
SLA which is in fact an evaluation of the quality of estimated PCTS. A common
way to do this is via correlation maps. Figure 12 below is the comparison of AVISO
SLA over the period 1993-2015 with two different reconstructions, one created with
the TGgps and other with the TGgia set of tide gauges.
Before computing the correlation coefficients the data was detrended and sea-
sonal cycle was removed in order to decrease the chances of obtaining high spatial
correlation coefficients commonly generated by the presence of these signals. Since
the PCTS for the reconstruction are estimated from tide gauge SLA, the correlation
between the reconstructed SLA and AVISO SLA will reflect the degree to which the
chosen tide gauge set is capable of reproducing SLA variability. From Figure 12 it
can be observed that the reconstructed SLA using the TGgia set (bottom panel) has
an overall higher spatial correlation with AVISO SLA than compared to the spatial
correlation between TGgps set and AVISO data (top panel). Based on the overall
higher spatial correlations in Figure 12 it can be concluded that the TGgia set is
better suited for reconstructing IO SLA. One reason for this could be because the
TGgia set has more than double the number of tide gauge stations than compared to
the TGgps set.
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Figure 12. Spatial correlation map between AVISO sea level anomaly (SLA) and
reconstructed SLA using TGgps (top panel) and TGgia (bottom panel).
The main reason for the TGgps set having few number of tide gauge stations
is the lack of direct GPS co-location at tide gauge stations in the IO. Also note
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that estimates of GPS in the IO have been computed from a relatively short data
record (often less than 5 years). So, to assume that the GPS rates computed from
a relatively short data record will hold good over the entire 20th century may not
be correct. Further, TGgps set does not contain the Mumbai and Fremantle stations
which are the only tide gauges in the IO that have data going back to the beginning
of the 20th century. Although GPS is a great source to correct for VLM, one must be
cautious of its applicability over the IO. These are the reasons that collectively favor
the use of the TGgia set specifically for reconstructing 20
th century SLA variability
in the IO.
5.3 MULTIVARIATE RECONSTRUCTION FRAMEWORK
The tide gauge-only reconstruction technique relies exclusively on historical SL
obtained from tide gauges and thus the quality of the reconstructed SL will depend
on the spatio-temporal distribution of tide gauges. The TGgia set has only 3 records
that extend beyond 1940, making reconstructed SLA estimates for the first half
of the 20th century hard to rely upon. Similarly, on the global scale the lack of
available tide gauges for the first half of the 20th century pose a significant challenge
when trying to reconstruct data. Hamlington et al. (2011a) used a tide gauge-only
reconstruction technique and were able to reliably reconstruct data back to 1950. In
order to improve the estimates of reconstructed SL for the periods where tide gauge
data were limited (specifically for the first half of the 20th century), Hamlington
et al. (2012a) proposed the use of non SL measurements to help supplement the tide
gauge data. Their reconstruction relied on a multivariate linear regression technique
(Lim and Kim, 2007) to extract relationships and establish links between SL and
SST. Climate variables in the Earth’s climate system are often connected to each
other (e.g., an increase in SST will most likely be associated with an increase in SL).
Climate variables can also be influenced by a common physical process and large-
scale climate modes (e.g., ENSO). The inclusion of SST into the reconstruction helps
to improve the reconstructed SL estimates by constraining large-scale climate modes
that have both SL and SST signatures. In addition to this SST also adds information
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about variability over the open ocean (over which tide gauge data is very sparse).
The climate modes of ENSO and Indian Ocean Dipole (IOD) are known to have a
significant influence on the IO SL, SST, and SLP (Murtugudde et al., 2000; Saji et al.,
1999; Webster et al., 1999). Both these climate modes impact large areas over the
western tropical IO and eastern IO off the coast of Java/Sumatra. The IO SST shows
a basin wide warming pattern referred to as the IO Basin Mode (Klein et al., 1999)
as a direct response to ENSO. Additionally, during IOD and ENSO events, cooler
(warmer) than average SST anomalies appear off the coast of Java/Sumatra (over
large parts of the western tropical IO). The cooling off the coast of Java/Sumatra
suppresses convection over the eastern tropical IO and enhances convection over the
western IO basin altering SLP patterns over the IO. From this it can be inferred that
the addition of SST and SLP into the reconstruction will help to better constrain
large-scale climate modes in addition to providing information about variability over
the open ocean and ultimately yield better estimates of IO SL variability.
Building on the reconstruction methodology of Hamlington et al. (2012a), a new
multivariate reconstruction (MV-R) technique has been developed that allows for the
inclusion of multiple climate variables to help improve the reconstruction of SL that
reflect coupled climate variability. For this research, atmospheric sea level pressure
(SLP) was included as the third variable along with SST and SLA, which will be
shown to improve 20th century SLA variability estimates. The steps involved in the
MV-R technique are discussed in the subsections below.
5.3.1 INDIAN OCEAN BASIS FUNCTIONS
Similar to the tide gauge-only reconstruction, the first step involves creation of
basis functions. Since the focus is on improving the regional estimates of SLA, basis
functions are generated using CSEOF over the IO in order to maximize the capture
of regional variability. SLA (AVISO), SST (OISST), and SLP (NCEP-NCAR) data
spanning the period between 1993 and 2018 were decomposed individually over the
IO using CSEOF with a 1-year nested cycle. The seasonal cycle was not removed
prior to decomposition as CSEOF has the ability to reconstruct individual signals
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more accurately by limiting the variability that is lost as a result of mode mixing.
From the CSEOF decomposition, the first 21 modes for SLA, SST, and SLP were
retained which explained at least 90% of the total variance in each data set. It
should be noted that the SL seasonal cycle is not of particular interest to the results
presented in this research and so the mode associated with the seasonal cycle was
excluded before proceeding.
5.3.2 REGRESSION
The work of (Lim and Kim, 2007) shows that it is possible to find physical and
dynamic consistency between two separate CSEOF sets that are computed from
two different variables using a multivariate linear regression technique. Hamlington
et al. (2012a) employed this methodology and regressed SST onto each individual
SLA PCTS generating a set of SST regression coefficients. I have extended this
analysis and computed a set of SLP regression coefficients by regressing SLP onto
each individual SLA PCTS. Before doing the regression each PCTS mode of SLA,
SST and SLP were normalized with their respective standard deviation. The SST
and SLP set of regression coefficients were then used along with the original SST and
SLP loading vector (LV) to create a new set of SST and SLP LVs which now have
the amplitude fluctuations as described by the SLA PCTS.
More recently Cheon et al. (2018) applied this multivariate linear regression tech-
nique to reconstruct SLA using only SST data. While doing the regression the pres-
ence of lagged relations between geophysical signals was taken into account in order
to help limit noise in the reconstruction. Using a cross-correlation threshold and
time lags of the maximum correlation they sought to improve the regression relation.
While this is a great approach to improve the regression scheme, it is significantly
tougher to implement in the MV-R framework with the use of three variables and
more research is required. Since this is the first attempt at reconstructing data for
the IO, I have left it for future work to update the regression scheme. Further it is
important to recognize that the use of CSEOF inherently allows fitting a window of
data (in this case 1-year) while doing the reconstruction, which will partially account
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for some of the lagged relations.
5.3.3 ESTIMATION OF PCTS
Using weighted least squares a new set of PCTS is estimated by simultaneously
fitting SLA LVs along with the new set of SST and SLP LVs to historical measure-
ments of SLA (tide gauge), SST (ERSST) and SLP (ICOADS). This newly estimated
PCTS will have a temporal resolution that covers the period between 1900 and 2018.
Since the CSEOF uses a 1-year fitting window, data for 6 months at the start and
end will be lost. The last step is reforming SLA by combining the newly estimated
PCTS with the AVISO basis functions thus reconstructing IO regional SLA.
5.3.4 OTHER DETAILS
Like any other EOF-based reconstruction technique, an important assumption
made is that the basis functions and regression relationship, calculated over the time
period 1993–2018, are constant over the entire time period of reconstruction. Due
to the short record length of the AVISO data a single CSEOF mode is not capable
of capturing the secular trend pattern and in the event that it did capture it, we
cannot assume the secular trend pattern to be stationary over the reconstructed time
period. I have chosen to take a similar approach used by Hamlington et al. (2011a)
wherein the computation of the secular trend was separated from the reconstruction
procedure. Furthermore, since the primary goal of this study is to improve the
estimates of regional IO SL variability using a regional reconstruction technique, no
attempt was made to reproduce trends in GMSL.
To remove the effect of GMSL, before performing a CSEOF decomposition a
trend (linear) of 3.4 mm/year for the period between 1993 and 2018 was subtracted
from the AVISO SLA. It is important to note that all the trends presented in this
research are relative to a background trend in GMSL over the period for which it is
computed. Estimation of GMSL is not an easy task and for a global MV-R, GMSL
can be accounted for by using an approach similar to the one presented in Hamlington
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et al. (2011a).
From previously published research, it has been noted that errors emerging from
truncating the basis functions estimated from the AVISO data set in combination
with instrument errors do not significantly influence the results presented in this
dissertation. As error estimation for a SL reconstruction procedure is not a trivial
task, errors are not explicitly addressed for this reconstruction following a similar
approach taken by previous studies (e.g., Church et al., 2004; Hamlington et al.,
2011a). Reconstruction techniques that involve estimating the GMSL generally in-
clude a detailed error analysis, but as GMSL is not included such a discussion is not
presented.
5.4 CROSS-VALIDATION
Before evaluating the MV-R SLA against other existing products the sensitivity
to individual tide gauges and different SST products is evaluated to build confidence
in the robustness of the MV-R method.
5.4.1 TIDE GAUGE CROSS-VALIDATION
To test the sensitivity of the MV-R technique to an individual tide gauge record a
tide gauge cross-validation analysis was done. For this, the IO SLA was reconstructed
leaving out a single tide gauge resulting in 45 additional reconstructions collectively
referred to as MV-Rcv. The IO SL variability estimates obtained from MV-Rcv were
compared to MV-R by means of a spatial correlation map (not shown) which showed
a correlation coefficient of > 0.9 (1901-2017) at each grid point. The MV-R and
MV-Rcv SLA were then subsampled at the individual tide gauge location which was
left out and compared to the SLA of the respective tide gauge that was left out.
Figure 13 shows the SLA for MV-R, MV-Rcv and the respective tide gauge that was
left out for four such tide gauge stations.
In Figure 13 both the MV-R and MV-Rcv have similar estimates of SLA with
correlations > 0.9 (1901-2017). The correlation coefficient obtained from correlating
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subsampled MV-R and tide gauge SLA was only marginally greater that the corre-
lation coefficient of MV-Rcv versus tide gauge SLA. Similar results are obtained at
all the tide gauge locations. This suggest that the MV-R is not overly sensitive to a
particular tide gauge station.
Figure 13. Sea level anomaly (SLA) at respective tide gauge locations along with SLA
of subsampled multivariate reconstruction (MV-R) and MV-Rcv (Reconstruction
done leaving out the respective tide gauge). Although plotted, the MV-R SLA is not
visible in the above figure because it has variability that is similar to MV-Rcv.
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Another similar question is the sensitivity of the MV-R to tide gauges of a certain
region. To test this, SLA was reconstructed leaving out all the four tide gauges on the
Australian coasts. This reconstructed SLA will be referred to as MV-R-cvAUS. The
spatial correlation map (not shown) between the original MV-R and the MV-RcvAUS
had values at every grid point that were > 0.9 (1901-2017). The correlation between
MV-R and MVR-cvAUS, both subsampled at the individual tide gauge locations of
the Australian coast, was found to be > 0.9 (1901-2017) and have similar estimates of
SLA. Additionally, individual tide gauge SLA was compared to the MV-R and MV-
RcvAUS. A marginal decrease (< 0.06) in the correlation was observed when the set
of four Australian tide gauges are excluded from the reconstruction procedure. A
similar analysis was also carried out leaving out all the South China Sea tide gauges
and we find similar results as above.
Figure 14. Indian Ocean mean sea level (MSL) computed from multivariate recon-
struction (MV-R, all tide gauges included, black line), 2) MV-RcvAUS (leaving out
all Australian Coast tide gauges, blue line) and 3) MV-RcvSCS (leaving out all the
south China Sea tide gauges, red line).
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As a final test, IO mean sea level (MSL) was computed from 3 reconstructions.
1) MV-R (all tide gauges included, black line), 2) MV- RcvAUS (leaving out all
Australian Coast tide gauges, blue line) and 3) MV-RcvSCS (leaving out all the
south China Sea tide gauges, red line) and presented in Figure 14. The IO MSL
estimates for the three reconstructions were found to be similar as seen in Figure
14. This result gives more confidence that the MV-R is not overly sensitive to any
particular tide gauge record.
5.4.2 SST CROSS-VALIDATION
As seen from Section 3.4, there are different SST products available and each
product can have different versions. It is worth noting that the MV-R was initially
done using ERSSTv4 (Huang et al., 2015). With the release of ERSSTv5 (Huang
et al., 2017), MV-R was updated and SLA was reconstructed using ERSSTv5. This
gave rise to the possibility of evaluating the sensitivity of the MV-R to the choice of
historical SST data used. The correlation coefficient (1901-2017) between the PCTS
estimated using ERSSTv4 and PCTS estimated using ERSSTv5 was found to be
>0.9 for all modes and had similar amplitudes. This is proof that MV-R is relatively
insensitive to the version of ERSST data.
There are other products of grided SST data available (e.g., HadSST3, Cobe SST,
Kaplan SST) that can give different estimates of the long term trend (e.g., Gopika
et al., 2019). To address this and test cross product sensitivity, HadSST3 was used
instead of ERSST to estimate the PCTS. The variability of PCTS estimated form
ERSSTv5 and HadSST3 data were found to be similar and can be seen in Figure
15. Although there exist small differences in the estimated PCTS for the first half
of the 20th century, the overall variability seems to be represented well. Both the
estimated PCTS show a similar correlation to AVISO PCTS increasing confidence
that the MV-R is not very sensitive to SST data used. Finally, it is important to
note that one of the key strengths of this CSEOF based reconstruction technique is
reproducing variability about the trend. In this context, we believe that the MV-R
SLA will not be very sensitive to the different estimates of the long-term trend (as
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calculated from different SST data).
Figure 15. The first three modes of principle component time series (PCTS) es-
timated from multivariate reconstruction (MV-R) using ERSSTv5 (black line) and
using HadSST3 (blue line) sea surface temperature datasets. The red line is the
AVISO PCTS obtained from cyclostationary empirical orthogonal function decom-
position.
5.5 DISCUSSION
The study of Nidheesh et al. (2017) evaluated global SL products for the Indo-
Pacific region and underscored the importance of improving estimates of IO SL.
Dissimilarities in estimates of IO SL between global SL products was reported by
their study. This was the primary motivation to improve SL estimates in IO. The
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motivation for using the reconstruction of Hamlington et al. (2011a) stems from the
fact that it was one of the data products evaluated by Nidheesh et al. (2017). This
chapter explored ways to build upon the Hamlington et al. (2011a) reconstruction
technique with a specific goal to improve regional IO SL estimates.
The results from the studies of Hamlington et al. (2012a,b) and Cheon et al.
(2018) suggest two ways by which reconstructed SL estimates can be improved. One,
is to use basis functions that are regionally computed. This will help maximize the
capture of regional scale variability which would normally be averaged over by larger
global signals present within globally computed basis functions. The second is to use
measurements other than SL in order to supplement the tide gauge record, which is
particularly sparce over the IO, both spatially and temporally. Although tide gauges
form an integral part of a SL reconstruction, Cheon et al. (2018) reconstructed SL
around the Korean peninsula by relying solely on SST. While this is a great approach
to apply for the tide gauge deficient IO, reconstructing IO SL by relying on SST alone
may not be ideal given how dynamically complex the IO is.
Hamlington et al. (2012a), on the other hand, used SST along with SL to reliably
reconstruct global SLA going back to 1900. The inclusion of SST greatly helped to
supplement the lack of available global tide gauges over the first half of the 20th cen-
tury and allowed for reliably reconstructing global SLA going back to 1900. Building
upon their approach, I have created a new MV-R framework that uses multiple cli-
mate variables for reconstructing IO regional SLA. For the work presented in this
dissertation, SLP was chosen as the third variable which in addition to SLA and
SST was used to reconstruct data. It should be noted that although only SLP was
used for the reconstruction presented here, more climate variables (e.g., wind) can
be added to the MV-R framework which will be left for future work.
Like the Hamlington et al. (2012a) reconstruction, MV-R uses historical SL ob-
tained from tide gauges. The spatially sparse and temporally gappy nature of tide
gauge records prevents the use of all the available tide gauges and instead tide gauges
have to be selected. “Careful” selection and editing of tide gauges is a concept that
propagates throughout recent literature. Since tide gauges measure relative SL, in
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order to make meaningful comparisons to AVISO SLA, tide gauges have to be cor-
rected for VLM. In this chapter two sets of tide gauge selection criteria based on
VLM have been tested. One set of tide gauges were selected and corrected based on
GPS rates and the other set corrected using GIA. Both the sets of tide gauges were
used in a tide gauge-only reconstruction. The reconstructed SLA created using the
GIA corrected tide gauge set was found to have better estimates of IO SLA variabil-
ity. Although only two sets of tide gauge selection criteria have been discussed, it
may be worthwhile for future studies to evaluate other tide gauge selection criteria.
There has been no effort made to avoid regional clustering of tide gauge stations.
With the multivariate nature of this reconstruction technique and a limited spatio-
temporal coverage of tide gauge records in the IO, I have opted to keep the selection
and quality control criteria for tide gauge data lenient. Further, a CSEOF based
reconstruction fits a window of data effectively minimizing the sensitivity to tide
gauge error or missing values and the robustness of MV-R technique towards data
outliers allows to avoiding selectively editing tide gauge records. However, it may be
appropriate for future studies to implement a more careful tide gauge selection and
editing procedure.
To check the sensitivity of the MV-R to individual tide gauge records, tide gauge
cross-validation tests were performed. The results collectively suggest that the MV-
R is not overly sensitive to a particular tide gauge record. Since there exists more
than one SST product for the IO, SST cros-validation was done to check the sen-
sitivity of the MV-R to different historical SST data. The MV-R SLA estimates
(estimated using different SST datasets) were found to be broadly similar confirming
the robustness of the MV-R towards different SST data.
The use of SLP and SST in addition to SLA along with regionally computed IO
basis functions makes the MV-R framework different from that of Hamlington et al.
(2011a). This newly proposed reconstruction framework not only greatly improves IO
regional SL variability estimates by the use of regionally computed basis functions but
is also able to overcome the reconstruction challenges posed by the short and sparse
tide gauge sampling characteristic in the IO. This makes the MV-R framework very
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valuable to help improve reconstructed SL estimates of the IO. A detailed validation
of the MV-R SLA data will be discussed in the next chapter.
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CHAPTER 6
20TH CENTURY INDIAN OCEAN MULTIVARIATE SEA LEVEL
RECONSTRUCTION
6.1 INTRODUCTION
The Indian Ocean (IO) rim countries are some of the most densely populated
and vulnerable coastal regions in the world consisting of many low-lying islands
and coastal zones. The population, economy, coastal infrastructures and marine
ecosystems associated with these low-lying coastal and island communities face a
growing threat from the effects of sea level (SL) rise. However, the understanding
of IO SL variability and its causes, specifically at regional scales, remains largely
unknown (Swapna et al., 2020). The primary reason for this can be attributed to
the absence of a network of high-quality, long tide gauge records, limiting the study
of IO SL to use only short observational data (e.g., Lee and McPhaden, 2008) or
model-based approaches (e.g., Han et al., 2010, 2014b; Nidheesh et al., 2013; Trenary
and Han, 2013). This has led to disagreements on the relationship between IO SL
and internal variability (e.g., Lee and McPhaden, 2008; Nidheesh et al., 2013; Han
et al., 2014a).
To capture and accurately represent the SL contribution associated with internal
variability on interannual to decadal timescales, long SL data records are essential.
For a region like the IO that is characterized by lack in historic SL data one option is
to rely on data products based on statistical techniques like SL reconstructions. By
combining long time-series data provided by tide gauges with the information about
the spatial covariance of SL from satellite altimetry, SL reconstruction techniques are
capable of generating reliable estimates of SL variability that are temporally long and
spatially dense. Reconstructed SL datasets have been shown to be particularly re-
sourceful to help improve the understand and quantify the internal variability contri-
bution to SL (Hamlington et al., 2014b). However, the study of Nidheesh et al. (2017)
67
reported disagreements specifically over the southwest tropical IO between global SL
reconstructions and other available global SL products (e.g., reanalysis data). This
was the motivation to improve reconstructed IO SL variability estimates which ul-
timately led to the development of multivariate reconstruction (MV-R) framework.
In summary, the MV-R framework uses sea surface temperature (SST) and sea level
pressure (SLP) in addition to SL anomaly (SLA) for reconstructing regional SLA
estimates of the IO and reliably extending the data record back to the beginning of
the 20th century. All the details related to the MV-R framework can be found in
chapter 5 and using this MV-R framework SLA data was reconstructed for the IO.
In this chapter the MV-R SLA data (Kumar et al., 2020) will be validated and
the results will serve to help the reader gain more confidence in the MV-R framework
and its unique ability to improve SL variability estimates in the IO. The results will
begin with a comparison of principle component time series (PCTS) estimated by
the MV-R and a tide gauge-only reconstruction technique. This is done in order to
clearly illustrate the advantage that the MV-R has in reconstructing SLA specifically
in regions where spatiotemporal tide gauge data resolution is extremely poor. This is
followed by results obtained from comparisons to AVISO SLA. It is very important
to recognize that although the basis functions associated with AVISO and MV-R
SLA are same, the PCTS estimated from MV-R and the PCTS obtained from a
CSEOF decomposition (AVISO PCTS) are very different. This difference in PCTS
essentially allows us to compare the MV-R SLA to AVISO SLA which is done via
spatial correlation and trend maps. The spatial correlation maps help shed light on
SL variability while the trend maps give an idea of the amplitude of this variability.
Comparisons with tide gauge SLA were also done, however, only over the altimeter
period. Beyond the altimeter time period it becomes extremely difficult to compare
directly the tide gauge data to the MV-R as it would require the additional step of
estimating and removing the global mean sea level (GMSL) from each tide gauge
(MV-R does not contain GMSL). Estimating GMSL is not a trivial task and it is for
this reason, I have chosen not to show comparisons of the MVR to the tide gauge
beyond the altimeter time period. The MV-R SLA was then compared to H-R (SLA
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reconstruction of Hamlington et al. (2014a)) and reanalysis SLA data. Comparisons
were also done over the southwest tropical IO over which Nidheesh et al. (2017)
indicated disagreements between reconstructions and reanalysis. Finally, since the
SLA over the Seychelles–Chagos Thermocline Ridge (SCTR) and eastern equatorial
IO is primarily wind driven, I have compared the SLA to wind data as a test to
validate MV-R SLA using non-SLA dataset.
6.2 ESTIMATED PRINCIPLE COMPONENT TIME SERIES
One primary advantage of using the new MV-R technique is to help constrain
IO basin-wide sea level variability by the removal of large spurious signals that are
caused as a result of insufficient tide gauge data, specifically during the first half of
the 20th century. In order to help emphasize the importance of using this new MV-R
technique specifically in the IO (a region characterized by a sparse spatio-temporal
tide gauge coverage) I have compared PCTS estimated from the MV-R technique to
PCTS estimated from a tide gauge-only reconstruction (Figure 16).
While the PCTS of MV-R was estimated using historical SST and SLP in addi-
tion to SLA, the PCTS of the tide gauge-only reconstruction was estimated by using
tide gauge data alone as a source of historical data. For this kind of reconstruc-
tion technique, the reliability and quality of the estimated PCTS depends largely
on the spatio-temporal resolution of the input tide gauge data. For this reason, a
larger number of longer tide gauge records spread evenly across the study area is
ideal. However, for a region like the IO that has an extremely poor spatio-temporal
resolution of tide gauge data, estimating historic PCTS from a tide gauge only re-
construction is not ideal. This is illustrated in Figure 16, which shows estimated
PCTS of the first three modes (not including the seasonal cycle) for a tide gauge-
only reconstruction (blue line) and MV-R (black line). Although one can argue that
both the reconstructions seem to agree well with the AVISO PCTS (red line), it is
important to note that PCTS estimated from the MV-R shows a better agreement
to AVISO PCTS as indicated by the correlation values listed in Figure 16.
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Figure 16. Estimated principle component time series (PCTS) for the first three
modes (seasonal cycle not included) for a tide gauge-only reconstruction (blue line)
and multivariate reconstruction (MV-R, black line).
Differences between the estimated PCTS begin to grow as we go back in time
notably for the first half of the 20th century. The tide gauge-only reconstruction is
observed to largely over-estimate the PCTS before 1940, thus, limiting its use to only
the second half of the 20th century. The reason for this large variability observed in
the estimated PCTS of the tide gauge-only reconstruction can be explained based
on the drastic decline in the number of tide gauge stations (Figure 11), decreasing
from 20 in 1980 to only three available tide gauge stations before 1940. Although
the same tide gauge set for the MV-R technique is used, the inclusion of historic SST
and SLP to supplement the lack of spatio-temporal tide gauge data help constrain
IO basin-wide sea level variability and results in estimating a more consistent PCTS
for the entire 20th century. This is a major advantage of using the MV-R technique
over a tide gauge only reconstruction technique for reconstructing 20th century SL
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variability in the IO.
6.3 SPATIAL COMPARISON WITH AVISO DATA
The ability to reproduce spatial variability of SLA over the IO can be evalu-
ated by checking linear dependence with AVISO SLA using a spatial correlation
map. The AVISO SLA was compared to the SLA obtained from the MV-R and H-R
reconstructed SLA. To decrease the chances of obtaining high spatial correlation co-
efficients, commonly generated by the presence of a seasonal cycle and trends being
included in the data, before calculating the correlation coefficients the datasets were
detrended and the seasonal cycle removed. Figure 17a shows the spatial correlation
between the AVISO SLA and the MV-R SLA for the period between 1993 - 2008.
The spatial correlation between the AVISO SLA and H-R SLA for the same period
is shown in Figure 17b. It should be noted that the spatial correlation between the
MVR SLA and AVISO SLA for the period between 1993 - 2018 was found to be
similar to Figure 17a. For both the reconstructions, spatial correlations with AVISO
SLA are observed to be higher in the equatorial IO (10°S to 10°N) and along the
west Australian coast with a spatially averaged correlation coefficient of 0.79 for the
MV-R and 0.37 for H-R over the entire IO.
For H-R (Figure 17b), extremely poor correlations with the AVISO SLA are ob-
served in the southern IO, Arabian Sea (northwest IO) and Bay of Bengal (northeast
IO). The overall poor correlations observed between H-R and AVISO could be as
result of a combination of factors. H-R uses globally computed basis functions which
may not be able to resolve IO variability at a regional scale. The basis functions
used for H-R were computed using a shorter altimeter record length and H-R SLA
was reconstructed using tide gauges only. By using IO regionally computed basis
functions derived from a longer altimeter record coupled with the use of the MV-R
technique, an overall good correlation with the AVISO SLA is observed in Figure
17a. This is an indication that the new regionally reconstructed MV-R data has
improved regional SL variability estimates for the IO compared to H-R.
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Figure 17. (a) Spatial correlation map between the AVISO sea level anomaly (SLA)
and multivariate reconstruction (MV-R) SLA computed for the time period between
1993-2008. The bubbles represent correlation between sub sampled MV-R SLA and
tide gauge data and the size of each bubble corresponds to the percentage of available
tide gauge data over the period 1993-2018. (b) Spatial correlation map between
the AVISO SLA and Hamlington et al. (2014a) (H-R) SLA created for the period
between 1993 - 2008. (c) Spatial correlation map (1993 – 2008) between AVISO
SLA and reconstructed SLA created using both SST and SLP without the use of
tide gauge data referred to as MV-R(sst+slp). (d) Spatial correlation map (1993
– 2008) between AVISO SLA and reconstructed SLA created using only tide gauge
data referred to as MV-R(tg). The color bar represents the correlation coefficient
value.
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The fill color of the bubbles in Figure 17a represent the correlation coefficient
between the tide gauge SLA and MV-R SLA. The size of each bubble corresponds
to the percentage of tide gauge data available between 1993 to 2018. Majority of
the tide gauge stations show a very good agreement to the MV-R SLA indicating
that the MV-R technique is successful in representing the SL variability observed
in tide gauge data. It is observed that tide gauge stations that have a data record
covering less than 50% of time between 1993 - 2018 tend to show weaker agreement
with the MV-R and AVISO SLA. The tide gauge station of Aden (Red Sea) has a
very short and discontinuous SLA record resulting in a poor correlation coefficient.
In contrast, although the tide gauge stations along the coast of Thailand have a long
SL record length, the SLA shows large variability which is not seen in the MV-R SLA
resulting in lower correlation coefficients for these stations. Along the west coast of
India, tide gauge stations are characterized by SL records that have a large variability
accompanied by long data gaps resulting in low correlation coefficients. Overall, the
SLA estimated from the MV-R technique is seen to have a good estimate of regional
SL of the IO over the altimeter time period.
To help highlight the benefits of reconstructing SLA using the MV-R (SST and
SLP in addition to SLA), we created two additional reconstructions 1) that used
both SST and SLP without the use of tide gauge data referred to as MV-R(sst+slp)
and 2) that used only tide gauge data referred to as MV-R(tg). It should be noted
that MV-R(tg) is same as ”tide gauge-only” reconstruction that is discussed in sec-
tion 6.2. Spatial correlations were then computed over the period 1993-2008 between
MV-R(sst+slp) and AVISO SLA (Figure 17c) and MV-R(tg) and AVISO SLA (Fig-
ure 17d). Results of spatial correlations computed over 1993-2018 were found to be
similar to Figure 17c & d. It can be observed that the correlation values in Figure 17c
specifically over the southcentral IO, Arabian Sea and Bay of Bengal are marginally
higher when compared to Figure 17d. This demonstrates the advantage of including
SST and SLP to help improve SL variability over the open ocean (over which tide
gauge data is very sparse). The advantages of regionally reconstructing SL data is
apparent from the comparison between Figure 17b (H-R was created using globally
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computed basis functions) and Figure 17d which is created using IO regionally com-
puted basis functions. Although both H-R and MV-R(tg) use the similar set of tide
gauges in the IO, H-R basis functions were created using a shorter altimeter data
length which could also be why Figure 17b shows poor correlations. Overall the
higher spatial correlation observed in Figure 17a when compared to Figure 17c & d
is evidence that shows the benefit of using SLA, SST and SLP to reconstruct SLA.
Although one can argue that there is only a marginal increase in correlation values
(Figure 17a compared to Figure 17c & d) the real advantage of using MV-R (SST
and SLP in addition to SLA) is in reconstructing SL variability over the first half of
the 20th century.
6.4 INDIAN OCEAN REGIONAL SEA LEVEL TRENDS
Trend maps have been used extensively in the literature as they provide vital
information about spatial variability of SL rise hot spots. Apart from this, trend
maps also give an idea of the amplitude of SLA variability. Comparing trend maps
computed using different datasets could help identify SL amplitude inconsistencies
between the datasets. Since the primary goal of this research is improving the es-
timates of regional IO SL variability using a regional reconstruction technique, no
attempt was made to reproduce trends in GMSL. Before performing the reconstruc-
tion, a trend (linear) of 3.4 mm/year for the period between 1993 and 2018 was
subtracted from each grid point of the AVISO SLA to remove the effect of GMSL.
It is for this reason that all the trend maps presented in this section are computed
relative to a background GMSL trend over the same time period as we have chosen
not to account for GMSL (Section 5.3.4).
6.4.1 TREND MAP: 1993-2018
By making direct trend comparisons to AVISO SLA the ability of the MV-R
technique to accurately reproduce regional trends observed in the IO SL can be
validated. Prior to computing the trend map the seasonal cycle from the AVISO and
74
MV-R SLA was removed. The spatial distribution of regional SLA trends over the
IO for the period between 1993 - 2018 is shown in Figure 18 for the (a) AVISO and
(b) MV-R SLA.
Figure 18. Spatial trend map for the (a) AVISO sea level anomaly (SLA) and (b)
multivariate reconstruction (MV-R) SLA computed from 1993 to 2018. Color of
bubbles represent the tide gauge trend value.
Higher trends are observed in the eastern IO and parts of the southern IO. It
is encouraging to observe that the overall spatial trend patterns of the MV-R SLA
closely resemble spatial trend patterns of regional IO as observed from the AVISO
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SLA. In Figure 18b the color of the bubbles represents the trend value at each tide
gauge station. Prior to computing trends, the seasonal cycle and a GMSL trend
has been removed from the tide gauge data for the period between 1993 - 2018.
In general, trends computed from tide gauge stations that have more than 75% of
continuous uniformly varying SLA data tend to show a very good agreement to
MV-R SLA trends. A good example of some such tide gauge stations are those
along the Australian coast. On the other hand, tide gauge stations with short SLA
records, those containing long periods of missing data and an overall noncoherent
SLA variability are seen to be associated with trend estimates that disagree with the
MV-R SLA trends, the west coast of India being one such example. Overall, majority
of the tide gauge stations show a reasonably good agreement between the trends
computed at each tide gauge station and trends computed from the subsampled
MV-R SLA at the respective tide gauge location.
6.4.2 TREND MAP: 1958-2005
Results from the study of Nidheesh et al. (2017) suggest that there exists disagree-
ments in the inter-product SL consistency and coherence among various reconstructed
and reanalysis products specifically over the southwest tropical IO. Multi-decadal SL
trends over the tropical southwest IO show falling SL since the 1960s (Han et al.,
2010). This is observed in Figure 19 which shows a comparison of spatial trend maps
computed from the (a) MV-R, (b) H-R, (c) SODA and (d) ORAS5 for the common
time period of 1958 – 2005 over which the data overlap. Before computing spatial
trend maps the seasonal cycle and GMSL rise time series have been removed. To
make quantitative comparisons in Figure 19, spatially averaged trends are computed
over the boxed region (17°S - 5°S, 50°E - 85°E) which is situated in the thermocline
ridge of the southwest tropical IO. These trend values over the boxed region have
been listed in Figure 19. A falling SL trend is observed for the MV-R, SODA and
ORAS5 data (Figure 19a, c & d). However, the trend computed from H-R (Figure
19b) shows a rising SL trend value. Although magnitude of the trend in each box
over southwest tropical IO is different, there is no simple way to ascertain which
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data product best represents the IO SL variability. Nonetheless, the ability of the
MV-R to capture this falling SL trend over the southwest tropical IO represents a
significant improvement in reconstructed regional IO SL variability estimates when
compared to the reconstructed SL of H-R.
Figure 19. Spatial trend map computed from (a) multivariate reconstruction (MV-
R), (b) Hamlington et al. (2014a) (H-R), (c) SODA and (d) ORAS5 for the period
1958 - 2005. The boxed region is situated in the thermocline ridge of the southwest
tropical Indian Ocean and the value in each box represents the spatially averaged
trend value over the box.
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6.5 INDIAN OCEAN MEAN SEA LEVEL
The robustness of this MV-R technique lies in its capability of capturing variabil-
ity about a trend. This can be evaluated by the ability to reproduce the variability
observed in the IO mean sea level (MSL). The spatially averaged IO MSL computed
from the MV-R, H-R, AVISO, SODA and ORAS5 data over the IO is presented
in Figure 20. Before computing the MSL, the seasonal cycle and global mean SL
rise time series have been removed from the data. To focus on the ability of the
reconstruction to represent variability about a trend, MSL has been detrended and
smoothed by computing running means over one-year periods. In Figure 20, over the
more recent altimeter time period (1994 - 2008) for which all the datasets overlap,
MSL calculated from the MV-R has a very good agreement with the AVISO MSL
and shows a similar pattern of variability when compared to the MSL calculated
from ORAS5 data. MSL computed from H-R and SODA is seen to overestimate the
amplitude of IO MSL variability when compared to AVISO MSL.
Figure 20. Spatially averaged mean sea level computed from the multivariate recon-
struction (MV-R), Hamlington et al. (2014a) (H-R), AVISO, SODA and ORAS5 sea
level anomaly data over the Indian Ocean.
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Over the longer period for which the data overlap (1959 - 2005), the MV-R MSL
is observed to have highest correlation with SODA MSL (0.44), followed by ORAS5
(0.34) and H-R (0.33). As we go back in time, the similarities in the variability of IO
MSL between the SODA and MV-R begin to decrease and have the most difference
for the first half of the 20th century. Based on the good agreement with AVISO
MSL, the reduced variability of the MV-R IO MSL observed for the first half of the
20th century can be considered to be more realistic than the IO MSL computed from
SODA data. A good agreement between the AVISO MSL and MV-R MSL along with
similarities in the pattern of MSL variability between the MV-R and SODA MSL is
evidence that the MV-R technique is robust in representing variability about a trend.
These results further suggest that the MV-R technique shows an improvement in
representing the regional IO SLA variability over the SLA variability estimates from
H-R.
6.6 SEA LEVEL AND WIND
Sea level patterns in the IO are significantly influenced by wind. Given a gen-
eral understanding of the climatological wind pattern over the tropical IO (Chapter
2), one can use this understanding to derive SLA information purely based on the
dynamical response of the ocean to wind forcing. This will serve as an additional
test to check the reliability and help give more confidence to the estimates of MV-R
SLA. Using wind data, SLA response over the SCTR and eastern equatorial IO was
estimated and compared to the MV-R SLA averaged over those regions.
6.6.1 SEA LEVEL OVER SCTR
The SCTR situated in the southwest tropical IO (Chapter 2) is a region where the
thermocline shoals and is primarily a wind-driven feature. Coriolis force associated
with the south equatorial current (between 60°E-90°E, 10°S) drives a weak near-
surface southward flow producing upwelling over the SCTR. Thus the zonal integral
of Ekman pumping velocity computed along 10°S (60°E-90°E) should agree with the
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MV-R SLA averaged over the SCTR. This can be seen from Figure 21 which shows
the comparison of MV-R SLA averaged over the SCTR and the Ekman Pumping
Velocity (EPV) along 10°S (60°E-90°E) computed from ERA and NOAA20 winds.
The EPV and SLA curves are detrended, smoothed using a 1-year running mean
and normalized with their respective standard deviation before plotting in Figure
21. Please note that equation 9 (Section 4.6) was used to compute the EPV. When
the EPV is positive there is a divergence, water is pumped upwards and is associated
with upwelling (holds for both hemispheres). Upwelling in turn will result in lowering
of the SL. Thus, since a positive EPV is associated with negative SLA, to help better
visualize, I have multiplied the values of EPV by -1 in Figure 21.
Figure 21. Multivariate reconstruction (MV-R, black line) sea level anomaly (SLA)
was created by averaging over the Seychelles–Chagos Thermocline Ridge . The Ek-
man Pumping Velocity along 10°S (60°E-90°E) was computed using 10m u,v compo-
nent wind data (blue and red line).
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The correlation computed between MV-R SLA and EPV calculated from ERA
between 1980-2015 was found to be 0.68. Over the same period, correlations of MV-
R SLA and NOAA20 EPV was found to be 0.74. For the period between 1901-2015
the correlation was found to be 0.51 between MV-R and NOAA20. It is also very in-
teresting to note that during 1997-1998 IOD-ENSO event, the high SLA corresponds
to a negative EPV (note EPV in Figure 21 multiplied by -1), which is as a result of
downwelling in the SCTR induced by the Rossby wave propagation from the south-
east tropical IO. An overall good agreement in the variability of the MV-R SLA with
the EPV indicate that the MV-R SLA estimates over the southwest tropical IO are
reliable.
6.6.2 SEA LEVEL OVER EASTERN EQUATORIAL INDIAN OCEAN
Unlike over the Atlantic or Pacific Ocean, climatological winds over the equato-
rial IO are westerly. The dynamical response of the equatorial IO to the westerly
wind stress forcing is seen as a higher SL over the eastern equatorial IO. With this
understanding, the zonal surface wind stress averaged over the equatorial wind box
(3°S-3°N, 60°E-90°E) should then show an agreement with the MV-R averaged over
the eastern equatorial IO box (5°S-5°N, 80°E-95°E). The zonal wind stress was cal-
culated using equation 7 described in Section 4.6. Figure 22 shows the comparison
between MV-R SLA averaged over the eastern equatorial IO box and zonal wind
stress anomalies averaged over the equatorial wind box computed using ERA and
NOAA20 10m u,v component wind data. The zonal wind stress and SLA curves were
detrended, smoothed using a 1-year running mean and normalized with their respec-
tive standard deviations before plotting. In Figure 22 the MV-R SLA is seen to have
a good agreement with the zonal wind stress computed from ERA and NOAA20.
Over the longer time period of 1901-2015 the MV-R SLA has a correlation of 0.42
with the NOAA20 zonal wind stress. The correlation value increases to 0.55 over the
period between 1980-2015. Over the same period correlation between MV-R SLA
and ERA zonal wind stress was found to be 0.67.
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Figure 22. Multivariate reconstruction (MV-R, black line) sea level anomaly (SLA)
was created by SLA over eastern equatorial box (5°S-5°N, 80°E-95°E). Zonal wind
stress anomalies were computed and then averaged over equatorial wind box (3°S-
3°N, 60°E-90°E) using 10m u,v component wind data (blue and red line).
From Figure 22 observe that during the 1997-1998 IOD-ENSO event, negative
SLA is observed over the equatorial SL box which is primarily caused by the upwelling
equatorial Kelvin wave in response to the anomalous easterlies associated with IOD
and ENSO events. An overall good agreement between the SLA and zonal wind
stress is proof that the MV-R has reliable SLA estimates for the east equatorial IO.
6.7 DISCUSSION
With only three available IO tide gauge records before 1940, using a tide gauge-
only reconstruction technique is seen to heavily overestimate the PCTS (Figure 16)
and limits reliable estimates of IO SLA to only the second half of the 20th century.
MV-R on the other hand has been shown to have a significant improvement over the
more traditional tide gauge-only reconstruction technique. The addition of SST and
SLP in the MV-R helps it to estimate a more stable PCTS specifically for the first
half of the 20th century (Figure 16). Aside from being able to extend the SL record
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reliably back through time, SST and SLP help add information in the ocean interior
where there is typically no tide gauge data and supplements the SL measured along
the coast by tide gauges. This helps to greatly increase the overall quality of the
reconstructed SL estimates and can be observed by comparing Figure 17c & d. The
improvements made by using regionally computed IO basis functions can seen from
a comparison of Figure 17b & d. By using the MV-R framework and regional IO
basis functions a significant improvement in the reconstructed IO SLA estimates was
observed. This can be seen from comparison between Figure 17a & b wherein the
spatially averaged correlation coefficient of AVISO SLA was 0.79 with MV-R SLA
and 0.37 with H-R SLA. Similarities in the spatial trend patterns calculated from
the MV-R SLA and AVISO SLA seen from Figure 18 highlight the strength of the
MV-R technique in representing regional IO SLA trends. Tide gauge stations that
have a long continuous SLA record show a good correlation and have trend estimates
that are similar to the MV-R SLA subsampled at the respective tide gauge station.
An overall good comparison of IO SL variability and trends with the AVISO data
implies that MV-R technique will be fully capable to generate realistic IO SL trends
and variability for the 20th century. The ability of the MV-R to capture the falling SL
trend over the southwest tropical IO (Figure 19a) indicates a significant improvement
in regional IO SL estimates when compared to H-R. The SLA variability over the
SCTR and eastern equatorial IO is known to be driven by climatological wind forcing
and thus the SLA over these regions will be dominated by the dynamical response of
the ocean to wind forcing. MV-R SLA over both these regions are in good agreement
with the respective wind variability (Figure 21 & 22)
Through the results presented in this chapter it has been shown that the MV-
R technique is robust and particularly well suited to overcome the reconstruction
challenges imposed by the sparse spatio-temporal tide gauge sampling in the IO.
Using this MV-R technique, I have successfully reconstructed regional IO SLA for
the 20th century. MV-R provides improved IO SL variability estimates and a longer
temporal coverage in comparison to H-R. Perhaps the biggest advantage of using this
reconstruction technique is the ability to reliably estimate SLA back to 1900 which
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will enable future studies to shed more light on the IO internal climate variability
on interannual to decadal timescales. In the next chapter the MV-R will be used
to study and understand the dominant mode of internal climate variability over the
tropical IO. By removing the fraction of variability associated with internal climate
variability the underlying anthropogenic trend in the IO can be isolated. This will
help us gain valuable insights into the past, present, and future SL changes occurring
as a result of anthropogenic influences.
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CHAPTER 7
DOMINANT MODE OF INTERANNUAL SEA LEVEL VARIABILITY
OVER THE TROPICAL INDIAN OCEAN
7.1 INTRODUCTION
Annually, the tropics receive majority of the Earth’s incoming solar radiation
which causes the waters of tropical ocean to be generally warmer than other regions
of the global ocean. These warm tropical ocean waters have a crucial role to play in
modulating the Earth’s climate and large-scale global weather patterns. The tropical
oceans form an integral component of the internal variability of the global climate
system primarily due to its potential to harbor large interannual and longer term
variability (Newman et al., 2003; Tierney et al., 2015). Because of their high heat
content and ability to produce strong ocean-atmosphere coupling, tropical oceans are
capable of generating large anomalous coupled ocean–atmosphere phenomena which
are often associated with large changes in global oceanic and atmospheric circulation.
As a result, climate conditions regionally and at times even in remote regions are
influenced by the variability within tropical oceans (Yamagata et al., 2004). The
El Niño Southern Oscillation (ENSO) is one such example of a dominant coupled
ocean-atmosphere phenomena occurring on interannual time-scales which, although
originates in the tropical Pacific Ocean, has a strong footprint on global climate
(Alexander et al., 2002; Diaz et al., 2001).
The tropical Indian Ocean (IO) on the other hand, defined in the study as the
region bound by 20°N-20°S and 40°E-120°E (black box in Figure 2), has been long con-
sidered as a minor driver of global climate variability. With sea surface temperature
(SST) generally above 28◦C, the tropical IO however, exhibits a much weaker SST
variability when compared to tropical Pacific Ocean (Vinayachandran and Shetye,
1991; Feng and Meyers, 2003). Majority of the interannual-decadal scale variability
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occurs in the eastern equatorial IO and the western side of the basin in addition
to also experiencing a strong external forcing from the Pacific (Huang and Kin-
ter III, 2002). Climatologically, sea level (SL) in Seychelles–Chagos Thermocline
Ridge (SCTR, Hermes and Reason, 2008) is lower than compared to SL off the coast
of Java/Sumatra. However, during anomalous years this climatological SL pattern
reverses. The climate modes of Indian Ocean Dipole (IOD, Saji et al., 1999) and
ENSO have been linked to be the drivers of this reversed SL pattern (e.g., Zhang
and Han, 2020). Accompanying this reversal in climatological SL, are also changes
in the IO Walker circulation and water vapor transport. Convection is suppressed
over the southeast tropical IO and instead enhanced over western tropical IO (Cai
et al., 2013). This strongly influences the rainfall over IO rim countries (Saji et al.,
1999) in addition to modulating climate outside the IO region (Hoerling and Kumar,
2003; Lau et al., 2006).
In order to increase the accuracy of future regional SL trend projections made
using altimeter data, it is essential to identify and remove the component of SL
variability associated with IOD and ENSO events. This leads us to an interesting
question: What event dominates the interannual SL variability over the tropical IO?
The answer to this question is not trivial primarily because IOD and ENSO can
co-occur (concurrent event) making it very cumbersome to assess the tropical IO
SL response associated with individual climate modes. Furthermore, the number
of IOD or ENSO events that a study can use depends inherently on the length of
available SL dataset. By using the newly reconstructed temporally longer (∼100
year) multivariate reconstructed (MV-R) SL anomaly (SLA) dataset and cyclosta-
tionary empirical orthogonal functions (CSEOF), results presented in this chapter
specifically show that the dominant mode is associated with concurrent events. Using
MV-R SLA allows the inclusion of events from the first half of the 20th century while
CSEOF have the unique ability of capturing time-varying spatial patterns which in
turn allows us to identify oceanic (Rossby) wave propagation that has been shown
to be an integral component of IOD and concurrent event dynamics (Murtugudde
et al., 2000). Additionally the analysis also captures a trend mode that is likely
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associated with the increasing frequency in the occurrences of positive IOD events
(Cai et al., 2014). This could have important implications to not only regional but
global climate prediction as well.
7.2 SEA LEVEL RESPONSE TO CLIMATE MODES
Figure 23. (a) Spatial pattern associated with the first empirical orthogonal function
mode of multivariate reconstruction (MV-R) sea level anomaly (SLA) showing spatial
characteristics of a dipole. (b) December, January, February (DJF) average value of
MV-R principle component time series (PCTS) 1 and Nino3.4 index. (c) September,
October, November (SON) average value of MV-R PCTS 1 and Dipole Mode Index.
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Statistical decompositions are an invaluable asset to help assess the response of a
climate variable to forcing by climate modes, Empirical Orthogonal Functions (EOF)
being one of the most widely used technique (Lorenz, 1956; Kutzbach, 1967; North,
1984; Klein et al., 1999; Wallace and Thompson, 2002; Ashok et al., 2007).
By comparing principal component time series (PCTS) to climate indices, one
can determine if the EOF mode is related to a particular climate mode. The loading
vector (LV) of the respective EOF mode can then be used to infer the spatial response
associated with the climate mode. Figure 23 is the first EOF mode of MV-R SLA
(detrended and seasonal cycle removed) over the tropical IO. The PCTS in Figure
23 shows a high correlation to both IOD and ENSO indices leading us to conclude
that this mode is related to both IOD and ENSO climate modes. This is not a new
result and has been shown by many previous studies (e.g., Han et al., 2019). Further,
if this mode is related to both IOD and ENSO then the spatial pattern would imply
that both the IOD and ENSO produce a similar spatial response in SL. However,
this is not the case and can be shown by using composite maps.
To understand the SL response associated with IOD and ENSO events a simple
method is to plot composite maps. Note that only positive IOD and ENSO (pIOD,
pENSO) events have been considered and event years have been identified in Sec-
tion 3.7. A composite map of a particular event represents the average SL response
created by computing mean of all individual event years. Figure 24 shows the com-
posite maps associated with pIOD, pENSO and concurrent (CC) events. In order to
highlight seasonality associated with these events, 3-month averages were computed
beginning in June of the year of the event and labeled as JJA(0) in Figure 24 (upper
right corner). For pIOD composite, negative SLA off the Java/Sumatra appear in
JJA(0) and intensify in SON(0) signaling the response of SLA to the initiation and
intensification of a pIOD event. Positive SLA occupy large parts of the central and
southwestern tropical IO from SON(0) to D(0)JF(1).
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Figure 24. Composite map for positive Indian Ocean Dipole (1923, 1941, 1961, 1963,
1967, 1987, 1994, 2006 and 2011), positive El Niño-Southern Oscillation (1911, 1930,
1940, 1957, 1965, 1976, 1986, 1991 and 2009) and concurrent (1902, 1918, 1925, 1972,
1982, 1997, 2002 and 2015) event years computed using multivariate reconstruction
(MV-R) sea level anomaly data. Each panel represents 3-month average (beginning
in June) where in (0) denotes the year of the event and (1) denotes the year following
the event.
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During MAM(1), positive SLA appear off the Java/Sumatra coast indicating
gradual return of SLA to its climatological state. In case of a pENSO composite,
negative SLA off Java/Sumatra coast appear in JJA(0) and switches back to positive
SLA only in JJA(1). Over southcentral and southwestern tropical IO, positive SLA
associated with pENSO intensifies in D(0)JF(1) and persists till MAM(1).
SLA off Java/Sumatra coast appears to respond very similarly to both pIOD and
pENSO. However, this is not the case with regard to positive SLA seen over south-
central and southwestern tropical IO. Positive SLA associated with pIOD appears
to be restricted to north of 10◦S which is not the case for pENSO. Thus, it is ev-
ident that although pIOD and pENSO influence similar regions of the tropical IO,
the SLA pattern forced is spatially different specifically during their peak months
(SON(0) for IOD and D(0)JF(1) for ENSO). CC event composite on the other hand
shows a spatial pattern that appears to be a superposition of pIOD and pENSO albeit
with stronger amplitudes. Positive SLA in southcentral and southwestern tropical IO
associated with CC composite are not restricted to 10◦S and persists till MAM(1).
Overall, it is important to notice that CC events force the strongest response in SLA
spatial pattern that is essentially opposite to that of the prevailing climatology and
appears to dominantly persist for more than 6-months SON(0) – MAM(1).
Although analyzing composite maps can be used to infer the mean spatial SLA
pattern associated with the pIOD, pENSO and CC events, there exist differences in
the spatial pattern between individual event years. Figure 25 shows spatial corre-
lation between individual events and respective composite map clearly highlighting
SLA spatial variability that exists between the individual pIOD and pENSO events
and their respective composite map. This suggests that each individual pIOD and
pENSO event produces a SL pattern that is not spatially uniform when compared
from one event year to another. It is interesting to note that with the exception
of 1925, individual CC event maps show a good agreement to CC composite map
indicated by overall higher spatial correlation coefficients.
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Figure 25. Spatial correlations between an individual event year and its respective
composite event map (as in Figure 24). The correlation was computed over a 10-
month period beginning in June (year of event) to March (year following the event).
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Broadly, these results suggest that the use of composite maps may not be opti-
mal for inferring the mean SLA pattern associated with pIOD and pENSO events.
Further, since the peak of IOD and ENSO are only separated by a couple of months,
perhaps using a stationary LV as in the case of EOF may not be ideal.
7.3 DOMINANT MODE OVER TROPICAL INDIAN OCEAN
Since ENSO and IOD are phase locked to the evolution of the annual cycle the
time varying property associated with CSEOF LV presents a unique new lens for
viewing the evolution of such signals. Because the CSEOF decomposition was done
using a 2-year nested cycle each mode is associated with 24 spatial patterns that are
periodic across the nested cycle. In order to highlight the spatial pattern associated
with peaking of pIOD and pENSO events, 3-month average of LVs were computed.
Figure 26 shows 3-month average CSEOF mode 1 of MV-R SLA (detrended and
seasonal cycle removed). Spatial patterns (specifically SON and DJF) resemble evo-
lution of a dipole like SLA structure that appears to be very similar to CC composite
(Figure 24). Although one could argue that this mode also bears some resemblance
to pIOD composite (and to a lesser degree to pENSO), mode 1 PCTS is observed
to capture all concurrent events (except 2002) which could be an indication that the
spatial pattern associated with the dominant CSEOF mode is actually capturing CC
event evolution.
An integral component of the tropical IO oscillating system is propagation of
oceanic waves (e.g., Masumoto and Meyers, 1998). During pIOD, pENSO or CC
events in response to equatorial IO winds switching direction, an equatorially trapped
upwelling Kelvin wave is set off that is then radiated into the eastern IO and serves
to lower SL over parts of eastern tropical IO, Bay of Bengal and Java/Sumatra coast.
Contrastingly in southeast tropical IO, an off-equatorial downwelling Rossby wave
is generated which then propagates westward and plays a major role in deepening
the thermocline and raising SL over parts of central and southwestern tropical IO
(Murtugudde et al., 2000).
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Figure 26. Cyclostationary Empirical Orthogonal Function (CSEOF) mode 1 ob-
tained from the decomposition of multivariate reconstruction (MV-R) sea level
anomaly data. Since the CSEOF was done with a nested cycle of 2-years, each
mode is associated with 24 periodic spatial patterns. 3-month averages were com-
puted to highlight seasonality. The red stars in the principle component time series
indicate concurrent event years.
As seen from the composite maps, SLA off Java/Sumatra coast appears to show
a similar spatial SLA response to pIOD, pENSO and CC events albeit with different
amplitudes. This, however, is not the case with the positive SLA in the southcentral
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and southwestern tropical IO forced remotely by off equatorial Rossby waves gen-
erated in southeast tropical IO. Results from the study of Yu et al. (2005) suggest
that positive SLA associated with the propagation of Rossby waves in response to
IOD events are prominent above 10◦S while those associated with ENSO are not
restricted to but prominent below 10◦S and is broadly visible in Figure 24. Thus, by
analyzing initiation time and Rossby wave propagation in Figure 26, it is possible to
affirm which event the dominant CSEOF mode is actually capturing.
Figure 27. Time-longitude diagram computed using Cyclostationary Empirical Or-
thogonal Function mode 1.
To evaluate Rossby wave propagation over the southern tropical IO, time-longitude
diagrams for the CSEOF mode 1 LVs were computed (for three latitude bands 5◦S-
10◦S, 10◦S-15◦S & 15◦S-20◦S) and presented in Figure 27. The positive (red) SLA
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seen in all three latitude bands (in Figure 27) represent the propagation of a down-
welling Rossby waves. Based on the results of Yu et al. (2005), presence of Rossby
waves in all three latitude bands implies that Rossby waves were forced by both IOD
and ENSO thus associated with CC events. To confirm this, time-longitude diagram
for CC event years (Figure 28), pIOD event years (Figure 29) and pENSO event years
(Figure 30) were also computed. Spatiotemporal features of Rossby waves captured
in the CC event time-longitude diagram are remarkably similar to CSEOF mode 1
time-longitude diagram albeit with larger amplitude. However, time-longitude dia-
grams for pIOD and pENSO do not appear resemble spatiotemporal features seen in
CSEOF mode 1 time-longitude diagram.
Figure 28. Time-longitude diagram computed for concurrent event composite (1902,
1918, 1925, 1972, 1982, 1997, 2002 and 2015).
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Figure 29. Time-longitude diagram computed for positive Indian Ocean Dipole event
composite (1923, 1941, 1961, 1963, 1967, 1987, 1994, 2006 and 2011).
Figure 30. Time-longitude diagram computed for positive El Niño-Southern Oscilla-
tion event composite (1911, 1930, 1940, 1957, 1965, 1976, 1986, 1991 and 2009).
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Figure 31. Spatial correlations between Cyclostationary Empirical Orthogonal Func-
tion reformed mode 1 and individual event year sea level anomaly. The correlation
was computed over a 10-month period beginning in June (year of event) to March
(year following the event).
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Furthermore, if CSEOF mode 1 indeed represents CC event evolution then, in
theory if mode 1 is reformed (LV*PCTS), it should be able to broadly represent the
spatial structure associated with concurrent event evolution. This has been checked
by computing spatial correlation between the reformed CSEOF mode 1 and individ-
ual event year SLA, and presented in Figure 31. The reformed CSEOF mode 1 is
capable of representing all CC events fairly well except for 1925 and 2002. Inter-
estingly, pIOD years of 1963, 1994, 2006 and to some extent pENSO year of 1957
show high spatial correlations over west and east tropical IO. It should be noted that
these events will be considered CC events if thresholding of +1 standard deviation
(in Figure 4) is lowered.
This spurs an interesting question in that, what constitutes an appropriate thresh-
old value? This is an important question as it forms the basis for classifying events
that are used in plotting of composite maps. The sensitivity to thresholding is fur-
ther exacerbated given that there are only a limited number of events to work with.
Incorrect classification of events could lead to misrepresentation of event features
inferred from composite maps. Statistical decompositions appear to be more robust
for identifying events, provided the physical mode has been interpreted, and could
have an important application in future SL prediction.
7.4 TREND MODE ASSOCIATED WITH INDIAN OCEAN DIPOLE
- EL NIÑO SOUTHERN OSCILLATION EVENTS
The study of Ihara et al. (2008) categorized IOD as showing three regimes. In
the early 20th century frequent negative IOD associated with negative ENSO events
were prominent. During 1920 - 1949 the study reported the presence of weak pIODs
which were relatively independent from pENSO. This was followed by a period of
frequent and strong pIODs associated with pENSO events (CC) during 1960 - 2004.
The second CSEOF mode of MV-R SLA (detrended and seasonal cycle removed)
appears to agree with these regimes and captures a trend in SLA that is likely a
response to the increase in CC events over the 20th century.
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Figure 32. Cyclostationary Empirical Orthogonal Function mode 2 obtained from the
decomposition of multivariate reconstruction (MV-R) sea level anomaly data. Since
the CSEOF was done with a nested cycle of 2-years, each mode is associated with 24
periodic spatial patterns. 3-month averages were computed to highlight seasonality.
In Figure 32, the PCTS before 1940 is mostly below zero indicating that spatial
patterns will prominently show an SLA pattern associated with negative IOD and
negative ENSO (higher SLA off Java/Sumatra and lower over southwestern tropical
IO). From 1940 to 1960 the PCTS fluctuates between negative and positive and
beyond 1960 there appears to be a clear increasing trend with PCTS being mostly
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positive. Based on the SON and DJF SLA spatial patterns in Figure 32, this increase
in PCTS after 1960 is likely related to the increase in occurrence of CC events.
Interestingly, when CSEOF mode 1 and 2 were reformed together, the reformed mode
was capable of representing the evolution of CC much better and can be seen from
the increase in overall spatial correlation (Figure 33) for CC events. Furthermore,
this reformed mode is now capable of representing events of 1925 and 2002.
7.5 DISCUSSION
Climate modes of IOD and ENSO dominate the majority of the interannual SLA
variability and drive reversals of climatological SLA over tropical IO. The dominant
EOF mode of SLA over tropical IO is known to be associated with both IOD and
ENSO implying that both drive the same spatial SLA pattern as specified by the
EOF LV. However, this is not the case as IOD peaks in SON while ENSO peaks in
DJF and are both associated with slightly different spatial SLA patterns (Figure 24).
CC events drive an SLA pattern with amplitudes much larger than individual pIOD
and pENSO causing tropical IO SLA to persist opposite to prevailing climatology for
more than 6-months. It is important to note that the goal of this chapter is not to
assess the independence of IOD from ENSO, rather understand why the dominant
EOF mode is related to both IOD and ENSO.
Unlike EOF, CSEOF has the ability to capture time-varying spatial patterns
(CSEOF LV are periodic within a defined nested cycle) presenting a unique oppor-
tunity to highlight seasonality associated with LVs. Results from using CSEOF on
the temporally longer (∼100 year) MV-R SLA dataset indicate that tropical IO SLA
variability is dominated by both IOD and ENSO via a CC event (Figure 26). This
result was quantified by comparing spatiotemporal Rossby wave signatures in the
southern tropical IO associated with CSEOF mode 1 and CC events (Figure 27 &
28).
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Figure 33. Spatial correlations between Cyclostationary Empirical Orthogonal Func-
tion reformed mode 1 + mode 2 and individual event year sea level anomaly. The
correlation was computed over a 10-month period beginning in June (year of event)
to March (year following the event).
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Using only CSEOF mode 1 spatial SLA patterns of all CC events (except 1925 and
2002) were able to be reconstructed further confirming that the dominant CSEOF
mode captures the evolution of CC events. This helps to bring context to the EOF
result and explains why PCTS of the dominant EOF mode of tropical IO SLA shows
a high correlation to both IOD and ENSO indices. Some of the events classified
as pIOD (1963, 1994 and 2006) and pENSO (1957) could be classified as CC if the
threshold of +1 standard deviation is lowered (in Figure 4) and is reflected by the
ability of CSEOF mode 1 to be able to broadly reconstruct SLA spatial patterns
associated with these events (Figure 31). Sensitivity to thresholding in classification
of events adds significant complexity when trying to find SLA pattern associated
with pIOD and pENSO events. Perhaps, developing indexes based on statistical
decompositions could potentially be a more robust method for identifying events
and should be explored in future research.
PCTS of CSEOF mode 2 (Figure 32) captures an increasing trend beginning in
the early 20th century and spatial patterns associated with this mode suggest that this
trend is the SLA response associated with increase in frequency of pIOD occurrences.
Interestingly, when CSEOF mode 1 and 2 are reformed together, the reformed mode is
capable of representing CC events of 1925 and 2002 along with better representation
of other CC event years SLA, indicated by increase in spatial correlation in Figure
33. Of particular interest is the increase in occurrence of CC events after 1960 as CC
events drive a much stronger tropical IO SLA response compared to individual IOD
and ENSO. In response to greenhouse gas warming studies project that 21st century
pIOD will be more frequent and extreme implying much stronger CC events. Results
from our study show CC events being the dominant driver of tropical IO interannual
SL variability with an increasing trend from 1960. This suggests that estimates
of CC events will form an integral component to help improve future regional SL
predictions. Additionally, an accurate representation of SLA variability associated
with CC events is vital to help uncover the underlying anthropogenic SL component
from the rather short altimeter record. Collectively these estimates will form a crucial
component in planning effective 21st century adaptation and mitigation strategies for
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Warming of the global ocean has triggered sea level rise in the Indian Ocean
primarily due to thermal expansion and threatens to permanently damage coastal
infrastructure and ecosystems of the densely populated low-lying islands and coastal
zones of the Indian Ocean rim countries. Detecting sea level change in the Indian
Ocean is hindered by the spatiotemporally sparse observational record which can be
characterized primarily by tide gauges that are sparsely distributed and the majority
of which have data only after 1960. Policy makers require an accurate estimate of sea
level trends at a regional scale to effectively aide adaptation and mitigation efforts
for the Indian Ocean rim countries facing a threat from sea level rise. However,
regional Indian Ocean sea level, although influenced by global mean sea level, is not
spatially uniform. Since tide gauges are unable to sample the ocean interior, trend
estimates of sea level computed from the sparse tide gauge record will be significantly
influenced by variability along the coast. This will result in an incomplete picture of
sea level variability and cause a large uncertainty associated with the trends. Satellite
altimetry on the other hand is an excellent source of spatially dense continuous,
accurate and near-global sea level data. However, due to its relatively short (∼27
year) data record, trends calculated using altimeter data are heavily influenced by
modes of internal variability on interannual to decadal timescales. To isolate the
underlying anthropogenic sea level trend from the altimeter data record it is vital to
accurately identify and extract the component of sea level associated with internal
variability which in turn requires long (∼100 years) sea level data records. However,
all the existing temporally long datasets (reconstructions, reanalysis, thermosteric sea
level) show inter product dissimilarities over the Indian Ocean making it cumbersome
to quantify the component of internal sea level variability.
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The primary goal of this research was to supplement the sea level data record with
a more reliable sea level dataset specifically for the Indian Ocean. Further, since the
ultimate goal is an improved representation of sea level variability, the method of
sea level reconstructions was chosen as it has been proven to be effective for recon-
structing variability. A sea level reconstruction combines satellite altimetry derived
basis functions with historic sea level from tide gauges to produce a spatiotemporally
dense dataset. Tide gauge data thus forms an integral component of the sea level
reconstruction process. Due to its spatially sparse and temporally gappy nature,
data from not all the tide gauges can be used and instead tide gauges have to be
selected. Based on vertical land motion estimates, two sets of tide gauge selection
criteria were developed and used in a tide gauge only reconstruction. Reconstructed
sea level created using the Glacial Isostatic Adjustment corrected tide gauge set was
found the have better estimates of Indian Ocean sea level variability than compared
to the Global Positioning System corrected tide gauge set. A list of this discreet set
of tide gauges can be found in Chapter 5. Currently, all available reconstructions are
global and Indian Ocean regional sea level variability is not well represented in these
reconstructions. By computing basis functions over the Indian Ocean only, regional
variability in the Indian Ocean was found to be better represented which would oth-
erwise be smoothed over by globally computed basis functions. The regional Indian
Ocean reconstruction was shown to have a significant improvement in sea level vari-
ability estimates than compared to an existing global reconstruction highlighting the
importance of using regionally computed basis functions.
Since the study of internal variability on interannual-decadal scales demands long
(∼100 years) data records, traditional sea level reconstruction approaches are not well
suited to reconstruct data over the first half of the 20th century. With only 3 available
tide gauges before 1950, Indian Ocean sea level estimates for the early 20th century
obtained from a tide gauge only reconstruction technique are not reliable. Climate
variables in the Earth’s climate system are often connected to each other and can also
be influenced by a common physical process and large-scale climate modes. Thus,
information from other climate variables can be leveraged to supplement the lack
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of historical tide gauge data specifically in the Indian Ocean. A new multivariate
reconstruction (MV-R) framework was developed that allows the input of multiple
climate variables to help improve reconstructed sea level estimates. For the current
research, the MV-R technique uses sea level pressure and sea surface temperature
in addition to sea level to help reconstruct reliable estimates of 20th century Indian
Ocean sea level. The use of sea level pressure and sea surface temperature data helps
to constrain basin-wide sea level variability by (1) the removal of large spurious
signals caused as a result of insufficient tide gauge data specifically during the first
half of the 20th century (2) through its information on large-scale climate modes
such as El Niño-Southern Oscillation (ENSO) and Indian Ocean Dipole (IOD) and
(3) adds information about variability over the open ocean (over which tide gauge
data is very sparse). The MV-R provides robust sea level variability estimates going
back to the beginning of the 20th century. A thorough validation of this dataset has
been provided in Chapter 6.
The temporal length and robust regional sea level variability estimates makes
the MV-R dataset extremely favorable for its use in advancing the understanding
of Indian Ocean internal variability on interannual-decadal scales. For this research,
the dominant mode of interannual sea level variability over the tropical Indian Ocean
was investigated. Based on Empirical Orthogonal Function (EOF) decomposition of
existing sea level datasets over the tropical Indian Ocean, studies suggest that the
dominant EOF mode is associated with both IOD and ENSO. Results in Chapter
7 specifically show that the dominant mode of interannual sea level variability over
the tropical Indian Ocean is associated with concurrent (IOD-ENSO) event. By
using the temporally longer (∼100 year) MV-R dataset, more number of IOD and
ENSO events (first half of the 20th century) can be included. Additionally the use
of Cyclostationary Empirical Orthogonal Function (CSEOF) presents a unique new
lens for identifying and capturing seasonality associated with IOD and ENSO events.
Together, the MV-R and CSEOF helps to bring out a cleaner separation of the sea
level variability associated with these events. Identification of concurrent events as
the dominant mode helps to bring context to the EOF result and explains why the
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principal component time series of the dominant EOF mode shows a high correlation
to both IOD and ENSO indices. Furthermore, results in Chapter 7 capture a trend
mode that appears to be the sea level response to the increasing frequency in the
occurrences of positive IOD events over the 20th century. Studies project that 21st
century positive IOD will be more frequent and extreme in response to greenhouse
gas warming. This implies concurrent events will be much stronger and have a larger
role to play in modulating 21st century sea level in the Indian Ocean. Concurrent
events drive a much stronger sea level response than compared to individual IOD and
ENSO events, forcing sea level patterns opposite to prevailing climatology over large
parts of tropical Indian Ocean and persist for beyond 6-months. Thus, identifying
and extracting the component of variability associated with concurrent events, from
the altimeter record, will likely help improve projections of future sea level over the
Indian Ocean.
8.2 SIGNIFICANCE OF RESEARCH
Low-lying coastal zones in India, Bangladesh, China, Vietnam and Indonesia
are at risk due to sea level rise which threatens the livelihood of an estimated 350
million people living in these regions. In order to limit the socio-economic impacts
associated with sea level rise, accurately identifying, understanding and projecting
sea level changes in the Indian Ocean is extremely important. However, due to short
and sparse historical sea level data record major gaps remain in our understanding
of sea level variability in the Indian Ocean. By employing a multivariate approach,
results shown via this research provides a unique new way to overcome these sampling
challenges. Perhaps the most significant outcome of this research is creation of the
MV-R framework which represents a significant advancement in the reconstruction
of sea level variability. MV-R technique has proven to be especially effective for
a tide gauge deficient region like the Indian Ocean. This is the first attempt at
regionally reconstructing sea level data for the Indian Ocean and has been shown to
provide robust 20th century Indian Ocean sea level variability estimates. Due to its
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temporally long length, the MV-R data is ideal for studies investigating interannual-
decadal sea level variability and could potentially help resolve the disagreements on
the relationship between Indian Ocean sea level and internal variability that exists
in the current literature.
As an example, this research used the MV-R sea level data to understand the
dominant mode of interannual sea level variability over the tropical Indian Ocean
and found it to be associated with concurrent IOD-ENSO events. This has helped
bring context to the EOF results of existing studies and highlights the importance
of concurrent events over individual IOD and ENSO events. The analysis also cap-
tured an increasing sea level trend likely associated with the increase in positive IOD
frequency over the second half of the 20th and into the 21st century. By accurately
identifying and removing the component of sea level associated with this trend from
the altimeter record, future Indian Ocean sea level trends can be projected with sig-
nificantly lesser uncertainty. This will directly benefit the policy makers who require
accurate estimates of regional trends. Only with a long, consistent sea level record
(in addition to other climate variables) is it possible to gain such an understanding.
The results presented in this research will help to improve the understanding of the
dynamics of internal and anthropogenic sea level change which is essential for un-
derstanding the dynamic pathways that link the Indian Ocean basin to terrestrial
climates world-wide. Finally, with an improved representation of internal sea level
variability and by comparing the current state of sea level to past states, we will
gain valuable insights into how sea level has changed as a result of anthropogenic
influences and how it may change or continue to change in the future. This will
in turn help predictions of future Indian Ocean SL and better aid adaptation and
mitigation efforts in the densely populated countries that border the Indian Ocean
which face a threat from sea level rise.
8.3 FUTURE WORK
Having isolated the dominant mode of interannual variability over the tropical
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Indian Ocean, an immediate next step would be identifying and removing this vari-
ability from the altimeter record. This would yield interesting insights into the nature
of Indian Ocean sea level rise and could possibly lead to identification of regional sea
level hot-spots in the Indian Ocean. Although the work presented here represents a
significant advancement in reconstructing Indian Ocean sea level variability, signifi-
cant improvements to the MV-R technique can still be made. For example, adding
additional climate variables like rainfall and wind data into the MV-R could prove
to be advantageous given that the Indian Ocean is strongly influenced by monsoons.
While the research presented here evaluated only two sets of tide gauge selection
criteria, it may be worthwhile for future studies to improve upon and develop addi-
tional tide gauge selection criteria. As an example, regional clustering of tide gauges
could be avoided in future research. It will be interesting to perform the analysis
described in the study of Ezer and Dangendorf (2020) to evaluate the sea level vari-
ability over the 20th century associated with the Agulhas current and Indonesian
Throughflow which serve as a major pathway connecting the waters of the Indian
Ocean to the Atlantic and Pacific Ocean. In this research, the influence of ENSO has
only been considered using the Niño3.4 index. It will however be interesting to assess
the impact of Eastern vs Central Pacific El Niño on the Indian Ocean using MV-R
sea level dataset. Taking advantage of the temporal length of the MV-R dataset,
decadal-multidecadal sea level variability in the Indian Ocean, which we currently
have a very limited understanding on, can now be investigated. These results could
help provide important answers to many open questions regarding Indian Ocean sea
level variability and its influence on regional as well as global climate.
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CC - Concurrent events
CSEOF - Cyclostationary Empirical Orthogonal Function
DMI - Dipole Mode Index
ENSO - El Niño-Southern Oscillation
EOF - Empirical Orthogonal Function
EPV - Ekman Pumping Velocity
GIA - Glacial Isostatic Adjustment
GMSL - Global Mean Sea Level
GPS - Global Positioning System
IO - Indian Ocean
IOB - Indian Ocean Basin
IOD - Indian Ocean Dipole
IPO - Interdecadal Pacific Oscillation
ISM - Indian Summer Monsoon
LV - Loading Vector
MAC - Modulated Annual Cycle
MSL - Mean Sea Level
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MV-R - Multivariate Reconstruction
PCTS - Principle Component Time Series
PSMSL - Permanent Service for Mean Sea Level
RLR - Revised Local Reference
SCTR - Seychelles–Chagos Thermocline Ridge
SDP - Subtropical Dipole Pattern
SL - Sea Level
SLA - Sea Level Anomaly
SLP - Sea Level Pressure.
SST - Sea Surface Temperature.
TGgia - Tide Gauge set corrected using GIA rates
TGgps - Tide Gauge set corrected using GPS rates
TG - Tide Gauge
VLM - Vertical Land Motion
pENSO - Positive El Niño-Southern Oscillation
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