Inspired by the dynamic complementarity problem introduced by Mandelbaum, we define several matrix classes in terms of some integral conditions and discuss their connection with the existing class of strictly semicopositive matrices in linear complementarity theory. Using a time-stepping approximation scheme, we establish the existence of an integrable solution to a class of index-one linear complementarity systems (LCSs) involving these matrices, and that such a solution is 'short-time' unique if the initial state belongs to a semiobservable cone defined in the recent paper (IEEE Trans. Autom. Control 2007, in press). In contrast to the existing well-posedness theory for the LCS, our result is based on a well-known matrix property that has not been used in the LCS literature before.
INTRODUCTION
Matrix classes play an important role in linear complementarity theory. A variety of such classes have been employed to characterize fundamental solution properties of the linear complementarity problem (LCP), including feasibility, existence (i.e. solvability), and various kinds of uniqueness. For our purpose in this paper, we mention particularly the P-matrices, the S-matrices, and the (strictly) semicopositive matrices. We refer the reader to the monograph [1] for detailed descriptions of these matrix classes and their roles in LCP theory, see also [2] . (Note on a nomenclature: a (strictly) semicopositive matrix is traditionally called a (strictly) semimonotone matrix; since these matrices bear a closer connection to a copositive matrix thanforward-time non-Zeno property [3] . For existence, the main tool we will employ is a timestepping numerical scheme whose convergence will be established by borrowing from the results in the recent paper [23] that pertains to a differential variational inequality, the latter being a generalization of the LCS. For uniqueness, we will impose a certain semiobservability condition on the initial state, the latter property being recently introduced in [19] and subsequently refined in [17] for the study of observability of the LCS. Underlying both issues is a semicopositivity restriction of the LCS and its related reformulations in an integral form that resembles the 'convolution complementarity problem' introduced most recently by Stewart [24] .
The remainder of the paper is organized as follows. In Section 2, we review some basic matrix classes in LCP theory and formally define the LCS and the DCP. Section 3 shows solution uniqueness of a DCP with a strictly semicopositive (SSC) defining matrix under non-negative excitation. We next introduce in Section 4 some matrix properties defined in terms of integrals, discuss their equivalences, and establish a key uniqueness result, Proposition 6, which is the cornerstone for solution existence and uniqueness of a special class of the LCS treated in the last section.
PRELIMINARY DISCUSSION
We begin by summarizing some well-known results for the standard LCP in finite dimensions; see Reference [12] for the review below. Given a vector q 2 R n and matrix M 2 R nÂn ; the LCP ðq; MÞ is to find a vector z 2 R n such that
where the notation ? means perpendicularity. In this paper, we are particularly interested in the class of SSC matrices M which are defined by the following implication:
where the notation 8 means the Hadamard product; i.e. a 8 b is the vector whose components are the componentwise products of the two vectors a and b: The class of SSC matrices is very broad and includes the class of P-matrices, which are characterized by the following implication:
The fundamental role of the class of P-matrices in LCP theory is the following universal existence and uniqueness result: the LCP ðq; MÞ has a unique solution for all vectors q 2 R n if and only if M is a P-matrix. There is a similar characterization of the class of SSC matrices. Namely, the LCP ðq; MÞ has a unique solution for all non-negative vectors q 2 R n if and only if M is SSC. Clearly, a matrix M is SSC if and only if a constant s > 0 exists such that 
Another characterization of an SSC matrix is in terms of a completely S-property. Specifically, M 2 R nÂn is an S-matrix if a vector z50 exists such that Mz > 0: In terms of the LCP, it is easy to see that M is an S-matrix if and only if the LCP ðq; MÞ is feasible (i.e. a vector z50 exists satisfying q þ Mz50) for all q 2 R n : It is known that M is an SSC matrix if and only if it is completely S, i.e. M and all its principal submatrices are S-matrices. Moreover, if M is SSC, then so is its transpose.
For a given T > 0; which is fixed throughout the paper, let AC n ½0; T denote the class of absolutely continuous functions x : ½0; T ! R n and let I m þ ½0; T denote the class of integrable functions u : ½0; T ! R m þ ; i.e. u50 almost everywhere on ½0; T and R T 0 kuðtÞk dt51: Being absolutely continuous, a function x 2 AC n ½0; T has a derivative ' xðtÞ for almost all t 2 ½0; T: Let AC n 1þ ½0; T be the subclass of functions x 2 AC n ½0; T with ' xðtÞ50 for almost all t 2 ½0; T: Defined by a tuple of matrices ðA; B; C; DÞ; where A 2 R nÂn ; B 2 R nÂm ; C 2 R mÂn and D 2 R mÂm ; and an initial state x 0 2 R n ; the LCS ðA; B; C; D; x 0 Þ is to find functions x 2 AC n ½0; T and u 2 I m þ ½0; T such that for almost all t 2 ½0; T; ' xðtÞ ¼ AxðtÞ þ BuðtÞ 0 4uðtÞ ? CxðtÞ þ DuðtÞ50
Note that in this definition, we restrict the solution class of the state x to be AC n ½0; T and that of the algebraic variable u to be I m þ ½0; T: Such a pair ðx; uÞ is called a weak solution of the LCS. In contrast, Mandelbaum [12] defined the DCP as follows. Let D n denote the space of n-dimensional right-continuous-left-limit functions on ½0; 1Þ and D n fv 2 D n : vð0Þ ¼ 0; vðtÞ is non-decreasing in t50g: For a given function q 2 D n with qð0Þ50; the (continuoustime) DCP ðq; MÞ is to find v 2 D n such that qðtÞ þ MvðtÞ50 for all t50 and P n i¼1 R 1 0 ðqðtÞþ MvðtÞÞ i dv i ðtÞ ¼ 0: It is shown in [12] is the zero function, where B is the Borel s-field in R þ :
While the condition in the last result is more like the P-property (2) than the SSC condition (1) (because there is no sign restriction on the function v), it motivates the definition of several matrix properties in terms of integrals, which we will introduce in Section 4. Incidentally, Mandelbaum has noted that every matrix satisfying the condition in the second result must be a P-matrix, but there are 2 Â 2 P-matrices that fail this condition. Bernard and El Kharroubi [25] also constructed a non-uniqueness example where the defining matrix is a non-negative P-matrix.
Subsequently, it will be useful for us to speak of the restricted-time DCPðq; M; b tÞ for a given q in AC n ½0; T and a scalar b t 2 ð0; T as the problem of finding a function v 2 AC n 1þ ½0; T with vð0Þ ¼ 0 such that qðtÞ þ MvðtÞ50 for all t 2 ½0; b t and R b t 0 ' vðtÞ T ðqðtÞ þ MvðtÞÞ dt ¼ 0: Note that since both ' vðtÞ and qðtÞ þ MvðtÞ are non-negative on ½0; T; the former almost everywhere, we have For the 'only if' statement, it suffices to show the uniqueness of the solution. We prove this by induction on n: Let M be an SSC matrix of order n; let qðtÞ be a non-negative continuous function satisfying property (A), and let vðtÞ be a solution of the DCP þ ðq; MÞ: When n ¼ 1; M is a positive scalar m and vðtÞ is a real-valued function. Thus for any t 2 ½0; 1Þ;
This implies that vðtÞ 0 everywhere. To prove the uniqueness for general n; we first show that (a) an e > 0 exists such that vðtÞ 0 for all t 2 ½0; e:
For notational convenience, let wðtÞ :¼ qðtÞ þ MvðtÞ: Clearly, wðtÞ is non-negative and continuous for all t50: Consider two cases:
Case 1: q i ð0Þ > 0 for some index i: In this case, we have w i ð0Þ ¼ q i ð0Þ > 0: Hence by continuity, an e > 0 exists such that w i ðtÞ > 0 on ½0; e: Therefore, ' v i ðtÞ ¼ 0 for almost all t 2 ½0; e; which implies, since v i ð0Þ ¼ 0; that v i ðtÞ ¼ 0 on ½0; e: Letting y ¼ f1; . . . ; ng\fig; we deduce that the n-dimensional DCP þ ðq; MÞ is reduced to the ðn À 1Þ-dimensional DCP þ ðq y ; M yy Þ on the interval ½0; e:
04' v y ðtÞ ? q y ðtÞ þ M yy v y ðtÞ50
Since M yy remains SSC and q y ðtÞ is non-negative and continues to satisfy condition (A), the induction hypothesis yields v y ðtÞ ¼ 0; and thus vðtÞ 0; on ½0; e:
Case 2: qð0Þ ¼ 0: By (A), there exists e > 0 such that qðtÞ is non-decreasing on ½0; e: Suppose that this e fails the claim (a). Then wðtÞ!0 for all t 2 ð0; e: Indeed, if wðt 0 Þ ¼ 0 for some t 0 in the latter interval, then Mvðt 0 Þ40; which yields vðt 0 Þ ¼ 0 by the SSC property of M: In turn, since v is non-decreasing, we deduce that v 0 on ½0; t 0 : Therefore, for any t * 2 ð0; eÞ; there exist an index i and two scalars t 1 and t 2 such that 04t 1 5t * 5t 2 4e and w i ðtÞ > 0 on ½t 1 ; t 2 ½0; e: Hence, ' v i ðtÞ 0 on ½t 1 ; t 2 and the DCP þ ðq; MÞ on the same interval becomes 04' v y ðtÞ ?
where y ¼ f1; . . . ; ng\fig: By letting uðsÞ
' v y ðtÞ dt and e qðsÞ ¼ w y ðt 1 Þ þ ½qðs þ t 1 Þ À qðt 1 Þ y for s 2 ½0; t 2 À t 1 ; the original DCP þ ðq; MÞ is reduced to the ðn À 1Þ-dimensional DCP þ ðe q; M yy Þ on the interval ½0; t 2 À t 1 :
04' uðsÞ ? e qðsÞ þ M yy uðsÞ50
Noticing that the latter DCP of reduced dimension continues to satisfy all the properties of the original DCP, we deduce by induction hypothesis that uðsÞ 0 on ½0; t 2 À t 1 ; thus vðtÞ vðt 1 Þ on ½t 1 ; t 2 : Moreover, for any sufficiently small t 0 > 0; a covering argument on the compact interval ½t 0 ; e shows that vðtÞ vðt 0 Þ for all t 2 ½t 0 ; e: Hence, vðeÞ ¼ vðt 0 Þ: By the continuity of vðtÞ; it follows that vðeÞ ¼ lim t 0 #0 vðt 0 Þ ¼ 0: Hence vðtÞ 0 on ½0; e: This is a contraction; thus (a) holds.
To show that v 0 on ½0; 1Þ; let t * supft50 : v 0 on ½0; tg5e: If t * 51; then shifting time as done in the above proof and applying (a), we easily obtain a contradiction.
& An important consequence of the above proposition is related to the solution uniqueness for a class of LCSs with D ¼ 0: We let I n denote the identity matrix of order n:
Corollary 2
If CB is SSC and x 0 is feasible, i.e. Cx 0 50; then ðxðt; x 0 Þ; uðt; x 0 ÞÞ ðe lt x 0 ; 0Þ is the unique solution pair to the LCSðlI n ; B; C; DÞ on ½0; 1Þ for all scalars l:
Proof It is observed in [3] that for any real r; if ðxðt; x 0 Þ; uðt; x 0 ÞÞ is a weak solution pair of the LCSðA; B; C; DÞ for a feasible initial condition x 0 ; then ðe rt xðt; x 0 Þ; e rt uðt; x 0 ÞÞ is a weak solution pair of the LCSðA þ rI n ; B; C; DÞ: Therefore, the LCSðlI n ; B; C; 0Þ has a unique weak solution if and only if the LCSð0; B; C; 0Þ does. The latter LCS is
Since Cx 0 50 and CB is SSC, by Proposition 1, the unique weak solution pair to the LCSð0; B; C; 0Þ on ½0; 1Þ is given by the constant ðx 0 ; 0Þ: &
MATRIX CLASSES
Motivated by the integral form of the complementarity condition in both DCPs, we introduce three properties of a matrix M 2 R nÂn by casting expression (3) in an integral form, which we call SSC of types I-III, respectively: I scalars s > 0 and % t 2 ð0; T exist such that for all v 2 AC n 1þ ½0; T with vð0Þ ¼ 0; the following condition holds for all t 2 ½0; % t: The above three conditions are all 'short-time' in nature in the sense that they pertain to the existence of times, % t in type I and t v in II and III, for which the conditions are valid. Note the distinctive roles of these times % t and t v ; the former is independent of the functions v; whereas the latter depends on the particular function v: To be consistent with these matrix types, we call a matrix M satisfying the vector condition (3) SSC of type 0: We state two obvious facts about the four types of SSC conditions.
* If a matrix is SSC of any of the above types, then all its principal submatrices are of the same type; hence these matrix properties are complete. Moreover, if M is SSC of type I, so is DME; where D and E are any diagonal matrices with positive diagonal entries.
Proof
We show (a) first. Letting m ij denote the ij-entry of M; we see that for all v 2 AC n 1þ ½0; T with vð0Þ ¼ 0 and some
holds for all t 2 ½0; T; where we use the non-negativity of m ij ; ' vðtÞ and vðtÞ as well as the fact that the diagonal entry m ii > 0 for all i ¼ 1; . . . ; n: This implies that M belongs to the class of type I matrices.
In case (b), we have again, for all v 2 AC n 1þ ½0; T with vð0Þ ¼ 0 and some T > 0; 
Since M is strictly copositive, i.e. z T Mz > 0 for all 0=z 2 R n þ ; a positive scalar m exists such that z T Mz5mkzk 2 for all z 2 R n þ : Therefore, we have, for all t 2 ½0; T;
This shows that M is of type I. To show the desired result under condition (c), we note that a positive definite matrix must be strictly copositive. If it is also symmetric, then it satisfies condition (b). Thus, it is of type I. Furthermore, if M is SSC and symmetric, then it is strictly copositive [1, Proposition 3.9.14]. Hence, the desired result holds under condition (d). It turns out that all the four SSC types 0; I-III are equivalent for matrices of order 2, and are further equivalent to the 'short-time uniqueness' of AC solutions of the DCP with non-negative AC input functions. To prepare for the proof, we note that all the 2 Â 2 SSC matrices can be expressed in one of the following two forms by suitable scaling and variable permutation: 
we have, from the second inequality and the non-negativity of b;
Hence, letting k ! 1; we get v 
Hence, using the first inequality and letting k ! 1; we get In this case, we have
Letting k ! 1; we obtain
It is clear that v n 1 and v n 2 must be both positive to satisfy the inequality. Moreover,
This is a contradiction. & Next we establish the relation between the matrix classes discussed above and the solution of the restricted-time DCPðq; M; b tÞ defined in Section 2.
Proposition 5
The following statements hold: The result below is the key to the solution uniqueness for the LCS to be studied in the next section.
Proposition 6
Let M 2 R mÂm and e > 0 be given. Let f : ½0; e ! R m þ be a non-negative absolutely continuous function and F : ½0; e Â I m ½0; e ! R m be such that FðÁ ; uÞ is an absolutely continuous function in the first argument for every u 2 I m ½0; e and that for some scalar m > 0; kFðt; uÞk4 mtk R t 0 uðtÞ dtk for all t 2 ½0; e and all u 2 I Thus for all t > 0 sufficiently small, vðtÞ ¼ 0 which further implies uðtÞ ¼ 0 for almost all such t by the non-negativity and integrability of uðtÞ: It M of type I, then s v and e v are both independent of v; hence, assertion (b) holds. &
A CLASS OF LCSs
We consider the LCS ðA; B; C; 0; x 0 Þ; i.e. the system ' xðtÞ ¼ AxðtÞ þ BuðtÞ 04 uðtÞ ? CxðtÞ50
where the initial solution x 0 satisfies Cx 0 50: Since we are interested in solutions with absolutely continuous x-trajectories, it follows that any solution to the above LCS must satisfy CxðtÞ50 for all t of interest. Our goal in this section is to establish the existence of a weak solution to (5) under an SSC property of the matrix CB 2 R mÂm and the uniqueness under matrix class properties introduced in Section 4.
Existence of weak solutions
To show the existence of a weak solution of the LCS (5), we employ a time-stepping scheme and establish the (subsequential) convergence of the discrete-time trajectories as the time step tends to zero. Specifically, consider the following time-stepping scheme for the LCS (5):
where h > 0 is the time step and x h;0 ¼ xð0Þ is the initial condition. A straightforward computation shows that
for all h > 0 sufficiently small, therefore, the complementarity condition becomes:
Suppose that CB is SSC (of type 0). It follows that CðI À hAÞ À1 B is also SSC for all h > 0 sufficiently small. Thus by LCP theory, the LCP (9) has a solution u h;iþ1 for all h > 0 sufficiently small. In general, there are possibly multiple such solutions, each of which induces a vector 
let b u h ðÁÞ be the (possibly discontinuous) piecewise constant interpolant of the family fu h;i g; i.e. b u h ðtÞ u h;iþ1 for t 2 ðt h;i ; t h;iþ1 : It is clear that Cb x h ðtÞ50 for all h > 0 sufficiently small and all t 2 ½0; T: The result below asserts the convergence of these discrete-time trajectories ðb x h ; b u h Þ to a weak solution of the LCS (5). (A note about the proof: while there is a detailed investigation of the convergence of time-stepping schemes such as (6)- (7) in [23] , the results therein are not directly applicable here because the imposed SSC assumption is weaker than the assumptions used in the reference; nevertheless, the basic line of proof is available and we only need to verify certain key assumptions established in the reference.)
Theorem 7
Suppose that CB is SSC. The following statements hold:
uÞ obtained in (b) are weak solutions of (5).
Proof
According to [23, Lemma 7.2 and Theorem 7.1], it suffices to show that there are positive constants h 1 ; r u ; and c x such that for all h 2 ð0; h 1 Þ and all non-negative integers i with ði þ 1Þh4T;
We show this using the characterization (3) of strict semicopositivity. First, a scalar h 0 > 0 exists such that for all h 2 ð0; h 0 max 14i4m
From (9) and the above bound, we deduce
because u h;iþ1 50 and Cx h;i 50
Consequently, (10) holds for some constant r u independent of h: From (6), we obtain
Thus, (11) follows from (10) . &
We are aware of the similarity between the above theorem and the approximation result for LCSs in [28] . However, there exist several major differences: the LCS considered in [28] possesses either a semidefinite D or the passivity property for the matrix tuple ðA; B; C; DÞ and admits a discontinuous state trajectory xðtÞ; on the other hand, the LCS treated in Theorem 7 has a zero D and an absolutely continuous state trajectory xðtÞ is considered.
Solution boundedness and uniqueness
In this subsection, we establish two properties of a solution trajectory of the LCS (5); the first property is that any such trajectory must be bounded by a time-dependent multiplicative function times the norm of the initial condition; the second property is 'short-time uniqueness' of any solution trajectory under a restriction on the initial condition. The following lemma provides the key for both properties.
Lemma 8
If ðxðtÞ; uðtÞÞ is any solution trajectory of the LCS (5) (12) is precisely the DCP ðq; CB; tÞ; where qðtÞ ¼ Ce At x 0 : Thus, Lemma 8 clearly brings out the connection between the LCS and DCP; specifically, the DCP is like an integral form of the LCS, albeit including an auxiliary term. Due to the latter term, the existence of a solution to the LCS (established in Theorem 7) does not follow from Mandelbaum's result mentioned in Section 2.
To present the main boundedness and uniqueness properties of the solutions of the LCS (5), we review some basic notions. An ordered tuple a ða 1 ; . . . ; a k Þ of real numbers is said to be lexicographically non-negative if either a ¼ 0 or its first non-zero component is positive. In this case, we write ak0: The set of lexicographically non-negative k-tuples forms a convex, albeit not closed, cone in R k : A finite collection of n-dimensional vectors ðy 1 ; y 2 ; . . . ; y k Þ for some positive integer k is said to be lexicographically non-negative, denoted ðy 1 ; y 2 ; . . . ; y k Þk0; if for each j ¼ 1; . . . ; n; the k-dimensional tuple ðy 1 j ; . . . ; y k j Þ is lexicographically non-negative. Using this notation, the semiobservability cone [19] associated with the pair ðC; AÞ is defined as
This cone has played a fundamental role in the study of the LCS and its conewise generalization [18] . For our purpose here, the key property we will make use of the cone Y is the fact that x 0 2 Y if and only if Ce At x 0 50 for all t50 sufficiently small; in particular, we must have Cx 0 50: Also of significance in the result below is the well-known unobservable subspace associated with the same pair: % OðC; AÞ fx 2 R n :
It is clear that if x 0 2 % OðC; AÞ; then we must have Ce At x 0 ¼ 0 for all t50: The following is the main result for the LCS (5). In the result, we write ðxðt; x 0 Þ; uðt; x 0 ÞÞ for a solution trajectory to the LCS in order to stress the dependence of the trajectory on the initial condition x 0 :
Theorem 9
The following three statements hold for the LCS (5). 
Proof
The proof is based on the integral property (12) of a solution of the LCS. For part (c) and the first assertion in part (b), it suffices to combine this integral representation of a solution with Proposition 6, taking note of the above-mentioned properties of the elements in the cone Y: There is no need for further proof of these two assertions. Based on the first assertion in part (b), the second assertion can be proved as follows. Let x 0 2 % OðC; AÞ Y: Let e 2 > 0 be as prescribed in the first part of (b). Next consider the LCS starting at time t ¼ e 2 with initial condition xðe 2 ; x 0 Þ which remains in % OðC; AÞ: Since the LCS is a time-invariant system and the scalar e 2 is independent of initial conditions and solution trajectories, we can extend the uniqueness of the solution trajectory on hand to the interval ½e 2 ; 2e 2 : Continuing this argument will allow us to reach the final time T:
It remains to prove (a). Note that (12) (5) is established for any finite time T > 0 (Theorem 7), the solution properties are valid only on short-time intervals (Theorem 9). The difficulty in extending the latter properties to long time intervals is twofold. One, while the integral formulation (12) of the LCS is valid for any time t > 0; the key bound kFðt; uÞ k4mtkvðtÞk is valid only for a short time. Two, the condition x 0 2 Y ensures that Ce At x 0 50 for a short time only; when some component of the vector Ce At x 0 reaches zero at some time t > 0; a possible jump in the algebraic variable uðt; x 0 Þ occurs and the LCS enters into a new mode. Without a clear understanding about this mode transition, which is particularly challenging because the key matrix D in the LCS ðA; B; C; DÞ is zero in this case, we cannot predict the trajectory behaviour after the event time. Of course, a question remains as to what happens when x 0 = 2 Y; at this time, we have no answer for this question. However, to illustrate the non-triviality of this question, we present the following example, which is originally proposed in [25] and recently revisited in [22] . It is clear that CB ¼ R is a P-matrix. However, if x 0 ¼ ð0; 0; 0; 1Þ so that x 0 = 2 Y; then the LCS can be cast as DCPðÀ1 t; RÞ: find an integrable uðtÞ such that 04uðtÞ ? À1 t þ R Z t 0 uðtÞ dt50 for almost all t50
It is shown in [25] that the latter DCP admits multiple solutions and thus uniqueness fails. Nevertheless, if the solution space is restricted to be piecewise Bohl distributions, then there is a unique Bohl-type solution since CB is a P-matrix. Moreover, since CB is a non-negative matrix with positive diagonal entries, thus is SSC of type I, it follows 'short-time' solution uniqueness holds for any x 0 2 Y: &
