The generalized conductance φ(G, H) between two graphs G and H on the same vertex set V is defined as the ratio
The Cheeger inequality
Let G = (V, E, w) be a connected weighted graph. For v ∈ V and S ⊆ V we let vol(v) = We will call vol(v) the degree of vertex v. We also denote by cap(S,S) the total weight of edges with exactly one endpoint in S and one endpoint inS. The conductance of G is defined as The normalized LaplacianL of G is the matrix D −1/2 LD −1/2 where D is the diagonal of L. It is well understood that the normalized Laplacian is positive semi-definite with a unique zero eigenvalue. If λ 2 is its second eigenvalue λ 2 , then the Cheeger inequality relates it to φ(G) as follows:
At least one proof of the Cheeger inequality due to Mihail [Mih89] actually shows something stronger, namely that for any vector y⊥N ull(L G ), we can find a set S y such that
(1.1)
The cut can be found by letting S y to consist of the vertices corresponding to the k smallest entries of y, for some 1 ≤ k ≤ n.
Generalized cuts for graph pairs
We define the generalized conductance between G and H as follows:
To motivate this definition, we observe that the sparsest cut problem can be captured within a factor of 2 as a generalized cut problem 1 between two graphs. To this end let us define the demand graph D G = (V, E ′ , w ′ ) with every edge being present in E ′ and the weights specified by
Let S ⊆ V . Observe that by construction we have
Note now that
From this it can be seen that
A number of other problems can be viewed as generalized cut problems.
For example, consider the isoperimetric number defined by:
If K n is the complete graph on n vertices with edges weighted by 1/n, i.e. the identity over the space of sets orthogonal to the constant vectors, it can be verified that we have
Another example is the min s-t cut problem which looks for a cut of minimum value among all possible cuts that separate s and t. If we denote that value by µ s,t , and let G s,t be the Laplacian of the edge (s, t), we have µ s,t = φ(G, G s,t ).
Cuts and Laplacians
The value of a cut between S andS can be expressed in terms of the graph Laplacian as:
where x S is characteristic vector of S, i.e. the vector with ones in its entries corresponding to S and zeros in all other entries.
It follows that the generalized conductance can be expressed as an optimization problem over the discrete 0-1 vectors:
One can relax this discrete problem over the real numbers:
Here d is the vector containing the degrees of the vertices in G. The constraint x T d = 0 can be considered as a 'normalization' constraint that fixes one representative for all vectors of the form x c = y + c1 that achieve the same ratio. That is, the constraint doesn't change the minimum value of the ratio and we add it here because it will be useful in the sequel. It is well known that λ(G, H) is the first non-trivial generalized eigenvalue for the problem
Note that the minimum eigenvalue of the normalized Laplacian can also be seen as the first non-trivial generalized eigenvalue for the problem Lx = λDx and thus as a continuous relaxation of the corresponding optimization problem. We aim to prove a similar characterization for the generalized conductance of any pair of graphs.
Generalized Cheeger Inequality
We begin with two Lemmas.
Lemma 2. Let G be a graph, d be the vector containing the degrees of the vertices, and D be corresponding diagonal matrix. For all vectors
x where x T d = 0 we have
where D G is the demand graph for G.
Proof. Let d be the vector consisting of the entries along the diagonal of D. By definition, we have
The lemma follows.
We prove the following theorem. 
where D G is the demand graph of G Let V − denote the set of u such that x u ≤ 0 and V + denote the set such that x u > 0. Then we can divide E G into two sets: E same G consisting of edges with both endpoints in V − or V + , and E dif G consisting of edges with one endpoint in each. In other words:
We also define E dif H and E same H similarly.
We first show a lemma which is identical to one used in the proof of Cheeger's inequality [Chu97] :
Lemma 3. Let G and H be any two weighted graphs on the same vertex set V partitioned into V − and V + . For any vector x we have
Proof. We begin with a few algebraic identities:
Also, suppose uv ∈ E same H and without loss of generality that |x u | ≥ |x v |. Then letting y = |x u | − |x v |, we get:
The last equality follows because x u and x v have the same sign.
We then use the above inequalities to decompose the x T L H x term.
We can now decompose the summation further into parts for V − and V + :
Doing the same for uv∈E same
The inequality comes from applying of Lemma 1.
By symmetry in V − and V + , it suffices to show that
We sort the x u in increasing order of |x u | into such that x u 1 ≥ . . . ≥ x u k , and let S k = {x u 1 , . . . , x u k }. We have
Applying Lemma 1 we have
where D is the diagonal of L G and the last inequality comes from Lemma 2. Combining the last two inequalities we get:
By Lemma 3, we have that the first factor is bounded by 1 2 φ(G, H) and the second factor bounded by
Computation
Note that in Lemma 3 we actually proved that for any vector x such that x T d = 0, we can sort x and find n − 1 sets S i ⊆ V such that:
This suggests that we can find a cut which is at most 1/φ(G,
Given any positive definite matrix A, one can use the inverse power iteration y i+i = A −1 y i , where y 0 is a random vector, to find a vector x such that
The number of rounds required for this is O(log n/ǫ); for a proof see [ST14] .
Analogously, given a pair of positive definite matrices (A, B), one can perform power iteration with the matrix A −1 B to find a vector x such that
The proof is similar to the simple eigenvalue problem case, using only the additional fact that the generalized eigenvectors of the pair (A −1 , B −1 ) are the usual eigenvectors of the matrix A −1 B, in addition with the fact that the eigenvectors are A-orthogonal and B-orthogonal [SS90] . Note that the iteration can be extended to the case when A has a known null space, by simply operating on vectors orthogonal to the null space.
Note now that A −1 By i can be implemented as a linear system solve Az = By i . Instead of solving exactly a linear system with the Laplacian, one can use a more efficient iterative solver instead, and ask for a solutioñ z that satisfies ||z − z|| A ≤ (1 + ǫ/4)||A −1 y i || A . For many iterative linear system solvers, including the fast Laplacian solvers, this step is an implicit multiplication with a matrixÃ −1 which is spectrally close to A −1 . Spielman and Teng [ST14] observe that this is sufficient for the computation of an approximate eigenvector that satisfies inequality 4.1.This extends to the generalized problem with Laplacians as well. Finally, a little more care has to be taken for the case of Laplacian solvers that are randomized. In that case O(log(1/p)) different runs of the inverse power method are need to get a good approximate eigenvector with probability at least 1 − p.
