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Abstract
In this paper, we use directed acyclic graphs (DAGs) with temporal structure to describe
models of nonignorable nonresponse mechanisms for binary outcomes in longitudinal studies,
and we discuss identiﬁcation of these models under an assumption that the sequence of
variables has the ﬁrst-order Markov dependence, that is, the future variables are independent
of the past variables conditional on the present variables. We give a stepwise approach for
checking identiﬁability of DAG models. For an unidentiﬁable model, we propose adding
completely observed variables such that this model becomes identiﬁable.
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1. Introduction
Nonresponse in a longitudinal study often arises due to intermittent visits or drop-
out. Various models for longitudinal categorical data subject to nonignorable
nonresponse have been discussed by many investigators, see [1,4,8–10]. The models
for nonresponse mechanisms can be classiﬁed into two types, ignorable and
nonignorable. For a likelihood-based inference, it is not necessary to introduce a
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model for an ignorable nonresponse mechanism, but a model is needed to describe a
nonignorable nonresponse mechanism. Diggle and Kenward [3] proposed a logistic
regression model for nonignorable drop-out mechanism. Rotnitzky et al. [13]
proposed a class of estimators with responses weighted by the reciprocals of the
probabilities. Identiﬁcation of parameters is a fundamental problem for nonresponse
mechanisms. Rothenberg [12] described deﬁnitions of local and global identiﬁcation
and proved that local identiﬁability is equivalent to nonsingularity of the
information matrix. Fitzmaurice et al. [5] presented some simple procedures for
checking the ‘global’ identiﬁability in a selected range of parameter values. Glonek
[6] presented necessary and sufﬁcient conditions of global identiﬁability for simple
nonignorable nonresponse models with one or two binary responses. Fay [4]
proposed a directed acyclic graph (DAG) for a nonresponse mechanism with two
response variables, and Little [8] discussed DAGs for longitudinal studies with two
time points. In this paper, we use DAGs with temporal structure to describe models
of nonignorable nonresponse mechanisms for binary outcomes in longitudinal
studies. We discuss identiﬁcation of these models under the assumption that the
sequence of variables has the ﬁrst-order Markov dependence, that is, the future
variables are independent of the past variables conditional on the present variables.
We describe conditions for identiﬁability, and present a stepwise approach for
checking identiﬁability of models. This approach asserts identiﬁability qualitatively
on the basis of structures of DAGs, and thus it can be applied to a study design. The
approach cannot assert that a model is not identiﬁable since most conditions
presented in this paper are sufﬁcient and not necessary for identiﬁability. For an
unidentiﬁable model, we propose to add a completely observed variable to the
model; with its addition, the model may become identiﬁable.
In Section 2, we describe the DAG models for nonresponse mechanisms for binary
outcomes. Section 3 discusses the conditions of identiﬁability. Section 4 presents a
stepwise approach for checking identiﬁability. In Section 5, we propose to add a
completely observed variable to an unidentiﬁable model so that the model may
become identiﬁable. All the proofs are given in the appendix.
2. Directed acyclic graphs for nonresponse mechanisms
Suppose that individuals are observed repeatedly T times in a longitudinal study.
Consider a binary outcome Yt with a value 0 or 1 at time point t; t ¼ 1;y; T : For
each outcome Yt; we introduce a response indicator Rt with value 1 if the outcome Yt
is obtained and 0 otherwise. Assume that the sequence ðY1; R1;y; YT ; RTÞ of
outcomes and response indicators has the ﬁrst-order Markov dependence, that is,
(Ytþ1; Rtþ1) is conditionally independent of (Y1; R1;y; Yt1; Rt1) given (Yt; Rt).
This is denoted as
ðYtþ1; Rtþ1Þ@ðY1; R1;y; Yt1; Rt1ÞjðYt; RtÞ:
This assumption states that the outcome and missingness history from time 1 to t  1
is not predictive of the outcome and missingness at time t þ 1 after adjusting for the
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outcome and missingness at time t: We use a DAG model to describe such
a nonresponse mechanism. A DAG is denoted by G ¼ ðV ; EÞ where V ¼
fY1; R1;y; YT ; RTg is the set of nodes, E ¼ f/v1; v2Sjv1av2; v1AV and v2AVg is
the set of arrows and ov1; v24 denotes an arrow from v1 to v2: A subgraph
from time point s to t is denoted by Gs;t ¼ ðVs;t; Es;tÞ where Vs;t ¼
fYs; Rs; Ysþ1; Rsþ1;y; Yt; Rtg and Es;t ¼ f/v1; v2Sj/v1; v2SAE; v1AVs;t and
v2AVs;tg ¼ E-ðVs;t 
 Vs;tÞ (i.e. the arrows of G appear among Vs;t). The joint
probability of ðY1; R1;y; YT ; RTÞ according to this DAG is described by
Pðy1; r1;y; yT ; rTÞ ¼
Y
xAV
PðxjpaxÞ;
where pax denotes the set of parents of x; see [2,7,11]. For a DAG G; let MðGÞ
denote the set of all joint probabilities that can be described according to G; and let
MðGÞs;t ¼ fPðys; rs;y; yt; rtÞjPðy1; r1;y; yT ; rTÞAMðGÞg denote the set of marginal
probabilities.
Fig. 1 shows an example of a DAG model with three time points. The joint
probability of ðY1; R1; Y2; R2; Y3; R3Þ according to this DAG G can be expressed as
follows:
Pðy1; r1; y2; r2; y3; r3Þ ¼
Y
xAV
PðxjpaxÞ
¼Pðy1ÞPðr1ÞPðy2jy1ÞPðr2jy2ÞPðy3jy2ÞPðr3jy3; r2Þ:
In this DAG model, ðY1; R1Þ and ðY3; R3Þ are conditionally independent given
ðY2; R2Þ; Y1 is missing at random, the response indicator R2 depends on value of Y2;
and the response indicator R3 depends on both values of Y3 and R2:
3. Identiﬁability of DAG models
For the DAG models introduced in the previous section, we present a stepwise
approach for checking identiﬁcation. We check the identiﬁability of a model
separately at each time point, in the chronological order. A DAG model may be
unidentiﬁable at the beginning but become identiﬁable at a later time point. For
example, it will be shown at the end of Section 4 that the model in Fig. 2 is not
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identiﬁable if the study stops at the time point 2, but it becomes identiﬁable if the
study continues to time point 3. We introduce below deﬁnitions of period
identiﬁability and conditional identiﬁability.
Let Ds;t (spt) denote the data obtained from the time point s to t; that is, the
observed frequencies of (rs; rsþ1;y; rt; yq for rq ¼ 1 and q ¼ s;y; tÞ: For example,
Dt;tþ1 denotes the observed frequencies of ðRt ¼ 1; Rtþ1 ¼ 1; yt; ytþ1Þ; ðRt ¼ 1;
Rtþ1 ¼ 0; ytÞ; ðRt ¼ 0; Rtþ1 ¼ 1; ytþ1Þ and ðRt ¼ 0; Rtþ1 ¼ 0Þ for yt and ytþ1 ¼ 0
and 1:
Given a family of distributions, say MðGÞ; we say that every distribution P in
MðGÞ is identiﬁable if, given a distribution P of the observed data D1;T ; there is a
unique distribution P in MðGÞ that has the same marginal distribution for the
observed data as P: Now we deﬁne identiﬁability of graphical models.
Deﬁnition 1. A subgraph Gs;t ðsptÞ is YR-identiﬁable if every distribution
Pðys; rs; ysþ1; rsþ1;y; yt; rtÞ in MðGÞs;t is identiﬁable.
Deﬁnition 2. A subgraph Gs;t (spt) is Y -identiﬁable if every distribution
Pðys; ysþ1;y; ytÞ in MðGÞs;t is identiﬁable.
From the above deﬁnitions, the YR-identiﬁability implies the Y -identiﬁability, but
the converse is not necessarily correct. We introduce below two concepts of
conditional identiﬁability, that is, identiﬁability of a subgraph Gs;t dependent on the
structure of G at other time points. In our stepwise approach to checking
identiﬁability, conditional identiﬁability means that identiﬁability cannot be asserted
at the present time point but may be asserted at some later time points.
Deﬁnition 3. A subgraph Gs;t (spt) is conditionally YR-identiﬁable if every
distribution Pðys; rs; ysþ1; rsþ1;y; yt; rtÞ in MðGÞs;t is identiﬁable when at least one
of the marginal distributions PðyiÞ for spipt is identiﬁable.
Deﬁnition 4. A subgraph Gs;t ðspt) is conditionally Y -identiﬁable if every marginal
distribution Pðys; ysþ1;y; ytÞ in MðGÞs;t is identiﬁable when at least one of the
marginal distributions PðyiÞ for spipt is identiﬁable.
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Deﬁnition 5. A subgraph Gs;t ðspt) is YR-identiﬁable by Ds;t if every distribution
Pðys; rs; ysþ1; rsþ1;y; yt; rtÞ in MðGÞs;t is identiﬁable by Ds;t:
Identiﬁability in Deﬁnitions 1–4 means that subgraphs can be identiﬁed by using
all observed data, but identiﬁability by Ds;t in Deﬁnition 5 means that they can be
identiﬁed by using only a part of observed data, Ds;t: Thus the YR-identiﬁability of
Gs;t by Ds;t implies the YR-identiﬁability of Gs;t; but the converse is not necessarily
correct. Similarly we can deﬁne Y -, conditional YR- and conditional Y -identiﬁability
by Ds;t:
For the DAG model in Fig. 2, we shall show the following identiﬁability at the end
of Section 4. The subgraphs G1;3 is YR-identiﬁable, G4;5 is Y -identiﬁable and G5;6 is
YR-identiﬁable. If the study stops at time point 2, then G1;2 is conditionally YR-
identiﬁable, and not YR-identiﬁable by D1;2: But G1;2 becomes YR-identiﬁable by
D1;3 if the study continues to time point 3. Similarly, the subgraph G4;5 is
Y -identiﬁable by D4;6; but not Y -identiﬁable by D4;5:
We ﬁrst consider identiﬁability of a subgraph at the ﬁrst time point, t ¼ 1: If a
subgraph G1;1 does not have the arrow from Y1 to R1 as shown in Fig. 3(a), then Y1
is independent of R1; denoted by Y1@R1; that is, Y1 is missing completely at
random. We have that Pðy1; r1Þ ¼ Pðy1jR1 ¼ 1ÞPðr1Þ; and thus the subgraph G1;1 is
YR-identiﬁable by D1;1: If a subgraph G1;1 has the arrow from Y1 to R1 as shown in
Fig. 3(b), then this model is saturated for the distribution of Y1 and R1: In this case,
a distribution of the observed data D1;1 cannot identify these distributions of Y1
and R1 which have the same values of PðR1 ¼ 0Þ ¼ PðY1 ¼ 1; R1 ¼ 0Þ þ PðY1 ¼ 0;
R1 ¼ 0Þ but different values of Pðy1; R1 ¼ 0Þ: Thus the subgraph (b) is not YR-
identiﬁable by D1;1:
In this case, we cannot assert the identiﬁability without checking the later time
points. In Section 5, we shall propose adding a binary variable X to the model of
Fig. 3(b) such that the subgraph becomes identiﬁable without necessity of checking
the late time points, as shown in Fig. 3(c) where the undirected edge between X and
Y1 denotes an arrow from X to Y1 or from Y1 to X :
Next, we discuss identiﬁability of a subgraph Gt;tþ1: There are two ways for
specifying the joint distribution of outcomes and response indicators. One is
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selection model and the other is pattern-mixture model. The selection model
Pðy1;y; yT ; r1;y; rTÞ ¼ Pðy1;y; yT ÞPðr1;y; rT jy1;y; yT Þ is used here and it
means that dependence between an indicator and an outcome is described by using
an arrow from the outcome to the indicator; there are no arrows from indicator to
outcome. Thus there are six possible arrows among the four nodes Yt; Ytþ1; Rt and
Rtþ1 in the subgraph Gt;tþ1: Assume that the response indicator Rt does not depend
on the value of Ytþ1 conditional on Yt; that is, the present missingness does not
depend on the future outcomes given the present outcome. Thus there is no arrow
from Ytþ1 to Rt in Gt;tþ1: This assumption can decrease half the number of subgraph
types. Without this assumption, identiﬁability of the other half of subgraph types can
be derived in the same way as below. We always draw an arrow from Yt to Ytþ1 for
any t; but allow Pðytþ1 j ytÞ ¼ Pðytþ1Þ: Then there are 16 possible graphs Gt;tþ1 in
total, as shown in Fig. 4. These graphs are classiﬁed into ﬁve sets, Oi for i ¼ 1;y; 5:
Graph (a) in Fig. 3 forms the set O0: It will be shown below that the subgraphs in
each set have the same condition for identiﬁability.
Deﬁne
yðtÞ
jjh ¼ PðYtþ1 ¼ j; Rtþ1 ¼ 1 j Yt ¼ h; Rt ¼ 1Þ; lðtÞhi ¼ PðYt ¼ h; Rt ¼ iÞ;
p
ðtÞ
jjh ¼ PðYtþ1 ¼ j j Yt ¼ hÞ and rðtÞhij ¼ PðRtþ1 ¼ 1 j Yt ¼ h; Rt ¼ i; Ytþ1 ¼ jÞ;
for all h; i and j: The identity rðtÞh0j ¼ 0 for a time point t means that nonresponse at
time t implies nonresponse at time t þ 1: Drop-out is a special case in which rðtÞh0j ¼ 0
for all t; h and j: In the remainder of this section, we consider only identiﬁability of
subgraphs Gt;tþ1 and so omit the superscript ðtÞ of all parameters to simplify the
notation. We can determine yjjh from Dt;tþ1 directly. The joint distribution of (Yt; Rt;
Ytþ1; Rtþ1) can be written as
PðYt ¼ h; Rt ¼ i; Ytþ1 ¼ j; Rtþ1 ¼ kÞ ¼ lhipjjhrkhijð1 rhijÞ1k:
Thus YR-identiﬁability of Gt;tþ1 means that all parameters lhi; pjjh and rhij are
identiﬁable. Assume that PðYt ¼ h; Rt ¼ 1; Ytþ1 ¼ j; Rtþ1 ¼ kÞ40 for all h; j and k:
Lemma 1. Parameters lhi and PðytÞ are identifiable if Pðytþ1Þ and pjjh are identifiable
and Yt Ytþ1:
In general, a typical proof of the identiﬁability for a given subgraph ﬁrst
determines which of variables the parameter rhij depends on (e.g. for subgraph (c) of
Fig. 4, it depends on Ytþ1 only, that is, rhij ¼ rj), then proves that rhij can be
uniquely determined by yjjh; and ﬁnally shows that lhi and pjjh can be identiﬁed by
yjjh and rhij: Below we explore the identiﬁability separately for each set Oi: We show
below that all subgraphs Gt;tþ1 in O1 are YR-identiﬁable by Dt;tþ1 when Ytþ1 Yt:
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Theorem 1. For subgraphs (a)–( f ) in the set O1; we have that
1. subgraphs (a) and (b) are YR-identifiable by Dt;tþ1 if and only if Ytþ1 Yt or
Rt@Yt;
2. subgraphs (c) and (d) are YR-identifiable by Dt;tþ1 if and only if Ytþ1 Yt; and
3. subgraphs (e) and ( f ) are YR-identifiable by Dt;tþ1:
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Fig. 4. Sixteen possible Gt;tþ1: (a) O1; (b) O1; (c) O1; (d) O1; (e) O1; ( f ) O1; (g) O2; (h) O2; (i) O3; ( j) O3;
(k) O3; (l) O3; (m) O4; (n) O4; (o) O5; (p) O5:
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Since subgraphs (e) and ( f ) become (a) and (b), respectively, when Yt@Rtþ1; we
obtain, according to Theorem 1, that all subgraphs in O1 are identiﬁable if Ytþ1 Yt:
We consider O2 separately for the cases in which the missing process is drop-out or
not.
Theorem 2. For subgraphs (g) and (h) in the set O2; we have that
1. when PðRtþ1 ¼ 1jRt ¼ 0Þ40; the subgraphs are YR-identifiable by Dt;tþ1 if and
only if Ytþ1 Yt or Rt@Yt;
2. when PðRtþ1 ¼ 1jRt ¼ 0Þ ¼ 0; the subgraphs are conditionally YR-identifiable by
Dt;tþ1 if Ytþ1 Yt; and they are YR-identifiable by Dt;tþ1 if Rt@Yt:
We consider the set O3 of graphs (i)–(l) in Fig. 4, and we show below that all
subgraphs Gt;tþ1 in O3 are conditionally YR-identiﬁable by Dt;tþ1 if Ytþ1 Yt:
Theorem 3. Subgraphs (i)–(l) in the set O3 are conditionally YR-identifiable by Dt;tþ1 if
Ytþ1 Yt:
We now consider the set O4 of graphs (m) and (n) in Fig. 4. Because there are
fewer observed frequencies in Dt;tþ1 than the number of parameters for models (m)
and (n), these two models are not YR-identiﬁable by Dt;tþ1: We shall show below
that they may be identiﬁed under certain conditions by using data obtained at more
time points. We ﬁrst give a lemma and then show that they are Y -identiﬁable by
Dt;tþ2 if Gtþ1;tþ2 belongs to O1 or O5:
Lemma 2. Let Ztþ2 be a binary variable at time point t þ 2 (such as Rtþ2 or Ytþ2).
Suppose that Rtþ1@Ztþ2 j Ytþ1; Rt@Ytþ1 j Yt and Pðytþ1; Rtþ1 ¼ 1 j yt; Rt ¼ 1; Ztþ2 ¼
zÞ is identifiable by Dt;tþ2 for any yt; ytþ1 and z: Then both pjjh and rh1j are identifiable
by Dt;tþ2 if Ztþ2 Ytþ1:
We show below a result for O5 which is needed for discussing identiﬁcation of O4;
Theorem 4. For subgraphs (o) and (p) in O5; Pðyt; rtÞ is identifiable by Dt;tþ1 if
Rtþ1 Yt:
Theorem 5. Subgraphs (m) and (n) in the set O4 are Y-identifiable by Dt;tþ2 if (i)
Ytþ1 Yt and (ii) (Gtþ1;tþ2AO1 and Ytþ2 Ytþ1) or (Gtþ1;tþ2AO5 and Rtþ2 Ytþ1).
Theorem 6. Suppose that conditions (i) and (ii) of Theorem 5 hold. We have
1. subgraphs (m) and (n) in the set O4 are YR-identifiable by Dt;tþ2 if the missing
process is drop-out at time points t and t þ 1; and
2. subgraphs (m) and (n) in the set O4 are YR-identifiable by Dt1;tþ2 if Gt1;t is a
subgraph in O1; O2 or O3; and Yt1 Yt:
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Finally, we consider the set O5 of graphs (o) and (p) in Fig. 4, and prove their
identiﬁability by checking the structures of graphs at the next two time points,
Gtþ1;tþ2:
Theorem 7. Subgraphs (o) and (p) in O5 are YR-identifiable by Dt;tþ2 if (i) Ytþ1 Yt
and (ii) (Gtþ1;tþ2AO1 and Ytþ2 Ytþ1) or (Gtþ1;tþ2AO5 and Rtþ2 Ytþ1).
4. A stepwise approach for checking identiﬁability
We present a stepwise approach for checking identiﬁability of DAG models for
nonignorable nonresponse mechanisms based on the results of Section 3. For a given
DAG model, this approach checks the identiﬁability simply one-by-one time point.
It does not consider the cases of perfect cancellation of association, that is, when
some variables are not separated in the structure of a DAG but are coincidentally
independent. For instance, it is possible that Rtþ1@Yt for the subgraphs in O5: The
perfect cancellation cannot be checked in a study design. The approach does not
depend on quantitative information and thus it can be applied in both a study design
and data analysis.
We assume that Yt Ytþ1 for all t: Let Idi ¼ YR; Y ; C and U for i ¼ s; s þ 1;y; t
denote that the subgraph Gs1;t is YR-, Y -, conditional YR- and undecided
identiﬁability, respectively. When Ids ¼ Idsþ1 ¼? ¼ Idt ¼ YR (or Y ), the subgraph
Gs1;t is YR- (or Y -) identiﬁable, and it means that every distribution for YR (or Y )
in MðGs1;tÞ can be identiﬁed by using observed data D1;T : Ids ¼ Idsþ1 ¼? ¼ Idt ¼
U means that the identiﬁability of Gs1;t cannot be asserted. Ids ¼ Idsþ1 ¼? ¼
Idt ¼ C denotes that the subgraph Gs1;t is conditionally YR-identiﬁable. For a
conditionally identiﬁable subgraph Gs1;t; it becomes identiﬁable if one of PðyiÞ for
i ¼ s  1; s;y; t can be identiﬁed. As shown by Theorem 9 in the next section, it may
become identiﬁable by adding a completely observed variable to it. Id1 is used only
as an auxiliary indicator to assert a conditionally identiﬁable G1;2 to be identiﬁable.
For example, when G1;2 is subgraph (i) or (k), it is unconditional YR-identiﬁable
since Y1@R1 and so Pðy1Þ is identiﬁable.
The stepwise algorithm for checking identiﬁability consists of the following steps:
(in the format of a Pascal program)
Input: A DAG model G:
Output: Id1;y; IdT :
1. Initialization and checking the first time point. Set t ¼ 1:
If G1;1AO0 then set Id1 ¼ YR else set Id1 ¼ U :
2. Checking identifiability one by one time point. Repeat the following steps until
t ¼ T  1:
(a) When Gt;tþ1AO1; set Idtþ1 ¼ YR:
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(b) When Gt;tþ1AO2;
if the missing process is not drop-out at time point t þ 1
then set Idtþ1 ¼ YR
else if Idt ¼ YR or Y
then set Idtþ1 ¼ YR
else Idtþ1 ¼ C:
(c) When Gt;tþ1AO3;
if Idt ¼ YR or Y then set Idtþ1 ¼ YR else set Idtþ1 ¼ C:
(d) When Gt;tþ1AO4;
if Gtþ1;tþ2AO1
then f if the missing process is drop-out at t þ 1 or Gt1;tAO1,O2,O3
then set Idtþ1 ¼ YR
else set Idtþ1 ¼ Yg
else set Idtþ1 ¼ U :
(e) When Gt;tþ1AO5;
if Gtþ1;tþ2AO1 then set Idtþ1 ¼ YR else set Idtþ1 ¼ U :
( f ) When Gt;tþ1eO1,?,O5; set Idtþ1 ¼ U :
For all cases, set t ¼ t þ 1:
3. Finally for every time point with conditional identifiability, check its adjacent time
points. For Idt ¼ C for a time point t; then set Idt ¼ YR if Idt1 or Idtþ1 ¼ YR or Y :
Theorem 8. If the stepwise algorithm asserts that every subgraph in a sequence of
subgraphs Gs;sþ1; Gsþ1;sþ2; y, Gt1;t; where spt is YR- (or Y - or conditionally YR-)
identifiable, then Gs;t is YR- (or Y - or conditionally YR-) identifiable by D1;T :
Example. Consider the DAG model in Fig. 2. The stepwise approach is shown in
Table 1. From the last row of Table 1, we obtain that G1;3 is YR-identiﬁable, G3;4
cannot be asserted, G4;5 is Y -identiﬁable and G5;6 is YR-identiﬁable.
5. Adding completely observed variables to improve identiﬁability
In this section, we propose adding variables to an unidentiﬁable model such that it
becomes identiﬁable. Let X denote a completely observed binary variable. We ﬁrst
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Table 1
The process of checking identiﬁability
t Gt;tþ1 Id1 Id2 Id3 Id4 Id5 Id6
Init. U
1 O3 U C
2 O1 U C YR
3 O5 U C YR U
4 O4 U C YR U Y
5 O1 U C YR U Y YR
Final U YR YR U Y YR
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consider the subgraph of Fig. 3(b) under which the response indicator R1 depends on
the value of Y1: The distribution of Y1 and R1 is
Pðy1; r1Þ ¼ Pðy1ÞPðr1 j y1Þ:
We cannot identify Pðy1Þ at this time point since there is no information about
PðR1 ¼ 0 j y1Þ in observed data. To identify Pðy1Þ; we introduce a binary variable X
such that R1@X j Y1; as shown in Fig. 3(c), where an undirected edge between X and
Y1 denotes an arrow which may be either from X to Y1 or from Y1 to X : Thus the
conditional distribution of Y1 and R1 given X ¼ x can be written as
Pðy1; r1 j xÞ ¼ Pðy1 j xÞPðr1 j y1Þ:
For all h and x; let
yhjx ¼ PðY1 ¼ h; R1 ¼ 1 j X ¼ xÞ; phjx ¼ PðY1 ¼ h j X ¼ xÞ;
rh ¼ PðR1 ¼ 1 j Y1 ¼ hÞ:
yhjx can be identiﬁed directly from observed data, and phjx and rh are the parameters
to be identiﬁed. Note that in this case, r0ar1 since this model can be classiﬁed into
Fig. 3(a) if r0 ¼ r1:
Theorem 9. Subgraph (c) in Fig. 3 is YRX-identifiable by observed frequencies of
ðR1 ¼ 1; y1; xÞ and ðR1 ¼ 0; xÞ if and only if X Y1:
Theorem 9 can be applied to any other time point t: For example, if all subgraphs
Gt;tþ1 of a DAG G have type ( j) in O3; then the DAG model is conditionally YR
identiﬁable. In this case, we can add a variable X which is connected by a unique
arrow with some Yt: Then Pðyt; rtÞ is identiﬁable and so is this DAG model with X :
Adding the arrow from X to Y1 corresponds to no missing at the initial time t ¼ 0 of
a longitudinal study, that is, Y0 is observed completely.
Next, we consider subgraphs (o) and (p), as shown in Theorem 7, whose
identiﬁability is asserted by checking the structure of Gtþ1;tþ2: Subgraphs (o) and (p)
describe that the response indicator Rtþ1 depends on both values of Yt and Ytþ1: In
order to identify models (o) and (p), we introduce a binary variable X such that
Rtþ1@X jðYt; Ytþ1Þ; as shown in Fig. 5 ðo0Þ and ðp0Þ where the undirected edges may
be arrows in any direction except for the cases constructing a cyclic graph.
Regardless of the directions of arrows among Yt; Ytþ1 and X ; the conditional
distribution of Ytþ1 and Rtþ1 given yt; rt and x can be written as
Pðytþ1; rtþ1 j yt; rt; xÞ ¼ Pðytþ1 j yt; xÞPðrtþ1 j ytþ1; ytÞ:
Deﬁne
yjjhx ¼ PðYtþ1 ¼ j; Rtþ1 ¼ 1 j Yt ¼ h; Rt ¼ 1; X ¼ xÞ;
pjjhx ¼ PðYtþ1 ¼ j j Yt ¼ h; X ¼ xÞ
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and
rhj ¼ PðRtþ1 ¼ 1 j Ytþ1 ¼ j; Yt ¼ hÞ:
Parameters yjjhx can be identiﬁed directly from observed data.
Theorem 10. Subgraphs ðo0Þ and ðp0Þ are conditionally YRX-identifiable (i.e.,
Pðyt; rt; ytþ1; rtþ1; xÞ is identifiable if either PðytÞ or Pðytþ1Þ is identifiable) by observed
frequencies of ðRt ¼ 1; Rtþ1 ¼ 1; yt; ytþ1; xÞ; ðRt¼1; Rtþ1 ¼ 0; yt; xÞ; ðRt¼0; Rtþ1¼1;
ytþ1; xÞ and ðRt ¼ 0; Rtþ1 ¼ 0; xÞ if X Ytþ1jYt and Yt Ytþ1:
Lemma 3. Under subgraphs ðo0Þ and ðp0Þ; PðytÞ is identifiable if Yt@Rt or X Yt:
Subgraphs (k) and (l) of Fig. 4 describe that the response indicator Rtþ1 depends
on values of Yt; Ytþ1 and Rt: There is no enough information on PðRtþ1 ¼ 1jRt ¼
0; yt; ytþ1Þ in Dt;tþ1; and thus it is not identiﬁable by Dt;tþ1: When the missing process
is drop-out, we have
PðRtþ1 ¼ 1jRt ¼ 0; yt; ytþ1Þ ¼ 0;
for all t; yt and ytþ1: Their identiﬁability becomes the same as that of models (o) and
(p). Thus, we can add a variable X to subgraphs (k) and (l) such that they are
identiﬁable, as shown in Fig. 5ðk0Þ and ðl0Þ; where the dashed arrow from Rt to Rtþ1
denotes drop-out, that is, Rtþ1 ¼ 0 if Rt ¼ 0:
6. Summary
For binary outcomes in a longitudinal study, DAG models are used to describe
nonignorable nonresponse mechanisms with the ﬁrst-order Markov dependence. In
this paper, we showed conditions for identiﬁability of the mechanisms, and proposed
a stepwise approach for checking identiﬁability. DAG models can be used
qualitatively to describe conditional independence among variables. The approach
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proposed in this paper asserts identiﬁcation based on DAG structures and thus it can
be applied to a study design.
For an unidentiﬁable model, a common approach is to impose some additional
constraints on the parameters such that it becomes identiﬁable. For an unidentiﬁable
model, we propose to add completely observed variables in the study design. They
may promote the identiﬁability of the model.
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Appendix A
Proof of Lemma 1. If Pðytþ1Þ and pjjh are identiﬁable and Yt Ytþ1; then we can
identify PðytÞ by solving the equation
PðYtþ1 ¼ 1Þ ¼ p1j0PðYt ¼ 0Þ þ p1j1½1 PðYt ¼ 0Þ:
Then Pðyt; Rt ¼ 0Þ can be identiﬁed by PðytÞ  PðytjRt ¼ 1ÞPðRt ¼ 1Þ: Thus the
parameters lhi are identiﬁable. &
Proof of Theorem 1. We ﬁrst consider subgraphs (a) and (b). They satisfy Ytþ1@Rtþ1
and rhij ¼ PðRtþ1 ¼ 1Þ ¼ r for all h; i and j: Thus Pðytþ1Þ and pjjh can be identiﬁed
by Pðytþ1jRtþ1 ¼ 1Þ and yjjh=r; respectively.
For the sufﬁciency, if Yt@Rt; then we can identify lhi by PðYt ¼ hjRt ¼ 1ÞPðRt ¼
iÞ: If Yt Ytþ1; Lemma 1 then implies that lhi is identiﬁable. Hence Pðyt; rt; ytþ1; rtþ1Þ
is identiﬁable.
For the necessity, suppose that both Ytþ1@Yt and Rt Yt: Then we have
PðYt; Rt; Ytþ1; Rtþ1Þ ¼ PðYt; RtÞPðYtþ1; Rtþ1Þ; and thus data Dtþ1;tþ1are not useful
for identifying PðYt; RtÞ: Since Rt Yt; similar to Fig. 3(b), we have that lhi is not
identiﬁed by Dt;t and so it is neither identiﬁed by Dt;tþ1: Thus the identiﬁability of
subgraphs (a) and (b) by Dt;tþ1 implies Ytþ1 Yt or Rt@Yt:
Next we consider subgraphs (c) and (d). Under these models, rhij ¼ PðRtþ1 ¼
1jYtþ1 ¼ jÞ ¼ rj for all h; i and j: We have that r0ar1 since subgraphs (c) and (d)
with r0 ¼ r1 become subgraphs (a) and (b), respectively. That Ytþ1 Yt means
PðYtþ1 ¼ 0 j Yt ¼ 0Þ
PðYtþ1 ¼ 1 j Yt ¼ 0Þa
PðYtþ1 ¼ 0 j Yt ¼ 1Þ
PðYtþ1 ¼ 1 j Yt ¼ 1Þ:
Multiplying both sides by PðRtþ1 ¼ 1 j Ytþ1 ¼ 0Þ=PðRtþ1 ¼ 1 j Ytþ1 ¼ 1Þ; we have
PðRtþ1 ¼ 1; Ytþ1 ¼ 0 j Yt ¼ 0Þ
PðRtþ1 ¼ 1; Ytþ1 ¼ 1 j Yt ¼ 0Þa
PðRtþ1 ¼ 1; Ytþ1 ¼ 0 j Yt ¼ 1Þ
PðRtþ1 ¼ 1; Ytþ1 ¼ 1 j Yt ¼ 1Þ:
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The above inequality is equivalent to
y0j0 y1j0
y0j1 y1j1

a0:
The parameters r0 and r1 are identiﬁed because they are the solutions to the
equation
y0j0 y1j0
y0j1 y1j1
 !
1=r0
1=r1
 !
¼ 1
1
 !
:
After r0 and r1 are identiﬁed, we can obtain pjjh ¼ yjjh=rj and
PðYtþ1 ¼ jÞ ¼ PðRtþ1 ¼ 1; Ytþ1 ¼ jÞ=rj:
From Lemma 1, we can identify lhi:
For necessity, similar to the proof of (a) and (b), if Ytþ1@Yt; then the subgraph
Gt;tþ1 becomes two separate parts, one of which for time t þ 1 is the same as
Fig. 3(b). Thus we know that PðYtþ1 ¼ j; Rtþ1 ¼ kÞ is not identiﬁable.
Finally we consider subgraphs (e) and ( f ). Under these models, rhij ¼ PðRtþ1 ¼
1jYt ¼ hÞ ¼ rh for all h; i and j: rh and pjjh can be identiﬁed by PðRtþ1 ¼ 1jYt ¼
h; Rt ¼ 1Þ and PðYtþ1 ¼ jjYt ¼ h; Rtþ1 ¼ 1; Rt ¼ 1Þ; respectively. We show below
that lhi is identiﬁable. Under subgraphs (e) and ( f ), we have
PðRt ¼ 1; yt j Rtþ1 ¼ kÞ ¼ Pðyt j Rtþ1 ¼ kÞPðRt ¼ 1 j ytÞ:
Deﬁne
fhjk ¼ PðRt ¼ 1; Yt ¼ h j Rtþ1 ¼ kÞ;
ghjk ¼ PðYt ¼ h j Rtþ1 ¼ kÞ
and
th ¼ PðRt ¼ 1 j Yt ¼ hÞ:
If Yt@Rt; then lhi can be identiﬁed by PðYt ¼ hjRt ¼ 1ÞPðRt ¼ iÞ: Otherwise, we
have t0at1: Note that if Yt@Rtþ1; then subgraphs (e) and ( f ) become (a) and (b),
respectively. Thus we have Yt Rtþ1 for (e) and ( f ), and then
PðYt ¼ 0 j Rtþ1 ¼ 0Þ
PðYt ¼ 1 j Rtþ1 ¼ 0Þa
PðYt ¼ 0 j Rtþ1 ¼ 1Þ
PðYt ¼ 1 j Rtþ1 ¼ 1Þ:
Multiplying both sides by PðRt ¼ 1jYt ¼ 0Þ=PðRt ¼ 1jYt ¼ 1Þ; the above inequality
can be rewritten as
PðRt ¼ 1; Yt ¼ 0 j Rtþ1 ¼ 0Þ
PðRt ¼ 1; Yt ¼ 1 j Rtþ1 ¼ 0Þa
PðRt ¼ 1; Yt ¼ 0 j Rtþ1 ¼ 1Þ
PðRt ¼ 1; Yt ¼ 1 j Rtþ1 ¼ 1Þ:
Thus the following equation
f0j0 f1j0
f0j1 f1j1
 !
1=t0
1=t1
 !
¼ 1
1
 !
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has a unique solution for th: Thus we can identify PðYt ¼ hÞ by PðRt ¼ 1;
Yt ¼ hÞ=th; and then identify lhi by PðRt ¼ ijYt ¼ hÞPðYt ¼ hÞ: &
Proof of Theorem 2. Under subgraphs (g) and (h), rhij ¼ PðRtþ1 ¼ 1jRt ¼ iÞ ¼ ri
and thus can be identiﬁed by Dt;tþ1 directly. Since ðRt; Rtþ1Þ@Ytþ1jYt; pjjh ¼
PðYtþ1 ¼ jjYt ¼ h; Rtþ1 ¼ 1; Rt ¼ 1Þ can be identiﬁed by Dt;tþ1:
We ﬁrst consider the sufﬁciency. If Ytþ1 Yt; Lemma 1 then implies that lhi is
identiﬁable if one of PðytÞ or Pðytþ1Þ is identiﬁable. Hence subgraphs (g) and (h) are
conditionally YR-identiﬁable by Dt;tþ1 for both cases of PðRtþ1 ¼ 1jRt ¼ 0Þ ¼ 0 and
40:
If Rt@Yt; then lhi ¼ PðYt ¼ hjRt ¼ 1ÞPðRt ¼ iÞ is identiﬁable from Dt;tþ1 directly.
Hence subgraphs (g) and (h) are YR-identiﬁable.
When PðRtþ1 ¼ 1jRt ¼ 0Þ40 but Rt Yt; we show below that Pðytþ1Þ is
identiﬁable, and thus subgraphs (g) and (h) are YR-identiﬁable. PðRt ¼ 1; Rtþ1 ¼
1; Ytþ1 ¼ jÞ and PðRt ¼ 0; Rtþ1 ¼ 1; Ytþ1 ¼ jÞ are identiﬁable from Dt;tþ1 directly.
We have that
PðRt ¼ 1; Rtþ1 ¼ 0; Ytþ1 ¼ jÞ ¼ l01pjj0ð1 r1Þ þ l11pjj1ð1 r1Þ
and
PðRt ¼ 0; Rtþ1 ¼ 0; Ytþ1 ¼ jÞ
¼ PðRt ¼ 0; Rtþ1 ¼ 1; Ytþ1 ¼ jÞ
PðRtþ1 ¼ 1jRt ¼ 0Þ PðRtþ1 ¼ 0jRt ¼ 0Þ
are identiﬁable. Hence
PðYtþ1 ¼ jÞ ¼
X
i;k
PðRt ¼ i; Rtþ1 ¼ k; Ytþ1 ¼ jÞ
is identiﬁable. Thus, when PðRtþ1 ¼ 1jRt ¼ 0Þ40; we showed that lhi is identiﬁable.
For the necessity of the ﬁrst result, suppose that Ytþ1@Yt and Rt Yt: Similar to
the proof of Theorem 1, we have that lhi is not identiﬁable by Dt;tþ1: &
Proof of Theorem 3. Under subgraphs (i) and ( j), rhij ¼ PðRtþ1 ¼ 1jRt ¼ i;
Ytþ1 ¼ jÞ ¼ rij for all h; i and j: That Ytþ1 Yt is equivalent to
PðYtþ1 ¼ 0 j Yt ¼ 0Þ
PðYtþ1 ¼ 0 j Yt ¼ 1Þa
PðYtþ1 ¼ 1 j Yt ¼ 0Þ
PðYtþ1 ¼ 1 j Yt ¼ 1Þ:
Multiplying both sides by r10=r11; we have
PðRtþ1 ¼ 1; Ytþ1 ¼ 0 j Yt ¼ 0; Rt ¼ 1Þ
PðRtþ1 ¼ 1; Ytþ1 ¼ 0 j Yt ¼ 1; Rt ¼ 1Þa
PðRtþ1 ¼ 1; Ytþ1 ¼ 1 j Yt ¼ 0; Rt ¼ 1Þ
PðRtþ1 ¼ 1; Ytþ1 ¼ 1 j Yt ¼ 1; Rt ¼ 1Þ;
which is equivalent to
y0j0 y1j0
y0j1 y1j1

a0:
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This implies that the equation
y0j0 y1j0
y0j1 y1j1
 !
1=r10
1=r11
 !
¼ 1
1
 !
has a unique solution for r10 and r11: pjjh can be identiﬁed by yjjh=r1j: From Lemma
1, we have that lhi is identiﬁable if PðytÞ or Pðytþ1Þ is identiﬁable.
Now we show that r0j are identiﬁable. In the case of drop-out, we have r0j ¼ 0:
Otherwise we can identify r0j as follows. Rewrite r0j as
r0j ¼ PðRtþ1 ¼ 1jRt ¼ 0; Ytþ1 ¼ jÞ ¼
PðRtþ1 ¼ 1; Ytþ1 ¼ jjRt ¼ 0Þ
PðYtþ1 ¼ jjRt ¼ 0Þ :
The numerator can be identiﬁed directly. The denominator can be expressed as
PðYtþ1 ¼ jjRt ¼ 0Þ ¼PðYtþ1 ¼ jjYt ¼ 0; Rt ¼ 0ÞPðYt ¼ 0jRt ¼ 0Þ
þ PðYtþ1 ¼ jjYt ¼ 1; Rt ¼ 0ÞPðYt ¼ 1jRt ¼ 0Þ:
For subgraphs (i) and ( j), we have PðYtþ1 ¼ jjYt ¼ h; Rt ¼ 0Þ ¼ PðYtþ1 ¼ jjYt ¼
hÞ ¼ pjjh; and we have shown above that pjjh is identiﬁable. Also we have shown that
lhi is identiﬁable, and hence so is PðYt ¼ ijRt ¼ 0Þ: The above equation implies that
the denominator PðYtþ1 ¼ jjRt ¼ 0Þ is identiﬁable, and thus r0j can be identiﬁed.
Therefore subgraphs (i) and ( j) are identiﬁable.
For subgraphs (k) and (l), rhij ¼ PðRtþ1 ¼ 1jYt ¼ h; Rt ¼ iÞ ¼ rhi for all h; i and j:
pjjh can be identiﬁed by yjjh=PðRtþ1 ¼ 1jYt ¼ h; Rt ¼ 1Þ: Thus, by Lemma 1, we
deduce that lhi are identiﬁable by Dt;tþ1 if PðYtÞ or PðYtþ1Þ is identiﬁable and
Yt Ytþ1: When PðYtÞ or PðYtþ1Þ is identiﬁable, lhi is identiﬁable if Ytþ1 Yt:
Below we show that rhi is identiﬁable. In the case of drop-out, we have that
rh0 ¼ 0: In the other case, when lhi is identiﬁable, we have
l00p0j0 l10p0j1
l00p1j0 l10p1j1
 !
1=r00
1=r10
 !
¼ PðRtþ1 ¼ 1; Rt ¼ 0; Ytþ1 ¼ 0Þ
PðRtþ1 ¼ 1; Rt ¼ 0; Ytþ1 ¼ 1Þ
 !
:
Both the matrix and the vector on the right-hand side are identiﬁable. If Ytþ1 Yt;
then the matrix is non-singular, and thus r00 and r10 have a unique solution. rh1 ¼
PðRtþ1 ¼ 1jYt ¼ h; Rt ¼ 1Þ can be identiﬁed directly from data. Therefore subgraphs
(k) and (l) are identiﬁable. &
Proof of Lemma 2. Deﬁne
Zjjhz ¼ PðYtþ1 ¼ j; Rtþ1 ¼ 1 j Yt ¼ h; Rt ¼ 1; Ztþ2 ¼ zÞ;
pjjhz ¼ PðYtþ1 ¼ j j Yt ¼ h; Rt ¼ 1; Ztþ2 ¼ zÞ; thj ¼ rh1j:
From the Markov property Ztþ2@ðYt; RtÞ j ðYtþ1; Rtþ1Þ and the supposition
Rtþ1@Ztþ2 j Ytþ1; we have
PðZtþ2 ¼ zjrtþ1; ytþ1; yt; rtÞ ¼ PðZtþ2 ¼ zjrtþ1; ytþ1Þ ¼ PðZtþ2 ¼ zjytþ1Þ;
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that is, Ztþ2@ðRtþ1; Rt; YtÞjYtþ1: Thus we obtain Ztþ2@Rtþ1jðYtþ1; Rt; YtÞ: So we
have
Zjjhz ¼ pjjhzthj :
That Ztþ2 Ytþ1 is equivalent to
PðYtþ1 ¼ 0jZtþ2 ¼ 0Þ
PðYtþ1 ¼ 1jZtþ2 ¼ 0Þa
PðYtþ1 ¼ 0jZtþ2 ¼ 1Þ
PðYtþ1 ¼ 1jZtþ2 ¼ 1Þ:
Multiplying both sides by PðYt ¼ h; Rt ¼ 1 j Ytþ1 ¼ 0Þ=PðYt ¼ h; Rt ¼ 1 j Ytþ1 ¼ 1Þ;
we get
PðYtþ1 ¼ 0; Rt ¼ 1; Yt ¼ h j Ztþ2 ¼ 0Þ
PðYtþ1 ¼ 1; Rt ¼ 1; Yt ¼ h j Ztþ2 ¼ 0Þa
PðYtþ1 ¼ 0; Rt ¼ 1; Yt ¼ h j Ztþ2 ¼ 1Þ
PðYtþ1 ¼ 1; Rt ¼ 1; Yt ¼ h j Ztþ2 ¼ 1Þ:
This inequality is equivalent to
PðYtþ1 ¼ 0 j Rt ¼ 1; Yt ¼ h; Ztþ2 ¼ 0Þ
PðYtþ1 ¼ 1 j Rt ¼ 1; Yt ¼ h; Ztþ2 ¼ 0Þa
PðYtþ1 ¼ 0 j Rt ¼ 1; Yt ¼ h; Ztþ2 ¼ 1Þ
PðYtþ1 ¼ 1 j Rt ¼ 1; Yt ¼ h; Ztþ2 ¼ 1Þ:
Multiplying both sides by PðRtþ1 ¼ 1 j Rt ¼ 1; Yt ¼ h; Ytþ1 ¼ 0Þ=PðRtþ1 ¼ 1 j Rt ¼
1; Yt ¼ h; Ytþ1 ¼ 1Þ; we get
Z0jh0
Z1jh0
a
Z0jh1
Z1jh1
:
From the supposition that Zjjhz is identiﬁable, we obtain a unique solution for thj
from the following equation:
Z0j00 Z1j00 0 0
Z0j01 Z1j01 0 0
0 0 Z0j10 Z1j10
0 0 Z0j11 Z1j11
0
BBBB@
1
CCCCA
1=t00
1=t01
1=t10
1=t11
0
BBB@
1
CCCA ¼
1
1
1
1
0
BBB@
1
CCCA:
Since Rt@Ytþ1 j Yt; we can identify pjjh by
pjjh ¼ PðYtþ1 ¼ j j Yt ¼ h; Rt ¼ 1Þ ¼ PðRtþ1 ¼ 1; ytþ1 j yt; Rt ¼ 1Þthj : &
Proof of Theorem 4. Let th ¼ PðRt ¼ 1jYt ¼ hÞ: If t0 ¼ t1; then Yt@Rt; and thus
PðYt ¼ h; Rt ¼ iÞ can be identiﬁed by PðYt ¼ hjRt ¼ 1ÞPðRt ¼ iÞ: Below we consider
the case of t0at1: Since Yt Rtþ1; then we have
PðYt ¼ 0 j Rtþ1 ¼ 0Þ
PðYt ¼ 1 j Rtþ1 ¼ 0Þa
PðYt ¼ 0 j Rtþ1 ¼ 1Þ
PðYt ¼ 1 j Rtþ1 ¼ 1Þ:
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Since Rtþ1@RtjYt under subgraphs (o) and (p), multiplying both sides by
PðRt ¼ 1jYt ¼ 0Þ=PðRt ¼ 1jYt ¼ 1Þ; the above inequality can be rewritten as
PðRt ¼ 1; Yt ¼ 0 j Rtþ1 ¼ 0Þ
PðRt ¼ 1; Yt ¼ 1 j Rtþ1 ¼ 0Þa
PðRt ¼ 1; Yt ¼ 0 j Rtþ1 ¼ 1Þ
PðRt ¼ 1; Yt ¼ 1 j Rtþ1 ¼ 1Þ:
Thus the following equation
f0j0 f1j0
f0j1 f1j1
 !
1=t0
1=t1
 !
¼ 1
1
 !
has a unique solution for th: Thus we can identify PðYt ¼ hÞ by PðRt ¼ 1;
Yt ¼ hÞ=th; and then identify PðYt ¼ h; Rt ¼ iÞ by PðRt ¼ ijYt ¼ hÞPðYt ¼ hÞ: &
Proof of Theorem 5. We ﬁrst show that pjjh is identiﬁable and ﬁnally show that
Pðyt; ytþ1Þ is identiﬁable by pjjh:
Under subgraphs (m) and (n), we have that Rt@Ytþ1jYt: We ﬁrst consider the case
that Gtþ1;tþ2AO1 and Ytþ2 Ytþ1: For Gt;tþ1AO4; it is impossible that Gtþ1;tþ2 is (a),
(c) or (e). If Gtþ1;tþ2 is ( f ) and Rtþ2 Ytþ1; then treat Rtþ2 as Ztþ2 of Lemma 2. Thus
we have that Rtþ1@Rtþ2 j Ytþ1 and that Pðytþ1; Rtþ1 ¼ 1 j yt; Rt ¼ 1; rtþ2Þ is
identiﬁable. By Lemma 2, both pjjh and rh1j are identiﬁable. If Gtþ1;tþ2 is ( f ) but
Rtþ2@Ytþ1; then we can see ( f ) as (b). If Gtþ1;tþ2 is (b) or (d), then we have
Rtþ2@ðYt; Rt; Ytþ1; Rtþ1ÞjYtþ2; and thus Pðytþ1; Rtþ1 ¼ 1jyt; Rt ¼ 1; ytþ2Þ can be
identiﬁed by Pðytþ1; Rtþ1 ¼ 1jyt; Rt ¼ 1; ytþ2; Rtþ2 ¼ 1Þ: Treat Ytþ2 as Ztþ2 of
Lemma 2. We have that Rtþ1@Ytþ2jYtþ1 and Ytþ2 Ytþ1: By Lemma 2, both pjjh
and rh1j are identiﬁable.
Next we consider the case that Gtþ1;tþ2AO5 and Rtþ2 Ytþ1: In this case, treat Rtþ2
as Ztþ2 of Lemma 2. Thus we have that Rtþ1@Rtþ2 j Ytþ1 and that Pðytþ1; Rtþ1 ¼
1 j yt; Rt ¼ 1; rtþ2Þ is identiﬁable. By Lemma 2, both pjjh and rh1j are identiﬁable.
Finally, we show that lhi can be identiﬁed by using pjjh: If Gtþ1;tþ2AO1 and
Ytþ2 Ytþ1; then Theorem 1 implies that Pðytþ1Þ can be identiﬁed. If Gtþ1;tþ2AO5
and Rtþ2 Ytþ1; Theorem 4 implies that Pðytþ1Þ can be identiﬁed by Dtþ1;tþ2: We
obtain from Lemma 1 that lhi is identiﬁable, and thus Pðyt; ytþ1Þ ¼ pjjh
P
i lhi is
identiﬁable, that is, Gt;tþ1 is Y -identiﬁable by Dt;tþ2: &
Proof of Theorem 6. If conditions (i) and (ii) of Theorem 5 hold, then we have from
the proof of Theorem 5 that pjjh; rh1j and lhi are identiﬁable. Thus we only need to
show that rh0j is identiﬁable. If the missing process is drop-out at time points t and
t þ 1; then rh0j ¼ 0; and thus it is identiﬁable.
If the missing process is not drop-out, let
ohjk ¼ PðRt ¼ 0; Yt ¼ hjRt1 ¼ 1; Yt1 ¼ kÞ
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and
fjjk ¼ PðRtþ1 ¼ 1; Ytþ1 ¼ j; Rt ¼ 0jRt1 ¼ 1; Yt1 ¼ kÞ:
Since Gt1;t is a subgraph of O1; O2 or O3; Yt1 Yt; and Gt;tþ1 is Y -identiﬁable,
Gt1;t is YR-identiﬁable and therefore so is ohjk: fjjk is identiﬁable directly from data.
If Yt1 Yt; we have
PðYt ¼ 0jYt1 ¼ 0Þ
PðYt ¼ 0jYt1 ¼ 1Þa
PðYt ¼ 1jYt1 ¼ 0Þ
PðYt ¼ 1jYt1 ¼ 1Þ:
The above inequality is equivalent to
PðRt ¼ 0; Yt ¼ 0jRt1 ¼ 1; Yt1 ¼ 0Þ
PðRt ¼ 0; Yt ¼ 0jRt1 ¼ 1; Yt1 ¼ 1Þa
PðRt ¼ 0; Yt ¼ 1jRt1 ¼ 1; Yt1 ¼ 0Þ
PðRt ¼ 0; Yt ¼ 1jRt1 ¼ 1; Yt1 ¼ 1Þ
for each subgraph in O1; O2 and O3: For a DAG Gt;tþ1; we have
Pðrt; yt; rtþ1; ytþ1Þ ¼ Pðrt; ytÞPðytþ1jytÞPðrtþ1jrt; yt; ytþ1Þ;
and thus
Pðytþ1jytÞ ¼ Pðrtþ1; ytþ1jrt; ytÞ
Pðrtþ1jrt; yt; ytþ1Þ:
We obtain
ohjkpjjhrh0j ¼PðRt ¼ 0; Yt ¼ hjRt1 ¼ 1; Yt1 ¼ kÞPðRtþ1 ¼ 1; Ytþ1 ¼ jjRt ¼ 0; Yt ¼ hÞ
¼PðRt ¼ 0; Yt ¼ h; Rtþ1 ¼ 1; Ytþ1 ¼ jjRt1 ¼ 1; Yt1 ¼ kÞ:
Therefore the equation
o0j0pjj0 o1j0pjj1
o0j1pjj0 o1j1pjj1
 !
r00j
r10j
 !
¼
fjj0
fjj1
 !
has a unique solution for rh0j : We showed that the subgraphs (m) and (n) are YR-
identiﬁable. &
Proof of Theorem 7. Under the subgraphs (o) and (p), rhij ¼ PðRtþ1 ¼ 1jYt ¼
h; Ytþ1 ¼ jÞ ¼ rhj for all h; i and j; and Rt@Ytþ1jYt: We ﬁrst discuss the
identiﬁability of pjjh and rhj and then discuss the identiﬁability of lhi:
As in the proof of Theorem 5, we consider ﬁrst the case where Gtþ1;tþ2 is in O1: If
Gtþ1;tþ2 is ( f ) and Rtþ2 Ytþ1; then we treat Rtþ2 as Ztþ2 of Lemma 2. Thus
Rtþ1@Rtþ2jYtþ1; and Pðytþ1; Rtþ1 ¼ 1jyt; Rt ¼ 1; rtþ2Þ is identiﬁable directly from
data. By Lemma 2, both pjjh and rh1j ¼ rhj are identiﬁable. If Gtþ1;tþ2 is ( f ) but
Rtþ2@Ytþ1; then we can see Gtþ1;tþ2 as (b). If Gtþ1;tþ2 is (b) or (d) and Ytþ2 Ytþ1;
then treat Ytþ2 as Ztþ2 of Lemma 2. Thus we have that Rtþ1@Ytþ2 j Ytþ1 and that
Pðytþ1; Rtþ1 ¼ 1 j yt; Rt ¼ 1; ytþ2Þ can be identiﬁed by Pðytþ1; Rtþ1 ¼ 1 j yt; Rt ¼
1; ytþ2; Rtþ2 ¼ 1Þ since Rtþ2@ðYt; Rt; Ytþ1; Rtþ1ÞjYtþ2 for (b) and (d). By Lemma 2,
we obtain that both pjjh and rh1j ¼ rhj are identiﬁable.
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Next we consider the case that Gtþ1;tþ2AO5 and Rtþ2 Ytþ1: In this case, treat Rtþ2
as Ztþ2 of Lemma 2. Thus we have that Rtþ1@Rtþ2 j Ytþ1 and that Pðytþ1; Rtþ1 ¼
1 j yt; Rt ¼ 1; rtþ2Þ is identiﬁable directly from data. By Lemma 2, we obtain that
both pjjh and rh1j ¼ rhj are identiﬁable.
Finally, Theorems 1 and 4 imply that Pðytþ1Þ can be identiﬁed if (Gtþ1;tþ2AO1 and
Ytþ2 Ytþ1) or (Gtþ1;tþ2AO5 and Rtþ2 Ytþ1). Then, according to Lemma 1, lhi
is identiﬁable when Ytþ1 Yt: Thus we showed that Gt;tþ1 is YR-identiﬁable
by Dt;tþ2: &
Proof of Theorem 8. First, it is obvious that identiﬁability by Dt;tþ1 implies
identiﬁability by D1;T : Next, since the G has the ﬁrst-order Markov dependence, the
joint distributions Pðy1; r1;y; yT ; rTÞ and Pðy1;y; yTÞ can be factorized respec-
tively as
Pðy1; r1;y; yT ; rTÞ ¼ Pðy1; r1ÞPðy2; r2jy1; r1ÞyPðyT ; rT jyT1; rT1Þ
and
Pðy1;y; yT Þ ¼ Pðy1ÞPðy2jy1ÞyPðyT jyT1Þ:
Thus if Gi;iþ1 is identiﬁable by Di;iþ1; Di;iþ2 or Di1;iþ2 for i ¼ s; s þ 1;y; t  1; then
Gs;t is identiﬁable by D1;T :
Step 1 of the algorithm can be justiﬁed directly from Figs. 3(a) and (b). Step 2 can
be justiﬁed by the theorems in Section 3. Step 3 revises a conditional YR-
identiﬁability to unconditional YR-identiﬁability if its adjacent time point is YR- or
Y -identiﬁable. &
Proof of Theorem 9. Fig. 3(c) is a special case of Figs. 4(b) and (c), where X
corresponds to Ytþ1 in (b) and Yt in (c). The result follows immediately from
Theorem 1. &
Proof of Theorem 10. The conditional dependence X Ytþ1jYt means
PðYtþ1 ¼ 0 j Yt ¼ h; X ¼ 0Þ
PðYtþ1 ¼ 1 j Yt ¼ h; X ¼ 0Þa
PðYtþ1 ¼ 0 j Yt ¼ h; X ¼ 1Þ
PðYtþ1 ¼ 1 j Yt ¼ h; X ¼ 1Þ:
Multiplying both sides by PðRtþ1 ¼ 1 j Ytþ1 ¼ 0; Yt ¼ hÞ=PðRtþ1 ¼ 1 j Ytþ1 ¼
1; Yt ¼ hÞ; we get
y0jh0
y1jh0
a
y0jh1
y1jh1
;
since Rtþ1@X jðYt; Ytþ1Þ: Thus the equation
y0j00 y1j00 0 0
y0j01 y1j01 0 0
0 0 y0j10 y1j10
0 0 y0j11 y1j11
0
BBB@
1
CCCA
1=r00
1=r01
1=r10
1=r11
0
BBB@
1
CCCA ¼
1
1
1
1
0
BBB@
1
CCCA
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has a unique solution for rhj: Then pjjhx can be identiﬁed by yjjhx=rhj : Hence
Pðytþ1; rtþ1jyt; rt; xÞ is identiﬁable.
We shall show below that Pðyt; rt; xÞ is conditionally identiﬁable. Pðyt; Rt ¼ 1Þ
can be identiﬁed by PðytjRt ¼ 1ÞPðRt ¼ 1Þ: If PðytÞ is identiﬁable, then Pðxjyt; rtÞ
can be identiﬁed by Pðxjyt; Rt ¼ 1Þ since X@RtjYt; and then Pðyt; Rt ¼ 0Þ by
PðytÞ  Pðyt; Rt ¼ 1Þ: Hence Pðyt; rt; xÞ is identiﬁable if PðytÞ is identiﬁable.
If Pðytþ1Þ is identiﬁable, we can identify PðytÞ by solving
PðYtþ1 ¼ 1Þ ¼PðYtþ1 ¼ 1jYt ¼ 0ÞPðYt ¼ 0Þ
þ PðYtþ1 ¼ 1jYt ¼ 1Þ½1 PðYt ¼ 0Þ
for Yt Ytþ1 where
PðYtþ1 ¼ jjYt ¼ hÞ ¼PðYtþ1 ¼ j; Rtþ1 ¼ 1jYt ¼ hÞ
PðRtþ1 ¼ 1jYt ¼ h; Ytþ1 ¼ jÞ
¼PðYtþ1 ¼ j; Rtþ1 ¼ 1jYt ¼ h; Rt ¼ 1Þ
rhj
:
Thus, from the above result, we showed that Pðyt; rt; xÞ is identiﬁable. &
Proof of Lemma 3. The condition Yt@Rt is obvious. If X Yt; we can identify PðytÞ
by solving
PðxÞ ¼ PðYt ¼ 1ÞPðxjYt ¼ 1Þ þ PðYt ¼ 0ÞPðxjYt ¼ 0Þ;
where PðxjytÞ is identiﬁed by Pðxjyt; Rt ¼ 1Þ since X@RtjYt: &
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