This article follows a generative approach to language (e. g., Chomsky 1995), which operates on the assumption that some modes of organization of language are organized by specific rules and conditions, as part of the biology of being human. This includes the organization of the phonology (sound structure) and syntax (sentence structure) of language, and addresses the basic problem of how sound structure is related to semantic structure (logical form) in language. Many other real aspects of language do not fall under the remit of a generative approach, and I will refer to these as ›non-linguistic aspects of language‹. The term ›non-linguistic‹ is chosen specifically to refer back to Chomsky (1957) , where he argues that language has characteristic modes of organization which are specific to language (subsequently formalized as part of a language-specific cognitive faculty). Language can also be subject to modes of organization which are not language-specific, and hence ›non-linguistic‹ modes of organization. The purpose of this paper is to discuss what aspects of poetic language might be non-linguistic, in this sense.
is also the topic of MacMahon (1995) who argues, against Kristeva and others, that Finnegans Wake demonstrates a non-linguistic mode of organization of language.)
The language of poetry has both linguistic and non-linguistic characteristics. (In this, poetry is not special; for example, Hope (2000) argues that Standard English has non-linguistic characteristics or modes of organization imposed on and altering the linguistically definable dialects of English which it takes as its base; see also Trudgill 2009 .) The non-linguistic modes of organization of poetic language include poetry-specific kinds of division into parts (such as lines), counting of elements, an emphasis on repetition, increased fragmentation, and syntactic and lexical deviation. Given these differences between poetry and non-poetic language, I will begin by addressing what (in Fabb 2010) I call the ›development hypothesis‹, that poetic language is formed and regulated by developing only the linguistic elements, rules and constraints of the language faculty. There are two versions of the hypothesis: one that poetry exploits the possibilities of language in general, and the other that each poetry exploits the possibilities specifically of its own language. The former is manifested for example in Kiparsky's (1981, 19) suggestion that reduplication (a morphological copying process found in some but not all languages) may more generally be adapted into rhyme or alliteration in all poetries. The latter more specific version of the hypothesis can be seen to have roots in a Romantic notion that poetry emerges from and has a special relation to its native language: for example, that Shakespeare crucially depended for his poetry on the specific English of his time. In more specific variants, the development hypothesis says for example that a poetry most successfully uses a metre which depends on the language's phonology (sound-structure) and more specifically the rhythmic patterns found in the words of the language. In Fabb (2010) I examine the evidence for the development hypothesis; I suggest that we do not have sufficient typological evidence to make firm decisions, but I also note that in certain ways, the development hypothesis cannot be correct. This is because some aspects of poetry are just non-linguistic, including the division into lines and the counting of elements. In the next two sections, I promote two ideas about verse, both of which treat poetic language as distinct from generated language, and thus violate the development hypothesis.
The Composition of Verse
Unnumbered treasures ope at once, and here The various offerings of the world appear; From each she nicely culls with curious toil, And decks the goddess with the glittering spoil. This casket India's glowing gems unlocks, And all Arabia breathes from yonder box. The tortoise here and elephant unite, Transformed to combs, the speckled, and the white.
Here files of pins extend their shining rows, Puffs, powders, patches, bibles, billet-doux. (Pope 1966, 91 : The Rape of the Lock, canto 1, lines [129] [130] [131] [132] [133] [134] [135] [136] [137] [138] In this part of the article (based on Fabb 2009b) , I suggest that verse may be composed in a different way from ordinarily generated language, and that this unlocks creative possibilities, such that verse gets to be ›poetry‹ (i. e., a formal practice becomes an aesthetic practice). A verbal text can be understood as a sequence of linguistic units: words, or syllables, or phonemes, etc. In the special kind of verbal text called verse, the sequence is divided into non-linguistic sections, called ›lines‹, often combined with some further division larger or smaller than the line, such as the stanza or couplet or half-line. Lines are non-linguistic in three fundamental ways. First, as Levin (1971, 182) argues, lines do not belong to the inventory of linguistic entities: a line is neither a phrase, nor sentence, nor phonological phrase, nor intonation group, even though it may sometimes be coextensive with one of these. Note that though lines are not linguistic, the rules for lines are certainly sensitive to linguistic entities, for example a rule may prevent words from splitting across lines or constrain how phrases can split across lines. In the lines quoted above, no word and, further, no syntactic phrase is split by a line boundary. Often, the non-linguistic aspects of poetic language are in this way partly dependent on linguistic aspects of generated language (Wexler 1966) . Secondly, lines have no internal structure: the line consists just of two edges and whatever falls between the edges; the lines quoted above have no distinct ›head‹ or word or position of greatest significance. In contrast, linguistic entities always have internal structure, usually hierarchically organized, with a central most important component (the head, of the word or phrase or other unit); linguistic entities are constituent structures, while lines are not. Thirdly, lines are subject to constraints which although they sometimes resemble constraints on linguistic entities, also sometimes differ sharply from constraints on linguistic entities: most strikingly, lines are often subject to a counting constraint. For example, the iambic pentameter lines of Pope's poem must be ten syllables long (or, to put it another way, in iambic pentameter text, every tenth syllable must be word-final, since words in this metre are not split across line boundaries). This counting constraint does not resemble any kind of linguistic constraint.
The fact that lines are not linguistic entities raises the question of how they are produced, and whether they are produced by the same cognitive mechanisms as produce generated language. A standard account of generated language production (based on Levelt 1989 , and others) starts from the assumption that we store words by separating the semantic part of the word from its associated phonological and other formal features: signified is stored separately from signifier. Sentence composition begins with conceptual structure and the selection of the semantic part of the word, which is followed by selection of the formal parts of the word, to combine
The Non-linguistic in Poetic Language the words into sentences according to syntactic rules. At the same time, the syntactic rules produce a logical form (i. e., a schematic proposition) from the sequence of words making up the sentence. A key fact about the syntactic rules is that they combine words into constituents, which in turn are combined with other elements into higher-level constituents, so that the syntactic structure which results can be represented as a coherent and unified tree structure in which all the parts have an interpretable syntactic relation to other parts (Chomsky's rule of ›merge‹ achieves this, Chomsky 1995, 226) . If we now consider the composition of verse, we must solve the problem of how words are combined into lines such that the line meets certain external non-linguistic constraints; for example, in the English heroic couplets of Pope's text, the couplet must be composed such that the tenth syllable is word final, the twentieth syllable is word final, and the tenth and twentieth syllables rhyme. It is very unclear how the generative rules could interact with these constraints, which refer to the line (not a linguistic entity).
There are two possible strategies by which language might be organized into lines. One strategy is to compose the verse by first composing generated language (prose) and then re-editing the prose into lines, by moving parts around, removing parts, substituting new for old parts, etc. Without doubt, this is something which poets sometimes do: we have evidence, for example, that Shakespeare composed some of his iambic pentameter verse by altering Holinshed's prose text. A second strategy, and the one which I want to focus on in greater depth, is that lines are composed directly, but by a different means than that used in the production of generated language. In this approach, lines are not composed by applying syntactic rules. Instead, lines are composed by linear concatenation of any available material, chosen by any route. ›Available material‹ includes words drawn from the standard mental lexicon, but chosen at random, or on the basis of sound rather than meaning (i. e., violating the meaning-first approach proposed by Levelt) . ›Available material‹ also includes phrases which have been generated (and so have full internal syntactic structure); the syntactic rules can merge material into chunks prior to composition of a whole sentence, and poetry may have access to these syntactically composed chunks, which it then concatenates (non-syntactically) into lines. ›Available material‹ also includes externally derived material -foreign words, invented words, quoted material from elsewhere. The line in this sense is a collage, formed by bricolage rather than generated. Whereas in ordinary uses of language, conceptual structure drives the generative process, in poetry, conceptual structure is not necessarily the driving force; sometimes conceptual structure emerges from the text, whose composition is driven by other, formal, requirements (such as the need to rhyme, or fit into a metre). Again, we know that this is a possible practice: for example, composition by concatenation of material is an explicit modernist mode of composition (Paton 2010) ; I suggest that it may be the unacknowledged and unconscious basis of composition of poetry more generally. In this approach, the line is a sequence of elements, one after another; it is not a hierarchical organization (a tree structure) of the kind built by syntactic rules. However, if lines are composed by concatenation, by-passing syntactic processes, then two questions must be answered. First, why does the text nevertheless have an order of words which in general matches what the syntax would have generated? Second, how does the text get its interpretation if it has no syntactic structure, since syntactic structure delivers the logical form of the sentence, which is the basis of its interpretation?
Both questions can be answered if we approach the composition of poetry by borrowing from the speech recognition model of analysis-by-synthesis (Halle/Stevens 1962) . How does any hearer (of ordinary language, not poetry) assign a syntactic structure to, and interpret, what they hear? In their proposal, the hearer an-A C H T U N G T R E N N U N G aA C H T U N G T R E N N U N G lyses the input by synthesizing a match for it: in other words, they generate an unspoken text, and match it with the text which they hear. A similar solution might work for poetry; the poet would need to be both speaker and hearer. As ›speaker‹ the poet produces lines by concatenation (rather than via the ordinary syntax). But the poet makes sense of what they themselves ›speak‹ by acting also as ›hearer‹, by syntactically generating an unspoken match to the concatenated output; the generated match operates as a constraint on the concatenated text, and if they are not sufficiently close, the concatenated text is rejected. This keeps the concatenated text close to what the syntax would have produced, but with variations depending on how strict the match must be. By assigning a syntactically well-formed match to the text made from concatenated lines, a logical form is therefore also assigned to the text. Note that this matching process need not be done lineby-line; a lineated text can be matched with a generated text (since a syntactically well-formed sentence may be matched across several lines of text). (Thoms 2010 explores this approach more formally from a generative/minimalist perspective, and presents a different, though related account.)
To give some concreteness to this discussion, consider these two lines:
The tortoise here and elephant unite, Transformed to combs, the speckled, and the white.
The text must be composed such that it is subject to some output constraints which include (i) the tenth and twentieth syllables must be word-final (and in this tradition also phrase-final), (ii) stressed syllables tend to fall in even-numbered positions, and (iii) the tenth and twentieth syllables must rhyme. The text can be put together from small items (words, phrases), which can be replaced or moved around as need be. In Jakobson's (1960) terms, replacement is drawn from the paradigmatic axis, while reordering involves the syntagmatic axis: this is worth noting, as the notions of paradigmatic and syntagmatic axes, while probably valid for the language of poetry (a topic I return to later), are not easily translated into current linguistic theory. Here is a possible combination, with dashes showing the joins, and including some preconstructed units such as the noun phrase ›the tortoise‹ and the verb-complement constituent ›transformed to combs‹. The tortoise -here -and -elephant -unite, Transformed to combs, -the -speckled, -and -the -white.
The general principle is that if a sequence of words can be explained as a unit (e. g., if they belong together in a phrase, within the line), then assume that they are taken as an already-syntactically-generated phrase. Since these lines involve a significant amount of juxtaposition (rather than fully syntactic combination) anyway, there is reason to think that they are composed in parts, like this. This concatenated output is matched with a syntactically generated text which draws on the same numeration (the same set of words), and is permitted as a match (though the words and phrases are in a different order: this appears to be a relaxation common in Pope).
The generated text might for example be ›Here the tortoise and elephant unite, transformed to the speckled combs and the white combs‹. This approach promises to explain some odd aspects of verse. First, verse tends in any case towards concatenation. This is because listing is common in poetry; it can be seen extensively in the quoted text by Pope for example. The second odd aspect of verse is that verse can have various kinds of ›crazy syntax‹, where words or phrases are in an order which cannot normally be generated by the syntax. Consider for example the subject-object-verb sequence in Pope's line (from the text above) ›This casket India's glowing gems unlocks‹: such a sequence cannot be generated, and in fact is ungrammatical in English. Under the explanation offered above, this sequence is the result of concatenation; since it is not syntactically generated, nothing in principle prevents it being syntactically crazy. The syntactic ›cra-
ness‹ is a reflection of the looseness of match between this and a syntactic structure. Another kind of syntactic ›craziness‹ arises where an order is possible in generated language but lacks the standard interpretation. For example the order of object-subject-verb would normally be interpreted as placing focus on the object, but it seems to lose this automatic interpretation in poetry; consider for example Pope's couplet (from Pope 1966, 104 : Rape of the Lock, canto 4, lines 149-50):
Happy! ah ten times happy had I been, If Hampton-Court these Eyes had never seen! Here ›Hampton Court‹ has been moved to a position where it would normally be focused, but I suggest that it is not inevitably interpreted as in focus here. Instead, as readers of poetry, we seem to be able to turn off some of the interpretations we might normally treat as determined by the word order. Constable and Aoyama (1999, 531) note that because word and phrase order is determined by so many factors in verse (including the requirements of the metre), we can no longer be sure that information structure is straightforwardly determined by word order; it is harder to distinguish implications from implicatures (intended implications), in poetry. Levin (1964) , Thorne (1965) , Austen (1984) , O'Neill (2001) and Fitzgerald (2007) all consider ways of altering the syntax to form a kind of ›poetic syntax‹ as a dialect of the generated language, so that it is able to form these unusual 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42 structures. These approaches are all consistent with the development hypothesis, which is the idea that all kinds of poetic language are developments of generated language. I propose in contrast to break with the development hypothesis, so allowing poetic language to be something different from generated language, not just a development of it. These kinds of crazy syntax arise because syntax is not directly involved in the generation of the line.
I have suggested that the line is an important and discrete compositional unit: that poets compose lines directly. We will see in the next section that this has implications also for metre, where I argue for a whole-line approach and against the traditional approach which fragments the metrical line into smaller units called ›feet‹. In concluding this section, I want to speculate on some of the implications of the proposal that lines are generated directly, by concatenation. First, it suggests that conceptual structure is not always pre-planned in the composition of verse, but instead that conceptual structure can emerge by chance -always with the output of concatenation monitored and edited by the poet. There is thus a link between verse as a form and the more qualitative or aesthetic notion of ›poetry‹: as a formal device, lineation (verse) seems to enable certain kinds of creativity (poetry). A second implication arise from the fact that concatenation is a cognitive process which can apply to all sorts of symbolic material, unlike syntax or the syntactic rule of ›merge‹ which is confined to the language faculty (as noted earlier, the languagespecificity of linguistic rules is central to Chomsky 1957) . Hence, this opens up possibilities of understanding how the composition of poetry is allied to the composition of other nonverbal aesthetic objects. A third implication relates to compositional talent: some people are better poets than others. This is, on the face of it, puzzling: Keats has access to more or less the same language (words, syntax) as everyone else who speaks English, but he is able to compose verse of much greater quality than others. The proposal here, that verse is composed by non-linguistic processes, including a different mode of word-selection and concatenation (instead of syntax), opens up the possibility that the factor differentiating skilled from nonskilled poets does not lie in the language faculty. The account given here of poetic composition also places greater emphasis on the checking of output, such that the poet is to a greater extent than normal a listener to his/her own voice (as explained earlier). The individual difference may thus also arise as part of the checking pro-A C H T U N G T R E N N U N G cess, which must follow on from the concatenative process; the composition of poetry involves more editing than generated verbal behaviour, and it may be here that Keats's special talents also lie. The composition of poetry is much less widely studied and discussed than the reception of poetry, partly because of the difficulty of studying the moment of composition. Nevertheless, an approach to poetry which distinguishes the linguistic from the non-linguistic aspects of its language should be able to open up again this difficult problem, to begin to understand where the individual differences lie, which make some people better poets than others.
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In the 1970s, a clear split emerged between the approaches to poetic metre taken by literary criticism (e. g., the foot-based approach of Fussell 1979) and linguistics (e. g., the line-based approach of Halle and Keyser 1971) . In this section, I explain the linguistic theory of poetic metre which is developed by Fabb and Halle (2008) , and speculate on its relevance for literary studies (see also Versace 2010) . I illustrate by quoting another line from the text by Pope: This casket India's glowing gems unlocks, This line is in iambic pentameter, one of whose requirements is that the line consist of ten syllables. A second requirement relates to the location of stress; stressed syllables tend to be in even-numbered positions. In English, syllables are differentiated by multiple degrees of stress (manifested as greater loudness, higher pitch, and/or greater length). Each polysyllabic word has a fixed stress pattern, with one syllable more stressed than any other; so for example the first syllable of ›casket‹ (always) has primary stress. Monosyllables can also carry stress, with nouns, verbs, adjectives and adverbs most likely to carry stress. It can be seen that in the line above, the four polysyllables all have their primary stress in an even-numbered position (positions 2, 4, 6, and 10), and the monosyllabic noun ›gems‹ is also in an even-numbered position (8). The requirement relating to stress holds with various degrees of strictness in different kinds of English poetry. For example, I show in Fabb 1997 (38) that in Shakespeare's sonnet ›Let me not to the marriage of true minds‹ every line has a different rhythm.
While most approaches to metre focus on the fairly regular rhythm of metrical lines, Fabb and Halle (2008) instead see the much more regular counting of syllables as the primary target for explanation: we think that the fact that an iambic pentameter line has ten syllables is more puzzling than the fact that it has a fairly regular (iambic) rhythm. A focus on counting allows a co-ordinated explanation of ›rhyth-mic‹ metres such as are found in English with metres where there is syllable counting (or mora counting) but no regular rhythm, as in Mediaeval Celtic languages, French, or Japanese. On the other hand, as Fabb and Halle (2008) argue, regular rhythm is never found in the absence of counting, which suggests that counting is primary, and rhythm secondary: in fact, in the Fabb-Halle approach, rhythm is dependent on counting. Our approach takes the line of verse and applies a set of rules to it which generate a structure (a bracketed grid) from it. An example of such a grid, generated by the rules for iambic pentameter from one of the lines of Pope's poem, is shown below. 8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42 The tortoise here and elephant unite, )* *) * *) * *)* *) * *) 0 * * ) * * * ) 1 (* *( 2 * 3
In our theory, each metre comprises a different set of rules. Constraints on metrical rules have the result that each set of rules will generate a well-formed structure only from a line of a specific length; in this way, counting is performed. The iambic pentameter rules will generate a well-formed structure (such as this) only from a line which starts out by projecting either ten or eleven asterisks on gridline 0. Further, because the grid is generated by iterative rules (rules which repeat the same action), the bracketed grid tends to have a periodic structure, with marked elements at regular intervals: so, for example asterisks on gridline 1 project from every second asterisk on gridline 0, which is a periodic pattern. We set conditions which match specific kinds of syllable stress to marked elements in the periodic grid, and thereby explain why metrical verse also tends to have a periodic rhythm. In this metre, we would set a condition associating stress with any syllable which projects to gridline 1, which because of how the grid was formed means any even-numbered syllable.
The traditional approach to metre (Fussell 1979 ) is based on the foot, where a foot is a sequence of usually two or three syllables with a specific rhythmic form. In this approach, a performed version of the line (i. e., with a specific stress pattern) is matched to a sequence of feet, with different sorts of feet allowed to be combined. The sequence of feet is then compared to a template (e. g., in iambic pentameter consisting of five iambic feet), and the distinction between the performance and the template is described as substitution of feet. In the manner of much stylistic ana-A C H T U N G T R E N N U N G lysis, the substitutions are each considered potentially significant, communicating some meaning or other effect. This is very different from the approach taken by Fabb and Halle (2008) . We start with the line of poetry, which we treat as a sequence of syllables (not necessarily as performed: instead, the sequence is derived from the syllables as represented in the lexically stored forms of words). The rules generate a grid which is almost invariant for all iambic pentameter lines; the lines themselves may vary a lot, but so long as the variations do not break any of the conditions which match the line to the grid, the line is counted as metrical. As in the traditional approach, it is possible to compare the performed line with some normative template (e. g. as expressed by the grid), but our approach tends to treat the line as a whole; in contrast, the traditional approach groups the linguistic material into small units of ›feet‹. One question which one might ask from a literary perspective is whether the ›tension‹ between performed and normative rhythms in English verse is best understood at the level of the line, or at some more granular level such as the foot. I have argued above that the line is fundamental to the aesthetic of poetry, and that it is the compositional unit: this would favour an approach to metre which is line-based as in our approach, rather than foot-based as in the traditional approach.
The Non-linguistic in Poetic Language 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42 Another reason, from a literary perspective, for favouring the Fabb-Halle approach over traditional approaches, is that it has universalist or generalizing ambitions, and that these in turn point to a cognitive approach to the aesthetics of metrical verse. Our theory is the same theory for all the kinds of metrical verse in widely dispersed traditions. We claim that this is because there is a specialized human cognitive capacity to compose metrical verse, which is related to linguistic capacities (such as the capacity to assign stress in words), and other counting/rhythmic capacities (such as the capacity to compose music). These possibilities point to some universal cognitive base for the aesthetics of verse, and the possibility that this aesthetics is shared with the aesthetics of other rhythmic and counting activities.
Finally, the Fabb-Halle theory of metre does not support a strict form of the development hypothesis: though some of the component parts of metrical cognition are shared with linguistic cognition, we do not see metre as a development of the phonology, but as something distinct. This again suggests that an aspect of the language of poetry is something other than linguistic.
The Pragmatics of Form
When speaking of ›poetic form‹ we might distinguish three kinds: (i) form as expressed by terms which hold of all or part of a text, such as the terms naming a text's genre (›sonnet‹), (ii) form as manifested by the division of a text into parts, such as lines, and (iii) form as manifested by relations between the parts, usually some kind of repetition, as in rhyme or parallelism, or perhaps metre. In Fabb (2002 Fabb ( , 2004 , I raise an ontological question: how do these kinds of form hold of a poetic text? I suggest that form can hold in one of two ways, giving two quite distinct sorts of ›form‹, which I call ›inherent form‹ and ›communicated form‹. Inherent form holds inherently as part of the medium or the history of a production of an object. Communicated form holds of a text because a text communicates to us that it does. The inherent vs. communicated form distinction applies very generally, and is not specific to poetry or even to language, and can be illustrated with a very different kind of example. For a silver wedding ring, ›silver‹ is a type of inherent form holding of the object as part of its medium, while ›wedding ring‹ is a type of communicated form holding of the object by virtue of the object providing evidence (in context) that that is what it is. Similar things can be said about poetic form: for a sonnet, being in words and sentences is inherent form which holds as part of its medium, while being a sonnet holds as communicated form because the text provides evidence such that we can attribute the name of ›sonnet‹ to it. Inherent form is determinate, and needs to be discovered by investigation. Communicated form is a description of an object which the object provides evidence for, and which is derived inferentially; this type of form is a kind of meaning, and explained under a theory of pragmatics, and like any derived meaning is subject to debate as to how and whether it holds of an object. A simple case of communicated form is presented by genre. The genre of a text is part of what the author communicates to the reader by writing the text. A text communicates representations of events and individuals in an imagined world, and at the same time the text also communicates representations of the text itself (i. e., communicates self-descriptions, such as ›This text is a sonnet‹). In Fabb (2002, 57-87) I explore in depth the possibility that ›being a sonnet‹ is the content of an implicature (about the text) which elements of the text provide evidence for. A communicated form holds as the content of an implicature, and following Sperber and Wilson's (1995, 197) distinction, this can be a weak or strong implicature. A strong implicature is an implicature whose content we can attribute with certainty to the author: for example, we can be sure that some texts were intended to be sonnets (such as most of Shakespeare's sonnets). We might call these ›strong sonnets‹ (because the form holds of the text as a strong implicature). A weak implicature has a content which we think there is some evidence to attribute to the author, but the evidence is weaker, while nevertheless it can be relevant to entertain this implicature. Communicated forms which hold as weak implicatures are particularly interesting. For example the Portuguese poet E.M. de Melo e Castro has a 1963 text called ›Soneto soma 14x‹ (Mendes de Sousa/Ribeiro 2004, 117) which is fourteen lines, each consisting of five numerals: the first line is »1 4 3 4 2«; this is called a sonnet and has some formal characteristics of a sonnet, but in other ways it is not a sonnet (i. e., its being a sonnet is weakly implicated, not strongly implicated). Another example of a weak sonnet is Tennyson's ›The Kraken‹ which resembles a sonnet in some regards but has fifteen lines (Fabb 2002, 74) , or Shakespeare's sonnet 126 which has twelve lines. This approach to poetic form allows us to study poetic form as part of the study of meaning: because assignment to genre is a matter of communication, derived by pragmatic procedures, genre shares with pragmatically derived meanings in general the possibility of being ambiguous, obscure, ironic, or indirect.
It is also possible to argue that some of the other kinds of form hold by virtue of being communicated. In some cases, a kind of form is inherent and also communicated (strictly, these are two kinds of form which resemble one another). Metrical form is an example. I have argued that metrical form holds of a text by virtue of the application of rules to the line, to generate a grid: this type of form is inherent form, and hence we can speak of the inherent metre of a text. But metrical form also holds overtly and significantly of a text, and can be part of what the text says about itself. By writing in blank verse, Wordsworth expects us to recognize his debt to Milton, for example. Further, a line can have an inherent metre which differs from its communicated metre, as for example this line from George Canning's 1797 poem ›Sap-phics: the friend of humanity and the knife grinder‹ (Lonsdale 1984, 825) .
Constables came up for to take me into
The Non-linguistic in Poetic Language 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42 The title says that it is in a ›sapphic‹ metre, and indeed its rhythm translates into a stress pattern the quantitative pattern of a classical sapphic (eleven syllables with the rhythm -uu-u-u-u-u): ›sapphic‹ is arguably the communicated metre of the poem. However, the inherent metre of this line is iambic pentameter: the rules for iambic pentameter will generate a well-formed grid from this line. The fact that it has eleven syllables is a recognizable variant of iambic pentameter (called ›extrametricali-ty‹), and the fact that the line begins with a stress-unstress-unstress-stress pattern is also common as a variant in iambic pentameter (called ›trochaic inversion‹).
It is possible that the division into lines is also both a type of inherent form and a type of communicated form. I have argued earlier that the line operates as a constraint on the composition of poetry, and thus part of the inherent form of the text (as part of its history of production, and thus in principle determinate).
However, there are reasons to think that lineation might also be a communicated form, such that the problem of whether the text is lineated, and how it is lineated, is made part of the work of the reader or hearer. Evidence that lineation can be a kind of communicated form (at the same time as being inherent form) comes from various sources. One source would be texts which hover on the boundary between prose and verse: prose poems, or certain kinds of very ›prosy‹ free verse such as Williams's ›The red wheelbarrow‹ which could equally be prose. These are texts where the line as inherent form may not coincide with the line as communicated form. Prosy free verse may indeed have been composed as prose (by syntactic processes rather than by concatenation), and then divided into lines: it is inherently prose and communicatively verse. Prose poems might on the other hand have been composed by the concatenative route (characteristic of lineated texts) but communicate a self-description as prose: a prose poem is inherently verse but communicatively prose.
If lineation is communicated, we might expect it to have the characteristics of a meaning, for example, that it is ambiguous. One quite widely found type of ambiguity of lineation relates to texts which can be analysed as in long lines with two halves, or as short lines adding up into a line pair. This is true of the ›altus prosator‹, cited at the beginning of this article, where the text is sometimes laid out in lines of 8 syllables (in rhyming pairs) and sometimes -as here -in lines of 16 syllables with a word boundary after the 8 th . It is also true of Pope's text which is always laid out in lines of 10 syllables, but where the basic metrical unit might also be seen as the linepair. I have argued that the texts are composed in basic metrical units (›lines‹), and so each of these texts must have been composed either in the shorter or the longer units and so has an inherent lineation, but as regards the communicated lineation there is some uncertainty. Perhaps this works to produce cognitive effects in the hearer or reader, as they try to interpret the form of the text. Another kind of text with multiple lineations, this time unsystematically rather than as part of a general tradition, is Matthew Arnold's ›Dover Beach‹ (Fabb 2002b) . In its printed form, the poem is iambic but with variable length lines; the first line is 6 syllables, the second 8 , 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42 the third 10, and so on. But we can find another lineation here, by reorganizing it into iambic pentameter, which works well for the first part of the text (the second line still needs to be 8 syllables), and fits with the epic scope of the text. I have many times presented this poem as a de-lineated prose text to students, and asked them to reconstruct it (without revealing the original): the most popular option is always to lineate it anew as iambic pentameter, as follows. This metrical analysis breaks down at ›window‹ (and incidentally would also be undermined by the fact that the original heterometric lineation has rhyme, though this is usually not noticed by my students). The original line boundaries are indicated by slashes.
The sea is calm to-night. / The tide is full, the moon lies fair / upon the straits; on the French coast the light / gleams and is gone; the cliffs of England stand, / glimmering and vast, out in the tranquil bay. / Come to the window, sweet is the night-air! … (Allott/Allott 1979, 254) A reading of the poem as formally ambiguous, having alternative lineations behind the printed lineation, is in keeping with the possibility that lineation can be a kind of communicated form. Formal ambiguity of this kind is what we would expect if form were the content of representations communicated by the text: if form were a kind of meaning.
Why Is Parallelism so Widespread in Poetry?
Parallelism is very widespread in the written and oral poetic traditions of the world (Fox 1977; Fabb 1997, 137-164) . It has been particularly extensively discussed for Sub-Saharan, Indonesian, Ancient Semitic, Central Asian and Central American traditions, but it is also present in the English tradition, for example in Pope's poetry. Parallelism is found in verse, where two nearby sections of text have similar syntactic structures but involve pairs of related but different words; the relation may be a similarity or opposition in meaning. Here is an example, from Basotho heroic poetry (Kunene 1971, 75) , where the pairing involves similar words and phrases, reordered (as is common in parallelistic structures) but also with some difference.
Tau ya Bolokwe le Marajaneng Ya Bolokwe Tau dinala di ntsho
The Lion of Bolokwe and Marajaneng Of Bolokwe, the Lion, his claws are black 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42 Jakobson's view was that parallelism is so widespread because it is the ideal way to draw attention to the text itself, thus performing what he called the poetic function of language. I pursue some other possible explanations in this section.
I begin by considering whether parallelism -like metre and lineation -might be both a type of inherent form and a type of communicated form. There are reasons to think that it is both. Where the same word is repeated, or the same syntactic structure is repeated, parallelism is determinate, and should be thought of as operating as a constraint on composition, part of the inherent form of the text. It is worth asking whether parallelism as a type of inherent form may exploit priming relations in the mental lexicon. We know that words prime other words, either of similar meanings or with similar sound structures: that is, when one word is retrieved from memory, other related words are made more accessible. Parallelism as a constraint on composition may exploit this fact about the mental lexicon -that words prime other words, and so make them more available for choice when composing a text. On the other hand, parallelism, because it involves similarity, can also be understood as involving interpretation, and hence a kind of communicated form: a text may ask us to accept that two terms are related, hence in parallel, which we might independently never have seen as associated (and where there is no priming relation). Consider for example, Pope's »The tortoise here and elephant unite«, where we are asked to find a parallel between tortoise and elephant, where there is no clear similarity independent of this text: in this case, parallelism is a kind of communicated form, where we come to interpret the two words as in a relation with one another. Now I turn to the relation between parallelism and lineation in the light of my earlier proposal that lines are composed by concatenation. Usually, parallel sections of text are within the same line, or in adjacent lines; thus there may be some relation between the formulation of parallel structures and the composition of the line. Furthermore, parallel structures are often concatenated with one another, in a list format; they have a flat or symmetrical, rather than a hierarchical or asymmetrical relation to one another. Parallelism thus is one way of attenuating the syntactic structure of the text. If lineation in general is a device used to encourage composition outside the normal generative procedures, then parallelism has a natural affinity with lineation.
A third possible motivation for the wide use of parallelism can be found by referring to Jakobson's (1960) seminal argument that the poetic function of poetry is most clearly revealed by parallelism. In his interpretation, parallelism involves using two items in sequence (in a syntagmatic relation) which would normally be alternatives (in a paradigmatic relation). Thus for example where there are two words with similar meanings, normally we would choose one or the other; in parallelism we choose first one and then the other. Members of the same paradigm are projected into a syntagmatic relation: Jakobson calls this the ›projection principle‹. In Fabb (2009) , I note that items in a paradigmatic relation are in a 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42 symmetric relation (A is to B as B is to A), while items in a syntagmatic relation are in an asymmetric relation (A precedes B, but B does not precede A). Since items in a parallelistic relation combine paradigmatic and syntagmatic relations, they also combine symmetric and asymmetric relations. This brings us to the edge of major discussions in aesthetic theory (particularly in the visual arts) about symmetry and asymmetry as aesthetic characteristics; I suggest that one way of producing the aesthetic is to produce contradictions or paradoxes or irresolvable problems, and that in this case we have an ›aesthetic‹ contradiction between symmetry and asymmetry. Parallelism produces this contradiction, and so may have a built-in aesthetic effect: in Pope's line »Puffs, powders, patches, bibles, billetdoux.« the five nouns are simultaneously in symmetric relations to each other (all belong to the same paradigm) and in asymmetric relations (they are in strict sequence). Thus symmetry-asymmetry may produce some cognitive effect in the reader who attempts to discover the form of the text.
A fourth motivation for using parallelism is that it may operate in a manner similar to metaphor, at least in some cases. Parallelism is essentially a concatenative activity; two terms are put one after another, and a general assumption might be that the meaning of the whole would be the sum or conjunction of the meaning of the parts. Consider for example the parallel between India and Arabia in Pope's lines: This casket India's glowing gems unlocks, And all Arabia breathes from yonder box.
In its simplest reading, Pope asks us just to conjoin India and Arabia, with the specific meanings -jewellery, and perfume -associated with each. But perhaps we read the conjunction as something else: as expressing the whole of ›the east‹ or as ›the exotic‹, for example. In this case, the combination of the two words implies some further concept which is not just the sum of the parts; in effect, a parallelism produces a metaphor. (For further discussion, see MacMahon 2007 and Blakemore 2008.) 6. Conclusion Chomsky (1957) has as one of its central claims that language is subject to modes of organization (such as transformational rules) which are specific to language, and not part of general cognition. This approach has always characterized generative linguistics, and currently informs the minimalist program for syntax, and the various generative approaches to phonology and morphology. This does not mean that language cannot also be organized in other, more general ways, which are shared with other kinds of cognition or other media; for example, concatenation or counting are procedures which appear to be cognitively general and not specific to language. Though they can be used with language, they are 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42 non-linguistic. The goal of this paper has been to argue that many aspects of poetic language are best understood as non-linguistic, when we take a specifically generative approach to linguistics.
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