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Abstract
This paper discusses theoretical limitations of classiﬁcation systems that are based on feature maps and use a separating hyper-
plane in the feature space. In particular, we study the embeddability of a given concept class into a class of Euclidean half spaces
of low dimension, or of arbitrarily large dimension but realizing a large margin. New bounds on the smallest possible dimension
or on the largest possible margin are presented. In addition, we present new results on the rigidity of matrices and brieﬂy mention
applications in complexity and learning theory.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
During the last decade, there has been a lot of interest in maximal margin classiﬁers. Learning algorithms that
calculate the hyper-plane with the largest margin on a sample and use this hyper-plane to classify new instances have a
relatively solid theoretical foundation and have shown excellent empirical performance (e.g., see [4,18,5]). Typically,
the instances are mapped (implicitly when a kernel function is used) to some (possibly high-dimensional) feature space
before the hyper-plane with maximal margin is calculated.
Recently, several authors [3,8] started to study the theoretical limitations of classiﬁcation systems that build on
embeddings in feature spaces and apply linear separation afterwards. From an abstract point of view, one may represent
a ﬁnite concept class, consisting of n Boolean concepts over a domain of size m, as a binary matrix M ∈ {−1,+1}m×n,
where Mi,j = −1 indicates that instance i is a negative example for concept j (analogously for positive examples). We
may also view matrix M as our prior guess which sign patterns we believe are appropriate for a speciﬁc classiﬁcation
task. Anyway, if the classiﬁcation task can be handled by a classiﬁcation system of the type described above, there
must be an appropriate feature mapping that allows to reproduce the sign patterns in M (at least approximately) by the
hypothesis class of half spaces in the feature space. This leads us to the following central:
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Deﬁnition 1. A linear arrangement representing a matrix M ∈ Rm×n is given by collections of vectors u1, . . . , um,
v1, . . . , vn ∈ Rd of Euclidean length ‖ui‖2 = ‖vj‖2 = 1 such that sign〈ui, vj 〉 = signMi,j for all i, j . Parameter d is
called the dimension of the arrangement, mini,j 〈ui, vj 〉 is the minimal margin and 1mn
∑
i,j 〈ui, vj 〉 the average margin
realized by the arrangement.
In this deﬁnition, the signum function sign : R → R is given by
sign(x) =
⎧⎨⎩
+1, x > 0,
0, x = 0,
−1, x < 0.
A few comments are in place here:
• The deﬁnition of a linear arrangement representing M depends on M only through the sign pattern (signMi,j ) of M.
One might ask why we did not simply focus on matrices with entries from {−1, 0,+1}. It will turn out, however,
that some of our dimension- or margin-bounds depend on M not only through the sign pattern of M. For this reason,
we preferred the more liberal deﬁnition.
• We may view vectors ui as points in Rd and vectors vj as normal vectors of the (positive) homogeneous half spaces
{x ∈ Rd : 〈vj , x〉 > 0} (or vice versa). The restriction to homogeneous half spaces has purely technical reasons and
is obviously not essential.
• If Mi,j = +1, then point ui should be placed in the (positive) half space with normal vector vj . The analogous
remark is valid for Mi,j = −1 and negative half spaces. Since we restricted ui, vj to vectors of unit length, the
absolute value of the scalar product 〈ui, vj 〉 is the geometric distance of the point ui from the boundary of the half
space with normal vector vj (and this distance cannot be trivially increased by scaling).
It should become clear from these remarks that Deﬁnition 1 captures our original intention.
Like in the papers [3,8], we are interested in linear arrangements with a “low” dimension or a “large” minimal (or
average) margin, because in both cases one could invoke the usualVC-dimension machinery such as to guarantee small
generalization errors. If no linear arrangement for M with low dimension or large margin exists, then this indicates that
the underlying concept class will suffer from a large generalization error whenever we attempt to learn its concepts by a
typical large margin classiﬁcation system. It should also be mentioned that large lower bounds on the dimension imply
small upper bounds on theminimalmargin because a linear arrangementwith a largeminimalmargin can be transformed
into a linear arrangement of small dimension (and still large minimal margin) by random projection techniques from
[14,9,1]. Finally, it should be mentioned that one can always ﬁnd “trivial arrangements” of dimension min{m, n} with
minimal margin 1/min{√m,√n}. However, this trivial embedding leads to poor bounds on the generalization error.
The reader interested in a more detailed discussion is referred to [3,8].
In [3], it was shown by means of counting arguments that almost all matrices of constant VC-dimension do not
have linear arrangements being signiﬁcantly better than the trivial arrangement. These results were complemented by
results in [6,8], where methods from functional analysis were used to show the existence or non-existence of nice linear
arrangements for concrete matrices. In this paper, we complement these results further. In Section 3, we improve on
an algebraic lower bound from [6] on the dimension of a linear arrangement of a matrix M in terms of its spectral
norm. The new bound is given in terms of the singular values of M. In Section 4, we narrow the gap between the
known lower and upper bounds on the smallest possible dimension of a linear arrangement representing Hadamard
matrices. This is done by presenting (the ﬁrst) non-trivial arrangements for these matrices. Section 5 discusses the issue
of “matrix-rigidity”: how many entries of a given matrix must be changed to lower its rank below a given threshold
r? We introduce a new rigidity deﬁnition with applications in complexity and learning theory. Then, we present a new
lower bound on the rigidity of matrices. Section 6 discusses new upper bounds on the largest possible margin realized
by linear arrangements. The paper closes with Section 7, where some open problems are mentioned.
2. Preliminaries
We use the singular value decomposition of a matrix A ∈ Rm×n: Let r be the rank of A. Then there always exist
matrices U ∈ Rm×r and V ∈ Rn×r with orthonormal columns and non-negative numbers 1(A) · · · r (A) > 0,
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called the singular values of A, such that A = U diag(1(A), . . . , r (A))V  (see [12]). We also write i (A) = 0 for
i > r .
The spectral norm ‖A‖ of A is the largest singular value of A, i.e., ‖A‖ = 1(A). The Frobenius norm is
‖A‖F =
(∑
i,j
A2i,j
)1/2
.
It is well known (see, e.g., [10]) that
‖A‖2F =
∑
i
i (A)
2.
It follows that ‖A‖‖A‖F.
The following two results play a central role in our proofs. The ﬁrst one is due to Fejer and can be found in [12,
Corollary 7.5.4]:
Theorem 2 (Fejer’s theorem). A matrix A ∈ Rm×m is positive semideﬁnite if and only if∑
i,
Ai,Bi,0
for all positive semideﬁnite matrices B ∈ Rm×m.
The second result is from [11] and can also be found in [10, Section 8.3]:
Theorem 3 (Hoffman–Wielandt). Let A,B be matrices in Rm×n. Then∑
i
(i (A) − i (B))2‖A − B‖2F.
We will also make use of the following well known:
Fact 1. There exists a d-dimensional linear arrangement representing a matrix M ∈ {−1,+1}m×n if and only if there
is a matrix M˜ ∈ Rm×n of rank d with the same sign pattern as M.
3. An improved lower bound on the dimension
The following lower bound on the dimension of a linear arrangement was proven by Forster:
Theorem 4 (Forster [6]). Let u1, . . . , um, v1, . . . , vn ∈ Rd be a linear arrangement representing a matrix M ∈
{−1,+1}m×n. Then d√mn/‖M‖.
This theorem bounds d from below in terms of the spectral norm ‖M‖ = 1(M). Thus, the bound involves only
the largest singular value of M. In this section (building on a powerful lemma from [6]), we derive an improved lower
bound that makes use of the full spectrum of singular values. Our main result is as follows:
Theorem 5. Let M ∈ Rm×n be a matrix satisfying |Mi,j |1 for all i, j . Let r be the rank and 1(M) · · · r (M)
the singular values of M. For dr let u1, . . . , um, v1, . . . , vn ∈ Rd , ‖ui‖2 = ‖vj‖2 = 1, be a linear arrangement
representing M. Then
d ·
d∑
i=1
2i (M)mn. (1)
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Proof. It was shown in [6] that any d-dimensional linear arrangement u1, . . . , um, v1, . . . , vn representing a matrix M
can be “normalized” such as to satisfy
1
mn
m∑
i=1
n∑
j=1
〈ui, vj 〉2 1
d
. (2)
We may therefore assume (2) without loss of generality. Consider the matrix M˜ ∈ Rm×n with entries M˜i,j = 〈ui, vj 〉 ∈
Rm×n. From the assumptions of the theorem and (2), the following properties are evident:
Property 1. signM˜i,j = signMi,j and |M˜i,j |1 |Mi,j |. This implies that Mi,j M˜i,j M˜2i,j .
Property 2. ‖M˜‖2Fmn/d .
Property 3. The rank of M˜ is bounded by dr . This implies that i (M˜) = 0 for i > d.
Because of Properties 1 and 2, ‖M − M˜‖2F can be upper-bounded as follows:
‖M − M˜‖2F =
∑
i,j
M2i,j − 2Mi,j M˜i,j + M˜2i,j

∑
i,j
M2i,j − 2M˜2i,j + M˜2i,j
= ‖M‖2F − ‖M˜‖2F
=
r∑
i=1
2i (M) − ‖M˜‖2F

r∑
i=1
2i (M) −
mn
d
.
Using Property 3 and the Hoffman–Wielandt inequality, ‖M − M˜‖2F can be lower-bounded as follows:
‖M − M˜‖2F
d∑
i=1
(i (M) − i (M˜))2 +
r∑
i=d+1
2i (M)
r∑
i=d+1
2i (M).
We conclude that
∑r
i=d+1 2i (M)
∑r
i=1 2i (M) − mn/d, which is equivalent to (1). 
Note that d ·∑di=1 2i (M)mn implies
d2‖M‖2 = d221(M)d ·
d∑
i=1
2i (M)mn,
which, in turn, implies Forster’s lower bound d√mn/‖M‖. It follows that the new bound improves the old one. Note
that both bounds coincide if and only if 1(M) = · · · = d(M) for the smallest d that satisﬁes (1). If the ﬁrst d singular
values do not coincide, the new bound yields a strict improvement. The improvement is particularly strong if 1(M) is
relatively large compared to i (M) for i2. For instance, if an (n × n)-matrix M with ±1-entries and full rank n had
the spectrum
21(M) = n3/2 and 22 = · · · = 2n(M) =
n2 − n3/2
n − 1 < n,
then Forster’s lower bound from Theorem 4 would lead to dn1/4, whereas the new lower bound from Theorem 5
would lead to dn1/2/2 (as an easy evaluation shows).
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4. Non-trivial arrangements for Hadamard matrices
Hadamard matrices Hn of size 2n × 2n can be inductively deﬁned as follows:
H0 = (1),
Hn+1 =
(
Hn Hn
Hn −Hn
)
.
Although the conjecture that each linear arrangement representing Hn requires 2(n) Euclidean dimensions was long
standing, it was not conﬁrmed until recently [6]: since ‖Hn‖ = 2n/2, an evaluation of Forster’s lower bound from
Theorem 4 yields that each linear arrangement representing Hn requires at least 2n/2 Euclidean dimensions. Clearly,
2n Euclidean dimensions are enough because we may use the trivial embedding. To the best of our knowledge, no
non-trivial linear arrangement for Hn is known so far. In this section, we present a non-trivial arrangement for Hn,
thereby narrowing (but still not closing) the gap between 2n/2 and 2n. For sake of simple exposition, we will restrict
ourselves to even n.
Our main result of this section reads as follows:
Lemma 6. For every even n, there is a matrix H˜n ∈ R2n×2n of rank 3n/2 that has the same sign pattern as the Hadamard
matrix Hn.
Proof. Remember that the Kronecker product A ⊗ B of two matrices A ∈ Rm×n, B ∈ Rp,q is deﬁned as
A ⊗ B :=
⎛⎜⎝ A1,1B · · · A1,nB... ...
Am,1B · · · Am,nB
⎞⎟⎠ ∈ Rmp×nq .
The rank of the Kronecker product is rank(A ⊗ B) = rank(A) · rank(B). (See, e.g., [13, Theorem 4.2.15].) The
Hadamard matrix Hn can be written as the nth Kronecker power of the matrix H1:
Hn =
(+1 +1
+1 −1
)⊗n
=
((+1 +1
+1 −1
)
⊗
(+1 +1
+1 −1
))⊗n/2
=
⎛⎜⎜⎝
+1 +1 +1 +1
+1 −1 +1 −1
+1 +1 −1 −1
+1 −1 −1 +1
⎞⎟⎟⎠
⊗n/2
.
Obviously the matrix
H˜n =
⎛⎜⎜⎝
+1 +1 +1 +1
+1 −1 +5 −1
+1 +5 −1 −1
+1 −1 −1 +5
⎞⎟⎟⎠
⊗n/2
has the same sign pattern as Hn. The rank of H˜n is
rank(H˜n) =
⎛⎜⎜⎝rank
⎛⎜⎜⎝
+1 +1 +1 +1
+1 −1 +5 −1
+1 +5 −1 −1
+1 −1 −1 +5
⎞⎟⎟⎠
⎞⎟⎟⎠
n/2
= 3n/2. 
Combining Fact 1 with Lemma 6, we arrive at the following result:
Corollary 7. For every even n, there exists a 3n/2-dimensional linear arrangement representing Hn.
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5. Rigidity
The rigidity of a matrix, RM(r), is the number of entries of M that must be changed to reduce its rank to at most r.
Let H ∈ {−1,+1}N×N be a Hadamard matrix. Lokam [16] showed thatRH (r)N2/(r + 1)2. Kashin and Razborov
[15] improved this result toRH (r) = (N2/r) for rN/2.
We consider a different deﬁnition of the rigidity of a matrix here. The new deﬁnition distinguishes between sign-
preserving and sign-non-preserving changes of entries. Only sign-non-preserving changes are counted. More formally:
R˜M(r) is the number of entries of M that must be exposed to a sign-non-preserving change to reduce the rank of M
to at most r, where we allow arbitrarily many sign-preserving changes as well. Clearly,RM(r)R˜M(r). Thus, lower
bounds on R˜M(r) are harder to obtain than lower bounds on RM(r). The main goal of this section is to demonstrate
that quite strong lower bounds on R˜M(r) can be derived (in a surprisingly simple manner) from Theorem 4. For ease
of exposition, we restrict ourselves to matrices M without zero-entries in what follows.
We start with a somewhat technical result, which, loosely speaking, tells that zero-substitutions do not help in
reducing the rank given that sign-preserving changes are for free.
Lemma 8. If the rank of M ∈ Rm×n can be reduced to r by changing s entries of M in an arbitrary fashion and
the remaining entries in a sign-preserving fashion, then this can also be achieved without changing one of the entries
to zero.
Proof. Remember our general assumption that M has no zero-entries. Let M˜ be a matrix of rank at most r which results
from M by changing s entries in an arbitrary fashion (possibly to zero) and the remaining entries in a sign-preserving
fashion. It follows from Fact 1 that there exist vectors u1, . . . , um, v1, . . . , vn ∈ Rr such that signM˜i,j = sign〈ui, vj 〉
for all i, j . Consider indices i, j of an entry of M that was changed to M˜i,j = 0. It follows that 〈ui, vj 〉 = 0, i.e.,
point ui lies on the hyper-plane with normal vector vj . Reversely, each point ui located on a hyper-plane with normal
vector vj corresponds to an entry of M that was changed to M˜i,j = 0. We can slightly shift all points being located on
hyper-planes such as to avoid scalar products with value zero and such as to preserve the sign of all scalar products
with a value different from zero. In this manner, we obtain an r-dimensional linear arrangement of a matrix Mˆ without
zero entries that is still obtained from M by changing s entries in an arbitrary fashion and the remaining entries in a
sign-preserving fashion. Applying Fact 1 again, we conclude that the rank of Mˆ is at most r. 
The next result is a simple application of Theorem 4.
Lemma 9. Let M ∈ {−1,+1}m×n and let M˜ be a matrix without zero entries that is obtained from M by changing
s entries to arbitrary new values except zero and by performing (possibly vacuous) sign-preserving changes to the
remaining entries. Then
rank(M˜)
√
mn
‖M‖ + 2√s . (3)
Proof. A change from value Mi,j ∈ {−1,+1} to a new value M˜i,j 
= 0 can be simulated by ﬁrst performing a (possibly
vacuous) sign-change from Mi,j to signM˜i,j and then performing a (cost-free) sign-preserving change from signM˜i,j
to M˜i,j . Thus, M˜ has the same sign pattern as a matrix of the form M ′ = M − S ∈ {−1,+1}m×n for some matrix S
with at most s entries from {−2,+2} (representing sign-changes) and with zero-entries everywhere else. Thus,
‖M ′‖‖M‖ + ‖S‖‖M‖ + ‖S‖F‖M‖ + 2√s.
Applying Theorem 4, the lemma follows. 
Because of Lemma 8, the deﬁnition of R˜M() is not affected when we do not allow zero-substitutions. Solving (3) for
s leads therefore immediately to
Corollary 10. R˜M(r)(
√
mn/r − ‖M‖)2/4.
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Corollary 10 applied to an (N × N) Hadamard matrix H with ‖H‖ = √N yields:
Corollary 11. R˜H (r)(N2/r2 − 2N3/2/r + N)/4.
This bound is not much worse than the afore-mentioned bounds of Lokam or Kashin and Razborov, although we
allowed a much more powerful rank-reduction procedure.
We ﬁnally would like to mention an application of Lemma 9. Let N = 2n. It was shown in [7] that the Boolean
function induced by the (N × N)-Hadamard matrix Hn (depending on 2n Boolean variables) cannot be computed
by a 2-layer threshold circuit Cn with polynomially bounded weights in the hidden layer unless the size of Cn grows
exponentially in n. Using Lemma 9, it can be shown that this lower bound remains valid when the circuit must only
“approximate” Hn in the sense that 2(2−ε)n of the 22n function values may be computed incorrectly. In a similar fashion,
it follows that there is no d(n)-dimensional linear arrangement representing an approximation of Hn unless d grows
exponentially in n.
6. Upper bounds on the margin
Throughout this section, M ∈ {−1,+1}m×n and u1, . . . , um, v1, . . . , vn denotes a linear arrangement representing
M. The following bounds on the minimal margin (valid for any choice of u1, . . . , um, v1, . . . , vn) are already known:
Theorem 12 (Forster [6]). mini,j |〈ui, vj 〉|‖M‖/√m · n.
Theorem 13 (Forster et al. [8]). Let M˜ ∈ Rm×n be a matrix with the same sign pattern as M. Then the following
holds:
min
i,j
|〈ui, vj 〉|
√
m · ‖M˜‖√∑
j
(∑
i |M˜i,j |
)2 . (4)
In the special case M˜ = M , the bound from Theorem 13 coincides with the bound from Theorem 12. However, as
demonstrated in [8], the bound in Theorem 13 can be much stronger than the bound in Theorem 12 if M˜ is cleverly
chosen.
It had been observed byBen-David [2] that the proof ofTheorem 12 in [6] implicitly shows a stronger result: the upper
bound from this theorem also applies to the average margin. See Corollary 16 below.Although the essential arguments
for this observation can already be found in [6], it will be much more convenient to have a proof that addresses the
concept of an average margin in a more explicit manner. To this end, we will prove a useful intermediate result (Lemma
14 below) in this section that serves two purposes. First, it leads to a simple proof of Corollary 16. Second, it leads to
a bound that is similar to the bound from Theorem 13, but has a somewhat simpler form. See Corollary 15 below.
Lemma 14. For any matrix M˜ ∈ Rm×n, the following holds:∑
i,j
M˜i,j 〈ui, vj 〉√m · n‖M˜‖.
Proof. For every j we have that
∑
i
M˜i,j 〈ui, vj 〉 =
〈∑
i
M˜i,j ui, vj
〉 ‖vj ‖2=1

∣∣∣∣∣∣∣∣∑
i
M˜i,j ui
∣∣∣∣∣∣∣∣
2
, (5)
where we used the Cauchy–Schwartz inequality. The lemma can now be derived as follows:
1
n
(∑
i,j
M˜i,j 〈ui, vj 〉
)2

∑
j
(∑
i
M˜i,j 〈ui, vj 〉
)2
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(5)

∑
j
〈∑
i
M˜i,j ui,
∑

M˜,j u
〉
= ∑
i,
(∑
j
M˜i,j M˜,j
)
〈ui, u〉
= ∑
i,
(
M˜M˜
)
i,
〈ui, u〉
(∗)

∑
i,
(
‖M˜‖2Im
)
i,
〈ui, u〉
= ‖M˜‖2∑
i
‖ui‖22 = m · ‖M˜‖2.
The ﬁrst inequality is obtained when the Cauchy–Schwartz inequality is applied to the vectors a, b ∈ Rn given by aj =∑
i M˜i,j 〈ui, vj 〉 and bj = 1. Inequality (∗) holds because the matrices A := ‖M˜‖2Im − M˜M˜ and B := (〈ui, u〉)i,
are positive semideﬁnite. Therefore
∑
i, Ai,Bi,0 because of Fejer’s Theorem 2. 
Corollary 15. If M˜ has the same sign pattern as M, then
min
i,j
|〈ui, vj 〉|
√
m · n ‖M˜‖∑
i,j |M˜i,j |
. (6)
Proof. Note that 〈ui, vj 〉 has the same sign as M˜i,j . This implies that M˜i,j 〈ui, vj 〉 = |M˜i,j | · |〈ui, vj 〉|. The corollary
now follows from Lemma 14. 
Corollary 16. 1
m·n
∑
i,j |〈ui, vj 〉| ‖M‖√m·n .
Proof. Note that 〈ui, vj 〉 has the same sign asMi,j ∈ {−1, 1}. This implies thatMi,j 〈ui, vj 〉 = |〈ui, vj 〉|. The corollary
now follows from Lemma 14. 
Note that (6) is weaker than (4) since it can alternatively be derived from (4) and the Cauchy–Schwarz inequality.
However, the bound seems more natural in the simpler form (6). For instance, (6) does not change if we replace M˜ by
its transpose M˜. Furthermore, it exhibits a comparably simple dependence on M˜ .
7. Conclusions and open problems
We would like to mention brieﬂy some applications of the results in this paper. The connection to large margin
classiﬁer systems had been already mentioned in the introduction. There is another notable link to complexity theory:
(1) It is well-known [17] that the probabilistic communication complexity of a distributed Boolean function f (x, y)
in the unbounded error model by Paturi and Simon satisﬁes the condition
log d(f )PComm(f )1 + log d(f ),
where d(f ) denotes the smallest possible dimension of a linear arrangement for the matrix Mx,y = (−1)f (x,y).
Thus, our bounds on the parameter d can be translated into bounds on PComm.
(2) As explained in [7], there are some restricted non-uniform models of computation (like, for example, threshold
circuits of depth 2 with bounded weights at the hidden layer, but unbounded weights at the top layer, or like
randomized OBDDs) with the property that the size of the computational device needed to compute a distributed
Boolean function f (x, y) grows linearly in d(f ). Thus, our bounds on the parameter d can be translated into lower
bounds in non-uniform complexity theory.
We will however not describe these applications in more detail because they lead only to minor improvements on
existing results.
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We would like to close the gap between the lower and the upper bound on the dimension of linear arrangements
representing Hadamard matrices. It would be nice to ﬁnd natural concept classes that exhibit the typical spectrum of
singular values that makes our new lower bound on the dimension (depending on all singular values) superior to the
old lower bound (depending on the largest singular value only). The hardest open problem might be to characterize the
smallest possible dimension or the largest possible margin of a linear arrangement for an arbitrary given matrix M by
general bounds that are (at least approximately) tight. The issue of linear arrangements that approximately represent a
given matrix was brieﬂy considered in Section 5. It certainly deserves the right of further investigation.
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