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Abstract—The use of iris as a biometric trait is widely used
because of its high level of distinction and uniqueness. Nowadays,
one of the major research challenges relies on the recognition of
iris images obtained in visible spectrum under unconstrained
environments. In this scenario, the acquired iris are affected
by capture distance, rotation, blur, motion blur, low contrast
and specular reflection, creating noises that disturb the iris
recognition systems. Besides delineating the iris region, usually
preprocessing techniques such as normalization and segmentation
of noisy iris images are employed to minimize these problems.
But these techniques inevitably run into some errors. In this
context, we propose the use of deep representations, more
specifically, architectures based on VGG and ResNet-50 networks,
for dealing with the images using (and not) iris segmentation and
normalization. We use transfer learning from the face domain
and also propose a specific data augmentation technique for iris
images. Our results show that the approach using non-normalized
and only circle-delimited iris images reaches a new state of the
art in the official protocol of the NICE.II competition, a subset of
the UBIRIS database, one of the most challenging databases on
unconstrained environments, reporting an average Equal Error
Rate (EER) of 13.98% which represents an absolute reduction
of about 5%.
I. INTRODUCTION
Biometrics has many applications such as verification, iden-
tification, duplicity verification, which makes it an important
research area. A biometric system basically consists of extract-
ing and matching distinctive features from a person. These
patterns are stored as a new sample which is subsequently
used in the process of comparing and determining the identity
of each person within a population. Considering that biometric
systems require robustness combined with high accuracy,
the methods applied to identify individuals are in constant
development.
Biometric methods that identify people based on their
physical or behavioral features are interesting due to the fact
that a person cannot lose or forget its physical characteris-
tics, as can occur with other means of identification such
as passwords or identity cards [1]. The use of eye traits
becomes interesting because it provides a framework for non-
invasive screening technology. Another important factor is that
biomedical literature suggests that irises are as distinct as other
biometric sources such as fingerprints or patterns of retinal
blood vessels [2].
Fig. 1. Iris preprocessing stages.
Research using iris images obtained in near-infrared (NIR)
showed very promising results and reported low rates of recog-
nition error [1], [3]. Currently, one of the greatest challenges
in iris recognition is the use of images obtained in visible
spectrum under uncontrolled environments [4], [5]. The main
difficulty in iris recognition using these images is that they
may have problems such as noise, rotation, blur, motion blur,
low contrast, specular reflection, among others. Generally,
techniques such as normalization [6] and segmentation [4] are
applied to correct or reduce these problems.
With the recent development of deep learning, some ap-
plications of this methodology in periocular [7], [8] and iris
recognition [9]–[13] have been performed with interesting
results being reported. The main problem with deep network
architectures when trained in small databases is the lack of
enough data for generalization usually producing over-fitted
models. One solution to this problem is the use of transfer
learning [14]. Another action is the use of data augmentation
techniques [15], [16].
In this context, the goal of this work is to evaluate the impact
of image preprocessing for deep iris representations acquired
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on uncontrolled environments.
We evaluated the following preprocesses: iris delineation,
iris segmentation for noise removal and iris normalization. The
delineation process defines the outer and inner boundaries of
the iris (i.e., the pupil). The segmentation process removes the
regions where the iris is occluded. Finally, the normalization
process consists of transforming the circular region of the iris
from the Cartesian space into the Polar one resulting in a
rectangular region.
To improve generalization and avoid overfitting, two Con-
volutional Neural Network (CNN) models trained for face
recognition were fine-tuned and then used as iris representation
(or features). From the comparison of the obtained results,
we can observe that the approaches using only delineated but
non-normalized and non-segmented iris image as input for the
networks generated new state-of-the-art results for the official
protocol of the NICE.II competition. We also evaluate the
impact of the non-delineated iris images, the squared bounding
box. We chose the NICE.II competition, which is composed
as a subset of UBIRIS.v2 database, to evaluate our proposal
because it is currently one of the most challenging databases
for iris recognition on uncontrolled environments, presenting
problems such as noise and different image resolutions.
Since iris recognition may refer to both identification and
verification problems, it is important to point out that this
paper addresses the verification problem, i.e., to verify if two
images are from the same subject. Moreover, the experiments
are performed on the NICE.II competition protocol which is
a verification problem.
The remainder of this work is organized as follows. In
Section II, we described the methodologies that achieved
the best results in NICE.II so far and works that employed
deep learning for iris recognition. Section III describes the
protocol and database of NICE.II, and the metrics (i.e., Equal
Error Rate (EER) and decidability) used in our experiments
for comparison. Section IV presents and describes how the
experiments were performed. The results are presented and
discussed in Section V, while the conclusions are given in
Section VI.
II. RELATED WORK
In this section, we briefly survey the best performing works
in the NICE.II competition and then describe deep learning
approaches for iris recognition.
A. The NICE.II competition
Among eight participants ranked in the NICE.II competi-
tion, six of them proposed methodologies considering only
iris modality [17]–[22]. The other two fused iris and periocu-
lar region modalities [23], [24]. All these approaches were
summarized in the paper “The results of the NICE.II Iris
biometrics competition” [25] which appeared in 2012.
Taking advantage of periocular and iris information, the
winner [23] of the NICE.II reported a decidability value
of 2.57. Their methodology consists of image preprocessing,
feature extraction from the iris and periocular region, matching
of iris and periocular region data, and fusion of the matching
results. For iris feature extraction, ordinal measures and color
histogram were used, while texton histogram and semantic
information were employed for the periocular region. The
matching scores were obtained using SOBoost learning [26]
for ordinal measures, diffusion distance for color histogram,
chi-square distance for texton histogram, and exclusive-or
logical operator for semantic label. The approaches were
combined through the sum rule at the matching level.
Using only features extracted from the iris, the best result
in NICE.II achieved a decidability value of 1.82 and EER
of 19%, ranking second in the competition [17]. In that work,
Wang et al. first performed the segmentation and normaliza-
tion of the iris images using the methodology proposed by
Daugman [6]. Then, according to the normalization, irises
were partitioned into different numbers of patches. With the
partitions, features were extracted using Gabor filters. Finally,
the AdaBoost algorithm was applied to select the best features
and compute the similarity. To the best of our knowledge, this
is the state of the art on the NICE.II database when only the
iris is used as the biometric trait.
Another work using only iris features for recognition with
images obtained in visible wavelength and in unconstrained
environments is presented in [27]. Their methodology consists
of four steps: segmentation, normalization, feature extrac-
tion and matching with weighted score-level fusion. Features
such as wavelet transform, keypoint-based, generic texture
descriptor and color information were extracted and combined.
Results were presented in two subsets of UBIRIS.v2 and
MobBIO databases, reporting an EER of 22.04% and 10.32%,
respectively. Even though this result is worse than the best
one obtained in the NICE.II, which is a subset of UBIRIS.v2
database, a direct comparison is not fair because the data used
might be different.
B. Deep learning in iris recognition
Deep learning is one of the most recent and promising
machine learning techniques [28]. Thus, it is natural that there
are still a few works that use and apply this technique in iris
images. We describe some of these works below.
The first work applying deep learning to iris recognition was
the DeepIris framework, proposed by Liu et al. [9] in 2016.
Their method was applied to the recognition of heterogeneous
irises, where the images were obtained with different types of
sensors, i.e., the cross-sensor scenario. The major challenge
in this field is the existence of a great intra-class variation,
caused by sensor-specific noises. Thus, handcrafted features
generally do not perform well in this type of database. The
study proposed a framework based on deep learning for verifi-
cation of heterogeneous irises, which establishes the similarity
between a pair of iris images using CNNs by learning a
bank of pairwise filters. This methodology differs from the
handcrafted feature extraction, since it allows direct learning
of a non-linear mapping function between pairs of iris images
and their identity with a pairwise filter bank (PFB) from
different sources. Thereby, the learned PFBs can be used for
new and also different data/subjects, since the learned function
is used to establish the similarity between a pair of images.
The experiments were performed in two databases: Q-FIRE
and CASIA cross sensor. Promising results were shown to be
better than the baseline methodology, with EER of 0.15% in
Q-FIRE database and EER of 0.31% in CASIA cross-sensor
database.
Gangwar & Joshi [10] also developed a deep learning ap-
plication for iris recognition in images obtained from different
sensors, called DeepIrisNet. In their study, a CNN was used
to extract features and representations of iris images. Two
databases were used in the experiments: ND-iris-0405 and
ND-CrossSensor-Iris-2013. In addition, two CNN architec-
tures were presented, namely DeepIrisNet-A and DeepIrisNet-
B. The former is based on standard convolutional layers,
containing 8 convolutional layers, 8 normalization layers, and
2 dropout layers. DeepIrisNet-B uses inception layers [29]
and its structure consists of 5 layers of convolution, 7 of
normalization, 2 of inception and 2 of dropout. The results pre-
sented five comparisons: effect of segmentation, image rotation
analysis, input size analysis, training size analysis and network
size analysis. The proposed methodology demonstrated better
robustness compared to the baseline.
The approach proposed by Al-Waisy et al. [11] consists of a
multi-biometric iris identification system, using both left and
right irises from a person. Experiments were performed in
databases of NIR images obtained in controlled environments.
The process has five steps: iris detection, iris normalization,
feature extraction, matching with deep learning and, lastly,
the fusion of matching scores of each iris. During the training
phase, the authors applied different CNN configurations and
architectures, and chose the best one based on validation
set results. A 100% rank-1 recognition rate was obtained in
SDUMLA-HMT, CASIA-Iris-V3, and IITD databases. How-
ever, it is important to note that this methodology only works
in a closed-world problem, since the matching score is based
on the probability that an image belongs to a sample of a class
known in the training phase.
Also using NIR databases obtained in controlled environ-
ments, Nguyen et al. [12] demonstrated that generic descrip-
tors using deep learning are able to represent iris features.
The authors compared five CNN architectures trained in the
ImageNet database [30]. The CNNs were used, without fine-
tuning, for the feature extraction of normalized iris images.
Afterward, a simple multi-class Support Vector Machine
(SVM) was applied to perform the classification (identifi-
cation). Promising results were presented in LG2200 (ND-
CrossSensor-Iris-2013) and CASIA-Iris-Thousand databases,
where all the architectures report better accuracy recognition
than the baseline feature descriptor [31].
Other applications with iris images include spoofing de-
tection [32], recognition of mislabeled left and right iris
images [33], liveness detection [34], iris location [35], gender
classification [36] and sensor model identification [37].
Also one can find the application of deep learning to
the periocular and sclera regions, using images captured in
uncontrolled environments [7], [8], [38].
In all works found in the literature that apply deep learning
for iris recognition, the input image used is the normalized
one, where a previous iris location and segmentation is also
required before the normalization process. In this work, we
evaluate the use of different input images for learning deep
representations for iris recognition (verification). The input
images were created using three preprocesses: iris delineation,
iris segmentation for noise removal and iris normalization.
III. PROTOCOL AND DATABASE
In this section, we describe the experimental protocol and
database proposed in the NICE.II competition, which was used
to evaluate the proposed methodology in this paper and in
some of the related works.
The first iris recognition competition created specifically
with images obtained in visible spectrum under uncontrolled
environments is the Noisy Iris Challenge Evaluation (NICE).
The NICE competition is separated into two phases. The first
one, called NICE.I (2008), was carried out with the objective
of evaluating techniques for noise detection and segmentation
of iris images. In the second competition, NICE.II (2010),
the encoding and matching strategies were evaluated. The
NICE images were selected as a subset of images of a larger
database, the UBIRIS.v2 [39], which in turn comprises of
11,102 images and 261 individuals.
The main goal of NICE.I [4] was to answer the following
question: “Is it possible to automatically segment a small
target as the iris in unconstrained data (obtained in a non-
cooperative environment)?”. The competition was attended by
97 research laboratories from 22 countries, which received a
database of 500 images to be used as training data in the
construction of their methodologies. These 500 iris images
were made available by the organizer committee, along with
segmentation masks. The masks were used as ground truth
to assess the performance of iris segmentation methodologies.
For the evaluation of the submitted algorithms, a new database
containing 500 iris images was used to measure the pixel-
to-pixel agreement between the segmentation masks created
by each participant and the masks manually created by the
committee. The performance of each submitted methodology
was evaluated with the error rate, which gives the average
proportion of correctly classified pixels.
In order to guarantee impartiality and evaluate only the
results of the feature extraction and matching, all the partici-
pants of the second phase of NICE (NICE.II) used the same
segmented iris images, which were obtained with the technique
proposed by Tan et al. [40], winner of NICE.I [4]. The objec-
tive of NICE.II was to evaluate how different sources of image
noise obtained in an uncontrolled environment may interfere
in iris recognition. The training database consisted of 1,000
images along with the corresponding segmented iris masks.
The task was to build an executable that received as input a
pair of iris images and their respective masks, generating a file
with the corresponding scores with dissimilarity of irises (d)
as an output. The d metric follows some conditions:
1) d(I, I) = 0
2) d(I1, I2) = 0⇒ I1 = I2
3) d(I1, I2) + d(I2, I3) ≥ d(I1, I3)
For the evaluation of the methodologies proposed by the
participants, another unknown database containing 1,000 im-
ages and masks was employed. Some samples randomly se-
lected from these images are shown in Fig. 2. Consider IM =
{I1, ..., In} as a set of iris images, MA = {M1, ...,Mn}
as their targeting binary masks and id(.) as the identity
function on an image. A comparison of one-against-all will
return a match set DI = {di1, ..., dim} and non match DE =
{de1, ..., dek} of dissimilarity scores, respectively, for the cases
where id(Ii) = id(Ij) and id(Ii) 6= id(Ij). The evaluation
of the algorithms was performed using the decidability scores
d′ [41].
The metric or index d′ measures how well separated are two
types of distributions, so the recognition error corresponds to
the overlap area
d′ =
|µE − µI |√
1
2 (σ
2
I + σ
2
E)
(1)
where the means of the two distributions are given by µI and
µE , and σI and σE represent the standard deviations.
Fig. 2. Samples from the NICE.II database.
Since the goal of the competition is the iris recognition
in noisy images obtained in an uncontrolled environment,
the methodology presented in this paper focuses only on the
features extraction and matching using iris information. As
shown in previous studies [23], [24], [42], [43], promising
results were achieved using the fusion of iris and periocular
modalities, and since this fusion depends on the quality of
each modality, it is interesting to study each one of them
independently, i.e., using only iris or periocular information.
Considering that the decidability metric measures how dis-
criminating the extracted features are, we have used it to
compare our method with the state of the art. We also report
the EER, which is based on the False Acceptance Rate (FAR)
and the False Rejection Rate (FRR). The EER is determined by
the intersection point of FAR and FRR curves. All reported
results were obtained in the official test set of the NICE.II
competition.
IV. PROPOSED APPROACH
The proposed approach consists of three main stages: image
preprocessing, feature extraction and matching, as shown in
Fig. 4. In the first stage, segmentation and normalization
techniques are applied. We perform data augmentation in
the preprocessed images to increase the number of training
samples. The feature extraction is performed with two CNN
models, which were fine-tuned using the original images,
and the images generated through data augmentation. Finally,
the matching is performed using the cosine distance. These
processes are best described throughout this section.
A. Image preprocessing
In order to analyze the impact of the preprocessing, six
different input images were generated from the original iris
image, as shown in Fig. 3. In the first image scheme, irises
are normalized with the standard rubber sheet model [6] using
an 8 : 1 aspect ratio (512 × 64 pixels). In the second image
scheme, the iris images are also normalized, however, instead
of the standard 8 : 1 ratio they were rearranged in a 4 : 2
ratio (256×128 pixels), so that less interpolation is employed
in the resizing process. In the third and last schemes, no
normalization is performed, applying only the delineated iris
images as input to the models. Non-normalized images have
different sizes, according to the image capture distance. The
impact of the segmentation technique for noise removal was
also evaluated in all representations. Note that all the iris
images used as inputs for the feature representation models
are resized using bi-cubic interpolation to 224× 224 pixels.
(original image) (a) (b)
Fig. 3. Input Image. (a) and (b) show, respectively, non-segmented and
segmented images for noise removal from the Nice.II database. From top
to bottom, images with the aspect ratios of 8 : 1, 4 : 2 are shown, as well as
non-normalized images.
The normalization through the rubber sheet model [6] aims
to obtain invariance with respect to size and pupil dilatation.
In the NICE.II database, the main problem is the difference
of the iris size due to distances in the image capture. It is
important to note that in non-normalized images, we use an
arc delimitation preprocessing (i.e., two circles, an outer and
an inner), based on the iris mask.
The segmentation process to noise removal was performed
using the masks provided along with the database. These
masks were obtained with the methodology proposed by Tan
et al. [40], winner of NICE.I [4].
Considering these problems, the proposed approach aims to
analyze the impact of non-normalization and non-segmentation
of iris images to extract deep features.
B. Data Augmentation
Since the training subset has only 1,000 images belonging
to 171 classes, it is important to apply data augmentation
techniques to increase the number of training samples. The
fine-tuning process can result in a better generalization of the
models with more images. In this sense, we rotate the original
images at specific angles.
The ranges of angles used were: −15◦ to 15◦, −30◦ to 30◦,
−45◦ to 45◦, −60◦ to 60◦, −90◦ to 90◦ and −120◦ to 120◦.
For each range, the aperture is proportional, generating 4, 6
and 8 images for each original image, respectively. For exam-
ple, considering the range −60◦ to 60◦ with 6 apertures, for
each original image, another six were generated rotating −60◦,
−40◦, −20◦, 20◦, 40◦ and 60◦. Performing the validation
of all these data augmentation methods on all input images,
we determined (based on accuracy and loss) that the best
range was −60◦ to 60◦ with 6 apertures. These parameters
were applied to perform the data augmentation in the training
set, totaling 7,000 images. Some samples generated by data
augmentation can be seen in Fig. 5.
C. Convolutional Neural Network Model
For feature extraction of the iris images, the fine-tuning of
two CNN models trained for face recognition were applied.
The first model, called VGG, proposed in [44] and used in [7]
for periocular recognition, has an architecture composed of
convolution, activation (ReLu), pooling and fully connected
layers. The second model (i.e., Resnet-50), proposed in [45]
and trained for face recognition [46], has the same operations
as VGG with the difference of being deeper and considering
residual information between the layers.
For both models, we use the same architecture modifications
and parameters described in [7]. In the training phase, the last
layer (used to predict) was removed and two new layers were
added. The new last layer, used for classification, is composed
by 171 neurons, where each one corresponds to a class in the
NICE.II training set and has a softmax-loss function. The layer
before that is a fully-connected layer with 256 neurons used
to reduce feature dimensionality.
The training set was divided into two new subsets with 80%
of the data for training and 20% for validation. Two learning
rates were used for 30 epochs, 0.001 for the first 10 epochs
and 0.0005 for the remaining 20. Other parameters include
momentum = 0.9 and batch size = 48. The number of epochs
used for training was chosen based on the experiments carried
out in the validation set (highest accuracy and lowest loss). For
training (fine-tuning) the CNN models, the Stochastic Gradient
Descent (SGD) optimizer was used. Similarly to [7], [47], we
do not freeze the weights of the pre-trained layers during
training to perform the fine-tuning. The last layer of each
model was removed and the features were extracted on the
new last layer.
D. Matching
The matching was performed using the verification protocol
proposed in the NICE.II competition. For this, the all against
all approach was applied in the NICE.II test set, generating
4,634 intra-class pairs and 494,866 inter-class pairs.
The cosine metric, which measures the cosine of the angle
between two vectors, was applied to compute the difference
between feature vectors. This metric is used in information
retrieval [48] due to its invariance to scalar transformation.
The cosine distance metric is represented by
dc(A,B) = 1−
∑N
j=1AjBj√∑N
j=1A
2
j
√∑N
j=1B
2
j
(2)
where A and B stand for the feature vectors. We also
employed other distances such as Euclidean, Mahalanobis,
Jaccard and Manhattan. However, due to its best performance,
only the cosine distance is reported.
V. RESULTS
In this section, we present the results of the experiments
for validating our proposal using the test set from the Nice.II
competition database. Initially, the impact of the proposed data
augmentation techniques is shown using non-segmented iris
images. Then, we analyze the impact of both iris segmentation
and iris delineation. Finally, we compare the best results
obtained by our approaches with the state of the art. In all
subsections, the impact of normalization is also analyzed. Note
that in all experiments, the mean and standard deviation values
from 30 runs are reported. For analyzing the different results,
we perform statistical paired t-tests at a significance level
α = 0.05.
A. Data Augmentation
In the first analyses, we evaluate the impact of the data
augmentation. For ease of analysis, all iris image employed in
this initial experiment may contain noise in the iris region, i.e.
no segmentation preprocessing is applied. As shown in Table I,
in all cases where data augmentation is used, the decidability
and EER values improved with statistical difference. Note that
the models trained with data augmentation reported smaller
standard deviation. In general, it is also observed that non-
normalization yielded better results than 8 : 1 and 4 : 2
normalization schemes for both trained models, i.e. VGG and
ResNet-50.
It is worth noting that the largest differences occurred in
the non-normalized inputs, with greater impact specifically in
the ResNet-50 model, where the mean EER dropped 7.53%
and the decidability improved 0.6361 when applying data
augmentation.
Fig. 4. The proposed approach.
(a) (b) (c)
Fig. 5. Data augmentation samples: (a) −45◦ rotated images, (b) original
images and (c) 45◦ rotated images.
B. Segmentation
In the second analysis, the impact of the segmentation
for noise removal is evaluated. For such aim, two models
are trained (fine-tuned): using segmented and non-segmented
images, all with data augmentation.
As can be seen in Table I, for the VGG model segmentation
has improved the results. On the other hand, for the ResNet-
50 model, the non-segmented images have presented better
results. For both models, statistical difference is achieved in
two situations and in another one (light cyan color) there is
no statistical difference.
Regarding the better results achieved by the ResNet-50
models when using non-segmented images, we hypothesized
that this might be related to the fact that the ResNet-50 archi-
tecture uses residual information and it is deeper compared to
VGG. Thus, some layers of ResNet-50 might be responsible
for extracting discriminant patterns present in regions that were
occluded in the segmented images, but not in non-segmented
ones. Moreover, in segmented images, black regions (zero
values) were employed for representing noise regions, and no
special treatment was given for those regions.
It is noteworthy that segmentation is a complex process and
might impact positively or negatively. However, as the best
results here were achieved by the ResNet-50 models when
using non-segmented images, we state that using the suitable
representation model the segmentation preprocessing can be
disregarded.
Once again, non-normalization showed to provide better
results in all scenarios, being more expressive here than in
the data augmentation analysis.
TABLE I
IMPACT OF THE DATA AUGMENTATION (DA) AND SEGMENTATION (SEG.)
ON THE EFFECTIVENESS OF IRIS VERIFICATION FOR VGG AND
RESNET-50 NETWORKS.
Network Norm. DA Seg. EER (%) Decidability
VGG 8 : 1 26.19± 1.95 1.3140± 0.1246
VGG 8 : 1 X 23.63± 1.33 1.4712± 0.0881
VGG 8 : 1 X X 22.58± 1.07 1.5437± 0.0697
ResNet-50 8 : 1 24.38± 1.41 1.4297± 0.0916
ResNet-50 8 : 1 X 19.18± 0.75 1.7988± 0.0552
ResNet-50 8 : 1 X X 20.68± 1.39 1.6801± 0.1071
VGG 4 : 2 24.77± 1.42 1.4127± 0.1001
VGG 4 : 2 X 18.74± 0.89 1.8527± 0.0712
VGG 4 : 2 X X 18.00± 0.93 1.9055± 0.0750
ResNet-50 4 : 2 22.78± 1.22 1.5307± 0.0853
ResNet-50 4 : 2 X 17.11± 0.53 1.9822± 0.0482
ResNet-50 4 : 2 X X 17.44± 0.85 1.9450± 0.0803
VGG Non-Norm 23.32± 1.10 1.4891± 0.0740
VGG Non-Norm X 17.49± 0.90 1.9529± 0.0760
VGG Non-Norm X X 17.48± 0.68 1.9439± 0.0589
ResNet-50 Non-Norm 21.51± 0.97 1.6119± 0.0677
ResNet-50 Non-Norm X 13.98± 0.55 2.2480± 0.0528
ResNet-50 Non-Norm X X 14.89± 0.78 2.1781± 0.0794
C. Delineation
Here we evaluated the impact on the recognition of using
a usual delineated iris image and a non-delineated iris image,
i.e., applying only the squared iris bounding box as input to
the deep feature extractor. In both situations, non-normalized
and non-segmented images are used. A delineated iris image
and its corresponding bounding box (or non-delineated) are
shown in Fig. 6.
The comparison of the results of this analysis is shown
in Table II. Although the results reported by delineated iris
images are better, there is no statistical difference. From this
result, we state that the iris bounding box can be used as
input for deep representation without the iris delineating (a.k.a.
location) preprocessing.
Considering that the bounding box is not pure iris, compari-
son with other iris recognition methods may not be fair, since
(a) (b)
Fig. 6. Input images: (a) delineated iris and (b) non-delineated iris / bounding
box version.
TABLE II
COMPARISON OF DELINEATED AND NON-DELINEATED IRIS IMAGES. BOTH
WITH NO SEGMENTATION (FOR NOISE REMOVAL) AND NORMALIZATION.
Method Delineated EER (%) Decidability
VGG X 17.49± 0.90 1.9529± 0.0760
VGG 17.52± 0.98 1.9652± 0.0790
Resnet-50 X 13.98± 0.55 2.2480± 0.0528
Resnet-50 14.26± 0.47 2.2304± 0.0542
there may be discriminant patterns that have been extracted
from regions outside the iris. Therefore, our methodology was
compared with the state of the art using delineated iris images.
D. The state of the art
At last, the results attained with our models using non-
normalized, non-segmented, and delineated iris images are
compared with the state-of-the-art approaches and it is shown
in Table III.
These experiments showed that the representations learned
using deep models perform better the iris verification task
on the NICE.II competition when the preprocessing steps
of normalization and segmentation (for noise removal) are
removed, outperforming the state-of-the-art method, which
uses preprocessed images.
TABLE III
RESULTS ON THE NICE.II COMPETITION DATABASE. COMPARISON OF
THE STATE OF THE ART WITH THE RESULTS ACHIEVED BY OUR PROPOSED
APPROACHES USING NON-NORMALIZED, NON-SEGMENTED, AND
DELINEATED IRIS IMAGES.
Method EER (%) Decidability
Wang et al [17] 19.00 1.8213
Proposed VGG 17.48 1.9439
Proposed ResNet-50 13.98 2.2480
VI. CONCLUSION
In this paper we evaluated the impact of iris image pre-
processing for iris recognition on unconstrained environments
using deep representations. Different combinations of (non-
)normalized and (non-)segmented images as input for the
system were evaluated.
Using these iris images, a fine-tuning process of two CNN
architectures pre-trained for face recognition was performed.
These models were applied to extract deep representations.
The matching, on a verification protocol, was performed with
the cosine metric. A significant improvement in the results of
both models was achieved using the proposed data augmenta-
tion approach. For both models, non-normalized iris achieved
a better result. In addition, we verified that the use of non-
delineated iris images is slightly worst than the ones attained
when using delineated images, but no significant difference
was reached. However, for a fair comparison with a state-of-
the-art method, we used only delineated images because they
represent the pure irises.
The experiments showed that the models learned on
the ResNet-50 architecture using non-segmented and non-
normalized images reported the best results achieving a new
state of the art in the NICE.II official protocol – one of the
most challenging databases on uncontrolled environments.
As future work, we intend to evaluate this approach in larger
databases and the performance of other network architectures
for feature extraction and also transfer learning from other
domains than face recognition. Dealing with noisy iris regions
and the analysis of its impact on iris recognition is the plan
for future work as well.
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