Abstract. We give a new presentation for the partition algebras. This presentation was discovered in the course of establishing an inductive formula for the partition algebra JucysMurphy elements defined by Halverson and Ram [European J. Combin. 26 (2005), 869-921]. Using Schur-Weyl duality we show that our recursive formula and the original definition of Jucys-Murphy elements given by Halverson and Ram are equivalent. The new presentation and inductive formula for the partition algebra Jucys-Murphy elements given in this paper are used to construct the seminormal representations for the partition algebras in a separate paper.
Introduction
The partition algebras A k (n), for k, n ∈ Z 0 , are a family of algebras defined in the work of Martin and Jones in [Mar] , [Mar1] , [Jo] in connection with the Potts model and higher dimensional statistical mechanics. By [Jo] , the partition algebra A k (n) is in Schur-Weyl duality with the symmetric group S n acting diagonally on the k-fold tensor product V ⊗k of its ndimensional permutation representation V . In [Mar2] , Martin defined the partition algebras A k+ 1 2 (n), for k, n ∈ Z 0 , as the centralisers of the subgroup S n−1 ⊆ S n acting on V ⊗k . Including the algebras A k+ 1 2 (n) in the tower
(n) ⊆ · · · (1.1) allowed for the simultaneous analysis of the whole tower of algebras using the Jones Basic construction by Martin [Mar2] and Halverson and Ram [HR] .
Halverson and Ram [HR] and East [Ea] have given a presentation for the partition algebras in terms of Coxeter generators for the symmetric group and certain contractions. Halverson and Ram [HR] used Schur-Weyl duality to show that certain diagrammatically defined elements in the partition algebras A k (n) and A k+ = {d ∈ A k | k and k ′ are in the same block of d}.
Any element ρ ∈ A k may be represented as a graph with k vertices in the top row, labelled from left to right, by 1, 2, . . . , k and k vertices in the bottom row, labelled, from left to right by 1 ′ , 2 ′ , . . . , k ′ , with vertex i joined to vertex j if i and j belong to the same block of ρ. The representation of a partition by a diagram is not unique; for example the partition ρ = {{1, 1 ′ , 3, 4 ′ , 5 ′ , 6}, {2, 2 ′ , 3 ′ , 4, 5, 6 ′ }} can be represented by the diagrams:
If ρ 1 , ρ 2 ∈ A k , then the composition ρ 1 • ρ 2 is the partition obtained by placing ρ 1 above ρ 2 and identifying each vertex in the bottom row of ρ 1 with the corresponding vertex in the top row of ρ 2 and deleting any components of the resulting diagram which contains only elements from the middle row. The composition product makes A k into an associative monoid with identity
Let z be an indeterminant and R = Z [z] . The partition algebra A k (z) is the R-module freely generated by A k , equipped with the product
where ℓ is the number of blocks removed from the middle row in constructing the composition ρ 1 • ρ 2 . Let A k− 1 2 (z) denote the subalgebra of A k (z) generated by A k− 1 2
. A presentation for A k (z) has been given by Halverson and Ram [HR] and East [Ea] .
Theorem 2.1 (Theorem 1.11 of [HR] ). If k = 1, 2, . . . , then the partition algebra A k (z) is the unital associative R-algebra presented by the generators p 1 , p 1+ The above relations also imply that:
In Theorem 2.1, the following identifications have been made: 
We also let S k denote the symmetric group on k letters which is generated by s 1 , . . . , s k−1 . If u ∈ S k ⊂ A k (z), and ρ ∈ A k (z), we will sometimes write ρ u = uρu −1 . Let * :
denote the algebra anti-involution which, given ρ ∈ A k , for i = 1, . . . k, interchanges i and i ′ Example 3.1. In terms of the diagram presentation for A 3 (z), we have:
Using the above expressions for L 2 and σ 3 , we can write L 3 as
The relations given in the next proposition are fundamental for subsequent calculations.
Proposition 3.2. For i = 1, 2, . . . , the following statements hold:
which is the right hand side of (i). Using the relation p i+ 1 2
, the left hand side of (ii) gives
as required. The item (iii) follows from the relation s i−1 s i p i+1 = p i−1 s i−1 s i . Next, using the definition (3.2),
Since the right hand side of the last expression is manifestly fixed under the * anti-involution on A i+1 (z), the proof of (2) is complete. (3) We first show that
For the left hand side of (i),
, and for the right hand side of (i),
For the left hand side of (ii),
, and for the right hand side of (ii),
For the left hand side of (iii),
, and for the right hand side of (iii),
For the left hand side of (iv),
, and, for the right hand side of (iv),
For the left hand side of (v),
and, for the right hand side of (v),
For the left hand side of (vi),
, and, for the right hand side of (vi),
For the left hand side of (vii)
and, for the right hand side of (ii),
where the last equality follows from s i−2 p i− 1 2
and for the right hand side of (iii),
From the left hand side of (iv), we obtain
which is identical to the right hand side of (iv).
From the left hand side of (v), we obtain
, which is identical to the right hand side of (v). The item (vi) follows immediately from the relation s i−2 p i− 3 2
. From the left hand side of (vii), we obtain
which is identical to the right hand side of (vii).
From the left hand side of (viii),
, which is identical to the right hand side of (viii).
From the left hand side of (ix),
, which is identical to the right hand side of (ix). The equality (x) follows from the fact that (2) and (4), σ i+1 commutes with s i−2 , p i−1 , and so with p i−2 = s i−2 p i−1 s i−2 . (6) By Proposition 3.4, and (2),
- (9) Can be proved using the same argument as part (6).
satisfy the following commutation relations:
and the statement now follows from the fact that the right hand side of the above expression is fixed under the * anti-involution on A i+1 (z). (3) We first show that
where the last equality follows from Proposition 3.2.
(ii) The definition (3.1) gives
(iv) Was demonstrated in Theorem 3.6. Now, using
Since the right hand side of the last expression is fixed under the * anti-involution on A i+1 (z), the proof of (3) is complete. (4) We show that after substituting the expression
into the definition (3.1), conjugation by s i−1 permutes the summands of L i+1 as follows:
For item (i),
For item (ii),
For item (iii),
For item (iv),
For the left hand side of item (v),
, and for the right hand side of item (v),
The item (vi) follows from the relation s
. For item (vii),
For item (viii),
s i , this completes the proof of (6). (7) We show that
Using part (1) the first three summands in the right hand side of (3.7) are transformed as:
Next,
Substituting each of the above into (3.7), and using part (1) of Theorem 3.6 gives (3.6). The right hand side of (3.6) being fixed under the * anti-involution on A i+ 1 2 (z), the proof of (7) is complete. (8) We show that, after substituting the expression
into the definition (3.3), conjugation by s i−1 permutes the summands of L i+ 1 2 as follows:
The left hand side of (i) is
and the right hand side of (i) is
The left hand side of (ii) is
, which is the same as the right hand side of (ii). The left hand side of (iii) is
, which is the same as the right hand side of (iii). The left hand side of (iv) is
which is the same as the right hand side of (iv). The left hand side of (v) is
, which is the same as the right hand side of (v). The left hand side of (vi) is
, which is the same as the right hand side of (vi). The left hand side of (vii) is
which is the same as the right hand side of (vii). The left hand side of (viii) is
which is the same as the right hand side of (viii). Since the statement (ix) is evident from the relation s i−1 p i− 1 2
, the proof of part (8) 
Proof. (1) It suffices to observe that:
With the exception of (iv), each of the statements above is evident from the defining relations or from what we have already shown.
gives (iv) by induction. (2) Using the expression (3.8), we have
as required. 
. Since p i also commutes with
, and with
, it follows that p i+ 
and with
, it is evident that s i commutes with z k+ , and s 1 , . . . , s k−1 , we conclude that z k+ (z), it suffices to observe that s k commutes with z k+1 .
Proposition 3.11. For i = 1, 2, . . . , the following statements hold:
Proof. (1) Since σ i+1 commutes with
and σ i+1 also commutes
(2) Given that σ 1+ 
commutes with
A Presentation for Partition Algebras
In this section, we rewrite the presentation for A k (z) given by [HR] in Theorem 2.1 in terms of the elements σ i , σ i+ 
, σ k , and the relations:
Proof. We first show that the relations given in the statement above are a consequence the presentation given by by [HR] 
(3vii) From the relations (4e), (4g) and (1a), (1b),
as required. (4i), (4ii) Are identical to the relations (5a) and (5b). ) 2 = 1 and (σ i+1 ) 2 = 1.
It therefore suffices to show that σ 2 i+1 = 1. By definition σ 1 = 1, so we proceed by induction. After taking the square of the right hand side of the definition (3.2), the proposition will follow from the relations:
); (4.10)
From the left hand side of (4.2), using the fact that p i− 1 2
, together with p i+ 1 2
, we obtain
Similarly, from the right hand side of (4.2), we obtain
, which demonstrates (4.2). Now consider the left hand side of (4.3)
From the right hand side of (4.3), we obtain
). Now, 
By Proposition 4.3, as operators on V ⊗k ,
and the statement (5.3) follows. Next,
which yields (5.4).
As in §3 of [HR] , let κ n be the central element which is the class sum corresponding to the conjugacy class of transpositions in CS n , κ n = n 1 i<j n s i,j .
For ℓ = 1, . . . , n, we also define κ n,ℓ =
