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Abstract- With the expansion of computer network there is a challenge to compete with the intruders who can easily break
into the system. So it becomes a necessity to device systems or algorithms that can not only detect intrusion but can also
improve the detection rate. In this paper we propose an intrusion detection system that uses rough set theory for feature
selection, which is extraction of relevant attributes from the entire set of attributes describing a data packet and used the
same theory to classify the packet if it is normal or an attack. After the simplification of the discernibility matrix we were to
select or reduce the features. We have used Rosetta tool to obtain the reducts and classification rules. NSL KDD dataset is
used as training set and is provided to Rosetta to obtain the classification rules.
Keywords- Intrusion Detection System, Rough Set Theory, NSL KDD dataset, feature reduction, feature selection, Rosetta.

about the NSL KDD dateset. The third section
contains the algorithm designed to obtain the
discernibility matrix and its simplification for reduct
construction. In the fourth and the fifth section we
have given the details of our proposed system along
with experimental results.

I. INTRODUCTION
The modern era is hugely dependent on computer for
almost every activity. While there are some people
working hard to invent new technologies for the
betterment of computer networks, one cannot ignore
the ones who are looking to break the same. We live
in a world where our lives depend hugely on
computer networks and necessary measures have to
be taken to ensure its continuous availability and
security. Actually a computer networks can be
breached by several types of attacks. More formally
what we are talking about here is an intrusion: An
intrusion can be defined as “the act of causing
obtrusion or an inappropriate situation” [1]. To
prevent such attacks we can use measures like
firewall, but what firewall does is it only prevents the
attacks. But once an attacker is successfully able to
breach into the network we must have a way to detect
that attack, this is why we need an intrusion detection
system. Thus an intrusion detection system IDS is
nothing but a system to detect intrusion. To detect an
intrusion we analyze the packets in the network. The
packets are defined on the basis of some features. We
could improve the efficiency of our system by
reducing or extracting a minimal set of these features
that would be enough for classifying that packet as
either attack or normal. To get the minimum set of
features we use rough set theory, by the virtue of
which we are able to minimize the features needed to
successfully classify a packet and also not losing any
feature which would have led to a different result.
Rough Set Theory is used to obtain reducts along
with a set of rules for training the system. Once the
rules are obtained they can be used to classification of
the test set. The paper has been divided into following
sections: The first section gives a brief description
about the rough set theory. The second section talks

II. ROUGH SET THEORY
Zdzisaw Pawlak in 1982 proposed the Rough Set
Theory [2]. Rough Set Theory is a mathematical tool
that deals with partial information. It is concerned
with the classification of incomplete or uncertain
information or knowledge [3].
Rough Set Reduction Theory can be used to reduce
the number of attributes, i.e., attribute reduction. This
can be useful in reducing the time required for
training an intrusion detection system [4].
In Rough Set Theory the data is represented in terms
of table known as decision table or information table
[5]. The rows are the objects which may be an event
and the columns correspond to the attributes for
describing the objects. The attribute set is further
divided into condition attribute and decision attribute.
The objects are categorized into various equivalences
classes based on the values of the decision attribute.
I= (U, A)
Here I is an information system, U is the non-empty
finite set of objects known as universe and A is the
non-empty finite set of attributes such that a: U→Va
for all a  אA. Va is the value set of a [2].
A. Indiscernible Objects
The set of objects having same attribute values for
the attribute under consideration and the relationship
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training set does not contain duplicate or redundant
records. It consists of a good and reasonable
proportion of various types of records [13] [14].
Each record in dataset contains forty-one
attributes and one class or decision attribute as shown
in Table I. Figure 1 shows a screenshot of the sample
NSL-KDD dataset used as training set.

between such objects is known as indiscernibility
relation. For every nonempty subset B of A the
indiscernibility relationship is given by
INDIS(B)={(x,x )  אU2 |a  אB, a(x)= a(x )}
Here the objects x and x are indiscernible from each
other by attributes from B [4].

TABLE I NSL KDD DATASET ATTRIBUTES
Features
N Features
o.
duration
22 is_guest_login
protocol_type
23 count
service
24 srv_count
flag
25 serror_rate
src_bytes
26 srv_serror_rate
dst_bytes
27 rerror_rate
land
28 srv_rerror_rate
wrong_fragme 29 same_srv_rate
nt
9
urgent
30 diff_srv_rate
10 hot
31 srv_diff_host_rate
11 num_failed_lo
32 dst_host_count
gins
12 logged_in
33 dst_host__srv_count
13 num_comprom 34 dst_host_same_srv_
ised
rate
14 root_shell
35 dst_host_diff_srv_ra
te
15 su_attempted
36 dst_host_same_src_
port_rate
16 num_root
37 dst_host_srv_diff_h
ost_rate
17 num_file_creat 38 dst_host_serror_rate
ions
18 num_shells
39 dst_host_srv_serror
_rate
19 num_access_fi 40 dst_host_rerror_rate
les
20 num_outbound 41 dst_host_srv_rerror_
_cmds
rate
21 is_host_login
42 class

B. Discernibility Matrix
Matrix with equivalence classes as indices. The boxes
are filled with attributes for which the corresponding
classes hold discernibility relation.
Cij= {a  אB | a(x) ≠a(x )}
Here Cij is the matrix value with i as row index and j
as column index [6].

N
o.
1
2
3
4
5
6
7
8

C. Reducts
Reduct is the result of attribute reduction process. It is
the minimum set of attributes capable of discerning
two objects. Thus a reduct is subset of attributes that
is sufficient to preserve the complete information as
that is provided by the entire attribute set [11].
D. Lower and Upper Approximation
The Rough Set Theory divides the space into three
regions: the lower approximation, the upper
approximation and the boundary region [7].
Let X  كU the target set to be represented by the
attributes that are in B  كA. X can be approximated
by using the B-lower and B-upper approximation of
X. B- lower approximation (BX) is the set of objects
that with full certainty are classified as member of set
X using attributes of B and B-upper approximation
( X) is the set of object that are possibly the
members of set X.
BX= {x|[x]B كX},
X={x|[x]B∩ X≠}
The boundary region ( NB) is the set difference of
the lower approximation and upper approximation [8]
[9].
BNB = X-BX
E. Rough Set
It is a set containing the two sets: upper
approximation and lower approximation.
III. THE NSL-KDD DATASET
KDD stands for knowledge discovery in database.
The NSL-KDD data set is basically an improvement
over KDD’99 data set [13]. Though NSL-KDD is not
perfect and does contain drawbacks but then also is
one of the best options with people to compare the
efficiency of their intrusion detection methods or
systems.

IV. PROPOSED SYSTEM

Some of the problems solved by NSL-KDD data set
that were there in KDD’99 data set are: NSL-KDD

The proposed system works in two stages. The first is
the feature reduction and the second is classification

Figure 1 screen shot of the sample NSL KDD dataset
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reduced set of attributes obtained is shown in Table
II.

of the data packet as normal or anomaly. For feature
reduction the proposed system uses rough set theory
to obtain the discernibility matrix. The simplification
of the obtained discernibility matrix results into the
minimal reduct set that contain the minimum number
of attributes enough to classify a packet as normal or
attack [12].

No
.
A1

The detailed description of the working of the system
is explained with the help of an experiment
performed using the rough set data analysis tool
Rosetta. The experimental procedure is described in
the fourth and fifth heading of the paper along with
the obtained results.

A2
A3
A4
A5

V.
SIMPLIFICATION
OF
THE
DISCERNIBILITY
MATRIX:
REDUCT
CONSTRUCTION

A6
A1
0
A1
1
A2
3
A2
4
A2
5
A2
6
A2
7
A2
8

As mentioned before all the attributes describing the
dataset is not required to categorize them as normal
or attack. The main aim of our paper is not to propose
just a system for intrusion detection but to present an
improved intrusion detection system.
One way to do that is to reduce the time for detection.
Working on the same direction we propose a system
which intends to extract or select minimum number
of attributes from the entire attribute set. This
approach reduces the training time. By using the
discernibility matrix and its simplification we
obtained the minimal attribute set. We have
implemented the following steps for this purpose.
• Divide the discernibility matrix into two
parts, A and B.
• Absorb each element of A (current_A) by
every non empty element of B (current_B)
by the following procedure
for i=0 to total_no_of_elements
for j=i to total_no_of_elements
if(current_A ≠ NULL)
then
if (current_Bكcurrent_A)
then
current_A=current_B
• select an attribute x אcurrent_A
A=current_A-x
current_A=x;
• for i =0 tototal_no_of_elements
for j=i to total_no_of_elements
if(x אcurrent_B)
current_B=x;
else
current_B=current_B-x;
• Union of all attributes of the simplified
matrix gives the required minimal reduct set.
By applying the above steps to 17633 training records
98 reducts obtained from Rosetta. Using these reducts
we were able to reduce the 41 features to 27. The

TABLE II REDUCED FEATURE SET
Features
No Features
.
duration
A2 same_srv_rate
9
protocol_type A3 diff_srv_rate
0
service
A3 srv_diff_host_rate
1
flag
A3 dst_host_count
2
src_bytes
A3 dst_host__srv_count
3
dst_bytes
A3 dst_host_same_srv_r
4
ate
hot
A3 dst_host_diff_srv_rat
5
e
num_failed_l A3 dst_host_same_src_p
ogins
6
ort_rate
count
A3 dst_host_srv_diff_ho
7
st_rate
srv_count
A3 dst_host_serror_rate
8
serror_rate
A3 dst_host_srv_serror_
9
rate
srv_serror_ra A4 dst_host_rerror_rate
te
0
rerror_rate
A4 dst_host_srv_rerror_
1
rate
srv_rerror_rat
e

VI. EXPERIMENTAL RESULTS
The experiment was performed on a system with
following specifications: 260MB RAM, Intel Pentium
4 processor, Win-XP Operating System.
The experiment uses a rough set tool kit Rosetta for
reducts generation and data analysis. The Rosetta
system is a software system for inducing rough set
based rule models [10]. The input to the Rosetta
system is NSL KDD dataset.
The input is provided in a plain text format with the
first row corresponding to the attributes. Every packet
is characterized by 42 attribute including the decision
attribute with value either normal or anomaly. The
input data set is split into two parts (3:1). The first
part is used as training set and the second part as test
set.
The training set was reduced by using Johnson
reduction algorithm. Johnson algorithm uses greedy
search to find one reduct. The output of the reduction
is a set of reducts and a set of If-Then-Else rule. The
screenshot of the output is shown in Figure 2.
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accuracy of normal class is 99.664 percent. Here we
have used Rough Set Theory for feature reduction
and classification.
In future we will extend this work to develop a fully
deployable system with a user friendly Graphical
User Interface for easier and faster detection of
intrusions. Also we will try to increase the efficiency
of proposed system using other classification
algorithms.
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