Abstract. Resolutions of cusp singularities are crucial to many techniques in computational number theory, and therefore finding explicit resolutions of these singularities has been the focus of a great deal of research. This paper presents an implementation of a sequence of algorithms leading to explicit resolutions of cusp singularities arising from totally real cubic number fields. As an example, the implementation is used to compute values of partial zeta functions associated to these cusps.
Introduction
The purpose of this paper is to present an implementation of a sequence of algorithms leading to explicit resolutions of cusp singularities arising from totally real cubic number fields. Resolutions of these singularities are crucial to many techniques in computational number theory. As an example, we use this implementation to compute values of partial zeta functions.
Although the theories are well understood, in practice determining a specific resolution of a cusp singularity is tedious at best. Let K be a totally real cubic number field with ring of integers O K . We are interested in cusps of type (M, V ) where M ⊆ K is an O K -module of rank 3 (that we will assume contains 1) and V is a subgroup of U Finding resolutions of cusps has been the focus of a great deal of research. (See for example [1, 3, 5, 7, 8, 11] .) The resolutions derived here are based on the work of Ehlers [5] and Thomas and Vasquez [14] and are determined in two steps. Consider the action of U + K on R 3 + defined by coordinate-wise multiplication via the three embeddings of K into R. The first step of the process is to find a fundamental domain for this action specified as the disjoint union of a finite number of open simplicial cones, each of which has vertices in O K . The next step is to find a specific decomposition of these cones into new cones such that the vertices of each Shintani' s formula can be applied to this collection of cones, the computation is greatly simplified by first decomposing the cones as described above.
In Sections 2 and 3, we discuss the determination of a suitable fundamental domain for the action of U + K on R 3 + and the method for finding a suitable decomposition of the domain. In Section 4 we describe the details of the computer implementation. We describe the numeric and graphical output and present samples of each in Section 5. Finally, in Section 6 we explain Shintani's method and give the application of this program to the problem of computing values of partial zeta functions.
Fundamental domains
The first problem to address is that of finding a fundamental domain for the action of a group of totally positive units in a three-dimensional lattice (in this case, U
+ . The methods used here are based on work of Thomas and Vasquez [14] , the relevant parts of which we summarize below.
Given α, β ∈ U + K , Thomas and Vasquez call (α, β) a proper pair if α and β are independent, {1, α, β} forms a basis for K over Q, and given x, y, z ∈ Q such that αβ = xα + yβ + z · 1, z is negative.
Given a proper pair of units
This lemma reduces the problem of determining a fundamental domain to that of finding a proper pair of fundamental units for U + K . Again, there are a number of methods available for finding fundamental units. See, for example, [4, 10] . As noted in [14] , however, a method based on the work of Berwick [2] is guaranteed to produce a proper pair of units. For each a ∈ K and for i = 1, 2, 3, let a (i) denote the image of a under the i-th embedding of K into R. Theorem 2 (Berwick) . Let M be an arbitrary cubic order and for i = 0, 1, 2, let C i be the corresponding cylinder:
Then any two of the three units ε 0 , ε 1 , ε 2 form a fundamental system of units for M .
Let K = Q(λ). Then each element of O K can be written in the form aλ 2 + bλ + c where a, b, c ∈ Q. Theorem 2 gives three pairs of inequalities for each cylinder:
where B is some bound larger than 1. For each cylinder, these inequalities can be "solved" to yield three pairs of inequalities for a in terms of the λ (i) , λ (j) , and λ (k) , or three pairs of inequalities for b in terms of a and the embeddings of λ. Thomas [13] used these inequalities with the assumption that a, b, c ∈ Z. Here, we do not make that assumption, but use the fact that we can bound the size of the denominators of a, b and c. With this, we can, for a given value of B, find all possible values of a. Then, for each of these, we can find all possible values of b and finally, of c. The set of elements thus found is contained in the given cylinder.
If the set contains any units of O K , something that is easily checked, the minimal unit must be ε i . As noted in [14] , Berwick's theorem can be extended to apply to any subgroup of U K of maximal rank, using the same proof. For i = 1, 2, 3, we let ε i be the smallest (in the sense of Theorem 2) totally positive unit in the cylinder C i . Proposition 1 in [14] implies that (α, β) is a proper pair of units, where α = ε 0 and β = ε 1 if (ε 0 )
(1) > (ε 0 ) (2) , and β = ε 2 otherwise.
Decompositions
The next problem is that of finding a suitable decomposition of the fundamental domain.
Given an open simplicial cone
, we subdivide the cone by first specifying a new element β ∈ O K such that w = (β (0) , β (1) , β (2) ) is in the set
and such that the sum t 1 + t 2 + t 3 > 0 is minimal. There are two cases. If every t i is nonzero, then the point w is inside the cone and we decompose C(v 1 , v 2 , v 3 ) into the union of the cones
If one of the t i , say t 1 , is zero, then the point w is in the cone C(v 2 , v 3 ) and we decompose C(v 1 , v 2 , v 3 ) into the union of the cones
and C(v 2 , v 3 ) into the union of the cones
w), C(w).
In this latter case, the second three-dimensional cone adjacent to the cone C(v 2 , v 3 ) is also subdivided. Specifically, if the original cone is C(v 4 , v 2 , v 3 ), it is decomposed into the union of the cones
Note that when v 2 and v 3 are on the boundary of the original fundamental domain, the second three-dimensional cone is actually adjacent to a translate of C(v 2 , v 3 ) and is subdivided by a translate of the point w, as is the translate of C(v 2 , v 3 ). This process is then repeated recursively with each three-dimensional cone thus created. For each of the new cones, the volume of the set
is a rational integer strictly less than the volume of the set corresponding to the cone that was just subdivided. As long as this volume is strictly greater than one, a new subdivision point can be found. Hence, the process terminates only when each resulting cone has volume equal to one. It is easy to see that this corresponds to the vertices of the cone forming an integral basis for O K . Thus, following [14] , this process produces a resolution of the cusp (O K , U + K ) in the sense of Ehlers [5] . Notice that the two-dimensional cones (i.e., C(α, 1), C(α, β), C(α, αβ), along with any generated in the decomposition process) are all decomposed in this process and therefore do not need to be dealt with separately. As explained in Section 1, this method is very general and can be applied to cusps of other types.
The decomposition method we use was originally inspired by those used by Haspel and Vasquez in [7] , but other than the inherently recursive nature of the algorithms there remains little similarity between the two methods. Specifically, our fundamental domains are triangulated by construction, thus eliminating the need for the first phase of their decomposition. Further, unlike [7] , we do not choose elements of minimal trace.
The computer program
The computer program requires minimal input data that can be easily computed or obtained from readily available tables. Specifically, the program requires the coefficients of a totally real cubic polynomial a root of which generates K over Q, and a basis for O K given as integral linear combinations of powers of the root over a common denominator, d. We have given a number of options for output, including both textual and pictorial, some creating data designed to be computer readable for further computations. For details on these choices, with examples, see the following sections of this paper.
To find a fundamental domain for the action of U
+ , we first use Theorem 2 as described in Section 2 to find the units ε 0 , ε 1 , ε 2 . The process is the same for each ε i , so let i be fixed for now. Since O K is contained in 
, η is obviously in O K and it suffices to check that the norm of η is ±1. When d > 1, the program also computes the coefficients of η in terms of the given basis for O K and checks that they are rational integers. Of the resulting units, ε i is (by definition) the one with the smallest i-th embedding. As described in Section 2, from this process a proper pair of fundamental units for U + K is easily obtained. (For consistency in orientation, we choose α and β such that the determinant of the 3 × 3 matrix determined by α, 1, β is positive.) Lemma 1 then yields a fundamental domain, as required.
As explained in Section 3, the subdivision process can be carried out recursively. The key elements of the program are the determination of the subdivision points and the organization and maintenance of the data.
Recall that the subdivision point is an algebraic integer in the set
such that the sum t 1 + t 2 + t 3 is minimal. The point is found using a triply nested loop designed to search through the set in order of increasing sums of coefficients. Each point is tested to see if it is in fact an algebraic integer. The first such algebraic integer found is chosen to be the subdivision point for that cone. (More complicated variations, for example in which a point of minimal trace was chosen from among those of minimal coefficient sum, generally failed to yield simpler resolutions, and so were discarded.) The data structures used to store information about the cones are carefully constructed to enable easy referencing and updating throughout the program. For each one-dimensional cone, we maintain coordinates in terms of the original root, in terms of the given basis, and in barycentric coordinates for graphing the output. For each two-dimensional cone, we record the vertices of the simplex and the vertices which determine the two three-dimensional cones that border it. For each threedimensional cone, we store the vertices. All of these data must be updated as each new subdivision is made. In each case, vertices that are on the boundary of the original fundamental domain must be tagged, since they frequently need to be treated as special cases.
The program also computes what Cohn refers to as incidence numbers [3] . These complete the combinatorial description of the decomposition. Specifically, let γ 1 and γ 2 be two points determining a two-dimensional cone in the final decomposition of a cusp. The pair of points is then in two three-dimensional cones, say C(γ 1 , γ 2 , δ 1 ) and C(γ 1 , γ 2 , δ 2 ). Since {γ 1 , γ 2 , δ 1 } and {γ 1 , γ 2 , δ 2 } must both be bases of O K , there exist positive rational integers c 1 and c 2 such that
The numbers c 1 and c 2 are the incidence numbers corresponding to the pair γ 1 , γ 2 . (For pairs of points contained in one of the original two-dimensional cones, one of the three-dimensional cones is actually an image under the group action of a cone in the decomposed fundamental domain. Although this makes the programming more complicated, the final computation is the same.)
The computer program is written in C++ as implemented by the GNU g++ compiler and assumes IEEE Floating Point arithmetic. The output used to produce the final graphical output is text designed to be executed by Mathematica, version 2.0 or later. Most integer computations are carried out using 64 bit integer arithmetic; floating point computations use the IEEE double precision data type. The program uses strictly integer computation except during the computation of the units using Theorem 2 (where we specifically corrected for error in the approximations) and in the computing of the graphical output. We encountered no problems with overflow of overly large integers.
The program used in Section 6 to compute values of partial zeta functions was originally written in C, but has been adapted to C++ utilizing a multiprecision data type from the LiDIA C++ library [9] .
The author wishes to thank E. L. Oliver for extensive programming assistance in the early stages of this project.
Sample output
In this section, we present sample output. In Figures 1 and 2 , we present data generated by our program for the two totally real cubic fields of smallest discriminant, and in Figure 3 , we present graphical output from the program for two cubic fields with higher discriminants. The input, consisting of a defining cubic polynomial and a basis for the ring of integers, was taken from the table of cubics found in [4] .
In Figures 1 and 2 , we present first the discriminant, D, for the number field and a polynomial any root of which, say λ, generates the field over Q. We then give the coordinates for the vertices of the simplicial cones: r, s, t, d, where the vertex is (r + sλ + tλ 2 )/d. In the next table, we give the incidence numbers c 1 and c 2 for each two-dimensional cone C(γ 1 , γ 2 ), as described in Section 4, Equation (2) . To the right, we present graphical representations of the decompositions. These graphs are generated directly by reading a file generated by the program into Mathematica.
We present two forms of graphical output. The first is a straight-edge version which describes the decomposition as follows. The original fundamental domain is described by a square. Each added vertex is graphed using barycentric coordinates. Pairs of vertices bounding a two-simplex are joined by straight lines. The vertices are numbered in the order that they are found, the first four bounding the original fundamental domain. These numbers correspond to those given in the tables.
The second form is determined by first projecting each point of the fundamental domain along a line through the origin onto the hyperboloid in R 3 defined by xyz = 1, and then taking logarithms. The result is a decomposition of a fundamental domain for the lattice of logarithms of units in the original group of totally positive units. The edges in the graph (which are not straight lines) are the images of the 2-dimensional cones in R 3 . In Figure 3 , we present the graphical output for two fields of higher discriminant. These illustrate how the resolutions can become more complicated. The decompositions have 20 and 53 vertices, respectively, corresponding to the cubic fields of discriminants 473 and 621. It should be noted that the number of vertices varies greatly as the discriminant increases. For example, the field of discriminant 564 has 181 vertices in the desingularization, while that of discriminant 697 has only 8. 
Zeta functions
In this section, we give an application of the above program to the problem of computing values of partial zeta functions of totally real cubic fields evaluated at −1. We start by defining the zeta functions and explaining Shintani's method [12] for computing special values. Since we are only dealing with cubic number fields, we simplify to that case throughout. (v j1 , v j2 , . . . , v jr(j) ) and for independent variables t 1 , t 2 , t 3 , let Finally, let b −1 f + 1 denote the set of all numbers x ∈ K such that x − 1 ∈ b −1 f. The following theorem is proved in [12] . The author developed software [6] to compute the values of ζ(b, O K , −1) for totally real cubic fields, based on Equation (3). The program described here provides specifications of the simplicial cones needed as input to the program. To compute ζ(O K , O K , −1), no input is required beyond the coefficients of a polynomial and an integral basis given in terms of a root of that polynomial. Although the decomposition is not necessary for the use of Shintani's method, the computation is greatly simplified by its use. Specifically, once the domain is decomposed as described earlier in this paper, the innermost summation of Equation (3) reduces to a single summand because there is only one valid point to be considered. With minor 
