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MORSE INDEX VERSUS RADIAL SYMMETRY FOR FRACTIONAL
DIRICHLET PROBLEMS
MOUHAMED MOUSTAPHA FALL, PIERRE AIME FEULEFACK, REMI YVANT TEMGOUA,
TOBIAS WETH
Abstract. In this work, we provide an estimate of the Morse index of radially sym-
metric sign changing bounded weak solutions u to the semilinear fractional Dirichlet
problem
(−∆)su = f(u) in B, u = 0 in RN \ B,
where s ∈ (0, 1), B ⊂ RN is the unit ball centred at zero and the nonlinearity f is
of class C1. We prove that for s ∈ (1/2, 1) any radially symmetric sign changing
solution of the above problem has a Morse index greater than or equal to N + 1.
If s ∈ (0, 1/2], the same conclusion holds under additional assumption on f . In
particular, our results apply to the Dirichlet eigenvalue problem for the operator
(−∆)s in B for all s ∈ (0, 1), and it implies that eigenfunctions corresponding to
the second Dirichlet eigenvalue in B are antisymmetric. This resolves a conjecture of
Kulczycki.
Keywords. Morse index, fractional Laplacian, radial solution, Dirichlet eigenvalues, Kulczycki
conjecture.
1. Introduction and main result
The purpose of this paper is to estimate the Morse index of radial sign changing
solutions of the problem {
(−∆)su = f(u) in B
u = 0 in RN \ B,
(1.1)
where s ∈ (0, 1), B ⊂ RN is the unit ball centred at zero and where the nonlinearity
f : R → R is of class C1. The fractional Laplacian operator (−∆)s is defined for all
u ∈ C2c (R
N ) by
(−∆)su(x) = c(N, s) lim
ǫ→0+
∫
RN\Bǫ(x)
u(x)− u(y)
|x− y|N+2s
dy,
where c(N, s) = 22sπ−
N
2 s
Γ(N+2s
2
)
Γ(1−s) is a normalization constant. The operator (−∆)
s can
be seen as the infinitesimal generator of an isotropic stable Le´vy processes (see [2]),
and it arises in specific mathematical models within several areas of physics, biology,
chemistry and finance (see [2, 3, 6]). For basic properties of (−∆)s and associated
function spaces, we refer to [8].
In recent years, the study of linear and nonlinear Dirichlet boundary value problems
involving fractional Laplacian has attracted extensive and steadily growing attention,
whereas, in contrast to the local case s = 1, even basic questions still remain largely
unsolved up to now. Even in the linear case where f(t) := λt, the structure of Dirichlet
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eigenvalues and eigenfunctions of the fractional Laplacian on the unit ball B is not
completely understood. In particular, we mention a conjecture of Kulczycki which
states that every Dirichlet eigenfunction u of (−∆)s on B corresponding to the second
Dirichlet eigenvalue is antisymmetric, i.e., it satisfies u(−x) = −u(x) for x ∈ B. So
far, by the results in [4, 9, 12, 16], this conjecture has been verified in the special cases
N ≤ 3, s ∈ (0, 1) and 4 ≤ N ≤ 9, s = 12 . In the present paper, we will derive the
full conjecture essentially as a corollary of our main result on the semilinear Dirichlet
problem (1.1), see Theorem 1.2 below.
Our main result on sign changing radial solutions of (1.1) is heavily inspired by
the seminal work of Aftalion and Pacella [1], where the authors studied qualitative
properties of sign changing solutions of the local semilinear elliptic problem
−∆u = f(u) in Ω, u = 0 on ∂Ω, (1.2)
where Ω ⊂ RN is a ball or an annulus centered at zero and f ∈ C1(R) with f(0) ≥ 0.
Under these assumptions, it is proved in [1] that any radial sign changing solution of
(1.2) has Morse index greater than or equal to N + 1.
In the following, we present a nonlocal version of this result in the case where Ω is the
unit ball in RN . We need to fix some notation first. Consider the function space
Hs0(B) := {u ∈ H
s(RN ) : u ≡ 0 on RN \ B} ⊂ Hs(RN ). (1.3)
By definition, a function u ∈ Hs0(B) ∩ L
∞(B) is a weak solution of (1.1) if
Es(u, v) =
∫
B
f(u)v dx for all v ∈ Hs0(B),
where
(v,w) 7→ Es(v,w) :=
c(N, s)
2
∫
RN
∫
RN
(v(x) − v(y))(w(x) − w(y))
|x− y|N+2s
dxdy. (1.4)
is the bilinear form associated with (−∆)s. By definition, the Morse index m(u) of
a weak solution u ∈ Hs0(B) ∩ L
∞(B) of (1.1) is the maximal dimension of a subspace
X ⊂ Hs0(B) where the quadratic form
(v,w) 7→ Es(v,w) −
∫
B
f ′(u)vw dx (1.5)
associated to the linearized operator L := (−∆)s − f ′(u) is negative definite. Equiv-
alently, m(u) can be defined as the number of the negative Dirichlet eigenvalues of L
counted with their multiplicity.
Our first main result reads as follows.
Theorem 1.1. Let u be a radially sign changing solution of problem (1.1), and suppose
that one of the following additional conditions hold.
(A1) s ∈ (12 , 1).
(A2) s ∈ (0, 12 ], and∫ t
0
f(τ)dτ >
N − 2s
2N
tf(t) for t ∈ R \ {0}. (1.6)
Then u has Morse index greater than or equal to N + 1.
We briefly comment on the inequality (1.6). In our proof of Theorem 1.1, this
assumption arises when we use the Pohozaev identity for the fractional Laplacian,
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see [20, Theorem 1.1]. It is satisfied for homogeneous nonlinearities with subcritical
growth, i.e., if
f(t) = λ|t|p−2t with λ > 0 and 2 ≤ p <
2N
N − 2s
.
We also note that, in the supercritical case where
∫ t
0 f(τ)dτ <
N−2s
2N tf(t) for t ∈ R\{0},
problem (1.1) does not admit any nontrivial weak solutions u ∈ Hs0(B) ∩ L
∞(B). This
is a consequence of the Pohozaev identity stated in [20, Theorem 1.1].
In particular, assumption (1.6) is satisfied in the linear case t 7→ λt with λ > 0. In
fact, we can deduce the following result for the Dirichlet eigenvalue problem{
(−∆)su = λu in B
u = 0 in RN \ B,
(1.7)
from Theorem 1.1, thereby providing a complete positive answer to a conjecture by
Kulczycki (see [9]).
Theorem 1.2. Let N ≥ 1 and 0 < s < 1, and let λ2 > 0 be the second eigenvalue of
problem (1.7). Then every eigenfunction u corresponding to λ2 is antisymmetric, i.e.
it satisfies u(−x) = −u(x) for x ∈ B.
In recent years, partial results towards this conjecture have been obtained in [4, 9,
12, 16], covering the special cases N ≤ 3, s ∈ (0, 1) and 4 ≤ N ≤ 9, s = 12 . More
precisely, in [4, Theorem 5.3], Banuelos and Kulczycki proved antisymmetry of second
eigenfunctions in the special case N = 1, s = 12 . In [16], this result was extended to
N = 1, s ∈ [12 , 1). Recently in [9], the conjecture was proved in the cases N ≤ 2,
s ∈ (0, 1) and 3 ≤ N ≤ 9, s = 12 . Moreover, in [12], the result has been proved for
N = 3, s ∈ (0, 1).
While the proofs in these papers are based on fine eigenvalue estimates, our proof
of Theorem 1.2 is completely different: In addition to Theorem 1.1, we shall only use
the following important alternative which is implicitely stated in [9, p. 503]: Either
(1.7) admits a radially symmetric eigenfunction corresponding to the second eigenvalue
λ2, or every eigenfunction corresponding to λ2 is a product of a linear and a radial
function. Since every such eigenfunction u is a sign changing solution of (1.1) with
t 7→ f(t) = λ2t and has Morse index 1 < N + 1, it cannot be radially symmetric as
a consequence of Theorem 1.1. Hence u must be a product of a linear and a radial
function, and therefore u is antisymmetric. This completes the proof of Theorem 1.2.
For a more detailed presentation of this argument and the underlying results from [9],
see Section 5 below.
We briefly comment on the proof of Theorem 1.1. The general strategy, inspired
by the paper [1] of Aftalion and Pacella for the local problem (1.2), is to use partial
derivatives of u to construct suitable test functions which allow to estimate the Morse
index of u. In the nonlocal case, several difficulties arise since local PDEs techniques
do not apply. The most severe difficulty is related to the fact that weak solutions
u ∈ Hs0(B) ∩ L
∞(B) of (1.1) have much less boundary regularity than solutions of
(1.2), see Proposition 3.1 for details. Moreover, even though there exists a fractional
version of the Hopf boundary lemma related to the fractional boundary derivative u
δs
(see [10, Proposition 3.3]), it does not apply to sign changing solutions of (1.1) due to
the non-locality of the problem. Here we point out that the extra assumption f(0) ≥ 0
is used in [1] in order to apply the Hopf boundary lemma. In our proof of Theorem 1.1,
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we argue differently and therefore do not need to make an assumption on f(0). More
precisely, we distinguish two cases in our proof. In the case s ∈ (12 , 1), we use a
regularity result of Grubb given in [14, Theorem 2.2] to deal with the case where u
δs
vanishes on ∂B. Moreover, in the case s ∈ (0, 12 ], we use the extra assumption (1.6) to
ensure that u
δs
does not vanish on the boundary.
We point out our proof of Theorem 1.1 does not use the extension method of Caffarelli
and Silvestre [7], which allows to reformulate (1.1) as a boundary value problem where
(−∆)s arises as a Dirichlet-to-Neumann type operator. We therefore expect that our
approach applies to a more general class of nonlocal operators in place of (−∆)s.
We wish to add some remarks on the role of Morse index estimates in the variational
study of (1.1). In the case where f ∈ C1(R) has subcritical growth, weak solutions of
(1.1) are precisely the critical points of the associated energy functional
J : Hs0(B) −→ R defined by
J(u) =
c(N, s)
2
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s
dxdy −
∫
B
F (u) dx,
where F (t) =
∫ t
0 f(s) ds. Moreover, J is of class C
2, and thus the behaviour of J near
a critical point u is closely related to the Morse index m(u). Typically, critical points
detected via minimax principles lead to bounds on the Morse index. In combination
with Theorem 1.1, this allows to show the non-radiality of certain classes of sign chang-
ing critical points. In this spirit, it is proved in [1] that, under suitable additional
assumptions on f , least energy sign changing solutions of the local problem (1.2) are
non-radial functions.
We regard to the existence of least energy sign changing solutions of the nonlocal
problem (1.1), we refer to the recent paper [22]. For existence results for sign changing
solutions to related nonlocal problems, see e.g. [18, 23] and the references therein.
The paper is organized as follows. In Section 2 we introduce preliminary notions
and collect preliminary results on function spaces. In Section 3, we investigate radial
solutions of (1.1) and properties of their partial derivatives. In Section 4 we complete
the proof of Theorem 1.1. Finally, in Section 5, we complete the proof of Theorem 1.2.
Acknowledgements: This work is supported by DAAD and BMBF (Germany)
within the project 57385104. Mouhamed Moustapha Fall’s work is also supported by
the Alexander von Humboldt foundation. The authors would like to thank Xavier
Ros-Oton and Sven Jarohs for helpful discussions.
2. Preliminary definitions and results
In this section, we introduce some notation and state preliminary results to be used
throughout this paper.
We first introduce and recall some notation related to sets and functions. If Ω1,Ω2 ⊂
R
N are open subsets, we write Ω1 ⊂⊂ Ω2 if Ω1 is compact and contained in Ω2. We
denote by 1U : R
N → R the characteristic function of a subset U ⊂ RN . For a function
u : RN → R, we use u+ := max{u, 0} and u− := −min{u, 0} to denote the positive
and negative part of u, respectively.
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Next we recall notation related to function spaces associated with the fractional
power s ∈ (0, 1). We consider the space
L1s :=
{
u ∈ L1loc(R
N ) : ‖u‖L1s <∞
}
, where ‖u‖L1s :=
∫
RN
|u(x)|
1 + |x|N+2s
dx. (2.1)
If w ∈ L1s, then (−∆)
sw is well defined as a distribution on RN by setting
[(−∆)sw](ϕ) =
∫
RN
w(−∆)sϕdx for ϕ ∈ C∞c (R
N ).
Here and in the following, for an open subset Ω ⊂ RN , we denote by C∞c (Ω) the space
C∞c (Ω) of smooth functions with compact support in Ω. We recall a maximum principle
for the fractional Laplacian in distributional sense due to Silvestre.
Proposition 2.1. [21, Proposition 2.17] Let Ω ⊂ RN be an open bounded set, and
let w ∈ L1s be lower-semicontinuous function in Ω such that w ≥ 0 in R
N \ Ω and
(−∆)sw ≥ 0 in Ω in distributional sense, i.e.,∫
RN
w(−∆)sϕdx ≥ 0 for all nonnegative functions ϕ ∈ C∞c (Ω).
Then w ≥ 0 in RN .
For an open subset Ω ⊂ RN , we now consider the fractional Sobolev space
Hs(Ω) =
{
u ∈ L2(Ω) :
∫
Ω
∫
Ω
|u(x)− u(y)|2
|x− y|N+2s
dxdy <∞
}
. (2.2)
Setting
[u]s,Ω :=
(1
2
∫
Ω
∫
Ω
|u(x)− u(y)|2
|x− y|N+2s
dxdy
) 1
2
for u ∈ Hs(Ω),
we note that Hs(Ω) is a Hilbert space whose norm can be written as
‖u‖Hs(Ω) =
(
‖u‖2L2(Ω) + [u]
2
s,Ω
) 1
2
(2.3)
We will also use the local fractional Sobolev space Hsloc(Ω) defined as the space of
functions ψ ∈ L2loc(Ω) with ψ ∈ H
s(Ω′) for every Ω′ ⊂⊂ Ω. Moreover, for a bounded
open subset Ω ⊂ RN , we consider the subspace Hs0(Ω) ⊂ H
s(RN ) defined by
Hs0(Ω) := {u ∈ H
s(RN ) : u ≡ 0 on RN \Ω}. (2.4)
Then Hs0(Ω) is a Hilbert space with scalar product
(u, v) 7→ Es(u, v) := 〈u, v〉Hs
0
(Ω) =
c(N, s)
2
∫
RN
∫
RN
(
u(x)− u(y)
)(
v(x) − v(y)
)
|x− y|N+2s
dxdy
and corresponding norm
‖u‖Hs
0
(Ω) =
√
Es(u, u) =
√
c(N, s) [u]s,RN .
Moreover, Hs0(Ω) is embedded in L
2(Ω), i.e., Hs0(Ω) ⊂ L
2(Ω) and
inf{Es(u, u) : u ∈ H
s
0(Ω), ‖u‖L2(Ω) = 1} > 0,
see e.g. [8]. From this we deduce, in particular, that Hs0(Ω) ⊂ L
1
s.
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We also recall the following property, see e.g. [13, Theorem 1.4.2.2]:
For any bounded domain Ω with continuous boundary,
the subspace C∞c (Ω) is dense in H
s
0(Ω).
(2.5)
For the remainder of this section, we fix a bounded open subset Ω ⊂ RN . The following
lemma is known, but we include a short proof for the convenience of the reader.
Lemma 2.2. Let ϕ ∈ Hsloc(Ω) be compactly supported in Ω. Then ϕ ∈ H
s
0(Ω).
Here and in the following, we identify ϕ with its trivial extension to RN .
Proof. Let Ω′ ⊂⊂ Ω be an open subset of Ω which contains the support K of ϕ. Then
we have
1
2
∫
RN
∫
RN
|ϕ(x)− ϕ(y)|2
|x− y|N+2s
dxdy = [ϕ]2s,Ω′ +
∫
Ω′
∫
RN\Ω′
|ϕ(x)|2
|x− y|N+2s
dydx, (2.6)
where [ϕ]2s,Ω′ <∞ since ϕ ∈ H
s
loc(Ω). Moreover,∫
Ω′
∫
RN\Ω′
|ϕ(x)|2
|x− y|N+2s
dydx =
∫
K
|ϕ(x)|2
∫
RN\Ω′
dy
|x− y|N+2s
dx
≤ ‖ϕ‖2L2(K) sup
x∈K
∫
RN\Ω′
dy
|x− y|N+2s
<∞
since dist(K,RN \ Ω′) > 0. Since ϕ ≡ 0 in RN \Ω, we conclude that ϕ ∈ Hs0(Ω). 
We also need the following lemma.
Lemma 2.3. Let v ∈ L1s ∩ H
s
loc(Ω), and let ϕ ∈ H
s
loc(Ω) be a function with compact
support. Then the integral
Es(v, ϕ) =
c(N, s)
2
∫
RN
∫
RN
(
v(x)− v(y)
)(
ϕ(x) − ϕ(y)
)
|x− y|N+2s
dxdy
is well defined in Lebesgue sense. More precisely, for any choice of open subsets
Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω
with suppϕ ⊂ Ω′, there exist constants c1, c2 – depending only on Ω
′,Ω′′, N and s but
not on v and ϕ —such that
1
2
∫
RN
∫
RN
∣∣v(x)− v(y)∣∣∣∣ϕ(x) − ϕ(y)∣∣
|x− y|N+2s
dxdy (2.7)
≤ [v]s,Ω′′ [ϕ]s,Ω′′ + c1‖v‖L2(Ω′)‖ϕ‖L2(Ω′) + c2‖ϕ‖L1(Ω′)‖v‖L1s .
Proof. We put k(z) = |z|−N−2s. Since suppϕ ⊂ Ω′, we see that
1
2
∫
RN
∫
RN
|v(x)− v(y)||ϕ(x) − ϕ(y)|k(x − y) dxdy =
1
2
∫
Ω′′
∫
Ω′′
∣∣v(x)− v(y)∣∣∣∣ϕ(x)− ϕ(y)∣∣
|x− y|N+2s
dxdy +
∫
Ω′
∫
RN\Ω′′
∣∣v(x)− v(y)∣∣∣∣ϕ(x)∣∣
|x− y|N+2s
dydx
≤ [v]s,Ω′′ [ϕ]s,Ω′′ +
∫
Ω′
|ϕ(x)|
∫
RN\Ω′′
|v(x)− v(y)|k(x − y) dydx,
MORSE INDEX VERSUS RADIAL SYMMETRY FOR FRACTIONAL DIRICHLET PROBLEMS 7
where∫
Ω′
|ϕ(x)|
∫
RN\Ω′′
|v(x)− v(y)|k(x − y) dydx
≤
∫
Ω′
|ϕ(x)||v(x)|κΩ′′ (x) dx+
∫
Ω′
|ϕ(x)|
∫
RN\Ω′′
|v(y)|k(x − y)dydx
≤ c1‖ϕ‖L2(Ω′)‖v‖L2(Ω′) + c2‖ϕ‖L1(Ω′)‖v‖L1s
with
κΩ′′(x) =
∫
RN\Ω′′
k(x− y) dy, x ∈ Ω′
and
c1 := sup
x∈Ω′
κΩ′′(x), c2 := sup
x∈Ω′,y∈RN\Ω′′
k(x− y)(1 + |y|)N+2s.
Note that the values c1 and c2 are finite since Ω
′ ⊂⊂ Ω′′. It thus follows that Es(u, v)
is well-defined in Lebesgue sense and that (2.7) holds. 
Corollary 2.4. Let v ∈ L1s ∩H
s
loc(Ω). If Ω
′ ⊂⊂ Ω and (ϕn)n is a sequence in H
s
loc(Ω)
with suppϕ, suppϕn ⊂ Ω
′ for all n ∈ N and ϕn → ϕ in H
s
loc(Ω), then we have
Es(v, ϕn)→ Es(v, ϕ) as n→∞.
Proof. By Lemma 2.3,
Es(v, ϕn − ϕ) ≤
c(N, s)[v]s,Ω′ [ϕn − ϕ]s,Ω′ +C1‖v‖L2(Ω′)‖ϕn − ϕ‖L2(Ω′) +C2‖ϕn − ϕ‖L1(Ω′)‖v‖L1s ,
where C1 and C2 are positive constants. Thanks to the embeddings H
s
loc(Ω) →֒
L2loc(Ω) →֒ L
1
loc(Ω), we conclude that Es(v, ϕn − ϕ)→ 0 as n→∞. 
3. Properties of radial solutions and their partial derivatives
In the following, we restrict our attention to the case Ω = B and to bounded weak
solutions of equation (1.1). Here and in the following, we fix a nonlinearity f : R → R
of class C1, and we call a function u ∈ Hs0(B) ∩ L
∞(B) a weak solution of (1.1) if
Es(u, ϕ) =
∫
B
f(u)ϕdx for all ϕ ∈ Hs0(B).
We note the following regularity properties for weak solutions of (1.1). For this we
consider the distance function to the boundary
δ : B → R, δ(x) = dist(x, ∂B) = 1− |x|.
Proposition 3.1. (cf. [11,14,19,21])
Let u ∈ Hs0(B) ∩ L
∞(B) be a weak solution of (1.1). Then u ∈ C2,sloc (B) ∩ C
s
0(B).
Moreover,
ψ :=
u
δs
∈ Cα(B) for some α ∈ (0, 1), (3.1)
and the following properties hold with some constant c > 0:
(i) |∇u(x)| ≤ cδs−1(x) for all x ∈ B.
(ii) |∇ψ(x)| ≤ cδα−1(x) for all x ∈ B.
(iii) For every x0 ∈ ∂B, we have lim
x→x0
δ1−s(x)∂r u(x) = −sψ(x0), where ∂ru(x) =
∇u(x) · x|x| denotes the radial derivative of u at x.
8 MORSE INDEX VERSUS RADIAL SYMMETRY FOR FRACTIONAL DIRICHLET PROBLEMS
(iv) If s ∈ (12 , 1), then ψ ∈ C
1(B).
Proof. Since u ∈ L∞(B) and f is of class C1, we have f(u(·)) ∈ L∞(B). Hence the
regularity theory for the fractional Dirichlet-Possion problem developed in [19] shows
that u ∈ Cs0(B), and that (i) holds. It is also shown in [19] that ψ :=
u
δs
∈ Cα(B) for
some α ∈ (0, 1). Moreover, (ii) and (iii) are proved in [11].
Finally, noting that f(u(·)) ∈ Cs(B) since u ∈ Cs0(B), it follows from interior regularity
(see e.g. [21]) that u ∈ C2,sloc (B). Moreover, if s ∈ (
1
2 , 1) we have ψ ∈ C
2s(B) ⊂ C1(B)
by [14, Theorem 2.2]. 
The regularity estimates above allow to apply the following simple integration by
parts formula to weak solutions of (1.1).
Lemma 3.2. Let u ∈ C0(B) ∩ C1loc(B) be a function satisfying u ≡ 0 on ∂B and
|∇u| ∈ L1(B). Then∫
B
(∂ju)ϕ dx = −
∫
B
u∂jϕ dx for ϕ ∈ C
1(B), j = 1, . . . , N . (3.2)
Proof. Let ϕ ∈ C1(B), and let Ωn := B1− 1
n
(0) ⊂ B for n ∈ N. Then u ∈ C1(Ωn) for
n ∈ N since u ∈ C1loc(B). Integrating by parts over Ωn and using a change of variables,
we find that∫
Ωn
(
(∂ju)ϕ+u∂jϕ
)
dx =
∫
∂Ωn
uϕνj dσ = (1−
1
n
)N−1
∫
∂B
u((1−
1
n
)σ)ϕ((1−
1
n
)σ)νj dσ,
where νj is the j-th component of the unit outward normal to ∂B at x. Since u ∈ C
0(B),
u = 0 on ∂B, Ωn ↑ B and ϕ ∈ C
1(B), we can apply the Lebesgue dominated convergence
theorem to both sides of the equation above to deduce (3.2). 
In the following, we fix a radial solution u ∈ Hs0(B)∩L
∞(B) of (1.1), and we consider
the function ψ defined in (3.1) which is also radial. Hence we write
ψ(x) = ψ0(r) for r = |x| with a function ψ0 : [0, 1]→ R (3.3)
which is of class Cα for some α > 0 by Proposition 3.1. Moreover, by Proposition 3.1
we have
ψ0(1) = lim
|x|→1
u(|x|)
(1− |x|)s
= −
1
s
lim
|x|→1
(1− |x|)1−s∂r u(x). (3.4)
By the Pohozaev type identiy given in [20, Theorem 1.1], this value also satisfies
ψ20(1) =
1
|SN−1|Γ(1 + s)2
∫
B
[
(2s −N)uf(u) + 2NF (u)
]
dx. (3.5)
Here F : R→ R is given by F (t) =
∫ t
0 f(τ) dτ .
The aim of this section is to construct test functions, related to partial derivatives
of u, which allow to estimate Dirichlet eigenvalues of the linearized operator
L := (−∆)s − f ′(u). (3.6)
For j ∈ {1, . . . , N}, we consider the partial derivatives of u given by
vj : RN → R, vj(x) =


∂ju(x) =
∂u
∂xj
(x), x ∈ B,
0, x ∈ RN \ B,
j = 1, . . . , N.
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From Proposition 3.1, it then follows that
vj ∈ L1s ∩H
s
loc(B) for j ∈ {1, . . . , N}. (3.7)
Hence Es(v
j , ϕ) is well defined for every ϕ ∈ Hs0(B) with compact support by Lemma 2.3.
We have the following key lemma.
Lemma 3.3. For any j ∈ {1, . . . , N}, we have Lvj = (−∆)svj − f ′(u)vj = 0 in
distributional sense in B, i.e.∫
B
vj(−∆)sϕ dx = Es(v
j , ϕ) =
∫
B
f ′(u)vjϕ dx for all ϕ ∈ C∞c (B). (3.8)
Moreover, if ϕ ∈ Hs0(B) has compact support in B, then we have
Es(v
j , ϕ) =
∫
B
f ′(u)vjϕ dx. (3.9)
Furthermore, if vj ∈ Hs0(B), then (3.9) is true for all ϕ ∈ H
s
0(B).
Proof. Since u ∈ C2,sloc (B) by Proposition 3.1, we have v
j ∈ C1,sloc (B) ⊂ H
s
loc(B). Let
ϕ ∈ C∞c (B) ⊂ C
∞
c (R
N ). Then
∂jϕ ∈ C
∞
c (B), (−∆)
sϕ ∈ C∞(RN ), and ∂j(−∆)
sϕ = (−∆)s∂jϕ on R
N .
Consequently, since u satisfies the assumptions of Lemma 3.2, (3.2) implies that∫
B
vj(−∆)sϕ dx = −
∫
B
u∂j(−∆)
sϕ dx = −
∫
B
u(−∆)s∂jϕ dx
= −Es(u, ∂jϕ) = −
∫
B
f(u)∂jϕ dx =
∫
B
∂jf(u)ϕ dx =
∫
B
f ′(u)vjϕ dx.
Hence vj solves Lvj = (−∆)svj − f ′(u)vj = 0 in distributional sense. Next we show
that
Es(v
j , ϕ) =
∫
B
f ′(u)vjϕ dx for all ϕ ∈ C∞c (B). (3.10)
Since vj ∈ L1s ∩H
s
loc(B), the integral∫
RN
∫
RN
∣∣vj(x)− vj(y)∣∣∣∣ϕ(x)− ϕ(y)∣∣
|x− y|N+2s
dxdy
exists by Lemma 2.3, and therefore we have, by Lebesgue’s Theorem,
Es(v
j , ϕ) =
c(N, s)
2
lim
ε→0
∫
RN
∫
|x−y|≥ε
(
vj(x)− vj(y)
)(
ϕ(x) − ϕ(y)
)
|x− y|N+2s
dxdy
= c(N, s) lim
ε→0
∫
RN
vj(x)
∫
RN\Bε(x)
ϕ(x)− ϕ(y)
|x− y|N+2s
dydx
= c(N, s)
∫
RN
vj(x) lim
ε→0
∫
RN\Bε(x)
ϕ(x)− ϕ(y)
|x− y|N+2s
dydx
=
∫
RN
vj(−∆)sϕ dx =
∫
B
vj(−∆)sϕ dx =
∫
B
f ′(u)vjϕ dx.
Next, let ϕ ∈ Hs0(B) with compact support in B, and choose an open subset Ω
′ ⊂⊂ B
with continuous boundary and such that suppϕ ⊂ Ω′. By (2.5), there exists a sequence
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(ϕn)n in C
∞
c (Ω
′) ⊂ C∞c (B) with ϕn → ϕ in H
s
0(Ω
′), hence also ϕn → ϕ in H
s
0(B).
Then Corollary 2.4 and (3.10) imply that
Es(v
j , ϕ) = lim
n→∞
Es(v
j , ϕn) = lim
n→∞
∫
B
f ′(u)vjϕn dx =
∫
B
f ′(u)vjϕ dx, (3.11)
and thus (3.9) holds.
Finally, assume that vj ∈ Hs0(B), let ϕ ∈ H
s
0(B), and let (ϕn)n be a sequence in
C∞c (B) with ϕn → ϕ in H
s
0(B). Then (3.11) holds again by the continuity of the
quadratic form Es on H
s
0(B), as claimed. 
We now have all the tools to build suitable test functions from partial derivatives in
order to estimate the Morse index of u as a solution of (1.1). As remarked before, the
construction is inspired by [1].
Definition 3.4. Let ψ0 be the function defined in (3.3). For j = 1, . . . , N , we define
the open half spaces
H
j
± := {x ∈ R
N : ±xj > 0} (3.12)
and the functions dj : R
N → R by
dj :=


(vj)+ 1
H
j
+
− (vj)− 1
H
j
−
if ψ0(1) ≥ 0;
(vj)+ 1
H
j
−
− (vj)− 1
H
j
+
if ψ0(1) < 0.
We note that, for j = 1, . . . , N , the function dj is odd with respect to the reflection
σj : R
N → RN , x = (x1, · · · , xj, · · · , xN ) 7→ σj(x) = (x1, . . . ,−xj , . . . , xN )
at the hyperplane {xj = 0} since the function v
j is odd.
Lemma 3.5. dj ∈ H
s
loc(B) for j = 1, . . . , N .
Proof. By definition of dj , it suffices to show that
(vj)± 1
H
j
±
∈ Hsloc(B) (3.13)
We only consider the function (vj)+ 1
H
j
+
, the proof for the other functions is essentially
the same. As noted in (3.7), we have vj ∈ Hsloc(B), and therefore also (v
j)+ ∈ Hsloc(B)
by a standard estimate. To abbreviate, we now put χ = 1
H
j
+
, v := (vj)+, and we let
Ω′ ⊂⊂ B be an open subset of B. Making Ω′ larger if necessary, we may assume that
Ω′ is symmetric with respect to the reflection σj. To show that vχ ∈ H
s
loc(Ω
′), we write
[vχ]2s,Ω′ = [v]
2
s,Ω′∩Hj
+
+
∫
Ω′∩Hj+
|v(x)|2
∫
Ω′∩Hj
−
|x− y|−N−2s dydx
≤ [v]2s,Ω′ +
∫
Ω′∩Hj
+
|v(x)|2
∫
{y∈RN ,|y−x|≥|xj|}
|x− y|−N−2sdydx
= [v]2s,Ω′ +
∫
Ω′∩Hj
+
|v(x)|2
∫
{z∈RN ,|z|≥|xj|}
|z|−N−2sdzdx
= [v]2s,Ω′ +
|SN−1|
2s
∫
Ω′∩Hj
+
|v(x)|2|xj |
−2sdx
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Since v = (vj)+ ∈ Csloc(B) by Proposition 3.1 and v ≡ 0 on {xj = 0}, we have
|v(x)| ≤ C|xj|
s for x ∈ Ω′∩Hj+. Therefore, the latter integral is finite, and (v
j)+ 1
H
j
+
=
vχ ∈ Hsloc(B). 
The next lemma is of key importance for the proof of Theorem 1.1.
Lemma 3.6. Let j = 1, . . . , N .
(i) If ψ0(1) 6= 0, we have dj ∈ H
s
0(B), and dj has compact support in B.
(ii) If s ∈ (12 , 1) and ψ0(1) = 0, then we have v
j ∈ Hs0(B) and dj ∈ H
s
0(B)
Proof. (i) By Lemma 2.2 and Lemma 3.5, it suffices to show that dj has compact
support in B. We now distinguish the cases ψ0(1) > 0 and ψ0(1) < 0.
If ψ0(1) > 0, we have ∂ru(x) ≤ 0 in B \ Br∗(0) for some r∗ ∈ (0, 1) by (3.4), and
therefore
vj(x) = ∂ju(x) =
xj
|x|
∂ru(x) ≤ 0 for x ∈ B \Br∗(0) with xj ≥ 0.
Consequently, dj(x) = (v
j)+(x) = 0 for x ∈ B \ Br∗(0) with xj ≥ 0. Since dj is odd
with respect to the reflection σj it follows that suppdj ⊂ Br∗(0), so dj is compactly
supported in B.
If ψ0(1) < 0, we have ∂ru(x) ≥ 0 in B \ Br∗(0) for some r∗ ∈ (0, 1) by (3.4), which
in this case, similarly as above, implies that dj(x) = −(v
j)−(x) = 0 for x ∈ B \Br∗(0)
with xj ≥ 0. Again we conclude that dj is compactly supported in B since it is odd
with respect to the reflection σj.
(ii) Since s ∈ (12 , 1), it follows from Proposition 3.1(iv) that ψ ∈ C
1(B) and therefore
ψ0 ∈ C
1([0, 1]), whereas ψ0(1) = 0 by assumption. Consequently, ψ(x)δ
s−1(x) → 0 as
|x| → 1, and therefore
∇u(x) = δs(x)∇ψ(x) + sψ(x)δs−1(x)∇δ(x)→ 0 as |x| → 1.
It thus follows that u ∈ C1(RN ) with u ≡ 0 on RN \B, and therefore vj ∈ C0(RN ) with
vj ≡ 0 in RN \B. To see that vj ∈ Hs0(B), we shall use Proposition 2.1 as follows: Since
the function f ′(u)vj is continuous and therefore bounded in B, there exists a unique
weak solution w ∈ Hs0(B) to the Poisson problem
(−∆)sw = f ′(u)vj in B, w = 0 in RN \ B (3.14)
which satisfies w ∈ Cs0(B) by [19, Proposition 1.1]. By setting V := w − v
j , it follows
that V ∈ C0(RN ) with V ≡ 0 in RN \ B. Moreover, by Lemma 3.3 the function
V satisfies the equation (−∆)sV = 0 in B in the sense of distributions. Since V is
continuous, Proposition 2.1 – applied to ±V – implies that V ≡ 0 in RN , i.e.,
vj = w ∈ Hs0(B) ∩ C
s
0(B). (3.15)
By a similar argument as in the proof of Lemma 3.5, we will now see that dj ∈ H
s
0(B).
For the convenience of the reader, we give the details. It is clearly sufficient to show
that
(vj)± 1
H
j
±
∈ Hs0(B), (3.16)
We only consider the function (vj)+ 1
H
j
+
, the proof for the other functions is the same.
Since vj ∈ Hs0(B), we also have (v
j)± ∈ Hs0(B) by a standard estimate. To abbreviate,
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we now put χ = 1
H
j
+
and v := (vj)+. To show that vχ ∈ Hs0(B), we note that vχ ≡ 0
in RN \ B, and we estimate
[vχ]2s,RN = [v]
2
s,H
j
+
+
∫
H
j
+
∩B
|v(x)|2
∫
H
j
−
|x− y|−N−2s dydx
≤ [v]2s,RN +
∫
H
j
+
∩B
|v(x)|2
∫
{z∈RN ,|z|≥|xj|}
|z|−N−2sdzdx
= [v]2s,RN +
|SN−1|
2s
∫
H
j
+
∩B
|v(x)|2|xj |
−2sdx.
Since v = (vj)+ ∈ Cs(B) by (3.15) and v ≡ 0 on {xj = 0}, we have |v(x)| ≤ C|xj|
s for
x ∈ Hj+ ∩ B. Therefore, the latter integral is finite, and (v
j)+ 1
H
j
+
= vχ ∈ Hs0(B). 
Corollary 3.7. If ψ0(1) 6= 0 or s ∈ (
1
2 , 1), then the values Es(dj , dk) and Es(v
j , dk) are
well-defined and satisfy
Es(v
j , dk) =
∫
B
f ′(u)vjdk dx for j, k = 1, . . . , N .
Proof. This follows from Lemma 2.3, Lemma 3.3 and Lemma 3.6. 
4. Proof of Theorem 1.1
In this section we complete the proof of Theorem 1.1. As before, we consider a
fixed radial weak solution u ∈ Hs0(B) ∩ L
∞(B) of (1.1), and we will continue using the
notation related to u as introduced in Section 3. Moreover, in accordance with the
assumptions of Theorem 1.1, we assume that u changes sign, which implies that
(vj)± 1
H
j
+
6≡ 0 and (vj)± 1
H
j
−
6≡ 0 for j = 1, . . . , N , (4.1)
where the half spaces Hj± are defined in (3.12). We first note that, under the assump-
tions of Theorem 1.1, we have
ψ0(1) 6= 0 or s ∈ (
1
2
, 1). (4.2)
Indeed, if s ∈ (0, 12 ], then ψ
2
0(1) > 0 by (1.6) and (3.5).
Next we recall that the n-th Dirichlet eigenvalue λn,L of the linearized operator L
defined in (3.6) admits the variational characterization
λn,L = min
V ∈Vn
max
v∈SV
Es,L(v, v) (4.3)
where
(v,w) 7→ Es,L(v,w) := Es(v,w) −
∫
B
f ′(u)vw dx (4.4)
is the bilinear form associated to L, Vn denotes the family of n-dimensional subspaces
of Hs0(B) and SV := {v ∈ V : ‖v‖L2(B) = 1} for V ∈ Vn.
To estimate λn,L from above, we wish to build test function spaces V by using the
functions dj introduced in Definition 3.4. By Lemma 3.6 and (4.2), we have dj ∈ H
s
0(Ω)
for j = 1, . . . , N . Moreover, as a consequence of Corollary 3.7, the values Es(v
j , dk) are
well-defined and satisfy
Es,L(v
j , dk) = 0 for j, k = 1, . . . , N . (4.5)
We need the following key inequality.
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Lemma 4.1. For j ∈ {1, . . . , N} we have Es,L(dj , dj) < 0.
Proof. To simplify notation, we put k(z) = c(N, s)|z|−N−2s for z ∈ RN \ {0}. Since
vjdj = d
2
j in R
N by definition of dj and therefore∫
B
f ′(u)vjdj dx =
∫
B
f ′(u)d2j dx,
we have, by (4.5),
Es,L(dj , dj) = Es,L(dj − v
j , dj)
=
1
2
∫
RN
∫
RN
((
dj(x)− v
j(x)− (dj(y)− v
j(y))
)
(dj(x)− dj(y))
)
k(x− y)dxdy
=
1
2
∫
RN
∫
RN
(
vj(x)dj(y) + v
j(y)dj(x)− 2dj(x)dj(y)
)
k(x− y) dxdy
=
∫
RN
∫
RN
(vj(x)− dj(x))dj(y)k(x− y) dxdy.
Here we used the symmetry of the kernel (x, y) 7→ k(x − y) in the last step. In the
following, we put
ℓj(x, y) := k(x− y)− k(σj(x)− y) for x, y ∈ R
N , x 6= y.
Using the oddness of the functions vj and dj with respect to the reflection σj , we deduce
that
Es,L(dj , dj) =
1
2
∫
RN
∫
H
j
+
(vj(x)− dj(x))dj(y)ℓj(x, y) dxdy
=
1
2
∫
H
j
+
∫
H
j
+
(vj(x)− dj(x))dj(y)
(
ℓj(x, y) − ℓj(x, σj(y))
)
dxdy
=
∫
H
j
+
∫
H
j
+
(vj(x)− dj(x))dj(y)ℓj(x, y)dxdy. (4.6)
Here we used in the last step that
k(σj(x)− σj(y)) = k(x− y) and k(σj(x)− y) = k(x− σj(y))
for x, y ∈ RN , x 6= y and therefore
ℓj(x, y)− ℓj(x− σj(y)) = k(x− y)− k(σj(x)− y)−
(
k(x− σj(y))− k(σj(x)− σj(y))
)
= 2ℓj(x, y).
Next, we note that
ℓj(x, y) = k(x− y)− k(σj(x)− y) > 0 for x, y ∈ H
j
+. (4.7)
Moreover, we claim that the function (x, y) 7→ hj(x, y) = (v
j(x)− dj(x))dj(y) satisfies
hj ≤ 0 and hj 6≡ 0 on H
j
+ ×H
j
+. (4.8)
Indeed, if ψ0(1) ≥ 0, we have dj = (v
j)+ and therefore vj −dj = −(v
j)− on Hj+. Hence
(4.8) follows from (4.1). Moreover, if ψ0(1) < 0, we have dj = −(v
j)− and therefore
vj − dj = (v
j)+ on Hj+. Again (4.8) follows from (4.1). The claim now follows by
combining (4.6), (4.7) and (4.8). 
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Lemma 4.2. Let α = (α1, . . . , αN ) ∈ R
N and d =
N∑
j=1
αjdj . Then we have
Es,L(d, d) =
N∑
j=1
α2jEL(dj , dj) ≤ 0.
Moreover,
Es,L(d, d) < 0 if and only if α 6= 0, (4.9)
and therefore the functions d1, . . . , dN are linearly independent.
Proof. We first note that
Es,L(dj , dk) = 0 for j, k ∈ {1, . . . , N}, j 6= k. (4.10)
Indeed, since u is radially symmetric, the function dj is odd with respect to the reflection
σj and even with respect to the reflection σk for k 6= j. Hence, by a change of variable,
Es,L(dj , dk) =
c(N, s)
2
∫
RN
∫
RN
(
dj(σj(x))− dj(σj(y))
)(
dk(σj(x))− dk(σj(y))
)
|σj(x)− σj(y)|N+2s
dxdy
−
∫
B
f ′(u(σj(x)))dj(σj(x))dk(σj(x)) dx
=
c(N, s)
2
∫
RN
∫
RN
(
dj(y)− dj(x)
)(
dk(x)− dk(y)
)
|x− y|N+2s
dxdy +
∫
B
f ′(u(x))dj(x)dk(x) dx
= −Es,L(dj , dk).
Hence (4.10) is true. Now, for α = (α1, . . . , αN ) ∈ R
N and d =
N∑
j=1
αjdj , we have
Es,L(d, d) =
N∑
j=1
α2jEs,L(dj , dj) +
N∑
j,k=1
j 6=k
αjαkEs,L(dj , dk) =
N∑
j=1
α2jEs,L(dj , dj) ≤ 0
by 4.10 and Lemma 4.1. Moreover, if α 6= 0, it follows from Lemma 4.1 that Es,L(d, d) <
0, which in particular implies that d 6= 0. Consequently, the functions d1, . . . , dN are
linearly independent, as claimed. 
Lemma 4.3. The first eigenvalue λ1,L of the operator L = (−∆)
s − f ′(u) is simple,
and the corresponding eigenspace is spanned by radially symmetric eigenfunction ϕ1,L.
Furthermore,
Es,L(dj , ϕ1,L) = 0 for j = 1, 2, · · · , N and λ1,L = Es,L(ϕ1,L, ϕ1,L) < 0.
Proof. The simplicity of λ1,L and the radial symmetry of ϕ1,L are well known, but we
recall the proof for the convenience of the reader. The variational characterization of
λ1,L is given by
λ1,L = inf
v∈Hs
0
(B)\{0}
Es,L(v, v)
‖v‖2
L2(B)
= inf
M
Es,L(v, v) with M = {v ∈ H
s
0(B) : ‖v‖L2(B) = 1},
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and the associated minimizers ϕ ∈ M are precisely the L2-normalized eigenfunctions
of L corresponding ot λ1,L, i.e., the L
2-normalized (weak) solutions of
Lϕ = λ1,Lϕ in B, ϕ ≡ 0 in R
N \ B. (4.11)
Moreover, if ϕ ∈M is such a minimizer, then also |ϕ| ∈M and
λ1,L = Es,L(ϕ,ϕ) ≥ Es,L(|ϕ|, |ϕ|) ≥ inf
M
Es,L(v, v) = λ1,L,
which implies that |ϕ| is also a minimizer and therefore a weak solution of (4.11). By
the strong maximum principle for nonlocal operators (see e.g. [5, p.312–313] or [15]),
|ϕ| is strictly positive in B. Consequently, every eigenfunction ϕ of L is either strictly
positive or strictly negative in B. Consequently, λ1,L does not admit two L
2-orthogonal
eigenfunctions, and therefore λ1,L is simple.
Next we note that, by a simple change of variable, if ϕ is an eigenfunction of L
corresponding to λ1,L, then also ϕ◦R is an eigenfunction for every rotation R ∈ O(N).
Consequently, the simplicity of λ1,L implies that the associated eigenspace is spanned
by a radially symmetric eigenfunction ϕ1,L.
Next, using the radially symmetry of u and ϕ1,L and the oddness of dj with respect
to the reflection σj , we find, by a change of variable, that
Es,L(dj , ϕ1,L) =
c(N, s)
2
∫
RN
∫
RN
(dj(σj(x))− dj(σj(y)))(ϕ1,L(σj(x))− ϕ1,L(σj(x)))
|x− y|N+2s
dxdy
−
∫
B
f ′(u(σj(x)))dj(σj(x))ϕ1,L(σj(x)) dx
=
c(N, s)
2
∫
RN
∫
RN
(dj(y)− dj(x))(ϕ1,L(x)− ϕ1,L(y))
|x− y|N+2s
dxdy +
∫
B
f ′(u(x))dj(x)ϕ1,L(x)dx
= −Es,L(dj , ϕ1,L)
and therefore Es,L(dj , ϕ1,L) = 0 for j = 1, . . . , N . Finally, by Lemma 4.1 and the
variational characterization of λ1,L, we have λ1,L = Es,L(ϕ1,L, ϕ1,L) < 0, as claimed. 
Proof of Theorem 1.1(completed). Let ϕ1,L ∈ H
s
0(B) be an eigenfunction of L corre-
sponding to the first eigenvalue λ1,L as given in Lemma 4.3. We consider the subspace
V = span{ϕ1,L, d1, . . . , dN}. For α ∈ R
N+1 \ {0} and d = α0ϕ1,L +
N∑
j=1
αjdj ∈ V , we
then have, by Lemma 4.2 and Lemma 4.3,
Es,L(d, d) = α
2
0 Es,L(ϕ1,L, ϕ1,L) + Es,L(
N∑
j=1
αjdj ,
N∑
j=1
αjdj) < 0.
In particular, it follows that the functions ϕ1,L, d1, . . . , dN are linearly independent and
therefore V is N + 1-dimensional. By (4.3) and the compactness of SV = {v ∈ V :
‖v‖L2(B) = 1}, it then follows that λN+1,L < 0, which means that u has Morse index
greater than or equal to N + 1 ≥ 2, as claimed. 
5. The linear case
In this section we discuss the linear eigenvalue problem (1.7) and complete the proof
of Theorem 1.2. In particular, we wish to recall a useful characterization of eigenvalues
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and eigenfunctions of (1.7) derived in [9]. For this we need to consider the following
radially symmetric version of (1.7) in general dimensions d ∈ N:{
(−∆)su = λu in B ⊂ Rd
u ∈ Hs0(B), u radially symmetric.
(5.1)
In the following, we let λd,0 < λd,1 ≤ . . . denote the increasing sequence of eigenvalues
of this problem (counted with multiplicity).
The following characterization is essentially a reformulation of [9, Proposition 1.1].
Proposition 5.1. The eigenvalues of (1.7) in B ⊂ RN are of the form λ = λN+2ℓ,n
with integers ℓ, n ≥ 0. Moreover, if
Zλ := {(ℓ, n) : λN+2ℓ,n = λ},
then the eigenspace corresponding to λ is spanned by functions of the form u(x) =
Vℓ(x)ϕN+2ℓ,n(|x|), where (ℓ, n) ∈ Zλ, Vℓ is a solid harmonic polynomial of degree ℓ
and x 7→ ϕN+2ℓ,n(|x|) is a (radial) eigenfunction of the problem (5.1) in dimension
d = N + 2ℓ corresponding to the eigenvalue λN+2ℓ,n.
Here and in the following, a solid harmonic polynomial V of degree ℓ is a function
of the form V (x) = |x|ℓY ( x|x|), where Y is a spherical harmonic of degree ℓ. Hence
V : RN → R is a homogenous polynomial of degree ℓ satisfying ∆V = 0.
Regarding the eigenvalues λd,n of (5.1), it is also proved in [9, Section 3] that
the sequence (λd,0)d is strictly increasing in d ≥ 1. (5.2)
Moreover,
λd,n > λd,0 for every d, n ≥ 1 (5.3)
by the simplicity of the first eigenvalue of (5.1). Consequently, the first eigenvalue λ1
of (1.7) equals λN,0, whereas the second eigenvalue λ2 of (1.7) is given as the minimum
of λN+2,0 and λN,1.
Theorem 1.2 is now a direct consequence of the following result, which we will derive
from Theorem 1.1 and from the observations above.
Theorem 5.2. We have λN+2,0 < λN,1. Consequently, the second eigenvalue λ2 of
(1.7) is given by λN+2,0, and every corresponding eigenfunction u is antisymmetric,
i.e., it satisfies u(−x) = −u(x) for every x ∈ B.
Proof. Suppose by contradiction that λ2 = λN,1 ≤ λN+2,0. Then, noting that the only
solid harmonic polynomials of degree zero are the constants, it follows from Proposi-
tion 5.1 that (1.7) admits a radially symmetric eigenfunction corresponding to λ2. But
then u is a radially symmetric sign changing solution of (1.1) with t 7→ f(t) = λ2t, so it
must have Morse index greater than or equal to N + 1. This contradicts the fact that
λ2 is the second eigenvalue.
We thus conclude that λ2 = λN+2,0 < λN,1. Combining this inequality with (5.2) and
(5.3), we then deduce that Zλ2 = {(1, 0)}, and therefore the eigenspace corresponding
to λ2 is spanned by functions of the form x 7→ V1(x)ϕN+2,0(|x|), where V1 is a solid
harmonic polynomial of degree one, hence a linear function, and x 7→ ϕN+2,0(|x|) is
an eigenfunction of the problem (5.1) in dimension d = N + 2 corresponding to the
eigenvalue λN+2,0. Since every such function is antisymmetric, the claim follows. 
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