LUCA ARDITO, Politecnico di Torino MAURIZIO MORISIO, Politecnico di Torino Green IT has become one of the most discussed topics in the last new years. However, the related literature is dispersed and it is difficult to give precise definitions. Nowadays saving energy is an interesting and interdisciplinary key challenge. Hardware manufacturers and designers have usually handled the problem, in the field of IT, but recently software energy efficiency gathered the interest of industry and academic research. However, writing energy efficient software requires proper metrics to evaluate it. In the literature it is possible to find metrics related to several aspects of software evaluation such as complexity, performance, maintainability, reliability, and so on but there is still a gap for energy related metrics. In this paper we:
INTRODUCTION
The rapid growth and significant development of IT systems has started to cause an increase of worldwide energy consumption [Webb and Al. 2008] . This issue moved technology producers, information systems managers, and researchers to deal with energy consumption reduction in terms of: -Global CO2 footprint; -Consumption of data centers; -Reduced battery life of portable devices; -Economic impact of a new business model, which aims at greening everything.
As well described in [Krikke 2008 ], IT producers are forced to manage the product lifecycle by legislations, but also users are becoming concerned about the environmental implications from the use of IT. This area of research is called GREEN IT. GREEN IT "refers to environmentally sustainable computing or IT 1 " and is defined as "The study and practice of designing, manufacturing, using, and disposing of computers, servers, and associated subsystems such as monitors, printers, storage devices, and networking and communications systems efficiently and effectively with minimal or no impact on the environment" [Murugesan 2008 ]. Murugesan in [Murugesan 2008 ] also expresses the benefits introduced by Green IT: "Green IT benefits the environment by improving energy efficiency, lowering greenhouse gas emissions, using less harmful material, and encouraging reuse and recycling". Taking into account the research areas identified in [Capra and Merlo 2009] and according to [Murugesan 2008 ], the main topics related to Green IT, are: -Design for environmental sustainability: "balancing energy and resource savings by ICT and energy and resource consumption of ICT" [Naumann et al. 2011] and "making business operations, buildings, and other systems energy efficient" [Murugesan 2010 ];
A:2 -Energy Efficient Computing: the efficient use of resources in terms of energy-aware algorithms; -Power Management: a set of HW/SW techniques that optimize the management of power resources in computer systems, portable devices, and data centers. -Data center design: eco-friendly devices that improve energy efficiency and energy conservation of data centers (i.e., energy-efficient mechanical and electrical systems, green power, use of natural light, etc.); -Virtualization: "the faithful reproduction of an entire architecture in software, which provides the illusion of a real machine to all software running above it" [Kiyanclar 2005 ]; -Disposal and recycling management: managing e-waste, and limiting planned obsolescence upgrading devices instead of replacing them; -Regulatory Compliance: Regulatory requirements and legislative actions tend to force acceptance of a technology or practice in situations where this would not occur. The existence of certain rules on sustainability in IT standards, can lead to the adoption of some green IT initiatives. [Molla 2009 ]. -Green metrics, tools and methodology assessments: software tools for collecting or simulating, analysing, modelling, reporting energy consumptions, environmental risk management, environmental impact, and greenhouse gas emissions; platforms for ecomanagement, emission trading, or ethical investing [Murugesan 2008 ];
Green IT involves many areas and stakeholders, starting from governments, through new business models and R&D, to different technical fields. IT can also be used to monitor energy consumption such as: heating systems in buildings, fuel efficiency in cars or smart grids implementation. So IT is involved in worldwide energy reduction, and in reducing its energy consumption as well. The main contribution of this work is to summarize evidence available in the literature about:
-Measuring techniques for energy consumptions in IT systems; -IT energy consumption trend according to our taxonomy; -Methodologies to reduce energy consumption of IT;
The goal is to offer a clearer picture of the state-of-the-art in this field, and to highlight areas where evidence is missing as well. This paper is organized as follows:
-Section 2 proposes our taxonomy.
-Section 3 deals with the energy metrics, which are used to characterize more quantitatively what "greenness" means at each layer of the taxonomy. -Section 4 summarizes the current worldwide energy consumption and carbon footprint using our taxonomy. -Section 5 describes some guidelines that can improve energy efficiency in IT systems. -Section 6 gives our conclusions.
TAXONOMY
We define the following taxonomy to organize IT and energy consumption. We consider two orthogonal dimensions, the time axis (or IT energy lifecycle) and the space axis (IT elements and infrastructure).
IT Energy Life Cycle
Inspired by [Forge 2007] we propose the energy life cycle in Figure 1 . The activities in the lifecycle are design of the IT product, manufacture, transport (includes packaging and distribution), use, disposal, and possibly recycle. All these activities consume materials and energy, with related emissions. 
IT Elements and Infrastructure
On the spatial axis, we consider elements or nodes (e.g. PC, peripheral devices and mobile phones) and their connections (cables, wireless links etc.) to build infrastructures (e.g. PC networks, the Internet, data centers, the cloud). In a node, we define different layers (starting from hardware to application) as defined later (Figure 2) -Network element: this element considers network equipment (e.g. Network Interface Card, router and gateways) and protocols, which means everything is related to connectivity. -A node element consists of three layers: -Hardware layer: this layer considers CPUs, GPUs, and storage (memory, disks).
-Operating System layer: this layer considers software programs implementing the traditional operating system services (file and memory management, task scheduling, I/O management). The key issue here is power management. -Application layer: this layer considers software to implement user level services. Key issues considered here are the energy efficiency of algorithms and software architectures. -Infrastructure element: This element considers many nodes connected by a network to define a larger entity capable of offering higher-level computation services. Entities of this kind are data centers, web farms, and cloud computing.
ENERGY BENCHMARKS AND METRICS ASSIGNMENT
Energy (measured in Joule or Wh) and power (measured in J/s or W) are the metrics, which can be used to characterize consumption of IT and ICT systems. However, they are not specific to IT. In literature, other specific measures have been proposed. We can summarize them into three broad categories:
-Power, in terms of consumed Watts.
-Efficiency, as the ratio of useful energy and total energy used -Productivity, defined, at high level, on a production process, as output/resource on a time interval (ex. cars produced per worker in a day). In the context of Energy and IT, the output is computational work while the resource is energy. Computational work needs to be defined at each level of the taxonomy. For instance: in a CPU, an example may be operations performed, in a network bits transmitted, in a web application hits managed. Table I reports measures proposed in literature [Rivoire et al. 2007b] , [Bianzino et al. 2011] and [Gude and Lago 2010] placing them in our taxonomy and categorizing them as efficiency or productivity. Not all layers of the taxonomy are covered, meaning that other efficiency or productivity measures could be defined.
ENERGY CONSUMPTION AND CARBON FOOTPRINT
A lot of data has been published on IT related consumption and emissions. However these data are usually sparse. In this section we summarize them using the taxonomy as a unifying point of view. In 4.1 we review data at a global level, then we will focus on the space and time view (4.2, 4.3), and further down.
The global view
To understand the impact of IT we need first to analyse the figures of primary energy consumption, electricity consumption and finally IT energy consumption. Besides, we need to analyse in the same way green house gases emissions. Let's start from an analysis of energy consumption. The annual global primary energy consumption in 2007, based on the International Energy Outlook 2007 published by United States Department of Energy [Staub 2010 ], was around 140,000 TWh. The distribution of consumption [Staub 2010 ] is in Figure 3 . Industry, namely, agriculture, mining, manufacturing, and construction, consumed about 37% of total energy. Personal and commercial transportation consumed 20%; residential heating, lighting, and appliances consumed 11%; and commercial uses (lighting, heating and cooling of commercial buildings, and provision of water and sewer services) consumed 5%. The other 27% of the world's energy is lost in energy transmission and generation. Since IT usage depends on electrical energy, we analyse now this aspect. The production of electrical energy in 2007 was around 17,400 TWh [Staub 2010] or the 12% of global primary energy consumption. Figure 4 reports the electrical energy consumption distribution in 2007, based on the report from IEA (International Energy Agency) 4 . Industry used 42%; residential used 27%; commercial and public services used 23%; and the electricity transportation used [Ceuppens et al. 2008 ] does the same in Gbps/W the rest 8%, In the same year, the total energy consumption of the IT sector was estimated [7 ] at between 370-830 TWh, which means around 0.3-0.6% of the global primary energy or around 2-5% of the global electricity. Considering carbon emissions, in 2007 the total carbon emission has been 830 MtCO2e [Kirby et al. 2008] . The distribution of these emission by origin is reported in Figure 5 , based on the book: "Kick The Habit, A UN guide to climate neutrality" [Kirby et al. 2008] 64.70% of carbon emissions is related to industrial energy usage, transformation and transportation, e.g. industry, electricity, heat, and fuel combustion. This report does not provide an estimate of the IT impact. This figure is provided by [Webb and Al. 2008] as 2% of global carbon emissions. Figure 6 we report the carbon emission trend, based on [Webb and Al. 2008] .
At this point we can conclude, even considering the unavoidable imprecision of the numbers presented, that, overall, IT is responsible for very limited percentages of consumptions and emissions as described in Figure 7 (less than 1% consumption of primary energy, around 3% of electrical energy, 2% of carbon emissions). However, an analysis of future trends shows that emissions and consumption tend to increase. At this level much work should be done to stabilize and possibly reduce these trends, in order to provide a sustainable IT future. The analysis performed before considers the whole of IT. In the following we analyse the problem considering the spatial and time dimensions, as introduced by the taxonomy. 
Worldwide space dimension
Focusing on the IT sector, a key question is which IT components are responsible for these trends. We start from individual components (or nodes such as PCs, fixed and mobile, and data centers) and we conclude with networks. The majority (57 percent) will come from PCs, peripherals, and printers, while data centers account for 25% only. Figure 10 compares the growth of devices produced and the growth of carbon emissions [Webb and Al. 2008] .
Node view (PCs
From the analysis above it is clear that PCs and mobile devices are the key actors in consumptions in the future. Another study [IDC 2009 ] stated that data centers in 2009 consumed about 330 TWh worldwide, and authors in [Somavat et al. 2010] These data are calculated in terms of electrical energy consumed and cannot be compared with data in Figure 8 because of different units, years, and data aggregations.
Network view.
The number of Internet users has continuously increased, and the energy consumption of the Internet has grown accordingly. Network equipment such as hubs, switches and routers for the Internet consumed the energy of about 6.05 TWh/year in 2010 as shown in Figure 11 and it is expected to grow by 1 TWh or more per year.
In addition, the network equipment that connects to the Internet in home and office networks transmit packets via Ethernet links. The estimated energy consumption of Network Interface Cards (NICs) and other network devices, which use Ethernet links in the US, was approximately 5.3 TWh/yr in 2005 [Nordman and Christensen 2005] . Moreover, the default link rate of the Ethernet and the network edge devices is rapidly increasing from 10 Mbps to 1 Gbps or more, and the number of network devices is also increasing [Bianzino et al. 2010] . To sum up, basing upon our taxonomy, most of the energy consumption is concentrated within data centers and nodes. Network devices have a less important role but not negligible because of the magnitudes involved.
Local space dimension
4.3.1. Within a Node. In Figure 12 we analyse consumption inside a node [Moshnyaga 2009 ]. The energy contribution due to software can be measured on hardware. This, from the hardware perspective, is seen as a different trend of the instant power consumed by the device. There are several (and canonical) ways to gather energy consumption data from a hardware device and we cite four examples. In 1998 authors of [Russell and Jacome 1998 ] stated that the current drawn by a processor could be measured using an oscilloscope with a shunt resistor, connected in series with the supply voltage pin of the microprocessor. It is also possible to perform a direct (current) measure by utilizing an ammeter with a high frequency signal to obtain a stable value [Tiwari and Lee 1995] . In [Kravets and Krishnan 1998 ] the authors connected a multimeter to a laptop power supplier. They also plugged the laptop supplier into a universal power supply (UPS) to filter out voltage fluctuations. Their multimeter sampled the current 11-12 times a second. Otherwise it is possible to use smart meters; some commercially available product are Plogg Meter 6 , Kill-a-Watt / Tweeta-Watt 7 , and SmartLink 8 . They aim more at monitoring, controlling, and automating the attached device. It is very difficult to find reliable values about CPU power consumptions. Usually manufacturers publish the "Thermal design power" (TDP). This value does not match the maximum CPU power consumption but it refers to the maximum amount of power that the cooling system in a computer has to dissipate and the result is expressed in Watt. These values are not comparable between CPUs produced by different manufacturers. AMD introduced a new metric (called ACP) to measure the CPU power consumption [AMD 2010] . ACP is obtained by measurements taken on specially instrumented components in particular conditions (temperature, workloads, configurations). In [Jaiantilal et al. 2010] authors analysed the problem of estimating system power consumption. They stated that for each task, it is possible to measure the number of clock cycles executed per unit time
and generate a model that can predict the watt consumed: P(System) Power(Taski) + P(bias') Where bias' equals every other component and Power(Taski) = F * number of FP Cycles + I * number of Int Cycles + M *number of Memory Cycles. Authors in [Hylick et al. 2008 ] studied in deep server hard drives (3,5) energy consumption, both from a mechanical and electronic perspective. Based on their studies, drive platters spin constantly, they stop only in standby mode, read/write heads are only powered during the reading and writing phase. The arm actuator is only powered when there is the need to seek across locations on a platter. Printed circuit board electronics are instead always powered. Based on ATA/ATAPI-5 specification and the Advanced Configuration and Power Interface (ACPI), modern hard drives support four power management states: active, idle, standby, and sleep (it is not possible to recover from this state without a system reset). In standby mode, mechanical energy savings may range from 92 % to 99% and electronic components energy saving may span from 35% to 95%. In idle mode mechanical components can consume from 25% to 75% of the total energy consumption. During the read/write phase the energy consumption is dependent on the Logical Block Number (LBN). Data density increases at higher LBNs and more time is required to recover the data (due to constant angular velocity of the spindle), read bandwidths decreases and read energy consumption increases. But write bandwidths remains fairly constant because write requests are not influenced by the varying data density on the platters, hence bandwidth and energy consumption do not vary on the basis of LBN. In general, reading consumes more energy than writing for blocks larger than 2KB, and writing is more energy intensive than reading for blocks smaller than 2KB. The energy consumed during seeking is minimal, but restricting disk accesses between low and central LBNs could help to save energy in long usage periods. Solid-state drives have different power consumption profiles and efficiency as shown in Table II . Authors in [Roth et al. 2002] analysed energy consumption of office and telecommunications equipment in commercial buildings. They divided monitors and printers into categories. Table III and  Table IV show the energy consumption of monitors divided into two categories: CRT and LCD. Over the years monitors show an increase of performance and a decrease of energy consumption. Basing upon these findings, the impact given by a reduction in consumption in this field can be relevant.
Time dimension
4.4.1. PC. Let's now analyse how these consumptions are distributed over the lifecycle of IT devices (manufacturing and transport, usage, disposal). According to [Williams 2004 ] the energy to manufacture a PC accounts to 4250 MJ, the energy spent in usage (considering an average usage time of 3 years) is 1500 MJ, and the overall energetic cost (including transport and purchase) is about 7900 MJ. Manufacturing is the most energy hungry phase, so that the author suggests concentrating efforts on reusing devices to extend their average usage time.
In detail the distribution of energy consumption [Moshnyaga 2010 About the usage phase, modern PCs consume more energy at full-load than the old ones, while in a low-power mode they take less energy than the old computers. Therefore the total energy used depends strongly on the usage scenario. Considering a home scenario, the total energy used by an average 2007 PC per year is almost the same as it was in 2002. The reduction is mainly due to CRT monitors (between 65 W-145 W when active, and 9-14 W in standby) substituted by LCD monitors (25 W when active, 2 W in standby). The increase is due to a possible increase in consumption of other components of a personal computer (graphics cards, memories, etc.) Thus, the overall (manufacturing + usage) energy consumption of PCs has increased over the last 10 years. According to the Wikipedia definition 9 , despite it is a not official source, we can draw a trend about the frequency and TDP behaviour of AMD CPUs since 1996 as described in Figure 14 . Without taking into account punctual values we can see that over this 15 years both frequency and TDP raised of respectively 7 and 3 times. We must point out that nowadays CPUs have multiple cores so TDP and Power Consumption are not the right metrics to measure CPUs energy efficiency. 4.4.2. Data Center, and Infrastructure. According to [Berl et al. 2009 ], the major challenge in energy reduction talking about "Cloud Computing" is the relation among system components and an optimal balance between performance, QoS, energy consumption, and selfaware runtime adaptation. Amazon [Hamilton 2009 ] calculated that the cost and operation of servers cost the 53% of their total budget, while energy-related costs reach 42% of the total. Figure 15 shows a typical monthly cost distribution in a data center. Fig. 15 . Typical data center monthly costs distribution [Berl et al. 2009] According to [Koomey ] , the electricity used in global data centers in 2010 accounted for between 1.1% and 1.5% of total electricity use. This means that data centers are using less energy than predicted by Environmental Protection Agency in 2007.
Considerations
As a conclusion, an analysis of the trends in IT energy consumption and emissions shows that the IT sector is responsible for a minority of them. However, the trend is increasing, due to the large increase in the number of individual IT devices (PCs and mobile phones), and the increase in energy used to manufacture them and, in using them. It is a responsibility of the IT sector to research ways to become sustainable, a further reducing emissions and consumption, especially at the level of individual devices.
ENERGY EFFICIENCY: GUIDELINES
As shown in Section 3, the literature proposes many tools to measure Energy Efficiency of IT devices. The next point is how to obtain Energy Efficiency, especially considering the OS and application layers and not only the hardware layer. We have surveyed the literature and we have found guidelines from Intel and Siemens [Kaefer 2009 ] [Steigerwald et al. 2007 ] [Larsson 2011 ] and also from academy [Gude and Lago 2011] We summarize in Table VII these guidelines according to the taxonomy proposed in Section 2.2.2. Each guideline could have an impact on the measures reported in section 3. With low-level programming languages, developers have more details of the system in which she/he is developing, than using high-level programming languages. When possible, it is advised to develop the more computationally intensive parts of the application in low-level Programming languages to increase performances and energy efficiency. The virtual machine interpretation of byte code can make the application energy inefficient. The application has to be able to change its behaviour in case of low-power situations.
A-11
Application Reduce memory leaks [Gude and Lago 2011] With memory leaks the application can stall or crash. This unpredictable behaviour can alter the energy consumption and, more generally, they must always be avoided. [Kaefer 2009] There can be an energy consumption overhead due to data compression but, after that, less data is exchanged.
N-03
Network Energy impact of communication protocols [Kaefer 2009] An energy efficient communication protocol can reduce the amount of information exchanged.
Most of the guidelines suggested in the literature are not strictly code-related, but they are mainly high-level recommendations for programmers and software designers (e.g. implement lazy loading of libraries). However, it is worth mentioning that such guidelines, despite being intuitive and acknowledged as effective by software industry specialists, did not receive any empirical validation. For this reason, an empirical validation that quantitatively assess their impact on Energy Efficiency is needed. Unfortunately it is not yet possible to provide evidence to demonstrate their effectiveness. Some of them such as I-02, A-02, A-03, A-09, A-13, O-05, and N-02 are more representable in empirical experiments, and may be assessed more easily than others.
CONCLUSIONS
Green IT is becoming a popular topic, but no specific surveys are available yet. In this paper we reported a survey of the literature about Energy Consumption & IT systems, starting from the viewpoint of Green IT. The survey has been performed searching for the following keywords: "Green IT", "ICT Energy Consumption Reduction", "Energy Efficiency", "Energy Measurement", "Power management", "Energy Consumption Analysis" in the following databases: IeeeXplore, ACM digital library, IET Electronic Library and, more generally, Google Scholar. In order to organize the large number of papers found we have defined a taxonomy, based on two axes, the time axis (with activities such as design, manufacture, transport, use, dismiss and possibly recycle) and the space axis (with physical components of varying sizes, from larger to smaller: the clouds, data centers, computing nodes such as PCs, smartphones and mobile phones, applications, OS and hardware). First of all we have tried to contextualize the consumption of energy and resources of IT vs the rest. In 2007 IT electrical energy consumption in usage phase is reported to be 830 TWh or 0,5 % the total. In percentage this is a minimal amount, however in absolute terms it is relevant. Besides, estimates of IT consumption in the future show a fast growing trend. While we do believe that these figures are a good starting point, it should be noted that the accuracy of data reported is questionable. For sure consumption data is in many cases referred to several years ago (2007, 2009 for IT consumption) and their precision is not reported. At this regard a lot of work should be done to define and standardize the way consumption data is collected and reported. A first observation on the space axis is that there is no agreement on how to consider smart phones and mobile phones in general. Sometimes papers do not include them (strict IT and Green IT), sometimes they do (ICT and Green ICT), and sometimes the point remains fuzzy. Overall our point of view is that, considering the convergence of mobile phones into Internet nodes, they should be included. Besides, nowadays the production (and therefore the related consumption) of mobile phones is much larger than the one of computers. Most of the literature is about the space axis, and mainly about the usage phase. However, considering PCs at least, a study [Moshnyaga 2009] shows that the main contribution (about 50%) of energy consumption of a PC is due to the design/manufacture phase while the usage phase contribution represents only 20% of the total. The energy consumption of the usage phase, which currently does not reach 1% of the total, can be considered the one in which it is possible to intervene in a more distributed way. Small and distributed energy reductions can lead to large reductions worldwide. For this reason, an intervention on energy consumption reduction from a software point of view is to be considered interesting. We did not find similar studies on mobile phones or data centers. However, if the trend is confirmed, efforts to reduce energy consumption should concentrate on the manufacturing phase and/or on increasing the duration of the usage phase. Again considering the space axis, in 2009 data centers are the main users of energy (330 TWh) followed by (PCs, smartphones, tablets) (254 TWh) and network equipment (6TWh). From these figures is clear that data centers and PCs/smartphones should be the focus for energy consumption reduction during the usage phase. After this data collection and analysis phase, we have focused on methods and techniques to reduce energy consumption. At this regard we need precise ways to measure if consumption is actually reduced. So before all we have summarized the measures that can be used. Besides the obvious ones (energy and power) we have surveyed what has been proposed, and placed it into our taxonomy. Basically all measures proposed by different authors can be classified as measures of efficiency or productivity, applied to a node of the taxonomy in the usage phase. For instance efficiency for a data center is the ratio between energy for computation and total energy used (including conditioning). Finally, we have surveyed for techniques (or guidelines) to reduce consumption, and organized them in our taxonomy. What is available is a good starting point, but in many case the guidelines are quite high level, so their effect on consumption is hard to express in quantitative terms. In summary, future work by the Green IT community should be devoted to:
-Collect more precisely data about consumption, standardizing the data collection process; -Collect and analyse in more depth consumption in non usage phase; -Develop more extended and more detailed guidelines for energy consumption reduction; -Validate and characterize quantitatively the effect of these guidelines.
