This paper aims to evaluate the impact of spectral filtration on image quality in a microcomputed tomography (micro-CT) system. A mouse phantom comprising 11 rods for modeling lung, muscle, adipose, and bones was scanned with 17 s and 2 min, respectively. The current (μA) for each scan was adjusted to achieve identical entrance exposure to the phantom, providing a baseline for image quality evaluation. For each region of interest (ROI) within specific composition, CT number variations, noise levels, and contrast-to-noise ratios (CNRs) were evaluated from the reconstructed images. CT number variations and CNRs for bone with high density, muscle, and adipose were compared with theoretical predictions. The results show that the impact of spectral filtration on image quality indicators, such as CNR in a micro-CT system, is significantly associated with tissue characteristics. The findings may provide useful references for optimizing the scanning parameters of general micro-CT systems in future imaging applications.
eliminate low-energy photons that make less contribution to image quality, but tend to increase the absorbed radiation dose. (8, 9, 11) However, their effectiveness and influence on CT number variation, noise level, and image quality have not been fully characterized to date. Though the influence of spectral filtration on patient dose, as well as image quality, has been studied on a conventional CT scanner, the imaging parameters and scenario are different as in a micro-CT system. (12) Therefore, it is necessary and meaningful to perform a comprehensive investigation of the impact of spectral filtrations on image quality in a micro-CT system.
In this study, with the use of two imaging phantoms, we investigated the impact of spectral filtrations, including aluminum (Al), copper (Cu) and their combinations, on CT number variation, noise level, and image quality indicators such as contrast-to-noise ratio (CNR). Based on the evaluations of CNRs for soft tissue, muscle, and bone with low density, we further analyzed the influence of spectral filtrations on low-contrast resolution, an important estimator in micro-CT imaging. (13, 14) Our overall objective is to assess the feasibility of developing and applying a new evaluation tool that can provide useful evaluation results or references for selecting the optimal scanning parameters in micro-CT systems in future imaging applications.
II. MATERIALS AND METHODS

A. Micro-CT scanner
A rotating gantry based micro-CT system (Quantum FX, Perkin Elmer, Waltham, MA) was used in this study. The major components of the scanner consist of a polychromatic X-ray source, of which the anode is constructed from tungsten (W), and a flat panel X-ray imaging detector positioned opposite to each other on the gantry with a fixed source-to-detector distance of 265 mm. The X-ray source is capable of providing target voltages from 30 to 90 kVp, with a current range from 20 to 200 μA. Inherent filtrations with the purpose of reducing the fluence of low-energy photons include a 150 μm thick output window of beryllium (Be), 100 μm Al, and 60 μm Cu. Two modes are available for this scanner, live mode and CT scan mode. The live mode is used to view the subjects in real time with/without rotating the gantry, and the exposure lasts for up to 150 s, providing the possibility of spectral measurement. In contrast, various scan settings of standard scan and fine scan are provided in the CT scan mode, depending on the selected field of view (FOV).
B. Spectral measurement and evaluation
X-ray spectra were measured using a cadmium telluride (CdTe) spectrometer (XR-100T-CdTe, Amptek, Bedford, MA). The spectrometer performing peak efficiency at 10-100 keV includes an X-ray and gamma ray detector, a preamplifier, and a cooler system using 3 × 3 × 1 mm CdTe diode detector mounted on a two-stage thermoelectric cooler. During the spectral measurement, the spectrometer was positioned with its axis perpendicular to the imaging detector. Considering the extremely limited space inside the gantry (i.e., extremely short distance between X-ray source and spectrometer collimator), three pinholes with small diameters and 2 mm in thickness were applied with a brass spacer (36 mm in length and 3000 μm in diameter) separating them to cover the CdTe detector, in an effort to limit the photon rate to an acceptable level and prevent spectral distortions due to pileup. As shown in Fig. 1 , two pinholes on top of the spacer had 200 μm and 400 μm diameters, and the one below had 400 μm diameter. Since the received photon rate is very sensitive to the position of the spectrometer due to the collimator restriction, a good alignment of the spectrometer-pinhole assembly to the central ray from the X-ray focal spot, therefore, becomes essential in order to achieve an accurate spectral measurement. The best position was determined through repeatedly moving the spectrometer until finding a "sweet spot" with the highest photon rate and proper spectral shape. (15) The spectra were measured with inherent filtration and various additional spectral filtrations in the live mode under the condition of 90 kVp, 200 μA and 150 s. The additional spectral filtrations included Al, Cu, and their combinations: 0.5 mmAl, 1.0 mmAl, 1.5 mmAl, 2.0 mmAl, 2.5 mmAl, 3.0 mmAl, 3.5 mmAl, 4.0 mmAl, 0.2 mmCu, and 0.2 mmCu + 2.5 mmAl. For each measuring condition, three spectra were acquired and averaged to reduce the stochastic noise.
To evaluate the spectral measurement accuracy, energy resolution (R) of the characteristic peak Kα1 was calculated using Eq. (1), where ΔEFWHM is the full width in energy unit at half maximum, and EC is the central energy (59.32 keV) of Kα1: (16) (1)
The beam quality generally defined as the overall ability of an X-ray beam to penetrate an object was evaluated by calculating the mean energy and half value layer (HVL), which provide the criteria for beam quality improvements with increasingly additional filtrations. The mean energy was directly calculated from the measured spectra using Eq. (2), where ME is the mean energy, E is the energy for each channel, and N(E) is the photon count in the channel with energy E:
In contrast, the HVL was measured using sheets of Al (type-1100) and a recently calibrated ion chamber. (16) During the HVL measurement, the ion chamber was flatly placed inside the gantry facing upward to the X-ray focal spot and the sensitive as well as the geometric center of the ion chamber coincided with the isocenter of the rotating gantry.
C. Imaging phantoms and scan protocol
Two imaging phantoms were used in this study, a uniform water phantom with a diameter of 28 mm for measuring the CT number uniformity, and a water-filled mouse phantom (Model 091, CIRS, Norfolk, VA) for evaluating the impact of the additional filtrations on the image quality. Note that these two phantoms were filled with deionized (DI) water to avoid any unnecessary imaging uncertainties. The mouse phantom consists of 11 rods of varying mineral loading and dimension in a water-tight, polycarbonate housing which is very durable and resistant to many chemicals. Seven rods representing different compositions (i.e., lung, muscle, adipose, and bone with various densities of 0, 50, 250, and 750 mg/cc) within mammals were selected. The varied bone densities are realized through blending hydroxyapatite (HA), the principal constituent of teeth and bones within mammals, in a soft-tissue equivalent, polymer background. The cross section containing the rods of interest is shown in Fig. 2 with more detailed dimensions.
Under each spectral filtration condition, the water phantom and the mouse phantom were scanned with 40 mm FOV and 90 kVp, but different currents adjusted from 60 μA to 200 μA to provide the same entrance exposure to the object as a baseline for CT number uniformity and image quality comparison. The entrance exposure was measured using the same ion chamber and in the same way as in the HVL measurements. Through adjusting the current while keeping the same exposure time (e.g., 12 s), similar exposure levels were achieved, and the corresponding currents were determined for different scan conditions. Note that the process of acquiring equivalent entrance exposure was performed under the micro-CT live mode, but the determined currents were applicable to the scan mode due to the constant source-to-object distance. Then, two CT scans, a standard scan of 17 s and a fine scan of 2 min, were performed on both imaging phantoms under each scan protocol.
D. CT number uniformity measurement and image quality assessment
With various spectral filtrations, the reconstructed images acquired from the water phantom were analyzed to compare the CT number uniformity, while those from the mouse phantom were to compare the CT numbers, noise levels, and CNRs of regions of interest (ROIs) for different materials within the mouse phantom. Since the source spectrum was significantly modified with the interaction of spectral filtrations, CT number calibration was performed with two specifically selected ROIs, one for air and the other for water, before the image acquisition under each scanning setting. The averaged CT number for the air ROI was calibrated as -1000, while 0 for the water ROI. Then, eleven circular ROIs with different diameters were defined, four for water as well as bones, and one for lung, muscle, adipose each, as in Fig. 3 . The mean value within each ROI in the current slice was regarded as the CT number, Exper_CTk for that corresponding material k of interest. In addition, the CT number for each material could be theoretically predicted using Eq. (3) with the a priori knowledge of mean energy and linear attenuation coefficients (LACs): where k indicates the material of interest (e.g., lung, muscle, adipose, bones, and water) and Theor_CTk is the theoretical CT number for material k, and μk,ME and μbg,ME represent the LACs under the mean energy for material and background of water. (16) (3) Theor_CTk = × 1000 μk,ME − μbg,ME μbg,ME
In order to minimize the background information such as ring artifacts, beam hardening artifacts, streaking artifacts, and cone-beam artifacts, two sequential acquisitions of the image were acquired, and the noise was calculated from the subtraction of one acquisition from the other. Specifically, the noise level (Nbg) was determined through dividing the standard deviation (SD) in the four water ROIs on the subtraction image by a factor of , as shown in Eq. (4): (17) (4) Then, the experimental and theoretical CNRs of each material of interest were calculated using Eqs. (5) and (6) . In Eq. (6), the relationship between theoretical CNR and LAC under mean energy for each material was established through substituting Eq. (3) and considering Theor_CT bg = 0.
The standard derivations (σExper_CN Rk and σTheor_CN Rk) of experimental and theoretical CNRs were calculated using Eqs. (7) and (8), where σExper_CTk, σExper_CTbg, σNbg, σμk,ME and σμbg,ME were the standard derivations of Exper_CTk, Exper_CTbg, Nbg, μk,ME and μbg,ME either acquired experimentally (multiple measurements) or theoretically (e.g., curve fitting). In summary, 50 consecutive slices in the reconstructed images were selected for experimental assessments of CT number, noise level, and CNRs in each test.
III. RESULTS
A. Spectra evaluation and current determinations
As shown in the second column of Table 1 , all spectra were acquired with acceptable photon rates less than 2000 photons per second (p/s) corresponding to a photon flux of about 222 photons per second per mm 2 (p/s/mm 2 ) so as to avoid the pileup phenomenon. For each spectrum, the channel-to-energy calibration were performed using two characteristic peaks from K line of W, Kα1, and Kβ1. Then, energy resolution and mean energy were derived using Eqs. (1) and (2) from the measured spectra and listed in the third and fourth column of Table 1 . Due to the restriction of the received photon rate, high energy resolutions ranging from 1.46% to 2.05% were achieved. According to the calculation of mean energy and the measurement of HVL (fifth column), the beam quality was improved with increasingly additional filtrations. In the sixth column, the current (μA) for each filtration was determined to provide identical entrance exposure, as a baseline for image quality comparison with various spectral filtrations. Each entrance exposure lasted for 12 s; the values in the last column being the average of three repeated measurements, with a maximum relative deviation below 2.1%. All measured spectra are demonstrated in Fig. 4 , indicating improved beam qualities with increasingly additional filtrations. Table 1 . Spectral evaluations with respect to photon rate, energy resolution, and mean energy, HVL measurement in terms of the thickness of Al, and current determination providing identical entrance exposure; all these data were calculated or measured at 90 kVp. 
Additional
B. CT number uniformity and image quality analysis
The CT number uniformities were compared by plotting the CT number profile of the central line in each acquired image from the water phantom. The comparison with an internal filtration only and with an additional 4 mm Al filtration is presented in Fig. 5 , showing that both uniformities are acceptable. This insignificant improvement may be because that the object used in this micro-CT imaging system is relatively small, and the internal filtration of Al and Cu has already removed most of the X-ray photons with low energies which are the major contributor to the beam hardening effect. Five compositions (i.e., water, air, muscle, adipose, and bone with high density) were selected for the theoretical calculations and predications of CT number and CNR. The LACs of these compositions were obtained from the National Institute of Standards and Technology (NIST, Gaithersburg, MD), but only with discrete energies (e.g., 10 keV, 20 keV). (18) In order to acquire the LAC data under the mean energies (46.68-52.94 keV) when different spectral filtrations were utilized, a second-order polynomial fitting method was applied on the available data at the energies of 40 keV, 50 keV, and 60 keV for each composition, and the fitting results are listed in Table 2 . Corresponding CT number calculated theoretically using Eq. (3) is presented, as well. It is not surprising that the LAC for each composition is decreased with the improved beam quality due to the increased mean energy, as well as the stronger penetrability. Also, the configuration is consistent for all filtrations because the CT number in air and water 
are very similar or equal, while for adipose, muscle, and bone, the absolute CT numbers are monotonically decreased with increasingly additional filtrations. The CT numbers acquired by experiments for water, lung, adipose, muscle, and bones are shown in Tables 3 and 4 under the scan condition of 17 s and 2 min, respectively, and a reconstructed image sample of mouse phantom is shown in Fig. 6 . The results of CT number determination agree with the theoretical calculations with regard to water, adipose, and bone with high density. The CT number variations of muscle and bone with low density (e.g., 50 mg/cc) are not obvious, because their LACs are quite similar as that of water and, therefore, the results are prone to be affected by the imaging noise. Since most part of the lung is composed by air, the lung CT number shows a variation tendency towards to -1000 as that of air rather than to 0.
The results determined by Eq. (4) indicate a reduction of noise with additional spectral filtrations under both standard and fine scan, as shown in Table 5 . The trends seen in the table may be caused by improved beam quality and narrower spectra with filtration. Also, the reduction of noise provides a potential to achieve improved CNR for certain materials based on the tissue characteristic. Table 6 summarizes the theoretical CNRs and the corresponding standard derivations derived from Eqs. (6) and (8) for muscle, adipose, and bone (1.92 g/cm 3 ), respectively, while the experimental CNRs and their standard derivations directly determined using Eqs. (5) and (7) for lung, muscle, adipose, and bones (0-750 mg/cc) are summarized in Tables 7 and 8 . The theoretical and experimental results have high association. Both show that the CNR for bone with higher density (e.g., 1.92 g/cm 3 , 750 mg/cc, and 250 mg/cc) decreases with additional spectral filtrations. Similar phenomenon is also observed in soft tissue, such as adipose and bone with a density of 0 mg/cc. However, opposite situations occur in lung, muscle, and bone with lower density (50 mg/cc). Thus, the imaging quality indicator in terms of CNR significantly depends on the tissue characteristic, which indicates that experimental data are needed to provide useful references or guidelines for the utilization of additional spectral filtrations in future micro-CT imaging applications. Table 3 . CT numbers (HU) determined by experiments under a standard scan of 17 s, the values below being the average derived from 50 consecutive slices in the reconstructed image.
(Note: the standard deviation value is not associated with the CT number in a given slice, but is derived as the variation of CT numbers from 50 consecutive slices in the reconstructed images for each material. 
IV. DISCUSSION
Since certain bone disorders may be directly or indirectly associated with decreased BMD, better visualization of bone with low density is of significant importance in this situation. As reported in Tables 7 and 8 , the CNRs of imaging low density bone (50 mg/cc), when additional filtration applied, were increased by up to 20.29% and 16.29% for 17s and 2 min scan, respectively, compared to the condition with no additional filtrations, since the imaging noise was greatly suppressed. Similarly, the CNRs of imaging muscle were increased by up to 24.61% and 5.31% for 17 s and 2 min scan, indicating that applying additional filtrations to the micro-CT imaging system utilized in this study may also be beneficial for imaging muscle related disorders. Another potential clinical application of micro-CT imaging technique is to detect and characterize breast cancer through performing a micro-CT imaging on breast biopsy specimens. (19) (20) For this clinical utilization, the application of additional filtrations may provide better low-contrast resolution when imaging microcalcification with low density or imaging tumors with similar density (CT number) as that of muscle. Therefore, additional filtrations would be recommended under the aforementioned micro-CT imaging conditions.
Conversely, no additional filtrations would be recommended if the soft tissue, such as adipose, is preferentially to be visualized because the CNRs of imaging adipose are continuously decreased by up to 6.86% and 11.66% with maximum filtration applied. Though the impact of applying additional filtrations on imaging bones with high density and lung seems extremely significant compared to imaging others, it may not be the decisive factor, since their CNRs with respect to water or soft-tissue background are always sufficient.
In this study, we demonstrated a unique experimental approach to validate the accuracy and/ or reliability of applying the theoretical models developed from conventional CT systems to a dedicated micro-CT system. Comparing the experimental results with the results predicted by the theoretical models, we found that, as in the derivations of CT number for water, air, muscle, adipose, and bone, the corresponding LACs under the mean energy for each material were acquired by a second-order polynomial fitting of the existing data. In this way, the CT number variation of certain material with known characteristic could be determined theoretically. However, establishing an accurate theoretical model of predicting and calculating the CNR is difficult because the noise level which is central for CNR determination often needs to be detected and measured by experiments rather than using mathematical calculation. Thus, it would be useful and meaningful to develop a noise evaluation model for this micro-CT scanner using an experimental data-driven learning approach, making it possible to predict CNR variation for various scanned materials with modified beam quality.
An important issue that may affect the theoretical evaluations of CT numbers and CNRs is the utilization of the mean energy of the acquired spectrum instead of the effective energy, which is defined as the monoenergetic beam of photons that has the same HVL as the investigating spectrum of photons. This is because acquiring the effective energy and the HVL, which are related to not only the spectrum property but also the material characteristic, for each specific material seems difficult or even impossible. Nevertheless, it might account for the observation that the CNRs derived in theory and by experiment are slightly inconsistent, especially for muscle and adipose. Another reason is that the muscle and adipose used for theoretical calculations may not have identical features, such as density and homogeneity, as for experimental investigations. (18) Spectral measurement in a micro-CT system poses great challenges due to the limited space inside the gantry. Though the photon rates in this study have been successfully reduced to an acceptable level of less than 2000 p/s through using smaller pinhole collimators (i.e., the combination of 200 μm and 400 μm), the process of spectrometer adjustment is highly reliant on the operation experience and may not be effective and reproducible each time. A possible alternative is to first measure the 90° Compton scattered photons from a given sample (e.g., polymethylmetacrylate (PMMA), polyethylene, and carbon electrode) with known property. Then, the actual spectrum incident upon the scattering sample can be reconstructed from the scattered spectrum using an energy correction and the Klein-Nishina function. (21) This indirect method effectively avoids the pileup phenomenon, saves the space, and more importantly, is easily repeatable with larger pinholes such as 1000 μm or 2000 μm. Also, previously reported spectral modeling techniques can be utilized to generate the X-ray spectrum and to predict the impact of spectral modifications on imaging quality indicators, such as CNR discussed in this study. (22) However, the specificity of the modeling for certain micro-CT system needs to be verified by experiments before they can be applied for theoretical calculation and analysis.
V. CONCLUSIONS
This study investigated the impact of additional spectral filtrations on image quality in a micro-CT system. The evaluations of CT number, noise level, and CNR were performed using a waterfilled mouse phantom. The experimental results agreed well with the theoretical calculations that, with a baseline of identical entrance exposure to the imaged mouse phantom, the CNRs were degraded with improved beam quality for bone with high density and soft tissue, while those were enhanced for bone with low density, lung, and muscle. The findings in this study may provide useful references for optimizing the scanning parameters of general micro-CT systems in future imaging applications.
