Abstract. It is known that the elementary symmetric polynomials e k (x) have the property that if x, y ∈ [0, ∞)
§1. Introduction
Let P r (s) = 1 +
, the rth Taylor polynomial of the exponential function e s . Let F k,r (x) denote the coefficient of t k in the product
where x := (x 1 , . . . , x n ) for some n. For example, when r = 1 we have the elementary symmetric polynomials e k (x) = F k,1 (x) in n variables. In [3] it was shown that the F k,r (x) can be used to obtain inequalities for the p-norms ||x|| p := ( Theorem A. Let x, y ∈ [0, ∞) n and fix an integer r ≥ 1. Suppose that F k,r (x) ≤ F k,r (y) (2) for all integers k in the interval r ≤ k ≤ nr. Then ||x|| p ≤ ||y|| p whenever 0 ≤ p ≤ 1.
If also
y i , then ||x|| p ≥ ||y|| p whenever 1 ≤ p ≤ r + 1.
(By continuity in p, the 0-norm is defined to be the geometric mean; ||x|| 0 := We begin with a review of the proof of (4) in the basic case r = 1 in Theorem A. There is an integral formula (Mellin transform) for the power a p of a positive real number a: For any "suitable" function ψ(t), it is easily seen that
For ψ to be "suitable", we mean that the above improper integral C p (ψ)
should converge and be nonzero. For example, with ψ(t) = t − log(1 + t) ≥ 0, the integrals converge for 1 < p < 2, and we have C p (ψ) > 0. The restriction p < 2 is due to the requirement that the integrals (5) converge as t → 0 + ; one sees that t − log(1 + t) decays like t 2 . Similarly, as t → ∞, the t − log(1 + t) grows like t 1 , so that the restriction p > 1 is needed. By applying the formula with a = x i and a = y i and summing over i, one sees that for the case r = 1 of (4) it is sufficient to assume
for all t > 0. For the latter, it is in turn sufficient to have the hypotheses in Theorem A; that x i = y i and that each coefficient in i (1 + x i t)
increases when x is replaced by y, which is exactly the hypothesis that
where the F k,1 are the elementary symmetric polynomials.
Next, suppose that we want a formula for a p valid for some p > 2. We could attempt to replace t − log(1 + t) by a function which decays faster as
) can be seen to decay like t 3 , and thus yields a formula for a p in the range 1 < p < 3.
Extending this pattern, one sees that for any positive integer r the function
) is positive and decays like t r+1 , and thus gives a p in the range 1 < p < r + 1. Unravelling the required inequalities, to obtain the result (4) it is clearly sufficient to have x i = y i and the polynomial inequalities F k,r (x) ≤ F k,r (y), as in Theorem A.
There are other ways to modify the function ψ(t) = t − log(1 + t) to make it decay faster than t 2 as t → 0 + (while preserving some other useful aspects of the above proof). We now look at two other such modifications, thereby obtaining, after some manipulation, two new families of symmetric polynomials which can be used instead of the F k,r (x) in an analogous manner. §3. The Polynomials G k,r (x).
Here the idea will be that instead of modifying log(1+t) from the "inside" as was done above to obtain Theorem A, we now modify it from the "outside" and see what is obtained. Thus, we will subtract the Taylor polynomial of log(1 + t) of some given degree r.
Lemma 1 Fix an integer r ≥ 0 and let Q r (t) := t − 1 2
the rth Taylor polynomial of log(1 + t). (For r = 0 define Q 0 (t) := 0.) Define
Then ψ r (t) > 0 when t > 0, and
we have ψ r (t) = O(t r ) as t → ∞, and for all ǫ > 0 we have
Proof. The proof is a standard exercise in calculus: Differentiating and then using the formula for the sum of a geometric series we obtain
This shows that ψ ′ r (t) > 0 for t > 0, and ψ ′ r (t) = O(t r ) as t → 0 + . Since ψ r (0) = 0, the Mean Value Theorem implies that ψ r (t) > 0 when t > 0 and that ψ r (t) = O(t r+1 ) as t → 0 + . Finally, the assertions for the case t → ∞ follow from the fact that the polynomial Q r (t) is of degree r, and from the growth properties of the logarithm.
It follows that a p can be represented by (5) using ψ = ψ r whenever p is in the interval r < p < r + 1, where the corresponding constant C p (ψ r ) is positive.
Hence, we deduce:
for all t > 0, then ||x|| p ≥ ||y|| p for all p in the interval r ≤ p ≤ r + 1.
Assume now the additional hypothesis i x i = i y i . Fixing the integer r ≥ 0, our next goal is to find a set of polynomial inequalities of the form
, which would imply (7) . Moreover, let us agree that we want these polynomials G k,r (x) to have positive coefficients. Before stating our result for general r, let us explain what it is for the cases r = 0, 1, 2, 3 in turn.
For r = 0, we have i ψ 0 (x i t) = i log(1+x i t). But log(1+x i t) does not have a Taylor series converging for all values of the variable t, so we cannot use the coefficient of t k as our choice of polynomial G k,0 (x). A simple remedy is to exponentiate, obtaining i (1 + x i t), and then use the coefficient of t k to define the G k,0 (x). Then, the hypothesis G k,0 (x) ≥ G k,0 (y) clearly implies (7) with r = 0. (Here we did not need the assumption i x i = i y i .)
For r = 1, we have
In this case, to get an entire function with positive coefficients, we first negate this, add ( x i )t and then exponentiate, obtaining (1 + x i t). We denote the
, which happens to be the same as G k,0 (x). Note that to obtain inequality (7) for r = 1, we now need the hypothesis to be
, because of the negation performed at the beginning.
To end up with positive coefficients after exponentiating, we again decide to get rid of the negative −x i t terms by adding on the term ( x i )t. Hence we define G k,2 (x) to be the coefficient of t k in the generating function
which we note is entire in t, whence its Taylor series converges to its value for every fixed x. Thus, the conditions G k,2 (x) ≥ G k,2 (y) and
imply (7) with r = 2.
For r = 3, we have
As for r = 1, we first remove the leading − sign. Then add on the new terms
x i 3 t 3 to get rid of negative coefficients. (Note that the polynomial
i has only positive coefficients.) Therefore we
Clearly, the conditions G k,3 (x) ≤ G k,3 (y) and x i = y i imply (7) with r = 3.
We continue this pattern for the general case of r ≥ 0: In the expression
the terms in i −Q r (x i t) with negative coefficients are precisely those of the form − Hence, we can use the exponential of the resulting expression as a generating function to define polynomials G k,r (x) having positive coefficients and the other desired properties.
We now re-state the latter construction of the G k,r (x) using more formal notation. For notational efficiency, we observe that the odd power terms of a polynomial f (t) may be written as
Define the generating function g r (x, t) by
where we recall that Q r (s) := s − Definition 1 For any integers r ≥ 0, k ≥ 1, the polynomial G k,r (x) is the coefficient of t k in the power series expansion of g r (x, t).
The preceding discussion has shown that the G k,r (x) are symmetric polynomials with positive coefficients, and have the following property:
n and fix an integer r ≥ 0. Suppose that i x i = i y i and that for all positive integers k,
Then ||x|| p ≥ ||y|| p for all real p in the interval r ≤ p ≤ r + 1.
In a later section ( §5) we will express G k,r (x) in terms of the power sums
To that end, we note the following alternative expression for the generating function g r (x, t) in the sense of formal power series, which is easily checked by taking logarithms in (8) and expanding each log(1 + x i t) in powers of t:
where (α m ) ∞ m=1 is the "modified" sequence of power sums given by: In addition to the fact that G k,r (x) has positive coefficients, it may be interesting to note that ±G k,r (x) is Schur convex in the sense of majorization theory [4] . (The F k,r (x) in our introduction also have such a property [3] .)
Specifically, for r = 0 and all odd r ≥ 1, −G k,r (x) is Schur convex for all k (equivalently, G k,r (x) is Schur concave), and for all even r ≥ 2, G k,r (x) is Schur convex for all k. As discussed above, for both r = 0, 1 the G k,r (x) are just the elementary symmetric polynomials, which are well-known examples of Schur concave functions. The standard proof in the latter case consists in verifying the Schur-Ostrowski criterion, which is what we will also do below to prove our assertion for all r ≥ 1. In fact, we prove the following slightly stronger statement involving the generating function g r (x, t).
Theorem 2
for some function γ(x, t) (depending on r, i, j ) having positive coefficients when expanded as a power series in all of its variables x 1 , . . . , x n , t. In particular, the coefficient of each t k in γ(x, t) is a polynomial in x 1 , . . . , x n having positive coefficients, and thus each (−1) r G k,r (x) is Schur convex.
Proof. To work out the left-hand side of (11), we may let i = 1 and j = 2 by symmetry. Since log g r = i log(1 +
where we have used the geometric series formula
.
Multiplying this by (−1) r g r /(x 1 − x 2 ), it is now clear that γ(x, t) has a power series with positive coefficients in all variables as claimed: The denominator
(1 + x 1 t)(1 + x 2 t) will be cancelled by the product i (1 + x i t) in (8) In this variant of our topic, we modify the expression t − log(1 + t), discussed in §2, by simply replacing t by t r where r = 2, 3, . . . .
Lemma 3
Fix any integer r ≥ 1 and define
Then φ r (t) > 0 when t > 0, φ r (t) = O(t 2r ) as t → 0 + , and φ r (t) = O(t r ) as t → ∞.
The lemma follows from the case r = 1 of Lemma 1 by substituting t r for t. It follows that a p can be represented by (5) using ψ = φ r whenever p is in the interval r < p < 2r, where the corresponding constant C p (φ r ) is again positive. Hence, we deduce:
for all t > 0, then ||x|| p ≥ ||y|| p for all p in the interval r ≤ p ≤ 2r.
Next, assume the additional hypothesis i x i = i y i . Fixing the integer r ≥ 1, we once again wish to obtain (13) as a consequence of some stronger family of symmetric polynomial inequalities, say of the form H k,r (x) ≤ H k,r (y) for some family H having positive coefficients. By the idea already seen in §3, the following generating function h r (x, t) seems natural for this purpose:
Note that here we have in effect replaced the t r by t, for the sake of simplicity of our generating function. As before, it is clear that h r (x, t) is entire in t for every x.
Definition 2 For any integers r ≥ 1, k ≥ 1, the polynomial H k,r (x) is the coefficient of t k in the power series expansion of h r (x, t).
It is easily seen from the preceding discussion that the H k,r (x) are symmetric polynomials with positive coefficients, and have the following property:
Theorem 3 Let x, y ∈ [0, ∞) n and fix an integer r ≥ 1. Suppose that i x i = i y i and that for all positive integers k,
Then ||x|| p ≥ ||y|| p for all real p in the interval r ≤ p ≤ 2r.
As in the previous section §3, for r ≥ 1 we may express the generating function (14) in terms of the power sums p m using formal power series:
where (α m ) ∞ m=1 is a modified sequence of power sums given by:
Also as in §3, the polynomials H k,r (x) turn out to have a Schur convexity property (Schur concavity, in fact), "inherited" from their generating function:
Theorem 4 Fix any integer r ≥ 1 and indices i = j. Then
for some function δ(x, t) (depending on r, i, j ) having positive coefficients when expanded as a power series in all of its variables x 1 , . . . , x n , t. In particular, the coefficient of each t k in δ(x, t) is a polynomial in x 1 , . . . , x n having positive coefficients, and thus each H k,r (x) is Schur concave. 
Multiplying this by h r /(x 1 − x 2 ), it is clear that δ(x, t) has a power series with positive coefficients in all variables as claimed, in view of (14). §5. Expressions in terms of power sums. 
where the polynomials Z k are given by:
A convenient reference for this result and further background is 
where (α m ) ∞ m=1 is the "modified" sequence of power sums given by (10). Let the subset S(k, r) ⊂ S k consist of those permutations σ having no cycles of even length ≤ r (equivalently, n m (σ) = 0 for all even m ≤ r). Then (22) becomes
Corollary 2 Fix an integer r ≥ 1. Then for all k ≥ 1,
where (α m ) ∞ m=1 is the "modified" sequence of power sums given by (16). Substituting (16), this becomes
The results (23) and (25) may also be expressed as follows. For each σ ∈ S(k, r), let σ r denote the product of all cycles of length ≥ r + 1 in the disjoint cycle factorization of σ. By convention, an empty product is taken to mean the identity of the group S k . (In terms of the mappings, σ r = σ on the σ-orbits of length ≥ r + 1, and σ r = the identity map on the σ-orbits of length ≤ r.) Note that sgn(σ r ) = sgn(σ) for σ ∈ S(k, r). Then (23) may be written as
Regarding (25), we may alternatively regard H k,r as the coefficient of t (kr) in the generating function
Applying the Exponential Formula (Lemma 5) to the latter and doing the arithmetic leads to
where T (k, r) ⊂ S kr consists of those permutations σ of {1, . . . , kr} whose disjoint cycles all have lengths divisible by r, L(σ) denotes the number of disjoint cycles, and σ r is again the product of all cycles of length > r in the disjoint cycle factorization of σ (i.e. each r-cycle of σ ∈ T (k, r) is replaced by r 1-cycles).
Remark. Fix the integer r ≥ 1. In the ring of symmetric functions (in infinitely many variables), we may define an algebraic homomorphism φ by arbitrarily defining the image of each power sum p m , since these constitute a basis. Hence we may define a homomorphism by φ(p m ) = α m for all m ≥ 1, where α m is given by (10). Then φ(e k ) = G k,r for all k ≥ 1, by Corollary 1. Let A = [a ij ] be a complex n × n matrix, and let (x 1 , . . . , x n ) = x be its eigenvalues. In this section we briefly consider the question of how to express G k,r (x) and H k,r (x) as polynomials in the entries a ij of A. This is possible of course for any symmetric polynomial F (x), since by a fundamental result F (x) may first be written as a polynomial in the power sums p k (x) (or, if we prefer, in the elementary symmetric polynomials e k (x)), and these in turn have well-known polynomial expressions in terms of the entries a ij ; p k (x) = Trace(A k ) :=: < A k > and e k (x) = sum of all principal k×k subdeterminants of A. We can therefore already give one answer quite explicitly using the polynomials Z k (α) from Corollaries 1 or 2 of the previous section, replacing each occurrence of a p m by the trace < A m >. For example we thus obtain:
However, we will now present another kind of expression which uses more explicitly the individual monomials (products) of the entries a ij of A. For example, G k,1 (x) = e k (x) is on the one hand given by Z k (< A >, < A 2 > , . . . , < A k >), but on the other hand e k (x) is also equal to the sum of all principal k × k subdeterminants of A, which can immediately be written in terms of products of a ij using the familiar expansion of a determinant as a sum over permutations. We thus aim to generalize this latter type of expansion for any G k,r or H k,r , and will do so essentially by imitating what happens in the special case of e k = G k,1 . We need some of the machinery of 
On the other hand, we may also compute a trace on V ⊗k using the basis
is the standard basis of V = C n , and m ∈ Γ k,n = set of all functions m : {1, . . . , k} → {1, . . . , n}. This will yield the above trace (29) directly in terms of products of entries a ij of A. This computation is well-known, but we will now reproduce it here for convenience. We will essentially follow [5, Ch. 6 and 7] . For a given pair of sequences (c s , σ s ) s∈S =: C as above, define a "matrix function"
Now consider a fixed m ∈ Γ k,n . Recalling that u j is the jth standard basis
Denote the entries of A by A(i, j) := a i,j for the sake of better legibility. Let v, w j denote the coefficient of w j in v whenever v is an element of a vector space of which {w j } is a basis. Then for each σ ∈ S k we find that 
which is easily seen to be of the form d C (B) for some class function C on S k .
Similarly, from (27) one obtains 
where D r (B) is defined for any kr × kr matrix B as: 
which can be checked to be d C (B) for some class function C on S kr .
