We investigate the k-server problem when the metric space is a tree. For this case we present an on-line k-competitive algorithm for k servers. The competitiveness ratio k is optimal. The algorithm is memoryless, in the sense that it does not use any information from the past.
Introduction
Let M be a metric space. That is, for any two points x; y 2 M we are given their distance kx; yk 0 such that kx; yk > 0 for x 6 = y, and the triangle inequality is also satis ed: kx; yk + ky; zk kx; zk for all x; y; z 2 M.
We are also given k servers that can move among points of M. At each time slot, a request x 2 M appears, and we have to \serve" this request, that is, choose one of our servers and move it to x. Other servers are also allowed to move. Our measure of cost is the distance by which we move our servers. The problem is to design a strategy that minimizes the cost of servicing a sequence of requests given on-line. The server problem is an abstraction of several practical problems, including heuristics for linear search, paging, and motion planning for 2-headed disks. For example, in the paging (or, equivalently, caching) problem we have a two-level memory system with a total of n pages, k of which can reside in fast memory. Given a reference to a memory page x which is not currently in the fast memory, we remove some page y from the fast memory and replace it with x. Our objective is to minimize the number of page replacements. This can be modeled by a server problem on an n-point space where all distances are equal to 1. See 2, 7, 9] for more references.
Suppose that we are given a sequence R of requests. A schedule is a speci cation of which server serves which request of R. Any schedule that achieves a minimum cost is called an optimal schedule. It is known (see 2]) how to compute an optimal schedule for R in polynomial time, assuming that the whole sequence R is given o -line, in advance.
However, no on-line algorithm can achieve the optimal cost on each sequence of requests.
The current research on this problem concentrates on nding c-competitive on-line algorithms, that is, algorithms which compute a schedule of cost at most c opt + b, where opt is the cost of the optimal schedule and b is a constant that is allowed to depend only on the initial con guration. Manasse, McGeoch, and Sleator 7] proved that there is no on-line c-competitive algorithm for c < k, for any metric space with at least k + 1 points. ] introduced a notion of a memoryless algorithm, an algorithm whose behaviour does not depend on the past. A memoryless algorithm makes the decision based only on the current con guration of the servers and the position of the request.
In this paper, we present a k-competitive algorithm for k servers on trees. By a tree we mean a metric space that is topologically equivalent to a free tree (in the graph theoretic sense), and the distance is measured along the branches of the tree. The lower bound of k for k servers presented in 7] also applies to the special case of a tree, and therefore this result is best possible for deterministic algorithms. The algorithm is also memoryless. This generalizes a similar result for the line in 2]. It should be pointed out here that, in the case of trees, some server algorithms with memory can be transformed into memoryless algorithms with the same asymptotic competitiveness ratio, by a careful encoding of the memory state in the binary expansion of the distances between the servers. This requires, however, complicated and expensive bit operations, unlike our algorithm, that is realized by a simple, piecewise linear function.
An interesting feature of this algorithm is that it can be applied to other problems, even though they may not have a tree structure at rst glance. For example, consider the paging problem, where our metric space consists of n points where all distances are equal to 1. We \embed" this into a tree as follows: our tree is a star with n arms of length 0:5, and we place n points at the ends of those arms. By applying our algorithm to this star, we obtain a k-competitive algorithm for the paging problem. Quite surprisingly, this algorithm turns out to be equivalent to the Flush-When-Full cache strategy from 6]. In the same way, it also gives a k-competitive algorithm for a much more di cult problem: the symmetric weighted cache, where each point x is given some weight w(x) 0, and the distance between x and y is w(x) + w(y). It is easy to see that the symmetric and nonsymmetric version of weighted cache are almost equivalent: on any sequence of requests their optimal costs di er by at most half of the di erence of weights of the initial and nal con guration.
We also show that our result gives an algorithm for an arbitrary n-point metric space with competitiveness ratio k(n ? 1). This improves the previously known bound of 2 ? n k ? 1 that can be derived from the work of Borodin, Linial, and Saks 1]. For some speci c metric spaces this ratio can be made yet smaller.
The adversary and potential methods
The adversary method is used very often for proving lower bounds on the complexity of various computational problems. We employ some of the ideas of this method for establishing the upper bound on the competitiveness ratio. In the proofs, we view the computation as a game between our servers s 1 ; ; s k and adversary's servers a 1 ; ; a k , and measure the ratio between S, the work done by our servers, and A, the work of the adversary's servers. The goal is to show that independently of the way the adversary moves, we have S cA + b. This implies immediately that the algorithm is c-competitive, since one of the adversary's computations will correspond to the optimal schedule. The same approach has been used in other proofs of competitiveness.
The potential method has been used before in the analysis of the amortized complexity of various data structures. The technique can be viewed as follows. Given an on-line server algorithm, we de ne a potential function that maps any possible con guration of the servers (ours and the adversary's) to a nonegative real number. Let t denote the value of the potential function after t steps of the algorithm.
The adversary starts from the same initial con guration as our servers. We assume that 0 , the initial value of the potential, depends only on this initial con guration. Additionally, we assume that at each step of the game, the adversary rst moves a single server to the request point, and then we apply our algorithm to serve the request. It is not hard to prove that those restrictions do not lead to loss of generality (see 7]). Let e t denote the value of the potential function after t ? 1 steps and one additional adversary's move. A t and S t denote, respectively, the adversary's and our costs at step t. Our 3 The competitive algorithm for trees In this paper, by a tree we understand a planar embedding of a free tree (in the graph-theoretic sense). If T is a tree, then the distance kx; yk is the arc-length of the unique simple path through T from x to y. This path, with x excluded, is denoted by (x; y], and called an interval.
For simplicity, s p and a i will also denote the current positions of the servers s p , a i . If the request is on point x, then we call our server s p active, if there are no other our servers in the interval (s p ; x]. If several servers occupy the same position as s p , and all satisfy the condition above, then only one of them is chosen arbitrarily as the active one, the others are not. Our algorithm works as follows.
Algorithm 1: Move all our active servers continuously with the same speed towards x until one of them (obviously the closest one) reaches the request. Note that during this motion some active servers may become nonactive, and then they halt.
More precisely, the algorithm can be formulated as follows. Theorem 3.1 Algorithm 1 is k-competitive.
Applications
As it was shown in the Introduction, our algorithm can be applied directly to other metric spaces that can be \embedded" in a tree. Another example of such spaces are so-called ultrametric spaces. A metric space M is called ultrametric if for any x; y; z 2 M we have kxyk maxfkxzk; kyzkg. It is easy to show that each ultrametric space can be isometrically embedded into a tree, so our algorithm can be applied to ultrametric spaces as well.
In this section we show that this algorithm can also be used to obtain an algorithm that is k(n ? 1)-competitive on every n-point metric space. Let M be a metric space with n points.
Algorithm 2. Fix a minimum spanning tree T of M, and apply Algorithm 1 pretending that T is the underlining metric space.
By using the subscript T we will distinguish the distances and costs in T from those in M. For some speci c metric spaces this bound can be yet essentially improved. Denote by the diameter of T, that is, the maximum number of edges in a simple path of T. Then, by the same argument as above, we have that Algorithm 2 is in fact k -competitive. For example, if M is an p n p n grid (with all weights equal to one) then it has a spanning tree of diameter 2 p n, so the competitiveness ratio is 2k p n. If M is a hypercube (with all weights equal to one), then it has a spanning tree of diameter log n, and then the competitiveness ratio is only k log n.
Final remarks
Note that our algorithm works even when we relax our de nition of a tree, allowing in nite trees. In fact, the tree may be dynamic, in the sense that we start with a single point, and each request consists of a request point and a path leading to this point from some already existing branch of the tree.
Example. A robot is con ned to the space in a room above a certain track on the oor. The robot is always free to move vertically, but can only move horizontally along its track when it is resting on the oor. Let T be the set of positions of the robot, and kx; yk is de ned to be the total movement needed for the robot to get from position x to position y. Then T is a tree in this more general sense if the track is one-dimensional, in fact, if the track is any tree.
There is another property of our algorithm we would like to emphasize. In our approach we can view the servers as identical robots that move along the tree. By \identical" we mean that they have the same speed and execute the same program. Their program is simple: given the request site x move towards x unless you see another robot on your path to x (in which case, obviously, the other robot will reach x earlier so following it would be rather silly). We nd it interesting that this somewhat chaotic behaviour, when robots actually compete between themselves to serve the request, leads to an e ective algorithm.
