Knowledge bases of real-world facts about entities and their relationships are useful resources for a variety of natural language processing tasks. However, because knowledge bases are typically incomplete, it is useful to be able to perform knowledge base completion or link prediction, i.e., predict whether a relationship not in the knowledge base is likely to be true. This article presents an overview of embedding models of entities and relationships for knowledge base completion.
Introduction
Knowledge bases (KBs), such as WordNet (Miller, 1995) , YAGO (Suchanek et al., 2007) , Freebase (Bollacker et al., 2008) and DBpedia (Lehmann et al., 2015) , represent relationships between entities as triples (head entity, relation, tail entity). Even very large knowledge bases are still far from complete (Socher et al., 2013; West et al., 2014) . Knowledge base completion or link prediction systems (Nickel et al., 2016a ) predict which triples not in a knowledge base are likely to be true (Taskar et al., 2004; Bordes et al., 2011) .
Embedding models for KB completion associate entities and/or relations with dense feature vectors or matrices. Such models obtain the state-of-theart performances (Bordes et al., 2013; Wang et al., 2014; Guu et al., 2015; Nguyen et al., 2016a; Nguyen et al., 2016b ) and generalize to large KBs (Krompaß et al., 2015) . This article serves as a brief overview of embedding models for KB completion, with up-to-date experimental results on two standard evaluation tasks: i) the entity prediction task-which is also referred to as the link prediction task (Bordes et al., 2013) -and ii) the triple classification task (Socher et al., 2013) .
2 Embedding models for KB completion
General idea
Let E denote the set of entities and R the set of relation types. Denote by G the knowledge base consisting of a set of correct triples (h, r, t), such that h, t ∈ E and r ∈ R. For each triple (h, r, t), the embedding models define a score function f (h, r, t) of its implausibility. Their goal is to choose f such that the score f (h, r, t) of a plausible triple (h, r, t) is smaller than the score f (h , r , t ) of an implausible triple (h , r , t ). Table 1 summarizes different score functions f (h, r, t) and the optimization algorithms used to estimate model parameters, e.g., vanilla Stochastic Gradient Descent (SGD), SGD+AdaGrad (Duchi et al., 2011 ), SGD+AdaDelta (Zeiler, 2012 and L-BFGS (Liu and Nocedal, 1989 ). To learn model parameters (i.e. entity vectors, relation vectors or matrices), the embedding models minimize an objective function. A common objective function is the following margin-based function:
where [x] + = max(0, x), γ is the margin hyperparameter, and
is the set of incorrect triples generated by corrupting the correct triple (h, r, t) ∈ G.
Model
Score function f (h, r, t) Opt. Table 1 : The score functions f (h, r, t) and the optimization methods (Opt.) of several prominent embedding models for KB completion. In all of these models, the entities h and t are represented by vectors v h and v t ∈ R k , respectively.
Specific models
The Unstructured model assumes that the head and tail entity vectors are similar. As the Unstructured model does not take the relationship into account, it cannot distinguish different relation types. The Structured Embedding (SE) model (Bordes et al., 2011) extends the Unstructured model by assuming that the head and tail entities are similar only in a relation-dependent subspace, where each relation is represented by two different matrices. Futhermore, the SME model uses four different matrices to project entity and relation vectors into a subspace. The TransE model (Bordes et al., 2013) is inspired by models such as the Word2Vec Skipgram model (Mikolov et al., 2013) where relationships between words often correspond to translations in latent feature space. The TransH model (Wang et al., 2014) associates each relation with a relation-specific hyperplane and uses a projection vector to project entity vectors onto that hyperplane. TransD and TransR/CTransR (Lin et al., 2015b) extend the TransH model by using two projection vectors and a matrix to project entity vectors into a relation-specific space, respectively. Similar to TransR, TransR-FT (Feng et al., 2016a ) also uses a matrix to project head and tail entity vectors. TEKE H (Wang and Li, 2016) extends TransH to incorporate rich context information in an external text corpus. lppTransD (Yoon et al., 2016) extends TransD to additionally use two projection vectors for representing each relation. STransE (Nguyen et al., 2016b) and TranSparse (Ji et al., 2016) can be viewed as direct extensions of the TransR model, where head and tail entities are associated with their own projection matrices. Unlike STransE, TranSparse uses adaptive sparse matrices, whose sparse degrees are defined based on the number of entities linked by relations.
DISTMULT (Yang et al., 2015) is based on the Bilinear model (Nickel et al., 2011; Jenatton et al., 2012) where each relation is represented by a diagonal rather than a full matrix. The neural tensor network (NTN) model (Socher et al., 2013 ) uses a bilinear tensor operator to represent each relation while ER-MLP (Dong et al., 2014) and ProjE (Shi and Weninger, 2017) could be viewed as simplified versions of NTN. Such quadratic forms are also used to model entities and relations in KG2E , TransG (Xiao et al., 2016) , ComplEx (Trouillon et al., 2016) , TATEC (García-Durán et al., 2016) and RSTE (Tay et al., 2017) . In addition, HolE (Nickel et al., 2016b) uses circular correlation-a compositional operator-which could be interpreted as a compression of the tensor product.
Recent research has shown that relation paths between entities in KBs provide richer context information and improve the performance of embedding models for KB completion (Luo et al., 2015; Lin et al., 2015a; Liang and Forbus, 2015; García-Durán et al., 2015; Guu et al., 2015; Toutanova et al., 2016; Nguyen et al., 2016a) . Luo et al. (2015) constructed relation paths between entities and viewing entities and relations in the path as pseudo-words, and then applied Word2Vec algorithms (Mikolov et al., 2013) to produce pre-trained vectors for these pseudowords. Luo et al. (2015) showed that using these pre-trained vectors for initialization helps to improve the performance of the TransE (Bordes et al., 2013) , SME and SE (Bordes et al., 2011) . In addition, Liang and Forbus (2015) used the implausibility score produced by SME to compute the weights of relation paths.
Furthermore, RTransE (García-Durán et al., 2015) , PTransE (Lin et al., 2015a) and TransE-COMP (Guu et al., 2015) are extensions of the TransE model. These models similarly represent a relation path by a vector which is the sum of the vectors of all relations in the path, whereas in the Bilinear-COMP model (Guu et al., 2015) and the PRUNED-PATHS model (Toutanova et al., 2016) , each relation is a matrix and so it represents the relation path by matrix multiplication. The neighborhood mixture model TransE-NMM (Nguyen et al., 2016a) can be also viewed as a three-relation path model as it takes into account the neighborhood entity and relation information of both head and tail entities in each triple.
Other relation path-based models: The Path Ranking Algorithm (PRA) (Lao and Cohen, 2010 ) is a random walk inference technique which was proposed to predict a new relationship between two entities in KBs. Lao et al. (2011) used PRA to estimate the probability of an unseen triple as a combination of weighted random walks that follow different paths linking the head entity and tail entity in the KB. Gardner et al. (2014) made use of an external text corpus to increase the connectivity of the KB used as the input to PRA. Gardner and Mitchell (2015) improved PRA by proposing a subgraph feature extraction technique to make the generation of random walks in KBs more efficient and expressive, while extended PRA to couple the path ranking of multiple relations. PRA can also be used in conjunction with first-order formula in the discriminative Gaifman model (Niepert, 2016) . In addition, Neelakantan et al. (2015) used a recurrent neural network to learn vector representations of PRA-style relation paths between entities in the KB. Other randomwalk based learning algorithms for KB completion can be also found in Feng et al. (2016b) , and Wei et al. (2016) .
See other methods for learning from KBs and multi-relational data in Nickel et al. (2016a) .
Evaluation tasks
Two standard tasks are proposed to evaluate embedding models for KB completion including: the entity prediction task, i.e. link prediction (Bordes et al., 2013) , and the triple classification task (Socher et al., 2013 Nickel et al. (2016b) because these results are higher than those previously published in Bordes et al. (2013) . (Socher et al., 2013) are used for triple classification. WN18 and WN11 are derived from the large lexical KB WordNet (Miller, 1995) . FB15k and FB13 are derived from the large real-world fact KB FreeBase (Bollacker et al., 2008) . Information about these datasets is given in Table 2 .
3.1 Entity prediction
Task description
The entity prediction task, i.e. link prediction (Bordes et al., 2013) , predicts the head or the tail entity given the relation type and the other entity, i.e. predicting h given (?, r, t) or predicting t given (h, r, ?) where ? denotes the missing element. The results are evaluated using a ranking induced by the function f (h, r, t) on test triples. Each correct test triple (h, r, t) is corrupted by replacing either its head or tail entity by each of the possible entities in turn, and then these candidates are ranked in ascending order of their implausibility score. This is called as the "Raw" setting protocol. Furthermore, the "Filtered" setting protocol, described in Bordes et al. (2013) , filters out before ranking any corrupted triples that appear in the KB. Ranking a corrupted triple appearing in the KB (i.e. a correct triple) higher than the original test triple is also correct, but is penalized by the "Raw" score, thus the "Filtered" setting provides a clearer view on the ranking performance.
In addition to the mean rank and the Hits@10 (i.e., the proportion of test triples for which the target entity was ranked in the top 10 predictions), which were originally used in the entity prediction task (Bordes et al., 2013) , recent work also reports the mean reciprocal rank (MRR) which is commonly used in information retrieval. In both "Raw" and "Filtered" settings, mean rank is always greater or equal to 1 and the lower mean rank indicates better entity prediction performance. MRR and Hits@10 scores always range from 0.0 to 1.0, and higher score reflects better prediction result. Table 3 lists the entity prediction results of KB completion models on the WN18 and FB15k datasets. The first 18 rows report the performance of the models that do not exploit information about alternative paths between head and tail entities. The next 5 rows report results of the models that exploit information about relation paths. The last 3 rows present results for the models which make use of textual mentions derived from a large external corpus. It is clear that the models with the additional external corpus information obtained the best results. Table 3 also shows that the models employing path information generally achieve better results than models that do not use such information. In terms of models not exploiting path information or external information, the ComplEx model obtains highest scores on FB15k. In addition, the STransE model performs better than its closely related models SE, TransE, TransR, CTransR, TransD and TranSparse on both WN18 and FB15k.
Main results

Triple classification 3.2.1 Task description
The triple classification task was first introduced by Socher et al. (2013) , and since then it has been used to evaluate various embedding models. The aim of this task is to predict whether a triple (h, r, t) is correct or not. For classification, a relation-specific threshold θ r is set for each relation type r. If the implausibility score of an unseen test triple (h, r, t) is smaller than θ r then the triple will be classified as correct, otherwise incorrect. Following Socher et al. (2013) , the relationspecific thresholds are determined by maximizing the micro-averaged accuracy, which is a per-triple average, on the validation set. Table 4 presents the triple classification results of KB completion models on the WN11 and FB13 datasets. 1 The first 6 rows report the performance of models that use TransE to initialize the entity and relation vectors. The last 11 rows present the accuracy of models with randomly initialized parameters. Note that there are higher results 1 In fact, as shown in tables 3 and 4, TransE obtains a very competitive performance on entity prediction and triple classification tasks. The similar observation is also found by García-Durán et al. (2015) , Lin et al. (2015a) and García-Durán et al. (2016) . The reason is due to a careful grid search.
Main results
reported for NTN, Bilinear-COMP and TransE-COMP when entity vectors are initialized by averaging the pre-trained word vectors (Mikolov et al., 2013; Pennington et al., 2014) . It is not surprising as many entity names in WordNet and FreeBase are lexically meaningful. It is possible for all other embedding models to utilize the pre-trained word vectors as well. However, as pointed out by Wang et al. (2014) and Guu et al. (2015) , averaging the pre-trained word vectors for initializing entity vectors is an open problem and it is not always useful since entity names in many domain-specific KBs are not lexically meaningful.
Method W11 F13 Avg. TransR (Lin et al., 2015b) 85.9 82.5 84.2 CTransR (Lin et al., 2015b) 85.7 --TransD 86.4 89.1 87.8 TEKE H (Wang and Li, 2016) 84.8 84.2 84.5 TranSparse-S (Ji et al., 2016) 86.4 88.2 87.3 TranSparse-US (Ji et al., 2016) 86.8 87.5 87.2 NTN (Socher et al., 2013) 70.6 87.2 78.9 TransH (Wang et al., 2014) 78.8 83.3 81.1 SLogAn (Liang and Forbus, 2015) 75.3 85.3 80.3 KG2E 85.4 85.3 85.4 Bilinear-COMP (Guu et al., 2015) 77.6 86.1 81.9 TransE-COMP (Guu et al., 2015) 80.3 87.6 84.0 TransR-FT (Feng et al., 2016a) 86.6 82.9 84.8 TransG (Xiao et al., 2016) 87.4 87.3 87.4 lppTransD (Yoon et al., 2016) 86.2 88.6 87.4 TransE (Bordes et al., 2013) [*] 85.2 87.6 86.4 TransE-NMM (Nguyen et al., 2016a) 86.8 88.6 87.7 Table 4 : Accuracy results (in %) for triple classification on WN11 (labeled as W11) and FB13 (labeled as F13) test sets. "Avg." denotes the averaged accuracy. [*]: TransE results from the implementation of Nguyen et al. (2016a) because these results are higher than those first reported in Wang et al. (2014) .
Conclusions and further discussion
This article presented an overview of embedding models of entity and relationships for KB completion. The article also provided update-to-date experimental results of the embedding models on the entity prediction and triple classification tasks.
It would be interesting to further explore those models for a new application where triple-style data is available. For example, Vu et al. (2017) extended the STransE model (Nguyen et al., 2016b) for the search personalization task in information retrieval, to model a user-oriented relationship between query and document.
