For M ω-categorical and stable, we investigate the growth rate of M , i.e. the number of orbits of Aut(M ) on n-sets, or equivalently the number of n-substructures of M after performing quantifier elimination. We show that monadic stability corresponds to a gap in the spectrum of growth rates, from slower than exponential to faster than exponential. This allows us to give a nearly complete description of the spectrum of slower than exponential growth rates (without the assumption of stability), confirming some longstanding conjectures of Macpherson and reproving some known results.
Introduction
Generalizing the classic combinatorial problem of counting the orbits of a group acting on a finite set, Cameron began the study of counting the orbits of a group acting on a countably infinite set. In particular, the growth rate of G, i.e. the function f G (n) counting the number of orbits of n-sets, has received much attention under the additional assumption it is always finite, which is equivalent to assuming the orbits are induced by Aut(M ) acting on some ω-categorical M . The growth rate may also be viewed as counting the number of n-types with distinct entries, up to reordering the variables, or as counting the number of unlabelled isomorphism types of size n in hereditary classes arising as the substructures of a homogeneous ω-categorical relational structure.
As is commonly observed in the growth rates of hereditary classes, there are gaps in the allowable asymptotic behavior of the function f M (n) = f Aut(M ) (n). Our main theorem proves one such gap under the model-theoretic assumption that M is stable, corresponding to whether or not M is monadically stable. We say f (n) is slower than exponential if f (n) < c n for every c > 1, and faster than exponential if f (n) > c n for every c > 1. Theorem 3.9 . Suppose M is ω-categorical and stable. Then one of the following holds.
(1) M is monadically stable, and f M (n) is slower than exponential.
(2) M is not monadically stable, and f M (n) is faster than exponential.
Model theoretic dividing lines have been shown to be significant for f M (n) before; for example [10] studies the influence of the independence property. As these dividing lines were developed for counting problems related to infinite models, it is natural that they are relevant for counting finite models as well, particularly when phrased as a type-counting problem.
Recent work of Simon [15] reduces many questions about the behavior of f M (n) to the stable case, and so we may confirm two longstanding conjectures of Macpherson and prove the existence of gaps not previously recognized.
Theorem 5.4 ([8, Conjecture 3.2] ). Suppose M is ω-categorical and primitive, and f M (n) is not constant equal to 1. Then there is some polynomial p(n) such that f M (n) > 2 n p(n) .
Theorem 5.6 . Suppose M is ω-categorical and f M (n) < φ n p(n) , for every polynomial p(n), where φ the golden ratio. Then f M (n) is slower than exponential.
Furthermore, one of the following holds.
is not bounded above by a polynomial, but there is some ǫ > 0 such that f M (n) is bounded above by e n 1−ǫ . Then there is some k ∈ N such that, for any ǫ > 0,
Also as corollaries of Theorem 5.6, we obtain the already known results that there is a gap from polynomial growth to partition function growth (Corollary 5.8), and that if the growth rate is bounded above by a polynomial then it is eventually polynomial (Corollary 5.9).
The proof of the main theorem rests on two model-theoretic results. That a monadically unstable structure has fast growth rate follows from a result of Baldwin and Shelah [2] that allows us to code bipartite graphs in a mild expansion of such a structure. That a monadically stable structure has slow growth rate follows from Lachlan's classification of ω-categorical monadically stable structures as hereditarily cellular [7] , which in turn depends on the results of [2].
1.1. Conventions and notation. Unless otherwise stated, M denotes a countable ω-categorical structure in a countable relational language.
Unless otherwise stated, inequalities involving growth rates are to be understood as holding eventually.
Let G be a permutation group acting on X, and A ⊂ X. Then G (A) denotes the pointwise stabilizer of A, while G { A } denotes the setwise stabilizer of A. Also, if A is fixed setwise by G, then G A is the permutation group induced by G on A.
S ∞ denotes the automorphism group of a countable pure set.
1.2. Acknowledgments. I thank Gregory Cherlin and Chris Laskowski for helpful discussions and feedback.
Monadic stability
In this section, we introduce the results we need about monadic stability. First we give the Baldwin-Shelah characterization in terms of whether a theory admits coding. Then we give Lachlan's classification of ω-categorical monadically stable structures. . Suppose T is a countable theory that is stable but not monadically stable. Then there is some M T that admits coding (and thus such an M of every infinite cardinality).
We now continue to Lachlan's classification of ω-categorical monadically stable structures. There are two descriptions of such structures given in [7] , and we give both, although we primarily use the latter. Our presentation and terminology occasionally differs slightly from [7] . Definition 2.5. A cellular-like partition of a structure M is a triple (K, E 0 , E 1 ) satisfying the following. Definition 2.9. Let M be hereditarily cellular, as witnessed by the cellularlike partition (K, E 0 , E 1 ). We define depth(M ) as follows.
Definition 2.10. Given an automorphism group Aut(M ), the wreath product of Aut(M ) with S ∞ , denoted Aut(M ) Wr S ∞ , is the automorphism group of the structure obtained by taking an equivalence relation with infinitely many classes and making each class a copy of M .
A more general definition, phrased solely in terms of groups, may be found
Lachlan defines the operations loose union and ω-stretch on permutation groups. To a first approximation loose union should be considered direct product and ω-stretch should be considered the wreath product with S ∞ . Although we include these definitions for completeness, all we need are the following two facts.
(1) A loose union of G and H must be a finite-index subgroup of the direct product G × H.
Definition 2.11. Let G 1 , G 2 be permutation groups acting on X 1 , X 2 , respectively. Then H acting on Y = X 1 ⊔ X 2 is loose union of G 1 and G 2 if it satisfies the following.
Let G be a permutation group acting on X. Then H acting on Y is an ω-stretch of G if it satisfies the following.
(1) There is an H-invariant equivalence relation E on Y .
(2) X is an E-class.
(3) |Y /E| = ℵ 0 and H induces the full symmetric group on Y /E.
). M is ω-categorical and monadically stable iff M is hereditarily cellular iff Aut(M ) can be obtained from finite permutation groups by iterating the operations of loose union and ω-stretch.
Furthermore, Lachlan also proves the following, which we will use to perform induction on hereditarily cellular structures.
is an ω-stretch of the automorphism group of a hereditarily cellular structure of depth d − 1.
(2) Otherwise, Aut(M ) is a loose union of the automorphism groups a of hereditarily cellular structure of depth d and another of depth ≤ d, both having fewer types of component than M .
The main theorem
Definition 3.1. Let G be a permutation group acting on a countable set X. Then G acts on n-subsets of X elementwise. The growth rate of G is the function f G (n), giving the number of orbits of G on n-subsets.
In the case when f G (n) is always finite, after replacing G with its closure, which doesn't affect its orbits, we may view X as the universe of an ωcategorical structure M , and G as Aut(M ) with its natural action. In this case, the growth rate of M , denoted f M (n), is just f Aut(M ) (n).
If M is any countable structure (not necessarily ω-categorical), let ϕ M (n) (sometimes called the profile of M , or the unlabelled speed of M ) count the number of substructures of M of size n, up to isomorphism. The main theorem follows quite rapidly from the results of the previous section. However, we must first establish bounds on how various operations affect growth rates, presumably none of which are original.
The following lemma is standard. For a proof, see [ 
Given substructure X ⊂ M of size n, every point in the expansion is put into one of the 2 k combinations of unary predicates. Thus there are at most (2 k ) n possible expansions of X.
Lemma 3.5. Let G be a permutation group acting on X, and let H ≤ G be a subgroup of index k. Then, for every n,
Proof. The lower bound is immediate since H ≤ G. For the upper bound, it suffices to show each G-orbit divides into at most k H-orbits, and so may assme f G (n) = 1. Let g 1 , . . . , g k be representatives for the right cosets of H. Pick Y ⊂ X with |Y | = n, and let Y i = g i Y . For any Z ⊂ X with |Z| = n, there is some g ∈ G such that Z = gY , and so there is some h ∈ H and
Lemma 3.6. Let G act on X and H act on Y , both countably infinite sets. Letting the direct product G × H act naturally on X ⊔ Y , then for every n,
Proof. Choose n 1 , n 2 so that n = n 1 + n 2 . Then the number of orbits of G × H on n-sets with n 1 points in X and n 2 points in Y is f G (n 1 )f H (n 2 ). As there are n choices for n 1 , n 2 , and f G (n) and f H (n) are non-decreasing, we are finished. The argument is similar for Y finite, except we no longer have that f H (n) is non-decreasing. . Let G be a permutation group such that f G (n) is slower than exponential. Then, taking the wreath product G Wr S ∞ in its imprimitive action, we have f G Wr S∞ (n) is also slower than exponential. Proof. By Morleyizing (i.e. adding a relation symbol encoding every formula), which does not affect ϕ M (n), we may assume M has quantifier elimination. Let ψ be a quantifier-free formula witnessing that M admits coding.
Let M + be the expansion of M by finitely many constants and by four unary predicates A, B, C, D as in Remark 2.3, such that ψ defines the random bipartite graph on A × B. Given a bipartite graph G with distinguished blocks, with n edges, and no isolated vertices (and thus at most n vertices in each block), we produce a substructure of size 3n by choosing A ′ ⊂ A, B ′ ⊂ B such that ψ defines G on A × B, as well as the elements of D needed to witness the edges; if G has fewer than n vertices in either block, we also choose elements outside of A ∪ B ∪ C so to bring the total to 3n. For non-isomorphic bipartite graphs, the structures thus produced will be non-isomorphic.
By [4, Proposition 7.1], the number of bipartite graphs with distinguished blocks, n edges, and no isolated vertices (there called F 0101 ) is bounded below by n log(n) 2+ǫ n for every ǫ > 0, which is thus a lower bound for ϕ M + (3n). By Lemmas 3.3 and 3.4, we get the desired bound for ϕ M (n). Theorem 3.9. Suppose M is stable. Then one of the following holds.
(More precisely, there is some c > 0 such that f M (n) > n c log(n) 2+ǫ n for every ǫ > 0.)
Proof. (1) By Theorem 2.12, it suffices to show that groups of slower than exponential growth rate are closed under loose union and ω-stretch.
For loose union, as this is a finite index subgroup of the direct product, we are finished by Lemmas 3.5 and 3.6.
For ω-stretch, as this is a supergroup of the wreath product of a finite index subgroup with S ∞ , we are finished by Lemmas 3.5 and 3.7, and the fact that taking a supergroup cannot increase the growth rate.
(2) By Morleyizing, we may assume M has quantifier elimination, and thus is homogeneous, so f M (n) = ϕ M (n). By Theorem 2.4, a countable model of T h(M ) admits coding, so M does by ω-categoricity. We are then finished by Lemma 3.8.
Remark 3.10. While the lower bound given in Theorem 3.9 can likely be improved, it cannot be improved as far as 2 n 1+ǫ . This is because by [10, Theorem 1.2], any homogeneous structure in a finite relational language with such a growth rate must have the independence property. So it suffices to find a structure M , homogeneous in a finite relational language, that is stable but not monadically stable. One example of such a structure is given by two infinitely cross-cutting equivalence relations.
Growth rates of hereditarily cellular structures
In this section, we provide bounds on the growth rates of hereditarily cellular structures, depending on their depth. In particular, we see that the depth of a hereditarily cellular structure is recoverable from its growth rate.
We first look at cellular structures. It is easy to see that if M is cellular, then f M (n) is bounded above by a polynomial. That the growth rate is eventually polynomial would follow from [5] , which shows that in this case the orbit algebra of M is Cohen-Macaulay. We will instead use the following lemma, whose point is that if we are willing to name finitely many parameters, we may work with direct product and wreath product rather than loose union and ω-stretch. Lemma 4.1. Suppose M is cellular. Then there is a finite set F such that Aut(M ) (F ) is isomorphic to a finite direct product of groups of the form G i Wr S ∞ , with G i finite.
Proof. By Theorem 2.8, M is homogenizable, and so we may assume M is in a finite relational language and has quantifier elimination. Let r be the maximum arity of the language.
Let (K, E 0 , E 1 ) be the cellular-like partition of M .
Fix some i. By cellularity, we already know Aut(M )
i , which is witnessed by at most r points m 1 , . . . m r , then they also do over F . By cellularity, if m k ∈ F , there is an automorphism swapping m k /E 1 with any E 1 -class in F ∩ m k /E 0 , and fixing everything else pointwise. As F includes r E 1 -classes for every E 0 -class, we are finished. Proof. Let F be an exceptional set for M . Our proof makes use of the orbit algebra of M , discussed in [3, §3.8] . This is a graded algebra such that the dimension of the n th homogeneous component equals f M (n).
Claim. Suppose F is empty. Then the orbit algebra of M is a finitely generated polynomial ring.
Proof of Claim. Since F is empty, there are finitely many finite structures F 1 , . . . , F n such that Aut(M ) = Π i≤n (Aut(F i ) Wr S ∞ ).
By [3, 3 .32], the orbit algebra of a direct product is the tensor product of the orbit algebras of the factors. Thus it suffices to prove the claim when there is only a single F i . By [3, 3.33 ], for any G, the orbit algebra of G Wr S ∞ is a polynomial ring with f G (n) homogeneous generators of degree n for all n ≥ 1, so we are finished. ♦ By the Claim, if F is empty, then there are c > 0 and k ∈ N such that f M (n) ∼ cn k . It remains to show that if F is non-empty, this has little effect.
Suppose F has size ℓ, and let G = Aut(M ). Then by the Claim,
If M is a hereditarily cellular structure of depth d, then the growth rate of Aut(M ) will essentially be that of Aut(N ) Wr S ∞ , for some N a hereditarily cellular structure of depth d−1. By [3, 3.7] , for any G, we have f G Wr S∞ (t) = Π n≥1 (1 − t n ) −f G (n) . Applying another result giving asymptotics for such generating functions yields the following. (1) If f H (n) = (a + o(1))n k , then there is a constant b = b(a, k) such that f G (n) = exp (b + o(1))n 1− 1 k+2 .
(
Proof. We proceed by induction on the construction of Aut(M ) from finite groups, using Lemma 2.13.
For the base case, Aut(M ) is the ω-stretch of Aut(N ), for some cellular N . Thus there is some H ≤ Aut(N ) of finite index such that H Wr S ∞ ≤ Aut(M ) ≤ Aut(N ) Wr S ∞ . By Lemma 4.3, f N (n) ∼ an d for some a > 0, d ∈ N, and so by Lemma 3.5, f H (n) is within a constant factor of an d . Applying Theorem 4.4(1) gives the desired bounds.
For the inductive step, Aut(M ) is the loose union of Aut(N 1 ) and Aut(N 2 ), where N 1 has depth 2 and N 2 has depth at most 2. We may assume the result holds for N 1 and for N 2 if it has depth 2. Otherwise N 2 is cellular, and so has polynomial growth by Lemma 4.3, or is finite. Regardless, the result follows by noting Aut(M ) is a finite index subgroup of Aut(N 1 ) × Aut(N 2 ), and applying Lemmas 3.6 and 3.5.
Lemma 4.6. Suppose M is hereditarily cellular of depth d ≥ 3. Then there is k ∈ N such that, letting log r (n) denote the r-fold iterated logarithm, f M (n) = Θ n (log d−2 (n)) 1/k Proof. We proceed by induction on d. For both the base case and inductive step, we perform another induction on the construction of Aut(M ) from finite groups. The proof is as in Lemma 4.5, except we use the relevant part of Theorem 4.4.
Applications
The following two theorems of Simon reduce many questions about growth rates of ω-categorical M to the case where M is stable. . Then M must be stable, but not ω-stable.
The following theorem was initially proven by Macpherson [8] with the constant c = 2 1/5 in place of 2. This was then improved to c ≈ 1.324 by Merola [11] , and then to c ≈ 1.576 by Simon [15] . The bound c = 2 is optimal, as shown by the "local order" S(2) (see [3, §3.3] ). is not constant equal to 1. Then there is some polynomial p(n) such that f M (n) > 2 n p(n) . Proof. Suppose M is a counterexample. By Theorem 5.3, M must be stable. By Theorem 3.9, M must be monadically stable, and so hereditarily cellular. But the only infinite primitive hereditarily cellular structure is a pure set.
Remark 5.5. We could also use the fact that Theorem 5.3 shows M cannot be ω-stable, and then apply Theorem 2.8.
We now show there is a gap from slower than exponential growth rates to roughly φ n , and almost completely characterize the spectrum of slower than exponential growth rates.
Theorem 5.6. Suppose f M (n) < φ n p(n) , for every polynomial p(n), where φ is the golden ratio. Then f M (n) is slower than exponential.
(1) There are c > 0, k ∈ N such that f M (n) ∼ cn k .
(2) There is k ∈ N such that f M (n) = exp Θ n 1− 1 k (3) Let log r (n) denote the r-fold iterated logarithm. There are k, r ∈ N such that f M (n) = exp Θ n (log r (n)) 1/k Proof. By 5.1, we may assume M is stable, and so M must be hereditarily cellular. The result then follows from Lemmas 4.3, 4.5, and 4.6.
In particular, we confirm the following conjecture of Macpherson.
Corollary 5.7 ([9, Conjecture 1.4]). Suppose M is such that f M (n) is not bounded above by a polynomial, but there is some ǫ > 0 such that f M (n) is bounded above by e n 1−ǫ . Then there is some k ∈ N such that, for any ǫ > 0 exp
Our final two results are already known, but are immediate consequences Theorem 5.6. Corollary 5.9 was originally conjectured by Cameron [3, §3.6] , and [5] proves the stronger result if f M (n) is bounded above by a polynomial, then the orbit algebra of M is Cohen-Macaulay. 
Questions
As mentioned before Theorem 5.4, the local order S(2) shows the constant c = 2 there is optimal. The following conjecture is mentioned in [15] . Conjecture 1. Suppose G is primitive and there are polynomials p(n), q(n) such that 2 n p(n) < f G (n) < 2 n q(n) . Then G is either Aut(S(2)), or the group of automorphisms and anti-automorphisms of S(2).
We have noted the growth rate of an ω-categorical structure is the same as the function ϕ M (n) counting the n-substructures of a homogeneous ωcategorical structure. However, we may consider ϕ M (n) for an arbitrary countable structure (e.g., see [14] ), or even more generally count the isomorphism types of size n in an arbitrary hereditary class (e.g., see [6] ). For slow growth rates, the spectrum of growth rates seems to generally be approximately the same for all three questions. For example, the analogue of 5.7 holds for hereditary classes of graphs [1] . Conjecture 2. Corollaries 5.7 and 5.8 hold for the growth rate of a hereditary class of structures in a finite relational language. Now that we have classified the stable ω-categorical structures with slower than exponential growth rate, the results of [15] , particularly the proof of Theorem 5.1, give a lot of information about the unstable case. Question 1. What are the ω-categorical structures with slower than exponential growth rate?
The hypothesis for [15, Theorem 5.1] is not that the growth rate of M is slower than exponential, but that it is slower than 2 n p(n) for every polynomial p(n). Thus it also gives information about structures with growth rates roughly between φ n and 2 n , where φ is the golden ratio.
In the case of growth rates of ordered structures, a prominent role seems to be played by an ordered analogue of cellular structures called almost multichainable structures (e.g., see [12] ). These are defined identically to cellular structures, except that in condition (5) of Definition 2.5, Aut(M ) (M \C) need only induce (a supergroup of) Aut(Q, ≤) on C/E 1 . (For example, consider the structure consisting of infinitely many equivalence classes of size 2, such that the quotient is isomorphic to (Q, ≤).) We believe structures in this interval of growth rates should be built from almost multichainable structures, which largely control the growth rate, and structures with slower than exponential growth. Towards this, we make the following conjecture. Some evidence is provided by the paragraph following [12, Theorem 1.6].
Conjecture 3. Suppose M is ω-categorical and there exists a polynomial p(n) such that φ n p(n) < f M (n) < 2 n q(n) for every polynomial q(n), where φ is the golden ratio. Then M embeds an almost multichainable structure.
Finally, we note that one can analogously define hereditarily almost multichainable structures, which do not seem to have been studied. Question 2. Do hereditarily almost multichainable structures explain any gaps in the spectrum of growth rates? Do they coincide with ω-categorical monadically NIP structures?
Regarding monadically NIP structures, we mention that [2] conjectures a tree decomposition for such structures analogous to the one provided there for the monadically stable case.
