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  We had powerful tool to deal with transaction because relation database 
appeared. But with the development of database focus on special field such as 
time database、space database、multimedia database、engineering database、
statistic database and so on, a lot of data overrun into computer with a high seed 
never emerge. Only simply query on these data can’t meet our requirements. 
From the view of information transacting, people hope that computer can help 
us to analyze and understand these quantities of data and attain useful 
information from them and make decision based on them. 
Clustering is one of the most flourish directions of data mining. It has been 
applied abroad at other scientific fields such as statistic、pattern identify、image 
transaction. Clustering is defined that grouping the data into many cluster. 
Many clustering algorithms have been proposed so far, and the DBSCAN 
algorithm that was density-based was famous for it’s advantages. In order to 
decrease the amount of regional queries and operations of I/O, some people 
suggested some advanced algorithms such as FDBSCAN, GDBSCAN and such 
on. With the development of application, incremental clustering algorithm 
became more important,  while the incremental clustering algorithms have 
been suggested have a lot of limitation. This article put up a new clustering 
algorithms, LSNCCP which improve the efficiency of DBSCAN. Based on it, 
we propose a new effective incremental clustering algorithm called INCCP, 
which can be used to improve the efficiency of LSNCCP too. At last, we 
analyze the advantage and disadvantage between our algorithm and other 
algorithms that are based on density. 
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第一章 引 言 1
























































1)     算法对大型数据库应该是有效的和可伸缩的，即算法应该随着
数据库大小的变化，其运行时间应该线性变化。  


















3)     算法应该对噪声不敏感。现实世界中的数据库都包含了孤立
点，空缺，未知数据或者错误数据，形成噪声数据，聚类算法
应该能够很好的处理这样的数据点。  





5)    不要求了解数据的先验知识，不对用户作领域知识输入的要求。
许第一章引燕多聚类算法要求用户输入参数，聚类结果对输入
参数比较敏感，好的算法应该尽量减少对用户的这种要求。  
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