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Résumé
L’amélioration du contraste des images échographiques occupe une place impor-
tante en imagerie ultrasonore médicale puisque la qualité des images impacte directe-
ment le diagnostic médical. Les imageries de contraste sous et ultra-harmoniques sont
deux techniques permettant de produire des images à fort contraste. Le développe-
ment de techniques de filtrage, permettant de mieux extraire les composantes sous et
ultra-harmoniques présentes dans les signaux renvoyés par les produits de contraste
ultrasonore, a pour conséquence d’améliorer encore plus le contraste des images.
Les modèles non linéaires dits « boîtes noires » du type Volterra, Hammerstein, et
Wiener, sont souvent utilisés pour identifier et modéliser les systèmes non linéaires
tels que les produits de contraste ultrasonore. Ces modèles, bien que très bien adaptés
pour modéliser les composantes harmoniques entières, ne le sont plus en présence
de sous et ultra-harmoniques. Dans les années 2000, une méthode permettant la
modélisation de sous et ultra-harmoniques en utilisant un modèle de Volterra à
plusieurs entrées (Muliple Input Single Output : MISO) a été développée. Pourtant,
bien que cette méthode soit complètement originale dans le domaine considéré, les
points clés qui la sous-tendent ne sont pas clairement identifiés. C’est en identifiant
clairement les points clés de la méthode existante que nous pouvons la généraliser
et proposer plusieurs nouveaux paradigmes pour la modélisation et l’extraction de
sous et ultra-harmoniques. Nous proposons alors des alternatives beaucoup plus
simples du type mono-entrée mono-sortie (Single Input Single Output: SISO). En
modulant en fréquence l’entrée du système, nous avons pu ainsi identifier les réponses
impulsionnelles des différents canaux du modèle de Hammerstein généralisé. À partir
de ce cadre général, nous avons aussi proposé de nouvelles approches pour réduire
la complexité du modèle de Volterra.
Mots clés : Extraction, Hammerstein, identification, modélisation, modèle NMA,
MISO, SMISO, sous-harmoniques, réduction de la complexité, ultra-harmoniques,
Volterra, imagerie sous-harmonique, imagerie ultra-harmonique
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Abstract
Contrast enhancement of echographic images occupies an important place in
medical ultrasound imaging, since the quality of images has a direct impact on med-
ical diagnosis. Sub and ultra-harmonic contrast imaging are two imaging techniques
that provide high contrast images. Developing filtering techniques, that allow better
extraction of sub and ultra-harmonic components present in the echo backscattered
by the ultrasound contrast agents, results in additional improvement of the contrast.
Non linear models known as “black box” models, like Volterra model, Hammerstein
model, and Wiener model are usually used to identify and model non linear systems
such ultrasound contrast agents. Although these models are well suited to model
integer harmonic components, they are not suitable in the presence of sub and
ultra-harmonic components. In the 2000s, A method that allows the modeling of
sub and ultra-harmonic components, using a multi inputs single output Volterra
model (MISO) has been developed. Although this method was original in the
considered domain, the key points underlying this method are not clearly identified.
By clearly identifying the key points of the existing method, we can generalize it
and propose new paradigms for modeling and extraction of sub and ultra-harmonics.
We propose much simpler alternatives based on single input single output (SISO)
models. By modulating the input frequency of the system, we can also identify the
different impulse responses of the different channels of the generalized Hammerstein
model. From this general framework, we also propose new approaches to reduce the
complexity of Volterra model.
Keywords : Complexity reduction, extraction, Hammerstein, identification,
MISO, NMAmodel, SMISO, sub-harmonics, ultra-harmonics, Volterra, sub-harmonic
imaging , ultra-harmonic imaging.
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Introduction
L
’imagerie ultrasonore est couramment utilisée en diagnostic médical et
ceci depuis les années 1970. C’est parce que cette technique est non
invasive et pas coûteuse, qu’elle est largement utilisée pour une grande
variété d’examens médicaux. Son principe consiste à émettre une onde ultrasonore
vers l’organe, ou le milieu à imager, et à recevoir l’écho renvoyé par le milieu
[Wild et Neal, 1951, Szabo, 2004]. C’est à partir de l’écho reçu que l’image écho-
graphique est construite. Le principe de l’imagerie ultrasonore est représenté sur la
figure 1.
Figure 1 – Schéma de la chaîne d’imagerie ultrasonore.
Initialement, en imagerie ultrasonore conventionnelle mode B, l’émission et la
réception se font à la même fréquence f0. Ainsi, l’image est reconstruite à partir du
signal reçu à f0.
Ensuite, plusieurs améliorations ont été apportées à l’imagerie ultrasonore, afin
d’augmenter la qualité de l’image, et notamment le contraste. Dans ce cadre, l’intro-
duction des produits de contraste ultrasonore a lancé la production d’une nouvelle
génération d’échographes avec un meilleur contraste.
Les produits de contraste ultrasonore, constitués de microbulles gazeuses encap-
sulées dans des coques phospholipidiques, sont caractérisés par un comportement non
linéaire suite à l’interaction avec une onde ultrasonore. La première manifestation
de cette non linéarité est la génération d’harmoniques, c’ast à dire des fréquences
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aux multiples entiers (2f0, 3f0, . . .) de la fréquence d’excitation sinusoïdale. Ainsi, la
présence d’harmoniques dans les échos renvoyés par les microbulles et leur absence
dans l’écho du tissu environnant, a permis de mieux différencier ces deux régions dans
l’image. L’imagerie du second harmonique était née [Schrope et Newhouse, 1993].
Elle consiste donc à émettre une impulsion à la fréquence f0 et à construire l’image
à la seconde harmonique 2f0.
Pour construire l’image, la composante 2f0 peut être obtenue par l’application
d’un filtre linéaire passe bande centré autour de 2f0. Or, pour un meilleur contraste,
d’autres techniques de filtrage sont préférées. La modélisation non linéaire en uti-
lisant les filtres non linéaires optimaux peut être choisie. Des études ont montré
que l’utilisation du filtre optimal non linéaire de Volterra, a permis de construire
des images dont le contraste est plus élevé que celui obtenu en utilisant le filtrage
linéaire passe bande.
Ensuite, pour surmonter les limitations de l’imagerie du second harmonique, liées
principalement à la possibilité de la génération de la seconde harmonique au niveau
du tissu, de nouvelles techniques d’imagerie ultrasonore de contraste ont été dévelop-
pées. Ces techniques reposent aussi sur la non linéarité des microbulles. En fait, en
plus de la génération d’harmoniques, d’autres composantes fréquentielles peuvent
être générées suite à l’interaction entre la microbulle et l’onde ultrasonore. Des
fréquences aux multiples non entiers de la fréquence d’excitation appelées les sous
et les ultra-harmoniques peuvent aussi être observées dans l’écho de la microbulle,
mais jamais dans celui du tissu. Ce phénomène a permis d’introduire deux nouvelles
techniques d’imagerie : l’imagerie sous-harmonique et l’imagerie ultra-harmonique.
Comme leurs noms l’annoncent, l’imagerie sous-harmonique consiste à émettre à
f0 et à construire l’image à la fréquence sous-harmonique
f0
2
, alors que l’imagerie
ultra-harmonique consiste à émettre à f0 et à construire l’image aux composantes
ultra-harmoniques (3f0
2
, 5f0
2
, . . .).
La question importante qui se pose alors lorsqu’on parle de l’imagerie sous et
ultra-harmonique est « comment peut-on récupérer les composantes sous et ultra-
harmoniques d’une manière optimale pour construire une image échographique de
meilleur contraste ? »
La recherche d’une réponse à cette question nous a orienté vers le filtrage optimal,
comme dans le cas de l’imagerie du second harmonique où le filtre de Volterra a été
utilisé. Or, la différence ici, dans le cas de l’imagerie sous et ultra-harmonique, est que
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les filtres non linéaires optimaux ne sont pas tous adaptés aux composantes sous et
ultra-harmoniques. En particulier, le filtre de Volterra, et les autres filtres NMA (non
linéaires à moyenne mobile) ne le sont pas [Boyd et al., 1984]. Ils sont incapables
de modéliser les composantes sous et ultra-harmoniques présentes dans l’écho de la
microbulle. Donc, ces filtres ne sont pas directement applicables en imagerie sous et
ultra-harmonique.
Dans cette thèse, nous nous intéressons à chercher des solutions possibles permet-
tant de modéliser les sous et ultra-harmoniques en utilisant des filtres NMA (Volterra
et Hammerstein généralise). Plusieurs méthodes sont développées et appliquées sur
des signaux simulés renvoyés par des microbulles.
Ce manuscrit est composé de deux parties. La première partie, qui représente une
étude bibliographique et un état de l’art, est formée de deux chapitres. Le premier
chapitre présente l’imagerie ultrasonore de contraste et ses différentes techniques.
Le deuxième chapitre présente des généralités sur les outils de l’identification et
la modélisation non linéaire qui seront utilisées dans la thèse. La deuxième partie,
formée des chapitres 4 à 8, décrit nos contributions et leurs applications.
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Chapitre 1
Imagerie ultrasonore de contraste
L’imagerie ultrasonore est une modalité d’imagerie non invasive utilisée pour le
diagnostic médical. Elle consiste à transmettre une onde ultrasonore dans le milieu à
imager et à recevoir l’écho renvoyé par le milieu [Wild et Neal, 1951]. Pour améliorer
la qualité des images échographiques, une étape de post-traitement du signal reçu est
introduite avant la construction de l’image [Szabo, 2004, Contreras Ortiz et al., 2012].
Au cours des dernières décennies, des améliorations ont été apportées à l’imagerie
ultrasonore. En particulier, l’utilisation des produits de contraste ultrasonore a
constitué une révolution dans l’imagerie ultrasonore [Frinking et al., 2000], en intro-
duisant l’imagerie de perfusion du myocarde, du foie, et de tumeurs, par exemple.
Les produits de contraste utilisés sont constitués de microbulles de gaz injectées
dans le réseau vasculaire par voie intraveineuse. La nature de l’interaction entre les
microbulles et les ultrasons peut être très variée selon les conditions d’utilisation des
microbulles (taille, gaz,. . . ) et de l’excitation ultrasonore (fréquence, pression,. . . ).
Les proporiétés spécifiques de l’onde renvoyée ont permis d’introduire de nouvelles
techniques d’imagerie ultrasonore dites de contraste. Les nouvelles techniques asso-
ciées contribuent à la production d’images échographiques à fort contraste, concou-
rant à l’amélioration du diagnostic médical des pathologies vasculaires. Un schéma
fonctionnel du système d’imagerie ultrasonore de contraste est représenté dans la
figure 1.1.
Nous décrivons dans le reste de ce chapitre les caractéristiques des produits de
contraste ultrasonore, leur interaction avec les ultrasons et les modèles décrivant
leur dynamique. Ensuite nous présentons les différentes techniques de l’imagerie
ultrasonore de contraste.
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Figure 1.1 – Schéma de la chaîne d’imagerie ultrasonore de contraste.
1.1 Les produits de contraste ultrasonore
En 1968, Gramiak et Shah ont observé un rehaussement de l’écho renvoyé par
le sang suite à l’injection de solutions comme le vert d’indocyamine, le sérum phy-
siologique, ou le sérum alcalin dans le réseau vasculaire [Gramiak et Shah, 1968].
Ce rehaussement qui augmente le contraste de l’image est dû à la présence dans
la solution injectée de bulles de gaz très échogènes en raison de leur densité et
compressibilité très différentes de celles du sang. Un autre facteur contribuant au
rehaussement de l’écho recueilli est dû à la nature résonante des bulles de gaz soumis
à un faisceau ultrasonore.
Toutefois, l’utilisation de ces premiers produits de contraste a été limitée par leur
durée de vie très courte (moins d’une seconde) et leur taille élevée empêchant leur
passage à travers les capillaires pulmonaires. Pour contourner ce problème, durant
deux décennies, des efforts ont été portés sur le développement d’agents de contraste
plus stables et plus petits. Des microbulles composées de gaz lourd, ont alors été
développées, pour diminuer leur vitesse de dissolution dans le sang et augmenter la
durée de l’examen (quelques minutes). De plus la bulle de gaz es entourée par une
enveloppe composée de protéines, de phospholipides, de surfactants ou de polymères,
afin de la protéger. Notez enfin que les microbulles ont des diamètres allant de 0, 5
à 20 µm.
1.1.1 Interaction microbulle-ultrasons
Suite à une excitation ultrasonore, la réponse de la microbulle gazeuse est assujet-
tie à deux phénomènes. Tout d’abord, sa grande impédance acoustique au regard de
celle des tissus, provoque la réflexion de l’onde sur la surface de la microbulle. L’autre
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phénomène est la résonance. En effet, sous l’effet d’une impulsion ultrasonore, lorsque
la taille de la microbulle est plus petite que la longueur d’onde de l’onde ultrasonore,
il se produit le phénomène de pulsation de volume. La microbulle se comprime
dans le demi cycle positif de l’onde ultrasonore, et se dilate dans le demi cycle
négatif. La microbulle se comporte alors comme un oscillateur harmonique amorti.
Elle devient un système résonnant capable d’emmagasiner un maximum de l’énergie
à la fréquence de résonance. Cette fréquence de résonance est reliée à la taille de la
microbulle [Medwin, 1977].
La réponse de la microbulle dépend aussi de l’amplitude de la pression acoustique
incidente. Pour de faibles amplitudes, la phase de compression de la microbulle
est la même que celle durant la phase de dilatation. La microbulle oscille alors
linéairement en fonction de la pression acoustique. Pour des amplitudes plus élevées,
la compression est généralement retardée par rapport à la dilatation. L’oscillation
de la microbulle est maintenant asymétrique et résulte en une réponse non linéaire
[de Jong et al., 1994]. L’écho renvoyé par la microbulle contient alors, en plus de
la fréquence d’excitation, des composantes à des fréquences multiples entiers de
la fréquence d’excitation, (les harmoniques). Si l’amplitude de l’onde ultrasonore
augmente encore, il se produit la rupture des microbulles accompagnée par une
augmentation de l’écho renvoyé pour un temps court.
1.1.2 Modélisation du comportement d’une microbulle
Des nombreuses études ont été menées pour développer des modèles analytiques
décrivant le comportement d’une microbulle soumise à une excitation ultrasonore.
Le travail fondateur est mené en 1917 par Lord Rayleigh qui a développé un modèle
pour décrire le comportement oscillatoire d’une cavité sphérique dans un liquide
incompressible, non visqueux [Rayleigh, 1917]. En 1949 Plesset modélisa la dy-
namique d’une bulle de vapeur soumise à une pression acoustique en prenant en
considération la tension de surface au niveau de l’interface liquide/vapeur. Ensuite,
Noltingk et Neppiras ont adapté l’équation du mouvement pour une bulle de gaz
[Noltingk et Neppiras, 1950]. Par la suite, l’intégration de la viscosité du milieu
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conduit à l’équation connue sous le nom de Rayleigh-Plesset [Lauterborn, 1976] :
ρ
(
r(t)r¨(t) +
3
2
r˙(t)2
)
=
(
p0 +
2σ
r0
− pν
)(r0
r
(t)
)3kp
−
4µr˙(t)
r(t)
−
2σ
r(t)
+pv−p0−p(t),
(1.1)
où ρ est la masse volumique du milieu, r(t) est le rayon instantané de la bulle, r˙(t)
est la vitesse instantanée de la bulle, r¨(t) est l’accélération de la bulle, r0 est le rayon
initial de la bulle, σ est la tension de surface, kp est le coefficient polytropique du
gaz, µ est la viscosité, p0 est la pression ambiante, pv(t) est la pression de vapeur et
p(t) est la pression acoustique.
Ensuite, cette équation a été améliorée par Keller et Miksis pour tenir compte
de l’amortissement induit par le rayonnement de la bulle [Keller et Miksis, 1980].
L’équation améliorée connue sous le nom de l’équation de Keller-Miksis s’écrit sous
la forme [Brenner et al., 2002] :
ρ
[
r(t)r¨(t)
(
1− r˙(t)
c
)
+ 3
2
r˙(t)2
(
1− r˙(t)
3c
)]
=(
1 + r˙(t)
c
+ r(t)
c
d
dt
(pv(t))
)(
p0 +
2σ
r0
− pv(t)
)(
r0
r(t)
)3kp
− 4µr˙(t)
r(t)
− 2σ
r(t)
+ pv(t)− p0 − p(t) ;
(1.2)
avec c est la célérité de l’onde dans le milieu.
Ensuite, d’autres modèles ont été développés pour les microbulles encapsulées.
En 1995 Church a proposé une version modifiée de l’équation de Rayleigh-Plesset,
en introduisant les paramètres de viscoélasticité, et d’épaisseur de la paroi de la coque
ainsi que le module de cisaillement dans l’équation de Rayleigh-Plesset [Church, 1995].
D’autres travaux ont été menés ensuite pour optimiser ces équations [Hoff, 2001].
En 2005 Maramattont et al. ont proposé un modèle pour de grandes oscillations
[Marmottant et al., 2005]. L’équation de la microbulle encapsulée s’écrit alors :
ρ
(
r(t)r¨(t) + 3
2
r˙(t)2
)
=
[
p0 +
2σ(r(0)
r0
] (
r(t)
r0
)−3kp (
1− 3k
c
˙r(t)
)
− p0 −
2σ(r)(t)
r(t)
−4µ(˙r)(t)
r(t)
− 4ksr˙(t)
r(t)2−p(t)
,
(1.3)
avec ks la viscosité de l’enveloppe.
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1.2 Techniques d’imagerie de contraste ultrasonore
Le comportement non linéaire des microbulles est caractérisé par la présence de
nouvelles fréquences dans l’écho renvoyé par les microbulles lorsque des dernières
sont excitées par des signaux ultrasonores sinusoïdaux. Les valeurs des fréquences
générées sont fonctions de la fréquence de l’excitation ultrasonore, de la pression
acoustique et des paramètres des microbulles. Selon les fréquences générées par
les microbulles, plusieurs techniques d’imagerie ont été développées. Ces techniques
peuvent être regroupées en deux catégories, selon le nombre d’impulsions utilisées à
l’émission. On distingue les techniques mono-impulsionnelle et multi-impulsionnelle.
Dans cette section, nous allons détailler les techniques mono-impulsionnelle qui
seront utilisées dans cette thèse.
1.2.1 Imagerie fondamentale
Avant de considérer la non linéarité des microbulles en imagerie conventionnelle
mode B, rappelons que ces dernières, lorsqu’elles sont soumises à une émission à
f0 renvoient un écho à f0. De ce fait, la forte capacité des microbulles à diffuser
les ultrasons à la fréquence d’excitation a permis une amélioration de l’échogénicité
des tissus perfusés. Cependant, cette technique présente des limitations liées à la
présence des tissus fortement échogènes (ex. myocarde), ce qui réduit la détection des
microbulles. De plus, la détection des microbulles est aussi limitée dans l’imagerie de
petits vaisseaux où la concentration des microbulles est faible [de Jong et al., 2000].
1.2.2 Imagerie du second harmonique
L’imagerie du second harmonique est l’une des premières techniques développées
pour l’imagerie de contraste [Schrope et Newhouse, 1993]. Elle repose sur le principe
que les tissus ont un comportement a priori linéaire en présence des ultrasons. Ils
réflechissent l’onde ultrasonore à la même fréquence que l’excitation. Par contre, les
microbulles qui vibrent d’une manière non linéaire réfléchissent l’onde ultrasonore
à des multiples entiers de la fréquence d’excitation. L’écho renvoyé par les micro-
bulles contient alors, en plus de la fréquence d’excitation (fréquence fondamentale),
les harmoniques (2f0, 3f0, . . .). Cette propriété est utilisée pour mieux différencier
les vaisseaux perfusés du tissu environnant. L’imagerie du second harmonique (ou
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harmonique standard) consiste à émettre une onde ultrasonore à la fréquence f0 et
à recevoir l’écho à la seconde harmonique 2f0 en utilisant des filtres passe-bandes
centrés autour de 2f0 (figure 1.2). L’imagerie du second harmonique a permis d’ap-
porter une augmentation du contraste des images par comparaison avec l’imagerie
mode B.
L’imagerie du second harmonique présente aussi des limitations liées à la bande
passante limitée des sondes échographiques usuelles. La seconde harmonique doit
être présente dans la gamme de sensibilité du transducteur ultrasonore. Pour cela,
la fréquence d’excitation est généralement choisie au 2
3
de la fréquence centrale de
la sonde, et la seconde harmonique est récupérée alors au 4
3
de cette fréquence
[Hossack et al., 2000]. Une autre limitation est liée au recouvrement fréquentiel pro-
duit entre la fréquence fondamentale et la seconde harmonique. Dans ce cas, une com-
posante linéaire à la fréquence 2f0 persiste après filtrage ce qui dégrade le contraste
de l’image. Pour éviter ce problème, il faut envoyer des impulsions ultrasonores
bande étroite de durée plus longue, ce qui impose à son tour un compromis entre la
résolution spatiale et le contraste.
Figure 1.2 – Schéma de l’imagerie de seconde harmonique.
En plus, la nécessité d’appliquer des pressions acoustiques élevées pour pouvoir
générer les harmoniques, induit des distorsions qui s’accumulent lors de la propaga-
tion de l’onde dans le milieu. Ces distorsions, attribuées à la propagation non linéaire,
provoquent la génération d’une composante 2f0 qui sera réflechie par les tissus et les
microbulles. Une composante harmonique est présente alors dans l’écho des tissus,
contribuant par la suite à la diminution du contraste de l’image [Averkiou, 2000].
1.2.3 Imagerie superharmonique
A de fortes excitations ultrasonores, les microbbules peuvent générer en plus de la
seconde harmonique, des harmoniques supérieures (3f0, 4f0, . . .) [de Jong et al., 2002].
Ces fréquences sont beaucoup moins présentes dans la réponse de l’écho des tissus
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que dans le produit de contraste. L’imagerie superharmonique consiste à émettre
à la fréquence f0 et recevoir l’écho aux fréquences harmoniques supérieures. Cette
technique a permis de rehausser le contraste de l’image en éliminant le signature
harmonique présent dans l’écho des tissus non perfusés. Cependant, cette technique
nécessite la conception de sondes ultrasonores ayant de larges bandes passantes
comme proposé Bouakaz et ses collègues [Bouakaz et al., 2002].
1.2.4 Imagerie sous-harmonique
Une autre manifestation de la non linéarité des microbulles est la génération
de composantes sous-harmoniques à la moitié de la fréquence d’excitation. La ré-
ponse sous-harmonique des microbulles est reliée au comportement dit « compression
only » [Frinking et al., 2009]. Ce comportement signifie que les microbulles subissent
une forte compression pendant la phase de pression positive et une faible expansion
dans la phase négative [de Jong et al., 2007]. Les sous harmoniques sont générées
lorsque la pression acoustique incident dépasse un certain seuil [Shi et al., 1999], ce
seuil dépendant des propriétés mécaniques des microublles (viscosité, élasticité). Il
est minimal lorsque la fréquence d’excitation est proche du double de la fréquence
de résonance de la microbulle [Shankar et al., 1999]. Pour une fréquence optimisée,
la génération de sous-harmoniques est obtenue pour de faibles pressions acoustiques
évitant ainsi la destruction des microbulles [Chomas et al., 2002].
La génération de sous-harmoniques est une propriété exclusive des microbulles,
elles n’apparaissent pas dans l’écho des tissus aux fréquences et pressions utilisées
normalement en imagerie [Shankar et al., 1998]. Cette exclusivité a motivé l’uti-
lisation de cette composante sous-harmonique pour faire de l’imagerie afin d’aug-
menter le contraste par rapport au tissu CTR (Contrast to Tissue Ratio) de l’image.
L’imagerie sous harmonique consiste alors à exciter avec la fréquence f0 et à construire
l’image à partir de l’écho filtré autour de f0
2
(voir figure 1.3). Des études récentes
ont montré une augmentation du CTR par comparaison avec l’imagerie du second
harmonique [Goertz et al., 2006].
1.2.5 Imagerie ultra-harmonique
En plus de la génération des harmoniques et des sous-harmoniques. Des études
ont montré aussi la possibilité des microbulles à réfléchir l’onde ultrasonore à des
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Figure 1.3 – Schéma de principe de l’imagerie sous-harmonique.
fréquences ultra-harmoniques de la fréquence d’excitation (3
2
f0,
5
2
f0, . . .)
[Shi et Forsberg, 2000, Basude et Wheatley, 2001]. La génération des ultra-harmoniques
correspond à un phénomène de battement entre la fréquence fondamentale et la
seconde harmonique. L’étude faite par Basude et al. sur l’utilisation d’un produit de
contraste surfactant stabilisé ST68-PFC, a montré la présence de fréquences ultra-
harmoniques pour des pressions acoustiques comprise entre 0, 5MPa et 1, 1 MPa. La
génération des ultra-harmoniques est plus importante lorsque la pression augmente.
En plus, l’amplitude des ultra-harmoniques est comparable à celle de la seconde
harmonique. D’autre part, les ultra-harmoniques sont aussi caractéristiques de la
réponse des microbulles, et elles ne sont pas présentes au niveau des tissus. Ces deux
facteurs permettent l’utilisation de ces composantes pour faire de l’imagerie ultra-
harmonique afin d’augmenter le CTR des images par rapport à l’imagerie du second
harmonique.
D’après l’état de l’art, les différentes techniques d’imagerie ultrasonore de contraste,
citées dans ce paragraphe, présentent un CTR meilleur que les techniques d’imagerie
ultrasonore conventionnelle. Pour obtenir de meilleurs résultats et améliorer en plus
le contraste des images, des techniques de pré-traitement ou de post-traitement
peuvent être utilisées en complément. Le coût des systèmes de post-traitement étant
plus faible que celui des pré-traitments, nous limitons notre travail aux techniques
de post-traitement. Le post-traitement est appliqué à l’écho reçu par le transducteur
avant la construction des images, cette étape ayant pour but d’optimiser l’extraction
des composantes fréquentielles nécessaires à la construction de l’image.
Les techniques de post-traitement utilisées en imagerie ultrasonore de contraste
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sont des techniques d’identification et de modélisation non linéaire. En particulier
les filtres non linéaires sont utilisés. Dans le chapitre suivant, nous présentons un
état de l’art sur l’identification et la modélisation de systèmes non linéaires, avant
de passer à leur application en imagerie ultrasonore de contraste.
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Chapitre 2
Identification et modélisation de
systèmes non linéaires
2.1 Introduction
Comme nous l’avons mentionné dans le chapitre précédent, les microbulles, uti-
lisées en imagerie ultrasonore de contraste se comportent d’une manière non linéaire
lorsqu’elles sont excitées par une onde ultrasonore et ceux sont les propriétés non
linéaires des microbulles qui ont permis d’améliorer le contraste des images échogra-
phiques. En complément de bulles injectées, l’adoption de techniques d’identification
et de modélisation non linéaire pour le post-traitement de signaux renvoyés par les
microbulles a permis d’améliorer le contraste des images.
Dans ce chapitre, nous allons présenter un état de l’art de l’identification et de
la modélisation de systèmes non linéaires en se focalisant sur les modèles et les
méthodes d’identification qui seront utilisées dans cette thèse.
Les systèmes physiques sont divisés en deux classes : les systèmes linéaires et les
systèmes non linéaires. Un système est linéaire lorsque sa sortie dépend linéairement
de son entrée. Il obéit aux lois de superposition et d’homogénéité :
F{αu1(t) + βu2(t)} = αF{u1(t)}+ βF{u2(t)} (2.1)
où F{.} est le système considéré, et u1(t) et u2(t) sont deux entrées arbitraires
dépendant du temps t. α et β sont deux scalaires. Un système qui n’obéit pas aux
lois de superposition et d’homogénéité, est dit non linéaire.
Il est possible de caractériser un système non linéaire à travers la notion de
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distorsion. Cette notion de distorsion correspond à une déformation du signal, qui
n’est ni un gain, ni une atténuation, ni un retard, lors de sa transmission à travers un
système. Par conséquent, le signal obtenu à la sortie du système peut être légèrement
ou fortement différent du signal d’entrée. Pour un système non linéaire excité par
des signaux sinusoïdaux, deux types de distorsion peuvent se produire : la distorsion
harmonique et la distorsion d’intermodulation.
Considérons un système non linéaire excité par un signal sinusoïdal de fréquence
f0, la distorsion harmonique correspond alors à l’apparition à la sortie de nouvelles
fréquences, multiples entiers de f0 (f0, 2f0, . . . , Nf0 où N ∈ N∗), appelées les har-
moniques.
La distorsion d’intermodulation se produit lorsque le système non linéaire est
excité avec deux sinusoïdes de fréquences respectives fa et fb. Elle correspond à
l’apparition de composantes fréquentielles de type fa + fb, fa − fb, 2fa + fb, . . . ou
toute autre combinaison linéaire de la forme β1fa ± β2fb (β1, β2 ∈ Z).
Une autre manifestation de la non linéarité peut apparaître sous la forme de
composantes sous-ultra-harmoniques, multiples non entiers de la fréquence d’excita-
tion (f0
N
, 2f0
N
, . . .). Ce phénomène se produit dans les systèmes fortement non linéaires
[Nayfeh et Mook, 1979].
L’analyse et la commande de systèmes non linéaires, abordées à travers leur
modélisation et leur description, est souvent simplifiée moyennant l’introduction
d’hypothèses plus ou moins réalistes. Deux cas sont à considérer selon les informa-
tions disponibles sur les propriétés du système. Dans le cas où quelques propriétés
sont a priori connues et utilisées, la modélisation obtenue est dite boîte grise, dans
le cas où aucune information est disponible, la modélisation obtenue est dite boîte
noire.
L’objectif de la modélisation est de chercher à approximer le système à partir des
données mesurées en sortie et/ou en entrée. Les modèles utilisés décrivent alors une
relation entre l’entrée et la sortie du système afin de modéliser ou prédire la sortie du
système à l’instant qui vient. Cette relation est définie à travers des paramètres qui
doivent être déterminés pour chaque système. Cette étape de calcul des paramètres
est l’identification.
Historiquement, le terme « identification des systèmes » a été utilisé pour la
première fois par Lotfi Zadeh : « L’identification est la détermination, en se basant
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sur l’entrée et la sortie, d’un système appartenant à une classe spécifiée de sys-
tèmes, auquel le système étudié est équivalent. » [Zadeh, 1962]. En se basant sur
cette définition, l’identification des systèmes consiste à déterminer un vecteur de
paramètres du modèle qui minimise la différence entre la sortie mesurée du système
y(t) et la sortie modélisée du modèle yˆ(t). Le processus d’identification est constitué
de plusieurs étapes. Tout d’abord, une analyse simple est nécessaire pour connaître
les propriétés du système. En se basant sur ses propriétés, une structure du modèle
est choisie. Ensuite les paramètres sont estimés à partir des données entrée/sortie.
Enfin, une étape de validation est proposée pour vérifier que le modèle décrit bien le
système. Si non, une étape d’itération et de raffinement est nécessaire. Les différentes
étapes du processus d’identification sont représentées dans la figure 2.1.
Dans la littérature, plusieurs modèles non linéaires ont été proposés comme
le modèle de Volterra [Volterra, 1930], les modèles schéma-blocs (le modèle de
Hammerstein [Chang et Luus, 1971, Billings, 1980], le modèle deWiener [Lee, 1960],
. . . ), le modèle de réseaux de neurones [Chen et al., 1990], le modèle nonlinéaire
auto régressive (NAR), non linéaire à moyenne mobile (NMA), non linéaire auto-
régressive à moyenne mobile (NARMA) [Leontaritis et Billings, 1985], le modèle à
multiples entrées et une seule sortie (MISO) [Bendat, 1998], le filtre particulaire
[Arulampalam et al., 2002], le filtre de Kalman étendu [Sorenson, 1985].
Le choix du modèle le plus adapté au système étudié dépend des caractéristiques
du système et les modèles cités ci-dessus ne sont pas tous capables de décrire
complétement tout comportement non linéaire comme par exemple, la génération
de sous et ultra-harmoniques. Ce phénomène de génération peut être décrit avec un
modèle NARMA alors qu’il est absent dans le cadre du modèle de Volterra ou tout
modèle NMA en général, limitant ainsi leur utilisation.
Dans le cadre de l’imagerie ultrasonore de contraste, les techniques de l’identi-
fication et de la modélisation non linéaire sont utilisées comme des outils de post-
traitement. Les travaux menés dans ce domaine ont utilisé en post-traitement le
modèle de Volterra [Phukpattaranont et Ebbini, 2003] qui appartient à la famille
de modèles NMA. Ces derniers seront présentés dans le paragraphe suivant avant
d’expliquer leur utilisation en imagerie utlrasonore de contraste.
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Figure 2.1 – Organigramme du processus d’identification de systèmes.
2.2 Modèle de Volterra
2.2.1 Modélisation
Le modèle non linéaire à moyenne mobile NMA le plus connu est le modèle
de Volterra développé par Vito Volterra [Volterra, 1930]. Nobert Wiener a été
le premier a utilisé les séries de Volterra pour analyser les systèmes non linéaires
[Wiener, 1966]. Le modèle de Volterra est défini comme étant une décomposition de
Taylor avec effet de mémoire. Le modèle de Volterra, pour des signaux discrets, est
représenté dans la figure 2.2. Pour un système non linéaire d’entrée x(n) et de sortie
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Figure 2.2 – Schéma du modèle SISO (single input single output) Volterra.
y(n), en temps discret n, la représentation du modèle Volterra d’ordre P tronquée
à une mémoire finie M pour une utilisation pratique est donnée par :
yˆ(n) = Y0 +Y1[x(n)] + Y2[x(n)] + . . .+ Yp[x(n)] + . . .+ YP [x(n)]
= h0 +
M−1∑
m1=0
h1(m1)x(n−m1)
+
M−1∑
m1=0
M−1∑
m2=0
h2(m1, m2)x(n−m1)x(n−m2) + . . .
+
M−1∑
m1=0
M−1∑
m2=0
. . .
M−1∑
mp=0
hp(m1, m2, . . . , mp)x(n−m1)x(n−m2) . . . x(n−mp)
+ . . .
+
M−1∑
m1=0
M−1∑
m2=0
. . .
M−1∑
mP=0
hP (m1, m2, . . . , mP )x(n−m1)x(n−m2) . . . x(n−mP ),
(2.2)
où Yp[.] est l’opérateur de Volterra d’ordre p, p ∈ {1, 2, . . . , P}), Yp [x(n)] est la fonc-
tionnelle de Volterra d’ordre p. h0 est la composante continue, h1(m1) est l’équivalent
de la réponse impulsionnelle dans le cas d’un système linéaire, et hp(m1, m2, . . . , mp)
est le noyau de Volterra d’ordre p, c’est l’équivalent de la réponse impulsionnelle
d’ordre p. Le modèle de Volterra peut être vu alors comme étant la généralisation
de la notion de réponse impulsionnelle p-dimensionnelle dans le cas linéaire vers le
cas non linéaire.
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Une caractéristique importante du modèle de Volterra est que sa représentation
temporelle peut être transposée en une représentation en fréquence à travers la notion
de réponses fréquentielles généralisées (GFRFs pour generalized frequency response
functions). Les caractéristiques inhérentes du système non linéaire considéré peuvent
être étudiées en utilisant les GFRFs [Bedrosian et Rice, 1971, Bussgang et al., 1974].
Cette propriété permet de faire une analogie avec les méthodes de réponses fréquen-
tielles linéaires. Plusieurs phénomènes non linéaires peuvent être analysés en utilisant
les GFRFs comme la compression, la distorsion d’intermodulation et la distorsion
harmonique.
Une autre propriété tout aussi importante du modèle de Volterra est qu’il est
linéaire par rapport à ses paramètres. Cette propriété permet de représenter le
modèle de Volterra sous forme matricielle. Notez que le nombre NP total de noyaux
d’un modèle de Volterra d’ordre P est donné par [Lacoume et al., 1997] :
NP =
P∑
p=1
Mp, (2.3)
où M est la mémoire du modèle.
Le nombre total de noyaux augmente considérablement avec l’augmentation de
l’ordre et la mémoire du modèle. Une simplification peut être obtenue en considérant
la symétrie des noyaux. La symétrie signifie que les noyaux hp(m1, m2, . . . , mp) sont
invariants si l’ordre des indices mi, i ∈ {1, 2, . . . , p} est échangé [Schetzen, 1980]. Par
exemple, pour p = 2 :
h2(m1, m2) = h2(m2, m1). (2.4)
Cette symétrie réduit le nombre de noyaux à [Lacoume et al., 1997] :
NPsym =
P∑
p=1
CM+p−1p =
P∑
p=1
(M + p− 1)!
(M − 1)!p!
. (2.5)
Par exemple, pour P = 2 et M = 5 on a NP = 30 et NPsym = 20, soit une
réduction de 33% dans le cas symétrique.
Le modèle de Volterra est utilisé pour la modélisation d’une large variété de
systèmes non linéaires dans plusieurs domaines comme l’imagerie ultrasonore de
contraste [Phukpattaanont et al., 2003], la communication [Pavlenko et al., 2011],
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la modélisation de systèmes biologiques [Jing et al., 2012], l’enregistrement des
canaux magnétiques [Biglieri et al., 1994].
2.2.2 Méthodes d’identification du modèle Volterra
La précision de l’estimation des noyaux de Volterra détermine la précision du
modèle obtenu et par suite l’efficacité de la modélisation, d’où l’importance du choix
de la méthode d’identification. Plusieurs méthodes d’identification sont présentes
dans la littérature. Nous présentons ici un résumé de ces méthodes.
Une méthode fondamentale pour estimer les noyaux de Volterra est présentée
dans [Schetzen, 1981]. Cette méthode utilise l’impulsion de Dirac comme signal
d’entrée. Elle n’est pas très pratique pour l’estimation des noyaux, mais elle aide
à la compréhension du passage de la notion de la réponse impulsionnelle du sys-
tème linéaire au modèle de Volterra d’ordre supérieur. Une autre méthode an-
cienne est la méthode d’inter-corrélation décrite en détails dans [Schetzen, 1980,
Koh et Powers, 1985]. C’est une méthode statistique qui utilise l’auto-corrélation de
l’entrée et l’inter corrélation entre l’entrée et la sortie pour calculer les noyaux du
modèle de Volterra. Cette méthode nécessite que le signal d’entrée soit un bruit
blanc gaussien de moyenne nulle et suffisamment long pour assurer une estimation
précise des paramètres. Cette exigence qui constitue un inconvénient de la méthode
a limité son utilisation.
Ling et Rivera ont développé dans [Ling et Rivera, 2001] un algorithme en deux
étapes, qui consiste à estimer un modèle non linéaire auto-régressive à entrée exogène
(NARX) à partir de l’entrée et de la sortie du système. Ensuite les noyaux de
Volterra sont estimés à partir du modèle NARX afin de réduire le nombre de para-
mètres à estimer. Pour une estimation plus pratique des noyaux de Volterra, Dodd
et al. [Dodd et Harriso, 2002] ont développé une méthode basée sur l’utilisation
de noyaux reproduisants où le produit scalaire des différents termes du modèles
de Volterra est utilisé à la place des termes eux mêmes. D’autres méthodes qui
identifient le modèle de Volterra en utilisant des réseaux de neurones sont présen-
tées dans [Parker et Tummala, 1992, Liu et al., 1998, Aiordachioaie et al., 2001].
L’inconvénient de ces méthodes est qu’elles sont limitées aux modèles de faible
ordre et de faible mémoire. D’autres méthodes ont été développées en se basant
sur la méthode des moindres carrés et la méthode des moindres carrés récursive et
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adaptative [Westwick et Kearney, 1998, Koh et Powers, 1985]. D’autres méthodes
utilisent la transformée de Fourier de l’entrée et de la sortie pour estimer les noyaux
de Volterra dans le domaine fréquentiel [Cho et Powers, 1992, Nemeth et al., 2002].
Une autre approche pour estimer les noyaux du modèle de Volterra est d’utiliser des
algorithmes orthogonaux [Korenberg et al., 1988, Chen et al., 1989].
Dans notre travail, parce qu’elles sont les plus simples, nous utiliserons les mé-
thodes d’identification basées sur l’algorithme des moindres carrés [Haykin, 1991].
L’identification du modèle de Volterra par la méthode des moindres carrés vise à
minimiser l’erreur quadratique moyenne entre le signal de sortie du système y(n) et
le signal de sortie du modèle de Volterra yˆ(n). L’erreur quadratique moyenne (EQM )
entre y(n) et yˆ(n) est donnée par :
E[e(n)2] = E[(y(n)− yˆ(n))2], (2.6)
où E est le symbole de l’espérance mathématique.
L’équation (2.2) est écrite sous forme matricielle suivante :
y = X.h+ e, (2.7)
où e est l’erreur d’estimation :
e = [e(M − 1), e(M), . . . , e(L)]T ,
et le signal de sortie est :
y = [y(M − 1), y(M), . . . , y(L)]T ,
où L est la longueur du signal, où le vecteur des noyaux est :
h = [h1(0), h1(1), . . . , h1(M − 1), h2(0, 0), h2(0, 1), . . . , h2(M − 1,M − 1),
. . . , hP (0, 0, . . . , 0), . . . , hP (M − 1,M − 1, . . . ,M − 1)]
T ,
où la matrice de l’entrée est :
X = [xM−1,xM , . . . ,xL]
T , (2.8)
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avec :
xn = [x(n), x(n− 1), . . . , x(n−M + 1), x2(n), x(n)x(n− 1),
. . . , x2(n−M + 1), xP (n), x(n)x(n) . . . x(n− 1), . . . ,
xP (n−M + 1)]T ,
et avec n ∈ {M − 1,M, . . . , L}.
Le vecteur de noyaux h est calculé de façon à minimiser l’EQM entre y(n) et
yˆ(n) suivant l’équation :
argmin
h
(E[e(n)2]). (2.9)
Le vecteur de noyaux h est calculé d’après l’équation :
h = (XTX)−1XTy. (2.10)
Si la matrice (XTX) est mal conditionnée, des techniques de régularisation
peuvent aussi être utilisées comme la régularisation de Tychonov [Bibes et al., 2003].
Le signal modélisé yˆ(n) est donné par :
yˆ = X.h, (2.11)
avec
yˆ = [yˆ(M − 1), yˆ(M), . . . , yˆ(L)]T . (2.12)
2.3 Le modèle de Hammerstein et les autres mo-
dèles schéma-bloc
2.3.1 Introduction
Les modèles schéma-bloc forment une classe simplifiée du modèle de Volterra
[Pearson, 2003]. Ces systèmes sont construits comme des produits, des sommes ou
des cascades de systèmes élémentaires suivants :
– filtres linéaires dynamiques (à mémoire) ;
– fonctions non-linéaires statiques (sans mémoire).
Nous présentons dans cette section les modèles schéma-bloc les plus utilisés :
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– le modèle de Hammerstein simple : constitué du bloc non linéaire statique
suivi par le bloc linéaire dynamique [Billings, 1980, Chang et Luus, 1971] ;
– le modèle de Wiener simple : constitué du bloc linéaire dynamique suivi
par le bloc non linéaire statique [Lee, 1960] ;
– Le modèle de Hammerstein généralisé : formé par une succession de
modèles de Hammerstein simples montés en parallèle, et excités par une seule
entrée commune ;
– Le modèle de Wiener généralisé : formé par une succession de modèles de
Wiener simples montés en parallèle, et excités par une seule entrée commune ;
– Le modèle de Wiener-Hammerstein : constitué d’un bloc non linéaire
statique pris en sandwich entre deux blocs linéaires dynamiques ;
– Le modèle de Hammerstein-Wiener : constitué d’un bloc linéaire dyna-
mique pris en sandwich entre deux blocs non linéaires statiques.
Parmi ces modèles, considérons le modèle de Hammerstein généralisé, présenté
en figure 2.3, où la fonction non linéaire est un polynôme, et le bloc linéaire est un
filtre à réponse impulsionnelle finie (RIF). Dans ce cas, le modèle de Hammerstein
généralisé est un modèle NMA. Il est considéré comme étant un modèle de Volterra
diagonal. Il possède les mêmes propriétés que le modèle de Volterra et c’est pour
cela qu’il sera considéré dans notre travail. Le modèle de Hammerstein généralisé
est détaillé dans le paragraphe suivant.
Figure 2.3 – Schéma du modèle de Hammerstein généralisé.
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2.3.2 Modèle de Hammerstein généralisé
Le modèle de Hammerstein généralisé d’ordre P et de mémoire M en temps
discret n est donné par l’équation :
yˆ(n) =
P∑
p=1
yˆp(n)
=
P∑
p=1
(hp(n) ∗ zp(n))
=
P∑
p=1
(hp(n) ∗ Fp(x(n)))
=
P∑
p=1
M∑
m=1
hp(m)Fp(x(n−m)),
(2.13)
où (∗) est le produit de convolution, et hp sont les coefficients du filtre linéaire à
estimer. La fonction non linéaire est donnée par Fp(x(n)) = xp(n), le bloc linéaire
étant un filtre RIF caractérisé par ses coefficients hp, p ∈ {1, . . . , P}. Le modèle de
Hammerstein généralisé polynomial est représenté alors par l’équation :
yˆ(n) =
P∑
p=1
hp(n) ∗ x
p(n)
=
P∑
p=1
M∑
m=1
hp(m)x
p(n−m).
(2.14)
Le modèle de Hammerstein généralisé polynomial qui correspond au modèle de
Volterra ayant seulement les coefficients diagonaux (hp(mi, mj) = 0; ∀i 6= j), est
appelé modèle de Volterra diagonal.
2.3.3 Méthodes d’identification du modèle de Hammerstein
Les méthodes d’identification du modèle de Hammerstein peuvent être divisées
en plusieurs catégories. Les méthodes itératives qui consistent à estimer les para-
mètres d’une façon alternative en divisant les paramètres en deux sous-ensembles
[Narendra et Gallman, 1966, Voros, 1997]. Dans un premier temps, les paramètres
d’un sous-ensemble sont fixés et les paramètres de l’autre sont estimés. Dans un
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second temps, les sous-ensembles sont échangés. Cette méthode donne de bons ré-
sultats mais il y a un problème de convergence. La deuxième catégorie qui concerne la
méthode de surparamétrisation a été proposée dans [Chang et Luus, 1971, Bai, 1998].
Le modèle de Hammerstein surparamétrisé est linéaire par rapport à ses paramètres
et les algorithmes d’identification linéaires peuvent être alors utilisés. L’inconvénient
de ces méthodes est la grande dimension du système linéaire résultant, ce qui affecte
la robustesse et la convergence de la méthode. Il existe aussi la méthode stochastique
[Billings et Fakhouri, 1978, Greblicki, 1996], qui est limitée au cas où l’entrée est un
bruit blanc. Cette méthode utilise les propriétés du bruit blanc pour séparer la partie
non linéaire de la partie linéaire du modèle.
En 2005, Ding et al ont proposé un algorithme itératif des moindres carrés pour
identifier le modèle de Hammerstein [Ding et Chen, 2005]. L’algorithme est basé sur
le remplacement du bruit non mesurable par son estimé et de claculer les estimateurs
du bruit en se basant sur les paramètres estimés obtenus. Cet algorithme souffre
aussi d’un probléme de convergence. Pour nos applications, à travers cette thèse,
nous utilisons la méthode de moindres carrés expliqués dans la section 2.2.2 pour le
modèle de Volterra.
En 2000, Angelo Farina [Farina, 2000] a proposé une méthode, pour l’identi-
fication des systèmes non linéaires, par convolution non linéaire en utilisant des
signaux chirps. Cette méthode est ensuite utilisée pour identifier un modèle de
Hammerstein généralisé [Novak et al., 2010, Rébillat et al., 2011]. Cette technique
est utilisée dans le domaine de l’acoustique, elle est détaillée dans le paragraphe
suivant.
Identification du modèle de Hammerstein généralisé par convolution non
linéaire en utilisant des chirps
L’identification du modèle de Hammerstein généralisé par la méthode de convo-
lution non linéaire est donnée dans [Novak et al., 2010, Rébillat et al., 2011]. Elle
est basée sur la méthode présentée dans [Farina, 2000, Farina et al., 2001]. Farina
a développé une méthode pour analyser les systèmes non linéaires par convolution
non linéaire en utilisant un signal chirp exponentiel comme signal d’excitation.
Le concept de convolution a été initialement utilisé pour identifier la réponse
impulsionnelle d’un système linéaire. Ensuite, il a été étendu vers le cas non linéaire
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pour identifier les réponses impulsionnelles de différents ordres dans le cas de dis-
torsion harmonique.
La méthode développée par Farina dans [Farina, 2000] consiste à exciter le
système non linéaire avec un signal chirp exponentiel s(t) et à enregistrer le signal de
sortie y(t). La bande fréquentielle du signal s(t) est [f1c , f2c ], où f1c est la fréquence
de départ et f2c est la fréquence finale du signal. Ensuite, le filtre inverse sinv(t) du
signal s(t) est calculé de telle façon que :
s(t) ∗ sinv(t) = δ(t), (2.15)
où δ(t) est l’impulsion de Dirac. sinv(t) est tel que Sinv(f) = 1S(f) , où Sinv(f) et S(f)
sont les transformées de Fourier de s(t) et sinv(t) respectivement.
La convolution non linéaire entre y(t) et sinv(t) est donnée par :
y(t) ∗ sinv(t) =
+∞∑
k=1
gk(t+∆tp), (2.16)
où les gp(t) sont les réponses impulsionnelles d’ordre p ∈ {1, 2, 3, . . .}, et ∆tp est
l’écart temporel entre la réponse impulsionnelle linéaire (d’ordre p = 1) et la réponse
impulsionelle non linéaire d’ordre p, avec p > 1. La méthode est présentée en figures
2.4 et 2.5.
Figure 2.4 – Organigramme de l’identification de systèmes non linéaires par convolution non linéaire.
Les réponses impulsionnelles peuvent être encore représentées dans le domaine
fréquentiel en calculant la transformée de Fourier (TF) de gp(t). Les fonctions de
réponses fréquentielles Gp(f) sont données par :
Gp(f) = TF [gp(t)]. (2.17)
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Figure 2.5 – Réponses impulsionnelles gp(t) résultant de la convolution non linéaire y(t) ∗ sinv(t).
G1(f) est la réponse fréquentielle linéaire qui décrit la fréquence fondamentale.
Les fonctions Gp(f) décrivent successivement les fréquences harmoniques de la fré-
quence d’excitation. Gp(f) couvre la bande fréquentielle de [pf1c , f2c ].
Cette méthode est ensuite revisitée par [Novak et al., 2010] qui y introduisent
des améliorations pour l’adapter à identifier un modèle de Hammerstein généralisé.
Les modifications portent sur le signal d’excitation et sur le filtre inverse.
Le signal d’excitation utilisé dans [Farina, 2000, Farina et al., 2001] est un signal
chirp exponentiel donné par :
s(t) = sin
[
2pif1c
∫ t
0
exp
(
t′
R
)
dt′
]
= sin
{
2pif1cR
[
exp
(
t
R
)
− 1
]}
,
(2.18)
où f1c est la fréquence de départ à t = 0, et R est le taux de l’augmentation
exponentielle de la fréquence. Le paramètre R dépend de la durée T et de la fréquence
finale f2c du signal.
La phase du signal est s(t) est donnée par :
ϕ(t) = 2pif1cR
[
exp
(
t
R
)
− 1
]
. (2.19)
La fréquence instantannée fi(t) définie par la dérivée temporelle de la phase est
alors donnée par :
fi(t) =
d(ϕ)
dt
= f1c exp
(
t
R
)
. (2.20)
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Le retard de groupe tf(f), qui est la fonction inverse de la fréquence instantanée
fi(t) est donné par :
tf (f) = R ln
(
fi
f1c
)
. (2.21)
La longueur temporelle T du signal s(t) peut être exprimée comme étant l’écart
entre deux fréquences instantanées, la fréquence de départ étant f1c et la fréquence
finale étant f2c . Alors T est donnée par :
T = R ln
(
f2c
f1c
)
. (2.22)
Alors, le coefficient R est donné par :
R =
T
ln
(
f2c
f1c
) . (2.23)
Pour une utilisation en identification de système non linéaire, ce signal pose un
problème dû à la non synchronisation des phases des réponses fréquentielles d’ordres
supérieurs. Dans leur travail, Novak et al. ont proposé une nouvelle conception du
signal d’excitation en imposant que la fréquence instantanée fi(t) soit un multiple
entier de la fréquence de départ f1c selon :
fi(∆tp) = pf1c , (2.24)
ce qui donne pour p ∈ N∗ :
∆tp = L ln(p). (2.25)
La phase instantanée à l’instant ∆tp est donnée par :
ϕ(∆tp) = 2pif1cR(p− 1). (2.26)
Le signal s(t) est conçu de manière à avoir s(∆tp) = 0, avec la contrainte que la
première dérivée soit positive s′∆tp > 0. Ces conditions aboutissent à :
φ(∆tp) = 2pik, (2.27)
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avec k ∈ Z. On peut écrire alors :
f1cR(p− 1) = k. (2.28)
Il s’ensuit alors que f1cR ∈ Z.
En utilisant cette condition, le coefficient R est donné par :
R =
1
f1c
Round
 Tˆ f1c
ln
(
f2c
f1c
)
 . (2.29)
Cette condition aboutit à un nouveau signal chirp donné par :
s(t) = sin

2piRound
 Tˆ f1c
ln
(
f2c
f1c
)

exp
 f1ct
Round
(
T˜ f1c
ln
f2c
f1c
)
− 1


, (2.30)
où Round est la valeur arrondie, Tˆ est la durée approximative du signal s(t). Plus de
détails de calcul sont donnés dans [Novak, 2009]. La nouvelle conception du signal
permet d’anticiper la position temporelle de chaque réponse impulsionnelle d’ordre
p.
Le filtre inverse sinv(t) est calculé comme étant le retournée temporel du signal
s(t) avec modulation d’amplitude de façon que l’équation (2.15) soit vérifiée. sinv(t)
est donné par :
sinv(t) =
f1c
R
exp
(
−t
R
)
s(−t). (2.31)
La distorsion harmonique d’un système non linéaire excité par le signal chirp
s(t) se manifeste par la génération de composantes harmoniques ayant les fréquences
[f1c , f2c ], [2f1c , 2f2c ], . . . , [Nf1c , Nf2c ]. Novak et al. ont proposé d’étendre la gamme
fréquentielle du filtre inverse à [f1c , Nf2c ] pour tenir compte de toutes les fréquences
générées par le système non linéaire.
La méthode est appliquée pour identifier un modèle de Hammerstein généralisé
polynomial. L’identification du modèle de Hammerstein généralisée consiste à calcu-
ler les filtres linéaires Hn(f). Après avoir calculé les réponses impulsionnelles gp(t),
les réponses fréquentielles Gp(f) sont calculées. Les Gp(f) sont reliées aux filtres
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linéaires Hn(f) par la relation :
Gp(f) =
N∑
n=1
Dn,pHn(f), (2.32)
où les coefficients Dn,p sont dérivés des relations de linéarisation du sinus. Ils sont
donnés par :
Dn,p =
{
(−1)2n+
1−p
2
2n−1
C
n−p
2
n pour n ≥ p et (n + p) est pair
0 partout ailleurs.
(2.33)
Les filtres Hp(f) et les Gn(f) sont liées par la transformation matricielle :
H1(f)
H2(f)
H3(f)
...
 = (DT )−1

G1(f)
G2(f)
G3(f)
...
 (2.34)
L’identification du modèle de Hammerstein généralisé par la convolution non
linéaire avec une excitation chirp exponentielle est ensuite utilisée dans
[Rébillat et al., 2011]. Dans leur article ils ont proposé une méthode similaire à celle
proposée dans [Novak et al., 2010]. Avec un signal chirp cosinusoïdal, permettant
ainsi l’extraction et la séparation des différentes réponses impulsionnelles, cette
méthode est utilisée pour mesurer les non linéarités dans les systèmes vibratoires.
Les deux modèles, celui de Volterra et celui de Hammerstein généralisé, sont
utilisés pour identifier les systèmes non linéaires ayant une distorsion harmonique.
Ce dernier point fera l’objet du paragraphe suivant.
2.4 Identification harmonique de systèmes non li-
néaires avec le modèle de Volterra et de Hamme-
rstein généralisé
L’identification de systèmes non linéaires de type NMA est fortement dépendante
de la forme du signal d’excitation. Comme en imagerie médicale ultrasonore, les
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excitations sont des trains d’ondes sinusoïdales, nous limitons volontairement notre
étude à l’identification harmonique de systèmes non linéaires.
La distorsion harmonique est observée dans plusieurs systèmes non linéaires suite
à une excitation sinusoïdale mono fréquentielle de fréquence f0. Elle est caractérisée
par l’apparition de composantes harmoniques de fréquences multiples entiers de la
fréquence d’excitation (2f0, 3f0, . . . , ). L’analyse des systèmes non linéaires générant
des harmoniques peut être réalisée avec le modèle de Volterra et le modèle de
Hammerstein généralisé décrits précédemment. Les deux modèles sont des séries
de puissance. Ils sont alors capables de générer les harmoniques de la fréquence du
signal d’excitation.
Pour illustrer ce point, considérons un modèle de Volterra excité par le signal
x(n) = A cos(w0n) avec w0 = 2pif0. La transformée de Fourier ou le GFRF du noyau
de Volterra hp(m1, . . . , mp) d’ordre p est donnée par :
Hp(w1, . . . , wp) =
M−1∑
m=0
. . .
M−1∑
m=0
hp(m1, . . . , mp) exp(−jw1m1) . . . exp(−jwpmp).
(2.35)
Le terme du modèle de Volterra yˆp(n), d’ordre p, est alors égal à
[Chatterjee et Vyas, 2003] :
yˆp(n) =
(
A
2
)p ∑
∀l,q
l+q=p
CpqH
l,q
p (w) exp(jwl,qn), (2.36)
avec les abréviations : H l,qp (w) = Hp(w, . . . , w︸ ︷︷ ︸
l fois
,−w, . . . ,−w︸ ︷︷ ︸
qfois
), et w(l,q) = (l − q)w.
Alors, la sortie yˆ(n) du modèle de Volterra est égale à :
yˆ(n) =
P∑
p=1
(
A
2
)p ∑
∀l,q
l+q=p
CpqH
l,q
p (w) exp(jwl,qn).
Ces équations montrent que le contenu fréquentiel à la sortie du modèle de
Volterra d’ordre P est une combinaison de (l ± q)w0 sachant que l + q = p, p ∈
{1, 2, . . . , P}. Les fréquences à la sortie du modèle de Volterra excité par le signal
x(n) sont regroupés dans le tableau 2.1.
64
2.5. MODÉLISATION NON LINÉAIRE EN IMAGERIE ULTRASONORE DE
CONTRASTE
Table 2.1 – Le contenu fréquentiel de la sortie du modèle Volterra excité par un signal sinusoïdal mono fréquentiel
de fréquence f0 .
p l + q l q fréquence à la sortie
1 1
1 0 f0
0 1 −f0
2 2
2 0 2f0
1 1 0
0 2 −2f0
3 3
3 0 3f0
2 1 f0
1 2 −f0
0 3 −3f0
De même pour les ordres supérieurs à P = 3, le modèle de Volterra modélise
les harmoniques générées par le système non linéaire jusqu’à l’harmonique corres-
pondant à l’ordre du modèle de Volterra Pf0. Le même raisonnement peut être
obtenu pour le modèle de Hammerstein généralisé polynomial. Dans le domaine de
l’imagerie ultrasonore harmonique de contraste, c’est le modèle de Volterra qui a été
utilisé en post-traitement [Phukpattaranont et Ebbini, 2003]. Ce dernier point fera
l’objet du paragraphe suivant
2.5 Modélisation non linéaire en imagerie ultrasonore
de contraste
Normalement, les composantes harmoniques, sous-harmoniques et ultra-harmoni-
ques peuvent être extraites avec des filtres passe-bandes centrés autour de la fré-
quence à extraire. Initialement en imagerie du second harmonique, un filtre passe-
bande centré autour de la fréquence 2f0 était utilisé. L’utilisation d’un tel filtre
procure des résultats convenables pour l’imagerie harmonique native du tissu
[Averkiou, 2000]. Alors qu’en présence de microbulles, les échos renvoyés par ces
dernières tendent à avoir une bande passante plus large que celle de l’écho du tissu,
il faut alors réduire la bande passante du filtre pour minimiser le recouvrement qui
pourrait se produire entre la fréquence fondamentale et la seconde harmonique. Ce
recouvrement est dû à la transmission d’impulsions de bande plus large. Il peut être
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diminué en transmettant des impulsions à bande étroite, ce qui induit une diminution
de la résolution spatiale de l’image. Un compromis entre le contraste et la résolution
est alors nécessaire.
D’autre part, la conception d’un filtre adéquat nécessite le pré-réglage des dif-
férentes paramètres du filtre, comme les fréquences de coupure basses et hautes,
l’atténuation, la bande passante. Le résultat dépend largement du choix des para-
mètres, et il n’est pas optimal dans la plupart des cas.
Une alternative possible pour surmonter le compromis entre le contraste et la
résolution spatiale est l’utilisation d’une technique d’imagerie multi impulsionnelle,
comme l’inversion d’impulsions [Simpson et al., 1999]. L’inversion d’impulsions (ou
inversion des phases) consiste à transmettre successivement deux impulsions, dont
la seconde, transmise après un délai approprié est une réplique en opposition de
phase de la première impulsion. L’image est construite à partir de la somme de
deux échos correspondants aux deux impulsions. En présence de microbulles ayant
un comportement non linéaire, la somme contient seulement les harmoniques paires
présents dans les échos non linéaires. La fréquence fondamentale est alors éliminée
sans diminuer la bande passante de l’onde émise, ce qui augmente le contraste en
gardant une bonne résolution spatiale. Toutefois, cette technique est limitée lorsque
les tissus sont en mouvement, ce qui diminue le rafraichissement des images.
Pour détecter les signaux renvoyés par les microbulles avec une émission à une
seule impulsion et surmonter le compromis entre le contraste et la résolution spatiale,
une nouvelle technique d’imagerie basée sur le post-traitement avec un filtre de
Volterra a été développée [Phukpattaranont et Ebbini, 2003]. Ce travail concerne
l’imagerie du second harmonique. Au lieu d’utiliser un filtre fréquentiel passe-bande
pour extraire la seconde harmonique, les auteurs ont proposé d’appliquer un filtre de
Volterra du second ordre pour extraire la composante du second harmonique d’une
manière optimale. La méthode proposée consiste à calculer les coefficients du modèle
de Volterra du premier et du second ordre en utilisant l’algorithme du norme minimal
de moindres carrés. Ensuite la composante du second harmonique est reconstruite à
partir des coefficients du second ordre. Une comparaison est faite entre des images
mode B standard, des images harmoniques construites par filtrage passe bande,
et des images harmoniques construites avec le filtrage de Volterra. Les résultats ont
montré une augmentation du CTR (contrast to tissue ratio) de 14, 65 dB en utilisant
le filtre quadratique de Volterra par rapport à l’imagerie mode B standard, et de
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3, 1 dB par rapport au filtrage passe bande. Cette méthode est ensuite vérifiée in
vivo sur des images de reins de porc juvéniles [Phukpattaanont et al., 2003] où les
images quadratiques ont montré une amélioration du contraste de 23 dB par rapport
aux images B-mode.
Le filtrage de Volterra ne nécessite pas de pré-réglages particulières comme c’est
le cas du filtre passe-bande standard, seuls l’ordre et la mémoire du filtre doivent
être fixés. L’ordre est déterminé par la composante à modéliser, ici, l’ordre 2 est
suffisant pour la seconde harmonique. La mémoire est choisie de façon à obtenir le
meilleur CTR.
Une autre étude concernant la modélisation de l’oscillation des microbulles par
un modèle de Volterra est donnée dans [Mleczko et al., 2009]. Dans cette étude il
a été montré que pour des valeurs de pression acoustique modérée (jusqu’au 100
KPa), le modèle de Volterra permet une représentation adéquate de l’oscillation des
microbulles.
Or, les limitations d’imagerie vasculaire du second harmonique, citées dans le
chapitre 1, et qui sont liées à la présence du second harmonique dans l’écho du tissu,
ont motivé le recours à d’autres techniques d’imagerie : l’imagerie superharmonique,
l’imagerie sous et ultra-harmonique sont alors préférées. Les résultats intéressants de
l’application du filtre de Volterra pour l’imagerie du second harmonique ont motivé
leur adaptation pour les autres techniques. Ainsi, pour l’imagerie superharmonique,
il suffit d’augmenter l’ordre du filtre selon l’ordre de l’harmonique concerné, comme
dans le travail de [Al-Mistarihi et al., 2004] où un filtre de Volterra d’ordre 3 a été
utilisé pour construire des images cubiques à la troisième harmonique 3f0.
Par contre, pour l’imagerie sous et ultra-harmonique, ceux sont les composantes
sous et ultra-harmoniques qui sont nécessaires pour la construction de l’image.
Puisque le modèle de Volterra standard ne modélise pas les sous et ultra-harmoniques,
pour une utilisation en imagerie sous et ultra-harmoniques, il faut donc introduire
des modifications afin de l’adapter aux sous et ultra-harmoniques présentes dans
les signaux des microbulles. C’est ce dernier point qui est au coeur de ce travail de
recherche.
Les méthodes que nous allons développer à travers la thèse seront appliquées aux
signaux simulés de microbulles. Les signaux sont obtenus en utilisant un modèle de
simulation que nous allons décrire dans le paragraphe suivant.
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2.6 Modèle de simulation
Les méthodes développées dans cette thèse sont appliquées sur des signaux
simulés de microbulles dont nous décrivons ci-après le modèle.
La propagation des ultrasons dans les microbulles est simulée à l’aide du pro-
gramme « Bubblesim » développé par Hoff [Hoff, 2001]. C’est un programme qui
simule la réponse d’une microbulle excitée par une impulsion ultrasonore. Nous
l’avons utilisé comme une boite à outils en Matlab.
Il simule l’oscillation radiale et l’onde renvoyée par la microbulle. Une version mo-
difiée de l’équation de Rayleigh-Plesset a été choisie. Le modèle présenté par Church
[Church, 1995] et modifié ensuite par Hoff [Hoff, 2001] est basé sur la description
théorique de microbulles assimilées à des particules remplies d’air et encapsulées
dans des couches élastiques. L’oscillation de la microbulle est obtenue en résolvant
l’équation de Rayleigh-Plesset modifiée donnée par (2.37) :
r(t)r¨(t) +
3
2
r˙(t)2 −
pv − p0 − p(t)
ρ
−
r(t)
ρc
p˙v(t) = 0 (2.37)
Il est conçu pour des microbulles, dont le rayon est de l’ordre du micromètre,
excitées par des ultrasons de fréquences de l’ordre du MHz. Les paramètres de l’onde
d’excitation (la pression, le nombre de cycles, la fréquence d’émission, la fréquence
d’échantillonnage), sont choisis par l’utilisateur. De même, les paramètres de la
microbulle sont choisis par l’utilisateur.
Pour nos applications en imagerie sous et ultra-harmonique, les paramètres des
microbulles que nous allons utiliser sont choisis pour permettre la génération de ces
fréquences sous et ultra-harmoniques. L’onde incidente excitant la microbulle est
une onde sinusoïdale de fréquence a f0 = 4 MHz, de pression de 0, 6 MPa , et formée
36 cycles. La fréquence d’échantillonnage est de fe = 60 MHz. Les paramètres de la
microbulle sont donnés dans le tableau 2.2 [Samakee et Phukpattaranont, 2012a].
Nous présentons en figure 2.6 un exemple du signal émis vers la microbulle, le
signal renvoyé par la microbulle, la variation du rayon de la microbulle en fonction
du temps, et les spectres du signal émis et renvoyé. Les spectres montrent bien la
présence de sous et ultra-harmoniques dans le signal renvoyé par la microbulles aux
a. La fréquence de résonance d’une microbulle encapsulée de 1, 5 µm est d’environ 2, 25 MHz.
La fréquence d’émission à 4 MHz est donc environ le double de la fréquence de résonance.
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Table 2.2 – Les paramètres de la microbulle.
Rayon de la microbulle à l’équilibre r0 1, 5 µ m
Épaisseur de la coque de la microbulle dSe 1, 5 nm
Module de cisaillement Gs 10 MPa
Coefficient de viscosité de la coque de la microbulle η 1, 49 Pa.s
fréquences (f0
2
= 2 MHz, 3
2
f0 = 6 MHz, et 52f0 = 10 MHz).
0 2 4 6 8
−4
−2
0
2
4
6
Signal émis
Temps (µs)
Pr
es
si
on
 (M
Pa
)
2 4 6 8
−2
−1
0
1
Signal renvoyé
Temps (µs)
Pr
es
si
on
 (P
a)
1 2 3 4 5 6 7 8
1
1.5
2
2.5
Rayon de la microblle
Temps (µs)
R
ay
on
 (µ
m)
2 4 6 8 10 12 14
−15
−10
−5
0
Spectres
Fréquence (MHz)
A
m
pl
itu
de
 (d
B)
 
 
Signal émis Signal reçu
Figure 2.6 – Résultats affichés par le modèle de simulation Bubblesim avec f0 = 4 MHz.
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Chapitre 3
Identification et modélisation de
systèmes non linéaires générant des
sous et ultra-harmoniques
3.1 Génération de sous et ultra-harmoniques par les
systèmes non linéaires
Dans le chapitre précédent, nous avons indiqué que les microbulles peuvent gé-
nérer des composantes sous et ultra-harmoniques dans des conditions spécifiques de
pression et de fréquence. Ce phénomène est observé aussi dans d’autres systèmes non
linéaires qualifiés de fortement non linéaire. Elles peuvent être générées par des sys-
tèmes mécaniques [Ishida et al., 1992, Ishida, 1994, Buhler et Frendi, 2004], des sys-
tèmes acoustiques [Lauterborn et Cramer, 1981], des systèmes magnétiques et élec-
triques [Tommaseo et al., 2004], des systèmes biologiques [Enjieu Kadji et al., 2007],
et des systèmes issus des sciences médicales [Velazquez et al., 2003, Greenman et al., 2004].
Les sous harmoniques sont des composantes de fréquences sous-multiples entiers
de la fréquence d’excitation f0
N
, où N est entier [Hayashi, 1953], alors que les
ultra-harmoniques sont les multiples non entiers de la fréquence d’excitation, donc
supérieurs à cette fréquence. La modélisation des sous et ultra-harmoniques n’est pas
possible avec tous les modèles non linéaires cités dans le chapitre 2. En particulier, les
modèles NMA comme le modèle de Volterra et le modèle de Hammerstien généralisé
n’y parviennent pas. Cela est justifié par le théorème proposé par [Boyd et al., 1984]
qui stipule que la réponse du modèle de Volterra à une entrée périodique de fréquence
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f0 est aussi périodique de fréquence multiple de la fréquence f0. Ce théorème peut
être généralisé à tout modèle NMA puisque la sortie du modèle est fonction du signal
d’entrée seulement. Donc, seules les composantes dont la fréquence est égale à un
multiple entier de f0 seront modélisées. Par contre, les sous et ultra-harmoniques
ne seront pas modélisées car leurs fréquences ne sont pas des multiples entiers de
f0. Le problème de la modélisation des systèmes non linéaires générant des sous et
ultra-harmoniques est détaillé dans la section suivante.
3.2 Problématique de la modélisation de sous et
ultra-harmoniques
Considérons l’exemple d’un modèle NMA en schéma bloc simple (présenté en
figure 3.1), ou généralisé avec plusieurs branches, excité par une entrée x(n) pério-
dique de période T0 et de fréquence f0, (T0 = 1f0 ). Il satisfait alors :
x(n+ T0) = x(n), ∀(n). (3.1)
Figure 3.1 – Schéma du modèle en schéma bloc simple, en haut : modèle de Hammerstein simple en bas : modèle
de Wiener simple.
Si z(n) est la sortie du bloc non linéaire statique décrit par la fonction F(.) alors
on a : z(n) = F(x(n)). Il s’en suit que :
z(n + T0) = F(x(n + T0)) = F(x(n)) = z(n), ∀n. (3.2)
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Par conséquent, la sortie du bloc non linéaire est encore périodique de même
période T0. Pour les systèmes générant des sous-harmoniques de fréquence
f0
N
, la
période à la sortie est la N-ième multiple de celle de l’entrée NT0. Le bloc non
linéaire statique ne génère donc pas des sous-harmoniques, et comme le bloc linéaire
conserve la périodicité, il s’en suit que le modèle schéma bloc comme les modèles
de Hammerstein, et de Wiener, sont incapables de modéliser les sous-harmoniques
[Pearson, 1995]. Le même raisonnement peut être utilisé pour démontrer que le
modèle de Volterra ne peut pas modéliser les sous harmoniques. Désignons par
Fmp(x(n)) = x(n−m1)x(n−m2) . . . x(n−mp), (3.3)
la fonction non linéaire dynamique du modèle Volterra d’ordre p. Alors :
yˆ(n+ T0) =
P∑
p=1
hp(m1, . . . , mp)Fmp(x(n + T0))
=
P∑
p=1
hp(m1, . . . , mp)Fmp(x(n)) = yˆ(n) ∀n.
(3.4)
Notez qu’un modèle NAR (ou NARMA) peut modéliser les sous et ultra-harmoni-
ques en raison de sa dépendance avec sa sortie et son entrée passées. Toutefois, il ne
permet plus une description par convolution contrairement aux modèles NMA.
Comme nous l’avons introduit dans le chapitre précédent, c’est le modèle de
Volterra ou de Hammerstein généralisé (NMA en général) qui nous intéresse en
imagerie ultrasonore de contraste sous et ultra-harmonique. Donc, l’adaptation du
modèle de Volterra pour la modélisation des sous et ultra-harmoniques permet aussi
d’étendre la notion de convolution vers les systèmes générant des sous et ultra-
harmoniques.
Pour pouvoir modéliser les sous et ultra-harmoniques avec un modèle de Volterra,
des modifications doivent être apportées au modèle. Des travaux, dont l’objectif est
de modéliser les sous et ultra-harmoniques générées par les microbulles en utilisant
un modèle de Volterra ont déjà été menés [Samakee et Phukpattaranont, 2012a,
Samakee et Phukpattaranont, 2012b, Samakee et Phukpattaranont, 2012c]. Tous ces
travaux sont basés sur la méthode développée en 2003 par Boaghe et Billings
[Boaghe et Billings, 2003].
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Même si l’équipe de l’université de Sheffield menée par Billings a proposé plu-
sieurs autres travaux [Li et Billings, 2005, Li et Billings, 2012] sur ce sujet, ceux
sont les travaux presentés en 2003 [Boaghe et Billings, 2003] qui sont à nos yeux les
plus fondamentaux. Dans ces travaux, Boaghe et Billings ont proposé une méthode
utilisant un modèle de Volterra à entrées multiples et une seule sortie (MISO pour
multiple input single output) pour modéliser les sous et ultra-harmoniques. Cette
méthode sera détaillée dans la section suivante.
3.2.1 Modélisation de sous et ultra-harmoniques par un mo-
dèle MISO Volterra
Cette section décrit la méthode proposée dans [Boaghe et Billings, 2003] pour
modéliser les sous et ultra-harmoniques avec un modèle Volterra à multiple entrées
et une seule sortie (MISO Volterra).
Le théorème reporté dans [Boyd et al., 1984] permet de déduire qu’il est possible
de modéliser les sous et ultra-harmoniques, si ces dernières peuvent être vues comme
étant des multiples entiers de la fréquence d’excitation du modèle de Volterra.
Si l’entrée du modèle de Volterra est de fréquence f0
N
, alors les sous et les ultra-
harmoniques sont considérées comme étant des multiples entiers de la fréquence
d’entrée du modèle de Volterra, et par suite, elles seront modélisées.
Le challenge posé est donc : « comment modifier le signal x(n) pour obtenir
une nouvelle entrée du modèle de Volterra ayant la fréquence sous-harmonique
f0
N
? ». Le moyen trouvé par Billings et Boaghe [Boaghe et Billings, 2003] pour
faire apparaître cette composante sous-harmonique est de décomposer le signal
x(n) en plusieurs sous-signaux xi(n), chacun de ces sous-signaux possédant des
composantes fréquentielles en f0 et
f0
N
. Les sous-signaux forment une entrée modifiée
N -dimensionnelle xmodifi(n) = [x1(n); ...; xi(n); ...; xN(n)]. Le modèle MISO Volterra
est représenté dans la figure 3.2.
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Figure 3.2 – Schéma du modele MISO Volterra.
Considérons un morceau du signal x(n) de durée égale à NT0. La décomposition
du signal x(n) sur cette portion se fait selon l’équation :
xi1(n) =

0, n ∈ [0;T0]
. . .
x(n), n ∈ [(i− 1)T0; iT0]
0, n ∈ [iT0; (i+ 1)T0]
. . .
0, n ∈ [(N − 1)T0;NT0],
(3.5)
où T0 = 1f0 . La même décomposition s’applique sur tout le signal en considérant à
chaque fois une portion de durée NT0. On aura à la fin le signal xi(n) avec
∑
xi(n) =
x(n).
La procédure de modélisation est constituée des étapes suivantes :
1. identifier l’ordre N de la sous-harmonique, et la période T0 de l’entrée x(n).
L’ordre N peut être déterminé en utilisant le diagramme de bifurcation ou le
spectre de la réponse du système y(n) ;
2. générer l’entrée modifiée xmodifi(n) à partir du signal d’entrée x(n) du système
selon l’équation (3.5) ;
75
CHAPITRE 3. IDENTIFICATION ET MODÉLISATION DE SYSTÈMES
NON LINÉAIRES GÉNÉRANT DES SOUS ET ULTRA-HARMONIQUES
3. identifier un modèle MISO Volterra pour le système d’entrée xmodifi(n) et de
sortie y(n).
Pour mieux illustrer cette méthode, nous la testons en reprenant l’exemple de
l’oscillateur non linéaire de Duffing-Holmes utilisé dans [Boaghe et Billings, 2003].
L’oscillateur de Duffing est un exemple d’un oscillateur forcé périodiquement avec
une élasticité non linéaire. C’est un système dynamique non linéaire de second ordre
excité par un signal sinusoïdal. Nous considérons l’oscillateur de Duffing-Holmes
décrit par l’équation suivante [Boaghe et Billings, 2003] :
y¨ + 1.5y˙ − y + y3 = A cos(n). (3.6)
Pour un système de Duffing, il est possible d’observer l’apparition de sous har-
moniques pour des valeurs déterminées de l’amplitude A du signal d’excitation
[Novak et Frehlich, 1982, Paduart, 2008]. L’équation est simulée avec l’algorithme
de Runge-Kutta avec un intervalle d’intégration de pi/15s. Le système est excité par
une excitation sinusoïdale A cos(n) de fréquence f0 = 1/(2pi)Hz. Pour A = {1, 2},
des sous harmoniques de fréquence f0
2
= 0, 089Hz sont générées.
Dans l’exemple de Duffing-Holmes, le modèle MISO se résume à deux entrées
comme présenté en figure 3.3.
Figure 3.3 – Schéma du modele MISO Volterra.
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La figure 3.4 montre le signal d’entrée x(t) et de sortie y(t) de l’oscillateur
Duffing-Holmes.
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Figure 3.4 – Les signaux d’entrée et de sortie de l’oscillateur de Duffing-Holmes.
La figure 3.5 montre les deux sous signaux x1(n) et x2(n) issus du modèle proposé
par Boaghe et Billings. La comparaison avec le signal x(n) permet de vérifier que
les x1(n) et x2(n) ont une période double de x(n) i.e. une fréquence
f0
2
.
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Figure 3.5 – Les 2 signaux d’entrée du système MISO.
La figure 3.6 (a) montre, en haut, une comparaison temporelle entre le signal
y(n) (en noir) et le signal modélisé avec le modèle de Volterra standard, et en
bas, une comparaison avec le signal modélisé avec le modèle MISO Volterra. Le
modèle de Volterra qui est appliqué avec un ordre P = 3 et une mémoire M =
15 montre de bons résultats en terme d’erreur quadratique moyenne entre le y(n)
et yˆ(n) en fonction de la mémoire du modèle. La figure 3.7 montre les spectres
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correspondants aux signaux représentés en figure 3.6. Les deux figures montrent que
la méthode MISO Volterra permet de modéliser les sous et ultra-harmoniques en
plus des harmoniques, contrairement au modèle SISO Volterra standard où seules
les harmoniques sont modélisés [Boyd et al., 1984].
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Figure 3.6 – Comparaison entre le signal de sortie de l’oscillateur de Duffing-Holmes y(n)(en noir), et son estimation
yˆ(n) (en vert) :(haut) le signal modélisé avec le modèle SISO Volterra, (bas) le modèle MISO Volterra. Ici SNR =∞
dB, P = 3 et M = 15.
3.2.2 Application en imagerie ultrasonore sous-harmonique
Cette méthode a été appliquée ensuite dans le domaine de l’imagerie ultrasonore
de contraste [Samakee et Phukpattaranont, 2012a, Samakee et Phukpattaranont, 2012b,
Samakee et Phukpattaranont, 2012c]. Dans leur étude, les auteurs ont appliqué la
méthode MISO Volterra pour modéliser les sous-harmoniques présentes dans les
signaux de microbulles. Dans leurs travaux, les auteurs ont repris la méthode MISO
Volterra déjà expliquée dans la section précédente en apportant des modifications
non seulement au niveau du signal d’entrée (voir la figure 3.8), mais aussi au niveau
du signal de sortie. Le signal de sortie y(n) est modifié de la même façon que le signal
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Figure 3.7 – Les spectres correspondants aux différentes signaux représentés en figure 3.6. Ici RSB = ∞ dB, P = 3
et M = 15.
d’entrée, il est décomposé en plusieurs signaux yi(n) selon l’équation suivante :
yi(n) =

0, n ∈ [0;T0]
. . .
y(n), n ∈ [(i− 1)T0; iT0]
0, n ∈ [iT0; (i+ 1)T0]
. . .
0, n ∈ [(N − 1)T0;NT0],
(3.7)
où T0 = 1f0 , avec
∑
yi(n) = y(n).
Le processus de modélisation consiste à modéliser chaque signal yi(n) à l’aide d’un
modèle SISO Volterra d’entrée xi(n). Les signaux obtenus yˆi(n) sont additionnés
pour obtenir le signal final de la microbulle comme le montre la figure 3.8.
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Figure 3.8 – Schéma du modèle MISO Volterra avec décomposition du signal d’entrée et de la sortie appliquée en
imagerie ultrasonore sous harmonique [Samakee et Phukpattaranont, 2012a].
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Chapitre 4
Modélisation de sous et
ultra-harmoniques avec un modèle
MISO Volterra
Dans la première partie, nous avons expliqué que le modèle SISO Volterra, ainsi
que tous les autres modèles NMA (Hammerstein généralisé,...), sont incapables, sous
leur formalisme standard, de modéliser les composantes sous et ultra-harmoniques.
Aussi, nous avons présenté la méthode NMA existante capable de modéliser les sous
et ultra-harmoniques, et nous avons mentionné les premiers éléments de réponse qui
constituent le point de départ de notre travail.
C’est en modifiant l’excitation et en proposant un modèle MISO Volterra que
Boaghe et Billings [Boaghe et Billings, 2003] ont montré qu’il était possible de
modéliser les sous et ultra-harmoniques. Toutefois, de notre point de vue, ce travail
présente une solution particulière pour modéliser les sous et ultra-harmoniques.
Les auteurs n’ont pas expliqué clairement le choix du modèle MISO Volterra et
quelles sont les conditions requises pour qu’un modèle MISO Volterra soit capable
de modéliser les sous et ultra-harmoniques. Pour répondre à ce point non-traité,
nous présentons dans ce chapitre un cadre plus général, qui d’une part apporte une
réponse claire quant au choix du modèle MISO Volterra et, d’autre part, permet de
proposer d’autres solutions pour le problème de la modélisation de sous et ultra-
harmoniques.
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4.1 Cadre général du modèle MISO Volterra
Comme mentionné dans le chapitre 3, d’après le théorème cité dans [Boyd et al., 1984],
il est possible de modéliser les composantes sous- et ultra-harmoniques du signal de
sortie y(n) si le signal excitant le modèle de Volterra contient la composante sous-
harmonique f0
N
. Le moyen trouvé par Billings et Boaghe [Boaghe et Billings, 2003]
pour faire apparaitre cette composante sous-harmonique consiste à décomposer le
signal d’entrée x(n) en plusieurs sous-signaux xi(n), chacun de ces sous-signaux pos-
sédant des composantes fréquentielles en f0 et
f0
N
. De notre point de vue, l’approche
de Billings et Boaghe telle qu’elle est présentée nécessite deux conditions couplées
pour le choix de la méthode de décomposition :
– l’entrée qui excite le modèle de Volterra possède la composante fréquentielle
sous-harmonique à f0
N
;
– le système de Volterra est un système MISO décrit par :
x(n) =
N∑
i=1
xi(n). (4.1)
Le schéma décrivant le système MISO Volterra est présenté en figure 4.1.
Figure 4.1 – Schéma du modèle MISO Volterra.
84
4.1. CADRE GÉNÉRAL DU MODÈLE MISO VOLTERRA
Néanmoins, il y a une troisième condition qui n’est pas véritablement explicitée
dans [Boaghe et Billings, 2003], mais qui à nos yeux constitue une condition essen-
tielle pour mener à bien cette modélisation. Il s’agit de la condition d’orthogonalité
entre les entrées multiples du système MISO Volterra.
La prise en compte de cette condition permet de généraliser l’approche de Boaghe
et Billings comme suit :
x(n) =
N∑
i=1
xi(n) =
N∑
i=1
αiΨi
(
n,
f0
N
)
, (4.2)
où αi sont des coefficients à ajuster et Ψi
(
n, f0
N
)
est la base de fonctions orthogonales
périodiques de fréquence f0
N
. Plusieurs fonctions de base peuvent être proposées. Ici,
il en est présenté deux :
1. celle que nous formulons explicitement à partir du travail présenté dans
[Boaghe et Billings, 2003]. La décomposition donnée par l’équation (3.5) peut
être reformulée sous la forme suivante :
Ψi
(
n,
f0
N
)
= x(n) ∗
+∞∑
k=−∞
Rect 1
f0
(
n−
kN + i− 1
f0
)
, (4.3)
où Rect 1
f0
(n) est la fonction rectangle qui vaut 1 lorsque −1
2f0
< n < +1
2f0
et zéro
ailleurs. Notons cette approche MISO1 ;
2. celle que nous proposons comme une nouvelle base de fonctions orthogonales
périodiques données par :
Ψi
(
n, f0
N
)
= x(n)
+(−1)(i−1)
(
x(n) cos
(
nTew0
N − 1
N
)
+ x˜(n) sin
(
nTew0
N − 1
N
))
,
(4.4)
où x˜(n) = H(x(nTe)) est la transformée de Hilbert de x(n), Te est la période
d’échantillonnage, et w0 = 2pif0. Notons MISO2 cette seconde approche.
Nous allons expliquer la méthode pour un système non linéaire générant des sous
et ultra-harmoniques d’ordre N = 2, alors qu’elle est valable pour tous les ordres.
A titre d’illustration, lorsque x(n) = A cos(w0nTe) et N = 2, la décomposition
s’écrit :
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1. pour la première base :
x(n) = x1(n) + x2(n)
= α1Ψ1
(
n, f0
2
)
+ α2Ψ2
(
n, f0
2
)
,
(4.5)
avec α1 = α2 = 1, et
Ψ1(n,
f0
2
) = A cos(w0nTe) ∗
+∞∑
k=−∞
Rect 1
f0
(
nTe −
2k
f0
)
Ψ2(n,
f0
2
) = A cos(w0nTe) ∗
+∞∑
k=−∞
Rect 1
f0
(
nTe −
2k + 1
f0
)
;
2. pour la seconde base :
x(n) = x1(n) + x2(n)
= α1Ψ1
(
n, f0
2
)
+ α2Ψ2
(
n, f0
2
)
,
(4.6)
avec α1 = α2 = 12 , et :
Ψ1(n,
f0
2
) = A cos(w0nTe) ∗
2∑
q=1
δ
(
nTe
q
)
Ψ2(n,
f0
2
) = A cos(w0nTe) ∗
2∑
q=1
(−1)(q−1)δ
(
nTe
q
) (4.7)
où δ(n) est la fonction du Dirac. Finalement Ψ1(n,
f0
2
) et Ψ2(n,
f0
2
) se réécrivent
simplement par :
Ψ1(n,
f0
2
) = A cos(w0nTe) + A cos(
w0
2
nTe)
Ψ2(n,
f0
2
) = A cos(w0nTe)− A cos(
w0
2
nTe).
L’équation (4.6) montre que les deux signaux x1(n) et x2(n) ont les fréquences f0
et f0
2
. La modélisation de sous et ultra-harmoniques se fait alors par intermodulation
entre ces deux fréquences. Les deux signaux x1(n) et x2(n) sont calculés comme suit :
1. calculer le signal analytique xa(n) du signal d’entrée du système non linéaire
x(n) ;
2. multiplier xa(n) par un signal exponentiel exp
(
−2pij f0
2
nTe
)
, cette multipli-
cation décalant le spectre du signal xa(n) d’une valeur de
f0
2
vers les basses
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fréquences, le signal résultant xamod(n) a alors la fréquence
f0
2
;
3. calculer la partie réelle xRamod (n) du signal xamod(n) de fréquence
f0
2
;
4. ajouter le signal x(n) au signal xRamod (n) pour obtenir x1(n), et les soustraire
pour obtenir x2(n).
Les signaux x1(n) et x2(n), pour les deux bases précédentes, sont représentés en
figure 4.2.
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Figure 4.2 – Du bas vers le haut : le signal d’entrée x, les entrées modifiées x1 et x2, et le produit x1x2, (a) pour
la base rectangulaire (base 1), (b) pour la nouvelle base (base 2).
Il est aisé de vérifier que pour les deux bases, les deux signaux x1(n) et x2(n)
sont orthogonaux a puisque
∑
x1(n)x2(n) = 0. L’aire algébrique du signal z(n) =
x1(n)x2(n), représentée en figure 4.2 est nulle.
a. D’un point de vue statistique, les signaux x1(n) et x2(n) sont orthogonaux si et seulement
si E[x1(n)x2(n)] = 0. Dans le cas où x1(n) et x2(n) sont stationnaires et ergodiques alors on peut
utiliser E[x1(n)x2(n)] = limL→+∞
1
L
L−1∑
n=0
(x1(n)x2(n)), où L est la longueur du signal x(n).
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Finalement, si les composantes xi(n) sont orthogonales entre elles, alors cela veut
dire aussi que la sortie de Volterra yˆ(n) peut être décomposée comme suit :
yˆ(n) =
N∑
i=1
yˆi(n), (4.8)
où yˆi(n) est le signal modélisé à partir de l’entrée xi(n). Les composantes yˆi(n) sont-
elles aussi orthogonales entre elles. Une démonstration de cette propriété donnée en
annexe A, garantit que les composantes de yˆi sont effectivement orthogonales.
La conséquence de cette affirmation est que le système MISO Volterra peut être
représenté de façon équivalente par N systèmes SISO Volterra mis en parallèle (voir
figure 4.3).
Figure 4.3 – Schéma du modèle MISO Volterra orthogonal.
4.2 Application en imagerie ultrasonore sous-harmon-
ique
Pour valider les différentes bases de décomposition proposées pour la méthode
MISO Volterra, et quantifier leurs niveaux de performances pour une application en
imagerie médicale ultrasonore de contraste sous et ultra-harmonique, des simulations
sont proposées. Les paramètres de la simulation de l’oscillation de la microbulle sont
donnés dans le chapitre 2.
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La fréquence sous harmoniques est d’ordre N = 2. Le calcul des coefficients α1
et α2 en respectant les conditions indiquées [Sbeity et al., 2013], donne :
α1 = −α2 = 0.5. (4.9)
Le signal x(n) et les deux signaux x1(n) et x2(n) sont représentés dans la figure 4.4.
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Figure 4.4 – Le signal d’entrée x(n) et les signaux d’entrée modifiées x1(n) et x2(n) pour la microbulle.
Les performances des différentes méthodes de modélisation sont évaluées quan-
titativement et qualitativement.
Évaluation quantitative : Pour connaître précisément les performances de deux
méthodes, MISO1 (avec la base proposée dans [Boaghe et Billings, 2003]) et MISO2
(avec la nouvelle base proposée dans ce travail) mais aussi pour savoir laquelle de
deux approches de Volterra fournit les meilleures performances, une étude quanti-
tative est nécessaire. L’erreur quadratique moyenne relative EQMR définie comme
suit :
EQMR =
E[|yˆ(n)− y(n)|2]
E[|y(n)|2]
, (4.10)
est évaluée pour différents niveaux de bruit à la sortie du système. Le bruit, dont le
niveau sera ajusté en fonction du RSB, est gaussien et blanc. Dix réalisations sont
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effectuées pour évaluer les fluctuations sur l’EQMR. Les EQMR pour des RSB =
∞, 20, 15, 10 dB sont reportées en figure 4.5.
La figure 4.5 montre la variation de l’EQMR. Chaque courbe montre la variation
de l’EQMR entre le signal modélisé avec la méthode MISO1 et le signal renvoyé par
la microbulle, en noir, et l’ EQMR entre le signal modélisé avec la méthode MISO2
et le signal renvoyé par la mcirobulle, en vert, en fonction de la mémoire M du
modèle de Volterra utilisé. Les valeurs de la mémoireM varient entre 2 et 16. L’ordre
du modèle P fixé à 3 est suffisant pour modéliser jusqu’à la troisième harmonique
couvrant alors les fréquences accessibles en imagerie ulrasonore de contraste.
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Figure 4.5 – Variation de l’EQMR en dB entre le signal modélisé avec la méthode MISO1 (en noir)), et avec la
méthode MISO2 (en vert) et le signal renvoyé par la microbulle en fonction de la mémoire du modèle Volterra en
présence du bruit à la sortie : RSB =∞ dB, RSB = 20 dB, RSB = 15 dB, et RSB = 10 dB.
Les figures montrent que les courbes de variation de l’EQMR obtenues avec
les deux méthodes MISO (MISO1 et MISO2) ont toujours une allure décroissante
en fonction de la mémoire, ce qui montre que les différentes méthodes tendent
asymptotiquement vers la solution optimale, la base de décomposition est alors dite
complète. Sachant qu’au-délà de M = 16, il n’y a plus de variation significative
de l’EQMR, nous avons limité la valeur supérieure de la mémoire à M = 16.
Pour M = 16, en absence du bruit, nous avons obtenu une EQMR = −16 dB,
en absence du bruit, qu’on peut considérer de suffisante pour avoir un bon accord
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entre les deux signaux comparés. Les figures montrent aussi que lorsque la niveau
du bruit augmente (RSB diminue) les courbes s’élèvent et les valeurs de l’EQMR
augmentent. Des barres d’erreur mettent en évidence les faibles fluctuations sur
l’EQMR autour d’une valeur moyenne. Ce résultat montre que les deux approches
MISO Volterra sont assez robustes vis-à-vis du bruit en terme d’EQMR.
Évaluation qualitative : Pour évaluer qualitativement les méthodes MISO1 et
MISO2 au regard de la méthode SISO Volterra, les représentations temporelles y(n)
et yˆ(n), et fréquentielles |Y (k)|2 et |Yˆ (k)|2 du signal renvoyé par la microbulle et de
son estimée obtenue avec les différentes méthodes sont présentées respectivement en
figures 4.6 et 4.7.
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Figure 4.6 – Comparaison entre le signal renvoyé par la microbulle y(n)(en noir), et son estimation yˆ(n) (en vert) :
(haut) le signal modélisé avec le modèle SISO Volterra, (milieu) le modèle MISO Volterra avec la fonction de base
rectangulaire, (bas) le modèle MISO Volterra avec la nouvelle fonction de base. Ici RSB =∞ dB, P = 3 et M = 16.
Les résultats présentées en figures 4.6 et 4.7 ont été obtenus pour un RSB =∞
et pour des modèles de Volterra d’ordre P = 3 et de mémoire M = 16, choisis
d’après la figure 4.5.
La figure 4.6 (haut) montre bien que le modèle SISO Volterra standard est
incapable de bien modéliser le signal renvoyé par la microbulle, alors que les re-
présentation en milieu et en bas, montrent un bon accord entre le signal renvoyé
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Figure 4.7 – Les spectres correspondants aux différentes signaux de la figure 4.6. Ici RSB = ∞ dB, P = 3 et
M = 16.
par la microbulle et ceux modélisés avec les deux méthodes MISO1 et MISO2.
Sur la figure 4.7 (haut), seules les composantes harmoniques à f0, 2f0 et 3f0 sont
modélisées par le modèle SISO Volterra standard. Ce résultat confirme bien que
le modèle SISO Volterra est incapable de modéliser correctement les sous et ultra-
harmoniques aux fréquences f0
2
, 3
2
f0,
5
2
f0. Sur la figure 4.7 (milieu, bas) toutes les
composantes spectrales sont correctement modélisées validant les deux approches
MISO Volterra.
4.3 Conclusions
Dans ce chapitre nous avons proposé un cadre général qui décrit la modélisation
des harmoniques, des sous et ultra- harmoniques par la décomposition de Volterra.
Ce cadre général a permis de mettre clairement en évidence non pas deux mais
trois critères nécessaires pour permettre une modélisation correcte de sous- et ultra-
harmoniques :
1. comme suggéré dans [Boaghe et Billings, 2003], la base doit être périodique de
période f0
N
;
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2. comme suggéré dans [Boaghe et Billings, 2003], le système de Volterra doit
être un système MISO,
3. comme nous le suggérons ici, la base dans laquelle est décomposée le signal à
l’entrée du système de Volterra x(n) doit être orthogonale.
À travers cette formulation, deux exemples MISO Volterra avec des bases ortho-
gonales périodiques différentes ont été testés sur des signaux simulés de microbulles.
Les deux bases ont montré une efficacité à modéliser les sous et ultra-harmoniques
présentes dans les signaux de microbulles. Bien que les deux bases ont montré
des performances équivalentes en terme de l’EQMR, le point clé de cette partie
réside dans la définition, d’une façon claire et justifiée, des conditions nécessaires
pour modéliser les sous et ultra-harmoniques en utilisant un modèle MISO Volterra,
généralisant ainsi le travail antérieur dans ce domaine.
Bien que dans ce travail, la composante sous harmonique ait été fixée à f0
2
, il est
possible de l’étendre à n’importe quel ordre N . Il en est de même pour le choix de
l’ordre du modèle Volterra limité ici à trois.
Cette formulation plus générale constitue une base méthodologique pour l’ima-
gerie de contraste sous- et ultra-harmonique et ouvre une nouvelle voie pour la
recherche d’autres bases orthogonales périodiques de systèmes MISO Volterra, mais
aussi pour de nouveaux systèmes MISO basés sur les modèles de Hammerstein ou
de Wiener.
La modélisation des sous et ultra-harmoniques avec une modèle MISO Volterra
est une conséquence de la manière utilisée pour faire apparaître la fréquence sous-
harmonique à l’entrée du modèle. Comme cette fréquence est apparue à travers une
décomposition en sous-signaux, un modèle à multiple entrées s’est alors imposé.
Toutefois, si nous trouvons une autre façon pour faire apparaître la fréquence sous-
harmonique dans le signal d’entrée autre que la décomposition, le modèle MISO
n’est alors plus nécessaire, c’est que nous allons montrer dans le prochain chapitre.
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Chapitre 5
Modélisation de sous et
ultra-harmoniques avec un modèle
SISO NMA à entrée modifiée
(SMISO NMA)
Comme reporté dans le chapitre précédent, la modélisation de sous et ultra-
harmoniques par un modèle de Volterra est possible si l’entrée du modèle de Volterra
possède la fréquence f0
N
. L’entrée du système non linéaire doit être alors modifiée
pour y faire apparaître la fréquence sous-harmonique. Dans le chapitre précédent,
la modification du signal d’entrée est obtenue par décomposition dans une base de
fonctions orthogonales, et la modélisation de sous et ultra-harmoniques est réalisée
à l’aide d’une décomposition MISO Volterra.
Dans ce chapitre, nous présentons une autre façon de modéliser des sous et ultra-
harmoniques en proposant un nouveau moyen pour faire apparaître la fréquence
sous-harmonique. L’idée principale est de fabriquer un signal d’entrée modifiée sans
être décomposé, la modélisation se faisant alors avec un modèle à une seule entrée et
une seule sortie (SISO) Volterra. Nous proposons deux solutions à ce problème, les
modèles SMISO 1 et SMISO 2 (SMISO pour single modified input single output).
95
CHAPITRE 5. MODÉLISATION DE SOUS ET ULTRA-HARMONIQUES
AVEC UN MODÈLE SISO NMA À ENTRÉE MODIFIÉE (SMISO NMA)
5.1 Première solution : SMISO 1
La solution SMISO 1 (voir le schéma en figure 5.3) est une version simplifiée du
modèle MISO proposé en figure 4.3 où une seule branche sera considérée.
Figure 5.1 – Schéma du modèle SMISO 1 Volterra.
Il s’agit alors d’un modèle SISO Volterra dont l’entrée est une version modifiée
de x(n) que nous allons noter par xmod1(n) ayant la fréquence sous harmonique. Le
moyen que nous proposons pour faire apparaître la fréquence sous-harmonique dans
le signal d’entrée est d’effectuer une translation du spectre de ce signal d’une valeur
égale à N−1
N
f0, afin d’amener la composante fondamentale en f0 vers la position de la
composante sous-harmonique en f0
N
à modéliser. La translation s’effectue en multi-
pliant le signal analytique xa(n) du signal d’entrée initiale x(n) par une exponentielle
complexe de fréquence −N−1
N
f0, selon l’équation :
xmod1(n) = G (x(n))
= ℜ
(
xa(n).e
−2pijf0
N−1
N
nTe
)
= ℜ
(
(x(n) + jx˜(n)).e−2pijf0
N−1
N
nTe
)
= x(n) cos
(
2pif0nTe
N−1
N
)
+ x˜(n) sin
(
2pif0nTe
N−1
N
)
,
(5.1)
où G(.) est la fonction de division en fréquence, ℜ représente la partie réelle, x˜(n) =
H(x(n)) est la transformée de Hilbert de x(n), et Te est la période d’échantillonnage.
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La fonction de division en fréquence G(.) est représentée en figure 5.2.
Figure 5.2 – Schéma fonctionnel du diviseur de fréquence.
Le signal obtenu xmod1(n) centré sur la fréquence
f0
N
étant l’entrée d’un modèle
SISO Volterra, la sortie yˆ(n) doit avoir les composantes harmoniques de f0
N
i.e. les
sous et ultra-harmoniques. En outre, la fréquence maximale qui peut être modélisée
est limitée par l’ordre P du modèle de Volterra utilisé. Il est bien connu qu’un
modèle SISO Volterra d’ordre P excité par un signal de fréquence f0 modélise les
harmoniques jusqu’à la P iéme harmonique de fréquence Pf0. Dans notre cas, où
la fréquence d’excitation est f0
N
, la P iéme harmonique est de fréquence P f0
N
. Par
exemple, si le système non linéaire considéré génère des sous et ultra-harmoniques
d’ordre N = 2, alors les fréquences à la sortie y(n) sont f0
2
, f0,
3
2
f0, 2f0,
5
2
f0, 3f0. La
modélisation du signal y(n) par un modèle SMISO 1 Volterra d’ordre P = 3 d’entrée
xmod1(n), calculé d’après l’équation (5.1), donne seulement les trois premières har-
moniques qui sont f0
2
, f0,
3
2
f0. Donc, pour modéliser toutes les composantes présentes
dans le signal y(n), il faut augmenter l’ordre du modèle de Volterra jusqu’à P = 6,
ce qui augmente à son tour le nombre de noyaux à calculer.
Le nombre de noyaux pour un modèle de Volterra d’ordre P et de mémoire M ,
en prenant en considération la symétrie de noyaux est donné dans l’équation (2.3).
Par exemple, pour un modèle de Volterra d’ordre P = 3, et de mémoire M = 15,
le nombre de noyaux est 815. Dans l’exemple précédent, nous avons besoin d’un
modèle d’ordre P = 6 pour modéliser toutes les composantes, donc 54263 noyaux à
calculer pour M = 15, ce qui nécessite un long temps de calcul.
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L’augmentation accrue du nombre de noyaux à calculer rend la méthode proposée
moins pratique. Pour éviter cette complexité, nous avons cherché à modifier le signal
d’entrée d’une autre façon, permettant alors de réaliser la modélisation avec des
modèles de Volterra d’ordres moins élevés. C’est la deuxième solution SMISO 2.
5.2 Deuxième solution : SMISO 2
Une solution possible pour augmenter la fréquence maximale modélisée avec un
modèle Volterra d’ordre P donné consiste à augmenter la fréquence à l’entrée du
modèle en utilisant l’intermodulation entre composantes. Pour cela, nous proposons
de créer une nouvelle entrée xmod(n) qui possède à la fois la fréquence fondamentale
f0 et la fréquence sous-harmonique
f0
N
. Un moyen simple pour y parvenir consiste à
ajouter au signal d’entrée initiale x(n) le signal xmod1(n). La nouvelle entrée modifiée
xmod(n) est alors calculée d’après l’équation suivante :
xmod(n) = x(n) + xmod1(n)
= x(n) + (x(n) cos(2pif0nTe
N−1
N
) + x˜(n) sin(2pif0nTe
N−1
N
))
= x(n)(1 + cos(2pif0nTe
N−1
N
)) + x˜(n) sin(2pif0nTe
N−1
N
).
(5.2)
Figure 5.3 – Schéma du modèle SMISO Volterra.
Le modèle SISO Volterra à entrée modifiée xmod(n) (SMISO 2), présenté en figure
5.3, devrait alors être capable de modéliser les sous et ultra-harmoniques comme
étant le résultat de l’intermodulation entre les fréquences du signal xmod(n). Les sous
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et ultra-harmoniques sont issues d’une combinaison linéaire entre les fréquences f0
et f0
N
. Le modèle SMISO 2 assure la modélisation de sous et ultra-harmoniques avec
des ordres inférieurs à ceux exigés par le modèle SMISO 1 Volterra excité par le
signal xmod1(n).
Pour vérifier la véracité de nos solutions à modéliser correctement notre sys-
tème non linéaire, nous proposons dans le paragraphe suivant une démonstration
analytique.
5.3 Démonstration analytique de la méthode
Pour vérifier analytiquement la capacité de nos méthodes SMISO (SMISO 1 et
SMISO 2) à modéliser les sous et ultra-harmoniques, et pour démontrer qu’elles ne
nécessitent pas des modèles de Volterra d’ordre élevé, nous considérons le cas simple
d’un système non linéaire d’entrée sinusoïdale x(n) = A cos(2pif0nTe) générant des
sous et ultra-harmoniques d’ordre N . Nous calculons ensuite le contenu fréquentiel
du signal de sortie du modèle SMISO 2 Volterra excité par le signal xmod(n) calculé
d’après l’équation (5.2) :
xmod(n) = A cos(2pif0nTe) + A cos(
2pif0
N
nTe) (5.3)
Notez que si la démonstration est valide pour le système SMISO 2, elle est aussi
pour le modèle SMISO 1 en considérant la seconde contribution comme étant nulle.
À titre d’illustration, la figure 5.4 représente le signal d’entrée x(n), le signal
sous harmonique (xSH) xmod1(n) et le signal d’entrée modifié xmod(n) pour A = 1
et N = 2. Il est clair que le signal xmod(n) est de période deux fois plus grande que
le signal d’entrée originale x(n). Par suite, il possède la composante fréquentielle
sous-harmonique en f0
2
.
Calculons maintenant le contenu fréquentiel du signal de sortie yˆ(n) du modèle
SMISO 2 Volterra d’ordre P et de mémoireM excité par le signal xmod(n). Le signal
xmod(n) est la somme de deux sinusoïdes de fréquences différentes. Pour déterminer
le contenu fréquentiel à la sortie du modèle SISO Volterra excité par xmod(n), nous
avons établi une formule simple permettant de prédire ce contenu fréquentiel.
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Figure 5.4 – Signal initial d’entrée x(n) et les signaux d’entrée modifiés xmod1(n) de fréquence
f0
2
et xmod(n) ayant
les fréquences f0 et
f0
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5.4 Détermination du contenu fréquentiel à la sortie
du modèle de Volterra excité avec des multi-
signaux sinusoïdaux
Les fréquences qui apparaissent à la sortie du modèle de Volterra peuvent être
déterminées une fois que les fréquences de l’entrée sont connues. Nous présentons ici
une méthode pour déterminer le contenu fréquentiel à la sortie d’un modèle SISO
Volterra excité par une somme de sinusoïdes.
Considérons un modèle SISO Volterra excité par le signal :
x(n) = cos(2pif1nTe) + cos(2pif2nTe). (5.4)
D’après l’équation (2.2), le signal de yˆ(n) à la sortie du modèle de Volterra peut
être décomposé en P signaux :
yˆ(n) =
P∑
p=1
yˆp(n), (5.5)
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où yˆp(n) est le signal de sortie du sous modèle de Volterra d’ordre p. En se référant
à l’équation (2.2), yˆp(n) est donné par :
yˆp(n) =
M−1∑
m1=0
M−1∑
km=0
. . .
M−1∑
km=0
hp(m1, m2, . . . , mp)x(n−m1)x(n−m2) . . . x(n−mp).
(5.6)
Remplaçons x(n) par sa valeur dans l’équation (5.6) :
yˆp(n) =
M−1∑
m1=0
M−1∑
m2=0
. . .
M−1∑
mp=0
hp(m1, m2, . . . , mp)(cos(2pif1nTe − 2pif1m1Te)×
+cos(2pif2nTe − 2pif2m1Te)) . . . (cos(2pif1nTe − 2pif1mpTe)
+ cos(2pif2nTe − 2pif2mpTe)).
(5.7)
Les termes 2pif1m1Te, 2pif1m2Te . . . , 2pif2m1Te, 2pif2mpTe sont des phases et n’in-
terviennent pas dans le calcul de la fréquence du signal. Par ailleurs, les fréquences
sont déterminées par :
(cos(2pif1nTe) + cos(2pif2nTe))
p. (5.8)
Pour p = 1, nous avons :
cos(2pif1nTe) + cos(2pif2nTe). (5.9)
Les fréquences à la sortie sont alors f1 et f2.
Pour p = 2, nous avons :
(cos(2pif1nTe) + cos(2pif2nTe))
2
= cos2(2pif1nTe) + 2 cos(2pif1nTe) cos(2pif2nTe) + cos
2(2pif2nTe)
= 1
2
(cos(4pif1nTe) + cos(4pif2nTe) + cos((2pif1 + 2pif2)nTe)
+ cos((2pif1 − 2pif2)nTe) + 1).
(5.10)
Les fréquences à la sortie sont : 0, 2f1, 2f2, f1 + f2, f1 − f2.
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Pour p = 3, nous avons :
(cos(2pif1nTe) + cos(2pif2nTe))
3
= cos3(2pif1nTe) + 3 cos
2(2pif1nTe) cos(2pif2nTe) + 3 cos(2pif1nTe) cos
2(2pif2nTe)+
cos3(2pif2nTe)
= 1
4
cos(6pif1nTe) +
3
4
cos(2pif1nTe) + 3(
1
2
cos(4pif1nTe) +
1
2
) cos(2pif2nTe)+
3 cos(2pif1nTe)(
1
2
cos(4pif2nTe) +
1
2
) + 1
4
cos(6pif2nTe) +
3
4
cos(2pif2nTe)
= 1
4
cos(6pif1nTe) +
3
4
cos(2pif1nTe) +
3
2
cos(4pif1nTe) cos(2pif2nTe) +
3
2
cos(2pif2nTe)+
3
2
cos(2pif1nTe) cos(4pif2nTe) +
3
2
cos(2pif1nTe) +
1
4
cos(32pif2nTe) +
3
4
cos(2pif2nTe)
= 1
4
cos(6pif1nTe) +
3
4
cos(2pif1nTe) +
3
4
cos((4pif1 + 2pif2)nTe) +
3
4
cos((4pif1 − 2pif2)nTe)+
3
2
cos(2pif2nTe) +
3
4
cos((2pif1 + 4pif2)nTe) +
3
4
cos((2pif1 − 4pif2)nTe) +
3
2
cos(2pif1nTe)+
1
4
cos(6pif2nTe) +
3
4
cos(2pif2nTe).
(5.11)
Les fréquences à la sortie sont : f1, f2, 2f1+2f2, 2f1−f2, f1+2f2, f1−2f2, 3f1, 3f2.
Comme les fréquences positives et négatives sont symétriques, le calcul des seules
fréquences positives est suffisant. En effectuant le même calcul pour les ordres
supérieurs, nous remarquons que l’ensemble de fréquences positives Ω+ obtenues
a la forme générale :
Ω+ = {|γ1f1 ± γ2f2|} avec
{
(γ1 + γ2) ∈ {0, 2, . . . , p} si p est pair
(γ1 + γ2) ∈ {1, 3, . . . , p} si p est impair.
(5.12)
avec γ1γ2 ∈ N∗. L’application de cette formule permet de retrouver les mêmes
fréquences que celles trouvées précédemment dans les équations (5, 10), (5, 11),
(5, 12).
Cette formule peut être généralisée pour une entrée formée de K sinusoïdes :
x(n) =
K∑
l=1
cos(2piflnTe). (5.13)
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L’ensemble Ω+ est alors donné par :
Ω+ = {|γ1f1 ± γ2f2 ± . . .± γKfK |} avec

K∑
l=1
γl ∈ {0, 2, . . . , p} si p est pair
K∑
l=1
γl ∈ {1, 3, . . . , p} si p est impair.
(5.14)
Le contenu fréquentiel à la sortie du modèle de Volterra peut être calculé également
avec l’algorithme établi dans [Wei et al., 2007] mais cet algorithme exige plus de
calculs que dans notre cas.
5.5 Détermination du contenu fréquentiel à la sortie
du modèle SMISO 2 Volterra
Revenons au modèle SMISO 2 Volterra et appliquons la relation (5.14) pour
calculer le contenu fréquentiel Ω+ du signal de sortie du modèle SMISO 2 Volterra
excité avec le signal xmod(n).
Dans notre cas on a K = 2, (f1 = f0, f2 =
f0
N
). On en déduit alors :
Ω+ = {|γ1f0 ± γ2
f0
N
|} avec
{
γ1 + γ2 ∈ {0, 2, . . . , p} si p est pair
γ1 + γ2 ∈ {1, 3, . . . , p} si p est impair.
(5.15)
Calculons maintenant Ω+ pour p = 1, 2, 3, P = 3. Les résultats sont groupés dans
le tableau 5.1. Ce tableau montre que la fréquence maximale modélisée est Pf0, au
lieu de P f0
N
obtenu en excitant avec la fréquence sous harmonique f0
N
seulement.
Pour plus de clarté, prenons les deux cas pour N = 2, et N = 3, les tableaux 5.2
et 5.3 résument les résultats.
Les tableaux 5.1, 5.2 et 5.3 montrent que le signal yˆp(n) possède la fréquence
fondamentale, les harmoniques, les sous et ultra-harmoniques jusqu’à l’ordre P du
modèle de Volterra utilisé. Des fréquences d’ordres supérieurs peuvent être obtenues
en augmentant l’ordre du modèle de Volterra.
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Table 5.1 – Le contenu fréquentiel de la sortie du modèle SMISO2 Volterra excité par xmod(n).
p γ1 + γ2 γ1 γ2 fréquences à la sortie
1 1
1 0 f0
0 1 f0
N
2
0 0 0 0
2
2 0 2f0
1 1 |f0 ±
f0
N
|
0 2 2
N
f0
3
1
1 0 f0
0 1 f0
N
3
3 0 3f0
2 1 |2f0 ±
f0
N
|
1 2 |f0 ± 2N f0|
0 3 3
N
f0
Table 5.2 – Le contenu fréquentiel de la sortie du modèle SMISO2 Volterra excité par xmod(n), N = 2.
p fréquences à la sortie
1 f0
2
, f0
2 0, f0
2
, 3
2
f0, 2f0
3 0, f0
2
, f0,
3
2
f0, 2f0,
5
2
f0, 3f0
Table 5.3 – Le contenu fréquentiel de la sortie du modèle SMISO2 Volterra excité par xmod(n), N = 3.
p fréquences à la sortie
1 f0
3
, f0
2 0, 2
3
f0, f0,
4
3
f0, 2f0
3 f0
3
, f0,
5
3
f0,
7
3
f0, 3f0
L’application de cette formule en considérant le cas du modèle MISO Volterra
proposé dans [Boaghe et Billings, 2003, Sbeity et al., 2013] donne des fréquences
similaires, à la sortie de chaque modèle SISO Volterra, puisque les signaux xi(n)
possèdent les fréquences f0 et
f0
N
, alors chacun des signaux yˆi(n) en sortie correspon-
dant aux différents xi(n) respectivement, doit avoir les mêmes fréquences que celles
indiquées dans le tableau 5.1.
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5.6 Application en imagerie ultrasonore sous har-
monique
Pour valider les différentes méthodes proposées et quantifier leurs performances
pour une application en imagerie médicale ultrasonore de contraste, des simulations
sont proposées. Les paramètres de simulation sont les mêmes que ceux indiqués dans
le chapitre 2.
Les performances des différentes méthodes de modélisation sont évaluées quali-
tativement et quantitativement.
Évaluation quantitative : L’EQMR entre le signal modélisé en utilisant la
méthode SMISO 2 et le signal renvoyé par la microbulle est calculée et comparée avec
celle obtenue en utilisant la méthode MISO 2 développée dans le chapitre précédent.
Les EQMR pour des RSB = ∞, 20, 15, 10 dB du bruit blanc gaussien ajouté à la
sortie du système, sont reportées en figure 5.5. Rappelons que l’ordre du modèle de
Volterra est fixé à P = 3 car la fréquence maximale dans le signal est la troisième
harmonique. La mémoire M du modèle varie entre 2 et 16.
La figure 5.5 montre que toutes les courbes sont décroissantes, quelque soit le
niveau du bruit. Cette allure montre que les différentes méthodes tendent asympto-
tiquement vers la solution optimale. Au delà de M = 16 les courbes se stabilisent
avec une EQMR ≈ −16 dB en absence du bruit. Notons que plus le niveau du
bruit augmente et plus les valeurs de l’EQMR augmentent. Les courbes montrent
aussi que la méthode SMISO Volterra fournit la même EQMR que la méthode
MISO Volterra pour une mémoire supérieure à 3. Des barres d’erreur montrent que
l’EQMR varie légèrement autour d’une valeur moyenne. Ce résultat montre que la
méthode SMISO 2 Volterra et l’approche MISO 2 Volterra sont assez robustes vis à
vis du bruit en terme de l’EQMR.
Évaluation qualitative : La figure 5.6 montre le signal initial d’entrée x(n), le
signal d’entrée modifiée selon l’équation (5.2) x1(n), et le signal modifiée xmod(n). Il
est clair que les signaux xmod1(n) et xmod(n) sont de période deux fois plus grande que
le signal x(n). Par suite, ils possèdent la composante fréquentielle sous-harmonique
en f0
2
.
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Figure 5.5 – Variation de l’EQMR en dB entre le signal modélisé yˆ(n) en utilisant la méthode MISO 2 (en noir),
et la méthode SMISO2 Volterra (en vert) et le signal renvoyé par la microbulle y(n) en fonction de la mémoire du
modèle Volterra en présence du bruit à la sortie : RSB = ∞ dB, RSB = 20 dB, RSB = 15 dB, et RSB = 10 dB.
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Figure 5.6 – Le signal d’entrée x(n) et les signaux d’entrée modifiée xmod1 (n) and xmod(n).
Pour évaluer qualitativement la méthode MISO 2 Volterra et la méthode SMISO
2 Volterra au regard de la méthode SISO Volterra standard, les représentations
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temporelles y(n) et yˆ(n), et fréquentielles |Y (k)|2 et |Yˆ (k)|2 du signal non linéaire
renvoyé par la microbulle et du signal modélisé avec les différentes méthodes sont
présentées en figure 5.8.
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Figure 5.7 – Comparaison entre le signal renvoyé par la microbulle y(n) (en noir), et son estimation yˆ(n) (en
vert) :(haut) le signal modélisé avec le modèle SISO Volterra standard,(milieu) le modèle MISO 2 Volterra,(bas) le
modèle SMISO 2 Volterra. Ici RSB =∞ dB, P = 3 et M = 16.
Les résultats présentés en figure 5.8 ont été obtenus pour un RSB =∞ et pour
des modèles de Volterra d’ordre P = 3 et de mémoireM = 16 choisis d’après l’étude
de la variation de l’EQMR en fonction de la mémoire du modèle en figure 5.5.
Pour les deux types de représentation, la fréquence fondamentale à f0, les harmo-
niques à 2f0, les sous et ultra-harmoniques à
f0
2
, 3
2
f0 et 52f0 sont bien apparents. La
figure 5.7 (haut) montre que le signal modélisé avec le modèle SISO Volterra standard
ne décrit pas bien le signal y(n). Les spectres correspondants sur la figure 5.8 (haut),
montrent que seules les composantes harmoniques à f0, 2f0 et 3f0 sont modélisées
par le modèle SISO Volterra standard. Ce résultat confirme bien que le modèle SISO
Volterra est incapable de modéliser les sous et ultra-harmoniques. Les figures 5.7
(milieu, bas) montrent un très bon accord entre le signal modélisé avec la nouvelle
méthode SMISO 2 Volterra et la méthode MISO 2 Volterra avec le signal y(n).
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Figure 5.8 – Les spectres correspondants aux différents signaux de la figure 5.7. Ici RSB = ∞ dB, P = 3 et M = 16.
Les spectres correspondants sur les figures 5.8 (milieu, bas) montrent que toutes les
composantes spectrales à (f0,
f0
2
, 2f0,
3
2
f0, 2f0) sont correctement modélisées validant
la nouvelle méthode SMISO 2 Volterra et l’approche MISO 2 Volterra.
La figure 5.9 montre une comparaison entre le signal modélisé à l’aide du modèle
SMISO 2 Volterra et celui modélisé avec le modèle SMISO 1 Volterra d’ordre P = 3
et de mémoire M = 16 et leurs spectres. Les résultats montrent que la composante
sous-harmonique à f0
2
, la fondamentale à f0 et la première harmonique à 3
f0
2
sont
modélisées avec le modèle SMISO1 Volterra. Les fréquences supérieures ne sont pas
modélisées comme expliqué dans l’introduction de ce chapitre. Une comparaison
entre la figure 5.9 et les figures 5.7 et 5.8 montre l’intérêt d’utiliser le signal d’entrée
modifié xmod(n) qui possède à la fois la fréquence fondamentale et la fréquence sous-
harmonique, au lieu d’utiliser le signal sous-harmonique xmod1(n), pour modéliser
les sous et ultra-harmoniques avec un modèle d’ordre plus faible.
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Figure 5.9 – (a) Comparaison entre le signal modélisé à l’aide du modèle SMISO 2 Volterra (en noir) et celui
modélisé avec le modèle SMISO 1 (en vert).(b) Les spectres correspondants. Ici RSB =∞ dB, P = 3 et M = 16.
5.7 Conclusions
Dans ce chapitre, le problème de la modélisation des sous et ultra-harmoniques
avec un modèle SISO Volterra a été traité. Théoriquement, cette modélisation est
possible à condition que le signal d’entrée soit à la fréquence sous-harmonique f0
N
.
Une fois cette condition réalisée, les sous et ultra-harmoniques sont vues par le
modèle de Volterra comme des multiples entiers de la fréquence d’excitation, et par
suite elles seront modélisées. Pratiquement, il n’existe pas une méthode qui utilise
un modèle SISO Volterra pour modéliser les sous et ultra-harmoniques. Le présent
travail propose pour la première fois une méthode basée sur modèle SISO Volterra
à entrée modifiée (SMISO Volterra) pour modéliser les sous et ultra-harmoniques.
L’entrée du modèle SMISO1 Volterra est calculée à partir de l’entrée du mo-
dèle non linéaire considéré. L’entrée du système non linéaire est modifiée de telle
manière à y faire apparaitre la fréquence f0
N
. Cette modification est achevée par
une translation fréquentielle du spectre du signal d’une valeur amenant la fréquence
d’excitation à la fréquence sous harmonique à modéliser. Par suite, la capacité du
modèle SISO Volterra excité avec le signal translaté ayant la fréquence f0
N
seulement
est limitée par l’ordre du modèle de Volterra utilisé. L’ordre du modèle détermine
la fréquence maximale que le modèle peut modéliser. La réduction de la fréquence
d’excitation pour être égale à la fréquence sous-harmonique doit être compensée par
l’augmentation de l’ordre du modèle, ce qui augmente ensuite le nombre de noyaux à
calculer, et rend le processus d’identification plus complexe. Pour éviter cela, l’entrée
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AVEC UN MODÈLE SISO NMA À ENTRÉE MODIFIÉE (SMISO NMA)
finalement retenue du modèle SMISO 2 est la somme du signal d’entrée initiale de
fréquence f0 et du signal translaté de fréquence
f0
N
. Le couplage par intermodulation
de deux fréquences à l’entrée permet d’effectuer la modélisation des sous et ultra-
harmoniques avec un modèle de Volterra d’ordre peu élevé.
La nouvelle méthode SMISO 2 Volterra est caractérisée par sa simplicité et sa
rapidité par rapport aux méthodes MISO Volterra utilisées pour modéliser les sous et
ultra-harmoniques. En effet, la modélisation est effectuée à l’aide d’un seul modèle de
Volterra au lieu de plusieurs modèles, ce qui réduit le nombre des noyaux à calculer
et par suite le temps de calcul.
L’application de la nouvelle méthode pour modéliser des signaux simulés de
microbulles a montré son efficacité pour modéliser les sous et ultra-harmoniques,
et sa robustesse vis à vis du bruit en terme d’EQMR. Cependant, les fréquences
maximales modélisées sont limitées par l’ordre du modèle de Volterra qui doit être
ajusté selon l’ordre de la non linéarité du système étudié.
Bien que les méthodes proposées dans ce chapitre permettent la modélisation de
sous et ultra-harmoniques, elles les modélisent avec les autres composantes harmo-
niques et elles ne permettent pas d’extraire les sous et ultra-harmoniques séparément
des composantes harmoniques.
En imagerie ultrasonore sous et ultra-harmonique, l’image est construite à partir
des composantes sous et ultra-harmoniques présentes dans le signal. D’où l’impor-
tance de récupérer ces composantes. Cela peut être accomplie en utilisant des filtres
passe-bandes. Cependant, ces filtres nécessitent une étape des pré-réglages. Pour
éviter cette étape non-triviale, et pour obtenir des images avec un meilleur contraste,
les techniques de filtrage optimale sont préférées pour extraire les composantes sous
et ultra-harmoniques. Le développement de telles techniques fera l’objet du chapitre
suivant où nous proposons différentes solutions pour extraire les composantes sous
et ultra-harmoniques des composantes harmoniques d’une manière optimale.
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Chapitre 6
Extraction de sous et
ultra-harmoniques
6.1 Principe des méthodes
Les méthodes développées dans les deux chapitres précédents permettent la
modélisation des sous et ultra-harmoniques générées par les systèmes non linéaires.
Ces méthodes sont en effet capables de modéliser le signal renvoyé par le système non
linéaire. Cependant, ces méthodes ne permettent pas de récupérer les composantes
harmoniques f0, 2f0, 3f0, .... d’une part et les composantes sous et ultra-harmoniques
f0/N, 2f0/N, 3f0/N, ... d’autre part, puisqu’elles modélisent toutes les composantes
simultanément. Dans ce chapitre, nous nous intéressons au développement de mé-
thodes permettant de séparer les sous et ultra-harmoniques à part des harmoniques,
afin de pouvoir accéder aux composantes sous et ultra-harmoniques seulement.
En s’appuyant toujours sur le même principe de Boyd [Boyd et al., 1984], la
modélisation de sous et ultra-harmoniques avec un modèle NMA est possible si et
seulement si ces composantes sont vues comme des multiples entiers de la fréquence
d’entrée. Pour ce faire, des modifications doivent être effectuées. Nous proposons
des méthodes basées sur deux types de modifications, soit au niveau du signal
d’entrée, soit au niveau du signal de sortie. En partant de ces deux types de mo-
difications, deux méthodes pour la modélisation exclusive et l’extraction de sous et
ultra-harmoniques avec un modèle NMA sont proposées dans ce chapitre.
Chacune des deux méthodes proposées est constituée de deux étapes : une étape
pour la modélisation des harmoniques seulement, et une autre étape pour la mo-
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délisation des sous et ultra-harmoniques seulement. La première méthode est basée
sur la modification de la fréquence d’entrée, alors que la deuxième est basée sur la
modification de la fréquence de sortie.
6.1.1 Modélisation et extraction par modification de la fré-
quence de l’entrée
Comme mentionné dans la section précédente, cette méthode est constituée de
deux étapes, chacune utilisant un modèle NMA comme présenté dans la figure 6.1 :
Figure 6.1 – Schéma de la méthode 1 : Modélisation par modification de la fréquence de l’entrée.
1. modélisation des harmoniques : la modélisation des harmoniques est obtenue
en modélisant le système d’entrée x(n) et de sortie y(n) avec un modèle de
Volterra standard. Le signal yˆ11(n) obtenu contient les seules composantes
harmoniques. En se référant à l’équation (2.11), le signal harmonique yˆ11(n)
peut être écrit sous la forme vectorielle suivante :
Yˆ11 = X.h, (6.1)
avec X et h comme définis dans le chapitre 1 (section (1.2.2)).
2. modélisation des sous et ultra-harmoniques : l’information sous et ultra-harmon-
ique peut être récupérée en calculant le signal de différence y12(n) entre le signal
de sortie y(n) et le signal harmonique yˆ11(n).
y12(n) = y(n)− yˆ11(n). (6.2)
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Le contenu spectral du signal y12(n) doit être composé de composantes sous
et ultra-harmoniques et du bruit. En se référant au théorème précédent, ces
composantes peuvent être modélisées par un modèle NMA si l’entrée du modèle
est de fréquence f0
N
. Par conséquent, le signal d’entrée initiale x(n) doit être
modifié de telle façon à y faire apparaitre la fréquence f0
N
. Pour ce faire, nous
proposons d’appliquer une translation du spectre au signal x(n) d’une valeur
égale à −N−1
N
f0 pour amener la fréquence f0 vers la position de
f0
N
. Le signal
d’entrée modifié xmod1(n) est calculé d’après l’équation (5.1) :
xmod1(n) = ℜ
(
xa(n).e
−2pij N−1
N
f0nTe
)
= ℜ
(
(x(n) + jx˜(n)).e−2pij
N−1
N
f0nTe
)
= x(n) cos
(
2pif0nTe
N−1
N
f0
)
+ x˜(n) sin
(
2pinTe
N−1
N
f0
)
,
(6.3)
où ℜ représente la partie réelle, x˜(n) = H(x(n)) est la transformée de Hilbert
de x(n), et Te est la période d’échantillonnage.
Le signal d’entrée modifié xmod1(n) peut être écrit sous la forme vectorielle
suivante :
Xmod1 = CX+ SX˜; (6.4)
oùC et S sont des matrices diagonales dont les éléments sont cii = cos
(
2piiN−1
N
f0Te
)
,
et sii = sin
(
2piiN−1
N
f0Te
)
; i ∈ {1, . . . , L}, et où L est la longueur du signal
d’entrée x(n).
C =

cos(2piN−1
N
f0Te) 0 0 . . . 0
0 cos(2pi2N−1
N
f0Te) 0 . . . 0
...
...
...
...
. . .
0 0 0 . . . cos(2piLN−1
N
f0Te),

et
S =

sin(2piN−1
N
f0Te) 0 0 . . . 0
0 sin(2pi2N−1
N
f0Te) 0 . . . 0
...
...
...
...
. . .
0 0 0 . . . sin(2piLN−1
N
f0Te),

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et :
X = [x(1) x(2) . . . x(L)]T
X˜ = [x˜(1) x˜(2) . . . x˜(L)]T .
(6.5)
Nous disposons maintenant d’un nouveau signal d’entrée xmod(n) ayant la fré-
quence sous harmonique f0
N
et du signal de différence y12(n). Nous modélisons
alors, le signal y12(n) à l’aide d’un modèle de Volterra d’entrée xmod(n) pour
obtenir le signal sous et ultra-harmonique yˆ12(n) d’après l’équation :
Yˆ12 = Xmod1hmod, (6.6)
où hmod est l’équivalent du vecteur h pour le signal xmod1(n).
Finalement, le signal modélisé total yˆ(n) est la somme du signal harmonique
yˆ11(n) et du signal sous et ultra-harmonique yˆ12(n) :
yˆ(n) = yˆ11(n) + yˆ12(n). (6.7)
Cette méthode sera notée méthode 1.
6.1.2 Modélisation et extraction par modification de la fré-
quence de sortie
Cette méthode est encore constituée de deux étapes, une étape pour la modéli-
sation des harmoniques et une autre étape pour la modélisation des sous et ultra-
harmoniques. Chaque étape utilise un modèle NMA comme présenté dans la figure
6.2.
1. modélisation des harmoniques : cette étape est identique à l’étape 1 de la
méthode 1. La modélisation des harmoniques est obtenue en modélisant le
système d’entrée x(n) et de sortie y(n) avec un modèle de Volterra standard.
Le signal obtenu est le signal harmonique yˆ21(n) calculé selon l’équation :
Yˆ21 = Xh. (6.8)
2. modélisation de sous et ultra-harmoniques : en se basant toujours sur la même
idée que les sous et ultra-harmoniques peuvent être modélisées lorsqu’elles
sont des multiples entiers de la fréquence d’entrée, nous proposons dans cette
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Figure 6.2 – Schéma de la méthode 2 : Modélisation par modification de la fréquence de la sortie.
méthode de garder le signal d’entrée inchangé, et de modifier le signal de
sortie en lui appliquant une translation du spectre amenant les sous et ultra-
harmoniques vers les positions des harmoniques, où par suite elles pourraient
être modélisées avec le modèle NMA. Le signal de sortie modifié ymod(n) est
calculé d’après l’équation :
ymod(n) = ℜ(ya(n).e
2pij N−1
N
f0nTe)
= ℜ((y(n) + jy˜(n)).e2pij
N−1
N
f0nTe)
= y(n) cos(2pinTe
N−1
N
f0)− y˜(n) sin(2pinTe
N−1
N
f0).
(6.9)
En écriture vectorielle :
Ymod = CY + SY˜, (6.10)
avec les matrices C et S définies comme avant, et :
Y = [y(1) y(2) . . . y(L)]T
Y˜ = [−y˜(1) − y˜(2) . . . − y˜(L)]T .
(6.11)
Le signal ymod(n) est modélisé ensuite avec un modèle de NMA d’entrée x(n).
Le signal obtenu yˆ22mod(n) contient les composantes sous et ultra-harmoniques
translatées d’une valeur de N−1
N
f0. Pour récupérer le signal sous et ultra-
harmoniques yˆ22(n), une translation (multiplication en fréquence) d’une valeur
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N−1
N
f0 est effectuée selon l’équation suivante :
yˆ22(n) = ℜ(yˆmoda(n)).e
−2pij N−1
N
f0nTe
= ℜ((yˆmod(n) + j ˜ˆymod(n)).e
−2pij N−1
N
f0nTe)
= yˆmod(n) cos(2pinTe
N−1
N
f0) + ˜ˆymod(n) sin(2pinN−1N f0Te).
(6.12)
Le signal final yˆ(n) est la somme du signal harmonique yˆ21(n) et du signal sous
et ultra-harmonique yˆ22(n) :
yˆ(n) = yˆ21(n) + yˆ22(n) (6.13)
Cette méthode sera notée méthode 2.
Les deux méthodes sont testées en utilisant comme modèle NMA, le modèle
de Volterra et le modèle de Hammerstein généralisé, en utilisant des signaux de
microbulles simulés .
6.2 Applications des méthodes
6.2.1 Application basée sur le modèle de Hammerstein géné-
ralisé
Les deux méthodes sont testées en utilisant des signaux de microbulles simulés
identiques à ceux utilisés dans les chapitres précédents. De même, les performances
des différentes méthodes sont évaluées qualitativement et quantitativement.
Évaluation quantitative : Pour quantifier les performances des différentes mé-
thodes étudiées et savoir quelle méthode fournit les meilleures performances, l’erreur
quadratique moyenne relative EQMR est évaluée pour différents niveaux de bruit à
la sortie du système. Le bruit, dont le niveau est ajusté en fonction du RSB, est
gaussien et blanc. Dix réalisations sont effectuées pour évaluer les fluctuations sur
l’EQMR. Les EQMR pour des RSB =∞, 20, 15, 10 dB sont reportées en figure 6.3.
La figure 6.3 montre la variation de l’EQMR entre le signal renvoyé par la
microbulle, le signal obtenu en utilisant la méthode 1 (en noir), et celui obtenu en
utilisant la méthode 2 (en vert) en fonction de la mémoire du modèle de Volterra. La
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Figure 6.3 – Variation de l’EQMR en dB entre le signal modélisé yˆ(n) en utilisant la méthode 1 (en noir), et avec
la méthode 2 (en vert)appliquées avec le modèle de Hammerstein généralisé et le signal renvoyé par la microbulle
y(n) en fonction de la mémoire du modèle Volterra en présence du bruit à la sortie : RSB = ∞ dB, RSB = 20 dB,
RSB = 15 dB, et RSB = 10 dB.
figure montre que les courbes de variation de l’EQMR sont décroissantes et suivent
à peu près les mêmes variations. Elles ont toujours une allure décroissante, quelque
soit le niveau du bruit. Des fluctuations autour d’une valeur moyenne sont observées
montrant ainsi la robustesse de la méthode vis à vis du bruit en terme d’EQMR.
Les valeurs d’EQMR obtenues avec les deux méthodes diminuent lorsque le niveau
du bruit augmente.
Évaluation qualitative : La figure 6.4 représente une comparaison qualitative
dans le domaine temporel et fréquentiel entre le signal renvoyé par la microbulle y(n)
et les deux signaux modélisés avec le modèle de Hammerstein généralisé standard, la
méthode 1 et la méthode 2. La méthode 1 est utilisée avec un modèle de Hammerstein
généralisé d’ordre P = 3 pour la première étape, et un modèle de Hammerstein
d’ordre P = 5 pour la deuxième étape. L’ordre du modèle de Hammerstein uti-
lisé dans la première étape est déterminé par la bande passante des transducteurs
disponibles en imagerie ultrasonore, un ordre P = 3 est suffisant pour couvrir la
bande passante du transducteur. Dans l’étape 2, l’ordre est tel que le modèle de
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Hammerstein généralisé est capable de modéliser les sous et ultra-harmoniques.
Dans cet exemple, les sous et ultra-harmoniques ont des fréquences f0
2
, 3
2
f0,
5
2
f0.
Donc pour l’entrée modifiée de fréquence f0
2
, un ordre P = 5 est nécessaire pour
modéliser toutes les composantes. La méthode 2 est appliquée avec un modèle de
Hammerstein d’ordre P = 3 pour les deux étapes, puisque la fréquence à l’entrée est
inchangée. Les 2 méthodes sont utilisées avec une mémoire de M = 30 pour laquelle
l’EQMR obtenue est de l’ordre de 22 dB, d’après la figure 6.3, ce qui peut être
considéré comme suffisamment petit.
La figure 6.4 (a)(haut) montre que le signal modélisé avec le modèle de Hammerstein
standard généralisé ne décrit pas correctement le signal renvoyé par la microbulle. Les
spectres correspondants sur la figure 6.4 (b)(haut) montrent que le signal modélisé
avec le modèle standard a seulement les composantes harmoniques (f0, 2f0). La
figure 6.4 (b) (milieu, bas) montre que les signaux modélisés avec les deux méthodes
1 et 2 décrivent parfaitement le signal de la microbulle. Les spectres correspondants
sur la figure 6.4 (b)(milieu, bas) montrent que toutes les composantes fréquentielles
sont bien modélisées : les harmoniques (f0, 2f0, 3f0), la sous-harmonique
f0
2
, et les
ultra-harmoniques (3
2
f0,
5
2
f0).
La figure 6.5 (a)(haut) montre le signal de différence y12(n), (entre le signal
renvoyé par la microbulle et le signal harmonique modélisé avec le modèle standard),
et le signal sous et ultra-harmoniques yˆ12(n)modélisé avec la méthode 1. Les spectres
correspondants sur la figure 6.5(b)(haut) confirment bien que la sous harmonique
f0
2
, la première ultra-harmonique 3
2
f0, et la deuxième ultra-harmonique 52f0 sont
bien modélisées et séparées des composantes harmoniques. Les figures 6.5 (a et
b)(bas) montrent des résultats similaires pour la méthode 2. Ces résultats montrent
l’efficacité des deux méthodes à modéliser et séparer les composantes sous et ultra-
harmoniques contenues dans la réponse de la microbulle.
6.2.2 Application basée sur le modèle de Volterra
Les deux méthodes de modélisation et de séparation de sous et ultra-harmoniques
sont appliquées aussi en utilisant le modèle de Volterra comme modèle NMA. De
même, l’application est réalisée sur les signaux simulés des microbulles décrits pré-
cédemment.
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Figure 6.4 – (a) Comparaison entre le signal renvoyé par la microbulle y(n) (en noir), et son estimation yˆ(n) (en
vert) :(haut) le signal modélisé avec le modèle de Hammerstein généralisé standard, (milieu) la méthode 1 appliquée,
(bas) la méthode 2, appliquées chacune avec le modèle de Hammerstein généralisé.(b) Les spectres correspondants
aux différentes signaux de la figure (a). Ici RSB = ∞ dB.
Évaluation quantitative : De même, une évaluation quantitative moyennant
l’EQMR est réalisée pour différents niveaux de bruit à la sortie du système. Le
bruit, dont le niveau sera ajusté en fonction du RSB, est gaussien et blanc. Dix
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Figure 6.5 – (a) Comparaison entre la différence entre le signal renvoyé par la microbulle y(n) et le signal harmonique
(en noir), et le signal sous et ultra-harmonique (en vert) :(haut) obtenu avec la méthode 1, (bas) obtenu avec la
méthode 2 utilisant des modèles de Hammerstein généralisé. (b) Les spectres correspondants aux différentes signaux
de la figure (1). Ici RSB =∞ dB, P = 3 et M = 30.
réalisations sont effectuées pour évaluer les fluctuations sur l’EQMR. Les EQMR
pour des RSB =∞, 20, 15, 10 dB sont reportés en figure 6.6.
La figure 6.6 montre des résultats similaires à ceux reportés dans la figure 6.3. Les
courbes sont toujours décroissantes. Les valeurs de mémoire varient entre M = 2 et
M = 16. La méthode 2 fournit des valeurs d’EQMR plus petites que celles obtenues
en utilisant la méthode 1 pour des valeurs de la mémoire inférieure à M = 12 au-
delà de M = 12 les deux méthodes donnent à peu près la même EQMR. Au-delà
de M = 16, il n ’y a pas de variation significative de l’ EQMR.
Évaluation qualitative : La figure 6.7 représente une comparaison qualitative
dans le domaine temporel et fréquentiel entre le signal renvoyé par la microbulle
y(n) et les deux signaux modélisés avec le modèle de Volterra standard, la méthode
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Figure 6.6 – Variation de l’EQMR en dB entre le signal modélisé yˆ(n) en utilisant la méthode 1 (en noir), et avec
la méthode 2 (en vert) appliquées avec le modèle de Volterra et le signal renvoyé par la microbulle y(n) en fonction
de la mémoire du modèle Volterra en présence du bruit à la sortie : RSB = ∞ dB, RSB = 20 dB, RSB = 15 dB, et
RSB = 10 dB.
1 et la méthode 2. La méthode 1 est utilisée avec un modèle de Volterra d’ordre
P = 3 pour la première étape, et un modèle de Volterra d’ordre P = 5 pour la
deuxième étape. La méthode 2 est appliquée avec un modèle de Volterra d’ordre
P = 3 pour les deux étapes. Le choix des ordres est justifié par les mêmes raisons
que pour le modèle de Hammerstein généralisé. La mémoire utilisée pour les deux
méthodes est égale à M = 16 d’après la figure 6.6 où l’ EQMR est de l’ordre de
−16 dB.
Les figures 6.7 et 6.8 montrent des résultats similaires aux résultats obtenus en
utilisant le modèle de Hammerstein. Les deux méthodes permettent de modéliser et
de séparer les composantes harmoniques, sous et ultra-harmoniques des signaux des
microbulles.
6.2.3 Comparaison entre les deux méthodes
Les résultats de l’application des deux méthodes avec le modèle de Volterra et
le modèle de Hammerstein généralisé ont bien montré l’efficacité de deux méthodes
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Figure 6.7 – (a) Comparaison entre le signal renvoyé par la microbulle y(n) (en noir), et son estimation yˆ(n)
(en vert) :(haut) le signal modélisé avec le modèle Volterra standard, (milieu) la méthode 1, (bas) la méthode 2,
appliquées chacune en utilisant le modèle de Volterra.(b) Les spectres correspondants aux différentes signaux de la
figure (a). Ici RSB = ∞ dB.
pour modéliser et extraire les sous et ultra-harmoniques. Cependant, les deux mé-
thodes présentent des avantages et des inconvénients l’une par rapport à l’autre.
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Figure 6.8 – (a) Comparaison entre le signal renvoyé par la microbulle y(n) (en noir), et le signal sous et ultra-
harmonique (en vert) : (haut) obtenu avec la méthode 1 en utilisant le modèle de Volterra, (bas) obtenus avec la
méthode 2 en utilisant le modèle de Volterra. (b) les spectres correspondants aux différentes signaux de la figure (a).
Ici RSB = ∞ dB.
La méthode 1 possède une structure plus simple que la méthode 2 et moins
d’opérations. Par contre la méthode est plus rapide. Cela est dû au fait que la seconde
étape de la méthode 2 nécessite un modèle d’ordre plus grand que la méthode 1,
l’ordre de la première étape étant fixé. En effet, comme le nombre de paramètres
est lié à l’ordre du modèle, plus l’ordre est grand, plus le nombre de paramètres est
grand et plus la méthode est lente.
Un autre avantage de la méthode 2 est que les deux étapes sont indépendantes
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l’une de l’autre, contrairement à la méthode 1. La modélisation des sous et ultra-
harmoniques avec la méthode 2 ne nécessite pas le passage par la modélisation des
harmoniques, ce qui est le cas de la méthode 1.
Les modèles NMA, Volterra et Hammerstein généralisé, utilisés pour tester les
deux méthodes, ont montré tous les deux une capacité à modéliser et séparer les sous
et ultra-harmoniques. Toutefois le modèle de Hammerstein généralisé a l’avantage de
posséder moins de noyaux que le modèle de Volterra pour des ordres et des mémoires
fixés. Ceci permet d’utiliser des valeurs de mémoire plus élevées pour le modèle
de Hammerstein généralisé sans souci de temps de calcul. En terme d’EQMR, la
figure 6.9 montre une comparaison entre les deux méthodes appliquées en utilisant
séparément chacun de deux modèles. Les courbes montrent que l’application de
deux méthodes en utilisant l’un de deux modèles, celui de Volterra ou celui de
Hammerstein généralisé, donnent des valeurs EQMR très proches pour une même
valeur de mémoire.
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Figure 6.9 – Variation de l’EQMR en dB entre le signal modélisé yˆ(n), en utilisant la méthode 1 avec le modèle
de Hammerstein généralisé (en noir continu), et la méthode 2 avec le modèle de Hammerstein généralisé (en vert
continu), et en utilisant la méthode 1 avec le modèle de Volterra (en noir discontinu) et la méthode 2 en utilisant
le modèle de Volterra (en vert discontinu), et le signal renvoyé par la microbulle y(n) en fonction de la mémoire du
modèle Volterra en présence du bruit à la sortie : RSB = ∞ dB.
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6.2.4 Comparaison de deux méthodes avec un filtre RIF
Pour montrer l’intérêt d’utiliser des filtres optimaux par rapport à des filtres
linéaires standards multi-bandes, nous nous proposons de comparer les performances
des différents filtres dans le cas de signaux issus de microbulles. Le filtre que nous
avons utilisé est un filtre linéaire à réponse impulsionnelle finie RIF dont les fré-
quences de coupure sont choisies pour permettre le passage seulement des fréquences
sous et ultra-harmoniques à 2 MHz, 6 MHz et 10 MHz.
La figure 6.10 représente le signal de différence y12(n), entre le signal y(n) et le
signal harmonique obtenu en utilisant le modèle de Hammerstein généralisé (P = 3,
et M = 30)(équation 6.2) en noir, et en vert le signal résultant de l’application du
filtre RIF au signal y(n). La figure 6.11 montre des représentations similaires pour
le modèle de Volterra (P = 3 et M = 16). Les figures montrent un bon accord entre
les deux signaux dans le domaine temporel et fréquentiel.
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Figure 6.10 – (a) en haut : signal sous et ultra-harmonique en noir obtenu avec le modèle de Hammerstein généralisé,
et le signal filtre par le filtre RIF en vert, en bas : les spectres correspondants (b) Ici RSB = ∞ dB, P = 3, et
M = 30.
L’extraction du signal sous et ultra-harmoniques avec le filtre RIF nécessite un
pré-réglage assez compliqué des fréquences du coupure. Le choix des fréquences de
coupure nécessite une connaissance a priori de la largeur fréquentielle de chaque
composante. Le résultat reste très dépendant des paramètres du filtre tel que l’ordre
du filtre, le ripple, l’atténuation. Par contre, les méthodes basées sur le modèle NMA
(Volterra et Hammerstein généralisé) ne demandent pas de tels pré-réglages, ni de
connaissance a priori sur la largeur fréquentielle.
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Figure 6.11 – (a) en haut : signal sous et ultra-harmonique en noir obtenu avec le modèle de Volterra, signal filtré
par le filtre RIF en vert, en bas : les spectres correspondants (b) à gauche : signal sous et ultra-harmonique en noir
obtenu avec le modèle de Volterra. En bas : les spectres de deux signaux respectivement. Ici RSB =∞ dB.
6.3 Conclusions
Dans ce chapitre, deux méthodes capables de modéliser et de séparer les compo-
santes sous et ultra-harmoniques en utilisant un modèle NMA (Volterra ou Hammer-
stein généralisé) ont été développées. Les deux méthodes sont basées sur la même
idée qui stipule que la modélisation de sous et ultra-harmoniques avec un modèle
NMA est possible si le signal d’entrée ou le signal de sortie est modifié de telle façon
que les sous et ultra-harmoniques soient aux positions fréquentielles multiples entiers
de la fréquence d’entrée.
Chaque méthode utilise deux modèles : le premier est dédié à la modélisation des
composantes harmoniques, et le second à la modélisation des composantes sous et
ultra-harmoniques. La première méthode (méthode 1) applique un décalage spectral
de N−1
N
f0 du signal d’entrée vers les fréquences les plus basses. Les sous et ultra-
harmoniques sont maintenant vues comme des multiples entiers de la fréquence
d’entrée, et par suite elles peuvent être modélisées. L’ordre du modèle (Volterra
ou Hammerstein généralisé) est un paramètre important qui doit être réglé pour
garantir la modélisation de toutes les composantes sous et ultra-harmoniques. Pour
la seconde méthode (méthode 2), un décalage spectrale de N−1
N
f0 est appliqué sur
le signal de sortie pour déplacer les composantes sous et ultra-harmoniques vers les
positions fréquentielles des harmoniques. Ensuite, les sous et ultra-harmoniques sont
modélisées avec le modèle excité par le signal d’entrée de fréquence f0. Finalement,
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un dernier décalage fréquentiel est réalisé pour récupérer le signal sous et ultra-
harmoniques.
Les deux méthodes proposées sont caractérisées par leur simplicité. L’application
des méthodes proposées pour modéliser la réponse des microbulles a montré leur
efficacité à modéliser et séparer les composantes sous et ultra-harmoniques d’autres
composantes harmoniques. Bien que les deux méthodes aient été appliquées avec un
ordre 3, elles peuvent être utilisées pour n’importe quel ordre.
La comparaison de deux méthodes avec un filtre linéaire RIF, a montré qu’elles
sont plus précises et demandent moins de réglages que le modèle RIF. Le choix
entre les deux méthodes dépend de l’objectif de modélisation et des paramètres à
minimiser (temps de calcul, bruit,complexité).
Nous avons remarqué que pour toutes les méthodes développées dans les chapitres
précédents, le choix de l’ordre du modèle est un facteur important qui détermine
la capacité du modèle à modéliser le système non linéaire. Plus la non linéarité
du système augmente, plus l’ordre du modèle doit être grand. Or, pour le modèle
de Volterra, l’augmentation de l’ordre du modèle rend plus complexe le processus
d’identification. Par exemple, pour P = 3 et M = 16 il faut calculer 968 noyaux ce
qui devient complètement rédhibitoire. Dans le prochain chapitre, nous proposons
une solution qui permet de réduire le nombre de noyaux.
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Chapitre 7
Réduction de la complexité du
modèle de Volterra par
décomposition en sous-signaux
Le problème majeur du modèle de Volterra est la sur-paramétrisation liée à
l’augmentation accrue du nombre de noyaux avec l’augmentation de l’ordre et de la
mémoire. L’augmentation du nombre de noyaux avec l’augmentation de l’ordre et de
la mémoire du modèle de Volterra rend le processus d’identification plus complexe,
et nécessite des ordinateurs avec des mémoires puissantes et une rapidité accrue.
Dans les dernières décennies, plusieurs travaux de recherche ont été menés pour
réduire la complexité du modèle de Volterra. Trois approches sont à considérer. La
première approche consiste à approximer le modèle de Volterra à l’aide d’une struc-
ture cascade-parallèle formée de filtres linéaires dynamiques et de filtres linéaires
statiques [Korenberg, 1991, Frank, 1995]. La seconde approche consiste à utiliser une
décomposition SVD ou LU pour identifier les noyaux [Panicker et Mathews, 1996].
La troisième approche est le développement de noyaux dans des bases de fonctions
orthogonales [Schetzen, 1980, Hacioglu et Williamson, 2001, Campello et al., 2004,
Kibangou, 2005]. D’autres travaux, comme ceux de Ling et Rivera
[Ling et Rivera, 1998], sont basés sur une méthode en deux étapes utilisant en pre-
mière étape le contrôle interne non linéaire du modèle pour relier l’erreur du pro-
cessus de contrôle à l’erreur du modèle en première étape, et en seconde étape en
minimisant l’erreur.
Le premier facteur important qui diminue le nombre de noyaux est leur symétrie
(voir chapitre 2). Cependant, le nombre de noyaux à estimer reste élevé pour des
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ordres et mémoires élevés. Par exemple, pour un modèle de Volterra d’ordre P = 8
et de mémoire M = 15, le nombre de noyaux est égale à N8 = 490313. Par contre
pour un modèle Volterra d’ordre 2 et de mémoire M = 15, on a N2 = 135 noyaux.
Dans ce chapitre nous proposons une nouvelle méthode pour réduire la complexité
du modèle de Volterra. La méthode consiste à transformer le problème du modèle
de Volterra d’ordre élevé en un problème plus simple de modélisations successives en
utilisant plusieurs modèles de Volterra de faible ordre. Dans les méthodes de réduc-
tion de l’ordre précédemment introduites, l’excitation est un bruit blanc. Dans notre
approche, la seule condition restrictive est de considérer une excitation harmonique.
7.1 Description de la méthode
Considérons un système non linéaire excité par un signal sinusoïdal x(n) de fré-
quence f0, et générant à la sortie y(n) des composantes à kf0 avec k ∈ {1, 2, . . . , N},
où N est l’ordre de la non linéarité du système. Un modèle de Volterra d’ordre P
modélise seulement jusqu’à la composante Pf0. Pour modéliser y(n), il faut alors un
modèle de Volterra d’ordre P = N .
Un problème se pose lorsque N , et par suite P , sont grands. Pour surmonter
ce problème, nous proposons d’utiliser plusieurs modèles de Volterra d’ordre P
faiblement élevé, pour identifier des systèmes non linéaires d’ordre N beaucoup plus
élevés que P .
La méthode consiste à décomposer le signal à modéliser contenantN composantes
fréquentielles (f0, 2f0, . . . , Nf0), en N/P sous-signaux chacun contenant P compo-
santes fréquentielles. Dans ces conditions, chaque sous-signal peut être modélisé avec
un modèle de Volterra d’ordre P < N . Une description détaillée de la méthode est
donnée dans la section suivante.
Décomposition du signal de sortie
Le processus d’identification comporte plusieurs étapes selon l’ordre de la non
linéarité N du système. Des modèles de Volterra d’ordre P (N > P ) seront appliqués
successivement pour identifier le système, comme illustré en figure 7.1 qui montre
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les différentes étapes de la méthode. La figure 7.2 quant-a-elle montre le contenu
fréquentiel de chaque signal figurant dans la figure 7.1.
Figure 7.1 – Schéma de la nouvelle méthode de décomposition du signal de sortie en sous-signaux.
Les différentes étapes de la méthode sont les suivantes :
1. appliquer un modèle Volterra d’ordre P pour identifier un système d’entrée
x(n) et de sortie y(n). Le signal modélisé obtenu yˆ1(n) contient alors les
composantes aux fréquences (f0, 2f0, . . . , Pf0) ;
2. calculer le signal de différence d1(n) entre le signal y(n) et le signal yˆ1(n). d1(n)
contient les fréquences ((P + 1)f0, . . . , Nf0) ;
3. modifier le signal d1(n) afin de décaler son spectre d’une valeur égale à Pf0
vers les fréquences les plus basses selon l’équation :
d1mod(n) = d1(n) cos(2piPf0nTe) + d˜1(n) sin(2piPf0nTe), (7.1)
où d˜1(n) = H (d1(n)) est la transformée de Hilbert de d1(n). Cette modification
décale le spectre du signal d1(n) d’une valeur de Pf0 vers les fréquences les
plus basses. Alors, le signal d1mod(n) a les composantes (f0, 2f0, . . . , (N−P )f0).
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Figure 7.2 – Spectres de différentes signaux de la figure 7.1.
Cette modification permet de modéliser d1mod(n) avec un modèle de Volterra
d’ordre P ;
4. appliquer un modèle de Volterra d’ordre P pour identifier le système d’en-
trée x(n) et de sortie d1mod(n). Le signal obtenu dˆ1mod(n) a les composantes
(f0, 2f0, . . . , P f0) qui sont en fait les composantes ((P+1)f0, (P+2)f0, . . . , 2Pf0)
décalées de leurs positions initiales ;
5. appliquer une modification inverse à celle appliquée dans l’étape 3, pour ra-
mener le spectre du signal dˆ1(n) à sa position initiale. Cela est obtenu selon
l’équation :
yˆ2(n) = dˆ1mod(n) cos(2piPf0nTe)−
˜ˆ
d1mod(n) sin(2piPf0nTe), (7.2)
yˆ2(n) a les composantes ((P + 1)f0, (P + 2)f0, . . . , 2Pf0). C’est le deuxième
sous-signal modélisé ;
6. répéter les étapes 2, 3, 4, 5 pour arriver à modéliser toutes les fréquences de
y(n), en décalant le signal de différence entre dk(n) = d(k−1)(n)− yˆk(n), d’une
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valeur égale à kPf0 :
dkmod(n) = dk(n) cos(2pikPf0nTe) + d˜k(n) sin(2pikPf0nTe) (7.3)
avec k ∈ {2, . . . , N/P}.
Si N/P n’est pas un entier, nous prenons son arrondi par excès.
Le signal final modélisé est la somme des différentes composantes yˆk(n) :
yˆ(n) =
N/P∑
k=1
yˆk(n). (7.4)
Le système non linéaire d’ordre N est alors identifié avec N
P
modèles de Volterra
d’ordre P au lieu d’un seul modèle de Volterra d’ordre N . La valeur de P doit être
la plus petite possible pour diminuer le plus possible le nombre de noyaux à calculer.
Nous avons testé cette méthode en considérant des valeurs de P ∈ {1, 2, 3}.
7.2 Applications
La méthode proposée est testée sur des signaux synthétiques rapprochant l’entrée
et la sortie d’un système non linéaire afin de montrer son efficacité. L’évaluation de la
méthode se fait quantitativement et qualitativement à travers l’EQMR et le temps
moyen de calcul ∆t. Ensuite elle est appliquée pour modéliser des signaux simulés
de microbulles. Les calculs sont effectués sur une station de travail HP 2820 (Palo
Alto, CA, USA), avec deux processeurs Intel(R) (Santa Clara, CA, USA) Xeon(R)
CPU E5 − 2630 0 2.3 GHz (2 processeurs), soit 24 theards en parallèle, avec une
mémoire de 48 Go.
Chaque type des signaux est modélisé en appliquant la méthode proposée pour
des modèles de Volterra d’ordre P = 1, P = 2, et P = 3, pour étudier l’influence de
l’ordre du modèle sur la performance de la méthode.
Application avec des signaux synthétiques
Les signaux synthétiques sont des signaux sinusoïdaux, les signaux x(n) et y(n)
représentant l’entrée et la sortie du système non linéaire étant respectivement donnés
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par :
x(n) = sin(2pif0nTe),
y(n) = sin(2pif0nTe) + sin(2pi2f0nTe) + sin(2pi3f0nTe) + . . .+ sin(2piNf0nTe).
La fréquence d’excitation est f0 = 4 MHz. Les signaux sont échantillonnées à
fe =
1
Te
= 600 MHz, N = 6. Normalement, il faut un modèle d’ordre P = 6 pour
modéliser le signal y(n).
La figure 7.3 montre le signal y(n) et son estimé yˆ(n), et leurs spectres res-
pectivement. Les résultats montrent que le signal est bien modélisé et toutes les
composantes fréquentielles sont présentes dans le signal modélisé. Du point de vue
calcul, en considérant un modèle d’ordre 6 et de mémoire M = 13, le nombre de
noyaux à calculer est N6 = 27131 noyaux, et le temps moyen de calcul est estimé à
∆tP=6 = 6947s .
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Figure 7.3 – En haut : le signal renvoyé en sortie (en noir), et le signal modélisé avec un modèle Volterra d’ordre
P = 6 et M = 13 (en vert). En bas, les spectres correspondants.
L’application de la nouvelle méthode devrait diminuer le nombre de noyaux et
par suite le temps de calcul. L’application de la nouvelle méthode pour différents
ordres est décrite ci-après.
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Tout d’abord, la figure 7.4 montre la variation de l’EQMR entre le signal renvoyé
par la microbulle et le signal modélisé en appliquant la méthode de décomposition
pour une ordre P = 1 en vert, P = 2 en rouge, et P = 3 en bleu en fonction de
la mémoire du modèle. Les trois courbes ont une allure décroissante, avec un point
d’inflexion au niveau de M = 9. Nous limitions l’étude à la valeur M = 13 puisque,
pour cette valeur, les valeurs de l’EQMR sont de −25 dB, −26 dB et −29 dB pour
P = 1, 2 et 3 respectivement sont considérées suffisamment petites. Ces valeurs sont
comparables à l’EQMR obtenue en utilisant le modèle de Volterra standard avec la
même mémoire et pour P = 6 où EQMR = −26, 9 dB.
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Figure 7.4 – Variation de l’EQMR entre le signal de sortie y(n) et le signal modélisé avec la nouvelle méthode en
utilisant des modèles de Volterra d’ordre P = 1 (vert), d’ordre P = 2 (rouge), et d’ordre P = 3 (bleu), en fonction
de la mémoire du modèle de Volterra.
Application pour N = 6,P = 1,N/P = 6 : La figure 7.5 montre (en noir), le
signal y(n) et (en vert) le signal yˆ(n) obtenu avec un modèle de Volterra d’ordre 1 et
de mémoireM = 13 (en haut), et ceux obtenus avec la méthode proposée en utilisant
6 modèles de Volterra d’ordre P = 1 et de mémoire M = 13 (d’après la figure 7.4).
Les spectres des différentes signaux sont montrés en figure 7.6. Comme prévu, le
modèle de Volterra d’ordre P = 1 est incapable de modéliser y(n). Il modélise
seulement la composante à la fréquence fondamentale f0 = 4 MHz. L’application
de la nouvelle méthode avec 6 modèles Volterra d’ordre 1 permet de modéliser
parfaitement le signal y(n), les spectres correspondants montrent que toutes les
fréquences sont modélisées. Le temps moyen de calcul est estimé à ∆tP=1 = 0, 04 s,
soit une réduction d’un facteur de 173675.
135
CHAPITRE 7. RÉDUCTION DE LA COMPLEXITÉ DU MODÈLE DE
VOLTERRA PAR DÉCOMPOSITION EN SOUS-SIGNAUX
0.5 1 1.5
−6
−4
−2
0
2
4
6
Temps (µs)
Am
pli
tud
e (u
.a.)
 
 
Signal de sortie Volterra P=1
0.5 1 1.5
−6
−4
−2
0
2
4
6
Temps (µs)
Am
pli
tud
e (u
.a.)
 
 
Signal de sortie Nouvelle méthode
Figure 7.5 – En haut : comparaison entre le signal de sortie (en noir) et le signal modélisé avec un modèle Volterra
d’ordre P = 1 et de mémoire M = 13 (en vert), en bas : comparaison entre le signal de sortie (en noir) et le signal
modélisé avec la nouvelle méthode en utilisant 6 modèles Volterra d’ordre P = 1 chacun et de mémoire M = 13 (en
vert).
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Figure 7.6 – Spectres de différentes signaux de la figure 7.5.
Avec la nouvelle méthode, en utilisant 6 modèles de Volterra d’ordre P = 1 et
une mémoireM = 13, 78 noyaux sont calculés. Le nombre de noyaux est réduit alors
d’un facteur 350 en comparaison de la méthode standard avec P = 6, M = 13. De
même, le temps moyen de calcul avec la nouvelle méthode est 13821 fois plus rapide
que la méthode standard.
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Application pourN = 6,P = 2,N/P = 6 : Nous allons utiliser 3modèles Volterra
d’ordre 2 pour modéliser le signal y(n). Les figures 7.7 et 7.8 montrent des résultats
similaires à ceux montrés dans les figures 7.6 et 7.5. Le signal y(n) est bien modélisé
avec la nouvelle méthode en utilisant 3 modèles de Volterra d’ordre 2 et de mémoire
13. Cette fois-ci 3 modèles Volterra d’ordre 2 remplacent un modèle de Volterra
d’ordre 6 pour modéliser le signal y(n). En termes de noyaux, le nombre de noyaux
est réduit d’un facteur de 87, on passe de N6 = 27131 noyaux pour un modèle de
Volterra d’ordre 6 et de mémoire M = 13 à 312 noyaux pour 3 modèles de Volterra
d’ordre 2 et de mémoireM = 13. Le temps de calcul moyen est estimé à∆tP=1 = 6, 5
s, soit une réduction d’un facteur de 1068.
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Figure 7.7 – En haut : comparaison entre le signal de sortie (en noir) et le signal modélisé avec un modèle Volterra
d’ordre P = 2 et de mémoire M = 13 (en vert), en bas : comparaison entre le signal de sortie (en noir) et le signal
modélisé avec la nouvelle méthode en utilisant 3 modèles Volterra d’ordre P = 2 chacun et de mémoire M = 13 (en
vert).
Application pour N = 6,P = 3,N/P = 2 : Nous allons utiliser 2 modèles de
Volterra d’ordre 3 pour modéliser le signal y(n). Les résultats sont présentés en
figures 7.9 et 7.10.
Les résultats obtenus sont similaires à ceux obtenus pour P = 1 et P = 2. Ici, 2
modèles de Volterra d’ordre P = 3 remplacent un modèle de Volterra d’ordre P = 6.
Le nombre de noyaux est réduit à N3 = 1118 noyaux, soit un gain de 24. Le temps
moyen de calcul est estimé à ∆tP=1 = 3, 3s, soit une réduction d’un facteur de 2105.
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Figure 7.8 – Spectres de différentes signaux de la figure 7.7.
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Figure 7.9 – En haut : comparaison entre le signal de sortie (en noir) et le signal modélisé avec un modèle Volterra
d’ordre P = 3 et de mémoire M = 13 (en vert), en bas : comparaison entre le signal de sortie (en noir) et le signal
modélisé avec la nouvelle méthode en utilisant 2 modèles Volterra d’ordre P = 3 chacun et de mémoire M = 13 (en
vert).
Le choix de l’ordre du modèle de Volterra dépend du facteur que nous cherchons
à réduire. Si nous cherchons à diminuer le temps de calcul, alors c’est l’ordre P = 1
qu’il faut utiliser. L’application de la méthode avec des modèles de Volterra d’ordre
1 est plus économique en termes du temps et du nombre des noyaux. De même,
l’application de la méthode avec des modèles Volterra d’ordre P = 2 est plus
économique que celle avec des modèles d’ordre P = 3. Par contre, si nous cherchons
à obtenir l’EQMR la plus petite entre le signal de sortie du système non linéaire et
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Figure 7.10 – Spectres de différentes signaux de la figure 7.9.
le signal modélisé, alors il faudra un ordre P = 3. D’après la figure 7.4, l’EQMR
obtenue en utilisant la méthode avec des modèles de Volterra d’ordre P = 3 est plus
petite que celle obtenue avec des modèles d’ordre P = 2, qui est plus petite que celle
obtenue avec des modèles d’ordre P = 1. Donc, l’efficacité de la méthode en terme
d’EQMR est meilleure lorsqu’elle est utilisée avec des modèles de Volterra d’ordre
P = 3 qu’avec des modèles d’ordre P = 2 ou P = 1.
Dans le tableau 7.1, les résultats obtenus dans les sections précédentes en terme
d’ordre du modèle, du nombre de modèles utilisés, du nombre de noyaux, du temps
de calcul et l’EQMR y sont résumés.
Table 7.1 – Comparaison entre le modèle de Volterra standard et la méthode de décomposition en terme du nombre
de noyaux NP , du temps moyen de calcul ∆t, et de l’EQMR pour une mémoire M = 13.
méthode nombre de modèles P NPsym ∆t (s) EQMR dB
Volterra standard 1 6 27131 6947 −26.9
méthode de décomposition
2 3 1118 3, 3 −29
3 2 312 6, 5 −26
6 1 78 0, 04 −25
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7.3 Réduction de l’ordre pour la modélisation de
sous et ultra-harmoniques
En s’appuyant sur les méthodes développées dans les chapitres précédents pour la
modélisation et la séparation de sous et ultra-harmoniques, la présente méthode peut
être adaptée encore à la modélisation et à la séparation de sous et ultra-harmoniques.
Comme nous avons vu, les méthodes précédemment développées, ont une limitation
liée à l’ordre du modèle de Volterra utilisé. L’adaptation de la nouvelle méthode de
décomposition en sous-signaux permet de s’affranchir de ce problème.
À titre d’illustration, nous avons choisi une seule méthode parmi les méthodes
développées pour modéliser les sous et ultra-harmoniques en l’étendant à la nouvelle
méthode de décomposition en sous-signaux. La méthode choisie est la méthode de
modélisation de sous et ultra-harmoniques par modification de la fréquence du signal
de sortie dans le chapitre 6. La modélisation de sous et ultra-harmoniques est obtenue
comme suit :
– modéliser les harmoniques par la méthode de décomposition comme expliqué
dans la section précédente ;
– modifier la fréquence de la sortie pour rendre possible la modélisation de sous
et ultra-harmoniques, selon l’équation l’équation (6.9) ;
– modéliser le signal de sortie résultant en appliquant la méthode de décomposi-
tion, le signal modélisé obtenu contient les sous et ultra-harmoniques décalées ;
– ramener le spectre du signal résultant dans sa position initiale selon l’équation
(6.12) pour récupérer les sous et ultra-harmoniques ;
– additionner le signal harmonique et le signal sous et ultra-harmonique pour
obtenir le signal total modélisé ;
La méthode est appliquée pour modéliser les signaux des microbulles simulés
utilisés dans les chapitres précédents.
La méthode est testée en présence de bruit à la sortie du système pour des
valeurs de RSB = ∞, 20, 15 et 10 dB. La variation de l’EQMR en fonction de
la mémoire pour les différentes valeurs de RSB est présentée sur la figure 7.11. La
figure 7.11 montre les courbes de variations de l’EQMR entre le signal modélisé avec
la méthode de décomposition et le signal renvoyé par la microbulle. La méthode de
décomposition est appliquée en utilisant des modèles de Volterra d’ordre P = 2
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et de mémoire allant de 2 jusqu’au 26, valeur au delà de laquelle, il n’y a plus de
variations significatives. Les courbes sont décroissantes en fonction de la mémoire.
Ceci montre que la méthode est aussi robuste vis à vis du bruit en terme d’EQMR.
Si nous comparons la figure 7.11 avec la figure 5.5 obtenue avec les méthodes MISO
Volterra et SMISO Volterra, nous constatons que les valeurs de l’EQMR obtenues
pour des valeurs de mémoire comprise entre 2 et 16 sont à peu près les mêmes. Avec
la méthode de décomposition nous pouvons aller plus loin dans la mémoire à cause
du nombre réduit des noyaux qui nécessite alors une mémoire plus petite dans la
machine de calcul.
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Figure 7.11 – (a) Variation de l’EQMR en dB entre le signal modélisé yˆ(n) la méthode de décomposition et le signal
renvoyé par la microbulle y(n) en fonction de la mémoire du modèle de Volterra en présence du bruit à la sortie :
RSB =∞ dB, RSB = 20 dB, RSB = 15 dB, et RSB = 10 dB.
Les figures 7.12 et 7.13 montrent une comparaison temporelle entre le signal
modélisé avec le modèle de Volterra standard d’ordre P = 2 et de mémoireM = 26 et
celui modélisé avec la méthode proposée montre qui suit parfaitement les variations
du signal de la microbulle. Les spectres correspondants confirment les résultats
où le signal modélisé avec le modèle standard possède seulement la composante
fondamentale et la deuxième harmonique, alors qu’en utilisant la nouvelle méthode
même avec un modèle d’ordre P = 2 et de mémoire M = 26 toutes les composantes
(fondamentale, harmoniques, et sous et ultra-harmoniques) sont modélisées.
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Figure 7.12 – En haut : comparaison entre le signal renvoyé par la microbulle (en noir) et le signal modélisé avec
le modèle de Volterra standard d’ordre p = 2 et de mémoire M = 13 (en vert). En bas, comparaison entre le signal
renvoyé par la microbulle (en noir) et le signal modélisé avec la fusion de deux méthodes de réduction de complexité
et de modélisation de sous et ultra-harmoniques (en vert)(méthode 2). P = 2,M = 26.
7.4 Conclusions
Dans ce chapitre, nous avons présenté une nouvelle méthode pour réduire la
complexité du modèle de Volterra. La réduction de complexité est obtenue par la
réduction du nombre de noyaux à calculer pour identifier le modèle non linéaire.
La méthode consiste à décomposer le signal de sortie du système non linéaire en
plusieurs sous signaux. Ensuite, chaque sous signal est modélisé avec un modèle
de Volterra d’ordre plus petit que l’ordre du modèle de Volterra nécessaire pour
modéliser le signal initial de sortie. Un processus de décalage fréquentiel est appliqué
à chaque sous signal pour ramener son spectre aux plus basses fréquences du spectre
initial afin de rendre possible la modélisation avec un modèle Volterra de plus faible
ordre.
La méthode, testée en utilisant des signaux sinusoïdaux synthétiques et des
signaux de microbulles simulés, a montré son efficacité à modéliser les signaux
avec une réduction importante du nombre de noyaux nécessaires pour modéliser le
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Figure 7.13 – Spectres de différentes signaux de la figure 7.12.
signal et par conséquent une réduction du temps de calcul. Elle a montré aussi une
robustesse en présence du bruit en terme d’EQMR. Une limitation de la méthode
est qu’elle ne peut être applicable que dans le cas où le signal d’excitation est un
signal sinusoïdal. Mais vu que les signaux sinusoïdaux sont largement utilisés pour
l’identification de système non linéaire, cette méthode peut contribuer à réduire la
complexité du modèle de Volterra considérablement. L’adaptation de la méthode,
pour des excitations sinusoïdales tronquées ayant une plus large bande passante, fera
l’objet d’un futur travail.
Les méthodes de modélisation de sous et ultra-harmoniques développées dans
les chapitres précédentes peuvent être combinées avec la méthode de décomposition
en sous signaux pour assurer la modélisation de sous et ultra-harmoniques avec des
modèles d’ordres plus faibles. Cette combinaison permet de surmonter les contraintes
liées à l’ordre du modèle de Volterra pour modéliser les sous et ultra-harmoniques.
Bien que la méthode de réduction de la complexité est présentée pour un modèle
de Volterra, elle peut être étendue pour tout autre modèle NMA comme le modèle
de Hammerstein généralisé, puisque ils ont la même structure.
Jusqu’à présent, un train d’ondes sinusoïdal, de fréquence et de niveau suffisant
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pour générer des sous et ultra-harmoniques, a été utilisé pour exciter la microbulle.
Or, l’augmentation du niveau de pression peut induire la destruction des micro-
bulles. Pour éviter la destruction des microbulles, des excitations codées ont été
proposées comme le « chirp ». Des études ont montré la possibilité de générer des
sous-harmoniques en excitant la microbulle avec des chirps [Zhang et al., 2007].
Dans le chapitre suivant, nous allons proposer une méthode pour identifier les sous
et ultra-harmoniques générées par la microbulle excitée par un chirp exponentiel
avec un modèle de Hammerstein généralisé en utilisant la convolution non linéaire.
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Identification du modèle de
Hammerstein généralisé en présence
de sous et ultra-harmoniques par
convolution non linéaire en utilisant
des signaux chirps exponentiels
Le génération de sous et ultra-harmoniques par la microbulle peut être observée
suite à une excitation ultrasonore sinusoïdale ou une excitation codée comme un
chirp. Dans le cas d’une excitation sinusoïdale, à durée finie, il faut augmenter
le niveau de pression pour pouvoir générer les sous et ultra-harmoniques, ce qui
induit la possibilité de la destruction des microbulles. Par contre, dans le cas d’une
excitation codée, on peut transmettre une plus grande énergie en utilisant des
impulsions de plus longue durée sans augmenter le niveau de pression. Le chirp
est un type spécifique d’excitations. Il s’agit d’une longue impulsion modulée en
fréquence.
Dans les chapitres précédents, nous nous sommes intéressés à l’identification
des microbulles générant des sous et ultra-harmoniques dans le cas d’excitation
sinusoïdale. Dans ce chapitre, nous nous intéressons au cas d’une excitation chirp
exponentielle. La méthode que nous allons proposer est basée sur la méthode de
convolution non linéaire présentée dans la chapitre 2. La méthode existante permet
d’identifier un système non linéaire avec un modèle de Hammerstein généralisé en
identifiant les réponses implusionnelles de différentes branches du modèle. Notre
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contribution dans ce chapitre est d’adapter la méthode existante pour identifier le
modèle de Hammerstein généralisé en présence de sous et ultra-harmoniques.
8.1 Principe de la méthode
Pour un système non linéaire générant des sous et ultra-harmoniques, la mé-
thode de convolution non linéaire existante ne permet pas de calculer les réponses
impulsionnelles propres aux sous et utlra-harmoniques, puisque ces derniers ne cor-
respondent pas à une élévation en puissances entières. Pour adapter la méthode
existante aux cas de systèmes non linéaires générant des sous et ultra-harmoniques,
nous proposons d’introduire des modifications dans la méthode existante pour pou-
voir obtenir les réponses impulsionnelles propres aux sous et ultra-harmoniques.
Dans la méthode expliquée dans le chapitre 2, le signal d’excitation est un signal
chirp exponentiel dont la bande passante [f1c , f2c ] couvre l’ensemble des composantes
harmoniques du système étudie, puisque les réponses impulsionnelles calculées ont
respectivement les fréquences [f1c , f2c ], [2f1c , f2c ], . . . , [Pf1c , f2c ], où P est l’ordre
du modèle de Hammerstein généralisé. Toutefois, les sous et ultra-harmoniques ne
peuvent pas être identifiées car elles ne sont pas des multiples entiers de f1c .
Pour proposer une nouvelle solution, nous sommes partis du principe déjà utilisé
dans les chapitres précédents pour identifier les sous et ultra-harmoniques, i.e. nous
modifions le signal l’entrée du modèle de Hammerstein. Cette modification consiste
à étendre la bande passante du signal chirp pour y faire apparaître la fréquence
sous-harmonique.
Revenons à la méthode existante qui consiste à exciter le système non linéaire
par un signal chirp exponentiel s(t) de fréquences [f1c , f2c ]. Le filtre inverse sinv(t)
de ce signal est ensuite calculé, et son spectre est étendu vers [f1c , P f2c ], où P est
l’ordre du modèle. La convolution non linéaire entre sinv(t) et le signal de sortie
y(t) donne les différentes réponses impulsionnelles. Par contre, dans le cas d’un
système générant des sous et ultra-harmoniques d’ordre 2, la sortie du système
a les fréquences [f1c
2
, f2c ], [f1c , f2c ], [
3f1c
2
, f2c ], . . . , [Nf1c , f2c ]. L’identification d’un tel
système par convolution entre y(t) et sinv(t) ne peut pas aboutir à l’identification
de sous et ultra-harmoniques à cause de leur absence dans sinv(t).
En présence de sous et ultra-harmoniques, le filtre inverse doit être étendu de
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façon à prendre en compte la présence de sous et ultra-harmoniques. Nous proposons
de modifier le filtre inverse de telle que son spectre soit compris dans la bande
[f1c
2
, f2c
2
]. Le filtre inverse sera :
sinv(t) =
f1c
2R
exp
(
−t
R
)
sin
[
2pi
f1c
2
R
(
exp
(
−t
R
)
− 1
)]
(8.1)
avec R = T
log
(
f2c
f1c
) .
La procédure d’identification comporte alors les étapes suivantes :
– exciter le système non linéaire avec un chirp s(t) = sin{2pif1c [exp(
t
L
)−1]}, ∀f ∈
[f1c , f2c ] ;
– enregistrer la réponse y(t) du système ;
– concevoir un signal chirp sSH(t) = sin{2pi
f1c
2
[exp( t
R
)− 1]}, ∀f ∈ [f1c
2
, f2c
2
] ;
– calculer le filtre inverse sinvSH(t) =
f1c
R
exp(− t
R
)sSH(−t) du signal sSH(t) ;
– calculer le produit de convolution y(t) ∗ sinvSH(t) ;
– extraire les réponses impulsionnelles et les filtres linéaires en appliquant la
méthode développée dans [Novak et al., 2010] et expliquée dans la section
précédente.
8.2 Applications
Pour illustrer notre approche, nous l’avons testé en utilisant les signaux de
microbulles simulés. Les paramètres de la microbulle sont les mêmes que ceux donnés
dans le tableau 2.2.
Vérification harmonique : En première étape, nous avons excité la microbulle
avec un signal chirp de fréquences f1c = 4, 5 MHz et f2c = 4f1c = 18 MHz
convenables pour une application en imagerie. La fréquence d’échantillonnage est
de fe = 100 MHz et la pression est de Pr = 0, 3 MPa. La figure 8.1 (a) montre
le signal d’excitation s(t) et le signal renvoyé par la microbulle y(t) et la figure
8.1 (b) montre les sonogrammes respectivement. Les sonogrammes montrent que le
signal renvoyé par la microbulle possède bien les composantes harmoniques du chirp
d’excitation jusqu’à l’ordre 3.
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Figure 8.1 – (a) (en haut) Le signal chirp envoyé vers la microbulle, (en bas) le signal renvoyé par la microbulle.
(b) les sonogrammes correspondants.
La figure 8.2 montre les 3 réponses impulsionnelles g1(t), g2(t) et g3(t) en (a)
et leurs spectres respectives en (b), les filtres linéaires h1(t), h2(t) et h3(t) et leurs
spectres respectives en (d). Les spectres montrent que G1(f) et H1(f) ont bien la
bande fondamentale allant de f1c = 4, 5 MHz jusqu’à f2c = 18 MHz. G2(f) et H2(f)
possèdent bien la bande du second harmonique allant 2f1c = 9 MHz jusqu’à f2c = 18
MHz validant alors la méthode.
Identification sous et ultra-harmonique : Nous répétons la simulation en
excitant la microbulle avec un signal chirp exponentiel ayant les mêmes paramètres
que ceux utilisés dans la section précédente, mais avec une pression de Pr = 0, 8
MPa. Dans ces conditions, il y a génération de sous et ultra-harmoniques par la
microbulle. La figure 8.3 (a) montre le signal d’excitation s2(t) et le signal renvoyé
par le microbulle y2(t) et la figure 8.3 (b) montre leurs sonogrammes respectivement.
Les spectres montrent que le signal renvoyé par la microbulle possède bien des
composantes sous et ultra-harmoniques du chirp d’excitation jusqu’à l’ordre 3.
La convolution non linéaire y2(t) ∗ sinv2(t) donne les résultats présentés dans la
figure 8.4. La figure compare des résultats identiques à ceux obtenus dans le cas
harmonique. L’identification ne prend pas en compte les sous et ultra-harmoniques,
seules les réponses impulsionnelles harmoniques sont identifiées.
La figure 8.5 montre les résultats de l’application de la nouvelle approche en
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Figure 8.2 – (a) à gauche, les réponses impulsionnelles g1(t), g2(t) et g3(t), à droite, les spectres correspondants, (b)
à gauche, les filtres linéaires du modèle de Hammerstein h1(t), h2(t) et h3(t), à droite, les spectres correspondants.
utilisant un signal chirp de fréquences [2, 25MHz, 9MHz]. Le spectre de g1SUH (t)
montre la présence de la composante sous harmonique f1c
2
= 2, 25 MHz, et celui de
g3SUH(t) montre la présence de première ultra-harmonique à la fréquence
3f1c
2
= 6, 75
MHz.
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Figure 8.3 – (a) (en haut) le signal chirp envoyé vers la microbulle, (en bas) le signal renvoyé par la microbulle. (b)
les sonogrammes correspondants.
La modification du signal d’excitation permet alors d’identifier les sous et ultra-
harmoniques. Une remarque concernant la réponse impulsionnelle g2SUH est qu’elle
n’est pas égale à g1(t) calculée en utilisant le signal d’excitation s(t), cela est dû à
la bande fréquentielle de deux signaux d’excitation.
8.3 Conclusions
L’identification des systèmes non linéaires en utilisant la convolution non linéaire
avec une excitation chirp exponentielle a été bien établie. La méthode existante
utilise une excitation chirp exponentielle afin d’identifier les réponses impulsionnelles
de différentes ordres de non linéarité du système étudié. Dans ce chapitre nous
avons proposé une extension de la méthode existante vers les systèmes non linéaires
générant des sous et ultra-harmoniques. L’extension proposée consiste à changer la
fréquence du chirp d’excitation de manière à permettre l’extraction des réponses
impulsionnelles sous et ultra-harmoniques. L’application de la méthode pour iden-
tifier le système non linéaire de la microbulle a montré sa capacité à extraire les
réponses impulsionnelles sous et ultra-harmoniques. Les résultats obtenus peuvent
être considérés comme des résultats préliminaires. Des réglages et des améliorations
restent à faire au niveau de la bande du chirp d’excitation. Ce point fera l’objet d’un
travail futur.
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Figure 8.4 – (a) À gauche, les réponses impulsionnelles g1(t), g2(t) et g3(t), à droite, les spectres correspondants, (b)
à gauche, les filtres linéaires du modèle de Hammerstein h1(t), h2(t) et h3(t), à droite, les spectres correspondants.
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Figure 8.5 – (a) À gauche, les réponses impulsionnelles g1(t), g2(t) et g3(t), à droite, les spectres correspondants, (b)
à gauche, les filtres linéaires du modèle de Hammerstein h1(t), h2(t) et h3(t), à droite, les spectres correspondants.
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L
a reconstruction des images échographiques à partir du signal d’écho,
renvoyé par le milieu à imager, nécessite l’accès à des composantes fré-
quentielles spécifiques du signal. En imagerie ultrasonore de contraste
sous et ultra-harmonique, l’image est construite à partir des composantes sous
harmoniques et ultra-harmoniques respectivement. La qualité de l’image dépend
fortement du post-traitement utilisés pour récupérer ces composantes.
Les filtres non linéaires, comme les modèles NMA, se présentent comme de bons
candidats pour modéliser le signal renvoyé par la microbulle. Dans ce contexte, le
modèle de Volterra a été utilisé en imagerie du second harmonique pour extraire
la composante de la seconde harmonique. Par contre, en imagerie sous et ultra-
harmonique, le modèle de Volterra et les autres modèles NMA ne permettent pas la
modélisation et l’extraction des composantes sous et ultra-harmoniques, puisqu’ils
modélisent seulement les composantes harmoniques. L’objectif de cette thèse était
de développer des méthodes de traitement du signal pour identifier et modéliser les
signaux renvoyés par les microbulles présentant des sous et ultra-harmoniques. Les
méthodes développées utilisent des modèles non linéaires à moyenne mobile (NMA),
comme le modèle de Volterra et le modèle de Hammerstein généralisé.
Deux méthodes ont été développées dans cette thèse. L’efficacité des différentes
méthodes a été évaluée en se basant sur la comparaison entre le signal modélisé avec
la méthode et la sortie réelle du système non linéaire. La comparaison est obtenue
subjectivement par comparaison visuelle dans les domaines temporel et fréquentiel,
et objectivement en utilisant l’erreur quadratique moyenne comme critère d’évalua-
tion.
La première méthode développée utilise un modèle de Volterra à multiples entrées
orthogonales et une seule sortie (MISO). L’application de la méthode pour modéliser
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des signaux simulés des microbulles ultrasonores a montré son efficacité à modéliser
les sous et ultra-harmoniques présentes dans les signaux simulés des microbulles.
La deuxième méthode développée, appelée SMISO Volterra, utilise un modèle SISO
Volterra dont l’entrée est un signal multi-sinusoïdal. La méthode a aussi montré une
efficacité pour modéliser des signaux simulés de microbulles.
Les méthodes précédentes modélisent les sous et ultra-harmoniques en plus des
autres composantes harmoniques présentes dans le signal. Or, la récupération de
composantes sous et ultra-harmoniques seules est essentielle dans certaines appli-
cations comme en imagerie ultrasonore sous et ultra-harmonique. Dans ce cadre,
nous avons développé deux méthodes, utilisant chacune deux modèles NMA (deux
modèles de Volterra ou de Hammerstein généralisé). Les deux méthodes ont montré
une grande efficacité à extraire les composantes sous et ultra-harmoniques générées
par les microbulles, favorisant ainsi la construction des images ultrasonore sous et
ultra-harmoniques de meilleur contraste.
Les méthodes proposées sont caractérisées par leur simplicité d’implémentation
et leur efficacité à modéliser les sous et ultra-harmoniques. Elles ont montré aussi
une robustesse vis à vis du bruit en sortie du système en terme d’EQMR.
Bien que les méthodes développées soient testées pour une application en imagerie
ultrasonore, favorisant la présence de sous et ultra-harmoniques, elles peuvent être
aussi utilisées pour d’autres applications. Comme par exemple pour éliminer les sous
et ultra-harmoniques produites par un haut-parleur. Elles peuvent aussi servir pour
concevoir des filtres inverses afin de compenser la non linéarité par pré-traitement
[Frank, 1995, Ishikawa et al., 2000].
Une autre piste concernant la réduction de la complexité du modèle de Volterra a
été abordée. Cette piste concerne la modélisation des systèmes non linéaires excités
par un signal monocomposante plus ou moins bande étroite, sans et en présence de
sous et ultra-harmoniques. Nous avons proposé une méthode capable de diminuer
significativement le nombre de noyaux du modèle de Volterra et le temps de calcul
par décomposition du signal de la sortie. Par exemple, une diminution de nombre de
noyaux d’un facteur allant à 350 est obtenu en appliquant notre méthode par rapport
à l’application d’un modèle de Volterra standard d’ordre P = 6 et de mémoire
M = 13.
Les méthodes précédentes utilisent toutes une excitation sinusoïdale. Or, les
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sous et ultra-harmoniques peuvent être aussi générés en excitant la microbulle par
un chirp. Nous avons proposée d’identifier le système de microbulle générant de
sous et ultra-harmoniques avec un modèle de Hammerstein généralisé. La méthode
proposée est une extension de la méthode de convolution non linéaire utilisée pour
identifier le système non linéaire en l’excitant par un signal chirp. L’extension est
possible grâce à la modification de la fréquence du signal chirp d’excitation. Des
résultats préliminaires obtenus par application sur des signaux d’agents de contraste
simulés ont montré la possibilité de calculer les réponses impulsionnelles propres
aux composantes sous et ultra-harmoniques. L’extraction de réponses impulsion-
nelles de différents ordres de non linéarité, que ce soit harmoniques, sous ou ultra-
harmoniques, pourrait être utilisée pour construire des images ou bien utilisée en
commande optimale pour concevoir de filtres inverses en pré-traitement afin de
maximiser un critère comme le RSB par exemple.
Les signaux sinusoïdaux utilisées à travers la thèse, pour exciter la microbulle,
sont suffisamment de longue durée pour considérer qu’il n’y a pas de recouvrement
fréquentiel entre les composantes harmoniques et les composantes sous et ultra-
harmoniques. Mais, si la durée des signaux devait être réduite, il pourrait alors y
avoir un recouvrement ce qui diminuerait les performances des différents estimateurs
proposés.
Bien que les méthodes développées à travers la thèse sont appliqués en utilisant
des modèles de Volterra ou de Hammerstein généralisé, elles pourraient être adap-
tées pour être applicables à d’autres modèles NMA comme le modèle de Wiener
généralisé.
Dans l’application en imagerie ultrasonore de contraste, les sous et les ultra-
harmoniques sont d’ordre 2, (f0
2
, 3
2
f0, . . .). Pour d’autres systèmes non linéaires, l’ordre
du modèle diffère selon l’ordre de la non linéarité du système étudié. Une étape de
recherche automatique de l’ordre du modèle pouvait alors être envisagée.
Bien qu’un certain nombre de techniques aient été développées et testées dans
cette thèse, il n’en reste pas moins, qu’il reste à confronter nos méthodes à des si-
gnaux expérimentaux. Cette dernière étape constitue une perspective à court terme.
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Annexe A
Décomposition d’un modèle MISO
Volterra à 2 entrées en 2 modèles
SISO Volterra
Un modèle MISO Volterra à N entrées est équivalent à N modèles SISO Volterra,
si et seulement si l’erreur quadratique moyenne à minimiser entre y(n) et yˆ(n) est la
même dans les deux cas. Nous allons déterminer les conditions que doivent satisfaire
les entrées x1(n) et x2(n) du modèle MISO Volterra lorsque N = 2, pour avoir cette
équivalence.
Les noyaux de Volterra sont calculés en utilisant la méthode de moindres carrés
par la minimisation de l’erreur quadratique moyenne EQM entre y(n) et le signal
modélisé yˆ(n) :
E[((y(n)− yˆ(n))2]. (A.1)
Pour un modèle MISO Volterra, la décomposition de x(n) en x1(n) et x2(n)
telle que x(n) = x1(n) + x2(n), exige que y(n) = y1(n) + y2(n). Il s’en suit que :
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yˆ(n) = yˆ1(n) + yˆ2(n). L’erreur à minimiser est :
E[(y(n)− yˆ(n))2] = E[y(n)2] + E[yˆ(n)2]− 2E[y(n)yˆ(n)]
= E[(y1(n) + y2(n))
2] + E[(yˆ1(n) + yˆ2(n))
2]
−2E[(y1(n) + y2(n))(yˆ1(n) + yˆ2(n))]
= E[y1(n)
2] + E[y2(n)
2] + 2E[y1(n)y2(n)]
+E[yˆ1(n)
2] + E[yˆ2(n)
2] + 2E[yˆ1(n)yˆ2(n)]
−2E[y1(n)yˆ1(n)]− 2E[y1(n)yˆ2(n)]
−2E[y2(n)yˆ1(n)]− 2E[y2(n)yˆ2(n)].
(A.2)
Pour les 2 modèles SISO Volterra d’entrées x1(n) and x2(n), et de sorties y1(n)
and y2(n) respectivement, l’erreur à minimiser est :
E[((y1(n)− yˆ1(n))
2] + E[((y2(n)− yˆ2(n))
2] =
E[y1(n)
2] + E[yˆ1(n)
2]− 2E[y1(n)yˆ1(n)] + E[y2(n)
2] + E[yˆ2(n)
2]− 2E[y2(n)yˆ2(n)].
(A.3)
Un modèle MISO Volterra peut être vu comme étant 2 SISO Volterra si les deux
équations A.2 et A.3 sont égales. Cette égalité donne :
E[y1(n)y2(n)] + E[yˆ1(n)yˆ2(n)]− E[y1(n)yˆ2(n)]− E[y2(n)yˆ1(n)] = 0. (A.4)
Un solution possible est que chaque terme de l’équation soit égal à zéro :
E[y1(n)y2(n)] = 0;
E[yˆ1(n)yˆ2(n)] = 0;
E[y1(n)yˆ2(n)] = 0;
E[y2(n)yˆ1(n)] = 0.
(A.5)
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Ce qui signifie que les composantes sont orthogonales :
y1(n)⊥y2(n);
yˆ1(n)⊥yˆ2(n);
y1(n)⊥yˆ2(n);
y2(n)⊥yˆ1(n),
(A.6)
où ⊥ signifie orthogonal. D’autre part, yˆ1(n) et yˆ2(n) sont calculés selon l’équation
(2.10). Ce qui implique que :
E [yˆ1(n)yˆ2(n)] = E
[
M−1∑
k1=0
h1(k1)x1(n− k1)
M−1∑
k1=0
h
′
1(k1)x2(n− k1)
+
M−1∑
k1=0
M−1∑
k2=0
h2(k1, k2)x1(n− k1)x1(n− k2)
×
M−1∑
k1=0
M−1∑
k2=0
h
′
2(k1, k2)x2(n− k1)x2(n− k2)
+ . . .] = 0.
(A.7)
Une solution possible est que chaque terme de l’équation soit égal à zéro. Pour
le premier terme, on obtient :
E
[
M−1∑
k1=0
h1(k1)x1(n− k1)
M−1∑
k1=0
h
′
1(k1)x2(n− k1)
]
=
M−1∑
k1=0
h1(k1)h
′
1(k1)E[x1(n− k1)x2(n− k1)]
= 0.
(A.8)
Cette dernière équation implique que x1(n)⊥x2(n). Pour les autres termes de
l’équation (A.7), on obtient la même conclusion x1(n)⊥x2(n). Si x1(n) et x2(n) sont
encore orthogonaux, par conséquent, yˆ1(n) et yˆ2(n) sont orthogonaux.
D’autre part, yˆ1(n) et yˆ2(n) sont les estimations y1(n) et y2(n), alors yˆ(n) ≈
y1(n) et yˆ2(n) ≈ y2(n). Cela signifie que l’orthogonalité de yˆ1(n) et yˆ2(n) implique
l’orthogonalité de chaque couple formé par les 4 signaux présents dans l’équation
A.5. Cela est vrai si et seulement si x1(n)⊥x2(n).
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Pour conclure, un modèle MISO Volterra ayant 2 entrées peut être traité comme
2 modèles SISO Volterra si les 2 entrées sont orthogonales. Ce résultat peut être
généralisé pour un modèle MISO Volterra à N entrées.
174
Annexe B
Liste de publications
Articles dans des revues à comité de lecture
Articles publiés
SBEITY, F., MÉNIGOT, S., CHARARA, J., et GIRAULT, J.-M. (2013).
A General Framework for Modeling Sub- and Ultra-Harmonics of Ultrasound
Contrast Agent Signals with MISO Volterra Series.. Computational and
Mathematical Methods in Medecine, volume(2013).
SBEITY, F., MÉNIGOT, S., CHARARA, J., et GIRAULT, J.-M. (2013).
Contrast Improvement in Sub- and Ultraharmonic Ultrasound Contrast Imaging
by Combining Several Hammerstein Models..International Journal of Biomedical
Imaging, volume(2013).
Conférences avec actes de congrès
2012
SBEITY, F., MÉNIGOT, S., GIRAULT, J.-M. et CHARARA, J.,(2012).
Ultrasound contrast agents modeling using an extended Volterra model.. In
Acoustics 2012,. Nantes, France.
SBEITY, F., MÉNIGOT, S., GIRAULT, J.-M. et CHARARA, J.,(2012).
Sub and ultra harmonic extraction using modified Hammerstein model.. In
ICCS’12, pages 1–5. , Agadir, Morocco.
175
Fatima SBEITY
Identification et modélisation de systèmes non
linéaires générant des sous et ultra-harmoniques:
Application à l’imagerie ultrasonore sous et
ultra-harmonique
Résumé : L’amélioration du contraste des images échographiques occupe une place importante en imagerie
ultrasonore médicale puisque la qualité des images impacte directement le diagnostic médical. Les imageries
de contraste sous et ultra-harmoniques sont deux techniques permettant de produire des images à fort
contraste. Le développement de techniques de filtrage, permettant de mieux extraire les composantes sous
et ultra-harmoniques présentes dans les signaux renvoyés par les produits de contraste ultrasonore, a pour
conséquence d’améliorer encore plus le contraste des images. Les modèles non linéaires dits « boîtes noires »
du type Volterra, Hammerstein, et Wiener, sont souvent utilisés pour identifier et modéliser les systèmes
non linéaires tels que les produits de contraste ultrasonore. Ces modèles, bien que très bien adaptés pour
modéliser les composantes harmoniques entières, ne le sont plus en présence de sous et ultra-harmoniques.
Dans les années 2000, une méthode permettant la modélisation de sous et ultra-harmoniques en utilisant un
modèle de Volterra à plusieurs entrées (Muliple Input Single Output : MISO) a été développée. Pourtant,
bien que cette méthode soit complètement originale dans le domaine considéré, les points clés qui la sous-
tendent ne sont pas clairement identifiés. C’est en identifiant clairement les points clés de la méthode
existante que nous pouvons la généraliser et proposer plusieurs nouveaux paradigmes pour la modélisation
et l’extraction de sous et ultra-harmoniques. Nous proposons alors des alternatives beaucoup plus simples
du type mono-entrée mono-sortie (Single Input Single Output: SISO). En modulant en fréquence l’entrée
du système, nous avons pu ainsi identifier les réponses impulsionnelles des différents canaux du modèle de
Hammerstein généralisé. À partir de ce cadre général, nous avons aussi proposé de nouvelles approches
pour réduire la complexité du modèle de Volterra.
Mots clés : Extraction, Hammerstein, identification, modélisation, modèle NMA, MISO, SMISO, sous-
harmoniques, réduction de la complexité, ultra-harmoniques, Volterra, imagerie sous-harmonique, imagerie
ultra-harmonique
Abstract : Contrast enhancement of echographic images occupies an important place in medical
ultrasound imaging, since the quality of images has a direct impact on medical diagnosis. Sub and ultra-
harmonic contrast imaging are two imaging techniques that provide high contrast images. Developing
filtering techniques, that allow better extraction of sub and ultra-harmonic components present in the echo
backscattered by the ultrasound contrast agents, results in additional improvement of the contrast. Non
linear models known as “black box” models, like Volterra model, Hammerstein model, and Wiener model
are usually used to identify and model non linear systems such ultrasound contrast agents. Although these
models are well suited to model integer harmonic components, they are not suitable in the presence of sub
and ultra-harmonic components. In the 2000s, A method that allows the modeling of sub and ultra-harmonic
components, using a multi inputs single output Volterra model (MISO) has been developed. Although
this method was original in the considered domain, the key points underlying this method are not clearly
identified. By clearly identifying the key points of the existing method, we can generalize it and propose new
paradigms for modeling and extraction of sub and ultra-harmonics. We propose much simpler alternatives
based on single input single output (SISO) models. By modulating the input frequency of the system, we
can also identify the different impulse responses of the different channels of the generalized Hammerstein
model. From this general framework, we also propose new approaches to reduce the complexity of Volterra
model.
Keywords : Complexity reduction, extraction, Hammerstein, identification, MISO, NMA model, SMISO,
sub-harmonics, ultra-harmonics, Volterra, sub-harmonic imaging , ultra-harmonic imaging.
