Multi-objective De Novo Programming is a user-friendly device for optimal system design. There exist no method for solving general multi-objective De Novo Programs. Only some special cases have been discussed. This paper proposes a one-step method for solving a general De Novo Programming Problem using a Min-max Goal Programming technique where the parameters involved are all fuzzy numbers. The solution obtained is an efficient solution of the problem considered. The present approach is much more realistic than the standard De Novo Programming with crisp parameters. Two numerical examples are given to illustrate the solution procedure.
Introduction
Traditional linear programming is a good way of obtaining the optimal allocation of fixed or limited resources. But the modern requirement has been shifted from an allocation of the fixed resources optimally in a given system to that of designing an optimal system extending the existed resources if necessary [25] [26] [27] [28] [29] [30] . Zeleny [25] introduced the concept of De-Novo Programming to deal with optimal designing of a system where all the objectives are optimized simultaneously, no trade-offs among the objectives are necessary and no resources are left unused (i.e. all the constraints are satisfied in equality). This method was first designed for single-criterion decision making [25, 28] , later it has been extended to multi-criteria decision-making, containing the maximizing type of objectives only [27, 29, 30] . In the designed approach the computation could be handled easily and thus it has become a popular multi-criteria decision-making technique for designing an optimal system. But no method exists for the solution of general De Novo Programming Problems involving both maximizing and minimizing type of objectives. Only some special cases could be seen in the literature. To solve the general De Novo Programming Problems, Li and Lee [14, 15] , Chen and Hsieh [7] , Nurullah [22] , Chakraborty and Bhattacharya [3, 4] introduced several approaches. Li and Lee [14, 15] first introduced a two-phase fuzzy approach based on the ideal and negative ideal solutions to solve the general De Novo Programming Problem. Chen and Hsieh [7] introduced an innovative approach to the solution of multi-stage general De Novo Programming Problems using a fuzzy dynamic programming concept. Nurullah [22] employed a Min-max Goal Programming technique for the solution of the multi-objective general De Novo Programming Problems in two steps and examined the closeness of the optimal objective values to the ideal values of the objectives. Chakraborty and Bhattacharya in [3, 4] further studied De Novo Programming Problem and proposed a method for the solution of the general De Novo Programming Problem in one step under fuzzy environment using Zimmermann's technique [32] with max-min operator. Shi [21] introduced several optimum-path ratios for enforcing different budget levels of resources so as to find alternative optimal system designs for solving multiobjective De Novo Programming (MDNP) Problems. Shi [20] applied MDNP to formulate and solve problems of system design that involved multiple decision makers and a possible debt. Also Babic and Pavic [1] , Huang, et al. [9] , Zhang et al. [31] , and Chen and Tzeng [6] have contributed to the De Novo Programming literature with their studies. Miao et. al. [17] considered Interval-Fuzzy De Novo Programming method for planning water resources systems under uncertainty in 2014. In 2015 Saeedi et al. [19] utilized De Novo Programming technique to determine the capacity in a closed loop supply chain network when a queueing system is established at each recovery center in the reverse flow. Thus it can be said that De Novo Programming and its applications have become a vibrant area of contemporary research.
So far we have discussed De Novo Programs with all parameters (the coefficients of the variables) being crisp . Now in real world problems, determination of the coefficient of the variables appearing in the De Novo Program or other linear/ non-linear program with precision is rarely possible. So in absence of precise data, the decision maker has to be satisfied with available inaccurate data and this adversely affects the solution obtained. Due to this inherent uncertainty, Fuzzy De Novo Programming was introduced by Li and Lee [14, 15] . In their construction all the parameters were taken as fuzzy numbers and a two-step approach for its solution was proposed. In this paper, we have proposed a one-step approach for solving general MDNP problem using min-max Goal Programming. In the proposed set up the parameters of costs, technological coefficients, unit prices of the resources and total budget are all taken as fuzzy numbers. The possibility theory introduced by Zadeh [24] has been proposed to transform the Fuzzy De Novo Programming Problem to an equivalent crisp problem using membership functions of the fuzzy parameters and the degree of possibility α ∈ [0, 1] to which the solution satisfies the problem. After generating a crisp problem, a one-step technique using Min-max Goal Programming has been used to solve the problem for a given α. Varying α one can plot the optimal objective values and can choose the most suitable one depending on the situation. To fulfil our aim the paper is organized as follows.
In Section 2, the basic concepts and formulations of the multi-objective De Novo Programming have been sketched. In Section 3, the Fuzzy De Novo Programming introduced by Li and Lee and its conversion to an equivalent crisp problem has been discussed. In Section 4, a Min-max Goal Programming approach has been applied to solve the crisp problem generated in Section 3. With aid of a theorem it has been established that the proposed solution method elicits an efficient solution of the problem in one-step. Two numerical examples are given to illustrate the approach. Finally, we address the conclusion in Section 5.
De Novo Programming Problem
In this section, we will discuss the basic concept of the De Novo Programming Problem suggested by Zeleny [25] . The general type of De Novo Programming Problem can be represented as
where 
The problem has been reduced to an equivalent problem containing only one constraint involving n arguments. It can be proved that every solution of the system (2.1) is also a solution of the system (2.2) and conversely [25] . Thus with these restructuring, the generality of the system is not disturbed. In this paper, we are concerned with fuzziness in the above system and design a problem in which all the parameters, c kj , c (l+r)j , p i , a ij , B are fuzzy numbers.
Fuzzy De Novo Programming
Like traditional linear or non-linear multi-objective programs, standard De Novo Programming also requires specifically known data structures. But in the real world, it is often difficult to determine the coefficient of the variables accurately. Li and Lee [14, 15] introduced a fuzzy environment into the general model of the De Novo programming to make standard De Novo Programming more flexible as follows:
where parametersC kj ,C (l+r)j ,p i ,ã ij ,B are fuzzy numbers on the set of real numbers R characterized by the membership functions µC kj , µC
, µp i , µã ij , µB respectively, andṽ j are fuzzy functions on R 2m defined by using an extension principle,
In (3.1) aboveZ k andW l are fuzzyfied versions of Z k and W l respectively. By means of an extension principle we have,
are fuzzy sets on X, the set of all feasible solutions of (3.1) and x ∈ X. Each of these fuzzy sets serves as fuzzy restriction on the variable x = (x 1 , x 2 , ...x n ), in the sense that the assignment of the values u = (u 1 , u 2 , ..., u n ) to x has the form
where, µZ k etc. are the degree to which the constraint represented byZ k is satisfied when u is assigned to x. Equivalently it implies that 1 − µZ k (u) etc. are the degrees to which the constraint has to be stretched in order to allow the assignment of the values u to x. In other words, µZ Now for designing a risk-free system under fuzzy environment, the parameters viz. invested budget (B), unit resource price (p i ), and operation cost (ã ij ) are respectively taken as following types of interval
, where the superscript 0 corresponds to risk free (i.e. having membership value 1 at the corresponding end of the interval) and the superscript 1 to the impossible value (i.e. having membership value 0 at the corresponding end of the interval). The cost coefficientC kj of the maximizing type of objectives are taken as [C 0 kj , C 1 kj ) and for the minimizing type of objectives the cost coefficientC (l+r)j are taken as(C 1 (l+r)j , C 0 (l+r)j ]. In all these cases, between the risk-free and impossible value we take a Zimmerman type of linear membership function. On the other hand, a system designed with possible biggest profit units for maximizing types of objectives (respectively possible smallest cost unit for the minimizing types of objectives), biggest invested budget, smallest resources price and smallest operation cost are most dangerous [2, 15] . Now as in [14, 15, 23] using the definition of α, the program (3.1) becomes,
Thus the fuzzy system (3.1) has been converted to an equivalent crisp system (3.2) (Verdegay [23] ), for a given α ∈ [0, 1]. Our aim is to solve this crisp problem using Min-max Goal Programming technique, which requires calculation of target values/ aspiration levels of the objective. Here by aspiration levels of the objectives, we meant the targeted values of the objectives set by the decision makers for their achievement. In our calculations for a maximizing(resp. minimizing) type of objective, its maximum (resp. minimum) value under the given constraints has been taken as its aspiration level. For this, we first find the basic feasible solutions of the system. This is done by putting (n − 1) variables to zero and finding the value of the remaining variable. Thus the basic solutions are,
Here B(α) = µ
So all the basic solutions are feasible. Substituting these basic feasible solutions one by one in all the objectives we can find the optimum values of each of the objectives. 
Min-max Goal Programming
Goal Programming (GP) is one of the most important methods in the arena of MultiObjective Decision Making (MODM). This method is regarded as an extension of classical linear programs which includes the achievement of target values or aspiration levels for each objective, in place of maximizing or minimizing the objective functions. The term Goal Programming was first introduced by Charnes and Cooper [5] . With the studies of Lee [13 ] , Ijiri [11] , and Ignizio [10] ; Goal Programming has become a strong and wellaccepted technique in the literature. The general purpose of Goal Programming is to minimize the deviation between the achievement of the goals and their aspirational levels. The minimization procedure can be accomplished with different methods (Romero [18] ). The min-max variant of goal programming technique was introduced by Flavell [8] . In this variant, the maximum deviation from amongst the weighted set of deviations (of the objectives from their respective aspiration level) is minimized rather than the sum of the deviations themselves (Jones and Tamiz [12] ). The mathematical expression of min-max GP is as follows:
the set of all feasible solution of the problem [16] will be used for the normalization of deviation variables. In normalization process each deviation variable is divided by a constant pertaining to the corresponding objective. This will reduce the deviations to unitless numbers. In this paper, this normalization constant has been taken as ( 
Theorem 4.1. The optimal solution of the system (4.2) is an efficient solution of the problem (3.2)
Assumex be an optimal solution of system (4.2).We will show thatx is an efficient solution of system (3.2). If possible let,x is not an efficient solution of (3.2).
And for at least one k or one l
HereẐ k andŴ l are respectively pessimistic value for k th maximizing objective and l th minimizing objective. Now we claim thatx can not be in X − F . Otherwise, there will be at least one k or one l such that
which is a conradiction. Thusx ∈ F . Now from the system (4.2) we can write the normalized values of n k and p l ,
Therefore,
and
and for at least one k, and one l,
And,
. Since this is true for all β k and γ l , we can choose β k = γ l . Now from (A 2 ) and (B 2 ) it is clear that the value of
is greater forx than that atx . Hence the minimum value of d = min
will occur atx, which contradicts the fact thatx is an optimum solution of the system (4.2). Thereforex is an efficient solution.
The advantage of this approach is that the decision maker is allowed to participate in the decision process by choosing his/her appropriate membership grade based on the risk factor, he/she is willing to take. The following example is taken from Li and Lee [14] (example 3, page 109) to illustrate the proposed approach.
Example: 1
Subject to
For a given safety factor α, the α-cuts of the fuzzy coefficients can be expressed by means of inverses of their respective membership functions as presented in page 6; under system (3.2)
Now the problem (4.3) can be re-written as a crisp program Table 1 .
From Table 1 , it has been observed that with the increase of safety level α, the sum of the deviations (D) of the objective values from their respective ideal values diminishes which is shown in the last column of Table 1 and a minimum is obtained at α = 1 which denotes certainty (i.e. the situation where the parameters could be determined crisply).
In real world situation, there is always some uncertainty associated with the parameters of the problem. The parameters are not all crisps. So the decision maker has to take some risk.
Here we take α = 0.8 which associates a risk factor 1 − α = 0.2, but the objective values are closer to their respective ideal values. From Table 1 , using the objective values we can plot (α, Z) and (α, W ) graphs (Figure 1 ).
After putting α = 0.8, Example 1 is reduced to a standard De Novo problem. Its optimal solution has been given in Table 2 . The solution obtained by Li and Lee [14] for this problem with α = 0.8 are also shown in this Table. A comparison shows that the two solutions are same. 12.237
Next we consider another example having more objectives as well as decision variables. We solve it by our proposed method as well as that of Li and Lee, and compare the results for justification and worthiness of the approach proposed in this paper. 
Example: 2
In this case also varying α ∈ [0, 1], the solution and the corresponding objective values could be determined by Lingo and curves of the objective functions could be drawn. From this graph, the decision maker can choose the values of the objective as per his/her requirement and the corresponding safety level α and consequent risk factor (1 − α) the decision maker is ready to concede. Here for α = 0.8 the program has been solved and a comparison of the optimal solution obtained by Li and Lee and our proposed approach is given in Table 3 . From the Table 3 , it is evident that both the methods generate same solution of the problem.
Conclusion:
A one-step method for the solution of a general De Novo Programming Problem with the fuzzy parameters has been introduced in this paper. The solution procedure has been illustrated by numerical examples. The problems have been solved by our proposed approach as well as by the two-step fuzzy approach of Li and Lee. It is observed from the comparison table that both the methods yield the same solutions of the considered general De Novo Programming Problems with fuzzy parameters. This coincidence is due to fact that the proposed method in this paper elicits an efficient solution of the problem in one step (Theorem 4.1) and by the method of Li and Lee also the same could be obtained but in a two-step approach. But the proposed method is better because it yields the desired solutions in one-step only. It requires much fewer computations and processing time than the two-phase fuzzy method. In large problems, these benefits are of considerable importance. As a future scope of the study, the solution of general fuzzy De Novo Programming Problem,where the coefficients are other types of fuzzy numbers (e.g. triangular, trapezoidal) or other types of fuzzy sets (e.g. type-2 fuzzy set, hesitant fuzzy set) and using the different variants of goal programming could be investigated. 
