In this paper, we study factorization in an integral domain R, that is, factoring elements of R into products of irreducible elements. We investigate several factorization properties in R which are weaker than unique factorization.
Introduction
Let R be an integral domain with quotient field K. In this paper, we study factorization in R, that is, factoring elements of R into products of irreducible elements. The classical situation is when this factorization exists and is unique up to order and associates, that is, when R is a unique factorization domain (UFD). This case has been studied extensively, and there are many excellent accounts of the theory ( [14, 17, 28-301, for example). In this paper, we investigate various related factorization properties weaker than unique factorization. Our goal is to give a careful study of these properties and to give many examples, each as elementary as possible.
We first define the various factorization properties which we will study here.
Following Cohn [ 131, we say that R is atomic if each nonzero nonunit of R is a product of a finite number of irreducible elements (atoms) of R. We say that R satisfies the ascending chain condition on principal ideals (ACCP) if there does not exist an infinite strictly ascending chain of principal integral ideals of R. The domain R is a boundedfactorization domain (BFD) if R is atomic and for each nonzero nonunit of R there is a bound on the length of factorizations into products of irreducible elements. We say that R is a half-factorial domain (HFD) is R is atomic and each * Supported in part by a National Security Agency Grant.
factorization of a nonzero nonunit of R into a product of irreducible elements has the same length. This concept was introduced by Zaks in [33] . The domain R is an idf-domain (for irreducible-divisor-finite) if each nonzero element of R has at most a finite number of nonassociate irreducible divisors. They were introduced by
Grams and Warner in [23] . We will be mainly interested in atomic idf-domains; they are precisely the domains in which each nonzero nonunit has only a finite number of nonassociate divisors (and hence, only a finite number of factorizations up to order and associates).
We will call such a domain a finite factorization domain (FFD) . In general, HFD UFD ===+ FFD ===+ BFD ===+ ACCP ===+ atomic.
idf-domain
Examples will be given to show that no other implications are possible. In the first section, we investigate atomic domains and the ACCP property. We also study several other factorization properties related to atomic domains and consider the question of when the polynomial ring R[X] is atomic. Section 2 studies BFD's, while we consider HFD's in the third section. In the fourth section, we discuss idf-domains.
The fifth section studies FFD's. In the final section, we investigate when these various factorization properties are preserved by ascent or des-
cent for an extension R C T of integral domains with U(T) rl R = U(R).
General references for any undefined terminology or notation are [6, 17, 18 or 261. For an integral domain R, R* is its set of nonzero elements, U(R) its group of units, and R' its integral closure. The set of positive elements of a partially ordered abelian group G will be denoted by G+. The set of nonzero principal integral ideals of R will be denoted by Prin(R); Prin(R) is a partially ordered monoid under inclusion. Throughout, ideal will always mean integral ideal. These factorization properties may also be interpreted as properties of G(R), the group of divisibility of R.
Here, G(R) is the abelian group K*/U(R), written additively, and partially ordered by au(R) I W(R) if and only if a 1 b (i.e., ba-' E R). (Thus aR ---f au(R) is an order-reversing isomorphism from Prin(R) to G(R)+.) For example, R is a UFD if and only if G(R)
is order isomorphic to a direct sum of copies of Z with the usual
Atomic domains and ACCP
An integral domain R is atomic if each nonzero nonunit of R is a product of irreducible elements (atoms) of R. It is well known that any UFD or Noetherian domain is atomic. At the other extreme, a domain need not have any irreducible elements at all. For example, a valuation domain whose maximal ideal is not principal has no irreducible elements. Another example of an integral domain with no irreducible elements is the monoid domain C[X; Q$']. Other examples may be constructed from these via the D+M construction (cf. the proof of Proposition 1.2). The easiest and usual way to show that a domain is atomic is to show that it satisfies some chain condition on ideals; the most common one is ACCP. Hence any Krull domain, and more generally, any Mori domain (ACC on integral divisorial ideals) is atomic. Somewhat surprisingly (cf. [13, Proposition l.l]), the converse is not true; an atomic domain need not satisfy ACCP, but examples are hard to come by. The first such example is due to Grams [21] . For completeness and future reference, we include Grams' example. In [35] , Zaks has also given several examples of atomic domains which do not satisfy ACCP.
Example 1.1 (Grams [21] (a) Up to multiplication by a (Y E K* (resp., a E k*), each element of T (resp., R) has the form m or 1 + m for some m EM. Each of these elements is irreducible in R if and only if it is irreducible in T (cf. [16, Lemma 1.5; 271). If x is a product of irreducibles, we may assume that each irreducible factor has the form m or 1 + m for some m EM. Thus x is a product of irreducible elements in R if and only if it is a product of irreducible elements in T. Hence R is atomic if and only if T is atomic.
(b) We first observe that a principal ideal of R or T may be generated by either m or 1 + m for some m EM. Let m, n EM. It is easily verified that (1 + m)R C (1+n)R~(l+m)TC(l+n)T,mRc(l+n)R~mTC(1+n)T,andmRCnR~mTCnT. Also, if mTCnT, then mRc(an)R for some ct~K*. Hence, to each chain of principal ideals of length s in R starting at mR (resp., (1 + m)R), there corresponds a chain of principal ideals of length s in T starting at mT (resp., (1 + m) T), and conversely. Thus R satisfies ACCP if and only T satisfies ACCP. q
The D + M construction has been studied extensively since it has proven to be an excellent technique for constructing counterexamples. (
a) if R satisfies ACCP or R[X] is atomic, then R is strongly atomic, (b) if R is weak GCD-domain, then R is a LT-domain, (c) R is strongly atomic if and only if R is an atomic weak GCD-domain.
Proof Clearly a UFD is a BFD, and a BFD satisfies ACCP. We first give an example of an integral domain which satisfies ACCP, but is not a BFD. On the positive side, Noetherian domains and Krull domains are BFD's. Several other proofs of these two facts will be given in later sections.
Pro'position 2.2. A Noetherian domain or a Krull domain is a BFD.
Proof. Suppose that R is either a Noetherian domain or a Krull domain. Let x be a nonzero nonunit of R. Let P,, . . . , P, be the height-one prime ideals of R that contain x. If y 1 x for some nonunit y E R, then y is an element of some P, since then (x)C(y) and any height-one prime ideal of y is also a height-one prime ideal (1) * (3).
Let I= lR as defined above. 
. x,) = l(x). 0
This concept is easily interpreted in Prin(R) and G(R). An integral domain R is a BFD if and only if for each XE R* there is a bound on the lengths of chains in Prin(R) starting at (x). In G(R), each positive element x must be the sum of at most a fixed number (depending on x) of (minimal) positive elements. We next use the length function characterization for BFD's to show that the BFD property is preserved by adjoining an indeterminate. 
Let R be a BFD and {X,} any family of indeterminates. Then any subring T of R[{X,}] which contains R is a BFD.
Proof. By Proposition 2.5, any polynomial ring in finitely many indeterminates over a BFD is again a BFD. Since each polynomial involves only a finite number of indeterminates,
A = R[{X,}] is also a BFD. Thus T is a BFD since U(T) = U(A) (= U(R)). 0
We next construct three very different BFD's, each with a localization or integral closure which is not a BFD. 
Proposition 2.8. Let T be an integral domain of the form K+M, where M is a nonzero maximal ideal of T and K is a subfield of T. Let D be a subring of K and R = D + M. Then R is a BFD if and only if T is a BFD and D is a field.
Proof. First suppose that R is a BFD. Then D must be a field as in Proposition In G(R), this means that any positive element is a sum of minimal positive elements and any two such sums have the same number of summands. HFD's were introduced by Zaks in [33] , who gave a detailed study of Krull HFD's in terms of their divisor class groups in [34] . Most of the work on HFD's has been for Dedekind or Krull domains, with major emphasis on factorization in algebraic number rings. In fact, much of this work is motivated by the result of Carlitz [9] that an algebraic number ring is a HFD if and only if it has class number less than or equal to two. A related concept is that of a congruence half-factorial domain (CHFD) : an atomic integral domain in which any two factorizations of an element into a product of irreducibles have the same length modulo r (for some fixed r> 1). 
Proposition 3.1. Let T be an integral domain of the form K+M, where A4 is a nonzero maximal ideal of T and K is a subfield of T. Let D be a subring of K and R = D f M. Then R is a HFD if and only if D is a field and T is a HFD.
Proof. As in Proposition 
idf-domains
In this section, we discuss idf-domains. 
In fact, {(r+ i)X 1 TE R} is an infinite family of nonassociate irreducible divisors of X2. We have already observed that R is a HFD, so a HFD or a BFD need not be an idf-domain. We have been mainly interested in atomic domains in this paper. By the above examples, an atomic domain (in fact, a Noetherian domain) need not be an idfdomain. We next show how to construct examples of idf-domains using the D+M construction.
Example 4.1(a) above is a special case of part (a) of our next proposition.
Proposition 4.2. Let T be an integral domain of the form K + M, where M is a nonzero maximal ideal of T and K is a subfield of T. Let k be a subfield of K and R=k+M. Then: (a) Suppose that M contains an irreducible element. Then R is an idf-domain if and only if T is an idf-domain and the multiplicative group K*/k* is finite. (b) Suppose that h4 contains no irreducible elements. Then R is an idf-domain if and only if T is an idf-domain. In particular, if T is quasilocal, then both T and R are idf-domains.
Proof. (a) We first note that an element of A4 is irreducible in R if and only if it is irreducible in T. Let in R. It is easily verified that any irreducible divisor of x in T is associated to one of the Xi's* Thus T is also an idf-domain. Conversely, suppose that T is an idfdomain and that K*/k* is finite. Let x E R. Let xi, . . . ,x, be a complete set of nonassociate irreducible divisors of x in T, which we may assume are all in R, and let a,, -**, (Y, be a set of coset representatives of K*/k*. Then any irreducible divisor of x in R is an associate of some oixj. Hence R is an idf-domain.
(b) Since M has no irreducible elements, an irreducible element in T (resp., in R) has the form (Y+ m for some ~EK* (resp., (Y E k*) and m EM. Hence, up to associates, each has the form 1 + m for some m EM. It is then easily verified that {l+m,,..., 1 + m,} is a complete set of nonassociate irreducible divisors of a given element with respect to R if and only if it is a complete set of nonassociate irreducible divisors with respect to T. For the 'in particular' statement, note that in this case each 1 + m is a unit, so neither R nor T has any irreducible elements. 0
We can make several interesting observations from this proposition. Unlike our earlier results (Propositions 1.2, 2.8, and 3.1), T may be an idf-domain while R is not an idf-domain. The answer also may depend upon the maximal ideal M. Note that in part (a), the multiplicative group K*/k* is finite (even finitely generated) if and only if either K= k or K is finite (Brandis' Theorem [7] ). Thus for suitable choices of K and k, as for example in Example 4.1(a), R may be Noetherian, atomic, or a HFD, and yet not be an idf-domain.
Also, unlike our earlier results, R may be an idf-domain when D is not a field (for example, when D is semilocal PID or D has no irreducible elements), and this is independent of T. However, such an R is never atomic. We state this as the following proposition: which is not a Bezout domain or a UFD is given in [3 l] .) In the next section, we show that Question 2 also has a positive answer when R is an atomic idf-domain.
FFD's
We recall that R is a finite factorization domain (FFD) if each nonzero nonunit of R has only a finite number of nonassociate divisors and hence, only a finite number of factorizations up to order and associates. Thus a FFD is both a BFD and an idf-domain.
( or T is a quasilocal Krull domain of the form K+M, where K is a finite field. with F, cF, fields and SC T monoids with U(T) fl S= U(S); and (4) R = Tfl L for L a field containing R. We first consider an extension R C Tof integral domains which satisfies U(T) n R = U(R). We have already observed that R satisfies ACCP (resp., is a BFD) if T satisfies ACCP (resp., is a BFD). However, T may be a UFD, FFD, or idf-domain while R is not; let T= @[X] and R = m+XE [X] (Example 4.1(a)). To show that the HFD property is not preserved, let T=k[X]
Proposition 5.2. Let T be an integral domain of the form K-t M, where M is a nonzero maximal ideal of T and K is a subfield of T. Let D be a subring of K and R =D +M. Then R is a FFD if and only if T is a FFD, D is a field, and K*
and R =k[X2,X3] for any field k. Note that in the last two examples RC T is integral, in fact, T= R'. Finally, in contrast to the ACCP case, we show that the atomic property is not preserved. It is interesting to observe that with the stronger hypothesis that U(T) fl K= U(R), R is a FFD when T is a FFD. This follows easily from the characterization of FFD's in terms of Prin(R) and Prin(T) since 9 is injective.
Conversely, we next investigate which factorization properties ascend from R to TwhenU(T)nR=U(R).Letkbeafield,S={q~~$q~l}U{O},R=k[X,S]the monoid domain as in Example 2.7(a) and T= R'= k[X, Q$']. Then R is a BFD and U(T) fl R = U(R), but T is not even atomic. (This answers a question raised in 121, p.3251 as to whether R' satisfies ACCP when R satisfies ACCP. Also, note that the integral closure A' of Grams' example A (Example 1.1) is not atomic.) Thus the atomic, ACCP, and BFD properties need not ascend from R to T. Example 5.4 shows that the above mentioned properties plus the idf-property and FFD properties do not ascend from R to R'. Also, the UFD property does not ascend. Let R= k[X*, Y2] and T= k[X2,XY, Y2] for any field k. It is interesting to observe that in each case the success or failure of the ascent or descent of a given factorization property is exactly what one would intuitively expect from its characterization in terms of Prin(R), Prin(T), and the injectivity of p. We end the paper by considering these properties for locally-finite intersections. It is easily verified and well known that a locally-finite intersection of domains each satisfying ACCP again satisfies ACCP [32, Corollary 41 . A similar argument shows that this also holds for BFD's. (One can also see this as follows: Let {R,} be a family of BFD's each with length function 1,. If R = nR, is a locally-finite intersection, then 1 = C 1, is a well-defined finite-valued length function for R. 
