We give a characterization of a modi ed edge-reinforced random walk in terms of certain partially exchangeable sequences. In particular, we obtain a characterization of edge-reinforced random walk (introduced by Coppersmith and Diaconis) on a 2-edge-connected graph. Modifying the notion of partial exchangeability i n troduced by D i a c onis and Freedman in 2], we c haracterize unique mixtures of reversible Markov c hains under a recurrence assumption.
Introduction
In the 1920s the Cambridge philosopher W.E. Johnson gave the following characterization of Polya urns (see 7]): Let X := (X 0 X 1 : : : ) bean exchangeable sequence with values in a nite state space of cardinality m 3 . If the conditional probabilities P(X n+1 = vjX 0 X 1 : : : X n ) depend only on v and the numberoftimes state v has been visited up to time n and if some natural technical conditions hold, then X has the same distribution as drawings from a Polya urn containing balls of m di erent colors. Johnson formulated his statement in terms of Dirichlet distributions rather than Polya urns, but it is well known that the two notions are equivalent (see e.g. 6], Section 2).
Diaconis personal communication] conjectured that edge-reinforced random walk arises as naturally as Dirichlet distributions. In this article, we prove his conjecture in the sense that we generalize Johnson's statement for a modi ed edge-reinforced random walk. Let G = (V E) bea locally nite connected graph with vertex set V and edge set E. We assume that G has no loops, i.e. each edge has two distinct endpoints. Parallel edges are allowed thus two edges may have the same pair of endpoints. For an edge e we denote the set of its endpoints by e. We call = (v 0 e 1 v 1 : : : e n v n ) an admissible path if v i 2 V for 0 i n, e i 2 E and e i = fv i;1 v i g for 1 i n. We say that has starting point v 0 , e n d p o i n t v n and length n. We denote by k(v ) the number of visits to vertex v and by k(e ) the numberoftraversals of edge e: k(v ) := jfi 2 f 0 1 : : : n g : v i = vgj (1.1) k(e ) := jfi 2 f 1 : : : n g : e i = egj (1.2) here we write jSj for the cardinality of a set S. We de ne a sequence (X Y) := (X 0 , Y 1 , X 1 , Y 2 , X 2 : : : ) of random variables to be a nearestneighbor random walk on G if Z n := (X 0 , Y 1 , X 1 : : : Y n X n ) i s a n admissible path for all n 0. We abbreviate Z := (X Y).
We denote by P the set of all transition matrices on V E. De nition 1.1 We say that a nearest-neighbor random walk Z on G is a unique mixture of Markov c hains if there exists a unique probability measure on V P such that for any admissible path = ( u 0 e 1 u 1 : : : e n u n ) P(Z n = ) = Z V P n;1 Y i=0 p(u i e i+1 ) (du 0 d p ):
The measure is called t h e mixing measure. If for -a.a. (u 0 p ) the Markov chain with transition matrix p is reversible, then we say that the process is a unique mixture of reversible Markov chains.
Diaconis and Freedman 2] call a nearest-neighbor random walk partially exchangeable if any t wo admissible paths with the same starting point and the same numberof transition counts for all directed edges have the same probability. They prove that under a recurrence assumption their notion of partial exchangeability characterizes unique mixtures of Markov chains (Theorem (7), 2]). We i n troduce a more restrictive notion of partial exchangeability which characterizes unique mixtures of reversible Markov chains: We de ne two nite admissible paths and 0 to beequivalent if they have the same starting point and k(e ) = k(e 0 ) for all e 2 E. De nition 1.2 We call a nearest-neighbor random walk Z partially exchangeable if P(Z n = ) = P(Z n = 0 ) for any equivalent paths and 0 of length n.
Any process which is partially exchangeable in the sense of De nition 1.2 is partially exchangeable in the sense of Diaconis and Freedman. We prove: Theorem 1.1 Let Z be a nearest-neighbor random walk on a nite graph G satisfying P(X n = X 0 for in nitely many n) = 1 (1.3) and for all e 2 E and all u v 2 e P (There exists n 0 with (X n Y n+1 X n+1 ) = ( u e v)) = 1: (1. Assumption (1.4) says that every edge is traversed in both directions with probability 1 .
A Markovian nearest-neighbor random walk on G with transition probabilities given by strictly positive w eights on the edges is partially exchangeable in the sense of De nition 1.2 (transitions are made with probabilities proportional to the edge weights). We call such a Markov chain a nonreinforced random walk. A more interesting example of a nearest-neighbor random walk which is partially exchangeable in the sense of De nition 1.2 is edge-reinforced random walk. The process was introduced by Coppersmith and Diaconis in 1987 (see 1]) as follows: All edges are given strictly positive numbers as weights. In each step, the random walker traverses an incident edge with a probability proportional to its weight. Each time an edge is traversed, its weight is increased by 1 .
Suppose G is 2-edge-connected, i.e. removing an edge does not make G disconnected. Let Z bea partially exchangeable nearest-neighborrandom walk on G such that the conditional probabilities to traverse edge e in the next step depend only on the current location, the edge e, the local time accumulated at the present vertex, and the number of times e has been traversed in the past. If Z satis es in addition some natural technical assumptions, then Z has the same distribution as a non-reinforced random walk or an edge-reinforced random walk. More precisely, we make the following assumptions on G and Z: P(Y n+1 = e X n+1 = vjZ n ) = f Xn e (k n (X n ) k n (e)):
For the last assumption, we need the following de nition.
De nition 1. A n e arest-neighbor random walk Z on G satis es Assumptions 1.2-1.6 if and only if Z is an edge-reinforced r andom walk or a non-reinforced r andom walk starting at v 0 , e x c ept that the conditional probability P(Y 1 = e X 1 = vjX 0 = v 0 ) may be di erent from the corresponding conditional probability for edgereinforced/non-reinforced random walk.
Without Assumption 1.1, Theorem 1.2 need not be true. If G is the graph consisting of two vertices which are connected by two parallel edges, then Assumption 1.5 is vacuous (because Assumption 1.4 holds) and Theorem 1.2 does not hold (compare Zabell 7] ).
A similar characterization for directed-edge-reinforced random walk on a complete graph has been obtained by Zabell 8] . In a directed-edge-reinforced random walk directed edges are reinforced see 5] for the de nition of the process. This model is easier to treat because there is independence between what happens at di erent v ertices, and the assumption of a complete graph simpli es the proof considerably.
The remainder of the article is organized as follows: In Section 2, we describe a generalization of Theorem 1.2 for graphs which are not 2-edgeconnected. Section 3 c o n tains our results on mixtures of reversible Markov chains. In Section 4, we collect some graph-theoretical lemmas needed in our proofs. In Section 5 we prove Theorem 1.2 and its generalization from Section 2. For a nearest-neighbor random walk Z, v 2 V , and e 2 E, w e de ne k n (v) : = k(v Z n ) k n (e) : = k(e Z n ) K n (v) : = K(v Z n ): Recall that a graph G 0 is called 2-edge-connected if removing an edge does not make G 0 disconnected. G 0 is 2-edge-connected if and only if for any two e d g e s e 6 = e 0 in G 0 there exists a cycle containing both e and e 0 . A bridge is an edge whose deletion increases the numberof connected components. There is no edge parallel to a bridge. A subgraph B of G is called a block of G if B is a bridge or a maximal 2-edge-connected subgraph of G. We denote the edge set of B by E(B). The graph G decomposes into nitely many blocks B 1 B 2 : : : B m in the sense that the edge set E of G can be written as disjoint union of the E(B i )'s. We w r i t e V 2 (E 2 ) for the set of all vertices (edges) contained in a 2-edge-connected block.
We de ne modi ed edge-reinforced random walk as follows:
De nition 2. for all e 2 E 2 , u v 2 e. We set a v := P e2Ev a v e . We de ne modi ed edge-reinforced random walk with starting point v 0 to be a n e arest-neighbor random walk (X Y) on G with P(X 0 = v 0 ) = 1 and for all n 0 P(Y n+1 = e X n+1 = vjZ n ) = 8 < :
a Xn e + d Xn k n (e) a v + d Xn K n (X n ) if e = fX n v g 0 otherwise:
In the de nition of modi ed edge-reinforced random walk, we choose 
Mixtures of reversible Markov chains
In this section, we prove Theorem 1.1, and we derive conclusions for (modied) edge-reinforced random walk. We begin with a relation between k(e ) and k(v ). We omit the elementary proof of Remark 3.1. A closed path is a path with the same starting and endpoint. If c := (u 0 e 1 : : : e n u n ) is a closed path and all e i , 1 i n, are distinct, then we c a l l c a cycle.
Proof of Theorem 1.1. If Z is a reversible Markov chain, then its transition probabilities can be described by w eights on the edges. Hence for a nite path the probability P(Z n = ) depends only on k(e ), e 2 E, and k(v ), v 2 V . By Remark 3.1, k(v ) is uniquely determined by k(e ), e 2 E v . Hence Z is partially exchangeable in the sense of De nition 1.2, and the same is true if Z is a unique mixture of reversible Markov chains.
Conversely, s u p p o s e Z is partially exchangeable in the sense of De nition 1.2. Then Z is partially exchangeable in the sense of Diaconis and Freedman (see the comments before De nition 1.2). By Theorem (7) of 2], Z is a unique mixture of Markov chains. We denote the mixing measure by .
Suppose there exist e 2 E and u 2 e such t h a t p(u e) = 0 o n a s e t S of positive -measure. Using the de nition of mixtures of Markov chains, we obtain P(There exists n 0 w i t h ( X n Y n+1 X n+1 ) = ( u e v)) 1 ; (S), which contradicts (1.4). Hence p(u e) > 0 -a.s.. Thus for -a.a. (v p) 2 V P , the Markov chain with transition matrix p is irreducible and since the state space is nite, recurrent.
Let c = ( u 0 e 1 : : : e n u n ) be a cycle. We set := minfi 0 : X i = u 0 g is the rst hitting time of u 0 . We denote by Q v p the distribution of the Markov c hain with transition matrix p which starts in v with probability 1 . We write Q p (c) for the probability that the Markov chain with transition matrix p traverses the cycle c starting at a point in the cycle. We de ne (X 0 Y 1 X 1 Y 2 : : : ) : = ( X 1 Y 2 X 2 Y 3 : : : ) thus shifts the random walk Z by one step. We denote by m the m th iterate of . For m n 0, ( m Z) n = (X m Y m+1 X m+1 : : : Y m+n X m+n ) equals the random path of length n traversed by t h e random walker starting at time m. We calculate the probability that the process Z traverses c twice immediately after time
(dv dp) for the rst equality w e used that the process is a mixture of Markov c hains, for the second equality w e used the strong Markov property under Q v p , a n d for the last equality w e used Q v p ( < 1) = 1 which follows from recurrence of the Markov c hain.
Using partial exchangeability, we see that the probability that the process Z traverses the reversed cycle c $ := (u n e n u n;1 : : : e 1 u 0 ) twice immediately after time equals q, and the same argument a s a b o ve yields
(dv dp):
Furthermore the probability to traverse rst c and then c $ immediately after time also equals q:
) (dv dp):
(dv dp)
(dv dp) 3) and (1.4) . The claim for modi ed edgereinforced random walk follows similarly.
For edge-reinforced random walk on a nite graph the mixing measure can be given explicitly. Let : = f(x e e 2 E) : x e 0 P e2E x e = 1 g, and let denote Lebesgue measure on . Proof. By Corollary 3.1, Z is a unique mixture of reversible Markov c hains.
Hence the mixing measure can be described as the image of a measure on . 
Some graph-theoretical lemmas
In this section, we collect some graph-theoretical results which will be needed in the proofs of Theorems 1.2 and 2.1. We assume in the whole section that Hence k(e ) must beeven. This nishes the proof of the second part of the lemma.
Proofs of Theorems 1.2 and 2.1
Throughout this section, we assume that G satis es Assumption 1.1 and Z is a nearest-neighbor random walk satisfying Assumptions 1.2-1.6. We will show that the conditional probabilities P(Y n+1 = e X n+1 = vjZ n k n (X n ) 2) agree with the corresponding conditional probabilities for modi ed edgereinforced random walk. By Assumption 1.5, it su ces to show that the functions f v e have the appropriate form. Lemma 5.2 below is the rst step in this direction. Since the random walk is re ected at vertices of degree 1, we assume in the following degree(v) 3 for all v 2 V . We begin with a remark which collects some properties of the functions f v e . The following lemma states that f v e is linear in the second argument. (1) contains only one element, (5.6) is automatically true and does not give a n y constraint o n c v (1) . If D v e 1 (1) = f0 1g, there exist e 2 2 E v n f e 1 g and paths from v 0 to v with transition counts k(e ) = k e , e 2 E v , given by k e 1 = 1 k e 2 = 0 k e 3 = 0 for all e 3 2 E v n f e 1 e 2 g and k e 1 = 0 k e 2 = 1 k e 3 = 0 for all e 3 2 E v n f e 1 e 2 g:
We apply (5.1) with these values for k e to obtain equations of the form (5.2) k(e 2 ) = m v e 2 + 2 k(e 3 ) = k 3 : Applying equation (5.1) to these transition counts and then using Lemma 5.1 yields (5.7). Since e 2 is arbitrary in E v n f e 1 g, Claim 2 follows.
Finally we show that j 7 ! f v e (k j) is linear on D v e (k) for e 2 E v cycle . Because of Claim 1 it su ces to prove Claim 3: If e 1 2 E v cycle , t h e n f v e 1 (k 3) ; f v e 1 (k 1) = f v e 1 (k 2) ; f v e 1 (k 0): We can nd edges e 2 e 3 2 E v n f e 1 g, e 2 6 = e 3 , and k 3 such that there exist paths with k(e ) = 0 f o r a l l e 2 E v n f e 1 e 2 e 3 g and k(e 1 ) = 3 k(e 2 ) = m v e 2 k(e 3 ) = k 3 k(e 1 ) = 1 k(e 2 ) = m v e 2 + 2 k(e 3 ) = k 3 : Using (5.1) with these transition counts and Lemma 5. Proof. Let k 2, and let e 1 e 2 2 E v n E v initial , e 1 (2) cv ( (1) av 0 e 1 (2) = av 0 e 2 (1) av 0 e 2 (2) . If G is 2-edge-connected, then the claim of Lemma 5.5 is true for k = 1 if v 6 = v 0 . Proof. If v = v 0 , w e can apply (5.14) with k 1 = k 2 = 0 to obtain the desired result.
Suppose G is 2-edge-connected and v 6 = v 0 , and let e 1 e 2 2 E v , e 1 6 = e 2 . Then there exist paths 2 v 0 v with k(e 1 ) = k(e 2 ) = 0 a n d k(e 1 ) = 0, k(e 2 ) = 1 . Hence we can apply (5.14) for these values of k 1 k 2 to obtain a v e 1 (1) = a v e 1 (2 Since (5.19) is valid for all m 1, we conclude ' 1 (m) = ' 2 (m) for all m 0. Since ' 1 and ' 2 are polynomials of degree n, ' 1 and ' 2 must be identical.
In particular, the zeros of ' 1 and ' 2 agree:
;a u j e j+1 ; k e j+1 j 2 U 1 = ;a u j e j ; k e j j 2 U 1 :
(5.21) Suppose U 1 6 = . By assumption, U 0 6 = . Hence there exists j 0 2 U 1 n f n;1g such that j 0 + 1 6 2 U 1 . Recall that in the above a r g u m e n t, can be any path from v 0 to u 0 with k(u 0 ) 2. We can choose in such a w ay that a u j 0 e j 0 +1 + k(e j 0 +1 ) > max a u j e j + k(e j ) j 2 U 1 : This contradicts (5.21), and we conclude U 1 = . Since for any two edges in a 2-edge-connected block there exists a cycle containing both edges, the rst part of the lemma follows. 
