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Abstract
Pathological brain lesions may adversely inuence the process of magnetic
resonance (MR) brain image analysis. For instance, they lead to unreliable and
poor brain segmentation and corrupt normal brain tissue volume measurements.
In this thesis, we aim to develop and test a novel approach for automated le-
sion lling using recent deep learning techniques. Based on input T1-weighted
MR brain image with lesions we demonstrate the ability of a modied context
conditional generative adversarial network (CCGAN) to reproduce normal ap-
pearing brain MR images. The original CCGAN was modied by incorporating
Wasserstein loss with gradient penalty. The network was able to seamlessly ll a
masked-out area of the image without any prior knowledge of the size or location
of the mask. We also tested partial convolution networks, which requires explicit
knowledge about the location and size of mask, and found they yield comparable
results for lesion lling or inpainting. The obtained promising results show that
deep learning techniques can successfully address the problem of lesion lling. We
hope that this work will facilitate further research and adoption of deep neural
networks in health care applications and thereby encourage cooperation between
deep learning researchers and clinicians in the healthcare institutes.
Key words: lesion lling, magnetic resonance, image analysis, deep neural net-
works, generative adversarial networks
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2 Abstract
Povzetek
Cilj magistrskega dela je razviti in testirati nove postopke za polnjenje lezij
v magnetno resonancnih slikah. Uporabljeni so bili postopki globokega ucenja in
generativne kontradiktorne mreze. Dobili smo spodbudne rezultate, ki smiselno
zapolnijo manjkajoce dele slik. Upamo, da bodo rezultati omogocili in spodbudili
nadaljnje raziskave ter pripomogli v razmahu uporabe najsodobnejsih tehnologij
za poljneje lezij in drugih podrocjih analize medicinskih slik in podatkov.
Lezija je medicinski izraz, ki opisuje abnormalna tkiva v cloveku ali drugem
organizmu. Nastanek lezije je posledica bolezni ali poskodbe. Lezije se zaznava
s tehnikami medicinskega slikanja in na osnovi njihove lokacije, izgleda in oblike
diagnosticira oziroma preverja odziv na zdravljenje stevilnih bolezni. Trenutno je
magnetno resonancno slikanje, zaradi zmoznosti prikaza visokega kontrasta med
mehkimi tkivi, med najbolj razsirjenimi tehnikami za diagnosticiraje lezij.
Iz stevila, velikosti, oblike in anatomske lege lezij lahko sklepamo o stanju
bolezni ter napovemo dolgorocno klinicno sliko in klinicni izid pri bolniku. Omen-
jene kvantitativne podatke lahko pridobimo z razmejitvijo mozganskih struktur
na zdrave (bela in siva mozganovina in mozganska tekocina) ter patoloske struk-
ture (lezije). Razmejitev se lahko opravi z rocnim obrisovanjem, kar je zahtevo,
casovno zamudno, stroskovno neucinkovito, predvsem pa podvrzeno subjektivni
oceni radiologa in zato nezanesljivo. Z namenom izboljsanja razmejitve je bilo
razvitih vec avtomatskih postopkov razmejitve. Dokazano je, da prisotnost lezij
v slikah poslabsa kakovost avtomatskih razmejitev in meritev prostornine nor-
malnih struktur v mozganih. V izogib tega so se uveljavili postopki polnjenja
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lezij.
Pri polnjenju lezij obmocja lezij na slikah zapolnimo z reprezentativnimi sivin-
skimi vrednostmi zdravih mozganskih tkiv. Med uveljavljene postopke spadajo
LEAP, SLF in NiftySeg. Cilj te magistrske naloge je razviti in testirati uporabo
strojnega ucenja, specicno generativnih kontradiktornih mrez, za polnjenje lezij.
Strojno ucenje je sposobnost racunalnikov, da se samostojno ucijo. Postopki
strojnega ucenja dolocijo ustrezno preslikavo med vhodom in izhodom ter tako
napovedo rezultat. To storijo na podlagi danih vhodnih podatkov in poznanih
zeljenih izhodov. Med postopke strojnega ucenja spadajo regresija (linearna,
logaritemska), vzpodbujevalno ucenje (Q-ucenje), odlocitvena drevesa, nakljucni
gozdovi, nevronske mreze in globoko ucenje. Zadnja dva razreda postopkov sta
osrednja tema proucevanja v tem delu.
Nevronska mreza je skupek vecih medseboj povezanih enot, imenovanih
nevroni, ki vrnejo izhodno vrednost na podlagi utezenih vhodnih vrednosti, akti-
vacijske funkcije in odstopanja. Nevronske mreze so sestavljene iz vecih nivojev.
Ce je nivojev veliko, med pet in dvajset, govorimo o globokih nevronskih mrezah.
Utezi vhodov se dolocijo z ucenjem. Na podlagi vhodnih podatkov se izracuna
razlika med trenutnim in zeljenim rezultatom z doloceno funkcijo napake. Z
vzratnim postopkom ucenja se posodobi trenutne vrednosti utezi.
Generativne kontradiktorne mreze (GAN; ang. Generative Adversarial Net-
work) so skupina nevronskih mrez z znacilno strukturo, kjer se socasno ucita dve
mrezi, takoimenovani diskriminator D in generator G. Generator ustvari vzorce,
ki naj bi bili iz iste porazdelitve kot originalni (vhodni) vzorci. Diskriminator
primerja originalne vzorce in vzorce iz generatorja ter se odloca ali so vzorci orig-
inalni ali ne. Naloga generatorja je, da ustvari cim bolj realne vzorce, tako da
bi jih diskriminator prepoznal kot originalne. Naloga diskriminatorja pa je, da
prepozna vzorce iz generatorja kot ponarejene. Diskriminator in generator sta
nasprotnika v igri, ki ustreza minimaks igri z dvema igralcama.
Za polnjenje lezij smo uporabili CCGAN (ang. Context Conditional GAN)
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razlicico generativnih kontradiktornih mrez. CCGAN mreza je bila ustvarjena za
polnjenje manjkajocih delov slik z ustreznimi sivinskimi vrednostmi. To ustreza
nasemu cilju, da zapolnimo dele slik mozganov, kjer se nahajajo lezije.
Ugotovili smo, da CCGAN deluje boljse s povecanjem globine mreze tako
diskriminatorja in generatorja. Ustrezna globina nevronske mreze je odvisna od
specicne naloge in podatkov mreze. V nasem primeru smo uporabili mrezo s
petimi skupinami nivojev. Te so v vecini sestavljeni iz konvolucijskega nivoja in
LeakyReLU aktivacijske funkcije. V generatorskih skupinah nivojev je dodano
normiranje trenutne skupine vhodnih podatkov.
Za izboljsanje rezultatov smo testirali CCGAN za razlicne vrednosti ucne
konstante. Najboljsi rezultati so bili pridobljeni za ucno konstanto 0,0001. Na
dobljenih slikah je vidno, kako vrednost ucne konstante vpliva na delovanje mreze.
Na zmogljivosti mreze vpliva tudi cas ucenja oziroma stevilo iteracij, ki jih
opravimo med ucenjem. Na podlagi grafa izgub je razvidna problematika ucenja
generativnih kontradiktornih mrez, namrec, izgube generatorja in diskriminatorja
mocno oscilirajo in v splosnem ne konvergirajo v stabilno stanje. To je posled-
ica alternirajocega ucenja med generatorjem in diskriminatorjem in ena izmed
glavnih problematik generativnih kontradiktornih mrez. Iz tega sledi, da se gen-
erativne kontradiktorne mreze ne prenasicijo in zato potrebujejo daljse ucenje.
S potrjevalno podatkovno mnozico preverimo delovanje mreze in lahko vidimo,
da se mreza skozi iteracije uci in izboljsuje rezultate. Priporocamo ucenje ranga
10000 epoh.
Obstaja vec hevristicnih tehnik za izboljsanje kontradiktornega ucenja. Te-
stirali smo zvezne oznake (ang. smooth labels) in nakljucno prekinjanje povezav
(ang. dropout). Za zvezne oznake smo oznakam originalnih podatkov predpisali
nakljucno vrednost med 0,7 in 1,2 in oznakam generatorjevih podatkov nakljucno
vrednost med 0 in 0,3. Zvezne oznake izboljsajo rezultate mreze in nekoliko umir-
ijo oscilacije izgub. Pri nakljucnem prekinjanju povezav smo med konvolucijskim
in normalizacijskim nivojem izpustili polovico povezav. To je poslabsalo rezul-
6 Povzetek
tate.
Mrezo CCGAN smo testirali z razlicnimi izgubami in ugotovili, da dobimo na-
jboljse rezultate z Wasserstein funkcijo izgube z regularizacijo gradientov. Mreza
vrne dobre rezultate pri generiranju slik in polnjenju lezij. Amaterski opazovalec
vizualno ne bo prepoznal razlike med originalnimi slikami in slikami, ki jih je
zapolnil generator. S primerjavo originalne in generirane slike je razvidno, da
prihaja do dolocenih artefaktov, ki se na slikah ponavadi pojavljajo na obmocju
ventrikularnega sistema. Polnjenje je kvalitetno ne glede na obliko manjkajocega
dela slike.
Preizkusili smo tudi delovanje mrez z delnimi konvolucijami (ang. partial
convolution network). Delna konvolucija je postopek polnjenja slik, ki opravi
konvolucijo samo na veljavnih elementih slike, torej tam, kjer slika ni maski-
rana. Postopek vkljucuje se avtomatsko generacijo maske tako, da se v vsaki
iteraciji del maske, ki je sosednji originalnim slikovnim elementom zapolni in
posledicno se maska zmanjsa. Generira se nova, manjsa maska za naslednjo
iteracijo. Tako lahko zapolnimo masko lezij na magnetno resonancnih slikah.
Uporabljena nevronska mreza z delnimi konvolucijami temelji na arhitekturi U-
net mreze, kjer so konvolucije zamenjane z delnimi konvolucijami.
Delno konvolucijska mreza opravi polnjenje slike z nakljucno masko najbolj
kakovostno glede na dve kvantitativni meri: srednja kvadratna napaka (MSE;
ang. mean square error) in indeks strukturne podobnosti (SSIM; ang. structural
similarity index). Tako kot pri CCGAN na oko tezko razpoznamo katera slika
je originalna in katera zapolnjena. Ponovno se pojavijo napake v polnjenju na
obmocju slike, kjer se nahaja ventrikularni sistem.
Obe mrezi, CCGAN in delno konvolucijska mreza, sta bili testirani za pol-
njenje lezij multiple skleroze. Delno konvolucijska mreza se je bolje odrezala samo
glede na SSIM mero na obmocju lezij. Najbolj tocna generacija originalnega dela
slike pa je pridobljena z CCGAN mrezo.
Rezultati polnjenja lezij so spodbudni in nakazujejo moznosti za rabo na
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dejanskih slikah. Za zaneslivejse in bolj primerljive rezultati bi bilo potrebno
postopek nadgraditi za 3D slike. Rezultati kazejo, da je lezije na magnetno res-
onancnih slikah mogoce uspesno zapolniti z globokimi nevronskimi mrezami in
generativnimi kotradiktornimi mrezami.
Podrocje razvoja in vrednotenja generativnih kontradiktornih mrez je
trenutno zelo aktivno. Problem nekonvergence in iskanja Nash ravnovesja se
ni resen. Obstaja mnozica variacij teh mrez, ki resujejo specicne tezave v kon-
teksu aplikacije. Generativne kontradiktorne mreze so bile uporabljene za veliko
razlicnih namenov uporabe v medicini. Nasi rezultati so spodbudni in upamo, da
bodo olajsali in motivirali nadaljnje raziskave uporabe najmodernejsih tehnologij
za polnjenje lezij ter na sorodnih podrocjih. Upamo tudi, da bo sledila translacija
teh postopkov v konkretne aplikacije.
Kljucne besede: polnjenje lezij, magnetno resonancne slike, analiza slik, globoke
nevronske mreze, generativne kontradiktorne mreze
8 Povzetek
1 Introduction
In the context of clinical pathology the term lesion refers to abnormal tissues
found on or in a person or organism usually caused by a disease or injury. Le-
sions in the brain or brain lesions originate from dierent morphological tissue
abnormalities found in the brain. Among the known possible causes of brain
lesions are stroke, brain tumor, brain aneurysm and neuro-degenerative diseases,
such as multiple sclerosis, Parkinson's disease and Alzheimer's disease. Brain
lesions vary in size and can aect small to large areas of the brain, while the
severity of the underlying medical condition can range from clinically silent, i.e.
unsymptomatic, to life-threatening. Typical symptoms include headaches, nau-
sea, memory loss, fever and impaired vision and movement. A common technique
to detect brain lesions is medical imaging.
Medical imaging refers to techniques and processes that create a visual rep-
resentation of the interior of the body in order to diagnose, monitor, or treat
medical conditions. Each technique visualizes dierent information about the
part of the body being studied or treated. Diagnostic imaging is an essential tool
to recognize, dene, identify, and exclude many of the pathologies encountered in
a health care setting [10]. In terms of diagnosis, common imaging modalities in-
clude magnetic resonance imaging, computer tomography (CT), ultrasound and
X-ray. Our focus is on structural brain imaging, thus we will use magnetic res-
onance imaging since it provides the best contrast for discriminating between
dierent soft tissues.
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1.1 Magnetic Resonance Imaging
Magnetic resonance (MR) imaging is a medical imaging technique used in ra-
diology to visualize the structure of anatomy and the physiological processes in
the body. It is noninvasive and is considered relatively safe compared to other
imaging techniques, such as computer tomography (CT) and positron emission
tomography (PET), since it does not involve the use of ionizing radiation like
X-rays or gamma rays. On the other hand, one challenge of MR imaging is the
relatively long scanning time, during which patients should remain in a xed
position.
MR imaging is based on detecting the magnetization relaxation of the nuclei
of atoms, such as hydrogen. To acquire an MR image a strong static magnetic
eld is applied and the magnetization relaxation is measured through the radio
frequency response of the nuclei. By varying the static magnetic eld, the relax-
ation frequency and phase of each nuclei can be spatially encoded, thus enabling
one to acquire spatial information from radio signals emitted from the nuclei.
Each received frequency represents a response at a specic location of the slice
in 3D space. The second spatial axis can be captured with phase-delay. The
captured responses are then combined into a multi-dimensional eld in frequency
space and transformed with an inverse Fourier transformation to form the nal
MR image. Depending on the interest and for dierential diagnostics dierent
MR modalities are used such as T1- or T2-weighted images.
In T1-weighted MR imaging we consider net magnetization in the same di-
rection as the static magnetic eld. This results in tissues with high fat content
(e.g. white matter) to appear bright and compartments lled with water (e.g.
cerebrospinal uid) to appear dark. Such contrast characteristics are useful in
a range of medical applications. For example, it allows the assessment of the
integrity of cerebral cortex, identication of fatty tissue, characterization of focal
liver lesions and, in general, for extraction of morphological information.
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Current applications include soft-tissue delineation, determining the state of the
disease, functional and metabolic information, and monitoring response to treat-
ment [11]. The T1- and T2-weighted imaging are the most widely used sequences
for brain soft-tissue delineation of anatomic structures and related pathological
conditions such as brain lesions.
In particular, MR imaging provides a good visualization of brain structures
like white and gray matter, cerebrospinal uid and potential lesions. Position,
size and lesion count in the brain are important quantitative measures in many
neurodegenerative diseases, for instance, for a successful diagnosis of multiple
sclerosis disease, assessing its progression and evaluating its response to treat-
ment. There are several techniques to perform quantitative analysis of brain
structures in MR images. The most straightforward is manual marking carried
out by a radiologist, but this is time-consuming, costly and prone to human error.
For these reasons automated image analysis techniques are preferred [12].
1.3 Automated Image Analysis
To obtain quantitative measurements from an MR image there are several steps
involved. Two common processing steps are brain segmentation and brain vol-
umetry.
Brain volumetry is the process of measuring brain volumes. The brain volume
of a healthy individual decreases with age but neurodegenerative diseases often
cause accelerated brain volume loss. The clinical use of MR-imaging-derived brain
volumetry is therefore crucial to support timely disease diagnosis, understanding
of biological mechanisms and tracking the clinical progression of a disease. Widely
available imaging techniques like MR are also benecial in monitoring treatment
eorts in therapy [13].
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Automated brain volumetry may be conducted using a voxel-based morphom-
etry computational approach. The process measures dierences in local concen-
trations of brain tissue, through a voxel-wise comparison of multiple brain images.
Global brain volume measurement gives medical practitioners an overview of the
state of a patient, but on its own it is not sucient to track region specic de-
generation. Regional analysis is required to derive volume measurements for each
structure of interest [14].
The goal of brain segmentation is to distinguish healthy brain tissues and
pathological tissues, such as lesions. An example of brain segmentation is shown
in Figure 1.1. There are various established methods for automated brain seg-
mentation.
Figure 1.1: Brain segmentation performed on a slice of 3D T1-weighted MR
image. Figure reproduced from Freifeld [1].
Brain is segmented into white matter (yellow), gray matter (green), cerebrospinal uid
(blue) and lesions (red).
1.3.1 Impact of Lesions
When brain structures are segmented on T1-weighted MR images, the process
can be adversely aected by the fact that pathological lesions can have similar
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intensity values to the ones of gray matter or cerebrospinal uid. If lesions are
present in the image during the segmentation process, the segmentation of healthy
brain tissue and corresponding volume measurements can be wrong [6]. Several
studies established that automatic MR image analysis techniques under perform
in the presence of lesions, both when evaluating the quality of brain segmentation
as well as yielding wrong quantitative measurements of brain volumes.
To reduce the adverse impact of lesions on brain volume measurements one
widely adopted strategy is to segment the lesions and apply lesion lling or lesion
inpainting. Lesion lling refers to a process that replaces MR image intensity
values in the areas aected by the lesions with the intensity values that resemble
those of healthy tissues. There are several dierent techniques to perform lesion
lling. The underlying basic idea is to extract the healthy brain tissue intensity
values and their statistics and then reproduce the lesion area with similar values,
for instance by randomly sampling values from a distribution characterized by
the same statistics.
"MR imaging is not a pathologically denitive investigation" [15]. Artifacts
can occur on the image if the subject moves during scanning, but there are also
other processes that corrupt the MR image such as image noise, the partial volume
eect, which is a consequence of limited resolution and sampling density, and the
bias eld eect [16]. Several pre-processing steps are necessary to mitigate the
impact of aforementioned undesired sources of image intensity variations.
1.3.2 Thesis Goal
The goal of this Master thesis is to develop and validate an automated method for
lling or inpainting of the image containing lesions so as to reproduce, as best as
possible, an image without the lesions. We aim to achieve this goal through the
use of machine learning algorithms such as deep neural networks and generative
adversarial networks.
14 Introduction
1.4 Machine Learning
Machine learning is the process of enabling articial agents to act without being
explicitly programmed. The idea is to provide input data to the algorithms that
use statistical analysis to predict an output. The model that the algorithm has
created is being updated with new input data.
The era of machine learning started in 1943 when W. McCulloch and W. Pitts
created a model of a neural network, using an electrical circuit. In 1950 A. Tur-
ing created the famous Turing Test [17], dening criteria by which true articial
intelligence could be judged. Soon after, in 1952, the rst computer program that
could learn as it was executing was developed for a game of checkers. In 1958
R. Rosenblatt designed the rst articial neural network called "Perceptron",
which was extended to the multilayer perceptron in 1986. A breakthrough hap-
pened in between with the invention of backpropagation, which is now a standard
technique used to train neural networks for machine learning applications. This
pushed the ongoing development and research in the eld of machine learning.
An overview of the development of machine learning can be seen in Figure 1.2.
The expression deep learning was rst used in 2000 and some years later followed
by deep learning applications. Generative adversarial networks were developed
in 2014 by I. Goodfellow and will be the main focus of this Master thesis.
Machine learning as a domain consists of many dierent algorithms that share
common fundamental concepts. It includes algorithms such as regression (linear,
logistic), reinforcement learning (Q-learning), decision trees, ensemble (random
forest), clustering (k-means), neural networks and deep learning. The focus of
this Master thesis is mainly on deep learning with deep neural networks algo-
rithms, which, in contrast to simple multilayer perceptron networks, are complex
networks with several dierent layers interconnecting the input and output of the
network.
Machine learning algorithms are often categorized in three classes depending
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Figure 1.2: Development of machine learning through the history. Figure repro-
duced from Vazquez [2].
on their approach, the type of data they receive as input, the output they produce,
and the type of problem that they are intended to solve:
 Supervised machine learning algorithms require a set of data that contains
both the input and the desired output to derive a mathematical model of
the data. These kinds of datasets are referred to as labeled data. If the
labels are not part of the dataset they can be obtained by manual labeling
of unlabeled data. However, manual data labeling is time-consuming and
signicantly more costly to obtain than the raw unlabeled data. Classica-
tion and regression problems are most commonly tackled with supervised
learning.
 Unsupervised machine learning algorithms only require raw input data
in order to nd structure and patterns in the data. The main applications
are dimensionality reduction and clustering.
 Reinforcement machine learning algorithms comprise a eld of techniques
that interact with their environment. They receive information from the
environment and react to it with certain actions. Based on the action per-
formed they receive positive or negative reward, through which the learning
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proceeds. It may be viewed as a trial and error process. Reinforcement
learning is used in various elds like robotics and game-theory.
Figure 1.3: Machine learning categories and their corresponding applications.
Figure reproduced from Cognub [3].
In Figure 1.3 we can see the categorization of machine learning and its corre-
sponding applications. Some of the leading edge applications are image classi-
cation, time-series forecasting, robot navigation and recommendation systems.
1.5 Thesis Structure
In the Introduction we provide background about the eld of medical imaging and
medical image analysis, and other important concepts and ideas that motivate
the goals set in this thesis. We discuss the causes of brain lesions and their
impact on medical image analysis. From the literature it is clear that lesion
lling can signicantly improve healthy brain segmentation and thereupon based
volume measurements. As the goal of this thesis we set to develop and test novel
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machine learning approaches for lesion lling. Thus the reader is introduced to
the main concepts of machine learning. The rest of the thesis is structured as
follows:
Chapter 2 presents deep learning, specically deep neural network algorithms
and the theory of neural networks. The next Chapter 3 discusses a relatively new
class of neural networks, i.e. generative adversarial networks, along with the main
network architecture variants and their usage in the eld of medical imaging.
Chapter 4 focuses on lesion lling and presents the state-of-the-art methods
and our approaches for lesion lling.
Chapter 5 describes the data that was used to perform the experiments in
this thesis. It also describes the pre-processing and data augmentation techniques
used and discusses along with evaluation approaches and performance metrics.
Experiments are presented in Chapter 6. Each experiment is thoroughly de-
scribed, specifying the data and networks used with all the corresponding param-
eters. Results of the experiments are presented separately for each of the them.
The nal results of multiple sclerosis lesion lling are presented in Chapter 7.
Finally, in Chapter 8 we discuss the results, possible next steps and encourage
further research.
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2 Deep Learning
Since 2006, deep learning has emerged as a new area of machine learning research
[18]. It is making major advances in solving problems that have resisted the best
attempts of the machine learning community for many years [19]. Even though
the technical idea behind deep learning has been present for decades, the major
advances were made in the last decade.
Deep learning applications require substantial computational power and large
sets of data (datasets) to perform well. Due to digitalization enough data has
been accumulated to have suciently large datasets to enable deep learning re-
search. With more data comes the need for more computational power. At
present deep neural networks may be trained with algorithms that can be exe-
cuted concurrently on Graphics Processing Units (GPUs). These opportunities
have led to more research and work done in the eld and to signicant improve-
ments in the algorithms. One of the benets of deep learning in contrast to prior
machine learning techniques is that they generally do not require as much domain
expertise.
Deep reinforcement learning, the deep Boltzmann machine, deep belief net-
works and deep neural networks belong to the class of deep learning algorithms.
Deep neural networks will be the subject of this thesis. To understand deep neural
networks we need to understand the underlying technology { neural networks.
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Figure 2.1: One neuron of neural network.
Representation of one neuron with n inputs and f as activation function.
2.1 Articial Neural Networks
Articial Neural Networks, in short neural networks, are a Turing-complete model
of computation. The simplest neural network consists of one unit called linear
Articial Neuron (from now on referred to as the "neuron"). This computational
model was named "Perceptron".
A perceptron computes its output as a linear function of its inputs:
z =
nX
i=1
wi  xi + b (2.1)
where xi represents the i-th input for the neuron and z the output. Each input
is multiplied with a corresponding weight wi. The output z is then a function of
the sum of all weighted inputs plus some bias b.
From Equation (2.1) it follows that the functional form of a neuron is a sum
of multiple linear functions or, in other words, a multi-variable linear function
with n variables. The major limitation of linear neurons is that it can be shown
that no combination of linear neurons can model non-linear relationships in the
underlying data. In order to enable modelling of non-linear relationships in the
data and thus add the capacity to approximate arbitrary functions certain non-
linearities must be introduced to the computational model.
A common way to add non-linearity to a neuron is by introducing a non-
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linear activation function f(z) that is applied after the summation of weighted
inputs. By connecting and stacking neurons in several "layers" we can construct
an Articial Neural Network. One neuron representation is shown in Figure 2.1.
2.2 Layered Network Structure
Neural networks are composed of layers of neurons as depicted in Figure 2.2. The
layers are, at least partially, connected. Outputs from neurons in previous layers
provide inputs for the current layer:
a
[l]
i = f(
nX
i=1
w
[l]
i  a[l 1]i + b[l]) (2.2)
where [l] denotes a consecutive layer, i a neuron in the specied layer, a the
neurons value and f the activation function. We can then compute values for
each node in each layer.
The rst layer is called the input layer as it receives the input data values.
The last layer is called the output layer and all layers in between are called hidden
layers. We refer to weights w and biases b as parameters  of a neural network.
As stated before, theoretically, a suciently large neural network with well
chosen parameters can approximate any function. In practice the parameters 
are often unknown and must be determined in a processes called training.
2.3 Training Neural Networks
Training of a neural network refers to an iterative process of updating the net-
works parameters. The objective is to nd the set of parameters  which model
the training data the best.
Assessment of how well a certain network models the training data is done
with the evaluation of cost functions. Cost functions return a scalar value, the
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Figure 2.2: Neural network also referred to as multilayer perceptron.
This is a representation of a 4-layered neural network with one output (blue) and 4
inputs (green). There can be an arbitrary number of hidden layers (red). The dots
indicate that more hidden layers can be added. This is a fully connected neural
network, which is a common architecture variant. Dierent variants may drop certain
connections between neurons, depending on the aims in the application context.
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magnitude of which reects the network's modelling performance. Using some
well dened metric it computes the distance or error between the predicted value
f(x; ) and the true value from the labelled data y.
The initial values of parameters can be selected randomly from some stochastic
distribution. For most problems a random distribution is an adequate starting
point. For a more accurate starting point dierent approaches are possible, e.g.
normalized initialization [20].
To improve the initial parameters with regards to the cost function a two step
process is used. First the output of the current state of the neural network is
calculated for some input. This part of the process is often referred to as forward-
pass or forward-propagation. The output of the neural network is then inserted
into the cost function and the resulting error signal is propagated backwards
through the network. This process is called backpropagation. At each neuron
the error signal is used to calculate the updates for its parameters.
To perform parameter updates the gradient descent algorithm can be used.
It is by far the most common way to optimize the parameters of neural networks
[21]. Gradient descent is an iterative optimization technique for nding the set of
parameters that minimize the value of a function, in our case minimize the value
of the cost function, over the entire training data.
For a neuron a
[2]
1 the gradient is calculated:
@J()
@
[2]
1
=
@J()
@a
[2]
1
 @a
[2]
1
@
[2]
1
(2.3)
First, the cost is calculated at the output layer and, then, by applying the
gradient chain rule, the cost is propagated backwards (from right to left) towards
the input across all layers, summing the gradient contributions at each layer from
all the interconnected neurons. The gradient for a neuron in one layer to the left
a
[1]
1 is then:
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Figure 2.3: Forward propagation and backpropagation.
Representation of forward propagation (black), which calculates the cost J() and
backpropagation (green), which calculates the gradients as shown in Equations (2.3)
and (2.4).
@J()
@
[1]
1
=
@J()
@a
[2]
1
 @a
[2]
1
@a
[1]
1
 @a
[1]
1
@
[1]
1
(2.4)
By repetition of this method, gradients for every neuron are calculated. This
is the process of backpropagation and can be seen in Figure 2.3 in green color.
The gradients determine the update of the parameters for each iteration as:
         @J()
@
(2.5)
where  is a hyper-parameter of the algorithm called learning rate or step size,
that will be discussed in 2.6.1. Since the gradient of a function can be interpreted
as its slope and updates are made in the opposing direction, this approach is
called gradient descent. A step of size  in the negative direction of a gradient is
made until a minimum of a function is reached.
From Equation (2.4) we can see that gradients of the cost and activation func-
tions need to be calculated. As functions whose analytical or simple derivatives
exist are desired, this aspect is usually taken into account when determining the
functional form of cost and activation functions.
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A loss or cost function J() is the objective function to be minimized through
training in order to nd the optimal values of parameter .
 = argmin
1
n
nX
i=1
L(f(x(i); ); y(i))
 = argminJ()
(2.6)
where L represents the specic metric to assess the loss.
Loss functions can be classied according to the type of response variable y
uses [22]. Roughly they can be divided in categorical response for classication
tasks and continuous response for regression tasks.
2.4.1 Classication Loss Functions
Frequently used loss functions for categorical response are:
1. Cross entropy for binary classication calculated as:
L(y; y^) =  (y log(y^) + (1  y) log(1  y^)) (2.7)
where y is a binary indicator (0 or 1) indicating whether a class label is the
correct classication for the observation, y^ is the predicted probability that
an observation is of a certain class. We obtain a measure of dissimilarity
between the correct label y and the predicted label y^. If there is more than
one class, a separate loss for each class label is calculated and the result
equals their overall sum.
2. Hinge loss is calculated as:
L(y; y^) = max(0; 1  y  y^) (2.8)
The hinge loss is a convex function, so many of the usual convex optimizers
used in machine learning can work with it. It is not dierentiable, but has
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a subgradient with respect to model parameters. This enables its use in the
machine learning domain.
2.4.2 Regression Loss Functions
Frequently used loss functions for continuous response are:
1. Mean squared error or L2 loss calculated as:
L(y; y^) =
nX
i=1
(y   y^)2
n
(2.9)
This is the most commonly used regression loss function. Due to squaring
predictions which are far away from actual values are penalized heavily in
comparison to less deviating predictions.
2. Mean absolute error or L1 loss calculated as:
L(y; y^) =
nX
i=1
j y^i   yi j
n
(2.10)
It measures the average magnitude of the errors in a set of predictions,
without considering their direction. It is more robust to outliers than the
L2 loss.
3. Huber loss calculated as:
L(y; y^; ) =
8><>:
1
2
(y   y^)2; if j y   y^ j< :
(y   y^)  1
2
; otherwise:
(2.11)
Huber loss is less sensitive to outliers than L2 loss as it treats error as
square only inside an interval. It is basically absolute error, which becomes
quadratic when the error is small. How small that error has to be, to make
it quadratic, depends on a hyper-parameter, , which can be tuned.
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The choice of activation functions depends on the specic application. Dierent
activation functions can be used for dierent layers of the same network. The
backpropagation algorithm requires the computation of the derivative of the ac-
tivation function, therefore one common requirement for the activation function
is that its derivative can be computed with little computational eort.
2.5.1 Sigmoid Activation Function
The sigmoid function is a mathematical nonlinear function having a characteristic
"S"-shaped curve shown in Figure 2.4a with blue line and is formulated as:
S(x) =
1
1 + e x
(2.12)
From Equation (2.12) it follows limx!1S(x) = 1 and limx! 1S(x) = 0,
therefore the co-domain of the sigmoid function is on open interval from zero to
one. This is a useful property for classication task, where S(x) represents the
probability of x belonging to a class.
The sigmoid function is dierentiable on its domain. The main disadvantage
of sigmoid as the activation fuction are the small values of its derivative when
x ! 1 or x !  1. This is commonly referred to as the problem of vanishing
gradients.
2.5.2 Hyperbolic Tangent Activation Function
The hyperbolic tangent, or shortly, tanh is a sigmodial ("S"-shaped) function,
dened as:
tanh(x) =
sinh(x)
cosh(x)
=
e2x   1
e2x + 1
(2.13)
The co-domain of the hyperbolic tangent function is between -1 and 1, which
can be better for certain applications than sigmoid functions with its co-domain
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(a) Sigmoid function. (b) ReLU and Leaky ReLU functions.
Figure 2.4: Activation functions.
between 0 and 1. The hyperbolic tangent function is non-linear and dierentiable.
The hyperbolic tangent function is depicted in Figure 2.4a with an orange line.
It suers from the same problem of vanishing gradients like the sigmoid.
2.5.3 Rectied Linear Unit
The Rectied linear unit or ReLU, shown in Figure 2.4b with a blue line, is a
ramp function dened as the positive part of its argument:
f(x) = max(0; x) (2.14)
For x < 0 ReLU returns zero and the output of the neuron is then zero, which
makes calculations less computationally costly compared to the sigmoid function.
ReLU's gradient for x < 0 is zero, thus information is lost for all negative
values. This is called the dying ReLU problem. Due to this problem a variation
of ReLU, "LeakyReLU", is more often used.
LeakyReLU allows a small non-zero value for negative x:
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f(x) =
8><>:x; if x > 0:  x; otherwise: (2.15)
where  is a small positive number, usually 0.01. The LeakyReLU function is
depicted in Figure 2.4b with orange line.
Since LeakyReLU does not suer from a vanishing gradient or dying ReLU
problem and is computationally more ecient than the sigmoid-like functions, it
is widely used in deep learning applications today [23].
2.6 Hyper-parameters
Hyper-parameters are settings that control the algorithm's behavior and struc-
ture and are not updated through the training process. They are set before the
training starts. Options for setting hyper-parameters can be default values from
the software package, manual conguration by the user or can be congured for
optimal predictive performance by a tuning procedure [24]. One of the challenges
of deep learning is the setting of hyper-parameters, since there is no direct way
to determine them. In the following subsections we will list the most important
hyper-parameters and discuss how they inuence the training process.
2.6.1 Learning rate 
The learning rate , controls the magnitude of parameter updates and with it
determines the convergence characteristics of the training process. The inuence
of dierent learning rates is depicted in Figure 2.5. When choosing  we need to
consider the two main aspects, speed and precision of training.
The representation of a small learning rate is shown in Figure 2.5 on the in-
terval (0; 1). The smaller the learning rate the slower the convergence to the
minimum since the parameter updates are smaller. Thus, we need to take more
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Figure 2.5: Inuence of the learning rate in gradient descent.
Example of a small learning rate on the interval (0; 1) with the problem of convergence
to a local minimum and an example of big learning rate on the interval (2; 3) with the
problem of overshooting.
steps to reach a minimum. Another disadvantage of small learning rates is the
possibility of only nding local minima and not the global minimum. An advan-
tage of small learning rates is the increased precision. The smaller the learning
rates the closer to the minimum we can come.
For bigger learning rates the convergence of training is faster and the chances
of converging to local minima instead of a global one are generally smaller. On
the other hand, the approximation of cost function as locally convex minimum
is less precise and there is a possibility, if the learning rate is too big, to miss
the minimum (as shown in Figure 2.5 on the interval (2; 3)). This is called
overshooting and can lead to oscillations of the cost function value and parameters
in the training process.
For better performance a learning decay can be used. Learning decay is a
means of slowly decreasing the learning rate of a network over time. Starting with
bigger learning rates the convergence of training is sped up, minimizing the risk
of convergence to local minima. Ending with smaller learning rates increases the
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precision and thus overshooting may be avoided. There are dierent techniques
of decay such as reducing the learning rate by some factor every few epochs,
exponential decay or 1=t decay.
2.6.2 Mini-batch Size
The calculation of the gradient on the whole training dataset is computationally
expensive and may not be feasible due to memory limitations. Calculating the
gradient on a single training sample is not computationally expensive, but results
in noisy parameter updates as it does not represent the true gradient of the whole
training set well. Instead, stochastic gradient descent can be used. Stochastic
gradient descent calculates the gradient only on a part of the data at a time.
Mini-batch stochastic gradient descent splits the training dataset into small
batches called mini-batches. The gradient is calculated per mini-batch. This
provides a more accurate estimation of the true gradient than gradient calculation
on a single sample. The size of the mini-batch can be set to any number between
1 < size of mini-batch < number of training examples but is normally set to a
power of 2 to take advantage of computer memory layout. Mini-batches provide
the opportunity to parallelize computation and can signicantly increase training
speed [25].
2.6.3 Number of Epochs, Over-tting and Under-tting
The number of training iterations is the number of times the parameters are up-
dated. The number of epochs refers to the number of passes over the entire dataset
and is the most common hyper-parameter to be set. The number of iterations can
then be calculated as iterations = epochs  dataset size=mini batch size, from
which it follows that the number of mini-batches equals the number of iterations
per one epoch.
One epoch is usually not enough for the loss function to converge to its min-
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Figure 2.6: Under-tting, correct tting and over-tting. Figure reproduced
from Al-Behadili [4].
Inuence of the number of epochs on the error on the training and test data. For
correct tting the training needs to be stopped when the error on test data starts
growing even if the training error is still decreasing.
imum and can result in an oversimplied solution. This is called under-tting.
If the number of epochs is set too high it can lead to over-tting. Examples of
under-tting, correct tting and over-tting are shown in Figure 2.6.
Early stopping is a form of regularization used to avoid over-tting. For every
epoch the accuracy of the neural network is assessed on a test set (which is a set
of data that the network did not receive for training). The network is trained as
long as the performance on the test set improves. Early stopping is so eective
that very large nets can be trained without signicant over-tting [26].
2.6.4 Number of Hidden Units and Hidden Layers
The number of hidden units (neurons) and hidden layers are hyper-parameters,
dening the depth and size of the neural network. There is no specic rule to
decide on the number of hidden units and layers. The general intuition is the
more data there is and the more complex it is, more hidden units and layers can
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improve the training process. More layers means higher levels of abstraction and
longer training.
2.7 Deep Neural Networks
Deep neural networks refer to neural networks that have a bigger number of
hidden layers. With multiple non-linear layers, with a depth of 5 to 20 or more, a
system for automated image analysis can implement extremely complex functions
of its inputs that are simultaneously sensitive to minute details and insensitive to
large irrelevant variations such as the background, pose, lighting and surrounding
objects [19].
2.8 Convolutional Neural Networks
One class of neural networks are convolutional neural networks (CNN). Their rst
strong positive results were shown on ImageNet Classication by A. Krizhevsky
[27]. They are specialized on image related tasks such as image classication and
object recognition due to their structure, resembling convolutional lter banks.
The CNN exploits the fact that the inputs are not independent elements, but
arise from certain spatial structure [28]. A neural network is a CNN if it includes
convolutional layers.
2.8.1 Convolution on Images
Convolution is a common method in image processing. A predened kernel is slid
over pixels of an image and for each pixel the sum of its neighbouring pixels mul-
tiplied by the corresponding kernel weights represents the new pixel value. The
name convolution is misleading since, more accurately, the mathematical oper-
ation performed is correlation. The dierence between the two in the practical
sense is the 180-degree kernel rotation. Due to the similarity of the two operations
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it is often called convolution and is referred to as convolution hereafter.
We dene convolution on a 2D image as:
F (x; y) = (K  I)(x; y) =
aX
i= a
j=bX
j= b
K(i; j)  I(x+ i; y + j) (2.16)
where F (x; y) is the new value of the pixel at location (x; y), I(x; y) is the original
image and K represents a kernel of size ((2  a+ 1); (2  b+ 1)).
For a = b the kernel has a square shape. Non-square kernels can also be
used, but are not common practice. A kernel always has an odd size, thereby
incorporating symmetry with respect to the central element. Dierent kernels
perform dierent operations that can lead to perceived blurring or sharpening of
the original image, or can extract edges or other features of the image.
2.8.2 Convolutional Layer in Neural Networks
In a convolutional layer the output is calculated by performing a convolution
operation between the kernel weights and the local input or a feature map eld
from a previous layer.
The parameters of a convolutional layer are the weights of the kernel, therefore
their number is equal to the size of the kernel. The kernel values are not xed,
but are optimized through the training process.
When using convolutional layers we need to dene the other parameters of
the convolution that can be considered as hyper-parameters:
1. Number of lters F determines the number of output feature maps. We
can imagine inputting an image into the layer and outputting a stack of F
feature maps, which dier depending on the values of the kernel.
2. Kernel size a; b as dened in Section 2.8.1.
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3. Stride species the size of the step that is taken when placing the kernel.
Convolution is not necessarily calculated for each pixel. For stride = 2 the
convolution is calculated on every second pixel and consequently the image
is down-sized by a factor of two.
4. Padding. Convolution is not dened on the edges of the image, since
the kernel is outside of the image. There are dierent approaches to this
problem. The edge of the output feature map can be deleted, which would
reduce its size. Alternatively, the input image can be padded, by adding
more pixels around the image, before the convolution is performed, thus
ensuring the output feature map size is the same as the size of the input.
Convolutional layers are the main building block of CNN. Often pooling layers
are used in CNN, but they can be replaced with a stride greater than one in the
convolutional layer. A CNN can consist solely of convolutional layers and yields
competitive results compared to more complicated CNN architectures [29].
Convolutional neural networks applied to MR images are the most widely
used machine learning solution for medical applications [30] and show remarkable
results [31].
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3 Generative Adversarial Networks
Generative adversarial networks or GANs are a class of generative models, de-
signed to produce realistic samples resembling those in a set of input data. They
were rst introduced by I. Goodfellow in 2014 [32] as universal approximators
of probability distributions. Generative models generally require approximations
such as Markov chains Monte Carlo or variational lower bounds to make learning
feasible. However, GANs avoid using either of these approximation approaches
and proceed through reinforcement learning. They are being applied to many im-
age processing and analysis related tasks, such as single image super-resolution
[33], creating art [34], image-to-image translation [35] and style transfer [36].
There are also interesting applications in other elds such as music generation
[37], natural language processing [38] and security [39].
GANs are a class of neural networks with a unique framework. They simul-
taneously train two models: a generator G and a discriminator D. The GAN
framework pits these two against each other as adversaries in a game that corre-
sponds to a minimax two-player game. The structure of a GAN network is shown
in Figure 3.2 in the upper left corner.
The principal idea is the following: the generator G attempts to create sam-
ples that are indistinguishable from samples of the training data. The generator
network is trained to produce distribution of samples similar to the sample dis-
tribution in the training dataset. To determine the generator's distribution we
take an input noise distribution pz(z) and then represent the mapping to data
space as G(z; g), where g are parameters of the generator.
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On the other hand, the discriminator D examines samples to determine
whether they were produced by the generator (fake samples) or they came from
the training data (real samples). The discriminator network D(x; D), with pa-
rameters D, is a classication network that assigns the input samples in one of
two classes: real or fake. Let x be a sample of either training data or output
of the generator. Then, the discriminator model D(x; D) outputs a scalar value
that represents the probability p that a sample x came from the training data
rather than from the generator.
Most often, GANs use stochastic gradient descent for training. On each step,
two mini-batches are sampled: a mini-batch of x values from the dataset and
a mini-batch of x = G(z; G) values produced by the generator's current model
parameters over z values. The two gradients are calculated simultaneously.
The discriminator and the generator have their own respective cost functions,
J (D) and J (G), that are jointly optimized in the training process. Training the
discriminator is equal to minimizing J (D)((D); (G)), while only updating (D).
Training the generator equals minimizing J (G)((D); (G)), while only updating
(G). Unfortunately, an update to (D) that reduces J (D) can increase J (G), and,
vice versa, an update to (G) that reduces J (G) can increase J (D). Gradient descent
is thus likely to fail to converge [40] and will generally lead to under-tting. This
is one of the main challenges of GANs. As a positive side eect over-tting is not
much of a problem for GANs [41]. In an eort to address the challenging training
of GANs many variations of GAN were introduced, changing its model structure
and associated cost functions.
3.1 Cost Functions
The generator faces the problem of measuring the discrepancy between pdata(x)
and pg(x). This is not a straight-forward problem and is tackled with various cost
functions for the generator, J (G).
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The discriminator is faced with a classication task. Binary cross entropy is a
common choice of cost function for classication problems [42] and is therefore a
natural choice for the discriminator's cost function J (D). Nevertheless, dierent
discriminator cost functions can be used to enhance the overall performance of
GANs.
We can formulate the training of a GAN as a two-player minimax game with
value function V (G;D):
min
G
max
D
V (D;G) = E
xpdata(x)
[logD(x)] + E
zpz(z)
[log(1 D(G(z))] (3.1)
The solution of the game requires nding local dierential Nash equilibria [43]
of this non-convex game with continuous, high-dimensional parameters. Unfor-
tunately, nding Nash equilibria is a very complex problem [44]. Rather than
nding the Nash equilibrium of the posed minimax game, GANs are trained to
nd a low value of the cost function with gradient descent.
The simplest version of the minimax game is a zero-sum [45] game, in which
the sum of the players' costs is always zero, JG =  JD. In this context, a Nash
equilibrium is a tuple ((D); (G)) that is a local minimum of J (D) with respect
to (D) and a local minimum of J (G) with respect to (G). This formulation is
useful for theoretical analysis, but does not perform well in practice. If during
training the discriminator learns to successfully reject the generator's samples
with high condence, the generator's gradient vanishes. This leads to premature
termination of training.
With heuristic processes a dierent non-saturating approach was suggested.
We continue to use cross entropy minimization, but with a ipped target function
resulting in:
J (G) =  1
2
E
zpz(z)
logD(G(z)) (3.2)
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In this game the generator maximizes a logarithm of the discriminator misclas-
sication probability. The game is no longer zero-sum and can not be described
with a scalar value function.
Another approach is a maximum likelihood cost, that can be used in gener-
ative models. The basic idea of maximum likelihood is to dene a model that
provides an estimate of a probability distribution, parameterized by parameters
:
Qm
i=1 pmodel(x
(i); ). The principle of maximum likelihood is to choose the pa-
rameters for the model that maximize the likelihood function for the training
data. The approximation done by Goodfellow [40], with the assumption that the
discriminator is optimal, results in the following generator's cost function:
J (G) =  1
2
E
zpz(z)
exp( 1(D(G(z)))) (3.3)
where  is the logistic sigmoid function.
Comparison of the three above mentioned cost functions is shown in Figure
3.1. The cost of the generator for a sample is directly connected to the discrimi-
nator's response to that sample.
When the sample is likely to be classied as fake by the discriminator, minimax
and maximum likelihood both have a small gradient. That results in slow or non-
existing improvement for samples coming from that region. They receive larger
gradient values when the discriminator is likely to classify samples as real. This
is inecient since most of the training data is used only for the discriminator's
improvements. Hence most of the generator;s cost gradient comes from a small
part of the dataset.
The heuristic approach is designed not to saturate when the generator makes
a mistake. The generator is able to learn rapidly when its samples do not yet
look realistic. The non-saturating heuristics approach was shown to work better
than the other two approaches.
3.2 Techniques to Improve Training of GANs 41
Figure 3.1: Comparison of dierent cost functions for the generator depending
on the output of the discriminator. Figure reproduced from Goodfellow [5].
3.2 Techniques to Improve Training of GANs
The most common problems of GANs are:
1. Non-convergence connected with diculties of nding the Nash equilibrium.
2. Mode collapse, which results in the generator failing to produce a suciently
variable samples. In such case it would only generate a limited subset of
variants that are described by the data distributions.
3. Vanishing gradients occur when the cost function is saturated. This results
in slow or even prematurely terminated learning of the generator.
To mitigate the aforementioned problems, there is a set of techniques for
training GANs that are motivated by a empirical understanding of their function.
They lead to improved training performance and improved sample generation [44].
1. Feature matching was introduced to solve the mode collapse problem with
a new cost function for the generator. The generator is no longer trained
to directly maximize the output of the discriminator, which determines
whether an image is classied as real or fake. In order to produce more
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realistic images the generator is trained on an intermediate layer of the
discriminator, that is no longer its output classication result but rather
the feature information at that particular layer.
2. Mini-batch discrimination adds side information to the discriminator
for a mini-batch. This side information is the similarity o(xi) of an image
xi to other images in the same batch. The concatenated o(x) over examples
in a mini-batch is added to the classication layer of the discriminator.
A successful application of batch normalization in the discriminator was
presented in [46].
3. Historical averaging keeps track of model parameters  for the last t
models. We update the current parameters with this additional knowledge
of the previous parameters
   1
t
Pt
i=1 [i]
. For GANs with a non-convex
cost function, historical averaging may stop cost function and model pa-
rameter oscillations around the equilibrium and act as a dampening force
to facilitate convergence of the model's parameters.
4. One-sided label smoothing replaces the discrete values of the discrimi-
nator's classication output with continuous values. Instead of 0 and 1, we
provide smoothed values from range 0 to 1, for instance, 0.1 and 0.9. This
prevents overcondence of the discriminator and was shown to improve the
generator's training [47].
5. Dropout is a regularization technique that drops or ignores a percentage
of randomly selected units in a forward and backward pass of a neural
network. It forces the generator not to rely on a specic discriminator to
produce realistic samples. Mode collapse can be avoided with the usage of
dropout [48]. With dropout more iterations are required for convergence,
but the calculations per epoch are faster because fewer parameters are being
updated.
6. Virtual batch normalization is an upgrade of batch normalization that
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produced good results for a particular architecture called Deep Convolu-
tional GAN or DCGAN [46]. The challenge of batch normalization is the
dependency of the generated samples on the samples in the mini-batch.
Therefore, a reference batch is created before the training. The statistics
for batch normalization are computed from this hand selected reference
batch.
3.3 Variations of GAN Architectures
In order to improve GAN's performance many variations were developed.
Changes were made to the original GAN model structure and associated cost
functions. Each variation solves some of the challenges that the original GAN
encountered, but are mainly tailored to perform well in the context of a particular
task.
We will look into some of the variations of GANs, whose model structures
are shown in Figure 3.2, while their corresponding cost functions are presented
in Table 3.1.
The Deep Convolutional GAN or DCGAN [46] was rst to be successful
in scaling up GANs with a CNN architecture. The cost function of DCGAN
remains the same as in GAN. Adding more layers and the usage of convolutional
layers resulted in a stable training on a variety of image datasets.
The Least Squared GAN [49] or LSGAN was designed to provide better
feedback information for the generator. Adopting a least-squares cost function
results in smoother gradients and can generate more realistic images than regular
GANs.
The Wasserstein GAN [50] or WGAN and Wasserstein GAN with gra-
dient penalty [51] or WGAN GP introduce measuring the cost by nding
the Wasserstein metric or Earth-Mover distance between the real and generated
images. The Wasserstein distance is the minimum cost of transporting mass in
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Figure 3.2: Structures of generative adversarial networks.
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Table 3.1: Variations of GANs loss functions.
Name Discriminator's and Generator's loss
GAN LGAND = E[log(D(X))] + E[log(1 D(G(z)))]
LGANG = E[log(D(G(z)))]
LSGAN LLSGAND = E[(D(x)  1)2] + E[D(G(z))2]
LLSGANG = E[(D(G(z))  1)2]
WGAN LWGAND = E[D(x)]  E[D(G(z))]
LWGANG = E[D(G(z))]
WD    clip by value(WD; 0:01; 0:01)
WGAN GP LWGAN GPD = L
WGAN
D + E[(jrD(x  (1  G(z)))j   1)2]
LWGAN GPG = L
WGAN
G
CGAN LCGAND = E[log(D(x; c))] + E[log(1 D(G(z); c))]
LCGANG = E[log(D(G(z); c))]
infoGAN LinfoGAND;Q = L
GAN
D   LI(c; c
0
)
LinfoGANG = L
infoGAN
G     LI(c; c
0
)
CCGAN LCCGAND = E[log(D(x))] + E[log(1 D(xI))] + E[log(1 D(xG))]
LCCGANG = E[log(D(G(z)))]
converting one data distribution to another. WGAN applies a simple clipping to
restrict the maximum weight values within the range of a hyper-paramter c. The
model performance is very sensitive to c. Therefore WGAN GP was introduced,
which uses a gradient penalty instead of clipping. It penalizes the model with
penalty coecient  if the gradient norm moves away from the target norm value
1. Wasserstein distance for cost function results in a smoother gradient. The
WGAN and gradient penalties can improve the stability of GAN training { they
mitigate the mode collapse problem by keeping the gradients of the discrimina-
tor's cost function small in data space [52].
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The Conditional GAN or CGAN [53] avoids mode collapse in a multi-label
dataset by providing additional condition to the generator and the discriminator.
The condition c is the label of the corresponding data sample (image). The
generator thus knows for which condition it is creating the image. This piece of
information gives CGAN a signicant head start compared to the original GAN.
The downside is the need to provide labelled data to CGAN.
The InfoGAN [54], similar to CGAN, uses additional information to enhance
the training process. The main dierence is that in CGAN one needs to provide
conditions c, while in InfoGAN these are established through the discriminator.
Specically, the discriminator has two outputs. First is the usual D(x), while
second is Q(cjx), which is the probability distribution for c given the image x.
The Context-Conditional GAN or CCGAN [55] was created for image
inpainting tasks. The generator's input is not just noise, but also an image with
a part masked out. The generator thus gets the information about the context
of the missing image part from all the pixels that are not masked out. The
discriminator calculates its loss based on the inpainted and generated image.
The generator produces semantically meaningful inpaintings on images with one
or more holes of rectangular shape. Realistically looking samples from generator
cause the discriminator to learn features that generalize to the task of classifying
objects. Thus the discriminator performs comparable or better than existing
classication methods.
There are more variations of GANs and often the combination of dierent
approaches is used to achieve the best results when training a GAN for a particular
task.
3.3.1 Architecture of Context Conditional GAN
The goals of this thesis, lesion lling or inpainting, are most aligned with the
task the CCGAN was designed to address. It uses a semi-supervised learning
approach based on inpainting using adversarial loss. Images with random rect-
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angular patches removed are presented to a generator whose task is to ll in this
patches, based on the surrounding pixels.
A detailed architecture of CCGAN is depicted in Figure 3.3. The discrim-
inator takes an image as an input and returns the probability that the image
belongs to real or fake data. It is built from three sets of convolutional layers
with stride two and LeakyReLU activation. Instance normalization [56] that nor-
malizes individual samples is added twice in between. Up to this point in the
network the original image was downsized three times because of the stride of the
convolutions. The last set of layers are a convolution with one-element lter and
the sigmoid activation function. The conguration of the last layers is common
for a classication task. In summary, there are four sets of convolutional layers.
Figure 3.3: Architecture of CCGAN's generator and discriminator.
The generator is built from four sets of convolutional layers with stride two,
LeakyReLU activation functions and added batch normalization, where batch
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normalization normalizes the whole batch of images. This is followed by three
sets of up-sampling layers, a convolutional layer with stride one and batch nor-
malization. The last set consists of up-sampling, a convolution with one-element
lter and a tanh activation function. The rst four layers downsize the image
by a factor of four, therefore four up-sampling layers are needed to obtain the
original input image size. We can say that there are four pairs of convolutional
layer sets.
3.4 Generative Adversarial Networks in Medical Imaging
With deep learning being increasingly adapted to natural image recognition and
analysis applications, it also gained tremendous tracking in the medical image
analysis eld in recent years. There were over 400 papers published throughout
the years 2016 and 2017 in medical imaging and medical image analysis related
conferences and journals [57]. Researches show that GANs have proven useful
for training classiers or dealing with domain shift in medical data [58]. There
are two aspects of GAN usage. The rst is the role of G to learn the underlying
structure of training data and to generate new realistic images, which is used for
reconstruction and image synthesis. Second is the role of D as a classier used
in the context of classication and detection tasks.
The most common tasks for GANs in medical imaging are reconstruction,
image synthesis, segmentation, classication, detection and registration. We will
look into the applications related to our task.
3.4.1 Image Reconstruction
Capturing medical images often suers from problems such as low spatial res-
olution, noise contamination, under-sampling, or aliasing. The image can be
reconstructed with GANs, which is analogous to an image-to-image translation
problem.
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MR image Reconstruction has mostly been used to accelerate the image
acquisition process. Acquisition of high spatial resolution MR image scan can
be time consuming and can cause patient anxiety and increased risk of motion
artifacts. One of the solutions is to partially sample the acquired data and then
use CGAN to estimate the missing data [59].
3.4.2 Image Synthesis
Medical image synthesis is useful for generation of new training samples. In the
domain of medical image analysis there is generally an insucient number of
positive training samples (i.e. pathological) and a lack of experts to annotate
medical images. Furthermore, usage of patient scans in publications in the public
domain requires their written informed consent.
Unconditional synthesis refers to the creation of new samples of the same
modality. WGAN was used for MR image synthesis [60] and produced 128 128
MR images avoiding artifacts. Similar, DCGAN was used for the same task of
generating 2D MR images [61].
Cross modality synthesis refers to the generation of samples from one
modality to another, for example from MR to CT images. It is a way to avoid
exposure to radiation. MR to CT transformation was performed with 2D CGAN
[62] and 3D CGAN [63]. This method was also used to generate dierent kinds
of MR images.
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4 Lesion Filling
Researches have shown that fully automated lesion segmentation and lesion lling
signicantly reduces the percentage of error in gray matter and white matter vol-
ume measurements on images of MS patients [64]. Furthermore, the performance
was similar to the performance on those images where the expert lesion annota-
tions were masked before segmentation. The automated approach has advantages
compared to the manual one in terms of time-consumption, associated economic
costs and, most importantly, avoiding the inherent intra/inter variability between
dierent manual annotations. We will discuss the established automated meth-
ods for lesion lling and present our deep learning based approaches for the task
of lesion lling.
4.1 Established Methods
Three lesion lling methods seem popular for brain image analysis. The rst
method is the so-called LEAP [7] with its owchart shown in Figure 4.1. Prior
to the application of LEAP the brain region needs to be extracted from the input
image and the regions corresponding to lesions need to be masked. Then, LEAP
calculates a histogram of healthy tissue image intensities in the extracted brain
region, excluding lesions. A mixture of four Gaussian functions is tted onto the
histogram, where the four Gaussian functions represent the intensity distributions
in the white matter, gray matter, cerebrospinal uid and partial volume voxels.
A 3D image of the white matter is generated by sampling new intensity values
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from the histogram's white matter Gaussian distribution. The intensity in voxels
corresponding to masked lesions in the original image is then replaced with an
intensity values in corresponding locations in the generated white matter image.
Figure 4.1: Flowchart of the LEAP method for brain lesion lling. Figure
inspired by and partly reproduced from Valverde [6] and Chard [7].
The concept of the SLF [6] method is similar to LEAP. The main dierence
being that the regions corresponding to lesions on each slice of the image are lled
with values sampled from the estimated Gaussian distribution based only on the
neighbouring, normal appearing white matter voxels in the current image slice.
Another dierence is that brain voxel are classied into three substructures, rather
than four as in the LEAP method. A graphic representation of the algorithm is
depicted in Figure 4.2.
The third method is NiftySeg3 [8], based on inpainting techniques for image
completion. Initially the method nds a region on the image that has the most
similar neighbourhood structure to the one of the lesion. It then synthesizes
the values from this region and lls the region containing the lesion with those
values. A graphic representation of the algorithm is depicted in Figure 4.3. After
the lesions are lled their area is smoothed with a convolution employing a low-
pass lter. The advantage of the proposed methodology is that it preserves both
anatomical structure and signal-to-noise characteristics, even when the lesions in
the white matter are similar in appearance to gray matter or cerebrospinal uid.
Comparison of the lesion inpainting performed by the three methods can be
seen in Figure 4.4. The smoothest results are achieved with NiftySeg and with
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Figure 4.2: The process of the SLF method for brain lesion lling. Figure
reproduced from Valverde [6].
SLF for a small lesion. LEAP returns a noisy image even for a small lesion.
4.2 Lesion Filling with GANs
Generative adversarial networks, presented in Chapter 3, can generate realistic
samples from a probability distribution of samples they were trained on. We
could see the probability distribution as the histogram of image intensities. If
the networked was trained on healthy images it would generate samples from
the probability distribution of healthy image intensities. Thus it would generate
healthy brain images that could be used for lesion lling. This corresponds to the
LEAP method. However, the GAN algorithm is more complex than just learning
the histogram of image intensities. It learns, on dierent levels of abstraction,
the various image features, taking into account their spatial location and image
composition and structural inter-relationships.
In this thesis, CCGAN was in the main focus since it was designed for an
image inpainting task, which resembles the NiftySeg approach. It was shown
that CCGAN produces meaningful inpaintings on a variety of images. If we
take brain images and mask out the lesion it should be able to ll the regions
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Figure 4.3: Demonstration of two iterations of the NiftySeg algorithm. Figure
reproduced from Prados [8].
The region corresponding to lesions is marked in orange. The search patch (blue) is
moved until it nds the location which most resembles the patch with the outer part of
the lesion (red). Parts of the lesion are then lled with values from the search patch.
The lesion is lled from the outer border inward through several iterations.
containing lesions with relevant intensity values. The algorithm's ability to ll-in
lesions is tested and evaluated in Section 7.
4.3 Lesion Filling with Partial Convolutions
Partial convolution is an approach, proposed by Nvidia Research [65], to perform
natural image inpainting tasks using deep learning methods. It avoids the prob-
lems involving the lack of texture in the hole regions, color contrasts, or articial
edge responses surrounding the hole and achieves state-of-the-art results on holes
of dierent sizes and shapes.
A partial convolutional layer includes a partial convolution operation and a
new mask generation.
A partial convolution is a convolution that is masked and re-normalized to
be conditioned only on valid pixels. The partial convolution at every location is
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Figure 4.4: Comparison of LEAP, SLF and NiftySeg methods on dierent lesions.
Figure reproduced from Ravnik [9].
dened as:
x
0
=
8><>:W
T (X M ) sum(1)
sum(M)
+ b; if sum(M ) > 0:
0; otherwise:
(4.1)
where W represents the convolution kernel values and b the corresponding bias.
X are the pixel values and and M is the corresponding binary mask.  denotes
element-wise multiplication. From (4.1) it follows that the output values depend
only on the unmasked inputs.
After each partial convolution an updated mask is generated for the next
layer. The binary mask is updated as:
m
0
=
8><>:1; if sum(M ) > 0:0; otherwise: (4.2)
With sucient number of partial convolutional layers there will be enough
mask updates to eliminate the mask. In other words, all the masked values are
lled and mask is reduced to the point where there are no holes left in the image.
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The cost function of partial convolution network includes a weighted sum of
valid cost, hole cost, perceptual cost [66], style cost and total variation cost. Valid
and hole cost are L1 costs for the non-hole and hole pixels respectively. Style cost
is a perceptual cost with added auto-correlation before applying L1. The total
variation cost is the smoothing penalty [67].
Mimicking the NiftySeg idea of using inpainting techniques for lesion lling,
partial convolutions could be used for lesion lling. The irregular holes would
then represent the lesions masks in the brain image. The performance of the
partial convolution network for the task of lesion lling is presented in Section
7.
5 Data and Evaluation Protocol
5.1 MR Image Datasets
5.1.1 Healthy Subjects
Datasets were obtained from private and public data sources. The private dataset
including 41 3D T1-weighted images of healthy subjects was obtained from The
Division of Paediatrics, University Medical Center Ljubljana (UMCL). All pa-
tients included signed a written informed consent. The data was anonymized
prior to analysis. This dataset will be referred to as UMCL-1.
We also included T1-weighted images from the following ve public data
sources:
 ABIDE-I: Autism Brain Imaging Data Exchange I
http://fcon 1000.projects.nitrc.org/indi/abide/abide I.html
 FCON1000: 1000 Functional Connectomes
http://fcon 1000.projects.nitrc.org/fcpClassic/FcpTable.html
 IXI: Information eXtraction from Images (EPSRC GR/S21533/02)
https://brain-development.org/ixi-dataset/
 KIRBY21: Multi-Modal MRI Reproducibility Resource
https://www.nitrc.org/projects/multimodal/
 OASIS: Open Access Series of Imaging Studies
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https://www.oasis-brains.org/
All these public datasets include demographics data, such as age, gender,
ethnics groups and handedness. While FCON1000, IXI and KIRBY21 datasets
include only healthy subjects, datasets ABIDE-I and OASIS include both healthy
subjects and patients with known diagnosis status. We aim to collect only the
healthy subjects with high-quality T1-weighted images scans. Therefore, the
inclusion criteria were:
 subject disease status is known,
 subject is healthy,
 subject's T1-weighted image is available.
Using these inclusion criteria there is high certainty that the T1-weighted images
in these datasets did not contain pathological lesions, except for small lesion of
vascular origin that may appear in older patients. These datasets will be used for
learning the distribution of lesion-free images. Table 5.1 summarizes the number
of included subjects per dataset and basic demographic information.
Table 5.1: Datasets of healthy subjects and their basic demographic information.
Dataset UMCL-1 ABIDE-I FCON1000 IXI KIRBY21 OASIS-1
No. subjects 41 1112 399 619 42 416
No. included* 41 593 399 581 42 316
Age range (yrs) 10{19 7{64 6{85 20{107 22{61 18{96
Gendery 16M/ 474M/ 147M/ 265M/ 22M/ 119M/
25F 99F 252F 328F 20F 197F
*Subject fulll the inclusion criteria (cf. text); y M/F: male/female .
The quality of T1-weighted MR images in these datasets varies considerably,
since images were acquired at dierent sites and on scanners of dierent vendors
and eld strengths (1.5T and 3T), using vendor-provided or even customized
sequence settings.
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5.1.2 Multiple Sclerosis Subjects
Datasets were obtained from private data sources and included 633 3D T1-
weighted images of patients suering from multiple sclerosis. Part of the data
was obtained from the Neurology Department at UMCL and part from the Neu-
rology Department at the University Medical Center Maribor (UMCM). All pa-
tients included signed a written informed consent. The data was anonymized
prior to analysis. These two dataset will be referred to as UMCL-2 and UMCM,
respectively.
A hallmark of the multiple sclerosis disease are lesions, which generally lie in
the white matter region. Typical locations are around the ventricles (periventric-
ular), in the vicinity of the cortex (juxtacortical), in the cerebellum, pons and
the brain stem (infratentorial), however, any other location in the white matter is
also possible. Table 5.2 summarizes the number of included subjects per dataset
and basic demographic information.
Table 5.2: Datasets of multiple sclerosis patients and their basic demographic
information.
Dataset UMCL-2 UMCM
No. subjects 504 129
Age range (yrs) 17{67 19{59
Gendery 168M/ 40M/
336F 89F
y M/F: male/female .
For all these datasets the manual segmentations of the lesions were available.
Lesjak et al. [68] describe the protocol that was used to create manual lesion
segmentations.
These datasets originate from seven dierent scanners of three major vendors
(Philips, Siemens, General Electric) with eld strengths 1.5T and 3T. The imag-
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ing protocols were harmonized between sites to some extent, such that at every
scanner the isotropic 1 mm 3D acquisition is performed. However, the quality of
T1-weighted MR images still varies between the scanners and sites.
5.2 Data Pre-processing
Data pre-processing is a set of techniques that transform raw image data into the
desired format for future processing and analysis. Techniques include data clean-
ing (denoising, lling missing data, removing incorrect data, smoothing data),
data integration (dierent data representations are put together and conicts
within data are resolved) and data transformation (data is normalized).
All MR scans were rst pre-processed by applying non-local means based
image denoising [69] and the N4 bias correction [70]. From the pre-processed T1-
weighted image the brain mask was extracted using the multi-atlas label fusion
segmentation method [71], which employed 50 manually segmented T1-weighted
MR brain images of age-matched healthy subjects. Each of these 50 images was
aligned to the pre-processed T1-weighted image by a nonlinear B-spline regis-
tration method from the Elastix package [72]. Using 12 degree-of-freedom ane
registration from the same package the masked and pre-processed T1-weighted
image was aligned to the MNI 2009c nonlinear symmetric brain atlas [73]. Thus,
images from dierent subjects were all aligned onto the atlas space and the anal-
ysis was conducted in atlas space. In this way, all the masked and preprocessed
images had same size of 193 229 193 voxel and voxel dimensions of 1 1 1
mm.
5.2.1 Intensity Scaling
The background of the image (masked part) was set to zero and not further
manipulated. We implemented and tested three intensity scaling methods:
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1. Normalization with mean absolute deviation or MAD, where MAD is
calculated as:
MAD =
Pn
i=1 j Ii    j
n
(5.1)
where Ii is the i-th sample of an n sized dataset and  is its mean value.
Then the intensity normalization is calculated as:
Inew =
Ii   
MAD
(5.2)
After normalization the mean value of the data is zero and the standard
deviation is one as can be seen on the histogram of the normalized data
depicted in Figure 5.1b.
2. Standardization was done with a two step non-linear method for stan-
dardizing the intensity scale on MR images in a manner such that similar
intensities correspond to the same tissue class [74]. First, the parameters
of the standardizing transformation were obtained from a set of images.
Second, these parameters were used to map their histogram onto the stan-
dardized histogram. Therefore, the intensity of every image was adjusted
to match the standard histogram that was obtained from all images in the
set. We can see the results of this standardization in Figure 5.1c.
3. Range scaling. The previous two techniques do not scale our data into
the desired range. Hence, scaling is done with a simple calculation:
Inew =
I   Imin
Imax   Imin (5.3)
where Imin is the minimum and Imax the maximum pixel value in the image.
Figure 5.1d shows an example of scaling the range of original data to (0; 1).
The impact of each of these methods on the intensity histograms of the masked
parts of the images from the healthy datasets are shown in Figure 5.1a.
When examining the images we see that a substantial area of the image is
background, which does not contain useful information for our task. To speed
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(a) Histogram of the original data. (b) Histogram of the normalized data.
(c) Histogram of the standardized data. (d) Histogram of the scaled data.
Figure 5.1: Histograms of the original and dierently pre-processed data.
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up the calculations and avoid out-of-memory issues the background was partially
removed from the images. Namely, the location of the center of mass of an image
was calculated and the image was cropped to a certain predened width and
height.
5.3 Evaluation Protocol
5.3.1 Data Augmentation
As mentioned in Section 3.4 it is dicult to get enough medical images to train a
deep learning network. We can use data augmentation to produce more images.
Data augmentation in deep learning refers to transformations made on dataset
samples in order to create more thereof. Common image transformations are
rotation, cropping and scaling. Data augmentation can signicantly increase
deep learning task performance [75].
We augmented the imaging data with an ane transformation, which includes
translation, scaling, shear and rotation. In our case each image from the dataset
was scaled for a random number in the range (0:9; 1:1), rotated for a random angle
in the range ( 5; 5) and sheared for a random factor in the range ( 0:1; 0:1).
With augmentation we doubled the size of our dataset.
5.3.2 Data Split
For evaluation purposes the data is typically split into training, validation and
test sets. The training set is fed into the network during training. Typically it
is the biggest set of the three (ranging from 60% to over 95%, depending on the
size of the whole dataset). The important part is that the validation and test
sets contain a sucient number of patient images so as to evaluate the network's
performance. It is also important that the validation and test set come from the
same distribution as the training set and should be pre-processed in the same
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manner.
We used the validation set to monitor real time performance of the network
and to prevent over-tting. The test set was employed after the training termi-
nated in order to evaluate the performance of the network on data, which the
network did not encounter during training.
Since dierent datasets were applied in dierent experiment we report the
specic splits in the corresponding experiment descriptions.
5.3.3 Performance Metrics
For our task of lesion lling, which can be viewed also as the generation of lesion-
free images, we need to dene objective image quality assessment metrics. There
are two classes of image quality assessment [76]. The rst are purely mathe-
matically dened measures such as mean squared error (MSE) or peak signal to
noise ratio, which may be used to compare two images (e.g. a reference image to
the generated image). The second class of methods consider the human percep-
tion characteristics such as structural similarity index (SSIM). For the objective
evaluation of image generation and lesion lling quality we used MSE and SSIM.
The mean squared error or MSE between two images I(x; y) and I^(x; y)
is calculated as:
MSE =
1
MN
MX
n=1
NX
m=1
(I^(n;m)  I(n;m))2 (5.4)
which involves the error or the pixel-wise dierence between two images. The
smaller the MSE value the more similar are the pixel values of two images. A
high quality method has to have a small MSE value.
MSE is the most widely used quality metric. Besides being simple to calculate,
it has a clear interpretation and is mathematically convenient in the context of
optimization. Some neural networks use MSE as a cost function, for example the
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CCGAN. The challenge with MSE, however, is its mismatch with the perceived
visual quality by the human eye.
The structural similarity index or SSIM [77] is a perception metric that
measures the perceptual dierence between two images I and I^. SSIM is a
weighted combination of three comparative measurements:
SSIM(I; I^) = [l(I; I^)  c(I; I^)  s(I; I^)] (5.5)
where the comparative measurements are: luminance l, contrast c and structure
s, dened as:
l(I; I^) =
2II^ + C1
2I + 
2
I^
+ C1
c(I; I^) =
2II^ + C2
2I + 
2
I^
+ C2
s(I; I^) =
II^ + C3
II^ + C3
(5.6)
where I , I^ , I , I^ and I;I^ are the respective means, standard deviations, and
cross-covariance for images I, I^. If  =  =  = 1 and C3 = C2=2 the index
simplies to:
SSIM(I; I^) =
(2II^ + C1)(2II^ + C2)
(2I + 
2
I^
+ C1)(2I + 
2
I^
+ C2)
(5.7)
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6 Tuning GANs for Lesion Filling
Several experiments were performed to evaluate the performance of GANs in the
context of healthy brain image generation and lesion lling.
First we veried how data pre-processing and data augmentation inuence
the results. Then dierent variations of GAN architectures were tested to see
the ability of GANs to reproduce and inpaint MR brain images. Afterwards we
focused on the CCGAN algorithm. Experiments were designed to determine the
optimal CCGAN architecture and the corresponding hyper-parameters. In the
context of inpainting missing image parts such as lesions, the results obtained by
the CCGAN were compared with the results of a partial convolution network.
We face the challenge of choosing the appropriate evaluation metric, which is
a common challenge in image related deep learning tasks. Often the evaluation
is done only based on visual examination. We will perform quantitative evalua-
tion of generate images with two objective measurements (MSE and SSIM) and
qualitatively by our subjective visual perception of the image.
6.1 Inuence of Image Pre-processing
For evaluation UMCL-1 dataset was used. Ten similar 2D axial slices were ex-
tracted from each image and cropped to size 176 144. The dataset was split to
a training set (80% of the images) and a test set (20% of the images), a validation
set was not used for the experiment.
67
68 Tuning GANs for Lesion Filling
The proposed CCGAN architecture from [55] was used. The network was
trained for 1000 epochs with batch size 32. The learning rate was set to 0.0001
and beta to 0.9. Adam was used as the optimizer. The training was repeated
under the same conditions for each version of the pre-processed data.
We were not yet concerned with the ability or quality of image inpainting,
therefore, we focused only on the area outside of the mask. For these regions the
MSE and SSIM were calculated for each image on a test set. Mean values and
standard deviations of the results were calculated and are reported in Table 6.1.
Table 6.1: Evaluation of CCGAN on dierently pre-processed dataset.
Evaluation metric MSE SSIM
/ pre-processing technique unmasked area unmasked area
S 65917 0.3039
S + R 0.1160 0.4554
N + R 0.0836 0.5440
N + S + R 0.0982 0.4143
R 0.1002 0.6029
mean value 0.0995 0.5041
standard deviation 0.0133 0.0852
S refers to histogram standardization, N to Z-score normalization and R to range scaling.
Best values are marked bold.
When examining Table 6.1 we rst notice the high value of MSE when the
data is not scaled. To be able to compare the MSE values, the data should be
in the same range. When the input values for the network are larger than one it
can lead to exploding gradients, which can make the training unstable [78]. In
deep learning applications the range of data is usually set to ( 1; 1).
Regarding MSE, normalized and re-scaled data achieves the best result at
0:0836. On the other hand, re-scaled data achieves the best result regarding
the SSIM at 0:6029. Examining the standard deviation we can conclude that, if
range scaling is performed, the choice of pre-processing techniques does not play
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a signicant role. As was said in Chapter 2, one of deep learning's strong points
is that domain expertise of the experimenter is not required and that little data
pre-processing is needed. The results indicate that we do need to scale the input
data to an appropriate range, therefore, in all subsequent experiments we scaled
data to the range (0; 1).
Considering the fact that batch normalization is part of the CCGAN archi-
tecture the results are to be expected. Data processing can be integrated in the
neural network.
6.2 Inuence of Augmented Data
For evaluation, as in the previous section, the UMCL-1 dataset was used. Ten
similar 2D axial slices were extracted from each image and cropped to size 176
144. The dataset was split to a training set (80% of the images) and a test set
(20% of the images), a validation set was not used for the experiment.
The proposed CCGAN architecture from [55] was used. The network was
trained for 1000 epochs with batch size 32. The learning rate was set to 0.0001
and beta to 0.9. Adam was used as the optimizer. The training was repeated
under the same conditions for each version of the pre-processed data.
Table 6.2: Evaluation on dierently pre-processed dataset with augmented im-
ages.
Evaluation metric MSE SSIM
/ pre-processing technique unmasked area unmasked area
S + R 0.0108 0.7296
N + R 0.0206 0.6168
R 0.1014 0.3353
S refers to histogram standardization, N to Z-score normalization and R to range scaling.
Best values are marked bold.
70 Tuning GANs for Lesion Filling
By comparing corresponding results in Table 6.1 (no augmentation) and Table
6.2 (with augmentation) we can see that better results for both evaluation metrics
can be obtained with added augmented data. This is likely due to a bigger dataset
created by augmentation, which also increases the diversity of the dataset and can
thus improve the training. Data augmentation can be used to prevent over-tting
[79].
Based on the experiments we conclude that minimal data pre-processing can
lead to good results and that data augmentation can improve the training process.
It is hard to determine, which pre-processing technique is the best.
6.3 Performances of GAN Architectures
The 100th axial slice was extracted from each image of the healthy subjects. Slices
were normalized and scaled to the range (0; 1) and cropped to size 176144. The
dataset was augmented to double its size. The dataset was split to a training set
(80% of the images), a test set (10% of the images) and a validation set (10% of
the images).
The performance of six dierent architectures of GANs were tested. We want
to test the capability of dierent GAN architectures to generate realistic MR
images of brains and determine which architecture gives promising initial results.
We were not yet concerned with lesion lling, but rather with the ability of GANs
to reproduce the brain image.
We decided to use the proposed architectures and losses of GANs variations
that were described in Section 3.3. The image size was changed in some cases
to t the network or due to memory limitations. We used the proposed hyper-
parameter settings that worked well on the network's original task. The hyper-
parameter settings for all tested GAN architectures are presented in Table 6.3.
We can see that Adam is the most common choice for the network optimizer.
Usually the learning rate for the Adam optimizer was set to 0.0002. Only WGAN
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Table 6.3: Hyper-parameter settings for GAN varitions.
Arhitecture GAN DCGAN LSGAN WGAN CGAN CCGAN
Epochs 30000 4000 8000 4000 20000 20000
Batch size 32 32 32 32 32 32
Learning rate 0.0002 0.0002 0.0002 0.00005 0.0002 0.0002
Beta 0.5 0.5 0.5 - 0.5 0.5
Optimizer Adam Adam Adam RMSprop Adam Adam
Input image size 8872 8872 176144 176144 176144 176144
used RMSprop as the optimizer due to the unique characteristics of the loss.
The number of epochs varied from 4000 to 30000 depending on the network's
architecture. All networks used batch size of 32 as it provided a good compromise
between the accuracy of the stochastic gradient descent and memory usage.
Results can be seen in Figure 6.1. With visual examination of the results we
come to the following intuition and conclusions:
 The original GAN was able to approximately model our data and gener-
ate realistically looking brain images. However, the images are blurry and
details are missing. We assume we can improve its performance by adding
more complexity and tuning the hyper-parameters.
 The DCGAN produced more detailed images compared to other tested GAN
architectures. This corresponded with the intuition that deeper networks
perform better than shallow ones. Due to the relatively large image size in
our dataset we seem to need more kernels and more levels of abstraction to
improve results.
 The LSGAN and CGAN did not perform well and will not be tested fur-
ther. Their usage resulted in noisy images. The LSGAN performs better
among the two and is able to at least reproduce some of the edges of the
brain structures. The CGAN produced only noise images. The additional
information input to CGAN does not seem to help. Since we only have one
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(a) GAN
(b) DCGAN
(c) LSGAN
(d) WGAN
(e) CGAN
(f) CCGAN
Figure 6.1: Results on GAN variations.
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class of images there is no benet in the additional information since all
samples belong to the same class.
 The WGAN managed to capture some of the characteristics of the brain
and its structures. The quality of output image, however, has deteriorated
compared to the input. With hyper-parameter tuning and adjustments to
the network it might be possible to get better results.
 The CCGAN produced decent results, with brain structures visible in the
images. We can see there are artifacts on the image and the inpainting task
was not performed well. The images were blurry and too bright. Never-
theless, the CCGAN results are promising and since it goes well with our
task's goals, the CCGAN was used in subsequent experiments.
6.4 Inpainting with CCGAN
For all the subsequent experiments with CCGAN presented in this chapter the
same dataset was prepared. The 100th axial slice was extracted from each image
of the healthy subjects. Slices were normalized and scaled to the range (0; 1) and
cropped to size 176  144. The dataset was augmented to double its size. The
dataset was split to a training set (80% of the images), a test set (10% of the
images) and a validation set (10% of the images).
We adjusted the CCGAN architecture for grayscale images and to our desired
image size. A rectangular mask of size 50  50 pixels was placed at a random
location of the image to mask out the intensity values. The masked grayscale
image was used as input and the task of CCGAN was to reproduce an image as
similar as possible to the original image without the mask.
In the following subsection we investigate the inuence of hyper-parameter
settings such as the number of hidden layers, learning rate, number of epochs
and others.
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6.4.1 Number of Hidden Layers
From our intuition, results on the DCGAN and the intuition from the literature we
can assume that by adding more layers one can obtain better results. Therefore,
we tested the performance of three dierent depths of the CCGAN:
1. Original CCGAN with four sets of layers as presented in Section 3.3.1.
2. CCGAN with ve sets of layers where an additional convolutional layer
with LeakyReLU was added in discriminator. A convolutional layer with
LeakyReLU was added to the down-sampling part of the generator and a
convolutional layer and batch normalization was added to the up-sampling
part of the generator.
3. CCGAN with six sets of layers, in which we added another set of layers
(the same layers that were added for the ve set CCGAN) on-top of the
CCGAN with ve sets of layers.
The learning rate was set to 0.0001 and beta to 0.9. The Adam optimizer
was used. Training was performed for 10000 epochs with a batch of size 32. The
original proposed loss was used and can be found in the table on page 45.
In Figure 6.2 we can see the results of the original and the two extended, deeper
CCGANs. The original CCGAN performed the worst. There were incorrect gray
pixel values and artifacts in the generated images. The intuition of adding more
layers from DCGAN proved to be correct. Both deeper networks reproduced
the unmasked area to some extent, the pixel intensities are similar to the original
image and the brain structures in the unmasked area are generated. However, the
quality of inpainting is very poor, introducing spurious disconnected structures
that do not resemble the corresponding area in the original image. The inpainting
task clearly needs further improvement.
According to the objective results from Table 6.4 both deeper networks pro-
duce better results than the original CCGAN. The best results are from the
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(a) Results with ve sets of layers. (b) Results with six sets of layers.
(c) Results with the original num-
ber of layers.
Figure 6.2: Results on dierent depths of CCGAN.
The rst line of the image represents the original image, the second line represent the
original image with a corresponding mask applies, the third line represents the
reproduction results of the network.
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Table 6.4: Evaluation of the impact of dierent depths of CCGAN.
Depth of MSE MSE SSIM SSIM
the network masked area whole area masked area whole area
original - 4 sets of layers 0.1298 0.0681 0.2402 0.5533
5 sets of layers 0.0701 0.0125 0.3400 0.8406
6 sets of layers 0.1072 0.0198 0.2425 0.8060
Best values are marked bold.
CCGAN with ve sets of layers. It is possible that we could achieve even bet-
ter results on the six layer CCGAN with appropriate settings of other hyper-
parameters. Due to the extended training time on deeper networks and memory
limitations we decided to use the ve layer set CCGAN in subsequent experi-
ments.
6.4.2 Learning Rate
As mentioned in Section 2.6 the size of the learning rate  signicantly inuences
the training process. In order to nd the appropriate learning rate, experiments
on dierent values of the learning rate were carried out.
The ve layer set CCGAN was used. Beta was set to 0.9 and the Adam
optimizer was used. The number of epochs was reduced to 2000 (compared with
the previous experiment) to shorten the training process. The batch size was set
to 32.
Figure 6.3: Image results for dierent learning rates .
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Comparing the objective results in Table 6.5 and the image results shown in
Figure 6.3 we can see how the learning rate inuences the training. The largest
learning rate 0.01 returned almost completely black and white image. In this
situation, the gradient update was apparently too large and not precise enough
to nd the optimum.
Table 6.5: Evaluation of the impact of learning rate.
Learning MSE MSE SSIM SSIM
rate  masked area whole area masked area whole area
0.01 0.2514 0.1209 0.1037 0.4021
0.001 0.3243 0.2745 0.0448 0.0062
0.0001 0.1166 0.0495 0.2528 0.5532
0.00001 0.1187 0.0876 0.2267 0.3848
0.000001 0.2785 0.0976 0.0663 0.2225
Best values are marked bold.
With learning rate set to 0.001 the network was able to reproduce the edge of
the brain in the output images, the ventricular system and the edge of the mask
that was placed on the image. The objective measurements were the worst, but
the image does contain meaningful structural information.
The two best objective results were achieved with learning rates set to 0.0001
and 0.00001 respectively. With  = 0:0001 we obtained the best results based
on both objective and subjective judgment. The brain structure is visible on the
generated image, while inpainting in the mask region was still poor. One possible
advantage of using  = 0:00001 was that the mask border was barely detectable
with the naked eye, but the reproduction of brain structures failed.
Even though we might have expected to obtain even more detailed images
with the smallest learning rate that was not the case. This nding might be
connected to the slow training or the convergence toward a local minimum for
very low values of . Checkerboard artifacts were formed on the image, which is a
common problem with convolutions with strides larger than one and up-sampling
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layers.
Overall the results were worse compared to the previous experiments. We
assume this is due to the smaller number of epochs used to run this experiment.
We proclaimed  = 0:0001 as the optimal learning rate and used it for all the
subsequent CCGAN experiments.
6.4.3 Number of Epochs
As mentioned in Section 2.6 the network needs to be trained for the right number
of gradient updates to yield good results without over-tting. This is done by
setting the number of epochs.
The ve layer set CCGAN was used. The learning rate was set to 0.0001 and
beta to 0.9. The Adam optimizer was used. The batch size was set to 32. We
trained the network for 20000 epochs, which took approximately three hours.
Figure 6.4: Image results for dierent number of epochs.
According to Figure 6.4, longer training yields better results. After the initial
few hundred epochs the images can barely be recognized as brains and checker-
board artifacts are present in the image. After 2000 epochs the brain structures
become visible and the checkerboard artifacts are not present, but the masked
area is lled poorly. After 20000 epochs the brain image is well reproduced, with
the masked area lled in better than before. We can still see that intensities are
a bit too high in the masked area and that the structures are not reproduced
correctly.
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6.4.4 On the Convergence of GANs
To better understand the training process we need to examine how the loss be-
haves with respect to the number of epochs performed. Figure 6.5 shows the
loss values of the discriminator and generator over 20000 epochs and a close-up
section of the losses from the 11000th to the 11040th epoch.
(a) Loss over 20000 epochs. (b) Loss from 11000th to 11040th epoch.
Figure 6.5: Dicriminator's and generator's loss values with respect to number of
epochs performed.
Running the network for only a few hundreds epochs could lead us to believe
that there is convergence. One of the mistakes when training GANs is to stop
the training too early. Due to the diculties of nding the Nash equilibrium of
this two player game, stopping the training too early could lead to under-tting.
There is little chance that the network will over-t and longer training is thus
encouraged. The early-stopping regularization is not suggested for GANs.
From Figure 6.5a we can see that training is not stable and does not converge.
GANs often do not converge [80], that being one of their main issues. We can
see that the discriminator is more stable compared to the generator and has a
smaller loss. That is a good sign since the theoretical justications of adversarial
learning are based on assuming the discriminator is perfect.
The challenges of adversarial training are clearly visible in Figure 6.5b. An
update of the discriminator's parameters that reduces its loss leads to an increase
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of the generator's loss and vice versa, as discussed in Chapter 3. This is visible
on the graph as the discriminator's loss dips correspond to the generator's peaks
and vice versa. The adversarial training leads to oscillations.
Observing the losses we could assume that the quality of the reproduced im-
ages is worsening through training. The image results presented in the previous
section show that this was not the case. To assess the performance of the gener-
ated images throughout the training a dierent metric can be used. We validated
the current generator's performance with MSE and SSIM metrics for every tenth
epoch.
(a) Validation on masked area. (b) Validation on whole image.
Figure 6.6: Validation results.
In Figure 6.6a the validation is shown on the masked area of the image. Oscil-
lations were still present, but they were dampened through the training. This is
more visible on the MSE evaluation (blue line). We got a much smoother valida-
tion graph on the whole image area shown in Figure 6.6b. We see improvements
on the validation set even after 10000 epochs. Even though the loss functions
of CCGAN do not converge, the network seems to be improving the quality of
image reproduction. The non convergence is a by-product of adversarial training.
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6.4.5 Improving the Training Process
As mentioned in Section 3.2 various heuristic techniques to improve the adver-
sarial training process exist. We examined the performance of two techniques:
1. Smooth labels, where we set the label for the real data to a random number
between 0.7 and 1.2 and the label for fake data to a random number between
0 and 0.3.
2. Dropout where a dropout layer was added between the convolution and
batch normalization layer in the up sampling sets of layers in the generator.
The dropout was set to 0.5, meaning that half of the connections were
dropped between these two layers for each batch.
The ve layer set CCGAN was used. Learning rate was set to 0.0001 and beta
to 0.9. Adam optimizer was used. The number of epochs was set to 20000 and
batch size to 32.
(a) Discriminators losses. (b) Generators losses.
Figure 6.7: CCGAN losses with dropout and smooth labels.
Observing the loss of the discriminator and generator in Figure 6.7 in orange
we can see that smooth labels did not signicantly reduce the oscillations of loss
functions. The range of the generator's loss oscillations was a bit smaller than on
CCGAN, however the dierence was small. The objective results of reproduced
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image quality assessment presented in Table 6.6 show that smooth labels did
improve the results.
We can see the loss of the discriminator and generator with applied dropout
in Figure 6.7 in green. Dropout resulted in a unique loss function with sharp
peaks, which we can attribute to random networks pathway changes from batch
to batch. We also tested smaller dropout values and received similar results with
sharp peaks in the loss function. The objective results showed that dropout did
not improve the network's performance.
We also tried applying both techniques simultaneously. We can see that the
positive eects of smooth labels were cancelled out by dropout.
Table 6.6: Evaluation of dropout and smooth labels.
Training regularization MSE MSE SSIM SSIM
technique masked area whole area masked area whole area
Without 0.0745 0.0142 0.2530 0.7737
Dropout 0.1993 0.1019 0.1585 0.3556
Smooth labels 0.0566 0.0092 0.3232 0.8547
Dropout and smooth labels 0.0788 0.0136 0.2949 0.8463
Best values are marked bold.
6.4.6 Other Hyper-parameters
We tried running the network with dierently sized mini-batches. Bigger mini-
batches improved the oscillations to some extent. Due to memory constraints
and limited improvement with bigger mini-batches we decided that mini-batch
size 32 works best for our purposes.
We tried changing the loss function of CCGAN to the loss functions that
are available in the Keras library [81]. None of them performed better than the
original loss function.
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6.5 CCGAN with Wasserstein Loss with Gradient
Penalty
In order to improve the results we tested dierent loss functions on CCGAN and
found that Wasserstein loss with gradient penalty yields the best results. The
structure of CCGAN remained the same as previously determined, i.e. with ve
sets of convolutional layers. The loss function was changed to Wasserstein loss
with gradient penalty and can be found in Table 3.1 on page 45. We call this
version Context Conditional GAN with Wasserstein loss with Gradient Penalty
or shortly CCGAN WGP.
We ran more experiments with dierent hyper-parameters on CCGAN WGP
and achieved the best results according to objective and subjective visual assess-
ment for learning rate 0.001 with batch size 32 for 10000 epochs. RMSprop was
used as the optimizer.
The objective results can be found in Table 6.7. CCGAN WGP outperformed
previously tested CCGAN across the board. The reproduced images are shown
in Figure 6.8. By visual comparison, we cannot dierentiate between the original
and the reproduced image. In the reproduced image it is also not visible where
the input image was masked. There are some artifacts in the reproduced image,
for example, on the third image from the left in Figure 6.8 we can see that the
area of the ventricular system is enlarged in the reproduced image. However, an
observer could easily misclassify this generator-created image for an original.
Table 6.7: CCGAN WGP results.
MSE MSE SSIM SSIM
masked area whole area masked area whole area
CCGAN best result 0.0566 0.0092 0.3232 0.8547
CCGAN WGP 0.0214 0.0025 0.5370 0.9426
Best values are marked bold.
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Figure 6.8: CCGAN WGP results.
The rst line of the image represents the original image, the second line represent the
original image with a corresponding mask applied, the third line represents the results
of the network.
6.5.1 Loss and Validation Score
In Figure 6.9a we can examine the generator's and discriminator's losses and
the validation score. The discriminator has its loss close to zero throughout the
whole training. The generators loss is increasing throughout training. We showed
that it is hard to draw conclusions from the generator's loss due to adversarial
training. Therefore we take a look at the validation scores on the masked area of
the image in Figure 6.6a.
MSE results quickly converge to a value close to zero. SSIM converges more
slowly than MSE but still converges to a value around 0.5. Comparing the valida-
tion results with CCGAN we can see that applying Wasserstein loss improves the
convergence and performance of CCGAN. The results are more stable, less oscil-
latory and a good result is achieved with shorter training. After a few hundred
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epochs the results outperform the original CCGAN. Based on SSIM evaluation
we would recommend to train the network for approximately 10000 epochs.
Wasserstein loss with gradient penalty clearly performs better than the loss
used in the original CCGAN. We suggest to use Wassertein loss with gradient
penalty for the lesion lling task.
(a) CCGAN WGP generators and dis-
criminators loss.
(b) Validation of CCGAN WGP on the
masked area.
Figure 6.9: CCGAN WGP loss and validation results.
6.5.2 Application to Irregular Masks
Many image inpainting techniques focus on the inpainting of rectangular areas
and perform signicantly worse on irregular holes. We wanted to see how CC-
GAN WGP performs on irregular holes since brain lesions generally have irregular
shapes.
Random irregular masks were formed in shapes of lines, circles and ellipses
with randomized sizes and thicknesses. They were used instead of the rectangular
masks.
The ve layer set CCGAN WGP was used. The learning rate was set to
0.0001. RMSprop was used as the optimizer. The network was trained for 10000
epochs with a batch size 32.
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Figure 6.10: CCGAN WGP results on irregular holes.
The rst line of the image represents the original image, the second line represent the
original image with a corresponding mask applied, the third line represents generated
results of the network.
In Figure 6.10 we can see that CCGAN WGP yields good results also for the
irregular masks. Visually we cannot dierentiate between the generated image
and the original image. Closer examination shows that sometimes small black
dots are not properly lled in (we can see that on the rst and last image in
Figure 6.10). The ventricular system area is lled accurately even when the mask
covers most of it in the input image.
We can compare the objective results of this experiment with the results of
CCGAN WGP performance on rectangular masks. The results are presented in
Table 6.8. The whole image generation is better when only a rectangular mask is
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present. The mask lling part is done better when irregular holes are applied to
the image. This can be accredited to the fact that irregular masks occupy smaller
local areas. The network thus has more contextual information around the hole
and can therefore reconstruct it better.
Table 6.8: CCGAN WGP results on irregular holes.
MSE MSE SSIM SSIM
masked area whole area masked area whole area
CCGAN WGP 0.0214 0.0025 0.5370 0.9426
CCGAN WGP irregular hole 0.0138 0.0062 0.7400 0.8510
Best values are marked bold.
6.6 Partial Convolution Network
As discussed in Chapter 4 we can use partial convolution deep neural networks for
the lesion lling task. The partial convolution network is based on the U-Net [82]
structure where all normal convolutions are replaced with partial convolutional
layers. The image is passed through the network alongside with the mask. This
is dierent to CCGAN where we do not provide the mask to the network. Partial
convolution uses pretrained VGG weights [83], which improves and speeds up the
training.
Adjustments were made to the network and to our data in order to check the
performance of partial convolution on MR images. The dataset was prepared as:
 the 100th axial slice was extracted from each image of the healthy subjects,
 slices were normalized and scaled to range (0; 1)
 our grayscale images were extended to three channels to correspond with
the original network architecture, which was based on color images,
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 additional background was added to the images to t to the expected input
array size of the network which was 512  512,
 the dataset was split to a training set (80% of the images), a test set (10%
of the images) and a validation set (10% of the images).
We implemented the evaluation calculation in order to obtain comparable results.
The network's architecture and losses were not changed.
The learning rate was set to 0.0001 with batch normalization enabled in all
layers. Adam was used as the optimizer. The network was trained for 100 epochs
with a batch size of four. The small size of the batch was due to larger images.
Observing the image results in Figure 6.11 we can say that partial convolution
network produces good visual results. The brain structures are reconstructed in
detail with appropriate pixel intensities.
The partial convolution network, with its iterative mask updates, is extremely
good at removing unwanted objects from the image. When the object is entirely
masked the network will ll the area with relevant pixel intensities to t the rest
of the image. However this caused critical failure on our experiment. We can see
on the third image from left that the network tried to ll in the area of ventricular
system with white matter values. When the mask is large and covers the majority
of the edge between brain structures it can lead to incorrect inpainting.
Table 6.9: Partial convolution results.
MSE MSE SSIM SSIM
masked area whole area masked area whole area
CCGAN WGP rectangular 0.0214 0.0025 0.5370 0.9426
CCGAN WGP irregular 0.0138 0.0062 0.7400 0.8510
PConv irregular 0.0095 0.0032 0.9246 0.8782
Best values are marked bold.
Objective results are presented in Table 6.9. The overall image scores are
worse than on CCGAN WGP with rectangular masks or holes, but better than
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Figure 6.11: Results with partial convolution network.
The rst line of the image represents the original image, the second line represent the
original image with a corresponding mask applied, the third line represents generated
results of the network.
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on CCGAN WGP with irregular holes. If we wanted to reproduce the whole brain
images CCGAN WGP should be used. Partial convolution networks yielded the
best results for the mask lling part of the image according to both evaluation
metrics. The network should be used with caution since larger masks can lead to
critical errors.
7 Lesion Filling Results
Lastly we tested the two best performing networks on lesion masks. The CC-
GAN WGP and partial convolutions trained on the irregular masks as presented
in 6.5.2 and 6.6, respectively.
Even though the images of multiple sclerosis subjects were available we used
the healthy dataset in order to have an objective comparison of the inpainted
area with the desired output. From the corresponding datasets used for CCGAN
and partial convolution network experiments one hundred images were randomly
selected from the test sets.
One hundred real lesion masks were acquired from the dataset of multiple
sclerosis subject and resized according to the network requirements. When the
original lesion masks were applied to the images the networks failed to ll the
lesion area. It turned out that using larger masked areas solves this problem.
Therefore, the lesion masks were enlarged with morphological dilation and the
networks yielded high quality results.
7.1 Results with CCGAN with WGP
The results on CCGAN WGP can be seen in Figure 7.1. The overall impression
is that the generated images appear a bit brighter than the original images.
The lesion areas are lled seamlessly. Only with a closer and careful observa-
tion, as shown in Figure 7.2, we can see that small lesions of a few pixels were
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Figure 7.1: Results of lesion lling with CCGAN WGP.
The rst line of the image represents the original image, second line represent the
original image with a corresponding mask applies, the third line represents generated
results of the network.
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Figure 7.2: Closer look of lesion lling with CCGAN WGP.
not lled appropriately. These areas have darker intensities than on the original
image. With more dilation we might be able to avoid this problem.
We can see that even when the lesion was placed close to the edge of dierent
brain structures the network produced reasonable results. Minor blurriness ap-
peared on the edges. If this was recognized as problematic one possible strategy
would be to mimic the idea of the LEAP method, applying the relled lesion area
to the original brain image.
7.2 Results with Partial Convolution Network
The results of partial convolution network can be seen in Figure 7.3. The overall
impression is that the generated images appear a bit darker than the original
images. Artifacts in the ventricular system were avoided since there are no lesions
in that area. The lesion areas are lled seamlessly.
From Figure 7.4 we see that partial convolutions do not have the problem of
lling small lesions. This can be expected since the network knows which areas
are to be lled from the provided lesion mask information. Another advantage
in this situation, compared to CCGAN WGP, is that the edge between dierent
brain structures would not be aected.
94 Lesion Filling Results
Figure 7.3: Results of lesion lling with partial convolution network.
The rst line of the image represents the original image, second line represent the
original image with a corresponding mask applies, the third line represents generated
results of the network.
7.3 Performance comparison
Both networks yield positive results. The objective results can be found in Table
7.1. Comparing these results we can come to the following conclusions:
Table 7.1: Lesion lling results.
MSE MSE SSIM SSIM
masked area whole area masked area whole area
CCGAN WGP 0.0070 0.0008 0.7955 0.9557
Partial convolutions 0.0102 0.0034 0.9076 0.9411
Best values are marked bold.
 MSE results are in favour of the CCGAN WGP. Pixel-wise lling is per-
formed better by the CCGAN WGP network. Considering that CC-
GAN WGP network does not have any information about the lesion mask
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Figure 7.4: Closer look of lesion lling with partial convolutions.
locations the results are remarkable. The partial convolutions outperform
the adversarial network only in lesion lling based on the SSIM metric.
 To decide which of the two methods is be better we would need to examine
the brain segmentation outputs and volumetry requirements in close detail.
One important consideration is also to make sure there are no new artifacts
in the reproduced images, which should be checked by an expert from the
medical eld.
 In situations where lesions are conned to certain structures, like the le-
sions in the white matter, then using partial convolution networks could be
appropriate.
 A clear advantage of the CCGAN WGP over the partial convolution ap-
proach is that it integrates prior knowledge about the appearance and struc-
tural integrity of the MR brain images of healthy subjects. Therefore, it is
likely to expect less critical artifacts with CCGAN WGP and thus we feel
it is more suited as a general lesion lling approach, where lesions extend
across dierent structures.
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8 Conclusion
Accurate diagnosis and prognosis of certain diseases, such as Alzheimer's demen-
tia, multiple sclerosis, tumors, etc., is nowadays possible based on the quanti-
tative assessment of MR images. Besides the presence of pathological tissue,
referred to as lesions, the morphology of normal structures is often the source of
diagnostic and prognostic biomarkers. For instance, brain volume with respect
to healthy controls and annual brain volume loss are important biomarkers of
multiple sclerosis disease activity. Extraction of the morphologic biomarkers of
normal structures in the presence of lesions is adversely aected by the presence
of lesions.
To ensure a faithful extraction of biomarkers by automated image analysis,
such methods need to be robust to pathological variability. As the amount of
data is generally extremely limited compared to the possible variability of lesions,
such methods are dicult to develop and validate for clinical use. A strategy that
addresses this problem is to model the variability of normal structures and use
this knowledge to perform lesion lling or inpainting on image containing lesions
so as to reproduce an image without the lesions. The benet of this strategy is
that there are several established automated image analysis methods that allow
the assessment of normal structures.
For example, automated brain segmentation and brain volumetry algorithms
are already in use in some hospitals to help radiologists form nal judgments.
It was shown that automated brain segmentation and brain volumetry under-
perform when brain lesions are present on an MR image. Furthermore, it was also
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shown that lesion lling can improve both the image segmentation and volumetric
measurements [84].
In this thesis, we tested generative adversarial networks' ability to reproduce
brain MR images without pathology based on input image with masked patho-
logical regions. A variation of GANs, Context Conditional Generative Adversar-
ial Networks with Wasserstein loss with Gradient Penalty (CCGAN WGP), was
adopted for the lesion lling task. The network's performance was compared with
a partial convolution deep learning network.
In the experimental part we showed that not much data pre-processing is
needed for deep learning algorithms. The crucial part is to scale our data to an
appropriate range. Our image intensities were scaled to values between zero and
one. Next, we used data augmentation to produce more training examples, which
improved the performance of the network after training.
Finding the best set of hyper-parameters for a network is a time consuming
activity often involving trial-and-error. The best hyper-parameters depend on
the specics of the network. We saw that the choice of the loss function has a big
inuence on the network's performance. For our task, the Wasserstein loss with
gradient penalty applied to the CCGAN architecture yielded the best results.
The challenges of adversarial training were demonstrated. None of the ad-
versarial network costs converged for any of the experiments. The convergence
remains the main challenge of generative adversarial networks and the reason why
they are hard to train [80].
The ability to perform lesion lling was demonstrated using the CC-
GAN WGP and the partial convolution network trained on axial slices of T1-
weighted MR images of healthy subjects. The dataset was masked with irregular
holes. The performance of both networks was then tested on healthy images,
where multiple sclerosis lesion masks were applied to the images. Comparing the
image results of the two proposed methods with established methods for lesion
lling, we can claim, based on visual assessment, that we achieved competitive
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results. The objective evaluation and performance comparison was based on two
established quantitative metrics: the MSE and SSIM. Results indicate that the
partial convolution network yielded better result compared to the CCGAN WGP
network only for the inpainted area (masked region in the input image) in terms
of the SSIM evaluation metric. Otherwise, quantitative comparison favored the
CCGAN WGP network. We conclude that the proposed CCGAN WGP network
is a promising method for general purpose inpainting or lesion lling.
8.1 Further work
Further experiments and research should involve a direct comparison to the state-
of-the-art inpainting and lesion lling methods on the same set of images in
order to arrive at the ultimate conclusion about the benet and performance of
CCGAN WGP.
The next steps would be to extent the evaluated lesion lling methods to work
with 3D images. That would enable several practical applications and would
allow for a better comparison with the existing methods that work on 3D images.
Another hypothesis to re-verify is whether the performance of brain segmentation
and brain volumetry is improved based on the proposed lesion lling approaches.
We only tested the networks performance on multiple sclerosis brain lesions.
It would be appealing to see how well they perform on lesions caused by other
diseases, such as tumor and stroke, where lesions are generally larger. Based
on the promising experiments with rectangular masks we expect that the CC-
GAN WGP is well-suited for such situations and would perform better than the
partial convolution network.
Our experiments were carried out using T1-weighted MR images only. It
would be interesting to further test the methods on other MR image modalities,
to determine whether is has an impact and to evaluate the performance with
respect to the modality.
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Results gained with CCGAN WGP show the strength of generative adversar-
ial networks for image generation. Our algorithm could be adjusted for other
applications in medical imaging. For example, MR image generation could be
performed to augment datasets for various deep learning applications by gener-
ating new samples, similarly to the work done by C. Han [60] and C. Bermudez
[61].
We hope that the promising results of our work will facilitate further research
and adoption of generative adversarial networks in health care applications and
thereby encourage cooperation between deep learning researchers and clinicians
in the health institutes.
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