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Abstract
An F-system is a computational model that performs a folding operation on
strings of a given language, following directions coded on strings of another given
language. This note considers the case in which both given languages are regular,
and it shows that such F-system generates linear context-free languages. The
demonstration is based on constructing a one-turn pushdown automaton for the
generated language.
1 Introduction
A folding operation on strings of formal languages has been proposed as a simplified
computational model of folding processes in nature [4]. The operation reorders sym-
bols of a given string according to directions coded in another one. Using the folding
operation, a folding system (F-system) of the form Φ = (L1, L2)may be defined, where
L1 (the core language) is the language that contains the strings to be folded, and L2
(the folding procedure language) is the language that contains strings with the folding
directions.
The computing power of F-systems has been investigated by comparison with stan-
dard language classes from the Chomsky hierarchy (i.e., regular, context-free, context-
sensitive, recursive and recursively enumerable languages), and necessary conditions
for a language to belong to classes generated when the core and the folding procedure
languages are regular or context-free were proposed in the form of pumping lemmas
[3].
The present note considers the case in which both the core and the folding proce-
dure languages are regular. It has been shown that the class of languages generated by
such F-systems surpasses and strictly contains the regular languages. Further, it has
been claimed, without demonstration, that the class is a subset of the class of context-
free languages [4]. Here, the claim will be confirmed by showing that the F-system
class is a subset of the class of the linear languages (which, in turn, is strictly contained
within the class of context-free languages).
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2 Definitions
Let us first review the definitions of folding operations and systems.
Definition 1. Let Σ be an alphabet, Γ = {u, d}, and f : Σ∗× Σ× Γ → Σ∗ a function such
that
f(w,a,b) =
{
aw, if b = u,
wa, if b = d.
(1)
Then, the folding function h : Σ∗ × Γ∗ → Σ∗ is a partial function defined by
h(w, v) =


f(f(. . . f(ε,a1,b1) . . . ,ak−1,bk−1),ak,bk), if |w| = |v| > 0
ε, if |w| = |v| = 0,
undefined, if |w| 6= |v|.
(2)
where w = a1a2 . . . ak, v = b1b2 . . . bk, ai ∈ Σ, with bi ∈ Γ for i = 1, 2, · · · , k, and ε is
the empty string.
The computation of h(w, v)may be regarded as a folding operation that rearranges
the symbols of w. Strings over Γ describe how each folding must be performed, where
symbol u represents a “folding up” action and symbol d represents a “folding down”
action. The folded string may be written as
h(w, v) = wR
u
wd, (3)
where wu is the sequence of symbols in w that are folded up, R denotes the reverse
order operator, and wd is the sequence of symbols in w that are folded down (see [3]
for examples and an illustration of the folding mechanism).
Definition 2. A folding system (F-system) is a pair Φ = (L1, L2), where L1 ⊆ Σ
∗ is the
core language, and L2 ⊆ Γ
∗ is the folding procedure language. The language of Φ is
L(Φ) = {h(w, v)|w ∈ L1, v ∈ L2, |w| = |v|}. (4)
Definition 3. The class of all languages generated by F-systems with core languages
of a class C and folding procedure languages of a class H is
F(C,H) = {L(Φ)|Φ = (L1, L2), L1 ∈ C, L2 ∈ H}. (5)
In addition, finite deterministic automata (FDA), context-free grammars (CFG),
and pushdown automata (PDA) are defined as in [5].
Let us also recall:
Definition 4. Let a grammar G = (V ,Σ,R, S), where V is the set of variables, Σ is the set
of terminals, R is the set of production rules, and S is the start variable. The grammar
G is called linear if every production rule is of the form A → uBv or A → u, where
u, v ∈ Σ∗ and A,B ∈ V . A language is linear if it is generated by a linear grammar [2].
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3 Folding over regular languages
We consider languages of the class F(REG,REG), where REG is the class of regular
languages, and show that F(REG,REG) ⊆ LIN, where LIN is the class of linear lan-
guages.
Theorem 1. The class of languages generated by F-systems with regular core and procedure
languages is a subset of the class of linear languages.
Proof. Consider an F-systemΦ(L1, L2) with L1, L2 ∈ REG. Then, there are FDAsM1 =
(Q1,Σ, δ1,q1, F1) and M2 = (Q2, Γ , δ2,q2, F2) that recognize L1 and L2, respectively,
where Qi is the set of states, δi : Qi ×Σ→ Qi is the transition function, qi ∈ Qi is the
start state, and Fi ⊆ Qi is the set of accept states, for i = 1, 2.
We may construct a nondeterministic PDA that recognizes L(Φ) as follows. Given
an input string s = h(w, v) (see Eq. 3), the PDA nondeterministically guesses the
prefix wR
u
in s and pushes it into the stack. The remaining unread part of s is then wd.
Next, the PDA simulatesM1 andM2 simultaneously to determine a reordering of the
symbols of wu and wd (by reading from the input or popping from the stack), so as to
obtain a string w ∈ L1, while at the same time checking if there is a valid string v ∈ L2
that supports such reordering. For each symbol read in the input, there must be an
associated d symbol in v, and for each symbol popped from the stack, there must be
an associated u symbol in v.
Thus, the PDA is defined as M = (Q,Σ,Π, δ,q0, F), where:
• Q = {q0,qpush,qaccept}∪ (Q1 ×Q2) is the set of states,
• Σ is the input alphabet (equal to L1’s alphabet),
• Π = Σ ∪ {$} is the stack alphabet, where $ /∈ Σ is a marker for the end of the
stack,
• q0 is the start state,
• F = {qaccept} is the set of accept states,
• δ : Q × Σε × Πε → P(Q × Πε) is the transition function, where Σε = Σ ∪ {ε},
Πε = Π∪ {ε}, ε is the empty string, P denotes the power set, and
– δ(q0, ε, ε) = {(qpush, $)},
– δ(qpush,a, ε) = {(qpush,a)} for all a ∈ Σ,
– δ(qpush, ε, ε) = {(q1,q2), ε},
– δ((qi,qj),a, ε) = {(δ1(qi,a), δ2(qj, d)), ε} for all a ∈ Σ,
– δ((qi,qj), ε,a) = {(δ1(qi,a), δ2(qj, u)), ε} for all a ∈ Σ,
– δ((qi,qj), ε, $) = {qaccept, ε} for all (qi,qj) ∈ F1 × F2,
– δ(q,a,b) = ∅ for any other case.
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q1
q2
q3
b
a
a
b
a, b
M1:
qa
qb
qc
d
u
u
d
u, d
M2:
q0 qpush (q1,qa)
(q2,qb)
qaccept
ε, ε→ $ ε, $ → ε
a, ε→ a
b, ε→ b
ε, ε→ ε
b, ε→ ε ε, a → εM:
Figure 1: PDAM (bottom) for L(Φ(L1, L2)) = {a
nbn|n > 0}, where L1 = (ba)
∗, and L2 = (du)
∗.
The PDA was constructed from the FDAs M1 (top left) and M2 (top right) for L1 and L2,
respectively. The label a,b → c over a transition arrow means that the PDA reads a from
the input, pops b from the stack and then pushes c into it. For clarity of the PDA’s diagram,
unreachable states from the start state (i.e., states with contain q3 or qc), as well as states from
which the accept state is unreachable, have been omitted.
In all transitions that end in state qpush, symbols are pushed into the stack. Once
the PDA leaves qpush, all transitions either pop a symbol from the stack or leave it
unchanged. Thus, M is a so called one-turn PDA (i.e., in any computation, the stack
never increases after it has started to decrease) and therefore L(M) is a linear language
[2].
Corollary 1. The class of languages generated by F-systems with regular core and procedure
languages is a strict subset of the class of context-free languages.
Proof. The corollary follows from the fact that LIN ⊂ CFL, where CFL is the class of
context-free languages.
Example 1. Let Φ = ((ba)∗, (du)∗). Fig. 1 shows the PDA M obtained following the
above construction. It is easy to check that L(M) = {anbn|n > 0} = L(Φ), which is
non-regular and linear context-free.
4
J. C. Lucero: Pumping lemmas for F-systems
4 Final remarks
The class F(REG,REG) is intermediate between the regular and linear languages, with
REG ⊂ F(REG,REG) ⊆ LIN ⊂ CFL. A problem that remains open is whether all linear
languages can be obtained by folding over regular languages or not.
A previous work [3] introduced a weak pumping lemma stating conditions for a
language to belong to F(REG,REG). However, the present result implies that class
must also satisfy the pumping lemma for linear languages [1], which has stronger
conditions than the previous lemma.
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