We develop an expectation-maximization algorithm to estimate the parameters of the Markov chain choice model. In this choice model, a customer arrives into the system to purchase a certain product. If this product is available for purchase, then the customer purchases it. Otherwise, the customer transitions between the products according to a transition probability matrix until she reaches an available one and purchases this product. The parameters of the Markov chain choice model are the probability that the customer arrives into the system to purchase each one of the products and the entries of the transition probability matrix. In our expectation-maximization algorithm, we treat the path that a customer follows in the Markov chain as the missing piece of the data. Conditional on the final purchase decision of a customer, we show how to compute the probability that the customer arrives into the system to purchase a certain product and the expected number of times that the customer transitions from a certain product to another one. These results allow us to execute the expectation step of our algorithm. Also, we show how to solve the optimization problem that appears in the maximization step of our algorithm.
Introduction
Incorporating customer choice behavior into revenue management models has been seeing considerable attention. Traditional revenue management models capture the customer demand for a product through an exogenous random variable whose distribution does not depend on what other products are available. In reality, however, many customers choose and substitute among the available products in a particular product category, either because the customer arrives with no specific product in mind and makes a choice among the offered products or because the customer arrives with a specific product in mind and this product is not available. Field experiments, customer surveys and controlled studies in Zinn and Liu (2001) , Chong et al. (2001) , Campo et al. (2003) , Sloot et al. (2005) and Guadagni and Little (2008) indicate that customers indeed make a choice among the offered products after comparing them with respect to various features and substitute for another product when the product that they originally have in mind is not available.
When customers choose and substitute, the demand for a particular product depends on what other products are available. Discrete choice models become useful to model the customer demand when the customers choose and substitute among the available products. Although discrete choice models can provide a more realistic model of the customer demand when compared with using an exogenous random variable, estimating the parameters of a discrete choice model can be challenging.
In this paper, we consider the problem of estimating the parameters of the Markov chain choice model. In this choice model, with a certain probability, a customer arriving into the system is interested in purchasing a certain product. If this product is available for purchase, then the customer purchases it and leaves the system. Otherwise, the customer transitions into another product with a certain transition probability and checks the availability of this next product. In this way, the customer transitions between the products until she reaches an available one. Therefore, the parameters of the Markov chain choice model are the probability that a customer arrives into the system to purchase each one of the products and the probability that a customer transitions from the current product to the next one when the current product is not available. We develop an expectation-maximization algorithm to estimate the parameters of the Markov chain choice model from the past purchase history of the customers.
The expectation-maximization algorithm dates back to Dempster et al. (1977) and it is useful for solving parameter estimation problems when the data available for estimation has a missing piece. In this algorithm, we start from some initial parameter estimates and iterate between the expectation and maximization steps. We focus on the so-called complete log-likelihood function, which is constructed under the assumption that we have access to the missing piece of the data. In the expectation step, we compute the expectation of the complete log-likelihood function, when the distribution of the missing piece of the data is driven by the current parameter estimates. In the maximization step, we maximize the expectation of the complete log-likelihood function to obtain new parameter estimates and repeat the process starting from the new parameter estimates. In parameter estimation problems, our goal is to find a maximizer of the so-called incomplete log-likelihood function, which is constructed under the assumption that we do not have access to the missing piece of the data. Dempster et al. (1977) show that the successive parameter estimates from the expectation-maximization algorithm monotonically improve the value of the incomplete log-likelihood function. Wu (1983) and Nettleton (1999) give regularity conditions to ensure convergence to a local maximum of the incomplete log-likelihood function.
Main Contributions. The data for estimating the parameters of the Markov chain choice model are the set of products made available to each customer and the product purchased by each customer. In our expectation-maximization algorithm, we treat the path that a customer follows in the Markov chain choice model as the missing piece of the data. In the expectation step, we need to compute two quantities, when the distribution of the missing piece of the data is driven by the current parameter estimates. The first quantity is the probability that the customer arrives into the system to purchase a certain product, conditional on the final purchase decision of the customer in the data. The second quantity is the expected number of times that a customer transitions from a certain product to another one, also conditional on the final purchase decision of the customer in the data. We show how to compute these quantities by solving linear systems of equations. Also, we show that the optimization problem in the maximization step has a closed-form solution.
We give a convergence result for our expectation-maximization algorithm. In particular, we show that the value of the incomplete log-likelihood function at the parameter estimates generated by our algorithm monotonically increases and converges to the value at a local maximizer, under the assumption that the parameters of the Markov chain choice model that we are trying to estimate are bounded away from zero. This assumption is arguably mild since we can put a small but strictly positive lower bound on the parameters with a negligible effect on the choice probabilities. In our computational experiments, we fit a Markov chain choice model to different data sets by using our expectation-maximization algorithm and compare the fitted Markov chain choice model with a benchmark that captures the choice process of the customers by using the multinomial logit model. The out-of-sample log-likelihoods of the Markov chain choice model can improve those of the benchmark by as much as 2%.
Related Literature. The Markov chain choice model was proposed by Blanchet et al. (2013) . The authors study assortment problems, where there is a fixed revenue associated with each product and the goal is to find a set of products to offer to maximize the expected revenue from a customer. They give a polynomial-time algorithm to solve the assortment problem under the Markov chain choice model exactly. Feldman and Topaloglu (2014) focus on a deterministic approximation for network revenue management problems, where the decision variables correspond to the durations of time during which different subsets of products are offered to the customers. Thus, the number of decision variables increases exponentially with the number of products. The authors show that if the customers choose under the Markov chain choice model, then the number of decision variables in the deterministic approximation increases linearly with the number of products. Desir et al. (2015) study assortment problems under the Markov chain choice model with a constraint on the total space consumption of the offered products. They give a constant factor approximation algorithm and show that it is NP-hard to approximate the problem better than a fixed constant factor.
The expectation-maximization algorithm is used to estimate the parameters of various choice models. Vulcano et al. (2012) focus on estimating the parameters of the multinomial logit model when the demand is censored so that the customers who do not make a purchase are not recorded in the data. Following their work, we can also deal with demand censorship, as discussed in our conclusions section. Farias et al. (2013) , van Ryzin and Vulcano (2015) , van Ryzin and Vulcano (2016) , Jagabathula and Vulcano (2016) and Jagabathula and Rusmevichientong (2016) consider the ranking-based choice model, where each customer has a ranked list of products in mind and she purchases the most preferred available product. The authors focus on estimating the parameters and coming up with ranked lists supported by the data. Chong et al. (2001) , Kok and Fisher (2007) , Misra (2008) , Vulcano et al. (2010) and Dai et al. (2014) use real data to quantify the revenue improvements when one accounts for the customer choice process in assortment decisions.
Outline. In Section 2, we describe the Markov chain choice model. In Section 3, we provide the incomplete and complete likelihood functions. In Section 4, we give our expectation-maximization algorithm, show how to execute the expectation and maximization steps and discuss convergence. In Section 5, we give computational experiments. In Section 6, we conclude.
Markov Chain Choice Model
In the Markov chain choice model, we have n products indexed by N = {1, . . . , n}. A customer arriving into the system is interested in purchasing product i with probability λ i . If this product is available for purchase, then the customer purchases it and leaves the system. If this product is not available for purchase, then the customer transitions from product i to product j with probability ρ i,j . The customer visits different products in this fashion until she visits a product that is available for purchase and purchases it. Naturally, we assume that i∈N λ i = 1 and j∈N ρ i,j = 1 for all i ∈ N . We note that a customer may have the option of leaving the system without a purchase in certain settings. To capture such a setting, we can assume that the option of leaving the system without a purchase corresponds to one of the products in N . This product is always available for purchase and if a customer visits this product, then she leaves the system without a purchase. Blanchet et al. (2013) and Feldman and Topaloglu (2014) show that we can solve a linear system of equations to compute the probability that a customer purchases a certain product when we offer the subset S ⊂ N of products. In particular, we let Θ i (S) be the expected number of times that a customer visits product i during the course of her choice process given that we offer the subset S of products. We can compute Θ(S) = (Θ 1 (S), . . . , Θ n (S)) by solving
We interpret (1) as follows. On the left side, Θ i (S) is the expected number of times that a customer visits product i. The expected number of times that a customer visits product i when she arrives into the system is λ i , yielding λ i on the right side. The expected number of times that a customer visits some product j ∈ N \S is Θ j (S). In each one of these visits, she transitions from product j to product i with probability ρ j,i , yielding j∈N \S ρ j,i Θ j (S) on the right side. If product i is available for purchase so that i ∈ S, then a customer can visit this product at most once, since she purchases this product whenever she visits it. So, the expected number of times that a customer visits product i ∈ S is the same as the probability that a customer visits this product, which is, in turn, the same as the probability that a customer purchases this product. Thus, if Θ(S) = (Θ 1 (S), . . . , Θ n (S)) is the solution to (1), then the probability that a customer purchases product i ∈ S is Θ i (S).
Using the vectorλ = {λ i : i ∈ N \ S} and the matrixρ = {ρ i,j : i, j ∈ N \ S}, by (1), the vector
where I is the identity matrix with the appropriate dimension. By Corollary C.4 in Puterman (1994), if we have j∈N \S ρ i,j < 1 for all i ∈ N \ S, then (I −ρ) −1 exists and has non-negative entries. So, since ((I −ρ) ) −1 = ((I −ρ) −1 ) , we obtainΘ(S) = ((I −ρ) −1 ) λ . Once we computeΘ(S) = {Θ i (S) : i ∈ N \ S} by using the last equality, (1) implies that we can compute
This discussion implies that if we have j∈N \S ρ i,j < 1 for all i ∈ N \ S, then there exists a unique value of Θ(S) that satisfies (1) and this value of Θ(S) has non-negative entries.
Incomplete and Complete Likelihood Functions
Our goal is to estimate the parameters λ = (λ 1 , . . . , λ n ) and ρ = {ρ i,j : i, j ∈ N } of the Markov chain choice model by using the data on the subsets of products offered to the customers and the purchase decisions of the customers. We use the maximum likelihood method to estimate the parameters (λ, ρ). To capture the product that a customer purchases, we define the random variable Z i (S) ∈ {0, 1} such that Z i (S) = 1 if and only if a customer purchases product i when we offer the subset S of products. Therefore, using e i ∈ n to denote the unit vector with a one in the i-th component, we have Z(S) = (Z 1 (S), . . . , Z n (S)) = e i with probability Θ i (S). In the data that we have available to estimate the parameters of the Markov chain choice model, there are τ customers indexed by T = {1, . . . , τ }. We useŜ t ⊂ N to denote the subset of products offered to customer t. To capture the product purchased by this customer, we defineẐ t i ∈ {0, 1} such that Z t i = 1 if and only if customer t purchased product i, which implies thatẐ t = (Ẑ t 1 , . . . ,Ẑ t n ) is a sample of the random variable Z(Ŝ t ) = (Z 1 (Ŝ t ), . . . , Z n (Ŝ t )). Thus, the data that is available to estimate the parameters of the Markov chain choice model is {(Ŝ t ,Ẑ t ) : t ∈ T }. The probability that customer t purchases product i is Θ i (Ŝ t | λ, ρ), where we explicitly show that the solution Θ(S | λ, ρ) = (Θ 1 (S | λ, ρ), . . . , Θ n (S | λ, ρ)) to (1) depends on the parameters (λ, ρ) of the Markov chain choice model. In this case, the likelihood of the purchase decision of customer t is given by i∈N Θ i (Ŝ t | λ, ρ)Ẑ t i , where we follow the convention that 0 0 = 1. The log-likelihood of this purchase decision is i∈NẐ t i log Θ i (Ŝ t | λ, ρ). Assuming that the purchase decisions of the different customers are independent of each other, the log-likelihood of the data {(
To estimate the parameters of the Markov chain choice model, we can maximize L I (λ, ρ) subject to the constraint that i∈N λ i = 1, j∈N ρ i,j = 1 for all i ∈ N , λ ∈ n + and ρ ∈ n×n + . The difficulty with this approach is that there is no closed-form expression for Θ i (Ŝ t | λ, ρ) in the definition of L I (λ, ρ), which is the main motivation for our expectation-maximization algorithm.
In our expectation-maximization algorithm, we use a likelihood function constructed under the assumption that we have access to additional data for each customer. In particular, we define the random variable F i ∈ {0, 1} such that F i = 1 if and only if a customer arriving into the system is interested in purchasing product i. Thus, we have F = (F 1 , . . . , F n ) = e i with probability λ i . Also, we use the random variable X i,j (S) to denote the number of times that a customer transitions from product i to product j during the course of her choice process when we offer the subset S of products.
We do not give the probability law for the random variable X i,j (S) explicitly, but we compute certain expectations involving this random variable in the next section. For each customer t, we assume that we have access to additional data so that we know the product that this customer was interested in purchasing when she arrived into the system, as well as the number of times that she transitioned from each product i to each product j during the course of her choice process. (This assumption is temporary to facilitate our analysis and our expectation-maximization algorithm will not require having access to the additional data.) In particular, we defineF t i ∈ {0, 1} such thatF t i = 1 if and only if customer t was interested in purchasing product i when she arrived into the system. We usê X t i,j to denote the number of times that customer t transitioned from product i to product j during the course of her choice process. So,F t = (F t 1 , . . . ,F t n ) andX t = {X t i,j : i, j ∈ N } are respectively samples of the random variables F = (F 1 , . . . , F n ) and X(Ŝ t ) = {X i,j (Ŝ t ) : i, j ∈ N }. We construct a likelihood function under the assumption that the data that is available to estimate the parameters of the Markov chain choice model is {(Ŝ t ,Ẑ t ,F t ,X t ) : t ∈ T }. The probability that customer t is interested in purchasing product i when she arrives into the system is λ i . Also, given that customer t is interested in purchasing product i up on arrival, the probability that she visits products i, i 1 , i 2 , . . . , i k−1 , i k , j to purchase product j is given by ρ i,i 1 ρ i 1 ,i 2 . . . ρ i k−1 ,i k ρ i k ,j . In this case, the likelihood of the purchase decision of customer t is i∈N λF t i i i,j∈N ρX t i,j i,j . The log-likelihood of this purchase decision is i∈NF t i log λ i + i,j∈NX t i,j log ρ i,j . Thus, the log-likelihood of the data
Note that once we know {(F t ,X t ) : t ∈ T }, {(Ŝ t ,Ẑ t ) : t ∈ T } does not play a role in (3). To estimate the parameters of the Markov chain choice model, knowing {(F t ,X t ) : t ∈ T } is equivalent to knowing the path that a customer follows in the Markov chain, since the second term on the right side of (3) does not depend on the order in which the transitions take place.
The likelihood function L C (λ, ρ) in (3) is constructed under the assumption that we have access to additional data for each customer. This likelihood function is known as the complete likelihood function and the subscript C in L C (λ, ρ) stands for complete. In contrast, the likelihood function (2) is constructed under the assumption that we do not have access to the additional data for each customer. This likelihood function is known as the incomplete likelihood function and the subscript I in L I (λ, ρ) stands for incomplete. Noting that log x is concave in x, the likelihood function L C (λ, ρ) is concave in (λ, ρ) and it has a closed-form expression. However, this likelihood function is not immediately useful when estimating the parameters of the Markov chain choice model, since we do not have access to the data {(F t ,X t ) : t ∈ T } in practice. In the next section, we give an expectation-maximization algorithm that uses the likelihood function L C (λ, ρ)
to estimate the parameters of the Markov chain choice model, while making sure that we do not need to have access to the data {(F t ,X t ) : t ∈ T }.
Expectation-Maximization Algorithm
In this section, we describe our expectation-maximization algorithm. We show how to execute the expectation and maximization steps of this algorithm in detail. Lastly, we discuss the convergence properties of the iterates of our expectation-maximization algorithm.
Overview of the Algorithm
Our expectation-maximization algorithm estimates the parameters of the Markov chain choice model by using the likelihood function L C (λ, ρ) in (3). Although this algorithm works with the likelihood function L C (λ, ρ) in (3), it requires having access to the data {(Ŝ t ,Ẑ t ) : t ∈ T }, but not to the data {(F t ,X t ) : t ∈ T }. In our expectation-maximization algorithm, we start with some estimate of the parameters (λ 1 , ρ 1 ) at the first iteration. At iteration , we estimateF t i as the expectation of the random variable F i conditional on the fact that customer t chooses according to the Markov chain choice model with parameters (λ , ρ ) and her purchase decision is given bŷ
. Similarly, we estimateX t i,j as the expectation of the random variable X i,j (Ŝ t ) conditional on the fact that customer t chooses according to the Markov chain choice model with parameters (λ , ρ ) and her purchase decision is given byẐ t = (Ẑ t 1 , . . . ,Ẑ t n ). Computing these conditional expectations to estimateF t i andX t i,j for all i, j ∈ N , t ∈ T is known as the expectation step. Next, we plug these estimates into (3) to construct the likelihood function L C (λ, ρ) and maximize this likelihood function subject to the constraint that i∈N λ i = 1, j∈N ρ i,j = 1 for all i ∈ N , λ ∈ n + and ρ ∈ n×n + . The optimal solution to this problem yields parameters (λ +1 , ρ +1 ) that we use at iteration + 1. Maximizing the likelihood function L C (λ, ρ) in this fashion is known as the maximization step. Using the parameters (λ +1 , ρ +1 ), we can go back to the expectation step to estimateF t i andX t i,j for all i, j ∈ N , t ∈ T . The expectation-maximization algorithm iteratively carries out the expectation and maximization steps to generate a sequence of parameters {(λ , ρ ) : = 1, 2, . . .}. We state the expectation-maximization algorithm below.
Step 1. Choose the initial estimates (λ 1 , ρ 1 ) of the parameters of the Markov chain choice model arbitrarily, as long as they satisfy i∈N λ 1 i = 1, j∈N ρ 1 i,j = 1 for all i ∈ N , λ 1 ∈ n + and ρ 1 ∈ n×n + . Initialize the iteration counter by setting = 1.
Step 2. (Expectation) Assuming that the customers choose according to the Markov chain choice model with parameters (λ , ρ ), setF
Step 3.
i,j log ρ i,j subject to the constraint that i∈N λ i = 1, j∈N ρ i,j = 1 for all i ∈ N , λ ∈ n + and ρ ∈ n×n + . Increase by one and go to Step 2.
In the expectation step, we compute non-trivial conditional expectations. In Section 4.2, we
show that we can compute these conditional expectations by solving linear systems of equations. In the maximization step, we maximize the function L C (λ, ρ) subject to linear constraints. In Section 4.3, we show that this optimization problem has a closed-form solution. To estimate the parameters of the Markov chain choice model, we need to maximize the likelihood function L I (λ, ρ). In Section 4.4, we consider our expectation-maximization algorithm under the assumption that the parameters that we are trying to estimate are bounded away from zero. We show that the value of the likelihood function {L I (λ , ρ ) : = 1, 2, . . .} at the successive parameter estimates {(λ , ρ ) : = 1, 2, . . .} generated by our algorithm monotonically increases and converges to the value of the likelihood function L I (λ, ρ) at a local maximizer. In that section, we precisely define what we mean by a local maximizer. We also show that we can still solve the optimization problem in the maximization step in polynomial time when we have a strictly positive lower bound on the parameters.
Expectation Step
In the expectation step of the expectation-maximization algorithm, customer t is offered the subset S t of products. She chooses among these products according to the Markov chain choice model with parameters (λ , ρ ). We know that the purchase decision of this customer is given by the vectorẐ t , which is to say that if we know that customer t purchased product k, thenẐ t = e k . We need to compute the conditional expectations
this section, we show that we can compute these conditional expectations by solving linear systems of equations. For notational brevity, we omit the superscript t indexing the customer and the superscript indexing the iteration counter. In particular, we consider the case where a customer is offered the subset S of products. She chooses among these products according to the Markov chain choice model with parameters (λ, ρ). We know that the customer purchased some product k. In other words, noting that the purchase decision of a customer is captured by the random variable Z(S) = (Z 1 (S), . . . , Z n (S)), we know that Z(S) = e k . We want to compute the conditional
Computation of E{F
having Z(S) = e k . Thus, we know that a customer purchased product k out of the subset S of products, which implies that we must have k ∈ S. Therefore, we assume that k ∈ S in our discussion. Using the Bayes rule, we have
On the right side of (4), P{Z k (S) = 1 | F i = 1} is the probability that a customer purchases product k out of the subset S of products given that she is interested in purchasing product i when she arrives into the system. This probability is simple to compute when i ∈ S. In particular, if product i is offered and a customer is interested in purchasing product i when she arrives into the system, then this customer definitely purchases product i. Thus, letting 1(·) be the indicator function, we
we can compute {Ψ k (i, S) : i ∈ N \ S} by solving the linear system of equations
We interpret (5) as follows. On the left side, Ψ k (i, S) is the probability that a customer purchases product k out of the subset S of products given that she is interested in purchasing product i up on arrival. For this customer to purchase product k, she may transition from product i to product k, yielding ρ i,k on the right side. Alternatively, the customer may transition from product i to some product j ∈ N \ S, at which point, she is identical to a customer interested in purchasing product j up on arrival and this customer purchases product k with probability Ψ k (j, S). This reasoning yields j∈N \S ρ i,j Ψ k (j, S) on the right side. By the same discussion at the end of Section 2, if j∈N \S ρ i,j < 1 for all i ∈ N \ S, then there exists a unique solution to the system of equations in (5). Thus, if {Ψ k (i, S) : i ∈ N \ S} solve (5), then we have Ψ k (i, S) = P{Z k (S) = 1 | F i = 1} for all i ∈ N \ S. For notational uniformity, noting the discussion right before (5), we let Ψ k (i, S) =
The other probabilities on the right side of (4) are simple to compute. Noting that P{F i = 1}
is the probability that a customer arriving into the system is interested in purchasing product i, we have P{F i = 1} = λ i . Similarly, since P{Z k (S) = 1} is the probability that a customer purchases product k out of the subset S of products, we have P{Z k (S) = 1} = Θ k (S), where (Θ 1 (S), . . . , Θ n (S)) solve the system of equations in (1). Putting the discussion so far together, we compute {Ψ k (i, S) : i ∈ N \ S} by solving the system of equations in (5). Also, letting Ψ k (i, S) = 1(i = k) for all i ∈ S, by (4), for all i ∈ N , we have
When we offer the subset S of products, Ψ k (i, S) is the purchase probability of product k conditional on the fact that the customer is interested in purchasing product i when she arrives into the system, which can be computed by solving (5), whereas Θ k (S) is the unconditional purchase probability of product k, which can be computed by solving (1). The systems of equations in (1) and (5) are similar to each other. Blanchet et al. (2013) and Feldman and Topaloglu (2014) use (1) to compute unconditional purchase probabilities, but it is interesting that a slight variation of (1) allows computing conditional purchase probabilities.
Computation of E{X i,j (S) | Z(S) = e k }. Similar to our earlier argument, since the expectation E{X i,j (S) | Z(S) = e k } is conditional on having Z(S) = e k , we know that a customer purchased product k out of the subset S of products, which implies that k ∈ S. Therefore, we assume that k ∈ S in our discussion. The random variable X i,j (S) captures the number of times that a customer transitions from product i to product j during the course of her choice process when we offer the subset S of products. If we have i ∈ S, then a customer cannot transition from product i to another product, since the customer purchases product i whenever she visits it. So, X i,j (S) = 0 with probability one for all i ∈ S, which implies that E{X i,j (S) | Z(S) = e k } = 0. We focus on computing the expectation E{X i,j (S) | Z(S) = e k } for all i ∈ N \ S. We define the random variable Y m i (S) ∈ {0, 1} such that Y m i (S) = 1 if and only if the m-th product that a customer visits during the course of her choice process is product i when we offer the subset S of products. Since X i,j (S) is the number of times a customer transitions from product i to product j when we offer the subset S of products, we have
where the second equality is by the Bayes rule. We focus on each one of the probabilities
on the right side of (7) separately. Considering the probability P{Y m i (S) = 1 | Z(S) = e k }, from the perspective of the final purchase decision, a customer that visits product i as the m-th product is indistinguishable from a customer that visits product i as the first product. Thus, we have
. In this case, by using the Bayes rule once more, we have
where we compute {Ψ k (i, S) : i ∈ N \ S} by solving (5). On the other hand, considering the
by the Bayes rule, we also have
In the chain of equalities above, the second equality uses the fact that if we know the (m + 1)-st product that a customer visits, then the distribution of the product that she purchases does not depend on the m-th product that this customer visits. The third equality uses the fact that a customer that visits product j as the (m + 1)-st product is indistinguishable from a customer that visits product j as the first product from the perspective of the final purchase decision. The fourth equality is by the fact that given that a customer visits product i as the m-th product, the probability that she visits product j next is given by the transition probability ρ i,j . To compute the conditional expectation E{X i,j (S) | Z(S) = e k }, we use (8) and (9) in (7) to get
In the last equality above, we use the fact that ∞ m=1 P{Y m i (S) = 1} corresponds to the expected number of times that a customer visits product i given that we offer the subset S of products, in which case, by the discussion in Section 2, this quantity is given by Θ i (S). The discussion in this section shows how we can compute the conditional expectations E{F i | Z(S) = e k } and
The main bulk of the work involves solving the systems of equations in (1) and (5) to obtain (Θ 1 (S), . . . , Θ n (S)) and {Ψ k (i, S) : i ∈ N \ S}.
Using (6) and (10), we can give explicit expressions to execute the expectation step of our expectation-maximization algorithm. We replace (λ, ρ) with (λ , ρ ) and S withŜ t in (1) and solve this system of equations. We use (Θ 1 (Ŝ t ), . . . , Θ n (Ŝ t )) to denote the solution. Similarly, we replace (λ, ρ) with (λ , ρ ) and S withŜ t in (5) and solve this system of equations. We use
In this case, by (6), for all i ∈ N and t ∈ T , we haveF
Also, by (10), for all i ∈ N \ S, j ∈ N and t ∈ T , we haveX
. Finally, we setX t, i,j = 0 for all i ∈ S, j ∈ N and t ∈ T .
Maximization Step
In the maximization step of the expectation-maximization algorithm we need to maximize the function L C (λ, ρ) = t∈T i∈NF t, i log λ i + t∈T i,j∈NX t, i,j log ρ i,j subject to the constraint that i∈N λ i = 1, j∈N ρ i,j = 1 for all i ∈ N , λ ∈ n + and ρ ∈ n×n + . This optimization problem decomposes into 1 + n problems given by max t∈T i∈NF t, i log λ i :
Problem (11) corresponds to the problem of computing the maximum likelihood estimators of the parameters (λ 1 , . . . , λ n ) of the multinomial distribution, where λ i is the probability of observing outcome i in each trial, we have a total of t∈T i∈NF t, i trials and we observe outcome
trials. In this case, the maximum likelihood estimator of λ i is known to be t∈TF t, i / t∈T j∈NF t, j ; see Section 2.2 in Bishop (2006) . Therefore, the optimal solution to problem (11) is obtained by setting
for all i ∈ N . In the next section, we focus on our expectation-maximization algorithm under the assumption that the parameters of the Markov chain choice model are known to be bounded away from zero by some > 0. In this case, the maximization step requires solving the first problem above with a lower bound of on the decision variables (λ 1 , . . . , λ n ). In Online Appendix A, we discuss how to solve this optimization problem. Repeating this discussion with = 0 also shows that we can obtain the optimal solution to problem (11) by setting λ i = t∈TF t, i / t∈T j∈NF t, j for all i ∈ N . Each one of the n problems in (12) has the same structure as problem (11). Following the same argument used to find the optimal value of λ i , the optimal solution to each one of the n problems in (12) is obtained by setting ρ i,j = t∈TX
Thus, to execute the maximization step of our expectation-maximization algorithm, we simply set λ
Convergence of the Algorithm
We can give a convergence result for our expectation-maximization algorithm under the assumption that the parameters of the Markov chain choice model that we are trying to estimate are known to be bounded away from zero by some > 0. Under this assumption, we execute the maximization step of the expectation-maximization algorithm slightly differently. In particular, we let (λ +1 , ρ +1 ) be the maximizer of L C (λ, ρ) = t∈T i∈NF t, i log λ i + t∈T i,j∈NX t, i,j log ρ i,j subject to the constraint that i∈N λ i = 1, j∈N ρ i,j = 1 for all i ∈ N , λ i ≥ for all i ∈ N and ρ i,j ≥ for all i, j ∈ N . In other words, we impose a lower bound of on the decision variables. In Online Appendix A, we show that we can still solve the last optimization problem in polynomial time. The assumption that the parameters of the Markov chain choice model are known to be bounded away from zero by some > 0 allows us to satisfy certain regularity conditions when we study the convergence of our expectation-maximization algorithm. This assumption is arguably mild, since we can put a small lower bound of > 0 on the parameters with negligible effect on the choice probabilities. To give a convergence result for our expectation-maximization algorithm, we let
capturing the set of possible parameter values when we have a lower bound of on the parameters.
Also, we define the set of parameters
Roughly speaking, having (λ 0 , ρ 0 ) ∈ Φ implies that if we start from the point (λ 0 , ρ 0 ) and move towards any point (λ, ρ) ∈ Ω for an infinitesimal step size, then the value of the likelihood function L I (λ, ρ) does not improve. In the next theorem, we give a convergence result for our expectation-maximization algorithm when we know that the parameters that we are trying to estimate are bounded away from zero by some > 0. The proof is in Online Appendix B.
Theorem 1 Assume that the sequence {(λ , ρ ) : = 1, 2, . . .} is generated by our expectation-maximization algorithm when we impose a lower bound of > 0 on the parameters of the Markov chain choice model. Then, we have
Furthermore, all limit points of the sequence {(λ , ρ ) : = 1, 2, . . .} are in Φ and the sequence
Note that L I (λ, ρ) is the function that we need to maximize to estimate the parameters. By the theorem above, the sequence of parameters generated by our algorithm monotonically improves L I (λ, ρ) and we have convergence to a some form of local maximum of
is not necessarily concave, we are not guaranteed to get to the global maximum. Nettleton (1999) gives regularity conditions to ensure convergence of the expectation-maximization algorithm. The proof of Theorem 1 follows by verifying these regularity conditions. In Online Appendix C, we give an example to show that the regularity conditions in Nettleton (1999) may not hold without a lower bound of > 0 on the parameters. Wu (1983) gives other regularity conditions but he assumes that the parameters generated by the algorithm are in the interior of the set of possible parameter values, which is difficult to satisfy for the Markov chain choice model. Also, Theorem 1 does not rule out the possibility of multiple limit points for the sequence {(λ , ρ ) : = 1, 2, . . .}, but all limit points are in Φ. Lastly, we are not able to give a convergence result without a lower bound of > 0 on the parameters. In Online Appendix D, however, we show that as long as the initial parameter estimates are strictly positive, even if we do not impose a lower bound on the parameters, our algorithm always generates a sequence of parameters {(λ , ρ ) : = 1, 2, . . .} such that there exist unique solutions to the systems of equations in (1) and (5) when we solve these systems of equations after replacing (λ, ρ) with (λ , ρ ) and S withŜ t for any subset in the data {(Ŝ t ,Ẑ t ) : t ∈ T }. So, we do not encounter parameters that render the systems of equations in (1) or (5) unsolvable.
Computational Experiments
We test the performance of our expectation-maximization algorithm on randomly generated data, as well as on a data set coming from a hotel revenue management application.
Benchmark Strategies
In our first benchmark, referred to as EM, we estimate the parameters of the Markov chain choice model by using our expectation-maximization algorithm. In our second benchmark, referred to as DM, we continue using the Markov chain choice model to capture the customer choices, but we estimate the parameters by directly maximizing the likelihood function L I (λ, ρ) in (2) through continuous optimization software. In our third benchmark, referred to as ML, we use the multinomial logit model to capture the customer choices and estimate its parameters by using maximum likelihood. We briefly describe the multinomial logit model. In the multinomial logit model, the mean utility of product i is η i . If we offer the subset S of products, then a customer purchases product i with probability e η i / j∈S e η j . As mentioned in Section 2, we represent the no-purchase option as a product always available for purchase. We denote this product by φ ∈ N .
In other words, a customer purchasing product φ corresponds to a customer leaving the system without a purchase. If we add the same constant to the mean utilities of all products, then the choice probability e η i / j∈S e η j of each product i does not change. So, we normalize the mean utility of the no-purchase option to zero. In this case, the parameters of the multinomial logit model are η = {η i : i ∈ N \ {φ}}. Assume that we offer the subsetŜ t of products to customer t and the purchase decision of this customer is given byẐ t = (Ẑ t 1 , . . . ,Ẑ t n ), whereẐ t i = 1 if and only if the customer purchases product i. The likelihood of the purchase decision of customer t is i∈N (e η i / j∈Ŝt e η j )Ẑ t i . Noting that i∈NẐ t i = 1, the log-likelihood of this purchase decision is i∈NẐ t i η i − i∈NẐ t i log( j∈Ŝt e η j ) = i∈NẐ t i η i − log( i∈Ŝt e η i ); see Section II in McFadden (1974) . Thus, the log-likelihood of the data {(Ŝ t ,Ẑ t ) : t ∈ T } is given by
In ML, we estimate the parameters of the multinomial logit model by maximizing the log-likelihood function in (13) through the Matlab routine fmincon. Section 3.1.5 in Boyd and Vandenberghe (2005) shows that log( (13) is concave in η. Letting w i = e η i , we can also express the choice probability of product i out of the subset S as w i / j∈S w j , but the log-likelihood function L(w) = t∈T i∈NẐ
In DM, we directly maximize the log-likelihood function L I (λ, ρ) in (2) also by using the Matlab routine fmincon. Since the function L I (λ, ρ) is not necessarily concave in (λ, ρ), the parameters estimated by DM may depend on the initial solution, but exploratory trials indicated that the performance of DM is rather insensitive to the initial solution. We use the initial solution λ i = 1/n for all i ∈ N , ρ i,j = 1/n for all i ∈ N \ {φ}, j ∈ N and ρ φ,φ = 1. In EM, we use this initial solution as well. In our expectation-maximization algorithm, we do not impose a strictly positive lower bound on the parameters and stop when the incomplete log-likelihood increases by less than 0.01% in two successive iterations. We give the pseudo-code for our algorithm in Online Appendix E. We also used the so-called independent demand model as a benchmark. This model performed consistently worse than EM, DM and ML and we will comment on its performance only briefly.
Known Ground Choice Model
We provide computational experiments on randomly generated data where we have access to the exact ground choice model that governs the customer choice process.
Experimental Setup. We assume that the ground choice model that governs the customer choice process is the ranking-based choice model. In this choice model, each arriving customer has a ranked list of products in mind and she purchases the most preferred available product in her ranked list. The ranking-based choice model is used in Mahajan and van Ryzin (2001) , then product 3 is the most preferred product, product 1 is the second most preferred product and product 2 is the third most preferred product. The probability that an arriving customer has the ranked list σ g in mind is β g . If we offer the subset S of products, then an arriving customer purchases product i with probability g∈M β g 1(i = arg min j∈S σ g j ), which is the probability that an arriving customer has product i as her most preferred available product. In our computational experiments, to come up with the possible ranked lists that a customer can have in mind, we generate m random permutations of the products. To come up with the probability β g that an arriving customer has the ranked list σ g in mind, following van Ryzin and Vulcano (2016), we generate γ g from the uniform distribution over [0, 1] and set β g = γ g / h∈M γ h . We note that (β 1 , . . . , β m ) generated in this fashion is not uniformly distributed over the (m − 1)-dimensional simplex.
Once we generate the ground choice model that governs the customer choice process, we generate the past purchase histories {(Ŝ t ,Ẑ t ) : t ∈ T } of the customers from this ground choice model. To come up with the subsetŜ t of products offered to customer t, we assume that the no-purchase option is always available in the offered subset of products. Each of the other products are included in the subsetŜ t with probability 1/2. Once we come up with the subset of products offered to customer t, we generate the choice of a random customer out of this subset according to the ground choice model and setẐ t i = 1 if and only if customer t purchases product i. Using this approach, we generate the purchase history of 50,000 customers to use as the training data and a separate purchase history of 10,000 customers to use as the hold-out data. We use different portions of the generated training data with 2,500, 5,000, 10,000 and 50,000 customers to fit our choice models. In our test problems, the number of products is n = 11 or n = 21. One of these products corresponds to the no-purchase option. The number of possible ranked lists is m = 10 + n, m = 20 + n or m = 40 + n. For each product i ∈ N , there is one ranked list where the most preferred product in the ranked list is Table 1 : Out-of-sample log-likelihoods obtained by EM, DM and ML. product i. In this way, we fix the most preferred product in n of the ranked lists. The preference order of the other products in these n ranked lists are randomly generated. The remaining ranked lists other than these n ranked lists are fully random permutations of the products.
Results. In Table 1 , we show the out-of-sample log-likelihoods obtained by EM, DM and ML. The first column in this table shows the parameter combination (n, m) in the ground choice model. The second column shows the number of customers in the training data that we use to fit our choice models. The third column shows the out-of-sample log-likelihood obtained by EM, which is the value of the log-likelihood function in (2) after replacing (λ, ρ) by the parameters estimated by EM and using the hold-out data as the data {(Ŝ t ,Ẑ t ) : t ∈ T } in this log-likelihood. The fourth column shows the out-of-sample log-likelihood obtained by DM, which is the value of the same log-likelihood function in the second column, but the parameters (λ, ρ) correspond to the those estimated by DM. The fifth column shows the out-of-sample log-likelihood obtained by ML, which is the value of the log-likelihood function in (13) after replacing η by the parameters estimated by ML and using the hold-out data as the data {(Ŝ t ,Ẑ t ) : t ∈ T } in this log-likelihood. The last two columns compare the log-likelihood obtained by EM with those obtained by DM and ML by giving the percent gaps between the corresponding pairs of log-likelihoods. The results indicate that EM provides better out-of-sample log-likelihoods than ML in our test problems. The out-of-sample log-likelihoods obtained by EM and DM are quite close.
When we have 2,500 customers in the training data and 11 products, the average computation times for EM, DM and ML are respectively 12.93, 441.04 and 0.54 seconds on a 2.2 GHz Intel Core i7 CPU with 16 GB RAM. With 50,000 customers and 21 products, the average computation times for EM, DM and ML are respectively 3,456.19, 218,012.22 and 16.99 seconds. EM terminates in 31 to 52 iterations. The computation times for EM and ML are reasonable since we do not solve the estimation problem in real time, but DM is computationally demanding. The computation time for EM is mostly spent on solving the systems of equations in (1) and (5) for each subset in the training data. Thus, EM is drastically faster when the customers in the training data are offered a few different subsets, which is likely to happen in practice. For example, when we have 50,000 customers in the training data, if these customers are offered one of 10 different subsets, then EM takes about 20 seconds. In Online Appendix F, we give the detailed computation times.
EM improves the log-likelihoods obtained by ML, but ML may provide advantages in certain cases. EM estimates O(n 2 ) parameters given by {λ i : i ∈ N } and {ρ i,j : i, j ∈ N }, whereas ML estimates O(n) parameters given by {η i : i ∈ N \ {φ}}. The Markov chain choice model is more flexible due to its larger number of parameters. However, since the Markov chain choice model has a large number of parameters, EM may over-fit this choice model to the training data, especially when we have too few customers in the training data and too many products so that we need to estimate too many parameters from too little data. In this case, the out-of-sample performance of EM may be inferior. For example, if we have 1,000 customers in the training data and 21 products, so that EM estimates about 400 parameters from 1,000 data points, then the average percent gap between the out-of-sample log-likelihoods obtained by EM and ML is −0.45%, favoring ML, where the average is computed over the test problems with m ∈ {10 + n, 20 + n, 40 + n}. Clearly, it is difficult to estimate 400 parameters from 1,000 data points! If we have 1,000 customers in the training data and 11 products, so that EM estimates about 100 parameters instead of 400, then the same average percent gap is 0.57%, favoring EM back again. Thus, we should be cautious about using the Markov chain choice model when we have too little data and too many products.
To form a base line, we also check the out-of-sample log-likelihoods when we fit a ranking-based choice model, which is the ground choice model that actually drives the choice process of the customers in the training and hold-out data. The papers by van Ryzin and Vulcano (2015) and van Ryzin and Vulcano (2016) give algorithms for estimating the parameters of the ranking-based choice model. We fit two versions of the ground choice model. In the first version, we estimate both the ranked lists {σ g : g ∈ M } in the ground choice model and the corresponding probabilities (β 1 , . . . , β m ). In the second version, we assume that we know the ranked lists {σ g : g ∈ M } and we estimate only the probabilities (β 1 , . . . , β m ). We refer to the first and second versions of the ground choice model as UR and KR, standing for unknown ranked lists and known ranked lists. In reality, it is highly unlikely to know the ranked lists of products that drive the choice process of the customers. Therefore, KR represents a situation that is not achievable in practice. For economy of space, we briefly summarize our results and defer the details to Online Appendix G. Over all of our problem instances, the out-of-sample log-likelihoods from EM are better than those from UR by 1.60% on average. Not surprisingly, since KR has access to the ranked lists that drive the customer choice behavior, it provides noticeably better log-likelihoods than EM and UR.
In Table 1 , we compared the out-of-sample log-likelihoods obtained by EM, DM and ML. In
Online Appendix H, we also compare the three benchmarks from the perspective of the out-of-sample root-mean-square error between the fitted and actual choice probabilities. To give an overview of our results, in our test problems, the root-mean-square errors obtained by EM are significantly smaller than those obtained by ML, but one should still be cautious about using the Markov chain choice model when we have too little data and too many parameters to estimate. In 10 out of 24 test problems, the root-mean-square errors of EM are smaller than those of DM.
Checking the out-of-sample log-likelihoods or root-mean-square errors are two possible methods to control for over-fitting. If a choice model with a large number of parameters over-fits to the training data, then its generalization performance on the hold-out data becomes poor. Another possible method to control for over-fitting is to check the Akaike information criterion (AIC). For any of the fitted choice models, AIC is given by 2p−2L * , where p is the number of parameters of the choice model and L * is the log-likelihood of the training data; see Akaike (1973) . So, AIC penalizes a fitted choice model with a large number of parameters and a small log-likelihood. In Table 2, we show AIC for EM, DM and ML. When we have 10,000 or more customers in the training data, AIC for EM is generally better than AIC for ML. When we have 5,000 or fewer customers in the training data, AIC for ML is generally better than AIC for EM. Overall, the out-of-sample log-likelihoods and root-mean-square errors indicate that EM provides better prediction ability than ML when we have ample data. However, the situation is not as clear when we have little data. While the out-of-sample log-likelihoods and root-mean-square errors indicate that EM can still provide better prediction ability than ML, AIC points out that ML has an edge.
In Online Appendix I, we compare EM and ML with the independent demand model. Both EM and ML perform significantly better than the independent demand model. Table 2 : AIC obtained by EM, DM and ML.
Hotel Data
We provide computational experiments on the data set based on Bodea et al. (2009) , which comes from a hotel revenue management application.
Experimental Setup. In the data, we have booking records for customers with check-in dates between March 12, 2007 and April 15, 2007 for five different hotels. Each booking record gives the rate and room type availability at the time of the booking and the room type that was booked. The paper by van Ryzin and Vulcano (2015) uses this data and we closely follow this paper in our experimental setup. We define each product as a room type. Room types take values such as king non-smoking and queen smoking. We consider the substitution behavior between different products offered by the same hotel. As done in van Ryzin and Vulcano (2015), we preprocess the data to reduce sparsity. We discard the products that have fewer than 10 purchases in the data. Also, we eliminate the booking records where the observed bookings are not among the products that are available at the time of the booking. Finally, the data provides only the bookings and does not provide any information on the customers who did not book. For each booking record, we create four no-purchase records. These four booking records has the same product availability as the original booking record, but no product is purchased in these four booking records. The left side of Table 3 shows the number of products after eliminating those with fewer than 10 purchases and the number of booking records after we add the no-purchase records.
Results. We use five-fold cross-validation to check the out-of-sample performance of the fitted choice models. We randomly partition the data for each hotel into five equal segments. We use Table 3 : Comparison of EM, DM and ML on the hotel data.
one partition as the hold-out data and the remaining portion as the training data. For EM, DM
and ML, we use the training data to estimate the parameters of the corresponding choice model and check the out-of-sample performance of the fitted choice model using the hold-out data. We repeat this process five times, each of the five partitions being used once as the hold-out data. We average the results from the five so-called folds to report our findings for each hotel.
We summarize our computational results on the right side of Table 3 , where we show the out-of-sample log-likelihoods obtained by EM, DM and ML averaged over the five folds. The last two rows on the right side of Table 3 compare the log-likelihood obtained by EM with those obtained by DM and ML by giving the percent gaps between the corresponding pairs of log-likelihoods. EM provides larger log-likelihoods than ML. The general trend is that the hotels for which we obtain the largest gaps between the log-likelihoods of EM and ML correspond to those for which we have the largest number of bookings. This observation is consistent with the discussion in the previous section. That is, the Markov chain choice model provides significant improvements over the multinomial logit model particularly when we have relatively ample data to estimate the parameters. In Online Appendix J, we compare the three benchmarks from the perspective of the out-of-sample root-mean-square error between the fitted and empirically observed choice probabilities. EM provides consistent improvements over ML.
Conclusions and Research Directions
In this paper, we developed an expectation-maximization algorithm to estimate the parameters of the Markov chain choice model. One issue that often comes up in revenue management applications is demand censorship. Demand censorship refers to the fact that if there is no purchase for a product during a certain duration of time, then the data does not make it clear whether there was no customer arrival during this duration of time or the customers that arrived during this duration of time decided to purchase nothing. Vulcano et al. (2012) show that the expectation-maximization framework is useful to deal with demand censorship, since we can treat whether there is a customer arrival or not during a certain duration of time as a missing piece of the data. In Online Appendix K, we show how we can follow the work of Vulcano et al. (2012) to modify our expectation-maximization algorithm to deal with demand censorship. There are other research directions to pursue to improve the practical appeal of the Markov chain choice model. In the multinomial logit model, we can parameterize the mean utility of a product as a function of attributes such as price, quality and richness of features. In this case, rather than estimating the mean utility of each product separately, we estimate how much weight a customer puts on each attribute. Thus, the number of parameters in the multinomial logit model increases linearly with the number of attributes, rather than the number of products. In many practical applications, the number of attributes is much smaller than the number of products. We do not have an approach to parameterize the Markov chain choice model by using a small number of attributes. Thus, the number of parameters of the Markov chain choice model increases quadratically with the number of products. An interesting research direction is to parameterize the initial arrival and transition probabilities in the Markov chain choice model as a function of a small number of attributes. Such a parameterization currently appears to be non-trivial. After parameterizing the initial arrival and transition probabilities as a function of a small number of attributes, the next step is to come up with methods to estimate the parameters in the choice model.
A Online Appendix: Maximization Step with Parameter Lower Bounds
We consider the maximization step of our expectation-maximization algorithm when the parameters that we are trying to estimate are known to be bounded away from zero by some > 0. Noting problem (11), when we have a lower bound of > 0 on the parameters, to obtain estimates of the parameters λ = (λ 1 , . . . , λ n ) at iteration , we solve the problem max t∈T i∈NF t, i log λ i :
Associating the Lagrange multiplier γ with the first constraint, the Lagrangian is L(λ | γ) = t∈T i∈NF t, i log λ i + γ (1 − i∈N λ i ). For a fixed value of the Lagrange multiplier γ, we maximize L(λ | γ) subject to the constraint that λ i ≥ for all i ∈ N . Since L(λ | γ) is separable by (λ 1 , . . . , λ n ), for all i ∈ N , we can equivalently solve
Setting the derivative of the objective function above with respect to λ i to zero, the unconstrained optimal value of λ i in the problem above is given by t∈TF t, i /γ. Thus, noting that the objective function of problem (15) is concave in λ i , the optimal value of λ i in this problem is given by λ * i (γ) = max{ t∈TF t, i /γ, }, where we make the dependence of the optimal solution on the Lagrange multiplier γ explicit. By the discussion in Section 5.5.5 in Boyd and Vandenberghe (2005) , since the objective function of problem (14) is strictly concave and its feasible space is convex, the optimal solution to problem (14) is unique and it is of the form (λ * 1 (γ * ), . . . , λ * n (γ * )) for the optimal value γ * of the Lagrange multiplier. Since the optimal solution to problem (14) satisfies the first constraint in this problem, we must have i∈N λ * i (γ * ) = 1, which implies that we must have i∈N max{ t∈TF t, i /γ * , } = 1. Thus, we can find the optimal value of the Lagrange multiplier by solving i∈N max{ t∈TF t, i /γ, } = 1 for γ. Once we have the optimal value γ * of the Lagrange multiplier, the optimal solution to problem (14) is (λ * 1 (γ * ), . . . , λ * n (γ * )).
Next, we consider the problem of solving i∈N max{ t∈TF t, i /γ, } = 1 for γ. For notational brevity, we let ∆ i = t∈TF t, i so that we consider the problem of solving i∈N max{∆ i /γ, } = 1 for γ. Without loss of generality, we can assume that ∆ i > 0 for all i ∈ N . In particular, if we have ∆ i = 0, then the optimal value of λ i in problem (14) is zero and we can drop this decision variable from problem (14). Also, without loss of generality, we can assume that < 1/n. In particular, noting the constraints λ i ≥ for all i ∈ N in problem (14), if we have > 1/n, then i∈N λ i ≥ i∈N = n > 1, which implies that problem (14) does not have a feasible solution. If, on the other hand, = 1/n, then the only feasible solution to problem (14) is obtained by setting λ i = 1/n for all i ∈ N . Since we can assume that < 1/n, we have lim γ→∞ i∈N max{∆ i /γ, } = n < 1. Also, we have lim γ→0 i∈N max{∆ i /γ, } = ∞ > 1. Noting also that i∈N max{∆ i /γ, } is continuous and strictly decreasing in γ until it reaches a value that is strictly less than one, there exists a unique value of γ that satisfies i∈N max{∆ i /γ, } = 1. To find this value of γ, we partition the interval [0, ∞) into at most n + 1 intervals such that the largest one of ∆ i /γ and does not change for any i ∈ N as γ takes values in one of these intervals. In particular, indexing the products such that ∆ 1 ≤ ∆ 2 ≤ . . . ≤ ∆ n , we define the interval I i as
with the convention that I 0 = (0, ∆ 1 / ) and
i is the value of γ that satisfies k∈N max{∆ k /γ, } = 1. Since we know that there exists a unique value of such γ, exactly one of {γ * i : i ∈ N ∪ {0}} satisfies γ * i ∈ I i .
B Online Appendix: Proof of Theorem 1
The proof of Theorem 1 is based on checking the regularity conditions in Nettleton (1999) . In
Lemma 2 below, we show that the likelihood function L I (λ, ρ) is a continuous and differentiable function of (λ, ρ) over Ω. In Lemma 3 below, we show that the set
is compact for any α ∈ . Finally, we observe thatF
i,j in the expectation step of the expectation-maximization algorithm depend on the current parameter estimates (λ , ρ ). In Lemma 4 below, we show that the likelihood function L C (λ, ρ) = t∈T i∈NF t, i log λ i + t∈T i,j∈NX t, i,j log ρ i,j in the maximization step of the expectation-maximization algorithm is a continuous function of (λ , ρ ) and (λ, ρ) over Ω × Ω. These three lemmas collectively show that our expectation-maximization algorithm satisfies the regularity conditions in Nettleton (1999) , in which case, Theorem 1 in our paper follows from Theorem 2 in Nettleton (1999) .
In the next lemma, we focus on the first regularity condition.
Lemma 2 The function L I (λ, ρ) is a continuous and differentiable function of (λ, ρ) over Ω.
Proof. Consider any non-empty subset of products S ⊂ N . For any (λ, ρ) ∈ Ω, we note that j∈N \S ρ i,j ≤ j∈N ρ i,j − |S| = 1 − |S| < 1 for all i ∈ N \ S. Therefore, by the discussion at the end of Section 2, using the vectorλ = {λ i : i ∈ N \ S} and the matrixρ = {ρ i,j : i, j ∈ N \ S}, the vectorΘ(S) = {Θ i (S) : i ∈ N \ S} is given byΘ(S) = ((I −ρ) −1 ) λ . Each entry in the inverse of a matrix, when it exists, is continuous and differentiable in the entries of the matrix involved in the inversion operation. Similarly, each entry in the product of two matrices is continuous and differentiable in the entries of the matrices that are involved in the multiplication operation. Since we haveΘ(S) = ((I −ρ) −1 ) λ , it follows that Θ i (S) is continuous and differentiable in (λ, ρ) for all i ∈ N \ S. In this case, noting that we also have Θ i (S) = λ i + j∈N \S ρ j,i Θ j (S) for all i ∈ S, it also follows that Θ i (S) is differentiable and continuous in (λ, ρ) for all i ∈ S. Therefore, noting (2), since log x is continuous and differentiable in x, L I (λ, ρ) is continuous and differentiable in (λ, ρ), which is the desired result.
In the next lemma, we focus on the second regularity condition.
Lemma 3 For any α ∈ , the set Ω α = {(λ, ρ) ∈ Ω : L I (λ, ρ) ≥ α} is compact.
Proof. Noting the definition of Ω, we observe that Ω is closed and bounded. Thus, Ω α is bounded as well, since Ω α ⊂ Ω. We show that Ω α is closed. Consider any sequence {(λ , ρ ) : = 1, 2, . . .} in Ω α with a limit point (λ * , ρ * ). Since Ω α ⊂ Ω, the sequence {(λ , ρ ) : = 1, 2, . . .} is also in Ω.
Noting that Ω is closed, any limit point of the sequence {(λ , ρ ) : = 1, 2, . . .} is in Ω, which implies that (λ * , ρ * ) ∈ Ω. We claim that L I (λ * , ρ * ) ≥ α. To get a contradiction to the claim, assume that
Having L I (λ * , ρ * ) ≤ α−δ for some δ > 0 and L I (λ , ρ ) ≥ α for all = 1, 2, . . . contradicts the fact that (λ * , ρ * ) is a limit point of the sequence of {(λ , ρ ) : = 1, 2, . . .} and L I (λ, ρ) is continuous in (λ, ρ), in which case, the claim follows. Therefore, we have (λ * , ρ * ) ∈ Ω and L I (λ * , ρ * ) ≥ α, which implies that (λ * , ρ * ) ∈ Ω α . Thus, a limit point of any sequence in Ω α is also in Ω α , which implies that Ω α is closed.
In the next lemma, we focus on the third regularity condition.
Lemma 4 Noting thatF t, i
andX t, i,j in the expectation step of the expectation-maximization algorithm depend on the current parameter estimates (λ , ρ ), the likelihood function L C (λ, ρ) = t∈T i∈NF t, i log λ i + t∈T i,j∈NX t, i,j log ρ i,j in the maximization step is a continuous function of (λ , ρ ) and (λ, ρ) over Ω × Ω.
is continuous in (λ , ρ ) . By the argument in the proof of Lemma 2, Θ i (S) computed through (1) is continuous in (λ, ρ) . By the same argument, Ψ k (i, S) computed through (5) is continuous in (λ, ρ). Thus, noting (6) and (10), E{F i | Z(S) = e k } and E{X i,j (S) | Z(S) = e k } are continuous in (λ, ρ), although we do not make the dependence of these quantities on (λ, ρ) explicit. In the expectation step,F t, i andX t, i,j are given by the last two conditional expectations when the parameters of the Markov chain choice model are (λ , ρ ) and we replace S withŜ t . Therefore,
C Online Appendix: Regularity Conditions without Parameter Lower Bounds
In this section, we give an example to demonstrate that Lemmas 2, 3 and 4 may not hold when we do not have a lower bound of > 0 on the parameters of the Markov chain choice model, which implies that the regularity conditions that allow us to show Theorem 1 may not hold without a lower bound of > 0 on the parameters. We focus on Lemmas 2 and 4, but we can also provide an example to demonstrate that Lemma 3 may not hold. When we do not have a lower bound of > 0 on the parameters, the set of possible parameter values is given bȳ
It is simple to see that there exist values of (λ, ρ) ∈Ω and subsets S ⊂ N such that the system of equations in (1) does not have a solution when we solve this system of equations with such values of (λ, ρ) and subsets S. Consider the case n = 2. We fix λ 1 > 0, λ 2 > 0, ρ 11 > 0 and ρ 12 = 1 − ρ 11 > 0 arbitrarily. If we have ρ 21 = 0 and ρ 22 = 1, then the system of equations in (1) with S = {1} is given by Θ 1 (S) = λ 1 + ρ 21 Θ 2 (S) and Θ 2 (S) = λ 2 + Θ 2 (S). Noting the second equality and the fact that λ 2 > 0, the last system of equations does not have a solution. Thus, the likelihood function L I (λ, ρ) is not well-defined at any parameter value (λ, ρ) that satisfies ρ 21 = 0 and ρ 22 = 1 when the subset S = {1} is offered to the customers in the data. In this case, Lemma 2 does not hold since the likelihood function
is not a continuous function of (λ, ρ) at this parameter value when we offer the subset S = {1}
to the customers in the data. Similarly, Lemma 4 does not hold either since (Θ 1 (S), Θ 2 (S)) with S = {1} is not a continuous function of (λ, ρ) at this parameter value.
D Online Appendix: Parameter Estimates without Parameter Lower Bounds
In Section 4.4, we give a convergence result for our expectation-maximization algorithm when we impose a lower bound of > 0 on the parameters. In the expectation step of our algorithm, we need to solve the systems of equations in (1) and (5) to compute E{F i | Z(Ŝ t ) =Ẑ t } and
A natural question is whether our expectation-maximization algorithm successfully avoids parameter values that render these systems of equations unsolvable, even when we do not impose a lower bound of > 0 on the parameters. Answering this question affirmatively ensures that our algorithm is well-posed. In this section, we show that as long as the initial parameter estimates are strictly positive, even if we do not impose a lower bound of > 0 on the parameters, our algorithm always generates a sequence of parameters {(λ , ρ ) : = 1, 2, . . .} such that there exist unique solutions to the systems of equations in (1) and (5) when we solve these systems of equations after replacing (λ, ρ) with (λ , ρ ) and S withŜ t for any subset in the data {(Ŝ t ,Ẑ t ) : t ∈ T }. In the next lemma, we show that certain parameter estimates remain strictly positive over the successive iterations of the expectation-maximization algorithm.
Lemma 5 Fix an arbitrary customer t ∈ T . Letting product k ∈Ŝ t be such thatẐ t = e k , assume that λ k > 0, λ i > 0 for all i ∈ N \Ŝ t and ρ i,k > 0 for all i ∈ N \Ŝ t . Then, we have λ
Proof. We use (Θ 1 (Ŝ t ), . . . , Θ n (Ŝ t )) to denote the solution to (1) when we solve this system of equations after replacing (λ, ρ) with (λ , ρ ) and S withŜ t . For all i ∈ N \Ŝ t , we observe that j∈N \Ŝ t ρ i,j < j∈N \Ŝ t ρ i,j + ρ i,k ≤ j∈N ρ i,j = 1, where the first inequality uses the fact that ρ i,k > 0 for all i ∈ N \Ŝ t and the second inequality uses the fact that k ∈Ŝ t . In this case, since j∈N \Ŝ t ρ i,j < 1, by the argument at the end of Section 2, there exists a unique solution to (1) when we solve this system of equations after replacing (λ, ρ) with (λ , ρ ) and S withŜ t . Furthermore, this solution has non-negative entries, so that Θ i (Ŝ t ) ≥ 0 for all i ∈ N . By the definition of (Θ 1 (Ŝ t ), . . . , Θ n (Ŝ t )), we have Θ i (Ŝ t ) = λ i + j∈N \Ŝ t ρ j,i Θ j (Ŝ t ) for all i ∈ N . Since λ i > 0 for all i ∈ {k} ∪ (N \Ŝ t ) and Θ i (Ŝ t ) ≥ 0 for all i ∈ N , the last equality implies that Θ i (Ŝ t ) > 0 for all i ∈ {k} ∪ (N \Ŝ t ). We use {Ψ k (i,Ŝ t ) : i ∈ N \Ŝ t } to denote the solution to (5) when we solve this system of equations after replacing (λ, ρ) with (λ , ρ ) and S withŜ t . Since j∈N \Ŝ t ρ i,j < 1 for all i ∈ N \Ŝ t , an argument similar to the one at the end of Section 2 implies that there exists a unique solution to (5) when we solve this system of equations after replacing (λ, ρ) with (λ , ρ ) and S withŜ t . Furthermore, this solution has non-negative entries, so that Ψ k (i,Ŝ t ) ≥ 0 for all i ∈ N . In this case, since ρ i,k > 0 for all i ∈ N \Ŝ t , by (5), it follows that Ψ k (i,Ŝ t ) > 0 for all i ∈ N \Ŝ t . Also, we have Ψ k (k,Ŝ t ) = 1 by definition. Thus, we have Ψ k (i,Ŝ t ) > 0 for all i ∈ {k} ∪ (N \Ŝ t ). So, by (6), {F t,
, where we use the fact that λ i > 0 and Ψ k (i,Ŝ t ) > 0 for all i ∈ {k} ∪ (N \Ŝ t ) and Θ k (Ŝ t ) > 0. Noting the explicit description of the maximization step at the end of Section 4.3, we get λ
where we use the fact that ρ i,k > 0 for all i ∈ N \Ŝ t and Θ i (Ŝ t ) > 0 for all i ∈ {k} ∪ (N \Ŝ t ). Noting the explicit description of the maximization step at the end of Section 4.3, we get ρ
Fix an arbitrary customer t ∈ T and let product k ∈Ŝ t be such thatẐ t = e k . Consider solving the systems of equations in (1) and (5) after replacing (λ, ρ) with (λ , ρ ) and S witĥ S t . By Lemma 5, if the initial parameter estimates in our expectation-maximization algorithm satisfy λ 1 i > 0 for all i ∈ {k} ∪ (N \Ŝ t ) and ρ 1 i,k > 0 for all i ∈ N \Ŝ t , then we have λ i > 0 for all i ∈ {k} ∪ (N \Ŝ t ) and ρ i,k > 0 for all i ∈ N \Ŝ t and = 1, 2, . . .. In this case, by the same argument at the beginning of the proof of Lemma 5, it follows that there exist unique solutions to the systems of equations in (1) and (5) when we solve these systems of equations after replacing (λ, ρ) with (λ , ρ ) and S withŜ t . By this discussion, if the initial parameter estimates in our expectation-maximization algorithm satisfy λ 1 i > 0 for all i ∈ N and ρ 1 i,j > 0 for all i, j ∈ N , then there exist unique solutions to the systems of equations in (1) and (5) when we solve these systems of equations after replacing (λ, ρ) with (λ , ρ ) and S withŜ t for any customer t ∈ T .
E Online Appendix: Pseudo-Code for the Expectation-Maximization Algorithm
In this section, we give a pseudo-code for our expectation-maximization algorithm. The inputs to our expectation-maximization algorithm are the initial parameter estimates (λ 1 , ρ 1 ), which satisfy i∈N λ 1 i = 1, j∈N ρ 1 i,j = 1 for all i ∈ N , λ 1 i ≥ 0 for all i ∈ N and ρ 1 i,j ≥ 0 for all i, j ∈ N . By the discussion in Online Appendix D, if the initial parameter estimates satisfy λ 1 i > 0 for all i ∈ N and ρ 1 i,j > 0 for all i, j ∈ N , then there exist unique solutions to the systems of equations in (1) and (5) when we solve these systems of equations after replacing (λ, ρ) with (λ , ρ ) and S withŜ t for any customer t ∈ T and for any iteration = 1, 2, . . .. Thus, we choose initial parameter estimates that satisfy this condition. Below is a pseudo-code for our expectation-maximization algorithm.
Step 1. Choose the initial parameter estimates (λ 1 , ρ 1 ) such that i∈N λ 1 i = 1, j∈N ρ 1 i,j = 1 for all i ∈ N , λ 1 i > 0 for all i ∈ N and ρ 1 i,j > 0 for all i, j ∈ N . Set the iteration counter = 1.
Step 2. (Expectation) For each customer t ∈ T , let k t ∈Ŝ t be the product such thatẐ t = e kt and execute Steps 2.a and 2.b.
Step 2.a.
To compute {Θ i (Ŝ t ) : i ∈Ŝ t }, after solving the system above, set
for all i ∈Ŝ t . To compute {Ψ kt (i,Ŝ t ) : i ∈ N \Ŝ t }, solve the system of equations
To compute {Ψ kt (i,Ŝ t ) : i ∈Ŝ t }, set Ψ kt (i,Ŝ t ) = 1(i = k t ) for all i ∈Ŝ t , where we use 1(·) to denote the indicator function.
Step 2.b. Compute {F
t, i
: i ∈ N } and {X t, i,j : i, j ∈ N } as follows. For all i ∈ N , setF
Step 3. (Maximization) For all i ∈ N , set λ Note that Step 2.a uses (1) and (5).
Step 2.b uses (6) and (10). Finally, Step 3 builds on the discussion in Section 4.3. 
F Online Appendix: Computation Times for Estimating the Parameters
We provide the details of the computation times for EM, DM and ML. We give our results in Table 4 . The first column in this table shows the parameter combination (n, m) in the ground choice model. The second column shows the number of customers in the training data. The third column shows the CPU seconds for EM. We stop our expectation-maximization algorithm when the incomplete log-likelihood function increases by less than 0.01% in two successive iterations. The fourth column shows the number of iterations for our algorithm until termination. The fifth and sixth columns respectively show the CPU seconds for DM and ML. Our results indicate that EM takes somewhere between about 10 seconds to about an hour. Since we do not solve parameter estimation problems in real time, such computation times are reasonable, but if we have a large number of products and a large number of customers in the training data, such as n = 50 and τ = 50, 000, then the computation times for EM will be impractical. DM is computationally demanding even with n = 20. In particular, the computation times for DM can exceed 60 hours.
The computation times for ML are consistently below 30 seconds.
Note that EM needs to solve the system of equations in (1) for the subset of products offered to each customer in the training data. If there are n products, then there are at most 2 n different subsets in the training data. For the test problems with n = 11 products, we have at most 2, 048 different subsets that can potentially be offered to the customers in the training data and we can a priori solve the system of equations in (1) for all possible subsets that can potentially be offered to the customers and store the solutions. A priori solving the system of equations in (1) for all possible subsets that can potentially be offered to the customers and storing the solutions make the implementation of our expectation-maximization algorithm particularly efficient. For the test problems with n = 21 products, we have more than two million different subsets that can be offered to the customers. In this case, it is more efficient to solve the system of equations in (1) for |T | subsets {Ŝ t : t ∈ T } that are in the training data. Also, EM needs to solve the system of equations in (5) for the subset of products offered to each customer and the product purchased by each customer in the training data. Similar observations apply when solving this system of equations a priori and storing the solutions. This discussion indicates that EM can be particularly efficient when the customers in the training data are offered one of a few possible subsets of products. For example, if the customers in the training data are offered one of 10 possible subsets of products, then EM takes about 20 seconds, even when we have 50,000 customers in the training data. It is worthwhile to emphasize that customers in practice are often offered one of a few possible subsets of products, which correspond to the subset of products offered on a store shelf, possibly adjusted by stock-outs as we run out of some products.
G Online Appendix: Estimating the Parameters of the Ground Choice Model
To understand the best achievable performance, we also check the out-of-sample log-likelihoods when we fit a ranking-based choice model to the training data, which is the ground choice model that drives the choices of the customers in the training and hold-out data. We fit two versions of the ground choice model. In the first version of the ground choice model, we estimate both the ranked lists {σ g : g ∈ M } and the corresponding probabilities (β 1 , . . . , β m ). We refer to this version of the fitted ground choice model as UR, standing for unknown ranked lists. The paper by van Ryzin and Vulcano (2015) gives an algorithm to estimate both the ranked lists and the probabilities from the training data. We use a cross-validation approach to choose the appropriate number of ranked lists in the ground choice model. In our cross-validation approach, we split the training data into two parts, where we use three-fourths of the training data to fit the ground choice model and one-fourth of the training data to choose the appropriate number of ranked lists. In particular, we gradually increase the number of ranked lists m one by one. For each value of m, we use the so-called market discovery algorithm proposed by van Ryzin and Vulcano (2015) on the three-fourths of the training data to come up with m ranked lists {σ g : g ∈ M } and their corresponding probabilities (β 1 , . . . , β m ). Once we fit the ground choice model with a particular value of m, we use the fitted Out-of-sample Trn.
log-likelihood EM-(n, m) data EM UR KR UR (11, 21) 2, 500 -16,391 -16,717 -16,196 1.96% (11, 21) 5,000 -16,387 -16,531 -16,183 0.87% (11, 21) 10,000 -16,366 -16,366 -16,173 0.00% (11, 31) 2,500 -16,199 -16,251 -16,129 0.32% (11, 31) 5,000 -16,154 -16,226 -16,081 0.44% (11, 31) 10,000 -16,141 -16,136 -16,066 -0.03% (11, 51) 2,500 -17,029 -17,199 -16,958 0.99% (11, 51) 5,000 -17,017 -17,105 -16,943 0.51% (11, 51) 10,000 -16,992 -16,993 -16,930 0.01%
Out-of-sample Trn.
log-likelihood EM-(n, m) data EM UR KR UR (21, 31) 2, 500 -22,839 -24,001 -22,387 4.84% (21, 31) 5,000 -22,737 -23,422 -22,341 2.93% (21, 31) 10,000 -22,673 -22,822 -22,329 0.65% (21, 41) 2,500 -22,581 -24,581 -22,179 8.14% (21, 41) 5,000 -22,483 -23,006 -22,139 2.27% (21, 41) 10,000 -22,422 -22,767 -22,115 1.51% (21, 61) 2,500 -23,406 -23,867 -23,141 1.93% (21, 61) 5,000 -23,301 -23,469 -23,103 0.71% (21, 61) 10,000 -23,267 -23,425 -23,060 0.67% Table 5 : Out-of-sample log-likelihoods obtained by EM, UR and KR.
ground choice model with the particular value of m to compute the log-likelihood of the remaining one-fourth of the training data. We choose the value of m that provides the largest log-likelihood on one-fourth of the training data. The algorithm proposed by van Ryzin and Vulcano (2015) solves a sequence of integer programs to come up with the ranked lists, so it becomes computationally prohibitive when there are too many customers in the training data. Therefore, we are not able to present comparisons for 50,000 customers in the training data. In the second version of the ground choice model, we assume that we know the ranked lists {σ g : g ∈ M } and we estimate only the probabilities (β 1 , . . . , β m ). The paper by van Ryzin and Vulcano (2016) gives an algorithm to estimate the probabilities from the training data when we know the ranked lists {σ g : g ∈ M }. We refer to this version of the fitted ground choice model as KR, standing for known ranked lists. In reality, it is highly unlikely to know the ranked lists of products that drive the choice process of the customers. Thus, KR represents a situation that is not achievable in practice.
In Table 5 , we show the out-of-sample log-likelihoods obtained by EM, UR and KR, which are computed by using the testing data. The out-of-sample log-likelihoods obtained by EM are generally better than those obtained by UR. The percent gaps between the two log-likelihoods diminish as we have more training data, but the percent gaps between the log-likelihoods obtained EM and UR can still be as large 1.51% even when we have 10,000 customers. Furthermore, UR becomes computationally prohibitive when the number of customers in the training data exceeds 10,000.
Also, as the number of products gets larger, the number of possible ranked lists gets larger and the percent gaps between the log-likelihoods from EM and UR get larger. Not surprisingly, since KR has access to the ranked lists of products in the ground choice model, the log-likelihoods obtained by KR are noticeably better than those obtained by EM and UR, but as discussed in the previous paragraph, the log-likelihoods obtained by KR are unlikely to be achievable in practice. Table 6 : Root-mean-square errors obtained by EM, DM and ML.
H Online Appendix: Comparison of Root-Mean-Square Errors
We compare EM, DM and ML from the perspective of the root-mean-square error between the fitted choice probabilities and the actual choice probabilities. Given that the customers choose under a choice model Mod, we use P Mod i (S) to denote the purchase probability of product i when we offer the subset S. The root-mean-square error for EM is given by
, where GR is the actual ground choice model, MC is the Markov chain choice model whose parameters are estimated by EM and {Ŝ t : t ∈ T } are the subsets in the hold-out data. The root-mean-square errors for DM and ML are defined similarly. Thus, the root-mean-square error indicates how closely a fitted choice model tracks the ground choice model. We show our results in Table 6 . The layout of this table is identical to that of Table 1 , except that we compare the root-mean-square errors in Table 6 , whereas we compare the out-of-sample log-likelihoods in Table 1 . The results in Table 6 indicate that EM performs noticeably better than ML. Nevertheless, if we have too few customers in the training data and too many products so that we estimate too many parameters from too little data, then the root-mean-square errors obtained by ML may be better than those obtained by EM. For example, if we have 1,000 customers in the training data and 21 products, so that EM estimates about 400 parameters from 1,000 data points, then the average percent gap between the root-mean-square errors obtained by EM and ML is −3.38%, favoring ML. It is difficult for EM to estimate 400 parameters from 1,000 data points. From a statistical viewpoint, expecting EM to be able to effectively estimate about 400 parameters from 1,000 data points is indeed unrealistic.
I Online Appendix: Comparison with the Independent Demand Model
In the independent demand model, each customer arrives into the system to purchase a particular product. If this product is available for purchase, then the customer purchases it. Otherwise, the customer leaves the system without a purchase. We use ID to refer to the benchmark that uses the independent demand model to capture the customer choices. We proceed to giving a brief formulation of the independent demand model. A customer arrives into the system to purchase product i with probability p i . Naturally, we have i∈N p i = 1. The parameters of the independent demand model are p = (p 1 , . . . , p n ). Recalling that we use φ ∈ N to denote the product that corresponds to the no-purchase option, if we offer the subset S of products, then the probability that a customer purchases product i ∈ S \ {φ} is p i , whereas the probability that a customer purchases product φ is p φ + i∈N \S p i . In the last expression, we use the fact that if a customer arrives into the system to purchase one of the products in N \ S, then she leaves the system without a purchase. We construct the likelihood function to estimate the parameters of the independent demand model.
Assume that we offer the subsetŜ t of products to customer t and the purchase decision of this customer is given byẐ t = (Ẑ t 1 , . . . ,Ẑ t n ), whereẐ t i = 1 if and only if the customer purchases product i. The likelihood of the purchase decision of customer t is i∈N \{φ} pẐ
the log-likelihood of this purchase decision is i∈N \{φ}Ẑ t i log p i +Ẑ t φ log(p φ + i∈N \S p i ); see Section 2.2 in Bishop (2006) . The log-likelihood of the data {(Ŝ t ,Ẑ t ) : t ∈ T } is given by
which is concave in p. In ID, we use the Matlab routine fmincon to maximize the log-likelihood function above subject to the constraint that i∈N p i = 1 and p ∈ n + .
In Tables 7 and 8 , we respectively compare the out-of-sample log-likelihoods and AIC obtained by EM, ML and ID. The layouts of these tables are identical to those of Tables 1 and 2 . Our results indicate that both EM and ML perform significantly better than ID.
J Online Appendix: Comparison of Root-Mean-Square Errors for Hotel Data
Using the same notation in Appendix H and following van Ryzin and Vulcano (2016), we define the root-mean-square error for EM as ( t∈T i∈Ŝt (
log-likelihood EM-ML-(n, m) data EM ML ID ID ID (11, 21) 2, 500 -16,391 -16,677 -18,697 12.34% 10.80% (11, 21) 5,000 -16,387 -16,665 -18,686 12.30% 10.81% (11, 21) 10,000 -16,366 -16,663 -18,683 12.40% 10.81% (11, 21) 50,000 -16,361 -16,663 -18,684 12.43% 10.82% (11, 31) 2,500 -16,199 -16,298 -17,412 6.97% 6.40% (11, 31) 5,000 -16,154 -16,286 -17,400 7.16% 6.40% (11, 31) 10,000 -16,141 -16,282 -17,396 7.22% 6.40% (11, 31) 50,000 -16,132 -16,283 -17,397 7.27% 6.40% (11, 51) 2,500 -17,029 -17,116 -19,697 13.54% 13.10% (11, 51) 5,000 -17,017 -17,111 -19,702 13.63% 13.15% (11, 51) 10,000 -16,992 -17,107 -19,667 13.60% 13.02% (11, 51) 50,000 -16,986 -17,104 -19,667 Table 8 : AIC obtained by EM, ML and ID. {(Ŝ t ,Ẑ t ) : t ∈ T } is the hold-out-data and MC is the Markov chain choice model whose parameters are estimated by EM. The root-mean-square errors for DM and ML are defined similarly. In Table   9 , we show the root-mean-square errors for EM, DM and ML, where the results correspond to the root-mean-square errors averaged over the five folds. DM provides slightly better root-mean-square errors than EM. EM provides better root-mean-square errors than ML.
K Online Appendix: Extension to Censored Demands
Demand censorship refers to the fact that if there is no purchase for a product during a certain duration of time, then the data does not make it clear whether there was no customer arrival during this duration of time or the customers arriving during this duration of time decided to purchase nothing. As pointed out by Vulcano et al. (2012) Table 9 : Root-mean-square errors obtained by EM, DM and ML on the hotel data.
demand censorship creates another missing piece in the data, since we do not know whether the absence of purchase is due to the fact that there was no customer arrival or the arriving customers did not purchase anything. Our goal in this section is to show how we can extend our expectation-maximization algorithm to deal with demand censorship.
We use one of the products φ ∈ N to denote the no-purchase option, which is always available to the customers. If a customer visits product φ during the course of her choice process, then she leaves the system without a purchase. Under censored demands, we make purchase observations at multiple time periods. These time periods correspond to small enough intervals of time that there is at most one customer arrival at each time period. At each time period, a customer arrives into the system with probability α. An arriving customer is interested in purchasing product i with probability λ i . For notational uniformity, we do not restrict λ φ to take value zero so that an arriving customer may be interested in the no-purchase option, in which case, she immediately leaves without a purchase. A customer visiting product i and finding product i unavailable transitions from product i to product j with probability ρ i,j . Note that ρ i,φ is the probability of transitioning from product i to the no-purchase option. Using (Θ 1 (S), . . . , Θ n (S)) to denote the solution to (1), if we offer the subset S of products, then an arriving customer does not purchase anything with probability Θ φ (S). Our goal is to estimate the parameters (α, λ, ρ).
We define the random variable Z i (S) such that Z i (S) = 1 if and only if there is a purchase for product i at a time period when we offer the subset S of products. For all i ∈ S \ {φ}, we have Z i (S) = 1 with probability α Θ i (S), where we use the fact that we have a purchase for product i ∈ S \{φ} at a time period if there is a customer arrival and the customer purchases product i. Note that Z φ (S) = 1 if and only if there is no purchase at a time period when we offer the subset S of products. Therefore, we have Z φ (S) = 1 with probability 1 − α + α Θ φ (S), where we use the fact that we have no purchase at a time period if there is no customer arrival or there is a customer arrival and the arriving customer does not purchase anything.
K.1 Incomplete and Complete Likelihood Functions
In the data that we have available to estimate the parameters of the Markov chain choice model, there are τ time periods indexed by T = {1, . . . , τ }. We useŜ t ⊂ N to denote the subset of products offered at time period t. We defineẐ t i ∈ {0, 1} such thatẐ t i = 1 if and only if there is a purchase for product i at time period t. Note thatẐ t φ = 1 if and only if there is no purchase at time period t. If we haveẐ t φ = 1, then we either had no customer arrival at time period t or the customer arriving at time period t did not purchase anything, but we do not know which one of these events occurred. The data that is available to estimate the parameters of the Markov chain choice model is given by {(Ŝ t ,Ẑ t ) : t ∈ T }. We emphasize that the set T indexes the time periods in the censored demand case, whereas the set T indexes the customers in the uncensored demand case. Therefore, our interpretation of the data is slightly different when we deal with demand censorship. Our setup for the censored demand case closely follows the one in van Ryzin and Vulcano (2016) .
Considering the data {(Ŝ t ,Ẑ t ) : t ∈ T } that is available to estimate the parameters of the Markov chain choice model, the probability that there is a purchase for product i ∈Ŝ t \ {φ} at time period t is given by α Θ i (Ŝ t | λ, ρ), where we explicitly show that the solution (Θ 1 (S | λ, ρ), . . . , Θ n (S | λ, ρ)) to (1) depends on the parameters (λ, ρ) of the Markov chain choice model. On the other hand, the probability that there is no purchase at time period t is given by 1 − α + α Θ φ (Ŝ t | λ, ρ), where we use the fact that there is no purchase at time period t if there is no customer arrival or there is a customer arrival and the arriving customer does not purchase anything. Therefore, the likelihood of the observation at time period t is given by
So, the log-likelihood of this observation is i∈N \{φ}Ẑ
In this case, the log-likelihood of the data {(Ŝ t ,Ẑ t ) : t ∈ T } is given by Similar to the uncensored demand case, maximizing the log-likelihood function above directly is difficult since we do not have a closed-form expression for Θ i (Ŝ t | λ, ρ). Therefore, we rely on the expectation-maximization framework for the censored demand case as well. We define F i , X i,j (S), F t i andX t i,j as in Section 3. In particular, we define the random variable F i ∈ {0, 1} such that F i = 1 if and only if a customer arrives into the system at a time period with an interest in purchasing product i. Given that there is a customer arrival at a time period, we define the random variable X i,j (S) as the number of times the customer transitions from product i to product j during the course of her choice process when we offer the subset S of products. The definitions ofF t i andX t i,j are analogous. In the censored demand case, using 0 ∈ n + to denote the vector of all zeros, we may have F = (F 1 , . . . , F n ) = 0, since there may be no customers arriving at a time period. In particular, we have F = 0 with probability 1 − α. Also, we have F = e i with probability α λ i , since a customer arrives into the system at a time period with an interest in purchasing product i if there is a customer arrival at a time period and the arriving customer is interested in purchasing product i. If we have access to the data (F t ,X t ), then the likelihood of the observation at time period t is given by i∈N (αλ i )F t i i,j∈N ρX t i,j i,j × (1 − α) 1 − i∈NF t i . So, the log-likelihood of this observation is i∈NF t i log α + i∈NF t i log λ i + i,j∈NX t i,j log ρ i,j + (1 − i∈NF t i ) log(1 − α). Therefore, the log-likelihood of the data {(Ŝ t ,Ẑ t ,F t ,X t ) : t ∈ T } is given by L C (α, λ, ρ) = The log-likelihood function above has a closed-form expression and it is concave in (α, λ, ρ). We note that another approach for dealing with demand censorship is to interpret λ i as the probability that there is a customer arrival at a time period and the arriving customer is interested in purchasing product i. In this case, we need to assume that i∈N λ i ≤ 1 and there is no customer arrival at a time period with probability 1 − i∈N λ i . Therefore, we can replace α λ i simply with λ i and 1 − α simply with 1 − i∈N λ i in the likelihood function, eliminating the need for the parameter α. We keep the parameter α so that we explicitly estimate the arrival probability of a customer, in which case, our development becomes consistent with van Ryzin and Vulcano (2016).
K.2 Expectation Step
At iteration , in the expectation step of our expectation-maximization algorithm, we offer the subsetŜ t of products at time period t. A customer arrives into the system with probability α and chooses among these products according to the Markov chain choice model with parameters (λ , ρ ). The purchase observation at this time period is given by the vectorẐ t . Thus, for all i ∈Ŝ t \ {φ}, we haveẐ t i = 1 if and only if there is a purchase for product i at time period t. We haveẐ t φ = 1 if and only if there is no purchase at time period t. We need to compute the conditional expectations E{F i | Z(Ŝ t ) =Ẑ t } and E{X i,j (Ŝ t ) | Z(Ŝ t ) =Ẑ t }. For notational brevity, we omit the superscript t indexing the time period and the superscript indexing the iteration counter. In particular, we consider the case where we offer the subset S of products at a time period. A customer arrives into the system with probability α. She chooses among these products according to the Markov chain choice model with parameters (λ, ρ). We know the purchase observation at this time period. That is, noting that the purchase decision of a customer is captured by the random variable Z(S) = (Z 1 (S), . . . , Z n (S)), we know that Z(S) = e k for some k ∈ N . We want to compute the conditional expectations E{F i | Z(S) = e k } and E{X i,j (S) | Z(S) = e k }.
The difference between the uncensored and censored demand cases arises only when k = φ, which corresponds to the case where we do not observe a purchase in the data. If k ∈ S \ {φ}, then we can compute E{F i | Z(S) = e k } and E{X i,j (S) | Z(S) = e k } by using (6) and (10) .
On the right side above, P{Z φ (S) = 1 | F i = 1} corresponds to the probability that we do not have a purchase when we offer the subset S of products conditional on the fact that a customer arrives with an interest in purchasing product i. This conditional probability is still given by Ψ φ (i, S), where {Ψ φ (i, S) : i ∈ N \ S} is the solution to (5) after replacing k with φ. We recall that we also have Ψ φ (i, S) = 1(i = φ) for all i ∈ S. Also, P{F i = 1} corresponds to the probability that a customer arrives into the system with an interest in purchasing product i. So, we have P{F i = 1} = α λ i . Finally, P{Z φ (S) = 1} corresponds to the probability that there is no purchase. Thus, we have P{Z φ (S) = 1} = 1 − α + α Θ φ (S). In this case, using the equality above, we obtain E{F i | Z(S) = e φ } = Ψ φ (i, S) α λ i /(1 − α + α Θ φ (S)), which shows how to compute the conditional expectation E{F i | Z(S) = e k } under censored demands. Next, we consider the conditional expectation E{X i,j (S) | Z(S) = e φ }. Similar to our earlier notation, we define the random variable Y m i (S) ∈ {0, 1} such that Y m i (S) = 1 if and only if the m-th product that a customer visits during the course of her choice process is product i when we offer the subset S of products. Note that Y m φ (S) is well-defined. The chain of equalities in (7) holds without any modifications after replacing k with φ. We modify the chain of equalities in (8) .
The chain of equalities in (9) holds without any modifications after replacing k with φ so that we have P{Y m+1 j (S) = 1 | Z(S) = e φ , Y m i (S) = 1} = Ψ φ (j, S) ρ i,j /Ψ φ (i, S). Using this equality and the chain of equalities above in (7), after replacing k in (7) with φ, we obtain In the last equality above, ∞ m=1 P{Y m i (S) = 1} is the expected number of times a customer visits product i given that we offer the subset S of products. Conditional on a customer arrival, Θ i (S) is the expected number of times a customer visits product i. So, the expected number of times a customer visits product i is α Θ i (S). The last chain of equalities above shows how we can compute the conditional expectation E{X i,j (S) | Z(S) = e k } under censored demands. Thus, the discussion in this section shows how to execute the expectation step under censored demands.
K.3 Maximization Step
In the maximization step of our expectation-maximization algorithm, we need to maximize the log-likelihood function L C (α, λ, ρ) in (17) subject to the constraint that α ≤ 1, i∈N λ i = 1, j∈N ρ i,j = 1 for all i ∈ N , α ∈ + , λ ∈ n + and ρ ∈ n×n + . This optimization problem decomposes into three optimization problems, where each one of the three problems involves the decision variables α, λ and ρ. The problems that involve the decision variables λ and ρ are identical to problems (11) and (12). Therefore, we can use the discussion in Section 4.3 to compute the optimal values of the decision variables λ and ρ. On the other hand, the problem that involves the decision variable α is of the form max t∈T i∈NF t i log α + t∈T 1 − i∈NF t i log (1 − α) : 0 ≤ α ≤ 1 .
The problem above corresponds to the problem of computing the maximum likelihood estimator of the success probability of a Bernoulli random variable, where we have a total of |T | trials and we observe success in t∈T i∈NF t i trials. In this case, it is known that the maximum likelihood estimator of the success probability is given by t∈T i∈NF t i / |T |; see Section 2.1 in Bishop (2006) . It is also possible to find the optimal solution to the problem above directly. The objective function above is concave in α. We write the objective function as t∈T i∈NF t i (log α − log (1 − α)) + |T | log (1 − α). Ignoring the constraint 0 ≤ α ≤ 1 for the moment, the first-order condition for the unconstrained problem shows that the optimal solution is obtained by setting α = t∈T i∈NF t i /|T |. Since i∈NF t i ≤ 1, we have t∈T i∈NF t i /|T | ≤ 1, which implies that the solution to the unconstrained problem is optimal to the problem above as well. Thus, the discussion in this section shows how to execute the maximization step under censored demands.
