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We first prove the existence and uniqueness of a solution, on the layer 
Q = IO, T[ x [w, to the problem 
U( + uu, = p(t) u,, ) 
.r 
+a0 
Pt f w= h uL dx, 
-CL 
which appears in the plasma theory. In order to identify the parameters X and y, 
knowing the state of u at time T, we introduce a cost function to minimize it. 
We justify a differentiation of the cost function and express the gradient. 
Numerical results are presented. 
1. INTRODUCTION 
Burgers’ wellknown equation may be found in many parts of physics: let 
us mention fluid mechanics, where this equation was first studied [I], the 
stimulated Raman scattering [2], and the interaction of a strong electro- 
magnetic wave with plasma fluactuations, due to stimulated overtone scatter- 
ing [2, 31. In the last two references, the description of the interaction implies 
the resolution of a self-consistent system constituted by Burgers’ equation 
describing the evolution of the spectrum, with a time-dependent diffusion 
coefficient and a second kinetic equation describing the time variation of this 
coefficient, due to the shape of the spectrum: 
u t + U% = p(t) UZE , (1) 
pt-i-yp=h +m s u2 dx. -m 
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In [2, 31, the asymptotic behavior of the profile of the spectrum and of the 
diffusion coefficient have been inferred in an intuitive way, starting from some 
physical considerations. A t-l12 decreasing law has been obtained for p 
when t - +cc. The profile of the spectrum is approaching the wellknown 
triangular shape described by Hopf [4] . m h is research of asymptotic solutions 
of Eq. (1) in the case p + 0 (p being considered as a time-independent 
parameter). 
We think it quite fruitful to develop in a more accurate way the mathemat- 
ical and numerical treatment of such a self-consistent system. 
The material of this article will be presented as follows. In Section 2, we 
shall prove the existence of a solution on the layer Q = IO, T[ x R. We shall 
use a discrete variable method with respect to time. (In an Appendix, we 
shall make some remarks on Burgers’ equation.) 
In Section 3, we shall establish a result on regularity. This result will be 
used in Section 4 to prove the uniqueness of the solution. In Section 6, we 
shall study the dependence of the solution on the ratio h/r. 
In Section 7, we shall present a numerical description of the nonas- 
ymptotic region which verifies “asymptotically” the previous “triangular” 
solution. 
In Section 8, we shall formulate the problem of identification: Knowing 
the state of the solution u at time T, we are trying to identify the parameters 
h and y. We introduce a cost function $(h, y) to minimize it. 
In Section 9, we shall prove the cost function is differentiable, using results 
on regularity established in Section 5. In Section 10, we shall compute the 
gradient of the cost function. 
In Section 11, we shall describe an algorithm in order to find a 
relative minimum of the cost function. We shall present some numerical 
results. 
We wish to point out the interest of such an identification process for the 
physical aspect of system (l), (2): I nasmuch as this system was first studied 
for the treatment of an astrophysical coupling problem (a strong maser 
pumped radio wave launched into an interstellar plasma [2, 5]), it is very 
interesting to infer the parameters of the coupling medium from the received 
signal, the physical conditions of the emission being known. Moreover, such 
an identification method may also lead to plasma diagnostics in laboratory 
experiments. 
A theory of identification and control methods, and applications in other 
fields, may be found in Chavent [6], Lions [7], Kernevez [S], and Brauner- 
Penel [9]. 
Note. We will use mainly the Sobolev spaces [lo]. We shall denote by 
1 . 1 the norm of the space L2( R) and by 11 . I/ the norm of H1( R). 
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2. EXISTENCE OF A SOLUTION 
Let us consider the following Cauchy’s problem on the layer 
Q =]O, T[ x R: 
(2.1) 
where A, y, and CL,, are still given positive constants (CL” is small). 
We assume that 
110 EL2(R). (2.5) 
In order to prove the existence of a solution to the problem (2.1)-(2.5), we 
shall make the substitution 
~1 = e-“tu 
in which a! is a given real positive number. 
Now we have to prove the existence of a solution to the problem: 
av 
z - (p(t) + po) g + cm + eatv g = 0, 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
We shall uncouple Eqs. (2.7) and (2.8) by introducing a delay K in the 
first one. Then we shall let K -+ 0. The difficulty will be of course to pass 
to the limit in the integral in (2.8). 
Let us divide the interval IO, T[ in N small intervals of length K 
k = TIN. (2.11) 
We shall build two sequences of functions wn and pL” by means of the 
following inductive formulas. 
Starting with 
w” = II 0 and /Lo = 0, (2.12) 
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(v la+1 , ~~+l) is the solution on the layer JnR, nk + R[ x R of 
&P+l 
__ - (/Lo + pyt - k)) F + av n+1 
&pfl 
at 
+ eatvn+l __ = 0, 
&J 
(2.13) 
$p 
dt 
+ ypn+l= &?aat 
I 
+x (v~+~)~ d.lc, (2.14) 
-cc 
vn+yx, nk) = vyx, nk), (2.15) 
p+l(nk) = gynk). (2.16) 
LEMMA 2.1. For n = 0 ,..., N - 1, Eps. (2.13)-(2.16) uniquely define the 
pair (vn, pn) in the space 
p(]nk, nk + R[; Hy R)) n Lqk, nk + k[; L2( Iw))) x Lynk, nk + A[). 
pn is a positive function. 
Proof. We suppose that the lemma holds for vn and pn. We note that 
d@/dt also belongs to Lm(]nk, nk + A[). Then pn is continuous. We refer 
to the Appendix for the existence of vn+l. 
@‘l(t) = p(ng e-Y(t-nk) + ,@t Jnl e-Y”-“) 1’” (@+I)2 & do (2.17) 
--co 
for all t E [nk, (n + 1) k[. Q.E.D. 
Let us now introduce two functions vk and pk defined by: If 
t E [nk, (@ + 1) k[, 
v& = vnfyt), (2.18) 
CL?&) = F”(t). (2.19) 
The following equalities hold: 
av, at - b% + ‘-rP7J 2 + ‘yzk + eafvk 2 = 0, 
p + yplc = Ae2mt /-tm (v~)~ dx, 
--I 
(2.21) 
vi@, 0) = 4)(x), (2.22) 
Px(O) = 0, (2.23) 
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where 
~-&t) = pn(t - k) if t 2 k, 
=o if t < k. 
LEMMA 2.2. Whez k -+ 0, 
(i) vk is bounded in L2(0, T, H1( W)) n Lm(O, T; L.z( R)); 
(ii) j+ is bounded in P(0, T); 
(iii) &,/at is bounded in L2(0, T; H-l(R)); 
(iv) dp,Jdt is bounded in Lm(O, T). 
Proof. We multiply (2.20) by vk and we integrate over R: 
Denoting min(p, , a) by c, , it follows 
g I vr(t)12 t- 2ql II v,(t)l!2 < 0. (2.24) 
Let us integrate (2.24) over IO, l[, 0 < t -< T: 
I %@)I2 i- 2C” ! ;* 1 vk(u)l12 du < I u,, 12. (2.25) 
Choosing t equal to T, we note that 
I %c(T)12 + 2%s T 11 vI;(u)ll” da < / u0 le. (2.26) 0 
Hence, (i) holds. 
(2. I 7) yields 
T TO; 
whit) < h+T u 
vk2 dx dt. (2.27) 
I, - --T 
Then 
pk(t) < TAezeT I u,, 12. (2.28) 
From (i), we infer that vr(%,/%x) is bounded in L2(0, T;Ll(R)). Hence, 
vJ, 2 is bounded in L2(0, T; H-l(R)). (2.29) 
(iii) and (iv) are still obvious. Q.E.D. 
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It follows from Lemma 2.2 that one can extract two converging subse- 
quences also noted vuI, and pLk such as: 
vk --f v for the weak topology of 
L2(0, T; fWQ, (2.30) 
pCLe + p for the weak star topology of 
LV, T), 
2v,/& -+ %/at for the weak topology of 
qo, T; H-l(R)), 
dp,Jdt -+ dp/dt for the weak star topology of 
Lm(O, T). 
We conclude by compactness that 
pIi + p with respect to the norm of Lm(O, T). 
On the other hand, one can show that1 
vk -+ v a.e. in Q. 
(2.31) 
(2.32) 
(2.33) 
(2.34) 
(2.35) 
It follows from Lemma 2.2(i) that 
(z+J2 is bounded in L2(Q). (2.36) 
Then it is wellknown that 
(vl$ + (v)” for the weak topology of L2(Q). 
Hence, 
(2.37) 
vg( 2vlc/&) -+ v( 2v/&) for the weak topology of La(0, T; H-l(R)). (2.38) 
We can now pass to the limit in Eq. (2.20) and see that the limit functions 
v and p verify Eq. (2.7). 
1 Introducing a smooth function ~~~ on ] -R, , &[, +RB(x) = 1 if x E t--R, + 1, 
R, - I], one can extract a subsequence 7~2 such that +RO . $0 converges strongly 
in L2(0, T; L2(-R,, , R,)). Hence, ~$0 converges a.e. in IO, T[ x [-R, + 1, R, - I]. 
By means of a diagonal process, one can extract a subsequence converging a.e. in 
IO, T[ x [-R, i-R], VR. 
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Let us denote ok - v by wk , it follows from (2.7) and (2.20): 
awk azw, -- at (PO + 7-kPk) w + awk 
= (T-&k - CL) g - ; eat ; [(Q. + ZQWk]. 
We multiply (2.39) by wk and we integrate over IO, t[ x R: 
It follows from Lemma 2.2 (i) and from Gronwall’s Lemma 
(2.39) 
/ wk(t)12 < c2 1 7-7cpk - p ia exp cl 1 jot i@k f e)im2 dC+ (2.41) 
Hence, 
wk + 0 for the strong topology of L”(O, T, L2(R)). 
We may pass to the limit in Eq. (2.21). 
(2.42) 
3. A RESULT ON REGULARITY OF SOLUTIONS 
In order to prove the uniqueness, we shall assume that 
240 E Hl( lx!). (3-l) 
THEOREM 3.1. Let u be a solution to problem (2.1)-(2.4) (3.1). Then 
u E CO([O, q; fqJq), (3.2) 
u E L2(0, T; H2(R)), (3.3) 
g E L2(Q). (3.4) 
Proof. Our proof will be based on the next lemma. 
NONLINEAR SELF-CONSISTENT SYSTEM 661 
LEMMA 3.1. Let us consider the following Cauchy’s problem on the layer Q: 
g - 6(t) g =f, (3.5) 
4(x, 0) = +0(x) (3.6) 
under the assumptions 
f EL2(Qh (3.7) 
$0 E w w, (3.8) 
0 < to d f(t) d t1 < +a, (3.9) 
5’(t) ELW(O, T). (3.10) 
Then the unique solution of (3.4) (3.5) satisfies 
4 E Co@4 Tl; WJW, 
d E-w, T; ff2(W), 
$=L’(Q). 
(3.11) 
(3.12) 
(3.13) 
For a proof (in a more general situation), we refer the reader to Bardos [l 11. 
Theorem 3.1 is now obvious by virtue of the maximum principle, 
sup I u(x, t)l < + aJ . 
Q 
Then u(&/&) belongs to L2(Q). Hence, 
au 
at - W + ~10) g ELM. 
(3.14) 
(3.15) 
We conclude by using Lemma 3.1 with t(t) = p(t) + p. . Q.E.D. 
4. UNIQUENESS OF THE SOLUTION 
We suppose there are two different solutions (ur , pr) and (u2, p2) to 
problem (2.1)-(2.4) and (3.1). 
We set 
u = Ul - u2 ) (4.1) 
P = Pl- P2* (4.2) 
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(u, p) is a solution to 
(4.3) 
(4.4) 
u(x, 0) = p(0) = 0. (4.5) 
Let us multiply Eq. (4.3) by u and integrate over R: 
Taking into account Theorem 3.1, one can see that 
We set 
p(t) jI” ;;f u dx < 
--ic 
2 = fq(t>, Ml ELl(0, T). (4.8) 
On the other hand, we have 
+m 
I ( 
au2 au 
-cc 
~2 ax - u1 $j u dx < wi 2 / ;x f% (t) (4.9) 
Let 
‘1) =Jf2w7 M2 E L2(0, T). (4.10) 
Therefore, 
Now let us multiply Eq. (4.4) by ,u: 
& p2(t) + w2(t) = b(t) j-r u(u1 + u,) dx. 
Since 
s 
+Sr 
-cc 4~1 + 4 dx < I u(t)1 I ul(t) i- qt)l , 
(4.12) 
(4.13) 
NONLINEAR SELF-CONSISTENT SYSTEM 663 
we have 
nut)? 
where 
J4(t) = h I udt) + u2(t>i - 
(4.14) 
(4.15) 
From (4.11) and (4.19, it follows: 
$ P2 + g I @)I2 G p2(t) (W(t) + Mdt)) + I @)I2 (Jfz(t) + J&(t) + 1). 
(4.16) 
By virtue of Gronwall’s wellknown lemma, 
p?(t) + 1 u(t)12 = 0. (4.17) 
Hence, the uniqueness of the solution is guaranteed. Q.E.D. 
5. OTHER RESULTS ON REGULARITY 
In this section we shall prove a lemma which will be very useful later 
on. 
LEMMA 5.1. Let u be the solution to problem (2.1)-(2.4). Besides, let us 
assume that 
Then 
Proof. Since we know after Theorem 3.1 that 
g E CO([O, T]; L2(R)) n L2(0, T; H’(R)), (5.4) 
(5.5) 
we have 
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Let us differentiate Eq. (2.1) with respect to x, and, to avoid confusion, let us 
denote &/ax by x: 
Finally, 
(5.6) 
(5.7) 
By virtue of Lemma 3.1, 
z EL=‘(Q), (5.9) 
~EP(O, T;JqR)). (5.10) 
Q.E.D. 
Under an additional assumption on regularity, u possesses a “moment” 
s:z u(x, t) dx. 
LEMMA 5.2. If u,, ELM n W(R), the unique so&ion u of (2.1)-(2.5) 
verifies 
I 
+m 
s 
+?o 
u(x, t) dx = u,,(x) dx. (5.11) 
-cc -02 
Hopf [4] has proved this result in the case of p being a constant. In fact, it 
holds if p is a function. 
6. DEPENDENCE ON THE RATIO x/y 
In this section, we shall assume that we have two sequences A, and yn: 
4L-t +a, (6.1) 
Yn-f +a, (6.2) 
such as there exists a real number p satisfying 
A -?L- - P* 
Yn 
(6.3) 
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We shall denote by (u, , CL,) the solution to problem (2.1)--(2.4) with 
parameters A, and pLn: 
au -g - (/-h(t) + PO) $ sun + %I -&y =0, 
-$ $$ + pn = P 1’” (un2) dx, 
-cc 
(6.4) 
We shall prove the following result. 
THEOREM 6.1. As n -+ + co, (un , pn) --f (24, p) for the strong topology of 
L2(0, T; EP(R)) x L2(0, T), where (u, p) is the unique solution of 
g - (P I a2 + ro,g + g = 0, 
u(x, 0) = uo(x). (6.9) 
Proof. By multiplying (6.4) by U, and integrating over IR, we have: 
(W)l G>12 -I- (PO + P&)>l(%Jw(t>12 = 0. (6.10) 
It follows that 
u, is bounded in L2(0, T; Hi(R)) n Lm(O, T; Lz((w)). (6.11) 
We find from (6.5) 
Hence, 
pn is bounded in Lm(O, T). (6.12) 
&,/at is bounded in L2(0, T; fF(R)). (6.13) 
We set &(t) = ST,” un2(t) dx, 
&, is bounded in L*(O, T). 
Equation (6.10) implies: 
d&/dt is bounded in L*(O, T). 
(6.14) 
(6.15) 
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Then we can extract three converging sequences also noted u, , pn, $n. 
such that: 
u, --f u for weak topology of L2(0, T; W(R)) and a.e. (6.16) 
& + I# for the strong topology of L1(O, T) (6.17) 
(by compactness of WIJ(O, T) into L1(O, T).) 
And also 
Hence, 
#n --f I/ for the strong topology of L2(0, T). (6.18) 
pLn. + TV = p# for the strong topology of L2(0, T). 
Now we can pass to the limit in Eq. (6.4): 
(6.19) 
(au/at) - (p# + po)(8u/%x2) + u(au/ax) = 0. (6.20) 
As in Section 2, we form the difference between Eqs. (6.4) and (6.20), 
(wn = u, - u): 
I =dt)i2 + ~0 Iot j 2 (4 I2 da 
+ C, 1’ i(us + u)(c4m2 I w,(u)12 da. 
‘0 
(6.21) 
In fact, we see that &~/8x belongs to L”(0, T; L2(R)) by differentiating Eq. 
(6.20). Finally, 
U, + u for the strong topology of L”(0, T; 152(R)). 
Then we also verify the strong convergence in L2(0, T; W(R)). 
Now we can pass to the limit in Eq. (6.5). 
(6.22) 
However, 
~~(0) = 0 + p(O) = p j--= (u~)~ dx 
--m 
(6.23) 
There is a boundary layer at time t = 0.’ Q.E.D. 
2 A study of this boundary layer will be the purpose of an other publication. 
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Concluding this section, one can remark the close relationship between 
limit problem (6.8), (6.9) and problem 5.3 [12, p. 2081. 
7. SOME NUMERICAL RESULTS 
To approximate Eq. (2.1), we have used a Lax-Wendroff’s scheme [13, 
141 and to approximate Eq. (2.2), an ordinary Euler’s method. 
As time and space steps, we have chosen, respectively, l/l0 and 2. 
p0 = 0 in all our numerical tests (i.e., the physical situation). 
We shall call “model case” problem (2.1)-(2.4) with parameters chosen as 
follow: h = I, y = 10, u,, is a triangular peak of area 20. The evolution of u 
and p are depicted, respectively, in Figs. 1 and 2. These diagrams also contain 
FIG. 1. Evolution of II = U(X, t) in the “model case” X = 1, y = 10. 
the following cases: (h = IO, y = loo), (X = 100, y = 1000). Then Fig. 1 
is a good approximation of the solution to problem (6.8), (6.9), with p = I/l0 
and puo = 0. That property has been explained in Section 6. 
InFig.3,wefixh=I,andwelety -+ 0. One can see that as y decreases, 
there is more diffusion and less deplacement. 
In [2, 31, Reinisch has shown that when t - + 03, the triangular shape of u 
essentially depends on the ratio x/y. This arises in Fig. &-diagrams corre- 
sponding to pairs (A = I, y = 1) and (h = 10, y = 10) are different at the 
beginning and then are going to merge into one another. 
Study of both cases (y large and X small) is difficult because of p being small. 
Equation (2.1) then degenerates into Burgers’ first-order equation 
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FIG. 2. Evolution of p = p(t) in the “model case.” 
FIG. 3. Evolution of u = u(x, t; A, y) as y decreases, X = 1 fixed. Diagram (1): 
y = 5.; Diagram (2): y = 0.5; Diagram (3): y = 0. . 
(z+ + uu, = 0). However, we have studied (Fig. 5) the case (A = 1, y = 100) 
by adding either a term --~,(Pu/&~) or a term of order 3, 
as indicated in [13, 141. 
A 
2. 
1. 
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FIG. 4. Evolution of u = u(x, t). Diagram (1): X = y = 1; Piagram (2): h = y= 10. 
Frc.5. h=l,y= 100: the solution u degenerates. We add [see Diagram (l)] 
a term of order 3 (7 = 3) or [see Diagram (2)] a term of order 2 (p,, = 0.01). 
We did not consider the case where y is small and h large-actually, there 
is only diffusion. 
Finally, we note that diffusion increases with J’I uO dx. 
670 BRAUNER AND PENEL 
8. THE PROBLEM OF IDENTIFICATION 
From now on, we are trying to identify the two parameters X and y in 
problem (2.1)-(2.4). We suppose that the state of the solution u is known at 
time T by some physical experiment. We refer the reader to Section 1 for 
further details on the physical point of view. 
We emphasize the dependence of the pair (u, p) on the parameters X 
and y by noting 
or 24 = u(A Y), 03.1) 
or CL = P.(k Y)- (8.2) 
Note. Once for all, we shall make the following additional assumption to 
problem (2.1)-(2.4): 
ug E H’(R). (8.3) 
In order to identify the two parameters h and y, we introduce a cost function 
&(A, y) defined on the range ((A, y) E R2, X > 0, y > O> by 
x(X, y) = J” = (u( T; A, y) - uT)~ dx, 
-32 
where z+ (given in L2(R)) represents the state of u observed at time T. 
In the next section, we shall prove that the cost function is differentiable. 
Let us introduce the closed convex set gad of the “admissible parameters”: 
(8.4) 
where E > 0 and M are given. 
Of course, the cost function will be continuous on Pad: It admits at least 
one minimum in Yad. 
In Section 10, we shall calculate the gradient of 9. The knowledge of the 
gradient will lead us to consider numerical algorithms in order to find a pair 
(A, y) where the gradient is (nearly) equal to zero. 
9. SOME DIFFERENTIABILITY RESULTS 
We introduce the following notations 
Go = {u EL’(O, T; H2(R)) n H1(O, T; P(R)), u(x, 0) = uo(x)}, (9-l) 
E” = lp E H’(0, T), p(O) = 0). (9.2) 
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We note that @O is a variety of the space L2(0, T; H2( R)) n Hr(0, T; L2( R)), 
parallel to the subspace @,O: 
@*O = tu E L2(0, T; H*(R)) n Hl(0, T; L2( Iw)), u@, 0) = 0). (9.3) 
We set 
(9.4) 
We denote by F the vector of components Fl and F2, which maps 
@ x E” X R2 into L2(Q) x L2(0, T). 
LEMMA 9.1. F is continuously dzferentiable. 
Pyoof. We have to show that each Fi is continuous and that its partial 
derivatives exist and are also continuous. 
Let 
(@, pn, Aa, yn) + (u, CL, A, y) with respect to the norm of @O x EO x R2. 
(9.6) 
Then 
IP + u in LTQh (9.7) 
Pn+P in Lm(O, T). (9.8) 
By means of (9.7) and (9.8), it is easy to pass to the limit in most of the terms 
of (9.4) and (9.5). 
Now we can see that 
Then 
un+u in CO(P, Tl, L2(@). (9.9) 
I w)l’- I u(t>l” for each t. (9.10) 
By Lebesgue’s theorem, 
1 zP(t)i2 + 1 u(t)i2 in L2(0, T). (9.11) 
On the other hand, one can easily compute the partial derivatives and verify 
the admissibility of such a differentiation. 
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For instance, let 
su E @*O, 
z (% CL> A, Y) E =q@*“, WQ)), 
~(u,r,h,y).Su=~Su-~~Su+u~su+~Su. 
In fact, 
+ 1; [(u + Su)2 - u”] - ; [2u . Su] 1 
(9.12) 
(9.13) 
(9.14) 
(9.15) 
We shall denote the vector of components (aF,/&) (u, p, A, y) by 
g (4 CL> A Y) . 
and 
have similar meanings. 
Let us now define the following linear mapping 
(9.16) 
bY 
(9.17) 
This linear mapping may be regarded as a matrix denoted by 
A + A(u, p, A, y), whose coefficients are linear operators. 
(9.18) 
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LEMMA 9.2. Let (u, p, A, y) be jixed in @ x E” x IF. Besides, we assume 
that p > 0 und 
g CL”(Q), (9.20) 
g E Lqo, T; Ly R)). (9.21) 
Then (aF/a(u, p)) (u, p, A, y) is an isomorphism of @*O x EO onto 
L2(Q) x L2(0, T). 
Proof. Let f = (fi , f2) be given in L2(Q) x L2(0, T). We consider the 
problem 
[A + 4% I*, k r>l 9 = f, (9.22) 
9 E @*O x E”. (9.23) 
As usual, we begin by making a substitution: 
f& = e-xt+ (9.24) 
where x is a strictly positive number at our disposal. 
Let us now examine the following problem: 
841 at - (P + po) g + xh + $ (4) - $4, =fG+, 
% + (x + r> d2 - 2X I’” 4x, t) 44x, 0 dx =fP, --cc 
(9.25) 
(9.26) 
41(x, 0) = 42(O) = 0. (9.27) 
We shall consider the bilinear form b defined on the space P(R) x IF! by 
44, #), (~,8)1 =W + PO) 1-y 2 $ dx 
+ (x + y) 4 - 2&3 j-+- u(x, t) 4(x, t> dx. 
--P 
In order to prove that problem (9.25)-(9.27) has one and only one solution 
in the space L2(0, T; Hi(R)) x L2(0, T), we have to show that 
c > 0. (9.29) 
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This result will follow from Assumptions (9.20) and (9.21). In fact, 
@(A 4)> (% 41 = NA 4 = (P(f) + PO) / 2 I2 + x I + I2 
+ a2(x + Y - 4 - 1). (9.32) 
Hence, (9.29) holds if x is chosen “large enough.” By means of Lemma 3.1, 
it is easily seen that the solution belongs to the space @*O x E”. Q.E.D. 
LEMMA 9.3. The mappings (A, y) - @(A, y), /L(X, y)) is continuously dif- 
ferentiuble of the range {(A, y) E R2, X > 0, y > O> into @*O x E”. [Under 
Assumption (8.3)!] 
Proof. Let /\*, y* be fixed, X* > 0, y* > 0. Setting 
u* = 24(X”, y”) and p* = pp*, Y*), (9.33) 
we have 
(u”, p*, x*, y*) E CD0 x E0 x w, 
F(u*, P*, X*, y*) = 0. 
By virtue of Lemma 5.1, 
(9.34) 
(9.35) 
(9.36) 
(9.37) 
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Hence, it follows from Lemma 9.2 
& (u*, p*, A*, r*) is an isomorphism of 
(9.38) 
De0 x E” onto I?(Q) x L2(0, T). 
Then Lemma (9.3) is true in view of the implicit functions theorem.3 
Q.E.D. 
Note. We shall denote by (u,‘(h, y), CL,,‘@, Y)), and (uy’(k Y), P,‘(& Y)) 
the partial derivatives of the mapping (A, y) - (u(h, y), ~(h, y)). They are 
belonging to the space @,O x Ea. 
We conclude this section by the following theorem. 
THEOREM 9.1. Under assumption (8.3), th e cost function (A, r) is continu- 
ously diflerentiuble on the range {(A, y) E F!?, h > 0, y > O}. 
10. CALCULATION OF THE GRADIENT 
Let (A, y) be a pair of admissible parameters. We may compute the partial 
derivatives of the cost function 9 at this point. 
Since 
we have 
(10.1) 
+$ (A, y) = 2 ftm [u(T; A, y) - UT] uA’(h, y; T) dx, 
‘-X 
(10.2) 
y (A, y) = 2 I+- [u(T; A, y) - UT1 %‘h Y; T) dx. (10.3) 
--‘n 
We set 
W, r> = Wh 14, CL@, r>> A r>. (10.4) 
Since the mapping G is identically equal to zero on the range {(A, y), h > 0, 
y > 01, it follows (denoting u(A, y) by u, p(A, y) by p) that 
(10.5) 
(10.6) 
in the space L2(@ x L’(O, I”). 
3 For further details, see 19, p. 31 or 1031. 
409/45/3-10 
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That means 
(10.7) 
(%‘(k 717 Pn’(h YN E @*O x EO, (10.8) 
[A + 4% PL, 4 r)l (%‘(A Yh PLy’Gt YN = - g 64 tL7 A? Y)7 (10.9) 
@.,‘(A y), PLy’(A Y)) E @*O x P. (10.10) 
We now transform (10.7) by introducing an adjoint state p = (p, , pa), 
being in duality with (uA’(X, y), pA’(A, y)) and (~,‘(h, y), p,,‘(A; 7)): By trans- 
posing the isomorphism [A + A(u, CL, A, r).], p is uniquely defined in the 
space L2(Q) x L2(0, T)4 by 
((p, [A + 4% P, A, r)l 4~)) = 2]+m [u(A, y; T) - UT] g,(T) dx 
v+ = (c*J E @*O x EO, 
(10.11) 
where the double brackets denote the scalar product in the space 
L2(Q) x P(O, T). 
Choosing + equal to (uA’(X, y), pA’(A, y)) in (10.1 I), we find that 
g (4 Y) = ((PT - $- (u, VL, 4 Y,)) . (10.12) 
This means 
g (A Y) = jQP,(t) u2(x, t; A Y) dx dt. (10.13) 
NOW we choose J, equal to (U,,‘(A) y), r,‘(h, y)) in (10.11): 
$-f (4 Y) = ((PY - 5 (% CL? A, Y,)) . 
Hence 
(10.14) 
y (A, r) = - j ‘pz(t) &; 4 r> dt. 
0 
(10.15) 
Integrating by parts, one can easily reexpress Eq. (10.11) in the form 
8Pl 
at - (FL + PO> ;: ap1 2 - u z - 2xup, = 0, (10.16) 
-%+yp,= j-:$v% (10.17) 
Pdx, T) = u(x, T) - z+(x), (10.18) 
P,(T) = 0. (10.19) 
4 One can easily find further results on regularity. 
NONLINEAR SELF-CONSISTENT SYSTEM 677 
11. NUMERICAL TREATMENT 
In fact, we are not able to find a minimum of the cost function: We expect 
a pair (h, y) where the gradient is equal to zero. We have used a gradient 
method which is particularly simple and cheap. Our algorithm is as follows. 
We start from (ho, r”) g iven in gad . (P, y%) being known, we are trying 
to calculate (Xn+i, yn+l). First we compute (un+l, ~~+l) by means of 
ae+l -- 
at I*- 
ntl a++1 
ax2 + ’ 
n+l aun+l ~ = 0 ax (p. = O), (11.1) 
dpn+l 
dt- .+ ynp”+l = An j +m (~+l)~ dx, (11.2) 
-co 
u”+l(x, 0) = uo(x), (11.3) 
p+yo) = 0. (11.4) 
Then we compute the adjoint-state pn+l = (p:“,&“): 
ap:" n+l awl -7-C" F-u ntl ax+1 -- ax 
2hQ+lp;+l = 0, (11.5) 
dp;+’ 
- dt + Y”P!+~ = j 
+m &p+l 
--m 
T~;+l dx, 
(11.6) 
After pn+l, we compute 
p;+yx, T) = zP+yx, T) - u&c), 
(11.7) 
p;+y T) = 0. (11.8) 
g (A”, yn) = ~Qp:+l . (u’-)~ dx dt, (11.9) 
T (hn, yn) z - ~orp;tlfi^” dt. (11.10) 
Then we put 
An+1 
* = A" + yn+1 (11.11) 
YF (11.12) 
where yn+l is a parameter to determine. 
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Finally, 
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(hn+l, yn’l) = proj on 92zd of (h”*tl, yn*+‘). (11.13) 
Of course, the difficulty lies in an optimal choice of yTLfl. We have tested 
this algorithm by building an observed state uT , starting from a given pair 
(A, r). Most frequently, we have tried to identify the “model case.” (A = 1, 
y = 10 is then the “exact solution”.) 
TABLE I 
Numerical Treatment of the Problem of Identification 
[In each iteration, we determine the optimal parameter r”. 
Computation time (including compilation) 
is always less than 1 min of UNIVAC 1108.] 
A, = 1 y. = 10 ur = U(x, T; h, , yo) 
h Y I = I(4 Y) 
4.0 10.0 0.895 
3.0 10.4 0.587 
2.0 10.8 0.227 
1.0 11.2 0.00877 
1.07 11.2 0.00143 
1.09 11.2 0.00040 
0.5 0.1 3.27 
0.375 0.443 1.70 
0.250 0.786 0.506 
0.125 1.13 0.00146 
0.0938 1.13 0.0199 
0.125 1.13 0.00145 
16.0 20.0 1.78 
12.0 23.2 1.83 
8.0 26.4 0.876 
4.0 29.6 0.0309 
2.91 29.8 0.0000775 
3.0 29.8 0.0000648 
__- 
1.0 
70.8 
4.05 
7.10 
7.26 
7.41 
80.0 0.216 
79.1 1.94 
80.0 0.0517 
79.9 0.00267 
79.9 0.00174 
79.9 0.00100 
I@, Y) = [+” tub, T; 4 Y) - Ur)* dJr 
J-K 
Grad. f 
-___-~-. 
0.101; -0.251 1 T = 50 
1st iteration 
-0.0124; 0.138 1 2nd iteration 
4.39; -1.60 1 T= 10 
1st iteration 
0.0313; -0.268 1 2nd iteration 
0.0262; -0.0326 I T= 10 
1st iteration 
0.00265; -0.0196 
j 2nd iteration 
-0.00379; 0.303 I T= 10 
1st iteration 
-0.000383;0.00431 
1 2nd iteration 
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As shown in the table, the algorithm always converge after one or two 
iterations to a solution of the identification problem. Such a solution is 
“homothetic” to the exact solution. This fact has led us to study the topo- 
graphical shape of the cost function (Fig. 6). One can see that the solutions 
form a “valley” in the direction x/r = I/10. However, this “valley” deviates 
in a neighborhood of (0, 0). Unfortunately, the direction of descent 
lvr,M,MaM~ joins the “valley” in a region where the declivity is too weak to 
minimize the cost function again. 
J (A.y) 4 
FIG. 6. Topographical study of the cost function. MJkZ&Z3M4 is a direction of 
descent. Note that the “surface” is not convex everywhere. (In the region 97, the 
Cauchy’s problem degenerates.) 
APPENDIX 
In his paper [4], Hopf has presented a complete study of Burgers’ equation 
in the case 
For instance, if u,, EG(R), Eqs. (Al) and (A2) have a solution 
s 
+=x-y 
-t exp 
24(x, t) = zrn ~+co 
1 - &WY, “)I dY 
9 (A3) 
J --r 
exp I- &F(~,Y, t)/ dy 
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where 
qx, y, t) = q + IU u,(r]) d7j 
0 
(A41 
in some finite strip IO, T[. 
One can verify that u and au/ax belong to L2(Q) (Q = IO, T[ x R); 
the solution is unique in the class L2(0, T; H1( R)). 
We shall now suppose that the diffusion-coefficient is a function of t: 
where p(t) is a positive continuous function on [0, T]. 
We build a sequence u” by: 
uo = zLo ELyR). (A7) 
ZP+~ is the solution of a Burgers’ Equation on the layer Ink, nk + k[ x R, 
with a time-independent diffusion coefficient. 
zP+yx, nk) = zP(X, nk). 
We define uk and pELB by 
v&) = un+l(t), (t E I& A + a 
s 
nk+k ~(4 do. ,rk 
0, (A8) 
(A9) 
(AlO) 
(All) 
One can easily verify that 
uk + u for the weak topology of L2(0, T; H’(R)) and a.e.; 
pk + p for the strong topology of L2(0, T) (by means of Lebesgue’s 
theorem). 
Then (u, II) is a solution of problem (A5) (A6). 
One can verify the uniqueness by Gronwall’s Lemma. 
Besides, if u. E L1(R) 
s 
+m 
s 
i-m 
uk(x, t) dx = uow de% (see [4, p. 2071). (-412) -a) --co 
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