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Abstract. Based on our previous work on algebraic laws for true concurrency, we design a skeleton of struc-
tured parallel programming language for true concurrency called SPPLTC. Different to most programming
languages, SPPLTC has an explicit parallel operator as an essential operator. SPPLTC can structure a truly
concurrent graph to a normal form. This means that it is possible to implement a compiler for SPPLTC. We
also design an imperative parallel programming language called IPPL, including its operational, denotational
and axiomatic semantics.
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1. Introduction
Parallel computing [4] [3] is becoming more and more important. Traditional parallelism often existed in
distributed computing, since distributed systems are usually autonomous and local computer is single-core
and single-processor and timed (Timed computing is serial in nature). Today, due to the progress of hardware,
multi-cores, multi-processors, GPU make the local computer true parallel.
Parallel programming language has a relatively long research history. There have been always two ways:
one is the structured way, and the other is the graph (true concurrency) way. The structured way is often
based on the interleaving semantics, such as process algebra CCS. Since the parallelism in interleaving is
not a fundamental computational pattern (the parallel operator can be replaced by alternative composition
and sequential composition), the parallel operator often does not occur as an explicit operator, such as the
mainstream programming languages C, C++, Java, et al.
The graph way is also called true concurrency. There also have been some ways to structure the graph [2]
[5], but these work only considered the causal relation in the graph, and neglect the confliction and even the
communication. And there are also industrial efforts to adopt the graph way, such as the workflow description
language WSFL. The later workflow description language BPEL adopts both the structured way and the
Correspondence and offprint requests to: Yong Wang, Pingleyuan 100, Chaoyang District, Beijing, China. e-mail:
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graph way. Why does BPEL not adopt the structured way only? It is because that the expressive power
of the structured way is limited. Then why does BPEL not adopt the graph way only? It is just because
that the graph could not be structured at that time and the structured way is the basis on implementing a
compiler.
We did some work on true concurrency, and we found the algebraic laws for true concurrency called
APTC [1]. APTC not only can be used to verify the behaviors of computational systems directly, but also
implies a way to structure the truly concurrent graph. So, based on APTC, we design a skeleton of structured
programming language for true concurrency called SPPLTC. We extend parallelism as an explicit mechanism
to traditional imperative language, which is called IPPL. We give the operational semantics and denotational
semantics of IPPL, and prove the relation between the operational semantics and denotational semantics.
This paper is organized as follows. We do not introduce any preliminaries, for our work on true concur-
rency, please refer to [1]; for operational semantics and denotational semantics, please refer to [6] and [7]; for
formal semantics of programming language, please refer to [8]. We introduce the syntax of SPPLTC in sec-
tion 2, the operational semantics of SPPLTC in section 3, the structuring algorithm in section 4. In section
5, we design an imperative parallel programming language called IPPL, including its syntax, operational
semantics, denotational semantics and axiomatic semantics. Finally, we conclude this paper in section 6.
2. Syntax
Let τ denote the silent step (internal action or event) and define Act to be the set of actions, a, b range over
Act. We write P for the set of processes. For each process constant schema A, a defining equation of the
form
A
def= P
is assumed, where P is a process.
The standard BNF grammar of syntax of SPPLTC can be defined as follows:
P ∶∶= A ∣ P0 ⋅P1 ∣ P0 + P1 ∣ P0 ∥ P1.
Where ⋅ defines sequential computation which is a causality in execution time, + defines alternative
computation which is a kind of conflict. ∥ explicitly defines concurrency. There are other kinds of operators
in APTC [1], such as communication merge ∣, but, these operators can be replaced by the above three
fundamental operators.
As a programming language, either an imperative language or a functional language, should contain
more ingredients, such as the set of numbers, the set of truth values, the set of store locations, arithmetic
expressions, boolean expressions, commands or functions, and iteration or recursion. The above grammar
definition is a simplification of traditional programming language, with a focus on parallelism. We can treat
atomic actions as commands, they can operate on values, but the details of operations are omitted. The if-else
condition are simplified as alternative composition and the condition is omitted. And we neglect iteration or
recursion, because APTC contains recursion.
3. Operational Semantics
True concurrency is a graph driven by causality and conflict. While concurrency and consistency are implied.
For causality, there are two kinds: the causality in execution time, and communications between communica-
tion actions in different parallel branches. For conflict, there are also two kinds: the conflict structured by +,
and the conflicts existed among actions in different parallel branches. And other computational properties,
such as the whole truly concurrent operator ≬, the conflict elimination operator Θ, the deadlock constant
δ, encapsulation operator ∂H , recursion, the silent step τ , and the placeholder S○ are also needed in parallel
programming.
The operational semantics defined by labelled transition systems (LTSs) are almost the same as APTC
[1], except for the parallel operator ∥, we know that in true concurrency, by use of the placeholder S○, ∥
contains both the interleaving semantics and true concurrency, that is, a ∥ b = a ⋅ b + b ⋅ a + a ∥ b + a ∣ b. For
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aÐ→√ y bÐ→ y′
x ∥ y {a,b}ÐÐÐ→ y′
x
aÐ→ x′ y bÐ→ y′
x ∥ y {a,b}ÐÐÐ→ x′ ≬ y′
Table 1. Transition rules of parallel operator ∥
SPPLTC, as a parallel programming language, there is also another computational properties that should
be considered, race condition, denoted %. Two actions a and b in race condition, denoted a%b, mean that
they maybe share a same variable, and they should be executed serially and non-deterministically. That is,
a ∥ b(a%b) = a ⋅ b + b ⋅ a, we use actions in race condition relation as a predicate.
So, we give the operational semantics of parallelism as Table 1 defines. And we omit the transition rules
of other computational properties, please refer to APTC [1]. In the following, let a, b, a′, b′ ∈ Act, and let
variables x, y, z range over the set of terms for true concurrency, and the predicate
a
Ð→
√
represents successful
termination after execution of the action a.
4. Structuring Algorithm
By APTC, We know that the truly concurrent graph can be structured. Because in APTC, by use of the
axiomatic systems for all the computational properties (we do not repeat here again, please refer to APTC[1]),
we can obtain the elimination theorem which says that for a closed APTC term p, there are a closed basic
APTC term (actions, ⋅, +, and ∥ combined term) q, such that APTC ⊢ p = q. And also, the closed basic term
q has only one normal form as follows:
s1 +⋯+ sk
with each si either an atomic action or of the form
t1 ⋅ ⋯ ⋅ tm
with each tj either an atomic action or of the form
u1 ∥ ⋯ ∥ un
with each ul an atomic action, and each si is called the summand of s.
This means that in SPPLTC, the truly concurrent graph not only can be structured, and also has only
one syntax analysis tree (has only one normal form).
As an implementation-independent language, the structuring algorithm of SPPLTC can be designed as
follows:
1. Input the unstructured truly concurrent graph;
2. By use of SPPLTC, implement the graph as a program;
3. By use of the axiomatic systems of APTC, structure the program, get the normal form;
4. Run the program: use the normal form as the only syntax tree, implement the SPPLTC compiler;
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(a) Utilize multi thread mechanism, the compiler can be a local machine compiler for Windows, Linux,
iOS, or Andoid;
(b) Utilize the concrete parallel implementation mechanism, such as multi-cores, multi-processors, GPUs,
distributed computing, the compiler can be the corresponding compiler to generate the corresponding
runtime codes;
(c) The compiler can be a translator to translate the SPPLTC program to multi languages, such as the
mainstream languages C, C++, Java, and the newly occurred languages Go, Python, et al;
(d) SPPLTC can be a parallelism mechanism to embedding into multi language, such as C, C++, Java,
or to enhance the original parallelism mechanism, such as Go.
5. An Imperative Parallel Programming Language
In this section, we design a detailed imperative parallel programming language, abbreviated IPPL.
5.1. Syntax
The syntactic sets of IPPL are as follows.
● Numbers set N, with positive, negative integers and zero, and n,m ∈ N;
● Truth values set T, with values {true, false};
● Storage locations Loc, and X,Y ∈ Loc;
● Arithmetic expressions Aexp, and a ∈Aexp;
● Boolean expressions Bexp, and b ∈ Bexp;
● Commands Com, and c ∈ Com.
The formation rules of IPPL are:
For Aexp:
a ∶∶= n ∣ X ∣ a0 + a1 ∣ a0 − a1 ∣ a0 × a1
For Bexp:
b ∶∶= true ∣ false ∣ a0 = a1 ∣ a0 ≤ a1 ∣ ¬b ∣ b0 ∧ b1 ∣ b0 ∨ b1
For Com:
c ∶∶= skip ∣ X ∶= a ∣ c0; c1 ∣ if b then c0 else c1 ∣ while b do c ∣ c0 ∥ c1
We see that the syntax of IPPL is almost same to traditional imperative language, except for the explicit
parallel operator ∥ in Com.
5.2. Operational Semantics
The operational rules of Aexp, Bexp, and other commands in Com except ∥ is same to traditional im-
perative language, we do not repeat any more, please refer to [8] for details. We only give the rules of ∥ as
follows.
⟨c0, σ⟩ → σ′′ ⟨c1, σ′′⟩→ σ′
⟨c0 ∥ c1, σ⟩→ σ′
⟨c1, σ⟩→ σ′′′ ⟨c0, σ′′′⟩→ σ′
⟨c0 ∥ c1, σ⟩→ σ′
Note that, the above rules must be satisfied simultaneously for ∥, which is different to sequencing ; in
nature.
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Note that, for true concurrency, there are still three other properties should be processed: communication,
conflict, and race condition.
1. Communication is occurring between two atomic communicating commands, which can be defined by a
communication function γ(c0, c1) ≜ c(c0, c1). Communications can be implemented by several ways: share
storage locations, invocation of functions by values, or network communications. For a pure imperative
programming lange, we only consider the case of share storage locations, so, there is no need to define new
communicating commands. So, two commands in communication is with a relation γ(c0, c1) ≜ c(c0, c1),
but rules of c0 ∥ c1 are still the same to the above ones;
2. Conflict may have two forms: one exists as the condition rules define; the other may exist among the
parallel branches, which must be eliminated. But the elimination of conflict existing in parallel branches
may lead to non-deterministic results (refer to [1] for details). For simplicity, we assume that the programs
written by IPPL have no conflicts, because a program with the conflicts existing among parallel branches
have an equal program without conflicts. That is, the conflicts can be eliminated and structured;
3. Race condition may exist in two parallel commands, for example, they are all executing assignment to
a same storage location. Two parallel commands in race condition must be executed serially. We should
define new rules for race condition, but, these rules also lead to non-deterministic results. So, we also
assume that the programs written by IPPL deal with this situation and the non-deterministic execution
is eliminated. In fact, we can write c0 ∥ (skip; c1) or (skip; c0) ∥ c1, or put c0, c1 in a condition, where
c0 and c1 are in race condition.
We can get the following propositions. Where ∼ is an equivalence relation on commands by the definition,
where Σ is the set of states:
c0 ∼ c1 iff ∀σ,σ
′ ∈ Σ, ⟨c0, σ⟩→ σ′⇔ ⟨c1, σ⟩ → σ′
Proposition 5.1. c0 ∥ c1 ∼ c1 ∥ c0, for c0, c1 ∈Com.
Proof. By use of the transition rules of ∥, it is quite trivial and we omit it.
Proposition 5.2. (c0 ∥ c1) ∥ c2 ∼ c0 ∥ (c1 ∥ c2), for c0, c1, c2 ∈ Com.
Proof. By use of the transition rules of ∥, it is quite trivial and we omit it.
Proposition 5.3. (if b then c0 else c1) ∥ c2 ∼ if b then c0 ∥ c2 else c1 ∥ c2, for c0, c1, c2 ∈Com
Proof. By use of the transition rules of condition and ∥, it is quite trivial and we omit it.
Proposition 5.4. For c0, c1, c2, c3 ∈ Com,
1. (c0; c1) ∥ c2 ∼ (c0 ∥ c2); c1;
2. (c0; c1) ∥ (c2; c3) ∼ (c0 ∥ c2); (c1 ∥ c3).
Proof. By use of the transition rules of sequencing and ∥, they are quite trivial and we omit them.
5.3. Denotational Semantics
The denotational semantics of Aexp, Bexp, and other commands of Com except ∥ is same to traditional
imperative language, we will not repeat any more, please refer to [8]. Let the semantic function of Com be
C ∶Com→ (Σ ⇀ Σ), and the partial function C[[c]] is a denotation of c.
The denotation of parallel operator ∥ is:
C[[c0 ∥ c1]] = {C[[c0]]} ∪ {C[[c1]]}
We can get the following propositions.
Proposition 5.5. C[[c0 ∥ c1]] = C[[c1 ∥ c0]], for c0, c1 ∈Com.
Proof. By the definition of the denotation of ∥, it is quite trivial and we omit it.
Proposition 5.6. C[[(c0 ∥ c1) ∥ c2]] = C[[c0 ∥ (c1 ∥ c2)]], for c0, c1, c2 ∈ Com.
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Proof. By the definition of the denotation of ∥, it is quite trivial and we omit it.
Proposition 5.7. C[[(if b then c0 else c1) ∥ c2]] = C[[if b then c0 ∥ c2 else c1 ∥ c2]], for c0, c1, c2 ∈Com
Proof. By the definition of the denotation of condition and ∥, it is quite trivial and we omit it.
Proposition 5.8. For c0, c1, c2, c3 ∈ Com,
1. C[[(c0; c1) ∥ c2]] = C[[(c0 ∥ c2); c1]];
2. C[[(c0; c1) ∥ (c2; c3)]] = C[[(c0 ∥ c2); (c1 ∥ c3)]].
Proof. By the definition of the denotation of sequencing and ∥, they are quite trivial and we omit them.
5.4. Relations between Operational Semantics and Denotational Semantics
The operational and denotational semantics still agree on the evaluation of Aexp and Bexp, we do not
repeat any more, please refer to [8] for details. We will prove the agreement of the case Com as follows.
Lemma 5.9. For all commands c and states σ,σ′,
⟨c, σ⟩ → σ′ ⇒ (σ,σ′) ∈ C[[c]]
Proof. We will use rule-induction on the operational semantics of commands. For c ∈ Com and σ,σ′ ∈ Σ,
define
P (c, σ, σ′)⇔def (σ,σ
′) ∈ C[[c]]
We will show P is closed under the rules for the execution of commands, and we will only prove the new
case of ∥.
Recall the transition rules of ∥ are:
⟨c0, σ⟩ → σ
′′ ⟨c1, σ
′′⟩→ σ′
⟨c0 ∥ c1, σ⟩→ σ′
⟨c1, σ⟩→ σ
′′′ ⟨c0, σ
′′′⟩→ σ′
⟨c0 ∥ c1, σ⟩→ σ′
Assume that
⟨c0, σ⟩ → σ
′′&P (c0, σ, σ
′′)&⟨c1, σ
′′⟩→ σ′&P (c1, σ
′′, σ′)&⟨c1, σ⟩ → σ
′′′&P (c1, σ, σ
′′′)&⟨c0, σ
′′′⟩→ σ′&P (c0, σ
′′′, σ′)
From the meaning of P , we can get that
C[[c0]]σ = σ′′ and C[[c1]]σ′′ = σ′ and C[[c1]]σ = σ′′′ and C[[c0]]σ′′′ = σ′
We can get
C[[c0 ∥ c1]]σ = σ′
which means that P (c0 ∥ c1, σ, σ
′) holds for the consequence of the rule, and is closed under this rule.
Theorem 5.10. For all commands c and states σ,σ′,
C[[c]] = {(σ,σ′)∣⟨c, σ⟩ → σ′}
Proof. Lemma 5.9 gives the ⇐ direction of proof, we only need to prove
(σ,σ′) ∈ C[[c]]⇒ ⟨c, σ⟩→ σ′
It is sufficient to induct on the structure of command c, we only prove the new case of c ≡ c0 ∥ c1.
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Suppose (σ,σ′) ∈ C[[c]]. Then there are some states σ′′, σ′′′, such that (σ,σ′′) ∈ C[[c0]], (σ′′, σ′) ∈ C[[c1]],
and (σ,σ′′′) ∈ C[[c1]], (σ′′′, σ′) ∈ C[[c0]]. By the hypothesis of c0, c1, we get
⟨c0, σ⟩ → σ
′′ and ⟨c1, σ
′′⟩→ σ′ and ⟨c1, σ⟩ → σ
′′′ and ⟨c0, σ
′′′⟩→ σ′
So, ⟨c0 ∥ c1, σ⟩ → σ
′, as desired.
5.5. Axiomatic Semantics
In this subsection, we give an axiomatic semantics for IPPL by extending the Hoare rules with parallelism.
5.5.1. Extended Hoare Rules for Parallelism
IPPL should be extended to support assertion.
For Aexp, it should be extended to:
a ∶∶= n ∣ X ∣ i ∣ a0 + a1 ∣ a0 − a1 ∣ a0 × a1
where i ranges over integer variables, Intvar.
For Bexp, it should be extended to support boolean assertion:
A ∶∶= true ∣ false ∣ a0 = a1 ∣ a0 ≤ a1 ∣ ¬A ∣ A0∧A1 ∣ A0∨A1 ∣ A0 ⇒ A1 ∣ ∀i.A ∣ ∃i.A
And the formation rule of Com is maintained:
c ∶∶= skip ∣ X ∶= a ∣ c0; c1 ∣ if b then c0 else c1 ∣ while b do c ∣ c0 ∥ c1
Note that, Com contains a parallel composition ∥.
The denotational semantics should also contain an interpretation I.
The full extended Hoare rules are as follow.
Rule for skip:
{A}skip{A}
Rule for assignments:
{B[a/X]}X ∶= a{B}
Rule for sequencing:
{A}c0{C} {C}c1{B}
{A}c0; c1{B}
Rule for conditionals:
{A ∧ b}c0{B} {A ∧ ¬b}c1{B}
{A}if b then c0 else c1{B}
Rule for while loops:
{A ∧ b}c{A}
{A}while b do c{A ∧ ¬b}
Rule for consequence:
⊧ (A⇒ A′) {A′}c{B′} ⊧ (B′ ⇒ B)
{A}c{B}
Rule for parallelism:
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{A}c0{C} {C}c1{B} {A}c1{D} {D}c0{B}
{A}c0 ∥ c1{B}
5.5.2. Soundness of The Extended Hoare Rules
We can prove that each rule is sound by the following soundness theorem.
Theorem 5.11. Let {A}c{B} be a partial correctness assertion, if ⊢ {A}c{B}, then ⊧ {A}c{B}.
Proof. It is sufficient to induct on the rule to prove each rule is valid. We only prove the new case of ∥ rule.
Assume that ⊧ {A}c0{C} and ⊧ {C}c1{B}, and ⊧ {A}c1{D} and ⊧ {D}c0{B}. Let I be an interpretation.
Suppose σ ⊧I A. Then C[[c0]]σ ⊧I C and C[[c1]](C[[c0]]σ) ⊧I B, and C[[c1]]σ ⊧I D and C[[c0]](C[[c1]]σ) ⊧I B.
Hence, ⊧ {A}c0 ∥ c1{B}, as desired.
5.5.3. Completeness of The Extended Hoare Rules
Go¨del’s Incompleteness Theorem implies that the extended Hoare rules are incomplete. We prove the relative
completeness in the sense of Cook.
Theorem 5.12. IPPL extended with assertion is expressive.
Proof. It is sufficient to induct on the structure of command c, such that for all assertions B there is an
assertion w[[c,B]], for all interpretations I
wpI[[c,B]] = w[[c,B]]I
We only prove the new case of parallelism c ≡ c0 ∥ c1.
Inductively define w[[c0 ∥ c1,B]] ≡ w[[c0,w[[c1,B]]]] and w[[c0 ∥ c1,B]] ≡ w[[c1,w[[c0,B]]]]. Then, for
σ ∈ Σ and any interpretation I,
σ ∈ wpI[[c0 ∥ c1,B]] iff C[[c0 ∥ c1]]σ ⊧I B
iff C[[c1]](C[[c0]]σ) ⊧I B and C[[c0]](C[[c1]]σ) ⊧I B
iff C[[c0]]σ ⊧I w[[c1,B]] and C[[c1]]σ ⊧I w[[c0,B]]
iff σ ⊧I w[[c0,w[[c1,B]]]] and σ ⊧
I w[[c1,w[[c0,B]]]]
iff σ ⊧I w[[c0 ∥ c1,B]].
Lemma 5.13. For c ∈ Com and B is an assertion, let w[[c,B]] be an assertion expressing the weakest
precondition with w[[c,B]]I = wpI[[c,B]]. Then
⊢ {w[[c,B]]}c{B}
Proof. It suffices to induct on the structure of commands c, we only prove the new case of parallelism
c ≡ c0 ∥ c1.
For σ ∈ Σ and any interpretation I,
σ ⊧I w[[c0 ∥ c1,B]] iff C[[c0 ∥ c1]]σ ⊧I B
iff C[[c1]](C[[c0]]σ) ⊧I B and C[[c0]](C[[c1]]σ) ⊧I B
iff C[[c0]]σ ⊧I w[[c1,B]] and C[[c1]]σ ⊧I w[[c0,B]]
iff σ ⊧I w[[c0,w[[c1,B]]]] and σ ⊧
I w[[c1,w[[c0,B]]]].
We get ⊢ {w[[c0,w[[c1,B]]]]}c0 ∥ c1{B} and ⊢ {w[[c1,w[[c0,B]]]]}c0 ∥ c1{B}.
Hence, by the consequence rule, we obtain
⊢ {w[[c0 ∥ c1,B]]}c0 ∥ c1{B}
.
Theorem 5.14. For any partial correctness assertion {A}c{B}, if ⊧ {A}c{B}, then ⊢ {A}c{B}.
Proof. Suppose ⊧ {A}c{B}, then ⊢ {w[[c,B]]}c{B} where w[[c,B]]I = wpI[[c,B]] for any interpretation I
(by the above Lemma). Hence, ⊧ (A⇒ w[[c,B]]), we obtain ⊢ {A}c{B}.
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6. Conclusions and Future Work
Based on our previous work, APTC [1], we design a skeleton of structured parallel programming language for
true concurrency called SPPLTC and an imperative parallel programming language called IPPL. In future,
we will implement several compilers as section 4 says.
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