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The discrete-state rod model is considered, subject to boundary conditions 
prescribing the particles incident at the rod ends, and to an interior jump condition 
motivated by consideration of electron transport in piecewise homogeneous media. 
This condition asserts that the emergent particle densities at a prescribed interior 
point depend linearly upon the incident densities of particles moving in the same 
direction. Under certain physically reasonable assumptions, including the non- 
multiplying assymption that the secondary scattering ratio be everywhere bounded 
by one, and that the product of the I, norms of the matrices appearing in the 
interior jump condition not exceed unity, it is shown that there exists a unique 
solution to this problem, and that it is nonnegative. 0 1986 Academic Press, Inc. 
1. INTRODUCTION 
The transport equation for a discrete-state rod model [l, 21 can be writ- 
ten 
u’+o+u=E”a+u+E’2a-u+f, (14 
-u’+o-u=E2’a+u+E22c-n+g. (lb) 
Here ZJ (resp. u) is the m-vector (resp. n-vector) of right-moving (resp. left- 
moving) particle densities, cr + = diag(o: ,..., 0,’ ) and (r - = diag(o, ,..., a; ) 
are, respectively, the diagonal matrices of total cross sections for right- 
moving or left-moving particles, the E’j are the appropriate collision trans- 
ition matrices, and f, g are the given internal source densities. With the 
problem data, CJ *, the E’j, f and g, defined on some interval ( E rod) 
[a, b], we consider here the transport equation (1) subject to boundary 
conditions 
u(a) = a, 
u(b) = B, 
115 
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(2b) 
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which describe a known distribution of particles incident at the rod edges, 
and also subject to a (linear) interior jump condition 
U(C+)=A+u(c-), @a) 
v(c - ) = A -- v(c + ). (3b) 
Here a < c < 6, and the A * are matrices of the appropriate dimensions. 
The major point of this article is to establish the following result relative 
to the problem just described. 
THEOREM 1. Suppose a +, the E’j, f and g are piecewise continuous on 
[a, b], that of and the E’j are nonnegative there, and that A * are non- 
negative constant matrices. Let E be the (m + n) x (m + n) matrix function 
having block form 
Further suppose that 
(4) 
II A + II . II A - II d 4 (5) 
where all norms denote the II matrix norm. Then the problem (l)-(3) has a 
unique solution (that is, piecewise continuous on [a, b], and continuous there 
except possibly at c), and furthermore if CI, p, f(z), and g(z) are all non- 
negative for z E [a, b], then so are u(z) and v(z). 
In next section we give a proof of this result, conditional upon our 
Theorem 2, which asserts that under the conditions hypothesized in 
Theorem 1 the reflection matrices (at c) for the subrods [a, c] and [c, b] 
also have I, norm less than unity. Section 3 primarily is devoted to a proof 
of the latter result. In our concluding Section 4 we briefly indicate some 
straightforward generalizations of the above theorem, describe the electron 
transport problem motivating our consideration of the problem (l)-(3), 
particularly the jump condition (3), and indicate some possible related 
future work. 
Perhaps it is appropriate explicitly to note that (4) has the physical inter- 
pretation that the (expected) total number of particles emerging from a 
collision at any point does not exceed unity. This is the basis for the term 
“nonmultiplying” in our title. 
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2. PROOF OF THEOREM 1 
Our definition of a solution of (1 k(3) is that described by the 
parenthetical comment in the statement of Theorem 1. In particular, the 
discontinuity (if any) in either u or u at c must be, at worst, a simple jump 
discontinuity. Let d = C[a, c]” x Ccc, b]” x C[a, c]” x Ccc, 6]“, where 
C[A] denotes the Banach space of continuous real-valued functions on the 
compact set A, and CIAlk denotes the k-fold Cartesian product of C[A]. 
If we consider u to be the pair (U -, u + ), where 
u-(z)= u(z), ZEC4Cl 
4c - 1, z = c, 
and similarly u +, and likewise set v = (V ~, u + ), then any solution of 
(1 )-( 3) can be regarded as an element of d. 
Let the bounded linear operator K: d -+ d defined by 
K(P> 4) = (w, ~1, 
where 
and 
w(z) = 1’ exp ( - 1: CJ + (s) ds) [E”(z’) CJ + (z’) p(z’) 
+ E’2(z’) [T - (z’) q(z’)] dz’, 
~(z)=e~p~-~~~+(~)d~~~+~(~-~~‘~‘~ 
+j’exp( -~~o+(s)ds)[E”(z’)o+(z’)p(z’) 
c 
+ P2(z’) (r ~ (z’) q(z’)] dz’, c<.z<b, 
y(z) = 1” exp ( - 1:’ r~- (s) ds) [P(z’) CT +(z’) p(z’) 
z 
+ E22(z’) o ~ (z’) q(z’)] dz’, c<zdb, 
.v(z)=exp( -~~6(s)ds)d-y(O+) 
[E21(z’) CT +(z’) p(z’) 
+ E22(z’) CT - (z’) q(z’)] dz’, a<z<c. 
(6) 
(74 
C’b) 
(7c) 
G’d) 
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Then it is clear that (u, u) is a solution of ( l)-(3) if and only if it satisfies 
(u, u) = K(u, 0) + (f’, G), (8) 
where 
x f(z’) dz’, a<z<c, 
F(z)=exp( -jio’(s)ds)A+F(c-) 
+j:exp( -j:o+(s)ds)f(zr)dz’, c<z<b, 
Pb) 
and x g(z’) dz’, c<z<b, 
G(z)=exp( -/~6(s)ds)A-G(c+) 
+ j’exp (-1” cs I ds ) g(z’) dz’, adz<c. W) 
Z z 
As (F, G) defines an element of d, our original problem (1 t(3) is quite 
equivalent to the operator equation (8), (9) for an unknown (u, v) E SB. In 
the remainder of our proof of Theorem 1 we shall freely alternate between 
(l)-(3) and (8), (9), depending upon which form of our problem is most 
convenient for the task immediately at hand. 
Consider d endowed with the natural (partial) order. Then the non- 
negativity of the E’j imply that K is a positive linear operator on JZ!. If the 
spectral radius of K satisfies r,(K) < 1, then it follows that 1= 1 is in the 
resolvent set of K, whence (8) has a unique solution (u, U) E d. Suppose 
further that a and fl are nonnegative, andf(z), g(z) are nonnegative for all 
ZE [a, b]. Then (9) shows that (F, G) is a nonnegative element of A, 
whence the solution of (8) also is nonnegative, as it can be represented by 
the corresponding Neumann series. Thus, to establish the desired result we 
need only show that r,(K) < 1. Let us suppose that r,,(K)> 1, whence we 
shall conclude that (1 A + 11 . )( A - 11 > 1. 
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As K readily is seen, by Ascoli’s Theorem, to be a compact linear 
operator on d, it follows from well-known results (e.g., Theorem 5 of [3]) 
that 3, = r,(K) ( > 1) is in the point spectrum of K, and has an associated 
positive eigenvector. We denote this eigenvector by (ti, 5). It then follows 
that (ti, 8) satisfies the problem (l)-(3), but with f= g = 0, 01 and fi set to 
zero, and the E’j replaced by 8” = Eii/l,. We label the corresponding 
equations (I)-(?), respectively. Note that (4) implies. 
(4) 
where B is defined as is E, except with the E’j replaced by B’j. 
Now suppose that we have established the following result. 
THEOREM 2. Suppose ~7 * and the E’j satisfy the conditions imposed on 
them in the statement of Theorem 1. Then there exists a matrix R + (R ~ ) 
such that 11 R + II < 1 (resp. )I R ~ II < l), and if (u, v) is any continuous 
solution on [a, c] ([c, b]) of the homogeneous (i.e., f = g = ct [resp. j?] = 0) 
version of (1) satisfying u(b) =0 (req. u(a) = 0), then u(c) = R+u(c) (resp. 
u(c) = R -u(c)). 
With li and fi as above, it would then follow that 
O(c + ) = R + C(c + ), (104 
C(c-)=R-B(c-). (lob) 
But the interior jump condition (3) gives 
zi(c + ) = A + ti(c - )/A, 
;;(c - ) = A - fi(c + )/A. 
Upon combining (10) and (11) we obtain 
12ri(c+)=A+R- A-R+ti(c+). 
(114 
(lib) 
(12) 
But Theorem 2 then yields the estimate 
A2 II fi(c + ) II < II A + II . II A ~ II . II fi(c + 1 Il. (13) 
Now u(c + ) # 0, as otherwise it would follow, from known [4] existen- 
ce-uniqueness results for (1) subject to known values of either u(a) and 
u(c) or u(c) and u(b), that (u, u) = 0. But it then follows from (13) that 
1) A+ 1) . )I A- II > 1, which is what we wished to show. 
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The proof of Theorem 1 now is complete, conditional upon providing a 
proof of Theorem 2. Let us now turn to the latter task. 
3. PROOF OF THEOREM 2 
We give a proof of existence of the reflection matrix R .-, as described for 
the interval [a, c]. Existence and the asserted properties of R + follow by 
appropriate changes of variables. 
Let U and V be the matrix functions defined by the linear initial-value 
problem 
U’+a+U=E’1a+U+E12a-V, (14a) 
-V’+a-V=E21a+U+E22apV, (14b) 
U(a) = 0, (14c) 
V(a) = I,, (14) 
where 1, is the n x n identity matrix. Our candidate for R ~ is R(c), where 
R(z) = U(z) V’(z), (15) 
for all ZE [a, c] such that V(z) is nonsingular. It is readily shown that if 
(u, u) is any solution of the homogeneous version of (1) such that u(a) = 0, 
then U(Z) = R(z) v(z) for any ZE [a, c] such that R(z) is well defined by 
(15). To complete our proof it therefore suffices to show that R(z), as given 
by (15), in fact exists for all z E [a, c], and further satisfies 
max{ 11 R(z)ll: ZE [a, c]} < 1. (16) 
It follows from (14) and (15) that R satisfies the initial-value problem 
R’+a+R+Ra-=E12a-+E11a+R+RE22a-+RE21a+R, (17a) 
R(a) = 0. (17b) 
It is known (Theorem 1 of [S]) that the right end-point of the maximal 
interval of existence of (17) is the smallest value of z (if any) at which V is 
singular. Thus we need to show that the solution of (17) exists on all of 
CUT cl. 
Let A4 denote the set of all m x n real matrix functions that are defined 
and continuous on [a, c]. Then the initial-value problem (17) is equivalent 
to the operator equation 
R=WR, (18) 
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where W: A4 + M is defined by 
(WH),(z) = j: exp ( - jl [a:(s) + a;(s)] ds) {Ed,? a; (z’) 
+ $ J!z;; (z’) a: (z’) R,j(Z’) + i Ri,(Z’) E$(z’) a,: (z’) (19) 
k=l I= 1 
+ f f: R,(Z’) ET;(Z’) 0; (Z’) &j(i) dz’. 
k=l I=1 I 
Now consider the sequence {@‘)} c M, as defined inductively by 
R’P + 1) = WR(P) 
9 R(O) = 0. 
It is clear that this sequence is monotone increasing. Therefore, if it con- 
verges (pointwise, on [a, cl), the limit is readily seen to be the solution of 
(18), hence equal to R as delined by (15). Consider the norm on A4 that is 
defined by 
II H II = SUP{ II H(z) II: z E [a, cl 11 (20) 
where the I1 matrix norm is intended on the right-hand side here. By 
monotonicity, to establish the desired convergence of (Rep)}, it suffices to 
show that {Rep)} is bounded relative to the norm (20). We shall show that 
indeed 
1) Rep) II < 1 3 p = 0, l,.... (21) 
Our proof of (21) is by induction on p. Clearly it is true for p = 0. Sup- 
pose it is true for p = q. Then Rcq+ ‘) is related to Rcq) by 
R;;+')'(z)+ [q+(z)+q(z)]R#+')(z) 
k=l /= 1 
(224 
+ c 1 Rj~)(z)E~(z)~~(z)R~~'(z), i = l,..., m, j = l,..., n, 
k=l I=1 
R(q+')(a)= 0. (22b ) 
From (22a), (4), the fact that Rcq+l) > Rcq) (i.e. the previously observed 
monotonicity), and the inductive assumption, we infer the inequality 
w;(z) + CT17 (Z){Wj(Z) - 1) 
< f ~+(z)[R&)(z)-Rg+')(z)]<O, j = l,..., n, Wa) 
k=l 
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where 
Wj(Z) E f R$“‘(Z), j = l,..., n. 
i= 1 
Wb) 
It follows from (23a), (22b), and standard arguments, that 
Wj(z) < kj(z), ZE C4 61 
where iCj is the solution of the initial-value problem 
iG;=cj-(l-Gj), 
lGj( a) = 0. 
But clearly 
(244 
(24b) 
(25) 
where B is an upper bound on [a, c] for the ajP, j= l,..., n. This shows that 
IIR(q+l)II < 1 -,-+-a), (26) 
which obviously yields the desired result (21), for p = q + 1. This completes 
the inductive proof of (21), and hence shows the Rfp) converge 
(monotonically in p) to R. 
In point of fact the argument of the preceding paragraph shows that the 
inequality (26) holds for q = 0, l,.... Therefore we have 
(IRIJ < 1 -e-B(CPO)< 1, (27) 
whence 11 R ~ (I = II R(c) (I -C 1. This completes our proof of Theorem 2. 
4. CONCLUDING REMARKS 
The statement and proof of Theorem 1 have reasonably obvious and 
straightforward generalizations to the case of any finite number of interior 
conditions of the form (3). If one considers (l)-(3) as strictly a 
mathematical problem, then similar results also can be obtained for the 
norms in (5) taken as any tinite-dimensional norm, provided (4) is replaced 
by any condition ensuring that the conclusion of Theorem 2 holds, where 
now the norms on R* must be the same as those used in (5). We have 
preferred to state our results in a transport-theoretic setting, because our 
motivation for considering jump conditions of the form (3) arose in this 
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framework. The Ii norm often is the most natural for transport theoretic 
problems, which is manifested in the present instance by Theorem 2 and its 
relative ease of proof. 
Our interest in transport problems subject to interior jump conditions 
primarily is motivated by the Spencer-Lewis [6,7] equation of electron 
transport. For steady-state transport in one-dimensional plane-parallel 
(“slab”) geometry, this equation can be written (see, e.g., Bartine et al. [S] 
or Morel [9]) as 
Here p and p’ are direction cosines of electron velocity, relative to the 
positively oriented slab normal, z and E are, respectively, position and 
energy, and all omitted arguments are (z, p, E), except that fi and D depend 
only on z and E. The dependent variable II/ is the angular flux (or particle 
density), and fi, 0, cd, q are all known nonnegative functions. These data 
are, respectively, the stopping power, the total elastic scattering cross sec- 
tion, the (azimuthally integrated) elastic scattering cross section, and the 
internal source function. 
The more-or-less standard approach to establishing existence and uni- 
queness for an integrodifferential linear transport problem involves an 
initial step of converting to an equivalent integral equation, by integrating 
along the particle trajectories. The difficulty in applying this to the Spen- 
cer-Lewis equation, at least in the form (28), is that the differential terms 
on the left-hand side of the equation do not comprise a total differential 
operator for $. (Equivalently, they are not a “conservation” operator on 
$.) If the stopping power (/I) is piecewise constant, then this difficulty can 
be overcome by transforming to the slowing-down density, 
as dependent variable. Under this transformation, the Spencer-Lewis 
equation has the form 
8% 8% 
I 
1 
p--/?-+q= 
aZ aE ~Az, E, PL, P') AZ, P', E) W + q, (29) -1 
within each spatial interval on which /I does not depend upon z (i.e., within 
each material region). 
The differential terms in the transformed form (29) of the Spencer-Lewis 
equation (28) do conserve electrons along the particle trajectories in z -E 
space, as defined by 
dz dE 
z=lA z= -B. 
409/118/I-9 
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For a single material region this equation presumably would lead to an 
existence-uniqueness theorem via the standard approach alluded to above. 
However, at a material interface (i.e., a boundary between two such 
regions) the correct physical requirement is continuity of Ic/, rather than of 
x. The corresponding condition on x takes the form of the interior jump 
conditions 
There does not seem to be any known techniques for treating such interior 
jump conditions in the context of linear transport problems. It is our hope 
that the results presented here, for the discrete-state rod model, will con- 
stitute a step toward the development of such techniques. 
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