ABSTRACT
INTRODUCTION
In recent years, special attention was paid to global or regional temperature variability. Climate scientists have concluded that: (1) the earth's surface air temperature increased by about 0.6 0 C during the 20th century, and (2) the increase of temperature was highest in 1990s [11] . Heat emissions into the atmosphere are a great contributor to global warming and climate change. Among sources of heat producing are many human activities, from industrial processes to household activities and all forms of transportation.
One of the key sources of heat is the Urban Heat Island (UHI) phenomenon which traps heat in thermal mass like concrete, asphalt, bricks, stones and black roads which absorb, store and then re-emit this heat to the urban air at night. Thus, the temperature in a city is, on average, 5 to 8 o C higher than the surrounding non-urban areas, the difference generally being greater at night than during the day.
The various land cover types such as high, medium or low density built up spaces, sparse or dense vegetation, barren land or water bodies, the land use types such as the commercial, industrial, institutional, residential and open spaces, the number of inhabitants and the size of a city, the thermal properties of surface materials, the lack of evapotranspiration in urban areas and some meteorological factors like wind speed, air temperature, humidity and amount of precipitation, further enhances the heat. Thus it is essential to study the thermal environment of a region to optimize its development plans and to better design the green lands.
The LST (Land Surface Temperature) has a direct impact on air temperature and it is also one of the key parameters in the physics of land-surface processes [29] , as another index, NDVI (Normalized Difference Vegetation Index).
LST and NDVI are required for a wide variety of scientific studies, from climatology to hydrology, to ecology and bio-geology. For example, they can be used in modelling large scale hydrological system, the greenhouse effect, the effects upon glaciers, ice sheets, permafrost and the vegetation in Earth's ecosystems, in agricultural applications (such as drought monitoring, determining frost damage in fruit crops, evaluating water requirements for crops during summer when they are prone to heat stress, or computing a water deficit index [19] ), in forecasting the soil freezing or in analyzing heat islands in urban areas. Many other indices can be calculated based on LST and NDVI. For example, the slope of the LST/NDVI curve has been related to the soil moisture conditions [28] .
Due to satellite images large size -up to 1 GB, in order to remotely estimate LST and NDVI using satellite imagery it is desirable to distribute the processing of satellite images over a heterogeneous network of computers, where each of them contributes to a faster result according to its capabilities. In this context, Grid computing may be a solution.
Grid Computing is an emerging technology that provides access to computing power and data storage capacity distributed over the globe. Grid computing (or the use of Computational Grids) is the use of multiple computers to solve a single problem at the same time -usually a scientific problem that requires a great number of computer processing cycles or access to large amounts of data.
Grid computing not only provides the resources that allow the scientists and researchers to manage vast collections of data, it also allows this data to be distributed all over the world, which means scientific teams can work on international projects from the comfort of their own laboratories, sharing data, data storage space, computing power, and results. Together, researchers can approach bigger questions than ever before: from disease cures and disaster management to global warming.
Grid technology combines high performance capability and high throughput computing, data intensive and on-demand computing, and collaborative computing through a set of service interfaces based on common protocols. Grid computing can be thought of as distributed and large-scale cluster computing and as a form of network-distributed parallel processing. It can be restricted to the network of computer workstations within an organization or it can be a public collaboration, in which case it is also sometimes known as a form of peer-to-peer computing.
Grid computing is driven by four major principles: resource sharing and efficient use, secure access, and interoperability between different grids, achieved by the adoption of open standards for Grid development. Many studies have been conducted to develop efficient and secure grid environments, with specific algorithms to be run on [16] , [17] .
A Grid computing system generally comprises of two types of grid systems namely, Computational Grids and Data Grids. The key role of the Computational Grids is to provide solutions to the complex scientific or engineering problems that use complex, computational intensive problem-solving algorithms, for example, weather forecasting, medical diagnoses, satellite image processing etc. These applications use services of a Data Grid in order to access the distributed data sets in a distributed networked environment. So, the key role of a Data Grid is to provide the backbone on which a Computational Grid performs its operations.
In this study, we describe a service for using on Computational Grids, that highlights the variations in the thermal environment that exist throughout the Dobrogea region due to different land cover types. For this purpose, we used Landsat TM and ETM+ data of 1989 and 2000 to firstly retrieve the Land Surface Temperature (LST) from bands 6 and 6.1, respectively. Secondly, we perform a Supervised Classification with the parallelepiped algorithm, in order to map land use/cover patterns. Comparing the LST images and the land cover classification images, one can identify the specific locations of heat islands within a region. This paper is organized in 6 sections. The first section is Introduction and the second presents the Related Work. In section 3 are detailed the Input Data Sets and the Methodology. Next, in section 4, we describe the service that uses the Computational Grid and the experimental results. Conclusion and further work are approached in section 5.
RELATED WORK
The studies of thermal environment of a geographic area are traditionally performed with in situ measurements of air temperatures and ground meteorological data [4] , [25] . Ground observations do not provide end-users with required spatial and temporal data, representative for large areas; continuous monitoring of specific environments is hampered by the sparse and/or irregular distribution of meteorological stations, the difficulties in performing ground surveys and the complexity of interpolating existing station data. Remotely sensed surface temperature and land use/cover types over an entire large area is therefore of major interest for a variety of environmental and ecological applications [4] , [5] , [10] , [15] , [18] , [20] , [21] , [26] , [28] .
Typically, the thermal environment of an area is performed using techniques of remote sensing combined with a Geographic Information System (GIS) and satellite imagery derived from different spatial earth observation programs such as Landsat, MODIS, EUMETSAT, IRS, Ikonos, QuickBird, OrbView, etc. Therefore, we consider that the service described in this paper will be greatly useful and convenient for those who are studying the ground thermal environment and urban heat island effects by using Landsat TM/ETM+ images, and have typical workstations, with no special computing and storing resources for computationally intensive satellite image processing and no license for a commercial image processing tool.
CASE STUDY

Study Area
The Dobrogea region was selected as the case study area due to its high exposure to aridity, drought and even desertification phenomenon, all of these being increased by changes in land cover types occurred over time. Dobrogea is a region situated in the South -East of Romania, between the Black Sea and the lower Danube River - Fig.1 . 
Input Data Sets
Input Data consists of two sets, satellite data set, respectively, ground meteorological data set.
Satellite Data
In this study, we used two subsets of Landsat TM and ETM+ images dated 20th August 1989 and 7th June 2000 - Fig.2 , that cover the same area to facilitate comparison of images. The images are in geo-tiff format and were downloaded from [14] . Both images had good weather conditions without or little clouds in the study area. A radiometric calibrations (atmospheric corrections) was the pre-processing step that was taken. The bands TM 6, ETM+ 6.1, TM/ETM+ 3 and TM/ETM+ 4 were analyzed with respect to LST, whereas the other bands (TM 4, 5, 1, and ETM+ 7, 4, 2) were used for Supervised Classification. 
Ground meteorological data
In addition to satellite data, this study needed a ground meteorological parameter (the total atmospheric water vapour content -w), used in LST estimation algorithm, which was obtained from the weather stations located on the study area. The weather conditions prevailing on 20 th August 1989 and 7 th June 2000 are shown in Table 4 .
Methodology 3.3.1 Satellite Data Pre-processing
Satellite data pre-processing comprise of radiometric calibrations (atmospheric corrections) for TM/ETM+ bands 3 and 4. These bands are used to retrieve NDVI (Normalized Difference Vegetation Index) values on which the LST estimation algorithm is based on. It is possible to obtain NDVI values from at-sensor or TOA (Top of Atmospheric) reflectivities, called as NDVITOA, but it is more accurate to atmospherically correct the TOA values in order to obtain at-surface reflectivities and, in this way, estimate NDVI values more representative of the natural surfaces, called as NDVIsurf.
In this study we applied an atmospheric correction based on image data, developed by [22] , its main advantage being that the data necessary in order to carry out the atmospheric correction are obtained from the image itself. The at-surface reflectivity is calculated with the following equation:
where L sensor is at-sensor radiance, T z is the atmospheric transmissivity between the sun and the surface ( z z T θ cos ≈ [23] ), θz is the zenithal solar angle, E0 is the spectral solar irradiance on the top of the atmosphere [7] , d is the Earth-Sun distance [7] , and L p is the radiance resulted from the interaction of the electromagnetic radiance with the atmospheric components (molecules and aerosols) that can be obtained according to:
where L min is the radiance that corresponds to a digital count value for which the sum of all the pixels with digital counts lower or equal to this value is equal to the 0.01% of all the pixels from the image considered. L min was calculated through DOS (Dark Object Subtraction) technique [23] , while the term L1% is given by
LST Estimation
Currently, there are three different methods to retrieve LST directly from TM/ETM+ thermal band, all described in [9] . The method implemented in this study, the Jimenez-Munoz and Sobrino's algorithm, is the one which, firstly, needs the fewest ground weather data, (only one parameter), unlike the others which need in situ atmospheric profile launched simultaneously with the satellite passes, respectively, two ground weather parameters. Secondly, the JimenezMunoz and Sobrino's algorithm seems to give better results in given situations [8] . In order to estimate LST, the following steps were taken:
• Calculate NDVI, by applying the formula 
where:
where gain -band-specific rescaling gain factor bias -band-specific rescaling bias factor DN -the digital number of a pixel,
• K1, K2 -calibration constants [7] • λ -the effective wavelength, 
Supervised Classification
The supervised image classification method used is the parallelepiped algorithm or the "box decision rule classifier". The parallelepiped classifier uses intervals of pixels' values to determine whether a pixel belongs to a class or not. Classes are given by an image analyst, and represent an area of known identity delimited on the digital image, usually by specifying the corner points of a rectangular or polygonal area using the line and column numbers within the coordinate system of the digital image. More about the parallelepiped algorithm is to be found in [6] .
In this study, seven land cover classes were classified in both the TM (1989) and ETM+ (2000) images by using bands TM 4, 5, 1 and ETM+ 7, 4, 2. The classes include: high density built up spaces, medium density built up spaces, low density built up spaces, dense vegetation, sparse vegetation, water and the barren land.
Approach
Our service meets the requirements of a virtual organization (VO) member who has access to a local database of large satellite images and wants to apply several satellite image processing operations in order to analyze the thermal environment of a region. The operations to be performed are implemented in special client's codes and are to be run on the Computational Grid.
Due to the large size of a satellite image (up to 1 GB), the full image transfer should be avoided. Therefore, a satellite image will be split into a number of sub-images equal with the number of workstations of the Grid Cluster. The image processing algorithms will also be split into independent tasks that can be performed in parallel and that are requiring similar computing effort.
The design applied is called the Split and Aggregate design which allows to parallelize the process of task execution gaining performance and scalability. The following components are needed: "False color" image: 742 tiff 3000x3000
• at the user's node: the satellite images (Table 1) , the client's codes and some minimal facilities to access Grid infrastructure,
• at remote computing nodes: the Grid middleware which allows the execution of client's codes.
The client's code consists of three components - Fig.4 : Figure 4 The logical processing steps for each sub-image
• the Splitter that takes a satellite image and split it into a number of sub-images;
• the ImageProcessor, which in turn consists of two components:
o the ImageClassifier that receives a sub-image, applies the classification algorithm described in Section 3.3.3 and produces the output classified subimage o the ImageLSTEstimator that receives a sub-image, applies the processing algorithms described in Sections 3.3.1 and 3.3.2 and produces the output LST sub-image
• the Composer that merges the resulting sub-images.
The Splitter and the Composer programs run only at the code's site where the large satellite images are residing. The ImageProcessor and the sub-images are submitted for processing on the Computational Grid.
The user uploads the image files and submits the jobs to the Grid. After the successful finish of the jobs, the user can download the resulting images.
The service works as follows - Fig.5 : Figure 5 The components of the service and their interactions
• the user uploads the files using GridFTP and chooses an ImageProcessor operation (LST estimation or classification);
• the file(s) are transferred to code site;
• the Splitter code is called and the smaller pieces of image(s) are produced as well as the files needed by PBS to launch the ImageProcessor operation on each sub-image;
• The Job Manager of Globus Toolkit 4 take over the files and interpret them and finally PBS sends the jobs on the cluster of workstations;
• After the job executions the output file is stored on the code site;
• The user can access the output file through the user interface.
The client's code were written in Java and tested using Python scripts - Fig.6 and Fig.7 and on the Computational Grid provided by Globus Toolkit 4. Also, a Web-based client interface - Fig.8 , for a service that launches the codes has been built using JSP, Tomcat/5.5 and MySQL. Figure 6 Python script for code testing Figure 7 Python script flowchart Figure 8 The user interface
The testing environment contains 4 PC nodes (Intel P4, 2.4 GHz, 1GB DDRAM) connected at 100 Mbps and allows processing images of size up to 10 MB. The tests that we performed proved that the presented application is efficient in terms of computation time and easy to use - Table 2 . The application output data consist of the files described in Table 3 . Fig. 9 and Fig.  10 ), the areas of dense built up spaces and barren land have increased, while the area of green space has been reduced to a greater extent.
The LST maps ( Fig.11 and Fig.12) show that the LST values for the study area vary between 22 0 C la 48 0 C, which is consistent with the ground meteorological data measured by Constanta station (measurements are taken every 6 hours) ( Table 4 Comparing the LST maps and the land cover classification images, the relationship between the land cover classification and the land surface temperature can be clearly understood. The hot spots are mainly concentrated in the urban areas and the barren land.
For the supervised classification procedure, data was collected using field observation and local knowledge of the area. Based on the knowledge of the study area features, 7 training classes were defined. The parallelepiped classifier presents good performance, demonstrated by the results of the confusion matrix and an overall accuracy of 89%. Depending on how the training data is defined, the accuracy of the classifier can be improved up to 95-96%. According to the meteorological data acquired from the Constanta weather station and the data computed (Table 4 , Fig.13 and Fig.14) , the temperature error between the actual mean ground surface temperature at the time when satellite passed and the remote sensed mean surface temperature is considered an acceptable one. 
CONCLUSIONS
Remote sensing-based studies can aid designers and architects in providing better plans for building design and landscaping of area developments that are useful in minimizing the heat accumulation and retention by surfaces. Grid computing will assist those who want to do such studies but don't have the computational resources they need.
Also, remote sensing can assist in improving the estimation of various parameters of great value in water resources management in large cultivated areas and agricultural drought monitoring, Normalized Difference Vegetation Index (NDVI) and Land Surface Temperature (LST) are just two of them. The results of this study regarding these parameters are promising and show that the approach can derive reasonable estimates for NDVI and LST. Our future work will focus in developing an irrigation decision support system created with an internet server-based architecture to collect and present information from remote sources at one location. It will be
