Abstract. High-throughput methods for detecting protein-protein interactions (PPI) have given researchers an initial global picture of protein interactions on a genomic scale. These interactions connect proteins into a large protein interaction network (PIN). However, both the size of the data sets and the noise in the data pose big challenges in effectively analyzing the data. In this paper, we investigate the problem of protein complex detection, i.e., finding biologically meaningful subsets of proteins, from the noisy protein interaction data. We identify the difficulties and propose a "seed-refine" approach, including a novel subgraph quality measure, an appropriate heuristics for finding good seeds and a novel subgraph refinement method. Our method considers the properties of protein complexes and the noisy interaction data. Experiments show the effectiveness of our method.
Introduction
Proteins must interact with other molecular units to execute their function. Discovering proteins that interact in a cell is key to elucidate its functional networks. Recent advances in biotechnology have made it possible to detect protein interactions on a global scale [10, 17, 7, 9] . We can construct a protein interaction network (PIN) [7] from existing protein-protein interaction data by connecting each pair of vertices (proteins) involved in an interaction.
Proteins are likely to form closely-coupled protein complexes as functional units to participate in a certain biological process. Detecting the protein complexes from protein interaction network will help find the building modules of the protein network. These complexes can be roughly considered as dense subgraphs of the protein interaction network. However, protein complexes are likely to overlap and the interaction data are very noisy. Therefore, intelligent methods are in great demand to effectively detect protein complexes.
This paper identifies the difficulties of this problem and proposes some favorable properties of the methods for this purpose. Then we propose a 'seed-refine' approach, including a novel subgraph quality measure, a heuristic to find good seeds, and a novel method to control subgraph overlapping. Experiments show the effectiveness of our method. Finally, we conclude the paper and propose some future work.
Challenges in protein complex detection
Though the problem of detecting protein complexes from interaction data shares some commonality with clustering problem, there are some additional difficulties:
-Protein complexes may overlap with each other. Therefore, the traditional paradigm for clustering of putting each protein into one single cluster [14] does not suit our problem well. Instead, we would prefer finding 'dense' subgraphs. -Protein complexes generally correspond to small but dense subgraphs. Divisive hierarchical clustering approaches like [4] are more useful in finding large protein clusters representing biological processes. For small dense subgraphs, we would prefer using extensive local search and optimization. -Protein interaction data are very noisy. How to define the quality of a subgraph in the presence of noisy edges is a non-trivial task. Normal quality measurement of subgraphs either considers only the worst connected vertices or the averaged overall density.
To sum up, we need a seed-refine approach for protein complex detection. Specifically, we need to generate some promising seed subgraphs, followed by refining these seed subgraphs based on some quality measure. We can stop the refining process when either the quality is smaller than a predefined value, or preferably, the quality achieves a local maximum. The latter is much more preferred because it will not require a predefined threshold.
3 A seed-refine approach for finding protein complexes
Throughout the paper, we use an unweighted, undirected graph G = (V, E) to represent the protein interaction network where V represents the set of vertices (proteins) and E represents the set of edges (interactions). An induced subgraph is a subset of the vertices of the graph together with all the edges of the graph between the vertices of this subset. As we only consider an induced subgraph of the original graph, we abbreviate the term and simply call it a subgraph. We denote the set of neighbors of a vertex v in graph G as
Subgraph quality definition
As observed in [13, 8] , topology features can provide some insight on the biological significance of the interactions. For proteins that interact with a lot of other proteins, the biological significance of these interactions might be questionable. Therefore, the degree of a vertex should be taken into consideration when evaluating the strength of an edge. Correspondingly, the quality of a subgraph G = (V , E ) is related to not only |V | and number of inside links |E | but also outside links
Previous quality definitions like density (Density = 2 * |E |/(|V | * (|V | − 1))) [15] , k-core [1, 2] and cliques disregard outside links.
Meanwhile, we would prefer a subgraph in which each vertex contributes similarly to the quality of the subgraph so that every vertex is likely to be an authentic part. Comparatively, the density considers only the average quality. Cliques and 'k-core' define the subgraph quality by the worst-connected vertex. Theses definitions are too stringent and therefore will miss a lot of potentially biologically meaningful subgraphs.
We first define the quality of a vertex in a subgraph, denoted as Q(v, G ): For a vertex v ∈ V , the number of edges within the subgraph
Under the null hypothesis that the set of neighbors of v is chosen randomly from the vertices of the graph, i.e., V , the probability of observing at least |N (v) ∩ V | neighbors within the subgraph G can be expressed as:
We define Q(v, G ) as the minus log of this probability, i.e.,
Since we prefer a subgraph in which each vertex contributes similarly to the quality of the subgraph, we treat the logs of Q(v, G ) for all v ∈ V as a random sample from a Normally distributed population with mean µ. 1 We estimate the sample mean, denoted as
x and variance, denoted as s
follows Student's t distribution with |V | − 1 degrees of freedom [3] . We use the lower boundary of the 95% confidence interval of the population mean as our subgraph quality measure:
where t |V |−1 is the cut-off value of the t distribution for 95% confidence interval with |V | − 1 degrees of freedom. This quality measure gives a boundary of the underlying population mean, and therefore, is a statistically meaningful combination of the quality of each vertex.
The seed-refine algorithm
Our algorithm iteratively finds an initial seed graph centered on an edge (u, v), denoted as G
(u,v) and refines it until no quality improvement can be achieved.
We call this optimized subgraph a refined subgraph, denoted as G (u,v) . The set of refined subgraphs, denoted as GS, represents our predicted complexes. We use V isited to represent the set of edges that have been covered by refined subgraphs. The "seed-refine" algorithm is illustrated in Algorithm 1 in Figure 1 . After we get GS, a simple postprocessing can be applied to filter out those subgraphs with quality less than a threshold.
Finding seed subgraphs
We define two layer seeds: we use an edge (u, v) not in previously refined subgraphs as the seeding edge and find corresponding seeding vertices, denoted as SV (u,v) :
The seed subgraph is the subgraph induced by SV (u,v) ∪{u, v}. This definition guarantees that those edges in V isited can not be used as part of the seed graph. Since each of the seeding vertices is connected to both vertices of the seeding edge, the seed subgraph can be regarded as centered on the seeding edge (u, v). Therefore, we denote it as G (0) (u,v) . Given all candidate seed subgraphs with at least 3 vertices, we choose the most promising one: the one with the largest number of vertices. If there is a tie, we choose the one with highest quality, i.e., we define the function isM oreP romising(G1, G2) = true iff
The subroutine is described in Algorithm 2 in Figure 1 .
Refining subgraphs
Given a seed subgraph, the subroutine ref ineSubGraph tries all possible actions of adding one vertex to or removing one vertex from the subgraph and takes the action that achieves highest quality improvement. In this process, we require that (i) the subgraph contains the seeding edge (u, v), and (ii) the subgraph remains connected. This process is repeated until no quality improvement action can be found. The pseudocode is listed in Algorithm 3 in Figure 1 .
Analysis of the algorithm
Since the subgraph quality improves monotonously in the ref ineSubGraph subroutine, the refinement recursion can end. Also, since we increase the set V isited after finding one refined subgraph, the algorithm will end after visiting all edges.
For computational complexity, notice that we are finding dense but small subgraphs and we require that the subgraph always contains the seeding edge. Therefore the refined subgraph will be still close to the seeding edge, suggesting that the ref ineSubGraph recursion will not take too much time. Also, considering the sparsity of the PIN, computational time is not a serious issue here.
Notice that our objective is to predict a 'reasonable' number of protein complexes without excessive overlapping. The control of subgraph overlapping is 
Construct the seed subgraph centered on (i, j):
6. end if 7. end for 8. return G 
9. end if Fig. 1 . A seed-refine algorithm for protein complex detection.
achieved by the two layer seeds: the seeding edge is used as the center of the seed subgraph. It is fixed in each refinement iteration to prevent the subgraph from being attracted towards another dense area far from the original seed. The seeding vertices give the preliminary shape of the seed subgraph for further refinement. After finding one refined subgraph, we prevent the edges in the subgraph from existing in later seed subgraphs. Therefore, the next seed subgraph tends to be a bit far from already discovered refined subgraphs. Also notice that we do not prohibit the inclusion of edges in previously refined subgraphs in the refinement process. This gives the possibility of overlapping subgraphs. Our choice of isM oreP romsing function is more likely to select larger subgraphs as seeds and thus less likely to branch out into dense regions of the graph that have already been discovered. To conclude, we design an algorithm that allows outputting overlapping subgraphs but methodologically makes it possible only when there is strong evidence to do so.
Experiments
Due to space limit, we only report the performance of our algorithm for two data sets: PreHTMS includes all yeast interactions except high-throughput mass spectrometry studies. HTP data set includes purely large scale studies.
To assess our predictions, we use the curated protein complexes in MIPS [11] (including 267 complexes with at least two proteins) and manually curated Gavin complexes [7] (including 221 complexes) as the ground truth. Similar to [2] , for a predicted complex G = (V , E ), we find the best-match complex in the ground truth complex set, denoted as GT = (GT V , GT E ) and use M atchRatio = 1 We report the precision and recall of our method in Figure 2 . For reference, we also list the result from [2] .
Figure 2(a) shows that our method outperforms MCODE method. Also notice that our quality threshold is used in the postprocessing step and therefore, we only need to run the main algorithm once and can choose different thresholds on the unfiltered results afterwards. Though MCODE scores each vertex only once, its complex-finding subroutine still needs to run for different parameter choices.
Comparing our results in Figure 2 (a) and (b), we notice that the performance of the PreHTMS data set is higher than that of HTP data set when assessed by MIPS protein complexes. This is because PreHTMS includes more 1 Our definition of the precision equals the specificity in [2] . However, their sensitivity is defined as
. In our experiments, the difference has little effect on the final performance comparison or parameter selection. includes several large scale studies [10, 17, 16, 12, 5, 6] and the small scale studies in DIP [18] . HTP includes 12243 interactions among 4554 proteins from [10, 17, 5, 6, 9, 7, 16] .
We use the spoke model [1] to extract binary interactions from the raw purifications in [9, 7] . For our approach, we choose the postprocessing quality threshold over the range from 6 to 10 in 0.5 increments and report the results. In (a), we use Gavin protein complexes for the assessment. We list reported results from [2] for MCODE using its most optimized parameter settings. In (b), we use MIPS protein complexes for the assessment. Since we use a later version of MIPS complexes, the performance of our method and MCODE is not directly comparable, thus we omit the MCODE result.
reliable interactions. However, HTP data set has higher performance when assessed by Gavin protein complexes. This is because the HTP data itself includes the interaction data inferred from the Gavin raw purifications. Table 1 gives the details of a correctly predicted protein complex using Pre-HTMS data set. The P V v,G scores for these five vertices in the subgraph, as listed in the table, are all very high and similar. The final quality of the subgraph is 13.7. This subgraph corresponds to the 'STE5-MAPK complex' in MIPS. 
Conclusion and future work
In this paper, we have investigated the problem of finding protein complexes from protein interaction network and proposed a novel method. Experiments have shown the effectiveness of our method.
