




















Gaussification with linear optics
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We introduce a protocol that maps finite-dimensional pure input states onto approximately Gaussian states in
an iterative procedure. This protocol can be used to distill highly entangled bi-partite Gaussian states from a
supply of weakly entangled pure Gaussian states. The entire procedure requires only the use of passive optical
elements and photon detectors that solely distinguish between the presence and absence of photons.
PACS numbers: 03.67.-a, 42.50.-p, 03.65.Ud
I. INTRODUCTION
Gaussian entangled states can – in principle – be prepared
quite simply in optical systems: one only has to mix a pure
squeezed state with a vacuum state at a beam splitter, both
of which are special instances of Gaussian states in systems
with canonical coordinates [1, 2]. The beam splitter acts
as a Gaussian unitary operation which modifies the quantum
state, but does not alter the Gaussian character of the state.
The resulting pure state is a two-mode squeezed state. This
state may function as the basis for protocols in quantum in-
formation processing. In fact, teleportation [4], dense cod-
ing [5] and cryptographic schemes [6] on the basis of such
two-mode squeezed states have been either studied theoreti-
cally or already experimentally realised. Gaussian states of
systems with canonical degrees of freedom resemble in many
ways finite-dimensional systems such as two-level systems or
qubits, for which most of the theory of quantum information
processing has been developed.
However, there are significant limits to what accuracy
highly entangled two-mode squeezed states may be prepared
and distributed over large distances. Firstly, the degree of
which single-mode squeezing can be achieved limits the de-
gree of two-mode squeezing of the resulting state. Sec-
ondly, decoherence is unavoidable in the transmission of
states through fibres, and the original highly entangled state
will deteriorate into a very weakly entangled mixed Gaussian
state [7]. For finite-dimensional systems, it has been one of
the key observations in the field that in fact, weakly entan-
gled states can be transformed into highly entangled states by
means of locally acting physical apparata [8]. This is only
possible at the price of reducing the number of identically
prepared quantum systems, or by achieving the goal with a
non-unit probability only. This is, however, perfectly accept-
able if one would only like to prepare a well-defined number
of entangled states. The term entanglement distillation has
been coined for such procedures. Importantly, such methods
function also as the basis for security proofs of quantum cryp-
tographic schemes [9].
Surprisingly, it recently turned out that Gaussian states can
not be distilled by using Gaussian operations only [10, 11].
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For example, no matter how the local Gaussian quantum
operations are chosen, one cannot map a large number of
weakly entangled two-mode squeezed states onto a single
highly entangled Gaussian state. Gaussian quantum opera-
tions [10, 11, 12] correspond in optical systems to the appli-
cation of optical elements such as beam splitters, phase shifts
and (2)-squeezers, together with homodyne detection. All
these operations are, to some degree of accuracy, experimen-
tally accessible. With non-Gaussian quantum operations, in
turn, one can in fact distill finite-dimensional states out of a
supply of Gaussian states [13], but the resulting states are not
Gaussian, and the experimental implementation of the known
protocols constitutes a significant challenge.
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FIG. 1: A single step of the protocol. Two pairs of entangled two-
mode states are mixed locally at 50:50 beam splitters and absence
or presence of photons is detected in one of the output arms on both
sides.
One may be tempted to think that this observation renders
all attempts to increase the degree of entanglement in Gaus-
sian states impossible. In this article, however, we discuss
the possibility of obtaining a Gaussian state with arbitrarily
high fidelity from a supply of non-Gaussian states. We de-
scribe a protocol that prepares approximate Gaussian states
from a supply of non-Gaussian states, which shall be called
‘Gaussification’ from now on. The non-Gaussian states that
we use could in particular be obtained from weakly two-mode
squeezed vacua, by the application of a beam splitter and a
photon detector. Together with this step, the proposed pro-
cedure offers a complete distillation procedure of Gaussian
states to (almost exact) Gaussian states, but via non-Gaussian
territory. It is important to note that the Gaussification proto-
col introduced below is by no means restricted to a bi-partite
setting. The bi-partite case is only practically the most im-
portant one, as it allows in effect for distillation of Gaussian
states with non-Gaussian operations. But this method can, in
particular, also be used in a mono-partite setting to approx-
imately obtain a Gaussian state from a supply of unknown
2non-Gaussian states.
The paper is organised as follows: First, we will describe
the Gaussification protocol. This protocol requires only pas-
sive optical elements and photon detectors that can distinguish
between the absence or presence of photons but that do not
determine their exact number. We then proceed by discussing
the effect of the protocol in more detail. We will discuss the
special case of pure states in Schmidt form as well as gen-
eral pure states. The fixed points of the iteration map will be
identified as pure Gaussian states and a proof of convergence
will be given. Finally, we will discuss the feasible preparation
of finite-dimensional states from a supply of pure Gaussian
states.
II. THE PROTOCOL
The protocol is very simple indeed. We start with a sup-
ply of identically prepared bi-partite non-Gaussian states. The
overall protocol then amounts to an iteration of the following
basic steps:
1. The states will be mixed pairwise locally at 50:50 beam
splitters (see Fig. 1).
2. On one of the outputs of each beam splitter a photon de-
tector distinguishes between the absence and presence
of photons. It should be noted that we do not require
photon counters that can discriminate between different
photon numbers.
3. If the vacuum state is detected by both detectors for a
particular pair one keeps the remaining modes as an
input for the next iteration, otherwise the state is dis-
carded.
This is one iteration of the protocol which we will continue
until we finally end up with a small number of states which
closely resemble Gaussian states. This is clearly a probabilis-
tic protocol. However, the success probability, as we will see
later, can be quite high. Each of these steps can be realised
with present-day technology.
III. MAIN RESULT — THE ‘GAUSSIFYER’
A. Pure states in Schmidt form
In order to demonstrate the general mechanism, we start by
discussing a particularly simple case, pure states in Schmidt
form. We do not require any prior knowledge of the actual
un-normalised state vectors except that they can be expressed


















 0 are proportional to the real
Schmidt coefficients of the state vector, and fjni : n 2 Ng
denotes the Fock basis. We only assume (0)
0;0
>0 and it is then




= 1. The un-normalized states arising in later steps i =






coefficients then become identical to the Schmidt coefficients






in the i-th step, one obtains after application of the 50:50 beam




































































where we set T = R = 1=
p
2. The resulting un-normalised
state vector, conditional on vacuum outcomes in both detec-
tors, is given by
j 
(i+1)




























































for n = 0; 1; : : :. The protocol is a Gaussian quantum opera-
tion, in the sense that it is a completely positive map that maps
all Gaussian states onto Gaussian states. The interesting fea-
ture is that by repeated application it also maps non-Gaussian
states arbitrarily close to Gaussian states, as will be demon-
strated below.
In effect, in each iteration one maps one sequence of co-


















In the following we use the notation (1) =  and (i+1) =
 Æ






, the sequence of coefficients f(i)g1
i=1
converges to a distribution corresponding to a Gaussian state,
in this special case a two-mode squeezed vacuum.
In other words, although the initial state was not Gaussian,
but say, a state corresponding to a finite-dimensional state vec-
tor of the form
j 
(0)






2 [0; 1), after a number of steps the resulting state
is Gaussian to a high degree of accuracy. We will first show
that this convergence is a general feature of this protocol, and
we will then discuss the consequences. We start by demon-
strating that those distributions associated with pure Gaussian
states are fixed points of the map .












  0, are the only fixed points of the map .
Proof. This can be immediately derived from the definition
of : Let us assume that
=() (10)





, that is, 
0;0
= 1. The
above statement can then be proven by means of induction.
These coefficients, for  2 [0; 1), in turn correspond ex-
actly to two-mode pure Gaussian states. If  lies outside this
range, the state is not normalizable. The next Proposition
states that those distributions associated with Gaussian states
are not only fixed points of the map , but provided (0)
0;0
6=0,
each sequence of coefficients converges to such a fixed point.





















where (1) is a distribution of the type of Proposition 1.
Proof. As before, let us set (i) := (i)((0)) for i =


















for all i=0; 1; : : :. Let us first assume that (0)
1;1
> 0. Then, as











































Now let us assume that already (i)
n 1;n 1
> 0 for all i =


















































it follows after a few steps that a(i)
n;n























































1. This means that the coefficients correspond to a Gaussian
state as specified in Proposition 1. In case that (0)
1;1
= 0 an
analogous argument can be applied in order to arrive at (i)
0;0
=







for all n=1; 2; : : :.
This shows formally that the convergence to an effectively




= 1, three cases shall be discussed in more detail.
1. If (0)
0;0





, then the states converge to
a Gaussian state.





the states converge to a Gaussian state, but to the prod-






, then the sequence does not converge to
a sequence of coefficients corresponding to a Gaussian









In practice, one can actually expect a state that is very close
to a Gaussian state already after a very small number of steps,
say, three or four steps. As has already been mentioned, the
whole scheme is probabilistic. That is, the success probabil-
ity of actually obtaining the desired state is always less than
one. In Fig. 2 we show the total probability of success, p(i)success,
and in Fig. 3 the corresponding fidelity F (i), i.e. the overlap
with the Gaussian state to which the protocol converges, after










FIG. 2: Success probability p(i)success after i = 1 (dotted line), i = 2
(dashed line) and i= 3 (solid line) iteration steps, where the initial
states were / j0; 0i+ j1; 1i.









FIG. 3: Fidelity F (i) of the approximately Gaussian state after i=1
(dotted line), i = 2 (dashed line) and i = 3 (solid line) iterations
where the initial states were / j0; 0i+ j1; 1i.




= 1 and (0)
1;1
= . We see that for a large range of val-
ues for  the fidelity is just below unity, and for  = 0:5 the
probability of success is stilll above 0.5.
Since two-mode squeezed states are, in general, entangled,
one might even want to use the protocol as an entanglement
concentration procedure in its own right. Concentrating solely
on the entangling capabilities of the protocol, a figure of merit




















E is taken to be the unique measure of entanglement for pure
states, which is given by the von Neumann entropy of a reduc-
tion of the state [8]. Based on this figure of merit one can see
for which values of  the protocol will be optimal. This gain
G
(3) is shown in Fig. 4 for the quantum state after 3 iterations.
We see that the optimal operation point is around 0:4. Nu-
merically, the optimal  decreases with increasing number of
iterations. It is important to note that this gain refers only to
the expected final entanglement in the Gaussification proto-
col. It does not include the probability of preparing suitable
approximately finite-dimensional input states from a supply
of Gaussian states, which will be discussed in Sec. IV.










FIG. 4: Entanglement gain G(3) after 3 iteration steps where the
initial states were / j0; 0i+ j1; 1i.
B. General pure states
Suppose now we have a supply of pure states with state













2 C for all n;m. If the Gaussification procedure
described in Sec. II is carried out, using 50:50 beam splitters
with appropriate phases, such that T = R = 1=
p
2, then, for
a large class of input states, after repeated iterations of the
protocol, a state closely approximating a Gaussian state will
be obtained. If the identical retained states after i iterations of




































































5whenever this limit exists. The fixed points of , charac-
terised by (1)
m;n
2 C, correspond to states which are un-












































= 1. (The other possibility, (1)
0;0
= 0 leads to
the trivial solution (1)
m;n








are the only free param-
eters. When these values are specified, all other coefficients






































































are usefully expressed as






















. A specfic form for this correspondance
is given in Proposition 4. The coefficients (1)
mn
determine an
un-normalized state vector j ( )i. In the Fock state represen-






























The state vectors j ( )i are not normalized, and the require-
ment that they be normalizable, i.e. h ( )j ( )i is finite,
places a restriction on  . The following proposition takes its







where max is the largest eigenvalue of XXy.
Proposition 3. – If and only if jjj jjj
2
< 1, then j ( )i =
^
Q( )j0; 0i is normalizable and represents a pure Gaussian
state.
Proof: The matrix   in Eq. (33) is a complex symmetric
2  2-matrix. Following Takagi’s Lemma [14], there exists a









. With ^b :=U ^a we have





















commute, this is a tensor product of
two single-mode Gaussian states. It is now straightforward
to show that the single mode state vectors are normalizable if
and only if both diagonal elements of are smaller than one.
Then, each of the modes is in a single-mode squeezed state
[15]. The transformation ^a 7 !U ^a represents a beam-splitter
transformation mapping the original modes ^a onto the modes
^
b, i.e. it is a passive transformation. Hence, the resulting state
vector Eq. (34) is also normalizable.
In fact, as can be shown, the state vector ^Q( )j0; 0i is, apart
from normalisation, equal to the state vector of the two-mode














































Proposition 4. – Suppose we are given a supply of iden-













































< 1 then repeated itera-
tion of the procedure will cause the state vectors retained after
each step to converge to the state vector ^Q( )j0; 0i.
6Proof. To make the proof simpler, we shall use (0)
0;0
= 1
as above. This is merely a change of normalization and does
not alter the general validity of the argument. Before proving
the convergence of all coefficients (i)
m;n
under  to the fixed
point (1)
m;n
as i!1, let us first show that a certain subset







fixed point, after a single iteration corresponding to i = 1, for
































renaming the summation indices (r; s) 7! (m r; n s), yields
an identical sum except for an overall factor of ( 1)m+n.
Consequently, for odd values of m+n the whole sum must












also do not change after



















respective fixed points after the first iteration, and thus the
matrix   is determined to be as in Eq. (42).
Now let us show that all coefficients (i)
m;n
do indeed con-
verge to their respective fixed points (1)
m;n
as i ! 1. The







































Let us assume that all coefficients (i)
r;s
, where r m, s n












































































We see that Æ(i)
m;n







which is the case whenever m + n > 2. However, since
we have already shown that all coefficients (i)
m;n
, where

















to a final value after a single iteration, the convergence of all
other coefficients follows by induction. Note that whenever
jjj jjj
2
 1, although the coefficients individually converge
to their respective fixed points, the state as a whole does not,
since ^Q( )j0; 0i is not a normalizable state vector.
IV. GENERATION OF THE INITIAL STATES FROM
GAUSSIAN STATES
So far we did not specify where the supply of initial states
should come from. In fact, one could use two (weakly) en-
tangled Gaussian states and feed them into one of the iter-
ation components shown in Fig. 1. Then, instead of retain-
ing the state in the case of measuring the vacuum, we now
retain the state whenever any nonzero photon number is ob-
tained. Again, only detectors that distinguish between absence
or presence of photons are needed. Let us start with a sup-
ply of two-mode squeezed vacuum states the state vectors of












jn; ni ; (49)
with q 2 [0; 1). In general, we will not be able to achieve very
high values of q in an experiment, but this will anyway not
be necessary in this procedure. Let us feed two copies of the
state of the form as in Eq. (49) into the device schematically
depicted in Fig. 1 and retain those outcomes that correspond
to a ‘click’ in both detectors. It does not matter how many
photons have been measured, and we do not assume that a
different classical signal is associated with different photon





 (^1   j0ih0j) : (50)
Although the vacuum projection (as well as the identity oper-
ation) are Gaussian, the difference of them is not. Thus, we
are not in the situation as in Refs. [10, 11]. Acting with (50)
on two copies of the state (49) after rotating them at the beam




































































































































be the normalised state after application of the beam splitters
and the two projections. The most appropriate choice for the
reflectivities and transmittivities clearly depends on the value
of q and on the figure of merit of how one quantifies the qual-
ity of the output state. However, if q 2 [0; 1) is very small,









j0; 0i+ j1; 1i

h0; 0j+ h1; 1j
 (55)
























denotes the trace-norm [14]. In other words, in the
limit of very small two-mode squeezing the maximally entan-
gled state can be obtained to a high degree of accuracy. So the
appropriate choice for the beam splitters on one side does de-
pend on the value of q, whereas the beam splitter on the other
side becomes redundant. In a similar manner, one can gener-
ate states with state vectors of the form j0; 0i+(0)
1;1
j1; 1i. The



















and r(q) :=[1  t(q)]2. This analysis shows that with the help
of passive optical elements and photon detectors, quantum
states of the appropriate kind can in fact be prepared. There
is, however, a trade-off concerning accuracy of the protocol
and success probability: For any finite q, the resulting states
are not exactly pure, whereas the probability of success (such
that the non-vacuum outcome is obtained in both detectors) is
a monotone decreasing function of q.
The resulting states of this protocol can then form the start-
ing point of the Gaussification procedure. In effect, this
scheme allows one to generate approximate Gaussian states
(in fact, two-mode squeezed vacua) with a higher q than the
initial supply, which is nothing other than a distillation pro-
cedure. In light of the fact that distillation with Gaussian
operations alone was shown to be impossible [10, 11], this
scheme does, in fact, realise pure-state distillation into ap-
proximate Gaussian states via suitable non-Gaussian opera-
tions, here photon detection.
V. DISCUSSION AND CONCLUSIONS
We have shown that, using passive optical elements and
photon detectors that do not distinguish different photon num-
bers, one can distill pure Gaussian states to arbitrarily high
precision, inspite of the impossibility of distilling Gaussian
states with Gaussian operations [10, 11]. It should be noted
that in our discussion we have assumed the photon detectors
to have unit efficiency, in order to show that ’Gaussification’
is indeed possible as a matter of principle. Needless to say,
in any experimental realisation, one would have to deal with
detector efficiencies significantly less than one. Such detec-
tors can, e.g., be modeled by employing perfect detectors, to-
gether with an appropriate beam splitter with an empty input
port [17]. If the detector efficiency is still close to one, one
would expect – after a small number of iterations of the pro-
cedure – the resulting states to be still close to those presented
in this idealised protocol. The convergence properties will in
general be different from the ideal situation. Dark counts of
the detector, in turn, do not affect the performance of the pro-
tocol, expect that the success probability is decreased. These
matters will be discussed in more detail elsewhere.
In several practical applications of the Gaussification pro-
cedure, one can actually assume the initial state to be known.
This is the case, for example, if one uses the above Gaus-
sification procedure in order to purify a state in a quantum
privacy amplication procedure [9, 18]. Then, one may use ho-
modyne detection together with passive optical elements in or-
der to implement a positive-operator-valued measure (POVM)
fjihj :  2 Cg, where ji denotes the state vector of a co-
herent state, instead of photon detection [11, 19]. This would
render a displacement in phase space necessary in the last step,
depending on the measurement outcomes in each step. Such
a modification, however, would transform the originally prob-
abilistic protocol into a deterministic one. Also, the detector
efficiencies can be assumed to be significantly larger. Even
the displacement could be accounted for in the classical anal-
ysis of the measured data in the final stage of a protocol that
makes use of the prepared entangled Gaussian state, e.g., a
quantum cryptography protocol.
To summarize, we have identified a procedure, which
we have called ‘Gaussification’, that asymptotically pro-
duces Gaussian states from a supply of non-Gaussian, finite-
dimensional states. In fact, the limiting Gaussian state for a
pure given input can be found analytically. We have seen that
even after a very small number of iteration steps the degree
of overlap between the resulting state and the theoretical limit
state is close to unity. Moreover, the probability of obtaining
this approximate state is of the order of 0.1. In that respect the
8whole protocol is experimentally feasible with present tech-
nology. This result should contribute to the search for strate-
gies to distribute continuous-variable entanglement over large
distances.
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