This paper shows that local labor markets in the U.S. differ substantially and persistently in rates of population turnover. This fact cannot be easily explained by demographics, sectoral composition, or network centrality. Repeat migration accounts for a small fraction of the heterogeneity, and natives are more likely to exit mobile locations than immobile locations. Hence, there is a strong place component to migration propensity. The paper explores local labor market attributes that might account for higher mobility rates. There is evidence that mobile locations have more disperse and volatile income processes, but offer superior rates of human capital accumulation.
Introduction
The typical economic intuition on population migration is households leaving undesirable regions for more desirable ones. This neatly fits into models of utility maximization and spatial equilibrium (e.g. Roback (1982) ), as the mobility of agents (or the potential thereof) arbitrages away spatial differences in utility. This is a notion of net migration-the desirable location gaining population at the expense of the undesirable, until congestion effects or other prices make the marginal mover indifferent. The dominant empirical feature of population migration, however, is that gross flows dominate net flows by an order of magnitude. Hence, gross or "excess" migration is the very means by which population reallocation occurs.
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Though the importance of gross migration was recognized as early as Ravenstein (1885) in U.K. data and discussed in the U.S. context by Sjaastad (1962) , it has received less attention in the literature than one might expect given that population reallocation is a core topic of spatial economics and regional science.
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Perhaps the mere existence of excess turnover may not be of compelling research interest by itself, since there are always plenty of idiosyncrasies among households.
3 Potentially more consequential for regional economic analysis is that local labor markets exhibit persistent heterogeneity in their degrees of population turnover. That is, some locations are characterized by high mobility, both in-and out, and others have persistently low mobility. Even studies incorporating gross migration flows typically abstract from spatial heterogeneity.
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Determining what differentiates mobile and immobile labor markets, and whether the 1 Excess turnover was termed "migration efficiency" in an earlier literature in sociology (Galle and Williams (1972) ).
2 Notable exceptions include empirical analyses in Miller (1973) and Tabuchi (1985) and regional population models of gross flows in Schachter and Althaus (1989) , Kaplan and Schulhofer-Wohl (2012) , Davis et al. (2013) , Mangum (2015) , and Monras (2015) .
3 Many other forms of labor market transitions are characterized by gross flows in large excess of net flows. Examples include employment states (Blanchard et al. (1990) ), jobs among firms (Davis and Haltiwanger (1992) , Davis et al. (2006) ), and workers between firms (Fallick and Fleischman (2004) , Davis et al. (2006) ).
4 Coen-Pirani (2010) documented the correlation of inflow and outflow rates across U.S. states, and this paper expands the analysis in several dimensions. Notably, this paper shows that the mechanism suggested in Coen-Pirani (2010) , while relevant, is not quantitatively sufficient to explain the wide degree of heterogeneity between labor markets, as elaborated below.
factors are causal or incidental, is important for our understanding of local labor market dynamics. Local labor markets can provide laboratories for studying the labor market at large, as differences between places impose variation on worker outcomes. Examples of technique include studies of the labor market implications of location size (Glaeser and Maré (2001) , Baum-Snow and Pavan (2012) , Baum-Snow and Pavan (2013) , Baum-Snow et al. (2014) ), density (Bleakley and Lin (2012) ), or sectoral composition (Beaudry et al. (2012) ). More directly, knowing how population reallocates between places-and whether and how this differs across space-will inform our understanding of adjustment to local labor market shocks, in the spirt of Blanchard and Katz (1992) . This paper makes three empirical contributions in documenting a set of facts on local labor market mobility. First, it confirms a large degree of correlation between inflows to and outflows from local labor markets and establishes that some labor markets are persistently more mobile than others over long horizons.
5 The pattern is documented in several data sources. Second, the paper shows that compositional differences in population attributes (for example, in age and education) or in distance from other markets (in physical and in sectoral space) explain relatively little of the spatial heterogeneity in turnover rates. Moreover, the incidence of "repeat mobility," or households who have moved in the past being more likely to move again, 6 accounts for only a fraction of the spatial heterogeneity, and natives to mobile locations are more likely to migrate away than natives in less mobile places.
Thus, there is a place component to mobility. These descriptive exercises present the literature with a puzzle, and the paper's third contribution is to begin offering an explanation. This is not the sort of question for which there are obvious natural experiments, but some hypotheses can be tested more heuristically through cuts of the data. The paper offers several tests, focusing on differences in income distributions. First, mobility is correlated with income inequality in both raw and residual (i.e. controlling for individual characteristics)
measurements. This feature is not imposed by the migrants, but is also present when comparing the earnings distribution of natives and non-movers as well. Furthermore, migrants to and from mobile locations have more volatile income processes pre-and post-move than do migrants to and from less mobile locations. These facts suggest mobile labor markets have more uncertain distributions of income match quality, which could plausibly cause higher rates of inflow and outflows simultaneously.
Secondly, mobility is not obviously related to local mean incomes in the spatial cross section. However, mobile locations do show evidence of superior human capital accumulation.
Earnings accelerate over the life cycle more quickly for workers in mobile places (not just among the migrants), an effect present even when controlling for market size. Additionally, migrants' incomes show a pattern consistent with human capital accumulation, earning at relative penalties when moving from immobile place to mobile, and retaining wage premia when migrating from mobile to immobile. Human capital accumulation is also plausibly related to simultaneous inflow and outflows, making for a more attractive destination while also allowing incumbent workers to leave without sacrificing all income premia.
This paper intends to spur more research center around spatial heterogeneity in worker mobility. Mobile locations appear to be fundamentally different labor markets, which offers an opportunity for studying worker outcomes within markets and population adjustments between them.
The paper proceeds as follows. Section 2 describes the data and lays out the basic empirical facts. Robustness across samples is considered. Section 3 accounts for the role of repeat mobility. Section 4 then describes the attributes of mobile and immobile places, from which a few hypotheses emerge. Sections 5 and 6 test for differences in income dynamics and rates of human capital accumulation. Section 7 concludes. Appendices contain exhibits with auxiliary results underlying the main analyses.
Empirical Patterns
This paper uses data from a variety of sources, and I briefly describe them before reviewing the evidence.
Data
The first source of migration flow data is the Internal Revenue Service's (IRS) Statistics of Income division summary files on county-to-county flows in the U.S. (IRS (2015) ). Migration is inferred by the IRS from year-over-year address changes on a tax filer's return, and the IRS makes available a summary of the gross county-to-county flows. 7 The data report, for each place-to-place cell, the number of tax returns (the number of households, to a close approximation) and the number of exemptions (approximately, the number of persons), and for each origin and destination county, the total inflows and outflows. I use the household-level data for 1990-2013, aggregating county-to-county flows to consistent-definition metropolitan statistical areas (MSAs, year 2000).
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The dataset affords several advantages. First, the data contain actual gross flows between location pairs-i.e., the migration network-for a wide swath of U.S. geography. Second, the data are reported annually, a high frequency for studies of migration, and reveal migration patterns over time. Third, the dataset is nearly a census of migration flows, an advantage over even large microdata samples. However, it is a census of taxpayers only, so those who earn little income or otherwise do not file taxes are not represented.
The major disadvantage of the data is that it is an aggregation, so there is no information on the individual households composing the flows. Therefore, I also employ three workhorse microdata sources provided by the IPUMS project ). I use the five 7 The IRS suppresses cells with fewer the 10 households, although the data also include a summary of total county-level inflows and outflows which include migrants on censored county pairs. For the few of my analyses that use the full place-to-place flow matrix, the data preparation includes an imputation procedure for censored observations based on known county inflows and outflows, past and future observed flows for the county pair, and proximity. The censoring is a more severe problem for flows between rural counties than among the urban areas that are the focus here.
8 For exposition, I exclude cities with a high share of workers in military occupations. Flood et al. (2015) ). The census samples include retrospective questions on MSA and state of residence five years ago (one year ago in the ACS), which allow observation of one migration event.
9 The Census and ACS data also provide the main sources of information on cross sectional differences in populations composition and income between locations. Finally, for some longitudinal analyses, I turn to the Panel Study of Income Dynamics (PSID (2014)).
The major advantage is its longitudinal structure, reporting the dynamic path of location decisions jointly with income. The major disadvantage is its relatively small sample. The geography available in the PSID is state.
Correlation in Population Flows
I now turn to the primary descriptives. Figure 1 , plot A, displays the initial empirical fact, the relationship between population inflows and outflows, at the metropolitan level using the IRS data. The inflow and outflow rates are calculated as a proportion of the start-ofyear population. Clearly, there is a strong correlation between inflows and outflows: cities that receive migrants send away a remarkably similar magnitude. If the empirical pattern of migration were one of spatial arbitrage-population leaving bad locations and entering good locations-this line would have negative slope. With the strong positive correlation, net migration rates average less than half of a percent, meaning gross flows are an order of magnitude larger. The most mobile labor markets have three to four times the population turnover of the least mobile markets.
In a long enough horizon, this pattern could arise if local cycling caused cities to gain population in some years and lose it in others. Plots B, C, and D shows this is not the case. Plot B shows the contemporaneous metro-by-year rates of inflow and outlaw, which are nearly as correlated as the averages in plot A. Plots C and D show the persistence in flows. Plot C shows the average gross outflow from the metro area for the early years of data (1990) (1991) (1992) (1993) (1994) (1995) plotted agains the end of the data (2007) (2008) (2009) (2010) (2011) (2012) (2013) , and plot D does the same for inflows. While there is a general decline in mobility over this horizon (see Molloy et al. (2011) and Kaplan and Schulhofer-Wohl (2012) ), the persistence in spatial heterogeneity is strong. Rank correlations are about 0.95.
Robustness
The rest of the paper is devoted to unpacking why some locations are persistently more mobile than others. But before proceeding, some initial robustness checks are in order. Table 1 reports on mobility measures from across samples and compares raw mobility rates with indices that control for some potential explanations for the spatial heterogeneity in mobility.
Network Distance
One explanation is that certain locations are more centrally placed in space and might be more accessible than remote areas. Network centrality could apply to physical space as well as "similarities," broadly defined, including sectoral composition of the labor market.
An easy way to test for this is through the well-known gravity model of migration. 10 The regression model is
where m jkt is the log flow between origin i and destination j in year t, θ 1 , θ 2 account for market size, f (D ij ) is a pairwise (origin-destination) function of distance, X j , X k are origin and destination attributes, and d j , d k are original and estimation fixed effects. d t is a time dummy to account for trends in migration nationally.
The IRS migration data provide the full matrix of gross place-to-place flows and are therefore best suited for a gravity model using pairwise measures of distance. The objects of interest here are the origin and destination fixed effects, as these recover the average outand in-mobility unexplained by network distance. Table 1 reports the correlations between several specifications, with panels read as a matrix. The diagonal of a panel contains the correlations between origin and destination index for each specification. The lower triangle is the correlation between specifications in the origin mobility index; for example, between the raw outflow and a gravity adjusted origin fixed effect. The upper triangle does the same for the destination side.
10 The gravity equation is a common tool for measuring migration elasticities; see Greenwood (1975) . Its microfoundations from utility theory are developed by Niedercorn and Bechdolt (1969) . (1) and (2). Select indices are reported in Table B1 . Additional results from the models are reported in Table A1 and A2. Origin indices are in rows and destination indices in columns; see the legend for the structure of reporting correlation coefficients between index type. There are 272 metro areas in the IRS data, 239 in the 2000 Census, and 263 in the ACS. Source: Author's calculations using IRS, Census, and ACS data as described in main text.
The table focuses on the relationships between indices, but the underlying regression results are in Appendix Table A1 , and I also briefly discuss these. Index 2 introduces a linear-in-parameters distance function of f (D ij ) including the physical distance between metro areas in log miles, and three measures of labor market similarity, the difference in college attainment rates, the difference in market population sizes, and a sum of differences in the employment share by industry (by NAICS category). All of these enter negatively, meaning differences between metro areas are associated with less migration flow (in either direction) between the pair. Empirically, the log miles term is most important. This is because most migration is regional, with 60 percent of between-metro migrants staying within census division and 70 percent within census region. But the distance function does not reduce the variance across the location fixed effects, and the correlation of the origin fixed effect with the raw out rate is 0.72, meaning the gravity adjustment does little to change the rank correlations-mobile locations are still mobile controlling for distance, broadly defined, so some other forces are at work. 11 (Index 2 is reported for the full set of metro areas in Appendix Table B1 .)
Index 3 accounts for cyclical and long term labor market trends by including measures of the local unemployment rate, wages, and residential costs. Each of these has the expected sign as "attractor" or "repellant" to population. Finally, indices 4 and 5 are specification checks, the former fixing θ i = 1, so that outflows is measured as a rate, and the latter using the inverse hyperbolic sine instead of the log so that pairwise flows of zero can be included in the regression. But throughout the IRS panel of Table 1 , correlations are positive and large. Reading down the diagonal, it is clear that distance and local labor market controls do little to break the correlation between inflows and outflows. Comparing indices with the raw rates and each other shows that various specifications of a gravity model do not change the rank pattern of spatial heterogeneity. Hence, a basic gravity explanation is unsatisfying.
11 In many cases, actually, gravity fails to explain why so many coastal markets (especially west coast), which are remote by construction, are highly mobile. See Table B1 .
Compositional Differences
A second explanation is demographic. Mobile locations might simply have more population share in typically mobile groups-the young, the college educated, the single, etc. Such an "explanation" only pivots the question, in a sense, from understanding spatial heterogeneity in mobility to heterogeneity in attractiveness or production of certain types of groups, and moreover, why these places might be "layover" cities, attracting disproportionate share of migrants that are soon to leave. Regardless, I actually find a limited role for demographic explanations, meaning there is a large degree of residual spatial heterogeneity.
To address questions of individual characteristics, I turn to the census microdata sources.
To form indices of out and in-mobility from microdata, I run regressions of
where I(move ij ) is an indicator variable for whether the individual migrated from origin j according to the retrospective question, X i is a vector of individual attributes and d j is the location fixed effect of interest. I control for age-by-education categories, race, immigrant status, and household composition, limiting the sample to working age adults not enrolled in school. 12 I do this for the origin and destination side since the census offers information on last (origin) and current (destination) location of residence. The coefficients for the attributes are reported in Appendix Table A2 , but there is nothing surprising, so I do not discuss.
Index 7 of Table 1 uses the demographic controls on 2000 census data (five year migration rate) and index 12 on ACS data (one year rate). Each of these indices are still highly correlated with the raw outflow rate. The destination side is also correlated, though to a lower extent. Monras (2015) shows that population inflows are more sensitive to local labor market conditions than are outflows; for example, bad labor markets do not send more migrants than usual, but they attract many fewer in-migrants. Thus, in general, we should expect origin indices to be more persistent and more similar across specifications. Hence, I
use origin indices as my preferred measures of local migration rates, especially when the full matrix of flows is not available.
Indices 8 and 13 add one more important modification-a control for whether the respondent was "at home," that is, residing in their state of birth, in the origin location. Thus, if a location appears to be mobile because it has a lot of transplant residents who are likely to move on again, this index would account for the non-natives living there. (By definition, there is no destination equivalent of this specification.) The correlation with the raw index remains, and the correlation between it and the demographics-only index is very high. Thus, spatial heterogeneity in mobility rates is apparent even after controlling for a location's history of in-migrants. This is a key result, and I will return to the repeat mobility issue in more depth in the next section.
Finally, indices 9 and 10 (14 and 15 for ACS) split the sample into non-college educated and college educated workers, who may face different labor market opportunities. Mobile locations are similarly mobile for both sets of workers, especially on the origin side. One interesting aside, however, is the relatively low correlation for in-and outflow rates among the college educated, which could be due to the ongoing concentration of educated workers in certain locations (Moretti (2013) , Ganong and Shoag (2013) , Broxterman and Yezer (2015) , Diamond (2016) 
Repeat Mobility
As alluded to earlier, one possible mechanism is that a location is mobile because it was mobile before. That is, if "repeat mobility" is common, locations with a larger share of nonnative residents will exhibit more turnover as a consequence of their transient composition.
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The literature has long recognized that movers are likely to move again, whether "return"
(to a previous location) or "onward" (to a never-visited location) (Herzog and Schlottmann (1982) , DaVanzo (1983) , Kennan and Walker (2011) ).
Repeat mobility is the chief mechanism by which Coen-Pirani (2010) generates correlation in gross inflows and outflows. In that paper's model, new arrivals to a location are more likely to find themselves mismatched, and therefore more likely to move away. Long time residents, on the other hand, are a selected sample of those positively matched. When paired with persistent productivity shocks, growing locations will have more in-and out-mobility than the average location. Indeed, the mobile locations tend to be growing in population.
For example, the correlation in population growth and the gravity adjusted index is 0.49.
Perhaps mobile places are simply attractive to in-migrants, many of whom turn around and leave again, and that is sufficient explanation.
The data indicate there is more to the story than repeat mobility alone. While I concur with the existing literature that one-time migrants are more likely to move again, this is insufficient explanation for the marked spatial heterogeneity between local labor markets. I investigate this empirically by estimating versions of the following equation.
P r(move) = βX+α 1 orig mobility+α 2 I(not at home)+α 3 orig mobility×I(not at home)+
where orig mobility is an origin's mobility index and I(not at home) is an indicator for whether the individual had migrated in to that origin from elsewhere. If repeat mobility 14 I use "native" to refer to region of birth domestically, not status as an immigrant from a foreign country.
explains spatial heterogeneity, including this term will drive the mobility index coefficient toward zero. The interaction then measures whether in-migrants are more or less likely to move out of mobile places than immobile.
In the census data, "not at home" is indicated by whether the person was in a location other than his birth state. For example, a California-born resident of Los Angeles is "at home," but those born outside of California are not. 15 Unfortunately, the data do not indicate when an out-of-state born person moved in (whether as a child or working age adult) or how many moves occurred prior, but this forms the best available measure relevant for the fundamental idea-that transplants are more likely to leave. The longitudinal structure of the PSID allows me to separately control for whether the origin is "home" (the place of residence in childhood) and whether the respondent moved in from elsewhere, though the spatial detail is limited to states.
Notice that by controlling generically for transplant status, specification (3) accounts for many factors that might underlie repeat mobility and focuses on the effect of it on spatial heterogeneity in mobility rates. It is agnostic as to whether subsequent moves for transplants are more likely because of a causal force-e.g. people are more likely to dislike a new place than a familiar one-or mere selection of people with idiosyncratically low moving costs. The point of emphasis is what happens to the origin mobility index coefficient. Table 2 reports the results for several samples. In all cases, I use indices of origin mobility from out of sample. Columns 1 and 2 report results for census data, using the IRS-based gravity adjusted index and the ACS index, respectively. Columns 3 and 4 use the ACS index, but separately for the non-college and college educated sample. Column 5 is ACS data using a census index, and Column 6 is PSID using an IRS index.
Model 1 controls for individual attributes besides transplant status. In all cases, the mobility index is positively associated with an individual's migration probability. At these coefficient sizes, a standard deviation increase in the origin's mobility rate leads to an increase (3). "At home" is defined as residing in metro area in the state of one's birth; this can be distinguished from a recent move in the PSID only. All models include controls for age by education, household structure, race and nativity. Census and ACS data control for the metro area's share of college students. ACS includes year dummies. Source: Author's calculations using IRS, Census, ACS, and PSID data as described in main text.
of 30% in the individual's migration probability. Model 2 introduces the control for transplant status, but this only reduces the index coefficients to a 24-26 percent effect. Thus, even controlling for incumbency, mobile places are still substantially more likely to send away migrants. Moreover, a positive interaction term indicates that transplants are actually even more likely to re-migrate out of mobile places than immobile, although the sign of the interaction is not robust across samples and index choices.
A simple back-of-the-envelope exercise helps to quantify the role of repeat mobility in explaining spatial heterogeneity. From column 1 of Table 2 , transplants are 8.1 percentage points more likely to move than those already residing in their place of birth. If mobility rates were the same everywhere, and locations varied only in the share of transplants, then the difference between two locations k, j in mobility rates would be 0.081
s is the share of natives/non-transplants. In the data, the 90-10 percentile gap in mobility rates between cities is 13 percentage points, meaning the transplant shares would have to differ by an impossible 160 percentage points. Besides, such a projection would assume a perfect rank correlation between observed mobility rate and transplant share, which is not the case. Using demographics and transplant share to predict migration rates by city via the regressions of (3), the 90-10 difference in predicted rate is just 6 percentage points, less than half the actual gap. In an average across cities, observed demographics and transplant status can explain only one-third of the local deviation from mean migration rate. Clearly, there remains a significant place-based component to migration rates even after controlling for the tendencies and attributes of repeat migrants.
Local Labor Market Characteristics
If there is a place component to migration probability, what are the attributes of mobile places? There could, of course, be many and varied reasons across cities. This paper is intended, in part, to stimulate work on this pattern, and cannot itself find every explanation.
However, local labor market characteristics, subject of a long and useful tradition of research in regional studies, are a good place to start. In particular, I will describe the relationship between local income distributions and mobility rates. There are three reasons for focusing on income distributions. First, income distributions are the most prominent features of local labor markets besides sectoral composition, and differences in local sectoral composition are not obviously driving heterogeneity in mobility, which persisted even after controlling for sectoral isolation (in the gravity models) and composition of worker types (in the census microdata). (2014)), so it seems natural to extend these questions to another feature of persistent heterogeneity in local labor markets. In essence, this is another way to use local labor markets as a "laboratory" for studying the aggregate labor market. Finally, there are plausible reasons to believe that the differences in income distributions could actually be causing the in-and out-mobility and are not merely coincidental, though the particulars of this conjecture will be elaborated in more detail after observing patterns in the data.
As an initial exploration, Table 3 there is a calculation using the raw data as well as the residuals from Mincer-style regressions that control for education, experience, work hours, demographics like race and family status, and industry and occupational classifications (at the two digit level, with about two dozen categories each). Using the residuals allows for the study of peculiar place-based components after accounting for obvious compositional differences.
I being with mean earnings. The top row shows that more mobile locations have on average slightly lower earnings. However, the row using residual incomes (i.e. the city fixed effect) shows that this might be compositional, since mobile places offer higher residual incomes in at least some measures of income mobility. The next six rows split out the calculation of raw and residual means by migrant-type subsamples: workers at home (their birth location, regardless of whether they have ever moved), non-migrants (workers who were in the same labor market five years prior), and migrants (new entrants in the last five years).
The correlations among incumbent residents are very similar to the full sample, suggesting the patterns are inherent in the locations themselves and are not driven by having disparate shares of transplants.
How might higher incomes be associated with more in-and out-mobility? If a local labor market offered higher incomes because of locally-specific productivity, it would be plausible that this would attract in-migrants, though there is no obvious reason why it would also propel out-migrants. Besides, income differentials of this nature should be arbitraged away in steady-state equilibrium through net migration and the adjustment of other local prices.
Thus, there need be no pattern between and mobility and average earnings stemming from locally-specific productivity. However, there is an alternative theory relating average earnings to mobility: if a local labor market offered more substantial human capital accumulation, this could at once attract in-migrants and allow out-migration by permitting individuals to carry some of their income premium along with them upon moving. Human capital accumulation could also fail to show up as a persistent income premium in the cross section, with different people coming and going from the local market at different points of human capital stock, which would be consistent with the weak to negative correlations in Table 3 . Thus, human capital augmentation seems a viable candidate for causing higher turnover. Section 6 below will look for evidence of faster human capital accumulation among higher mobility cities.
The lower panel of Table 3 The bottommost panel shows the pattern is largely unchanged when using residual incomes. That is, mobile places tend to have a wide dispersion of income for unobserved reasons, not because of, say, a wide diversity of occupations or worker education. This is consistent with the notion that there is a place component to turnover not due to sectoral composition.
Why might income dispersion be relevant for turnover? It is a reasonable candidate for driving both in and out-mobility to the extent it comes from "match quality." If earnings outcomes are subject to idiosyncratic match quality, workers of similar observable type would be passing each other in and out of the city, good matches flowing in and bad matches flowing out. This is similar intuition to Coen-Pirani (2010), but not limited to new entrants.
Furthermore, uncertainty about a match could also incentivize experimental migration by offering a higher option value-a worker would want to try the high variance market, and if it does not work out, he can try again elsewhere or go home again. Thus, places with high variance in incomes for any host of reasons might exhibit more mobility in and out, even driving out incumbents.
The evidence is consistent with dispersion in match distribution. Importantly, the correlation of mobility with income dispersion remains when splitting the income data by subsamples of non-migrants and workers born in the location, indicating that the dispersion comes from a local data generating process and is not imposed by having a large share of transplants. This is especially important point for considering income dispersion, since migrants could otherwise cause local income dispersion simply by having fewer income draws to "settle in" to the location. When the mobile places exhibit higher variance even among incumbents, it suggests they have a more disperse, uncertain primitive income match distribution.
In summary, mobile places do not necessarily offer higher or lower earnings on average, though the distribution of incomes is more disperse, even when controlling for a wide array of worker characteristics. Next, I investigate whether disperse match quality means more individual earnings uncertainty. Then I test the conjecture that mobile places offer superior human capital accumulation.
Income Uncertainty
Conceptually, a wide dispersion of match quality could obtain without individual uncertainty.
That is, mobile locations may consistently offer the individuals incomes that are disperse in the cross section. This could generate out mobility as suggested above. However, mobility could be more greatly affected if the dispersion was also associated with greater temporal Table B1 . There are 240 metro areas with mobility indices and income data available. Source: Author's calculations using IRS, Census, and ACS data as described in main text.
shocks to an individual's earnings. One way to test for this second layer is to measure whether migration events in and out of mobile places are associated with larger income shocks than those in to or out of immobile places.
To look at earnings dynamics, I turn to the longitudinal PSID. As before, I want to condition on observable characteristics (which may themselves be subject to trends and shocks) and focus on an otherwise unexplained place component. For each person-year observation, I
use the annual March CPS to predict that person's income given their experience, education, race, occupation, industry, and location in the year of observation t. Then I look at residuals from this prediction over time, y e it ≡ y it −ŷ it , in a regression of the following form:
where I(move) is an indicator for a migration event and the δ's are parameters of interest measuring the mean residual income s periods before and after the move event (at s = 0).
These are measured relative to a non-migrating individual, and I am mainly interested in dynamics over δ s . 17 To maintain consistency over time in the PSID, the periods are two-year intervals, and I use four observations on each side of the move (so, eight years before and after). For exposition, I split the locations into the more mobile and less mobile halves.
The coefficients are displayed in Figure 2 and reported with standard errors in Appendix Table A3 . On the origin side of the migration event, workers out of mobile places are experiencing relative declines in income (from a statistically significant ten log point premium to zero). Workers out of immobile places exhibit much flatter profiles, not significant from zero. On the destination side, incomes for movers improve over time, but much more quickly for those arriving in mobile destinations.
18 Taken together, it appears that mobile locations are not only more disperse in the cross-section, but also produce more volatile individual income dynamics. Both of these are centered around a move event, so the patterns suggest Table A3 . Source: Author's calculations using PSID, IRS, and CPS data as described in main text.
that migration from mobile places is more driven by income than migration to or from immobile places. Table 3 showed that city level mobility, in some cases, was correlated with residual income premia, though never with average incomes. I conjectured that human capital formulation could be associated with gross in-and out-mobility and fail to show up in a cross sectional correlation of mobility to incomes. I explore this conjecture further in this section. My approach to testing for superior human capital formation is similar to Glaeser and Maré (2001) . First, I test whether the income-experience profile varies with mobility rates. Second, I test whether the earnings outcomes of movers (recent entrants to the local labor market)
Human Capital Accumulation
are consistent with human capital formation in their origin and destination cities.
The Income-Experience Profile
The first test is to measure the income-experience profile in more versus less mobile locations to look for differences in how earnings grow as the worker gains experience. I use variants of the regression:
where exper is implied experience and X is a vector of worker attributes. The first terms (in parentheses) measure the typical income profile over the life cycle, interacted with college degree attainment, while controlling for the observed characteristics in X. The terms γ a exper a,a+4 ·mobility j are an interaction of five-year experience categories with the location's mobility index. These measure the income profile in higher turnover locations compared to low turnover.
The results on 2000 Census data are presented in Table 4 . All regressions control for available demographic characteristics, education categories, hours and weeks worked, and occupational and industry dummies. Column 1 is the basic specification, which includes dummies for the city's population size category. The experience-mobility interaction terms
show that more mobile places do not offer higher incomes to young workers, but a substantial premium emerges at five years and continues through mid-career. For example, a worker with ten years experience in a city with a one standard deviation higher mobility rate earns about three percent more than the same worker in an average mobility place. For comparison, a standard deviation in mobility is worth about one and one-half years experience for a worker of this age. The premium declines into the late career, though not completely. This profile is consistent with a worker ascending the experience-earnings profile more rapidly in more mobile locations, evidence for higher human capital accumulation.
The remaining columns offer robustness checks and measurements of heterogeneity. Col-umn 2 adds interactions of experience dummies with log population. This reduces the experience-mobility interactions by about half, but the profile shape is qualitatively similar.
Thus, some of the evidence for human capital accumulation is confounded with population size effects, but still the conjecture is not rejected. Column 3 adds MSA fixed effects to soak up average differences between cities. This requires a dropping of one experience category and a concomitant change in coefficient interpretation, but does not change the profile.
Columns 4 to 6 confirm that the observed profile is not caused by the migrants themselves, but appears to be a feature of the data generating process in mobile locations. Column 4, following Dahl (2002) , adds a control function for the likelihood that a worker born in some location j would reside in their observed location. There is evidence of selection (unlikely locations are associated with higher earnings), but this does not change the experiencemobility profile. Column 5 limits the sample to non-migrants, and column 6 to non-migrants in their birth location. The results are very similar to column 2, strongly suggesting that the difference in profiles comes has a place component. Finally, columns 7 and 8 split the sample among the non-college and college educated. The profiles are similar, though slightly larger for the college educated.
In summary, mobile locations exhibit a steeper income-experience profile, with early to mid-career workers earning the largest premium relative to similar workers in less mobile locations.
Movers Compared to Non-Movers
Continuing to follow the logic of Glaeser and Maré (2001) , I next use migrants to look for evidence of superior human capital in mobile locations. Here, I leverage the current and retrospective locations available in census data, comparing the difference in the two locations' mobility rates (though income is only observed in the current place). The logic is that if mobile locations offer more human capital accumulation, then workers have to gain experience in the mobile place to obtain a premium. Thus, recent migrants into mobile I use versions of the regression:
where X is a vector of attributes, f (·) is a experience function as in (5), I(moved) indicates a migrant and ∆mobility jk indicates the difference in mobility rate between the past and current location. For simplicity, I will split migrants into those moving "up" (to a higher mobility place from lower) and "down" (to lower mobility). I also include controls for whether the current location is a move back to one's home (birthplace). Table 5 reports the results. As a first check, column 1 simply includes a dummy for a migrant and another for a move home. The average migrant exhibits a very slight earnings disadvantage to an observationally equivalent worker, and moves home-possibly more likely to be occurring for non-labor market reasons-come at a income cost of about four percent.
Column 2 splits the migrant dummy into moves up and down. Movers up (going from a less mobile to a more mobile place) exhibit about one percent lower incomes than observationally equivalent workers, and movers down (from more to less mobile places) earn at just under a one percent premium. These migrant patterns are consistent with a story of superior human capital accumulation in mobile cities. Workers entering mobile places earn at a penalty relative to incumbent workers, though workers exiting mobile places retain a premium in their new markets.
Column 3 interacts the move up and down dummies with the five-year experience categories. This is an important test of the conjecture because workers with less than five years experience typically were not working in their previous locations, their place of residence five years ago. Young workers did not accumulate local labor market experience in past locations, though older workers did. The result shows that young workers in either direction exhibit premia relative to non-migrating young workers, which could be purely a selection story. Older workers, in contrast, having accumulated experience in their past location, exhibit penalties and premia consistent with superior human capital accumulation in mobile places: movers up earn at a penalty, and movers down at a premium, especially around 10-20 years experience. Columns 4 and 5 split the sample by college education to reveal some heterogeneity. Non-college educated workers seem most susceptible to the move-up penalty, while college educated workers reap most of the move-down premium. Perhaps the college educated are more able to control the circumstances under which they move.
In summary, there is evidence that mobile cities offer opportunity for superior human capital accumulation, and this could be one reason they are at once attractive to in-migrants and allow higher rates of out-mobility. This result is robust to and coincident with the well-established relationship between city size.
Conclusion
This paper has highlighted a robust but understudied feature of local labor markets, the persistent spatial heterogeneity in population turnover. This heterogeneity cannot be easily explained by demographic or compositional differences, location remoteness (in physical or sectoral space), or even by the perpetuation of turnover through repeat mobility. The paper aims to push future lines of research in regional studies, and local labor markets in particular, by documenting these patterns.
The paper then starts this agenda by suggesting that mobile locations are materially different local labor markets. In particular, mobile places have more income dispersion, income volatility, and steeper income-experience profiles. The patterns apply generally to NOTES: The table reports the results for the mover-interacted coefficients from a regression of log earnings in the model (6). The regressions include controls for education, experience, race, household structure, industry and occupation dummies (2-digit level). Source: Author's calculations using Census and IRS data as described in main text. many types of workers. A possible story emerges to explain simultaneously high in-and outmobility. More disperse income distributions and more volatile income processes generate a wider degree of good matches attracting migrants and poor matches pushing them away.
At the same time, by offering superior human capital accumulation, higher mobility places allow, at the margin, greater rates of inflow and outflow. These results motivate the study of local labor markets according to their mobility status much like the literature has studied the relationship between incomes and size.
More generally, the paper shows that spatial features of gross mobility should not be ignored in the study of regional economies. The patterns documented here indicate that local labor market features have implications for the rates of regional adjustment. Models of local labor market adjustment typically focus on net migration, although empirically, such adjustment occurs through a substantial degree of gross migration. With heterogenous rates of excess mobility, the growth or decline of particular local labor markets would introduce different productivity or welfare costs in the aggregate. A Appendix: Auxiliary Results Figure 2 . N = 63, 564. Source: Author's calculations using Census and IRS data as described in main text. 
B Appendix: Full List of MSAs by Mobility Index

