Abstract-Using estimators of the variation of positive and negative returns (realized semivariances) and high-frequency data for the S&P 500 Index and 105 individual stocks, this paper sheds new light on the predictability of equity price volatility. We show that future volatility is more strongly related to the volatility of past negative returns than to that of positive returns and that the impact of a price jump on volatility depends on the sign of the jump, with negative (positive) jumps leading to higher (lower) future volatility. We show that models exploiting these findings lead to significantly better out-of-sample forecast performance.
. 3 Recent work in this literature has also found evidence of this relationship using highfrequency returns (see Bollerslev, Litvinova, & Tauchen, 2006; Barndorff-Nielsen, Kinnebrock, & Shephard, 2010; Visser, 2008; and Chen & Ghysels, 2011) . We build on these papers to exploit this relationship and obtain improved volatility forecasts.
We use a new estimator proposed by Barndorff-Nielsen et al. (2010) , realized semivariance, which decomposes the usual realized variance into a component that relates only to positive high-frequency returns and a component that relates only to negative high-frequency returns. 4 Previous studies have almost exclusively employed even functions of highfrequency returns (e.g., squares, absolute values), which of course eliminate any information that may be contained in the sign of these returns. High-frequency returns are generally small, and it might reasonably be thought that there is little information to be gleaned from whether they happen to lie above or below 0. Using a simple autoregressive model, as in Corsi (2009) and Andersen, Bollerslev, and Diebold (2007) , and high-frequency data on the S&P 500 Index and 105 of its constituent firms over the period 1997 to 2008, we show that this is far from true.
We present several novel findings about the volatility of equity returns. First, we find that negative realized semivariance is much more important for future volatility than positive realized semivariance, and disentangling the effects of these two components significantly improves forecasts of future volatility. This is true whether the measure of future volatility is realized variance, bipower variation, negative realized semivariance, or positive realized semivariance. Moreover, it is true for horizons ranging from one day to three months, both in-sample and (pseudo-)out-of-sample. Second, we use realized semivariances to obtain a measure of signed jump variation, and we find that is important for predicting future volatility, with volatility attributable to negative jumps leading to significantly higher future volatility and positive jumps leading to significantly lower volatility. Thus, while jumps of both signs are indicative of volatility, their impacts on current returns and future volatility might lead one to label them "good volatility" and "bad volatility." Previous research (Andersen et al., 2007; Forsberg & Ghysels, 2007; and Busch, 684 THE REVIEW OF ECONOMICS AND STATISTICS Christensen, & Nielsen, 2011) reported that jumps were of only limited value for forecasting future volatility. Our finding that the impact of jumps depends critically on the sign of the jump helps explain these results: averaging across both positive and negative jump variation, the impact on future volatility is near 0. 5 Bollerslev et al. (2006) were perhaps the first to note that the sign of high-frequency returns contains useful information for future volatility, even several days into the future. They show that several standard stochastic volatility models are unable to match this feature. Chen and Ghysels (2011) propose a semiparametric model for aggregated volatility (e.g., daily or monthly) as a function of individual highfrequency returns. The coefficient on lagged high-frequency returns is the product of a parametric function of the lag (related to the MIDAS model of Ghysels, Santa-Clara, & Valkanov, 2006 ) and a nonparametric function of the return. With this model, the authors obtain nonparametric "news impact curves" and document evidence that these curves are asymmetric for returns on the S&P 500 and Dow Jones indices. A forecasting model based on realized semivariances avoids some of the difficulties of the semiparametric MIDAS model of Chen and Ghysels (2011) , such as the fact that estimation of news impact curves requires either a local estimator of spot volatility (a difficult empirical problem) or a method for dealing with the persistence in large returns, which makes estimation of the curve for larger values difficult. Realized semivariances are simple daily statistics and require no choice of bandwidth or other smoothing parameters and no nonlinear estimation.
We complement and extend existing work in a number of directions. First, we look at the leverage effect and forecasting for a large set of assets-105 individual firms, and the S&P 500, the FTSE 100, and the EURO STOXX 50 indexes-and verify that the usefulness of realized semivariances relative to realized variances is not restricted only to broad stock indices. Second, we show that negative semivariances are useful for predicting a variety of measures of volatility: realized volatility, bipower variation, and both realized semivariances. Third, we show the usefulness of simple autoregressive models that we use, all of which can be estimated using least squares, across horizons ranging from one day to three months. We also present results on the information in signed jump variation, a measure that does not fit into existing frameworks and helps us reconcile our findings with the existing literature.
The remainder of the paper is organized as follows. Section II describes the volatility estimators that we use in our empirical analysis. Section III discusses the high-frequency data that we study and introduces the models that we employ. Section IV presents empirical results on the gains from using realized semivariances for forecasting, and section V presents results from using signed jump variation for volatility forecasting. 5 Corsi, Pirino, and Renò (2010) find that jumps have a significant and positive impact on future volatility, when measured using a new thresholdtype estimator for the integrated variance.
Section VI presents results for a pseudo-out-of-sample forecasting application for the U.S. data and results for two international stock indexes. Section VII concludes.
II. Decomposing Realized Variance Using Signed Returns
In this section we briefly describe the estimators that are used in our analysis, including the new estimators proposed by Barndorff-Nielsen et al. (2010) .
Consider a continuous-time stochastic process for logprices, p t , which consists of a continuous component and a pure jump component,
where μ is a locally bounded predictable drift process, σ is a strictly positive cádlág process, and J is a pure jump process. The quadratic variation of this process is
where Δp s = p s − p s− captures a jump, if present. Andersen et al. (2001) introduced a natural estimator for the quadratic variation of a process as the sum of frequently sampled squared returns, commonly known as realized variance (RV ). For simplicity, suppose that prices p 0 , . . . , p n are observed at n + 1 times, equally spaced on [0, t] . Using these returns, the n-sample realized variance, RV , is defined below and can be shown to converge in probability to the quadratic variation as the time interval between observations becomes small (Andersen et al., 2003) :
where r i = p i −p i−1 . Barndorff-Nielsen and Shephard (2006) extended the study of estimating volatility from simple estimators of the quadratic variation to a broader class, which includes bipower variation (BV ). Unlike realized variance, the probability limit of BV includes only the component of quadratic variation due to the continuous part of the price process, the integrated variance,
where μ 1 = √ 2/π. The difference of the above two estimators of price variability can be used to consistently estimate the variation due to jumps of quadratic variation:
Barndorff- Nielsen et al. (2010) introduced estimators that can capture the variation only due to negative or positive GOOD VOLATILITY, BAD VOLATILITY 685 returns using the realized semivariance estimator. These estimators are defined as
These estimators provide a complete decomposition of RV , in that RV = RS + + RS − . This decomposition holds exactly for any n, as well as in the limit. We use this decomposition of realized volatility extensively in our empirical analysis below. 6 Barndorff -Nielsen et al. (2010) show that, like realized variance, the limiting behavior of realized semivariance includes variation due to both the continuous part of the price process and the jump component. The use of the indicator function allows the signed jumps to be extracted, with each of the realized semivariances converging to one-half of the integrated variance plus the sum of squared jumps with a negative or positive sign:
Note that the first term in the limit of both RS + and RS − is one-half of the integrated variance. This has two implications. First, it reveals that a "complete" decomposition of realized variance into continuous and jump components, and positive and negative components, yields only three, not four, terms; the continuous component of volatility is not decomposable into positive and negative components. Second, it reveals that the variation due to the continuous component can be removed by simply subtracting one RS from the other, without the need to estimate it separately. The remaining part is what we define as the signed jump variation:
In our analysis, we use RS + , RS − , and ΔJ 2 to gain new insights into the empirical behavior of volatility as it relates to signed returns. 6 Visser (2008) considers a similar estimator based on powers of absolute values of returns rather than squared returns. For one-step forecasts of the daily volatility of the S&P 500 Index, he finds that using absolute returns (i.e., a power of 1) leads to the best in-sample fit. We leave the consideration of different powers for future research and focus on simple realized semivariances.
III. Data and Models
The data used in this paper consist of high-frequency transaction prices on all stocks that were ever a constituent of the S&P 100 Index between June 23, 1997, and July 31, 2008. The start date corresponds to the first day that U.S. equities traded with a spread less than one-eighth of a dollar. 7 We also study the S&P 500 Index exchange traded fund (ETF), with ticker symbol SPDR, over this same period for comparison. Of the 154 distinct constituents of the S&P 100 Index over this time period, we retain for our analysis the 105 that were continuously available for at least four years.
All prices are taken from the New York Stock Exchange's TAQ database. Data are filtered to include only those occurring between 9:30:00 and 16:00:00 (inclusive) and are cleaned according to the rules detailed in appendix A. As we focus on price volatility over the trade day, overnight returns are excluded, and we avoid the need to adjust prices for splits or dividends.
A. Business Time Sampling and Subsampling
All estimators were computed daily, using returns sampled in business time rather than the more familiar calendar time sampling. That is, rather than use prices that are evenly spaced in calendar time (say, every 5 minutes), we use prices that are evenly spaced in "event" time (say, every ten transactions). (This implies, of course, that we sample more often during periods with greater activity and less often in quieter periods.) Under some conditions, business-time sampling can be shown to produce realized measures with superior statistical properties (see Oomen, 2005) , and this sampling scheme is now common in this literature (see Barndorff-Nielsen et al., 2008, and Todorov, 2011, for example) . 8 We sample prices 79 times per day, which corresponds to an average interval of 5 minutes. We use the first and last prices of the day as our first and last observations, and sample evenly across the intervening prices to obtain the remaining 77 observations. The choice to sample prices using an approximate 5-minute window is a standard one and is motivated by the desire to avoid bid-ask bounce-type microstructure noise.
Since price observations are available more often than our approximate 5 minute sampling period, there are many possible grids of approximate 5-minute prices that could be used, depending on which observation is used for the first sample. We use ten different grids of 5-minute prices to obtain ten different estimators, which are correlated but not identical, and then we average these to obtain our final estimator. This approach, subsampling, was first proposed by Zhang et al. 7 Trading volume and the magnitude of microstructure noise that affects realized-type estimators both changed around this date (see Aït-Sahalia & Yu, 2009) , and so we start our sample after this change took place.
8 Recent work by Li et al. (2013) considers cases where trade arrivals are strongly related to volatility and shows that bias in realized variance can arise in such cases. That paper does not consider realized semivariance, and we assume that our data fit into the usual framework where no such biases arise. 2+ and ΔJ 2− ), scaled by 100. The left column contains values for the S&P 500 ETF (SPDR). The right four columns contain the average, 5% and 95% quantiles, and the median from the panel of 105 stocks. The second panel contains the first autocorrelation for each of the series, and the right four columns report the average, 5% and 95% quantiles, and the median from the 105 individual stocks. The bottom panel contains the correlations for the seven variables; entries below the diagonal are computed using the SPDR data, and entries above the diagonal are average correlations for the 105 stocks. (2005) . This procedure should produce a mild increase in precision relative to using a single estimator.
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B. Volatility Estimator Implementation
Denote the observed log-prices on a given trade day as p 0 , p 1 , . . . , p n where n+1 is the number of unique time stamps between 9:30:00 and 16:00:00 that have prices. Setting the number of price samples to 79 (which corresponds to sampling every 5 minutes on average), RV computed uniformly in business time starting from the jth observation equals
where k = n/78, δ = n/78 × 1/10, and · rounds down to the next integer. Prices outside of the trading day are set to the close price. The subsampled version is computed by averaging over ten uniformly spaced windows,
Realized semivariances, RS + and RS − , are constructed in an analogous manner.
In addition to subsampling, the estimator for bipower variation was computed by averaging multiple "skip" versions. Skip versions of other estimators, particularly those of higherorder moments (such as fourth moments, or "integrated quarticity"), were found to possess statistical properties superior to returns computed using adjacent returns in Andersen et al. (2007) . The "skip-q" bipower variation estimator is defined as
where μ 1 = √ 2/π. The usual BV estimator is obtained when q = 0. We construct our estimator of bipower variation by averaging the skip-0 through skip-4 estimators, which represents a trade-off between locality (skip-0) and robustness to both market microstructure noise and jumps that are not contained in a single sample (skip-4). 9 Using a skip estimator was advocated in Huang and Tauchen (2005) as an important correction to bipower, which may be substantially biased in small samples, although to our knowledge the use of an average over multiple skip-q estimators is novel. 10 Table 1 presents some summary statistics for the various volatility measures used in this paper. The upper panel presents average values for realized variance, bipower variation, positive and negative realized semivariances, and the signed jump variation measures. We see that the average value of daily RV for the SPDR was 1.154, implying 17.1% annualized volatility. The corresponding value for individual firms was 33.2%, indicating the higher average volatility of individual stock returns compared with the market. These figures reveal that variation due to jumps represents around 2% of total quadratic variation for the SPDR and around 13% for the average individual firm in our collection of 105 firms. (These proportions are ratios of averages of BV and RV across days. If we instead take the average of these ratios, we also get 2% and 13% as the proportion of quadratic variation due to jumps.) In the middle panel of this table, we observe that the first-order autocorrelation of the SPDR volatility series (RV , BV , RS + , and RS − ) ranges from 0.47 to 0.70. The autocorrelations of the signed jump variation series for the SPDR are lower, ranging from −0.11 to 0.06. The corresponding figures for the individual firms are similar. The lower panel presents correlations between the various volatility measures where the continuous component of volatility produces large correlations in RV , BV , RS + , and RS − . The correlation between RS + and RS − , at around 80%, is markedly lower than the correlation between these and either RV or BV , indicating that there is novel information in this decomposition.
C. Model Estimation and Inference
We analyze the empirical features of these new measures of volatility using the popular heterogeneous autoregression (HAR) model (see Corsi, 2009, and Müller et al., 1997) . HARs are parsimonious restricted versions of high-order autoregressions. The standard HAR in the realized variance literature regresses realized variance on three terms: the past 1-day, 5-day, and 22-day average realized variances. To ease interpretation, we use a numerically identical reparameterization where the second term consists of only the realized variances between lags 2 and 5, and the third term consists of only the realized variances between lag 6 and 22,
where y denotes the volatility measure (e.g., RV , BV ), and
y t+i is the h-day average cumulative volatility. 11 Throughout the paper, we useȳ w,t to indicate the average value over lags 2 to 5 andȳ m,t to denote the average value between lags 6 and 22. We estimate the model above for forecast horizons ranging from h = 1 to 66 days.
Because the dependent variable in all of our regressions is a volatility measure, estimation by OLS has the unfortunate feature that the resulting estimates focus primarily on fitting periods of high variance and place little weight on more tranquil periods. This is an important drawback in our applications, as the level of variance changes substantially across our sample period and the level of the variance and the volatility in the error are known to have a positive relationship. To overcome this, we estimate our models using simple weighted least squares (WLS). To implement this, we first estimate the model using OLS and then construct weights as the inverse of the fitted value from that model. 12 The left-hand-side variable includes leads of multiple days, and so we use a Newey and West (1987) HAC to make inference on estimated parameters. The bandwidth used was 2(h − 1), where h is the lead length of the left-hand-side variable.
D. A Panel HAR for Volatility Modeling
Separate estimation of the models on the individual firms' realized variance is feasible, but does not provide a direct method to assess the significance of the average effect, and so we estimate a pooled unbalanced panel HAR with a fixed effect to facilitate inference on the average value of parameters. To illustrate, in the simplest specification, the panel HAR is given by
where μ i is a fixed effect that allows each firm to have different levels of long-run volatility. Let
then the model for each firm's realized variance can be compactly expressed as 
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where w i,t are the weights and n t are the number of firms in the cross section at date t. 13 Inference can be conducted using the asymptotic distribution
where
In addition to the results from the panel estimation, we also fit the models to each series individually and summarize the results as aggregates in the tables that follow.
IV. Predicting Volatility Using Realized Semivariances
Before moving into models that decompose realized volatility into signed components, it is useful to establish a set of reference results. We fit a reference specification, the standard HAR model,
to both the S&P 500 ETF and the panel where RV w,t is the average between lags 2 and 5 and RV m,t is the average value using lags 6 through 22. This model is identical to the specification studied in Andersen et al. (2007) . The panel version of the model is identical to equation (15) except for the inclusion fixed effects to permit different long-run variances for each asset. Tables 2A and 2B each contain four panels-one for each horizon 1, 5, 22, and 66. The first line of each panel contains the estimated parameters and t-statistics for this specification. These results are in line with those previously documented in the literature: substantial persistence, with φ d + φ w + φ m close to 1, and the role of recent information, captured by φ d , diminishing as the horizon increases. 14 The results for both the SPDR and the panel are similar, although the SPDR has somewhat larger coefficients on recent information. The final column reports the R 2 , 13 Our analysis takes the cross-section size, n t , as finite while the time series length diverges. In our application we have n t ∈ [71, 100] and T = 2,795. If an approximate factor structure holds in the returns we study, which is empirically plausible, then the same inference approach could be applied even if n t → ∞, as in that case, we would find plim nt →∞ V[n
A similar result was found in the context of composite likelihood estimation, and this asymptotic distribution can be seem as a special case of Engle, Shephard, and Sheppard (2008) .
14 Tables A.6a and A.6b in the online appendix contain corresponding results when the dependent variable is the h-day ahead daily volatility. These tables reveal that, as expected, much, but not all, of the predictive power in the model for cumulative realized variance occurs at short horizons. which is computed using the WLS parameter estimates and the original, unmodified data.
A. Decomposing Recent Quadratic Variation
Given the exact decomposition of RV into RS + and RS − , we extend equation (15) to obtain a direct test of whether signed realized variance is informative for future volatility. Here, we decompose only the most recent volatility (RV t ), and in the online appendix, we present results and analysis when all three volatility terms are decomposed. Applying this decomposition produces the specification
The panel specification of the above model includes fixed effects but is otherwise identical. Note that if the decomposition of RV into RS + and RS − added no information, we would expect to find φ
Our first new empirical results using realized semivariances are presented in the second row of each panel of tables 2A and 2B. In the models for the SPDR (table 2A) , we find that the coefficient on negative semivariance is larger and more significant than that on positive semivariance for all horizons. In fact, the coefficient on positive semivariance is not significantly different from 0 for h = 1, 5 and 22, while it is small and significantly negative for h = 66. The semivariance model explains 10% to 20% more of the variation in future volatility than the model that contains only realized variance. The effect of lagged RV implied by this specification is (φ
, and we see that it is similar in magnitude to the coefficient found in the reference specification, where we include only lagged RV , which indicates that models that use only RV are essentially averaging the vastly different effects of positive and negative returns. The results for the panel of individual volatility series also reveal that negative semivariance has a larger and more significant impact on future volatility, although in these results, we also find that positive semivariance has significant coefficients. The difference in the results for the index and for the panel points to differences in the impact of idiosyncratic jumps in the individual firms' volatility, which we explore in the next section. 15 Figure 1 contains the point estimates of φ 
0.452
Each of the four panels contains results for the forecast horizon indicated in the left-most column. Each panel contains three models. The first model corresponds to the reference model using only realized variance, the second decomposes realized variance into positive and negative realized semivariance at the first lag, and the third specification adds an asymmetric term where the sign of the most recent daily return is used. In all cases in panel A, the R 2 measure is constructed using the WLS parameter estimates and the original, unmodified data. In all cases in panel B, the final column reports the average of the 105 R 2 s for the individual assets constructed using the WLS parameter estimates and the original, unmodified data. Robust t-statistics are reported in parentheses.
declines as the horizon increases. In the panel, both positive and negative semivariances are significant, although the coefficients differ substantially in magnitude for all horizons. The effect of positive semivariance is economically small from horizon 15. The smoothness indicated in both curves is a feature of the estimated parameters, no additional smoothing was used to produce these figures.
As noted above, if the decomposition of RV into RS + and RS − added no new information, then we would expect to see φ
We reject this restriction at the 0.05 level for all but 3 of 66 horizons (h = 36,43,48) for the SPDR, and in the panel this null is rejected for all horizons. 16 We interpret these findings as strong evidence that decomposing RV into 16 Detailed test results for each horizon are omitted in the interests of brevity, but are available from the authors on request.
its signed components significantly improves the explanatory power of this model.
Realized variance can be decomposed not only at the first lag but at higher lags as well. A full decomposition allows for a refined view of the sources of persistence of these two components of realized variance, and leads to a natural vector HAR (VHAR) specification for RS + and RS − . We estimated this model using both RV and two semivariances as dependent variables, and present the results in appendix B. We find that negative realized semivariance is much more important for both negative and positive realized semivariance, and disentangling the effects of these two components significantly improves forecasts of both measures of future volatility. This holds for horizons ranging from one day to three months. 
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B. Comparison with a Simple Leverage Effect Variable
The classic leverage effect, whether due to varying firm leverage as in Black (1976) and Christie (1982) or volatility feedback in Campbell and Hentschel (1992) , is usually modeled using a lagged squared return interacted with an indicator for negative returns, as in Glosten et al. (1993) . In this section, we determine whether our approach using information from realized semivariances adds anything beyond this simple approach. To do so, we augment the regressions from the previous section with a term that interacts the lagged realized variance with an indicator for negative lagged daily returns, RV t I{r t < 0}: 17
If realized semivariance added no new information beyond the interaction variable, then we would expect φ
The final row in each panel of tables 2A and 2B contains the parameter estimates from this model. In all cases, the magnitude of the coefficient on the interaction term is small, and we again find that the coefficient on negative realized semivariance is much larger than that on positive semivariance. In models based on the SPDR, the interaction term has the opposite sign to what is commonly found at h = 22 and 66 and is insignificant at the 1-day horizon. This coefficient in the panel model is significantly positive but small-generally 17 We interact the indicator variable with the lagged realized variance rather than the lagged squared return as the latter is a noisier measure of volatility than the former. The results using the usual version of this interaction variable, r 2 t I{r t <0} are even weaker than those discussed here. only 10% of the magnitude the coefficient on negative realized semivariance-and in all cases, the gain in R 2 from including this interaction variable is just 0.001. 18 The results in this section show that negative semivariance captures the asymmetric impact of negative and positive past returns on future volatility better than the usual method of using an indicator for the sign of the lagged daily return. This is true across all horizons considered (1, 5, 22, and 66 days). Thus, there is more information about future volatility in the high-frequency negative variation of returns than in the direction of the price over a whole day.
V. Signed Jump Information
All of the models estimated thus far examine the role that decomposing realized variances into positive and negative realized semivariance can play in explaining future volatility. These results consistently suggest that the information content of negative realized semivariance is substantially larger than that of positive realized semivariance. While the theory of Barndorff-Nielsen (2010) shows that the difference in these two can be attributed to differences in jump variation, the direct effect of jumps is diluted since realized semivariances also contain one-half of the integrated variance; see equation (7).
In this section, we use signed jump variation, ΔJ
, as a simple method to isolate the information from signed jumps. This difference eliminates the common integrated variance term and produces a measure that is positive when a day is dominated by an upward jump and negative when a day is dominated by a downward jump. This measure has the advantage that a jump-robust estimator of integrated variance, such as BV or MedRV, is not needed; we obtain the measure simply as the difference between RS + t and RS − t . If jumps are rare, as often found in the stochastic volatility literature, then this measure should broadly correspond to the jump variation when a jump occurs and to mean 0 noise otherwise.
To explore the role that signed jumps play in future variance, we formulate a model that contains signed jump variation and an estimator of the variation due to the continuous part (bipower variation):
The panel specification includes fixed effects but is otherwise identical. 19 18 We also considered a specification that includes the indicator variable I{r t <0} in addition to the interaction variable; see Tables A.2a and A.2b in the online appendix. This table shows that our main results continue to hold in this more general specification: the coefficients on positive and negative semivariances are each qualitatively similar in size and are strongly significantly different from each other, regardless of the inclusion of the indicator and interaction variable. 19 It is worth noting that while this specification is similar to our baseline model, equation (16), it is not nested by it, as it is not possible to construct . In all cases in panel A, the R 2 measure is constructed using the WLS parameter estimates and the original, unmodified data. In all cases in panel B, the final column reports the average of the 105 R 2 s for the individual assets constructed using the WLS parameter estimates and the original, unmodified data.
Results from the model with signed jumps are presented in the second row of each of the four panels in Tables  3A and 3B . Signed jump variation, ΔJ negative sign and is significant for all forecast horizons. This reveals that days dominated by negative jumps lead to higher future volatility, while days with positive jumps lead to lower future volatility. This result is quite different from that of Andersen et al. (2007) , who found that (unsigned) jumps lead to only a slight decrease in future variance in the S&P 692 THE REVIEW OF ECONOMICS AND STATISTICS 500. 20 By including information about the sign of the jump, we find that the jump variable does indeed help predict future volatility.
We next modify this model to use BV as the dependent variable in order to see whether signed jump variation is useful for predicting future continuous variation. The results from this model are presented in the bottom row of tables 3A and 3B and reveal that using BV as the dependent variable resulted in virtually identical estimates to those obtained using RV . Thus, signed jump variation is indeed useful for predicting the continuous part of volatility. This is a novel finding and one that cannot be detected without drawing on information about the sign of the high-frequency returns.
To determine whether the coefficient on positive jump variation differs from that of negative jump variation, and thus whether the impact of jumps is driven more by positive or negative jump variation, we extend this model to include Δp BV t . We opt instead for a simpler specification, which uses an indicator for which realized semivariance was larger. This model is
If the two signed jump components have equal predictive power, then we expect to find φ J+ = φ J− = φ J . The penultimate row of each panel in table 3A contains estimates for this extended jump specification. For the SPDR, we find that both signed jump components have a negative sign, and for the longest two horizons (h = 22 and h = 66), the coefficients are almost equal. For the shorter two horizons (h = 1 and h = 5), the coefficient on the negative jump component is larger in magnitude than on the positive jump component, indicating that the increase in future volatility is larger in magnitude following a negative jump than the decrease in future volatility following a positive jump. We test the null H 0 : φ J+ = φ J− and reject only at the one-step-ahead horizon. In the panel, both types of jumps lead to higher future volatility for the h = 1 horizon, although the magnitude of the coefficient differs by a factor of 10 and negative jumps have a larger effect. At longer horizons, "good" jumps lead to lower volatility while "bad" jumps lead to higher volatility. 21 Figure  2 contains a plot of the coefficients for all 66 leads for both 20 It should be noted, however, that Andersen et al. (2007) pretest for jumps, and so on days where no jump component is detected, their jump measure is exactly 0. Since we do not pretest, we may have a noisier jump measure, although it remains consistent for the object of interest. 21 We note that this sign change in the reaction of future volatility to current price moves is consistent with the original "leverage" explanation offered by Black (1976) , which focuses on the degree of financial leverage of a firm, although that explanation does not distinguish between 
The top panel contains the estimated parameters for the S&P 500 SPDR, and the bottom panel contains the estimated parameters in the panel of individual firms. Dashed lines indicate 95% confidence intervals.
the SPDR and the panel. Aside from some mixed evidence for very short-term effects, both sets of coefficients are negative and significant. The significance of the variation due to positive jumps contrasts with the weaker evidence of significance for positive realized semivariance. These results may be reconciled by noting that positive realized semivariance contains, in the limit, both the variation due to positive jumps and one-half of integrated variance, the latter also appearing in negative semivariance. By stripping out the integrated variance component and focusing only on the jump component, we find that positive jumps have an important (negative) impact on future volatility. This model was also fit to the individual firm series, and figure 3 shows the magnitude and statistical significance of the coefficient, which was significantly negative in 83 series at the 1-day horizon and 89 at the 5-day horizon, indicating a strong directional effect of jumps on future volatility.
Finally, in the top row of each panel of table 3A, we consider a model with no jump variation measures; we include just BV at the 1-day lag, along with RV w,t and RV m,t . Consistent with the significance of the signed jump variation measures in the specifications discussed above, we observe a substantial drop in R 2 , particularly at short horizons. For the SPDR, R 2 falls from 0.61 to 0.56 for h = 1 and from 0.62 to 0.58 for h = 5.
small and large price moves (corresponding to continuous and jump variation, in our framework). It may also be related to differences between the economic sources (e.g., news announcements, of positive and negative jumps; see Bajgrowicz, Scaillet, and Treccani, 2012 , for related work). We do not attempt to identify individual jumps, and so the effects we report may be interpreted as average effects for positive and negative news. The magnitude of the coefficient on ΔJ 2 is indicated as distance from the horizontal axis. Solid bars indicate significance at the 5% level.
VI. Out-of-Sample Evidence
This section presents two out-of-sample checks on the conclusions from the previous section on the importance of signed measures of variation. The first is an analysis of two international stock indexes, the FTSE 100 index of U.K. stocks and the EURO STOXX 50 index of stocks from twelve European countries. The second is an analysis of the pseudoout-of-sample forecasting performance of models based on those above.
A. International Evidence
The previous sections presented results for the SPDR, an exchange-traded fund tracking the S&P 500 Index of U.S. firms and for 105 individual U.S. firms. In this section we present results for the two international equity indexes noted above. Data on both indexes is taken from Thomson Reuters Tick History and covers the same period as the main results. 22 Both indexes are computed from the underlying basket of 100 and 50 stocks, respectively, and prices were cleaned using rules 1, 2, 5, and 6 from appendix A using the local market trading times in place of U.S. open hours and daily tick history verified high-low range data. These data are much cleaner than TAQ data, and only six (high-frequency) observations were removed. compared with the second row of each panel in table 2A. In common with the results for the SPDR, we find that negative realized semivariance is much more important for predicting future volatility than positive semivariance. For the FTSE index, positive semivariance is significant for only the two shorter horizons. For the STOXX index, it is significant at all four horizons, but has coefficients that are less than onehalf of those on negative semivariance in all cases. For both indexes and all four forecast horizons, we can reject, at the 0.05 level, the null that φ
, and thus we conclude that realized semivariances yield significant explanatory gains for both of these indexes.
The third row of each panel in table 4 presents results for a model that includes a measure of continuous and signed jump variation, equation (18), and can be compared with the results presented in the top row of each panel of table 3A. For both indexes and all four forecast horizons, we find that φ J is negative, consistent with the results for the SPDR. This parameter is significantly negative for all four horizons for the FTSE and for all but the longest horizon for the STOXX. This suggests that negative jumps lead to higher future volatility, while positive jumps lead to lower future volatility, further motivating the monikers "bad volatility" and "good volatility."
B. Pseudo-Out-of-Sample Forecast Performance
We now consider a pseudo-out-of-sample forecasting application to see whether the in-sample gains documented in sections IV and V lead to better forecasts out of sample. We consider three classes of models, each with two or three variations. All models include RV w,t and RV m,t , and they differ in what previous-day information is used. is a specification that breaks ΔJ 2 t into its positive and negative components, equation (19) .
All forecasts are generated using rolling WLS regressions based on 1,004 observations (4 years), and parameter estimates are updated daily. Only series that contain at least 500 out-of-sample data points are included, reducing the number of individual firms from 105 to 95. No restrictions on the 
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The top panel contains models estimated on the realized variance of the FTSE 100 and the bottom contains results from the EURO STOXX 50. Models were fit to 1-day, 1-week, 1-month, and 1-quarter-ahead cumulative realized variance. Each subpanel contains three models. The first is a reference HAR, which includes only realized variance. The second decomposes realized variance into positive and negative realized semivariance. The third splits recent volatility into a signed-jump measure, ΔJ 2 , and bipower variation (BV ), an estimate of the continuous component of variance.
parameters are imposed and forecasts are occasionally negative (approximately .004%), so an "insanity filter" is used to ensure that the forecasts were no smaller than the smallest realization observed in the estimation window.
Forecast performance is evaluated using unconditional Diebold and Mariano (1995) and Giacomini and White (2006) tests, using the negative of the gaussian quasilikelihood as the loss function,
This "QLIKE" loss function has been shown to be robust to noise in the proxy for volatility in Patton (2011) and to have good power properties in Patton and Sheppard (2009) . Table 5 contains results from the forecasting analysis. Each of the three panels contains results from comparing one pair of forecasting models. Within each panel, the left-most column contains the value of the DM test statistic for the S&P 500 ETF, and the two right columns contain the percentage of the 95 individual series that favor each of the competing models using a two-sided 5% test.
The top-left panel compares the standard HAR with a semivariance-based model that decomposes the first lag. The DM test statistic is positive across all forecast horizons, indicating the superior out-of-sample performance of the semivariance model for the S&P 500 ETF, and rejects the null of equal performance in favor of the semivariancebased model in 22% to 30% of individual series. The middle panel of the top row compares the standard HAR to a model that includes only negative semivariance at the first lag. This is our preferred realized semivariance specification in light of the weak evidence of significant positive semivariance, and this model has the same number of parameters as the standard HAR. The restricted semivariance model outperforms the standard HAR at all horizons for the S&P 500 and provides better performance for individual stocks than the less parsimonious specification. The topright panel compares the parsimonious realized semivariance specification to the realized variance HAR, which includes Each of the panels contains results for tests of equal predictive accuracy. The left-most column contains the Diebold-Mariano-Giacomini-White test statistic for the S&P 500 SPDR, where a positive test statistic indicates that the realized semivariance model (or model using jump variation) outperformed the realized variance (or bipower variation) model. The remaining two columns report the percentage of the 95 individual loss differentials that reject the null and the direction of the rejection using a 5% two-sided test.
the interaction variable using the sign of the lagged return.
The interaction variable appears to help at short horizons, with the performance of that model being not significantly different from our preferred semivariance specification; however, the asymmetry-augmented HAR is significantly outperformed at longer horizons by the semivariance-based forecast.
The lower-left panel compares models that differ in the one-day lag information. The first model uses BV , while the second model uses negative semivariance (RS − ). We observe that negative semivariance outperforms BV for the SPDR at all four horizons. For individual series, the outperformance is significant for all but the shortest horizon, where the two models perform comparably well. The middle panel of the bottom row of table 5 compares a forecasting model that excludes jump information (from the one-day lag) with a model that includes it through the variable ΔJ 2 t . We see that the model that incorporates signed jump information significantly outperforms, for the SPDR, the one that does not for two out of the four horizons (h = 5 and h = 22). For individual stocks, ΔJ 2 t significantly outperforms BV for between 17% and 25% of series. Finally, the lower-right panel compares the model based on BV with one that breaks jump variation into its positive and negative components. We again find that information from signed jumps significantly improves out-of-sample forecast performance, although generally less than a simple model with only negative semivariance. Table 6 reports the out-of-sample R 2 values for the seven forecasting models considered in table 5. Relative to a baseline HAR specification, the best semivariance-based alternative generates gains in out-of-sample R 2 of between 1.1% (h = 66) and 3.0% for the SPDR (h = 22), and between 0.5% (h = 66) and 13.5% (h = 1) for the individual stocks. Thus, statistically significant gains documented in table 6 also correspond to economically meaningful improvements. The OOS R 2 is computed as 1 minus the ratio of out-of-sample model-based MSE to the out-of-sample MSE from a forecast that includes only a constant. The largest value in each row is in bold.
VII. Conclusion
This paper shows the sizable and significant gains for predicting equity volatility by incorporating signed highfrequency volatility information. Our analysis is based on the realized semivariance estimators recently proposed by Barndorff-Nielsen et al. (2010) . These simple estimators allow us to decompose realized volatility into a part coming from positive high-frequency returns and a part coming from negative high-frequency returns. For three equity market indexes and a set of 105 individual stocks, we find that negative realized semivariance is much more important for future volatility than positive realized semivariance, and disentangling the effects of these two components significantly improves forecasts of future volatility. This is true whether the measure of future volatility is realized variance, bipower variation, negative realized semivariance, or positive realized semivariance, and it holds for horizons ranging from 1 day to 3 months. We also find that jump variation is important for predicting future volatility, with volatility attributable to negative jumps leading to significantly higher future volatility, 696 THE REVIEW OF ECONOMICS AND STATISTICS while positive jumps lead to significantly lower volatility. This may explain earlier results in this literature (see Andersen et al., 2007, and Busch et al., 2011, for example) , which found that jumps are of limited use for forecasting future volatility; only by including the jump size and sign are the gains from jumps realized. Assessing the usefulness of realized semivariances and signed jump variation in concrete financial applications, such as portfolio management, density forecasting, and derivatives pricing, as in Fleming et al. (2003) , Maheu and McCurdy (2011) , and Christoffersen and Jacobs (2004) , for example, represents an interesting area for future research.
