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placement du porteur
(m)
Sb(ω, u) transforme´e de Fourier du signal de battement
sb(t, u) selon le fast-time
Sc(f) transforme´e de Fourier du signal compresse´ sc(t)
Si(ω, ku) transforme´e de Fourier 2D du signal de re´fe´rence
si(t, u)
Sr(ω, ku) transforme´e de Fourier 2D du signal rec¸u sr(t, u)
Srb(f) transforme´e de Fourier du signal rec¸u ramene´ en
bande de base srb(t)
Sref (f) transforme´e de Fourier du signal de re´fe´rence
sref(t)
SPWVs,Ψ distribution pseudo Wigner-Ville lisse´e appli-
que´e au signal s(t) utilisant le filtre Ψ(t, f)
Tp pe´riode du signal e´mis (s)
V vitesse radar-cible (m.s−1)
Ws la fauche´e (m)
WVs(t, f) distribution de Wigner-Ville applique´ au signal
s(t)
(Xc, Yc, Zc) coordonne´es du centre de la cible
Liste des notations 3
er erreur relative sur la vitesse du ve´hicule (%)
f(x, y, z) fonction image (estimation de la re´flectivite´)
fDoppler fre´quence Doppler (Hz)
fb fre´quence de battement (Hz)
fc fre´quence porteuse du signal radar (Hz)
fe fre´quence d’e´chantillonnage (Hz)
finsti(t) fre´quence instantane´e associe´e au point i (Hz)
g(x) re´plique de la technique de range-Doppler
k longueur d’onde k = ω/c (rad.m−1)
ku fre´quence spatiale selon la variable u (rad.m
−1)
kx fre´quence spatiale selon la variable x (rad.m
−1)
ky fre´quence spatiale selon la variable y (rad.m
−1)
kz fre´quence spatiale selon la variable z (rad.m
−1)
p(t) signal e´mis pendant une re´currence
repi(t, τ) re´plique associe´e au signal de battement calcule´e
a` la hauteur Zi
s0(ω, u) transforme´e de Fourier selon t du signal de re´fe´-
rence calcule´ en (Xc, Yc)
sb(t, u) signal de battement
sc(t) signal compresse´ en distance
si(t, u) signal de re´fe´rence associe´ a` une distance yi (ou
zi)
se(t) signal e´mis
sr(t) signal rec¸u
sr(t, u) signal rec¸u exprime´ selon les deux dimensions t
et u
sref(t) signal de re´fe´rence
srb(t) signal rec¸u ramene´ en bande de base
srbi (t) contribution du point ’i’ dans le signal rec¸u ra-
mene´ en bande de base
sri(t) contribution du point ’i’ dans le signal rec¸u
t base de temps rapide (fast-time) (s)
tacquis temps d’observation d’une cible (s)
u position du radar (m)

Introduction
Le nombre de ve´hicules en circulation sur les routes est en constante augmentation.
D’apre`s une e´tude CCFA, la circulation routie`re a progresse´ de +20 % entre 1990 et
2001 (de 436 milliards de ve´hicules - kilome`tres en 1990 a` 545.4 milliards en 2001). Cette
e´volution rapide cre´e des saturations du re´seau routier sur des distances de plus en plus
e´tendues et sur des pe´riodes horaires de plus en plus longues. Le manque de fluidite´
du trafic entraˆıne de nombreux proble`mes a` re´soudre pour le confort et la se´curite´ de
l’usager. Les axes de recherche dans le domaine du transport routier se re´sument par
mesurer - pre´venir - se´curiser - fluidifier. Notre e´tude s’inscrit dans la premie`re
the´matique : mesurer. Par ce terme, il faut comprendre, compter, classifier et estimer la
vitesse des ve´hicules. Les informations recueillies sont utiles pour prendre des de´cisions
pour la gestion du trafic (de´gager des axes en cas de perturbation du trafic ou informer
l’usager pour qu’il adapte sa conduite a` la situation du trafic). En ce sens, l’e´volution
dans le domaine du transport e´volue vers l’intelligence de l’e´quipement routier. Toutefois,
l’optimisation d’infrastructures existantes est pre´fe´re´e au de´veloppement de nouvelles
infrastructures a` gros budget.
Le syste`me radar (RAdio Detection And Ranging) et la technologie associe´e, tiennent
d’ores et de´ja` une place importante dans le domaine des transports avec les syste`mes de
mesures de vitesse utilise´s par la gendarmerie ou encore les radars anticollision installe´s sur
les ve´hicules. Les radars sont des syste`mes actifs qui e´mettent une onde e´lectromagne´tique
vers une sce`ne radar (la route). Si une cible est pre´sente dans cette sce`ne, l’onde est
re´fle´chie et son e´cho informe sur la pre´sence de cette cible. L’e´cho peut e´galement
eˆtre porteur de bien d’autres informations sur la cible (distance la se´parant du radar
composition et structure, vitesse). Une des applications les plus e´tonnantes du syste`me
radar est sa capacite´ d’imagerie (cartographie ou reconnaissance de cibles).
Les techniques d’imagerie radar ont trouve´ un essor important avec la de´couverte de
Carl Wiley : il constate que, du point de vue d’un radar mobile, deux cibles situe´es a` des
angles en azimut diffe´rents renvoient des e´chos qui diffe`rent par leur fre´quence Doppler.
Le principe qui a de´coule´ de cette observation est appele´ Radar a` Ouverture Synthe´tique
(ROS) (ou Synthetic Aperture Radar (SAR)). Un mouvement relatif entre le radar et la
cible module le signal par effet Doppler. A cette e´poque, on connaˆıt de´ja` la technique
de compression d’impulsions qui offre une tre`s bonne re´solution dans l’axe de propaga-
tion de l’onde : elle consiste en un filtrage adapte´ d’un signal a` impulsions module´es en
fre´quence. La synthe`se d’ouverture consiste e´galement en un filtrage adapte´ puisqu’elle
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utilise un filtre de re´ponse impulsionnelle adapte´ au signal module´ par le mouvement de la
cible. Cette ope´ration revient a` recombiner les diffe´rents e´chos pour diffe´rentes positions
radar-cible de manie`re a` simuler une tre`s longue antenne. Cette technique d’imagerie
est utilise´e sur des syste`mes ae´roporte´s (ae´riens ou spatiaux) : elle permet par exemple
la cartographie de certaines re´gions du globe pour lesquelles les syste`mes optiques sont
inapproprie´s a` cause d’une couverture nuageuse incessante. Dans le domaine de la car-
tographie radar, le mouvement relatif est cre´e´ par le de´placement du radar, mais il peut
eˆtre duˆ au mouvement de la cible observe´e : on parle alors de configuration ISAR (Inverse
Synthetic Aperture Radar). On peut ainsi re´aliser l’image d’un objet a` partir d’un radar
fixe a` condition que l’objet soit mobile et que son mouvement soit connu.
Des syste`mes toujours plus performants sont conc¸us pour ame´liorer la qualite´ de
l’image. Dans cette e´tude, nous adoptons une approche diffe´rente qui consiste a` extraire
le maximum d’information de la cible observe´e a` l’aide d’un syste`me existant, non conc¸u
pour des applications d’imagerie radar. Le syste`me qui est de´tourne´ de sa fonction pre-
mie`re est le syste`me de te´le´pe´age.
Les syste`mes de te´le´pe´age installe´s sur les autoroutes ont comme fonction de de´tecter
le badge de l’usager et d’enclencher un protocole de communication. Ce dialogue avec le
badge permet d’identifier l’usager pour commander l’ope´ration bancaire (de´bit) de son
compte du montant du pe´age. Le montant pre´leve´ est fixe´ en fonction du gabarit du
ve´hicule. La fonction de de´tection est re´alise´e par l’e´mission continue d’un signal et le
syste`me e´coute jusqu’a` ce que le badge re´ponde. Cette configuration rappelle une confi-
guration ISAR. En effet, un syste`me fixe e´met une onde e´lectromagne´tique en direction
d’un objet mobile et le signal re´trodiffuse´ est ensuite re´cupe´re´. Le signal e´mis est module´
par le mouvement du ve´hicule circulant sous le syste`me. Ainsi, l’objet de cette e´tude est
de mettre a` profit un syste`me de te´le´pe´age pour re´aliser des images radar des ve´hicules
passant au pe´age. Cette fonctionnalite´ d’imagerie peut eˆtre utile pour le controˆle du trafic
et notamment le comptage de ve´hicules. Un autre inte´reˆt pour les administrateurs des
autoroutes est d’e´valuer le gabarit des ve´hicules et ve´rifier la cohe´rence des informations
fournies par le badge avec les dimensions mesure´es sur l’image. L’avantage d’un syste`me
radar sur un syste`me optique est qu’il fonctionne de jour comme de nuit et par tous les
temps. L’objectif premier est d’ajouter cette fonction d’imagerie sans modifier le syste`me
existant, simplement en ajoutant un module de traitement du signal en sortie du sys-
te`me. La difficulte´ re´side principalement dans la forme du signal e´mis : un signal a` onde
continue (CW). La technique de compression d’impulsions n’est donc pas envisageable.
Le premier chapitre pre´sente le principe du radar a` ouverture synthe´tique. Nous ex-
posons les principales configurations utilise´es pour appliquer la synthe`se d’ouverture et
les diffe´rentes techniques de traitement du signal qui existent. L’approche alors adopte´e
est base´e sur le principe de reconstruction du front d’onde.
Dans le deuxie`me chapitre, nous proposons un traitement adapte´ a` notre configuration
prenant en compte :
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• le manque d’information en distance, puisque le signal e´mis n’est ni module´ ni
impulsionnel
• une distance radar-cible non ne´gligeable par rapport aux dimensions de la cible, ce
qui rend invalides les approximations classiques du traitement SAR.
De plus, pour permettre une ope´ration de filtrage adapte´, il est ne´cessaire de connaˆıtre
le mouvement de la cible (ve´hicule). Nous supposons la trajectoire rectiligne, le long de
l’axe autoroutier et nous proposons une me´thode pour estimer la vitesse du ve´hicule a`
partir du signal re´trodiffuse´.
Le troisie`me chapitre valide cette e´tude the´orique a` partir de signaux issus de simula-
tions e´lectromagne´tiques (Optique Physique), puis a` partir de signaux issus de mesures.
Nous montrons ainsi la capacite´ du syste`me a` estimer les dimensions principales des ve´-
hicules passant sous la balise et nous mettons en e´vidence les limites d’un tel syste`me en
qualite´ d’imageur.
Enfin, dans un dernier chapitre, nous proposons une e´volution du syste`me existant
afin d’ame´liorer ses capacite´s en imagerie. Le principal de´faut du syste`me initial est son
incapacite´ a` fournir une information de distance. En modulant le signal pour e´largir
son support spectral, nous corrigeons cette de´faillance. Nous proposons alors un nouveau
traitement du signal pour re´aliser des images focalise´es selon les deux dimensions (distance
et azimut). Les re´sultats obtenus pour des simulations e´lectromagne´tiques sont pre´sente´s
dans cette dernie`re partie, ainsi que les premiers re´sultats expe´rimentaux.

Chapitre I
Le radar a` ouverture synthe´tique
I.1 Introduction
Historiquement, le syste`me radar est utilise´ dans le domaine militaire pour la de´tec-
tion. Ce n’est que progressivement qu’il acquiert une capacite´ d’imagerie. Celle-ci apporte
des informations comple´mentaires sur la cible par rapport a` l’imagerie optique. Tout
d’abord, elle est utilisable dans des conditions qui rendent impossible l’image optique
(exemple de l’obscurite´ ou a` travers une couverture nuageuse, comme pour l’observation
de pays de la ceinture e´quatoriale). Son principe d’imagerie cohe´rente (c’est-a`-dire sa ca-
pacite´ a` collecter des signaux en amplitude et en phase) permet d’atteindre une bonne
re´solution de l’image par la synthe`se d’ouverture ou par interfe´rome´trie. De plus, son
fonctionnement dans le domaine des micro-ondes, lui permet de pe´ne´trer certains milieux
et de de´celer des objets enfouis sous un feuillage par exemple. Enfin, les proprie´te´s de
polarisation de l’onde donnent une information sur le caracte`re de´polarisant des milieux
re´trodiffusants : ceci est principalement utilise´ en agriculture et en oce´anographie. Mais
l’imagerie radar vient aussi comple´ter l’imagerie optique dans le sens ou` ces deux tech-
niques n’apportent pas la meˆme information sur l’objet visualise´ : l’image radar est plus
sensible a` sa ge´ome´trie (orientation, re´flexions multiples et rugosite´) alors que l’image
optique est plus sensible a` ses proprie´te´s physico-chimiques [Maˆıtre 2001].
Dans ce chapitre, nous pre´sentons le principe du radar a` ouverture synthe´tique qui
se de´compose en deux concepts : la compression en distance et la synthe`se d’ouverture
(ou compression en azimut). Nous e´tablissons un bref e´tat de l’art des syste`mes existants.
Enfin, nous de´crivons les diffe´rentes configurations qui permettent la synthe`se d’ouverture
et les diffe´rentes techniques existantes de traitement du signal.
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I.2 Le principe du radar a` ouverture synthe´tique
La technique de Radar a` Ouverture Synthe´tique (ROS) ou Synthetic Aperture Radar
(SAR) est une me´thode d’imagerie haute re´solution. Elle est base´e sur une technique de
double focalisation, dans l’axe de propagation d’une part et dans l’axe transverse de pro-
pagation d’autre part. Sa principale caracte´ristique est l’utilisation du mouvement relatif
radar-cible pour atteindre une haute re´solution dans l’axe transverse de propagation :
les e´chos (le signal) d’une cible pour diffe´rentes positions de l’antenne sont recombine´s
judicieusement entre eux en leur appliquant un de´phasage approprie´. Ce de´phasage est
choisi de telle sorte que le signal semble eˆtre le re´sultat de l’acquisition par une antenne
de grande taille (donc d’ouverture faible). Nous parlons ainsi d’antenne synthe´tique.
La Figure I.1 illustre cette technique. La dimension de l’antenne synthe´tique, Lsynthetique
correspond a` la longueur de de´placement de l’antenne physique par rapport a` la cible
pendant l’acquisition du signal. Le front d’onde (mate´rialise´ par un arc de cercle sur la
Figure I.1), repre´sente la ligne d’arrive´e des impulsions apre`s re´flexion sur la cible, pour
chaque position de l’antenne. Cette technique date du de´but des anne´es 50. L’origine de
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Fig. I.1 – Principe de l’ouverture synthe´tique
cette approche se retrouve dans la the´orie de Gabor sur la reconstruction du front
d’onde, appele´e encore holographie [Leith 1962]. Les premie`res me´thodes d’imagerie
radar n’utilisent pas cette the´orie par manque de calculateurs suffisamment puissants et
par manque d’algorithmes rapides de traitement du signal. Les premiers syste`mes d’ima-
gerie ont donc utilise´ des traitements base´s sur l’optique, en appliquant l’approximation
de Fresnel [Cutrona 1966]. La technique d’ouverture synthe´tique utilise´e dans un syste`me
a` vise´e late´rale permet d’ame´liorer la re´solution dans l’axe transverse.
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I.2.1 Le radar a` vise´e late´rale ou compression en distance
Les premiers radars imageur sont base´s sur le principe du radar a` vise´e late´rale appele´
SLAR (Side Looking Real-Aperture Radar) ou RAR (Real-Aperture Radar). Ce syste`me
offre une tre`s bonne re´solution dans l’axe distance (axe de propagation de l’onde e´lec-
tromagne´tique) graˆce a` la technique de compression d’impulsions mais la re´solution dans
l’axe azimut (axe de de´placement du radar) est soumise a` la longueur physique de l’an-
tenne. Ainsi une bonne re´solution en azimut est inversement proportionnelle a` la longueur
de l’antenne, ce qui ne´cessite, pour la plupart des applications d’imagerie de trop grandes
antennes : dans le cas d’une antenne a` bord d’un bateau visant une cible a` une distance R
de 10 km et avec une longueur d’onde λc est de 3 cm, une re´solution δx de 25 cm requiert
une longueur d’antenne La d’environ 1.2 km. Carl Wiley [Curlander 1991] propose alors
de discriminer les cibles suivant leur re´ponse en fre´quence Doppler et permet d’ame´liorer
de manie`re conside´rable la re´solution en azimut. Ce principe a permis des progre`s remar-
quables dans l’observation de la Terre et des plane`tes [Curlander 1991, Kasischke 1997].
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Fig. I.2 – Ge´ome´trie d’un syste`me SLAR
Comme le montre la Figure I.2, le SLAR est un syste`me radar porte´ par une plate-
forme mobile (avion ou satellite). Cette plateforme est suppose´e se de´placer a` vitesse V et
hauteur H constantes. Le faisceau du radar e´claire le sol dans une direction perpendicu-
laire a` sa trajectoire. Le signal e´mis par le radar est un train d’impulsions. La fre´quence
de re´pe´tition de ces impulsions est note´e PRF et la fre´quence porteuse fc. L’axe distance
ou axe des ordonne´es Oy, est perpendiculaire a` l’e´volution du radar. L’axe transverse a`
l’axe distance, ou axe des abscisses Ox, est appele´ axe azimut. L’information de distance
est donne´e par le temps d’aller-retour de l’impulsion e´mise.
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Nous rappelons que la re´solution d’un syste`me radar est de´finie par la distance mi-
nimale re´elle ou angulaire entre deux points apparaissant distincts sur l’image radar. Si
deux points peuvent eˆtre dissocie´s l’un de l’autre, alors la distance les se´parant est su-
pe´rieure a` la distance de re´solution. Pour e´tudier la re´solution en distance, conside´rons
deux points au sol 1 et 2 de meˆme abscisse (Figure I.3). En supposant l’hypothe`se d’onde
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Fig. I.3 – ge´ome´trie du syste`me SLAR dans le plan distance
plane, le point 1 est situe´ a` une distance R du radar et le point 2 a` une distance R+∆R1,2.
La distance ∆R1,2 se´pare les points 1 et 2 suivant la direction de propagation du front
d’onde plane. Donc l’e´cho associe´ au point 2 pre´sente un retard ∆t de
2 ∆R1,2
c par rapport
a` l’e´cho associe´ au point 1. Afin de pouvoir dissocier les deux e´chos (Figure I.4), il est
signal e´mis
e´cho 1
e´cho 1
e´cho 2
e´cho 2
}
}
1er cas : e´chos distincts
2ieme cas : e´chos indissociables
τp
Fig. I.4 – E´chos des points 1 et 2
ne´cessaire que le retard ∆t soit supe´rieur ou e´gal a` la largeur d’impulsion τp, c’est-a`-dire :
∆R1,2 ≥ cτp
2
(I.1)
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L’e´galite´ de l’expression (I.1) nous donne la re´solution δRs. La re´solution en distance δRg
est la projection de la re´solution δRs sur l’axe distance :
δRg =
δRs
sin η
=
cτp
2 sin η
(I.2)
L’angle η repre´sente l’angle d’incidence du faisceau : il est e´gal a` l’angle d’e´le´vation du
radar, αe, pour R suffisamment grand. L’e´quation (I.2) montre que la re´solution peut
eˆtre ame´liore´e en diminuant la dure´e τp de l’impulsion. Toutefois, afin de conserver un
rapport signal a` bruit acceptable, il est ne´cessaire de pouvoir e´mettre une forte puissance
pendant une dure´e d’impulsion τp faible. Il existe donc une limitation technologique.
Pour repousser cette limitation, on utilise la technique de compression d’impulsions : a`
l’e´mission, les impulsions sont module´es line´airement en fre´quence (ces impulsions sont
appele´es chirp) et a` la re´ception, on applique un filtre adapte´. En conside´rant le signal
e´mis se(t) pendant une re´currence (|t| ≤ 12PRF), celui-ci peut s’e´crire :
se(t) = exp(2pifct). exp
(
2pi
B0
τp
t2 + φ0
)
avec |t| ≤ τp
2
(I.3)
La grandeur 2B0 est l’excursion en fre´quence du signal e´mis et
2B0
τp
est le taux de variation
de la modulation. En pre´sence d’une cible ponctuelle i, le signal rec¸u (sr(t) = sri(t))
s’exprime comme le signal e´mis, retarde´ du temps d’aller-retour δt de l’onde a` la cible et
ponde´re´ par un coefficient de re´flexion ρi. Apre`s de´modulation, ce signal rec¸u en bande de
base srb(t) est corre´le´ avec un signal de re´fe´rence sref (t), ayant les meˆmes caracte´ristiques
que le signal e´mis se(t) en bande de base. L’ope´ration de filtrage adapte´ revient donc a`
effectuer une convolution entre ces deux signaux pour obtenir le signal compresse´ sc(t) :
sc(t) =
∫ +∞
−∞ srb(t
′)s∗ref (t
′ − t)dt′
=
[
exp
(

(
2piB0
τp
(t− δt)2 + φr
))]
∗
[
exp
(
−
(
2piB0
τp
t2 + φ0
))]
pour |t− δt| ≤ τp2
(I.4)
Le symbole ∗ de´signe ici l’ope´rateur du produit de convolution. Dans le domaine fre´-
quentiel, cette ope´ration revient a` une multiplication du spectre du signal rec¸u avec le
conjugue´ du spectre du signal chirp. Le re´sultat de ce produit donne un spectre d’am-
plitude quasi-constante, de largeur la bande du signal e´mis. Dans cette bande, la phase
du spectre est alors nulle. Si ce re´sultat est ramene´ dans le domaine temps par trans-
forme´e inverse de Fourier, on trouve un signal dont le module est repre´sente´ par une
fonction sinus cardinal dont la largeur du lobe principal est inversement proportionnelle
a` la largeur du spectre initial. Soient Sc(f), Srb(f) et Sref (f) les transforme´es de Fourier
respectivement du signal compresse´ sc(t), du signal rec¸u en bande de base srb(t) et du
signal de re´fe´rence sref (t), l’ope´ration de filtrage adapte´ donne alors :
Sc(f) = Srb(f)S
∗
ref (f)
≈ exp(2pi τp4B0 f2)exp(−2piδtf)exp(−2pi
τp
4B0
f2) pour |f | ≤ B0 (I.5)
Cette relation n’est pas exacte puisque la ponde´ration en amplitude du spectre n’est
pas une porte rectangulaire. Toutefois l’approximation (I.5) est conside´re´e valide pour
2B0τp ≥ 100 [Curlander 1991]. En conside´rant cette condition remplie, nous pouvons
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e´crire :
sc(t) = TF
−1[Sc(f)]
≈ sin(pi2B0(t−δt))
pi(t−δt)
(I.6)
En re´alite´, un produit 2B0τp e´gal a` 20 [Curlander 1991] est suffisant pour que l’e´quation
(I.6) soit valide. Le diagramme de la Figure I.5 re´sume la technique de compression
d’impulsions. La relation (I.6) indique que la re´solution temporelle δtc du signal compresse´
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Fig. I.5 – Technique de la compression d’impulsions
est e´quivalente a` δtc =
1
2B0
ce qui implique une re´solution spatiale dans l’axe distance
e´gale a` : δRc =
cδtc
2 =
c
4B0
ou sa projection au sol :
δRgc =
c
4B0 sin η
(I.7)
La re´solution ne de´pend alors que de l’occupation spectrale des impulsions et non plus
de leur dure´e. Pour illustrer ce re´sultat, nous pre´sentons les caracte´ristiques du syste`me
spatial canadien RADARSAT dans le tableau I.2.1.
Naturellement, nous souhaitons obtenir une re´solution selon l’axe azimut du meˆme
ordre de grandeur que la re´solution en distance. Dans le cas d’un syste`me SLAR, deux
points sont discernables s’ils ne sont pas simultane´ment dans le faisceau de l’antenne (voir
Figure I.6). La re´solution δx en azimut correspond donc a` la trace au sol du faisceau de
l’antenne dans l’axe azimut. En utilisant les notations de la Figure I.6, ceci se traduit par
la formule suivante :
δx = RβH =
Rλc
La
(I.8)
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Fre´quence porteuse fc 5.3 GHz
Fre´quence de re´pe´tition des impulsions PRF 1300 Hz
Dure´e des impulsions τp 40 µs
Largeur de bande 2B0 30.002 MHz
Angle d’incidence αe 38.1
◦
Re´solution en distance sans la compression
d’impulsions (projete´e au sol)
δRg 9724 m
Re´solution en distance avec compression d’im-
pulsions (projete´e au sol)
δRgc 8.1 m
Tab. I.1 – Caracte´ristiques du syste`me canadien RADARSAT
ou` λc est la longueur d’onde du signal e´mis, La la longueur de l’antenne dans la direction
de de´placement du porteur et βH l’angle d’ouverture de l’antenne a` -3 dB
1. L’e´quation
(I.8) nous permet de constater que plus l’antenne est grande et meilleure est la re´solution.
Pour donner quelques ordres de grandeur, voici deux exemples : un syste`me radar de ba-
teau avec une antenne de 1 m de long, travaillant en bande X (λc = 3 cm) a une re´solution
de 300 m a` 10 km de distance ; ce qui est acceptable pour une application de de´tection.
Mais, pour des plateformes spatiales, la re´solution devient tre`s vite inacceptable : pour
une distance R de 800 km et un rapport La/λc de 200, la re´solution est de 4 km. La
re´solution est donc tre`s vite limite´e par les caracte´ristiques physiques de l’antenne. Cette
performance est ame´liore´e par la technique d’ouverture synthe´tique.
I.2.2 Focalisation en azimut par synthe`se d’ouverture
La de´couverte du principe d’imagerie radar a` ouverture synthe´tique revient a` Carl
Wiley de la Goodyear Aircraft Corporation en 1951. Il observe que dans un syste`me
radar a` vise´e late´rale, deux cibles ponctuelles situe´es a` des angles azimutaux diffe´rents
pre´sentent des vitesses radiales diffe´rentes pour chaque position de la plate-forme : une
impulsion qui se re´fle´chit sur deux cibles distinctes pre´sente deux historiques Doppler
diffe´rents [Ausherman 1984]. On appelle historique Doppler, l’e´volution de la fre´quence
Doppler au cours du temps. Cette observation va lui permettre de de´velopper une nouvelle
technique pour ame´liorer la re´solution en azimut : la de´tection par affinage Doppler
(ou Doppler beam sharpening). La position d’une cible en azimut est directement lie´e
a` la fre´quence Doppler. Par conse´quent le spectre du signal rec¸u donne une nouvelle
information sur la position de la cible. Le de´calage Doppler pour une cible situe´e a` la
distance R du radar dans l’axe de vise´e et a` l’abscisse x (selon l’axe azimut) est donne´
(Figure I.6) par l’expression suivante :
fDoppler = 2
V sin θ
λc
≈ 2V x
λcR
(I.9)
1c’est-a`-dire le secteur angulaire autour de l’angle de vise´e correspondant a` l’ouverture a` mi-puissance.
L’ouverture doit en re´alite´ eˆtre de´crite pour les deux plans de polarisation E et H , par respectivement,
les angles βE et βH .
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Fig. I.6 – Ge´ome´trie du syste`me selon l’axe azimut
L’angle θ est l’angle entre l’axe radar-cible et la perpendiculaire a` la trajectoire du por-
teur, note´e ∆ sur la Figure I.6 et V est la vitesse relative entre le radar et la cible.
L’approximation dans cette e´quation (I.9) est valide dans le cas ou` R' x. La re´solution
δxaz de´pend alors de la pre´cision δfDoppler sur la fre´quence Doppler. Or celle-ci est e´gale
a` l’inverse du temps d’observation tacquis de la cible : δfDoppler = 1/tacquis. Si on suppose
que ce temps correspond au temps pendant lequel le faisceau du radar e´claire une cible
ponctuelle quelconque au sol, on peut e´crire :
tacquis =
RβH
V
=
Rλc
LaV
(I.10)
Par conse´quent, selon (I.9) et (I.10) :
δxaz =
(
λcR
2V
)
δfDoppler =
(
λcR
2V
) (
LaV
Rλc
)
= La2
(I.11)
Cette dernie`re e´quation montre que plus l’antenne est petite et meilleure est la re´solu-
tion en azimut. Avant d’atteindre cette re´solution the´orique, les premie`res observations
ont donne´ lieu a` la technique de SAR non focalise´ qui utilise un filtrage Doppler (voir
[Curlander 1991] et [Ellis 1984]). Dans ce cas, le filtrage utilise´ n’est pas adapte´. La re´so-
lution est alors limite´e par la largeur du filtre. Plus la largeur sera e´troite, meilleure sera
la re´solution en azimut. La re´solution δxaznon−foc que l’on peut alors attendre s’exprime
avec
√
λcR0/2, ou` R0 est la distance minimale reliant la cible a` l’axe de de´placement du
porteur. Pour le radar SEASAT, la technique de SAR non-focalise´e donne une re´solution
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δxaznon−foc de 316 m pour une distance R0 de 18.6 km. Mais avec un traitement focalise´,
la re´solution δxaz peut atteindre 6 m.
Un traitement focalise´ implique une correction de phase au passage du porteur au-
dessus de la cible. De la meˆme manie`re que pour la compression d’impulsions, le traitement
de synthe`se d’ouverture se rame`ne a` un filtrage adapte´. Le de´calage de phase ∆φ duˆ au
trajet aller-retour de l’onde s’exprime avec :
∆φ = −4pi∆R
λc
(I.12)
La distance ∆R exprime l’e´cart entre la distance minimale R0 cible-axe de de´placement
du porteur et la distance radar-cible pour le radar a` l’abscisse x (voir Figure I.7) :
∆R(x) =
√
R20 + (x− x0)2 −R0 ≈
(x− x0)2
2R0
si |x− x0|( R0 (I.13)
Pour un signal e´mis monochromatique, le signal rec¸u en bande de base pour chacune des
cible
radar
direction de de´placementx0
R0
R0
R
x
∆R
Fig. I.7 – De´calage de phase duˆ au de´placement du radar
positions x du radar, s’exprime avec :
sr(x) = exp
(
−4piR(x)
λc
)
≈ exp
(
−4pi
λc
(
R0 +
(x−x0)2
2R0
)) (I.14)
La phase e´volue donc de manie`re quadratique. Par conse´quent, la fre´quence e´volue line´ai-
rement en fonction de x. Ainsi, nous pouvons utiliser le meˆme type de traitement que
dans le cas de la compression en distance. On conside`re alors le signal g(x) :
g(x) = exp
(−  2pi
λcR0
x2
)
(I.15)
Le re´sultat de l’intercorre´lation du signal g∗(−x) avec le signal sr(x) de´crit par (I.14)
s’e´crit :
f(x′) =
∫ L
−L
sr(x)g
∗(x− x′)dx (I.16)
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ou` 2L est la distance que parcourt le radar pendant l’acquisition du signal. En supposant
que le produit de la bande du signal sr(x) par le temps d’acquisition soit grand (> 20 -
voir section I.2.1), on peut alors e´crire :
|f(x′)| =
∣∣∣∣∣sin
(
u(x′ − x0)
)
u(x′ − x0)
∣∣∣∣∣ (I.17)
avec u = 4piL/(λcR0). On remarque que le maximum de |f(x
′)| est atteint pour x′ = x0.
La fonction g(x) est appele´e re´plique. La re´solution en azimut δxaz est donne´e par la
largeur du pic d’intercorre´lation, qui est facilement e´value´e par :
δxaz =
λcR0
4L
(I.18)
La distance parcourue par le radar pour que le point cible soit comple`tement e´claire´ par le
faisceau est R0βH . Par conse´quent l’e´quation (I.18) se simplifie pour retrouver le re´sultat
de l’e´quation (I.11) :
δxaz =
λcR0
2R0βH
=
La
2
(I.19)
La corre´lation du signal rec¸u avec une re´plique est la base du traitement SAR focalise´.
Autour de ce principe peuvent s’ajouter ensuite plusieurs ame´liorations ou modifications
en fonction du contexte.
Dans cette premie`re approche de la technique d’imagerie radar a` synthe`se d’ouverture,
nous avons pre´sente´ deux traitements similaires de focalisation correspondants aux deux
directions (distance et azimut) consistant a` appliquer un filtrage adapte´. Il est a` noter
que ces deux filtrages peuvent eˆtre re´alise´s simultane´ment graˆce a` des transforme´es de
Fourier 2D et une re´plique bidimensionnelle (distance et azimut).
I.2.3 Les pre´curseurs [Ausherman 1984, Curlander 1991]
C. Wiley n’est pas le seul a` s’inte´resser au spectre des e´chos radars. En 1952, un groupe
de chercheurs de l’Illinois fait une observation similaire en de´veloppant des techniques de
de´tection d’objets mobiles base´es sur des caracte´ristiques Doppler. Leur observation est
la suivante : des variations altime´triques de terrains aboutissent a` des maxima d’ampli-
tude distincts qui migrent a` travers le spectre en azimut. J. Kovaly rapporte que ces
observations peuvent fournir la base d’un nouveau type de radar avec une re´solution
angulaire ame´liore´e. Au cours de la meˆme anne´e, le directeur du groupe de recherche,
Sherwin, publie le concept d’une antenne comple`tement focalise´e : a` chaque case distance
une correction de phase est apporte´e au signal. A chaque range´e de pixels en azimut est
attribue´e une loi de phase qui est ensuite corrige´e. En 1953, le projet Wolverine, sponso-
rise´ par l’arme´e et mene´ par l’universite´ du Michigan, permet de de´velopper la technique
de range-Doppler.
Le premier radar SAR ae´roporte´ est construit par la Goodyear Research Facility a`
Litchfield en Arizona en 1953 et est base´ sur le principe de´veloppe´ par Wiley. Sa fre´quence
I.2 Le principe du radar a` ouverture synthe´tique 19
porteuse est e´gale a` 930 MHz et il utilise une antenne Yagi, ainsi qu’un corre´lateur optique.
Les chercheurs de l’Illinois conc¸oivent aussi un radar ae´roporte´ en bande X et non-focalise´.
En 1958 a` la suite du programme Wolverine, on peut compter huit radars SAR ae´roporte´s
ope´rationnels. Ces derniers sont destine´s a` la surveillance des combats.
Les premiers syste`mes SAR utilisent des corre´lateurs optiques [Cutrona 1966]. A partir
des anne´es 60, des corre´lateurs re´alise´s en e´lectronique analogique, fonctionnant en temps
diffe´re´, sont venus les remplacer, puis des corre´lateurs nume´riques. Pendant les anne´es
70, les ope´rations de corre´lation sont re´alise´es en temps re´el [Curlander 1991].
I.2.4 E´volution et e´tat de l’art [Curlander 1991]
La premie`re image SAR focalise´e de manie`re optimale a e´te´ obtenue en 1957 et les
premiers syste`mes sont principalement utilise´s par l’arme´e. Ces syste`mes ont permis de
re´aliser des images de zones ge´ographiques pour lesquelles les images optiques n’e´taient
pas adapte´es. Par exemple, la province ame´ricaine de Darien a e´te´ image´e par un sys-
te`me SAR, ce qui e´tait auparavant impossible avec des syste`mes optiques, a` cause d’une
couverture nuageuse incessante.
La technique SAR a e´te´ utilise´e en radioastronomie. Elle a permis de re´aliser des
images de Ve´nus ; ce qui n’aurait pas pu eˆtre possible sans l’analyse Doppler puisque, a`
cette distance, meˆme le plus e´troit des faisceaux de la National Astronomy e´tait deux fois
supe´rieur au diame`tre de la plane`te. En 1972, Apollo 17 fut e´quipe´ d’un syste`me SAR
pour e´tudier la surface ge´ologique de la lune.
Plusieurs satellites ont e´te´ e´quipe´s de syste`mes SAR pour l’observation de la Terre.
On peut citer, SEASAT-A ou encore SIR-A, -B ou -C. A ces syste`mes, furent ajoute´es la
possibilite´ de plusieurs polarisations et la possibilite´ de choisir entre plusieurs bandes de
fre´quence. Aujourd’hui, cette technique de radar a` ouverture synthe´tique est largement
utilise´e dans le domaine civil comme pour l’oce´anographie, la ge´ologie ou encore l’e´tude
de la calotte glaciaire [Kasischke 1997]. Le dernier syste`me SAR europe´en envoye´ dans
l’espace est le syste`me ASAR (Radar a` synthe`se d’ouverture a` antenne e´lectronique active)
a` bord du satellite ENVISAT de l’ESA. Ce satellite a e´te´ mis en orbite le 1er mars 2002.
L’antenne active de l’ASAR permet une couverture modulable et une double polarisation.
Sur une fauche´e maximale de 500 km, il permet une reconfiguration de ses faisceaux
jusqu’a` 7 angles d’incidences diffe´rents, avec une haute re´solution au sol de l’ordre de
30 m [Monti 2002, Attema 2000].
L’imagerie SAR est aussi largement utilise´e par des syste`mes ae´roporte´s qui sont
moins couˆteux et plus maniables. Parmi les syste`mes ae´roporte´s, on peut citer l’AirSAR
de JPL fonctionnant dans les trois bandes L, C et P, le syste`me P3-SAR qui reprend
les caracte´ristiques des syste`mes spatiaux SIR-C/X-SAR en les adaptant a` des syste`mes
ae´roporte´s, E-SAR de DLR qui utilise les polarisations HH et VV sur les bandes X, C
et L et VARAN-S de Thomson-CSF. Mais cette technique d’imagerie peut e´galement
s’appliquer a` de plus petits syste`mes terrestres.
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I.3 Configuration et traitement du signal
I.3.1 Terminologie et notations
Dans la section pre´ce´dente, une bre`ve explication du principe SAR a e´te´ donne´e.
Les techniques de re´solution en azimut et en distance ont e´te´ pre´sente´es de manie`re
inde´pendante mais le proble`me doit eˆtre pris dans sa globalite´ pour en comprendre la
complexite´. Dans un premier temps, nous allons pre´ciser les termes employe´s en radar
pour de´crire la sce`ne (configuration ge´ome´trique) et les caracte´ristiques du signal, ainsi
que les notations utilise´es dans la suite du manuscrit.
L’antenne est de´crite par son diagramme de rayonnement et plus particulie`rement
par ses ouvertures βH et βE a` -3 dB (Figure I.8). La zone au sol de´limite´e par les angles
d’ouverture a` -3 dB est appele´e l’empreinte au sol. La largeur de cette empreinte selon
l’axe distance est la fauche´e, note´e Ws. La fauche´e limite, en distance, la zone a` visualiser.
Dans la direction azimut la limitation de la longueur de l’image est donne´e par la dis-
tance parcourue par le porteur. On appelle ligne de vue, l’axe de propagation de l’onde.
αe
βE
βH
V
antenne radar
axe distance
axe azimut
axe de vise´e et ligne de vue
empreinte de l’antenne au sol
Ws
y
x
nadir
Fig. I.8 – Configuration ge´ome´trique d’un syste`me SAR classique
Si l’antenne n’est pas de´pointe´e, elle se confond avec l’axe de vise´e (cas de la Figure I.8).
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De plus, pour un axe de vise´e perpendiculaire a` la trajectoire, la ligne de vue est comple`-
tement de´crite par l’angle d’e´le´vation, note´ αe. La configuration pour laquelle l’angle de
vise´e est diffe´rent de 90◦, est dite en mode faisceau loucheur ou squint. Enfin, un point
souvent tre`s utilise´ en radar est le nadir. Le nadir est le point du sol appartenant au
segment de droite joignant le centre de la Terre au centre de phase de l’antenne.
Pour la suite, les notations utilise´es pour caracte´riser le signal seront les meˆmes que
celles de´ja` employe´es. Ainsi, la bande spectrale occupe´e par le signal e´mis est note´e 2B0,
la fre´quence porteuse fc et p(t) le signal e´mis pendant une re´currence 1/PRF .
Dans la section pre´ce´dente, nous avons conside´re´ un radar pour lequel l’antenne de
re´ception est confondue avec l’antenne d’e´mission, e´voluant au-dessus d’une cible suivant
une trajectoire line´aire et dirigeant un faisceau perpendiculairement au sens de de´pla-
cement. Cette configuration peut se ge´ne´raliser a` un syste`me radar mono- ou bistatique
qui e´claire un objet dont l’angle d’aspect e´volue pendant le temps d’acquisition du si-
gnal. L’angle d’aspect est l’angle sous lequel est vu l’objet. Dans le cas bistatique, il faut
prendre en conside´ration la position des deux antennes. Le but des syste`mes d’imagerie
radar est de donner une cartographie de la re´flectivite´ de la surface e´claire´e. La fonction
image f(x, y, z) qui en re´sulte est une estimation de la fonction de re´flectivite´ ρ(x, y, z)
pour chaque point de coordonne´es (x, y, z). Toutefois, f(x, y, z) est une repre´sentation de´-
grade´e de ρ(x, y, z). Conside´rons le cas ge´ne´ral bistatique (voir Figure I.9) : une antenne
distante de R1 de la cible e´met un signal se(t). Aux fre´quences conside´re´es, le champ
semble provenir d’un nombre limite´ de contributeurs locaux appele´s points brillants ou
points de diffraction. Ce principe de localite´ constitue la base des me´thodes asympto-
tiques. Une cible est ge´ne´ralement constitue´e de plusieurs points brillants. Le signal rec¸u
trajectoire de l’e´metteur
trajectoire du re´cepteur
e´metteur
re´cepteur
cible
x
y
z
O
i
R1
R2
Re´fe´rentiel de la cible
Fig. I.9 – Configuration ge´ne´rale bistatique
par la deuxie`me antenne, situe´e a` la distance R2 de la cible, pour un seul de ces points
brillants de re´flectivite´ ρi, s’e´crit :
sri(t) = ρi se
(
t− R1 + R2
c
)
(I.20)
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Le signal total sr(t) est la somme des contributions de chacun des points brillants. Le prin-
cipe ge´ne´ral de l’imagerie radar consistant a` de´terminer la fonction image f(x, y, z), est
une intercorre´lation du signal sr(t) avec un ensemble de fonctions de re´fe´rences construites
sur le mode`le de l’e´quation (I.20). Ainsi, la condition pour se´parer chacun des points
brillants dans la fonction image a` partir du signal global est que l’e´volution de la fonction
distance (R1 + R2) soit diffe´rente pour chacun de ces points diffractants.
Diffe´rentes configurations permettent de remplir cette condition. Deux d’entres elles
sont souvent cite´es dans la litte´rature [Soumekh 1999, Ausherman 1984] : le mode strip-
map et mode spotlight. Chaque mode a ses propres caracte´ristiques, ses propres techniques
de ge´ne´ration de l’image et ses propres applications. Mais il existe aussi diffe´rentes fa-
c¸ons de traiter les donne´es. L’approche qui est adopte´e dans cette e´tude est base´e sur
la reconstruction du front d’onde [Leith 1962, Soumekh 1999]. Cette reconstruction du
front d’onde est la base de plusieurs autres syste`mes d’imagerie cohe´rente (exploration
ge´ophysique, me´decine). Les premie`res me´thodes de traitement nume´rique du signal pour
la formation d’images SAR a` partir de cette the´orie ont e´te´ introduites a` la fin des anne´es
80. Cette approche permet de comprendre les diffe´rents phe´nome`nes observe´s sur le signal
rec¸u. Plusieurs techniques sont alors envisageables et utilisent diffe´rentes approximations
ou hypothe`ses simplificatrices.
I.3.2 Les diffe´rentes configurations
I.3.2.1 Le mode stripmap
Le mode stripmap (image par bandes de terrain) [Ausherman 1984, Soumekh 1999]
est la configuration SAR de´crite pour aborder le principe SAR dans la premie`re section
(section I.2.2). Le gradient Doppler est obtenu par un de´placement du radar par rapport
a` la sce`ne. Une antenne fixe porte´e par un avion ou un ve´hicule spatial balaye une zone
de terrain (voir Figure I.10). Pour chaque cellule de re´solution, une re´plique est calcu-
le´e qui correspond au signal re´trodiffuse´ attendu en provenance du centre de la cellule.
Pour e´tablir la re´plique, il est utile de connaˆıtre l’e´volution de la distance radar-cellule de
re´solution, pour en de´duire la phase du signal. L’image est alors obtenue par une corre´-
lation en deux dimensions du signal re´ellement rec¸u avec cette re´plique. Cette technique
utilise l’approximation de Fresnel pour la compression de l’impulsion. Elle trouve ses
applications principalement dans la surveillance de zone ou la cartographie de terrains.
I.3.2.2 Le mode spotlight
Dans le mode spotlight [Ausherman 1984, Soumekh 1999], l’antenne n’est plus fixe
mais son faisceau suit une zone restreinte de l’espace que l’on cherche a` imager. La
direction de vise´e du faisceau est verrouille´e sur le centre de la sce`ne. Le de´pointage s’ope`re
soit me´caniquement, soit e´lectroniquement (voir Figure I.11). Le temps d’inte´gration peut
eˆtre plus long que dans le cas du mode stripmap puisque ce temps ne de´pend plus de la
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zones e´claire´es a` chaque position du radar
V
x
Fig. I.10 – Ge´ome´trie du mode stripmap
largeur du faisceau. Un temps d’inte´gration plus long ame´liore la re´solution de l’image
en azimut (cf. e´quation (I.11)).
Le traitement SAR consiste en une compensation de la distance radar-cible pour se
ramener a` la configuration plus simple d’une cible sur une plaque tournante face a` un
radar e´clairant dans une direction orthogonale a` l’axe de rotation [Ausherman 1984].
Cette configuration ne peut eˆtre adopte´e qu’une fois une cible pre´cise de´tecte´e, mais
la re´solution est meilleure qu’en mode stripmap. Un autre avantage de cette configuration
est la possibilite´ de diminuer les phe´nome`nes de chatoiement (speckle) dus a` la distribution
spe´cifique des points brillants du sol en ope´rant un moyennage.
I.3.2.3 La configuration ISAR
Une configuration particulie`re du traitement SAR est le traitement inverse connu sous
le nom d’ISAR. Elle est largement e´tudie´e dans le but de de´terminer la re´partition spatiale
de la section efficace radar de cibles. Nous plac¸ons alors la cible sur une plaque tournante.
La technique de range-Doppler [Ausherman 1984] s’applique le plus naturellement dans
ce cas de figure. La technique d’ISAR de´signe d’une fac¸on plus ge´ne´rale tous les syste`mes
a` synthe`se d’ouverture pour lesquels la cible est mobile alors que le radar est fixe. Le
terme peut donc eˆtre employe´ pour de´signer les syste`mes utilisant l’ondulation naturelle
des objets pour appliquer un traitement SAR, comme le mouvement d’un bateau qui
subit le roulis des vagues, ou ceux qui re´alisent l’image d’objets en orbite pour lesquels
la trajectoire est connue (satellites) ou inconnue (avions). Cette dernie`re est utilise´e pour
des syste`mes radar au sol qui scrutent le ciel pour la surveillance de l’espace ae´rien. La
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Fig. I.11 – Ge´ome´trie du mode spotlight
difficulte´ re´side dans l’estimation de la trajectoire de la cible, ne´cessaire a` l’e´tablissement
de la re´plique [Chen 1980, Itoh 1996].
Nous citerons enfin la technique de SAR circulaire qui s’appuie principalement sur
la the´orie de la reconstruction du front d’onde et qui est largement de´veloppe´e par M.
Soumekh [Soumekh 1999]. Dans cette technique, le radar ne suit plus une trajectoire
rectiligne mais effectue un mouvement de rotation a` 360◦ autour de l’objet ce qui offre
une grande diversite´ angulaire : c’est une forme particulie`re de configuration spotlight
pour laquelle la diversite´ angulaire est optimale.
I.3.3 Les diffe´rentes techniques de traitement du signal SAR
Apre`s avoir expose´ les diffe´rentes configurations, nous proposons d’explorer quelques
techniques de traitement du signal SAR. Pour l’ensemble de ces techniques, la configura-
tion suivante est adopte´e. Un seul radar est conside´re´ pour l’e´mission et la re´ception : cas
monostatique. Le radar se de´place line´airement suivant l’axe Ox a` une vitesse constante2
V . Il e´met un signal pe´riodique de pe´riode Tp = 1/PRF : se(t) =
∑
k p(t − kTp), ou`
p(t) est un signal limite´ en temps de´fini pour 0 ≤ t ≤ τp, avec τp < Tp. On suppose que
la position du radar u sur l’axe des abscisses est comprise dans l’intervalle [−L;L] (voir
Figure I.12 3). Le signal p(t) est ge´ne´ralement une impulsion de dure´e infe´rieure a` Tp et
module´e line´airement en fre´quence. La Figure I.13 illustre un tel signal. Il faut noter que
le rapport cyclique de la figure n’est pas re´aliste puisque, ge´ne´ralement, la dure´e τp d’une
impulsion est nettement infe´rieure a` la pe´riode Tp du signal. Nous allons conside´rer le cas
ge´ne´ral d’un signal p(t) quelconque occupant une bande de pulsation 2ω0 autour de la
pulsation centrale ωc, [ωc−ω0;ωc +ω0]. L’e´cho d’un tel signal apre`s re´flexion sur un point
2ce qui est un cas ide´al : la non-line´arite´ du mouvement peut alte´rer la qualite´ de l’image
3Afin de simplifier la pre´sentation des me´thodes, nous conside´rons une ge´ome´trie de sce`ne 2D
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Fig. I.12 – Ge´ome´trie du proble`me
cible de re´flectivite´4 ρ est de la forme : sr(t) = ρ
∑
k p(t− kTp − 2R(t)/c), ou` R(t) est la
distance entre le radar et la cible5. Cette expression peut s’e´crire comme une fonction de
deux variables temporelles t′ et τ ou` τ = kTp : τ est l’e´chelle de temps grossie`re, alors
que t′ est une e´chelle de temps plus fine. Le signal rec¸u en τ est alors sr(t
′, τ) = sr(t),
si t = τ + t′. L’e´chelle de temps, note´e τ , associe´e au de´placement est appele´e slow-time
par opposition a` l’e´chelle de temps t associe´e a` la propagation de l’onde qui est appele´e
fast-time. La direction de propagation de l’onde est ge´ne´ralement conside´re´e perpendicu-
4Les points cibles conside´re´s pour l’e´tude ont des proprie´te´s isotropes : leur re´flectivite´ ρ n’e´volue donc
pas en fonction de l’angle selon lequel ils sont vus par le radar donc en fonction du temps
5L’influence de l’antenne et les pertes par propagation ne sont pas conside´re´s dans cette partie
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Fig. I.13 – Exemple d’un signal chirp
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laire au de´placement du porteur. Le mode particulier squint ne sera pas e´tudie´ meˆme si
toutes les techniques pre´sente´es dans ce manuscrit peuvent lui eˆtre adapte´es.
Le signal rec¸u peut e´galement s’exprimer spatialement en fonction de u : sr(t, u), ou`
u = V τ . Il est a` noter que la composante u de´crit l’espace d’e´volution du radar. Il est
clair que la grandeur u peut eˆtre assimile´e a` x : u ≡ x. Pour chaque position u, ce signal
est le signal e´mis re´trodiffuse´ par une sce`ne radar de´finie comme un ensemble de points
cibles, aussi appele´s points brillants re´partis sur un plan Oxy. Chaque point brillant i
est caracte´rise´ par sa position (Xi,Yi) et son coefficient de re´flexion ρi. En utilisant ces
notations, l’expression du signal rec¸u est la suivante :
sr(t, u) =
∑
i
ρi p
(
t− 2
c
√
(Xi − u)2 + Y 2i
)
(I.21)
Dans cette expression, les coordonne´es (Xi, Yi) sont prises par rapport a` l’origine du
repe`re, c’est a` dire par rapport a` l’emplacement du radar en τ = 0 (≡ (u = 0)) (voir
Figure I.12). Dans ce meˆme syste`me de coordonne´es, (Xc, Yc) sont de´finis comme les
coordonne´es du centre de la cible. Nous notons alors (xi, yi), les coordonne´es du point i
par rapport au centre de la cible : {
Xi = Xc + xi
Yi = Yc + yi
La sce`ne est comple`tement de´crite dans un plan par la fonction cible dans le domaine
spatial :
f(x, y) =
∑
i
ρiδ(x −Xi, y − Yi) (I.22)
Le traitement SAR cherche a` estimer cette fonction f(x, y). Nous pouvons aussi exprimer
sa transforme´e de Fourier 2D selon les dimensions (x, y) par :
F (kx, ky) = TFx,y[f(x, y)] =
∫
x
∫
y
f(x, y)exp(−kxx− kyy)dydx (I.23)
ou` kx et ky sont appele´es les fre´quences spatiales et forment le plan dual du plan (x, y).
Elles s’expriment en rad.m−1. Il est a` noter que la dimension y de la fonction image se
de´duit simplement de la dimension temps avec y = 12ct.
I.3.3.1 La me´thode range-Doppler
La technique dite de range-Doppler est une ope´ration de double filtrage adapte´. C’est
la me´thode que nous avons utilise´e dans la section I.2.2 pour introduire la synthe`se d’ou-
verture. Ce traitement est base´ sur l’approximation de Fresnel : distance d’observation
tre`s grande devant la taille de la sce`ne radar. De plus, deux hypothe`ses simplificatrices
sont pose´es. La premie`re conside`re que la dimension de la synthe`se d’ouverture est plus
faible que la distance radar-cible (approximation de lobe e´troit). La seconde suppose que
le signal est a` bande e´troite (approximation de bande e´troite). La fonction cible est alors
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estime´e (voir Annexe B) par :
f˜(x, y) ≈ exp(−2ω
c
Yc) [sr(t, u) ∗ p∗(−t)] ∗ exp(ωcu
2
cYc
) (I.24)
dont le synopsis de re´alisation est pre´sente´ par la Figure I.14. Cette me´thode de range-
Doppler [Soumekh 1999] est la premie`re me´thode d’imagerie SAR mise en oeuvre.
sr(t, u) sM (t, u)
filtre fast-time filtre slow-time
exp
(
−kcu2
Yc
) y = 0.5 c t
x = u
f(x, y)
p∗(−t)
Fig. I.14 – Synopsis de la technique de range-Doppler
I.3.3.2 La me´thode range stacking
Une autre approche, appele´e range stacking, utilisant moins d’approximations et ne´-
cessitant donc de plus longs calculs, peut eˆtre envisage´e. On peut l’interpre´ter comme un
filtrage adapte´ du signal rec¸u avec une fonction de re´fe´rence Si(ω, ku) calcule´e en Yi et
de´crite par :
Si(ω, ku) = P (ω) exp(−kuXc) exp(−
√
4k2 − k2uYi) (I.25)
Ainsi, pour chaque valeur de Yi, la fonction cible s’e´crit avec (voir Annexe C) :
f(x, Yi) =
∫
ku
[ ∫
ω
S∗i (ω, ku)Sr(ω, ku)dω
]
exp(kux)dku (I.26)
La me´thode range stacking ne´cessite de re´pe´ter l’ope´ration de´crite par la relation (I.26)
autant de fois que de valeurs Yi. Cette me´thode, dont le synopsis est pre´sente´ Figure
I.15, ne´cessite donc un temps de calcul supe´rieur a` la me´thode range-Doppler pre´sente´e
pre´ce´demment.
sr(t, u) FFT 2D
(t, u)→ (ω, ku)
Sr(ω, ku)
S∗i (ω, ku)
∫
ω kx = ku
Fx(kx, Yi)
IFFTx
kx → x
f(x, Yi)
A re´pe´ter tous les Yi
filtrage adapte´ en Yi
Fig. I.15 – Synopsis de la technique de range-stacking
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I.3.3.3 Interpolation des fre´quences spatiales
Cette me´thode est base´e sur l’interpolation de donne´es sphe´riques dans un plan car-
te´sien. Dans l’Annexe C, la transforme´e de Fourier 2D de la fonction cible est exprime´e
comme un produit de convolution dans le domaine spectral du signal rec¸u et du conjugue´
du signal e´mis :
F [kx(ω, ku), ky(ω, ku)] = Sr(ω, ku)P
∗(ω) (I.27)
L’hypothe`se d’un de´placement du radar a` vitesse constante donne une e´chelle de temps
slow-time re´gulie`rement espace´e. De meˆme, le signal est e´chantillonne´ sur l’e´chelle fast-
time a` intervalles de temps constants. Ces hypothe`ses impliquent que les valeurs de
Sr(ω, ku) sont prises a` intervalles re´guliers dans le plan (ω, ku). Or les fre´quences spa-
tiales (kx et ky) sont des fonctions non affines des variables (ω, ku) :{
kx(ω, ku) = ku
ky(ω, ku) =
√
4k2 − k2u
(I.28)
La Figure I.16 illustre ce phe´nome`ne. Il n’est donc pas possible de retrouver f(x, y) par
transforme´e inverse de Fourier puisque les valeurs de F [kx(ω, ku), ky(ω, ku)] se situent
a` intervalles irre´guliers dans le plan (kx, ky). L’ide´e est alors d’e´valuer F (kx, ky) par
interpolation a` intervalles re´guliers. Nous retrouvons ainsi la fonction cible f(x, y) par
transforme´e de Fourier inverse a` deux dimensions de F (kx, ky) interpole´e. Le sche´ma
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Fig. I.16 – Repre´sentation des fre´quences spatiales SAR pour des donne´es discre`tes
re´capitulatif de cette me´thode est illustre´ sur la Figure I.17.
I.3.3.4 Format polaire
Une autre approche du traitement SAR peut se faire en exprimant les grandeurs kx et
ky par l’interme´diaire de fonctions trigonome´triques. Pour simplifier l’e´criture, nous allons
supposer que les coordonne´es (xi, yi) des points brillants sont conside´re´es par rapport au
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sr(t, u)
f(x, y)
FFT 2D
(t, u)→ (ω, ku)
Sr(ω, ku)
P ∗(ω)
F [kx(ω, ku), ky(ω, ku)] interpolation
F (ω, ku) = F (kx, ky)
IFFT 2D
(kx, ky)→ (x, y)
Fig. I.17 – Synopsis de la technique d’interpolation dans le domaine des fre´quences spa-
tiales
centre de la cible (Xc, Yc). Nous pouvons donner une approximation (voir Annexe D) du
signal compresse´6 sc(ω, u), dans le domaine (ω, u) :
sc(ω, u) ≈ |P (ω)|2
∑
i
ρi exp (−kx(ω, u)xi − ky(ω, u)yi) (I.29)
avec :
kx(u) ≈ 2kcsinθc − 2kc cos2θcRc u
ky(ω) ≈ 2kcosθc
(I.30)
Les approximations sont conditionne´es par une double hypothe`se de faisceau e´troit (u(
Yc) et bande e´troite (ω0 ( ωc). Les deux variables kx et ky sont approche´es par des
fonctions affines des variables, respectivement, u et ω. L’interpolation n’est alors plus
ne´cessaire : il suffit d’une modification de l’e´chelle avant de proce´der a` une transformation
de Fourier inverse du signal compresse´. Le sche´ma de la Figure I.18 re´sume le traitement
pour les deux hypothe`ses de faisceau e´troit et bande e´troite.
I.4 Conclusion
Ce chapitre a pre´sente´ le principe du radar a` ouverture synthe´tique, technique d’ima-
gerie radar haute re´solution. La focalisation selon l’axe de propagation de l’onde ne´cessite
que le signal e´mis soit module´ et/ou impulsionnel. De plus, la synthe`se d’ouverture re-
quiert un mouvement relatif entre le radar et la cible.
Pour dissocier les points brillants, il faut e´galement que ces point brillants diffe`rent par
l’e´volution de leur position par rapport au radar. Plusieurs configurations ge´ome´triques
6Le signal compresse´ est le produit du signal rec¸u avec un signal de re´fe´rence calcule´ comme e´tant le
signal rec¸u pour le point de re´fe´rence (Xc, Yc)
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sr(t, u)
f(x, y)
IFFT 2D
(kx, ky)→ (x, y)
FFT
t→ ω
sr(ω, u)
s∗0(ω, u)
sc(ω, u) changement de variables
u→ kx(u)
ω → ky(ω)
F (kx, ky)
Fig. I.18 – Synopsis de la technique de format polaire
sont alors envisageables pour remplir cette condition et nous avons donne´ un aperc¸u
des possibilite´s d’utilisation des techniques d’imagerie radar a` ouverture synthe´tique. Ce
concept d’imagerie peut eˆtre utilise´ dans toutes les configurations pour lesquelles la cible
est vue sous diffe´rents aspects pendant le temps d’acquisition du signal.
Suivant la configuration adopte´e, les parame`tres physiques du syste`me et la forme
du signal e´mis, diffe´rentes techniques de traitement du signal peuvent eˆtre utilise´es. La
pre´sentation de ces techniques nous a indique´ que le signal peut eˆtre appre´hende´ de
diffe´rentes manie`res. De plus, de nombreuses approximations peuvent eˆtre faites pour
simplifier les calculs et avoir la possibilite´ d’un traitement rapide de l’information.
Il faut noter que les me´thodes pre´sente´es dans la dernie`re section peuvent eˆtre uti-
lise´es dans la formulation du proble`me ISAR. En effet, s’il est possible de connaˆıtre le
mouvement de la cible par rapport au radar, les techniques de traitement SAR peuvent
s’appliquer. Le syste`me de te´le´pe´age est donc adapte´ pour la synthe`se d’ouverture. En
revanche, la forme du signal e´mis ne permet pas la focalisation en distance. De plus,
la configuration ISAR impose´e par le syste`me ne´cessite une estimation du mouvement
de la cible pour la construction des re´pliques. Le chapitre suivant pre´sente l’utilisation
du mouvement du ve´hicule pour ge´ne´rer une image radar et le type d’images que nous
pouvons attendre malgre´ le manque de focalisation en distance.
Chapitre II
Imagerie radar a` partir d’un
signal a` onde continue
II.1 Introduction
Actuellement, la plupart des autoroutes a` pe´age sont e´quipe´es de syste`mes de te´le´-
paiement. Ces syste`mes permettent a` des utilisateurs possesseurs d’un badge de gagner du
temps aux barrie`res de pe´age. Leur compte bancaire est directement de´bite´ du montant
du pe´age au passage sous une balise, situe´e au niveau des barrie`res de pe´age. Cette
formule permet a` l’utilisateur de ne pas perdre du temps a` chercher sa monnaie ou sa
carte bancaire. Les files d’attente qui peuvent atteindre de grandes longueurs sont alors
diminue´es. A long terme, ce syste`me sera utilise´ en mode multivoies et le consommateur
n’aura plus besoin de s’arreˆter (Figure II.1). La communication entre le badge et le
syste`me s’ope´rera directement au passage du ve´hicule sous la barrie`re.
Fig. II.1 – Syste`me multivoies de te´le´pe´age
La balise de te´le´pe´age est constitue´e d’un module e´metteur-re´cepteur qui e´met en
continu un signal a` la fre´quence fc = 5.8 GHz. Le badge, situe´ a` l’inte´rieur du ve´hicule,
fonctionne comme transpondeur. Il de´tecte le signal e´mis par la balise et enclenche un
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protocole de communication avec elle. La balise identifie le badge graˆce aux informations
qu’il communique, telles que le gabarit du ve´hicule et les re´fe´rences bancaires. Le syste`me
peut alors commander la transaction. Pendant la phase de communication avec le badge
qui dure une fraction de seconde, l’e´mission a` 5.8 GHz est coupe´e provisoirement.
Le signal e´mis par la balise est un signal a` onde continue, c’est-a`-dire qu’il est de la
forme se(t) = A cos(2pifct+φ0). Notre e´tude vise a` utiliser le signal rec¸u re´trodiffuse´ par
le ve´hicule pour tenter d’obtenir une image radar de ce ve´hicule passant sous la balise.
L’objectif est donc de re´aliser des images radar a` partir d’un syste`me non conc¸u pour
ce type d’applications. D’autres types de signaux sont aussi de´tourne´s de leur fonction
initiale pour re´aliser des images radar : les signaux TV [Cazzani 2000, Wu mai 2001,
Wu oct. 2001] et les signaux GPS [Mojarrabi 2002]. La diffe´rence avec notre e´tude re´side
dans l’utilisation d’un petit syste`me terrestre et non pas satellitaire. Par un traitement
approprie´, nous allons chercher a` localiser les zones les plus diffractantes du ve´hicule.
Ce proble`me rele`ve des techniques d’imagerie radar telles que le SAR ([Ausherman 1984,
Curlander 1991, Soumekh 1999, Ellis 1984]) ou l’ISAR ([Zhu 1994, Prickett 1980]), base´es
sur l’analyse Doppler. Le signal rec¸u par le syste`me est le re´sultat de l’interaction du signal
e´mis avec un ve´hicule en mouvement.
L’inte´reˆt de cette fonction d’imagerie est double. Tout d’abord, le traitement du si-
gnal peut nous donner une information sur le gabarit du ve´hicule. Ceci est utile afin de
controˆler les informations fournies par le badge avec les dimensions physiques du ve´hi-
cule. En effet, la tarification prend en compte le type de ve´hicule (voiture de tourisme,
poids lourd, caravane, ...) et cette information est donne´e par le badge. L’estimation des
dimensions physiques du ve´hicule en mouvement par un traitement du signal pourrait
donc pre´venir les fraudes1. Une autre application possible est le controˆle du trafic auto-
routier qui pourra se faire aussi bien de jour que de nuit et pourra remplacer les capteurs
me´caniques. Effectivement ces capteurs ayant une dure´e de vie assez courte, il est ne´-
cessaire de les changer fre´quemment. Une telle me´thode ne vient pas non plus perturber
l’environnement e´lectromagne´tique puisque nous utilisons un appareillage existant dont
le fonctionnement est en accord avec la norme. Cela signifie aussi, par conse´quent, que le
couˆt d’un tel projet est peu e´leve´.
Dans un premier temps, ce chapitre de´crit la sce`ne radar correspondant a` notre proble´-
matique et introduit la notion d’historique Doppler. Nous pre´sentons ensuite le traitement
utilise´ pour l’obtention d’une image radar 1D. Cette technique est ensuite e´tendue a` un
traitement d’imagerie radar 2D. Enfin, nous proposons une me´thode d’estimation de la
vitesse, parame`tre indispensable a` notre traitement.
1Dans ce but, une autre e´tude est mene´e par I. R. Urazghildiiev et al. [Urazghildiiev 2002] qui consiste
a` effectuer la classification des ve´hicules a` partir de mesures radar obtenues avec une antenne pointe´e
verticalement. Dans notre cas, le manque de modulation du signal e´mis rend impossible l’utilisation d’une
telle technique.
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II.2 Mode´lisation du proble`me
II.2.1 Description de la sce`ne radar
Nous de´crivons d’abord le syste`me e´metteur/re´cepteur que nous allons utiliser. Il ge´-
ne`re un signal monochromatique a` la fre´quence fc. Ce signal est rayonne´ en polarisation
circulaire par un re´seau d’antennes imprime´es. Un re´seau d’antennes identique est utilise´
a` la re´ception. La proximite´ de ces deux re´seaux nous permet de conside´rer une configu-
ration monostatique pour le radar. En re´ception, le signal rec¸u est ramene´ en bande de
base et de´module´ en un signal en phase (voie I) et un signal en quadrature de phase (voie
Q). Ceci nous permet de reconstruire un signal a` valeurs complexes. Les antennes sont
caracte´rise´es par leur ouverture a` -3 dB, de´crite a` partir des deux angles d’ouverture,
βH et βE , pris respectivement dans le plan paralle`le au de´placement du ve´hicule et dans
un plan orthogonal contenant l’axe radioe´lectrique. Des simulations du re´seau d’antenne
donnent pour cette ouverture les valeurs suivantes : βH ≈ 35.22◦ et βE ≈ 22◦.
L’antenne du radar est incline´e d’un angle αe par rapport a` la verticale et place´e a` une
hauteur H au-dessus du sol. Les syste`mes actuellement installe´s sur les autoroutes sont
typiquement situe´s a` 5 m du sol et incline´s de 30◦. La Figure II.2 repre´sente ce syste`me
de´crit dans un repe`re Oxyz. L’axe Oz repre´sente l’axe vertical. L’axe Ox est choisi de
telle sorte que l’axe radioe´lectrique et l’antenne soit contenu dans le plan orthonorme´
Oxz. Enfin, l’axe Oy est tel que Oxyz forme une base orthogonale.
SOL
H
αe
βH
balise de te´le´pe´age
ve´hicule
badge
Communication avec
le badge
−→
V
O x
y
z
Fig. II.2 – Ge´ome´trie du syste`me
II.2.2 L’expression du signal rec¸u selon l’hypothe`se points brillant
Lorsqu’un objet de grande taille par rapport a` la longueur d’onde est e´claire´ par une
onde e´lectromagne´tique, l’e´nergie renvoye´e provient essentiellement de certains points
significatifs de la ge´ome´trie de la cible ; cette cible est alors repre´sente´e par un mode`le
de points brillants. Chaque point brillant est vu comme une source par le re´cepteur et
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on lui associe un niveau de re´trodiffusion. Le signal rec¸u est la somme de chacune des
contributions apporte´es par ces points brillants. Tous les points qui appartiennent a` une
meˆme cible sont conside´re´s solidaires et anime´s d’un meˆme mouvement. Dans un premier
temps, ce mouvement est suppose´ rectiligne et uniforme selon la direction Ox, ce qui
signifie que la vitesse V du ve´hicule est constante.
Le signal e´mis par la balise de te´le´pe´age est de type Continuous Wave (CW) : ce
signal n’est pas module´ ni pulse´ (comme pour la plupart des syste`mes classiques d’ima-
gerie radar). Il n’est donc pas possible d’effectuer un traitement base´ sur la compression
d’impulsions et par conse´quent il est difficile d’estimer la distance radar-cible. Cette me´-
connaissance va rendre difficile la focalisation de l’image dans l’axe distance ou axe de
propagation de l’onde. Toutefois, le principe de la synthe`se d’ouverture peut eˆtre utilise´
pour dissocier les points dans l’axe azimut. En effet, sans traitement spe´cifique, deux
points a` la meˆme distance du radar sont dissociables seulement s’ils ne sont pas situe´s
simultane´ment dans le faisceau de l’antenne (section I.2.1). Or, dans notre configuration,
la trace au sol peut atteindre plusieurs me`tres. L’utilisation de la synthe`se d’ouverture
devient alors ne´cessaire. Le mouvement relatif radar-cible induit par le de´placement du
ve´hicule module le signal e´mis. L’utilisation d’un filtrage adapte´ construit a` partir des
caracte´ristiques du mouvement permet donc de focaliser selon l’axe de de´placement.
La difficulte´ est d’obtenir une image bidimensionnelle a` partir d’un signal unidi-
mensionnel . Le qualificatif unidimensionnel est utilise´ ici par opposition au signal SAR
classique qui peut eˆtre segmente´ en un signal a` deux dimensions : le fast-time et le slow-
time (voir section I.3.3 et [Soumekh 1999]). Dans notre cas, le fast-time est lie´ au caracte`re
continu de l’e´mission de l’onde. Le slow-time est associe´ au mouvement du ve´hicule. Pour
mode´liser le proble`me, nous e´crivons le signal e´mis par le radar vers l’antenne d’e´mission
sous sa forme analytique :
se(t) = A exp(2pifct + φ0) (II.1)
A est l’amplitude du signal qui est suppose´e constante pendant le temps d’acquisition du
signal et φ0 est la phase du signal en t = 0 qui est, a priori, inconnue. Les points brillants
repre´sentant le ve´hicule rec¸oivent le signal et le re´trodiffusent dans toutes les directions,
en l’affectant d’une ponde´ration correspondant au niveau de re´trodiffusion. L’antenne
re´ceptrice rec¸oit une partie de ces signaux re´trodiffuse´s. Le signal enregistre´ par la balise
re´sulte alors, de la contribution de chacun des points brillants. Conside´rons tout d’abord
la contribution d’un unique point brillant i, de coordonne´es initiales (xi, yi, zi) et e´voluant
a` la vitesse constante V . Le signal rec¸u en provenance de ce point correspond au signal
e´mis, retarde´ du temps d’aller-retour 2Di(t)c de l’onde entre le radar et ce point, ponde´re´
par le coefficient complexe de re´trodiffusion du point ρi(x, y, z) et le gain G(x, y, z) en
e´mission et re´ception de l’antenne (Figure II.3) :
sri(t) = G(xi + V t, yi, zi)
2ρi(xi + V t, yi, zi)A exp
(
2pifc
(
t− 2Di(t)
c
)
+ φ0
)
(II.2)
La re´flectivite´ est exprime´e en fonction des coordonne´es spatiales du point, puisqu’elle
est fonction de l’angle sous lequel est vu le point par l’antenne (angle d’aspect). Le
terme G(x, y, z) est la ponde´ration apporte´e par l’antenne pour un point situe´ en (x, y, z).
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L’atte´nuation due a` la propagation est ici ne´glige´e. Le signal re´trodiffuse´ par l’ensemble
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Fig. II.3 – E´volution d’un point brillant sous la balise
du ve´hicule et de´tecte´ au niveau de la balise s’e´crit alors2 :
sr =
∑
i
G(xi + V t, yi, zi)
2ρi(xi + V t, yi, zi)A exp
(
2pifc
(
t− 2Di(t)
c
)
+ φ0
)
(II.3)
Cette expression correspond a` la forme ge´ne´rale du signal rec¸u qui est traite´ pour re´aliser
des images radar. Le syste`me effectue alors un retour en bande de base de ce signal : nous
utilisons cette forme pour appliquer le traitement SAR.
II.2.3 Historique Doppler d’un point brillant
La synthe`se d’ouverture utilise la bande Doppler du signal rec¸u pour obtenir une bonne
re´solution dans la direction du de´placement du radar (ou de la cible). Contrairement a`
la technique de range-Doppler classique, l’approximation d’une e´volution quadratique de
la phase ne peut pas eˆtre envisage´e pour notre configuration (voir section I.3.3.1). En
effet, la distance radar-cible et la distance parcourue par la cible sont du meˆme ordre de
grandeur. Conside´rons alors la fre´quence instantane´e finsti(t) associe´e a` un point i. C’est
la de´rive´e de la phase du signal provenant du point i modulo 12pi . En utilisant l’expression
du signal pour un unique point brillant i (e´quation (II.2)), la phase s’e´crit :
φi(t) = 2pifc
(
t− 2Di(t)
c
)
+ φ0 (II.4)
On en de´duit alors la fre´quence instantane´e associe´e au point i :
finsti(t) = fc
(
1− 2
c
∂Di(t)
∂t
)
(II.5)
2On suppose ici que tous les points brillants du ve´hicule sont de meˆme nature. Dans ce cas, toutes les
phases propres sont identiques. Nous supposons qu’elles sont inclus dans le terme de phase φ0.
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Par de´finition, la de´rive´e selon t de la distance Di(t) est la vitesse radiale. Cette vitesse ra-
diale Vri est la projection sur l’axe radar-point i du vecteur vitesse V : Vri(t) = V cosαi(t).
On a alors l’expression de la fre´quence Doppler associe´e au point i :
fDoppleri(t) =
2
λc
V cosαi(t) (II.6)
ou` λc est la longueur d’onde du signal. L’e´volution de la fre´quence Doppler est donc
fonction de l’e´volution de l’angle d’aspect du point. Soit O l’origine du repe`re lie´ au sol,
sous le radar (Figure II.4). Soit e´galement un point i de position initiale (xi, yi, zi) e´voluant
a` une vitesse constante V le long de l’axe Ox en direction des x positifs. L’e´volution de
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Fig. II.4 – E´volution d’un ve´hicule sous la balise
la distance radar-point i s’exprime simplement par :
Di(t) =
√
(xi + V t)2 + y2i + (H − zi)2 (II.7)
Puisque l’historique Doppler fDoppleri(t) du signal re´trodiffuse´ par ce point brillant s’ex-
prime en fonction de la de´rive´e de la distance Di(t), nous pouvons e´crire :
fDoppleri(t) =
2
λc
∂Di(t)
∂t
=
2
λc
V
Di(t)
(V t + xi) (II.8)
Cette formulation met en e´vidence le caracte`re non-line´aire de cette fre´quence Doppler
ainsi que l’unicite´ de l’historique Doppler d’un point brillant pour un point situe´ dans
le plan Oxz. En effet, cet historique est directement lie´ a` la distance parcourue par le
point i c’est-a`-dire a` l’e´volution de son angle d’aspect αi(t). Sous l’hypothe`se d’une vitesse
constante, il y a unicite´ de l’historique Doppler pour la position initiale du point conside´re´.
A titre d’exemple, conside´rons plusieurs points brillants circulant a` la meˆme vitesse
V = 13 m.s−1 (46.8 km.h−1) sous le radar. Pour chaque point i, nous calculons son
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historique Doppler. Dans un premier temps, nous supposons deux points brillants situe´s
sur l’axe Ox (zi = 0 et yi = 0 pour i = {1, 2}) :
point 1 point 2
x1 = 0.0 x2 = −1.0
y1 = 0.0 y2 = 0.0
z1 = 0.0 z2 = 0.0
Leurs historiques Doppler sont repre´sente´s sur la Figure II.5(a) pour t ∈ [0; tmax], avec
V tmax = |x1| = 6.5 m. On constate que les deux courbes sont identiques mais de´cale´es
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Fig. II.5 – Historiques Doppler
de δt = (x2 − x1)/V . L’historique Doppler du point 1 a une fre´quence nulle en t = tmax
puisqu’a` cet instant le point est exactement sous la balise (sa vitesse radiale est nulle ainsi
que sa fre´quence Doppler). De meˆme une comparaison est faite de l’historique Doppler
de deux points ayant cette fois-ci la meˆme abscisse mais l’un d’eux est situe´ a` 1.5 m du
sol. Les coordonne´es, exprime´es en me`tres, des nouveaux points sont les suivantes :
point 1 point 2
x1 = 0.0 x2 = 0.0
y1 = 0.0 y2 = 0.0
z1 = 0.0 z2 = 1.5
Les historiques Doppler sont illustre´s sur la Figure II.5(b). La courbure est diffe´rente
suivant la hauteur du point. Contrairement a` la Figure II.5(a), les deux courbes ne se
de´duisent pas l’une de l’autre par une relation simple. Ces deux exemples montrent que :
• la fre´quence Doppler d’un point brillant n’est pas une fonction line´aire du temps
(Figure II.5(a))
• les fre´quences Doppler de points a` diffe´rentes hauteurs ne sont pas line´airement
de´pendantes (Figure II.5(b))
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Ainsi, les me´thodes classiques de traitement SAR utilisant une certaine line´arite´ de l’his-
torique Doppler (distance de visualisation grande par rapport aux dimensions de l’objet)
ne sont pas applicables ici.
L’ide´e est alors d’utiliser l’historique Doppler pour discriminer en position les points
brillants associe´s a` un ve´hicule. Par analogie au traitement SAR classique, nous cher-
chons la forme impulsionnelle du filtre pour re´aliser une ope´ration de filtrage adapte´.
La forme temporelle du filtre est appele´e re´plique. Cette re´plique est un signal a` ampli-
tude constante dont l’historique de phase est identique a` l’historique Doppler d’un point
brillant potentiel situe´ initialement a` l’abscisse x e´gale a` 0. Ce filtrage adapte´ consiste en
une comparaison du signal rec¸u avec la re´plique par un produit de convolution3.
II.3 Image radar 1D
II.3.1 Principe
Nous supposons dans un premier temps que les points diffractants constituant la cible
se trouvent sur l’axe Ox. Leur niveau de re´trodiffusion est constant et ne de´pend pas
de l’angle d’aspect, durant le temps d’acquisition du signal (ρi(x, y, z) = ρi pour tout
(x, y, z) ∈ R3). La sce`ne est ide´alement de´crite par la fonction cible4 suivante :
f(x) =
∑
i
ρiδ(x− xi) (II.9)
En posant kx la fre´quence spatiale associe´e a` la variable x, nous exprimons la transforme´e
de Fourier de cette fonction cible :
TFx[f(x)] = F (kx) =
∑
i
ρie
−kxxi (II.10)
Dans l’expression du signal rec¸u sr(t) (relation (II.3)), l’instant t de re´ception est associe´ a`
une position x de la cible. Si nous ne´gligeons la variation du gain de l’antenne et en posant
x = V t, nous pouvons re´-e´crire le signal rec¸u, ramene´ en bande de base, en fonction de
la position x :
srb(x) =
∑
i
exp
(
−4pi
λc
√
(xi + x)2 + H2
)
(II.11)
Soit une fonction appele´e re´plique, de module l’unite´ et dont la phase se de´duit d’un
signal rec¸u en bande de base pour une cible ponctuelle situe´e initialement (a` t = 0) en
ORep et e´voluant a` la meˆme vitesse V . Le point ORep est appele´e origine de la re´plique et
a pour coordonne´es : (xRep, 0, 0). L’expression de cette re´plique est donne´e par la relation
3Le filtrage adapte´ d’un signal quelconque x(t) consiste a` lui appliquer un filtre de re´ponse impulsion-
nelle y∗(−t) proportionnelle a` x∗(−t) ; ce qui revient a` une intercorre´lation entre x(t) et y(t).
4Cette fonction correspond a` un mode`le de points brillants, mais les ope´rations utilise´es peuvent aussi
bien s’appliquer a` un mode`le continu.
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suivante :
replique(x) = exp
(
−4pi
λc
√
(xRep + x)2 + H2
)
(II.12)
Le signal rec¸u en bande de base pour des points cibles situe´s sur l’axe Ox peut s’exprimer
en fonction de la re´plique :
srb(x) =
∑
i
ρi replique (x− (xRep − xi)) (II.13)
En notant Srb(kx) et Rep(kx) les transforme´es de Fourier respectivement du signal rec¸u
et de la re´plique , la relation (II.13) peut eˆtre exprime´e dans le domaine fre´quentiel5 :
Srb(kx) =
∑
i ρi TFx[replique(x)]e
−2pikxxRepe2pikxxi
= Rep(kx)e
−2pikxxRep
∑
i ρie
2pikxxi (II.14)
Nous retrouvons l’expression de F (kx) dans cette dernie`re e´quation (II.14) :
Srb(kx) = Rep(kx)e
−2pikxxRepF ∗(kx) (II.15)
Les deux fonctions Sr(kx) et Rep(kx) ayant un support fre´quentiel fini entre kxmin et
kxmax
6, une estimation de F (kx) est donne´e par l’expression suivante valable pour kx
compris entre kxmin et kxmax :
F˜ (kx) = S
∗
rb
(kx)Rep(kx)e
−kxxRep (II.16)
Nous reprenons l’expression de Srb(kx) dans la formule (II.14) :
F˜ (kx) =
∑
i
ρiRep
∗(kx)Rep(kx)e
−kx(xRep−xi) (II.17)
Pour un produit bande-temps Bd tacquis (≡ (kxmax −kxmin)2L) suffisamment grand, nous
approchons le produit Rep∗(kx)Rep(kx) par une porte d’amplitude l’unite´ et de largeur
(kxmax−kxmin). La transforme´e de Fourier inverse de F (kx) est alors approche´e par f˜(x) :
f˜(x) ≈
∑
i
2ρi exp
(

kxmax + kxmin
2
(x + xi − xRep)
) sin(kxmax−kxmin2 (x + xi − xRep))
x + xi − xRep
(II.18)
L’image radar 1D I(x) est le module de cette fonction cible :
I(x) ≈ 2
∣∣∣∣∣∣
∑
i
ρi exp
(

kxmax + kxmin
2
(x + xi − xRep)
) sin(kxmax−kxmin2 (x + xi − xRep))
x + xi − xRep
∣∣∣∣∣∣
(II.19)
5Le domaine fre´quentiel correspond au de´calage Doppler induit par l’e´volution du ve´hicule
6Ce support dans le domaine des fre´quences spatiales s’obtient a` partir du support du signal rec¸u dans
le domaine des fre´quences temporelles f avec kxmin =
2pi
V
fDopplermin et kxmax =
2pi
V
fDopplermax . Nous
verrons dans la section II.3.3.2 que ce support spectral est uniquement fonction de l’angle d’e´le´vation αe,
de l’angle d’ouverture βH et de la fre´quence porteuse fc.
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La ge´ne´ration de notre image radar consiste a` calculer la re´plique d’apre`s (II.12) en
fonction de la ge´ome´trie du proble`me et de la vitesse de la cible, a` multiplier son spectre
avec le conjugue´ du signal rec¸u et a` retourner dans le domaine spatial par transforme´e
de Fourier inverse et changement d’e´chelle. Cette ope´ration correspond a` un produit de
convolution entre s∗rb(−t) et la re´plique. Nous retrouvons une ope´ration de filtrage adapte´ ;
c’est-a`-dire le calcul de la fonction d’intercorre´lation entre srb(t) et replique(t).
Pour simplifier les calculs, nous avons ne´glige´ dans (II.13) l’influence du gain de l’an-
tenne pendant la dure´e de l’acquisition du signal, ainsi que la variation du niveau de
re´trodiffusion du point en fonction de l’angle d’aspect. Ces deux contributions peuvent
eˆtre interpre´te´es comme une modulation d’amplitude par une seule fonction ai(x, y, z)
associe´e a` chaque point i : ai(xi + x, yi, zi) = g(xi + x, yi, zi)
2ρi(xi + x, yi, zi). Or, une
modulation d’amplitude (AM) applique´e a` la contribution d’un point brillant (sri(t)),
module son spectre Sri(f) en amplitude par la fonction Ai(f) (ou Ai(kx)), une version
dilate´e (ou compresse´e) de ai(xi + x, yi, zi) [Soumekh 1999]. Cette fonction limite donc le
support spectral de la contribution d’un point-cible comme indique´ par la relation (II.16).
II.3.2 Mise en oeuvre
II.3.2.1 Construction de la re´plique
Pour une image radar 1D des points situe´s au sol (zi = 0), la re´plique utilise´e, doit
corriger le signal en phase pour synthe´tiser une antenne de tre`s grande longueur. Nous
supposons que l’acquisition du signal se fait sur une dure´e tacquis suffisamment longue
pour permettre a` tous les points qui constituent la cible de traverser comple`tement le
faisceau de l’antenne. L’origine de la re´plique ORep et la dure´e d’acquisition de´terminent
la zone a` imager par l’interme´diaire de l’e´volution de la distance Dreplique(t) entre le radar
et cette zone a` imager :
Dreplique(t) =
√
(xRep + V t)2 + H2 (II.20)
Dans un premier temps, nous de´finissons la trace au sol de l’antenne comme la projec-
tion du diagramme d’antenne a` -3 dB et tenant compte de l’inclinaison du radar. Afin
d’optimiser la repre´sentation de l’image radar, nous plac¸ons l’origine de la re´plique ORep
au centre de la trace au sol de l’antenne. L’e´chelle des temps est donc de´crite par :
t ∈ [− tacquis2 ;
tacquis
2 ]. La Figure II.6 illustre le choix de la position de l’origine de la re´-
plique. Le re´sultat de l’ope´ration de ge´ne´ration de l’image radar 1D repre´sente chaque
point brillant i par une fonction de type sinus cardinal centre´e en x = xi − xRep (confor-
me´ment a` (II.19)) par rapport a` ORep
7. La largeur de cette fonction est inversement
proportionnelle a` la bande Doppler du signal et l’amplitude est fonction du niveau de
re´trodiffusion du point. De plus, afin de minimiser les lobes secondaires introduits par
7Nous de´finissons xmax par V tacquis/2. Si cette valeur est de´passe´e (|x| > xmax) et que le point
correspondant renvoie suffisamment d’e´nergie, ce point apparaˆıt sur l’image mais avec une ambiguı¨te´ sur
sa position (phe´nome`ne de repliement de spectre - [Max 1996] chapitre 8-2-4)
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Fig. II.6 – Choix de l’origine de la re´plique
l’utilisation de la transforme´e de Fourier d’un signal tronque´, le signal rec¸u est ponde´re´
par une feneˆtre de Hamming.
II.3.2.2 Construction du signal rec¸u simule´
Pour tester la ge´ne´ration de l’image radar unidimensionnelle e´voque´e dans la section
pre´ce´dente, nous devons simuler le signal rec¸u. La zone des points brillants a` analyser se
re´duit a` l’axe Ox. Nous supposons qu’ils e´voluent le long de cet axe a` une vitesse constante
et que leurs niveaux de re´trodiffusion sont constants pendant toute la dure´e de l’acquisi-
tion. Nous choisissons une base de temps tn = n∆t pour n ∈ [−Nbazim/2;Nbazim/2− 1]
telle que le pas d’e´chantillonnage respecte le crite`re de Shannon : la fre´quence d’e´chan-
tillonnage doit eˆtre au moins deux fois supe´rieure a` la fre´quence Doppler maximale. Ceci
n’est pas une forte contrainte puisque les fre´quences Doppler sont assez faibles. En ef-
fet, si nous supposons une vitesse maximale de 150 km.h−1 (41.67 m.s−1), la fre´quence
Doppler maximale associe´e (c’est-a`-dire quand la vitesse radiale est confondue avec la
vitesse line´aire) est d’environ 1.6 kHz. De plus, la dure´e d’acquisition doit permettre aux
points brillants de traverser comple`tement le faisceau de l’antenne pour pouvoir be´ne´fi-
cier de l’ouverture maximale et donc de la meilleure re´solution. Cette dure´e d’acquisition
va aussi induire l’apparition de phe´nome`nes de repliements de spectre puisque, ces re-
pliements apparaissent en fonction du choix de la zone d’e´tablissement de la re´plique.
Enfin, nous choisissons de de´crire le diagramme d’antenne de manie`re pre´cise puisque
son diagramme de rayonnement a e´te´ obtenu par simulation8 [Gillard 1998] (Figure II.7).
Pour construire le signal simule´, nous fixons (Figure II.4) les parame`tres de hauteur H
et d’angle d’e´le´vation αe de l’antenne ainsi que de vitesse de de´placement V de la cible.
Pour chaque position prise par un point brillant a` chaque instant tn de la base de temps,
la ponde´ration apporte´e par l’antenne a` cet instant g(xi − V tn, 0, 0) (= g(xi − V tn)) est
e´value´e avec le diagramme de la Figure II.7. La forme analytique du signal rec¸u a la forme
8Le diagramme de rayonnement du re´seau d’antennes a e´te´ simule´ a` partir d’une mesure pour un
e´le´ment isole´.
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Fig. II.7 – Diagramme d’antenne simule´
suivante :
srb(t) = A
∑
i
g(xi + V t)
2ρi exp(−4pi
λc
√
(xi + V t)2 + H2) (II.21)
Durant l’acquisition du signal, le ve´hicule parcourt une distance 2L = V Nbazim∆t =
V tacquis. Les deux expressions (II.21) et (II.12) sont utilise´es sous leurs formes discre`tes :{
srb [n∆t] = sr[n] = A
∑
i g(xi + V n∆t)
2ρi exp(−4piλc
√
(xi + V n∆t)2 + H2)
replique[n∆t] = replique[n] = exp
(
−4pi
λc
√
(xRep + V n∆t)2 + H2
) (II.22)
pour n ∈
{
−Nbazim
2
,−Nbazim
2
+ 1, ..., 0, ...,
Nbazim
2
− 2, Nbazim
2
− 1
}
II.3.3 Re´sultats
II.3.3.1 Image 1D d’un point brillant
Supposons dans un premier temps une unique cible ponctuelle situe´e a` l’origine de la
re´plique. Le signal rec¸u est alors construit avec (II.22). On choisit V = 13 m.s−1, H = 5 m
et αe = 30
◦. La dure´e de l’acquisition tacquis est choisie telle que V tacquis soit supe´rieure
ou e´gale a` la trace au sol de l’antenne. Dans cette configuration et pour une ouverture
de l’antenne de βH = 35.22
◦, la trace au sol est de 4.38 m. La distance 2L parcourue par
la cible pendant l’acquisition est alors choisie largement supe´rieure a` la longueur de la
trace au sol (ici 18 m) ; ce qui correspond a` tacquis ≈ 1.38 s. Le signal est calcule´ pour
Nbazim = 8192 e´chantillons. La fre´quence d’e´chantillonnage fe = (Nbazim − 1)/tacquis ≈
5.9 kHz est donc largement supe´rieure a` la limite de Shannon.
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Le niveau de re´trodiffusion du point est choisi e´gal a` l’unite´. Les signaux sr[n∆t]
et replique[n∆t] ont alors exactement le meˆme historique de phase mais une amplitude
diffe´rente. Sur la Figure II.8(a), pour x1 = 0 m, on repre´sente la fonction image radar
en utilisant (II.19). L’e´chelle temporelle est convertie en e´chelle spatiale par une simple
multiplication (x = V t). Un pic apparaˆıt au centre (x = 0), te´moin de la pre´sence du
point brillant au meˆme endroit que l’origine de la re´plique.
Le meˆme traitement est applique´ pour un point initialement de´cale´ par rapport a`
l’origine de la re´plique de δx (x1 = -1 m). Les autres parame`tres sont inchange´s. Nous
obtenons alors (Figure II.8(a)) l’image radar 1D de ce point repre´sente´ par un pic de´cale´
de δx. Un autre exemple est pre´sente´ sur cette meˆme figure d’un point situe´ initialement
a` x1 = -3 m de l’origine de la re´plique. On constate alors que ce pic a une amplitude
le´ge`rement infe´rieure aux deux pre´ce´dents. Ceci est duˆ a` la ponde´ration apporte´e par la
feneˆtre de Hamming centre´e sur l’origine de la re´plique. Construisons maintenant une
image en plac¸ant les deux premiers points de la figure pre´ce´dente (x1 = 0 m et x1 =
1 m), simultane´ment sur la sce`ne. L’image radar (Figure II.8(b)) correspondante montre
les deux pics aux meˆme emplacements et a` la meˆme amplitude que sur la Figure II.8(a).
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Fig. II.8 – Images radar unidimensionnelles
II.3.3.2 Re´solution en azimut
La performance essentielle d’un traitement d’imagerie radar est le pouvoir se´parateur
(ou re´solution) de ce traitement. La Figure II.9(a) illustre le re´sultat obtenu sur deux
points au sol se´pare´s de 10 cm. Les deux points peuvent eˆtre distingue´s et on retrouve
leurs positions initiales respectives, a` savoir -1 m et -0.9 m. Toutefois il existe une distance
minimale en dec¸a` de laquelle les deux pics sont indissociables. Cette distance minimale
est la re´solution de l’image. Cette re´solution spatiale est proportionnelle a` la re´solution
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temporelle de la fonction f˜(t) de´crite par (II.18) :
δx = V δt (II.23)
Conforme´ment a` (II.18), la re´solution temporelle est inversement proportionnelle a` la
largeur de bande Doppler Bd occupe´e par le signal rec¸u. Nous pouvons e´crire l’expression
de Bd comme une diffe´rence de fre´quences Doppler au de´but de l’illumination du point
Tmax et celle a` la fin de son illumination Tmin pour un point i quelconque de la cible :
Bd = fDoppleri(Tmax)− fDoppleri(Tmin) (II.24)
ou` Tmax et Tmin correspondent respectivement au passage du point arrivant dans le lobe
de l’antenne et sortant du lobe de l’antenne et pas force´ment au de´but et a` la fin de
l’acquisition. On suppose donc que le point conside´re´ traverse comple`tement le faisceau
de l’antenne. En utilisant l’e´quation (II.6) et selon la Figure II.6, l’expression pre´ce´dente
peut s’e´crire :
Bd =
2V
λc
(sin(αe + βH/2) − sin(αe − βH/2)) (II.25)
D’ou`, en utilisant les e´quations (II.23) et (II.25), la re´solution est donne´e par :
δx =
λc
2
1
sin(αe + βH/2) − sin(αe − βH/2) =
λc
4sin(βH/2)cos(αe)
(II.26)
Donc, pour un angle d’ouverture βH = 35.22
◦ et un angle d’e´le´vation αe = 30
◦, la
re´solution sera approximativement de δx30◦ = 0.0494 m. Les images radar 1D des Figures
II.9(c) et II.9(d) illustrent ce re´sultat. La premie`re (Figure II.9(c)) est obtenue pour des
points situe´s respectivement aux abscisses -1.0 m et -0.95 m. Les deux points deviennent
tre`s difficiles a` dissocier mais on les retrouve a` la position attendue. La seconde Figure
(II.9(d)) est le re´sultat de deux points initialement place´s aux abscisses -1.0 m et -0.975 m.
Deux pics sont encore discernables mais d’amplitude beaucoup plus faible que ceux de
l’image pre´ce´dente. De plus, ces deux pics sont plus larges et leur position est de´cale´e
par rapport a` leur position exacte. Il est a` noter que le re´sultat d’une image radar est le
module d’une somme de sinus cardinaux, ce qui explique la forme des re´ponses des points
brillants en fonction de la distance les se´parant.
II.3.3.3 Influence des erreurs d’estimation des parame`tres
Inte´ressons nous maintenant aux conse´quences d’une erreur d’estimation de certains
parame`tres9, la vitesse du ve´hicule (ou du point brillant) et la hauteur de la balise.
Nous allons conside´rer l’exemple d’un unique point brillant situe´ a` l’origine de la re´plique
et e´voluant a` la vitesse V = 13 m.s−1. Pour chacun de ces parame`tres, nous e´tudions
l’influence de l’erreur, quantite´ en pourcentage d’erreur relative (5, 10 et 20%). La Figure
II.10(a) illustre le cas d’une erreur commise sur la vitesse. Nous remarquons qu’une erreur
relative de 5% de´grade de fac¸on significative la qualite´ de l’image. Le pic est fortement
9L’influence de l’erreur d’estimation d’autres parame`tres (angle d’inclinaison, angle d’ouverture) est
beaucoup moins grande que celle de la vitesse ou de la hauteur.
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Fig. II.9 – Images radar 1D de deux points proches l’un de l’autre
atte´nue´ (plus de 3 dB) et e´largi (largeur multiplie´e par 10). Cette de´gradation s’accentue
avec l’augmentation de l’erreur relative. Ceci montre que la vitesse du ve´hicule doit eˆtre
connue avec pre´cision puisqu’elle joue un roˆle important dans la qualite´ de l’image radar.
Une me´thode d’estimation de la vitesse est pre´sente´e dans la section II.5.
La Figure II.10(b) indique l’importance d’une bonne estimation de la position en
hauteur de l’antenne. Comme pre´ce´demment, les effets d’erreurs relatives sur la hauteur
de 5, 10 et 20 % sont illustre´s sur des images radar. Une erreur d’estimation de la hauteur
induit aussi un e´largissement et une atte´nuation de la re´ponse d’un point. Toutefois, cet
e´largissement est moins marque´ pour une erreur relative faite sur la hauteur que sur la
vitesse. Cette remarque est valable pour l’atte´nuation de la re´ponse (pour 5 % d’erreur
relative, cette atte´nuation est d’environ 3 dB). Il est a` noter que cette baisse du niveau
d’amplitude s’accompagne d’un de´calage du pic sur l’axe Ox. Cette remarque importante
nous montre que la re´alisation d’une image de points au sol avec une erreur sur l’estimation
de la hauteur revient a` re´aliser l’image de points qui sont situe´s au-dessus du sol. Si on
rectifie l’erreur sur la hauteur, l’image montre a` nouveau un pic e´troit. Ainsi, il est possible
de construire plusieurs images radar 1D pour diffe´rentes hauteurs et retrouver tous les
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Fig. II.10 – Images radar 1D avec erreur sur les parame`tres
points de la sce`ne situe´s a` des hauteurs diffe´rentes. Ce principe est utilise´ pour re´aliser
des images 2D.
II.4 Ge´ne´ralisation a` une image 2D
II.4.1 Principe
Comme nous l’avons e´voque´ dans la section pre´ce´dente, la forme du signal e´mis ne
permet pas de focaliser par compression d’impulsions selon l’axe distance (axe de pro-
pagation de l’onde). Il existe certaines techniques d’imagerie fonctionnant a` une seule
fre´quence [Su 1995] mais les donne´es brutes sont obtenues sous format polaire. Toutefois,
dans notre cas, les points peuvent eˆtre discrimine´s en hauteur puisqu’ils ne focalisent
correctement que pour une re´plique calcule´e pour la hauteur H correspondant a` la diffe´-
rence d’altitude entre le radar et le point brillant. Le parame`tre H utilise´ pour l’image
radar 1D de´signe plus ge´ne´ralement la distance, projete´e sur l’axe Oz, entre le radar et
l’axe horizontal sur lequel nous souhaitons re´aliser l’image 1D. En effet, nous avons note´
pre´ce´demment qu’une erreur commise sur la hauteur de´grade rapidement le pic de´signant
la position du point. L’ide´e est alors de construire plusieurs re´pliques, correspondant a`
des hauteurs H diffe´rentes. Le traitement que nous mettons en oeuvre se de´crit comme
un traitement (1D x NbH), ou` NbH est le nombre de re´pliques calcule´es. L’expression
(II.9) se ge´ne´ralise pour des points brillants situe´s dans le plan Oxz :
f(x, z) =
∑
i
ρiδ(x− xi)δ(z − zi) (II.27)
Et sa transforme´e de Fourier selon x s’e´crit :
TFx[f(x, z)] = F (kx, z) =
∑
i
ρie
−kxxiδ(z − zi) (II.28)
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Nous e´tablissons alors la re´plique 2D suivante :
replique2D(t, z) = exp(−4pi
λc
Dreplique2D(t, z)) (II.29)
avec
Dreplique2D(t, z) =
√
(xRep + V t)2 + (H − z)2 (II.30)
Pour exprimer le signal rec¸u en bande de base, en ne´gligeant la ponde´ration apporte´e
par l’antenne, nous e´tendons la zone de description de la cible (e´quation (II.13)) au plan
Oxz. De la meˆme fac¸on, ce signal s’exprime en fonction de la nouvelle re´plique en zi :
srb(t) =
∑
i
ρi exp
(
−4pi
λc
√
(xi + V t)2 + (H − zi)2
)
(II.31)
=
∑
i
ρi replique2D(t− xRep − xi
V
, zi) (II.32)
Pour chaque valeur de zi, nous pouvons e´valuer la transforme´e de Fourier de la fonction
cible en zi et par conse´quent la fonction cible a` l’altitude zi :
F˜ (kx(f), zi) = S
∗
r (kx)Repx(kx, zi)e
−kxxRep (II.33)
f˜(x, zi) =
∫ kxmax
kxmin
S∗r (kx)Repx(kx, zi)e
kx(x−xRep)dkx (II.34)
Ainsi, pour obtenir l’image radar 2D, nous re´pe´tons l’ope´ration de´crite par (II.34) pour
chaque valeur de zi. Toutefois pour diminuer le nombre de calculs (et e´viter une ite´ration
sur l’ensemble des zi), la transforme´e de Fourier du signal rec¸u est duplique´e autant de
fois que le nombre d’e´chantillons zi a` traiter, permettant ainsi un traitement matriciel
similaire au traitement range-Doppler classique [Curlander 1991] :
Srb(f, kz) = Srb(f) pour tout kz (II.35)
Dans cette e´quation, kz est la fre´quence spatiale associe´e au parame`tre z. Les ope´rations
pour obtenir l’image radar I(x, z), module de l’estimation de la fonction cible f˜(x, z),
sont re´sume´es par le sche´ma de la Figure II.11.
srb(t)
FFT→ Srb(f)
duplication→ Srb(f, kz)
∗→ ⊗ ← Rep(f, kz) FFT2D← replique(t, z)
↓
F˜ (kx(f), kz)
↓ IFFT
f˜(x, z)
↓
I(x, z)
Fig. II.11 – Traitement propose´ pour un syste`me CW
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Ce sche´ma indique que la construction de l’image 2D est re´alise´e par un nombre
limite´ d’ope´rations. En effet, sans la duplication du signal, le couˆt de l’ope´ration est de
C1 = O(1.5NbHNbazim ln(Nbazim)−1), alors que le sche´ma pre´ce´dent requiert seulement
C2 = O(1.5Nbazim ln(Nbazim) + NbH ln(NbH)− 2) ope´rations.
II.4.2 Construction de la re´plique 2D
La nouvelle re´plique est a` deux dimensions : dimension selon le temps t et dimension
selon la hauteur z. Le choix de la base de temps a e´te´ aborde´ dans la section pre´ce´dente.
Dans le cas d’une image 1D, nous avons e´galement vu que le choix de cette base de temps
et la position de l’origine de la re´plique positionnent une zone dans laquelle la cible est
attendue. Nous appelons cette zone : zone de calcul de la re´plique. Si la cible ne passe
pas dans cette zone pendant l’acquisition du signal, elle ne sera pas visible sur l’image
radar. L’autre condition de visibilite´ de la cible est le passage de la cible dans le faisceau
de l’antenne afin de re´trodiffuser vers le radar un maximum d’e´nergie. Dans le cas de
l’image 1D, nous avons re´duit ces deux conditions en une seule en choisissant une zone
de calcul de la re´plique englobant largement l’empreinte au sol de l’antenne.
Dans le cas de l’image 2D, la zone de calcul est fixe´e par les plages de valeurs de x
(= xRep +V t) et de z. Par conse´quent, cette zone est repre´sente´e par un rectangle dans le
plan Oxz. La premie`re dimension (x) de cette aire est la zone de calcul de la re´plique dans
le cas d’une image 1D. Le parame`tre z doit pouvoir prendre comme valeurs l’ensemble
des hauteurs qu’un point cible est susceptible d’atteindre. Par conse´quent, z est compris
entre ze´ro et la hauteur maximale Hmax attendue pour un ve´hicule (z ∈ [0,Hmax]).
Cet ensemble est ensuite e´chantillonne´ en NbH cases hauteurs. A chacune de ces cases
hauteurs est associe´e une re´plique 1D de´finie par la relation (II.29). La valeur NbH va eˆtre
le nombre de duplications pour Sr(f). Cette zone de calcul de la re´plique est repre´sente´e
sur la Figure II.12.
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La re´plique est calcule´e pour un certain nombre d’e´chantillons de tn et zm. Si nous ap-
pelons n et m deux entiers appartenant respectivement aux intervalles [−Nbazim2 , Nbazim2 −
1] et [0,NbH −1] et ∆t = tacquis/(Nbazim−1) et ∆z = Hmax/(NbH −1), les pas d’e´chan-
tillonnage respectivement de la base de temps et de l’axe des z, alors la re´plique 2D
s’exprime de la fac¸on suivante :
replique[n∆t,m∆z] = replique[n,m] = exp
(
−4pi
λc
√
(xRep + V n∆t)2 + (H −m∆z)2
)
(II.36)
Le signal rec¸u sera e´chantillonne´ en temps avec ce meˆme pas d’e´chantillonnage et son
spectre sera duplique´ pour donner une matrice de meˆme dimensions que la re´plique 2D.
II.4.3 Exemples
Pour illustrer le principe expose´ dans cette section, voici quelques exemples obtenus
pour un signal simule´ par la me´thode expose´e dans la section II.3.2.2. Pour les simula-
tions pre´sente´es dans cette section, la hauteur Hmax est prise e´gale a` 3 m et le nombre
d’e´chantillons NbH selon l’axe z est fixe´ a` 128. Les autres parame`tres de´crivant le radar,
la base de temps et l’origine de la re´plique sont pris identiques aux simulations d’images
radar 1D, sauf cas particulier indique´.
Exemple 1
La premie`re simulation est re´alise´e pour deux points brillants situe´s initialement (t =
0) aux coordonne´es suivantes :
point 1 point 2
x1 = 0 x2 = −1.0
y1 = 0 y2 = 0
z1 = 0.5 z2 = 1.5
L’image est pre´sente´e sur la Figure II.13(a). Seule une partie de l’image, comprenant les
deux points, est pre´sente´e. Les niveaux d’amplitude dans l’image sont traduits par une
e´chelle de couleur, indique´e dans le bas de la figure. Le module de l’image a e´te´ normalise´
par rapport a` son maximum.
Les deux points se retrouvent focalise´s a` leur position initiale. La focalisation n’est
pas totale puisque notre traitement ne permet pas de focaliser dans la direction de pro-
pagation. Ainsi, nous de´tectons la pre´sence de traces de part et d’autre du point qui
n’empeˆchent pas la localisation correcte des deux points. Cet effet de non-focalisation
dans l’axe distance est mis en e´vidence sur la Figure II.13(b) repre´sentant un zoom de la
premie`re image sur le premier point brillant. Il est clair que la re´solution dans l’axe dis-
tance est moins performante que la re´solution dans l’axe azimut, calcule´e dans la section
II.3.3.
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Fig. II.13 – Images radar 2D (exemple 1)
Exemple 2
La trace de de´focalisation est oriente´e selon l’axe vertical dans le cas d’un angle
d’e´le´vation nul (αe = 0
◦) et pour un point dans l’axe radioe´lectrique de l’antenne. Pour
connaˆıtre la re´solution dans cette direction, nous re´alisons une image pour une antenne
radar dirige´e vers le sol afin d’analyser l’image en coupe d’un point dans la direction ver-
ticale. L’image est re´alise´e pour un point initialement situe´ en (0, 0, 1) (Figure II.14(a)).
Nous repre´sentons alors sur la Figure II.14(b) une coupe de cette image selon l’axe Oz
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Fig. II.14 – Re´solution en distance (1)
a` la position du point. La re´solution est donne´e par la largeur du lobe a` -3 dB (puis-
sance maximale divise´e par deux). Nous mesurons une re´solution de δr = 0.45 m. Elle
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est approximativement dix fois supe´rieure a` la re´solution en azimut si nous comparons ce
re´sultat a` l’exemple donne´ dans la section II.3.3.
Exemple 3
Pour un point unique de la sce`ne en (0,0,1) e´claire´ par une antenne incline´e a` 30◦, nous
estimons une inclinaison de la trace par rapport a` l’horizontale a` approximativement
36.25◦. Cette valeur a e´te´ mesure´e a` partir d’une image radar de ce point. Plac¸ons alors un
second point dans cette direction a` une distance d du premier point le´ge`rement supe´rieure
a` la distance de re´solution estime´e pre´ce´demment (d = 0.5 m). Les coordonne´es des deux
points sont les suivantes :
point 1 point 2
x1 = 0.000 x2 = 0.403
y1 = 0.000 y2 = 0.000
z1 = 1.000 z2 = 1.296
Le re´sultat est illustre´ sur la Figure II.15(a) qui repre´sente l’image radar de ces deux
points sur laquelle nous avons ope´re´ un zoom autour de l’emplacement des deux points.
Les deux points, visibles en rouge sur l’image sont dissociables malgre´ l’effet de non-
focalisation. De la meˆme fac¸on, nous re´alisons une image radar de deux points distants
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Fig. II.15 – Re´solution en distance (2)
d’une distance d, cette fois-ci le´ge`rement infe´rieure a` la re´solution en distance estime´e
(d = 0.4 m) :
point 1 point 2
x1 = 0.0000 x2 = 0.3226
y1 = 0.0000 y2 = 0.0000
z1 = 1.0000 z2 = 1.2365
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Le re´sultat est illustre´ sur la Figure II.15(b). Il semble un peu plus difficile de dissocier
les deux points. Les traces associe´es aux deux points tendent a` se confondre. Nous
atteignons les limites de discrimination du syste`me.
Exemple 4
Dans la section II.3.3, nous avons constate´ que deux points de meˆme niveau de re´-
trodiffusion pouvaient avoir une amplitude diffe´rente sur l’image. Nous avons explique´
ce phe´nome`ne par l’utilisation dans notre traitement, d’une feneˆtre de ponde´ration, de
type Hamming, centre´e en t = 0 (en x = xRep). Deux autres raisons peuvent expliquer
cette diffe´rence d’amplitude. Par exemple, deux points de meˆme abscisse mais d’altitudes
diffe´rentes pre´sentent des amplitudes diffe´rentes sur l’image. Ceci s’explique par le fait
que plus un point est proche de l’antenne, plus son temps de passage dans le faisceau
de l’antenne est court et par conse´quent, sa contribution e´nerge´tique au signal total est
faible. Ce phe´nome`ne est illustre´ sur l’image radar de la Figure II.16. Sur cette image, les
points ont les coordonne´es suivantes :
point 1 point 2
x1 = −1.0 x2 = −1.0
y1 = 0.0 y2 = 0.0
z1 = 0.5 z2 = 3.0
On de´tecte clairement une amplitude plus faible pour le point 2 situe´ a` une hauteur plus
importante (donc plus proche du radar). Ce phe´nome`ne est aussi observe´ si un point ne
traverse pas comple`tement le faisceau de l’antenne : sa contribution e´nerge´tique au signal
rec¸u n’est pas totale pour la construction de l’image.
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Fig. II.16 – Image radar 2D deux points brillants
Exemple 5
Un dernier exemple est pre´sente´ pour lequel les points brillants sont dispose´s dans
la sce`ne afin de de´crire le profil d’un ve´hicule. Pour un objet quelconque, les zones de
forte diffraction se situent au niveau des areˆtes. La Figure II.17(a) illustre les positions
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initiales choisies pour chacun des six points utilise´s pour cet exemple. La Figure II.17(b)
repre´sente l’image radar obtenue pour les meˆme conditions que les exemples pre´ce´dents.
Comme nous avons pu expliquer la de´tection des points brillants a` propos des exemples
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(a) Ge´ome´trie de la sce`ne et positions initiales des points brillants
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(b) Image radar 2D de 6 points brillants
Fig. II.17 – Image radar 2D d’un ve´hicule mode´lise´ par un ensemble de points brillants
pre´ce´dents, les six points apparaissent sur l’image a` leurs positions respectives attendues.
En reliant ces points, nous retrouvons le gabarit du ve´hicule mode´lise´ par ces six points
brillants. Les points 5 et 6 focalisent de fac¸on moins nette que les autres puisqu’ils se
situent chacun dans la trace de l’autre (voir exemple 3). Cependant, ce mode`le n’est
pas tre`s re´aliste pour repre´senter un ve´hicule, en particulier puisque nous ne tenons pas
compte de certains points brillants cache´s du ve´hicule (ici le point 6). De plus, nous
conside´rons ici que le ve´hicule est une tranche et que la re´plique est de´crite dans cette
tranche. Il s’agit donc de pouvoir simuler des signaux plus re´alistes re´trodiffuse´s par un
ve´hicule.
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Dans l’ensemble des exemples pre´ce´dents, la vitesse du ve´hicule est conside´re´e connue.
Toutefois, dans une configuration re´elle de fonctionnement, cette vitesse est un parame`tre
inconnu. Notre proble´matique revient donc a` de´terminer cette vitesse.
II.5 Estimation de la vitesse
II.5.1 La proble´matique
Le traitement que nous utilisons pour re´aliser une image radar ne´cessite le calcul d’un
signal synthe´tique que nous appelons la re´plique. L’expression de celle-ci (e´quation (II.36))
montre que son e´tablissement ne´cessite la connaissance de V , la vitesse du ve´hicule. Ce
parame`tre que nous supposons constant pendant la dure´e de l’illumination n’est a priori
pas connu. Il apparaˆıt donc ne´cessaire de l’estimer a` partir du signal rec¸u. L’ide´e est
d’appliquer un pre´-traitement au signal rec¸u pour en extraire la vitesse du ve´hicule et
d’injecter ensuite ce parame`tre dans le traitement d’imagerie pour la construction de la
re´plique.
Les traitements du signal radar pour estimer la vitesse consistent pour la plupart en
une analyse fre´quentielle ou temps-fre´quence du signal. Ainsi, la forme du signal e´mis
(impulsions code´es par exemple), la disposition spatiale de plusieurs capteurs ou l’emploi
d’antennes directives sont choisis de fac¸on a` favoriser cette estimation. Le signal de notre
balise radar ne pre´sente aucune forme de modulation et le syste`me est constitue´ d’un
unique capteur avec une largeur de faisceau non ne´gligeable. C’est pourquoi la plupart
des techniques d’estimation de la vitesse e´voque´es dans la litte´rature sont inapproprie´es
([Jensen 1998, You 1997, Craig 1962, Lee 1999]). L’ide´e de notre e´tude est de mettre a`
profit la connaissance de la forme ge´ne´rale du signal rec¸u (e´quation (II.11)) et de la
ge´ome´trie de la sce`ne pour extraire de ce signal l’information de vitesse a` partir d’une
analyse temps-fre´quence.
II.5.2 La vitesse et la fre´quence
Dans la section II.2, nous avons vu que la cible peut eˆtre grossie`rement mode´lise´e
par un ensemble de points brillants : le signal total rec¸u est alors conside´re´ comme la
somme des contributions de chacun de ces points brillants. Nous supposons e´galement
que ces points brillants e´voluent a` la meˆme vitesse V , constante pendant la dure´e de
l’illumination. Nous rappelons l’expression d’une seule de ces contributions ramene´e en
bande de base, pour un point i dans le plan Oxz de coordonne´es10 (xi, zi) :
srbi (t) = G(xi + V t, 0, zi)
2ρiA exp
(
−2pifc 2
c
√
(xi + V t)2 + (H − zi)2 + φ0
)
(II.37)
10Par coordonne´es d’un point brillant, nous entendons coordonne´es a` t = 0
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Fig. II.18 – E´volution de la fre´quence Doppler de la contribution d’un point brillant (xi =
-5 m, yi = 0, zi = 0) et V = 72 km.h
−1
La phase φbi(t) et la fre´quence Doppler
11 fDoppleri(t) associe´es au point i sont fonctions
de la vitesse :
φbi(t) = −4pifc
√
(xi + V t)2 + (H − zi)2
c
+ φ0 (II.38)
fDoppleri(t) = −2
V (xi + V t)
λc
√
(xi + V t)2 + (H − zi)2
(II.39)
Cette expression peut aussi s’exprimer en fonction de l’e´volution de la vitesse radiale
Vr(t) = V cos(αi(t)) :
fDoppleri(t) =
2V cos(αi(t))
λc
(II.40)
Une repre´sentation de la fre´quence Doppler d’un point quelconque est illustre´e sur la
Figure II.18. Chaque inclinaison de l’antenne correspond a` un angle de vue diffe´rent pour
le point brillant et une dure´e d’observation plus ou moins longue pour un meˆme angle
d’ouverture. En fonction de la ge´ome´trie de la sce`ne (position en hauteur du radar H =
5 m et angle d’ouverture βH = 35
◦), nous pre´sentons sur la Figure II.18 les valeurs que
prend la fre´quence Doppler pour un point brillant pendant son passage dans le faisceau
de l’antenne. Ceci implique une portion de la courbe de fre´quence Doppler visible par
le radar diffe´rente pour chaque angle. Pour un angle d’e´le´vation de 60◦, par exemple,
nous notons une faible excursion de la fre´quence Doppler12. Plus cet angle diminue et
plus l’excursion fre´quentielle augmente. Si nous regardons l’influence des trois parame`tres
(xi, zi, V ) sur la fonction (II.39), nous notons les trois points suivants :
• le parame`tre xi donne a` cette courbe sa position sur l’axe des temps
• l’allure de cette courbe et notamment sa pente est principalement due au parame`tre
zi
• la vitesse influe surtout sur la plage de fre´quence occupe´e.
11Ici, la fre´quence Doppler associe´e au point i et la fre´quence instantane´e du signal srbi (t) se confondent.
12Ceci a pour conse´quence une re´solution plus me´diocre (relation II.26)
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Nous allons donc chercher a` relier l’expression de la fre´quence instantane´e a` la vitesse
soit en l’estimant a` un instant pre´cis t0 pour lequel nous pouvons connaˆıtre l’angle αi(t0)
(e´quation (II.40)), soit en l’estimant sur une certaine dure´e pour retrouver les parame`tres
qui la de´crivent (e´quation (II.39)). Mais au pre´alable, il faut pouvoir estimer cette fre´-
quence instantane´e, c’est-a`-dire retrouver les diffe´rentes composantes spectrales du signal
rec¸u. Dans cet objectif, nous avons recours aux repre´sentations temps-fre´quence.
II.5.3 L’estimation de la fre´quence instantane´e
II.5.3.1 La repre´sentation ide´ale
La repre´sentation d’un signal dans le domaine temporel et dans le domaine fre´quentiel
(par l’interme´diaire de la Transforme´e de Fourier) ne suffit pas pour l’analyse de signaux
non stationnaires ou transitoires. L’alternative est alors la repre´sentation conjointe en
temps et en fre´quence. Elle permet de localiser dans le temps la pre´sence des diverses com-
posantes spectrales d’un signal. De nombreuses repre´sentations temps-fre´quence existent
(la plus simple e´tant la Transforme´e de Fourier a` Courts Termes) et le choix d’une repre´-
sentation ou d’une autre de´pend du type d’applications [Hlawatsch 1992]. Pour l’estima-
tion de la fre´quence instantane´e, la repre´sentation temps-fre´quence Pideale(t, f) ide´ale est
celle pour laquelle toute l’e´nergie du signal est concentre´e sur une courbe repre´sentant la
fre´quence instantane´e [Boashash 1994]. A chaque instant t, la repre´sentation est assimile´e
a` une distribution de Dirac (δ(f)) translate´e de la fre´quence instantane´e finst(t) :
Pideale(t, f) = A (δ[f − finst(t)]) (avec A constant) (II.41)
Toutefois, une telle repre´sentation est ide´ale : un tel estimateur n’existe pas, nous essayons
donc de nous en approcher. La repre´sentation optimale pour l’estimation de la fre´quence
instantane´e de´pend alors du type de signal a` analyser. Plusieurs estimateurs sont envisage´s
pour notre e´tude.
II.5.3.2 La distribution de Wigner-Ville
La distribution de Wigner-Ville appartient aux distributions quadratiques de la Classe
de Cohen13 qui de´crivent la re´partition de la densite´ spectrale de puissance instantane´e.
Cette distribution peut s’interpre´ter comme la transforme´e de Fourier de la fonction
d’autocorre´lation du signal s(t) :
WVs(t, f) =
∫
τ
s(t +
τ
2
)s∗(t− τ
2
)e2pifτdτ
= TFτ→f
[
s(t +
τ
2
)s∗(t− τ
2
)
]
(II.42)
13La classe de Cohen regroupe toutes les repre´sentations temps-fre´quence quadratiques qui posse`dent
la double proprie´te´ d’invariance des de´calages temporels et fre´quentiels : si nous notons Ps(t, f) la repre´-
sentation temps-fre´quence du signal s(t), celle de y(t) = s(t− t0)e
2pif0t est Py(t, f) = Ps(t− t0, f − f0).
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La distribution de Wigner-Ville (WV) permet une bonne estimation de la fre´quence
instantane´e pour un signal de´terministe a` modulation line´aire de la fre´quence. L’ex-
pression analytique d’un signal a` modulation line´aire de la fre´quence s’exprime avec
z(t) = exp(φ(t)) = exp((φ0 + 2pi(αt + βt
2)). La transforme´e de Wigner-Ville d’un
tel signal s’e´crit alors :
WVz(t, f) = TFτ→f
[
e(φ(t+
τ
2
)−φ(t− τ
2
))
]
= TFτ→f
[
e2pi(α+2βt)τ
]
= δ(f − f˜inst(t)) (II.43)
Ce de´veloppement met en e´vidence les qualite´s de la distribution de Wigner-Ville en
terme d’estimateur de fre´quence instantane´e dans le cas d’un signal a` modulation line´aire
de la fre´quence. Nous pouvons l’interpre´ter comme la repre´sentation de la de´rive´e de la
phase d’un signal par la me´thode des diffe´rences finies [Boashash 1994] et l’estimateur
associe´ a` la distribution de Wigner-Ville s’e´crit :
f˜inst(t, τ) =
1
2piτ
[φ(t + τ/2) − φ(t + τ/2)] (II.44)
Dans le chapitre suivant, nous pre´senterons une me´thode de simulation des signaux,
base´e sur l’Optique Physique. La Figure II.19(a) illustre le re´sultat de la repre´sentation
dans le domaine temps-fre´quence de la distribution de Wigner-Ville pour un signal simule´
par l’optique physique avec une cible repre´sentant une voiture de tourisme (Figure III.3).
La configuration ge´ome´trique adopte´e est une position en hauteur du radar de 5 m et un
angle d’e´le´vation de 30◦. La transforme´e de Wigner-Ville n’est calcule´e que sur une portion
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Fig. II.19 – Repre´sentation de Wigner-Ville (et version filtre´e) pour le signal simule´
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significative du signal14. La repre´sentation associe´e nous montre assez nettement trois
courbes de la fre´quence instantane´e associe´es a` trois points brillants diffe´rents. Des termes
d’interfe´rences reconnaissables par leur nature oscillante apparaissent entre chacune de
ces courbes.
Pour e´liminer les termes d’interfe´rences qui peuvent geˆner a` l’interpre´tation, une solu-
tion est d’utiliser une version lisse´e de la distribution de Wigner-Ville (SPWV), mais ceci
implique une perte de re´solution (Figure II.19(b)). Le principe est d’utiliser le caracte`re
oscillant des termes d’interfe´rence pour les supprimer graˆce a` un filtre passe-bas ψP (t, f) :
SPWVs,ψP (t, f) =
∫
t′
∫
f ′
ψP (t− t′, f − f ′)WVs(t′, f ′)dt′df ′ (II.45)
Ce produit de convolution (e´quation (II.45)) est e´quivalent a` un produit dans le domaine
dual du domaine temps-fre´quence (t, f), appele´ domaine retard-doppler (τ, ν). Notons
ΨP (τ, ν), la transforme´e de Fourier 2D de la fonction filtre ψP (t, f). Il est usuel de l’ex-
primer comme un produit de deux fonctions inde´pendantes qui agissent chacune sur un
des domaines :
ΨP (τ, ν) = H(τ)G(ν) (II.46)
Ainsi, H(τ) est le gabarit du filtre dans le domaine retard (dual au domaine fre´quentiel)
et G(ν) est le gabarit du filtre dans le domaine Doppler (dual au domaine temporel). Dans
l’exemple pre´sente´ sur la Figure II.19(b), H(τ) est une feneˆtre de Hamming de longueur
N/4, ou` N est le nombre d’e´chantillons du signal utile et g(t) (qui est la transforme´e
de Fourier inverse de G(ν) : TF−1ν→t[G(ν)]) est e´galement une feneˆtre de Hamming de
longueur N/10. Les termes d’interfe´rences ont disparu mais le manque de re´solution
risque d’affecter aussi la pre´cision de mesure.
II.5.3.3 La me´thode de re´allocation
Une me´thode, dite de re´allocation, permet de faciliter l’interpre´tation d’un signal dans
le plan temps-fre´quence. Cette me´thode date de 1976 et a e´te´ introduite par Kodera,
Gendrin et de Villedary. Elle a e´te´ applique´e et reformule´e pour le cas de repre´sentation
de distributions appartenant a` la Classe de Cohen par Flandrin et Auger [Auger 1995].
La me´thode de re´allocation permet de focaliser les composantes spectrales dans la re´gion
du plan temps-fre´quence d’ou` elles sont issues.
La formulation ge´ne´rale des distributions de la classe de Cohen est une double corre´-
lation de la distribution de Wigner-Ville avec un noyau ψ(t, f)15. :
PCohens(t, f) =
∫
t′
∫
f ′
ψ(t− t′, f − f ′)WVs(t′, f ′)dt′df ′ (II.47)
14c’est-a`-dire une portion sur laquelle le niveau d’amplitude laisse penser que la cible est dans le faisceau
de l’antenne.
15nous avons note´ ce noyau ψP (t, f) dans l’expression de la pseudo-Wigner-Ville lisse´e (II.45)
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L’ope´ration de re´allocation est re´alise´e en plac¸ant le re´sultat de l’autocorre´lation calcule´ en
(t, f), non plus en ce point mais au barycentre (t¯, f¯) du produit ψ(t−t′, f−f ′)WVs(t′, f ′) :
P ∗s (t¯, f¯) =
∫
t′
∫
f ′
ψ(t− t′, f − f ′)WVs(t′, f ′)dt′df ′ (II.48)
La me´thode de re´allocation re´-agence dans le plan temps-fre´quence les valeurs calcule´es
par la repre´sentation temps-fre´quence initiale et si deux valeurs sont calcule´es au meˆme
endroit, elles sont somme´es.
Le re´sultat de cette me´thode est applique´ a` la distribution pseudo Wigner-Ville lisse´e
de´crite dans la section pre´ce´dente16. Pour le signal simule´ dans une configuration clas-
sique, la repre´sentation (Figure II.20) souligne la facilite´ d’interpre´tation qu’elle apporte
par rapport a` la repre´sentation initiale (Figure II.19(b)). Non seulement les termes d’in-
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Fig. II.20 – Repre´sentation pseudo-Wigner-Ville lisse´ par la me´thode de re´allocation pour
le signal simule´
terfe´rences ont disparu mais la re´solution est fortement ame´liore´e. Cette repre´sentation
laisse espe´rer une bonne estimation de la fre´quence instantane´e.
II.5.3.4 Les distributions polynomiales de Wigner-Ville
Comparativement a` l’analyse faite pour l’estimation de la fre´quence instantane´e pour
une modulation line´aire de la fre´quence dans la section II.5.3.2, Barkat et Boashash
montrent qu’il existe des distributions temps-fre´quence plus adapte´es a` des signaux a`
phase polynomiale [Barkat sept. 1999(2)]. L’expression d’une phase polynomiale de degre´
p est de´crite par : φ(t) =
∑p
0 ait
i, ai ∈ R. Ces distributions sont regroupe´es dans une
classe appele´e classe des distributions polynomiales de Wigner-Ville (PWV). Comme la
distribution de Wigner-Ville (qui appartient a` cette famille), elles peuvent eˆtre conside´re´es
comme la transforme´e de Fourier d’un noyau Ks,q(t, τ), ou` Ks,q suit une formulation
16Nous noterons cette repre´sentation SPWV ∗ par la suite.
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ge´ne´rale [Boashash 1994] :
Ks,q =
q/2∏
k=0
s(t + ckτ)
bks∗(t + c−kτ)
−b−k , bk, q ∈ N et ck ∈ R (II.49)
Ainsi, la distribution polynomiale de Wigner-Ville PWVs,q(t, f) peut se de´crire avec :
PWVs,q(t, f) =
∫
τ
Ks,q(t, τ)e
−2piτdτ (II.50)
L’estimateur de fre´quence instantane´e utilise´ pour la distribution Polynomiale de Wigner-
Ville est de la forme :
f˜instq(t, τ) =
1
2piτ
q/2∑
k=−q/2
bkφ(t− ckτ) (II.51)
L’indice q de´note l’ordre de la polynomiale de Wigner-Ville : Les PWV d’ordre q sont
adapte´es pour des signaux a` phase polynomiale d’ordre p ≤ q. Si la phase (ou la fre´quence
instantane´e) d’une composante φbi(t) du signal rec¸u ne s’exprime pas sous la forme d’un
polynoˆme, elle peut e´ventuellement s’en rapprocher sur une portion du signal. Cette
e´ventualite´ doit nous permettre d’estimer la fre´quence instantane´e sur cette portion.
Nous choisissons de tester l’efficacite´ des PWV sur nos signaux pour deux exemples,
d’ordres 4 (PWVs,4) et 6 (PWVs,6). L’implantation des fonctions Ks,q implique des exi-
gences sur les coefficients bk et ck [Boashash 1994]. De meˆme, les valeurs non syste´ma-
tiquement entie`res des ck ne´cessitent des interpolations du signal initial (ou un signal
e´chantillonne´ tre`s finement). Voici les deux exemples de noyaux d’ordre 4 et 6 propose´s
par Barkat et Boashash [Barkat sept. 1999(1)] que nous allons utiliser :
Ks,4(t, τ) =
(
s(t + 0.675τ)s∗(t− 0.675τ))2s(t + 0.85τ)s∗(t− 0.85τ) (II.52)
Ks,6(t, τ) = s(t + 0.62τ)s
∗(t− 0.62τ)s(t + 0.75τ)s∗(t− 0.75τ)s(t + 0.87τ)s∗(t− 0.87τ)
(II.53)
Par la suite, pour simplifier les notations, nous noterons ces repre´sentations, PWV4 et
PWV6. En fait, il est pre´fe´rable de calculer la transforme´e de Fourier d’une version dilate´e
du noyau avec un facteur d’e´chelle judicieusement choisi pour implanter ces fonctions
plutoˆt qu’une interpolation trop importante du signal [Boashash 1994]. Par exemple pour
implanter la PWV dont le noyau est donne´ par l’expression (II.52), le signal est interpole´
par un facteur 5 et c’est une version dilate´e du noyau d’un facteur d’e´chelle de 0.85
(τ ′ = 0.85τ) qui est utilise´ pour la transforme´e de Fourier. Par conse´quent, le spectre
obtenu est une version compresse´e en fre´quence :
PWVs,4(t, f) = TFτ ′→ f
0.85
[
(s(t + 0.794τ ′)s∗(t− 0.794τ ′))2s(t + 1.0τ ′)s∗(t− 1.0τ ′)]
(II.54)
De la meˆme fac¸on, pour implanter la PWV d’ordre 6, le signal est interpole´ d’un facteur
4 et le noyau est dilate´ d’un facteur d’e´chelle de 0.5.
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Pour illustrer les qualite´s des polynomiales de Wigner-Ville dans le cas de fre´quence
instantane´e suivant une loi polynomiale, nous avons synthe´tise´ un signal dont l’expression
de la fre´quence est la suivante : finst(t) = −0.38t2 + 0.15t + 0.38. Les repre´sentations
de ce signal a` partir de la distribution de Wigner-Ville et des deux polynomiales de
Wigner-Ville que nous venons de de´crire apparaissent sur les Figures II.21(a), II.21(b) et
II.21(c). Ces repre´sentations mettent clairement en e´vidence l’inte´reˆt d’une PWV dans
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Fig. II.21 – Repre´sentation de Polynomiales de Wigner-Ville pour le signal dont la fre´-
quence instantane´e suit une loi polynomiale
le cas de fre´quence instantane´e de loi polynomiale. Les interfe´rences pre´sentes sur la
simple repre´sentation de Wigner-Ville ont disparu ou sont fortement atte´nue´es sur les
deux autres.
Dans notre proble`me, les lois des fre´quences instantane´es ne suivent pas un polynoˆme.
Les Figures II.22(a) et II.22(b) illustrent les repre´sentations obtenues pour notre exemple
de signal simule´ et pour les deux PWV choisies. Les deux figures de´voilent de fac¸on
beaucoup plus diffuse les courbes de fre´quences instantane´es attendues. La repre´sentation
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Fig. II.22 – Repre´sentation de Polynomiales de Wigner-Ville pour le signal simule´
semble plus bruite´e que dans le cas de la distribution de Wigner-Ville. Ceci sugge`re
que l’utilisation d’une polynomiale de Wigner-Ville pour extraire des informations de
fre´quence instantane´e est probablement moins favorable que la distribution de Wigner-
Ville.
II.5.4 De la repre´sentation temps-fre´quence a` la vitesse
II.5.4.1 Extension de l’hypothe`se de points brillants
Dans la section II.2.2, nous avons conside´re´ la cible comme un ensemble de points
brillants solidaires e´voluant le long de l’axe Ox a` la meˆme vitesse constante V . Nous
e´tendons cette hypothe`se en supposant qu’il existe un point pre´ponde´rant dans l’ensemble
des points constituants la cible, c’est-a`-dire un point dont le coefficient de re´flectivite´ est
plus grand que tous les autres. Au passage de ce point dans l’axe radioe´lectrique de
l’antenne (Figure II.23), une forte contribution est apporte´e au signal total a` cet instant
t0 et la fre´quence Doppler associe´e a` ce point peut eˆtre exprime´e en fonction de la vitesse
V :
fDoppleri(t0) =
2V cos(pi/2 − αe)
λc
(II.55)
Ainsi, si l’angle d’e´le´vation αe de l’antenne est connu, la vitesse se de´duit de la fac¸on
suivante :
V =
fDoppleri(t0)λc
2 sin(αe)
(II.56)
La me´thode consiste a` chercher l’instant t0 pour lequel le signal pre´sente un maximum
d’amplitude et a` estimer la fre´quence instantane´e a` cet instant-la`. Pour localiser facile-
ment ce maximum, le module du signal |srb(t)| est lisse´ graˆce a` une feneˆtre glissante de
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Fig. II.23 – Position de la cible a` t0
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Fig. II.24 – Module lisse´ pour un signal simule´
ponde´ration de type Hamming Hhamming(t) de longueur M :
G(t) =
1
M
M/2∑
τ=−M/2
|srb(t + τ)|.Hhamming(τ) (II.57)
A l’instant t0, tel que G(t0) ≥ G(t) pour tout t situe´ dans la feneˆtre d’acquisition, nous
calculons la fre´quence instantane´e du signal pre´sentant un maximum d’amplitude dans le
plan temps-fre´quence. La Figure II.24 illustre le module lisse´ obtenu pour un signal simule´
avec M = N/8, ou` N est le nombre d’e´chantillons du signal utile. Celui-ci correspond a`
la cible de la Figure III.3 circulant sous une antenne a` 5 m du sol et incline´e de 30◦.
II.5.4.2 Autre approche base´e sur l’extraction d’une portion de courbe de
fre´quence instantane´e
Une autre approche est envisage´e, base´e sur le maximum de vraisemblance. Elle
consiste a` retrouver dans le plan temps-fre´quence une courbe de´crivant la fre´quence ins-
tantane´e associe´e a` un point et d’estimer par une me´thode d’optimisation la vitesse la
plus susceptible de donner cette courbe. Pour cela, nous supposons que la courbe extraite
du plan temps-fre´quence est entache´e d’erreurs.
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Selon l’e´quation (II.39), l’expression de la fre´quence instantane´e pour une base de
temps donne´e est fonction de la vitesse V , et de la position spatiale initiale du point
(xi, zi). Le principe est de trouver la valeur de ces trois parame`tres qui minimisent l’erreur
quadratique au sens des moindres carre´s entre la courbe extraite du plan temps-fre´quence
et la fonction analytique de´crite par ces parame`tres. C’est la me´thode utilise´e par Reid
et al. [Reid 1997] pour estimer la vitesse d’un avion a` propulseurs. Il utilise le signal
acoustique ge´ne´re´ par les lames de propulseur. La cadence des lames impose une fre´quence
dominante au signal qui est vu comme un signal CW. Pour un observateur immobile, le
de´placement de l’avion module ce signal par effet Doppler et l’e´volution de la fre´quence
instantane´e de´pend des parame`tres de´crivant la sce`ne et de la vitesse de l’avion. La
principale diffe´rence entre cette configuration et la noˆtre re´side dans l’attente d’une seule
composante spectrale. La coexistence de plusieurs composantes spectrales dans notre
proble`me rend la taˆche beaucoup plus complexe. Cette me´thode re´ve`le deux proble`mes
majeurs :
• l’extraction du plan temps-fre´quence d’une portion de courbe de longueur signifi-
cative malgre´ la pre´sence simultane´e de plusieurs courbes : non seulement, ces mul-
tiples composantes sont susceptibles de ge´ne´rer des interfe´rences mais elles peuvent
aussi se chevaucher rendant ainsi l’ope´ration d’extraction de la fre´quence instanta-
ne´e tre`s de´licate.
• L’estimation, par optimisation, des parame`tres de´crivant la courbe.
De plus, il est difficile pour un angle d’e´le´vation faible de retrouver les parame`tres a`
partir de la portion de courbe de fre´quence instantane´e visible. En effet, plus l’angle
d’e´le´vation est faible, plus la fre´quence instantane´e observable pour chacun des points
brillants, va se situer sur la partie fortement en pente de la courbe (Figure II.18) et
donc moins influence´e par la vitesse. De plus, un faible angle d’e´le´vation implique un
point brillant moins longtemps visible, donc une fre´quence instantane´e associe´e moins
longtemps observable e´galement.
II.6 Conclusion
Ce chapitre a pre´sente´ la configuration du proble`me d’imagerie avec une antenne
fixe e´mettant un signal hyperfre´quence et e´clairant une cible en mouvement. Bien que le
signal e´mis ne soit ni module´ en fre´quence, ni sous forme impulsionnelle, nous utilisons
le concept d’ouverture synthe´tique pour obtenir une bonne re´solution dans l’axe azimut.
Un premier mode`le base´ sur la notion de points brillants nous a permis d’illustrer la
technique utilise´e pour ge´ne´rer des images radar a` partir d’un signal CW et de pre´ciser
les limites en terme de traitement du signal qu’impose la forme du signal e´mis. Notre
traitement d’imagerie radar utilise la focalisation dans l’axe azimut comme dans le trai-
tement range-Doppler. Toutefois, l’hypothe`se de modulation line´aire de la fre´quence dans
ce traitement ne peut pas eˆtre faite a` cause des dimensions de la cible non ne´gligeables
vis a` vis de la distance radar-cible. Par conse´quent, l’historique de phase, utilise´ pour le
calcul de la re´plique, est e´value´ en fonction de la ge´ome´trie du proble`me et en supposant
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la trajectoire de la cible rectiligne et uniforme. L’image radar 2D est obtenue en re´pe´tant
l’ope´ration de focalisation en azimut pour diffe´rentes hauteurs.
Ce traitement ne´cessite une estimation de la vitesse du ve´hicule. La me´thode propose´e
suppose que la cible est mode´lise´e par un ensemble de points brillants et que les maxima
d’amplitude du signal re´trodiffuse´ sont associe´s a` leur passage dans l’axe radioe´lectrique.
Nous avons suppose´ alors qu’une repre´sentation temps-fre´quence quadratique du signal
est une image de la re´partition de puissance de celui-ci. Ainsi, la fre´quence re´ve´lant la
plus forte amplitude a` l’instant associe´ au maximum d’amplitude, est celle associe´e a` un
point brillant dans l’axe radioe´lectrique. A partir de l’angle d’e´le´vation de l’antenne, nous
en de´duisons la vitesse de ce point.
Nous avons pre´sente´ des exemples d’images radar obtenues a` partir de notre traite-
ment pour des signaux construits sur un mode`le de points brillants. Toutefois, ce mode`le
ne prend pas en compte les parties cache´es d’un ve´hicule. Il est donc ne´cessaire d’uti-
liser un mode`le plus re´aliste. Le nouveau type de simulation que nous utiliserons par
la suite est de type e´lectromagne´tique et base´ sur la me´thode de l’Optique Physique. Il
permettra e´galement d’e´valuer les performances de l’estimateur de vitesse propose´ dans
ce chapitre. Nous confronterons ensuite ce traitement a` des signaux re´els, acquis au cours
d’une campagne de mesures, a` partir d’un syste`me de te´le´pe´age.

Chapitre III
Validation par la simulation
e´lectromagne´tique et la mesure
III.1 Introduction
Dans le chapitre II, nous avons propose´ un traitement d’imagerie radar, base´ sur la
synthe`se d’ouverture, a` partir d’un signal a` onde continue et applicable a` un syste`me
de te´le´pe´age. Nous avons illustre´ nos propos par des simulations simples, en mode´lisant
la cible par un ensemble de points brillants. Pour valider ce traitement, il nous faut le
confronter a` des signaux plus re´alistes qui prennent en compte les diffe´rents phe´nome`nes
d’interaction d’une onde e´lectromagne´tique avec un obstacle ainsi que les zones d’ombre.
Dans ce chapitre, nous de´crivons tout d’abord l’algorithme utilise´ pour simuler le si-
gnal rec¸u en traduisant les diffe´rents phe´nome`nes e´lectromagne´tiques. Cet algorithme est
base´ sur le principe de l’Optique Physique. Nous pre´sentons ensuite les images obtenues
pour des cibles de re´fe´rence afin de valider notre simulateur et notre traitement. Puis,
nous e´tudions a` travers des cibles plus complexes l’influence des diffe´rents parame`tres
ge´ome´triques et syste`mes sur la qualite´ de l’image radar. Ces signaux simule´s permettent
e´galement d’e´valuer les performances de notre estimateur de vitesse. Cette analyse des si-
gnaux simule´s est ensuite utilise´e pour interpre´ter les re´sultats obtenus a` partir de signaux
expe´rimentaux. Enfin, la dernie`re section de ce chapitre pre´sente les images obtenues pour
des signaux enregistre´s en situation re´elle.
III.2 Le simulateur e´lectromagne´tique
La simulation e´lectromagne´tique permet de traduire les phe´nome`nes d’interactions
ondes-obstacles et d’obtenir ainsi un signal re´trodiffuse´ proche du signal re´el. De plus, pour
interpre´ter au mieux les re´sultats expe´rimentaux, l’estimateur doit prendre en compte les
diffe´rentes caracte´ristiques du syste`me : le mouvement de la cible, la polarisation de
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l’antenne et l’interaction avec le sol. Cette section de´crit l’approche adopte´e pour notre
simulateur et les diffe´rentes approximations ne´cessaires.
III.2.1 La simulation e´lectromagne´tique
III.2.1.1 Les e´quations de Maxwell
Les phe´nome`nes e´lectromagne´tiques dans un milieu continu sont re´gis par les e´qua-
tions de Maxwell :
−→▽ ×−→E = −∂
−→
B
∂t Loi de Maxwell-Faraday (III.1)−→▽ ×−→H = ∂
−→
D
∂t +
−→
J Loi de Maxwell-Ampe`re (III.2)
▽.−→D = ρe Loi de Gauss e´lectrique (III.3)
▽.−→B = 0 Loi de Gauss magne´tique (III.4)
Les fonctions vectorielles
−→
E ,
−→
H ,
−→
D et
−→
B de´crivent respectivement le champ e´lectrique, le
champ magne´tique, l’induction e´lectrique et l’induction magne´tique. Ces grandeurs sont
lie´es a` deux autres fonctions : la densite´ de charges, note´e ρe et la densite´ de courant, note´e−→
J . Pour syme´triser les e´quations et traiter les proble`mes de diffraction, deux termes, le
courant magne´tique
−→
M et la densite´ de charges magne´tique ρm, sont introduits dans le
syste`me d’e´quations initial :
∇×−→E + ∂
−→
B
∂t
= −−→M (III.5)
∇×−→H − ∂
−→
D
∂t
=
−→
J (III.6)
∇.−→D = ρe (III.7)
∇.−→B = ρm (III.8)
Pour le calcul du champ diffracte´ par un objet de dimensions finies, ces e´quations sont
comple´te´es par des conditions aux limites. La section suivante pre´sente plusieurs me´thodes
propose´es dans la litte´rature pour le calcul du champ diffracte´ par une cible (ou le calcul
de la surface e´quivalente radar).
III.2.1.2 Les diffe´rentes me´thodes de calcul du champ diffracte´
Les me´thodes exactes et nume´riques Le calcul du champ diffracte´ est possible
par des me´thodes exactes pour traiter certains cas particuliers comme celui d’une sphe`re
parfaitement conductrice, d’un cylindre de re´volution ou d’un demi-plan. Ces formes
particulie`res ont servi de re´fe´rence pour valider des re´sultats obtenus par des me´thodes
approche´es. Les calculateurs performants d’aujourd’hui permettent aux me´thodes nume´-
riques de remplacer ces me´thodes exactes. Les me´thodes nume´riques ont recourt a` la
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discre´tisation des e´quations de Maxwell. La FDTD, par exemple, re´sout les e´quations
dans le domaine temporel en utilisant un sche´ma particulier adapte´ a` la re´solution des
e´quations aux de´rive´es partielles de premier ordre. C’est l’e´lectromagne´ticien Kane S.
Yee qui, en 1966, propose pour la premie`re fois cette me´thode de calcul pour re´soudre les
proble`mes d’e´lectromagne´tisme.
Les me´thodes asymptotiques La re´solution des e´quations de Maxwell est aussi pos-
sible en posant des hypothe`ses simplificatrices. Les me´thodes asymptotiques effectuent
des approximations lorsque la longueur d’onde devient tre`s petite par rapport aux di-
mensions des obstacles. Des formulations plus simples du proble`me permettent alors de
calculer nume´riquement le champ diffracte´. A ces fre´quences, le champ semble provenir
d’un nombre limite´ de contributeurs locaux appele´s points brillants. Ce principe de loca-
lite´ constitue la base des me´thodes asymptotiques. L’approximation peut alors eˆtre faite
soit sur le rayon (Optique Ge´ome´trique, The´orie Ge´ome´trique de la Diffraction, The´orie
Uniforme de la Diffraction), soit sur le courant induit a` la surface de l’obstacle comme
dans le cas de l’Optique Physique.
L’Optique Ge´ome´trique [Plouhinec 2000] s’emploie pour des cibles dont les dimensions
caracte´ristiques sont grandes devant la longueur d’onde. Son approximation repose sur le
fait que l’e´nergie du radar se propage principalement le long de trajectoires spe´cifiques,
qui sont appele´es rayons. Ceux-ci sont gouverne´s par le principe de Fermat1. Une telle
me´thode ne permet pas de traiter le cas des discontinuite´s et sa formulation initiale
ne´glige les aspects de polarisation et de phase. Pour les introduire, Luneberg et Kline ont
propose´ un de´veloppement asymptotique du champ aux fre´quences e´leve´es. Keller e´tend
cette me´thode pour prendre en compte les areˆtes, les pointes et les ondes rampantes en
incluant le concept de rayon diffracte´ : cette technique, apparue en 1953, est appele´e la
The´orie Ge´ome´trique de la Diffraction (TGD). Elle a ensuite e´te´ comple´te´e par la The´orie
Uniforme de la Diffraction, introduite par Kouyoumjian et Pathak en 1974. Contrairement
a` la TGD, celle-ci assure la continuite´ du champ total au niveau des frontie`res optiques.
L’Optique Physique se classe e´galement parmi les me´thodes asymptotiques meˆme si
elle n’utilise pas les meˆmes approximations. Elle repose sur trois hypothe`ses simplifica-
trices qui re´duisent les inte´grales de Chu-Stratton en une simple inte´grale de´finie sur la
surface diffractante, appele´e inte´grale de l’Optique Physique. Ces trois hypothe`ses sont
les suivantes :
• La longueur d’onde est petite devant les dimensions caracte´ristiques de l’objet. Par
conse´quent les courants diminuent tre`s rapidement sur la partie de la surface non
directement illumine´e par le champ incident. Ces courants sont approche´s par ze´ro.
• Les rayons de courbures principaux de la surface de la cible sont tre`s supe´rieurs a`
la longueur d’onde. On conside`re alors un phe´nome`ne local de re´flexion sur un plan
conducteur tangent a` la surface. Le calcul du champ diffracte´ est exprime´ par la loi
de re´flexion de Snell-Descartes.
• La distance d’observation est tre`s grande devant les dimensions de la cible.
1Un rayon se propageant entre deux points a et b dans un milieu d’indice n(s) est une trajectoire pour
laquelle l’inte´grale
R b
a
n(s)ds pre´sente un minimum
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L’algorithme propose´ pour nos simulations est base´ sur cette dernie`re me´thode. Sa li-
mitation re´side dans l’occultation des phe´nome`nes d’onde rampante et des influences
mutuelles entre les distributions de courant de deux points diffe´rents.
III.2.2 Algorithme de calcul du signal rec¸u base´ sur l’Optique Physique
Le solveur e´lectromagne´tique, de´veloppe´ au laboratoire (IETR, groupe SPR), est base´
sur le principe de l’Optique Physique. Son applicabilite´ doit s’e´tendre a` des objets de
dimensions non ne´gligeables devant la distance d’observation2. Ceci est important puisque
le proble`me a` traiter concerne des cibles de taille non ne´gligeable devant la distance
d’observation. Cependant, cette condition est vraie localement puisque nous pouvons
conside´rer la cible comme un ensemble de petites surfaces.
Finalement, le signal rec¸u est e´tabli avec le calcul du champ diffracte´ par la cible (en
mouvement) en tenant compte des caracte´ristiques de l’antenne. La surface de la cible
est comple`tement de´crite par un maillage triangulaire. Les facettes doivent eˆtre suffisam-
ment petites pour autoriser quelques simplifications de calcul du champ diffracte´ local.
Sur chaque facette, nous supposons que les courants induits (
−→
J et
−→
M) ne de´pendent
que du champ e´lectromagne´tique incident (
−→
Ei et
−→
H i). A partir de ces courants, nous
de´duisons le champ diffracte´ par la facette, calcule´ au centre de phase de l’antenne de
re´ception. Pour introduire le phe´nome`ne d’interaction entre les facettes, l’algorithme est
mene´ de fac¸on re´cursive : chaque facette e´claire´e par la source initiale (antenne a` l’e´mis-
sion) est conside´re´e comme une source de rayonnement par les autres facettes. De plus,
chaque facette vue par cette premie`re facette devient source a` son tour et ce, jusqu’a` la
profondeur (rang k) d’interaction choisie. Le champ total re´trodiffuse´ par la cible est la
somme vectorielle des contributions de chaque facette et de chaque niveau d’interaction.
Le solveur doit encore re´pondre a` nos besoin de simulation : de´placement de la cible en
mouvement, polarisation circulaire de l’onde et mode´lisation de l’effet de sol.
III.2.3 Calcul des courants induits sur une facette
Les courants induits sur la surface de la facette sont e´value´s a` partir d’expressions
issues de l’Optique Physique applique´es a` des corps imparfaitement conducteurs satisfai-
sant la condition d’impe´dance de surface. Pour de´crire la re´flexion locale sur la facette,
nous de´finissons deux bases locales (voir Figure III.1) : (eˆ⊥, sˆi, eˆ‖) et (nˆ, eˆ⊥, nˆ‖) qui par-
tagent le meˆme vecteur unitaire eˆ⊥. A partir du champ rayonne´ par la surface e´claire´e (a`
l’interface entre deux milieux [Kong 1986]) nous pouvons exprimer les composantes lo-
cales paralle`le et perpendiculaire du champ magne´tique total en un point P de la surface
(de´fini par le vecteur
−→
r′ 3), et en choisissant l’origine des temps au point source S (situe´
2Le terme de phase de l’inte´grale de l’Optique Physique est calcule´ sans l’hypothe`se de la phase
stationnaire qui utilise l’approximation de champ lointain.
3Pour simplifier l’e´criture, nous convenons de de´signer les points par les vecteurs qui de´finissent leurs
positions dans un repe`re quelconque (abus de langage).
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⊗ eˆ⊥
eˆ‖ sˆi
nˆ
nˆ‖
θi
P
−→
r′
S −→rs
facette
Fig. III.1 – De´finition des bases locales
en −→rs), par l’expression suivante :
nˆ×−→H(−→ro ) = 1
η0
(
−(
−→
Ei.eˆ⊥).(nˆ.sˆi).eˆ⊥(1−R⊥) + (
−→
Ei.eˆ‖).(nˆ × eˆ⊥).(1 + R‖)
)
.
e−ksˆi.(
−→
r′−−→rs) (III.9)
ou` η0 = 120pi est l’impe´dance du vide, les coefficients R⊥ et R‖ sont des coefficients de
re´flexion de Fresnel et k est le nombre d’onde. En conside´rant l’impe´dance de surface
relative ηs :
ηs =
√
µr
1r
ou` µr est la perme´abilite´ relative du milieu
4 et 1r sa permittivite´, les coefficients de Fresnel
s’e´crivent :
R⊥ =
ηs cos θi −
√
1− η2s sin2 θi
ηs cos θi +
√
1− η2s sin2 θi
(III.10)
R‖ =
cos θi − ηs
√
1− η2s sin2 θi
cos θi + ηs
√
1− η2s sin2 θi
(III.11)
ou` θi est l’angle d’incidence du champ e´lectromagne´tique. En supposant ηs tre`s infe´rieur
a` l’unite´ (proche d’un conducteur), ces deux expressions se simplifient :
R⊥ ≈
ηs cos θi − 1
ηs cos θi + 1
(III.12)
R‖ ≈
cos θi − ηs
cos θi + ηs
(III.13)
4Dans notre cas, on approche µr ≈ 1 pour un mate´riau tre`s conducteur
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En notant que l’expression (III.9) est la relation e´tablissant le courant e´lectrique de surface
(
−→
J = nˆ×−→H ), on a :
−→
J =
2cos θi
η0
(
(
−→
Ei.eˆ⊥).eˆ⊥.R
′
⊥ + (
−→
Ei.eˆ‖).nˆ‖.R
′
‖
)
.e−ksˆi.(
−→
r′−−→rs) (III.14)
avec nˆ.sˆi = − cos θi et en posant :
R′⊥ =
1−R⊥
2 (III.15)
R′‖ =
1+R‖
2 cos θi
(III.16)
Dans le cas d’une re´flexion spe´culaire, l’angle d’incidence est nul et l’expression (III.14)
se simplifie :
−→
J =
2
η0(1 + ηs)
−→
Ei.e−ksˆi.(
−→
r′−−→rs) (III.17)
Le´ontovitch [Senior 1960] a introduit une condition aux limites reliant les composantes
tangentielles des champs e´lectrique et magne´tique par une impe´dance de surface. Cette
condition est valable pour une onde en espace libre arrivant sur un milieu d’indice de
re´fraction tre`s supe´rieur a` l’unite´ et pour un rayon de courbure de l’interface grand
devant la profondeur de pe´ne´tration. Elle est donne´e par les deux formules suivantes :{ −→
Ei − nˆ.(nˆ.
−→
Ei) = ηsη0(nˆ ×
−→
H i)−→
H i − nˆ.(nˆ.
−→
H i) = − 1
ηsη0
(nˆ×
−→
Ei)
(III.18)
De plus, le courant de surface magne´tique pouvant s’e´noncer avec :
−→
M = −nˆ×
−→
Ei (III.19)
nous pouvons relier le courant e´lectrique a` la surface au courant magne´tique :
−→
M = −η0ηs
(
nˆ×−→J ) (III.20)
Ces sources de courant
−→
J et
−→
M ge´ne`rent un champ diffracte´ qui, calcule´ au centre de phase
de l’antenne, est vu comme une contribution du champ total mais qui peut e´galement
eˆtre vu comme un champ incident par toutes les autres facettes, sous re´serve de visibilite´.
Le test de visibilite´ est re´alise´ via un test sur le signe du produit scalaire entre le vecteur
incident sˆi et la normale nˆ, auquel on peut ajouter un test d’occultation.
III.2.4 Calcul du champ diffracte´ par une facette
Nous conside´rons tous les points
−→
r′ situe´s sur la facette et nous de´finissons un vecteur
unitaire sˆr du point
−→
r′ vers le point d’observation, −→ro . La distance entre ces deux points
est r. L’expression du champ diffracte´ par la facette j a` partir des courants de surface
−→
J
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S
P
−→r1
−→r1c
−→r2 −→r2c−→r′
−→ro
−→rc
−→rs
−→p1
−→p2
−→p3
facette
Fig. III.2 – Conventions pour de´crire les vecteurs incidents et re´fle´chis sur la facette
et
−→
M , peut s’e´crire (Annexe E) :
−→
Edj =
ωµ
4pi
∫ ∫
Tj
((
1 +
3
kr
− 3
k2r2
)
(
−→
J .sˆr).sˆr−
(
1 +
1
kr
− 1
k2r2
)−→
J − k +
1
r
ωµ
−→
M × sˆr
)
exp(−ksˆr.(−→ro −
−→
r′ )
r
d
−→
r′ (III.21)
Dans cette expression, le champ diffracte´ est obtenu par inte´gration sur toute la surface Tj
de la facette, c’est-a`-dire pour tous les points
−→
r′ situe´s sur la facette. Comme la facette est
suppose´e de dimensions petites par rapport a` la distance antenne-facette, nous pouvons
conside´rer la distance r constante et e´gale a` la distance R2 entre l’antenne re´ceptrice et
le centre de gravite´ de la facette. Par conse´quent, nous pouvons extraire de l’inte´grale le
terme d’amplitude lentement variable.
Toutefois il reste a` calculer le terme de phase pour lequel toute simplification devient
de´licate. L’inte´grale restante, appele´e inte´grale de l’optique physique, contient un terme
de phase venant des sources
−→
J et
−→
M a` la surface (relation (III.14) et le terme exponentiel
de la fonction de Green (dernier terme de l’inte´grale de l’e´quation (III.21)). En posant
−→r1 =
−→
r′ −−→rs et −→r2 = −→ro −
−→
r′ , on a :
I =
∫ ∫
Tj
e−ksˆi.
−→r1e−ksˆr.
−→r2ds (III.22)
La Figure III.2 illustre les conventions adopte´es pour de´crire la sce`ne avec −→r1 reliant la
source au point d’inte´gration et −→r2 le point d’inte´gration au point d’observation. Pour
−→
r′
pris au centre de gravite´ −→rc , ces deux vecteurs sont note´s respectivement −→r1c et −→r2c. Avec−→r1c = −→rc −−→rs et −→r2c = −→ro −−→rc , l’expression (III.22) devient :
I = e−k(sˆi.
−→r1c+sˆr.
−→r2c)ek(sˆi−sˆr).
−→rc
∫ ∫
Tj
e−k(sˆi−sˆr).
−→
r′ ds (III.23)
Nous approchons les vecteurs unitaires sˆi et sˆr associe´s a`
−→
r′ par les deux vecteurs unitaires
sˆic et sˆrc donnant la direction respectivement du point source S au centre de gravite´ de la
facette et du centre de gravite´ de la facette au point d’observation P . Par conse´quent, les
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produits scalaires dans le premier terme pre´ce´dent l’inte´grale sont e´gaux respectivement
aux distances reliant la source au centre de gravite´ de la facette (R1) d’une part et
le centre de gravite´ au point d’observation d’autre part (R2). Il reste alors a` e´valuer
l’inte´grale note´e I ′ :
I ′ =
∫ ∫
Tj
e−
−→v .
−→
r′ ds (III.24)
ou` −→v = −→sic−−→src . Or, le vecteur
−→
r′ peut s’exprimer comme une combinaison parame´trique
des sommets du triangle Tj :
−→
r′ = ξ−→p1 + η−→p2 + (1− ξ − η)−→p3 (III.25)
avec η pris entre 0 et 1 et ξ entre 0 et (1− η). L’inte´grale s’e´crit alors :
I ′ = 2A
∫ 1
0
∫ 1−η
0
e−(ξ(
−→v .−→p1)+η(
−→v .−→p2)+(1−ξ−η)(
−→v .−→p3))dξdη (III.26)
ou` A est l’aire de la facette. En posant :

a = −→v .−→p1 −−→v .−→p3
b = −→v .−→p2 −−→v .−→p3
c = −→v .−→p3
Les solutions de l’inte´grale sont les suivantes :
I ′ =


e−c
2 si a = b = 0
e−c
b
[
1−e−b
b − 
]
si a = 0 et b 2= 0
e−c
a
[
1−e−a
a − 
]
si a 2= 0 et b = 0
e−c
a
[
e−a(1+a)−1
a
]
si a = b 2= 0
e−c
a
[
e−b−e−a
a−b − 1−e
−b
b
]
si a 2= b 2= 0
(III.27)
Il est important de noter que le de´veloppement de cette inte´grale permet de calculer
exactement le terme de phase de l’inte´grale I sans passer par la simplification de la
phase stationnaire. Le calcul du terme de phase ne requiert pas l’approximation champ
lointain. La seule contrainte, pour pouvoir extraire de l’inte´grale initiale (III.21) les termes
lentement variables, concerne les dimensions de la facette (petites devant la distance
radar-facette (onde localement plane)).
III.2.5 Mode´lisation de la cible en mouvement
Puisque l’Optique Physique s’appuie sur la notion de localite´, les diffe´rents e´le´ments
de surface constituant la cible sont divise´s en un ensemble de facettes. Pour simplifier les
calculs (voir section pre´ce´dente), toutes ces facettes sont choisies de forme triangulaire.
Dans notre cas, seule la carrosserie (que nous supposons eˆtre la partie du ve´hicule pre´-
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ponde´rante pour le calcul du champ diffracte´) est mode´lise´e. Elle est de´crite par plusieurs
plaques me´talliques de´finies comme des surfaces de be´zier et chacune d’elles est ensuite
divise´e en triangles. Un mode`le de ve´hicule est pre´sente´ sur la Figure III.3.
Fig. III.3 – Mode`le de ve´hicule de´crit par un ensemble de facettes me´talliques
Nous cherchons a` calculer le champ global rec¸u par l’antenne pour diffe´rentes positions
de cible par rapport a` l’antenne. L’algorithme que nous avons de´veloppe´ permet d’e´valuer
nume´riquement ce champ diffracte´ pour n’importe quelle position de l’antenne par rapport
a` un repe`re lie´ a` la cible et pour n’importe quelle fre´quence. Pour simuler le signal (c’est-
a`-dire la tension en sortie d’antenne) provenant d’un ve´hicule en mouvement a` une vitesse
constante le long de l’axe Ox (vers les x positifs), nous e´valuons donc le champ pour une
antenne situe´e a` diffe´rentes positions re´gulie`rement espace´es sur l’axe Ox e´voluant dans
la direction oppose´e (vers les x ne´gatifs). Pour rester dans la configuration du syste`me
existant, une seule fre´quence fc = 5.8 GHz est conside´re´e.
III.2.6 Mode´lisation de l’antenne a` polarisation circulaire
III.2.6.1 A l’e´mission
L’antenne du syste`me de te´le´pe´age que nous e´tudions est a` polarisation circulaire. Le
champ incident provenant de l’antenne est calcule´ en fonction de la connaissance de son
diagramme de rayonnement. Or, le diagramme de rayonnement de l’antenne d’e´mission
est simule´ dans les deux plans E (φ = 0◦) et H (φ = 90◦). Afin d’avoir une description
analytique simple du diagramme de rayonnement dans ces deux plans (et ainsi diminuer
le temps de calcul), nous convenons d’utiliser une somme de fonctions gaussiennes (Figure
III.4) respectant la largeur des lobes et leurs amplitudes (CE(θ) et CH(θ)).
La de´finition de la polarisation d’une antenne dans une direction donne´e est la pola-
risation de l’onde e´mise dans cette meˆme direction pour l’antenne utilise´e en e´mission.
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Fig. III.4 – Diagramme d’antenne mode´lise´ dans les plans φ = 0◦ et φ = 90◦
Pour connaˆıtre totalement la polarisation d’une antenne, il faut l’observer dans toutes
les directions. De fac¸on ge´ne´rale, la polarisation d’une onde est donne´e par le mouvement
de l’extre´mite´ du vecteur champ e´lectrique en un point donne´ en fonction du temps.
Toute polarisation peut eˆtre de´compose´e en une composante verticale et une composante
horizontale
(
E‖(t, r) et E⊥(t, r)
)
[Stuzman 1993]. Le champ est de´crit dans une base
locale propre a` la direction de propagation B =
(
sˆ, eˆ‖, eˆ⊥
)
, ou` le vecteur sˆ de´signe l’axe
de propagation de l’onde et r, la position du champ
−→
E sur cet axe. Le champ
−→
E dans cette
base n’a pas de composante suivant sˆ selon l’hypothe`se champ lointain. Ceci justifie le fait
que seulement deux composantes E‖(r) et E⊥(r) suffisent pour de´crire le champ e´lectrique
dans la base B. La polarisation est dite line´aire si les deux composantes, E‖(r) et E⊥(r),
sont en phase. En cas de retard de phase δ entre les deux composantes, la polarisation
obtenue est dite elliptique et de´crit n’importe quelle polarisation : l’extre´mite´ du vecteur−−−−→
E(t, r) trace une ellipse. La polarisation circulaire est un cas particulier ou` le de´phasage
est e´gal a` ±pi2 et les amplitudes des deux composantes sont e´gales. Typiquement, si une
antenne pre´sente une polarisation circulaire dans la direction ou` elle rayonne le maximum
de puissance, dans les autres directions, elle pre´sente une polarisation elliptique. Le champ
e´lectrique provenant d’une antenne dans une direction donne´e est donc de´compose´ en deux
composantes orthogonales entres elles et orthogonales a` la direction de propagation :{
E‖(t, r) = E1 exp(ωt) exp(−kr)
E⊥(t, r) = E2 exp(ωt) exp(−kr + δ) (III.28)
−→
E (t, r) = eˆ‖E‖(t, r) + eˆ⊥E⊥(t, r) (III.29)
Pour une polarisation circulaire, l’expression se simplifie avec : E1 = E2 et δ = ±
pi
2 . Les
proprie´te´s de phase et de polarisation d’une antenne sont comple`tement de´crites par un
vecteur complexe de la forme h.eˆa, ou` h est la longueur effective de l’antenne et eˆa le
vecteur de polarisation de l’antenne.
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Selon [Lo 1988] et en utilisant les diagrammes d’antenne exprime´s dans les deux plans
E et H, ce vecteur complexe peut eˆtre approche´ dans le cas d’une polarisation circulaire
gauche par :
h.eˆa = e
jφ
(
CE(θ).θˆ + jCH(θ).φˆ
)
(III.30)
et dans le cas d’une polarisation circulaire droite par :
h.eˆa = e
−jφ
(
CE(θ).θˆ − jCH(θ).φˆ
)
(III.31)
Les vecteurs θˆ et φˆ sont exprime´s dans un repe`re local a` l’antenne construit a` partir d’une
direction verticale, de la direction de vise´e et d’un e´ventuel angle de rotation autour de
cette vise´e (Figure III.5). Le champ e´lectrique incident a` polarisation circulaire gauche
θ
φ
θˆ φˆ
x
y
z
sˆ
CE(θ)
CH(θ)
Fig. III.5 – repe`re lie´ a` l’antenne
(e´quation. III.32) ou droite (e´quation. III.33) dans la direction (θ,φ) et a` la position −→r
est alors approche´ par l’expression suivante pour une polarisation circulaire gauche :
−−→
EiCG(
−→r ) = A0ejφ
(
θˆCE(θ) + φˆjCH(θ)
)√
Z
e−ksˆi.
−→r
r
(III.32)
et pour une polarisation circulaire droite :
−−→
EiCD(
−→r ) = A0e−jφ
(
θˆCE(θ)− φˆjCH(θ)
)√
Z
e−ksˆi.
−→r
r
(III.33)
Dans ces expressions (III.32) et (III.33), Z est l’impe´dance de l’antenne et A0 est une
constante a` valeur complexe.
III.2.6.2 A la Re´ception
Le signal que nous cherchons a` e´valuer est la tension de sortie de l’antenne associe´e a`
une sce`ne radar (mobile). La tension en sortie de l’antenne s’obtient par une projection
du champ diffracte´ calcule´ au centre de phase de l’antenne sur le vecteur complexe h.eˆ∗a
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[Stuzman 1993]. Soit
−→
Ed le champ total diffuse´, calcule´ au centre de l’antenne, cette
tension s’exprime avec :
V =
−→
Ed.h.eˆ∗a (III.34)
En combinant (III.34) avec (III.30) ou (III.31), nous e´valuons la tension complexe en
sortie d’une antenne a` polarisation circulaire (gauche ou droite), dont le gain est de´crit
dans les deux plans E et H (CE et CH) pour une onde e´lectromagne´tique incidente dont
le champ e´lectrique est
−→
Ed.
III.2.7 Mode´lisation du sol par l’optique ge´ome´trique
Afin de rendre la mode´lisation la plus comple`te possible, nous prenons en compte l’effet
du sol introduisant des trajets indirects entre l’antenne et chaque facette par re´flexion.
Pour mode´liser le sol, il n’est pas envisageable d’utiliser un maillage pour en de´duire les
courants de surface comme dans le cas du ve´hicule.
L’ide´e est donc d’appliquer une me´thode d’optique ge´ome´trique, base´e sur le principe
de l’antenne image. L’antenne image a les meˆme caracte´ristiques que l’antenne re´elle mais
sa position par rapport a` cette dernie`re est syme´trique par rapport au sol. Pour chaque
SOL
SOL
SOL
SOL
trajet n° 2
trajet n° 3
trajet n° 1
trajet n° 4
Fig. III.6 – Les quatre trajets conside´re´s
facette, quatre trajets (Figure III.6) sont alors envisageables a` condition qu’il n’y ait pas
de proble`me de masquage (le rayon ne doit pas rencontrer d’obstacle) :
trajet n◦1 : L’onde est e´mise par l’antenne re´elle. Elle interagit avec la facette et
cre´e un champ diffuse´ rec¸u par la meˆme antenne (double trajet direct).
trajet n◦2 : L’onde est e´mise par l’antenne image et, apre`s interaction avec la fa-
cette, rec¸ue par l’antenne re´elle.
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trajet n◦3 : L’onde est e´mise par l’antenne re´elle et, apre`s interaction avec la fa-
cette, rec¸ue par la source image.
trajet n◦4 : L’onde est e´mise par la source image et, apre`s interaction avec la fa-
cette, rec¸ue par la source image.
Les champs calcule´s pour chaque trajet sont ensuite somme´s vectoriellement pour obtenir
le champ global.
Pour chaque demi-trajet qui fait intervenir la source image, un coefficient de re´flexion
est applique´ au champ (incident ou diffuse´), pour traduire la ponde´ration et le de´phasage
apporte´s par l’interaction de l’onde avec le sol. Les proprie´te´s de re´flexion du sol sont
comple`tement de´crites par sa permittivite´ complexe 1′r :
1′r = 1r − j60σλ (III.35)
1r est la permittivite´ relative du sol et σ sa conductivite´. Ces deux grandeurs peuvent eˆtre
de´termine´es a` partir de tables. Elles de´pendent principalement du degre´ d’humidite´ du sol
mais aussi de la fre´quence du signal. Dans notre cas, la fre´quence est de 5.8 GHz et pour
un sol normal, la litte´rature [Freeman] donne approximativement les valeurs suivantes :
1r = 12 et σ = 0.6.
Conside´rons alors (Figure III.7) un point source S en −→rs qui e´met une onde e´lectro-
magne´tique. Cette onde arrive en P (en −→ro) apre`s re´flexion sur le sol. L’expression du
champ en P est donne´e en fonction des coefficients de re´flexion R‖ et R⊥ par :[
E‖(
−→ro)
E⊥(
−→ro )
]
Br
=
[
R‖ 0
0 R⊥
] [
E‖(
−→rs )
E⊥(
−→rs )
]
Bi
e−kr (III.36)
r est la distance parcourue par l’onde entre le point S et le point P. Il faut noter que dans
l’e´quation (III.36) chacun des champs, incident et rec¸u, est exprime´ dans sa base locale
(Bi et Br) et non dans un repe`re global. Ceci implique donc des changements de bases
puisque les champs incidents sont connus dans un repe`re global.
Les coefficients de Fresnel (relation III.11) peuvent eˆtre e´value´s a` partir de la permit-
tivite´ relative du sol 1′r :
R‖ =
1′r cos θi −
√
1′r − sin2 θi
1′r cos θi +
√
1′r − sin2 θi
(III.37)
R⊥ =
cos θi −
√
1′r − sin2 θi
cos θi +
√
1′r − sin2 θi
(III.38)
Pour chaque demi-trajet antenne-facette avec re´flexion au sol, le champ est calcule´
comme s’il venait de la source image mais ses composantes sont e´value´es dans la base
locale incidente, lie´e a` l’antenne re´elle (Figure III.7(a)). Celles-ci sont ensuite multiplie´es
par la matrice de re´flexion pour obtenir le champ re´fle´chi (relation (III.36)), exprime´ dans
sa base locale. De meˆme, pour chaque demi-trajet facette-antenne, le champ re´fle´chi est
e´value´ dans la base locale re´fle´chie, lie´e a` l’antenne re´elle (Figure III.7(b)). Un changement
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(b) demi-trajet facette-antenne
Fig. III.7 – Description des bases locales pour le calcul du champ re´fle´chi
de repe`re permet de l’exprimer dans la base globale. Cette prise en compte de l’effet de
la re´flexion sur le sol est valide´e dans la section suivante pour l’exemple de la sphe`re.
Ainsi, notre solveur e´lectromagne´tique base´ sur l’Optique Physique et enrichi de la
description polarime´trique de l’onde e´mise et de la re´flexion sur le sol nous permet de
re´aliser des simulations re´alistes de signaux re´trodiffuse´s par un ve´hicule circulant sous
une balise radar.
III.3 Re´sultats par simulation e´lectromagne´tique
Le simulateur de´crit pre´ce´demment est ici mis en oeuvre pour simuler une sce`ne
radar et ainsi tester le traitement d’imagerie pre´sente´ dans le chapitre II. Nous utilisons
tout d’abord des cibles classiques pour ve´rifier la validite´ du simulateur, d’une part, et
l’hypothe`se points brillants d’autre part. Ensuite, nous e´tudions, a` partir de cibles
plus complexes, la configuration (ge´ome´trique et syste`me) optimale pour la meilleure
qualite´ d’image radar, puis l’influence des erreurs d’estimation des parame`tres utiles a` la
construction des signaux de re´fe´rence. Nous en de´duisons notamment les performances
requises pour l’estimateur de vitesse et nous les comparons a` celles obtenues.
III.3.1 Images d’objets de re´fe´rence
Pour ces premie`res simulations, la sce`ne adopte´e est celle correspondant a` la confi-
guration dite classique du syste`me de te´le´pe´age actuel, a` savoir une position en hauteur
de l’antenne a` 5 m du sol et un angle d’e´le´vation de celle-ci de 30◦. Nous utilisons les
caracte´ristiques simule´es de l’antenne (polarisation et diagramme).
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III.3.1.1 La sphe`re
Dans un premier temps, l’algorithme de´crit dans la section pre´ce´dente est utilise´ pour
simuler un signal provenant d’une sphe`re en mouvement le long de la trajectoire Ox. La
sphe`re est conside´re´e comme un objet de re´fe´rence pour sa signature radar particulie`re :
elle rayonne exactement de la meˆme fac¸on dans toutes les directions. Elle est mode´lise´e
par un ensemble de facettes comme l’illustre la Figure III.8. Dans ce cas pre´cis, la re´flexion
sur le sol n’est pas prise en compte puisque nous cherchons seulement a` repre´senter la
re´ponse de la sphe`re pour re´aliser son image radar.
Fig. III.8 – Mode`le de la sphe`re par des facettes triangulaires
La cible de diame`tre 30 cm est place´e a` 1.2 m du sol et parcourt une distance de 2L =
18 m a` la vitesse de V = 45 km.h−1. Elle circule sous un radar place´ a` 5 m du sol et
incline´ a` αe = 30
◦. Le nombre de points acquis est Nbazim = 2048. Ce nombre de points
d’acquisition correspond a` une fre´quence d’e´chantillonnage fe e´gale a` : fe =
V (Nbazim−1)
2L ≈
1.4 kHz. La fre´quence d’e´chantillonnage est suffisante au regard de la fre´quence Doppler
maximale fDopplermax pour cette configuration : fDopplermax =
2V
λc
≈ 480 Hz. L’image
radar obtenue par notre traitement est pre´sente´e sur la Figure III.9(a).
Cet exemple permet de valider le simulateur e´lectromagne´tique utilise´. En effet, l’image
de la sphe`re correspond a` notre attente : une focalisation en un point sur l’image, corres-
pondant a` la position de la cible en t = 0. L’image obtenue est semblable a` celles que nous
obtenions pour la simulation d’un unique point en utilisant le mode`le de points brillants
(Figure II.13(b)). Nous pre´sentons e´galement sur la Figure III.9(b) l’image obtenue pour
cette meˆme sphe`re mais en ajoutant la contribution du sol. L’image est re´alise´e pour des
hauteurs ne´gatives (nous supposons qu’il puisse exister des points brillants sous le niveau
du sol). Comme nous pouvions l’attendre, un second point brillant apparaˆıt sur cette
image, syme´trique par rapport au sol (axe Ox) du point correspondant a` la sphe`re mais
avec une amplitude nettement plus faible.
III.3.1.2 L’areˆte
Dans le mode`le de points brillants, nous supposons que les principales contributions
d’un ve´hicule en mouvement sont les areˆtes et que leur re´ponse est assimilable a` celle
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Fig. III.9 – Image radar d’une sphe`re a` partir d’un signal simule´ par une me´thode base´e
sur l’optique physique
d’un point brillant. Pour ame´liorer la mode´lisation, nous conside´rons donc une areˆte for-
me´e par deux plaques me´talliques5. La cible est situe´e a` 30 cm du sol (Figure III.10(a)).
L’image obtenue par notre traitement est pre´sente´e sur la Figure III.10(b). Trois points
sont visibles sur celle-ci : un point pre´ponde´rant marquant l’areˆte et deux autres d’am-
plitudes plus faibles correspondant aux extre´mite´s des plaques. En reliant ces points,
nous retrouvons le profil de la cible. Le point de focalisation sur l’image correspondant
a` l’areˆte est assimilable a` celui d’une sphe`re ou d’un point brillant : l’image obtenue
ressemble beaucoup au type d’images re´alise´es dans la section II.4.3. Cet exemple nous
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Fig. III.10 – Image radar d’une areˆte a` partir d’un signal simule´ par une me´thode base´e
sur l’optique physique
5Il faut noter que pour cet exemple, seules les faces exte´rieures des deux plaques sont choisies comme
e´tant re´fle´chissantes (ceci est indique´ par les normales sortantes note´es nˆ1 et nˆ2 sur la Figure III.10(a))
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Fig. III.11 – Image radar de la voiture de tourisme a` partir d’un signal simule´
permet de valider notre hypothe`se initiale concernant la mode´lisation des cibles par des
points brillants.
III.3.2 Images radar de ve´hicules
Nous appliquons maintenant notre traitement a` des cibles plus complexes et ressem-
blant davantage a` des cibles re´elles.
La premie`re cible est pre´sente´e sur la Figure III.3. Son mode`le est re´alise´ a` partir des
caracte´ristiques d’une voiture de type ford escort break. Sa hauteur est globalement de
1.5 m et sa longueur de 4.7 m. Sur l’image radar (Figure III.11) apparaissent plusieurs
points de focalisation assimilables a` ceux issus du mode`le de points brillants. Nous pou-
vons les interpre´ter comme e´tant les principales areˆtes du ve´hicule. Nous discernons alors,
le toit a` l’arrie`re (1) et a` l’avant (2), une portion du pare-brise (3), le nez de la voiture
(4) et un dernier point qui semble correspondre a` la jonction entre le pare-brise et le nez
de la voiture (5). Cependant, d’autres phe´nome`nes apparaissent sur l’image, difficilement
assimilables a` une focalisation type point brillant (nez de la voiture). L’image nous per-
met ne´anmoins de retrouver approximativement la hauteur de la voiture, ainsi que sa
longueur. Ici, en reliant les points de focalisation, le gabarit qui se dessine est le´ge`rement
diffe´rent de celui du mode`le mais il conserve les dimensions extre´males de celui-ci.
Un autre exemple de cible est utilise´ pour ces simulations e´lectromagne´tiques. Le
mode`le est re´alise´ a` partir des caracte´ristiques d’une camionnette de type Renault Master
(Figure III.12(a)). Ce camion pre´sente une hauteur de 2.4 m et une longueur de 5.0 m.
Le traitement d’imagerie est alors applique´ au signal ainsi simule´, l’image obtenue est
pre´sente´e sur la Figure III.12(b).
Comme pour l’exemple pre´ce´dent, nous retrouvons sur l’image les principales zones
diffractantes du ve´hicule :
• point 1 : arrie`re du toit
• point 2 : avant du toit
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(a) Mode`le de camion utilise´ pour les
simulations
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(b) Image radar 2D du camion a` partir d’un
signal simule´
Fig. III.12 – Image radar d’un camion par simulation e´lectromagne´tique
• point 3 : haut du pare-brise
• point 4 : bas du pare-brise
• point 5 : nez du ve´hicule
Toutefois, nous notons que certaines zones (point 2), focalisent de fac¸on moins nette
que les autres. En fait, le mode`le utilise´ pre´sente dans cette zone, deux areˆtes proches l’une
de l’autre : un angle obtus et un angle aigu. La proximite´ de ces points explique l’effet
un peu diffus de´ja` constate´ sur l’image de la Figure II.15(b) obtenue pour deux points
proches l’un de l’autre et lie´ a` la re´solution en azimut. Cependant, le gabarit dessine´ en
reliant les principaux points de focalisation, donne une repre´sentation assez proche du
profil du ve´hicule.
III.3.3 E´tude qualitative de l’influence des parame`tres
Pour ces nouvelles simulations, les caracte´ristiques de la sce`ne sont inchange´es mais il
est possible de modifier la configuration sans alte´rer les fonctions initiales (de´tection de
badge6 et communication avec celui-ci) du syste`me. En effet des re´sultats pre´ce´dents nous
indiquent que selon les configurations de la sce`ne radar, la qualite´ de l’image (re´solution
en azimut et inclinaison des traces de non-focalisation) peut eˆtre ame´liore´e. Par exemple,
l’angle d’e´le´vation de l’antenne influe sur l’inclinaison des traces associe´es aux points de
focalisation : plus cet angle s’approche de ze´ro et plus les points sont faciles a` discriminer.
De plus, la re´solution est moins bonne pour un angle e´leve´ (voir relation (II.26) dans la
section II.3.3.2). En revanche, plus cet angle est e´leve´, plus un point brillant sera vu
6La modification de la polarisation n’est pas envisage´e puisque la polarisation circulaire est employe´e
dans le but de permettre au radar de de´tecter plus facilement le badge.
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sur une grande distance et par conse´quent, il apportera une plus grande contribution
e´nerge´tique a` l’image. De meˆme la section II.3.3.2 sugge`re qu’un grand angle d’ouverture
ame´liore la re´solution en azimut mais les points diffractants risquent de perdre de leur
stationnarite´. La section suivante cherche donc a` trouver la configuration ge´ome´trique
optimale pour l’image radar afin d’ame´liorer son interpre´tation. Il s’agit donc d’e´tudier
l’influence des parame`tres.
III.3.3.1 L’angle d’e´le´vation
E´tant donne´ le manque de focalisation en distance entraˆınant l’apparition de traces
sur l’image associe´es a` chaque point diffractant, il est clair que l’angle d’e´le´vation a une
influence sur l’interpre´tation de l’image radar. Afin de de´terminer la meilleure configura-
tion, deux autres angles d’inclinaison sont teste´s (45◦ et 60◦) pour les deux mode`les de
ve´hicules pre´sente´s dans la section pre´ce´dente. Les Figures III.13 et III.14 illustrent les
images ainsi obtenues. Seul l’angle d’e´le´vation est modifie´ par rapport aux images III.11
et III.12(b). Pour un angle d’e´le´vation de 60◦, l’empreinte au sol (et donc la distance sur
laquelle la cible est visible) est plus grande que pour les deux autres angles d’e´le´vation.
Par conse´quent, pour cet angle, le signal est simule´ pour une distance parcourue 2L =
25 m. Pour homoge´ne´iser les re´sultats, la fre´quence d’e´chantillonnage est la meˆme pour
toutes les simulations. Ainsi, pour une inclinaison de 60◦, Le nombre d’e´chantillons est
de Nbazim = 2844 points.
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Fig. III.13 – Influence de l’angle d’e´le´vation sur le mode`le de voiture
Pour le mode`le de voiture de tourisme, les images obtenues pour les deux angles de 30◦
et 45◦ se ressemblent beaucoup excepte´ une inclinaison des traces plus importantes pour
l’angle de 45◦. Les points de´crivant les extre´mite´s du toit se retrouvent a` la meˆme position
sur les deux images. En revanche, le point que nous avons associe´ au pare-brise (point
3), est de´cale´ vers le haut pour l’angle de 45◦ et est plus facile a` localiser : son aspect
dans le cas de l’inclinaison a` 30◦ rend sa localisation exacte plus difficile. Nous notons
e´galement qu’un des points a disparu (point 5). Or ce point e´tait en partie responsable du
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gabarit tronque´ de la voiture que nous obtenions en reliant les points sur la Figure III.11.
Enfin, le phe´nome`ne un peu diffus de´tecte´ sur la premie`re image (Figure III.11) a` l’avant
du ve´hicule, a quasiment disparu et laisse apparaˆıtre un point focalise´. Ces remarques
permettent d’affirmer que, pour cette cible, l’inclinaison a` 45◦ est pre´fe´rable a` celle de
30◦.
Concernant l’angle de 60◦, la premie`re remarque concerne la partie arrie`re du ve´hi-
cule nettement moins visible que l’avant du ve´hicule. Un point situe´ a` l’avant du ve´hicule
semble largement pre´ponde´rant par rapport au reste du ve´hicule. De plus, les traces
laisse´es par les points sont plus incline´es et la position exacte de focalisation des points
brillants est plus difficile a` appre´cier. Ces remarques sont e´galement valables pour la
deuxie`me cible (Figure III.14(b)) ou` l’arrie`re du camion a disparu de l’image. Ce phe´no-
me`ne s’explique par le fait que les points diffractants a` l’arrie`re sont, proportionnellement
au temps d’illumination d’un point a` l’avant, plus longtemps cache´s que pour une incli-
naison de l’antenne plus faible. Par conse´quent, pour les deux cibles e´tudie´es, un angle
de 60◦ n’est pas souhaitable :
• contraste sur l’image important entre les points a` l’arrie`re du ve´hicule et les points
a` l’avant.
• difficulte´ d’interpre´tation et de localisation des points due aux traces tre`s se´rieuse-
ment incline´es (particulie`rement visible dans le cas du camion).
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Fig. III.14 – Influence de l’angle d’e´le´vation sur le mode`le de camionnette
L’image du camion vue sous un angle de 45◦ pre´sente des points (1, 4 et 5) dont
la focalisation est moins nette que dans le cas d’une inclinaison a` 30◦. En revanche, les
zones de diffraction situe´es en 2 et 3 apparaissent chacune comme deux points diffractants
proches l’un de l’autre. Ceci avait e´te´ note´ pour le point 2 avec un angle de 30◦ (Figure
III.12(b)). Ce phe´nome`ne impose un fort niveau d’e´nergie sur l’image au de´triment des
autres points de focalisation. Par conse´quent, pour cette ge´ome´trie tre`s spe´cifique de la
cible, un angle d’e´le´vation de 30◦ donne une image de meilleure qualite´ qu’un angle de
45◦.
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A partir des re´sultats obtenus pour ces deux cibles, nous constatons qu’un angle
d’e´le´vation de 60◦ n’est pas souhaitable. En revanche le choix d’un angle d’e´le´vation
entre 30◦ et 45◦ de´pend de la ge´ome´trie de la cible.
III.3.3.2 La hauteur du radar
Nous envisageons maintenant de modifier la position en hauteur de l’antenne radar.
Une e´tude comparative est mene´e dans cette section pour des images radar re´alise´es pour
diffe´rentes hauteurs de l’antenne : 3.5, 5 et 10 m. Les autres caracte´ristiques du syste`me
conservent leurs valeurs initiales de´crites au de´but de la section III.3. Seul le premier
mode`le de voiture est ici employe´ pour la comparaison. Les images sont pre´sente´es sur les
Figures III.15(a), III.11 et III.15(b). La diffe´rence d’interpre´tation entre chacune de ces
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Fig. III.15 – Influence de la position en hauteur de l’antenne sur l’image radar
images est quasiment nulle, mise a` part une variation de la focalisation du point 2 situe´ a`
l’avant du toit : la focalisation de ce point s’ame´liore quand la hauteur de l’antenne radar
augmente. Nous pouvons e´galement remarquer sur l’image de la Figure III.15(b) que le
phe´nome`ne diffus et non focalise´ a` l’avant du ve´hicule est plus visible que pour les deux
autres images.
Ainsi, une optimisation de la valeur de la hauteur n’est pas primordiale pour une
meilleure interpre´tation de l’image.
III.3.3.3 L’angle d’ouverture
L’antenne utilise´e actuellement sur le syste`me de te´le´pe´age a un angle d’ouverture
a` -3 dB d’environ 35◦. Or celui-ci fixe la largeur du support spectral du signal rec¸u
Bd et par conse´quent la re´solution en azimut du syste`me d’imagerie (e´quation (II.26)).
Le diagramme de l’antenne simule´e est modifie´ pour rendre compte de cet effet. Deux
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simulations sont mene´es en plus de celle obtenue pour la configuration classique : l’une
avec un angle d’ouverture de 50◦ (Figure III.16(a)) et l’autre de 100◦ (Figure III.16(b)).
L’image obtenue avec un angle d’ouverture de 50◦ se diffe´rencie de celle obtenue avec un
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Fig. III.16 – Influence de l’ouverture angulaire de l’antenne sur l’image radar
angle de 35◦ : une focalisation un peu plus nette est visible pour la zone correspondant au
pare-brise. En revanche, le phe´nome`ne de non-focalisation a` l’avant du ve´hicule semble
nettement s’accentuer par rapport a` l’image de la Figure III.11. Pour un angle d’ouverture
encore plus grand, nous notons que les points de focalisation sont plus difficiles a` extraire
du bruit de fond en termes de niveau d’amplitude et que les traces ont une allure plus
courbe´e (Figure III.16(b)).
L’inconve´nient dans l’utilisation d’un grand angle d’ouverture est le risque d’invalider
l’hypothe`se de points stationnaires. De plus, dans une situation re´elle, l’hypothe`se de
vitesse constante pendant le temps d’illumination est plus difficile a` justifier pour un
grand angle d’ouverture.
III.3.4 Influence des erreurs commises sur les parame`tres
Dans l’expression de la re´plique utilise´e pour le traitement (e´quation II.36), deux
parame`tres sont ne´cessaires : la position en hauteur du radar et la vitesse du ve´hicule.
Ces parame`tres doivent eˆtre e´value´s. L’objet de la section suivante est de lier une erreur
commise sur l’un de ces parame`tres a` son effet sur l’image radar.
III.3.4.1 Influence d’une erreur commise sur la hauteur du radar
Comme la section II.3.3.3 nous a permis de constater l’effet d’une erreur d’un des
parame`tres sur l’image 1D, nous allons ici conside´rer son effet sur l’image 2D. Sur l’image
de la Figure III.17, la hauteur a e´te´ surestime´e. La hauteur utilise´e pour la simulation est
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Fig. III.17 – Image radar de la voiture avec surestimation de la hauteur
de 4.5 m alors que l’estimation utilise´e pour le calcul de la re´plique est e´gale a` 5 m. Nous
constatons alors que l’image est identique a` celle obtenue pour une hauteur correctement
estime´e (Figure III.11) excepte´e la position des points de´cale´e vers le haut. Ce de´calage
correspond a` l’erreur commise sur la hauteur du radar. Ce re´sultat e´tait pre´visible. En
effet, la re´plique calcule´e a` la hauteur z pour un radar a` l’altitude H est la meˆme que
celle calcule´e a` la hauteur z + δh pour un radar a` l’altitude H + δh. De la meˆme fac¸on,
nous pouvons affirmer qu’une sous-estimation de la hauteur du radar entraˆıne un de´calage
des points vers le bas. Ainsi, une erreur d’estimation sur la hauteur du radar entraˆıne la
meˆme erreur sur l’estimation de la hauteur du ve´hicule.
III.3.4.2 Influence d’une erreur commise sur la vitesse du ve´hicule
La vitesse n’est pas un parame`tre directement accessible par la mesure. Il est donc
important d’e´tudier l’influence sur l’image radar d’une erreur pour savoir si cette erreur
est de´tectable . La Figure III.18(a) montre une image pour laquelle la vitesse est
sous-estime´e. L’erreur relative est de 10 %. En comparant cette image avec celle obtenue
pour une vitesse correctement estime´e (Figure III.11), nous remarquons que les points
de focalisation sont tire´s vers le haut et que la trace prend une allure courbe´e. La
meˆme erreur relative est utilise´e pour la Figure III.18(b) mais cette fois-ci la vitesse est
surestime´e. Par rapport a` la Figure III.11, les points tombent vers le bas de l’image et
leur e´cart d’altitude est tre`s atte´nue´. Certains se retrouvent probablement sous le niveau
du sol.
Cette e´tude qualitative des conse´quences d’une vitesse errone´e a e´te´ re´alise´e pour
deux autres angles d’e´le´vation de l’antenne radar (a` savoir 45◦ et 60◦). Une meˆme erreur
d’estimation de la vitesse a une conse´quence plus ne´faste sur l’image si l’angle d’e´le´vation
de l’antenne est e´leve´. Par conse´quent, la pre´cision requise pour l’estimation de la vitesse
de´pend de l’angle d’e´le´vation : plus cet angle est grand, plus la vitesse doit eˆtre estime´e
pre´cise´ment.
La principale conse´quence sur l’image d’une mauvaise estimation de la vitesse est un
de´calage des points en hauteur par rapport a` leurs positions re´elles. Afin d’e´valuer ces
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(a) Image radar d’une voiture avec sous-
estimation de la vitesse
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(b) Image radar d’une voiture avec suresti-
mation de la vitesse
Fig. III.18 – Image radar avec erreur d’estimation de la vitesse
de´gradations, nous avons re´pertorie´ dans le tableau (III.1), pour diffe´rentes erreurs rela-
tives sur la vitesse, le de´calage en altitude d’un point de focalisation visible sur les images
obtenues pour une vitesse connue (Figures III.11, III.13(a) et III.13(b)). Les simulations
sont re´alise´es pour une position en hauteur de l’antenne e´gale a` 5 m et pour les trois
angles d’e´le´vation. Le point de re´fe´rence choisi sur l’image correspond au point de´cri-
vant l’arrie`re du toit (point 1) de la voiture puisque c’est un des points les plus faciles a`
localiser sur les images radar.
Ces re´sultats rapportent qu’une surestimation de la vitesse est plus vite pre´judi-
ciable qu’une sous-estimation. Les images radar re´alise´es pour un angle d’e´le´vation de
er 30
◦ 45◦ 60◦
-4 % +0.40 m +0.60 m pas localisable
-3 % +0.30 m +0.50 m pas localisable
+3 % -0.35 m -0.55 m sous le niveau du sol
+4 % -0.40 m -0.70 m sous le niveau du sol
Tab. III.1 – Influence d’une erreur sur la vitesse pour diffe´rents angles d’e´le´vation
60◦ montrent une tre`s forte sensibilite´ vis a` vis de l’estimation de la vitesse. Aux erreurs
relatives conside´re´es, l’image devient impossible a` interpre´ter et les points de focalisation
ont disparu. L’image radar re´alise´e avec une erreur relative sur la vitesse de -3 % est
illustre´e sur la Figure III.19. Il est alors impossible de de´celer des points brillants sur
cette image a` cause de l’erreur d’estimation de la vitesse.
Ainsi, il apparaˆıt important d’estimer la vitesse avec pre´cision. C’est pourquoi, nous
avons propose´ dans le chapitre pre´ce´dent un pre´-traitement, base´ sur l’estimation de la
fre´quence instantane´e, pour estimer la vitesse. Nous pre´sentons dans la section suivante
les performances de cet estimateur de vitesse pour des signaux simule´s.
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Fig. III.19 – Image radar de la voiture pour un angle d’e´le´vation de 60◦ et une sous-
estimation de la vitesse (-3 %)
III.3.5 Performance de l’estimateur de vitesse
III.3.5.1 Re´sultats a` partir des signaux simule´s pour diffe´rents angles d’e´le´-
vation
Nous pre´sentons dans cette section les re´sultats obtenus pour l’estimateur de vitesse
de´crit dans le chapitre pre´ce´dent associant le maximum d’amplitude du signal au passage
d’un point brillant dans l’axe de l’antenne. La repre´sentation temps-fre´quence est utilise´e
pour e´valuer la fre´quence instantane´e associe´e a` ce point au moment ou` son angle de vue
est e´gal a` l’angle d’e´le´vation de l’antenne. Nous en de´duisons ainsi la vitesse du point et
par conse´quent celle de la cible en utilisant la relation (II.56).
L’estimateur est teste´ sur des signaux simule´s pour les deux mode`les de ve´hicules
pre´sente´s sur les figures III.3 (voiture) et III.12(a) (camion) et pour trois angles d’e´le´vation
de l’antenne : 30◦, 45◦ et 60◦. La vitesse utilise´e pour la simulation est de 70 km.h−1.
Chaque repre´sentation temps-fre´quence pre´sente´e dans la section II.5.3 est expe´rimente´e.
Le signal est e´chantillonne´ a` une fre´quence au moins deux fois supe´rieure a` la fre´quence
maximale visible pour une vitesse maximale Vmax de 150 km.h
−1. Nous adaptons donc
la fre´quence d’e´chantillonnage fe[αe] a` l’angle d’inclinaison :
fe[αe] > 4
Vmax sin(αe + βH/2)
λc
(III.39)
Nous choisissons pour les trois angles d’e´le´vation de l’antenne une fre´quence d’e´chantillon-
nage respectivement e´gale a` 2.5, 3.0 et 3.5 kHz. La vitesse est alors estime´e a` partir d’une
portion du signal simule´ autour du maximum de´tecte´ (signal utile). Les erreurs relatives
commises sur la vitesse a` partir de notre estimateur sont pre´sente´es dans le tableau III.2.
Dans un premier temps ces re´sultats sugge`rent que l’estimation de la vitesse pour un
angle de 30◦ est moins pre´cise que pour les deux autres angles e´tudie´s. En effet, la pente
de la courbe de fre´quence instantane´e aux alentours d’un angle de vue de 30◦ est plus
accentue´e qu’aux alentours des autres angles (voir Figure II.18). Ceci signifie que plus le
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er en % voiture camion
30◦ 45◦ 60◦ 30◦ 45◦ 60◦
WV -12.20 -8.86 2.31 -7.29 -3.29 -0.95
SPWV -10.67 -10.48 1.92 -2.35 -0.90 -1.15
SPWV* -11.02 -9.36 1.86 3.25 0.65 -0.90
PWV4 -11.66 -10.84 1.56 4.63 0.65 -1.58
PWV6 -11.52 -10.50 1.57 1.96 -3.59 -1.49
Tab. III.2 – Erreurs relatives (en %) sur l’estimation de la vitesse pour des signaux
simule´s par la me´thode base´e sur l’optique physique
point brillant s’approche de l’antenne, plus sa fre´quence instantane´e diminue rapidement.
Ceci implique que la meˆme erreur sur l’estimation de la position t0 d’un maximum du
signal a des conse´quences plus importantes pour l’angle de 30◦ que pour un angle plus
e´leve´. Pour des angles d’inclinaison e´leve´s, la portion de courbe de fre´quence instantane´e
visible a peu d’excursion et donc la de´viation possible entre la fre´quence estime´e et la
fre´quence re´elle est re´duite. De plus, s’ajoute le fait qu’une meˆme erreur sur la fre´quence
instantane´e pour deux angles d’e´le´vation diffe´rents entraˆıne une plus grande erreur sur la
vitesse pour le plus petit des deux angles :
∆V =
λc
2 sin(αe)
∆finst(t0) (III.40)
Toutefois, nous avons montre´ qu’une grande pre´cision est ne´cessaire pour l’obtention
d’images radar exploitables avec de grands angles d’inclinaison de la balise. Nous pre´sen-
tons sur les Figures III.20(a), III.20(b) et III.20(c), les images obtenues pour le camion
pour chaque inclinaison dans le pire cas (c’est-a`-dire que pour une erreur de -7.29 % dans
le cas de l’inclinaison de 30◦, une erreur de -3.59 % pour une inclinaison de 45◦ une erreur
de -1.58 % pour une inclinaison de 60◦). Pour les deux angles les plus faibles, le pire des
cas laisse paraˆıtre des points de focalisation du ve´hicule mais de´cale´s de 50 cm vers le haut
par rapport a` l’image sans erreur sur la vitesse. Par contre l’erreur de -2.16 % commise
pour un angle d’e´le´vation de 60◦, rend l’image difficilement lisible : non seulement les
points sur l’image radar semblent tire´s vers le haut mais leur repre´sentation est allonge´e,
rendant la localisation des points tre`s impre´cise. Par conse´quent, il semble difficile d’ob-
tenir une estimation de la vitesse pour un angle d’e´le´vation de 60◦ suffisamment pre´cise
pour permettre l’interpre´tation de l’image. Les erreurs commises, dans le cas du camion,
pour les deux autres angles restent acceptables. Nous diffe´rencions le cas du camion de
la voiture, puisque cette dernie`re semble moins dispose´e a` une bonne estimation de la
vitesse. Les re´sultats obtenus pour ce ve´hicule mettent en e´vidence quelques limitations
pour notre estimateur.
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(b) αe = 45
◦ et er = -3.59%
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(c) αe = 60
◦ et er = -1.58%
Fig. III.20 – Image radar du camion pour chaque angle d’inclinaison dans le cas de la
plus mauvaise estimation de la vitesse
III.3.5.2 Limites de l’estimateur et perfectionnement
Le tableau III.2 re´ve`le pour la voiture de tourisme vue sous un angle de 30◦, une erreur
approximativement de 11.5 % quelque soit la repre´sentation temps-fre´quence choisie.
Deux explications peuvent alors eˆtre propose´es.
Il est possible que le maximum d’amplitude du signal corresponde a` la pre´sence si-
multane´e aux alentours de l’axe radioe´lectrique de plusieurs points brillants. Dans ce cas,
soit la repre´sentation temps-fre´quence montre a` cet instant une fre´quence globale de
tous ces points, soit elle dissocie chacune des fre´quences instantane´es associe´es a` chacun
de ces points. Dans ce dernier cas, la fre´quence instantane´e utilise´e pour le calcul de la
vitesse est celle pre´sentant la plus forte amplitude et peut correspondre a` un point de´-
cale´ par rapport a` l’axe radioe´lectrique. Il est a` noter qu’une erreur de 11.5 % peut tout
simplement correspondre a` un angle de vue pour le point pre´ponde´rant de 26.6◦ au lieu
de 30◦ (angle d’e´le´vation).
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Fig. III.21 – La repre´sentation pseudo Wigner-Ville lisse´ du signal associe´ au module
(lisse´) du signal en temps et en fre´quence
Prenons l’exemple d’un signal simule´ par le mode`le de points brillants pour trois
points dont les caracte´ristiques sont les suivantes :
point 1 point 2 point 3
x1 = 0.0 x2 = −2.0 x3 = −2.5
y1 = 0.0 y2 = 0.0 y3 = 0.0
z1 = 0.0 z2 = 1.1 z3 = 1.5
ρ1 = 0.8 ρ2 = 0.6 ρ3 = 0.6
Le signal est simule´ pour une vitesse de 70 km.h−1 et une antenne situe´e a` la hauteur
de 5 m et incline´e de 30◦. La Figure III.21 illustre la repre´sentation pseudo Wigner-Ville
lisse´e du signal simule´. Au-dessus, nous avons repre´sente´ le module du signal (en rouge)
et sa forme lisse´e (e´quation II.57) (en bleu) pour une feneˆtre de longueur M = N/16,
ou` N est le nombre de points d’acquisition du signal. Le trait vert indique l’instant ou`
le module lisse´ du signal pre´sente le maximum d’amplitude. La repre´sentation temps-
fre´quence indique a` cet instant que les trois points sont vus par l’antenne et contribuent
tous les trois au signal total. Par contre, le point pre´ponde´rant que l’on peut associer a`
la portion de courbe de fre´quence instantane´e la plus e´nerge´tique apporte son maximum
de contribution a` l’instant indique´ par le trait rouge. Par conse´quent, cette configuration
va induire une erreur d’estimation de la vitesse.
La seconde explication apporte´e sur l’erreur syste´matique commise pour le ve´hicule
n◦2 vu sous un angle de 30◦, concerne le point brillant pre´ponde´rant : celui-ci ne rayonne
pas de la meˆme fac¸on dans toutes les directions. En effet, il se peut que le point pre´pon-
de´rant pre´sente une direction privile´gie´e de re´flexion dans la direction de 26.6◦, (exemple
d’une petite surface plane incline´e de 26.6◦ par rapport a` l’horizontale - Figure III.22).
De plus, dans cette direction et pour l’angle d’e´le´vation conside´re´, le gain de l’antenne
est proche du gain maximal (-0.125 dB). Les meˆmes explications peuvent eˆtre donne´es
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Fig. III.22 – Notion de surface e´quivalente radar
pour le cas de l’inclinaison de 45◦.
Pour re´duire le risque d’erreur duˆ a` l’attribution du maximum d’amplitude a` un point
de trop grande directivite´ ou a` la pre´sence de plusieurs points brillants, nous proposons
d’e´largir notre hypothe`se initiale, a` savoir nous conside´rons que chaque maximum local
est susceptible d’eˆtre associe´ a` un point brillant passant dans l’axe radioe´lectrique de
l’antenne. Dans ce cas, nous calculons la vitesse correspondante aux trois maxima les
plus e´leve´s et nous prenons comme estimation de la vitesse la moyenne des deux valeurs
de vitesse les plus proches. Nous limitons ainsi le risque d’estimer la vitesse a` partir d’un
maximum non valide.
III.3.6 Bilan des re´sultats de simulation
Ces simulations e´lectromagne´tiques ont montre´ qu’il est raisonnable de conside´rer une
cible comme un ensemble de points brillants situe´s a` l’emplacement des areˆtes. Elles ont
e´galement mis en e´vidence que l’ouverture du diagramme de rayonnement de l’antenne
ainsi que sa position en hauteur avaient peu d’influence sur la qualite´ de l’image radar.
Cependant, nous notons qu’un angle d’e´le´vation faible est pre´fe´rable pour la lisibilite´ de
l’image. En particulier, un angle de 60◦ n’est pas souhaitable, tant pour la difficulte´ a`
interpre´ter une image radar que pour sa sensibilite´ a` une erreur d’estimation de la vitesse.
En effet, une erreur sur la vitesse est plus pre´judiciable sur l’image dans le cas d’un angle
e´leve´. Toutefois, les performances de l’estimateur de vitesse s’ame´liorent avec un grand
angle d’e´le´vation. Les re´sultats obtenus permettent d’affirmer que les deux angles de 30
et 45◦ sont mieux adapte´s a` notre application que l’angle de 60◦. Enfin, nous constatons
que notre estimateur de vitesse est sensible a` la ge´ome´trie de certaines cibles pouvant
induire des erreurs de vitesse.
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III.4 Re´sultats expe´rimentaux
Dans cette partie, nous confrontons les re´sultats obtenus par simulation avec des
re´sultats re´els obtenus graˆce a` une balise, mise a` notre disposition par l’industriel CS-
Route.
III.4.1 Description des conditions de mesure
III.4.1.1 Le dispositif
La Figure III.23 pre´sente une photographie du dispositif. Celui-ci a e´te´ fixe´ sur un
(a) Balise de te´le´pe´age (b) E´chafaudage et syste`me
d’acquisition
Fig. III.23 – Syste`me de mesure
e´chafaudage a` une hauteur H = 3.76 m7 et une inclinaison αe qui a e´te´ modifie´e a` plusieurs
reprises lors des mesures pour adopter les diffe´rentes configurations e´tudie´es pre´ce´dem-
ment (30◦, 45◦, 60◦). Le signal analogique en sortie du syste`me est e´chantillonne´ graˆce
a` une carte son. La fre´quence d’e´chantillonnage fe = 44.1 kHz de celle-ci est largement
suffisante pour les signaux attendus.
III.4.1.2 Cibles observe´es
Une se´rie de signaux est enregistre´e au passage de diffe´rents ve´hicules sous la balise
de te´le´pe´age. Puisque l’objectif de l’e´tude est principalement de dissocier des classes de
ve´hicules, les re´sultats sont pre´sente´s pour deux types de ve´hicule de classe diffe´rente :
une voiture de tourisme Ford Escort (Figure III.24(a)) et une camionnette Renault
Master (Figure III.24(b)). Les cibles utilise´es dans la simulation e´lectromagne´tique ont
e´te´ construites sur le mode`le de ces deux ve´hicules. Nos mesures consistent a` faire une ac-
quisition du signal au moment du passage d’un des ve´hicules dans le faisceau de l’antenne.
7Pour des raisons techniques, l’antenne n’a pas pu eˆtre place´e plus haut que 3.76 m.
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Fig. III.24 – Cibles observe´es
Ceci est re´alise´ pour diffe´rentes vitesses et pour les trois angles d’inclinaison utilise´s lors
des simulations.
III.4.1.3 Acquisition et e´chantillonnage
L’acquisition du signal de´bute pour une position du ve´hicule avant son entre´e dans
la trace au sol et se termine apre`s son passage sous la balise. Le conducteur s’efforce de
garder une vitesse constante pendant la dure´e de la mesure. Le signal ainsi enregistre´
est sous-e´chantillonne´ pour re´duire son nombre de points et pouvoir calculer la vitesse.
La fre´quence de sous-e´chantillonnage est choisie en fonction de la fre´quence Doppler
maximale attendue qui de´pend de l’angle d’e´le´vation et pour une vitesse maximale Vmax =
150 km.h−1 (voir section III.3.5.1). La fre´quence de sous-e´chantillonnage est donc prise
e´gale a` 2.5 kHz pour un angle d’e´le´vation de 30◦, a` 3.0 kHz pour 45◦ et 3.5 kHz pour
60◦. Un nombre de points limite´ autour du maximum du signal (N = 1024) est utilise´
pour le calcul de la vitesse. La vitesse e´tant e´value´e, le signal peut eˆtre e´chantillonne´
plus grossie`rement et le traitement d’imagerie est applique´ sur une portion de signal plus
importante. Dans un premier temps, nous pre´sentons le cas du camion qui montre des
re´sultats tout a` fait encourageants, puis celui de la voiture mettant en e´vidence quelques
limitations a` notre traitement. Pour chaque ve´hicule, nous de´taillons les images re´alise´es
par notre traitement pour chaque angle d’inclinaison de l’antenne.
III.4.2 E´tude qualitative des images radar obtenues
III.4.2.1 Crite`re de qualite´ de l’image et crite`re de performance de l’estima-
teur de vitesse
Pour mesurer la qualite´ de l’image radar, nous conside´rons plusieurs crite`res restant
toutefois assez subjectifs :
• nous regardons dans un premier temps s’il est possible de de´celer dans l’image des
points de focalisation en azimut correspondants a` des points brillants en tenant
compte du manque de focalisation en distance qu’impose la forme du signal e´mis.
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• pour chacun de ces points, nous estimons leur faculte´ de localisation sur l’image
radar.
• nous comparons le gabarit du ve´hicule dessine´ sur l’image au ve´hicule sous test.
• nous examinons si l’image radar ne comporte pas de singularite´s non assimilables a`
un point brillant qui seraient susceptibles de geˆner l’interpre´tation.
De plus, nous savons que la qualite´ de l’image de´pend de la pre´cision de l’estimation
de vitesse. A chaque acquisition, un radar de police, mis a` notre disposition, mesure la
vitesse du ve´hicule. Cependant, nous ne pouvons pas e´valuer les performances de notre
estimateur de vitesse a` partir des mesures effectue´es par le radar de police. En effet,
le traitement ne´cessite une estimation de la vitesse relativement pre´cise que le radar de
police n’offre pas force´ment. La pre´cision absolue de 1 km.h−1 donne´e par le radar de
police n’est pas suffisante pour des vitesses basses, en particulier si l’angle d’e´le´vation de
l’antenne est e´leve´. Il donne simplement un ordre de grandeur de la vitesse du ve´hicule.
En revanche, il est possible de juger des performances de l’estimateur de vitesse a` partir
de l’image radar obtenue. La fiche technique du ve´hicule nous informe sur la hauteur
maximale du ve´hicule. L’e´cart entre cette valeur et celle mesure´e sur l’image donne une
ide´e sur l’erreur commise en tenant compte de l’inclinaison de l’antenne (tableau III.1).
En effet, puisque la position en hauteur du radar a e´te´ mesure´e pre´cise´ment, une erreur
sur la position des points brillants sur l’image est ne´cessairement la conse´quence d’une
erreur d’estimation de la vitesse.
III.4.2.2 Le camion
Angle d’e´le´vation de 30◦ Conside´rons un premier exemple avec le camion circulant a`
une vitesse mesure´e par le radar de police a` 23 km.h−1 sous l’antenne incline´e de 30◦ par
rapport a` la verticale. A partir de la repre´sentation temps-fre´quence de WV, la vitesse
est estime´e a` 22.98 km.h−1. Cette valeur est injecte´e dans le traitement d’imagerie pour
le calcul de la re´plique et l’image qui en re´sulte est pre´sente´e sur la Figure III.25(a).
La premie`re constatation est que cette image est assez proche de celle obtenue par
simulation pour le mode`le du camion (Figure III.12(b)) : elle laisse deviner des points de
focalisation qui dessinent une forme s’approchant du paralle´le´pipe`de pour le ve´hicule. Un
agrandissement de l’image montre que les points de focalisation correspondant au toit du
camion se situent entre 2.1 et 2.4 m du sol alors qu’ils sont attendus a` 2.43 m selon la
fiche technique fournie par le constructeur. La vitesse est probablement tre`s le´ge`rement
surestime´e. L’incertitude sur la hauteur est la conse´quence d’une localisation des points
quelque peu incertaine. Si nous ne pouvons pas de´terminer la position des points avec
pre´cision, nous sommes cependant relativement proches de la hauteur attendue. En plus
des points brillants de´crivant le toit du camion, nous retrouvons sur l’image radar le nez
du ve´hicule et deux points moins distincts pouvant eˆtre associe´s aux extre´mite´s du pare-
brise. Il apparaˆıt e´galement sur l’image un niveau e´nerge´tique non ne´gligeable se situant
a` l’inte´rieur du camion proche du niveau du sol en x = 2 m. Deux hypothe`ses sont faites
quant a` l’origine de ce phe´nome`ne :
• un e´le´ment re´trodiffusant situe´ a` l’inte´rieur du ve´hicule et visible a` travers le pare-
brise.
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Fig. III.25 – Image radar du camion pour un angle d’e´le´vation de 30◦
• un phe´nome`ne duˆ a` des re´flexions multiples de´localisant un point re´flecteur sur
l’image.
Cependant, si nous joignons d’un trait les points de focalisation les plus exte´rieurs (Figure
III.25(b)), le gabarit qui se dessine est assez proche du ve´hicule e´tudie´.
En utilisant la vitesse estime´e par notre me´thode, nous e´valuons a` partir de l’image
radar (Figure III.25(a)) pour le ve´hicule une hauteur de 2.25 m et une longueur de 5.2 m
a` comparer avec une longueur donne´e par le constructeur de 5 m.
Plusieurs acquisitions ont e´te´ re´alise´es pour un angle de 30◦ mais a` diffe´rentes vitesses
de circulation du ve´hicule. Toutes les images issues de ces signaux ressemblent a` celle de
la Figure III.25(a). Elles diffe`rent simplement par la position en hauteur des points qui est
soumise a` l’erreur d’estimation de la vitesse. Chacune des repre´sentations temps-fre´quence
a e´te´ teste´e mais elles donnent toutes sensiblement les meˆme re´sultats. Le graphique de
la Figure III.26 fait e´tat des re´sultats sur la position en hauteur des points du toit lue sur
l’image pour une vitesse estime´e par chaque repre´sentation temps-fre´quence. La position
des points correspondant au toit est estime´e entre 1.65 et 2.80 m. Nous pre´sentons le cas
le plus de´favorable sur la Figure III.25(c).
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Fig. III.26 – Hauteur du ve´hicule lue sur l’image radar pour les diffe´rentes repre´sentations
temps-fre´quence utilise´es par l’estimateur de vitesse et pour un angle d’e´le´vation de 30◦
Angle d’e´le´vation de 45◦ Les images obtenues a` partir du camion pour cet angle de
45◦ sont assez similaires a` celles obtenues avec un angle d’e´le´vation de 30◦ mises a` part
une inclinaison plus forte des traces autour du point de focalisation. La Figure III.27(a)
pre´sente un exemple d’une image radar obtenue pour cette configuration. La vitesse utili-
se´e pour le traitement est de 22.5 km.h−1 pour une vitesse mesure´e de 23 km.h−1. Comme
pour la configuration pre´ce´dente, nous retrouvons des points de focalisation et notam-
ment ceux formant le toit du ve´hicule. Nous retrouvons la meˆme difficulte´ a` localiser
exactement les points : une incertitude de quelques dizaines de centime`tres persiste.
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Fig. III.27 – Image radar du camion pour un angle d’e´le´vation de 45◦
Quatre points forment le toit du camion (1, 2, 3 et 4), un autre (5) d’intensite´ plus
forte se dessine le´ge`rement plus bas et un dernier point (6) de´crit probablement le nez du
camion. Les autres phe´nome`nes focalisant peu ne sont pas utiles a` la reconnaissance de la
cible. Nous remarquons notamment entre les deux points (5 et 6) de forte amplitude des
traces qui ne focalisent pas en un point pre´cis : comme pour la configuration αe = 30
◦,
ce phe´nome`ne peut eˆtre duˆ a` des phe´nome`nes de re´flexions multiples ou issus de points
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vus a` travers le pare-brise mais dont la dure´e d’illumination ne permet pas une bonne
focalisation. Par conse´quent, il semble plus difficile de retrouver le gabarit du camion pour
cette inclinaison. A partir de cet exemple, nous constatons que les deux points 5 et 6,
situe´s a` l’avant du ve´hicule, sont plus faciles a` localiser vu sous cet angle que sous un angle
de 30◦. En revanche les points de´crivant le toit focalisent de fac¸on moins nette que pour
l’angle de 30◦. Nous avons de´ja` note´ avec des simulations qu’un angle e´leve´ favorisait la
visibilite´ des points situe´s a` l’avant du ve´hicule au de´triment des points situe´s a` l’arrie`re.
Ce phe´nome`ne est amplifie´ par une position en hauteur du radar plus faible que pour les
simulations.
Concernant l’estimation de la vitesse juge´e a` partir de la position en hauteur des
points constituant le toit du ve´hicule, les re´sultats sont pre´sente´s sur le graphique de la
Figure III.28. La hauteur du toit est estime´e entre 1.55 et 2.7 m pour nos exemples. Ces
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Fig. III.28 – Hauteur du ve´hicule lue sur l’image radar pour les diffe´rentes repre´sentations
temps-fre´quence utilise´es par l’estimateur de vitesse et pour un angle d’e´le´vation de 45◦
re´sultats sugge`rent que la repre´sentation SPWV pre´sente des e´carts par rapport a` la valeur
attendue plus importants qu’avec les autres repre´sentations alors que la distribution de
Wigner-Ville reste relativement proche de cette valeur. Nous notons aussi que les valeurs
de hauteur estime´e sont relativement proches de celles de la configuration pre´ce´dente
(30◦). Aussi, si l’estimation de la vitesse est plus pre´cise avec une antenne a` 45◦, l’erreur
commise est plus pre´judiciable pour l’image finale que dans le cas d’une antenne a` 30◦.
La qualite´ de l’image radar est alors identique dans les deux cas. Nous pre´sentons sur la
Figure III.27(b), l’image radar obtenue dans le cas le plus de´favorable pour une estimation
de la vitesse utilisant la WV. La hauteur est alors estime´e a` 2.0 m. Les points focalisent
de la meˆme fac¸on que pour une bonne estimation de la vitesse mais se retrouvent de´cale´s
vers le bas a` cause d’une surestimation de la vitesse.
Angle d’e´le´vation de 60◦ Dans le chapitre 3, nous avons e´voque´ la grande sensibilite´
du traitement d’imagerie a` l’erreur d’estimation de la vitesse dans le cas d’une inclinai-
son du radar a` 60◦. Ceci se ve´rifie pour les signaux mesure´s. La Figure III.29(a) est une
image radar obtenue pour une inclinaison de l’antenne de 60◦. La vitesse est estime´e a`
23.14 km.h−1 pour une vitesse mesure´e par le radar de police de 22 km.h−1. Dans ce cas,
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Fig. III.29 – Image radar du camion pour un angle d’e´le´vation de 60◦
l’estimation de la vitesse ne semble pas trop mauvaise puisque les points de focalisation
sont mieux situe´s que dans l’image de la Figure III.19. Pourtant, il est tre`s difficile de les
localiser. Nous de´celons nettement les deux points pre´ponde´rants a` l’avant du ve´hicule
mais ceux a` l’arrie`re ne focalisent pas. Pour la plupart des images utilisant notre esti-
mateur de vitesse, les images ressemblent davantage a` celle de la Figure III.29(b) ou` les
traces associe´es a` chacun des points se chevauchent et l’accumulation de plusieurs d’entre
elles en un point donne un faux effet de focalisation. Une image radar re´alise´e dans cette
configuration devient difficile a` interpre´ter meˆme pour une bonne estimation de la vitesse.
III.4.2.3 La voiture de tourisme
Angle d’e´le´vation de 30◦ La voiture est de´finie selon les caracte´ristiques du construc-
teur avec une hauteur maximale de 1.45 m et une longueur maximale de 4.67 m. Comme
pour le camion, ces informations, et plus particulie`rement la hauteur, peuvent eˆtre uti-
lise´es pour juger de la qualite´ de l’image et de l’estimation de la vitesse. En re´alite´, les
images de ce ve´hicule pour un angle d’e´le´vation de 30◦ pre´sentent des phe´nome`nes tre`s
geˆnants pour l’interpre´tation de l’image. La Figure III.30 illustre une image obtenue pour
cette inclinaison : les traces qui semblent e´merger du sol entre x = 0 et x = 1 m pre´-
sentent un fort niveau d’amplitude et cachent tous les points de focalisation qui seraient
susceptible d’apparaˆıtre. Nous de´tectons toutefois deux autres points : l’un que nous sup-
posons eˆtre le nez de la voiture et l’autre, le haut du toit a` l’arrie`re du ve´hicule. Ceci
signifierait que les traces observe´es viennent du pare-brise ou d’e´le´ments vus au travers
du pare-brise. Nous confirmons cette hypothe`se en re´alisant des images de ce ve´hicule
dont le pare-brise est recouvert d’absorbant (Figure III.31(a)). L’image re´alise´e (Figure
III.31(b)) ne pre´sente plus cette singularite´.
Lors des simulations, nous avons ne´glige´ la re´flexion (ou diffraction) et la transmission
par le pare-brise. Nous avons suppose´ la re´flexion par le verre, ne´gligeable par rapport
a` une carrosserie me´tallique. Dans cette configuration, le faisceau de l’antenne arrive
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Fig. III.30 – Image radar de la voiture pour un angle d’e´le´vation de 30◦
(a) Cible observe´e
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Fig. III.31 – Image radar de la voiture avec absorbant pour un angle d’e´le´vation de 30◦
perpendiculairement a` la surface du pare-brise. Des rayons proches de l’axe radioe´lectrique
et be´ne´ficiant d’un gain d’antenne non ne´gligeable forment un angle droit avec la surface
du pare-brise dont l’inclinaison est mesure´e a` 31◦ par rapport a` l’horizontale (Figure
III.32). Le phe´nome`ne ne rele`ve plus de la diffraction mais de la re´flexion et dans ce cas,
l’e´nergie renvoye´e par le verre est non ne´gligeable. Le pare-brise re´agit comme s’il e´tait
constitue´ d’un grand nombre de points brillants de forte re´flectivite´ tout le long de sa
surface. Puisque notre traitement souffre d’un manque de focalisation selon l’axe distance,
le re´sultat sur l’image est une large trace de fort niveau e´nerge´tique.
Le phe´nome`ne s’observe e´galement sur une repre´sentation temps-fre´quence du signal.
La Figure III.33(a) illustre la repre´sentation de Wigner-Ville du signal rec¸u ou` nous obser-
vons un fort niveau d’e´nergie sur un petit segment horizontal. Cette observation suppose
que la fre´quence instantane´e visible est constante sur une certaine dure´e donne´e par la
longueur du segment. Ce phe´nome`ne est plus clairement mis en e´vidence sur la repre´sen-
tation pseudo Wigner-Ville lisse´e du signal (Figure III.33(b)). Au de´but de l’illumination
de la surface du pare-brise, le point le plus re´fle´chissant se situe a` sa base et il est vu sous
un angle de 31◦ et plus le ve´hicule avance, plus le point le plus re´fle´chissant se de´place
sur sa surface avec un angle de vue toujours e´gal a` θ = 31◦. Ce qui implique que durant
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Fig. III.32 – Re´flexion spe´culaire due a` la ge´ome´trie de la sce`ne
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Fig. III.33 – Repre´sentation temps-fre´quence du signal rec¸u pour le ve´hicule n◦2 vu sous
un angle d’e´le´vation de 30◦
l’illumination du pare-brise la fre´quence instantane´e de la partie la plus e´nerge´tique du
signal est constante :
finst(t0)|θ=31◦ =
2V cos(pi/2 − θ)
λc
(III.41)
Ceci explique l’apparition du segment sur les repre´sentations temps-fre´quence du signal.
Cet exemple sugge`re que le traitement d’imagerie envisage´ risque de rencontrer cer-
taines difficulte´s pour des cibles de ge´ome´tries particulie`res. Cependant, nous pouvons
conside´rer cette observation sur l’image comme une information sur la ge´ome´trie de la
cible. Nous notons e´galement que cette configuration particulie`re risque d’induire une
erreur dans l’estimation de la vitesse a` cause de la fre´quence instantane´e visible au
maximum d’amplitude du signal (e´quation III.41). Si on conside`re une inclinaison de 31◦
au lieu de 30◦, l’erreur relative sur la vitesse duˆ au phe´nome`ne de re´flexion est de 2.9%.
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Angle d’e´le´vation de 45◦ Le proble`me rencontre´ pour un angle d’e´le´vation de 30◦
pour ce ve´hicule est susceptible de se produire pour un angle d’e´le´vation de 45◦. Ici le
rayon pre´sentant une normale avec la surface du pare-brise est de´pointe´ de 14◦ avec
l’axe radioe´lectrique (a` comparer avec le de´pointage de 1◦ de l’axe radioe´lectrique dans
l’exemple pre´ce´dent) ce qui correspond a` un gain d’antenne plus faible (-2.1 dB selon la
Figure III.4). La Figure III.34 pre´sente un exemple d’image obtenue dans cette configu-
ration. La large trace observe´e sur une image radar du meˆme ve´hicule vu sous un angle
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Fig. III.34 – Image radar de la voiture pour un angle d’e´le´vation de 45◦
de 30◦, est toujours pre´sente mais fortement atte´nue´e. D’autres points de focalisation
se dessinent a` l’avant et a` l’arrie`re du ve´hicule mais restent difficiles a` localiser avec
pre´cision.
Ce manque de focalisation s’explique par les formes arrondies des areˆtes de la voi-
ture. Les points brillants perdent ainsi leur proprie´te´ de stationnarite´ : ils glissent , au
fur et a` mesure que le ve´hicule se de´place sans conserver une position pre´cise. Dessiner le
contour du ve´hicule a` partir de cette image semble de´licat et subjectif. Nous pouvons tout
au moins e´valuer la longueur du ve´hicule. Elle est e´value´e a` approximativement 4.4 m
dans l’exemple pre´sente´ ici. Cette sous-estimation de la longueur suppose que la vitesse
est sous-estime´e. La vitesse est e´value´e a` 25.1 km.h−1 pour une vitesse mesure´e par le
radar de police de 26 km.h−1. Le manque de focalisation en hauteur empeˆche d’avoir
une ide´e plus pre´cise de l’erreur commise sur la vitesse. Pour la meˆme raison, le choix
de la repre´sentation temps-fre´quence est difficile a` faire. Pour chaque signal enregistre´,
les vitesses estime´es pour chacune des repre´sentations temps-fre´quence sont relativement
proches les unes des autres.
Angle d’e´le´vation de 60◦ Pour un angle de 60◦, les proble`mes dus a` la re´flexion spe´cu-
laire disparaissent mais ceux de´ja` constate´s pre´ce´demment pour cet angle se manifestent.
En effet, l’angle d’observation de 60◦ est tre`s sensible a` une erreur d’estimation sur la
vitesse et l’arrie`re du ve´hicule montre une amplitude sur l’image radar nettement moins
e´leve´e que l’avant. Tout ceci rend la lecture de l’image de´licate. Un exemple d’image est
donne´ sur la Figure III.35 pour laquelle il semble que l’estimation de la vitesse soit proche
de la vitesse re´elle (les points brillants de l’image ne s’e´chappent pas du cadre de l’image).
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Meˆme si l’existence de points brillants sur l’image est e´vidente, la difficulte´ de les localiser
pre´cise´ment rend l’interpre´tation de l’image tre`s approximative.
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Fig. III.35 – Image radar de la voiture pour un angle d’e´le´vation de 60◦
III.4.3 Bilan
III.4.3.1 L’estimateur de vitesse
Nous avons choisi de pre´senter les re´sultats pour deux ve´hicules diffe´rents puisque nous
avons observe´ que la forme ge´ome´trique de la cible et son angle d’observation de´terminent
la qualite´ de l’image. Puisque nous n’avons aucun dispositif a` notre disposition pour
connaˆıtre pre´cise´ment la vitesse du ve´hicule, nous ne pouvons juger des performances
de notre estimateur de vitesse qu’en fonction de la qualite´ de l’image obtenue et en
comparant les dimensions physiques du ve´hicule (donne´es par le constructeur) et celles
mesure´es sur l’image. Or, le phe´nome`ne de re´flexion spe´culaire sur le pare-brise nous
empeˆche de juger de la qualite´ de l’estimation de la vitesse a` cause de la tre`s mauvaise
qualite´ de l’image. Toutefois, nous supposons que ce phe´nome`ne de re´flexion spe´culaire
induit une erreur sur la vitesse puisque que le maximum de signal est alors observe´ dans
l’axe spe´culaire (ou aux alentours) ne correspondant pas force´ment a` la direction donne´e
par l’axe radioe´lectrique. Enfin les areˆtes tre`s arrondies de la voiture donnant un effet
de non-stationnarite´ des points brillants empeˆchent de les localiser en un point bien pre´cis
de l’image. Ceci rend difficile l’estimation des principales grandeurs (longueur, hauteur)
du ve´hicule a` partir de l’image radar et, par conse´quent, ne permet pas de juger au mieux
l’estimation de la vitesse.
Si nous conside´rons le cas du camion qui ne pre´sente aucune de ces deux difficulte´s,
nous constatons alors que pour une inclinaison de 30◦, l’erreur commise par l’estimateur
de vitesse ne joue que sur l’estimation du gabarit avec une erreur maximale observe´e sur
la hauteur de 80 cm. La meˆme conclusion peut eˆtre faite pour l’inclinaison de 45◦. En
revanche, l’erreur sur la vitesse pour un angle d’inclinaison de 60◦ contribue a` de fortes
de´gradations de l’image radar, rendant celle-ci illisible.
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Pour finir, le choix de la repre´sentation temps-fre´quence a` partir de ces re´sultats expe´-
rimentaux est difficile a` faire. On peut dire que les re´sultats obtenus pour une inclinaison
de 45◦ sugge`rent d’e´carter de ce choix, la repre´sentation pseudo Wigner-Ville lisse´e.
III.4.3.2 Les images radar
La qualite´ de l’image radar de´pend non seulement de l’angle de vue mais aussi de la
forme ge´ome´trique de la cible. Il apparaˆıt que notre imageur souffre de son manque de
focalisation en distance face a` des cibles dont la forme autorise la re´flexion sur une dure´e
non ne´gligeable et pour des points non-stationnaires. Cependant le phe´nome`ne observe´
sur l’image duˆ a` la re´flexion sur une surface perpendiculaire a` l’axe radioe´lectrique donne
une information sur la ge´ome´trie de la cible. Les images re´alise´es pour des ve´hicules ne
pre´sentant pas cette particularite´ ge´ome´trique s’approchent des images issues des signaux
simule´s. Nous retrouvons des points de focalisation qui permettent d’e´valuer le gabarit
du ve´hicule.
III.4.4 Perspectives de modification et d’ame´lioration
III.4.4.1 Modules correcteurs
Pour ame´liorer notre syste`me imageur, la premie`re ide´e est de corriger l’effet de re´-
flexion spe´culaire. Dans le cas de la voiture circulant sous une antenne incline´e a` 30◦,
nous avons constate´ que ce phe´nome`ne est visible sur une repre´sentation temps-fre´quence
et est tre`s localise´ notamment en fre´quence. L’ide´e est de de´tecter ce phe´nome`ne sur une
repre´sentation temps-fre´quence et d’appliquer un filtre. En appliquant un simple filtre
coupe bande tre`s e´troit (notche filter) centre´ sur la fre´quence pre´sentant le maximum
d’e´nergie, nous pouvons de´ja` e´liminer de l’image la trace geˆnante a` l’interpre´tation de
l’image. Ceci a e´te´ applique´ pour la configuration de la Figure III.30. L’image ge´ne´re´e a`
partir du signal filtre´ est pre´sente´e sur la Figure III.36(a). Meˆme si l’effet du pare-brise est
fortement atte´nue´, il reste tre`s difficile de localiser les points brillants. Cependant, l’image
radar de ce ve´hicule a de´ja` montre´ un manque de focalisation pour une inclinaison de
45◦. De plus, une trace claire est apparue en haut a` gauche de l’image, semblant provenir
du radar.
Nous envisageons alors de modifier ce traitement en remplac¸ant le filtre coupe-bande
par un filtre localise´ a` la fois en temps et en fre´quence. Nous proposons d’appliquer a` une
repre´sentation line´aire temps-fre´quence du signal un filtre qui n’est autre qu’un masque
binaire excluant le segment. La repre´sentation choisie est la transforme´e de Fourier a`
Courts termes. Le signal utilise´ pour le traitement d’imagerie est la transforme´e inverse
de la transforme´e de Fourier a` Courts termes. L’image ainsi ge´ne´re´e pour l’exemple traite´
pre´ce´demment est illustre´e sur la Figure III.36(b). L’image ne pre´sente plus l’effet du
pare-brise ou de fac¸on fortement atte´nue´e. Il ne fait pas paraˆıtre non plus de termes
supple´mentaires geˆnant l’interpre´tation de l’image. Toutefois, la localisation des points
brillants demeure difficile.
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Fig. III.36 – Image radar de la voiture pour un angle d’e´le´vation de 30◦ a` partir d’un
signal filtre´
Nous avons envisage´ e´galement d’utiliser une repre´sentation quadratique temps-fre´quen-
ce pour pouvoir be´ne´ficier d’une meilleure re´solution et par conse´quent d’une meilleure
localisation du phe´nome`ne a` extraire. Mais, les repre´sentations quadratiques ne sont pas
inversibles. Cependant, des me´thodes sont de´veloppe´es pour retrouver a` partir de la repre´-
sentation de Wigner-Ville, le signal associe´. Mais une matrice 2D quelconque n’est pas le
re´sultat de la transformation de Wigner-Ville d’un signal. Il faut trouver une transforme´e
valide qui s’approche le plus de la repre´sentation corrige´e. Les me´thodes de la litte´rature
proposent :
• soit l’approximation des moindres carre´s [Boudreaux-Bartels 1986],
• soit une approximation des fonctions de bases [Kumar 1986],
• soit une de´composition en valeurs singulie`res de la matrice constituant la repre´sen-
tation de Wigner-Ville [Wang 1990].
Toutefois cette ope´ration s’ave`re inutilisable pour notre application puisque la repre´sen-
tation de Wigner-Ville modifie´e par un masque binaire est trop diffe´rente d’une repre´sen-
tation valide.
III.4.4.2 Module d’interpre´tation de l’image
Une autre ame´lioration envisage´e est un module d’aide a` l’interpre´tation de l’image.
En effet, nous constatons que la de´tection d’un gabarit de ve´hicule sur une image peut
parfois paraˆıtre subjective particulie`rement lorsque les points sont difficiles a` localiser
pre´cise´ment. En particulier, les traces de part et d’autre de chaque point duˆ au manque
de focalisation geˆnent a` l’interpre´tation de l’image. Nous imaginons alors un algorithme
d’interpre´tation re´cursif. A chaque ite´ration, le maximum d’amplitude de l’image est de´-
signe´ comme un point brillant. Ses coordonne´es servent a` retrouver sa contribution sur
l’image en construisant une image issue de ce seul point. Cette contribution est ponde´re´e
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en fonction de l’amplitude du point sur l’image et soustraite a` l’image. Nous re´perto-
rions ainsi toute une quantite´ de points brillants jusqu’a` ce que le maximum de l’image
se trouve en-dessous d’un seuil pre´alablement choisi. L’interpre´tation de l’image de la
Figure III.25(a) est illustre´e sur la Figure III.37. Les e´le´ments perturbateurs de l’image
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Fig. III.37 – Interpre´tation de l’image radar pour le camion vu sous un angle d’e´le´vation
de 30◦
restent mais cette interpre´tation permet de faciliter sa lecture. Toutefois, ce module d’in-
terpre´tation reste inadapte´ pour des images pre´sentant des points non-focalise´s ou des
singularite´s de forte amplitude.
III.4.4.3 Modification du signal e´mis
Nous proposons, pour supprimer toutes les limitations du syste`me, de modifier la
forme du signal e´mis. La principale difficulte´ de notre syste`me re´side dans le manque
de focalisation en distance. Il peut donner des images lisibles dans le cas de ve´hicules
coope´ratifs mais montre des difficulte´s pour certains d’entre eux. Nous proposons donc
dans la partie suivante de modifier le signal e´mis en lui ajoutant une modulation. Le choix
de la modulation ainsi que la modification du traitement utilise´ sont largement discute´s
dans la suite de ce rapport.
III.5 Conclusion
Dans ce chapitre, des simulations e´lectromagne´tiques base´es sur la me´thode de l’op-
tique physique e´tendue a` une configuration champ proche ont permis de valider notre
traitement et d’e´tudier l’influence des diffe´rents parame`tres ge´ome´triques sur l’image.
Ces simulations valident notamment l’hypothe`se des points brillants, puisque les images
radar obtenues pre´sentent des points de focalisation au niveau des zones de forte diffrac-
tion (les areˆtes). Nous constatons aussi que l’angle d’e´le´vation de l’antenne joue un roˆle
important sur la qualite´ de l’image radar. Plus l’angle est e´leve´, plus les traces issues des
points brillants peuvent eˆtre geˆnantes a` l’interpre´tation de l’image et plus les points de
diffraction situe´s a` l’arrie`re du ve´hicule s’effacent au de´triment des points a` l’avant qui
apparaissent alors plus nettement. Il faut ajouter l’hypersensibilite´ pour ces angle e´leve´s
a` une erreur d’estimation de la vitesse. L’estimateur de vitesse pre´sente´ dans le chapitre
110 Validation par la simulation e´lectromagne´tique et la mesure
pre´ce´dent est confronte´ a` ces signaux simule´s. Il convient de noter que les re´sultats ob-
tenus en terme de pre´cision d’estimation ne permettent pas actuellement de pre´fe´rer une
repre´sentation temps-fre´quence parmi celles que nous exposons dans ce chapitre (WV,
SPWV, SPWV∗, PWVq).
Les re´sultats expe´rimentaux pre´sente´s ensuite ont montre´ avec l’exemple du camion
que notre traitement d’imagerie pouvait permettre de reconnaˆıtre le gabarit d’un ve´hi-
cule pour des angles d’e´le´vation de l’antenne de 30 et 45◦. Dans ces deux configurations,
l’erreur commise sur la vitesse par notre estimateur a les meˆme conse´quences sur l’image.
L’inclinaison a` 45◦ favorise toutefois la focalisation des points a` l’avant du ve´hicule au
de´triment des points a` l’arrie`re. L’analyse de ces re´sultats ne permet pas de privile´gier
le choix d’une repre´sentation temps-fre´quence. Tout au moins, nous avons note´ des re´-
sultats le´ge`rement moins bons dans le cas de l’inclinaison a` 45◦ pour la SPWV. Les
termes d’interfe´rences des repre´sentations WV, PWV4 et PWV6 ne semblent pas eˆtre
tre`s perturbateurs pour notre application.
En revanche, les images de la voiture ont mis en e´vidence les limites du traitement. En
effet, il apparaˆıt que le traitement n’est pas suffisant pour une bonne interpre´tation dans
le cas de certains ve´hicules. En effet, les cibles pre´sentant une surface plane de longueur
non ne´gligeable et orthogonale (ou quasiment) a` l’axe de vise´e apparaissent sur l’image
radar avec une large trace, d’une amplitude telle qu’elle cache les points de focalisation
susceptible d’eˆtre pre´sents. Il semble e´galement difficile pour des ve´hicules aux areˆtes
arrondies d’avoir une focalisation bien nette sur l’image.
Les re´sultats pre´sente´s pour deux ve´hicules diffe´rents a permis d’une part d’appuyer
toutes les conclusions tire´es a` partir des signaux simule´s et de re´aliser des images radar
permettant d’e´valuer approximativement le gabarit du ve´hicule. Mais, d’un autre coˆte´,
ces signaux expe´rimentaux ont mis en e´vidence l’incapacite´ du traitement a` re´aliser des
images focalise´es face a` des ve´hicules montrant une ge´ome´trie particulie`re. Le traitement
propose´ peut eˆtre suffisant et satisfaisant si les ve´hicules ne pre´sentent pas de ge´ome´tries
singulie`res posant proble`me a` cause de la non-focalisation en distance.
Nous pouvons envisager d’ajouter des modules correcteurs de type filtre temps-fre´quence
pour rectifier l’effet de re´flexion spe´culaire sur une longueur non ne´gligeable mais le
manque de focalisation duˆ aux formes arrondies (non-stationnarite´ des points) ne peut
eˆtre ainsi solutionne´. Nous proposons donc dans le chapitre suivant d’apporter une mo-
dification au syste`me. L’ide´e est d’ajouter une seconde dimension au signal e´mis par
modulation de ce signal afin de lui donner une largeur spectrale suffisante pour une fo-
calisation en distance.
Chapitre IV
E´volution du syste`me
IV.1 Introduction
Dans le chapitre II de cette e´tude, nous avons pre´sente´ une me´thode pour re´aliser
des images radar de ve´hicules passant sous une balise de te´le´pe´age, en utilisant le sys-
te`me existant. Nous avons vu que, sans aucune modification du syste`me et malgre´ les
contraintes que cela entraˆıne, nous pouvons re´aliser des images permettant d’extraire
l’information de gabarit de certains ve´hicules. Toutefois, les images sont parfois difficiles
a` interpre´ter a` cause de la focalisation dans une seule dimension. Nous proposons donc
dans ce chapitre une modification du syste`me initial. Le but est d’ame´liorer la qualite´
de l’image en ajoutant une seconde dimension au signal e´mis. Nous conservons la nature
continue du signal radar pour permettre au syste`me de conserver ses fonctions de de´tec-
tion de badge dans le ve´hicule. La seconde dimension est apporte´e par une modulation de
fre´quence du signal : nous proposons une modulation line´aire de la fre´quence car elle ne
ne´cessite qu’une petite modification du syste`me existant et peut eˆtre re´alise´e a` un couˆt
mode´re´.
La premie`re section explique le choix de cette modulation et expose les applications
de´ja` existantes pour le radar FM-CW. Nous pre´sentons le traitement utilise´ pour ce
nouveau signal en vue de la construction de l’image radar et de la construction du signal
de re´fe´rence. Des exemples d’images re´alise´es a` partir d’un mode`le points brillants
illustrent ensuite l’ame´lioration apporte´e par la modulation du signal e´mis. La deuxie`me
section pre´sente les images radar obtenues par la simulation e´lectromagne´tique. Nous
apportons une modification au simulateur pour qu’il traduise la rampe de fre´quence.
Graˆce a` ces signaux simule´s, nous e´tudions la sensibilite´ du nouveau syste`me imageur
aux variations des parame`tres ge´ome´triques et la capacite´ de notre traitement a` e´valuer
la re´ponse impulsionnelle du filtre adapte´ (ou re´plique). Enfin, nous pre´sentons, dans la
troisie`me section, le prototype de radar FM-CW re´alise´ pour les besoins de l’e´tude et les
premiers re´sultats que ce syste`me nous a permis d’obtenir.
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IV.2 Syste`me d’imagerie radar FM-CW
La modification du syste`me ne´cessite un nouveau traitement du signal qui doit prendre
en compte la forme du signal e´mis. Mais, comme dans le cas du syste`me initial, le traite-
ment doit e´galement tenir compte d’une distance radar-cible comparable aux dimensions
de la cible. Apre`s un descriptif du syste`me radar FM-CW, cette section propose un trai-
tement d’imagerie radar pour notre application, comprenant la construction d’une se´rie
de re´pliques.
IV.2.1 Le radar FM-CW
IV.2.1.1 Principe et notations [Hymans 1960, Thourel 1982]
Le radar FM-CW e´met un signal a` onde continue et dont la fre´quence varie line´aire-
ment en fonction du temps autour d’une fre´quence centrale fc. La modulation peut eˆtre
de type dent de scie (Figure IV.1) ou en toit . Le signal est pe´riodique de pe´riode Tp
fre´quence du signal e´mis
fre´quence du signal rec¸u
∆t
B0
B0
2B0
fc
fb
fb
fmax
fmin
fre´quence
fre´quence
temps
temps
fbH
Tp
Tp
Fig. IV.1 – Modulation de la fre´quence en dent de scie
et l’excursion en fre´quence est note´e 2B0. On note 2α, le taux de variation de fre´quence
exprime´ avec :
2α =
2B0
Tp
(IV.1)
Ce type de radar est utilise´ pour mesurer des distances. En effet, le signal rec¸u, version
retarde´e et atte´nue´e du signal e´mis, est multiplie´ a` ce dernier. Le produit peut s’e´crire
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sous la forme suivante :
sr(t) se(t) = A
′A cos[2pifinst(t) t + θe] cos[2pifinst(t−∆t) t + θr]
=
A′A
2
[
cos
(
2pi
(
finst(t)− finst(t−∆t)
)
t + (θe − θr)
)
+
cos
(
2pi
(
finst(t) + finst(t−∆t)
)
t + (θe + θr)
)]
(IV.2)
Le deuxie`me terme (haute fre´quence) est e´limine´ par filtrage passe-bas. La distance entre
le radar et la cible est donne´e par la diffe´rence entre les fre´quences des deux signaux (e´mis
et rec¸u). Cette diffe´rence entre deux fre´quences est appele´e la fre´quence de battement.
Supposons une cible situe´e a` une distance R du radar : le signal rec¸u est de´cale´ de ∆t = 2Rc
par rapport au signal e´mis. L’e´volution des fre´quences de ces deux signaux (e´mis et rec¸u)
est illustre´e sur la Figure IV.1.
Par construction, le de´calage temporel entre ces deux signaux, est proportionnel a` la
fre´quence de battement fb :
fb = 2α∆t = 2
B0
Tp
2R
c
(IV.3)
La mesure de l’e´cart en fre´quence des deux signaux, nous renseigne sur la distance R entre
le radar et la cible. En re´alite´, comme l’indique la Figure IV.1, il y a deux fre´quences de
battement pour le produit des deux signaux : une fre´quence haute (fbH ) et une fre´quence
basse (fb). Si le temps d’aller-retour de l’onde est ne´gligeable devant la pe´riode Tp du
signal, seule la fre´quence e´gale a` fb est visible.
IV.2.1.2 Avantages et inconve´nients
Pour re´aliser un syste`me radar permettant a` la fois une de´tection en distance et en
vitesse, il est commun de re´aliser la modulation du signal radar porteur. Toutefois, deux
syste`mes sont envisageables : syste`mes a` onde continue ou syste`mes a` onde pulse´e.
L’inte´reˆt des syste`mes pulse´s est la forte puissance instantane´e qu’ils sont capables
d’e´mettre. Cette capacite´ leur confe`re alors un grand pouvoir de de´tection, ce qui n’est
pas force´ment le cas des syste`mes a` onde continue. Toutefois, la conception d’un syste`me
pulse´ fait appel a` une technologie couˆteuse et de´licate a` mettre en oeuvre : une application
de de´tection d’objets situe´s a` une dizaine de me`tres demande une e´lectronique tre`s rapide
(le temps d’aller-retour d’une onde pour une cible situe´e a` 2 me`tres est d’environ 13 ns).
Ainsi, le radar FM-CW est principalement utilise´ pour des applications courtes et
moyennes distances. Il est pre´fe´re´ a` un syste`me pulse´ puisqu’il ne´cessite une technologie
moins couˆteuse. En particulier, la modulation peut se faire par l’utilisation d’un oscillateur
commande´ en tension (OCT). Ce type de radar semble donc convenir a` notre application.
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IV.2.1.3 Applications
De nombreuses applications utilisent le radar FM-CW pour sa facilite´ de mise en
oeuvre et pour une utilisation a` faible ou moyenne distance. Nous en donnons quelques
exemples.
Des industriels se sont associe´s aux universitaires pour e´laborer des projets de radars
anticollision destine´s aux ve´hicules terrestres. Le choix d’une modulation FM-CW s’est
impose´ par le faible couˆt des composants et la simplicite´ de re´alisation e´lectronique.
Plusieurs entreprises commercialisent aujourd’hui ces radars.
Le radar FM-CW a` fre´quences basses est utilise´ comme radar de pe´ne´tration pour
des surfaces neigeuses ou sableuses. Des e´tudes mene´es au Japon ([Yamaguchi 1994] et
[Moriyama 2000]) visent a` de´tecter une cible enfouie sous la neige et a` re´aliser une image
2D ou 3D. Dans ce cas, l’inte´reˆt de ce type de radar, est sa capacite´ a` travailler a` une
distance courte (1 a` 2 m).
Certains radars atmosphe´riques comme celui de l’universite´ de Delft e´mettent un
signal FM-CW pour be´ne´ficier d’une plus petite distance minimale de mesure et de com-
posants a` des prix raisonnables. Ces derniers utilisent la polarime´trie et la mesure Doppler
pour identifier les diffe´rents hydrome´te´ores, l’orientation des particules des pre´cipitations
et l’effet des turbulences. Ils sont aussi utilise´s pour des mesures troposphe`riques dans le
but d’e´laborer des mode`les microondes des diffe´rentes couches.
Le radar FM-CW est e´galement mis en oeuvre pour l’observation de la Terre a` par-
tir de syste`mes ae´roporte´s. Nous pouvons mentionner le radar ERASME (E´tude RAdar
des Sols et de la MEr) de´veloppe´ en 1983 par le CRPE (Centre de Recherche Pour
l’Environnement) avec la participation du CNES (Centre National d’Etude Spatiale).
Sa premie`re version fonctionne en bande de fre´quence C et pour une polarisation HH.
Son faible encombrement lui permet d’eˆtre embarque´ dans un avion ou un he´licopte`re.
Il mesure alors le coefficient de re´trodiffusion en fonction de l’angle d’incidence : il per-
met ainsi de de´terminer la hauteur des arbres et la densite´ de plantation. Depuis 1988,
la nouvelle version peut travailler sur deux bandes de fre´quence (C et X) et avec deux
configurations de polarisation (HH et VV) pour e´tudier les vents a` la surface de l’oce´an
[Bernard 1986, Be´nalle`gue 1995]. Son concurrent finlandais, l’HUTSCAT (Helsinki Uni-
versity of Technology SCATerometter) [Hallikainen 1993], de´veloppe´ en 1988 par l’univer-
site´ de Helsinki fonctionne dans les quatre polarisations et a` deux fre´quences diffe´rentes.
Ses domaines d’applications s’e´tendent a` la glace et aux cristaux de neige. Certains radars
FM-CW ae´roporte´s sont e´galement utilise´s pour e´tudier les diffe´rentes couches de glaces
au Groenland ou en Antarctique [Kanagaratnam 2001]. Nous pouvons e´galement e´voquer
une e´tude actuellement mene´e a` l’universite´ de Delft pour utiliser un radar construit sur
le mode`le d’un radar anticollision a` bord d’un planeur pour l’observation de la Terre en
utilisant la technique de synthe`se d’ouverture [Wit 2002], ou encore le radar de´veloppe´ au
Cemagref dans un premier objectif de localisation d’engins agricoles. L’application de ce
dernier s’est e´tendue, par l’ajout d’un traitement SAR polarime´trique, a` un radar d’aide
a` la reconnaissance de l’environnement [Dusi 1997].
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IV.2.2 Construction de l’image
IV.2.2.1 Mode´lisation de la sce`ne
Le signal choisi pour notre application est un signal continu pre´sentant une modulation
line´aire de la fre´quence sur une pe´riode Tp. Ce signal se(t) peut, comme nous l’avons vu
dans la section I.3.3, eˆtre exprime´ en fonction d’un signal p(t) de dure´e finie :
se(t) =
∑
k
p(t− kTp) k ∈ Z (IV.4)
L’indice k est associe´ a` l’indice de la pe´riode. A chaque de´but de pe´riode identifie´ par
t = (k− 12)Tp, le signal p(t) est e´mis. Le signal p(t) traduit la modulation du signal pour
une pe´riode Tp :
p(t) = exp(2pi(fct + αt
2)) pour |t| < Tp/2 (IV.5)
Une modulation quadratique de phase correspond a` une modulation line´aire de la fre´-
quence. Selon (IV.5), la fre´quence instantane´e du signal e´volue de (fc−αTp) a` (fc +αTp).
Dans notre proble`me, un radar immobile situe´ a` une hauteur H du sol e´met le signal
se(t). Le signal rec¸u est le signal renvoye´ par une cible mobile. La sce`ne est identique
a` celle de´crite dans la section II.2 (Figure II.2) : la cible, mode´lise´e par un ensemble de
points brillants, e´volue a` une vitesse V constante, selon l’axe Ox, en direction de l’an-
tenne. L’antenne est caracte´rise´e par son angle d’e´le´vation αe et son angle d’ouverture a`
-3 dB, βH , dans le plan Oxz. Pour simplifier les notations, nous allons changer de repe`re
d’observation et nous placer dans un repe`re lie´ a` la cible. Par conse´quent, celle-ci est
conside´re´e immobile : le de´placement du radar avec une vitesse (−V ) cre´e le mouvement
relatif entre le radar et la cible. De cette manie`re, nous retrouvons une configuration SAR.
La Figure IV.2 illustre cette sce`ne. A chaque pe´riode Tp, le radar est situe´ a` une abscisse
u
xX0
Z0
Xc
Zc
Dmax
Dmax
αe
βH
O
zone a` visualiser
−V
z
H
u = Lu = −L
Fig. IV.2 – Nouvelle configuration : passage a` un contexte SAR
u ∈ [−L;L], ou` u = −V kTp = −V τ , ou` k ∈ Z. Le parame`tre τ de´signe ici la base de
temps lente (slow-time) par opposition a` la base de temps rapide t (fast-time). Ainsi, une
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repre´sentation bidimensionnelle du signal en fonction de t et τ = kTp (avec k ∈ Z - ou u)
est adopte´e.
La distance parcourue par le radar, 2L, ainsi que son angle d’e´le´vation, αe, et son
angle d’ouverture, βH , permettent de de´finir au sol, une distance 2X0 visible par celui-ci
pendant toute la dure´e de l’acquisition (c’est-a`-dire pour u ∈ [−L;L]). Cette longueur,
avec la hauteur maximale (2Z0) attendue pour le ve´hicule fixe les limites de la zone a`
visualiser. Cette zone de´limite l’espace ou` les points sont attendus et sera entie`rement
balaye´e par le faisceau de l’antenne. L’origine du repe`re est prise au sol a` mi-distance du
radar. Nous notons alors (Xc, Zc) les coordonne´es dans ce repe`re du centre de la zone
a` visualiser. Nous retrouvons ainsi la configuration utilise´e pour de´crire les diffe´rentes
techniques de traitement du signal SAR (section I.3.3). Si nous supposons que la zone
a` visualiser est constitue´e d’un ensemble de points brillants i, la fonction de re´flectivite´
recherche´e s’e´crit :
f(x, z) =
∑
i
ρi δ(x −Xi) δ(z − Zi) (IV.6)
avec {
Xi ∈ [Xc −X0;Xc + X0]
Zi ∈ [Zc − Z0;Zc + Z0]
Nous pouvons encore exprimer cette fonction a` partir des coordonne´es xi et zi, des points
brillants exprime´es par rapport au centre de la sce`ne (Xc, Zc) :{
xi = Xi −Xc
zi = Zi − Zc
Sans tenir compte de la ponde´ration apporte´e par l’antenne, le signal rec¸u par l’antenne
re´ceptrice pour une cible ponctuelle i s’e´crit :
sri(t, u) = p
(
t− 2
c
√
((Xc + xi)− u)2 + (Zi −H)2
)
(IV.7)
Le signal total est la somme des contributions apporte´es par chacun des points brillants :
sr(t, u) =
∑
i
sri(t, u) =
∑
i
p
(
t− 2
c
√
(Xc + xi − u)2 + (Zi −H)2
)
(IV.8)
Pour re´duire la fre´quence d’e´chantillonnage ne´cessaire a` la conversion nume´rique de ce
signal, celui-ci est me´lange´ au signal e´mis se(t). Du signal re´sultant, nous nous inte´ressons
seulement aux composantes basses fre´quences du produit d’intermodulation des deux
signaux, que nous appelons le signal de battement sb(t, u) :
sb(t, u) = se(t)s
∗
r(t, u) = p(t)
∑
i
p∗
(
t− 2
c
√
(Xc + xi − u)2 + (Zi −H)2
)
(IV.9)
Le signal sb(t, u) est utilise´ pour notre traitement afin d’en extraire la re´partition spatiale
de re´flectivite´ de la cible. Nous notons Di(u) la distance reliant le radar au point i :
Di(u) =
√
(Xc + xi − u)2 + (Zi −H)2 (IV.10)
IV.2 Syste`me d’imagerie radar FM-CW 117
A partir de l’expression (IV.5), l’expression (IV.9) se de´veloppe :
sb(t, u) =
∑
i
exp
[
2pi
(
fct + αt
2
)]
exp
[
−2pi
(
fc
(
t− 2Di(u)
c
)
+ α
(
t− 2Di(u)
c
)2)]
(IV.11)
On obtient finalement :
sb(t, u) =
∑
i
exp
(

4pifc
c
Di(u)− 8piα
c2
D2i (u) + 2pi
(
4α
c
Di(u)
)
t
)
(IV.12)
Cette dernie`re expression montre que le signal contient l’information de distance. En
effet, la fre´quence instantane´e (ou fre´quence de battement) selon t1 est proportionnelle a`
la distance entre le radar et le point i :
fb =
4α
c
Di(u) (IV.13)
La Figure IV.3 pre´sente le module de la transforme´e de Fourier du signal de battement
|Sb(ω, u)| en pre´sence d’une cible ponctuelle. La courbe obtenue repre´sente l’e´volution de
la fre´quence de battement fb, qui est proportionnelle a` l’e´volution de la distance radar-
cible.
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Fig. IV.3 – Le module de la transforme´e de Fourier du signal de battement |Sb(ω, u)|
pour une cible ponctuelle
IV.2.2.2 Traitement applique´ base´ sur la me´thode de range-stacking
La plupart des me´thodes de traitement du signal SAR pre´sente´es dans section I.3.3
utilisent des approximations pour simplifier les calculs. Ces approximations ne sont pas
force´ment valides pour notre application. La technique de range-Doppler, par exemple,
est base´e sur l’approximation de Fresnel pour une cible en champ lointain : cette approxi-
1La fre´quence instantane´e finstt(t) d’un signal s(t) = a(t) exp(φ(t)) selon la variable t est proportion-
nelle a` la de´rive´e de la phase selon cette variable t : finstt(t) =
1
2pi
∂φ(t)
∂t
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mation suppose que la longueur de la cible dans l’axe distance est tre`s petite devant la
distance radar-cible. Typiquement cette approximation ne peut eˆtre envisage´e pour notre
application puisque le radar est proche de la cible (distance a` la cible parfois infe´rieure
au me`tre si la hauteur du ve´hicule est de quelques me`tres).
Toutefois, la me´thode range-stacking requiert peu de simplifications et ne ne´cessite
pas une grande distance radar-cible par rapport aux dimensions de la cible. Elle offre
donc une grande liberte´ de configuration et peut facilement eˆtre adapte´e au signal de
battement.
En effet, le signal a` traiter est le signal de battement sb(t). La me´thode de range-
stacking de´crite dans l’annexe C ne´cessite la construction d’un signal de re´fe´rence s i(t, u) =
TF−1 [Si(ω, ku)] pour chaque position en distance (note´e yi dans l’annexe). Ce signal
n’est autre que le signal attendu pour une cible ponctuelle situe´e a` la position (Xc, yi).
De meˆme, nous construisons un signal de re´fe´rence repi(t, u) pour une position Zi selon
l’axe Oz qui est le signal de battement qui serait enregistre´ si la cible se re´duisait a` un
point de coordonne´es (Xc, Zi) :
repi(t, u) = p(t)p
∗
(
t− 2
c
√
(Xc − u)2 + (Zi −H)2
)
(IV.14)
Le de´veloppement de (IV.14) a` partir de l’expression (IV.5) donne :
repi(t, u) = exp
(

4pi
c
√
(Xc − u)2 + (Zi −H)2
(
fc − 2
c
α
√
(Xc − u)2 + (Zi −H)2 + 2αt
))
(IV.15)
La me´thode de range-stacking consiste a` re´aliser une ope´ration de filtrage adapte´ du
signal rec¸u sr(t, u) pour chaque case distance par l’interme´diaire du signal de re´fe´rence
si(t, u) (voir annexe C) :
f˜(x,Zi) =
∫
ku
∫
ω
S∗i (ω, ku)Sr(ω, ku) exp(kux)dkudω (IV.16)
Nous conside´rons sr(t, ku) et si(t, ku), les transforme´es de Fourier selon la variable u
respectivement du signal rec¸u par l’antenne sr(t, u) et du signal de re´fe´rence si(t, u),
pour une position Zi. En utilisant la relation de Parseval
2 dans l’e´quation (IV.16) et en
supposant que l’inte´gration suivant les fre´quences e´leve´es n’est pas borne´e, nous obtenons
une nouvelle expression pour l’estimation de la fonction spatiale en Zi :
f˜(x,Zi) =
∫
ku
[∫
t
s∗i (t, ku)sr(t, ku)dt
]
exp(kux)dku (IV.17)
Par construction, le produit p(t)p∗(t) est e´gal a` l’unite´ pour tout t. Nous pouvons donc
e´crire :
f˜(x,Zi) =
∫
ku
[∫
t
p(t)p∗(t)s∗i (t, ku)sr(t, ku)dt
]
exp(kux)dku (IV.18)
2Soient X(f) et Y (f) les transforme´es de Fourier respectives de x(t) et y(t). La relation de Parseval
donne l’e´galite´ suivante :
R +∞
−∞
x(t)y∗(t)dt =
R +∞
−∞
X(f)Y ∗(f)df
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Nous retrouvons alors les expressions du signal de battement et du signal de re´fe´rence
qui lui est associe´, exprime´s dans le plan (t, ku) :
f˜(x,Zi) =
∫
ku
[∫
t
repi(t, ku)s
∗
b(t, ku)dt
]
exp(kux)dku (IV.19)
En appliquant une nouvelle fois la relation de Parseval, nous retrouvons une estimation
de la fonction cible similaire a` celle de l’expression (IV.16) mais obtenue a` partir du signal
de battement et du signal de re´fe´rence associe´ :
f˜(x,Zi) =
∫
ku
[∫
ω
Repi(ω, ku)S
∗
b (ω, ku)dω
]
exp(kux)dku (IV.20)
L’image radar se construit en utilisant cette expression pour toutes les valeurs de
Zi ∈ [Zc − Z0;Zc + Z0]. L’utilisation du signal de battement dans la me´thode de range-
stacking (plutoˆt que le signal rec¸u) facilite l’acquisition. En effet, si le signal rec¸u devait
eˆtre e´chantillonne´, ceci ne´cessiterait une tre`s grande fre´quence d’e´chantillonnage (> 2B0)
alors que le signal de battement a` une fre´quence maximale qui de´pend de la distance
maximale a` la cible (voir section IV.2.2.3). Cette dernie`re e´quation montre que l’on obtient
une image radar 1D pour chaque case distance Zi en construisant une re´plique (ou signal
de re´fe´rence) calcule´e comme e´tant le signal de battement attendu pour une cible situe´e
en (Xc, Zi). Les transforme´es de Fourier 2D du signal de battement et de la re´plique sont
multiplie´s et les contributions pour chaque pulsation ω sont somme´es. L’image radar est
obtenue par transforme´e de Fourier inverse.
IV.2.2.3 Choix des parame`tres
Bande de fre´quence et re´solution Nous avons montre´ comment nous pouvions uti-
liser un signal e´mis de type FM-CW pour une application d’imagerie radar. Il convient
maintenant de de´finir les parame`tres de ce nouveau syste`me (bande spectrale, pe´riode du
signal) pour atteindre une bonne re´solution en distance en accord avec notre proble`me.
Compte tenu des dimensions des cibles et de l’application (e´valuation de gabarit), nous
allons chercher a` atteindre une re´solution en distance de 20 cm. Celle-ci est donne´e par
la bande spectrale occupe´e par le signal e´mis : 2B0. La re´solution en distance δz (voir
section I.2.1) est de l’ordre c4B0 .
Supposons une cible ponctuelle situe´e en (Xc, Zj). D’apre`s (IV.16), nous calculons son
image a` la case distance Zi :
f˜j(x,Zi) =
∫
ku
[∫
ω
S∗i (ω, ku)Sr(ω, ku)dω
]
exp(kux)dku (IV.21)
Dans l’annexe C, nous avons exprime´ la transforme´e de Fourier d’un signal a` modulation
sphe´rique de phase. Si nous prenons comme point de re´fe´rence, le point de coordonne´es
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(Xc, Zi), la transforme´e de Fourier du signal e´mis a la forme suivante :
Si(ω, ku) = P (ω) exp(−kuXc − 
√
4k2 − k2uZi) (IV.22)
et celle du signal rec¸u (provenant d’un point situe´ en (Xc, Zj) :
Sj(ω, ku) = P (ω) exp
(
−kuXc − 
√
4k2 − k2uZj
)
(IV.23)
Par conse´quent, l’expression (IV.21) se simplifie :
f˜j(x,Zi) =
∫
ku
[∫
ω
P ∗(ω)P (ω) exp(
√
4k2 − k2u(zi − zj))dω
]
exp(kux)dku (IV.24)
Pour un produit bande-temps d’acquisition (2B0tacquis) suffisamment grand, le spectre
du signal e´mis P (ω) peut eˆtre approche´ par une porte de longueur 2ω0 = 4piB0, centre´e
autour de la pulsation ωc = 2pifc. Notons A l’amplitude de cette porte :
f˜j(x,Zi) =
∫
ku
A2
[∫ ωc+ω0
ωc−ω0
exp(
√
4k2 − k2u(zi − zj))dω
]
exp(kux)dku (IV.25)
Si l’hypothe`se ku ( 2k est ve´rifie´e et si ωc > ω0, nous pouvons approcher la racine carre´e
par 2k : √
4k2 − k2u ≈ 2k (IV.26)
Dans ce cas, la relation (IV.25) peut s’e´crire comme le produit de deux inte´grales :
f˜j(x,Zi) = A
2
∫
ku
exp(kux)dku
∫ ωc+ω0
ωc−ω0
exp(2k(zi − zj))dω (IV.27)
La solution de chacune de ces deux inte´grales est un sinus cardinal. Si nous notons kumax et
kumin , les valeurs extre´males pour la fre´quence spatiale associe´e a` la variable u, l’expression
de f˜j(x,Zi) s’e´crit :
f˜j(x,Zi) = 2A
2 c exp
(

2(zi−zj)ωc
c
)
exp
(

x(kumin+kumax)
2
)
× · · ·
1
x sin
(
kumax−kumin
2 x
)
1
zi−zj
sin
(
2(zi−zj)ω0
c
)
(IV.28)
Cette expression met en e´vidence que la fonction image est maximale pour x = 0 et
zi = zj . Les sinus cardinaux qui apparaissent dans cette nouvelle expression permettent
d’e´valuer la re´solution selon les deux dimensions :
δx = 2pikumax−kumin
(IV.29)
δz = pic2ω0 =
c
4B0
(IV.30)
La fre´quence spatiale ku selon la dimension u se de´duit de la fre´quence temporelle
3 fτ (t, τ)
selon la variable τ (slow-time). Or, la phase φi(t, τ) de la contribution d’un point brillant
3nous avons ku = 2pifτ/V sachant que u = V τ
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i dans l’expression du signal rec¸u sr(t, τ) se de´duit des relations (IV.7) et (IV.5) :
φi(t, τ) = 2pifc
(
t− 2
c
Di(τ)
)
+ 2piα
(
t− 2
c
Di(τ)
)2
(IV.31)
Par de´finition, la fre´quence instantane´e associe´e au point i selon la dimension τ est la
de´rive´e de cette phase φi(t, τ) selon τ (modulo
1
2pi ) :
fτi(t, τ) =
1
2pi
∂φi(t, τ)
∂τ
=
2
λc
∂Di(τ)
∂τ
− 4α
c
∂Di(τ)
∂τ
(
t− 2Di(τ)
c
)
(IV.32)
Dans le premier terme de cette relation, nous reconnaissons l’expression de la fre´quence
Doppler pour un signal CW (e´quation (II.8)). L’e´quation (IV.32) se simplifie :
fτi(t, τ) =
2V cosαi(τ)
c
(
fc − 2α
(
t− 2Di(τ)
c
))
(IV.33)
Le terme 2α(t − 2Di(τ)/c) est e´quivalent a` une fre´quence de battement fb. E´tant donne´
la ge´ome´trie de la sce`ne, cette fre´quence est ne´gligeable vis a` vis de la fre´quence porteuse
fc (voir dans cette section, le paragraphe intitule´ La fre´quence d’e´chantillonnage du si-
gnal rec¸u). Par conse´quent, nous pouvons approcher les fre´quences spatiales minimale et
maximale a` partir de l’expression de la fre´quence Doppler dans le cas d’un signal CW (et
des ses valeurs extre´males). Pour kumax , cela correspond a` la position du point i a` Tmax
lorsqu’il rentre dans le lobe de l’antenne :
kumax =
2pifDoppler(Tmax)
V
=
4pi sin(αe + βH/2)
λc
(IV.34)
Pour kumin , le point sort du lobe de l’antenne a` Tmin :
kumin =
2pifDoppler(Tmin)
V
=
4pi sin(αe − βH/2)
λc
(IV.35)
A partir de (IV.29), nous retrouvons ainsi l’expression de la re´solution en azimut de´finie
pour notre premier syste`me imageur (section II.3.3.2) :
δx =
V
Bd
=
λc
4sin(βH/2)cos(αe)
(IV.36)
Toutefois, la ge´ome´trie de notre application, ne permet pas d’effectuer l’approximation
ku ( 2k. Nous pouvons alors nous faire une ide´e de la re´solution du syste`me en e´tudiant le
support spectral d’une cible selon les dimensions spatiales x et z. En effet, la transforme´e
de Fourier 2D de la contribution d’un point i peut s’exprimer en fonction de kx et kz :
Sri [kx(ω, ku), kz(ω, ku)] = P (ω) exp (−kx(ω, ku)Xi − kz(ω, ku)Zi) (IV.37)
avec : {
kx(ω, ku) = ku
kz(ω, ku) =
√
4k2 − k2u
(IV.38)
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La meilleure re´solution du signal de´crit par l’e´quation (IV.37) selon les deux dimensions
x et z de´pend de l’occupation spectrale du signal [Soumekh 1999]. Soient Bx et Bz les
deux bandes spectrales spatiales occupe´es pour une cible, les re´solutions selon x et z se
de´crivent avec : {
δx = 2piBx
δz = 2piBz
(IV.39)
La Figure IV.4 illustre l’aire occupe´e par le signal dans le plan (kx, kz) pour ω ∈ [ωc −
ω0;ωc + ω0] et ku ∈ [kumin ; kumax ] pour deux valeurs de l’angle d’e´le´vation : αe = 0◦ et
αe = 30
◦. Nous constatons que, pour une valeur ku donne´e, la bande occupe´e par kz est
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Fig. IV.4 – Support spectral pour une cible dans le plan (kx, kz), avec fc = 6.15 GHZ,
2B0 = 700 MHz et βH = 35
◦
constante et e´gale a` 2ω0c . En revanche, la bande occupe´e par ku de´pend de la valeur de
kz et de l’orientation de la balise radar
4. Nous pouvons alors conside´rer la re´solution en
distance δz de´crite par (IV.30) valide pour notre application. Quant a` la re´solution en
azimut δx, l’expression de´crite par (IV.36) est acceptable pour un angle d’e´le´vation αe nul
mais n’est pas valide pour αe non nul. Toutefois la re´solution δx obtenue pour un syste`me
CW (section II.3.3.2) et de´crite par (IV.36) est e´quivalente a` cinq fois la re´solution δz
recherche´e. Ainsi, la perte de re´solution en azimut due aux conditions d’application de ce
traitement est acceptable.
Cette e´tude montre que le choix de la bande de fre´quence fixe la re´solution en distance.
Pour une re´solution δz = 20 cm, nous avons besoin d’une bande de fre´quence de 2B0 =
750 MHz. Pour les simulations, nous avons choisi 2B0 = 700 MHz (δz = 21.4 cm).
La pe´riode du signal e´mis Le traitement propose´ et de´crit dans le paragraphe IV.2.2
est applique´ au signal de battement (voir relation (IV.9)). En supposant une cible ponc-
tuelle, la fre´quence du signal de battement, dans le cas d’une modulation en dent de scie,
4Si nous pouvions effectuer l’approximation ku $ 2k, l’occupation spectrale des Figures IV.4 se concre´-
tiserait par des rectangles Bx ×Bz
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est pre´sente´e sur la Figure IV.1. Sur une pe´riode, la fre´quence haute est pre´sente sur une
dure´e (∆t) courte devant celle de la fre´quence basse (Tp −∆t) a` condition de choisir la
valeur de Tp suffisamment grande devant la valeur ∆t. Cette dure´e ∆t correspond au
temps d’aller-retour de l’onde entre le radar et la cible. Sa valeur maximale est fonction
de la ge´ome´trie de la sce`ne et plus particulie`rement de la distance maximale a` laquelle
est vue la cible Dmax (Figure IV.2) :
∆tmax =
2Dmax
c
=
2H
c cos(αe + 0.5βH )
(IV.40)
A titre d’exemple, pour H = 5 m, αe = 30
◦ et βH = 35
◦, on obtient ∆tmax ≈ 0.05 µs.
La pe´riode du signal est donc choisie supe´rieure a` cette valeur. Ainsi, seule la fre´quence
basse est conside´re´e (relation (IV.3) : fb = 2α∆t. Mais une grande valeur de Tp limite
l’e´chantillonnage selon l’axe azimut puisque le pas d’e´chantillonnage le plus fin (un point
par pe´riode) pour cet axe est ∆τ = Tp. Donc la fre´quence maximale d’e´chantillonnage
est feτ = 1/Tp et doit satisfaire le crite`re de Shannon :
feτ ≥ 2fDoppler(Tmax) (IV.41)
ou` fDoppler(Tmax) est de´crite par :
fDoppler(Tmax) = 2
V sin(αe + 0.5βH)
λ
(IV.42)
Par conse´quent, Tp doit eˆtre choisi tel que :{
Tp >
2H
c cos(αe+0.5βH)
Tp <
λ
4V sin(αe+0.5βH)
(IV.43)
Pour des raisons technologiques (voir ci-apre`s), le choix de la valeur de Tp est choisie e´gale
a` 256 µs. Cette valeur est aussi utilise´e pour les simulations.
La fre´quence d’e´chantillonnage du signal rec¸u Puisque l’information ne´cessaire
au traitement du signal rec¸u pour obtenir la re´solution en distance est contenue dans
la fre´quence de battement, il est ne´cessaire que la fre´quence d’e´chantillonnage fe apre`s
de´modulation respecte la limite de Shannon :
fe > 2fbmax (IV.44)
La fre´quence de battement maximale est de´termine´e a` partir de la configuration suivante :
angle d’e´le´vation de l’antenne radar de 60◦, angle d’ouverture de l’antenne radar de 35◦
et position de l’antenne radar a` 5 m du sol. La fre´quence de battement maximale est alors
estime´e a` fbmax = 421 kHz.
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IV.2.3 Estimation de la re´plique
IV.2.3.1 Introduction
Comme pour le radar CW, l’e´tablissement du signal de re´fe´rence (ou de la re´plique),
requiert la connaissance de l’e´volution de la distance radar-point de re´fe´rence Drepi(τ)
pour chaque position Zi. La re´plique associe´e a` l’ordonne´e Zi s’e´crit alors :
repi(t, τ) = exp
(
2pi
2
c
Drepi(τ)
(
fc − 2
c
αDrepi(τ) + 2αt
))
(IV.45)
Dans notre configuration, la distance se´parant le radar de la cible est du meˆme ordre
de grandeur que les dimensions de la cible. Ceci ne´cessite donc l’utilisation d’un signal
de re´fe´rence diffe´rent pour chaque case hauteur (ou case distance). En supposant un
mouvement rectiligne et uniforme de la cible le long de l’axe Ox, l’estimation de la vitesse
V est suffisante pour construire la re´plique avec :
Drepi(τ) =
√
(Xc + V τ)2 + (H − Zi)2 (IV.46)
C’est l’approche adopte´e pour le syste`me radar CW e´tudie´ (section II.5) et pour lequel
l’information de distance n’est pas accessible.
Nous envisageons dans ce nouveau syste`me une seconde approche consistant a` e´va-
luer l’e´volution de la distance radar-cible. En effet, les syste`mes ISAR utilise´s pour des
cibles non coope´ratives sont aussi confronte´s au proble`me d’e´valuation du mouvement de
la cible. Certaines me´thodes (range tracking) effectuent une estimation grossie`re de la
distance radar-cible D˜ref (τ) afin de maintenir les points re´flecteurs dans la meˆme case
distance pendant toute la dure´e de l’acquisition [Chen 1980]. Nous pouvons mettre a`
profit cette me´thode pour estimer une distance radar-point de re´fe´rence D˜ref (τ) et en de´-
duire les autres distances Drepi(τ) ne´cessaires a` la construction du signal de re´fe´rence. En
effet, la distance e´value´e D˜ref (τ) correspond vraisemblablement a` l’e´volution d’un point
de re´fe´rence de la cible (maximum d’amplitude ou moyenne). En estimant la position
en hauteur, Zref , du point de re´fe´rence associe´, comme e´tant le minimum de la fonction
D˜ref (τ), nous pouvons reconstruire les distances de re´fe´rence associe´es aux diffe´rents Zi
par la relation suivante :
D2repi(τ) = D
2
ref − (H − Zref )2 + (H − Zi)2 (IV.47)
Notre me´thode consiste donc a` e´valuer une distance radar-point de re´fe´rence pour en
de´duire toutes les distances Drepi(τ) associe´es aux hauteurs Zi par la relation (IV.47).
IV.2.3.2 Estimation de la vitesse
Nous rappelons l’hypothe`se utilise´e pour estimer la vitesse d’un ve´hicule : le maxi-
mum d’amplitude du signal est associe´ au passage en t = t0 dans l’axe radioe´lectrique
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de l’antenne d’un point pre´ponde´rant et la fre´quence instantane´e visible finsti(t0) a` cet
instant est associe´e a` ce meˆme point. Selon cette hypothe`se, nous pouvons de´duire la
vitesse du ve´hicule a` partir d’une estimation de cette fre´quence instantane´e :
V =
λcfinsti(t0)
2 sin(αe)
(IV.48)
La fre´quence instantane´e fτi associe´e a` un point i selon la dimension slow-time τ du
signal de battement sb(t, τ) est identique a` celle du signal rec¸u sr(t, τ), exprime´e dans
la relation (IV.33). Le deuxie`me terme est ne´gligeable5 et l’expression de cette fre´quence
instantane´e s’approche de l’expression de la fre´quence Doppler dans le cas d’un signal
radar CW :
fτi ≈
2V cosαi(τ)
λc
(IV.49)
Par conse´quent, nous pouvons envisager d’utiliser la me´thode d’estimation de la vitesse
de´veloppe´e dans la section II.5 sur le signal de battement sb(t, τ).
IV.2.3.3 Estimation de la distance radar-cible
Interpre´tation du signal de battement Dans la section IV.2.2.1, nous avons vu
que la transforme´e de Fourier note´e Sb(ω, u) selon la dimension fast-time t du signal de
battement sb(t, u), nous informe sur l’e´volution de la distance radar-points brillants. Pour
le radar situe´ a` l’abscisse u (a` l’instant τ), une cible ponctuelle i distante de Di(u) du
radar se de´tecte dans le spectre du signal de battement Sb(ω, u) par un pic d’amplitude a`
la fre´quence fb(u) = 2α
2Di(u)
c . Par conse´quent, nous pouvons conside´rer ce signal comme
e´quivalent au signal rec¸u compresse´ en distance. Ainsi, nous conside´rons que les compo-
santes spectrales de Sb(ω, u) sont proportionnelles a` un retard ∆t qui est lui-meˆme associe´
a` une distance d radar-cible telle que :
d =
c
2
∆t =
c
2
1
2α
f (IV.50)
Nous de´finissons le signal compresse´ en distance par un changement d’e´chelle du spectre
du signal de battement de´duit de la relation (IV.50) :
sc(d, u) ≡ Sb (ω, u)∣∣ω= 8piαd
c
(IV.51)
Pour illustrer ce changement d’e´chelle, nous pre´sentons sur la Figure IV.5 le module
du spectre du signal de battement |Sb(f, τ)| (respectivement |sc(d, τ)|) en fonction de f
(respectivement d) pour une cible constitue´e de quatre points brillants.
Un des principes d’estimation de l’e´volution de la distance radar-cible utilise´ en range
tracking [Chen 1980] est la mesure du de´calage en distance entre chacun des signaux
5Ce deuxie`me terme de l’expression (IV.33) est un produit entre le taux de variation 2α et une diffe´rence
temporelle. Celle-ci peut eˆtre re´duite au maximum en choisissant le point de mesure de cette fre´quence
instantane´e a` un instant t correspondant a` une estimation du temps d’aller-retour moyen (calcule´ au
centre de la zone a` imager).
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Fig. IV.5 – Interpre´tation du module du spectre du signal de battement
compresse´s. Ce de´calage est e´value´ pour diffe´rentes valeurs de slow-time τ a` partir de la
fonction d’intercorre´lation entre deux signaux provenant des e´chantillons m et n :
Cm,n(r) =
∫ +∞
−∞
sc(d, τm)sc(d− r, τn)dd (IV.52)
Si la distance globale entre le radar et la cible a varie´ de ∆dm,n pendant l’intervalle de
temps (τn − τm), alors sc(d, τn) ≈ sc(d + ∆dm,n, τm). Par conse´quent, selon l’ine´galite´ de
Schwartz, la fonction Cm,n(r) pre´sente un maximum pour r = ∆dm,n. Cette ope´ration
permet de connaˆıtre l’e´cart en distance entre deux e´chantillons de donne´es6. Pour notre
exemple, nous e´valuons la distance radar-point de re´fe´rence pour le premier e´chantillon
(c’est-a`-dire en τ1) : la position selon d du pic de plus forte amplitude pour le signal
sc(d, τ1) est choisie comme distance initiale de re´fe´rence D˜ref (τ1) (Figure IV.6). Nous
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Fig. IV.6 – Choix de la distance de re´fe´rence en τ1
estimons alors, pour tout τn, la distance de re´fe´rence D˜ref (τn) a` partir de D˜ref (τ1) et de
6Nous appelons e´chantillon un signal compresse´ en distance pour une position u (ou un instant τ ).
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la position ∆d1,n du maximum de la fonction C1,n(r) :
D˜ref (τn) = D˜ref (τ1) + ∆d1,j (IV.53)
A partir de l’exemple des quatre points brillants dont le signal compresse´ en distance est
pre´sente´ sur la Figure IV.5, nous e´valuons la distance radar-point de re´fe´rence en utilisant
la me´thode que nous venons de pre´senter (par une se´rie d’intercorre´lation). Le re´sultat
est illustre´ sur la Figure IV.7 par la courbe en bleu. La pre´sence simultane´e de plusieurs
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Fig. IV.7 – Distance de re´fe´rence e´value´e
points brillants a pour conse´quence sur l’estimation de cette distance de re´fe´rence, des
discontinuite´s de la courbe. En effet, l’e´valuation de la distance de re´fe´rence est donne´e par
la pre´ponde´rance d’une des quatre courbes distance (entre un point i et le radar) que l’on
observe sur la repre´sentation du signal compresse´ sc(d, τ). Mais cette pre´ponde´rance peut
passer d’une courbe a` une autre au cours de l’acquisition : ceci explique les discontinuite´s
observe´es sur la distance de re´fe´rence e´value´e (en bleu) sur la Figure IV.7.
Nous supposons cette e´valuation de la distance entache´e d’erreur et nous proposons
dans la section suivante une estimation de la distance de re´fe´rence, respectant sa formu-
lation analytique (relation IV.46) qui minimise l’erreur quadratique.
Estimation de la courbe distance par re´gression line´aire au sens des moindres
carre´s L’e´valuation D˜ref (τn) se fait sur un nombre N limite´ d’e´chantillons (n = 1, . . . ,N)
pre´sentant un niveau d’e´nergie suffisant pour l’estimation de D˜ref (τn). Nous cherchons
alors la fonction analytique de cette distance en fonction des valeurs estime´es Drefn =
D˜ref (τn).
Selon l’hypothe`se d’un mouvement rectiligne et uniforme, l’e´quation (IV.46) de´crit
n’importe quelle fonction distance. Les diffe´rentes valeurs de distances estime´es Drefn
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doivent satisfaire le syste`me d’e´quations suivant :

Dref1 =
√
(Xc − V τ1)2 + (H − Zref )2
Dref2 =
√
(Xc − V τ2)2 + (H − Zref )2
...
Drefn =
√
(Xc − V τn)2 + (H − Zref )2
...
DrefN =
√
(Xc − V τN )2 + (H − Zref )2
(IV.54)
Nous ramenons ce syste`me d’e´quations a` un syste`me line´aire en e´levant au carre´ la dis-
tance7. Le nouveau syste`me d’e´quations s’e´crit alors :

D2ref1 = X
2
c + (H − Zref )2 − 2V Xc τ1 + V 2 τ21
D2ref2 = X
2
c + (H − Zref )2 − 2V Xc τ2 + V 2 τ22
...
D2refn = X
2
c + (H − Zref )2 − 2V Xc τn + V 2 τ2n
...
D2refN = X
2
c + (H − Zref )2 − 2V Xc τN + V 2 τ2N
(IV.55)
Cette description peut se formuler de manie`re matricielle. Soit la matrice Mτ de dimension
N × 3 de´crite a` partir des valeurs des τj :
Mτ =


1 τ1 τ
2
1
1 τ2 τ
2
2
... ... ...
1 τn τ
2
n
... ... ...
1 τN τ
2
N


(IV.56)
Soit D2 le vecteur colonne de dimension N × 1 regroupant l’ensemble des carre´s des
distances estime´es D2refn :
D2 =


D2ref1
D2ref2
...
D2refn
...
D2refN


(IV.57)
et p le vecteur des parame`tres inconnus tel que l’on puisse e´crire le syste`me d’e´quations
sous la forme :
Mτ .p = D2 (IV.58)
Le vecteur p s’e´crit alors :
p =

X2c + (H − Zref )2−2V Xc
V 2

 (IV.59)
7Cette ope´ration n’ajoute pas d’ambigu¨ıte´ au syste`me puisqu’une distance est toujours positive.
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Dans ce syste`me d’e´quations, les valeurs Xc, V et Zref sont inconnues. Ce syste`me pre´-
sente plus d’e´quations que d’inconnues. Nous supposons alors que l’estimation du carre´
de la distance est entache´e d’erreurs (1n) :
D˜2refn =
[
X2c + (H − Zref )2 − 2V Xcτn + V 2τ2n
]
+ 1n (IV.60)
Le syste`me a maintenant une infinite´ de solutions. Nous cherchons celle qui minimise
l’erreur quadratique de´finie par
∑
n 1
2
n. Le vecteur optimal p˜ qui minimise cette erreur
quadratique, s’obtient par la formulation suivante (me´thode de re´gression line´aire au sens
des moindres carre´s [Krickeberg 1996]) :
p˜ = (MTτ Mτ )
−1MTτ D2 (IV.61)
Nous pouvons alors e´valuer l’e´volution de la distance de re´fe´rence D˜ref (τ) quelque soit
la base de temps τ avec :
D˜ref (τ) =
√
Mτ .p˜ (IV.62)
Ainsi, nous estimons la distance radar-point de re´fe´rence s’e´crivant sous la formulation
ge´ne´rale d’une distance radar-point brillant (relation (IV.46)). Le re´sultat obtenu a` partir
de l’exemple de quatre points brillants est illustre´ en rouge sur la Figure IV.7. La hauteur
de re´fe´rence Zref est e´value´e a` partir du minimum de la fonction distance Dref (τ). A
partir de cette estimation et en utilisant la relation (IV.47), nous calculons la phase de
la re´plique en diffe´rentes hauteurs.
IV.2.4 Exemples
Pour illustrer le traitement d’imagerie radar propose´ pour un signal module´ en fre´-
quence, nous pre´sentons plusieurs exemples d’images radar obtenues par simulations. Ces
premiers exemples utilisent le mode`le de points brillants pour construire le signal (voir
section II.3.2.2). Pour mesurer l’efficacite´ de la focalisation en distance, nous utilisons les
configurations ge´ome´trique et syste`me pre´sente´es dans la section II.4.3, c’est-a`-dire :
αe 30
◦ (et 0◦ pour l’exemple n◦2)
βH 35
◦
V 13 m.s−1
H 5 m
fc 6.15 GHz
2B0 700 MHz
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Exemple 1
La premie`re simulation est re´alise´e pour deux points brillants situe´s initialement aux
coordonne´es suivantes :
point 1 point 2
x1 = 0.0 x2 = −1.0
y1 = 0.0 y2 = 0.0
z1 = 0.5 z2 = 1.5
L’image (Figure IV.8(a)) issue de notre traitement montre tre`s nettement ces deux
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Fig. IV.8 – Images SAR (exemple 1)
points, localise´s tre`s pre´cise´ment a` la position attendue. Nous pouvons comparer cette
image a` celle de la Figure II.13(a) re´alise´e pour la meˆme configuration avec le radar CW :
les traces geˆnantes pour l’interpre´tation n’existent plus. La Figure IV.8(b) illustre le
phe´nome`ne de focalisation dans l’axe distance (a` comparer avec la Figure II.13(b)).
Exemple 2
Dans l’exemple 2 de la section II.4.3, nous pre´sentons le cas d’un unique point brillant
sous une antenne dirige´e vers le sol afin d’e´tudier la re´solution en azimut. Nous e´valuons
cette re´solution dans la section IV.2.2.3 a` 20 cm. Conside´rons alors un angle d’e´le´vation
nul pour l’antenne et un point situe´ au centre de la zone a` imager et a` 1 m du sol. L’image
radar obtenue avec le syste`me FM-CW est repre´sente´e sur la Figure IV.9(a). La Figure
IV.9(b) repre´sente la re´ponse du point selon l’axe distance pour x = 0. Sur cette image
nous mettons en e´vidence la re´solution du syste`me suivant (Oz) en indiquant la largeur
du lobe principal a` la moitie´ de son amplitude maximale (mi-puissance). Nous retrouvons
le re´sultat the´orique : δx = 20 cm.
De meˆme, nous approchons la re´solution en azimut pour un angle d’e´le´vation nul
(relation (IV.36)) : δx = λc4 sin(βH/2) . Pour un angle d’ouverture de 35
◦, cette re´solution
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Fig. IV.9 – Re´solution en distance et en azimut
est estime´e a` 4 cm. La Figure IV.9(c) repre´sente la re´ponse du point de la Figure IV.9(a)
dans l’axe azimut pour z = 1. La largeur du lobe principal, indique une re´solution en
azimut sur l’image de 4 cm environ. Ainsi, l’approximation re´alise´e pour l’estimation de
la re´solution en azimut est valide.
Exemple 3
Dans l’exemple 3 de la section II.4.3, nous mesurons la distance critique8 entre deux
points pour une image non-focalise´e en distance et une antenne radar incline´e a` 30◦.
L’exemple propose´ pour le radar CW est de´crit a` partir de la position de ces deux points :
point 1 point 2
x1 = 0.0000 x2 = 0.3226
y1 = 0.0000 y2 = 0.0000
z1 = 1.0000 z2 = 1.2365
Sur la Figure IV.10(a), les points sont ici facilement dissociables et localisables. Toutefois,
il existe aussi une distance critique pour le syste`me FM-CW. La direction offrant le
moins de re´solution pour un point brillant sur une image radar est donne´e par l’axe
radioe´lectrique de l’antenne. L’image d’une cible constitue´e de deux points distants de
20 cm dans la direction de l’antenne (formant un angle de 30◦ avec l’axe vertical) est
8La distance critique est la distance entre deux points a` partir de laquelle il devient impossible de
dissocier les points
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Fig. IV.10 – Re´solution en distance (2)
pre´sente´e sur la Figure IV.10(b) avec :
point 1 point 2
x1 = 0.0000 x2 = 0.1000
y1 = 0.0000 y2 = 0.0000
z1 = 1.0000 z2 = 1.1732
Il est alors impossible de dissocier les deux points sur l’image. Si cette distance est aug-
mente´e de 2 cm (Figure IV.10(c)), avec :
point 1 point 2
x1 = 0.0000 x2 = 0.1100
y1 = 0.0000 y2 = 0.0000
z1 = 1.0000 z2 = 1.1905
nous pouvons alors de´celer deux maxima sur l’image (Figure IV.10(c)).
Exemple 4
Dans le chapitre II, nous notons que deux points de meˆme re´flectivite´ mais situe´s a` des
hauteurs diffe´rentes peuvent apparaˆıtre avec une amplitude diffe´rente sur l’image radar.
Ceci reste vrai pour le traitement focalise´. La Figure IV.11 illustre pour ce traitement,
l’image radar de deux points de meˆme re´flectivite´ et meˆme abscisse mais de hauteur
diffe´rente :
point 1 point 2
x1 = −1.0 x2 = −1.0
y1 = 0.0 y2 = 0.0
z1 = 0.5 z2 = 3.0
La constatation faite pour le traitement radar CW se retrouve sur la Figure IV.11.
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Fig. IV.11 – Image radar 2D deux points brillants de meˆme abscisse et pre´sentant une
amplitude diffe´rente sur l’image
L’explication de la diffe´rence des amplitudes des points brillants est identique : un point
situe´ pre`s de l’antenne est e´claire´ moins longtemps par celle-ci et apporte moins d’e´nergie
a` sa reconstruction (focalisation) sur l’image qu’un point au sol vu plus longuement par
l’antenne.
Exemple 5
En dernier lieu, nous mode´lisons un ve´hicule par un ensemble de points brillants situe´s
sur les areˆtes. Le meˆme mode`le est utilise´ pour ce traitement focalise´ (Figure IV.12(a)).
Nous retrouvons sur l’image SAR, les six points utilise´s pour de´crire le ve´hicule, localise´s
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(a) Image SAR de 6 points brillants
pour Tp = 256µs
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Fig. IV.12 – Image SAR d’un ve´hicule mode´lise´ par un ensemble de points brillants
en azimut et en distance : l’image est nette et sans ambiguı¨te´. Une autre image est re´alise´e
pour la meˆme cible mais en modifiant la pe´riode Tp du signal : Tp = 2.5 ms (au lieu de
Tp = 256 µs). Cet exemple illustre l’image qui re´sulte d’un sous-e´chantillonnage selon
l’axe slow-time duˆ a` une valeur trop grande pour Tp. En effet, la valeur de la fre´quence
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Doppler s’exprime avec (relation (IV.42)) :
fDoppler(Tmax) =
2V sin(αe + 0.5βH)
λc
Dans la configuration adopte´e, le re´sultat de cette e´quation est fDoppler(Tmax) ≈ 393 Hz.
Or, pour cet exemple, la fre´quence d’e´chantillonnage selon la variable τ est feτ = 1/Tp =
400Hz, ce qui ne satisfait pas la condition de´crite par IV.41. Ce non-respect de la condi-
tion d’e´chantillonnage se de´tecte sur l’image IV.12(b) par l’apparition de traces par re-
pliements de spectre.
IV.3 Validation par la simulation
Dans l’e´tude du premier syste`me imageur (a` partir d’un signal CW), nous avons
obtenu des images radar d’objets de re´fe´rence ou de cibles plus complexes a` partir des
signaux provenant de simulations e´lectromagne´tiques. Ainsi ces simulations, proches de
la re´alite´, nous ont renseigne´ sur l’aspect final des images radar. De meˆme, nous avons
pu e´tudier l’influence des diffe´rents parame`tres ge´ome´triques ou physiques et leur erreur
d’estimation sur la qualite´ de l’image. Nous re´ite´rons cette e´tude pour un signal radar
FM-CW. Le meˆme simulateur e´lectromagne´tique, pre´sente´ dans la section III.2.2, est
utilise´. Nous de´crivons l’utilisation qui est faite du simulateur e´lectromagne´tique pour
reproduire l’e´cho d’un signal FM-CW. Ensuite, nous pre´sentons brie`vement les re´sultats
obtenus pour les cibles utilise´es dans la section III.3.
IV.3.1 Ge´ne´ration du signal rec¸u pour un signal FM-CW par la simu-
lation
IV.3.1.1 Notion de re´ponse fre´quentielle
Notre simulateur donne la re´ponse d’une cible en fonction de sa position (vis a` vis
de l’antenne) et pour une certaine fre´quence de travail. Nous conside´rons donc une confi-
guration monostatique et le mouvement est cre´e´ par le de´placement de l’antenne radar
au-dessus de la cible. Cet effet de de´placement line´aire s’obtient en calculant la re´ponse
de la cible pour diffe´rentes positions de l’antenne le long de l’axe Ox. L’e´cart constant
entre deux positions de l’antenne traduit un de´placement uniforme. A la diffe´rence des
premie`res simulations, le signal e´mis n’est plus monochromatique. Nous devons simu-
ler pour chaque position de l’antenne, l’e´mission d’un signal a` modulation line´aire de la
fre´quence. Le simulateur offre la possibilite´ de calculer la re´ponse de la cible pour plu-
sieurs fre´quences. Concre`tement, en sortie du simulateur, nous obtenons une matrice 2D
[Nbazim × Nbfreq], ou` Nbazim est le nombre d’e´chantillons en azimut et Nbfreq est le
nombre de points en fre´quence. La re´ponse calcule´e a` la position u du radar et pour la
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fre´quence f s’e´crit :
sf (f, u) =
∫
cible
G(x− u, y, z)2f(x, y, z) exp
(
−4pif
c
√
(x− u)2 + y2 + z2
)
dxdydz
(IV.63)
Pour une cible constitue´e d’un ensemble de points brillants i, cette expression prend une
forme de´ja` rencontre´e (voir relation II.3) :
sf (ω, u) =
∑
i
G(xi − u, yi, zi)2 exp
(
−2ω
c
√
(xi − u)2 + y2i + z2i
)
(IV.64)
Pour retrouver la re´ponse en fre´quence de l’e´cho de la cible pour un signal e´mis p(t), ce
signal sf(ω, u) doit eˆtre ponde´re´ en amplitude et en phase par les coefficients du spectre
du signal e´mis P (ω). Nous retrouvons ainsi la transforme´e de Fourier selon la variable t
du signal rec¸u :
Sr(ω, u) = P (ω)
∑
i
G(xi − u, yi, zi)2 exp
(
−2ω
c
√
(xi − u)2 + y2i + z2i
)
(IV.65)
Sr(ω, u) = P (ω)sf (ω, u) (IV.66)
Ainsi, a` partir du spectre P (ω) du signal e´mis, nous retrouvons Sr(ω, u). Les fre´quences
pour lesquelles est calcule´ le signal sf (ω, u) sont choisies re´gulie`rement espace´es et cou-
vrant la bande [fc−B0; fc +B0] (support spectral du signal e´mis). Enfin, une transforme´e
de Fourier inverse permet de retrouver le signal temporel sr(t, u).
IV.3.1.2 Modification de la polarisation
Dans la section III.2.6, nous avons introduit dans les simulations la polarisation cir-
culaire de l’antenne puisque le syste`me initial de te´le´pe´age est constitue´ d’antennes a`
polarisation circulaire. Le prototype que nous envisageons de re´aliser est a` polarisation
line´aire. En effet, les antennes choisies sont des dipoˆles double face dont la re´alisation
est simple et qui ont l’avantage de pouvoir couvrir une large bande de fre´quence 9 (voir
section IV.4.1). Par conse´quent, nous modifions le simulateur pour qu’il prenne en compte
une polarisation line´aire (H et V). La diffe´rence avec les premie`res simulations est la nou-
velle expression du vecteur complexe (h.eˆa) lie´ a` l’antenne. Pour les deux polarisations
line´aires H et V, ce vecteur s’e´crit ([Lo 1988]) :
h.eˆa = CE(θ) cos(φ) θˆ − CH(θ) sin(φ) φˆ (polarisation V) (IV.67)
h.eˆa = CE(θ) cos(φ) θˆ + CH(θ) sin(φ) φˆ (polarisation H) (IV.68)
9Ce type d’antenne peut fonctionner sur une largeur de bande 2B0 supe´rieure a` 30% de la fre´quence
centrale.
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Par conse´quent, la nouvelle expression du champ incident pour ces deux polarisations a
la forme suivante :
−→
EiV (
−→r ) = A0
(
CE(θ) cos(φ) θˆ − CH(θ) sin(φ) φˆ
)√
Z
e−ksˆi.
−→r
r
(IV.69)
−→
EiH(
−→r ) = A0
(
CE(θ) cos(φ) θˆ + CH(θ) sin(φ) φˆ
)√
Z
e−ksˆi.
−→r
r
(IV.70)
Cette nouvelle expression pour le vecteur h.eˆa de´crivant l’antenne est e´galement utilise´e
pour le calcul de la tension en sortie de l’antenne dans l’expression (III.34) :
V =
−→
Ed.h.eˆ∗a (IV.71)
Cette modification offre au simulateur la possibilite´ de tester diffe´rentes polarisations
line´aires : copolarisation (HH et VV) et polarisation croise´e (HV et VH).
IV.3.2 Images d’objets de re´fe´rence
Pour illustrer l’ame´lioration apporte´e a` l’image par la modulation du signal, nous pre´-
sentons des images obtenues pour les meˆme cibles de re´fe´rences utilise´es dans la section
III.3 mais a` partir du signal module´. Nous ajoutons simplement un plan incline´ dont la
normale est paralle`le a` l’axe radioe´lectrique de l’antenne. Cette cible repre´sente typique-
ment l’objet geˆnant l’interpre´tation de l’image dans le cas d’un signal radar CW. Enfin,
des mode`les de ve´hicules sont aussi utilise´s pour simuler le type d’images attendues pour
des signaux expe´rimentaux.
Dans ces simulations, afin de limiter le temps de calcul, le nombre de points en fre´-
quence est fixe´ a` Nbfreq = 200. Par conse´quent, le pas en fre´quence ∆f (=
2B0
Nbfreq−1
) im-
pose une pe´riodicite´ au signal Tf infe´rieure a` la pe´riode Tp (section IV.2.2.3) : Tf =
1
∆f ≈
0.29 µs. Toutefois, cette pe´riode Tf re´pond tout de meˆme aux exigences retenues pour
le choix de la pe´riode (voir relation (IV.43)). De plus, on ve´rifie bien que la pe´riode Tf
est supe´rieure au temps maximal d’aller-retour de l’onde ∆tmax. De meˆme, la distance
parcourue par les cibles est fixe´e a` 2L = 12 m et le nombre de points d’acquisition e´gal
a` Nbazim = 1024. Nous supposons qu’entre deux positions successives du radar, il s’est
e´coule´ une dure´e (k Tf ), avec k ∈ Z et tel que (k Tf ) soit approximativement e´gal a` la
pe´riode Tp du signal. Ceci fixe la vitesse du ve´hicule : V =
2L
(Nbazim−1)kTf
≈ 45.8 m.s−1
(≈ 165 km.h−1). Cette vitesse est largement supe´rieure aux vitesses attendues : l’e´chan-
tillonnage en azimut pour ces simulations est donc grossier par rapport a` celui attendu
en pratique.
Compte tenu de l’e´chantillonnage fixe´ pour les simulations, les signaux ainsi ge´ne´re´s
reproduisent l’e´cho d’un signal FM-CW occupant la bande 2B0 sur une pe´riode Tf (avec
Tf respectant les crite`res pour la pe´riode du signal), et un pas d’e´chantillonnage en azimut
de ∆τ ≈ 256 µs. Le tableau IV.1 re´capitule les valeurs des parame`tres utilise´es pour la
simulation nume´rique.
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angle d’e´le´vation αe 30
◦
angle d’ouverture βH 35
◦
position en hauteur du radar H 5 m
distance parcourue 2L 12 m
vitesse de la cible V 165 km.h−1
fre´quence porteuse fc 6.15 GHz
support spectral 2B0 700 MHz
taux de variation 2α 2.46.1015
pas d’e´chantillonnage (slow-time) ∆τ 256 µs
Tab. IV.1 – Parame`tres de configuration pour les simulations
IV.3.2.1 La sphe`re
Pour tester la validite´ de notre simulateur e´lectromagne´tique a` simuler un signal FM-
CW, nous utilisons comme cible la meˆme sphe`re de diame`tre 30 cm que dans la section
III.3.1.1. Dans le cas du signal FM-CW, l’image obtenue sans prendre en compte la
re´flexion sur le sol est illustre´e sur la Figure IV.13(a). La sphe`re apparaˆıt sur l’image
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Fig. IV.13 – Image radar d’une sphe`re a` partir d’un signal FM-CW simule´ par une
me´thode base´e sur l’optique physique
comme un point de focalisation. Seul son point de re´flexion spe´culaire est visible. Le reste
de la cible apporte peu de contribution a` l’image. Nous notons e´galement que des traces
sont pre´sentes de part et d’autres de la cible mais d’amplitude tre`s faible par rapport a`
celles observe´es pour des signaux CW (voir Figure III.9(a)).
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Pour montrer l’influence du sol sur les images SAR pour un signal FM-CW, la Figure
IV.13(b) pre´sente l’image radar de la sphe`re pour laquelle l’effet du sol est pris en compte.
Un e´cho de la cible est visible sous le niveau du sol comme nous l’avions observe´ dans le
cas d’un signal CW. Un autre est pre´sent proche du niveau du sol. Ces deux e´chos ont des
niveaux d’amplitude faibles compare´s a` celui de la cible. Nous confirmons bien la prise
en compte de la re´flexion par le sol dans la construction du signal re´trodiffuse´.
IV.3.2.2 L’areˆte
Dans les simulations pre´ce´dentes, type points brillants , nous conside´rons que toute
cible peut eˆtre mode´lise´e par des points brillants situe´s sur les principales areˆtes de la
cible. Pour appuyer cette hypothe`se nous re´alisons l’image d’une cible constitue´e de deux
plaques me´talliques juxtapose´es, comme dans la section III.3.1.2. Pour cette cible, nous
comparons les quatre combinaisons de polarisations possibles pour le signal (Figures
IV.14).
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Fig. IV.14 – Image radar d’une areˆte a` partir d’un signal FM-CW pour diffe´rentes pola-
risations
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Les deux images en polarisations croise´e sont identiques : les points de diffraction sont
difficiles a` discerner. Elles informent davantage sur la forme globale de l’objet (surface
des deux plaques) que sur la localisation pre´cise des points de diffraction. Nous pre´cisons
e´galement que le niveau d’amplitude de ces images est nettement infe´rieur a` celui des
images en co-polarisation (un facteur de 500 entre les images en polarisation croise´e et les
images en co-polarisation). Ces dernie`res images mettent en e´vidence le principal point
de diffraction ainsi que les deux extre´mite´s des plaques. Nous notons que l’amplitude des
points de focalisation sur l’image est supe´rieure dans le cas d’une polarisation HH que
dans le cas d’une polarisation VV.
IV.3.2.3 Un plan incline´
Le premier syste`me imageur utilisant le signal CW ge´ne´re´ par le syste`me de te´le´pe´age
a e´te´ mis en difficulte´ face a` certaines ge´ome´tries. La plus importune de ces ge´ome´tries
est un plan incline´ dont la normale est paralle`le a` l’axe radioe´lectrique de l’antenne. Il
est inte´ressant de connaˆıtre le comportement de notre nouveau syste`me face a` ce type
de cible. Nous conside´rons une plaque me´tallique rectangulaire de longueur 1 m et de
largeur 0.5 m. Celle-ci forme un angle de 30◦ avec l’axe horizontal Ox (Figure IV.15).
30◦
30◦
60 cm
SOL
antenne radar
1 m
−→
V
Fig. IV.15 – sche´ma de´crivant la sce`ne
Dans un premier temps, nous affichons sur la Figure IV.16(a) l’effet de´sastreux sur
l’image radar que produit une telle cible pour un signal non module´. Cette image de´voile
une large trace dont l’e´nergie est plus importante au niveau du sol alors que la cible est
place´e a` 60 cm du sol.
Nous comparons cette image a` celle obtenue pour un signal FM-CW (Figure IV.16(b)).
Sur cette image, nous retrouvons tre`s nettement la forme de la cible. Ce re´sultat montre
que les principales formes ge´ome´triques re´dhibitoires dans le cas d’un signal CW sont
bien maˆıtrise´es avec un signal FM-CW.
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Fig. IV.16 – Images radar d’un plan incline´ dans l’axe de l’antenne pour un signal avec
ou sans modulation
IV.3.3 E´tude qualitative des images radar
IV.3.3.1 Images radar de ve´hicules
Apre`s l’e´tude d’images SAR pour des objets de re´fe´rence, nous nous attachons a`
l’e´tude d’images de cibles plus re´alistes afin d’avoir une ide´e du type d’images attendues.
Les deux mode´lisations de ve´hicules (voiture et camion) utilise´es pour les simulations
e´lectromagne´tiques du premier syste`me imageur sont modifie´es pour prendre en compte
l’effet du pare-brise. Pour chacun des ve´hicules, une plaque a` l’emplacement du pare-
brise est ajoute´e. C’est le seul e´le´ment du mode`le de ve´hicule qui n’est pas me´tallique.
Son comportement vis a` vis d’une onde e´lectromagne´tique est re´gi par son impe´dance de
surface ηs =
√
µr
0r
. A partir d’une e´tude mene´e pour e´valuer la permittivite´ des mate´riaux
a` 5.8 GHz [Cuin˜as 2000] et en approchant la perme´abilite´ relative a` 1 (µr = 1), nous
approchons l’impe´dance de surface du verre par :
ηs ≈ 0.4035 + 0.0357
Cette valeur d’impe´dance relative permet de caracte´riser le pare-brise.
Les images obtenues pour la voiture de tourisme pour les deux co-polarisation sont
pre´sente´es sur les Figures IV.17(a) et IV.17(b). Dans les deux cas, le gabarit du ve´hicule
se dessine distinctement. Les deux images laissent paraˆıtre les principaux points de dif-
fraction. Elles se diffe´rencient par la re´ponse de la partie avant du ve´hicule : sur l’une
(Figure IV.17(a)) les contours entre chaque point diffractant se devinent, alors que l’autre
(Figure IV.17(b)) pre´sente exclusivement les points sur les areˆtes. Le mode`le utilise´ pour
la simulation pre´sente une hauteur de 1.6 m et une longueur de 4.7 m. A partir de ces
images nous e´valuons la hauteur du ve´hicule a` 1.6 m et sa longueur a` 4.5 m.
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Fig. IV.17 – Images radar de la voiture de tourisme
Les images obtenues pour le deuxie`me ve´hicule (camion) sont illustre´es sur les Fi-
gures IV.18(a) et IV.18(b) pour les deux co-polarisations (HH et VV). Ces images radar
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Fig. IV.18 – Images radar du camion
montrent clairement la forme globale du camion sans ambiguı¨te´. A partir de cette image
nous pouvons e´valuer la hauteur du camion a` 2.45 m et la longueur a` 4.9 m. Ces valeurs
sont a` comparer aux dimensions utilise´es pour le mode`le qui sont de 2.4 m pour la hauteur
et de 5.0 m pour la longueur. Nous notons peu de diffe´rence entre les images obtenues
pour deux polarisations diffe´rentes.
IV.3.3.2 Influence des parame`tres
Nous utilisons maintenant ces simulations e´lectromagne´tiques pour connaˆıtre la meilleure
configuration pour une bonne qualite´ de l’image. Un des principaux parame`tres sur lequel
nous pouvons jouer est l’angle d’e´le´vation de l’antenne. Nous avons vu que le premier sys-
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te`me radar imageur offre une image plus lisible dans le cas d’un angle d’e´le´vation faible.
Nous comparons alors les images radar obtenues pour le mode`le de la voiture de tourisme
pour les trois angles d’e´le´vations pour une polarisation HH : 30◦ (Figure IV.17(a)), 45◦
(Figure IV.19(a)) et 60◦ (Figure IV.19(b)). Dans le cas de la simulation a` 60◦, la distance
parcourue est e´tendue a` 2L = 25 m et par conse´quent, nous augmentons e´galement le
nombre de points en azimut (Nbazim = 2048).
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Fig. IV.19 – Images radar de la voiture pour diffe´rents angles d’inclinaison αe (polarisa-
tion HH)
Comme pour le radar CW, ces images mettent en e´vidence que l’inclinaison du radar
de 60◦ pre´sente de forts niveaux d’amplitude pour des points situe´s a` l’avant au de´triment
des points a` l’arrie`re. Les points de diffraction sont ici nettement dissociables les uns des
autres par rapport aux images obtenues pour les deux autres angles d’inclinaison pour
lesquels certaines surfaces se dessinent. Mais c’est la ge´ome´trie de la cible (orientation
des surfaces vis a` vis de l’antenne) qui favorise ou non l’apparition de ces surfaces. Par
conse´quent, un angle d’inclinaison faible semble pre´fe´rable pour faciliter l’interpre´tation
de l’image.
Comme pour le radar CW, la position en hauteur du radar va peu influer sur la qualite´
de l’image et un grand angle d’ouverture de l’antenne favorisera la re´solution en azimut.
Nous avons cependant note´ que, pour un grand angle d’ouverture, les hypothe`ses de
vitesse constante et de stationnarite´ des points e´taient plus difficilement valides (puisque
la dure´e d’observation augmente).
IV.3.3.3 Influence des erreurs commises sur les parame`tres
La construction du signal de re´fe´rence ne´cessite comme dans le cas de notre premier
simulateur la connaissance de la vitesse du ve´hicule V et de la position en hauteur de
l’antenne radar. L’e´tude qualitative qui suit nous permet de connaˆıtre les re´percussions
sur l’image radar d’une erreur d’estimation d’un de ces parame`tres.
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Influence d’une erreur commise sur la hauteur du radar Nous pouvons faci-
lement imaginer la conse´quence d’une erreur d’estimation sur la hauteur du radar. Le
signal rec¸u (ou l’image radar) contient l’information de distance de la cible par rapport
au radar. En positionnant correctement le radar par rapport au sol, nous en de´duisons
la hauteur de la cible. Si une erreur est introduite dans l’estimation de cette hauteur, la
cible sera de´cale´e en hauteur de la valeur de cette erreur. Mais ses dimensions intrinse`ques
restent inchange´es.
Un exemple est illustre´ sur la Figure IV.20 ou` la hauteur utilise´e pour le calcul de la
re´plique est de 4.5 m alors que la hauteur du radar pour la simulation est de 5 m. Un
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Fig. IV.20 – Images radar de la voiture de tourisme avec sous-estimation de la hauteur
(polarisation HH)
trait noir indique le niveau du sol sur l’image radar. Nous retrouvons effectivement le
gabarit du ve´hicule mais en partie sous le niveau du sol (de´cale´ de 50 cm).
Influence d’une erreur commise sur la vitesse du ve´hicule Dans le syste`me radar
CW, l’estimation de la vitesse apparaˆıt indispensable et une erreur de celle-ci entraˆıne
rapidement une de´gradation de l’image, geˆnant ainsi son interpre´tation. Comme dans la
section III.3.4.2, nous e´tudions l’influence sur l’image radar d’une erreur d’estimation de
la vitesse. Les Figures IV.21(a) et IV.21(b) illustrent les images radar de la voiture de
tourisme pour des erreurs d’estimation de ±10 % pour un angle d’e´le´vation αe e´gal a` 30
◦.
Ainsi, il apparaˆıt qu’une erreur d’estimation de la vitesse a moins de conse´quences
ne´fastes sur la qualite´ de l’image pour un signal FM-CW que pour un signal CW. La forme
globale du ve´hicule est conserve´e, mais la dimension selon l’axe Ox subit un e´tirement
dans le cas de la sur-estimation de la vitesse et une compression dans le cas de sa sous-
estimation. Contrairement au premier syste`me, la position des points en hauteur est
peu influence´e par l’estimation de la vitesse. On note toutefois un le´ger de´calage vers
le bas (respectivement le haut) quand la vitesse est sur-estime´e (respectivement sous-
estime´e). Nous remarquons e´galement que les points de diffraction sont moins facilement
localisables (Figure IV.21(b)). En effet, l’erreur sur la vitesse entraˆıne une erreur sur
l’expression de la phase de la re´plique : cette re´plique ne correspond donc plus a` un filtre
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(a) sur-estimation de la vitesse (+10%)
avec αe = 30
◦
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(b) sous-estimation de la vitesse (-10%)
avec αe = 30
◦
Fig. IV.21 – Images radar de la voiture de tourisme avec une erreur d’estimation de la
vitesse (polarisation HH)
adapte´ et par conse´quent l’image ne pre´sente plus un sinus cardinal a` chaque position des
points de diffraction10. Enfin, contrairement aux re´sultats obtenus pour un radar CW,
une sur-estimation de la vitesse semble pre´fe´rable a` une sous-estimation de celle-ci.
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(a) Image radar de la voiture de tourisme
pour une vitesse sous-estime´e (-10%) avec
αe = 45
◦
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(b) Image radar de la voiture de tourisme
pour une vitesse sous-estime´e (-10%) avec
αe = 60
◦
Fig. IV.22 – Images radar avec une erreur d’estimation de la vitesse (polarisation HH)
Toutefois, a` l’image du syste`me CW, une meˆme erreur sur la vitesse est plus pre´judi-
ciable pour un angle d’e´le´vation e´leve´. Ceci est illustre´ par les Figures IV.22(a) et IV.22(b)
pre´sentant les images de la voiture vue sous un angle d’e´le´vation αe e´gal respectivement a`
45◦ et 60◦ et pour une erreur relative de -10% sur la vitesse. Ces images montrent qu’une
image radar re´alise´e pour un angle d’e´le´vation important est plus sensible a` une erreur
10la meˆme observation est faite pour une configuration SAR avec une erreur sur la vitesse du porteur
[Me´ric 1996]
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d’estimation sur la vitesse. L’erreur sur la vitesse de -10 % pour un angle de 60◦ donne
une image (Figure IV.22(b)) tre`s difficile a` interpre´ter.
IV.3.4 Performance des estimateurs du mouvement de la cible
IV.3.4.1 Estimation de la vitesse
Dans les images radar pre´sente´es dans ce chapitre, nous supposons que nous connais-
sons la vitesse du ve´hicule pour e´tablir le signal de re´fe´rence. Dans la section IV.2.3,
nous proposons deux me´thodes pour e´tablir l’ensemble des re´pliques correspondant a`
chaque case distance. La premie`re me´thode est similaire a` celle utilise´e pour un signal
CW : elle s’appuie sur l’estimation de la vitesse V . Pour les deux ve´hicules (camion et
voiture de tourisme), nous pre´sentons dans le tableau IV.2 les erreurs relatives (en %)
obtenues sur la vitesse pour diffe´rentes inclinaisons avec cette me´thode. La repre´sentation
temps-fre´quence choisie est la repre´sentation de Wigner-Ville (WV).
er en % 30
◦ 45◦ 60◦
HH VV HH VV HH VV
voiture -11.15 9.95 -15.28 -0.38 5.50 6.12
camion -23.72 -2.58 2.81 1.70 9.23 8.00
Tab. IV.2 – Erreurs relatives (en %) sur l’estimation de la vitesse pour des signaux
simule´s par la me´thode base´e sur l’optique physique
Ces re´sultats sont comparables aux re´sultats obtenus pour les meˆmes cibles pour
un signal CW (tableau III.2). Pour e´viter d’e´valuer la vitesse a` partir d’un maximum
non-valide (voir section III.3.5.2), l’estimation de la vitesse est re´alise´e pour les trois
maxima locaux les plus e´leve´s et la vitesse estime´e est choisie e´gale a` la moyenne des
deux valeurs les plus proches (parmi les trois). Nous notons que si l’image radar diffe`re
peu en fonction de la polarisation choisie (HH ou VV), en revanche, l’estimation de la
vitesse peut varier conside´rablement selon la polarisation choisie. Nous rencontrons les
meˆme difficulte´s d’estimation de la vitesse que dans le cas d’un signal CW. L’existence
d’une surface plane dont la normale est proche de l’axe radioe´lectrique ou la pre´sence
simultane´e de plusieurs points dans le faisceau de l’antenne peuvent alte´rer l’estimation
de la vitesse. De plus, le phe´nome`ne de diffraction est sensible a` la ge´ome´trie de la cible
vis a` vis de la polarisation de l’onde, en particulier pour une polarisation line´aire.
L’erreur relative pour la voiture observe´e sous un angle de 30◦, atteint approximati-
vement ±10 %. L’influence d’une telle erreur sur l’image radar est illustre´e sur la Figure
IV.21(a) (respectivement IV.21(b)). L’image devient un peu floue et les dimensions sont
errone´es : la longueur du ve´hicule subit un e´tirement (respectivement une compression)
de ±10 % et la hauteur diminue (respectivement augmente) tre`s le´ge`rement. Dans le cas
du camion, la polarisation de l’onde modifie notablement l’estimation de la vitesse. Cette
diffe´rence s’explique a` partir des repre´sentations de Wigner-Ville des deux signaux (pola-
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risations HH et VV), illustre´es sur les Figures IV.23(a) et IV.23(b). Les lignes verticales
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Fig. IV.23 – Repre´sentations de Wigner-Ville du signal de battement en tmoy : sb(tmoy, τ)
pour l’exemple du camion observe´ sous un angle de 30◦
(en noir) indiquent la position des trois maxima de´tecte´s et la ligne horizontale (en rouge)
indique la valeur de la fre´quence instantane´e recherche´e11. Les points jaunes indiquent,
pour chaque maximum, la fre´quence instantane´e estime´e. Nous observons sur chacune des
repre´sentations temps-fre´quence, la pre´sence de plusieurs courbes de fre´quence instanta-
ne´e que l’on peut associer a` des points brillants. Cependant, dans le cas de la polarisation
HH, ces points semblent visibles plus longtemps alors que, dans le cas de la polarisation
VV les fre´quences visibles sont centre´es autour de la fre´quence recherche´e. Ceci explique
l’erreur importante commise sur l’estimation de la vitesse dans le cas de la polarisation
HH : les maxima sont associe´s a` plusieurs points brillants visibles simultane´ment et la
fre´quence instantane´e pre´ponde´rante a` cet instant peut eˆtre associe´e a` un point vu sous
un angle diffe´rent de l’angle d’e´le´vation de l’antenne.
A 45◦, les erreurs commises pour les deux ve´hicules ne de´passent pas 3 % excepte´ pour
la voiture en polarisation HH. C’est le seul exemple pour lequel l’image obtenue devient
impossible a` interpre´ter. Dans ce cas, deux des maxima sont non-valides et induisent
une erreur sur l’estimation de la vitesse. Les autres configurations donnent des erreurs
d’estimation de la vitesse tre`s raisonnables pour l’interpre´tation de l’image.
Les re´sultats observe´s (de 5.5 a` 9 %) dans le cas d’un angle d’e´le´vation de 60◦
conduisent a` des images radar difficiles a` interpre´ter. Une erreur relative de 5.5 % (Figure
IV.3.4.1) semble de´ja` geˆnante pour l’interpre´tation de l’image. Les dimensions ne sont
pas correctement reproduites et les points de focalisation apparaissent particulie`rement
flous.
11C’est la valeur de la fre´quence instantane´e finst(t0) associe´e a` l’angle d’e´le´vation αe et a` la vitesse
utilise´e pour la simulation
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Fig. IV.24 – Image radar de la voiture de tourisme avec estimation de la vitesse
(er = 5.50 % et αe = 60
◦ - polarisation HH)
IV.3.4.2 Estimation de la distance radar-cible
La deuxie`me me´thode propose´e dans le chapitre pre´ce´dent pour l’e´tablissement de la
re´plique est base´e sur l’estimation de l’e´volution de la distance radar-cible. Elle vise a`
estimer un jeu de parame`tres de´crivant la courbe distance (radar-point de re´fe´rence). Les
parame`tres ainsi e´value´s sont ceux de´crits par le vecteur p˜ (voir section IV.2.3.3) :
p˜ =

X2c + (H − Zref )2−2V Xc
V 2

 (IV.72)
Le troisie`me e´le´ment de ce vecteur estime´ nous informe sur la vitesse utilise´e pour l’es-
timation du mouvement de la cible. Pour comparer les performances de cet estimateur
avec le pre´ce´dent, nous pre´sentons dans le tableau IV.3 les erreurs relatives commises sur
la vitesse pour les deux cibles et pour les trois angles d’inclinaison e´tudie´s. Les perfor-
30◦ 45◦ 60◦
HH VV HH VV HH VV
voiture -16.12 -11.91 -3.88 -5.12 -3.59 4.10
camion 7.62 4.38 -5.70 -5.06 4.74 3.50
Tab. IV.3 – Erreurs relatives (en %) sur l’estimation de la vitesse pour des signaux
simule´s par la me´thode base´e sur l’optique physique
mances obtenues pour un angle d’e´le´vation de 30◦ sont acceptables pour l’interpre´tation
de l’image sauf dans le cas de la voiture pour une polarisation HH. En revanche, pour
un angle d’e´le´vation de 45◦, l’erreur commise sur la vitesse commence a` rendre l’inter-
pre´tation de l’image radar difficile (Figures IV.25(a) et IV.25(b)). Enfin, comme pour
le premier estimateur de vitesse, a` 60◦, l’estimation de la vitesse n’est pas suffisamment
pre´cise pour permettre une bonne interpre´tation de l’image.
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(a) Image radar de la voiture avec une er-
reur sur la vitesse de er = -5.12 %
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(b) Image radar du camion avec une erreur
sur la vitesse de er = -5.70 %
Fig. IV.25 – Images radar de ve´hicules pour un angle d’e´le´vation αe = 45
◦ avec estimation
de la distance radar-point de re´fe´rence
IV.3.5 Bilan des re´sultats de simulation
Les images radar re´alise´es a` partir d’un signal simule´ pour une modulation line´aire
de la fre´quence montrent une nette ame´lioration comparativement a` celles obtenues pour
un signal a` ondes continues. La focalisation en distance que permet la modulation du
signal, facilite l’interpre´tation de l’image. Comme pour le syste`me imageur initial, un
angle d’e´le´vation faible est pre´fe´rable pour la lisibilite´ de l’image et pour sa moins grande
sensibilite´ a` une erreur d’estimation de la vitesse. Nous notons, par ailleurs, que ce traite-
ment d’imagerie requiert une moins grande pre´cision sur l’estimation de la vitesse que le
traitement initial (CW). Toutefois, des risques d’erreurs trop importantes pour la lisibilite´
de l’image persistent avec les deux me´thodes d’estimation de la vitesse.
IV.4 Syste`me expe´rimental
Afin de valider l’e´tude the´orique mene´e dans ce chapitre sur le traitement d’imagerie
a` partir d’un radar FM-CW pour des cibles mobiles, nous avons re´alise´ un syste`me pour
permettre de faire l’acquisition de signaux re´els. Apre`s avoir de´crit ce syste`me radar, nous
pre´sentons les premiers re´sultats obtenus.
IV.4.1 Construction d’un syste`me radar FM-CW
IV.4.1.1 Pre´sentation du syste`me
A l’e´mission, ce syste`me doit ge´ne´rer un signal a` modulation line´aire de fre´quence et
le propager en direction de la cible. Dans la section IV.2.2.3, il est fait e´tat du choix de
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certains parame`tres pour la forme du signal e´mis en fonction de la ge´ome´trie de la sce`ne.
En particulier, la bande 2B0 du signal est de´termine´e a` partir de la re´solution attendue.
La fre´quence porteuse fc est choisie proche de sa valeur initiale : 5.8 GHz. Une e´tude des
caracte´ristiques des composants disponibles montre qu’il existe une gamme de fre´quence
tre`s utilise´e : B = [5.8; 6.5 GHz]. La bande de ces composants (700 MHz) permet une
re´solution en distance de 21.4 cm. Nous avons re´alise´ un syste`me pour fonctionner sur
cette bande B. Un re´capitulatif des valeurs choisies pour les principaux parame`tres est
pre´sente´ dans le tableau IV.4.
2B0 700 MHz
fc 6.15 GHz
Tp ≈ 256 µs
fe > 842 kHz
Tab. IV.4 – Cahier des charges
A la re´ception, le signal re´trodiffuse´ par la cible est rec¸u, amplifie´ et me´lange´ avec le
signal e´mis. Le signal re´sultant est de´module´ en un signal en phase (voie I) et un signal
en quadrature de phase (voie Q). Enfin, une carte d’acquisition permet d’e´chantillonner
ces signaux et de les stocker sur un disque dur pour un traitement ulte´rieur.
ge´ne´rateur
de rampe
tension v
temps t
temps t
temps t
VCO
fre´quence f
fre´quence f
re´partiteur de
puissance
amplificateur de puissance
LNA
me´langeur-
de´modulateur I/Q
voie I
OL RF
voie Q
carte d’ac-
quisition
module de
traitement
du signal
antenne
antenne
Fig. IV.26 – Sche´ma de principe du radar FM-CW
150 E´volution du syste`me
Nous pre´sentons sur la Figure IV.26 le sche´ma de principe du syste`me radar. La
technologie utilise´e pour l’inte´gration des composants est une technologie micro-ruban.
Le substrat utilise´ a les caracte´ristiques suivantes :
• permittivite´ relative : 1r = 2.17
• hauteur du substrat : h = 0.8 mm
• e´paisseur de me´tallisation : e = 35 µm
Le syste`me radar comprend un oscillateur commande´ en tension, un re´partiteur de puis-
sance, des amplificateur a` l’e´mission et a` la re´ception, deux antennes (e´mission et re´cep-
tion), un module me´langeur-de´modulateur I/Q et une carte d’acquisition. Les signaux
stocke´s sur un disque dur peuvent ensuite eˆtre exploite´s pour le traitement d’imagerie
radar de´veloppe´ dans la section IV.2.2.2. La section suivante pre´sente les principaux e´le´-
ments constituant le radar FM-CW.
IV.4.1.2 Re´alisation
Rampe de fre´quence Le signal a` modulation line´aire de fre´quence est ge´ne´re´ a` partir
d’un VCO commande´ en entre´e par une rampe de tension. Le VCO se´lectionne´ est un
composant de chez Hittite re´fe´rence´ HMC358MS8G couvrant la bande de fre´quence [5.8 ;
6.8 GHz] et de´livrant un signal de puissance de 10 dBm. L’e´tude du comportement du
VCO en fonction de la tension d’entre´e a permis de dimensionner le ge´ne´rateur de rampe
(excursion en tension) a` l’entre´e du VCO. Mais elle a montre´ aussi que la fre´quence de
sortie du VCO n’est pas une fonction line´aire de la tension (Figure IV.27(a)). Sur la
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Fig. IV.27 – Re´ponse du VCO Hittite HMC358MS8G avec ou sans correction anti-
logarithmique
bande de fre´quence de fonctionnement, l’allure de la courbe nous indique une variation
plutoˆt logarithmique de la fre´quence en fonction de la tension d’entre´e. Nous corrigeons
cette caracte´ristique par un filtre anti-logarithmique en entre´e du VCO. Ce filtre est
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constitue´ d’une diode classique de type 1N4148 utilise´e dans sa zone de fonctionnement
non-line´aire. Le choix de la polarisation de la diode nous permet d’obtenir une tension
e´voluant suivant une loi anti-logarithmique. Cette tension constitue alors la commande
du VCO. Ainsi, l’e´volution de la fre´quence se rapproche davantage d’une fonction line´aire
du temps. La nouvelle re´ponse en fre´quence (filtre anti-logarithmique - VCO) est pre´-
sente´e sur la Figure IV.27(b). La Figure IV.28 montre la re´alisation du ge´ne´rateur de
rampe (base´e sur l’utilisation d’un XR2206 - monolithic function generator) associe´e a`
l’alimentation de la partie hyperfre´quence du syste`me. Nous proce´dons ensuite a` l’analyse
spectrale du signal de sortie du VCO commande´ par la rampe de tension, dont le re´sultat
est pre´sente´ sur la Figure IV.29. La puissance de sortie (autour de 8 dBm) ainsi que la
largeur de spectre (520 MHz - re´solution en distance de 29 cm) mesure´es sont proches
des performances attendues.
Fig. IV.28 – Ge´ne´rateur de rampe et carte d’alimentation des composants hyperfre´quence
Fig. IV.29 – Analyse spectrale a` la sortie de l’oscillateur commande´ par une rampe de
tension
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Re´partiteur de puissance Le re´partiteur de puissance permet de se´parer le signal
ge´ne´re´ par le VCO en deux signaux e´quivalents dont la puissance est e´quitablement
re´partie entre les deux sorties. Cette fonction est re´alise´e par un re´partiteur de type
Wilkinson se caracte´risant par un circuit a` trois acce`s, adapte´, re´ciproque et a` pertes. Les
lignes du circuit sont dimensionne´es pour remplir ces fonctions autour de la fre´quence de
6.15 GHz.
Antennes Le choix des antennes s’est porte´ sur des dipoˆles quart-d’onde imprime´s en
double face permettant de couvrir une large bande de fre´quence [Levine 1988, Tefiku 1999,
Tefiku 2000]. Ces antennes sont e´galement peu couˆteuses et faciles a` re´aliser. Les e´le´ments
du dipoˆle sont imprime´s sur les deux faces d’un substrat (h = 0.5 mm et 1r = 3.48) et
l’alimentation est apporte´e par des lignes appaire´es. Cette excitation permet d’obtenir
directement une alimentation en opposition de phase des deux bras du dipoˆle. La Figure
IV.30 pre´sente le sche´ma global d’un tel dipoˆle. Le plan de masse situe´ a` h = λc4 divise par
dipoˆle
d
h
lignes appaire´es
75 Ω
plan de masse
ligne micro-ruban
50 Ω
Fig. IV.30 – sche´ma d’un dipoˆle imprime´ sur double face
2 les dimensions re´elles du dipoˆle (the´orie des images). Par conse´quent la longueur totale
des deux branches du dipoˆle est choisie approximativement e´gale a` d = λc2 = 24.4 mm.
Cette longueur est ensuite ajuste´e par optimisation a` l’aide du logiciel de simulation
ADS (Agilent). Les antennes, re´alise´es au laboratoire (Figure IV.31), couvrent la bande
souhaite´e de [5.8 ; 6.5 GHz]. Le gain mesure´ varie entre 3 et 5 dB (Figure IV.32). De
plus, ces antennes pre´sentent une grande ouverture a` -3 dB βE et βH d’environ 90
◦ dans
les deux plans (Figure IV.33). Dans le syste`me radar final (voir Figure IV.34), ces deux
antennes (e´mission-re´ception) sont place´es sur un meˆme support et distantes de 44.6 mm.
Amplificateurs Sur le sche´ma de principe (Figure IV.26) figurent deux amplificateurs :
l’amplificateur de puissance est utilise´ a` l’e´mission et l’amplificateur faible bruit a` la
re´ception amplifie le signal rec¸u avec un bon facteur de bruit.
L’amplificateur de puissance utilise´ a` l’e´mission est un composant de chez Mini-
Circuits, re´fe´rence´ ERA-1, offrant un gain de 11 dB pour une puissance de sortie a` 1 dB
de compression de 13 dBm. Pour atteindre une puissance de signal suffisante a` l’entre´e
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Fig. IV.31 – Photographie des antennes dipoˆles
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Fig. IV.32 – Gain mesure´ d’un dipoˆle a` la fre´quence
OL du me´langeur, un amplificateur de puissance (Hittite HMC315), de type Darlington a`
large bande ([0 ;7 GHz]), est ajoute´ entre le diviseur de puissance et le me´langeur. Celui-ci
peut atteindre un gain maximal de 18 dB pour une puissance a` 1 dB de compression de
11 dBm.
A la re´ception, nous utilisons un premier amplificateur, faible bruit, suivi d’un amplifi-
cateur de puissance. L’amplificateur faible bruit (M/A-COM MAAM37000-A) fonctionne
sur la bande [3.5 ; 7 GHz]. Typiquement, il apporte un gain de 16 dB, son facteur de bruit
est 2.2 dB et sa puissance de sortie a` 1 dB de compression est de 14 dBm. L’amplificateur
de puissance mis en cascade est identique a` celui utilise´ a` l’entre´e OL du me´langeur.
Re´cupe´ration du signal de battement Le composant re´fe´rence´ IDOH-03-458 de
chez Pulsar Microwave a la double fonctionnalite´ de me´langeur et de´modulateur I/Q. Il
prend en entre´e, d’une part le signal en sortie du VCO et d’autre part le signal rec¸u par
l’antenne de re´ception apre`s amplification. Les deux signaux de sortie sont les signaux en
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Fig. IV.33 – Diagramme d’antenne dans les deux plans E et H
Fig. IV.34 – Syste`me radar FM-CW
phase (voie I) et en quadrature (voie Q). Sur la Figure IV.35, nous pre´sentons l’ensemble
de la partie hyperfre´quence du radar FM-CW.
Une carte d’acquisition permet ensuite d’e´chantillonner le signal a` la fre´quence maxi-
male de 1.25 MHz. Par l’interme´diaire d’une interface, l’utilisateur choisit la fre´quence
d’e´chantillonnage. Il enclenche le de´but de l’acquisition et la stoppe quand il le souhaite.
Les donne´es sont alors stocke´es sur un disque dur. On enregistre e´galement le signal de
synchronisation (de´but de rampe) fourni par le ge´ne´rateur de rampe pour attribuer une
re´fe´rence temporelle au signal.
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Fig. IV.35 – Ensemble hyperfre´quence du radar
IV.4.2 Premiers re´sultats
IV.4.2.1 Description de la mesure
Le prototype radar re´alise´ doit permettre de valider l’e´tude the´orique. Dans un pre-
mier temps, pour tester le prototype, nous mettons en place un banc de mesure (Figure
IV.36) : les antennes sont place´es approximativement a` 1 m du sol et elles e´clairent une
voie de circulation. L’axe de vise´e de l’antenne est paralle`le au sol et perpendiculaire
a` la voie de circulation. La polarisation adopte´e pour les antennes est une polarisation
verticale. L’acquisition du signal rec¸u au passage des ve´hicules est effectue´e a` la fre´quence
d’e´chantillonnage de fe = 1 MHz. Ensuite ce signal e´chantillonne´ est traite´ afin d’effectuer
la synthe`se d’ouverture et la compression en distance.
x
y
z
1 m 0.6 m ⊗
ve´hicule
syste`me radar
Fig. IV.36 – Banc de mesure
IV.4.2.2 Re´sultats et constatations
Calibration de phase Une premie`re observation du signal en bande de base nous
ame`ne a` effectuer une ope´ration de calibration de phase. En effet, a` partir du signal de
synchronisation, le signal enregistre´ sb(t, τ) est ensuite organise´ en un tableau de´crivant
la dimension du slow-time τ et la dimension du fast-time t. Nous pouvons alors observer
la phase du signal sb(t, τ) (Figure IV.37(a)) et constater une de´rive lente de la phase le
long de l’axe τ . Cet effet est attribue´ au fonctionnement du VCO : a` chaque de´but de
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Fig. IV.37 – Phase du signal de battement sb(t, τ)
pe´riode Tp, la phase propre du VCO varie. Il convient donc de compenser la de´rive de
phase.
Nous choisissons la premie`re pe´riode du signal comme signal de re´fe´rence. La de´rive
en phase est alors e´value´e par un produit d’intercorre´lation entre le signal de re´fe´rence
et le signal sur une pe´riode Tp. Cette e´valuation de la de´rive nous permet d’effectuer une
correction.
Le re´sultat de la correction est pre´sente´e sur la Figure IV.37(b). Nous pouvons noter
l’e´volution quadratique de la phase selon l’axe des temps slow-time τ lors du passage
d’un ve´hicule. En effet, l’e´volution de cette phase est associe´e a` l’e´volution de la distance
radar-cible12.
Mesures Conside´rant la ge´ome´trie adopte´e (Figure IV.36), l’image radar attendue d’un
ve´hicule se situe dans le plan Oxy. La re´plique est donc construite dans un plan horizontal
situe´ a` 1 m du sol.
Le ve´hicule utilise´ pour les mesures est la ford break escort dont les dimensions sont
pre´sente´es dans le chapitre pre´ce´dent. Elle circule a` une vitesse de 8 m.s−1. La distance
minimale entre le radar et le ve´hicule est de 60 cm. L’image radar du ve´hicule obtenue par
notre traitement est pre´sente´e sur la Figure IV.38(a). Les dimensions du ve´hicule image´
se situent approximativement entre -2 et +4 m suivant l’axe Ox et entre 1 et 3 m suivant
l’axe Oy. On note aussi la pre´sence d’un e´cho tout le long de l’axe Ox. Ce phe´nome`ne,
que nous attribuons au couplage des antennes, a e´te´ confirme´ par une mesure a` vide
effectue´e en chambre ane´cho¨ıde. Ce couplage peut eˆtre fortement atte´nue´ par l’insertion
d’un absorbant entre les antennes. Toutefois, la pre´sence du couplage entre antennes sur
12Nous rappelons que la trajectoire d’une cible perpendiculaire a` l’axe de vise´e et son de´placement
uniforme contribue a` une e´volution quadratique de la distance radar-cible.
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Fig. IV.38 – Image radar d’un ve´hicule a` partir d’un signal FM-CW
l’image radar est aussi source d’information car il nous renseigne sur la position re´elle du
radar. Nous pouvons alors attribuer une re´fe´rence en distance a` l’image : c’est la position
ze´ro par rapport aux antennes.
Les points brillants repre´sentant le ve´hicule sont localise´s dans une zone bien pre´cise de
l’image. Pour comparer le gabarit donne´ par les points de diffraction avec les dimensions
re´elles du ve´hicule, nous avons reporte´ ses principales dimensions sur la Figure IV.38(b).
Deux points pre´ponde´rants sont visibles aux extre´mite´s du ve´hicule, donnant la longueur
de celui-ci. La largeur est plus difficile a` estimer puisque les zones du ve´hicules situe´es
sur la face oppose´e sont cache´es. La configuration utilise´e en situation re´elle sera moins
sensible a` cette difficulte´ puisque les antennes seront situe´es au-dessus du ve´hicule.
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IV.4.3 Perspectives d’e´volution
Ce premier re´sultat expe´rimental montre a` la fois la faisabilite´ du syste`me et son bon
fonctionnement. A partir du traitement du signal radar, de´crit dans la section IV.2.2.2,
nous retrouvons bien une image du ve´hicule focalise´ en distance et en azimut. Cependant,
ce prototype manque de puissance a` l’e´mission (le ve´hicule a duˆ circuler au plus pre`s des
antennes ; la porte´e maximale du radar e´tant limite´e a` quelques me`tres). Des ame´liorations
sont possibles, par exemple en utilisant un amplificateur plus puissant a` l’e´mission et des
antennes en re´seau de dipoˆles, qui ame´lioreraient aussi la directivite´.
IV.5 Conclusion
Dans ce chapitre nous avons propose´ de moduler le signal e´mis par la balise afin
d’ame´liorer les images radar. La modulation choisie, de type FM-CW, ne requiert pas
une modification tre`s couˆteuse du syste`me initial. Elle apporte au syste`me le support
spectral ne´cessaire pour la focalisation en distance. La focalisation en distance est obte-
nue par le signal de battement qui re´sulte du me´lange du signal en sortie de l’antenne
avec le signal e´mis. Le traitement propose´ pour ce nouveau signal s’appuie sur la me´thode
de range stacking expose´e dans le chapitre I, applique´e au signal de battement. Quelques
exemples d’images radar re´alise´es a` partir du mode`le de points brillants mettent en e´vi-
dence l’ame´lioration apporte´e par le nouveau signal : la localisation des points est plus
nette puisque les traces observe´es sur les images radar pour un signal CW ont disparu.
Enfin, le traitement ne´cessite l’e´tablissement d’un signal de re´fe´rence pour chaque case
hauteur ou` le point est attendu. En supposant un mouvement rectiligne et uniforme de
la cible, nous avons envisage´ deux approches pour la construction du signal de re´fe´rence :
estimation de la vitesse V du ve´hicule ou estimation de l’e´volution de la distance radar-
point de re´fe´rence.
Afin de valider le traitement d’imagerie propose´ pour le signal FM-CW et l’estimation
de la phase, nous avons utilise´ des signaux issus de simulations e´lectromagne´tiques. Il a
e´te´ montre´ comment nous pouvons mettre a` profit notre simulateur e´lectromagne´tique
pour simuler l’e´cho radar associe´ a` un signal FM-CW, ce qui a permis de valider la
me´thode de ge´ne´ration du signal a` partir du simulateur e´lectromagne´tique. Les exemples
d’images pre´sente´es ont mis en e´vidence l’ame´lioration apporte´e par la modulation du
signal. Ce traitement est e´galement moins sensible a` une erreur d’estimation de la vitesse.
Les premiers re´sultats obtenus pour l’estimation de la vitesse montrent que les deux
me´thodes propose´es donnent des re´sultats convenables pour les deux angles d’inclinaisons
les plus faibles alors qu’il semble plus difficile, pour un angle d’e´le´vation de 60◦, d’obtenir
une image radar facile a` interpre´ter.
Enfin, nous avons re´alise´ un prototype radar FM-CW pour concre´tiser notre e´tude.
Les premie`res images expe´rimentales, focalise´es a` la fois en distance et en azimut, ont e´te´
obtenues et laissent espe´rer une extraction possible des dimensions des ve´hicules dans la
configuration envisage´e sur autoroute.
Conclusion ge´ne´rale
Le but des travaux pre´sente´s dans ce me´moire est l’ajout d’une fonction d’imagerie
a` un syste`me de te´le´pe´age autoroutier. L’objectif recherche´ est de permettre, dans un
premier temps, un controˆle de la nature des ve´hicules (de´tection de gabarit par exemple)
sans perturber le trafic ni modifier les installations existantes.
La premie`re partie de cette e´tude a consiste´ a` utiliser une balise de te´le´pe´age classique
et a` de´terminer ses performances possibles, en terme d’imagerie. La me´thode d’imagerie
propose´e, pre´sente´e dans le premier chapitre, est base´e sur le principe de la synthe`se
d’ouverture et de la reconstruction du front d’onde. Elle utilise le mouvement relatif de
la cible pour simuler une antenne de tre`s grande longueur ame´liorant ainsi la re´solution
selon l’axe d’e´volution du syste`me. Toutefois les approximations usuelles du principe de
la synthe`se d’ouverture (distance radar-cible grande devant la taille de la cible) ne sont
pas envisageables a` cause de la ge´ome´trie particulie`re du proble`me. Nous avons propose´
une adaptation de traitement de la synthe`se d’ouverture a` cette configuration. Dans un
premier temps, nous avons conside´re´ la cible comme un ensemble de points brillants
e´voluant tous a` la meˆme vitesse dans la direction donne´e par l’axe de vise´e de l’antenne.
Ces points apportent chacun leur contribution au signal total rec¸u par la balise. Nous
avons e´labore´ un traitement constitue´ d’une se´rie de filtrages adapte´s a` partir de signaux
de re´fe´rence et valide´ ce traitement par des simulations sur quelques mode`les simples de
ve´hicules.
Dans un deuxie`me temps, des simulations e´lectromagne´tiques, base´es sur le principe
de l’Optique Physique, ont permis de valider l’hypothe`se des points brillants : les images
radar re´alise´es a` partir des signaux simule´s pre´sentent des points brillants a` la position
attendue pour les areˆtes des cibles. Nous avons montre´ que les parame`tres ge´ome´triques
choisis pour re´aliser l’image13 sont optimum pour l’interpre´tation de l’image radar. La
qualite´ de l’image (et donc son interpre´tation) de´pend essentiellement de l’estimation
de la vitesse du ve´hicule. La pre´cision requise pour l’estimation de la vitesse, base´e sur
l’estimation de la fre´quence instantane´e a` partir d’une repre´sentation temps-fre´quence,
est fonction de la ge´ome´trie du ve´hicule et de l’angle d’e´le´vation : une image radar pour
un angle d’e´le´vation important est beaucoup plus sensible a` une erreur d’estimation de
la vitesse.
13configuration classique : H = 5 m, αe = 30
◦ et βH = 35.22
◦
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Dans un troisie`me temps, des re´sultats expe´rimentaux ont confirme´ les re´sultats de si-
mulation : il est possible de re´aliser un certain type d’images radar de ve´hicules passant
sous la balise de te´le´pe´age. Toutefois, plusieurs phe´nome`nes peuvent geˆner l’interpre´tation
de l’image. Premie`rement, il apparaˆıt que certains ve´hicules pre´sentent une ge´ome´trie peu
favorable a` l’interpre´tation de leur image radar (contribution e´nerge´tique importante de
certaines parties du ve´hicules par rapport a` d’autres). Deuxie`mement, l’inte´gration de la
technique d’imagerie radar doit faire face a` une difficulte´ majeure : le signal rec¸u n’est
ni module´ ni impulsionnel. Ainsi, le manque de support spectral du signal e´mis a pour
conse´quence un manque de focalisation dans l’axe distance (ou axe de propagation de
l’onde). Le re´sultat d’un tel traitement re´ve`le des points focalise´s sur l’image, localise´s
pre´cise´ment selon l’axe de de´placement, mais auquel s’ajoute syste´matiquement un niveau
d’e´nergie non ne´gligeable de part et d’autre du point sous forme d’une trace susceptible
de geˆner l’interpre´tation.
Dans le dernier chapitre, nous avons propose´ une e´volution du syste`me initial en
modulant le signal e´mis tout en conservant son caracte`re continu. Ceci n’alte`re pas les
fonctions premie`res de de´tection du syste`me tout en lui confe´rant une plus grande faculte´
d’imagerie. Le traitement propose´ est base´ sur une technique dite de range stacking qui
pre´sente l’avantage d’eˆtre utilisable pour des dimensions de cibles non ne´gligeables de-
vant la distance radar-cible. Les re´sultats de simulation ont montre´ la nette ame´lioration
apporte´e par la modulation sur la qualite´ de l’image radar. Les ge´ome´tries de´licates de´-
tecte´es dans le cas du syste`me CW sont totalement maˆıtrise´es par ce nouveau syste`me.
Les re´sultats de simulations mettent en e´vidence que des angles d’e´le´vation de 30◦ et
45◦ sont pre´fe´rables a` un angle de 60◦ et que la qualite´ de l’image de´pend avant tout de
l’estimation de la vitesse. En plus de la me´thode d’estimation de la vitesse propose´e pour
un signal CW, nous avons envisage´ une autre me´thode utilisant l’information de distance.
Les simulations montrent d’ores et de´ja` que la pre´cision obtenue sur l’estimation de la
vitesse n’est pas toujours suffisante pour l’interpre´tation de l’image. Un prototype de
radar FM-CW a e´te´ re´alise´ et les premie`res images obtenues sont focalise´es selon les deux
dimensions (distance et azimut). Meˆme si ce prototype me´rite quelques ame´liorations,
par ces re´sultats expe´rimentaux, nous avons mis en e´vidence la possibilite´ de faire de
l’imagerie radar a` partir d’un syste`me de te´le´pe´age, dans lequel il suffit d’inte´grer une
modulation de la fre´quence.
En conclusion, ce travail constitue une premie`re approche sur l’utilisation d’un sys-
te`me de te´le´pe´age comme syste`me radar imageur. La premie`re solution, c’est-a`-dire sans
modification du syste`me existant, a montre´ ses limites si on restreint l’e´tude a` un trai-
tement du signal radar. Mais il peut eˆtre comple´te´ par des techniques de classification
ou des modules d’aide a` l’interpre´tation de l’image utilisant du traitement d’image (pour
de´tecter les points de focalisation). Dans le cas du syste`me radar FM-CW, il convient de
re´aliser d’autres mesures dans une configuration re´elle (c’est-a`-dire pour un radar situe´
au-dessus d’un axe de circulation) pour e´valuer de fac¸on plus pre´cise les performances
du traitement du signal radar. On pourra ensuite envisager l’utilisation de techniques
d’autofocus pour comple´ter ou remplacer nos me´thodes d’estimation de la vitesse (ou du
mouvement). Enfin, puisque le syste`me propose´ utilise une largeur de bande supe´rieure
a` celle alloue´e, on peut envisager des techniques de super-re´solution, pour lesquelles la
re´solution est inde´pendante de l’occupation spectrale du signal.
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Annexe A
Principe de la phase stationnaire
Le principe de la phase stationnaire permet d’approcher l’expression de la transforme´e
de Fourier d’un signal s(t), tel que :
s(t) = a(t) exp (φ(t)) (A.1)
en utilisant l’effet de la fluctuation rapide de la phase φ(t). L’expression du spectre de
s(t) s’e´crit sous la forme :
S(f) =
∫ +∞
−∞
a(t) exp
(− 2pif t + φ(t))dt (A.2)
Cette inte´grale pre´sente rarement une forme attractive pour son calcul analytique. La
partie re´elle de ce spectre s’e´crit :
ℜ[S(f)] =
∫ +∞
−∞
a(t) cos (2pif t− φ(t)) dt (A.3)
On note alors qu’il peut exister des intervalles de temps pendant lesquels la phase
2pif t − φ(t) change rapidement par rapport a` la fonction a(t). Nous supposons alors
que les contributions des portions adjacentes ne´gatives et positives de la fonction cosinus
s’annulent mutuellement dans l’inte´grale. Il en est de meˆme pour la partie imaginaire avec
la fonction sinus. Le principe de la phase stationnaire consiste alors a` ne´gliger ces portions
de signal pour lesquelles la phase 2pif t−φ(t) change rapidement et de ne conside´rer que
les instants autour des points stationnaires de la phase, c’est-a`-dire les instants tf , tel
que :
∂(2pift−φ(t))
∂t
∣∣∣
tf
= 0
2pif = ∂(φ(t))
∂t
∣∣∣
tf
(A.4)
Nous pouvons alors de´velopper l’inte´grant de la transforme´e de Fourier en se´ries de Taylor
autour de tf . En supposant un unique point stationnaire et en de´veloppant jusqu’a` l’ordre
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ze´ro pour a(t) et jusqu’a` l’ordre 2 pour le terme de phase, nous obtenons :
S(f) = a(tf ) exp
(− 2pif tf + φ(tf ))
∫ tf +∆
tf−∆
exp
(
φ¨(tf )(t− tf )2/2
)
dt (A.5)
La dure´e 2∆ est la dure´e pendant laquelle l’approximation quadratique de la fonction de
phase est raisonnable.
Exemple Appliquons ce principe a` un signal a` modulation de phase sphe´rique s(t) :
s(t) = exp
(
−K
√
a2 + (b− t)2
)
(A.6)
La transforme´e de Fourier de ce signal s’e´crit :
S(f) =
∫ +∞
−∞
exp
(
−K
√
a2 + (b− t)2 − 2pif
)
(A.7)
L’instant tf pour lequel la de´rive´e de la phase du signal est e´gal a` 2pif satisfait l’e´quation
suivante :
2pif =
K(b− tf )√
a2 + (b− tf )2
(A.8)
Son expression est donc :
tf = b−
2pifa√
K2 − (2pif)2 (A.9)
L’expression (A.5) requiert le calcul de la phase en tf :
φ(tf ) =
−K2a√
K2 − (2pif)2 (A.10)
En re´duisant l’intervalle d’inte´gration dans l’expression (A.5), a` tf , la transforme´e de
Fourier du signal s(t) (relation (A.6)) s’e´crit :
S(f) = exp
(
−2pif
(
b− 2pifa√
K2 − (2pif)2
)
+ 
−K2a√
K2 − (2pif)2
)
= exp
(
−2pifb− 
√
K2 − (2pif)2a
)
(A.11)
Annexe B
Ge´ne´ration d’une image par
range-Doppler
On conside`re une sce`ne radar constitue´e de points brillants dont les coordonne´es
(Xi, Yc + yi) sont de´finies par rapport a` un point de re´fe´rence situe´ en (0, Yc) (Figure
I.12). Le radar e´met le signal p(t) de´fini dans la section I.3.3. Dans ce cas, le signal
re´trodiffuse´ par la sce`ne et rec¸u par le radar s’e´crit :
sr(t, u) =
∑
i
ρi p
(
t− 2
c
√
(Xi − u)2 + (Yc + yi)2
)
(B.1)
La transforme´e de Fourier de ce signal selon la dimension t s’e´crit :
sr(ω, u) = TFt[sr(t, u)] = P (ω)
∑
i
ρi exp(−2ω
c
√
(Xi − u)2 + (Yc + yi)2) (B.2)
ou` P (ω) est la transforme´e de Fourier du signal e´mis p(t) a` bande limite´e Bd : P (ω) =
TFt[p(t)]. Par un de´veloppement en se´rie de Taylor de l’expression de la distance radar-
point brillant selon la variable u autour de xi et en supposant yi ( Yc, l’expression (B.2)
peut eˆtre approche´e par :
sr(ω, u) ≈ P (ω)
∑
i ρi exp
(
−ωc (Xi−u)
2
Yc
− 2ωc (Yc + yi)
)
≈ P (ω) exp(− 2ωc Yc)
∑
i ρi exp
(
−ωc (Xi−u)
2
Yc
− 2ωc yi
) (B.3)
On peut exprimer la transforme´e de Fourier de la fonction cible selon la seule dimension
y a` partir des relations (I.22) et (I.23) :
Fy(u, ky) =
∑
i
ρi exp(−ky(Yc + yi))δ(u −Xi) (B.4)
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ce qui nous permet d’e´crire le signal rec¸u en fonction de F (u, ky) a` partir de (B.3) :
sr(ω, u) ≈ P (ω)
[
Fy
(
u,
2ω
c
)]
∗
[
exp
(
−ωu
2
cYc
)]
(B.5)
ou` l’ope´rateur ∗ de´crit un produit de convolution selon la variable u. Par conse´quent, la
fonction Fy(u, ky) peut s’obtenir a` partir de (B.5) et s’e´crire :
Fy(u, ky) ≈ P ∗(ω)sr(ω, u) ∗ exp
(

ωu2
cYc
)
(B.6)
ou` ω = c
ky
2 . Nous effectuons alors les deux hypothe`ses simplificatrices du lobe e´troit (u(
Yc) et des pulsations disponibles ω proches de la pulsation centrale ωc (|ωc − ω| ( ωc)
pour e´crire que exp(ωu
2
cYc
) ≈ exp(ωcu2cYc ). Ainsi, on a :
Fy(u, ky) ≈ P ∗(ω)sr(ω, u) ∗ exp
(

ωcu
2
cYc
)
(B.7)
et par transformation inverse de Fourier selon y, on obtient avec x = u et y = ct2 :
f˜(x, y) ≈ [sr(t, u) ∗ p∗(−t)] ∗ exp
(

ωcu
2
cYc
)
(B.8)
Annexe C
Ge´ne´ration d’une image par range
stacking
Soit une cible constitue´e d’un ensemble de points brillants de coordonne´es (Xc+xi, Yi),
telles que xi ∈ [−X0;X0] et Yi ∈ [Yc − Y0;Yc + Y0]. Nous avons vu (Annexe B) que la
transforme´e de Fourier selon la dimension t du signal radar rec¸u s’e´crit (relation(B.2)) :
sr(ω, u) = P (ω)
∑
i
ρi exp
(
−2ω
c
√
(Xc + xi − u)2 + Y 2i
)
(C.1)
Ainsi, la transforme´e de Fourier de sr(ω, u) selon la dimension u s’e´crit :
Sr(ω, ku) =
∫ +∞
−∞
sr(ω, u) exp(−kuu)du (C.2)
ou encore
Sr(ω, ku) =
∫ +∞
−∞
P (ω)
∑
i
ρi exp
(
−2ω
c
√
(Xc + xi − u)2 + Y 2i
)
exp(−kuu)du (C.3)
En utilisant le principe de la phase stationnaire (annexe A), la transforme´e de Fourier
2D du signal rec¸u s’exprime :
Sr(ω, ku) = P (ω)
∑
i
ρi exp(−ku(Xc + xi)− 
√
4k2 − k2uYi) (C.4)
(C.5)
pour ku ∈ [−2k; 2k], ou` k = ωc . Donc S(ω, ku) devient :
Sr(ω, ku) = P (ω)
∑
i
ρi exp(−kx(ω, ku)(Xc + xi)− ky(ω, ku)Yi) (C.6)
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ou` {
kx(ω, ku) = ku
ky(ω, ku) =
√
4k2 − k2u
(C.7)
Finalement, on a :
Sr(ω, ku) = P (ω)F [kx(ω, ku), ky(ω, ku)] exp(−kuXc) (C.8)
Il est inte´ressant de voir dans cette dernie`re e´quation que F [kx(ω, ku), ky(ω, ku)] peut
s’exprimer comme le rapport de S(ω, ku) sur P (ω). Mais, le signal e´mis e´tant a` bande
limite´e, c’est-a`-dire P (ω) est nul pour ω n’appartenant pas a` Bd, on pre´fe`re l’exprimer
de la fac¸on suivante :
F [kx(ω, ku), ky(ω, ku)] = Sr(ω, ku)P
∗(ω)exp(+kuXc) (C.9)
Cette expression n’est pas directement utilisable pour la reconstruction puisque la fonc-
tion F [kx(ω, ku), ky(ω, ku)] doit eˆtre exprime´e pour des valeurs de (kx, ky) re´gulie`rement
espace´es pour pouvoir appliquer la transforme´e de Fourier inverse (voir section I.3.3.3).
D’apre`s l’e´quation (I.23), on peut conside´rer f(x, y) comme la transforme´e de Fourier
inverse de F (kx, ky) :
f(x, y) =
∫
kx
∫
ky
F (kx, ky)exp(kxx + kyy)dkydkx (C.10)
En utilisant les relations (C.7), cette e´quation s’exprime alors de la manie`re suivante :
f(x, y) =
∫
ku
∫
ω
F (ω, ku) exp(kux + 
√
4k2 − k2uy)J(ω, ku)dkudω (C.11)
L’expression J(ω, ku) est le Jacobien correspondant aux changements de variables et
s’e´nonce avec J(ω, ku) =
4k
c
√
4k2−k2u
. Il peut eˆtre ne´glige´ par la suite puisqu’il a un effet
lentement fluctuant sur l’amplitude. En re´injectant (C.9) dans cette dernie`re e´quation,
nous obtenons :
f(x, y) =
∫
ku
∫
ω
Sr(ω, ku) exp(+kuXc)P
∗(ω) exp(kux + 
√
4k2 − k2uy)dkudω (C.12)
En supposant un point en (Xc, Yi), la relation (C.8) permet d’e´crire, a` un facteur multi-
plicatif pre`s, la transforme´e de Fourier 2D de l’e´cho provenant de ce point :
Si(ω, ku) = P (ω) exp(−kuXc) exp(−
√
4k2 − k2uYi) (C.13)
L’expression de la fonction cible en (x, Yi) s’e´crit alors :
f(x, Yi) =
∫
ku
∫
ω
P ∗(ω)exp
[

√
4k2 − k2uYi
]
exp(+kuXc)Sr(ω, ku)exp(kux)dωdku
(C.14)
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Dans cette expression, le produit P ∗(ω)exp
[

√
4k2 − k2uYi
]
exp(+kuXc) peut eˆtre rem-
place´ par S∗i (ω, ku) :
f(x, Yi) =
∫
ku
[ ∫
ω
S∗i (ω, ku)Sr(ω, ku)dω
]
exp(kux)dku (C.15)
Pour une valeur de Yi donne´e, nous retrouvons la fonction image associe´e. En re´pe´tant
cette ope´ration pour l’ensemble des valeurs de Yi, la fonction cible f(x, y) est calcule´e
inte´gralement.

Annexe D
Ge´ne´ration d’une image par
format polaire
Pour des points brillants dont les coordonne´es (Xc +xi, Yc +yi), sont pris par rapport
au centre de la cible (Xc, Yc), la transforme´e de Fourier selon la dimension t du signal
rec¸u s’e´crit :
sr(ω, u) = P (ω)
∑
i
ρi exp
(
−2k
√
(Xc + xi − u)2 + (Yc + yi)2
)
(D.1)
Soit s0(t, u), le signal de re´fe´rence construit comme e´tant le signal rec¸u attendu d’un
point situe´ en (Xc, Yc). Son expression dans le plan (ω, u) est :
s0(ω, u) = P (ω) exp
(
−2k
√
(Xc − u)2 + Y 2c
)
(D.2)
Le signal compresse´ sc(ω, u) selon la dimension u est le produit du signal rec¸u (e´quation
(D.1)) avec la forme conjugue´e du signal de re´fe´rence (e´quation (D.2)) :
sc(ω, u) = sr(ω, u)s
∗
0(ω, u)
= |P (ω)|2
∑
i ρi exp
(
−2k
√
(Xc + xi − u)2 + (Yc + yi)2
)
exp
(
2k
√
(Xc − u)2 + Y 2c
) (D.3)
L’expression de la distance radar-cible est approche´e par un de´veloppement en se´rie de
Taylor :√
(Xc + xi − u)2 + (Yc + yi)2 =
√
(Xc − u)2 + Y 2c + 2Xcxi + 2Ycyi + ...
=
√
(Xc − u)2 + Y 2c + sin θ0(u)xi + cos θ0(u)yi + ...
≈
√
(Xc − u)2 + Y 2c + sin θ0(u)xi + cos θ0(u)yi
(D.4)
ou` θ0(u) = arctan(
Xc−u
Yc
) est l’angle d’aspect en u par rapport au centre de la cible.
Cette approximation peut eˆtre utilise´e dans l’expression du signal compresse´ qui est alors
conside´re´ comme une estimation de la transforme´e de Fourier 2D de la fonction cible
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F (kx, ky) :
sc(ω, u) ≈ |P (ω)|2
∑
i
ρiexp (−kx(ω, u)xi − ky(ω, u)yi) (D.5)
en posant {
kx(ω, u) = 2k sin θ0(u)
ky(ω, u) = 2k cos θ0(u)
(D.6)
Il est inte´ressant de constater que le couple (2k, θ0(u)) repre´sente les coordonne´es polaires
du couple (kx, ky). Toutefois θ0(u) n’e´tant pas une fonction line´aire de u, il est ne´cessaire
d’effectuer d’autres approximations afin de re´aliser une interpolation des donne´es. La
premie`re est applicable dans l’hypothe`se d’un faisceau e´troit (u ( Yc). Dans ce cas, la
fonction θ0(u) est approche´e par une fonction affine de la variable u :
θ0(u) ≈ θc − cosθc
Rc
u (D.7)
ou` θc = arctan
Xc
Yc
et Rc =
√
X2c + Y
2
c sont les coordonne´es polaires du centre de la cible.
Les relations (D.6) deviennent :{
kx(ω, u) ≈ 2k sin(θc − cos θcRc u)
ky(ω, u) ≈ 2k cos(θc − cos θcRc u)
(D.8)
Cette hypothe`se d’un faisceau tre`s e´troit permet alors d’exprimer ky inde´pendamment de
u :
ky ≈ 2k cos θc (D.9)
La seconde approximation requiert, en plus de l’hypothe`se de faisceau e´troit, une hy-
pothe`se de bande e´troite. Cette technique vise a` chercher une relation line´aire liant les
variables (ω, u) aux variables (kx, ky). En effectuant un de´veloppement limite´ a` l’ordre 0
pour les expressions cos
(
cos θc
Rc
u
)
et sin
(
cos θc
Rc
u
)
, il est possible d’approcher kx :
kx ≈ 2k(sin θc − cos
2 θc
Rc
u) (D.10)
L’hypothe`se de bande e´troite |ω − ωc|( ωc, nous permet alors d’e´crire :
kx ≈ 2k sin θc − 2kc cos
2 θc
Rc
u (D.11)
Si maintenant on suppose que l’angle θc est tre`s petit, kx peut s’exprimer comme une
fonction affine de u :
kx ≈ 2kc sin θc − 2kc cos
2 θc
Rc
u (D.12)
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Ainsi, les deux fre´quences spatiales kx et ky s’expriment comme des fonctions affines
respectivement des variables u et ω :{
kx(u) ≈ 2kc sin θc − 2kc cos2 θcRc u
ky(ω) ≈ 2k cos θc
(D.13)
Par conse´quent, a` partir du signal compresse´ (D.5) dans le plan (ω, u), nous pouvons
retrouver la fonction image par une transforme´e inverse de Fourier selon les deux dimen-
sions.

Annexe E
Calcul du champ diffracte´
Nous rappelons les e´quations de Maxwell :
∇×−→E + ∂
−→
B
∂t
= −−→M (E.1)
∇×−→H − ∂
−→
D
∂t
=
−→
J (E.2)
∇.−→E = ρe
1
(E.3)
∇.−→H = ρm
µ
(E.4)
et la relation de conservation :
∇.−→J + ωρe = 0 (E.5)
A partir de ces e´quations, et en notant k = ω
√
1µ, nous de´duisons l’expression suivante :
△−→E + k2−→E = 
ω1
∇.(∇.−→J ) + ωµ−→J +∇×−→M (E.6)
Or, la solution d’une e´quation de la forme △−→A + k2−→A = −→F , est −→A = G ∗ −→F , ou` G est la
fonction de Green :
G(x− x′) = − e
−k|x−x′|
4pi|x− x′| (E.7)
x est une variable de R3 de´crivant la position du point d’observation, alors que x′, a` valeurs
dans R3, de´signe un point d’inte´gration. Par conse´quent, La solution de l’e´quation (E.6)
a` la position d’observation x, s’e´crit :
E(x) =
1
4pi1ω
∫
(∇x.∇x + k2)(G(x− x′)−→J (x′)dx′)− 1
4pi
∫
∇x × (−→M (x′)G(x − x′))dx′
(E.8)
L’indice x ajoute´ aux diffe´rents ope´rateurs, pre´cise qu’ils s’appliquent selon cette variable.
Nous pouvons alors faire les simplifications suivantes, puisque les vecteurs de courants
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sont inde´pendants de la variable x :
∇x(G(x − x′) −→J (x′)) = G(x− x′)∇x−→J (x′) +∇xG(x− x′).−→J (x′)
= ∇xG(x− x′).−→J (x′)
∇x × (G(x − x′) −→M(x′)) = G(x− x′)∇x ×−→M(x′) +∇xG(x− x′)×−→M(x′)
= ∇xG(x− x′)×
−→
M(x′)
Apre`s quelques simplifications, nous pouvons finalement e´crire :
∇x∇x(G(x − x′)
−→
J (x′)) =
(−→
J (x′).∇x
)
∇xG(x− x′) (E.9)
En posant r = |x− x′| et uˆ = x−x′r , le gradient de la fonction de Green s’exprime :
∇xG(x, x′) = −
(
k +
1
r
)
G(r)uˆ (E.10)
D’ou`
∇x∇x(G(x, x′)−→J (x′)) = r
(
G(x− x′)′
r
)′
(
−→
J (x′).uˆ).uˆ) +
G(x− x′)′
r
−→
J (x′) (E.11)
On en de´duit enfin une expression exacte pour la solution de l’e´quation (E.6) :
−→
E =
ωµ
4pi
∫ ∫ ((
1 +
3
kr
− 3
k2r2
)
(
−→
J .uˆ).uˆ−
(
1 +
1
kr
− 1
k2r2
)−→
J − k +
1
r
ωµ
−→
M × uˆ
)
exp(−kr)
r
dx′ (E.12)
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Re´sume´
La gestion et la maˆıtrise du trafic autoroutier prend une importance particulie`re depuis
cette dernie`re de´cennie de par l’augmentation constante du nombre de ve´hicules sur les
routes. A cet e´gard, l’utilisation du te´le´pe´age est un moyen de fluidifier le trafic automobile
aux abords des acce`s autoroutiers : les ve´hicules sont identifie´s lorsque le badge a` bord
des ve´hicules est de´tecte´ par la balise de te´le´pe´age. L’objectif de l’e´tude pre´sente´e dans ce
me´moire est l’ajout d’une fonction d’imagerie a` un syste`me de te´le´pe´age pour controˆler
la nature du ve´hicule. La balise de te´le´pe´age e´met un signal a` ondes continues pour la
de´tection du badge de l’usager. La cible (le ve´hicule), en passant sous la balise, cre´e le
mouvement ne´cessaire a` une synthe`se d’ouverture. En effet, l’imagerie radar par synthe`se
d’ouverture permet l’obtention d’une image radar haute re´solution. Dans l’axe distance
(axe de propagation de l’onde e´mise), cette re´solution peut eˆtre obtenue avec un signal
impulsionnel et/ou module´. La re´solution dans l’axe azimut (sens de de´placement du
radar ou de la cible) est atteinte graˆce au mouvement relatif entre le radar et la cible.
Dans un premier chapitre, nous pre´sentons le principe de l’imagerie radar par synthe`se
d’ouverture et nous de´crivons les diffe´rentes techniques de traitement du signal pour la
construction de l’image radar a` partir de l’e´cho du signal e´mis sur la cible. La synthe`se
d’ouverture consiste en un filtrage adapte´ graˆce a` un signal de re´fe´rence, construit a` partir
de la connaissance du mouvement relatif radar-cible.
Dans le deuxie`me chapitre, nous proposons un traitement a` appliquer au signal rec¸u
par la balise de te´le´pe´age pour ge´ne´rer une image radar 2D du ve´hicule en mouvement.
Nous utilisons le principe de synthe`se d’ouverture pour focaliser dans la direction de
de´placement de la cible. Il est ne´cessaire pour cela d’estimer le mouvement de l’objet a`
imager : l’estimation de la vitesse est suffisante si nous supposons une trajectoire rectiligne
et un de´placement uniforme. Nous proposons alors une me´thode d’estimation de la vitesse
du ve´hicule, mettant a` profit la connaissance de la ge´ome´trie de la sce`ne et l’estimation
de la fre´quence instantane´e. La seconde dimension de l’image est donne´e par l’utilisation
d’une se´rie de signaux de re´fe´rence, cre´e´s pour chaque case distance.
Dans le troisie`me chapitre, des simulations e´lectromagne´tiques, base´es sur l’Optique
Physique permettent de valider notre traitement. Elles montrent que le manque de focali-
sation en distance conduit a` des difficulte´s d’interpre´tation. Graˆce a` ces simulations, nous
e´valuons le mode de fonctionnement optimal du syste`me, sa sensibilite´ aux erreurs d’es-
timation des parame`tres et les performances de l’estimateur de vitesse. Des campagnes
de mesures utilisant une balise de te´le´pe´age ont e´te´ mene´es, mettant ainsi en e´vidence les
limites de ce syste`me comme radar imageur.
Enfin, dans un dernier chapitre, nous proposons une e´volution du syste`me existant
pour ame´liorer ses faculte´s d’imagerie sans alte´rer ses fonctions premie`res de de´tection
de badge. La solution pre´sente´e est l’ajout d’une modulation au signal. Le traitement
du signal radar est adapte´ a` cette nouvelle forme de signal e´mis. Les images radar ainsi
re´alise´es a` partir de signaux simule´s et de signaux mesure´s montrent la nette ame´lioration
apporte´e par ce nouveau syste`me.
Mots cle´s : Imagerie radar par synthe`se d’ouverture - Traitement du signal radar -
Analyse temps-fre´quence - Simulations e´lectromagne´tiques - Syste`me radar FM-CW
