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ABSTRACT
There has been a surge in artificial intelligence (AI) technologies
co-opted by or designed for people with visual disabilities. Re-
searchers and engineers have pushed technical boundaries in areas
such as computer vision, natural language processing, location in-
ference, and wearable computing. But what do people with visual
disabilities imagine as their own technological future? To explore
this question, we developed and carried out tactile ideation work-
shops with participants in the UK and India. Our participants gen-
erated a large and diverse set of ideas, most focusing on ways to
meet needs related to social interaction. In some cases, this was
a matter of recognizing people. In other cases, they wanted to be
able to participate in social situations with their disability being
unobtrusive. It was striking that this finding was consistent across
UK and India despite substantial cultural and infrastructural differ-
ences. In this paper, we describe a new technique for working with
people with visual disabilities to imagine new technologies that are
tuned to their needs and aspirations. Based on our experience with
these workshops, we provide a set of social dimensions whereby
users’ social needs and desires are a more deliberate consideration
for assistive technology design.
Categories and Subject Descriptors
Categories
Keywords
Keywords
1. INTRODUCTION
There is a strong industrial push to create (artificial) intelligent
agents that utilize speech and computational vision to enable new
experiences. While intended for the mainstream, it is people with
visual disabilities who have become especially proficient power
users of conversational agents [29]. More recently, there have been
more explicit explorations of how computational vision might en-
able the agent experience for people with visual disabilities. We
see products that: find and read text [33], identify objects and peo-
ple [37], [23], as well as describe images on social media [54].
As artificial intelligence matures, it becomes increasingly impor-
tant to understand the kinds of things that people with visual dis-
abilities would like to have as part of their tech toolkit. While there
is a growing literature on what people find challenging now (e.g.,
[35],[51]), we wanted to prompt those with visual disabilities to
imagine what artificial intelligence might offer in the future. Such
a future may address practical problems that users face now, or
it might include a set of new abilities that we have not yet con-
sidered. Helping people imagine novel ideas for the future can be
done through a structured process of ideation [20].
Current methods of ideation rely heavily on visual stimuli and thus
are less suitable to use with people who have a visual disability.
Typically, these methods include overt visual activities such as us-
ing ideation cards to prompt ideas as well as subtler visual activi-
ties such as recording the outcome of an exercise with post-it notes.
Group work, even sharing physical models, can be highly visual.
To work with people with visual disabilities we need to develop
new ideation tasks that do not rely on vision. In this paper, we de-
scribe a set of novel ideation tasks that we adapted to use with a
diverse group of people with visual disabilities.
As people with visual disabilities are a very diverse group, we
wanted to reflect that diversity in our participants. In particular,
while much research and development in assistive technology has
been focused on resource-rich environments with advanced infra-
structure, about 90% of the world’s 285 million people with visual
disabilities live in low-income settings [53]. As we explore how in-
telligent agents can enable people with visual disabilities, we want-
ed to consider how differences in context, culture, and resource
availability would affect the ideas generated. To this end, we have
used our ideation methods in two contrasting contexts, UK and In-
dia.
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The central focus of this paper is a synthesis of the ideas generated
using adapted, tactile ideation techniques with visually disabled
participants in workshops held in the UK and India. We found that
participants, despite different cultural contexts, focused on intelli-
gent technologies that enabled them to interact more easily with
others. Even mundane challenges were couched very directly in the
social context in which they were raised. These findings suggest
that we need to take careful consideration of the social dimensions
of the lived experiences of people with visual disabilities.
In doing so, we might extend the common emphasis on wholly
practical or functional challenges this user group faces, such as
identifying money or navigating a floorplan. A design space might
thus be opened up that focuses on the subtler, but equally important
set of challenges that have yet to receive substantial attention, e.g.
providing a socially appropriate offering at temple or incidentally
noting the identity of someone passing by.
This paper makes three specific contributions:
1. The concept and realization of tactile ideation workshops
specifically developed for people with visual disabilities;
2. A cross-cultural comparison of ideas generated by people
with visual disabilities in the UK and India, illustrating a
consistent desire for social experience;
3. An articulation of a set of social dimensions to further
a more deliberate design consideration for users’ social
needs and desires in assistive technology design.
2. RELATED WORK
We begin this section with a brief overview of the types of systems
being developed for people with visual disabilities in recent years.
We then draw upon a large, diverse literature on ideation, capturing
relevant key ideas that can be utilized for tactile ideation, and sum-
marize related literature on designing with people who have a vi-
sual disability. As these literatures are diverse and spread across
academic fields and industry, we do not attempt to cover them ex-
haustively, but highlight elements that are particularly relevant to
the findings within this paper.
2.1 Systems Research for People with Visual
Disabilities
There is a large research literature on developing systems to make
life easier for those who with visual disabilities. For example, re-
cent papers in this community have focused on: the creation [10]
and use [18] of tactile graphics; improvements to screen readers,
such as concurrent audio [22] or access to charts [58]; reading out
visual information with finger-mounted cameras [44]; 3D printed
tactile maps [47]; supporting code navigation [7]; and not least,
blind photography [1]. The majority of these systems, while di-
verse in nature, are motivated by access issues, providing support
for actions and activities available to people with sight.
The most heavily researched area has been that of navigation and
orientation. These range from spotting zebra crossings [3] to the
use of guide drones [6]. Other examples include: finding bus stops
[15]; traversing open spaces [16]; navigating in buildings [24], and
indoor navigation more generally [2]. In addition to work in this
community, there are many technical communities also contribut-
ing to research to support system development for navigation such
as the use of computer vision [9]. We are also beginning to see
navigation technologies reach a large number of users through in-
dustrial efforts, such as Microsoft Soundscape, [34] a 3D spatial-
ized audio navigation system, and American Printing House for the
Blind’s Nearby Explorer app [4].
A newer area of concentration is object and image identification.
This was first explored through crowd-sourcing applications that
enable users to send images to people who could identify them [8].
More recently, people have surfaced the challenges of images on
social networking sights [32], and addressed them through design-
ing an automatic captioning service for Facebook [54]. Others have
looked at object identification more directly through a proposal for
a personalized object detector [25]; studies understanding image
capture for object identification [31]; as well as design experiments
to understand object identification for people with low vision [55].
With these studies, we see design proposals or initial uses of artifi-
cial intelligence for enabling applications for practical tasks.
There is now a growing literature that focuses on the lived expe-
rience of people with visual disabilities rather than the technolo-
gy per se. Shinohara and Wobbrock have pointed out that assistive
technology can impede social interaction [43] and introduced the
term social accessibility to prompt designers to think beyond the
assistance a device provides to its practicality in a social setting
[42]. Zolyomi et al. take this one step further to consider the social
dimensions of adopting a particular sight assistive technology [57].
These authors pull out several examples in which people chose to
access visual cues from the system to support social participation
through understanding the surroundings or understanding a conver-
sational reference.
The social dimensions of the lived experience, however, have only
received limited attention by system builders. One group of re-
searchers have explored a social assistant [38]. Made from a cam-
era and vibrating belt, the system indicates the location and dis-
tance of an interaction partner and their facial expression. This
work illustrates how system and person co-adapt. Other research
explores the capture of emotional valence and head nodding, and
delivers the determined responses verbally. They illustrate the
challenge of having categorical responses that may be context de-
pendent [36]. There is also work that focuses on communicating
gaze direction through tactile feedback, although it has, so far, not
been tested with visually disabled users [39]. This work builds on
research on affect recognition, but is only just being explored with
people with visual disabilities.
2.2 Ideation Methods
Ideation is the creative process of generating new ideas. While
there are many methods, Graham and Bachmann delineate nine ap-
proaches [20]. Some of these approaches are to solve specific prob-
lems, such as a known accessibility issues. Others are intended to
create entities or experiences not yet known. There are two types
of methods in this latter category that we would particularly like to
highlight as relevant here: 1) derivative ideas that involve changing
an existing entity; and 2) symbiotic ideas which come from com-
bining multiple ideas into a singular entity. These two approaches,
particularly suited to engendering new ideas, have been embodied
in a range of different techniques.
Ideation cards is a common ideation technique used in designing
interactive experiences with technology. Ideation cards help par-
ticipants to reflect on specific aspects of the design or combine
unexpected ideas. Golembewski, for example, has proposed how
designers might create their own cards, helping them mix people,
place, and objects in serendipitous ways [19]. There are a number
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of card sets available around specific topics, such as humanistic as-
pects of design [17] or legal and ethical aspects in technology de-
sign [30]. Woelfel provides an overview of existing tools [52].
Another ideation technique, and one that is more tactile, is Lego
Serious Play (LSP). LSP is a facilitated workshop in which par-
ticipants respond to tasks by building symbolic and metaphorical
models with LEGO bricks which are then narrated. There is an
emphasis on concrete expression of experiences and ideas that are
otherwise abstract. The practical challenges of implementing this
method have been nicely documented for imagining health futures
[45]. This work describes how to build the confidence of partic-
ipants in the ideation process, gradually scaling up the exercises.
It also talks about the importance of mixing individual and group
tasks to enable the sharing and building on others’ ideas. While tac-
tile, LSP relies heavily on sight to build and narrate the concept.
There are many other ideation activities and games that enable idea
generation through derivation, symbiosis, and spontaneity [21].
Other methods that we have drawn upon include: show-and-tell,
object brainstorming, and critique. Show-and-tell is an activity in
which everyone brings an object and describes how it represents an
activity, enabling any of the three idea generation types. Similarly,
object brainstorming utilizes objects chosen at random as a way to
inspire future imaginings. Critique of current systems is a mecha-
nism to provide insights into design issues by populations who do
not currently use a technology, e.g. older people and banking [48].
These methods provide the starting points for the creation of truly
tactile ideation methods.
2.3 Designing with People with Visual
Disabilities
A range of methods have been used to give voice to visually dis-
abled users in the design process to varying degrees. A common
method is in situ interviewing or observation. For example, Bran-
ham and Kane [12] focus on the co-creation of accessible home
spaces. Interviewing blind individuals and their partners in their
homes, the authors articulate how "can't do" activities can move to
"can do" activities with preparation help from a partner. With this
method, the authors highlight the range of existing strategies that
people already have to achieve an accessible home. They also em-
phasise how the social dimensions of the home must be accounted
for in technology designed for this space.
User-centered design approaches shift the focus from understand-
ing the user to encouraging the user to articulate their needs
through a design process. Ye et al. [55], for example, use a wear-
able probe to provide a sense of the material and the practical ex-
perience of interacting with a wearable device through a speech-in-
terface. The authors used the probe to help participants articulate
their views on both form and function. This approach gives users
a direct voice into design aspects forefronted by the designer, but
these methods do not bring the user voice into how best to solve a
problem.
Participatory design attempts to integrate users into the design
process itself, to capture tacit knowledge in the production of all
aspects of the design from concept to features. There are only a few
studies that use participatory design with people with visual dis-
abilities. Williams et al. [50] carry out a participatory design ses-
sion to design a wearable navigation aide. Their first activity was
doing low-fidelity prototyping with craft materials as an alterna-
tive to sketching. The participants preferred talking, question-an-
swer style, not utilizing the craft materials. This left the facilita-
tor to construct prototypes based on their understanding of the dis-
cussion. The authors reflect that more structure would have helped
people engage in this unfamiliar task. The rectangular table layout
also made it difficult for participants to tactilely discover what ma-
terials were available.
A second workshop was held in which the same participants were
asked to assemble a set of electronic components to design a device
that could be used to address a specific scenario that had come
from a previous workshop. This activity helped participants grap-
ple with trade-offs of features versus weight as well as delve into
the specifics of physical design. While there was little imagination
of a technology beyond what participants had previously experi-
enced, it enabled them to have detailed conversations about form-
factor and physical design. In doing so, they could contribute a
wealth of tacit knowledge. However, the activities were not suc-
cessful in helping participants generate new ideas.
Ratto et al. [41] detail their efforts to design a better blind tennis
ball through participatory design. Blind tennis athletes and several
hackers/engineers started the day with a discussion of the sport
and the problems faced. The second part of the workshop focused
on prototyping, with a self-divide between sighted people building
and blind people testing and commenting. To address this, the au-
thors built tools for blind prototyping, including tactile overlays for
circuit boards and a digital multimeter. This work highlights the
complex relationship between the materials being used and partic-
ipation.
Andrews [5] also presents a host of methods used over a number
of years to engage blind and partially sighted people in participa-
tory design processes. These included: moodboards, foam models,
cards, existing product feedback and storytelling. One of the key
adaptations needed to make these activities work was the use of the
designer as transcriber to questions posed. For example, in mood-
boards, participants were asked to respond to a technology being
named (e.g. TV remote) and say what needed to be improved. This
approach of adaptation relies heavily on how the sighted person
summarises and prioritises what is said, potentially taking the di-
rect voice away from people with visual disabilities.
Other issues documented in Andrews’s work were the need for pre-
vious familiarity with topic of discussion and challenges with low-
fidelity prototyping. Pictures could not be used to conjure up an
idea, rather participants had to draw ideas from their existing expe-
riences. Low-fidelity prototyping was also problematic. While in-
tended to inspire conversation through their look, their experience
by touch often encouraged detailed feedback instead. Participants
had a tendency to focus on the detail of the tactile experience first,
before moving to the general concept. While this makes sense in
terms of the availability of information through the fingertips, it is
not appropriate to low-fidelity forms. The tactile and auditory ex-
perience of materials, rather than their visual form, must be consid-
ered in the design of appropriate activities.
3. METHOD
The most substantial part of the method is the design of the tactile
ideation tasks. To do this, we draw upon two types of idea gener-
ation highlighted in the related work section: derivative ideas and
symbiotic ideas. We instantiate these through re-structuring exist-
ing approaches described above to be entirely non-visual. In this
section, we first present the concept of these tactile ideation tasks.
We then discuss the two settings in which the workshops were car-
ried out in UK and India. Finally, we describe how we synthesized
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the results of the ideation process for presentation in this paper.
3.1 Tactile Ideation Tasks
The workshop concept is built around the notion of a sixth sense,
or a superpower, that the participants would like to have. A focus
on a sixth sense was chosen to help people articulate a desire for a
world augmented in some way while being technologically agnos-
tic. More specifically, it is intended to question information need
irrespective of technology, while respecting highly developed indi-
vidual strategies and preferences to sense and form an understand-
ing of the world. The workshop consists of two activity sessions.
3.1.1 Activity Set 1
The first session starts by asking people to describe, with the sup-
port of an object they are asked to bring, a sixth sense or super
power that they would like to have in small groups. Objects (e.g.
a pair of glasses) are passed around from participant to partici-
pant during description. The use of an object draws inspiration
from the combination of two approaches: show and tell and object
brainstorming [21]. Show-and-tell is an activity in which everyone
brings an object and describes how it represents an activity. Object
brainstorming utilizes objects is a way to inspire future imaginings.
The choice of objects was a deliberate one to provide a tactile way
to share and reference ideas.
This initial activity is then developed through asking each par-
ticipant to choose a sixth sense that is not their own (referenced
through the objects on the table) and a talking button that speaks
pre-recorded text. Talking buttons have place names on them, such
as: at home, at the mall, at work, at the temple, etc. Participants are
then asked to imagine how they would use their new sixth sense in
that particular location. To keep their hands busy and create some-
thing that can be shared with the group, each participant is asked
to create an accessory for their chosen sixth sense from a lump of
clay given to them. Participants are then asked to discuss and hand
their accessories to each other, before choosing one to give to the
participants in another group.
The aim of this task, similar to ideation cards, is to juxtapose the
unexpected to stimulate creative thinking beyond a person’s own
initial ideas. The use of clay draws upon the research from Lego
Serious Play that proposes that making with the hands inspires dif-
ferent kinds of the ideas [40]. The choice of making an accessory
is intended to take the focus off having to find a form for the sixth
sense. The need to choose a single concept from all of those made
by the participants is intended to stimulate the discussion and pri-
oritization of the benefits and/or disadvantages of a particular sixth
sense. It is also envisioned to provide a medium to see whether
challenges raised in this discussion are common to participants.
Finally, each group integrates the sixth sense and scenario received
from the other group with an existing technology that they current-
ly use to make a new technology. This can be either an entirely dig-
ital technology, such as an app, or a physical technology, such as
a liquid level meter. The session finishes with both groups sharing
their final concepts. This final activity provides an opportunity for
the facilitator to explore current technology use. It also brings the
sub-groups together to discuss the ideas generated throughout the
first set of activities.
3.1.2 Activity Set 2
While the first set of activities is bottom up, with no constraints
around the technology; the second set of activities is top down,
ideating around a specific set of technologies, explicitly exploring
opportunities for artificial intelligence, with a particular focus on
computational vision. This set of activities starts with a discussion
of what artificial intelligence technologies are capable of now and
what is predicted they might be capable of in 10 years' time.
Participants are then asked to design a technology that they would
like to use from a set of widgets that will be provided to them. In
the first round, participants are asked to choose one artificial intel-
ligence (AI) widget and one output widget. The AI widgets were
previously decided upon during a workshop with computational vi-
sion researchers, and include: a person recognizer, an object rec-
ognizer, an object aligner, and a room mapper. The output widgets
include: speech, vibration, 3d audio, and tactile display. For exam-
ple, participants may create a system that recognizes the alignment
of two objects and tells the user about this through vibration. These
widgets are recorded on a talking button in the craft box that will
be given to the participant.
Participants are further encouraged to use their own personal box
of craft materials to illustrate the scenario in which their invented
technology would be used. The craft material boxes contain: pipe
cleaners, paper clips, clay, balloons, lego figures, a safety blanket,
foam, and double-sided sticky pads. The making approach is in line
with the theories from Lego Serious play, with individual boxes
aimed at reducing the problem of materials being too far away to
reach or undiscoverable, a problem raised in the literature review.
After 15 minutes, people can add a second widget. The final de-
signs, are then passed on trays, and described, and discussed across
both groups.
3.2 UK Cohort
Six participants (2 women) were recruited through personal con-
tacts of the lead researcher who is an active member of the local
blind community. They were chosen to represent the diversity of
the blind community. Participant ages ranged from 8 (represented
by his mother) to 60 years old; vision levels ranged from none to
ability to read adapted text; and both early and late blind were in-
cluded. All participants were heavy technology users and could be
seen as early adopters.
The ideation workshop took place in the public space of a research
lab in Cambridge, UK. Participants worked in groups of three at
small round tables for the first activity set. They sat in the same
groups at larger rectangular tables for the second activity set as
more space was needed. The session was intended to last three
hours, but intense discussions made it last more than four hours.
Each group had a facilitator.
3.3 India Cohort
Eight blind and partially sighted individuals (4 women) were re-
cruited from Enable India, a charity that teaches computer skills
(e.g. keyboarding, and screen reader use) along with workplace
skills (e.g. interacting in a sighted workforce). Participants ranged
in age from late teens to thirties; sight levels ranged from adapted
text to no sight; and included early and late blind users. All were
learning to use technology to gain better jobs. Three were smart-
phone owners.
The workshops took place in a research lab in Bangalore, India.
Participants were split into two rooms by gender, to enable a freer
discussion in a culture where gender plays a strong mediating role.
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Figure 1. Tactile ideation workshop with six participants. (Left) Object-based show and tell; (Right) Craft-based scenario genera-
tion.
Figure 2. Tactile ideation workshop in India with eight participants. (Left) Breakout for women with two facilitators; (Right)
Men's breakout with one participant.
Each group sat around a small round table with a facilitator. While
all participants spoke English, some were more confident than oth-
ers. Local languages such as Kanada and Tamil were also spoken
during the workshop, particularly in the women’s group. Several
helpers sat around the outside of the table, helping with translation.
The ideation tasks were adapted based on the experience of the
UK session as well as practical need. This workshop focused en-
tirely on activity set 1 due to the resistance we saw in the UK
workshop to using clay and craft materials (as discussed below).
In lieu of participants bringing objects, we had various objects
available to them. These included: pipe cleaners, pebble magnets,
survival blanket, stress ball, blue-tac, and paperclips. Participants
were asked to use these to help them think of a sixth sense. This
was done for practicality, as we did not have direct contact with
participants before their arrival. The places used in the place activ-
ity were adapted to be culturally relevant: Market, Temple, Rela-
tive’s house, and Work or School.
3.4 Data Synthesis
All of the workshops were video and audio recorded. The facili-
tators of each group also took notes during and after the session.
Each workshop group had two people draw out the ideas which
were then placed in a spreadsheet. Related context, such as use ex-
amples of proposed ideas or details about the participants’ back-
ground that helped interpretation, were also included. The authors
worked together to cluster the data into meaningful groups present-
ed in the findings. This was an iterative process informed by im-
mersion in the literature as well as other related studies with people
with visual disabilities. Permission was given to the use of photos
in publications.
4. FINDINGS
The two ideation sessions were both highly generative, spawning a
large and varied number of ideas. Some of those ideas were direct
descriptions of what a technology would do: “identify an official at
an office or summon a guide” (Ip7). Others described how a tech-
nology might do something: “The accessory would transfer the pat-
terns in the environment to me in a silent way, not involving vibra-
tion or audio. I want it to go directly to my brain.” (UKp5). Many
of the ideas came as part of stories. Those stories communicated
how a particular need would impact the participants; or, the partic-
ipants integrated a variety of ideas generated through the iterative
activities into a single proposed scenario. Below are two such ex-
amples, respectively.
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A sixth-sense to tell me when I’ve offended someone
as I can’t read people’s reactions anymore. You
wouldn’t know if you queue jumped and someone was
offended. People are likely to tell you when you are
pleased, but may try to hide their frustration or anger.
(UKp3)
The system already knows who your relatives are (be-
cause you interact all the time). Detect changes in fur-
niture from last time visited. Who is present today? Is
cousin there? Facial expression may indicate that fam-
ily folks aren't that interested in having you around.
(Ip6).
Most notable about the ideas generated is that the majority mention
people either as objects of identification or as part of the story. If
we break down our data into singular ideas and remove duplicates
from the same group, we count 66 ideas of which 28 are from the
UK. Four of the imagined sixth senses were not specific to people
with a visual disability, focusing on “knowing the future” or “diag-
nosing illness through feeling the hand.” Forty of the remaining 62
ideas mentioned people in some way. While these are rough esti-
mates given the difficulty of quantifying “an idea,” they do give a
sense of how pervasive and important people are in the ideas that
surfaced. We focus the remaining analysis on articulating the dif-
ferent ways people feature in our data set.
4.1 Identifying People
Many of the examples focused on identifying and locating known
people. Some participants wanted to identify friends in a temple
(Ip4), or know when their manager was passing by at work
(UKp4). These two examples are illustrative of a range of exam-
ples in which other strategies, such as voice or handshake recog-
nition could not be brought to bear because of the social protocol.
Two other situations were singled out as being challenging places
to identify people: networking events and serendipitous meetings
on the street. The noise and crowd of a networking event made ag-
ile movement to sought-for people difficult. Whereas the serendip-
ity of the street made it difficult to apply context in the sense-mak-
ing process of who might be around.
When networking it can be hard because you know
people are in the room, but you don’t know where
(UKp1).
As illustrated through these examples, identifying people had a
number of purposes beyond engagement with a person: First, some
of our participants pointed out with a wry sense of humor that
identifying people also enables their avoidance. Avoiding people is
something a person with a visual disability cannot easily do. Sec-
ond, in an extended example from the India workshop, identifying
which relatives were in the house when looking for “cousin” was
desired (Ip8). This additional information provided a social con-
text to ascertain the socially appropriate manner for engaging with
a cousin even if the other people were not the intended focus of the
visit.
Identifying people was not limited to a known person. It was also
important to identify people routinely in the same environment.
Participants spoke about how they often felt disconnected from the
communities in which they lived and worked.
I live in a village. People know what I look like and
they will often say hello to me, but I have no clue who
they are. If they come and speak to me, they say, I’ve
known you for 20 years. But I haven’t known you for
20 years, you’ve never spoken to me before. (UKp5)
There was almost a fascination with how sighted people could
meet each other without directly interacting just by being in the
same space. These examples stretch the idea of people we know by
name to those we know by sight, or the familiar stranger.
Not least, there were several examples in which the role of the per-
son was more important than identifying the person. In the most
direct sense, there was a need to identify help or a guide when
entering a building (Ip7). This could also extend to temporary
roles, such as finding people who look like they are going to lunch
(UKp4). The most general form of this was gaining an understand-
ing of who is around. For example, understanding where people are
walking and praying in a temple enables navigating around them
(Ip4). Equally, people ubiquitously wanted to know where people
were absent, in order to find an empty seat.
4.2 Managing Social Interactions
Beyond the identification of people, many examples focused on
the identification of social cues to enable the management of social
interaction. Some participants emphasized the desire for the low-
bandwidth communication provided by eye-contact (UKp5). An-
other participant pointed out that it provides a back channel for
communicating with a single other person in a room when there
were multiple people (UKp3). This is captured in the example be-
low:
I want to be able to look at [blind son] across the room
to let him know that he should stop what he is do-
ing without drawing everyone’s attention by speaking
aloud. (UKp6)
Others wanted a more sophisticated way to read reactions to mod-
ulate their own behavior, whether it be in a doctor-patient relation-
ship or just with family.
A way to know how someone is responding when I’m
breaking bad news [as a doctor] in a hospital context.
(UKp2)
Relatives aren’t always that interested in having you
around. It would be useful to gauge attention and in-
terest from them in a conversation. (Ip6)
Interestingly, people were more concerned with getting negative
cues rather than positive, pointing out that people are more forth-
coming when they are pleased, but attempt to be neutral when dis-
pleased. This attempt at understatement made reading intent from
audio cues alone far more challenging. Finally, people wanted to
access non-verbal cues critical for interaction, such as an extended
hand or a head nod. Non-verbal cues also extended to understand-
ing attention.
I want to understand that the priest has extended his
hand with an offering of Prasad. (Ip1)
Suppose we have gone to a vendor to buy some stuff
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and we are keeping on telling him something, but he is
talking to the customer beside us. So we are not able
to understand whether he is talking to *me* or the per-
son beside me. (Ip5)
While one group in the UK mused over why people continued to
use such non-verbal interactions with people they knew could not
see them, the groups in India did not question the phenomenon, as-
suming it was their responsibility to fit socially.
4.3 Social Stories
There were also a large number of examples in which people fea-
tured prominently in the story, but people were not necessarily the
objects of recognition. While the quotation below has seemingly
little to do with people, unpacking it with the participants led to
a discussion around conversational participation. When out-and-
about, it was common to fall into a relationship in which the world
was described by the sighted person and the description absorbed
by the visually disabled person.
Here are a pair of glasses and they are magical, or
technical, same thing. They can do pattern detection. I
am very competitive and no matter what the situation
my wife or colleagues can do better when it comes to
matching patterns. (UKp4)
Conversations, when out-and-about, are often about visual similar-
ity – “that is similar to the houses we saw in Sweden last year” – or
visual difference – “that shop is now closed.” Our participants felt
that the more visual cues they had, the more opportunity they had
to initiate conversation.
On the surface, the next example may describe the mechanistic
challenge of recognizing and distinguishing coins, yet the social
story underling this instance rather highlights the desire to take part
in activities without disrupting social norms.
At the temple, we find it hard to recognize the coins (1
Rupee or 2 Rupees) to offer during the prayers to the
priest. It is also hard to distinguish notes to offer. With
shops, we can always ask what note it is and exchange
it with the right one if wrong. But at a temple, we are
embarrassed to ask and exchange notes or coins. We
want to be able to tell accurately. (Ip2, Ip3)
This example illustrates that the motivation for a simple recogni-
tion technology is influenced by the social setting in which it is re-
quired. While such technologies may be useful in a range of places,
our examples highlighted how social spaces often reduce the avail-
ability of other strategies to gain information, making social partic-
ipation more difficult.
Social participation took on a new shape with several examples in
which the technological need was to avoid being taken advantage
of because of a disability.
I want a talking ATM. My friends or relatives help me
now, but sometimes they take a tip. (Ip3)
The seller gives me something other than what I ask
for. I tell him that this is not right, but he doesn’t be-
lieve me. I need something to prove that I am right.
(Ip1)
These examples show that social participation is not only a matter
of desire, but also of necessity. The ability to demonstrate com-
petence and “normality” is a key driver of informational need in
some circumstances. While we only saw such examples in India,
we know that there is related research that suggests a similar need
in Western contexts, such as the demonstration of professionalism
among blind people at work [11].
Socially motivated technology use also came from the need for so-
cial independence. Some of our examples highlight that the lack of
information keeps young people from gaining the social indepen-
dence they desire as illustrated in the quotation below.
My parents do this now, but I’d like my phone to be
able to tell me about obstacles or steps (Ip8).
Most of the examples, like this one, asking for practical solutions
did not reference people, but could be seen as socially motivated.
While gaining social independence is perhaps the opposite of so-
cial participation, they are linked in that social independence for
mundane tasks enables effort to be put towards inherently social
interactions unencumbered by need, creating an equality of inter-
action.
4.4 People across Cultures
The most striking aspect of our data is the similarity of ideas gener-
ated across the two workshops. The UK and India have substantial
cultural and infrastructural differences. We had expected that this
might lead to different ideation results, but this was largely not the
case. The only differences were: the UK had ideas unrelated to vi-
sual disability; and India started the conversation with very direct
day-to-day needs people wanted met, such as better walking direc-
tions. However, once settled into the activities, the ideas across the
two localities became much more similar. The most endearing ex-
ample are the following two quotations which are aiming for the
exact same thing – that thing that many young people are looking
for regardless of culture or location.
If I'm talking to someone and they're not that interest-
ed in speaking to me, their facial expression will show:
So you can finish the conversation quickly. She's just
not that into you. (Ip5)
A way to read emotions during the [name] therapy
groups; when girls are eyeing me. I can guess a lot less
about what people think now that I cannot see their
faces. (UKp1)
5. DISCUSSION
We have presented the method and synthesis of findings from
ideation workshops with visually disabled people in the UK and In-
dia in order to understand how this user group might imagine their
own future with (artificial) intelligent agents. We were surprised to
find that when taking an ideation approach agnostic to technology
and current everyday needs, our participants focused on technolo-
gies that could help them meet their social desires. In some cas-
es that was a matter of recognizing people. In other cases, it was
a matter of being able to participate in social situations with their
disability being unobtrusive. It was striking that this finding was
consistent across UK and India, despite substantial cultural and in-
frastructural differences.
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In the discussion, we tease out what the social dimensions of the
lived experience of this user group might look like in a design
process. We also comment on the particularities of the tactile
ideation workshop method and its role in forefronting social inter-
action in our findings.
5.5 Enabling Social Experiences
The most striking aspect of our workshops was the strong, cross-
cultural focus on the sociality of the lived experience of our par-
ticipants. This stands in contrast to the political motivation of ac-
cess and accessibility often referenced in the technology commu-
nity. While access to education, work, or culture mediated through
technology is critical, we should not forget that peoples’ lives are
situated socially. In our workshops, the desire for nuanced com-
munication and interaction with other people rose above the more
practical challenges that our participants undoubtedly faced, such
as getting to work.
The strong focus on social situations in our workshop was under-
pinned by a set of stories that suggested examples in which exist-
ing strategies were not sufficient. All our participants in the UK
and most in India had strategies for getting to work and other dai-
ly activities. They were also skilled in using broader resources of
context to infer social behavior [14]. However, participants’ devel-
oped strategies often broke down when there was a need to respect
formal social structure. Indeed, participants felt that eliciting social
information in many social settings foregrounded their disabilities
in an undesired way.
Identifying people and their associated attributes was a prominent
theme in our findings: knowing who is around, who is a familiar
stranger, or who is in an official role. Our findings also highlight
that sociality for our participants extended beyond recognizing
people and their attributes. Participating socially often meant doing
what others are doing, simulating a range of visual capabilities,
such as object or text recognition. While this may be seen as simply
an access issue, it is the social context which shapes why and how
some of these needs might be met with technology. It may not be
appropriate to use an expensive mobile phone in an Indian temple.
It is possible that social experiences featured strongly in our
ideation workshops because of the inherently human implications
of positive and negative social interaction for one’s sense of self
[27]. People are strongly motivated by loss aversion, and social
awareness can provide a safety net for our behavior. Previous re-
search has shown that avoiding deviations from social norms fea-
tures strongly among uses of technology envisaged by some peo-
ple with visual disabilities [28]. Our findings suggest the same,
prompting us to consider the design space of enabling social expe-
riences in assistive intelligent technologies.
To support designers and technologists in thinking about what it
might mean to enable social experiences, we identified social di-
mensions that were prevalent in our data. Three of these spanned
social activities that people participated: social navigation, social
maintenance, social participation. We identified a fourth category,
social independence, which motivated a wide range of activities.
The definition of each of these dimensions can be found in Table 1.
These dimensions are intended for broadening thoughts in ideation
and design practices to ensure we design technologies that go
beyond meeting people’s functional needs, to meeting the social
needs that make us inherently human.
This design space, with initial explorations compelling (e.g. social
interaction assistant [38]), must be approached with nuance. Lit-
Table 1. Categories of social activities and motivations
Axis Definition Example
Social Main-
tenance
The process
of managing
interaction
through
knowledge of
other partici-
pants’ social
cues.
I want to understand that the
priest has extended his hand with
an offering of Prasad.
A way to know how someone is
responding when I’m breaking
bad news [as a doctor] in a hos-
pital context.
Social Navi-
gation
The process
of identifying
and entering
into opportu-
nities for so-
cial interac-
tion.
When networking it can be hard
because you know people are in
the room, but you don’t know
where.
Finding people who look like
they are going to lunch.
Social Partic-
ipation
The ability to
participate in
a given social
interaction.
At the temple, we find it hard to
recognize the coins to offer dur-
ing the prayers to the priest. …
But at a temple, we are embar-
rassed to ask and exchange notes
or coins. We want to be able to
tell accurately.
Visual cues of the environment
provided the opportunity to initi-
ate conversation.
Social Inde-
pendence
The ability to
be free from
the con-
straints of so-
cial interac-
tion through
independent
abilities.
I want a talking ATM. My
friends or relatives help me now,
but sometimes they take a tip.
My parents do this now, but I’d
like my phone to be able to tell
me about obstacles or steps.
erature, for example, has already alluded to the challenges of ex-
pressing continuous aspects of non-verbal interactions (e.g. facial
expression) with the labelled classes machine learning systems can
produce [36]. Indeed, mapping the visual recognition of identi-
fied people in space to an audible representation raises a host of
questions about how location, space and identify are co-constitut-
ed (see, for example, [32]). For those with little to no sight, there
may be significantly different notions of people in space that are
not easily aligned with visual modes of recognition. These insights
remind us of the importance of social accessibility [42], both in the
use of technology and priority in designing it.
5.6 A Reflection on Method
The ideas generated in the workshops undertaken are without
doubt shaped by the methods that we used. A key element of the
first part of the method was to focus on encouraging participants
to imagine a sixth sense rather than a technology per se. Interest-
ingly, participants in the UK did not contain their ideas to visual
disability; many wanted to predict the future. In India, the partici-
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pants started out persistently focused on daily challenges they ex-
perienced ignoring the idea of a sixth sense. Gradually, through the
layering of exercises that built on and changed previous ideas, our
participants started to reach beyond what they thought was possi-
ble, to what would they would really like.
It was striking that in the UK, in which the sixth sense activities
were followed by activities imagining a technology based on exist-
ing technologies, this lead to dramatically different types of ideas.
In the first set of activities, all the participants focused on ways of
connecting with other people. In the second set of activities, all par-
ticipants built navigational and mapping tools. We can surmise that
this dramatic change may illustrate the challenge of people imagin-
ing the form of new technologies or how they’d work. It may have
been also an issue of the difficulties of prototyping without vision.
One participant said: “I’m only doing maps because they are more
fun to make.” Regardless, it is clear that methods that draw people
away from solving daily problems open up the space about tech-
nologies we might imagine for the future.
A substantial part of the workshop relied on physical objects as
a means to support ideation and communication between partici-
pants. Objects worked well in both the UK and India as “fiddle”
things: ways to keep the hands busy and not feel compelled to talk
as ideas formed. In the UK, they also worked well for sharing con-
cepts and helping people keep track of the ideas presented. In India,
some of the participants treated the objects quite literally. The safe-
ty blanket was like a parachute to get off a plane; blue-tac could be
used to make art work with one’s children for school. The use of
objects as prompts for lateral thinking seemed to be an unfamiliar
idea to some of our participants. This probably has less to do with
the use of objects, but rather design-led methods being more famil-
iar to those with particular educational backgrounds [0].
Prototyping, the creation of new objects as a means to explore or
present ideas, did not work well. It was enjoyed by those with par-
tial-sight, but those with less vision found it difficult. While people
enjoyed playing with the materials, wrapping a fluffy pipe clean-
er around the neck or playing with clay as putty, it was difficult to
put things together in a coherent scene. The spatial understanding
needed taxed people in a way that did not encourage ideation. Mak-
ing the materials easily available in personal boxes and providing
bounded trays for the work was not enough. The clay also made
people’s hands sticky, a problem if you used your hands to make
sense of the world. It could be interesting to explore the adaptation
of methods, such as invisible design, that elicit discussion through
ambiguous film without ever showing the design [13].
We present in this paper the ideas generated through the ideation
process; however, there was also a lot of insightful side talk. The
sessions naturally encouraged people to volunteer information
about their current technology use. We got, for example, several
excellent comparisons between available technologies. Participants
talked at length about appropriate form-factor of devices. Not least,
participants, both in India and UK, were very forthcoming about
their thoughts and choices related to living with a visual disability.
This openness built as the session went on, with some of the most
poignant discussions at the end. We felt that tactile engagement
worked well as a means for empathetic engagement to conduct en-
quiry into people’s lives without intruding [49].
6. CONCLUSIONS
As artificial intelligence matures, it becomes increasingly impor-
tant to understand the kinds of things that people with visual dis-
abilities would like to have as part of their tech toolkit. In this pa-
per, through presenting the findings of tactile ideation workshops
in both UK and India, we highlight an underexplored space for
imagining technologies for people with visual disabilities that fore-
fronts the inherent sociality in which they live. As designers, tech-
nologists, and researchers work to imagine how intelligent tech-
nologies can partner with people to increase capabilities [26], we
encourage a more deliberate focus on users’ social needs and de-
sires.
7. REFERENCES
D. Adams, S. Kurniawan, C. Herrera, V. Kang, and N.
Friedman. 2016. Blind Photographers and VizSnap: A
Long-Term Study. In Proceedings of the 18th International
ACM SIGACCESS Conference on Computers and Accessi-
bility, 201–208.
[1]
D. Ahmetovic, C. Gleason, C. Ruan, K. Kitani, H. Takagi,
and C. Asakawa. 2016. NavCog: a navigational cognitive
assistant for the blind. In Proceedings of the 18th Interna-
tional Conference on Human-Computer Interaction with
Mobile Devices and Services, 90–99.
[2]
Dragan Ahmetovic, Roberto Manduchi, James M. Cough-
lan, and Sergio Mascetti. 2015. Zebra Crossing Spotter: Au-
tomatic Population of Spatial Databases for Increased Safe-
ty of Blind Travelers. 251–258. Retrieved April 18, 2016
from http://dl.acm.org/citation.cfm?id=2700648.2809847
[3]
American Printing House for the Blind. Nearby Explorer.
http://louis.aph.org/product/Nearby-Explorer,142793.as-
px?FormatFilter=8
[4]
C. Andrews. 2014. Accessible Participatory Design: Engag-
ing and Including Visually Impaired Participants. In Inclu-
sive Designing. Springer International Publishing, 201–210.
[5]
Mauro Avila, Markus Funk, and Niels Henze. 2015. Drone-
Navigator: Using Drones for Navigating Visually Impaired
Persons. 327–328. Retrieved April 18, 2016 from
http://dl.acm.org/citation.cfm?id=2700648.2811362
[6]
Catherine M. Baker, Lauren R. Milne, and Richard E. Lad-
ner. 2015. StructJumper. In Proceedings of the 33rd Annual
ACM Conference on Human Factors in Computing Systems
- CHI ’15, 3043–3052. https://doi.org/10.1145/
2702123.2702589
[7]
J.P. Bigham, C. Jayant, H. Ji, G. Little, A. Miller, R.C.
Miller, R. Miller, A. Tatarowicz, B. White, S. White, and T.
Yeh. 2010. VizWiz: nearly real-time answers to visual
questions. In Proceedings of the 23nd annual ACM sympo-
sium on User Interface Software and Technology, 333–342.
[8]
S. Blessenohl, C. Morrison, A. Criminisi, and J. Shotton.
2015. Improving Indoor Mobility of the Visually Impaired
with Depth-Based Spatial Sound. In Proceedings of the
IEEE International Conference on Computer Vision Work-
shops, 26–34.
[9]
Jens Bornschein, Denise Prescher, and Gerhard Weber.
2015. Collaborative Creation of Digital Tactile Graphics.
117–126. https://doi.org/10.1145/2700648.2809869
[10]
Stacy M. Branham and Shaun K. Kane. 2015. The Invisible
Work of Accessibility: How Blind Employees Manage Ac-
cessibility in Mixed-Ability Workplaces. 163–171. Re-
trieved April 18, 2016 from http://dl.acm.org/cita-
[11]
DRAFT: Accepted version of paper presented at ASSETS ’17.
tion.cfm?id=2700648.2809864
Stacy M Branham and Shaun K Kane. 2015. Collaborative
Accessibility : How Blind and Sighted Companions Co-Cre-
ate Accessible Home Spaces. In Proceedings of CHI’15.
[12]
Olivier P Briggs P, Blythe M, Vines J, Lindsay S, Dunphy
P, Nicholson J, Green D, Kitson J, Monk A. 2012. Invisible
design: exploring insights and ideas through ambiguous
film scenarios. In Proceedings of the Designing Interactive
Systems Conference, 534–543.
[13]
P. Brown, J.S. and Duguid. 1994. Borderline issues: Social
and material aspects of design. Human–Computer Interac-
tion 9, 1: 3–36.
[14]
M. Campbell, C. Bennett, C. Bonnar, and A. Borning. 2014.
Where’s my bus stop?: supporting independence of blind
transit riders with StopInfo. In Proceedings of the 16th in-
ternational ACM SIGACCESS Conference on Computers
& Accessibility, 11–18.
[15]
A. Fiannaca, I. Apostolopoulous, and E. Folmer. 2014.
Headlock: a wearable navigation aid that helps blind cane
users traverse large open spaces. In Proceedings of the 16th
international ACM SIGACCESS conference on Computers
& Accessibility, 19–26.
[16]
Batya Friedman and David Hendry. 2012. The envisioning
cards: a toolkit for catalyzing humanistic and technical
imaginations. In Proceedings of the 2012 ACM annual con-
ference on Human Factors in Computing Systems - CHI
’12, 1145. https://doi.org/10.1145/2207676.2208562
[17]
Giovanni Fusco and Valerie S. Morash. 2015. The Tactile
Graphics Helper: Providing Audio Clarification for Tactile
Graphics Using Machine Vision. 97–106. https://doi.org/
10.1145/2700648.2809868
[18]
Michael Golembewski and Mark Selby. 2010. Ideation
decks: a card-based design ideation tool. In Proceedings of
the 8th ACM Conference on Designing Interactive Systems
- DIS ’10, 89. https://doi.org/10.1145/1858171.1858189
[19]
Graham and Bachmann. 2004. Ideation: The Birth and
Death of Ideas.
[20]
D Gray. 2010. Gamestorming: A Playbook for Innovators,
Rulebreakers, and Changemakers.
[21]
João Guerreiro and Daniel Gonçalves. 2015. Faster Text-to-
Speeches: Enhancing Blind People’s Information Scanning
with Faster Concurrent Speech. 3–11. Retrieved April 18,
2016 from http://dl.acm.org/cita-
tion.cfm?id=2700648.2809840
[22]
Horus. https://horus.tech/horus/?l=en_us[23]
D. Jain. 2014. Path-guided indoor navigation for the visual-
ly impaired using minimal building retrofitting. In . In Pro-
ceedings of the 16th international ACM SIGACCESS con-
ference on Computers & accessibility, 252–232.
[24]
Hernisa Kacorri, Kris M. Kitani, Jeffrey P. Bigham, and
Chieko Asakawa. 2017. People with Visual Impairment
Training Personal Object Recognizers: Feasibility and Chal-
lenges. In Proceedings of CHI’17.
[25]
Shreeharsh Kelkar. 2017. How (not) to talk about AI. In
Platypus, the CASTAC Blog. Retrieved April 12, 2017
from http://blog.castac.org/2017/04/how-not-to-talk-about-
ai/
[26]
N. J. Kemp. 1981. Social psychological aspects of blind-
ness: A review. Current Psychological Reviews 1, 1: 69.
[27]
S. Krishna, S., Colbry, D., Black, J., Balasubramanian, V.
and Panchanathan. 2008. A systematic requirements analy-
sis and development of an assistive device to enhance the
social interaction of people who are blind or visually im-
paired. In Workshop on Computer Vision Applications for
the Visually Impaired.
[28]
Luger E and Sellen A. 2016. Like Having a Really Bad PA:
The Gulf between User Expectation and Experience of Con-
versational Agents. In Proceedings of the 2016 CHI Confer-
ence on Human Factors in Computing Systems, 5286–5297.
[29]
Ewa Luger, Lachlan Urquhart, Tom Rodden, and Michael
Golembewski. 2015. Playing the Legal Card: Using
Ideation Cards to Raise Data Protection Issues within the
Design Process. In Proceedings of the 33rd Annual ACM
Conference on Human Factors in Computing Systems - CHI
’15, 457–466. https://doi.org/10.1145/2702123.2702142
[30]
R. Manduchi and J. M. Coughlan. 2014. The last meter:
blind visual guidance to a target. In Proceedings of the
SIGCHI Conference on Human Factors in Computing Sys-
tems, 3113–3122.
[31]
Doreen Massey. 2013. Space, place and gender. John Wiley
& Sons.
[32]
Microsoft. 2016. https://blogs.msdn.microsoft.com/accessi-
bility/2016/04/07/seeing-ai/
[33]
Microsoft. 2014. https://blogs.windows.com/devices/2014/
11/14/microsoft-research-3d-soundscape-technology-helps-
visually-impaired/#ODbbB3H3y22YqHsD.97
[34]
M. R. Morris, A. Perkins, C. Yao, S. Bahram, J. P. Bigham,
and S. K. Kane. 2016. “With most of it being pictures now,
I rarely use it”: Understanding Twitter’s Evolving Accessi-
bility to Blind Users. In Proceedings of the 2016 CHI Con-
ference on Human Factors in Computing Systems,
5506–5516.
[35]
L. Murray, P. Hands, R. Goucher, and J. Ye. 2016. Captur-
ing social cues with imaging glasses. In Proceedings of the
2016 ACM International Joint Conference on Pervasive and
Ubiquitous Computing, 968–972.
[36]
Orcam. http://www.orcam.com/[37]
S. Panchanathan, S. Chakraborty and T. McDaniel. 2016.
Social Interaction Assistant: A Person-Centered Approach
to Enrich Social Interactions for Individuals With Visual
Impairments. IEEE JOURNAL OF SELECTED TOPICS
IN SIGNAL PROCESSING, 10, 5.
[38]
S. Qiu, M. Rauterberg, and J. Hu. 2016. Tactile Band: Ac-
cessing Gaze Signals from the Sighted in Face-to-Face
Communication. In Proceedings of the TEI’16: Tenth Inter-
national Conference on Tangible, Embedded, and Embod-
ied Interaction, 556–562.
[39]
Rasmussen Consulting. 2012. The Science Behind the
LEGO SERIOUS PLAY method. Retrieved from http://se-
riousplayground.squarespace.com/storage/The Science Be-
hind the LEGO SERIOUS PLAY Method.pdf
[40]
Matt Ratto, Isaac Record, Ginger Coons, and Max Julien.
2014. Blind tennis: extreme users and participatory design.
In Proceedings of the 13th Participatory Design Conference
[41]
DRAFT: Accepted version of paper presented at ASSETS ’17.
on Short Papers, Industry Cases, Workshop Descriptions,
Doctoral Consortium papers, and Keynote abstracts - PDC
’14 - volume 2, 41–44. https://doi.org/10.1145/
2662155.2662199
K. Shinohara and J. O. Wobbrock. 2016. Self-Conscious or
Self-Confident? A Diary Study Conceptualizing the Social
Accessibility of Assistive Technology. ACM Transactions
on Accessible Computing (TACCESS) 8, 2: 5.
[42]
Kristen Shinohara and Jacob O. Wobbrock. 2011. In the
shadow of misperception. Proceedings of the 2011 annual
conference on Human factors in computing systems - CHI
’11: 705. https://doi.org/10.1145/1978942.1979044
[43]
L. Stearns, R. Du, U. Oh, Y. Wang, L. Findlater, R. Chel-
lappa, and J. E. Froehlich. 2014. The design and prelimi-
nary evaluation of a finger-mounted camera and feedback
system to enable reading of printed text for the blind. In Eu-
ropean Conference on Computer Vision, 615–631.
[44]
David Swann. 2011. NHS at Home: Using Lego Serious
Play to Capture Service Narratives andEnvision Future
Healthcare Products. INCLUDE 2011 Proceedings. Re-
trieved June 2, 2015 from http://eprints.hud.ac.uk/13355/1/
SwannpdfF358_1689.pdf
[45]
Talhouk R, Mesmar S, Thieme A, Balaam M, Olivier P,
Akik C., Ghattas H. 2016. Syrian refugees and digital health
in Lebanon: Opportunities for improving antenatal health.
In Proceedings of the 2016 CHI Conference on Human Fac-
tors in Computing Systems, 331–342.
[46]
B. Taylor, A. Dey, D. Siewiorek, and A. Smailagic. 2016.
Customizable 3D Printed Tactile Maps as Interactive Over-
lays. In Proceedings of the 18th International ACM SIGAC-
CESS Conference on Computers and Accessibility, 71–79.
[47]
John Vines, Mark Blythe, Stephen Lindsay, Paul Dunphy,
Andrew Monk, and Patrick Olivier. 2012. Questionable
concepts: critique as resource for designing with eighty
somethings. In Proceedings of the 2012 ACM annual con-
ference on Human Factors in Computing Systems - CHI
’12, 1169. https://doi.org/10.1145/2207676.2208567
[48]
Olivier P. Wallace J, Wright PC, McCarthy J, Green DP,
Thomas J. 2013. A design-led inquiry into personhood in
dementia. In Proceedings of the SIGCHI Conference on
Human Factors in Computing Systems, 2617–2626.
[49]
Michele A. Williams, Erin Buehler, Amy Hurst, and Shaun[50]
K. Kane. 2015. What not to wearable: using participatory
workshops to explore wearable device form factors for
blind users. In Proceedings of the 12th Web for All Confer-
ence on - W4A ’15, 1–4. https://doi.org/10.1145/
2745555.2746664
Michele A. Williams, Caroline Galbraith, Shaun K. Kane,
and Amy Hurst. 2014. “just let the cane hit it.” In Proceed-
ings of the 16th international ACM SIGACCESS confer-
ence on Computers & accessibility - ASSETS ’14,
217–224. Retrieved April 18, 2016 from http://dl.acm.org/
citation.cfm?id=2661334.2661380
[51]
C. Wölfel and T. Merritt. 2013. Method card design dimen-
sions: a survey of card-based design tools. In IFIP Confer-
ence on Human-Computer Interaction, 479–486.
[52]
World Health Organization. 2013. Factsheet on Visual im-
pairment and blindness. Retrieved from
http://www.who.int/mediacentre/factsheets/fs282/en/
[53]
S Wu, J Wieland, O Farivar, and J Schiller. 2017. Automat-
ic Alt-text: Computer-generated Image Descriptions for
Blind Users on a Social Networking Service. In Proeceed-
ings of the Conference on Computer-Supported Cooperative
Work and Social Computing.
[54]
Hanlu Ye, Meethu Malu, Uran Oh, and Leah Findlater.
2014. Current and future mobile and wearable device use by
people with visual impairments. In Proceedings of the 32nd
annual ACM conference on Human factors in computing
systems - CHI ’14, 3123–3132. Retrieved April 19, 2016
from http://dl.acm.org/citation.cfm?id=2611247.2557085
[55]
Y. Zhao, S. Szpiro, J. Knighten, and S. Azenkot. 2016. Cue-
See: exploring visual cues for people with low vision to fa-
cilitate a visual search task. In Proceedings of the 2016
ACM International Joint Conference on Pervasive and
Ubiquitous Computing, 73–84.
[56]
A. Zolyomi, A. Shukla, and J. Snyder. 2016. Social Dimen-
sions of Technology-Mediated Sight. In Proceedings of the
18th International ACM SIGACCESS Conference on Com-
puters and Accessibility, 299–300.
[57]
Hong Zou and Jutta Treviranus. 2015. ChartMaster: A Tool
for Interacting with Stock Market Charts using a Screen
Reader. 107–116. Retrieved April 18, 2016 from
http://dl.acm.org/citation.cfm?id=2700648.2809862
[58]
DRAFT: Accepted version of paper presented at ASSETS ’17.
