Abstract
Introduction
Differential evolution (DE) is one of the most powerful stochastic real-parameter optimization algorithms [1] . Like genetic algorithms (GAs), DE operates through similar computational steps, such as mutation, crossover and selection. But it differs from GAs. DE perturbs the individuals with the scaled differences of randomly selected individuals. For DE's simple concept, easy implementation and effectiveness, it has been applied in a number of scientific and engineering fields. Many researchers have reported that DE performed better than other evolutionary algorithms in solving benchmark or real-world optimization problems [2] [3] .
Although DE has shown good search abilities, it easily falls into local minima when solving complex multimodal optimization problems. Moreover, the performance of DE is sensitive to its control parameters, i.e., scaled factor F and crossover probability CR. To enhance the performance of DE, many improved strategies have been proposed in the past several years. In [4] , Ali and Törn proposed some modifications to improve DE. The parameter CR was set to 0.5 based on empirical study, and the value of F was dynamically updated by an alternative model. Brest et al. [5] introduced self-adapting control parameter settings in DE (jDE) to reduce the effects of the parameters. In jDE, each individual has two independent control parameters, F i and CR i , which are updated based on a random mechanism every generation. The presented results show that jDE outperforms classical DE, CEP and FEP. Mallipeddi and Suganthan [6] proposed a novel DE variant with ensemble of populations for global numerical optimization, in which the number of function evaluations allocated each population, is self-adapted by learning from their previous experiences. Qin and Suganthan [7] presented a self-adaptive DE (SaDE) algorithm for numerical optimization, which focused on adaptation for parameter CR and mutation strategies of DE. Rahnamayan et al. [8] presented a novel DE variant (ODE) by applying OBL to DE, in which ODE not only estimates the current search point, but also considers its opposite point. By simultaneously evaluating the current search point and the opposite point, it can get a better approximation to the global optimum. In [9] , Das et al. proposed a neighborhood-based mutation in DE (DEGL) which achieves better balance between its exploration and exploitation. The reported results demonstrate that DEGL outperforms classical DE, jDE and SaDE. Zhang and Sanderson [10] introduced a new mutation strategy called DE/current-to-pbest. Moreover, the authors employed a self-adaptive method to update the control parameters.
To enhance the performance of DE, this paper also presents an improved DE variant by employing opposition-based learning concept and local search strategy. The former strategy is helpful to generate high-quality candidate solutions, and the latter one is to improve the local search abilities. To verify the performance of the proposed approach, there are 15 well-known benchmark functions used in the experiments. Simulation results show tat our approach achieves promising solutions on most test functions.
The rest paper is organized as follows. Section 2 gives a brief introduction of classical DE. Section 3 describes the proposed approach. Section 4 presents the experimental results and discussions. Finally, the work is summarized in Section 5.
Differential evolution
DE is a population-based stochastic optimizer that evolves real encoded vectors representing the candidate solutions to given problem. As well as other GAs, DE also starts with a set of vectors (called initial population). During the evolution, DE generates new vectors that are perturbation of existing population vectors. A mutant vector is generated by adding scaled difference of two randomly selected population vectors to the third randomly selected population vector. After the mutation, a trail vector is generated by recombining the current vector and the mutant vector. Finally, the trial vector competes with the current population vector and the better one is selected to enter the next generation.
Let X i (i=1,2,…,N) be the ith vector in the population, where N is the population size. For each vector X i , a mutant vector V i is generated by
where X r1 , X r2 , X r3 are randomly selected from the current population, X i , X r1 , X r2 , and X r3 are mutually different, and the parameter F is the scaled factor which controls the difference of 2 3 ( ) ( )
After the mutation , a trail vector U i is generated as follows.
Where CR is the crossover probability, rand j (0,1) is a random value within (0,1), and k is randomly selected from {1,2,…,D}.
DE uses a greedy mechanism to select a fitter one between the current vector X i and the trail vector U i as the new current vector. The selection method can be defined by the following equation (this paper only considers minimization problems). The main steps of the standard DE algorithm is described in Algorithm 1, where FEs is the number of fitness evaluations, and MAX_FEs is the maximum number of FEs.
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Opposition-based Learning
Opposition-based learning (OBL) is a simple yet effective search strategy [11] . It has been proven to be an effective method in some optimization problems. When evaluating a solution x to a given problem, simultaneously computing its opposite solution will provide another chance for finding a closer solution to the global optimum. For instance, if the current solution x is -10, and the global optimum is 30, then the opposite solution x * is 10 within the range of [-100, 100] and the distance of x from the global optimum is 40. But the distance of x * from the global optimum is only 20. As a result, the opposite solution x * is closer to the global optimum. Let x be a real number. The opposite number of x * is defined by [8] :
In order to control the step size of opposition, the calculation of opposition is based on a dynamic interval boundaries [a j (t), b j (t)], the dynamic opposition is computed as [8] :
where X ij is the jth vector of the ith individual in the population, * ij X is the opposite individual of X ij , a j (t) and b j (t) are the minimum and maximum values of the jth dimension in current search space respectively, and t = 1, 2,…, indicates the generations.
Since the introduction of OBL, it has been used in various areas. Rahnamayan et al. [8] firstly embedded the OBL into DE to accelerate the convergence rate. The presented results show that the proposed ODE is faster and more robust than standard DE. Wang et al. [12] proposed a generalized ODE, called GODE, which used an enhanced OBL to replace the original OBL in ODE. In [13] , Wang et al. introduced the enhanced OBL to particle swarm optimization. Gong et al. [14] combined OBL and biogeography-based optimization to improve the performance of DE.
Local Search
To enhance the local search ability of DE, this paper uses a new search strategy, which was early considered in [15] . For each vector X i , its best neighbor X i ' is to be searched after a predefined number of iterations [16, 17] . Initially, let ( 1) ( )
For other iterations, we execute the following operations.
1) If t<M, then go to
Step 2; otherwise go to Step 5.
4) k=k+1; go to Step 1.
5) End

OLSDE Algorithm
The main steps of the proposed OLSDE are presented in Algorithm 2, where p o is the probability of opposition, FEs is the number of function evaluations, and MAX_FEs is the maximum number of function evaluations. 
Algorithm 2: OLSDE Begin
Experimental Verification
Test Functions
To test the performance of the proposed OLSDE, this paper selects 15 benchmark functions in the experiments [18] . According to the features of these functions, they are divided into three types: unimodal functions (f 1 -f 7 ), multimodal functions with many minima (f 8 -f 13 ), and multimodal functions with a few minima (f 14 -f 15 ). The dimension of f 1 -f 13 is 30, and f 14 -f 15 are low dimensional. All these functions are minimization problems. The specific definitions of these functions are listed as follows. 
, D=30, and the global optimum is 0. , D=30, and the global optimum is 0.
, D=30, and the global optimum is 0.
, D=30, and the global optimum is 0. 
, D=4, and the global optimum is 0.0003075. 
Computational Results
To verify the performance of OLSDE, we compare it with DE and ODE [8] . For the sake of fair comparison, the common parameters use the same vales. For all algorithms, the population size N, F, and CR are set to 100, 0.5, and 0.9, respectively. For ODE and OLSDE, the probability of opposition p o is set to 0.3. All the algorithms are stopped when their corresponding FEs reach to the maximum value MAX_FEs, and the MAX_FEs = 1.0E+05. All the algorithms are run 30 times and the average results are saved. Table 1 presents the average results of DE, ODE and OLSDE, where "Mean" indicates the mean best function values found in the last generation, and "Std Dev" stands for the standard deviation. As seen, for unimodal functions, OLSDE outperforms DE and ODE on four functions, while ODE and DE perform better on f 4 and f 5 , respectively. For f 6 , all the algorithms achieve the same result. For highdimensional multimodal functions, OLSDE obtains better performance than DE in all test cases. ODE achieves the same performance with OLSDE on f 12 and f 13 , while for the rest four functions OLSDE performs better. For low-dimensional multimodal functions, all the three algorithms can find the global optimum.
To compare the convergence speed of OLSDE, DE and ODE, Fig. 1 shows the evolutionary processes of the three algorithms on selected functions. Due to the page limitation, this paper only presents six functions. As seen, OLSDE shows faster convergence speed than DE and ODE on all six functions. Though both ODE and OLSDE can find the global optimum on f 11 , OLSDE converges faster. It means that OLSDE cost less computational time than ODE in solving f 11 . 
Conclusion
In this paper, an improved DE algorithm is proposed to solve function optimization problems. The proposed approach, OLSDE, employs opposition-based learning and local search strategy to enhance the performance of DE. The former strategy is helpful to generate high-quality candidate solutions, and the latter one is to improve the local search abilities. To verify the performance of the proposed approach, there are 15 well-known benchmark functions used in the experiments. Simulation results show tat our approach achieves better solutions than DE and opposition-based DE on the majority of test functions.
