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DISSERTATION ABSTRACT 
 
Bryn E. Gaertner 
Doctor of Philosophy 
Department of Biology 
June 2012 
Title: The Neurodevelopmental and Genetic Basis to Natural Variation in Thermal 
Preference Behavior in Caenorhabditis elegans 
 
 
 In a heterogeneous environment where temperature influences fitness, individuals 
must navigate to a thermal optimum to maximize reproductive output and minimize 
physiological stress.  However, the optimal temperature varies among individuals due to 
genetic and environmental contributions.  The neural and genetic basis to such natural 
variation in behavior has remained elusive in most cases, as the high-throughput 
genomic, neurodevelopmental, and behavioral techniques were not developed.  Using the 
nematode Caenorhabditis elegans, I mapped the genetic basis to variation in thermal 
preference behavior and found differences in navigation strategies in wild isolates of C. 
elegans.  I also identified the allelic basis to thermophilic behavior and showed that 
variation in kind and number of neurons is one of many ways to generate natural 
variation in behavior.  This work is among the first to trace the role of genetic variants 
from alleles to their role in neurodevelopment and ultimately behavior and shows that 
behavioral variation is generated through variation in neural network topology. 
This dissertation includes both previously published/unpublished and co-authored 
material. 
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CHAPTER I 
 CAENORHABDITIS ELEGANS AS A PLATFORM FOR MOLECULAR 
QUANTITATIVE GENETICS AND THE SYSTEMS BIOLOGY OF  
NATURAL VARIATION 
 
This work was published in Volume 92 of the journal Genetics Research in 2011.  Bryn 
Gaertner performed the literature research.  Bryn Gaertner and Patrick Phillips wrote the 
paper. 
 
 
INTRODUCTION 
Established as a model organism by Sydney Brenner in the late 1960s, the 
nematode Caenorhabditis elegans has been used to study cellular differentiation, cellular 
and neural development, apoptosis, meiosis, aging, and behavior, generating six new 
Nobel laureates during the last decade. This microscopic, transparent worm is a natural 
pick for addressing these biological questions, as its developmental stereotypy 
contributes to the ease of identifying genetic mutations central to these fundamental 
biological processes. Brenner1 established the standard method for mapping mutations 
using a forward-genetic approach by identifying hundreds of strains with abnormal and 
trackable phenotypes, thus enabling classic genetic two- and three-point mapping of 
novel mutations2. Since this time, this approach has evolved into a systematic procedure 
of mapping a mutation to chromosomal location, rescuing the phenotype by genetic 
transformation with a cosmid obtained from the physical map, and cloning the gene via 
2 
fine-scale manipulation of the cosmid DNA sequence3. The identity of putative causal 
loci can also be confirmed using interfering RNA (RNAi4) 
An alternative, albeit underutilized strategy for identifying the genetic basis to 
complex traits in C. elegans is via quantitative trait locus (QTL) mapping. There are two 
main motivations for taking this type of approach. First, when working with any complex 
phenotype, a quantitative approach allows simultaneous estimation of effect size and 
direction of multiple alleles across the genome. This runs contrary to Brenner’s standard, 
which by necessity isolates mutations to a single locus and can be compromised in the 
case of dominant, epistatic, or small effect alleles. The second motivation revolves 
around identifying the ultimate mechanisms of quantitative traits, which is to understand 
how natural genetic variation shapes phenotypes, thereby placing C. elegans into an 
appropriate evolutionary and ecological context. Though early quantitative genetic 
studies focused on the former motivation and were ultimately frustrated because 
inappropriate strains were used, more recent studies have been motivated by 
understanding the nature of genetic variation itself. These studies have not only generated 
C. elegans QTL success stories, but have also shed light on interesting characteristics of 
this model organism in general (Table 1.1).  
In principle, the attributes that make C. elegans such a productive model organism 
for forward genetics are the same ones that make it an excellent metazoan for quantitative 
genetics. The goal of any quantitative genetic study is to identify the proportion of 
heritable phenotypic variation versus environmental variation and, in the case of QTL or 
association studies, to identify genetic intervals that contribute to this heritable variation. 
In crosses for most metazoan quantitative genetic studies, biological attributes of the 
3 
experimental system such as inbreeding depression and slow generation time only permit 
an F2 or backcross population to be used for mapping purposes. Because unique 
genotypes can only be phenotyped once, genotype and environment are automatically 
confounded under these experimental designs. Recombinant inbred lines (RILs) are a 
powerful solution to the problem of the environmental and individual variance introduced 
in a mapping cross, provided that the lines can be maintained indefinitely. In such 
crosses, filial progeny are inbred until they are homozygous at every locus5, yet each line 
is a mosaic of their contributing parents across the genome. 
C. elegans is particularly amenable to mapping using RILs because of its absence 
of inbreeding depression6, large brood size, rapid 3-4 day generation time, and self-
compatible mating system. This androdieocious mating system of self-fertile 
hermaphrodites and rare males allows rapid inbreeding, and homozygous offspring can 
be cryopreserved in their larval form to minimize deterioration of RILs due to new 
mutations, genetic drift, or lab adaptation. This is not the case in any other metazoan 
model organism. Further, although as a rule C. elegans has only one meiotic 
recombination per generation7, the process of inbreeding when generating RILs affords 
many opportunities for recombination, resulting in an expansion of the genetic map and 
increasing the precision of interval mapping8. While early studies used only moderately 
dense polymorphic markers9, current polymorphic markers are as dense as one per 70 
kilobases, with the potential to increase to more than one per 10 kilobases10. This, 
combined with advanced intercrossing for further expansion of the genetic map11, creates 
the tantalizing possibility of generating a QTL map with precision to the tens of genes 
instead of the current hundreds-of-genes interval. Thus, although there are relatively few 
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studies to date, C. elegans has the potential to be a premier system for establishing the 
emerging field of molecular quantitative genetics. 
Here, we review the history of quantitative genetic analysis in C. elegans, 
discussing the modest gains of early studies with possible explanations for their lack of 
progress. We then highlight the several more recent “success stories” in this model 
organism in which the nucleotide basis of quantitative traits have been identified, and 
discuss the insights that genomic approaches have provided to both mutation 
accumulation and mapping studies. We conclude by discussing future directions for 
quantitative genetics in C. elegans and suggest that the biology of this nematode can be 
much better understood by applying quantitative genetics to systems biology. Ultimately, 
however, this species’ mating system and ecology is likely to limit any substantial 
functional insights into the evolutionary context of the traits being studied, and 
researchers interested in these ultimate mechanisms may be better served by studying 
closely related species. 
 
Table 1.1. Quantitative genetic studies in C. elegans. RIL, Recombinant Inbred Line. 
RIP, Recombinant Inbred Population. RIAIL, Recombinant Inbred Advanced 
Intercrossed Lines. MA, Mutation Accumulation. Asterisk (*) indicates a mutant in that 
background, as opposed to wildtype, was used. 
Citation 
Type of 
Experiment Strains used Phenotype 
Variance Estimation    
Johnson & Wood, 198214 RIL N2 x BO Lifespan 
Johnson, 198716 RIL N2 x BO Locomotion, lifespan, reproduction 
Johnson & Hutchinson, 
19936 
RIL N2 x BO, other wild 
isolates 
Longevity, fertility, heterosis, G x E 
for type of media 
Delattre & Felix, 200132 Variation Wild Isolates Vulval development 
Jovelin et al., 200333 Quantitative 
genetics 
Wild Isolates Chemosensation, locomotion 
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Table 1.1 (continued)    
Citation 
Type of 
Experiment Strains used Phenotype 
Viney et al., 200334 Variation Wild isolates Dauer formation 
Teotónio et al., 200635 Variation Wild isolates Males mating, non-disjunction 
Anderson et al., 200736 Variation N2, CB4856 Thermal preference and locomotion 
Harvey & Viney, 200737 Variation N2, DR1350 Growth, reproduction, G x E  
Braendle & Felix, 200838 Variation Wild isolates Vulval development, G x E  
Standard Mapping    
Hodgkin & Doniach, 199739 Association 
mapping 
Wild Isolates Plugging 
Friedman & Johnson, 198825 Forward 
genetics 
N2* Lifespan 
de Bono & Bargmann, 
199840 
Forward 
genetics 
N2 and RC301, other 
wild isolates 
Clumping 
Quantitative Trait Mapping    
Brooke & Johnson, 199118 RIL N2 x BO Lifespan, reproduction 
Ebert et al., 199319 RIP N2 x BO Lifespan 
Ebert et al., 199621 RIP N2 x DH424 Lifespan, oxidative stress 
Shook et al., 199620 RIL N2 x BO Bagging, reproduction, lifespan, G x 
E for temperature 
van Swinderen et al., 199727 RIL N2 x BO Locomotion, paralysis, halothane 
resistance 
van Swinderen et al., 1998a 
28 
RIL  N2 x BO Male mating, locomotion, paralysis, 
anesthesia resistance 
van Swinderen et al., 1998b 
29 
RIL N2 x BO  Locomotion and movement, 
isofluorane, halothane and ethanol 
resistance 
Shook & Johnson, 199922 RIL N2 x BO Survival, reproduction, G x E for 
growth media 
Ayyadevara et al., 200041 RIP BO x RC301 Lifespan, reproduction 
Knight et al., 200123 RIL N2 x BO Body size, reproduction 
Wicks et al., 200142 RIP N2 x CB4856 Dye-filling 
Ayyadevara et al., 200343 RIP BO x CL2a (CB4857) Lifespan, reproduction 
Li et al., 200644 RIL N2 x CB4856 Genetical genomics, G x E 
temperature 
Shmookler-Reis et al., 
200624 
RIP N2 x BO Lifespan, UV resistance, heat stress, 
oxidative stress 
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Table 1.1 (continued)    
Citation 
Type of 
Experiment Strains used Phenotype 
Gutteling et al., 2007a 45 RIL N2 x CB4856 Reproduction, growth, plasticity,  
G x E temperature 
Gutteling et al., 2007b 46 RIL N2 x CB4856 Reproduction, body size, body mass, 
G x E temperature 
Kammenga et al., 200747 RIL N2 x CB4856 Body size, G x E temperature 
Harvey et al., 200848 RIL N2 x DR1350 Reproduction, dauer formation, G x E 
environmental stress 
Palopoli et al., 200849 RIL N2 x CB4856,  
N2 x CB4855 
Copulatory plugging 
Seidel et al., 200850 RIAIL N2 x CB4856 Genetic incompatibility 
Doroszuk et al., 200951 NIL N2 x CB4856 Lifespan, pharyngeal pumping 
Harvey, 200952 RIL  N2 x DR1350 Locomotion  
Harvey et al., 200953 RIL N2 x DR1350, other 
wild isolates 
Gene expression, G x E for stressful 
environment 
McGrath et al., 200954 RIAIL N2 x CB4856, other 
wild isolates 
Oxygen sensing and response 
Persson et al., 200955 RIL N2* x CB4856, wild 
isolates 
Oxygen sensing and response 
Rockman & Kruglyak, 
200956 
Association Wild isolates Copulatory plugging 
Chandler, 201057 RIL N2* x CB4856, other 
wild isolates 
Male development via permissive 
mutations, G x E temperature 
Viñuela et al., 201058 RIL N2 x CB4856 Gene expression, aging  
Li et al., 201059 RIL N2 x CB4856 Alternative splicing  
Rockman et al., 201060 RIAIL N2 x CB4856 Gene expression  
Mutation Accumulation    
Keightley & Caballero, 
199761 
MA N2  Lifespan, reproduction 
Vassilieva & Lynch, 199962 MA N2  Survival to maturity, longevity 
Denver et al., 200063 MA N2 Mutation rate (mitochondrial) 
Azevedo et al., 200264 MA N2  Body size 
Estes & Lynch, 200365 MA N2 Fitness recovery 
Denver et al., 200466 MA N2 Gene expression, mutation rate 
Estes et al., 200467 MA N2 Reproduction, life history  
Ajie et al., 200568 MA N2  Chemosensation 
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Table 1.1 (continued)    
Citation 
Type of 
Experiment Strains used Phenotype 
Baer et al., 200569 MA N2 Fitness 
Estes et al., 200570 MA N2 Life history, body size, behavior 
Estes & Phillips, 200671 MA N2 Life history 
Baer et al., 200672 MA N2, C. briggsae Temperature-dependent fitness 
Ostrow et al., 200773 MA N2, PB306, C. 
briggsae, O. 
myriophila 
Body size 
Vassilieva et al., 200774 MA N2 Fitness 
Baer, 200875 MA N2, PB306, C. 
briggsae, O. 
myriophila 
Body size 
Denver et al., 200976 MA N2 Mutation rate (genomic) 
Joyner-Matos et al., 200977 MA N2, PB306 Lifespan 
Phillips et al., 200978 MA N2, PB306, C. 
briggsae 
Mutation rate 
Salomon et al., 200979 MA N2, PB306, C. 
briggsae 
Fitness, body size 
Baer & Denver, 201080 MA N2 Gene expression 
Braendle et al., 201081 MA N2, PB306, C. 
briggsae 
Vulval development 
Denver et al., 201082 MA N2 Fitness recovery (genomic) 
 
THE EARLY YEARS: GOOD QUESTIONS, INSUFFICIENT TOOLS 
Two broad categories of traits particularly suited to being studied in a quantitative genetic 
framework are life history and behavior. Life history refers broadly to any measurable 
traits related to life cycle of an organism, particularly ones salient to reproduction such as 
brood size, proxies for brood health, age to first reproduction, and longevity. Behavior, 
likewise, can be loosely defined as an organism’s motor response to sensory stimuli and 
is likely to be influenced by incremental differences that accumulate along that 
organism’s nervous system. A quantitative genetics approach is particularly appropriate 
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for these characters because they are the epitome of complex traits, being influenced by 
nearly every functional system within an organism. As importantly, both life history and 
behavior can be examined within a rigorous theoretical context that allows specific 
hypotheses to be tested12,13. It is perhaps not surprising, then, that these were also the first 
traits to be examined in a quantitative genetics framework within C. elegans. 
Johnson and Wood14 first demonstrated that there was a highly heritable basis to 
natural differences in lifespan using a set of recombinant inbred lines generated from 
crosses between the canonical lab strain, N2, and a French isolate Bergerac-BO 
(hereafter, BO), used in part because differences in the number of transposable elements 
could permit association mapping once appropriate resources were developed15. These 
lines were also used to identify genetic bases to components of senescence, motility, 
mortality and reproduction. Analysis of these lines suggested that in C. elegans genes 
specifying the length of a reproductive period are independent of those specifying 
lifespan16, a finding supported by mutant studies and forward genetics17.  
It was not until 1991, however, that the first QTL for a life-history trait (or any 
other trait) was identified18. This study used single-marker association mapping to 
identify positive associations between markers on LG IV and LG II and differences in 
fertility and lifespan. With only 14 RILs and three polymorphic markers, this study was 
not sufficient to make any definitive conclusions about the genetic architecture of aging. 
However, it did demonstrate the potential of the C. elegans system to identify loci related 
to life history traits, provided that sufficient polymorphic markers could be developed. 
Just one year later, Williams et al.9 generated a dense genetic and physical map by 
exploiting the differences in Tc1 transposable elements between BO and N2, identifying 
9 
41 informative polymorphic markers that covered 55% of the genome. This set the stage 
for a series of papers over the next decade that identified multiple QTL for life-history 
traits in different experimental conditions19-23. Virtually all of these experiments utilized 
an N2 x BO as the basis for RILs or recombinant inbred populations genotyped using Tc1 
transposable elements as polymorphic markers. The frequent occurrence of conflicting 
results provide an opportunity to examine the role of environmental variation, represented 
here by different experimental conditions (e.g. different cultivation temperature, agar vs. 
liquid, etc.) on differences in life-history traits, as well as to identify those QTL that are 
robust to environmental variation and may be common among other strains24. In 
particular, different studies have repeatedly found QTL for lifespan and fertility in the 
center of chromosome IV, and fertility in the center of chromosomes III and V, though 
little progress towards cloning these QTL was made from these lines. 
In the mean time, the very labs studying life-history in a quantitative genetic 
framework were also using forward genetics to identify mutations affecting life-history 
traits25. Various mutant screens identified worms with exceptionally long lifespans, 
extending post-reproductive longevity three-fold. Other mutants show exceptional stress 
resistance or susceptibility26. These mutants laid the groundwork for revolutionary 
findings in the field of aging research, in particular that these metabolic pathways are 
conserved across metazoans and have important implications for the effects of oxidative 
stress, caloric intake, and reproduction on aging.  
Unlike life-history mutations, until 2001 there were no anesthetic-resistant C. 
elegans mutants identified so as to build a biochemical pathway for anesthesia. Four 
years before this, however, multiple highly-heritable QTL were identified for halothane 
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and isoflurane resistance27-29. Behavioral QTL relevant to halothane resistance were 
found on chromosomes I and V, with epistasis (non-additive genetic variation) between 
these two loci as well as others on chromosomes II, IV, and X. Isoflurane resistance co-
localizes with QTL on chromosomes I and V. Interestingly, two anesthesia mutants were 
later identified on chromosomes I and V in close proximity to the previously-identified 
QTL30,31. So, though in this case QTL mapping was not useful for identifying specific 
alleles that cause variation in anesthetic susceptibility, the fact that mutants co-localize so 
strongly with these QTL indicate the potential for quantitative genetics studies to map 
variants where mutagenesis was initially unsuccessful. 
 
LITTLE GENETIC DIVERSITY, LITTLE PROGRESS IN QUANTITATIVE 
GENETICS 
Genotyping polymorphic markers was the rate-limiting step in these early 
quantitative genetic studies, so the presence of easily-traceable transposable elements 
between the Bergerac (BO) and Bristol (N2) lines was advantageous. However, the same 
mutational processes that generate these markers can also reduce the certainty of any 
experiments conducted with these lines. The issues with using a mutator strain (BO) were 
recognized early on83 and reiterated in the discussion sections of most QTL papers. First, 
the genetic components responsible for active transposition in one parental strain would 
also be active in a subset of the recombinant inbred lines84,85, thereby reducing 
confidence in the assumed stability of the genotypes. This may reduce the heritability of 
traits measured because genetic differences due to transposition would be misattributed to 
environmental variance. Second, if the transposable elements actively disrupt genetic and 
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cellular processes, the differences in phenotype would be due to recent transposition 
within a mutator line, rather than arising as variation within a natural population. This 
limits the conclusions that can be drawn from any such study. In particular, despite vast 
differences in the number of transposon insertions between the two strains9, the N2 and 
BO strains are actually quite closely related, with about one polymorphism per 10,000 
base pairs86,87. This suggests that any functional variation between them may in fact be 
due to transposable elements themselves. This is especially the case for chromosomes I, 
II and III, which more recent genetic studies have shown harbor almost no N2-BO 
genetic variation, and chromosomes V and X, which show variation only on the 
chromosome tips. Indeed, virtually all of the genetic variation between N2 and BO is 
contained on chromosome IV (Figure 1.1), so it is perhaps not surprising that most of the 
repeatedly-detectable and the only genetically-verified QTL were localized to that 
chromosome23. During this period there were efforts to map QTL with other strains21, but 
unfortunately the same problems remained as one of the parents (DH424) used appears to 
be the result of a cross between N2 and BO54,88 (Figure 1.1). 
How critical are these problems? It depends on the questions being asked. If a 
transposable element disrupts a gene that is central to a metabolic or aging network and 
the researcher is interested in constructing a basic biochemical pathway that describes 
that network, then the results from mapping studies between nearly isogenic strains with 
variable transposable element activity are potentially quite informative. However, the 
past thirty years have demonstrated that if this type of network construction is the goal, 
forward genetics is the most efficient approach and yields faster results. In contrast, if the 
goal is understanding natural processes that effect small quantitative changes in life-
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history traits or any other phenotype, then mapping using an N2 x BO cross is a poor 
approach. Using a mutator strain in a mapping cross has the potential to release any 
transposition-suppressive effects that have co-evolved within the strain, dramatically 
increasing the mutagenic effect in recombinant inbred lines. Because these potentially 
disruptive TEs are novel, their effects can not be directly assayed, but only inferred based 
on their proximity to previously-identified TEs, and the genetic map based on these 
elements covered only 55% of the genome. To date, no gene has been cloned from a QTL 
identified in the N2 x BO RILs, and their use essentially disappeared from the literature 
almost a decade ago.  
 
 
Figure 1.1. Analysis of polymorphisms in isolates closely related to the standard C. 
elegans strain, N2. “Group 1” strains are over 99% identical to N2 when analyzed at 
1454 N2/CB4856 SNPs. “Group 2” strains have a SNP pattern consistent with meiotic 
recombination from a cross between N2 and Bergerac (BO). Modified with permission 
from McGrath et al. (2009). 
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FROM GENOTYPE TO PHENOTYPE USING EXTENSIVE GENETIC 
DIVERSITY 
Using a quantitative genetics approach to identify the genetic basis of life-history 
traits fell out of favor around the turn of the century, perhaps due in part to the successes 
of traditional forward-genetics approaches in addition to the inherent limitations of a 
quantitative approach given the strains being used. The dearth of C. elegans quantitative 
genetics papers in the first half of the 21st century marks a transition from a research goal 
of understanding the genetic basis of complex traits to a goal of understanding the genetic 
basis of natural variation in complex traits (Figure 1.2A,B). The shift is subtle but 
important: in the world of natural variation, mutagenesis is uninformative, as the 
questions are fundamentally concerned with natural processes that shape quantitative 
traits wherein the role of mutations is countered by other population genetic processes. 
Additionally, mutations of small or epistatic effect are unlikely to be localized using 
standard mapping strategies as these effects become diminished over repeated 
backcrosses. However, with sufficiently distinct phenotypic variation and sufficient 
marker coverage in carefully-controlled experiments, these small-effect and epistatic 
interactions can be mapped in natural populations. Interest in these questions served to 
recruit a new wave of biologists interested in using the power of the C. elegans system to 
address longstanding questions in quantitative genetics.  
With the reemergence of C. elegans quantitative genetics came new lines, new 
crossing strategies, more markers, and more success in identifying the genic basis of 
quantitative traits. Underlying this reemergence was the rapid development of molecular 
genetic tools: more efficient genotyping of Tc1 elements41 a sequenced genome89, a 
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second sequenced genome42, and a set of RFLP-based high-density markers. Shortly after 
the N2 genome was sequenced and the cost of sequencing declined, more genetically and 
phenotypically diverse strains could be used in mapping crosses, which is likely the key 
factor in the increasing successes of quantitative genetics studies in C. elegans. This 
success ranges from the basic task of identifying a causal relationship between a trait and 
its associated locus, to having the power to detect the environment’s influence on a 
phenotype, to finding the nucleotide basis of differences in a phenotype, and finally to 
using these differences to build a quantitative network.  
 
Figure 1.2. Progress on specifying the genotype-phenotype map with C. elegans.  
(A) Progress is rank-ordered from the analysis of heritability (low) to identifying the 
evolutionary context for a cloned gene (high). Bars are derived from publications cited in 
Table 2.1 in which the objective of the paper was to identify the genetic basis to a 
complex trait using quantitative genetics. Much of this progress has been generated by an 
increase in the number of lines and markers used over time, as shown in B. For each year, 
the publication with the most RILs and markers used was plotted. For 2000 and 2003, 
Recombinant Inbred Populations and cohort selection were used, so the uniqueness of 
each line’s genotype cannot be certain, and the total number of lines therefore is 
somewhat exaggerated. 
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USING INTROGRESSION LINES TO TEST QTL HYPOTHESES 
In any mapping study, the ultimate outcome is identifying a statistically 
significant relationship between genotype and phenotype. However, this relationship is 
purely correlative and can be influenced by extraneous factors such as environmental 
variance and segregation distortion, creating a spurious association where none exists. 
Spurious or miss-localized QTL can also appear due to incomplete marker coverage or in 
the presence of several linked QTL90. While this is a problem in most model organisms, 
the rapid generation time of C. elegans permits extensive backcrossing into a parental 
line such that a QTL-containing chromosomal region of one parental strain is isolated in 
the contragenic background, generating a Nearly Isogenic Line (NIL). Any phenotypic 
difference between a NIL and its parent is thus caused by the specific chromosomal 
segment captured by this introgression. The presence of a phenotype in introgression 
lines demonstrates causation from QTL data and, like three-point mapping in forward 
genetics, are an important step in identifying the specific nucleotides that cause variation 
in a phenotype.  
Ayyadevara et al.43,91 were the first to use NILs in C. elegans, and they did so in 
order to explore the influence of different genetic backgrounds on life history variation, 
thereby moving beyond the N2 x BO paradigm. NILs were generated from regions 
identified in a QTL mapping cross in a BO x RC30191 and a BO x CL2a (CB4857) RIL 
panel43. In the former case, presence of BO introgression at two separate loci on 
chromosomes III and X reduced lifespan consistent with the predicted effect from 
mapping; presence of an RC301 introgression into BO at those same loci increased 
lifespan91. In the latter case, two sets of NILs were made from QTL on chromosomes IV 
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and V, again verifying the allelic effect predicted in the mapping study.  Unfortunately, 
the introgressions were several megabases, making finer-scale molecular work difficult. 
Though these papers demonstrated that fine-mapping approaches are possible in a 
C. elegans QTL study, the drawbacks of using a mutator strain (BO) still remained, and 
with genotyping costs rapidly falling, there was no longer any reason to keep using this 
strain simply for the ease of genotyping. A Hawaiian isolate, CB4856, emerged as the 
strain most genetically distant from N2, and quickly a set of markers based on 
polymorphisms affecting restriction endonuclease sites (RFLPs) was developed42. These 
493 markers spanned the entire genome with an average of one marker every 0.6 cM, 
enabling rapid mapping of polymorphic traits and mutants. Given their increasing marker 
density and newer strategies for crossing to increase recombination and expand the 
genetic map11,92, N2 x CB4856 RILs have been the predominant set of lines used for 
quantitative genetics over the past five years. This half-decade, perhaps not 
coincidentally, has also seen the most success in mapping specific alleles causing natural 
variation in phenotypes (Figure 1.2A). However, this may not be the coup it initially 
appears to be, as each of these QTL behave in an essentially Mendelian fashion. 
Nonetheless, the first gene cloned from a QTL in C. elegans was functionally 
characterized in 200747 followed closely by three more 49,54,55. Each of these cases yield 
insights into the strategies for mapping genetic variants in C. elegans, and provide a 
cautionary tale against drawing broad conclusions from only one strain. 
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A MENDELIAN POLYMORPHISM WITH AN EVOLUTIONARY CONTEXT 
Hodgkin & Doniach39 observed several phenotypic differences among wild 
isolates of Caenorhabditis elegans, including presence or absence of a copulatory plug 
and tendency to burrow into agar or clump on a plate. Though the copulatory plugging 
locus was localized to a large region on LGIII, no progress was made for over a decade in 
identifying the precise mechanism for this Mendelian polymorphism. The gene 
responsible for differences in copulatory plugging was ultimately cloned and 
characterized using two separate recombinant inbred lines, one generated from a cross 
between N2 and CB4855 enriched for recombination on Chromosome III, and another 
from an advanced intercross between N2 and CB485649. Non-plugging strains, including 
N2, have a retrotransposon insertion in the open reading frame, inhibiting production of a 
mucin protein that generates the plug.  
Variation in copulatory plugging is interesting from an evolutionary perspective 
because it represents a type of sexual selection in the form of passive mate-guarding, and 
its polymorphic state in the wild suggests different selective pressures for male C. 
elegans, whose frequency varies in natural populations35,93 and whose utility is 
indispensable94 despite their indifference to hermaphrodite mating cues95. From a lab 
perspective, because the plugging allele is dominant and specifically caused by a 
retrotransposon in the N2 background, this locus could not have been mapped without 
using a phenotypically divergent natural isolate. This is worth taking into consideration 
for other genes in the N2 background whose functions are unknown: perhaps natural 
processes have rendered these genes non-functional in this particular background, but 
another background could provide better insights into their biological roles.  
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EXPLICITLY TESTING THE ENVIRONMENTAL INFLUENCE ON A 
PHENOTYPE 
The role of the environment in shaping phenotypic variation is often 
acknowledged but rarely tested. In traditional quantitative genetic theory, all variation in 
a phenotype is by definition partitioned into that which can be accounted for by genetics 
(i.e., heritable differences) and that which cannot (i.e., environmental variation). Because 
“environment” is so broadly defined, the cause of environmental variation can range from 
epigenetic intracellular variation to stochastic processes during maturation and adulthood. 
Some of the earliest studies of variation among C. elegans natural isolates combined 
detailed knowledge of C. elegans development with questions related to the robustness of 
those developmental systems to environmental variation. Delattre & Felix32 investigated 
variation within and between strains in one of the best characterized developmental 
systems in C. elegans: the hermaphrodite vulva. They were able to demonstrate 
individual variation down to the level of a single cell lineage. Subsequent work showed 
that the “error rate” of vulval development, while very low overall, can be altered by 
environmental effects (e.g., starvation) in a strain-specific manner38,96. Additional among-
strain (or “cryptic”) genetic variation for vulval development can be revealed by 
sensitizing the strains by backcrossing in mutations that disrupt genetic pathways known 
to govern normal vulval development97. Because it is a trait that varies among strains, this 
sensitivity to environmental effects can in principle be mapped (i.e., using variation per 
se as the trait57). 
As ectotherms, temperature is one aspect of the environment that has potential to 
drive huge phenotypic differences among isolates of C. elegans. The genetic basis for 
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these differences is identified statistically by testing for an interaction effect between 
genotype and environment (a G x E interaction). Because this is a measurable phenotype, 
it can be mapped just like any other: indirectly by comparing two QTL maps derived 
from different environments, or directly by generating a QTL map using the interaction 
effect term as the phenotype. RILs allow the same genotype to be measured multiple 
times, thereby increasing the precision of the genetic estimates. This allows specific 
hypotheses about the nature of the environment’s influence on phenotypic variation to be 
directly addressed. Jan Kammenga and colleagues have identified important factors 
relating temperature and genotype to life history traits using a set of eighty recombinant 
inbred lines between N2 and CB4856 genotyped at 121 polymorphic markers45,46. 
Traditional QTL mapping of life history phenotypes, including fertility, egg size, and 
growth rate, produced QTL at different genomic locations at different temperatures, 
suggesting a plastic response45. Testing explicitly for an interaction effect, twenty-three 
percent of these QTL had a significant G x E component46, which, though fewer in 
number than expected based on other organisms98, indicate that the environment plays a 
large role in the evolution of quantitative traits and that detection of QTL relies on assays 
in multiple conditions.  
Explicitly using the genotype-environment interaction term allowed Kammenga et 
al.47 to clone the first QTL in C. elegans. The N2 strain, like most ectotherms, follows a 
temperature-size rule where ectotherms raised at cooler temperatures tend to be larger 
than those raised at warmer temperatures, though the mechanism of this size difference 
was unclear. Body size in CB4856 is not significantly affected by temperature, however, 
and by using recombinant inbred lines this G x E interaction was mapped to intervals on 
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both chromosomes III and IV. The distal chromosome IV QTL contained a promising 
candidate gene, tra-3, which is known to influence cell size in mammals. 
Complementation testing verified that a F96L SNP acts in the CB4856 background to 
inhibit calcium binding in TRA-3, keeping this strain smaller in lower temperatures.  
Like temperature, food availability can have profound effects on C. elegans 
development. Dauer formation is an alternative stress-resistant phase of development for 
C. elegans, and one of the biochemical pathways follows the highly-conserved insulin-
like signaling pathway99. There is natural variation in the propensity to form dauer 
larvae34, which has been attributed to several QTL48. Because this is a measure of 
phenotypic plasticity, it is likely that the plasticity is under transcriptional control, and as 
such can be examined by comparing gene expression in different wild isolates and 
RILs53. Although findings from this study were not sufficient to map loci responsible for 
such plasticity, this work did demonstrate that large suites of genes are differentially 
expressed among lines in the presence and absence of dauer pheromone, and that many of 
these genes possess an excess of binding sites for DAF-16, a dauer-induced transcription 
factor. A more thorough investigation of these phenotypes may uncover novel dauer 
response targets, as well as specific genetic elements controlling plasticity in this 
response.  
PERTURBATION OF THE GENETIC MAP AS NUISANCE—AND AS DATA 
In QTL mapping, evidence for linkage between polymorphic markers and a locus 
causing differences in a quantitative trait is driven by a statistical relationship between 
genotype and phenotype. As with any other statistical test, this relationship can be biased 
if sample size is uneven between groups. This can arise if, for any given marker, one 
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genotype is significantly more common than another in a mapping population. If this 
pattern persists over multiple markers in the same genomic region, then it is likely to be a 
signature of segregation distortion, which could indicate hybrid incompatibility or 
meiotic drive. 
 Such a pattern was observed on the left arm of chromosome I during construction 
of N2 x CB4856 recombinant inbred advanced intercross lines (RIAILs)50, where only 
five of 239 lines carried the CB4856 allele; unlikely considering the extensive 
opportunities for recombination as the lines were generated.  By taking advantage of 
high-density markers and extensive recombination in an advanced intercross, these 
tightly-linked loci of incompatibility were mapped to a 62-kilobase region, or roughly 
0.23 cM on the standard C. elegans genetic map. When explored further, Seidel et al. 50 
found that this segregation distortion was the result of two tightly-linked loci acting non-
additively between the male parent and the zygote to cause embryonic lethality: the N2 
paternal allele of one locus (peel-1) is lethal if it interacts with the CB4856 allele of the 
second locus (zeel-1), though the converse is not true: offspring sired by spermatozoa 
carrying the CB4856 peel-1 allele have an embryonic lethality no different from 
wildtype. 
 This type of interaction puts N2 males at a significant reproductive disadvantage, 
which is particularly astonishing considering that the N2 allele of peel-1 is segregating in 
populations carrying the CB4856 zeel-1 allele, with a population genetic pattern 
consistent with balancing selection or counterbalancing positive selection on a tightly 
linked locus. Consistent with the enigmatic ecology of this nematode, the precise 
mechanism of this balancing selection is currently unclear. The segregation of a major 
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incompatibility locus at high frequencies within populations really only makes sense if 
self-fertilization is the predominant mode of reproduction within C. elegans. Continuous 
selfing generates strong linkage disequilibrium, which in turn allows alleles with strong 
epistatic effects among loci to enter the population. 
 
A DIGENIC BASIS TO OXYGEN SENSING  
In addition to differences in copulatory plugging, vulval development, 
temperature-dependent growth rates and reproductive compatibility, wild isolates of C. 
elegans have different responses to increases in oxygen or carbon dioxide by modulating 
either speed55 or turning frequency54.  Much of the variation in this response was found to 
map to a gene called npr-1, which distinguishes other behaviors among wild isolates40. 
Researchers used recombinant inbred lines between either N2 and CB485654 or CB4856 
and AX613, an N2 mutant with a CB4856 npr-1 allele55, and found that in addition to 
npr-1, a region of chromosome V was strongly associated with differences in this 
phenotype. McGrath et al.54 tested the effects of this locus by generating NILs in the N2 
background and took a candidate gene approach to map the polymorphism responsible. 
Persson et al.55 mapped and sequenced the same interval, testing associations where all 
wild isolates with one SNP slowed down with decreased oxygen, and all the isolates with 
another SNP did not change their speed with a change in oxygen. Both groups identified 
a duplication event in the N2 allele of glb-5, a globin gene that can bind oxygen and 
carbon dioxide. The duplication causes a frame-shift and mis-splicing of the gene 
product, substantially reducing its activity as evidenced by neural activity assays. 
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These papers found examples of seemingly naturally-segregating variation 
causing completely different behaviors, where the allelic effect of two genes, npr-1 and 
glb-5, acting together explained the variance observed between two wild isolates. Like 
previous studies, NILs verified mapping data, resulting not only in a cloned gene but also 
giving a functional context to that natural variation. While these papers successfully 
characterized the genetic basis of a quantitative trait, all were performed using an N2 as 
one of the parents. This is reasonable starting point, as virtually all molecular tools 
including transgenic lines were developed in the N2 background. However, as McGrath 
et al.54 found, using N2 to make inferences about the effects of natural genetic variation 
ignores massive amounts of lab adaptation that has taken place in this strain. 
 
A MAJOR LOCUS OF LAB ADAPTATION 
McGrath et al.’s54 analysis identified a disturbing pattern of nucleotide variation 
around the npr-1 locus, one of the two genes responsible for the observed variation in 
response to changes in oxygen and carbon dioxide concentration. Over a decade earlier, 
this gene was identified as the causal agent in variation among isolates of “clumping” and 
burrowing on petri dish or engage in “social feeding” by using mutagenesis and standard 
mapping strategies40. When it was initially cloned, npr-1 was heralded as one of the first 
loci to demonstrate a naturally segregating allelic basis to differences in behavior100. 
NPR-1, a G protein-coupled neuropeptide receptor, has since been found to influence 
virtually all behavioral variation among wild isolates when compared to N2101, including 
foraging behavior, innate immunity102, gustation103, oxygen- and carbon dioxide-
avoidance54,55, pheromone cues101, and ethanol responses104.  
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When isolates were analyzed at all N2/CB4856 SNPs in addition to the npr-1 
allele, however, many of the adaptive stories that had been spun around this 
polymorphism began to unwind. As N2 and CB4856 are the most genetically distinct 
strains for this set of markers, any wild isolates should have some mix of N2 and CB4856 
SNPs; the extent to which the balance shifts towards more N2 or more CB4856 SNP 
frequency reflects their phylogenetic relationship56. If variation at npr-1 were locally 
adaptive, one expectation is that the clumping phenotype would arise repeatedly in 
different backgrounds, such that variation at npr-1 (or, multiple npr-1 alleles) would be 
uncorrelated with phylogenetic relationships. Alternatively, perhaps the npr-1 allele arose 
only once but was so strongly selected for that it swept to fixation in certain geographic 
regions or environmental conditions, in which case we would expect npr-1 allelism to be 
in strong linkage disequilibrium with SNPs surrounding that locus.  
Though the actual findings are consistent with an adaptive selective sweep of 
sorts, the npr-1 N2 allele is actually the result of lab adaptation. Phylogenetic analysis of 
so-called wild isolates with N2-like clumping behavior attributed to the npr-1 locus 
revealed that these isolates are either genetically identical to N2 and may be recaptured 
N2 escapees or lab contaminants, or (disturbingly) are recaptured escapees from an N2 x 
BO cross (Figure 1.1). Further analysis showed that the N2 npr-1 allele arose during lab 
adaptation before N2 was cryopreserved54. Thus, despite the utility of N2 and the 
mapping success using N2 x CB4856 RILs for mapping Mendelian traits, many of the 
differences between these two strains, especially behavioral ones, are likely due to the 
large effect of npr-1 and associated mutations that arose in the N2 background as it lived 
for thousands of generations in the lab. 
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MUTATION ACCUMULATION IN A POST-GENOMIC ERA 
If nothing else, laboratory adaptation can generate a strong signal that allows one 
to directly map the transition from genotype to phenotype. This feature actually makes C. 
elegans a powerful system for experimental evolution. The first area to capatilize on this 
in a quantitative genetic framework exploited the selfing aspect of the C. elegans’ mating 
system to construct multiple genetically homogeneous lines in order to study the 
accumulation of spontaneous mutations. The work of Peter Keightley and Michael Lynch 
and their colleagues has provided estimates for the rate of mutation accumulation for a 
variety of traits including reproduction and longevity61,62,74,77,105, body size64, 
development81, gene expression66, and behavior68. Overall, these studies show that all 
traits accumulate spontaneous mutations that contribute to natural genetic variation at 
approximately the same rate (10–3–10-4 of the environmental variance each generation). 
While this information is important for understanding many fundamental aspects of 
quantitative variation, in the context of identifying the genetic basis of quantitative traits, 
these studies are particularly useful because they all begin in a single common genetic 
background. This provides the potential to identify the actual changes in DNA sequence 
that have led to the novel quantitative variation for the trait of interest. 
The first steps along this road were taken by sampling random parts of the 
genome in order to estimate the actual per-nucleotide mutation rate in order to compare it 
to the estimated mutation rate observed at the level of phenotype63,66. Each of these 
studies suggest that perhaps less than 1% of mutations have phenotypic effects that are 
observable at the level of resolution possible within the laboratory. Coupled with the very 
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large average effect size for new mutations that tends to be estimated in mutation 
accumulation studies, this suggests that the distribution of mutational effects is very L–
shaped, with a very large number of mutations of small effect and a much smaller number 
of mutations with fairly large effects. Recent advances in sequencing technology now 
allow entire genomes to be sequenced at fairly low cost. This approach has been used to 
good effect for the mutation accumulation lines76. These comprehensive sequencing 
approaches have confirmed the earlier observations that the per nucleotide mutation rate 
is on the order of 10–9.  
A different class of mutation accumulation experiments is possible when one 
begins the process using a low fitness genotype that is then allowed to adapt to either 
original laboratory conditions or to a novel environment. Whereas the mutation 
accumulation experiments described above are largely focused on deleterious mutations, 
these so-called “fitness recovery” and laboratory adaptation experiments focus on new 
beneficial mutations. Estes & Lynch65 conducted a series of such experiments that 
suggested that most of these mutations are compensatory in nature, “fixing” the 
deleterious effects of the initial mutations. Denver et al.82 have recently sequenced the 
genomes of a number of replicates from a similar experiment and have been able to 
identify a relatively small set of mutations that must be at least partially responsible for 
the fitness recovery. Their analysis suggests that there must be very strong selection on a 
small subset of these mutations and that the majority of them probably reach fixation via 
genetic hitchhiking, which should be very strong within self-fertilizing populations, as we 
discuss below. Interestingly, in keeping with the hypothesized compensatory nature of 
the evolutionary response, a number of the observed mutations appear to interact directly 
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with some of the mutations that led to the low fitness of the ancestral population. 
However, most of the observed mutations arose late in the experiment, whereas most of 
the fitness recovery was observed early in the experiment. This suggests either that some 
classes of mutations went unobserved under whole-genome re-sequencing (e.g., 
duplications and deletions) or that the populations were in a state of constant flux, with 
multiple substitutions replacing one another over time. 
None of these whole genome re-sequencing projects has yet to establish a causal 
relationship between a specific observed mutation and a phenotypic outcome. Thus, 
while this approach appears promising, more work is needed to directly tie genotype to 
phenotype. The increasing popularity of C. elegans as a system for experimental 
evolution studies94 should provide a rich set of starting materials for re-sequencing 
efforts. The existence of a reference genome and the increasing ease of large-scale 
sequencing should make whole-genome association studies realistic within the species. 
Such approaches have already been attempted using lower resolution marker analyses56. 
As we discuss below, however, extensive linkage disequilibrium and the highly 
fragmented population genomic structure within C. elegans may preclude particularly 
high-resolution analyses for large sections of the genome. 
GENE EXPRESSION AS AN INTERMEDIATE PHENOTYPE 
In the quest to understand how a genotype produces quantitative variation in a 
phenotype, the golden age of C. elegans is emerging now. However, it must be said that 
for all the success in mapping the nucleotide basis of quantitative traits in the past five 
years, all of the loci display Mendelian segregation with large effect alleles, and if more 
than one locus is involved, the effect of multiple loci are largely additive (although 
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interactions can be formally detected54). This is likely due to ascertainment bias, as 
virtually all phenotype QTL cloned in metazoans are those of the low-hanging fruit 
variety: big effect sizes that are robust to environmental variation. Regardless of whether 
these QTL are the result of rapid adaption106,107 or are lab-derived54, we can hardly say 
that these are an accurate representation of all adaptive processes. Surely at least some of 
the variation we see within populations is due to the aggregate effect of small-effect 
alleles108, but how can these loci be identified considering their detectability may be 
overwhelmed by environmental variation? 
One of the ways to tease apart small effect QTL from stochastic environmental 
variation is to nest the QTL analysis in multiple phenotypic scales, from gene expression 
to morphology and behavior. By assaying variation in gene expression among 
recombinant inbred lines, effects of locally- and distantly-acting elements can be inferred. 
In these studies, when the genetic location of QTL and the genomic location of genes are 
compared, if a QTL colocalizes with a gene, it is assumed that the variation in that gene’s 
expression is due to locally acting factors. Alternatively, variation in multiple genes’ 
transcript abundances may link distantly to a regulatory “hot spot,” which is likely the 
signature of a regulatory element with multiple downstream targets109. These effects are 
usually interpreted as being in either cis or trans respectively, but in fact mapping 
resolution is usually too low to be particularly firm in this regard, especially for cis-acting 
factors109. 
Using this approach, Li et al.110 assessed the genetical genomics underlying 
phenotypic plasticity to temperature in life history traits. N2 x CB4856 RILs were used to 
measure genome-wide gene expression at two different temperatures, testing for 
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expression QTL (eQTL), temperature QTL and plasticity QTL (pQTL), which was 
scored as the interaction between expression levels and temperature. Though there were 
hundreds of strain- and temperature-specific eQTL, which is consistent with any type of 
protective heat-shock response, there were only a few pQTL, most of which are trans-
acting and contain genes that are strong candidates for plasticity regulators. Further 
testing with either higher-density markers or under permissive conditions could lead to 
cloning genetic determinants of phenotypic plasticity. Using similar genetical genomics 
approaches, Li et al.110 investigated genetic variation controlling alternative splicing, 
reporting very few examples of heritable variation in alternative splicing (22 transcripts). 
This suggests that the regulatory mechanism of alternative splicing in C. elegans is robust 
with respect to genetic variation at the genome-wide scale. Similarly, Viñuela et al.58 
reported on the genome-wide gene expression regulation as a function of genotype and 
age in an N2 x CB4856 RIL population and demonstrated that eQTL patterns are strongly 
affected by age, suggesting that the integrity of the gene network declines with age. 
Despite the intriguing insights that these studies provide, however, the evolutionary 
conclusions that can be drawn from these types of studies may be limited60. 
Though it was already known that genomic patterns of nucleotide diversity in C. 
elegans was driven in part by its mating system and in part by genetic hitchhiking or 
background selection111 the effect that this diversity had on gene expression and other 
phenotypes was unknown. Rockman et al.60 quantified variation in transcript abundance 
for over 15,000 genes across a panel of advanced-intercross RILs between N2 and 
CB4856 genotyped at more than 1,400 marker loci. The first main conclusion from this 
study is that most of the pattern of transcript abundance in these lines is due to eQTL in 
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linkage disequilibrium with the gene, meaning it is likely due to cis-regulatory variation. 
The second conclusion is that npr-1 underlies one of the three trans-acting linkage 
“hotspots,” which is consistent with the possibility that that this lab-derived allele has as 
broad influence on all aspects of C. elegans biology. However, the fact that different 
studies have identified different regulatory hotspots44 suggests that micro-environmental 
differences experienced by individuals during development may play an equally 
important role.  
A third, extremely important conclusion emerged from this paper that has broader 
implications for C. elegans quantitative genetics. Due to its mating system there is 
limited noticeable recombination and low genetic variation locked in long haplotype 
blocks in the centers of chromosome, and short haplotype blocks on the chromosome 
arms56,112. As a rule, deleterious mutations are rapidly purged from populations along 
with any neutral variation to which they are linked. In a process known as background 
selection, when SNPs are in tight linkage with new deleterious mutations, they can be 
rapidly driven out of the population, reducing the overall level of polymorphism113. 
Because of extensive, chromosome-wide linkage disequilibrium, this has the potential to 
be a particular problem within C. elegans. Rockman et al.60 found that the pattern of 
variation in gene expression was almost entirely explained by a model of background 
selection, suggesting that it is unlikely that observed differences in gene expression are 
the result of adaptive processes. Thus, while C. elegans is often described as having low 
genetic diversity, in reality its average diversity is low, but with extremely low diversity 
and reduced recombination in the gene-rich middle 2/3 of the chromosome and 
moderately high genetic diversity and recombination at the chromosome ends. While 
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linkage can drive a decrease in variation due to deleterious mutations in background 
selection, it can also deplete variation under positive selection during a selective sweep of 
a new advantageous mutation. There is therefore a strong possibility that chromosome 
location may affect the evolutionary potential (or evolvability) a gene. We might predict, 
then, that much of at least the initial response to selection to a novel environment might 
involve genes at the chromosome ends despite the fact there may be fewer functional 
genetic targets within these regions. The relationship between chromosome architecture 
and genetic architecture for adaptive change is a question that more comprehensive 
whole-genome approaches should be able to address in other organisms in the near 
future, but Rockman et al.56 have shown that this likely to be a general feature for 
patterns of genetic variation within C. elegans. 
 
LOOKING AHEAD: A QUANTITATIVE APPROACH TO PROXIMATE AND 
ULTIMATE CAUSATION—SYSTEMS QUANTITATIVE GENETICS 
While there are clearly problems with the natural context of its genetic variation, 
the features of C. elegans that make it so amenable to being a model organism, 
specifically fast generation time, large broods, and cryopreservation, are the same 
elements necessary to conduct the most powerful functional quantitative genetics studies 
possible. Additionally, because of its mating system and the genetic resources already 
available, it is remarkably easy to generate and genotype novel sets of RILs using any 
parental strains, including transgenic ones, and avoid the pitfalls of lab adaptation. These 
features have also allowed the generation of NIL panels, which are a powerful 
complement to any mapping study51. 
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As high-throughput phenotyping becomes less cost-prohibitive, it is possible to 
engage in comprehensive phenotyping on sets of RILs in multiple environmental 
contexts. For example, microfluidic approaches can be used to measure body size and 
sex114, motor and neural response to sensory stimuli115, locomotion116, longevity, and 
potentially fecundity114. QTL identified in using these approaches have the potential to 
reveal small-effect and epistatic interactions among loci that are difficult to dissociate 
using traditional forward genetics. Additionally, combining multiple sets of phenotype 
data can be used to reveal pleiotropic alleles or pathways. This comprehensive 
phenotyping can also be performed in the context of different environments or 
developmental conditions, thus testing the effect of early life history on behavior or life 
history traits in a precise and high-throughput manner.  
Despite the problems of lab adaptation, the N2 strain is invaluable in the worm 
community because virtually all mutants were derived in this background. These mutant 
lines still have their uses in a quantitative genetic framework. For example, quantitative 
genetics can be performed in the context of a modifier screen, i.e. in the presence of an 
already-characterized mutation57,97 to identify the effect that that mutation has on 
genome-wide gene expression as well as on the target phenotype117. Because several 
scales of phenotypes are being measured concurrently, the connections between 
phenotypes can be quantified and can also identify novel candidate interactors, which can 
then be functionally characterized118. This approach can be used to generate a robust 
quantitative gene interaction network that can be used to address questions of proximate 
causation in any given phenotype119. 
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PATTERNS AND PROCESS OF NATURAL VARIATION 
Because background selection and other linkage-dependent factors are likely to 
overpower most other selective processes60, C. elegans is hardly an ideal organism to 
understand patterns of population genetic processes. However, several labs are currently 
developing species closely related to C. elegans as model organisms to address the 
relationships between natural genetic variation and population genetics processes33,120,121. 
While C. elegans is often found commensal with humans, other species are often found in 
association with invertebrates in more natural habitats122, so the evolutionary and 
ecological context of any variation in phenotype can potentially be tested. 
 For example, C. briggsae, which diverged from C. elegans approximately 80-110-
million years ago (with roughly the same total nucleotide divergence as observed 
between mice and humans123), shares many of the same strengths for quantitative genetic 
studies as C. elegans. C. briggsae is an emerging model for identifying the genetic basis 
for natural variation in the vulval cell lineage124, temperature-dependent fecundity125, and 
male tail morphology126.  However, because they share the same (though independently-
derived) mating system that is partially responsible for unusual patterns of genomic 
nucleotide diversity observed in C. elegans, it is unclear to what extent variant 
phenotypes in C. briggsae will pose the same problems for adaptive inference as is 
currently found in C. elegans. 
Other related species, particularly those with dioecious, obligately outcrossing 
mating systems, have orders of magnitude more genetic variation than C. elegans33,127-130, 
creating an opportunity for association mapping in cases where RILs are not feasible. 
High-density polymorphic markers can be rapidly generated10 and aligned against one of 
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many sequenced Caenorhabditis species, allowing the same high-powered quantitative 
genetics experiments to be conducted in animal species more representative of the global 
population of metazoans. Thus, the future of quantitative genetics within this genus 
seems to be to perform functional analyses within C. elegans, but to explore questions 
related to natural variation within other closely-related species. 
 
OVERVIEW OF THE DISSERTATION 
 The primary objective of my dissertation research was to understand the 
molecular quantitative genetic basis to natural variation in behavior.  I focused on the 
nematode Caenorhabditis elegans to accomplish this task as it has just recently remerged 
as an ideal organism for such a task.  To address my dissertation research objective, I 
combined quantitative genetics, neurodevelopment, and neurophysiological techniques to 
finely dissect the complex trait of thermosensory behavior. 
 Chapter II is entitled “More than the sum of its parts: Complex epistasis explains 
variation in thermal preference behavior in Caenorhabditis elegans.”  This chapter has 
been submitted for publication in the journal Genetics and is coauthored with Michelle 
Parmenter, an undergraduate who helped with experiments, Matthew Rockman and 
Leonid Kruglyak, who contributed reagents, and Patrick Phillips, who helped to develop 
the project and analyze the data with me.  The objective of this study was to understand 
the genetic architecture of thermal preference using standard quantitative genetics 
methods by performing interval mapping on a panel of Recombinant Inbred Advanced 
Intercross Lines.  I identified two different modules of interacting QTL that both 
contribute to thermosensory behavior in very different ways.  Within module one, there 
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were three QTL.  One of these QTL also plays a role in movement on an isothermal 
gradient, and variation in this locus seems to change the relative contribution of the two 
other loci to variation in thermal preference. Within module two, there are two QTL that 
interact non-additively to cause extremely thermophilic behavior, apparently regardless 
of genetic background.  We functionally tested the interactions in module two and were 
able to verify using a panel of introgression lines that this non-additive thermophilic 
behavior is genetically based.  Such a strong example of non-additive genetic variation in 
behavior is a major contribution to the fields of behavioral genetics and quantitative 
genetics, as it is a fairly simple way to generate large amounts of variation in behavior, 
and it is generally assumed that these types of relationships do not persist over 
evolutionary timescales. 
 Chapter III is entitled “Natural variation in thermosensory behavior in 
Caenorhabditis elegans is generated by variation in the neural network.”  This chapter is 
in preparation for submission to Nature Genetics and is coauthored with Byron Etta, an 
undergraduate who assisted with experiments, and Patrick Phillips, with whom I 
conceived of the experiments, analyzed data, and wrote the paper.  In this work, we were 
able to identify the genes responsible for thermophilic behavior that we observed from 
Chapter II. Additionally, we were able to identify the neurodevelopmental mechanism 
through which this variation was acting.  We found that a transcription factor, ceh-37, 
and a voltage-gated calcium channel, cca-1, have regulatory and coding differences in 
our initial mapping population, and that these polymorphisms interact together to cause 
failure of development of the primary thermosensory neurons in C. elegans.  This effect 
is moderately pleiotropic, in that thermophilic lines are also moderately chemotaxis 
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defective towards isoamyl alcohol, though this defect does not extend to attraction of 
other compounds. Furthermore, we found that the combination of polymorphisms causing 
this behavior exist together in other wild isolates, and that these wild isolates are also 
missing their primary thermosensory neurons.  There are three main implications to these 
findings.  The first is that heritable variation in behavior exists in the form of drastically 
different nervous systems structuring among individuals.  The second is that this 
phenotype is generated by both structural and regulatory polymorphisms, and it is the 
interaction between these two classes of polymorphisms that cause this variant behavior 
and variant neurodevelopment.  The third is that this alteration in nervous system 
development has only moderate effects across other behaviors and with respect to fitness. 
 Chapter IV is entitled “A microfluidic device for analysis of the spatial orientation 
component of thermosensory behavior in semi-restrained Caenorhabditis elegans.”  
Sections of this chapter were included in a larger study published in PLoS One in 2011.  
In the original paper, Katherine McCormick, Shawn Lockery and I designed the 
microfluidic device, Matthew Sottile wrote a computer program for data analysis, and 
Katherine McCormick, Shawn Lockery, Patrick Phillips and I wrote the paper. This 
chapter includes unpublished material, discussion and analysis, in which I performed the 
experiments and analysis and wrote with Patrick Phillips.  A primary goal of my 
dissertation was to understand not only why individuals migrate to different temperatures 
from an ultimate evolutionary perspective, but also how individuals get to these different 
temperatures; i.e., how does genetic variation propagate along a locomotor program, 
starting with spatial orientation, to achieve different thermal preferences? Specifically, 
we tested whether C. elegans uses a form of spatial orientation called klinotaxis, where 
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the worm orients itself on a vector that maximizes increase in temperature with detectable 
increases in temperature as it crawls.  In the chip, this would be detected as a preference 
for the side of the chip that is closer to the worm’s preferred temperature.  Additionally, 
the magnitude of this preference, as measured by head angle, should be graded with the 
magnitude of temperature difference between the two streams.  We found that two strains 
of C. elegans with different thermal preferences on a thermal gradient do use klinotaxis 
in the chip, but that the subtlety of klinotaxis is overridden by noxious temperature 
avoidance in both strains.  Introgression lines, first described in Chapter II, were also run 
in this chip.  They seem to have the same response of noxious temperature avoidance, 
though some lines avoid hot temperature less than others.  Thus, although wild isolates of 
C. elegans do use klinotaxis to find their thermal optima, the physiology of thermotaxis is 
linked with noxious temperature avoidance.  Consistent with the moderate pleiotropy due 
to interacting polymorphic loci observed in Chapter III, our thermophilic introgression 
lines appear to still have their noxious-temperature-avoidance neural and physiological 
components in place, suggesting that these lines would be able to survive in a variable-
temperature environment. 
 Chapter V is a summary of Chapters II through IV, in which I discuss the broader 
implications of the effect of natural genetic variation on behavior and neurodevelopment. 
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 CHAPTER II 
MORE THAN THE SUM OF ITS PARTS: COMPLEX EPISTASIS EXPLAINS 
VARIATION IN THERMAL PREFERENCE BEHAVIOR  
IN CAENORHABDITIS ELEGANS 
 
This work was submitted for publication in the journal Genetics in 2012.  Bryn Gaertner 
and Patrick Phillips conceived of and designed the experiments.  Bryn Gaertner and 
Michelle Parmenter performed the experiments.  Bryn Gaertner and Patrick Phillips 
analyzed the data.  Matthew Rockman and Leonid Kruglyak contributed reagents.  Bryn 
Gaertner and Patrick Phillips wrote the paper.  Supplementary material can be found in 
Appendix A. 
 
INTRODUCTION 
Most variation for evolutionarily significant traits within natural populations is 
complex. That is, it is generated by alleles at many loci that interact with each other and 
with the environment, thereby producing largely continuous phenotypic distributions 
within populations131. The precise nature of the genetic variants underlying continuous 
phenotypic distributions is a century-old (and often contentious) debate132. There are at 
least three non-exclusive genetic explanations: additive small-effect alleles (the so-called 
infinite alleles model133), additive variable-effect alleles (with alleles with large effects 
segregating in a Mendelian fashion134), and non-additive variable-effect alleles 
(epistasis135). Variation in any complex trait may be formed by the simple combinatorics 
of small-effect additive alleles, which generates a roughly normal distribution of 
phenotypes as seen with human height136. Deviations from a normal distribution of 
phenotypes can be generated by variation in allelic effect size, where segregating large-
effect alleles can generate an excess of extreme phenotypes. These extreme phenotypes 
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are interesting from a population genetics perspective, as individuals displaying these 
phenotypic extremes are those who will be most subject to the effects of either positive or 
negative selection.  For instance, association mapping has successfully identified large-
effect candidate loci for increased disease risk137, as well as evidence for rapid adaption 
in humans138 and other animals139,140. 
Extreme phenotypes can also be produced through highly nonlinear epistatic 
interactions among loci141. In these cases, the underlying genetic architecture can obscure 
the genotype-phenotype relationship, especially from a statistical point of view142,143. 
When a specific combination of oppositely-signed alleles at multiple loci is required to 
produce a particular phenotype, then any one allele will frequently fail to significantly 
associate with variation in that phenotype144. Whether or not these kind of interactions 
play a important role in the long term maintenance of genetic variation and the 
evolutionary response to selection depends to a large extent on whether or not the loci 
involved in the interactions also display significant marginal effects on the 
phenotype136.  Prevalence of the alternative, that variation is dependent on the interaction 
of loci with opposing effects, is highly dependent on the linkage patterns between loci145, 
such as that generated via chromosomal inversions, admixture between populations, or 
selection on tightly linked loci. Variation in mating system can have a particularly strong 
influence on the distribution of linkage disequilibria among loci, as self fertilization 
greatly increases the likelihood that alleles at different loci will be inherited in sets that 
are identical by descent146,147. The inexorable connection between epistasis and linkage 
has made it difficult to study these interactions using traditional quantitative trait locus 
(QTL) and association mapping approaches, and, although there is a general impression 
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tracing back to R.A. Fisher that epistasis is of little importance for understanding the 
genetic variation136,148, the reality is that we still actually know very little about the 
incidence or significance of gene interactions for structuring the genetics and evolution of 
complex phenotypes in natural populations149.  
 There is perhaps no more complex a phenotype than behavior, as it integrates 
across environmental stimuli, neural networks, physiology and cellular function. For 
example, a behavior such as the response to temperature flux requires that an organism 
sense the temperature, assess the fitness and performance impacts of that temperature, 
and then migrate accordingly.  Thermal preference is a particularly informative trait 
because of the direct tie between behavior and fitness, since migration to a thermal 
optimum influences growth rate and physiological stress150.  Thermal preference, as 
assayed experimentally by measuring migration on a thermal gradient, varies among wild 
isolates of the nematode Caenorhabditis elegans151.  The neural and molecular basis to 
this behavior are well characterized in the canonical lab strain of this model organism152, 
and fitness as measured by both intrinsic rate of increase and total reproductive output is 
correlated with thermal preference151.  In this study, we used a set of recombinant inbred 
advanced intercross lines (RIAILs) in C. elegans56 to identify both additive and non-
additive genetic components to the phenotypes associated with thermal preference, 
finding that the majority of natural genetic variation for this trait is determined by highly 
complex interactions among multiple loci.    
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MATERIALS AND METHODS 
Worm maintenance methods  
Strains were stored in -80° C and then subsequently were thawed and maintained 
in standard conditions1 for one month prior to phenotyping.  Lines were maintained on 
standard 10 cm NGM-lite petri dishes seeded with E. coli OP-50 (CGC, University of 
Minnesota, Minneapolis, MN) at 20° C and chunked twice weekly. Strains used in this 
work were: N2, CB4856 (abbreviated HW), PX513(fxIR1) (“3H”, HW > N2 at thrm-3), 
PX514(fxIR2) (“5H”, HW > N2 at thrm-5), PX515(fxIR1;fxIR2) (“3H5H”, HW > N2 at 
thrm-3 and thrm-5 generated by crossing PX513(fxIR1) and PX514(fxIR2), 
PX516(fxIR3) (“3B”, N2 > HW at thrm-3), PX517(fxIR4) (“5B”, N2 > HW at thrm-5), 
PX518(fxIR3;fxIR4) (“3B5B”, N2 > HW at thrm-3 and thrm-5 generated by crossing 
PX516(fxIR3) and PX517(fxIR4). 
 
RIAIL construction 
Recombinant inbred advanced intercross lines were generated as described11,56.  
Briefly, N2 and HW were reciprocally crossed in F1 and F2 generations. F3 progeny 
were random pair mated for ten generations, then inbred by picking individual 
hermaphrodites for ten generations.  Lines were genotyped using Illumina’s GoldenGate 
assay at 1455 single nucleotide polymorphisms defined by a cross-comparison of the N2 
and HW genomes. 
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NIL construction 
Nearly isogenic lines (NILs) were generated in both N2 and HW genetic 
backgrounds using marker-assisted selection.  Restriction-fragment length associated 
polymorphic markers (RFLPs) were selected as described previously42. Candidate 
RIAILs were selected based on their genotypes at the QTL peaks.  These RIAILs were 
then crossed and backcrossed into the background contragenic to the genotype across the 
QTL for at least ten generations.  At each generation of backcrossing, individuals were 
genotyped across ten evenly-spaced markers on the X-chromosome to identify 
recombination events.  Double-NILs were constructed by crossing appropriate NILs to 
each other and genotyping F3 progeny at loci relevant for identifying meiotic 
recombination. 
 
Thermal gradient construction and calibration  
Three replicate linear thermal gradients each with a slope of approximately 
1.0°C/cm were used in all assays and constructed as described previously36. For each 
gradient an aluminum slab was placed over two separate piping systems, one carrying 
heated (55°C) and one carrying cooled (4°C) liquid.  A 10 cm x 17 cm slab of NGM-lite 
agar was placed on the aluminum slab and enclosed in a plexiglass frame.  To determine 
the slope of each of the three gradients, their temperature was taken at every centimeter.  
These readings were fitted to a linear regression.  In all cases, r2 > 0.98, indicating that 
the gradients were linear.  The slopes of the gradient remained stable over repeated 
measurements but were slightly different among replicates.  This slight difference in 
slope (ranging from 0.8°C/cm to 1.1°C/cm) did not affect the phenotypes.  
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Thermal preference and isothermal dispersion assay  
Lines were age-synchronized by sodium hypochlorite treatment.  Six hundred 
isogenic L1s were plated onto three 6-cm NGM-agar plates seeded with OP50 for a total 
of 1800 individuals. These individuals were then raised at 20° C for 48 hours until 
reaching the L4 larval stage.  Worms were washed from each plate with 1 mL S Basal 
into 1.5 mL microcentrifuge tubes.  Supernatant S Basal was pipetted off once the worms 
settled.  Worms, suspended in approximately 100 uL of S Basal, were transferred via 
filter paper onto the gradient-equilibrated NGM-lite agar gel and placed equidistant 
between either edge of the gel at 24° C.  Approximately half of the worms were lost in 
this transfer such that approximately 300 individuals per gel were assayed.  To ensure 
that thermal preference, and not any behavioral response to starvation, was being 
assayed, agar gels were seeded with E. coli (OP-50) twenty-four hours prior.  Worms 
were permitted to travel freely across the gel for one hour, at which point individual 
positions were scored by overlaying transparency film and marking worm locations with 
a semi-permanent marker. 
 
Statistical analysis of phenotypes 
Once scored, transparencies were scanned and analyzed in ImagePro Plus 5.1. 
The Cartesian coordinates of each individual worm's marked position was recorded and 
related back to the calculated slope of the gradient such that the temperature of each 
individual (derived from the “y” Cartesian coordinate) as well as the distance it moved 
laterally (derived from the “x” Cartesian coordinate) from where it was initially placed 
was identified.  These two values represent the thermal preference and isothermal 
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dispersion of any individual.  Overall RIAIL and NIL phenotypes were found by 
performing a nested ANOVA with a main effect of line and nested random effect of 
replicate on these data.  Using RIAILs, “line” was also a random effect.  The RIAIL 
phenotypes are represented by using least mean squares from this analysis, though using 
individual line means did not change the outcome. Thermal Preference and Isothermal 
Dispersion served as the two principal phenotypes that were mapped.  A third phenotype, 
which found thermal preference after taking movement into account, was found by using 
the residuals of regressing individual thermal preference onto isothermal dispersion. 
 
QTL mapping of phenotypes  
Interval mapping and two-dimensional genome scans were performed as 
implemented in R/QTL153. Due to the tight linkage of identified QTL, there was not 
sufficient power to perform multiple-interval mapping. For interval mapping, genotype 
probabilities were calculated using Haldane’s map function with a 1 cM step size and an 
error probability of 1x10-4.  Whole genome scans with a single-QTL model for isothermal 
dispersion and thermal preference were performed using the EM algorithm8, though 
results were qualitatively the same when the Haley-Knott regression was used154.  When 
appropriate, covariate markers were used to account for variation due to previously 
identified large-effect QTL (see results) in the single-QTL model.  Permutation tests 
(1000)155 were used to obtain a genome-wide or chromosome-wide LOD significance 
threshold.  For single-QTL models, a LOD of approximately 3.19 signified a genome-
wide p<0.05 threshold.  
45 
 A two-dimensional genome scan was used to test for the likelihood of interacting 
QTL for all pairwise combinations of intervals by including a statistical interaction effect 
between intervals156, which is a signature of epistasis.  This scan was performed using the 
EM algorithm 8 with no specified covariates and a 1 cM step size. Genome-wide 
significance levels for the reduced (epistasis only) and full models were determined using 
a permutation test.  
 
RESULTS 
Thermal preference and isothermal dispersion vary continuously among RIAILs 
To identify the genetic basis of the phenotypic variation in thermal preference and 
isothermal dispersion, we phenotyped populations of one-hundred nineteen RIAILs 56 in 
triplicate on linear thermal gradients by assessing the position of each individual relative 
to the temperature being experienced (“thermal preference”) and the distance traveled 
isothermally along the gradient (“isothermal dispersion”). Isothermal dispersion among 
RIAILs ranged from an average of 0.44 cm/hr to 2.86 cm/hr, and thermal preference 
ranged from 17.34 to 27.01 degrees (Figure 2.1A-B), with a slight but significant 
correlation between the two phenotypes (R2=0.20, p<0.01, Supplementary Figure 
A2.1). Approximately 16% of total variance in isothermal dispersion was explained by 
among-line or genetic differences (F118,247=15.23, p<0.001). Thermal preference showed 
substantial transgressive segregation, with approximately half of all lines assayed having 
a thermal preference that was warmer than that of the more thermophilic N2 parent 
(M=21.07 SEM=0.32).  The warmer thermal preferences are well above those observed 
for other natural isolates 151 and in the most extreme cases are also above the upper 
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thermal limit for continuous population growth151. Almost half (49.4%) of the total 
variance in thermal preference was attributable to between-line or genetic differences 
(F118, 247=22.01, p<0.001).  For both phenotypes, there were significant differences among 
replicates (isothermal dispersion: F=9.64, p<0.001; thermal preference, F=36.44, 
p<0.001), however, this difference was not systematic when considering gradient 
replicate or gradient slope and accounted for only 3.1% and 6.8% of total phenotypic 
variance, respectively. 
 
Figure 2.1. Line means for isothermal dispersion and thermal preference. RIAILs 
are rank-ordered for isothermal dispersion (A) and thermal preference (B).  Blue dotted 
line represents HW phenotype, red dotted line represents N2 phenotype. 
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Several loci contribute non-additively across phenotypes to explain variation in thermal 
preference 
 To identify the loci responsible for variation in isothermal dispersion and 
thermal preference, we used interval mapping with and without covariates.  For 
isothermal dispersion, we found evidence for a single locus of large effect on the X-
chromosome (Figure 2.2A, LOD = 20, p<0.001), with the peak centered over npr-1, a 
gene whose allelic variation has been identified as responsible for between-strain 
variation in response to thermal stress157 oxygen and carbon dioxide flux54,55, and 
tendency to leave food patches158.  Because the N2 npr-1 allele had been previously 
identified as lab-derived and had been shown to interact epistatically with other loci54, we 
accounted for variation at this locus in subsequent isothermal migration analyses by using 
the marker most closely associated with this peak as an interactive covariate.  In doing so, 
we found that the original QTL on the X-chromosome is likely at least two QTL, with a 
significant second QTL emerging approximately 800 KB distal to npr-1 (Figure 2.2B, 
LOD = 4.95, p<0.001). We named this secondary locus move-1.  To identify the nature of 
the relationship between the npr-1 and move-1 loci, we tested for interaction effects 
between these two loci (Figure 2.3).  We found that lines possessing N2 alleles at both 
loci tend to disperse only slightly (M=1.02 +/- 0.043), whereas lines possessing one HW 
allele at either move-1 or npr-1 moved significantly farther (M=1.86 +/- 0.139, F(1,110) = 
95.95, p<0.001; Figure 2.3).  A subset of the RIAILs were assayed on an isothermal 
(20oC) agar slab, yielding qualitatively similar mapping results (Supplementary Figure 
A2.2). 
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Figure 2.2. QTL maps of phenotypes. (A) Isothermal dispersion (orange) and thermal 
preference (purple) map to the X-chromosome. Genome-wide significance threshold = 
3.14 LOD (horizontal line). (B-C) Significant or strongly suggestive QTL are noted with 
a black arrow; QTL with a significant epistatic but not main effect are noted with a gray 
arrow (B) Isothermal dispersion on the X-chromosome.  The original QTL peak (dashed 
line) is at roughly 4.7MB.  When accounting for variation at this locus (npr-1), a second 
significant QTL appears at approximately 5.6 MB (move-1, solid line). (C) Thermal 
preference maps to three significant loci on the X-chromosome.  thrm-1, thrm-2, and 
thrm-4 significantly contribute additively to variation in thermal preference (black 
arrows).  thrm-3 and thrm-5 (gray arrows) are not significant by themselves, but when 
considered interactively contribute significant proportions of variance to thermal 
preference.  QTL regions are schematized for each (B) isothermal dispersion and (C) 
thermal preference below the x-axis, where dark grey represents regions that do not 
explain significant proportions of variation for the given phenotype, and light grey 
represents regions that do explain a significant proportion of variation. 
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Figure 2.3. Classical epistasis between two QTL for isothermal dispersion.  Across 
lines, two N2 genotypes (at both npr-1 and move-1, schematized as red rectangles for 
both loci) result in low lateral movement.  Possessing an HW allele (blue) at either npr-1 
or move-1 masks the effect of an N2 allele at the other locus, resulting in a high-
movement phenotype.  Error bars +/- 2 SEM. 
  
 In mapping thermal preference, we identified two significant and one strongly 
suggestive main-effect QTL, all of which were located on the X-chromosome (Figure 
2.2A,C). We named these loci in proximal-distal order on the chromosome thrm-1, thrm-
2 and thrm-4.  thrm-2 co-localized with the move-1 locus described above.  The same 
QTLs were identified by analysis of residuals of thermal preference regressed on 
isothermal dispersion, implying that the genetics of thermal preference are largely 
independent of isothermal dispersion phenotypes.  No QTL colocalized with npr-1, and 
incorporation of a marker at npr-1 as an interactive covariate did not substantially change 
the LOD profile for thermal preference, implying that the QTLs mapped for this 
phenotype are also largely independent of npr-1. 
 In contrast to our npr-1 result above, accounting for variation at move-1 
significantly changed the LOD profile of the QTL peaks in thermal preference.  To 
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explore this further, we explicitly tested for interactions between genotypes at move-1 
and genotypes at thrm-1 and thrm-4 (Figure 2.4).  Here, an interesting pattern emerged.  
We found that for lines with an N2 genotype at move-1, variation in thrm-1, but not thrm-
4 explained variation in thermal preference.  In this case, lines with a HW genotype at 
thrm-1 had a cooler thermal preference (M=22.51 +/- 0.442) and lines with an N2 
genotype at thrm-1 had a warmer thermal preference (M=23.95 +/- 0.26, F1,108=8.06, 
p<0.01).  Conversely, we found that for lines with a HW genotype at move-1, variation in 
thrm-4, but not thrm-1 explained variation in thermal preference.  In this case, lines with 
a HW genotype at thrm-4 had a cooler thermal preference (M=21.53 +/- 0.33) and lines 
with an N2 genotype at thrm-4 had a warmer thermal preference (M=23.31 +/- 0.523, 
F1,108=8.96, p<0.01) (Summarized in Supplementary Table A2.1).   
 
 
Figure 2.4. Phenotypic epistasis exists between move-1 and thermal preference QTL.  
Between high-moving and low-moving strains, different thermal preference loci explain 
variation in thermal preference, shown here using the marginal mean thermal preference 
of each genotype at each locus.  (A) Genotype at thrm-1 explains variation in thermal 
preference only for lines with an N2 (red) genotype at move-1; for lines with a HW (blue) 
genotype at move-1, there is no difference in thermal preference due to genotype at thrm-
1.  (B) Genotype at thrm-4 explains variation in thermal preference only for lines with an 
HW genotype at move-1; for lines with an N2 genotype at move-1, there is no difference 
due to genotype at thrm-4. Error bars +/- 2 SEM. 
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 In summary, we found that thermal preference variation among RIAILs was best 
explained by accounting for genetic variation in the isothermal dispersion QTL of move-
1/thrm-2, in that the genotype at thrm-4 explained variation in thermal preference for 
lines with a HW genotype at move-1/thrm-2, but the genotype at thrm-1 explained 
variation in thermal preference for lines with an N2 genotype at move-1/thrm-2. 
 Given the preponderance of nonadditive interactions among significant QTL, we 
performed an unbiased test of all pairwise combinations of 1 cM intervals across the 
genetic map to detect epistasis for both isothermal dispersion and thermal preference 
(Supplementary Figure A2.3, Figure 2.5) to determine whether suggestive but not 
significant peaks were accounting for non-additive genetic variation.  There were no such 
loci for isothermal dispersion.  However, for thermal preference we identified strong 
evidence for epistasis between two loci, also on the X-chromosome, termed thrm-3 and 
thrm-5 (Figures 2.2A,C, Figure 2.5, LOD=4.62, p<0.001) that did not explain 
significant amounts of variance in thermal preference when considered by themselves 
(t=-1.15, 1.19 respectively for thrm-3 and thrm-5, p>0.1, see also Figure 2.2C).  When 
considered together, the interaction effect between thrm-3 and thrm-5 explained half the 
overall genetic variation in thermal preference, and accounted for virtually all of the 
transgressive segregation observed in the RIAILs.  In this statistical pattern, while 
averaging across effects at all other loci, we found that RIAILs with a “matching” 
genotype between thrm-3 and thrm-5 (i.e. either N2 genotype at both loci or HW at both 
loci) exhibited thermal preferences consistent with the phenotypes of the parents. 
However, “mismatching” genotypes across loci (i.e. N2 genotype at one locus and HW at 
the other) corresponded with the excessively thermophilic phenotype (Figure 2.6). 
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Figure 2.5. Pairwise QTL scan for significant interaction effects.  Two loci on the X-
chromosome, at roughly 122 and 206 map units and colocalizing precisely with thrm-3 
and thrm-5 from the interval mapping (Figure 2.2C), show a strong interaction effect. 
53 
 
Figure 2.6. Interaction plot of thrm-3 and thrm-5.  Lines with an N2 genotype at both 
thrm-3 and thrm-5 have a thermal preference roughly consistent with the parental N2 
line.  Lines with an HW genotype at both thrm-3 and thrm-5 have a thermal preference 
roughly consistent with the parental HW line.  Discrepancies are due to averaging across 
other loci contributing to thermal preference variation directly.  Allelic “mismatch” 
between loci (HW at one locus and N2 at another) predict thermophilic behavior.  Error 
bars +/- 2 SEM. 
 
 
Genetic mismatch between two loci causes extraordinarily thermophilic behavior 
 To confirm the genetic basis for the identified statistical epistasis pattern between 
thrm-3 and thrm-5, we generated nearly isogenic lines (NILs) using marker-assisted 
selection.  NILs were made in both genetic backgrounds, and these lines were then run in 
triplicate on linear gradients.  We found that the thermophilic interaction effect inferred 
in the RIAILs was verified in the NILs. Regardless of overall genetic background, our 
evidence for epistatic interactions remained because single-introgression NILs preferred 
warm temperatures (t=-8.55, p<0.001, Figure 2.7). Additionally, the double NIL in the 
N2 genetic background has a thermal preference that is not significantly different from 
the N2 parent (M= 22.05 +/- 0.38, M= 21.07 +/- 0.27 respectively), and the double NIL 
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in the HW genetic background has a thermal preference that is significantly colder than 
the single NILs, though still slightly more thermophilic than the HW parent (M = 19.49 
+/- 0.39, M = 17.67 +/- 0.22 respectively) (Figure 2.7).  Put simply, a genetic 
“mismatch” between these two loci in either genetic background causes excessively 
thermophilic behavior, and a genetic “match” between these loci permit the main effect 
QTL (thrm-1, thrm-2, and thrm-4) to determine thermal preference (Figure 2.8).  
 
Figure 2.7. Thermal preference of Nearly Isogenic Lines (NILs) with introgressions 
at either thrm-3, or thrm-5, or both.  Single NILs are significantly more thermophilic 
than the parent with the same genetic background.  Double NILs have a thermal 
preference not significantly different from the parents with the same overall genetic 
background.  Data points with different letters denote significantly different thermal 
preferences (Tukey’s HSD) (Error bars +/- 2 SEM). 
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DISCUSSION 
Complex epistasis underlying thermal preference behavior 
 Nearly all ecologically and evolutionary relevant traits are complex, as are most 
common human diseases such as heart disease, autism and diabetes159,160. Yet despite 
tremendous effort, success in identifying the genetic basis of complex traits has only been 
achieved in a handful of cases, usually when the underlying variation behaves in a largely 
Mendelian fashion161. One possible explanation for this lack of success is that most 
studies still lack sufficient statistical power, especially in terms of detecting rare alleles 
with moderate effects. However, another possible explanation is that non-additive genetic 
interactions (epistasis) are responsible for much of the segregating variation and do so in 
a fashion that obscures the effects of individual loci. This is because in natural 
populations, such interactions depend on the generation of particular combinations of 
alleles that, because of their infrequent co-occurrence, are ephemeral and may be difficult 
to identify using association mapping approaches. Genetic interactions can instead be 
identified using experimental mapping crosses and a substitution-based approach. Using 
this approach, we found the genetic architecture underlying thermal preference in 
Caenorhabditis elegans to be highly complex, involving multiple layers of epistasis. In 
particular, roughly 50% of broad-sense heritable variation is caused by a compensatory 
relationship between two loci. 
 Because of limited power to investigate all pair-wise interactions, a typical 
experimental approach in mapping studies is to first identify main-effect QTL and to then 
test for interactions among them162.  This approach, though utilized in part of this study, 
suffers from ascertainment bias, particularly because loci with the largest interaction 
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effects are precisely those that are likely to have smaller relative individual effects149. For 
thermal preference, a comprehensive pairwise genome scan identified statistical 
epistasis133 in the form of two loci that interact with each other to generate extreme 
thermophilic behavior, a phenotype observed in our mapping population but whose 
variance was not explained through main effect QTL.  The one-sided transgressive 
segregation we observed is a signature of non-additive variation163, though this is one of 
the first empirical demonstrations of such a relationship in animals that is not exclusively 
tied to fitness measures164-167.  We used single- and double-NILs in both genetic 
backgrounds at both interactive loci to demonstrate unequivocally that non-additive 
interactions between these two loci, and no other regions of the genome, cause the 
excessively thermophilic behavior observed in the RIAILs and well beyond the range of 
thermal preference observed in other natural isolates151. Especially telling in this case was 
the fact that double-NILs were able to recover nearly all of the original parental 
phenotype that had been strongly disrupted by single substitution of either one of the 
other loci. That the double-NIL in the HW background was slightly, but significantly, 
more thermophilic than the HW isogenic line suggests that these loci do interact to a 
small degree with the genomic background of the organism, though the mechanism that 
would cause this is currently unclear.  Regardless, the strategy of using introgression 
lines to functionally test these interacting QTL connected Fisher’s statistical epistasis 
with conditional epistasis149 where, though we cannot say at this point precisely how (or 
whether) the alleles underlying thrm-3 and thrm-5 are functionally interacting with each 
other, we can say that in two separate genetic backgrounds (HW and N2), an allelic 
“mismatch” causes thermophilic behavior. 
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Phenotypic epistasis is generated by functional hierarchies 
 The thermophilic behavior generated by a thrm-3/thrm-5 “mismatch” is one of 
two epistatic complexes identified for thermal preference.  As double-NILs were able to 
recover the parental phenotype, this suggests that the thrm-3/thrm-5 complex is upstream 
of, or epistatic to, the main effect QTL complex we identified using interval mapping 
(Figure 2.8).  This downstream complex, generated by interactions between loci related 
to hierarchically-structured phenotypes of movement and thermal preference, created 
epistatic patterns similar to directly interacting gene products.  In this relationship, 
“phenotypic epistasis”168, the expression of one trait is influenced by the expression of 
other traits.  Specifically, we found that worms can be divided into high- and low-
movement groups, where worms with an N2 genotype at move-1 tend to move little, 
conditional on N2 npr-1 genotype, and worms with a HW genotype at move-1 tend to 
move substantially more. This could be interpreted as a deficiency in the assay, where 
expression of specific thermal preference phenotypes becomes contingent upon 
movement per se, and takes a form of classic epistasis where the very ability to “express” 
a thermal preference is masked by the tendency to not move.  
However, it is clear that even low-moving lines are “motivated” to go to colder 
temperatures: some lines with an average isothermal dispersion of about 1 cm/hr still 
migrate more than four degrees cooler than the start temperature (Supplementary Figure 
A1.1), a distance of about 4 cm.  Thus, despite a tendency to not disperse in isothermal 
conditions, these lines are still capable of navigating a thermal gradient and do so to find 
colder temperatures. Additionally, lines predicted to be thermophilic because of a 
“mismatching” genotype between thrm-3 and thrm-5 migrate to warm temperatures, 
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Figure 2.8. Epistasis between interacting modules for thermal preference.  
Genotypes between thrm-3 and thrm-5 (orange circle) must be “matching” (connected 
with either blue or red lines) for loci in other regions of the genome (lavender and green 
circles) to influence thermal preference.  In this case, for lines with an N2 genotype at 
move-1, variation at thrm-1 explains variation in thermal preference but for lines with a 
HW genotype at move-1, variation at thrm-4 explains variation in thermal preference.  
For lines with a “mismatch” genotype between thrm-3 and thrm-5 (connected with purple 
arrows), regardless of genotype across the genome, thermal preference will be 
excessively thermophilic (purple arrow to red box). 
 
despite also possessing an N2 “low-movement” phenotype.  This is true for both RIAIL 
and NIL genotypes. 
Thus movement per se, as measured by total distance traveled, cannot be the sole 
explanation for the phenotypic epistasis we observed.  Extensive behavioral and 
neurophysiological analysis of the N2 strain navigating on a chemical gradient169-171 has 
shown that individuals use different search strategies as they experience different 
concentration changes (i.e. klinotaxis vs. klinokinesis), with additional evidence that N2 
uses the same strategies in navigating a thermal gradient172 or thermal step171,173.  In this 
context, rate of movement affects the effective concentration change that each individual 
is experiencing.  This presents a connection between the movement-conditional QTL 
presented in this study and the different navigation strategies: perhaps the thrm-1 and 
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thrm-4 QTL have different effects in high- and low- movers because fundamentally 
different navigation strategies are being used.  
 
The unusual genomic history of C. elegans 
 In contrast to the complex genetic interactions seen in thermal preference, for 
isothermal dispersion we found a more classic pattern of epistasis in which the low 
movement phenotype is only generated when an individual possesses N2 alleles at both 
causal loci. Interestingly, these loci are located in what was initially identified as a single 
large-effect QTL, with one of the interacting loci directly centered over the previously 
identified lab-derived allele of npr-1.  Considering the hundreds of generations that the 
canonical N2 strain has lived under lab conditions, it is not surprising that fixation due to 
drift and selection on mutations beneficial for a lab environment have occurred54,174,175. 
The latter is clearly the case for npr-1, in which the lab-derived mutation simultaneously 
inhibits burrowing in agar and clumping on a plate, two characteristics that would be 
selected against under laboratory rearing conditions and facilitated by increasing 
tolerance of atmospheric levels of oxygen in this soil-dwelling nematode.  The lab-
derived nature of this allele is apparent both through association mapping across wild 
isolates54 and through whole-genome resequencing of N2 against its close relatives (LSJ1 
and LSJ2175,176), and has been implicated as a causal variant in many behaviors that differ 
between N2 and HW177. In this study, npr-1 was clearly implicated in variation in 
isothermal dispersion.  However, the effect of this allele is masked in the presence of a 
HW genotype at move-154.  Additionally, for thermal preference, genetic variation at npr-
1 did not change the proportion of variance explained at any other locus, strongly 
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suggesting that variation in the behavior of thermal preference is therefore not due to npr-
1-derived lab adaptation.    
 The finding of pervasive epistasis, especially among a large number of tightly 
linked loci, may be more common in C. elegans than other animals because of their rare 
androdieocious mating system178, consisting of self-fertile hermaphrodites and the 
occasional outcrossing male. Pervasive self-fertilization will tend to decrease the 
effective recombination rate and greatly increase the probability that interacting alleles 
will be found (and evolve) in the same genetic background179. In part due to this mating 
system, most variation in gene expression can be explained by background 
selection60,111,127, with reduced genetic variation locked in long haplotype blocks and a 
strong negative correlation between polymorphism frequency and gene density across the 
chromosome.  In this context, interacting loci with effects that balance one another may 
evolve in regions of low recombination, and breaking these regions apart through 
generations of mapping crosses can act to decanalize the assayed phenotype180. 
 There is a noted mismatch between the estimated outcrossing frequency in nature 
based on genomic estimates of global effective population size56 and empirical 
observation of heterozygosity and male frequency181 in locally-caught populations of C. 
elegans93. This incongruence supports a model of selection against incompatible 
genotype combinations such as the ones described here (and elsewhere50,182), where local 
haplotype and phenotypic diversity might be generated through decanalizing epistasis, 
but is masked in a global survey93,181. Interestingly, this pattern of reduced genetic 
diversity does not appear to extend to the X-chromosome, which displays slightly more 
nucleotide diversity, lower and more even linkage disequilibrium183 and was where all of 
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our identified thermal preference and isothermal dispersion QTL were located.  Thus 
even in regions with a more uniform distribution of polymorphism, recombination and 
halpotype diversity, epistasis can persist, suggesting a more central role of these non-
additive interactions in generating diversity within natural populations.  
 In summary, our study demonstrates the central role of epistasis in generating 
natural variation in behavior.  Epistasis was identified statistically through mapping and 
connected to compositional epistasis through the generation of introgression lines in two 
genetic backgrounds.  By generating these lines, we were able to demonstrate that 
interactions also exist between complexes of epistatic loci and hierarchically across 
phenotypes.  Thus, understanding how to construct the genotype-phenotype map through 
a cellular, physiological, and organismal context requires not only statistical, but also 
experimental analysis of these interactions. 
 
BRIDGE TO CHAPTER III 
In Chapter II we identified several QTL that contribute to natural variation in 
thermosensory behavior between different wild isolates of C. elegans.  Further, we were 
able to identify an epistatic relationship between two loci on the X-chromosome 
experimentally using introgression lines.  In Chapter III, we use these same introgression 
lines to identify the neurophysiological correlates to this thermophilic behavior, identify 
the causative genes, and determine the segregation of these alleles in wild isolates of C. 
elegans. 
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CHAPTER III 
NATURAL VARIATION IN THERMOSENSORY BEHAVIOR IN 
CAENORHABDITIS ELEGANS IS GENERATED BY VARIATION IN THE 
STRUCTURE OF THE NEURAL NETWORK 
 
 
This chapter is in preparation for submission to Nature Genetics. Bryn Gaertner and 
Patrick Phillips designed the experiments.  Bryn Gaertner performed the experiments 
with Byron Etta, an undergraduate researcher.  Bryn Gaertner and Patrick Phillips wrote 
the paper. All supplementary material for this chapter is found in Appendix B. 
 
 
INTRODUCTION 
A hallmark of behavior is that it is a plastic, dynamic system that responds to and 
changes with environmental stimuli. Natural selection should cause the genetically-
controlled component of behavior to be optimized between plasticity and circuit 
stability184 such that the integrity of the circuit is generally maintained but can be altered 
through normal environmental stimuli.  In turn, sequence variation in these genes alters 
the manner in which the organism responds to the environment and the extent to which it 
can modify the topology of its neural network185-187.  
Mutagenesis studies have identified hundreds of genes that change behavior in 
model organisms by altering the development of a functional neural network188-196.  Many 
of these mutations are highly pleiotropic and often have clear fitness consequences.  
Thus, while experiments that take a mutagenesis approach are integral in defining 
functional components of a neural network, the likelihood that the alleles created in these 
studies are also causing natural variation in behavior is fairly low.  As a consequence, the 
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universe of natural functional genetic variation for behavior is largely unexplored, 
especially in the context of its effect on neurodevelopment197.   
The nematode Caenorhabditis elegans has been particularly useful for 
understanding the interplay between the genetic and environmental contributions to 
differences in neural network. As the laboratory strain, N2, is a fully inbred line with an 
invariantly connected 302-neuron nervous system198 when raised in normal laboratory 
conditions such that mutations that perturb the development of its nervous system are 
readily observed in mutant screens.  Despite its wildtype invariance, it is actually the case 
that certain neurons change their gene expression profiles due to different environmental 
conditions199 and much of the nervous system changes its characteristics when the worm 
is exposed to pheromones200 or masculinizing factors201-203.  Additionally, C. elegans is 
able to moderate its behavior with experience204, an ability that results from changes in 
gene regulation205. However, because all of these experiments were performed in a single 
inbred line, how natural genetic variation interacts with these fixed responses is currently 
unknown.  In general, if neural networks are invariant but natural variation alters activity 
at synapses, most causative loci would have a large additive effect.  However, if 
behavioral differences among individuals were largely mediated by changes in neural 
network topology, then, like any developmental system, we would anticipate that an 
analysis of causative natural variants would reveal many regulatory elements interacting 
together and with structural elements206. 
In support of the hypothesis that epistatic interactions, in addition to additive 
effects, cause variation in behavior, previously we found that a strong epistatic interaction 
between the quantitative trait loci (QTL) thrm-3 and thrm-5 caused thermophilic behavior 
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in C. elegans. Using a panel of recombinant inbred lines between N2 and a genetically 
distant relative, CB4856, we found that this interaction explained roughly 50% of the 
genetic variation underlying thermal preference behavior in C. elegans.  Furthermore, 
nearly isogenic lines (NILs) with contragenic introgressions at either QTL exhibited 
strongly thermophilic behavior, with preferences for temperatures that were much hotter 
than either parental strain (Chapter II). In this study, we aimed to identify the 
neurodevelopmental and functional genetic basis to this thermophilic behavior by 
examining changes in thermosensory neuron function over developmental time, finding 
that, in this case, natural variation for behavior is driven by variation in the structure of 
the neural network rather than synaptic variation at specific neurons. 
 
RESULTS 
Epistatic interactions cause developmental delays in the primary thermosensory neuron 
 In C. elegans, two pairs of amphid neurons (AFD and AWC) are chiefly 
responsible for thermosensation207,208.  Using introgression lines between N2 and 
CB4856 (an isolate from Hawaii and hereafter abbreviated HW), we previously identified 
strong deviations in predicted thermotaxis behavior due to epistatic interactions between 
alleles the two loci thrm-3 and thrm-5 (Gaertner et al. in prep, Chapter II).  This may 
result from a change in the effective temperature-sensing range of either thermosensory 
neuron. In this case we would expect a two-locus mismatch would result in different 
neural activity given the same stimulus.  Alternatively, the observed thermophilic 
behavior may occur because the thermosensory neurons themselves are unable to detect 
increasingly warm temperatures, and thus are not responding accordingly. To test the 
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latter hypothesis, we expressed fluorescent reporter constructs in the primary and 
secondary thermosensory neurons, AFD and AWC respectively, and photographed their 
neurons to test differences in reporter construct expression among lines with “matching” 
and “mismatching” introgressions (Figure 3.1A).   
 Overall, we found that “mismatching” loci inhibit AFD neurodevelopment 
(Figure 3.1B; average score as adults ranges from 0.27 – 1.36, n = 10 per line).  At an 
exposure time of one second, from the second larval stage (L2) through adult, all lines 
with matching genotypes at both loci develop their AFD neurons robustly (Figure 3.1B; 
average score as adults ranges from 2.9 – 3.09, n = 10 per line). Interestingly, any 
introgression at all (i.e. introgressions at both loci or only one locus) causes reduced 
neural development in the L1 stage, with all introgression lines having on average modest 
cell-body expression (average score ranges from 0.2 – 0.6, n = 10 per line).  In contrast, 
in the parental lines typically the neuron was developed such that at least dendrites were 
visible (average score ranges from 3.00 to 3.10, n= 10 per line).  The degree of neural 
development is negatively correlated with both thermal preference relative to the genetic 
background (Figure 3.1C; r = -0.91, df=4, p < 0.01) and absolute thermal preference 
(Figure 3.1D; r = -0.81, df=6, p <0.05). 
 We also found that AFD development changes as the individual ages.  Using a 
long exposure setting to attempt to visualize as much of the neuron fluorescence as 
possible, we found consistent and strong expression at the L2 larval stage through 
adulthood for lines with “matching” introgression, consistent with our one-second 
exposure findings.  Mismatching genotypes can occur in the form of either “N2-HW” or 
“HW-N2” at thrm-3 and thrm-5 respectively, in both genetic backgrounds.   
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Figure 3.1. Variation in AFD development is determined by introgressions.  (A) 
Ordinal score of AFD neuron from 0-4. (B) Parents (dark gray) and double introgressions 
(medium gray) have robust neural development, single introgression lines (light gray) do 
not.  Within developmental stage, bars with different letters are significantly different 
(Tukey’s HSD, p < 0.05).  (C) Correlation between degrees warmer than parent and 
neural development, or (D) absolute thermal preference and neural development.  (E,F) 
Change in neural development over time using a long exposure in parents (solid black 
shapes), double-introgression lines (solid gray) and single introgressions (open shapes) in 
both the N2 (circle) and HW (square) genetic backgrounds. 
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We found that both lines with an “N2-HW” combination of alleles (i.e. “3B” and “5H”) 
maintain low expression of fluorescent constructs.  However, a “HW-N2” combination of 
alleles (i.e. “3H” and “5B”) results in robust AFD development by the L2 stage, only to 
have it diminish to dim fluorescence in the cell body by L4-adulthood regardless of 
exposure time (Figures 3.1E and 3.1F).  This suggests that there may be premature cell 
death in these neurons.  
 
Introgression decreases responsiveness to isoamyl alcohol 
The amphid neurons AWC are responsible for sensing volatile odorants such as 
isoamyl alcohol189.  If the thermophilic behavior, caused by an introgression at either 
thrm-3 or thrm-5, alters development of the amphid neurons, then perhaps 
chemosensation is also affected despite no observed gross defects in the AWC neurons 
(Supplementary Figure B3.1).  To test this, we assayed introgression lines for attraction 
to 10% isoamyl alcohol on chemotaxis plates (Figure 3.2A) and calculated a chemotaxis 
index (CI).  After one hour, we found that N2 and HW worms have statistically identical 
attraction to isoamyl alcohol (Figure 3.2B; CI = 0.86 and 0.90, respectively, p > 0.10).  
Lines with matching introgressions also have high attraction to isoamyl alcohol (Figure 
3.2B; CI = .96 and .82, p>0.10).  However, lines with mismatching introgressions, in 
addition to exhibiting thermophilic behavior, appear to have a decreased attraction to 
isoamyl alcohol, with CIs significantly lower than the lines with matching genotypes at 
thrm-3 and thrm-5.  In particular, 5H and 3B’s indices were as low as some mutant and 
ablated worms189.  This indicates that a genetic mismatch between the thrm-3 and thrm-5 
loci alters the sensory network enough to change chemotaxis behavior towards volatile 
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odorants.  Interestingly, chemotaxis towards sodium chloride is unaffected in single-
introgression lines (data not shown), so whatever perturbation of the neural network 
exists, it is limited to a small subset of neurons.  Additionally, this is not simply a 
consequence of neuroanatomical changes associated with a missing AFD neuron, as a ttx-
1 mutant strain (PR767(p767)) chemotaxes towards isoamyl alcohol normally 
(Supplementary Figure B3.2). 
 
 
 
Figure 3.2. Introgressions cause chemosensory deficits.  For each introgression line, 
approximately 100 age-staged L4 worms are plated (10 replicates) in the center of 
chemosensory plates (A, green circle) where anesthetic (1 uL 1M NaN3) is added to 
either side and either water (control, white circle) or 10% isoamyl alcohol (iaa, blue 
circle) is also added.  After an hour, the position of each worm is scored and the 
chemotaxis index (CI, see methods) is calculated.  (B) Chemotaxis indices of 
introgression lines: bars with different letters are significantly different (Tukey’s HSD, p 
< 0.05, error bars +/- 2 SEM). 
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ceh-37, an OTX/OTD homeodomain transcription factor, is the causative gene beneath 
thrm-5 
 Allelic mismatches at the thrm-3 and thrm-5 loci cause thermophilic behavior and 
decreased affinity for isoamyl alcohol, mediated by altered development of the primary 
thermosensory neuron. To identify putative causative genes, we used a candidate gene 
approach after establishing introgression boundaries (see methods) of introgression lines. 
 Beneath thrm-5, on the distal arm of the X-chromosome, we identified two strong 
candidate genes, ceh-36 and ceh-37.  CEH-36 and CEH-37 are two OTX/OTD-class 
transcription factors necessary for determining cell fate in AWC and AFD, 
respectively209,210 (Figure 3.3). Though CEH-36 is both necessary and sufficient for 
determining AWC cell fate, CEH-37 is not sufficient for AFD: some mutants will reduce 
the number of AFD neurons from two to one, but no mutant allele is sufficient to 
eliminate AFD development.  It is not clear whether ceh-37 mutations are homeotic in 
AFD and if so, what cell fate is adopted in the absence of ceh-37. However, ceh-37 
mutants are slightly more likely to have AWC symmetry, where the wildtype shows 
asymmetric gene expression between the neuron pairs209, though there is no effect of this 
mutation on chemotaxis towards volatile odorants (Supplementary Figure B3.2).  
Though there are no coding differences between N2 and HW alleles in either of these 
genes, there are many regulatory, intronic and 3’ UTR polymorphisms in ceh-37, 
suggesting that regulatory variation in ceh-37, interacting with a variant at thrm-3, may 
be causing the phenotypic variation observed. 
To test causality of our identified candidate genes, we crossed NILs and N2 
individuals carrying the AFD-expressing fluorescent construct to either wildtype (N2) or 
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mutant alleles for our candidate genes ceh 36 and ceh-37 (see methods).  The purpose of 
this cross is to test whether the N2 and HW allele complement the null allele 
quantitatively differently as measured in our neural development assay (Figure 3.1A, 
3.4A). 
For ceh-37, we found that offspring from 5H x ceh-37- (resultant genotype: ceh-
37ok642/HW) showed nearly no detectable fluorescence, while fluorescence from an N2 x 
ceh-37- (resultant genotype: ceh-37ok642/N2) cross was not significantly different than a N2 
x ceh-37+ (resultant genotype: ceh-37N2/N2) cross.  Interestingly, for individuals 
heterozygous for N2 and HW alleles as a result of an N2 x 5H cross (resultant genotype: 
ceh-37N2/HW), fluorescence was significantly reduced, though not as drastically as 
offspring from the 5H x ceh-37- cross (Figure 3.4B).  This suggests that a single copy of 
a HW ceh-37 allele in the N2 genetic background is sufficient to disrupt AFD neuron 
development.  In contrast, in the case of ceh-36, we found no effect due to the mutation 
or the introgression, indicating that ceh-36 variation is not influencing neural 
development (Figure 3.4B). 
 
Figure 3.3. Summary schematic of ceh-36 and ceh-37’s influence on development of 
sensory neurons (simplified).  On the left are the OTX/OTD transcription factors known 
to influence development of (right) amphid neurons and other olfactory neurons.  Arrows 
indicate that TFs promote development, T-ends indicate inhibition of development.  
Candidate genes are underlined.  Literature for this figure is in text. 
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Transformation of a single N2 ceh-37 allele into the HW background is sufficient to 
disrupt neural development 
 
 In the ceh-37 quantitative complementation test, we found a neural development 
defect in the F1s of an N2 x 5H cross, suggesting that a single “mismatch” copy of the 
ceh-37 allele is sufficient to alter AFD development, even in the presence of a 
“matching” copy.  If this is the case, lines transformed with a “mismatch” copy of the 
ceh-37 allele should show decreased fluorescence.   
 We found that HW worms transformed with a single copy of the ceh-37-N2 allele 
showed significant decrease in proportion fluorescence on a dissecting scope when 
compared to wildtype (Figure 3.5; WT = 0.75 +/- 0.052, trans = 0.00625 +/- 0.018, t-test, 
n=10 each, p<0.001). Against expectations, we did not get increased fluorescence when 
bombarding ceh-37-N2 allele into the 5H background (Figure 3.5; WT=0.0001 +/- 0.05, 
trans = 0.0124 +/- 0.018, t-test, n=10 each, p > 0.05), or when bombarding ceh-37-HW 
into the 5B background (Figure 5; WT = 0.108 +/- 0.05, trans = 0.0 +/- 0.018, t-test, n=10 
each, p = 0.05).  However, considering that there was reduced fluorescence in our 5H x 
N2 quantitative complementation test (Figure 3.4B), perhaps this is not unexpected.  
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Figure 3.4.  Alleles of ceh-37 and cca-1 fail to quantitatively complement.  (A) 
Quantitative complementation tests offspring from a crosses among N2, NILs and 
mutants.  The resultant genotype is shown below the type of the cross.  The test is to see 
whether offspring from a Mut x NIL cross is significantly different than the other three 
crosses, indicating an interaction effect due to the allele at that locus.  (B) Quantitative 
complementation of four different genes.  Possible genotype combinations are different 
colors.  Crosses with significantly differently developed AFD neurons are noted with 
different letters (Tukey’s HSD), and crosses with a significant effect for the Mut x NIL 
cross are starred (p < 0.05). 
 
 
 
 
Figure 3.5. Transformation of an N2 ceh-37 allele disrupts neural development in 
HW.  Lines were transformed using biolistic transformation (see methods) and scored by 
counting fluorescent worms on a plate.  Significantly fewer HW worms fluoresce in AFD 
after being transformed with a ceh-37-N2 allele.  However, fluorescence was not 
significantly recovered by transforming 5H with a ceh-37-N2 allele or by transforming 
5B with a ceh-37-HW allele.  
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cca-1, which codes for a voltage-gated calcium channel a-subunit, is the causative gene 
beneath thrm-3 
As the allele causing variation in thermal preference and neural development 
beneath thrm-5 was ceh-37, we searched for genes beneath thrm-3 that are likely to 
regulate, or are regulated by, the OTX/OTD class of transcription factors.  OTX/OTD 
transcription factors have an affinity for the nucleotide motif TAATCC/T211.  We 
searched for enrichment of these binding motifs 5 KB upstream of all genes contained 
within thrm-3 and compared the binding motif counts against genes that have been shown 
experimentally to be regulated by OTX/OTD TFs (Supplementary Table B3.1).  We 
found a strong candidate in cca-1, a voltage-gated calcium channel subunit.  CCA-1 is 
expressed in neurons212 and has four OTX/OTD binding motifs in its promoter region, 
though there is no direct experimental evidence of its regulation by CEH-37.  
Additionally, there are two coding polymorphisms between N2 and HW in this gene.  
One is at residue 473, near a transmembrane domain, and the other is at residue 563, in a 
low-complexity segment. 
 Another possibility is that the genetic element at thrm-3 is differentially 
regulating expression of ceh-37 due to the introgression.  One striking candidate was xol-
1, the master regulator for X-chromosome dosage compensation in hermaphrodites213, as 
we found differences between male and hermaphrodite fluorescence (Supplementary 
Figure B3.3).  This raised the possibility that differences in gene expression of protein 
products involved in the dosage compensation machinery could be interacting with 
intergenic polymorphisms around ceh-37, altering the accessibility of transcriptional 
machinery and indirectly affecting neurodevelopment and thermosensory behavior. 
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 To test causation of these candidate genes, we again performed quantitative 
complementation.  For cca-1, we tested two different null alleles, gk30 and ok3442.  In 
both instances, we found that fluorescence was significantly diminished in the 3H x cca-
1- (resultant genotypes: cca-1HW/gk30 and cca-1HW/ok3442) crosses, while it was not 
significantly different in any other cross (Figure 3.4B).  This demonstrates that one copy 
of a “matching” allele is sufficient to generate appropriate gene expression in the AFD 
neuron.  In contrast, in xol-1, we found a main effect due to the xol-1 mutation with no 
interaction effect due to the introgression (Figure 3.4B).  This result is unexpected, as 
xol-1 is not supposed to be expressed in hermaphrodites, so its absence should not affect 
neural development.  However, as the result was not mediated by the genotype at the 
thrm-5 locus, we did not pursue this finding further. 
 
Population genetic analysis suggests causative polymorphic loci are segregating among 
wild isolates  
 In order to identify the nucleic acid differences between N2 and HW that cause 
differences in thermal preference, neural development, and chemosensory behavior, we 
obtained sequences of unspliced cca-1 and the unspliced + 5KB regulatory region of ceh-
37 from 43 different wild isolates (Waterston, pers. comm.).  We mapped polymorphisms 
as character states on the cladeogram of the X-chromosome of 204 RAD-tag sequenced 
C. elegans wild isolates183 to determine which polymorphisms were common to HW and 
N2 at both loci, and whether there was evidence of any linkage disequilibrium between 
the loci.  
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 In ceh-37, there are no coding mutations and nine non-coding mutations between 
HW and N2 (Figure 3.6A, Supplementary Figure B3.4A), as well as no coding 
differences across all sequenced wild isolates.  Two non-coding polymorphisms are in 
linkage disequilibrium (LD) with each other and segregate among wild isolates, with six 
strains (including N2) possessing a “G-T” polymorphism at these two sites and the rest 
possessing an “A-A” polymorphism.  A second set of five polymorphic sites exists in LD 
and is either AT-rich or CG-rich. Lines with the “G-T” polymorphism (including N2) 
have only the CG-rich polymorphisms. Within the lines with the “A-A” polymorphism, 
some wild isolates (including HW) have the AT-rich set of polymorphisms and others 
have the CG-rich set (Figure 3.6A).  Independently, another subset of strains is highly 
polymorphic slightly upstream of these LD polymorphisms (Supplementary Figure 
B3.4A), though neither N2 nor HW has these polymorphic sites. 
For cca-1, we identified three coding polymorphisms at residues 437, 563 and 
1197.  In residue 437, which is at the border of a transmembrane domain, the N2 allele 
codes for a hydrophobic leucine (L).  This allele is derived in N2 and one other isolate 
(ED3023) relative to all other Caenorhabditis spp. and 41 other sequenced wild isolates 
of C. elegans, which have a hydrophilic glutamine (Q). The N2 allele coding for a 
threonine (T) at residue 563, in a predicted low complexity segment, also appears in a 
clade of C. elegans that includes seven other sequenced isolates.  Both isolates with the 
L437 allele have the T563 allele as well.  The other C. elegans isolates and all other 
Caenorhabditis spp. possess an alanine (A) or other hydrophobic residue at this locus. 
(Figure 3.6, Supplementary Figures B3.4B and B3.5) A third polymorphic site, at the 
1197 residue, appears to have arisen independently from the N2/HW-containing clade as 
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L1197I, though this amino acid difference is not likely to have an effect on the 
functioning protein, as the substitution is similar in shape and charge.  
 When we mapped the ceh-37 and cca-1 polymorphisms as characters onto the 
RAD tag-based cladeogram, we found that the polymorphism patterns mostly cluster with 
the chromosome-wide consensus cladeogram, and most (but not all) lines have matching 
(either N2 or HW) alleles at both loci, with some notable exceptions (Figure 3.6B).  
PX174 and AB1 possess Hawaii polymorphisms at cca-1 but N2 polymorphisms at ceh-
37, and CB4854 shows a similar pattern but is the sole example of linkage equilibrium 
between the “GT” and “AA” ceh-37 polymorphic sites.  MY6, MY16, JU345 and JU361 
have the N2 polymorphisms at cca-1, but are a mix between HW and N2 polymorphisms 
at ceh-37.  
From these patterns, it appears that these sets of polymorphisms are independently 
segregating in the wild and not due to lab adaptation or derived mutations in highly 
structured populations.  The A563T mutation arose on one clade, and from here a subset 
of that clade evolved the AA-ceh-37-GT polymorphism.  A subset of that clade (N2) then 
evolved the Q437L mutation.  Independently, in the 563A lineage, the AA-ceh-37-GT 
mutation appears again, likely due to recombination between these two lineages.   
 
Wild isolates with “mismatching” genotypes fail to develop an AFD neuron 
If these polymorphisms are segregating among natural populations, it is possible 
that the phenotypic effects of these polymorphisms, in particular variation in neural 
development, are also segregating in the wild.  To test this, we crossed our AFD 
fluorescent reporter construct in to four wild isolates with an N2 allele at one locus and a 
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HW locus at another (JU345, CB4854, AB1, MY16) as well as a control cross with 
matching alleles at both loci (CB4857; Figure 3.6B).   
We found, as predicted, that these loci cause improper development in AFD, as 
wild isolates with an N2-type and HW-type combination of alleles fluoresce at levels 
comparable to our introgression lines, but wild isolates with a matching combination 
fluoresce at levels comparable to the parental (matching introgression) lines (Figure 
3.6C).  Additionally, it is the GT-ceh-37-AA polymorphism that is causing the shift in 
neural development, as two lines (JU345 and MY6) have N2-type alleles at both cca-1 
and the second set of ceh-37 polymorphic sites (i.e. AT-rich), making them “matching” at 
these two sites, yet still have substantial reduction in fluorescence.  Interestingly, CB4854 
is not thermophilic151 despite the absence of robust AFD neural development, which may 
suggest alternative neural pathways for thermoregulatory behavior due to natural genetic 
variation.  
 
 
 
 
________________________________________________________________________ 
Figure 3.6 (next page). Alleles of ceh-37 and cca-1 segregate among wild isolates of 
C. elegans and disrupt neural development.  (A) Patterns of polymorphisms in cca-1 
coding and ceh-37 regulatory regions from HW-type (blue) to N2 type (red).  (B) A 
cladogram of 204 RAD-tag sequenced isolates has the polymorphic types mapped if 
known.  N2 and HW are indicated with arrows.  Sequenced isolates with matching 
genotypes are boxed either red or blue; “mismatch” are boxed in purple.  Lines that we 
subsequently phenotyped are shaded in green.  (C) Proportion of wild isolates with 
matching or mis-matching alleles fluorescing in their AFD neuron.  Genotype state of 
isolates is marked beneath strain identity as N2 (red), HW (blue) or mixed (purple) and 
significantly different fluorescence states are marked with asterisks (p < 0.01). 
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DISCUSSION 
Many behaviors show moderate heritabilities, such as activity metabolism in the 
garter snake214, a wide variety of behaviors in Drosophila215 including chemosensation185 
and feeding behavior216, and many human behaviors217.  The underlying genetic 
architecture varies from one segregating locus of large effect (e.g. for in Drosophila218 
and the DRD2 dopamine receptors in humans219) to many loci of small effect220.  Where 
causative genes or very strong candidates have been identified, they tend to be in 
receptors or are immediately downstream of them in a signaling cascade221-224.  These 
studies imply that the genetic basis to natural variation in behavior is due to variation in 
the functional components of a neural circuit at or near the site of synaptic transmission.  
In contrast, the circuit’s topology is generally presumed invariant. 
In contrast, here we find that quantitative genetic differences in behavior can also 
be caused by drastically different neural network topologies. These differences in 
behavior were first mapped as an epistatic interaction between two loci on the X-
chromosome, which would have been invisible using traditional mapping approaches 
(Gaertner et al in prep, Chapter II).  As demonstrated above, this interaction is generated 
by an interplay between natural variation in elements of a homeodomain gene, ceh-37, 
and coding variation in a calcium channel, cca-1.  
The lack of coding polymorphisms in ceh-37 suggests that regulatory 
polymorphisms generate their behavioral effects via changes in splicing of ceh-37.  The 
most likely model is that these differences in turn alter the pattern of cca-1 expression.  
The coding differences in cca-1 likely alter the protein’s dynamics, as the two amino acid 
changes between N2 and HW are hydrophobic/hydrophilic changes at the border of a 
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transmembrane domain (residue 473) and in a low-complexity segment that would link 
transmembrane domains (residue 563).  Thus, our “mismatching” introgression lines 
likely changed the abundance of CCA-1, which by itself may not cause changes in 
neurodevelopment except that the functional dynamics of CCA-1 alleles are also 
different.  Excessive presence of a more sensitive calcium channel may lead to 
excitotoxicity225 and cell death across development, which is precisely what we observed 
in long-exposure photographs of introgressions with a “HW/N2” combination of 
introgressions both loci.  In contrast, insufficient intracellular calcium, caused by 
decreased expression of a less sensitive calcium channel, would fail to trigger calcium-
mediated cascades to fully differentiate the AFD neuron, a phenotype observed in 
calmodulin kinase (cmk-1) mutants226 and consistent with what we observed in long-
exposure photographs of introgressions with a “N2/HW” combination of introgressions.   
Though mutagenesis studies in C. elegans have identified hundreds of genes that 
contribute to behavior per se, only a handful of studies have found natural behavioral 
variation in isolates of C. elegans with an ascribed a genetic mechanism227, most of 
which are actually due to lab adaptation54 and subsequent compensatory mutations (e.g. 
glb-554,55 and tyra-3158).  Regardless of lab adaptation, because of the unusual mating 
system and extensive linkage disequilibrium of this androdieocious species183, it may be 
argued that the change in AFD neuron development we identified was due to a form of 
outbreeding depression.  Though it was the case that most sequenced wild isolates had 
either N2-type or HW-type alleles at both cca-1 and ceh-37, roughly one-third of 
sequenced wild isolates had the same genetic “mismatch” that we generated through 
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introgression lines, and these “mismatch” wild isolates share the same phenotype of not 
developing an AFD neuron.   
The N2 strain of C. elegans has only 302 neurons198 with limited functional 
redundancy among sensory neurons, so our findings in the worm would be equivalent to 
entire classes of neurons missing due to natural variation in higher organisms.  We 
assume that this would lead to pervasive behavioral defects, but is this correct?  An 
appropriate comparison exists with natural variation in copy number of genes in the 
human genome228, where individuals possess different numbers of the same gene, and in 
some cases are missing the gene altogether.  In both cases, instead of a network whose 
variation is caused by polymorphisms that change the strength of connections between 
nodes, we find that the network also varies by presence or absence of nodes themselves, 
whether these nodes are genes or neurons.  Variation in the network topology may 
therefore be a vital way to generate variation in behavior. 
 
METHODS 
Cultivation conditions of worms 
All lines were frozen at -80 °C, thawed at least three weeks prior to use and 
maintained by agar segment transfer 2-3 times weekly on NGM-lite plates seeded with 
OP-50.  Lines were cultivated at 20 °C.  When appropriate, worms were age-staged using 
a hatch-off protocol.  Strains used in this work are summarized in Table 3.1.  
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Table 3.1. Strains used in this study.  Left column indicates genetic background.  
Middle column is the strain name after crossing in a reporter construct for the AFD 
neuron.  The far right column is the strain name after crossing in a fluorescent AWC 
construct.  Quotation marks refer to how the lines are referenced in the text. 
Genetic background Fluorescent AFD Fluorescent AWC 
N2 PX436 (N2, pgcy8::GFP) PX540 (CX…(kyls408) 
backcrossed into N2 6 gens 
“HW” CB4856 PX438 (backcross PX436 
into CB4856 10 gens) 
PX545 (backcross PX540 into 
CB4856 6 generations) 
“3H” (PX513(fxIR1)) PX519 (PX513 x PX436) PX546 (PX513 x PX540) 
“5H” (PX514(fxIR2)) PX520 (PX514 x PX436) PX547 (PX514 x PX540) 
“3H5H”(PX515(fxIR1;fxIR2) PX521 (PX515 x PX436) PX548 (PX515 x PX540) 
“3B” (PX516(fxIR3)) PX522 (PX516 x PX438) PX549 (PX516 x PX545) 
“5B” (PX517(fxIR4)) PX523 (PX517 x PX438) PX550 (PX517 x PX545) 
“3B5B” (PX518(fxIR3;fxIR4)) PX524 (PX518 x PX438) PX551 (PX518 x PX545) 
“ceh-36-“ CX5893(ky646) PX536 (CX5893 x PX436) n/a 
“ceh-37-“ RB823(ok642) PX537 (RB823 x PX436) n/a 
“xol-1-“ PX525 n/a 
“cca-1a-“ VC39(gk30) PX538 (VC39 x PX436) n/a 
“cca-1b-“ RB2487 (ok3442) PX539 (RB2487 x PX436) n/a 
“ttx-1” PR767(p767) n/a n/a 
CB4857 PX430 (backcross PX436 
into CB4857 10 gens) 
n/a 
JU345 PX541 (cross to PX438) n/a 
MY6 PX542 (cross to PX438) n/a 
AB1 PX543 (cross to PX438) n/a 
ED3024 PX545 (cross to PX436) n/a 
ED3010 PX546 (cross to PX436) n/a 
CB4854 PX544 (cross to PX438) n/a 
N2 (ok642;fxIR1;pgcy-8::GFP) Cross ceh-37 mutant to 
“3H” both in GFP 
backgrounds  
n/a 
N2 (ok3442;fxIR2; pgcy-
8::GFP) 
Cross cca-1 mutant to 
“5H” both in GFP 
backgrounds and get  
n/a 
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AFD reporter constructs  
A transgenic line in the N2 genetic background carrying a pgcy-8::GFP 
(expressed exclusively in AFD) construct with pttx-3::RFP as a co-injection marker (RFP 
expressed in interneuron AIY) was a gift from Aravinthian Samuel.  This construct was 
integrated into four independent lines (at different locations in the genome) using gamma 
irradiation (7 minutes, 3500 rads).  Each of these four lines was crossed into either our 
N2 strain or HW and backcrossed for 10 generations.  We assayed fluorescence in these 
backcrossed lines and, though we only report results for one of these three lines, there 
was no significant difference in expression among lines. Additionally, for all lines 
constructs integrated on autosomes. 
 
Transgenic introgression & wild isolate lines 
Once backcrossed into the parental lines, each fluorescent line was crossed into an 
introgression line by crossing a male NIL to the fluorescent line, then by selecting a 
fluorescent male F1 and backcrossing it into the NIL to create a line homozygous for the 
introgression on the X-chromosome.  From the progeny of this cross, four 
hermaphrodites carrying the fluorescent co-injection marker were picked onto individual 
plates.  From these plates, we could conclude that ones with all progeny expressing the 
co-injection marker were homozygous for both the introgression and the fluorescent 
construct.  These plates established the starting individuals for assaying fluorescence in 
AFD or AWC.  In the case of wild isolate lines, individuals were backcrossed for at least 
two generations before fluorescence was assayed to control for autosomal genetic 
background. 
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Assessing expression of reporter construct 
Lines were age-staged using sodium hypochlorite treatment and plated as L1s 
onto five replicate plates (N=500/plate), at which point the experimenter was blinded to 
strain identity.  We assessed expression of the reporter construct for each line at each 
developmental stage, L1-L4 and adult.  In this assay, for each developmental stage we 
washed worms off a plate using 1 mL S Basal and spun them down using a tabletop 
centrifuge.  5 uL of the pelleted worms were pipeted onto pre-prepared 2% agarose 
slides, and another 5 uL of 0.1M sodium azide was added to paralyze the worms. We 
took four digital pictures of individual worms under an inverted scope using 
epifluorescence at 40x magnification: one under white light, a second with a one-second 
exposure under a high-pass GFP filter, a third with an exposure time long enough to 
visualize the dendrites of AFD (as this is the finest feature of the neuron), and a fourth 
using an RFP filter to ensure presence of the co-injection marker.  Each worm was 
identified and oriented under white light so we were not biased towards photographing 
GFP worms. 
 
Scoring and statistical analysis of reporter construct expression  
We scored presence or absence of features during the one-second GFP exposure.  
A score of 0 indicated no fluorescence visible.  A score of 1 indicated that GFP was 
visible in the cell body but not elsewhere.  A score of 2 indicated that GFP was visible in 
the cell body and surrounding axons, but without dendritic projections to the nose.  A 
score of 3 indicated that GFP was visible in the cell body, surrounding axons, and the 
dendrite, but there was no fluorescence in the amphid.  A score of 4 indicated that 
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fluorescence was visible in the cell body, axons, dendrites, and the amphid body in the 
nose.  The same scoring system was used for the long-exposure picture.  Under the RFP 
filter, we scored presence of the co-injection marker (RFP in the AIY interneuron) as a 
control as well as any other observed fluorescence.  For each line, we took pictures of ten 
individuals in each developmental stage.  The person taking the pictures and scoring the 
pictures were blind as to the identity of the lines being assayed.  Data were analyzed 
using JMP Pro 9 with Strain and Developmental Stage as fixed independent variables, 
and Strain as a nesting factor.  We tested for significant differences between strains at 
each developmental stage, as well as significant differences across developmental stages 
within strains. 
 
Chemotaxis assay  
Chemotaxis experiments were performed as described previously229.  For all 
assays, 10-cm petri dishes were prepared by adding 10 mL of autoclaved 2% Select Agar 
(Sigma), 1 mM CaCl2, 1 mM MgSO4, and 5 mM KPO4 buffer.  All assays were 
completed within 24 hours of the plates being poured. Small circles were placed 
equidistant, 8 cm apart, at 180-degrees opposite each other on the bottom of the 
chemotaxis plates (Figure 3.2A). On the agar, 1 uL of 10% isoamyl alcohol 
(experimental, blue) and 1 uL ddH2O (control, white circle) were placed on the small 
circles along with 1 uL of 1M sodium azide to paralyze the nematodes upon arrival, 
negating multiple visits and facilitating faster scoring. Worms were washed off their 
cultivation plates using 500 uL of S Basal into a 1.5 mL microcentrifuge tube.  After 
settling, we removed the supernatant S basal and washed them two more times with S 
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basal.  The final wash was with ddH2O to remove salt from the S basal, which could 
interfere with isoamyl alcohol attraction.  In this final step, worms were spun down on a 
tabletop centrifuge (<2000 RPM) to minimize osmotic stress. 5 uL of worms were placed 
onto 10 replicate chemotaxis plates per line, with excess water soaked up with filter paper 
or dispersed with a wire pick.  Roughly 100 worms were assayed on each plate.  Worms 
were then placed in a 20 °C incubator for the duration of the hour-long experiment.  At 
the end of the experiment, we counted the number of worms on the experimental side and 
on the control side, and omitted worms that remained clumped in the center of the plate.  
From these counts, we calculated the chemotaxis as CI = ( # worms at attractant - # 
worms at control ) / total # worms. The chemotaxis index was also calculated without 
omitting worms that remained in the center of the plates, with the results qualitatively 
similar. For all of these assays, the person scoring the plates were blinded as to the 
identity of the strain being assayed. 
 
Fine mapping introgression boundaries 
Total RNA was purified from all lines at the L4 stage using Trizol (Invitrogen) 
and following the manufacturer’s protocol, with several rounds of freeze-cracking in 
liquid nitrogen to dissolve the worm cuticle.  We enriched for mRNA using Dynabeads 
(Life Technologies Corporation), again following the manufacturer’s protocol, and 
generated a cDNA library using random hexamer primers.  The cDNA library was 
prepared for sequencing on a HiSeq next-generation sequence (Illumina) according to 
Illumina protocol, and each sample received a unique 6-BP barcode.  Reads were filtered 
with a quality cutoff of 10 and aligned to the C. elegans WS220 build from Ensembl 
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(EMBL-EBI and Wellcome Trust Sangar Institute), using GSNAP 230 to identify splice 
sites. The reads were then converted to a BAM file and uploaded to IGV2.0 (Broad 
Institute). We loaded the HW SNP track from Wormbase and identified introgression 
boundaries by seeing where, in genes with a read-depth of more than 10, SNPs switched 
from HW to N2 or vice versa.  We found that the introgressions at thrm-3 are fairly small 
and, when considered with the 95% confidence intervals of the thrm-3 QTL, limit the 
search range for candidate genes to approximately 200kb.  The thrm-5 introgressions are 
quite large, perhaps in part to suppressed recombination at the distal arm of the X-
chromosome183.  The boundaries are summarized in Table 3.2. 
Table 3.2. Introgression Boundaries of Nearly Isogenic Lines.  Orientation of the X-
chromosome is left to right, smaller base pairs on the left side and larger on the right. For 
"Left congenic," the location of the SNP with the same identity as the genetic background 
of the NIL is noted, as with "right congenic."  For "Left contragenic" and "Right 
contragenic,” the location of the SNP with the same identity as the introgression genome 
is noted. 
Strain Left 
congenic 
location 
Left contra-
genic 
location 
Right 
contra-genic 
location 
Right 
congenic 
location 
Maximum 
introgression 
size (bp) 
Minimum 
introgression 
size (bp) 
3H B: 
5,853,279 
H: 
5,905,630 
H:  
8,061,682 
B: 
8,088,137 
2,234,858 2,156,052 
3B H: 
7,000,547 
B: 
7,020,232 
B: 
7,885,250 
H: 
7,914,094 
913,547 865,018 
5H B: 
13,139,913 
H: 
13,177,902 
H: 
17,717,321 
-- 4,577,408 4,539,419 
5B H: 
12,482,071 
B: 
13,557,283 
H: 
17,717,321 
-- 5,235,250 4,160,038 
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Quantitative complementation  
To test whether our candidate genes were causing the observed phenotypic 
variation, we performed a quantitative complementation test on the phenotype of AFD 
neural development.  In quantitative complementation, we crossed either N2 or an 
introgression line to either a wildtype (N2) or null mutant of our candidate gene.  The 
purpose of this test is to identify whether there is a quantitative difference in the ability 
for a naturally-varying allele to phenotypically complement the null allele.  If the 
candidate gene is causative, F1s from a null x N2 cross will have higher fluorescence 
than the F1s from a null x NIL cross when compared to a wildtype cross.  If it is not 
causative, there will be no difference in fluorescence.   
We obtained null mutants from the CGC (University of Minnesota, Minneapolis 
MN) as summarized in Table 2.  We crossed wildtype (N2), ceh-37(ok642), ceh-36 
(ky646), cca-1(gk30) and cca-1(ok3442) mutant hermaphrodites to PX436 (N2; 
pgcy8::GFP) worms and NIL (pgcy8::GFP) males.  We scored adult F1 hermaphrodites 
carrying the co-injection marker (pttx-3::RFP) for fluorescence based on our 0-4 scale, as 
described above.   
 
Transformation rescue 
Construction of plasmids: We used long-range PCR to amplify ceh-37 from N2 or 
HW genomic DNA.  Primers were designed to span the entire gene and 5 KB upstream to 
capture the regulatory regions. PCR products were purified using Qiagen PCR cleanup 
kit and ligated into TOPO-TA vectors.  Positive colonies were verified to contain the 
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insert by size fractionation and PCR.  Plasmids were then isolated using Quigen miniprep 
kits and concentrated to 1 ug/uL.   
Particle bombardment: Transformation using a “gene gun” was used to ensure 
immediate, single-copy integrated transgenic lines.  To achieve this, we co-bombarded 
with a gene coding for resistance to the aminoglycoside hygromycin (Willis et al., in 
prep).  Ten ug of our experimental plasmid, ceh-37 in either genetic background, was 
coated to 1 um gold particles along with 5 ug of a plasmid containing the hygromycin 
resistance gene under regulatory control of the ribosomal gene rpl-39.  One million 
worms were age-staged by serial hatchoff and bombarded at the L4-YA stage.  Once 
bombarded, worms were plated onto 40 separate NGM-lite + 100 ug/mL hygromycin 
plates with concentrated food and allowed to lay eggs.  Progeny that successfully 
transformed grew normally on hygromycin-containing plates, where progeny that did not 
transform arrested in the L1 stage and died within a week.  After a week, plates with 
robust populations of worms were chunked to new hygromycin plates and subsequently 
genotyped and phenotyped. 
 
Phylogenetic analysis and protein alignment  
X-chromosome polymorphic markers from RAD-tag sequencing of 204 isolates 
of C. elegans183 were aligned using PhyML231 with the HKY85 substitution model and 
aLRT to calculate the likelihood ratio of branch placement on a neighbor-joining tree. 
CCA-1 isoform a, which contains all three segregating C. elegans amino acid 
polymorphisms, was aligned using BLASTP (NCBI) against all available Caenorhabditis 
90 
species (C. remanei, C. briggsae and C. brenneri) as well as Brugia malayi as an 
outgroup. 
 
BRIDGE TO CHAPTER IV 
In Chapter III we identified the genetic and neurophysiological basis to 
thermophilic behavior in C. elegans.  However, the spatial orientation strategies that 
worms use to navigate a gradient were unexplored.  In Chapter IV, we developed a 
microfluidic chip that can test specific orientation and navigation strategies, and we used 
this chip to identify differences in individual behavior among wild isolates while 
delivering different temperature steps. 
  
91 
CHAPTER IV 
A MICROFLUIDIC DEVICE FOR ANALYSIS OF THE SPATIAL 
ORIENTATION COMPONENT OF THERMOSENSORY BEHAVIOR IN  
SEMI-RESTRAINED CAENORHABDITIS ELEGANS 
 
 
This work was published in Volume 6, Issue 10 of the journal PLoS One in 2011.  Bryn 
Gaertner, Katherine McCormick and Shawn Lockery designed the microfluidic device; 
Matt Sottile wrote the custom computer program for data analysis in MATLAB; Bryn 
Gaertner performed the thermosensory experiments; Bryn Gaertner and Patrick Phillips 
wrote the thermosensory portion of the manuscript, which has been partially reproduced 
below with additional unpublished data. 
 
INTRODUCTION 
In a spatially heterogeneous environment, individuals (especially ectotherms) 
need to navigate to temperatures that optimize two vital components of fitness: 
physiological function and growth (thus, reproductive) rate150.  This navigation, termed 
thermotaxis, is known to utilize two distinct strategies: klinokinesis169 and isothermal 
tracking152. In general, as an individual navigates a gradient, its nervous system is thought 
to track changes in concentration of attractant or repellant, or change in temperature.  In 
klinokinesis, if the change in concentration or temperature is away from the optimum, the 
turning probability of the individual increases such that the individual will be reoriented, 
ideally towards the preferred concentration or temperature173, 237.  In isothermal tracking, 
once an individual happens upon its ideal temperature, it persists at this temperature by 
decreasing turning probability172. Klinotaxis is a third strategy of spatial orientation used 
by worms to navigate chemical gradients170, though its role in thermotaxis has not been 
thoroughly investigated238, 152. If it were used, the expected phenotype on a thermal 
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gradient is a gradual turning toward preferred temperature caused by increasing or 
decreasing the angle of the headsweep, which would propogate down the body170. 
The nematode Caenorhabditis elegans is an poikilothermic ectotherm36 that 
exhibits natural variation in thermal preference37,151,157.  The canonical lab strain has been 
shown to exhibit isothermal tracking172,207,234 and klinokinesis173 when individuals are 
assayed, though it has recently been suggested that more rigorous and high-throughput 
methods are required to understand navigation strategies to the precision that other C. 
elegans behaviors are characterized152.  Here, we present a microfluidic device capable of 
testing different methods of thermal navigation among wild isolates of C. elegans, as well 
as introgression lines that exhibit thermophilic behavior, and show that klinotaxis is one 
strategy used for both heat avoidance and regular thermotaxis. 
 
RESULTS 
Design of the thermosensory device 
The thermosensory device is designed to present the worm with a step-like 
thermal gradient. Thermistors are used to monitor the temperature of two laminar streams 
of fluid whose temperatures can be independently controlled (Figure 4.1A-C). The 
device is designed in two layers, one that holds the thermistors and one that delivers the 
stimulus to the worm.  The upper layer contains the worm inlet, vacuum port and 
manifold, and the stem of a Y-shaped channel, including the point of confluence.  The 
lower layer contains the arms of the Y-shaped channel with embedded thermistors and 
side channels for thermistor wires. Prior to assembly, the thermistors are fixed in place by 
filling the side channels with optical adhesive, which also seals these channels against 
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fluid leaks.  Fluid flowing in the lower layer reaches the upper layer by traveling up and 
over the thermistors (Figure 4.1B) where it reaches the worm’s anterior end (Figure 
4.1D-F).  
 
Figure 4.1. Diagram of microfluidic device.  Two layer device is diagrammed as 
described with red (A-C) corresponding to bottom layer and blue (A-C) corresponding to 
top layer.  A and B give top and side views, respectively where (B) is a cross section 
based on the dashed line in (A).  (C) gives a top-down view of the entire device, 
including fluid inlets with Peltier jackets and thermistor output to circuit board.  (D-F) 
diagram or photograph the worm in the device. (Reprinted from Figures 4 and 1 in 
McCormick et al., 2011.) 
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Calibration of the thermistors 
The purpose of the thermistors is to generate tight spatial, and ideally temporal, 
control of thermal stimuli delivered to the worms.  Temperature of the fluid was 
controlled by directing it through independent Peltier arms (Figure 4.1B-C).  Because 
considerable regression to room temperature occurs while travelling through narrow 
macrofluidic tubing (1 mm diameter), the temperature input to the Peltier arms was 
carefully calibrated (Figure 4.2A-B).  Regardless of how quickly the temperature ramp 
was adjusted, we found that the temperature readout at the thermistor remained constant 
for thirty seconds and then took roughly thirty seconds to change to the new temperature 
(Figure 4.3A-B).  Because of this long lag time, we elected to focus solely on spatial 
control of thermal stimuli to worms.  At the flow rates used in these experiments, we 
estimate that the travel time between thermistor and worm was less than 500 
milliseconds. After equilibration, temperature was stable to ±0.25 °C for the duration of 
the assay. 
 
Figure 4.2. Relationships between temperature controls and device readouts. (A): 
Fluid temperatures vary proportionally to temperature controller (TC2 device), but with 
moderate regression to room temperature at the Peltier arm (solid circle, equation in bold) 
and considerable regression at the thermistor itself (open square, equation in regular 
type).  (B): the relationship between readouts in (A) is formally plotted. 
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Figure 4.3. Change in thermistor temperature after initiating change in TC2 
controller. Ten different temperature shifts were initiated, between 2 °C and 11°C either 
warming (solid shapes) or cooling (open shapes).  (A) In all cases, there was a thirty 
second delay between initiating the shift and the thermistor changing temperature; this 
often was preceded by a temperature spike in the opposite direction (B).  Temperature 
equilibrated in most cases thirty seconds after the temperature started changing, with all 
conditions reaching equilibrium after a total of 2 minutes. 
 
Behavioral response to step gradients in temperature 
 To demonstrate the influence of natural variation on different components of 
thermal preference behavior, we assayed two genetically variant strains of C. elegans (N2 
and CB4856, originally isolated from Hawaii and therefore hereafter abbreviated HW) as 
well as a subset of introgressions lines that are a mix of N2 and HW genotypes and are 
known to be thermophilic (see Chapter II).  Specifically, we were interested in whether 
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klinotaxis varies due to genetic differences.  To address this, we first assayed the N2 and 
HW lines to test whether there was differences between these two strains, since on a 
thermal gradient they prefer temperatures of approximately 22°C and 16.5°C, 
respectively36. In the device, we exposed individuals to fluid streams of 15°C, 17.5°C, 
20°C and 25 °C and quantified behavior in terms of average head angle over a three 
minute trial such that negative angles corresponded to the head visiting the cooler stream 
(Figure 4.1D-F, Figure 4.4A). Temperature was randomized with respect to the left and 
right sides of the chip and the dorsoventral orientation of the worm, and no bias was 
observed in individuals exposed to streams of the same temperature (Figure 4.4A; t-test, 
p > 0.05, n = 29, 31 and 25 each for the 15°, 20°, and 25° C conditions, respectively).  
 First, N2 and HW worms were exposed to streams of 15 °C and 25 °C.  There was 
an equally large preference for 15 °C for both N2 and HW (Figure 4.4A; t-test, p < 0.01, 
n = 19 and n = 16, respectively) despite the fact that N2 does not prefer such cold 
temperatures on a gradient.  We found similar results in the 25 °C vs 20 °C condition, 
where head angle was clearly biased toward the 20 °C stream for both strains (Figure 
4.4B; t-test, p < 0.01, n = 16 for N2 and n = 15 for HW). In the 17.5 °C vs 20 °C 
condition, we were able to distinguish between N2 and HW.  Though slight, N2 and HW 
have significantly different mean head angles: N2 tends to prefer the 20 °C side and HW 
tends to prefer the 17.5 °C side (Figure 4.4B; t-test, p<0.01, n= 12 for each strain).  
Taken together, these findings are consistent with a role for klinotaxis during thermal 
migration in C. elegans in steep thermal gradients, though there is conflict between 
observed behavior on a gradient and behavior in this chip that may result from 
mechanisms other than thermal preference acting in such a steep gradient (Figure 4.4A).  
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 In addition to these isolates, we also tested introgression lines in the thermal 
preference device.  The three lines tested (PX513, “3H”; PX514, “5H”; and PX517, 
“5B”) have the highest preferred temperature of lines tested on a linear gradient.  When 
exposed to 20 °C vs 25 °C conditions, 3H and 5H have no difference in preference 
relative to N2 (Figure 4.4B; F1,84=.121, p>0.05).  However, we did find that the 5B NIL 
has a significantly diminished bias for the 20 °C side (Figure 4.4B; F1,84=3.97, p<0.05).  
 
Figure 4.4. Klinotaxis response to temperature differences.  (A) Mean head angles of 
N2 and HW in six different temperature conditions; (B) Mean head angles of N2, HW 
and thermophilic NILs in the 20 °C vs 25 °C condition.  Positive values represent warmer 
sides of the chip, negative values represent colder sides of the chip.  Angles significantly 
different from zero (no preference) are noted with an asterisk (p < 0.05); groups that are 
significantly different from each other are connected with bars (p < 0.05).  In isothermal 
conditions, neither N2 nor HW show a preference; in large temperature differences both 
N2 and HW prefer the cooler side; their preference is significantly different from each 
other in the 20 °C vs 17.5 °C condition.  “5B” has a significantly smaller mean head 
angle than HW in the 20 °C vs 25 °C condition; otherwise there is no difference between 
lines.  Error bars +/- 2 SEM. 
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DISCUSSION 
Though differences in thermal preference behavior are attributable to natural 
genetic variation36,37,151 (also, Chapter II), the extent to which this natural variation 
influences different behavioral components of thermotaxis are unclear.  We developed 
and tested a microfluidic device capable of showing differences in spatial orientation 
behavior in different temperature conditions and different genetic backgrounds.  Our 
main finding is that at small temperature differences, there is a difference in klinotaxis 
due to genetic background, as N2 and HW strains have significantly different head angles 
at the 17.5 °C vs 20 °C condition and spend proportionally more time in the side of the 
device that is closer to their preferred temperature.  However, this difference does not 
extend to larger temperature differences, in which we find equal bias away from hot 
temperatures regardless of the temperature of the cooler side, or the degree of difference 
between the hot and cold sides. This suggests that N2 and HW are both using klinotaxis 
to avoid noxious temperatures regardless of the absolute temperature difference in the 
two fluid streams.  This may be because there are several neuron pairs (AFD, FLP and 
PHC) that detect noxious heat235, but only two (AFD and AWC) that initiate thermotaxis 
at normal temperatures207,208.  A large temperature step such as the ones presented here 
may not trigger klinotaxis in worms with intact AFD neurons (i.e N2 and HW) because 
that navigational strategy is overridden by the input from additional neurons resulting in 
an escape response from noxious temperatures.   
 Perhaps consistent with this “escape” response, lines with introgressions did not 
prefer the warm temperature side of the chip despite exhibiting thermophilic behavior on 
the gradient. AFD, the neuron pair that is deterministically responsible for responding to 
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the gradual warming encountered in thermotaxis, is either mis- or under-developed in the 
introgression lines presented here due to a genetic “mismatch” between HW and N2 
alleles at two QTL, termed thrm-3 and thrm-5 (Chapter III). Thus, the only neurons that 
are responding to such a large temperature step are ones that sense noxious temperatures 
(which are presumably intact regardless of the presence of a thermophilia-causing 
introgression) thereby explaining why there was no difference in klinotaxis behavior in 
between N2, 3H and 5H.  We did find a small difference in klinotaxis in 5B, with slightly 
but significantly less bias for the cold side of the chip.  It is possible that this 
chromosome region in this genetic background influences noxious heat reception in 
addition to changes in non-noxious temperature.   
Unfortunately, technical limitations prevented us from exploring all possible 
combinations of temperature differences and temperature ranges.  Specifically, the 
temperature instability prevented us from generating small temperature differences at 
higher temperatures without continuously adjusting the device, so we were unable to test 
whether introgression lines would klinotax at hotter temperatures with smaller 
temperature step conditions.  Therefore we cannot definitively conclude that 
introgression lines actively klinotax toward warmer temperatures.  These technical 
limitations stem directly from the innate instability of temperature.  Computer control, 
especially as a feedback loop between thermistor temperature and power delivered to the 
Peltier arms, should alleviate this limitation.  Addressing this shortcoming will result in a 
microfluidic chip capable of testing spatial orientation in a high-throughput manner and 
monitoring changes in neural activity during temperature manipulation, two vital 
components for understanding thermosensory behavior in C. elegans. 
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METHODS 
Worm cultivation 
 All lines were frozen at -80 °C, thawed at least three weeks prior to use and 
maintained by agar segment transfer 2-3 times weekly.  Lines were cultivated at 20 °C.  
Individuals were picked from well-fed populations grown on 10-cm NGM-lite plates 
seeded with OP-50 onto unseeded NGM-lite plates to remove residual food for assays.  
No individual was off food for more than two minutes before being assayed.  
 
Strains used 
 The strains used in this study are listed in Table 4.1. 
 
Table 4.1. Strains used in microfluidic chip. In each row, presence of quotation marks 
indicates how lines were referenced in text.  If available from the CGC, this is noted in 
the description 
 
 
Strain 
 
Description 
  
N2 Bristol var; CGC 
CB4856 (“HW”) Hawaiian var; CGC 
PX513(fxIR1) (“3H”) N2 genetic background with HW 
introgression at thrm-3 
PX514(fxIR2) (“5H”) N2 genetic background with HW 
introgression at thrm-5 
PX517(fxIR4) (“5B”) HW genetic background with N2 
introgression at thrm-5 
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Device fabrication 
 Thermotaxis masks were designed according to soft lithography techniques239.  
Photomasks were constructed using Vectorworks 2009 in a two-layer design (Figure 
4.1), and silicon wafer masters were created using SU-8 (Microchem, Newton, MA).  The 
bottom master, designed to be deep enough to contain thermistors (Panasonic NTC 
JZ(0201), dimensions 500 um x 500 um x 1 mm), was constructed according to 
manufacturer’s guidelines, with two consecutive 300 um spincoats to ensure an even 
distribution of SU-8 2150.  The top master was created with SU-8 2025 spin-coated for a 
60 um depth of feature.  
 Devices were created by replica molding master wafers in PDMS (Dow Corning 
Sylgard 1084, Corning NY).  Once each layer was made, thermistors were embedded into 
the bottom layer and held into place using optical glue cured with directed UV light 
(Norland 81, Norland, Cranbury, NJ).  We punched holes in both layers using a biopsy 
punch (1.0 mm diameter for intake, 1.5 mm diameter for exit).  Castings were then 
exposed to oxidizing air plasma for 30 seconds and moistened with methanol, aligned 
using registration marks on either side of the features, and cured by baking at 65° C for 
three hours.  Methanol evaporation allowed the two layers to bond tightly.  The 
assembled device was then placed in a polycarbonate clamp and thermistor wires were 
soldered to an external circuit board, which gave a temperature readout of the 
thermistors. 
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Device calibration 
 For all experiments, the power source (Cell Microcontrols, Norfolk, VA) was set 
to full power (100%) and a peristaltic pump speed (for output flow) of 5.0 a.u. Each 
calibration assay was run three times.  We ramped temperatures both up and down using 
a TC2-Bip temperature controller (Cell Microcontrols, Norfolk, VA) and varied the total 
temperature change between 2-11 °C and manually recorded the temperature in both 
thermistors every ten seconds. 
 
Data collection 
 Individual worms in the N2 and HW backgrounds were introduced to the chip 
under several control and experimental conditions.  Temperature differences were 
effected by running Peltier-warmed or –cooled S basal buffer236 through the chip and past 
the worm’s anterior end.  In the control conditions, individual worms experienced only 
isothermal conditions (15°C, 20°C, and 25°C) on both sides of the chip to ensure there 
was no bias for a particular side of the chip. For the experimental portion, lines were run 
in anisothermal conditions, where individuals experienced a large (25°C vs. 15°C) 
medium (20°C vs. 25°C) or small (17.5°C vs. 20°C) temperature difference.  We also 
assayed Nearly Isogenic Lines in the medium temperature difference to test whether they 
were thermophilic.  In all assays, the worms were exposed to the experimental conditions 
for three minutes.  For all trials, warm temperature was randomized with respect to input 
side (left vs. right) as well as orientation of the worm (dorsal vs. ventral).  In the 
isothermal controls, the fluid source was switched between left and right intake ports for 
half the trials to eliminate any accidental left-right bias. 
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 Each worm’s behavior was recorded for three minutes (30 frames/second).  The 
resultant recording was imported into MATLAB using a custom routine to identify the 
individual head angles.  Briefly, frames were first masked and thresholded to obtain an 
image of the worm.  The centerline of the worm was then obtained by a skeletonization 
procedure.  Starting at the position of the restraint, the centerline was traversed to find the 
tip of the head, defined as the point furthest from the restraint.  From these data, the angle 
of the worm’s anterior end relative to its midsection was calculated (Figure 4.1G) and 
overall angle average was used to determine overall preference.  Statistical analyses were 
performed in JMP Pro 9 with strain, orientation, fluid direction and temperature condition 
as fixed effects.   
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CHAPTER V 
CONCLUSION 
 
 The genetics and molecular mechanisms that generate natural variation in 
behavior have captured the imagination of all realms of biological science, spanning from 
early theory (e.g. Baldwin, 1898) through to the then-controversial sociobiological ideas 
of E.O. Wilson.  In practice, however, pinning down these genetic and molecular 
mechanisms has been (and continues to be) a challenge.  Neural networks lend 
themselves, by definition, to hierarchies of non-linear interactions that are tempered or 
amplified by environmental variance.  Natural genetic variation layers an additional level 
of complexity, and a conundrum: can structural differences exist in a neural network that 
must be tuned to optimal plasticity? 
 This dissertation work answers this question in the affirmative by taking an 
interdisciplinary approach, tracing the effect of natural variation on all levels of behavior.  
Previously, members of this lab used the nematode Caenorhabditis elegans to 
demonstrate that there is natural genetic variation in the behavior of thermal preference.  
This behavior is ecologically relevant as rearing temperature of ectotherms determines 
growth rate, and as thermal preference in this soil-dwelling nematode is correlated with 
measures of fitness151.  Given that natural genetic variation has optimized wild isolates’ 
physiologies for fitness at their preferred temperature, the logical follow-up is, how has 
natural variation also optimized wild isolates’ ability to navigate toward their preferred 
temperature? 
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 We found that the genetic architecture of thermal preference is one of complex 
epistasis, both in that there are many interactions among loci, but also that there are 
interactions among modules of interacting loci.  The genomic regions responsible for 
variation in thermal preference variation in our mapping cross is dependent upon the 
tendency of individuals to disperse in general, where “high moving” and “low moving” 
genotypes rely on different loci for determining thermal preference.  Taken with our 
findings in a microfluidic chip that two wild isolates with different thermal preferences 
also klinotax differently, this suggests (though speculative) that “high” and “low” moving 
individuals may be spatially orienting in different ways, and could be utilizing genetic 
variants at different loci to ultimately thermotax towards their preferred temperature.   
 The ability to predict thermal preference of individuals could not be fully 
anticipated by genotypes at significant QTL, however, as classes of individuals were 
excessively thermophilic.  Though the combined strategies of quantitative genetics, 
molecular genetics, and developmental neurobiology, we were able to identify the genes 
that caused this thermophilic behavior as well as the nature of their interaction.  
Structural differences indeed can exist in a neural network, and this is one way to 
generate variation in behavior.  In this case, epistatic interactions were the foundation of 
structural variation.  Both coding and regulatory differences between genes contributed to 
altering the neural topology of C. elegans by affecting the developmental outcome of the 
primary thermosensory neuron, AFD.  It is not clear from this work precisely what is 
happening to AFD as “mismatch” individuals age from L1 to adult, but it appears that in 
some cases the neuron fails to differentiate and in other cases it begins to develop and 
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subsequently dies; in either case the “mismatch” creates a suboptimal cellular 
environment for maturation of this neuron.   
 Genetic creation of a suboptimal cellular environment need not be interpreted as a 
deficiency in “mismatch” genotypes. In C. elegans, maturation of a neuron is due to the 
proper combinatorial expression of transcription factors and characteristic genes (e.g. G-
protein coupled receptors, guanylyl cyclases and ion channels appropriate to the neuron’s 
function), both of which are probabilistic events.  To be certain, they are high probability 
events in that neurons in C. elegans almost always develop as predicted.  Even so, 
altering the sequence of these transcription factors (via mutagenesis) lowers the 
probability of the neuron developing.  Additionally, apoptosis and necrosis are two 
processes that result in neural cell death in over the course of normal development. 
Finally, the decreased probability of developing an AFD neuron is a characteristic that 
exists among 204 separate wild isolates of C. elegans and is predicted by the same 
mismatching genotypes generated in this study.  Some of these wild isolates have been 
assayed for thermal preference previously and are thermophilic, but some are not151.   
Taken together, what this suggests (again, with the caveat that this is speculative) 
is that in the N2 or HW genetic background, a mismatch generates thermophilic behavior 
because it drastically decreases the probability of developing the thermosensory neuron 
that both strains require for thermotaxis. But in other genetic backgrounds, what we call a 
mismatch may cause the normal physiological processes of apoptosis or necrosis, only it 
occurs in AFD and not in another developing neuron.  These lines are still capable of 
navigating to their thermal optimum, and may do so using neurons that are either 
unknown in N2 or have a completely different function in N2. 
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Additionally, in our assays, failure to consistently develop an AFD neuron had 
limited pleiotropic effects.  Lines with “mismatching” genotypes are still capable of 
avoiding noxiously hot temperatures because most of the neurons that sense these 
temperatures are intact.  Though their preferred temperatures are at the cusp of their 
upper thermal limit, we have no evidence to suggest that these lines would fare poorly in 
a natural setting.  Of course, absence of evidence is not evidence of absence, and herein 
lies the inherent struggle of linking variation in neural network and thermosensory 
behavior to ecological consequences using C. elegans: we simply do not know what the 
natural microhabitat of this nematode looks like.  Thus, we cannot say from this work 
that “mismatching” alleles, whether causing thermophilic behavior or not, confers a 
selective advantage in certain thermal environments, or that it is just a random and 
neutral effect of recombination due to outcrossing. 
What this work does highlight is the robustness of behavior in the face of a 
shifting neural network.  Changing its topology is one way of changing thermal 
preference behavior, but we also showed that there may be several alternative topologies 
that result in thermotaxis to the same temperature.  These findings are in concordance 
with other empirical studies that attempt to characterize biological networks, whether 
they be genomic, transcriptomic, or community-metabolomic: networks are not static 
entities where the sole sources of variance is the strength of connections between nodes; 
variation is also manifested by the existence of the nodes themselves.  However, this does 
not mean that biological relationships are inherently unknowable or unmeasurable.  
Instead, it suggests that exploring unexpected variation can yield tremendous insight into 
the workings of the natural world. 
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APPENDIX A 
SUPPLEMENTARY MATERIAL: CHAPTER II 
 
Table A2.1. Marginal mean phenotype scores for genotypes at significant loci in 
RIAILs 
 
Isothermal dispersion 
Npr-1 move-1 Average dispersion 
Homogenous subset  
(Tukey’s HSD) 
N2 N2 1.028 +/- 0.043 a  
N2 HW 1.627 +/- 0.121 b 
HW N2 1.892 +/- 0.140 b 
HW HW 1.844 +/- 0.055 b 
 
Thermal preference 
move-1/ 
thrm-2 thrm-1 
Mean thermal 
preference 
Homogenous subset  
(Tukey’s HSD) 
N2 N2 23.96 +/- 0.260 a  
N2 HW 22.52 +/- 0.423 b 
HW N2 22.66 +/- 0.501 a, b 
HW HW 22.18 +/- 0.338 b 
move-1/ 
thrm-2 thrm-4 
Mean thermal 
preference 
Homogenous subset  
(Tukey’s HSD) 
N2 N2 23.44 +/- 0.333 a  
N2 HW 23.03 +/- 0.331 a  
HW N2 23.31 +/- 0.529 a  
HW HW 21.53 +/- 0.319 b 
thrm-3 thrm-5 
Mean thermal 
preference 
Homogenous subset  
(Tukey’s HSD) 
N2 N2 23.27 +/- 0.305 a  
N2 HW 24.16 +/- 0.414 b 
HW N2 24.25 +/- 0.482 b 
HW HW 21.74 +/- 0.266 c 
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Figure A2.1. Slight but significant correlation between thermal preference and 
isothermal dispersion. Log square-root transformed data (not shown) does not 
significantly alter the linear model. 
 
Figure A2.2. QTL map of off-gradient (blue) and on-gradient (black) isothermal 
dispersion.  Forty RIAILs were run off gradient and variance in phenotype was mapped.  
QTL on the X-chromosome colocalizes with isothermal dispersion QTL from on-gradient 
assays. 
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Figure A2.3. Whole-genome pairwise two-locus interval scan.  Epistasis is in upper 
left and whole model is in lower right triangle.  The thrm-3/thrm-5 is the strongest 
interaction across the genome, though small suggestive interacting loci appear within 
each chromosome and between chr III and IV and chr III and V. 
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APPENDIX B  
SUPPLEMENTARY MATERIAL: CHAPTER III 
 
AWC development does not differ due to introgressions at thrm-3 or thrm-5 
We obtained one integrated line in the N2 background as a gift from Cori 
Bargmann.  This line expresses RFP on the str-2 promoter in the “on” AWC neuron and 
GFP on the srsx-3 promoter in the “off” AWC neuron, as well as AWB.  elt-2::GFP was 
used as a co-injection marker.  This line was crossed into our N2 strain and HW and 
backcrossed for 10 generations. 
AWC develops bilaterally asymemetrically.  Though both neurons are responsible 
for aspects of thermotaxis and (chiefly) chemotaxis towards volatile odorants 115, AWC-
ON responds to increasing odorant concentration and AWC-OFF responds to decreasing 
concentration.  Because our reporter constructs lacked specificity to AWC-ON and 
AWC-OFF, we were unable to assay individuals at each developmental stage and instead 
assayed adult animals only.  We found no significant differences in AWC fluorescence 
overall though we did observe a slight increase in expression in the number of neuronal 
cell bodies expressing the AWC-ON reporter construct due to an introgression, which 
suggests introgressions may cause neural differentiation differences that extend beyond 
AFD cell fate (Supplementary Figure B3.1). 
 
ttx-1, ceh-37, cca-1 mutants on isoamyl alcohol 
Mutants were assayed as described in methods on chemotaxis plates.  No mutant 
chemotaxed worse than N2 (Supplementary Figure B3.2) with some lines (ttx-1(pr767), 
ceh-37(ok642)) chemotaxing better. 
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Figure B3.1. AWC fluorescence for introgression lines.  All sets of introgressions in 
the HW background are shown.  GFP is expressed as a reporter on elt-2 and on srsx-3, 
expressed in AWB and the AWC-OFF neuron.  RFP is expressed on str-2 as RFP in 
AWC-ON.  Note no gross abnormalities for either AWC-ON or AWC-OFF due to 
matching (top) or mismatching (bottom), but some possible differences in expression 
level of the RFP reporter construct. 
 
 
 
Figure B3.2. Chemotaxis towards isoamyl alcohol for various mutants.  ttx-1 
mutants, which fail to differentiate an AFD neuron, chemotax normally suggesting that 
the chemotaxis deficit observed in lines with mismatching genotypes is not due to 
changes in physiology via a missing neuron.  Causative genes ceh-37 and cca-1 do not 
affect chemotaxis on their own, but only in allelic combination with each other.  N2 
chemotaxis index is provided here for reference. 
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Males and hermaphrodites show different levels of fluorescence  
 While crossing fluorescent constructs into NILs, we transiently observed that 
male NILs tended to not exhibit the same level of fluorescence as hermaphrodites.  We 
enriched plates for males and assessed at adulthood whether fluorescence in males was 
significantly different than hermaphrodites.  Through a simple count of fluorescent / not 
fluorescent adult individuals on ten replicate plates using a dissecting scope and 
epifluorescence, we found that fluorescence exhibits a background x sex effect: Males 
with a HW genetic background tend to fluoresce at the same level as the hermaphrodites 
with the same type of introgression, where only about 40% of males fluoresce in the N2 
genetic background, regardless of presence or type of introgression (Supplementary 
Figure B3.3).  The exception to this pattern is a HW introgression at thrm-3, where 
neither males nor hermaphrodites fluoresce appreciably. 
 
Figure B3.3. A sex x background effect on neural fluorescence. Light gray is 
hermaphrodite proportion fluorescent on a dissecting scope.  Note the striking similarities 
between these data and the one-second exposure data.  Dark gray is males.  Regardless of 
introgression type, roughly 40% of males in the N2 background fluoresce.  Males and 
hermaphrodites fluoresce at the same levels in the HW genetic background. 
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Figure B3.4. Polymorphic sites at ceh-37 and cca-1. (A) Polymorphisms in ceh-37 
across wild isolates: RAD-tag based sequence polymorphic sites (columns) color coded 
for A, T, C, and G.  Each sequenced isolate is down the rows, with N2 and CB4856 
(HW) bolded.  Boxes are drawn around the GT vs AA polymorphisms and the GC-rich vs 
AT-rich.  (B) cca-1 nucleotide alignment across all polymorphic sites with 43 wild 
isolates.  CB4856 (HW) and N2 are bold.  The three nucleotide differences that cause 
amino acid substitutions are boxed in black, from left to right the L1197I polymorphism, 
the A563T polymorphism, and the Q437L polymorphism.  
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Figure B3.5. Amino acid alignment of CCA-1 against other Caenorhabditis spp.  The 
yellow box represents the Q437L change (derived in C. elegans (N2) relative to other 
species) and the orange box represents the A563T change (also derived in N2). 
 
Table B3.1. Number of OTX/OTD binding motifs in regulatory regions.  A count of 
motifs 5KB upstream region of candidate genes ceh-36, ceh-37 and cca-1 is shown.  By 
comparison, genes shaded in gray have been experimentally shown to be regulated by 
OTX/OTD transcription factors (ceh-36, ceh-37 and ttx-1) but are not candidate genes as 
they are on different chromosomes.  Experimental evidence suggests that tax-2 is not 
regulated by the OTX/OTD transcription factors and has no binding motifs.  Notice that 
cca-1, despite no evidence for regulation by OTX/OTD TFs from the literature, has as 
many binding motifs as those genes shown to be regulated by OTX/OTD TFs. 
 
Gene Neuron # motifs 
ceh-36 AWC 3 
ceh-37 AFD? AWB 4 
cca-1 neurons 4 
ttx-1 AFD 3 
ceh-14 AFD 1 
gcy-8 AFD 4 
tax-4 AFD, AWC 4 
tax-2 AFD, AWC 0 
cmk-1 AFD 3 
 
 
 
  
C. elegans (N2)
C. remanei
C. briggsae
C. brenneri
B. malayi
C. elegans (N2)
C. remanei
C. briggsae
C. brenneri
B. malayi
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