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A macroscopic spintronic qubit based on spin superfluidity and spin Hall phenomena is proposed. This mag-
netic quantum information processing device realizes the spin-supercurrent analog of the superconducting phase
qubit, and allows for full electrical control and readout. We also show that an array of interacting magnetic phase
qubits can realize a quantum annealer. These devices can be built through standard solid-state fabrication tech-
nology, allowing for scalability. However, the upper bound for the operational temperature can, in principle, be
higher than the superconducting counterpart, as it is ultimately governed by the magnetic ordering temperatures,
which could be much higher than the critical temperatures of the conventional superconducting devices.
I. INTRODUCTION
Macroscopic quantum phenomena in magnetic systems has
been a topic of active research for a number of years. Manifes-
tations of such phenomena have been discussed in the context
of ferromagnetic domain walls1, magnetic nanoparticles2,3 as
well as molecular magnets4. Molecular magnets, in partic-
ular, have garnered much attention for their potential utility
in quantum information technology5. Despite these activi-
ties, research addressing the possibility of macroscopic qubits
in magnetic systems still remains essentially absent. In this
work, we propose the first macroscopic spin-based qubit by
combining two recent advancements in the field of spintron-
ics: spin superfluidity and spin Hall phenomena.
Spin superfluidity explores how analogs of conventional su-
perfluidity can be realized in magnetically ordered systems6.
The Josephson effect in conventional superfluids involves a
dissipationless mass flow between two weakly-coupled super-
fluids, and relies on macroscopic phase coherence of the su-
perfluids each characterized by a U(1) order parameter. Mag-
netic order in certain insulating magnets are also described by
macroscopic U(1) order parameters6. In analogy with conven-
tional superfluidity, coupling two such magnets gives rise to
the magnetic Josephson effect involving dissipationless (su-
perfluid) flow of spin angular momentum between the mag-
nets7. Spin Hall phenomenology is often discussed in the
context of a bilayer system consisting of a normal metal with
strong spin-orbit coupling and an insulating ferromagnet8.
The combination of spin-orbit coupling in the metal and ex-
change coupling (between the conduction electron spins and
the magnetic moments in the insulator) at the metal|magnet
interface allow angular momentum to be transferred from the
metal’s crystal lattice to the ferromagnet, thus engendering
macroscopic coupling between the electrical current in the
metal and the magnetic order parameter9.
In this work, we show that a heterostructure consisting of
magnetic insulators and a normal metal with strong spin-orbit
coupling realizes a magnetic analog of the superconducting
phase qubit10 and permits full electrical control and read-
out via spin Hall phenomena (see Fig. 1). We refer to this
device as the magnetic phase qubit. While electrical read-
out of molecular qubits can be challenging5, spin Hall phe-
nomena offers an alternative, and a possibly more straightfor-
ward, method for electrical control and readout of the mag-
netic qubit. The device is an example of a macroscopic
qubit that can be constructed from solid state materials and
so should offer the same advantages as the superconducting
qubits of strong inter-qubit coupling and scalability. The mag-
netic qubit is based on antiferromagnets, which are known to
display macroscopic quantum behavior at higher temperatures
than ferromagnets2. We estimate the operational temperature
of the qubit to be T ∼ 3 K, which, in contrast to supercon-
ducting qubits, can be achieved by a pure helium-4 cryostat
without a dilution fridge. Furthermore, the zero net magne-
tization in antiferromagnets implies that they do not gener-
ate stray fields; this is advantageous when coupling qubits, as
it will eliminate any unwanted magnetic cross-talk between
neighboring qubits. We find that the the relaxation time scale
for our qubit is relatively small, with T1 ∼ 10 ns, because
it is set in our device by the internal magnetic dynamics of
the antiferromagnet (known to be in the THz range)11. Fi-
nally, we show that a coupled array of these qubits can realize
a quantum annealer12, which could be used to solve certain
hard optimization problems and machine learning tasks.
II. MODEL AND THEORY
The prototype magnetic phase qubit consists of an isotropic
(Heisenberg) antiferromagnetic insulator (AF) attached to a
normal metal (N) with strong spin-orbit coupling, exchange-
coupled to a fixed ferromagnetic layer, and subjected to an
external magnetic field in the −z direction (see Fig. 1). We
consider low enough temperatures such that only the lowest
mode is excited in the AF and it can be considered in the
mono-domain limit (upper bound on temperature for mono-
domain operation is estimated in Sec. VI). A bipartite AF can
be characterized by two variables, n(t) and M(t), represent-
ing the Ne´el vector and the total spin angular momentum in
the AF, respectively13. These variables are chosen to satisfy
|n| = 1 and n · M = 0, the presence of strong Ne´el order im-
plying |M|/S  1 (S being twice the total spin angular mo-
mentum on one sublattice in units of ~). The AF Lagrangian
and its coupling to the ferromagnet can then be written as
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FIG. 1. The magnetic phase qubit. A mono-domain antiferromag-
net (AF) is exchange-coupled to a fixed mono-domain ferromagnet
(with its macrospin oriented along the x axis) and attached to a nor-
mal metal (N) with strong spin-orbit coupling. Charge current jc is
applied in the y direction in the N. Here, M denotes the total spin an-
gular momentum in the AF while n denotes the unit vector parallel
to the Ne´el order.
L = ~n˙· (M×n)−M2/2χ+bMz+ Jnx, where b = ~γ0|B| (with
γ0 the gyromagnetic ratio and B the magnetic field), J is the
AF-ferromagnet exchange coupling, and χ is the AF spin sus-
ceptibility. The N is taken to be a metal with strong spin-orbit
coupling [e.g., platinum (Pt)], and is assumed to be a metal-
lic film parallel to the yz plane obeying Ohm’s law ρ jc = E,
where E is the electric field, jc is the linear charge current
density and ρ is its 2D resistivity.
The current in the N can be used to manipulate the spins in
the AF. This is achieved by a combination of spin-orbit cou-
pling in the N and the exchange coupling at the N|AF inter-
face, which allow angular momentum to be transferred from
the N crystal lattice to the AF spins, effectively generating a
macroscopic coupling between the current and the AF vari-
ables n and M14. Through this magnetoelectric coupling, the
current generates torques on the AF spins, thus resulting in
an injection of spin current js into the AF, and AF dynamics,
in turn, induces an electromotive force ε in the N. Spin Hall
phenomenology allows one to write down general expressions
for ε and js that respect certain crystalline and structural sym-
metries at the interface15. In the presence of full translational
and rotational symmetries in the yz plane and the breaking of
reflection symmetry along the x axis, ε within spin Hall phe-
nomenology reads
ε = ϑ(n× n˙) × xˆ , (1)
and the spin current entering the AF takes the form
js = A ϑn× (xˆ × jc) × n . (2)
Here, A is the cross-sectional area of the interface and ϑ is
a phenomenological torque coefficient for the N|AF interface.
The fact that the same coefficient ϑ enters both Eqs. (1) and
(2) is a consequence of Onsager reciprocity8. In Eq. (1), we
have ignored the so-called reactive contribution ∝ n˙× xˆ (also
allowed by symmetry), as it typically gives a significantly
smaller contribution compared to the term in Eq. (1) for diffu-
sive metals like the N considered here15. Eq. (1) was obtained
under the assumption that the AF Ne´el order is collinear; this
is a good approximation as long as all energy scales are small
with respect to the AF exchange scale.
The analysis of the AF dynamics here follows Ref. 13 very
closely. For jc = 0, n lies in the xy plane and the field gives
a finite total spin M = χb zˆ. For a nonzero jc = jc yˆ, the AF
dynamics can be described in terms of a dynamic Ne´el vector
confined within the xy plane, i.e., n = (cosϕ(t), sinϕ(t), 0),
and an additional canting ξ(t) defined via M(t) = [χb+ ξ(t)] zˆ.
Linearizing the AF dynamics in ξ(t) and ϕ˙(t) and phenomeno-
logically introducing viscous magnetic damping in the AF,
the coupled dynamics of the current and the AF variables be-
come13
~ϕ˙ =
ξ
χ
+
~α′
S
ξ˙, ~ξ˙ = −J sinϕ + j − ~αS ϕ˙ , (3)
and ρ jc = E+ ε, where j ≡ A ϑ jc, and α, α′ are two indepen-
dent Gilbert damping parameters. The N subjects the AF to
additional viscous damping, which modifies the spin current
term in Eq. (2) to js → j′s ≡ js − ~α↑↓S n× n˙. If N is a perfect
spin sink (as for Pt), α↑↓ = A g↑↓/4piS , where g↑↓ is the (real
part of the) effective interfacial spin-mixing conductance per
unit area. This shifts α→ α˜ = α + α↑↓ and α′ → α˜′ in Eq. (3)
(the precise expression for α˜′ is unimportant here since it will
not play a crucial role in the following discussion). As Eq. (3)
neglects the mode corresponding to the Ne´el vector oscillat-
ing out of the xy plane (with a gap of b), it is an appropriate
description of the AF dynamics as long as b >
√
J/χ.
For α˜ = α˜′ = 0, noticing that ξ is the momentum conju-
gate to ϕ, the effective Hamiltonian corresponding to Eq. (3)
is given by (η ≡ j/J)
Heff =
ξ2
2χ
− J(cosϕ + ηϕ) ≡ ξ
2
2χ
+ U(ϕ) . (4)
Well below the Ne´el temperature, χ ∼ N/JAF, where N is the
total number of spins in the AF and JAF is its internal AF ex-
change scale. Since N  1, it is reasonable to assume the
regime Jχ  1. Then the Josephson term (proportional to J)
dominates in Heff , which then has the same form as the stan-
dard current-biased Josephson junction with the charging en-
ergy given by χ−1 and the Josephson energy by the exchange
coupling J. Here, the “bias current” j is a flow of (z-polarized)
spin across the N|AF interface, and is fully controllable using
the external charge current jc. Interestingly, while the torque
in Eq. (2) [which gives rise to the term proportional to η in
Eq. (4)] is dissipative in the sense that it is odd under time-
reversal, its effects enter the AF dynamics in a way still ac-
countable by purely Hamiltonian dynamics.
III. DEFINING THE QUBIT
The following results closely follow those for the super-
conducting phase qubits16,17. We emphasize that the qubit
is operated at η . 1 to ensure only a few states are present
in a washboard potential minimum. In this regime, the po-
tential about ϕ = pi/2 can be approximated by a cubic form
U(φ) ≈ (J − j)φ − Jφ3/6 + const. (with φ ≡ ϕ − pi/2). A lo-
cal minimum is located at φ0 = −
√
2(1 − η), and the plasma
3frequency corresponding to the quadratic curvature at the min-
imum is given by
~ωp =
√
J/χ
[
2 (1 − η)]1/4 .
Imposing the canonical commutation relation [ϕˆ, ξˆ] = i leads
to the quantization of energy levels inside the cubic poten-
tial, and when η . 1 only a few quantum states are bound in
each of the local minima. We label the lowest three energy
eigenvalues by E0, E1 and E2, and the corresponding states
by |0〉, |1〉 and |2〉. Taking account of the cubic anharmonic-
ity to second-order in perturbation theory, the separation be-
tween the two lowest pairs of energy levels become E1 −E0 ≡
~ω10 ≈ ~ωp (1 − r) and E2−E1 ≡ ~ω21 ≈ ~ωp (1 − 2r), where
the deviations from the harmonic limit is quantified in terms
of r ≡ (5/36)(~ωp/∆U), ∆U ≡ J(4
√
2/3)(1 − η)3/2 being the
energy barrier for the particle to escape from a local minimum.
A. Qubit control
The state of the qubit can be controlled by introducing
an ac component to j oscillating at frequency ω10 [ j(t) =
jdc + jac(t) cos(ω10t)], where jdc is the dc component and jac(t)
modulates the amplitude of the ac component. The ac com-
ponent to j can be introduced simply by adding an ac com-
ponent to the charge current. To inhibit transitions between
states |1〉 and |2〉, one requires the temporal variations of jac(t)
to be slow compared to 2pi/(ω21 − ω10). In this limit, and for
temperatures T  ~ω10/kB, the Hilbert space for the qubit is
spanned by the two lowest states |0〉 and |1〉, and the effective
Hamiltonian reads
Hˆeff = −~ω102 σˆ
z − jac(t)γ
2
(
0 eiω10t
e−iω10t 0
)
, (5)
where γ ≡ √1/2χ~ω10, and we have invoked the rotating
wave approximation and the off-diagonal elements were com-
puted using harmonic oscillator states due to the small non-
linearity of the system. The qubit can undergo Rabi oscilla-
tions, where the probability for transition between |0〉 and |1〉
states P0→1(t) = sin2[Ωac(t)t], where ~Ωac(t) ≡ jac(t)γ/2. The
application of an ac pulse over time interval ∆t = pi/2Ωac ≡ t0
drives the qubit from state |0〉 to |1〉. With a pulse of length
∆t = t0/2, the qubit can be manipulated into the superposition
state (|0〉 + |1〉)/√2.
B. Qubit readout
The state of the qubit can be read out by adiabatically low-
ering the potential barrier ∆U close to E1 such that the qubit
in state |1〉 is (exponentially) more likely to tunnel out of a
local minimum than that in state |0〉. The limit ∆U → E1 is
achieved as η → 1 [see Sec. VI for further details]. Once the
“particle” tunnels out of the local minimum, it will descend
down the washboard potential generating a finite 〈ϕ˙〉, which
induces an electromotive force ε ≈ ϑ〈ϕ˙〉yˆ, so that Ohm’s law
in the N is modified to (ρ − δρ) jc = E. Here, we neglect
the z component of ε as it is counteracted by an electrostatic
buildup along the z axis as long as the magnetic dynamics are
slow compared to the relevant RC time of the normal metal.
We can estimate δρ by considering the motion of the parti-
cle classically. Approximating the washboard potential as a
downward-sloping line connecting all of the local minima, the
descending particle (damped by Gilbert damping α˜) will reach
a terminal velocity ϕ˙t = A ϑ jc/~α˜S . The correction to the ef-
fective resistivity thus reads δρ = A ϑ2/~α˜S . For a fixed jc,
δρ gives rise to a decrease in voltage of δV = δρ jc`N across
the N, where `N is the length of the N in the y direction. The
tunneling out of state |1〉 can be detected by detecting this volt-
age decrease. To detect state |0〉, one may transfer the qubit to
state |1〉 using a resonant ac pulse, and then detect state |1〉.
IV. DECOHERENCE
A. Decoherence due to Gilbert damping
Decoherence in the magnetic phase qubit arises from var-
ious environmental degrees of freedom that couple to the
macrospin, e.g., the phonons in the AF as well as the elec-
tron continuum in the N. Dissipation due to these environ-
ments have been accounted for by Gilbert damping. A
damped macrospin experiences a stochastic force required to
exist by the fluctuation-dissipation theorem18. The stochastic
force can be described by introducing a random component,
δHeff(t) = hϕ(t)ϕ + hξ(t)ξ to Heff , where hϕ(t) and hξ(t) are the
stochastic fields. These stochastic fields modify Eq. (3) to
~ξ˙ = −J sinϕ + j − ~α˜S ϕ˙ − hϕ ,
~ϕ˙ =
ξ
χ
+
~α˜′
S
ξ˙ + hξ .
Accounting for both thermal and quantum fluctuations, the
symmetrized correlation functions for the stochastic fields
read17,18
1
2
〈hϕ(t)hϕ(0) + hϕ(0)hϕ(t)〉 =
∫
dω
2pi
χϕ(ω)e−iωt ,
1
2
〈hξ(t)hξ(0) + hξ(0)hξ(t)〉 =
∫
dω
2pi
χξ(ω)e−iωt ,
where χϕ(ω) = ~2α˜ωS coth(~ω/2kBT ) and χξ(ω) =
(~2α˜′ω/S ) coth(~ω/2kBT ). We now promote both ϕ and ξ to
quantum-mechanical operators, and project δHeff(t) to the two
lowest quantum states |0〉 and |1〉. If the states are again ap-
proximated as harmonic oscillator states, we have
〈0| ϕˆ |1〉 ≈ γ, 〈0| ξˆ |1〉 ≈ (2iγ)−1 ,
and the diagonal elements vanish. The stochastic contribu-
tion to the two-level Hamiltonian then becomes δHˆeff(t) =
h˜x(t)σˆx + h˜y(t)σˆy, with h˜x(t) = γhϕ(t) and h˜y(t) = (2γ)−1hξ(t).
Here, the frequency spectra of the new noise fields obey
χ˜x(ω) = γ2χϕ(ω) and χ˜y(ω) = (α˜′/α˜)(2γ2S )−2χϕ(ω).
To estimate the T1 and T2 times, we consider the undriven
qubit, i.e., jac(t) = 0. We have 2γ2S ∼ N(Jχ)−1/2  1, so we
4may ignore the fluctuations h˜y(t) in this estimate. The relevant
two-level Hamiltonian then reads
Hˆeff ≈ −~ω102 σˆz + h˜x(t)σˆx .
The noise term causes transitions between the two qubit states.
If the qubit starts in state |1〉 at t = 0, the amplitude for the
qubit to be in the ground state |0〉 at time t is given through
Fermi’s golden rule by
c0(t) ≈ 1i~
∫ t
0
dt′ 〈0| h˜x(t)σˆx |1〉 eiω10t′ .
Similarly, if the qubit starts in state |0〉 at t = 0, the amplitude
for the qubit to be in the excited state |1〉 at time t is given by
c1(t) ≈ 1i~
∫ t
0
dt′ 〈1| h˜x(t)σˆx |0〉 e−iω10t′ .
The longitudinal relaxation rate is given by
Γ1 = p˙0(t) + p˙1(t) ,
where p0(t) ≡ 〈|c0(t)|2〉 and p1(t) ≡ 〈|c1(t)|2〉. We find
p0(t) + p1(t) =
γ2
~2
∫
dω
2pi
sin2
(
ω−ω10
2 t
)
(
ω−ω10
2
)2 χϕ(ω) . (6)
Most of the integral contribution in Eq. (6) comes from ω ∼
ω10, where χ(ω) is a slow-varying function of ω but its pre-
factor inside the integrand is strongly peaked. Then the inte-
gral can be approximated by evaluating χϕ(ω) at ω = ω10 and
taking it out of the integral. This then leads to
Γ1 ≈ γ
2χϕ(ω10)
~2
=
α˜S
χ~
,
where the result holds in the low temperature regime, kBT 
~ω10. Since the stochastic fields only involve transverse com-
ponents, Γ2 = Γ1/2.
B. Decoherence due to current noise
Decoherence can also arise from fluctuations in the electri-
cal current used to control the qubit. Here, we consider deco-
herence due to fluctuations in the dc component of the charge
current jc and for jac = 0. In the presence of the fluctuations,
the effective two-level Hamiltonian Eq. (5) is endowed by a
stochastic contribution given by
Hˆ0(t) = −~ω102 σˆz −
~
2L
∂ω10
∂ jc
δIc(t)σˆz .
Here, δIc(t) is the noise in the dc charge current driven through
the N. Defining the symmetrized noise correlators for the
stochastic fields as
〈δIc(t)δIc(0) + δIc(0)δIc(t)〉 =
∫
dω
pi
S I(ω)e−iωt
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FIG. 2. A coupled array of magnetic phase qubits. Each qubit is
coupled to its own normal metal with independently tunable dc and
ac currents. The ferromagnetic region (shaded in blue) mediate a
coupling between nearest neighbor AFs and give rise to inter-qubit
coupling.
and using standard results for noise and decoherence in quan-
tum two-level systems, charge current noise gives rise to pure
dephasing rate of
Γϕ =
1
4L2
(
∂ω10
∂ jc
)2
S I(0) . (7)
V. QUBIT COUPLING
One may consider coupling many magnetic phase qubits in
an array as shown in Fig. 2. Every qubit is coupled to its own
N so that its splitting ~ω10,i and the Rabi frequency Ωac,i can
be tuned independently by adjusting the dc and ac amplitudes
of jc,i(t), respectively (i here labels the qubits). We connect
neighboring AFs via a metallic “bridge” (shaded in blue) that
gives rise to an effective exchange interaction J′i j between the
i-th and j-th Ne´el vectors. This coupling may be generated
if the AFs expose more spins from one sublattice than the
other to the metallic link, and if the conduction electrons in the
metallic link (with thickness d) mediate an RKKY interaction
between these net spin moments. The RKKY interaction is
generally an effective exchange interaction between two spin
moments mediated by the conduction electrons in the metallic
link. Using a standard result, the effective RKKY coupling
(for kFd  1) is ∝ J20 cos(kFd)/(kFd)3, where kF is the Fermi
wave-vector of the metallic spacer and J0 is the interfacial ex-
change coupling between the spin densities in the link and the
AF19. Therefore, electrostatic gating of each individual metal-
lic spacer allows one to control the electron density (and thus
kF) of each spacer individually and allow local dynamic con-
trol of both the sign and the magnitude of J′i j.
This coupling between the neighboring AFs gives rise to the
interaction of the form Hint = −∑〈i< j〉 J′i j cos(ϕi − ϕ j), where〈i, j〉 label the nearest neighbor qubits. Quantizing this Hamil-
tonian and projecting it to the two logical states of each qubit,
5the interaction Hamiltonian reads
Hˆint =
1
4
∑
〈i< j〉
J′i jγ
2σˆxi σˆ
x
j . (8)
Here, we have neglected terms of order J′/J that only renor-
malize the qubit frequency ω10. The coupled array of qubits is
then described by the total Hamiltonian Hˆt = Hˆ0 + Hˆint, where
Hˆ0 = −
∑
i
[
~ω10,i
2
σˆzi +
jac,iγ
2
(
0 eiω10,it
e−iω10,it 0
)]
.
The coupled array of magnetic phase qubits as shown in
Fig. 2 can be used to realize a quantum annealer. A quan-
tum annealer solves hard optimization problems by finding the
ground state of a “problem Hamiltonian” through a process
involving quantum fluctuations. It can be implemented with
a classical Ising Hamiltonian that encodes the computational
problem, and a transverse field term, HˆQA(t) = −A(t) ∑i σˆxi +
B(t)HˆIsing, where HˆIsing = −∑i hiσˆzi − ∑i< j Ji jσˆzi σˆzj, i, j label
lattice sites, and t runs from 0 to t f . At t = 0 and temperature
T , the quantum annealing process begins in the limit of strong
transverse field, i.e., A(0)  {kBT, |B(0)hi|, |B(0)Ji j|} ∀i, j,
when the quantum-mechanical fluctuations dominate, and
then one gradually decreases A(t) and increases B(t) such that
the state of system approaches a classical bit string that ide-
ally representing the ground state of the problem Hamiltonian.
Generally, at sufficiently low temperatures, the quality of so-
lution is improved when time-scale of annealing schedule is
substantially larger than the inverse of the square of the mini-
mum gap between instantaneous ground-state and the first ex-
isted state of the effective many-body Hamiltonian given by
HˆQA. Rotating the spin axes of all the qubits by pi/2 about the
y axis (such that σˆz,x → ±σˆx,z), Hˆt can be shown to mimic
the Hamiltonian HˆQA so the coupled array of magnetic phase
qubits above can be used to implement quantum annealing.
VI. DISCUSSION
The qubit must operate at temperatures kBT  ~ω10 ≡
kBT+ ∼
√
Jχ−1. A good candidate material for a Heisen-
berg AF is a cubic perovskite KNiF320, a spin-1 AF with
JAF ∼ 0.01 eV and lattice constant of a ≈ 4Å. Let us consider
a cube-shaped KNiF3 with side length L = 50 nm. Assuming
that the exchange coupling between the AF and the ferromag-
net arises from the exchange bias effect with a corresponding
field of Bex ∼ 100 mT21, we may take J ∼ ~γBex(L/a)3. Since
χ ∼ (L/a)3/JAF, we obtain T+ ≈ 3 K. Using α ∼ 10−5, and
assuming that the damping enhancement α↑↓ due to the N just
exceeds α, we take α˜ ∼ 10−5 and we obtain T1 ∼ 10 ns.
The non-linearity necessary for the qubit to remain within
the two-level subspace requires η ∼ 1. The (linear) cur-
rent density necessary to achieve this is j¯c ∼ J/A ϑ. Here,
ϑ = ~ tan θSH/2etN , where θSH is the effective spin Hall an-
gle for the N|AF interface and tN is the N thickness15. Using
θSH ∼ 0.1 (appropriate for a Pt contact), tN = 10 nm, and
setting all other parameters to the values above, we obtain
j¯c ∼ 3 × 105 A · m−1. Based on the same parameters and
using jc ∼ j¯c, we obtain δV ∼ 100 mV. Finally, from Eq. (8),
we have τ2q/T1 ∼ α˜~ω10/J′i j, where τ2q is the two-qubit time
scale. If we assume J′i j ∼ J, we obtain τ2q/T1 ∼ 10−4. With
T+ ∼ 3 K, the neglect of the out-of-plane Ne´el vector oscilla-
tions [see discussion following Eq. (3)] is justified as long as
the external field B > 2 T.
Qubit readout is achieved by bringing ∆U → ~ω10, which
translates to 1 − η ∼ 10−4 (using Bex ∼ 100 mT, JAF/kB ∼
100 K, and L/a ∼ 125) and ∆U ∼ 10−5J. Recall that ∆U ∝
(1−η)5/4 and ~ω10 ∝ (1−η)1/4. The difference in the exponents
gives a separation of energy scales between the two variables
so that, as η → 1, barrier ∆U can be lowered while keeping
the qubit levels well-separated. Indeed, even for 1− η ∼ 10−4,
~ω10 remains of order
√
J/χ.
We now estimate the dephasing rate Eq. (7). Using 1 − η ∼
10−4 (together with the other parameters given above), we find
Γϕ ∼ (2.3 × 1031 C−2)S I(0) .
Modeling the current noise by a current source in parallel with
a resistor R17, we may write S I(0) ∼ 2kBT/R. At T = 1 K,
dephasing time of, e.g., τdep = Γ−1ϕ ∼ 1 µs requires R ∼ 1 kΩ.
The qubit’s Rabi time is given by t0 = pi/2Ωac. To achieve
T1/t0 ∼ 103 (a thousand Rabi oscillations within the decoher-
ence time defined by Gilbert damping), an ac charge current
amplitude of 20 µA would be necessary.
We now comment on the upper bound on temperature for
the AF to operate in the mono-domain limit. Within the ex-
change approximation, a thermal magnon mode in the AF
with wavenumber q obeys a linear sound-like dispersion ωq =
v|q|, where v = √AL3/χ is the magnon velocity, and A is the
exchange stiffness of the AF. The temperature constraint for
mono-domain operation then translates to T  ~vpi/kBL ≡
T0. We then obtain T0 ∼ JAF(a/L)/kB. Estimating again for
a cube-shaped KNiF3 with L = 50 nm, JAF/kB ∼ 100 K and
L/a ∼ 125, we obtain T0 > T+. So for the relevant operational
temperatures of the qubit, the mono-domain assumption is ap-
plicable.
To reduce the Joule heating caused by the current in the N,
one may reduce J in order to decrease j¯c. However, a decrease
in J will also lead to an undesirable decrease in T+. Alterna-
tively, j¯c can be reduced with little effect on T+ by increas-
ing the effective spin Hall angle θSH; this may be achieved
by using materials with strong effective spin Hall angles like
topological insulators in place for the N. Achieving qubit op-
eration at small currents is also important in order to minimize
decoherence caused by shot noise in the current.
VII. CONCLUSIONS AND GENERAL OPEN PROBLEMS
In this work we introduce the first macroscopic spintronic
qubit and discuss possible ways to make them interact quan-
tum mechanically. In analogy with the corresponding su-
perconducting devices including the current-biased Josephson
qubits, superconducting quantum annealers and the SQUID
magnetometers, our proposed device could, in principle,
6be used for preparing macroscopic quantum entanglement,
probabilistic information processing, quantum annealing, and
quantum-assisted sensing. Our estimation of the relevant
physical parameters based on the state-of-the-art technology
shows qubit operational temperature that is more than an order
of magnitude higher than the existing superconducting qubits,
thus opening the possibility of macroscopic quantum infor-
mation processing at temperatures above the dilution fridge
range. While the relaxation time scale T1 ∼ 10 ns is relatively
short compared to most superconducting devices, antiferro-
magnets are known to have internal magnetic dynamics in the
THz range11. Further research is needed to demonstrate if
such fast two-qubit time-scale gates could be experimentally
achieved with our proposed AF qubits.
In general, there are several engineering and technological
challenges that have to be overcome in order to pave the way
for potential practical relevance of any candidate solid-state
quantum computing architecture. The nature of these obsta-
cles have not yet fully understood even for superconducting
devices that have been developed for several decades. For ex-
ample, beyond the ratio of the Rabi frequency to decoherence
rate, there are other systematic control errors that should be
studied and improved, such as the origin of 1/f noise, cross-
talks, and the limited bandwidth of control electronics lead-
ing to operating frequencies of about 10 GHz for existing su-
perconducting qubits. Quantum hardware needs to be scaled
up to a sufficient size to have any chance of being compet-
itive with classical CMOS technologies that has been expo-
nentially improved for over half of a century. Combining
scaling and coherence is the big challenge of quantum sys-
tems engineering. This is fundamentally difficult due to non-
separability of subsystems, and the no-cloning theorem, lead-
ing to design trade-offs that are global in nature. It is widely
assumed that higher gate fidelities are the bottleneck for the
scalability. This assumption leads to an oversimplification.
The two-qubit fidelity is usually characterized in isolation, for
optimized set of parameters, via randomized benchmarking.
However, it should be noted that randomized benchmarking
only gives a measure of the gate performance in the average
case, but the threshold for fault-tolerant quantum computing is
established for the worst-case gate performance which could
lead to effective smaller tolerance to errors by one order of
magnitude. Moreover, there are various mutli-qubit charac-
terization of the proposed devices that has been traditionally
overlooked. These multi-qubit performance issues are very
important and are different in nature for the near-term digital
shallow circuits and quantum processors. There are still sev-
eral geometrical embedding limitations to achieve a desired
computational complexity. These includes the degree of par-
allel operations, denser connectivity graphs, k-local interac-
tions, maximum number of possible couplers, availability of
the long-range interactions, and quantum state transfer limi-
tations. There are other fundamental limits to the high pre-
cision tunability, fabrication, and control electronics scalabil-
ity. These poses several fundamental physical and engineering
trade-offs that are not yet fully understood for any of the major
quantum computing proposals.
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