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Abstract: Thispaperdealswithselectedjointproblemoflocation, coverageandroutinginaclassofwireless
sensor networks. The minimization of the total cost of data collection and transmission as well
as sensors and sinks location is considered. Its NP-hardness is justiﬁed and a heuristic solution
algorithm based on the result of the circulation problem in a directed graph is proposed. The
quality of the algorithm has been assessed during numerical experiments, and the examples of
corresponding results are presented.
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1. Introduction
A progress in new optimization methods and algorithms as well as in corresponding com-
puting tools makes it possible to investigate more complex problems which are closer to real
world applications. It concerns operations research problems, in general, and combinatorial
problems, in particular, where complex optimization problems, being the combination of in-
terrelated, known and separately developed sub-problems, are intensively studied.
Such complex optimization problems can be encountered in logistic systems (see e.g.
[7],[16]), computer networks (see e.g. [19], [2]) and sensor networks which are the sub-
ject of discussion in this paper. As examples of such complex problems one can mention:
location-routing problem ([22], [24]), location-scheduling problem ([11], [15]), inventory-
location problem ([8]), inventory-routing problem ([18], [20]), routing-scheduling problem
([13],[14],[21]), production-inventory problem ([3]), production-transportation problem ([9]).
The extension of this approach for relatively new applications, namely for wireless sensor
networks (WSNs), is proposed in the paper. A standard sensor network consists of a set of
sensors, which are small electronic devices capable of collecting data on certain phenomena
from a deﬁned area and then to process and transmit them, as well as a set of sinks (hubs,
gates) intended for gathering data and providing them to users (Fig. 1). The main function-
alities of sensors concern gathering of data from measurement points located in a monitored
area, collecting these data as well as transmitting them directly to a sink or to another sensor.
So, after measuring of data, the sensor can transmit them to the ﬁnal destination or to serve
as a broker of data between a measurement point and a sink. Sensors usually work in an
environment that makes their constant maintenance impossible, so the proper energy man-
agement is the crucial task enabling the maximization of the total execution time of WSNs.
It does not concern sinks which, unlike sensors, are constantly supplied facilities capable to
collect and store measured data. All sensors and sinks, which constitute WSN, are wirelessly62 S. Jagusiak, J. J´ ozefczyk
connected. The development of WSNs enables the signiﬁcant extension of their applications
beyond the original military usage. It is possible by advances in miniaturized mechatronic
systems, and ﬁrst of all, in a wireless communication. So, contemporary researches on WSNs
have interdisciplinary nature and belong not only to computer science but also to metrology,
electrical engineering and telecommunication. In general, they consist in: designing of sen-
sors, their location (deployment) in an appropriate working environment, determination of
coverage areas for sensors, collection and transmission of data, minimization of the energy
consumption by sensors, ensuring the security of data during measurement, guarantee of the
quality of services, solving various particular issues connected with mobility of sensors, e.g.
[17].
Figure 1. General structure of sensor network.
The development of both stationary and mobile WSNs also generates interesting problems
in the area of operations research, which need solutions. Management of WSNs, which leads
to the extension of the execution time of sensors, is the main challenge. The most important
research problems from this scope for stationary networks are: location of facilities, routing
of data acquired by sensors to sinks possibly via other sensors treated as brokers in the trans-
mission as well as coverage of sensing areas by sensors, e.g. [4] and [6]. These problems
are solved separately in many works such as [26], [25]. The coverage problem is particularly
important. The greater range of sensors requires the increase of energy consumption which is
adverse from the optimization of execution time or, equivalently, of energy consumption point
of view. On the other hand, the application of more efﬁcient facilities is more expensive and,
in a consequence, increases the total cost of WSN. In the literature, many different methods
to formulate and solve the coverage problem are reported, e.g.: the binary formulation ([26]),
the probabilistic approach ([10]). A special case of the problem is also considered when
sensors have to operate a ﬁnite number of measurement points rather than a planar area with
an inﬁnite number of points. Then, the coverage problem can be expressed with the use of
values of corresponding variables characterizing the problem, e.g. number of units of data
that need to be acquired by sensors. Such an approach is used in this work. It is assumed
that the coverage depends both on the locations of sensors and on the cost of their purchase,
due to the fact that more expensive sensors have a greater sensing range. Routing problems
have been comprehensively investigated for computer networks. However, the corresponding
results need the adaptation for WSNs. In order to minimize the energy, the multihop trans-An algorithm for joint location, coverage and routing in wireless sensor networks 63
mission is often used in wireless sensor networks. It means that sensors serve as brokers in
the transmission and just forward data to other sensors.
The location of sinks and sensors is obviously connected with the data transmission if
costs of their purchase and distribution are additionally taken into account. Thus, it is strongly
recommended to consider the combination of these problems. The location problem in WSNs
is often investigated together with the coverage problem, e.g. [23], [27]. In some works, it is
formulated and solved as the clustering problem ([1]). All three problems, i.e.: the location
of sinks, the routing of data and the coverage of sensing area by sensors are investigated
jointly in [10] where the optimization criterion expresses the minimization of energy required
to transmit data among sensors and sinks, with constraints imposed on the maximum cost of
network deployment and on the minimum level of area covered by each sensor. In this paper,
the different concept of the criterion is assumed which expresses the total cost of collection
and transmission of data as well as of location of sensors and sinks. It is also assumed that
the cost of transmission is directly proportional to the energy consumption. The classical
production-transportation problem with the replacement of transport requirements by routing
ones has been referred to.
The remaining text is organized as follows. Formulation of the problem for single com-
modity data together with its analysis is given in Section 2. Section 3 presents the heuristic
solution algorithm which uses solutions of the well-known circulation problem in directed
graphs. Results of numerical experiments assessing the algorithm are discussed in Section 4.
Final remarks complete the paper.
2. Problem formulation and analysis
Let us consider WSN consisting of S potential sensor locations which form a set S =
f1;2;:::;i;:::;Sg. The aim of the sensors is to acquire data from P measurement points con-
stituting a set P = fS +1;S +2;:::;i;:::;S +Pg. WSN considered includes also U potential
sink locations which form a set U = fS + P + 1;S + P + 2;:::;i;:::;S + P + Ug. The
following variables are deﬁned to describe WSN:
cij - unit cost of data collection by jth sensor form ith measurement point for j 2 S and
i 2 P or unit cost of data transmission between sensors i and j or form ith sensor to jth sink
for i;j 2 S or i 2 S;j 2 U, respectively; it is assumed that cii = +1;i 2 S,
si – location cost of ith sensor, i 2 S (cost of purchase and deployment),
ui – location cost of ith sink, i 2 U (cost of purchase and deployment),
di - number of data units which have to be collected from ith measurement point, i 2 P,
d =
P
k2P dk - number of all data units to be measured and transmitted.
Let us introduce the following decision variables:
xij 2 f0;1;2;:::;dg - number of data units collected by jth sensor from ith measurement
point for j 2 S, i 2 P or number of data units transmitted between sensors i and j or
from ith sensor to jth sink for i;j 2 S or i 2 S;j 2 U, respectively; it is assumed that
xii = 0;ciixii = +1;i 2 S,
yi – deployment of a sensor at ith prospective location, yi = 1(0) – sensor is deployed at ith
location (otherwise), i 2 S,
vi – deployment of a sink at ith prospective location, vi = 1(0) – sink is deployed at ith
location i (otherwise), i 2 U.
The following constraints enable us to determine feasible solutions x = fxij : i 2 P;j 264 S. Jagusiak, J. J´ ozefczyk
S _ i;j 2 S _ i 2 S;j 2 Ug, y = fyi : i 2 Sg and v = fvi : i 2 Ug being respectively
responsible for data collection or transmission, location of sensors and locations of sinks:
X
j2S
xij = di;i 2 P; (1)
X
j2S[U
xij =
X
j2S[P
xji;i 2 S; (2)
X
j2S[U
xij  dyi;i 2 S; (3)
X
j2S
xji  dvi;i 2 U; (4)
xij 2 f0;1;:::;dg;i 2 P;j 2 S _ i;j 2 S _ i 2 S;j 2 U; (5)
yi 2 f0;1g;i 2 S; (6)
vi 2 f0;1g;i 2 U: (7)
Equations (1) ensure that required number of data units is collected from each measure-
ment point. Constraints (2) make it possible to balance between input and output data units for
each sensor. Two subsequent constraints guarantee that no more than all collected data units
can betransmittedfrom eachsensor andreceived byeach sink, respectively. Ina consequence,
the collected data units can be transmitted only among deployed sensors and sinks. The re-
maining requirements provide the domains for the decision variables. The joint problem of
location, coverage and routing, referred to as LCRP, consists in the determination of decisions
x;y and v, feasible with respect to (1)–(7), minimizing the total cost Q of data collection and
transmission as well as sensors and sinks locations which is the sum of individual costs, i.e.
Q(x;y;v) =
X
i2S
siyi +
X
i2U
uivi +
X
i2S
X
j2S[U
cijxij +
X
i2P
X
j2S
cijxij: (8)
Sets P, S, U, all unit costs c = fcij : i 2 P;j 2 S _ i;j 2 S _ i 2 S;j 2 Ug, number of
data units d = fdi : i 2 Pg as well as location costs s = fsi : i 2 Sg, u = fui : i 2 Ug are
given. Moreover, the single commodity case is considered which means the homogeneity of
data units. Without loss of generality, the case is considered when only one type of sensors can
be deployed at a single location. Considering different types of sensors at a single location
would require the deployment of many sensors with different costs cij, si and would result
only in the greater size of problem. According to the theorem, LCRP is NP-hard. In the
proof, it is justiﬁed that the NP-hard uncapcitated facility location problem is a special case
of LCRP.
Theorem. LCRP is NP-hard.
Proof. Let us consider a special case of LCRP when di = 1;i 2 P; ui = 0;i 2 U;
cij = 0;i;j 2 S _ i 2 S;j 2 U. It is easy to see that criterion (8) takes then the form:
 Q(x;y) =
X
i2S
siyi +
X
i2P
X
j2S
cijxij: (9)
Constraints (2), (4) and (7) are inactive due to the costless deployment of sinks and trans-
missions to them. In particular, the left hand side of (2) can have any value. Conditions (1), (5)
and (6) remain unchanged. Inequalities (3) are transformed. Namely, let us notice that for theAn algorithm for joint location, coverage and routing in wireless sensor networks 65
assumptions accepted, there are many optimal solutions with different transfers of data units
among sensors (each data unit can be passed directly to a sink or via sequence of deployed
sensors) and with the same optimal zero cost. After replacing the left-hand side of (3) by the
right-hand side of (2), we get:
X
j2P
xji +
X
j2S
xji  Pyi;i 2 S; (10)
and consequently
X
j2P
xji  Pyi;i 2 S: (11)
According to (1) and the assumption di = 1;i 2 P, no more than P data units can be
collected by each sensor, i.e. (
P
j2P xji)=P  1;i 2 S. So, we can transform (11) to the
equivalent form:
xji  yi;i 2 S;j 2 P (12)
which replaces (3) for the special case. Finally, problem (9) with constraints (1), (5), (6), (12)
is the NP-hard uncapacitated facility location problem ([5]).

3. Solution algorithm
The main idea of the algorithm proposed consists in the application of solution of the
suitably deﬁned circulation problem, e.g. [12]. Such problem, for a directed graph G =
(V;E) with the set of vertices V and the set of arcs E as well as for given minimal f
e;e 2 E
and maximal  fe;e 2 E values of arc ﬂows and unit costs of ﬂows through arcs ce;e 2 E,
deals with the determination of the arc ﬂows fe;e 2 E to minimize the total ﬂow cost in the
graph, i.e.:
min
X
e2E
cefe; (13)
subject to
f
e  fe   fe;e 2 E; (14)
X
e2+(v)
fe =
X
e2 (v)
fe (15)
where +(v) and  (v) are a set of incoming arcs and a set of outgoing arcs for vertex v,
respectively. Minimization (13) together with constraints (14) and (15) constitute easily solv-
ablelinearprogrammingproblem. Moreover, wecangettheintegersolutionsuitableforWSN
according to the property known as the Hoffmans theorem ([12]), which ensures having the
integer solutions for the integer ﬂow constraints f
e and  fe. So, let us deﬁne the corresponding
circulation problem. The set of vertices V is the sum of disjoint sets P, S, U and theirs
copies P0, S0, U0, i.e. V = fP [ S [ U [ P0 [ S0 [ U0g. Inserting the copies of vertices
into the graph allow us to take into account the location costs in the circulation problem as66 S. Jagusiak, J. J´ ozefczyk
Figure 2. Circulation graph scheme
well as to represent the data collection by sensors from the measurement points. The set
of arcs E comprises the following connections between the pairs of vertices from V among
which one can distinguish: the connections between the vertices from sets P;S;U and their
counterparts from sets P0;S0;U0, and the connections between all pairs of vertices from sets
A and B, namely (notation fA ! Bg describes connections between vertices from sets A
and B, where A;B 2 fP;P0;S;S0;U;U0g):
a) fP ! P0g, fS ! S0g , fU ! U0g – sets of arcs connecting elements of P;S;U only
with their counterparts from P0;S0;U0, respectively,
b) fP0 ! Sg , fS0 ! Sg , fS0 ! Ug, fU0 ! Pg – sets of arcs connecting all elements of
P0;S0;S0;U0 with all elements of S;S;U;P, respectively.
The deﬁned graph G = (V;E) is shown in Fig. 2. Its interpretation and relation to the
problem investigated are as follows. The arcs between sets of original elements (P S, U) and
their copies allow taking into account the cost of sensors (fS ! S0g) and sinks (fU ! U0g),
as well as the collection of required number of data units from each measurement data point
(fP ! P0g). Other connections represent data transmissions between: measurement points
and sensors (fP0 ! Sg), sensors (fS0 ! Sg), sensors and sinks (fS0 ! Ug). Remaining
connections fU0 ! Pg have been introduced artiﬁcially in order to ensure the circulation in
the graph. The arc ﬂows of these connections have not any interpretation for LCRP. According
tothedeﬁnitionofthecirculationproblem, anyelementofthegraphcannotgenerateorcollect
data.
The values of all arc ﬂows fe in the circulation problem are optimization variables, so they
are not known before solving the problem. Thus, the edge ﬂows of fS ! S0g and fU ! U0g
cannot coincide with the actual location costs si and ui , respectively. In fact, these costs are
results generated by the solution algorithm, and the optimal solution would be achieved only
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it is not true, and, in a consequence, a heuristic solution algorithm is proposed. In order to
ensure the integral solution, constraints are deﬁned as follows:
f
e =
(
di; e 2 fP ! P0g;
0; otherwise;
 fe =
(
di; e 2 fP ! P0g;
+1; otherwise
(16)
where e , (i;j) is the arc between ith element from set P and the corresponding one from
set P0. The unit costs assigned to each arc are deﬁned as:
ce =
8
> > > > <
> > > > :
0; e 2 fP ! P0g [ fU0 ! Pg;
cij; e 2 fP0 ! Sg [ fS0 ! Sg [ fS0 ! Ug;
si
~ si; e 2 fS ! S0g;
ui
~ ui; e 2 fU ! U0g
(17)
where cij, si, ui are given, whereas ~ si, ~ ui undergo setting during the execution of the algorithm
to make values of ce as close as possible to the corresponding location costs of LCRP.
The circulation problem deﬁned in this way is similar to LCRP. The values of decision
variables xij are equal to ﬂows fe for e 2 fP0 ! Sg [ fS0 ! Sg [ fS0 ! Ug while the
values of the remaining decision variables can be calculated using the following formulas:
yi = sgn(fe);e 2 fS ! S0g, and vi = sgn(fe);e 2 fU ! U0g. The circulation cost is the
sum:
X
e2fS!S0g
cefe +
X
e2fU!U0g
cefe +
X
e2fS0!Sg[fP0!Sg[fS0!Ug
cefe (18)
where corresponding parts are: location costs of sensors and sinks as well as data collection
and transmission costs. Unfortunately, the values of two former ones are not equal to the
location costs expressed by two ﬁrst elements of sum (8). The aim of the algorithm is to
approach the values of (18) and (8) as close as possible. Constraint (1) follows directly from
(17) whereas conditions (2)–(4) from the ﬂow condition (15).
The essence of the algorithm consists in changing of the arc unit costs ~ si, ~ ui referred to as
~ si(n), ~ ui(n)ineachiterationbymeansoftheupdateprocedure. Forgiven: graphG = (V;E),
the form of unit collection/transmission costs ce given as (17), initial values of location costs
~ si(0) = ~ ui(0) = d,  as the parameter of the stop condition and n = 0, the algorithm is
composed of three following steps:
1. Solve the circulation problem to achieve arc ﬂows fe(n);e 2 E.
2. If stop condition, understood as the lack of the improvement of solution in last  iterations,
is not fulﬁlled, go to Step 3. Otherwise, return solution: xij = fe(n);e 2 fP0 ! Sg [
fS0 ! Sg [ fS0 ! Ug, yi = sgn(fe);e 2 fS ! S0g, vi = sgn(fe);e 2 fU ! U0g and
stop the algorithm.
3. Update location costs using procedures s and u, i.e. ~ si(n + 1) = s(~ si(n);fe(n)),
~ ui(n + 1) = s(~ ui(n);fe(n)) for fe(n) > 0. Otherwise, i.e. when fe(n)  0, substitute
~ si(n + 1) = ~ si(n), ~ ui(n + 1) = ~ ui(n). Then, set n = n + 1 and go to Step 1.
Twoupdateproceduresaresuggested: ~ xi(n+1) = fe(n)and ~ xi(n+1) = (~ xi(n)+fe(n))=2
where ~ xi() 2 f~ si; ~ uig;e , (i;j) and j is the counterpart of i. The former one enable us to
set the values of current location costs for sensors and sinks as si and ui, respectively. Please68 S. Jagusiak, J. J´ ozefczyk
note that cefe = fe
si
fe = si and cefe = fe
ui
fe = ui. The latter procedure takes into account not
only the values of actual location costs si and ci but also the corresponding values calculated
in the previous iteration of the algorithm. The simple average is proposed to combine both
values. The numerical experiments showed that the application of the ﬁrst update procedure
leads to the similar results in shorter time.
4. Numerical Experiments
In order to determine the quality of the heuristic solution algorithm proposed, the prelim-
inary numerical experiments were performed. The values of the problem data were randomly
generated within the following intervals according to the uniform distribution:
a. number of data units di collected at measurement points from discrete set f1;2;:::;10g,
b. unit collection/transmission costs cij proportionally to the distance between pairs of points
i and j which coordinates were randomly generated within a X side square,
c. location costs si and ui from intervals which bounds depend on cij, i.e. si is randomly
generated from interval [ ci;m ci] where m = 2;3;:::,  ci = (
P
j2P[S[U cij)=(P + S + U),
while ui = 10si.
Two conﬁgurations of WSN were tested where mutual proportion among the number of
measurement points P, sensors S and sinks U were constant. For the 1st and the 2nd conﬁg-
uration, proportions 1 : 1 : 1, i.e. P = S = U = k and 17 : 3 : 1, i.e. P = 17k, S = 3k,
U = k were kept, respectively where k = 1;2;::: is a parameter of the numerical experiments.
Furthermore, it was assumed that  = 25, X = 1000 and ~ xi(n + 1) = fe(n); ~ xi() 2 f~ si; ~ uig.
The solutions generated by the heuristic algorithm were evaluated with the reference to
the optimal solutions obtained by solver GLPK (http://www.gnu.org/s/glpk) using the perfor-
mance indices Q = Q=Q and T = T =T where Q;T and Q;T  are the total cost, the
execution time of the algorithm for the heuristic and the optimal algorithm, respectively.
The quality of results generated by the heuristic algorithm was checked for different values
ofparametersmandk. TheexamplesofresultsforbothconﬁgurationsarepresentedinTables
1 and 2 where corresponding values are averages of 5 independent runs of the algorithm.
Table 1. Dependence of Q and T on k and m for the 1st conﬁguration
Q T
k nm 10 50 250 1250 10 50 250 1250
28 1,19 1,15 1,26 1,55 9,2 1,0 1,0 1,0
35 1,26 1,22 1,17 1,39 9,4 2,0 1,0 1,0
42 1,20 1,17 1,40 1,47 34,0 2,8 1,2 1,0
49 1,23 1,42 1,22 1,50 59,8 5,4 1,0 1,0
56 1,30 1,28 1,29 1,45 308,0 4,0 1,6 1,0
63 1,30 1,37 1,31 1,29 493,2 14,2 1,0 1,0
The following main conclusions result from the experiments conducted:
a. The heuristic algorithm gives worse results for greater values of parameter m, i.e., for the
big difference between the location costs of sensors and sinks and the average unit cost of
data collection/transmission.
b. For increasing values of m, the optimal solutions are found quicker, in spite of the con-
stant number of constraints and optimization variables for the integer linear programming
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Table 2. Dependence of Q and T on k and m for the 2nd conﬁguration
Q T
k nm 10 50 250 1250 10 50 250 1250
14 1,10 1,18 1,20 1,12 23,0 6,0 1,0 1,0
15 1,08 1,14 1,20 1,12 41,2 6,8 1,0 1,0
16 1,10 1,17 1,19 1,30 53,6 6,6 1,4 1,0
17 1,10 1,17 1,16 1,22 81,8 13,2 1,8 1,0
18 1,10 1,17 1,23 1,24 69,4 14,0 1,2 1,0
c. For small values of m unlike the large values of this parameter, the heuristic algorithm
performs better for both the total cost and the execution time.
d. The heuristic algorithm performs better for the 2nd conﬁguration (which is closer to the
real-world applications) when the number of measurement points is much bigger than the
number of sensors and/or sinks. It is worth noting that the quality of results for small m
is insensitive on the increase of values of k. This means that when the location costs of
sensors and sinks are not signiﬁcantly greater than the average cost of data unit collec-
tion/transmission, this algorithm generates solutions of the similar quality (i.e. 20% worse
than the optimal ones, as the maximum) for increasing sizes of problem instances.
In the experiments reported, the number of WSN elements P +S+U is ranged from 84 to 189
and from 294 to 378 for the 1st and 2nd conﬁguration, respectively. For the larger problem
instances, the application of the solver is impossible due to the high memory complexity of
the problem.
5. Final remarks
The paper considers the selected version of the joint location, coverage and routing prob-
lem for wireless sensor networks. The heuristic solution algorithm has been proposed which
crucial part consists in solving the known circulation problem in a directed graph. The initial
numerical experiments assessing the quality of the algorithm have been also conducted. They
have shown that for the instances tested it is possible to obtain solutions at most 1.55 times
worse than the optimal ones.
During further works which are planned, we will be concerned with the following research
directions.
a. Improvement of the heuristic algorithm will be continued. Preliminary investigations con-
ﬁrmed that the application of other updating procedures is promising.
b. Consideration of new versions of the problem, e.g. with limitations on the data units
transmission and on the capacity of sensors as well as taking into account time restrictions
on the data units collections (the version with time windows).
c. Investigation of related problems. The following ones seem to be the most important: the
problem with a new criterion expressing only the energy consumption during all activities
in WSNs and with investments costs as constraints; the extension of researches on mo-
bile wireless sensor networks; corresponding problems for various types of data collected
(multicommodity cases).
References
[1] Abbasi A.A. and Younis M. A survey on clustering algorithms for wireless sensor networks.
Computer Communications, 30, 2826-2841, 2007.70 S. Jagusiak, J. J´ ozefczyk
[2] Bashar S. and Ding Z. Admission control and resource allocation in a heterogeneous OFDMA
wireless network. IEEE Transactions on Wireless Communications Archive, 8, 4200-4210, 2009.
[3] Ben-Daya M., As’ad R., Seliman M. An integrated production inventory model with raw material
replenishment considerations in a three layer supply chain. International Journal of Production
Economics, 143, 53-61, 2010.
[4] Bin W., Wenxin L., Liu L. A survey of energy conservation, routing and coverage in wireless
sensor networks. In: Proceedings of 7th International Conference on Active Media Technology,
Springer-Verlag, Berlin Heidelberg, 6890, 5970, 2011.
[5] Byrka J. and Aardal K. An optimal bifactor approximation algorithm for the metric uncapacitated
facility location problem. SIAM Journal on Computing, 39, 2212-2231, 2010.
[6] Chuan Z., Chunlin Z., Lei S., Guangjie H. A survey on coverage and connectivity issues in
wireless sensor networks. Journal of Network and Computer Applications, 35, 619 - 632, 2012.
[7] Coelho L.C., Cordeau J.-F., Laporte G. The inventory-routing problem with transshipment. Com-
puters & Operations Research, 39, 11, 2537-2548, 2012.
[8] Drezner Z., Scott C., Song J.-S. The central warehouse location problem revisited. IMA Journal
of Management Mathematics, 14, 321-336, 2003.
[9] Filcek G. and J´ ozefczyk J. Managing production and transportation in balanced supply networks.
Systems Science, 35, 49-59. 2009.
[10] Guney E., Aras N., Altnel I.K., Ersoy C. Efﬁcient solution techniques for the integrated cover-
age, sink location and routing problem in wireless sensor networks. Computers & Operations
Research, 39, 1530 - 1539, 2012.
[11] Hamacher H.W. and Hennes H. Integrated scheduling and location models: single machine
makespan problems. Studies in Locational Analysis, 16, 77-90, 2007.
[12] Hoffman A. J. Some recent applications of the theory of linear inequalities to extremal com-
binatorial analysis. In: Proceedings of Symposium in Applied Mathematics, Amer. Math. Soc,
113-127, 1960.
[13] J´ ozefczyk J. Selected decison-making problems for complex operation systems (in Polish). Wro-
claw Universty of Technology Press, Wroclaw, 2001.
[14] J´ ozefczykJ.Schedulingtasksonmovingexecutorstominimizethemaximumlateness.European
Journal of Operational Research, 131, 171-187, 2001.
[15] Kalsch M.T. and Drezner Z. Solving scheduling and location problems in the plane simultane-
ously. Computerts & Operations Research, 37, 256-264, 2010.
[16] Korsvik J. E., Fagerholt K., Laporte G. A large neighbourhood search heuristic for ship routing
and scheduling with split loads. Computers & Operations Research, 38, 474-483, 2011.
[17] Kulkarini R.V., Fox Andrster A., Venayagamoorthy G.K. Computational intelligence in wireless
sensor networks:A survey. Communications Surveys Tutorials, 13, 68-96, 2011.
[18] Li J., Chen H., Chu F. Performance evaluation of distribution strategies for the inventory routing
problem. European Journal of Operational Research, 202, 412-419, 2010.
[19] Luo J., Rosenberg C., Girard A. Engineering wireless mesh networks: joint scheduling, routing,
power control, and rate adaptation. IEEE/ACM Transactions on Networking, 18, 1387-1400,
2010.
[20] Moin N.H. and Salhi S. Inventory routing problems: a logistical overview. Journal of the Opera-
tional Research Society, 58, 1185-1194, 2007.
[21] Metters R.D. Interdependent transportation and production activity at the United States postal
service. Journal of the Operational Research Society, 47, 27-37, 1996.
[22] Nagy G. and Salhi S. Location-routing: Issues, models and methods. European Journal of Oper-
ational Research, 177, 649-672, 2007.
[23] Niculescu D. Positioning in ad hoc sensor networks. Network, IEEE, 18, 24-29, 2004.
[24] Prodhon C.A Hybrid evolutionary algorithm for the periodic location-routing problem. European
Journal of Operational Research, 210, 204-212, 2004.An algorithm for joint location, coverage and routing in wireless sensor networks 71
[25] Shankarananda B.M., and Saxena, A. Energy efﬁcient localized routing algorithm for wireless
sensor networks. In: Proceedings of 3rd International Conference on Electronics Computer Tech-
nology (ICECT), 72-75, 2011.
[26] Wang Y. and Huang Z. Coverability of Wireless Sensor Networks. Tsinghua Science & Technol-
ogy, 6, 622-631, 2011.
[27] Zou L., Lu M., Xiong Z. A distributed algorithm for the dead end problem of location based
routing in sensor networks. IEEE Transactions on Vehicular Technology, 54, 1509-1522, 2005.