Convolutional neural networks (CNNs) with very deep architectures, such as the residual network (ResNet) [6] , have shown encouraging results in various tasks in computer vision and machine learning. Their depth has been one of the key factors behind the great success of CNNs, with the gradient vanishing issue having been largely addressed by ResNet. However, there are other issues associated with increased depth. First, when networks get very deep, the supervision information may vanish due to the associated long backpropagation path. This means that intermediate layers receive less training information, which results in redundancy in models. Second, when the model becomes more complex and redundant, inference becomes more expensive. Third, very deep models require larger volumes of training data. We propose here instead an AuxNet and a new training method to propagate not only gradients but also supervision information from multiple auxiliary outputs at intermediate layers. The proposed AuxNet gives rise to a more compact network which outperforms its very deep equivalent (i.e. ResNet). For example, AuxNet with 44 layers performs better than the original ResNet with 110 layers on several benchmark data sets, i.e. CIFAR-10, CIFAR-100 and SVHN.
Introduction
Since 2012 when AlexNet won the first place in the ImageNet competition [10] , convolutional neural networks (CNNs) [12] , have been producing state-of-the-art results in many of the most challenging vision tasks including image classification [10, 13, 6] , face recognition [21, 26] , semantic segmentation [14] and object detection [18, 32] . CNNs have become the workhorse of many learning tasks and real-world applications beyond computer vision, such as natural language understanding and speech recognition [11] . Letting ξ be the loss of the final output, then for any shallow layer l, the gradient of ξ w.r.t. x l can be written as
According to Eqn. (2) , the gradient of a layer ∂ x l ξ is unlikely to vanish even when the weights are arbitrarily small, which makes the training of very deep networks with hundreds or thousands of layers possible [7] . With such depth, ResNet has achieved state-of-the-art accuracy for several challenging tasks on ImageNet [20] and MS COCO competitions [15] . However, although gradient is maintained, the supervision signal may none-the-less vanish for very deep networks. In Eqn. (2) , the term ∂ x L ξ reflects the supervision information obtained from the loss; while (
i=l ∂ x l F(x i , W i )) indicates the transformation of the network over ∂ x L ξ. Given a large L,
i=l ∂ x l F(x i , W i ) for a small l can be very large and hence may dominate the resulting gradient. The supervision information reaching the shallower layers may thus not be sufficient to drive the desired behavior. This may result in difficulties in training the intermediate layers, and lead to model redundancy as network depth increases.
Very deep CNNs can also have other limitations in practice. First, given a very large number of layers, the model becomes more complex and the generalization ability may also suffer [6, 8] . Especially, when there is insufficient training data available, over-fitting is inevitable [6] . Second, the number of model parameters increases dramatically, with depth, however, leading to a dramatic increase in inference cost. In real-world applications, there is a demand for more computationally efficient models, particularly for models capable of fast inference [1] . Third, when the network is sufficiently deep, adding even a large number of layers effects only a marginal improvement in performance, which implies that it would be promising to train a compact network to achieve the same performance as the very deep model.
In this paper, we propose to address the above issues by devising a so called AuxNet in which adaptively weighted auxiliary losses (or outputs) are introduced (see Figure 1 and Section 2 for more details). Specifically, rooted in the ResNet, each loss is connected to an intermediate layer in order to reduce model redundancy and improve the discriminative power of hidden layers. In this way, we can learn a much more compact model to represent images. While adding auxiliary outputs has been investigated by some previous work [13, 27, 21] , we draw the following new conclusions in our study.
1. We propose three methods to train the network with multiple losses. In particular, we develop a multi-way training method which applies one forward propagation for all losses but conducts the gradient backpropagation for each loss separately and in series. This method effectively avoids the issue of supervision information vanishing, and yields the best result in terms of generalization performance.
2. By providing sufficient supervision information from the nearby loss for intermediate layers, the proposed AuxNet reduces the internal model redundancy and gives rise to a more compact model (i.e., with fewer layers but better performance).
3. The proposed approach inherently produces multiple models of different depths, making model selection very simple. Surprisingly, the intermediate models often outperform much deeper models, including the full-depth ResNet equivalent.
Related Studies
Employing auxiliary classifiers has been investigated in DeepID models for face recognition [26, 25] , GoogLeNet [27] , and deep supervised nets (DSN) [13, 30] . In [26] , the supervisory signals are connected to each convolution layer; while in [25] they are added to each pooling layer.
In GoogLeNet, two auxiliary classifiers (with weights equal to 0.3) are connected to intermediate layers to address the problem of vanishing gradients. In DSN [13] , each convolution layer, followed by a mlpconv layer, is associated with a classifier. In the training, a joint objective function is constructed. To avoid the over-fitting issue, they keep the losses for a number of epochs, and discard all but the final loss to finish the rest epochs. These networks cannot be very deep (less than 25 layers). Nevertheless, even with auxiliary classifiers, the issue of supervision information vanishing can still happen for these methods. Moreover, unlike DSN, our method does not discard any loss, which helps to generate multiple models at the same time, with the ensuing benefits for model selection. In BranchyNet [28] , auxiliary outputs are regarded as side branches for early exit. These outputs, not for training, but allow test samples to exit from shallow layers to achieve fast inference.
Auxiliary Residual Networks
We see that the supervision information vanishing of long path propagation can cause model redundancy in even well trained very deep networks. We thus seek to add auxiliary outputs, (each associated with a loss function), to some intermediate layers to improve the discriminative power of all the shallower layers. Given its heritage, we have labelled the model AuxNet.
General Architecture of AuxNet
Rooted in ResNet, the general architecture of AuxNet is shown in Figure 1 . The original ResNet is composed of a set of residual blocks, each containing two or more convolutional layers, followed by a batch normalization layer and an activation function (see [6] for more details). Very recently, He et al. have stated that the pre-activation function could further improve the ResNet and make the training of 1000-layers model possible [7] . Compared with the ResNet, one may extend the width of network by a factor of N to improve the representation power of each block (see wide ResNets [31] ). In AuxNet, in addition to the final output, we introduce additional K losses weighted by γ k to the intermediate residual blocks. Thus it contains K + 1 outputs in total, each for the same classification task. For convenience, hereafter we use AuxNet-56-5 to denote AuxNet with 56 layers and 5 outputs (4 auxiliary outputs).
The positions of the auxiliary outputs are important. In general, very shallow layers represent low-level structures with little discriminative power even for a well trained shallow model [33] . Therefore, the outputs should not be added to very shallow layers. For example, the first layer, in fact, with low-level feature, has very little discriminative power. If adding an output to this layer, the loss and the gradients are always very large, meaning that the training may not converge. Moreover, adding too many losses may cause severe over-fitting, which seriously influences the generalization ability of intermediate layers and results in great drop in terms of testing error (see details in Section 5.1). Therefore, we do not add outputs to each block or even each layer, which is very different from the approach proposed in [13] .
Setting {γ k }. The values of the {γ k } are critical to the performance of the proposed method. First, since features at deep layers have more discriminative power, the losses at deeper layers should be more important, and hence weighted more highly. The output of the final layer L is, of course, the most important, and hence we set its weight to 1 by default. For convenience, let L k be the index of layer to which the k-th loss is applied. For the auxiliary losses, we suggest choosing
, where ν ≥ 0. In fact, if γ k < 0.01, its effect can be negligible, so we set γ k ≥ 0.01. The parameter ν reflects the decay rate of {γ k } w.r.t. k. 1) If setting ν = 0, it follows γ k = 1, ∀k, and that every loss is equally weighted. However, this setting is too aggressive since shallow layers which are often not very discriminative may hamper the performance. 2) If setting ν > 0, the weights of losses at shallower layers will be smaller, which improves overall performance. 3) For a larger ν, the weights of the losses at shallow layers will decay faster to be negligible. In practice, we suggest choosing 1 ≤ ν ≤ 2, which implies a fast decay for the weights of losses at shallower layers, but does not eliminate their effect entirely.
Training Methods for AuxNet
AuxNet has the same forward propagation method as ResNet, but the gradient backpropagation (BP) method must be modified to exploit the additional losses. We here develop three approaches to gradient backpropagation for AuxNet.
Joint Gradient Backpropagation
Let ξ k be the loss of the k-th output and ξ be the loss of the final output. The training process of AuxNet with auxiliary outputs can be considered to minimize the following objective function as in [13] 
In backpropagation, the supervision information from intermediate auxiliary outputs is jointly propagated to the shallower layers. Let g(x l ) be the gradient of all K + 1 losses w.r.t. x l . For any shallow layer l (where
It is worth mentioning that when K j=k γ k is very large, the second term in Eqn. (4) can be very large. Thus, the step size η in the original ResNet could be too large. To amend this, when K k=1 γ k > 1, we can adjust the step size by η k := η/ K j=k γ j to avoid convergence issues.
The joint gradient backpropagation can alleviate the issue of supervision information vanishing to some extent. Assuming h(x) = x, based on Eqn.(2), the gradient can be simplified as
where
The term g 2 represents the original supervision information obtained from all the auxiliary losses. However, when L is very large, since ResNet can be considered as an ensemble of exponentially many shallow networks [29] , the term (
can be exponentially large and dominate the gradient g(x l ). Therefore, the supervision information may still vanish when the network goes deeper. Similarly, the supervision vanishing issue may also happen in DSN [13] .
Pair-wise Gradient Backpropagation
To address the above issue, a straightforward pair-wise gradient backpropagation method can be applied. In this method, we sequentially conduct forward propagation and backpropagation for each output. For any epoch t in SGD, suppose we deal with the outputs in an order of k = 1, 2, ..., K + 1, where K + 1 denotes the index of the final output. For the k-th output, we first compute the features {x k l } and the loss ξ k regarding this output based on the model updated by the (k − 1)-th output, denoted by W k−1 t for simplicity. Here, when k = 1, we have W 0 t = W K+1 t−1 . After that, we compute the gradient g k (x l ) for the k-th output at any layer l that is lower than or equal to L k by
According to Eqn.(6), for any layer l, the supervision information of the nearest output can be successfully propagated to this layer, making the network easier to train. 
Multi-way Gradient Backpropagation
In the pair-wise gradient backpropagation, for each output, the features and loss will be updated before doing the gradient backpropagation, which has two limitations. First, after backpropagation of the auxiliary output, the loss and the magnitude of the gradients for the next output shall decrease with very high probability, and this will affect the gradient propagation for the layers between the two outputs. Second, the forward propagation for each output will take additional cost. To amend these, we propose a more aggressive backpropagation method, called multi-way gradient backpropagation. In this method, we apply only one forward propagation, in which we update the features for all layers and compute losses for all the outputs. Keeping the features and losses fixed, we conduct the gradient backpropagation for each output separately in a sequential way. Let {x l } be the features of layer l which are fixed for all outputs. In this case, for the k-th output, the gradient ∂ξ k /∂x l for any layer l that is lower or equal to L k shall be computed by
Assuming h(x) = x, we will have
which is similar to Eqn. (2) for ResNet. The major characteristic of the multi-way method is the performance of multiple independent backpropagations, where only one forward propagation is applied. Due to Eqns. (7) and (8), intermediate layers can obtain sufficient supervision signal from independent backpropagations, and thus the issue of supervision information vanishing can be trivially addressed.
An Experimental Demonstration
To better understand the effect on ResNet of having supervision information vanishing, as well as the three gradient backpropagation methods, we compare ResNet with 56 layers and AuxNet with 56 layers and 4 auxiliary outputs (at layers 15, 25, 35, 45) . Note that the latter two backpropagation methods are similar, here we only study multi-way backpropagation on the issue of supervision information vanishing. For simplicity, based on Eqn. (8) , for the k-th output of AuxNet, we measure the supervision component of the whole gradient by ||γ k ∂ x L k ξ k ||/||g k (x l )|| at the final training epoch of SGD. Similarly, based on Eqns. (2) and (5), we measure the component of the gradients by ||∂ x L ξ||/||g(x l )|| for ResNet and ||g 1 + g 2 ||/||g(x l )|| for AuxNet with joint gradient backpropagation, respectively. The ratios are shown in Figure 2(a) . From the figure, the supervision information for ResNet and joint gradient backpropagation indeed diminishes very fast in shallower layers. However, for AuxNet with multi-way gradient backpropagation, because of multiple individual backpropagations, the supervision component remains stable. It is worth mentioning that, unlike the joint gradient backpropagation, the latter two approaches do not minimize a joint objective function as in Eqn. (3) . However, as is visible from Figure 2 (b) and Table 1 , except the pair-wise gradient backpropagation, the other two approaches with auxiliary outputs work better than the ResNet with 56 layers and only one output in terms of testing accuracy. Moreover, the multi-way gradient backpropagation shows a significant improvement over the other two approaches. To keep the length of paper within reasonable limits, in our later experiments, we only study AuxNet with multi-way gradient backpropagation.
Experiments
We implement AuxNet based on a Torch implementation of ResNet [7] 1 , and only the multi-way backpropagation is studied since it yields consistently better performance than the other two methods. Several state-of-the-art deep learning models are adopted as baselines, including FitNet [19] , DSN [13] , Frac.Pool [4] , Highway Network [23] , Stochastic Depth Network (StochResNet) [8] , Residual Networks (ResNet) [7] and Wide Residual Network(Wide-ResNet) [31] . We conducted comparisons on following benchmark data sets: CIFAR-10, CIFAR-100, SVHN and ImageNet.
All experimental settings for AuxNet remain the same as in [6] . Networks are trained with SGD using a mini-batch size of 128 on 2 GPUs (64 each). The learning rate starts from 0.1 and is divided by 10 at 40% and 60% of total epochs. The weight decay in the objective function is 0.0001, the momentum is 0.9 and the weights are initialized as in [5] . By training AuxNet with multi-way gradient backpropagation, we use the final output to obtain the final prediction. Our pretrained models are available at https://github.com/guoyongcs/auxnet.
All the experiments are performed on a GPU Server on which a 64-bit Ubuntu Server 14.04 LTS is installed, with two Intel(R) Xeon E5-2620 v3 CPUs (2.40GHz), 128GB memory and two Titan X GPUs.
Comparison with State-of-the-art Methods
CIFAR-10 and CIFAR-100. CIFAR-10 [9] contains 10 classes of 32x32 natural color images, each with 5,000 training samples and 1,000 testing samples. CIFAR-100 [9] contains 100 classes. Each class has 500 training samples and 100 testing samples. We perform 400 SGD epochs for the training, and use simple data augmentation such as translation and horizontal flipping as in [13] .
Note that AuxNet is rooted in ResNet. In the first experiment, we thus first compare the testing error evolution of 3 ResNets of (44, 56, 110)-layers and 4 AuxNets of different settings, as shown in Figure 3(a) . In the figure, AuxNet-44-2 denotes a AuxNet network with 44 layers and 1 auxiliary output (i.e., 2 outputs in total). The numbers in brackets indicate the indices of layers with added outputs.
From Figure 3 (a), we have the following observations. First, the deeper ResNet shows better performance than its shallower counterparts, and ResNet-110 demonstrates the best testing performance with an error rate of 5.86%. Second, AuxNet-44-2, AuxNet-44-3, AuxNet-56-2, and AuxNet-56-5 all perform significantly better than their ResNet counterparts with the same depth. Third, with much fewer layers, AuxNet-56-2 and AuxNet-56-5 perform better than the deeper ResNet with 110 layers. Forth, AuxNet-56-5 and AuxNet-44-3 with more auxiliary outputs outperform AuxNet-56-2 and AuxNet-44-2, respectively. All these observations strongly prove the effectiveness of AuxNet trained by multi-way backpropagation. Specifically, due to the auxiliary outputs and the proposed gradient propagation method, the supervision information can be successfully propagated to intermediate layers, which improves the discriminative power of intermediate layers and hence helps to learn a much more compact model. This explains why AuxNet-44-3 with only 44 layers performs better than ResNet-110 with 110 layers. On the other hand, as we can see from Figure 3 slightly larger than those of the ResNet. As we have described, ResNet uses backpropagation to learn the networks. For very deep models, the discriminative power of upper layers may become limited due to long propagation paths in networks. Keeping these hidden layers which provide little representative contribution can degenerate the ability of the network to generalize to new data. However, AuxNet can learn a more sophisticated representation because it allows intermediate layers to capture the supervision information from nearby output. This is the reason why the training error of AuxNet in some cases is larger than ResNet. Now we report a comprehensive comparison of AuxNet with other baselines on both CIFAR-10 and CIFAR-100 data sets in terms of testing errors. Note that as shown in Figure 1 , we can increase the network width by a factor of N to improve the representation ability of each layer. The settings of AuxNet and results can be found in the Table 2 .
From Table 2 , we have the following observations. First, our AuxNet with auxiliary outputs achieves better or comparable performance with ResNet and other baselines. Specifically, AuxNet-56-5 yields 5.53% and 26.62% error on CIFAR-10 and CIFAR-100, respectively, which are much better than its ResNet-56 counterpart and ResNet-110 with far more layers. This proves that AuxNet indeed is capable of reducing the model redundancy. Second, by increasing the layer width, AuxNet- 26-2/10 (10x wider) achieves the best performance simultaneously on CIFAR-10 (3.77%) and CIFAR-100 (19.69%). These observations demonstrate that, by leveraging the power of auxiliary outputs, AuxNet trained by multi-way backpropagation improves the performance of ResNet by a large margin. SVHN. The Street View House Number (SVHN) [17] data contains house number images of 32x32 pixels, which includes 73237 digits for training, 26032 digits for testing, and 531131 digits as extra training data. The number of epochs is set to 200, and the images are divided by 255 for scaling without data augmentation. From Table 3 , AuxNet-56-2 with 56 layers improves the performance of ResNet-110 with a deeper structure significantly (yielding 1.84% in error rate). When using dropout, AuxNet-56-3 results in 1.58% error rate, which is the best published result on SVHN to our knowledge. ImageNet-1000. ImageNet-1000 [20] contains 1,000 classes with 1.28 million training images and 50k testing images. The experiment setting is the same as that given in [6] . We scale the learning rate by a factor of 0.5 to train AuxNet with 90 epochs. Table 4 shows the results of top-1 and top-5 errors on the ImageNet-1000. From the results in Table 4 , AuxNet achieves better performance than ResNet. For example, AuxNet-34-2 with 34 layers is superior to ResNet-34, yielding 24.61% on top-1 error and 7.18% on top-5 error. The AuxNet-50-2 with 50 layers also outperforms the ResNet-50, resulting in 22.77% on top-1 error and 6.27% on top-5 error. When adding more auxiliary outputs, the AuxNet-50-4 with 4 outputs in total further improve the performance to 22.43% and 6.07% on top-1 error and top-5 error respectively, which outperforms the ResNet-50 and AuxNet-50-2 with 2 outputs. On ImageNet-1000, the improvement of AuxNet is not as significant as that on the previous small scale data sets. One possible reason is that the number of classes for ImageNet-1000 is too large, making it very challenging to solve with limited data. To demonstrate this, we conducted an experiment on a subset of ImageNet-1000, a data set containing a randomly selected 100 classes from ImageNet-1000. This testing shows that AuxNet achieves significant improvement on this subset. ImageNet-100. To show the influence of the number of classes, we conduct experiment on the ImageNet-100 data set, by randomly selecting 100 classes from the ImageNet-1000 data set with 1,000 classes. The ImageNet-100 data set consists of 128k training images and 5k testing images. We compare the ResNet-50 with 50 layers on ImageNet-1000 and ImageNet-100 data sets respectively. From Figure 4 (a), in contrast to the ImageNet-100 data set, the training curve is always above the testing curve on ImageNet-1000 due to the training difficulty of large scale data set. The result indicates that the ResNet-50 with 50 layers on ImageNet-1000 is not very redundant. As a result, the improvement of AuxNet over ResNet is not significant in this case. On the smaller data set ImageNet-100, the AuxNet-50-2 (with 50 layers and 1 auxiliary output at layer 40) performs better than the baseline ResNet-50 with the same depth (see Figure 4(b) ). This result shows that introducing auxiliary outputs is able to reduce the model redundancy and improve the performance. In Table 5 , we report both top-1 and top-5 error rates for the compared approaches on the ImageNet-100 data set. The ResNet achieves 19.22% and 18.57% on top-1 error with 34 layers and 50 layers, respectively. However, the ResNet-101 with 101 layers shows a reduction in the classification accuracy (19.68% error), which implies that a deeper network architecture does not necessarily produce better performance on relatively simpler tasks. This is also in concordance with the conclusion in [6] , which reports a performance decay of a very deep network with 1,202 layers. A possible reason is that, without auxiliary outputs, a very deep ResNet network may not be necessarily better for simpler tasks (100-classes compared to 1000-classes).
The proposed AuxNet consistently yields better performance in different settings. For example, AuxNet-50-2 of 50 layers performs much better than ResNet-50, yielding 3.4% and 9.3% relative improvement on top-1 error and top-5 error, respectively. In contrast to ResNet, AuxNet-101 with 101 layers shows better performance than AuxNet-50 and also much better performance than ResNet-101. Specifically, AuxNet-101 shows 9.2% and 21.1% relative improvement on top-1 error and top-5 error over ResNet-101, respectively.
Prediction Ability of Intermediate Models
The AuxNet training process inherently generates multiple models of differing depths. We show here that these shallower intermediate models often outperform their full-depth ResNet counterparts. We also show that they outperform the corresponding layers of ResNet, and therefore the intermediate layers of AuxNet are more discriminative. This demonstrates not only that AuxNet outperforms ResNet both in full depth, and at the intermediate layers, but also that it provides the opportunity for a form of model selection, and a means of avoiding over-fitting.
In Table 6 , the third column records the number of model parameters. Fewer model parameters implies faster inference, which is important for real-world applications. For example, the AuxNet-56-5 model at output-45 has 0.48M parameters, which is nearly half the number in ResNet-56 (0.85M), and 1/3 of that in ResNet-110 (1.7M). 
More Discussions
The performance of AuxNet is affected by different factors and we study them in the following aspects:
1. Adding too many losses may cause severe over-fitting (see Section 5.1).
2. Adding losses at very shallow layers severely hampers the performance (see Section 5.2).
3. Hyperparameters, such as ν and λ, can be set properly with simple principle (see Section 5.3 and 5.4).
Effects of Varying Numbers of Outputs
In this experiment, we test the performance of AuxNet for various numbers of intermediate outputs on the CIFAR-10 data set. The results are given in Table 7 . We see that AuxNet-56-2 and AuxNet-56-5 perform significantly better than ResNet-56. However, adding too many outputs does not necessarily improve the performance. For example, AuxNet-56-10 with 10 outputs performs much worse than AuxNet-56-2, AuxNet-56-5 and ResNet-56. 
Outputs at Very Shallow Layers
While auxiliary outputs can help a simpler model to achieve the same accuracy as a deeper ResNet model, adding auxiliary outputs to very shallow layers may severely hampers the prediction performance since the features of shallow layers may not be sufficiently discriminative. To demonstrate this, we investigate two AuxNet models by adding single output to very shallow layers, and record the results in Table 8 .
From Table 8 , adding outputs at very shallow layer, e.g. 5 out of ResNet-20 and ResNet-44, severely influences the prediction performance. That means, in practice, it is necessary to avoid adding auxiliary outputs at very shallow layers. 
Effect of Weighting Scalar ν
We conducted experiments to investigate how to weight outputs to achieve better performance. Under the setting of {γ k } described in Section 3.1, we compare different value of ν to adjust weights. From Table 9 , the equally weighted outputs (ν = 0) severely hampers the performance. If ν ≥ 1, the weights of shallower outputs become smaller due to their decreasing discriminative powers. Especially for ν = 1 or ν = 2, the n-layer AuxNet behaves better than the original n-layer ResNet. For a larger ν = 5, the weights decay so aggressively that the effects of auxiliary outputs are negligible. 
Effects of the Parameter λ
The choice of the parameter λ in the shortcut mapping is critical to the performance of residual networks. When λ = 0, ResNet is reduced to the plain network. We study the influence of λ on shortcuts within a residual unit of ResNet and AuxNet. The values of λ considered are {0.5, 0.95, 1}. From Table 10 , the AuxNet consistently outperforms ResNet with different λ settings. We also observe that the performance of AuxNet is robust across different values of λ, and the default parameter setting λ = 1.0 gives good results in our experiments, whilst ResNet is more sensitive. 
Conclusion
Besides gradient vanishing, very deep networks also suffer from a vanishing supervision information issue. In the course of the investigation we developed a novel model, which we labelled AuxNet. This model addresses the vanishing supervision information issue through the use of additional auxiliary outputs. We proposed three gradient backpropagation methods to train the network with multiple losses. In particular, we developed a multi-way gradient backpropagation method, which gives rise to models which outperform ResNet. The proposed method reduces the internal redundancy and thus makes the models significantly more compact. Because of the fact that it optimizes multiple intermediate models, AuxNet also offers the opportunity for a form of model selection.
