Abstract-A speech problem can be caused by different reasons, from psychological to organic. The existing diagnostic of speech pathologies relies on skilled doctors who can often diagnose by simply listening to the patient. We show that neural networks can simulate this ability and thus provide an automated (preliminary) diagnosis.
I. INTRODUCTION
A speech problem can be caused by different reasons, from psychological to organic. The existing diagnostic of speech pathologies relies on experienced clinicians who can often diagnose a disorder by simply listening to the patient. Unfortunately, speech pathologies are reasonably frequent, and not many clinicians are that skilled. Therefore, it is desirable to design an automatic tool which would help in diagnostics of speech pathologies.
It is still difficult for a computer to automatically analyze human speech, so this automatic program should use the characteristics of a speech which can be easily measured or easily recorded. To determine these characteristics, patients are asked to read a text. First of all, the recorder measures the total speaking time Tspeak. This number depends not only on the person, but also on the text. To make easier comparison between results of different tests, in which different texts may have been used, it is useful to report this characteristic in the form of a reading rate r,,,d, measured as the average number of words per minute.
Since many speech disorders like stuttering involve a lengthened interval between words and a disruption of fluent speech, it is also useful to measure not only the total speaking time, but also which part of this time was spent actually articulating words (articulation time Tart), and which part of this time was spent on inter-word intervals (Znter). Of course, the sum of these two times must be equal to the total speaking time: Tart + Znter = Tape&.
It also makes sense to meaure the total number of reading errors Eread and the number of disfluencies Ndisf. (To make comparison between different tests easier, usually, the reported characteristics is not the total number of disfluencies, but the number of disfluencies ndisf per hundred words.)
The use of these six speech characteristics x1 = Tspeak, 2 2 = Eread, 2 3 Tread, 54 ndisf, 3% = Xnter, and 56 = Tart is justified not only by common sense, but also by the fact that there is a statistically significant difference between patients with speech disorders and the population in general (see, e.g., [l] ).
Based on these six characteristics, we must determine whether a patient has a speech disorder and if yes, which type of disorder.
In this paper, we concentrate on one specific type of speech disorder: spasmodic (or spastic) dysphonia (SD). SD is a disorder of laryngeal motor control characterized by intermittent voice stoppage (stuttering) that manifests most markedly during production of connected speech (see, e.g., [I] and references therein). Despite recent advances in treatment involving botulinum toxin injection of the vocal folds, the underlying etiology (biological causes) of SD remains controversial and poorly understood. We have chosen this particular disorder because it is known that this disorder is difficult to diagnose.
If. FIRST APPROXIMATION: LINEAR METHOD

A . Formulation of the linear approach
We want to be able to tell, given six characteristics xi, whether a patient has SD or not. Let us first try the simplest possible diagnostic based on a linear discrimination:
namely, we will look for coefficients w1, . . . , 20, and for a bias b such that 
B. The choice of an algorithm
To find these coefficients from the experimental data, we used the simplest type of neural network method -the perceptron algorithm (see, e.g., [2] ). This algorithm was 0-7803-5491-5/99/$10.00 0 1999 IEEE chosen because it is proven that this algorithm is guaranteed to converge and return the discriminating weights whenever such weights exist.
C. The description of the algorithm: in brief
Since the perceptron algorithm is not well known in the neural network community, for the reader's convenience, we will briefly describe how this algorithm works.
For this algorithm to work, we need to have several patterns, i.e., sequences (zy), ..., xkk),y(k)), 1 5 IC 5 N which describe, in our case, N patients with known speech characteristics zik) and a known diagnosis. To describe a diagnosis in the desired numerical form, we set y(k) = 1 if the diagnosis is SD, and y ( k ) = -1 otherwise.
In the algorithm, we process these patterns one by one, and iteratively update the values of the weights and of the bias; when after processing all the patterns, we still 
D. First experimental result: by using linear discrimination, we cannot correctlg diagnose all the patients
We started with 40 patterns described in [I] (this data is reproduced at the end of this paper). At first, we tried the perceptron algorithm for all 40 patterns, and this algorithm did not converge, indicating that the actual diagnostics cannot be described by the simplified linear discrimination function.
E. Let us find a linear scheme which correctly diagnoses most of the patients
Although we could not get the correct diagnosis for aEE patients, we still hoped that we would be able to get the correct diagnosis for a large part of the patients. By looking at the data, we saw that in many cases, there is a simple way of checking whether a patient has SD or not: namely, for most patients with SD, the value of the parameter 24 = ndisf is larger than the value of 24 for all patients without SD. The Then, we tested whether this linear discrimination function worked on any other patients. It turns out that indeed, it worked for two more patients: # 31 and # 40. So, we got 37 patients covered by a linear diagnosis.
To check whether any more patients can be thus covered, we repeated the same procedure by applying the perceptron algorithm to the 37 patterns. As a result, we got new weights: 201 =: 1,592.24, w2 = 1,734, 203 = -309.42, We checked whether any new patients can be covered by this new linear discrimination function, but it did not happen.
So, our conclusion is that by using linear discrimination function, we can correctly diagnose 37 out of 40 patients -around 90%. 
NON-LINEAR METHODS: FUTURE PLANS
Since linear methods cannot correctly diagnose all the patients, we must use nonlinear methods. In particular, for diagnosing SD, we have used the standard backpropagation neural network which, in contrast to perceptron, uses non-linear neurons (see, e.g., [2] ).
When we get the exact diagnosis, the natural next step would be to check whether all the characteristics are really needed for this diagnosis, or can we use only some of them and thus, decrease both the time necessary to measure these characteristics and the computation time necessary to process them.
In our future work, we want to take into consideration the fact that while we assumed that experts' diagnoses are perfect, in reality, even skilled experts may err. In many speech pathology situations, there is a general agreement between experts, and so, the common expert diagnosis is reliable. In other situations, however, experts are in disagreement; in this case, we would like to extract, from the patient data, a reasonable subdivision into groups (clusters) of patients with similar pathologies. For this, we plan to use clustering neural networks. Preliminary results of this work, described in [3] , show that this approach is indeed very promising.
We are not sure about the final result of these clustering attempts:
e It may happen that we will get a reasonable classification; then, we will look for features common to patients from different clusters, and look for treatments which are tailored to this particular cluster.
e It may also happen that there is no clear subdivision into groups. Instead, there is a continuous transition between patients with different speech pathologies, and even between patients with and without speech pathology. In this case, pathology would be a matter of degree, and so, instead of simply telling whether a patient has a certain pathology or not, we would produce a degree to which a patient has a certain pathology.
Finally, we would like to collect data on how characteristics change with time, and use this dynamical data to design a computer model for predicting this change. For this problem, we plan to use different neural network techniques, starting with backpropagation.
IV. CONCLUSION
In this paper, we showed that even a simple (perceptron) neural network can lead to a reasonably good diagnosis of speech disorders. We are planning to use more complicated neural networks to correctly diagnose more patients. The resulting linear discrimination formulas describe the weights of different characteristics. This enables the clinicians not only to get a preliminary diagnosis, but it may also offer insight into which characteristics contribute the most to this particular speech disorder.
