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On souhaite reonstruire en ligne des signaux à éhantillons manquants en utilisant une ap-
prohe paramétrique. On propose alors des algorithmes adaptatifs d'identiation et de reons-
trution de proessus AR à éhantillons manquants. On s'intéresse premièrement à l'extension
des algorithmes de gradient au as des signaux à éhantillons manquants. On propose alors deux
alternatives à un algorithme existant fondées sur deux autres préditeurs. Les algorithmes pro-
posés onvergent vers une estimation non biaisée des paramètres. Or les algorithmes de gradient
sourent d'une faible vitesse de onvergene. Pour ela, on s'intéresse à l'extension de l'algo-
rithme MCR au as des signaux à éhantillons manquants. On utilise alors l'algorithme MCR
pseudo-linéaire pour l'identiation onjointement ave un ltre de Kalman pour une prédition
optimale du signal au sens des moindres arrés. L'algorithme résultant permet une identiation
non biaisée des paramètres. De plus, il est rapide et bien adapté à l'identiation de proessus
non stationnaires. Néanmoins, souhaitant ontrler la stabilité du ltre identié, on s'intéresse
ensuite à une identiation fondée sur une struture en treillis du ltre. Ainsi, on propose une
extension de l'algorithme de Burg adaptatif au as des signaux à éhantillons manquants, en
utilisant pour la prédition un ltre de Kalman. La stabilité du modèle ainsi identié est ga-
rantie. De plus, l'algorithme s'adapte rapidement aux variations des paramètres. Finalement, on
propose d'utiliser les algorithmes proposés dans un système à transmission non uniforme. On
obtient ainsi l'amélioration simultanée du RSB et du débit de transmission moyen.
iv Résumé
vAbstrat
We are onerned in online reonstrution of signals subjet to missing samples using a
parametri approah. We propose adaptive algorithms for identiation and reonstrution of
AR proesses with missing samples. Firstly, we onsider the extension of gradient algorithms to
the ase of signals with missing samples. We propose two alternatives to an existent algorithm
based on two other preditors. The proposed algorithms onverge toward unbiased estimation
of the parameters. However, gradient algorithms suer from slow onvergene. Therefore, we
onsider the RLS algorithm extension to the ase of signals subjet to missing samples. We use
jointly, the pseudo-linear RLS algorithm for the identiation and a Kalman lter for optimal
reonstrution of the signal in the least mean square sense. The estimated parameters, using the
proposed algorithm, are unbiased. In addition, it is fast and well adapted to the identiation of
non stationary signals. Nevertheless, looking for the ontrol of the identied lter stability, we
propose to identify the signal using the lattie struture of the lter. We propose an extension of
the Burg adaptive algorithm to the ase of signals subjet to missing observations, using a Kalman
lter for the predition. The estimated parameters guarantee the stability of the orresponding
lter. In addition, it oers a faster traking parameter. Finally, we use the proposed algorithms
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1Introdution
Atuellement, les outils théoriques dans le domaine du traitement numérique du signal sont
largement entrés sur les proessus à éhantillonnage uniforme. Pourtant, il existe de nombreuses
appliations où les instants de mesure ne sont pas répartis de façon régulière. C'est par exemple
le as des signaux à éhantillonnage aléatoire. A titre d'exemple, ertains instruments de me-
sures omme le ompteur de partiules, la véloimétrie laser ou l'anémométrie à eet Doppler,
réalisent des mesures de grandeurs physiques à des instants aléatoires. D'autre part, les signaux
éhantillonnés périodiquement mais qui ont subi une perte d'éhantillons sont aussi des signaux
à éhantillonnage non uniforme.
Dans bien des appliations telles que les téléommuniations numériques, on est onfronté au
traitement de signaux ayant subi une perte d'éhantillons. La perte des éhantillons peut être
due, par exemple, à des erreurs de transmissions, ou à une indisponibilité de l'information ou
un mauvais fontionnement du système de mesure. La perte d'éhantillons peut être aléatoire
ou déterministe et en partiulier périodique onduisant à un système à sous éhantillonnage. En
éonométrie, par exemple, l'indisponibilité de la bourse les weekends est une ause de manque
d'éhantillons périodique.
Par ailleurs, dans ertaines appliations, la perte des éhantillons est volontaire : l'éhan-
tillonnage est alors adaptatif. Ainsi, les instants d'éhantillonnage sont hoisis de sorte qu'il soit
possible de reonstruire le signal ave une erreur tolérée selon un ritère donné. Dans e as aussi,
on est ramené à traiter des signaux à éhantillons manquants. Cei est le as, par exemple, en
odage de la parole et des images dans le but de minimiser le débit sur un support quelonque
(ompression de données). Une tehnique de ompression de données peut être fondée sur le
prinipe de ne transmettre un éhantillon que lorsque ei est néessaire selon un ritère donné.
Ainsi, on évite de transmettre un éhantillon s'il peut être prédit par le réepteur ave une erreur
de reonstrution tolérée selon un ritère donné. Le pourentage d'éhantillons transmis varie
don en fontion du signal, de l'algorithme de reonstrution utilisé, ainsi que de l'erreur de
reonstrution tolérée. D'autre part, le prélèvement d'éhantillons peut être minimisé an d'éo-
nomiser de l'énergie. Ainsi, par exemple, les systèmes CMOS travaillant sur pile ne onsomment
de l'énergie que lorsqu'ils sont atifs.
En pratique, le traitement en ligne du signal est requis dans bien des appliations. De plus,
les signaux traités ne sont pas toujours stationnaires. On souhaite alors reonstruire en ligne un
signal pouvant être non stationnaire à éhantillons manquants en utilisant une approhe paramé-
trique. Il s'agit don d'estimer en ligne les paramètres d'un modèle qui aratérise les éhantillons
observés et de prédire les éhantillons manquants en utilisant les paramètres ainsi estimés et les
éhantillons déjà observés. Nous onsidérons dans le adre de e mémoire le proessus AR pour la
modélisation des signaux. Ce modèle est lassiquement utilisé pour aratériser une gamme très
large de signaux renontrés en pratique (signaux de parole, de vibrations, radar, de texture dans
une image, ...). En outre, la prédition des signaux modélisés par un proessus AR est linéaire
en les paramètres, e qui simplie leur traitement. Par ontre, la prédition de proessus AR à
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éhantillons manquants n'est pas linéaire par rapport paramètres. Ainsi, nous nous proposons
dans e mémoire de développer des algorithmes adaptatifs pour l'identiation et la reonstru-
tion de proessus AR à éhantillons manquants. Les algorithmes développés dans e mémoire
sont indépendants de la nature de la perte subie par le signal. Pour les simulations réalisées dans
e mémoire, la perte utilisée est aléatoire suivant une loi de Bernoulli indépendante du signal.
Le hapitre 1 présente un adre général de l'étude, suivi d'un état de l'art des diérents
algorithmes déjà développés pour le traitement des signaux à éhantillons manquants. Bien qu'on
se soit intéressé au traitement en ligne des signaux, les méthodes à traitement en temps diéré
du signal seront brièvement présentées. En eet, ertaines de es méthodes seront utiles pour le
travail eetué dans le adre de ette thèse.
L'extension des algorithmes fondés sur le prinipe du gradient au as de signaux à éhan-
tillons manquants fait l'objet du hapitre 2. L'algorithme LMS-like proposé par Mirsaidi et al.
[53℄ dans ette optique est dérit et analysé notamment en terme de biais d'identiation. Cet
algorithme onverge vers une estimée biaisée en moyenne des paramètres à ause de l'approhe
de prédition utilisée. En eet, la prédition par régression linéaire modiée, utilisée dans et
algorithme, n'est pas optimale au sens des moindres arrés. Pour résoudre e problème de biais
d'identiation, nous proposons deux alternatives fondées sur deux autres approhes de prédi-
tions qui sont le préditeur à k-pas et le préditeur optimal de proessus à passé inni inomplet
proposé par P. Bondon [13℄. Les algorithmes résultants permettent une estimation non biaisée
des paramètres. De plus, l'algorithme du gradient fondé sur le préditeur proposé par P. Bon-
don ore une reonstrution optimale au sens des moindres arrés au dépens d'une plus grande
omplexité alulatoire.
Cependant, les algorithmes de gradient sourent d'une faible vitesse de onvergene. Ces al-
gorithmes ne sont pas apables de s'adapter rapidement aux variations des paramètres dans le
as de signaux non stationnaires. Pour ela, nous nous intéressons au hapitre 3 à l'extension de
l'algorithme MCR au problème d'identiation et de reonstrution des signaux à éhantillons
manquants. Nous ommençons alors par dérire et analyser l'algorithme MCR pseudo-linéaire
proposé par Sanhis et al. [62, 63℄. Lorsqu'une prédition par régression linéaire modiée est uti-
lisée, et algorithme onverge typiquement vers une estimation biaisée des paramètres pour les
mêmes raisons que dans le as de l'algorithme LMS-like. Nous utilisons alors, onjointement ave
l'algorithme MCR pseudo-linéaire, un ltre de Kalman pour une prédition réursive optimale au
sens des moindres arrés de proessus AR(L) à éhantillons manquants. Une analyse de onver-
gene en moyenne et en moyenne quadratique des paramètres estimés en utilisant l'algorithme
résultant est réalisée, des expressions asymptotiques du biais et de la variane des paramètres
estimés sont établies. Cet algorithme permet une identiation non biaisée des paramètres et une
reonstrution optimale au sens des moindres arrés du signal. De plus, il est rapide et présente
une meilleure vitesse de onvergene que les algorithmes de type gradient.
Les algorithmes disutés dans les hapitres 2 et 3 utilisent une représentation direte du ltre
transverse. Par onséquent, ils peuvent onduire à l'estimation de paramètres qui orrespondent à
des ltres tout-ple instables. Dans la théorie du traitement numérique du signal, plusieurs repré-
sentations du ltre sont possibles, partiulièrement, la représentation en treillis du ltre. Celle-i
est aratérisée par les oeients de réexion. La struture en treillis du ltre est intéressante
partiulièrement lorsqu'on souhaite ontrler la stabilité du ltre. Pour ela, nous proposons dans
le hapitre 4 d'identier le signal à éhantillons manquants en utilisant la struture en treillis du
ltre. Les diérentes tehniques déjà existantes pour l'estimation des oeients de réexion à
partir des données sont présentées en s'intéressant partiulièrement aux algorithmes des moindres
arrés réursifs en treillis (MCRT). Dans le but de l'analyse par prédition linéaire de signaux
Introdution 3
non stationnaires, Makhoul et al. [49℄ proposent une méthode générale pour la mise à jour adap-
tative des oeients de réexion. Cette méthode est une version adaptative de l'algorithme de
Burg. Les oeients de réexion ainsi estimés garantissent la stabilité du ltre orrespondant.
On propose alors une extension de et algorithme à l'identiation de signaux non stationnaires
à éhantillons manquants en utilisant un ltre de Kalman pour la prédition des éhantillons
manquants. Nous proposons, à notre onnaissane, le premier algorithme qui permet le traite-
ment en ligne de signaux à éhantillons manquants en utilisant la struture en treillis du ltre. La
robustesse à un fort taux de perte et la stabilité du modèle ainsi identié sont garanties. De plus,
l'algorithme s'adapte rapidement aux variations de paramètres. Les performanes de e nouvel
algorithme dépassent elles des algorithmes existants et e d'autant plus que la probabilité de
perte est élevée.
Les algorithmes développés dans e mémoire sont appliqués à la reonstrution de signaux
audio à éhantillons manquants. Ils montrent de bonnes performanes en termes d'erreur qua-
dratique de reonstrution. On propose alors de les utiliser dans un système à transmission non
uniforme dans le but de minimiser le nombre d'éhantillons transmis. Cei fait l'objet d'études
au hapitre 5. Ainsi, plusieurs méthodes d'éhantillonnage adaptatif sont dérites. En ombi-
nant les méthodes de transmission non uniforme et les algorithmes adaptatifs de reonstrution,
nous proposons des systèmes de odage/déodage à transmission non uniforme. Nous onsidérons
dans un premier temps la transmission non uniforme de signaux odés en MIC. Deux systèmes
fondés sur deux méthodes de transmission non uniforme diérentes sont alors onçus. Ils per-
mettent une amélioration simultanée du débit moyen de transmission et du rapport signal sur
bruit de reonstrution (RSB). Nous nous intéressons par la suite à la transmission non uni-
forme dans un ontexte de odage diérentiel. Une méthode de transmission non uniforme des
erreurs de prédition est alors proposée. En ombinant ette méthode et les méthodes paramé-
triques de reonstrution des signaux, un système de odage MICDA à transmission non uniforme
(MICDA-TNU) est onçu.
Finalement, nous réapitulons, dans la onlusion, les diérentes méthodes développées dans
e mémoire. Diérentes perspetives d'amélioration possible ainsi que des nouvelles pistes d'ex-
ploration sont mises en relief.
Publiations relatives à e travail
Le travail présenté dans e mémoire a fait l'objet, pendant le déroulement de la thèse, de
deux ommuniations orales dans des onférenes internationales ave omité de leture, d'une
ommuniation orale dans un olloque franophone ave omité de leture et d'un artile de
revue. La première ommuniation orale, présentée à EUSIPCO 2006, portait sur l'extension des
algorithmes de gradient au as de signaux à éhantillons manquants. Le travail présenté dans
ette publiation est repris, de manière beauoup plus détaillée, dans le hapitre 2 de e mé-
moire. La deuxième, présentée à DSP 2006, onernait l'extension de l'algorithme des moindres
arrés réursifs à l'identiation de proessus AR à éhantillons manquants. Une étude théorique
onernant ette publiation se retrouve dans le hapitre 3 de e mémoire. Dans la troisième
ommuniation orale, présentée à GRETSI 2007, nous proposons une extension des algorithmes
d'identiation en treillis au as de signaux à éhantillons manquants. L'algorithme proposé dans
ette ommuniation est dérit plus en détail dans un artile de revue soumis à IEEE transations
on signal proessing. Cet artile a été aepté pour publiation dans la revue IEEE transations
on signal proessing ave des révisions mineures obligatoires (ACCEPTED FOR PUBLICA-
TION WITH MANDATORY MINOR REVISIONS (AQ)). Le problème d'identiation et de
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reonstrution adaptatives des signaux en utilisant la struture en treillis du ltre fait l'objet du
hapitre 4 de e mémoire.
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Etat de l'art
Le traitement de signaux à éhantillonnage non uniforme est un domaine vaste du traitement
numérique des signaux. Nous nous intéressons plus partiulièrement dans le adre de ette thèse
au traitement paramétrique de signaux pouvant être non stationnaires à éhantillons manquants.
Les signaux observés sont aratérisés par un modèle paramétrique qu'on se propose d'identier
en temps réel et d'utiliser pour prédire les éhantillons manquants. Nous onsidérons dans le
adre de e mémoire le proessus AR pour la modélisation des signaux, e hoix est justié au
paragraphe 1.2 de e hapitre.
Ce premier hapitre propose un état de l'art des prinipales méthodes d'identiation et de
prédition de signaux à éhantillons manquants. Le prinipe général des méthodes d'estimation
paramétrique est tout d'abord présenté. On s'intéresse par la suite à la modélisation des signaux
par un proessus AR. Nous présentons brièvement les prinipales méthodes d'identiation de
proessus AR. Enn, une bonne partie de e hapitre est destinée aux méthodes de traitement
paramétrique de signaux à éhantillons manquants. Bien qu'on se soit intéressé au traitement
en ligne des signaux, les méthodes à traitement en temps diéré du signal seront brièvement
présentées. En eet, ertaines de es méthodes seront utiles pour le travail eetué dans le adre
de ette thèse.
1.1 Modélisation et estimation paramétrique du signal
La modélisation est une desription mathématique d'un proessus réel onstruite dans un
but préis [70℄. Dans le as du traitement des signaux, la modélisation permet, par exemple, la
suppression du bruit, la ompression des données, le ltrage, l'interpolation ou la prédition à
ourt terme de la valeur du signal, et. Les méthodes d'estimation paramétrique se déomposent
essentiellement en quatres étapes :
1. Le hoix d'une lasse de modèles
C'est une étape fondamentale dans tout problème d'estimation. Le hoix d'un modèle
paramétrique s'eetue dans une lasse de modèles xée a priori. Plusieurs lasses de
modèles peuvent être disernées. On peut distinguer les modèles linéaires et non linéaires, à
temps ontinu et à temps disret ainsi que déterministes et stohastiques. Le hoix entre les
diérentes lasses devra tenir ompte du but de la modélisation, de la nature des données à
modéliser ainsi que du oût d'investigation en termes de omplexité. Nous nous intéressons
dans le adre de ette thèse à la modélisation de proessus stohastiques. D'autre part, le
problème du traitement de signaux à éhantillons manquants est par nature à temps disret.
Il existe plusieurs modèles qui permettent de aratériser des proessus stohastiques à
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temps disret, par exemple, les modèles AR, MA, ARMA, ARX, et. On s'intéresse au
traitement de signaux qui peuvent être aratérisés par un proessus AR. Ce hoix est
justié dans la setion suivante 1.2, où sont aussi présentées quelques généralités sur la
modélisation AR.
2. Le hoix d'un ritère d'optimisation
Une fois la aratérisation eetuée, il s'agit de déterminer le meilleur modèle possible dans
la lasse hoisie, ompte tenu du but xé à la modélisation. Cei se fait par optimisation d'un
ritère que nous dénissons omme une fontion salaire des paramètres. Ainsi la valeur
optimale des paramètres (qui sera nommée estimée des paramètres) dépendra bien sûr du
ritère hoisi. Les ritères quadratiques sont de loin les plus utilisés [70℄. Ils onsistent en la
minimisation par rapport aux paramètres de l'erreur quadratique de prédition du signal,
elle-i est parfois pondérée. La meilleure estimée des paramètres au sens d'un ritère
quadratique s'obtient de façon analytique pour des modèles linéaires en les paramètres.
Il existe aussi d'autres ritères tels que les ritères en valeur absolue, le maximum de
vraisemblane [70℄.
3. Le hoix d'un algorithme d'optimisation
Il s'agit de l'algorithme utilisé pour estimer les paramètres qui optimisent le ritère déni
préédemment. Les algorithmes d'optimisation peuvent être de type "on-line" ou "o-line".
Dans le as des algorithmes "o-line", le traitement du signal est réalisé en temps diéré
pour traiter l'ensemble des données observées en blo. Ces méthodes ne prennent pas en
onsidération l'évolution au ours du temps des aratéristiques du signal, elles ne sont
don pas appropriées au traitement de signaux non stationnaires. Dans un traitement "on-
line", les éhantillons du signal sont traités au fur et à mesure dans le temps. Ainsi, les
paramètres du modèle sont mis à jour de façon adaptative dans le temps à haque éhan-
tillon traité en ne tenant ompte que des éhantillons passés. Dans un ontexte temps réel,
le temps néessaire au traitement de haque éhantillon devrait être inférieur à la période
d'éhantillonnage. Ainsi l'algorithme d'optimisation est hoisi en fontion des ontraintes
de l'appliation et des signaux traités.
4. Le hoix de ritère d'évaluation des performanes
Une fois l'estimation paramétrique eetuée, il s'agit d'évaluer l'inertitude sur les pa-
ramètres. Cei implique l'utilisation de méthodes de Monte-Carlo ou d'estimations statis-
tiques an d'évaluer typiquement la moyenne et la variane de l'estimation des paramètres.
Dans le as du traitement de signaux à éhantillons manquants, l'évaluation des perfor-
manes de l'algorithme peut porter aussi sur l'erreur quadratique de reonstrution du
signal.
Dans le paragraphe suivant, la modélisation de signaux par un proessus AR est introduite
ainsi que les méthodes lassiques d'identiation de modèles AR.
1.2 Modélisation par un proessus AR du signal
Une grande part de la littérature du traitement numérique du signal est fondée sur une modé-
lisation autorégressive (AR) du signal. Cei s'explique par le fait que 'est le modèle le plus simple
permettant un traitement paramétrique du signal. De plus, la lasse des signaux autorégressifs
permet de bien modéliser une gamme très large de signaux renontrés en pratique (signaux de
parole, de vibrations, radar, de texture dans une image, ...). Même s'ils ne peuvent que mal
représenter des signaux dont le spetre possède des minimums d'énergie très marqués, il sut en
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théorie d'augmenter l'ordre L du modèle pour obtenir un résultat onluant. En outre, d'un point
de vue pratique, l'estimation des paramètres AR onduit à la résolution de systèmes linéaires,
pour lesquels existent de très nombreuses méthodes de résolution, adaptées aux partiularités des
systèmes renontrés. Enn, le modèle AR peut se justier par une onsidération théorique qui
onsiste à faire appel au prinipe du Maximum d'Entropie. En eet, 'est le modèle, à minimum
d'information, qui respete la onnaissane des (L) premiers oeients d'autoorrélation d'un
signal [19℄.
1.2.1 Dénitions
Un proessus xn est dit autorégressif (AR) d'ordre L, si un éhantillon à l'instant n dépend





aixn−i + εn (1.1)
où les oeients (ai)1≤i≤L sont les paramètres du modèle AR et εn est un bruit blan entré
de variane σ2ε . Ce dernier est généralement représenté par un bruit blan u de variane unité
multiplié par l'éart type σε.




xn−1 + εn ave
{
xn−1 = [xn−1 . . . xn−L]
⊤
a = [a1 . . . aL]
⊤ (1.2)
Le veteur xn−1 ainsi déni s'appelle veteur de régression.
Un tel proessus résulte du ltrage d'un bruit blan par le ltre de fontion de transfert
H(z) = σε/A(z) où A(z) = 1− a1z
−1 − . . .− aLz
−L









Fig. 1.1  Modélisation soure-ltre d'un signal AR - ltre tout-ple, RII.
Un tel proessus est stationnaire puisqu'il est déni omme un ltré linéaire d'un bruit blan
gaussien, lui-même stationnaire. Il est de moyenne nulle, le bruit générateur l'étant également.
Le bruit d'entrée étant déorrélé, la variane du proessus AR est donnée par :






où rx(i) = E{xnxn−i} est le oeient d'auto-orrélation d'ordre i du proessus {xk}.
La densité spetrale de puissane Sx(f) du proessus AR {xn} déoule diretement de sa
représentation source− filtre. Elle est donnée par :













Ainsi l'identiation des paramètres du modèle AR qui aratérise un signal permet, outre
la prédition du signal, une analyse spetrale du signal.
Le modèle ainsi déni permet de aratériser des signaux stationnaires. Dans le as de pro-
essus non stationnaires, les paramètres du modèle AR évoluent dans le temps. Grenier [30℄
montre qu'il est possible d'obtenir une représentation autorégressive d'ordre ni du proessus




ai,n−ixn−i + εn (1.5)
où ai,n est la valeur du paramètre ai à l'instant n.
Dans e qui suit, nous introduisons le problème d'identiation de modèles AR en s'intéressant
partiulièrement au problème d'identiation de signaux non stationnaires.
1.2.2 Identiation du modèle
Pour un modèle AR d'ordre L, le préditeur optimal au sens des moindres arrés d'un éhan-







L'erreur de prédition à l'instant n s'exprime don par :




An d'identier les paramètres du modèle AR, le ritère usuel à minimiser est l'erreur qua-
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Cette approhe est équivalente au maximum de vraisemblane ompte tenu de la modélisation
du bruit [14℄.
Comme il a été évoqué i-dessus, l'estimation des paramètres du modèle peut se faire de deux
façons diérentes, soit de façon diérée, soit de façon réursive sur le temps.
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Méthodes d'identiation "o-line"
Les tehniques d'identiation "o-line" permettent l'estimation des paramètres AR en temps
diéré à partir d'un blo de données. Dans e as, l'ensemble des paramètres optimaux qui
minimisent l'erreur quadratique moyenne de prédition sont solutions des équations de Yule-
Walker, dites équations normales :
Rxa = rx (1.9)
où la matrie Rx et le veteur rx sont dénis dans l'équation (1.8).
En pratique, les espéranes mathématiques sont remplaées par des moyennes temporelles.
Le ritère réellement minimisé est alors la somme des erreurs quadratiques de prédition. Sa
minimisation onduit à résoudre les équations normales où les oeients d'autoorrélation sont







Cette méthode s'appelle la méthode d'autoorrélation. L'algorithme de Durbin-Levinson [23, 40℄
permet de résoudre les équations normales de façon réursive sur l'ordre. Cet algorithme utilise la
struture Toeplitz symétrique de la matrie d'autoorrélation Rx, il néessite O(N
2
) opérations
où N est la longueur du signal à identier.
Dans ertains as les signaux non stationnaires ont un omportement quasi-stationnaire, ils
peuvent être onsidérés omme loalement stationnaires. Dans le as de la parole par exemple, les
plages de stationnarité sont de l'ordre de 25 ms [59℄. Dans e as, les tehniques d'identiation
"o-line" de proessus AR s'appliquent sur les tranhes stationnaires du signal. Cette approhe,
dite LPC, est utilisée par exemple dans les tehniques d'analyse et de synthèse de la parole. Cette
longueur de tranhe de stationnarité permet de modéliser orretement la plupart des phonèmes
exepté les phonèmes à variations brusques tels que les plosives [21, 32℄. La rédution de la
largeur de la zone de stationnarité ause une mauvaise estimation spetrale et la mise à jour plus
fréquente du modèle ause une augmentation du nombre de valeurs qui aratérisent le signal.
Pour ela, d'autres approhes utilisent une déomposition linéaire des paramètres dépendant du
temps sur une base de fontions temporelles déterministes [21, 31, 32℄. Ainsi, les paramètres AR





où aij sont des oeients onstants, f0,n, . . . , fm,n forment une base de fontions temporelles
déterministes. Cet ensemble de fontions est souvent hoisi omme une base des polynmes de
Legendre. Les simulations montrent que 5 fontions orthogonales sont susantes pour représenter
les variations temporelles des paramètres AR qui modélisent un signal de parole [21℄. L'identi-
ation du modèle onsiste alors à estimer les oeients onstants aij. Cei se fait par appliation
de l'algorithme de Durbin-Levinson sur le veteur résultant de la projetion du proessus salaire
non stationnaire sur la base de fontions temporelles. Ainsi une tranhe du signal est aratérisée
par un modèle AR variable dans le temps aratérisé par les oeients aij onstants sur ette
tranhe. Cette tehnique est avantageuse en odage et synthèse de la parole utilisant une ap-
prohe de segmentation du signal. Ainsi, les oeients aij permettent de aratériser tout une
syllabe d'une durée de 200 ms. Par onséquent, 250 valeurs sont néessaires pour oder une se-
onde d'un signal de parole au lieu de 400 valeurs dans l'approhe LPC lassique (10 paramètres
mis à jour tous les 25 ms) [31, 32℄.
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Méthodes d'identiation "on-line"
On s'intéresse dans le adre de travail au traitement en ligne des signaux non stationnaires.
Ainsi l'estimation des paramètres est adaptative, haque éhantillon étant traité dès qu'il est dis-
ponible. Cei permet de suivre l'évolution des paramètres du modèle au ours du temps. L'estima-
tion du veteur des paramètres autoregressifs à un instant n sera notée par aˆn = [aˆ1,n . . . aˆL,n]
⊤
.












Fig. 1.2  Prinipe de l'identiation - Filtrage adaptatif.
La fontion de oût est optimisée à l'aide d'algorithmes implémentant des méthodes telles
que elles fondées sur le gradient ou elle des moindres arrés réursifs [9, 44℄.
1. La méthode du gradient Elle onsiste à minimiser réursivement un ritère en se diri-
geant dans la diretion opposée au gradient de elui-i, et e ave un fateur homothétique
µ xé au préalable. Les paramètres sont alors mis à jour à l'instant n+1 par une expression
de la forme suivante :






Cei néessite don le alul analytique du gradient de la fontion de oût. En partiulier,
dans le as de l'identiation d'un modèle AR en minimisant le ritère donné par (1.8), le
gradient du ritère s'érit :
∂J
∂a
= −2rx + 2Rxa (1.13)
L'annulation de e gradient nous ramène à la résolution des équations de Yule Walker
(1.9). Ii, la minimisation du ritère par la méthode du gradient s'exprime par l'itération
suivante :
aˆn+1 = aˆn + 2µ (rx −Rxaˆn) (1.14)
Cei néessite don la onnaissane des fontions d'autoorrélation qui ne sont en pra-
tique pas onnues. L'algorithme du gradient stohastique est une solution à e problème
[45℄. Le ritère minimisé par et algorithme est l'erreur quadratique de prédition instan-
tanée orrespondant à la réalisation aléatoire ourante (d'où son nom de stohastique).
Cet algorithme est très répandu ar le plus simple à mettre en ÷uvre [45℄. Il existe plu-
sieurs variantes à et algorithme, elles se distinguent par l'approximation du ritère. Ainsi,
la moyenne quadratique de l'erreur de prédition peut être estimée à haque instant en
onsidérant toutes les erreurs préédentes (fenêtre roissante). Dans le as de signaux non
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stationnaires, la moyenne de l'erreur quadratique de prédition est estimée sur un horizon
ni (fenêtre glissante) d'une durée fontion du degré de non stationnarité du signal. L'al-
gorithme du gradient stohastique orrespond à une fenêtre glissante de longueur 1. La
méthode du gradient présente une faiblesse en termes de vitesse de onvergene. En eet,
le temps de onvergene est fontion du pas µ ainsi que de l'ordre du modèle et des valeurs
propres de la matrie d'autoorrélation Rx (et don des paramètres du modèle à identier)
[45℄. Ainsi, soit, a˜k = aˆk − a, le veteur de déviation des paramètres estimés par rapport
à l'optimalité à l'instant k. Si le temps de onvergene de l'algorithme est déni omme
étant le nombre d'itérations néessaires pour que ‖E {a˜k} ‖ ≤ δ, le temps de onvergene











où λi sont les valeurs propres de la matrie de ovariane du signal et δ est l'amplitude
tolérée du veteur de déviation moyen.
2. L'algorithme des moindres arrés réursifs (MCR) Il permet de résoudre de façon
adaptative un problème de moindres arrés. Ainsi, à l'instant n, le ritère minimisé est
l'erreur quadratique de prédition aumulée depuis l'indie de départ (fenêtre roissante).
Une pondération des erreurs de préditions est introduite dans le ritère à minimiser pour
donner à l'algorithme une apaité d'oubli don de poursuite dans un ontexte non sta-











où 0 ≤ λ ≤ 1 est un fateur d'oubli. Lorsque λ = 1 on retrouve le ritère minimisé par les
moindres arrés lassiques. Le prinipe est de aluler à haque instant n les paramètres
optimaux aˆn réursivement par mise à jour de aˆn−1 tout en alulant de manière réursive






k−1xk−1. Cei se fait
en exploitant l'aspet réursif sur le temps de la matrie Rˆx,n et en utilisant le lemme
d'inversion matriielle. L'algorithme MCR se résume à un instant n + 1 aux équations
réursives suivantes [9, 44, 70℄ :
















où Id est la matrie identité et le veteur γn+1 est le gain d'adaptation de l'algorithme
MCR à l'instant n.
Bien que simple, et algorithme est plus omplexe que l'algorithme du gradient stohas-
tique. Par ontre, et algorithme ore une onvergene rapide et une adaptation rapide aux
variations de paramètres dans le as non stationnaire. Le temps de onvergene de l'algo-
rithme dépend bien sûr du hoix du fateur d'oubli λ. Ainsi la vitesse de onvergene roît
12 1. Etat de l'art
lorsque λ déroît, ei se fait au détriment d'une plus forte variane des paramètres estimés.
Le hoix de λ est don un bon ompromis entre la vitesse de onvergene et la variane
des paramètres estimés. De plus, ontrairement à l'algorithme du gradient stohastique, les
valeurs propres de la matrie d'autoorrélation Rx n'interviennent pas dans la onstante
de temps de l'algorithme MCR, τ
MCR







D'où l'importane de et algorithme pour l'identiation de signaux non stationnaires.
Les approhes présentées jusque là onernent le problème d'identiation de proessus AR
éhantillonnés périodiquement sans éhantillons manquants. Elles ne sont pas appropriées
au traitement de signaux à éhantillons manquants. Ainsi, par exemple, le préditeur li-
néaire optimal (1.6) n'est pas approprié au as de signaux à éhantillons manquants étant
donné que ertains éhantillons du veteur régresseur xn−1 peuvent être manquants. Plu-
sieurs méthodes ont déjà été développées pour le traitement de signaux à éhantillons
manquants [37, 53, 63, 69℄. Toutefois, e problème reste enore imparfaitement résolu. On
présente dans e qui suit un résumé des prinipales méthodes de traitement paramétrique
des signaux à éhantillons manquants.
1.3 Traitement paramétrique de signaux à éhantillons manquants
Plusieurs méthodes ont déjà été développées pour le traitement numérique des signaux à
éhantillons manquants. On propose de les lasser suivant le type de traitement : "on-line" ou
"o-line". Dans haune de es deux lasses, les diérentes méthodes sont réparties suivant les
approhes qu'elles utilisent et les buts pour lesquels elles ont été développées. Bien que l'on se
soit intéressé, dans le adre de ette thèse, au traitement "on-line" des signaux non stationnaires,
on ommene par présenter dans e qui suit un résumé des prinipales méthodes "o-line" de
traitement de signaux à éhantillons manquants. En eet, ertaines de es méthodes, ainsi que des
résultats obtenus pour leur développement, peuvent servir au développement de méthodes "on-
line" en les rendant réursives sur le temps. De plus, les performanes des méthodes développées
dans e mémoire seront omparées à elles de ertaines méthodes "o-line". Le résumé des
méthodes "o-line" est suivi par un résumé des méthodes existantes "on-line".
1.3.1 Méthodes de traitement o-line
Les méthodes de traitement o-line sont onçues dans le but de l'identiation ou de la
reonstrution des signaux à éhantillons manquants à partir d'un ensemble d'éhantillons dis-
ponibles. Se situant dans un ontexte de traitement paramétrique des signaux, les méthodes de
reonstrution des signaux impliquent une estimation des paramètres du modèle qui aratérisent
le signal.
Méthode du maximum de vraisemblane
La méthode du maximum de vraisemblane repose sur un modèle probabiliste du signal.
Cette approhe permet d'estimer les paramètres en tenant ompte des informations disponibles
sur la nature du bruit d'observation ou de l'erreur de prédition (dans le as des proessus AR
ou ARMA). Dans le as de proessus ARMA (et don en partiulier de proessus AR), l'erreur
de modélisation qui est l'innovation du proessus est un bruit blan gaussien. Ainsi haque
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éhantillon xn de la série temporelle est supposé distribué suivant une loi N (xˆn, σ
2
i ). On en















En pratique, le logarithme de la fontion de vraisemblane est maximisé. Dans le as d'un pro-
essus gaussien, ette approhe est équivalente à l'estimation par les moindres arrés.
La fontion de vraisemblane d'un proessus ARMA peut être alulée exatement et de
façon réursive en se basant sur une représentation d'état markovienne et en utilisant un ltre de
Kalman. Cette approhe implique la manipulation de matries de dimension l'ordre du modèle. Il
est à noter que pour un alul exat de la fontion de vraisemblane, une initialisation onvenable
de la matrie de ovariane de l'erreur d'estimation est néessaire. Le alul de l'état initial
de ette matrie est présenté dans [37℄. Des algorithmes d'optimisation non linéaire sont par
la suite utilisés pour l'estimation des paramètres au sens du maximum de vraisemblane. Un
rappel de ette méthode est présenté dans [37℄. Dans et artile, Jones propose une extension de
et algorithme au problème d'identiation de modèles ARMA à partir de séries temporelles à
éhantillons manquants. Il propose de ne pas ltrer l'estimation de l'état par le ltre de Kalman
lorsqu'un éhantillon est manquant et par suite la matrie de ovariane est onservée. Cet
algorithme permet une identiation non biaisée de modèles ARMA, par ontre la maximisation
de la fontion de vraisemblane néessite des algorithmes numériques d'optimisation non linéaire
qui sont dans e as très oûteux en alul.
Dans [33℄, Isaksson propose une alternative à l'algorithme préédent permettant la maximi-
sation de la fontion de vraisemblane dans le as de signaux à éhantillons manquants. Cette
méthode est basée sur le prinipe de l'algorithme EM (proposé par Dempster et al. [22℄). Il permet
l'estimation au sens du maximum de vraisemblane des paramètres d'un modèle probabiliste dé-
pendant de variables sous jaentes non observables. Il onsiste en deux étapes prinipales : l'étape
E (Expetation) suivie d'une étape M (Maximization). Ces deux étapes sont alternées jusqu'à
la onvergene. Durant l'étape E, l'espérane par rapport aux données sous jaentes de la fon-
tion de vraisemblane est alulée en tenant ompte de l'estimation ourante des paramètres.
L'espérane est onditionnée aux données observées. L'étape M permet d'obtenir une nouvelle
estimée des paramètres en maximisant la vraisemblane trouvée à l'étape E. On utilise ensuite
les paramètres trouvés en M omme point de départ d'une nouvelle phase d'évaluation de l'espé-
rane. L'artile [56℄ est une synthèse de l'algorithme EM appliqué aux problèmes d'estimation en
traitement du signal. Isaksson [33℄ propose don d'appliquer et algorithme au problème d'iden-
tiation de modèles ARX à partir de signaux à éhantillons manquants. Une itération n de
l'algorithme dans le as d'identiation d'un modèle AR se résume aux deux étapes suivantes :



















désigne l'estimée des paramètres obtenue à l'itération n et xd est le veteur onstitué
des éhantillons observés du proessus {xk}.
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Pour le alul des espéranes mathématiques onditionnelles gurant dans les équations préé-
dentes, Isaksson propose d'utiliser un ltre de Kalman [33℄. Cet algorithme fournit une estimation
au sens du maximum de vraisemblane des paramètres du modèle et ore des performanes simi-
laires à elles obtenues grâe à l'algorithme proposé par Jones [37℄. En revanhe, et algorithme
est plus rapide.
Identiation basée sur l'estimation des fontions de ovariane
La méthode proposée par Jones [37℄ utilise diretement les données disponibles pour l'iden-
tiation du modèle ARMA. Au ontraire, Porat et al. [58℄ proposent d'utiliser les éhantillons
disponibles pour estimer les fontions d'autoorrélation qui seront utilisées pour estimer les pa-
ramètres du modèle ARMA. Ainsi la omplexité de alul est onsidérablement réduite [58℄.
Pour l'estimation des fontions d'autoorrélation, ils se basent sur une dénition introduite
par Parzen [57℄. En eet, Parzen s'intéresse à l'estimation des fontions d'autoorrélation de
signaux ayant subi une modulation d'amplitude. Il introduit une fontion de modulation d'am-







cncn−l, l ≥ 0 (1.22)
Soit {yn} le proessus résultant de la modulation en amplitude de {xn} par la fontion cn, il est
déni par :
yn = cnxn, pour tout instant n (1.23)








est une estimée onsistante de la fontion d'autoorrélation d'ordre l de {xn}, à ondition que
rc(l) 6= 0.
En partiulier, lorsque cn est binaire, dénie omme suit :
cn =
{
1 si l'éhantillon xn est disponible
0 si l'éhantillon xn est manquant,
(1.25)
le proessus yn peut être onsidéré omme l'observation du proessus xn à éhantillons man-
quants. Dans e as, lorsque l'on onnaît a posteriori les instants d'éhantillons manquants,
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Si pour un retard l donné, le dénominateur est nul, rˆx(l) est onsidérée nulle. Cei revient tout
simplement à utiliser pour l'estimation de rˆx(l) les ouples (xn, xn−l) disponibles.






On sait de plus que pour un proessus AR, elle-i s'exprime par l'équation (1.4). Cei permet
d'obtenir une relation entre les fontions d'autoorrélation du signal et les paramètres du modèle





−1 + . . . + dLz
−L










où le polynme D(z) vérie D(z)A(z−1) +D(z−1)A(z) = σ2ǫ .
Porat et al. [58℄ reherhent des polynmes A(z) et D(z) de telle façon que les fontions
d'autoorrélation obtenues grâe à la relation (1.28) se rapprohent au mieux de leurs estimées
obtenues par (1.26) et ei selon le ritère suivant :









où Nl désigne le nombre de pairs d'éhantillons disponibles séparés d'un retard l, i.e. Nl =∑N
n=l+1 cncn−l. Nr est le nombre de fontions d'autoorrélation néessaire à l'obtention d'une
bonne estimation des paramètres sans avoir à aluler toutes les fontions d'autoorrélation.
La minimisation de la fontion de oût salaire (1.29) néessite le alul de ses dérivées
partielles par rapport aux paramètres ainsi que elles des fontions d'autoorrélation. Le prinipe
de l'optimisation de (1.29) ainsi que les détails du alul des diérentes dérivées partielles sont
expliitées dans [58℄.
Dans le même but d'identiation d'un modèle ARMA grâe à l'estimation des fontions
d'autoorrélation, Rosen et al. [60℄ proposent de minimiser la fontion de oût suivante :
V (aˆ, rˆx) = [rx(aˆ)− rˆx]
⊤W (aˆ) [rx(aˆ)− rˆx] . (1.30)
où rx(aˆ) est le veteur onstitué des Nr premières fontions d'autoorrélation alulées à partir
de l'estimée du veteur des paramètres aˆ. rˆx est le veteur onstitué des Nr premières fontions
d'autoorrélation estimées grâe à l'équation (1.26). An de minimiser asymptotiquement la
variane des paramètres estimés, la matrie de pondération W (aˆ) est hoisie omme suit [60℄ :
W (aˆ) = U−1(aˆ) où U(aˆ) = lim
T→∞
Tov{rˆx} (1.31)
où ov{rˆx} est la fontion de ovariane de rˆx. L'algorithme ainsi obtenu est asymptotiquement
optimal au sens de la variane minimale de l'erreur d'estimation des paramètres.
Les méthodes présentées dans ette partie permettent une identiation non biaisée d'un pro-
essus stationnaire. Elles n'impliquent pas de prédition des éhantillons manquants, seules les
données disponibles sont utilisées. Dans e qui suit, des méthodes d'identiation et de reons-
trution de signaux à éhantillons manquants par la méthode des moindres arrés sont présentées.
La fontion de oût à minimiser par rapport aux paramètres du modèle est fontion de l'erreur
quadratique de prédition du signal.
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Reonstrution et Identiation par la méthode des moindres arrés
Comme il l'a été évoqué préédemment, les paramètres optimaux au sens des moindres arrés
d'un proessus AR(L) vérient les équations normales (1.9). En pratique, pour des signaux de











où xn−1 est le veteur régresseur à l'instant n.
Lorsque des éhantillons sont manquants, la solution la plus simple est de ne onsidérer dans
la somme que les instants k pour lesquels xk−1 et xk sont disponibles. Par ontre, pour ertains
shémas de perte ou lorsque le nombre d'éhantillons manquants est élevé, il devient rare d'avoir
xk−1 et xk disponibles à la fois. Cei onduit à une mauvaise estimation des paramètres.
Une autre alternative serait d'estimer les L premières fontions d'autoorrélation du signal
à éhantillons manquants grâe à l'équation (1.26), et d'utiliser es estimées pour résoudre les
équations de Yule-Walker (1.9). Cette méthode dépend fortement du shéma de perte. Ainsi, er-
taines fontions d'autoorrélation peuvent être estimées à partir d'un faible nombre de données.
Cei onduit à une grande variane des paramètres estimés.
Janssen et al. [36℄ proposent un algorithme itératif pour la reonstrution de séries hro-
nologiques à éhantillons manquants pouvant être modélisés par des proessus AR d'ordre L.
Ils supposent que la perte des éhantillons est aléatoire. Elle se produit à des instants onnus
n1, . . . , nM , tels que 1 < L+1 ≤ n1 < . . . < nM ≤ N−L−1 oùM est le nombre des éhantillons
manquants et N la taille du signal à analyser. Il s'agit don de prédire s = [xn1 , . . . , xnM ]
⊤
le ve-
teur des éhantillons manquants ainsi que d'estimer a, le veteur des paramètres AR. Pour ela,
ils proposent de minimiser par rapport aux paramètres et aux données manquantes la somme














La minimisation de ette fontion par rapport aux paramètres et aux données manquantes
simultanément n'est pas évidente du fait de la présene de termes d'ordre 4 tel que a21x
2
nM .
Pour ela ils proposent d'utiliser une approhe itérative alternant des étapes de minimisation
de Q(a, sˆ) par rapport aux paramètres sahant la dernière estimée des données manquantes,
ensuite de Q(aˆ, s) par rapport aux données manquantes sahant les paramètres déjà estimés. Une
initialisation des données manquantes est don néessaire. Ils proposent d'initialiser le veteur s




xn si l'éhantillon est disponible i.e. cn = 1
xˆn sinon, i.e. cn = 0
(1.34)
À haque étape une fontion de oût quadratique est minimisée. Ainsi, pour l'estimation des
paramètres, on exprime la fontion de oût sous la forme suivante dans laquelle les éhantillons
manquants sont remplaés par leurs estimées :
Q(a, sˆ) = a⊤Rˆza + 2a
⊤
rˆz + rˆz(0) (1.35)
où Rˆz est la matrie de Toeplitz onstituée des estimées des L premières fontions d'autoorré-
lation de {zk}. L'estimation des fontions d'autoorrélation se fait grâe à l'équation (1.10) dans
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laquelle xk est remplaée par zk. Le veteur rˆz est onstitué des estimées des L premières fon-
tions d'autoorrélation de {zk}. Ainsi, l'estimée du veteur des paramètres qui minimise Q(a, sˆ)
est la solution du système matriiel suivant :
Rˆzaˆ = −rˆz (1.36)
L'estimation des paramètres par ette méthode revient don à résoudre le système d'équations
(1.32) dans lequel les éhantillons manquants sont remplaés par leurs préditions.
D'autre part, pour estimer les éhantillons manquants, la fontion de oût est exprimée sous
la forme suivante dans laquelle les paramètres sont remplaés par leurs estimées :
Q(aˆ, s) = s⊤B(aˆ)s + 2s⊤p(aˆ) + q(aˆ) (1.37)
où B(aˆ) = (bni−bnj )i,j=1,...,M ave bl =
∑L
k=0 akak+l et p(aˆ) est le veteur onstitué des éléments
pi(a) =
∑L
k=−L bkxni−k et q(aˆ) est une fontion des paramètres. L'estimation des éhantillons
manquants minimisant Q(aˆ, s) est la solution du système suivant :
B(aˆ)sˆ = −p(aˆ) (1.38)
Janssen et al. proposent d'appliquer et algorithme à la reonstrution de signaux audio qui
seront déoupés en tranhes stationnaires. Chaque tranhe est alors modélisée par un proessus
AR. Ils onsidèrent le as où les éhantillons manquants sont entourés par un grand nombre
d'éhantillons disponibles.
Dans le but d'identier un modèle ARX à partir de données à éhantillons manquants, Wallin
et al. [69℄ proposent une méthode itérative similaire à elle proposée par Janssen et al. [36℄.
Ainsi, ils alternent jusqu'à la onvergene des étapes d'estimation au sens des moindres arrés des
données manquantes et des paramètres. Ils onluent que ette méthode onduit à une estimation
biaisée des paramètres. Ils proposent don d'ajouter une étape qui permet de aluler le biais et
de l'annuler. Pour ela, ils proposent d'érire le modèle mathématique de deux façons diérentes.
On s'intéressera ii au as d'un modèle AR d'ordre L, les équations seront don déduites de elles
proposées dans [69℄ par simple annulation de la partie exogène.
Premièrement, les équations dérivant le modèle sont linéaires par rapport aux paramètres,
elles s'érivent sous la forme matriielle suivante :
x
− = Xa + ε (1.39)
où x
− = [xN , xN−1, . . . , xL+1]
⊤
est le veteur onstitué de tous les éhantillons du signal à
l'exeption des L premiers éhantillons. X est la matrie de régression de dimensions (N −
L)xL dont les lignes sont onstituées des veteurs de régression suivants : x⊤N−1, . . . ,x
⊤
L . ε =
[εN , . . . , εL]
⊤
est le veteur onstitué des valeurs du bruit blan à l'exeption des L premières
valeurs. Cette façon d'érire les équations du modèle est utilisée lorsqu'il s'agit d'estimer les
paramètres.
D'autre part, les équations sont aussi linéaires par rapport aux données, elles s'érivent don
sous la forme suivante :
Ωx+ ε = 0 (1.40)
où x = [xN , . . . , x1] est un veteur ontenant tous les éhantillons du signal. Ω est une ma-
trie de dimensions (N − L)xN . La première ligne de ette matrie est onstituée du veteur
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[−1 a1 . . . aL 0 . . . 0]. Chaune des lignes de la matrie est le résultat d'un déalage irulaire
de la ligne préédente d'une olonne à droite. Ainsi, la matrie Ω s'érit sous la forme :
Ω =

−1 a1 . . . aL 0 . . . . . . 0



















0 . . . 0 −1 a1 . . . aL 0
0 . . . . . . 0 −1 a1 . . . aL
 (1.41)
On note par Qm et Qd les matries qui séletionnent, respetivement, les éhantillons man-
quants et les éhantillons disponibles du veteur x. Ainsi, si M est le nombre d'éhantillons
manquants, la matrie Qm est de dimensions MxN alors que la matrie Qd est de dimensions
(N −M)xN . Chaque ligne i de la matrie Qm (respetivement Qd) ontient un 1 à la position ni
orrespondant à l'instant du ieme éhantillon manquant (respetivement disponible) et des zéros









d x + ε = 0 (1.42)
On note par s = Q⊤mx le veteur onstitué des données manquantes et x
d = Q⊤d x elui des
données disponibles. L'estimation au sens des moindres arrés des éhantillons manquants sahant

















Soit z = [zN , . . . , zn, . . . , z1]
⊤
le veteur onstitué des éhantillons du signal reonstruit
{zn} déni pour tout n par (1.34). Il s'exprime en fontion du veteur x ontenant tous les
éhantillons du signal par :








L'erreur de reonstrution d'une donnée disponible est nulle. En multipliant s˜ par Qm, on
retrouve un veteur de la taille du signal ontenant les erreurs de prédition des éhantillons
manquants haune à sa propre position et des zéros ailleurs. Ce veteur ontient don les erreurs
de reonstrution du signal, il s'exprime par :
z˜ = Qms˜ = Qm(ΩQm)
†
ε (1.46)
En supposant que les données prédites sont orretes, les paramètres AR sont estimés en
appliquant le prinipe des moindres arrés sur le veteur des données xˆ
− = z−. Ainsi, l'estimée
du veteur des paramètres est donnée par :
aˆ = (Xˆ⊤Xˆ)−1Xˆ⊤xˆ− (1.47)
où Xˆ est la matrie de régression dans laquelle les éhantillons manquants sont remplaés par
leurs préditions.
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Les paramètres ainsi estimés sont biaisés. Wallin et al. alulent une expression de e biais
et en tirent une ondition pour une estimation non biaisée. Ainsi, en utilisant les égalités x˜
− =
xˆ
− − x− et X˜ = Xˆ −X, l'équation (1.39) s'érit sous la forme suivante :
xˆ
− = z− = Xˆa + (x˜− − X˜a + ε) = Xˆa+ V (1.48)
Après une estimation au sens des moindres arrés des paramètres supposant que les éhan-
tillons prédits sont orrets, on déduit qu'ils s'érivent sous la forme suivante :
a = (Xˆ⊤Xˆ)−1Xˆ⊤xˆ− − (Xˆ⊤Xˆ)−1Xˆ⊤V
= aˆ− a˜
(1.49)
Ainsi une estimation au sens des moindres arrés des paramètres est non biaisée pour toute







Xˆ⊤(x˜− − X˜a + ε)
}
= 0 (1.50)
Après développement de l'égalité préédente, Wallin et al. onluent que pour la prédition des















Cei néessite don une estimation des N−L premières fontions d'autoorrélation du signal
et par la suite de la variane du bruit. Le biais d'identiation ainsi alulé dépend fortement
des paramètres. Ils proposent d'inlure dans l'algorithme itératif une étape de ompensation du
biais. Ainsi le biais alulé par (1.51) est retranhé de l'estimation des paramètres donnée par
(1.47).
1.3.2 Méthodes de traitement on-line
Nous résumons, dans ette partie, les prinipales méthodes de traitement paramétrique adap-
tatif de signaux à éhantillons manquants. Les prinipales approhes de prédition de proessus
à éhantillons manquants sont tout d'abord présentées, suivies d'un résumé des méthodes d'iden-
tiation en ligne de signaux à éhantillons manquants.
Prédition des signaux à éhantillons manquants
Soit {xk} une série hronologique stationnaire qui admet une représentation autorégressive
donnée par l'équation (1.1). Lorsqu'un nombre ni d'éhantillons est manquant, le préditeur
optimal donné par l'équation (1.6) ne peut pas être utilisé. Plusieurs méthodes ont déjà été pro-
posées dans la littérature pour la prédition d'une série hronologique à éhantillons manquants.
Nous présentons dans e qui suit les prinipales méthodes.
1. Prédition par régression linéaire modiée.
Nous avons noté, au paragraphe 1.2, la mise en ÷uvre aisée du préditeur linéaire d'un
modèle AR donné par l'équation (1.6). Pour ela, elui-i a été modié pour l'adapter à
la prédition de proessus à éhantillons manquants. Il s'agit de remplaer dans le veteur
régresseur un éhantillon manquant par sa prédition pour la prédition des éhantillons
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futurs. Nous parlerons alors de prédition par régression linéaire modiée. Ainsi, à un





où {zn} est le signal reonstruit donné pour tout n par (1.34), il prend la valeur du signal
lorsque l'éhantillon est disponible et sa prédition dans le as ontraire.




ai [(1− cn−i) xˆn−i + cn−ixn−i] . (1.53)
où cn est la fontion binaire de modulation d'amplitude dénie par l'équation (1.25).
Le préditeur déni par l'équation (1.53) utilise les préditions des éhantillons manquants
préédents qui dépendent des paramètres. Il n'est don pas linéaire par rapport aux para-
mètres.
L'estimation des sorties non mesurées de systèmes modélisés par des proessus linéaires
stohastiques ARX en utilisant ette approhe de prédition est adressée par Albertos
et al. [2℄. Dans et artile, une analyse de la stabilité de e préditeur est menée dans
le as de systèmes à sous éhantillonnage, lorsque la sortie est mesurée régulièrement à
une période multiple de elle d'éhantillonnage de l'entrée. La régression linéaire modiée
a été utilisée par Adams et al. [1℄ pour l'identiation de proessus ARX à éhantillons
manquants par le prinipe des moindres arrés. Cette approhe de préditon est également
utilisée par Mirsaidi et al. [51, 53℄ dans un algorithme de gradient pour l'identiation et
la reonstrution adaptatives de proessus AR à éhantillons manquants.
2. Préditeur à passé inni inomplet.
Soit à prédire xn en fontion de son passé inni inomplet, en supposant que les données
manquantes, xn−n1 , . . . , xn−nM pour 0 < n1 <. . .< nm <. . .< nM , sont d'un nombre
ni M . P. Bondon [13℄ montre (théorème 3.1) que x̂n, la projetion orthogonale de xn sur
l'espae engendré par les observations préédentes disponibles, vérie l'équation suivante :







où les oeients (ψs) vérient l'équation matriielle suivante :
U [ψ0, ψ1, . . . , ψM ]
⊤ = [1, 0, . . . , 0]⊤ (1.55)





anv−janw−j v,w = 0, . . . ,M, (1.56)
où nv ∧ nw est la valeur minimale entre nv et nw.
x̂n ainsi déni est le préditeur optimal au sens des moindres arrés de xn sahant son
passé inomplet. L'erreur quadratique moyenne de prédition est donnée par :







P. Bondon [13℄ (théorème 3.2) démontre aussi que si le proessus xn admet une représen-
tation autorégressive, x̂n admet aussi une représentation AR en fontion des éhantillons





où M = {n1, . . . , nM} et







δi,0 étant le symbole de Kroneker.
Ce théorème est une généralisation du orollaire 1 [11℄.
Dans le as d'un proessus AR d'ordre ni L, x̂n admet la représentation AR donnée par
l'équation (1.58) ave gi = 0 pour i > nM + L (Bondon [13℄, Exemple 4.2). Ainsi, dans e





où cn est la fontion binaire qui vérie l'équation (1.25), elle permet de n'utiliser dans la
représentation autorégressive que les éhantillons préédents disponibles.
Les équations dérites ii fournissent don des expressions analytiques du préditeur opti-
mal au sens des moindres arrés d'une série hronologique à éhantillons manquants. Ces
expressions permettent une prédition adaptative du signal, néanmoins le alul n'est pas
réursif. Ainsi la prédition à l'instant n + 1 ne peut pas être déduite de la prédition à
l'instant n.
On s'intéressera à e préditeur dans le hapitre 2, partiulièrement à sa représentation
autorégressive pour la prédition de proessus AR d'ordre ni L.
Filtrage de Kalman
D'autres approhes de prédition se basent sur une représentation d'état du proessus lorsque
le modèle le permet. L'intérêt d'une telle représentation est qu'une estimation optimale en
moyenne quadratique de l'état peut être obtenue grâe à un ltre de Kalman.
Dans ette optique, plusieurs ltres de Kalman ont été dérits dans la littérature [3, 27, 33, 34℄.
Dans le but d'implémenter un algorithme EM pour identier des modèles ARX à éhantillons
manquants, Isaksson [33, 34℄ utilise, pour la prédition des éhantillons, une représentation d'état
ontenant un bruit d'observation qui est le même que elui d'état. D'autre part, pour estimer
les sorties non mesurées de systèmes modélisés par des proessus linéaires stohastiques ARX,
Albertos et al.[3℄ proposent d'utiliser un ltre de Kalman omme alternative à l'approhe de
prédition dérite par l'équation (1.53). Ils onsidèrent un bruit stohastique sur l'observation
qui est de variane innie lorsqu'un éhantillon est manquant. Le gain de Kalman est alors alulé
dans le as d'un sous éhantillonnage régulier pour un système linéaire stationnaire observable.
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Dans [27℄, Flether et al. posent le problème de l'estimation d'un proessus à partir de mesures
obtenues grâe à un apteur à perte d'éhantillons. Ils le onsidèrent omme un as partiulier du
problème général de l'estimation de l'état dans les systèmes linéaires à sauts markoviens. Ainsi, le
signal mesuré par le apteur est supposé être la sortie d'un système linéaire stohastique. Celui-i
est représenté par les équations d'état suivantes :
xn+1 = Axn +Bw
s
n




où xn est l'entrée du système linéaire dérit par les matries (A,B,C,D), et x
s
n la sortie du
système linéaire, 'est le proessus mesuré par le apteur.




















où wcn est un bruit blan de variane unité, Cc est le gain du apteur et Dc est un fateur d'éhelle
pour le bruit dépendant du apteur.
Finalement, la perte d'éhantillons est modélisée par une mise à zero des éhantillons man-





ycn si l'éhantillon est disponible,
0 sinon
(1.63)
Ils proposent d'utiliser un ltre de Kalman pour une estimation optimale en moyenne qua-
dratique de l'état. Celui-i permet une estimation réursive du veteur d'état xn et de la sortie
du ltre linéaire xsn à partir de l'observation yn. Les valeurs estimées minimisent l'erreur qua-
dratique moyenne d'estimation. Le ltre de Kalman a été dérit dans de nombreux textes dont
[14, 70℄. Soit xˆn+1|n et xˆn+1|n+1 les estimées a priori et ltrée de xn+1, respetivement, Pn+1|n et
Pn+1|n+1, les matries de ovariane des erreurs d'estimation orrespondantes. Pour le système





Lorsqu'un éhantillon est disponible, l'estimée a priori de l'état ainsi que de la matrie de
ovariane de l'erreur d'estimation sont ltrées selon les équations suivantes :
xˆn+1|n+1 = xˆn+1|n +Kn+1(yn+1 − C2xˆn+1|n),
Pn+1|n+1 = (Id −Kn+1C2)Pn+1|n,
(1.65)
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Par ontre, si l'éhantillon est manquant, les valeurs a priori alulées par les équations (1.64)
ne sont pas ltrées. On aura alors : xˆn+1|n+1 = xˆn+1|n et Pn+1|n+1 = Pn+1|n.
Dans les deux as, l'estimée de la sortie du ltre est donnée par xˆsn+1|n = Cxˆn+1|n.
Le ltre de Kalman ainsi dérit permet une prédition réursive optimale au sens des moindres
arrés de la sortie d'un système linéaire stationnaire ayant subi une perte d'éhantillons onnais-
sant les paramètres du modèle. Le problème de prédition d'un proessus AR d'ordre ni L à
perte d'éhantillons peut être onsidéré omme un as partiulier du problème dérit ii. On
s'intéressera à ette partiularisation au hapitre 3.
Dans e qui suit, un état de l'art des méthodes adaptatives d'identiation de signaux à
éhantillons manquants est présenté.
Identiation adaptative par la méthode du maximum de vraisemblane
 L'algorithme EM réursif
Dans le but d'identier un modèle ARX à partir de données manquantes, Isaksson [34℄ pro-
pose une version adaptative de l'algorithme EM o-line proposé par le même auteur [33℄.
Il propose don une expression réursive sur le temps pour la mise à jour des paramètres
estimés par l'algorithme EM. Pour ela, il proède de façon analogue à elle utilisée pour la
dérivation de l'algorithme MCR. Ainsi, l'estimation des paramètres grâe à l'algorithme EM











peuvent être alulées à haque instant de manière réursive sur le temps à partir de leurs








est alulée à par-
tir de matries qui peuvent être de rang plein. Pour ela le lemme d'inversion matriielle









La mise à jour des paramètres est alors rendue réursive sur le temps, par ontre l'inver-
sion d'une matrie est néessaire à haque instant. Ce qui augmente onsidérablement la
omplexité de alul de et algorithme en omparaison à l'algorithme MCR.
Identiation adaptative par l'approhe des moindres arrés
Les méthodes adaptative d'identiation par l'approhe des moindres arrés, en partiulier
les méthodes du gradient et l'algorithme MCR, étant simples et eaes, des extensions de es
méthodes au as de signaux à éhantillons manquants ont été proposées. Il est à noter que la mise
à jour des paramètres en utilisant es méthodes est proportionnelle à l'erreur de prédition qui
ne peut pas être alulée lorsqu'un éhantillon est manquant, les paramètres sont alors onservés
à et instant là. Un résumé de es méthodes est présenté dans e qui suit :
1. Algorithmes de type gradient
Les algorithmes de gradient étant simples, Misaidi et al. [51, 53℄ s'intéressent à leur exten-
sion pour l'identiation de proessus AR à éhantillons manquants. Ils proposent alors un
ensemble d'algorithmes de gradient qui dièrent par l'approximation du ritère à minimiser
que e soit l'erreur quadratique de prédition instantanée [51℄, umulée sur un horizon ni
[51℄ (fenêtre glissante) ou umulée sur tous les instants préédents (fenêtre roissante) [53℄.
Dans tous les as, ils utilisent la prédition par régression linéaire modiée dérite i-dessus
au paragraphe 1.3.2. Ce préditeur étant non linéaire par rapport aux paramètres, il s'en
suit de même pour le ritère quadratique à minimiser. Ainsi, dans le as de signaux à
éhantillons manquants, malgré son apparene quadratique, le ritère à minimiser est un
polynme en a dont le degré dépend de l'ordre du modèle AR hoisi et du shéma de perte.
Or, la mise à jour des paramètres par la méthode de gradient néessite le alul du gradient
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du ritère qui n'est don pas simple dans e as. Pour ela, Mirsaidi et al. proposent une
méthode réursive selon laquelle le gradient du ritère est alulé à un instant donné à
partir des gradients aux L instants préédents.
Ces algorithmes sont simples à mettre en ÷uvre. Par ontre, ils onvergent typiquement
vers une estimation biaisée des paramètres. Ce biais d'identiation est prévu, il est dû
à l'approhe de prédition utilisée qui n'est pas optimale au sens des moindres arrés. Ce
résultat est déduit de l'expression du biais d'identiation par le prinipe des moindres
arrés alulée par Wallin et al. [68℄.
Les diérents algorithmes proposés par Mirsaidi et al. seront dérits et analysés notamment
en terme de biais dans le hapitre 2. Dans e hapitre, des alternatives sont également
proposées an de résoudre le problème du biais d'identiation. Les alternatives sont basées
sur d'autres préditions que elle par régression linéaire modiée.
Cet algorithme a été adapté par Asswad et al. [6℄ à l'identiation et à la reonstrution de
signaux bidimensionnels AR(2D) à éhantillons manquants. L'algorithme a été appliqué à
la reonstrution d'images et a montré de bonnes performanes.
2. Algorithmes de type MCR
L'algorithme MCR est simple et ore une onvergene rapide ainsi qu'une adaptation
rapide aux variations des paramètres. Il est donné à l'instant n+1 par les équations (1.17).
Dans le as de signaux à éhantillons manquants, le veteur régresseur (1.17a) ne peut
pas être onstruit uniquement par des éhantillons disponibles. Plusieurs approhes ont
été proposées pour son extension à l'identiation de signaux à éhantillons manquants. A
l'instar des méthodes oine, l'approhe la plus simple est la suivante : si à un instant n+1,
l'éhantillon xn+1 ainsi que tous les éhantillons onstituants le veteur régresseur xn sont
disponibles, les paramètres sont mis à jour grâe à l'équation (1.17d). Par ontre, si l'un
de es éhantillons est manquant, les paramètres sont onservés, aˆn+1 = aˆn. Néanmoins,
lorsque la probabilité de perte d'éhantillons est élevée ou l'ordre du modèle à identier est
élevé, il devient rare d'avoir à la fois l'éhantillon et le veteur régresseur orrespondant.
Dans e as, la onvergene de l'algorithme est très lente ainsi que le suivi de la variation
des paramètres.
Adams et al. [1℄ proposent de remplaer dans le veteur de régression les éhantillons
manquants par leurs préditions. Celui-i est alors noté à l'instant n par Ψˆn = zn−1 =
[zn−1, . . . , zn−L]
⊤
où zn prend la valeur de l'éhantillon lorsque elui-i est disponible et
sa prédition dans le as ontraire. La prédition utilisée est elle par "régression linéaire
modiée". Le veteur régresseur ainsi obtenu dépend des paramètres. L'algorithme MCR
pseudo-linéaire est alors obtenu en négligeant la dépendane du veteur régresseur des para-
mètres [1℄. Le prinipe de l'algorithme se résume par : lorsqu'un éhantillon est manquant,
il est prédit par régression linéaire modiée en utilisant l'estimée atuelle des paramètres,
es derniers restant inhangés (ne sont pas mis à jour). Par ontre, lorsqu'un éhantillon
est disponible les équations de l'algorithme MCR sont exéutées après avoir remplaé dans
le veteur régresseur les éhantillons manquants par leurs préditions.
Cet algorithme est simple et ore une onvergene rapide. Par ontre, il onverge typique-
ment vers une estimation biaisée des paramètres. Ce biais d'identiation était prévisible
pour les mêmes raisons que les algorithmes du gradients étendus au as de signaux à éhan-
tillons manquants.
L'algorithme MCR pseudo-linéaire est généralisé par Sanhis et al. [62, 63℄. Ils proposent
de ne pas limiter la prédition à elle par régression linéaire modiée. Dans [63℄, une
analyse de la onvergene de et algorithme est présentée. Ils s'intéressent au as du sous
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éhantillonnage, et montrent que dans e as l'algorithme peut onverger vers des minimums
loaux non globaux. Cet algorithme sera présenté et analysé dans le hapitre 3. Dans e
hapitre, pour résoudre son problème de biais d'identiation, nous utilisons, onjointement
ave l'algorithme MCR pseudo-linéaire, un ltre de Kalman pour une prédition optimale
en moyenne quadratique de proessus AR(L) à éhantillons manquants.




2.1 Extension des algorithmes de gradient au as d'éhantillons
manquants
Les algorithmes de gradient sont simples et permettent l'identiation en temps réel d'un
modèle paramétrique [44℄. Ils ont été introduits de façon brève au ours du hapitre préédent.
Pour plus de détails sur es algorithmes se référer à [45℄. Il s'agit d'estimer réursivement les
paramètres optimaux d'un modèle au sens d'un ritère d'erreur quadratique. Le prinipe est de
mettre à jour, à haque itération, les paramètres en se dirigeant dans la diretion opposée au
gradient du ritère ave un fateur homothétique µ selon l'équation (1.12).
Dans le but d'identier et de reonstruire en ligne un proessus AR à éhantillons manquants,
Mirsaidi et al. [51, 52, 53℄ proposent des extensions de es algorithmes à l'identiation de
proessus AR à éhantillons manquants. Il est évident, dans e as, que la mise à jour des
paramètres n'a lieu que lorsqu'un éhantillon est disponible. Cei néessite le alul du gradient
du ritère à minimiser. Tout omme dans le as sans éhantillons manquants, le ritère optimisé
est l'erreur quadratique moyenne de prédition. Par ontre, dans e as, le préditeur optimal
donné par (1.6) ne peut pas être utilisé. Pour ela, Mirsaidi et al. proposent d'utiliser le préditeur
par régression linéaire modiée expliité dans le paragraphe 1.3.2 du hapitre 1. Ainsi, ayant une






où {zn} est le signal résultant de la reonstrution de {xn}, il est donné pour tout n par (1.34). Il
prend la valeur du signal lorsque l'éhantillon est disponible et sa prédition dans le as ontraire.
Dans e qui suit, nous analysons tout d'abord le ritère quadratique minimisé dans le as
de signaux à éhantillons manquants. Par suite, nous présentons les diérents algorithmes de
gradient résultants des diérentes approximations du ritère.
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2.1.1 Analyse du ritère minimisé
Comme il a été évoqué dans le paragraphe 1.3.2 du hapitre 1, le préditeur donné par l'équa-
tion (2.1) n'est pas linéaire par rapport aux paramètres. En eet, pour prédire un éhantillon,
les préditions des éhantillons manquants préédents, dépendants des paramètres, sont utilisées.
On en déduit que l'erreur quadratique moyenne de prédition, bien que d'apparene quadratique,
est un polynme en a dont le degré dépend de l'ordre du modèle AR hoisi ainsi que du shéma
d'observation des éhantillons. Cei peut entraîner l'existene de plusieurs optimums globaux
potentiels de la fontion de oût. Dans e qui suit, nous utilisons un résultat obtenu par Wallin
et al. pour déduire que le ritère minimisé admet un minimum global unique dans le as d'une
perte d'éhantillons aléatoire.
Le problème de minimums globaux multiples dans l'identiation de modèles ARX à éhan-
tillons manquants est étudié dans [69℄. Ils onsidèrent l'identiation d'un système par le prinipe
du maximum de vraisemblane. Ils utilisent un ltre de Kalman pour la prédition des éhan-
tillons. Pour des proessus gaussiens, les erreurs de préditions obtenues en utilisant un ltre de
Kalman sont indépendantes et gaussiennes. La fontion de vraisemblane est don le produit de













où O est l'ensemble des instants où les éhantillons sont observés, et si est la ovariane de
l'erreur de prédition.
Wallin et al. [69℄ érivent la fontion de vraisemblane préédente sous la forme d'une distri-
bution exponentielle. De plus, ils utilisent pour la prédition d'un éhantillon une représentation
linéaire en fontion des éhantillons préédents. Ils en déduisent qu'une statistique susante pour
l'estimation des paramètres dans le as d'une perte d'éhantillons périodique, est l'estimation de
toutes les fontions d'autoorrélation du signal [69℄. Or, pour la famille des distributions expo-
nentielles, une statistique susante est à la fois minimale et omplète [64℄. Dans le as où la perte
des éhantillons est aléatoire, asymtotiquement toutes les fontions d'autoorrélations peuvent
être estimés de manière onsistante. Ils onluent don qu'une perte d'éhantillons aléatoire ne
ause pas asymptotiquement un problème d'optimums globaux multiples.
Dans le as de proessus gaussiens, tel qu'un proessus AR, la maximisation de la vraisem-
blane des observations est équivalente asymptotiquement à la minimisation de l'erreur quadra-
tique moyenne de prédition [14℄. De plus, tout omme la prédition utilisant le ltre de Kalman,
la prédition par régression linéaire modiée admet une représentation linéaire en fontion des
données préédentes. On en déduit que, lorsque la perte des éhantillons est aléatoire, l'erreur
quadratique moyenne de prédition par régression linéaire modiée admet un seul minimum
global.
En pratique, omme dans le as sans perte d'éhantillons, plusieurs approximations de l'erreur
quadratique moyenne de prédition sont onsidérées donnant lieu ainsi à plusieurs algorithmes.
Or, la mise à jour des paramètres par les algorithmes de gradient néessite le alul du gradient
du ritère minimisé, ei n'est pas évident dans le as de signaux à éhantillons manquants.
Ainsi, dans e qui suit, pour haun de es algorithmes, l'approximation du ritère, le alul de
son gradient ainsi que les aratéristiques de l'algorithme sont présentées. Asswad et al. [6, 7, 8℄,
en adaptant es algorithmes à l'identiation de signaux 2D, proposent d'autres expressions
réursives pour le alul du ritère et de son gradient que elles utilisées par Mirsaidi et al.
[51, 52, 53℄. On propose d'utiliser dans le as 1D les expressions réursives utilisées par Asswad
et al. pour leur simpliité.
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2.1.2 Erreur quadratique instantanée
Dans e as, la fontion de oût minimisée est l'erreur quadratique instantanée, dénie uni-
quement aux instants de disponibilité des éhantillons. Lorsqu'un éhantillon est disponible à
l'instant n+ 1, l'erreur quadratique est donnée par :
Jn+1 = (xn+1 − xˆn+1)
2. (2.3)
Cet algorithme est don une extension de l'algorithme du gradient stohastique au problème
d'identiation de signaux à éhantillons manquants. Or la prédition utilisée est non linéaire









Le terme ∂xˆn+1/∂a représente la dérivée partielle de la prédition de l'éhantillon xn+1 par
rapport au veteur des paramètres. C'est un veteur de dimensions L dont l'élément d'ordre j

























Ainsi, en érivant les L relations sous une forme vetorielle, le terme ∂xˆn/∂a se alule
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où zn = [zn . . . zn−L+1]
⊤
est le veteur de régression du signal reonstruit à l'instant n+ 1.
Cet algorithme est simple à mettre en ÷uvre en pratique, sa omplexité est de l'ordre de
O(L2) à haque itération. Il permet de plus le suivi en temps réel des paramètres d'un signal non
stationnaire ayant subi une perte d'éhantillons. Cet algorithme a évidemment les inonvénients
de l'algorithme du gradient stohastique son homologue dans le as sans perte d'éhantillons,
à savoir la faible vitesse de onvergene ainsi que la variane élevée des paramètres estimés.
Le hoix de la valeur du pas d'adaptation µ est en eet un bon ompromis entre la vitesse de
onvergene et la variane des paramètres [44, 52℄.
2.1.3 Erreur quadratique moyenne (fenêtre roissante)
Dans e as, à haque instant, la moyenne statistique de toutes les erreurs quadratiques de
prédition préédentes est minimisée. C'est don une extension de l'algorithme SGA ('Satistial
Gradient Averaging' ) au problème d'identiation de signaux à éhantillons manquants. Il est
lair que seules les erreurs de prédition orrespondants à des éhantillons disponibles doivent
30 2. Algorithmes de gradient
être onsidérées dans le alul de la fontion de oût. Cette dernière n'est pas dénie aux instants






















où {ch} est la variable binaire dénie par l'équation (1.25). Elle est utilisée pour ne tenir ompte
en alulant la fontion de oût que des erreurs de prédition orrespondant à des éhantillons
disponibles. Ndn =
∑n
h=L+1 ch est le nombre d'éhantillons disponibles jusqu'à l'instant n.












où le terme ∂xˆh/∂a est alulé grâe à l'équation (2.7).
Le gradient donné par (2.9) peut se aluler réursivement. Ainsi si un éhantillon est dispo-












ave Gn+1 = −2(xn+1 − xˆn+1)
∂xˆn+1
∂a . Par ontre, si à l'instant n+1, l'éhantillon est manquant,





Ii, ontrairement au gradient stohastique, toutes les erreurs quadratiques de préditions
préédentes sont prises en ompte également pour le alul du gradient. Pour ela, la variane
sur l'estimation des paramètres est plus faible que elle obtenue grâe à l'algorithme préédent.
Par ontre, ei implique une faible apaité de poursuite des variations des paramètres dans
un environnement non stationnaire. Pour avoir un ompromis entre une faible variane sur l'es-
timation des paramètres et une bonne apaité de poursuite des paramètres dans un ontexte
non stationnaire, la fontion de oût est dénie sur un horizon limité des erreurs de préditions
[44, 52℄. Cet algorithme est présenté dans e qui suit.
2.1.4 Erreur quadratique sur une fenêtre glissante
Ii, le ritère à minimiser est la moyenne des erreurs quadratiques de prédition sur un
horizon ni de durée H. Le ritère est don alulé sur une fenêtre glissante dont la durée
dépend évidemment du degré de non stationnarité du signal. Les paramètres d'un proessus non
stationnaire varient en fontion du temps et non en fontion du nombre d'éhantillons disponibles.
Pour ela, la taille de la fenêtre n'est pas un nombre préis d'éhantillons disponibles mais par






ch (xh − xˆh)
2 . (2.11)
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où NdH,n =
∑n+1
h=n−H+1 ch est le nombre d'éhantillons disponibles existants dans la fenêtre de
largeur H. La modulation d'amplitude binaire ch est utilisée pour les mêmes raisons que préé-
demment.









où Gn+1 est dénie par (2.4). Cei néessite don à haque instant la onnaissane des H derniers
gradients alulés. Cet algorithme permet d'obtenir un ompromis entre les deux algorithmes
préédents en termes de variane sur l'estimation des paramètres et de la apaité de poursuite
de la variation des paramètres. Par ontre il est de omplexité alulatoire légèrement plus grande.
2.1.5 Résumé global des algorithmes
Les algorithmes présentés dans la setion préédente ne se distinguent que par le ritère
optimisé et par onséquent son gradient. Ils se résument don à l'instant n + 1 aux étapes
suivantes :
Si l'éhantillon est manquant
 prédire l'éhantillon xˆn+1 grâe à l'équation (2.1)
 les paramètres ne sont pas mis à jour : aˆn+1 = aˆn
 aluler ∂xˆn+1/∂a grâe à (2.7) pour a = aˆn








∣∣∣∣ . . . ∣∣∣∣∂zn−L+2∂a
]⊤
. (2.13)
Si l'éhantillon est disponible
 prédire l'éhantillon xˆn+1 grâe à l'équation (2.1)
 aluler ∂xˆn+1/∂a grâe à (2.7) pour a = aˆn
 aluler Gn+1 = −2(xn+1 − xˆn+1)
∂xˆn+1
∂a et en déduire le gradient du ritère en fontion de
l'algorithme hoisi :

























 mettre à jour les paramètres grâe à l'équation (1.12).
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]⊤
. (2.17)
En se référant aux équations (2.10) et (2.12) on onstate que le gradient dans le as de
fenêtres roissantes ou fenêtres glissantes est alulé réursivement en utilisant à haque instant
le gradient stohastique.
2.1.6 Observations et analyse des performanes des algorithmes
L'intérêt prinipal des algorithmes présentés i-dessus est la simpliité de l'implémentation
ainsi que la faible omplexité de alul permettant ainsi d'envisager des appliations en temps
réel. Par ontre, les simulations montrent que es algorithmes onvergent vers une estimation
biaisée des paramètres. Le biais semble être indépendant de l'initialisation des paramètres pour
une perte aléatoire des éhantillons. Il n'est don pas dû à une onvergene vers un minimum loal
de la fontion de oût. Cei est onrmé par l'analyse faite au paragraphe (2.1.1) où l'on onlut
que lorsque la perte des éhantillons est aléatoire, l'erreur quadratique moyenne de prédition
par régression linéaire modiée admet un seul minimum global.
De plus, e biais roît ave la probabilité q de perte des éhantillons et dépend des paramètres
à identier. Cette observation est onrmée par Wallin et al. [68℄. Ainsi, ils montrent que l'appli-
ation du prinipe des moindres arrés sur le signal reonstruit (où les éhantillons manquants
sont remplaés par leur prédition supposée orrete) onduit à une estimation biaisée des para-
mètres. Ils alulent l'expression de e biais et en déduisent une ondition pour une estimation
non biaisée. Cei est fait l'objet du paragraphe 1.3.1 du hapitre 1. Or, les paramètres estimés par
les algorithmes présentés i-dessus sont égaux asymptotiquement et en moyenne à la solution au
sens des moindres arrés des paramètres qui aratérisent le signal reonstruit (où les éhantillons
manquants sont remplaés par leur prédition par régression linéaire modiée). Ils onvergent
don vers une estimation biaisée des paramètres [68℄. D'autre part, on déduit de l'équation (1.50)
que lorsque l'approhe de prédition utilisée minimise l'erreur quadratique moyenne de prédi-
tion, l'estimation des paramètres par le prinipe des moindres arrés est non biaisée. Pour ela,
nous proposons dans e qui suit des alternatives aux algorithmes présentés i-dessus utilisant
d'autres approhes de prédition an de résoudre leur problème de biais d'identiation.
2.2 Alternatives proposées
An de résoudre le problème de biais des algorithmes préédents, on propose ii de nouvelles
alternatives basées sur d'autres approhes de prédition. Les approhes de prédition sont tout
d'abord présentées et illustrées à l'aide d'un exemple. Ensuite, les algorithmes de type gradient
basés sur es approhes de préditions sont dérits.
2.2.1 Approhes de prédition utilisées
Les diérentes approhes de prédition qu'on propose d'utiliser dans des algorithmes de gra-
dient sont le préditeur à k-pas et le préditeur à passé inni inomplet proposé par Bondon
[13℄.
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Préditeur à k-pas
Soit Pn la projetion orthogonale d'un éhantillon sur le sous espae vetoriel S engendré
par 1, x1, . . . , xn. Le préditeur à k-pas onsiste à prédire un éhantillon à l'instant n + k en
fontion de son passé jusqu'à l'instant n. Pnxn+k est le préditeur à k-pas optimal de xn+k [14℄.
C'est la ombinaison linéaire optimale de 1, x1, . . . , xn permettant la prédition de xn+k. Selon
le théorème de la projetion ([14℄ Théorème 2.3.1), le préditeur à k-pas ainsi déni est l'élément
unique de S qui vérie :
‖xn+k − x̂n+k‖ = inf
y∈S
‖xn+k − y‖. (2.18)
C'est le meilleur préditeur au sens des moindres arrés de xn+k appartenant au sous espae
vetoriel S.
Les équations réursives du préditeur à k-pas optimal d'un modèle ARMA sont données dans
[14℄. Par analogie, en appliquant l'opérateur Pn aux deux membres de l'équation (1.1) érite à
l'instant n+ k, on déduit que dans le as d'un modèle AR(L), l'équation du préditeur à k-pas
optimal s'érit à un instant n > L par :




Il est à noter que dans le as où k < L, lorsque n+ k − i ≤ n, Pnxn+k−i = xn+k−i.
De plus, on sait que dans le as d'un proessus AR d'ordre L, Pnxn+1 =
∑L
i=1 aixn+1−i [14℄.
On déduit don de l'équation réursive (2.19) que le préditeur à k-pas optimal est une om-






Dans [12℄, Bondon établit des relations réursives permettant de aluler, à partir des oef-




, ainsi que la variane de
l'erreur de prédition.
On montre aussi que dans le as d'un proessus AR(2), gk1 , g
k
2 et la variane, V ar, de l'erreur




































On propose d'adapter la prédition à k-pas au problème de prédition d'un proessus AR
d'ordre L à éhantillons manquants. Dans le as général où la perte d'éhantillons est aléatoire, on
propose de prédire un éhantillon en fontion des L éhantillons onséutifs disponibles préédents
les plus prohes. Ainsi, on ne tient pas ompte des éhantillons disponibles entre l'éhantillon à
prédire et la suite des L éhantillons onséutifs disponibles. Le prinipe est représenté à la gure
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2.1. Le pas k est don le nombre d'éhantillons séparant l'éhantillon à prédire (à l'instant n+k) et
la séquene de L éhantillons onséutifs disponibles la plus prohe (aux instants n−L+1, . . . , n).
Celui-i dépend don du shéma de perte et peut devenir arbitrairement grand e qui mène à
une large variane de l'erreur de prédition. Ayant déni le pas k et l'instant n, on utilise don
l'équation réursive (2.19) pour la prédition. Il est à noter que dans e as, tout omme dans le
as de l'identiation sans éhantillons manquants, la minimisation par rapport aux paramètres
de l'erreur quadratique de prédition revient à résoudre un système de L équations à L inonnues
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Fig. 2.1  Adaptation du préditeur à k-pas à la prédition de signaux à éhantillons manquants.
Préditeur à passé inni inomplet
Le préditeur à passé inni inomplet est proposé par Bondon [11, 13℄. Cette approhe de
prédition a été dérite dans la setion 2 du premier hapitre. C'est la projetion orthogonale
d'un éhantillon sur son passé inni inomplet pour un nombre ni d'éhantillons manquants.
Il est optimal au sens des moindres arrés et admet une représentation autorégressive unique
en fontion des données préédentes disponibles. Celle-i est donnée par (1.58). On s'intéresse
ii partiulièrement à la prédition d'un proessus AR d'ordre ni L à éhantillons manquants.
Dans e as, on montre que la prédition optimale d'un éhantillon est une ombinaison linéaire
de toutes les observations préédentes jusqu'à e que L éhantillons onséutifs disponibles soient
renontrés. Ainsi, soit xn l'éhantillon à prédire en fontion des éhantillons préédents dispo-
nibles et soit xn−k−L+1, . . . , xn−k la séquene de L éhantillons onséutifs disponibles la plus
prohe de xn. Il s'agit don de montrer que les oeients gi de la représentation autorégressive
de xˆn donnés par (1.59) s'annulent pour i > n − k − L + 1. Cette démonstration est présentée
dans l'Annexe B.
Ainsi, le préditeur d'un proessus AR(L) à passé inni inomplet admet la représentation
autorégressive donnée par l'équation (1.60) dans laquelle M désigne le nombre d'éhantillons
manquants entre l'éhantillon à prédire et la séquene de L éhantillons onséutifs disponibles
la plus prohe. Les éhantillons manquants sont don aux instants n − nM , . . . , n − n1. Les L
éhantillons onséutifs disponibles les plus prohes de l'éhantillon à prédire sont aux instants
n−nM −L, . . . , n−nM − 1. Ainsi les éhantillons ayant servi à la prédition de xn sont tous les
éhantillons disponibles entre les instants n − nM − L et n. Cei justie la multipliation dans
2.2. Alternatives proposées 35
(1.60) par la modulation d'amplitude ci qui permet de séletionner uniquement les éhantillons
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Fig. 2.2  Prédition d'un proessus AR(L) à éhantillons manquants utilisant le préditeur à
passé ni inomplet.
Ainsi, la prédition à k-pas est alors une projetion orthogonale sur un sous espae de elui
sur lequel on projette grâe à e préditeur. L'erreur quadratique moyenne de prédition obtenue
pour e préditeur est alors inférieure à elle obtenue pour le préditeur à k-pas.
La prédition d'un proessus AR(L) utilisant ette approhe de prédition néessite à haque
instant l'inversion de la matrie U . On rappelle que U est la matrie non singulière de dimensions




anv−janw−j v,w = 0, . . . ,M, (2.22)
où nv ∧ nw est la valeur minimale entre nv et nw.
Les dimensions de ette matrie et la valeur de ses éléments dépendent à haque instant du
shéma de perte. Son alul à un instant donné ne peut don pas être déduit réursivement de son
expression à l'instant préédent. Pour des probabilités de pertes élevées ou pour des proessus AR
d'ordre L élevés, il devient rare d'avoir L éhantillons onséutifs disponibles. Par onséquent,
les dimensions (M +1)x(M +1) de la matrie U deviennent souvent élevées e qui rend le alul
de la prédition omplexe.
Exemple de omparaison et onlusions
Les deux préditeurs présentés i-dessus ainsi que le préditeur par régression linéaire modiée
sont illustrés et omparés ii à travers un exemple partiulier. Il s'agit de prédire l'éhantillon x7
d'un proessus AR(2) ayant subi une perte d'éhantillons suivant le shémas de perte partiulier
donné par la gure 2.3.
Nous utilisons pour les trois préditions une représentation autorégressive en fontion des
éhantillons préédents disponibles an de pouvoir les omparer. Les représentations autorégres-
sives des préditions à k-pas et à passé inomplet ont été disutées i-dessus 2.2.1. La prédition
par régression linéaire modiée admet elle aussi une représentation autorégressive. Ainsi, onsi-
dérons son expression donnée par l'équation (2.1) dans laquelle nous remplaçons à haque fois et







Fig. 2.3  Shémas de perte partiulier permettant la omparaison des trois préditeurs utilisés
dans e hapitre.
de façon réursive la prédition d'un éhantillon par son expression donnée par la même équation.
On obtient alors que la prédition par régression linéaire modiée admet, omme le préditeur
à passé inomplet, une représentation autorégressive en fontion des données disponibles préé-
dentes jusqu'à e que L éhantillons onséutifs disponibles soient renontrés. Nous présentons
dans e qui suit la prédition de x7 utilisant les diérentes approhes de prédition.
1. La prédition par régression linéaire modiée :
xˆ7 = a1x6 + a1a2x4 + a
2
2x3. (2.23)
2. Le préditeur à k-pas : ii, x7 est prédit en fontion de x4 et de x3 (L éhantillons onséutifs
disponibles). Les équations (2.21) pour k = 3 donnent :
xˆ7 = (a
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Comme prévu, la prédition par régression linéaire modiée et elle à passé inomplet uti-
lisent plus d'informations pour la prédition de x7 que elle à k-pas. De plus, d'après l'exemple, le
préditeur par régression linéaire modiée a une représentation autorégressive diérente de elui
à passé inomplet. En eet, les oeients autorégressifs gi de e dernier ontiennent des termes
additifs orretifs en omparaison aux oeients autoregressifs obtenus pour la prédition par
régression linéaire modiée. Or, on sait que la projetion orthogonale d'un éhantillon sur son
passé inomplet admet une représentation autorégressive unique dont les oeients sont donnés
par l'équation (1.58) [11, 13℄. On en déduit que la prédition d'un éhantillon par régression li-
néaire modiée n'est pas sa projetion orthogonale sur son passé à éhantillons manquants. Cette
approhe de prédition n'est don pas optimale au sens des moindres arrés. Cette observation est
onrmée dans [34℄. En eet, il est noté dans [34℄ que l'espérane d'un état basée sur les données
observées ne revient pas à remplaer simplement un état inonnu par son estimée mais des termes
orretifs basés sur la matrie de ovariane de l'erreur de prédition doivent être pris en ompte.
Or, les paramètres estimés utilisant l'un des algorithmes proposés par [53℄ sont égaux asympto-
tiquement à la solution au sens des moindres arrés des paramètres qui aratérisent le signal
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reonstruit (où les éhantillons manquants sont remplaés par leur prédition). Ils onvergent
don typiquement vers une estimation biaisée des paramètres si l'approhe de prédition utilisée
n'est pas optimale au sens des moindres arrés [68℄. La prédition par régression linéaire modiée
n'étant pas optimale au sens des moindres arrés, le biais existant sur l'estimation des paramètres
utilisant les algorithmes proposés dans [51, 52, 53℄ est justié.
Il est à noter ii que la prédition à k-pas et elle à passé inni inomplet sont toutes les deux
optimales au sens des moindres arrés. Par ontre, elles eetuent des projetions orthogonales
sur des espaes diérents. Cei nous mène à les utiliser dans e qui suit dans des algorithmes de
gradient an de résoudre le problème de biais d'identiation.
2.2.2 Algorithmes de gradient utilisant le préditeur à k-pas
La prédition à k-pas est équivalente à la prédition par régression linéaire modiée lorsque
tous les éhantillons entre le dernier blo de L éhantillons onséutifs disponibles, xn−L+1, . . . , xn,
et l'éhantillon à l'instant ourant xn+k sont manquants. Utilisant ette propriété du préditeur
à k-pas, les algorithmes de gradient utilisant le préditeur à k-pas peut don être déduit sim-
plement, et de façon réursive, à partir de eux proposés par Mirsaidi et al. [51℄. Ce dernier est
modié en onsidérant un éhantillon disponible omme manquant au ours des instants suivants
jusqu'à e qu'un blo de L éhantillons onséutifs disponibles soit formé. Les préditions futures
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Fig. 2.4  Prinipe de l'algorithme LMS-like basé sur la prédition à k-pas.
Ainsi, si un éhantillon disponible à l'instant n+ k ne forme pas ave les L− 1 éhantillons
préédents un blo de L éhantillons onséutifs disponibles, il est onsidéré omme manquant
au ours des instants suivants. Cei intervient dans la prédition des éhantillons futurs et dans
le alul du gradient à es instants là. Ainsi, la prédition de et éhantillon est utilisée pour les
préditions futures, i.e. zn+k = xˆn+k, de plus, ∂xˆn+k/∂a sera utilisée dans l'équation (2.7) au
lieu de 0 pour la mise à jour du gradient.
Par ontre, si xn+k, . . . , xn+k−L+1 sont disponibles, les éhantillons suivants seront prédits en
fontion de e blo, le veteur de régresseurs est alors zn+k = xn+k. Puisque es éhantillons ne
sont pas onsidérés omme manquants dans la suite, leurs gradients par rapport aux paramètres,
∂zn+h/∂a, . . . , ∂zn+h−p+1/∂a sont don égaux à zéro. Il est à noter que dans e as, se référant
à l'équation (2.1), la prédition à l'instant n + k + 1 est linéaire par rapport aux paramètres.
Ainsi le gradient ∂xˆn+k+1/∂a alulé par l'équation (2.7) est bien égal à xn+k.
38 2. Algorithmes de gradient
L'algorithme se résume don à l'instant n+ k aux étapes suivantes :
Si l'éhantillon est disponible
 prédire l'éhantillon xˆn+k grâe à l'équation (2.1)
 aluler ∂xˆn+k/∂a grâe à (2.7) pour a = aˆn+k−1
 aluler Gn+k = −2(xn+k − xˆn+k)
∂xˆn+k
∂a et en déduire le gradient du ritère en fontion de
l'approximation de la fontion de oût hoisie.
 mettre à jour les paramètres grâe à l'équation (1.12).
 vérier si un nouveau blo de L éhantillons onséutifs disponibles est formé :
1. si xn+k, . . . , xn+k−L+1 sont disponibles, ils serviront à la prédition des éhantillons
futurs :
 tous les éléments du veteur ∂zn+k/∂a sont mis à zéros.
 zn+k = xn+k.
2. dans le as ontraire, l'éhantillon à l'instant ourant est onsidéré manquant pour
les étapes suivantes :








∣∣∣∣ . . . ∣∣∣∣∂zn+k−L+1∂a
]⊤
. (2.26)
 zn+k = xˆn+k.
Si l'éhantillon est manquant
 prédire l'éhantillon xˆn+k grâe à l'équation (2.1)
 les paramètres ne sont pas mis à jour : aˆn+k = aˆn+k−1
 aluler ∂xˆn+k/∂a grâe à l'équation (2.7) pour a = aˆn+k
 atualiser le veteur ∂zn+k/∂a selon l'équation (2.26).
Cet algorithme est simple. De plus, grâe à l'utilisation d'une prédition optimale au sens des
moindres arrés, il onverge vers une estimation non biaisée des paramètres. Par ontre, ette
méthode dépend fortement du shéma d'observation des éhantillons. Ainsi, lorsque la perte des
éhantillons est aléatoire et de probabilité élevée ou lorsque l'ordre du modèle AR est élevé,
les blos de L éhantillons onséutifs disponibles sont rarement formés. Par suite, le pas k de
prédition peut devenir arbitrairement élevé. Cei onduit à une erreur quadratique moyenne
de prédition élevée et par onséquent à une large variane sur l'estimation des paramètres
roissantes ave q, la probabilité de perte des éhantillons. Or, l'erreur de prédition obtenue
en utilisant le préditeur à passé inni inomplet est inférieure à elle obtenue en utilisant la
prédition à k-pas. Pour ela, nous proposons dans e qui suit de l'utiliser dans un algorithme
de type gradient.
2.2.3 Algorithmes de type gradient utilisant le préditeur à passé inomplet
Puisque le préditeur à passé inni inomplet est optimal au sens des moindres arrés, on pro-
pose de l'utiliser dans un algorithme de gradient pour une estimation non biaisée des paramètres
et une reonstrution optimale au sens des moindres arrés. Les algorithmes résultants dièrent
de eux dérits préédemment par l'approhe de prédition utilisée et par onséquent par le al-
ul du gradient du ritère à minimiser. On s'intéresse dans e qui suit au alul du gradient de
l'erreur quadratique de prédition instantanée puisque le gradient des autres approximations du
ritère en déoulent simplement grâe aux équations réursives (2.8) et (2.12).
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On onsidère la représentation autorégressive du préditeur donnée par l'équation (1.60). L'er-




















où le terme ∂gi/∂aj est alulé en diérentiant l'équation (1.59) par rapport au paramètre


























= A(j, i, ns) +A(j, ns, i) (2.30)
ave
A(j, i, l) =
{
ai−l+j si 0 < l − j < l ∧ i
0 sinon
(2.31)
Il est à noter ii que a0 = 1 et que aj = 0 pour j > L ou j < 0.
An de aluler la dérivée partielle de ψs par rapport à un paramètre aj , ∂ψs/∂aj , le système
matriiel (1.55) est diérentié par rapport à aj . Ce qui onduit à :
U






(ψ0, . . . , ψM )
⊤. (2.32)
La matrie ∂U/∂aj est formée par la dérivée partielle de haun des éléments de U par
rapport au paramètre aj . On obtient ainsi L matries orrespondant à la dérivée partielle de
U par rapport à haun des L paramètres du modèle AR. Il reste don à aluler la dérivée de
haun des éléments de la matrie U par rapport ai. Celle-i est donnée de la même façon que
dans (2.30) par :
∂uvw
∂aj
= A(j, nv , nw) +A(j, nw, nv) (2.33)
Ainsi, l'algorithme de gradient utilisant la prédition à passé inni inomplet ne dière des
algorithmes présentés dans la setion 2.1.5 que par la prédition des éhantillons qui est alors
donnée par l'équation (1.58) et le alul du gradient de la fontion de oût donné par (2.28).
Puisque la prédition ne peut pas être alulée réursivement, il s'en suit de même pour le alul
du gradient qui néessite lui aussi l'inversion d'une matrie de la même taille que U .
Cet algorithme permet d'estimer sans biais les paramètres du proessus et ore une reons-
trution optimale au sens des moindres arrés des éhantillons manquants. Pour autant, son oût
alulatoire reste élevé.
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2.3 Simulations et Comparaison des performanes
Dans e qui suit, les algorithmes du gradient en utilisant les diérentes approhes de prédi-
tion disutées i-dessus sont omparés à l'aide des diérentes simulations suivantes. Nous nous
intéressons dans les simulations en partiulier aux algorithmes de gradient stohastique pour leur
simpliité et pour leur apaité de poursuite dans des ontextes non stationnaires.
On s'intéresse dans un premier temps au régime permanent des diérents estimateurs. Pour
ela le signal utilisé dans la première série de simulations est un proessus AR stationnaire. Au
ours de la deuxième simulation, un signal non stationnaire est utilisé pour tester les apaités
de poursuite des diérents algorithmes omparés.
Simulation 1 Le signal test utilisé est un proessus AR d'ordre 2 dont les paramètres sont
[1.5,−0.7] générés sur 105 éhantillons. La perte d'éhantillons est onsidérée aléatoire suivant
une loi de Bernoulli indépendante du signal de probabilité de perte q = 0.3. On onsidère un
pas de onvergene µ = 7.10−5. Cette valeur empirique permet un bon ompromis entre la
variane sur l'estimation des paramètres et la vitesse de onvergene. Dans le as de signaux à
éhantillons manquants e fateur est hoisi plus petit que dans le as sans perte évitant ainsi une
forte variane sur l'estimation des paramètres pouvant onduire à une divergene. Dans e qui
suit l'algorithme de "Mirsaidi", "A" et "B" désignent respetivement l'algorithme du gradient
stohastique utilisant la prédition par régression linéaire modiée proposé par Mirsaidi et al.
[53, 51℄ et ses alternatives utilisant la préditeur à k-pas et le préditeur à passé inni inomplet.
La gure 2.5 montre l'estimation du paramètre a1 utilisant les trois algorithmes omparés.
La gure 2.6 est un zoom sur le omportement des trois algorithmes après la onvergene.






















Fig. 2.5  Comparaison de l'estimation du paramètre a1 en utilisant les trois algorithmes.
Les performanes des 3 algorithmes omparés sont résumés dans le tableau 2.1, où bi désigne
le biais sur l'estimation du paramètre ai et σi l'éart type orrespondant. Ils sont estimés après
la onvergene des algorithmes par les équations suivantes :
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Fig. 2.6  Estimation du paramètre a1 après la onvergene des trois algorithmes.
bi = ai − ai = ai −
1






N − Tc + 1
√√√√ N∑
t=Tc
(aˆi,t − ai)2 (2.35)
où Tc est un instant hoisi après la onvergene de l'algorithme (Cf. le temps de onvergene au
hapitre 1) et ai est la valeur de onvergene en moyenne de l'estimateur du paramètre ai.
L'EQMR désigne l'erreur quadratique moyenne de reonstrution normalisée du signal. La
normalisation est faite par rapport à la puissane du signal. Ainsi pour un signal généré sur N









Le CPU est le temps de alul en seondes néessaire à la simulation de haun des trois
algorithmes pour le signal test dérit i-dessus implémentés sous MATLAB sur un proesseur de
3GHz.
Le tableau 2.1 et les gures 2.5 et 2.6 montrent que l'algorithme Mirsaidi onverge omme
prévu vers une estimation biaisée des paramètres alors que elle-i l'est bien moins (théoriquement
pas) en utilisant les deux autres algorithmes. De plus, le tableau 2.1 montre que l'algorithme B est
oûteux en temps de alul. Les simulations montrent que son CPU roît exponentiellement ave
la probabilité q de perte des éhantillons. Cei est notamment dû à l'augmentation des dimensions
des matries à inverser lorsque la probabilité q augmente. Par ontre, les algorithmes Mirsaidi
et A sont à peu près huit fois plus rapide, et leur CPU n'augmente pas ave q. D'autre part,
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Tab. 2.1  Performanes des 3 algorithmes omparés pour la simulation 1.
Algorithme b1 b2 σ1 σ2
Mirsaidi 0.166 0.137 0.019 0.018
A 0.026 0.014 0.029 0.0298





l'algorithme B ore omme prévu l'erreur de prédition la plus faible par omparaison à elles
obtenues grâe aux autres algorithmes alors que l'algorithme A soure de la plus élevée. Il est à
noter que l'EQMR fourni par l'algorithme Mirsaidi est prohe de elui fourni par l'algorithme B
pour un temps de alul beauoup plus faible.
La gure 2.7 montre pour haun des algorithmes omparés, une densité de probabilité empi-
rique de l'estimation du paramètre a1. Pour ela, le paramètre a1 est estimé en utilisant les trois
algorithmes omparés pour haune des 2000 réalisations du signal et du shéma de perte. Ainsi,
pour haun des algorithmes, une densité de probabilité empirique de l'estimation du paramètre
a1 est déduite à un instant Tc hoisi après la onvergene.




























Fig. 2.7  Densité de probabilité empirique de l'estimation du paramètre a1 utilisant les trois
algorithmes
La gure 2.7 montre que la densité de probabilité de l'estimation du paramètre a1 utilisant
l'algorithme B est bien entrée sur 1.5. Cei onrme que et estimateur n'est pas biaisé. D'autre
part, on remarque que l'estimation du paramètre a1 utilisant l'algorithme A est légèrement
biaisée, la densité de probabilité de et estimateur étant entrée sur 1.49. Or, et estimateur
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est supposé être non biaisé puisque l'approhe de prédition utilisée est optimale au sens des
moindres arrés. Cei peut être dû à la grande variane sur l'estimation des paramètres utilisant
et algorithme et à l'estimation empirique de la densité de probabilité qui est limitée à 2000
réalisations du signal et du shéma de perte. Par ontre, pour l'algorithme Mirsaidi, la densité
de probabilité de l'estimation de a1 est entrée sur 1.34 e qui montre que et estimateur soure
d'un biais.
La gure 2.7 nous donne aussi des indiations sur la variane de l'estimation de haun des
algorithmes. En eet, se référant au tableau 2.1 et aux gures 2.6 et 2.7, pour les algorithmes
de type gradient omparés, la variane sur l'estimation des paramètres est liée, omme prévu, à
l'erreur de prédition du signal. En eet, pour les algorithmes de type gradient omparés, la mise
à jour des paramètres est proportionnelle à l'erreur de prédition telle qu'on le voit à travers les
équations (1.12) et (2.4). Ainsi, la variane sur l'estimation des paramètres utilisant l'algorithme
B est le plus faible alors que elle orrespondant à l'algorithme A est la plus élevée.
Finalement, la gure 2.8 présente l'EQMR obtenu pour la reonstrution du signal test dé-
rit i-dessus utilisant haun des trois algorithmes en fontion de la probabilité de perte des
éhantillons q.


















probabilité de perte q
Fig. 2.8  EQMR des trois algorithmes en fontion de la probabilité de perte q
On onstate grâe à la gure 2.8 que l'erreur de reonstrution obtenue en utilisant l'al-
gorithme de Mirsaidi reste prohe de l'erreur optimale même pour des probabilités de pertes
élevées.
Simulation 2 Le signal test utilisé ii est un proessus AR non stationnaire omposite gé-
néré sur 5.104 éhantillons. Pour les premiers 25.103 éhantillons, la valeur des paramètres est
[1.5;−0.7], alors que pour les éhantillons restants, les paramètres sont [1;−0.5]. La perte d'éhan-
tillons est onsidérée aléatoire suivant une loi de Bernoulli indépendante du signal de probabilité
q = 0.3. Les gures 2.10 et 2.9 montrent l'estimation moyenne du paramètre a1 en utilisant
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les algorithmes A et B pour diérentes valeurs du pas µ. L'estimation instantanée moyenne est
déduite grâe à un Monte Carlo de 1000 réalisations du signal et du shéma de perte. Ainsi pour
haque réalisation, les paramètres sont estimés en utilisant les deux algorithmes pour diérentes
valeurs du pas µ.





















Fig. 2.9  Estimation instantanée moyenne du paramètre a1 pour diérentes valeurs de µ grâe
à l'algorithme de gradient utilisant le préditeur à k-pas.
L'algorithme A est simulé pour les valeurs de µ suivantes : 4.10−5 , 5.10−5 et 6.10−5. Pour des
valeurs supérieures à ette dernière, l'estimation des paramètres utilisant et algorithme diverge
pour ertains shémas de perte. Par ontre, pour l'algorithme B les valeurs de µ sont hoisies plus
élevées sans risquer une divergene de l'estimation des paramètres : 1.10−4 , 2.10−4 et 25.10−5.
Cei s'explique par e qui suit :
En augmentant la valeur de µ, la vitesse de onvergene augmente par ontre ei se fait aux
dépens d'une augmentation de la variane sur l'estimation des paramètres qui peut mener à partir
d'un ertain seuil à la divergene de l'algorithme. Or, l'erreur de prédition du préditeur à k-pas
est plus élevée que elle du préditeur à passé inni inomplet. La variane sur l'estimation des
paramètres en utilisant l'algorithme A est don plus élevée, pour un même µ, que elle obtenue
en utilisant l'algorithme B. Pour ela, il est possible de simuler l'algorithme B ave des valeurs
de µ supérieures à elle tolérée par l'algorithme A avant d'atteindre le seuil de divergene.
Les gures 2.9 et 2.10 montrent l'évolution de la vitesse de onvergene ave le pas µ. On
remarque de plus qu'on peut obtenir en utilisant l'algorithme B de meilleures vitesses de onver-
gene en moyenne que elles permises en utilisant l'algorithme A. Ainsi, l'algorithme B onverge
en moyenne vers la bonne valeur du paramètre à partir de l'instant 8000 et ei pour µ = 25.10−5.
Par ontre, pour l'algorithme A, la onvergene en moyenne la plus rapide est obtenue pour
µ = 6.10−5, pour laquelle la onvergene se fait à partir de l'instant 15000.
Il est à noter ii la faiblesse des algorithmes du gradient en vitesse de onvergene et en vitesse
d'adaptation aux variations de paramètres. Une analyse de la onvergene des algorithmes de
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Fig. 2.10  Estimation instantanée moyenne du paramètre a1 pour diérentes valeurs de µ grâe
à l'algorithme de gradient utilisant le préditeur à passé inni inomplet.
gradient est présentée dans [24, 44, 45℄. On en déduit que la vitesse de onvergene est propor-
tionnelle à µ, par ontre elle-i n'est pas uniforme sur l'espae des paramètres. Ainsi, pour une
diretion donnée orrespondant à l'un des veteurs propres de la matrie de ovariane du signal,
le temps de onvergene dépend de la valeur propre orrespondant à e veteur propre. Celle-i
dépend aussi des paramètres (et don de leur nombre) et de la puissane du bruit d'innovation.
L'expression du temps de onvergene moyen de l'algorithme du gradient stohastique est donnée
au hapitre 1 par l'équation (1.15). Dans le as de signaux à éhantillons manquants, la vitesse
de onvergene en moyenne dépend aussi de la probabilité de perte des éhantillons. Le temps
de onvergene en moyenne augmente ave la probabilité de perte des éhantillons.
2.4 Conlusions
L'extension des algorithmes de gradient à l'identiation adaptive de proessus AR à éhan-
tillons manquants est étudiée dans e hapitre. Mirsaidi et al. [51, 52, 53℄ ont proposé dans ette
optique un ensemble d'algorithmes de gradient utilisant la prédition par régression linéaire mo-
diée. Ces algorithmes sont simples et permettent un traitement temps réel des signaux. Par
ontre, ils onvergent vers une estimation biaisée des paramètres. Une expression du biais d'iden-
tiation par le prinipe des moindres arrés est alulé par Wallin et al. [68℄. Ils trouvent en plus
une ondition pour une identiation non biaisée. On en déduit que l'utilisation d'une prédition
optimale au sens des moindres arrés permet une estimation sans biais des paramètres. Ainsi,
de nouvelles alternatives fondées sur deux autres approhes de prédition sont proposées an de
résoudre le problème du biais d'identiation. Le premier algorithme est basé sur la prédition
à k-pas. Cet algorithme est simple et permet une estimation non biaisée des paramètres. Par
ontre, il présente une erreur quadratique de reonstrution élevée qui mène à une large variane
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sur l'estimation des paramètres. La deuxième alternative est basée sur la prédition à passé in-
ni inomplet. Cet algorithme permet, à la fois, une estimation sans biais des paramètres et une
reonstrution optimale au sens des moindres arrés. On remarque ei en se référant à la gure
2.8 où l'erreur quadratique de reonstrution obtenue grâe à l'algorithme B est eetivement
minimale par rapport aux autres approhes omparées. Par ontre, et algorithme soure d'une
omplexité de alul due à l'inversion de matries à haque pas de temps.
En onlusion, l'analyse des trois algorithmes montre que l'algorithme Mirsaidi, bien qu'il ne
onvienne pas à l'identiation, peut être utile pour une reonstrution en temps réel du signal.
L'algorithme A onvient davantage à une identiation en temps réel. Pour les appliations où
le temps de alul n'est pas une ontrainte, l'algorithme B ore une identiation non biaisée et
une reonstrution optimale au sens des moindres arrés. Puisque les trois algorithmes se basent
sur le prinipe du gradient, ils présentent une faible vitesse de onvergene. Or, l'un des grands
avantages de l'algorithme des moindres arrés réursifs est sa vitesse de onvergene. Il permet
de plus un bon suivi de l'évolution des signaux non stationnaires grâe à l'introdution dans
la fontion de oût d'un fateur d'oubli [43, 44, 45℄. Pour ela, nous étudions dans le hapitre




Algorithme MCR pseudo linéaire
3.1 Extension de l'algorithme MCR au as de signaux à éhan-
tillons manquants
Nous avons mentionné dans le hapitre préédent la faiblesse des algorithmes de gradient en
vitesse de onvergene. Pour ela, on s'intéresse dans e hapitre à l'extension de l'algorithme
des moindres arrés réursifs à l'identiation de signaux à éhantillons manquants.
L'algorithme des moindres arrés réursifs (MCR) permet d'estimer réursivement les pa-
ramètres du modèle AR qui minimisent à haque instant la moyenne statistique de toutes les
erreurs quadratiques de prédition préédentes. Pour donner à l'algorithme la apaité de suivre
l'évolution des paramètres, les erreurs de prédition sont pondérées par un fateur d'oubli ex-
ponentiel. Les équations réursives de l'algorithme MCR sont données à l'instant n + 1 par les
équations (1.17). L'un des avantages de et algorithme est que la onstante de temps ne dépend
que du fateur d'oubli selon l'équation (1.18). Il ore don une bonne vitesse de onvergene et
un bon suivi des variations des paramètres pour les signaux non stationnaires [9, 44℄.
Dans e qui suit, on ommene par présenter l'extension des moindres arrés à l'identiation
de signaux à éhantillons manquants en utilisant une régression pseudo-linéaire. Par la suite,
l'algorithme des moindres arrés réursifs pseudo-linéaires est présenté et analysé.
3.1.1 Régression pseudo-linéaire
















où 0 < λ ≤ 1 est un fateur d'oubli permettant de donner plus d'importane aux valeurs réentes
dans le traitement de signaux non stationnaires, xˆk = a
⊤
xk−1 est la prédition par régression
linéaire de l'éhantillon xk.
Dans le as de signaux à éhantillons manquants, les éhantillons manquants du veteur de
régression xn sont remplaés par leurs préditions. Le veteur de régression ainsi obtenu est
dépendant des paramètres du modèle e qui onduit à une prédition non linéaire par rapport
aux paramètres. Il est alors donné à l'instant n+ 1 par :
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Ψˆn+1 = zn = [zn . . . zn−L+1]
⊤
(3.2)
où {zn} est le signal reonstruit donné pour tout n par (1.34), il prend la valeur du signal lorsque
l'éhantillon est disponible et sa prédition dans le as ontraire.
En outre, l'erreur de prédition n'est pas dénie aux instants où les éhantillons sont man-
quants. Le ritère minimisé est alors la moyenne pondérée des erreurs quadratiques de prédition
aux instants où les éhantillons sont disponibles. La question du hoix de la pondération de es
erreurs se pose. La variation des paramètres d'un signal non stationnaire étant fontion du temps,
on propose de pondérer les erreurs en tenant ompte de leurs éloignements temporels de l'ins-
tant d'estimation des paramètres et non du nombre d'éhantillons disponibles qui les séparent





n+1−k (xk − xˆk)
2
(3.3)
où la pondération par la modulation d'amplitude ck permet de ne onsidérer dans le ritère que
les erreurs de prédition aux instants où les éhantillons sont disponibles.







où le veteur x = [xL+1, . . . , xn+1]
⊤
est onstitué des éhantillons du signal de l'instant L + 1
jusqu'à l'instant n+1. Les matries Cn+1 et Λn+1 sont diagonales onstituées respetivement des
modulations d'amplitudes binaires jusqu'à l'instant n+1 et des pondérations par le fateur d'oubli
à l'instant n + 1. La matrie Zn+1 est dite de régression, ses dimensions sont (n − L + 1)x(L),
elle est onstituée de tous les veteurs de régression du signal reonstruit jusqu'à l'instant n+1.
Ces trois matries sont données à l'instant n+ 1 par :
Cn+1 =
 cL+1 0. .
.
0 cn+1




















Une analyse de l'erreur quadratique moyenne de prédition dans le as de signaux à éhan-
tillons manquants est faite au paragraphe 2.1.1 du hapitre 2. Elle reste valable pour la fontion
de oût donnée par l'équation (3.4). Ainsi le ritère à minimiser admet un seul minimum global
lorsque la perte des éhantillons est aléatoire. En négligeant la dépendane de la matrie Zn+1
par rapport aux paramètres, l'estimée pseudo-linéaire des paramètres qui minimisent le ritère






On note Rˆz,n+1 la matrie de dimensions LxL et rˆxz,n+1 le veteur de longueur L, dénis à






















Or, se référant à l'équation (3.7), les termes λn+1−kxkzk ne sont pris en onsidération dans le
alul de rˆxz,n+1 que lorsque ck = 1 et par la suite lorsque xk = zk. Le veteur rˆxz,n+1 est alors
égal à rˆz,n+1 donné par rˆz,n+1 =
∑n+1
k=L+1 ckλ
n+1−kzkzk. Le veteur des paramètres qui minimise




On montre, au paragraphe 3.3.2 de e hapitre, que lorsque le fateur d'oubli est égal à 1,
les paramètres alulés via l'équation (3.8) sont égaux asymptotiquement à la solution selon
les moindres arrés des paramètres qui aratérisent le signal reonstruit (où les éhantillons
manquants sont remplaés par leur prédition). Par ontre, les paramètres qui minimisent les
moindres arrés pondérés par un fateur d'oubli exponentiel sont diérents en moyenne de eux
qui minimisent les moindres arrés sans pondération. La onvergene en moyenne des paramètres
AR estimés grâe à l'algorithme MCR pseudo-linéaire sera disutée ultérieurement au paragraphe
3.3.2 de e hapitre.
On s'intéresse dans le adre de ette thèse à l'identiation adaptative des signaux à éhan-
tillons manquants. Pour ela on présente dans e qui suit l'algorithme des moindres arrés réur-
sifs pseudo-linéaires qui permet de aluler réursivement les paramètres donnés par l'équation
(3.8).
3.1.2 Algorithme des MCR pseudo-linéaire
L'estimée du veteur des paramètres donnée par l'équation (3.5) peut être rendue réursive en
utilisant la même approhe que elle utilisée pour le développement de l'algorithme des moindres
arrés réursifs. Ainsi, en exploitant la mise à jour réursive de la matrie Rˆz,n+1 et en appli-
quant le lemme d'inversion matriiel [29℄, la matrie inverse de Rˆz,n+1, notée Gn+1, est alulée
réursivement à partir de sa valeur à l'instant préédent. Ainsi, on aboutit à l'algorithme des
moindres arrés réursifs pseudo-linéaires donné par les équations suivantes :


















où Id est la matrie identité et le veteur γn+1 = Gn+1zn est le gain d'adaptation de l'algorithme
MCR à l'instant n+ 1.
L'identiation de proessus ARX à éhantillons manquants par le prinipe des moindres
arrés réursifs pseudo-linéaire est étudiée dans [1, 62, 63℄. L'algorithme de base est généralisé
dans [62, 63℄ par l'introdution de plusieurs préditeurs possibles à la plae de la prédition par
régression linéaire modiée. Ainsi l'équation (3.9b) est remplaée par l'équation suivante :
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xˆn+1 = f(aˆn,zn) (3.10)
où f représente l'approhe de prédition utilisée en fontion de l'estimation atuelle des para-
mètres et des données préédentes disponibles ou prédites.
Pour le fontionnement de et algorithme, nous supposons disposer des L premiers éhan-
tillons. Ainsi, l'algorithme MCR pseudo-linéaire se résume aux étapes suivantes :
Initialisation à l'instant L :
 Le veteur des paramètres est initialisé à zéro : aˆL = [0, . . . , 0] ;
 La matrie GL est une matrie diagonale dont les éléments sont de valeur élevée (an
d'éliminer rapidement l'eet des onditions initiales supposées fausses) : GL = αId où α
est une onstante positive généralement élevée (de l'ordre de 104 par exemple) et Id est la
matrie identité de dimensions LxL.
 On suppose que les L premiers éhantillons sont disponibles, le veteur de régresseurs est
alors initialisé à : ΨˆL+1 = xL = [xL, . . . , x1]
⊤
.
 Le fateur d'oubli λ est généralement hoisi très prohe de 1 (par exemple 0.99).
A l'instant n+ 1 pour L+ 1 ≤ n+ 1 ≤ N , l'algorithme se résume aux étapes suivantes :
 Le veteur de régression est mis à jour en utilisant la donnée préédente ou sa prédition
si elle-i est manquante via l'équation (3.9a).
 L'éhantillon xn+1 est prédit en fontion des données préédentes et l'estimation atuelle
des paramètres.
Si l'éhantillon xn+1 est disponible, i.e. cn+1 = 1,
 Le gain d'adaptation à l'instant n+ 1 est alulé par l'équation (3.9) ;
 Le veteur des paramètres est mis à jour via l'équation (3.9d) ;
 La matrie Gn+1, inverse de Rˆz,n+1, est mise à jour grâe à l'équation (3.9e).
Si l'éhantillon xn+1 est manquant, i.e. cn+1 = 0
 Le gain de orretion est nul : γn+1 = 0 ;
 Les paramètres sont onservés : aˆn+1 = aˆn ;
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3.1.3 Observations et analyse des performanes
L'algorithme des moindres arrés réursifs pseudo-linéaires est simple bien que d'une om-
plexité de alul plus grande que elle des algorithmes du gradient. De plus, il ore un meilleur
temps de onvergene que eux fondés sur le gradient et un bon suivi des paramètres. Le temps
de onvergene en moyenne de l'algorithme MCR pseudo-linéaire dépend du fateur d'oubli et
de la probabilité de perte des éhantillons. Celui-i est roissant ave la probabilité de perte.
L'étude du temps de onvergene en moyenne en fontion du fateur d'oubli et de la probabilité
de perte des éhantillons est réalisée au paragraphe 3.4, onsaré aux simulations.
D'autre part, lorsque les éhantillons manquants sont remplaés par leur prédition par ré-
gression linéaire modiée, l'algorithme onverge typiquement vers une estimation biaisée des
paramètres. Wallin et al. [69℄ alulent une expression du biais d'identiation par appliation
des moindres arrés sur le signal reonstruit (où les éhantillons manquants sont remplaés par
leurs préditions). Ils en déduisent une ondition pour une identiation sans biais donnée par
l'équation (1.50). Selon ette ondition si l'approhe de prédition utilisée minimise l'erreur qua-
dratique moyenne de prédition, l'identiation est non biaisée. Or, les paramètres estimés par
l'algorithme MCR pseudo-linéaire onvergent en moyenne vers eux estimés par l'approhe pro-
posée par Wallin et al. lorsque le fateur d'oubli est égal à 1. Pour ela, on propose dans e
qui suit d'utiliser ave l'algorithme MCR pseudo-linéaire une approhe de prédition optimale
au sens des moindres arrés pour résoudre le problème de biais. L'analyse de onvergene en
moyenne des paramètres estimés grâe à l'algorithme résultant sera réalisée au paragraphe 3.3.2
de e hapitre.
Dans [11, 13℄, Bondon propose une expression analytique de la projetion orthogonale d'un
éhantillon sur son passé inni inomplet ainsi qu'une représentation autorégressive de elui-i
en fontion de toutes les observations préédentes. Cette approhe de prédition a été dérite au
paragraphe 2 du hapitre 1. Au paragraphe 2.2.1 du hapitre 2, on montre que dans le as parti-
ulier des proessus AR d'ordre ni L, la prédition se fait en fontion de toutes les observations
préédentes jusqu'à e que L éhantillons onséutifs disponibles soient renontrés. Par ontre,
ette approhe de prédition n'est pas réursive et néessite à haque instant l'inversion de ma-
tries dont les dimensions dépendent du shéma de perte, e qui la rend omplexe en alul. Par
ailleurs, d'autres approhes de prédition se basent sur une représentation d'état du proessus
lorsque le modèle hoisi en admet une. L'intérêt d'une telle représentation est qu'une estimation
optimale en moyenne quadratique de l'état peut être obtenue grâe à un ltre de Kalman. Nous
avons ité dans le paragraphe 1.3.2 du hapitre 1 les prinipaux ltres de Kalman utilisés dans
la littérature. Nous nous intéressons partiulièrement ii au système d'état dérit par Flether
et al. [27℄. Un proessus AR d'ordre ni L à éhantillons manquants peut être onsidéré omme
un as partiulier du système dérit par Flether et al. [27℄. Une prédition réursive de elui-i,
optimale au sens des moindres arrés, est don possible grâe à un ltre de Kalman. Nous l'uti-
lisons alors onjointement ave l'algorithme MCR pseudo-linéaire pour une identiation sans
biais des paramètres et une reonstrution réursive optimale au sens des moindres arrés du
proessus AR(L) à éhantillons manquants.
3.2 Prédition en utilisant un ltre de Kalman
Dans e qui suit, nous ommençons par dénir une représentation d'état du proessus AR(L)
à éhantillons manquants. Par suite, les équations du ltre de Kalman permettant l'estimation
de l'état, dont le premier élément est l'éhantillon à prédire, sont présentées et analysées.
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3.2.1 Représentation d'état d'un proessus AR à éhantillons manquants
Dans [27℄, Flether et al. présentent le problème de l'estimation d'un proessus à partir de
mesures obtenues grâe à un apteur à perte d'éhantillons. Ils le onsidèrent omme un as
partiulier du problème général de l'estimation de l'état dans les systèmes linéaires à sauts
markoviens. Ainsi, le signal mesuré par le apteur est supposé être la sortie d'un système linéaire
stohastique. Le système onsidéré est représenté à la gure 3.1. La représentation d'état du
système linéaire onsidéré et les équations du ltre de Kalman orrespondant sont présentés au
paragraphe 1.3.2 du hapitre 1. Un proessus AR(L) à éhantillons manquants peut être onsidéré
omme la sortie d'un système tel que elui représenté à la gure 3.1 lorsque le bruit d'observation
est annulé et l'eet du apteur est limité à la mise à zéro des éhantillons manquants. Cei revient
























Modèle de génération du processus Capteur à perte d’échantillons 
Fig. 3.1  Modélisation du système global.
Ainsi, le proessus AR(L) à éhantillons manquants, {xn}, dont l'observation {yn} est donnée
par l'équation (1.23), admet la représentation d'état suivante :
xn+1 = A xn +Bǫn
xsn+1 = C xn+1
yn+1 = cn+1C xn+1
(3.12)
où A est la matrie d'état de dimensions LxL, B, C et xn sont des veteurs de dimensions L. Ils
sont donnés par :
A =























La sortie du système xsn+1 est don l'éhantillon xn+1 qu'on souhaite prédire.
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3.2.2 Filtre de Kalman
La prinipale motivation pour une représentation d'état du proessus AR(L) à éhantillons
manquants est que l'estimation optimale au sens des moindres arrés de l'état peut être obtenue
grâe à un ltre de Kalman. Le ltre de Kalman est lassique, il est dérit dans de nombreux









où xˆsn+1|n est l'estimée a priori de la sortie du système don en fontion des observations préé-
dentes. C'est don la prédition de l'éhantillon xn+1 sahant son passé disponible.
Ainsi, on note xˆn+1|n et xˆn+1|n+1 les estimées a priori et ltrée de l'état. Elles sont dénies
par les espéranes onditionnelles suivantes :
xˆn+1|n = E {xn+1|y1, . . . , yn}
xˆn+1|n+1 = E {xn+1|y1, . . . , yn+1}
Les matries de ovariane de l'erreur d'estimation orrespondantes sont notées respetive-

















Le développement des équations du ltre de Kalman standard peut être trouvé dans [14, 70℄.
Ii, le bruit d'observation est nul. De plus, il faut distinguer deux as orrespondant à la dispo-
nibilité ou non de l'éhantillon. Ainsi, les équations du ltre de Kalman permettant l'estimation
de l'état déni par l'équation (3.12), se résument à tout instant n+ 1 à :
Pn+1|n = APn|nA
⊤ +Rǫ, (3.16)
















0 . . . 0

xˆn+1|n = Axˆn|n, (3.17)
Si l'éhantillon est disponible, i.e. cn+1 = 1 et don yn+1 = xn+1, l'estimée de l'état
est ltrée, et la matrie de ovariane de l'erreur d'estimation de l'état est mise à jour selon les
équations suivantes :
xˆn+1|n+1 = xˆn+1|n +Kn+1(yn+1 − cn+1Cxˆn+1|n), (3.18)
Pn+1|n+1 = (Id − cn+1Kn+1C
⊤)Pn+1|n, (3.19)
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Si l'éhantillon est manquant, i.e. cn+1 = 0, le gain du ltre de Kalman est nul Kn+1 = 0.
Il s'en suit que l'estimée de l'état ainsi que la matrie de ovariane de l'erreur d'estimation sont
onservées a posteriori selon :
xˆn+1|n+1 = xˆn+1|n, (3.21)
Pn+1|n+1 = Pn+1|n. (3.22)
Dans les deux as, l'estimée de la sortie du système xsn+1, qui orrespond don à l'éhantillon
à prédire, et l'erreur quadratique moyenne d'estimation sont donnés à tout instant n+ 1 par :







où Tr est la trae d'une matrie.




3.2.3 Analyse du ltre et onlusions
Grâe à la représentation d'état hoisie, les équations du ltre de Kalman énonées i-dessus,
telle que elle donnant le gain du ltre, peuvent être simpliées. Ainsi, si un éhantillon est
disponible à l'instant n + 1, i.e., cn+1 = 1, le numérateur du gain du ltre, cn+1Pn+1|nC
⊤
,
est un veteur égal à la première olonne de la matrie Pn+1|n. De plus, le dénominateur de
elui-i, cn+1CPn+1|nC
⊤
, est alors un salaire égal au premier élément de la matrie Pn+1|n. Par
onséquent, le gain du ltre de Kalman est obtenu en divisant les éléments de la première olonne
de Pn+1|n par le premier élément de elle-i. Cei néessite L opérations au lieu de 2L(L + 1)
dans le as lassique. De plus, on en déduit que le premier élément du veteur Kn+1, qu'on
note Kn+1(1), est toujours égal à 1 lorsqu'un éhantillon est disponible. Ainsi, en faisant appel
à l'équation de mise à jour de l'état par le ltre de Kalman (3.18), le premier élément de l'état
ltré est alors donné par :








= yn+1 = xn+1
Ainsi, l'estimée ltrée d'un éhantillon disponible est égale à la valeur de l'éhantillon. Par onsé-
quent, le signal reonstruit, qui prend la valeur de l'éhantillon lorsque elui-i est disponible,
est alors égal dans e as à la sortie du ltre, zn+1 = xˆn+1|n+1.
Par ontre, si l'éhantillon à l'instant n + 1 est manquant, le gain de Kalman est nul, il
s'en suit que l'estimée de l'état ainsi que la matrie de ovariane de l'erreur d'estimation sont
inhangées a posteriori (équation (3.21)). Par onséquent, l'estimation de la sortie du système
qui est don elle de l'éhantillon à prédire est donnée par :
xˆn+1|n+1 = Cxˆn+1|n = CAxˆn|n = a
⊤
xˆn|n. (3.26)
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Dans le veteur xˆn|n, les éhantillons disponibles sont inhangés (xˆn−i|n = xn−i), alors que
les éhantillons manquants sont remplaés par leurs préditions atualisées. Il est à noter ii que
si l'éhantillon xn−i est manquant, sa prédition atualisée, xˆn−i|n, est diérente de sa prédition
fournie par le ltre de Kalman à l'instant n− i, xˆn−i|n−i. Cei est dû au ltrage de l'état par le
ltre de Kalman lorsqu'un éhantillon est disponible au ours des L− 1 pas de temps suivants.
En eet, si un éhantillon est disponible, l'état (onstitué des L derniers éhantillons ou leur
prédition) est ltré par le ltre Kalman selon l'équation (3.18). Par onséquent, des termes
orretifs s'ajoutent à la prédition des éhantillons manquants existants dans et état. Ainsi, les
valeurs xˆn−i|n−i+t pour 1 ≤ t ≤ L− 1 (les valeurs atualisées de la prédition de xn−i au ours
des L− 1 pas de temps suivants) s'expriment par :






pour 1 ≤ t ≤ L− 1.
(3.28)
Cei rappelle les termes additifs orretifs du préditeur à passé inni inomplet qui apparaissent
dans la représentation autorégressive de elui-i dans l'exemple 2.2.1 du hapitre 2. Les termes
additifs dus au ltrage de l'état par le ltre de Kalman s'ajoutent uniquement à la prédition
des éhantillons manquants existants dans l'état, les éhantillons disponibles restant toutefois
inhangés. Cei est dû au fait que, dans la matrie de ovariane de l'erreur d'estimation de l'état,
les termes orrespondant à des éhantillons disponibles sont nuls. Partiulièrement, les éléments
de la première olonne de elle-i sont nuls lorsqu'ils sont aux mêmes positions que elles des
éhantillons disponibles dans l'état à ltrer. Il en est de même pour les éléments du gain du ltre
de Kalman. Il s'en suit que les éhantillons disponibles de l'état ne sont pas hangés lorsque elui-
i est ltré. L'estimée ltrée de l'état, xˆn+1|n+1, est don onstituée des L éhantillons préédents
du signal où les éhantillons manquants sont remplaés par leurs préditions optimales à l'instant
n+ 1 (atualisées à l'instant n+ 1). Il est don égal au veteur régresseur du signal reonstruit
à l'instant n+ 1. On a don :
zn+1 = xˆn+1|n+1. (3.29)
Il est à noter que dans le as de la reonstrution d'un signal en temps réel, la prédition atualisée
des éhantillons manquants ne peut pas être utilisée pour la reonstrution du signal, la mise
à jour de elle-i ayant lieu aux instants suivants. Par ontre, la prédition atualisée ontenue
dans l'état servira à l'estimation de l'état et à la prédition optimale des éhantillons suivants.
Ainsi, le signal reonstruit est donné à l'instant n+ 1 par :
zn+1 = xˆn+1|n+1 =
{
xn+1 si xn+1 est disponible
xˆn+1|n sinon.
(3.30)
Le ltre de Kalman dérit i-dessus permet don une prédition du proessus AR(L) à éhan-
tillons manquants minimisant le ritère donné par l'équation (3.13). Or, Bondon [13, 11℄ propose
une expression analytique du préditeur optimal au sens des moindres arrés d'un proessus à
passé inni inomplet ayant subi la perte d'un nombre ni d'éhantillons. Ainsi, le ltre de Kal-
man dérit i-dessus, permet un alul numérique réursif de la prédition à passé inni inomplet
dans le as partiulier d'un proessus AR d'ordre ni L. Par analogie entre les deux approhes
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de prédition, on déduit des équations (3.23) et (1.57) que l'erreur quadratique moyenne de











où ψ0 est dénie au paragraphe 2 du hapitre 1 omme étant le premier élément du veteur qui
vérie l'équation matriielle (1.55).
On rappelle ii que l'erreur quadratique moyenne de prédition dans le as de signaux à
éhantillons manquants est supérieure à elle obtenue dans le as de signaux sans éhantillons
manquants. Dans e dernier as, elle est égale à σ2ǫ .
Dans e qui suit, l'algorithme Kalman MCR pseudo-linéaire, utilisant onjointement ave
l'algorithme MCR pseudo-linéaire un ltre de Kalman pour la prédition, est dérit et analysé.
3.3 Algorithme Kalman MCR pseudo-linéaire
3.3.1 Desription de l'algorithme
Le ltre de Kalman dérit i-dessus permet une reonstrution optimale d'un proessus AR(L)
à éhantillons manquants. On propose alors de l'utiliser onjointement ave l'algorithme MCR
pseudo-linéaire dérit au paragraphe 3.1.2 pour une identiation non biaisée et une reonstru-
tion optimale en ligne du proessus AR(L) à éhantillons manquants.
An de pouvoir estimer l'état, le ltre de Kalman utilise à haque instant les estimées des
paramètres obtenus à l'instant préédent grâe à l'algorithme MCR pseudo-linéaire. Ainsi, à
l'instant n+1, les éléments de la première ligne de la matrie A sont remplaés par les éléments
du veteur aˆ
⊤
n , l'estimée du veteur des paramètres obtenue à l'instant n par l'algorithme MCR
pseudo-lineaire. La matrie A est alors notée An+1. Ayant l'estimation de l'état, xˆn+1|n, on en
déduit la prédition de l'éhantillon xn+1 qui est alors donnée par xˆn+1|n = Cxˆn+1|n. Si l'éhan-
tillon est disponible, les paramètres sont mis à jour grâe à l'algorithme MCR pseudo-linéaire.
Pour ela, e dernier utilise alors omme veteur régresseur l'état ltré à l'instant préédent, xˆn|n,
et la prédition de l'éhantillon fournie par le ltre de Kalman. Par ontre, lorsque l'éhantillon
est manquant, le signal est reonstruit par sa prédition xˆn+1|n, mais les paramètres ne sont pas
mis à jour.
Ainsi, l'algorithme Kalman MCR pseudo-linéaire se résume aux étapes suivantes :
Initialisation à l'instant L :
 Initialisation de l'algorithme des MCR pseudo-linéaire :
aˆL = [0, . . . , 0]
⊤ ;
GL = αId;
ΨˆL+1 = xL = [xL, . . . , x1]
⊤
(3.32)
 Initialisation du ltre de Kalman :
PL|L = αId;
xˆL|L = xL = [xL, . . . , x1]
⊤ ;
Rǫ = [1, 0, . . . , 0]
⊤ [1, 0, . . . , 0] ;
(3.33)
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A l'instant n+1 pour L+1 ≤ n+1 ≤ N +1, l'algorithme se résume aux étapes suivantes :
An+1 =


















Si xn+1 est disponible, i.e. cn+1 = 1. Dans e as, yn+1 = xn+1.












aˆn+1 = aˆn + γn(xn+1 − xˆn+1|n), (3.35)
(3.35d)
 L'état ainsi que la matrie de ovariane de l'erreur d'estimation sont mises à jour grâe
au ltre de Kalman.
Kn+1 =
1ère olonne de Pn+1|n
1er élément de Pn+1|n
, (3.36a)
Pn+1|n+1 = (Id −Kn+1c
⊤
n+1)Pn+1|n, (3.36b)
xˆn+1|n+1 = xˆn+1|n +Kn+1(xn+1 − xˆn+1|n), (3.36)
Contrairement, si xn+1 est absent, cn+1 = 0 ,
 l'estimation de l'état a priori, xˆn+1|n, n'est pas ltrée par le ltre de Kalman, la matrie
de ovariane de l'erreur d'estimation est don onservée a posteriori.
Kn+1 = 0, (3.37a)
Pn+1|n+1 = Pn+1|n, (3.37b)
xˆn+1|n+1 = xˆn+1|n, (3.37)
(3.37d)
 les paramètres AR ne sont pas mis à jour par l'algorithme MCR pseudo-linéaires. Par
ontre, le fateur d'oubli joue quand même sur la matrie Gn+1, puisque elui-i dépend





γn+1 = 0, (3.38b)
aˆn+1 = aˆn. (3.38)
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3.3.2 Analyse de la onvergene de l'algorithme
On se propose dans ette partie d'analyser la onvergene de l'algorithme en utilisant omme




Pour ela on onsidère l'identiation d'un proessus AR(L) stationnaire ayant subi une perte
aléatoire d'éhantillons. Dans e as, la fontion de oût minimisée par l'algorithme, donnée par
l'équation (3.4), admet un seul minimum global. Les paramètres orrespondant à e minimum
sont donnés à l'instant n+1 par l'équation (3.8), ils sont alulés réursivement par l'algorithme.
Il s'agit don de vérier si e minimum orrespond aux vrais paramètres du proessus identié.
Don, en d'autres termes, il s'agit de vérier si en régime permanent les paramètres estimés sont
biaisés en moyenne ou non. Or, les paramètres qui minimisent les moindres arrés pondérés par
un fateur d'oubli exponentiel sont diérents en moyenne de eux qui minimisent les moindres
arrés sans pondération. Ainsi, dans le as lassique sans éhantillons manquants, l'algorithme
MCR ave oubli exponentiel onverge vers une estimation biaisée en moyenne des paramètres
[4, 41, 42℄. Arvaston et al. [4℄ alulent une expression asymptotique de e biais dans le as
de l'identiation de proessus AR et ARX. Ce problème est aussi renontré dans le as de
l'identiation de signaux à éhantillons manquants. Pour ela, nous analysons dans e qui suit
la onvergene en moyenne de l'algorithme en distinguant les deux as sans et ave pondération
par un oubli exponentiel.














































rz(L− 1) . . . rz(1) rz(0)











rz(i) étant le oeient d'autoorrélation d'ordre i du proessus reonstruit {zn}.
La moyenne des paramètres estimés à la onvergene de l'algorithme est don donnée par :
lim
n→∞
E {aˆn} = R
−1
z rz (3.41)
C'est la solution au sens des moindres arrés appliqués au signal reonstruit (où les éhan-
tillons manquants sont remplaés par leurs préditions supposées orretes). Wallin et al. [69℄
ont alulé une expression du biais existant sur l'estimation des paramètres utilisant ette ap-
prohe d'identiation et en déduisent une ondition pour une identiation sans biais donnée par
l'équation (1.50). Selon ette ondition, si l'approhe de prédition utilisée est optimale au sens
des moindres arrés, les paramètres estimés sont non biaisés. La prédition en utilisant le ltre
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de Kalman dérit i-dessus permet de vérier ette ondition. On en déduit que lorsque le pro-
essus est reonstruit par une approhe de prédition optimale telle que elle utilisant le ltre de
Kalman, on a asymptotiquement : R−1z rz = a. Ainsi, l'algorithme Kalman MCR pseudo-linéaire
sans pondération par un oubli exponentiel onverge en moyenne vers les bons paramètres.
Cas (λ < 1) : Lorsqu'une pondération par un oubli exponentiel est onsidérée dans l'algo-
































E {rˆz,n+1} = R
−1
z rz = a. (3.43)
Or l'estimée en moyenne des paramètres grâe à l'algorithme Kalman MCR pseudo-linéaire
est donnée asymptotiquement par :
lim
n→∞







On en déduit que lorsqu'une pondération par un fateur d'oubli exponentiel est utilisée,
l'algorithme Kalman MCR pseudo-linéaire onverge en moyenne vers une estimation biaisée des
paramètres. Le biais des paramètres estimés est égal à :
a− lim
n→∞









Arvaston et al. [4, 41, 42℄ établissent des expressions asymptotiques du biais ainsi que de
la ovariane des paramètres d'un modèle AR estimés grâe à l'algorithme MCR ave oubli
exponentiel lorsque le fateur d'oubli tend vers 1 (λ→ 1). Ainsi, en proédant de la même façon,
l'expression du biais asymptotique des paramètres estimés en utilisant l'algorithme Kalman MCR
pseudo-linéaire est donnée par :
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où Rz(i, j) est l'élément d'ordre (i, j) de la matrie d'autoorrélation du signal reonstruit Rz,
rz(l + γ − j) est le oeient d'autoorrélation d'ordre (l + γ − j) du signal reonstruit zn. Les
paramètres ρp orrespondent aux raines de l'équation aratéristique du proessus AR et les
αp sont les oeients appropriés qui permettent d'érire la fontion d'autoorrélation rz(i) du







On déduit de l'expression du biais donnée par (3.46) qu'il est nul lorsqu'on ne onsidère pas
un oubli exponentiel (λ = 1) et que elui-i est roissant lorsqu'on diminue λ (ave λ < 1).
Le biais est de l'ordre de (1 − λ), il dépend d'une façon non linéaire des paramètres et de la
dynamique du proessus identié.
D'autre part, l'expression de la ovariane asymptotique de l'estimation des paramètres est
donnée par :
























L'équation (3.48) montre que la ovariane dépend prinipalement de l'inverse du RSB, i.e.
du rapport signal sur bruit. Or dans le as de signaux à éhantillons manquants l'erreur qua-
dratique moyenne de prédition est supérieure à elle obtenue dans le as lassique sans perte
d'éhantillons. On en déduit que la ovariane des paramètres estimés (ou la variane lorsque
τ = 0) roît ave la probabilité de perte des éhantillons. De plus, on onstate que la variane
des paramètres estimés est de l'ordre de (1 − λ). Cei justie l'augmentation de la variane des
paramètres estimés pour des valeurs du fateur d'oubli plus faibles.
3.4 Simulations
Dans ette partie, l'algorithme Kalman MCR pseudo-linéaire est analysé par des simulations
et omparé à l'algorithme du gradient stohastique utilisant le préditeur à passé inni inomplet
dérit dans le hapitre 2.
On s'intéresse tout d'abord aux performanes en régime permanent de l'algorithme Kalman
MCR pseudo-linéaire. Ainsi, on étudie dans les premières simulations le biais et la variane des
paramètres estimés en fontion du fateur d'oubli λ et de la probabilité de perte q. On s'intéresse
par la suite à la vitesse de onvergene ainsi qu'au rapport signal sur bruit de reonstrution
en fontion de λ et de la probabilité de perte q. Finalement, et algorithme est omparé à
l'algorithme du gradient stohastique dans le as de signaux AR non stationnaires synthétiques
et dans le as de signaux réels de parole.
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Simulation 1 On s'intéresse ii au biais et à la variane des paramètres estimés en utilisant
l'algorithme Kalman MCR pseudo-linéaire en fontion du fateur d'oubli λ et de la probabilité
de perte q. Pour ela le signal test utilisé est un proessus AR stationnaire d'ordre 2 dont les
paramètres sont [1.5,−0.7] généré sur 105 points. La perte d'éhantillons est onsidérée aléatoire
suivant une loi de Bernoulli indépendante du signal. Le biais et la variane des paramètres estimés
sont alulés après la onvergene de l'algorithme grâe aux équations (2.34) et (2.35). La gure
3.2 montre l'évolution du biais de l'estimée moyenne du paramètre a1 en fontion de la probabilité
de perte q pour diérentes valeurs du fateur d'oubli λ. La gure 3.3 montre l'évolution du biais
en fontion de λ pour diérentes valeurs de q.




















Fig. 3.2  Biais de l'estimation de a1 en fontion de la probabilité de perte q en utilisant
l'algorithme Kalman MCR pseudo-linéaire pour diérentes valeurs de λ.
En se référant à la gure 3.2, on vérie que l'estimation du paramètre a1 en utilisant l'algo-
rithme Kalman MCR pseudo-linéaire est eetivement biaisée en moyenne pour λ < 1 (lorsqu'une
pondération par un fateur d'oubli exponentiel est onsidérée). Ce biais roît de manière expo-
nentielle ave la probabilité de perte q pour une valeur donnée de λ. La valeur de e biais roît
lorsque λ diminue. D'autre part, lorsque λ = 1 (sans oubli exponentiel), l'estimation du para-
mètre a1 n'est pas biaisée onformément à l'analyse faite au paragraphe 3.3.2. Ainsi, grâe à
l'utilisation du ltre de Kalman pour la prédition, la valeur du biais d'identiation est presque
nulle pour toutes les valeurs de la probabilité de perte q lorsque λ = 1. Ces observations sont
onrmées à la gure 3.3, où l'on voit bien que le biais déroît lorsque λ tend vers 1 et que elui-i
est nul lorsque λ = 1 pour toutes les valeurs de q. On onstate de plus que la déroissane du
biais en fontion de λ est linéaire vériant l'équation suivante :
Biais = (1− λ)C(q,a). (3.50)
où C(q,a) est une onstante fontion de q et des paramètres a. Cei onrme que le biais est de
l'ordre de (1− λ) tel qu'il a été dit au paragraphe 3.3.2.
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Fig. 3.3  Biais de l'estimation de a1 en utilisant l'algorithme Kalman MCR pseudo-linéaire en
fontion du fateur d'oubli λ pour diérentes probabilités de perte q.
La gure 3.4 montre, pour le même signal test, la variane de l'estimée de a1 par l'algorithme
Kalman MCR en fontion du fateur d'oubli λ pour diérentes valeurs de la probabilité de perte
q. Elle montre la déroissane de la variane du paramètre estimé lorsque λ roît vers 1. La
variane est plus élevée lorsque la probabilité de perte est élevée. Cei était prévu puisque la
variane, donnée par l'équation (3.48) pour τ = 0, est proportionnelle à l'erreur quadratique
moyenne de prédition. Cette dernière roît ave la probabilité de perte des éhantillons.
Simulation 2 Le signal test utilisé ii est la juxtaposition de deux proessus AR généré sur
5.104 éhantillons. Pour la première partie du signal, la valeur des paramètres est [1.5;−0.7],
alors que pour les éhantillons restants, les paramètres sont [1;−0.5]. On s'intéresse tout d'abord
à l'eet de λ sur la vitesse de onvergene et d'adaptation de l'algorithme aux hangements de
paramètres. La perte d'éhantillons est onsidérée aléatoire suivant une loi de Bernoulli indé-
pendante du signal. La gure 3.5 montre l'estimation instantanée moyenne du paramètre a1 en
utilisant l'algorithme Kalman MCR pseudo-linéaire pour diérentes valeurs du fateur d'oubli
λ, la probabilité de perte d'éhantillons étant q = 0.2. L'estimation instantanée moyenne est
déduite grâe à un Monte Carlo de 1000 réalisations du signal et du shémas de perte. Ainsi
pour haque réalisation, les paramètres sont estimés pour diérentes valeurs de λ. Les diérentes
réalisations sont alors moyennées pour haque valeur de λ.
La gure 3.5 montre que la vitesse de onvergene et d'adaptation de l'algorithme roissent,
omme il se doit, lorsque l'on diminue la valeur de λ. Cei se fait aux dépens d'une estimation
biaisée en moyenne ainsi que d'une variane élevée des paramètres. On peut onstater de plus
sur ette gure que même pour des valeurs élevées de λ, l'algorithme présente une bonne vitesse
de onvergene. Ainsi, par exemple, pour λ = 0.99, la vitesse de onvergene est déjà voisine de
elle obtenue pour λ = 0.95 alors que le biais et la variane des paramètres estimés sont faibles
en omparaison de eux obtenus pour λ = 0.95. Ainsi, λ = 0.99 semble être une valeur optimale
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Fig. 3.4  Variane de l'estimée de a1 par l'algorithme Kalman MCR pseudo-linéaire en fontion
du fateur d'oubli λ pour diérentes probabilités de perte q.

















Fig. 3.5  Estimation instantanée moyenne du paramètre a1 = 1.5 en utilisant l'algorithme
Kalman MCR pseudo-linéaire pour diérentes valeurs du fateur d'oubli pour une probabilité de
perte q = 0.2
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du fateur d'oubli orant une bonne vitesse de onvergene pour des valeurs faibles du biais et
de la variane des paramètres estimés.
La gure 3.6 montre l'estimée instantanée moyenne du paramètre a1 en utilisant l'algorithme
Kalman MCR pseudo-linéaire pour diérentes valeurs de la probabilité de perte d'éhantillons,
le fateur d'oubli étant xé à λ = 0.99. La valeur moyenne de l'estimée des paramètres se fait
aussi grâe à un Monte Carlo de 1000 réalisations du signal et du shéma de perte et ei pour
diérentes valeurs de la probabilité de perte.


















Fig. 3.6  Estimation instantanée moyenne du paramètre a1 = 1.5 pour diérentes probabilités
de perte en utilisant l'algorithme Kalman MCR pseudo-linéaire ave un oubli onstant λ = 0.99
La gure 3.6 montre que la vitesse de onvergene de l'algorithme déroît lorsque la probabi-
lité de perte est plus élevée. Cei est dû au fait que les paramètres ne sont mis à jour que lorsqu'un
éhantillon est disponible. Ainsi, lorsque la probabilité de perte d'éhantillons est plus élevée,
les paramètres sont mis à jour moins fréquemment e qui ralentit la vitesse de onvergene en
moyenne. Cei est aompagné omme il se doit d'une augmentation du biais des paramètres esti-
més. Ainsi, l'expression du biais des paramètres estimés est donnée par l'équation (3.46). Celui-i
est proportionnel à l'erreur quadratique moyenne de prédition qui roît ave la probabilité de
perte q.
simulation 3 On étudie ii les performanes de l'algorithme Kalman MCR pseudo-linéaire dans
la reonstrution d'un signal réel de parole en fontion du fateur d'oubli λ et de la probabilité
de perte q. Ainsi, on onsidère la reonstrution du signal test usuel 'Mary had a little lamb,
its eee was white as snow' éhantillonné à la fréquene de 8000 kHz. Le signal de parole est
aratérisé par un proessus AR d'ordre 12. La perte d'éhantillons est aléatoire suivant une loi
de Bernoulli. Le rapport signal sur bruit de reonstrution (RSB) est utilisé pour mesurer les
performanes de l'algorithme dans la reonstrution du signal. Le RSB se mesure en dB, il est
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donné par l'équation suivante :









La gure 3.7 montre le RSB obtenu pour la reonstrution du signal de parole grâe à l'algorithme
Kalman MCR pseudo-linéaire en fontion du fateur d'oubli λ pour diérentes valeurs de la
probabilité de perte q.



















Fig. 3.7  RSB fourni par l'algorithme Kalman MCR pseudo-linéaire, fontion de la probabilité
de perte q
En se référant à la gure 3.7, on onstate que, pour haque valeur de q, le RSB roît ave
le fateur d'oubli λ jusqu'à la valeur λ = 0.99 pour laquelle il admet un maximum. A partir
de ette valeur de λ, le RSB déroît. Cei est onforme à la onstatation faite à la simulation
2 selon laquelle la valeur du fateur d'oubli λ = 0.99 semble être optimale. Ainsi, pour ette
valeur de λ, l'algorithme s'adapte rapidement aux hangements des paramètres aratérisant le
signal de parole, tout en présentant un faible biais et une faible variane des paramètres estimés.
Cei permet d'obtenir un bon RSB. Par ontre, pour des valeurs plus faibles de λ, la vitesse
de onvergene et d'adaptation de l'algorithme est élevée or ei est aux dépens d'un biais et
d'une variane élevés des paramètres estimés. Cei entraîne une forte erreur de prédition et par
onséquent un faible RSB. Il est à noter ii que l'algorithme a été appliqué à la reonstrution
d'autres signaux de paroles ; pour haun de es signaux, le meilleur RSB est aussi obtenu pour
des valeurs de λ voisines de λ = 0.99. D'autre part, le RSB déroît, omme il se doit, lorsque la
probabilité de perte q augmente.
Simulation 4 L'algorithme Kalman MCR pseudo-linéaire est omparé ii aux algorithmes
MCR pseudo-linéaire et elui du gradient stohastique qui utilise la prédition à passé inomplet.
Le signal test utilisé est un proessus AR(2) non stationnaire, le même que elui utilisé dans la
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simulation 2. La probabilité de perte des éhantillons est de q = 0.3. Pour les algorithmes de
type MCR, le fateur d'oubli est de λ = 0.99. Pour l'algorithme du gradient stohastique, le
pas d'adaptation est de µ = 25.10−5, 'est une valeur empirique qui ore une bonne vitesse de
onvergene sans toutefois risquer la divergene de l'algorithme (Voir le paragraphe Simulation
2 du hapitre 2). Les performanes des trois algorithmes omparés sont résumés dans le tableau
3.1 où bi et σi désignent respetivement le biais et l'éart type de l'estimation du paramètre
ai. Ils sont alulés après la onvergene des algorithmes par les équations respetives (2.34) et
(2.35). Le CPU est le temps de alul en seondes néessaire à la simulation de haun des trois
algorithmes pour le signal test dérit i-dessus implémentés sous MATLAB sur un proesseur de
3GHz.
Tab. 3.1  Comparaison des algorithmes Kalman MCR pseudo-linéaire, MCR pseudo-linéaire et
l'algorithme du gradient stohastique qui utilise la prédition à passé inomplet.
Algorithme b1 b2 σ1 σ2 RSB CPU
Kalman MCR pseudo-linéaire 0.0006 0.003 0.014 0.015 12 1.5
MCR pseudo-linéaire 0.1811 0.151 0.018 0.017 11.3 1.3
gradient stohastique 0.0099 0.005 0.035 0.035 11.9 18.8
La gure 3.8 montre l'estimation instantanée moyenne du paramètre a1 estimé grâe aux

























Fig. 3.8  Estimation instantanée moyenne du paramètre a1 en utilisant les algorithmes MCR
pseudo-linéaire, Kalman MCR pseudo-linéaire et l'algorithme du gradient stohastique qui utilise
la prédition à passé inomplet.
La gure 3.8 et le tableau 3.1 montrent que l'algorithme Kalman MCR pseudo-linéaire et
l'algorithme du gradient stohastique onvergent en moyenne vers une estimation non biaisée
des paramètres e qui n'est pas le as de l'algorithme MCR pseudo-linéaire. Il est à noter ii que
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les paramètres estimés en utilisant l'algorithme Kalman MCR pseudo-linéaire sont légèrement
biaisés pour λ = 0.99 mais e biais est négligeable devant elui obtenu en utilisant l'algorithme
MCR pseudo-linéaire. De plus, en se référant à la gure 3.8, on observe que les algorithmes
de type MCR s'adaptent rapidement aux hangements de paramètres omparés à l'algorithme
du gradient stohastique. Il est vrai que les algorithmes fondés sur le gradient onvergent plus
rapidement pour des pas d'adaptation µ plus élevés. Or ei se fait aux dépens d'une large
variane des paramètres estimés qui peux mener à la divergene de l'algorithme.
Le tableau 3.1 montre que le meilleur RSB est obtenu en utilisant l'algorithme Kalman MCR
pseudo-linéaire alors que elui obtenu grâe à l'algorithme MCR pseudo-linéaire est le plus bas.
On onstate aussi que l'algorithme du gradient stohastique qui utilise le préditeur à passé inni
inomplet est d'une omplexité alulatoire plus grande que elles des deux autres algorithmes.
Cei est dû à l'inversion de matries à haque pas de temps tel qu'on l'a expliqué au hapitre 2.
L'algorithme Kalman MCR pseudo-linéaire est de omplexité alulatoire légèrement plus grande
que elle de l'algorithme MCR pseudo-linéaire. De plus, es deux algorithmes présentent la même
faible variane des paramètres estimés en omparaison à elle obtenue grâe à l'algorithme fondé
sur le gradient.
Ces trois algorithmes ont été appliqués à la reonstrution de signaux audio (de parole et de
musique), l'algorithme Kalman MCR pseudo-linéaire a montré à haque fois le meilleur RSB.
3.5 Conlusions
L'extension de l'algorithme des moindres arré réursifs (MCR) à l'identiation de signaux
à éhantillons manquants est étudiée dans e hapitre. Ainsi, l'algorithme MCR pseudo-linéaire
[1, 62, 63℄ est tout d'abord présenté et analysé. Cet algorithme onverge typiquement vers une es-
timation biaisée des paramètres lorsque l'approhe de prédition utilisée est la régression linéaire
modiée. Nous avons alors utilisé onjointement ave et algorithme un ltre de Kalman pour
une prédition réursive du proessus AR(L) optimale au sens des moindres arrés. L'utilisation
de ette approhe de prédition permet d'obtenir une identiation non biaisée des paramètres
lorsqu'on ne onsidère pas un oubli exponentiel. Lorsqu'un oubli exponentiel est utilisé (λ < 1),
une expression du biais ainsi que de la variane des paramètres sont établies. Ils sont de l'ordre de
(1−λ). Les simulations montrent que grâe à l'utilisation du ltre de Kalman pour la prédition,
e biais est réduit par rapport à elui obtenu grâe à l'algorithme MCR pseudo-linéaire. D'autre
part, grâe à l'utilisation d'un algorithme de type MCR pour l'identiation, et algorithme ore
une meilleure vitesse de onvergene et un meilleur suivi des paramètres que les algorithmes de
type gradient dérits au hapitre 2. Les simulations montrent qu'un bon hoix du fateur d'oubli
(λ→ 1) permet d'obtenir un ompromis entre une bonne vitesse de onvergene et un biais des
paramètres estimés négligeable. De surroît, grâe à la simpliation du ltre de Kalman, et
algorithme, bien que plus omplexe que les algorithmes de type gradient utilisant la prédition
par régression linéaire modiée ou à k-pas, est simple et rapide. Cet algorithme est appliqué à la
reonstrution de signaux réels de parole, il montre de bonnes performanes en terme de RSB.
Les algorithmes étudiés dans les hapitres 2 et 3 onsidèrent une représentation direte du
ltre. Ils peuvent don onduire à l'identiation de modèles instables à moins que les ples du
ltre identié ne soient ontraints à haque pas de temps d'être à l'intérieur du erle unité. Or
ei est d'une omplexité alulatoire élevée. Pour ela, on s'intéresse dans le hapitre suivant
à l'identiation du ltre en utilisant la struture en treillis de elui-i. Ainsi, les oeients de
réexion du ltre en treillis, identiés par ertaines méthodes simples [19, 49, 50℄, garantissent
la stabilité du ltre orrespondant.





Dans les hapitres 2 et 3, nous avons dérit et proposé un ensemble d'algorithmes pour
l'identiation et la reonstrution adaptatives de proessus AR à éhantillons manquants. Les
algorithmes dérits au hapitre 2 sont fondés sur le prinipe du gradient alors que eux dérits
au hapitre 3 sont basés sur le prinipe des moindres arrés réursifs. Or es algorithmes, et
à notre onnaissane, tous les algorithmes déjà proposés dans la littérature pour le traitement
en ligne des signaux à éhantillons manquants utilisent une représentation direte du ltre. La
stabilité du ltre tout ple orrespondant aux paramètres estimés n'est don pas garantie. La
stabilisation d'un ltre IIR en ontraignant les ples à être à haque instant à l'intérieur du erle
unité (de module inférieur à 1) est d'une grande omplexité alulatoire. D'autre part, lorsque
la probabilité de perte des éhantillons est élevée, les méthodes existantes peuvent onverger
très lentement voire même diverger. La divergene est prinipalement due à la grande variane
des paramètres estimés et à l'identiation de modèles orrespondant à des ltres instables.
Pour ela, on s'intéresse dans e hapitre à l'identiation du signal en utilisant la struture en
treillis du ltre. Celle-i est aratérisée par les oeients de réexion. On note k(l) le oeient
de réexion orrespondant à l'étage l du treillis. Les oeients de réexion estimés à partir de
données grâe à des méthodes telles que elles proposées dans [19, 35, 49℄ garantissent la stabilité
du ltre identié. Ils déterminent de manière unique les paramètres AR grâe à l'algorithme de
Durbin Levinson [23, 40℄.
Plusieurs algorithmes adaptatifs d'identiation de ltres en treillis tels que les algorithmes
des moindres arrés réursifs en treillis (MCRT) sont proposés dans la littérature [28, 38, 39℄. Dans
[28℄, Friedlander présente un artile didatitiel à propos des ltres en treillis et leur appliation
au traitement adaptatif de séries temporelles. Dans le but de l'analyse par prédition linéaire
de signaux non stationnaires, Makhoul et al. [49℄ proposent une méthode générale pour la mise
à jour adaptative des oeients de réexion. Cette méthode est une version adaptative de
l'algorithme de Burg. La valeur absolue des oeients de réexion, estimés en utilisant ette
méthode, est toujours inférieure à 1. La stabilité du ltre tout ple orrespondant est alors
garantie. De plus ette méthode est simple et bien adaptée à l'identiation de proessus non
stationnaires. Nous nous intéressons alors à son extension à l'identiation et la reonstrution
de signaux non stationnaires à éhantillons manquants en utilisant un ltre de Kalman. Nous
proposons, à notre onnaissane, le premier algorithme en treillis qui permet le traitement en
ligne des signaux à éhantillons manquants. Outre la stabilité du modèle identié, et algorithme
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montre une bonne dynamique de onvergene même lorsque la probabilité de perte d'éhantillons
est élevée. Il est don adapté pour la reonstrution de signaux de parole.
Ainsi, on ommene dans e qui suit par quelques rappels sur les ltres en treillis, en s'inté-
ressant partiulièrement à l'estimation adaptative des oeients de réexion.
4.2 Identiation adaptative de ltres en treillis
4.2.1 La struture en treillis du ltre
Les ltres en treillis sont dérits dans de nombreux textes tels que [28℄. La struture en treillis
du ltre est intéressante partiulièrement lorsqu'on souhaite ontrler la stabilité de elui-i. Elle
est diretement induite de l'algorithme de Levinson [40℄. Une représentation en treillis d'un ltre
tout ple est donnée par la gure 4.1. Elle fait intervenir les oeients de réexion ainsi que les
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Fig. 4.1  Shéma de base d'un ltre tout ple en treillis.






les oeients du préditeur







linéaire optimal rétrograde. Dans le as de signaux salaires stationnaires, les oeients du
préditeur linéaire rétrograde sont obtenus en inversant l'ordre de eux du préditeur linéaire
direte. Ainsi pour un proessus AR(L), les oeients des préditeurs direte et rétrograde








0 = 1. A un
instant n, les erreurs de préditions direte et rétrograde pour un préditeur d'ordre L sont alors
données par les équations suivantes :
f (0)n = b
(0)
n = xn, (4.1)












En se référant à la gure 4.1, les diérentes grandeurs se propageant dans le ltre sont reliées,
à un étage l orrespondant à un modèle d'ordre l, par les équations de réurrene sur l'ordre
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suivantes :















f (0)n = b
(0)
n = xn. (4.5)
Pour un préditeur d'ordre L, les équations de réurrene (4.4a), and (4.4b) sont exéutées
pour 1 ≤ l ≤ L. Une struture en treillis telle que elle représentée à la gure 4.1 orrespond à
un ltre tout ple stable lorsque tous les oeients de réexion vérient :
|k(l)n | < 1, l ≥ 1 (4.6)
Les paramètres du modèle AR(L) sont déterminés de manière unique à partir des oeients
de réexion grâe aux équations de réurrene suivantes :


























, obtenus à haque réurrene, orrespondent à eux du préditeur optimal
d'ordre l. Cei déoule d'un avantage de la représentation en treillis qui est la déorrélation des
étages suessifs. Cei est une propriété importante des ltres en treillis selon laquelle le ltre en
treillis orrespondant à un préditeur d'ordre L ontient en lui tous les ltres orrespondant aux
préditeurs d'ordres inférieurs. Ainsi, les l premiers étages d'un ltre en treillis forment le ltre
en treillis du préditeur d'ordre l.
Dans le paragraphe suivant, nous présentons les prinipales méthodes d'estimation des oef-
ients de réexion à partir d'un blo de données salaires.
4.2.2 Calul des oeients de réexion : estimation par blo
Plusieurs méthodes existent pour le alul des oeients de réexion. Elles peuvent orres-
pondre à la minimisation d'un ritère qui peut être une fontion de l'erreur de prédition direte,
rétrograde ou même une fontion des deux. Grâe à la propriété de déorrélation des étages
suessifs d'un treillis, l'optimisation d'un ritère global de dimensions L est alors remplaée par
une suite de L optimisations qui se font étage par étage. Les méthodes présentées ii sont des
méthodes par blo, elles ne prennent pas en onsidération l'évolution au ours du temps des
oeients de réexion. Pour ela, on ne tient pas ompte de l'indie temporel de es derniers
dans les équations suivantes.
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Méthode direte Elle onsiste à aluler le oeient de réexion à l'étage l en minimisant
l'erreur quadratique moyenne de prédition direte à et étage [47, 48℄. Ainsi, en remplaçant
l'erreur de prédition direte par son expression donnée par l'équation (4.4a), et en minimisant
par rapport au oeient de réexion, on obtient :
















Le ritère minimisé étant l'erreur quadratique moyenne de prédition direte, ette méthode
est similaire à la méthode d'autoorrélation ou d'autoovariane dérites au paragraphe 1.2.2 du
hapitre 1.
Méthode rétrograde Elle onsiste à aluler le oeient de réexion à l'étage l en minimi-
sant l'erreur quadratique moyenne de prédition rétrograde à et étage [47, 48℄.
















Il est à noter ii que, les dénominateurs des équations (4.9) et (4.10) étant toujours positif,
les oeients de réexion alulés par es équations sont de même signe S
S = signe kf(l) = signe kb(l). (4.11)
Lorsque le signal identié est stationnaire, les oeients de réexion alulés par (4.9) et (4.10)
sont égaux, kf(l) = kb(l).
L'inonvénient majeur de es deux méthodes est que la valeur absolue des oeients de
réexion n'est pas garantie de valeur inférieure à 1. Par onséquent, la stabilité du ltre tout ple
orrespondant n'est pas garantie. Itakura et al. [35℄ proposent, omme solution à e problème,
la méthode de la moyenne géométrique.
Méthode de la moyenne géométrique Itakura et al. [35℄ proposent de aluler à haque
étage du ltre un seul oeient de réexion qui est égal à la moyenne géométrique des oeients


























Les oeients PARCOR ont toujours une valeur absolue inférieure à 1, e qui permet de garantir
la stabilité du ltre tout ple orrespondant.
Méthode du minimum On déduit des propriétés de la moyenne géométrique la double in-
égalité suivante :
min
{∣∣∣kf(l)∣∣∣ , ∣∣∣kb(l)∣∣∣} ≤√kf(l)kb(l) ≤ 1. (4.13)
Cette propriété mène à un autre hoix pour le oeient de réexion qui garantit la stabilité
du ltre ; à savoir la méthode du minimum :
k(l) = Smin
{∣∣∣kf(l)∣∣∣ , ∣∣∣kb(l)∣∣∣} . (4.14)
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Méthode générale Ii, le oeient de réexion d'ordre l est obtenu par la moyenne généra-









Le oeient de réexion ainsi déni ne garantit la stabilité du ltre que lorsque r ≤ 0. En
partiulier, lorsque r → 0, on retrouve la méthode de la moyenne géométrique, alors que pour
r → −∞, on retrouve la méthode du minimum. Le hoix de r = −1 mène à la méthode de la
moyenne harmonique.
Méthode de la moyenne harmonique aussi onnue sous le nom de la méthode de Burg
[19℄. Le oeient de réexion à l'étage l du treillis est obtenu par la moyenne harmonique des























Le oeient ainsi alulé vérie toujours la ondition (4.6). De plus, ette méthode possède
une propriété importante : le oeient de réexion résulte de la minimisation de la somme des
erreurs quadratiques moyennes de prédition direte et rétrograde.
Dans le as d'un signal stationnaire, toutes les méthodes préédentes aboutissent à un même
oeient de réexion. Cependant, en pratique, les espéranes mathématiques sont remplaées
par des moyennes statistiques alulées à partir d'un nombre ni d'éhantillons et le signal
identié n'est pas toujours stationnaire. Les diérentes méthodes dérites i-dessus donnent don
des oeients de réexion diérents. Un hoix entre es diérentes méthodes est don à faire.
On préfère en général utiliser le oeient de Burg pour la stabilité qu'il garantit au ltre et
pour la pertinene du ritère qu'il minimise.
Les méthodes dérites i-dessus permettent une estimation par blo des oeients de ré-
exion. Or nous nous intéressons dans le adre de e travail à l'estimation adaptative de pro-
essus non stationnaires. Ainsi, nous présentons dans e qui suit l'identiation adaptative de
ltre en treillis. Les oeients de réexion estimés varient au ours du temps, il onvient don
d'introduire l'indie temporel n dans la notation de es derniers, k
(l)
n .
4.2.3 Identiation adaptative du ltre en treillis
Alors que les algorithmes de MCR pour les strutures adaptatives transversales sont essen-
tiellement basés sur des réurrenes temporelles, les algorithmes pour les strutures en treillis
font appel à la fois aux réurrenes temporelles et sur l'ordre. Les réurrenes sur le temps per-
mettent la mise à jour des oeients de réexion k
(l)
n+1 pour 1 ≤ l ≤ L, à l'instant n + 1 à
partir de leurs valeurs à l'instant préédent sahant toutes les erreurs de prédition diretes et
rétrogrades jusqu'à l'instant n et la valeur du signal à l'instant ourant. Les réurrenes sur
l'ordre l du préditeur permettent de aluler à haque instant les erreurs de prédition direte
et rétrograde.
Plusieurs algorithmes adaptatifs en treillis sont proposés dans la littérature [28℄. Ils sont
fondés sur le prinipe du gradient ou sur elui des moindres arrés. Chaun des algorithmes en
treillis surpasse en vitesse et en qualité de onvergene l'algorithme orrespondant utilisant la
struture transversale du ltre. On s'intéresse partiulièrement aux algorithmes des moindres
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arrés réursifs en treillis (MCRT) pour leur vitesse de onvergene et leur apaité de poursuite.
De plus, ils sont eaes en termes de omplexité alulatoire. Ils ne néessitent que O(L)
opérations à haque pas de temps en omparaison à O(L2) pour l'algorithme MCR qui utilise
la struture direte du ltre transverse. Ainsi dans [38℄, une approhe géométrique est utilisée
an d'établir les équations de réurrene temporelles d'un algorithme MCRT. Pour l'estimation
d'un oeient de réexion, ils utilisent la propriété de déorrélation des étages suessifs d'un
treillis. Cette propriété est approximativement vraie dans le as non stationnaire. Ainsi, les
oeients de réexion à un étage du treillis sont alulés en minimisant simultanément les
erreurs quadratiques moyennes de prédition direte et rétrograde du même étage. A haque
instant, deux oeients de réexion diérents sont alors estimés pour haque étage du treillis,
ils orrespondent respetivement à la méthode direte et à la méthode rétrograde. Or la valeur
absolue des oeients ainsi estimés n'est pas garantie inférieure à 1.
Les algorithmes MCR en treillis normalisé [28, 38, 39℄ sont plus performants en terme de
omplexité alulatoire que eux sans normalisation. Ils néessitent trois relations de réurrene
ontre neuf dans le as sans normalisation. Deux de es relations de réurrene sont sur l'ordre et
permettent la mise à jour des erreurs de prédition direte et rétrograde normalisées. La troisième
est une réurrene temporelle permettant la mise à jour des oeients de réexion qui vérient
tous la ondition de stabilité donnée par l'équation (4.6). Ces algorithmes ont montré de plus le
même omportement en terme de vitesse de onvergene et de apaité de poursuite que eux
sans normalisation [38, 39℄.
L'algorithme MCR en treillis normalisé se résume aux étapes suivantes [28, 38, 39℄ :
 Pour n = 1 jusqu'à N (N étant la taille du signal)
 Initialisation des réurrenes sur l'ordre par les équations suivantes :
vˆx = λvˆx + x
2
n, (4.17a)





k(0)n = 1, (4.17)
 Pour l = 1 jusqu'à L
 Mise à jour du oeient de réexion à l'étage l grâe à l'équation de réurrene sur













+ f˜ (l−1)n b˜
(l−1)
n−1 , (4.18)
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n sont les erreurs de prédition direte et rétrograde
normalisées orrespondant à l'étage l et à l'instant n, vˆx est l'estimée pondérée de la variane du
proessus entré xn.
D'autre part, Makhoul et al. [49, 50℄ proposent une méthode générale d'estimation adaptative
des oeients de réexion pour l'analyse par prédition linéaire de proessus non stationnaires.
Ils utilisent aussi la propriété de déorrélation des étages suessifs d'un treillis. Ainsi, ils al-
ulent, à haque étage l du treillis, un oeient de réexion k
(l)














où wn est une fenêtre ou une suite de pondération des erreurs quadratiques de prédition aux
instants préédents. En pratique, la fenêtre doit vérier la ondition de ausalité, wn = 0 pour
n < 0. De plus, ils montrent que lorsque wn ≥ 0 pour n ≥ 0, le oeient de réexion qui
minimise (4.20) vérie toujours (4.6) [50℄. Dans un ontexte non stationnaire, il est onvenable
de pondérer la somme des erreurs quadratiques de prédition direte et rétrograde par un fateur
d'oubli exponentiel 0 < λ ≤ 1, donnant ainsi plus d'importane aux valeurs réentes. La suite de
pondération est alors dénie par :
wn = 0, n < 0 (4.21)
wn = λ
n, n ≥ 0. (4.22)
Ainsi en remplaçant dans l'équation (4.20) les erreurs de prédition par leurs expressions données
par (4.4), et en minimisant par rapport à k
(l)



























Le oeient ainsi alulé vérie toujours (4.6). Il est à noter que pour λ = 1, on retrouve le
oeient de Burg [19℄. L'estimateur du oeient de réexion donné par (4.23) est une adapta-
tion du oeient de Burg au as de signaux non stationnaires. Makhoul et al. [49, 50℄ proposent
une estimation adaptative de k
(l)





























En utilisant es relations, Makhoul et al. déduisent une expression de k
(l)
n+1 en fontion de
k
(l)
n et lui donnent une interprétation de type gradient ainsi que de type ltre de Kalman [49℄.
Un algorithme adaptatif pour l'estimation des oeients de réexion est alors obtenu en
ombinant les relations de réurrene temporelles données par (4.24) et les relations de réurrene
sur l'ordre données par (4.4). Il se résume à l'instant n + 1 aux étapes suivantes : (On suppose






n pour 1 ≤ l ≤ L alulés à l'instant préédent.)
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n+1 = xn+1, (4.25a)
k
(0)
n+1 = 1, (4.25b)
 Pour l = 1 jusqu'à min(L, n)




n+1 grâe aux équations (4.24a) et (4.24b).
 En déduire k
(l)





n+1 est onsidéré également nul.




n+1 grâe aux équations de réurrene sur l'ordre (4.4a) et (4.4b).
 n.
Cet algorithme, appelé l'algorithme de Burg adaptatif, permet d'estimer des oeients de
réexion qui sont de valeur absolue inférieure à 1. De plus, les simulations montrent qu'il a un
bon omportement de onvergene similaire à elui des algorithmes MCR en treillis normalisé.
De surroît, il est d'une omplexité alulatoire plus faible que es derniers. On propose alors son
extension à l'identiation de proessus AR à éhantillons manquants en utilisant un ltre de
Kalman tel que elui présenté au paragraphe 3.2 du hapitre 3 pour la prédition des éhantillons
manquants.
4.3 Predition en utilisant un ltre de Kalman
On rappelle ii brièvement la prédition d'un proessus AR(L) à éhantillons manquants en
utilisant un ltre de Kalman. Cette approhe de prédition a été dérite au paragraphe 3.2 du
hapitre 3.
4.3.1 Représentation d'état
Le proessus AR, {xn}, d'ordre L vérie l'équation aux diérenes suivante : xn = a
(L)
1 xn−1+
. . .+ a
(L)
L xn−L+ ǫn, ǫn étant le proessus d'innovation. Le perte des éhantillons est aratérisée
par une variable binaire, {cn}. L'observation est don donnée par yn = cnxn où yn = xn si
l'éhantillon est disponible, sinon yn = 0. Le proessus {xn} ayant subi une perte d'éhantillons
admet la représentation d'état suivante :{


































L'éhantillon qu'on souhaite prédire est à haque instant le premier élément de l'état xn+1.
Il est à noter ii qu'à haque pas de temps, l'estimée des paramètres du modèle ainsi que la
valeur de cn (la disponibilité de l'éhantillon) sont onnues, la représentation d'état préédente
orrespond alors à un ltre de Kalman non stationnaire. On rappelle dans e qui suit brièvement
le ltre de Kalman qui permet l'estimation de l'état.
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4.3.2 Filtre de Kalman
A l'instant n + 1, les estimées a priori et ltrée de l'état sont notées xˆn+1|n et xˆn+1|n+1.
Les matries de ovariane de l'erreur d'estimation orrespondantes sont notées respetivement
Pn+1|n et Pn+1|n+1. Kn+1 est le gain du ltre de Kalman.
Le ltre de Kalman permettant d'estimer l'état déni par l'équation (4.26) est dérit et
analysé au paragraphe 3.2 du hapitre 3, nous rappelons ii brièvement les prinipales étapes
exéutées à l'instant n+ 1 :
 L'estimée a priori de l'état, xˆn+1|n, et elle de la matrie de ovariane de l'erreur d'esti-
mation orrespondante, Pn+1|n, sont alulées grâe aux équations (3.17) et (3.16).
 Si l'éhantillon xn+1 est disponible, cn+1 = 1, l'observation est don égale à la valeur de
elui-i, yn+1 = xn+1 : le gain du ltre de Kalman, Kn+1, est alulée par l'équation (3.20).
L'estimée de l'état est alors ltrée selon l'équation (3.18), et la matrie de ovariane de
l'erreur d'estimation de l'état est mise à jour grâe à l'équation (3.19).
 Si l'éhantillon est manquant, cn+1 = 0, le gain du ltre de Kalman est nul Kn+1 = 0. Il
s'en suit que l'estimée de l'état ainsi que la matrie de ovariane de l'erreur d'estimation
sont onservées a posteriori, xˆn+1|n+1 = xˆn+1|n et Pn+1|n+1 = Pn+1|n.
On rappelle aussi que si xn+1 est disponible, le premier élément du veteur xˆn+1|n+1, qu'on
note dans la suite xˆn+1|n+1, est égal à xn+1. Ainsi, un éhantillon disponible est inhangé par le
ltre de Kalman. Par ontre, si xn+1 est manquant, xˆn+1|n+1 est sa prédition optimale à l'instant
n+1. Ainsi, le signal reonstruit qui prend la valeur du signal lorsque l'éhantillon est disponible
et sa prédition dans le as ontraire, est donné à tout instant n+ 1 par : zn+1 = xˆn+1|n+1.
Il onvient ii de rappeler que si xn+1 est manquant, son estimée mise à jour au ours des
L−1 pas de temps suivants est diérente de sa prédition fournie à l'instant n+1, xˆn+1|n+1+t 6=
xˆn+1|n+1 pour 0 < t ≤ L − 1. En eet, l'état ontient en lui les L − 1 derniers éhantillons ou
leurs préditions s'ils sont manquants. Si un éhantillon est disponible, l'état est ltré par le
ltre de Kalman selon l'équation (3.18). Par onséquent, des termes s'ajoutent à la prédition
des éhantillons manquants existants dans et état. On note ii que le ltrage de Kalman ajoute
des termes uniquement à la prédition des éhantillons manquants, les éhantillons disponibles
restent inhangés. Ainsi, l'estimée d'un éhantillon manquant mise à jour au ours des L− 1 pas
de temps suivants s'exprime par l'équation (3.28).
4.4 Algorithme de Burg adaptatif ombiné à un ltre de Kalman
Dans e qui suit, on propose un algorithme adaptatif qui permet l'identiation en treillis
et la reonstrution d'un proessus AR(L) à éhantillons manquants. Il utilise onjointement
l'algorithme de Burg adaptatif pour une identiation en treillis du proessus et le ltre de
Kalman, évoqué i-dessus au paragraphe 4.3, pour une reonstrution optimale adaptative des
éhantillons manquants. Le modèle ainsi identié orrespond à haque pas de temps à un ltre
stable.
En se référant aux équations (4.24), on onstate que la mise à jour des oeients de réexion
utilise les erreurs de prédition rétrograde alulés à l'instant préédent. Il en est de même pour
le alul des erreurs de prédition direte et rétrograde grâe aux équations de réurrene sur
l'ordre (4.4). On en déduit alors par réurrene qu'il est néessaire pour le alul des oeients
de réexion à un instant n d'avoir alulé toutes les variables du ltre en treillis aux instants
préédents. Or les équations de réurrene sur l'ordre qui permettent de aluler les erreurs
de prédition sont initialisées à haque pas de temps par la valeur du signal (équation (4.5)).
On ne peut don pas les utiliser pour aluler les erreurs de prédition lorsqu'un éhantillon
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est manquant. De toutes façons, il n'est pas possible de aluler l'erreur de prédition d'un
éhantillon manquant. Il est don néessaire d'estimer à et instant là les erreurs de prédition,
elles seront utilisées pour la mise à jour des variables du treillis à l'instant suivant. Ainsi, dans le
as de signaux à éhantillons manquants, la fontion de oût minimisée par l'algorithme proposé
est une estimation de elle minimisée par l'algorithme de Burg adaptatif (équation (4.20)). Elle




















4.4.1 Estimation optimale des erreurs de prédition direte et rétrograde
Les erreurs de prédition diretes et rétrogrades sont dénies par les équations (4.1). En utili-
sant le théorème des éhantillons manquants [65℄, une estimation optimale au sens des moindres
arrés des erreurs de prédition est alors donnée à l'instant n par les équations suivantes :
fˆ (0)n = bˆ
(0)
n = xˆn|n, (4.28a)












où, xˆn−i|n est l'estimée optimale au sens des moindres arrés de xn−i onnaissant les éhantillons
disponibles jusqu'à l'instant n.
Les équations préédentes (4.28) sont analogues à elles qui dénissent les erreurs de pré-
dition (4.1). La diérene est que les erreurs de prédition ainsi que la valeur du signal sont
remplaées par leurs estimées respetives. Par onséquent, en remplaçant dans les équations (4.5)
et (4.4) les erreurs de prédition et la valeur du signal par leurs estimées, on obtient des équa-
tions réursives sur l'ordre permettant d'estimer les erreurs de prédition dans le as de signaux
à éhantillons manquants. Cei revient don à remplaer un éhantillon manquant par sa pré-
dition dans l'initialisation des équations sur l'ordre. Ainsi, l'algorithme de Burg adaptatif se
résume dans le as de signaux à éhantillons manquants à un instant n aux équations suivantes :
 Initialisation pour l = 0
fˆ (0)n = bˆ
(0)
n = xˆn|n, (4.29a)
kˆ(0)n = 1, (4.29b)
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 n.
On propose d'utiliser un ltre de Kalman pour une prédition optimale au sens des moindres
arrés des éhantillons manquants. Or le ltre de Kalman utilise une représentation direte du
ltre transverse. Il est don néessaire de aluler à haque instant les paramètres AR à partir
des oeients de réexion grâe aux équations de réurrene (4.7).
On rappelle ii que des termes s'ajoutent à la prédition d'un éhantillon manquant grâe
au ltrage de l'état lorsque des éhantillons sont disponibles au ours des L − 1 pas de temps
suivants. Ainsi, soit xˆn|n la prédition optimale d'un éhantillon manquant à l'instant n, elle-i
ne sera plus optimale si des éhantillons sont disponibles au ours des L−1 pas de temps suivants.
Dans un ontexte temps réel, l'estimée atualisée d'un éhantillon, xˆn|n+t, est uniquement utilisée
pour la prédition des éhantillons suivants. Par ontre, le signal est reonstruit en utilisant xˆn|n.
Par ailleurs, les erreurs de prédition direte et rétrograde, estimées en utilisant la prédition
d'un éhantillon manquant, seront utilisées à l'instant suivant. Ainsi, omme pour la prédition
des éhantillons manquants, leurs estimées devraient aussi être atualisées pour être optimales à
l'instant suivant. Pour éviter de les realuler plusieurs fois, on propose e qui suit :
Si l'éhantillon xn est manquant, il est prédit en utilisant le ltre de Kalman, sa prédi-




















ne seront estimés que lorsque la prédition
de l'éhantillon est atualisée, .-à-d. jusqu'à e qu'un nouvel éhantillon soit disponible. Quand
un éhantillon est disponible à l'instant n+t, l'état est alors mis à jour grâe au ltre de Kalman.
Nous alulons alors toutes les variables du ltre en treillis orrespondant aux éhantillons man-
quants entre l'instant du dernier éhantillon disponible, n − h et l'instant ourant, n + t. Il est
à noter ii que lorsque l'intervalle de temps séparant deux éhantillons disponibles est supérieur
à L (t− h+ 1 > L), les préditions des L− 1 éhantillons manquants préédents (eux qui sont
ontenus dans l'état) sont mis à jour. Les préditions des éhantillons manquants qui préèdent
es derniers (aux instants n−h+1 jusqu'à n+ t−L) ne le sont pas. Malgré ela, il est néessaire
de aluler les variables du ltre en treillis à es instants là même si auune information nouvelle
n'est disponible. Néanmoins, les paramètres du modèle AR ne sont pas mis à jour à es instants
là pour éonomiser du temps de alul.
4.4.2 Algorithme proposé
L'algorithme proposé se résume don à l'instant n + 1 aux étapes suivantes : La première
ligne de la matrie A est remplaée par aˆ
(L)⊤
n , l'estimée du veteur des paramètres à l'instant n.
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Pn+1|n+1 = (Id −Kn+1c
⊤
n+1)Pn+1|n, (4.32b)
xˆn+1|n+1 = xˆn+1|n +Kn+1(yn+1 − yˆn+1|n). (4.32)
Ainsi, la prédition des éhantillons manquants préédents jusqu'à l'instant n−L+1 (existants
dans l'état) est alors mise à jour grâe au ltrage de l'état par l'équation (4.32). Il onvient
maintenant de aluler les variables du ltre en treillis à partir de la dernière observation à
l'instant n− h, où h ≥ 0 dépend du shéma de perte. Ainsi à haque instant t, pour n− h+1 ≤
t ≤ n + 1, l'algorithme de Burg adaptatif dans le as de signaux à éhantillons manquants est
utilisé pour aluler les oeients de réexion kˆ
(l)





1 ≤ l ≤ L. Les erreurs de prédition direte et rétrograde sont initialisées par la prédition





t = xˆt|n+1. Ainsi,
 Pour t = n− h+ 1 jusqu'à n+ 1





t = xˆt|n+1, (4.33a)
kˆ
(0)
t = 1, (4.33b)
















































Enn, les paramètres (aˆ
(L)
i,n+1)1≤i≤L sont estimés à partir des oeients de réexion (kˆ
(l)
n+1)1≤i≤L
grâe à l'algorithme de Durbin Levinson donné par les équations (4.7) et (4.8).
Par ontre si xn+1 est manquant, cn+1 = 0 l'état estimé a priori, xˆn+1|n, n'est pas ltré
par le ltre de Kalman. Les oeients de réexion (kˆ
(l)
n+1)1≤l≤L n'étant pas enore estimés, les
paramètres du modèle AR ne sont pas mis à jour.
Kn+1 = 0, (4.35a)
Pn+1|n+1 = Pn+1|n, (4.35b)







Un organigramme représentant les diérentes étapes de et algorithme est présenté aux gures
4.6 et 4.7. Cet algorithme permet d'identier le modèle optimal stable au sens du ritère donné
par l'équation (4.27).
La fontion de oût minimisée par l'algorithme Kalman MCR pseudo-linéaire, dérit au ha-
pitre 3, est la moyenne pondérée des erreurs quadratiques de prédition aux instants où les
éhantillons sont disponibles. Ainsi, les paramètres estimés ne sont pas mis à jour par l'algo-
rithme Kalman MCR pseudo-linéaire lorsqu'un éhantillon est manquant. En eet, la mise à
jour des paramètres grâe à l'algorithme MCR est proportionnelle à l'erreur de prédition qui
ne peut pas être alulée lorsqu'un éhantillon est manquant. Par ontre, la fontion de oût
minimisée par l'algorithme proposé ii est la moyenne pondérée de toutes les erreurs quadra-
tiques de prédition. Lorsqu'un éhantillon est manquant, les erreurs de préditions ne peuvent
pas être alulées, elles sont alors remplaées par leurs estimées. En eet, dans le as des algo-
rithmes en treillis, il est néessaire pour estimer les oeients de réexion à un instant n d'avoir
alulé toutes les variables du ltre aux instants préédents. Pour ela, les paramètres du ltre
en treillis sont estimés à tous les instants par l'algorithme proposé même lorsqu'un éhantillon
est manquant. Cei suggère qu'il a une bonne dynamique de onvergene et de poursuite des
paramètres même pour des probabilités élevées d'éhantillons manquants. Cette hypothèse est
onrmée grâe aux simulations.
L'algorithme proposé et l'algorithme Kalman MCR pseudo-linéaire utilisent le même ltre
de Kalman pour la reonstrution, leurs omplexités alulatoire ne dièrent don que par l'al-
gorithme d'identiation utilisé. Leurs omplexités alulatoire ont été alulées, elles sont, pour




, où q est la probabilité de perte des éhan-
tillons, N la taille du signal et L l'ordre du modèle AR. Ces algorithmes ont été implémentés en
langage Matlab, les simulations des deux algorithmes ont néessité des temps de alul voisins.
Pour des modèles AR d'ordre faible, l'algorithme proposé est plus rapide que le Kalman MCR
pseudo-linéaire. Par ontre, il est plus lent pour des modèles AR d'ordre élevés, tels que eux qui
permettent de modéliser des signaux de parole.
4.5 Simulations
L'algorithme dérit dans e hapitre est omparé à l'algorithme Kalman MCR pseudo-linéaire
à l'aide de trois expérienes. Le signal test utilisé pour la première simulation est une juxtaposi-
tion de proessus AR(2) ayant subi une perte d'éhantillons dont la probabilité est élevée. Dans
les deux expérienes suivantes, les deux algorithmes sont appliqués à la reonstrution d'un si-
gnal de parole (simulation 2) et de musique (simulation 3) pour diérentes probabilités de perte
d'éhantillons. Leurs performanes dans la reonstrution du signal est mesurée en termes du
RSB (Rapport Signal sur Bruit de reonstrution).
Simulation 1 Le signal test utilisé dans ette expériene est une juxtaposition de proessus
AR(2), il est généré sur 15.103 éhantillons. Les paramètres du signal sont [1.5,−1] pour les
premiers 5.103 éhantillons, [−0.5,−1] pour les 5.103 éhantillons suivants et nalement [0.5,−1]
pour les éhantillons restants. La probabilité de perte d'éhantillon est de q = 0.7. Le fateur d'ou-
bli est hoisi de λ = 0.99. La gure 4.2 représente l'estimation instantanée du premier paramètre
en utilisant les deux algorithmes. Elle montre que l'algorithme proposé ore une onvergene
plus rapide que l'algorithme Kalman MCR pseudo-linéaire même pour un nombre élevé d'éhan-
tillons absents. Pour des fateurs d'oubli plus faibles, les deux algorithmes onvergent omme il
se doit plus rapidement, ei est aux dépens d'une plus grande variane des paramètres estimés.
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D'autre part, les simulations montrent que la vitesse de onvergene de l'algorithme Kalman
MCR pseudo-linéaire dépend du shéma et de la probabilité de perte des éhantillons. En ef-
fet, ette expériene a été reproduite pour 1000 générations du shéma de perte. Le tableau 4.1
montre alors la répartition des RSB fournis en utilisant haun des deux algorithmes.















Fig. 4.2  Estimation instantanée du paramètre a1 en utilisant les deux algorithmes omparés.
Tab. 4.1  Répartition des RSB fournis par haun des deux algorithmes omparés pour 1000
générations diérentes du shéma de perte.
Algorithme RSB < 0 dB 0dB ≤ RSB < 15 dB 15 ≤ RSB
Kalman MCR pseudo-linéaire 8.1 % 9.5 % 82.4 %
algorithme en treillis 0 % 0.1 % 99.9%
Le tableau 4.1 montre que le RSB fourni par l'algorithme Kalman MCR pseudo-linéaire est,
pour 17.6 % des 1000 shémas de perte, inférieur à 15 dB alors qu'il l'est pour uniquement 0.1%
des fois en utilisant l'algorithme proposé ii. Cei est dû à un retard dans la onvergene ou à une
divergene. Il est à noter ii que l'algorithme Kalman MCR pseudo-linéaire a divergé pour 2%
des shémas de perte. La divergene peut être due à une forte variane des paramètres estimés
et à l'estimation de paramètres orrespondant à des modèles instables.
Par ailleurs, la gure 4.2 semble montrer que l'algorithme proposé onverge vers une estima-
tion non biaisée des paramètres. Cependant, il existe un biais dû à la minimisation des erreurs
de prédition aux instants où les éhantillons sont manquants. Ce biais est d'autant plus faible
que a2 est voisin de l'unité (à la limite de la zone de stabilité). De tels signaux orrespondent
à des ltres résonnants. Ces propriétés de l'algorithme permettent d'envisager une appliation
à la reonstrution de signaux de parole ou de musique. Cei est le as de la deuxième série de
simulations.
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Simulation 2 Les deux algorithmes omparés sont appliqués à la reonstrution du signal
test usuel 'Mary had a little lamb, its eee was white as snow' éhantillonné à 8kHz. Ce signal
est reonstruit en utilisant les deux algorithmes omparés pour diérentes probabilités de perte
d'éhantillons. Pour haque probabilité de perte, le shéma d'observation est regénéré 1000 fois.
Ainsi pour haque algorithme, la moyenne et la variane du RSB sont estimées pour haque
probabilité de perte sur l'ensemble des diérents shémas d'observation. Le fateur d'oubli uti-
lisé pour les deux algorithmes est de λ = 0.99. Pour ette valeur du fateur d'oubli, les deux
algorithmes orent de bonnes performanes. Le signal de parole est modélisé par un proessus
AR d'ordre 12.
Les gures 4.3 et 4.4 montrent la moyenne et l'éart type du RSB pour haun des algorithmes
en fontion de la probabilité de perte d'éhantillons.
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Fig. 4.3  RSB moyen en fontion de la probabilité de perte d'éhantillons pour l'expériene 2.
La gure 4.3 montre que l'algorithme proposé ore en moyenne de meilleures performanes
que elles obtenues grâe à l'autre algorithme en terme d'erreur de reonstrution, partiulière-
ment pour les fortes probabilités de perte d'éhantillons. Le RSB moyen obtenu grâe à l'algo-
rithme proposé suit une déroissane linéaire lorsque la probabilité de perte roît. Par ontre, en
utilisant l'algorithme Kalman MCR pseudo-linéaire, la déroissane du RSB est exponentielle.
Ainsi, pour une perte de 70% des éhantillons, le RSB obtenu grâe à l'algorithme proposé est
supérieur en moyenne de 4.5 dB de elui obtenu grâe à l'algorithme Kalman MCR pseudo-
linéaire. Cet éart moyen est de 17 dB lorsque 85 % des éhantillons sont manquants. Il est à
noter ii que le signal reonstruit utilisant l'algorithme proposé est intelligible même lorsque 85
% des éhantillons sont manquants d'une manière aléatoire.
De plus, la gure 4.4 montre que l'éart type du RSB obtenu grâe à l'algorithme proposé ii
est négligeable devant elui obtenu utilisant l'autre algorithme. De surroît, il est presque onstant
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Fig. 4.4  Eart-type du RSB en fontion de la probabilité de perte d'éhantillons pour l'expé-
riene 2.
pour toutes les probabilités de perte d'éhantillons. Cei montre la robustesse de l'algorithme
proposé fae aux fortes probabilités de perte d'éhantillons ainsi qu'aux shémas d'observation
du signal. D'autre part, l'éart type du RSB obtenu grâe à l'autre algorithme roît exponentiel-
lement ave la probabilité de perte. On en onlut que la reonstrution du signal utilisant l'algo-
rithme Kalman MCR pseudo-linéaire est fortement dépendante du shémas d'observation pour
les probabilités de perte d'éhantillons élevées. En eet, un signal de parole n'est pas stationnaire,
les paramètres du modèle AR orrespondant sont onstants pour de faibles durées. Lorsque la
probabilité de perte d'éhantillons est élevée, l'algorithme Kalman MCR pseudo-linéaire n'arrive
pas à suivre les variations des paramètres.
Simulation 3 Dans ette expériene, le signal test utilisé est un signal musial. C'est la toata
en Do min de J. Bah jouée par Glen Gould. Les signaux de musiques sont par essene non
stationnaires. De plus, les sons orrespondent le plus souvent à des ltres résonnants. Cei suggère
que l'algorithme proposé dans e hapitre présente de bonnes performanes dans la reonstrution
de signaux de musique. Ainsi, les mêmes simulations que elles faites à l'expériene 2 sont répétées
ii pour le signal musial.
Le tableau 4.2 montre la moyenne et l'éart type du RSB pour des probabilités de perte
d'éhantillons de 60%, 70%, 80% et 90%. M1 et M2 sont les valeurs moyennes du RSB obtenue
en utilisant l'algorithme proposé dans e hapitre ainsi que l'algorithme Kalman MCR pseudo-
linéaire. S1 et S2 sont les éarts type orrespondants.
En se référant au tableau 4.2, on onstate que l'algorithme proposé ore, omme attendu, de
bonnes performanes dans la reonstrution de signaux musiaux. Tout omme dans l'expériene
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Tab. 4.2  Comparaison des deux algorithmes pour l'expériene 3
M1 et S1 sont le RSB moyen et l'éart type du RSB obtenus en utilisant l'algorithme proposé
dans e hapitre, M2 et S2 sont obtenus en utilisant l'algorithme Kalman MCR pseudo-linéaire.
q 0.6 0.7 0.8 0.9
M1 ± S1 (dB) 20 ± 0.16 15 ± 0.14 10.27 ± 0.11 5.4 ± 0.10
M2 ± S2 (dB) 16 ± 0.41 11 ± 2.46 -0.18 ± 12.36 -38 ± 31.8
2, M1 suit une déroissane linéaire lorsque la probabilité de perte q augmente alors que la
déroissane de M2 est exponentielle.
Des tests d'éoute ont montré que les diérenes entre le signal original et le signal reonstruit
en utilisant l'algorithme proposé, ne sont pas audibles en général. Par ontre, pour des probabi-
lités de perte élevées, les erreurs reonstrution de es signaux en utilisant l'algorithme Kalman
MCR pseudo-linéaire se traduisent par des impulsions ou même une déformation du son. Cei





























Fig. 4.5  Reonstrution du signal au début d'une nouvelle note en utilisant les deux algorithmes
omparés pour l'expériene 3.
La gure 4.5 montre la reonstrution du signal test en utilisant les deux algorithmes om-
parés au début d'une nouvelle note. Le début d'un nouvelle note orrespond à un saut dans les
paramètres AR. Lorsque la probabilité de perte est élevée, l'algorithme Kalman MCR pseudo-
linéaire ne s'adapte pas rapidement aux variations des paramètres. Cei peut se traduire par une
phase transitoire d'instabilité aratérisée par de fortes osillations dans le signal reonstruit, tel
qu'on le voit sur la gure 4.5. Par ontre, l'algorithme proposé s'adapte rapidement aux variations
de paramètres en garantissant la stabilité. Ainsi, le signal reonstruit en utilisant l'algorithme
proposé suit orretement le signal original.
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4.6 Conlusion
On s'est intéressé dans e hapitre à l'identiation de signaux à éhantillons manquants
en utilisant la struture en treillis du ltre. Un nouvel algorithme adaptatif permettant une
identiation stable et une reonstrution robuste d'un proessus AR à éhantillons manquants
est proposé. À notre onnaissane, 'est le premier algorithme qui permet un traitement en ligne
de signaux à éhantillons manquants en utilisant un ltre en treillis. Il utilise un algorithme de
Burg adaptatif adapté au as de signaux à éhantillons manquants en utilisant un ltre de Kalman
pour la prédition. La stabilité du ltre ainsi identié est garantie à haque instant. En outre,
et algorithme est robuste à de larges probabilités de pertes. De plus, les simulations montrent
qu'il ore une onvergene rapide et un bon suivi des paramètres même pour des probabilités
de perte d'éhantillons élevées. Cei pourrait s'expliquer par la mise à jour des oeients de
réexion à tous les instants, même lorsqu'un éhantillon est manquant. Cependant, ei est réalisé
aux dépens d'un biais d'identiation dû à la fontion de oût minimisée par l'algorithme. Cet
algorithme a été omparé à l'algorithme Kalman MCR pseudo-linéaire proposé au hapitre 3. Ce
dernier utilise une représentation direte du ltre transverse, par onséquent la stabilité du ltre
identié n'est pas garantie. En outre, les simulations montrent que ses performanes dépendent
fortement du shéma de perte en partiulier pour des probabilités de perte élevées. L'appliation
des deux algorithmes à la reonstrution de signaux de parole montre l'avantage de l'algorithme
proposé en termes d'erreur de reonstrution et en partiulier pour des probabilités de perte
d'éhantillons élevées. Des tests d'éoute onrment es résultats. En eet, un signal de parole
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Fig. 4.6  Organigramme de l'algorithme en treillis pour l'identiation et la reonstrution de
signaux à éhantillons manquants.
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Fig. 4.7  Organigramme de l'algorithme en treillis pour l'identiation et la reonstrution de
signaux à éhantillons manquants.
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Chapitre 5
Ehantillonnage adaptatif, systèmes à
transmission non uniforme
Nous avons dérit aux hapitres 2, 3 et 4 un ensemble d'algorithmes qui permettent l'iden-
tiation et la reonstrution adaptatives d'un proessus AR à éhantillons manquants. Les
algorithmes dérits aux hapitres préédents ont été appliqués à la reonstrution de signaux de
parole qui ont subi une perte aléatoire d'éhantillons. Ils ont montré de bonnes performanes
même pour un taux élevé d'éhantillons manquants. Nous proposons alors de les utiliser dans
des systèmes de transmission non uniforme dans un but de ompression des signaux. Nous nous
intéressons, dans un premier temps, à l'éhantillonnage adaptatif et à la transmission non uni-
forme à partir de signaux odés en MIC (PCM en anglais). Nous dérivons plusieurs méthodes
de transmission non uniforme. Ainsi, en ombinant les méthodes d'éhantillonnage adaptatif
et les algorithmes adaptatifs de reonstrution de signaux à éhantillons manquants proposés
aux hapitres préédents, nous proposons des systèmes de odage/déodage à transmission non
uniforme. Nous nous intéressons par la suite à la transmission non uniforme dans un ontexte
de odage diérentiel. Une méthode de transmission non uniforme des erreurs de prédition est
alors proposée. En ombinant ette méthode et les méthodes paramétriques de reonstrution des
signaux, un système de odage MICDA à transmission non uniforme (MICDA-TNU) est onçu.
Dans e qui suit, nous présentons le prinipe de l'éhantillonnage adaptatif ainsi que quelques
méthodes de transmission non uniforme.
5.1 Ehantillonnage adaptatif
On se propose ii de ne transmettre qu'un nombre minimal d'éhantillons hoisis de telle sorte
qu'il soit possible de reonstruire le signal ave une erreur tolérée. Une méthode paramétrique
adaptative de prédition telle que elles proposées aux hapitres préédents est utilisée. Ainsi,
à haque instant n, l'éhantillon xn est prédit grâe à la méthode paramétrique onnaissant les
éhantillons déjà transmis et une estimation atualisée des paramètres du modèle, aˆn. On note
en,P l'erreur de prédition de l'éhantillon xn. Une ertaine fontion des erreurs de prédition
jusqu'à l'instant n, notée Fn, est alors omparée à une erreur tolérée, notée En. Si Fn < En,
l'éhantillon peut don être prédit ave une erreur tolérée, on évite alors de le transmettre. Le
signal résultant est à éhantillons manquants, mais la perte des éhantillons n'est pas aléatoire.
Cette idée peut être vue omme une ompression en temps réel ave perte. Ainsi si la méthode
paramétrique de prédition utilisée est eae, le nombre d'éhantillons transmis est onsidé-
rablement réduit alors que le signal est reonstruit par le réepteur ave une erreur ontrlée.
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D'autre part, en augmentant l'erreur de reonstrution tolérée, le nombre d'éhantillons transmis
est réduit. Dans [55℄, Mirsaidi et al. proposent deux méthodes de transmission fondées sur deux
ouples diérents de valeurs pour les fontions Fn et En. Ils s'intéressent aussi à la rédution de
l'erreur de quantiation par le prinipe de transmission non uniforme des éhantillons [54℄, e
qui ore un nouveau ritère pour le hoix des fontions Fn et En. Le prinipe de transmission
non uniforme adaptative est aussi utilisé par Asswad et al. [5℄ pour la rédution simultanée de
l'erreur de quantiation et du débit de transmission des images. Dans e qui suit, nous pré-
sentons plusieurs méthodes de transmission non uniforme adaptative en se basant sur diérents
hoix des fontions Fn et En. Pour ela, on distingue deux prinipaux groupes : les méthodes de
transmission adaptative basées sur un seuil de l'erreur de reonstrution et elles basées sur la
rédution de l'erreur de quantiation.
5.1.1 Critère fondé sur l'erreur de reonstrution
Méthode de transmission 1 Ii, les fontions Fn et En sont hoisies d'une manière simple,
selon [55℄ :
Fn = gn |en,P | (5.1)
En = c
te. (5.2)
Ainsi, l'erreur de prédition instantanée est omparée à une erreur tolérée onstante hoisie
à partir de onnaissanes a priori sur le signal. Le pourentage d'éhantillons transmis ainsi que
l'erreur de reonstrution du signal dépendent don de la valeur de En. Cette dernière permet alors
de aluler une borne supérieure de l'erreur quadratique moyenne de reonstrution du signal
et par onséquent une borne inférieure du rapport signal sur bruit de reonstrution (RSB). Le
oeient gn est un fateur de normalisation. Il est hoisi selon gn = 1/σˆx,n où σˆ
2
x,n est l'estimée
de la puissane du signal à l'instant n. Cette estimation étant eetuée à l'émission, tous les
éhantillons du signal peuvent être utilisés pour estimer la puissane du signal. La normalisation
de l'erreur de prédition en,P permet de hoisir une valeur de En indépendamment de la puissane
du signal. Cette méthode est eae dans le as de signaux stationnaires, par ontre, elle l'est
moins dans le as non stationnaire. Pour ela, Mirsaidi et al. [55℄ proposent une autre méthode
plus adaptée au as de signaux non stationnaires.
Méthode de transmission 2 Dans le as de signaux non stationnaires, Mirsaidi et al. [55℄
proposent de faire évoluer la valeur de En en fontion des propriétés statistiques du signal en
question. Ils utilisent l'idée que les performanes de la prédition sont meilleures lorsque les
éhantillons onséutifs sont fortement orrélés. Par onséquent, lorsque les éhantillons sont
fortement orrélés, ils sont moins fréquemment transmis. Ainsi, à haque instant, les oeients
d'autoorrélation jusqu'à l'ordre L du modèle sont estimés de manière réursive au niveau de
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où rˆx,n représente l'estimée du veteur rx = [r1, . . . , rL]
⊤
à l'instant n, aˆn est l'estimée des
paramètres à l'instant n obtenue grâe à un algorithme adaptatif d'identiation et de reons-
trution de signaux à éhantillons manquants, le oeient ρ permet de ontrler le pourentage
d'éhantillons transmis.
Méthode de transmission 3 Nous proposons de transmettre un nombre minimal d'éhan-
tillons tout en garantissant un rapport signal sur bruit de reonstrution supérieur à un ertain
seuil que l'on xe. Pour ela, on propose de vérier à haque instant que le rapport signal sur
bruit de reonstrution au niveau du réepteur est supérieur au seuil xé. Ainsi à haque ins-
tant n, l'éhantillon est prédit en utilisant l'une des méthodes dérites aux hapitres préédents
onnaissant les éhantillons déjà transmis et une estimation des paramètres du modèle à l'instant
n. Ayant en,P et xn, le rapport signal sur bruit de reonstrution à l'instant n est alors estimé
en dB par :




















i,P est l'erreur quadratique moyenne de reonstrution à l'instant n
ave ei,P = 0 si l'éhantillon xi est transmis. Il est à noter que ette estimation est alulée
réursivement sans avoir à garder en mémoire toutes les erreurs de préditions préédentes.
Cei est obtenu en alulant de manière réursive séparément l'erreur quadratique moyenne de
reonstrution (EQMRn) et la puissane du signal. L'estimée du rapport signal sur bruit ainsi
obtenue est omparée au seuil xé En. Si Fn ≥ En, l'éhantillon n'est pas transmis, il sera prédit
auprès du réepteur ave une erreur tolérée. Dans le as ontraire, l'éhantillon est transmis,
EQMRn devrait alors être orrigée en remplaçant en,P par zéro. Il est à noter qu'on n'a pas tenu
ompte ii de l'erreur de quantiation lorsqu'un éhantillon est transmis. On note xn,Q la valeur
quantiée de l'éhantillon xn et en,Q = xn−xn,Q l'erreur de quantiation orrespondante. Dans






i,r où ei,r est l'erreur de reonstrution à l'instant i donnée par,
ei,r =
{
ei,Q si l'éhantillon est transmis,
ei,P sinon.
(5.6)
La méthode ainsi dérite permet de diminuer le débit de transmission tout en garantissant un
rapport signal sur bruit de reonstrution toléré. Nous proposons de vérier à haque instant le
rapport signal sur bruit toléré, ei permet d'éviter qu'une ertaine tranhe du signal soit entiè-
rement transmise et bien reonstruite aux dépens d'une autre qui serait alors mal reonstruite.
5.1.2 Critère fondé sur l'erreur de quantiation
Dans un système de transmission numérique simple tel que elui représenté à la gure 5.1.2,
en supposant que l'erreur de transmission est nulle (xˆn,Q = xn,Q), l'erreur de reonstrution
du signal est don égale à l'erreur de quantiation en,Q. Mirsaidi et al. [54℄ s'intéressent à
la rédution de l'erreur de quantiation par transmission non uniforme adaptative du signal.
Grâe à ette tehnique, l'erreur de reonstrution du signal ainsi que le débit de transmission
sont réduits en omparaison à la transmission uniforme des éhantillons quantiés. Avant de
présenter les méthodes proposées dans e but, un rappel sur la quantiation est présenté dans
e qui suit.
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Fig. 5.1  Shéma simplié d'un système de transmission numérique.
Rappels sur la quantiation
Une étape fondamentale dans la représentation numérique d'un signal analogique est la quan-
tiation. Cette étape suit l'étape d'éhantillonnage. La quantiation est une fontion non li-
néaire non injetive. Elle assoie au signal analogique (qui peut prendre une innité de valeurs
diérentes) un nombre ni NQ de valeurs. Ainsi, soit xmax = max
n
|xn| la valeur maximale en
valeur absolue que peut prendre le signal. Cette valeur est supposée en pratique nie. L'intervalle
[−xmax, xmax], ontenant une innité de valeur, est alors subdivisé en NQ intervalles juxtapo-
sés. A haun de es NQ intervalles est assignée une valeur qui peut être par exemple la borne
inférieure de l'intervalle ou la valeur médiane de elui-i.
La quantiation remplae la valeur exate du signal par une valeur approhée. Il y a don
une dégradation irréversible de l'information. On parle alors de bruit de quantiation dont la
valeur à haque instant est égale à l'erreur de quantiation en,Q.
Les diérents intervalles et niveaux de quantiations peuvent être hoisis de diérentes fa-
çons en fontion de l'appliation envisagée. Lorsque les NQ intervalles sont d'amplitudes égales,
les diérents niveaux de quantiation sont don équidistants (uniformément répartis), la quan-
tiation est dite uniforme. Deux niveaux de quantiation onséutifs sont alors séparés d'un





L'amplitude rête à rête du bruit de quantiation est égale à δ
(














Ce bruit est d'autant plus faible que le pas de quantiation δ est faible et par onséquent le
nombre de niveaux de quantiation NQ est élevé.
Les diérents niveaux de quantiation sont odés par des symboles binaires. En utilisant des
mots binaires de B bits, on arrive à oder NQ = 2
B
valeurs diérentes. Le débit binaire est alors
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donné par d = BFe où Fe est la fréquene d'éhantillonnage. Ainsi, en augmentant le nombre
de bits néessaire pour oder un éhantillon, l'erreur de quantiation est réduite par ontre ei
se fait au détriment d'une augmentation du débit binaire. En pratique, on essaye de maintenir
un ompromis entre un débit faible et une qualité minimale requise pour le signal reonstruit.
Ainsi, en général 11 bits par éhantillons sont requis pour une bonne représentation d'un signal
de parole quantié uniformément [59, 67℄.
Or, e n'est pas ave la quantiation uniforme que l'on obtient la meilleure aratéristique
quand la densité de probabilité de l'amplitude du signal n'est pas uniforme tel qu'il est le as
des signaux sonores [67℄. Dans e as, on peut obtenir de meilleures performanes en utilisant
une quantiation non uniforme logarithmique de sorte que le pas de quantiation augmente
au fur et à mesure que l'amplitude du signal est importante. Une quantiation logarithmique
permet de maintenir un quotient erreur de quantiation/niveau de signal sensiblement onstant
[59℄. Une telle quantiation est assimilée en pratique à une ompression logarithmique du signal
suivie d'une quantiation uniforme. Pour le odage de la parole, deux lois de ompression ont
fait l'objet de normalisations mondiales. La loi µ est utilisée aux Etats-Unis, au Canada et au
Japon, alors que la loi A est utilisée dans les systèmes européens et le reste du monde [59℄.
Nous rappelons ii l'expression de la loi de µ, elle-i sera utilisée dans la partie onsarée aux
simulations.
F (x) = sign(x)
ln(1 + µ |x|)
1 + µ
(5.9)
où µ = 255 et x ∈ [−1; 1].
Rédution de l'erreur de quantiation par transmission adaptative
L'idée proposée par Mirsaidi et al. pour réduire l'erreur de quantiation se résume omme
suit : Supposons qu'il soit possible de prédire l'éhantillon à l'instant n d'une manière eae
de sorte que l'erreur de prédition soit inférieure à elle de quantiation (|en,P | < |en,Q|). Dans
e as, il est préférable de remplaer au niveau du réepteur l'éhantillon par sa prédition et
d'éviter par onséquent sa transmission. Lorsque la méthode paramétrique de prédition utilisée
est eae, un grand nombre d'éhantillons ne sera pas transmis. Ainsi, l'erreur totale de re-
onstrution sera inférieure à elle obtenue pour une transmission uniforme du signal quantié.
De plus, le débit de transmission (ou le volume de données néessaire) est réduit en raison de la
transmission non uniforme. Les fontions Fn et En de la méthode à transmission non uniforme
ainsi dérite sont alors dénies par :
Fn = |en,P | , (5.10)
En = |en,Q| . (5.11)
Or, le réepteur ne dispose que d'éhantillons quantiés, la prédition des éhantillons non
transmis se fait don à partir de eux-i. Les performanes de la prédition peuvent don être
mauvaises à ause de l'erreur de quantiation. Pour pallier e problème, onsidérons les deux
systèmes suivants :
 Système 1 : la transmission est périodique (tous les éhantillons quantiés sont transmis).
Le nombre de bits utilisés pour oder un éhantillon est B1. Le débit de transmission est
don donné par d1 = FeB1 où Fe est la fréquene d'éhantillonnage.
 Système 2 : la transmission est non périodique, les éhantillons manquants sont alors rem-
plaés par leurs préditions. Le nombre de bits utilisés pour oder un éhantillon transmis
est B2. Dans e as, la transmission étant non uniforme, on onsidère le débit de transmis-
sion moyen donné par d2 = pFeB2 où p désigne le pourentage des éhantillons transmis.
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Il est lair que pour obtenir de meilleures performanes de reonstrution dans le deuxième
système, on hoisit B2 > B1. Ainsi, si la méthode de prédition utilisée est performante, un
nombre onsidérable d'éhantillons ne sera par transmis. Si le pourentage d'éhantillons transmis





le seond système ore un débit de transmission moyen inférieur à elui obtenu par le premier
système (d2 < d1). Ainsi, grâe à la transmission non uniforme, si une méthode de prédition
performante est utilisée, il est possible d'améliorer le rapport signal sur bruit de reonstrution
tout en diminuant le débit de transmission.
Dans e qui suit, un système de transmission numérique utilisant les méthodes de transmission
non-uniforme dérites i-dessus est proposé. Ce système utilise pour la reonstrution du signal
l'une des méthodes d'identiation et de reonstrution de signaux à éhantillons manquants
proposées aux hapitres préédents.
5.2 Système à transmission non uniforme
Nous proposons ii un algorithme de ompression fondé sur le prinipe de transmission non
uniforme. Il utilise une méthode paramétrique adaptative pour la prédition de signaux à éhan-
tillons manquants. Les méthodes paramétriques dérites aux hapitres 2, 3 et 4 sont bien adap-
tées à ette n. Ainsi le signal transmis est aratérisé par un proessus AR non stationnaire.
L'objetif prinipal est d'obtenir de meilleures performanes en termes de RSB et de débit de
transmission que elles obtenues par les méthodes lassiques de transmission périodique.
Ainsi, à l'émission, un algorithme adaptatif permettant de hoisir les instants appropriés de
transmission est utilisé. Il permet don d'éviter de transmettre un éhantillon si elui-i peut
être prédit à la réeption ave une erreur tolérée selon un ritère xé à l'avane. Le rle du
réepteur est don de reonstruire en temps réel un signal à éhantillons manquants en utilisant
une méthode paramétrique. Un algorithme d'identiation et de reonstrution en temps réel de
proessus AR non stationnaires à éhantillons manquants (Cf. les hapitres 2, 3 et 4) est alors
utilisé.
Ainsi, à l'instant n, onnaissant tous les éhantillons déjà transmis, l'émetteur utilise le même
algorithme de reonstrution utilisé par le réepteur pour évaluer la prédition de l'éhantillon
xn par e dernier. Ayant l'erreur de prédition en,P , la fontion Fn des erreurs de prédition
du réepteur jusqu'à l'instant n est mise à jour réursivement. Celle-i est omparée à une
limite spéique tolérable En. Tel qu'il a été mentionné i-dessus, le hoix de es deux fontions
dépend de l'objetif et des performanes attendues. Ainsi si le but est de réduire le débit de
transmission tout en onservant un rapport signal sur bruit de reonstrution minimal donné, les
fontions Fn et En sont dénies par la méthode de transmission 3 (Cf. le paragraphe 5.1.1). Par
ailleurs, pour minimiser l'erreur de quantiation, es fontions sont hoisies à haque instant
selon Fn = |en,P | et En = |en,Q|. On rappelle que le système de transmission non uniforme peut
utiliser un nombre de bits par ode B2 diérent (en général supérieur) de B1, elui utilisé par le
système de transmission uniforme auquel il est omparé. Les erreurs de quantiation respetives
sont à haque instant en,Q1 et en,Q2. Si l'objetif est de réduire l'erreur de reonstrution du
système à transmission uniforme (due à la quantiation), on hoisit En = en,Q1. Dans e as on
suppose bien évidemment que la quantiation a lieu à l'émission ainsi la vraie valeur du signal
est onnue. Cei permet de pouvoir quantier en utilisant des nombres diérents de bits par ode
et de pouvoir aluler dans haque as l'erreur de quantiation orrespondante.
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Il est à noter que dans le système à transmission non uniforme, un bit indiateur (drapeau) de
la transmission ou non d'un éhantillon est transmis. Pour des signaux loalement stationnaires
et lorsque la méthode de reonstrution utilisée est performante, il est possible que plusieurs
éhantillons onséutifs ne soient pas transmis. Cei est partiulièrement le as des silenes dans
un signal sonore (de musique ou de parole) tel qu'on le onstatera dans la partie onsarée
aux simulations. Dans e as, un seul bit nul est transmis orrespondant au premier éhantillon
manquant. Ainsi, au ours des instants suivants, le réepteur onsidère les éhantillons manquants
(ils sont alors remplaés par leurs préditions) jusqu'à e qu'un drapeau 1 soit reçu. Cei permet
d'éviter la transmission inutile de plusieurs drapeaux nuls onséutifs. Il en est de même pour
le as de plusieurs éhantillons onséutifs transmis. Ainsi, le nombre de bits transmis par le
système à transmission non uniforme en utilisant e prinipe de odage est de :
Btot = pNB2 +Nd (5.13)
où Btot est le nombre total de bits transmis, Nd le nombre de bits drapeaux transmis et N la








Ainsi, pour avoir un meilleur débit que elui obtenu par un système de transmission uni-
forme (odage PCM par exemple) qui utilise B1 bits/éhantillon, le système de transmission non





L'algorithme de odage/déodage dérit i-dessus se résume à l'instant n aux étapes sui-
vantes :
Au niveau de l'émetteur
 L'éhantillon xn est quantié, si néessaire en utilisant deux nombres de bits diérents, les
deux versions quantiées sont notées xn,Q1 et xn,Q2 respetivement.
 L'éhantillon xn est prédit en fontion de l'estimée des paramètres à l'instant préédent
aˆn−1 et des versions quantiées des éhantillons déjà transmis (l'algorithme évalue la per-
formane du réepteur à la prédition de et éhantillon). La prédition de l'éhantillon
est notée xˆn|n−1. Il est à noter ii que toutes les étapes de l'algorithme de reonstrution
néessaires à la prédition de l'éhantillon sont aussi exéutées.
 Ayant la vraie valeur de l'éhantillon, l'erreur de prédition en,P ainsi que les erreurs de
quantiation en,Q1 et en,Q2 de elui-i sont alulées, es valeurs sont utilisées pour aluler
les fontions Fn et En. Dans le as de la méthode de transmission 3 (Cf. paragraphe 5.1.1),
EQMRn et σˆx,n sont alulées réursivement en utilisant respetivement en,P et xn. Tandis
que pour la méthode de transmission permettant de réduire l'erreur de quantiation (Cf.
paragraphe 5.1), Fn = en,P et En = en,Q1.
 Comparer Fn et En (La transmission de l'éhantillon xn est-elle requise ?) :
1. Si Fn < En, l'éhantillon n'est pas transmis. Par onséquent les étapes de la méthode
paramétrique de reonstrution dans le as où l'éhantillon est manquant sont exéu-
tées (Cf. hapitres 2, 3 et 4). En partiulier, l'estimée des paramètres du modèle AR
n'est pas mise à jour, aˆn = aˆn−1. Si l'éhantillon préédent est transmis, un bit de
valeur 0 est transmis.
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2. Si Fn > En, l'éhantillon doit être transmis. Dans le as où deux quantiations dif-
férentes de l'éhantillon sont utilisées, la meilleure quantiation xn,Q2 est transmise.
Les étapes de l'algorithme de reonstrution lorsqu'un éhantillon est reçu sont exéu-
tées. Notamment, les paramètres du modèle AR sont mis à jour. Il est à noter que la
valeur quantiée de l'éhantillon et non sa vraie valeur est utilisée pour l'estimation
des paramètres ou la prédition des éhantillons aux instants suivants. Cei est dû
au fait que l'émetteur évalue la prédition eetuée au niveau du réepteur qui ne
dispose que des éhantillons quantiés. Ainsi, la mise à jour des paramètres grâe aux
algorithmes du gradient et MCR (Cf. hapitres 2 et 3) s'érit sous la forme suivante :
aˆn = aˆn−1 +Gain(xn,Q2 − xˆ). (5.16)
Par ailleurs, si l'algorithme d'identiation utilise la struture en treillis du ltre (Cf.
hapitre 4), il est initialisé à l'instant n par l'équation suivante :
fˆ (0)n = bˆ
(0)
n = xn,Q2. (5.17)
Dans le as de la méthode de transmission 3, la valeur de EMQRn devrait être orrigée
en remplaçant l'erreur de prédition en,P par l'erreur de quantiation de l'éhantillon
transmis en,Q2. Si l'éhantillon préédent est manquant, un bit indiateur de valeur 1
est transmis.
Au niveau du réepteur Une méthode paramétrique adaptative d'identiation et de re-
onstrution de signaux à éhantillons manquants est utilisée (la même doit être utilisée par
l'émetteur). Diérentes méthodes ont été dérites aux hapitres 2, 3 et 4, on rappelle ii briève-
ment leurs prinipales étapes.
 Si un éhantillon est reçu, les paramètres du modèle AR sont mis à jour. Le signal reons-
truit prend alors à l'instant n la valeur de l'éhantillon reçu.
 Si l'éhantillon est manquant, il est prédit en fontion des éhantillons disponibles préé-
dents et de l'estimée atuelle des paramètres. Sa prédition est utilisée pour reonstruire
le signal. Les paramètres du modèle AR sont onservés.
Le système à transmission non uniforme ainsi dérit est représenté sur la gure 5.2. On
s'intéresse dans un premier temps à l'amélioration du MIC (ou en anglais PCM) puis du MICDA
(ou en anglais ADPCM) grâe à l'utilisation de la transmission adaptative non uniforme. Ainsi,
dans e qui suit, les systèmes de transmission non uniforme dérits i-dessus sont omparés par
simulations aux odeurs à transmission uniforme. Une nette amélioration en termes de RSB et
de débit de transmission moyen simultanément est mise en valeur.
5.3 Simulations
Le système de transmission non uniforme dérit i-dessus est omparé ii à la transmission
uniforme de tous les éhantillons quantiés (MIC) par des simulations sur des signaux de parole.
On s'intéresse partiulièrement à la méthode de transmission 3 et à elle permettant l'amélio-
ration de l'erreur de quantiation. Dans e qui suit, nous appelons méthode MIC, méthode A
et méthode B, respetivement, le système de transmission uniforme, le système de transmission
non uniforme utilisant la méthode de transmission 3 et elui permettant de réduire l'erreur de
quantiation. Le signal de parole test utilisé est la phrase usuelle 'Mary had a little lamb, its





























Fig. 5.2  Shéma simplié d'un système de transmission numérique.
fréquene Fe = 8 kHz. La gure 5.3 montre l'évolution du RSB en dB en fontion du débit de
transmission pour un odage MIC du signal test en distinguant le as de la quantiation uni-
forme du signal et elle suivant la loi de µ. Cette gure servira de référene dans les simulations.
Comme il se doit, le RSB roît ave le débit de transmission (l'erreur de quantiation est
plus faible en utilisant un plus grand nombre de niveaux de quantiation). De plus, on note
l'intérêt d'une quantiation suivant une loi de µ de la parole, elle ore un meilleur RSB que
elui obtenu par une quantiation uniforme pour un même débit de transmission. Pour ela,
nous nous intéressons dans les simulations au as de quantiation suivant une loi de µ. Ainsi,
dans e qui suit, les méthodes MIC, A et B sont omparées par trois séries de simulations.
Leurs performanes sont mesurées en termes de RSB (dB) et de débit de transmission moyen.
Pour la méthode MIC, le débit de transmission est donné par d1 = B1Fe, alors que pour les
méthodes A et B, il est donné par l'équation 5.14. La première série permet de omparer les
méthodes MIC et A. Grâe à es simulations, on montre qu'il est possible d'obtenir, en utilisant
la méthode A, un RSB donné pour un débit de transmission moyen inférieur à elui requis
par la méthode MIC. Grâe à la deuxième série de simulations, on montre qu'il est possible,
en utilisant la méthode B, d'améliorer simultanément l'erreur de reonstrution et le débit de
transmission obtenus par la méthode MIC. Finalement, les méthodes A et B sont omparées
par une troisième série de simulations. On rappelle ii que les méthodes A et B utilisent des
algorithmes adaptatifs d'identiation et de reonstrution de signaux à éhantillons manquants.
Les algorithmes Kalman MCR pseudo-linéaire (dérit au hapitre 3) et elui en treillis (dérit au
hapitre 4) étant bien adaptés à la reonstrution adaptative de signaux de parole, on propose
de les utiliser dans es méthodes. Dans e qui suit, on appelle méthode A-KMCR, A-KMCRT,
B-KMCR et B-KMCRT, les méthodes A et B utilisant respetivement les algorithmes Kalman
MCR pseudo-linéaire et elui en treillis. Pour les diérentes simulations suivantes, le fateur
d'oubli utilisé dans les algorithmes KMCR et KMCRT est λ = 0.99. Ce hoix est empirique,
il est justié aux hapitres 3 et 4. De plus, la parole est aratérisée par un proessus AR non
stationnaire d'ordre 12.
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Fig. 5.3  Evolution du RSB(dB) en fontion du débit de transmission pour un odage MIC du
signal test.
Simulations 1 Les méthodes A-KMCR et A-KMCRT sont omparées ii à la méthode MIC.
Il onvient alors de rappeler que la méthode A (dérite au paragraphe 5.1.1) est une méthode de
transmission non uniforme qui permet de garantir un rapport signal sur bruit de reonstrution
RSB donné. Ainsi, pour un RSB xé a priori (et bien évidemment pour un signal partiulier), le
débit de transmission moyen obtenu en utilisant les méthodes A-KMCR et A-KMCRT dépend
du nombre de bits B2 utilisé pour oder les éhantillons transmis. Inversement, la méthode MIC
fournit un RSB pour un débit de transmission (un nombre de bits par éhantillon B1) xé a priori.
Ainsi, en se référant à la gure 5.3, pour un débit de transmission d1 = 40 kbps (orrespondant
à B1 = 5 bits/éhantillon), la méthode MIC ore un RSB de 19.33 dB. Dans le but de omparer
les deux méthodes A et MIC, le RSB de la méthode A est xé à 19.33 dB. Les deux méthodes
sont alors omparées en termes du débit de transmission moyen. Il reste alors à hoisir le nombre
de bits B2 utilisé par la méthode A pour oder un éhantillon émis. Ainsi, la gure 5.4 montre
le débit de transmission moyen obtenu par les méthodes A-KMCR et A-KMCRT en fontion du
nombre de bits B2 par éhantillon émis pour un RSB = 19.33 dB.
Cette gure montre que pour un RSB = 19.33 dB, le plus faible débit de transmission moyen
de haune des méthodes A-KMCR et A-KMCRT est obtenu pour B2 = B1 + 1 = 6 bits. Pour
e hoix, les débits de transmission moyens obtenus grâe aux méthodes A-KMCR et A-KMCRT
sont respetivement de d2 = 26.14 et d2 = 25.03 kbps. Un gain de 14 kbps est alors obtenu par
rapport à la méthode MIC (d1 = 40 kbps). Pour B2 > 6, le débit est roissant. Néanmoins, les
simulations montrent que pour es valeurs de B2, le pourentage d'éhantillons transmis est plus
faible que elui obtenu pour B2 = 6. Cei s'explique de la façon suivante. L'erreur de quantia-
tion des éhantillons transmis étant plus faible, les algorithmes de reonstrution peuvent fournir
une meilleure prédition entraînant don une diminution du pourentage p des éhantillons trans-
mis. Par ontre, la diminution de p n'est pas susante pour ompenser l'augmentation du nombre
de bits B2 par éhantillon transmis et don pour avoir un meilleur débit que elui obtenu pour
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Fig. 5.4  Débit de transmission moyen obtenu en utilisant la méthode A en fontion du nombre
de bits B2 pour RSB = 19.33 dB.
B2 = 6. Le débit ainsi obtenu reste toutes fois inférieur à 40 jusqu'à B2 = 10. A partir de ette
valeur, pB2 +
Nd
N > B1, par onséquent un débit supérieur à 40 est obtenu.
D'autre part, pour B2 < 5, le RSB obtenu est inférieur à 19.33 dB. Pour es valeurs du
nombre de bits, l'erreur de quantiation est élevée (orrespondant à un RSB < 19.33 dB),
par onséquent, l'erreur de prédition l'est aussi. Ainsi, lorsque l'erreur de prédition est élevée,
l'éhantillon est transmis par la méthode entraînant un RSB < 19.33 dB.
Ce même test est répété pour diérentes valeurs du RSB. A haque fois, le meilleur débit de
transmission moyen des méthodes A-KMCR et A-KMCRT est obtenu pour B2 = B1+1 bits par
éhantillons transmis, où B1 est le nombre de bits par éhantillon pour lequel la méthode MIC
fournit le même RSB. Ainsi, en se référant à la gure 5.3, pour B1 = 7 (d1 = 56 kbps), la méthode
MIC fournit un RSB = 31.78 dB. Pour e même RSB, le meilleur débit de transmission moyen de
haune des méthodes A-KMCR et A-KMCRT est obtenu pour B2 = 8, ils sont respetivement
de d2 = 48.58 kbps et d2 = 48.38 kbps. Un gain de 8 kbps est alors obtenu par rapport à la
méthode MIC. Ainsi, es tests ont permis de traer la gure 5.5. Cette gure montre, pour le
signal test quantié suivant la loi de µ, le RSB obtenu en fontion du débit de transmission pour
les méthodes A-KMCR, A-KMCRT et MIC.
Cette gure montre l'intérêt des méthodes A-KMCR et A-KMCRT à la rédution du débit de
transmission. Ainsi, pour un RSB donné, le débit de transmission moyen obtenu en utilisant les
méthodes A-KMCR et A-KMCRT est inférieur à elui requis par la méthode MIC pour fournir le
même RSB. Réiproquement, pour un débit de transmission donné, il est possible d'obtenir grâe
aux méthodes A-KMCR et A-KMCRT un meilleur RSB que elui fournis par la méthode MIC. Ce
gain est d'autant plus important que le RSB (réiproquement le débit) est plus faible. Les deux
méthodes de transmission non uniforme montrent des performanes voisines, les performanes
de la méthode A-KMCRT dépassent néanmoins elles de la méthode A-KMCR pour les faibles
valeurs du RSB. Cei montre la robustesse aux faibles RSB des méthodes utilisant la struture
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Fig. 5.5  Comparaison des méthodes MIC, A-KMCR et A-KMCRT.
en treillis du ltre. Il est à noter ii que les méthodes A-KMCR et A-KMCRT ont même montré
parfois de meilleures performanes que elles obtenues par le odage ADPCM (donné par le
standard G.726 [20℄). Ainsi, par exemple, pour un débit de 40 kbps, le odage ADPCM fournis
un RSB = 23.59 dB. Ce même RSB est obtenu grâe aux méthodes A-KMCR et A-KMCRT
pour des débits de 34 et 34.5 kbps respetivement.
Simulations 2 Les méthodes B-KMCR, B-KMCRT et MIC sont omparées ii. Nous rappelons
que la méthode B permet grâe à la transmission non uniforme la rédution de l'erreur de
quantiation, elle est dérite au paragraphe 5.1. Nous montrons ii, qu'il est possible d'obtenir
une amélioration du RSB pour un débit de transmission plus faible. Cei est illustré par les deux
exemples suivants :
Exemple 1 : On se propose ii d'obtenir en utilisant les méthodes B-KMCR et B-KMCRT un
meilleur RSB que elui fourni par la méthode MIC pour un débit d1 = 40 kbps (B1 = 5
bits). Tel qu'il a été expliqué au paragraphe 5.1, les méthodes B-KMCR et B-KMCRT
utilisent un plus grand nombre de bits pour oder un éhantillon que la méthode MIC à
laquelle elles sont omparées. Dans et exemple, les méthodes à transmission non uniforme
utilisent un nombre de bits B2 = 6 bits par éhantillon transmis. L'erreur de prédition
fournie par les algorithmes de reonstrution est alors omparée à haque instant à l'erreur
de quantiation obtenue par la méthode MIC, Fn = en,P et En = en,Q1 . Le tableau 5.1
montre les résultats de ette simulation où B désigne le nombre de bits utilisé par haune
des méthodes pour oder un éhantillon, et p est le pourentage des éhantillons transmis
exprimé en %. Les performanes de la méthode MIC sont rappelées à la première ligne à
titre omparatif.
En se référant au tableau 5.1, on onstate que les méthodes B-KMCR et B-KMCRT orent
presque un gain de 5dB par rapport au RSB fourni par la méthode MIC. Cei est aussi
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Tab. 5.1  Comparaison des méthodes MIC, B-KMCR et B-KMCRT pour B1 = 5 et B2 = 6
Méthode B p% (RSB)dB débit de transmission
MIC 5 100 19.33 40
B-KMCR 6 70.89 24.47 37.04
B-KMCRT 6 70.73 24.44 37.01
aompagné d'un gain de 3 kbps par rapport au débit de transmission de la méthode MIC.
Exemple 2 On ompare ii les méthodes B-KMCR et B-KMCRT à la méthode MIC pour un
faible débit de transmission d1 = 24 kbps (B1 = 3 bits). Pour e débit, la méthode MIC
fournit un RSB = 5.26 dB. Les méthodes B-KMCR et B-KMCRT utilisent un nombre de
bits B2 = 4 bits par éhantillons transmis. Les résultats de la simulation sont présentés au
tableau 5.2.
Tab. 5.2  Comparaison des méthodes MIC, B-KMCR et B-KMCRT pour B1 = 3 et B2 = 4
Méthode B p% (RSB)dB débit de transmission
MIC 3 100 5.26 24
B-KMCR 4 45.48 10.69 17.78
B-KMCRT 4 44.29 10.79 17.37
En se référant au tableau 5.2, on onstate que, omme pour les méthodes A-KMCR et
A-KMCRT, le gain fourni par les méthodes B-KMCR et B-KMCRT par rapport à la
méthode MIC est plus important pour des RSB et des débits de transmission plus faibles.
Les performanes de la méthode B-KMCRT dépassent légèrement elles de la méthode
B-KMCR. Cei onrme l'intérêt des méthodes utilisant une struture en treillis du ltre
pour des RSB et des débits de transmission plus faibles.
Il est à noter ii que pour des débits de transmission élevés, l'erreur de quantiation est
faible. Le nombre des éhantillons non transmis (pour lesquels l'erreur de prédition est plus
faible que elle de quantiation) est par onséquent faible de sorte que pB2 +
Nd
N > B1. Dans
e as, l'amélioration du RSB est alors réalisée au détriment d'une légère augmentation du débit
de transmission.
Simulations 3 On se propose dans ette dernière série de simulations de omparer les dif-
férentes méthodes de transmission non uniforme utilisées dans les simulations préédentes (A-
KMCR, A-KMCRT, B-KMCR et B-KMCRT). Pour omparer es méthodes, nous utilisons les
résultats obtenus grâe aux méthodes B-KMCR et B-KMCRT dans les simulations préédentes
(Cf. tableaux 5.1 et 5.2). Ainsi, en se référant au tableau 5.1, les méthodes B-KMCR et B-
KMCRT orent également un RSB de 24.44 dB pour un débit de 37 kbps. Pour les omparer
aux méthodes A-KMCR et A-KMCRT, nous xons le RSB de es dernières à 24.44 dB. Il reste
alors à hoisir de manière optimale le nombre de bits B2 utilisés par es méthodes pour oder
les éhantillons transmis. Ainsi, e RSB est ompris entre 19.33 dB et 26 dB. En se référant à la
gure 5.3, es valeurs du RSB sont fournies par la méthode MIC pour des débits de 40 kbps et
de 48 kbps respetivement (orrespondant à B1 = 5 bits et B1 = 6 bits respetivement). Pour
ela nous hoisissons, pour les méthodes A-KMCR et A-KMCRT, B2 = 6 bits. Les résultats de
ette simulation sont présentés au tableau 5.3. Les résultats obtenus par les méthodes B-KMCR
et B-KMCRT sont présentés à titre de omparaison.
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Tab. 5.3  Comparaison des méthodes A-KMCR, A-KMCRT, B-KMCR et B-KMCRT pour le
RSB obtenu en 5.1.
Méthode B2 p% (RSB)dB débit de transmission
B-KMCR 6 70.89 24.47 37.04
B-KMCRT 6 70.73 24.44 37.01
A-KMCR 6 72 24.44 37.2
A-KMCRT 6 71 24.44 37.1
En se référant au tableau 5.3, on onstate que les quatre méthodes présentent des perfor-
manes voisines, l'algorithme B-KMCRT étant légèrement meilleur que les autres.
Dans e qui suit les quatre méthodes sont omparées pour un RSB de 10.79 dB, obtenu par
les méthodes B-KMCR et B-KMCRT dans la simulation présentée au tableau 5.2. Ce RSB est
ompris entre 5.29 dB et 16 dB qui orrespondent à des RSB fournis par la méthode MIC pour
des débits de 24 kbps et de 32 kbps respetivement (B1 = 3 bits et B1 = 4 bits respetivement).
Pour ela, au ours de ette simulation, les méthodes A-KMCR et A-KMCRT utilisent B2 = 4
bits pour oder un éhantillon transmis. Le tableau 5.4 montre les résultats obtenus pour les
quatres méthodes.
Tab. 5.4  Comparaison des méthodes A-KMCR, A-KMCRT, B-KMCR et B-KMCRT pour le
RSB obtenu en 5.2.
Méthode B2 p% (RSB)dB débit de transmission
B-KMCR 4 45.48 10.69 17.78
B-KMCRT 4 44.29 10.79 17.37
A-KMCR 4 43.40 10.79 16.20
A-KMCRT 4 40.28 10.79 15.14
Le tableau 5.4 montre que les quatres méthodes ont enore une fois des performanes voi-
sines. Les méthodes A-KMCR et A-KMCRT présentent néanmoins des débits de transmission
plus faibles que eux obtenus en utilisant les méthodes B-KMCR et B-KMCRT. La méthode A-
KMCRT présente pour ette simulation le meilleur débit de transmission moyen. Cei onrme
l'observation faite à la gure 5.5 selon laquelle la méthode A-KMCRT ore de meilleures perfor-
manes que A-KMCR pour de faibles RSB (ou réiproquement de faibles débits de transmission).
En onlusion, les simulations présentées i-dessus permettent d'illustrer l'intérêt de la trans-
mission non uniforme par rapport à la méthode MIC. Les méthodes de transmission non uniforme
utilisées ont montré des performanes voisines. Les méthodes A-KMCR et A-KMCRT sont par-
tiulièrement intéressantes lorsqu'on souhaite obtenir un ertain RSB pour des débits de trans-
mission plus faibles. D'autre part, les méthodes B-KMCR et B-KMCRT permettent d'obtenir un
meilleur RSB que elui obtenu par la méthode MIC (en d'autres termes permettent de réduire
l'erreur de quantiation) pour un débit de transmission moyen plus faible. Il est à noter ii que
les méthodes simulées i-dessus ont été aussi appliquées à d'autre signaux de parole tests, elles
ont montré le même omportement que pour le signal test utilisé ii.
Dans e qui suit, nous rappelons brièvement le prinipe du odage MICDA (en anglais
ADPCM) normalisé par le CCITT sous le standard G.726 [20℄. Dans le but de réduire le débit
de transmission obtenu par e prinipe de odage, nous proposons un odeur/déodeur utilisant
le prinipe de transmission non uniforme dans un ontexte de odage diérentiel. Celui-i est
omparé au odage MICDA au paragraphe 5.6.
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5.4 Le odage MICDA
Le odage diérentiel (MICD) onsiste à oder et à transmettre l'erreur de prédition d'un
éhantillon sahant que la même approhe de prédition est utilisée à l'émission et à la réep-
tion. Si l'approhe de prédition utilisée est performante (ou si les éhantillons du signal sont
susamment orrélés), les erreurs de prédition à oder sont de faibles amplitudes. Cei permet
de réduire la plage de quantiation. Par onséquent, pour une erreur de quantiation donnée,
le nombre de bits requis pour oder l'erreur de prédition est inférieur à elui requis pour o-
der l'éhantillon (odage MIC). Ainsi, en omparaison au odage MIC, le odage MICD permet
une augmentation du RSB pour un débit donné, ou inversement, une rédution du débit à RSB
donné. Or, ette méthode présente des faiblesses lorsqu'elle est appliquée à un signal dont les
aratéristiques peuvent varier subitement (par exemple, le passage d'une onversation télépho-
nique aux données numériques d'un fax). Le odage MICDA a alors été onçu omme solution à
de tels problèmes.
Le odage MICDA est fondé sur le prinipe du odage diérentiel. Il utilise une quantiation
adaptative des erreurs de prédition. Ainsi, pour un débit de transmission donné, les seuils de
quantiation sont xés dynamiquement selon les variations du signal à oder. L'organe qui
permet ette quantiation adaptative est utilisé à l'émission et à la réeption. La gure 5.6
montre un shéma-blo simplié d'un système de odage déodage MICDA. Dans e qui suit
nous rappelons brièvement ses prinipales fontions. Ce prinipe de odage fait l'objet de la
norme G.726, il est dérit en détail dans [20℄.
Quantiation adaptative On utilise un quantiateur adaptatif non uniforme à 31, 15, 7
ou 4 niveaux pour quantier le signal de diérene (l'erreur de prédition en,P ) en vue d'un fon-
tionnement à 40, 32, 24 ou 16 kbit/s respetivement. Avant la quantiation, en,P est onvertie
en une représentation logarithmique en base 2 ave le fateur d'éhelle vn, qui est alulé au
moyen du blo d'adaptation du fateur d'éhelle. La grandeur à quantier, eln,P s'exprime don
par :
eln,P = log2 (|en,P |)− vn. (5.18)
La valeur ainsi alulée permet de déterminer la valeur du ode binaire à transmettre In
en fontion de l'intervalle à laquelle elle appartient. Les reommandations G.726 fournissent,
pour haque débit de transmission, une partition diérente de l'ensemble des réels, et assoie à
haque intervalle de la partition une valeur In. La quantiation ainsi obtenue est logarithmique
et adaptative grâe à l'utilisation du fateur d'éhelle vn. Le prinipe de base appliqué pour
déterminer le fateur d'éhelle du quantiateur est l'adaptation bimodale :
 adaptation "rapide" pour les signaux qui produisent des signaux de diérene à grandes
utuations (par exemple, signaux voaux) ;
 adaptation "lente" pour les signaux qui produisent des signaux de diérene à utuations
faibles (par exemple, données transmises dans la bande voale, tonalités).
La vitesse d'adaptation est déterminée par une ombinaison de fateurs d'éhelle à adaptation
lente et rapide. Les fateurs d'éhelle à adaptation lente et rapide vrn et v
l
n, alulés réursivement
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Fig. 5.6  Shéma simplié d'un odeur déodeur MICDA.
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oùW [In] est une fontion disrète roissante de In, dont les valeurs sont fournies dans les reom-






n−1 + (1− ρn) v
l
n−1, (5.21)
où 0 ≤ ρn ≤ 1 est un paramètre de ontrle. Il est ompris entre 0 et 1. Sa valeur tend vers
l'unité pour les signaux voaux et vers zéro pour les signaux de données transmis dans la bande
voale. Il se déduit de la mesure du taux de variation du signal de diérene. Le alul de e
paramètre est détaillé dans [20℄.
Il est à noter ii que le alul du fateur d'éhelle est également utilisé dans le quantiateur
inverse. Un autre organe essentiel du odage MICDA est le préditeur adaptatif.
Préditeur adaptatif a pour fontion essentielle de aluler la valeur estimée de l'éhantillon
xˆn|n−1. Le signal est aratérisé par un modèle ARMA(2,6). Ainsi, soit xˆn|n−1 la valeur estimée
de l'éhantillon xn et xˆn|n l'éhantillon reonstitué en utilisant l'erreur de prédition quantiée
eQn,P . Ainsi, l'éhantillon xn est estimé en fontion des éhantillons reonstitués et des erreurs de










où les oeients ai et bi sont estimés d'une manière adaptative en fontion de la dynamique
du signal et du signal de diérene (l'erreur de prédition quantiée) (pour plus de détails sur
l'estimation des paramètres se référer à [20℄). Ainsi, l'erreur de prédition est donnée par :
en,P = xn − xˆn|n−1. (5.23)
Cette valeur est alors quantiée et transmise. A la réeption, le même préditeur adaptatif que
elui utilisé à l'émission permet de aluler xˆn|n−1. L'éhantillon est alors reonstitué en utilisant
la valeur quantiée de l'erreur de prédition eQn,P via l'équation suivante :
xˆn|n = xˆn|n−1 + e
Q
n,P . (5.24)
Déteteur de tonalité et de transition il permet la détetion de la transition d'un signal
à bande étroite (tonalité par exemple) à un signal à large bande et vie versa. Cei permet
don l'adaptation du odage. Cet organe est utile pour améliorer le fontionnement dans le as
de signaux provenant de modems à modulation par déplaement de fréquene (MDF) en mode
aratère. Nous nous intéressons ii uniquement aux signaux de voix.
Dans e qui suit nous proposons d'utiliser le prinipe de transmission non uniforme dans un
système de odage MICDA dans le but d'améliorer le débit de transmission de e dernier.
5.5 Codage MICDA à transmission non uniforme
5.5.1 Transmission non uniforme dans un ontexte de odage diérentiel
On rappelle que les méthodes de odage diérentiel sont intéressantes lorsque l'approhe de
prédition utilisée est performante de sorte que les erreurs de prédition soit de faibles amplitudes.
Ainsi, il est possible que l'erreur de prédition de ertains éhantillons soit inférieure au pas
minimal de quantiation fourni par le quantiateur adaptatif. Dans e as, l'erreur de prédition
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est odée par la valeur In = 0. Nous parlerons de "prédition parfaite", lorsque l'erreur de
prédition est quantiée à zéro. Si l'approhe de prédition utilisée est susamment performante,
un nombre onsidérable d'éhantillons sera parfaitement prédits. Nous proposons alors de ne pas
transmettre dans e as l'erreur de prédition quantiée espérant ainsi réduire le nombre de bits
transmis (don réduire le débit de transmission moyen) sans toutefois perdre en termes de qualité
de reonstitution du signal. Pour ela, le préditeur adaptatif utilisé à l'émission et à la réeption
doit être adapté à l'estimation de signaux à éhantillons manquants. Par ailleurs, la transmission
d'un bit drapeau indiateur de la disponibilité ou non d'une erreur de prédition quantiée est
requise.
5.5.2 Desription du système à transmission non uniforme
Nous proposons ii d'utiliser le prinipe de transmission non uniforme dérit i-dessus dans
un système de odage diérentiel dans le but de réduire son débit de transmission. L'utilisation
d'une quantiation adaptative telle que elle utilisée dans le odage MICDA (Cf. paragraphe 5.4)
permet également d'améliorer les performanes. Nous proposons alors de modier le prinipe de
odage déodage MICDA dérit au paragraphe 5.4 pour l'adapter à la transmission non uniforme
des erreurs de prédition quantiées. Le système proposé dière don du MICDA prinipalement
par le préditeur adaptatif utilisé. Il ontient en plus un organe qui déide de la transmission de
l'erreur de prédition quantiée ainsi que du bit indiateur.
Préditeur adaptatif Il doit être adapté à l'estimation de signaux à éhantillons manquants.
Nous proposons alors d'utiliser l'un des algorithmes dérits aux hapitres 2, 3 et 4. L'algorithme
de reonstrution adaptatif qui utilise la struture en treillis du ltre (Cf. hapitre 4) a montré
de meilleures performanes que les deux autres partiulièrement dans le as de faible débit de
transmission tel qu'il est le as du odage MICDA. Nous proposons alors de l'utiliser omme
préditeur adaptatif dans e système. Ainsi, le signal est aratérisé par un proessus AR(L)
non stationnaire au lieu que par un proessus ARMA(2,6). Dans le as de transmission de la
parole, nous utilisons un modèle AR d'ordre L = 10 à 12. Nous rappelons ii que le préditeur
adaptatif ainsi hoisi utilise un ltre de Kalman pour la prédition des éhantillons manquants et
l'algorithme de Burg adaptatif pour l'estimation des oeients de réexion et par onséquent les
paramètres du modèle AR. Lorsqu'un éhantillon est disponible, l'état onstitué des L derniers
éhantillons est ltré par le ltre de Kalman grâe à l'équation (3.18). La mise à jour de l'état
est alors proportionnelle à l'erreur de prédition de l'éhantillon. Or, dans le as du système
à transmission non uniforme, le réepteur ne dispose que d'une version quantiée de l'erreur
de prédition. Pour ela, même si la vraie valeur de l'éhantillon est onnue à l'émission, nous
utilisons l'erreur de prédition quantiée pour ltrer l'état grâe au ltre de Kalman. Cei permet
de reproduire dèlement, à l'émission, la prédition telle qu'elle est eetuée à la réeption. Ainsi,
lorsqu'une erreur de prédition quantiée est transmise, l'éhantillon reonstitué est donné par
l'équation (5.24). L'éhantillon ainsi reonstitué est utilisé tant à la réeption qu'à l'émission
pour initialiser l'algorithme de Burg adaptatif.
Organe de déision Ayant la valeur réelle de l'éhantillon et sa prédition fournie par le pré-
diteur adaptatif, l'erreur de prédition est alulée. Celle-i est quantiée par un quantiateur
adaptatif tel que elui proposé par les reommandations G.726. Si l'éhantillon est parfaitement
prédit (erreur de prédition quantiée à zéro), le ode orrespondant à l'erreur quantié n'est
pas transmis. Si néessaire un bit drapeau de valeur zéro est transmis. Dans le but de réduire le
nombre de bits drapeaux transmis, le prinipe de transmission de es bits dérit au paragraphe
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5.2 est utilisé. Ainsi, on transmet un bit 1 (resp. 0) lorsqu'un éhantillon est transmis alors que
le préédent ne l'est pas (resp. lorsqu'un éhantillon n'est pas transmis alors que le préédent
l'est). A l'émission, le préditeur adaptatif devrait être informé de la transmission ou non d'un
éhantillon pour exéuter les étapes onvenables qui seront également exéutées à la réeption.
D'autre part, le but étant de réduire le nombre de bits transmis, le nombre d'éhantillons
non transmis devrait ompenser la transmission du bit drapeau supplémentaire. Ainsi, soit un
signal de N éhantillons odé en MICDA sur B bits (dans le as du MICDA, B peut prendre les
valeurs 5, 4 ,3 ou 2), le nombre total de bits transmis est alors : BMICDA = NB bits. Le système
MICDA à transmission non uniforme, ontrairement au système dérit au paragraphe 5.2, utilise
pour oder une erreur de prédition transmise le même nombre de bits B que le MICDA lassique
auquel il est omparé. Le nombre total de bits transmis par le système MICDA à transmission
non uniforme est alors de BNU = pNB + Nd, où p est le taux d'éhantillons transmis et Nd le
nombre de bits drapeaux transmis. La ondition de rentabilité du système MICDA à transmission
non uniforme s'érit alors :
pNB +Nd < NB. (5.25)
La gure 5.7 présente un shéma en blo simplié du odeur déodeur MICDA à transmission
non uniforme (MICDA-TNU) dérit i-dessus.
Dans e qui suit, le système ainsi proposé est omparé par des simulations au odage MICDA.
5.6 Simulations
Le système MICDA à transmission non uniforme dérit i-dessus est omparé ii au système
de odage MICDA lassique par des simulations sur des signaux de paroles. Dans le but de
omparer aussi par rapport aux systèmes A-KMCR, A-KMCRT, B-KMCR et B-KMCRT, nous
utilisons ii le même signal de parole test que elui utilisé au paragraphe 5.3. Nous rappelons
que 'est la phrase usuelle 'Mary had a little lamb, its eee was white as snow' enregistrée par
la voix d'un homme. Le signal est éhantillonné à la fréquene Fe = 8 kHz. Dans e qui suit,
nous appelons respetivement MICDA et MICDA-TNU, le odeur déodeur MICDA lassique et
elui à transmission non uniforme. Les méthodes MICDA et MICDA-TNU sont alors appliqués
à la ompression du signal test pour les diérentes valeurs de B possibles (B = 2, 3, 4 et 5).
Nous rappelons que B est le nombre de bits utilisé pour oder une erreur de prédition (appelé
signal diérene dans les reommandations G.726). Ces méthodes sont programmées en langage
MATLAB et simulées sur un ordinateur Pentium 4 dont la vitesse du proesseur est de 3GHz.
Les résultats de es tests sont présentés dans les tableaux 5.5, 5.6, 5.7 et 5.8, où le CPU est le
temps de alul en seondes requis pour haune des méthodes.
Tab. 5.5  Comparaison des méthodes MICDA-TNU et MICDA pour un nombre de bits B = 2
par éhantillon.
Méthode B p% débit (kbps) (RSB)dB CPU (s)
MICDA 2 100 16 4.86 5.5
MICDA-TNU 2 23 7 11,67 6.6
En se référant aux tableaux 5.5, 5.6, 5.7 et 5.8, on onstate que la méthode MICDA-TNU ore
à haque fois un meilleur débit de transmission moyen que la méthode MICDA à laquelle elle est
omparée. Ce gain en débit de transmission est aussi aompagné d'une augmentation du RSB
grâe à l'utilisation d'un préditeur adaptatif performant. Il est à noter ii que des tests d'éoute
ont aussi été eetués. Ils montrent que la qualité du signal odé par la méthode MICDA-TNU









































Fig. 5.7  Shéma simplié d'un odeur déodeur MICDA à transmission non uniforme.
Tab. 5.6  Comparaison des méthodes MICDA-TNU et MICDA pour un nombre de bits B = 3
par éhantillon.
Méthode B p% débit (kbps) (RSB)dB CPU (s)
MICDA 3 100 24 17.25 5.5
MICDA-TNU 3 70 20 20.23 7.89
Tab. 5.7  Comparaison des méthodes MICDA-TNU et MICDA pour un nombre de bits B = 4
par éhantillon.
Méthode B p% débit (kbps) (RSB)dB CPU (s)
MICDA 4 100 32 23.5 5.9
MICDA-TNU 4 85 29 29.78 8.6
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Tab. 5.8  Comparaison des méthodes MICDA-TNU et MICDA pour un nombre de bits B = 5
par éhantillon.
Méthode B p% débit (kbps) (RSB)dB CPU (s)
MICDA 5 100 40 29.5 6.1
MICDA-TNU 5 88 37 33.02 8.9
est meilleure que elle du signal odé par la méthode MICDA lorsque les deux méthodes utilisent
le même nombre de bits pour oder un éhantillon. L'amélioration des performanes du MICDA
grâe à la transmission non uniforme se fait néanmoins aux dépens d'une légère augmentation
du temps de alul. En se référant à la gure 5.5, nous onstatons que les performanes de
la méthode MICDA-TNU dépassent aussi elles des méthodes A-KMCR et A-KMCRT (et par
onséquent elles des méthodes B-KMCR et B-KMCRT).




Les travaux présentés dans le adre de ette thèse portent sur le traitement des signaux
éhantillonnés non uniformément. Nous nous sommes partiulièrement intéressés à l'identiation
et à la reonstrution adaptatives de séries hronologiques à éhantillons manquants. Les signaux
traités sont modélisés par un proessus AR non stationnaire.
Nous avons étudié premièrement l'extension des algorithmes de gradient au as de signaux à
éhantillons manquants pour leur simpliité. Mirsaidi et al. [51, 52, 53℄ ont proposé dans ette op-
tique un ensemble d'algorithmes simples du gradient utilisant la prédition par régression linéaire
modiée. Ces algorithmes ont été dérits et analysés notamment en termes de biais d'identi-
ation. Pour résoudre e problème, nous avons proposé deux alternatives à es algorithmes qui
utilisent deux autres approhes de prédition, le préditeur à k-pas et elui à passé inni in-
omplet proposé par Bondon [13℄. Les deux algorithmes ainsi obtenus onvergent en moyenne
vers une estimation non biaisée des paramètres. L'algorithme qui utilise la prédition à k-pas est
simple mais soure d'une erreur de reonstrution importante. Alors que l'algorithme basé sur
le préditeur à passé inni inomplet permet une reonstrution optimale au sens des moindres
arrés du signal aux dépens d'une plus grande omplexité alulatoire.
Ayant noté la faiblesse des algorithmes de gradient en vitesse de onvergene, nous nous
sommes intéressés par la suite à l'extension de l'algorithme des moindres arrés réursifs (MCR) à
l'identiation de signaux à éhantillons manquants. L'algorithme MCR pseudo-linéaire [1, 62, 63℄
est alors présenté et analysé. Cet algorithme onverge typiquement vers une estimation biaisée
des paramètres lorsque l'approhe de prédition utilisée est la régression linéaire modiée [69℄.
Il fut généralisé dans [63℄ par l'introdution de plusieurs préditeurs possibles à la plae de
la prédition par régression linéaire modiée. Nous avons alors utilisé onjointement ave et
algorithme un ltre de Kalman qui permet une prédition optimale au sens des moindres arrés
de proessus AR(L) à éhantillons manquants. L'algorithme résultant permet une identiation
non biaisée des paramètres lorsqu'on ne onsidère pas de fateur d'oubli. Lorsqu'un fateur
d'oubli est utilisé (λ < 1), les expressions asymptotiques du biais ainsi que de la variane des
paramètres estimés ont été établies. Ils sont de l'ordre de (1−λ). Les simulations montrent qu'un
bon hoix du fateur d'oubli (λ → 1) permet d'obtenir un ompromis entre une bonne vitesse
de onvergene et des biais des paramètres estimés négligeables. Cet algorithme est rapide, il a
été appliqué à la reonstrution de signaux de parole à éhantillons manquants, il a montré de
bonnes performanes en termes de RSB.
Souhaitant ontrler la stabilité du ltre identié, nous nous sommes intéressés ensuite à
l'identiation des signaux à éhantillons manquants en utilisant la struture en treillis du ltre.
Ainsi, nous avons proposé une extension de l'algorithme de Burg adaptatif à l'identiation
de proessus AR à éhantillons manquants en utilisant pour la prédition un ltre de Kalman
(le même que elui utilisé ave l'algorithme MCR pseudo-linéaire). À notre onnaissane, 'est
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le premier algorithme qui permet un traitement en ligne de signaux à éhantillons manquants
en utilisant un ltre en treillis. L'algorithme résultant permet de garantir la stabilité du ltre
orrespondant aux paramètres identiés. En outre, il est robuste à de larges probabilités de
perte. De plus, les simulations montrent qu'il ore une onvergene rapide et un bon suivi des
paramètres, même pour des probabilités de perte d'éhantillons élevées. L'appliation de et
algorithme à la reonstrution de signaux de parole montre que ses performanes dépassent en
termes d'erreur de reonstrution elles des méthodes qui utilisent la représentation direte du
ltre et e d'autant plus que la probabilité de perte est élevée. Des tests d'éoute ont permis de
onrmer es résultats. En eet, un signal de parole reonstruit en utilisant l'algorithme proposé
reste intelligible même lorsque 85 % des éhantillons sont manquants.
Dans la dernière partie de ette thèse, les algorithmes adaptatifs d'identiation et de reons-
trution des signaux à éhantillons manquants ont été appliqués à l'éhantillonnage adaptatif et
à la transmission non uniforme de signaux. Ainsi, plusieurs méthodes de transmission non uni-
forme des signaux ont été présentées. Elles permettent de ne transmettre qu'un nombre minimal
d'éhantillons hoisis de telle sorte qu'il soit possible de reonstruire le signal ave une erreur to-
lérée. En ombinant les méthodes de transmission non uniforme et les algorithmes adaptatifs de
reonstrution, des systèmes de odage à transmission non uniforme des signaux ont été onçus.
Dans un premier temps, nous avons étudié la transmission non uniforme de signaux odés en
MIC. Deux systèmes fondés sur deux méthodes de transmission non uniforme diérentes ont été
onçus. La première méthode est partiulièrement intéressante lorsqu'on souhaite obtenir un RSB
donné pour un débit de transmission plus faible que elui requis par le odage MIC. La deuxième
méthode permet d'obtenir un meilleur RSB que elui obtenu par la méthode MIC (en d'autres
termes elle permet de réduire l'erreur de quantiation) pour un débit de transmission moyen
plus faible. Ces méthodes ont été omparées au odage MIC par simulation sur des signaux de
parole et ont montré une amélioration simutanée en termes de RSB et de débit de transmission.
Nous nous sommes intéressés par la suite à la transmission non uniforme dans un ontexte de
odage diérentiel. Une méthode de transmission non uniforme des erreurs de prédition est alors
proposée. En ombinant ette méthode et les méthodes paramétriques de reonstrution des si-
gnaux, un système de odage MICDA à transmission non uniforme (MICDA-TNU) a été onçu.
Il dière du odage MICDA dérit dans les reommandations G.726 par le préditeur adaptatif
utilisé et par l'introdution d'un organe de déision sur la transmission ou non des erreurs de pré-
dition quantiées. Ce prinipe de odage a été omparé au odage MICDA du standard G.726
par des simulations sur des signaux de parole, il a montré une amélioration simultanée du débit
de transmission ainsi que du RSB des signaux reonstruits. Ainsi, lorsque les erreurs de prédi-
tion sont odées sur 4 bits, le odage MICDA-TNU ore un débit de transmission moyen plus
faible de 10% que elui obtenu par le odage MICDA. Cei est aompagné d'une amélioration
de 24% du RSB (en dB) par rapport à elui fourni par le odage MICDA.
Perspetives
Les travaux eetués dans le adre de ette thèse orent de nombreuses perspetives. Nous
en résumons ii quelques unes.
Nous suggérons qu'une étude théorique approfondie de la onvergene des algorithmes pro-
posés soit menée dans des travaux ultérieurs, en partiulier, l'analyse de la onvergene de l'algo-
rithme en treillis. Il serait également intéressant de trouver une expression analytique du temps
de onvergene des algorithmes proposés telle que elles établies pour les algorithmes de gradient
et MCR sans éhantillons manquants. De plus, une étude théorique sur le hoix du fateur d'ou-
bli ainsi que du pas de onvergene (dans le as des algorithmes du gradient) est requise. Cei
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permet, par exemple, de trouver un seuil pour le hoix du fateur d'oubli permettant la stabilité
numérique de l'algorithme MCR pseudo-linéaire.
D'autre part, l'extension des algorithmes proposés à l'identiation et la reonstrution de
proessus ARMA à éhantillons manquants pourrait faire l'objet d'un travail futur. Cei est
le as partiulièrement des algorithmes de gradient. En outre, il serait intéressant d'étudier le
omportement de es algorithmes dans le as de signaux bruités. Pour ela, es algorithmes
doivent être modiés pour traiter e problème. Ainsi, par exemple, un bruit d'observation peut
être onsidéré dans la représentation d'état de proessus AR. Cei implique une modiation
des équations du ltre de Kalman orrespondant. De plus, une extension au as des signaux
bidimensionnels est également envisageable. Ceux-i seront alors appliqués à la reonstrution et
à la transmission non uniforme d'images par exemple.
Les signaux à éhantillons manquants étant une forme de signaux éhantillonnés non unifor-
mément, l'extension des algorithmes proposés à l'analyse spetrale de signaux à éhantillonnage
aléatoire est alors envisageable. Cei implique l'identiation de proessus ontinus éhantillonnés
de manière aléatoire. De tels proessus peuvent être modélisés par des proessus CAR, CARMA,
et.
Par ailleurs, nous avons observé, en appliquant les algorithmes proposés à la transmission
non uniforme, une nette amélioration en termes de débit de transmission moyen et de RSB par
rapport aux systèmes de odage à transmission périodique. La qualité des signaux ompressés
en utilisant es méthodes peuvent être évalués par des tests psyho-aoustiques. Cei permet
d'envisager des appliations de ompression de signaux de parole et de musique.




préditeur à k-pas pour un AR(2)
On se propose ii de trouver une représentation autorégressive du préditeur à k-pas en
fontion de L éhantillons onséutifs disponibles dans le as d'un proessus AR(2). Ainsi, soit
à prédire xn+k à partir des éhantillons disponibles xn et xn−1. La représentation autorégressive






Il s'agit ii de trouver les expressions analytiques de gk1 et de g
k
2 en fontion des paramètres du
modèle AR, a1 et a2. Or, en se référant à l'équation (2.19), xˆn+k s'érit sous la forme suivante :
xˆn+k = a1xˆn+k−1 + a2xˆn+k−2, (A.2)
= a1(g
k−1
1 xn + g
k−1
2 xn−1) + a2(g
k−2
1 xn + g
k−2
2 xn−1). (A.3)





vérient les équations de réurrene





i i = 1, 2. (A.4)
Or, xˆn+1 = a1xn+ a2xn−1 on a don g
1
1 = a1 et g
1
2 = a2. De plus, xˆn = xn, on en déduit que
g01 = 1 et que g
0
2 = 0. Cei permet d'initialiser les équations de réurrene (A.4). On a alors,
k = 0 g01 = 1 g
0
2
k = 1 g11 = a1 g
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k = 2 g21 = a
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116 A. Représentation autorégressive du préditeur à k-pas pour un AR(2)
Or l'erreur quandratique moyenne du prédition qui est aussi dans e as la variane du
préditeur à k-pas est donnée par,
















Ainsi en remplaçant gk1 et g
k
2 par leurs expressions données par l'équations (A.6), nous obtenons
une expression de la variane du préditeur en fontion des paramètres et du pas k donnée par :

















préditeur à passé inomplet pour un
AR(L)
Nous nous intéressons ii à la représentation autorégressive du préditeur à passé inni in-
omplet dans le as d'un proessus AR d'ordre ni L à éhantillons manquants. Nous montrons,
en utilisant les expressions de e préditeur fournie dans [13℄, que la prédition optimale d'un
éhantillon est une ombinaison linéaire de toutes les observations préédentes jusqu'à e que L
éhantillons onséutifs disponibles soient renontrés.
Ainsi soit à prédire l'éhantillon xn en fontion de son passé inomplet, supposons que les
données xn−n1 , . . . , xn−nM pour 0 < n1 <. . .< nm <. . .< nM sont manquantes, M étant leur






où M = {n1, . . . , nM} et







δi,0 étant le symbole de Kroneker.
Les oeients (ψs) vérient l'équation matriielle suivante :
U [ψ0, ψ1, . . . , ψM ]
⊤ = [1, 0, . . . , 0]⊤ (B.3)





anv−janw−j v,w = 0, . . . ,M, (B.4)
où nv ∧ nw est la valeur minimale entre nv et nw.
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B. Représentation autorégressive du préditeur à passé inomplet pour un
AR(L)
Nous montrons tout d'abord que les éléments uv,w de la matrie U sont nuls lorsque |nv − nw| >
L. Ainsi, onsidérons le as où v < w (nv < nw ave nw − nv > L), en se référant à l'équation





Or pour tout j ≤ nv, on a nw − j > L. Par onséquent, pour un modèle AR(L), tous les termes
anw−j dans l'équation (B.5) sont nuls. Il s'en suit que uv,w = 0 lorsque nw −nv > L. Il en est de
même pour le as où nv − nw > L.
Soit xn−k−L+1, . . . , xn−k la séquene de L éhantillons onséutifs disponibles la plus prohe
de xn. Il s'agit alors de montrer que les oeients gi de la représentation autorégressive de xˆn
donnés par (1.59) s'annulent pour i > n− k − L+ 1.
Ainsi, soit n−nm = n−k+1 l'instant auquel un éhantillon est manquant qui suit diretement
les L éhantillons onséutifs disponibles. L'éhantillon manquant préédent qui est à l'instant
n − nm+1, est alors séparé de elui qui suit (à l'instant n − nm) de plus de L éhantillons
(nm − nm+1 > L). Par onséquent, les termes uv,w de la matrie U sont tous nuls pour v ≤ m
et w ≥ m. Ainsi, lorsque L éhantillons onséutifs sont disponibles dans le passé, la matrie U
prend la forme suivante :
U =











um,0 . . . um,m











uM,m+1 . . . uM,M

. (B.6)
où m est le nombre des éhantillons manquants qui suivent les L éhantillons onséutifs
disponibles les plus prohes de n. En remplaçant la matrie U ainsi obtenue dans le système
matriiel donné par l'équation (B.3), on obtient que ψs = 0 pour s > m. Par onséquent, les
oeients gi de la représentation autorégressive de xˆn s'érivent dans e as sous la forme
suivante :







Or lorsque i ≥ n − k − L, on a i− ns > L pour tout s ≤ m, les termes ai−j de l'équation (B.7)
sont alors tous nuls. On en déduit que les oeients gi de la représentation autorégressive de
xˆn sont nuls pour i > n− k − L+ 1.
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