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It is usually assumed that the boundaries do not affect the bulk microstructure of an interacting
uniform Bose gas. Therefore, the models use the most convenient cyclic boundary conditions.
We show that, in reality, the boundaries affect strongly the bulk microstructure, by changing the
ground-state energy E0 and the energy of quasiparticles E(k). For the latter, we obtain the formula
E(k) ≈
√(
~2k2
2m
)2
+ nν(k)
2f
~2k2
m
differing from the well-known Bogolyubov formula by the factor
2−f , where f is the number of noncyclic coordinates. The Bogolyubov solution is also possible in
the presence of boundaries, but it has a larger value of E0 and should be unstable. The influence of
boundaries is related to the topology.
PACS numbers: 67.25.dt, 67.85.De
Keywords Bose gas, Boundary conditions, Dispersion
curve
I. INTRODUCTION
A weakly interacting Bose gas (WIBG) has been well
studied till now (see the review [1]). The foundations of
the microscopic model of WIBG were developed about six
decades ago in the classical works by N. Bogolyubov [2]
and Bogolyubov and D. Zubarev [3]. Later, the formulas
for WIBG were reproduced in numerous works on He
II. About twenty years, WIBG is studied experimentally
[4] (atoms in a trap). Nevertheless, we will show that a
surprises are possible in this field. In the present work,
we study the influence of walls of a vessel on the bulk
microstructure of WIBG.
It is commonly considered that the boundaries affect
only a microstructure of the near-wall layer. Therefore,
the convenient cyclic boundary conditions (BCs) are usu-
ally used in the modeling of bulk properties. But such
BCs are impossible for the three-dimensional systems,
unless a gas occupies the whole Universe. We note that,
though the boundaries are far from the majority of atoms
in a vessel, their influence on these atoms can turn out
significant. In fact, we know the “butterfly effect” in
complicated nonlinear systems, where a small action can
transit the system in a qualitatively different state. In
work [5], the role of boundaries was studied for a Bose
liquid by means of the calculation of the wave functions
(WFs) under zero BCs. It was proved that the bound-
aries affect strongly the ground-state energy of the sys-
tem, E0, and the dispersion curve E(k). However, in
the calculation [5] the WFs were expanded in the sets of
collective variables ρk, which are not independent. This
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is admissible, but may cause questions. Below, we will
solve the problem within another method, where WFs
are expanded in independent basis functions.
It was found in several works [6–9] that boundaries do
not affect the bulk microstructure of a uniform system.
The main reason for the effect to be missed is the simpli-
fied modeling of interatomic interaction (e.g., the point
interaction). This is discussed in detail in [5]. Below,
we consider a system with a non-point interaction. The
main point consists in that the effect of boundaries is
bulk and is related to the topology of the whole system,
rather than to properties of the near-boundary layer.
II. GROUND STATE OF A BOSE GAS
Let us consider N interacting Bose particles, which are
placed in a “box” Lx×Ly×Lz with noncyclic boundaries.
The Hamiltonian of the system reads
Hˆ = −
~
2
2m
∑
j
△j +
1
2
i6=j∑
ij
U(|ri − rj |). (1)
Under zero BCs, the wave function of the ground state
can be sought in the form [5]
Ψ0 =
N∏
j=1
[
sin (k1xxj) sin (k1yyj) sin (k1zzj)
]
eSw+Sb , (2)
where k1x = π/Lx, k1y = π/Ly, k1z = π/Lz, e
Sb is the
bulk part of WF, and eSw is the “surface” factor, which
is necessary for the sewing of sines and the bulk solu-
tion eSb . The analysis [5] indicates that sines and the
factor eSw are necessary in order to satisfy BCs and the
Schro¨dinger equation, but they do not affect the bulk
solutions (quantities E0 and E(k)). Below, we will con-
sider only the bulk properties and omit these factors,
because they make the equations very cumbersome. The
sines and the factor eSw describe the properties of the
2nonuniform near-boundary layer. However, the effect of
boundaries is volumetric, and, in order to describe it, it
is sufficient to properly describe the bulk properties, by
indirectly taking into account that the system is placed
in a box.
We seek the solution inside the box. Therefore, all
functions in the Schro¨dinger equation should be ex-
panded in a Fourier series inside the box. The key mo-
ment consists in the proper expansion of the interatomic
potential. The function F (r1, r2) = U(|r1 − r2|) can be
expanded in a Fourier series in three ways: as a function
of the independent arguments r1 and r2, as a function
of the argument (r1 − r2), or as a function of |r1 − r2|
(as for details and examples, see [10]). In the first case,
we obtain a double Fourier series, which is difficult to be
used in calculations. Under cyclic BCs in the thermody-
namic limit, this series is exactly reduced to the simpler
single series:
U(|r1 − r2|) =
1
V
(2pi)∑
k
ν(k)eik(r1−r2), (3)
ν(k) ≡ ν(k) =
Lx∫
−Lx
dx
Ly∫
−Ly
dy
Lz∫
−Lz
dzU(r)e−ikr, (4)
where V = LxLyLz is the volume of the system, and 2π
over the sum means that k runs the values
k = 2π
(
jx
Lx
,
jy
Ly
,
jz
Lz
)
. (5)
This expansion is exact for a cyclic system, but it restores
the initial potential for a system in a box inaccurately:
in 1D, the series gives U(|x1 − x2|) + U(Lx − |x1 − x2|)
instead of the initial potential U(|x1−x2|). Such expan-
sion makes the total interatomic potential to be cyclic,
though the real potential of a system in a box is not
cyclic. In other words, the thermodynamic expansion
(3)–(5) distorts the topology of the interaction. Since
the effect of boundaries is topological, we need the ex-
act expansion conserving the topology to reveal this ef-
fect. We can obtain the exact expansion, by taking the
vector (|x1 − x2|, |y1 − y2|, |z1 − z2|) as the argument of
U(|r1 − r2|). But then the moduli will enter the expo-
nent, and we shall not be able to carry out calculation.
Therefore, the best way is to consider (r1 − r2) as the
argument. In this case, the rules of Fourier analysis yield
U(|r1 − r2|) =
1
2fV
(pi)∑
k
ν(k)eik(r1−r2), (6)
where ν(k) is given by formula (4), π over the sum indi-
cates that k runs the values
k = π
(
jx
Lx
,
jy
Ly
,
jz
Lz
)
, (7)
and f = 3 is the space dimensionality. The factor 2f
arose, because x1 − x2 ∈ [−Lx, Lx] for x1, x2 ∈ [0, Lx],
that is, the interval length is equal to 2Lx for the vari-
able x1 − x2; and we have f dimensions. Series (4), (6)
reproduces exactly the function inside the box, which we
have verified directly [10].
The potential U(r1 − r2) can be expanded also in the
sines sin (kxx) sin (kyy) sin (kzz), or in any other com-
plete collections of functions. Any complete set corre-
sponding to a given boundary problem allows the func-
tions to be reproduced exactly. Therefore, the solution
ought to be independent of the basis function choice. If
there are two solutions, the both must exist irrespective
of the basis function set. One solution can be easier found
using one set of basis functions, whereas the other using
the different set. We will use the expansion (6), for which
the obtained below solution can be found by a most sim-
ple way.
So, we have the Hamiltonian (1) and seek the ground-
state WF in the standard bulk form [11]
Ψ0 = e
Sb , Sb = S1 +
1
N
∑
j1<j2
S2(rj1j2) +
+
1
N2
∑
j1<j2<j3
S3(rj1j2 , rj2j3) +
+
1
N3
∑
j1<j2<j3<j4
S4(rj1j2 , rj2j3 , rj3j4) + . . . , (8)
here rj1j2 = rj1 − rj2 , and N
−j are normalizing factors.
The last term in (8) is the sum with SN describing the
correlations between all particles. Performing the Fourier
transformation of the functions Sj and extracting the
lowest sums from the highest ones, we obtain
Sb = S˜1 +
1
N
∑
k1 6=0
a2(k1)
∑
j1<j2
eik1rj1j2 +
+
1
N2
k1 6=k2∑
k1,k2 6=0
a3(k1,k2)
∑
j1<j2<j3
eik1rj1j2+ik2rj2j3 +
+
1
N3
∑
k1,k3 6=0
ar4(k1, 0,k3)
∑
j1<j2<j3<j4
eik1rj1j2+ik3rj3j4 +
+
1
N3
k2 6=k1,k3∑
k1,k2,k3 6=0
a4(k1,k2,k3)×
×
∑
j1<j2<j3<j4
eik1rj1j2+ik2rj2j3+ik3rj3j4 + . . . , (9)
where a2(−k) = a2(k),
a3(k1,k2) = a3(−k2,−k1) =
= a3(−k1 + k2,k2) = a3(k1,−k2 + k1), (10)
and in the last term of (9), (14) k1 6= k3. We extract the
sum with ar4, because the equations yield a4(k1,k2 →
0,k3) 6= a
r
4(k1, 0,k3). In expansion (9), the lowest sums
3cannot be extracted from the highest ones. Eq. (9) is the
expansion of the logarithm of Ψ0 in independent basis
functions
1, eik1rj1j2 , eik1rj1j2+ik2rj2j3 ,
eik1rj1j2+ik3rj3j4 , eik1rj1j2+ik2rj2j3+ik3rj3j4 , . . .(11)
(here kj 6= 0 and k2 6= k1,k3; moreover, k1 6= k3 in
eik1rj1j2+ik2rj2j3+ik3rj3j4 , see (9)). Their independence is
related to the different numbers of vectors rj or to the dif-
ference in jl or in kl (for the same rj). The independence
holds under cyclic and zero BCs, since the exponential
functions are the basis functions of a Fourier expansion.
It is of importance that the wave vectors kl enter (11)
at the difference of coordinates. Therefore, kl run val-
ues (7) and (5) under zero and cyclic BC, respectively.
Since the functions contain the k- and r-variables, such
an approach can be called the “kr-method”. Similar ap-
proaches were used earlier: structure (8) was considered
by Feenberg [11], Vakarchuk and Yukhnovskii [12], and
Krotscheck [13]. However, expansions (9), (14) (as well
as (25) and (26) below) were not applied: either another
representation was used [11]; or the terms with jk = jl
were introduced into (14); or the transition to the collec-
tive variables ρk was made [12]; or the study was carried
out only in the r-representation [13]. We proceed from
structure (9), (25), and (26), where the basis functions
are independent for various BCs.
Since the coefficients aj in each sum in (14) are iden-
tical for different rj and identical kl, we may collect the
coefficients of sums∑
j1<j2
eik1rj1j2 ,
∑
j1<j2<j3
eik1rj1j2+ik2rj2j3 , . . . (12)
(which are the collective variables), rather than of sepa-
rate functions (11). Here, the different jl are not equiv-
alent due to the inequalities like j1 < j2. It is convenient
to make them equivalent by the passage to the sums
∑
j1<j2
→
1
2!
′∑
j1j2
,
∑
j1<j2<j3
→
1
3!
′∑
j1j2j3
, . . . (13)
where the prime over the sums means that jl 6= jk for
each l, k. Then S (9) can be rewritten in the form
Sb = S˜1 +
∑
k1 6=0
a2(k1)
2!N
′∑
j1j2
eik1rj1j2 +
+
k1 6=k2∑
k1,k2 6=0
a3(k1,k2)
3!N2
′∑
j1j2j3
eik1rj1j2+ik2rj2j3 +
+
∑
k1,k3 6=0
ar4(k1, 0,k3)
4!N3
′∑
j1j2j3j4
eik1rj1j2+ik3rj3j4 +
+
k2 6=k1,k3∑
k1,k2,k3 6=0
a4(k1,k2,k3)
4!N3
×
×
′∑
j1j2j3j4
eik1rj1j2+ik2rj2j3+ik3rj3j4 + . . . (14)
In the sums
′∑
j1j2
eik1rj1j2 ,
′∑
j1j2j3
eik1rj1j2+ik2rj2j3 , . . . , (15)
not all functions are independent. For example, the ex-
ponential functions eik1rj1j2 and eik1rj2j1 are identical,
if k1 differ (only) by the sign. Therefore, we will solve
the problem with sums of the form (15); but, at the end,
we will pass to sums (12) (where all functions are inde-
pendent) by the rule inverse to (13). Since we will collect
the coefficients of sums (12), the transition inverse to (13)
will be made for the whole equation for the given sum.
This is equivalent to the multiplication of the equation
by the constant (1/n!). Therefore, we can not take care
of the transition to sums (12) and can equate the coef-
ficients of sums (15) to zero, as if all functions in these
sums be independent.
We now pass to the solution. For Ψ0 (8) and Hamilto-
nian (1), the Schro¨dinger equation
HˆΨ0 = NE0Ψ0 (16)
is reduced to
−
~
2
2m
∑
j
[△jSb + (∇jSb)
2] +
1
2
i6=j∑
ij
U(|rij |) = NE0.(17)
Let us substitute (6) and (14) in the last equation. After
equating the coefficients of sums (15) and of constant to
zero, we obtain the equations for the ground-state energy
E0 (per atom) and the functions aj:
E0 =
nν(0)
2f+1
−
1
N
(pi)∑
k 6=0
~
2k2
2m
a22(k)− (18)
−
1
N
(pi)k1 6=k2∑
k1,k2 6=0
~
2k21
2m
a3(k1,k2)a3(−k1,−k2) + . . . ,
nν(k)m
2f~2
+ a2(k)k
2 − a22(k)k
2 = (19)
=
(pi)∑
q 6=0
a2(q)
N
{
(q2 + kq)a2(k + q) + q
2a3(k+ q,q)+
+ (2q2 − kq)a3(k,q) + (q
2 + kq)a3(q,k+ q)
}
+ . . . ,
a3(k1,k2)[ǫ0(k1) + ǫ0(k2) + ǫ0(k2 − k1)] =
= 2k1k2a2(k1)a2(k2) + 2k2(k2 − k1)a2(k2)a2(k2 − k1)
+ 2k1(k1 − k2)a2(k1)a2(k1 − k2) +
+
6
N
(pi)∑
k3 6=0
(k23 + k3k2)a2(k3)×
× [a3(k1,k2 + k3) + a3(k1 + k3,k2 + k3)] + . . . , (20)
4ǫ0(k) = k
2(1− 2a2(k)), (21)
where the dots mean the higher corrections (the sums
with a24, a
2
5, ..., a
2
N in (18) and the sums with a
2
3, a2a
r
4,
a2a4, etc. in (19) and (20)). We omit the equations for
the functions aj≥4.
For a weak interaction, the corrections with aj≥3 can
be neglected. With regard for (23), relations (18)-(21)
yield
E0 =
nν(0)
2f+1
−
1
N
(pi)∑
k 6=0
~
2k2
2m
a2(k)−
1
N
(pi)∑
k 6=0
nν(k)
2f+1
, (22)
nν(k)m
2f~2
+ a2(k)k
2 − a22(k)k
2 = 0. (23)
The same formulas were obtained in [5] within a different
method.
For cyclic BCs, is is necessary to use expansion (3), (4).
This leads to the replacements ν(k)/2f → ν(k),
(pi)∑
→
(2pi)∑
in all equations, and formulas (22), (23) become the
well-known Bogolyubov formulas [2, 3]. Formula (18) for
cyclic BCs without corrections with aj≥3 was deduced
earlier in [11].
III. EXCITED STATE WITH ONE PHONON
The WF of a state with one phonon is sought in the
form [3, 14]
Ψk(r1, . . . , rN ) = ψkΨ0, (24)
ψk = ρ−k + δψk, (25)
where ρk =
1√
N
N∑
j=1
e−ikrj , and δψk corresponds to higher
corrections. Their exact form is determined by the
Schro¨dinger equation. We write them similarly to (14):
δψk =
1
N3/2
(pi)∑
q
1
6=0,−k
b2(q1,k)
′∑
j1j2
eikrj1+iq1rj1j2 +
+
1
N5/2
(pi)q
1
+q
2
+k 6=0∑
q
1
,q
2
6=0
b3(q1,q2,k)×
×
′∑
j1j2j3
eikrj1+iq1rj1j2+iq2rj1j3 + . . . (26)
Here,
b2(q,k) = b2(−k− q,k), (27)
b3(q1,q2,k) = b3(q2,q1,k) = (28)
= b3(−q1 − q2 − k,q2,k) = b3(q1,−q1 − q2 − k,k).
This relation differs from the solution in the ρk-
representation [5, 15] by the absence of terms with jk = jl
in sums. Therefore, the higher sums cannot be reduced
to the lower ones (it is possible in the ρk-representation,
since the terms with jk = jl have a structure of lower
sums).
The Schro¨dinger equation yields the equation for ψk:
−
~
2
2m
∑
j
{△jψk + 2(∇jψk) · ∇jSb} = E(k)ψk, (29)
where E(k) is the phonon energy. Let us substitute ψk
(25), (26) in (29). Formulas (25) and (26) give the ex-
pansion of ψk in the independent (for a fixed k) functions
eikrj , eikrj1+iq1rj1j2 , eikrj1+iq1rj1j2+iq2rj1j3 , . . .(30)
(their independence can be easily seen if we take into
account that eiq(rj1−rj2 ) are the basis functions of the
expansion of a function of the form f(rj1 − rj2) in the
Fourier series). Equation (29) holds, if the coefficients in
front of the functions (30) are zero. Like for the ground
state, we will nullify the coefficients of the sums
∑
j
eikrj ,
′∑
j1j2
eikrj1+iq1rj1j2 ,
′∑
j1j2j3
eikrj1+iq1rj1j2+iq2rj1j3 , . . . (31)
(in this case, we remember from Sec. II that the expo-
nential functions are independent only in the sums of the
form
∑
j1<j2
,
∑
j1<j2<j3
, . . .; therefore, we keep in mind the
transition inverse to (13) for the sums with prime). This
yields the equations for E(k) and bj:
ǫ(k) = ǫ0(−k)−
4
N
∑
q 6=0,−k
b2(q,k)
[
q2a2(q)+
+ (q2 + kq)a2(−q)
]
−
4
N
∑
q 6=0,−k
q2b2(q,k)a3(q,−k)−
−
12
N
∑
q 6=0
q2a2(q)b3(q,−k,k) + . . . , (32)
b2(q,k)[ǫ0(q) + ǫ0(−k− q)− ǫ(k)] =
− kqa2(q) + k(q+ k)a2(−q− k) +
+ k2a3(q+ k,k)/2 + k
2a3(−q,k)/2 + (33)
+
2
N
∑
q
1
6=0,−q,−k−q
a2(q1)
{
(q21 + q1q)b2(q1 + q,k) +
+ (q21 − q1(q+ k))b2(q1 − q− k,k)
}
+ . . . ,
5b3(q1,q2,k) [ǫ0(q1) + ǫ0(q2)+
+ ǫ0(−k− q1 − q2)− ǫ(k)] ≈
≈ −k(q1 + q2)a3(q1 + q2,q2) +
+ k2a4(k+ q1 + q2,k+ q1,k)/3 +
+ 2(q1 + q2)b2(q1 + q2,k) ·
· [2q1a2(q1) + (q1 + q2)a3(q1 + q2,q2)]. (34)
Here, ǫ(k) = 2mE(k)/~2, and the dots mean the higher
corrections (the sums with al±1bl and albl in (32) and the
sums with al±2bl, al±1bl, and albl in (33)). We omit the
equations for bj≥4 and write the equation for b3 in the
zero approximation (we do not symmetrize its right-hand
side according to (28) to avoid too bulky formulas). We
also neglect 1/N in coefficients of the form 1 + 1/N in
Eqs. (18)-(21) and (32)–(34).
In the presence of walls, the stationary state is a stand-
ing wave. The solution for a standing wave is a superpo-
sition of traveling waves
ψ˜k = ψk + 7permutations, (35)
where the permutation means ψk with the different sign
of one or several components of the vector k. The energy
of such a wave coincides with that of a traveling wave.
If the interaction is switched-off, Ψk must be reduced to
the solution for a free particle in box. For this solution,
k takes values (7). Therefore, k of a phonon must take
also the same values.
For a weak interaction, we can neglect the corrections
with bj . Then we have
E(k) =
~
2ǫ0(−k)
2m
=
~
2k2
2m
(1− 2a2(−k)) . (36)
Taking (23) into account, we obtain the formula
E(k) =
√(
~2k2
2m
)2
+
nν(k)
2f
~2k2
m
, (37)
which is close to the Bogolyubov formula, but it contains
the additional factor 2−f due to boundaries. This factor
is absent under cyclic boundaries. In the general case,
f is the number of noncyclic coordinates. Formula (37)
was also obtained in [5] within the ρk-method.
In the proposed kr-method, each of the equations in
the chains of equations for Ψ0 and ψk contains ∼ N
2
terms (but only several terms in ρk-method [5, 15]). It
is impossible to solve such equations for a strong inter-
action. However, the kr-method is effective for a weak
interaction. The advantage of the kr-method consists in
the independence of the basis functions not only under
cyclic BCs, but under zero BCs as well.
Since Ψ0 is quantitatively different for zero and cyclic
BCs, it is obvious that the amounts of a condensate must
differ significantly for these BCs, especially for Bose sys-
tems with high density.
If we would use the standard expansion (3), (4) for a
system in a box, we would obtain the Bogolyubov tradi-
tional solution for E0 and E(k). However, we mentioned
above that expansion (3), (4) reproduces the initial po-
tential not quite properly. Therefore, the more reliable
way is to consider the exact expansion (4), (6). It is
possible that the traditional solution exists also at the
exact expansion, but we failed to find it. Two solutions
mean two different possible orderings of the system. For
several potentials, we compared the values of E0 for the
traditional and new solutions [5]. In 2D and 3D for a
weak interaction, E0 is less for the new solution; in 1D,
this holds also, except for a small region of parameters,
where E0 is less for the Bogolyubov solution. Thus, if
the traditional solution holds for a system with bound-
aries, its ground state does not correspond to the lowest
energy level. Therefore, the traditional ordering must be
unstable.
In [16], the problem with boundaries was solved in 1D
within the Gross–Pitaevskii approach, and two solutions
for the dispersion law were found: Bogolyubov solution
and the new one (37) with f = 1. Both solutions are
obtained from the exact expansion (4), (6). Earlier, only
the Bogolyubov solution was found in this approach un-
der the assumption of a point interaction. The new so-
lution exists only at a nonpoint interaction.
IV. THE ORIGIN OF THE EFFECT,
LIMITATIONS AND EXPERIMENTAL TESTS
Experimental tests are considered in [5]. They concern
He II films on substrates with different topologies.
Why do the solutions for cyclic and noncyclic systems
differ by a factor of 2f? Two different mechanisms are
proposed [5]: “the effect of modes” and “the effect of
images”. The former is associated with the fact that a
cyclic system and a system with boundaries have differ-
ent sets of characteristic oscillatory modes. The ground
and excited states of Bose liquid are formed, in a certain
sense, by a set of such modes. The difference between
the mode sets and the mode-to-mode interaction should
give rise to a shift of the lowest and excited system lev-
els. This effect is substantial only if the interaction is
strong. The effect of images can be explained as follows.
Let us consider the 1D case. If two atoms are located on
a one-dimensional ring, the each of them acts on another
one from two sides. Therefore, the potential of their in-
teraction has the form U(|x1 − x2|) + U(Lx − |x1 − x2|),
in which the latter summand will be called “the image”.
If we disconnect the ring, i.e. change to an interval with
boundaries, the image disappears and the potential of in-
teraction between two particles looks like U(|x1 − x2|).
If we expand the image in the exact series (4), (6), we
obtain the Fourier-component
νim(kj) = (−1)
jνz(kj), (38)
where νz(kj) is the Fourier-component of the poten-
tial U(|x1 − x2|), and kj = πj/Lx. Then the Fourier-
component of the potential U(|x1−x2|)+U(Lx−|x1−x2|)
6in expansion (4), (6) is
ν˜(kj) =
[
0, j = 2l+ 1
2νz(kj), j = 2l.
(39)
We obtained the exact Fourier expansion (3), (4) of the
potential in a periodic system (with the periodic poten-
tial U(|x1 − x2|) + U(Lx − |x1 − x2|) in the left hand
side of Eq. (3)). In the thermodynamic limit, the image
U(Lx−|x1−x2|) is rejected, and the thermodynamic ex-
pansion (3), (4) is obtained. One can see that the ther-
modynamic expansion follows from the exact one (4), (6)
at the account for the images, which are absent in the sys-
tem with boundaries. Namely the account for the images
gives a coefficient of 2 in (39). Then this 2 goes to the
dispersion law for a cyclic system. In the f -dimensional
case, we would have 2f instead of 2. This implies that
the solutions for a cyclic system differ from those for a
system with boundaries by a factor of 2f namely due to
the presence of 2f − 1 images in a cyclic system. This is
the purely topological effect. It seems paradoxical that
the particle on the ring feels the influence of other parti-
cle from both sides, although the range of potential ac-
tion is much shorter than the system size L. This fact
may probably be understood as follows. The influences
from both sides are equivalent: the potential U(|x1−x2|)
dominates at some coordinate values, and the potential
U(Lx−|x1−x2|) at the others. Therefore, although only
either of contributions dominates at a specific time mo-
ment, the solution is affected by the both. Formulas (38)
and (39) are exact and can be easily verified. Taking
the images into account results in a specific regrouping
of potential Fourier components: some of them becomes
2f times larger, whereas the others vanish.
Expectedly, the effect should take place at T → 0 for
all (i) sufficiently uniform (ii) condensed systems. Gases
in a trap are localized, and the solutions sought for them
should be expanded in oscillatory functions; in this case,
the boundary effect should disappear [16]. In (ii), the
main criterion seems to consist in that system excitations
should be collective oscillations (waves) rather than the
motion of individual atoms (for details, see [5]).
The effect is associated with topology. As far as we
understand, for the dispersion laws to be different in two
systems, not only the system topologies must be differ-
ent but also the sets of characteristic oscillatory modes in
them (the latter means the difference between the image
sets). For instance, for a two-dimensional He II film on
the surface of finite cylinder and on the Mo¨bius band
surface (those are different topologies), the dispersion
laws must be identical, since that characteristic modes
are identical in those cases.
We have only obtained the first results and do not pre-
tend to clear understanding of the effect. Further re-
searches and experiments will help to answer a lot of
questions. However, it is evident that, if the effect is
confirmed, it can be classed to fine and nonvisual prop-
erties.
V. CONCLUSION
We have shown that the boundaries affect strongly the
bulk microstructure of a uniform Bose gas and a Bose
liquid. This influence is not quite trivial and is related
to the difference of the topology of a cyclic system and a
system with boundaries [5]. It is similar to the Casimir
effect [17] that is also related to the influence of bound-
aries on the structure of the vacuum of a system. As
opposed to the Casimir effect, our effect of boundaries
holds also for very large systems. This indicates that
the passage to the thermodynamic limit is not proper for
some systems. The effect of boundaries must be inherent
in quantum crystals, superconductors and other Fermi
systems (for which the Bogolyubov dispersion law was
obtained too [18]).
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