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Abstract
An analogue of the Lindley equation for random walk is studied in the context of the branching
random walk, taking up the studies of Karpelevich, Kelbert and Suhov [(1993a) In: Boccara, N.,
Goles, E., Martinez, S., Picco, P. (Eds.), Cellular Automata and Cooperative Behaviour. Kluwer,
Dordrecht, pp. 323{342; (1994a) Stochast. Process. Appl. 53, 65{96]. The main results are: (i)
close to necessary conditions for the equation to have a solution, (ii) mild conditions for there
to be a one-parameter family of solutions and (iii) mild conditions for this family to be the only
possible solutions. c© 1998 Elsevier Science B.V. All rights reserved.
AMS classication: primary 60J80
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1. Introduction
Karpelevich et al. (1993a, 1994a) study an analogue of the Lindley equation for
random walk in the context of the branching random walk. The second of these papers
should be consulted for a variety of motivational examples of how such equations can
arise. The objective of this paper is to provide a unication and extension of some of
the results in these two papers. The branching random walk model considered here is
more general than that in those papers; the proofs, which are more probabilistic, draw
more heavily on the existing theory of the branching random walk. The approach of
this study brings out the close relationship between certain martingales associated with
the branching random walk and the Lindley solutions. The most signicant new result
is the identication of the full solution set of the Lindley equation; in Theorem 5
of Karpelevich et al. (1994a) this is done for a particular example, by drawing on
techniques from dierential equations which cannot be used for the general case. Ideas
from Karpelevich et al. (1993a, 1994a) are used at many places in this discussion and
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there are numerous points of contact between the two sets of results. A few particular
instances are noted explicitly but to detail all points of contact would have made tedious
reading. Similar problems have also been examined in related models, see Karpelevich
et al. (1993b, 1994b), Kelbert and Suhov (1995), and Karpelevich and Suhov (1996,
1997); some comments on the possibility of using the ideas developed here in other
contexts are included at the end of the paper.
The basic process is easily described. The initial ancestor is at the origin of the real
line. She has children with positions given by some point process Z ; in their turn each
of these has children, with positions relative to their parent’s given by independent
copies of Z ; and so on. One extra ingredient is needed to dene the object of the
present study; a random vector with non-negative components, (V; T ), is associated
with the initial ancestor. The triple (Z; V; T ), whose components may be dependent, is
the life-history of the initial ancestor. Individuals in later generations have their own
independent copies of (Z; V; T ). Denote the position of person x by zx and her life-
history by (Zx; Vx; Tx). Let F(n) contain all information on the life histories of the rst
(n − 1) generations of the branching random walk, so it contains information on the
positions of the nth generation but no information on the (T; V )’s attached to the nth
generation. The random set of individuals that make up the nth generation is denoted
by Gn.
A value is associated with each node of the tree formed by the rst n generations; for
the moment later generations are ignored. A person’s position gives her basic value, so
that a child’s displacement from her parent represents the value added to the parent’s
basic value. However, in addition to this, any particular node has a further value,
which is given by its copy of V if it is internal or by T if it is a leaf (i.e. in the nth
generation). Thus the overall value of x2Gi is zx+Vx when i<n and zx+Tx when i= n.
Let Xn be the maximum value that can be obtained at a node of this (n-generation)
tree. Looking at the independent processes emanating from each rst generation person
in the tree to (n+ 1) generations gives the following recursion:
Xn+1 = maxfV; supfzx + Xn; x : x2G1gg; (1.1)
where, given F(1); fXn; x : x2G1g are the independent copies of Xn associated with
the daughter processes. (Throughout, the supremum of the empty set is −1, empty
sums are zero and empty products are 1.) If the branching process is trivial, in that
each person always has exactly one child, and V is identically zero, this recursion
gives the Lindley process, which has been much studied in queueing theory; see, e.g.,
Asmussen (1987). This degenerate case (from the present perspective), with exactly one
person in each generation, is excluded in all that follows. For clarity of exposition, the
discussion is conned to the supercritical case, even though several of the results hold,
rather trivially, when the underlying Galton{Watson process is subcritical or critical.
Hence the mean family size, E[Z(R)], is assumed to be greater than one. Clearly, when
the distribution of Xn settles down as n tends to innity the limit variable, X , must
satisfy the following identity:
X = maxfV; supfzx + Xx : x2G1gg; (1.2)
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where fXx : x2G1g are independent copies of X , givenF(1). In terms of the distribution
function FX of X this becomes
FX (y)=E
"
I(V6y)
Y
x2G1
FX (y − zx)
#
: (1.3)
In Karpelevich et al. (1994a) the authors study Eq. (1.2) when the family size is
xed, V is identically zero and each child receives an independent displacement from
their parent; in Karpelevich et al. (1993a) a random family size is allowed (with nite
exponential moments) and each child in a family has the same displacement from the
family’s parent.
Call V the added value and T the terminal value. The most natural choice for T
is that it is identical to V , so that there is no distinction between added and terminal
values. However, suppose the tree to n+r generations is to be approximated by the tree
to n generations, then the leaves in the smaller tree will carry the values associated with
their daughter trees to r generations. This suggests that there are at least good technical
reasons for allowing T to dier from V . Of course, when (V; T ) is identically zero, so
that there are no added or terminal values, Xn is the maximum upward displacement
in the rst n generations and the limiting equation must be for the maximum over all
generations.
The discrete models discussed in Karpelevich et al. (1993a, 1994a) provide examples
where Eq. (1.3) arises and has been studied. However it is worth indicating how the
framework described is exible enough to cover many continuous-time models; in
particular results of the kind established in Karpelevich et al. (1993b) will also be
consequences of the results here.
Consider a branching Levy process; a framework which includes branching Brownian
motion as a special case. The initial person starts at the origin and moves according
to non-degenerate Levy process S(t). To stay within the discussion in Chapter XII
of Asmussen (1987), the process S(t) is assumed to have jumps of locally bounded
variation. Let L be an independent exponential variable with mean one. At time L the
initial person dies and gives birth to a random number, R, of children, all born at
S(L). Supercritical processes are considered, with E[R] = r2(1;1). Each child moves
according to an independent copy of S, dies after an independent exponential time and
produces children in the same way as the initial ancestor, and so on; then, the population
size forms a Markov branching process. The all-time maximum of this process can be
studied through the results obtained here. To do this let the point process Z consist of
R points all at S(L); let
V = supfS(t) : 06t6Lg;
so V has the distribution of the maximum upward displacement of a person during her
lifetime; nally take T to be identical to V . (Note that V , T and Z are related, but
that is permitted.) Then Xn will be the maximum displacement in n generations and
X will be the all-time maximum of the process.
Following a similar line to that used by Karpelevich et al. (1994a), sucient condi-
tions for the Eq. (1.2) to have a solution are given, and, by constructing a one-parameter
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family of solutions, it is established that the solution is not necessarily unique. The
method employed here brings out exactly how the non-uniqueness of the solution of
Eq. (1.2) arises, and gives a simple characterization of a one-parameter family of solu-
tions. It is then shown that, under mild conditions, this one-parameter family provides
all the solutions. The next section establishes sucient notation to state formally a
result of this type. At the end of that section an outline of the rest of the paper is
given.
2. An indication of the main results
Let the intensity measure of Z be . For any real  let
m()=E
X
x2G1
exp(−zx)=E
Z
e−zZ(dz)=
Z
e−z(dz):
Then m() is the Laplace transform of , so logm is a convex function. The results
concern supercritical processes, that is those with m(0)>1. However, it is worth noting
that m(0) is not assumed to be nite. Unless an explicit statement to the contrary is
made it is assumed that
there is some <0 with m()<1: (2.1)
(Roughly, this condition stops Z having too many large positive values.) The generating
point process, Z , is called centred-lattice if it is concentrated on bZ for some b>0. The
centred-lattice case has an additional complication, so it is excluded from this initial
discussion.
When the added value V is non-zero but the terminal value T is identically zero
denote Xn by Mn; thus M1 = maxfV; supfzx : x2G1gg. By construction Mn "M almost
surely, where
M = supfzx + Vx : x2Gn for some n=0; 1; 2 : : :g;
and M will solve Eq. (1.2). It is clear that the branching random walk needs a strong
tendency to move downwards if there are to be any nite solutions to Eq. (1.2). In
fact, when V is identically zero, it suces (see Theorem 4) for there to be a <0
with m()61; since logm is convex and logm(0)>0 a sketch shows that when there
is such a  it will be usual that
there is a (unique) <0 satisfying m()= 1 and c :=m0()2(0;1): (2.2)
This will be called the regular case; whenever  is used it is assumed condition (2.2)
holds with that . The results obtained on the solutions to Eq. (1.2) are much more
complete for the regular case. It is worth mentioning that if Z were concentrated on
(−1; 0), which is not a natural assumption for the problems considered here,  would
correspond to the Malthusian parameter of the general (Crump{Mode{Jagers) branching
process (after a time-reversal to make birth-times positive rather than negative).
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It is well known and easily shown, that when m() is nite
Wn() :=
X
x2Gn
exp(−zx)
m()n
is a martingale; furthermore, the martingale is positive and so has a nite limit W ().
Early studies of fWn()g can be found in Kingman (1975) and Biggins (1977a); Lyons
(1997) is a much more recent one.
A mild moment condition is needed in showing that the identied solutions to
Eq. (1.2) are the only ones; to state it easily, dene the non-negative random variable
A by
A=e−V +
X
x2G1
(1 +
p
z−x )e− zx : (2.3)
(As usual, f+ = maxff; 0g and f−= maxf−f; 0g.) Note that, since V>0, A>1 so
logA is non-negative. Also a notation for distribution functions and their tails will be
useful; for any random variable Y , let FY be the distribution function of Y and let
FY (x) be the corresponding tail, 1− FY (x).
The following result is obtained by patching together various results from later
sections, specically, from Theorems 6{8 and Corollary 6. Part (i) shows that Eq.
(1.2) has a nite solution provided the tail of V decays suciently rapidly; part (ii)
explicitly identies other solutions, which arise when the tail of T behaves in just the
right way; part (iii) shows that, under mild conditions, there are no further solutions.
Theorem 1. Consider the regular case.
(i) If for some >1
sup
y>0
e−y(y + 1)FV (y)<1
then M is nite almost surely and solves Eq. (1.2).
(ii) If, for some >0,
e−yFT (y)! ;
as y!1 then Xn converges in distribution to X with distribution function
G(y) :=E[I(M6y) exp(−W ()ey)]:
If, in addition, M is nite almost surely and EW1() log
+W1() is nite then each
>0 gives a distinct distribution for X; each of which solves Eq. (1.2).
(iii) If  is in the interior of f :m()<1g; EA(logA) is nite for some >5=2;
M is nite almost surely and Z is not centred-lattice then the distributions identied
in (ii) are the only solutions to Eq. (1.2).
It is worth returning to the branching Levy process example to see how the ideas
work out. Denote the all-time maximum of the process by M. Let S(t) have exponent
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function (), so that Ee−S(t) = e()t : (Note that () in Asmussen (1987) is (−)
here.) For simplicity, the exponent function is assumed nite for all . Then
m()=E[Re−S(L)] = rE[e()L] =
r
1− () :
The regular case arises when there is an <0 with ()= 1−r and 0()>0. The func-
tion  is strictly convex and 0(0)=−E[S(1)], so the regular case occurs exactly when
0(0)>0 and inf

()<(1− r):
The rst of these implies that S(t) drifts downwards. Now Theorem XII.5.1 of
Asmussen (1987) gives that
P(V>t)6elt ;
where l<0 solves (l)= 0. Since (1 − r)<0 the convexity of  implies that l<.
Thus the tail condition on V in Theorem 1(i) holds automatically. (In the language
of Karpelevich and Suhov (1996), quasi-boundedness implies boundedness for this
model.) Translating Theorem 1 into this framework yields the following result, which
settles some questions on the identication of all Lindley-solutions raised for Branching
Brownian motion in Karpelevich et al. (1993b)
Theorem 2. Suppose 0(0)>0 and inf  ()<(1− r).
(i) M is nite and X =M solves
X = maxfV;maxfS(L) + Xx : x2G1gg (2.4)
where, given (R; L; S), fXx : x2G1g are independent copies of X .
(ii) If ER log+ R<1, X with distribution function
G(y) :=E[I(M6y) exp(−W ()ey)]:
also solves (2.4) and each >0 gives a dierent distribution.
(iii) If ER(log+ R)<1 for some >5=2 the solutions in (ii) are the only ones.
The next section describes the main known results about the branching random walk
that will be needed and establishes a couple of useful variations on these. In the
following section the niteness and tail behaviour of M are studied. Including terminal
values can lead to additional solutions to Eq. (1.2) and allows deductions to be made
about the tail behaviour of any nite solutions; these topics are covered in Sections
5 and 6 respectively. The information on tail behaviour plays an important part in
Section 7, where, under suitable conditions, the complete solution set to Eq. (1.2) is
identied. Finally, Section 8 looks at possible extensions.
3. Background on branching random walk
Let the position of the rightmost nth generation person be denoted by Bn, so that
Bn= supfzx : x2Gng
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and let S be the survival set of the process. Standard theory for the branching random
walk, from Hammersley (1974), Kingman (1975), Biggins (1976, 1977b), provides the
following result on the limiting behaviour of Bn when assumption (2.1) holds.
Proposition 1.
Bn
n
!  a:s: on S
as n!1, where
 = supfa : inffeam() : <0g>1g:
The following consequence of this result will be relevant here; the possibility that
m() is innite for all  is allowed, so, in particular, assumption (2.1) is not required.
Corollary 1. If P(Z(0;1)>0)>0 and m()>1 for all 60 then
lim
Bn
n
>0 a:s: on S:
Proof. Note rst that, for suciently small positive a,
m()>e−aP(Z(a;1)>0)!1
as !−1. Hence, when there is a 0<0 for which m(0)<1 there will be an >0
for which em()>1 for all <0. Now, using the formula for  ,  >>0, so the
required result follows from Proposition 1.
The remaining cases are handled by truncation. Let ~  be the supremum of the
possible points of Z ; obviously
lim sup
Bn
n
6 ~ :
Suppose now that m() is innite for all <0 but that P(Z(0;1)>0) is strictly
positive. A truncation of the original process can be obtained by discarding all children
displaced by more than N from their parent and all children past the Nth in any family.
Together these ensure that m() for the truncated process is nite for all . Now, as N
tends to innity, m() for the truncated process, converges to that for the original one.
Choose a< ~ , so P(Z(a;1)>0)>0. Provided N is large enough, the truncated process
satises 1<eam()<1 for all <0 and so has  >a. Letting N go to innity now
gives the required result. (Examples of the formalities needed to nish the argument,
by showing that the survival sets of the truncated processes increase to that of the
original one, can be found in Kingman (1975) and Biggins (1976, 1977b).)
In later calculations it will be important to know when Bn converges to −1 almost
surely on S. Known results cover many cases. For example, the required result holds
whenever
Bn
n
! 
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with  <0, for which (drawing on the formula for  ) it suces that there is a <0
with m()<1. More subtle arguments are needed when  =0. The argument given in
Biggins (1977a) p. 33), which draws on Proposition 2 below, shows that (under a very
mild side condition) Bn!−1 provided there is a <0 with m()= 1 and m0()= 0
(which is easily seen to give cases when  =0). The next result covers both these
cases and others too. By convention, Bn=−1 when the nth generation is empty.
Theorem 3. The sequence Bn converges to −1 almost surely if there is a nite
<0 with m()61. If, in addition, P(Z(0;1)>0)>0 the condition is also necessary.
(Assumption (2.1) is not needed.)
Proof. Since the process is supercritical there must be a positive probability that the
rst generation, G1, contains more than one member. Let Y = lim supn e
−Bn . Obviously
Y6 lim sup
n
X
x2Gn
e−zx6 lim sup
n
Wn()=W ()
and Fatou’s lemma gives EW ()61, so EY61. Furthermore, looking forward one
generation,
Y = supfe−zxYx : x2G1g;
where fYxg are independent copies of Y . Assume EY>0. Then, using the fact that
with positive probability G1 has more than one element to give the strict inequality,
EY = E supfe−zxYx : x2G1g
<E
X
x2G1
e−zxYx =m()EY6EY: (3.1)
Hence EY must be zero, implying that lim supBn=−1 almost surely. Necessity
follows from Corollary 1 when P(Z(0;1)>0)>0.
The martingale limit W () appears in the solutions to Eq. (1.2) identied in Theorem
1(ii); however, there is less to this than at rst appears if the limit W () is degenerate
at zero. The next result, which deals with when the limit is non-trivial, is contained in
Lyons (1997). In it, and some other results, m0() appears but m() is only assumed
nite at a single value of . Hence m0 needs a denition. Throughout, whenever m()
is nite, assume that at least one of
E
X
x2G1
z+ exp(−zx) and E
X
x2G1
z− exp(−zx)
is nite; this holds automatically when m() is nite in a neighbourhood of . Now
let
m0()=−E
X
x2G1
zx exp(−zx):
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This denition makes sense even when  is on the boundary of f : m()<1g, and
agrees with the denition of m0 as the derivative of m in the interior of this set when
the interior is non-empty.
Proposition 2. If EW1() log
+W1()<1 and m() exp(−m0()=m())>1, then
EW ()= 1, and, provided m0() is nite, W ()= 0 a.s. otherwise.
Corollary 2. In the regular case EW ()= 1 if and only if EW1() log
+W1() is nite
and W ()= 0 a.s. otherwise.
Information on the asymptotic distribution of the population will be needed. To state
the relevant results let c=m0()=m(). The rst is easily obtained from the discussion
in Biggins (1977b).
Proposition 3. Suppose <0 is in the interior of f :m()<1g and m() exp(−c)
is greater than one. Then
1
n
log
 X
x2Gn
I(zx2(−nc;1))
!
!m() exp(−c);
almost surely on the survival set.
The martingales give more detailed information about the asymptotic distribution of
the population. The following result is (contained in) Theorem B of Biggins (1979), a
similar result, but with a stronger moment condition, is a consequence of Corollary 4
in Biggins (1992).
Proposition 4. Suppose  is in the interior of f :m()<1g, m() exp(−c) is
greater than one and EW1()(log
+W1()) is nite for some >5=2. Then for any y
and h>0
p
n(m() exp(−c))−n
X
x2Gn
I(zx2(−nc + y;−nc + y + h))
! W ()
Z y+h
y
ez dz;
almost surely.
Remark (i). The conditions here guarantee, by Proposition 2, that W () is not almost
surely zero. Hence this result captures exactly the growth rate of the number of nth
generation people with positions in (−nc + y;−nc + y + h).
Remark (ii). As stated, the result is only true if the intensity measure of Z is non-
lattice. In the lattice case the factor multiplying W () is replaced by a sum over the
(varying) number of lattice points contained in the interval of interest. Provided h is
big enough to ensure that the interval always catches one of the lattice points the
growth rate is unchanged, which is what is needed for what follows.
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Remark (iii). In later results, only convergence in probability is needed, for which a
weaker moment condition should suce. However, as the moment condition is already
weak, no eort has been made to weaken it further. It also seems likely that the
condition that  is in the interior of f :m()<1g can be relaxed.
The specialization of these two results to the regular case is summarised in the
following corollary.
Corollary 3. In the regular case suppose that  is in the interior of f :m()<1g.
Then
1
n
log
 X
x2Gn
I(zx 2 (−nc;1))
!
! e−c;
almost surely on S. Suppose, in addition, EW1()(log
+W1()) is nite for some
>5=2. Then for all y and h>0
p
nenc
X
x2Gn
I(zx 2 (−nc + y;−nc + y + h))!W ()
Z y+h
y
ez dz;
almost surely.
4. Conditions for the Lindley equation to have a nite solution
In this section T , the terminal value, will be identically zero. It is natural to consider
rst the simple special case where V is also identically zero; denote Xn by M yn in this
case. It is clear from the construction that M yn "M y almost surely, where
M y=sup fzx : x2Gn for some n=0; 1; 2 : : :g:
When there is a <0 with m()61
exp(−M y)6 sup
n
X
x2Gn
exp(−zx)
6 sup
n
X
x2Gn
exp(−zx)
m()n
=sup
n
Wn()<1; (4.1)
implying that M y must be nite. Rening this observation leads to the following the-
orem which describes exactly when M y is nite.
Theorem 4. The variable M y is nite almost surely if and only if either of the
following conditions holds.
(i) P(Z(0;1)>0)=0 (so that there is no possibility of a child being born strictly
to the right of its parent).
(ii) There is a nite <0 with m()61.
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When the conditions fail M y is innite on the survival set of the process.
(Assumption (2.1) is not needed.)
Proof. For suciency, case (i) needs no discussion and Eq. (4.1) deals with (ii). Since
M y=supn Bn, necessity follows from Corollary 1, as does the fact that M
y is innite
on the survival set when the conditions fail.
The technique of bounding e−M
†
through the martingale Wn() can be exploited
further to provide information on the convergence set of the Laplace transform of M y
and hence on the rate of decay of its tail.
Theorem 5. (i) If, for some <0; m()<1 then Ee−M
†
<1.
(ii) In the regular case, if EW1() log
+W1()<1 then E exp(−M y)<1.
Remark. In the regular case  is the right end point of the set in which m()61.
Hence, if there is a <0 with m()<1, (i) is a stronger statement about the tail
of M y than (ii).
Proof. For (i) note that
E exp(−M y)6E
X
n
X
x2Gn
exp(−zx)=E
X
n
m()n<1;
provided m()<1. For the second part, note that, as in the previous proof,
exp(−M y)6 sup
n
Wn():
By Proposition 2 the conditions imply that EW ()= 1, which, drawing on Lemma 2
in Biggins (1979), in turn ensures that E[supn Wn()] is nite.
Recall that when V is non-zero but T is identically zero Xn is denoted by Mn, and
Mn "M =sup fzx + Vx : x2Gn for some n=0; 1; 2 : : :g
almost surely. Since V>0; M yn6Mn and M
y6M , so the conditions in Theorem 4 are
necessary for M to be nite. Provided the tail of V is not too heavy it is plausible
that M y and M will be nite together. The next result shows that this is often so.
Theorem 6. (i) If there is a <0 with m()<1 and
sup
y>0
e−yFV (y)<1;
then M is nite almost surely. If in addition Ee−V<1 then Ee−M<1.
(ii) In the regular case, if for some >1
sup
y>0
e−y(y + 1)FV (y)<1;
then M is nite almost surely.
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Remark (i). Corollary 4, obtained in the next section, where non-zero terminal values
are allowed, demonstrates that the conditions on V here are fairly sharp. Also, it is clear
that M always provides a solution for Eq. (1.2), so that Theorem 6 gives conditions for
Eq. (1.2) to have a proper solution, and it is fairly clear that M must be the minimal
solution (in the natural ordering of distributions). This second point will emerge clearly
when non-zero terminal values are allowed.
Remark (ii). In part (ii) the full strength of the fact that m0()2 (0;1) in the regular
case is not used. The proof still works if m0()=1.
Proof. For the second half of the proof extra notation is useful that will also occur
later. In the regular case let  be the probability measure given by
(dz)= e−z(dz): (4.2)
It is easily veried by induction (and well known) that
E
"X
x2Gn
e−zxf(zx)
#
=
Z
f(z)n (dz); (4.3)
where n is the n-fold convolution of . Let  be the renewal measure corresponding
to .
Let
Cn=sup fzx + Vx : x2Gng:
Assume the conditions in the rst part of (i) holds. Then
P(Cn>yjF(n)) = 1−
Y
x2Gn
(1− FV (y − zx))
6
X
x2Gn
FV (y − zx)6Key
X
x2Gn
e−zx :
Hence P(Cn>y)6K 0m()n, so Borel{Cantelli gives that Cn>y only nitely often.
Since M =sup fCn : ng, it must be nite.
When Ee−V<1,
E[exp(−M)] = E

sup
n
sup
x2Gn
exp(−(zx + Vx))

6 E
"X
n
X
x2Gn
exp(−(zx + Vx))
#
= (Ee−V )
X
n
m()n<1
completing the proof of (i).
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The estimate used in part (i) has to be rened a little for this part. Since FV (y−z)= 0
for y − z<0,
P(Cn>yjF(n)) = 1−
Y
x2Gn
(1− FV (y − zx))
6 I(Bn>y) + I(Bn6y)
X
x2Gn
FV (y − zx)
6 I(Bn>y)+
X
x2Gn
I(zx6y)FV (y − zx)
6 I(Bn>y) + Key
X
x2Gn
e−zx
(y − zx + 1) I(y − zx>0):
Using Eq. (4.3) and the boundedness of the renewal measure  (which holds even if
m0()=1)
X
n
E
X
x2Gn
e−zx
(y − zx + 1) I(y − zx>0) =
X
n
Z y
−1
1
(y − z + 1) 
n
 (dz)
=
Z y
−1
1
(y − z + 1) (dz)
6 K 0
Z y
−1
1
(y − z + 1) dz<1
for >1. By Theorem 3,
P
n I(Bn>y) is nite. Hence conditional Borel{Cantelli gives
Cn>y only nitely often.
5. The Lindley equation has multiple solutions
The inclusion of terminal values leads to the identication of additional solutions
to Eq. (1.2). Recall that when the tree to n generations is considered the members of
the nth generation have values fzx + Tx : x2Gng. To simplify discussion, let Ln be the
largest of these values, so that
Ln=sup fzx + Tx : x2Gng:
Then, by denition, Xn=maxfMn−1; Lng so
Xn=Mn−1 + (Ln −Mn−1)+:
Since Mn−1 "M almost surely, Xn converges (in distribution) exactly when (Ln −
Mn−1)+ does. This suggests that solutions to Eq. (1.2) other than M can only arise
when T has a tail smooth enough to allow (Ln −Mn−1)+ to converge in distribution.
Given F(n); Ln is the supremum of shifted independent copies of T , so it is plausi-
ble that taking T to have an extreme value distribution will allow Ln to settle down
as n goes to innity. Following this idea, the next result shows that, in contrast to
the Lindley equation for the random walk, Eq. (1.2) may have solutions besides M in
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the regular case; these other solutions are closely related to the martingale limit W ().
The theorem only gives multiple solutions when W () is non-zero; the conditions in
the second part combine with Corollary 2 to guarantee this.
Theorem 7. In the regular case, let T have the distribution function
FT (y)= I(y>0) exp(−ey);
where, necessarily, >0. Then Xn converges in distribution to X , which solves
Eq. (1.2), with distribution function
G(y) :=E[I(M6y) exp(−W ()ey)]:
If, in addition, M<1 almost surely and EW1() log+W1()<1 then each >0 gives
a distinct distribution for X .
Remark (i). The solutions identied form a one-parameter family indexed by , with
M being the minimal member, corresponding to =0. When >0 the tail of G(y)
decays like ey. In contrast, Theorem 6, or Theorem 4 when there are no added values,
gives weak conditions for the tail of M to decay faster than ey. In this sense the
minimal member is separate from the other solutions.
Remark (ii). When there are no added values a slight modication of the proof here
can be used to show that the excess of X over M y, has the distribution function
P(X −M y6y)=E[exp(−eyW ()eM†)]I(y>0);
which is innitely dierentiable (being essentially a Laplace transform) for y>0.
Remark (iii). In the rst part of this theorem and in the next one the fact that
m0()2 (0;1) in the regular case is not actually used.
Proof.
P(Xn6yjF(n)) = P(maxfMn−1; Lng6yjF(n))
= I(Mn−16y)
Y
x2Gn
FT (y − zx)
= I(Mn−16y)
Y
x2Gn
I(y − zx>0) exp(−e(y−zx))
= I(Mn−16y)I(Bn6y) exp(−Wn()ey):
Since Mn−1 "M; Wn()!W () and, using Theorem 3, I(Bn6y)! 1,
P(Xn6yjF(n))! I(M6y) exp(−W ()ey)
as n!1. Taking expectations gives the asserted form for the distribution function
of X . When EW1() log
+W1() is nite, Proposition 2 ensures that W () is a non-
degenerate variable; then G(y) is strictly decreasing in .
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Using a particular form for T makes the proof of the previous result easier but in
fact it is only the tail behaviour of T that really matters, as the following extension
shows. In the next result tails that decay faster than ex are covered (by the case =0);
they correspond to the cases where M gives the solution to Eq. (1.2).
Theorem 8. In the regular case let T have a distribution function satisfying
e−yFT (y)! ;
as y!1, where, necessarily, >0. Then Xn converges in distribution to G.
Proof. The idea of the proof is to observe that
P(Xn6y jF(n)) = I(Mn−16y)
Y
x2Gn
FT (y − zx)
 I(Mn−16y)
Y
x2Gn
exp(−e(y−zx))
= I(Mn−16y) exp(−Wn()ey)
! I(M6y) exp(−W ()ey)
and take expectations. To follow through this idea it is only necessary to justify the
approximation at the second step. To do this note thatlog
 Y
x2Gn
FT (y − zx) exp(e(y−zx))
!
=

X
x2Gn
(
logFT (y − zx) + e(y−zx)

=
X
x2Gn
e(y−zx)je−(y−zx) logFT (y − zx) + j
6eyWn()

sup
z6Bn
je−(y−z) logFT (y − z) + j

! 0
as n!1, using Theorem 3 and the fact that e−y logFT (y)!− when
e−yFT (y)! .
The following variant of this result covers some other cases.
Theorem 9. Suppose there is a <0 with m()<1. Let T have a distribution function
satisfying
sup
y>0
e−yFT (y)<1:
Then Xn converges to M (which has distribution function G0).
120 J.D. Biggins / Stochastic Processes and their Applications 75 (1998) 105{133
Proof. The proof is similar to the previous one, but now, for large n,
06−
X
x2Gn
logFT (y − zx)6
X
x2Gn
K exp((y − zx))=KeyWn()m()n! 0:
In the centred-lattice case the periodicity allows additional solutions to be con-
structed. The next theorem shows how these arise. Without loss of generality, Z is
taken to be concentrated on Z.
Theorem 10. In the regular case let Z be concentrated on Z and  be any bounded
positive function with period one for which ey(y) is monotone decreasing. Let T
have a distribution function satisfying
FT (y)= exp(−(y)ey)
for all large y. Then Xn converges to X , solving Eq. (1.2), which has the distribution
function
G(y) :=E[I(M6y) exp(−(y)W ()ey)]:
Proof. The proof is like that of Theorem 8 but now, for suciently large n,Y
x2Gn
FT (y − zx) =
Y
x2Gn
exp(−(y − zx)e(y−zx))
=
Y
x2Gn
exp(−(y)e(y−zx))
! exp(−(y)W ()ey):
6. Tail behaviour of nite solutions to the Lindley equation
Suppose X solves Eq. (1.2) and let T =X ; comparing the denition of X1 with
Eq. (1.2) shows that X1 automatically has the same distribution as X ; by induction
using Eq. (1.1) the same must be true of Xn. Then, letting n go to innity in
Xn=Mn−1 + (Ln −Mn−1)+;
shows that M is the minimal solution to Eq. (1.2). These observations are summarised
in the next result.
Proposition 5. Suppose that X is any solution to Eq. (1.2).
(i) Let the terminal values T have the distribution X . Then, for any n>0; Xn is
distributed like X .
(ii) M is the minimal solution to Eq. (1.2) in that X satises P(X6y)6P(M6y)
for all y.
Conditions on the tail behaviour of T that lead to Xn converging to innity along
some subsequence will, through the proposition above, produce restrictions on the
possible tail behaviour of any nite solution to Eq. (1.2). Since
Xn>Ln=sup fzx + Tx : x2Gng;
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it is plausible that if the tail of T is too heavy there is a subsequence along which
Ln "1 and then Xn cannot have a nite limit. The next two results are of this form.
Since
P(Ln6y jF(n))=
Y
x2Gn
FT (y − zx);
some knowledge of the spatial distribution of Gn will be needed to capitalize on in-
formation on the tail of FT . The condition (6.1) in the rst result plays this role; it is
not restrictive, Corollary 3 gave mild conditions for it to hold.
Theorem 11. In the regular case, suppose that for h suciently large, and large y,
p
nenc
X
x2Gn
I(zx 2 (−nc + y;−nc + y + h)) (6.1)
is bounded below in probability by a strictly positive random variable on the survival
set. If
lim sup
y!1
(y−1=2e−yFT (y))=1; (6.2)
then Ln "1 almost surely along a suitable subsequence when the process survives, so
Xn cannot converge to a nite limit.
Proof. Drawing on Eq. (6.2), there is a sequence fsrg such that
−e
−sr logFT (sr)p
sr
>r:
Dene n(r) to be the smallest integer such that (n(r) + 1)c>sr . Fix y>0. Now focus
on generation n(r) and on Pn(r), the set of individuals in that generation with positions
in (−n(r)c + y;−n(r)c + y + h). Then
p
sresr jPn(r)j>
p
n(r)cen(r)cjPn(r)j;
which is bounded below in probability by some random variable U that is strictly
positive on the survival set.
For any s6sr ,
− logFT (s)>− logFT (sr)>rpsresr :
If x2Pn(r) then y − zx 2 (n(r)c − h; n(r)c) and
− logFT (y − zx)>rpsresr
because n(r)c6sr . Hence
− logP(Ln(r)6y jF(n(r))) = −
X
x2Gn(r)
logFT (y − zx)
>
X
x2Pn(r)
− logFT (y − zx)
> r
p
sresr jPn(r)j;
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so
P(Ln(r)6y jF(n(r)))6 exp(−rpsresr jPn(r)j):
Now choose a subsequence  (which might depend on y) such that
lim inf
r2
p
sresr jPn(r)j>U
almost surely; thenX
r2
P(Ln(r)6y jF(n(r)))6
X
r2
exp(−rpsresr jPn(r)j) 
X
r2
exp(−rU )<1:
The conditional Borel{Cantelli lemma implies that, for r 2 ; Ln(r)6y occurs only
nitely often on S; now a diagonal argument gives Ln(r)!1 almost surely on S
along a suitable subsequence.
The next result is like the previous one, but assumes less about the branching random
walk and more about the terminal values. A similar result can be found in Theorem 2
of Karpelevich et al. (1993a).
Theorem 12. Suppose there is a <0 with m()61 and let T be such that for some
> with m()>1,
lim sup
y!1
e−yFT (y)>0:
Then Ln "1 almost surely along a suitable subsequence when the process survives,
so Xn cannot converge to a nite limit.
Proof. Suppose rst that this is a regular case with both  and  in the interior of
f :m()<1g. Take a sequence fsrg such that logFT (sr)6 − Kesr and take n(r)
to be the smallest integer such that (n(r) + 1)c>sr . Now focus on generation n(r)
and on Pn(r), which is now the set of individuals in that generation with positions in
(−n(r)c+ y;1); the rst part of Corollary 3 provides an estimate of jPn(r)j. The next
calculation is similar to that in Theorem 11, so it is only indicated:
P(Ln(r)6y jF(n(r))) =
Y
x2Gn(r)
FT (y − zx)
6
Y
x2Pn(r)
FT (y − zx)
6 exp(jPn(r)j logFT (n(r)c))
6 exp(−K jPn(r)j exp((n(r)c)))
 exp(−K exp(( − )n(r)c));
which has a nite sum over r since <.
To prove the stated result, the original process is truncated much as in Karpelevich
et al. (1993a) and in Corollary 1. Specically, in Z and all its copies, discard all
children displaced by more than N from their parent and all children past the N th
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in any family. Denote quantities in the truncated process with a subscript N . This
truncation ensures that mN () is nite for all , and fmN ()g forms a sequence of
convex functions converging up to m(). For N suciently large, there is an N
satisfying <N< with m(N )= 1 and m0N (N )>0. The proof already given shows
that the required result holds for the truncated process, on its survival set. By making
the truncation suciently light, the survival set of the truncated process can be made
arbitrarily close to the original one. Since the truncation makes Xn smaller, a diagonal
selection argument completes the proof.
It is possible to rely on Proposition 4, Theorem 11 and truncation to prove this result
without supplying the rst part of the present proof. However that route would make
the derivation dependent on the rather delicate Proposition 4 which would act as an
obstruction to generalization to other models.
Applying Theorems 11 and 12 with V = T gives conditions for M to be innite that
complement Theorem 6.
Corollary 4. The variable M is innite almost surely if either of the following
conditions holds.
(i) In the regular case, for h suciently large, and large y, Eq. (6.1) is bounded
below in probability by a strictly positive random variable on the survival set and
lim sup
y!1
(y−1=2e−yFV (y))=1:
(ii) There is a <0 with m()61 and for some > with m()>1,
lim sup
y!1
e−yFV (y)>0:
The following result about the tail of the distribution of X is now an immediate
consequence of Proposition 5(i), Theorems 11 and 12.
Corollary 5. Suppose that X is a nite solution to Eq. (1.2) in the regular case.
Then, for any >
sup
y>0
e−yFX (y)<1:
If, in addition, for h suciently large and large y, Eq. (6.1) is bounded below in
probability by a random variable that is strictly positive on the survival set then
sup
y>0
(y + 1)−1=2e−yFX (y)<1:
7. Identication of the solutions
Under mild conditions, the solutions to Eq. (1.2) identied in Theorem 7, or Theorem
10 in the centred-lattice case, are the only ones. The following strategy is used in
proving this. Corollary 5 provides a tail bound on X ; using this bound allows a good
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approximation of the dierence between the non-linear equation for the distribution
function of X given at Eq. (1.3) and its linearization; this approximation leads to a
renewal equation for e−yFX (y); then, by showing that the renewal theorem applies, it
can be deduced that the tail of X must be such that Theorem 8 holds, or Theorem 10
in the centred-lattice case; hence X can be identied with one of the solutions given
in Theorems 7 or 10.
Let
(y)= e−yFX (y)I(y>0);
note that  is discontinuous at y=0 with this denition. In this notation the nal
conclusion of Corollary 5, which will occur as a condition in the three of the next four
lemmas, becomes
K := sup
y>0
(y + 1)−1=2(y)<1: (7.1)
When (y) converges to a nite limit as y goes to innity Theorem 8 will identify X
with one of the solutions already found. Why  might behave in this way is discussed
next.
Since FX (y − zx)= 0 when zx>y, the basic equation (1.3) gives
FX (y) = E
"
I(V6y)
Y
x2G1
FX (y − zx)I(y>zx)
#
= E
"
I(V6y; B16y)
Y
x2G1
FX (y − zx)
#
= E
"
I(M16y)
Y
x2G1
FX (y − zx)
#
which, in terms of (y), becomes
ey(y)=E
"
1− I(M16y)
Y
x2G1
(1− e(y−zx)(y − zx))
#
I(y>0): (7.2)
Attention centres on large y values, for which the terms in the product should all be
near one; for these
ey(y)  E
"
I(M1>y) + I(M16y)
X
x2G1
e(y−zx)(y − zx)
#
 E[I(M1>y)] + ey
Z
(y − z)(dz);
where  is the probability measure introduced at Eq. (4.2). This relation suggests, in
the light of the renewal theorem, that (y) should converge as y!1. To make this
precise let
(y)= (y)−
Z
(y − z)(dz);
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so that it is automatic that = +   . To apply the renewal theorem  must be
directly Riemann integrable. The proof of this has two parts. First  is shown to be
integrable, then it is shown to be Riemann integrable. Since  is dened throughout
(−1;1) bothZ
−1
(y) dy and
Z 1
(y) dy
must be considered.
Lemma 1. Suppose that Eq. (7.1) holds and
R
(z−)3=2(dz)<1. Then for a>0
Z −a
−1
j(y)j dy<1
and j(y)j! 0 as y!−1.
Proof. Since (y)= 0 for y<0,
Z −a
−1
j(y)j dy =
Z −a
−1
Z y
−1
(y − z)(dz) dy
=
Z −a
−1
Z −a
z
(y − z) dy

(dz)
6
Z −a
−1
Z −a
z
K(y − z + 1)1=2 dy

(dz)
6 K 0
Z −a
−1
(−a− z + 1)3=2(dz)<1:
Similarly, for y<0
j(y)j=
Z y
−1
(y − z)(dz)
6
Z y
−1
K(y − z + 1)1=2(dz)
6
Z y
−1
K

y − z + 1
jzj
1=2
jzj1=2(dz)
! 0
as y!−1.
It will be convenient, for the remainder of this section, to drop the reference to the
tree structure in the notation and simply label the points of Z by the positive integers.
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Then, rewriting Eq. (7.2), for y>0
ey(y) = E
"
1− I(M16y)
Y
j
(1− e(y−zj)(y − zj))
#
= E
"
I(M1>y) + I(M16y)
X
j
e(y−zj)(y − zj)

Y
k<j
(1− e(y−zk )(y − zk))
#
;
hence, still for y>0,
(y) = (y)−
Z
(y − z)(dz)
= E
"
e−yI(M1>y) + I(M16y)
X
j
e−zj (y − zj)

Y
k<j
(1− e(y−zk )(y − zk))
#
− E
"X
j
e−zj (y − zj)
#
= e−yE [I(M1>y)]− E
"
I(M1>y)
X
j
e−zj (y − zj)
#
−E
2
4I(M16y)X
j
e−zj (y − zj)
0
@1−Y
k<j
(1− e(y−zk )(y − zk))
1
A
3
5
so that
j(y)j6 e−yE[I(M1>y)] + E
"
I(M1>y)
X
j
e−zj (y − zj)
#
+E
"
I(M16y)
 X
j
e−zj (y − zj)
!
min
(
1;
X
k
e(y−zk )(y − zk)
)#
=: 1(y) + 2(y) + 3(y):
Recall that the non-negative random variable A is dened by
A=e−V +
X
x2G1
(1 +
p
z−x )e−zx :
Note that
exp(−M1)= maxfexp(−V ); exp(−B1)g6A;
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so, since <0,
M16
logA
− :
These inequalities go some way to explaining why moment conditions involving the
niteness of EA(logA) are important in dealing with 1; 2 and 3, and hence in
Theorem 1(iii) and Theorem 13 below. By making less crude estimates in the next
three lemmas rather weaker, but more complicated, moment conditions can be used
instead.
Lemma 2. If EA<1 then 1(y) is bounded andZ 1
0
1(y) dy<1:
Proof. Note rst that, because <0,
1(y)= e−yE[I(M1>y)]6Ee−M1<1
because exp(−M1)6A. SimilarlyZ 1
0
1(y) dy=
Z 1
0
e−yE[I(M1>y)] dy=E[e−M1 − 1]<1:
Lemma 3. Suppose that (7.1) holds and EA(logA)3=2 is nite. Then 2(y) is bounded
and Z 1
2(y) dy<1:
Proof. Note rst that, for z6y + 1,
06
p
(y − z + 1)6py +
p
z− + 1: (7.3)
HenceX
j
e−zj (y − zj)6
X
j
K
p
(y − zj + 1)I(zj6y)e−zj
6K
X
j
(
p
y +
q
z−j + 1)e
−zj
6KA(
p
y + 1); (7.4)
and so
2(y) = E
"
I(M1>y)
X
j
e−zj (y − zj)
#
6 E[I(M1>y)KA(
p
y + 1)]
6 KE[A
p
M1 + 1)]
6 K 0E[A((logA)1=2 + 1)]<1:
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SimilarlyZ 1
0
2(y) dy6
Z 1
0
KEI(M1>y)A(
p
y + 1) dy
6 KEA(M 3=21 +M1)
6 K 0EA(logA)3=2<1:
Lemma 4. Suppose that Eq. (7.1) holds and EA(logA)2 is nite. Then 3(y) is
bounded andZ 1
3(y) dy<1:
Proof. Using the estimate (7.4),
3(y) = E
"
I(M16y)
 X
j
e−zj (y − zj)
!
min
(
1; ey
X
k
e−zk (y − zk)
)#
6 E[KA(
p
y + 1)minf1; eyKA(py + 1)g]
6 KE[A(
p
y + 1)2 minf1; eyKAg]:
Since  is negative, rearranging eyKA>1 gives y6 − −1 log(KA). Then, for y big
enough that (
p
y + 1)2ey is decreasing,
3(y)6 KE[A(
p
y + 1)2 minf1; eyKAg]
= KE[A(
p
y + 1)2I(y6− −1 log(KA))
+KA2(
p
y + 1)2eyI(y>− −1 log(KA))]
6 K1EA logA;
for a suitable nite K1.
SimilarlyZ 1
a
3(y) dy6 KE

A
Z 1
a
(
p
y + 1)2I(y6− −1 log(KA)) dy
+KA2
Z 1
a
(
p
y + 1)2eyI(y>− −1 log(KA)) dy

6 E[K1A(logA)2 + K2A logA]
for suitable nite constants K1 and K2. This is nite by assumption.
It is possible to use the tail estimate from the rst part of Corollary 5 in Lemmas
1, 3 and 4 in place of condition (7.1). Doing this might simplify the proofs, at the cost
of increasing the moment conditions.
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Since =+, little remains to be done to justify the application of the renewal
theorem to yield the following result.
Proposition 6. Suppose that Eq. (7.1) holds and both
R
(z−)3=2(dz) and EA(logA)2
are nite. If Z is not centred lattice
(y)!
Z
(r) dr<1
as y!1. If Z is concentrated on the integers
(n+ s)!
X
r2Z
(s+ r)<1
for any s, as n goes to innity through the integers.
Proof. Observe that
(y) = (y)−
Z
(y − z)(dz)
= e−yFX (y)I(y>0)−
Z y
−1
e−(y−z)FX (y − z)e−z(dz)
= e−yFX (y)I(y>0)− e−y
Z y
−1
FX (y − z)(dz):
Now for any xed aZ y
−1
FX (y − z)(dz)=
Z a
−1
FX (y − z)(dz) +
Z y
a
(dz)−
Z y
a
FX (y − z)(dz):
Hence  is a combination of monotonic functions and so has only countably many
discontinuities and is bounded on compact sets. Drawing on Lemmas 1{4, j(y)j is
also bounded at both −1 and +1 and R j(y)j dy is nite. Thus, applying Proposition
IV.4.1(iv) of Asmussen (1987), both + and − are directly Riemann integrable. An
application of the general renewal theorem (see, for example, XI.1 and XI.9 of Feller
(1971)) completes the proof.
Applying Corollary 5 and Theorem 8 (or 10) immediately yields the following
theorem.
Theorem 13. Let X be a nite solution to Eq. (1.2). In the regular case, suppose
that
(i) for h suciently large, and large y,
p
ne−nc
X
x2Gn
I(zx 2 (−nc + y;−nc + y + h))
130 J.D. Biggins / Stochastic Processes and their Applications 75 (1998) 105{133
is bounded below in probability by a strictly positive random variable on the survival
set,
(ii)
E
X
x2G1
(z−x )
3=2e−zx<1;
(iii)
EA(logA)2<1;
(iv)
M<1 almost surely:
Then, if Z is not centred-lattice e−yFX (y) converges to a nite constant as y!1
and if Z is centred-lattice e−yFX (y) converges to P(y), where P is a bounded
periodic function. Thus, the solutions to Eq. (1.2) described in Theorems 7 and 10
are all possible ones.
Note that W1()6A, so EA logA<1 implies that EW1() log+W1() is nite; hence,
the second half of Theorem 7 applies to guarantee that the identied solutions are all
dierent. As has been noted previously, Corollary 3 in Section 3 provides sucient
conditions for (i) to hold. Inserting the conditions of that proposition immediately
yields the following Corollary.
Corollary 6. In the regular case, suppose that  is in the interior of f : m()<1g,
that EA(logA) is nite for some >5=2 and that M is nite almost surely. Then
the conclusion of Theorem 13 holds.
The main defect with this corollary is the implicit assumption that the interior of
f :m()<1g is not empty. This is unlikely to be necessary for condition (i) in
Theorem 13 to hold; note however that it does ensure that condition (ii) in Theorem
13 holds automatically. The formulation of Theorem 13 has been chosen to allow space
for Corollary 3 to be improved.
8. Extensions
One question that arises naturally from Theorem 7 is whether, in the regular case,
there is still a one parameter family of solutions to Eq. (1.2) when
EW1() log
+W1()=1:
The following result, based on Lemma 5.1 of Biggins and Kyprianou (1997) allows
this question to be settled.
Proposition 7. In the regular case suppose  is in the interior of f :m()<1g and
P(Z(R)=1)= 0. There is a function L varying slowly at zero such that yL(y) is
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monotone decreasing andX
x2Gn
L(e−zx)e−zx
converges almost surely to a limit that is nite and non-zero when the process survives.
Consequently, taking
FT (y)= exp(−L(ey)ey);
for large y and following the argument of Theorem 8 produces a genuine one-parameter
family without the need for a moment condition. (When the moment condition holds
the slowly varying function L can be identically one.) Presumably these are the only
possible solutions, but a proof of this seems some way o.
The works of Karpelevich, Kelbert and Suhov suggest several other directions for
extensions. In particular, they have considered multitype processes and spatially inho-
mogeneous ones. Some of the ideas here can be applied in these situations. There is
a suciently developed theory of the multitype branching random walk to make it
very plausible that a suitable treatment will lead to a version of Theorem 1. The proof
that there is only a one parameter family of solutions will now have to use Markov
renewal theory. Also, no result of the generality of Proposition 4 is known but the
multitype analogue of the weaker result in Proposition 3 is indicated in Section 4:1 of
Biggins (1997). (Bramson et al. (1992) give a result similar in form to Proposition
4 for processes conned to the integer lattice, but with stronger conditions.) Hence,
in constructing the analogue of Proposition 6 a tail estimate based on a result like
Theorem 12 will be used in place of Eq. (7.1), which will cause an increase in the
moment conditions.
The inhomogeneous case presents more challenge. Now the distribution of the point
process Z will depend on the parent’s position, so for a parent at y the corresponding
intensity measure will be denoted by (y; dz). For the regular homogeneous case the
essential feature of e−z is that it is an eigenfunction of the mean measure with eigen-
value one. So the analogue of this is provided by assuming that there exists h>0 with
h(z)!1 as z!1 such thatZ
h(z)(y; dz)= h(y):
Then
Wn=
X
x2Gn
h(zx)
is a positive martingale with nite limit W , so, as at Eq. (4.1), h(M y), and hence M y,
must be nite. Assume also that h(z)! 0 as z!−1 then the proof of Theorem 3
goes through to show that Bn!−1. If, in addition, h(log z) is monotone for small
z>0 and regularly varying with exponent ~, then using the terminal value distribution
which for large y satises
FT (y)= I(y>0) exp(−h(−y))
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gives, for large n,
P(Xn6yjF(n)) = I(Mn−16y)
Y
x2Gn
FT (y − zx)
= I(Mn−16y)
Y
x2Gn
I(y − zx>0) exp(−h(zx − y))
= I(Mn−16y)I(Bn6y) exp
 
−
X
x2Gn
h(zx)
h(zx − y)
h(zx)
!
 I(M6y) exp(−W e ~y);
much as in the homogeneous case. Natural general conditions for the martingale limit
to have a non-trivial limit are not obvious, though a moment calculation may well
yield the result in particular cases. Neither is it clear how far the analysis identifying
the full solution set can be extended to this framework. Presumably the most tractable
case will be when the process looks homogeneous ‘at minus innity’, as would be true
if for example Z is created by taking a homogeneous process and killing all people
born to the right of the origin and their descendants.
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