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This paper presents a numerical computational method for the solution of 
optimal control problems with unknown final time. The method presented is 
based on a transformation and a modified quasilinearization technique. 
A numerical example is included for illustration. 
1. INTRODUCTION 
The application of Pontryagin’s maximum principle to optimal control 
problems results in a two-point boundary-value problem [l]. When the final 
time of the optimal control problem is known, quasilinearization technique 
provides an effective means for the numerical computation of the solution [2]. 
However, if the final time is not known, quasilinearization may not be directly 
applicable. To facilitate the application of quasilinearization to optimal 
control problems with unknown final time, Long has proposed a method which 
reduces a two-point boundary-value problem to one suited for quasilineariza- 
tion process [3]. Although many authors have referred to Long’s method as 
an effective tool, very few numerical computational results were reported to 
illustrate its usefulness [4-61. 
The purpose of this paper is to show how Long’s method can be applied 
to the solution of optimal control problems with unknown final time. Further- 
more, it will be shown that the combination of Long’s method and the 
modified quasilinearization method [7] makes it a better computational 
technique for numerical solution of two-point boundary-value problems with 
unknown final time. Convergence of the method is discussed and the extension 
of the range of convergence is examined. A numerical example is included for 
illustration. 
* This research was supported by the National Research Council, Grant No. A5127 
and the Canada Council, Killam Scholarship. 
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2. STATEMENT OF THE PROBLEM 
Consider the control system described by the differential equation 
* = f(X, u), UEU (1) 
where x is an n-dimensional state vector, u is an m-dimensional control vector, 
U is a prescribed admissible region, and f is an n-dimensional vector function. 
The prescribed boundary conditions for x are 
and 
Xi(O) = xi0 2 i = 1, 2,..., n 
X&f) = Xif , i = 1, 2,..., r < n (2) 
and the final time tf is unknown. The problem is to choose the control vector 
u in the time interval 0 < t ,< tf such that the functional 
J = (-+@,)I + ~otfG 4 dt 
is a minimum. Here G and L are known scalar functions. 
In the normal case of the calculus of variations,1 the Hamiltonian for the 
system (1) is defined as 
H(x, u, P> = --L(x, 4 + (P, f > (4) 
where p is an n-dimensional costate vector and the second term on the right- 
hand side of (4) is the inner product of p and f. It follows from the maximum 
principle that for x and u to be optimal it is necessary that x and u satisfy the 
following equations [l] 
3i*i =fi(x, u), u E u, i = 1, 2,..., n (5) 
ji = --H/ax, = gi(x, p, u), i = 1, 2,..., n (6) 
subject to the boundary conditions (2) and the transversality conditions 
p,(tf) = -aqax, , j = r + 1, r + 2 ,..., n. (7) 
Note that (5) is the scalar form of (1). Furthermore, for every t, 0 < t < tf , 
the Hamiltonian H(x, u, p) defined by (4) must attain its maximum at 
24 = u(t), i.e., 
H mm - 21 H(x, u, PI- (8) 
1 Only the normal case in the calculus of variations is discussed in this paper. 
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It follows that within the admissible region U, 
aHjauk = 0, k = 1, 2 ,..., m. (9) 
If (9) yields a u outside U, then boundary controls must be used in (5) and (6). 
Since the final time is unknown and the system (1) is autonomous, the 
Hamiltonian H(x, U, p) is a first integral 
Hmax = const (10) 
and the transversality condition for the final time is 
Knax Itt = 0. 
Hence, along the entire optimal trajectory, for 0 < t < tr 
(11) 
H - 0. max  
Applying this relation to the instant t = 0 results in 
(12) 
Knax(~(O), p(O), u(O)) = 0 (13) 
which can be used to determine one of the missing initial conditions of the 
costate vector p(O) in terms of x(0) and the other initial conditions. For 
definiteness, we let p,(O) be this missing initial condition. 
Suppose that u can be expressed in terms of x and p such that u = U(X, p). 
Then expressions (5) and (6) can be written as 
4 = f&G U(% P)), i = 1, 2,..., 71 (14) 
A = g&, P, 4% P>>, i = 1, 2,..., n (15) 
subject to the boundary conditions described in (2) and (7). The set of 
equations in (14) and (15) with the boundary conditions given in (2), (7) and 
(13) forms a two-point boundary-value problem with 2n + 1 unknown 
variables, xt , pi , i = 1, 2 ,..., 71, and t, . The quasilinearization technique is 
not yet directly applicable to this two-point boundary-value problem because 
of the unknown final time t, . 
3. TRANSFORMATION OF THE UNKNOWN FINAL TIME AND THE 
MODIFIED QUASILINEARIZATION 
One approach for handling the unknown final time is to change the inde- 
pendent variable to a dummy variable 7 multiplying by a constant parameter a 
[3]. Let 
t = ar, 0<7<1 (16) 
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where a is a constant unknown parameter and T is considered as a new 
independent variable. Applying (16) to (14) and (15) and taking the fact that 
a is a constant unknown parameter into account, we obtain 
xi’ = afi(x, 4x, PI>, i = 1) 2 ,..., n, (17) 
Pi’ = ag&, P, G, Ph i = 1, 2 )...) n, (18) 
and 
a’ = 0, (19) 
where the prime denotes derivative with respect to T, a set of 2n + 1 differential 
conditions for the 2n + 1 unknown variables, xi , p, , i = 1,2 ,..., n and a. 
Since the final time is regarded as 7 = 1, the set of equations in (17)-( 19) is 
readily solvable by the quasilinearization technique. The boundary conditions 
now become 
Xi(O) = xi0 , PI(O) = PI0 P i = 1, 2 ,..., 71, 
and 
Xi(l) = Xif 9 i = 1, 2 ,..., I < n, 
p,(l) = - aG/ax, , j = r + 1, r + 2 ,...) n. 
Now let us define a (2n + I)-dimensional vector 
(20) 
(21) 
Y = (x7 P, a)* (22) 
The set of equations (17)-(19) can then be combined into a single equation 
Y’ = YY, 4 (23) 
subject to the boundary conditions 
Y,(O) = Yio = xi0 > i = 1, 2 ,...) n + 1, (24) 
Y,(l) =Yif=Xu> i = 1, 2 ,...) Y, 
and (25) 
YiU) = Ye = P,(l), j = n + Y + 1, n + r + 2 ,..., 2n, 
where h is a (2n + I)-dimensional vector function. 
To solve the two-point boundary-value problem (23)-(25), we shall employ 
the modified quasilinearization, because it takes less computer memory 
storage and computing time than the standard quasilinearization and still 
retains the quadratic convergence property [7]. In essence, the modified 
quasilinearization treats the set of nonlinear differential equations (23) as an 
initial-value problem at each iteration and quasilinearization is used to finding 
an improved initial condition vector. 
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By means of the modified quasilinearization scheme, we proceed to deter- 
mine a sequence of solutions as follows. Rewrite (23) in the form 
Y ‘K = h(yK), yK(0) = q-(o). 
The linear equation associated with (23) is 
4 ‘K = 4YK) + l(YKkK - Y”). 
The boundary conditions are 
4iK(0) = Yio 9 i = 1, 2,..., n + 1 
and 
(26) 
(27) 
(28) 
SK(l) = Yu 7 i = 1, 2,..., r 
4jK(1) = Y9.f 3 j = n + r + 1, n + r + 2 )..., 2n. 
(29) 
The quantity ](yK) is the Jacobian matrix which is defined by 
JP$+;~~~, i, j = 1, 2 ,..., 2n + 1. 
It should be noted that if uk is on the boundary of U, then &jay, = 0. 
The superscript K is the iteration index. The computational procedure 
begins with a choice of ~~(0) for solving (26) and this initial condition vector 
will be improved by solving (27). 
To facilitate the computation we can write (26)-(29) in the form 
Y ‘K = h(yK), yK(0) = y-(O) + &l(O), 
29 = ](yK).zK, 
(30) 
(31) 
with the boundary conditions 
%K(o> = Yio - YiK(0), i = 1, 2 ,..., n + 1, (32) 
3”(l) = Ytr - Y,K(l>, i = 1, 2 ,..., r, 
%“(l) = Yjf - Yj”(l)> j = n + r + 1, n + Y + 2 ,..., 2~2, 
(33) 
where z = q - y. The set of equations (31)-(33) is a set of homogenous 
linear differential equations which can be easily solved as a homogeneous 
linear two-point boundary-value problem [8]. The iteration process is 
terminated when the condition 
I ym - YF’(O)I < E> i = 1, 2 ,..., 2n + 1. (34) 
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where E is a prescribed small positive number, is satisfied. The unknown final 
time is determined when a solution to (23)-(25) is obtained and is equal to the 
unknown parameter a, i.e., tf = yan+r = Q. 
The determination of the unknown parameter a plays an integral part in 
the iteration process. If the initial guess of the parameter a is not close to the 
optimal value of tf , the iteration scheme may not converge to the optimal 
solution. In fact, the region of convergence can be extended to improve the 
initial condition vector yO(0) using a smaller step size in the initial condition 
vector as follows. 
Instead of the initial condition vector in (30), the following equation can 
be used 
yK(0) = y-(O) + azyo), (35) 
where 
O<ol<l, for K = 1, 2,..., N 
a = 1, for K > N, 
and N takes the value from 1 to 10 depending on the individual problem. 
Using (35) for the first several iterations, in many cases, the instability problem 
in the iteration process can be eliminated [9]. 
4. A NUMERICAL EXAMPLE 
To illustrate the computational procedure presented in the last section, 
let us consider the control system described by the following equations 
3;; = x2 , 
22 = (1 - Xi”) X2 - X, + u, I u I < 0.5, 
(36) 
subject to the boundary conditions 
%(O) = 1, x2(0) = 0, 
X&f) = -0.97, x2($) = -0.96. (37) 
The problem is to choose the control variable u such that the functional 
J = I” (xl2 + x22 + u”) dt (38) 
is a minimum, where the final time tf is unknown. 
Define the Hamiltonian for the system (36) 
H = -(xl” + ~2~ + u”) + ~1x2 + Ml - xl”) x2 - xl + u]. (39) 
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From (6) we obtain 
$1 = 2% + P2U + k%) 
p2 = 2x, - p, - p,(l - x1”). 
If the control u is not on the boundary, then (9) yields 
-2u + p, = 0 
or 
u = P,/2, 1 u / < 0.5. 
Let 
t = a7 
then Eqs. (36) and (40) become 
Xl ' = ax, , 
x2 ’ = a(1 - x12) x2 - ax, + au, 
Pl’ = 2axl + aP2(l + 2v$, 
p,’ = 2ax, - up, - ap,(l - x12), 
a’ = 0. 
(40) 
(41) 
(42) 
From (13) and (39), we obtain 
p,2(0) - 4p,(O) - 4 = 0. 
Consequently, we find 
~~(0) = -0.828 or 4.828. 
Taking p,(O) = -0.828, since it makes u(0) stay in the admissible region, 
1 24 1 < 0.5. 
Let 
Y = (Yl~Y2~Y3,Y4,YS), 
=(x1,x2,pl,p2,a). 
Then (42) can be written as 
Yl’ = Y2Y6 3 
Y2' = Y2Ydl - Y12) - YlY6 + Y5% 
Y3/ = 2Y,Y5 + Y4Ydl + 2YlY21, 
Y41 = 2Y2Y5 - Y3Ys - Y4YEu - Yl”>, 
Y51 = 0, 
(43) 
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where u = y4/2 if / yJ2 1 < 0.5, or u = 0.5 sgn(y,/2), if / y4/2 j > 0.5. 
Subject to the boundary conditions 
and 
Yl(O> = 1, Ye(O) = 0, ~~(0) = -0.828 
Yi(l) = -0.97, y,(l) = -0.96. (44) 
Since there are two unknown initial conditions, ys(0) and y5(0), two homo- 
geneous solutions corresponding to (31)-(33) associated with (43) and (44) 
are required. Let us choose the following initial condition vectors for the two 
homogeneous solutions, respectively: 
Then the general solution can be obtained by the superposition principle 
Z”(T) = c/&(7-) + c2Kzf&). 
The two arbitrary constants ciK and caK can be determined by letting 7 = 1 
in (45) and using (33), i.e., 
a,K(l) = -0.97 = Yi”(l) 
and 
z2”( 1) = -0.96 - yaK( 1). 
Consequently, we find 
Cl K = zzK(0) and czK = ~~~(0). 
The equations for improving the initial conditions are 
yf+yO) = ysK(0) + acsK. 
With yaO(O) = -5 and ~~~(0) = 2, the resulting optimal trajectories and the 
optimal control are plotted in Fig. 1. The total computing time on a CDC 6400 
computer was 20.4 sec. The optimal value for the unknown final time is 
tf = a = 2.547. It was found in the numerical computation that unless the 
initial guess of ~~(0) is very close to 2.5, convergence was not obtained. 
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FIG. 2. Convergence of the iteration process with u0 = 5, N = 2. 
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However, with the modified scheme of (39, 01 = 0.2,0.4, and 0.5 and N = 5 
and the initial conditions ys(0) = 2, convergence was obtained. These are 
shown in Fig. 2. Also, the optimal controls corresponding to various bounded 
values are shown in Fig. 3. 
t 
I .o 
t 
tf(Optimal) = 2.5474 
-0.6 (b) tf (Optimal) = 2.6041 - 
(cl It (Optimal) = 2.6311 
-0.8 - 
-10 L 
FIG. 3. Optimal control for different values of U. 
5. CONCLUSIONS 
A numerical computational method for the solution of optimal control 
problems with unknown final time has been presented. This method makes 
use of the modified quasilinearization and the transformation of the unknown 
final time to a dummy fixed final time. Furthermore, an advantage of this 
method is that it takes less computer memory storage and computer time than 
the standard quasilinearization, which results from the application of the 
modified quasilinearization. However, as shown in Fig. 2, this method 
requires a very good guess of the unknown final time, otherwise, convergence 
may not be obtained. A method to overcome this difficulty is to extend the 
region of convergence by taking smaller step size for improving the initial 
conditions at the first several iterations of the computation. This has been 
found to yield satisfactory results. The results obtained in the numerical 
example are identical with that reported in [IO] using a different technique. 
409/45/2-3 
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It should be pointed out that optimal control problems with an unknown 
final time may have more than one solution. This fact has also been noted by 
Leondes and Niemann in [lo]. 
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