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Abstract
The self-acting digital reconstruction of 3D objects from monocular image streams, gen-
erally known as Structure-from-Motion (SfM), has been a subject of computer vision
research for several decades. Most classical SfM approaches are off-line methods which
implement a huge optimisation problem, based on a complete image sequence (often re-
ferred to as bundle adjustment (BA)). Such an iterative non-linear optimisation is very
costly, in terms of computation time and cannot be used under real-time conditions.
Recently, ideas from vision-based Simultaneous Localisation and Mapping (SLAM) were
used to develop sequential-SfM frameworks for real-time applications. SLAM typically
consist of two stages: the generation of an initial 3D scene model and then sequential
SfM. BA requires an initial estimate, relatively close to the actual solution, to converge
in a reasonable amount of time. This paper suggests a novel concept for sequential
3D scene reconstruction based on the integration of inertial measurements, as an aiding
modality, in order to provide a reasonable initial guess for bundle adjustment. This new
approach is able to outperform other techniques, in terms of accuracy and computational
complexity.
Keywords: Structure-from-Motion, Bundle Adjustment, SLAM, 3D Modelling
1. Introduction
The generation of a metric 3D model of a scene or object based on monocular 2D
image streams is a well known problem, within the computer vision community. The
corresponding class of algorithms are often referred to as Structure-from-Motion (SfM)
algorithms. While most classical approaches consider SfM as a problem which can only
be solved offline (see Morita and Kanade [1997], Tomasi and Kanade [1992] or Poelman
and Kanade [1997]), more recently also real-time SfM procedures have been suggested in
literature (see Davison [2003] and Davison et al. [2007]).
Methodologies in the field of classical SfM are not suited for an on-the-fly scene
acquisition, due to the necessity of incorporating all frames of a sequence, in a single
factorisation step, to recover structure and motion. Thus all frames (or at least a large
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subset) are processed simultaneously and a relatively large number of well-localised fea-
tures, need to be tracked during the whole sequence. The majority of the proposed
algorithms use classical bundle adjustment, as described e.g. in Triggs et al. [1999], to
refine the computed scene structure. Fig. 1 shows the typical configuration of an algo-
rithm for batch-type SfM, where the whole image sequence is acquired first, the point
features are detected and tracked in an offline procedure. Then finally the motion and
shape recovery achieved by solving a global optimisation problem.
Figure 1: General algorithm for offline Structure-from-Motion (SfM)
The accurate estimation of the camera’s egomotion is a necessary prerequisite for the
reconstruction of an observed scene structure. Here the term Visual Odometry (VO) was
introduced for a class of methods which provide the ability to estimate the motion of
a moving robot platform by using visual sensors (see Niste´r [2004] and Maimone et al.
[2007]). Closely related is the field of Simultaneous Localisation And Mapping (SLAM)
which combines ideas from vision based motion estimation with a simultaneous modelling
of the robot’s environment.
The general procedure for such on-the-fly visual surface reconstruction methods can
be subdivided into two different phases: the generation of an initial scene structure
model and a subsequent phase of sequential structure from motion (sequential SfM), as
indicated in Fig. 2.
Both stages rely on different types of correspondences for the estimation of the cam-
era’s pose, as described in the following paragraphs.
• Initialisation of structure model: During the initialisation stage and assuming
that no prior knowledge about the scene and/or camera movement is available,
the only information available are 2D/2D correspondences between two successive
image frames. Based on that, it is possible to estimate the relative motion of the
camera between each two frames of the initialisation sequence. Based on the motion
estimates and the corresponding pixel sets, it is possible to use classical triangu-
lation for the generation of an initial 3D scene model. Since the relative motion
estimation (e.g. based on the algorithm presented in Niste´r [2004]) can recover the
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Figure 2: Two phases of on-the-fly visual surface reconstruction
translational part of the camera’s movement only up to an arbitrary scale, it is nec-
essary to refine the preliminary scene model by non-linear optimisation techniques
(e.g. bundle adjustment).
• Sequential SfM: Once there is a preliminary structure model available, it is
possible to switch to the sequential stage, which includes the tracking of 3D metric
features within the sequence. So now 3D/2D correspondences are available which
can be used for getting the absolute pose of the camera, relative to the scene model.
One major drawback of this scheme is the necessity of optimizing the initial scene
structure model based on a non-linear optimisation process, because this may lead to
a non-converging behaviour and in addition may affect also the real-time capabilities of
the algorithm. In this context, the derivation of reliable initial estimates is crucial for
the parameter optimisation. This paper will introduce a visual-inertial framework for
visual surface reconstruction and it will be shown that the integration of inertial motion
estimation within the process of generating an initial scene model can improve both
metric accuracy and computational costs.
The remainder of this paper is organised as follows: in section 2 the visual-inertial
framework is introduced in general. Section 3 gives an introduction to the typical process
of generating an initial scene model (ISM) based on monocular image streams. Section 4
describes the procedure for using inertial measurements as an aiding modality for the 3D
scene reconstruction process and shows some typical results. Finally section 5 concludes
the whole paper and shows potential fields for future work.
2. Visual-Inertial Framework
The idea of incorporating inertial measurements for visual tasks has a long history
and was already used in other contexts such as image stabilisation (see Smith et al.
[2010]) or camera network (CN) calibration (see Aliakbarpour and Dias [2011]). As we
have shown in our previous work (see Aufderheide and Krybus [2011]) the incorporation
of inertial measurements for visual 3D scene reconstruction could be a very promising
approach to alleviate typical problems of classical SfM algorithms. For this we propose a
3
Figure 3: Parallel fusion network for visual-inertial fusion
parallel fusion network, as shown in Fig. 3, which consists of separate fusion cells (FCs)
for processing visual and inertial measurements.
This paper will not describe the overall visual-inertial fusion scheme in detail, but it
will be shown how inertial measurements can improve the overall performance of visual
3D reconstruction. For this we describe a typical implementation of a visual fusion cell
in the subsequent section of this work.
3. Generation of an Initial Scene Model
This section describes the general procedure of generating an initial scene model from
2D/2D pixel correspondences. In this context the drawbacks of the existing procedure
are pointed out based on an example image sequence.
3.1. Acquisition of the Initial Sequence
The initial sequence is acquired when the camera is moved in front of the object. Fig.
4 illustrates the acquisition of the initial sequence which contains of n frames. The overall
translation between the first frame of sequence I1 and In is assumed as t13 = [tinit, 0, 0]
T ,
where tinit represents a fixed unknown translation between the first and the last frame
of the initial video stream.
From the overall frames of the initial sequence three keyframes Q1,Q2 and Q3 are
selected based on the following criteria:
I - The first frame of the sequence is chosen as Q1. Thus the definition of the first
keyframe for stereo reconstruction can be defined as Q1 = I1.
II - If the number of lost features between the first and the last frame of the initial
sequence is less than 20%, the last frame is chosen as Q3.
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Figure 4: Acquisition of the initial sequence from three keyframes
III - If the number of lost features between the first and the last frame of the initial
sequence is more or equal than 20%, the last frame of the sequence where more
than 80% of the features are tracked successfully is chosen as Q3.
IV - The frame in the middle of the sequence between Q1 and Q3 is chosen as Q2.
The three keyframes are used subsequently for the estimation of the relative pose
and the sparse stereo reconstruction of the observed object as described in the following
sections. For this example a simple planar checker board object was chosen in order to
simplify the feature tracking.
3.1.1. Relative pose estimation between key frames
The three first keyframes Q1,Q2 and Q3 of the initialisation sequence are used to
generate two relative pose estimates by following general five-point relative pose algo-
rithms as proposed by Niste´r [2004]. For this at least five point pairs ({x˜i, x˜′i}) have to
be matched successfully between two of the three keyframes. The necessary steps can be
summarised as follows:
• Setting up a measurement matrix Q˜: Each pair of corresponding points leads
to one equation following simplified epipolar constraint. Niste´r [2004] suggests the
formulation q˜T E˜ = 0, with:
q˜ =
(
x˜[1]x˜
′
[1] x˜[2]x˜
′
[1] x˜[3]x˜
′
[1] x˜[1]x˜
′
[2] x˜[2]x˜
′
[2] x˜[3]x˜
′
[2] x˜[1]x˜
′
[3] x˜[2]x˜
′
[3] x˜[3]x˜
′
[3]
)T
E˜ =
(
E[1,1] E[1,2] E[1,3] E[2,1] E[2,2] E[2,3] E[3,1] E[3,2] E[3,3]
)T
For all five point correspondences the following 5x9 measurement matrix Q˜ can be
obtained:
Q˜ =
 q˜
1
[1] · · · q˜1[9]
...
...
...
q˜5[1] · · · q˜5[1]
 (1)
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• Estimating the essential Matrix E: The solution for E is found by first de-
composing Q˜ by singular value decomposition (SVD) (see Bru¨ckner et al. [2008])
or QR-factorisation (see Niste´r [2004]) to compute the null space. The null space
leads to vectors A˜, B˜, C˜ and D˜. The essential matrix is given by the following
linear combination:
E = a ·A + b ·B + c ·C + d ·D (2)
The original algorithm proposed in Niste´r [2004] uses Sturm sequences to solve a
univariate formulation of the problem. Later Stewenius et al. [2006] proposed a
more efficient procedure based on Groebner bases. It was suggested by Kukelova
et al. [2008] that a formulation as polynomial eigenvalue problems is more straight-
forward and leads to solutions which are numerically more stable.
• Recovery of motion parameters R and t: Once the essential matrix is known
the egomotion of the camera between two successive frames can be retrieved from
E. It has to be stated here that E can just be recovered up to scale.
The first step in determining R and t from E is the computation of the singular
value decomposition (SVD) of the essential matrix:
E ∼ UΣVT (3)
It is then possible to extract two possible solutions for R by using:
Ra = UDV
T ; Rb = UD
TVT (4)
Also for t two possible solutions are derivable:
ta ≡
[
U[1,3] U[2,3] U[3,3]
]T
; tb ≡ −1 ·
[
U[1,3] U[2,3] U[3,3]
]T
(5)
This four-fold ambiguity can be solved by using the cheirality constraint, which
states that the observed feature points have to be located in front of both cameras.
The arbitrary scale of t is determined by incorporating the assumption for tinit as
the translational movement during the acquisition of the initial sequence. Figure 5 gives
an overview about the whole procedure, where xQj−k describe the matched 2D feature
point coordinates in Qj and Qk.
Figure 6 shows the estimated camera movement between the three chosen keyframes
of the example sequence. The translational movement indicated in Fig. 6 still contains
the scale ambiguity which can not be resolved by using five-point relative pose estimates.
3.2. Preliminary Stereo Triangulation
The determined parameters of the rigid transformations between Q1 and Q2, respec-
tively Q1 and Q3 of the example sequence can be used to triangulate the feature points
for a 3D reconstruction (see e.g. Hartley and Zisserman [2004]) as shown in Fig. 7. Here
the blue marker indicates CXQ1−2i while the black crosses represent
CXQ1−3i . It can
be seen that the two reconstructions of the scene points are not consistent, due to the
scale ambiguity of the 5-point relative pose estimation technique. Thus it is necessary to
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Figure 5: Relative pose estimation based on three keyframes
combine both reconstructions by computing the scale factor s and building the mean of
both 3D coordinates.
Due to the fact that the translation t can only be recovered up to an arbitrary scale,
the unknown scale, between the different two-frame reconstructions has to be resolved.
For this the procedure of Heung-Yeung et al. [1999] was used to estimate the scale s by
minimising the term shown in Equation 6, where CX
Qj−k
i =
[
xi yi zi
]T
describes
the 3D reconstruction of the i-th feature point found in both keyframes Qj and Qk. The
minimisation of Equation 6 is realised in a least-squares sense.∑
i
(
CX
Q1−2
i − s ·C XQ1−3i
)2
(6)
3.3. Optimisation of Initial Scene Model - Bundle Adjustment
The initial reconstruction of the scene structure is used as a base for a further re-
finement by using classical Bundle Adjustment (BA). BA performs a simultaneous op-
Figure 6: Estimation of relative camera pose between the three keyframes of the initial sequence. The
axes are the three Cartesian directions.
7
Figure 7: Reconstructed 3D coordinates based on two different stereo pairs. The blue marker indicates
CXQ1−2i while the black crosses represent
CXQ1−3i .
timisation of 3D structure and camera egomotion by minimising the difference between
estimated and measured image feature locations Pxki =
[
uki v
k
i
]T
. In this context
the camera or projection matrix of the k-th frame Pk is used to compute the estimated
projections of the 3D structure by following the projection shown in Equation 7, where ∼
indicates equality up to scale. Here P x˜ki describes the i-th 2D point in pixel coordinates
for the k-th frame of a sequence in homogenous coordinates. Kk is the corresponding
intrinsic camera matrix and Rk and tk are the corresponding extrinsic parameters for
the rigid transformation.
P x˜ki ∼ KkRk
[
CX˜ki − tk
]
(7)
K is in general constructed as shown in Equation 8, where the parameters uo and v0
describe a translation along the image plane and αu, αv and γ describe scale changes
along the image axes and a rotation in the image plane (see Eduardo and Rosenhahn
[2002]).
K =
 αu γ u00 αv v0
0 0 1
 (8)
In general the projection from Equation 7 can be formulated by using the projection
or camera matrix Pk = Kk [Rk| − tk] as follows:
P x˜ki ∼ Pk CX˜ki (9)
The procedure of BA consists an interleaving approach based on ideas in Heung-Yeung
et al. [1999] and Triggs et al. [1999] which decouples structure and motion optimisation.
The following subsections describe the structure and motion estimation employing the
BA approach in detail. The important issue of the data that is used as the initial estimate
for both scene structure and camera egomotion is emphasised, because the provision of
adequate initial estimates is crucial for the success of BA-algorithms.
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3.3.1. Optimisation of Scene Structure
The scene structure optimisation is based on the minimisation of the difference be-
tween estimated and measured image feature locations. For this the projection in Equa-
tion 9 is used as a reference.
The optimisation incorporates all m features, which could be tracked through the whole
initialisation sequence with n frames. The optimal 3D point location for all features can
is computed by minimising the following term:
min
CX˜i
n∑
k=1
(uki − PTk,1 CX˜i
PTk,3
CX̂i
)2
+
(
vki −
PTk,2
CX˜i
PTk,3
CX̂i
)2 (10)
This minimisation is implemented in MATLAB by using the Nelder-Mead method as
described in Avriel [2003], where the reconstructed 3D points from the two stereo pairs
are used as the initial estimate of scene structure.
3.3.2. Optimisation of Camera Egomotion
The initial estimates for the camera movement are generated by interpolating the cal-
culated rotations and translations, between Q1 and Q2, respectively Q1 and Q3 using
David Nister’s algorithm.
The minimisation is based on a nested optimisation procedure which runs one optimi-
sation of scene structure for each iteration of the minimisation of the following error
term:
min
Rk,tk
m∑
i=1
min
CX˜i
 n∑
k=1
(uki − PTk,1 CX˜i
PTk,3
CX̂i
)2
+
(
vki −
PTk,2
CX˜i
PTk,3
CX̂i
)2 (11)
For this it is necessary to update the elements of Pk for each new iteration of the
Nelder-Mead method.
For the application of BA to the test sequence it is necessary to provide a reasonable
initial guess of both motion and structure parameter, in order to guarantee a fast an
optimal convergence of the optimisation problem.
The critical step within the whole procedure is the generation of reasonable initial
guesses for both camera motion and scene structure. While the quality of the scene
structure estimate depends mainly on the assumption about the translational component
tinit, during the acquisition of the initial sequence, the motion estimates produced by the
5-point relative pose algorithm are possibly suffering from poor interpolation, especially
for more complex motion patterns. Thus the generation of a motion estimate from
another modality, would be highly desirable, in order to reduce the danger of an ill-
posed optimisation scheme, for the BA.
4. Visual-Inertial Fusion
This section gives an overview of the visual-inertial fusion stage, where section 4.1 de-
scribes the implementation of an inertial navigation system (INS), whose pose estimates
are than used for the visual-inertial data fusion, as described in section 4.2. Results of
the proposed scheme can be found in section 4.3.
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4.1. Inertial Navigation System (INS)
The first step for a visual-inertial data fusion process will include the implementation
of a inertial fusion cell (IFC) as depicted in Fig. 3. The IFC calculates a preliminary
intermediate estimate of the camera’s pose for each frame of the image sequence.
A detailed overview of our inertial navigation system (INS) implementation can be
found in Aufderheide et al. [2011]. The implementation strategy follows the classical
strapdown mechanisation idea presented e.g. by Gulmammadov [2009]. Here the orien-
tation is simply derived from the integrated rotational velocities, while absolute position
can be estimated by double integrate the measured accelerations.
Due to the fact that MEMS-based sensory units were used for the inertial sensor
module, the raw measurements (e.g. rotational velocities ωb = [ωx ωy ωz]
T
as delivered
by an three-axis gyroscopes) are highly perturbed by biases and noise. For that reason,
the orientation and position error of the computed pose estimate would grow unbounded
over time. To avoid this problem, our implementation contains a bank of discrete Kalman
filters (DKFs), one for each Euler angle (roll, pitch, yaw).
The DKFs are responsible for the multi-sensory data fusion between gyroscopes, ac-
celerometers and magnetometers, in order to produce a more robust and accurate pose
estimate. The overall architecture of the DKFs is shown in Fig. 8, where it can be seen
that the filters for roll and pitch angles are fusing gyroscope and accelerometer measure-
ments, while the yaw angle estimation takes also the magnetometer measurements into
account.
Figure 8: Implementation of an inertial fusion cell (IFC) where inputs are taken from MEMS accelerom-
eters, gyroscopes and magnetometers.
The actual implementation was tested against other state-of-the-art inertial navi-
gation algorithms (complementary filtering, weighing filter, etc.) and it was shown in
Aufderheide et al. [2011] that the proposed method is able to outperform the other
algorithms in terms of accuracy and long-time stability.
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The next subsection describes how the calculated pose estimate can be used during
the initialisation of an initial scene model from visual measurements.
4.2. Visual-Inertial Data Fusion
As it was stated in section 3.3.1 the effectiveness and quality of the bundle adjust-
ment stage for the optimisation of scene structure and camera trajectory requires a good
initial estimate of the translational movement, during the acquisition of the initial image
sequence. In most actual approaches, this estimate is generated by using an assump-
tion about the scale of the translational movement and subsequent preliminary stereo
triangulation. The incorporation of inertial measurements and the corresponding pose
estimate can be used to get a relatively stable estimate of the relative pose between the
three keyframes Q1,Q2 and Q3. If the camera and the inertial measurement unit are
synchronized, it is possible to use these estimates as given motion information and re-
place the guessed translational component from the camera trajectory. So for each stereo
pair of keyframes {Qj ,Qj} two different motion estimates are available: the visual one
(containing an arbitrary translational scale component)
{
tQj,k ,RQj,k
}
and an inertial
one
{
t̂Qj,k , R̂Qj,k
}
.
Thus it is not longer necessary to resolve the arbitrary scale factor by using Equation
4 from section 3.2. By using both estimates, it is possible to find for each pair {Qj ,Qj}
the corresponding arbitrary scale of the visual motion estimate by following Equation 91.
sQj,k =
[[
t̂Qj,k
tQj,k
]]
(12)
Due to the fact that the scale factor for the x-, y- and z-component of tQj,k should
not differ, the scale vector sQj,k can be simplified to
t̂Qj,k = sQj,k · tQj,k with sQj,k =
∥∥sQj,k∥∥ (13)
This routine has got two advantages, in comparison to the classical method, because
firstly it is possible to avoid the additional optimisation problem from Equation 4 and
secondly the overall accuracy of the preliminary stereo triangulation (the initial scene
model before optimisation) can be increased.
4.3. Results
The whole algorithm was evaluated using a simplified test setup, where a simple
checker board is used as an object. The use of the checker board object allows an
evaluation, without much influence from the fidelity of the used feature tracker. Thus it
is possible to directly compare the reconstruction accuracy and computational costs of
the inertial-aided bundle adjustment against the pure bundle adjustment.
Fig. 9 shows the result of both methods for a simple camera trajectory. The whole
image sequence consists of 100 frames, where results for (1, 10, 20, 30, 40, 50, 60, 70,
80, 90, 100) are shown in the figure. It can be easily seen that the checker boards are
similarly reconstructed from both approaches of pure BA and inertial aided BA, but the
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Figure 9: Refined camera egomotion estimates (each tenth frame is shown) and the corresponding
optimised scene structure after application of bundle adjustment - Blue: Inertial-aided BA, red: pure
BA
exact corner point coordinates are slightly different. Both approaches also yields similar
results for the camera trajectory.
Due to the fact that the exact size of each square on the checker board is known, it is
possible to evaluate the metric reconstruction accuracy for pure and inertial-aided BA.
For this the exact metric distances between neighbouring corner points are calculated.
Figures 10 and 11 visualize the measured distances between neighbouring corner points
in x- and y-direction (ground truth: 20 mm).
Also a numerical comparison was carried out by calculating the mean absolute errors
of the measured distances (|e|) and the corresponding median (|˜e|), min (min (|e|)) and
max (max (|e|)) error metrics. A summary of all results can be found on Table 1, where
it can be seen that the values for all error metrics are significantly lower for the inertial-
aided BA.
Besides the increased metric reconstruction accuracy it was also observed that the
number of iterations of the BA can be reduced up to 65 %, if a good inertial motion
estimate is available. Nevertheless, due to the fact that the number of iterations depends
highly on the quality of the a-priori estimate of the camera trajectory it is not possible
to generally quantify a typical reduction rate, but it can be certainly concluded that the
usage of inertial measurements has a positive effect also on the computational costs of
the reconstruction pipeline, especially important for real-time systems.
1[[a/b]] is indicating the Hadamard division (entrywise division) of vectors a and b.
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Figure 10: Distances between checker board corners in x direction - Blue: Inertial-aided BA, red: pure
BA
Error metric Pure BA Inertial-aided BA
Mean absolute error x direction: |ex| 0.1966 mm 0.1349 mm
Mean absolute error y direction: |ey| 0.2661 mm 0.2277 mm
Mean absolute error: |exy| 0.2324 mm 0.1826 mm
Median absolute error: |˜exy| 0.1967 mm 0.1722 mm
Maximum absolute error: max (|exy|) 0.9693 mm 0.5484 mm
Minimum absolute error: min (|exy|) 0.00846 mm 0.0078 mm
Number of points: n 136 136
Table 1: Numerial comparison of reconstruction accuracy between pure and inertial-aided BA
5. Conclusion and Future Work
This paper introduced an inertial-aided framework for 3D surface reconstruction from
monocular image streams. For this a parallel fusion network (PFN) was introduced which
combines inertial and visual measurements within a multi-sensory data fusion scheme,
based on fusion cells (FCs). The inertial fusion cells generates robust estimates of the
cameras trajectory, based on a bank of discrete Kalman filters, while the visual route
integrates a classical two-stage reconstruction pipeline.
The inertial pose estimate can be easily employed during the creation of the initial
scene model, because here reliable motion estimates are necessary for the initialisation
13
Figure 11: Distances between checker board corners in y direction - Blue: Inertial-aided BA, red: pure
BA
of the iterative bundle adjustment stage. It was shown for a specific example that the
incorporation of inertial measurements reduces both metric reconstruction error and
computational costs. It should be noted that the present example contains an image
sequence which was captured with a relatively smooth and moderate camera movement.
The positive effect of the inertial-aided bundle adjustment would be even more helpful
for fast or flurry camera movements.
This paper has shown some promising results for using inertial measurements for the
initialisation of a initial scene model. The usage of a visual-inertial sensory unit is also
promising for the stage of sequential SfM. Future work will cover the incorporation of
the inertial motion measurements for point feature tracking and absolute camera pose
estimation.
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