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The theory of convex functions has assumed substantial importance 
since i t s introduction by J.L.W.V. Jensen in 1906 [ 1 4 ] . * As a part of 
rea l -var iab le theory the theory of convex functions has found uses in 
the study of i n e q u a l i t i e s , Orlicz spaces, information theory, and the 
theory of mathematical s t a t i s t i c s and probabi l i ty . Although frequent use 
i s made of some of the in teres t ing theorems resu l t ing from the theory of 
convex funct ions , there seems to be in the l i t e r a t u r e no unified develop­
ment of the subject . One of the objec t ives of t h i s study i s to give 
such a development. 
Chapter II i s devoted to the development of some of the necessary 
and s u f f i c i e n t condit ions for convexity which are most useful in the 
appl icat ion of the theory of convex functions to other f i e l d s of mathe­
matics . Ut i l i z ed in t h i s development i s the d e f i n i t i o n of convexity 
most commonly found in app l i ca t ions . According to t h i s d e f i n i t i o n a 
real-valued function f defined on an interval I in the real l ine i s 
convex on I i f for every x and y in I and every X in [ 0 , l ] 
f(Xx + (1 - X)y) < Xf(x) + (1 - X) f (y ) . 
This , however, i s not the d e f i n i t i o n o r i g i n a l l y employed by Jensen. The 
d e f i n i t i o n introduced in his work, "Sur l e s fonctions convexes et l e s 
*The or ig inal development of the theory was due to Jensen, although 
the convexity inequal i ty (for midpoint convexity) was considered e a r l i e r 
by Holder [ 1 3 ] . 
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i n e g a l i t e s entre l e s valeurs moyennes" [ 1 4 ] , i s more general than the 
one often considered in app l i ca t ions , A real-valued function f defined 
on an interval I in the real l ine i s convex on I in the sense of 
Jensen i f for every x and y in I 
f<3 x + \ y) < \ f (x) + | f (y ) . 
Hence Chapter II i s concerned with a r e s t r i c t e d subclass of those r e a l -
valued functions defined as convex by Jensen. Herein i s a primary source 
of confusion. Since there are two widely used and accepted d e f i n i t i o n s 
of convexity, one might have some d i f f i c u l t y , in connection with a given 
reference, in determining exact ly what propert ies a given convex func­
t ion i s assumed to pos se s s . 
Fortunately, the two d e f i n i t i o n s are equivalent under r e l a t i v e l y 
mild r e s t r i c t i o n s . Therefore the confusion, although present , i s often 
of l i t t l e pract ica l importance in the appl icat ion of the theory. There 
i s , however, some log i ca l i n t e r e s t in assuming as l i t t l e as pos s ib l e , and 
thus the or ig ina l d e f i n i t i o n i s often preferred as a s tar t ing point . In 
the l o g i c a l development of the theory, i t i s necessary that the d i s t i n c ­
t i o n between the two d e f i n i t i o n s and t h e i r respect ive impl icat ions , as 
well as the condit ions under which they are equivalent , be made c l ear . 
I t i s with t h i s subject that Chapter I I I i s concerned. 
Real-valued functions convex in the sense of Jensen w i l l be cal led 
midpoint convex to d i s t ingu i sh them from real-valued functions which 
s a t i s f y the stronger convexity requirement. Functions of the l a t t e r 
c l a s s w i l l be ca l led convex funct ions . This terminology, though not 
e n t i r e l y standard, i s nevertheless commonly used in the l i t e r a t u r e . 
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Included in Chapter III is the theorem, first proved by Jensen [14], 
that any continuous midpoint convex function is also convex. Another 
theorem, also proved by Jensen in the same paper cited above, states 
that any bounded midpoint convex function on an interval is continuous 
and thus convex. The remarkable theorem proved by Sierpinski [25] that 
any measurable midpoint convex function is continuous and hence convex, 
is also included in Chapter III. These theorems and their respective 
corollaries establish connections between the two definitions most widely 
used. 
Chapter IV deals with certain important functional equations and 
properties of functions satisfying these equations. The description 
elucidates relationships with convexity theory. The first equation dis­
cussed is the Cauchy functional equation, f(x + y) = f(x) + f(y). Any 
real-valued function which satisfies this equation on an interval is mid­
point convex, and thus the results of Chapters II and III apply. The 
proofs of the theorems in Chapter IV, however, are independent, to a 
large extent, of the preceding chapters. It is shown that any real-
valued Lebesgue measurable function f satisfying the Cauchy functional 
equation is of the form f(x) = cx for some real number c. Also in­
cluded is an example of a non-Lebesgue-measurable, discontinuous, 
unbounded real-valued function which satisfies the same functional 
equation. It is in the description of this rather abstruse example that 
a Hamel basis for the real numbers is utilized. For completeness, a 
proof of the existence of a Hamel basis for the real numbers is given 
in the Appendix, along with some miscellaneous remarks about such a 
basis. 
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The second functional equation included in Chapter IV i s the equa 
t ion f (x + y) = f ( x ) f ( y ) . I t i s assumed here that f i s a complex-
valued function with a real interval as i t s domain. The theorems of 
t h i s chapter are due to Frechet [ 4 , 5 ] , Hamel [ 9 ] , Kac [ 1 5 ] , and others . 
The f inal theorem, based on r e s u l t s of Kac in the paper c i ted above, 
a s s e r t s that any Lebesgue measurable function sa t i s fy ing the second func 
t iona l equation i s of the form f (x ) = exp (ax + ibx) for certain real 
numbers a and b. 
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CHAPTER I I 
CONVEXITY 
The s y s t e m a t i c s t u d y o f r e a l - v a l u e d convex f u n c t i o n s was begun 
by J . L . W . V . J e n s e n [ 1 4 ] i n an i m p o r t a n t paper p u b l i s h e d i n 1906. I n 
t h i s c h a p t e r a more r e s t r i c t i v e d e f i n i t i o n o f convex f u n c t i o n t h a n t h a t 
o f Jensen i s u s e d . The d e f i n i t i o n used i n t h i s c h a p t e r i m p l i e s c o n t i n u ­
i t y o f t h e f u n c t i o n on t h e i n t e r i o r o f any i n t e r v a l on w h i c h t h e f u n c ­
t i o n i s c o n v e x . G e o m e t r i c a l l y , a r e a l - v a l u e d convex f u n c t i o n d e f i n e d 
on an i n t e r v a l i n t h e r e a l l i n e i s a f u n c t i o n f o r w h i c h a l l c h o r d s o f 
t h e g r a p h l i e on o r above t h e g r a p h . 
U s i n g t h i s d e f i n i t i o n o f convex f u n c t i o n , v a r i o u s c r i t e r i a f o r 
c o n v e x i t y a r e d i s c u s s e d , a l o n g w i t h some e x a m p l e s . Some c l o s u r e p r o p e r ­
t i e s f o r c o l l e c t i o n s o f convex f u n c t i o n s a r e n o t e d . Some o f t h e i m p o r ­
t a n t g e o m e t r i c a l p r o p e r t i e s o f convex f u n c t i o n s a r e e s t a b l i s h e d . I t i s 
shown t h a t a r e a l - v a l u e d convex f u n c t i o n on an i n t e r v a l i n t h e r e a l l i n e 
h a s , a t each i n t e r i o r p o i n t o f t h e i n t e r v a l , f i n i t e o n e - s i d e d d e r i v a ­
t i v e s , and f u r t h e r m o r e h a s , e x c e p t p o s s i b l y a t a d e n u m e r a b l e s e t o f 
i n t e r i o r p o i n t s , a f i n i t e d e r i v a t i v e . F i n a l l y , an i m p o r t a n t i n t e g r a l 
i n e q u a l i t y o f J e n s e n i s p r o v e d i n a f o r m u s e f u l i n a p p l i c a t i o n s . 
D e f i n i t i o n 2 . 1 . A r e a l - v a l u e d f u n c t i o n f i s convex on a r e a l i n t e r v a l 
I i f I i s a s u b s e t o f t h e domain o f f and f o r e v e r y x and y i n 
I and e v e r y \ i n [ 0 , 1 ] 
f ( X x + (1 - X ) y ) < X f ( x ) + (1 - X ) f ( y ) . 
6 
Example 2 . 2 . Let the function f be defined by f (x) = x for a l l 
real x. I t w i l l be shown that f i s convex on the real l i n e , E^. 
Let x and y be any two real numbers, and l e t X be in [ 0 , 1 ] . Thus, 
X - X 2 > 0 and (x - y ) 2 = x 2 - 2xy + y 2 > 0. I t fol lows that 
0 < (X - X 2 ) ( x 2 - 2xy + y 2 ) = (X - X 2 ) x 2 - 2(X - X 2 )xy + 
(1 - X - 1 + 2X - X 2 ) y 2 
and, 
X 2 x 2 + 2X(1 - X)xy + (1 - X ) 2 y 2 < Xx 2 + ( l - X ) y 2 
or , 
f(Xx + (1 - X)y) < Xf(x) + (1 - X)f (y) , . 
Example 2 . 3 . Let f be defined for a l l x > 0 by 
f (x ) = - l o g b x 
for some base b > 1. Then f i s convex on (0, °°). 
The preliminary inequal i ty X(l - u) < 1 - u X for u, X in [ 0 , 1 ] 
i s used to show that f i s convex. Let h be defined by 
h(u) = u X 
for a l l u > 0 and for some fixed X e [ 0 , l ] . ; 
Then 
h"(u) = (X - l ) X u X " 2 < 0 
for a l l u > 0. By Taylor' s formula there i s some z e [ u , l ] such that 
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h(u) = h(l) + h' (l)(u - 1) + (u - l) 2. 
Thus 
u X < 1 + \(u - 1) , 
and 
X(l - u) < 1 - u X . (2.3.1) 
Consider x,y such that 0 < x < y < «>. It is necessary to 
show that 
logb(Xx + (1 - x)y) > X logbx + (l - X)logb y . 
By (2.3.1) 
x d - f ) < 1 - (*)x , 
or 
\(p + ( i - \ ) > ( | ) x , 
or 
Xx + (1 -X)y > xX y 1 _ X , 
and 
Xx + (1 - X)y 
X 1-X -
x y 
Thus, since b > 1, 
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^ (xx; {i: x)y) * °. 
and, 
logb (Xx + (1 - X)y) > X logbx + (1 -X)logb y . 
Note. It follows easily from the above argument that f(x) = b is 
convex for each constant b > 1. 
Theorem 2.4. Let f,, f~,..., f be n real-valued functions, each 
convex on an interval ICLE^. Let a^ , a^,..., a^  be n positive 
real numbers. Then the function f defined by 
n 
f(x) = £ a.f.(x) 
i=l 
is convex on I. 
Proof. The assertion is immediate if n = 1. Assume that 
k 
9k(x) - I a.f.(x) 
i=l 
is convex on I for some k < n. Then, if x = Xx + (l - X)y for 
x, y e I and 0 < X < 1 , 
9k(x) < Xgk(x)+ (1 - X) gk(y). 
Now 
f (x) < Xf.+.(x) + (1 - X)f.+1(y) . (2.4.1) 
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Thus 
a k + i f k + i w * X a k + i f k + i ( x ) + ( 1 - x ) a k + i f k + i W • ( 2 - 4 - 2 ) 
Adding i n e q u a l i t i e s (2 .4 .1 ) and ( 2 . 4 . 2 ) , i t fol lows that 
g k + 1 ( x ) < xg k + 1 ( x ) + (i - x)gK +i(y) • 
Thus, by induction on n, i t fol lows that 
n 
f (x ) = g n(x) = ][ a . f . ( x ) 
i = l 
i s convex on I . « 
SI 
Theorem 2 . 5 . Let {f+~} be a c o l l e c t i o n of real-valued functions each 
t
 teT 
convex on an interval I (ZE^ . Let f (x ) = sup ^f^(x) : t e T| for each 
x e I . If f i s real-valued on I , then f i s convex on I . 
Proof. Let x and y be points of I , l e t 0 < X < 1, and define 
x = Xx + ( l - X)y . Then for each t e T , 
f t ( x ) < X f t ( x ) + (1 - X ) f t ( y ) . 
Since f (x) i s real for each x 
X f t ( x ) < Xf(x) 
and, 
(1 - X) f t ( y ) < (1 - X)f(y) 
for each t e T . Thus 
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Xft(x) + (1 - X)ft(y) < Xf(x) + (1 - X)f(y) 
for each t e T. Hence 
ft(x) < Xf(x) + (1 - X)f(y) 
for each t e T. Therefore 
f (x) = sup [ft(x) : t e T| < Xf (x) + (1 - X)f (y) , 
and f is convex on I.g 
Theorem 2.6. Let {^ n}°° ke a sequence of real-valued functions each 
convex on an interval I CZE^ . Let f(x) = lim sup fn(x) f° r each x 
in I. If f is real-valued on I, then f is convex on I. 
Proof. Let x and y be points of I, let 0 < X < 1, and define 
x = Xx + (1 - X)y . 
Let 
gn(x) = sup (fn(x), fn+1(x)> } > 
for n = 1,2,... . Then is convex on I for n = 1,2,... . Thus 
9n(x) < ^ 9n(x) + (1 - X) gn(y) . 
Let n oo , and it follows that 
lim 9n(x) < X lim 9n(x) + (l - X) lim 9n(y) 
n —^ oo n — > °o n —* °° 
which is the same as 
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lim sup fn(x) < X lim sup fn(x) + (l - X) lim sup f^(y). 
Hence f = lim sup f is convex on I.-F
 n | 
Theorem 2.7. If g is a real-valued function convex on I CZE^, and 
f is a real-valued function convex and increasing on an interval con­
taining the range of g, then the composite function fog is convex 
on I. 
Proof. Let x and y be points of I, let 0 < X < 1, and define 
x = Xx + (l - X)y . Then 
g(x) < Xg(x) + (1 - X)g(y) . 
Since f is increasing and convex 
f og(x) = f(g(x)) < f(Xg(x) + (1 - X)g(y))'< X f o g(x) + (l-X)f o g(y) .| 
Theorem 2.8. Let f be a real-valued function such that f" exists 
for each x in an open interval I ClE^. Then f is convex on I if 
and only if f"(x) > 0 for all x in I. 
Proof. Assume f is convex on I and suppose f"(x) < 0 for some x 
». 
in I. By definition of f" at x, for every h > 0 it is true that 
there exists p > 0 such that 
-h < f ' <x + %> - f ' W - f-(x) < h 
for all 0 < |e| < p. Or, for 0 < |e| < p , 
f
' ( x + e> - f ' ( x > < r-(x)
 + h . 
e 
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Thus, if h = | |f"(x)|, then for 0 < e < p 
f (x + e) - f (x)
 < _ 
and 
r (x - e) - r (x) _ 
-e 
Thus 
f* (x + £ ) - f» (x - £ ) < - 2 he 
for 0 < e < p. Since f is continuous on I, 
f P f» (x + e )de - f P f» (x - e )de < - p 2 h , 
J
 o J o 
which, on evaluating the integrals, yields 
f(x + p) + f(x - p) - 2f(x) < - p 2 h < 0 . 
But, since f is convex on I, taking X = ^  , 
f(x + p) + f(x - p) - 2f(x) > 0 
since x, x - p, x + p are in I for the p considered. Thus 
f"(x) > 0, since the assumption that f"(x) < 0 for some x yields a 
contradiction. 
Now assume f"(x) > 0. Let x and y be points of I, and 
let 0 < X < 1. Define x by 
x = Xx + (1 - X)y . 
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By Taylor's formula there e x i s t numbers r^ and r^ between x and 
x and y and x r e s p e c t i v e l y , such that 
f (x ) = f (x) + (x - x) f (x) + \ ( x - x ) 2 f « ( r i ) (2.8.1) 
and 
f (y ) = f (x) + (y-TJ) f (x) + | ( y - x ) 2 f " ( r 2 ) . (2 .8 .2) 
Multiplying equation ( 2 . 8 . 1 ) by X and equation (2 .8 .2 ) by 1 - X and 
adding the r e s u l t s , noting that 
X(x - x) = -(1 - X)(y - x) 
and that f " ( r 1 ) , f " ( r 2 ) > 0, i t fol lows that 
Xf(x) + (1 - X) f (y) > f (x) 
or 
f(Xx + (1 - X)y) < Xf(x) + (1 - X ) f ( y ) . | 
Remark. If *f"(x) > 0 on I then the above i n e q u a l i t i e s are s t r i c t , 
i . e . 
f(Xx + (1 - X)y) < Xf(x) + (1 - X ) f ( y ) 
unless x = y, X = 1, or X = 0. 
Example 2 .9 . If x, y, a and b are pos i t i ve then 
x log | + y log £ > (x + y) log ~ £ • 
Proof. By symmetry the assumption that 
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a - b 
is not restrictive. If bx = ay then the assertion is immediate. 
Notice that if 
then 
- < 1 
a v b 
x ^  x + 




x + y x _ ax + ay - ax - bx _ ay - bx . _ 
a + b " a a(a + b) = a(a + b) 
y x + y _ ya + yb - bx - by _ ay - bx .
 n 
b " a + b " (a + b)b = (a + b)b ? * 
y x + y x + y x 
x + y _ b a + b / x \ . a + b ~ a , y . 
a + b ~ y _ x y _ x Kb} > 
b a b a 
and that x log x is convex on (0, °°) since D (x log x) > 0 on 
(0, o o ) , it follows that 
x
 + Y 
a + b 
1 _ 2L_±_Z 
x + y x f b a + b log " ' * < 
^ a + b - a I _ x 
b a 
'x + y x 
10, *+l(l±*> " 
b \ y x 
b " a 
3 HOG * b " 
But, 
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Y. . X + Y 
X / B A + B 
AND 
Y _ X J A + B ' 
B " A 
X + Y X 
1 I A + B " A )
 S -X B Y. X I A + B 
B " A 
CONSEQUENTLY, 
(X + Y) LOG * * Y < X LOG | + Y LOG ^  .J 
COROLLARY 2.10. LET F BE A REAL-VALUED FUNCTION, POSITIVE AND TWICE 
DIFFERENTIABLE ON AN OPEN INTERVAL I CZE^ . THE FUNCTION H, DEFINED 
2 
BY H(X) = LOG F(X), IS CONVEX ON I IF AND ONLY IF F (X)F" (X)-(F'(X)) > 0. 
PROOF. THE FUNCTION H IS CONVEX ON I IF AND ONLY IF H"(X) > 0 ON 
I BY THEOREM 2.8. THE FOLLOWING RELATIONS ARE THEN EQUIVALENT: 
H»(X) > 0 ; 
V H ' ( X » = DX (?TX7 F' ( X )) 
?FXT F N ( X ) " (F'(X) FTXL)2 * 0 5 
F (X)F«(X) - (F (X))2 > 0 .
 B 
THEOREM 2.11. LET F BE A REAL-VALUED FUNCTION DEFINED ON AN INTERVAL 
I CEJ. A NECESSARY AND SUFFICIENT CONDITION THAT F BE CONVEX ON I 
IS THAT, FOR EVERY A, B E I (A < B) AND FOR EVERY REAL R, THE FUNC­
TION 
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h(x) = f (x) + rx 
a t t a i n s i t s maximum on [ a , b] at e i ther a or b. 
Proof. Assume f convex on I . Let [ a , b] CZl and l e t x e [ a , b ] . 
Now, 
and 
f ( x )
 ^ rH"7 f ( a ) + f < b) • (2 .11 .1 ) 
Adding rx to both s ides of inequal i ty ( 2 . 1 1 . 1 ) , i t follows that 
h ( x )
 ^ r H ^ h ( a ) + rH~a" h ( b ) * 
If M = M a x [ h ( a ) , h(b)} , then 
h(x) < M + r - 2 - 3 - M = M 
- b - a b - a 
for a l l x e [ a , b ] . Thus e i ther h(x) < h(a) or h(x) < h(b) for 
every x in [a , b ] . 
Now assume tha t , for every real r , f (x) + rx a t ta ins i t s maxi­
mum on [ a , b] at e i ther a or b. In the following l e t r^ be defined 
by 
r f(b) - f(a) 
r l " a - b 
Notice that h(a) = f (a) + r.a = f(b) + r .b = h(b) . Thus for every 
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x e [a , b] 
h(x) = f(x) + r^x < f(a) + r^a = h ( a ) . 
Let \ e [ 0 , l ] . If x = \ a + (l - \ ) b , then x e [ a , b ] , and thus , 
f (x) < f(a) + r^a - ^ x = f(a) + i^a - ^ (\a + (1 - \ ) b ) 
< f (a) + (1 - \ ) r^a - (1 - \ ) r x b 
< f(a) + (1 - \ ) r x (a - b) 
< f (a) + (1 - \ ) [ f ( b ) - f ( a ) ] 
< \ f ( a ) + (1 - \ ) f(b) . 
S imi lar ly , s ince f(x) + r^ x < f(b) + r^b, i t fol lows that 
f (x) < \ f ( b ) + (1 - \ ) f (a) , 
and thus f i s convex on I . B 
The following lemmas are needed for the proof of an important 
theorem which provides an additional necessary and s u f f i c i e n t condition 
for convexity . They are, moreover, important in the i r own r i g h t . 
Lemma 2 .12 . Let f be a real-valued function on an interval I C Z E ^ . 
If f i s convex on I , and c i s in I , the quotient 
x - c 
i s an increasing function of x, for x in' I . 




 f (c) + 2S_JL^  ( } 
- y - c 7 y - c 7 
and 
(y - c) f(x) + cf(c) < cf(c) + (y - x) f(c) + (x - c) f(y) 
or 
yf(x) - cf(x) + cf(c) - yf(c) < cf(c) - xf(c) + xf(y) - cf(y) 
or 
(y - c)(f(x) - f(c)) < (x - c)(f(y) - f(c)). 
Thus, 
f(x) - f(c) < f(y) - f(c) 
x - c — y-c 
Suppose x < y < c. By Definition 2.1 the relation 
implies that 
As before 
(c - x) f(y) + cf(c) < cf(c) + (c - y) f(x) + (y - x) f(c), 
and 
yf(x) - yf(c) - cf(x) + cf(c) < xf(y) - xf(c) - cf(y)+cf(c) , 
19 
or 
(y - c)(f(x) - f(c)) < (x - c)(f(y) -f(c)). 
Thus, since (y - c) < 0 and (x - c) < 0, 
f(x) - f(c) f(v) - f(c) 
x - c — y - c 
Suppose x < c < y. By Definition 2.1, the relation 
y - c , c - x 
c = x x + y y - x y - x 
implies that 
f(c) < f(x) +
 f( y) 
- y - x y - x w/ * 
and 
(y - x) f(c) + cf(c) < cf(c) + (y - c) f(x) + (c - x) f(y) . 
Thus 
yf(x) - cf(x) - yf(c) + cf(c) > xf(y) - xf(c) - cf(y) + cf(c) 
and 
(y - c)(f(x) - f(c)) > (x - c)(f(y) - f(c)). 
Finally, since (y - c) > 0 and (x - c) < 0 , 
f(x) - f(c) < f(v) - f(c) 
x - c — y - c 
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Lemma 2,13. Let f be a real-valued function convex on an open inter 
val I CZE .^ Let y e I. If the right-hand derivative f^ _(y) is 
finite, then for any X such that X < f^ .(y) and all x e I such 
that x > y, f(x) > f(y) + X(x - y). If the left-hand derivative 
f (y) is finite, then for any X such that X > f (y) and all x e 
such that x < y 
f(x) > f(y) + X(x - y) . 
Proof. An indirect proof is used. Suppose that there exists a point 
x e I with x > y and a number X < f^ .(y) such that 
f(x) < f(y) + X(x - y) . 
Then 
f . ( y ) > x > K*) - f (v) . 
+ ' — x - y 
By Lemma 2.12, 
f(v + h) - f(y) 
h 
is a decreasing function of h as h — > 0+. Thus for some positive 
h, 
f(y + h) - f(Y) > x . 
n — 
Then, 
f(y + h) > f(y) + hX > f(y) + h ( l l * l _ j _ l M j
 9 (2.13.1) 
21 
and 
f(y) + h:/f(x> - f M ) - f(y) - A.
 f ( y ) + JL. f ( x ) 7










, . x - (y + h) , h y + h = -1 L y + x ; x-y 7 x - y 
and, by (2.13.1) and (2.13.2), 
f ( y + h) > x - (y + h) f ( } + _Ji_ f ( } 7
 x-y 7 x-y 
This contradicts the fact that f is convex on I. 
Then f(x) > f(y) + \(x - y) for all x e I such that x < y, 
if \ < f;(y). 
By an exactly analogous argument the second assertion folows.g 
Lemma 2.14. Let f be a real-valued function convex on an open 
interval I ClE^ . For each x e I, f^ _(x) and f (x) exist and 
are finite, and f^_(x) > f'(x). This implies, in particular, that f 
is continuous on I. 
Proof. Let y e I with y < x. By Lemma 2.12 
f(y) - f(x) f(x,+ h) ,- f(x) y - x - h (2.14.1) 
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for all h > 0 such that x + h e I. If G is defined by 
G( h) = f(* + h),.- f(x) 
h 
for all h > 0 such that x + h e I, then by Lemma 2.12, G(h) 
decreases as h —> 0+. By (2.14.1), G(h) is bounded below. Thus, 
f^ (x) exists and is finite. Similarly f (x) is finite. 
It remains to show that f^ .(x) > f (x). Suppose that 
f^ (x) < f'_(x). Then for some h > 0 
f(x - h) - f(x) f(x + h) - f(x) 
- h > h 
Hence 
f(x) - f(x - h) > f(x + h) - f(x) , 
and 
f(x) > f(x + h) + f(x - h)
 m
This contradicts the fact that f is convex on I.| 
Theorem 2.15. Let f be a real-valued function on an open interval 
I CZE^ . Then f is convex on I if and only if for each y in I 
there exists a real number \ such that for all x in I 
y 
f(x) > f(y) + \ (x - y) . 
Proof. Assume first that f is convex on I. By Lemma 2.14, f\(y) 
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and f» (y) are f i n i t e for each y e I . Let \ = ^ f+(y) + ^ f ( y ) . 
Then f|_(y) < \ < f^ (y ) . By Lemma 2 .13 , f (x) > f(y) + \ (x - y) 
for a l l x e I such that x / y. If x = y, the assert ion of the 
theorem i s t r i v i a l . 
Now assume that for each y e I there e x i s t s a number \ such 
7
 y 
t h a t , for a l l x in I , f (x) > f (y ) + \^(x - y ) . Let x^  and x^ 
be two points of I , and l e t y = \x^ + (1 - \ ) x 2 for some \ e [ 0 , l ] . 
Thus 







f ( x 2 ) > f (y) + \ ( x 2 - y) . 
f (y) < f ( x x ) - \ (xl - y) , 
f (y) < f ( x 2 ) - \ ( x 2 - y) . 
^ - y = (1 - \)xl - (1 - \ ) x 2 = (1 - \ ) ( x x - x 2 ) , 
x, - y = - \ x 1 + \ x 2 = - X (x^ - x 2 ) . 
f (y) < f ( x x ) - \ (1 - \)(x1 - x 2 ) , (2 .15 .1 ) 
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a n d 
f ( y ) < f ( x 2 ) + \ y \ ( x x - x 2 ) . ( 2 . 1 5 . 2 ) 
M u l t i p l y ( 2 . 1 5 . 1 ) b y X a n d ( 2 . 1 5 . 2 ) b y 1 - \ a n d a d d . T h u s 
f ( y ) < \ f ( x x ) + ( 1 - \ ) f ( x 2 ) . | 
L e m m a 2 . 1 6 . L e t f b e r e a l - v a l u e d a n d c o n v e x i n a n i n t e r v a l I CZE^. 
L e t a a n d b b e i n t e r i o r p o i n t s o f I , w i t h a < b . T h e n 
f . ( a ) < l(b) - f < a ) < f ( b ) . 
+ - b - a - -
P r o o f . B y L e m m a 2 . 1 2 , f o r e a c h e > 0 s u c h t h a t a < a + e < b 
f ( a + e ) - f ( a ) . f ( b ) - f ( a ) 
e - b - a 
T h u s , s i n c e f ^ . ( a ) i s f i n i t e , i t f o l l o w s t h a t 
f . ( a ) < f ( b ) - f ( a ) 
- b - a 
A g a i n b y L e m m a 2 . 1 2 , f o r e a c h e < 0 s u c h t h a t a < b + e < b , 
f ( b ) - f ( a )
 < f ( b ) - f ( b + e ) = f ( b + e ) - f ( b ) 
b - a - - e e 
T h u s , s i n c e f ( b ) i s f i n i t e , i t f o l l o w s t h a t 
f ( b ) - f ( a )
 < f , ( b ) 





T h e o r e m 2 . 1 7 . I f f i s a r e a l - v a l u e d a n d c o n v e x i n a n i n t e r v a l I CZE 
t h e n t h e s e t o f p o i n t s o f I a t w h i c h f i s n o n - d i f f e r e n t i a b l e i s 
c o u n t a b l e . 
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Proof. Define the set A by 
A = : x i s in ter ior to I and f (x) does not e x i s t } • 
For each x e I , f+(x) > f|_(x) by Lemma 2 . 1 4 . If x e A , then 
f^(x) > f ( x ) . For each x e A l e t I x be the open interval 
( f ( x ) , f^_(x)). Suppose that x^  and x 2 are points of A with 
x^ < x 2» By Lemma 2 . 1 6 , 
f ( x 9 ) - f ( x . ) 
f ; ( x i ) * - x 2 - X l ^ w • 
Thus 
f ( x 9 ) - f (x ) 
f ^ ( X l ) < f ; ( x x ) < — z _ 1 < f i ( x 2 ) < f ; ( x 2 ) . 
I t fol lows from these i n e q u a l i t i e s that I x C\ I x = Notice tha t , 
for each x e A , the interval I i s nonempty. Thus the. i n t e r v a l s 
of the c o l l e c t i o n {^x~} a r e open, nonempty, and pairwise d i s j o i n t . 
I t i s e a s i l y shown that the c o l l e c t i o n i s countable since in each set 
I of the c o l l e c t i o n there i s a rat ional number and the ra t iona l s are 
x 
countable. I t fol lows that the se t A i t s e l f i s c o u n t a b l e . g 
Note. This theorem i s due to L. Galvani [ 6 ] . 
Theorem 2 . 1 8 . (Jensen's integral inequal i ty) Let f be a real-valued 
function convex on E^. Let g be a Lebesgue measurable function 
f i n i t e real-valued almost everywhere on an interval [ a , b] CZE^. 
F i n a l l y , l e t w be a non-negative function such that the functions 
w and wg are Lebesgue summable on [ a , b] and 
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w(x) dx > 0 . 
Then 
b V - b 
) -
J w(x) dx J J* w(x) dx 
g(x) w(x) d x \ I f(9(x)) w(x) dx 
f \ ~ ) < ~ jj • (2 .18 .1) 
Note. If the mean value of g(x) on [ a , b] r e l a t i v e to the weight 
function w(x) i s defined by 
b J D g(x) w(x) dx 
M[g] = a 
rb 
J w(x) dx 
then the Jensen inequal i ty in the form (2 .18 .1) a s ser t s that 
f(M[g]) < M[f o g] , 
where f o g denotes the composition of f and g. 
Proof. Since"* f i s convex on E^, for every y e E^  there i s , 
noting Theorem 2 .15 , a real number \ ( y ) such that 
X(y)(z - y) < f ( z ) - f (y) (2 .18 .2) 
for a l l z e Ej . Let ' g be defined by 
g(x) = g(x) i f |g(x) | < co 
= 0 otherwise , 
and l e t 
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g(x) w(x) dx 
a 
yi = ~ 7 b J w(x) 
a 
dx 
By hypothesis, y^  is finite. The functions g and f o g are 
finite-valued and f o g = f o g a.e. on [a, b]. From (2.18.2) 
X(yx)(g(x) - yx) < (fog)(x) - f (y^ (2.18.3) 
for each x in [a, b]. Let ft be defined 
w(x) = w(x) if |w(x) | < oo 
= 0 otherwise. 
From (2.18.3) 
(f o g)(x) > X(yi)(g(x) - + f( Y l). 
Thus 
0 < (f o g)"(x) < - \(Yl)(g(x) - yx) - f(yx) 
for each x e [a, b] such that (f o g)(x) < 0, since 
(f o gV(x) = - (f o g)(x) if (f o g) (x) < 0 , 
= 0 otherwise. 
Hence 
0 < (f o g)"(x) < - \(yi)(g(x)-Yl) -f( Y l), 
for each x e [a, b]. Since w(x) > 0, 
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0 < (fog)" (x)w (x) < -\(y1) w(x)(g(x) - -w(x) f(Yl) . 
Thus, since g w and w are summable, (fog) w is summable, 
and it folows that 
P b „ b ^ ^ (f o g)(x) w(x) dx = (f og)(x) w(x) dx a a 
exists, possibly as + oo. 
Again from (2.18.3) and the fact that w(x) > 0 it folows that 
XCy^  w(x)(g(x) - yx) < w(x) (f o g) (x) - w(x) f(Yl) (2.18.4) 
for each xe [a, b] • Since for both sides of inequality (2.18.4) the 
Lebesgue integral exists 
x ( y i )(«C ™(x) ^(x) d x" Y i «fb *(x) d x) -
J b ~ ~ r» b ~ (f o g)(x) w(x) dx - f(y1). J w(x) dx. 
However, 
b
 ~ , x . rb / x / x . rb 
w(x) dx = J w(x) g(x) dx = J w(x) g(x) dx . 
Hence, 
rb p b J (f o g)(x) w(x) dx - f(yx) J w(x) dx > a a 




w(x) dx > 0 , 
J
 a 
i t fol lows that 
J u (f o g ) (x) w(x) dx 




which i s the assert ion of the theorem, g 
Remark. Jensen f i r s t proved t h i s theorem under somewhat more res tr i c ­
t i v e hypotheses in 1906 (cf. Jensen [ 1 4 ] ) . An elaborate proof i s 
given in Natanson [23 (Vol. I I , pp. 46 and 47)] with the r e s t r i c t i o n 
that [ a , b] be a bounded i n t e r v a l . 
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CHAPTER III 
MIDPOINT CONVEXITY AND RELATIONS BETWEEN LEBESGUE 
MEASURABILITY AND CONVEXITY 
In this chapter the concept of a real-valued midpoint convex 
function is introduced. This is the concept originally used by Jensen, 
as was pointed out briefly in the introduction to Chapter I I . The 
term midpoint convexity is used to distinguish this less restr ict ive 
property from the property of convexity used in Chapter I I . As was 
proved in Chapter I I , any real-valued convex function on an interval 
in the real line is necessarily continuous at all interior points of 
the interval. An example discussed in Chapter IV shows that this is 
not the case for midpoint convex functions. However in the present 
chapter i t is shown that a continuous midpoint convex function on an 
open interval is convex in the sense of Chapter I I . This result was 
f i r s t proved by Jensen [14], I t is proved that, under surprisingly 
mild conditions (such as Lebesgue measurability), a real-valued func­
tion which is midpoint convex on an interval is continuous and hence, 
in fact, convex on the interval. 
Definition 3.1. A real-valued function f is midpoint convex on the 
interval iCZE^, if I is a subset of the domain of f and for every 
x and y in I , 
F(X+JC) < f(x) + f( Y) . 
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Theorem 3 . 2 . Let the interval I C!E^ be a subset of the domain of 
the real-valued function f. Then f i s midpoint convex on I i f 
and only i f 






(3 .2 .1 ) 
for any set { x^ J of n elements of I and any set {p^} °f n 
nonnegative rat ional numbers not a l l zero. 
Remark. The inequal i ty concerned (3 .2 .1 ) i s sometimes referred to 
as Jensen' s summation inequal i ty (cf . Natanson [ 2 3 ] , Vol. I I , p. 4 4 ) . 
Proof. The fact that condition (3 .2 .1 ) implies that f i s midpoint 
convex i s an immediate consequence of Def in i t ion 3.1 as seen by l e t t i n g 
n = 2 and p^ = p 2 = 1. The proof that midpoint convexity of f on 
I implies condition (3 .2 .1 ) i s given in three par t s . Assume in the 
fol lowing that f i s midpoint convex on the interval I . 
Part ( i ) . If n = 2™ for some integer m > 0, then 
\ i= l / i= l 
(3 .2 .2 ) 
The proof of the asser t ion i s by induction on m. For m = 1 
(n = 2) the asser t ion reduces to the hypothesis of midpoint convexity. 
I t remains to show that the proposit ion i s true for m = k + 1 
i f i t i s true for m = k. Consider any set £ x ^ , . . . , x
 k , x k , . . . , x +^1} 
k+1 2 2 + 1 2 
of 2 points in I . Let 
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2 k 2 k 
X =
 IK E Xi ' X = IK E X2K . 
i=l i=l 
Both x and x belong to I; and, since f is midpoint convex on I, 
F( *-+_*) < F<X> I F W . (3.2.3) 
Now 
,K+L 2 




Hence, from (3.2,3), 
2k+l 
FF^+R E XI) = F ( 24~" ) ^  I ( F ( X ) + F ( X ) } • ( 3- 2- 4 ) 
i=l ' 
But, if the assertion is true for m = k, then 
2 k \ 2 k 




f(X) < -V V f(X . ) 
2
 2
 + 1 i=l 
These inequalities, together with (3.2.4), imply that the assertion must 
also then be true for m = k + 1. 
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THUS, THE ASSERTION OF PART (I) IS PROVED FOR N = 2M AND M A 
POSITIVE INTEGER. 
PART (II). IF N IS ANY POSITIVE INTEGER THEN INEQUALITY (3.2.2) HOLDS. 
LET 
BE SUCH THAT 2M > N. DEFINE X BY 
N 
X = - y X. . 
N Z_i I 
I = L 
NOTE THAT X E I. NOW CONSIDER THE SET OF 2M POINTS OF I, 
{XL > X2>'" * > XN> VL> " '' X 2 m } ' 
WHERE X'. = X. FOR 1 < I < N AND X'. = X FOR N < I < 2M. I I - - I 
IT FOLLOWS THAT 
2N _ 
X 
_ _ 2M 
=
 =
 NF + (2M - N)* _ I=L I=N-H _ ± 
«M L L M^
 9M , 
I=L 
BY PART (I) 
2M 
£ F(X.) +(2M-N) F(X) 
f(X) < ~T 7 f(XJ) = Li I I=L 
I=L 
OR, 
F ( 5 ) , (2! - n) f (5) < ^ y f ( } # 
- rjn Li I 2
 I»I 
BY MULTIPLYING BY JJ- (2M), IT FOLLOWS THAT 
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f( X i) , 
E ? i x i \ E P i f ( * i > 
i=l 
E p i / E P i 
i=l / i=l 
It suffices to consider the case that p^ > 0 for i = l,2,...,n. 
For each i = 1,2,..., n, let p. = r,/s. where r. and s. are 
*i r i i i 
positive integers and each r^/s^ 1 S i n lowest terms. Let 
P = 1. cm .in. ^s^, s^ ,. • •, s^ -^ ' 
where l.cm. £s^, s^ ,..., s^ j- is the lowest common multiple of the numbers 
s^ , s^ ,..., s^ . It follows that there exists positive integers n^ ,.^ ,.., 
for which p^ = n^ p for i = 1,2,.,., n. 
Define n by 
Then, 
n - Y. n i • 
i = l 
E p i x i = p E v i = p E y j ' 
i = l i = l j=l 
which was to be proved. 
Part ( iii). Let p^,P2>••«>Pn be nonnegative rational numbers, not 
all zero. Then it must be proved that 
i=l 
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where y.. = x^ , for j = 1,2,..., n^; Yj = x2 f o r 
j = n,+l,..., n.+n0:...; y. = x for j = n - n + 1,..., n, Since 1 ' ' 1 2' ' 7j n n ' ' 
£ Pi = P n , 
i=l 
it follows that 
E Pi Xi n 
i=l 
By Part (ii), 
j=l j=l 




P n " n 
L pi i=l 
1 1 
I Pi Xi 
Note. The number * ^  is a point of I. 
E pi 
i=l 
It has already been shown that, if f is convex on I, then f 
is continuous on the interior of I. Thus, if f is convex on an open 
interval I, then f is continuous and midpoint convex. A converse to 
this last statement is proved next. 
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Theorem 3 . 3 . Let f be a real-valued continuous function on an interval 
I CZE.. If f i s midpoint convex on I , then, whenever x . , x _ , . . . , x 
1 7 7 1 2 n 
are points of I and p^, p ^ , . . . , P n are nonnegative real numbers, not 
a l l zero, i t i s true that 
In par t i cu lar , f i s then convex on I . 
Proof. I t su f f i c e s to suppose p^ > 0 for i = 1 , 2 , . . . , n. For each 
p^ and each integer j > 1 consider the interval (p^, p^ + 4) . Se l ec t 
one rat ional number, P^y contained in (p^, p^ + j ) . Then by Theorem 3 .2 
for each j = 1 , . . . , 
( 3 .3 .1 ) 
f (3 .3 .2 ) 
Since p. < p. . < p. + - , i t fol lows that 
n n 
lim 
j -> CO 
i= l i=l (3 .3 .3 ) 
n n 




1 im i = l i = l 
h 
i = l 
( 3 . 3 . 4 ) 
E > i 
i = l 
S i n c e f i s c o n t i n u o u s o n I , a n d 
b e l o n g s t o I , 
n / n 
t h e p o i n t £ p ^ / £ p i 
i = l / i = l 
l i m f 
Y p . . x . \ / v 
i = l 
= f 
i = l 
i = l 
n 
u 
i = l 
( 3 . 3 . 5 ) 
T h u s , c o n s i d e r i n g t h e l i m i t s ( 3 . 3 . 3 ) , ( 3 . 3 . 4 ) , and ( 3 . 3 . 5 ) a n d 
t h e i n e q u a l i t y ( 3 . 3 . 2 ) , i t f o l l o w s t h a t 
i = l i = l 
\ i = l 
E ^ 
i = l 
T h e o r e m 3 . 4 . I f t h e r e a l - v a l u e d f u n c t i o n f i s m i d p o i n t c o n v e x on a 
f i n i t e c l o s e d i n t e r v a l [ a , b ] a n d i f f i s b o u n d e d a b o v e on ( a , b ) , 
t h e n f i s c o n t i n u o u s on ( a , b ) . 
P r o o f . L e t M b e a n u p p e r b o u n d of f on ( a , b ) . L e t e > 0 b e 
g i v e n , a n d c o n s i d e r a f i x e d p o i n t x i n ( a , b ) . L e t n b e a p o s i t i v e 
i n t e g e r s u c h t h a t 
£ P . . f ( x . ) £ P i f ( x . ) 
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M _ _ f M < , 
n ' 
and fix such an n in what follows. Let 6 > 0 be such that 
n 
a < x ± n6 < b and consider all b such that | 6 | < b . Then 
n 1 1 n 
a < x + n6 < b, and 
f(x + 6 ) = f ( i(x + n 6 ) x) < i f(x + n 6 ) + ^ f(x), 
by Theorem 3.2» Thus 
f(x + b) - f(x) < i (f(x + n 6 ) - f(x) ) . (3 .4 .1) 
A similar argument shows that 
f(x - 6 ) - f(x) < i (f(x - nb) - f(x)). (3.4.2) 
Since f is midpoint convex, 
2f(x) < f(x + 6 ) + f(x - 6 ) , 
and thus 
f(x + 6) - f(x) > f(x) - f(x - 6 j . (3.4.3) 
Combining (3 . 4 . 1 ) , (3.4,2), and (3.4.3), 
f(x + nb) - f(x) >
 f ( x + 6) -f(x) > f(x) - f(x -6) 
n — -
f(x) - f(x - n 6 ) 
^ n 
Since f(x + n 6 ) < M and f(x - n 6 ) < M, 
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M - f(x) 
> f(x + &) - f(x) > f(x) - f(x - 6) > f(x)-M 
n n 
and 
|f(x + 6) - f(x)| < M - f(x) 6 < 6 
n n 
Thus f is continuous at each x e (a, b).g 
Remark. The above theorem is due to Jensen [14]„ 
Corollary 3»5. Let the real-valued function f be midpoint convex on a 
finite closed interval [a, b] and bounded above in some interval 
(c, d) (Z[a> b]„ Then f is bounded above on [a, b] and hence con­
tinuous on (a, b). 
Proof. Let M be an upper bound of f on (c, d). If a = c and 
d = b, the assertion is evident. If a < c, let x e (a, c). Define 
the function g by 
Notice that g is continuous and there is some X such that 3
 o 
c
 < 9^ 0) < d. Thus there is a neighborhood of X Q , N(X q), such that 
c < g(X) < d for all X e N(X Q ) . Hence there exists a positive rational 
number r such that c < a + r(x - a) < d. Thus there are positive 
integers n and m such that 
g(X) = a + X(x - a). 
c < a + - ( x - a ) < d . 
m 
Since a < c it follows that m < n. 
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L e t 
y = a + - ( x - a) . 
Then 
m , 
x = - y + 
n 1 
n - m 
n 
a 
S i n c e f i s m i d p o i n t convex on [ a , b ] , 
f ( x ) < S f ( y ) + n - m f (a) . 
n 
N o t i n g t h a t c < y < d and f ( y ) < M, i t f o l l o w s t h a t 
f ( x ) < - M + n j^— f (a ) < Max [ M , f ( a ) } . 
Thus f i s bounded above on ( a , c ) and t h u s a l s o on [ a , c ] . 
I f d < b , a s i m i l a r a rgument shows t h a t f i s bounded above on 
[ d , b ] . Hence f i s bounded above on [ a , b ] . -
S i e r p i n s k i [ 2 5 ] m e n t i o n e d i n C h a p t e r I . 
Lemma 3 . 6 . L e t t h e f u n c t i o n g be d e f i n e d by g ( x ) = ax + b f o r a l l 
r e a l x , where a and b a r e r e a l n u m b e r s , and l e t A be a Lebesgue 
m e a s u r a b l e s e t i n E , . Then g ( A ) = { g ( x ) : x e A i s Lebesgue measur ­
a b l e and u.g(A) = | a | u.A, where p, i s Lebesgue measure i n E^. 
P r o o f . I f a = 0 , o r i f A i s empty t h e a s s e r t i o n i s o b v i o u s . L e t 
a ^ 0 and A be n o n e m p t y . L e t m be o n e - d i m e n s i o n a l Lebesgue o u t e r 
m e a s u r e . I t i s p r o v e d f i r s t ( i n P a r t ( i ) ) t h a t mg(A) = | a | m A , and 
t h e n ( i n P a r t ( i i ) ) t h a t g (A ) i s m e a s u r a b l e . 
P a r t ( i ) . L e t A be a bounded open i n t e r v a l ( c , d ) . Then mA = d - c . 
I f a > 0 , x e A i f and o n l y i f ac + b < g ( x ) < ad + b . I f a < 0 , x e A 
The f o l l o w i n g lemma i s used t o p r o v e t h e s u r p r i s i n g r e s u l t o f 
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IF AND ONLY IF AD + B < G(X) < AC + B. THUS IN EITHER CASE 
M- 9 (A) = | A | (D - C) . (3.6.1) 
LET A BE ANY SUBSET OF . E^ . FOR EACH E > 0 THERE EXISTS AN 
OPEN SET G„ SUCH THAT ADG AND £ E 
U- G£ £ M A + E , (3.6.2) 
SINCE MA IS THE GREATEST LOWER BOUND OF THE MEASURES OF OPEN SETS CON­
TAINING A. SINCE G£ IS OPEN THERE EXISTS A COUNTABLE COLLECTION {J^* 
OF PAIRWISE DISJOINT OPEN INTERVALS SUCH THAT 
00 
G = U J . E , N N=L 
BY (3.6.1) 
THUS 
P G (J ) = | A | P J . SINCE A CZG , 
g(A) Cg(G£) = U g(J ). 
N-L 
oo 
mg(A) < MG (G£) = P. G (G£ ) = P( Ug(J )) 
N=L 
=
 I (JN' = I | A | J I JN * 
N=L N=L 
IT FOLLOWS THAT 
oo 
G (A) < I |A| U JN = |A| |I U JN = |A| P G£ <, |A| (MA +E), M 
, N=L N=L 
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and thus 
m g (A) < | a | m A . (3 .6 ,3 ) 
Now 
-1/ \ 1 b 9 (y) = a y " a 
and 
G_1(G (A) ) = A . 
By ( 3 . 6 . 3 ) , and applying the r e s u l t to g \ 
mA= mg" 1 (g(A)) < | i | mg(A) , 
and 
mg (A) > | a | m A . 
This inequal i ty and (3 .6 .3 ) imply that 
m g (A) = | a | m A . 
Part ( i i ) . To show that g(A) i s measurable i f A i s measurable i t 
w i l l be proved t h a t , for any set T of real numbers, 
m T = m (T OG(A)) + m(T OG (A) C ) . (3 .6 .4 ) 
The following i d e n t i t i e s w i l l be used. 
g(T fl A) = g(T) H 9(A) , ( 3 .6 .5 ) 
g(T fl A C ) =g(T) 0 G(AC) , (3 .6 .6 ) 
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and 
g(AC) = g(A)C . (3.6.7) 
The identity (3.6.7) is proved below. The proofs of (3.6.5) and 
(3.6.6) are omitted. 
For ye g(A ) there exists an x e A such that y = ax + b. 
Suppose also that y e g(A). Then there is an x e A such that 
y = ax + b. Thus x = x e A, a contradiction. 
Thus 
g(Ac) CQ(A)C . 
If ye g(A)C, let 
1 b 
x = - y . 
a 7 a 
c c 
If x e A, then y e g(A) since y = g(x). Thus x e A and y e g(A ). 
Hence 
g(A ) c c g(A c) , 
and (3.6.7) follows. 
Since A is measurable, for any set T CZE^ 
mT = m(T 0 A) + m(T 0 AC) . 
Now 
mg(T fl A) - |a| m (T 0 A) , 
and 
mg(TO AC) = |a|m(TOA C) , 
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by the results of Part (i). Thus 
mT = T^r (m g (T PI A) + m9(T.f]^))-
By the identities (3.6.5), (3.6.6), and.(3.6.7), 
mT = 1 m(g(T) PLG(A)) + M(g(T) F| G(A)C). (3.6.8) 
Since (3.6.8) is true for any set T CZE^, it must in particular be 
true for g *(T), and thus 
This establishes (3.6.4).^ 
Theorem 3.7. Let f be a real-valued function midpoint convex on an 
interval (a, b), possibly unbounded. Then f is continuous on (a, b) 
if and only if f is Lebesgue measurable on (a, b). 
Proof. The fact that any continuous function is Lebesgue measurable is 
well known and is not proved here. What is proved is that a Lebesgue 
measurable midpoint convex function f is continuous. The proof is 
indirect. 
m/g (g"1(T))H g(A)) + m(g (g"1(T)) PI g(A)c 
But, 
MG"1 (T) = ~ mT 
by the results of Part (i). Thus 
mT = m ( T n 9(A)) + m(T 0 g(A)C) . 
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Suppose that there i s a point Xq in (a, b) such that f i s 
not continuous at x • Let h > 0 be such that (x - 2h, x + 2h) CT(a,b). 
o o o 
Then by Corollary 3 . 5 , f i s unbounded in I = (Xq - h, Xq + h ) . Thus 
for each p o s i t i v e integer n there i s a point e I such that 
f ( x n ) > n. If x' and x" are any two points in ( x 0 " 2h, Xq + 2h) 
such that 
\ (x» + x») = x n , (3 .7 .1 ) 
then at l e a s t one of the i n e q u a l i t i e s 
f (x« ) > n, f (x") > n , (3 .7 .2 ) 
must hold. For, i f f(x' ) < n, and f(x") < n then by midpoint 
convexity 
f ( x n ) = f ( | x' + \ x») < \ f (x« ) + \ f (x«) < n, 
which would contradict the inequal i ty ^ ( x n ) ^ n e 
Let n be some p o s i t i v e integer and define by 
Mn = ( x e ( x n - h, x n + h) : f (x) > n j . 
Then since f i s a measurable function on 
( x n - h, x n + h) C ( x Q - 2h, XQ + 2h) C (a , b) 
M i s a measurable se t of real numbers. Let M + be the subset of M 
n n n 
to the r ight of x ; that i s , M + = M P\(X , b ) . Let M~ be the 3
 n' ' n n 1 1 n' n 
subset of M to the l e f t of x ; that i s , M" = M H (a» X ) . Then 
n n* ' n n 1 ' n 
u-M = p t M + + u M " . (3 .7 .3 ) 
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L e t J + and J b e s u b i n t e r v a l s of t h e i n t e r v a l (x - h , x + h) 
n n n ' n ' 
d e f i n e d b y J + = (x , x + h) and J" = (x - h , x ) . B y c o n s t r u c t i o n 
n n n n n n 
N l + CJ + , M " C J " and 
n n n n 
(M n + U M " ) C(J + IJ J " ) C ( x - 2 h , x + 2 h ) C ( a , b ) . ( 3 . 7 . 4 ) 
N o t i c e a l s o t h a t 
j + - M + = ( x e J + : f ( x ) < n j . 
n n I n - J 
It w i l l b e d e m o n s t r a t e d t h a t 
D e f i n e t h e f u n c t i o n g b y 
3 n 7 
g (x) = - x + 2 x . 
r n n 
N o w x e - i m p l i e s t h a t f ( x ) < n . B u t for s u c h x, s i n c e 
\ x + \ g (x) = x , it f o l l o w s from ( 3 . 7 . 2 ) t h a t f(g (x)) > n for 
2 2 3 n n' 3 n 
•f" + — + + 
e a c h x e J - M . T h u s g (x) e M for e a c h x e J - M s i n c e 
n n 3 n n n n 
g (x) < x f o r x > x . H e n c e q ( j + - M + ) C " M . B y L e m m a 3 . 6 , 
3 n n n r n n n ^ - n 7 ' 
u g (j - M ) = u ( j - M ) s i n c e t h e a b s o l u t e v a l u e of t h e s l o p e of 
r 3 n n n r n n ' * 
g is u n i t y . T h e r e f o r e 
a n 7 
U s i n g e q u a t i o n ( 3 . 7 . 3 ) and t h e p r e c e d i n g i n e q u a l i t y , 
LLM >LLM+ + II(J+ - M + ) = u ( M + n J + ) + u ( J + - M + ) = u J + = h , 
r n - r n p n n r n 1 1 n p n n r n 
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L e t S n = | x e (XQ - 2 h , XQ + 2h) : f ( x ) > n } . B y ( 3 . 7 . 4 ) 
( Z M n C Z S n . T h u s f o r a n y p o s i t i v e i n t e g e r n 
0 < h < jiS < 4 h , ( 3 . 7 . 5 ) 
s i n c e S is a m e a s u r a b l e s e t . H e n c e , s i n c e { S > is a d e s c e n d i 
n- ' i nJ 
ng 
s e q u e n c e of m e a s u r a b l e s e t s and p S ^ < 4 h , lim p S ^ e x i s t s , and b y 
n -> °° 
( 3 . 7 . 5 ) , 
lim p S > h > 0 . ( 3 . 7 . 6 ) 
n n 
O n t h e o t h e r h a n d , b y t h e c o n t i n u i t y of L e b e s g u e m e a s u r e , 
l i m p S = p l i m S n = p P | S . 
n->°° n->°° n=l 




P S n = f x r (x - 2 h , x + 2 h ) : f (x) = + = j0 , 
n=l ^ 
s i n c e f is r e a l - v a l u e d . T h u s 
lim p S = p 0 = 0 , 
n 
w h i c h c o n t r a d i c t s ( 3 . 7 . 6 ) . 
T h e a s s u m p t i o n t h a t t h e r e is a p o i n t XQ e (a, b) at w h i c h f 
i s n o t c o n t i n u o u s l e a d s to a c o n t r a d i c t i o n . H e n c e f is c o n t i n u o u s 
e v e r y w h e r e o n (a, b ) . T h i s is e q u i v a l e n t t o s a y i n g t h a t a r e a l - v a l u e d 
d i s c o n t i n u o u s m i d p o i n t c o n v e x f u n c t i o n o n (a, b ) c a n n o t b e L e b e s g u e 
m e a s u r a b l e .
 m 
C o r o l l a r y 3«8o L e t f b e a r e a l - v a l u e d f u n c t i o n m i d p o i n t c o n v e x on 
t h e f i n i t e c l o s e d i n t e r v a l ' [ a , b ] . T h e n f i s c o n t i n u o u s on ( a , i 
i f a n d o n l y i f f i s m e a s u r a b l e o n some n o n e m p t y o p e n i n t e r v a l 
( c , d ) C ( a , b ) . 
T h e c o r o l l a r y i s a n i m m e d i a t e c o n s e q u e n c e of T h e o r e m 3 o 7 and 
C o r o l l a r y 3„5o 
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CHAPTER IV 
ANALYSIS OF SOME FUNCTIONAL EQUATIONS 
T h i s c h a p t e r i s p r i m a r i l y c o n c e r n e d w i t h t h e a n a l y s i s o f t h e t w o 
r e l a t e d f u n c t i o n a l e q u a t i o n s 
f ( x + y ) = f ( x ) + f ( y ) ( 4 . 0 . 1 ) 
a n d , 
f ( x + y ) = f ( x ) • f ( y ) . ( 4 . 0 . 2 ) 
T h e s t u d y of t h e s e e q u a t i o n s w a s i n i t i a t e d b y C a u c h y ( c f . C a u c h y [ 3 ] ) . 
I n e q u a t i o n ( 4 o 0 . l ) f i s a s s u m e d t o b e a r e a l - v a l u e d f u n c t i o n d e f i n e d 
o n t h e r e a l l i n e , a n d i n e q u a t i o n ( 4 . 0 . 2 ) , f i s a s s u m e d t o b e a com­
p l e x - v a l u e d f u n c t i o n d e f i n e d on [ 0 , ° ° ) . I t i s s h o w n t h a t u n d e r t h e m i l d 
r e s t r i c t i o n o f L e b e s g u e m e a s u r a b i l i t y o f t h e f u n c t i o n f t h e g e n e r a l 
s o l u t i o n s o f t h e f u n c t i o n a l e q u a t i o n s ( 4 . 0 . 1 ) and ( 4 . 0 . 2 ) may b e o b t a i n e d . 
I t w a s p r o v e d b y C a u c h y t h a t i f f i s a s s u m e d t o b e c o n t i n u o u s ( o r , w h a t 
i s e q u i v a l e n t , c o n t i n u o u s a t x = 0 ) t h e n ( 4 . 0 . 1 ) h a s t h e g e n e r a l s o l u ­
t i o n f ( x ) = c x w h e r e c i s a r e a l c o n s t a n t . I t i s s u r p r i s i n g t h a t 
t h e same r e s u l t a p p l i e s u n d e r t h e a p p a r e n t l y f a r w e a k e r r e s t r i c t i o n o f 
L e b e s g u e m e a s u r a b i l i t y . T h e r e a r e s e v e r a l p r o o f s of t h i s l a t t e r r e s u l t 
i n t h e l i t e r a t u r e , , o f v a r y i n g d e g r e e s o f d i f f i c u l t y . T h e o r i g i n a l p r o o f 
i s d u e t o M. F r l c h e t , b u t t h e a r g u m e n t u s e d h e r e f o l l o w s t h e m e t h o d o f 
M. K a c . D e t a i l e d r e f e r e n c e s a r e g i v e n i n t h e t e x t o f t h i s c h a p t e r . 
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Lemma 4 0 l o If f i s a real-valued function with domain E^  and i f f 
s a t i s f i e s the functional equation f(x+y) = f(x) + f (y) for a l l x, y 
in E , then 
\ i = i / i= i 
whenever x.,
 s x o s „. 0 s x e E. » 
I s 2 s * n 1 
The proofj using an obvious induction, i s omittedo 
Lemma 4„2 0 If f i s a continuous real-valued function sa t i s fy ing 
f ( x + y) = f (x) + f (y) for a l l x, y in E^, then f(x) = cx for 
some constant c„ 
X X Proofo By Lemma 4„la f (x) = f(n —) = nf( — ) , n = l , 2 , o . 0 » If m, n 
—————
 k. n n 
are p o s i t i v e i n t e g e r s . 
H- x ) = m f ( ^ ) = 01
 n f ( X }
 =
 m
 ( x ) 
n n n n n 
Since f (x) = f (x + 0) = f(x) + f ( 0 ) , f (0) = 0 0 Then f(x) + f ( -x ) = 0 3 
so that f ( -x ) = - f ( x ) 0 I t fol lows tha t , for a l l rat ional numbers r, 
f (rx) = r f ( x ) 0 Let f ( l ) = Co Then f (r ) = rc for a l l rat ional num­
bers r. Since f i s continuous^, for any real x s and - ^ r ^ a 
sequence of ra t iona l s with l imi t x, i t follows that 
f (x) = lim f ( r n ) = lim c r n = cx . m 
n oo n oo 
In the next theorem., which i s due to Hamel [9] , i t i s shown that 
equation ( 4 o 0 l ) can be s a t i s f i e d by an everywhere discontinuous f u n c t i o n 
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The proof depends on the notion of a Hamel basis, which briefly is a set 
of real numbers (a) such that any real number is representable as a 
linear combination of a finite subset of the basis, with rational coef­
ficients,, and (b) such that any rational combination of a finite subset 
of the basis is zero only if the rational coefficients are all zero. In 
the APPENDIX Hamel bases are discussed0 There it is shown that such 
bases exist, and a unique representation theorem is provedo 
Theorem 4„3° There exists a real-valued function f which is every­
where discontinuous and satisfies the functional equation 
f (x + y) = f(x) + f(y) for all x, y in E^ 
Proof. Suppose that H is a Hamel basis for E^ „ Let b' and b" 
be elements of Hs with b1 b", Let f(b*), f(b") be real numbers 
such that 
i i b H i ij^ll
 (4 3 n k« r k" v+oj.i; 
Let f(b) be a real number (arbitrarily assigned) for all other ele­
ments b e H; e.g., f(b) = b for all b e H - {b' , b"} . Let f(0) = 0. 
If xeE^, x / 0 then x has exactly one representation of the form 
m 
X =
 E ri bi 9 (4.3.2) 
i=l 
where b. ,b n S Ooo«b are distinct elements of H, r.,r_,...,r are 1' 2 7 m ' 1* 2' 7 m 
nonzero rational numbers, and m is a positive integer. Define 
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m m 
f(x) = £r.f(b.) if x = [r.b. , 
i=l i=l 
using the representation of the form (4,3.2). Then f is a real-valued 
function defined for all x e E^. It will now be shown that 
f(x + y) = f(x) + f(y) for all x, y e E^. This is evident if either 
x = 0 or y = 0, Thus suppose x ^  0, y 0, and let 
m n 
x = I r.b., y = [ s.c. , 
i=l i=l 
using representations of the form (4.3,2). Let 
d2,,,,, d 1 = jb^ b2,,,,, h ^ U ^ j c2,,,,, c n} , Then 
P P 
x =
 1 r l di> y = I ri di 
i=l i=l 
where the numbers r^ , rj are rational (now not in general all nonzero). 
Then 
x + y = ) (r'. + r'.')d. 
' Li I i i 
i=l 
so that 
P p p 
f(x + y) = E ( r i + ri> f ( d i ' = L r i f< di) + I r'^ f(d.) =f(x) +f(y). 
i=l i=l i=l 
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On the other hand, if f is continuous at some x e E., then it follows 
' o 1' 
easily from the identity f(x + h) = f(x) + f(xQ + h) - f(xQ) that f•: i 
is continuous everywhere in E^. In the latter case, f(x) = cx for 
some constant c, as shown previously. But then, using b* , b" e H as 
in the first part of the proof, it would follow that f(b*)/b* = f(b")/b " 
However this contradicts the requirement (4.3.1) imposed in defining f. 
Hence f is an everywhere discontinuous real-valued function satisfying 
f(x + y) = f(x) + f(y) for all x, y in Ey | 
Remark. The function f constructed in Theorem 4.3 is midpoint convex, 
since for all x, y in E^  
f (x) + f (y) = f (x + y) = f ( * ± 2 + £ ± 2 ) = 2f 
and thus 
f ( * + Y) = f(x) + f(y) t 
Thus the above theorem provides an example of an everywhere discontinuous 
real-valued midpoint convex function on (-co, oo). 
Remark. The following theorem, due to M. Frechet [4, 5], is of con­
siderable interest and.importance. Several other proofs have appeared 
in the literature. A proof based on the theory of convex functions can 
be constructed from Theorems 3.4 and 4.3. The argument used follows the 
method of M. Kac [15], involving a technique which has further applica­
tions (in the solution of some related functional equations). 
Theorem 4.4. Let f be a real-valued function which satisfies the equa­
tion 
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f(x + y) = f(x) + f(y) (4.4.1) 
for all real numbers x and y. If f is Lebesgue measurable, then 
f is continuous on ( - 0 0 , 0 0 ) , and f(x) = cx for some real constant c. 
Proof. The function exp(if(x)) is a bounded (complex-valued) Lebesgue 
measurable function, and thus is summable over any set of finite Lebesgue 
measure. Let a be a real number such that 
r a 
exp (if(t)) dt £ 0 . 
If there were no such number a then the integrand would be zero almost 
everywhere, a hypothesis which is false, since |exp (if(t))| = 1 for 
all real numbers t. Using (4.4.1), it follows that 
J exp(if(x)) • exp (if(t)) dt = J exp(if(x + t)) dt , 
0 0 
and, using a change of variable theorem for the Lebesgue integral, 
a x+a 




J exp ( i f ( t ) ) dt 
x 
r a 
J exp ( i f ( t ) ) dt 
exp (if(x)) = - ~ . (4.4.2) 
P 
0 
Since the indefinite integral of a Lebesgue summable function is con­
tinuous, it follows from (4,4.2) that exp (if(x)) is continuous for 
all real x. 
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It follows easily from the functional equation (4.4.1) that f(0) = 0 and 
f ( E x) = E f (x) (4.4.3) q q 
for all real numbers x, and all integers p and q (q ^  0). Let 
g(x) = exp (if(x)). Then 
g ( E ) = exp ( i E f ( l ) ) 
for all integers p and q (q f 0). Given a real number x, let { r n } 
be a sequence of rationals with limit x. Since g is continuous at x, 
g(x) = lim g(r ) = lim exp (ir f(l)) = exp(ixf(l)) . 
n oo n oo 
Thus, if c = f(l) 
exp (if(x)) * g(x) = exp (icx), -co<x<oo, 
or equivalently 
exp (i (f (x) - cx)) =1, - oo < x < oo . 
Hence 
f (x) - cx = 2n(x) it 
where n(x) is an integer for each x. The proof is completed by show­
ing that n(x) = 0 for all real x. 
Using (4.4.3), and the fact that f(x) = cx + 2n(x) it , 
\ (cx + 2n(x)it) = f(£ x) = c(§ x)+2n(£ x ) * , 
M M M M 
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a n d t h u s 
n (jj x ) = 2
 n ( x ) ( 4 . 4 . 4 ) 
f o r a l l r e a l n u m b e r s x and a l l i n t e g e r s p , q w i t h q / 0 . S i n c e 
f ( 0 ) = 0 , n ( 0 ) = 0 . S u p p o s e t h e r e e x i s t s XQ f o r w h i c h n ( x Q ) - j / 0 
w h e r e j i s a n i n t e g e r . T h e n , u s i n g ( 4 . 4 . 4 ) 
T h i s i s i m p o s s i b l e s i n c e n ( x ) i s i n t e g e r - v a l u e d , a n d t h e s u p p o s i t i o n 
t h a t n ( x Q ) f 0 f o r some XQ l e a d s t o a c o n t r a d i c t i o n i f p = 1 , q = 2 
f o r e x a m p l e . H e n c e n ( x ) = 0 f o r a l l r e a l x , and t h u s f ( x ) = c x 
f o r a l l r e a l x . T h e c o n t i n u i t y a n d t h e f o r m of f ( x ) a r e d e d u c e d a t 
t h e same t i m e . « 
H 
T h e r e m a i n i n g t h e o r e m s i n t h e c h a p t e r a r e c o n c e r n e d w i t h t h e 
f u n c t i o n a l e q u a t i o n 
T h e p r o o f s a r e f o r t h e m o s t p a r t d e t a i l e d v e r s i o n s of t h o s e i n H i l l e a n d 
P h i l l i p s [ 1 2 ] , p p . 1 4 4 - 1 4 6 . 
T h e o r e m 4 . 5 . L e t f b e a c o m p l e x - v a l u e d f u n c t i o n d e f i n e d on [ 0 , » ) . 
L e t f ( 0 ) = 1 , a n d f ( x + y ) = f ( x ) • f ( y ) f o r a l l x , y > 0 . 
I f , f o r some XQ > 0 , f ( x Q ) / 0 a n d i f | f ( x ) | i s b o u n d e d 
i n some i n t e r v a l [ a , b ] , w h e r e 0 < a < b , t h e n | f ( x ) | = e x p ( c x ) 
f o r some r e a l n u m b e r c . 
x 
f ( x + y ) = f ( x ) • f ( y ) . 
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Proof. Suppose for some > 0 that f(x^ ) = 0. For x > x^ , 
f(x) = f(x - x:) f(x:) = 0 . 
For 0 < x < x^ , let n be an integer such that nx > x^ . Then 
(f(x))n = f(nx) = 0, since nx > x^ . Thus f(x) = 0 for all x > 0. 
This is a contradiction, and thus since f(XQ) / 0, f(x) / 0 for x > 0. 
Let the function g be defined on [0, oo) by 
g(x) = In |f(x)| . 
Notice that g(x + y) = g(x) + g(y), g(0) = 0 and that g(x) is bounded 
above on [a, b]. It will be shown that g(x) is actually bounded in a 
neighborhood of the origin. 
Suppose that g(x) is,not bounded in any neighborhood of the 
origin. Then there exists a sequence {xn}^-^ such that 0<x n<b-a 
for n > 1, lim x =0, and lim |g('x ) | = + oo. Hence 
n -» oo . n -> oo 
lim | g(a + x ) | = lim |g(a) + g(xn) | = + oo 
n oo n oo 
Since g is bounded above in [a, b], this implies that 
lim g ( x ) = - o o r
 n' 
n -7co 
and hence that 
lim (g(b) - g(xn)j = lim fg(b - x n 
n -> oo ^ n -> o o ^ 
) = + o o . 
This contradicts the fact that g is bounded above in [a, b]. Thus ,g 
is bounded in some neighborhood of the origin. 
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I t w i l l now be shown that 
lim g(x) = 0 . 
x-> 0 + 
If i t i s f a l s e that lim g(x) = 0, then there e x i s t s a s t r i c t l y decreas-
x-» 0+ 
ing sequence { y n } with l imi t zero such that {Jg(yn)|} does not have 
l i m i t ze rOo This implies that lim sup | g (y^) | = X > 0. Choose e = ^ . 
Then there e x i s t s a subsequence { zn"} of {y^} such that | g(z^) | > e 
for n = 1 , 2 , 0 0 0 o The sequence £ z } in turn has a subsequence {w^J-
with the property that e i ther q ( w n ) > e f° r - a ^ n > 1 o r 9^ w n ^ £ " e 
for a l l n > l o The sequence {yn~j i- s decreasing and has l imi t zero. 
Suppose that Q ( w n ) 2. e f ° r a ^ n > 1. Then, for a l l p o s i t i v e integers 
n, k, 
/ n+k \ n+k ( I w i = [ g(w.) > n 
\ i = k + l / i=k+l 
If 9^ w n^ - " e f o r a ^ n > *j then s imi lar ly 
Thus 
> n e 
for a l l p o s i t i v e integers k, n„ Since ^ w ^ } ^ s a s t r i c t l y decreasing 
sequence with l i m i t zero, 
5 9 
k+n 
0 < I w. < nw k + 1 , 
i=k+l 
and for each fixed n, it follows that 
k+n 
lim y w.) = o 
Li 1 / i=k+l 
Thus for each fixed n = l,2 , 0 OO there is a sequence ^Pj^ | °f positive 
numbers with limit zero such that | g ( ) | > ne . This contradicts the 
fact that g is bounded in some neighborhood of the origin,, Thus 
lim g(x) = OO 
x -*0+ 
Notice that g(0) = 0. Thus it has been proved that g is right 
continuous at the origin* Observe that 
lim g(x + h) = lim (g(x) + g(h)) = g(x) + lim g(h) = g(x) 
h -» 0+ h -» 0+ h -> 0+ 
Thus g is right continuous at each point x > 0„ 
Finally, let r be positive and rational. Then there exist 
positive integers m and n such that r = m/n. 
Then 





 n ' n r n n ^ ' 
and thus g(r) = rg(l)0 For any x > 0 there is a sequence ^ r n j ^ °f 
rationals such that r^  — > x+. Then since g is right continuous at 
x, and 9 ( r n ) = r n9(l)> it follows that 
g(x) = g (lim r ) = lim g(r ) = lim r q(l) = xg(l) . 
n ->«> n-»°° n -» 0 0 
Thus |f(x)| = exp(g(l)x) for x > 0, | 
Definition 4 06o Let f be a complex-valued function defined on [ 0 , 
such that 
f(x + y) = f(x) • f (y) 
for all x, y > 0, 
f(0) = 1 
and, for all x > 0, 
f(x) f 0 . 
Define the function K by 
= i<Fsy i f x < ° -
Then K is a character of the real line. 
Remark. Notice that K(x + y) = K(x) • K(y) for all real x and y 
and |K(x)| = 1. 
Lemma 4.7. Let f be a real-valued function Lebesgue summable on [ 
and - ° ° < c < a < b < d < ° ° . Then, 
lim |f(x + h) - f(x) | dx = 0 . 
h-> 0 J a 
Proofo Part (i). Assume, in this part of the proof, that f is con 
tinuous on E^, and, for some integer N, f(x) = 0 for each 
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x e E^ - [ - N , N]o Then | f ( x ) | has a maximum v a l u e K on [ - N , N ] 
L e t " ^ h j - be a sequence such t h a t | h ^ | < 1 f o r n > 1 and 
l i m h = 0< 
n ^ ° o n 
Then | f ( x + h ) - f ( x ) | < 2K f o r a l l x e [ - N - 1 , N + l ] , Now i n 
t h i s case 
f | f ( x + h ) - f ( x ) | d x = r | f ( x + h ) - f ( x ) | d x , 
J
 - C O
 n
 - N - l 
By t h e Lebesgue d o m i n a t e d c o n v e r g e n c e t h e o r e m , 
N + l N+ l 
l i m | | f ( x + h ) - f ( x ) | d x = r l i m | f ( x + h ) - f ( x ) | dx< 
n - ^ o o
 J
 - N - l n - N - l n - » ° ° n 
B u t 
l i m | f ( x + h ) - f ( x ) | = 0 , - » < x < ° ° , 
s i n c e f i s c o n t i n u o u s on E^ 
Hence 
l i m f | f ( x + h) - f ( x ) | d x = 0 . 
h -» 0 J -co 
P a r t ( i i ) . D e f i n e t h e f u n c t i o n f b y 
f ( x ) = f ( x ) , x e [ c , d ] 
- 0 , x e E^ - [ c , d ] . 
T h e n , s i n c e f i s summable on [ c , d ] , f i s summable on E^, and 
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J f(x) dx = J f(x) dx 
By a.standard approximation theorem for summable functions (cf• Hewitt 
[ l l ] , pp. 143-4, or Groome [7] , pp. 11-15, for detailed proofs), given 
e > 0 there exists a function g continuous on E^  such that 
J |f(x) - g(x)| dx < | 
—oo 
and a positive integer N such that 
g(x) = 0, x e Ex - [-N, N] , 
Note that 
|f(x + h) - f (x) | = | f (x + h) - f(x) -g(x + h) +g(x) +g(x+h) -g(x) | 
< |f(x + h) - g(x + h) | + |f(x) -g(x) | + fg(x+h)-g(x) | 
for all real x and h. 
By Part ( i ) , given e > 0 there exists an h' > 0 such that for 
|h| < h' 
J |g(x + h) - g(x) | dx < | 
Now 
J °° oo |f(x + h) - g(x + h) | dx = I* |f(x) -g(x)|dx < | 
using a change of variable theorem for the Lebesgue integral. Thus, 
for |h| < h' , 
63 
oo oo 
R |f(x + H) - f(x)|dx < J | r(X + H) - g(x + H)| 
-oo J -oo 
oo 
+ J FF (x) - g(x)|dx + 
dx 
+ J |g(x + h) -g(x)|dx < | + | + | = e 
Hence 
lim J | f (x + h) - f (x) | dx = 0 
Since, f(x) = f(x) for x e [c, d] and since there is some h" > 0 
such that x + h e [c, d] if x e [a, b] and |h| < h", 
OO ^ ^ ^ 
[ 1 f(x + h) - f(x) | dx > [ |f (x + h) - f (x) |dx > 0. 
-co J a 
Thus 
P b 
lim |f(x + h) - f(x)|dx = 0. -
h-» 0 Ja • 
Theorem 4.8. If K is a measurable character of the real line, then 
K(x) = exp(i b x) for some real number b. 
Proof. For |h| > 0 and x and y real, 
K(x + h) - K(x) = K(y)(K(x + h-y) - K(x-y)). 
Thus for r > 0 
f r (K(x + h) -K(x))dy = frK(y)(K(x + h-y) -K(x-y))dy 
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and 
1 r r 
K(x + h) - K(x) = ± K(y)(K(x + h - y) -K(x-y))dy. 
r J 0 
Hence, since |K(y)| = 1 for all real y, 
|K(x + h) - K(x)| < i | |K(x + h-y) - K(x - y) | dy . (4.8.1) 
Thus 
lim |K(x + h) - K(x) | = 0 , 
h-> 0 
since the limit on the right in inequality (4.8.1) is zero by Lemma 4.7, 
Thus K is continuous for all real x. 
Considering r > 0 , 
K ( h> ; K<°> j'Kfx) dx - i J'K(X + h) - K(x) dx , 
r r 
=
 h J K ^ x + h ) d x " h J K ( x ) d x 
0 
1 n r + h l n r 
= K J h K(x) d x - i J o K ( x ) dx 
Denoting H such that H' (x) = K(x) on E^, it follows by the fundamental 
theorem of calculus that 
f K(x)dx - [ K(x) dx = H(r + h) - H(h) - H(r) + H(0), 
Jh J n 
= I K(x) dx - f K(x) dx . 





 K ( X ) D X . I J K ( x ) d x - I J K ( x ) d x 
Since K is continuous, 
1 . r+h 
lim — 
h-» 0 n V T 
K(x) dx = K(r) , 
and 
1 i* h 
lim £ | K(x) dx = K(0) 
h -» 0 
Since J K(x) dx / 0 for all r > 0, there exists r > 0 such that 
l i m K(h) - K(0) = K(r) - K(0) 
h+0 h r r .„ , . 
dx r K(x) 
and K is differentiable at the origin, 
Let 
b = - iK' (0) , 
Then 
K(x + hQ - K(x)
 = K ( x ) ^K(h) - K(0) 
and thus K' (x) = ibK(x), for each real number x. Therefore, for 
some constant C, K(x) = C exp (i bx) for all real x. Using the 
fact that K(0) = 1 , it follows that C = 1 and K(x) = exp (ibx). 
If b = b^  + ib^, (where b^ and b^ are real), then 
6 6 
EXP(ibx) = EXPCIB^x - b 2 x) 
and 
| exp( ibx ) | = exp(-b 2 x) . 
If b 2 / 0 then | exp( ibx ) | would be unbounded on contradicting 
the fact that |K(x) | = lo Thus there i s some real number b such that 
K(x) = exp(ibx) . | 
Corollary 4»9. Let f be a complex-valued Lebesgue measurable function 
defined on [ 0 , °°) such that f (0) = 1, f (x + y) = f (x ) • f (y) for 
each nonnegative x and y, and f (x ) / 0 for a l l x > 0. Then 
there are real numbers a and b such that 
f (x) = exp((a + ib) x ) 
for a l l x > 0. 
Proof. Let g be defined by 
g(x) = In | f ( x)l . 
Then g i s f i n i t e - v a l u e d , measurable and 
g(x + y) = g(x) + g(y) 
for a l l real x, y > 0 o Since, for a l l real x, y > 0, 
g(x) + g(y) = g(x + y) = g (5 (x + y) + 5 (x + y)) =2g(~ (x+y)) , 
i t fol lows that g IS midpoint convex on (0, °°). By Theorem 3 . 7 , g 
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i s c o n t i n u o u s on ( 0 , °°) a n d , t h u s , bounded on each i n t e r v a l of t h e 
form [ e , e f o r 0 < e < L By Theorem 4 . 5 , | f ( x ) | = e x p ( a x ) f o r 
some r e a l number a . I f K i s d e f i n e d by 
K(x) = J(x) , 
t h e n K i s m e a s u r a b l e . Thus 
f o r some r e a l number b . T h e r e f o r e 




DEFINITION AOL. A HAMEL BASIS FOR THE SET OF REAL NUMBERS (VIEWED AS 
A VECTOR SPACE OVER THE RATIONAL FIELD) IS A SET H OF REAL NUMBERS 
WHICH SATISFIES THE FOLLOWING TWO CONDITIONS,, 





WHERE N IS A POSITIVE INTEGER, «£H^  .HG,. • • .H^ J. (^ H , AND R^R^,...,! 
ARE RATIONAL NUMBERS. 
(II). WHENEVER H^JH^,.°.,HN (FOR SOME POSITIVE INTEGER N) ARE ELE­
MENTS OF H WITH H. / H. FOR I / j, AND R,,RN..,,,R ARE RATIONAL 
1 ' J ' ' 1' 2' ' N 
NUMBERS, 
N 
Y R.H. = 0 
Li 1 1 
I = L 
ONLY IF R^  = 0, I = 1,2,...,N . 
CONDITION (II) ASSERTS THAT H IS A FINITELY LINEARLY INDEPENDENT SET 
IN THE VECTOR SPACE CONCERNED. THE THEOREM WHICH FOLLOWS ESTABLISHES 
THE EXISTENCE OF A HAMEL BASIS FOR THE REALS. THE RESULT WAS FIRST 
PROVED BY HAMEL [9] IN 1905 USING THE WELL-ORDERING THEOREM. THE PROOF 
GIVEN HERE MAKES USE OF ZORN'S LEMMA WHICH IS EQUIVALENT TO THE WELL-
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ordering theorem0 For the terminology used, consult Keley [16] or 
McShane and Bots [21]0 
Theorem A.2. There exists a Hamel basis for the set of real num-
bers«> 
Proof. Let (? be the collection of all subsets of E^  which are fin­
itely linearly independent in the sense of condition (ii) of Definition 
A.l. The collection & is nonempty, since, for example, the one-point 
set {2} belongs to & . The collection & is partially ordered by set 
inclusion. Suppose that £ is a chain in (?, i.e0, a nonempty subcol-
lection of O* such that whenever P eC and Q e C- then either P CQ 
or Q CZP» Let C be the union of the sets in the chain £ „ It is 
shown in what folows that C is itself a finitely linearly independent 
set, and consequently belongs to (? and is an upper bound in & for 
the chain £. 
Suppose that C is not a finitely linearly independent set. Then 
C contains a finite subset £c, , c^ , «>•.',c "j- which is linearly dependent. 
Let c^  e e £, i = 1,2,...,n. Since £ is a chain, for each i and j either CZC^. or dC\. Consequently there exists an index 
m e l^,2,o.e,n} for which C^  C" C , i = 1,2,....n. It folows that 
•fc. , c_, o o.,c I CZC . This contradicts the fact that C , as a member of V. 1' 2' ' nJ m nr 
QJ is a finitely linearly independent set. Hence C is a member of &9 
and C clearly is an upper bound*for C- . 
Every chain in & has an upper bound in (?. Zorn's lemma implies 
that (P contains a maximal element H. J"his asserts that H is a 
finitely linearly independent subset of E^  which is not properly contained 
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in any other finitely linearly independent subset of E^. Such a maximal 
set H is a Hamel basis for E^ , as is seen by the following. It is 
only necessary to verify condition (i) of the definition. Suppose that 
x e E^  but x ( H. By the maximality of H, the set H \J -[x} is a ; 
finitely linearly dependent set. Otherwise the maximality of H is 
contradicted, since H U j^ x} properly contains H. Hence there exist 
rational numbers a^ ,a ,0..,a^, not all zero, for which 
aihi+---+ak-ihk-i + v = °-
Here, a^  / 0 since if a^  = 0, then H would be finitely linearly 
dependent, which is not so. Thus a^  / 0, and x can be represented 
in the form required by condition (i) of the definition. It follows 
that H is a Hamel basis for E.. H 
1
 I Note. It is easy to verify that a Hamel basis for E^  is non-denumer-able, since the collection of all finite linear combinations (with rational 
coefficients) of a denumerable set is denumerable. A Hamel basis for E^  
can contain at most one rational number, and there exists a Hamel basis 
which contains the rational number 1. If a Hamel basis H were to con­
tain two rational numbers, then there would be alfinitely linearly dependent 
subset of H, which is not so for any Hamel basis. If H is a Hamel 
basis for the set of real numbers, it.is easily verified that the set 
H^  ='^n^" : n e ' formed for a fixed element h^  e H, is a Hamel basis 
which contains thev rational number." 1. 
Theorem A.3. Given a Hamel basis H for E^  every nonzero x e E^  
has a unique representation of the form 
n 
and 
x = £ r . h . , 
i = l 
where h , , h . , . . . , h a r e d i s t i n c t e l e m e n t s of H and t h e r a t i o n a l 1 2 ' n 
c o e f f i c i e n t s { T ^ } a r e n o n z e r o . 
P r o o f . Suppose t h a t x e E^, x -f 0 and t h a t 
n 
x
 = Z V i 
i = l 
and 
P 
x = £ s j b j (1 < n < p) , 
j = l 
where a, , a _ . . » . . a a r e d i s t i n c t e l e m e n t s of H; b 1 } b ~ , . . . , b a r e 1 ' 2 ' ' n ' 1 ' 2 ' ' p 
d i s t i n c t e l e m e n t s of H; a n d , t h e r a t i o n a l numbers r . , r _ , . o . , r : 
1 ' 2' 7 n ' 
s . , s _ , . o o , s a r e n o n z e r o . I t must be shown t h a t n = p , 
P 
{ a 1 > a 2 ' ' , B ' a n } = { b i j b 2 , 0 0 , , b p } 9 a n d t h a t r i = s i ' 1 = 1>2f" 
Suppose t h a t f o r some m > 1 , ^ b ^ , b 2 , . . . CI J a 2 > • • • > a 
I t may be assumed t h a t t h e e l e m e n t s i n each s e t a r e so l a b e l e d t h a t 
a i = , a 0 = b 0 , • . • , a = b . 
1 1 2 2 m m 
I f m < n and m < p , t h e n 
m n 
X =
 I r i a i + I V i ' 
i = l i=m+l 
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m p 
x = ) s. a. + ) s.b. u 1 1 Z_i I i 
i=l i = m + l 
It f o l l o w s t h a t 
m 
0 
i=l i = m + l i = m + l 
• I ( r i - s i } a i + Z v i + L ( - S i ) b i ' 
w h e r e all t h e a., b. a r e d i s t i n c t e l e m e n t s of H , a n d t h e r a t i o n a l I ' I ' 
n u m b e r s T^,T^,,,»,T^ S^  , s^, ° • . , s^ a r e n o n z e r o . T h i s is i m p o s s i b l e 
s i n c e H is a f i n i t e l y l i n e a r l y i n d e p e n d e n t s e t . S i m i l a r l y , it is 
i m p o s s i b l e t o h a v e m < n, m = p or m = n, m < p . T h u s n e c e s s a r i l y 
m = n and m = p . In t h i s c a s e , 
n 
0 
i = l 
= f (r. - s.)a. 
Li 1 1 1 
a n d t h u s r^ = s^, i = 1 , 2 , . . . , n.g 
S i e r p i n s k i [ 2 6 ] h a s g i v e n a n i n g e n i o u s m o d i f i c a t i o n of t h e p r o o f 
of e x i s t e n c e of a H a m e l b a s i s for t h e r e a l n u m b e r s w h e r e i n h e s h o w s t h a t 
t h e r e e x i s t s a H a m e l b a s i s of z e r o L e b e s g u e m e a s u r e . T h e idea of 
S i e r p i n s k i ' s a r g u m e n t w i l l b e i n d i c a t e d o n l y , w i t h o u t d e t a i l s . L e t X 
b e t h e set of all r e a l n u m b e r s x w h i c h a d m i t b i n a r y e x p a n s i o n s of t h e 
f o r m 
x = C n • C. O C . O C , 0 . . . 
w h e r e CQ is an i n t e g e r and C ^ ^ ^ = 0 or 1 ( i = l , 2 , . . . . ) . L e t 
Y b e t h e set of all r e a l n u m b e r s x w h i c h a d m i t b i n a r y e x p a n s i o n s of 
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t h e form 
where C^^ = 0 o r 1 ( i = 1 , 2 , . . . . ) . The s e t s X and Y a r e s e t s of 
zer<> Lebesgue m e a s u r e , a s i s t h e s e t S = X U Y. Every r e a l number z 
can be r e p r e s e n t e d u n i q u e l y i n t h e form z = x + y where x e X and 
y e Y. The a rgument used i n t h e u s u a l e x i s t e n c e p r o o f f o r a b a s i s i s 
t h e n a p p l i e d t o s u b s e t s of S which a r e f i n i t e l y l i n e a r l y i n d e p e n d e n t . 
I n v iew of t h e r e p r e s e n t a t i o n z = x + y , a Hamel b a s i s f o r E^ i s 
o b t a i n e d . T h i s b a s i s i s a s u b s e t of S and hence h a s Lebesgue measure 
z e r o . For a more d e t a i l e d d i s c u s s i o n ( u s i n g w e l l - o r d e r i n g i n t h e p r o o f , 
i n s t e a d of Zorn ' s lemma), c o n s u l t S i e r p i n s k i [26]. 
S i e r p i n s k i f u r t h e r p r o v e s t h a t , i f a Hamel b a s i s H f o r t h e r e a l 
numbers i s Lebesgue m e a s u r a b l e , t h e n H must be of measu re z e r o . Sup­
p o s e p,H > 0, and l e t h^ e H. C o n s i d e r t h e s e t 
Then 
HH X = ^  |iH > 0 
by Lemma 3.6. Then H^ c o n t a i n s d i s t i n c t e l e m e n t s x and y such 
t h a t x - y i s r a t i o n a l . To deduce t h i s , suppose t h a t H^ does n o t 
c o n t a i n two d i s t i n c t e l e m e n t s whose d i f f e r e n c e i s r a t i o n a l . S i n c e 
u.H^ > 0 t h e r e e x i s t s an i n t e r v a l ( - k , k) such t h a t u-H^ 0 ( - k , k ) > 0. 
L e t H 2 = H 0 ( ~ k , k ) . Then t h e s e t s 
x = 0 • 0 c 2 0 c 4 0 c 6 . . . 
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( h : h = h' + £ , h' e H 2 ) = H 2 + ± , n = l , 2 , . . . , 
a r e p a i r w i s e d i s j o i n t , m e a s u r a b l e s e t s , e ach of measure |i.H 2 , and a l l 
s e t s 
a r e s u b s e t s of ( - k , k + 1). Then on one hand 




* U ( H 2 + i ) - E^(H2 + i ) - + 
n = 1
 i-1 
and a c o n t r a d i c t i o n i s o b t a i n e d . 
Thus c o n t a i n s d i s t i n c t e l e m e n t s x and y such t h a t x - y 
i s r a t i o n a l . L e t x and y , be two such d i s t i n c t e l e m e n t s of H^. Thus 
x
 h , y h , n r n 
Then t h e r e i s a r a t i o n a l number r such t h a t 
h' - h" /
 n 
x - y = —z = r f 0 
1 
Hence 
l h . - l h " - r h x = 0 . 
T h i s c o n t r a d i c t s t h e f a c t t h a t H i s a Hamel b a s i s . Hence i f H i s 
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L e b e s g u e m e a s u r a b l e , t h e n pH = 0 . 
A l though we s h a l l n o t p u r s u e t h e m a t t e r h e r e , i t i s of i n t e r e s t 
t o n o t e t h a t t h e r e e x i s t s a Hamel b a s i s which i s no t Lebesgue m e a s u r a b l e 
F u r t h e r m o r e , no Hamel b a s i s i s a B o r e l s e t . P r o o f s of t h e s e p ro found 
a s s e r t i o n s a r e due t o W. S i e r p i n s k i [26]. 
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