This article describes an application of small area estimation in a survey conducted in the Rathbun Lake Watershed in Iowa (USA). From a sample of 183 plots in the watershed, erosion from four sources as well as total erosion are estimated for 61 small areas within the study region. Information on land cover and topography from GIS coverages are used to create plot-level covariates for the regression model. Two estimators are discussed in the article: an empirical best linear unbiased predictor and a composite estimator. The latter estimator is potentially less ef cient than the former, but preserves the additivity between the estimates for the four erosion sources and the total erosion. For this survey, the estimated ef ciency loss is shown to be very small.
INTRODUCTION
Rathbun Lake is located in southern Iowa and is an essential part of the communities surrounding it. It supplies water to more than 50,000 people, it provides habitat for sh and other wildlife, and its watershed supports pasture, hayland, and rowcrop production. In 1999, a team of scientists from Iowa State University and the Chariton Valley Resource Conservation and Development of ce initiated an environmental health study for the Rathbun Lake watershed. This article discusses a small area estimation procedure that was used to produce estimators for survey data collected as part of the project.
The Rathbun Lake watershed covers more than 365,000 acres (147,710 ha) in six counties, and is divided into 61 subwatersheds de ned by the 14-digit Hydrologic Unit Codes (HUC), with an average size of 5,800 acres (2,350 ha) each. Estimation of the surface water pollution by subwatershed was one of the major objectives of the project. Another objective was the assessment of the sedimentation risks of Lake Rathbun. Since erosion on agricultural land is known to be a major component of water pollution as well as the major source for lake sedimentation, a survey was designed to estimate the amount of erosion delivered to streams in the watershed.
The main sources of agricultural erosion are sheet and rill, ephemeral gullies, gullies, and streambanks. Sheet erosion refers to the loss of thin soil layers from an area due to rainfall and shallow uniform surface water ow without the presence of visiblewater runoff channels in the soil. Rill erosion refers to loss of soil from small channels, visible to the naked eye and which form along crop rows and possibly along tillage marks in the soil. These channels are suf ciently small that they have little impact on machinery operation. The effects of sheet erosion and rill erosion are often measured together. Ephemeral gullies are larger than rills and are the initial formation of larger channels refered to as gullies. Ephemeral gullies are suf ciently small that tillage operations can remove their appearance from the surface. Gullies are normally suf ciently large that tractor and implement crossing is impeded. All forms are common in cropped elds where soils are sloping. Finally, streambank erosion refers to soil loss caused by the effect of the stream itself. See Troeh, Hobbs, and Donahue (1999, pp. 68-70) for more information on erosion sources.
The sheet and rill erosion was expected to be the major contributor to total erosion. Total erosion from agricultural land represented the variable of primary interest to the project scientists. The authors of the current article were responsible for designing a survey to estimate the erosion from all these sources, both at the watershed and at the subwatershed level. The survey involved eld enumeration of all erosion sources in randomly selected plots, and was conductedduring Fall 1999 and Spring 2000. Opsomer et al. (2001) described the sampling design and data collection methodology, and provided a discussion of the erosion ndings. Figure 1 shows the watershed and the sample locations for the erosion assessments.
Estimators for each of the erosion sources as well as for total erosion needed to be calculated for each subwatershed. Because of time and resource constraints, it was only possible to visit 183 sites, which was not suf cient to achieve reliable estimates at the subwatershed level. Hence, it was necessary to use a small area estimation technique to improve the precision of these estimators. In this article, we discuss both an empirical best linear unbiased predictor and a composite small area estimator.
The composite estimator is expected to be less ef cient than one based on a best linear predictor speci cation, but it preserves additivity of the erosion source estimates. Preserving additivity, in this case, means that the sum of the estimated erosion components within a subwatershed equals the estimated total erosion. The quality of this estimator is then compared to that of the empirical best linear unbiased predictor applied to each erosion component separately. The regression model used here is the mixed regression model introduced by Battese, Harter, and Fuller (1988) .
Section 2 of the article brie y reviews the sampling design for the study and the covariates of the regression model. Section 3 discusses the small-area estimators we are considering in this study, the regression model we assume in our estimates, and how these estimates and their variances are calculated. Section 4 compares the predictive quality of the two estimators. 
SAMPLING DESIGN AND DATA
The sampling unit is a plot of approximately 160 acres (65 ha), corresponding to a quarter of a section as de ned by the U.S. Public Land Survey System (PLSS). In this part of the U.S., these "quarter-sections" are a convenient way to de ne sampling units, since their boundaries often correspond to infrastructure features (roads) and ownership delineations. This makes it particularly easy to locate them during eld visits.
The universe of sampling units in the Rathbun Lake watershed was de ned using ArcInfo on digital maps. A "quarter-section coverage" for the area of interest was created by identifying the center points of each PLSS section, and then connecting them with the neighboring four other center points. Since the actual areas of sections are slightly different from one another, the areas of the quarter-sections are not exactly the same. However, they are approximately 160 acres (mean: 159.9 acre, standard deviation: 4.0 acre), so we will continue to refer to them as 160-acre plots. The grid shown in Figure 1 corresponds to the universe of quarter-sections in the watershed.
Because the subwatersheds are the units of primary interest, the sampling design was strati ed by these units, and three 160-acre plots were to be selected in each. However, as shown in Figure 1 , the watershed and subwatershed boundaries did not correspond to those of the quartersections, so it was necessary to develop a method for assigning the 160-acre plots to the strata. In addition, some plots fall partially or completely in Lake Rathbun and therefore contain little or no agricultural land. In order to create a frame of sampling units, three decision rules were implemented. First, a 160-acre plot is included in the sampling frame if the majority of its surface area falls in the watershed. Second, it is assigned to the subwatershed (stratum) that contains most of its surface area. Third, plots containing more than 80 acres of water are excluded from the sampling frame. Using these rules, the Rathbun Lake watershed contains 2,146 eligible quarter-section plots, and each plot belongs to exactly one subwatershed. For the purpose of sampling design and analysis, the subwatersheds were rede ned in terms of the 160-acre plots that were assigned to it. This corresponds to creating a "gridded" version of the Lake Rathbun watershed, with the subwatershed boundaries now following the boundaries of the quarter-sections.
An alternative approach to designing a sampling frame for the watershed would have been to maintain the original subwatershed boundaries, and divide any plots crossing boundaries between subwatersheds. Because the original subwatershed boundaries cannot be observed in the eld, and are generally considered to be dif cult to observe precisely even on a map, it was decided that rede ning the boundaries to match the sampling units was an acceptable way to divide the watershed for survey purposes. In addition, erosion measurements are unlikely to vary abruptly across subwatershed boundaries, so that this should have little effect on the estimates as well. Using the new boundary de nitions, the largest subwatershed contains 82 eligible quarter-sections, and the smallest subwatershed contains 15.
Within each rede ned subwatershed (stratum), three 160-acre plots were selected using systematic sampling. Systematic sampling was used to achieve a good geographic spread within each subwatershed. A summary of the sampling procedure follows. The plots were labeled sequentiallyfrom east to west within a row and from north to south between rows, and the fractional interval method (Särndal, Swensson, and Wretman 1992, p. 77) was initially used to select four plots. Three of the four plots were then selected by simple random sampling. The main purpose for initially drawing four plots was to have a replacement available in case a plot could not be surveyed because of access or permission issues. In addition, we replaced a few of the selected plots because they were too close to each other (even though systematic sampling was used, this situation could occur because the twodimensional way of labeling does not guarantee a uniform spread of the sample plots over a two-dimensional area). Therefore, when selected plots were directly adjacent to each other, one of the two was chosen randomly to be replaced by the unselected plot. Figure 1 shows the nal selected 160-acre plots included in the sample.
For the purpose of estimation, this sample will be treated as a strati ed simple random sample, as is common practice in survey statistics (Särndal et al. 1992, p. 83) . Within each plot, the erosion measurements are made on all eligible agricultural lands. An erosion and sediment delivery estimation procedure developed by the USDA Natural Resources Conservation Service was used to identify sources of erosion, quantify erosion amounts, and provide information on sediment delivery methods. In each plot, four types of erosion were measured: streambank erosion, gully erosion, ephemeral erosion, and sheet and rill erosion. In addition, total erosion (the sum of the four types) was calculated. Further details on the erosion measurement protocols were provided by Opsomer et al. (2001) .
Auxiliary data at the plot or subwatershed level are required in order to apply a small area estimation technique. For this application, plot-level auxiliary data was available, so that a plot-level model could be developed. Land use and topography are considered major determinants of erosion. Data related to these factors were available for the study region in the form of digital elevation and land use classi cation coverages. During discussion with local scientists and eld staff, an initial set of potential variables for a prediction model was constructed based on these coverages by calculating the fractional compositions of quarter-sections in the watershed in terms of land use and slope categories. In particular, the following eight categories of different combinations of soil slope class and vegetation types were formed:
1. 0 to 9% Slope -Grass 2. 0 to 9% Slope -Row Crop 3. 0 to 9% Slope -Forest 4. 9 to 18% Slope -Grass 5. 9 to 18% Slope -Row Crop 6. 9 to 18% Slope -Forest 7. 18 to 40% Slope -Grass, Row, Forest 8. All Other (excluding water) Permanent water was excluded as a category and not counted in the classi cation. Figure 2 displays the histograms for the plot-levelerosion estimates. With the exception of sheet and rill erosion, these data are highly skewed. The eight categories were converted to indicator variables and stepwise regression was used to select a subset of these variables that would result in a reasonable model for all the erosion sources as well as for total erosion. None of the regressions had a high predictive power. The lowest R 2 was 0.05 for ephemeral gully erosion and the highest R 2 was 0.31 for sheet and rill erosion. Nevertheless, a regression model with variables 2 and 5 in the table ("0 to 9% Slope -Row Crop" and "9 to 18% Slope -Row Crop") as predictors was found to provide the best tting model for total erosion as well as sheet and rill erosion, the two most important variables. Because of the skewness of the data, it was not surprising that the residuals from several of these regressions were clearly not normally distributed. As will be discussed in the following, this does not prevent us from constructing statistically valid small area estimates for the erosion by subwatershed.
SMALL AREA ESTIMATION
The small area estimators considered for this applicationbelong to a class of estimators that can be written as a linear combination of a direct (design-based) estimator and a modelbased estimator. The critical aspect of small area estimation is to construct this combination in such a way that it (approximately) minimizes the mean squared error of the resulting estimator, by trading off the large variance of the direct estimator and the potential model mis t of the model-based estimator.
As discussed by Battese et al. (1988) , this trade-off can be expressed in a mixed-effect linear model (Robinson 1991) . Let y ij represent an erosion measurement for plot j in subwatershed i, x ij = (1; x 1 ij ; : : : ; x p ij ) is the corresponding observation of the (p + 1)-dimensional auxiliary variables (as discussed above, p = 2 in this application). Then, we can write
with v i as the ith subwatershed effect and e ij as the random effect associated with plot j in subwatershed i. In the whole sample, we let Y 
is block diagonal, and
with 1 i an n i £ n i matrix with all elements equal to 1, and I i an n i £ n i identity matrix. Let N i represent the number of plots in subwatershed i, and denote the true nite population mean of the y ij in that subwatershed byȲ i = Ni j= 1 y ij =N i . Given the design used in this study, the direct estimator ofȲ i is
Similarly, we de nex i¢ as the sample average for the auxiliary variables in small area i. The "target" of the small area estimation procedure is
withx i(p) the known true average of the auxiliary variables in subwatershed i. Note that y i does not necessarily equalȲ i , since the sum of the e ij in the subwatershed does not have to equal 0. Replacing the nite population quantity by a closely related model quantity is common practice in small area estimation, and the discrepancy between both target quantities is likely to be very small under any reasonable model for the error distribution. Assume now that the v i and e ij are independently (but not necessarily normally) distributed random variables with mean 0 and variances ¼ 2 v and ¼ 2 e , respectively. In that case, the best linear unbiased predictor (BLUP) ofȳ i¢ is given bỹ
and˜the generalized least squares (GLS) estimator
where W = V ¡1 and V as de ned in (3.1) and (3.2) (Harville 1985) . The variance of the error in prediction of the estimator (3.4) is
where c i =x i(p) ¡¯ix i¢ , and
(3.8)
EMPIRICAL BEST LINEAR UNBIASED PREDICTION ESTIMATOR
The BLUP estimator (3.4) is typically unachievable, since it relies on the correct speci cation of the unknown matrix V. Hence, Battese et al. (1988) proposed replacing it by an empirical BLUP (EBLUP), in which ¼ 2 v and ¼ 2 e , the unknown components of V, are replaced by estimators. In the Rathbun Lake study, the following steps were used to calculate the EBLUP and estimate its variance:
1. Estimation of ¼ 2 e : t an ordinary least squares (OLS) regression for the small area centered observations y ij ¡ȳ i on the centered auxiliary variable x ij ¡x i , and calculate the residualsê ij . Estimate the within-small-area variance ¼ with p = the number of auxiliary variables (excluding intercept) andê the "stacked" vector of residuals. 2. Estimation of ¼ 2 v : t an OLS regression for the y ij on the auxiliary variable x ij and calculate small area mean residualŝ
withˆO LS the ordinary least squares parameter estimate. Note that E[û
, where
i¢ ], so that the sum of the weighted squared residuals
(3.10) with1 2 e calculated in (3.9). 3. Estimation of¯i: since n i = 3 for all i, the coef cients¯i in (3.5) are estimated by the same quantityˆ, obtained by replacing the unknown variances by the estimators (3.9) and (3.10). 4. Estimation of¯: t a generalized least squares regression for the y ij on the auxiliary variable x ij , using Equation (3.6) with weight matrix W =V ¡1 , whereV is calculatedusing (3.1) and (3.2) and ¼ 2 e ; ¼ 2 v estimatedby (3.9) and (3.10), respectively. The resulting estimate is denoted byˆG LS . 6. EBLUP variance: the estimator for the error in prediction of (3.11) is obtained by replacing V byV in (3.8) and replacing all remaining unknown quantities in (3.7) by estimates. The procedure outlined in Steps 1-5 is a simpli cation of the full procedure of Battese et al. (1988) . This version ignores the effect of the estimation of the ¼ 2 e and ¼ 2 v on the variance of the EBLUP estimator. However, this additional variability is of smaller order than the variability in both of the leading terms in (3.7).
The above steps can be applied to each of the erosion sources separately, as well as to the total erosion. In that case, the variances ¼ 2 e and ¼ 2 v are estimated for each erosion component separately, and each of the resulting EBLUP erosion estimators for the subwatersheds re ect the (estimated) optimal balance between the within-and the between-variance components. The estimated variance components and the resultingˆfor each of the erosion components are shown in Table 1 .
All the values selected forˆare small, indicatingthat a large portion of the variability in the measurements was estimated to be due to pure noise. Note that the values ofˆfor gully and ephemeral gully are much larger than those for the remaining three variables. These erosion components are also those for which the predictive power of the model is lowest, resulting in a small area estimate that remains closer to the original direct estimates. For models with low predictive power, an estimator like that in (3.4) is essentially equivalent to a shrinkage estimator, in which the small area estimates are made more robust by shrinking them towards the overall mean (e.g., Efron and Morris 1973) .
It is possible to check some of the assumptions of our regression model. The EBLUP estimator speci cally assumes that the errors are independent with a error distribution speci ed in (3.1) and (3.2). This can be ascertained by running standard regression checks on properly normalized residuals. As shown by Battese et al. (1988) , the transformed residualŝ
(3.12)
; are approximately uncorrelated with variance equal to ¼ 2 e if the model is correctly speci ed. For all erosion types and for total erosion, the estimated variance of theê ij is indeed close to the1 2 e in Table 1 . We looked for patterns in the residual plots that would point towards deviations from the "independent and identically distributed" assumption for the residuals. The residual plots for total erosion, sheet and rill erosion, and streambank erosion all had residual plots that appeared appropriately random, while those for gully and ephemeral gully erosion displayed some nonrandom patterns, again indicating some lack of t for those variables.
We also checked the normality of the standardized residuals. The residuals for sheet and rill erosion and for total erosion appear close to normal, those for the remaining erosion types are not. The properties of the EBLUP small area estimator (3.11) do not depend on the normality assumption, but those of its variance estimator (Step 6 of the procedure) can indeed be sensitive to departures from normality. Given that the major erosion types had reasonable residuals and that the estimator itself is robust against non-normality, this was not considered a major concern.
COMPOSITE ESTIMATOR
By estimating the variance componentsin the manner indicatedabove, we are foregoing the additivity across erosion sources, in the sense that the estimator for the total erosion will be different from the sum of the estimators for the individualerosion sources. This is because the estimated coef cientsˆare different for each erosion type and the variance components used in the weight matrix for the GLS procedure also vary between erosion types. For scientists working with these data, this lack of additivity is clearly an undesirable feature of this estimation procedure, especially since the original simple design-based estimates (3.3) were additive. Therefore, this small area estimation procedure was adjusted to maintain additivity, as explained in the following.
To preserve additivity, the same model has to be used for each of the erosion sources. This was done by applying the EBLUP variance component estimates for total erosion to each of the erosion sources, so that the GLS weight matrix and theˆcoef cient are kept constant across all the variables. We will refer to this new estimator as a composite estimator, because it can be written as a linear combination of a direct and a syntheticestimator (Ghosh and Rao 1994) .
We describe the estimation procedure for the composite estimators of the erosion components. The Steps 1-6 given in Section 3.1 are rst followed for total erosion. Let ¼ Step 6 cannot be applied as written, because the EBLUP variance Equation (3.7) no longer holds.
We derive the new prediction variance here. Letŷ i;CO denote the composite estimator for small area i. Note that whereē i = ni j= 1 e ij =n i and the T subscripts denote that the total erosion variance components were used throughout. Straightforward calculations show that
with V the true variance/covariance matrix for Y. In these calculations, we used the fact that
Note that the covariance term is 0 and var(ˆT ) = (X 0 V ¡1 T X) ¡1 when this formula is applied to the total erosion.
The variance of the predictionerror of the composite estimator for each erosion source is estimated by replacing the unknown ¼ 2 v ; ¼ 2 e in this expression by their respective estimators given in (3.9) and (3.10). When the composite estimation procedure is applied to the total erosion, the estimates and their estimated prediction error variances are identical to those found using the EBLUP procedure. This is not the case for the individual erosion sources.
The same model checking as for the EBLUP procedure can be performed here, since the transformed residuals (3.12) with the¬ i calculated with the estimated true variance components still follow the same approximate distribution. As for the EBLUP, the variance of those residuals are close to those estimated using (3.9), and the other ndings remain essentially unchanged. Figure 3 shows a map of the Rathbun Lake Watershed with the direct estimates for total erosion in each subwatershed, and Figure 4 displays the same information for the composite/EBLUP estimators. As can be seen by comparing the scales on both maps, the range of the small area estimates is substantially smaller than that of the direct estimators, indicatingthat the variance of the estimators was indeed reduced by the small area estimation approach.
RESULTS
In order to compare the performance of the different estimators more fully, the average estimated standard errors of all the estimators are calculated in Table 2. The table also shows the estimated relative ef ciency, de ned as the ratio of the average variance of the estimator over the average prediction error variance of the EBLUP. The additivitypreserving composite estimator and the EBLUP provide estimates with smaller average estimated standard errors than the direct estimators, with the exception of the ephemeral gully erosion estimation. Although the estimated standard errors are very consistent and close to these averages across subwatersheds for the composite and EBLUP estimators, they are highly variable across subwatersheds for the direct estimator. Hence, the low average estimated standard error for ephemeral gully erosion is actually a result of the fact that the variance for this erosion source was estimated as 0 in a number subwatersheds, and as very large in others. Overall, this erosion source was very minor compared to the remaining ones. Also of note in Table 2 is the fact that the use of the composite estimator instead of the EBLUP resulted in very little loss in (estimated) ef ciency, with almost identical average estimated standard errors. Hence, maintaining additivity of the erosion sources within the subwatersheds appears to have been achieved with little ef ciency cost.
In this application,an important advantageof replacing the direct estimates by the small area estimates is that the latter make spatial patterns easier to discern. As shown on Figure 4 , total soil erosion appears to be higher in the western half of the watershed (this same pattern is also observed in plots of sheet and rill erosion and ephemeral gully erosion, but less in those for the remaining erosion types). Hence, the highest soil erosion losses tend to occur into waterways farther removed from Lake Rathbun.This nding has important implications for understanding the Lake Rathbun sedimentation risks: because direct sediment delivery to Lake Rathbun is highly distance dependent, high erosion rates further from the lake are not as immediate a concern as high rates close to the lake. Nevertheless, the higher sedimentation rates represent a concern for the local waterways located in the western portion of the watershed, and indicate where changes in farming practices would be most bene cial.
