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Bürge & Hayes-Roth however, that the general but simple conjunctive pattern learning and classification technique and feature-description methodology described below has the ability to deal effectively with such difficult task domains. The phone recognition task is a hard problem which provides a good opportunity to develop the method in a domain subject to a high degree of variability. Moreover, the solution will be of immediate practical use. The approach to be described is one of finding pattern templates which are coniunctive abstractions of simple feature descriptions of training examples from each class. A conjunctive abstraction is the intersection of the sets of features (or predicates) used to describe several training examples from the same class. Because the abstraction represents properties which are true of all the exemplars from which is derived, it may be used as a template for pattern classification. Any test item exhibiting all the f .tures in the templates is assigned to the same class as the examples from which it was abstracted. The abstractions are found by a procedure called SLIM (for Space Limited Interference Matching) 2 . This procedure finds maximal conjunctive abstractions in feature-spaces, and has been implemented as an interactive system in such a way as to facilitate the exploration of different feature representations. The technique of feature encoding developed in the course of this s :udy appears to have a general utility in conjunctive pattern learning. Furthermore, there are parallels with physiological feature encoding and it may provide a bridge between natural and artificial speech processing methodologies.
The remainder of this paper is organized as follows, First we describe SLIM and the feature-encoding method. We then describe the data and their feature representation and the classification experiment. The results obtained are then compared with those from a labelling system in current use which employs a Euclidean distance technique applied to the same training and test examples.
We are able to conclude that the method works better than the one in current use for the vowels upon which the experiments were conducted. Moreover, an examination of the form of the abstractions suggests that formant peaks may not be as good indicators of vowel class as their "shoulders".
SUM
In this section we first give a summary of SLMs operation and then describe it in sufficient detail to understand the remainder of this paper.
The general nature of SLIM's application is as follows. A number of distinct training examples is provided for each of several mutually exclusive pattern classes.
SLIM operates with the examples of each class to produce abstractions. Only those which are expected to perform well as classiticatory templates are retained.
Subsequently, novel test iten are compared with the abstracted templates and are classified as belonging to the class associated with the matched template which performs best.
We shall now be more explicit. SLIM first prepares a description of each exemplar in terms of user-defined boolean features. It then attempts to find characteristic conjunctive abstractions which distinguish specified classes from each other. The basic operation by which this is done is interference matching. The effect of interference matching applied to the descriptions of two exemplars is to produce a schema (or abstraction) which comprises all and only the features common to both.
Because a schema is a set of features, as each encoded exemplar, exactly the same matching process may be applied to a schema and an exemplar.
The procedure of abstracting new diagnostic pattern templates for a class is features in one of the schemata, it is assigned to the class from which the schema was derived. The process is self-terminating, so that it is the highest-performing match which determines the classification.
The OuerlappLna Receptive-Field Feature Representation
Learning is considered here to be a process of inducing pattern templates which are as discriminating {Le, precise) as possible and at the same time as general (inclusive) as necessary to characterize each class, These two goals are in conflict in that precision is necessary to take advantage of fine differences, but it is equally necessary to infer beyond the specific training examples in order to encompass novel examples within any domain which is subject to variability. One of the gcalr of our work is to find features which can do both these tasks well, SLIM is suiteJ to such an effort, because what generalization is not accomplished with the individual schemata themselves will be reflected in the decomposition list as a whole; the list may be viewed as the disjunction of the schemata which comprise It. Because the dynamic decomposition list is itself the basis for incremental learning, any extra capacity for generalization provided by a particular set of features will be reflected multiplicatively in succeeding generations of schemata.
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The solution presented here is to describe each value in terms of features which are series of of overlapping intervals. For the purposes of exposition, let us consider a value of 38 on some dimension. The features could be the ranges of common features. It should be noted that this schema defines an interval from 35 to 49 which, within the framework adopted, is at once the most precise and the most general observation which can be made from the two events. This method of overlapping intervals thus proviJes a solution to the problem of simultaneously discriminating and generalizing within a conjunctive abstraction framework.
This descriptive methodology can be considered as a uniform crding technique with four parameters. They are:
(1) The maximum generalization interval. G, which is the distance between the upper and lower bound of each feature interval.
(2) The maximum discrimination interval. D, which is the distance by which adjacent features are shifted with respect to each other and is equivalent to the JND of a learning procedure based on these features.
(3) The lower limit. L, which is the lowest value codable in the series of features.
(4) The upper Hmit, U, which is the highest value codable in the series of features.
We shall now estimate the efficiency of this form of interval encoding. Given the method, which is quadratically related to these parameters, becomes increasingly significant. Thus, if learning is to be based on interval discrimination and generalization, the proposed code if a highly efficient one.
We are encouraged in our use of this approach by several physiological observations. Firstly, the receptive fields of auditory perceptual system neurones are apparently distributed in an overlapping manner 3 . Secondly, the shapes of auditory tuning curves, which define the frequency characteristics of auditory receptive fields, are often wide 4 , which suggests that the square window nature of our features may be appropriate. Thirdly, the proposed method is a very general method (not at all language-specific, as a formant-extraction approach might be) and may help to explain how animals can be trained to discriminate between speech sounds . Lastly, the proposed code is a redundant one which would produce well-controlled generalizations if features were to be lost for some reason; although we are not able to go into the possibility or significance of discarding features from schemata here, we wish to point out the method's potential for graceful degradation under such loss.
The method, which we may call the overlapping receptive field representation, is applicable to any ordinal scale and may be used for more than one dimension at once, as is the case in the current work.
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The Parametric Representation and Us Preparation
The The raw amplitudes at each frequency were not used, but instead the maxima and minima in each frequency interval of 485.5 Hz, considered at successive intervals of 158.5 Hz, were encoded. This sampling started at 198,125 Hz. There were 29 such frequency samples for each centisecond's spectrum, and hence there were a total of 29x2x6-348 features.
The features are gross in that they cover an interval of 30 units, while most of the spectral amplitude points In the Jata fall within a 40 unit interval. 
ConcLusLons
Firstly, we can conclude that SLIM may be used effectively to find good characterizations in a very difficult area, at the acoustic level of description of continuous speech. Not only are the recognition rates generally good, but in most cases they show the SLIM outperforms those of another method in current use, when applied to precisely the same data. The phone /I/ gave SLIM more trouble than it did to INTRAC. We feel that this is a sign that our features are still insufficiently general, and we are continuing to refine our feature representation. ■'ine ability or a set of simile predicates to capture characteristic patterns in a parametric representation if vowels in continous speech was investigated with the aid of an efficient conjunctive pattern recognition and classification system.
The results compare favorably with those produced by a cluster-based minimal Euclidean distance techilque, run over the identical training and test samples.
The predicates used are similar to auditory receptive fields.
