Community detection is an important problem in social network analysis. Most of the existing research on this topic is mainly based on single network. However, a single network cannot fully reflect the entire social relationship of an individual because of the diversity of social networks. To discover the community structures from multiple networks, a community detection algorithm based on the joint representation of multi-granular networks is proposed in this paper. First, the nodes in each network are embedded to obtain the corresponding vectors. Second, a joint representation of multi-granular networks is formed after the anchor nodes in each network interact to complement their information. Finally, an improved density peak algorithm called Center Density Peak algorithm (CDP) is proposed. Experiments on synthetic and real-world datasets show that the rich structural information of multi-granular networks can improve the accuracy of community detection.
I. INTRODUCTION
A network is constituted by a set of entities and the relationships between them. Generally, entities within the same community have a stronger relationship that represents the same hobbies or closer connections. Thus, the strength of the relationship between entities leads to different communities. The process of dividing entities in a network according to a certain criteria is called community detection. Currently, community detection has been widely applied in many fields, such as network analysis and clustering [1] - [4] , social organization structure network analysis [5] - [9] , personalized services and recommendations [10] , [11] , and biological proteins analysis of performance and mutual function [12] , [13] and so on.
Individuals often join multiple social networks for different purposes (e.g. friends, colleagues, relatives, etc.). This may result in the loss of structure information about individual and an incomplete structure of the detected communities when a single network is used to calculate an individual's social relationship. Thus, it is necessary to combine multiple social The associate editor coordinating the review of this manuscript and approving it for publication was Md. Abdur Razzaque . networks of individuals for community detection. A network collection of individuals in different physical senses is called a multi-source social network. It brings new challenges and opportunities to community detection.
As shown in Figure 1 , there are two social networks (X and Y ) of individual A. B and C exist in these two networks at the same time, and the rest individuals exist in only one of them. The thickness of the lines in the Figure 1 represents the degree of closeness of the relationship between individuals. The thicker the line between two nodes, the closer the connection between two individuals. From Figure 1 , the individuals and the tightness between them in the network is inconsistent under a single network. For example, in X , A and B are more closely connected, but in Y , the connection between A and B is not close. Through the comprehensive analysis of the two networks of A (as shown at the bottom of Figure 1 ), the result of the rightmost community division can be obtained. Thus, if we just analyze a certain network, it would mistake the final community detection result.
Obviously, a multi-sourced network has more abundant structure information than a single network of it. To discover communities from a multi-sourced network, it often needs VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ to fuse the information of multiple networks to obtain an integrated network. However, this leads to high space complexity due to the huge network topology. In addition, it is easy to cause loss of certain information in a single network in the process of joining multiple networks. However, existing research has paid little attention to this aspect. Therefore, it becomes a problem that how to reasonably utilize the structural information of each network. In order to solve the above problems, this paper proposes a community detection algorithm based on the joint representation of multi-granular networks. The algorithm integrates the information without directly giving the topology of the joint networks, and supplements the information of the anchor node to make the structural information of individual as complete as possible. The main contributions of this paper can be summarized as follows:
1. A community detection algorithm based on the joint representation of multi-granular networks is proposed, in which the information of multiple networks can be fully employed to overcome the shortcoming of the information incompleteness of a single network.
2. The information of the anchor nodes in the each network is fully utilized, and performs information interaction on the anchor node, so that the anchor node can obtain node information from multiple networks.
3. An improved Density Peak algorithm, called the Center Density Peak algorithm (CDP) is proposed. By calculating the distance from the cluster center with higher density, CDP can get better clustering results when the nodes are uniformly distributed.
The remainder of this paper is organized as follows. The next section is about the related works on community detection and network embedding. Section 3 formalizes the problem and gives the idea of community detection based on multi-granular networks. Section 4 introduces the community detection algorithm developed in this paper. Section 5 presents the experimental results and analysis. Finally, Section 6 concludes the paper and suggests future directions of this research.
II. RELATED WORKS
Researchers have conducted extensive studies to discover the community structures from networks. These research can be roughly divided into supervised [14] - [18] and unsupervised [19] - [24] according to the labeling data. Among them, supervised methods include label propagation, random walk, statistical inference etc. The method based on label propagation [14] is a semi-supervised learning algorithm for graphs, which uses the label information of marked nodes to predict the label information of unmarked nodes. The method based on random walk [15] , [16] is also an algorithm for community detection using graph structure. The basic idea of the algorithm is that after the initial node performs a k-step random walk, if the probability that this node originally belonged to this community is large enough, then the area is a community. Random walk can reflect the tightness and interactivity between nodes in a network. Statistical inference [17] , [18] uses the EM algorithm to continuously update the iterative parameters, so that the maximum likelihood function is maximized, and then the community segmentation result with the highest confidence is obtained. It can discover communities of different structures by this method, but the number of communities needs to be set in advance. Unsupervised methods contain spectral clustering, hierarchical clustering etc. Spectral clustering [19] - [21] is a graph-based clustering method. It divides a graph into two or more optimal subgraphs, so that the interiors of the subgraphs is as similar as possible, and the distance between the subgraphs is as far as possible. This method can discover communities from a sample space of arbitrary shape and converge to the global optimum. The method based on hierarchical clustering [22] - [24] uses the idea of hierarchical clustering to divide communities.
It can directly obtain the structure of communities, and the whole process is unsupervised. Moreover, it is not necessary to manually set the number of communities in advance. However, it is not suitable for large networks due to the high algorithm complexity.
In recent years, some researchers have focused on multiattribute community detection. For example, Tang et al. [25] proposed a partition integration method for community detection in d-dimensional networks. This method firstly uses the K-means to determine the hard clustering of a single dimension, and then the clustering is applied to obtain the final cluster. The purpose of clustering is to find consistent partitions in all dimensions. Lin et al. [26] used a relational hypergraph decomposition approach to detect user communities based on various social contexts and interactions. Multiattribute networks have increased the source of attributes, which makes the analysis of individuals more comprehensive and makes the results found by the networks more accurate. The researches mentioned above consider the different attribute information in a network to supplement the network, but pay little attention to the differences in the strengths of different networks.
Another related work is network embedding, which is helpful for saving the structural information of the network. Network embedding is one of the most effective network representation frameworks. The DeepWalk proposed by Perozzi et al. [27] is the first one which uses the method of representation learning for network embedding. The method obtains local information from the truncated random walk, and learns the potential representation by treating the swim as an aliquot of the sentence. Huang and Mamoulis [28] proposed a meta-path based proximity metric method. The method is modeled based on the proximity of the meta-path, then embedded in the vector space, and optimized by negative adoption to achieve community partitioning. Fu et al. [29] proposed a new representation learning framework HIN2Vec using the idea of meta-path. The framework uses neural network models to capture relationships embedded in complex heterogeneous networks, and then use negative sampling and random walk for community detection. Sun et al. [30] defined a PathSim similarity measure to select the best path for community detection under the framework of the metapath. Tang et al. [31] proposed the LINE method, which is applicable to large-scale social networks. It uses a breadthfirst search strategy to generate context nodes and negative adoption for community detection.
III. MULTI-GRANULAR JOINT NETWORK REPRESENTATION
In this section, the definitions of some concepts used in this paper are given, and the idea of multi-granular joint network representation is introduced.
. . , v n } is a set of nodes, and each v i ∈ V represents a node, and E = v i , v j |i, j = 1, 2, . . . , n is a set of edges, and each edge e = v i , v j represents a relationship between two nodes. If there is a relationship between two nodes, there is an edge between them. From the perspective of granular computing, a single network could be regarded as an information granular of network structure information, and multiple networks constitute a multi-granular network structure. Here, a single network is called a single-granular network, and multiple networks are called a multi-granular network. A multi-granular network structure refers to a network structure of individuals in different physical senses.
Definition 2: It is assuming that an individual H has n different social groups, the n different social groups are the n different meaning network structures of the individual H , and these n network structures constitute the multi-granular network space of the individual. GN = {GN 1 , GN 2 , . . . , GN n } indicates a multi-granular network, and GN i (i = 1, 2, . . . , n) denotes the i-th granular network space structure of the individual H .
A multi-granular community structure refers to community detection in different physical senses under a granular network space. Therefore, a multi-granular community structure can be defined as follows.
Definition 3: It is assume that the network GN has n granular, and c(GN i ) indicates the number of communities in the i-th granular network space. 
then C is the network after combining the two granular networks.
As shown in Figure 2 , Granular Network 1, 2 and 3 are three networks, and they form a multi-granular network. Community Structure 1, 2 and 3 are detected from Granular Network1, 2 and 3 respectively, and the multi-granular community structure is detected from the multi-granular network.
The network embedding used in this paper is LINE [31] . It has been widely used in embedded learning due to its simplicity and large network applicability. It maps nodes to the vector space according to the degree of density of their relationships by first-order approximation and secondorder approximation, so that the similar nodes are projected into similar locations. The first-order approximation is the sharing probability of defining two endpoints v i and v j in an undirected edge (v i , v j ). Then, the first-order approximation function is trained by minimizing the objective function as follows: where
represents first-order approximation, u i and u j are vectorized representations of nodes v i and v j , i,j represents the weight of the edge between nodes v i and v j .
Then, the second-order approximation is trained by minimizing the objective function:
where
represents second-order approximation, u j is the representation of v j when it is treated as a specific ''context'', and v is a collection of nodes. After the network is represented by the LINE, the joint representation of the multi-granular network can be realized by splicing the vectors, and the specific process is shown in Figure 3 . The topology of the original network is first input, then LINE is used to embed the node into a lowdimensional space, and the structural characteristics of the nodes in the original granular network are retained. The same procedure is completed for each network and put in the same low-dimensional space. Next, the anchor nodes are found in another granular space. Finally, the joint method based on a multi-granular network is used to unitize the networks in multiple granular spaces, and the structure of the nodes under the original granular does not change. The joint formula is as follows:
where W = − (vi,vj)∈E ij log
is the vector representation of the node under single-granular network, ∂ i (i = 1, 2, . . . , n) is the joint coefficient, and the value is given by the importance of the corresponding network, and ⊗ represents the splicing of the nodes between networks. As shown in Figure 3 . In Figure 3 , networks in different granular spaces are represented in same low-dimensional space by network embedding. To obtain a joint representation of a multi-granular network, these node vectors are further combined. The model preserves the structural information of each network in the original network and does not require direct integration of multiple networks. For example, if X is in Granular 1 and not in Granular 2, then the structure information of the node X in the Granular 1 needs to be completely preserved. So, this method can largely avoid the loss of information. If there is a node Y in Granular 1, and it is also in Granular 2, then the structure information of the node Y in the original Granular 1 and 2 is saved, and good interactive information exists in the joint granular.
IV. A CENTER DENSITY PEAK ALGORITHM
Commonly used community detection algorithms include the K-means++ [32] , the Affinity Propagation [33] and the Density Peak [34] . The K-means++ is easy to cause the local optimum and is sensitive to noise. The Affinity Propagation needs to update the attractiveness value and the attribution value of each data point after each iteration, which leads to high algorithm complexity. Density peaks can handle irregular shaped clusters and do not need to constantly update parameters.
The basic idea of Density Peak is that seeking the region surrounded by low density. However, it is easy to cause that all the nodes excluding the clustering center nodes are divided into the first category when data points are uniformly distributed. In Figure 4 , the black dot and black pentagon are the clustering center points that have been determined, which represent Class 1 and 2, respectively. The black triangle is the node to be divided, and the original node type of this node is Class 2. However, it will be divided into the first kind of nodes by the Density Peak, and the remaining nodes excluding the clustering center will also be divided into the first kind of nodes. Thus, if the data points are uniformly distributed, there is a risk of snowballing by Density Peak.
To solve the above problem, we develop an improved the Density Peak algorithm, called the Center Density Peak algorithm (CDP). Specifically, in the process of clustering, the relative distance is not calculated by comparing the nodes with high density. The formula is as follows:
where δ i represents the relative distance of point
χ dist x i , x j − dist cutoff represents the local density, dist cutoff is the cutoff distance, and χ (x) = 1 0 indicates the number of data points whose distance between the i-th data points is smaller than the cut-off distance dist cutoff , and is taken as the density of the i-th data point, c j represents the j-th clustering center point. The relative distance of clustering center points with higher density than itself is calculated, and the clustering center points with small relative distance are searched for, so as to obtain accurate community division results when the nodes are uniformly distributed (as shown in Figure 5 ). Based on the joint representation of multi-granular networks and the CDP algorithm, we proposed a community detection algorithm based on the joint representation of multigranular networks as Algorithm 1.
In Algorithm 1, U representes a set of networks, p v ii represents the vector of node v i in G i , p v ij represents the vector of node v j in G i , → O represents zero vector, G indicates a multi-granular network, dist ω i , ω j represents the distance between node ω i and node ω j , dist coutoff indicates the cutoff distance, c i indicates the cluster center point, and T c i indicates the type of cluster center point c i . Algorithm 1 can be divided into three parts: Steps 1 to 5 is embedded representation of nodes, Steps 6 to 13 is joint representation of multi-granular networks, and Steps 14 to 20 is community detection from multi-granular networks.
The time complexity of Algorithm 1 is O (2mn + k) , where m is the size of the i-th granular network, indicating the number of nodes in the i-th granular network, n is the size of the multi-granular network, indicating the number of networks in the multi-granular network, k is the number of nodes in the multi-granular network. Compared with community detection from a single network, the complexity of the proposed algorithm is slightly higher, because it need to spend some time on the joint of multiple networks.
V. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, a set of experiments are used to compare the differences between multi-granular networks and VOLUME 7, 2019 Algorithm 1 Community Detection Algorithm Based on the Joint Representation of Multi-Granular Networks Input: G 1 , G 2 , . . . , G n ; Output: GN 1 , GN 2 , . . . , GN n ; 1: for G i in U do 2: for v i in G i do 3: Calculate p 1 v i |v j 4: end for 5: end for 6: for G i in U do 7: for v i in G i do 8: if v i in G j do 9: Calculate ω i 10:
end if 12: end for 13: end for 14: for ω i in G do 15: Calculate ρ i 16: if ρ i < ρ c i and min dist (ω i ,c i )
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: single-granular networks in community detection. The datasets used in the experiments are selected from the E-mail dataset on SNAP2 [35] and several synthetic datasets generated on the LFR network. The experiments were done in Python 3.5, and run on a computer with Intel i5 7400, 16G memory. The used datasets are shown in Table 1 .
In Table 1 , E-mail is the real dataset on SNAP2, which has a total of 42 communities. Synthetic1, Synthetic2, and Synthetic3 are synthetic networks generated on the LFR reference map, and the corresponding communities are 28, 13, and 4, respectively. The mixing parameters of all the synthetic networks in the experiment are all 0.2.
A. EVALUATION METRIC
F1-Score is a metric often used to measure the accuracy of a model in classification problem. It considers the accuracy and recall of a classification model and is the weighted average of them. The formula is as follows: where P stands for precision, and P = TP TP+FP , where TP stands for true positive, that is, the prediction is positive, and the actual number is positive; FP stands for false positive, that is, the prediction is positive, and the actual number is negative. R stands for recall rate, and R = TP TP+FN , where FN stands for false negative, that is, the prediction is negative, and the actual number is positive.
To simulate a multi-granular network, the datasets were split so that the nodes in the original network were distributed among two networks. The distribution of network nodes and edges after splitting is shown in Table 2 .
The Center Density Peak (CDP), the Density Peak (DP) [34] , K-means++ [32] , and the Affinity Propagation (AP) [33] are used to perform community detection. First, the F1-score is calculated for the single-granular network, and then the F1-score is calculated for the multi-granular network. The results are shown in Tables 3.   TABLE 3 . The F1-score of a single-granular network and multi-granular network.
In Table 3 , A and B represent single-network in two different granular spaces, and (A, B) represents the multi-granular network. Bold is the optimal result under a single-granular network, and italic is the result of the multi-granular network. Experiments show that the CDP algorithm has obvious advantages in the E-mail and synthetic3 in a single-granular network. Because the distribution of nodes is relatively uniform on the E-mail dataset, but the Density Peak algorithm is prone to over-fitting for datasets with nodes that are relatively uniform, while the K-means++ is not good at finding spherical data. The community detection results of multi-granular networks are significantly better than those of single-granular networks. Because multi-granular networks complement the information and obtain missing or incomplete information in single-granular networks. Figure 6 shows the sensitivity tests for parameters α and β in the joint process. It is first ensured that one network is unchanged and the other network changed. If two networks are simultaneously incremented or decremented, then it is equivalent to multiplying two networks by a certain coefficient at the same time, which is the same as the original clustering result. Therefore, only one network is selected for reinforcement during the experiment. The abscissa represents the value of α divided by β, and the ordinate represents the F1-score value. All the algorithms except the Affinity Propagation rised when the parameters are strengthened. This is because when the network is strengthened, the relationship in the network is also strengthened, and the connection degree between the nodes becomes stronger, which is more conducive to the discovery of the community. However, the Affinity Propagation is not sensitive to outliers, thus it does not change much when the parameters are strengthened. Moreover, it can be found that the CDP algorithm in this paper is superior to the other three algorithms.
B. VISUAL REPRESENTATION
The E-mail, Synthetic1, Synthetic2, and Synthetic3 datasets are visually represented by CDP algorithm, and the results are shown in Figure 7 represent single-granular network A, single-granular network B, multi-granular network, and the groundtruth, respectively.
In Figure 7, 8, 9 and 10, the color of the node represents the category that the node should belong to. As shown in Figure 10 , there are four communities in this network. a and b represent the partition result under different single granular, c represents the result obtained by using the algorithm proposed in this paper, and d represents the original partition result. In Figure 10 , the community detection algorithm represented by the multi-granular network in this paper could obtain the community detection results close to the real situation. However, due to the lack of information and the incompleteness of the link relationship in a single-granular network, the nodes in the community are not tight or even lost, which leads to the confusion of the community and the complete community structure.
VI. CONCLUSION
In order to solve the failure of community detection caused by incomplete information of single network, a joint representation of multi-granular network is proposed in this paper. It uses a multi-granular joint solution mechanism to simultaneously combine the link information of multiple networks. By this way, more complete network structure information can be obtained without directly merging the topology of networks. In addition, the original density peak algorithm was improved to make it suitable for networks where the nodes are uniformly distributed. Experimental results on realword and synthetic datasets show that the rich structural information of multi-granular networks can discover more complete community structures. In the future, we plan to consider combining only the information we need in multiple networks to eliminate unnecessary information and improve the computational efficiency of the method. 
