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Abstract
In this note, we develop a computational method for solving an optimal control problem which is governed by a switched
dynamical system with time delay. Our approach is to parameterize the switching instants as a new parameter vector to be
optimized. Then, we derive the required gradient of the cost function which is obtained via solving a number of delay differential
equations forward in time. On this basis, the optimal control problem can be solved as a mathematical programming problem.
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1. Introduction
A hybrid system is a dynamic system which involves both continuous and discrete event dynamics. Switched
systems belong to a particular class of hybrid systems. The continuous dynamics is usually described by some kinds of
differential equations, while the discrete event dynamics is described by a switching law. This hybrid system consists
of several subsystems and a switching law, where the switching law is determined by a switching sequence and a set
of switching times. At each time instant, only one subsystem is active. It can be described by a differential inclusion
of the form
x˙ (t) ∈ { fv (t, x (t), u (t)) : v ∈ {1, 2, . . . , M}}, (1.1)
where x (t) ∈ Rn , u (t) ∈ Rm and for each v ∈ {1, 2, . . . , M}, fv : Rn+m+1 → Rn is continuously differentiable
with respect to its arguments. A switching law σ for system (1.1) is defined as follows:
σ = ((τ0, i0), (τ1, i1), (τ2, i2), . . . , (τN−1, iN−1)), (1.2)
where τ0 = 0, τN = T , τi , i = 1, 2, . . . , N−1, are the switching instants. An optimal control of such a system involves
finding an optimal control u (t), and an optimal switching law σ such that a given cost functional is minimized.
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This problem has been extensively researched in the past few decades. For example, an algorithm based on dynamic
programming was presented in [1]. In [2], a method for computing optimal switching times is developed. In [3], a
method is proposed for optimal control of switched systems, where the switching sequence is assumed to be given.
This method is based on the control parametrization enhancing technique reported in [6]. For other relevant articles,
see [4,5].
In this work, we consider optimal control of switched systems with time delay. This problem has been rarely studied
since the presence of delay makes the problem much more complicated. The enhancing transformation developed in
[6] cannot be used directly to deal with this problem due to the presence of the delay in the dynamical system.
Consequently, the optimal control software MISER 3.3 [8] cannot be used directly to solve this class of problems.
However, the approach reported in [7] can be used to derive a gradient formula of the objective function with respect
to the switching times. Thus, the problem can be solved as a mathematical programming problem.
The rest of the work is organized as follows. In Section 2, we formulate the problem. In Section 3, we introduce a
parametrization method to parameterize the switching times. Then, we derive the required gradient of the cost function
with respect to the vector of the switching times via solving a number of delay differential equations forward in time.
Consequently, a computational method is obtained. In Section 4, we present a numerical example to illustrate the
efficiency of the method. Section 5 concludes the work.
2. Problem formulation
Consider a switched dynamical system defined in [0, T ] with one time delay and N − 1 switches:
x˙ (t) = fi (t, x (t), x (t − h)), t ∈
(
τi−1,τi
]
, i = 1, 2, . . . , N, (2.1a)
with initial condition
x (0) = x0, x (t) = φ (t), t ∈ [−h, 0), (2.1b)
where x ∈ Rn , h is the delay time, fi : R1+n+n → Rn , i = 1, . . ., N , and φ : R1 → Rn are given functions. We
assume that the switching sequence is preassigned, such that
0 = τ0 ≤ τ1 ≤ · · · ≤ τN−1 ≤ τN = T (2.2)
where the switching times τi , i = 1, . . . , N − 1, are decision variables. Our objective is to find a switching vector
τ = (τ1, τ2, . . . , τN−1) subject to the condition (2.2) for the time-delayed switched system (2.1a) and (2.1b) such that
the cost function
J (τ ) = Φ (x (T |τ )) (2.3)
is minimized, where x (T |τ ) is the solution of system (2.1a) and (2.1b) at the terminal time t = T corresponding to
the switching vector τ = (τ1, τ2, . . . , τN−1).
For convenience, let this problem be referred to as Problem (P).
Remark 2.1. If the cost function is given by
J (τ ) = Φ (x (T |τ )) +
∫ T
0
L (t, x (t|τ ), x (t − h|τ )) dt, (2.4)
we can convert it into an objective function of the form (2.3) by introducing an additional state with dynamics
x˙n+1 (t) = L (t, x (t|τ ), x (t − h|τ ))
xn+1 (0) = 0.
The objective function of (2.4) can then be written as
J (τ ) = Φˆ (xˆ (T |τ )),
where xˆ (T |τ ) = [x (T |τ ) , xn+1 (T |τ )] and
Φˆ
(
xˆ (T |τ )) = Φ (x (T |τ )) + xn+1 (T |τ ) .
1064 C. Wu et al. / Applied Mathematics Letters 19 (2006) 1062–1067
To proceed further, we assume that the following conditions are satisfied:
(1) all switching durations are larger than the delay time h, i.e.,
τi − τi−1 ≥ h, ∀ i = 1, 2, . . . , N; (2.5)
(2) the functions fi (t, x (t), x (t − h)), i = 1, 2, . . . , N , and Φ (x (T )) are continuously differentiable with respect
to all their arguments.
3. Problem reformulation and gradient formula
Note that the terminal cost function of Problem (P) depends only on the switching vector. To solve Problem (P),
we need the gradient formula of the terminal cost function with respect to the switching vector τ . This is to be achieved
through the introduction of a parametrization method developed in [7].
For each i = 1, . . . , N , let
ξi = τi − τi−1, i = 1, . . . , N, (3.1)
be the duration between the switching times τi−1 and τi . Clearly,
τi =
i∑
j=1
ξ j , i = 1, . . . , N. (3.2)
Let ξ = (ξ1, ξ2, . . . , ξN ) ∈ RN be the duration vector. It is clear that
ξi ≥ 0; i = 1, 2, . . . , N, (3.3)
N∑
i=1
ξi = T . (3.4)
With this notation, we note that the determination of the switching vector is equivalent to the determination of the
duration vector. Consequently, x (t), which is dependent only on the switching instants {τi : τi ≤ t, i = 1, . . . , N},
can be viewed as being dependent on the duration vector, i.e.,
x (t) = x (t; ξ1, ξ2, . . . , ξi−1),
for t ∈ (τi−1, τi ], i = 1, . . . , N . With this transformation, we see the state x is not only a function of t , but also of ξ .
Then, (2.1a) and (2.1b) can be written as
∂x
∂ t
(t; ξi−1, ξi−2, . . . , ξ1) = fi (t, x (t; ξi−1, ξi−2, . . . , ξ1), x (t − h; ξi−1, ξi−2, . . . , ξ1))
t ∈ (τi−1,τi], i = 1, 2, . . . , N, (3.5a)
with intermediate conditions
x (t; ξi−1, ξi−2, . . . , ξ1)|t=τi−1 = x (t; ξi−2, ξi−2, . . . , ξ1)|t=τi−1, (3.5b)
x (t − h; ξi−1, ξi−2, . . . , ξ1) = x (τi−1 + t − h; ξi−2, ξi−2, . . . , ξ1), (3.5c)
for t ∈ (τi−1, τi−1 + h], i = 2, . . . , N , and the initial conditions
x (t)|t=0 = x0, (3.5d)
x (t) = φ (t), t ∈ [−h, 0). (3.5e)
Write
J (ξ) = Φ (x (T |ξ)), (3.6)
where x (·|ξ) is the solution of (3.5) corresponding to the parameter ξ .
Now, Problem (P)
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Given dynamical system (3.5), find a duration vector ξ ∈ RN satisfying (3.3) and (3.4), such that the terminal cost
function (3.6) is minimized.
Let this problem be referred to as Problem (RP).
To solve Problem (RP), we need the gradients of the terminal cost (3.6) with respect to the duration vector ξ . Note
that
∂ J (ξ)
∂ξi
= ∂Φ (x (T |ξ))
∂x
∂x ((T |ξ))
∂ξi
, i = 1, 2, . . . , N. (3.7)
Thus, we need to be able to calculate
∂x ((T |ξ))
∂ξ1
,
∂x ((T |ξ))
∂ξ2
, . . . ,
∂x ((T |ξ))
∂ξN
. (3.8)
For this, we have the following theorem.
Theorem 3.1. Let y(i) (t), i = 1, 2, . . . , N − 1, satisfy the following delay differential equations:
dy(i) (t)
dt
= ∂
∂y(i)
fi+1
(
t, y(i) (t), y˜(i) (t)
)
y(i) (t)
+ ∂
∂ y˜(i)
fi+1
(
t, y(i) (t), y˜(i) (t)
)
y˜(i) (t), t ∈ (τi , τi+1],
dy(i) (t)
dt
= ∂
∂y(i)
fi+2
(
t, y(i) (t), y˜(i) (t)
)
y(i) (t)
+ ∂
∂ y˜(i)
fi+2
(
t, y(i) (t), y˜(i) (t)
)
y˜(i) (t), t ∈ (τi+1, τi+2],
. . . ,
dy(i) (t)
dt
= ∂
∂y(i)
fN
(
t, y(i) (t), y˜(i) (t)
)
y(i) (t)
+ ∂
∂ y˜(i)
fN
(
t, y(i) (t), y˜(i) (t)
)
y˜(i) (t), t ∈ (τN−1, τN ],
(3.9)
with conditions
y(i) (t)
∣∣∣
t=τi
= fi
(
t, y(i) (t), y˜(i) (t)
)∣∣∣
t=τi
, (3.10a)
y(i) (t − h) | = 0, t ∈ (τi , τi + h], (3.10b)
where
y˜(i) (t) = y(i) (t − h) .
Then, ∂x((T |ξ))
∂ξ1
= y(1) (T ) , ∂x((T |ξ))∂ξ2 = y(2) (T ) , . . . ,
∂x((T |ξ))
∂ξN−1 = y(N−1) (T ). Furthermore,
∂x ((T |ξ))
∂ξN
= fN (T, x (T ; ξN−1, ξN−2, . . . , ξ1), x (T − h; ξN−1, ξN−2, . . . , ξ1)), (3.11)
where x (t; ξN−1, ξN−2, . . . , ξ1) is the solution of system (3.5) corresponding to the duration vector ξ .
Proof. Note that fi (t, x (t), x (t − h)), i = 1, 2, . . . , N , are continuously differentiable with respect to their
arguments. Thus, by taking the partial differentiation of both sides of (3.5a) with respect to ξi , we obtain
∂2x
∂ξi∂ t
(t; ξi−1, ξi−2, . . . , ξ1)
= ∂
∂x
fi (t, x (t; ξi−1, . . . , ξ1), x˜ (t; ξi−1, . . . , ξ1)) ∂x
∂ξi
(t; ξi−1, ξi−2, . . . , ξ1)
+ ∂
∂ x˜
fi (t, x (t; ξi−1, . . . , ξ1), x˜ (t; ξi−1, . . . , ξ1)) ∂ x˜
∂ξi
(t; ξi−1, ξi−2, . . . , ξ1),
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where x˜ (t) = x (t − h). Since x (t) is only dependent on those ξ j such that ∑ij=1 ξ j ≤ t , it follows that
∂x
∂ξi
(
t; ξ j , ξ j−1, . . . , ξ1
) = 0, if t ≤
j∑
k=1
ξk, i > k.
Let y(i) (t; ξk, ξk−1, . . . , ξ1) = ∂x∂ξi (t; ξk , ξk−1, . . . , ξ1), k = 1, 2, . . . , N−1. The conclusion of the theorem is evident.

On the basis of Theorem 3.1, we can present an algorithm for solving Problem (RP), given below.
Algorithm 3.1. Step 0. Choose ξ = (ξ1, ξ2, . . . , ξN ) such that (3.3) and (3.4) are satisfied.
Step 1. Solve the switched dynamical system with time delay (3.5) to obtain x (t; ξi−1, . . . , ξ1), t ∈
(
τi−1,τi
]
,
i = 1, 2, . . . , N .
Step 2. Solve the delay differential equations (3.9) and (3.10) to obtain ∂x((T |ξ))
∂ξ1
,
∂x((T |ξ))
∂ξ2
, . . . ,
∂x((T |ξ))
∂ξN−1 .
Furthermore, by (3.11) and Step 1, we compute ∂x((T |ξ))
∂ξN
.
Step 3. By virtue of (3.7), the gradients of the terminal cost with respect to ξi , i = 1, . . . , N , i.e., ∂ J (ξ)∂ξi ,
i = 1, 2, . . . , N , are computed.
Step 4. Solve Problem (RP) as a mathematical programming problem.
4. Illustrative example
In this section, we present a numerical example to illustrate the efficiency of our developed method.
Example 4.1. We consider a two-dimensional delayed dynamical system with two switches as follows:
{
x˙1 (t) = 2x1 (t) x2 (t) + x2 (t − 0.1),
x˙2 (t) = 3x1 (t) + 4x2 (t − 0.1), if 0 < t ≤ τ1,{
x˙1 (t) = −2x1 (t) x2 (t) + sin (x2 (t − 0.1)),
x˙2 (t) = x1 (t) x2 (t) + x1 (t − 0.1) x2 (t − 0.1), if τ1 < t ≤ τ2,{
x˙1 (t) = t2 − 2x1 (t) + 3x2 (t − 0.1),
x˙2 (t) = −x2 (t) + x1 (t − 0.1) x2 (t − 0.1), if τ1 < t ≤ 1, (4.1)
with initial condition
x1 (t) = t − 1, x2 (t) = t2 + 1, 0.1 ≤ t ≤ 0. (4.2)
The terminal cost is
J (τ1, τ2) = (x1 (1) − 1/2)2 + (x2 (1) − 1/4)2 . (4.3)
We use the method developed in Section 3 to solve this problem. The results obtained are: τ1 = 0.1500,
τ2 = 0.5211, and the optimal terminal cost is 0.0128. The behavior of the state is depicted in Fig. 1.
5. Conclusion
In this work, we have considered a class of optimal control problems governed by switched systems with time
delay. We parameterized the switching instants and then derived the required gradient of the cost function, where only
some delay differential equations are required to be solved forward in time. Then, we can solve this problem as a
mathematical programming problem. A numerical example presented clearly showed the effectiveness of the method.
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Fig. 1. The state of the example.
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