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Abstract. In this paper, we apply a new promising tool for pattern
classification, namely, the Tsetlin Machine (TM), to the field of disease
forecasting. The TM is interpretable because it is based on manipulating
expressions in propositional logic, leveraging a large team of Tsetlin Au-
tomata (TA). Apart from being interpretable, this approach is attractive
due to its low computational cost and its capacity to handle noise. To
attack the problem of forecasting, we introduce a preprocessing method
that extends the TM so that it can handle continuous input. Briefly
stated, we convert continuous input into a binary representation based
on thresholding. The resulting extended TM is evaluated and analyzed
using an artificial dataset. The TM is further applied to forecast dengue
outbreaks of all the seventeen regions in Philippines using the spatio-
temporal properties of the data. Experimental results show that dengue
outbreak forecasts made by the TM are more accurate than those ob-
tained by a Support Vector Machine (SVM), Decision Trees (DTs), and
several multi-layered Artificial Neural Networks (ANNs), both in terms
of forecasting precision and F1-score.
Keywords: Tsetlin Machine · Tsetlin Automata · Learning Automata ·
Pattern Recognition with Propositional Logic · Disease Outbreaks Fore-
casting.
1 Introduction
The Tsetlin Machine (TM) is a recent pattern classification method that manip-
ulates expressions in propositional logic based on a team of Tsetlin Automata
(TAs) [1]. A Tsetlin Automaton (TA) is a fixed structure deterministic automa-
ton that learns the optimal action among the set of actions offered by an envi-
ronment. Fig. 1 shows a two-action TA with 2N states. The action that the TA
performs next is decided by the present state of the TA. States from 1 to N maps
to Action 1, while states from N+1 to 2N maps to Action 2. The TA interacts
with its environment in an iterative way. In each iteration, the TA performs
the action associated with its current state. This, in turn, randomly triggers a
reward or a penalty from the environment, according to an unknown probability
distribution. If the TA receives a reward, it reinforces the action performed by
moving to a “deeper” state, one step closer to one of the ends (left or right side).
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Fig. 1: Transition graph of a two-action Tsetlin Automaton.
If the action results in a penalty, the TA moves one step towards the middle
state, to weaken the performed action, ultimately jumping to the middle state
of the other action. In this manner, with a sufficient number of states, a TA
converges to performing the action with the highest probability of producing
rewards – the optimal action – with probability arbitrarily close to unity, merely
by interacting with the environment [2].
The TM, introduced in 2018 by Granmo [1], uses the TA as a building block
to solve complex pattern recognition tasks. The TM operates as follows. Firstly,
propositional formulas in disjunctive normal form are used to represent patterns.
The TM is thus a general function approximator. The propositional formulas are
learned through training on labelled data by employing a collective of TAs or-
ganized in a game. The payoff matrix of the game has been designed so that the
Nash equilibria (NE) correspond to the optimal configurations of the TM. As a
result, the architecture of the TM is relatively simple, facilitating transparency
and interpretation of both learning and classification. Additionally, the TM is
designed for bit-wise operation. That is, it takes bits as input and uses fast bit
manipulation operators for both learning and classification. This gives the TM
an inherent computational advantage. Experimental results show that TM out-
performs ANNs, Support Vector Machines (SVMs), the Na¨ıve Bayes Classifier
(NBC), Random Forests (RF), and Logistic Regression (LR) in diverse bench-
marks [1,3]. These promising properties and results make the TM an interesting
target for further research.
In this paper, we introduce a novel scheme that improves the accuracy of
the TM when features are continuous. In Section 2, we provide an overview of
related work. Then, in Section 3, we present our scheme for handling continuous
features. In all brevity, we encode continuous features in binary form based on
thresholding. The behavior of the resulting TM is studied in Section 4 based on
both an artificial dataset and real-life data, focusing on dengue fever forecasting.
Section 5 summarizes our research and provides pointers for further work.
2 Related Work
Propositional logic is a well-explored framework for knowledge based pattern
classification. In [4], Disjunctive Normal Form (DNF) is used to represent the
patterns in clinical and genomic data to find the recurrence of liver cancer. Data
is converted to bits by setting thresholds for continuous features. Based on the
input features, logical functions for recurrence and non-recurrence are created.
Another example is the use of Boolean expressions to capture visual primitives
for visual recognition, rather than relying on a data driven approach [5]. In
all brevity, the advantage of propositional logic for pattern classification, and
knowledge based approaches in general, as opposed to data driven statistical
models, is that patterns can be identified even without a single training sample.
Learning propositional formulas to represent patterns in data has a long
history [6]. Feldman investigates the hardness of learning DNF [7], Klivans use
Polynomial Threshold Functions to build logical expressions [8], while Feldman
leverages Fourier analysis [9]. Furthermore, so-called Probably Approximately
Correct (PAC) learning has provided fundamental insight into machine learning,
as well as providing a framework for learning formulas in DNF [10]. An integer
programming approach is applied in [11] to learn disjunctions of conjunctions,
providing promising results based on a Bayesian method. In addition to the above
techniques, association rule mining models have been extensively applied in [12,
13] to predict sequential events using set of rules. Recent approaches combine
Bayesian reasoning with propositional formulas in DNF for robust learning of
formulas from data [6]. However, these techniques still suffer when facing noisy
non-linear data, which may trap the learning mechanisms in local optima.
An attractive property of TA is that they support online learning in particu-
larly noisy environment. Over several decades the basic TA, shown in Fig. 1, has
been extended in several directions. These extensions include the Hierarchy of
Twofold Resource Allocation Automata (H-TRAA) for resource allocation [14]
and the stochastic searching on the line algorithm by Oommen et al. [15]. Fur-
thermore, teams of Tsetlin Automata have been used to create a distributed
coordination system [16], to solve the graph coloring problem [17], and to fore-
cast dengue outbreaks in the Philippines [18]. The TM is a recent addition to
the field of TA, addressing complex pattern recognition.
In order to attack the problem of forecasting, this paper introduces a prepro-
cessing method that extends the TM so that it can handle continuous input. To
achieve this, we convert continuous input into a binary representation based on
thresholding. We use an artificial dataset as well as a real-life dataset to evaluate
this approach, namely, forecasting of dengue fever outbreaks in the Philippines.
Different techniques have already been applied to forecast dengue outbreaks
in different regions of the world. For instance, Seasonal Autoregressive Inte-
grated Moving Average model is applied to forecast future dengue incidences
in Guadeloupe [19] and Bangladesh [20]. In their research, temperature is iden-
tified as the best weather parameter to improve the forecasting performances.
Here, 1-month ahead forecasting produces the highest accuracy, compared to
3-months and 1-year ahead forecasting. Similarly, dengue incidences in Rio de
Janeiro, Brazil [21], Northeastern Thailand [22], and Southern Thailand [23]
are forecasted using Auto-regressive Integrated Moving Average models. Phung
et al. investigate the forecasting ability of three regression models on dengue
fever incidences in Can Tho city in Vietnam [24]. They find that a Standard
Multiple Regression model provides poor forecasting capability. However, the
Poisson Distributed Lag model performs well in 12-months ahead forecasting
and Seasonal Autoregressive Integrated Moving Average model performs well
in 3-months ahead forecasting. The importance of utilizing data from neighbor-
ing regions to forecast dengue incidences is identified in [25], using an Artificial
Neural Network as the forecasting model with data from the Philippines.
In contrast to the above approaches, we will here investigate whether a rule
based approach, based on the Tsetlin Machine, can forecast outbreaks surpassing
a decision threshold, across the regions of the Philippines.
3 Methodology
3.1 The Tsetlin Machine Architecture
The TM addresses pattern classification problems where a class can be repre-
sented by a collection of sub-patterns, each fixing certain features to distinct
values. The TM is designed to uncover these sub-patterns in an effective, yet rel-
atively simple manner. In all brevity, the TM represents a class using a series of
clauses. Each clause, in turn, captures a sub-pattern by means of a conjunction
of literals, where a literal is a propositional variable or its negation. Each propo-
sitional variable takes the value False or True (in bit form, 0 or 1 respectively).
Let X = [x1, x2, x3, . . . , xn] be a feature vector consisting of n propositional
variables xk with domain {0, 1}. Now suppose the pattern classification problem
involves q outputs, and m sub-patterns per output that we need to recognize.
Then the resulting pattern classification problem can be captured using q ×m
conjunctive clauses Cji , 1 ≤ j ≤ q, 1 ≤ i ≤ m. The output yj , 1 ≤ j ≤ q, of the
classifier is given as:
Cji = 1 ∧
 ∧
k∈Iji
xk
 ∧
 ∧
k∈I¯ji
¬xk
 . (1)
yj =
∨m
i=1
Cji . (2)
Above, Iji and I¯
j
i are non-overlapping subsets of the input variable indexes,
Iji , I¯
j
i ⊆ {1, .....n}, Iji ∩ I¯ji = ∅. The subsets decide which of the propositional
variables take part in the clause, and whether they are negated or not.
In the TM, the disjunction operator is replaced by a summation operator
to increase classification robustness [1]. The structure of the multiclass TM is
depicted in Fig. 2b. The sub-figures in Fig. 2 illustrate the three phases of the
classification process, i.e., (a) how a team of TAs forms a clause that processes
the input features; (b) how a TM is composed by multiple TA teams; and (c)
how a group of TMs are connected to handle multiclass classification problems.
We will now detail these phases one by one.
The TA team:
Inputs and literals. The TM takes n propositional variables x1, x2, x3, . . . , xn
as input. For each variable xk, there are two literals, the variable itself and its
negation ¬xk.
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Fig. 2: (a) A TA team forms the clause Cji , 1 ≤ j ≤ q, 1 ≤ i ≤ m. (b) A TM.
(c) A multiclass TM.
Tsetlin Automata and their decisions. For each clause Cji , each literal is assigned
a unique TA. This TA decides whether to include or exclude its assigned literal
in the given clause. Thus, for n input variables, we need 2n TA. This collective
of TA is called a team. The TA team composes a c njunction of the literals
that the team has chosen to be included. The conjunction outputs 1 if all of the
included literals evaluate to 1, otherwise, the clause outputs 0.
The TM:
Clauses and their role in a TM. A TM consists of m clauses, each associated
with a TA team. The number of clauses needed for a particular class depends
on the number of sub-patterns associated with the class. Each clause casts a
vote, so that the m clauses jointly decide the output of the TM. Clauses with
odd indexes are assigned positive polarity (+) and clauses with even indexes are
assigned negative polarity (−). The summation operator aggregates the votes
by subtracting the number of negative votes from the number of positive votes.
Note that clauses with positive polarity cast their votes to favor the decision
that the input belongs to the class represented by the TM, whereas clauses with
negative polarity vote for the input belonging to one of the other classes.
The multiclass TM:
Obtaining the final output. With multiple TMs we get a multiclass TM. As shown
in Fig. 2c, the final decision is made by the argmax operator to classify the input
data to the class that obtained the highest vote sum.
3.2 The TA Game and Orchestration Scheme
We organize learning in the TM as a game being played among the TAs. The
Nash Equilibria of the game corresponds to the goal state of the TA, providing
the final classifier. In the worst case, the single action of any TA has the power
to disrupt the whole game. Therefore, the TAs must be guided carefully towards
optimal pattern recognition.
To achieve this, the Tsetlin Machine is built around two kinds of feedback:
Type I and Type II feedback. The Reward, Inaction, and Penalty probabilities
under these two feedback types are summarized in Table 1, and they are deter-
mined based on the clause output (1 or 0), the literal value (1 or 0), and the
current action of the TA (include or exclude). Rewards and Penalties are fed to
the TA as normal. Inaction means that the state of the TA remains unchanged.
The training process of the TM thus contains several interacting mechanisms.
To clarify their roles, we provide a flow chart for the complete procedure, shown
in Fig. 3, and explored in the following.
Type I Feedback. As seen in the flowchart, briefly stated, Type I feedback
is only activated when the actual output yˆ is 1. When the output of the target
clause also is 1, Type I Feedback has four roles:
– It reinforces true positive output by assigning a large reward probability s−1s
to the action of including literals that evaluate to 1, and thus contributing
to the result of the clause output being 1.
– Conversely, exclude actions are penalized with the same magnitude under
these conditions. This is to “tighten” the clause, because it would still output
1 also when the literal considered is included instead.
– Furthermore, if the value of the literal is 0, excluding the literal is the way
to go, and exclude actions are thus rewarded with probability 1s .
When the output of the clause is 0 (false negative output), Type I feedback has
the following effect:
– Type I feedback systematically penalizes include actions with probability 1s .
Indeed, excluding literals is the only way to invert the output of a clause
that outputs 0.
– When the action is exclude, this is rewarded with probability 1s , because
reinforcing exclude actions will sooner or later invert the output of the clause
to 1.
Thus, eventually, Type I feedback combats false negative output, and encourages
true positive output.
Type II Feedback. Type II feedback is activated when the actual output
yˆ is 0, as shown in the flowchart. This type of feedback is designed to eliminate
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Fig. 3: The training work-flow.
false positive output. That is, when the clause output should be 0, but the
clause erroneously evaluates to 1, Type II feedback is triggered. In brief, repeated
Type II feedback forces in the end the offending clause to evaluate to 0, simply
by including a literal that has the value 0 into the clause (which makes the
conjunction of literals evaluate to 0 as well). This is achieved by penalizing, with
probability 1, exclude actions for literals that evaluate to 0.
To summarize, Type I Feedback reinforces true positive output, while simul-
taneously reducing false negative output. These dynamics are countered by Type
II Feedback, which systematically reduces false positive output.
The Clause Feedback Activation Function. In [1], an additional feed-
back mechanism is introduced, aiming at allocating the sparse pattern repre-
sentation resources provided by the clauses as effectively as possible. This is
achieved by introducing a target value T for the number of clauses voting from
a specific pattern. The idea is to gradually reduce the frequency of feedback
for a specific pattern, as the number of votes approaches T . In all brevity, the
feedback activation function is basically an activation probability controlled by a
Threshold T. The probability of activating Type I Feedback for a specific clause
is:
T −max(−T,min(T,∑mi=1 Cji ))
2T
(3)
Table 1: Type I and Type II feedback to battle against false negatives and false
positives.
Feedback Type I II
Clause Output 1 0 1 0
Literal Value 1 0 1 0 1 0 1 0
C
u
rr
en
t
S
ta
te
Include
Reward Probability (s-1)/s NA 0 0 0 NA 0 0
Inaction Probability 1/s NA (s-1)/s (s-1)/s 1 NA 1 1
Penalty Probability 0 NA 1/s 1/s 0 NA 0 0
Exclude
Reward Probability 0 1/s 1/s 1/s 0 0 0 0
Inaction Probability 1/s (s-1)/s (s-1)/s (s-1)/s 1 0 1 1
Penalty Probability (s-1)/s 0 0 0 0 1 0 0
*s is the precision and controls the granularity of the sub-patterns in [1]
For Type II Feedback, the probability is:
T + max(−T,min(T,∑mi=1 Cji ))
2T
(4)
As seen, for Eq. (3), the activation probability decreases as the number of
votes approaches T, and finally when T is reached, the probability becomes 0.
Thus ultimately, Type I feedback will not be activated when enough clauses
are producing the correct number of votes. This in turn “freezes” the affected
clauses since TAs will no longer change state. The crucial point here is that this
frees other clauses to seek other sub-patterns, because the “frozen” pattern is
no longer attractive for the TA. The same rationale holds for Eq. (4) for Type
II feedback. In this way, the pattern representation resources can be allocated
more effectively.
3.3 Data Pre-Processing
We now come to one of the main contributions of this paper, namely a scheme
that allows the Tsetlin Machine to successfully recognize patterns consisting of
continuous features, despite being constrained to an internal binary representa-
tion. As the TM only takes binary variables as input, we transform continuous
features into binary form in a preprocessing step, detailed in the following.
Table 2 illustrates the transformation procedure, using one continuous feature
as an example. The same procedure is repeated for each continuous feature in
turn. First of all, all the unique values {v1, v2, . . . , vu} of the continuous feature
found in the dataset are identified. We consider each unique value vw to be
a potential threshold “≤ vw”. Thus each unique value provides a new derived
binary feature: is the threshold condition fulfilled or not fulfilled for a particular
continuous value v.
As an example, column 1 in Table 2 contains the values of the continues
features. As seen, there are three unique values, and these provides three thresh-
olds ≤ 3.834, ≤ 5.779, and ≤ 10.008. Accordingly, three new binary features are
Table 2: Conversion of original input features into bits.
Raw Data
Thresholds
≤ 3.834 ≤ 5.779 ≤ 10.008
5.779 0 1 1
10.008 0 0 1
5.779 0 1 1
3.834 1 1 1
introduced, encoding the original raw continuous values, also shown in the ta-
ble. If the raw continuous value is greater than the threshold, the corresponding
bit in the binary form is assigned the value 0; and if the raw continuous value
is less than or equal to the threshold, it is given the value 1. For example, in
Table 2, for the first value 5.779, it is greater than the first threshold 3.834, so
the corresponding binary feature is assigned the value 0 (in column 2). How-
ever, being equal to the threshold value of the second threshold 5.779, and less
than the third threshold value 10.008, both column 3 and column 4 are assigned
the value 1. Therefore, the final binary bits that represent 5.779 becomes 011.
Similarly, 10.008 and 3.834 are represented by 001 and 111, respectively.
This new representation becomes particularly powerful due to the capability
of the TM to negate features, allowing a clause to specify intervals for contin-
uous features. In the following section, we evaluate this procedure both on an
artificial dataset, as well as for the real-life application of forecasting dengue
fever outbreaks in the Philippines.
4 Experiments
First, the behavior of the TM is studied using an artificial dataset. Actions chosen
by TAs in clauses, clause outputs, and TM outputs, are extensively studied with
this dataset. Then, the TM is applied to forecast the dengue outbreaks in the
Philippines. Data and the TM preparation for both tasks are discussed in the
following subsections.
4.1 Behavior in Dealing with Artificial Data
4.1.1 Experimental Setup
The dataset consists of two inputs (integers, 0 ≤ x1 ≤ 4 and 0 ≤ x2 ≤ 5).
If the sum of the inputs is equal to 9, they are assigned class 1 and the rest is
assigned class 0. Since the features in this process are categorical, we use one-
hot-encoding to convert them into bits instead of the procedure proposed in the
previous section. Input x1 takes one of five values (0, 1, 2, 3, 4) and input x2
takes one of six values (0, 1, 2, 3, 4, 5). Therefore, these two features can be
expressed using 5 and 6 bits, respectively. An example data sample converted to
bits can be found in Table 3.
A Tsetlin Machine with 4 clauses is used to classify the artificial data. Since
there are 11 input bits, 22 TAs are needed to form a clause. Each TA is given
100 states per action. Two of those four clauses will vote in favour of class 0.
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Fig. 4: Variation of actions of TA to classify artificial data.
The other two clauses will vote in favour of class 1. The two remaining hyper
parameters: Threshold and Precision are set to 1 and 8, respectively.
4.1.2 Behavior Analysis
During the training process, the states of the TAs in each clause are recorded
and plotted in Fig. 4. Clause 1 and 3 have positive polarities and clause 2 and 4
have negative polarities. Clause 1 and 4 vote in favour of class 0 while clause 2
and 3 vote in favour of class 1.
The change in states of the TAs in clause 1 and 4 are more dynamic compared
to the TAs in clauses 2 and 3. This is due to the much larger number of training
samples that belong to class 0. Since more training samples belong to class 0 (∼
8/9 of the data) than class 1 (∼ 1/9 of the data), clauses 1 and 4 receive feedback
more frequently. As seen, the TAs in clauses 2 and 3 move slowly towards the
exclude action (memory states from 0 to 100) since they receive Type II feedback
more often (from class 0 data). However, once the TM is trained, it can classify
all the 200 testing samples with 100% accuracy.
Table 3: Converting integer training samples to bits.
Original Sample
x1 x2 Out
3 5 8
Bit Positions 0 1 2 3 4 0 1 2 3 4 5
Sample in Bits 0 0 0 1 0 0 0 0 0 0 1 0
Table 4: Regions that provide their data to forecast dengue incidences of their
neighbors
Target Selected Regions Target Selected Regions
I II,III, IVA, XIV, Total IX X, XI, XII
II I, III, IVA, XIV, Total X IX, XI, XII, XIV, XV
III I, II, IVA, XVI XI IX, X, XII, XV
IVA III, IVB, V, XVI, Total XII IX, X, XI, XV, Total
IVB II, IVA, VI, Total XIII IX, X, XII, XV, Total
V IVA,VI, Total XIV I, II, III, IVA, IVB, Total
VI IVB, V, VII, XII,Total XV IX, X, XI, XII
XII IVA, V, VI, XII,Total XVI I, III, IVA, V
VIII V, VI
4.2 Predicting Disease Outbreaks
4.2.1 Experimental Setup
The number of patients who suffer from dengue haemorrhagic fever or dengue
shock syndrome has been increasing over the years. Therefore, dengue haem-
orrhagic fever is considered as an important public health issue, especially in
tropical and subtropical countries. To control the mortality rate due to dengue
fever, an early warning system, which helps directly on emergency preparedness
and resource planning, is called for [24].
The Philippines has 17 administrative regions (from I to XVI with two IV
regions; IVA and IVB). Department of Health in the Philippines has collected
the number of monthly dengue incidences separately for all these regions from
2008 to 2016.
The number of monthly dengue incidences in most of the regions has been
growing from 2008 and peaked in 2013. However, from 2013, the number of
incidences has dropped to reach an average value of 9.22 patients per 100,000
population. Considering these trends, we decided to use more than 20 monthly
dengue incidences per 100,000 population as an indication of outbreak. Using
the data from 2008 to 2015, dengue outbreaks in the months of 2016 are to be
predicted for all the regions.
In addition to the dengue incidences in the previous-month and previous-
year-same-month of the same region, historical dengue incidences from the neigh-
boring regions and total dengue incidences are considered as input features to
forecast the dengue outbreaks. These regions and total dengue incidences are
selected based on their correlation to the target series. Dengue incidences in the
previous-month of the selected regions and total dengue incidences are used as
input features. The selected regions to forecast each region are summarized in
Table 4.
Once the input features are determined, they are converted to bits using the
procedure proposed in Section 3. Then they are fed into the TM to predicts
dengue outbreaks in each region separately. Each TM has 2000 clauses and the
Table 5: Summary of the forecasting outcomes by different models.
TM ANN-1 ANN-2 ANN-3 ANN-4 SVM DT
Precision 0.44±0.02 0.35±0.02 0.39±0.01 0.37±0.02 0.36±0.02 0.43±0.01 0.29±0.02
Recall 0.37±0.02 0.23±0.02 0.31±0.02 0.36±0.02 0.33±0.03 0.14±0.01 0.41±0.02
F1-score 0.40±0.01 0.28±0.02 0.34±0.02 0.36±0.02 0.34±0.03 0.21±0.01 0.34±0.01
Accuracy 0.88±0.01 0.87±0.01 0.87±0.01 0.87±0.02 0.87±0.01 0.89±0.01 0.83±0.01
associated TAs are given 100 states per action. The other two hyper parameters,
Threshold and Precision, are set to 15 and 8, respectively.
4.2.2 Results
Possible dengue outbreaks in the Philippines for the year 2016 are forecasted
by the TM. Results from the TM are compared with results from three other
machine learning techniques: ANNs, a SVM, and a Decision Tree (DT). For
comprehensiveness, four ANN architectures are used to forecast the dengue out-
breaks: ANN-1 – one hidden layer with 5 neurons, ANN-2 – one hidden layer
with 20 neurons, ANN-3 – three hidden layers with 20, 150, and 100 neurons,
respectively, and ANN-4 – five hidden layers with 20, 200, 150, 100, and 50 neu-
rons. The SVM uses a Radial Basis Function kernel to capture the non-linear
patterns in the data. The regularization parameter (C) in this case is fixed at
1.0 with gamma = 1/(the number of input features) to maximize prediction
accuracy. The parameters which decide the quality of the DT output, such as
maximum tree depth (=max), minimum number of samples required for split
(=2), and the minimum number of samples required for a leaf node (=1) are
again all adjusted to optimize prediction accuracy. Since there are 17 regions,
all of the 204 testing samples are utilized to test the accuracy of each technique.
These samples encompass 22 outbreaks to be identified. Each model is executed
using 30-fold cross-validation to calculate precision, recall, F1-score, and accu-
racy. The means and the 95% confidence intervals of these scores can be found
in Table 5.
The TM obtains the highest mean values for precision and F1-score. The
second highest precision (0.43) is obtained by the SVM, at the sacrifice of a
much lower recall. Conversely, DT produces the highest recall, however, pre-
cision suffers. Considering overall performance, captured by the F1 score, the
TM obtains the highest mean F1-score (0.40) while ANN-3 obtains the second
highest mean F1-score (0.36). Even though mean F1 score peaks at 0.36, as a
result of increasing the structural complexity of the ANNs, the score drops again
when complexity is increased further. Due to the imbalance of the dataset (182
non-outbreaks and 22 outbreaks), the SVM produces a particularly high accu-
racy (0.89) by mostly classifying instances as non-outbreaks. Finally, note that
both the mean values of precision, recall, F1-score, and accuracy of the TM are
higher than what we were able to achieve with the ANN models.
5 Conclusion
In this paper, we proposed a feature pre-processing procedure for the TM so that
it can effectively handle continuous input features. This opens up for promising
applications in e.g. forecasting, where continuous features are typical. We applied
the resulting TM approach to forecast dengue outbreaks in the Philippines, after
performing an empirical study on an artificial dataset. While the experiments
with the artificial dataset confirmed the desired properties of the new scheme,
the results on the real-life dataset further demonstrated competitive performance
also with respect to other machine learning approaches. Indeed, it turned out
that the TM is more accurate than the evaluated SVMs, Decision Trees, and
several multi-layered ANNs, both in terms of forecasting precision and F1-score.
In our further work, we intend to exploit this approach also in other pattern
recognition domains where continuous features are dominant. We further intend
to investigate how also the output of the TM can be rendered continuous.
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