We show that for any lattice L ⊆ R n and vectors x, y ∈ R n ,
Introduction
A lattice L ⊂ R n is the set of all integer linear combinations of n linearly independent vectors B = (b 1 , . . . , b n ). For a lattice L ⊂ R n , the dual lattice, denoted L * , is defined as the set of all vectors that have integer inner products with all lattice points, L * = {w ∈ R n : ∀y ∈ L, w, y ∈ Z} .
It is easy to show that L * is itself a lattice. For any s > 0, we define the function ρ s : R n → R as ρ s (x) = exp(−π x 2 /s 2 ). For a discrete set A ⊂ R n we define ρ s (A) = ∑ w∈A ρ s (w). The discrete Gaussian distribution over L + x with parameter s, D L+x,s , is the probability distribution over L + x that assigns probability proportional to ρ s (w) 
These objects appear in several guises in mathematics and are well studied. For example, ρ(L + x) is the Riemann theta function in a dual form (see, e.g., [Mum07] ) and was studied in connection with the Riemann zeta function [Rie57, BPY01] ; it can also be seen as the heat kernel * Courant Institute of Mathematical Sciences, New York University.
† Supported by the Simons Collaboration on Algorithms and Geometry and by the National Science Foundation (NSF) under Grant No. CCF-1320188. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the NSF. in the flat torus R n /L; it played an instrumental role in proving tight transference theorems for lattices by Banaszczyk [Ban93] ; and it was used to construct bilipschitz embeddings of flat tori into Hilbert space [HR13] . Both D L+x and f L have also played an important role in recent years in computer science, especially in cryptographic applications of lattices (e.g., [MR07, GPV08] ). Our motivation comes from attempts to improve upon the current fastest known algorithm for the main computational problem on lattices, the Shortest Vector Problem [ADRS14] .
The main inequality
The following is our main theorem. The proof is essentially a combination of a certain identity related to Riemann's theta relations (see [Mum07, Chapter 1, Section 5]) and the Cauchy-Schwarz inequality.
Theorem 2.1. For any lattice L ⊂ R n and any two vectors x, y ∈ R n , we have , y) ). Consider the 2n × 2n matrix
where I n is the n × n identity matrix. Note that T/ √ 2 is an orthogonal matrix so that Tv = √ 2 v for any v ∈ R 2n . We therefore have
For any z := (z 1 , z 2 ) ∈ L ⊕2 , we have Tz = (w 1 , w 2 ) where w 1 = z 1 + z 2 and w 2 = w 1 − 2z 2 . It follows that
where the union is disjoint. Plugging in to Eq. (2), we have
Call this g(x, y). Note that, by the right-hand side of (3), we can view g(x, y) as the inner product of two vectors,
Then, by Cauchy-Schwarz, we have
We remark that using the same proof with other transformations T might lead to other such inequalities. We leave this for future work and proceed to list a few immediate corollaries of Theorem 2.1. Corollary 2.2. For any lattice L ⊂ R n and any two vectors x, y ∈ R n , we have
Proof. Eq. (4a) follows from the definition of f L . Eq. (4b) follows from plugging in y = x to Eq. (4a). Eq. (4c) follows from the fact that 
Moments of the discrete Gaussian distribution
We next show an inequality on the Hessians of f L . In particular, this inequality constrains the shape of the local maxima of f L . (As observed in [DRS14] , f L can in fact have local maxima at non-lattice points.) Proposition 3.1. For any lattice L ⊂ R n and any vector x ∈ R n , we have the positive semidefinite inequality
Proof. By Eq. (4a), we have
Note that this is tight when y = 0. It follows that, for any x, the left-hand side has a local minimum at y = 0, and therefore the Hessian with respect to y at 0 must be positive semidefinite. The result follows by taking the Hessian and rearranging.
As a corollary, we obtain that the covariance matrix of D L+x is minimized at x = 0.
Corollary 3.2. For any lattice L ⊂ R n and vector x ∈ R n , we have the positive semidefinite inequality
In particular, E w∼D L+x
Proof. A straightforward computation shows that
The result then follows from Proposition 3.1.
The following proposition (with x = y) implies that the one-dimensional projections of the discrete Gaussian distribution are "leptokurtic," i.e., have kurtosis greater than 3, the kurtosis of a normal variable. We remark that the case n = 1 follows from a known inequality related to the Riemann zeta function [Chu76, New76] 
(see also [BPY01, Section 2.2]).
Proposition 3.3. For any lattice L ⊂ R n and vectors x, y ∈ R n ,
Proof. From Eq. (4d), for any u, v ∈ R n , we have
As in the proof of Proposition 3.1, we note that this inequality is tight when u = 0. So, by taking the second derivative in the x direction, we have
This new inequality is tight when v = 0. So, by taking the derivative twice at v = 0 in the y direction, we have
and the result follows.
Monotonicity of the periodic Gaussian function
Proposition 4.1. For any lattice L ⊂ R n and vector
In particular, f L,s (x) is non-decreasing as a function of s.
where we have applied Corollary 3.2. The result then follows from the fact that
The next proposition can be viewed as a generalization of Proposition 4.1 in which we replace the scalar parameter s > 0 by a positive definite matrix S. Proposition 4.2. For any lattice L ⊂ R n , positive definite matrix S ∈ R n×n , and x ∈ R n , let f L,S (x) := f S −1 L (S −1 x). Then, for any positive definite matrix S satisfying the positive semidefinite inequality S S,
This answers a question of Price [Pri14b] , who proved monotonicity for the case n = 1. He also asked if there are other manifolds for which such a monotonicity property holds, a question that we leave open.
Proof. By replacing L by S −1 L, x by S −1 x, and S by S −1 S, we can assume without loss of generality that S = I n . Because S is symmetric, there exists an orthonormal basis that diagonalizes S. Let s 1 , . . . , s n ≥ 1 be the entries along the diagonal of S in this basis (i.e., the eigenvalues of S).
The proof now proceeds nearly identically to the proof of Proposition 4.1. Differentiating with respect to s i , we have
where w i is the ith coordinate of w (in the basis that diagonalizes S). The result follows by noting that Corollary 3.2 implies that this derivative is positive for all s i > 0.
Proposition 4.3. For any lattice L ⊂ R n , sublattice M ⊆ L, and vector x ∈ R n ,
Proof.
The result follows.
As a corollary, we answer a question asked by Price [Pri14a] .
Corollary 4.4. For any lattice L ⊂ R n , sublattice M ⊆ L, and subspace V ⊆ R n , we have
where the last inequality follows from the fact that for any two distinct cosets c, c
Positive correlation of Gaussian measure on lattices
The following shows that under the normalized Gaussian measure on a lattice, sublattices are positively correlated. This has superficial resemblance to the celebrated Gaussian correlation conjecture (see [SSZ98] and references therein).
Theorem 5.1. For any lattice L ⊂ R n and sublattices M and N ,
Proof. We claim that for any w ∈ L, The result then follows by summing both sides over all cosets c and d.
