Disease progression in cancer can vary substantially between patients. Yet, patients often receive the same treatment. Recently, there has been much work on predicting disease progression and patient outcome variables from gene expression in order to personalize treatment options. Despite first diagnostic kits in the market, there are open problems such as the choice of random gene signatures or noisy expression data. One approach to deal with these two problems employs protein^protein interaction networks and ranks genes using the random surfer model of Google's PageRank algorithm. In this work, we created a benchmark dataset collection comprising 25 cancer outcome prediction datasets from literature and systematically evaluated the use of networks and a PageRank derivative, NetRank, for signature identification. We show that the NetRank performs significantly better than classical methods such as fold change or t-test. Despite an order of magnitude difference in network size, a regulatory and protein^protein interaction network perform equally well. Experimental evaluation on cancer outcome prediction in all of the 25 underlying datasets suggests that the network-based methodology identifies highly overlapping signatures over all cancer types, in contrast to classical methods that fail to identify highly common gene sets across the same cancer types. Integration of network information into gene expression analysis allows the identification of more reliable and accurate biomarkers and provides a deeper understanding of processes occurring in cancer development and progression.
INTRODUCTION
Cancer outcome prediction aims to address the problem of learning how to forecast disease progression from gene expression and thus allowing refined treatment options. A recent success in the area is the diagnostic kit MammaPrint Õ , which predicts metastasis formation in breast cancer from the expression of 70 genes. It has been in the market since 2007 and has been tested on over 3000 patients in the meantime. The original paper underlying MammaPrint Õ argued that up to 80% of patients receive unnecessary chemotherapy [1] and showed a prediction accuracy of 83%, which was later corrected to 69% [2] . Despite its success, the approach has been criticized. Ein-Dor et al. [3] compared the 70 genes signature published by van't Veer et al. [1] and a different signature of 76 genes by Wang et al. [4] . Ein-Dor et al. concluded that 'the overlap between these gene sets is almost zero' and 'many equally predictive lists could have been produced'. Recently, Venet et al. [5] continued along these lines and showed in a systematic analysis that 60% of the analyzed signatures were not better than random and that more than 90% of random signatures with over 100 genes were significant outcome predictors.
Besides the problem of random signatures, the use of microarrays has been the subject of discussion: Michiels et al. [2] showed in seven large cancer prognosis studies that signatures derived by microarray data analysis do not achieve a prediction accuracy better than random and Klebanov and Yakovlev [6] argued that technical noise can become problematic when differences are subtle. On the other hand, a large study of over 50 groups came to the conclusion that technical noise in microarrays is low [7] . Applied to cancer, Dobbin et al. [8] concluded that biological variation between tumors exceeds technical variation.
Both problems, i.e. random signatures and noisy expression data, can be addressed by data integration [9] . Assuming that the three independent statements 'A is up', 'A regulates B' and 'B is up' have each an error probability of 10%, then the joint statements have only an error probability of 0.1%. Hence, the error can be reduced by integrating consistent pieces of knowledge. Ideker et al. [9] summarized this general principle and also applied it to the above breast cancer data combining gene expression with protein interaction data [10] . This leads to an improvement of 8% compared with the corrected accuracy of van't Veer et al. [1] .
Several questions arise from the studies: Does network outcome prediction provide consistent improvements across different cancer types? Does the size of the signature and patient cohort influence these results? Which types of interactions-physical or regulatory-are best suited? Are current networks sufficiently large? If the generated signatures are less noisy, are they better than random ones? How do the accuracies compare against each other? In this work, we address these questions by applying a network-based outcome prediction algorithm, NetRank, based on the PageRank algorithm [11] to 25 cancer datasets. The NetRank algorithm has been successfully applied on pancreatic ductal adenocarcinoma to predict survival time of patients [12] . The aim of this study is to investigate and evaluate the outcome prediction performance of NetRank on different cancer datasets.
RELATED WORK
Network information efficiently helps to improve outcome prediction and reduce noise in microarray experiments [13] . For this purpose, network information has been integrated with microarray data in various studies in the last decade. A pioneering approach for integration of network information and microarray data has been developed to define subnetwork activity as the aggregate expression of genes in a given subnetwork [10] . Several other studies have aimed to identify significant subnetworks based on given expression data [14] [15] [16] [17] [18] [19] .
The PageRank algorithm also uses network information (i.e. hyperlinks) to rank the pages in the World Wide Web according to their importance [11] . Several recent studies have applied the idea of the PageRank algorithm for both classification of cancer tumor data [20] [21] [22] [23] [24] and genome-wide association studies [25] [26] [27] . The idea of using the PageRank algorithm for microarray analysis was first introduced by Morrison et al. [22] and successfully applied by Winter et al. [12] on pancreatic ductal adenocarcinoma. The suggested algorithm assigns a rank value to a gene that is a combination of its score and the scores of genes linked to it. Basically, if a gene is linked to other highly ranked genes, it will also get a high rank due to the boosting effect of neighboring genes. Hence, the algorithm provides an integration of the topological information (i.e. connectivity and random walk) and microarray data (i.e. node score) to explore crucial signature genes for outcome prediction. Another study applies the original PageRank algorithm to explore predictive subnetworks by identifying cross-talking proteins between seed genes obtained from other cancer-related studies [23] . Hai et al. [20] and Osmani et al. [28] use the PageRank algorithm to identify characteristic genes specific for a disease in a regulatory network. An approach similar to the NetRank algorithm aims to identify significant genes from an interaction network to predict breast cancer risk of patients [21] . A pathway-based approach explores the effects of gene expressions on the pathways and provides an impact score for each pathway under the specific disease conditions [24] . In this study, we use an adapted version of the PageRank algorithm, called NetRank, for cancer outcome prediction [12] . Our aim is to provide a comprehensive evaluation of the NetRank algorithm on several cancer datasets by comparing its performance to the classical methods. Furthermore, we analyze the overlap of signatures between cancer and outcomes as well as the effect of the different types of network (regulation/interaction) on the prediction accuracy.
RESULTS

NetRank and data
NetRank: googling for biomarkers The PageRank algorithm assumes a random surfer who navigates through a network of web pages by following links with probability d or by starting new sessions on a random page with probability 1 À d. The more frequently a page is visited by the surfer, the higher becomes its rank value. The damping factor d influences how strong the impact of the network is, since it balances link navigation (network) and random restarts. In contrast to other algorithms for ranking nodes in networks [16, 29, 30] , the parameter d in the PageRank algorithm can be used to assess how important the network information is for the ranking task. Since this is one of the open questions posed above, we use a PageRank variant for outcome prediction as published in Winter etal. [12] . In the NetRank algorithm, the damping factor is optimized for each dataset to obtain better outcome predictions. A summary of the NetRank is provided in the Methods section and in Figure 5 .
cancer datasets
We carried out a substantial literature search to identify suitable datasets for cancer outcome prediction. A search on PubMed with relevant keywords relating to cancer, gene expression and outcome (detailed in 'Methods' section) returned 523 articles. From these, we selected publications in journals with impact factor >5. The remaining 239 articles were screened manually. The most widely used chips were HGU133plus2 and HGU133A. For the sake of comparability, we only retained papers using these chips. This resulted in 25 suitable datasets summarized in Table 1 .
The 25 datasets cover 13 different types of cancer including lung, breast, leukemia, lymphoma and prostate cancer. They differ in the outcome variable (diagnosis, response to treatment, progression or subtyping), the size of signatures (from 1 to 357 genes), their prediction accuracy according to the authors (from 60% to 100%) and the methods employed [expression analysis with t-test, fold change, Significance Analysis of Microarrays (SAM), Prediction Analysis of Microarrays (PAM) and the use of machine learning and clustering]. None of these studies employed network-based approaches and only 13 studies reported prediction accuracies. However, two of these [40, 41] are not directly comparable since they did not separate training and test data samples, so we considered only 11 studies with reported accuracies.
Accuracy and signature/cohort size An interesting question that arises directly is whether the size of signature and patient cohort have an influence on the results. Venet et al. [5] showed that any random signature has a predictive power if it is large enough. Hence, we assessed whether signature size and prediction accuracy are correlated. Also, a small cohort could be prone to more artifacts and hence have a better accuracy than a large and more representative study. Therefore we explored these issues by using the original accuracies as provided in 11 publications. While investigating the effects of these parameters on the prediction accuracy of the studies, we could not observe such clear correlations: r ¼ À0.46 for signature size versus accuracy and r ¼ À0.14 for cohort size versus accuracy. As can be observed in Figure 1A , prediction accuracies are not related to cohort size. Bogunovic et al. [36] achieve with 38 patients a similar accuracy as Steidl et al. [34] with 130 patients. It also has been shown that an exact outcome prediction is possible with a small cohort of only 27 patients [40] . The same can be considered when comparing prediction accuracy with signature size ( Figure 1B) . A large signature does not ensure a high prediction accuracy.
Next, we discuss how the network-based approach compares against the classical approaches and how the underlying network affects the results.
NetRank and other methods
NetRank is better than random and classical approaches Table 1 provides the accuracy comparison of two classical approaches (fold change and t-test) with NetRank based on two different types of networks. Additionally, the sensitivity and specificity values are provided in Supplementary Table S1 . NetRank always performs better than random leading to an average improvement of 12% (ranging from nearly 0% to over 40%). In nearly all cases (23/25), NetRank is also better than the classical methods. The average improvement here is 6% ranging between 0% and 13%. The notion of network information improving outcome prediction has been shown before. However, these studies focused mainly on a limited number of cancer types (e.g. breast [10, 21] , breast and colon [15] ). Here, we show that a network-based outcome prediction Table 1 : Results for 25 datasets covering 13 cancers, four outcome tasks and different cohort sizes algorithm is able to predict outcome in many different types of cancer. In addition, our result confirm that network information improves outcome prediction in comparison to classical methods like t-test and fold change.
NetRank is on a par with authors'results
None of the authors of the 25 datasets employed network-based approaches and only 13 studies reported prediction accuracies. We considered only 11 studies with reported accuracies due to no separate training and test samples in two studies [40, 41] . How does NetRank compare to these studies? Caution must be taken here. First, the authors' own computation of accuracy is not directly comparable to our definition (see 'Methods' section). Second, most of the reported accuracies are substantially better than classical methods (9/11 are better; 9% average improvement). This means that most of the authors apply advanced analysis methods in the selection of signature genes. For example, Steidl et al.
[34] applied a sparse multinomial logistic regression to construct signatures in combination with clinical variables. Bogunovic et al. [36] derived a predictive signature by using principal component analysis. Lee et al. [33] assigned E2F1 as the predictor gene to identify the invasive progression of bladder tumors by using up-modulated gene expression and prior knowledge. Nonetheless, we compared NetRank to the author accuracies: For 3 out of 11 NetRank is better, but on average NetRank is 2% worse.
Taken together, this means that NetRank's improvement over classical methods is approaching the level of the authors' signatures.
Physical interactions as good as regulation
For the above results, we tested two networks: Human Protein Reference Database (HPRD) [53] and Transfac [54] . They differ in their type and size. HPRD covers physical interactions and Transfac is a network of transcription factors and targets. HPRD contains nearly 10 000 genes and 40 000 interactions, whereas Transfac has only some 2400 genes and 5700 interactions. As shown in Table 1 , there is no substantial difference between these networks (Transfac is better than HPRD in 16/25 cases, average improvement 1%). Nevertheless, employing only the Transfac network achieves an equal performance using far less genes. Cancer often arises due to alterations in transcription factor expression, leading to unregulated cell growth and differentiation. Therefore, the efficiency of Transfac in cancer outcome prediction is biologically reasonable. This might implicate that future regulatory networks lead to further improvement in outcome prediction.
Prognosis and treatment is more difficult than diagnosis and subtyping The main goal of outcome prediction lies in defining the future state of a patient based on its current disease state. Outcome prediction mainly focuses on the (Table 1) for different outcome prediction tasks. As the figure shows, diagnosis and subtyping are easier than response to treatment and prognosis. One explanation for this result could be that treatment and prognosis depend more on external, non-molecular parameters such as age, sex, living conditions, etc. Another possible explanation is the difference in gene expression between outcome groups. When diagnosing a malignant disease, healthy and cancerous tissues are compared. These two types of tissue express highly different number of proteins [55] , whereas in the case of progression and treatment response prediction, the difference in the gene expressions is very subtle.
Network influence
As discussed in the Introduction section, one objective was to assess the influence of the network on the outcome prediction accuracy. In NetRank's random surfer model, the damping factor d, which is optimized for the individual prediction task, allows to judge the network influence. With a d ¼ 0, the surfer never follows links and hence the network topology has no influence, whereas a d ¼ 1 implies a surfer who only follows links without randomly restarting and thus increases the importance of the network. The best damping factor for each dataset is computed via leave-one-out cross-validation values from 0 to 1 in steps of 0.1. Figure 2B shows the accuracy improvement of NetRank over the classical approaches plotted against the best damping factor. The figure shows a bimodal distribution. For 12 of 25 networks, d is <0.3 and for 5/25 networks d is >0.7. This implies that the underlying networks are not of equal importance in all tasks. One reason could very simply be that network information is still sparse. HPRD's 40 000 interactions and Transfac's 5700 represent only a small fraction of the estimated 650 000 interactions of the human interactome [56] . If the coverage of the network is a key factor, then one would expect a correlation between the damping factor and the accuracy improvement. This is indeed the case with a correlation of r ¼ 0.62, meaning by improving network coverage, outcome prediction results will be increased. Besides, Transfac and HPRD might include spurious interactions due to the errors in high-throughput experiments, however such errors are less important than false interactions predicted by text-mining methods [57, 58] . Under the assumption of independence of experimental errors in expression and interaction data, the outcome prediction is clearly improved by using network information.
Influence of cancer bias
Network information is generally extracted from literature studies. Therefore genes in such networks are often highly related to certain diseases, e.g. cancer. In order to assess the bias of well-studied proteins in a network, we decided to limit the analysis to these genes. For this purpose, we solely provided genes mentioned in Transfac as an input for the classical methods (fold change, t-test) and assessed their prediction accuracy via leave-one-out cross-validation. As indicated in Supplementary Table S2, the prediction accuracies of the classical methods obtained by this limited gene set are generally lower than NetRank results based on Transfac. The results indicate that the information gain achieved by NetRank is not solely based on well-studied cancer proteins but also on the interaction between them. Hence, it provides more predictive signatures compared with the classical methods.
Influence of the machine learning method
During experiments, we were faced with the problem of prediction accuracies significantly lower than 50%. For instance, Support Vector Machines (SVMs) could not clearly be trained on the Mok et al. and Nanni etal. datasets [43, 49] . Notably, the few patient samples (n ¼ 20) in the treatment dataset of Nanni et al. might be a reason of the poor performance of SVM. Therefore, we assumed that other machine learning approaches would be more suitable. To assess the prediction performance of different machine learning approaches, we trained them using the signatures obtained by NetRank in one dataset and tested them on all other datasets ( Figure 5 : Steps 5-7). The results for SVM, linear discriminant analysis (LDA) and k-nearest neighbor (k-NN) are given in Figure 3 . The performance of Random Forest (RF) was almost similar to LDA and decision tree (DT) delivered low prediction accuracies (results not shown). For our datasets, the k-NN approach has an overall higher accuracy than SVM and LDA (3% and 2% average improvement). We did not replicate the analysis with the k-NN learning method, due to the computational intensity of each experiment. These experiments show that the prediction performance of the NetRank would be further improved by using several machine learning methods.
However, as stated in the No-free lunch theorem [59] , there is no ideal machine learning method providing a high classification accuracy independent of context and data.
Reproducibility of signatures
Ein-Dor et al. [3] criticized that the signatures for breast cancer outcome prediction published in van't Figure 2 : NetRank accuracy vs. outcome task (A) and damping factor (B). Diagnosis and subtyping are easier than treatment or prognosis (A). The damping factor measures network influence. The factor is optimal for each dataset. Overall, stronger network influence leads to better accuracy improvements (the correlation is 0.62). Note: The average prediction accuracies of datasets (Table 1) were taken as the base in these plots. So, the diagonal shows the accuracy of the signature on the original dataset. The accuracies lower than 50% (worse than a random guess) are indicated in white color. Different machine learning techniques gave different accuracies. SVMs have an overall lower accuracy and fail to predict progression outcome of Mok et al. and Nanni et al. datasets [43, 49] . For our datasets, the k-NN approach has an overall higher accuracy than SVM and LDA.
Veer et al. [1] and Wang et al. [4] have an overlap of almost zero and that other 70 gene signatures work with a similar accuracy. Is this situation similar regarding signatures reported by authors and signatures computed by NetRank?
To address these questions, we plotted the pairwise similarity of signatures (see 'Methods' section for similarity definition) against each other. In Figure 4 , a value of 0 (white) indicates no overlap and 1 a strong overlap between the signatures. We also computed P-values of Jaccard indices using Fisher's exact test (see 'Methods' section), which shows the probability of an overlap between the signatures by chance. The Àlog(P-value) of each pairwise overlap is plotted in Supplementary Figure S1 .
Author signatures do not overlap
As Figure 4A shows, there is no overlap between the signatures published by the authors. Exceptions are O'Donnell et al. [40] and Nanni et al. [43] , which share seven transcription factors (out of 205 genes). The lack of overlap applies also to signatures for the same cancer type supporting the finding of Ein-Dor et al. For t-test and fold change as classical methods, a similar conclusion can be drawn (data not shown).
Network signatures do overlap
In contrast to author signatures, network signatures have a significant overlap ( Figure 4B and C) . This indicates that NetRank selects similar genes for the prediction independent of the cancer type. As the figure shows, this effect is even stronger for the Transfac network, which can be explained by the smaller size of Transfac compared with HPRD. Interestingly, all signatures share on average 3.2 genes with each other. In the case of the Transfac network, the most commonly selected genes are SP1, FOS and JUN. These findings correlate with a recently published study on pancreatic cancer [12] . It has been shown that these genes are related to cancer development and progression. For example, FOS and JUN oncogenes form the AP-1 complex that controls several cancer-critical processes such as proliferation, migration and survival [60] . Several studies discussed the crucial role of SP1 in different cancer types, e.g. breast, pancreas, colon and prostate cancer [61] [62] [63] [64] .
In the same vein, other studies discovered a high overlap between predictive signatures. Dutkoskwy and Ideker [65] developed a DT-based approach by integrating expression and interaction data to identify dysregulated subnetworks. They found a high correlation (73%) between the predictive genes of two breast cancer datasets and claimed that predictive signatures would reveal underlying mechanisms of the diseases. Therefore as a future work, we will explore the key roles of such similar signatures in the cancer progression.
While most signatures are strongly overlapping, Raponi et al. [37] is different from all of them ( Figure 4C) . One reason could be that Raponi et al. studied a combination of squamous and adenocarcinoma non-small-cell lung cancer samples. Such a heterogeneity might also be the reason why other signatures achieve consistently poor predictions on this dataset ( Figure 3A and C) .
Comparison with other network-based methods NetRank provided better outcome predictions compared to non-network-based methods, hence it is an interesting question whether other network-based methods also lead to improvements. To test this question, we compared the prediction performance of NetRank with other network-based methods [10, 66] on two breast cancer metastasis datasets [4, 38] (Supplementary Table S4 ). In this comparison, NetRank accuracies based on Transfac are used and the accuracies from the two network-based methods are taken from the respective publications [10, 66] .
Chuang et al. [10] integrated network information and cancer data by defining subnetwork activity as the aggregate expression of genes in a given subnetwork and used greedy search to identify subnetworks with discriminative power. Chen et al. [66] extracted subnetworks to classify metastatic patients by combining network-constrained support vector machines with significance test based on label permutations. The prediction results of the three network-based methods on two breast cancer datasets is shown in Supplementary Table S4 . Variances in the sensitivity and specificity measures of the three network-based methods might be originated by the usage of different machine learning methods and cross-validation procedures during the training of the classifiers. These results confirm that network information improves outcome prediction in comparison to the classical methods as well as to the original results [4, 38] .
DISCUSSION AND CONCLUSION
Although the first diagnostic kits for cancer outcome prediction are in the market allowing patients to personalize treatment options, the criticism remains that large signatures appear random, since other signatures perform equally well. Here, we aimed to address this problem by focusing on signatures that are compact (only 10 genes) and that were obtained with a network-based approach, which puts the signature genes into a context rather than selecting isolated genes. Indeed, we found on 25 datasets covering different cancers, outcome tasks and cohort sizes that there is a consistent and significant improvement of the network-based approach over random signatures and a classical approach based on t-test or fold change. Besides, we are approaching the accuracy level of the authors' signatures by applying a relatively unbiased but fully automated process for biomarker discovery. We discovered that predicting response to treatment and progression are generally more difficult than diagnosis and subtyping. We hypothesized that the former is more strongly influenced by external factors such as age and sex. Furthermore, we conclude that in diagnosis the gene expression signal is much stronger. This can be proven by comparing the random accuracy of Nanni et al. [43] with any other accuracy obtained by more sophisticated methods. The signal is strong enough to be captured by random gene selection.
An important open question is also the influence of the network topology on the analysis. We experimented with a regulatory (Transfac) and physical interaction (HPRD) network. The latter is an order of magnitude larger than the former. Nonetheless, both can be considered as a fraction of the complete interactome that is currently not yet known. Interestingly, despite the size difference, they perform equally well. This suggests that regulatory information is particularly suited for outcome prediction. Most cancer types arise due to the mutations in regulatory elements, therefore the efficiency of Transfac in cancer outcome prediction is biologically reasonable.
The influence of the network is also visible in the choice of optimal damping factor d, which balances expression and interaction. A weak correlation of d to accuracy improvement was observed, suggesting that increasing coverage of the interactome may also lead to further improvements in the prediction accuracy. Furthermore, we evaluated the disease bias that genes in the networks are often highly related to certain diseases and we showed that this bias does not affect the prediction abilities of NetRank. Finally, we investigated the influence of machine learning approaches on outcome prediction. We could clearly observe a difference between diverse machine learning approaches. Overall, the k-NN approach performs best, but it was computationally infeasible to fully test the effect of k-NN on our results.
As a summary, network-based gene expression analysis is leading to a more detailed understanding of cancer and cancer-related processes by selecting highly relevant genes that are not just correlating with but actively influencing the outcome of a patient. Furthermore, putting prognostic signatures into the context of pathways and network neighborhood may provide crucial information to move from biomarkers to targets, whose modulation will influence outcome. 
METHODS
Outcome datasets
We ran a query (Supplementary Table S3 Genes and nodes in networks are represented by Entrez gene identifiers, therefore probes with unknown Entrez identifiers were discarded. If a gene is represented by several probesets, the probeset with the highest mean expression was selected as the representative for that gene [67] .
Networks
We used human transcription factor-target pairs as provided in the Transfac Suite 2011 [54] as well as the HPRD [53] . Transfac contains manually curated regulations between transcription factors and targets. HPRD covers physical protein-protein interactions manually compiled from experimental studies in the literature.
Development of prognostic signatures via Monte Carlo cross-validation
In order to predict signatures, we applied a Monte Carlo cross-validation workflow ( Figure 5 ) that evaluates the accuracy of classification methods to rank genes for outcome prediction. In this procedure, the dataset is randomly divided into a training and a test set (Step 2). Within the training set, NetRank ranks genes by how different they are between patients' outcome classes (Step 3). The 10 highest ranked genes are selected as signature and used to train a machine learning classifier (Steps 4 and 5). Genes in signatures were always represented as Entrez gene identifiers and the comparisons are made by Entrez identifiers. Afterwards, the classifier is used to predict the outcome of the test set patients (Step 6). The accuracy is computed by comparing predicted outcome with the true outcome (Step 7). This workflow (Steps 2-7) is repeated 500 times with new random splits of data and the average accuracy is provided as outcome prediction performance of the method. This workflow is a recommended and relatively unbiased evaluation strategy [2] .
We set the signature size to 10 genes for an easy experimental validation. One approach to use biomarkers in the clinical routine is the application of immunohistochemistry as performed in our previous study [12] . Such antibody staining is only feasible for a small set of genes. Additionally, the fixed signature size provides a better comparability of different datasets. A cross-validation approach to find the optimum signature size for each dataset would not be a suitable procedure to explore the real influence of network information on the prediction accuracy. Various feature selection studies for microarray data also showed that training of a classifier with larger size of signature genes did not provide a significant improvement on the prediction accuracy [68, 69] .
Poor and good prognosis
Patients in the dataset were divided into two groups based on their clinical outcome. If the outcome class of patients was not explicitly defined in the dataset, patients were classified based on median survival time. In that sense, poor prognosis reflects a survival or response time less than a certain time threshold (e.g. 3 or 5 years), whereas patients who survive longer than the median survival time are classified into the good prognosis group.
Classification procedures
A prognostic model with 10 signature genes was developed by employing a support vector machine. The method classifies the tumor samples into poor or good prognosis groups based on the expression levels of the selected genes. Here, we used the implementation as provided in the R package e1071 (version 1.5-18, obtained July 2010). The expression of each gene was used as an independent feature to train the classifier. No aggregation was applied. All feature selection and machine learning steps were subjected to Monte Carlo cross-validation.
NetRank
NetRank is based on the PageRank algorithm [11] . It assumes a random surfer following links or starting a new session. As the surfer navigates through the network, he propagates the value of a gene to his neighbors. Upon starting a new session, a gene is initialized using its t-statistic or the fold change value. After several random walks on the network, the rank value of each gene convergences and the final ranks are provided as output.
Let us assume that there are N genes in a network. The linkage of these genes, i.e. the network, is stored in an N Â N adjacency matrix M, where m ij ¼ 1 if genes i and j are connected and m ij ¼ 0 otherwise.
The parameter d is the damping factor, which sets the ratio of starting a new session (1 À d) and following a link (d). When the surfer starts a 'new session' at gene j, the gene is initialized with a network-independent value assessing its importance. Here, this is s j , which is either the t-statistic value of t-test or the fold change of gene j between different outcome groups. As the surfer follows links, the gene's value is set to the average value of its neighbors from the previous iteration. Thus, the rank r n j of gene j in the nth iteration is defined as follows:
r n j convergences to a unique solution which corresponds to the Eigenvalue decomposition [22] . Note that the parameter d is set as part of the Monte Carlo cross-validation workflow (Step 2a-d) . For NetRank, we added an additional inner crossvalidation loop. In this inner cross-validation, a part of the training set samples was set aside, and different values of d ranging from 0 to 1 in steps of 0.1 were used to run the NetRank algorithm on the remaining training set samples. Accuracies of the top-ranked genes were then tested on the samples previously set aside. As a result of this inner cross-validation, one d value was chosen and used once for deriving a signature using the whole training set, and then its accuracy was evaluated on the test set. It is important to note that no information of the test set is used for selecting d, so the choice of an optimal value for d in the inner cross-validation does not rely on any prediction accuracy in the test set data. Furthermore, the optimal d value for each cancer dataset is dynamically identified by applying the inner cross-validation step. Therefore, the dynamic setting of the damping factor is the novelty of the NetRank algorithm.
Accuracy
Accuracy is the percentage of correctly classified samples and it is defined as the proportion of true predictions to all samples. If no prediction accuracy is stated in the original study, we calculated it by using the following equation:
where the prevalence is determined as prevalence¼number of illpersonsin that dataset=dataset size ð3Þ
Signature similarity
Signatures s and t are compared by Jaccard index, i.e. the size of the intersection of s and t divided by the size of their union.
The P-value of each Jaccard index is calculated by the Fisher's exact test (fisher.test in stats R package).
This test exploits the probability of an overlap between signatures by chance. In order to provide a better visualization of statistically significant Jaccard indices, we convert the P-value into Àlog(P-value) in the heatmap plots.
Random signatures
We created 1000 different random signatures for each dataset. These signatures were created by randomly selecting 10 genes out of all genes in each dataset. We then tested the outcome prediction accuracy of random signatures via Monte Carlo cross-validation on each dataset.
Classical methods
We explored the Student's t-test and fold change as classical methods. Both methods were applied as implemented in the genefilter R package. Fold change finds the log ratio of the means of gene expression for two outcome classes. The t-statistic measure provided by the Student's t-test shows the difference between two class means by considering expression variance of the classes. In order to select significant genes, we did not apply either a cutoff threshold or multiple correction test. After calculation of these measures, we filtered out low expression and low variance genes from the potential signature set. All signatures and accuracies for the classical methods were obtained by the same Monte Carlo cross-validation workflow as applied in the NetRank.
SUPPLEMENTARY DATA
Supplementary data are available online at http:// bib.oxfordjournals.org/.
Key Points
Cancer outcome prediction is addressing the problem of forecasting disease progression based on gene expression and thus allowing refined treatment options. Despite first diagnostic kits on the market, there is still open space to improve gene expression based outcome prediction. Recent studies show that the integration of prior knowledge such as protein^protein interaction networks comprises the power to increase prediction accuracies. We investigate, based on 25 datasets, the notion of network-based outcome prediction and its advantage over classical methods such as t-test and fold change.
The results demonstrate that a fully automated integration of network information and gene expression data leads to more accurate outcome predictions compared with the signatures of previous studies.
