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EIGENVALUES, ABSOLUTE CONTINUITY AND LOCALIZATIONS
FOR PERIODIC UNITARY TRANSITION OPERATORS
TATSUYA TATE
Abstract. The localization phenomenon for periodic unitary transition operators on a Hilbert space
consisting of square summable functions on an integer lattice with values in a finite dimensional Hilbert
space, which is a generalization of the discrete-time quantum walks with constant coin matrices, are
discussed. It is proved that a periodic unitary transition operator has an eigenvalue if and only if the
corresponding unitary matrix-valued function on a torus has an eigenvalue which does not depend on
the points on the torus. It is also proved that the continuous spectrum of a periodic unitary transition
operators is absolutely continuous. As a result, it is shown that the localization happens if and only if
there exists an eigenvalue, and when there exists only one eigenvalue, the long time limit of transition
probabilities coincides with the point-wise norm of the projection of the initial state to the eigenspace.
The results can be applied to certain unitary operators on a Hilbert space on a covering graph, called
a topological crystal, over a finite graph. An analytic perturbation theory for matrices in several com-
plex variables is employed to show the result about absolute continuity for periodic unitary transition
operators.
1. Introduction
The term discrete-time quantum walks is recently used to mean probability distributions, which is
called transition probabilities, defined by using unitary operators. In this context, the unitary operators
are often called unitary transition operators or unitary time-evolutions. Originally the specific class of
unitary operators in typical models are formulated in quantum physics ([2]) and computer science
([1],[3], [20]). As in the theory of usual random walks, clarifying the asymptotic behavior, as time goes
to infinity, of the transition probability is one of main issues for the investigation of quantum walks.
It is well-known that asymptotic behavior of quantum walks in typical models are quite different from
that of usual random walks. The weak-limit distributions of quantum walks are usually ballistic ([18],
[25]), and the pointwise asymptotics is also quite different from that of the classical random walks
([23]). One of peculiar properties of quantum walks is a localization, which is a phenomenon that
the transition probabilities, at some points, do not tend to zero as time goes to infinity. Interesting
is that the localization phenomenon happens for quantum walks with very simple classes of unitary
transition operators, even on the one-dimensional integer lattice, as discussed in [11], [12], [13]. There
are numerous literatures on the localization phenomenon for quantum walks and it would be hard to
mention all of them, and thus we just refer [19] where the localization properties of a quantum walk on
certain infinite graphs called spidernets, not on the usual integer lattices, is discussed.
To be more concrete, let Z be a countable set and let W be a finite dimensional Hilbert space with
the inner product 〈 ·, · 〉W . Let U be a unitary operator on the Hilbert space ℓ2(Z,W ) consisting of all
square summable functions on Z with values in W with the inner product defined by
〈 f, g 〉 =
∑
x∈Z
〈 f(x), g(x) 〉W (f, g ∈ ℓ2(Z,W )). (1.1)
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For a non-negative integer n, a non-zero vector u ∈ ℓ2(Z,W ) and a point x ∈ Z, we define the quantity
pn(u;x) by
pn(u;x) = ‖(Unu)(x)‖2W , (1.2)
where ‖·‖W denotes the norm on W defined by the fixed Hermitian inner product. It is straightforward
to see that the sum of pn(u;x) over all x ∈ Z equals ‖u‖2, the norm square of u in ℓ2(Z,W ), and hence
pn(u;x) defines a probability distribution on V when ‖u‖ = 1. For this reason, we call, in this note,
pn(u;x) the transition probability for the unitary transition operator U with the initial state u even
when u is not a unit vector.
Definition 1.1. The transition probability of the unitary transition operator U with initial state u is
said to be localized at a point x ∈ Z if lim sup
n→∞
pn(u;x) > 0.
In this paper, we mainly consider the integer lattice Zd of rank d ≥ 1 for the set Z and the periodic
unitary transition operators on H = ℓ2(Zd,W ) for the unitary operator U , which is defined as follows.
For each y ∈ Zd and φ ∈W , we define δy ⊗ φ ∈ H by the following formula.
(δy ⊗ φ)(x) =
{
φ (when x = y),
0 (otherwise).
Definition 1.2. A unitary operator U on H = ℓ2(Zd,W ) is said to be a periodic unitary transition
operator if the following two conditions are satisfied.
• The unitary operator U commutes with the natural action of the abelian group Zd on H.
• There exists a finite set S ⊂ Zd, called the set of steps, such that for any x ∈ Zd, y ∈ Zd \(x+S)
and any φ ∈W , we have U(δx ⊗ φ)(y) = 0.
It is obvious that unitary transition operators in the usual model of discrete-time quantum walks with
constant coin matrices and products of finite number of such operators are periodic unitary transition
operators. To analyze periodic unitary transition operators, It is natural to use the Fourier transform
because of their invariance under the action of Zd. Let T d be the d-dimensional torus in Cd defined by
T d = {z = (z1, . . . , zd) ∈ Cd ; |zj | = 1 (j = 1, . . . , d)}.
Let H = L2(T d,W ) be the Hilbert space consisting of all square integrable functions on T d (with respect
to the Lebesgue measure on T d) with values in W . The normalized Lebesgue measure on T d is denoted
by νd. The inner product on H is defined in a usual manner with the Hermitian inner product on W .
Let F : H → H be the Fourier transform defined by
F(f)(x) =
∫
T d
zxf(z) dνd(z) (f ∈ H), (1.3)
where we write zx = zx11 · · · zxdd for a point z = (z1, . . . , zd) in the complex torus T dC = (C \ {0})d and
a lattice point x = (x1, . . . , xd) in Z
d. The Fourier transform F is a unitary operator with the inverse
F∗ = F−1 : H →H given by
(F∗g)(z) =
∑
x∈Zd
g(x)z−x (z ∈ T d). (1.4)
For a periodic unitary transition operator U , we define a unitary operator U on H by U = F∗UF . Then
the unitary operator U can be written in the form
(Uf)(z) = Û(z)f(z) (f ∈ H, z ∈ T d) (1.5)
with a unitary operator Û(z) on the finite dimensional vector space W given by
Û(z)φ = U(1⊗ φ)(z) (φ ∈W ), (1.6)
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where, for a scalar function f ∈ L2(T d) and a vector φ ∈W , we define f ⊗ φ ∈ H by
(f ⊗ φ)(z) = f(z)φ (z ∈ T d).
Our main theorem is then described as follows.
Theorem 1.3. For a periodic unitary transition operator U on ℓ2(Zd,W ), we have the following.
(1) U has an eigenvalue ω if and only if the matrix-valued function Û(z) on T d has an eigenvalue
ω for all points z in T d. Hence the number of eigenvalues of U is finite.
(2) The continuous spectrum of U is absolutely continuous with respect to the Lebesgue measure on
the unit circle S1 in C.
Therefore, by the absolute continuity of the continuous spectrum, we have
Corollary 1.4. The periodic unitary transition operator U has no eigenvalues if and only if we have
lim sup
n→∞
pn(u;x) = 0 for any u ∈ ℓ2(Zd,W ) and x ∈ Zd. Therefore, the localization phenomenon does
not happen to the quantum walks defined by such unitary operators.
A simple observation shows the following.
Corollary 1.5. Suppose that the periodic unitary transition operator U has only one eigenvalue ω,
and let π be the orthogonal projection onto the eigenspace corresponding to the eigenvalue ω. Then, for
any u ∈ H and x ∈ Zd, the limit lim
n→∞ pn(u;x) exists and the following formula holds.
lim
n→∞ pn(u;x) = ‖(πu)(x)‖
2
W . (1.7)
It would be necessary here to give some remarks on these results. First, it was pointed out to the
author by professor Alain Joye that the singular continuous spectrum of (general unitary operator) U
does not affect the long-time average of the transition probabilities,
p(u;x) = lim
N→∞
1
N
N∑
n=1
pn(u;x). (1.8)
Indeed, let U be a general unitary operator on ℓ2(Z,W ) (for a general countable set Z) and let πλ be
the orthogonal projection onto the eigenspace corresponding to an eigenvalue λ of U . Then, Wiener’s
formula ([16]) tells us that the limit p(u;x) exists and satisfies
p(u;x) =
∑
λ: eigenvalue of U
‖(πλu)(x)‖2W . (1.9)
From this it is obvious that if U has an eigenvalue then a localization takes place at some point x ∈ Z
and an initial state u ∈ ℓ2(Z,W ). In Corollary 1.5, we take the long-time limit (but not the average)
itself of the transition probability under the assumption that U has only one eigenvalue. For example,
it is well-known that the three-state Grover walk on Z and the square of the two-dimensional Grover
walk satisfy this assumption.
The absolute continuity of continuous spectrum for certain class of self-adjoint operators has been
obtained in the work of Ge´rard-Nier [7]. The theory developed in [7] is very powerful, and it might be
possible to apply this theory to the generator of the periodic unitary transition operators. However,
taking a logarithm of the periodic unitary transition operators would cause singularities of the function
corresponding to Û introduced above and hence it does not seem so straightforward to apply it. Since
our situation is rather easier, it would be reasonable to give a direct and constructive proof of absolute
continuity.
Since in the setting up described above the vector space W can be arbitrarily chosen, Theorem 1.3
is applicable to certain unitary operators on topological crystal over finite graphs. As is discussed in
Section 2, some unitary transition operators are defined over the set of oriented edges. But, the set of
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vertices, as in the classical case, might be used to formulate quantum system over a topological crystal.
Therefore, we use a setting described as follows. As before, let Z be a countable set and let W0 be a
finite dimensional Hilbert space with the inner product 〈 ·, · 〉W0 . Suppose that a free abelian group Γ
of finite rank d acts on Z freely and the quotient set Z0 = Z/Γ is finite. Let p : Z → Z0 be the natural
projection. Identifying the finite set Z0 with a fixed fundamental set F0 of the action of Γ, we may
regard Z0 as a subset of Z. Let C(Z,W0) be the vector space of all function from Z to W0. Let U be a
unitary operator on the Hilbert space ℓ2(Z,W0) satisfying the following two conditions.
(i) U commutes with the action of Γ on ℓ2(Z,W0).
(ii) There exists a finite set S ⊂ Γ such that, for any x0, y0 ∈ Z0, α ∈ Γ, β ∈ Γ \ αS and φ ∈ W0,
we have U(δαx0 ⊗ φ)(βy0) = 0.
Here we note that the group operation on Γ is written as a multiplication because it would be better
to describe the action of Γ on Z. The condition (ii) means that if the quantum walker with the time
evolution U start at a point in the fundamental set, αF0, the walker can arrive in one step at points in⋃
γ∈S γαF0. Thus, the finite set S depends on the choice of the fundamental set F0. Let Γ̂ be the group
of U(1)-character on Γ. For each χ ∈ Γ̂, we set
Cχ(Z,W0) = {f : Z →W0 ; f(αx) = χ(α)f(x) (x ∈ Z,α ∈ Γ)}.
The space Cχ(Z,W0) is finite dimensional and is isomorphic to ℓ
2(Z0,W0), and it is equipped with a
natural Hermitian inner product inherited from ℓ2(Z0,W0). By the assumption (i), (ii), the operator
U is continuous with respect to the topology of point-wise convergence, and thus it defines a linear
map on the space of all W0-valued function on Z. For each χ ∈ Γ̂, we define a unitary operator Uχ on
Cχ(Z,W0) as the restriction of U to Cχ(Z,W0).
Corollary 1.6. Let U be a unitary operator on ℓ2(Z,W0) satisfying the above two conditions and, for
χ ∈ Γ̂, let Uχ be the unitary operator on Cχ(Z,W0) defined as above. Then we have the following.
(1) U has an eigenvalue ω if and only if the unitary operator Uχ on Cχ(Z,W0) has an eigenvalue ω
for all points χ ∈ Γ̂. Hence the number of eigenvalues of U is finite.
(2) The continuous spectrum of U is absolutely continuous with respect to the Lebesgue measure on
the unit circle S1 in C.
Hence the statements in Corollaries 1.4, 1.5 holds true for U .
Organization of the present paper is as follows. First, in Section 2, the corollaries are proved. Main
reason for applicability of Theorem 1.3 to the setting-up in Corollary 1.6 is that, under the assumption
(i), (ii), the operator U becomes a periodic unitary transition operator on ℓ2(Z,W0) ∼= ℓ2(Γ,W ) with
W = ℓ2(Z0,W0). An example, the Grover walks on topological crystals will be explained in Section
2. In Section 3, some simple but important properties of periodic unitary transition operators are
summarized. The item (1) in Theorem 1.3 is an easy consequence of the formula (1.5), but its proof
is written, for completeness of the presentation, in Section 4. In Section 5, absolute continuity of the
continuous spectrum is discussed. In this section we employ the analytic perturbation theory developed
by Baumga¨rtel ([4]) and use a coarea formula to construct a density function of the spectral measures.
Acknowledgments. The author would like to thank professor Alain Joye for his comments about the
Wiener formula, professor Yusuke Higuchi for the comments on the work [9] where a lemma essentially
the same as our Lemma 4.1 below is used in a similar purpose, and professor Serge Richard for stimulate
discussion.
2. Proofs of corollaries
Let Z be, as in Section 1, a countable set and let W be a complex vector space of dimension D with a
fixed Hermitian inner product 〈 ·, · 〉W . Let U be a unitary operator on the Hilbert space H = ℓ2(Z,W )
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with the inner product given by (1.1). Let spec(U) and spec(U)p denote the spectrum and the set
of eigenvalues of U , respectively. Since U is unitary, spec(U) is contained in the unit circle S1 in the
complex plane, and the spectral resolution of U takes the form
U =
∫
S1
λdE(λ), (2.1)
where E is a projection-valued measure on S1. If ω ∈ spec(U)p, then πω = E({ω}) is the projection
onto the eigenspace corresponding to ω. We say that u ∈ H has absolutely continuous spectral measure
if the measure ‖E(·)u‖2 is absolutely continuous with respect to the Lebesgue measure on the circle.
The following lemma can be proved by using the Riemann-Lebesgue lemma.
Lemma 2.1. Let u ∈ H. Suppose that u has absolutely continuous spectral measure. Then, for any
x ∈ Z, we have lim
n→∞ pn(u;x) = 0.
Using Lemma 2.1 it is easy to show the following.
Lemma 2.2. Suppose that a unitary operator U on H has only one eigenvalue and that the continuous
spectrum of U is absolutely continuous. Let π be the orthogonal projection onto the eigenspace of U .
Then we have lim
n→∞ pn(u;x) = ‖(πu)(x)‖
2
W for any u ∈ H and x ∈ Z.
Proof. The transition probability pn(u;x) can be written as
pn(u;x) = pn(πu;x) + pn(πcu;x) + rn(u;x) = ‖(πu)(x)‖2W + pn(πcu;x) + rn(u;x), (2.2)
where we set πc = I − π and the quantity rn(u;x) is defined by
rn(u;x) = 2Re (〈 (Unπu)(x), (Unπcu)(x) 〉W ) . (2.3)
By the assumption on the absolute continuity and Lemma 2.1, we see lim
n→∞ pn(πcu;x) = 0. Cauchy-
Schwarz inequality shows rn(w;x) ≤ 2‖πw(x)‖CDpn(πcw;x)1/2 which tends to zero as n→∞. 
Corollaries 1.4 and 1.5 are direct consequences of the Wiener formula (1.9), Lemmas 2.1, 2.2 and
Theorem 1.3.
Next, we give a proof of Corollary 1.6. To begin with, we prepare notation. Let Z be, as before,
a countable set and let Γ be a free abelian group of finite rank d. We suppose that Γ acts on Z
freely with the finite quotient Z0 = Z/Γ. Let F0 ⊂ Z be a complete set of representatives of elements
in the orbit space Z0, which is often called a fundamental set of the action of Γ on Z. The natural
projection p : Z → Z0 maps F0 bijectively onto Z0. We set q = (p|F0)−1 : Z0 → F0. Let U be a
unitary operator on ℓ2(Z,W0) satisfying the conditions (i), (ii) described before Corollary 1.6. Define
the operator r : ℓ2(Z,W0)→ ℓ2(Γ, ℓ2(Z0,W0)) by
r(f)(α)(x0) = f(αq(x0)) (f ∈ ℓ2(Z,W0), α ∈ Γ, x0 ∈ Z0).
The operator r is unitary with the natural Hermitian inner product on ℓ2(Γ, ℓ2(Z0,W0)). Since the
action of Γ on ℓ2(Z,W0) is intertwined by the unitary operator r : ℓ
2(Z,W0) → ℓ2(Γ, ℓ2(Z0,W0)) with
the natural action of Γ on ℓ2(Γ, ℓ2(Z0,W0)), the unitary operator rUr
∗ on ℓ2(Γ, ℓ2(Z0,W0)) is still
Γ-equivariant.
Lemma 2.3. The unitary operator rUr∗ on ℓ2(Γ, ℓ2(Z0,W0)) is a periodic unitary transition operator
in the sense of Definition 1.2.
Proof. Condition (i) for U ensures that rUr∗ commutes with the action of Γ on ℓ2(Γ, ℓ2(Z0,W0)). We
take a finite set S ⊂ Γ as in the condition (ii) imposed on U . Let α ∈ Γ and β ∈ Γ \ αS, and
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let f0 ∈ ℓ2(Z0,W0) be arbitrary. We have to compute rUr∗(δα ⊗ f0)(β). The function δα ⊗ f0 is in
ℓ2(Γ, ℓ2(Z0,W0)), and the function in ℓ
2(Z,W0) corresponding to it is given by
r∗(δα ⊗ f0) =
∑
x0∈Z0
δαq(x0) ⊗ f0(x0). (2.4)
Thus, we get
Ur∗(δα ⊗ f0) =
∑
x0∈Z0
U(δαq(x0) ⊗ f0(x0)).
The condition (ii) imposed on U implies that, for β 6∈ αS and y0 ∈ Z0, the value at βq(y0) of each of the
summand in the right-hand side vanishes. Hence rUr∗(δα ⊗ f0)(β) = 0 for each β 6∈ αS, which shows
that rUr∗ is a periodic unitary transition operator on ℓ2(Γ, ℓ2(Z0,W0)). 
The map r is naturally extended to the map r : C(Z,W0) → C(Γ, ℓ2(Z0,W0)). Since r commutes
with the action of Γ, we have the following isomorphism
r : Cχ(Z,W0)
∼=→ χ⊗ ℓ2(Z0,W0), (2.5)
where, for a function µ on Γ and f0 ∈ ℓ2(Z0,W0), the function µ⊗ f0 ∈ C(Γ, ℓ2(Z0,W0)) is defined by
(µ⊗ f0)(α)(x0) = µ(α)f0(x0) (α ∈ Γ, x0 ∈ Z0).
The map r on Cχ(Z,W0) composed with the map
χ⊗ ℓ2(Z0,W0) ∋ χ⊗ f0 7→ f0 = (χ⊗ f0)(1) ∈ ℓ2(Z0,W0)
gives a unitary operator
rχ : Cχ(Z,W0)
∼=→ ℓ2(Z0,W0), rχ(f) = q∗f. (2.6)
The Fourier transform F : L2(Γ̂, ℓ2(Z0,W0))→ ℓ2(Γ, ℓ2(Z0,W0)) and its inverse is given by
(Ff)(α)(x0) =
∫
Γ̂
ρ(α)f(ρ)(x0) dν(ρ), (F−1g)(χ)(x0) =
∑
γ∈Γ
χ(γ−1)g(γ)(x0),
where f ∈ L2(Γ̂, ℓ2(Z0,W0)), g ∈ ℓ2(Γ, ℓ2(Z0,W0)), χ ∈ Γ̂, α ∈ Γ and x0 ∈ Z0.
Lemma 2.4. For each χ ∈ Γ̂, we have r̂Ur∗(χ) = rχUχr∗χ, where Uχ is the restriction of U on Cχ(Z,W0).
Proof. We take f0 ∈ ℓ2(Z0,W0). Then we have F(1 ⊗ f0) = δ1 ⊗ f0, where 1 is the function taking the
value identically 1 on Γ̂ and δ1 is the delta function at the identity element 1 ∈ Γ. We see, for χ ∈ Γ̂,
r̂Ur∗(χ)f0 = U(1⊗ f0)(χ) =
∑
γ∈Γ
χ(γ)rUr∗(1⊗ f0)(γ−1) =
∑
γ∈Γ
χ(γ)rUr∗(δγ ⊗ f0)(1).
Now, the sum
∑
γ∈Γ χ(γ)δγ⊗f0 converges in the topology of point-wise convergence on C(Γ, ℓ2(Z0,W0))
to the function χ⊗ f0. Since, by the condition (ii), rUr∗ is continuous in this topology, we have∑
γ∈Γ
χ(γ)rUr∗(δγ ⊗ f0) = rUr∗(χ⊗ f0) = rχUχr∗χf0,
which completes the proof. 
Now, Corollary 1.6 follows from Lemmas 2.3, 2.4 and Theorem 1.3.
We remark that, in the above proof, the space Z is regarded as a product Γ × Z0. This method
is, for the setting-up in graph theory, not quite natural because it does not take the graph structure
into account. For the setting in graph theory, it would be more transparent to use a unitary operator
constructed as follows. We fix a function sχ : Z → U(1) satisfying sχ(αx) = χ(α)sχ(x) for all α ∈ Γ,
x ∈ Z. Then the operator Sχ : ℓ2(Z0,W0)→ Cχ(Z,W0) given by
(Sχf0)(x) = sχ(x)f(p(x)) (f0 ∈ ℓ2(Z0,W0), x ∈ Z)
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is a unitary operator. In our setting above, we formulated problems on ℓ2(Γ, ℓ2(Z0,W0)) rather than on
ℓ2(Z,W0). Thus it would be reasonable and useful to use the operator rχ : Cχ(Z,W0)→ ℓ2(Z0,W0). The
operator S−1χ UχSχ is unitarily equivalent to rχUχr∗χ by the operator rχSχ which is just the multiplication
by the function q∗sχ. Therefore, the spectral structure of Uχ or r̂Ur∗(χ) is the same as that of S−1χ UχSχ.
Let us describe an example where Corollary 1.6 can be applied, Grover walks on topological crystals.
In the following, the terminology, definitions and the descriptions basically follow that of [17] and [22].
For a graph Y , we denote the set of vertices and the set of oriented edges by V (Y ), E(Y ), respectively.
For any e ∈ E(Y ), the origin o(e) and the terminus t(e) are the vertices which are connected by the
oriented edge e in an obvious direction. For any vertex y ∈ V (Y ), we set E(Y )y = {e ∈ E(Y ) ; o(e) = x}.
Then the degree of y ∈ V (Y ), denoted by deg(y), is given by the number of elements in E(Y )y. An
orientation of the graph Y = (V (Y ), E(Y )) is a subset Eo(Y ) of E(Y ) such that E(Y ) is written as the
disjoint union E(Y ) = Eo(Y ) ∪ Eo(Y ).
Let X be a topological crystal ([22]) over a connected finite graph X0 with an abstract periodic
lattice Γ, namely, X is an infinite locally finite connected graph on which a free abelian group Γ of rank
d (0 < d < +∞) acts freely and without inversion such that the quotient graph is X0. The natural
projection from X onto X0 is denoted by p : X → X0. A linear map U on the space C(E(X)) consisting
of all complex-valued function on E(X) defined by
(Uφ)(e) = −φ(e) + 2
deg(t(e))
∑
e′∈E(X)t(e)
φ(e′) (φ ∈ C(E(X)), e ∈ E(X)), (2.7)
is often called a Grover walk ([24]). See also [10] where a generalization, called a twisted Szegedy walk is
formulated. The restriction of U on ℓ2(E(X)), which is also denoted by U , defines a unitary operator
on ℓ2(E(X)), and U commutes with the action of Γ. Since the value (Uφ)(e) depends only on φ(e′) and
φ(e) with the edges e′ adjacent to e, the operator U satisfies the conditions (i), (ii) described before the
statement of Corollary 1.6.
Let us fix χ ∈ Γ̂ and compute the operator Û(χ) ∼= Uχ on ℓ2(E(X0)). To compute it, we need to
choose a fundamental set F0 in the set of oriented edges E(X) of the action of Γ. We fix a spanning
tree T0 in X0 and its lift T in X. For any u ∈ E(X0), there exists a unique edge q(u) ∈ E(X) with
the properties p(q(u)) = u and o(q(u)) ∈ V (T ). Then the finite set F0 = q(E(X0)) in E(X) is a
fundamental set of the action of Γ on E(X). Note that in general q(u) 6= q(u). But if u ∈ E(T0) then
we have q(u) = q(u). We follow the construction of a unitary operator Sχ : ℓ
2(E(X0)) → Cχ(X) given
in [17]. We fix ω ∈ Hom(Γ,R) such that χ = exp(2π√−1ω). Let µ : H1(X0,Z) → Γ be the surjective
homomorphism characterized by the identity
t(c˜) = µ(〈 c 〉)o(c˜),
where c is a closed path in X0, c˜ is a lift of c, 〈 c 〉 is the homology class of c (with coefficients in
Z) and t(c˜), o(c˜) denote the terminus and origin of the path c˜ in X. We extend µ as a linear map
µR : H1(X0,R)→ Γ⊗R. Since the dual space of H1(X0,R) is naturally identified with the cohomology
group H1(X0,R), the transpose µ
∗
R : Hom(Γ,R)
∼= (Γ ⊗ R)∗ → H1(X0,R) is an injective linear map.
We take a one-form η, which is a function on E(X0) such that η(e) = −η(e), whose cohomology class
is µ∗Rω ∈ H1(X0,R). We have ω(µ(〈 c 〉)) = η(c) for any closed path c, where, for c = (e1, . . . , en), we
write η(c) =
∑n
i=1 η(ei). We remark that η(c) does not depend on the choice of η representing the
cohomology class µ∗Rω. We fix e∗ ∈ E(T ) and define a function sη : E(X)→ C by
sη(e) = e
2pi
√−1(p∗η)(γ(e∗ ,e)),
where γ(e∗, e) denotes any path from o(e∗) to t(e) in X such that the first edge of γ(e∗, e) is e∗ and the
last edge is e. Since µ(〈 p(c˜) 〉) = 1 for any closed path c˜ on X, the right-hand side in the definition of
sη does not depend on the choice of such a path from o(e∗) to t(e), and we have sη ∈ Cχ(E(X)). We
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note that sη depends on the choice of 1-form η representing µ
∗
Rω and even the choice of ω. Now the
linear map Sχ : ℓ
2(E(X0))→ Cχ(E(X)) defined by
(Sχf0)(e) = sη(e)f0(p(e)) (f0 ∈ ℓ2(E(X0)), e ∈ E(X))
is a unitary isomorphism. It is straightforward to see
(S−1χ UχSχf0)(e0) = −(e2pi
√−1ηf0)(e0) +
2
deg t(e0)
∑
u∈E(X0)t(e0)
(e2pi
√−1ηf0)(u) (e0 ∈ E(X0)),
which is (unitarily equivalent to) the twisted Szegedy walk whose spectral structure is discussed in [10].
3. Simple properties of periodic unitary transition operators
For i = 1, . . . , d, let τi be the shift operator on H = ℓ
2(Zd,CD) defined by
(τig)(x) = g(x − ei) (g ∈ H, x ∈ Zd),
where {e1, . . . , ed} denotes the standard basis of Zd over Z. Then, τi’s are unitary operators on H. We
note that τi and τj commutes for any i, j, and hence, for α =
d∑
i=1
αiei, we may write τ
α = τα11 · · · ταdd .
The action of Zd on H is given by the operators τα.
Lemma 3.1. Let U be a periodic unitary transition operator on H with the set of steps S ⊂ Zd. For
each α ∈ S, define a linear map C(α) on CD by
C(α)φ = U(δ0 ⊗ φ)(α) (φ ∈ CD).
Then, U can be written in the following form.
U =
∑
α∈S
ταC(α).
Proof. It is straightforward to see that, for any φ ∈ CD and x ∈ Zd,
U(δx ⊗ φ) =
∑
α∈S
ταδx ⊗ C(α)φ =
(∑
α∈S
ταC(α)
)
(δx ⊗ φ).
Since the set {δx ⊗ φ}x∈Zd,φ∈CD spans H, we conclude the assertion. 
The operator F∗τiF , where F : H → H is the Fourier transform defined in (1.3) and F∗ is its inverse,
is the multiplication operator defined by the coordinate function zi, where z = (z1, . . . , zd) ∈ T d. Hence,
the operator U = F∗UF is written in the form (1.5) with the matrix Û(z) given by the formula
Û(z)φ =
∑
α∈S
zαC(α)φ = U(1⊗ φ)(z) (φ ∈ CD). (3.1)
Therefore, by Lemma 3.1 and the assumption that U is a unitary operator, we see∑
α,β∈S, α−β=γ
C(β)∗C(α) = δγ,0I
for any γ ∈ Zd. From this and (3.1), it follows that the matrix Û(z) is unitary for any z ∈ T d. We
note that Û(z) is a Laurent polynomial in z ∈ T d and hence it is naturally extended to the complex
torus T dC = (C \ {0})d. However, in general, Û(z) is not normal when z is not in the real torus T d.
We remark that, for a bounded operator A on H = ℓ2(Zd,CD) commuting with the action of Zd, the
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bounded operator F∗AF on H = L2(T d,CD) commutes with multiplication operators by continuous
functions on T d. The characteristic polynomial
χ(ζ, z) = det(ζ − Û(z)) (z ∈ T dC, ζ ∈ C) (3.2)
of Û(z) is a polynomial in ζ of degree D with coefficients in the ring of Laurent polynomials in z ∈ T dC.
Lemma 3.2. We have the following.
spec(U) = {λ ∈ S1 ; There exists a point z ∈ T d such that λ is an eigenvalue of Û(z)}.
Proof. It is easy to show that the spectrum spec(U) is contained in the set in the right-hand side above.
Thus, we prove that spec(U) contains the set in the right-hand side. Suppose that λ is in the resolvent
set of U and set V = {z ∈ T d ; χ(λ, z) 6= 0}. Then, R = (λ − U)−1 is a bounded operator on H. Let
W ⊂ T d be a Borel set such that νd(W ) = 1 and R̂(z)φ := (λ−U)−1(1⊗φ)(z) is defined for any z ∈W
and any φ ∈ CD. Then we have φ = (λ− Û(z))R̂(z)φ for any z ∈W and φ ∈ CD. Thus, W ⊂ V . This
shows that νd(V ) = 1 and that V is an open dense set such that T
d \V does not contain any non-empty
open set. Therefore we write R̂(z) = (λ − Û(z))−1 for z ∈ V . We claim that V = T d. To show this,
suppose contrary that T d \ V 6= ∅ and we take zo ∈ T d \ V . We take φo ∈ CD such that ‖φo‖CD = 1
and (λ− Û(zo))φo = 0. For any positive integer n, there exists a neighborhood Un of zo in T d such that
‖(λ− Û(z))φo‖CD < 1/(n + 1) for any z ∈ Un. Then, for any z ∈ Un ∩ V , we have
1 = ‖R̂(z)(λ− Û(z))φo‖CD ≤ ‖R̂(z)‖op‖(λ− Û(z))φo‖CD ≤ ‖R̂(z)‖op/(n+ 1),
where ‖ · ‖op denotes the operator norm. For each n, we fix zn ∈ Un ∩ V . One can find φn ∈ CD with
‖φn‖CD = 1 such that n < ‖R̂(zn)φn‖CD . There exists a neighborhood Vn of zn such that Vn ⊂ Un ∩ V
and n < ‖R̂(z)φn‖CD for any z ∈ Vn. We take a continuous function fn on T d such that the support
of fn is contained in Vn and ‖fn‖L2(T d) = 1. We set vn = fn ⊗ φn = fn(1 ⊗ φn) ∈ H which satisfies
‖vn‖ = 1. We see (Rvn)(z) = fn(z)R̂(z)φn for any z ∈W . Then,
‖R‖2op ≥ ‖Rvn‖2 =
∫
Vn
|fn(z)|2‖R̂(z)φn‖2CDdνd(z) ≥ n2,
which contradicts the fact that R is a bounded operator. This shows that V = T d, and hence λ is not
an eigenvalue of Û(z) for all z ∈ T d. 
4. Eigenvalues of periodic unitary transition operators
In this section and the next section, we frequently use the following lemma. This lemma is essentially
the same as Lemma 4.4 in [9]. However, we give its proof for convenience.
Lemma 4.1. Let ∆ ⊂ Cd be a domain. Let f be a holomorphic function on ∆. Suppose that f−1(0)∩T d
has positive Lebesgue measure on T d. Then f is identically zero on ∆.
Proof. First, let us assume that ∆ is a polydisk in Cd, that is, ∆ is a product of d disks in C. We use
an induction on the dimension d. When d = 1, the assertion is trivial since f−1(0) ∩ S1 is finite if f is
not identically zero. Suppose that, for d ≥ 2, the assertion is true in the dimension d− 1. Let ∆ ⊂ Cd
be a polydisk and let f be a holomorphic function on ∆. Suppose that f is not identically zero. We
would like to show that νd(f
−1(0) ∩ T d) = 0. We may assume that ∆ ∩ T d 6= ∅. In the following, a
point in Cd is written as (z, w) with z ∈ Cd−1 and w ∈ C. We set ∆ = Vd−1 × V1 where Vd−1 ⊂ Cd−1
is a polydisk and V1 ⊂ C is a disk. For any (z, w) ∈ ∆, we set gw(z) = hz(w) = f(z, w). The functions
gw and hz are holomorphic on Vd−1 and V1, respectively. Fubini’s theorem shows
νd(f
−1(0) ∩ T d) =
∫
S1
νd−1(g−1w (0) ∩ T d−1) dν1(w).
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We set M = {w ∈ S1 ; νd−1(g−1w (0) ∩ T d−1) > 0}. We show that ν1(M) = 0. By induction hypothesis,
w ∈ M if and only if gw is identically zero on Vd−1. Suppose that M 6= ∅ and we take wo ∈ M . Since
gwo = 0 on Vd−1, hz(wo) = 0 for any z ∈ Vd−1. Since f is not identically zero, one can take a point
zo ∈ Vd−1 such that hzo is not identically zero on V1. For such a point, one can take zo in Vd−1 ∩ T d−1
by the induction hypothesis and the assumption that f is not identically zero. Since hzo is holomorphic
on the disk V1 in C, h
−1
zo (0) is a discrete set containing wo. There exists an open neighborhood I of
wo in V1 such that h
−1
zo (0) ∩ I = {wo}. We clearly have M ∩ I = {wo}. This means that M is a
discrete set in S1 ∩ V1 and hence M is at most countable and its Lebesgue measure is zero. Now, let
∆ ⊂ Cd be a general domain and let f be a holomorphic function on ∆. Since ∆ is second countable,
one can find a countable open overing {∆n}∞n=1 of ∆ such that each ∆n is a polydisk. Suppose that
νd(f
−1(0) ∩ T d) > 0. Then, we have
0 < νd(f
−1(0) ∩ T d) ≤
∑
n
νd(∆n ∩ f−1(0) ∩ T d),
and hence there exists an integer n such that νd(∆n ∩ f−1(0) ∩ T d) > 0. Thus, from what we have just
proved above, f is identically zero on ∆n. Now the identity theorem for holomorphic functions shows
that f is identically zero on ∆. 
Lemma 4.2. Suppose that U has an eigenvalue λ. Then λ is an eigenvalue of Û(z) for any z ∈ T dC.
Proof. Let 0 6= w ∈ H be an eigenvector of U with the eigenvalue λ. Then, there exists a Borel set
W ⊂ T d such that νd(W ) = 1 and Û(z)w(z) = λw(z) for all z ∈ W . We may set w(z) = 0 for
z ∈ T d \W . We have χλ(z) = 0 for any z ∈ T d \w−1(0), where χλ(z) := χ(λ, z) is a Laurent polynomial
in z ∈ T dC. Since w 6= 0, we have νd(T d \ w−1(0)) > 0. Therefore, Lemma 4.1 shows that the function
χλ is identically zero on T
d
C. Thus, λ is an eigenvalue of Û(z) for any z ∈ T dC. 
We have to show the converse to Lemma 4.2. Suppose that λ ∈ S1 is an eigenvalue of the unitary
matrix Û(z) for any z ∈ T d. By Lemma 4.1, we have χ(λ, z) = 0 for any z ∈ T dC. Therefore, for each
fixed z ∈ T dC, the polynomial χ(ζ, z) in ζ ∈ C is divisible by ζ − λ. However, the multiplicity of ζ − λ in
χ(ζ, z) depends on z ∈ T dC. To handle this situation, let Rd denote the ring of Laurent polynomials in
z = (z1, . . . , zd) with complex coefficients. The quotient field of Rd, denoted by kd, is the field of rational
functions on Cd. Let Rd[ζ], resp. kd[ζ], be the ring of polynomials in one variable ζ with coefficients
in Rd, reps. in kd. We have χ ∈ Rd[ζ] ⊂ kd[ζ]. Since χ(λ, z) = 0 for any z ∈ T dC, the polynomial
ζ − λ ∈ kd[ζ] divides χ in kd[ζ].
Lemma 4.3. Let p, q ∈ kd[ζ] be monic polynomials and let r ∈ Rd[ζ]. If r = pq, then p, q ∈ Rd[ζ].
Proof. It follows from Lemma 2 in [4, Supplement] that each coefficient of p and q is holomorphic on
T dC. Thus, what we need is to prove that a rational function m(z) in z ∈ Cd which is holomorphic on
T dC is actually a Laurent polynomial in z. We use an induction on d. Let us consider the case where
d = 1. Let g/f (f, g ∈ C[z]) be a rational function holomorphic on T 1C. We may suppose that f and g
have no common roots. Since g/f is holomorphic on T 1C, it is possible for f to have a root only at the
origin. Thus, f is a monomial and hence g/f is a Laurent polynomial.
Suppose that the assertion holds in the dimension d− 1. For z ∈ Cd, we write, as before, z = (ξ, w)
with ξ ∈ C and w = (w1, . . . , wd−1) ∈ Cd−1. Let m(ξ, w) be a rational function in (ξ, w) ∈ Cd
holomorphic in T dC. We write m(ξ, w) = g(ξ, w)/f(ξ, w) with polynomials f and g having no common
irreducible factors in C[ξ, w]. The assertion is trivial if f is constant. Thus, suppose that f is non
constant. First, suppose that g is a non-zero constant. Since m = g/f is holomorphic on T dC, f can
not be zero on T dC. Let s = ξw1 · · ·wd−1. By Hilbert’s Nullstelensatz (see, for instance, [6, Chapter 4]),
each irreducible factor of f divides s, and hence f is a monomial. Next, suppose that g is not constant.
We may suppose that g has a positive degree in ξ, and we write g = b0ξ
m + · · · + bm with m > 0,
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bj ∈ C[w] and b0 6= 0. If f is constant in ξ, then f ∈ C[w], and m = (b0/f)ξm + · · · + (bm/f). Since
bj/f ’s are rational functions on C
d−1 holomorphic in T d−1
C
, the inductive hypothesis shows that these
are Laurent polynomials in w. Thus, we may suppose that f and g have positive degrees in ξ. Let f
be a polynomial in ξ of degree l > 0, and we write f = a0ξ
l + · · · + al with aj ∈ C[w] and a0 6= 0. Let
r ∈ C[w] be the resultant of the polynomials f , g with respect to ξ. (See, for instance, [6, Chapter 3]
for the properties of resultants.) Since f and g have no common factors, r is not the zero polynomial.
Suppose that al 6= 0. We set a = alr ∈ C[w]. Then the polynomial a is not the zero polynomial and
U = {w ∈ Cd−1 ; a(w) 6= 0} is an open dense subset in Cd−1. Fix wo ∈ U ∩ T d−1C . Since r(wo) 6= 0,
f(ξ, wo) and g(ξ, wo) have no common zeros as polynomials in ξ ∈ C. Since m = g/f is holomorphic on
T dC, f(ξ, wo) = 0 only at ξ = 0. However, since al(wo) 6= 0, we have f(ξ, wo) 6= 0 for any ξ ∈ C, which is
a contradiction to the assumption that f has a positive degree in ξ. Thus, al is zero. This shows that f
is divisible by ξ. We write f = ξkh where k > 0 and h is a polynomial in C[ξ, w] which is not divisible
by ξ. Then ξkm = g/h is again a rational function holomorphic on T dC. Applying the above discussion
shows that h must be a constant in ξ. Thus, h ∈ C[w]. Therefore, the previous discussion shows that
ξkm = g(ξ, w)/h(w) is a Laurent polynomial in (ξ, w). 
Proof of Theorem 1.3, (1). Suppose, as above, that λ ∈ S1 is an eigenvalue of Û(z) for any z ∈ T d and
hence for any z ∈ T dC. We divide χ by ζ − λ in kd[ζ] and write χ(ζ, z) = (ζ − λ)mq(ζ, z), where q is not
divisible by ζ − λ in kd[ζ]. By Lemma 4.3, q is in Rd[ζ]. By the Hamilton-Cayley theorem, we have
0 = χ(Û(z), z) = (Û (z)− λ)mq(Û(z), z) (4.1)
as a matrix for any z ∈ T dC. We note that q(Û (z), z) is not identically zero on T d. Indeed, suppose
contrary that q(Û(z), z) = 0 for any z ∈ T d. Then, for any fixed z ∈ T d, q(ζ, z) is divisible by the
minimal polynomial of the matrix Û(z). Since Û(z) has λ as an eigenvalue, q(ζ, z) is divisible by ζ−λ for
any z ∈ T d. Hence q(λ, z) = 0 for any z ∈ T dC by Lemma 4.1. Thus, q is divisible by ζ−λ in kd[ζ] which
is a contradiction. Therefore, q(Û(z), z) is not identically zero. By the Fourier transform, the bounded
operator q(U, τ) on H is not identically zero. From (4.1), it follows that 0 = χ(U, τ) = (U −λ)mq(U, τ).
We take w ∈ H such that h := q(U, τ)w is not zero. Since (U − λ)mh = 0, there exists a number j
(1 ≤ j < m) such that (U − λ)jh 6= 0 and (U − λ)j+1h = 0. Then v = (U − λ)jh is an eigenvector of U
with the eigenvalue λ. 
To close this section, it would be worth mentioning that the proof given above also shows the following
Proposition 4.4. Let λ be an eigenvalue of the periodic unitary transition operator U on H =
ℓ2(Zd,W ). We decompose the characteristic polynomial χ(ζ, z) in kd[ζ] in the form χ(ζ, z) = (ζ −
λ)mq(ζ, z), where q(ζ, z) ∈ Rd[ζ] is an irreducible polynomial in Rd[ζ]. Then, for any w ∈ ℓ2(Zd,W ),
we have q(U, τ)w = 0 or (U − λ)jq(U, τ)w is an eigenfunction of U for some j with 1 ≤ j < m.
5. Absolute continuity of the continuous spectrum
Finally we discuss the absolute continuity of the continuous spectrum of a periodic unitary transition
operator U . As before, let spec(U)p = {ω1, . . . , ωK} be the set of eigenvalues of U and let πj be the
orthogonal projection onto the eigenspace of U corresponding to ωj. We set πp = π1 + · · · + πK and
πc = I − πp. If spec(U)p = ∅, then we set πp = 0. The characteristic polynomial χ defined in (3.2) is
divisible by ζ − ωj in the ring of polynomials kd[ζ] with coefficients in the field kd of rational functions
in z = (z1, . . . , zd). The characteristic polynomial χ is monic in the sense that the coefficient of the
leading term of χ is the identity in kd. The ring kd[ζ] is a unique factorization domain (UFD for short),
and hence χ ∈ kd[ζ] can be decomposed into powers of monic irreducible elements in kd[ζ]. It should
be remarked that the ring Rd of Laurent polynomials in z = (z1, . . . , zd) is a UFD because it is a
localization of the ring C[z1, . . . , zd] of polynomials in z. Thus, Rd[ζ] is also a UFD, and hence χ can
be decomposed into irreducibles in Rd[ζ]. However, we need to use some properties of the notion of
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discriminants which are valid for polynomials with coefficients in a field. Since the polynomials ζ − ωj
are irreducible, the decomposition of χ into monic irreducible elements in kd[ζ] can be written as
χ(ζ, z) =
K∏
j=1
(ζ − ωj)mj ×
r∏
ρ=1
πρ(ζ, z)
nρ , (5.1)
where πρ ∈ kd[ζ] are monic irreducible polynomials in kd[ζ], and ζ − ωj (j = 1, . . . ,K) and πρ (ρ =
1, . . . , r) are mutually different. We set
π(ζ, z) =
K∏
j=1
(ζ − ωj)×
r∏
ρ=1
πρ(ζ, z) (5.2)
so that χ−1(0) = π−1(0) ⊂ T d+1
C
. If πρ (1 ≤ ρ ≤ r) is of the form ζ − λ with a constant λ ∈ C, then
χ(λ, z) = 0 for any z ∈ T dC and hence by Theorem 1.3, (1), λ is an eigenvalue of the operator U . Thus,
λ = ωj for some j = 1, . . . ,K. However, πρ is different from ζ−ωj, and hence it is a contradiction. Thus,
πρ is not of the form ζ − λ with a constant λ. By Lemma 4.3, each polynomial πρ in (5.2) is in Rd[ζ].
Let dpi denote the discriminant of π, namely, dpi = ± resultant of π and ∂ζπ. dpi is a Laurent polynomial
in z ∈ T dC. Note that dpi is identically zero if and only if π and ∂ζπ has a common irreducible factor in
kd[ζ]. Since π is a product of mutually different irreducible elements in kd[ζ], dpi is not identically zero.
Hence the discriminant set D = d−1pi (0) ⊂ T dC is an algebraic variety such that T dC \ D is a connected
open dense set ([8, Chapter 1]). By Lemma 4.1, T d ∩D is a closed set in T d having Lebesgue measure
zero. For any z ∈ T dC \ D, the equation π(ζ, z) = 0 has K + L = degπ distinct roots in C because
dpi = dpi(z) is the discriminant of π(ζ, z) in C[ζ] when z is fixed and hence π(ζ, z) does not have multiple
roots for fixed z 6∈ D. (See [6] for the properties of discriminants.)
Lemma 5.1. Let zo ∈ T dC \ D. Then, there exists a neighborhood V ⊂ T dC \ D of zo and holomorphic
functions λ1(z), . . . , λL(z) on V such that, for each z ∈ V , the roots of the equation π(ζ, z) = 0 is given
by ω1, . . . , ωK , λ1(z), . . . , λL(z).
Proof. Let ω1, . . . , ωK , λ1, . . . , λL be the roots of the equation π(ζ, zo) = 0, each of which is different
from others. Let λo denote one of λj’s. Since zo 6∈ D and since π(λo, zo) = 0, we have ∂ζπ(λo, zo) 6= 0.
Applying the implicit function theorem ([8, Chapter 1]), there exists a neighborhood V of zo and a
holomorphic function λ(z) on V such that π(λ(z), z) = 0 for any z ∈ V and λ(zo) = λo. This shows the
lemma. 
The projections onto algebraic (generalized) eigenspaces (called the eigenprojection in [15]) are also
holomorphic near zo ∈ T d \D. Namely, we have the following.
Lemma 5.2. Let zo ∈ T dC \ D. Let Vo be an open neighborhood of zo in T dC \ D as in Lemma 5.1.
Then there is an open neighborhood V1 of zo in Vo and holomorphic projection-valued functions Rj(z)
(1 ≤ j ≤ K), Pk(z) (1 ≤ k ≤ L) such that Rj(z), Pk(z) are the projections onto the algebraic eigenspaces
corresponding to ωj, λk(z), respectively, for each z ∈ V1.
Proof. As before, let ω1, . . . , ωK , λ1, . . . , λL be mutually different eigenvalues of the matrix Û(zo). Let
λo be one of them. We take a small circle Γ around λo such that Γ and the disk bounded by Γ do not
contain any other eigenvalues. Let λo(z) denote the eigenvalue of Û(z) in Vo such that λo(zo) = λo
which is holomorphic on Vo, and let λ(z) be any other holomorphic function which is an eigenvalue of
Û(z) in Vo. Since λo(z) and λ(z) are continuous, there exists a neighborhood V1 of zo in Vo such that,
for each z ∈ V1, λ(z) is not contained in Γ and the disk bounded by Γ and λo(z) is inside Γ. Then,
the eigenprojection P (z) onto the algebraic eigenspace corresponding to λo(z) along other algebraic
eigenspaces is given by the contour integral ([15, Chapter 1])
P (z) =
1
2πi
∫
Γ
(ζ − Û(z))−1 dζ. (5.3)
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From this expression, P (z) is holomorphic in z ∈ V1. 
We remark that, when zo ∈ T d \D, Rj(z) and Pk(z) in Lemma 5.2 are smooth functions on T d ∩ V1
which are the orthogonal projections onto the geometric eigenspaces because Û(z) is a unitary matrix
for z ∈ T d . For Rj(z), we have the following.
Lemma 5.3. In the above, Rj(z) (1 ≤ j ≤ K) is extended to T d \D as a smooth orthogonal projection-
valued bounded function, and it is the orthogonal projection onto the eigenspace corresponding to the
eigenvalue ωj of Û(z) for each z ∈ T d \D.
Proof. For each fixed z ∈ T dC, let Rj(z) be the eigenprojection onto the algebraic eigenspace correspond-
ing to the eigenvalue ωj of Û(z) defined by a contour integral as in (5.3). Rj(z) is well-defined as a
single-valued function on T dC. By Lemma 5.2, it is holomorphic on T
d
C \D, and hence its restriction to
T d \D is smooth. For z ∈ T d, Û(z) is a unitary matrix and hence Rj(z) is the orthogonal projection
onto the (geometric) eigenspaces corresponding to ωj. Thus, the operator norm of Rj(z) for z ∈ T d is
bounded. 
Lemma 5.4. Let Rj(z) be the orthogonal projection-valued functions on T
d \D in Lemma 5.3. Then,
the orthogonal projection πj onto the eigenspace of U corresponding to the eigenvalue ωj is given by the
following formula.
(πjw)(z) = Rj(z)w(z) (w ∈ L2(T d,CD), z ∈ T d \D).
Proof. Since T d ∩D has Lebesgue measure zero and since Rj(z) is bounded on T d \D, the right-hand
side of the above expression defines a bounded operator Rj on L
2(T d,CD) which commutes with U . By
Lemma 5.3, the image of Rj is contained in that of πj. But, it is obvious that, for w ∈ Im(πj), w(z) is
an eigenvector of Û(z) with eigenvalue ωj when w(z) 6= 0. Thus, we have Rjw = w, which completes
the proof. 
For each zo ∈ T d \D, we take a small neighborhood Vzo such that Vzo is a compact subset contained
in a neighborhood of zo as in Lemmas 5.1, 5.2. We set Wzo = Vzo ∩ T d. We may assume that Wzo is
connected. Let H(Wzo) be the closed subspace in H consisting of all w ∈ L2(T d,CD) whose essential
support is contained in Wzo . It is obvious that the orthogonal projection onto H(Wzo) is given by
the multiplication of the characteristic function of Wzo, and hence it commutes with U . Thus, the
spectral projection of U also commutes with the orthogonal projection onto H(Wzo). Let Rj(z), Pi(z)
(1 ≤ j ≤ K, 1 ≤ i ≤ L) denote the projection-valued holomorphic function on Vzo given in Lemma 5.2.
As in [15], we have
K∑
j=1
Rj(z) +
L∑
i=1
Pi(z) = I (z ∈ Vzo).
By Lemma 5.4, for each w ∈ H(Wzo), we see
w(z) = (πpw)(z) +
L∑
i=1
Pi(z)w(z)
for almost all z ∈Wzo . Since w = πpw + πcw, we have
(πcw)(z) =
L∑
i=1
Pi(z)w(z) (w ∈ H(Wzo)). (5.4)
From (5.4), we obtain
Unπcw(z) =
L∑
i=1
λi(z)
nPi(z)w(z) (w ∈ H(Wzo)) (5.5)
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for any integer n. Since the ring of Laurent polynomials on S1 is dense in the space C(S1) of continuous
functions on S1 with respect to the supremum norm, we see
f(U)πcw(z) =
L∑
i=1
f(λi(z))Pi(z)w(z) (w ∈ H(Wzo)) (5.6)
for any f ∈ C(S1).
Proposition 5.5. Let Vzo ⊂ T dCD \ D and Wzo ⊂ T d \ D be as above. Let w ∈ H(Wzo). Then the
spectral measure ‖E(·)πcw‖2 of πcw is absolutely continuous with respect to the Lebesgue measure.
Proof. We first show that the gradient ∇λk of the eigenvalues λk(z) (1 ≤ k ≤ L), considered as a
function on Wzo , does not vanish almost everywhere on Wzo. To show this, let (θ1, . . . , θd) ∈ Rd be a
coordinates on Wzo defined so that z = (e
iθ1 , . . . , eiθd) ∈Wzo . We denote ∂θj the partial derivative with
respect to θj . Then ∂θjλk = izj∂jλk on Wzo , where ∂jλk denotes the derivative in zj of the holomorphic
function λk. Let Nk ⊂Wzo be the set of points z ∈Wzo where ∇λk(z) = 0. Thus, Nk is the intersection
of the sets (∂jλk)
−1(0) ∩ T d for j = 1, . . . , d. If Nk has positive Lebesgue measure on T d, then by
Lemma 4.1, ∂jλk vanishes identically on Vzo for any j = 1, . . . , d. Therefore, λk is constant on Vzo .
Now, we have π(λk, z) = 0 in z ∈ Vzo. By the identity theorem for holomorphic functions, π(λk, z) = 0
for any z ∈ T dC. This means that the irreducible monic polynomial ζ − λk ∈ kd[ζ] divides π, which is a
contradiction to the fact that each πρ in (5.2) is not of the form ζ − λ. Therefore, ∇λk does not vanish
almost everywhere on Wzo .
Now, let f be a continuous function on S1. Since Pi(z) and Pj(z) (i 6= j) are orthogonal to each
other for z ∈Wzo , (5.6) shows
‖f(U)πcw‖2 =
L∑
i=1
∫
Wzo
|f(λi(z))|2‖Pi(z)w(z)‖2CD dνd(z).
As is shown in the above, we have νd(Wzo) = νd(Wzo ∩ N ci ) where N ci is the complement of Ni.
The function λi restricted to Wzo ∩ N ci has no critical points, and hence for each t ∈ S1, the set
λ−1i (t) ∩Wzo ∩N ci is a smooth hyper-surface. For each t ∈ S1 and i = 1, . . . ,K, we set
Γi(t) =
∫
λ−1i (t)∩Wzo∩Nci
‖Pi(z)w(z)‖2CD
dSt(z)
|∇λi(z)|
if λ−1i (t)∩Wzo ∩N ci 6= ∅, where dSt denotes the volume element of the hyper-surface λ−1i (t)∩Wzo ∩N ci .
Then the coarea formula (see [5] or [14, Appendix A]) shows that Γi(t) is an L
1-function on S1 and∫
S1
|f(t)|2 d‖E(t)πcw‖2 = ‖f(U)πcw‖2 =
∫
S1
|f(t)|2Γ(t) dν1(t), Γ(t) =
L∑
i=1
Γi(t),
which proves that the measure d‖E(t)πcw‖2 is absolutely continuous with respect to dν1(t). 
Proof of Theorem 1.3, (2). For each zo ∈ T d \D, we take a small neighborhood Vzo such that Vzo is a
compact set contained in a neighborhood of zo as in Lemmas 5.1, 5.2. We set, as before, Wzo = T
d∩Vzo.
Then {Wzo}zo∈T d\D is an open covering of T d\D. We can choose a locally finite countable open covering
{Wi}∞i=1 which is a refinement of a countable sub-covering of the covering {Wzo}zo∈T d\D. We take a
partition of unity {ρi}∞i=1 subordinated to the covering {Wi}∞i=1. Then, the sum
∞∑
i=1
Mi converges in
the strong operator topology and equals the identity operator on H. Let w ∈ H. Let Λ ⊂ S1 be a
Borel subset having Lebesgue measure zero. Since U commutes with the operator Mi defined by the
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multiplication by ρi, the spectral measure E(Λ) and the projection πc also commute withMi. Therefore,
we obtain
〈E(Λ)πcw, πcw 〉 =
∞∑
i=1
∫
T d\D
‖E(Λ)πc(ρ1/2i w)(z)‖2CD dνd(z),
Now Proposition 5.5 shows that E(Λ)πc(ρ
1/2
i w) = 0 in H. Therefore, we have E(Λ)πcw = 0, which
completes the proof of Theorem 1.3, (2). 
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