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Abstract. A longstanding open problem is whether there exists a non-syntactical model of the untyped
λ-calculus whose theory is exactly the least λ-theory λβ . In this paper we investigate the more general
question of whether the equational/order theory of a model of the untyped λ-calculus can be recursively
enumerable (r.e. for brevity). We introduce a notion of effective model of λ-calculus, which covers in
particular all the models individually introduced in the literature. We prove that the order theory of an
effective model is never r.e.; from this it follows that its equational theory cannot be λβ , λβη. We then
show that no effective model living in the stable or strongly stable semantics has an r.e. equational theory.
Concerning Scott’s semantics, we investigate the class of graph models and prove that no order theory of
a graph model can be r.e., and that there exists an effective graph model whose equational/order theory
is the minimum among the theories of graph models. Finally, we show that the class of graph models
enjoys a kind of downwards Lo¨wenheim-Skolem theorem.
key words: λ-calculus, effective λ-models, effectively given domains, recursively enumerable λ-theories,
graph models, Lo¨wenheim-Skolem theorem.
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1. Introduction
1.1. Lambda-theories and lambda-models
λ-theories are, by definition, the equational extensions of the untyped λ-calculus which are closed
under derivation [ 2]; in other words: a λ-theory is a λ-congruence which contains β-conversion (λβ);
extensional λ-theories are those which contain βη-conversion (λβη). λ-theories arise by syntactical or by
semantic considerations. Indeed, a λ-theory T , may correspond to a possible operational (observational)
semantics of λ-calculus, as well as it may be induced by a model M of λ-calculus through the kernel
congruence relation of the interpretation function (then we will say that M represents T and we will
write Th(M ) = T ). Although researchers have, till recently, mainly focused their interest on a limited
number of them, the set of λ-theories ordered by inclusion constitutes a very rich, interesting and complex
mathematical structure (see [ 2, 6, 7, 36]), whose cardinality is 2ℵ0 .
λ-models. After the first model, found by Scott in 1969 in the category of complete lattices and Scott
continuous functions, a large number of mathematical models for λ-calculus, arising from syntax-free
constructions, have been introduced in various categories of domains and were classified into semantics
according to the nature of their representable functions, see e.g. [ 2, 6, 40]. Scott’s continuous semantics [
43] is given in the category whose objects are complete partial orders and morphisms are Scott continuous
functions. The stable semantics (Berry [ 10]) and the strongly stable semantics (Bucciarelli-Ehrhard [ 13])
are refinements of the continuous semantics, introduced to approximate the notion of “sequential” Scott
continuous function; finally “weakly continuous” semantics have been introduced, either for modeling
non determinism, or for foundational purposes. In each of these semantics all the models come equipped
with a partial order, and some of them, called webbed models, are built from lower level structures called
“webs”. The simplest class of webbed models is the class of graph models, which was isolated in the
seventies by Plotkin, Scott and Engeler within the continuous semantics. The class of graph models
contains the simplest non syntactical models of λ-calculus (to begin with Engeler’s model E ), is itself
the easiest describable class, and represents nevertheless 2ℵ0 (non extensional) λ-theories. The results
previously obtained for the class of graph models are surveyed in [ 7]. Scott continuous semantics also
includes the class filter models, which were isolated at the beginning of eighties by Barendregt, Coppo
and Dezani [ 3] after the introduction of intersection-type discipline at the end of seventies by Coppo and
Dezani [ 17]. Filter models are perhaps the most established and studied semantics of λ-calculus (see e.g.
[ 41, 18, 19]).
1.2. The problems we are interested in
The initial problem. The question of the existence of a non-syntactical model of λβ (λβη) has been
circulating since at least the beginning of the eighties1, but it was only first raised in print in [ 27]. This
problem is still open, but generated a wealth of interesting research and results (surveyed in [ 6] and [
7]), from which we only sketch below what is relevant for the present paper.
The first results. In 1995 Di Gianantonio, Honsell and Plotkin succeeded to build an extensional
model having theory λβη, living in some weakly continuous semantics [ 21]. However, the construction
of this model as an inverse limit starts from the term model of λβη, and hence involves the syntax of
λ-calculus. Furthermore the existence of a model living in Scott’s semantics itself, or in one of its two
refinements, remains completely open. Nevertheless, the authors also proved in [ 21] that the set of
extensional theories representable by models living in Scott’s semantics had a least element. At the same
time Selinger proved that if an ordered model has theory λβ or λβη then the order is discrete on the
interpretations of λ-terms [ 45].
First extension: the minimality problem. In view of the second result of [ 21], it becomes natural
to ask whether, given a (uniformly presented) class of models of λ-calculus, there is a minimum λ-theory
represented in it; a question which was raised in [ 6]. In [ 16, 14] Bucciarelli and Salibra showed that the
answer is also positive for the class of graph models, and that the least graph theory (theory of a graph
model) was different from λβ and of course λβη. At the moment the problem remains open for the other
1See Problem 22 in the list of TLCA open problems [ 26].
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classes of models.
Each class of models represents and omits 2ℵ0 λ-theories. Ten years ago, it was proved that
in each of the known (uniformly presented) classes C of models, living in any of the above mentioned
semantics, and to begin with the class of graph models, it is possible to build 2ℵ0 (webbed) models
inducing pairwise distinct λ-theories [ 32, 33]. More recently, it has been proved in [ 42] that there are
2ℵ0 theories which are omitted by all the C’s, among which ℵ0 are finitely axiomatizable over λβ .
From these results, and since there are only ℵ0 recursively enumerable theories (r.e. in the sequel), it
follows that each C represents 2ℵ0 non r.e. theories and omits ℵ0 r.e. theories. Note also that there are
only very few theories of non syntactical models which are known to admit an alternative description
(e.g. via syntactical considerations), and that all happen to coincide either with the theory BT of Bo¨hm
trees [ 2] or some variations of it, and hence are non r.e. This leads us to raise the following problem,
which is a second natural generalization of the initial problem.
Can a non syntactical model have an r.e. theory? This problem was first raised in [ 7], where
it is conjectured that no graph model can have an r.e. theory. But we expect that this could indeed be
true for all λ-models living in the continuous semantics, or in its refinements (but of course not in its
weakenings, because of [ 21]), and in the present paper we extend officially this conjecture.
Conjecture 1 No λ-model living in Scott’s continuous semantics or in one of its refinements has an r.e.
equational theory.
1.3. Methodology
1) Look also at order theories. Since all the models we are interested in are partially ordered, and
since, in this case, the equational theory Th(M ) is easily expressible from its order theory Th⊑(M ) (in
particular if Th⊑(M ) is r.e. then also Th(M ) is r.e.) we will also address the analogue problem for order
theories.
2) Look at models with built-in effectivity properties. There are several reasons to do so. First, it may
seem reasonable to think that, if effective models do not even succeed to have an r.e. theory, then it
is unlikely that the other ones may succeed; second, because all models which have been individually
studied or given as examples in the literature are effective, in our sense. Starting from the known notion
of an effective domain, we introduce an appropriate notion of an effective model of λ-calculus and we
study the main properties of these models2. Note that, in the absolute, effective models happen to be
rare, since each “uniform” class C represents 2ℵ0 theories, but contains only ℵ0 non-isomorphic effective
models! However, and this is a third a posteriori reason to work with them, it happens that they can be
used to prove properties of non effective models (Theorem 4 below is the first example we know of such
a result).
3) A previous result obtained for typed λ-calculus also justifies the above methodology. Indeed, it
was proved in [ 5] that there exists a (webbed) model of Girard’s system F , living in Scott’s continuous
semantics, whose theory is the typed version of λβη, and whose construction does not involve the syntax
of λ-calculus. Furthermore, this model can easily be checked to be “effective” in the same spirit as in the
present paper (see [ 5, Appendix C] for a sketchy presentation of the model). Note that this model has
no analogue in the stable semantics.
4) Look at the class of graph models. Recall, from a remark above, that a graph model can be effective
but that most of them are not.
5) Prove a Lo¨wenheim-Skolem theorem. Effective webbed models are, in particular, generated by
countable webs. A key step for attacking the general conjecture is hence to prove that the order/equational
theory of any webbed model can be represented by a model of the same kind but having a countable web.
We will prove this here for graph models.
6) Mention when the results extend to some other class of webbed models, and when they do not
(sometimes we do not know). All the classes of webbed models indeed appear to be (more or less)
2As far as we know, only Giannini and Longo [ 23] have introduced a notion of an effective model; moreover, their definition
is ad hoc for two particular models (Scott’s Pω and Plotkin’s Tω) and their results depend on the fact that these models
have a very special common theory, namely BT .
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sophisticated variations of the class of graph models. Studying graph models illustrates the spirit of
the tools we aim at developing, while keeping technicalities at the lowest possible level. We will not
work out the details, since this would lead us to far, and would be teadious, with no special added
interest. Our program is rather to search for generic tools and our first success in this direction concerns
a meta-Lo¨wenheim-Skolem theorem whose proof will be given in a further paper.
1.4. Main results and derived conjectures
I. On effective models.
The central technical device here is Visser’s result [ 47] stating that the complements of β-closed r.e. sets
of λ-terms enjoy the finite intersection property (Theorem 6.4). We will be able to prove the following.
Theorem 1 Let M be an effective model of λ-calculus. Then:
(i) Th⊑(M ) is not r.e.
(ii) Th(M ) 6= λβ , λβη.
(iii) If ⊥M is λ-definable then Th(M ) is not r.e., more generally:
(iv) If there is a λ-term M such that in M there are only finitely many λ-definable elements below the
interpretation of M then Th(M ) is not r.e.
Concerning the existence of a non-syntactical effective model with an r.e. equational theory, we are
able to give a definite answer for all (effective) stable and strongly stable models:
Theorem 2 No effective model living in the stable or in the strongly stable semantics has an r.e. equa-
tional theory.
This theorem solves Conjecture 1 for these two semantics. Concerning Scott’s semantics, the problem
looks much more difficult and we concentrate on the class of graph models.
II. On graph models.
Theorem 3 There exists an effective graph model whose equational/order theory is the minimum graph
theory.
Theorem 4 If M is a graph model then Th⊑(M ) is not r.e.
We emphasize that Theorem 4, which happens to be a consequence of Theorem 3, plus the work on
effective models, concerns all the graph models and not only the effective ones. Concerning the equational
theories of graph models we only give below, as Theorem 5, the more flashy example of the results we
will prove in Section 12.3. The stronger versions are however natural, and needed for covering all the
traditional models (for example the Engeler model is covered by Theorem 5 below only if it is generated
from a finite set of atoms, while it is well known that its theory is BT , independently of the number of
its atoms).
Theorem 5 If M is a graph model which is “freely generated from a finite partial web”, then Th(M ) is
not r.e.
It remains open whether the minimum equational graph theory is r.e. Hence, the following instances
of Conjecture 1 are still open; we state them from the weaker to the stronger one.
Conjecture 2 The minimum equational graph theory is non r.e.
Conjecture 3 All the effective graph models have non r.e. equational theories.
Conjecture 4 All the effective models living in the continuous semantics have non r.e. equational theo-
ries.
The following further theorem states that graph models with countable webs are enough for representing
all graph theories. This can be viewed as a kind of Lo¨wenheim-Skolem Theorem for graph models (see
Section 9 for more comments).
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Theorem 6 For any graph model G there is a graph model G ′ which has a countable web and the same
order theory (and hence the same equational theory).
This result answers positively Problem 12 in [ 7].
The more general problem concerning all known classes of webbed models appeared previously as
Question 3 in [ 6, Sec. 6.3]. We are now able to give a full positive answer to Question 3, relying on a
more conceptual proof. We will keep this development for a later work.
The paper is an expanded version of “Lambda theories of effective lambda-models” [ 8]. Besides contain-
ing more proofs, explanations, and examples, it also contains some deeper results (e.g., Theorem 12.11
and its corollaries).
Part I
Preliminaries
2. Generalities
To keep this article as self-contained as possible, we summarize some definitions and results that we
will use later on. Concerning λ-calculus, we will generally use the notation of Barendregt’s classic work
[ 2].
2.1. Sets, functions and groups of automorphisms
We will denote by N the set of natural numbers and by pk the k-th prime number. If X is a set, P(X)
(resp. X∗) is the set of all subsets (resp. finite subsets) of X . We write X ⊆f Y to express that X is a
finite subset of Y .
For any function f we write dom(f) for the domain of f , rg(f) for its range, graph(f) for its graph,
and f↾X for its restriction to a subset X ⊆ dom(f). We define the image and the inverse image of X
via f respectively as f+(X) = {f(x) : x ∈ X} and f−(X) = {x : f(x) ∈ X}. The partial inverse of an
injective function f , denoted by f−1, is defined by: dom(f−1) = rg(f) and f−1(x) = y if f(y) = x.
Let f, g be two partial functions, then: f and g are compatible if f(x) = g(x) for all x ∈ dom(f)∩dom(g);
f ∩ g denotes the function whose graph is graph(f)∩ graph(g); if f, g are compatible, we denote by f ∪ g
the function whose graph is graph(f) ∪ graph(g); finally, f(x) ≃ g(y) abbreviates f(x) is undefined if,
and only if, g(y) is undefined and, if they are both defined, f(x) = g(y).
Given any mathematical structure S having a carrier set S, we denote by Aut(S) the group of all the
automorphisms of S. For all s ∈ S the orbit O(s) with respect to Aut(S) is defined by O(s) = {θ(s) :
θ ∈ Aut(S)}. A structure S is finite modulo Aut(S) if the number of orbits of S, with respect to Aut(S),
is finite.
2.2. Recursion theory
We write ϕn : N→ N for the partial recursive function of index n and we indicate byWn the domain of
ϕn. A set E ⊆ N is recursively enumerable (r.e. for short) if it is the domain of a partial recursive function.
The complement Ec of an r.e. set E is called co-r.e. If both E and Ec are r.e., E is called decidable. Note
that the collection of all r.e. (co-r.e.) sets is closed under finite union and finite intersection.
We say that ν is an encoding of a countable set X if ν : X → N is bijective. A numeration γ is a pair
(X, νX), such that νX : N → X is total and onto. Thus, the inverse of an encoding is a special case of
numeration. A set Y ⊆ X is r.e. (resp. co-r.e.) with respect to νX if the set ν
−
X(Y ) is r.e. (resp. co-r.e.).
Given two numerations (X, νX) and (Y, νY ) we say that a partial recursive function ϕ tracks f : X → Y
with respect to νX , νY if the following diagram commutes:
N
ϕ
//
νX

N
νY

X
f
// Y
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A function f : X → Y is said computable (with respect to νX , νY ) if there exists ϕ tracking f with
respect to νX , νY . Hereafter we suppose that a computable encoding 〈−,−〉 : N2 → N for the pairs
is fixed. Moreover, we fix an encoding #∗ : N∗ → N which is effective in the sense that the relations
m ∈ #−1∗ (n) and m = card(#
−1
∗ (n)) are decidable in (m,n). Finally we set ≪−,−≫: N
∗ × N → N
defined as ≪a, n≫= 〈#∗(a), n〉. We recall here a basic property of recursion theory which we will often
use in the sequel.
Remark 2.1 The inverse image of an r.e. set via a computable map is r.e.
2.3. Partial Orderings
Let (D,⊑D) be a partially ordered set (poset, for short). When there is no ambiguity we write D
instead of (D,⊑D). Two elements u and v of D are: comparable if either u ⊑D v or v ⊑D u; compatible
if they have an upper bound, i.e., there exists z such that u ⊑D z and v ⊑D z.
Let A ⊆ D be a set. A is upward (resp. downward) closed if v ∈ A and v ⊑D u (resp. u ⊑D v) imply
u ∈ A. A is directed if, for all u, v ∈ A, there exists z ∈ A such that u ⊑D z and v ⊑D z.
A poset D is a complete partial order (cpo, for short) if it has a least element (denoted by ⊥D) and every
directed set A ⊆ D admits a least upper bound (denoted by
⊔
A). A cpo is bounded complete if
⊔
{u, v}
exists for all compatible elements u, v. An element d ∈ D is called compact if for every directed A ⊆ D
we have that d ⊑D
⊔
A implies d ⊑D v for some v ∈ A. We write K(D) for the collection of compact
elements of D. A cpo D is algebraic if for every u ∈ D the set {d ∈ K(D) : d ⊑D u} is directed and u
is its least upper bound. An algebraic cpo D is called ω-algebraic when K(D) is countable. A bounded
complete ω-algebraic cpo is called a Scott domain. A compact element p 6= ⊥D of a Scott domain D is
prime if, for all compatible u, v ∈ D, we have that p ⊑D u ⊔ v implies p ⊑D u or p ⊑D v. We denote
by P(D) the set of prime elements of D. A Scott domain D is prime algebraic if for all u ∈ D we have
u =
⊔
{p ∈ P(D) : p ⊑D u}.
The simplest examples of prime algebraic domains are the flat domains and the powerset domains. If
D is a set and ⊥ an element not belonging to D, the flat domain D⊥ is, by definition, the poset (D,⊑D)
such that D = D ∪ {⊥} and for all u, v ∈ D we have u ⊑D v if, and only if, u = ⊥ or u = v. All elements
of D − {⊥} are prime. Concerning the full powerset domain (P(D),⊆), the compact elements are the
finite subsets of D and the prime elements are the singleton sets. We have a Scott domain when D is
countable.
3. The untyped λ-calculus
3.1. λ-terms
The set Λ of λ-terms over a countable set of variables is constructed as usual: every variable is a
λ-term; if M and N are λ-terms, then so are (MN) and λx.M for each variable x. We denote by Λo the
set of closed λ-terms. Concerning specific λ-terms we set:
I ≡ λx.x, 1 ≡ λxy.xy, T ≡ λxy.x, F ≡ λxy.y,
S ≡ λxyz.xz(yz), δ ≡ λx.xx, Ω ≡ δδ, Ω3 ≡ (λx.xxx)(λx.xxx).
The symbol ≡ denotes definitional equality. A more traditional notation for T, when not viewed as a
boolean, is K. We will denote αβ-conversion by λβ and αβη-conversion by λβη.
Contexts are, intuitively, λ-terms with some occurrences of a hole inside, denoted by []. A context is
inductively defined as follows: [] is a context, every variable is a context, if C1 and C2 are contexts then
so are C1C2 and λx.C1 for each variable x. If M is a λ-term we will write C[M ] for the context C where
all the occurrences of the hole [] have been simultaneously replaced (without α-conversion) by M .
A λ-term M is a head normal form (hnf ) if M ≡ λx1 . . . xn.yM1 . . .Mk for some n, k ≥ 0.
Let M ≡ λx1, . . . , xn.yM1 · · ·Mk and N ≡ λx1, . . . , xn′ .y
′N1 · · ·Nk′ be two hnf’s. Then M,N are
equivalent if, and only if, y ≡ y′ and k − n = k′ − n′.
A λ-term is solvable if it is β-convertible to a hnf, otherwise it is called unsolvable.
Notation 3.1 U denotes the set of all unsolvable λ-terms.
Definition 3.2 M,N ∈ Λo are separable if there exists S ∈ Λo such that SM = T and SN = F;
otherwise they are inseparable.
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There exist simple criteria implying separability or inseparability.
Proposition 3.3 (Bo¨hm) [ 2, Lemma 10.4.1, Thm. 10.4.2]
(i) Two hnf’s are separable or equivalent (as hnf’s);
(ii) Two normal λ-terms are separable or η-equivalent.
3.2. Bo¨hm trees
The Bo¨hm tree BT (M) of a λ-term M is a finite or infinite labelled tree. If M is unsolvable, then
BT (M) = ⊥, that is, BT (M) is a tree with a unique node labelled by ⊥. If M is solvable and
λx1 . . . xn.yM1 · · ·Mk is the principal head normal form of M [ 2, Def. 8.3.20] then we have:
BT (M) = λx1 . . . xn.y



H
H
HH
BT (M1) . . . . . . . . . BT (Mk)
We call BT the set of all Bo¨hm trees. Given t, t′ ∈ BT we define t ⊑B t′ if, and only if, t results from
t′ by cutting off some subtrees. It is easy to verify that (BT ,⊑B) is an ω-algebraic cpo.
3.3. λ-theories
A λ-theory is a congruence which contains λβ . If T is a λ-theory, we will writeM =T N for (M,N) ∈ T
and [M ]T for the T -equivalence class of M ; for V ⊆ Λ, V/T denotes the quotient set of V modulo T ,
i.e., V/T = {[M ]T : M ∈ V }. A λ-theory T is: consistent if T 6= Λ × Λ, extensional if it contains
the equation I = 1 and recursively enumerable if the set of Go¨del numbers of all pairs of T -equivalent
λ-terms is r.e.
The λ-theory H, generated by equating all the unsolvable λ-terms, is consistent by [ 2, Thm. 16.1.3]
and admits a unique maximal consistent extension H∗ [ 2, Thm. 16.2.6], which is an extensional λ-theory.
A λ-theory T is sensible if H ⊆ T . Consistent sensible λ-theories are never r.e. [ 2, Thm. 17.1.9]. A
λ-theory T is called semi-sensible if it contains no equations of the form U = S where S is solvable and
U unsolvable. Sensible λ-theories are semi-sensible and H∗ is also the unique maximal semi-sensible λ-
theory. The λ-theory BT which equates all λ-terms with the same Bo¨hm tree, is sensible, non-extensional
and non r.e., moreover BT is distinct from H and H∗, so that H ( BT ( H∗.
4. Models of λ-calculus
4.1. λ-models
It is well known [ 2, Ch. 5] that a model of untyped λ-calculus, or λ-model here, is nothing else than
a reflexive object of a Cartesian closed category (ccc for short) C, that is to say a triple M = (D, Ap, λ)
such that D is an object of C and (Ap, λ) : [D → D] → D is a retraction pair, which means that
Ap : D → [D → D] and λ : [D → D] → D are morphisms and Ap◦λ = id[D→D]. In the following we will
only be interested in the case where C is a concrete Cartesian closed category whose objects are posets,
possibly satisfying some constraints, and morphisms are (special) monotone functions between these sets.
In fact we will mainly be interested in Scott semantics but we will also draw conclusions for the stable
and strongly stable semantics. In these three classes all the λ-models have an underlying poset D which
is a cpo; in this context the partial order ⊑D will be denoted by ⊑M . An environment with values in D
is then a total function ρ : V ar→ D, where the carrier set of D is still denoted by D.
We let EnvD be the set of environments with values in D. EnvD, ordered pointwise, is a cpo whose
bottom element is the environment ρ⊥ mapping everybody to ⊥D. Note also that ρ ∈ EnvD is compact
if, and only if, rg(ρ) ⊆ K(D) and ρ(x) 6= ⊥D only for a finite number of x ∈ V ar. For every x ∈ V ar and
d ∈ D we denote by ρ[x := d] the environment ρ′ which coincides with ρ, except on x, where ρ′ takes the
value d. The interpretation |M | : EnvD → D of a λ-term M is defined by structural induction on M , as
follows:
• |x|ρ = ρ(x),
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• |MN |ρ = Ap(|M |ρ)(|N |ρ),
• |λx.M |ρ = λ(d ∈ D 7→ |M |ρ[x:=d]).
This interpretation function generalizes to terms with parameters in D (where an element of D is
interpreted by itself) and to Λ⊥ by setting |⊥|ρ = ⊥D for all ρ ∈ EnvD. The set of all open (resp. closed)
terms with parameters in D is denoted by Λ(D) (resp. Λo(D)). If M is a closed λ-term we write |M |
instead of |M |ρ since, clearly, |M |ρ only depends on the value of ρ on the free variables ofM ; in particular
|M | = |M |ρ⊥ . In case of ambiguity we will denote by |M |
M
the interpretation of the closed term M in
the λ-model M .
The equational theory Th(M ) and the order theory Th⊑(M ) of a λ-model M are respectively defined
as:
Th(M ) = {(M,N) : |M |ρ = |N |ρ ∀ρ ∈ EnvD},
Th⊑(M ) = {(M,N) : |M |ρ ⊑M |N |ρ ∀ρ ∈ EnvD}.
The model M is called sensible (resp. semi-sensible) if Th(M ) is.
Every λ-model M = (D, Ap, λ) can be viewed as the combinatory algebra C = (D, •, k, s) where
a • b = Ap(a)(b) (a, b ∈ D) and k, s are, respectively, the interpretation of K,S in M . In the sequel, we
will write ab for a • b, and when parentheses are omitted we understand that association is made to the
left, thus abc means (ab)c.
4.2. Isomorphisms of λ-models
Given two combinatory algebras C = (D, •, k, s) and C ′ = (D′, •′, k′, s′) a function Ψ : D → D′ is a
morphism from C to C ′ if Ψ(u • v) = Ψ(u) •′Ψ(v) and Ψ(k) = k′, Ψ(s) = s′; it is an isomorphism if and
only if Ψ is, moreover, a bijection.
It has been proved in [ 37] that all homomorphisms between λ-models living in the continuous semantics
or in its refinements are embeddings, that is to say, inclusions up to isomorphism.
Theorem 4.1 Given two λ-models M = (D, Ap, λ),M ′ = (D′, Ap′, λ′) and the associated combinatory
algebras C ,C ′, and a bijection Ψ : D → D′, the following assertions are equivalent:
(i) Ψ is an isomorphism between C and C ′,
(ii) for all M ∈ Λo, Ψ(|M |M ) = |M |M
′
.
We will hence also speak in this case of an isomorphism between the λ-models M and M ′, and of an
automorphism when M = M ′ (and hence C = C ′).
The next remark is clear from the definition.
Remark 4.2 If M and M ′ are isomorphic λ-models, then Th(M ) = Th(M ′).
Notation 4.3 Aut(M ) is the group of all automorphisms of M .
4.3. Scott continuous semantics
The Scott-continuous semantics is the semantics of λ-calculus given in the category whose objects are
cpo’s and morphisms are Scott-continuous functions. If D is a cpo we can define the Scott topology on
D. Given two cpo’s D,D′ a function f : D → D′ is Scott-continuous if, and only if, it is monotone and
f(
⊔
A) =
⊔
f+(A) for all directed A ⊆ D. We will denote by [D → D′] the set of all Scott continuous
functions from D into D′ considered as a cpo by pointwise ordering. If d ∈ K(D) and e ∈ K(D′) then the
step function εd,e, defined as follows, is compact:
εd,e(x) =
{
e if d ⊑D x,
⊥D′ otherwise.
If D,D′ are Scott domains then [D → D′] is a Scott domain and its compact elements are the functions
of the form
⊔
i∈I εdi,ei for some I finite. Note that in case I 6= ∅ such least upper bound exists if, and
only if, whenever {di : i ∈ I} is bounded, then so is {ei : i ∈ I}. For each function f ∈ [D → D′], we
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define the trace of f as tr(f) = {(d, e) ∈ K(D) × K(D′) : e ⊑D′ f(d)}. Note that (d, e) ∈ tr(f) if, and
only if, εd,e ⊑[D→D′] f . If D
′ is prime algebraic it is more interesting to work with Tr(f) = {(d, p) ∈
K(D)×P(D′) : p ⊑D′ f(d)}. Hence, if D,D′ = P(D) we can use Tr(f) = {(a, α) ∈ D∗ ×D : α ∈ f(a)}.
In the next section we will describe the simplest class of models living in Scott’s continuous semantics,
namely graph models.
4.4. Definition of graph models
The class of graph models belongs to Scott continuous semantics, it is the simplest class of models
of the untyped λ-calculus; nevertheless it is very rich. All known classes of webbed λ-models can be
presented as variations of this class (see [ 6]). The simplest graph model, is Engeler’s model E (Example
7.15(i)); it is moreover, from far, the simplest of all non syntactical λ-models. Historically, the first graph
model which has been isolated was Plotkin and Scott’s Pω, and it was followed soon by E . The word
graph refers to the fact that the continuous functions are encoded in the model via (a sufficient fragment
of) their graphs, namely their traces, as recalled below. For more details we refer to [ 6], and to [ 7].
Definition 4.4 A total pair G is a pair (G, iG) where G is an infinite set and iG : G∗ × G → G is an
injective total function.
Definition 4.5 The graph model generated by the total pair G is the reflexive cpo
G = ((P(G),⊆), λG , ApG),
where λG = i+G ◦Tr and Ap
G is a left inverse of λG . More explicitely:
(i) λG(f) = {iG(a, α) : (a ∈ G∗) α ∈ f(a)},
(ii) ApG(X)(Y ) = {α ∈ G : (∃a ⊆f Y ) iG(a, α) ∈ X}.
In particular, the function iG encodes the trace of the Scott continuous function f : P(G) → P(G)
by λG(f) ⊆ G. The total pair G = (G, iG) is called the “web” of the λ-model.
It is easy to check that, in the case of a graph model G , the interpretation |M |G : EnvP(G) → P(G)
of M ∈ Λ becomes:
• |x|Gρ = ρ(x),
• |MN |Gρ = {α ∈ G : (∃a ⊆f |N |
G
ρ ) iG(a, α) ∈ |M |
G
ρ },
• |λx.M |Gρ = {iG(a, α) : (a ∈ G
∗) α ∈ |M |Gρ[x:=a]}.
Example 4.6 Given a graph model G :
|I|G ≡ |λx.x|G = {iG(a, α) : a ∈ G∗ and α ∈ a},
|T|G ≡ |λxy.x|G = {iG(a, iG(b, α)) : a, b ∈ G∗ and α ∈ a},
|F|G ≡ |λxy.y|G = {iG(a, iG(b, α)) : a, b ∈ G∗ and α ∈ b}.
Concerning |Ω|G we only use the following characterization (the details of the proof are, for example,
worked out in [ 9, Lemma 4]).
Lemma 4.7 If G is a graph model, then |Ω|G ≡ |δδ|G = {α : (∃a ⊆ |δ|G ) iG(a, α) ∈ a}.
In the following, “graph theory” will abbreviate “the λ-theory of a graph model”.
Proposition 4.8 For all graph model G , Th(G ) 6= λβ , λβη.
Indeed, it was long ago noticed that no graph model could be extensional, and recently noticed in [
16] that |Ω3|
G ⊆ |1Ω3|
G
holds in all graph models G (because |Ω3|
G ⊆ rg(iG)). Hence, Selinger’s result [
44, Cor. 4] stating that in any partially ordered model whose theory is λβ or λβη the interpretations of
closed λ-terms are discretely ordered, implies that the theory of a graph model cannot be λβ , λβη.
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4.5. The stable and strongly stable semantics
The stable semantics and the strongly stable semantics are refinements of Scott’s semantics which
were successively introduced respectively by Berry [ 10, 11] and Ehrhard [ 13], mainly for proving some
properties of typed λ-calculi with a flavour of sequentiality [ 39, 10, 11, 12]. For this paper it is enough
to know the following. In this framework, the objects are particular prime algebraic Scott domains called
DI-domains (resp. DI-domains with coherences) where, in particular, u⊓v is defined for all pairs (u, v) of
compatible elements. The morphisms are, respectively, the stable and strongly stable functions between
such domains.
A function between DI-domains is stable if it is Scott continuous and furthermore commutes with
“inf’s of compatible elements”. A strongly stable function between DI-domains with coherence, is a stable
function, preserving coherence. The relevant order on the corresponding cpo’s of functions, respectively
[D →s D] and [D →ss D] is, in both cases, Berry’s order ≤s which is defined as follows.
Notation 4.9 f ≤s g if, and only if, ∀x∀y (x ⊑D y ⇒ f(x) = f(y) ⊓ g(x))
The following basic properties of Berry’s order are easy to check.
Remark 4.10
(i) f ≤s g implies that f is pointwise smaller than g,
(ii) f ≤s g and g constant imply f constant.
As soon as we are working with stable functions, the following alternative notion of trace makes sense
and it is more economical: Trs(f) is defined in the same way as Tr(f) in Section 4.3 (case where D
is prime algebraic) but retains only the pairs (d, e) satisfying: d is minimal such that e ⊑D f(d); and
similarly when one uses pairs (a, α). For example, if D = (P(D),⊆), for some set D, then Tr(idD) =
{(a, α) : α ∈ a ∈ D∗} while Trs(idD) = {({α}, α) : α ∈ D}.
5. Classes of webbed models
We have the following classes of webbed models:
1. K-models introduced by Krivine in [ 34] (see also [ 6, Def.126]), pcs-models [ 6, Def.153], and filter
models [ 19], all living in the continuous semantics;
2. Girard’s reflexive coherences, called G-models in [ 6, Def.150], living in the stable semantics;
3. Ehrhard’s reflexive hypercoherences, called H-models in [ 6, Def.160], living in the strongly stable
semantics.
The terminology of K-, G-, H- models will be used freely in this paper.
6. Recursion in λ-calculus
We now recall the main properties of recursion theory concerning λ-calculus that will be applied in the
following sections.
Let (−)ω : Λ→ N be an arbitrary effective encoding of Λ. We denote by (−)λ the inverse map of (−)ω,
thus: Mω,λ =M .
6.1. Co-r.e. sets of λ-terms
Definition 6.1 A set V ⊆ Λ is r.e. ( co-r.e.) if {(M)ω : M ∈ V } is r.e. (co-r.e.). The set V is called
trivial if either V = ∅ or V = Λ.
Notation 6.2 Let T be a λ-theory. An r.e. (co-r.e.) set of λ-terms closed under =T will be called a
T -r.e. (T -co-r.e.) set. If T = λβ we simply speak of a β-r.e. (β-co-r.e.) set.
Definition 6.3 A family (Xi)i∈I of sets has the FIP (finite intersection property) if Xi1 ∩ . . .∩Xin 6= ∅
for all i1, . . . , in ∈ I.
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Our key tool for studying r.e. theories and effective models will be the following theorem ([ 47, Thm. 2.5],
or [ 2, Ch. 17]).
Theorem 6.4 (Visser) The family of all non-empty β-co-r.e. subsets of Λ has the FIP.
This theorem generalizes the following classical result of Scott (see, e.g., [ 2, Thm. 6.6.2]).
Theorem 6.5 (Scott) A set of λ-terms which is both β-r.e. and β-co-r.e. is trivial.
A topological reading of Theorem 6.4 is that the topology on Λ generated by the β-co-r.e. sets of
λ-terms is hyperconnected (i.e., the intersection of two non-empty open sets is non-empty).
Lemma 6.6
(i) U is β-co-r.e. and hence non r.e.,
(ii) U is T -co-r.e. if, and only if, T is semi-sensible.
Proof. (i) Indeed, U is co-r.e and β-closed.
(ii) Furthermore, it is easy to check that U is T -closed exactly when T is semi-sensible.
From this lemma and from Theorem 6.4 it follows that every non-empty β-co-r.e. set of terms contains
unsolvable λ-terms.
Lemma 6.7 If O 6= ∅ is β-co-r.e. and T is r.e., then O/T is infinite or T is inconsistent.
Proof. Let V be the T -closure of O, and O′ = Λ− V . If T is r.e. and O/T is finite, then V is r.e. and
hence O′ is β-co-r.e. Since O′ ∩ O = ∅, O′ must be empty by Theorem 6.4. Hence V = Λ, and Λ/T is
finite. Hence T is inconsistent.
6.2. Separability revisited
This section, which can be skipped at first reading, contains other interesting examples of β-co-r.e. sets
which should prove useful for later work, namely MT −ins and ΛT −easy, as defined below, when T is r.e.
Notation 6.8 Given a λ-theory T we let, for all M ∈ Λo:
MT −ins = {N ∈ Λo : ∄S ∈ Λo(SM =T T ∧ SN =T F)}.
In this case M and N are said to be T -inseparable. We will omit T when T = λβ .
Example 6.9
(i) U ⊆M ins for all M ∈ Λo (by the genericity lemma [ 2, Prop. 14.3.24]); equivalently:
(ii) U ins = Λo for all unsolvable terms U ; more generally:
(iii) If BT (M) ⊑B BT (N), then M ∈ N ins and N ∈M ins.
Remark 6.10 Let T be a λ-theory and M ∈ Λo, then:
(i) MT −ins ⊆M ins is T -closed; more generally:
(ii) MT
′−ins ⊆MT −ins if T ⊆ T ′.
Proposition 6.11 Suppose T is a semi-sensible λ-theory and M ∈ Λo, then MT −ins =M ins.
Proof. Suppose that there are S,N ∈ Λo such that SM =T T and SN =T F. As T is semi-sensible, SM
and SN are solvable, and, since T is necessarily consistent, their head-normal forms are non equivalent.
Hence SM and SN are separable, which implies that M and N are separable.
Definition 6.12 Let T be a λ-theory. A λ-term U ∈ Λo is called T -easy if, for all M ∈ Λo, U = M is
consistent with T [ 2, p. 434].
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Notation 6.13 We will denote by ΛT −easy the set of T -easy terms.
It is clear that ΛT −easy ⊆ U and that ΛT −easy ⊆M
T −ins for all M ∈ Λo.
Proposition 6.14 If T is a consistent r.e. λ-theory then:
(i) MT −ins and ΛT −easy are T -co-r.e. sets,
(ii) MT −ins and ΛT −easy are infinite modulo T .
Proof. Recall that ΛT −easy ⊆MT −ins and ΛT −easy ⊆ U hold whether T is r.e. or not.
(i) It follows easily from the definitions that both sets are co-r.e. if T is r.e.
(ii) By (i) and Lemma 6.7, using the fact that ΛT −easy 6= ∅ when T is r.e. was proved by Visser [ 47] (or
see [ 2, Prop. 17.1.9]).
Note that, if it is obvious that MT −ins 6= ∅ holds for all M ∈ Λo and T , since M ∈MT −ins, it is only
known for r.e. theories T that ΛT −easy is non-empty.
Part II
Graph models and partial pairs
7. The category of partial pairs
The definition of graph models (and hence of total pairs) has been recalled in Section 4.4. We need
now to develop the wider framework of partial pairs.
In this section will recall the known definitions of partial pairs, interpretation with respect to a partial
pair, free completion and gluings. We will also introduce the new notions of subpair relation, morphism
of partial pairs and retract of partial pairs.
7.1. Definition and ordering of partial pairs
Definition 7.1 A partial pair A is a pair (A, jA) where A is a non-empty set and jA : A∗ × A→ A is
a partial (possibly total) injection.
In the sequel the letters A,B will always denote partial pairs. A is finite if A is finite, and it is total if
jA is total. The simplest example of a partial pair is (A, ∅), where ∅ denotes the empty function.
Definition 7.2 A is a subpair of B, written A ⊑ B, if A ⊆ B and jA(a, α) = jB(a, α) for all (a, α) ∈
dom(jA). The set of all the subpairs of A will be denoted by Sub(A).
It is clear that, for all partial pairs A, (Sub(A),⊑) is a bounded complete algebraic cpo (provided we
add the empty-pair) and that
⊔
k∈K Ak = (∪k∈KAk,∪k∈KjAk), if the Ak’s are compatible. When A is
countable, (Sub(A),⊑) is even a DI-domain.
7.2. Interpretation with respect to partial pairs
Definition 7.3 An A-environment is a function ρ : V ar→ P(A).
We will denote by EnvA, instead of EnvP(A), the set of all A-environments.
The definition of the interpretation |M |A of a λ-term M with respect to a partial pair A generalizes
in the obvious way the one given for graph models in Section 4.4. For all ρ ∈ EnvA we let:
|x|Aρ = ρ(x), (1)
|PQ|Aρ = {α : (∃a ⊆ |Q|
A
ρ ) (a, α) ∈ dom(jA) ∧ jA(a, α) ∈ |P |
A
ρ }, (2)
|λx.N |Aρ = {jA(a, α) : (a, α) ∈ dom(jA) ∧ α ∈ |N |
A
ρ[x:=a] }. (3)
Of course, if G is a graph model with web G, then |M |Gρ = |M |
G
ρ for all λ-terms M and environments ρ.
Note that, if A is not total, β-equivalent λ-terms do not necessarily have the same interpretation.
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Notation 7.4 If ρ ∈ EnvA, σ ∈ EnvB and C is a set, then σ = ρ ∩C means σ(x) = ρ(x) ∩ C for every
variable x, and ρ ⊆ σ means ρ(x) ⊆ σ(x) for every variable x.
We now provide two new lemmata which express the continuity of the function defined from Sub(A)×
EnvA to P(A) and mapping (B, ρ) 7→ |M |
B
ρ∩B.
Lemma 7.5 If A ⊑ B, then |M |Aρ ⊆ |M |
B
σ for all ρ ∈ EnvA and σ ∈ EnvB such that ρ ⊆ σ.
Proof. By straightforward induction on the structure of M .
Lemma 7.6 Let M ∈ Λ, A be a partial pair and ρ ∈ EnvA. Suppose α ∈ |M |
A
ρ then there exists a finite
pair B ⊑ A such that α ∈ |M |Bρ∩B .
Proof. The proof is by induction on M .
If M ≡ x, then α ∈ ρ(x), so that we define B = ({α}, ∅).
If M ≡ PQ, then there is a = {α1, . . . , αn}, for some n ≥ 0, such that (a, α) ∈ dom(jA), jA(a, α) ∈
|P |Aρ and a ⊆ |Q|
A
ρ . By induction hypothesis there exist finite subpairs B1, . . . ,Bn+1 of A such that
jA(a, α) ∈ |P |
Bn+1
ρ∩Bn+1
and αk ∈ |Q|
Bk
ρ∩Bk
for k = 1, . . . , n. We define B ⊑ A as ⊔k=0...n+1Bk where
B0 = (a ∪ {α}, jA↾{(a,α)}). From Lemma 7.5 it follows the conclusion.
If M ≡ λx.N , then α = jA(b, β) for some b and β such that (b, β) ∈ dom(jA) and β ∈ |N |
A
ρ[x:=b].
By induction hypothesis there exists a finite pair C ⊑ A such that β ∈ |N |Cρ[x:=b]∩C . We define B ⊑ A
as C ⊔ (b ∪ {α, β}, jA↾{(b,β)}). Then we have that C ⊑ B and ρ[x := b] ∩ C ⊆ ρ[x := b] ∩ B. From
β ∈ |N |Cρ[x:=b]∩C and from Lemma 7.5 it follows that β ∈ |N |
B
ρ[x:=b]∩B = |N |
B
(ρ∩B)[x:=b]. Then we
conclude that α = jB(b, β) ∈ |λx.N |
B
ρ∩B.
7.3. Morphisms between partial pairs
The following definition extends the definition of an isomorphism between total pairs, which was
introduced by Longo in [ 35].
Definition 7.7 A total function θ : A → B is a morphism from A to B if, for all (a, α) ∈ A∗ × A, we
have:
(a, α) ∈ dom(jA) =⇒ [(θ
+(a), θ(α)) ∈ dom(jB) and θ(jA(a, α)) = jB(θ
+(a), θ(α))]
and it is an endomorphism if, moreover, A = B.
Remark 7.8
(i) θ : A→ B is an isomorphism between A and B if, and only if, it is a bijection and both θ and θ−1
are morphisms; if, moreover, A = B then θ is an automorphism.
(ii) A ⊑ B if, and only if, the inclusion mapping ι : A→ B is a morphism.
Notation 7.9
(i) Hom(A,B) denotes the set of morphisms from A to B,
(ii) Iso(A,B) denotes the set of isomorphisms between A and B,
(iii) Aut(A) denotes the group of automorphisms of A.
We will also write θ : A → B for θ ∈ Hom(A,B).
Lemma 7.10 Let φ ∈ Hom(A,B) and ρ ∈ EnvA. Then:
(i) φ+(|M |Aρ ) ⊆ |M |
B
φ+◦ρ;
(ii) φ+(|M |Aρ ) = |M |
B
φ+◦ρ if φ ∈ Iso(A,B).
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Proof. (i) By straightforward induction on M one proves that, for all α ∈ φ+(|M |Aρ ), we have φ(α) ∈
|M |Bφ+◦ρ.
(ii) By (i) it is enough to prove that |M |Bφ+◦ρ ⊆ φ
+(|M |Aρ ). Let ψ = φ
−1; then φ+◦ψ+ = id. Thus
|M |Bφ+◦ρ = φ
+(ψ+(|M |Bφ+◦ρ)) ⊆ φ
+(|M |Aψ+◦φ+◦ρ) = φ
+(|M |Aρ ) (the inclusion follows by (i)).
Lemma 7.10(ii) implies that if φ ∈ Iso(A,B), with A,B total, then φ+ is an isomorphism of λ-models
(and of combinatory algebras). On the contrary, if φ is only a morphism of pairs, then φ+ cannot be a
morphism of combinatory algebras. Indeed, it is easy to check that φ+(|K|A) ( |K|B if φ is not surjective
and φ+(|MN |A) ( φ+(|M |A) • φ+(|N |A) if φ is not injective.
7.4. Free-completions of partial pairs
There are two known processes for building a graph model satisfying some additional requirements.
Both consist in completing a partial pair A into a total pair. The free completion3, which is due to Longo
[ 35] and mimics the construction of E , is a constructive way for building as freely as possible a total pair
A from a partial pair A. The aim is to induce some properties of the graph model generated by A from
properties of A. The other completion process, called forcing completion or simply “forcing”, originates
in [ 1]. For all M ∈ Λo, Baeten and Boerboom built out of a partial pair (G, ∅) a graph model G with
web (G, iMG ) such that |Ω|
G
= |M |G , thus proving semantically that Ω is easy. This technique is, in
general, non constructive but it can be effective in some degenerate but interesting cases (this contradicts
a remark in [ 7, Sec. 5.3.5]). Forcing was generalized in [ 9], where it is shown, in particular, that we can
go far beyond Λo and even Λo(D). In our paper forcing will only have an auxiliary role allowing us to
produce examples; hence “completion” will mean “free completion” unless otherwise stated.
Definition 7.11 (Longo) Let A = (A, jA) be a partial pair. The free completion4 of A is the total pair
A = (A, iA¯), where A = ∪n∈NAn, with A0 = A, An+1 = A ∪ ((A
∗
n × An) − dom(jA)) and iA¯ is defined
by:
iA¯(a, α) =
{
jA(a, α) if (a, α) ∈ dom(jA),
(a, α) otherwise.
An element of A has rank 0, whilst an element α ∈ A−A has rank n if α ∈ An −An−1.
Notation 7.12 GA denotes the graph model whose web is A, and it will be said freely generated by A.
Theorem 7.13 (Bucciarelli and Salibra [ 14, Thm. 29])
If A is a partial pair which is not total then GA is semi-sensible.
Remark 7.14 Let A,B be two partial pairs. If A ⊑ B ⊑ A then A = B and hence GA = GB.
Example 7.15 By definition:
(i) the Engeler model E is freely generated by A = (A, ∅), where A is a non-empty set. Thus, in fact,
we have a family of graph models EA;
(ii) the graph-Scott models are freely generated by A = (A, jA), where jA(∅, α) = α for all α ∈ A;
(iii) the graph-Park models are freely generated by A = (A, jA), where jA({α}, α) = α for all α ∈ A;
(iv) the mixed-Scott-Park graph models are freely generated by A = (A, jA) where jA(∅, α) = α for all
α ∈ Q, jA({β}, β) = β for all β ∈ R and Q,R form a non-trivial partition of A.
Remark 7.16 (Longo [ 35]) The model Pω is isomorphic to the graph-Scott model associated with any
singleton set A.
3Free completion is termed canonical completion in [ 14] and Engeler completion in [ 15, 16].
4Actually this completion construction requires that ((A∗×A)−dom(jA))∩rg(jA) = ∅, otherwise iA¯ would not be injective,
hence we will always suppose that no element of A is a pair. This is not restrictive because partial pairs can be considered
up to isomorphism.
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Theorem 7.17 (Kerth [ 29, 32]) There exist 2ℵ0 graph models of the form GA, with distinct theories,
among which ℵ0 are freely generated by finite pairs. The same is true for sensible graph models.
Proof. Among the continuum of distinct graph models provided by Kerth in [ 29, 32], countably many
are freely generated by finite partial pairs. The result for sensible graph theories follows from Kerth [ 31]
plus David [ 20].
Lemma 7.18
(i) For all θ ∈ Hom(A,B) there is a unique θ¯ ∈ Hom(A,B) such that θ¯↾A= θ.
(ii) If θ ∈ Iso(A,B), then θ¯ ∈ Iso(A,B).
Proof. Definition of θ¯ and verification of the first point are by straightforward induction on the rank of
the elements of A. It is also easy to check that if θ is an isomorphism then θ¯−1 is the inverse of θ¯.
A morphism θ : A → B does not induce, in general, a morphism of λ-models. But this is true when θ
is an isomorphism. In other words, the next corollary holds.
Corollary 7.19 Let θ ∈ Iso(A,B), then:
(i) θ¯+ ∈ Iso(GA,GB),
(ii) Th⊑(GA) = Th⊑(GB),
(iii) Th(GA) = Th(GB).
Proof. (i) By Lemma 7.10 and Lemma 7.18. (ii) By (i) and Remark 4.2. (iii) From (ii).
Proposition 7.20 Let G be a graph model with web G, and suppose α ∈ |M |G − |N |G for some M,N ∈
Λo. Then there exists a finite A ⊑ G such that α ∈ A and for all pairs C ⊒ A, if there is a morphism
θ : C → G such that θ(α) = α, then α ∈ |M |C − |N |C .
Proof. By Lemma 7.6 there is a finite A ⊑ G such that α ∈ |M |A. By Lemma 7.5 we have α ∈ |M |C .
Now, if α ∈ |N |C then, by Lemma 7.10, α = θ(α) ∈ |N |G , which is a contradiction.
Corollary 7.21 Let G be a graph model, and suppose α ∈ |M |G − |N |G for some M,N ∈ Λo. Then
there exists a finite A ⊑ G such that α ∈ A and for all pairs B satisfying A ⊑ B ⊑ G, we have:
(i) α ∈ |M |B − |N |B and
(ii) α ∈ |M |GB − |N |GB .
Proof. We apply Proposition 7.20, taking for θ the inclusion mapping ι : B → G for (i), and ι¯ given by
Lemma 7.18 for (ii).
7.5. Retracts
Definition 7.22 Given two partial pairs A and B we say that A is a retract of B, and we write A ⊳ B,
if there are morphims e ∈ Hom(A,B) and π ∈ Hom(B,A) such that π◦e = idA. In this case we will also
write e, π : A ⊳ B.
Notation 7.23 Given two graph models G ,G ′ we write G ⊳ G ′ if G ⊳ G′.
From Lemma 7.18(i), and the fact that idA is the only endomorphism of A whose restriction to A is
the identity idA we get the following lemma.
Lemma 7.24 Let A,B be two partial pairs, then A ⊳ B implies A ⊳ B.
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Proposition 7.25 If G ⊳ G′ then Th⊑(G ′) ⊆ Th⊑(G ) and Th(G ′) ⊆ Th(G ).
Proof. Let π, e : G ⊳ G′. It is enough to prove that for all M,N ∈ Λo, if α ∈ |M |G − |N |G then
e(α) ∈ |M |G
′
− |N |G
′
. Now, by applying Lemma 7.10 twice, e(α) ∈ |M |G
′
and e(α) ∈ |N |G
′
would imply
α = π(e(α)) ∈ |N |G .
Example 7.26 For the Engeler model EA = GA where A = (A, ∅) and the graph-Scott model PA = GA′
where A′ = (A, jA), and for all α ∈ A we have:
(a) A ⊑ A′ but not A ⊑ A′ ⊑ A,
(b) (∅, α) ∈ A−A′,
(c) Th(EA) = Th(PA) = BT [ 35],
(d) Th⊑(EA) ( Th⊑(PA) [ 35, Prop. 2.8],
(e) I ⊑ ε ∈ Th⊑(PA)− Th⊑(EA) (easy),
(f) α ∈ |λx.I|PA − |λx.I|EA while (∅, α) ∈ |λx.I|EA − |λx.I|PA .
8. The minimum order and equational graph theories
In [ 16, 14], Bucciarelli and Salibra defined a notion of “weak product” for graph models. In this paper
we prefer to call this construction gluing since it does not satisfy the categorical definition of a weak
product.
Definition 8.1 The gluing ♦k∈KGk of a family (Gk)k∈K of graph models with pairwise disjoint webs is
the graph model freely generated by the partial pair ⊔k∈KGk; its web is denoted by ♦k∈KGk instead of
⊔k∈KGk. More generally, for any family (Gk)k∈K of graph models, ♦k∈KGk will denote any gluing of
isomorphic copies of the Gk’s with pairwise disjoint webs.
Note that gluing is commutative and associative up to isomorphism (of graph models).
Lemma 8.2 Let (Gk)k∈K , be a family of graph models such that Gk = GAk for some family (Ak)k∈K of
pairwise disjoint partial pairs. Then ♦k∈KGk = GA, where A = ⊔k∈KAk.
Proof. By Remark 7.14 since, clearly, ⊔k∈KAk ⊑ ⊔k∈KAk ⊑ ⊔k∈KAk, and ⊔k∈KAk = ⊔k∈KGk.
Proposition 8.3 (Bucciarelli and Salibra [ 15, Prop. 2])
Let (Gk)k∈K be a family of graph models and G = ♦k∈KGk, then:
(i) |M |Gk = |M |G ∩Gk for any M ∈ Λo. Hence:
(ii) Th⊑(G ) ⊆ Th⊑(Gk),
(iii) Th(G ) ⊆ Th(Gk).
The existence of a minimum equational graph theory has been shown by Bucciarelli and Salibra in [
16, 14]. In fact, as observed below, their proof works also for the order theories.
Theorem 8.4 There exists a graph model whose order theory is minimum among all order graph theories
(hence, the analogue holds for its equational theory).
Proof. Let (Ak)k∈N be a family of pairwise disjoint finite partial pairs such that all other finite pairs
are isomorphic to at least one Ak. Take G = ♦k∈KGk, where Gk = GAk ; by Lemma 8.2, G = GA where
A = ⊔k∈NAk.
We now prove that the order theory, and hence also the equational theory, of G is the minimum one.
Let e be an inequation which fails in some graph model. By Corollary 7.21(ii) e fails in some GB where
B is some finite pair, hence it fails in some Gk. By Proposition 8.3(ii), e fails in G .
Recall that the minimum equational graph theory cannot be λβ or λβη by Proposition 4.8.
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9. A Lo¨wenheim-Skolem theorem for graph models
In this section we prove a kind of downwards Lo¨wenheim-Skolem theorem for graph models: every
equational/order graph theory is the theory of a graph model having a countable web. This result
positively answers Question 3 in [ 6, Sec. 6.3] for the class of graph models. Note that applying the
classical Lo¨wenheim-Skolem theorem to a graph model G , viewed as a combinatory algebra C , would
only give a countable elementary substructure C ′ of C . Such a C ′ does not correspond to any graph
model since there exists no countable graph model.
Let us first note that the class of total subpairs of a total pair G is closed under (finite or infinite)
intersections and increasing unions.
Definition 9.1 If A ⊑ G is a partial pair, then the total subpair of G generated by A is defined as the
intersection of all the total pairs G′ such that A ⊑ G′ ⊑ G.
Theorem 9.2 (Lo¨wenheim-Skolem Theorem for graph models)
For all graph models G there exists a graph model G ′ with a countable web G′ ⊑ G such that Th⊑(G ′) =
Th⊑(G ), and hence such that Th(G
′) = Th(G ).
Proof. We will define an increasing sequence of countable subpairs An of G, and take for G′ the total
subpair of G generated by A =
⊔
n∈NAn.
We start defining A0. Let I be the countable set of inequalities between closed λ-terms which fail in
G . Let e ∈ I. By Corollary 7.21(i) there exists a finite partial pair Ae ⊑ G such that e fails in every
partial pair B satisfying Ae ⊑ B ⊑ G. Then we define A0 =
⊔
e∈I Ae ⊑ G. Assume now that An has been
defined, and we define An+1 as follows. Let G ′n be the graph model whose web G
′
n is the total subpair of
G generated by An. For each inequality e = M ⊑ N which holds in G and fails in G ′n, we consider the
set Le = {α ∈ G′n : α ∈ |M |
G
′
n − |N |G
′
n}. Let α ∈ Le. Since G′n ⊑ G and α ∈ |M |
G
′
n , then by Lemma 7.5
we have that α ∈ |M |G . By |M |G ⊆ |N |G we also obtain α ∈ |N |G . By Lemma 7.6 there exists a partial
pair Cα,e ⊑ G such that α ∈ |N |
Cα,e . We define An+1 as the union of the partial pair An and the partial
pairs Cα,e for every α ∈ Le.
As announced, we take for G′ the total subpair of G generated by A =
⊔
n∈NAn. By construction we
have, for every inequality e which fails in G : Ae ⊑ G′n ⊑ G
′ ⊑ G. Now, Th⊑(G ′) ⊆ Th⊑(G ) follows from
Corollary 7.21(1) and from the choice of Ae.
Suppose now, by contradiction, that there exists an inequality M ⊑ N which fails in G ′ but not in G .
Then there is an α ∈ |M |G
′
− |N |G
′
. By Corollary 7.21(i) there is a finite partial pair B ⊑ G′ satisfying
the following condition: for every partial pair C such that B ⊑ C ⊑ G′, we have α ∈ |M |C − |N |C . Since
B is finite, we have that B ⊑ G′n for some n. This implies that α ∈ |M |
G
′
n − |N |G
′
n . By construction of
G ′n+1 we have that α ∈ |N |
G
′
n+1 ; this implies α ∈ |N |G
′
. Contradiction.
As announced at the end of Sections 1.3/1.4 an alternative and more conceptual proof of Theorem 9.2
could be given which can much more easily and transparently be adapted to the other classes of webbed
models.
Part III
Effective λ-models
10. Effective λ-models in Scott-continuous semantics
In this section we recall the definition of effective domains, also called in the literature “effectively
given domains”. Then, we introduce the new notion of effective λ-models and weakly effective λ-models
and prove some properties of these models using methods of recursion theory. In particular we prove
that: (i) The equational theory of an effective λ-model cannot be λβ or λβη (Corollary 10.46) (ii) The
order theory of an effective λ-model cannot be r.e. (Corollary 10.44).
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10.1. Effective Scott domains
All the material developed in this subsection can be found in [ 46, Ch. 10]; its adaptation to DI-domains
and DI-domains with coherences can be found in [ 25].
10.1.1. The category ED of effective Scott domains and continuous functions
Definition 10.1 A triple D = (D,⊑D, d) is called an effective domain if (D,⊑D) is a Scott domain and
d : N→ K(D) is a numeration of K(D) such that:
(i) the relation “dm and dn have an upper bound” is decidable in (m,n),
(ii) the relation “dn = dm ⊔ dk” is decidable in (m,n, k).
It is equivalent to replace (ii) by (ii)’: the join operator restricted to pairs of compact elements is total
recursive and “dn = dm” (or, equivalently, “dm ⊑D dn”) is decidable in (m,n). The equivalence holds
because “dm ⊑D dn” is equivalent to “dn = dm⊔dn”, and because “dm = dn” is equivalent to “dm ⊑D dn
and dn ⊑D dm”.
As usual, when there is no ambiguity, we denote by D the effective domain (D,⊑D, d).
Notation 10.2 For all v ∈ D, we set v̂ = {n : dn ⊑D v}.
Definition 10.3 An element v of an effective domain D is called r.e. (resp. decidable) if the set v̂ is
r.e. (resp. decidable).
In the literature r.e. elements (of domains) are called “computable elements”, while our decidable
elements were apparently not addressed. We choose the alternative terminology of r.e. elements for the
following two reasons: (1) it is more coherent with the usual terminology for elements of P(N) (see
Example 10.14); (2) it emphasizes the difference between r.e. elements and decidable elements of D.
Notation 10.4 Dr.e. (resp. Ddec) denotes the set of r.e. (resp. decidable) elements of the effective
domain D.
Note that K(D) ⊆ Dr.e. and that, in general, Dr.e. is not a cpo.
Example 10.5 Given an effective numeration of a countable set D, the flat domain D⊥ is effective
and all its elements are decidable since they are compact. In particular Λ⊥ is effective for the bijective
numeration (−)λ defined in the beginning of Section 6.
Definition 10.6 ED is the category with effective domains as objects, and all continuous functions as
morphisms.
ED is a full subcategory of the category of Scott domains; it is Cartesian closed since, if D,D′ are
effective domains, also D × D′ and [D → D′] are effective domains. The reader can easily check these
facts by himself or find the proofs in [ 22].
Remark 10.7 It is clear that the composition of r.e. functions is an r.e. function, moreover it is straight-
forward to check that the maps curry and eval, with the usual behaviour, and the composition operator
C(f, g) = g◦f , are r.e. at all types. Hence, by Theorem 10.13, their restrictions to r.e. elements are
computable.
10.1.2. Characterizations of r.e. continuous functions
The next proposition gives two other characterizations of r.e. functions.
Proposition 10.8 Let f : D → D′ be a continuous function where D,D′ are effective domains for d, d′.
The following conditions are equivalent:
(a) f ∈ [D → D′]r.e.,
(b) the relation d′m ⊑D′ f(dn) is r.e. in (m,n),
(c) {(m,n) : (dm, d′n) ∈ Tr(f)} is r.e.
and the same holds when “decidable” replaces “r.e.”.
We refer to [ 46, Ch. 10, Prop. 3.7] for a proof of this proposition in the r.e. case; of course (c) is just
a reformulation of (b).
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10.1.3. Adequate numerations of Dr.e.
Definition 10.9 A natural number n ∈ N represents v ∈ Dr.e. if Wn = v̂.
The surjection ζ′ : N → Dr.e. defined by ζ′(n) = v if and only if n represents v is not (in general)
a numeration since it can be partial. This partiality would create technical difficulties. However, using
standard techniques of recursion theory, it is not difficult to get in a uniform way a total numeration
ζD of Dr.e. [ 46, Ch. 10, Thm. 4.4]. In the sequel, we will need some further constraints on ζD, whose
satisfiability is guaranteed by the following proposition.
Proposition 10.10 There exists a total numeration ζD : N→ Dr.e. such that:
(i) dn ⊑D ζDm is r.e. in (m,n).
(ii) The inclusion mapping ι : K(D)→ Dr.e. is computable with respect to d, ζD.
Definition 10.11 A numeration ζD of Dr.e. is called adequate if it fulfills the conditions (i) and (ii) of
Proposition 10.10.
Lemma 10.12 For all adequate ζD, ζ′D there is a total recursive function ϕ : N → N such that ζD =
ζ′D◦ϕ.
Hereafter we will always suppose that ζD is an adequate numeration of Dr.e..
Given two effective domains (D,⊑D, d) and (D′,⊑D′ , d′) it is essentially straightforward to obtain, in
a canonical way, a numeration ν(d,d′) of the compact elements of [D → D
′] (see [ 46, Ch. 10, Thm. 3.6])
which is then used to give [D → D′] a structure of effective domain.
Theorem 10.13 Let (D,⊑D, d) and (D′,⊑D′ , d′) be effective domains, then a continuous function f :
D → D′ is r.e. (with respect to ν(d,d′)) if, and only if, its restriction f↾: D
r.e. → D′r.e. is computable with
respect to ζD, ζD
′
.
Proof. Relatively easy (the details are worked out in [ 46, Ch. 10, Prop. 4.14]). Note that the right
handside of the equivalence only depends on d, d′ because of Lemma 10.12.
In particular the previous theorem states that r.e. functions preserve the r.e. elements.
Example 10.14 The key example of an effective domain is (P(N),⊆, d) where d is some standard
bijective numeration d : N → N∗ of the finite subsets of N. Here the r.e. (resp. decidable) elements are
the r.e. (resp. decidable) sets and the usual map n 7→ Wn is an adequate numeration of the r.e. elements.
From Proposition 10.8 it follows that a Scott continuous function f : P(N)→ P(N) is r.e. if, and only
if, its trace Tr(f) = {(a, n) : a ∈ N∗ and n ∈ f(a)} is an r.e. set.
10.2. Completely co-r.e. subsets of Dr.e.
Our aim is to infer properties of weakly effective λ-models using methods of recursion theory. For this
purpose, given an effective domain D = (D,⊑D, d) and an adequate numeration ζD : N→ Dr.e. we study
the properties of the completely co-r.e. subsets of Dr.e.. The work done here could also be easily adapted
to DI-domains and DI-domains with coherences.
Definition 10.15 A ⊆ Dr.e. is called completely r.e. if A is r.e. with respect to ζD; it is called trivial if
A = ∅ or A = Dr.e.. In a similar way we define completely co-r.e. sets and completely decidable sets.
This terminology (i.e., the use of “completely r.e.” where one would expect “r.e.”) is coherent with
the terminology classically used in recursion theory (see, e.g., [ 38]). We will see in Corollary 10.20(iii)
below that there exist no non-trivial completely decidable sets.
Notation 10.16 We write Pcore(Dr.e.) for the set of completely co-r.e. subsets of Dr.e..
Remark 10.17 {⊥D} ∈ Pcore(Dr.e.) (therefore {⊥D} is not completely decidable).
Theorem 10.18 The family of all non-empty completely co-r.e. subsets of Dr.e. has the FIP.
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Proof. This follows from Corollary 10.20(ii) below which is itself a consequence of the following extension
of the Rice-Myhill-Shepherdson theorem (see [ 38, Thm. 10.5.2]).
Theorem 10.19 Let D be an effective domain and let A ⊆ Dr.e., then A is completely r.e. if, and only
if, there is an r.e. set E ⊆ N such that A = {v ∈ Dr.e. : ∃n ∈ E (ζDn ∈ K(D) and ζ
D
n ⊑D v)}.
Proof. See [ 46, Thm. 5.2].
Corollary 10.20 With respect to the partial order ⊑D:
(i) completely r.e. sets are upward closed (in Dr.e.),
(ii) completely co-r.e. sets are downward closed (in Dr.e.),
(iii) completely decidable sets are trivial.
10.3. Weakly effective λ-models
In this section we will consider λ-models living in the Scott semantics; but analogous notions can be
defined for the stable and the strongly stable semantics. The following definition of weakly effective
λ-models is completely natural in this context however, in order to obtain stronger results, we will need
a slightly more powerful notion. That is the reason why we only speak of “weak effectivity” here.
Definition 10.21 A λ-model M = (D, Ap, λ) is a weakly effective λ-model if:
(i) M is a reflexive object in the category ED,
(ii) Ap and λ are r.e.
For the stable and strongly stable semantics, we take respectively: EDID, the category having effective
DI-domains as objects and stable functions as morphisms; EDIDcoh, the category having effective DI-
domains with coherences as objects and strongly stable functions as morphisms.
Remark 10.22 Let EDr.e. be the subcategory of ED with the same objects as ED (and the same expo-
nential objects) but r.e. continuous functions as morphisms. Using Remark 10.7 it is easy to check that
EDr.e. inherits the structure of ccc from ED. The weakly effective models of Definition 10.21 above are
exactly the reflexive objects of EDr.e.. We prefer to use the category ED first because we think that it is
more coherent with the definition of the exponential objects to take all continuous functions as morphisms,
and second to put in major evidence the only effectiveness conditions which are required.
We recall a consequence of Theorem 10.13 that will be often used later on.
Remark 10.23 Let M be weakly effective, then:
(i) If u, v ∈ Dr.e. then Ap(u)(v) ∈ Dr.e.,
(ii) If f ∈ [D → D]r.e., then λ(f) ∈ Dr.e..
Convention 10.24 In the rest of this section it is understood that we are speaking of a fixed λ-model
M = (D, Ap, λ), where D = (D,⊑D, d) is an effective domain and that T = Th(M ).
Furthermore, we fix a bijective map νV ar from N to the set V ar of variables of λ-calculus. This gives
EnvD a structure of effective domain.
Proposition 10.25 If M is weakly effective, then (Dr.e., •, |K| , |S|) is a combinatory subalgebra of
(D, •, |K| , |S|).
Proof. It follows from Remark 10.23 that |K| ∈ Dr.e. and that Dr.e. is closed under •. The fact that
|S| ∈ Dr.e. is a consequence of the next result.
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Theorem 10.26 If M is weakly effective, then |M | ∈ Dr.e. for all M ∈ Λo⊥.
Proof. The theorem is a consequence of the following proposition.
Proposition 10.27 If M is weakly effective then, for all M ∈ Λ⊥, the function |M | : EnvD → D is r.e.
Proof. If M ≡ ⊥ then |⊥| is the constant function mapping ρ to ⊥ which is obviously r.e. Otherwise,
the proof is by structural induction over M .
If M ≡ x then |M | is the map ρ 7→ ρ(x), i.e., the evaluation of the environment ρ on the variable x. It
is easy to check that this function is r.e.
If M ≡ NP then |M | = eval◦(Ap◦ |N | , |P |). By induction hypothesis and Remark 10.7, |M | is a
composition of r.e. functions, hence it is r.e.
If M ≡ λx.N then |M | = λ◦C◦(curry(fx), k), where fx is the function (ρ, d) 7→ ρ[x := d] and k is the
constant function mapping ρ to |N |. We note that fx is r.e. because its restriction f ′x to Env
r.e.
D × D
r.e.
is computable. Indeed f ′x(ρ, d) differs from the r.e. environment ρ only on x where it takes as value the
r.e. element d. Then this case follows again from induction hypothesis and Remark 10.7.
Theorem 10.28 If M is weakly effective, then the function θ : Λ⊥ × EnvD → D defined by θ(M,ρ) =
|M |ρ is r.e.
Proof. Since the function |M | is r.e. for every M , we have that |M |ρ ∈ D
r.e. for all λ-terms M and all
r.e. environments ρ. Moreover, whenever M ∈ Λ and ρ ∈ Envr.e.D , the proof of Proposition 10.27 gives an
effective algorithm to compute in a uniform way the code of |M |ρ starting from the codes of M and ρ.
Corollary 10.29 If M is weakly effective and ρ ∈ Envr.e.D , then the function |−|ρ : Λ⊥ → D is r.e. and
its restriction to Λ is computable with respect to (−)λ, ζD.
Corollary 10.30 If M is weakly effective and V ⊆ Dr.e. is completely co-r.e. then {M ∈ Λo : |M | ∈ V }
is β-co-r.e.
Proof. Let ρ ∈ Envr.e.D . By Corollary 10.29 there exists a recursive map ϕρ : N → N tracking the
interpretation function M 7→ |M |ρ of λ-terms from Λ into D
r.e.. By Remark 2.1 and since the set
E = {n : ζDn ∈ V } is co-r.e. it follows that ϕ
−
ρ (E) = {Mω : |M |ρ ∈ V }, is also co-r.e. We get the
conclusion because Λo is a decidable subset of Λ.
Notation 10.31 Given an ordered λ-model M and T = Th(M ) we set:
(i) OM = {N ∈ Λo : |N | ⊑M |M |}, for all M ∈ Λo(D). Note that OM is a union of T -classes and
that M ∈ OM .
(ii) O⊥ = {N ∈ Λo : |N | = ⊥D}. Note that either O⊥ = ∅ or O⊥ consists of a single T -class,
(iii) Oω⊥ = ∪n∈NO
n
⊥ where O
n
⊥ is OL for L ≡ λx1 . . . xn.⊥D.
Thus, O⊥ is just a simplified notation for O
0
⊥. The close notations for O⊥ and D⊥ will not be confusing.
Lemma 10.32 For all ordered models M , and M,N ∈ Λo we have:
(i) O⊥ ∪ [M ]T ⊆ OM ⊆MT −ins,
(ii) if M,N are non equivalent hnf’s then OM ∩ON ⊆ U .
Proof. (i) The first inclusion is obvious. The second one follows from the observation that the interpre-
tations of two separable λ-terms are incomparable in any non-trivial partially ordered λ-model.
(ii) is then immediate, once noted that no solvable λ-term belongs to M ins ∩N ins, since an hnf in the
intersection should be simultaneously equivalent to M and N .
Note that under the hypothesis of Lemma 10.32 it can be true that OM ∩ON = ∅ for all M,N which
are not βη-equivalent as shows the model of Di Gianantonio et Al. [ 21].
It is interesting to note the following related result, which holds only for graph models and which, as
the preceeding one, does not need any hypothesis of effectivity.
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Lemma 10.33 For all graph models G , if N ∈ OI then either N =λβ I or N is unsolvable.
Proof. Suppose that N ∈ OI and N is solvable. Without loss of generality N is an hnf equivalent to
I, hence of the form N ≡ λx.λ~z.x ~N, with ~z and ~N of the same length k ≥ 0. If k ≥ 1 it is easy to
check that γ = iG({iG(∅k, α)}, iG({α}, iG(∅k−1, α))) ∈ |N |
G − |I|G , where iG(∅n, α) is a shorthand for
iG(∅, iG(∅ . . . , iG(∅, α) . . .)).
Note that this lemma is false for the other classes of models, whether living in the continuous, stable and
strongly stable semantics, which have been introduced in the literature since they all contain extensional
models (we will give later on more details on these classes). Looking at the proof we can observe that
the reasons why it does not work differ according to the semantics: γ ∈ |I| in the case of K-models, and
γ /∈ |N | in the stable and strongly stable case (because the injective function i of the web is defined via
Trs).
Proposition 10.34 If M is weakly effective and T = Th(M ), then:
(i) O⊥ ⊆ U ,
(ii) O⊥ is T -co-r.e.
Proof. (i) is true by Lemma 10.32(ii) since O⊥ ⊆ OM ∩ON for all M,N .
(ii) follows from Remark 10.17 and Corollary 10.30.
Any sensible model satisfies U = [Ω]T ⊆ OΩ. Thus, in all sensible models which interpret Ω by ⊥D we
have O⊥ = OΩ = U (this is the case for example of all sensible graph models). On the other hand it is
easy to build models satisfying OΩ = Λ
o: for example, finding a graph model G with carrier set G such
that |Ω|G = G is an exercise, which also appears as the simplest application of the generalized forcing
developed in [ 9]. Finally (usual) forcing also allows us to build, for allM ∈ Λo, a graph model satisfying
Ω =M and hence OΩ = OM , and this is still true for M ∈ Λo(D), and beyond, using generalized forcing.
Proposition 10.35 If M is weakly effective and T = Th(M ) is r.e., then Oω⊥ = ∅ = O⊥.
Proof. Since O⊥ consists of zero or one T -class, it follows from Lemma 6.7 and Proposition 10.34 that
O⊥ = ∅. Now it follows, by easy induction on n, that On⊥ = ∅ for all n since, if N ∈ O
k+1
⊥ , then NI ∈ O
k
⊥.
Notation 10.36 Given a λ-model M and T = Th(M ) we set, for all E ⊆ N, ΛoE = {N ∈ Λ
o : |̂N | ⊆ E},
where |̂N | = {n : dn ⊑M |N |}. Note that ΛoE is a union of T -classes, which depends on M (and not only
on T ). Furthermore, for all M ∈ Λo, Λo
|̂M|
= OM .
Theorem 10.37 Let M be weakly effective, T = Th(M ) and E ⊆ N.
(i) If E is co-r.e. then ΛoE is T -co-r.e.,
(ii) If E is decidable then either ΛoE = ∅ or Λ
o
Ec = ∅.
Proof. (i) We first note that E′ = {n : (∃m /∈ E) dm ⊑D ζDn } is r.e. Hence {ζn : n /∈ E
′} is completely
co-r.e. We conclude by Corollary 10.30.
(ii) follows from the FIP, since ΛoE ∩ Λ
o
Ec = ∅.
Theorem 10.38 Let M be weakly effective, T = Th(M ) and M1, . . . ,Mn ∈ Λo. If |Mi| ∈ Ddec for
all 1 ≤ i ≤ n, then OM1 ∩ · · · ∩ OMn is a T -co-r.e. set, which contains a non-empty β-co-r.e. set V of
unsolvable terms.
Proof. Since, for all 1 ≤ i ≤ n, the set |̂Mi| is decidable and OMi = Λ
ô|Mi|, then every OMi is a non-
empty T -co-r.e. set by Theorem 10.37(i). Hence also V = OM1 ∩ · · · ∩OMn is a T -co-r.e. set containing
V = V ∩ U which is β-co-r.e. since U is β-co-r.e., and is non-empty by the FIP.
Theorem 10.39 Let M be weakly effective and T = Th(M ). If there exists M ∈ Λo such that |M | ∈
Ddec and OM − [M ]T is finite modulo T , then T is not r.e.
Proof. Since, by Lemma 6.7, if T is r.e. then OM/T is infinite.
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10.4. Effective λ-models
As proved in Proposition 10.27 weakly effective λ-models interpret λ-terms by r.e. elements. The notion
of effective λ-model introduced below has the further key advantage that normal terms are interpreted
by decidable elements and this leads to interesting consequences. As we will see in Sections 11 and 12, all
the models living in the continuous semantics, or in one of its refinements, and introduced individually
in the literature are effective. Furthermore, in the case of webbed models, easy sufficient conditions can
be given at the level of the web in order to guarantee the effectiveness of the λ-model.
Definition 10.40 A weakly effective λ-model M = (D, Ap, λ) is called effective if it satisfies the following
two conditions:
(i) if d ∈ K(D) and e1, . . . , ek ∈ Ddec, then de1 · · · ek ∈ Ddec,
(ii) if f ∈ [D → D]r.e. and f(d) ∈ Ddec for all d ∈ K(D), then λ(f) ∈ Ddec.
Remark 10.41 The key condition is the second one. Indeed, many λ-models, and in particular all graph
models and all extensional algebraic λ-models, automatically satisfy a property which is stronger than (i),
namely (i′) below.
Proposition 10.42 Let M = (D, Ap, λ) be either a graph model, or a λ-model such that D is a Scott
domain and M satisfies |I| ⊑D |ε| (equivalently, id ⊑[D→D] λ◦Ap). Then we have:
(i’) if d ∈ K(D) and e1, . . . , ek ∈ D, then de1 · · · ek ∈ K(D).
Proof. If M is a graph model, then the compact elements of D are exactly the finite subsets of its web.
From this and the definition of application in the case of graph models, it follows that de is compact
for every compact d and arbitrary e. If M lives in Scott semantics, then f(e) is compact for every
compact continuous function f and e ∈ D. Indeed, such an f is a finite sup of step functions εh,k where
h, k ∈ K(D). Thus, there only remains to prove that d ∈ K(D) entails that Ap(d) is also compact. Let
{fi : i ∈ I} be a non-empty directed set of continuous functions on D, and suppose Ap(d) ⊑
⊔
i∈I fi then
λ(Ap(d)) ⊑ λ(
⊔
i∈I fi) =
⊔
i∈I λ(fi) by continuity of λ. Since id ⊑ λ◦Ap we get d ⊑
⊔
i∈I fi and, by the
compactness of d, there is a j ∈ I such that d ⊑ λ(fj). It follows that Ap(d) ⊑ Ap(λ(fj)) = fj and hence
Ap(d) is compact.
Theorem 10.43 If M is effective, then for all normal λ-terms M ∈ Λo we have |M | ∈ Ddec.
Proof. Since the interpretation of a closed λ-term is independent of the context, it is enough to show
that |M |ρ ∈ D
dec for all normal M ∈ Λ and for all ρ ∈ K(EnvD). This proof is done by induction over
the complexity of M .
If M ≡ x then |M |ρ = ρ(x) is a compact element, hence it is decidable.
Suppose M ≡ yN1 · · ·Nk with Ni normal for all 1 ≤ i ≤ k. By definition |M |ρ is equal to |y|ρ ·
|N1|ρ · · · |Nk|ρ. Hence this case follows from Definition 10.40(i), the fact that ρ(y) is compact, and the
induction hypothesis.
If M ≡ λx.N then |M |ρ = λ(d 7→ |N |ρ[x:=d]). Note that, since ρ ∈ K(EnvD), also ρ[x := d] is compact
for all d ∈ K(D). Hence the result follows from the induction hypothesis and Definition 10.40(ii).
Corollary 10.44 If M is effective, then Th⊑(M ) is not r.e.
Proof. Let M ∈ Λo be normal. If Th⊑(M ) were r.e., then we could enumerate the set OM . However,
by Theorem 10.43 and Theorem 10.38, this set is co-r.e. and it is non-empty because clearly M ∈ OM .
Hence OM would be a non-empty decidable set of λ-terms closed under β-conversion, i.e., OM = Λ
o.
Since the model is non-trivial and M is arbitrary this lead us to a contradiction.
Corollary 10.45 If M is effective and Th(M ) is r.e. then ⊑M induces a non-trivial partial order on
the interpretations of closed λ-terms.
Corollary 10.46 If M is effective then Th(M ) 6= λβ , λβη.
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Proof. By Selinger’s result stating that in any partially ordered model whose theory is λβ or λβη the
interpretations of closed λ-terms are discretely ordered [ 44, Cor. 4].
Recall that in the case of a graph models we know a much stronger result, since we already know from
Proposition 4.8 that for all graph models G we have Th(G ) 6= λβ , λβη.
11. Effective stable and strongly stable λ-models
There are also many effective models in the stable and strongly stable semantics. Indeed, the stable
semantics contains a class which is analogous to the class of graph models (see Survey [ 6]), namely
Girard’s class of reflexive coherent spaces, called G-models in [ 6].
The material developed in Sections 12.2 and 12.3 below for graph models could be adapted for G-
models, even if it is more delicate to complete partial pairs in this case (the free completion process has
been described in Kerth [ 30, 33]). This material could also be developed for H-models (i.e. reflexive
hypercoherences; they belong to the strongly stable semantics); the free completion process has been
worked out in print only for particular H-models [ 24, 4], but works in greater generality5, even though
working in the strongly stable semantics certainly adds technical difficulties.
Lemma 11.1 If M belongs to the stable or strongly stable semantics, then:
OF ∩OT ⊆ {N : 1N ∈ O
2
⊥}.
Proof. Suppose N ∈ OF ∩ OT. Let f, g, h ∈ [D →s D] (resp. [D →ss D]) be f = Ap(|T|), g = Ap(|F|)
and h = Ap(|N |). By monotonicity of Ap we have h ≤s f, g. Now, g is the constant function taking value
|I|, and f(⊥D) = |λy.⊥D|. The first assertion forces h to be a constant function (Remark 4.10) and the
fact that h is pointwise smaller than f forces λ(h) = |λx.λy.⊥D|. Therefore λ(h) ∈ O2⊥. It is now enough
to notice that, in all λ-models M = (D, Ap, λ) we have λ(Ap(u)) = |1u| for all u ∈ D and, in particular,
λ(h) = |1N |. Hence 1N ∈ O2⊥.
Theorem 11.2 If M is effective and belongs to the stable or to the strongly stable semantics then Th(M )
is not r.e.
Proof. By Lemma 11.1 and Proposition 10.35.
It is easy to check that Lemma 11.1 is false for the continuous semantics. We can even give a counter-
example in the class of graph models. Indeed we know from [ 9] that there exists a graph model G (built by
forcing) where Ω acts like intersection (and |Ω|G = |1Ω|G ). Equivalently, in G we have |Ω|G = |T|G ∩|F|G
and, hence, Ω ∈ (OT ∩OF)− O2⊥.
12. Effective graph models
A side effect of this section is to show that effective models are omni-present in the continuous semantics.
In Section 12.1 we will introduce a notion of weakly effective (resp. effective) partial pairs, and in
Section 12.2 we will prove that they generate weakly effective (resp. effective) λ-models. An analogue of
the work done in these two sections could clearly be developed for each of the other classes of webbed
models, e.g., using the terminology of [ 6]: K-models, pcs-models, filter models (for the continuous
semantics), G-models and H-models (respectively, for the stable and strongly stable semantics). Note
that all the λ-models which have been introduced individually in the literature, to begin with Pω , E
(graph models) and Scott’s D∞ (K-model) are (or could be) presented as generated by webs which
happen to be effective in our sense.
12.1. Weakly effective and effective pairs
Definition 12.1 A partial pair A is weakly effective if it is isomorphic to some pair (E, ℓ) where E is a
decidable subset of N and ℓ is partial recursive with decidable domain. It is effective if, moreover, rg(ℓ)
is decidable.
5R. Kerth and O. Bastonero, private communication, 1997.
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Lemma 12.2 A total pair G is weakly effective if, and only if, it is isomorphic to a total pair (N, ℓ) where
ℓ is total recursive. It is effective if, moreover, we can choose ℓ with a decidable range.
Proof. Straightforward.
Througout this section we suppose, without loss of generality, that all effective and weakly effective
pairs have as underlying set a subset of N.
Example 12.3 Pω, in its original definition (see, e.g., [ 2]) since ℓ is defined by ℓ(a, n) =≪ a, n≫
(with the notation of Section 2.2); here ℓ is also surjective.
Proposition 12.4 If G is a weakly effective (resp. effective) total pair then G is a weakly effective (resp.
effective) λ-model.
Proof. By Lemma 12.2, it is enough to prove it for weakly effective pairs of the form (N, ℓ). Then it is
easy to check, using Definition 4.5, that ApG , λG are r.e. Furthermore, condition (i) of Definition 10.40
(effective λ-models) is satisfied for all graph models. It is finally straightforward to check that condition
(ii) holds when rg(ℓ) is decidable.
Next, we show that the free completion process preserves the effectivity of the partial pairs.
12.2. Free completions of (weakly) effective pairs
Theorem 12.5 If A is weakly effective (resp. effective) then A is weakly effective (resp. effective).
Proof. Suppose A = (A, jA) is a weakly effective partial pair. Without loss of generality we can suppose
A = {2k : k < card(A)}. For all n ∈ N, we will denote by jn the restriction iA¯↾A∗n×An where An has been
introduced in Definition 7.11. We now build θ : A→ N as an increasing union of functions θn : An → N
which are defined by induction on n. At each step we set En = rg(θn) and define ℓn : E
∗
n×En → En such
that θn is an isomorphism between (An, jn) and (En, ℓn). We will take E = ∪n∈NEn and ℓ = ∪n∈Nℓn.
Case n = 0. We take for θ0 the identity on A, then E0 = A and we take ℓ0 = jA. By hypothesis E0 is
decidable and jA has a decidable domain and, if A is moreover effective, also a decidable range.
Case n+ 1. We define
θn+1(x) =
{
θn(x) if x ∈ An,
p≪a,α≫n+1 if x = (a, α) ∈ (An+1 −An).
where pn+1 denotes the (n + 1)-th prime number and ≪−,−≫ is defined in Section 2.2. Since A and
dom(jA) are decidable by hypothesis and An is decidable by induction hypothesis then also An+1 =
A ∪ ((A∗n × An)− dom(jA)) is decidable. θn+1 is injective, by construction and induction hypothesis.
Moreover θn+1 is computable and En+1 = rg(θn+1) is decidable since An and An+1 − An are decidable
and θn and ≪−,−≫ are computable with decidable range.
We define ℓn+1 : E
∗
n+1 × En+1 → En+1 as follows:
ℓn+1(a, α) =
{
ℓn(a, α) if q(a, α) ∈ En,
q(a, α) if q(a, α) ∈ En+1 − En,
where q = θn+1◦(θ
−
n+1, θ
−1
n+1). The map ℓn+1 is partial recursive since ℓn is partial recursive by induction
hypothesis, En and En+1 − En are decidable and θn+1, θ+, θ−1 are computable.
It is clear that for all (a, α) ∈ A∗n+1 ×An+1 we have θn+1(jn+1(a, α)) ≃ ℓn+1(θ
+
n+1(a), θn+1(α)), hence
θn+1 is an isomophism between (An+1, jn+1) and (En+1, ℓn+1). Note that, if ℓn has a decidable range,
also ℓn+1 has a decidable range.
Then θ = ∪n∈Nθn is an isomorphism between (A, iA¯) and (E, ℓ) where E = ∪n∈Nrg(θn) and ℓ = ∪n∈Nℓn.
It is now routine to check that θ is computable, E = rg(θ) is decidable, ℓ : E∗×E → E is partial recursive,
dom(ℓ) is decidable and, in the case of effectivity, that rg(ℓ) is decidable.
Corollary 12.6 If A is weakly effective (resp. effective) then GA is a weakly effective (resp. effective)
graph model.
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Proof. By Proposition 12.4 and Theorem 12.5.
Corollary 12.7 If A is finite, then GA is effective.
Lemma 12.8 If A is weakly effective then OA is T -co-r.e., where T = Th(GA).
Proof. OA = Λ
o
E for E = {n : dn ⊆ A}. If A is decidable then E is decidable, hence OA is co-r.e. by
Theorem 10.37, moreover it is obviously T -closed.
All the results of this Section would hold for G- and H- models (even though the corresponding partial
pairs and free completion process are somewhat more complex than for graph models).
12.3. Can there be r.e. graph theories?
We will now prove several instances of our conjecture(s). We will prove, in particular, that Conjecture
1 holds for all free completions of finite partial pairs. Recall that OM = {N ∈ Λo : |N | ⊑M |M |} for all
M ∈ Λo(D) and that the domain associated with a graph model G has the form D = (P(G),⊆).
Lemma 12.9 If A is a partial pair, then |Ω|GA ⊆ A, hence OA 6= ∅ for the model GA.
Proof. It is well known, and provable in a few lines, that α ∈ |Ω|GA implies that iA¯(a, α) ∈ a for some
a ∈ A
∗
(the details are, for example, worked out in [ 9]). Immediate considerations on the rank show
that this is possible only if (a, α) ∈ dom(jA), which forces α ∈ A.
Corollary 12.10 If A is a non total pair and |U |GA ⊆ |Ω|GA , with U ∈ Λo, then U is unsolvable.
Proof. In models GA such that A is not total, a solvable λ-term has an interpretation which contains
elements of any rank, while |Ω|GA contains only elements of rank 0.
Theorem 12.11 Let A be a weakly effective partial pair. If there exists E ⊆ A such that E is co-r.e.,
OE 6= ∅ and E/Aut(A) is finite (possibly empty), then T = Th(GA) is not r.e.
Proof. We first show that if card(E/Aut(A)) = k, for some k ∈ N, then card(OE/T ) ≤ 2k.
Assume M ∈ OE and α ∈ |M |
GA ⊆ E then O(α) is included in |M |GA where O(α) is the orbit of α in
A modulo Aut(A). Indeed if θ ∈ Aut(A) then θ(α) = θ¯(α) ∈ θ¯+(|M |GA) = |M |GA since θ¯+ ∈ Aut(GA)
(Lemma 7.18(ii), Theorem 4.1(ii)). By hypothesis the number of orbits is k; hence the number of all
possible interpretations |M |GA ⊆ E cannot overcome 2k, hence OE is a finite union of T -classes.
Since OE is co-r.e. by Theorem 10.37 and OE 6= Λo, it cannot be decidable; hence T cannot be r.e.
From Theorem 12.11 and Lemma 12.9 we get the following corollaries, whose use will be illustrated by
the examples after them.
Corollary 12.12 If A is finite, then Th(GA) is not r.e.
Corollary 12.13 If A is weakly effective and A/Aut(A) is finite, then Th(GA) is not r.e.
Corollary 12.14 If A is weakly effective and there is a co-r.e. set E such that |Ω|GA ⊆ E ⊆ A and
E/Aut(A) is finite, then Th(GA) is not r.e.
Corollary 12.15 If A is weakly effective, |Ω|GA is decidable and |Ω|GA /Aut(A) is finite, then Th(GA)
is not r.e.
Corollary 12.16 If A is effective, |Ω|GA is decidable and |Ω|GA ∩ |N1|
GA ∩ . . .∩ |Nk|
GA /Aut(A) is finite
(possibly empty) for some normal terms N1, . . . , Nk ∈ Λo, with k ∈ N, then Th(GA) is not r.e.
Let us now give applications of the various corollaries.
Example 12.17 Corollary 12.13 applies to all the usual graph (or webbed) models, indeed:
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(i) The Engeler’s model E is freely generated by A = (A, ∅), thus all the elements of A play exactly the
same role and any permutation of A is an automorphism of A; hence the pair has only one orbit
whatever the cardinality of A is. Of course if A is finite, then Corollary 12.12 also applies.
(ii) Idem for the graph-Scott models (including Pω) and the graph-Park models introduced in Ex-
ample 7.15. Similarly, the graph model streely generated by ({α, β}, j) where j({α}, β) = β and
j({β}, α) = α only has one orbit.
(iii) Consider now the mixed-Scott-Park graph models defined in Example 7.15(iv). Then, only the
permutations of A which leave Q and R invariant will be automorphisms of (A, jA), and we will
have two orbits.
Example 12.18 Corollary 12.15 (and hence Corollary 12.14) applies to the following effective pair A.
A = {α1, . . . , αn, . . . , β1, . . . , βn, . . .} and jA defined by:
jA({βn}, βn) = βn, for every n ∈ N,
jA({α1}, α2) = α2,
jA({α1, α2}, α3) = α3,
. . .
jA({α1, . . . , αn+1}, αn+2) = αn+2.
Here we have that |Ω|GA = {βn : n ∈ N} is decidable and that |Ω|
GA /Aut(A) has cardinality 1, since
every permutation of the βn extends into an automorphism of A. Note that the orbits of A are: |Ω| and
all the singletons {αn}; in particular A/Aut(A) is infinite.
Example 12.19 Corollary 12.15 applies to the following pair (against the appearance it is an effective
pair). Consider the set A = {β1, . . . , βn, . . .} and the function jA defined as follows: jA({βn}, βn) = βn
if, and only if, n belongs to a non co-r.e. set E ⊆ N.
Then |Ω|GA = {βn : n ∈ E} consists of only one orbit but is not co-r.e. However, starting for example
from any bijection between E and the set of even numbers, it is easy to find an isomorphism of pairs such
that jA is partial recursive with decidable range, and hence |Ω|
GA becomes decidable.
Example 12.20 Corollary 12.16 (and no other corollary) applies to the following effective pair A.
A = {α1, . . . , αn, . . . , β1, . . . , βn, . . . , α′1, . . . , α
′
n, . . . , β
′
1, . . . , β
′
n, . . .}, and jA is defined by :
jA({α′n}, βn) = α
′
n,
jA({α1, . . . , αn}, βn) = β′n,
for all n ∈ N. In this case |Ω|GA = {βn : n ∈ N} is decidable and |Ω|
GA ∩ |I|GA = ∅ (note that
|Ω|GA /Aut(A) is infinite).
Example 12.21 (Example of an effective graph model outside the scope of the corollaries of Theo-
rem 12.11) Take for A the total pair G = (N, ℓ) where ℓ is defined as follows:
ℓ(a,m) =
{
2k if a = {2k} for k ∈ N,
3#∗(a)5m otherwise.
where #∗ : N∗ → N is the effective encoding introduced in Section 2.2. It is easy to check that G is
effective and that |Ω|G = N. Then OΩ = Λo, hence |Ω|
G
/Aut(G) is infinite.
Another example of an effective graph model to which the corollaries of Theorem 12.11 are not ap-
plicable will be provided by Theorem 12.22. We do not know whether these two counterexamples could
enter in the scope of Theorem 12.11 or not.
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12.4. What about the other classes of webbed models?
To give a first idea of the strength of Theorem 12.11, note that all the webbed models that have been
introduced individually in the literature are (or can be) generated by a weakly effective partial web W
such that W/Aut(W ) is finite. Of course, the notion of (effective partial) webs, and of automorphism of
these webs, should be defined case by case for each class of models.
Now, it should be observed that the results and proofs of Section 12.3 hold not only for graph models
but also for G- and H- models. For Scott continuous semantics the situation is much less clear as soon as
we go beyond graph models: the problems already occur at the level of K-models (not to speak of filter
models!).
Concerning Lemma 12.9 the difficulty is the following: the web of aK-model is a tuple (D,, i) where
is a preorder on D and i : D∗×D → D is an injection compatible with  in a certain sense. The elements
of the associated reflexive domain are the downward closed subsets of D, thus, we should already change
the hypothesis for |Ω| ⊆ A↓, where A↓ is the downwards closure of A. But the real problem is that the
control we have on |Ω| in K-models is much looser than in graph models. The only thing we know (from
Ying Jiang’s thesis [ 28]) is the following. If α ∈ |Ω| then there are two sequences αn ∈ D and an ∈ D∗
such that α = α0  α1  . . . αn  . . ., |δ| ⊇ a0↓⊇ a1↓⊇ . . . ⊇ an↓⊇ . . . and βn = i(an+1, αn+1) ∈ an
for all n. This forces βn to be an increasing sequence, included in ∩n∈N(an↓). Moreover, if the model is
extensional, we have that αn = α for all n ∈ N. This does not seem to be enough to get an analogue of
Lemma 12.9.
Finally, any statement of Theorem 12.11 for K-models we should already replace E ⊆ A by E ⊆ A↓
to have a chance to have OE 6= ∅ (since interpretation of terms are downward closed).
12.5. An effective graph model having the minimum graph theory
In this section we show another main theorem of the paper, namely that the minimum order graph
theory is the theory of an effective graph model. As we will see in the next section, this result implies
that: (i) no order graph theories can be r.e.; (ii) for any closed normal termM , there exists a non-empty
β-co-r.e. set V of unsolvable terms whose interpretations are below that of M in all graph models.
Theorem 12.22 There exists an effective graph model whose order/equational theory is the minimum
order/equational graph theory.
Proof. It is not difficult to define an effective numeration N of all the finite partial pairs whose carrier
set is a subset of N. We now make the carrier sets Nk, for k ∈ N, pairwise disjoint. Let pk be the k-th
prime number. Then we define another finite partial pair Ak as follows: Ak = {p
x+1
k : x ∈ Nk} and
jAk({p
α1+1
k , . . . , p
αn+1
k }, p
α+1
k ) = p
jNk ({α1,...,αn},α)+1
k for all ({α1, . . . , αn}, α) ∈ dom(jNk ). In this way we
get an effective bijective numeration of all the finite partial pairs Ak.
Let us take A = ⊔k∈NAk. It is an easy matter to prove that A is a decidable subset of N and that jA is a
computable map with decidable domain and range. It follows from Theorem 12.5 that GA is an effective
graph model.
Finally, with the same reasoning done in the proof of Theorem 8.4, we can conclude that Th⊑(GA)
(resp. Th(GA)) is the minimum order graph theory (resp. equational graph theory).
Let T min and T min⊑ be, respectively, the minimum equational graph theory and the minimum order
graph theory.
Proposition 12.23 T min and T min⊑ are in fact the theories of countably many non-isomorphic effective
graph models.
Proof. Since, in the proof of Theorem 12.22, there exist countably many choices for the effective
numeration N which give rise to non-isomorphic graph models having minimal theory. For example,
for every recursive sequence (nk)k∈N, take a recursive numeration which repeats nk-times the pair Nk.
Proposition 12.24 T min is an intersection of a countable set of non r.e. equational graph theories.
Proof. By the proof of Theorem 8.4 T min⊑ = ∩Th⊑(GAk) where Ak ranges over all finite pairs. By
Corollary 12.12 these theories are not r.e.
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12.6. Applications to the class of all graph models
The following two results are consequences of Theorem 12.22.
Theorem 12.25 For all graph models G , Th⊑(G ) is not r.e.
Proof. Let Gmin be some fixed effective graph model having minimum order theory and M be any
closed normal λ-term. Since Gmin is effective, Theorem 10.43 implies that |M |
Gmin is decidable, hence
OGminM = {N ∈ Λ
o : |N |Gmin ⊆ |M |Gmin} is β-co-r.e. by Theorem 10.38.
Suppose, now, that G is a graph model such that Th⊑(G ) is r.e. Then O
G
M = {N ∈ Λ
o : |N |G ⊆ |M |G }
is a β-r.e. set which contains the co-r.e. set OGminM . Thus, by the FIP we get O
G
M = Λ
o.
From the arbitrariness of M , it follows that F ∈ OT, and vice versa, so we get |F|
G = |T|G , contradic-
tion.
Proposition 12.26 For all normal M1, . . . ,Mn ∈ Λo there exists a non-empty β-co-r.e. set V of closed
unsolvable terms such that:
For all graph models G : ∀U ∈ V (|U |G ⊆ |M1|
G ∩ . . . ∩ |Mn|
G
).
Proof. Let Gmin be some fixed effective graph model having minimum order theory. Since Gmin is effec-
tive and M1, . . . ,Mn are closed normal λ-terms, Theorem 10.43 implies that every |Mi|
Gmin is decidable.
Thus, from Theorem 10.38 it follows that there exists a set V of unsolvable terms such that for all U ∈ V
we have |U |Gmin ⊆ |Mi|
Gmin for all 1 ≤ i ≤ n. Then the conclusion follows since Th⊑(Gmin) is the
minimum order graph theory.
Remark 12.27 The authors do not know any concrete example of an unsolvable term U satisfying the
above inclusion; not even of an unsolvable U such that, for all graph model G , we have |U |G ⊆ |I|G .
Nevertheless, Proposition 12.26 has the following interesting corollary, which intuitively expresses that
there are lots of easy terms for which we will never be able to give a semantic proof of their easiness
(which by no means implies that we could prove syntactically their easiness), at least using graph models.
Following the terminology of [ 9] we say that U ∈ Λo is graph easy if for all M ∈ Λo there is a graph
model G satisfying |U |G = |M |G . The most known example of graph easy term is of course Ω by [ 1] and
consequently all the ΩN for N ∈ Λo.
Corollary 12.28 There exist a non-empty β-co-r.e. set V ′ of easy terms which are not graph-easy.
Proof. Let V be the β-co-r.e. set such that for all U ∈ V and |U |G ⊆ |I|G all graph models G (using
Proposition 12.26), then it is sufficient to take V ′ = V ∩ Λeasy.
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A. The Visser topology on Λ
It could be possible to give a topological flavour to the framework of effective λ-models by using the
Visser topology. Nevertheless, for obtaining the results which are present in this paper, no real topological
manipulation would be performed. In particular, the topology itself is never used: just its base.
The general definition of the Visser topology on an enumerated set (X, νX) was introduced by Visser
in [ 47] as well as its application to Λ. We recall this definition below.
A.1. General definition of the Visser topology
If γ = (X, νX) is a numeration, we write m ∼γ n for νX(m) = νX(n). A numeration γ is called
precomplete if, for every partial recursive ϕ, there is a total recursive ψ such that ∀n ∈ dom(ϕ) we have
ϕ(n) ∼γ ψ(n). If γ1 = (X, νX) and γ2 = (Y, νY ) are numerations, then f is a morphism from γ1 to γ2 if
f is a function from X to Y and if there is a total recursive ϕ such that the following diagram commutes:
N
ϕ
//
νX

N
νY

X
f
// Y
The numeration (−)λ introduced in Section 6.1 of Λ is precomplete.
Definition A.1 Let γ = (νX , X) be a numeration. The Visser topology on X is the topology generated
by the base
OX = {O ⊆ X : ν
−
X [O] is co-r.e.}.
The fact that OX is a topological base follows from the closure of co-r.e. sets under finite intersection.
Theorem A.2 If the numeration γ = (νX , X) is precomplete then the Visser topology on X is hyper-
connected, i.e., every two non-empty open sets have non-empty intersection.
Proof. See [ 47, Thm. 2.5].
The hyperconnectedness is the most important and useful property of the Visser topology.
A.2. The Visser topology on Λ
We provide now the instance of the definition in the context of λ-calculus.
Definition A.3 The Visser topology on Λ is the topology whose basic open sets are the subsets O such
that:
• O is closed under β-conversion,
• {(M)ω :M ∈ O} is a co-r.e. set.
Proposition A.4 The Visser topology on Λ is hyperconnected.
Proof. The numeration ((−)λ,Λ) is precomplete by [ 47, Thm. 1.6.1.1]; then the result follows from
Theorem A.2.
A.3. Visser-continuity
The second main property of the Visser topology on Λ is the following.
Proposition A.5 Every λ-definable map on Λ is Visser continuous.
Proof. The inverse image of every r.e. set via a computable function is an r.e. set.
Proposition A.5 is still true for n-ary functions, for the same reason, if we consider the Visser topology
Wn on Λn. But it is important to keep in mind that it is in general false for the product topology Vn
on Λn. Note that all non-empty open sets of V2 meet the diagonal ∆ = {(M,N) : M =λβ N} (by the
hyperconnectedness of V), hence ∆c, which is obviously basic open in W , is not even open in V2; this
proves V2 6=W2. The following result is a variation of this remark.
34 Berline, Manzonetto, Salibra
Proposition A.6 The application function on Λ is:
(i) Visser continuous in each coordinate,
(ii) continuous with respect to W2, but
(iii) not continuous with respect to V2.
Proof. (i) and (ii) follow from the fact that application is computable.
(iii) Let ψ be defined on Λ2 by ψ(M,N) = ΩMN , and let T be the r.e. λ-theory generated by Ωxx = Ω.
Since T ⊆ H, obviously T is consistent. Let V = {(M,N) : ΩMN 6=T Ω}; Since T is r.e., [Ω]T is r.e. and
hence its complement O is Visser open (and non-empty). If the application were V2-continuous, then ψ
would be V2-continuous, and V = ψ−(O) would be V2-open. Now, V is non-empty because (M,N) ∈ V
if, and only if,M 6=T N (Salibra [ 42]), hence V would meet the diagonal, which contradicts the definition
of T .
B. Sometimes gluings are weak products
There exist obvious morphisms ιn : Gn → ♦k∈KGk, but, in general there are no “projection-like”
morphisms. There are, however, good cases where projections πn : ♦Gn → Gn can be found, and
moreover Gn ⊳ ♦k∈KGk for all n ∈ K. In these cases we get easily that Th(♦k∈KGk) ⊆ ∩k∈KTh(Gk), an
inclusion which was proved in full generality in [ 14] with a much more intricate proof.
The first example of such a situation is “self-gluing”. We denote by G k the gluing of G with itself
k-times, i.e., G♦ · · ·♦G . The next result is easy to be checked.
Proposition B.1 For all graph models G we have G ⊳ G k.
Definition B.2 Given a partial pair A, an element α ∈ A is isolated if jA({α}, α) = α and critical if
(∅, α) ∈ dom(jA).
Definition B.3 A partial pair A is good if it has at least one isolated element and has no critical
elements. A graph model G is good if there exists a good pair A such that G = GA.
Remark B.4 If A is not total then A contains critical elements, hence is not good, but GA can be.
For example, the graph-Park models are good, whilst the graph-Scott models (including Pω) are not.
We recall that both classes were introduced in Example 7.15.
Remark B.5 The class of good graph models is closed under ♦ (by Lemma 8.2).
Proposition B.6 If (Ak)k∈K is a family of pairwise disjoint good partial pairs, then GAn ⊳ ♦k∈KGAk
for all n ∈ K.
Proof. By Lemma 8.2, we recall that ♦k∈KGAk = GA, where A = ⊔k∈KAk. For all k ∈ K, let αk ∈ Ak
be an isolated element. We can now define, for any n, a map πn : ⊔k∈KAk → An as follows: πn(x) = x
if x ∈ An and πn(x) = αn, otherwise. Since the pairs have no critical elements, it is easy to prove that
πn, ιn : An ⊳ ⊔k∈KAk where ιn : An → ⊔k∈KAk is the inclusion mapping. Hence we conclude with
Lemma 7.24.
Corollary B.7 If (Gk)k∈K is a family of good graph models, then Th(♦k∈KGk) ⊆ ∩k∈KTh(Gk).
Corollary B.8 There is a minimal theory of good graph model and it is semi-sensible.
Proof. Let (Ak)k∈K be a family of pairwise disjoint good finite pairs such that all other finite good pairs
are isomorphic to at least one Ak. Take G = ♦k∈KGAk . It is easy to check that Th(G ) is minimal and it
is semi-sensible by Theorem 7.13.
