Abstract -We develop an accurate approximation of the normalized hyperbolic operator sine family sinh −1 ( √ A) sinh(x √ A) generated by a strongly positive operator A in a Banach space X which represents the solution operator for the elliptic boundary value problem
Introduction
It is of important practical interest to find efficient approximations of the operator exponential family e −At , normalized operator hyperbolic sine family sinh 3 and the operator cosine family cos(t √ A), which represent the solution operators of differential equations with operator coefficients of the first and the second order (parabolic, elliptic and hyperbolic cases) respectively. Given a discretization parameter N we are interesting in approximations possessing an exponential convergence rate with respect to N → ∞ which for a given tolerance ε provide algorithms of optimal or low complexity. Exponentially convergent algorithms were proposed recently for various linear problems associated with abstract first order differential equations in [1, 2, 5-9, 13-16, 18, 19, 22, 25] .
Concerning the second order evolution problems and the operator cosine family cos(t √ A) new discretization methods were recently developed in [4, 12] within the framework of positive definite in a Hilbert space and strongly P -positive operators in a Banach space and of the Cayley transform. The normalized operator hyperbolic sine family within this framework was studied in [11] . These discretizations possess an exponential convergence rate for analytical initial vectors and a polynomial convergence rate N −σ for initial vectors from the domain of the operator A σ (i.e., σ is a smoothness characterization). This means that the accuracy of these discretizatios contrary to finite-difference or finite-element discretizations (where the power of N is bounded by a number independent of the smoothness defined by σ) have no saturation.
In [5] , the normalized operator hyperbolic sine family was represented by the DunfordCauchy integral along a parabola enveloping the spectrum of the operator A and the infinite integral obtained upon a parametrization of the Dunford -Cauchy integral was approximated by a Sinc-quadrature with an exponential accuracy for each fixed x ∈ (0, 1) but not for x = 0, 1. Since the exponential accuracy is not preserved on the ends of the interval, this approximation cannot be used to obtain exponentially convergent algorithms for inhomogeneous boundary value problems.
The aim of the present paper is to construct a discretization of the elliptic solution operator with an exponential convergence rate uniform in x ∈ [0, 1]. Using this discretization, one can construct exponentially convergent approximations of inhomogeneous elliptic differential equations with an operator coefficient.
The paper is organized as follows. In Section 2 we discuss some preliminary results concerning the resolvent estimates of a strongly positive operator and an explicit representation of the solution operator of an elliptic differential equation as well as of the solution of an inhomogeneous elliptic differential equation. Using these results, we modify in Section 3 the Dunford -Cauchy representation for the normalized hyperbolic operator sine family in a way that guarantees later numerical stability of its discretization and uniform exponential accuracy for all x ∈ [0, 1]. The crucial features of this modification are 1) the integration path in the form of a hyperbola enveloping the spectral angle of the operator A and 2) a specially modified resolvent of A. The parametrized integral is discretized then by a Sinc quadrature and its exponential convergence is proved. Section 3 deals with the discretization of an inhomogeneous elliptic differential equation. Its solution is given with the use of the operator Green function explicitly expressed in terms of the elliptic solution operator. The corresponding integrals are discretized using an appropriate Sinc quadrature with an exponential convergence rate. This algorithm possesses two levels of parallelism with respect to both the computation of resolvents for different quadrature points and the treatment of numerous space-variable values. A numerical example is given to confirm the theoretical results.
Preliminaries
In this section we discuss shortly some preliminary results about resolvent estimates for a strongly positive operator and about the solution operator of an elliptic differential operator with an operator coefficient.
2.1.
Estimates of the resolvent through fractional powers of strongly positive operators. Let A be a densely defined strongly positive (sectorial) operator in a Banach space X with a domain D(A), i.e., its spectrum Σ(A) lies in the sector
and on its boundary Γ Σ , and outside this sector the following estimate for the resolvent with some positive constant M (compare with [10, 17, 20, 23] ) holds:
The angle ϕ is called the spectral angle of the operator A. A practically important example of strongly positive operators in X = L p (Ω), 0 < p < ∞ is the strongly elliptic partial differential operator [3, 4, 6, 10, 15, 20, 21] where the parameters a 0 , ϕ of the sector Σ are defined by its coefficients.
holds. This equality together with
upon setting v = A m+1 u 0 yields the following representation: 
These estimates yield (see, e.g., Theorem 4 from [17] )
where the constant K depends on α and M only. This inequality in view of (2.6) implies 8) which leads to the estimate
The last estimate can easily be generalized to
Thus, we get the following result which we will need below. Let A be a linear, densely defined, closed, strongly positive operator in a Banach space X. The operator value function (hyperbolic sine family of bounded operators [11] )
satisfies the elliptic differential equation 11) where I is the identity and Θ is the zero operator. Given the normalized hyperbolic operator sine family E(x), the solution of the homogeneous elliptic differential equation (elliptic equation)
with a given vector u 1 and unknown vector valued function u(x) : (0, 1) → X can be given as
In applications A can be an elliptic partial differential operator with respect to the the spatial variables (
.g., Example 4.1). The solution of the inhomogeneous elliptic boundary value problem posed in the cylinder type domain
with the unknown function
where
is the solution of the homogeneous problem and
is the solution of the inhomogeneous problem with the Green function
New algorithm for the normalized hyperbolic operator sine family
We consider the following representation of the solution of problem (2.12)
is the normalized hyperbolic sine function. Our aim is to approximate this integral by a quadrature with an exponential convergence rate including x = 1. It is of great importance bearing in mind the representation of the solution of the nonhomogeneous boundary value problem (2.14) -(2.18), where the argument of the hyperbolic operator sine family under the integral becomes zero for x = s = 0 or x = s = 1. Taking into account (2.5) for m = 0, we can represent
instead of (3.1) (for x > 0 the integral from the second summand is equal to zero due to the analyticity of the integrand inside of the integration path) and this integral represents the solution of problem (2.12) for u 1 ∈ D(A α ), α > 0. We call the hyperbola
the spectral hyperbola passing through the vertex (a 0 , 0) of the spectral angle and possesses asymptotes that are parallel to the rays of the spectral angle Σ (see Fig. 3 .1). We choose the hyperbola
as an integration path, where the parameter will be chosen later. 
(3.7) In order to estimate F(x, ξ) we need estimates for
and for E(x; z(ξ)) . It was shown in [16] that
from where we obtain
Using this estimate, we have
and finally
Supposing u 1 ∈ D(A α ), 0 < α < 1, using (3.8) and Theorem 2.1, we can estimate the integrand on the real axis ξ ∈ R for each x ∈ (0, 1) by
Let us show that the function F(x, ξ) can be analytically extended with respect to ξ into a strip of width d 1 . After changing ξ to ξ + iν the integration hyperbola Γ I will be translated into the curve
with
The analyticity of the function F(x, ξ + iν), |ν| < d 1 /2 can be violated if the resolvent becomes unbounded. Thus, we must choose d 1 so that the hyperbola Γ(ν) for
remains in the right half-plane of the complex plane, for ν = −d 1 /2 coincides with the imaginary axis, for ν = d 1 /2 coincides with the spectral hyperbola and for all ν
does not intersect the spectral sector. Then we can choose the hyperbola Γ(0) as the integration hyperbola. This implies the following system of equations 
then the vector valued function F(x, w) is for all x ∈ [0, 1] analytic with respect to w = ξ +iν in the strip
Comparing (3.18) to (3.15), we observe that φ = π/2 − ϕ and
We choose a positive δ such that
Replacing a I , b I by a(ν), b(ν) in (3.13) and taking into account (3.21), we arrive at the estimate 
(3.24) We approximate integral (3.6) by the following Sinc-quadrature:
with the error
where For the second term we have due to (3.24) and due to the elementary inequality
where the constant c does not depend on h, N, x. Equalizing both exponentials in (3.28) and 
where c is a positive constant. Thus, we have proved the following result. Likewise, we can construct the exponentially convergent approximation u hr,N (x) for u hr (x) = E(1 − x; √ A)u 0 and the exponentially convergent approximation
to the solution (2.16) of the homogeneous problem (2.14). Remark 3.1. Assuming A = A 1 + · · · + A d and using the above results, one can construct analogously to [9] an exponentially convergent tensor-product approximation to the normalized hyperbolic sine family with a weak dependence on the dimension d.
Inhomogeneous differential equation
In this section we consider the inhomogeneous problem (2.14) whose solution is given by (2.15) -(2.18). We obtain an exponentially convergent approximation u h,N for the part u h (x) applying representation (2.16) and the discretization of the operator normalized hyperbolic sine family (3.25) described in the previous section.
In order to construct an exponentially convergent approximation u p,N to u p (x) we use the following Dunford -Cauchy representation through the Green function:
Taking into account the last formula, we can represent (4.1) in the form
Using the formula sinh (α) sinh (β) = [cosh(α + β) − cosh(α − β)] /2, the fraction in the first formula in (4.6) can be represented as follows:
sinh ( z(ξ)) .
Taking into account that 0 s x 1 (it means that x − s 0, 0 1 − x + s 1), we deduce analogously to (3.11) that
In the case 0 x s 1 (it means that s − x 0, 0 1 − s + x 1), we have
Estimates (2.10), (3.8), (3.10) yield now the following inequalities for I p,1 (x, ξ), I p,2 (x, ξ):
where c is a constant independent of x, ξ. As above (see the proof of Theorem 3.1), one can also show for each
with some positive constant c depending on the spectral characteristics of A.
As the first step towards the full discretization, we replace the integral in (4.1) by quadrature (3.25)
In order to construct an exponentially convergent quadrature for integral (4.14) we replace the variables by s = 0.5x(1 + tanh ζ) (4.16) and obtain instead of (4.14)
In integral (4.15), we replace the variables by s = 0.5x(1 − tanh(ζ)) + 0.5(1 + tanh(ζ)) (4.19) and obtain instead of (4.15)
Note that with complex variables z = ζ + iν and w = u + iv equation (4.16) represents the conformal mapping Fig. 4.1) . It is easy to see that the images A 1,ν (x) of the strip D ν by the mapping
of the strip D ν are all of the same form and are contained in A ν (1) = A 1,ν (0) (see Fig. 4.2) . Due to (4.7) -(4.9) the integrands F k,1 (x, ζ) and F k,2 (x, ζ) satisfy on the real axis ζ ∈ R (for each fixed x ∈ [0, 1]) the estimates
which show their exponential decay as ζ → ±∞. In order to obtain the exponential convergence of the Sinc-quadratures below we show with the next lemma that the integrands can be analytically extended into a strip of the complex plane. Proof. Let us investigate the domain in the complex plane in which the function F(x, ζ) can be analytically extended to the real axis ζ ∈ R. Replacing in the integrand ζ by ξ + iν, ξ ∈ (−∞, ∞), |ν| < d 1 , we have, in particular, for the argument of f
The denominator in (4.24) is positive for all ξ ∈ (−∞, ∞) provided that ν ∈ (−π/2, π/2). It is easy to see that for ξ ∈ (−∞, ∞) we have
(4.26)
Therefore, for each fixed x, ν and for ξ ∈ (−∞, ∞) the parametric curve Γ A (x) given (in the coordinates µ, η) by
from (4.24) is closed and builds with the real axis at the origin the angle
For ν ∈ (−π/2, π/2) the domains A(x) for various x ∈ [0, 1] lie in the right half-plane (q ± r cannot be negative) and fill the domain A ν (1) (see Fig. 4 .1). In view of (3.18) and (4.22), we have
Under the assumptions of Lemma 4.1 we can use the following Sinc quadrature rule to compute the integrals (4.17), (4.20) (see [24, p. 144 
Substituting (4.31) into (4.12), we arrive at the following fully discrete algorithm to compute the approach u pa,N (x) to u pa (x) 
uniformly in x ∈ [0, 1] with positive constants c, c 1 depending on a 0 , ϕ but independent of N.
Proof. We represent the error in the form
Taking into account estimate (4.10), we obtain for h = 2πd/(N + 1), as above, (see estimate (3.32) in the proof of Theorem 3.1)
(4.37) Due to (2.9) we have for the error r 2,N (x)
where 
