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Measurements of the angular distributions of target and double spin asymmetries for the ∆+(1232)
in the exclusive channel ~p(~e, e′p)π0 obtained at Jefferson Lab in the Q2 range from 0.5 to 1.5
GeV2/c2 are presented. Results of the asymmetries are compared with the unitary isobar model [1],
dynamical models [2, 3], and the effective Lagrangian theory [4]. Sensitivity to the different models
was observed, particularly in relation to the description of background terms on which the target
asymmetry depends significantly.
PACS numbers: 13.60.Le, 13.88.+e, 14.20.Gk
I. INTRODUCTION
The ∆(1232) resonance has been one of the most stud-
ied objects in nuclear physics. As the lowest energy nu-
cleon excitation it dominates the low energy cross sec-
tions for pion- and electromagnetic-induced reactions,
and is almost completely separated in excitation energy
from the many broad higher mass resonances. There is
extensive theoretical literature attempting to character-
ize the electromagnetic excitation of the ∆(1232). Ex-
amples of some approaches are: effective Lagrangian
models [1, 2, 3, 4, 5, 6, 7], dispersion relations [8],
partial-wave-analysis [9], quark models [10, 11], QCD
sum-rule models [12], or the generalized parton distri-
bution (GPD) approach [13, 14], and perturbative QCD
with QCD sum-rules [15]. In recent years there has been
considerable experimental activity using polarized real
photons at LEGS [16] and Mainz [17], unpolarized elec-
trons at Bonn [18] and Jefferson Lab (JLab) [19, 20], po-
larized electrons at Mainz [21] and JLab [22],and polar-
ized electrons with recoil polarization at Mainz [23] and
Bates [24], which have focused on constraining our under-
standing of the electromagnetic structure of the ∆(1232).
It has long been realized that the proper extraction of
resonance information from experimental data requires
an understanding of non-resonant contributions in the
vicinity of the resonance pole. Some of the previously-
mentioned theoretical approaches have been developed
to obtain a more realistic description of the full pion
production amplitude and in particular the determina-
tion of the resonance contributions. It was found that
certain polarization observables e.g. single spin asym-
metries, where the polarization of only one particle is
∗Contact Author biselli@jlab.org
determined, are sensitive to interferences between reso-
nant and non-resonant contributions, while double po-
larization observables are more constrained by resonant
contributions. Both contain information not contained
in unpolarized cross sections alone.
The main aim of this article is to present the results
of a measurement of polarization observables in single
π◦ electro-production. It is expected that these results,
together with other data will aid in reaching a better un-
derstanding of what is the most appropriate description
of the complete pion production amplitude in the region
of the ∆(1232).
Among the theoretical approaches which have ap-
peared during the past several years with the aim of ex-
tracting resonance amplitudes from existing data is the
aforementioned effective Lagrangian model [1] (MAID)
and [4] (DM), in which the degrees of freedom are baryon
and meson currents. These models include pion scatter-
ing effects by using the K-matrix method to unitarize
the amplitude. The differences between MAID and DM
arise mainly from some rather significant differences in
their starting effective Lagrangians. In particular, MAID
uses a mixture of pseudo-scalar and pseudo-vector for
the πNN coupling, while DM uses the standard pseudo-
vector coupling. MAID includes some higher resonances
and hence has more freedom in fitting the data.
A major controversy which has developed is that the
resonance amplitude calculated in the framework of the
quark model [10] is significantly smaller than that ex-
tracted from effective Lagrangian models. Such a signif-
icant difference (∼30%) for the presumably best under-
stood resonance points to a very serious shortcoming for
the quark model. However, it has been pointed out by
the authors of ref. [10] that the quark models - so far - are
not able to take into account the coupling of the quarks
to the pion cloud, and if this were rectified, one would
expect better agreement with the amplitudes extracted
from effective Lagrangian models.
3With this in mind, an elaboration [2] of the effective
Lagrangian model, the dynamic model (SL), was devel-
oped in which the primary resonant and non-resonant
interactions involving the pion cloud are treated in a con-
sistent coupled channel approach to all orders. This was
followed by analogous dynamic formulations [7] (DMT).
The SL model obtains the unitary amplitudes by solving
dynamical πN scattering equations. Thus the pion cloud
effects on the extracted ‘dressed’ N−∆ can be identified
and an interpretation of the resulting ‘bare’ parameters
in terms of constituent quark model calculations has been
established. The DMT model uses a chiral Lagrangian
which includes the pion re-scattering in a coupled channel
t−matrix approach.
The net result yields a bare ∆(1232) resonance ampli-
tudes, stripped of its coupling with non resonant channels
dressed ∆(1232), which is smaller than obtained in the
more traditional effective Lagrangian formulations, and
in better agreement with that obtained obtained with the
quark model. The coupling to all orders is also effected
in the dispersion relation calculation [8], and again it is
found that the bare∆(1232) agrees better with that of the
quark model. The most important constraints for these
models have been the high quality non-polarized cross
sections which have appeared in recent years [19, 20].
The analysis of JLab unpolarized cross section
data [19, 20] using these various theoretical formalisms
yield very different extracted non-leading amplitudes
Re(E1+/M1+) and Re(S1+/M1+), depending on the
model used. This is especially true with increasing mo-
mentum transfer, i.e. for Q2 in the multi GeV2/c2, where
the relative contribution of the non-resonant amplitudes
become more important relative to the resonant ampli-
tudes. Thus, in order to obtain confident estimates of the
resonant amplitudes one needs to determine which formu-
lation best accounts for the overall body of the world’s
data.
In addition to the non-polarized cross sections, these
theoretical formulations can predict interference cross
sections which can only be accessed by polarization vari-
ables. Of note are the enhanced sensitivities to inter-
ferences between resonant and non-resonant amplitudes.
Such interferences can offer strong constraints on mod-
els for extracting the interplay between resonant and
non-resonant amplitudes. For example, in the case of
the Mainz [21] single electron asymmetry data Q2 = 0.2
GeV2/c2, the predictions of some of the above theoret-
ical formulations [1, 2, 7] differ significantly, and none
give fully satisfactory agreements with the data. The au-
thors speculated that the treatments of the non-resonant
backgrounds may be the cause, though no quantitative
comparisons between the different predictions and exper-
iment were made. The JLab data [22] obtained at higher
Q2 = 0.4 and .65 GeV2/c2 were also compared with the
results of the same theory gave equally divergent results.
In the case of the Mainz [23] and Bates [24] recoil
polarization experiments at Q2 ∼ 0.1 GeV2/c2, compar-
isons were made with one of the models (MAID) to ex-
tract the ∆(1232) quadrupole amplitude Re(S1+/M1+).
However, since the different models are shown to yield
different results for non-leading amplitudes when com-
pared to other data, it would seem that one would need
better confidence in the theoretical basis.
With this background in mind, the present report
provides independent double polarization data, which
will be useful in testing the models, especially at previ-
ously unexplored higher Q2 (0.5 to 1.5 GeV2/c2), where
new physics may be opening up, and background ef-
fects are becoming relatively more important. The re-
action studied in the presently reported experiment is
~e+~p→ e′+p+π0, where the scattered electron and emit-
ted proton were observed in coincidence, and the π0 was
identified by the missing mass technique. Although the
feasibility of exclusive coincidence experiments involving
target and beam double polarization was demonstrated
in the reaction ~e+ ~p→ e′+n+π+ in ref. [25], this is the
first time such experiments are carried out in which the
Q2 behavior of the target and double spin asymmetries
for a specific resonance are explored in the GeV range
of momentum transfer. We expect these unique polar-
ization observables to give significant constraints for im-
proving theories of the ∆(1232) electro-production pro-
cess.
In addition, quantitative comparisons are made to the
predictions of the four theoretical approaches, MAID [1],
SL [2], DMT [3] and DM [4],
II. FORMALISM
In this experiment single mesons are produced by a
polarized electron beam incident on a polarized pro-
ton target polarized parallel or antiparallel to the elec-
tron beam direction, as schematically shown in Figure 1.
The incident polarized electron is given by the 4-vector
pe = (~pe, Ei), the outgoing electron is emitted with an-
gles φe, θe and 4-vector p
′
e = (~pe
′, Ef ), the virtual pho-
ton is characterized by q = (~q, ω) where ~q = ~pe− ~pe ′ and
ω = Ei − Ef and the nucleon initial and final states are
given by pp = (0,M) and p
′
p = (~pp, Ep), respectively. In
terms of these variables the cross section can be written
as:
dσ
dEfdΩedΩ∗
= Γ
dσ
dΩ∗
, (1)
where dΩe = sin θedθedφe is the electron solid angle,
dΩ∗ = sin θ∗dθ∗dφ∗ is the solid angle of the meson in
the center of mass,
Γ =
α
2π2
Ef
Ei
klabγ
Q2
1
1− ǫ (2)
is the virtual photon flux,
ǫ = (1 + 2
| ~q |2
Q2
tan2
θe
2
)−1 (3)
4e
e’
γ*
pio
p
θ*
φ*
h = +1
h = - 1
p
p’
FIG. 1: (color) Schematic diagram of π-nucleon electro-
production. ~e represents the incident polarized electron, e′
is the outgoing electron, γ∗ is the virtual photon and p and
p′ are the nucleon in the initial and final state, respectively.
represents the degree of polarization of the virtual pho-
ton,
klabγ =
W 2 −M2
2M
(4)
denotes the ‘photon equivalent energy’ necessary for a
real photon to excite a hadronic system with center-of-
mass (c.m.) energy W = |pe + pp − p′e|, Q2 = −q2 =
−(ω2 − ~q 2) is the momentum transfer and α is the fine
structure constant. The differential cross section for pion
production by a virtual photon dσ/dΩ∗ can be written
as a sum of four terms as follows:
dσ
dΩ∗
=
|~k|
kc.m.γ
{
dσ0
dΩ∗
+ h
dσe
dΩ∗
+ P
dσt
dΩ∗
− hP dσet
dΩ∗
}
, (5)
where ~k is the momentum of the pion, h is the electron
helicity and P is the target proton polarization. The
first term dσ0/dΩ
∗ represents the unpolarized cross sec-
tion, while the remaining terms dσe/dΩ
∗, dσt/dΩ
∗, and
dσet/dΩ
∗ arise when beam, target, or both beam and
target are polarized, respectively. Here
kc.m.γ =
M
W
klabγ (6)
is the ‘real photon equivalent energy’ in the c.m. frame.
These cross sections can be written in terms of response
functions R using the formalism of reference [26] as:
dσ0
dΩ∗
=R0T + ǫLR
0
L +
√
2ǫL(1 + ǫ)R
0
TL cosφ
∗ + ǫR0TT cos 2φ
∗
dσe
dΩ∗
=
√
2ǫL(1 − ǫ)R0TL′ sinφ∗
dσt
dΩ∗
=sin θγ cosφ
∗[
√
2ǫL(1 + ǫ)R
x
TL sinφ
∗ + ǫRxTT sin 2φ
∗] + sin θγ sinφ
∗[RyTL + ǫLR
y
L+
+
√
2ǫL(1 + ǫ)R
y
TL cosφ
∗ + ǫRyTT cos 2φ
∗] + cos θγ [
√
2ǫL(1 + ǫ)R
z
TL sinφ
∗ + ǫRzTT sin 2φ
∗]
dσet
dΩ∗
=− sin θγ [
√
2ǫL(1 − ǫ)RxTL′cosφ∗2 +
√
1− ǫ2RxTT ′ cosφ∗] + sin θγ
√
2ǫL(1 − ǫ)RyTL′sinφ∗2
− cos θγ [
√
2ǫL(1− ǫ)RzTL′ cosφ∗ +
√
1− ǫ2RzTT ′ ],
(7)
where
ǫL =
Q2
ω2
ǫ (8)
is the frame-dependent longitudinal polarization the vir-
tual photon. The θγ is the angle between the directions
of the target polarization and virtual photon.
The asymmetries are then defined as follows:
Ae =
σe
σ0
At =
σt
σ0
Aet =
σet
σ0
,
(9)
5where σ0 ≡ dσ0/dΩ∗, σe ≡ dσe/dΩ∗, σt ≡ dσt/dΩ∗, and
σet ≡ dσet/dΩ∗.
III. EXPERIMENTAL SETUP
The experiment was carried out from September to De-
cember 1998 using the CEBAF Large Acceptance Spec-
trometer (CLAS) at JLAB, using a polarized electron
beam of energy E = 2.565 GeV at an average beam cur-
rent of about 2 nA. Pairs of complementary helicity states
were created pseudo-randomly by a pockel cell producing
circularly polarized laser light used to generate polarized
electrons from a strained GaAs photocathode [27]. Each
pair of complementary helicity states had a duration of
2 sec. Helicity-correlated systematic uncertainties are re-
duced by selecting the first helicity of the pair pseudo-
randomly. The average polarization of the beam for the
entire data set, measured with a Møller polarimeter, was
Pe = 0.71± 0.01. The beam was rastered in a spiral pat-
tern of 1-1.2 cm diameter over the surface of the target
to avoid destroying the target polarization.
The electrons impinged on a solid ammonia (NH3) tar-
get of thickness 530 mg/cm2, in which the free protons
were longitudinally polarized. The target polarization
was changed every 2-3 weeks. Dynamic nuclear polar-
ization (DNP)[28, 29] was used to polarize this target
using a 5 T uniform holding-field generated by a super-
conducting Helmholtz-like coil placed axially around the
target. This coil limited the available scattering angles
to less than 45◦ and between 70◦ and 110◦. A more
complete description of the target and polarization tech-
nique may be found in Ref. [30]. Typically, the polar-
izations achieved for positive and negative polarizations
were about 39% and 55%, respectively. The effective in-
stantaneous luminosity for the polarized Hydrogen was
about 6.6× 1032 cm−2s−1.
Scattered electrons and recoiled protons were detected
in the CLAS, which is described in detail in Ref. [31].
An event was triggered when a coincidence between
the threshold Cherenkov counter (CC) and the elec-
tromagnetic calorimeter (EC) was detected. A typical
Cherenkov signal consisted of 6 to 12 photo-electrons
(PE), with an average of about 10. The trigger threshold
was set at 0.5 PE. Electron candidates were identified by
a combination of time-of-flight (TOF) scintillators, CC,
and EC. The TOF scintillators completely surround the
drift chambers whereas the EC and the CC subtend an-
gles less than 45◦ with respect to the beam line. The
momenta of the detected particles were determined by
fitting their measured trajectories in the toroidal field,
which curves the tracks in the θ direction but leaves them
nearly unaffected in the φ direction. The trajectories are
determined by 3 sets of drift chambers (DC), the inner
most having 10 layers and the other two having each 12
layers of drift cells.
IV. DATA REDUCTION AND ANALYSIS
Electron identification. Electron identification was
improved offline in order to remove pions and other
sources of contamination. The EC signal was used to re-
move events in which tracks triggered the CC but did not
shower in the EC, such as pions which generate secondary
electrons. The energy released by electrons traversing the
EC is proportional to the momentum p as shown in Fig-
ure 2(a). The width of the band is due to EC resolution
and the lines indicate the cut applied to remove back-
ground. The EC signal is also measured separately for
the inner part (15 layers of scintillators) and outer part
(24 layers). This allows one to distinguish between an
electron, which showers mostly in the inner part, and
minimum ionizing particles, such as π’s, which lose most
of their energy in the outer part. This behavior is evi-
dent in Figure 2(b) where the high intensity region with
Ein ∼ Etot corresponds to electrons, while the small peak
at low Ein corresponds to misidentified pions. The verti-
cal line indicates the cut applied to remove misidentified
pions.
The reconstructed vertex position was used to remove
events originating from the target temperature shields
and the beam line exit window. Figure 3 shows the cut
applied to selected events from inside the target.
Proton identification. Protons were identified by
determining their momentum and path length using the
DC, and their β = v/c using the TOF. Figure 4 shows the
cut applied to select protons, which appear well separated
from the pions for momenta less than 2 GeV/c.
π0 channel identification. In order to select the
∆(1232) resonance in the decay channel ∆+ → π0p, cuts
on the invariant mass W and the square of the missing
mass M2X = |pe + pp − p′e − p′p|2 were performed. The
15NH3 target intrinsically has a large background due to
scattering from bound nucleons in 15N . Many of these
events were removed through kinematic cuts. An initial
two-dimensional cut was applied to select the ∆(1232)
region and to remove the elastic and quasi-elastic events
as shown in Figure 5(a). The underlying quasi-∆ events
from 15N , not kinematically separable, were removed by
a subtraction process by comparing to data taken with
a 12C target. Figure 5(b) shows the missing mass spec-
trum obtained with 15NH3 and
12C targets after the 2-
dimensional cut and the resulting subtraction. The re-
maining pion peak due to the H is narrower than the
15NH3 peak. A second and much tighter cut on M
2
X
alone was therefore performed to optimize the selection
of pions from reactions on free hydrogen in 15NH3 . The
two vertical lines in Figure 5(b) show the applied cut.
Elastic radiative tail. The elastic radiative tail was
suppressed by the presence of the target magnetic coils
that block polar angles between 45◦ and 70◦. The re-
maining elastic radiative events were removed by means
of a cut on the reconstructed electron scattering angle
(θ) [32]. This cut removed 15% of the original data set.
Fiducial cuts and acceptance corrections. The
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FIG. 2: Electron identification. a) Etot vs p. The two lines indicate the cut applied to remove events that deviate by more
than three sigma from the expected behavior. b) Etot vs Ein. The line indicates the cut applied to remove events that have
Ein much smaller than Etot, which correspond to misidentified pions.
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FIG. 3: The number of events as a function of the vertex z-
position of the electron where z is along the beamline. The
lines, which indicate the applied cut, show that the peaks
from the scattering off the target temperature shields and the
beam line exit window are completely removed. (Note log
vertical scale). The cut does not remove the exit and entrance
windows from the target cell.
efficiency can vary by more than an order of magnitude
near the boundaries of the six azimuthal sectors of CLAS,
therefore only events in the region where the acceptance
is uniform were included. Limiting electrons to this fidu-
cial region, gives an elastic scattering cross section that
is consistent with the world’s data to within a few per-
cent. Although the objective of the present analysis is to
extract asymmetries, a good understanding of the accep-
tance is necessary. Calculating the asymmetries involves
integrations over ranges in Q2, φ∗, θ∗ and W , and since
the acceptance is a function of these variables, it does not
cancel out when ratios of the integrated quantities are
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FIG. 4: β vs p for all positive charge particles. The lines show
how pions and protons are easily distinguishable.
taken. Fiducial cuts define a region in θ and φ depend-
ing on the momentum for both the electron and proton.
The area inside the line in Figure 6(a) is an example of
the region selected by the fiducial cuts for electrons de-
tected in the first CLAS sector and with momenta be-
tween 1.9 GeV/c and 2.1 GeV/c. The cuts not only
remove data close to the sector boundaries but further
remove events from regions where scintillators are inef-
ficient or which have other tracking inefficiencies. Fig-
ure 6(b) displays the effect of a cut to remove an inef-
ficient scintillator in the third CLAS sector. The total
amount of data removed by the fiducial cuts for events
with one electron and one proton andW < 1.4 GeV/c
2
is
on the order of 60%. Data were φ-acceptance corrected
event by event using an analytical calculation based on
the assumption that acceptance within the fiducial region
is 100%. Figure 7 shows the acceptance as a function of
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FIG. 5: Identification of pπ0 events. a) M2X vs W . The lines show the two-dimensional cut applied in order to remove the
elastic events and quasi-elastic shoulder. b) The plot shows the resulting M2X spectrum after the two-dimensional cut (open
circles), the 12C data normalized to the 15NH3 target data (full circles) and the difference of the two (triangles). The two lines
show the final cut in M2X to select pions scattering off hydrogen.
φ∗ and θ∗ calculated for two intervals in Q2 within a W
range from 1.1 GeV/c
2
to 1.3 GeV/c
2
.
Experimental definition of the asymmetries.
The experimentally measured number of counts, Nij , are
grouped according to different combinations of beam (i)
and target (j) polarizations. Under the assumption of
constant efficiency, these may be written in terms of the
cross sections in equations (7) as:
N↑↑ ∝ (σ0 + σN0 + Peσe + PeσNe + P at σt − PeP at σet)
N↓↑ ∝ (σ0 + σN0 − Peσe − PeσNe + P at σt + PeP at σet)
N↑↓ ∝ (σ0 + σN0 + Peσe + PeσNe − P bt σt + PeP bt σet)
N↓↓ ∝ (σ0 + σN0 − Peσe − PeσNe − P bt σt − PeP bt σet),
(10)
where σN0 and σ
N
e are the contributions from the scatter-
ing from 15N and the liquid helium coolant, and P a and
P b are the magnitudes of positive and negative target
polarizations, respectively. The left side of these equa-
tions (Nij) has been normalized to the same total beam
charge. The asymmetries may be written in terms of
these quantities as:
At =
σt
σ0
=
1
P bt
(N↑↑ +N↓↑)− (N↑↓ +N↓↓)
(N↑↑ +N↓↑) + α(N↑↓ +N↓↓)− βσN0
Aet =
σet
σ0
=
1
PeP
b
t
−(N↑↑ −N↓↑) + (N↑↓ −N↓↓)
(N↑↑ +N↓↑) + α(N↑↓ +N↓↓)− βσN0
,
(11)
where
α =
P at
P bt
(12)
and
β = 2(1 + α) (13)
The extraction of the nuclear background cross section
σN0 and the constant α are discussed in the next two
sections.
Background subtraction. The data have a large
background σN0 due to scattering from
15N and the he-
lium cooling bath. Data taken with 12C and 4He tar-
gets were used to remove this contribution. While the
12C and 15N targets had similar radiation lengths, they
displaced different amounts of helium. A two step pro-
cedure to handle this problem was employed. The first
step was to determine how to add 12C and empty target
data properly in order to have the same ratio of heavier
nuclei and helium as in the 15NH3 data. Using a cal-
culation based on the target thicknesses, densities, and
window contributions, the background spectrum was cal-
culated as NBG = NC−(0.331±0.008)NE, wereNC and
NE are the total number of 12C and empty target data,
normalized to the same charge.
The second step in the background subtraction was
to determine a cross-normalization constant C∆, which
allows NBG to be equivalent to the rates from 15N, ac-
counting for the different ratio of protons to neutrons
between the two backgrounds. A constant for the elas-
tic region Cel was found as a ratio of the integrals of
the W tails of the 15NH3 and background data from
W = 0.6 to 0.85 GeV/c
2
where only events from scat-
tering by bound nucleons are present. Figure 8(a) shows
the overlay of theW spectra of 15NH3 and
12C after nor-
malization by Cel. A correction for higher W was then
applied to Cel to account for rates from scattering off
neutrons. C∆ =
6
7
22
18
Cel was obtained for the ∆(1232)
region, where 6
7
is the ratio of protons in 12C and 15N
and 22
18
is based on a Clebsch-Gordan coefficient analy-
sis [32]. Figure 8(b) shows the overlay of M2x for
15NH3
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FIG. 6: (color) a) φ vs θ for electrons in the first CLAS sector for a momentum (p) bin from 1.9 to 2.1 GeV/c. The line
indicates the cut applied to remove the external fringes and the depletion due to CC inefficiencies. b) p vs θ for electrons in the
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FIG. 7: Acceptance calculation for two intervals in Q2 for 1.1 GeV/c2 < W < 1.3 GeV/c2. The lower interval has a region
around φ∗ = 0◦ where the acceptance is zero.
and background data after normalization using C∆. The
tails where M2x < 0 match as expected since they come
only from quasi-elastic scattering off the bound nucleons.
The technique was later verified using a 15N target.
Target polarization measurement. The target po-
larization was extracted by comparing the well known
elastic scattering asymmetry [33]
Atheo = −
cos θγ
√
1− ǫ2 + ( Q2
4M2
)−
1
2
√
2ǫ(1− ǫ) sin θγ cosφγ GEGM
ǫ( Q
2
4M2
)−1( GE
GM
)2 + 1
(14)
with the measured asymmetry
Ameas =
N↑↑ −N↓↑
N↑↑ +N↓↑
=
PePtσet
σ0
≡ PePtAtheo. (15)
The ratio GE
GM
has been measured in many experiments
and it is known within a 3% accuracy in the Q2 region
of interest [34]. The product of beam and target polar-
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FIG. 8: a) Exclusive W spectra for 15NH3 (circles) and
12C (triangles). The spectra are normalized to each other using the
integrals of the W tails in the range 0.6 GeV/c2 to 0.85 GeV/c2. b) Overlay of M2X spectra for
15NH3 (circles) and
12C
(triangles). The 12C was normalized using the constant found from the W tail integrals.
ization (PePt) was independently estimated using six Q
2
bins and then the average value was calculated. Figure 9
shows the results for the positive (PeP
a
t ) and negative
target polarization data (PeP
b
t ). These measurements
allow one to extract target polarizations P at , P
b
t by sim-
ply taking the ratio of these products and the measured
beam polarization Pe (see section III).
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FIG. 9: The product |PePt| as a function of Q
2 for posi-
tive (filled circles) and negative (open triangles) target po-
larization runs. The six values for each polarization were
fitted with a constant in order to obtain the average values
PeP
a
t = 0.275±0.007 and PeP
b
t = −0.385±0.008. The values
for the χ2 per degree of freedom of the fits were 5.884/5 and
11.87/5 respectively (Note suppressed zero).
Systematic uncertainties. Several sources of possi-
ble systematic effects were identified in the analysis pro-
cedure. To estimate the size of these uncertainties, asym-
metries were recalculated changing individual parameters
in the analysis and comparing with the original result.
Table I summarizes the systematic uncertainties for Aet
in the bin 0.9 GeV2/c2 < Q2 < 1.5 GeV2/c2. Similar val-
ues were found for the other asymmetries and Q2 bins.
The overall systematic uncertainty is on the order of 5%,
which is much smaller than the statistical uncertainty for
the measured asymmetries.
TABLE I: Summary of the systematic uncertainties for the
asymmetry Aet for 0.9 GeV
2/c2 < Q2 < 1.5 GeV2/c2.
Systematic uncertainty source Systematic uncertainty (% )
Carbon normalization 4.2
PePt 2.3
Pe 1.3
4He background contribution 3.3
Radiative corrections. Radiative corrections were
estimated using a generalization of the Mo-Tsai formu-
lation [35]. In particular the corrections were obtained
by comparing Monte Carlo generated radiative and non-
radiative events. The regions with zero acceptance exist-
ing in the data were incorporated in the Monte Carlo in
order to improve the model representation of the data.
The difference between asymmetries calculated with ra-
diative and non-radiative events revealed that radiative
corrections influence the data by at most a few percent.
V. RESULTS
Data for a beam energy of 2.565 GeV, within the
∆(1232) region (1.1 GeV/c
2
< W < 1.3 GeV/c
2
), span
a range in momentum transfer, Q2, from 0.4 GeV2/c2 to
1.5 GeV2/c2, as can be seen in Figure 10. The data were
divided in twoQ2 bins, 0.5 GeV2/c2 < Q2 < 0.9 GeV2/c2
and 0.9 GeV2/c2 < Q2 < 1.5 GeV2/c2, and the asymme-
tries At and Aet were extracted according to the defini-
10
tions in equations (11) as a function of the angle of the
pion in the center-of-mass φ∗, integrated over cos θ∗, and
conversely as a function of cos θ∗, integrated over φ∗. The
Q2 dependences integrated over φ∗ and cos θ∗ were ex-
tracted as well. The results are shown in Figures 11, 12,
and 13 and listed in Table II - VI. The beam asymmetry
was not extracted because it could not be separated from
the background stemming from ∆(1232) → π−p that is
produced by the scattering off neutrons in the 15N.
According to equation (7) the asymmetries depend on
sinφ∗, cosφ∗, sin 2φ∗ and cos 2φ∗ giving a well defined
functional dependence in φ∗ that is model independent,
and the data were found to agree with this expectation.
The target asymmetry was found to be an odd function
and a fit to the function A cosφ
∗ sin φ∗+B sinφ∗+C sin3 φ∗
D+E cosφ∗+F cos 2φ∗
gave χ2 per degree of freedom (ndf) values of 7.9/9 and
15.4/9 for the low and high Q2 bin respectively. The
double spin asymmetry was fitted with the even func-
tion A+B cosφ
∗+C cos2 φ∗
D+E cosφ∗+F cos 2φ∗
and the values χ2/ndf = 4.4/9
for 0.5 GeV2/c2 < Q2 < 0.9 GeV2/c2 and 4.8/7 for
0.9 GeV2/c2 < Q2 < 1.5 GeV2/c2 were found.
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FIG. 10: (color) Q2 vs W . In the ∆(1232) region the acces-
sible range in Q2 is from 0.4 GeV2/c2 to 1.5 GeV2/c2. The
horizontal lines delineate the two intervals of Q2 in which the
data were divided.
Comparison with models. As noted in the intro-
duction, comparisons of the present results with four
theoretical approaches were carried out. These include
MAID2000 [1] (MAID), an effective Lagrangian model [4]
(DM) and the dynamical models of SL [2, 5] and DMT [3].
χ
2 comparison. All the models predict the cor-
rect sign and the correct order of magnitude, but do not
yield equally good overall fits to the data. A simulta-
neous χ2 comparison of all angular distributions, as well
as the Q2 distributions was performed to establish quan-
titatively which model gives the best description of the
data. A χ2 comparison for subsets of the experimental
distributions was performed as well to understand the
model sensitivity to the different asymmetries. In order
for a χ2 comparison to be made, the model prediction
TABLE II: Asymmetries At and Aet as a function of the
center-of-mass angle of the pion φ∗ integrated over cos θ∗ at
low Q2. The uncertainties listed are statistical and system-
atic, respectively.
0.5 GeV2/c2 < Q2 < 0.9 GeV2/c2
φ∗ [◦] At Aet
-167. −0.108± 0.063 ± 0.008 −0.083 ± 0.088 ± 0.006
-141. −0.271± 0.058 ± 0.018 −0.192 ± 0.076 ± 0.014
-115. −0.266± 0.044 ± 0.016 −0.189 ± 0.058 ± 0.012
-89. −0.071± 0.036 ± 0.006 −0.052 ± 0.050 ± 0.003
-63. −0.191± 0.083 ± 0.012 −0.209 ± 0.115 ± 0.017
0. −0.171± 0.087 ± 0.028 −0.433 ± 0.136 ± 0.026
63. 0.013 ± 0.051 ± 0.004 −0.211 ± 0.074 ± 0.016
89. 0.152 ± 0.034 ± 0.011 −0.079 ± 0.047 ± 0.004
115. 0.259 ± 0.042 ± 0.017 −0.172 ± 0.055 ± 0.012
141. 0.258 ± 0.056 ± 0.021 −0.232 ± 0.075 ± 0.020
167. 0.067 ± 0.056 ± 0.006 −0.172 ± 0.080 ± 0.014
TABLE III: Asymmetries At and Aet as a function of the
center-of-mass angle of the pion cos θ∗ integrated over φ∗ at
low Q2. The uncertainties listed are statistical and system-
atic, respectively. Please note that the results in this table
are affected by the zero acceptance region (see Fig 7).
0.5 GeV2/c2 < Q2 < 0.9 GeV2/c2
0◦ < φ∗ < 180◦ −180◦ < φ∗ < 180◦
cos θ∗ At Aet
−0.938 −0.061 ± 0.096 ± 0.038 −0.045 ± 0.135 ± 0.008
−0.812 0.113 ± 0.078 ± 0.008 −0.336 ± 0.119 ± 0.044
−0.688 0.086 ± 0.065 ± 0.003 −0.170 ± 0.093 ± 0.015
−0.562 0.087 ± 0.068 ± 0.002 −0.165 ± 0.097 ± 0.014
−0.438 0.258 ± 0.063 ± 0.018 −0.244 ± 0.084 ± 0.021
−0.312 0.243 ± 0.068 ± 0.032 −0.139 ± 0.089 ± 0.012
−0.188 0.289 ± 0.068 ± 0.017 −0.145 ± 0.088 ± 0.011
−0.062 0.155 ± 0.055 ± 0.015 −0.298 ± 0.080 ± 0.017
0.062 0.262 ± 0.051 ± 0.013 −0.181 ± 0.068 ± 0.010
0.188 0.210 ± 0.057 ± 0.029 −0.114 ± 0.077 ± 0.006
0.312 0.200 ± 0.047 ± 0.011 −0.174 ± 0.064 ± 0.010
0.438 0.239 ± 0.058 ± 0.008 −0.172 ± 0.077 ± 0.010
0.562 0.146 ± 0.058 ± 0.014 −0.280 ± 0.084 ± 0.018
0.688 0.174 ± 0.052 ± 0.021 −0.178 ± 0.072 ± 0.012
0.812 0.110 ± 0.058 ± 0.004 −0.005 ± 0.080 ± 0.002
0.938 0.006 ± 0.063 ± 0.005 0.106 ± 0.091 ± 0.010
was disregarded where the acceptance was zero.
The χ2 was defined as:
χ2 =
∑
i
(xdatai − xmodeli )2
(σdatai )
2
, (16)
where xdatai is the value of each experimental point for all
the asymmetries and xmodeli is the corresponding value
of the theoretical prediction. Since the model is given
without errors, only the experimental uncertainties σdatai
were used in the denominator.
All the curves shown in this section display the exact
point-by-point model prediction. In order to compare the
model to the data, it is necessary to integrate over the
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FIG. 11: Asymmetries At and Aet as a function of the center-of-mass angle of the pion φ
∗ integrated over cos θ∗ for
0.5 GeV2/c2 < Q2 < 0.9 GeV2/c2 (left) and 0.9 GeV2/c2 < Q2 < 1.5 GeV2/c2 (right). The curves represent the predic-
tions from the MAID2000 model (solid), Davidson-Mukhopadhyay model (dash-dotted), Sato-Lee model (dashed), and DMT
model (dotted).
TABLE IV: Asymmetries At and Aet as a function of the
center-of-mass angle of the pion φ∗ integrated over cos θ∗ at
high Q2. The uncertainties listed are statistical and system-
atic, respectively.
0.9 GeV2/c2 < Q2 < 1.5 GeV2/c2
φ∗ [◦] At Aet
−167.1 −0.056 ± 0.129 ± 0.004 −0.299± 0.194 ± 0.020
−141.4 −0.247 ± 0.119 ± 0.015 −0.178± 0.160 ± 0.012
−115.7 −0.250 ± 0.096 ± 0.015 −0.212± 0.130 ± 0.013
−90.0 −0.411 ± 0.116 ± 0.026 −0.146± 0.136 ± 0.011
−64.3 −0.504 ± 0.162 ± 0.053 −0.287± 0.178 ± 0.031
−38.6 −0.071 ± 0.115 ± 0.005 −0.070± 0.162 ± 0.006
−12.9 0.076 ± 0.176 ± 0.011 0.129 ± 0.249 ± 0.021
12.9 0.096 ± 0.133 ± 0.009 −0.325± 0.202 ± 0.033
38.6 −0.115 ± 0.074 ± 0.009 −0.271± 0.107 ± 0.020
64.3 0.095 ± 0.067 ± 0.006 −0.142± 0.095 ± 0.009
90.0 0.220 ± 0.067 ± 0.012 −0.156± 0.090 ± 0.009
115.7 0.189 ± 0.067 ± 0.011 −0.089± 0.091 ± 0.005
141.4 0.247 ± 0.076 ± 0.020 −0.179± 0.101 ± 0.014
167.1 0.295 ± 0.089 ± 0.015 −0.265± 0.119 ± 0.014
bin size to obtain an average value equivalent to that for
the data. In other words, the models were histogrammed
into bins corresponding to the same bin sizes as the data.
Each experimental point is counted as a degree of free-
dom and the comparison yields the results, listed in Ta-
TABLE V: Asymmetries At and Aet as a function of the
center-of-mass angle of the pion cos θ∗ integrated over φ∗ at
high Q2. The uncertainties listed are statistical and system-
atic, respectively.
0.9 GeV2/c2 < Q2 < 1.5 GeV2/c2
0◦ < φ∗ < 180◦ −180◦ < φ∗ < 180◦
cos θ∗ At Aet
−0.929 0.281 ± 0.271 ± 0.002 0.322 ± 0.366 ± 0.096
−0.786 −0.100 ± 0.120 ± 0.008 −0.306 ± 0.180 ± 0.031
−0.643 −0.003 ± 0.115 ± 0.002 −0.512 ± 0.196 ± 0.049
−0.500 0.032 ± 0.071 ± 0.008 −0.203 ± 0.103 ± 0.016
−0.357 0.283 ± 0.099 ± 0.012 −0.420 ± 0.141 ± 0.029
−0.214 0.199 ± 0.078 ± 0.009 −0.212 ± 0.107 ± 0.011
−0.071 0.314 ± 0.087 ± 0.015 −0.154 ± 0.112 ± 0.007
0.071 0.279 ± 0.081 ± 0.009 −0.228 ± 0.108 ± 0.014
0.214 0.220 ± 0.080 ± 0.014 −0.171 ± 0.109 ± 0.008
0.357 0.228 ± 0.094 ± 0.019 −0.286 ± 0.132 ± 0.016
0.500 0.354 ± 0.147 ± 0.014 −0.135 ± 0.176 ± 0.011
0.643 0.158 ± 0.075 ± 0.008 −0.007 ± 0.103 ± 0.002
0.786 0.190 ± 0.077 ± 0.008 −0.113 ± 0.105 ± 0.007
0.929 0.390 ± 0.169 ± 0.008 0.239 ± 0.203 ± 0.025
ble VII.
The results of the χ2 comparison for the MAID, SL,
and DMT models give very similar fits for the double spin
asymmetry Aet. The differences in the total χ
2 are pri-
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FIG. 12: Asymmetries At and Aet as a function of the center-of-mass angle of the pion cos θ
∗ integrated over 0◦ < φ∗ < 180◦
and −180◦ < φ∗ < 180◦, respectively for 0.5 GeV2/c2 < Q2 < 0.9 GeV2/c2 (left) and 0.9 GeV2/c2 < Q2 < 1.5 GeV2/c2 (right).
The curves represent the predictions from the MAID2000 model (solid), Davidson-Mukhopadhyay model (dash-dotted), Sato-
Lee model (dashed), and DMT model (dotted). Note that the complete data set contributes to the determination of At by
making use of the symmetry of σt with respect to φ
∗. This was achieved by integrating the terms for σt in equations (11) for
positive and negative φ∗ separately and then adding the two results with opposite sign. Also note that the results for the lower
Q2 bin are affected by the zero acceptance region (see Fig 7).
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FIG. 13: Asymmetries At and Aet as a function of the momentum transfer, Q
2, integrated over cos θ∗ and 0◦ < φ∗ < 180◦
and −180◦ < φ∗ < 180◦, respectively. The curves represent the predictions from the MAID2000 model (solid black), Davidson-
Mukhopadhyay model (dash-dotted), Sato-Lee model (dashed), and DMT model (dotted).
marily determined by the comparison with the single spin
asymmetry At. On one hand the double spin asymmetry
is characterized by the |M1+|2 term, which all the models
describe reasonably well. The target asymmetry on the
other hand involves the imaginary part of interference
terms and therefore depends on multipoles such as E0+,
S0+,M1+ and S1−, which have larger uncertainties in the
models. In this respect the SL model considers all the
second order processes, whereas MAID makes approxi-
mations for these terms. A dynamic approach of DMT
accounts for these second order processes, but appears
to give a similar fit as the MAID model. The effective
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TABLE VI: Asymmetries At and Aet as a function of the mo-
mentum transfer, Q2, integrated over φ∗ and cos θ∗. The un-
certainties listed are statistical and systematic, respectively.
−1 < cos θ∗ < 1
0◦ < φ∗ < 180◦ −180◦ < φ∗ < 180◦
Q2 [GeV2/c2] At Aet
0.600 0.171 ± 0.019 ± 0.014 −0.169± 0.027 ± 0.012
0.800 0.154 ± 0.024 ± 0.007 −0.146± 0.033 ± 0.010
1.000 0.205 ± 0.036 ± 0.008 −0.165± 0.049 ± 0.011
1.200 0.164 ± 0.047 ± 0.011 −0.207± 0.066 ± 0.012
1.400 0.223 ± 0.059 ± 0.017 −0.192± 0.079 ± 0.013
TABLE VII: χ2 per degree of freedom comparison between
the data and the four theoretical models.
Model At (ndf=102) Aet (ndf=65)
MAID2000 1.8 1.1
SL 1.1 1.2
DM 4.1 1.7
DMT 2.0 0.9
Lagrangian model of DM model does not include tails
from higher resonances, limiting the background descrip-
tion even further, and may explain the large discrepancy
with the polarization data.
The DMT and MAID models were also observed to
give similar fits to each other for electron single spin Ae
observed at lower Q2 at JLab [22] and Mainz [21], al-
though both are in somewhat disagreement with those
data.
VI. SUMMARY
Target and double spin asymmetries for the ∆(1232)
decaying into p and π0 were extracted as a function of
the pion center-of-mass angles, θ∗ and φ∗, and the mo-
mentum transfer Q2. Comparison with some of the exist-
ing theoretical approaches was performed and sensitivity
to the different models was observed. A χ2 compari-
son shows (see table VII) that the model with the best
agreement with the data is the dynamical model of SL.
The isobar model MAID and dynamic models of DMT
exhibited comparable fits in reasonable agreement with
the data. Aside from the speculations about the var-
ious model sensitivities given here, a discussion of the
technical differences which give rise to the differences in
theoretical approaches is beyond the scope of this article.
Rather, it is the intent of this work to make available the
unique experimental observables as constraints on all the
models mentioned in the introduction.
APPENDIX: MULTIPOLE NOTATION
The cross section for electro-production in equa-
tions (7) can also be written as a combination of Leg-
endre Polynomials and their first and second derivatives.
The coefficients of this expansion are the multipoles: El±,
Ml±, and Sl± [36]. The multipoles characterize the ex-
citation mechanism (electric (E), magnetic (M), and
coulomb or scalar(S) type of photon) and the angular
momentum of the final state πN . l± refers to a state
with a πN relative angular momentum l and total angu-
lar momentum J = l ± 1
2
.
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