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ABSTRACT 
 
 Whole-body positron emission tomography (PET) system has limited spatial resolution for 
imaging human head and neck cancer (HNC) due to the small size of lymph nodes. We are 
developing a dual-panel high-spatial-resolution PET system for better imaging HNC. The PET 
system is designed as a dual-panel geometry to consider the patient’s comfort, but the limited 
angular coverage of the imaging plane leads to distortions in reconstructed images. In this work, 
we study a penalized maximum likelihood (PML) image reconstruction method for reducing the 
limited-angle artifacts arising from the insufficient angular sampling. A prior image is pre-
reconstructed from a whole-body low-spatial-resolution PET scan. A PML image reconstruction 
is then performed with a regularization term that penalizes the dissimilarity between the prior 
image and the image to be reconstructed for the dual-panel PET scan. An update equation with 
guaranteed monotonic convergence is derived for the PML reconstruction where a resolution 
model is incorporated into the regularization term. We conduct computer simulations of PET scans 
of a cylindrical phantom with hot spheres to evaluate the performance of the PML reconstruction 
method. Our Results show that the deformation of the background and 6-mm and 8-mm diameter 
hot spheres in the PML reconstruction of the phantom is eliminated with the regularization strength 
γ being 0.02 or larger, while the deformation of 3-mm and 4-mm diameter spheres is not 
completely eliminated. The PML reconstruction with an appropriate γ achieves higher contrast 
recovery coefficient (CRC) of hot spheres than the prior image and can resolve small features like 
the 3-mm and 4-mm diameter hot spheres which are not resolvable in the prior image. The method 
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proposed in this work makes the dual-panel high-spatial-resolution PET system promising for 
imaging HNC. 
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CHAPTER 1: INTRODUCTION 
 
Positron Emission Tomography (PET) imaging is valuable in cancer management, which 
can aid in diagnosis, decision making in radiotherapy, therapy response assessment, and follow-
up monitoring for detection of recurrence [1-5]. PET imaging can identify the primary tumor and 
accurately assess lymph nodes and distant metastases [6]. It has been shown that PET has higher 
sensitivity for detecting neck metastasis of oral squamous cell carcinoma (SCC) patients than 
Computed Tomography (CT) and Magnetic Resonance Imaging (MRI) [7]. 
 
1.1. PET SCAN 
PET is a nuclear medicine functional imaging technique which can image a certain type of 
tracer distribution in patients for disease diagnosis. Before PET scanning, a small amount of 
radioactive tracer is injected into a patient’s vein. A common type of tracer is fluorine-18 (F-18) 
fluorodeoxyglucose (FDG). FDG is an analog of glucose. F-18 is a type of radioactive label, which 
decays mainly by positron emission (half-life: 110 min, β+ branching ratio: 96.9%) [8]. A positron 
collides with an electron and produces a pair of back-to-back 511 keV photons through electron-
positron annihilation. The PET system detects the two photons and generates a coincidence event. 
Each coincidence event represents a line along which the positron emission occurs. The line 
connects the positions of the two detected photons, which is also called a line-of-response (LOR). 
A three-dimensional image showing the distribution of tracer is reconstructed using the detected 
coincidence events. The concentration of F-18 FDG corresponds to glucose uptake, which 
indicates tissue metabolic activity. Since tumors usually have high metabolic activity, F-18 FDG 
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has a higher concentration in tumors than normal tissues. As a result, tumors are identified through 
PET imaging. 
Nowadays, whole-body PET scanners are widely used in clinical practices. A typical 
whole-body scanner is made up of blocks of scintillation detectors which form a ring structure. 
The detector ring is large enough (88.6 cm in diameter for GE Discovery STE PET scanner [9]) to 
image any part of a patient’s body. Figure 1 shows a typical whole-body PET scan of a patient. In 
order to image the whole patient’s body, the patient will be scanned at multiple bed positions.  
 
 
1.2. CHALLENGES OF WHOLE-BODY PET SCANS 
Due to the large size of the detector ring, a whole-body scanner is usually expensive and is 
not optimal regarding the sensitivity for coincidence detection.  In addition, a typical whole-body 
PET scanner has low spatial resolution (4-6 mm) [11] due to the relatively large size of scintillation 
crystals. As a result, small lesions (less than 1 cm in diameter) are detected less accurately than 
 
Fig. 1. A schematic showing a PET scan of a patient [10]. 
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large lesions (more than 1 cm in diameter) [12]. To overcome the disadvantages of whole-body 
PET scanners, people have proposed various dedicated PET systems in recent years, such as 
dedicated PET systems for imaging breast cancer [11, 13] and brain PET systems [14, 15]. 
Compared to a whole-body PET system, a dedicated PET system is compact and has detector 
arrays with smaller pixel size to achieve higher spatial resolution. 
Head and neck cancer (HNC) are one of the common types of cancer, with approximately 
64,690 new cases of HNC being estimated to have occurred in the United States in 2017 [16]. PET 
has become a very useful tool in HNC management. Nevertheless, imaging in the head and neck 
region is challenging because of the complex anatomy of the region and the small size of lymph 
nodes. The low spatial resolution of a whole-body scanner makes it difficult for radiologists to 
make treatment decisions in some cases. Figure 2 (a) shows a PET image where the tumor is at the 
boundary of the thyroid cartilage. Due to the blurry nature of whole-body PET images, it’s difficult 
to decide whether the tumor invades through the thyroid cartilage. If the tumor is limited to the 
larynx, the tumor is resectable and the cancer will be treated with surgery. The invasion of a few 
millimeters into the thyroid cartilage will upstage the cancer and make the tumor unresectable. In 
this case, the cancer will be treated with radiation therapy or chemotherapy. Another problem with 
low spatial resolution is that the metabolic activity in small tumors is underestimated due to the 
partial volume effect [12, 17-19]. If the cancer is resectable, radiologists need to decide how 
extensive the surgery is. Figure 2 (b) shows a PET image where there is a small lymph node with 
low standard uptake value (SUV). Radiologists have difficulty deciding if there is tumor 
involvement in this lymph node, since the SUV is underestimated due to the small size of the 
lymph node. In this case, all lymph nodes will be taken out in the surgery, which adds complication 
to the surgery.  
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 1.3. DUAL-PANEL DEDICATED PET SYSTEM  
We are developing a high-spatial-resolution dual-panel PET system for imaging HNC. The 
system is based on cadmium zinc telluride (CZT) detectors with cross-strip electrode readout, 
where the intersection of the anode and cathode strips that produce signal gives the position 
information of a photon interaction [20-23]. The intrinsic spatial resolution depends on the pitch 
of electrode strips, which can be better than 1 mm [22]. This spatial resolution cannot be easily 
achieved in scintillation detectors due to the complexity of cutting tiny crystals and assembling 
them into arrays [22-23]. In addition to higher spatial resolution, CZT detectors have much better 
energy resolution (3% full-width at half maximum (FWHM) at 511 keV [22]) than scintillation 
detectors (~12% FWHM at 511 keV for polished LYSO crystals coupled to silicon 
photomultipliers (SiPM) [24-25]). We plan to recover the first interaction in multiple-interaction 
 
Fig. 2. (a) A PET image showing that a tumor is at the boundary of the thyroid cartilage. Whether 
the tumor invades through the thyroid cartilage is important to the staging of the cancer and the 
treatment decision. (b) A PET image showing a lymph node with low standard uptake value (SUV). 
The size of the lymph node is so small that the SUV is underestimated. 
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photon event (MIPE) using Compton kinematics to improve the sensitivity of the PET system [23]. 
CZT detectors have high spatial resolution and high energy resolution, which is crucial for 
correctly identifying the first interaction using Compton kinematics [23]. 
 To accommodate patient comfort, we use a dual-panel design of the PET system, which 
minimizes the amount of system in the patient’s line of sight and prevents claustrophobia. Patient’s 
comfort is important for the design of a medical device. Meeting people’s emotional need can 
make people more likely to follow treatment protocols [26]. The dual-panel PET system will be 
used after a patient undergoes the whole-body PET scan with the same bed and FDG dose. Thus, 
except 10-15 min increase in total imaging time, there will be minimal impact on the conventional 
workflow. 
The dual-panel PET system is shown in Fig. 3. The detectors are oriented edge-on for 
incoming photons so that each photon sees at least 4 cm length of CZT material. The intersection 
of the anode and cathode strips that produce signal gives the position information of a photon 
interaction in XY plane. Although the thickness of each CZT detector in the Z direction is 5 mm, 
spatial resolution better than 1 mm in the Z direction is achievable by measuring depth of 
interaction (DOI) using cathode-to-anode signal ratio (C/A ratio) [20-21, 23]. The size of each 
panel is 20 cm (Y) × 15 cm (Z). The face-to-face distance between the two panels will be adjusted 
according to a patient’s head size. Average U.S. adult head size is 15.239 cm × 19.957 cm (head 
breadth × head length) for male and 14.576 cm × 18.784 cm (head breadth × head length) for 
female [27]. The face-to-face distance is chosen to be 20 cm for the computer simulation study in 
Chapter 3. 
 
1.4. OVERVIEW OF LIMITED-ANGLE IMAGE RECONSTRUCTION METHODS 
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A challenge of the dual-panel PET system is that the limited angular coverage of the 
imaging plane leads to artifacts in reconstructed images. The artifacts include the elongated shape 
of reconstructed objects (e.g., spheres) in the direction perpendicular to detector panels [22, 28-
30]. One method of solving this problem is to rotate the detector panels to obtain sufficient angular 
sampling. However, this method will cause discomfort to patients. Previously, researchers have 
studied several approaches to reducing limited-angle artifacts without detector rotation for breast-
dedicated PET systems, such as time-of-flight (TOF) image reconstruction and image-based 
modeling of point-spread-function (PSF) deformation [28-30]. In addition, other researchers have 
proposed several approaches to mitigating limited-angle artifacts for time-resolved computed 
tomography (CT) imaging where sufficient angular range for data acquisition is not achieved. 
These methods include Prior Image Constrained Compressed Sensing (PICCS) [31] and 
Synchronized Multi-Artifact Reduction With Tomographic Reconstruction (SMART-RECON) 
[32]. The limited-angle artifacts are mitigated by requiring that the target image (the image to be 
 
Fig. 3. (a) Dual-panel dedicated head and neck PET scanner. Each panel consists of an array of 5 
(Y) × 30 (Z) CZT detectors. Patient faces positive Y direction in a dual-panel PET scan. (b) 
Schematic of a CZT detector. The anode pitch and cathode pitch is 1 mm and 5 mm, respectively. 
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reconstructed from measurements with insufficient angular sampling) is similar to a prior image 
of the same object without limited-angle artifacts. 
In this work, we study a method of reducing limited-angle artifacts for the proposed dual-
panel high-spatial-resolution PET system for imaging HNC. The idea of this method is inspired 
by PICCS where a prior image reconstructed from the data acquired within a wide temporal 
window is used for constraining the image reconstruction from the data acquired in an ultra-narrow 
temporal window [31]. For our method, the prior image is pre-reconstructed from a whole-body 
PET scan. A Penalized Maximum Likelihood (PML) image reconstruction is then performed for 
a dual-panel PET scan of the same object with a regularization term that penalizes the dissimilarity 
between the target image (the image to be reconstructed) and the prior image. In addition, an 
image-based resolution model is incorporated into the regularization term since the whole-body 
PET system has limited spatial resolution. The resolution model prevents the target image from 
the dual-panel PET scan to be the same as the prior image from the whole-body PET scan since 
the dual-panel PET system is better at imaging small tumors (<5 mm in diameter) than the whole-
body PET system.  
In Chapter 2, the method of the proposed PML image reconstruction will be presented. The 
reconstruction will be performed iteratively using an update equation with guaranteed monotonic 
convergence. Chapter 3 will provide a computer simulation study for evaluating the performance 
of the PML image reconstruction method. The performance will be evaluated based on limited-
angle artifacts reduction, hot sphere contrast recovery coefficient (CRC), background noise, and 
contrast-to-noise ratio (CNR). Also, there will be a preliminary study of the issue of misalignment 
between the whole-body PET scan and the dual-panel PET scan. Chapter 4 will conclude the work 
and Chapter 5 will discuss future work. 
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CHAPTER 2: PML IMAGE RECONSTRUCTION METHOD 
 
2.1. IMAGE RECONSTRUCTION ALGORITHMS 
PET image reconstruction is the process of generating an image based on detector 
measurements of coincidence events at multiple angles and positions. The detector measurements 
can be modeled as projections of radioactive source distribution inside an object. There are two 
classes of PET image reconstruction algorithms: analytical image reconstruction algorithms and 
iterative image reconstruction algorithms [33]. Back Projection is one of the analytical image 
reconstruction algorithms, which is simply carried out by “smearing back” each projection across 
the image at the angle at which the measurement is done. However, this method will cause blurring 
to the reconstructed images. A method called Filtered Back Projection (FBP) has been proposed 
to solve the blurring problem, where the projection data is filtered before back projections to 
eliminate the blurring effect [34].  
The problem with FBP is that the projection data are assumed to be fixed, whereas they are 
random variables [33]. As a result, noise is amplified in images reconstructed using FBP [33]. 
Iterative image reconstruction algorithms such as Maximum Likelihood Expectation 
Maximization (MLEM) [35] take into account the stochastic nature of the projection data. For the 
Maximum Likelihood (ML) image reconstruction method, the detector measurements are modeled 
as a set of independent Poisson random variables  ( 1, 2,..., )iy i I=  with mean iy  [35]. I  is the 
number of detector pairs of a PET system. iy  can be calculated from projections of image voxel 
values jx , which is as follows: 
 
1
.
J
i ij j
j
y p x
=
=∑   (1) 
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Here, J  is the number of voxels of the image, jx  is the expected number of radioactive 
disintegrations from image voxel j , and ijp  is the probability that an emission from voxel j  will 
be detected by detector pair i . ijp  is also called system response matrix. The likelihood function 
is written as:   
 
1
( / ) exp( ) / ! .i
I
y
L i i i
i
P y x y y y
=
= ⋅ −∏   (2) 
The target image is reconstructed by maximizing the logarithm of the likelihood function ( / )LP y x
, which is as follows: 
 
1 1 1
ˆ arg max ln .
J
I J J
i ij j ij j
x R i j j
x y p x p x
+∈ = = =
 
= − 
 
∑ ∑ ∑   (3) 
The ML reconstruction of the target image can be done iteratively using the Expectation 
Maximization (EM) algorithm [35-37]. Let ijz  be the number of emissions from voxel j  and 
detected by detector pair i . It has been shown that the voxel values of the target image at iteration 
1n +  can be calculated using the EM algorithm, which is as follows: 
 
[ ]
( )( )
( )
( 1)
( )
( )
( )1 1
1
arg max ( )
arg max ln ( / ) / ,
= arg max ln .
J
J
J
n
EM
x R
n
L
x R
nI J
ij j
i ij j ij jJx R ni j
im m
m
x L x
E P z x y x
p x
y p x p x
p x
+
+
+
+
∈
∈
∈ = =
=
=
 =  
  
  
  −
  
    
∑∑
∑
  (4) 
By taking the first derivative of the objective function ( )EML x  in (4) with respect to jx , we get the 
following equation: 
 
( )
( )1
1
( ) 1 .
nI
ij jEM
i ijJ
nij j
im m
m
p xdL x y p
dx xp x=
=
 
 
 = −
 
 
 
∑
∑
  (5) 
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By equating the right-hand side of (5) to zero, we get a closed-form update equation for image 
reconstruction, which is as follows: 
 
( )
( 1)
( )1
1 1
.
n I
jn i
j ijI J
ni
ij im m
i m
x yx p
p p x
+
=
= =
= ∑
∑ ∑
  (6) 
Equation (6) is the update equation for the widely used MLEM image reconstruction algorithm. 
The image reconstruction starts with an initial guess of the target image (0)  ( 1, 2,..., )jx j J= . Then 
the image reconstruction is done iteratively using (6) until a stopping condition is met [38]. 
     
2.2. SYSTEM RESPONSE MATRIX CALCULATION 
The quality of reconstructed images depends on the accuracy of the system response matrix 
that defines the mapping from the image space to the projection space. An accurate system 
response matrix includes physical effects such as positron range, photon pair noncolinearity, 
geometric sensitivity, detector response, attenuation, detector efficiency, and so on [33]. The 
system response matrix can be decomposed as follows [39-40]: 
 .P W B G R= ⋅ ⋅ ⋅   (7) 
The “ ⋅ ” operator in (7) means matrix multiplication. Here, W  is a diagonal matrix containing the 
multiplication of detector normalization factors and attenuation correction factors; B  is a 
sinogram blurring matrix which models photon pair non-collinearity, inter-crystal scatter and 
penetration; G  is a geometrical projection matrix; R  is an image blurring matrix which models 
positron range [39]. B  and R  can be estimated from point source measurements [39]. G  can be 
calculated using ray-tracing techniques such as Siddon ray-tracer (S-RT) and orthogonal-distance 
ray-tracer (OD-RT) [41]. The attenuation correction factors can be estimated from a CT scan [42]. 
The normalization factors can be estimated from a PET scan of a radioactive source with known 
activity distribution, such as a uniform cylinder source [43]. 
10 
 
In this work, we use the OD-RT as the geometrical projector for image reconstructions. The 
geometrical projection matrix was calculated on-the-fly using the following equation: 
 
2
2exp .2
ij
ij
d
g
σ
 
= −  
 
  (8) 
Here, ijd  is the distance between the center of voxel j  and LOR i . σ  is chosen to match the 
average system resolution blurring [33, 41, 44]. The sinogram blurring matrix and image blurring 
matrix are currently not considered, which can be implemented to improve image quality in future 
work. Let iw  equal to the multiplication of the attenuation correction factor and detector 
normalization factor for LOR i . The system response matrix can be written as: 
 .ij i ijp w g=   (9) 
By plugging (9) into (6), we obtain the following equation for MLEM image reconstruction:   
 
( )
( 1)
( )1
1 1
.
n I
jn i
j ijI J
ni
i ij im m
i m
x yx g
w g g x
+
=
= =
= ∑
∑ ∑
  (10) 
The denominator 
1
I
j i ij
i
S w g
=
=∑  is called sensitivity map which requires the value of iw  to be 
known before image reconstructions. In this work, iw  was estimated from a simulation of a 
uniform cubic source that occupied the whole field-of-view [45]. The phantom used in the 
simulation had the same material and dimension as the phantom used for image quality study in 
Chapter 3. iw  was estimated as the ratio of the number of coincidences iN  for detector pair i  
from the simulation to the ideal number of coincidences calculated using the OD-RT geometrical 
projector. The equation for estimating iw  is as follows: 
 
1
ˆ .ii J
ij j
j
Nw
g x
=
=
∑
  (11) 
In (11),  ( 1, 2,..., )jx j J=  was a constant, since the phantom used for iw  estimation had uniform 
source distribution. 
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2.3. PENALIZED MAXIMUM LIKELIHOOD IMAGE RECONSTRUCTION  
For the MLEM image reconstruction algorithm, the image is reconstructed by maximizing 
the log-likelihood function which serves as an objective function in an optimization task. 
Regularization term can be added to the log-likelihood function to reduce artifacts arising from 
imperfect detector measurements, which is called Penalized Maximum Likelihood (PML) 
reconstruction. In this section, we describe a PML reconstruction method that reduces limited-
angle artifacts in image reconstruction for the dual-panel dedicated PET system. We will take 
advantage of a prior image from a whole-body PET scan, which does not have the limited-angle 
artifacts but has poor spatial resolution. The limited-angle artifacts will be reduced by penalizing 
the dissimilarity between a target image to be reconstructed for a dual-panel PET scan and a prior 
image without limited-angle artifacts. The regularization term has the following form: 
 
2
1
γ( ) .
2
PJ
j j
P
j
b xAF x
A A=
 ⋅
= − −  
 
∑   (12) 
Here, γ  is a positive constant used for adjusting the strength of regularization; A  and PA  is an 
estimate of the average voxel values in the target image and the prior image, respectively; jb  and 
P
jx  is the voxel value in the blurred target image and the prior image, respectively. It is worth 
noting that an image-based resolution model is implemented into the regularization where the 
blurred target image instead of the target image itself is compared with the prior image. Our aim 
of implementing the PML image reconstruction with the resolution model in the regularization is 
to eliminate the limited-angle artifacts in the target image while retaining the ability of the dual-
panel dedicated PET system to detect small lesions. 
The target image jx  is blurred using a Gaussian function to obtain jb . jb  is calculated 
using the following equation: 
 
1
,
J
j jk k
k
b w x
=
=∑   (13) 
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where jkw  is the normalized weight in the Gaussian blurring, which is calculated as follows: 
 
1
/ .
J
jk jk jk
k
w g g
=
= ∑   (14) 
jkg  is calculated using the following equation: 
 , if 0.01,
0, otherwise,
O O
jk jk
jk
g g
g
 >
= 

  (15) 
where Ojkg  is calculated as follows: 
 
22 2
2 2 2
( , )( , ) ( , )exp .
2 2 2
yO x z
jk
x y z
d j kd j k d j kg
σ σ σ
 
= − − −  
 
  (16) 
Here, ( , ) ( , , )ad j k a x y z=  is the distance between the center of voxel j  and the center of voxel 
k  in the direction a ;  ( , , )a a x y zσ =  is chosen based on point source simulations for the whole-
body scanner.  
 In the PML image reconstruction, the target image is reconstructed by maximizing an 
objective function which has the following form: 
 ( ) ( ) ( ),G x L x F x= +   (17) 
where ( )L x  is the log-likelihood function used in the ML image reconstruction method and ( )F x  
is the regularization term defined in (12). One way to solve this optimization problem is by using 
the EM algorithm. The voxel values of the target image at iteration 1n +  can be calculated using 
the following equation: 
 
( )( )
( )
( )
( 1) ( )
( )
2
( )
1
( )1 1 1
1
arg max ln ( / ) ( ) / ,
arg max ln ( / ) / , ( )
γarg max ln
2
J
J
J
n n
L
x R
n
L
x R
J
n Pjk kI J J
ij j jk
i ij j ij jJ Px R ni j j
im m
m
x E P z x F x y x
E P z x y x F x
w xp x xAy p x p x
A Ap x
+
+
+
+
∈
∈
=
∈ = = =
=
 = + 
 = + 
    
    ⋅    = − − −
    
    
    
∑
∑∑ ∑
∑
.




  (18) 
By taking the first derivative of the objective function in (18) with respect to jx  and equating it to 
zero, we obtain a set of coupled quadratic equations which are difficult to solve.  
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The optimization problem is solved based on a modified EM algorithm [46] instead of the 
EM algorithm. The modified EM algorithm applies to regularization terms with the following 
general form: 
 
1 1
( ) .
p J
l lk k l
l k
F x f s x e
= =
 
= − 
 
∑ ∑   (19) 
Here,  ( 1, 2,..., )lf l p=  are real-valued strictly concave function twice continuously differentiable 
in R  and bounded above. For every fixed l ,  ( 1, 2,..., )lks k J=  are real-numbers at least one of 
which are nonzero.  ( 1, 2,..., )le l p=  are real numbers. The maximization step proposed in [46] has 
the following form: 
 
( ) ( )
( ) ( )
( 1) ( ) ( )
2
( )
( )1 1 1 1
1
arg max ln ( / ) / , ,
= arg max ln + .
J
J
n n n
L
x R
n pI J J
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i ij j ij j k l k k k lJx R ni j l k
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m
x E P z x y x Q x x
p x
y p x p x f c x d e
p x
λ
+
+
+
∈
∈ = = = =
=
 = + 
  
  
  − + −
  
    
∑∑ ∑∑
∑
  (20) 
Here,  ( 1, 2,..., ;  1, 2,..., )lk l p k Jλ = =  are nonnegative real numbers satisfying the conditions as 
follows: 
 
1
0 if and only if 0,
1 for 1, 2,..., .
l
k lk
J
l
k
k
s
l p
λ
λ
=
= =
= =∑
  (21) 
l
kc  and 
ln
kd  are defined as follows: 
 
( ) ( )
1
, if 0,
0, otherwise,
.
llk
kll
kk
J
ln n l n
k lm m k k
m
s
c
d s x c x
λ
λ
=
 ≠= 

= −∑
  (22) 
For our problem, 2,  ( ) γ / 2,  / ,  /P Pl lk lk l lp J f x Ax s w A e x A= = − = = . We choose 
l
k lkwλ =  
which satisfies the conditions in (21) according to the definition of lks  in our problem (
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/lk lks w A= ) and (14). By taking the first derivative of the objective function in (20) with respect 
to jx  and equating it to zero, we obtain the following quadratic equation: 
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By rearranging the terms in (23), we obtain the following equation: 
 ( ) 2 ( ) ( ) 0,n n nj j j j ja x q x v+ − =   (25) 
where 
 ( )( )
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∑
∑   (26) 
The nonnegative solution of (25) is as follows: 
 ( ) ( )2( 1) ( ) ( ) ( ) ( ) ( )4 / 2 .n n n n n nj j j j j jx q q a v a+ = − + +   (27) 
Equation (27) is the unique solution of (20), since the objective function in (20) is strictly concave. 
It has been shown that for any (0)x  with positive components, the sequence generated by (27) 
monotonically converges to a global maximizer of (17) in JR+  [35, 46-47].  
 For the calculation of ( )njC  in (24), we need to consider all possible LORs. However, the 
number of possible LORs is on the order of 10 billion for our proposed dual-panel PET system 
due to the small detector voxel size.  List-mode image reconstruction is utilized instead. As a result, 
( )n
jC  is calculated using the following equation: 
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  (28) 
where vi  is the detector pair index for the thv  event and M  is the number of detected coincidence 
events from a PET scan. M  is usually much smaller than I .  
The flow chart of the image reconstruction for the dual-panel dedicated PET system is 
shown in Fig. 4. A patient goes through a whole-body PET scan followed by a dual-panel dedicated 
PET scan. Image reconstruction is performed for the whole-body PET scan to produce an image 
without limited-angle artifacts. Since the detector pixel size in the whole-body scanner is larger 
than the detector pixel size in the dual-panel scanner, a larger voxel size is used for the whole-
body image. To ensure the prior image and the target image have the same voxel size, we perform 
a trilinear interpolation of the whole-body image before the PML image reconstruction.  
 
  
 
Fig. 4. Flow chart of the image reconstruction for the dual-panel dedicated PET system. The PML 
reconstruction penalizes the dissimilarity between the blurred target image to be reconstructed for 
the dual-panel PET scan and the prior image from the whole-body PET scan. 
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CHAPTER 3: COMPUTER SIMULATION STUDY 
 
3.1. SIMULATION METHODS 
Monte Carlo simulations for PET scans were performed in the software package GATE 
(Geant4 Application for Tomographic Emission) [48]. An 11-cm-diameter and 12.6-cm-long 
cylindrical phantom [12] with uniform water attenuation was simulated to evaluate the 
performance of the proposed PML image reconstruction method. The background activity 
concentration of positron was set to be 5700 Bq/cm3 in the cylindrical phantom. The equivalent 
activity concentration was 5893 Bq/cm3 in 18F-FDG, which was similar to the background activity 
in a patient during a typical PET acquisition [12, 49]. Multiple hot spheres were put inside the 
phantom at the center plane to emulate tumors. There were nine 3-mm diameter spheres, nine 4-
mm diameter spheres, five 6-mm diameter spheres, and five 8-mm diameter spheres. The center-
to-center distance between two neighboring spheres was twice the diameter of the spheres. The 
sphere to background ratio was 8:1. The phantom was scanned first by a whole-body PET scanner 
and then by the dual-panel dedicated PET scanner in the simulations. The geometry of the whole-
 
Fig. 5. Schematic of the simulation setup for (a) dual-panel dedicated PET scan and (b) whole-
body PET scan of a cylindrical phantom with hot spheres in its center plane. 
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body scanner used in the simulations was based on the Discovery MI 4-ring PET scanner (GE 
Healthcare) [50-51]. The simulation setup is as shown in Fig. 5. For the whole-body PET scan, the 
simulation time was 3 min with 25 million coincidence events acquired. For the dual-panel PET 
scan, the simulation time was 10 min with 30 million coincidence events acquired.  
A coincidence sorting method was developed to generate coincidence events from ‘hits’ data 
from the dual-panel dedicated PET scan simulation. The deposited energy and time stamp of a 
photon interaction were provided by GATE, which were then blurred according to Gaussian 
distributions based on the experimentally measured detector energy resolution and time resolution. 
The energy resolution at energy different from 511 keV was calculated using the following 
equation [48]: 
 511 keV
511 keV .ER R E
=   (29) 
Here, ER  and 511 keVR  are the energy resolution at E  and 511 keV, respectively. The position of a 
photon interaction was binned to the center of the nearest 3D detector voxel. Groups of photon 
interactions were selected using a coincidence time window. For each group, the photon 
interactions were divided into clusters based on the closeness of the position of interactions. A 
cluster with total energy within a pre-set energy window was accepted. Otherwise, the cluster was 
discarded. Only the group with two accepted clusters was kept, with each cluster representing the 
interactions for a single photon. For a cluster with more than one interactions, the first interaction 
point was identified using the Compton kinematics algorithm [23]. For the whole-body PET scan, 
GATE digitizer was utilized for coincidence sorting. The parameters used for the coincidence 
sorting were summarized in Table 1.  
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3.2. IMAGE RECONSTRUCTION AND ANALYSIS 
Fully 3D list-mode image reconstructions were implemented using the compute unified 
device architecture (CUDA) framework on a local workstation equipped with one NVIDIA P6000 
(NVIDIA Corporation) graphics processing unit (GPU) card. Image reconstruction for the dual-
panel dedicated PET scan was done using the proposed PML method with different regularization 
strength γ (0.005, 0.02, and 0.1). The system response matrix was based on the OD-RT geometrical 
projector described in Chapter 2. The FWHM used in the OD-RT projector for the dual-panel scan 
and the whole-body scan was chosen to be 1 mm and 4 mm, respectively, based on the detector 
pixel size. The voxel size in the reconstructed images for the dual-panel scan and the whole-body 
scan were 0.5 mm and 2 mm, respectively. Data corrections for scatter coincidence and random 
coincidence were not applied. 
Table 1. Parameters used for coincidence sorting for simulations of a whole-body PET scan and a 
dual-panel dedicated PET scan. 
 Whole-body PET Dual-panel Dedicated PET 
Time resolution 0.266 ns [50] 18 ns [23] 
Energy resolution 9.4% at 511 keV [51] 3% at 511 keV [22] 
Detector voxel size 25 mm × 4.0 mm × 5.3 mm [51] 5 mm × 1 mm × 1 mm [22] 
Coincidence time windowa 4.57 ns [51] 25 ns 
Energy windowa 425 keV - 650 keV [51] 480 keV - 542 keV 
 
aCoincidence time window and energy window for the dual-panel dedicated PET scan were chosen 
to achieve the highest noise equivalent count rate (NECR) [22] with the cylindrical phantom 
described in this section.  
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Limited-angle artifacts were assessed both visually and quantitatively. For quantitative 
analysis, we used the normalized root mean square deviation (NRMSD) metric [32, 38]. The 
NRMSD is defined as: 
 
( )
2
2
1
1
NRMSD ,
J
truth
j j
j
J
truth
j
j
x x
x
=
=
−
=
∑
∑
  (30) 
where jx  and 
truth
jx  are the scaled voxel value of the reconstructed image and the actual emission 
image, respectively. jx  and 
truth
jx  are scaled by the average voxel value in each corresponding 
image before being plugged into (30) for calculating NRMSD. 
 For image quality analysis, we used CRC, background noise, and CNR [23, 28]. CRC was 
calculated using the following equation: 
 
/ 1
CRC= ,
/ 1
hot bkg
hot bkg
C C
a a
−
−
  (31) 
where hotC  and bkgC  is the average voxel value in a hot sphere region of interest (ROI) and a 
background ROI in a reconstructed image, respectively; hota  and bkga  is the ground-truth activity 
concentration in hot spheres and background, respectively. Background noise was calculated as: 
 ,bkg
bkg
N
C
σ
=   (32) 
where bkgσ  is the standard deviation of the voxel values in the background ROI. CNR was 
calculated as: 
 CNR .hot bkg
bkg
C C
σ
−
=   (33) 
The hot sphere ROI and the background ROI used for this study were as shown in Fig. 6. 
We also conducted a preliminary study of the influence of misalignment between whole-
body PET data and dual-panel PET data on the PML reconstruction of the target image from the 
dual-panel data. Since the PML reconstruction method involves the whole-body PET scan and the 
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dual-panel PET scan, patient’s motion may occur between the two scans, making the whole-body 
data and the dual-panel data misaligned. This problem can be solved by realigning the 
reconstructed whole-body prior image using the patient’s motion information (e.g., translation and 
rotation) before the PML reconstruction. The patient’s motion information can be obtained by 
utilizing a motion tracking system (error less than 1 mm achievable) [52-54]. We studied the 
influence of the misalignment on the PML reconstructions by translating the whole-body image 
along Y direction by 1 mm and reconstructing the target image with a proper regularization 
strength γ. 
 
3.3. LIMITED-ANGLE ARTIFACTS 
The transverse slices and sagittal slices from reconstructed images for the cylindrical 
phantom with hot spheres described in Section 3.1 are shown in Fig. 7 and Fig. 8, respectively. 
 
Fig. 6. Sagittal slice (X=10 mm) of the reconstructed image for the cylindrical phantom with hot 
spheres scanned by the dual-panel dedicated head and neck PET scanner. To calculate CRC and 
background noise, hot sphere ROIs and background ROIs were drawn. A hot sphere ROI has the 
same position and size as the corresponding hot sphere. The background ROIs have cylindrical 
shape. A background ROI has the same diameter as the corresponding hot sphere DOI. The center 
of a background ROI is in same trans-axial position (X and Y) as the center of the corresponding 
hot sphere ROI. 
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The images at 20th and 40th iterations are both shown in the figures. The figures show that as the 
number of iterations increases from 20 to 40, the reconstructed image is almost the same, except 
 
Fig. 7. Transverse slices (Z=0) from reconstructed images for the cylindrical phantom with hot 
spheres. The images in (a)-(d) are target images reconstructed for the dual-panel high-spatial-
resolution PET scan. The images in (a) are from the ML reconstruction. The images in (b)-(d) are 
from the PML reconstruction. The image in (e) is the prior image from the whole-body PET scan. 
Each image has 220 × 220 pixels, with the size of each pixel being 0.5 mm × 0.5 mm. 
 
 
  
Fig. 8. Sagittal slices (X=10 mm) through 3-mm and 8-mm diameter hot spheres from 
reconstructed images for the cylindrical phantom with hot spheres. The images in (a)-(d) are target 
images reconstructed for the dual-panel PET scan. The image in (e) is the prior image from the 
whole-body PET scan. Each image has 220 (Y) × 260 (Z) pixels, with the size of each pixel being 
0.5 mm × 0.5 mm. 
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that the image becomes noisier. The ML reconstruction has strong limited-angle artifacts. The 
background and hot spheres are both elongated, as shown in Fig. 7 (a). With PML image 
reconstruction, the artifacts are mitigated, as shown in Fig. 7 (b)-(d). For the reconstruction with γ 
being 0.005, the elongation of the 8-mm and 6-mm diameter hot spheres is eliminated, whereas 
the elongation of the uniform background is still noticeable. As γ increases from 0.005 to 0.02, the 
reconstructed image has the disk-shaped background, which is consistent with the actual image. 
The limited-angle artifacts are noticeable for the 4-mm and 3-mm diameter hot spheres with γ 
being 0.005 or 0.02. As γ increases to 0.1, the contrast of the 4-mm and 3-mm diameter spheres 
becomes lower compared to the spheres in the PML reconstructions with smaller γ. It is worth 
noting that the PML reconstruction of the target image is not the same as the prior image from the 
whole-body scan. The five 3-mm diameter hot spheres with the same X coordinate are not 
resolvable in the prior image, but they are resolvable in the target image reconstructed with γ being 
0, 0.005, or 0.02, as shown in Fig. 7 and Fig. 8. The line profiles through the five 3-mm diameter 
hot spheres are shown in Fig. 9. The line profile of the target image reconstructed with γ being 0 
or 0.02 clearly shows five peaks which correspond to the five hot spheres, whereas the peaks are 
not resolvable in the line profile of the prior image. 
 
Fig. 9. (a) Line profiles through five 3-mm diameter hot spheres at the 20th iteration for different 
target images and the prior image. The Y coordinates of the five spheres are 10 mm, 16 mm, 22 
mm, 28 mm, and 34 mm, respectively. (b) Transverse slice (Z=0) from the target image 
reconstructed from the dual-panel high-spatial-resolution PET scan of the cylindrical phantom at 
20th iteration with γ being 0. The vertical line indicates the location of the line profiles in (a).  
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 The NRMSD curves with four different values of γ are shown in Fig. 10. For the same γ, 
NRMSD first decreases and then increases as the number of iterations increases. NRMSD 
measures the degree of deviation of the reconstructed image from the actual image. In the 
beginning, the image becomes more similar to the actual image after each iteration. Then, the 
image starts to deviate from the actual image at higher iterations. The reason is that the noise level 
in the image increases as the number of iterations increases, which is known as the “checkerboard 
effect” [35] in ML image reconstruction. The trend of the NRMSD curve is similar for both the 
ML and the PML reconstruction. As γ increases, the curve becomes flatter at high iterations and 
achieves lower value at the same iteration, which indicates that the reconstructed image with larger 
γ has lower noise level and is more similar to the actual image. 
The penalized log-likelihood function (PLF) curves with four different values of γ are shown 
in Fig. 11. As the number of iterations increases, the PLF first increases rapidly then gradually 
plateaus. This trend is expected as the PLF is the objective function which is maximized in the 
image reconstruction using an update equation with guaranteed monotonic convergence. The PLF 
 
Fig. 10. NRMSD as a function of the number of iterations in image reconstruction for different 
regularization strength. The larger the NRMSD, the larger the degree of deviation of the 
reconstructed image from the truth.  
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converges to a lower value as γ increases, which is due to the increasing weight of the 
regularization term. 
 
3.4.  IMAGE QUALITY 
The CRC versus background noise curves are shown in Fig. 12. In each curve, different data 
points represent the images at different iterations. In general, as the number of iterations increases, 
the background noise and the CRC of the spheres increase. The CRC increases rapidly at first and 
then converge. The background noise keeps increasing. The figure shows that the CRC converges 
at lower noise level and fewer number of iterations for the image reconstructed with larger γ.   
For the 3-mm and 4-mm diameter spheres, CRC converges to a lower value as γ increases. 
The ML reconstruction achieves the largest CRC, given enough iterations. Nevertheless, when the 
background noise level is low, it is possible to achieve higher CRC using the PML reconstruction 
than using the ML reconstruction at the same background noise. For example, for both the 3-mm 
and 4-mm diameter spheres, CRC is largest with γ being 0.005 at the same background noise of 
 
Fig. 11. Penalized log-likelihood function (PLF) curve obtained for different regularization 
strength. As the number of iterations increase, PLF increases rapidly at first and then plateaus. 
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0.2. For the 6-mm diameter spheres, CRC converges to the largest value with γ being 0.005. When 
background noise is smaller than 0.6, the PML reconstruction achieves higher CRC than the ML 
reconstruction. For the 8-mm diameter spheres, the PML reconstruction achieves higher CRC 
within the whole range of background noise shown in Fig. 12.  
The CRC and background noise for the prior image reconstructed from the whole-body 
scan is also shown in Fig. 12. The prior image has higher CRC of the 8-mm diameter hot spheres 
 
Fig. 12. The contrast recovery coefficient (CRC) of hot spheres versus background noise with 
different regularization strength γ. The plots are based on 10 min scan of the cylindrical phantom 
with hot spheres by the proposed dual-panel dedicated head and neck PET scanner. The prior 
image is from the whole-body scanner used for regularizing the image reconstruction for the dual-
panel scanner.  Different plots correspond to spheres of different size. The data points in each 
curve, from left to right, correspond to iteration 5, 10, 15, 20, 30, 40, 60, 80, and 100, respectively. 
In general, as the number of iterations increases, background noise and CRC both increase. 
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than the ML reconstruction of the target image. The reason is that the 8-mm diameter hot spheres 
are more blurred in X-direction in the ML reconstruction of the target image (11.4 mm FWHM 
from Gaussian fit) than in the prior image (5.8 mm FWHM from Gaussian fit) due to the limited-
angle geometry of the dual-panel scanner. As a result, the PML reconstruction improves the 
contrast of 8-mm spheres over the ML reconstruction. Furthermore, the CRC of the spheres in the 
target image reconstructed with γ being 0.1 is higher than the CRC in the prior image, as shown in 
Fig. 12. The reason is that a resolution model is incorporated into the regularization. As the 
regularization strength increases, the target image becomes similar to the prior image, as shown in 
Fig. 7 (d) and (e). If γ is infinite, the blurred target image instead of the target image itself is the 
same as the prior image. 
The CNR versus the number of iterations curves are shown in Fig. 13. Each plot shows 
how the CNR of spheres of different sizes changes as the number of iterations increases for the 
reconstruction with the same γ. The CNR reaches maximum at around 5 iterations in some cases, 
whereas it keeps decreasing as the number of iterations increases in the other cases. CNR is 
proportional to CRC divided by background noise, according to the definitions in (31)-(33). As 
the number of iterations increases, both CRC and background noise increase. The trend of the CNR 
indicates that the background noise increases at a higher rate than the CRC after certain number of 
iterations or even at the beginning of iterations. Iterations should be stopped at certain point to 
prevent poor image quality due to excessive noise. However, with small number of iterations, the 
CRC may not converge. For the reconstruction with γ=0.1, the CRC converges at around 5th 
iteration. For the reconstruction with γ=0.02, the CRC converges at around 20th iteration, 
according to Fig. 12. The reconstructed images in Fig. 7 and Fig. 8 show that the visibility of the 
spheres is not affected by noise even at 40th iteration. 
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3.5. MISALIGNMENT 
The target images reconstructed with aligned and misaligned whole-body image as the prior 
image are shown in Fig. 14 (a) and (b), respectively. The two images are visually identical. Line 
profiles through 3-mm and 8-mm diameter hot spheres are shown in Fig. 14 (c). The line profile 
for the misaligned case is similar to the line profile for the aligned case, except that the position of 
peaks corresponding to 8-mm diameter hot spheres is shifted compared to the aligned case. The 
reason is that the regularization used in the PML reconstruction requires the blurred target image 
 
Fig. 13. The contrast-to-noise ratio (CNR) of hot spheres versus the number of iterations curves. 
The plots are based on 10 min scan of the cylindrical phantom with hot spheres by the proposed 
dual-panel dedicated head and neck PET scanner. Different plots correspond to reconstructions 
with different regularization strength γ.  
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to be similar to the whole-body image which is misaligned. The position of peaks corresponding 
to 3-mm diameter spheres is not shifted because the 3-mm diameter spheres are not resolvable in 
the whole-body image. The results show that misalignment by 1 mm between the whole-body 
image and the target image does not significantly affect the PML reconstruction of the target 
image. 
 
  
 
Fig. 14. (a) Transverse slice (Z=0) from the target image reconstructed with aligned whole-body 
image as the prior. (b) Transverse slice (Z=0) from the target image reconstructed with misaligned 
whole-body image as the prior. The whole-body image for the same phantom was translated along 
Y direction by 1 mm before the reconstruction of the image in (b). The images in (a) and (b) are 
from the PML reconstruction (γ=0.02, 20th iteration) of the cylindrical phantom with hot spheres. 
(c) Line profiles through three 8-mm diameter hot spheres and five 3-mm diameter hot spheres 
for the images in (a) and (b). 
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CHAPTER 4: CONCLUSIONS 
 
In this work, we have presented a PML image reconstruction method for reducing limited-
angle artifacts in the image reconstruction for a dual-panel high-spatial-resolution PET system 
dedicated to HNC imaging. The dual-panel dedicated PET system has higher spatial resolution 
than a typical whole-body PET system, which has the potential to overcome the challenges of 
current PET technologies in HNC diagnosis. The problem of limited-angle artifacts arising from 
insufficient angular sampling is mitigated by the PML reconstruction method, where the 
dissimilarity between the blurred target image and a whole-body prior image is penalized in the 
image reconstruction. An update equation is derived based on a modified EM algorithm for the 
PML reconstruction with a resolution model in the regularization term. Monotonic convergence is 
guaranteed. 
Our PML reconstructions of a cylindrical phantom with hot spheres show that the limited-
angle artifacts are almost eliminated when the regularization strength γ is at least 0.02. Overall, 
the PML reconstruction is closer to the actual emission image than the ML reconstruction, which 
is indicated by the NRMSD curves. The reason is mainly because of reduced limited-angle artifacts 
and reduced noise level in the reconstructed images. 
 Regarding image quality, the CRC of either the 6-mm or the 8-mm diameter spheres in 
the PML reconstruction converges to a similar or higher value compared to the ML reconstruction. 
The CRC of either the 3-mm or the 4-mm diameter spheres in the PML reconstruction converges 
to a lower value compared to the ML reconstruction. The results of CRC indicate that γ is not 
supposed to be too large. γ should be chosen such that the limited-angle artifacts are just eliminated 
to better image small lesions.  
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The PML reconstruction does not have the problem of limited-angle artifacts in the ML 
reconstruction from limited-angle PET data, and it’s superior to the whole-body image. The PML 
reconstruction with an appropriate regularization strength γ achieves higher CRC of hot spheres 
and can resolve small features like the 3-mm and 4-mm diameter hot spheres which are not 
resolvable in the whole-body image. The method studied in the work will make the dual-panel 
CZT-based PET system promising for translating high spatial resolution detector technology to 
head and neck cancer management.  
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CHAPTER 5: FUTURE WORK 
 
In the future, we will solve the problem of decreased CRC of 3-mm and 4-mm diameter 
spheres in the PML reconstruction. We have incorporated a resolution model into the 
regularization term to retain the ability of the dual-panel dedicated PET system to detect small 
lesions, but the target image was still affected by the low spatial resolution of the prior image. This 
is caused by inaccurate estimation of the point spread function (PSF) of the whole-body scanner. 
In this work, the PSF was estimated by simulating a point source in air. The results will be more 
accurate if the point source is in the background environment that matches the phantom for image 
quality study. With a more accurate PSF estimation, the resolution model will prevent the decrease 
in CRC more effectively. 
We will also conduct a more comprehensive study of the misalignment issue. The prior 
image will be translated in different directions and rotated along different axes to study the 
influence of misalignment on the PML reconstruction. We will also investigate a motion tracking 
system and test the accuracy of the system using experiments.  
There are many opportunities to improve the image quality and reconstruct a better image. 
We will incorporate corrections and resolution modeling in image reconstruction. In this work, we 
didn’t correct for random coincidence or scattering coincidence, which degraded image quality. 
The scattering counts could be estimated using the single-scatter simulation (SSS) algorithm. The 
random counts could be estimated using delayed time window or from single counts. We also 
didn’t model physical effects like photon pair non-collinearity, inter-crystal scatter, and positron 
range. These physical effects could be modeled in the system response matrix. With a more 
accurate system response matrix, the reconstructed image will have better image quality. 
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