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1. Introducción 
 
 
 
 
 
 
 
 
Esta memoria refleja el trabajo de investigación, estudio y desarrollo de un 
sistema recomendador de bibliografía científica encontrada en Internet.  
Los sistemas de recomendación y la minería de textos en general son un 
campo de la informática con muchas aplicaciones prácticas que se irán 
especificando en los sucesivos apartados de esta memoria. 
A base de aplicar una serie de algoritmos del campo de la minería de textos, 
el sistema desarrollado será capaz de aconsejar al usuario nueva 
documentación científica relacionada con la que el usuario aporte al sistema 
inicialmente. 
La aplicación que se ha implementado en el desarrollo de este proyecto 
recibirá una serie de documentos seleccionados por el usuario y responderá 
con nuevos documentos encontrados en Internet a los cuales se les aplicará 
un sistema de recomendación mediante el que la aplicación informará al 
usuario de qué respuestas se asemejan más a los documentos seleccionados 
por el usuario. 
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Se entiende por similitud entre documentos lo que la minería de textos define 
como similitud semántica. Dos textos son similares siempre y cuando traten 
los mismos temas aunque literalmente no utilicen las mismas palabras. 
Como se puede ver, este es un problema complejo de abordar ya que una 
máquina lógica como un ordenador debe interpretar de alguna forma el 
significado semántico de un texto para encontrar palabras claves que definan 
temas sobre los que trata un texto. 
Por lo tanto esta memoria es el reflejo del estudio y desarrollo de los 
siguientes conceptos que se profundizarán más adelante: 
 Extracción de información mediante algoritmos de procesamiento de 
lenguaje natural: Se deben extraer las palabras claves de un texto que 
identifiquen los temas sobre los que trata, por lo tanto hay que decidir 
que conceptos son más importantes que otros. A partir de estos 
conceptos se genera una consulta a Internet para obtener nueva 
documentación, si la extracción no es lo suficientemente 
representativa del texto la recomendación final no obtendrá 
documentos similares. Por lo tanto este punto es clave para que el 
sistema de recomendación funcione adecuadamente. 
 Tratamiento masivo de información: Se necesita una gran cantidad de 
documentación para entrenar una serie de modelos de indexación 
semántica de palabras mediante los cuales poder sintetizar los textos y 
reducirlos a vectores representativos del texto. Estos tratamientos 
conllevan analizar las palabras del lenguaje y conseguir obtener la 
información relevante y filtrar la que no tiene significado semántico. 
 Vectorización y tratamiento de textos: Para que sean comparables 
semánticamente entre sí dos textos se debe pasar del texto a su 
descriptor textual que lo represente. Esto se consigue a partir de los 
modelos previamente entrenados con un conjunto importante de 
documentos de entrenamiento. El descriptor textual de un documento 
es un vector que representa el peso de cada tema de los que se han 
entrenado en el texto.  
 Representación el concepto de similitud entre documentos: Finalmente 
para que la aplicación sea visual se ha desarrollado un sistema de 
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representación de la similitud semántica entre documentos como un 
grafo en 3 dimensiones. 
En este documento se plantea en primer lugar el problema que queremos 
resolver y qué nos lleva a realizar esta aplicación y por tanto el motivo 
principal de este proyecto. A continuación, se definirán las diversas 
herramientas y la tecnología que se han estudiado para abordar dicho 
problema de forma satisfactoria. Por último, se mostrará el diseño e 
implementación de la aplicación y los resultados obtenidos. 
Por último y como conclusión del documento, se explicaran diversas 
utilidades y ampliaciones que podría tener el proyecto así como la 
justificación del cumplimiento de los objetivos fijados inicialmente. 
 
1.1. Motivación 
 
Hay diversos motivos para realizar este proyecto, pero el motivo más 
importante que me atrajo a investigar sobre este tema es profundizar en el 
estudio de la algoritmia que reside detrás del tratamiento automático de 
textos ya sea para clasificar documentos o, como es el caso de este proyecto, 
encontrar una relación entre textos aparentemente diferentes, es decir, 
encontrar similitudes. Con estas similitudes se pretende recomendar al 
usuario, de forma automática, nueva documentación, que la aplicación 
descubrirá en Internet, lo más similar posible a la que el usuario nos ofrezca. 
Tras esta simple explicación, existen diversos métodos para decidir si un 
documento trata sobre los mismos conceptos que otro, y por tanto decidir si 
un documento es similar a otro. Estos métodos son algoritmos matemáticos 
para cuantificar la relevancia de las palabras escritas y como se relacionan 
entre ellas para formar conceptos más complejos. Con esto se llega incluso a 
deducir que un texto habla sobre un concepto aunque la palabra que define 
el concepto no esté escrita en él de forma explícita.  
Actualmente, el tratamiento automático de documentos es un tema de 
desarrollo de muchas aplicaciones diseñadas para agencias notariales, 
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compañías de seguros y bancos, entre otros. En estas compañías hay 
muchísimas personas clasificando documentos y extrayendo información de 
forma manual. Esto implica un gran número de personas y tiempo ya que se 
procesa un gran volumen de documentación que se debe revisar diariamente.  
Por lo tanto, la investigación de lo que se puede englobar en el concepto del 
tratamiento automático de documentos permite ahorrar muchas horas de 
trabajo y recursos que actualmente se está invirtiendo en un proceso 
manual, lento y que conlleva un gran número de errores.  
Este proyecto verifica que los buscadores de documentación en internet no 
siempre devuelven como primera opción la más similar a lo que se quiere 
buscar ya que solo tienen como información una consulta que no suele ser 
muy extensa y que además no solo contiene palabras claves. Los buscadores 
indexan sus resultados semánticamente, de mayor a menos proximidad, a la 
consulta realizada. En el proyecto se cogen todas las respuestas del buscador 
como respuestas validas y se analizan semánticamente todo el conjunto de 
su texto indexando, de nuevo, semánticamente lo documentos. Gracias a 
esto se corrobora cuales de los documentos que responde el buscador son 
realmente similares a lo que el usuario pretende buscar. 
Por lo tanto se puede afirmar que el desarrollo de este proyecto lleva a 
ahorrar tiempo y esfuerzo a un usuario que desee realizar una búsqueda de 
documentación científica en la red. 
 
1.2. Objetivos del proyecto 
 
1.2.1. Objetivo principal 
El objetivo principal de este proyecto, como se ha mencionado 
anteriormente,  surge de la necesidad de solucionar un problema muy común 
a la hora de realizar una búsqueda en Internet.  
Cuando se busca algo en Internet usualmente se accede a un buscador de 
confianza, se introduce una consulta con las palabras que creemos más 
relevantes para encontrar la mejor respuesta y por último hay que revisar 
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varios enlaces de los que nos ofrece el buscador para comprobar si realmente 
ha encontrado, o no, lo que pretendíamos buscar. Si el buscador no 
encuentra lo que se quería buscar hay que rehacer la consulta y volver a 
empezar el proceso. Esto puede llegar a ser un proceso muy lento. 
Por este motivo el proyecto se basa en el desarrollo de un sistema capaz de 
generar de forma automática la consulta a Internet que mejor defina lo que 
queremos encontrar a partir de la documentación seleccionada por el 
usuario. Es decir, el usuario entregará al sistema un conjunto de documentos, 
uno o varios, que traten sobre el tema que desea obtener mayor información. 
Además, el sistema comprobará los enlaces que ofrezca el buscador de 
Internet para encontrar la mejor respuesta, es decir la que más se asemeje a 
lo que el usuario nos ofrece para buscar. Con esto además ahorraremos al 
usuario el tiempo de intentar acceder a enlaces que requieren una 
autentificación, enlaces en los que solo hay un extracto del texto o 
simplemente enlaces rotos donde ya no esté alojada la documentación que 
se busca. 
En el caso que nos ocupa, nos centramos en los buscadores de bibliografía 
científica. Estos buscadores tienen indexados enlaces donde se encuentran 
alojados documentos científicos, papers en inglés, con un formato muy 
característico. Los apartados de estos documentos siempre cumplen las 
mismas funciones, después del Título del documento, en el paper 
encontramos los apartados en el siguiente orden: 
 Abstract: El inicio de la primera página el Abstract resume en pocas 
palabras el tema que se ha desarrollado en el documento 
 Keywords: Estas palabras clave son las que utilizan los buscadores de 
internet para indexar los documentos, usualmente son muy pocas 
palabras de ahí que se dé el caso de no encontrar siempre buenas 
respuestas que se asemejen a lo buscado. 
 Explicación del tema tratado: Los primeros apartados del documento 
en si explican o ponen en situación al lector sobre lo que va a 
encontrar en el documento, es decir, el punto de partida de la 
investigación realizada por el autor del documento. Normalmente se 
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presenta el tema de estudio y se describen experimentos anteriores o 
similares al que se trata en el documento. 
 Desarrollo de la investigación: Se explican en los siguientes apartados 
los pasos que se han seguido en la investigación del tema tratado y 
como se han abordado las diferentes soluciones al problema. 
 Experimentos y resultados: Por último si el tema a investigar ha 
llevado a realizar experimentos que refuten el desarrollo planteado 
para solucionar el problema o continuar con la investigación se 
presentan los resultados y se dan a conocer las conclusiones finales 
que los resultados demuestran. 
 Referencias bibliográficas: Los documentos científicos concluyen con 
una lista de referencias a documentos y libros gracias a los cuales se 
han basado para desarrollar el tema tratado en paper. 
Como se puede observar, cada apartado tiene sus características y cada uno 
de ellos es útil para describir el documento de una forma u otra ya que todos 
ellos aportan información. Por ejemplo, el abstract es un resumen del 
documento, pero es demasiado concreto y corto como para únicamente 
utilizar esta parte del texto. Por otro lado, conocer las referencias en las que 
se basa un documento es útil para saber de dónde proviene la idea 
desarrollada en él. Los resultados son útiles para saber a qué conclusiones 
llega el autor después de desarrollar su estudio.  
Por lo tanto, debe utilizarse todo el texto pero debe mantenerse la estructura  
que cada apartado es diferente al anterior y por lo tanto semánticamente 
tratarán conceptos distintos. Por otro lado, a pesar de que todo el documento 
aporte información semántica sobre el tema tratado no todas las palabras 
son relevantes para describir al documento, por ello se debe tratar el texto 
para resumirlo y obtener únicamente las palabras clave que representan al 
documento así como su descriptor textual. 
Para acotar un poco el problema solo se trata documentación científica 
escrita en inglés, que es el idioma en el que está escrita la mayoría de estos 
documentos científicos. Además solo tendremos en cuenta el formato de 
documento PDF, que de nuevo es el más extenso de los formatos de 
documentos accesibles libremente en la red. 
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Estas acotaciones las fijamos porque los algoritmos de tratamientos de textos 
dependen del idioma en que está escrito el documento y los algoritmos de 
extracción del texto del documento depende del formato en que está 
guardado el documento. 
En resumen, este proyecto se centrará en diseñar e implementar una 
aplicación en la cual el usuario seleccionará una serie de documentos 
científicos, en formato PDF e idioma Inglés, que tenga en su ordenador. La 
aplicación extraerá los conceptos que mejor definan a estos documentos y 
buscará en un buscador específico de bibliografía científica nuevos 
documentos en formato PDF que sean accesibles. Una vez encontrados, se 
procederá a la comparación de los documentos para recomendar cuales son 
los más similares a los ofrecidos por el usuario y por tanto es más oportuno 
que se lean antes. 
 
1.2.2. Objetivos específicos 
Más específicamente los objetivos que se estudian durante el desarrollo del 
proyecto son los siguientes: 
 Estudio de la extracción de información de un texto. Como se define más 
adelante, existen varios tipos de algoritmos en el campo de la minería de 
textos para extraer información relevante de textos no estructurados, es 
decir, textos escritos en lenguaje natural. En concreto, nos centraremos 
en un algoritmo de procesamiento de lenguaje natural basado en lo que 
en inglés se llama Parts of Speach. Con este algoritmo se extraen los 
conceptos más relevantes de los cuales trata un texto sin más 
información que el propio texto, es decir sin utilizar conocimiento previo 
de un número importante de documentos. 
 Profundizar en el estudio de indexación de palabras y vectorización de 
textos. Para ello primero se estudiará como hay que tratar un texto para 
estandarizarlo. Y una vez estandarizado un gran número de documentos 
de entrenamiento se generará un diccionario de palabras clave que 
indexe palabras únicas y las identifique, se calculará un modelo Tf-Idf  
que cuantifique la relevancia de las palabras de un texto dentro del 
conjunto de documentos de entrenamiento y por último el entrenamiento 
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de un modelo LSI que transforme el vector de pesos Tf-Idf de cada 
documento en el descriptor textual de un texto. Esto definirá una serie de 
temas que se encuentran dentro del conjunto de entrenamiento y el peso 
de estos temas es el descriptor textual o vector LSI de un texto. 
 Se estudiará cómo comparar textos una vez obtenidos sus descriptores 
textuales, estos descriptores son vectores y por tanto como cualquier 
vector se puede determinar el ángulo que forman dos de ellos, contra 
más pequeño sea el ángulo mas similares son los vectores. Dado que el 
descriptor textual representa al texto comparar los descriptores es 
equivalente a comparar semánticamente los textos. 
 La aplicación se implementará en el lenguaje de programación Python 
para ampliar mis conocimientos del lenguaje. Este lenguaje tiene una 
comunidad de desarrolladores muy extensa y está basado en su totalidad 
en código abierto por tanto se utilizarán librerías que ayuden a 
implementar todos los algoritmos matemáticos así como la interfaz 
gráfica de la aplicación. 
 Se analizará la posibilidad de ampliaciones u otros usos que se pueden 
desarrollar a partir de los conceptos desarrollados en este proyecto. 
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2. Minería de textos 
 
 
 
 
 
 
 
 
Para comprender el problema que queremos abordar en este proyecto 
debemos estudiar una rama de la minería de datos como es la minería de 
textos. [1] 
En un inicio la estadística era capaz de extraer información de un conjunto de 
datos numéricos a base de algoritmos matemáticos. Posteriormente, en los 
años sesenta, estos procedimientos estadísticos fueron informatizados 
surgiendo así lo que denominó minería de datos, Data Minning. La minería de 
datos consiste en la extracción de información de grandes secuencias 
numéricas. A partir de la minería de datos surgieron los conceptos de 
máquinas de aprendizaje, Machine Learning, y minería de textos, Text 
Minning. 
La minería de datos no únicamente es capaz de extraer información de datos 
numéricos, sino que extrae también información de datos estructurados, es 
decir, información almacenada en bases de datos o en estructuras similares 
donde cada dato tiene asociado un concepto. 
Entendemos la minería de textos como el tratamiento que se debe realizar 
sobre textos escritos en lenguaje natural para poder buscar y encontrar 
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información relevante en ellos. Este objetivo de recuperar información es 
similar al de minería de datos pero no podemos utilizar las mismas técnicas 
que se aplicaban a los conjuntos de datos estadísticos dado que la minería de 
datos se basa en datos estructurados y en encontrar patrones concretos de 
información. En cambio, en la minería de textos partimos de un texto 
cualquiera sin estructura alguna, es decir, escritos en lenguaje natural.  
Para las personas leer un texto y entender los conceptos sobre los que trata 
un documento es algo intrínseco que conlleva muchos años de aprendizaje 
desde que se es pequeño para aprender un idioma y entender el significado 
de las palabras. Aún así, cuando una persona lee un documento sobre un 
tema concreto del que no ha tenido un aprendizaje previo, o lee un 
documento escrito en un idioma que no comprende, esta persona es incapaz 
de entender el texto y por lo tanto no es capaz de extraer información de él. 
La minería de textos se basa en la forma de aprendizaje de una persona. 
Ésta necesita aprender un idioma y a partir de ahí leer una variedad 
importante de textos para poder entender cualquier documento escrito en 
dicho idioma.  
En los siguientes apartados se explicarán los métodos de aprendizaje más 
habituales en la minería de textos y que algoritmos se suelen utilizar para 
transformar los textos en información útil. 
Pese a que el punto de partida es diferente entre las ramas de la minería de 
datos y de textos, todo texto en lenguaje natural se puede representar de 
forma numérica, y aunque no tengan una estructura definida, los métodos de 
aprendizaje en la minería de textos son similares a los de la minería de 
datos. De la misma forma, en la minería de datos existen entrenamientos 
previos que dan lugar a un conocimiento para poder aplicarlo a cualquier 
nueva secuencia de datos y por lo tanto extraer información de ellos. 
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2.1. Algoritmos habituales en la minería de textos 
 
La minería de textos surge de la necesidad de automatizar ciertos 
procedimientos que solo expertos en la materia eran capaces de resolver.  
En un ejemplo práctico, una persona experta en diferenciar idiomas es capaz 
de clasificar textos en cada uno de estos idiomas, pero una persona que no 
conozca algún idioma es incapaz de clasificarlos. Entonces, si es posible dotar 
a un ordenador con el conocimiento suficiente para diferenciar todos los 
idiomas en los que hay que clasificar los documentos podremos automatizar 
el procedimiento y clasificar de manera automática. Esto llevará a un ahorro 
de tiempo y por lo tanto a un ahorro en recursos invertidos para realizar este 
procedimiento. 
Esto es lo que pretende la minería de textos, automatizar procedimientos 
realizados manualmente sobre documentos para poder realizarlos de forma 
sistemática. La complejidad de todo esto recae en conseguir que una 
máquina lógica, como un ordenador, sea capaz de comprender el lenguaje e 
interpretar los textos para poder solventar la tarea que se quiera 
automatizar. 
Algunos de los problemas más habituales resueltos por la minería de textos 
son los siguientes: 
 Clasificación automática de documentos 
 Extracción de información relevante 
 Resumen automático de textos 
 Filtrado de e-mails de spam 
 Posicionamiento web en buscadores de internet 
 Traducción de documentos en diferentes idiomas 
 
Existen muchas formas de aplicar la minería de textos a cada problema 
concreto. Generalmente se distinguen los diversos tipos de por los métodos 
que se utilizan para solucionarlos.  
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Estos métodos se basan, sobretodo, en dos vías diferentes de aprendizaje: 
aprendizaje basado en el lenguaje natural y aprendizaje basado en ejemplos 
anteriores.  
La primera de ellas se basa en tratar cada texto como todo conocimiento 
posible, esto nos lleva al símil de conocer únicamente el lenguaje en que está 
escrito un texto. Una persona que conoce un idioma puede leer un texto que 
trate conceptos con los que no está familiarizado y será capaz de identificar 
sobre lo que trata el texto y qué conceptos son los relevantes aunque no 
comprenda dichos conceptos. De esta forma, los algoritmos basados en el 
análisis del lenguaje natural extraen información de los textos a partir de las 
reglas del lenguaje en que están escritos. 
Ejemplos de este tipo de problemas serían la extracción de información 
relevante o los resúmenes automáticos de textos, que no pueden funcionar a 
partir de un entrenamiento previo sino que deben tratar cada texto sin tener 
más información que lo que hay escrita en él. En su mayoría, estos 
problemas se solucionan gracias al conocimiento del lenguaje natural y las 
reglas gramaticales que tiene cada idioma para formar textos. 
Otra forma distinta de aprendizaje es la basada en casos anteriores. Este 
método de aprendizaje es el que habitualmente una persona realiza para 
aprender cualquier cosa durante su vida. Para aprender algo se repiten 
diversos ejemplos de entrenamiento que serán similarmente solucionables a 
los casos que se deberán solucionar en un futuro. De esta forma, los 
algoritmos basados en el aprendizaje de casos anteriores, serán capaces de 
utilizar el conocimiento aprendido para solucionar problemas parecidos a los 
que han entrenado. 
Como ejemplo de este tipo de problemas tenemos la clasificación automática 
de documentos. Para saber cómo se clasifica un texto se necesita aprender 
de un conjunto de documentos los cuales ya se sepa clasificar previamente. 
De este aprendizaje se deduce la relación existente entre un texto y su 
clasificación, así llegado el momento de clasificar un nuevo documento se 
podrá deducir la relación existente con las diversas clases y determinar a qué 
clase corresponde el nuevo documento.  
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A continuación se profundizará más en estas dos vertientes de problemas 
solucionables por la minería de textos y se definirán los algoritmos típicos 
para entrenar y resolver estos problemas. 
 
2.1.1. Algoritmos basados en el lenguaje natural 
Uno de los métodos de procesamiento de lenguaje natural más conocido en 
la minería de textos es lo que se denomina como Parts-Of-Speach (POS) 
tagging. Mediante este algoritmo se analiza el texto de forma de que una vez 
comprendido el texto se puedan deducir los conceptos sobre los que trata. 
POS tagging es un ejemplo de algoritmo de procesamiento del lenguaje 
natural el cual parte únicamente de las reglas del idioma para analizar el 
documento y sin mayor procesamiento del texto obtener información de él. 
Este método de análisis del texto sigue los siguientes pasos:  
1. En primer lugar se analiza el texto de manera que se etiquetan todas 
las palabras diferenciándolas según su categoría sintáctica (nombre, 
verbo, adjetivo, etc.). Esto es posible gracias a utilizar un amplio 
diccionario de la lengua en la que trabaja y de conocer las reglas del 
idioma para formar nuevas palabras, es decir, formación de plurales, 
tiempos verbales, entre otros. 
2. En un segundo paso se analizan las frases semánticamente separando 
las frases entre sujeto y predicado. El predicado a su vez se separa en 
verbo y complementos. Tanto de los sujetos como de los 
complementos verbales se extraen los conceptos más importantes de 
cada frase. De nuevo, esto es posible gracias a tener conocimiento de 
las reglas semánticas y formación de frases. 
3. Una vez extraídos los conceptos del texto se puntúan de forma que los 
conceptos compuestos y los nombres propios son más relevantes que 
los conceptos comunes. Por lo tanto, ordenando por puntuación los 
conceptos se pueden deducir los conceptos más relevantes sobre los 
que trata un texto. 
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Este método, como los demás basados en procesamiento de lenguaje 
natural, no es capaz de deducir nuevos conceptos a partir del texto. Es decir, 
si un texto describe algo, este método es incapaz de encontrar el concepto 
que describe ya que no tiene más información que el propio texto con el que 
trabaja. 
Por otro lado, estos métodos tienen diversos beneficios como que no se 
necesita un entrenamiento de casos similares para ser capaz de encontrar los 
conceptos más importantes de un texto. Un entrenamiento, como se 
explicará en el siguiente apartado, conlleva una serie de cálculos costosos, 
tanto en memoria como en tiempo de procesado, y deben realizarse con 
anterioridad a la ejecución del programa. Es decir, estos métodos basados en 
procesamiento del lenguaje natural son capaces de deducir conceptos del 
texto en tiempo de ejecución. 
Además, estos algoritmos no modifican el texto y por lo tanto se puede 
realizar un resumen con las mismas palabras del texto o extraer partes del 
texto tal y como están. Por lo tanto, son útiles cuando se necesita obtener el 
texto, o parte de él, sin modificar las palabras como se realiza en los 
algoritmos que se explicarán a continuación. 
 
2.1.2. Algoritmos basados en el aprendizaje 
Estos métodos se basan en la premisa de que casos previamente estudiados 
servirán para deducir información de nuevos textos. Es decir, los casos de 
entrenamiento serán similarmente solucionables a los casos que deberá 
solucionar la aplicación en tiempo de ejecución, con la diferencia de que en 
entrenamiento ya se conoce la respuesta. 
Por lo tanto, estos métodos necesitan un conjunto de textos de 
entrenamiento, un corpus, que debe ser representativo de los documentos 
que posteriormente se van a tratar. 
El aprendizaje debe realizarse antes de la ejecución del programa. Este 
aprendizaje dará lugar a una serie de modelos, explicados a continuación, 
que servirán en tiempo de ejecución para consultarlos y aplicar todo el 
conocimiento obtenido previamente del corpus de entrenamiento. 
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Este corpus de documentos necesita, en primer lugar, ser estandarizado. 
Pasaremos del texto plano a vectores numéricos que representen el texto y 
gracias a ello se podrá decidir relaciones de similitud o diferencias entre 
documentos.  
Hay que remarcar que en estos métodos de aprendizaje lo que importa no es 
como está escrito el texto en sí, sino la relación entre las palabras. Por ello, 
es necesario que palabras que signifiquen lo mismo estén escritas de igual 
forma a pesar de que como estén escritas sea incomprensible para una 
persona.  
Dicho de otra forma, estos algoritmos trabajan con textos expresados en 
forma de listas de palabras, conservando la frecuencia de los términos. No 
necesitan conservar la gramática, como los tiempos verbales o plurales, por 
ello se pueden aplicar algoritmos como el stemming para reducir las palabras 
a su raíz sin que importe la pérdida de información. A estos textos 
expresados como listas de palabras se les denomina bag-of-words. 
 
2.2. Preproceso de datos y aprendizaje 
 
Como ya se ha indicado con anterioridad existen dos pasos el aprendizaje 
que deben aplicarse a los textos para poder entrenar el sistema y que sea de 
utilidad en tiempo de ejecución.  
Estos dos pasos son la estandarización de textos y la extracción de 
características de los textos. Los siguientes subapartados explican paso a 
paso como se realizan estos dos procedimientos. 
Tanto la estandarización como la extracción de características se aplican 
tanto previamente en el entrenamiento como en ejecución. La única 
diferencia es que en entrenamiento se producen modelos con el conocimiento 
necesario y en ejecución se utilizan dichos modelos para deducir 
características de textos no conocidos por el sistema. 
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2.2.1. Estandarización de textos 
El método de estandarizado de textos tiene varias etapas que se describen a 
continuación: 
 
Eliminación de caracteres extraños y signos de puntuación 
En primer lugar, nos aseguramos de que en el texto no quede ningún signo 
extraño resultante de la extracción del texto plano del documento. Esto 
simplemente se realiza como método para confiar en que el texto que se va a 
tratar únicamente contiene palabras comunes. La extracción del texto, como 
se detallará más adelante, puede dar como resultado caracteres escritos en 
una codificación que el sistema de extracción no sea capaz de decodificar y 
por lo tanto deben ser eliminados estos caracteres para no generar ruido en 
el texto. 
Además, en esta etapa eliminamos signos de puntuación dado que los signos 
de puntuación usualmente se escriben justo al lado de las palabras y 
queremos que no haya distinción entre dos palabras iguales, una con signo 
de puntuación y otra sin él. 
Es decir si tenemos: “house.”, pasaremos a tener “house”. 
 
Eliminación de mayúsculas 
No queremos que haya distinción entre dos palabras iguales aunque una se 
encuentre al inicio de frase y la otra no. Por lo tanto se sustituyen las letras 
mayúsculas por su correspondiente minúscula. 
Es decir, si tenemos: “House”, pasaremos a tener “house”. 
 
Bag of words del texto 
Llegados a este punto se separa el texto dividiéndolo por palabras. Nos 
interesa seguir estandarizando el texto palabra a palabra ya que en estos 
entrenamientos se substituyen las palabras por valores numéricos con los 
cuales se realizan una serie de cálculos que se definirán al final de este 
apartado. 
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Estas listas de palabras se las denomina bag of words porque no se precisa 
conservar ni el orden ni la gramática de las palabras, únicamente interesa 
conservar las palabras relevantes así como su frecuencia de aparición. Pero 
esto se realiza a través del diccionario que se explicará más adelante, en este 
paso únicamente se separan las palabras transformando el texto de un string 
a una lista. 
 
Eliminación de stopwords 
Una vez que el texto es una lista de palabras separadas debemos eliminar los 
stopwords. Estas palabras, propias de cada idioma, son carentes de 
significado. Únicamente se utilizan para dar entendimiento lingüístico al 
texto. Son palabras suelen repetirse muchas veces en todos los textos, traten 
de lo que traten los textos, es por esto que deben eliminarse. 
En inglés algunos de los stopwords son: a, and, for, from, of, the, one, two.  
Existen listas completas donde encontrar todos los stopwords de cada 
idioma. [2] 
 
Stemming del texto 
Por último, en la estandarización de un texto, se aplica sobre las palabras 
restantes un proceso de stemming, o lo que es lo mismo, la reducción de 
cada palabra a su raíz lexicográfica o lexema. Con esto se consigue eliminar 
formas plurales de las palabras y diferentes tiempos verbales, entre otras 
reducciones.  
Gracias al stemming tendremos que, para cualquier palabra sea cual sea la 
forma en que esté escrita en el texto todas sus apariciones quedarán 
reducidas al mismo lexema y por lo tanto serán la misma palabra. 
Un ejemplo simple de stemming que podemos encontrar es el siguiente: 
De la palabra “studying” reduciremos a “stud” y de la palabra “student” 
también reduciremos a “stud” y por tanto son la misma palabra porque 
provienen de la misma raíz. Aunque parezca que con esto perdemos 
información se preserva la relación de similitud entre palabras ya que tanto 
“studying” como “student” tienen en común la acción de estudiar y eso se 
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demuestra dado que provienen de la misma raíz y por lo tanto pertenecen al 
mismo concepto. 
El algoritmo de stemming depende de cada idioma dado que cada uno tiene 
sus propias reglas de generación de palabras y, en conclusión, para cada 
idioma se deben reducir las palabras con reglas diferentes. 
El algoritmo más utilizado de stemming es el Algoritmo de Porter. [3] 
Además, existe un pequeño lenguaje de programación llamado Snowball [4] 
con los algoritmos de Porter para realizar stemming en diversos idiomas. 
Snowball fue desarrollado por el propio Martin Porter y a día de hoy es una 
comunidad pública dónde cualquier desarrollador puede colaborar añadiendo 
nuevos Stemmers específicos de cada nuevo idioma. 
 
2.2.2. Extracción de características textuales 
Una vez estandarizado un texto tenemos el punto de partida para trabajar 
con él. El objetivo del entrenamiento de casos similares es la formación de 
una serie de modelos que permitan deducir conceptos de similitud o 
clasificación de textos. Por lo tanto una vez estandarizado todo el corpus de 
documentos de entrenamiento es el momento de empezar a entrenar 
modelos. 
Hay que tener en cuenta que llegados a este punto los textos son una lista 
con las raíces lexicográficas de las palabras importantes del texto original. 
Estas listas contienen tantas repeticiones de raíces como palabras  existían 
en el texto que se pudieran reducir a la misma raíz, es decir, son listas con 
repeticiones o como se las denomina en inglés: bag of words. 
Para llegar a entrenar modelos y por lo tanto almacenas las características 
textuales de los documentos de forma que sea útil en tiempo de ejecución 
deben realizarse diversas etapas que se especifican a continuación: 
 
Diccionario 
El primer paso del entrenamiento es la definición de un diccionario. 
Entendemos como diccionario un mapa que relacione las de palabras del 
texto, sin repeticiones, y les asigna un identificador o clave única.  
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Mediante este diccionario se sustituyen todas las palabras de los textos del 
corpus por su identificador seguido del número de apariciones de la palabra 
en el texto. Es decir, pasamos de textos formados por listas de raíces 
lexicográficas repetidas a listas sin repetición donde cada palabra está 
formada por un identificador numérico único y su número de apariciones en 
el texto. 
A partir de este punto se obtiene un diccionario que contiene el conjunto de 
palabras únicas del corpus. Estas palabras son todas las que se tendrán en 
cuenta para tratar nuevos textos en la ejecución. Es decir, las palabras del 
diccionario serán todas las palabras que conozca el sistema para deducir 
información de los textos. 
El diccionario aplicado sobre cada nuevo texto a tratar en ejecución, una vez 
estandarizado, sirve para transformarlo de igual forma que los documentos 
de entrenamiento: identificador y numero de apariciones. Esto se realiza 
únicamente para las palabras del diccionario, la resta serán excluidas ya que 
no existían en el conjunto de entrenamiento y por lo tanto no se ha 
aprendido nada de ellas. 
Por este motivo es importante que el corpus de documentos de 
entrenamiento sea lo más representativo posible del problema que se va a 
abordar ya que si se entrena un diccionario que contiene unas palabras y los 
documentos a tratar no contienen dichas palabras el diccionario solo sirve 
para quedarte sin información sobre el texto porque no hay identificador de 
esas palabras. 
 
Modelo Tf-Idf 
Una vez se tienen los textos de entrenamiento modificados por el diccionario 
se genera un modelo Tf-Idf (Term frequency – Inverse document frecuency). 
Este modelo cuantifica como de importantes son las palabras que aparecen 
en un texto en relación al conjunto de palabras que aparecen en el corpus de 
documentos. Una vez que se haya entrenado el modelo será capaz de 
cuantificar la importancia de nuevos documentos que no hayan formado 
parte del corpus de entrenamiento. 
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Tf-Idf es el producto de dos medidas, la frecuencia de cada palabra en un 
documento multiplicada por la frecuencia inversa por documento. Es decir, el 
resultado de multiplicar las repeticiones de una palabra en un texto por la 
inversa de las apariciones de esta palabra en el conjunto de entrenamiento. 
Term frecuency (Tf) determina cuan común es una palabra en un texto 
concreto. Esto nos puede dar una intuición de que un texto trata sobre 
palabras que se repiten varias veces en él, sin embargo existen términos que 
son más comunes que otros y únicamente las repeticiones de términos no es 
una buena forma de determinar la relevancia de una palabra. Para ello 
utilizamos el Inverse document frecuency (Idf) que es la medida que nos 
indica si un término es común, o no, dentro de un conjunto de documentos. 
Gracias a estos cálculos diferenciamos los siguientes casos: 
 Hay palabras que aparecen muchas veces en muchos textos por lo 
tanto son muy comunes y carecen de importancia. 
 Hay palabras que aparecen pocas veces, ya sea en pocos textos o en 
muchos, por lo tanto son muy especificas pero no tienen mucha 
relevancia dado que no están escritas muchas veces. 
 Hay palabras que aparecen muchas veces en un texto pero que solo un 
conjunto pequeño de documentos del corpus contienen dicha palabra, 
por lo tanto es un tema importante dentro del documento, es decir, es 
una palabra relevante. 
La fórmula que define Tf simplemente indica el número, en forma de 
frecuencia, de veces que aparece un término t en un documento d, para 
calcularlo de manera relativa y normalizar el resultado, es decir no depender 
de la longitud del texto, se divide la frecuencia de cada término en un 
documento entre la frecuencia máxima de una palabra del documento: 
         
     
                
 
La fórmula que define Idf es el logaritmo del cociente entre el número total 
de documentos del corpus D entre el número de documentos d que contienen 
el término t: 
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Donde     es el número de documentos del corpus y             es el 
número de documentos d que contienen el término t. 
Una vez realizados ambos cálculos, Tf-Idf se calcula como: 
                                 
Con este modelo, obtenemos para cada término único de cada documento del 
corpus un valor respecto a cuan relevante es dicha palabra. El valor de Tf-Idf 
para cada palabra de un texto estará comprendido en el rango entre 0 y 1. 
Contra más elevado sea el valor, mayor relevancia tiene la palabra. 
Por lo tanto una vez llegados a este punto tenemos definidos los textos como 
un vector numérico en que cada posición hace referencia a una palabra y el 
valor de esa posición es la relevancia de la palabra del documento en el 
corpus, el valor Tf-Idf. 
El modelo Tf-Idf, es capaz de transformar en ejecución cualquier texto escrito 
en la forma resultante de aplicar un diccionario en un vector de pesos 
numéricos. 
 
Modelo LSI 
Todos estos pasos se realizan para conseguir describir de una forma 
independiente del texto cualquier documento. Gracias a esta representación 
de la información será posible comparar documentos escritos de forma 
distinta con un criterio de similitud entre conceptos formados por diversas 
palabras que siempre mantienen la relación entre ellas. 
El modelo LSI (Latent Semantic Indexing) permite transformar cualquier 
texto a partir de un vector de pesos por palabra, como puede ser el Tf-Idf, de 
forma que cada posición del vector resultante del LSI sea el valor de 
relevancia de un tema. Entendemos como tema, o topic, una relación entre 
diversas palabras del diccionario de entrenamiento con un peso asignado a 
cada una de ellas. 
El modelo LSI se basa en la descomposición de valores singulares SVD1 para 
encontrar relaciones entre palabras y con estas relaciones llegar a definir 
                                                          
1
 Anexo con definición de SVD en el punto 8.1 
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temas. Estas relaciones son posibles ya que LSI entiende que los textos 
usados para entrenar utilizan las mismas palabras con significados similares. 
La generación del modelo LSI, se construye a partir de la aplicación del 
modelo Tf-Idf sobre un conjunto de documentos, normalmente el mismo 
corpus utilizado para entrenar el modelo Tf-Idf, obteniendo así una matriz A 
donde cada fila representa un término y cada columna representa un 
documento. Cada posición      de la matriz tiene el valor asignado por el 
modelo Tf-Idf. 
Una vez construida la matriz A de dimensiones    siendo m el número de 
palabras únicas y n el número de documentos, LSI la descompone en tres 
matrices: 
- Matriz T: (term - concept matrix) Esta matriz tiene dimensiones   
  , es decir tantas filas como términos únicos y tantas columnas como 
conceptos existen entre palabras. Esta matriz es ortogonal y por tanto 
cumple la propiedad:          
- Matriz S: Esta matriz está formada por los valores singulares que 
definen los temas  que describen el conjunto de documentos. Tiene 
dimensiones    . Además s una matriz diagonal en que los valores 
de la diagonal principal cumplen la propiedad: 
                        
- Matriz D: (concept – document matrix) Esta matriz tiene las 
dimensiones    , es decir que representa la relación entre cada 
documento y cada concepto. Además cumple que es una matriz 
ortogonal y por tanto:           
Las tres matrices son la descomposición por valores singulares de A y por 
tanto satisfacen la relación           .  
El número de conceptos r siempre tiene que ser más pequeño que la 
dimensión mínima de la matriz de pesos A. Es decir,              
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LSI realiza un truncamiento reduciendo las dimensiones de la matriz de 
valores singulares S a un tamaño k mucho más pequeño que r, normalmente 
200-300 topics o temas. Esta reducción de componentes la realiza a partir 
del análisis de componentes principales PCA2 de la matriz quedándose las 
primeras k componentes más relevantes y sin redundancia. 
Gracias a una sencilla transformación en la ecuación            en la 
ecuación            , que es equivalente, podemos realizar consultas 
con documentos nuevos. 
Solo es necesario computar la fila de la matriz    correspondiente al nuevo 
documento y el modelo LSI nos retornará un vector d con las k componentes 
que describen el nuevo documento en función de los temas del corpus de 
entrenamiento. 
LSI es un método de aprendizaje autónomo, es decir que es la propia 
descomposición en valores singulares y la reducción posterior en k 
componentes los que definen los temas relevantes del corpus además de las 
palabras que los forman. LSI es independiente del lenguaje en que están 
escritos los textos, se basa únicamente en conceptos matemáticos, por lo 
tanto, es útil para cualquier tipo de documento en el que se quiera encontrar 
similitud o formas diferentes de definir los mismos conceptos. 
 
Matriz de similitudes 
Una vez se tienen los textos vectorizados por el modelo LSI tenemos lo que 
se denomina el descriptor textual de un texto. Como cualquier vector 
numérico es comparable con otro del mismo número de componentes. Por 
este motivo es posible generar una matriz de similitudes entre los diferentes 
documentos. 
La similitud entre dos vectores está definida como la distancia de coseno 
entre cada pareja de vectores que quiere evaluar. 
La distancia de coseno entre dos vectores de n componentes se define de la 
siguiente forma: 
                                                          
2
 Anexo con definición de PCA en el punto 8.2 
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Si el coseno del ángulo que forman ambos vectores es 0 significa que los 
vectores son perpendiculares y por tanto totalmente independientes. 
En caso de que el coseno del ángulo sea 1 o -1 significa que los vectores son 
paralelos y por tanto, son el mismo vector. 
Gracias a esto se puede deducir cuan similar es un vector a otro indicando la 
similitud como un porcentaje resultante de este cálculo ya que Tf-Idf siempre 
devuelve valores positivos, por lo tanto LSI también y la similitud siempre 
estará en el rango 0-1.  
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3. Recomendación automática 
de bibliografía 
 
 
 
 
 
 
 
 
Una vez planteados los objetivos a alcanzar durante el desarrollo del proyecto 
lo primero que se hace es investigar que posibles soluciones existen e 
identificar qué se ha desarrollado con anterioridad sobre temas similares. 
Además se estudian las herramientas que se han utilizado en otros proyectos 
antes de empezar el desarrollo de la aplicación. 
 
3.1. Estudio de antecedentes 
 
El primer paso en el desarrollo de este proyecto ha sido realizar un estudio 
de investigaciones previas que se hayan desarrollado con anterioridad por 
otros autores. 
En primer lugar debemos estudiar de forma genérica qué es un sistema de 
recomendación y qué se ha desarrollado al respecto. Posteriormente 
centraremos el estudio en las relaciones semánticas entre diferentes tipos de 
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textos para finalizar con el estudio de sistemas de recomendación de 
bibliografía ya existentes a día de hoy. 
 
3.1.1. Sistemas de recomendación 
Se entiende por sistema de recomendación toda técnica de deducción de la 
información ofrecida por un usuario a unos temas concretos y conocidos por 
el sistema. Posteriormente el sistema compara la información deducida del 
usuario con otra información deducida de la misma forma de otras fuentes y 
ofrece al usuario una ponderación de qué  fuente es la más afín al usuario. 
En la actualidad podemos encontrar sistemas de recomendación 
prácticamente en cualquier página web.  
Uno de los ejemplos más claros de sistema de recomendación es la 
recomendación de amistades de una red social. Una red social recoge de 
cada usuario información referente a sus gustos y recomienda como amistad 
a otros usuarios con gustos en común. Esta recomendación puede ser una 
simple comparación entre los gustos y aficiones de usuarios con el fin de 
recomendar aquél que esté más próximo, estos algoritmos se los denomina 
K-Nearest Neightbor (KNN). Otros sistemas de recomendación de amistad 
puede ser una compleja red neuronal (ANN) como la que utilizan Facebook o 
Twitter para recomendar amistades, paginas de interés o seleccionar 
anuncios en función de los gustos del usuario. 
Otros sistemas de recomendación muy extendidos hoy en día son los 
recomendadores de música que utilizan aplicaciones como por ejemplo 
Spotify. Estos recomendadores tienen categorizada toda la música que 
contiene su biblioteca. Durante el tiempo que el usuario utiliza la aplicación 
se va recogiendo información sobre los tipos de música y autores que el 
usuario escucha y al cabo de un tiempo el sistema es capaz de ofrecer al 
usuario una selección de música que posiblemente sea de su agrado. Esta 
deducción se puede realizar de la misma forma que la recomendación de 
amistades dado que hay canciones que serán próximas, una vez 
categorizadas, a las que escucha el usuario. 
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Tanto los algoritmos de KNN como los basados en redes neuronales acaban 
decidiendo si una información es similar a otra gracias a vectorizar esta 
información y decidir si los vectores son similares o no. Existen muchas 
formas de determinar si un punto o vector es próximo a otro. Una de las 
formas más utilizadas es la distancia de coseno. Si el sistema es capaz de 
deducir la información más relevante y ponderizarla asignándole una 
puntuación a cada tipo de información recogida entonces la distancia de 
coseno determinará la similitud de los vectores. 
 
  
 Imagen 1: Ejemplo gráfico de KNN Imagen 2: Ejemplo de ANN 
 
 
3.1.2. Sistemas de recomendación de textos 
El caso de sistema de recomendación que nos ocupa en este proyecto 
también cumple las premisas de un sistema de recomendación como los 
ejemplos estudiados anteriormente, es decir: se tiene una información del 
usuario la cual hay que categorizar y se ofrecerá al usuario otra información 
que sea próxima a que el usuario ofrece al sistema. 
La particularidad de la recomendación de documentos es decidir qué es lo 
más relevante para categorizar de un texto, ya que textos diferentes pueden 
estar expresando exactamente lo mismo.  
Para poder categorizar y recomendar textos es necesario entender que entre 
documentos el concepto de similitud se refiere a parecido semántico, de 
significado, y no una similitud textual. 
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Para encontrar estas relaciones semánticas estudiamos los precedentes 
desarrollados en el campo de la minería de textos.  
Uno de los sistemas de recomendación de textos mediante análisis semántico 
más extendido es la recomendación de noticias. Este tipo de 
recomendaciones son similares a la recomendación musical, el sistema 
recopila información sobre los artículos o noticias a los que accede el usuario 
y al cabo de unas ejecuciones el sistema encontrará las noticias que sean 
más afines al usuario, es decir, que más se asemejan semánticamente a las 
noticias que el usuario ha leído hasta ahora.  
Estos sistemas recomendadores los encontramos en cualquier página web de 
un periódico o una cadena de televisión. Todos ellos indexan sus textos y los 
reducen al tema o temas sobre los que trata el documento. A la hora de 
decidir la similitud entre artículos se comparan los temas y no el texto. 
Para definir los temas se utilizan algoritmos de LSI y análisis de lenguaje 
natural para que el sistema aprenda que hay palabras que se relacionan con 
otras y son palabras que probablemente aparezcan en otros documentos 
también relacionadas, por lo tanto, forman parte de la misma temática. 
 
Un ejemplo práctico de estos sistemas de recomendación de textos lo 
podemos encontrar en Google News donde el usuario puede configurar sus 
preferencias y gustos. Entonces el navegador seleccionará para el usuario las 
noticias que más se adecuan a sus gustos. A esto se le llama noticias 
personalizada o recomendadas. 
Esto es posible porque Google analiza todas las noticias que tiene indexadas 
y calcula la similitud entre la noticia y cada una de las preferencias que el 
usuario puede seleccionar. Por lo tanto, cada noticia está definida como un 
conjunto de similitudes a cada categoría. 
Con lo cual, si un usuario selecciona una serie de preferencias, Google busca 
qué noticias son más similares a las preferencias y las propone al usuario. 
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3.2. Proceso de recomendación bibliográfica 
 
Para desarrollar el proyecto se ha decidido dividir el proceso de 
recomendación en etapas diferenciadas. En esta sección se enumerará y 
describirá cada una de las etapas del proceso para conseguir recomendar 
nueva bibliografía hallada en Internet. Posteriormente se profundizará en las 
herramientas que se han utilizado en estas etapas así como las decisiones 
que se han tomado al usar cada una de las herramientas. 
Las etapas del proceso de recomendación son las siguientes: 
 Selección de documentos de input 
 Extracción de texto de los documentos de input 
 Generación de la consulta a Internet 
 Obtención de la bibliografía encontrada en Internet 
 Extracción de texto de la bibliografía encontrada 
 Estandarización de los textos 
 Deducción de similitud entre documentos 
 Representación de la similitud entre documentos 
A parte de estas etapas, existe una etapa previa a la ejecución del programa 
que es la etapa de obtención de un corpus de entrenamiento, estandarización 
de estos documentos y entrenamiento de modelos. Al final de esta sección 
trataremos esta etapa como: Aprendizaje del sistema. 
 
3.2.1 Selección de documentos de input 
El punto de partida del desarrollo de este proyecto es un conjunto de 
documentos, bibliografía científica, que el usuario puede seleccionar de tu 
propio ordenador. Estos documentos, que puede ser uno o más, deben estar 
guardados en formato pdf y escritos en inglés. 
A partir de este conjunto de inputs, que alimenta al sistema de 
recomendación de nueva bibliografía, se buscará en Internet documentación 
científica que se asemeje a los temas tratados en los inputs. Se tratará todo 
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el conjunto de input como un único documento por lo tanto el usuario debe 
alimentar el sistema con criterio. 
Si el usuario alimenta el sistema con un conjunto de documentos que tratan 
temas dispares el recomendador no será capaz de generar una consulta a 
internet lo suficientemente representativa del input y por lo tanto no será 
capaz de recomendar bibliografía semejante. 
 De la misma forma, el recomendador será incapaz de encontrar bibliografía 
semejante si el usuario utiliza documentos escritos en otro idioma que no sea 
inglés o si utiliza textos narrativos que no traten de temas científicos, ya que 
como se ha descrito con anterioridad los algoritmos de minería de textos 
dependen del idioma y del conocimiento de los documentos utilizados para el 
aprendizaje, que deben ser casos similarmente solucionables a los que deba 
tratar en ejecución. 
3.2.2. Extracción de texto de los documentos de input 
Una vez seleccionado el conjunto de documentos se debe extraer su texto 
plano. Esto se realizará con una herramienta capaz de comprender la 
metadata del formato pdf y así poder separar el texto de la información 
adicional del documento. 
Este es el principal motivo para fijar el formato pdf de los documentos a 
tratar. Si se tuviera una herramienta capaz de extraer el texto plano de 
cualquier formato de documento, y filtrar texto adicional que cada formato 
añade, entonces no habría problema en expandir la aplicación a cualquier 
formato ya que una vez extraído el texto plano da igual del tipo de 
documento que provenía. Todo texto plano se trata de la misma forma el 
problema es que cada formato debe extraerse de forma particular. 
 
3.2.3. Generación de la query de consulta a Internet 
Una vez extraído el texto del conjunto de input se deducen, mediante 
procesamiento de lenguaje natural, los términos más representativos de los 
textos para utilizarlos como query en un buscador de bibliografía científica. 
Es en esta etapa del proceso de recomendación cuando hay que hacer uso 
del algoritmo de procesamiento del lenguaje natural basado en Parts-of-
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Speach (POS) tagging. La necesidad de usar un algoritmo basado en 
lenguaje natural surge de la imposibilidad de realizar ningún aprendizaje 
sobre los documentos que la aplicación va a tratar. En cada ejecución los 
documentos que el usuario puede seleccionar para buscar nueva bibliografía 
pueden ser diferentes y en cada ejecución tratar temas totalmente opuestos, 
por lo tanto no se puede realizar un aprendizaje. Por lo tanto se debe partir 
de las reglas del idioma y que la aplicación entienda en tiempo de ejecución 
sobre que tratan los documentos de entrada para poder sintetizar los 
conceptos clave y poder realizar una consulta a internet lo suficientemente 
representativa de los textos para poder encontrar documentación similar.  
En este punto del proceso se considera todo el conjunto de documentos de 
input como un único documento para construir una única query 
representativa del conjunto. Por esta razón los documentos de entrada deben 
estar seleccionados por el usuario con criterio ya que si entre ellos tratan 
temas diferentes el algoritmo de procesamiento natural no será capaz de 
encontrar los conceptos que mejor representen a los documentos y por lo 
tanto no llegará a recomendar con una similitud elevada. 
En el próximo apartado de herramientas utilizadas se detallará qué sistema 
se ha utilizado en el desarrollo del sistema para aplicar el algoritmo de POS 
tagging. 
Una vez aplicado el algoritmo de POS tagging se extraen los N conceptos más 
representativos que son la consulta que se realizará al buscador de internet. 
Se entiende por concepto los sujetos y los complementos verbales que hacen 
referencia a algún otro concepto. Tendremos entonces cuatro tipos de 
conceptos: simples o compuestos, y a la vez, propios y comunes. La forma 
de deducir que un concepto es más importante que otro se realiza calculando 
la frecuencia de apariciones además de aplicar una bonificación en la 
puntuación si un concepto es compuesto de varias palabras o si es un 
nombre propio. Esto es así porque suelen ser conceptos más importantes que 
aparecen menos veces. 
El número N de conceptos a buscar los escogerá el usuario antes de realizar 
la búsqueda. El usuario debe entender en este punto que un número elevado 
de conceptos añade términos que generan ruido en la consulta y por tanto 
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mayor diversidad de respuestas, además si el número de  conceptos es muy 
pequeño la consulta será demasiado específica y es probable que no se 
obtenga una respuesta similar a la buscada. Se aconseja que el número de 
conceptos esté alrededor de 10 o 15 como se justificará en las pruebas de la 
aplicación. 
 
3.2.4. Obtención de la bibliografía encontrada en Internet 
Una vez deducida la query de consulta al buscador de internet, se realiza la 
consulta y se recoge el resultado de la búsqueda en un HTML. Este HTML 
tiene los enlaces a toda la bibliografía que el buscador puede 
proporcionarnos. 
Se parsea el HTML obteniendo todos los enlaces a ficheros en formato pdf 
que haya en él. Estos enlaces son los que contienen los nuevos documentos 
bibliográficos que recomienda el buscador a partir de la query que hemos 
deducido. La aplicación descarga estos documentos y realizará una nueva 
recomendación a partir de comparar la similitud de todo el documento ya que 
aunque los buscadores de internet realicen una búsqueda semántica a partir 
de la query de consulta, el sistema recomendador utilizará todo el texto de 
los documentos para realizar una comparación semántica y así deducir con 
mayor certeza que documentos se asemejan a otros. 
En el proceso de descarga se filtra toda documentación que apunta a enlaces 
que necesitan autentificación, enlaces de pago o enlaces rotos. Quedando así 
únicamente la documentación que está libremente accesible en internet. 
 
3.2.5. Extracción de texto de la bibliografía encontrada 
En este punto se vuelve a utilizar la herramienta de extracción de texto 
utilizada en la segunda etapa del proceso de recomendación. Esta vez se 
extrae el texto plano de los documentos encontrados en Internet para poder 
transformar sus textos y ser comparados con los documentos de entrada 
para deducir si un texto es similar a otro. 
Por lo tanto, al finalizar esta etapa se tiene extraído el texto plano, sin 
modificaciones, tanto de los documentos de entrada seleccionados por el 
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usuario como todos los documentos que se han encontrado en Internet. A 
partir de aquí hay que realizar transformaciones a los textos para poder 
deducir su similitud y realizar la recomendación. 
 
3.2.6. Estandarización de los textos 
De la misma forma que se ha descrito en el apartado de minería de datos se 
deben estandarizar los textos para poder analizar la similitud existente entre 
ellos. 
Esta estandarización se realiza tanto de los textos de input como los textos 
obtenidos mediante el buscador de bibliografía ya que se van a comparar 
todos los documentos. En este punto cada documento de input se trata de 
forma independiente no como en la extracción de términos para formar la 
query. 
Por lo tanto al inicio de esta etapa tenemos el texto plano extraído de los 
documentos pdf y en la salida del proceso de estandarización tendremos los 
textos expresados como listas de palabras, con repeticiones. Estas palabras 
estarán reducidas a su raíz lexicográfica. 
A partir de aquí se utiliza el conocimiento aprendido en la etapa de 
entrenamiento, que se describirá al final, para poder vectorizar estos textos y 
poder deducir la similitud entre ellos. 
 
3.2.7. Deducción de similitud entre documentos 
En esta etapa se utiliza la algoritmia de minería de textos a partir de un 
entrenamiento previo a la ejecución del sistema. 
Se tienen guardados un diccionario, un modelo Tf-Idf y un modelo LSI, que 
más adelante se especificarán sus características. Estos modelos son el 
resultado de un entrenamiento el cual se explicará en la última etapa de esta 
sección. Durante la ejecución del sistema de recomendación se utilizan estos 
modelos de entrenamiento para vectorizar los textos y poder compararlos. 
El procedimiento es el mismo que se ha explicado en el capítulo de minería 
de textos. A cada documento estandarizado se le aplica el diccionario. Esto 
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da como resultado una lista de pares, identificador y número de repeticiones, 
de las palabras que estuvieran en el texto y que pertenezcan al diccionario 
entrenado. 
Una vez aplicado el diccionario, sobre cada texto hay que calcular el vector 
de pesos Tf-Idf correspondiente. Esto se realiza aplicando el modelo Tf-Idf ya 
entrenado, simplemente a partir de los pesos de las palabras del corpus de 
entrenamiento se rehacen los cálculos para cada nuevo documento, 
obteniendo así el peso de cada palabra para cada documento. 
Por último en la vectorización de un texto se aplica el modelo LSI, ya 
entrenado, y de la forma que se ha descrito anteriormente para cada 
documento nuevo expresado en forma de vector Tf-Idf se recalcula la 
ecuación de matrices del LSI obteniendo así el vector LSI del documento, o 
más comúnmente conocido como descriptor textual. 
El descriptor textual es un vector donde cada componente es una ecuación 
formada por pesos y palabras que definen un tema. Por lo tanto cada 
componente del descriptor textual indica el peso de un tema en cada 
documento. 
Una vez vectorizados todos los textos y obtenidos sus descriptores textuales 
se deduce para cada pareja de documentos la distancia de coseno entre sus 
descriptores. Resultando así que la distancia de similitud entre dos vectores 
es la similitud entre los diferentes temas del documento y por lo tanto es la 
similitud entre los documentos. La distancia de coseno normalizada entre 0 y 
1, como se ha justificado anteriormente, es el porcentaje de similitud que 
relaciona cada pareja de documentos. 
 
3.2.8. Representación de la similitud entre documentos 
Por último, para representar el sistema de recomendación de ha decidido 
crear un grafo donde aparezcan como nodos los documentos y las aristas son 
la relación de similitud existente entre cada pareja de documentos calculada 
como la distancia de coseno entre sus descriptores textuales. 
Para hacer más visual este grafo se muestra un modelo en 3 dimensiones en 
una ventana interactiva que se puede rotar y ampliar. Además se permite al 
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usuario decidir a partir de qué porcentaje de similitud se desea que se 
muestren las aristas que relacionan los documentos para que sea el usuario 
quien decida el nivel de proximidad entre documentos que quiere que sea 
representado. 
 
3.2.9. Aprendizaje del sistema 
Se acaba el último punto de esta sección con una etapa que se realiza con 
anterioridad a todas las anteriores. Es decir, anterior a la ejecución en 
caliente del programa. 
Esta etapa debe dar como resultado el aprendizaje, en forma de modelos, de 
todo el conocimiento que el programa necesite aplicar en ejecución para ser 
capaz de deducir la similitud entre parejas de documentos científicos sean 
cuales sean estos textos. 
Para ello se ha conseguido un corpus grande de documentos científicos 
utilizando un buscador automático de enlaces, un crawler. Una vez obtenidos 
estos documentos se ha corroborado que realmente eran documentación 
científica y escrita en inglés, es decir el mismo caso al que se enfrentará 
posteriormente el sistema. 
Estos documentos han sido estandarizados de la misma forma que se ha 
explicado anteriormente y a partir de estas listas de raíces lexicográficas de 
ha generado un diccionario. Este diccionario es todo el conocimiento que el 
sistema va a tener, toda palabra que no esté registrada en el diccionario será, 
para el sistema, una palabra que no se entienda. Por lo tanto, toda palabra 
que no pertenezca al diccionario no será considerada una palabra importante 
ya que esa palabra no está en ninguno de los documentos que han servido 
para entrenar el sistema.  
A partir de aplicar el diccionario a los documentos, se genera un modelo Tf-
Idf. Este modelo se construye de forma que al introducir un nuevo 
documento en ejecución sea capaz de calcular su vector de pesos. 
Una vez entrenado el modelo Tf-Idf, se introducen todos los textos de 
entrenamiento para obtener todos los vectores Tf-Idf posibles. Con estos 
vectores se genera una matriz de pesos con la cual entrenar un modelo LSI, 
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es decir, a partir de la matriz de pesos se descompone en valores singulares 
y se reducen las componentes a un máximo fijado que serán el número de 
temas de los descriptores textuales. 
Este modelo LSI, como ya se ha especificado anteriormente, es capaz a partir 
de un nuevo vector de pesos Tf-Idf calcular su descriptor textual. 
Por lo tanto, al acabar el entrenamiento se han generado y guardado, para 
futuras ejecuciones del programa, un diccionario, un modelo Tf-Idf y un 
modelo LSI. En la sección de herramientas utilizadas de profundizará en 
cómo se ha creado este entrenamiento y que decisiones se han tomado al 
respecto. Por ejemplo, en cuanto al número de documentos o número de 
temas, entre otros. 
 
3.3. Herramientas utilizadas 
 
A continuación se detallaran los algoritmos y herramientas que se decidieron 
utilizar en las etapas del proceso de recomendación anteriormente descrito 
para desarrollar este proyecto. Así mismo, se justificará la elección de dichas 
herramientas y su configuración para que el proyecto de la aplicación 
recomendadora funcione con buenos resultados. 
 
3.3.1. Lenguaje de programación: Python 
Se decidió desarrollar la aplicación en este lenguaje porque es un lenguaje 
con muchas características que llevan a un desarrollo rápido y el código 
resultante es muy intuitivo de leer. 
El código prácticamente parece pseudocódigo ya que las sentencias de bucles 
y condiciones son muy simples de escribir, sin tener que añadir paréntesis y 
variables en los bucles como por ejemplo en C++.  
La jerarquía de las sentencias del código depende de la indentación de las 
líneas. Por lo tanto, un programa en Python sólo funciona si está escrito con 
la indentación adecuada para que el intérprete lo procese en orden correcto. 
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Esto hace que la estructura del código sea ordenada y con un estilo muy 
visual. 
Además es rápido desarrollar prototipos en pocas líneas de código ya que no 
es necesario preocuparse de la declaración del tipo de las variables. Las 
variables obtienen el tipo según el valor que guarden, por lo tanto es posible 
cambiar el tipo de la información guardada en las variables. 
Tampoco es necesario utilizar punteros o preocuparse del paso de parámetros 
a las funciones, por copia o referencia, en Python siempre se pasan los 
parámetros por referencia. El retorno de una función puede ser cualquier tipo 
de estructura sin definirla con anterioridad, no como en C++ que hay que 
definir un struct para utilizar estructuras. 
Python, pese a ser un lenguaje poco estudiado a nivel académico en 
comparación con C++ o Java, tiene una comunidad de desarrolladores muy 
grande donde se pueden encontrar scripts para solventar casi cualquier 
problema a resolver, implementados por desarrolladores de todo el mundo. 
Muchos de estos scripts se han convertido en librerías, o packages, de código 
abierto que cualquiera puede instalar y modificar libremente. 
Como contrapunto a los beneficios del desarrollo en Python, tenemos que se 
ejecuta sobre una máquina virtual propia. Esto hace que las mediciones de 
tiempos entre algoritmos escritos en Python y en C++ siempre sean más 
rápidos los algoritmos escritos en C++. La mayoría de desarrolladores de 
Python diseñan e implementan prototipos funcionales en Python y 
posteriormente traspasan el código a C++ por este motivo de eficiencia, 
siempre que sea importante mejorar la eficiencia del programa. Es posible 
incluso generar partes del código en C++ y compilarlo como una librería .pyd 
para ejecutarla desde Python, estas modificaciones en los cuellos de botella 
de las aplicaciones mejoran la eficiencia. 
Otra desventaja de Python es que no es un lenguaje totalmente distribuible 
ya que si no se tienen instaladas todas las dependencias de librerías que 
necesita un programa, además del propio Python, no es posible ejecutarlo en 
otra máquina. Para solventar esto y hacer distribuible el programa se puede 
compilar en un ejecutable .exe que encapsula todas las dependencias 
necesarias para poder ejecutar el programa en cualquier ordenador, sin 
  
 
44 
 
necesidad de instalar nada adicional. Esta compilación se realiza mediante un 
paquete propio de Python llamado py2exe. [5] 
La versión utilizada para desarrollar este proyecto es Python 2.7 ya que es la 
última versión estable con todas las librerías compatibles. Las versiones más 
actuales de Python, de la 3 en adelante, aún no tienen adaptadas todas las 
librerías ya que Python cambió algunas estructuras básicas y no es 
totalmente compatible con todo lo que se había desarrollado para versiones 
anteriores. 
 
3.3.2. Extractor de texto para PDFs: XPDF 
Entendemos como extractor de texto para PDFs cualquier herramienta o 
método capaz de pasar de un documento escrito en PDF a texto plano el cual 
se pueda tratar como una cadena de caracteres escritos en una codificación 
conocida.  
Que el documento PDF “esté escrito” es un punto importante ya que si el 
documento está compuesto de imágenes, o es el resultado de escanear un 
texto, sólo existe una manera de extraer el texto plano del PDF que es 
utilizar una herramienta llamada OCR (Optical Character Recognition). 
Existen varias empresas que desarrollan algoritmos de OCR pero todas son 
de pago y todas aseguran más de un 95% de acierto al leer texto de una 
imagen. Este reconocimiento de texto en imágenes, además de extraer el 
texto plano, adicionalmente puede proporcionar información como la posición 
de cada carácter en la imagen o la seguridad con la que ha deducido un 
carácter y las demás variantes que ha considerado posibles. Toda esta 
información adicional es útil cuando se intenta solucionar problemas de 
minería de textos que precisan encontrar relaciones entre cajas contenedoras 
de palabras. 
Además, los métodos de reconocimiento OCR tienen diccionarios para 
corregir errores en el reconocimiento y una gran variedad de tipografías para 
reconocer cualquier texto. 
Existen muchas herramientas para extraer el texto plano de un PDF escrito 
ya que es un formato de documentos muy extendido. Estas herramientas son 
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tanto de pago como libres, en el caso del proyecto se decidió probar diversas 
herramientas libres que resultaron efectivas para el problema que nos ocupa. 
Se especificarán a continuación y se justificará la elección de la herramienta 
utilizada finalmente. 
Los documentos científicos tienen la característica que suelen estar escritos 
en diversas columnas en la misma página. Muchos extractores de texto de 
PDF gratuitos no son capaces de extraer el texto en orden de lectura, es 
decir, extraerlo por columnas cuando es necesario.  
Además, en los apartados donde se definen experimentos o se publican 
resultados suelen haber fórmulas y gráficas dónde la mayoría de extractores 
intentan decodificarlas y solo hacen que llenar de caracteres extraños el texto 
y separar lo que realmente importa para el proyecto: las palabras. 
Por lo tanto, en el caso que no incumbe se necesita un sistema de extracción 
de texto a partir de línea de comando, no una GUI, que sea capaz de extraer 
el texto plano en orden de escritura y que además sea capaz de decodificar 
caracteres extraños como las fórmulas matemáticas. 
Basándome en el estudio realizado por la Universidad Complutense de Madrid 
[6] y después de probar los extractores Ghostscript [7] y Xpdf, [8] que son 
los más conocidos y que funcionan desde línea de comandos, se tomó la 
decisión de utilizar Xpdf como extractor de texto ya que consigue leer de 
forma ordenada los documentos científicos y no introduce una gran cantidad 
de caracteres extraños en medio del texto. 
Ghostscript es uno de los extractores de PDF más utilizados ya que tiene 
funciones que el resto de los extractores no. Una de las funciones más útiles 
de Ghostscript es que puede descomprimir el PDF en imágenes, una por 
página. Esto combinado con un método OCR es la mejor forma de identificar 
texto y posición de las palabras. Por el contrario utilizar un OCR de buena 
calidad requiere contratar una licencia de pago a una compañía como por 
ejemplo Abbyy [9]. Además el proceso de reconocimiento de texto es lento. 
Como estas funcionalidades no son necesarias para el problema que nos 
ocupa, dado que los documentos bibliografía científica son PDFs escritos, la 
herramienta Xpdf es  más adecuada que Ghostscript. 
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3.3.3. Extractor de términos relevantes: Topia.Termextract 
Una vez extraído el texto plano del PDF se necesita una herramienta para 
deducir que términos, o conceptos, son los más relevantes de un texto para 
construir la consulta que se buscará en Internet. 
En este caso se utiliza la librería de Python llamada topia.termextract [5] que 
implementa un algoritmo de procesamiento de lenguaje natural basado en 
Parts-Of-Speach Tagging, es decir, en marcar las palabras mediante el 
análisis sintáctico de las palabras individualmente y el análisis semántico 
dentro de las frases para aprender de qué habla cada frase y contabilizar 
cuantas veces se habla de cada concepto. 
Para esto cuenta tanto con un diccionario de inglés así como de las reglas de 
formación de palabras (tiempos verbales, plurales, etc) y las reglas de 
estructuración de frases en inglés para poder deducir qué tipo de palabras 
forman cada frase aunque no todas estén en el diccionario. 
Además, el algoritmo entiende que los conceptos pueden ser simples o 
compuestos y tanto propios como comunes. Por este motivo puntúa de 
manera más relevante los conceptos compuestos por delante de los simples y 
los propios por delante de los comunes. 
En un ejemplo práctico, la frase “El cónsul de Alemania reside en Bélgica”, el 
extractor de términos encontrará que esta frase habla sobre el “cónsul de 
Alemania” ya que, después de analizar la frase, entiende que no se habla un 
“cónsul” cualquiera, ni de los países “Alemania” o “Bélgica”. Como en este 
caso el término extraído es compuesto tendrá una bonificación en la 
puntuación del algoritmo respecto al resto de términos simples extraídos en 
el texto. 
La construcción de la consulta a Internet se realiza con los conceptos más 
relevantes del texto y, por lo tanto, formarán la consulta los conceptos 
mayormente puntuados por el algoritmo de extracción de términos. Para que 
las búsquedas tengan buenos resultados se ha estimado que el número de 
términos relevantes debe ser de al menos los 10-15 términos más 
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relevantes. En la interfaz de la aplicación se dará la opción al usuario de 
especificar el número de términos que desee utilizar en la búsqueda. 
 
3.3.4. Buscadores de bibliografía científica 
Existen muchos buscadores de bibliografía científica en la red, todos ellos 
indexan enlaces a páginas con documentos en formato PDF u otros formatos 
menos conocidos, así como referencias bibliográficas con extractos cortos del 
texto e información sobre el documento.  
En el caso de este proyecto nos centraremos utilizaremos un buscador 
Alemán [10] que tiene indexada una colección de documentos de bibliografía 
de más de 3 millones de referencias de las cuales aseguran que más de 1 
millón de ellas hacen referencia a la versión online del documento científico. 
En concreto, este buscador se centra en documentación de áreas 
informáticas y matemáticas. Entre otros, tiene agrupados los documentos en 
temas tales como: 
 Inteligencia Artificial 
 Programación Lógica 
 Redes Neuronales 
 Computación Matemática 
 Sistemas Operativos 
Para realizar las consultas a Internet se utilizan las librerías urllib  y urllib2 de 
Python. Estas librerías permiten realizar consultas enviando paquetes de 
información. Se utilizan las dos librerías ya que aún no están unificadas sus 
funcionalidades. Está prevista esta unificación de las librerías de tratamiento 
de urls para la nueva versión de Python 3 pero aún no ha sido desarrollada. 
En el caso del proyecto se realiza una consulta contra el buscador de 
bibliografía científica con el método POST y esto nos retorna el texto 
resultante del buscador que es un fichero HTML. 
Gracias a las librerías urllib y urllib2 también se pueden realizar descargas de 
urls que apuntan a documentos, en nuestro caso a pdfs. Por tanto las 
utilizamos también para obtener, a partir del HTML de respuesta del 
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buscador, los enlaces a ficheros PDFs y descargar así los documentos que la 
aplicación evaluará para decidir cuan recomendable es leerlos. 
 
3.3.5. Estandarización de textos: NLTK 
Para poder decidir la recomendación de los textos extraídos de los PDFs, 
necesitamos estandarizar la información que contienen. Esto se realiza de 
forma similar a como se ha descrito en la sección de minería de textos.  
En primer lugar los caracteres raros se deben eliminar ya que solo hacen que 
distorsionar la información y por tanto los algoritmos de análisis del texto 
pueden llegar a creer que son palabras relevantes cuando, por ejemplo, solo 
son la codificación de una imagen en caracteres ASCII. Además, se eliminan 
los signos de puntuación y se deja todo el texto en minúsculas para evitar la 
diferenciación entre palabras al inicio de frase y/o al final en comparación con 
la misma palabra en medio de frase. 
El siguiente paso para estandarizar un texto es eliminar las palabras comunes 
de la lengua en la que está escrito. Esto implica, en el caso del Inglés, 
eliminar palabras tales como “to”, “the”, “from”, “of”, “a”, “and”, entre otras. 
Estas palabras comunes aparecen muchas veces en un texto y además 
aparecen en prácticamente todos los textos, por lo tanto no son palabras 
importantes sino que son palabras utilizadas para dar sentido al texto. A 
estas palabras comunes se las denomina “stopwords” y cada idioma tiene los 
suyos. Para definir todo el conjunto de stopwords del inglés se utiliza el 
package de Python NLTK (Natural Language Toolkit) [5] que ofrece la lista de 
stopwords de varios idiomas sin tener la necesidad de definir a mano todas 
estas palabras. 
Una vez llegados a este punto tenemos el texto únicamente con palabras 
relevantes pero aun queda realizar lo que se denomina Stemming del texto, 
es decir, reducir todas las palabras a su raíz lexicográfica. Esto se hace para 
que las palabras que provienen de la misma raíz estén escritas de la misma 
forma. Para esto, es necesario conocer todas las reglas de formación de 
palabras de un idioma determinado para ser capaz de eliminar plurales,   
tiempos verbales, sufijos o prefijos, entre otros.  
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El paquete NLTK proporciona diversos tipos de stemmers todos ellos basados 
en variaciones del algoritmo de Porter, para desarrollar el proyecto se ha 
optado por la versión de Snowball que es la más utilizada y la que ha sido 
revisada y valorada por mayor número de desarrolladores en idioma inglés. 
Una vez realizados todos estos pasos tenemos estandarizado un texto. A 
partir de aquí se puede empezar a analizar el texto para encontrar la 
relevancia de las palabras que lo forman y cómo entre ellas forman temas o 
conceptos importantes.  
 
3.3.6. Generación de modelos y vectorización de textos: Gensim 
Llegados a este punto solo nos falta poder comparar de una forma rigurosa 
cualquier texto que haya sido estandarizado por el proceso anteriormente 
descrito. Para eso necesitamos generar una serie de modelos y un diccionario 
de palabras únicas que se deben entrenar con anterioridad a la ejecución de 
la aplicación. Este entrenamiento se realiza una única vez comprobando que 
los resultados del entrenamiento son los adecuados al problema que nos 
ocupa y, por tanto, que podremos comparar de forma rigurosa diversos 
textos de forma automática y sin redefinir las reglas en cada ejecución para 
poder compararlos. 
Este entrenamiento se realiza con un número grande de documentos que se 
denomina corpus de entrenamiento. El corpus tiene que ser representativo 
de lo que a posterior serán los textos que se tendrán que evaluar. Además 
debe ser lo suficientemente grande y heterogéneo como para que sea cual 
sea la temática de los documentos que deba evaluar los cuantifique y valore 
de manera adecuada. 
Para generar estos modelos y diccionario se ha utilizado la librería Gensim 
[5] de Python que ofrece soporte guardar en memoria de forma optimizada 
toda esta cantidad de información y realizar los cálculos necesarios para 
acabar vectorizando cualquier texto y compararlos. 
En el caso del entrenamiento del proyecto se han utilizado 6.957 documentos 
científicos escritos en pdf a los cuales se les ha extraído el texto y se ha 
estandarizado de la forma anteriormente explicada.  
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Diccionario 
El diccionario que se ha generado a partir del corpus de 6.957 documentos, y 
que utiliza la aplicación, tiene 555.088 términos únicos. Para no mantener 
una información que ocupa tanta memoria, y que realmente no toda es 
importante, se realiza un filtrado del diccionario de las palabras residuales. 
Nos quedamos únicamente las palabras que aparecen en al menos 10 
documentos, con una frecuencia por documento mínima del 0.3 y una vez 
realizados estos filtros solo se guardan los 50.000 términos con mayor 
frecuencia o todos los que queden sino se llega a los 50.000. 
Una vez filtrado el diccionario mantenemos 36.689 términos únicos. El 
número es lo suficientemente grande como para determinar que es un 
diccionario completo y diverso. Si no fuese así significaría que hay poca 
variedad de términos relevantes en el corpus de documentos y por tanto 
sería un corpus de entrenamiento muy específico y no sería capaz de 
funcionar con una variedad grande de documentos. 
 
Modelo Tf-Idf 
La librería Gensim genera a partir de un corpus de documentos y un 
diccionario de términos únicos un modelo Tf-Idf capaz de computar para 
cualquier documento los valores representativos de cada una de sus 
palabras, siempre y cuando las palabras estén registradas en el diccionario. 
Estos valores como ya se ha descrito con anterioridad son el punto de partida 
para entrenar un modelo LSI mediante el cual poder realizar una 
vectorización semántica de los textos. 
En el proyecto tenemos 6.957 documentos de entrenamiento y un diccionario 
de 36.689 palabras únicas. El modelo Tf-Idf generado es, por lo tanto, una 
matriz de 36.689 filas por 6.957 columnas de valores en coma flotante que 
representan el valor Tf-Idf de cada palabra en cada documento. 
 
Modelo LSI 
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En el proyecto obtenemos los pesos del modelo Tf-Idf de los 6.957 
documentos del corpus de entrenamiento y se entrena un modelo LSI con la 
librería Gensim. El modelo entrenado tiene 300 temas, por lo tanto, cualquier 
documento nuevo con el que consultemos su vectorización en el modelo LSI 
obtendremos un vector de 300 componentes que representan el valor de 
cada uno de los 300 temas en ese nuevo texto. Esta vectorización se utiliza 
en la aplicación para poder comparar distintos documentos 
independientemente de lo que en ellos hay escrito. Es decir, gracias al 
modelo LSI podremos comparar sistemáticamente distintos documentos para 
saber si están tratando los mismos temas. 
El modelo LSI guarda la descomposición de la matriz Tf-Idf en valores 
singulares para poder realizar la transformación de cada vector Tf-Idf de un 
texto en su descriptor textual, es decir, en el vector LSI que representa el 
valor de los 300 temas en el texto. 
 
Matriz de similitudes 
Por último, Gensim ofrece la posibilidad de generar una matriz de similitudes 
entre vectores. 
Para generar esta matriz se utilizan los vectores LSI de los documentos que 
se procesan en cada ejecución.  
Es decir, tanto de los documentos de input como de los documentos 
encontrados en internet, una vez calculados sus vectores LSI, se computa 
una matriz n x n, donde n es el número de vectores LSI calculados en cada 
ejecución, en que se calcula la distancia de coseno entre cada pareja de 
vectores. Una vez computada la matriz se puede consultar cualquier relación 
entre parejas de documentos para saber el porcentaje de similitud semántica 
existente entre ellos. 
 
3.3.7. Representación de la información: Mayavi 
Por último se utiliza la librería Mayavi [5] de Python para representar un 
grafo en 3 dimensiones la similitud entre los diferentes documentos. En este 
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grafo los nodos representan los documentos y las aristas  tienen escrito el 
porcentaje de similitud que relaciona cada pareja de documentos. 
Para hacer más visible esta información solo se muestran las aristas a partir 
de un porcentaje determinado de similitud que el usuario puede definir en la 
aplicación. 
Mayavi es una librería que permite representar cualquier cuerpo geométrico 
en un espacio tridimensional. La construcción del grafo debe hacerse 
manualmente colocando los nodos como puntos en el espacio y definiendo 
las aristas como segmentos desde el centro de un punto a otro.  
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4. Diseño e implementación de 
la aplicación 
 
 
 
 
 
 
 
4.1. Diseño de la aplicación 
 
El diseño de la aplicación está basado en un sistema de tres capas en el que 
cada capa mantiene la independencia suficiente para que el sistema sea 
modular y escalable. 
Las tres capas son las siguientes, más adelante se detallará la 
implementación de cada una de ellas: 
 Capa de Presentación: Esta capa es la encargada de construir la 
interfaz de la aplicación y gestionar las funciones de todos los 
elementos que hay en ella. 
Es decir, esta capa está formada por un script Python llamado 
PDFRecommender.py en la que se construye la ventana de la 
aplicación así como los elementos que hay en ella y además se 
implementan las funcionalidades de cada uno de ellos. 
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 Capa de Dominio: En esta capa tendremos un gestor de la aplicación 
encargado de almacenar información en memoria y gestionar estos 
datos entre la interfaz y los diferentes agentes encargados de calcular 
la información necesaria para la aplicación. 
Esta capa está formada por un script Python llamado 
DomainController.py. 
 Capa de Agentes: Por último tendremos una capa formada por 
diversos scripts Python encargados de calcular y realizar funciones 
específicas dentro de la aplicación y darán dicha información a la capa 
de dominio para que la almacene. 
Entre los diferentes agentes se encuentran: 
 SelectorFiles.py 
 PdfReader.py 
 QueryMaker.py 
 BrowserSearcher.py 
 ApplyModels.py 
 SimilarityRecommend.py 
 ConstructGraph.py 
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Por lo tanto, el diagrama de clases UML resultante de este diseño  es el 
siguiente: 
 
 
Diagrama 1: Diagrama de clases UML 
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4.2. Diseño de la interfaz 
 
En este apartado se va a mostrar la interfaz de la aplicación y se van a 
describir las funcionalidades de cada uno de los elementos de la aplicación. 
Una vez realizada una ejecución, la interfaz de la aplicación es la siguiente:  
 
Imagen 3: Interfaz de la aplicación 
 
Botón de selección de ficheros: 
Al clicar en él se abre un explorador de documentos donde se pueden 
seleccionar ficheros en formato pdf. Así mismo, si se clica en él seleccionando 
documentos la ejecución se reinicia, entendiendo que una nueva selección es 
el inicio de una nueva ejecución. 
 
Documentos seleccionados por el usuario: 
Aquí se muestran todos los documentos seleccionados por el usuario. Se 
muestran como un botón mediante el cual se puede abrir el lector de pdfs 
para leer el documento. Además se etiquetan como IN_# para hacer más 
legible el posterior grafo de similitudes. 
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Número de términos de la query y botón de búsqueda: 
Una vez seleccionados documentos de input para la aplicación se habilita esta 
área para que el usuario seleccione el número de términos que desea que 
formen parte de la consulta al buscador de documentos. Una vez 
seleccionado el número y al clicar en el botón de búsqueda se realiza la 
consulta al buscador y se obtienen los  documentos de respuesta. 
 
Documentos encontrados en internet para evaluar su similitud: 
Estos son los documentos encontrados al realizar la búsqueda anteriormente 
mencionada. Siguiendo el estilo de los documentos de entrada, también son 
botones que al clicar en ellos se abre el documento. En este caso los outputs 
están etiquetados como OUT_#. 
 
Selección de similitud mínima y botón de creación del grafo de 
similitudes: 
Esta sección queda habilitada en cuanto se realiza la búsqueda a internet y 
se obtienen los documentos. El usuario puede seleccionar el umbral mínimo a 
partir del cual representar las aristas de similitud en el grafo y por tanto 
indicar qué documentos se recomiendan. 
Como ejemplo del grafo, a continuación se muestra el grafo de la interfaz 
anteriormente representada. En el grafo los documentos se muestran como 
nodos etiquetados de la misma forma que en la interfaz, es decir IN_# o 
OUT_#. Las aristas del grafo muestran la relación de similitud entre 
documentos y están etiquetadas con el porcentaje de similitud entre ellos, 
cuanto mayor sea más recomendables son los documentos. 
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Imágen 4: Ejemplo de grafo de similitudes 
 
4.3. Implementación de la aplicación 
 
Para la implementación de los diversos scripts que componen la aplicación se 
ha seguido el estándar de estilo que define Python. 
En Python no hay restricciones de número de clases por script ni existe la 
posibilidad de fijar el ámbito de las funciones y atributos de clase. Es decir, 
no existen funciones y atributos que se puedan definir como públicos, 
privados o protegidos. Todos son públicos. 
Por estos motivos Python define una guía de estilo de desarrollo. Definen que 
cada script solo debe tener una clase y debe llamarse de la misma forma que 
el script. Las funciones y atributos se consideran públicos cuando su nombre 
empieza sin el carácter guión bajo, "_", se consideran protegidos cuando 
empiezan con u único guión bajo y privados cuando empiezan con dos 
guiones bajos. 
Es decir: 
 def funcionPublica(params) 
 def _funcionProtegida(params) 
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 def __funcionPrivada(params) 
Las funciones __init__ son un tipo de funciones especiales que se ejecutan al 
realizar una instancia de una clase, por lo tanto se utilizan como 
constructoras de las clases. 
 
4.3.1. Capa de Presentación, PDFRecommender.py 
Como ya se ha indicado en el apartado de diseño, en la capa de presentación 
hay un único script encargado de construir la interfaz de la aplicación. 
Además define los diversos eventos que está preparado para capturar en la 
ejecución. 
Este script está formado por cuatro cinco funciones que son: 
 
__init__(self, resources_path) 
Todo constructor de clase de Python se define con la función __init__. 
Este constructor es el encargado de recoger las propiedades predefinidas en 
el fichero resources_path y se encarga de construir toda la parte estática de 
la interfaz de la aplicación 
 
main(self) 
La función principal del recomendador se encarga de definir todas las 
estructuras variables de la interfaz de la aplicación. Es decir, define los 
eventos de los diversos botones, así como la posición de los elementos de la 
interfaz según el estado de la ejecución del programa. Los eventos de los tres 
botones de la interfaz están definidos en las tres funciones privadas de la 
clase, que se definen a continuación. 
 
__select_files(self) 
Evento que se captura al clicar en el botón "Selecciona ficheros". Este evento 
dará lugar a la selección de ficheros de input de la aplicación para 
recomendar a partir de ellos. Una vez seleccionados estos ficheros se 
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mostrarán en la interfaz en forma de una lista de botones, los cuales al clicar 
en ellos se abrirá el documento para poder leerlo. Además esta función 
habilita, si hay documentos de input seleccionados, el spinbox de selección 
de "Términos a buscar" y el boton de búsqueda de nueva recomendación 
"Busca similares". 
 
__search(self) 
Evento que se captura al clicar en el boton "Busca similares”. Este evento 
desencadena el caso de uso que a partir de los textos seleccionados 
anteriormente y el numero de términos seleccionados en el spinbox 
"Términos a buscar" construye una query de consulta y encuentra en el 
buscador de internet todos los documentos que de pueden obtener. Esto da 
como resultado una lista de botones en la interfaz, de la misma forma que la 
lista de inputs, que de pueden clicar para abrir los documentos y leerlos. Se 
habilita el spinbox de selección de porcentaje de similitud mínimo a 
representar y el boton "Muestra similitudes" que genera el grafo para 
representar la recomendación. 
 
__show_graph(self) 
Evento que se captura al clicar en el boton "Muestra similitudes". En este 
punto se tienen todos los documentos que se van a tratar, por lo tanto, al 
clicar en el boton "Muestra similitudes" se realiza todo el proceso de 
estandarización de textos y se comparan semánticamente mediante los 
descriptores textuales. Esto da como resultado un porcentaje de similitud que 
siempre que sea superior al seleccionado en el spinbox será representada 
una arista en el grafo de tres dimensiones que representa las relaciones de 
similitud y el porcentaje de recomendación de los documentos. 
En cualquier momento del proceso de recomendación se puede volver a 
seleccionar nuevos documentos de input para volver a iniciar el proceso con 
una búsqueda nueva. 
Cabe indicar que al ser una capa de presentación los eventos se capturan y 
se pasa la responsabilidad al DomainController de la capa de dominio toda la 
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gestión del proceso que desencadena cada evento. Estas funciones 
únicamente modifican la interfaz para mostrar la información que los agentes 
calcularán y la capa de dominio gestionará. 
 
4.3.2. Capa de Dominio, DomainController.py 
Esta capa es la encargada de gestionar los casos de uso de los eventos 
capturados en la interfaz. Para ello este script tiene cinco funciones públicas 
que son llamadas desde el PDFRecommender al clicar en cada boton de la 
interfaz: 
 
__init__(self, workpath, models_path) 
La constructora de la capa de dominio se encarga de almacenar una instancia 
de cada uno de los agentes que va a necesitar. Los parámetros que recibe 
son necesarios para crear las instancias de algunos agentes que se 
justificarán más adelante. En concreto esta constructora genera una instancia 
de las siguientes clases: SelectorFiles, PDFReader, QueryMaker, 
BrowserSearcher, SimilarityRecommend y ConstructGraph. Cada uno de ellos 
serán necesarios para implementar los cálculos internos de cada una de las 
funciones públicas del script. 
Como se puede ver, esta capa solo sirve de puente entre la interfaz y los 
agentes. Este diseño es útil si se quieren añadir nuevas funcionalidades o 
cambiar alguna de las que ya están implementadas. Únicamente haría falta 
añadir o modificar el agente y crear la gestión necesaria para enlazar el 
agente con la interfaz. 
 
SelectFiles(self) : return input_list 
Al clicar en el boton de selección de ficheros se llama a esta función que a 
través del agente SelectorFiles y su función getFiles retornará la lista de 
ficheros que el usuario seleccione para mostrarlo como botones en la 
interfaz. 
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Además la selección de documentos de input hará que se estandaricen los 
textos de los documentos consiguiendo así la lista de stemming de cada uno 
de ellos, esta información la guarda la capa de dominio para usarla 
posteriormente. Esto último se realiza con el agente PDFReader. 
 
ShowPDF(self, pdf) 
Esta función es ejecutada cuando se clica en cualquiera de los botones de la 
interfaz que contienen el nombre los documentos, tanto input como output. 
Esta función a través del agente PDFReader abre el visor de pdfs predefinido 
en sistema mostrando así el documento seleccionado. 
 
SearchFiles(self, num_terms) : return output_list 
Esta función se ejecuta al clicar en el boton de búsqueda de nueva 
documentación. Recibe por parámetro el número de conceptos que van a 
formar parte de la query que se enviará al buscador de bibliografía. Por lo 
tanto esta función es la encargada de crear la query a partir de los 
documentos de input y el numero de conceptos, esto se realiza gracias al 
QueryMaker. Una vez creada la query, mediante el BrowserSearcher se busca 
y se descargan documentos de bibliografía científica que retorna el buscador 
de internet. 
Además con la obtención de la nueva bibliografía se extrae el texto de los 
documentos y se estandariza mediante el agente PDFReader. Los stemming 
de los documentos de output se guardan en la capa de dominio para el 
posterior proceso de recomendación. 
Esta función retorna a la interfaz la lista de documentos de output para que 
sean mostrados en una lista de botones. 
 
ComputeSimilarity(self) 
Esta función se ejecuta como primera parte del caso de uso generado al 
clicar en el boton de mostrar la similitud entre documentos. Esta función 
genera la matriz de similitud entre todos los documentos. Para ello utiliza la 
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información ya calculada de los stemming de todos los documentos y los 
envía al agente SimilarityRecommend para obtener la recomendación. 
 
ShowGraph(self, tags_list, thold) 
Una vez conseguida la matriz de similitudes entre todos los documentos, a 
interfaz proporciona a la capa de dominio la información para identificar a los 
documentos, almacenada en el parámetro tags_list que es una lista de 
strings, y la información del porcentaje mínimo a representar en el grafo de 
similitudes. Con esta información y la matriz de similitudes conseguida 
anteriormente se muestra un grafo en tres dimensiones con la 
recomendación de documentos. Esto se realiza mediante el agente 
ConsctructGraph. 
 
4.3.3. Capa de Agentes 
 
4.3.3.1. Agente SelectorFiles.py 
Agente encargado del caso de uso de la selección de ficheros de input para 
ejecutar la aplicación. 
Los documentos seleccionados por el usuario serán copiados al workpath de 
la aplicación para almacenar el texto extraído por si es útil para futuras 
ejecuciones de la aplicación. 
 
__init__(self, workpath) 
La constructora de la clase recibe por parámetro el path que indica el 
directorio workpath de la aplicación para poder copiar en él los documentos 
seleccionados por el usuario. 
 
getFiles(self) : return input_list 
Esta función  tiene como objetivo que el usuario seleccione los ficheros que 
desee que formen parte de la ejecución del programa, es decir los 
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documentos a partir de los cuales quiere recibir nueva documentación 
relacionada con ellos. Para ello la función abre un explorador de documentos 
donde está habilitada la selección de ficheros en formato pdf. Una vez 
seleccionados los documentos se retorna la lista del nombre de los ficheros 
para representar la selección en la interfaz de la aplicación. 
 
4.3.3.2. Agente PDFReader.py 
Este agente es el encargado de tratar todo lo referente a la extracción de 
texto de los documentos. Esto incluye tanto la extracción del texto plano, 
como la estandarización de textos. Además realiza la llamada al visor de pdf 
por defecto del sistema para mostrar los documentos que se quieran leer. 
Tanto el texto plano como los stemmings resultantes de estandarizar el texto 
se guardan en ficheros en el workpath de la aplicación. Esto se realiza así 
porque para futuras ejecuciones, que den como resultado documentos ya 
tratados anteriormente, se optimiza el tiempo de ejecución. 
 
extractText(self, pdf) : return plaintext_file 
Función encargada de extraer el texto plano del documento pdf dado por 
parámetro. Esta función utiliza el extractor de texto, ya mencionado 
anteriormente, Xpdf. Esta herramienta guarda el texto plano en un fichero txt 
en el mismo directorio donde está alojado el documento, es decir, en el 
workpath de la aplicación. La función retorna el nombre del fichero generado 
con el texto plano. 
 
readText(self, file) : return text 
Dado un fichero txt con texto plano, esta función es capaz de extraer el texto 
del fichero y cargarlo en memoria. La función retorna el texto plano para 
poder ser procesado. 
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standardTextFiles(self, files) : return output_files, stem_list 
A partir de una lista de nombres de documentos pdf esta función extrae el 
texto plano de los mismos y estandariza el texto con los pasos indicados 
anteriormente en la memoria. Es decir: 
 Se filtran caracteres extraños 
 Se transforma a minúsculas las palabras 
 Se eliminan signos de puntuación 
 Se divide en una lista de tokens de palabras 
 Por último, se realiza el stemming del texto y se guarda en fichero con la 
extensión .stm en el workpath 
La función retorna dos listas, la primera es la lista de nombres de ficheros 
estandarizados y la segunda es la lista de stemmings de cada fichero. 
 
showPDF(self, item) 
Esta función realiza una llamada de sistema para abrir un fichero formato 
pdf. Como resultado de la llamada de sistema se abre el visor de pdfs 
predefinido del sistema con el documento pasado por parámetro. 
 
4.3.3.3. Agente QueryMaker.py 
Este agente es el encargado de conseguir la query de búsqueda en internet a 
partir de los documentos de input seleccionados por el usuario. 
 
__init__(self, reader) 
La constructora de la clase recibe como parámetro el agente PDFReader para 
poder leer los documentos y posteriormente deducir la query de búsqueda. 
Además la constructora importa el paquete Python TermExtractor que 
implementa el algoritmo de procesamiento de lenguaje natural basado en el 
Parts-of-Speach tagging con el cual se deduce la query. 
constructQuery(self, num_terms, files) : return query 
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Función encargada de conseguir la query de búsqueda retornada como un 
string. Recibe como parámetros el número de conceptos que formarán parte 
de la query y la lista de ficheros seleccionados por el usuario como input de 
la aplicación. 
Por lo tanto esta función extrae el texto plano de los ficheros y una vez se 
tiene el texto extraído se utiliza el algoritmo de POS tagging para deducir los 
conceptos más importantes. 
 
4.3.3.4. Agente BrowserSearcher.py 
Este agente es el encargado de realizar la consulta al buscador de bibliografía 
científica, interpretar el resultado y obtener los documentos que el buscador 
retorna después de hacer la consulta. 
 
__init__(self, workpath) 
La constructora de la clase almacena el workpath, este es un directorio local 
de la aplicación en el cual se van a descargar los documentos de bibliografía 
científica que retorne el buscador después de realizar la consulta. 
 
getOutputFiles(self, query) : return output_list 
Función pública encargada de, a partir de una query, realizar una consulta al 
buscador de bibliografía científica, parsear el resultado HTML del buscador y 
descargar todos los enlaces a ficheros pdf que retorna el buscador. 
Para encontrar los enlaces a los ficheros pdf se utiliza un buscador de urls en 
un texto. A este buscador se le pasa una extensión de fichero y retorna todas 
las url que apuntan a fichero de ese tipo. Una vez encontradas las urls de 
ficheros pdf solo hay que descargarlos, estos ficheros se guardan en el 
workpath. Solo se realiza la descarga si el fichero no está ya en el directorio 
workpath. 
La función retorna la lista de ficheros descargados, es decir los ficheros de 
outputs a recomendar. 
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__sendQuery(self, query) : return html_data 
Función privada que realiza una consulta, dada por parámetro, mediante un 
método POST de httprequest a un buscador de internet concreto. Retorna 
como resultado el HTML de respuesta del buscador. Si se quisiera cambiar de 
buscador únicamente hay que cambiar la dirección a la que se envía el 
paquete POST con la query de consulta. 
 
__downloadStatus(self) 
Función auxiliar que va mostrando por la consola de Python el estado de 
descarga de cada documento. Indica el tamaño total a descargar y el número 
de bytes descargado actualmente.   
 
4.3.3.5. Agente SimilarityRecommend.py 
Agente encargado de la construcción de la matriz de similitudes de 
documentos y, por lo tanto, encargado de generar la recomendación entre los 
documentos de input y los obtenidos mediante el buscador de internet. 
 
__init__(self, models_path) 
La constructora de la clase recibe como parámetro el directorio donde están 
guardados los modelos y el diccionario que se han entrenado con 
anterioridad. Además se genera una instancia del agente ApplyModels el cual 
cargará estos modelos y los utilizará según vaya indicando el agente 
SimilarityRecommend. 
 
getSimilarity(self, stem_list) : return dict_similarities 
Esta función recibe como parámetro la lista de textos estandarizados que se 
desea obtener la similitud semántica entre ellos. Para ello se siguen los pasos 
explicitados anteriormente en la memoria, es decir: 
 Se cargan los modelos entrenados 
 Se transforman los stemmings mediante el diccionario 
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 Se calculan los vectores TfIdf de cada transformación de diccionario 
 Se generan los descriptores textuales, o vectores LSI, a partir de cada 
vector TfIdf 
Estos pasos están implementados en el agente ApplyModels. Una vez se 
tienen los descriptores textuales se pueden comparar mediante la distancia 
de coseno, por lo tanto se genera la matriz de similitudes entre todas las 
parejas de vectores LSI. Una vez se tiene la similitud entre todas las parejas 
de documentos se retorna en forma de diccionario Python con la forma: 
                                    
Donde doc1 y doc2 son claves identificadoras de cada uno de los documentos 
y el valor que se almacena es el porcentaje de similitud resultante de aplicar 
la distancia de coseno entre los vectores. 
 
4.3.3.6. Agente ApplyModels.py 
Este agente está relacionado directamente con los modelos entrenados. Sus 
funciones son para cargar los modelos y utilizarlos, como ya se ha explicado 
con anterioridad, hasta conseguir los descriptores textuales de los 
documentos. 
 
__init__(self, models_path) 
Esta constructora recibe como parámetro un path extraído de las propiedades 
predefinidas de la aplicación que contiene los modelos que se van a utilizar. 
 
loadModels(self) 
Función encargada de cargar en memoria el diccionario de palabras y los 
modelos TfIdf y LSI para futuras transformaciones de textos. Estos modelos 
están guardados en ficheros como resultado del entrenamiento y están 
guardados en el path que se entrega a la constructora de la clase. 
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stem2dictbow(self, stem_list) : return dictbow_list 
Dada una lista de stemmings, es decir una lista de listas de palabras donde 
cada una de las listas de palabras corresponde a un documento diferente, 
esta función transforma cada palabra de cada documento por su identificador 
dentro del diccionario y el número de apariciones de la palabra en el 
documento. Estas palabras deben estar estandarizadas con anterioridad, 
dado que si las palabras no están escritas del mismo modo que se entrenó el 
diccionario, no tendrán identificador y, por lo tanto, se ignorarán dichas 
palabras. 
Por lo tanto esta función devuelve una lista de transformaciones de 
diccionario, donde cada transformación es una lista de tuplas de la forma: 
identificador, número de repeticiones. 
 
getTfIdfVectors(self, dictbow_list) : return tfidf_data 
Dada una lista de transformaciones de diccionario, resultante del 
stem2dictbow, modifica la información para retornar los pesos TfIdf de cada 
una de las palabras de los documentos. Por lo tanto retorna una lista de 
vectores TfIdf, donde cada posición de estos vectores es el identificador de la 
palabra y su peso calculado gracias al modelo TfIdf entrenado. 
 
getLSIVectors(self, tfidf_data) : return lsi_data 
A partir de una lista de vectores TfIdf, resultado de la ejecución del 
getTfIdfVectors, se transforma cada uno de los TfIdf en su correspondiente 
vector LSI, retornando así la lista de descriptores textuales de los 
documentos, uno por documento. 
Estos descriptores se calculan de la forma ya descrita anteriormente 
mediante el modelo LSI y el vector TfIdf correspondiente al nuevo vector LSI 
que se desea obtener. Estos descriptores tienen 300 componentes que son 
los pesos de los 300 temas definidos de forma automática al entrenar el 
modelo LSI. 
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4.3.3.7. Agente ConstructGraph.py 
Agente encargado de construir y mostrar el grafo que representa la similitud 
entre los diversos documentos y por lo tanto la recomendación del programa. 
Por este motivo, este agente tiene una única función que construye un 
conjunto de puntos y las aristas entre ellos, una vez construido se muestra 
en una ventana interactiva un grafo de tres dimensiones. 
 
makeGraph3d(self, nodes_labels, edges_dict, thold, graph_colormap, 
bgcolor, node_size, edge_color, edge_size, text_size) 
La función recibe como parámetros: 
 Los nombres de los nodos, es decir los identificadores de los documentos 
 Un diccionario de aristas, es decir entre qué pares de nodos existe una 
relación y por lo tanto una arista. En nuestro caso dado que todo 
documento se parece a cualquier otro aunque sea con poca similitud este 
diccionario contiene todas las relaciones entre todos los documentos. 
 El siguiente parámetro, thold, es el porcentaje mínimo seleccionado por 
el usuario a partir del cual se van a mostrar la aristas entre los 
documentos. 
 Los siguientes parámetros están predefinidos pero aún así son 
parámetros de entrada a la función dado que este agente es capaz de 
generar cualquier grafo en tres dimensiones, por lo tanto no es necesario 
indicar los siguientes parámetros. De todos modos los siguientes 
parámetros indican: 
 Mapa de colores, de entre las opciones que ofrece la librería de 
representación 3D (Mayavi), indica el rango de tonalidades que van a 
tener los nodos del grafo. 
 Color del fondo es un color indicando las componentes RGB con el cual se 
va a dar color al fondo de la ventana donde se representa el grafo. 
 Tamaño de los nodos, es un numero decimal que indica el tamaño que 
van a tener inicialmente los nodos del grafo. 
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 Color de las aristas, este es un color indicando las componentes RGB con 
el que se pintarán las aristas representadas en el grafo. 
 Tamaño de las aristas, de la misma forma que los nodos, este numero 
decimal indica el grosor inicial que tendrán las aristas del grafo. 
 Tamaño del texto, igual que los tamaños de aristas y nodos, este indica el 
tamaño de las etiquetas tanto de los nodos como de las aristas. 
Como resultado de la función se abre un visor de grafos propio de la librería 
Mayavi en el cual está representado el grafo de similitudes, se puede navegar 
por él para visualizar unos nodos u otros. Además tiene las funcionalidades 
de zoom y pan para poder posicionarse en el lugar que el usuario prefiera 
para entender mejor el grafo. 
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5. Experimentos 
 
 
 
 
 
 
 
 
En este capítulo de la memoria se expondrán diversos experimentos que se 
han realizado a lo largo del desarrollo del proyecto así como experimentos 
realizados una vez completada la implementación de la aplicación de 
recomendación de bibliografía científica. 
 
5.1. Número de documentos del corpus de entrenamiento 
 
Objetivo del experimento: 
Este experimento tiene como objetivo definir el número necesario de 
documentos que son útiles para entrenar el diccionario y los modelos TfIdf y 
LSI. Para ello se realizarán una serie de entrenamientos con corpus cada vez 
más grandes y se evaluará cómo evoluciona la distancia de coseno entre 
varios documentos que servirán para testear los modelos. 
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Metodología del experimento: 
Previamente al experimento se tienen descargados, mediante un buscador de 
enlaces, un total de 12.649 documentos científicos en formato pdf e idioma 
inglés. Con ellos de generan diccionarios y modelos cada vez con un número 
mayor de documentos. 
Estos entrenamientos se realizan seleccionando cada vez 1.000 documentos 
de forma aleatoria y añadiéndolos a los del entrenamiento anterior se forma 
un nuevo corpus que da lugar al nuevo diccionario y modelos. Es decir, 
tenemos un diccionario, un modelo TfIdf y un modelo LSI para corpus de 
1.000, 2.000,..., 12.000 documentos. Estos modelos se aplican sobre un 
conjunto de 7 documentos sobre los que calculamos la similitud entre todas 
las posibles parejas. La evolución de la similitud entre los documentos será la 
que determine qué corpus es el mejor y por lo tanto cual es la cantidad de 
documentos que son necesarios para entrenar. 
Estos 7 documentos de test son los siguientes: 
 Don't look stupid: Avoiding pitfalls when recommending research 
papers 
M. McNee, N. Kapoor, J. A. Konstan. 2006. 
 Context-aware citation recommendation 
Q. He, J. Pei, D. Kifer, P. Mitra, C. Lee Giles. 2009. 
 Citation recommendation without author supervision 
Q. He, J. Pei, D. Kifer, P. Mitra, C. Lee Giles. 2010. 
 Evaluating visual and statistical exploration of scientific literature 
networks  
R. Gove, C. Dunne, B. Shneiderman, J. Klavans, B. Dorr. 2011. 
 Personalized academic research paper recommendation system 
J. Lee, K. Lee, J. G. Kim. 2011. 
 Rapid understanding of scientific paper collections: Integrating 
statistics, Text analytics and Visualization 
C. Dunne, B. Shneiderman, R. Gove, J. Klavans, B. Dorr. 2012. 
 A new metric for measuring relatedness of scientific papers based on 
non-textual features 
F. Zarrinkalam, M. Kahani. 2012. 
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Como se puede comprobar todos ellos tienen como temática común la 
recomendación de documentos científicos o la recomendación de referencias 
en un texto. Estos documentos no forman parte del corpus de entrenamiento. 
Con ellos se calcula la similitud entre cada pareja de documentos y la 
similitud media se coge como referencia para decidir la evolución de la 
bondad de los modelos. 
 
Resultados obtenidos: 
Como es de esperar, contra mayor cantidad de documentos en el 
entrenamiento mejor definidos estarán los temas del modelos LSI y por lo 
tanto más alta será la recomendación. Por contra, al ser un corpus aleatorio, 
para poder recomendar cualquier temática científica, si el número de 
documentos es muy elevado entrarán en el entrenamiento una cantidad 
importante de documentos que generan ruido y por lo tanto el porcentaje de 
similitud tenderá a estabilizarse. Es en ese momento cuando hay que decidir 
el número de documentos de entrenamiento, ya que aumentar ese número 
no hace elevar de forma sustancial la similitud entre documentos que 
sabemos que se parecen, como los 7 documentos de test. 
La siguiente tabla muestra la evolución de la similitud media entre los 7 
documentos utilizando los diferentes corpus de 1.000 a 12.000 documentos: 
 
Tamaño 
del corpus 
1.000 2.000 3.000 4.000 5.000 6.000 
Media de 
similitud 
77.26 % 82.54 % 87.81 % 92.33 % 95.87% 97.64 % 
Tamaño 
del corpus 
7.000 8.000 9.000 10.000 11.000 12.000 
Media de 
similitud 
97.78 % 97.94 % 98.12 % 98.17 % 98.22 % 98.27 % 
Tabla 1: Resultados Experimento 1 
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Imagen 5: Gráfico de la evolución de la similitud en función  
del número de documentos de entrenamiento 
 
Conclusiones del experimento: 
Como se puede apreciar en la tabla de arriba la similitud  entre estos 
documentos se estabiliza a partir de los 6.000 documentos de 
entrenamiento. Esto indica que por mucho que aumentemos el número de 
documentos, el LSI ya está suficientemente bien definido y no se modifica de 
forma sustancial la definición de los descriptores textuales para representar 
al documento. 
Por lo tanto, podemos afirmar que a partir de esta cifra de documentos los 
modelos no sufren una gran modificación por lo que son modelos que dan 
lugar a buenas recomendaciones. 
En el caso del proyecto finalmente se deciden coger los modelos generados a 
partir de 7.000 documentos para no quedarnos con el primer modelo de los 
seis que están estabilizados. 
Por otro lado, el modelo de la selección de 7.000 documentos lo componen 
un total de 6.957. Esto es porque hay documentos que se filtran antes de 
entrenar. Los documentos se filtran porque no tienen palabras suficientes, 
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solo lo componen símbolos extraños codificando imágenes o no se pueden 
leer, entre otros motivos. 
 
5.2. Selección del número de conceptos a buscar en una 
ejecución 
 
Objetivo del experimento: 
Este experimento tiene como objetivo aconsejar al usuario un número optimo 
de conceptos que debe extraer el algoritmo de POS tagging para generar la 
búsqueda de documentación en internet. Este valor es seleccionable por el 
usuario desde la interfaz de la aplicación. 
 
Metodología del experimento: 
Para realizar este test se van a realizar diversas ejecuciones, todas con los 
mismos documentos de input y se va a analizar los resultados obtenidos, 
únicamente cambiando el número de conceptos a extraer para generar la 
query de búsqueda. 
Los documentos que harán de input de las ejecuciones son los estos dos: 
 Don't look stupid: Avoiding pitfalls when recommending research 
papers 
M. McNee, N. Kapoor, J. A. Konstan. 2006. 
 Context-aware citation recommendation 
Q. He, J. Pei, D. Kifer, P. Mitra, C. Lee Giles. 2009. 
Como ya se justificó en el experimento anterior, estos documentos no forman 
parte del corpus de entrenamiento. Por lo tanto el sistema no conoce nada de 
estos documentos a la hora de realizar las ejecuciones de la aplicación. 
 
  
  
 
78 
 
Resultados obtenidos: 
En las siguientes tablas se muestra el número de términos que generan la 
query de búsqueda, el número de outputs obtenidos que han sido 
recomendados y la máxima recomendación entre un documento seleccionado 
por el usuario y uno de los obtenidos de internet.  
Contra mejor sea esta recomendación, entre input y output, mejor funciona 
el sistema ya que lo que realmente interesa es documentación similar a la 
seleccionada por el usuario. El sistema calcula la similitud entre todas las 
parejas de outputs para informar al usuario como se parece la respuesta 
obtenida. 
 
Número de conceptos 1 5 10 15 
Documentos obtenidos 6 18 23 22 
Máxima recomendación 81.02% 88.33% 92.86% 88.32% 
 
Número de 
conceptos 
20 25 30 
Documentos 
obtenidos 
20 27 26 
Máxima 
recomendación 
87.70% 87.81% 86.73% 
Tabla 2: Resultados del Experimento 2, similitudes 
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Las querys generadas en las ejecuciones han sido las siguientes: 
 
Número de 
términos 
Query 
1 recommendation 
5 citation paper user algorithm 
10 context list document task recommender 
15 result information plsi work manuscript 
20 method baye candidate cf item 
25 query system model research text 
30 tf manuscript acm sin placeholder 
Tabla 3: Resultados Experimento 2, querys 
En la columna de query se han mostrado únicamente los 5 terminos que se 
añaden a los anteriores 5 en cada ejecución para hacer más legible la tabla. 
 
Conclusiones del experimento: 
Como se puede observar en los resultados el rango de conceptos que 
generan mejores resultados se encuentran entre 5 y 15 términos, siendo el 
pico más elevado de recomendación los 10 términos. 
Si se seleccionan pocos términos, entre 1 y 5, la respuesta del buscador no 
es buena ya que no tiene información suficiente de los documentos de 
entrada para encontrar documentos que se les parezcan. 
Seleccionar un número elevado de términos a extraer, más de 20, es 
contraproducente ya que se están incluyendo conceptos en la búsqueda que 
no son demasiado relevantes dentro del documento y por lo tanto generan 
ruido en la búsqueda llegando a encontrar documentos que se parecen 
menos en comparación a cuando se usan 10 términos.   
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5.3. Análisis del tiempo de ejecución 
 
Objetivo del experimento: 
Con este experimento se pretende analizar el tiempo medio de ejecución de 
la aplicación. El cuello de botella se encuentra en la búsqueda en internet y la 
posterior descarga de documentos, por este motivo se ha añadido una 
carpeta local temporal donde se guardan documentos de ejecuciones 
anteriores durante un tiempo corto, dos días, para no tener que volver a 
procesar los documentos si se vuelven a encontrar en internet. 
Por lo tanto se pretende analizar la diferencia de tener los documentos ya 
descargados y tener que realizar una ejecución sin tener ningún documento 
guardado. 
Cabe hacer hincapié en que cada ejecución depende del número de 
documentos que retorna el buscador y del tamaño de cada uno de ellos. 
 
Metodología del experimento: 
Para analizar estos tiempos registraremos el tiempo de ejecución con el 
directorio de documentos y sin él, teniendo que descargar todos los 
documentos de respuesta. Para ello realizaremos dos veces cada ejecución y 
así se podrá evaluar la diferencia de tiempo de cada una de ellas. 
No se puede evaluar el tiempo entre las diferentes ejecuciones ya que el 
número de documentos a recomendar tienen un tamaño diferente. Lo que se 
evaluará será el tiempo de ejecución por cada documento recomendado, es 
decir, dividir el tiempo de ejecución entre el número de documentos 
recomendados. 
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Resultados obtenidos: 
Ejecución 1: 
Se han utilizado 2 documentos de entrada y el parámetro del número de 
términos es de 10. 
 
Sin directorio de 
documentos 
Con directorio de 
documentos 
Documentos 
obtenidos 
22 22 
Tiempo total (seg) 104.75 4.28 
Tiempo por 
documento (seg/doc) 
4.76 0.19 
Tabla 4: Resultados Experimento 3, primera ejecución 
 
Ejecución 2: 
En la segunda ejecución se ha utilizado tan solo 1 documento de entrada 
pero se ha aumentado el número de términos a buscar como query que ha 
sido de 15 términos. 
 
Sin directorio de 
documentos 
Con directorio de 
documentos 
Documentos 
obtenidos 
14 14 
Tiempo total (seg) 148.3 11.65 
Tiempo por 
documento (seg/doc) 
10.59 0.83 
Tabla 5: Resultados Experimento 3, segunda ejecución 
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Ejecución 3: 
Se han utilizado 2 documentos de entrada y el parámetro del número de 
términos es de 10. 
 
Sin directorio de 
documentos 
Con directorio de 
documentos 
Documentos 
obtenidos 
27 27 
Tiempo total (seg) 142.62 9.70 
Tiempo por 
documento (seg/doc) 
5.28 0.36 
Tabla 6: Resultados Experimento 3, tercera ejecución 
 
Conclusiones del experimento: 
Como se puede observar, si el programa necesita descargar toda la 
documentación que el buscador indica que se debe recomendar las 
ejecuciones tardan del orden de 2 minutos cada una. La variabilidad de las 
ejecuciones depende de la cantidad de documentos y el peso de los mismos 
por ello encontramos que cada documento tarda entre 4 y 10 segundos en 
ser recomendado. 
En cambio si se tienen previamente los documentos ya guardados, de una 
ejecución anterior, el tiempo se reduce drásticamente. Esto es debido a que 
la aplicación de recomendación solo descarga nuevos documentos si no se 
encuentran ya en el ordenador del usuario, en el directorio temporal de 
descarga propio de la aplicación. Como muestran los resultados, las mismas 
ejecuciones que tardaban del orden de 2 minutos han pasado a tardar unos 
10 segundos, esto supone menos de 1 segundo por documento 
recomendado. 
Este experimento demuestra que el sistema de recomendación desarrollado 
es capaz de dar una respuesta al usuario en un tiempo razonable. Y, desde 
luego, este tiempo es muchísimo más rápido si el proceso lo realizase el 
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propio usuario teniendo que leer y entender los documentos de entrada 
además de evaluar uno a uno todos los documentos de salida para 
finalmente decidir cuál de ellos le es más adecuado leer. 
 
5.4. Ejecución práctica. Visualización de la similitud 
 
Objetivo del experimento: 
Con este experimento se quiere mostrar una ejecución de la aplicación y 
explicar el resultado de la visualización del grafo de similitudes resultante. 
 
Metodología del experimento: 
Para realizar esta ejecución se selecciona un documento de entrada. En este 
caso utilizamos el documento: 
 Context-aware citation recommendation 
Q. He, J. Pei, D. Kifer, P. Mitra, C. Lee Giles. 2009. 
Los parámetros utilizados para búsqueda y la representación de las 
similitudes son los siguientes: 
 Número de términos para la consulta: 15 
 Similitud mínima representada: 75%, 85%, 90% 
Se realizan tres ejecuciones, una con cada uno de los umbrales mininos de 
similitud seleccionados para justificar una elección correcta del mismo. 
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Resultados obtenidos: 
Al ejecutar este experimento con el documento de input indicado y los 15 
conceptos para formar la query de consulta al buscador obtenemos 19 
documentos de salida que la aplicación debe recomendar: 
 
 
Imagen 6: Ejecución del experimento 5.4 
 
Se van a generar los tres grafos con las diferentes representaciones mínimas 
de similitud. A partir de ellos evaluaremos qué nivel es el indicado para que 
la aplicación aporte al usuario la información suficiente para que la 
representación del grafo sea comprensible. 
Los resultados son los siguientes: 
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Imagen 7: Grafo con threshold del 75% de similitud 
 
Como se puede observar, representando a partir de una similitud del 75%, la 
cantidad de aristas que se generan hacen que el grafo contenga demasiada 
información y no sea una respuesta clara para que el usuario sepa con 
exactitud la recomendación que está realizando el sistema. 
 
 
Imagen 8: Grafo con threshold del 85% de similitud 
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Subiendo la representación de aristas a partir del 85% de similitud 
encontramos un grafo con una cantidad decente de información 
representada. Ahora el usuario observando el grafo puede ver claramente 
qué documentos son los recomendados. En este caso, los documentos más 
similares al input son los outputs etiquetados como 6, 11, 12, 13 y 19. Si el 
usuario desea leerlos solo tiene que volver a la interfaz y seleccionar 
cualquiera de ellos para abrir el lector de pdfs. 
Aún así existen demasiadas recomendaciones de nuestro documento de 
input, por ello seguimos subiendo el mínimo de similitud representada hasta 
el 90% donde, como se puede ver en la siguiente imagen, sólo existe un 
documento que tenga una similitud por encima de dicho límite que se 
relacione con el input. En este caso la mejor recomendación es el documento 
de output etiquetado con el número 11, con una similitud del 91.01%. 
 
Imagen 9: Grafo con threshold del 90% de similitud 
 
Conclusiones del experimento: 
Como conclusión de este experimento se puede determinar que es 
importante encontrar una similitud mínima adecuada en cada ejecución, ya 
que: 
 Si se relaja el porcentaje de similitud, seleccionando un número 
inferior a un 85-90%, el grafo resultante tiene demasiadas aristas 
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representadas y resulta ilegible para el usuario. Además similitudes 
por debajo del 80-85% se puede considerar que no es una similitud 
buena, es decir, son documentos que se asemejan poco. 
 Si por el contrario, se es muy estricto asignando el porcentaje de 
similitud a representar. Se corre el riesgo de no obtener ninguna 
arista, o demasiado pocas. En este caso el grafo carece de información 
útil para el usuario. 
En ambos casos la solución es sencilla, hay que adecuar la selección de la 
similitud mínima representada a cada ejecución para obtener un número 
razonable de aristas y así poder entender el grafo y saber qué documentos 
son los recomendados por la aplicación.  
El número más adecuado para representar la similitud se encuentra entre 85 
y 90% en la mayoría de ejecuciones realizadas. 
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6. Planificación y presupuesto 
 
 
 
 
 
 
 
6.1. Planificación final del proyecto 
 
El proyecto comenzó a realizarse el 25 de Marzo de 2013 y la fecha final del 
mismo es el día 11 de Abril de 2014.  
El proyecto final de carrera correspondiente a la titulación de Ingeniería 
Informática (plan 2003) consta de un total de 37,5 créditos. La normativa 
estima que la carga de trabajo son unas 20horas por crédito, esto quiere 
decir que el proyecto dura unas 750 horas de trabajo. 
El desarrollo de este proyecto ha compaginado con la  actividad laboral 
diaria, esto ha supuesto no poder dedicar las 8 horas diarias al proyecto y 
por este motivo se ha desarrollado en un año.  
A continuación se muestran la lista de tareas y horas dedicadas a cada una 
de ellas: 
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Tarea Descripción Rol Horas 
Etapa 1 Inicial  38 
T1 Estudio de antecedentes R2 38 
Etapa 2 Investigación  323 
T2 Estudio de tecnologías R2 323 
T2.1 Extractores de texto de PDF R2 47 
T2.2 Estudio algoritmia Minería de Textos R2 157 
T2.3 Estudio Python R2 86 
T2.4 Estudio de visualización 3D R2 33 
Etapa 3 Desarrollo  388 
T3 Planificación de desarrollo R1 3 
T4 Diseño y especificación de la aplicación R1 9 
T5 Desarrollo de la aplicación (Backend) R3 109 
T6 Entrenamiento de modelos R3 182 
T7 Desarrollo de la interfaz grafica (Frontend) R3 85 
Etapa 4 Testeo  41 
T8 Pruebas de los modelos R4 23 
T9 Pruebas completas de la aplicación R4 17 
Etapa 5 Documentación  72 
T10 Redacción de la memoria del proyecto R1 72 
  Total: 862 
Tabla 7: Tareas del proyecto 
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6.2. Diagrama de Gantt 
 
El siguiente diagrama de Gantt muestra el desarrollo de las Tareas 
anteriormente explicitadas y su extensión en el tiempo.  
La media de trabajo diario durante el desarrollo de este proyecto han sido 
unas 3 horas diarias durante los días laborales, es decir unas 15 horas 
semanales. 
 
 
Diagrama 2: Diagrama de Gantt del proyecto 
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6.3. Recursos humanos 
 
Como se puede ver en la lista de tareas de más arriba, en el desarrollo del 
proyecto han intervenido los cuatro roles típicos en un proyecto de desarrollo 
de software: 
 
Etiquetas Roles Salario 
R1 Jefe de proyecto 50 €/h 
R2 Analista / Diseñador 40 €/h 
R3 Programador 30 €/h 
R4 Tester 20 €/h 
Tabla 8: Roles del equipo del proyecto 
 
El trabajo del Jefe de proyecto ha sido planificar el proyecto, diseñar qué es 
lo que quería que se desarrollase y documentar en la memoria final todo el 
trabajo realizado. 
Por parte del analista y diseñador se ha realizado toda la investigación de 
tecnologías necesarias para llevar a cabo el desarrollo de la aplicación 
recomendadora. Así mismo el analista es el encargado de realizar un estudio 
de antecedentes para comprender qué se ha hecho con anterioridad y cómo 
se ha hecho, esto sirve como punto de partida del desarrollo del proyecto. 
El trabajo del programador es implementar tanto la inteligencia de la 
aplicación, como entrenar los modelos e implementar la capa gráfica. Por 
parte del tester se deben probar tanto los modelos entrenados como la 
aplicación en todo su conjunto. 
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6.4. Presupuesto del proyecto 
 
Realizar el análisis económico de un proyecto de investigación de estas 
características es complicado dado que la misma persona ha desempeñado 
todos los roles y por este motivo se ha invertido mucho tiempo en investigar 
tecnologías para el desarrollo del proyecto.  
Si este proyecto fuese a realizarse como una actividad comercial a partir de 
los conocimientos investigados, únicamente centrando el presupuesto en las 
tareas de estudio de antecedentes, desarrollo y testeo del proyecto quedaría 
se la siguiente manera: 
 
Roles Horas Salario Subtotal 
Jefe de proyecto 12 50 €/h 600 € 
Analista / Diseñador 38 40 €/h 1.520 € 
Programador 376 30 €/h 11.280 € 
Tester 41 20 €/h 820 € 
  Total: 14.220 € 
Tabla 9: Presupuesto del proyecto 
 
Debe indicarse que todas las herramientas utilizadas son libres, por lo tanto 
no existe ningún coste adicional a las horas de trabajo para desarrollar el 
proyecto. 
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7. Conclusiones 
 
 
 
 
 
 
 
7.1.  Conclusiones finales del proyecto 
 
Una vez elaborado el proyecto podemos concluir que es posible recomendar 
bibliografía científica encontrada en internet sin más información por parte 
del usuario que unos documentos seleccionados.  
Como demuestran los tests que analizan el tiempo de ejecución, este proceso 
tarda varios minutos, sobre todo si se deben descargar los nuevos 
documentos. Aún así, es cierto que el proceso de recomendación es mucho 
más rápido que si una persona realizase el proceso partiendo de las mismas 
premisas que la aplicación. Es decir, si una persona tuviese que leer los 
documentos de entrada, entenderlos, realizar una consulta a internet y 
revisar todas las respuestas que retorna el buscador tardaría mucho más 
tiempo que la aplicación recomendadora que tan solo tarda unos minutos en 
el peor de los casos. 
Por lo tanto, se ha cumplido el objetivo de diseñar e implementar una 
herramienta capaz de descubrir nuevos documentos científicos que se 
asemejen a los que el usuario ofrece al sistema. 
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Durante las investigaciones realizadas se han adquirido una gran cantidad de 
conocimientos sobre la minería de textos y los algoritmos relacionados con 
ella. Estos conocimientos sirven como base para poder seguir el camino 
desarrollado en este proyecto y pensar en futuras soluciones a problemas 
cotidianos relacionados con documentación, como por ejemplo problemas de 
clasificación automática de documentos o indexación de una biblioteca con la 
finalidad de realizar búsquedas semánticas en ella. 
 
7.2.  Valoración personal del proyecto 
 
Personalmente este proyecto final de carrera ha supuesto una fuente de 
conocimientos que inicialmente me atraía investigar más sobre ellos.  
En primer lugar he profundizado en el lenguaje de programación Python que 
al inicio del proyecto solo lo conocía como una herramienta que utiliza una 
gran comunidad de desarrolladores, pero era un lenguaje en el cual yo nunca 
había desarrollado nada. 
En segundo lugar en este proyecto se han investigado las bases de la minería 
de textos, un tema que me atrajo mucho la atención durante la asignatura de 
Recuperación de la Información durante mis estudios en la FIB. Gracias a 
este proyecto he podido ampliar mis conocimientos sobre este tema y aplicar 
de forma práctica y en un caso real algunos conocimientos que adquirí de 
forma teórica durante la Ingeniería, como los conceptos de TfIdf o LSI. 
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7.3.  Futuras líneas de trabajo 
 
Los sistemas de recomendación de textos y la minería de textos son áreas 
muy extensas donde poder investigar muchos problemas diversos que parten 
de las mismas premisas y algoritmos. Como se ha indicado en el capitulo 
referente a la minería de textos se han resuelto muchos problemas pero aún 
quedan muchos que se pueden investigar o mejorar. 
En concreto, a partir de este proyecto existen diversas líneas para continuar 
el trabajo realizado y que son interesantes de investigar: 
 Estudio de las relaciones entre documentos: Teniendo una gran 
cantidad de documentos, en este caso documentos científicos, es 
posible realizar un entramado de similitud entre ellos y a partir de la 
proximidad de parecido entre ellos se podrían definir clusters de 
documentos que traten un tema y estudiar con que temas mantienen 
relaciones. Con esto se podría llegar a definir un sistema de 
clasificación de documentos, por ejemplo utilizando un SVM3, que dado 
un nuevo documento sea capaz de indicar sobre qué trata y a qué 
cluster de documentos es más próximo para saber que documentos se 
aproximan a él. 
 Realizar un árbol de dependencias entre documentos a partir de las 
referencias bibliográficas: Asumiendo que un documento se escribe en 
base a un conjunto de bibliografías que sirven de ayuda al autor se 
podría diseñar un árbol de referencias para estudiar si documentos que 
tratan sobre temas muy diversos realmente parten de las mismas 
bases, es decir estudiar si tienen algún documento referenciado en 
común. 
Ambas líneas de trabajo se pueden desarrollar a partir de los conceptos 
estudiados en este proyecto. Aún así, la minería de textos y los sistemas 
de recomendación y relación entre textos no están lo suficientemente 
desarrollados para que los métodos estudiados en este proyecto sean los 
únicos a tener en cuenta en cualquier sistema de recomendación de 
                                                          
3
 Anexo con definición de SVM en el punto 8.3 
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textos. En cada uno de ellos se debe estudiar el paradigma sobre el que 
se trabaja (si se tienen todos los documentos, si se tienen ejemplos muy 
concretos con lo que trabajar, múltiples idiomas, etc.) e a partir de él 
definir las estrategias que den mejores resultados.  
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8. Anexo 
 
 
 
 
 
 
 
 
8.1. Singular Value Decomposition (SVD) 
 
La descomposición en valores singulares de una matriz de números reales o 
complejos, de dimensiones       , el resultado de una factorización de 
la misma en la forma:          . 
Las matrices resultantes de la factorización se definen de la siguiente 
manera: 
 U es una matriz unitaria de dimensiones    .  
   es una matriz diagonal de valores reales no negativos de 
dimensiones    . Los valores de esta diagonal cumplen la propiedad: 
                          siendo    . 
    es la matriz transpuesta de la adjunta de V de dimensiones    . 
Esta matriz es unitaria. 
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Se define como matriz unitaria toda matriz que cumple la propiedad      
 , es decir, una matriz multiplicada por su transpuesta conjugada, también 
denominada adjunta, es igual a la Identidad. Si se cumple que todas las 
componentes de la matriz A son valores reales se cumple la propiedad 
hermítica, es decir,               
      . 
Los valores de la diagonal de la matriz   son los valores singulares de la 
matriz M, las componentes de la diagonal      se denotan como   . Las m 
columnas de la matriz U son denominadas como los vectores singulares por 
la izquierda de la matriz M. De la misma forma, las n columnas de la matriz V 
son los vectores singulares por la derecha de la matriz M. 
De forma gráfica, descomponer la matriz M en una multiplicación por 
matrices unitarias no afecta a la norma de los vectores, solo son rotaciones. 
En la figura se parte de un círculo de radio unitario. A este círculo se le aplica 
la transformación M por un lado, y por el otro se le aplica la transformación 
equivalente        : 
 
Imagen 10: Demostración gráfica de SVD 
 
Toda matriz        se puede descomponer en valores singulares. 
La descomposición de matrices en valores singulares tiene aplicaciones en el 
algebra lineal, estadística o procesamiento de señales. 
Entre otras, algunas aplicaciones son: 
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 Cálculo de la inversa de una matriz 
 Cálculo de mínimos cuadrados 
 Compresión de imágenes digitales 
En el caso que interesa en el desarrollo de este proyecto es la matriz V de 
vectores singulares. El algoritmo de LSI utiliza el resultado de la ecuación 
            para obtener los vectores singulares que definen a cada 
documento y por lo tanto definen el peso de cada uno de los temas del 
corpus dentro del documento. La ecuación             es una 
transformación de la SVD          , donde M es la matriz TfIdf. En el 
caso del LSI como parte de una matriz de pesos reales normalizados entre 0 
y 1, TfIdf, es equivalente el cálculo de la adjunta y el cálculo de la traspuesta 
en la descomposición SVD. Esto es así porque la matriz de pesos TfIdf que se 
descompone en valores singulares cumple la propiedad hermítica. 
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8.2. Principal Component Analysis (PCA) 
 
El análisis de componentes principales es un procedimiento estadístico que 
utiliza una transformación ortogonal sobre una matriz para convertir un 
conjunto de valores posiblemente dependientes en un conjunto de valores 
linealmente independientes. Estos valores independientes son las 
denominadas componentes principales de una matriz. 
Esta transformación ortogonal consiste en cambiar el sistema de coordenadas 
del conjunto original de datos por un sistema de coordenadas cuyos ejes 
estén definidos por la varianza de mayor tamaño, primer eje, la segunda 
varianza más grande es el segundo y así sucesivamente. Para hallar esta 
transformación debe encontrarse primero la matriz de covarianzas. Para toda 
matriz existe una base de vectores singulares que permite esta 
transformación de sistema de coordenadas. 
Existe también el PCA a partir de la matriz de coeficientes de correlación. LSI 
utiliza PCA a partir de la matriz de covarianza porque sus componentes son 
dimensionalmente homogéneas, es decir que todos los documentos tienen 
valor para un mismo número de temas, y se tienen valores medios de cada 
componente muy similares. 
El PCA se aplica de la siguiente forma a partir de la matriz covarianzas: 
Suponiendo una muestra de n documentos a los cuales se les ha definido m 
variables que los definen. PCA permite reducir a un número      el 
número de variables sin perder información útil. Cada uno de los k factores 
se llaman componente principal. 
Por lo tanto se pretende reducir una matriz X de dimensiones     a otra de 
dimensiones menores    .  
Los datos deben estar normalizados y con la media centrada en el 0. Para 
ello se normalizan restando la media de cada variable m  y dividiéndola por 
su desviación estándar. 
La matriz de covarianza se calcula a partir de la ecuación:         
    
   
. PCA 
se basa en la descomposición en vectores propios de la matriz de covarianza, 
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es decir:                donde    es el valor propio asociado al vector propio 
  .  
Por último se entiende de la formula          que    es la proyección de los 
valores propios    y por lo tanto miden la cantidad de varianza y cada valor 
representa menor varianza que el anterior por lo tanto es la reducción de 
componentes principales. 
El PCA es aplicable bajo varias condiciones. En primer lugar se presupone la 
linealidad de los datos observados dado que si son independientes no se 
reducirán las dimensiones de la matriz de observación original. Y en segundo 
lugar existe estadísticamente la media y la covarianza de las componentes 
dado que PCA encuentra las direcciones de los ejes en el espacio de las 
observaciones considerando que se distribuyen de forma gaussiana. Ambas 
condiciones se cumplen en la descomposición de valores singulares que 
realiza el LSI, por lo tanto es aplicable el PCA para reducir las dimensiones de 
la matriz en k temas, entre 200 y 300,  para definir los descriptores textuales 
de los documentos. 
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8.3. Support Vector Machine (SVM) 
 
Las máquinas de vectores soporte son una de las herramientas más 
utilizadas en la minería de textos. Su función es definir, a partir de un 
conjunto de puntos de k dimensiones, las regiones que forman, es decir 
encontrar hiperplanos que separen clusters de información que sean 
próximos los unos de los otros. 
El método de entrenamiento de un SVM es entregarle un conjunto de puntos 
y la etiqueta o clase a la cual pertenece cada punto. SVM se parametriza de 
tal forma que intenta generar regiones maximizando los márgenes para 
cometer el mínimo error posible en el conjunto de entrenamiento para que a 
la hora de entrar en ejecución tampoco se cometa error alguno, dado que 
deberá clasificar nuevos puntos sin saber a qué etiqueta pertenecen. 
 
 
Imagen 11: Ejemplo de SVM 
 
Esta herramienta serviría de ayuda en el caso que se ha expuesto en una de 
las líneas de trabajo futuro. En esa línea se pretende clasificar la información 
de los documentos científicos para montar una biblioteca temática donde 
encontrar la información que se desea. 
  
 
105 
 
Para Python y muchos otros lenguajes existe la librería libSVM [11] con 
soporte y guías para la parametrización, así como herramientas auxiliares 
para visualizar resultados. 
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8.4. Acrónimos 
 
 ANN: Artificial Neural Network 
 HTML: Hypertext markup language 
 KNN: K-Nearest Neightbor 
 LSI: Latent semantic indexing 
 NLTK: Natural language toolkit 
 OCR: Optical character recognition 
 PCA: Principal component analysis 
 PDF: Portable document format 
 POS: Parts of speach 
 SVD: Singular value decomposition 
 SVM: Support vector machine 
 Tf-Idf: Term frecuency – Inverse document frecuency 
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8.5. Dependencias Python 
 
Paquetes nativos de Python: 
 Httplib 
 Os 
 PIL 
 Re 
 Shutil 
 Socket 
 TkFileDialog 
 Tkinter 
 Urllib 
 Urllib2 
Paquetes instalados: 
 Gensim 
 Matplotlib 
 Mayavi 
 Networkx 
 NLTK 
 Numpy 
 Scipy 
 TermExtract 
Scripts auxiliares necesarios, estos scripts se encuentran en el directorio Utils 
del proyecto y son importados por la aplicación: 
 Stemming.py 
 UrlLister.py 
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