A large number of deep learning models have been proposed for the text matching problem, which is at the core of various typical natural language processing (NLP) tasks. However, existing deep models are mainly designed for the semantic matching between a pair of short texts, such as paraphrase identification and question answering, and do not perform well on the task of relevance matching between short-long text pairs. This is partially due to the fact that the essential characteristics of short-long text matching have not been well considered in these deep models. More specifically, these methods fail to handle extreme length discrepancy between text pieces and neither can they fully characterize the underlying structural information in long text documents.
INTRODUCTION
Matching two pieces of text has long been a core research problem underlying numerous natural language processing tasks. The past few years have seen the great success of deep models [10, 23, 26, 35] for semantic matching tasks such as question answering (QA) [38] , Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. CIKM '18, October 22-26, 2018 , Torino, Italy © 2018 Association for Computing Machinery. ACM ISBN 978-1-4503-6014-2/18/10. . . $15.00 https://doi.org /10.1145/3269206.3271806 paraphrase identification [39] and automatic conversation [13] etc. However, it is still challenging to estimate the relevance between a pair of short and long text pieces. For example, in query-document matching, user queries usually contain a few words, while the lengths of documents could vary from hundreds to thousands of words. Given rich semantic and syntactic structures that exist in long documents and the extreme discrepancy between the lengths of queries and documents, accurately estimating the relevance between them is hard.
Existing methods for text matching are typically categorized into three types including unsupervised metrics [16] , feature-based models and deep matching models [10, 23, 26, 35] . For unsupervised metrics, documents are transferred to vectors with representation methods such as bag-of-words (BOW). Then the distance between vectors are calculated according to metrics like euclidean distance, cosine similarity and so on. However, such approaches are principally based on the term frequency and ignore the semantic structures of natural language. Thus leading to poor performance for complicated tasks. Feature-based models, or feature engineering [36] rely on hundreds or thousands of handcrafted features. In reality, search engines also depend on other auxiliary information like click history, ad hoc rules and metadata, etc., to boost the querydocument matching performance. Obviously, handcrafting features is time-consuming, possibly incomplete and application-specific.
Recently, lots of deep models have also been applied to text matching, e.g., [10, 23, 26, 35] , which can be divided into two categories depending on the model structures: representation-focused and interaction-focused. Representation-focused models [26, 35] take the word embedding sequences of a pair of text objects as the inputs, and learn their intermediate contextual representations through Siamese neural networks, on which final scoring is performed. While interaction-focused deep models [10, 23] focus on local interactions between two pieces of text and learn the complex interaction patterns with deep neural networks. Comparing to other methods, deep matching models are generalized while maintaining high accuracy in various NLP tasks.
However, we show that most existing deep models can not yield satisfactory performance for relevance matching between a pair of short and long text objects. It is partially due to the essential differences between semantic matching and relevance matching. Semantic matching tasks, such as paraphrase identification, concentrate on identifying the semantic meaning and inferring the semantic relations between two pieces of text. While relevance matching tasks, such as query document matching in information retrieval, care more about whether the query and document are related or not instead of whether they express the same semantic meaning or not. We figured out that most existing deep matching models [10, 23, 26, 35] mainly concern semantic matching rather than relevance matching. Also, we point out that current deep models [10, 23, 26, 35] are effectively dealing with text snippets, e.g., a pair of sentences, but have difficulty handling extreme short text and long documents. On one hand, encoding the query consisting of only few words with complicated deep models usually results in excessive deformation. On the other hand, it is more likely to introduce "noise" and redundant information when dealing with long documents using deep models.
To address the above problems, we propose a deep relevance matching model based on graph and attention mechanisms to improve the matching between a pair of short and long text objects. We show that an appropriate semantic representation, beyond a linear sequence of word vectors [24] , of a document plays a central role in relevance matching. Documents are represented as undirected, weighted Keyword Graph, in which each vertex is a keyword in the document, and the weight of each edge indicates the relevance degree between two corresponding vertices. Such a graphical representation helps to reveal the inner structures of a document. Based on such representation, the problem of relevance matching is transformed into a query-graph matching problem.
To match the query and document graph, we designed a novel deep matching model, namely Multiresolution Graph Attention Network (MGAN). It learns multiresolution representations for each vertex through a multi-layered graph convolutional networks (GCN), an emerging variant of convolutional neural networks that specifically encodes graphs. Moreover, we develop deeper insights into the GCN [15] and improve it to better cope with weighted graphs. By applying attention mechanisms to word vectors of the query with the keyword representations learned by each layer of the GCN, MGAN is able to characterize the relevance between the query and keywords of the document, utilizing multiresolution representations of keywords generated in different layers.To handle the varying number of keywords in different documents, a rank-andpooling strategy is proposed to sort and select keyword vertices. In each layer, we choose a fixed number of query-keyword matching results, and concatenate them together. The final relevance score is generated by feeding the concatenated matching vector into a multilayer perceptron network. We evaluated our model on the Ohsumed dataset and the NF-Corpus dataset. Experimental results demonstrate that our model boasts significantly improved performance compared with existing state-of-the-art deep matching models.
The remainder of this paper is organized as follows. Sec. 2 formally introduces the problem of relevance matching as well as its characteristics. Sec. 3 presents the keyword graph construction of long documents. In Sec. 4, we propose the Multiresolution Graph Attention Network for relevance matching of short-long text pairs. Experimental results are demonstrated in Sec. 5. We review the related literature in Sec. 6 and finally conclude the paper in Sec. 7.
RELEVANCE MATCHING
In this section, we formally introduce the problem of relevance matching, and show the differences between relevance matching and semantic matching. Most importantly this section serves to point out the challenges in matching the relevance between a piece of short text and a long document, such as the query and document matching.
Denote a query as q and a text document as d. Given a querydocument pair (q, d), the relevance matching problem can be formalized as:
where ϕ q and ϕ d are representation functions that map query and document to their feature space. F is the scoring function based on the interactions between query and document. The relevance score r can be binary or numerical: binary r indicates whether the text pair is related or not, while numerical r reflects the relevance degree between a query and a document. A lot of deep matching models have been proposed [10, 23, 26, 35] , and most of them have only been demonstrated to be effective on a set of NLP tasks such as semantic textual similarity, paraphrase identification, question answering [7] and so on. However, when these deep models are applied on relevance matching problem in Eq. 1 such as the task of query document matching, their performance is usually disappointing. This is due to some fundamental differences between the tasks of semantic matching and relevance matching, as pointed out by [7] . The goal of semantic matching is to understand the semantic meaning of the text or infer the relationship between two pieces of text, which are usually homogeneous sentences. However, relevance matching focuses on deciding whether two pieces of text describe the relevant topics. For example, "A man is playing basketball." is semantically similar with "A man is playing football.", but these two sentences are not relevant. Another example is that "Tom is chasing Jerry in the yard." is relevant to "Tom is chased by Jerry in the yard. ", but they are not semantically similar. In the semantic matching, since sentences usually consist of different grammatical structures, it is more beneficial to implement syntactic analysis. For relevance matching, it emphasizes more on the term matching signals between the query and document. Actually, most existing models are concerned about semantic matching tasks, such as paraphrase identification, question answering [7] and so on, but few of them consider the characteristics of the relevance matching. Besides, in the task of query document matching, query and document vary considerably in text length and provide unbalanced information for directly matching. The query is usually extremely short and consists of only few words, while the length of document varies from tens of words to tens of thousands of words. Current deep models [10, 23, 26, 35] are effectively dealing with text snippets, e.g., a pair of sentences, but have difficulty handling extreme short text and long documents in query document matching tasks. On one hand, encoding the query consisting of only few words with complicated deep models usually results in excessive deformation. On the other hand, it is more likely to introduce "noise" and redundant information when dealing with long documents using deep models.
What is more, most existing approaches consider text pieces as sequences of words or word vectors. However, the semantic structure information of text pieces is not fully utilized, especially when the text length is as long as a document. In the next section, we will introduce our proposed procedures to transform a document into a keyword graph. Such a graph representation proves to be The US Department of Commerce just announced a ban on American exports to the Chinese smartphone maker ZTE. That means American companies like Dolby and Qualcomm won't be able to export any parts to ZTE for up to seven years. The loss of Qualcomm is particularly damaging, as it severely restricts ZTE's options for devices in the US market. effective at uncovering the underlying attention structure of a long text document such as a news article.
DOCUMENT AS GRAPH
To address the challenges of the relevance matching problem, we convert the document to a weighted, undirected keyword graph. The aim of this graph representation is to model the interaction structure of document keywords, as well as uncovering the term importance of keywords induced by the topological structure of keyword interactions. Compared with linear representation of text pieces, a graphical representation can better capture the rich intrinsic semantic structures in long text objects. Furthermore, it is helpful in overcoming the long-distance dependency problem in NLP, as it breaks the linear organization of words. We first describe the structure of a document keyword graph before presenting the detailed steps to derive it. Given an input document D, our objective is to obtain a graph representation G D of D. Each vertex in G D is a keyword in document D. We connect two vertices by an edge if the word distance of the two keywords in the document is smaller than a threshold (we set the threshold as 20 in our experiments). The edge weight is proportional to the inverse of the word distance between two keywords.
As a toy example, Fig. 1 illustrates how we convert a document into a keyword graph. We can extract keywords or key phrases such as ZTE, Qualcomm, US Department of Commerce, export and so on from the document using common keyword extraction algorithms [34] . These keywords represent the topics or concerns in this document. We then connect the keyword vertices by weighted edges, where the edge weight between a pair of keywords denotes how close the they are related, and the whole topological structure of the keyword graph shows the semantic structure of the document. For example, in Fig. 1 , export is highly correlated with ZTE, Chinese, American and so on. In this way, we have transformed the original document into a graph of different focal points, as well as the interaction topology among them.
Keyword Graph Construction
We now introduce our detailed procedure to restructure a document D into a desired keyword graph G D as described above. The whole process consists of three steps: 1) document preprocessing, 2) keyword extraction, and 3) edge construction.
Document preprocessing. The first step is preprocessing the input documents. We can utilize off-the-shelf NLP tools such as Stanford CoreNLP [19] to clean the text and tokenize words. Then, we extract named entities from the document. For documents, especially news articles, the named entities are usually critical keywords.
Keyword extraction. The next step is to extract the keywords of documents. As the named entities alone are not enough to cover the main focuses of the document, we therefore apply the keyword extraction algorithm to expand the keyword set. There are different algorithms for keyword extraction [34] , such as TF-IDF, TextRank, RAKE and so on. Since TF-IDF takes the advantages of wide generality and high efficiency, we implemented it in our experiments. More specifically, we first calculate the term frequency-inverse document frequency (TF-IDF) value for each token, and choose the top 20 percentage tokens to expand the set of document keywords. Even though more sophisticated algorithms may achieve better performance for the keyword extraction, in this paper, we concentrate on the graph modeling of documents and the algorithm of relevance matching. After we extract the set of keywords from a document, each keyword will be a vertex in the document's graph.
Edge construction. Our last step is connecting correlated keywords in the document by weighted edges. For each pair of keyword vertices v i and v j , we calculate the word distance d i j in the document. Suppose that keyword v i shows m times in the document and keyword v j shows n times in the document, with m ≤ n. For the t t h keyword v i , we select the v j that is most close to it, and calculate the word distance d t i j . The distance d i j is the mean distance between each v i and its most nearby v j . Based on the word distance d i j , the weight w i j of the edge e i j between v i and v j is calculated as
Now, we have transformed an input document into a weighted undirected graph of keywords. Compared with the original sequential structure, a graph structure organized keywords in terms grants a correlation structure. Therefore, the problem of long distance dependency can be alleviated as related keywords are linked by weighted edges. Furthermore, the weighted edges represent the strengths of interactions among these concepts. Together with the topology structure of the whole graph, we can also model the importance of different keyword in the document. A keyword with a lot of edges linking it to other keywords is usually more important than other keywords that only have a few edges. A keyword that has strong connections with other keywords (i.e., the edge weight is large) is typically more important than keywords that only have edges with small weights.
There are also existing works that represent a document as a graph of sentences [2, 20] , or construct vertices and edges via more complicated methods, such as linking terms in a document to real world entities or concepts based on some resources. On such example is DBpedia [1] , which extracts subject-predicate-object triples from text based on syntactic analysis to build directed edges [17] . However, since relevance matching is more focused on the term matching signals between the query and document, we choose to model the correlations between keywords instead of sentences or paragraphs of a document. Compared with constructing a keyword graph with complicated mechanisms rooted in the knowledge base or syntactic analysis, which are usually time consuming, we model the structure of keyword correlations by a more efficient procedure described above to make it available for real world industry applications. We will see that our keyword graph is both efficient and able to improve the performance of relevance matching tasks when combined with the Multiresolution Graph Attention Network model, which will be described in the next section.
MULTIRESOLUTION GRAPH ATTENTION NETWORK
In this section, we further exploit the keyword graph representation of documents in Sec. 3, and propose a deep relevance model based on multi-layer graph convolutional networks and attentionbased matching, namely Multiresolution Graph Attention Network (MGAN), for query document matching. Fig. 2 illustrates the overall architecture of our proposed model, which mainly consists of five sequential stages. First, query and vertices in the document graph are embedded with word vectors such as GloVe [24] . Second, the embedded query and document graph are respectively encoded with convolutional layers. Specifically, for the document graph, graph convolutional layers are implemented to extract the local features of vertices and iteratively revise the encoding vectors. Third, a Rank-and-Pooling layer is utilized to sort the vertices in a specific order and unify the graph size. Next, we compute the matching scores between query and selected vertices in each graph convolutional layer based on the attention mechanisms. Finally, these matching scores are concatenated as a match vector and fed into the aggregation layer to get the final relevance matching result. We will describe each layer in detail as follows.
Query Embedding and Encoding
The embedding layer turns each token of the query and each keyword of the document into a dense vector. Given a query with d q words, a document graph with d д vertices and a d e dimensional pretrained embedding vectors, we will get a query embedding matrix Q emb ∈ R d q ×d e and a graph vertex feature matrix G emb ∈ R d д ×d e after the word embedding layer. In this work, we utilize the pretrained, 300-dimensional Glove Word Vectors [24] for word embedding in our experiments. Notice that the out-of-vocabulary (OOV) words, which are not able to be embedded, can still play significant roles in the matching. Especially for a query with only 2 or 3 terms, in this case, each word counts and should not be ignored. To fully exploit these OOV words, we match them on a term level by calculating how many common OOV words x oov are in the query and document graph. x oov is defined as the OOV feature, and will be concatenated to the final match vector.
It is worth mentioning that we can potentially further improve the performance of our model by combining the character-level embedding with the feature embedding to form the final word representations. A character-level embedding of a word (or token) can be obtained by encoding the character sequences with a bi-directional long short-term memory network (BiLSTM) and concatenating the two last hidden states to form the embedding of the token [11] . In this way, the meaningful embedding vectors of out-of-vocabulary (OOV) words can also be learned.
After we embedded the query, we further use a simple 1D convolutional neural network (CNN) as an encoder to produce a refined encoding representation Q ∈ R d q ×d e of the query, where the ith row in Q is the context vector of token i that incorporates the contextual information in the query.
Vertex Encoding based on Graph Convolutional Network
Unlike the linearly structured query, the document is restructured into a keyword graph. After we embedded the vertices by word vectors, we utilize the ability of Graph Convolutional Network (GCN) [15] to capture the interactions between vertices and get the contextual representation for each vertex. GCNs generalize traditional CNN from low-dimensional regular grids to high-dimensional irregular graph domains. Now let us briefly describe the GCN propagation layers in our model, which are used to encode graph vertices with contextual information and revise the vertex vector representation iteratively. Moreover, we improve the graph convolutional network (GCN) proposed in [15] to better deal with weighted graphs, and learn multiresolution vertex representations through multi-layer graph convolutions. In this way, we can match query and document keywords in different semantic levels and enhance the performance of relevance matching.
Graph Convolutional Network for Weighted Graphs. Let G = (V, E) be an undirected weighted graph consisting of a set of vertices V with |V | = N and a set of edges E. To clearly depict the vertex-connection of a graph, the adjacency matrix A ∈ R N ×N is introduced, where A i j indicates the weight between vertex V i and V j . The diagonal degree matrix of A is denoted by D ∈ R N ×N with D ii = j A i j .
Graph Laplacian, formally defined as L = D − A ∈ R N ×N , is the fundamental operator in the spectral graph analysis. In addition, there are two normalized versions of the Graph Laplacian, known as Symmetric Laplacian L sys = I n − D − 1 2 AD − 1 2 and Random Walk Laplacian L r w = I n − D −1 A respectively. Since the graph G is undirected and weighted, L is a symmetric positive semidefinite matrix, which can be decomposed to L = U ΛU T with a diagonal matrix of eigenvalues λ = diaд([λ 0 , λ 1 , · · · , λ N −1 ]) and a matrix of
Let us consider the graph convolution in the Fourier domain. As mentioned in [15] , the spectral convolution can be generalized as the Hadamard production of the graph signal and spectral filter in the Fourier domain. Thus, the convolution result y is defined as:
where x ∈ R N is the graph signal with scalar feature for each vertex. Spectral filter д θ (Λ) is a function of eigenvalues of L parameterized by θ ∈ R N . Note that x = U T x represents the Fourier transform (FT) of the signal x, while U x is the inverse FT. However, the convolution in Eq. 3 requires explicitly computation of Laplacian eigenvectors, which is not feasible especially for large graphs. To solve this problem, Chebyshev polynomials are implemented to approximate the filter д θ (Λ) as the K-localized filter д K θ (Λ):
where
is a vector of Chebyshev coefficients, and T k ( Λ) is the k-th order Chebyshev polynomial evaluated at Λ. By the approximation of the filter, Eq. 3 can be estimated as the K-th localized convolution:
can be derived from a recurrence relation T k ( L) = 2 LT k −1 ( L) − T k −2 ( L) with T 0 ( L) = 1 and T 1 ( L) = L. In this way, the computation complexity is reduced to O(K |E |).
Rather than working on all vertices, the K-th localized convolution only focus on the K-hop neighborhoods from the central vertex. Let K = 1 and λ max = 2, the above model is simplified as:
Properly reduce the number of parameters not only to accelerate computations, but also avoid overfitting in the training process. Unlike parameter settings in [15] with θ 0 = −θ 1 , we constrain the parameters to θ 0 = −λθ 1 . Denote θ 1 by θ , we have:
Let X = [x 1 , x 2 , · · · , x N ] T ∈ R N ×d e denotes the vertex feature matrix with each x i ∈ R d e representing a d e -dimensional feature vector of vertex V i . When L = L r w = I N − D −1 A, the graph convolutional layer can be expressed as:
where D ii = λ + j A i j , and σ is the active function in each layer such as ReLU.
The parameter λ controls the balance between the central vertex and its neighboring vertices. With larger λ, the central vertex will involve more in the convolutional operation. If λ equals to zero, the central vertex will have no contribution to its vertex convolution result.
The convolutional layer of Eq. 8 is essentially a generalization of the graph convolutional layer in [15] [40] with λ = 1. When Graph Laplacian L sys = I n − D − 1 2 AD − 1 2 , the convolution layer becomes the GCN in [15] . However, when L r w = I n − D −1 A, it is exactly the same with graph convolutional layer in DGCNN [40] . Obviously, with the introduced parameter λ, the graph convolutional layer of Eq. 8 can better deal with weighted graph for different scaler of weights. For example, if the edge weights are all larger than a hundred, let λ = 1 as it is in GCN [15] and DGCNN [40] , the central vertex will almost have no influence on its convolution result.
Since the graph convolutional layer can be viewed as a 1-dim Weisfeiler-Lehman algorithm on graphs, for our keyword graph, the convolution process can be interpreted as iteratively revising the representations of vertices based on their neighboring vertices. In this way, the contextual information of each vertex in the document is incorporated. With the increasing layers of graph convolution, each vertex will incorporate the information of a broader context (neighbors with a larger distance to it will be considered in the vertex encoding), thus producing a higher level representation of the vertex. Therefore, the multi-layer graph convolution gives multiresolution representations of each vertex.
Rank-and-Pooling Layer
After encoding graph vertices through a multi-layered GCN, we propose a Rank-and-Pooling strategy to sort and select the vertices. To be specific, let
] is a d e -dimensional feature vector of vertex V i . For each dimension j of the vertex features, we normalize it by calculating the softmax over all d д vertices and 
where T i is the normalized feature sum of vertex V i . According to the sum T i , d д vertices are sorted. We then select the top K vertices for further processing.
The Rank-and-Pooling operation is designed for two purposes. First, as there is no order for the vertices in the graph, we use the ranking mechanism to sort the vertices. Second, the number of keywords d д (or vertices) varies for different documents. We apply the "max-pooling" operation to select the top K vertices from each layer to find out the vertices with significant feature values. In this way, we can focus on significant keywords for relevance matching, and also control the dimension of the final matching vector.
Attention-based Query-Graph Matching
Based on the above sorted K vertices, we apply an attention matching scheme between the query and selected vertices in each layer. Given the encoded query matrix Q ∈ R d q ×d e , where d e is the encoding dimension and d q is the number of tokens in the query. Suppose v i ∈ R d e is the i-th keyword vertex vector in the graph. For each vertex V i , we calculate a vertex-aware query representation q i as:
(10) After we get q i for each vertex V i , we then calculate the matching score between query and vertex as
where s l i denotes the matching score between query and vertex V i in the layer l.
This layer helps each vertex to focus on the matching signals with a part of the query tokens that are most related to that vertex. If only a small portion of the tokens in the query are correlated to a specific keyword vertex, our attention based query-vertex matching will help to decrease the influence of uncorrelated tokens.
Aggregation Layer
In this layer, we concatenate the matching scores of each vertex in each graph convolution layer, with the OOV feature x oov described above, to form a final matching vector m as following:
where s L k is the attention matching score between query and k t h vertex in the l th layer. Apparently, m ∈ R (K L+1)×1 with L denotes the number of graph convolution layers.
We then feed the concatenated matching vector m into a classifier, such as feed forward neural networks, to get the final relevance matching result.
EXPERIMENT
In this section, our proposed Multiresolution Graph Attention Network is evaluated on two datasets and compared with other existing deep matching models, including both representation-focused deep neural matching models and interaction-focused models. Then, we further execute an ablation study by removing different parts of our model and evaluating the performance of the model variants.
The ablation study proves that each module in our model plays a significant role in the task of relevance matching.
Description of Tasks and Datasets
In the experiment, we test our model on the following two datasets:
• Ohsumed dataset for topic document matching [9] . The Ohsumed dataset consists of 34394 documents from medical abstracts and are classified into 23 categories of cardiovascular disease groups. The dataset is originally for the document topic classification. In our experiment, we generate topicdocument pairs from the original dataset, where a positive sample means the topic is the true category of the document. A negative topic-document sample is generated by randomly assigning an incorrect topic to a document. The average length of the topic text and documents are 2.6 and 109.4. • NFCorpus dataset for medical information retrieval.
The NFCorpus dataset is a full-text English retrieval dataset for the task of Medical Information Retrieval. It contains a total of 3, 244 non-technical English queries that harvested from the NutritionFacts.org site, with 169, 756 automatically extracted relevance judgments for 9, 964 medical documents (written in a complex terminology-heavy language), mostly from PubMed [4] . We selected a subset of the original dataset which contains 64, 467 samples, as the original dataset is extremely unbalanced. The average length of queries and documents are 3.5 and 146.7, respectively. Table 1 shows a detailed breakdown of the datasets used in the evaluation. For both of the two datasets, we use 60% of samples as a training set to train the model, 20% of samples as a development set to tune the hyper-parameters, and the remaining 20% as a test set. We train our model by the Adam optimizer with learning rate set to 0.001. For each model, we carry out training for 5 epochs and then choose the model with the best validation performance for the final evaluation on the test set.
Compared Algorithms
We compared our model with the following methods:
• Convolutional Matching Architecture-I (ARC-I) [10] :
ARC-I is a typical representation-focused deep model, which encodes each piece of text to a vector by CNN and compares the representing vectors with a multilayer perceptron. • Convolutional Matching Architecture-II (ARC-II) [10] :
ARC-II is built directly on the local interaction space between two texts, and intends to capture the rich matching patterns at different levels with the 2-D convolution. • Deep Structured Semantic Models (DSSM) [12] : DSSM utilizes deep neural networks to map high-dimension sparse features into low-dimensional dense features, and then computes the semantic similarity of the text pair. MV-LSTM matches two texts with multiple positional text representations, and aggregates interactions between different positional representations to give a matching score. • MatchPyramid [23] : MatchPyramid calculates pairwise word matching matrix, and models text matching as image recognition, by taking the matching matrix as an image.
For the above baseline deep matching models, we utilized Match-Zoo [6] for evaluation. For our MGAN model, since the edge weights of the graph is in the range of 0 to 1, we set λ = 1. Besides, considering the average length of documents, K is set to 20 in the Rank-and-Pooling. The number of graph convolution layers L is 2, and the classifier in the aggregation layer is a one-layer feed forward neural network with the hidden size set to 100. Table 2 and Table 3 compares our model with existing deep matching models on the Ohsumed dataset and the NFCorpus dataset, in terms of classification accuracy and F1 score. Results demonstrate that our Multiresolution Graph Attention Network achieves the best classification accuracy and F1 score on both two datasets. This can be attributed to multiple characteristics of our model. First, the input to our neural network model is the keyword graph representation of documents, rather than the original sequential word representation. Based on it, we characterize the interaction patterns between different keywords of the document. This helps to incorporate the semantic structure information of a long document into our model, and alleviates the problem of long-distance dependency (as correlated words are connected by edges directly). Our model solves the problem of matching query and document in a "divide-and-conquer" manner to cope with the long length of documents: it matches the query with each keyword of the document to get matching signals, and aggregate all the matching signals by utilizing the correlations between keywords to give an overall relevance matching result. Second, our model learns a multiresolution encoding representation for each keyword vertex via a multi-layer Graph Convolutional Network. In each graph convolution layer, the representations of vertices are revised by taking their neighboring vertices into account. In this way, the context information of the keywords in the document is encoded into the high-level vertex representations. Third, for each vertex in each graph convolution layer, we learn a vertex-specific query representation through attention mechanism to match the query with each vertex. This operation helps the vertices to focus on the query information that is related to it. Finally, our rank-and-pooling operation unifies the number of vertices for different documents, and selects the most important matching signals in each layer to get the final matching result. Table 2 and Table 3 indicate that the baseline deep text matching models lead to bad performance in query document relevance matching tasks. The main reasons are the following. First, existing deep text matching models are more suitable for the task of semantic matching, where the main concerns in such tasks are the compositional meanings of text pieces and the global matching between them. In our case, matching query and document is the problem of relevance matching. This problem emphasizes more on the exact matching signals between query keywords and documents. Both the importance of different query keywords and the topic structure of documents are critical to relevance matching, and we need to take them into account. Second, existing deep text matching models can hardly capture meaningful semantic relations between a short query and a long document. When the document is long, it may covers multiple topics, and the query may match only a part of the document. In this case, it is hard to get an appropriate context vector representation for relevance matching, and the part of document that is not related with the query will overwhelm the match signals of the related part. For interaction-focused models, most of the interactions between words in the query and the document will be meaningless, therefore it is not easy to extract useful interaction features for further matching steps. Our model effectively solves the above challenges by representing documents as keyword graphs, and utilize the semantic structure of long documents through Graph Convolution Network for relevance matching.
Performance Analysis
We also tried to represent the query and document by TF-IDF vector, and then calculate the cosine similarity to estimate the relevance level between them. We found that the performance given by such Bag-of-Word models are quite bad (the accuracy is around 0.38 and F1 score is smaller than 0.1) because of the extremely sparse vector of the query. This proves the necessity of representing words by word vectors, and incorporating document structural information by graph convolution. In overall, the experimental results demonstrate the superior applicability and generalizability of our proposed model.
Impact of Different Modules and Parameters
We also tested several model variants for ablation study. For each model variant, we remove one module from the complete Multiresolution Graph Attention Network model, and compare its performance with our complete model on the two datasets to evaluate the impact of the removed component. Table 4 and 5 show the performance of all evaluated models for ablation study. Specifically, we evaluated the following models:
• MGAN. This is our original proposed model. • MGAN (no GCN). This is a variant model that removes the graph convolutional layers in the MGAN. In other words, we represent each vertex by the word vector, and match each keyword with all query terms. • MGAN (no attention). This variant model deletes the attention mechanism in the MGAN. In this model, we add a max-pooling layer over the encoded query words to get the hidden vector representation of the query, and use it to match with each vertex. • MGAN (less keywords). In this model, we reduce the number of selected keywords by setting K = 5 instead of 20. • MGAN (no query encoding). In this model, we remove the 1D CNN encoder for query, and directly use the word vectors to represent each query token.
Impact of graph convolution layers. Compare our model with the version that do not contain any graph convolution layers, the performance is worse on both datasets when we remove graph convolution from our model. The reason is that the representation of each vertex will be local and does not contain any context information of its neighboring vertices. Therefore, the topological structure of keyword interactions in the document are totally ignored. In our model with graph convolution layers, in each layer, we lean an adaptive context vector for each vertex. It incorporates the semantic meaning of its neighboring keywords based on their vector representations and edge weights. The multi-layer graph convolution leads to a multiresolution semantic representation of keywords in the document, as in a higher layer, the representation of a vertex covers the information of vertices in a broader range.
Impact of query encoding. Compare our model with the version that do not perform query encoding. When the query tokens are only represented by the original word vectors and not refined by any encoders to incorporate the contextual information, the performance becomes worse. For example, if the main focus of the query is a key phrase that contains multiple tokens, the CNN encoder can help to combine the semantic information in tokens to represent the key phrase, while the original sequence of word vectors can hardly capture the compositional meaning.
Impact of query-vertex attention. Compare our model with the version that do not implement query-vertex attention. In this case, our model gets better performance on the Ohsumed dataset and comparable performance on the NFCorpus dataset. Our model use the attention mechanism to learn a vertex-aware query encoding for each vertex. Thus, each vertex will focus on the matching signals with a subset of the query tokens. In comparison, when we remove the attention mechanism from our model, each vertex will match with the same encoding vector of the query. Given a specific vertex, the unrelated tokens in the query make the matching signal between a query and a keyword less important. However, when tokens in the query have similar meaning, the attention mechanism won't have significant impact on the performance of our model.
Impact of the number of selected keywords in the Rankand-Pooling. In the Rank-and-Pooling operation, we need to set a parameter K and choose the matching results between the query and the top K vertices for each graph convolution layer. We tested K = 5 and K = 20 respectively, and the performance is better when K = 20. That is reasonable, as K = 20, our keyword graphs of documents retain more information of the original documents. If the value of K is small, keywords related to the query are more likely to be removed. However, if the value of K is too large, the unimportant words in the document will become noise to the matching model thus leading to bad performance. Furthermore, we should also take the time complexity of the model into account. More vertices selected in each layer, the more time we need for computation.
Impact of parameter λ. We tested the performance of our MGAN model on the Ohsumed dataset with different values of λ. Fig. 3 shows the comparison result in terms of accuracy and F1 score. It shows that the performance of our model achieve the best when λ is set to be around 1. If λ is too small or too large, the accuracy and F1 score will decrease. The reason is that the value of λ shall be around the same scale with the edge weights in the keyword graph. In our experiments, the edges weights are within the range of 0 to 1. Large λ means that we focus more on each vertex's own information and incorporate little contextual information into it by graph convolution. In contrast, a small value of λ makes the graph convolution emphasize on incorporating the contextual information of vertex's neighboring vertices, but the vertex's own information plays a less important role. Therefore, λ is significant to the weighted graphs and should set to an appropriate scale.
RELATED WORK
There are mainly two research lines that are highly related to our work: Document Graph Representation and Text Matching.
Document Graph Representation
Various of graph representations have been proposed for document modeling. Based on the different types of graph nodes, a majority of existing works can be generalized into four categories: word graph, text graph, concept graph, and hybrid graph.
For word graphs, the graph nodes represent different non-stop words in a document. [17] extracts subject-predicate-object triples from text based on syntactic analysis, and merge them to form a directed graph. [30, 31] represent a document as graph-of-word, where nodes represent unique terms and directed edges represent co-occurrences between the terms within a fixed-size sliding window. [37] connect terms with syntactic dependencies.
Text graphs use sentences, paragraphs or documents as vertices, and establish edges by word co-occurrence, location or text similarities. [2, 5, 20] connect sentences if they near to each other, share at least one common keyword, or the sentence similarity is above a threshold. [22] connects web documents by hyperlinks. [25] constructs directed graphs of sentences for text coherence evaluation.
Concept graphs connect terms in a document to real world entities or concepts based on resources such as DBpedia [1] , WordNet [21] , VerbNet [32] and so forth. [8] identifies the semantic roles in a sentence with WordNet and VerbNet, and combines these semantic roles with a set of syntactic rules to construct a concept graph.
Hybrid graphs contains multiple types of vertices and edges. [27] uses sentences as vertices and encodes lexical, syntactic, and semantic relations in edges. [14] extract tokens, syntactic structure nodes, semantic nodes and so on from each sentence, and link them by different types of edges.
Text Matching
The most straight forward method for text matching in information retrieval is lexical matching [3] , which matches terms in the query with those in the document. However, term level matching suffers from synonymy as well as polysemy. Instead of directly matching the words, bag-of-words (BOW) model matches text based on statistics. For BOW model, text is vectorized with TF-IDF to evaluate the co-occurrence of words. We then calculate the distance or similarity between vectors with euclidean distance, cosine correlation, etc. Besides, another metric Okapi BM25 [28] based on the probabilistic model is also widely implemented in the industry. However, these models are based on the assumption that words in the text are independent, disregarding the word order and semantic meaning of each word. Topic models such as latent semantic indexing (LSI) [29] , is designed to explore the second-order co-occurrence in the text with singular value decomposition (SVD). Feature-based models, like IRGAN [36] , are effective. However, they rely on hundreds of handcrafted features, which are time-consuming, incomplete and over-specified.
Considering both word semantics and word sequences, deep matching models have seen great success in recent years. Deep matching models can be divided into two categories depending on the models' architecture: representation-focused model and interaction-focused model. Representation-focused deep matching models usually transform the word embedding sequences of text pairs into context representation vectors through a neural network encoder, followed by a fully connected network or score function which gives the matching result based on the context vectors. Such models include ARC-I [10] , DSSM [12] , C-DSSM [33] and so on. Interaction-focused models build local interactions between words or phrases to extract the matching features. Then aggregate the matching features to give a matching result. Models such as ARC-II [10] , DeepMatch [18] and MatchPyramid [23] are all interactionfocused. However, the intrinsic structural properties of long text documents are not fully utilized by these neural models. Our model combines the graphical representation of documents and Graph Convolutional Network to incorporate the structural information for relevance matching.
CONCLUSIONS
In this paper, we point out the key role of semantic structures of documents in the task of relevance matching between short-long text pairs, and show that most existing approaches cannot achieve satisfactory performance for this task. We propose to model a long document as a weighted undirected graph of keywords, with each vertex representing a keyword in the document, and edges indicating their interaction levels. Based on the graph representation of documents, we further propose the Multiresolution Graph Attention Network (MGAN), a novel deep neural network architecture, which learns multi-layer representations for keyword vertices through a Graph Convolutional Network. It models the local interactions between query words and each document keyword based on attention mechanism, and combines the multiresolution matching between query and keywords on different graph convolution layers with a rank-and-pooling procedure to give the final relevance estimation result. We apply our techniques to the task of relevance matching based on the Ohsumed dataset and the NFCorpus dataset. The simulation results show that the proposed approach can achieve significant improvement for relevance matching in terms of accuracy and F1 score, compared with multiple existing approaches.
