The design of statistical classification systems for Optical Character Recognition (OCR) is a cumbersome task. This paper proposes a method using Evolutionary Strategies (ES) to evolve and upgrade the set of parameters in an OCR system. This OCR is applied to identify the tail number of aircrafts moving on the airport. The proposed approach is discussed and some results are obtained using a benchmark data set. This research demonstrates the successful application of ES to a difficult, noisy, real-world problem.
I. INTRODUCTION
This paper describes the design of an image-based aircraft identification system for an Advanced Surface Movement Guidance and Control Systems (A-SMGCS) [1] [2] . This work is aimed at implementing some functions of the A-SMGCS concept in MadridBarajas international airport, in order to provide aircraft identification. A -SMGCS requires the unambiguous identification of all aircraft and vehicles in the airport movement area. Cameras for this function should be deployed near the taxiways and runways, in positions being traversed for all the interest targets, prior to their entrance in the area to be controlled (mainly runways and taxiways). When an aircraft passes in front of the camera (which may be predicted using a tracking system), an image of its tail is captured. An OCR applied over aircraft tail number is used to identify aircraft [3] [4] . In this paper, it is proposed to tune the parameters of the statistical classifier used in the OCR applying an Evolutionary Computation algorithm. Then, the aircraft identification algorithm is applied and the tracking system is updated with this information. This process is shown in Figure 1 . The aircraft tail number recognition is related with the word recognition problem. Word recognition is done adding preprocessing and postprocessing steps to the character recognition. Generally, three-step process is common in character-based methods: character segmentation, character recognition and contextual postprocessing. The surface airport control maintains a database with aircrafts in runways, taxiways and terminal areas. This database will be used as the lexicon that specifies the set of allowable words.
Each process in character-based method has been profusely studied. The character segmentation process could take into account heuristic rules, contour analysis, connected components, etc. Previously and related with the election of a classifier, a set of features describing the relevant information of the characters must be selected. A feature, in general terms, is an entity defined by an estimation algorithm. The selected features must be efficiently computable, versatile to represent patterns of the same class and sensitive to discriminate patterns of different classes. In this domain, the aircraft tail number typography presents a wide variation in the sizes and typesets. Therefore, features those are invariant to transformations on the character need to be used. A great variety of classification approaches have been studied [5] ; neural networks, structural and syntactic classifiers, fuzzy clustering, statistical [6] and nearest-neighbor classifiers.
In this paper, in order to improve the classification capability, the statistical classifier was fitted by means of an Evolution Strategy. The reason for using this technique is the big size of the space of solutions and the correlations among the parameters of the classifier, requiring an automatic optimisation to search appropriate designs. In the evolutionary computation field, the potential correlation among parameters is referred as epistasis. Problems with little epistasis are easily solved (many gradient descent algorithms can solve them) but highly epistatic problems are difficult and modification of the standard algorithm must be carried out.
Evolution Strategies (ES) [7] were developed to solve technical optimization problem. They are based on a metaphor of the theory of evolution proposed by Darwin. Nowadays, ES are a kind of evolutionary algorithm largely applied to optimization problems in a wide range of technology fields such as; scheduling, robot controllers, design of electronic circuits, and aerodynamic design.
Fast identification of the aircraft is the main purpose of our system. Therefore, the recognition algorithm must be fast. With this limitation, the simple (but robust) OCR models will be considered. The OCR will be adapted to the characteristics of the tail number typography; we are not intended to develop a general-purpose OCR. The designed OCR will be tuned in order to obtain the best performance for the problem described in this work.
The outline of the paper is as follows. Section II describes the features selected to represent characters that managed by the OCR. In Section III the statistical classification model is explained in detail, especially focused in the statistical distance measuring similarity among patterns. The evolutionary learning to adjust the set classifiers parameters is explained in Section IV. The incorporation of the classifier to the whole system and its validation is shown in Section V. Finally, Section VI discusses the potential limitations of this approach and presents some conclusions.
II. AIRCRAFT IDENTIFICATION ALGORITHM
The tail number recognition can be divided in the following stages:
• Frame captures.
• Preprocessing: two preprocessing steps are carried out. The first one searches in the extracted image to identify the region containing the tail number. The second one is applied over this region to isolate single characters.
• Feature extraction: a zoning algorithm is applied to translate each individual character into a vector with the estimated attributes.
• Classification: the pattern with the best matching for each character i n the tail number is searched, using the statistical classifier described later.
• Post-processing: the airport database is used as a lexicon to solve potential ambiguities in identifications of some characters.
In Figure 2 , previous stages are represented, highlighting the input and output data associated with each stage. The characteristics of images require robust features that are invariant to changes in size, deformations, brightness and typography. Thus, the feature extraction procedure must show insensitivity to these changes [8] . Zoning procedures, representing characters as a grid of subimages sampled, show this insensitivity to image conditions on the number of zones selected [9] . Less zones increases robustness (but the definition of character is less precise) and more zones show a higher precision (but the behavior with perturbation is less robust).
The proposed procedure uses nine zones (3x3 subimages, see Figure 3 ). This value maintains the tradeoff between computation cost and robustness. On the one hand, an increment in the number of zones demands the application of several algorithms to correct some character deformations as rotation and skew. On the other hand, less than nine zones are insufficient to distinguish characters. Additionally, we will use the number of holes in the character as an additional feature. Figure 3 shows the obtained vector for character "H". The classifier compares the characters found in the image (its vector representation) with synthetically generated patterns, assigning the joint probability for each pattern (p(C,P i ), where C is the character extracted from the image and P i is the i-th pattern). The classifier is optimised using an Evolutionary Strategy to maximize the posterior probability of assignments.
The comparison between vectors (acquired vector -pattern vector) is performed through a distance function evaluating the similarity between detected characters and ideal patterns. A detailed description of the distance function will be shown in the following section.
Finally, the classifier identifies an aircraft based on the use of the airport database, in which tail numbers for every aircraft in the airport are included. The identification method starts requesting all those tail numbers. Let us first suppose all tail numbers in the database had the same length (N) and there were only one candidate zone (the correct one) comprising a number of tentative characters equal to that length. In that case, the method to be used would be searching for the maximum joint probability, calculated for each tail number in the database as:
Where P tail-number(i) i s the vector representation of the pattern associated to the i-th character in the tail number, C i is the vector representation of the tentative character at the i-th position in the candidate region, and p(C,P j ) is the above explained probability.
III. PROBLEM DEFINITION
We have defined a function to evaluate the similarity between the characters extracted in the image and the ideal patterns representing each alphanumeric symbol. So, it is a classification problem with the patterns represented by real vectors of 10 components (the average grey levels in the 3x3 sub-image samples and the number of holes), and there are 35 possible classes (possible characters in a given tail number).
The characters are classified using both the distance between the 3x3 density, δ(C i ,P j ), and the difference in the number of holes, δ H (C i ,P j ), of the tentative characters and the predefined patterns. The density distance is defined as: Being v the difference between ideal pattern (P j ) and detected character (C i ) (see Figure  4 ) and Σ -1 is a relative weighting matrix. Terms in Σ represent covariances in vector components and could be tuned by means of an adjustment process. As an example, figure 4 illustrates the attribute vectors v extracted from character "H", rotated and skewed, and those predefined for its "ideal" pattern. Regarding the number of holes, the distance associated is defined as:
A generalized exponential probability density function, d ρ , is proposed to describe the variations in the extracted attributes. The joint pdf for differences in attributes between a character C i and its pattern P j is given by the following expression:
Where H α is a parameter that weights the contribution of the number of holes to the global distance and also should be tuned by the evolution strategy in the optimization process, and P δ is a normalization parameter.
The classifier performance could be improved if some regularity in the features of patterns is taken into account. It is assumed that the relevance of every sector is different in order to discriminate different patterns. For example, the density of central sector discriminates quite well those patterns with a central hole ("O", "D", "Q", "G", "U") from the rest. Conversely, the first sector does not incorporate much information as all patterns have similar density values. Thus, the distance measure may be adjusted through the distance matrix Σ -1 , taking into account this domain information.
However, the design of matrix Σ -1 can be defined as an optimization problem to globally search the sector weights maximizing the discrimination capacity over all predefined patterns. This optimization process could automatically obtain both the weight terms in attribute distance and the holes-based distance. In the next section, the ES procedure will be applied to optimize this distance measurement between patterns.
IV. LEARNING CLASSIFIER PARAMETERS BY MEANS OF EVOLUTION STRATEGIES
Evolutionary Algorithms combine characteristics of both classifications of classical optimization techniques, volume-oriented and path-oriented methods. Volume-oriented methods (Monte-Carlo strategies, clusters algorithms) carry out the searching process scanning the feasible region while p ath-oriented methods (pattern search, gradient descent algorithms) follow a path in the feasible region. A definition of a restricted search space of finite volume and the starting point is required to volume-oriented and path-oriented methods respectively. Evolutionary Algorithms characteristics change during the evolutionary process and both exploitation and exploration search takes places. Evolution Strategies (ES) are techniques widely used (and more appropriated than Genetic Algorithm) in real-values o ptimization problems. Evolutionary computation algorithms offer practical advantages facing difficult optimization problems [10] . These advantages are: conceptual simplicity, broad applicability, potentiality to use knowledge and hybridize with other methods, implicit parallelism, robustness to dynamic changes, capability for self-optimization and capability to solve problems that have no known solutions.
A general ES is defined as an 8-tuple [7] : ES= (I, Φ, Ω, Ψ, s, ι, µ, λ)
is the space of individuals, n σ ∈{1,…, n} and n α ∈{0, (2n-n σ )(n σ -1)/2}, Φ :I→ℜ= f, is the fitness function, Ω={m {τ, τ', β} : I λ →I λ }∪{r {rx, rσ, rα} : I µ →I λ } are the genetic operators, mutation and crossover operators. Ψ(P)= s(P ∪ m {τ, τ', β} (r {rx, rσ, rα} (P) )) is the process to generate a new set of individuals, s is the selection operator and ι is the termination criterion. In this work, the definition of the individual has been simplified: the rotation angles n α have not been taken into account, n α =0.
The mutation operator generates new individuals as follows:
In the following figure, the general outline of evolution strategy is showed. ES has several formulations, but the most common form is (µ, ?)-ES, where ? >µ =1, (µ, ?) means that µ-parents generate ?-offspring through crossover and mutation in each generation. The best µ offspring are selected deterministically from the ? offspring and replace the current parents. ES considers that strategy parameters, which roughly define the size of mutations, are controlled by a "self-adaptive" property of their own. An extension of the selection scheme is the use of elitism; this formulation is called (µ+?)-ES. In each generation, the best µ-offspring of the set µ-parents and ?-offspring replace current parents. Thus, the best solutions are maintained through generation. The computational cost of (µ, ?)-ES and (µ+?)-ES formulation is the same.
The type of crossover used in this work is the discrete crossover and the two standard types of ES replacement schemes, (µ+λ)-ES and (µ,λ)-ES, were used to select the individual to the next generation.
A. Codification of OCR model
In this identification model the parameters α H and α ij -values in Σ may be correlated, thus, the global optimization procedure must simultaneously adjust all of them. In this case, the global optimization problem has a unique restriction; the elements of distance matrix are normalized to 1, see Equation 2. This restriction is included in the codification and all individuals are processed to become feasible ones. Then, in spite of this restriction, the solutions space do not has infeasible regions. In this way, the problem has a multimodal solution space and one solution could have several representations.
In this work, an individual is codified as a 46-dimensional real vector as follows:
, the distance matrix has been taken symmetrical,
The calculation of fitness function is presented now, assuming the exponential pdf presented in section 4 to model variations in pattern attributes. The design criterion was to maximize the probability of correctly classifying a pattern compared with itself and with the rest of patterns, taking as goal the worst case. The effect of errors in the measurement of the number of holes are considered in Equation 7 , taking no errors in the number of holes, and Equation 9, when errors are considered. Besides, a certain probability of error in classifying a pattern with itself is included, with term d noise representing spurious variations in the features. The associated probabilities for these distances (distance to the own pattern in comparison to distance to the rest of patterns) are computed in Equations 8 and 10, with the appropriate normalization. Equation 11 is the probability, with and without errors, in the number of holes and Equation 12 is the lower probability of right classification among all patterns, representing so the worst case.
The parameter d noise represents so the average distance of a pattern with itself due to noise, and in this work was fixed to 3%, p H is the error probability in the estimation of number of holes in a character, has been fixed to 0.05. The value of P i is the discrimination probability.
The optimization is guided in order to achieve an improvement of the discrimination power. The definition of the discrimination probability allows maximizing the difference between the probability to recognize a pattern with itself, and the most similar pattern to it. A slightly modification must still be done in order to apply the ES methodology. The ES is defined to minimize a quality measurement, the fitness function. Thus, the goal function is defined as the complementary probability, in order to minimize the probability of error, Equation 13 .
V. EXPERIMENTS
In this section, the optimization process performed to adjust the OCR parameters is described first and then we summarized the validation carried out with the set of available test images. Regarding this validation, the segmentation phase was successful for the 100% of available images with tail numbers, and 100% of characters contained. So, input data to OCR system were the correct sub-images representing isolated characters.
A. Evolution Strategies to optimize character identification
The application of ES in order to tune the OCR parameters was previously used by other authors [11] . In this work, it has been applied as an optimization method of probabilistic detection parameters, to obtain the distance matrix ( α ij ) and α H (that weight the difference in the number of holes).
Following the method suggested by Schwefel [12] , that assure the convergence of ES to a set of solutions with the same fitness value, the number of different runs must be, N'≈90. The parameters of the ES are summarized in Table I   TABLE I Two different ES procedures (with/ without elitism) were performed using the parameters summarized in Table I . In Figure 6 the average of best fitness value (for 100 runs), in each generation step was plotted. The standard deviation is drawn as vertical lines.
Figure 6. Evolution of best fitness value
The convergence of learning process is quite fair, the process always converge to solutions with the same fitness value. As can be appreciated, the shapes of the evolutionary process are slightly different (as expected). The (µ+λ)-ES (red line in Figure 6 ), using an elitism selection procedure, converges in 200 generations while (µ,λ)-ES (dark line) requires 800 generations to be near the final fitness obtained by (µ+λ)-ES. The analysis of these results seems to conclude that using a ( µ+λ)-ES achieves better results (at least in execution time) than a (µ,λ)-ES. This conclusion may be premature, since, results depend on problem specifications. When the problem has a unique solution or (a small region of solutions) and fitness functions is smooth, the elitism selection procedure, that performs a depth search, is highly recommend. When the problem specification cannot assure the above premises about the region of solutions and fitness function, a non-elitism procedure, that performs a breath search, allows obtaining better solutions with a worse time performance.
A low value of standard deviation in the fitness function of population (see Figure 6 ) at the end of the training process indicates that solutions (100 vectors) have a similar fitness value. Low fitness value proves the convergence in terms of fitness but not that all solutions represent a unique solution. A clustering algorithm could carry out the evaluation of this fact.
Let be
,100 the set of solutions, and assume that each parameter follows a normal distribution. In this work, we used CLUTO v.2.0 [13] a freely distributed software package for clustering datasets. The clusters are obtained applying a graph-partitioning clustering algorithm that computes the similarity between objects, inversely proportional to the Euclidean distance. Several clustering criterion function to be used in finding the minimum clusters partition was evaluated. The analysis of CLUTO results validated the hypothesis that lineal solutions, evolved with (µ,λ)-ES and (µ+λ)-ES, are in just one cluster each. Thus, the average of solutions (the centroid of the cluster) is enough to represent the 100 different solutions. In Table II and  Table III The fittest result shows non-zero values in the diagonal of the distance matrix, that is, negligible correlation exists between different sectors. The distance that maximizes the inter-classes discrimination is achieved taking only into account the differences in common sectors without considering inter-sector terms. It can be noticed, as the result obtained for the weight corresponding to the first sector, suggest that this must not be taken into account in the calculation of distance among characters and patterns.
B. Validation of OCR's performace
In order to validate the OCR performance, 115 images were used from a set of one thousand recorded images taken from 60 aircraft. The discarded images (unresolved for the human eye) could not be used in the identification process due to their low quality. The images comprise the tail number and were taken f rom several distances and perspectives. Three types of images have been taken per aircraft (in the same proportion):
• Near-distance images: the tail number is centred in the image, and it is taken orthogonal to the aircraft.
• Medium-distance images, where the tail number appears with other objects (as windows, flags, etc.). Furthermore, the tail number appears distorted by the effect of the aircraft fuselage curvature.
• Long-distance images, where the tail number is confused with the set of objects that appear in the image (wings, motor, soil, sky, staircases, etc.).
In Figure 7 there are some sample images used in this work, where the variability due to geometric transformations, intensity and sizes can be observed. The image regions representing characters may suffer from spatial transformations (because of the relative position of the camera), variability of grey level characteristics (because of different atmospheric conditions or colour of the character), and variations in the letters size along different aircraft. Thus, for example, considering these images, the tail numbers "EC-DLH" and "EC-FLN" sizes are 526 by 134 pixels and 230 by 45 pixels, respectively. The distance matrix obtained with the ES and a simple one used as reference were incorporated to compare performances of different classifiers. All components of the reference matrix were set to 1/81, that is, a classifier without information about the features of characters (Euclidean distance) was considered for comparison. The classifier was applied over the 115 test images and the postprocessing step selected the tail number, of the airport database, with maximum joint probability. As mentioned above, the segmentation phase was successful for all test images, providing the OCR with the correct image regions in all the cases.
In Figure 8 , the validation results are presented including the histogram of the maximum joint probability. Therefore, the best performa nce was achieved with the classifier that incorporates the distance matrix evolved by means of the (10+80)-ES; its histogram is displaced to higher values of maximum joint probability. The mean improve in the tail number recognition task is summarized in table IV. In this problem, to obtain a better character classifier will induce to achieve a better "word" classifier too. An identification improvement of 1.6% per image justifies the application of an optimization process, in this case, due to the characteristic of the space problem, applying the ES paradigm.
In our tests, all tail numbers were correctly identified using the airport database, as far as the maximum probability corresponds to the actual tail number.
VI. CONCLUSIONS
In this work, an ES has been applied to optimize the set of parameters of an OCR. The method was chosen because of its easy implementation and good trade-off between complexity and performances. The identification of tail number was improved using the correlation of different sectors, to identify characters, in the statistical classifier. Furthermore, a hierarchical discrimination of characters, adding some other character features, as number of joint points, will surely enhance the global performance of the tail number identification. We have tested the behavior of the described system with 115 real images taken in Madrid/Barajas Airport. They were recorded from 60 different tail numbers, viewed from different positions. Results show that our system is quite robust although his discriminating capability would be able to improve.
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