Abstract. We obtain a class of quadratic relations for a q-analogue of multiple zeta values (qMZV's). In the limit q → 1, it turns into Kawashima's relation for multiple zeta values. As a corollary we find that qMZV's satisfy the linear relation contained in Kawashima's relation. In the proof we make use of a q-analogue of Newton series and Bradley's duality formula for finite multiple harmonic q-series.
Introduction
In this paper we prove quadratic relations for a q-analogue of multiple zeta values (qMZV's, for short). The relations are of a similar form to Kawashima's relation for multiple zeta values (MZV's).
First let us recall the definition of qMZV [1, 11] . Let k = (k 1 , . . . , k r ) be an r-tuple of positive integers such that k 1 ≥ 2. Then qMZV ζ q (k) is a q-series defined by ζ q (k) := Since k 1 ≥ 2, the right hand side of (1.1) is well-defined as a formal power series of q. If we regard q as a complex variable, it is absolutely convergent in |q| < 1. In the limit as q → 1, qMZV turns into MZV defined by An interesting point is that qMZV's satisfy many relations in the same form as those for MZV's. For example, qMZV's satisfy Ohno's relation [6] , the cyclic sum formula [3, 7] and Ohno-Zagier's relation [8] . See [1] for the proof of Ohno's relation and the cyclic sum formula for qMZV's, and see [9] for that of Ohno-Zagier's relation.
In this paper we prove a class of quadratic relations for qMZV's (see Theorem 4.6 below). In the limit as q → 1, it turns into Kawashima's relation [4] for MZV's. Some of our relations are linear, and they are completely the same as the linear part of Kawashima's relation (Corollary 4.7). It is known that the linear part of Kawashima's relation contains Ohno's relation [4] and the cyclic sum formula [10] , and hence we find again that qMZV's also satisfy them.
The proof of our quadratic relations proceeds in a similar manner to that of Kawashima's relation. The ingredients are a q-analogue of Newton series and finite multiple harmonic q-series. Let b = {b(n)} ∞ n=0 be a sequence of formal power series in q. Then we define a sequence ∇ q (b) by
and consider the series
where (x) n is the q-shifted factorial
Under some condition for ∇ q (b), the series f ∇q(b) (z) is well-defined as an element of Q[[q, z]] and it satisfies f ∇q(b) (q m ) = b(m) for m ≥ 0 (see Proposition 3.1). Thus the series f ∇q(b) (z) interpolates the sequence b, and can be regarded as a q-analogue of Newton series. It has a nice property:
Now consider the finite multiple harmonic q-series S k (n) defined by
Any product of S k 's can be written as a linear combination of them with coefficients in Q[(1 − q)]. The duality formula due to Bradley [2] (see Proposition 2.1 below) implies that the coefficients are qMZV's in the expansion of f ∇q(S k ) at z = 1. Therefore, by expanding f ∇q(S k ) f ∇q(S k ′ ) = f ∇q(S k S k ′ ) at z = 1, we obtain quadratic relations for qMZV's.
The paper is organized as follows. In Section 2 we define finite multiple harmonic q-series and describe their algebraic structure by making use of a non-commutative polynomial ring. In Section 3 we define a q-analogue of Newton series and prove the key relation (1.4). In Section 4 we prove the quadratic relations and see that qMZV's satisfy the linear part of Kawashima's relation for MZV's.
In this paper we denote by N the set of non-negative integers.
2. Algebraic structure of finite multiple harmonic q-series 2.1. Finite multiple harmonic q-series. Let be a formal variable and C := Q[ ] the coefficient ring. Denote by h 1 the non-commutative polynomial algebra over C freely generated by the set of alphabets {z n } ∞ n=1 . We define the depth of a word
] be the ring of formal power series in q. We endow R with Cmodule structure such that acts as multiplication by 1 − q. Denote by R N the set of sequences b = {b(n)} ∞ n=0 of formal power series b(n) ∈ R. Then R N is a C-algebra with the product defined by (bc)(n) :
where [n] is the q-integer defined by (1.2). Setting
Extending by C-linearity we define two maps s, a : h
We define a map φ : h 1 → h 1 as follows. For a word u = z k 1 · · · z kr , consider the set
Denote by I c u the set consisting of positive integers which are less than or equal to
Extending by C-linearity φ is defined as a map on h 1 . Note that φ 2 = id.
where (x) n is the q-shifted factorial defined by (1.3). The following duality formula is due to Bradley [2] (see also [5] ):
Remark 2.2. The operator ∇ q has another description. Consider the difference operator ∆ t :
2.2.
A q-analogue of multiple zeta (star) values. Introduce the valuation v :
j , and endow R with the topology such that the sets {f
Denote by h 0 the C-submodule of h 1 generated by 1 and the words z k 1 · · · z kr satisfying r ≥ 1 and
We call it a q-analogue of multiple zeta value (qMZV) and denote it by ζ q (w). If w is a word w = z k 1 · · · z kr ∈ h 0 , it is given by
We also define a q-analogue of multiple zeta star value (qMZSV) (or that of non-strict multiple zeta value) by
If we regard q as a complex variable, qMZV and qMZSV are absolutely convergent in |q| < 1. Therefore in fact they are convergent series. In the limit q → 1, they converge to multiple zeta values (MZV) and multiple zeta star values (or non-strict multiple zeta values) defined by
. We define three products •, • ± on z by setting
and extending by C-linearity. These products are associative and commutative. Define two C-bilinear products * ± on h 1 inductively by 1 * ± w = w, w * ± 1 = w,
for i, j ≥ 1 and w, w 1 , w 2 ∈ h 1 . These products are commutative.
Proof. It suffices to show that S w 1 S w 2 and A w 1 A w 2 follow the recurrence relation (2.7) for * − and * + , respectively. It can be checked by using
The products • and • + determine z-module structures on h 1 , which we denote by the same letters • and • + , such that
and the above formulas where • is replaced with • ± . By convention we set z 0 • c = 0 for c ∈ C and z 0 • w = w for w ∈ h
Note that d q is invertible and its inverse satisfies d
, that is, the map d q commutes with the action • of z.
Proof. For w = 1 it is trivial. Suppose that w is a word and set w = z j w ′ . Then
for a word w. From the C-linearity of d q , we obtain the lemma.
Proof. It is enough to prove the case where w is a word. We prove the proposition by induction on the depth of w. If dep(w) = 1, that is, w = z i for some i ≥ 1, we have A
. From the definition of A and A ⋆ we find that
for w ∈ h 1 . To show the second formula, divide the sum in the definition (2.
It is commutative and associative. Proposition 2.7. Let w 1 , w 2 ∈ h 1 >0 . Then s w 1 a w 2 = a dq(w 1 )⊛qw 2 . To prove Proposition 2.7 we need the following lemma: Lemma 2.8. For n ∈ N and w ∈ h 1 , we have
Proof. It is trivial for w = 1. Without loss of generality we can assume that w is a word. Set w = z j w ′ . Then we have
Substitute it into the left hand side of (2.10) and use (2.8). Then we obtain
Using (2.6) again, we see that it is equal to the right hand side of (2.10).
Proof of Proposition 2.7. We can assume that w 1 and w 2 are words. Set w 1 = z i w ′ 1 and w 2 = z j w ′ 2 . Using (2.6) and Proposition 2.5, we have
It is equal to a dq(z i+j w ′ 1 ) (n)A w ′
2
(n) because of Lemma 2.8 and the definition of d q . Now introduce a C-bilinear map △ :
uniquely determined from the property
Then a w A w ′′ = a w△w ′′ for w ∈ h 1 >0 and w ′′ ∈ h 1 because of (2.6) and Proposition 2.3. Therefore Proposition 2.7 is reduced to the identity
for i, j ≥ 1 and w
Let us prove (2.11). From the definition of d q and △, the left hand side is equal to
Using this we see that the second term is equal to (
. Summing up these two terms we get the right hand side of (2.11).
A q-analogue of Newton series
We consider the ring of formal power series
] with the structure of topological Q-algebra.
Define polynomials B n (z) (n ∈ N) by
In particular, we have
In the proof of Proposition 3.1 we use the following formula:
Proof. Multiply the both sides by s j and sum up over j ∈ N using the q-binomial formula
Then we see that the identity to prove is equivalent to
we find that the left hand side of (3.3) is equal to
It is equal to the coefficient of
and the above product is equal to
from the q-binomial formula (3.2). Thus we obtain the right hand side of (3.3).
Proof of Proposition 3.1.
The second sum in the right hand side can be calculated by using Lemma 3.2 with t = q −l . Then we obtain the right hand side of (3.1).
Suppose that c ∈ R N satisfies v(c(n)) ≥ n for all n ∈ N. 
Proof. It follows from
We prove two lemmas to show Proposition 3.4.
Lemma 3.5. For n ∈ N we have
Proof. The right hand side is equal to the coefficient of t n in
From the q-binomial formula (3.2), the above product is equal to
This completes the proof.
Lemma 3.6. Suppose that c 1 , c 2 ∈ R N satisfy the condition (3.5). Set c 3 ∈ R N by
where n k q is the q-binomial coefficient
, we find that
Then we can see that it is equal to f c 3 (z).
Proof of Proposition 3.4. From Proposition 3.1 and Lemma 3.6, it suffices to prove that
Using (3.4), we see that the second sum in the left hand side above is equal to
For N ∈ N, we have
Thus we find that the left hand side of (3.8) is equal to 
for i, j ≥ 1 and w, w 1 , w 2 ∈ h 1 . We also define a product ⊛ on h 1 >0 by the formula (2.9) where the product * + in the right hand side is replaced with * . We define a C-linear map d :
The products * , ⊛ and the map d can be regarded as the limit of * − , ⊛ q and d q as → 0 (or q → 1), respectively.
Kawashima proved the following relation for MZV's [4] :
Setting n = 1 we obtain linear relations for MZV's
Proposition 4.1. For w 1 , w 2 ∈ h 1 >0 and n ≥ 1, the following relation holds:
from Proposition 2.1. Hence ∇ q (S w ) satisfies the condition (3.5), and the series F w (z) := f ∇(Sw) (z) is well-defined. Expanding F w (z) at z = 1 using Proposition 3.3 and Proposition 2.7, we see that 
Note that Ψ(1) = 1.
Proof. Note that φ(z i w) = z Proof. Proposition 4.3 implies that it suffices to prove (z 1 − z 0 ) • ξ i = ξ i+1 for i ≥ 1. This can be checked by direct calculation. Proof. We can assume that w 1 and w 2 are words. Let us prove the proposition by induction on the depth of w 1 and w 2 . If w 1 = 1 or w 2 = 1, it is trivial. Set w 1 = z i w 
