Bounds for certain integrals  by Bowman, K.O. et al.
Journal of Computational nd Applied Mathematics 10 (1984) 245-254 245 
North-Holland 
Bounds for certain integrals * 
K.O. BOWMAN 
Mathematics and Statistics Research, Computer Sciences at Oak Ridge National Laboratory, Oak Ridge, TN 37830, U.S.A. 
H.K. LAM 
Department of Statistics, The Chinese University of Hong Kong, Shatin, N.T., Hong Kong 
L.R. SHENTON 
Computing and Information Services, University of Georgia, Athens, GA 30602, U.S.A. 
Received 23 November 1983 
Abstract: A certain class of definite integrals is considered in which the integrand consists of a one-signed function together with 
another function which has a one-signed derivative in a certain interval. By examining the Cauchy form of the remainder, sets of 
bounds are developed which have a certain optimum property. The integrals may be multi-dimensional. The case in which the 
derivative component is not one-signed is briefly considered. 
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1. Introduction 
In a previous paper [2] we have considered setting up bounds for roots of positive real valued functions. 
It now transpires that the approach can be generalized. We consider bounding integrals of the type 
(assumed to exist) 
I ( f ;  D)= fabf(t)D(t)dt, (1.1a) 
or the Stieltjes analogue 
I ( f ;  q,) = fa°f(t)dq~ (t) ,  (1.1b) 
wheref( t )  is not necessarily t k or In t, and D(t) is a positive function for which a set of moments of t exists 
(+(t)  is a non-decreasing distribution function with q~(a) = 0, +(b) = 1, also with moments of a certain 
order). The basic function f(t) must have a certain derivative to be one-signed in (a, b) in general. 
More generally, we can consider the n-dimensional integral 
e(  I( t ) } = f f. . . f  f l  t( x ) ) x )dx, (1.2) 
where t(x) = t(xl, x2 ..... x,), dx =-dxldx2 . . .  dx, ,  over a region R. Here D(.)  may refer to a multi- 
variate density in n-space for which a set of moments of t(.) exists, whereas a certain derivative o f f ( t )  as a 
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function of t must be one-signed over R. The extreme values of t also refer to the region R. As examples, 
refer to [2]. 
The class of functions with one-signed erivatives has not been well documented. For example the real 
valued function 
f (x )= f i  (1 -a , ,x )  -h', hm>0,  am>0,  
m~l  
has positive derivatives of all orders. This type of function occurs as a component in the integrand of 
elliptic functions of the first, second, and third kind. The functions sin x, cos x, sec x, and cosec x have 
one-signed erivatives over an interval such as (0, ½~r). Slight modifications of these functions (for example, 
1/(a + b cos x) or 1/~/x(1 - x) ) require careful study. 
2. E(  f ( t )} when f2~+ 3 is one-signed 
2.1. Bounds for E ( flO } 
Let f(t)  be a real valued function of a random variable t defined on the closed interval [a, b]; a and b 
are real and a ~ b. We assume that the rnth derivative o f f ( t ) ,  denoted as fm(t ), exists on the open interval 
(a, b) for m = 1, 2,...  up to a certain order. 
Let ~p(t) be the distribution function (see [3, p. 57]) of t such that ~p(t) = 0 for t < a and ~p(t) = 1 for 
t > b. The expectation of a function of t, g(t) say, is defined as the Stieltjes integral 
E{ g( t )}  = fabg(t)d~p(t). 
Note that the integral of g(t) on [a, b] can be regarded as the expectation of g(t), t being uniformly 
distributed between a and b, so that 
fabg(t)dt = E( g ( t )} (b -  a),  
with ~(t )  -- t/(b - a). 
The rth moment of t is ~'r = E(tr) • We assume that the set of moments of t involved in the sequel exists. 
Now consider the expectation o f f ( t ) .  Let w be real and a < 0: < b. Expanding f(t)  about w we have 
f ( t )=f (~)+( t_~) f l (a : )  + ( t -~°)  2 ( t  --  ¢.0) 2s+l  
~. f2 (° : )+ "'" + (2s+l ) !  f2~+'(w)+R2~+I" 
Using the Cauchy form of the remainder, we have 
\2s+2 1 
t-o~) f (1 ,-,,2s+x.. r (1-O)+tO]dO, s 0,1 ,2 , .  
It is clear that a < w(1 - 0) + aO <~ 0:(1 - 0) + tO <~ 0:(1 - 0) + bO < b. Now if we further assume that 
f2,+3(t) is one-signed on the interval (a, b), then we have 
R'~,+a(a ) < R2,+, < R'~,+,(b) if f2,+ 3 is positive, 
or  
where 
R'~,+l(b ) < R2~+1 < R'~+~(a) iff2s+ 3 is negative, 
( t -  oa)2s+2 fol(1 a~2,+1: R'~s+'(X)= (2s+l ) !  - , . . ,  , z~+2[~(1-O)+~,O]dO,  ~t=a,b. 
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Define 
b2,+,(oa x)=fat'[f(~a)+(t-oa)fl(o~)+ ( t - .~)2  ' 2 f2( ~°)+ - . .  
. . .  + ( t -  ,~)~+' 7 
then we have bounds for E{ t(t)), namely, 
b2s+,(60, a) < E{f(t)} < b2,+,(~, b) 
or 
b2,+1(~, b) < E(f(t)} < b2,+a(~, a) 
if f2s + 3 is positive, 
if f2s + 3 is negative. 
(2.1) 
2.2. Best bounds for E(fit) } when ~ varies 
Now we further consider whether b2s+~(~o, t )  has a maximum or minimum value for variable ~o in 
(a, b). For stationary values of b2,+,(~0, X), we have 
where 
{ ( t -  °~) 2.+' (2s + 2) ( t -  °~) 2*+a ( t -  ~°)2~+2, / 
db2~+a = E f2s+z(w)  -- I(2s+l,2s+2 ) + d~ (2s +~.  (2s + 1)! (2s +~.  "(z,+ 2,2,+,)j, 
I(i.j) = f01(1 - 0) ' f j [~(1 - O) + X0]d0. 
= 0, X=a,b ,  (2.2) 
locates the stationary values of b2~+a(¢o, ~). Moreover, at all real roots of (2.2) 
d2b:s+l 
= -1---~E[(t-oa)2*(t-X)]I(2,+z.2,+3), (2.3) 
dJ (2s)! 
in which the sign depends only on the value of h and whether f2~+3 is positive or negative. Thus (2.3) is 
one-signed for all real roots of (2.2). Hence there is one and only one real root of (2.2); and this locates the 
maximum (minimum) and minimum (maximum), if f2~+3 is positive (negative), of b2s+i(o~, a) and 
b2 ~ + 1 (~, b ), respectively. 
Note that in (2.1) 
2s+1 r 
2s+l  r ,  fr(6d)----- r=oE fr(6O) _ 
2~+1 tj 2~_~1 (_ l ) , - J cd - j  
j=O ~" r=j ( r - j ) !  fr(t°)' (2.4) 
Thus, 
Integrating by parts, we have 
(2s + 2)I{2s+x.2,+2 ) =/2,+2(o~) + (h - ~)I(2,+z.2,+3)" 
It follows then that 
db2s+l = l(2s+2.2*+,)E{(t_w)2~+= (X_co)(t_w)2~+a} 
d~o (2s + 1)! 
(2s + 1)! 
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and 
R~,+, (X)  = (t  - ,~)~s+~ 
(2s+ 1)! I(2s+l'2s+2)' 
in which, after integrating by parts, 
k ,+ l ( ,~)  (2s + 1) 
I(2,+1,2,+2)-- (X - oa) + (X - oa) l(:,.z,+,) 
2s+l  (2s + 1)!~(oa) (2s + 1)!f(X) 
=-  Y'~ + (2.5)  
j=o j ! (X - oa)2,+2-j (X --~0) 2"+2 " 
Substituting (2.4), (2.5) and the real root of (2.2) into (2.1), we have the formula for the best bounds for 
E{f(t)}: 
2s 2s 
B2s+I (X)= E taj (--oa)r-Jfr(~O) 2E. 
j=0  r=j 
k=a,b ,s=O,  1,2 .....  
E(t-w)~-*+l(~-~-~w-~ ~j=0 (X -  w) : J !  f j (w)  - f (X )}  , (2.6) 
where vj = E (t j) and oa is the real root of E [(t - oa)2s +l(t -- X)]. The conditions for B2, + l(X ) to be either an 
upper bound or lower bound are: 
(2.7) 
B2,+, (a) < E{ f ( t )}  < Bz,+,(b ) iff2s+ 3 is positive, 
B=s+,(b) < E{f ( t )}  < B2,+l(a) ifk,+3 is negative. 
2. 3. The first four bounds 
(i) When s = 0, 
_: _ f (  + v l - °a f (h )  ' BI (X)  ^- ,o - -oa -  x -oa  
where 
1"2 ~ XPl 
/a 1 - -X  




X = a, b, (2.8) 
B,(x)  = f(oa) - ~fl (oa) + b ,%(oa)  +. ,  [ f,(o,) - oak(o,)] + ½.=f2 (~,) 
V 3 -- 3vzoa + 3vaoa 2- oa3 
- (x -oa) '  [f(~)+(x-oa)f'(oa)+½(x-~)=f=(oa)-f(x)]' 
X=a,b ,  
1 1/3 
Oa=C 1 "~- [~(U3 "4- U 2) --oll/3--[~/(U3"l¢'O 2) "~OJ , 
u=c2-c  2, v= -½(c  3 -  3c2c , + 2c~), 
cr = ( , r+ ,  - x , , ) / ( , ,  - x ) ,  r = 1, 2, 3. 
(2.9) 
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3. The case for which f2~ +3 is not one-signed 
+ Let t~,+2 and/2s+2 be the points in [a, b] such that 
f2s+2(t~s+2) <~fzs+2(t) <-,,f2,+z(t~s+2), t ~ [a, b]. (3.1) 
Note that t2s+Z(tZs+2 = tEs+2, t2+s+2) is either a, or b, or a real root off2s+3(t)= 0. It follows from (3.1) 
that 




R**2s+ 1(t2s+2) = 
t - tO) 2s+2 
(2s+ 1)! 
(/__ o~) 2s+2 
(2s + 2)! 
f0  2s+l  1(1 - -0 )  fzs+2(tz~+z)dO 
f2~+2(t2s+2) • 
b~+l (~,  t2~+2 ) < E(  f ( t )}  < b~'~+,(o~, t~~+2) , (3.2) 
E ( t -~)  2~+' - -0,  
E(t- 
d2b~+-'-----~ad~ 2 = {f2~+2(t2"+2)-f2"+2(°~)} (2s)! , (3.3) 
+ which is one-signed; actually positive for t 2~ + 2 and negative for t2, + 2- Hence there is one and only one real 
root of (3.3), and this locates the minimum upper bound and the maximum lower bound in (3.2). 
Substituting the real root of (3.3) into (3.2), we have the formula for the best bounds 
B~+I(tL+2) < E( f ( t )}  < B~'s+a(t~-~+2), (3.4) 
where 
~,+1 5 ~ 1 ( _ ,o )~- j  e(t-~ 
Bz*+l(t2~+2) = E ~. (rZ--j-~. f~(w)+ (2s+2) '  f2"+2(t2"+2)' 
j~O r=j  
/2s+2 t2s+2, + " = t2s+2 , s =0,  1 , . . . ,  
in which ~ is the real root of (3.3). 
When s = 0, 
B'~(t2)=f(ua)+ ½(v 2-v2)f2(tz) ,  co=u 1. (3.5) 
/ ( t _  0~) 2s+l 
b~s+l(o~, t2s+2)= Et f(o~) +(t -o~)f l (w)  + . . .  + (2s+1)! f2,+1(o ) 
% 
,2,+2 } 
t -w)  . + J2s÷2(t2s+2). 
* varies, we have For the stationary values of bzs+a when 
dt~ { f2s+2(6°)-f2s+2(t2s+2)} E(t -~)2s+l  -Os+ 
Thus if o~ = t2~+2 or a real root of E(t - o~) 2~÷1 = 0, then db~'~+~/do~ --- 0. However, it can be shown that 
+ (or t~s+2 ) does not minimize (maximize) the upper bounds (lower bounds) in (3.2). On the other -~ t2s+2 
hand, when o~ is a real root of 
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Example 3.1. Consider 
I= f4sf(t)D(t)dt, 
Then 
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f ( t )  = lnZt, D(t) = 1. 
f l (t)  = [2 In t l / t ,  f2 ( t )  = [2(1 - In t)] /t  2 and f3 ( t )  = [ -6  + 4 In t l / t  3. 
Notice that f3(t) is not one-signed for 4 ~< t .<< 5. In this case 
t 2 + = 4, t 2 ----- e 3 /2  , v I = 4.5, V z = 20.5 ; 
thus B~(tf) = 2.260174354 < I < B~(t~) = 2.260236866, while the exact value for I is 
1= [ t ( ln  t )2 -  2t( ln  t )+ 2t ]54 = 2.260179512. 
4. Application 
4.1. A standard form 
Several standard classical quadrature formulae relate to the root of rational fractions, such as 
Let 
so that if 
then 
fa a + 
I=  n f ( t ) ( t -a )P (a+h- t )qdt ,  h>O,p>- l ,q>- l .  
J=  t)D(t)dt,  D( t )=k( t -a )P (a+h- t )  q, 
ff +hD(t)dt = 1, 
k = r (p  + q + 2) 
hP+q+ll"(p + 1) / ' (q  + 1) '  
F ( . )  being the gamma function. Then I = J /K .  
Let t = a + hx, then the r th  moment  of t is 
r (p+q+ 2) fo l (a+hx)rxP( l_x)qdx.  
r(p+ l)r(q+ a) 
Regarding i,, as a function of a, it follows that 
apr a--a = rv'-l" 
Hence, 
Pr = fr~r_ada + cr, r = 1, 2, 3 . . . . .  v o = 1, 
where from (4.1), 
= h,r (p  + q + 2) r ( r  +p + 1) 
Cr = V'[~--O r (p+l ) r ( r+p+q+2)"  
(4.1) 
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Moreover, 
with 
Cr+ | r+p+ 1 
-h  r=1,2 ,3  . . . . .  
C r r+p+q+l '  
c l=h p+l  
p+q+2"  
Hence we have the explicit expression for Pr, namely, 




cj=hJi ~= (p+i )  ~ l t ) 'p+q+'+" '  j=1 ,2 ,3  . . . . .  
in which 
Now from (4.2) and the derivatives of f(t) ,  one can obtain bounds for the integrals J and I by applying 
(2.6). 
The nature of the bounds can be decided from a consideration of the derivatives of f ( t )  (see (2.7)). 
4. 2. Examples 
We now give some numerical i lustrations. 
Example 4.1. Consider the elliptic integral of the third kind 
H(n; ¢\a) = f0~(1 - n s in20) -a [1  - (sin2a) sin2ol -a :dO.  
Let sin 0 = v~-, then 
H(n; d?\a)= foSin%[2(1--nt)~/( t(1-- t)(a -- t sin2a) } ] - ld t .  
For illustration, let n = ½, ff = ½~ and a = ½~r; then 
1 dt f /7(½; 
=J0 (2 - t )~/( i -  3t/4) t~  - t) 
(4.3) 
Table 1 
Bounds for 1 ( = 3.23477 *) 
s h = 0 (L) h =1 (U) 
0 3.05674 3.42212 
1 3.19839 3.26303 
2 3.225899 3.240349 
3 3.232385 3.236048 
4 3.234090 3.235093 
5 3.234570 3.234859 
*: From [1, p. 625]. 
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Tab le  2 
Bounds  for E(f ( t )}  = 0.4605607482 
s ?~ = 2 (U) X = 3 (L) 
0 0.467 0.455 
1 0.46090 0.46023 
2 0.46058 0.46054 
3 0.460562 0.460559 
4 0.4605609 0.4605606 
5 0.46056076 0.46056073 
Here we can have more than one choice for defining f ( t )  such that each of it derivatives is one-signed. For 
example, 
1 1 
with D(t )  = 0 < t < 1, 
(i) f ( t )  = (2 -  t)¢[(1 - 3t /4)(1 - t ~1 ' ~t '  
1 1 
(ii) f ( t )=  , w i thD( t )= __ ,O<t<l .  
(2 - t )¢(1  - 3 t /4 )  ~r t~ - t)  
In both cases all derivatives are positive for 0 < t < 1. However, in (i), when ?~ = 1 (the upper extreme value 
of t), we have f (1 )= o0, resulting in a trivial infinite bound. 
Denote the integral in (4.3) as I. Then for (ii) we have 
I = ~r folf  ( t ) D ( t ) d t , 
with moments (from (4.2) with p = q = - ½, a = 0 and h = 1) 
35 
/)1 = 1 ,  lv 2 = 3 ,  1)3 = 5 ,  /)4 = 12~, 
and 
where 
27 _I_5 f, = g 2k + 3g k3, f2 = 2g 3k + 3g 2k3 + ~ , 
g=(2- t )  -1 and k=(1  3~,-1/2 - z t )  •
By using (2.8) and (2.9), we have the results, shown in Table 1. 
Example  4.2. Let 




f ( t )=  t ln t  , D(t )= l  and l<a<t<a+l ;  
E{f ( t )}  = ln ( ln (a  + 1) )  - ln{ ln  a ) .  
For a >~ 1, f2,,+l(t) < 0 and f2m(t) > 0. When a = 2, we have bounds for E{f ( t )} ,  as shown in Table 2. 
Example 4.3. Consider the incomplete lliptic integral 
I = (1/17 dt 
"-0 ¢ ( t (1  + 3t) (1  - t ) (1  - 2 t )}  ' 
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Table 3 
Bounds for 1 ( = 0.48621489663 *) 
• x = o (L) x = ~ (u) 
0 0.486205 0.486229 
1 0.486214880 0.486214917 
2 0.48621489660 0.48621489668 
3 0.486214896632 0.486214896632 
• : By quadrature. 
which is of the Weierstrass type (see [1, p. 603, Example 10]). Let 
1 k 
f ( t )=  , D( t )= , O<t<c,c=~7. 
¢((1 - t)(1 - 2t ) )  ¢{t(1 + 3t)} 
Using an hyperbolic transformation i the integrand we find 
k= 
vq 
In{1 + 6c+ ¢(12c+ 36c2)} " 
A similar approach applies to the higher moments of t. Then we have the results, shown in Table 3. 
Example 4.4. Let 
fo ~ sin x I = dx = ½"~. 
x 
We use the intervals (0, or), (~r, 2¢r) . . . .  and derive 
I = f0 ~ sin x x dx - 2 foD(X)f(x)dx,  
where 
( -1 )  s - '  
D(x)---{sinx and f (x )= (x+s'n) '  O<.x<~r. 
s=l  
It is clear that df/dx, d2f/dx 2, etc. are alternately negative and positive. Hence for the bounds for the 
second integral, BI(0 ) will yield an upper bound, and Ba(~r ) a lower bound; for I the bounds are reversed. 
We have 
f (0)  = (ln 2)/'~, f(~r) = (1 - In 2)/'~; 
" sin x ~r O 3 
X dx= 10-!) 3(3!) - - +  . . . .  1.851937052, 
For X = 0, 
~, {1,~, i=0 ,  
xiD(x)dx = lq . f2  - -  2, i= 1. 
oa = (,~2 _ 4)/'~, and for X = "~, ~ = 4/-~. Again, after a transformation 
yt/'n 
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and quadrature l ads to 
f (~)  = 0.1271501479, 
leading to the bounds 
1.5679 < 1 < 1.5728. 
f(~-) = 0.1475145368, 
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