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Abstract
Given a process X on Rd or Zd, we may form a random sequence 1; 2; : : : by sampling
from X at some independent points 1; 2; : : : . If X is stationary up to shifts (which holds for
broad classes of Markov and Palm processes) and the distribution of (n) is asymptotically in-
variant (as in the case of Poisson or Bernoulli sampling, respectively) then (n) is asymptotically
exchangeable, and the associated empirical distribution converges to the corresponding product
random measure. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
Given a random sequence X = (X1; X2; : : :) in a Polish space S, one may construct
a new sequence  = (1; 2; : : :) by independent sampling of elements from X with a
constant sampling probability p2 (0; 1]. We may think of  as obtained from X by
random thinning with rate p. If X is stationary, we shall see that the thinned sequence
 converges in distribution as p!0, where the limiting law has the form E1 for some
random probability measure  on S. This we recognize as an exchangeable distribution
on S1.
If X is assumed from the outset to be exchangeable { or, more generally, if X is
spreadable in the sense that all subsequences have the same distribution { then the
distribution of the thinning  is independent of the rate p, and X itself has distribution
E1. Thus, the stated result contains in particular the celebrated theorem of de Finetti
and Ryll-Nardzewski (cf. Ryll-Nardzewski, 1957; Kallenberg, 1997, Theorem 9.16).
The mentioned limit theorem has a natural continuous-time counterpart. Here we
consider instead a stationary process X on R+ with values in S and form a random
sequence =(1; 2; : : :) by sampling from X at times 1; 2; : : : given by an independent
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Poisson process on R+ with constant rate r > 0. Again one gets convergence toward
an exchangeable sequence as the rate tends to 0. We shall use the suggestive terms
Poisson and Bernoulli sampling for the sampling schemes just described.
There is nothing special about the Poisson and Bernoulli processes utilized above.
To describe the general case, we may consider the distribution of the sampling sequence
(1; 2; : : :) as a probability measure on T1, where T denotes the index set of the
process X . Assuming T to be a semigroup in Rd and letting 1; 2; : : : be distributions
on Tm for some m2N, we say that the n are asymptotically invariant if
lim
n!1 jjn  a − njj= 0; a2 T
m;
where jj  jj denotes the total variation norm. For measures n on T1, we require the
same property for the natural projections n  −11; :::; m onto Tm for arbitrary m 2 N.
It is often useful to consider more general processes X than the stationary ones.
We say that an S-valued process X on T is asymptotically stationary up to shifts
or simply shift-stationary, if there exist some random elements 1; 2; : : : in T and a
stationary process Y such that
jjP  (nX )−1 − P  Y−1jj ! 0; (1)
where the shift operators s are dened by (sf)t = fs+t . In particular, we note that
Formula (1) holds with n  n for broad classes of Markov processes. Indeed, three
elementary cases of such behavior are included in Kallenberg (1997) (viz.
Theorems 7.18 and 10.27; Lemma 20.17), and more general results of this type may
be found in Revuz (1984).
Another important instance of property (1) is when X is the Palm process associated
with a simple, stationary point process on Rd with nite intensity, considered as an
integer-valued random measure (cf. Kerstan et al., 1974{82). By a result of M. Zahle
(Kerstan et al., 1982, Russian edition only, Theorem 11.2.4), Formula (1) holds in
this case with n independent of X and uniformly distributed over the cube [−n; n]d.
When d = 1 there is also a dual relation, valid for the stationary point process itself,
regarded as a discrete time process of successive inter-point distances. Strictly speaking,
in order for point processes to t into our general framework, we need to replace the
original random measure  by the associated measure-valued process Xt = t, where
the operators t are now regarded as shifts on the space of measures on Rd.
Under various sets of general conditions, the asymptotic stationarity in Formula (1)
is known to imply the apparently much stronger relation X
d=Y for a suitable random
element  of T (cf. Aldous and Thorisson, 1993; Thorisson, 1996). Thus, under general
assumptions, a shift-stationary process is in fact stationary itself up to a single random
shift. In this paper, however, none of those rather deep results is needed and we shall
base our proofs directly on Formula (1).
To avoid repetitions, we assume once and for all that the space S is Polish and that
T is a semigroup in Rd for some d2N. We may also avoid measurability problems
by assuming that all processes are measurable on the product space T  
, where 

denotes the underlying probability space.
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Theorem 1.1. Let X be an S-valued; shift-stationary process on T; and consider some
independent sequences (n1; 
n
2; : : :) in T with asymptotically invariant distributions. Put
nk = X (
n
k) and 
n = (n1; 
n
2; : : :). Then 
n d!  in S1 for some exchangeable sequence
 in S.
Any reasonable proof of Theorem 1.1 will ultimately depend on the mean ergodic
theorem in T . To see the connection, we introduce for any distribution  on T1 the
associated random measure 1X on S
1, dened through averaging of X according to
the formula
1X B=
Z
1B(Xt1 ; Xt2 ; : : :) (dt1dt2   ); B2S1;
where S is the Borel -eld in S and S1 denotes the corresponding innite product
-eld induced by the one-dimensional projections. To motivate the notation, we may
think of X as the measure-valued process t 7! Xt in S and regard 1X as the innite
tensor product
(t1; t2; : : :) 7! X (t1) ⊗ X (t2) ⊗    ; t1; t2; : : :2T;
where the right-hand side is an innite product measure of unit masses X (tn) in S. The
random measure 1X is now obtained by integration of 
1
X with respect to .
If T=N and n is the uniform distribution on f1; : : : ; ng, then nX is clearly the em-
pirical distribution associated with the sample fX1; : : : ; Xng from X . By a straightforward
extension of the Glivenko{Cantelli and pointwise ergodic theorems (cf. Varadarajan,
1958; Tucker, 1959), we have in this case
nX
w!   P[X0 2 jX−1I] a:s:; (2)
where w! denotes weak convergence in the space M1(S) of probability measures on
S and I is the invariant -eld in S1. Similar results hold for other choices of T .
In general, we may think of 1X as a sequential; weighted empirical distribution
based on X . To clarify the connection with the sampling scheme of Theorem 1.1, we
note that if =(1; 2; : : :) with n=X (n) for some X -independent sequence (1; 2; : : :)
with distribution , then
1X = P[ 2 jX ] a:s:
Our key to Theorem 1.1 is the following mean and a.s. ergodic theorem for the
empirical measures 1X , stated in terms of weak convergence in the space M1(S
1).
The associated notion of convergence in probability, here denoted by wP!, is dened
most easily through the subsequence criterion in Lemma 3.2 of Kallenberg (1997).
Thus n
wP!  i every sequence N 0N has a further subsequence N 00N 0 such that
n
w!  a.s. along N 00. Let 1; :::; n denote the projection (s1; s2; : : :) 7! (s1; : : : ; sn) of S1
onto Sn and, for r > 0, write Dr for the scaling operator t 7! rt on T .
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Theorem 1.2. For any S-valued; shift-stationary process X on T; there exists some
random distribution  on S such that
(i) if 1; 2; : : : are asymptotically invariant distributions on T1; then n1X
wP! 1
in M1(S1);
(ii) if T = Rd and r =   D−1r for some  2M1(T1) with   −11;:::; nnd for all
n; then r1X
w! 1 a.s. in M1(S1) as r !1.
Given the last result, we may deduce the convergence in Theorem 1.1 simply by
taking expected values. In the special cases of Poisson and Bernoulli sampling, we can
also derive the same convergence by combining the univariate convergence in Formula
(2) with some general limit theorems for Cox processes and thinnings. The indicated
approaches correspond to the alternative proofs of the de Finetti/Ryll-Nardzewski the-
orem given in Kallenberg (1988, 1997).
It is interesting to see how the mean ergodic theorem in (i) may be strengthened
to the pointwise version in (ii) when the measures n form an absolutely continuous
scaling family. In particular, (ii) clearly applies to the case of Poisson sampling. It is
perhaps less obvious that the a.s. convergence holds even for Bernoulli sampling:
Theorem 1.3. Let X be an S-valued; shift-stationary process on T = R+ or N; and
let r be the distribution of a Poisson or Bernoulli process on T with rate r > 0.
Then r1X
w! 1 a.s. in M1(S1) as r ! 0 for some random distribution  on S.
Detailed proofs of the stated theorems will be given in the next section, and in
Section 3 we give some further related results.
2. Proofs of main results
Three lemmas will be needed for the proofs of the main results. Our rst aim is to
identify a countable convergence determining class of functions on an innite product
space S1. By a nite tensor product on S1 we mean a function of the form
(s1; s2; : : :) 7! f1(s1)   fn(sn); s1; s2; : : : 2 S;
where f1; : : : ; fn are real-valued functions on S.
Lemma 2.1. Fix a metric space S and a -compact set U  S1. Then there exist
some nite; bounded; measurable tensor products f1; f2; : : : on S1 such that whenever
; 1; 2; : : : 2M1(S1) with nfk ! fk for all k and U = 1; we have n w! .
Proof. The coordinate projections jU are again -compact. Hence, so is their union
S 0 =
S
j jU , and therefore S
0 =
S
m Km for some compact sets K1K2    S. For
each m, we may choose a dense sequence gm1 ; g
m
2 ; : : : 2 C(Km; [0; 1]). By Tietze’s exten-
sion theorem, each function gmk can be extended to some f
m
k 2 C(S; [0; 1]). We further
dene fm0 = 1Km . The set of nite tensor products of functions f
m
k is countable, and
we may choose an enumeration f1; f2; : : : .
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To see that the fk have the desired property, x any measures ; 1; 2; : : : in
M1(S1) with nfk ! fk for all k. Noting that U  −1k (kU ) −1k S 0 and, as
n!1,
n(−1k Km) = n(1Km  k)! (1Km  k) = (−1k Km);
we get
lim
m!1 lim infn!1 (n  
−1
k )Km = limm!1 (
−1
k Km) = (
−1
k S
0)>U = 1: (3)
Thus, the sequence (n  −1k ) is tight for every k, and by a standard argument based
on Tychonov’s theorem it follows that even (n) is tight.
Now x any subsequence N 0N. By Prohorov’s theorem we may choose a further
subsequence N 00 and some measure  2M1(S1) such that  w!  along N 00. We need
to show that = . Noting that nfk ! fk along N 00 whenever fk is continuous, we
get in this case fk = fk . Using the Portmanteau theorem, it is further seen that
lim sup
n!1
n  −1k Km6  −1k Km;
and in view of (3) we get   −1k S 0 = 1 for all k. By approximation it follows that
f = f for every nite and bounded, continuous tensor product f. Hence,  and
 agree for every nite product of open sets, and the equality  =  follows by a
monotone class argument.
The last lemma will now be used to establish criteria for convergence a.s. or in
probability of random probability measures on S1. Recall that the convergence n
wP! 
is dened by the subsequence criterion.
Lemma 2.2. Let C denote the class of all nite tensor products of bounded; measur-
able functions on some Polish space S; and x any random probability measures 
and 1; 2; : : : on S1. Then
(i) n
w!  a.s. whenever nf ! f a.s. for all f 2 C;
(ii) n
wP!  whenever nf P! f for all f 2 C.
Proof. (i) Since S1 is again Polish, the probability measure E is tight by Ulam’s
theorem. Hence, there exists some -compact set U  S1 with EU = 1, and we get
U = 1 a.s. Fixing U , we may choose the associated functions f1; f2; : : : 2 C as in
Lemma 2.1. Now assume that nf ! f a.s. for all f 2 C. Outside a xed P-null set
we have U = 1 and nfk ! fk for all k, and so Lemma 2.1 yields n w!  a.s.
(ii) Assume that nf
P! f for all f 2 C. Given a subsequence N 0N, we may use
a diagonal argument to extract a further subsequence N 00 such that nfk ! fk a.s.
along N 00 for all k. As before, we get n
w!  a.s. along N 00. Since N 0 was arbitrary,
it follows that n
wP! :
We shall also need the following versions of the multivariate, a.s. and mean ergodic
theorem. Given any semigroup T Rd, we write  for the uniform distribution on the
basic unit cube in T and dene r =   D−1r for r > 0, where Dr denotes the scaling
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operator t 7! rt on T . Given any measure  and measurable process X on T , we write
X =
R
Xt (dt).
Lemma 2.3. Let X be a shift-stationary process on some semigroup T Rd with
values in a Polish space S. Then there exists some random distribution  on S such
that the following holds:
(i) rX
w!  a.s. as r !1;
(ii) for any bounded; measurable function f: S ! R; we have
lim
r!1 supt2T
Ej(r  t)f(X )− fj= 0:
Proof. (i) By the shift-stationarity of X , there exist some random elements 1; 2; : : :
in T and some stationary process Y on T such that the processes Xn = nX satisfy
jjP  X−1n − P  Y−1jj ! 0. Using the Hahn decomposition, we may choose some
measurable sets Bn S1 with associated events An = fXn 2 Bng such that PAn ! 1
and PX−1n PY−1 on Bn for every n. Next we may introduce the empirical processes
r=rX , nr =rXn , and r=rY , r > 0, where both the existence as measure-valued
processes and the measurability with respect to the underlying processes X , Xn, and Y
follow from Fubini’s theorem.
By the pointwise ergodic theorem in T (cf. Krengel, 1985) and Lemma 2.2(i) { the
latter in an extended version for convergence along R+ { there exists some random
probability measure  on S such that r
w!  a.s. as r !1. Here the convergence set
and limit are both Y -measurable, and so for every n we may choose some random
probability measure n on S such that nr
w! n a.s. on An. As r !1, we have
jjnr − rjj6jjr  n − rjj ! 0; n 2 N;
and so even r
w! n a.s. on An. By the uniqueness of weak limits, we may choose
n= to be independent of n. Thus, r
w!  a.s. on A=Sn An, and it remains to notice
that PA>supn PAn = 1.
(ii) For convenience, we may assume that jfj61. Using the stationarity of Y and
the invariance of , we get
Ej(r  t)f(X )− fj
6Ej(r  t)(f(X )− f(Xn))j+ Ej(r  t)f(Xn)− fj
6Ejjr − r  n jj+ jjP  X−1n − P  Y−1jj+ Ejrf(Y )− fj:
Here the right-hand side is independent of t and tends to 0 as we let r !1 and then
n!1:
We are now ready to prove our main results.
Proof of Theorem 1.2. (i) Let  be such as in Lemma 2.3. Fix any bounded, mea-
surable functions f1; : : : ; fm: S ! R. By Lemma 2.2(ii) it suces to show that
n
O
k
fk(X )
P!
Y
k
fk : (4)
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For convenience, we may assume that jfk j61 for all k. Then
E
n
O
k
fk(X )−
Y
k
fk

6E
(n − n  mr )
O
k
fk(X )
+ E
(n  mr )
O
k
fk(X )−
Y
k
fk

6jjn − n  mr jj+
Z
E
(mr  t)
O
k
fk(X )−
Y
k
fk
 n(dt)
6
Z
jjn − n  t jj mr (dt) +
X
k
sup
t
Ej(r  t)fk(X )− fk j:
By dominated convergence and Lemma 2.3(ii), the right-hand side tends to 0 as n!1
and then r !1. Thus, Formula (4) follows.
(ii) By Lemma 2.2(i) it is enough to consider the nite-dimensional distributions,
and so we may assume that  is dened on Rmd for some xed m 2 N. Then =gmd
for some density g on Rmd with jjgjj1 = 1. By a monotone class argument, there exist
some simple functions g1; g2; : : : over the rectangles such that jjgn−gjj1 ! 0 as n!1.
Writing n = gn  md, we get as n!1
jjnr mX − rmX jj6jjn − jj= jjgn − gjj1 ! 0:
By the uniformity of the approximation and the linearity of the integrals, we may
henceforth assume that  is the uniform distribution over some rectangle BRmd.
Taking dierences and using the linearity again, we may next reduce to the case when
B has a corner at the origin. In that case, =1⊗  ⊗m where 1; : : : ; m are uniform
distributions over similar rectangles in Rd.
To prove the required convergence, we may rst assume that f = f1 ⊗    ⊗fm
for some bounded, measurable functions f1; : : : ; fm on Rd. Applying Lemma 2.3(i) to
suitably rescaled versions of X , we get a.s.
rmXf =
O
k
kr
O
k
fk(X ) =
Y
k
krfk(X )!
Y
k
fk = mf:
The assertion now follows by Lemma 2.2(i).
In particular, we may now deduce Theorem 1.1 as an easy corollary. For the purpose
of this proof, a slightly weaker version of Theorem 1.2 would clearly be sucient.
Proof of Theorem 1.1. By Fubini’s theorem we note that
n1X = P[
n 2 jX ] a:s:; n 2 N:
Letting  be an exchangeable sequence in S directed by , we further note that
P  −1 = E1. Fixing any bounded, continuous function f: S1 ! R, we get by
Theorem 1.2(i) and dominated convergence
Ef(n) = En1X f ! E1f = Ef():
Thus, n d!  in S1:
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Proof of Theorem 1.3. If 1; 2; : : : form a unit rate Poisson process on R+, then for
any r > 0 the times r 1; r 2; : : : form a Poisson process with rate r−1. Letting r denote
the associated distribution, we obtain 1 D−1r = r . Furthermore, 1  −11; :::; dd with
density
f(x1; : : : ; xd) = e−xd1f0<x1<   <xdg; x1; : : : ; xd>0: (5)
The continuous parameter case now follows from Theorem 1.2(ii).
In the Bernoulli case, we may express the distribution of (1; : : : ; d) in terms of the
function f in Formula (5) as
pn1 ; :::; nd = (p=q)
dqnd1fn1<   <ndg  cdf(cn1; : : : ; cnd); n1; : : : ; nd 2 N;
where q=1−p and c=−log q  p. We need to approximate the function f in Eq. (5)
by simple functions over the rectangles in Rd+. First, the factor e−xd admits a uniform
approximation by simple functions over the nite intervals in R+. Fixing an interval
[0; a] supporting the approximating functions, we proceed to approximate the bounded
simplex A= fx1<   <xd6ag by nite unions of rectangles U [0; a]d, in such a
way that U−AU+ and the volume error
V = dU = d(U+ − U−)
is arbitrarily small. The existence of such approximating sets can be seen by a monotone
class argument or through an elementary construction.
We need to replace Lebesgue measure d in the last estimate by cd times the counting
measure on (cN)d. To this aim, we increase each rectangle in U until all sides become
integral multiples of c. If a side in the original rectangle has length r>c, then the new
side length becomes r0 = ([r=c] + 1)c62r, and so the new error is bounded by 2dV .
This shows that the approximation error can be made uniformly small, as long as c is
bounded by the smallest side length in U . In that case, A can be replaced by either
one of the approximating sets U+ or U−.
Using the linearity as before, we may next reduce to the case of averages over the
sets Nd \ rI , where r > 0 and I is a xed rectangle in Rd+ with one corner at the
origin. Arguing as in the proof of Theorem 1.2(ii), we may then deduce the result
from Lemmas 2.2(i) and 2.3(i).
3. Some related results
From Theorem 1.1 we note that if =(1; 2; : : :) is a stationary sequence of random
elements in a Borel space S such that the distribution of  is invariant under Bernoulli
sampling, then  is exchangeable. A slightly stronger result was noted already in
Proposition 2.3 of Kallenberg (1988), where two dierent proofs were given, both
depending on the mean ergodic theorem. One might expect the statement to remain
true without the stationarity assumption. Here is a counterexample:
Proposition 3.1. There exists a sequence =(1; 2; : : :) of random variables such that
 is invariant in distribution under Bernoulli sampling but fails to be exchangeable.
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Proof. Let # be U (0; 1) and introduce the stationary process
Xt = (−1)[t−2#]; t2R:
Put Yt = X (log t), t > 0, and let  be obtained from Y by Poisson sampling with
rate 1. Then Bernoulli sampling from  corresponds to Poisson sampling from Y with
a rate r < 1. Equivalently, we may extract a unit rate Poisson sample from the scaled
process
Y rt = Yt=r = X  log (t=r) = X (log t − log r); t>0:
Since Y r d=Y by the stationarity of X , the distribution of  is invariant under Bernoulli
sampling.
The intervals of constancy of Y in (1;1) have lengths n=en, n 2 N, where > 0
is the length of the interval straddling 1. Let An be the event where the nth interval
contains exactly one sample point. By the independence and Poisson distribution of
the sampling together with an elementary integral comparison, we get a.s.X
n>1
P[An j ] =
X
n>1
ene−e
n
<1:
Hence, by the Borel{Cantelli lemma
PfAn i:o:g= E P[An i:o:j] = 0:
Letting 1; 2; : : : be the innitely many values of n> 2 where n−1 =−n−2 = 1 and
writing n = n , we obtain Pfn =−1 i:o:g= 0.
Now assume that  is exchangeable. Since the times 1; 2; : : : are -predictable, the
predictable sampling Theorem 9.19 in Kallenberg (1997) yields  d=   (n), and so
Pfn=−1 i:o:g=0. By symmetry, we have also Pfn=1 i:o:g=0. Since the last two
relations are mutually contradictory, the exchangeability hypothesis must be wrong, and
the assertion follows.
We proceed to prove an extension of Theorem 1.1 in the case where X is stationary.
Proposition 3.2. If X is stationary, then the assertion of Theorem 1.1 remains true
whenever the sequences fnk − n1; k>2g; n2N; have asymptotically invariant
distributions.
Proof. As in Lemma 9.2 of Kallenberg (1997), we may extend X to a stationary
process on the group generated by T . For convenience, we may then assume from the
outset that T is a group.
Let the sequences (n) and (n) be independent of X and such that
fn − 1; n>2g d=fn − 1; n>2g:
Putting n = X (n) and n = X (n), we claim that (n)
d=(n). To show this, we may
clearly assume that n= n− 1 for all n. By Fubini’s theorem, we may next reduce to
the case when 1; 2; : : : are nonrandom. The statement now follows immediately from
the stationarity of X .
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For (nk) as stated, we may introduce some independent random elements 1; 2; : : :
in T with asymptotically invariant distributions. From the independence it is clear that
the entire sequences
fn; nk − n1; k>2g; n 2 N;
have the same property. Next, the asymptotic invariance carries over to the sequences
f ~nk  nk − n1 + n; k 2 Ng; n 2 N:
To see this, we note that the asymptotic invariance in Tm is preserved by any nonsin-
gular linear mapping f. Indeed, for any a 2 Tm there exists some b 2 Tm such that
af=fb, where a and b denote shifts by a and b. If 1; 2; : : : are asymptotically
invariant distributions on Tm, we get
jjn  f−1  −1a − n  f−1jj = jjn  b  f−1 − n  f−1jj
6 jjn  b − njj ! 0;
as desired. Thus, Theorem 1.1 applies to the sequences ~n=( ~n1 ; ~
n
2 ; : : :) with ~
n
k=X ( ~
n
k ).
Combining with the previous remark, we obtain n d= ~n d!  for some exchangeable
sequence :
The asymptotic invariance is easy to verify for the Poisson and Bernoulli sampling
schemes. Here is a more general result:
Proposition 3.3. Fix any asymptotically invariant distributions 1; 2; : : : on some
semigroup T Rd. For each n2N; let n denote the distribution of a random
walk (Sn1 ; S
n
2 ; : : :) based on n. Then the measures 1; 2; : : : are again asymptotically
invariant.
Proof. Note that S nm = 
n
1 +   + nm for all m; n 2 N, where n1 ; n2 ; : : : are i.i.d. n for
each n. Then the random vector (n1 ; : : : ; 
n
m) in T
m has distribution mn =n⊗  ⊗n.
From the asymptotic invariance of 1; 2; : : : it is clear that the measures m1 ; 
m
2 ; : : : are
asymptotically invariant on Tm for each m 2 N. It remains to notice that S n1 ; : : : ; S nm
are obtained from n1; : : : ; 
n
m by a xed nonsingular, linear transformation on T
m:
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