We consider the fundamental problem of inferring the distribution F * X of a real-valued random variable X and a population parameter q * = q[F * X ] from a set of independent observations {xi} N i=1 . Inferences about possible generating distributions FX and values of the population parameter q[FX ] are made without any assumptions other than the bounding interval I ∈ R. The resulting nonparametric Bayesian method results in a probability distribution on the space of imprecise distribution functions on I. The resulting method has a natural interpretation in terms of the intervals between ordered observations, where the probabiliy mass associated with each interval is uniformly distributed on the space of possible values, but there are no restrictions on the distribution of probability mass within each interval. This formulation gives rise to a straightforward resampling method: Bayesian interval sampling. This robust method is applied to a sample data set, and examples of resulting estimators for various population parameters are given. The method is compared to common alternatives and is shown to satisfy strict error bounds even for small data sets and ill-behaved distributions.
For many applications it is necessary to infer properties of a random variable X from independent realisations
. For example, one may attempt to estimate its distribution F * X or its expectation value E[X]. Indeed, this problem occurs in its idealised form in Monte Carlo simulations, where independence of observations is often guaranteed.
A range of approaches exist for addressing this elementary inference problem, differing in their underlying assumptions and applicability [13] . On one end of the scale there are simple point estimates, such as the sample mean or -when a distribution is concerned -the empirical distribution. When more accuracy is required it is common practice to report a confidence interval, usually by means of an implicit invocation of the central limit theorem. However, this approach is not suitable when sample sizes are small or the distribution of X differs considerably from a normal distribution. In such cases the bootstrap method [5] is a well-established alternative, but it is limited to resampling of observed values, so there is no way to account for features of the distribution that have not been sampled. This shortcoming is shared by its Bayesian variant, the Bayesian bootstrap [14] . It is particularly restrictive when sample sizes are very small, or for the analysis of rare events where a small fraction of the probability mass has a disproportionate effect on the parameter of interest.
Ferguson's Dirichlet process [6] may be used for inference beyond strictly observed values, but this requires the selection of a particular prior measure. Furthermore, the resulting inferred (random) distributions are ultimately discrete. A different approach is taken by the Nonparametric Predictive Inference (NPI) method [4] , which makes * Electronic address: s.tindemans@imperial.ac.uk use of imprecise probabilities to circumvent these issues. However, its definition as an incremental predictive process makes it less suitable for the inference of the underlying distribution F * X or for efficient computational implementations.
In this paper we introduce a robust method for inference from independent real-valued observations with minimal assumptions. The method relies only on the observations and the specification of a bounding interval I for the random variable X (which may be the entire real line R). It results in very conservative estimates for any quantities under consideration, but those estimates remain valid even for ill-behaved distributions. This is a desirable feature for applications where accuracy is paramount, such as risk assessment of critical systems.
The proposed method has three defining features:
• Bayesian inference is used to derive quantitative statements regarding the underlying distribution F * X from a single set of observations. • A non-parametric approach avoids the implicit restrictions imposed by a particular parametric structure.
• Any non-quantifiable indeterminacy in our beliefs regarding F * X is represented by imprecise probabilities (in this case interval-bounded probabilities).
In this paper we first summarise Bayesian inference using the Dirichlet distribution and Dirichlet process, and we develop a style of notation that is particularly suitable for the development of our method. We also present a brief introduction to probability boxes, which use upper and lower probability probability distributions to represent imprecise knowledge. Then, a minimally informative imprecise prior is combined with the nonparametric Dirichlet process to generate the Bayesian imprecise distribution BID[·] on the space of imprecise distribution functions. This distribution-of-distributions represents our state of knowledge about F * X (x). It has the feature that large scale features of the distribution are described probabilistically and the small scale structure is expressed using imprecise probabilities. This decomposition naturally gives rise to an efficient resampling algorithm: Bayesian interval sampling. We proceed to investigate the uncertainty structure that the distribution BID [·] induces on the population parameter q. Under reasonable assumptions this structure can be described by a single imprecise distribution (a pair of upper/lower distribution functions). Select numerical examples are analysed in detail. In the appendices we explore various limiting cases, illustrating the method's relation to other approaches.
I. DIRICHLET DISTRIBUTION AND DIRICHLET PROCESS
To start we summarise a few key properties of the Dirichlet distribution and the related Dirichlet process.
A. Dirichlet distribution
Let us consider the problem of determining an unknown discrete (categorical) probability distribution P * on a set of k disjoint events A i . To estimate P * from independent realisations of the corresponding random variable we may use Bayesian inference with the Dirichlet distribution as a prior distribution. The Dirichlet distribution Dir[α 1 , . . . , α k ] is parametrised by {α i } k i=1 and its probability density is structured as
with the constraint ∀i : p i ≥ 0. Note that the density is formally only defined on {p i } k−1 i=1 , and the final component p k is computed as p k = (1 − k−1 i=1 p i ). Nevertheless we include p k in Eq. (1) to highlight the symmetry of the expression. Permissible values of {p i } k i=1 are restricted to the unit (k − 1)-simplex ∆ k−1 that is defined as
The values p i represent the probabilities associated with the events A i . The Dirichlet distribution thus represents a continuous distribution on the space of k-dimensional discrete probability distributions. Let us define the random variables {P i } as
The expected values of the event probabilities are given by
Because the Dirichlet distribution is a conjugate prior, the Bayesian posterior distribution is also a Dirichlet distribution. Specifically, let us consider a set of observation counts {n 1 , . . . , n k } : n i ∈ {0, 1, . . .} for each event and a prior distribution Dir[
]. This illustrates that the parameters α i may be considered 'pseudo-observations' on the same footing as the actual observations n i . As a result, the posterior expectation of {P i } conditional on the observations
B. Contractions
The probability associated with the union of two disjoint events A i and A j is given by the sum of their probabilities p(A i ) and p(A j ). In the case of a Dirichlet distribution, these probabilities are random variables P i and P j . The Dirichlet distribution has the property that the resulting (k − 1)-dimensional distribution is obtained simply by summing the relevant parameters α i and α j .
Repeated application of this process until only the events A i and its complement A c i are left (e.g. 'heads' and 'tails') yields
Because P (A c i ) = 1 − P (A i ) by definition, we may simply consider the marginal distribution of the random variable P (A i ), which is the beta function
C. Dirichlet process
Ferguson's Dirichlet process [6] provides a natural extension of the discrete Dirichlet distribution to an infinite set of events, and the continuous domain R in particular. The Dirichlet process DP[m] on R is a distribution of probability distributions (i.e. a random probability measure) that is parametrised by the measure m : B(R) → R + . It is defined by the condition
where P is a random probability measure and
is any arbitrary disjoint covering of R. It deserves mention that even when the measure m has a continuous density on R, samples from the corresponding Dirichlet process distribution will have discrete features [6] (see also Fig.  1 ).
D. Cumulative Dirichlet process
For ease of notation we introduce the notion of the cumulative Dirichlet process (CDP), which reflects the inherent ordering of the numbers on the real line. The CDP may be parametrised by the non-decreasing function
Furthermore, instead of a random probability measure we let the CDP define the corresponding random cumulative distribution function. More precisely, if P ∼ DP [m] and F ∼ CDP[M ] then the following equality holds in distribution for any x:
It is often convenient to parametrise the cumulative Dirichlet process using two parameters instead of the single measure m. We write M = αF with the scalar concentration parameter α and the cumulative probability distribution F (lim x→∞ F (x) = 1). For F ∼ CDP [αF ], this results in the convenient property
E. The unit Dirichlet process
In this section we demonstrate that the CDP formulation for F allows for a convenient decomposition of the Dirichlet process into its expected distribution and the random fluctuations around that distribution.
We consider an arbitrary partitioning of the real line into half-open intervals
. This partioning is defined by the ordered set of points {y i }, with y 0 = −∞, y N = +∞ and A i = (y i−1 , y i ]. We define the cumulative Dirichlet process F ∼ CDP [αF ] , where for simplicity we assume that F is continuous. Together, the set {y i } and F generate the non-decreasing set of random variables
The difference Y i − Y i−1 between two adjacent variables may be interpreted as the random probability P(A i ) associated with interval A i . It follows from (9) that
This expression suggests the following decomposition:
Because this holds for any arbitrary partioning we may write the following equivalent representation for the cumulative Dirichlet process.
F consists of two elements, with the • symbol indicating composition of functions. The distribution F is transformed by a random distribution function
. This random distribution is itself a cumulative Dirichlet process generated by the uniform (cumulative) distribution U [0,1] on the unit interval and the weight α.
We will refer to U α as the unit Dirichlet process. It satisfies the following properties:
The random distribution function U α has an intuitive expression in terms of the 'stick breaking process' definition of the Dirichlet process [15] :
Here H c is the unit step function at x = c, and the sequences of independent random variables Figure 1 shows several realisations of the random distribution U α , with the corresponding value of α shown in each panel. The variations within each row illustrate the diversity of realisations for a given value of α, and the subsequent rows illustrate the limiting behaviour for large α, where U α approximates the uniform distribution on the unit interval. Especially for the case α = 10 the figure also demonstrates the fundamentally discrete nature of the Dirichlet process.
We conclude that the decomposition (16) neatly separates the cumulative Dirichlet process F into the expected shape (F = E[F]) of the distribution and its inherent randomness (U α ). It shows that F can be understood as a random distortion of the generating distribution F with fluctuations that decrease in amplitude as α increases.
F. Nonparametric Bayesian inference
Like the Dirichlet distribution for discrete distributions, the Dirichlet process on the real line is a conjugate prior Α 10 Α 10 Α 10 Α 100 Α 100 Α 100
Α 1000 Α 1000 Α 1000 for Bayesian inference [6] . Using P 0 ∼ DP[m 0 ] as a prior, and independent observations {x 1 , . . . , x N } it follows from (9) that
Here, the δ xi are measures corresponding to a unit mass located at x i , within the support set of m 0 . For the purpose of this paper -nonparametric Bayesian inference from one-dimensional data -we again transform this expression to its cumulative distribution form. For a prior distribution
the posterior distribution F N is given by
Recall that H c denotes the unit step function with a unit step at x = c.
II. IMPRECISE PROBABILITIES
In regular probability theory each event A is assigned a specific non-negative probability p A . However our state of knowledge does not always permit us to make such precise statements. In those cases it is prudent to use imprecise probabilities [see e.g. 17]: instead of the value p A we use assign an interval probability consisting of a pair of lower and upper probability bounds p A and p A .
A particular choice for the representation of imprecise probabilities on R is the use of upper and lower distribution functions. A lower probability distribution F (x) and an upper probability distribution F (x) define bounds for the set of permissible distribution functions F (x) that satisfy
Because of the corresponding graphical representation (see Fig. 2 ), the pair F , F is also known as a probability box [7] . We refrain from assigning a preference (probabilistic or otherwise) among any pair of distributions that are consistent with the probability box. Probability boxes may also be interpreted in terms of possibility theory [8] or belief functions in Dempster-Shafer theory [7] . We will use the notation
for the imprecise distribution Defined only by a pair of upper and lower distributions, the probability box is restricted to representing uncertainty in terms of simple intervals. Whereas every probability box can be expressed as a belief function, the converse is not true [7] . For example, it cannot be used to represent the knowledge that a random variable X has a known 'dead band' between x 1 and x 2 . As such it is clearly not the most general representation of imprecise probabilities, but it is sufficiently flexible for our purpose.
Instead of a single value, a probability box associates a probability interval with the event X ∈ (a, b]. The upper and lower bounds of this interval are given by:
We consider a random variable X ∼ F * X on the extended real line, restricted to a possibly infinite interval
The basic inference problem consists of assigning a likelihood metric to distribution functions F as candidates for the original distribution F * X . In this work this 'likelihood' is a combination of a probability measure and set membership (imprecise probability). The analysis is restricted to F ∈ F I , the space of all distribution functions on the interval I. The resulting likelihood metric on F I also induces a metric for a particular population parameter q : F I → R. This is then used to estimate its true value
. To illustrate our analysis we will often refer to the example data set shown in Table I . These 15 observations are drawn independently from a log-normal distribution with parameters µ = 0 and σ = 1 for the normal distribution. The original distribution and the empirical cumulative distribution are shown in Fig. 3 . Even though the underlying distribution is known to us in this case, in general we cannot discard the possibility that the observations have been drawn from a distribution that is much less well-behaved. An example of such a distribution will be given in section VI B. It is our objective to infer the class of distributions that could have generated the data. For the example we will assume that potential originating distributions are defined on the interval I = [0, ∞). In the absence of observations we are in a state of complete uncertainty regarding the distribution F * X (x), other than the fact that the probability mass is restricted to the interval I = [x L , x R ] on the extended real line (i.e. I may equal R). Our initial knowledge of the system is therefore accurately represented by the vacuous imprecise distribution Table I and the original distribution
where H c is the unit step function with a step at x = c. This imprecise distribution reflects the statement F * X ∈ F I .
In the following we provide an equivalent definition in terms of the cumulative Dirichlet process (CDP). Because the CDP family is a conjugate prior family this allows for straightforward Bayesian updating in the presence of observations. Separate lower and upper bound distributions are defined as
where the value of the prior weight α 0 is as yet undetermined. It follows from Eq. (16) that F 0 simplifies to
The random mapping U α0 can be discarded because it does not affect the unit step function, so that F 0 = H x L . In the same way it follows that
. As members of the CDP family, F 0 and F 0 are technically random distributions, but these particular distributions have all probability mass associated with a single distribution. However, their membership of the CDP family enables us to consistently define corresponding posterior bounding distributions conditional on the observations
. Because F 0 and F 0 are degenerate distributions the simple Bayesian updating framework from Eq. (22b) cannot be applied directly. However, by defining the these priors as limits of well-behaved CDP-distributions we obtain the posterior equivalents. Details of this procedure are given in Appendix C. The posterior lower and upper bounding distributions (with an as yet unspecified value
B. The importance of ignorance
We proceed to determine the appropriate value of α 0 , which represents the weight assigned to the vacuous prior that reflects our initial state of ignorance. To illustrate its effect we first look at two limiting cases: α 0 ↓ 0 and α 0 → ∞.
Limiting cases
We first consider the case α 0 ↓ 0 with a vanishing prior weight. In this case the upper and lower distributions coalesce into the single random distribution
This precisely describes the Bayesian Bootstrap method introduced by Rubin [14] as a Bayesian analog of the bootstrap method. It has the limitation that it assigns a (random) probability mass only to observed values x i , so that realisations of the random posterior distribution are all discrete distributions. In particular this also means the method has no ability to extrapolate beyond the lowest and highest observed values.
In the other extreme case, α 0 → ∞, the prior outweighs all observations. The posterior distribution is therefore equal to the vacuous prior distribution. This procedure is consistent and not affected by the same limitations as the Bayesian bootstrap method, but it is ultimately useless because the observations are effectively discarded.
These two simple examples illustrate that it is desirable to choose α 0 as small as possible in order to maximise the use of the data. On the other hand, picking a value that is too small leads to an underappreciation of the part of the distribution that has not been observed, represented by the vacuous prior.
Conditions on order statistics
In the following sections we establish criteria for inferred distributions. To this end we first consider generic properties of probability distributions. In the next section these properites will be imposed on the bounding distributions (28) in order to derive constraints on α 0 .
Let us consider the order statistics {x
, extended with the boundary values of the bounding interval I:
The order statistics are realisations of random variables X (i) with distributions that follow from the original distribution F * X and the sample size N . Let U (i) be the order statistics corresponding to N observations of the uniform distribution on the unit interval. Then it is easy to show that
where the expectation E U (1:N ) [·] is computed with respect to the ensemble of possible N -samples from the uniform distribution.
For a continous distribution function F , the random quantile F (X) associated with a random variable X ∼ F is uniformly distributed on the unit interval. Therefore, Eq. (31) implies
where the expectation E X (1:N ) [·] is computed with respect to the ensemble of possible N -samples from F . This result can be generalised to allow for potentially discontinuous distributions as follows.
This bounding expression uses the fact that F is right continuous with left limits that are denoted by F − (X) = lim ε↓0 F (X − ε). Clearly, when F is continuous F − (X) = F (x) and this pair of bounds reverts to the equality (32).
However, when F is continuous it is also possible to make a slightly stronger statement which will make a considerable difference for our application. Using the fact that F − (X) = F (X) we may transform Eq. (32) to
This statement means that the open intervals between subsequent order statistics are associated (on average) with a probability mass 1/(N + 1). In particular, it also implies that -on average -a probability mass of 1/(N + 1) is situated to the left of the smallest observation and to the right of the largest observation.
Restrictions on inferred distributions
We return to the problem of inferring the weight α 0 that should be assigned to prior information. The (in)equalities (33) and (34) in the previous section are derived for a given distribution F and random order statistics
. In the context of the inference problem the situation is reversed: the observations {x i } N i=1 are given and Bayesian inference gives rise to a random distribution, or rather a pair of random distributions F N and F N .
We postulate that the constraint Eq. (33) should also be satisfied by inferred distributions. However, in this case the expectation is no longer computed over random observations X i but over the random distributions F N and F N instead:
Furthermore, in the absence of duplicate observations x i = x j we cannot know whether the unknown distribution F * X that has generated the observations is continuous or it has discrete elements. For this reason the inferred distributions should not preclude either option, and we also impose the strong consistency condition Eq. (34) for continuous distributions, again with the replacement
. As a specific consequence of this requirement inferred distributions must -on averagepermit a probability mass 1/(N + 1) to be assigned to each of the intervals [x L , x (1) ) and (
A further complication is that the inferred distributions are described by upper and lower bounds. Even a specific realisation of these random upper and lower bounds does not assign a specific probability to an event X ∈ (a, b]. Instead, a probability interval is assigned according to Eqs. (25). Thus every every equality is converted to a pair of inequalities that represent membership of the probability interval.
With these provisions Eq. (33) results in two conditions:
Similarly, the strong constraint Eq. (34) results in two conditions:
The first of these is identical to Eq. (35a), but the second is stronger than Eq. (35b).
Implications for α0
To see what this means for the value of α 0 we make use of the linearity of the expectation operator and the property (12) to resolve the expectation values. The definitions (28) for F N and F N together with the requirements (35) result in the following inequalities
Here, k, l ∈ {0, 1, . . .} are functions of the multiplicity of the observed values x (i) and x (i+j) . If all observations are unique this results in k = l = 0. Both constraints are satisfied for any (α 0 , j, k, l), so they do not impose restrictions on α 0 . The stronger condition Eq. (36b) results in the inequality
Again, k =∈ {0, 1, . . .} is a function of the multiplicity of the observed values x (i) and x (i+j) . However, any duplicate observation almost surely rules out continuity of F * X for any interval containing these observations, thus invalidating the use of the constraint altogether. Hence we only need to consider the case k = 0, which results in
We choose α 0 = 1 to maximize the weight of the data given this constraint. As we shall see in the next section the resulting inference process has some very appealing properties.
C. Unification of upper and lower bound processes
The analysis in section III A has resulted in parallel definitions for the random lower and upper bound distributions F N and F N with a variable prior weight α 0 . Its value α 0 = 1 has been determined in section III B. It is clear that the resulting random distribution cannot be independent, because independent realisations of each distribution have a finite probability to intersect, in violation of (23).
We now define a common distribution for both F N and F N , which we label the Bayesian Imprecise Distribution (BID). The decomposition (16) and α 0 = 1 are used to restate Eqs. (28) as
The decoupling of the randomness and shape in these definitions suggests an intuitive definition of the common distribution. We implicitly define the Bayesian Imprecise Distribution BID[{x i }, I] through the random imprecise distribution
] as follows:
with
Here, the same random mapping U N +1 is applied to both bounds, thus guaranteeing that the random upper bound meets or exceeds the random lower bound at each point. By construction, this definition trivially maintains the marginal distributions for the individual upper and lower bound distributions.
N can be considered the spanning distribution of empirical distributions generated by the observations {x i } N i=1 and one unknown observation in the interval I. Fig. 4 (top panel) depicts this distribution as a probability box for the data in Table I . The random imprecise distribution 
D. Simplified definition
The imprecise distribution F [] N only takes on N + 2 distinct and equally spaced values, which results in the random distribution U N +1 being evaluated at N + 2 specific locations. This property allows for the projection of (17) onto an N + 1-dimensional Dirichlet distribution using property (9) . This results in the simplified definition
The fact that F [] N , the random imprecise distribution expressing our knowledge of F * X , can expressed in this simple manner has significant implications that are discussed below.
Interval-associated probabilities
Eqs. (43) provide an intuitive understanding of the method that has been developed in the preceding sections. The interval I is partitioned into N + 1 closed intervals with boundaries at the observed points
. Each of these intervals is assigned a random estimated weight W i , drawn from a Dirichlet distribution. Note that this Dirichlet distribution with N + 1 unit parameters is in fact the uniform distribution on the unit simplex ∆ N , as can be seen from Eqs. (1) and (2) .
Although a specific probability distribution governs the probability mass assigned to each interval, the method provides no guidance regarding the way this mass is distributed within each interval. This dichotomy can be interpreted as follows. The limited number of observations can only provide meaningful information about the large scale features (probability associated with intervals) of the probability distribution F * X . Without additional observations or assumptions no substantiated statements can be made about the features of F * X on a smaller scale. The fact that the Bayesian Imprecise Distribution BID[{x i }, I] can be reduced to a Dirichlet distribution on the (N + 1)-dimensional space of probabilities associated with intervals between observations is very significant, because it gives rise a computationally straightforward resampling method that can be used to probe 
Compatibility with continuous distributions
If the original distribution F * X is continuous, the obser-
are almost surely distinct. Even if F * X has discrete features, duplicate observations will almost surely not occur in the continuous sections of the distribution. We consider the case of inference from (locally) unique observations. For distinct observations it follows from Eqs. (43) that the random upper bound in the interval [x (i−1) , x (i) ] is equal to the random lower bound in the next interval [x (i) , x (i+1) ]. As a result, realisations of F [] N visually resemble a 'chain of blocks' with the lower and upper bounds touching at each observation x (i) (see Fig. 4 ). These upper and lower bound pairs force compatible distributions to traverse particular values at x (i) but leave them otherwise unconstrained. Notably, this does not impose any discrete features on candidate distributions, unlike the regular Dirichlet process [6] and the Bayesian bootstrap method [14] .
This non-discreteness of inferred distributions also provides additional justification for the intuitive definition (41) of the common Bayesian Imprecise Distribution BID [·] . The random upper and lower distributions touch at each observed value x (i) , i ∈ {1, . . . , N }. Therefore the upper bound distribution fully determines the lower bound distribution and vice versa. By implication, any other dependent distribution consistent with the upper and lower bound distributions F N and F N would necessarily upset this balance, causing the lower limit in some interval k to exceed the upper limit in interval k − 1. This would in turn impose discrete features on the inferred distribution. The existence of this delicate balance is a result of the choice α 0 = 1.
Of course, when two observations x (i) and x (i+1) do coincide, the original distribution F * X almost surely has discrete features. Definition (43) reflects this by assigning a non-zero probability mass to such a point, with a random lower bound P ∼ β[1/(N + 1), N/(N + 1)].
IV. ESTIMATING POPULATION PARAMETERS q[F * X ]
In practical applications the object of interest is often not the distribution F * X , but a particular real-valued population parameter q * = q[F * X ] of that distribution. We now investigate how the random imprecise distribution
] induces an imprecise probability structure on q : F → R that can be used to construct an interval estimate of q * .
Any particular realisation of F []
N is a probability box. Such an imprecise distribution represents a set of compatible distribution functions, and therefore a set of possible q-values. In this way, the Bayesian imprecise distribution BID[{x (i) }, I] induces a probability distribution on sets of q-values. However, keeping in mind the goal to generate simple interval measures we make two simplifications in the analysis of this distribution.
We consider only the minimum and maximum values
of each set of q-values associated with an imprecise distribution.
2. We ignore any dependencies between the minimum and maximum values.
These assumptions reduce the characterisation of uncertainty in q to two independent random variables, Q min and Q max , that are defined as 
Recall the definitions of the extended set of order statistics
i=0 (30), the Dirichlet random variable
(43b), and F − (x) = lim ε↓0 F (x − ε). The probability distributions that correspond to the random variables Q min and Q max can be interpreted as the definition of a probability box for the population parameter q * :
A. Interval representation
We aim to express our estimate of a specific real-valued population parameter q in the form [q min , q max ] c for a given credibility level c ≤ 1. In the context of objective Bayesian inference the value of c implies that the probability of the true value q * = q[F * x ] being outside of the interval is 1 − c.
If we have access to a precise probability distribution F Q , the credible interval can be defined such that there is an equal probability to err on the high and low side of the interval. Specifically, q min and q max are defined implicitly by F Q (q min ) = (1 − c)/2 and F Q (q max ) = (1 + c)/2.
The solution is less obvious for a probability box F [] Q , although the credible intervals for the individual upper and lower distributions F Q and F Q are each well-defined. Continuing our robust but conservative approach to uncertainty we opt to use the span of both intervals as the c-credible interval for q. This results in
Under the stated assumptions (independence of observations and the range of X being confined to I) the credibility c is a lower bound for the probability that the real value is contained in the interval estimate:
Because we have used a robust approach with minimal assumptions throughout, this credibility bound holds true regardless of the particulars of the underlying distribution F * X or the sample size N . The construction of the interval estimate is illustrated in Fig. 5 for the specific case of the median. 
B. Monotonic population parameters
Definition (44) may be simplified significantly in the case where the functional q m : F → R is monotonic. That is the case when the following statement is true for random variables Y and Z with distributions F Y and F Z :
Here dominance is defined as first order stochastic dominance [9] , which is equivalent to the statement ∀x ∈ R :
, with a strict inequality holding for at least one point. Therefore, the implication is
Applying this condition to Eq. (44) it follows that the distribution of Q max is determined by the random lower bound distribution F N and the distribution of Q min is determined by the random upper bound distribution F N . The definitions of Q min and Q max therefore reduce to
The strong condition of monotonicity holds for many basic population parameters, including the mean, quantiles (value-at-risk), and truncated means (conditional value-at-risk). More generally, it holds for the class of coherent risk measures [1] , although a customary minus sign is usually incorporated into the definition of monotonicity.
V. BAYESIAN INTERVAL SAMPLING
The formulation of . Their empirical distributions define a probability box for q * , which is then used to determine an interval estimate this quantity.
A. Algorithm
The steps of the algorithm are listed below for the common case of a monotonic population parameter q m .
For
2. ComputeF Q as the empirical CDF of
3. ComputeF Q as the empirical CDF of {q
4. Compute the interval estimate [q min , q max ] c using (47)
As a rule of thumb we use N resample = 100/(1 − c) to ensure that we have 100 observations in the tails of the empirical distributions for Q min and Q max . This ensures reasonable statistical stability for the computation of the interval [q min , q max ] c .
B. Identical observations
The algorithm requires the generation of N resample × (N + 1) random weights, and potentially (in the case of a non-monotonic parameter) a similar number of optimisations. When the sample size N is large the resampling procedure may require a significant amount of CPU time. This is true in particular for rare event simulations in which a large majority of observations does not contribute to the observable X (e.g. the cost of system malfunctions in a very reliable system, which is 0 for the overwhelming majority of cases). For such cases the required sample size can be in the millions.
However, the inference process can be made considerable more efficient if the data set contains duplicate observations. Let us consider again the extended set of order statistics {x (i) } N +1
i=0 , and assume that x (k) to x (k+m) are m + 1 identical observations. We define the reduced data set
(52) in which the duplicate observation occurs only twice. We may then use the property (6) to merge overlapping point intervals in (43a). This results in the familiar definition
with the adjusted weight vector 
VI. EXAMPLES A. Computing interval estimates
Bayesian interval sampling has been used to analyse the data in Table I , using the bounds I = [0, ∞). The population parameters initially considered were the median and the mean, resulting in the probability boxes in Figs. 5 and 6. The figures also illustrate the construction of 90% credible intervals for both parameters.
We note that the probability box for the median (Fig. 5) is well-behaved and results in a finite interval estimate. In contrast, the equivalent result for the mean (Fig. 6) does not result in a finite interval estimate. This is caused by the lower bound distribution for the mean, which has a constant value of F µ (x) = 0. This perhaps surprising result is a consistent outcome of our robust approach. We have made no explicit assumption on the long tail behaviour of F * X (x), other than a data-driven bound on the total probability mass in the tail. Therefore we cannot rule out the existence of a small probability mass at x → +∞, which gives an arbitrarily large contribution to the mean. This result also reflects the common knowledge that the mean is not a robust statistic, whereas the median is. : Probability box for the mean µ of X, determined using the sample data in Table I , the interval [0, ∞) and N resample = 1000. The lower bound distribution F µ is equal to 0 due to the unbounded interval for X. This causes the interval estimate to have no upper bound. The black dot indicates the true mean of the originating distribution (≈ 1.65).
As we cannot derive robust bounds on the mean when the domain of X is infinite, we may consider instead the truncated mean, which discards one or both extremes of the inferred distribution. Figure 7 shows the probability box for a truncated mean µ 99% discarding the largest 1% of the each sample from F [] N . This can be considered the counterpart to the conditional value at risk (CVaR 99% ), which reports the mean of the remaining tail contribution: µ = 0.99µ 99% + 0.01CVaR 99% . Because the sample size N = 15 is insufficient to meaningfully compute a 99% quantile, we used 1000 data samples from the (0,1)-lognormal distribution instead. Note that the resulting upper and lower distributions are very similar, implying that the resulting uncertainty is predominantly probabilistic in nature. Estimates of the truncated mean are hardly affected by unknown features of the distribution.
Finally, we estimate the location for the 99% quantile q 99% (also known as the 0.99 value-at-risk), which is also the cutoff point for the truncated mean µ 99% . The re- sulting probability box and interval are shown in Fig. 8 . Table II summarizes all results.
B. Comparison with other methods
Bayesian interval sampling has been designed from the ground up to be robust against statistical fluctuations resulting from small sample numbers and irregular distributions. To illustrate the robustness of the method we analysed a simple test case in detail. As in Table I , we considered a random variable X that is distributed according to the (0,1)-log-normal distribution, but this time we truncated its range to the interval [0,50]. In realistic cases, such a trunctation could reflect the maximum size of X imposed by a finite system size, for example the highest possible cost of a system malfunction.
In order to compare the accuracy of various methods we performed the following experiment. We computed interval estimates for the mean of the distribution from a sample of 50 observations, and checked whether the interval included the true mean of the distribution (≈ 1.65). This procedure was repeated 10,000 times with independent samples to determine the accuracy of each method for the distribution in question, independent of any particular sample. The methods used to compute interval estimates from the samples were:
1. Student t distribution: a 95% confidence interval based on the sample average and variance using Student's t distribution with N sample − 1 degrees of freedom. The results are summarised in Table III . To show the typical width of the intervals we also include the medians of the computed lower and upper bound distributions. We note that both the Student t and bootstrap methods result in a success rate of approximately 90%, even though the desired confidence level is 95%. Therefore neither method satisfies the objective stated in Eq. (48), which is expected considering the long asymmetric tail of the distribution. In contrast, the Bayesian interval sampling method has a much lower misprediction rate of only 1.3%, well below the 5% bound imposed by the 95% credibility requirement. Naturally, this result is directly related to the width of the reported intervals, as shown in the final two columns. The difference becomes even more pronounced when the original distribution is less well-behaved. In a second experiment we modified the example above by explicitly adding extreme events to the distribution. We introduced a probability of 1% to observe the extreme event x = 50 (equal to the upper bound of the truncated distribution). The results are shown in Table IV . In this case, the success rate of the Student t and bootstrap methods (again for 95% confidence) dropped to around 70%, whereas the success rate of the Bayesian interval sampling method remained at 98.8%.
VII. DISCUSSION
We have introduced a robust nonparametric Bayesian method to infer a generating distribution function F * X (x) from a set of independent observations {x i } and a bounding interval I. Application of the method results in a random imprecise distribution 
. The Bayesian inference of probability mass associated with each interval is distributed according to a uniform distribution on the unit simplex ∆ N . However, the allocation of probability mass within each interval is left undetermined, because it cannot be inferred without additional assumptions. Therefore, F [] N may be considered to provide a probabilistic description of only the low-frequency (coarse grained) content of F * X (x). As expected, the resolution of this low-frequency estimate improves with the sample size N .
Monotonic population parameters and the Bayesian bootstrap method
In practical applications the construction of , (e.g. mean, median, any coherent risk measure). In such cases, the Bayesian Interval Sampling method described in section V provides a straightforward computational algorithm for the estimation.
The method as applied to monotonic population parameters also has a natural interpretation in terms of the Bayesian bootstrap method [14] , a Bayesian variation of the (frequentist) bootstrap method [5] . The connection between Bayesian interval sampling and the Bayesian bootstrap method is readily apparent from Eqs. (29), (40) and (51). The lower distribution F N is a Bayesian bootstrap distribution of the original dataset
augmented with the upper bound x R and the upper distribution F N that of the original dataset augmented with the lower bound x L . The Bayesian interval sampling algorithm extends this concept to the simultaneous sampling of upper and lower bound distributions.
Applications
The imprecise nonparametric Bayesian method described in this paper has important benefits over other methods in three important use cases:
1. If the set of (relevant) data points is small (roughly 100 or less).
2. If unobserved events can have a disproportionate effect on the parameter under consideration.
If an application requires strict accuracy bounds.
When only a small number of data points is available, the set of observations {x i } may be significantly skewed compared to the generating distribution F * X (x). The nonparametric Bayesian approach results in an inferred distribution for F * X (x) that correctly accounts for such small sample variations. It should be noted that this same argument also applies when the total number of samples is large, but the number of relevant samples is small. For example, this occurs when one tries to characterise failures in a reliable system. Furthermore, the interval probability approach provides a robust framework to deal with unobserved events. Such events may be so-called high-impact low-probability events, which have a disproportionate impact on the population parameter q. In applications where it is necessary to analyse largely unobserved tails of a distribution it is generally advisable to use Extreme Value Theory (EVT) (see e.g. Coles [3] ). However, the application of EVT assumes that the long-tail behaviour of the process is sufficiently well-described by the data set. This may not be the case if the data set is very small, or when the underlying process is prone to exhibit very rare events that are qualitatively different from other large events. Events of the latter type are sometimes referred to as 'Dragon kings' [16] . By construction the method described in this paper is necessarily conservative, and the resulting uncertainty bands may be dishearteningly large (see e.g. Fig. 6 ). More conventional methods will usually provide estimates with tighter bounds, and their use may well be justified if the underlying distribution F * X (x) is well-behaved. However, even when other methods are used as a primary means of data analysis, it is nevertheless insightful to use the method described in this paper for comparison. Significant differences in results will highlight the consequences of explicit and implicit assumptions made in the analysis, pointing out the need to confirm their validity in a particular application.
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Appendix A: Special cases
In the following we discuss various limiting cases of the method described in this paper, and we make connections to other inference methods described in the literature.
Conditional distribution for x
It is illustrative to consider the restriction of the random imprecise distribution
. Repeated application of (6) to (43a) and (43b) results in the random probability interval
Here N − (x) is the number of observations smaller than x and N + (x) is the number of observations larger than x. The lower and upper bounds each follow beta distributions (cf. (8)):
These random variables are inferred lower and upper bound distributions expressing our state of knowledge regarding the value F * X (x) = P (X ≤ x). The results are consistent with Bayesian estimators from Bernoulli process data, using the extreme priors β[0, 1] (F 0 (x) ≈ 0) and β[1, 0] (F 0 (x) ≈ 1), respectively. In the language of Bayesian sensitivity analysis these priors may be considered bounds for the family of priors
Purely probabilistic approach
We now consider the restriction of 
The random variableḞ N (x) at x ∈ I; x = x i iṡ
As in the previous case, we can interpret this result as the Bayesian estimator for the probability F * X (x) = P (X ≤ x) given N = N + + N − independent measurements. This time, the prior is β( Besides the intuitive interpretation as a distribution of distributions, the Dirichlet process may also be interpreted as a stochastic process in which each generated sample modifies the probability distribution for subsequent samples in a rich-get-richer scheme [6] . The observations in the resulting infinite sequence are dependent but exchangeable. The distribution and process viewpoints are linked by De Finetti's theorem, which states that distributions of the observations in (infinite) sequences generated in this way are distributed according to a measure representing a latent variable. In this case, that measure is the distribution-of-distributions representation of the Dirichlet process [12] .
In the construction of
N we have considered the expected probability mass associated with the intervals between observations (Eqs. (33) and (34) ). Similarly, Hill [10] has proposed the 'A n assumption' for a stepwise inference process, stating that "conditional upon the observations X 1 , . . . , X n , the next observation X n+1 is equally likely to fall in any of the open intervals between successive order statistics of the given sample." The A n assumption is then used to generate bounds on successive samples, each time adding the (possible) generated samples to the observations to be used in A n+1 .
In a 1993 paper [11] , Hill has made use of the concept of adherent mass to assign the two halves of the probability associated with each interval to its lower and upper boundaries. In combination with limits at −∞ and +∞ it was shown that the resulting process is equivalent to the Dirichlet process defined in Eq. (A5). The purely probabilistic projectionḞ N of Hill's A n assumption forms the basis of the Nonparametric Predictive Inference (NPI) method [see e.g. 4] . In this approach, successive predictive observations are generated using minimally informative interval probabilities (probability boxes) constrained by A n . The first inference step of the NPI process is given by the imprecise predictive distribution
where we have again used definition (30) for the extended set of order statistics {x (i) } N +1
i=0 . This imprecise distribution is equal to the imprecise input distribution Furthermore, we can invoke Hill's adherent mass argument [11] to analyse the NPI process in the simple case of a monotonic population parameter q m . In this case, we assign the adherent mass consistently to either the lower or upper bounds of each interval to estimate the lower and upper bounds of q m , respectively. Analogous to Hill's result forḞ N we find
These results are identical to Eqs. (51). In other words, NPI for infinite random sequences produces bounds that are identical to those derived using the Bayesian Imprecise Distribution. This holds for monotonic parameters and we postulate that this property may extend to more general parameters. Therefore BID[{x i }, I] may be considered the De Finetti measure of the NPI process.
Even though the results of the NPI process converge to those obtained using our method, they are conceptually quite different. NPI has a process-based definition that generates a series of predictive samples. The initial sample is always drawn from In this appendix we demonstrate that F N and F N as defined in Eqs. (28) may be considered posterior bounding distributions for the degenerate prior distributions F 0 and F 0 as defined in Eqs. (27). This is done in two steps. First, a partial ordering is introduced on the space of cumulative Dirichlet processes (CDPs). Second, the degenerate CDPs are expressed as limits of non-degenerate CDPs. This enables us to provide a limiting definition of the posterior CDPs.
Ordering of cumulative Dirichlet processes
We define a partial ordering on CDPs F and G as follows: Here dominance is defined as first order stochastic dominance [9] . In other words, F G if for all x each quantile of F(x) equals or exceeds the corresponding quantile of G(x).
Let F and G be defined as
with F and G cumulative probability distributions. We will now prove the following implication (F (x) ≥ G(x), ∀x ∈ R) ⇒ F G.
It follows from Eqs (9), (7) and (8) that the random variable F(x) is distributed according to the beta distribution
Therefore,
A straightforward extension to all x proves the statement (C4). The implication of this statement is that for a given value of the concentration parameter α the cumulative Dirichlet process preserves the partial ordering of the shape parameter (the 'input' distribution).
Limiting Dirichlet processes
We define the CDPs
that are parametrised by a mixture of the vacuous distribution on I and the (unknown) original distribution F * X . These Dirichlet processes have the desirable property that they almost surely have a nonzero probability mass associated with the local neighbourhood of the observed values {x i } 
