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Abstract
“A person doesn’t really understand something until after teaching it to a computer.”
–D.E. Knuth
Optical Character Recognition, i.e., OCR taking into account the principle of applying
electronic or mechanical translation of images from printed, manually written or typewritten
sources to editable version. As of late, OCR technology has been utilized in most of
the industries for better management of various documents. OCR helps to edit the text,
allow us to search for a word or phrase, and store it more compactly in the computer
memory for future use and moreover, it can be processed by other applications. In India,
a couple of organizations have designed OCR for some mainstream Indic dialects, for
example, Devanagari, Hindi, Bangla and to some extent Telugu, Tamil, Gurmukhi, Odia,
etc. However, it has been observed that the progress for Odia script recognition is quite
less when contrasted with different dialects. Any recognition process works on some nearby
standard databases. Till now, no such standard database available in the literature for Odia
script. Apart from the existing standard databases for other Indic languages, in this thesis,
we have designed databases on handwritten Odia Digit, and character for the simulation
of the proposed schemes. In this thesis, four schemes have been suggested, one for the
recognition of Odia digit and other three for atomic Odia character. Various issues of
handwritten character recognition have been examined including feature extraction, the
grouping of samples based on some characteristics, and designing classifiers. Also, different
features such as statistical as well as structural of a character have been studied. It is not
necessary that the character written by a person next time would always be of same shape and
stroke. Hence, variability in the personal writing of different individual makes the character
recognition quite challenging. Standard classifiers have been utilized for the recognition of
Odia character set.
An array of Gabor filters has been employed for recognition of Odia digits. In this regard,
each image is divided into four blocks of equal size. Gabor filters with various scales and
orientations have been applied to these sub-images keeping other filter parameters constant.
The average energy is computed for each transformed image to obtain a feature vector for
each digit. Further, a Back Propagation Neural Network (BPNN) has been employed to
classify the samples taking the feature vector as input. In addition, the proposed scheme has
also been tested on standard digit databases like MNIST and USPS. Toward the end of this
part, an application has been intended to evaluate simple arithmetic equation.
viii
A multi-resolution scheme has been suggested to extract features from Odia atomic
character and recognize them using the back propagation neural network. It has been
observed that few Odia characters have a vertical line present toward the end. It helps
in dividing the whole dataset into two subgroups, in particular, Group I and Group II
such that all characters in Group I have a vertical line and rest are in Group II. The
two class classification problem has been tackled by a single layer perceptron. Besides,
the two-dimensional Discrete Orthogonal S-Transform (DOST) coefficients are extracted
from images of each group, subsequently, Principal Component Analysis (PCA) has been
applied to find significant features. For each group, a separate BPNN classifier is utilized to
recognize the character.
The proposed HOCR-SF scheme works in two phases. In the first phase, the overall Odia
character set has been classified into two groups using a Support Vector Machine (SVM)
classifier. To accomplish this the sample character is represented as a vector consisting of
the number of pixels in each column of the image. The mean value of the lower half and
max of the upper half together represents a feature point of the character and used as input to
the classifier. In the second phase, the structural features of the character of each group are
extracted and fed to a BPNN for recognition. Separate BPNN networks have been designed
for classifying the characters in each group.
A semi-supervised learning method using Deep Belief Network (DBN) has been
proposed. DBN uses an approximation algorithm namely Contrastive Divergence (CD)
to optimize the network parameters. The proposed DBN structure has three hidden layers
excluding the input and output layers. The DBN works on an unlabeled dataset. Though the
accuracy is not at par with other proposed schemes the advantage is that it requires no prior
knowledge about the label of the sample.
Extensive simulations have been carried out in the MATLAB environment to validate
the proposed schemes along with other existing schemes. The performance parameters like
recognition accuracy, feature length are measured and compared with other techniques. It is
observed that the suggested schemes perform better than the state of the art methods.
Keywords: Odia Script, Database, Feature Extraction, Chain Code Histogram,
Support Vector Machine, Back Propagation Neural Network, Deep Belief Network.
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Chapter 1
Introduction
The human visual system alongside neural structure empowers a man to classify and perceive
the objects. It processes the signals and sends it to the most complex human brain for
further processing and analyzing the objects. A typical human brain system with 86 billion
neurons, is so complex and robust that it is quite impossible to have a replica of that system.
Like human visual system, Document Image Analysis (DIA), is the procedure that plays
out the overall interpretation of document images [1]. The concept of Optical Character
Recognition, popularly known as OCR is based on the principle of applying electronic
or mechanical translation of images from printed, handwritten, or typewritten sources to
editable version. Lately, OCR innovation has been utilized all through the industries helping
in the process of document management and has enabled the scanned documents to be viewed
more than just image files. It transforms these files into completely searchable text files with
the content that is needed by a PC to process and store. The OCR [2–4], has been the subject
of intensive research for more than four decades. Specifically, it comes under the category of
pattern recognition. It is a branch of machine learning [5, 6] that focuses on the recognition
of patterns and regularities in data. It is broadly used to put in books and documents into
electronic files. For instance, consider a sample paragraph which has been taken from an
Odia book and shown in Figure 1.1(a). It’s handwritten equivalent text shown in Figure
1.1(b). Figure 1.1(c) shows the expected editable version of the above two samples. OCR
is capable of altering the content as well as permit us to hunt down a word and store it
more succinctly in the computer memory for future use. These conventional sources are
transformed into a machine readable and editable format (usually in text form), to allow its
processing by other applications. The OCR handwriting recognition technology formulated
from this concept forms the backbone for many new software developments and hardware
innovations. The computer industry subjected to various OCR handwriting recognition
deployments, in fields ranging from academic to intelligent solution systems. The extensive
usage of the OCR handwriting recognition technology has also created an upswing in the
manufacturing of various types of scanning devices for every purpose imaginable. The
primary process for the OCR handwritten recognition concept is that the scanning device
will extract recognizable information from the source document, and subject it to software
processing to come up with the digitized file [7].
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(a)
(b)
(c)
Figure 1.1: Sample paragraph from an Odia book in (a), along with the handwritten text of
the same sample in (b). In (c) the expected output of an OCR.
1.1 Phases of OCR and its Applications
Despite the difficulties in analyzing any scanned or digitized document, the overall standard
steps followed in an OCR system is shown in Figure 1.2. It has numerous applications in
real time e-processing of data [8]. Few applications include bank cheque processing, postal
mail sorting, automatic address reading, and much more. In each of the applications, the
objective is to extract information about the text being imaged. Depending on the nature of
the application, handwritten document image processing can be classified into the following
subareas [9].
Pre-processing
Character 
Segmentation Classification
Post-processing
Feature 
Extraction
Feature 
Reduction
Scanner
Input file
Figure 1.2: Basic steps in any OCR system.
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 Pre-processing deals with the techniques which are used to process the scanned or
captured images to a manageable form so that with less effort it is easy to extract
the discriminable features and proceed for classification. It improves the chances
of successful recognition. Nowadays with the advancement of technology we are
having intelligent scanners, good cameras and imported hand held devices. In these
systems, the noise is less likely to be associated with the captured image. However,
preprocessing is required for slant and/or skew correction [10], removal of noise,
character segmentation [11], etc. During data acquisition, it may so happen that the
document may be tilted. The moisture also affects the image quality. Thus, it is
necessary to pre-process the raw image to obtain a high quality image.
 Segmentation is the process of parceling a digital image into multiple segments. More
incisively, image segmentation [12] is the way toward assigning a label to every pixel
of that image such that pixels with the same label share certain essential characteristics.
To go for character level segmentation [13, 14] first of all we need to find the lines from
the whole documents, break each line into words, and further, disunite each word
into characters. As far as printed paper is concerned, this process is managed with
less exertion whereas for any handwritten document this phase is subtle task for any
researcher and he/she must crusade to achieve the goal.
 Feature Extraction means to understand the image and pull out the discriminable
features [15, 16] from the image. These are effective in recognizing the characters and
the most important phase in OCR.
 Feature Reduction is an optional step in the process of recognition. Sometimes
the amount of feature extracted is huge, and they need to be reduced to an optimal
feature set. There may be some redundant information which may not improve the
accuracy of the system. Dimensionality reduction algorithms contribute to reducing
the classification time and sometimes the miss-classification rate of a classifier [17].
The optimality of a classifier can be enhanced further by the use of dimension
reduction techniques. In machine learning, dimensionality reduction techniques can be
divided into transform methods (linear and non-linear) and feature (subset) selection
methods. Transform methods include Principal Component Analysis (PCA) (also
called Karhunen–Loève transform (KLT)), Independent Component Analysis (ICA)
(linear) and self-organizing map (SOM, also known as Kohonen map), Locally-Linear
Embedding (LLE), and some manifold methods [18]. In some techniques, the goal is
to preserve fidelity on the original data using a certain metric like a mean squared
error, and in some cases, the goal is to improve the performance of the classifier.
 Classification in general refers to the process of assigning a sample to a predefined
class. Classification techniques broadly classified into three categories namely,
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supervised, semi-supervised, and unsupervised learning method [19]. It is the
second most challenging phase in any pattern recognition application after feature
extraction. Usually in supervised learning we used to predict the class of a new
sample by some already computed information. Semi-supervised learning is a type
of supervised learning techniques where for modeling the network a small amount of
labeled data are used, and many unlabeled data samples processed for prediction. In
unsupervised learning, the system has no prior knowledge of the sample for prediction.
Conventional classifiers include —
 Support vector machines (SVM) [20]
 Neural network [21]
 Naive Bayes classifier [22]
 Decision tree [23]
 Discriminant analysis [24]
 k-Nearest Neighbor (k-NN) [25] and many more.
 Post-processing in character recognition refers to final error correction in
recognization results. That could be either dictionary-based which is also known as
lexical error correction or context-based error correction. Dictionary-based relates to
detecting and correct misspelled words whereas context-based error correction refers
to correcting errors based on their grammatical occurrence in the sentence.
In this thesis, the emphasis is given to investigate some notable features of each character
in the Odia language and recognize them utilizing some standard classifier.
1.2 Taxonomy of Character Recognition
In earlier days, documents were made from fallible materials that often fade, rip or degrade
over time. So, we should secure those documents for the use of ourselves and our posterity.
Possibly, one way is to convert them into a digitized form and then enhance the text in
the document to improve its readability. Protecting artifacts against degradation is one
of the major challenges in the process of digitization. Many methods proposed in the
literature for the warehousing of magazines, historical documents, newspaper, books and
so on. But, most organizations come across documents like forms and checks which are
hand printed. The classification of character recognition is shown below in Figure 1.3.
It is additionally worth seeing that OCR manages off-line recognition while penmanship
recognition is for both on-line and off-line samples. On-line implies information caught as
composed whereas in off-line the information gathered before processing starts. Off-line
processing utilizes just depictions of the handwritten documents without time information.
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Character 
Recognition
Off-Line On-line
Single Characters 
Recognition
Handwritten Script 
Recognition
Printed Handwritten
 
Recognition Verification
Figure 1.3: The different areas of character recognition.
In the case of off-line, it is indeed very difficult to extract information about the order of
strokes that the user has used to compose the character. For the most part, the contribution of
on-line penmanship comprises of traces while the off-line handwriting recognition deals with
images. Handwritten character recognition is a challenging issue because of the significant
amount of variations in the dialects of various languages available across different nations.
Typical OCR engines which recognize the printed text fail to identify handwritten documents
since the handwriting varies from person to person. Building up OCR not only improves the
readability of documents but also makes them editable. The field of handwritten character
recognition [26] is the longest established branch of research, and therefore also the aspect
which has been studied in most depth. It has enormous applications in various fields such
as bank, office, academic, health center, library and apart from these; there are plenty of
applications in our day-to-day life. Here, it has been observed that more challenge lies in
processing the handwritten document as compared to machine printed. Various commercial
and open source OCR systems are available for most primary dialects, including English,
Chinese, Japanese, and Korean characters. From the wide assortment of OCR software,
the accompanying a portion of the leading solutions which provide higher precision, more
speed, and proper page layout reconstruction for the English language. These softwares
provide an accuracy rate of up to 99%. However, they maintain the accuracy rate as long
as the handwritten source documents are in good condition. When the source documents
are of degraded quality, there can be no control over the accuracy. A lot of work is
continuing to overcome these limitations. As far as OCR system for Odia (formerly Oriya)
language is concerned, Centre for Development of Advanced Computing (C-DAC) in India
has developed an Oriya OCR that provides facility to convert text from the scanned image
of machine-printed Oriya script. Till now, there is no publicly available OCR system for
handwritten Odia language because of its variation in writing style as well as the complexity
of the character. In this thesis, we have investigated various features of the Odia handwritten
character set off-line and used the standard classifiers to recognize them.
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1.3 Related Works
Despite the development of electronic documents and predictions of a paperless world, the
importance of handwritten documents has retained its place, and the problems of recognizing
character have been an active area of research over the past few years. A wide variety of
schemes based on the use of pattern recognition and image processing techniques have been
proposed to take care of the issues experienced in automatic analysis and recognition of
handwriting characters from a scanned document. A comprehensive survey of the work
in optical character recognition for both on-line and off-line until 2000 presented in [28],
and [29]. An exhaustive overview of the work in character for Indic languages until 2004
reported in [30, 31]. In this regard, various methodologies proposed in the most recent couple
of years have been discussed here, thanks to the renewed interest of the document analysis
community for this domain. The techniques for handwriting classification are traditionally
designed for machine written text and hand printed text. As far as computer printed text
analysis is concerned, the only challenge is the extant manuscripts and degraded historical
documents. The accuracy of any such system can only be improved by applying some
standard and advance preprocessing techniques to transfer the material into a manageable
form. The real challenge lies in analyzing a handwritten document due to the various style
of writing of individuals. In fact, it is thought-provoking to find the significant feature of a
character and identify it accurately.
In the following section, a brief review of works that relate to the recognition of different
dialects including English, Devanagari (Hindi), Arabic, Bangla, Telugu, Tamil, Assamese,
Urdu, Kannada, Gurmukhi, Malayalam, Gujarati, and Odia have been presented.
Review of Printed Digit and Character Recognition
Evidently, printed document analysis seems to be much easier then handwritten documents
because of the standard representation of each character and moreover very limited fonts
available with a little variation in shape and size for a particular character. Usually, the
difficulty arises due to the quality of paper used and the noise associated with the scanned
copy. In these cases, it is often necessary to preprocess the matter of text into a manageable
form so that the recognition process would be more robust in this regard. Many such
techniques on printed character and digit classification have been suggested earlier in several
languages. Researchers have been tried out for the classification of symbols using statistical
and structural features. Many articles are available on the web in the context of identifying
printed digits and characters. In the year 1990, Akiyama et al. [32] suggested a system
for automatically reading either Japanese or English documents that have complex layout
structures that include graphics. Recognition experiments with a model framework for an
assortment of complex printed archives demonstrate that their proposed framework is fit for
perusing distinctive sorts of printed records at an accuracy rate of 94.8–97.2%. Pal et al. [34]
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in the year 2001 identified a problem where both handwritten and machine-printed texts in
a single document are present. Looking into the existence of classifiers which can classify
either machine printed or hand-printed symbols, they have suggested a scheme, to separate
these two types and deal with different classifiers. The structural and statistical features
considered for both machine-printed and handwritten text lines. They have experimented on
the most popular Indian languages, i.e., Devanagari and Bangla and accuracy of 98.6% has
been obtained.
A good number of articles have been published in other Indic languages like Gurmukhi
[35], Kannada [36], Gujarati [37], Telugu [38], and Tamil [39]. As far as printed Odia
digit recognition is concerned, there are very few articles available for the research study.
Chaudhuri et al. [40] in the year 2002 have suggested a scheme for printed Odia script
recognition with an accuracy of 96.3% considering the stroke features, along with water
reservoir feature given in [41].
Review of Handwritten Digit Recognition for Non-Indic and Indic
Languages
Development of handwritten digit recognition has simplified the process of extracting data
from the handwritten documents and storing it in electronic formats. These systems are very
much useful and necessary in the sectors such as banking, health care industries and many
such organizations where handwritten documents used regularly. Available schemes in this
regard usually validated on traditional databases such as MNIST, USPS, and CEDAR, which
are available publicly for research purpose. More detail description of these databases given
in the following chapter. Many researchers have contributed towards the recognition of
handwritten English digit. Yann LeCun and his co-researchers have published many articles
on the recognition of sample numeral from MNIST database, and these are available at his
homepage [42]. Due to the inaccessibility of standard databases on Indic vernaculars more
often than not, people have designed their database to validate their suggested schemes.
Looking into the popularity of languages and more importantly, the resemblance in shape and
size of other Indic scripts with the Odia language it has been observed that Bangla script is
very close to Odia language. Plenty of work has been carried out for Bangla digit recognition
which is recorded in Table 1.1, utilizing different methods.
Table 1.1: Comparison of several schemes for the recognition of Bangla digit.
Author(s) Feature Classifier Accuracy in %
Xu et al. (2008) [43] Whole Image Hierarchical Bayesian network 87.50
Khan et al. (2014) [44] Statistical Sparse Representation 94.00
Basu et al. (2005) [45] Structural feature Dempster-Shafer 95.10
Basu et al. (2012) [46] Shape primitives MLP 96.67
Hassan et al. (2015) [47] Local Binary patterns k-Nearest Neighbors (k-NN) 96.70
Das et al. (2014) [48] Convex Hull MLP 99.48
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Review on Odia Digit
In the year 2005, Roy et al. [49] have proposed a scheme that segments the image into
several blocks and the chain code histogram on the contour of each digit image extracted
as the feature. Multiple classifiers such as neural network and quadratic used separately
on a database of 3850 samples and achieved the maximum accuracy of 94.8 percentage.
Bhowmik et al. [50] have suggested a scheme for Odia handwritten digit and obtained an
overall accuracy of 93%. The method utilizes the underlying representation of each numeral
as the feature and Hidden Markov Model (HMM) as a classifier. Recently, there are many
developments have been made in this area. In 2012, Sarangi et al. [51] have proposed a
Hop-field Neural Network (HNN) classifier to identify the Odia digit. The experiment has
been carried out on 290 test patterns (29 samples for each digit) with image size 12  12.
With this minuscule set of samples, the HNN network recognized 284 samples correctly out
of 290. Panda et al. [52] in the year 2014 have suggested Odia handwritten digit recognition
scheme using a single layer perceptron. Their scheme uses gradient and curvature feature
for classification. An accuracy of 85% has been recorded when the method applied on a
database of 100 patterns for each digit collected from 100 peoples. Two years back, Dash
et al. [53] proposed a hybrid feature based Odia handwritten digit classification. In this,
along with the curvature feature, they have extracted features using Kirsch gradient operator.
After making the dimensional reduction of the feature matrix through PCA, Quadratic
Discriminant Function (QDF) classifier has been applied to recognized the digit with an
error rate of 1.5%. Mishra et al. [54] suggested a fuzzy aggregated feature along with HMM
classifier on a dataset of 2500 handwritten samples and a recognition accuracy of 96.3%
recorded. Dash et al. [53, 56] have proposed two methods for the recognition of handwritten
Odia digits and achieved an overall accuracy of 98.80%. In their first attempt, they have
utilized the hybrid feature along with the discriminant classifier for the classification of
handwritten Odia digit. Secondly, a non-redundant multi-resolution feature scheme along
with many classifiers such as k-Nearest Neighbor (k-NN), Support Vector Machine (SVM),
Multi-Layer Perceptron (MLP), and Modified Quadratic Discriminant Function (MQDF)
classifier. Pujari et al. [55] have presented a comparative analysis of different techniques.
Review of Handwritten Character Recognition for Non-indic and Indic
Languages
There are many commercially available OCR systems for the recognition of languages
spoken all over the world. A decent number of techniques are also available with high
recognition rate for various dialects like Latin [57], Chinese [58, 59], English, Arabic
[60–64], Japanese [65] and many more. The English script being the most widely spoken
language, we compendious few works that are related to English alphabet recognition.
Evidently, there are 52 total characters in English text including lower and upper case
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alphabet. Few special symbols usually used in English documents such as full-stop (‘.’),
comma (‘,’), left and right parenthesis, left and right square brackets, single quote, double
quotes, backward slash, forward slash, ‘@’, ‘&’, and some other symbols. A significant
amount of work published in this area, however, some recent developments have been
cited here which is just a blue line in the sky. Eugene Borovikov [66] presented a survey
paper on modern optical character recognition techniques in the year 2014. Due to the
encroachment and the progress in the information technology, nowadays more emphasis is
given to vernaculars in India. In spite of the fact that there are twenty-two official dialects in
India, a limited survey has been done for Odia language and other languages similar to Odia.
Out of all vernaculars, the most prevalent dialects are Devanagari (Hindi), Bangla, Telugu,
Tamil, Gujarati, Assamese, and Odia. In the Indian OCR context, among these languages
mostly Bangla and Devanagari have enormous regard for the analyst from the most recent
two decades. Unlike, Bangla and Devanagari other Indic languages such as Odia (Formerly
“Oriya”), Telugu, and Tamil haven’t got the same.
Devanagari
First research report on handwritten Devanagari characters published in the year 1977 by I.
K. Sethi and B. Chatterjee [67]. The gradient representation of each character considered as
the basis for extraction of features. A decision tree has been applied to arrive at a final choice
regarding the class membership label assigned to the input character. In the year 1979, Sinha
and Mahabala [68] have purposed a syntactic pattern analysis system for the recognition of
Devanagari script. The proposed system also considered the structural descriptions of each
character where each input word is digitized and labeled utilizing a local feature extraction
process. Template matching algorithm has been used to recognize the character based on
the stored description values. Though the experiment gives 90 percent correct recognition
of characters, the system fails to recognize similar shape characters present in the script. In
2000, Connell et al. [69] have identified the problem of unconstrained on-line Devanagari
character recognition. They have conducted the experiment on a database where the samples
collected from 20 different informants with each one writing five samples of each character
in an entirely unconstrained way. An accuracy of 86.5% obtained considering the structural
features. Khanale and Chitnis [70] in 2011 suggested an artificial neural network for the
purpose of recognizing Devanagari script. The scheme tested on a database comprises 18000
samples for all 45 basic characters which they have collected from forty persons. A two layer
feed forward neural network with 35 units in the input layer and ten units in the output layer
utilized and accuracy achieved up to 96%.
Bangla
An estimable amount of work has been reported from 2005 to till date for Bangla script
recognition. Using the digital curvature feature of the basic Bangla characters Angshul
9
Chapter 1 Introduction
Majumdar [71] has proposed a scheme in which twenty different fonts of Bangla character
used and the curvature feature extracted for each sample An accuracy about 96.80% obtained
by applying the k-NN classifier. Bhattacharya et al. [72] in the year 2012 have proposed
a two-stage character recognition for off-line Bangla script. Basu et al. [73] have also
suggested a Multi-Layer Perceptron (MLP) based handwritten Bangla character recognition.
Proposed scheme generates a feature vector of length 76 for each test sample. It includes 16
centroid features, 24 shadow features, and 36 longest-run features. They have incurred an
average recognition rate of 96.67% over a database of 6000 samples. There are also research
articles available in the support of the recognition of Indic languages such as Telugu, Tamil,
Gujarati, Assamese, Urdu, Gurmukhi, and many other languages. An overall comparison of
various schemes on some popular Indic vernaculars is shown in Table 1.2.
Table 1.2: Comparison of several schemes for the recognition of character in various Indic
languages.
Script Author(s) Feature Classifier Success in
%
Telugu
Rajashekararadhya et
al. (2008) [74] Zone and Distance metric Feed forward backpropagation neural
network
96.00
Pujari et al. (2004)[75] Wavelet Dynamic Neural
Network
95.00
Tamil
Bhattacharya et al.
(2007) [76] Chain code MLP 91.22
Shanthi et al.
(20010)[77] Zoning SVM 92.04
Gujarati
Prasad et al. (2009)
[78] Shape Neural Network 70.66
Desai et al. (20010)[79] Structural Feed forward neural
network
82.00
Gurmukhi
Kumar et al. (2011)
[80] Diagonal and transitionsfeatures
k-NN 94.12
Siddharth et al.
(2011)[81] Statistical SVM with RBF Kernel 95.05
Kumar et al. (2012)[82] Structural feature with PCA k-NN and SVM 97.70
Aggarwal et al.
(2015)[83] Gradient and CurvatureFeatures
SVM 98.56
Verma et al. (2015)[84] Zoning SVM 92.09
Odia
The research on the recognition of Odia character started in late 90’s. In the year 1998,
S. Mohanty [85] has proposed a system that utilizes the Kohonen neural network for the
classification of Odia character. The average distance calculated per pattern in each cycle
up to certain threshold value. The prediction for a particular class depends on the output
concerning a weighted sum formula. The reliability of the system is uncertain because the
simulation carried out only for five characters. Chaudhuri et al. [40] in 2001, have proposed
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a scheme to discern Odia characters by the use of different structures present within it.
Various structural features such as stroke and run length number in character extracted for
each character and a decision tree classifier used for classification. The accuracy recorded is
about 96.3% on average. However, their system is restricted to printed Odia fonts only. Pal
et al. [86] have suggested a scheme utilizing the curvature feature which is calculated using
bi-quadratic interpolation method. The gradient energy evaluated for each image and 392
features extracted. Further, a quadratic classifier has been utilized for classification. The
suggested scheme tested on a dataset comprises 18,190 samples and the accuracy incurred
is about 94.6 percentage. Meher et al. [87] have identified the difficulty of recognizing
characters with cursiveness in their written form due to the presence of vowel modifiers and
complex characters. A structural characteristic of the character is used to divide the whole
dataset into two groups. Separately, the back propagation neural network is used for each
group and obtained an overall accuracy of 91.24%. Kumar et al. [88] have suggested an
Ant-Miner algorithm for the recognition of Odia character during the year 2013 in which
they have achieved the recognition rate up to 90%. For the recognition of Odia character,
few schemes have been observed in the literature. One of the essential reason is that no
such standard database in this regards available for research use. Secondly, Odisha is not
so developed as other states in India, and many regional offices still follow the manual
processing of documents. The reported results are still not palatable, and consequently, it
requires improvement. Along these lines, in this postulation, an endeavor has been made
to make a standard database comprising of every atomic character and to find schemes to
recognize them.
1.4 Motivation
Examining different schemes that had undertaken since four decades towards the recognition
of many languages divulge a modest contribution on Indian vernaculars. However, it
has been observed that the work accomplished in the case of Odia script is quite less.
Over 25% out of the total 42 million population in Odisha are illiterate [89]. People are
using the regional language, i.e., Odia in their day-to-day activity. It has many territorial
applications including digitization of old magazines, historical documents, official records
and much more. Being one of the classical language of India it needs more thrust towards
the development of OCR for this language. The design of such system which can perceive
an Odia character and no doubt there exists enough scope to improve the recognition rate of
Odia character set. In this thesis, efforts have been made to develop schemes for recognition
of Odia characters and numerals. In this regard, it turns out to be very much essential to
have a sizable database with samples of various shape, orientation, and of different stroke
width. Apart from this, it is quite apparent that feature extraction plays a significant role in
the process of OCR.
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1.5 Objectives
Necessity is the mother of invention. Looking into the perspective of OCR for Odia
vernacular and the amount of work done till date, it impels us to contribute more towards
the recognition of Odia script. In this thesis, few schemes have been suggested not only
to extract relevant features from Odia character set but also utilize standard classifiers to
recognize them. In particular, the objectives are narrowed to –
 design of databases for handwritten Odia numeral and character.
 exploit structural features to recognize the atomic Odia character.
 utilize Discrete Orthogonal S-Transform (DOST) features for recognition.
 propose structural features for each character and use multiple classifiers for
recognition.
 explore and investigate Deep Neural Network to recognize the Odia character.
The flow graph of our research work delineated in Figure 1.4.
Literature Survey
ODDB Odia 
Digit Database
Design of OHCS v1.0 
Odia Character Set
Database
(Chapter 2)
Handwritten Odia Digit 
Recognition using 
Gabor Features
(Chapter 3)
Handwritten Odia 
Character Recognition 
Using S-Transform
(Chapter 4)
Handwritten Odia 
Character Recognition 
Using Structural Features
(Chapter 5)
Handwritten Odia 
Character Recognition 
Using DBN Network
(Chapter 6)
A GUI model for the 
Evaluation of simple Odia 
Arithmetic Expressions
OHCS Odia 
Character Database 
Figure 1.4: Flow Diagram of Our Research Work
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1.6 Classifiers Used
From the existing classifiers, the linear SVM and Back Propagation Neural Network (BPNN)
have been considered to solve the two class and multi-class problems in the proposed
schemes. In this section, the mathematical description of the classifiers has been discussed
in brief.
Linear Support Vector Machines (SVM)
It is a supervised learning method [90, 91] that, in general, applied to two class classification
problem. This is a binary classifier which is further extend-able to solve multi-class
classification problem. Formally, in mathematical language, SVMs construct linear
separating hyperplanes in high-dimensional vector spaces. Data points are viewed as (~x; y)
tuples, ~x = (x1;…; xp) where the xj are the feature values and y is the classification (usually
given as +1 or −1). Optimal classification occurs when such hyperplanes provide maximal
distance to the nearest training data points which are called support vectors. Intuitively, this
makes sense, as if the points are well separated, the classification between two groups is
much clearer. Any hyperplane can be represented mathematically as,
~w:~x+ b = 0 (1.1)
where,
~w:~x =
pX
i=1
wi:xi (1.2)
A two class problem is said to be linearly separable if there exists no less than one
hyperplane by the pair (w; b) which effectively orders all training samples (see Figure 1.5)
for a given training set of samples. Once trained with the training samples, the linear SVM
Figure 1.5: Linear SVM classifier with the hyperplane defined by (~w:~x+ b = 0)
used to predict the class of a new pattern, different from the training samples. The hyperplane
defined in Equation 1.1, assigns a sample to either +1 when (~w:~x+ b > 0) or -1 otherwise.
Hence the expression ~w:~x + b decides the class that means a positive value indicates one
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class, and a negative value the other class. There could be the possibly infinite number of
hyperplanes exist, but we must find the hyperplane which has maximum geometric margin.
Artificial Neural Network
Artificial Neural Network works on the similar principle as a neural system of living things.
In more subjective terms, neurons can be comprehended as the subunits of a neural system
in an organic brain as appeared in Figure 1.6. If the accumulated signals received by the
dendrites in the cell body of the neuron exceeds a certain threshold, an output signal is
generated that which will be passed on by the axon. A couple of years after, Frank Rosenblatt
Figure 1.6: Schematic of a biological neuron.
published the main idea of the perceptron learning principle [93]. The initial thought was to
characterize an algorithm to take in the estimations of the weights that are then increased with
the input features to make a decision whether neuron fire or not. Rosenblatt presented the
fundamental idea of a single perceptron in 1958 that computes a single output from multiple
real-valued inputs by forming a linear combination according to its input weights. It passes
through an activation function, and the output of nonlinear activation function decides the
class. Mathematically this is represented as,
y = '
 
nX
i=1
wixi + b
!
= '
 
wTx+ b

(1.3)
where the vector w denotes weights, x represents inputs, b refers the bias and ' denotes
the activation function. A signal-flow graph of this operation is shown in Figure 1.7. The
unit step function used as activation function in Rosenblatt’s perceptron. He demonstrated
that the perceptron algorithm converges if two patterns are linearly separable. In this way,
it makes a line which positioned between the classes. However, issues emerge if the classes
can’t be separated impeccably by a linear classifier. Over these lines, in 1970 Kohonen
14
Chapter 1 Introduction
Activation 
Function
Transfer 
Function
Threshold
Output
x1
x2
x3
xp
w1j
w2j
w3j
wpj
FS
Inputs Weights
Figure 1.7: Schematic of a simple perceptron.
and Anderson [94, 95] and later in 1980, Carpenter and Grossberg [96] proposed multilayer
perceptron on ANN.
Back Propagation Neural Network: A Multilayer Perceptron
Artificial Neural Network (ANN), being the workhorse in today’s machine learning
algorithms, has turned into a potential tool for non-linear classification [97]. Multi-Layer
Perceptrons (MLPs) are stronger than the single-Layer models because the computation
is carried out utilizing a set of simple units with weighted connections between them.
Moreover, there are learning algorithms for the adjustment of the network parameters and
make it compelling to solve many classification problems. When the training accomplished
with the back-propagation algorithm, the MLP gives a better result and works faster than
prior ways to deal with learning [98]. The algorithm runs in two phases. In the first phase,
the predicted outputs corresponding to the given inputs are evaluated. Secondly, the partial
derivatives of the cost function on the different parameters are propagated back through the
network. The parameters of the network are optimized and the whole process iterated until
the weights converged. The abstract model of a three layer BPNN structure shown in Figure
1.8 and the implication of each layer described below,
 Input layer: It takes input one feature vector at a time for a given feature matrix.
 Hidden layer: The weighted sum with the bias are calculated on the output of the
input layer, and pass through an activation function. Multiple layers are considered in
the hidden layer for profound learning. The number of units in this layer ought not to
be less to model complex decision boundaries and ought not to be more to make the
system over-fitting.
 Output layer: The number of units in the last layer is determined by the total number
of classes to be classified.
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Figure 1.8: General structure of a multi layer multi class ANN
Training Criteria
Assuming we have supervised training samples ffx1; t1g:::; fxp; tpgg where xi, where i =
1; 2; 3; ::; p are the inputs to the network and ti is the corresponding target value. Training of
the network continues till the error rate is acceptable. Following are some standard training
methods:
 Least squares error
E =
1
2
pX
i=1
kOut(xi)  tik2 (1.4)
 Cross-Entropy for two classes:
CE1 =  
pX
i=1
ti log(Out(xi)) + (1  ti) log(1 Out(xi)) (1.5)
 Cross-Entropy for multiple classes:
CE2 =  
pX
i=1
mX
j=1
tij log(Outj(xi)) (1.6)
It is usually better to use cross-entropy error than least square error to evaluate the quality
of the neural network because it provides a smoother learning rate curve over various node
output values.
Performance Measurement Parameters
Usually, the confusion matrix is considered for the performance evaluation of any classifier.
Assume there are two classes namely A (Positive class) and B (Negative class). The
performance measures are defined below.
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 True Positive (TP): It indicates how many values of A correctly classified as A.
 False Negative (FN): It gives a value showing the number of samples of A classified
as B.
 False Positive (FP): Total number of samples of B wrongly classified as A.
 True Negative (TN): It finds the whole samples of class B genuinely classified as B.
Utilizing the above parameter values the sensitivity, specificity, fall out, and miss
rate are evaluated by the following equations.
Sensitivity (or TPR) =
TP
TP + FN
(1.7)
Specificity (or TNR) =
TN
TN + FP
(1.8)
Fall out (or FPR) =
FP
TN + FP
(1.9)
Miss rate (or FNR) =
FN
TP + FN
(1.10)
Accuracy =
TP + TN
TP + FN + FP + TN
(1.11)
where TPR is the true positive rate, TNR is the true negative rate, FPR is the false positive
rate, and FNR is the false negative rate.
1.7 Thesis Layout
The overall work is organized into seven different chapters including introduction and
conclusion. Out of five contributions, one chapter outlined the design of databases
for handwritten Odia character set. Another chapter is devoted to recognition of Odia
handwritten digits. Other three propositions are on handwritten Odia character recognition.
The chapters are discussed below in sequel.
Chapter 2: Development of Handwritten Databases for Odia Language
In India, some organizations have kept up provincial databases of various dialects, yet the
number is observed to be less on account of Odia script. Non-availability of a sizable
handwritten Odia database propelled us to design a goodly database for the proposed scheme
validation. In this regard, samples have been collected exquisitely from individuals through
a digital note maker where each person contributes samples twice at a different time. The
database comprises 18240 (160  2  57) samples that are collected from 160 individuals.
This database named as Odia handwritten character set version 1.0 (OHCS v1.0). Further, it
has been segregated into two subsets namely ODDB and OHCS, where ODDB contains 3200
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isolated digit samples and OHCS comprises 15040 Odia atomic characters. To strengthen
the size of the ODDB database 580, more samples for each digit are gathered.
Chapter 3: Handwritten Odia Digit Recognition using Gabor Filter Bank
(HODR-GFA)
In this chapter, an array of Gabor filters has been utilized for recognition of Odia digits. In
this regard, each image is divided into four blocks of equal size. Gabor filters with various
scales (S) and orientations (R) applied to these sub-images keeping other filter parameters
fixed. The average energy is computed for each transformed image to obtain a feature vector
of size S  R  4 for each digit. Further, a Back Propagation Neural Network (BPNN)
has been employed to classify the samples taking the feature vector as input. It has been
observed that filters with S = 5 and R = 12 gives better performance as compared to other
combinations. Besides, the proposed scheme has also been tested on standard digit databases
like MNIST [42] and USPS [100]. Toward the end of this chapter, an application has been
designed to evaluate simple arithmetic equations written in Odia language.
Chapter 4: Handwritten Odia Character Recognition using Discrete Orthogonal
S-Transform (HOCR-DOST)
This chapter presents a multi-resolution based scheme coined as HOCR-DOST, to extract
features from Odia atomic character and recognize them using the back propagation neural
network. Considering the fact, that few Odia characters have a vertical line present at the
end, the whole dataset divided into two subgroups; namely, Group I and Group II such
that all characters in Group I have a vertical line and rest are in Group II. In this regard,
a perceptron has been utilized that takes the shape feature as input. In addition to this,
the two-dimensional Discrete Orthogonal S-Transform (DOST) coefficients are extracted
from images of each group; subsequently, Principal Component Analysis (PCA) has been
applied to find significant features. For each group, a separate BPNN classifier is utilized to
recognize the characters. The overall accuracy recorded to be 98.55%.
Chapter 5: Structural Feature-based Classification and Recognition of Handwritten
Odia Character (HOCR-SF)
The HOCR-SF scheme works in two phases. In the first phase, the overall Odia character
set has been classified into two groups using a Support Vector Machine (SVM) classifier.
Group I comprises all characters with a vertical line present at the end whereas rests fall into
Group II. For the classification of the samples into two groups, each character image resized
to 32 32 and represented as a vector of length 32 containing the number of pixels in each
column of that image. The mean value of the lower half and max of the upper half together
represents a feature point of the character and used as input to the classifier. The structural
features of the character of each group are extracted and fed to a BPNN for recognition.
Separate BPNN networks utilized for classifying the characters in each group.
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Chapter 6: Recognition of Atomic Odia Character using Deep Learning Network
(HOCR-DBN)
A semi-supervised learning strategy, i.e., Deep Belief Network (DBN) [131] has been
proposed in this chapter. An approximation algorithm namely Contrastive Divergence (CD)
is investigated to optimize the network parameters. Apart from the input and output layers,
the proposed DBN structure has three hidden layers. The DBN works on an unlabeled
dataset. An accuracy of 91.2% recorded for OHCS dataset. Though the accuracy is not
at par with other proposed schemes, it performs better than the state of the art schemes.
Another advantage of this scheme is that it requires no prior knowledge about the label of
the input data.
Chapter 7: Conclusions and Future Work
This chapter provides the concluding comments of the submitted work. The extensions for
further research laid out toward the end.
Till now, we have discussed in a nutshell about the contributions in this thesis. These are
discussed more concretely, in subsequent chapters, in sequel.
Chapter 2
Indian Languages and Design of
Handwritten Databases for Odia
Language
The present work deals with the recognition of characters of Odia language which is one of
the dialects spoken in the eastern part of India. India is a nation of various and contrasting
cultures, and its semantic outline is pretty much as assorted. Despite the fact that in India,
Hindi is the national dialect however as indicated by the Constitution of India, there are
twenty-two official languages. These scripts are: Assamese, Bengali, Bodo, Dogri, Gujarati,
Hindi, Kannada, Kashmiri, Konkani, Maithili, Malayalam, Manipuri (sometimes called
Meitei), Marathi, Nepali, Odia (Formerly “Oriya”), Punjabi, Sanskrit, Santali, Sindhi,
Tamil, Telugu and Urdu. Be that as it may, the real spoken dialects are up to 2500 because
of the distinctive lingos. The total number of characters, including vowels and consonants,
for some most spoken Indic scripts, are listed below.
 Devanagari script has about forty-five primary characters, of which eleven are vowels
and thirty-four consonants.
 The complete Tamil script consists of the thirty-one letters including 12 vowels, 18
consonants, and a unique character.
 The Bangla script has a total of 11 vowels and 32 consonants.
 The modern Odia language has 47 letters in its alphabet system. It includes 11
vowels and 36 consonants.
 Telugu script has a total of 13 vowels and 39 consonants.
 Gujarati language also has 47 alphabets in its character set including 11 vowels and
36 consonants.
 The Assamese script is similar to the Devanagari, and it has 11 vowels and 41
consonants.
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 The Urdu language comprises 52 total characters including 39 basic letters and 13
extra characters.
 Kannada script has a total of 14 vowels and 34 consonants.
 The modern Malayalam alphabet has 15 vowel letters, 41 consonant letters.
 Modern Gurmukhi has thirty-eight consonants, nine vowel symbols, and three special
symbols.
Figure 2.1: Odisha (Highlighted) the state in India
Orissa, one of the states in India (see Figure 2.1) with diverse culture and religion, came
into existence on 1st April 1936 as a province on a linguistic basis during British rule. It
became Odisha under a resolution of the Parliament on the 96th Amendment of the 8th
scheduled on 23 September 2011, which substituted “Odia” for “Oriya” and “Odisha” for
“Orissa”. It is one of the classical languages in India. The population of Odisha in 2015 was
estimated to be 44.3 million. Odia is the mother tongue of this state. It is a predominant
language, where not only more than 80% of the population of the state Odisha speaks this
language but also, spoken in parts of some nearby states such as Chhattisgarh, Jharkhand,
West Bengal, and Andhra Pradesh. In Jharkhand, Odia is considered to be the second official
language.
2.1 Odia Character Set and their Characteristics
The Odia script derived from the Brahmi script of ancient India. The writing style of Odia
language is unique as compared to any other regional languages in India. The modern Odia
script consists of 11 vowels, 36 consonants, ten digits. To acquaint the reader on complete
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Figure 2.2: Printed Odia digit and their corresponding English numeral
Figure 2.3: Vowels of Oriya Script with English Transliteration.
Figure 2.4: Consonants of Oriya Language with English Transliteration.
Odia character set the printed versions are shown in Figures 2.2, 2.3, and 2.4. Apart from
these basic Odia character set, the Odia ligatures may be formed either merging a vowel
diacritic with the consonant or by clustering two or more consonants. There are nearly 116
composite characters also known as Juktakhyaras. A sample set of Odia ligatures shown in
Table 2.1 where the character is combined with all vowels to produce different composite
characters. It also may be observed that the Odia characters are mostly round shaped similar
Table 2.1: Sample ligatures formed when all vowels are fused with the consonant ‘gha’, i.e.,
‘ ’.
to Devanagari and Bengali but unlike Odia letters, the letters have a horizontal line on the top
(called Sirorekha). Considering this the following Table 2.2 clearly shows a closer relation of
Odia dialect with that of Devanagari and Bengali. Along with consonants and vowels there
are some special symbols namely halanta, visarga, anusvara, and chandrabinduwhich when
combined with a consonant, a composite character is formed. In Figure 2.5, we demonstrate
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Table 2.2: Comparison of the shape of the vowels in Odia, Devanagari, and Bangla language
Figure 2.5: Usage of Glyphs with a Consonant ‘ ’
the use of those modifiers over the character “ ’, i.e., ‘ka’. All characters are of different
shape and size but there are few characters that looks exactly same. The digit ‘0’ (Zero) and
the Odia alphabet ‘ ’ (spell as ‘tha’) are similar in shape. Few such characters are shown in
Figure 2.6. Odia script is not case sensitive and the end of a sentence is marked by a vertical
Figure 2.6: Similar shape characters in Odia alphabet
line (‘j’), not by a period or dot (‘.’). But, few characters have a vertical line at the end.
Hence, character level segmentation, as well as the similarity in shape of few characters,
makes the process quite challenging. In this thesis, an attempt has been made to propose
notable features of isolated Odia digits and atomic characters for recognition.
2.2 Why at all we need a database?
Necessity is the mother of inventions. It has been observed that a good number of
articles published in the area of handwritten character recognition in many languages, which
depend on some nearby databases. Learning method could be supervised, semi-supervised,
unsupervised, and reinforcement learning that is used to identify the character in a text which
is independent of font and size. In supervised learning, the system is groomed up with a
labeled dataset and then it is used to predict the output of the system given new inputs [19]. In
the case of semi-supervised learning paradigm a labeled dataset small in size used for training
the network and a large sample of test images used for classification. The unsupervised
algorithm works on the unlabeled dataset. Thus, the database plays a significant role in the
process of recognizing any object. It is needless to say that the OCR designed for printed
documents cannot extend to handwritten recognition due to enormous variability in the style
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of writing of different individuals. In India, some organizations have maintained databases
of different Indic languages.
2.2.1 Popular Digit Databases for Non-indic and Indic Languages
There exist standard handwritten English digit databases, viz., Modified National Institute
of Standards and Technology database (MNIST), United State Postal Service (USPS),
CEDAR, and Semeion databases. As far as databases for Indic languages are concerned,
few organizations have designed and maintained databases for some popular languages.
MNIST
MNIST [99] is a handwritten English digit database comprises 60000 samples in the training
set and 10000 in the testing set. The MNIST database is available at http://yann.lecun.
com/exdb/mnist/. The images of MNIST database derived from two NIST’s databases,
i.e., Special Database 1 (SD-1) and Special Database 3 (SD-3). The high school students
and employees of the United States have contributed to the design of NIST database. Half
of the samples in the training set are from SD-3 and rest are from SD-1. Similarly, 5000
samples from SD-3 and another 5000 from SD-1 are chosen for the test set. All sample
images are in grayscale, and each of the samples is size-normalized to 28 28. A Hundred
samples of MNIST database shown in Figure 2.7.
Figure 2.7: Hundred sample digit images from MNIST dataset
USPS
The U.S. Postal Service envelopes are scanned and the digits are extracted and stored in
a database named USPS. The original scanned digits are binary and of different sizes and
orientations. Thus, each image is processed through several modules such as noise reduction,
slant correction, and size normalization. As a result all images size is standardized to 1616.
The whole dataset consists of 9298 samples, and the frequency of each digit is shown in the
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Figure 2.8: Hundred sample digit images from USPS dataset
Table 2.3. Sample hundred images from USPS database are shown in Figure 2.8. The dataset
and this description is made available at http://www-stat.stanford.edu/\~{}tibs/
ElemStatLearn/data.html.
Table 2.3: Frequency of digits in USPS
Frequency 0 1 2 3 4 5 6 7 8 9 Total
Training set 1194 1005 731 658 652 556 664 645 542 644 7291
Testing Set 359 264 198 166 200 160 170 147 166 177 2007
Semeion Handwritten Digit Data Set
The dataset was first created by Tactile Srl, Brescia, Italy and in 1994 they have donated to
Semeion Research Center of Sciences of Communication, Rome, Italy, for machine learning
research [100] development. A total of 1593 handwritten digits, which are collected from
Figure 2.9: One Hundred forty sample of the digit Zero from Semeion Handwritten Digit
Database
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around 80 individuals, are scanned, resized to 1616 in a gray scale of 256 values. Further,
all images are converted to binary with a threshold of intensity value for each pixel as 127.
To keep the variation in samples, all the informants wrote the digit the first time in the normal
way and the second time in a faster way. Figure 2.9 gives 140 sample images of the digit
zero. The size of the database is not adequate to be tested.
CEDAR for English Digit
Center of Excellence for Document Analysis and Recognition (CEDAR) is a research center
at the University at Buffalo, New York. CEDAR owned databases for different languages
which are available at http://www.cedar.buffalo.edu/Databases/index.html. The
handwritten digits collected from the ZIP codes of envelopes at the Buffalo Post Office. The
whole database divided into training and testing sets. Approximately 10% of the images
included in the testing set and the remaining of the data are retained for training purpose.
The frequency of the digits in both sets is shown in Table 2.4.
Table 2.4: Frequency of each digit in CEDAR database
Frequency 0 1 2 3 4 5 6 7 8 9
Training set 811 1160 778 467 607 342 469 429 346 393
Testing Set 102 136 103 68 63 41 47 48 46 53
Bangla Digit Database
Ujjwal Bhattacharya and his team [101, 102] have designed the database for Bangla digits at
ISI Kolkata, India. The samples of the database have been collected from 465 postal letters
and 268 job application forms. To make the database voluminous, separately a formatted
form has been circulated among different individuals the informants has to fill-up manually.
The existing database of handwritten isolated Bangla numeral consists of 23392 samples
written by 1106 persons. The shape and look of few Bangla digits are almost similar to
some of the Odia numerals.
Figure 2.10: Bangla digits from 0 to 9 along with their corresponding English values
Odia Digit Database
A database of isolated handwritten Odia numeral has been prepared by Bhattacharya and
Chaudhuri [101] in the year 2005 at ISI Kolkata, India. Exactly 356 persons were engaged
in the process of data collection. It has 5970 samples gathered from 166 job application
26
Chapter 2 Design of Handwritten Databases for Odia Language
forms, 105 mail pieces, and rest samples collected in person. Finally, the dataset is divided
into a training set consisting of 4970 samples, and a test set comprises 1000 samples. As
compared to the dataset size of Bangla digits, the size of Odia digit database is too thin.
2.2.2 Handwritten Character Database for Non-indic and Indic
Languages
Here, are some well known standard databases on the handwritten character.
CEDAR for English Alphabet
Since 1978, the Department of Computer Science of University at Buffalo has been
contributing in the area of pattern recognition. The database prepared by CEDAR contains
a good number of segmented characters collected from address blocks of envelopes at the
Buffalo Post Office. Approximately ten percent of the whole available images belongs to
the test set. The frequency of the characters in both training and testing sets given in Figure
2.5 and 2.6 respectively. The training set comprises 24947 samples whereas there are only
2890 samples in the test set.
Table 2.5: Frequency of each English alphabet in the Training set of CEDAR dataset
Character A B C D E F G H I J K L M
Frequency 1237 595 588 388 490 287 143 274 490 68 160 563 588
Character N O P Q R S T U V W X Y Z
Frequency 1022 905 516 3 749 834 441 268 201 249 112 259 24
Character a b c d e f g h i j k l m
Frequency 527 84 211 249 736 120 93 205 803 1 94 684 184
Character n o p q r s t u v w x y z
Frequency 469 833 129 5 460 490 428 333 127 102 173 136 15
Table 2.6: Frequency of each English alphabet in the Testing set of CEDAR dataset
Character A B C D E F G H I J K L M
Frequency 162 69 51 49 57 32 19 25 56 15 19 87 59
Character N O P Q R S T U V W X Y Z
Frequency 123 102 59 2 97 77 54 31 27 30 19 39 7
Character a b c d e f g h i j k l m
Frequency 68 8 17 26 107 16 14 23 70 2 14 69 21
Character n o p q r s t u v w x y z
Frequency 60 84 7 2 47 29 46 26 20 15 10 15 0
Bangla Basic Character Database
Indian Statistical Institute (ISI) have designed the Bangla off-line handwritten basic character
database having a total of 37858 sample images for all characters in the script. The number of
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samples for each character disseminated unequally. Even though the training set consists of
500 samples for each character and the corresponding test set contains the remaining images.
Figure 2.11: All Consonants of Bangla Script along with their English transliteration
Devanagari Character Database
In a cursory look, the Devanagari script appears different from other Indic scripts such as
Bangla, Odia or Gurmukhi, but a closer examination reveals that they are similar to some
extent. The people of Computer Vision and Pattern Recognition Unit (CVPR) at ISI Kolkata
have maintained a repository on the Devanagari off-line handwritten character. The present
database consists of approximately 30000 samples of handwritten characters. However,
these are not evenly distributed over 49 possible classes. A few samples from this database
shown in Figure 2.12.
Figure 2.12: List of alphabets from Hindi Script along with their English transliteration
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2.3 Design of ODDB and OHCS Database for Odia
Language
The Odia numeral database consists available at the home page of Computer Vision
and Pattern Recognition Unit, ISI Kolkata, comprises 5970 samples but no repository of
handwritten Odia character is available for research. Certainly, we urged strongly to prepare
a sizable database not only for Odia character but also for Odia digit. The first version of
Data 
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Size 
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Data 
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Figure 2.13: Steps involved in the process of Database Design
the database for Odia handwritten character set named as OHCS v1.0. Samples collected
from various informants at different point of time and processed at Image Processing and
Computer Vision (IPCV) Laboratory, Rourkela, India. It includes both Odia alphabet
and digit with a total of 18240 samples. The database segregated into two sets namely
Odia Digit Database (ODDB) and Odia Handwritten Character Set (OHCS). The ODDB
database contains initially 3200 samples of digit images which further increased to 9000
after collecting 580 more samples for each digit. On the other hand, the OHCS database
has 15040 samples of Odia atomic characters. The steps adopted in the process of designing
the database on Odia character set depicted in Figure 2.13. A few standard techniques have
been applied amid the way toward making the databases. Every stage used in this regard
exposited next in sequel.
Figure 2.14: TechNote A414 from i-Ball
Figure 2.15: Sample Odia Handwritten
character set
2.3.1 Data Collection
For data collection, commercially available digital note-maker device from i-Ball shown
in Figure 2.14 has been utilized. It is a plug and play device and comes with a digital
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pen. A formatted A4 size paper with all characters printed before placed on top of it and
the informant asked to write the character using the digital pen. It captures and stores
everything in it. It has internal memory of size 32MB and capable of storing more than 100
A4-size pages of full handwritten notes. Each image in the database preprocessed and stored
in the computer system directly. Corresponding to the Odia character set, a handwritten
sample version provided in Figure 2.15. All samples including ten digits, eleven vowels,
and thirty-six consonants collected from 160 distinct individuals belonging to various age,
gender, and community at different point of time. Two samples from a person are collected
at different point of time to generate a larger dataset.
Image Enhancement
Image enhancement helps in transforming the image into precise form so that the results
are more suitable for analysis. Methods such as removal of noise, sharpening, contrast
stretching, histogram equalization, image binarization [104], skew angle detection and
correction [105], segmentation, image filtration, etc. applied to an image not only to improve
the quality of the picture but also helps in identifying the key features. Initially, each of the
samples thus collected is binarized and further, Wiener filter [106, 107] has been applied
to remove isolated unwanted pixels. The skew/slant corrections have been made, and all
samples are size-normalized and centered in a fixed-size of 81 81.
2.3.2 Data Repository
All images in both ODDB and OHCS are stored in .bmp format to hold most extreme image
information. This database made in the IPCV Laboratory of National Institute of Technology
Rourkela, India. The documents alongside their storage capacity for the two databases
appeared in Table 2.7. Separate folders have been created to store samples of a particular
character, and all images of one sample doled out one label. The complete database for
Table 2.7: List of files with size in bytes.
Database File name Size in bytes
OHCS
OHCS-train-samples.gz 10246
OHCS-train-labels.gz 4980
OHCS-test-samples.gz 3614
OHCS-test-labels.gz 1016
ODDB
ODDB-train-samples.gz 3246
ODDB-train-labels.gz 1206
ODDB-test-samples.gz 1986
ODDB-test-labels.gz 816
Odia handwritten character is available at http://nitrkl.ac.in/Academic/Academic_
Centers/Data_Computer_Vision.aspx and down-loadable for research purpose. The
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zipped folder contains forty seven folders: NITROHCS001 through NITROHCS047. Each
of the folder contains 320 handwritten atomic samples of a character class. The files inside
each folder are named OHCS001 through OHCS320. Sample set of letter ‘ ’ from OHCS
v1.0 database is shown in Appendix. The preprocessed handwritten dataset is available for
ready use by the researchers.
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Handwritten Odia Digit Recognition
using Gabor Filter Bank (HODR-GFA)
From the literature, it has been observed that amongst all phases of OCR, the exactness
of any system exceptionally relies upon the feature extraction stage. The input to any
OCR is either the image as a whole or the features extracted from an image. An image
consists of low-frequency components that comprise smooth regions in the image and
high-frequency components that come from the edges, i.e., the sharp change in the intensity
values. To analyze any image we need to transform the image to a specified domain.
Image transformation is a necessary step to extract the discriminant features from an
image. Filtering, data compression, feature extraction, etc. are few applications [109]
of image transformation. The Fourier transformation is commonly used to analyze the
frequency components of an image but, after transformation, we lose the time information,
and it’s hard to tell where a particular frequency occurs. Thus, to find the discriminant
features from an image, we need multi-resolution analysis that gives us time-frequency
representation of a signal. In the realms of image processing, image transformation has got
plenty of applications such as character realization, texture segmentation, edge detection,
object identification, document analysis, image representation [110], etc. Gabor filters are
widely used in image processing because it is invariant to illumination, rotation, scale, and
translation. In addition to this, they impute optimal localization in both spatial and frequency
domain and becomes a good candidate for feature extraction problems [111]. Based on the
above findings, a scheme has been suggested that extracts Gabor feature from each sample
at different scales and orientations and to classify a back propagation neural network is
employed. Simulation is carried out on databases like MNIST, USPS, and ODDB.
This chapter organized as follows. Section 3.1 discusses the 1-D as well as 2-D Gabor
functions, and also it includes mathematical properties along with the derivations. The
proposed scheme portrayed in Section 3.2 with all necessary steps. Simulations are explained
in Section 3.3. One of the applications on digit recognition presented in section 3.4 followed
by the summary of work.
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3.1 Gabor Filter
D. Gabor [112] introduced one-dimensional Gabor filter in the year 1946. Later in 1985,
J. G. Daugman [113] has extended it to two-dimensional Gabor filter. A 2D Gabor filter
is formed by modulating a sinusoidal plane of particular frequency and orientation with a
Gaussian envelope. It is defined as:
G(x; y) = g(x; y)  s(x; y) (3.1)
where g(x; y) is a 2D Gaussian function and s(x; y) is a complex sinusoid known as the
carrier signal. More precisely, the G(x; y) is defined as follows,
G;;(x; y) = g(x; y)e
2j(x cos  + y sin ) (3.2)
where
g =
1
22
e (x
2+y2)/22 (3.3)
is the Gaussian function. The parameters used in the above equations are described below.
 : is the frequency
 : is the orientation
 : is the standard deviation of the Gaussian envelope, i.e., scale.
Clearly, it shows that the filter has a real and an imaginary component. The two
components represent the orthogonal directions, and together they form a complex number.
The orientation must vary between the interval [00; 1800) to avoid redundant values due to
the symmetry. The Gabor filter G;;(x; y) represented by a complex valued function as
shown in equation 3.4.
G;;(x; y) = R;;(x; y) + jI;;(x; y) (3.4)
The real and imaginary parts are given in equation 3.5 and 3.6 respectively.
R;;(x; y) = g(x; y): cos[2(x cos  + y sin )] (3.5)
and
I;;(x; y) = g(x; y): sin[2(x cos  + y sin )] (3.6)
Given a window of size W  W (generally odd, i.e., W = 2k + 1), the discrete
convolution of f(x; y) with respective real and imaginary components of G;;(x; y) are
CR(x; yj; ; ) =
kX
n= k
kX
m= k
f(x+ n; y +m)R;;(x; y) (3.7)
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CI(x; yj; ; ) =
kX
n= k
kX
m= k
f(x+ n; y +m)I;;(x; y) (3.8)
The energy E(x; yj; ; ) at (x; y) is calculated by the equation 3.9 given below.
E(x; yj; ; ) = C2R(x; yj; ; ) + C2I (x; yj; ; ) (3.9)
For extracting useful features from an image, an array of Gabor filters can be applied by
varying the frequency, scale and orientation [114]. The proposed scheme creates a Gabor
filter bank for different values of scale and orientation keeping the frequency constant. The
imaginary and real parts of the array of Gabor filters in five scales and twelve orientations
(0; /12; /6; /4; :::; 11/12) at each scale are shown in Figure 3.1 and 3.2 respectively.
Figure 3.1: Imaginary part of Gabor filters 5 scales and 12 orientations. Each sub-figure
shows the magnitude in log scale.
Figure 3.2: Real part of Gabor filters with five scales and 12 orientations.
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3.2 Proposed Scheme
The proposed method uses Gabor filters in different scales (S) and orientations (R) at each
scale. A whitening filter is used initially on the input gray scale image to preserve the
dominant structural details and then normalized on the local contrast. The input image
resized to N N . The image thus obtained is divided into four blocks of size N/2N/2
each. These Gabor filters applied to each sub-image followed by a convolution operation.
The average energy is computed passing each block sequentially through the Gabor filter
array thus producing a feature vector of size S  R  4 for each digit sample. Hence for
N sample of images in the training set of ODDB database, the size of the feature matrix is
N  S  R  4. To each feature set, a corresponding class label is assigned. For a unique
character feature set along with the label constitutes a pattern and used subsequently in an
artificial neural network (ANN) to classify any new symbol. The suggested network consists
of S  R 4 neurons in the input layer and ten at the output layer. The number of neurons
in the hidden layer is chosen experimentally for the better convergence performance of the
network. The schematic block diagram of the proposed scheme has been delineated in Figure
3.3. For validation of the proposed scheme, the train, test and validation sets are generated
randomly for generalization. For all the three datasets we have used a randomized method
3.2.1 Experimental Set-up
Along with the ODDB dataset, the proposed scheme has been validated using two standard
digit databases namely MNIST and USPS. The images of both MNIST and USPS datasets
scaled to 32 32. Simulation is carried out in the MATLAB environment. The dividerand()
method has been used to split the whole dataset into three sets: training, validation, and
testing. The training set determines the optimal weights with the back-propagation rule.
The validation set finds the optimal number of hidden neurons or decides a stopping criterion
for the back-propagation algorithm. The testing set estimates the error rate and assess the
performance of the network. The other network parameters need to be adjusted to avoid
over-fitting of the network. The conventional back propagation is used to train the network.
Each sample image of size 32 32 from the database divided into four blocks of equal size,
i.e., 16  16. The number of scales considered to be as 4, 5, 6, and 8 and the number of
orientations are 8 and 12. Following assumptions have been made in our experiment.
 The value of  is considered to be 1:0.
 The number of blocks is chosen to be 4, i.e., 2 2.
 Scaled conjugate gradient method adopted for faster training of the network.
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Figure 3.3: Block diagram of the proposed scheme HODR-GFA
3.3 Results and Discussions
The overall simulation has been divided into three different experiments concerning the
databases used. In each case, the confusion matrix has been considered for the performance
evaluation.
3.3.1 Experiment on ODDB Dataset
Out of 9000 handwritten Odia numerals of the ODDB dataset, 6300 samples are used for
training the network, 1350 samples for validation and the rest 1350 samples are in the test
set. The size of each sample in the ODDB dataset reduced to 32 32 from its original size
of 81 81. Further, it is divided into four blocks of size 16 16. Each of the four blocks of
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Table 3.1: Confusion matrix for ODDB dataset
Digit
894 0 1 1 0 0 1 0 1 2
0 891 2 1 3 0 2 0 0 1
2 1 881 0 2 3 4 6 0 1
2 0 1 882 1 4 0 3 2 5
2 0 3 0 886 4 1 3 0 1
1 0 0 2 3 892 0 1 0 1
3 1 5 0 2 1 885 3 0 0
2 1 4 1 2 0 4 886 0 0
0 2 0 0 0 2 1 2 890 3
1 7 1 0 2 0 1 3 2 883
an image passed sequentially through the Gabor filter array with all possible combinations
of scales and orientations. The system gives a better accuracy rate in five scales with twelve
directions in each scale, i.e., for 4  5  12 = 240 features. The number of neurons in
the hidden layer of the neural network is experimentally determined to be 48 for better
convergence characteristics. Hence, the ANN classifier has the structure of 240  48  10.
The Table 3.1 gives the confusion matrix of the ODDB database. The fraction of samples
misclassified is 0:024, i.e., 2.4% error. The performance parameters listed in the Table 3.2
Table 3.2: Confusion values for ODDB dataset
Odia digit FNR FPR TPR TNR
0.0007 0.0167 0.9833 0.9993
0.0016 0.0175 0.9825 0.9984
0.0044 0.0351 0.9649 0.9956
0.0040 0.0284 0.9716 0.9960
0.0026 0.0234 0.9766 0.9974
0.0027 0.0310 0.9690 0.9973
0.0014 0.0197 0.9803 0.9986
0.0021 0.0248 0.9752 0.9979
0.0038 0.0251 0.9749 0.9962
0.0038 0.0251 0.9749 0.9962
and the performance curve between the cross-entropy and number of epochs taken during
testing presented in the Figure 3.4. The receiver operating characteristic (ROC) curve is a
plot of true positive rate and the false positive rate at various threshold settings. The Figure
3.5 shows the ROC curves for ten classes of ODDB dataset. An accuracy of 97.6% has been
recorded for ODDB dataset.
3.3.2 Experiment on MNIST Dataset
For the supervised learning of MNIST dataset, we utilize 10000 specimens out of 70000
accessible examples to diminish the computational expense. Out of these 7000 samples are
chosen for training, 1500 are for validation and rest are used for testing. It gives a good
accuracy of 98.8% with five scales and 12 orientations in each scale. The performance
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Figure 3.4: Performance curve for ODDB dataset
Figure 3.5: ROC curves for ten classes of ODDB dataset
parameters have been recorded in the Table 3.3 and also the performance curve between
the cross-entropy and number of epochs presented in Figure 3.6. The ROC curves for ten
classes shown in Figure 3.7. The amount of error incurred is about to 0:012 percentage
during the classification of the samples of MNIST dataset.
3.3.3 Experiment on USPS Dataset
A similar procedure followed for USPS dataset. With various scales and orientations, it has
been observed that it gives a good accuracy of 98.4% with five scales and 12 orientations.
The confusion matrix showing the digit misclassification is given in the Table 3.5. It happens
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Table 3.3: Confusion matrix for MNIST dataset
Digit 0 1 2 3 4 5 6 7 8 9
0 993 0 0 1 1 1 1 1 1 2
1 0 1114 5 0 2 2 0 0 2 2
2 1 5 969 4 1 3 0 3 5 0
3 2 0 8 1008 0 6 0 4 4 1
4 0 0 4 0 965 1 2 0 2 6
5 1 0 0 5 0 847 5 0 4 0
6 3 1 1 0 3 0 1006 0 0 0
7 0 3 3 3 1 0 0 1057 0 3
8 2 2 2 2 0 4 4 5 922 1
9 0 1 0 1 11 1 0 3 1 960
Table 3.4: Confusion values for MNIST database
English Digit False Negative False Positive True Positive True Negative
rate rate rate rate
0 0.0009 0.0090 0.9910 0.9991
1 0.0015 0.0107 0.9893 0.9985
2 0.0024 0.0232 0.9768 0.9976
3 0.0028 0.0156 0.9844 0.9972
4 0.0017 0.0193 0.9807 0.9983
5 0.0016 0.0208 0.9792 0.9984
6 0.0009 0.0118 0.9882 0.9991
7 0.0015 0.0149 0.9851 0.9985
8 0.0024 0.0202 0.9798 0.9976
9 0.0020 0.0154 0.9846 0.9980
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Figure 3.6: Performance curve for MNIST dataset
due to the structural similarity between the digits. The performance parameters recorded in
the Table 3.6 used to evaluate the proposed scheme over USPS dataset. The performance
curve has been displayed in Figure 3.8 and the ROC for all ten classes has been shown in
Figure 3.9. The fraction of samples misclassified has been recorded as 0.016 means 1.6%
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Figure 3.7: ROC curves for ten classes of MNIST dataset
Table 3.5: Confusion matrix for USPS dataset
Digit 0 1 2 3 4 5 6 7 8 9
0 1545 0 3 0 1 0 1 1 1 1
1 0 1261 2 0 1 0 3 2 0 0
2 1 1 919 0 4 0 1 3 0 0
3 1 1 4 809 1 7 0 1 0 0
4 0 4 2 0 840 0 1 1 0 4
5 4 0 1 2 0 703 3 1 2 0
6 0 1 0 0 0 0 832 0 1 0
7 1 0 7 1 6 0 0 774 0 3
8 2 1 6 4 0 2 1 1 691 0
9 0 1 0 1 4 0 0 3 1 811
error. For all three datasets, an accuracy comparison has been made with different scales and
orientations and are listed in the Table 3.7. In general, the suggested Gabor feature is found
out to be a better feature for handwritten Odia digit as well as English numeral recognition.
Table 3.6: Confusion values for USPS database
English False Negative False Positive True Positive True Negative
Digit rate rate rate rate
0 0.0010 0.0058 0.9942 0.9990
1 0.0010 0.0071 0.9929 0.9990
2 0.0012 0.0265 0.9735 0.9988
3 0.0018 0.0098 0.9902 0.9982
4 0.0014 0.0198 0.9802 0.9986
5 0.0015 0.0126 0.9874 0.9985
6 0.0002 0.0119 0.9881 0.9998
7 0.0021 0.0165 0.9835 0.9979
8 0.0020 0.0072 0.9928 0.9980
9 0.0012 0.0098 0.9902 0.9988
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Figure 3.8: Performance curve of USPS datset
Figure 3.9: ROC curves for USPS dataset
Table 3.7: Accuracy of the scheme with various scale and orientation on different datasets
Dataset Number of scales S and number of orientations R(4,8) (4,12) (5,8) (5,12) (6,8) (6,12)
MNIST 92.1% 93.4% 97.3% 98.8% 98.2% 98.5%
USPS 94.6% 95.6% 96.6% 98.4% 97.9% 98.1%
ODDB 93.5% 94.8% 95.5% 97.6% 96.2% 95.9%
3.4 An application: Automatic Evaluation of Simple Odia
Handwritten Arithmetic Expression
To demonstrate the validity of our proposed handwritten digit recognition using Gabor
feature and neural classifier, we have suggested a Graphical User Interface(GUI)
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model for the Automatic Evaluation of Simple Odia Handwritten Arithmetic Expression
(AESOHAE). The expression involves only integers and real constants with basic arithmetic
operations. The GUI based application not only converts the scanned expression into its
similar English format but also evaluates the expression. Initially, the scanner is used to get
the digitized version of the page containing the mathematical expression. Then it is fed to the
system, where all preprocessing modules are exercised to get the expression in the required
form. A total of twenty symbols are considered that includes ten digits ( zero to nine), seven
basic arithmetic operators (‘unary +’, ‘unary -’,‘+’, ‘-’, ‘*’, ‘/’, ‘%’), precision (‘.’), left (‘(’),
and right (‘)’) parenthesis which are listed in the Table 3.8. For the identification of Odia digit
Table 3.8: List of operators and operands along with their meaning and corresponding
symbol in Odia language
Symbol Meaning In Odia
+ Unary Plus +
- Unary Minus -
+ Addition +
- Subtraction -
* Multiplication 
/ Division 
% Modulo %
( Left Parenthesis (
) Left Parenthesis )
. Precision .
Digit Meaning In Odia
0 Zero
1 One
2 Two
3 Three
4 Four
5 Five
6 Six
7 Seven
8 Eight
9 Nine
and basic arithmetic operators/symbols the Gabor features are taken into consideration along
with back-propagation neural network (BPNN) for recognition. To validate the proposed
model five hundred sample expressions have been collected from various sources. It has
been observed that out of those only 449 sample expressions correctly evaluated. At this
point, the accuracy of our system recorded as 89.80%. The complete process is delineated in
Figure 3.10 considering a sample test image. The steps followed in due course of evaluating
a handwritten Odia arithmetic expression are given below.
Data Collection
For data collection, all samples from ODDB digit database have been taken into account.
Due to the unavailability of any standard database for handwritten Odia arithmetic operators,
samples collected from 200 different informants belonging to various groups and ages. A
formatted sheet prepared with all distinct eighteen symbols printed and leaving a blank box
just underneath every character. A total of 3600 patterns, i.e., 200 specimens for every
symbol have been collected and put away in our local system. In this way, the database
has 11000 digit samples and 1600 Odia arithmetic operator samples. It has been named as
modified-ODDB database. All images are preprocessed and normalized to a size of 2020.
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Figure 3.10: Evaluation of a sample expression
Experimental Set-up
The experiment was carried out on a system with the following configuration: Intel® core™
i74770CPU @ 3:40GHz Dual Core Processor, 64 bit Operating System, and 6GB RAM.
Being a potential tool for non-linear classifications, Artificial neural network (ANN) has
been utilized to classify the symbols. The conventional back propagation has been used
to train the network, and the number of hidden neurons are chosen experimentally. The
modified-ODDB dataset divided into three sets namely train set with 70% of the total
samples and rest are divided equally among the validation and test sets. For faster training,
scaled conjugate gradient method has been employed. The confusion matrix obtained is
shown in Table 3.9. Initially a sample expression is uploaded which then passed through
Table 3.9: Confusion matrix for modified-ODDB dataset
Digit +     % ( ) .
1091 1 2 0 3 0 1 1 0 0 0 0 0 0 0 0 0 2
2 1083 3 0 0 0 5 4 0 0 0 0 0 0 0 3 0 0
0 0 1094 1 0 0 2 0 0 0 0 0 0 0 3 0 0 0
2 0 6 1078 5 3 0 2 4 0 0 0 0 0 0 0 0 0
0 0 4 0 1089 1 2 0 2 2 0 0 0 0 0 0 0 0
1 2 0 5 0 1089 2 1 0 0 0 0 0 0 0 0 0 0
2 9 0 0 2 0 1081 6 0 0 0 0 0 0 0 0 0 0
0 13 1 0 1 0 10 1175 0 0 0 0 0 0 0 0 0 0
2 0 2 0 5 7 2 3 1078 1 0 0 0 0 0 0 0 0
3 7 2 0 2 1 3 2 3 1087 0 0 0 0 0 0 0 0
+ 0 0 0 0 0 0 0 0 0 0 190 0 4 6 0 0 0 0
  0 0 0 0 0 0 0 0 0 0 0 197 0 3 0 0 0 0
 0 0 0 0 0 0 0 0 0 0 0 0 189 1 0 0 0 0
 0 0 0 0 0 0 0 0 0 0 7 0 3 187 3 0 0 0
% 1 1 0 0 0 3 1 0 0 6 0 0 0 5 183 0 0 0
( 0 5 0 0 0 0 0 0 0 4 0 0 0 0 0 191 0 0
) 0 0 4 0 0 0 3 4 0 0 0 0 0 0 0 2 187 0
: 2 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 196
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several preprocessing phases including binarization using Otsu’s method [115, 116], digit
and operator identification utilizing bounding box technique [12]. All sub-images are
normalized to a size of 20  20. The Gabor features are extracted from each symbol and
fed to the back propagation neural network for recognition.
3.5 Summary
For feature extraction of handwritten Odia digit, an array of Gabor filters with various
scales and orientations have been utilized followed by a back-propagation neural network
classifier for recognizing the digit. An accuracy of 97.6% has been recorded. Simulation
results demonstrate that Gabor filter at five scales and 12 orientations in each scale give
higher accuracy in ODDB dataset. Similar observations have also been made for MNIST
and USPS dataset. To demonstrate the proposed scheme, a GUI model has been developed
for the evaluation of simple arithmetic expression written in Odia language. The proposed
system has been tested on five hundred sample Odia handwritten expressions collected from
different individuals. Out of these four hundred forty-nine samples have been evaluated
correctly. The bottleneck of the proposed model is that it operates on integers, real constants,
and basic arithmetic operations.
Chapter 4
Handwritten Odia Character
Recognition using Discrete Orthogonal
S-Transform (HOCR-DOST)
Researchers have given more thrust to develop OCR for the most popular Indic languages
such as Devanagari, Bangla, Tamil, and Telugu. However, it has been observed that the
development of OCR for Odia language is at its incipient days. Odia is the mother tongue
of the state Odisha. There are no OCR systems available commercially that makes digitized
printed or handwritten Odia document searchable. Development of OCR for Odia language
is necessary because it has many regional based applications such as in banking, offices, legal
industries, health-care, education, finance, and government agencies. With the assistance of
OCR for Odia dialect, individuals no more need to retype important archives physically
when entering them into electronic databases. Recognition of handwritten Odia character
is currently one of the active areas of research as far as Indic languages are concerned.
The main problem arises since we are doing it for handwritten text. A lot of variations
of the writing style of different individuals makes the recognition process challenging.
Looking into these difficulties, we reason out that feature extraction is indeed a critical
phase of OCR. Multi-resolution techniques are suitable for extracting meaningful features
from an image because it gives information in both time and frequency. In this chapter, a
multi-resolution technique, i.e., Two-dimensional Discrete Orthogonal Stockwell Transform
(2D-DOST) [117] has been used to extract the coefficients of the basis functions from each
Odia character image. Further, a feature reduction technique has been applied to pick out
the most significant information. Multiple back-propagation neural networks have been
designed in the due process of recognizing Odia character. In the first phase of the work the
characters are divided into two groups, i.e., Group I and Group II by looking for a vertical
bar at the end of a character. In Odia character set, there are only 20 such characters having
a vertical line toward the end.
The chapter has been adumbrated as follows. Section 4.1 describes the method of
extracting the 2D-DOST coefficients for a character. The proposed scheme has been
delineated in Section 4.2. The experimental results obtained on the OHCS database have
been presented in Section 4.3.
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4.1 Feature Extraction using 2D-DOST
The discrete orthogonal S-transform [118] is the variation of Stockwell Transform (ST)
recommended by R. G. Stockwell in the year 1996. The redundant information in the
resulting time-frequency representation makes the Stockwell transform computationally
hard when a huge information needs to be processed. Hence, to overcome the difficulty, the
discrete orthonormal Stockwell transform (DOST) has been proposed. The DOST based on
a set of orthonormal basis functions that localize the Fourier spectrum of the signal [119]. It
has already been applied successfully in various fields of research such as image restoration,
texture analysis, and pattern recognition [117]. A brief description on Stockwell Transform
is given below.
4.1.1 Stockwell-Transform (ST)
The Stockwell transform is a hybrid of the short-time Fourier transform and the wavelet
transform. It provides a time-frequency representation of a signal. The Stockwell transform
of a continuous 1D signal h(t) is defined as,
s(; f) =
Z 1
 1
h(t)
jf jp
2
e ( t)
2f2/2e i2ftdt: (4.1)
where f is the frequency variable, t is the time variable, and  is time translation. It gives a
full time decomposition of a signal. Though it is similar to a continuous wavelet transform
(CWT) but unlike the wavelet transform the S-transform retains absolutely referenced phase
information. In addition, the ST can be expressed in the Fourier domain as,
s(; f) =
1Z
 1
H( + f)e
  (2 )2
2f2 ei2 d (4.2)
where H(f) is the Fourier spectrum of h(t). The discretization of (4.2) leads to the discrete
Stockwell transform (DST) and is given by,
S[k; n] =
N 1X
m=0
e 
22m2
n2 H[m+ n]e
i2mk
N (4.3)
where k is the index of time translation and n is the index of frequency shift with n 6= 0.
Here H(:) is the DFT of h(:). The S-Transform of a discrete 2-dimensional signal f(x; y) is
given by,
S(x; y; px; py) =
M 1X
k=0
N 1X
l=0
F (k + px; l + py)e
 22

k2
Px2
+ l
2
Py2

e2i(kx+ly) (4.4)
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4.1.2 Discrete Orthogonal S-transform and its Properties
The phase of the S-transform referenced to the time origin provides useful and supplementary
information about spectra. However, the major limitation of S-transform is its high time and
space complexity due to its redundant nature. The 2D-DST of an image of size N N has a
computational complexity of O(N4+N4log(N)) and storage requirements of O(N4). Due
to high complexity and redundant information of S-transform, it is not frequently used in
many applications. Due to its exponential computational overhead, Wang et al. [120] in the
year 2009 has suggested a faster version of the S-transform, namely, discrete orthonormal
Stockwell transform (DOST). It provides a spatial frequency representation of an image,
with computational and storage complexity as O(N2+N2log(N)) and O(N2) respectively.
A six order DOST is shown in Figure 4.1. The square indicates the sub-image of each order.
Figure 4.1: A six order DOST. The square indicates the sub-image for each order.
The 2D-DOST is based on a set of orthonormal basis functions that localize the Fourier
spectrum of the signal. The time-frequency representation given by the Stockwell transform
with zero information redundancy is sampled and the phase properties of the ST are retained.
However, DOST can be used to represent data efficiently, which is the orthonormal version
of the DST, producingN point time-frequency representation for a signal of lengthN . Thus,
DOST gives features with zero information redundancy. The following features of DOST
have made it useful for various applications.
 Absolute Referenced Phase Information
 Fourier Transform can be calculated from DST.
 Linearity
The process of evaluating DOST coefficients of a 2D image in the frequency domain
using a dyadic sampling scheme is given in the Algorithm 1.
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Algorithm 1: DOST Feature Extraction
Input: A normalized discrete image img[x; y] of size N N .
Output: One dimensional N2 number of DOST coefficients.
1 Considering the sampling interval of one in the x-and y-direction calculate the
forward 2D-Fourier Transform of the img by the following equation
F [m;n] =
N 1P
x=0
N 1P
y=0
img[x; y]exp 2i(
mx
N
+ny
N
).
2 The 2D-DOST of N N image img[x; y] is calculated by partitioning the 2D-FT of
the image, F [m;n], multiplying by the square root of the number of points in the
partition. D[x0; y0; vx; vy] =
1p
2(px+py 2)
2px 2 1P
m= 2px 2
2py 2 1P
m= 2py 2
F [m+ vx; n+ vy]exp
2i

mx0
2px 1+
ny0
2
p
y 1

, where vx = 2px 1 + 2px 2 and vy = 2py 1 + 2py 2 are the horizontal and vertical
voice frequencies.
3 The value of (px; py) at image location (x; y) can be found at
D[x/N  2px 1; y/N  2py 1; vx; vy].
4 The array D is reshaped to one dimensional array of size N2.
5 return D
4.2 Proposed HOCR-DOST Scheme
In this chapter, a scheme has been proposed for the recognition of Odia handwritten character
utilizing DOST features. The overall block diagram of our proposed scheme is shown in
Figure 4.2. The normalized database OHCS called the Odia handwritten character set had
been used in our experiment. The whole dataset has been divided into two groups such as
Group I and Group II through chain code histogram. In Group I all the characters with a
vertical bar at the end are present, whereas others are stored in Group II. Each sample is
size normalized to 32 32. The DOST feature vector of length 1024 is extracted from each
sample. The process continues for all images in the training set. Further, the dimension
of the feature matrix is reduced for faster processing. Recognition of any new character is
accomplished by training two neural networks for each group. The detail description of each
phase of our proposed model is explained briefly here in a sequel.
4.2.1 Pre-processing
Standard methods like binarization, noise reduction, and character segmentation have been
used to get the segmented isolated character image from the scanned document. The
orientation of the segmented character has been measured, and the slant correction has been
made accordingly. The image thus obtained is normalized to a size of 3232 image. Wiener
filter [106] has been applied for noise removal. The thinning process has been applied
to each image so as to convert it into an image of a single pixel width. The chain code
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Figure 4.2: Block Diagram of Proposed HOCR-DOST Scheme.
histogram for each image is plotted which computes the number of pixels in each column. It
has been observed that a character with a vertical line has a vertical bar in the histogram.
Thus, it becomes easy to classify the whole character set into two groups as shown in
Figure 4.3. Existing recognizers for, e.g., English, Chinese, Japanese, and numbers have
achieved reasonable processing rates based on small sets of symbols. In Asian languages
there are many “characters”, but only small sets of strokes. When the lexicon increases,
it is challenging to achieve high accuracy and speed. One goal is to reduce the amount
of computation for recognition when a large number of symbols is used. One solution
is to group these symbols into classes. Unknown characters would first be placed into
a group, followed by recognition within the group instead of comparing with the whole
set of samples. The present work is to identify those characteristics that may be used to
separate characters into classes effectively and design of neural network for recognizing the
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Characters with vertical 
line at the end
Characters without vertical 
line at the end
Group I Group II
Figure 4.3: Division of basic Odia characters in two groups.
character encountered. The following method is used in this regard. Each character, we
generate the chain code histogram vector (CCHV) of length 32. As a whole we have 14100
samples, hence at the end, the size of chain code histogram matrix (CCHM) M would be
14100  32. We have considered level matrix L of size 14100  2 having two levels 1 for
Group I characters and 2 for Group II characters. The following MATLAB code fragment is
used to design the network “net” that helps to assign a character to either Group I or Group
II.
load M:mat;
load L:mat;
x = M 0;
t = L0;
net = patternnet(10);
net = train(net; x; t);
y = net(x);
perf = perform(net; t; y);
classes = vec2ind(y);
plotconfusion = (t; y);
The confusion matrix is given in the Table 4.1. The threshold value chosen to be fifteen
Table 4.1: Confusion matrix while grouping the characters
Group I Group II
Group I 5993 7
Group II 7 8093
for the number of pixels in a column to ensure that the character has a vertical line toward
the end. Two characters have been considered, i.e., (‘Kha’) from Group I and (‘Jha’)
from Group II as shown in Figures 4.4 and 4.5 respectively. The chain code histogram are
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also shown in Figures 4.6 and 4.7 respectively. It is evident that the letter (‘Kha’) has a
vertical bar in the histogram having 28 pixels hence, it belongs to Group I. Similarly, the
letter (‘Jha’) has less than ten pixels hence, it is assigned to Group II.
Figure 4.4: Odia character ‘ ’. Figure 4.5: Odia character ‘ ’.
Figure 4.6: CCH for Odia character ‘ ’. Figure 4.7: CCH for Odia character ‘ ’.
4.2.2 DOST Coefficient Feature Evaluation
Within the bandwidth of 2px 1  2py 1 frequencies, the DOST gives information about the
voice frequencies (vx; vy). It uses the minimum number of points required to describe the
amplitude of a Fourier frequency component in each of the horizontal and vertical directions.
If we represent the voice frequencies as a complex image where, vx corresponds to real
and vy corresponds to imaginary part then the magnitude and phase angle is obtained by
Mv =
p
v2x + v
2
y and v = tan 1(
vy
vx
) respectively. The magnitude on a log scale of each
Figure 4.8: DOST (right) of the first letter ‘ ’ in Odia script (left) of size 32 32 where the
brightness represents the magnitude of each coefficient on a log scale.
DOST coefficients for the normalized image (‘a’) of size 32  32 is shown in Figure
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4.8. Thus, each sample generates 1024 DOST coefficients where the size of the image is
3232. So, the size of feature matrix for m samples is m1024. The recognition accuracy
is adversely affected by high feature dimensionality of any datasets so, using Principal
Component Analysis (PCA) (discussed in Section 4.2.3) the feature matrix size has been
reduced.
4.2.3 Feature Reduction
The Principal Component Analysis (PCA) has been utilized to reduce the dimension of the
DOST feature matrix. PCA transforms a number of (possibly) correlated variables into a
(smaller) number of uncorrelated variables called principal components [122]. The detail of
PCA based dimensionality reduction has given in Algorithm 2. In the suggested scheme, the
original feature matrix of size m 1024 has been reduced to m 256.
Algorithm 2: PCA based feature reduction
Input: An original dataset D of size m n, where m denotes the total number of
samples and n denotes the number of features in each sample.
Output: The reduced dataset D0 of size m  k, where k  n.
1 Compute the means for every dimension of the whole dataset to get the
n-dimensional mean vector.
2 Find the covariance matrix C, eigenvectors and eigenvalues ([v; d] = eig(D)) of the
whole dataset so that C  v = v  d, where d is the diagonal matrix of eigenvalues
and v is a matrix whose columns are the corresponding eigenvectors
3 Sort the eigenvectors by decreasing eigenvalues and choose k eigenvectors with the
largest eigenvalues to form a n  k dimensional matrix W (where every column
represents an eigenvector).
4 Use this n  k eigenvector matrix to transform the samples onto the new subspace.
D0 = D W
5 return D0
4.3 Result and Discussion
Artificial neural network (ANN) being the potential tool for non-linear classification, it has
been utilized to classify the characters in each group. We employ two different ANN for
two groups of characters. In each case, conventional back propagation is used to train
the network, and the number of hidden neurons is chosen experimentally. To validate the
proposed scheme, simulation has been carried out on OHCS dataset, and other datasets using
70% of the data for training and rest 30% is divided equally into two parts for validation and
testing. For faster training, scaled conjugate gradient method is used. The training of the
neural network stops when either the gradient reaches a value of 10 6 or the number of
consecutive validation checks reaches 6, i.e., there is no better improvement of the gradient
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for six continuous iterations. The performance of the classification is evaluated with the help
of confusion matrix. It is a table that shows the predicted and actual class accomplished by
the classifier.
Table 4.2: Performance parameters of Group I characters
BOC FNR FPR TNR TPR BOC FNR FPR TNR TPR
0 0.0099 0.9901 1.0000 0.0005 0.0198 0.9802 0.9995
0.0005 0 1.0000 0.9995 0.0014 0.0102 0.9898 0.9986
0 0.0066 0.9934 1.0000 0.0005 0.0067 0.9933 0.9995
0.0005 0.0198 0.9802 0.9995 0.0019 0.0103 0.9897 0.9981
0.0005 0.0067 0.9933 0.9995 0.0011 0.0516 0.9484 0.9989
0.0016 0 1.0000 0.9984 0.0004 0.0197 0.9803 0.9996
0.0011 0.0726 0.9274 0.9989 0.0040 0.0072 0.9928 0.9960
0.0005 0.0166 0.9834 0.9995 0.0004 0.0230 0.9770 0.9996
0.0014 0.0426 0.9574 0.9986 0.0019 0.0069 0.9931 0.9981
0.0005 0 1.0000 0.9995 0.0005 0.0294 0.9706 0.9995
Experimental setup for Group I characters
A multilayer perceptron of size 256   75   20 was used. The input and output layer size
are based on the dimension of features and output classes respectively, while for the hidden
layer, the accuracy at different sizes were compared. Experimentally best result is recorded
with 75 neurons in the hidden layer. The entire feature set of Group I character (a total of
6000 samples) sets has been divided into the following sets,
 4200 samples are used for training.
 900 samples are used for testing.
 900 samples are used for validation.
In Table 4.2, we illustrate different performance measures for all samples of Basic Odia
Character (BOC) in Group I. It has been observed from the confusion matrix for Group I
characters given in Table 4.3 that almost all characters are classified correctly, however, the
Odia character ‘ ’ is wrongly classified as ‘ ’ 3 times, ‘ ’ 3 times, ‘ ’ 3 times and as ‘ ’ 2
times. It happens due to the structural similarity between the characters. The performance
of the network is shown in Figure 4.9 and it is observed that the best validation performance
is 0:01763 at 47 epochs. The convergence characteristic is shown in Figure 4.10. Receiver
Operating Characteristic curve (ROC) is given in Figure 4.11. It is a plot of the true positive
rate against the false positive rate for the different possible cut points of a test. This curve
indicates an increase in sensitivity and a decrease in specificity. The accuracy of 98.9% is
recorded for Group I characters.
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Figure 4.9: Performance of the network for Group I characters
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Figure 4.10: Convergence states of Group I characters
Experimental Setup for Group II Characters
Another multilayer perceptron of size 256   90   27 was used for classifying Group II
characters. Experimentally best result comes when the number of hidden neurons is 90. The
entire feature set of Group II characters (a total of 8,100 samples) sets are divided into the
following subsets:
 5670 samples are used for training.
 1215 samples are used for testing.
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Table 4.3: Confusion matrix for Group I characters
300 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 300 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 300 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 291 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3
0 0 0 3 297 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 297 0 0 0 0 3 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 294 3 0 0 0 3 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 297 0 0 0 0 0 0 0 0 0 3 0 0
0 0 0 0 0 3 3 0 289 0 0 3 0 0 0 0 2 0 0 0
0 0 0 0 0 0 0 0 0 300 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 300 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 297 0 0 0 0 0 0 3 0
0 0 0 0 0 0 0 0 0 0 0 0 300 0 0 0 0 0 0 0
0 0 0 0 0 2 0 0 0 0 0 0 0 296 0 0 2 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 300 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 295 0 0 2 3
0 0 0 0 0 2 0 3 0 0 0 0 0 0 0 0 295 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 297 0 0
0 2 0 0 0 0 2 0 0 0 0 0 0 0 0 2 0 0 294 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 1 0 296
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Figure 4.11: ROC curves of Group I characters
 1215 samples are used for validation.
In Table 4.4 illustrates the false negative rate, false positive rate, true negative rate, and
true positive rate for all samples of basic Odia character inGroup II. The confusion matrix for
Group II has been portrayed in Table 4.6. It has been noticed that all characters are classified
correctly, however the Odia character ‘ ’ is wrongly classified as ‘ ’ 10 times, and as ‘ ’ 6
times. It happens due to the structural similarity between the characters. The performance of
the network is shown in Figure 4.12 and it is observed that the best validation performance
is 0:020167 at 65 epochs. The ROC for Group II characters is depicted in Figure 4.14. The
convergence characteristics are also shown in Figure 4.13. The accuracy recorded as 98.2%
for Group II characters. The average overall accuracy of our scheme is recorded as 98.55%.
A sample character correctly recognized by the proposed HOCR-DOST scheme and one
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Table 4.4: Performance parameters of Group II characters
BOC FNR FPR TNR TPR BOC FNR FPR TNR TPR
0 0.0354 0.9646 1.0000 0.0003 0 1.0000 0.9997
0.0004 0.0230 0.9770 0.9996 0 0 1.0000 1.0000
0.0004 0.0294 0.9706 0.9996 0.0004 0 1.0000 0.9996
0.0012 0.0364 0.9636 0.9988 0.0005 0.0199 0.9801 0.9995
0.0012 0.0169 0.9831 0.9988 0.0004 0.0166 0.9834 0.9996
0.0004 0.0100 0.9900 0.9996 0.0020 0.0173 0.9827 0.9980
0.0004 0 1.0000 0.9996 0.0008 0.0297 0.9703 0.9992
0.0008 0.0361 0.9639 0.9992 0.0009 0.0579 0.9421 0.9991
0.0004 0 1.0000 0.9996 0.0018 0.0239 0.9761 0.9982
0.0004 0.0198 0.9802 0.9996 0.0005 0.0295 0.9705 0.9995
0.0004 0 1.0000 0.9996 0.0004 0 1.0000 0.9996
0.0018 0.0272 0.9728 0.9982 0.0010 0.0201 0.9799 0.9990
0.0003 0.0197 0.9803 0.9997 0.0014 0 1.0000 0.9986
0.0001 0.0033 0.9967 0.9999
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Figure 4.12: Performance of the network for Group II characters
Table 4.5: Accuracies of different schemes along with our proposed scheme.
Feature extraction Classifier Accuracy
Structural features [85] Kohonen neural network 95.60%
Structural features [123] Decision tree 96.30%
Curvature feature [86] Quadratic 97.40%
Proposed Scheme Back Propagation Neural network 98.55%
instance of misclassification is shown in Figure 4.15. The reason behind this is that the input
image and the recognized character are almost similar in structure.
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Figure 4.13: Convergence states of Group II characters
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Figure 4.14: ROC curves of Group II characters
4.4 Summary
In this chapter, a multi-resolution technique, i.e., discrete orthogonal S-transform has
been applied to recognize the handwritten Odia atomic characters including vowels and
consonants from OHCS database. The overall dataset is divided into two groups based on
a vertical line present in the character. The DOST feature coefficients are extracted from
each normalized character of OHCS dataset. To overcome the computational complexity
the feature matrix has been reduced using PCA and subsequently these features are used as
inputs to the ANN classifier in the specific group. Performance comparison has been made
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with the existing schemes and it is observed that the proposed DOST feature has an overall
accuracy of 98.55%.
Feature vector of size 256
Neural Network
Classifier
Input image
Output Image
Feature vector of size 256
Neural Network
Classifier
Input image
Output Image
Figure 4.15: Odia consonant character ‘ ’ is recognized correctly (left) where as the vowel
‘ ’ is misclassified as ‘ ’ (right).
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Table 4.6: Confusion matrix for Group II characters
300 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 297 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 297 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0
0 0 3 291 3 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 291 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 3 0
0 3 0 0 0 297 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 297 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 294 0 0 0 3 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 297 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 297 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 3 297 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 3 0 0 0 286 0 0 0 0 0 6 0 0 3 2 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 298 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 299 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 2 0 0 0 0 0 0 0 0 0 298 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 300 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 297 0 0 3 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 296 2 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 297 0 0 0 0 0 0 0 0
0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 284 0 0 0 10 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 294 6 0 0 0 0 0
0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 2 3 293 0 0 0 0 0
0 0 5 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 286 3 0 3 0
0 2 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 296 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 297 0 0
6 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 292 0
0 0 0 0 0 0 0 3 0 0 0 0 0 1 0 0 0 0 0 0 0 0 4 3 0 0 289
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Structural Feature-based Classification
and Recognition of Handwritten Odia
Character (HOCR-SF)
Handwritten information used as an imperative method of communication between the
people since the start of humankind. Therefore, development of schemes regarding
document image analysis for the modern dialects will facilitate the living style of human
being. Character recognition is one of the significant subfields of document image
processing. It involves identifying the various characters that make up the text of the
document. Despite everything it remains an open issue, regardless of the fact that with
the coming of the advanced gadgets for transforming the document into its digitized form.
Penmanship varies from individual to individual and extraordinarily impacted by numerous
factors such as the received handwriting education, the type of paper used, the writing
instrument, the background and furthermore factors like anxiety, inspiration and even the
motivation behind the penmanship. The challenging nature of handwriting recognition
has pulled in consideration of researchers from various fields. The industry has shown
significant interest in handwriting recognition research due to a large number of applications
that exist. The development in the process of recognizing Odia character started in late 90’s.
Odia language has 47 basic characters including vowels and consonants altogether. When
the number of classes increases, it becomes more challenge to achieve high accuracy and
speed of any OCR designed for Odia language. One feasible solution to this problem is
to reduce the amount of computation for recognition. In this regard, the characters need
to be segregated into multiple groups, and separate classifiers can be utilized to recognize
the character. There are two profound approaches for implementing OCR systems namely
statistical and structural that give a lead for various methods to describe and classify. The
statistical method uses decision theory to discriminate among objects belonging to different
groups based on their quantitative features. On the other hand, structural approaches to
pattern recognition use syntactic grammars to discriminate among objects belonging to the
various groups based on the shape features. Structural feature analysis has proven to be
useful for classification of objects. However, it has certain constraints but, the advantage
is that it provides a good shape description of the image and makes a system useful for
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analyzing handwritten documents. Hence, structural features give a pattern having the global
and local properties of an object. The objective of the present work is to distinguish those
attributes that might be utilized to separate characters into classes successfully and further
to use other structural features to recognize a character within a group.
The remainder of the chapter machinated as follows. Proposed scheme along with the
feature extraction in each phase discussed in Section 5.1. PCA-based feature reduction is
presented in Section 5.2. Classification followed by the recognition given in section 5.3.
Finally, the results are outlined in Section 5.4 followed by a summary of our proposed
scheme.
5.1 Proposed Methodology
The suggested scheme which has been named as Handwritten Odia Character Recognition
using Structural Features (HOCR-SF) operates in two phases as shown in Figure 5.1. In the
first phase, the overall Odia character set has been classified into two groups namely Group
I and Group II using a linear Support Vector Machine (SVM) based on the shape properties
of the characters. In Group I all characters with a vertical line are present whereas others fall
into Group II. Further, some more unparalleled structural features of the character of each
group are extracted and fed to a BPNN for recognition. Separate BPNN networks have been
designed for classifying the characters in each group. The Overall accuracy of 98.87% has
been obtained.
Preprocessing
Group I Character
Figure 5.1: Block diagram of proposed two stage classification scheme
61
Chapter 5 HOCR-SF
Load OHCS v1.0 
database of 'n' images
Read  ith sample 
Image and resize 
to 32 X 32
Apply binarization 
followed by thinning
Count the number of 
pixels at each column
Find the vector
V[1..32]
Set i=1
Find the Mean 'p' of
V[1..16]
Find the Max 'q' of
V[17..32]
Set D(i,1)=p 
and D(i,2)=q
 Is 
i < n ?
S
et
 i
 =
 i
+
1
Database 'D' of 
size n X 2
Yes
No
Figure 5.2: Flow graph of first stage classification of OHCS database.
5.1.1 First Stage Feature Extraction and Classification
The flowgraph of the process in the extracting feature during the first phase has been shown
in Figure 5.2. The images from OHCS database have been size normalized to 32 32 from
81 81 just to reduce the computational overhead. Applying the Otsu’s method [115], each
image has been binarized and thinned to a single pixel width. By using vertical projection
method, a one-dimensional vector V of length 32, i.e., V [1:::32] computed where the values
represent the number of pixels in each column of the character image. The mean value of the
lower half, i.e., V [1:::16] and the maximum value of the upper half, i.e., V [17:::32] together
represents a feature point of a character and used as input to the classifier. For the sake of the
readers, we have explained the process considering a sample character (see Figure 5.3(a))
from the testing set. The character is thinned and shown in Figure 5.3(b). In Figure 5.3(c),
the histogram is plotted. Then the number of pixels are added up column wise and a vector
V of length 32 is generated. Now, the mean values p of the first sixteen values of the vector
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(a) (b)
(c)
Figure 5.3: The sample first letter is considered (a), the image is thinned and is shown in (b),
the histogram is shown in (c).
V and the maximum value q in the last sixteen values of the vector V are computed and
stored as a point in two dimensional. Repeating the above process for all images of OHCS
database leads to a matrix of size 15040  2. Our objective is to divide the whole database
into two groups based on finding a vertical bar at the end of the character. To solve this two
class problem a linear SVM has been utilized, and the steps followed are given in Algorithm
3. Out of the 15040 samples only 7520 patterns have been used in the training set and the
Algorithm 3: LinearSVM(D,yi)
Input: Database D of size 15040 2 and the label matrix yi where each value is
either +1 or -1.
Output: Confusion matrix (CT).
1 Divide the whole matrix into two set, i.e., training and testing set having 7520
samples in each set using cross validation technique.
2 Design and train a simple linear binary SVM classifier using the training samples.
3 Predict the label for all samples in the testing set using the trained SVM model.
4 Store the result in CT.
5 return CT
rest in testing set. For example, in case of the character shown in Figure 5.3(a), the value
of p is calculated as 2:8125 and q is found to be 16. So, the point is (2:8125; 16), which is
located in the upper half of the Figure 5.4 and hence, it is classified as Group I. It ensures
that the character under testing has a vertical bar at the end. Certainly, the proposed method
of grouping the samples gives an error about 0.0014% due to some characters which are
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written in unorthodox manner. We have also presented in Table 5.1, the confusion matrix
1 1.5 2 2.5 3 3.5 4
5
10
15
20
 
 
Group I
Group II
Support Vectors
Figure 5.4: Output of the SVM classifier
which clearly indicates the error rate is about 0.0014%.
Table 5.1: Confusion matrix while grouping the characters on the testing set consisting of
7520 total samples
Group I Group II
Group I 3197 3
Group II 5 4315
5.1.2 Second Stage Feature Extraction
Once the character is classified to either Group I or Group II, the scale invariant structural
features for each image are calculated to classify the character within the group. The
structural features of size 210 are calculated individually for each character which is further
reduced to 64 using principal component analysis. Proposed algorithm for the evaluation of
structural features for each image generating 210 features are shown in the following steps,
1. The thinned image is divided into 30 pieces of uniform length.
2. Find the centroid of that whole image.
3. Calculate the following values l; r;  for all 30 pieces of a character as shown in Figure
5.5.
4. Seven features for each piece of arc are extracted as follows li; ri; i; li + ri +
i;
li
li+ri+i
; ri
li+ri+i
; i
li+ri+i
, where i=1,..,30.
5. So, a total of 7 30 = 210 features are extracted for each character.
6. The steps from 1 to 4 are repeated for all images present in the training set.
7. Apply the PCA based feature reduction
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Centroid
r
theta
l
Figure 5.5: Finding l; r;  from a piece of arc
5.2 Feature Reduction using PCA
Principal Component Analysis (PCA) is a dimensionality-reduction technique was first
introduced by Pearson in 1901 and then by Hotelling in 1933 [124, 125]. It is often used
to convert a high-dimensional dataset into a smaller-dimensional subspace prior to running
a machine learning algorithm on the dataset [126]. The steps for PCA based dimensionality
reduction is given in Algorithm 4. It is a statistical method to describe the variation in a
Algorithm 4: PCA-based feature reduction
Input: An original dataset D of size N  d, where N denotes the total number of
samples and d is the total number of features in each sample.
Output: The reduced dataset D0 of size N  k, where k  d.
1 For a given N  d data matrix, subtract the mean  from each row vector in D where
mean is calculated by
j =
1
m
mX
i=1
D(j; i) (5.1)
2 Calculate the covariance matrix  of D.
3 Find eigenvectors and eigenvalues of .
4 Sort the eigenvectors by decreasing eigenvalues and choose k eigenvectors with the
largest eigenvalues to form a N  k dimensional matrix W .
5 Use this N  k eigenvector matrix to transform the samples onto the new subspace.
D0 = D W
6 return D0
set of multivariate data regarding a set of discriminant principal components[122]. These
values are orthogonal because they are the eigenvectors of the covariance matrix, which is
symmetric. In the suggested scheme, the original feature matrix of size 6402210 of Group
I characters has been reduced to 6402 64 and for Group II it is reduced from 8638 210
to 8638 64 .
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5.3 Recognition using BPNN
The first stage of classification assign the character into either Group I or Group II based
on the vertical bar at the end of the character. There are twenty characters in Group I
and twenty-seven in Group II. Discriminating the samples within a group is a multi-class
problem. Thus, two back propagation neural network have been applied for each group to
predict the actual class of a new sample. To validate the proposed scheme, simulation has
been carried out on OHCS dataset using 70% of the data for training and rest 30% is divided
equally into two parts, i.e., validation and test sets. For faster training, the scaled conjugate
gradient method is used. The training of the neural network stops when either the gradient
reaches a value of 10 6 or the number of consecutive validation checks reaches 6, i.e., there
is no better improvement of the gradient for six continuous iterations. The performance of
the classification is evaluated with the help of the confusion matrix.
5.4 Results and Discussions
All experiments are carried out on a Dell machine with the following configuration: Intel(R)
Core(TM) i7 4770 processor, CPU@ 3:4GHz, 6GB RAM and 64 bit operating system. The
scheme is simulated in the MATLAB environment. Two experiments have been conducted
wherein the first the whole dataset has been taken into account and in the second approach
the dataset is divided into two groups followed by recognition. In our first experiment, the
whole database is considered and a three-layered back propagation neural network of size
64   58   47 has been used for classification of the characters. The input and output layer
size are based on the dimension of features and output classes respectively, while for the
hidden layer, the accuracy at different sizes were compared. Experimentally, it is observed
that the network gives a good result when the number of hidden neurons is 58. The whole
dataset is divided into the following sets,
 10528 samples are used for training.
 2256 samples are used for testing.
 2256 samples are used for validation.
The confusion matrix is shown in Table 5.9 and the accuracy is recorded as 95.87%. To
improve the accuracy of the system a two stage based classification method has been adopted
in which all characters of OHCS database is divided into two groups by a vertical line present
at the end of few characters. The experimental setup and the steps followed are discussed
below in detail.
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5.4.1 Experimental Setup for the Recognition of Group I Characters
The entire feature set of Group I character (a total of 6402 samples) sets is divided into the
following subsets,
 4482 samples are used for training.
 960 samples are used for testing.
 960 samples are used for validation.
A three layer perceptron of size 64  38  20 has been used for classification. The input
and output layer size are based on the dimension of features and output classes respectively,
while for the hidden layer, the accuracy at different sizes were compared. For our experiment
we varied the size of the hidden layer from 30 to 80 and the percentage of accuracy is recorded
and presented in Table 5.2. Experimentally best result comes when the number of hidden
neurons is 38. Table 5.3 illustrates different performance measures for all samples of basic
Table 5.2: Accuracy analysis with varying neurons in the hidden layer for Group I dataset
Number of Neurons Number of samples Number of samples Number of samples Accuracy %
in the in the in the in the in
Hidden Layer training set validation set testing set percentage
30
5762 320 320 98.28
5122 640 640 96.37
4482 960 960 95.46
3842 1280 1280 94.12
3202 1600 1600 88.36
2562 1920 1920 82.44
1922 2240 2240 75.28
38
5762 320 320 99.11
5122 640 640 99.02
4482 960 960 98.93
3842 1280 1280 94.26
3202 1600 1600 92.48
2562 1920 1920 87.73
1922 2240 2240 78.46
45
5762 320 320 97.98
5122 640 640 95.39
4482 960 960 94.16
3842 1280 1280 93.72
3202 1600 1600 82.15
2562 1920 1920 78.27
1922 2240 2240 72.48
Odia character (BOC) in Group I. The confusion matrix for Group I is displayed in Table
5.4. It has been noticed that almost all characters are classified correctly, however, the Odia
character ‘ ’ (‘na’) is wrongly classified as ‘ ’ (‘tha’) 3 times, ‘ ’ (‘sa’) 6 times. Similarly
the character ‘ ’ (‘pa’) is miss-classified as ‘ ’ (‘a’) 3 times, as ‘ ’ (‘ga’) 3 times, as ‘ ’
(‘dha’) 3 times, and as ‘ ’ (‘pa’) 3 times. It is due to the structural similarity between the
characters. The performance of the network is shown in Figure 5.6 and it is observed that
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Table 5.3: Performance parameters of Group I characters
BOC FNR FPR TNR TPR BOC FNR FPR TNR TPR
0.0005 0.0365 0.9635 0.9995 0 0.0184 0.9816 1.0000
0 0 1.0000 1.0000 0.0020 0.0065 0.9935 0.9980
0 0 1.0000 1.0000 0.0005 0 1.0000 0.9995
0 0.0093 0.9907 1.0000 0.0015 0 1.0000 0.9985
0.0005 0 1.0000 0.9995 0.0010 0.0095 0.9905 0.9990
0.0010 0 1.0000 0.9990 0.0005 0 1.0000 0.9995
0.0010 0.0187 0.9812 0.9990 0 0.0361 0.9639 1.0000
0.0015 0.0189 0.9811 0.9985 0 0.0093 0.9907 1.0000
0.0015 0.0189 0.9811 0.9985 0.0008 0.0094 0.9906 0.9992
0.0005 0.0276 0.9724 0.9995 0.0010 0.0368 0.9632 0.9990
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Figure 5.6: Performance of the network for Group I characters
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Figure 5.7: Convergence states of Group I characters
the best validation performance is 0:019859 at 36 epochs. The convergence characteristic is
shown in Figure 5.7. The accuracy of 98.93% is recorded for Group I characters.
5.4.2 Experimental Setup for the Recognition of Group II Characters
The entire feature set of Group II characters (a total of 8,638 samples) sets is divided into
the following subsets,
 6046 samples are used for training.
 1296 samples are used for testing.
 1296 samples are used for validation.
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Table 5.4: Confusion matrix for Group I characters
317 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0
0 320 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 320 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 320 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 317 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0
0 0 0 0 0 314 0 3 0 0 0 0 0 0 0 0 3 0 0 0
0 0 0 0 0 0 314 3 3 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 311 0 0 0 0 0 0 3 0 0 0 0 3
0 0 0 0 0 0 0 0 311 3 0 0 0 0 0 0 6 0 0 0
3 0 0 0 0 0 0 0 0 317 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 320 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 3 0 0 3 3 308 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 317 0 0 0 0 0 3 0
3 0 0 0 0 0 3 0 0 0 0 0 0 311 0 0 0 3 0 0
0 0 0 0 0 0 0 0 3 0 0 0 0 0 314 0 0 0 0 3
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 317 0 0 0 3
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 320 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 320 0 0
0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 315 3
0 0 0 3 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 314
Another multilayer perceptron of size 64   55   27 was used. Similarly, we varied the
size of the hidden layer from 30 to 80 and the percentage of accuracy is recorded in each case
and presented in Table 5.5. Experimentally best result comes when the number of hidden
neurons is 55. Table 5.6 lists the false negative rate, false positive rate, true negative
Table 5.5: Accuracy analysis with varying neurons in the hidden layer for Group II dataset
Number of Neurons Number of samples Number of samples Number of samples Accuracy %
in the in the in the in the in
Hidden Layer training set validation set testing set percentage
45
7774 432 432 95.38
6910 864 864 91.57
6046 1296 1296 90.17
5182 1728 1728 89.20
4318 2160 2160 85.63
3454 2592 2592 80.14
2590 3024 3024 74.28
55
7774 432 432 99.48
6910 864 864 99.12
6046 1296 1296 98.82
5182 1728 1728 96.26
4318 2160 2160 90.62
3454 2592 2592 87.43
2590 3024 3024 78.80
65
7774 432 432 97.72
6910 864 864 92.19
6046 1296 1296 89.60
5182 1728 1728 86.32
4318 2160 2160 82.65
3454 2592 2592 75.17
2590 3024 3024 70.81
rate, and true positive rate for all samples of basic Odia character in Group II. The confusion
matrix for Group II is portrayed in Table 5.8. Almost all characters are classified correctly,
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Table 5.6: Performance parameters of Group II characters
BOC FNR FPR TNR TPR BOC FNR FPR TNR TPR
0.0004 0.0186 0.9814 0.9996 0.0004 0.0094 0.9906 0.9996
0.0007 0 1.0000 0.9993 0 0 1.0000 1.0000
0.0004 0.0276 0.9724 0.9996 0.0014 0.0096 0.9904 0.9986
0.0007 0.0542 0.9458 0.9993 0 0.0093 0.9907 1.0000
0.0014 0.0096 0.9904 0.9986 0.0011 0.0372 0.9628 0.9989
0.0007 0.0063 0.9937 0.9993 0 0.0093 0.9907 1.0000
0.0004 0 1.0000 0.9996 0 0.0184 0.9816 1.0000
0 0 1.0000 1.0000 0.0004 0 1.0000 0.9996
0 0 1.0000 1.0000 0.0007 0.0095 0.9905 0.9993
0.0007 0.0368 0.9632 0.9993 0.0004 0.0094 0.9906 0.9996
0.0011 0 1.0000 0.9989 0 0.0093 0.9907 1.0000
0.0007 0 1.0000 0.9993 0 0.0361 0.9639 1.0000
0.0010 0.0095 0.9905 0.9990 0.0004 0.0365 0.9635 1.0000
0.0011 0 1.0000 0.9989
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Figure 5.8: Performance of the network for Group II characters
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Figure 5.9: Convergence states of Group II characters
Table 5.7: Accuracies of different schemes on Odia character along with our proposed
scheme.
Feature extraction Classifier Accuracy
Structural features [85] Kohonen neural network 95.60%
Structural features [123] Decision tree 96.30%
Curvature feature [86] Quadratic classifier 94.60%
Structural feature (proposed) SVM + Neural network 98.87%
however the Odia character ‘ ’ (‘i’) is wrongly classified as ‘ ’ (‘u’) 6 times. Similarly the
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character ‘ ’ (‘ru’) is wrongly classified as ‘ ’ (‘uu’) 3 times, as ‘ ’ (‘ba’) three times, and
as ‘ ’ (‘la’) also three times. Their are also few other characters which are also wrongly
classified to some other character. It happens due to the structural similarity between the
characters. The performance of the network is shown in Figure 5.8 and it is observed that
the best validation performance is 0:014855 at 45 epochs. The convergence characteristics
are also shown in Figure 5.9. The accuracy recorded as 98.82% for group II characters. The
average overall accuracy of our scheme is recorded as 98.87%. We have given the accuracy
of few existing schemes and is shown in the Table 5.7.
5.5 Summary
A two-stage classification mechanism has been adopted for identifying atomic Odia
character written by hand. The OHCS database has been split into two groups based on
shape characteristics of the character. A linear support Vector Machine (SVM) classifier
has been applied for the above two class problem. In the second phase, the structural
features are extracted followed by PCA based feature reduction technique to derive the 64
discriminant features from each character in the groups for classification. Back propagation
neural networks (BPNN) with different configuration are employed for the recognition of
character present in each group. The first stage classification of OHCS database using linear
support vector machine gives an accuracy of 99.99%. The percentage of error associated
with Group I classification is about 1.07% and it is 1.18% in case of Group II characters.
A relative investigation has been made on a sensibly generous dataset with the competent
schemes. From test outcomes, it is evident that the proposed method outmaneuvers different
schemes on OHCS database and provides an overall accuracy of 98.87%.
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Table 5.8: Confusion matrix for Group II characters
317 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0
0 314 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 317 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3
0 0 3 314 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0
0 0 0 3 308 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 3 0 3
0 0 0 3 0 314 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0
0 0 0 3 0 0 317 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 320 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 320 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 314 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 311 0 0 0 0 0 0 0 3 0 3 0 0 0 0 0 3
0 0 0 0 0 0 0 0 0 0 0 314 0 0 0 0 3 0 0 3 0 0 0 0 0 0 0
3 0 0 3 0 2 0 0 0 0 0 0 312 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 3 0 0 0 0 0 3 0 0 0 311 3 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0 0 317 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 320 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 3 0 0 3 0 0 0 308 3 3 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 320 0 0 0 0 0 0 0 0 0
0 0 0 3 0 0 0 0 0 3 0 0 0 0 0 0 0 0 311 0 0 0 3 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 320 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 320 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 317 0 0 0 0 0
0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 314 3 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 317 0 0 3
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 320 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 320 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 317
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Table 5.9: Confusion matrix for the whole dataset
314 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0
0 320 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 302 6 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 3 0 0 0 0 3 0
0 0 0 308 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 3 0 0 0 0 0 0 0 0
3 0 5 0 300 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0 0 3 0 0 0 0 0 0
0 0 3 0 0 311 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0
0 0 0 0 3 0 305 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 3 0 3 0 0 0 0 3
0 0 0 0 0 0 3 317 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 314 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0
0 0 0 0 0 0 0 0 0 308 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 3
0 0 0 0 0 0 0 0 0 0 320 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 3 0 0 0 0 0 0 0 3 0 302 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 3 0 0 3
0 0 0 0 0 0 0 0 0 0 0 0 320 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 320 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 308 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 9 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 317 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 317 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 314 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 317 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 311 0 0 0 0 3 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 3 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 308 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0
0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 311 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 317 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 320 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 317 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 317 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 3 0 0 0 0 0 311 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 3 0 0 314 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 314 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 314 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 317 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 3 0 0 0 0 0 0 0 0 3 0 308 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 311 0 0 0 3 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 317 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 3 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 311 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 314 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 320 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 320 0 0 0 0 0 0 0 0 0
0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 314 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 6 0 0 0 0 308 0 0 0 0 0 0 0
0 0 3 0 3 3 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 308 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 320 0 0 0 0 0
0 0 0 0 0 0 3 0 0 3 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 308 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 3 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 311 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 2 0 4 0 0 0 0 2 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 306 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 314 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 320
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Chapter 6
Recognition of Atomic Odia Character
using Deep Learning Network
(HOCR-DBN)
Till now, we have examined the statistical as well as structural features of the Odia
handwritten character or numeral. These days it is exceptionally prevalent to utilize deep
architectures in machine learning. A stack of Restricted Boltzmann Machines (RBM) is
used to create a powerful generative model called Deep Belief Networks (DBNs). Geoffrey
Hinton discovered this model in the year 2006. It has the ability like feature extraction,
classification and also used in some practical applications such as object recognition, speech
recognition, and natural language processing [127]. This concept comes from the way
the human brain memorize any incident. A healthy human mind is always faster than
any system. The complex structure of our brain helps in learning simple concepts and
then compose them to represent more abstract ones. So far, our observations are based
on supervised learning. The development of Deep Belief Network (DBN) hurtled us to
apply the technique on our database. Data representation plays a vital role in the pattern
recognition [128, 129]. The benefit of feature learning by DBN is that it uses unlabeled
data in high-level feature extraction, and moreover it increases the discrimination between
extracted features. Restricted Boltzmann Machine (RBM) is a learning tool which has been
utilized as the feature extractor in a large variety of classification problems. Restricted
Boltzmann machines have become powerful generative models and used mostly to extract
features from the unlabeled data as well as it is applied to construct the Deep Belief Network
[130]. Hinton et al. [131] used DBN for the recognition of digit from MNIST data set. He
has considered the structure of the network as 784   500   500   2000   10, where the
first layer takes 784 inputs. The final layer has ten neurons, and other three layers are hidden
layers with stochastic binary neurons. Their scheme achieved 98.75% classification accuracy
on MNIST test data set and moreover it works on unlabeled data. Multiple DBNs namely,
back propagation DBN (BP-DBN) and the associative memory DBN (AM-DBN) have been
utilized for phone recognition by Mohamed et al. [132]. The simulation was carried out on
the standard TIMIT corpus, and their suggested scheme achieved a phone error rate (PER)
of 23.0% on the TIMIT core test set. In this chapter, a scheme utilizing the deep belief
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network has been suggested. It not only extracts useful features but also recognize them with
acceptable discrimination between them without using label information. The experiment
has been carried out on the training set of OHCS Odia character dataset. A comparison has
been made of the proposed scheme with the state of the art methods.
6.1 Restricted Boltzmann Machines (RBM)
Multiple layers of RBMs are used to construct DBN. Restricting the connections between
nodes in a Boltzmann machine to only those between a hidden and a visible node, gives
rise to the Restricted Boltzmann machine (RBM). Figure 6.1 shows a simple rendering of an
RBM with four visible nodes and three hidden nodes. In the Following section, the RBMs
and the training of RBM are discussed. More technically, a Restricted Boltzmann Machine
hidden Layer
Visible Layer
Figure 6.1: Boltzmann Machine is a fully connected graph(left) where as the RBM(right)
has no hidden-hidden and visible-visible connectivity.
is a stochastic neural network [130] consisting of:
 One layer of visible units
 One layer of hidden units
 A bias unit
Furthermore, each visible unit is connected to all the hidden units (this connection is
undirected, so each hidden unit is also connected to all the visible units), and the bias unit is
connected to all the visible units and all the hidden units. To make learning easier, we restrict
the network so that no visible unit is connected to any other visible unit and no hidden unit is
connected to any other hidden unit. Hence it is called as Restricted Boltzmann Machine. It
has been successfully applied to problems involving high-dimensional data such as images
[133]. In this context, two approaches are usually followed. First, an RBM is trained in an
unsupervised manner to model the distribution of the inputs (possibly more than one RBM
could be trained stacking them on top of each other). Then, the RBM is used in one of two
ways: either its hidden layer is used to preprocess the input data by replacing it with the
representation given by the hidden layer, or the parameters of the RBM are used to initialize
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a feed-forward neural network. In both cases, the RBM is paired with some other learning
algorithm (the classifier using the preprocessed inputs or the neural network) to solve the
supervised learning problem at hand. Moreover, since the RBM is trained in an unsupervised
manner, it is blind to the nature of the supervised task that needs to be solved and provides
no guarantees that the information extracted by its hidden layer will be useful. The graphical
Ck
bj
W
h
v
Figure 6.2: Two layer RBM model
model of an RBM is a fully-connected bipartite graph as shown in Figure 6.2, where h is the
hidden layer (binary values), v is the visible layer (binary units), W is the weight matrix, and
both bj and ck are bias vectors. The original Boltzmann Machine has a connection between
the nodes in a given layer where as RBM don’t have these edges for which we call it as
restricted Boltzmann Machine. The joint distribution of an input v = (v1; :::; vd) and using a
hidden layer of binary stochastic units h = (h1; :::; hn) is given by the following probabilistic
function,
P (v;h) = 1
Z
expf E(v; h)g (6.1)
where E(v; h) is the energy function and it is defined as
E(v;h) =  
X
i2v
bivi  
X
j2h
cjhj  
X
i;j
vihjwij (6.2)
where vi is the binary state of ith visible unit, hj is the binary state of the jth hidden unit.
Here, bi and cj are the bias units and wij is the weight between them. Every possible pair of
a visible and a hidden vector is represented by the energy function P (v;h) The constant Z
is known as partition function which is defined as follows
Z =
X
v
X
h
expfE(v;h)g (6.3)
In graphical model, computation of Z is intractable it means solving P (v; h) is
also intractable. But conditional probability is easily computable. That means P (vjh)
(probability distribution over v given h) and P (hjv) (probability distribution over h given
v) are simple to compute. As we know,
P (hjv) = P (v; h)
P (v)
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where P (hjv) is the conditional probability of h given v, P (v) is the probability of v, and
P (h; v) is the joint probability of v and h. The above equation can be rewritten as,
P (hjv) =
1
Z
expf E(h; v)gP
h P (v; h)
=
1
Z
e(b
T v+cTh+vTWh)
1
Z
P
h e
(bT v+cT h+vTWh)
=
e(b
T v+cT h+vTWh)P
h e
(bT v+cT h+vTWh)
=
e(b
T v+cTh+vTWh)
e(bT v)
P
h e
(cT h+vTWh)
=
e(c
T h+vTWh)P
h e
(cT h+vTWh)
=
1
Z 0
e(c
T h+vTWh)
=
1
Z 0
24e
 
nP
j=1
cjhj+
nP
j=1
vTWjhj
!35
=
1
Z 0
"
nY
j=1
e(cjhj+v
TWjhj)
#
It is indeed very easy to find an unbiased sample of hvi; hji since there is no connection
between hidden units in an RBM. The conditional probability for a given sample v with
binary state hj = 1 is defined as follows
P (hj=1jv) = P (hj=1; v)
P (v)
=
P (hj=1; v)P
hj
P (hj; v)
=
P (hj=1; v)
P (hj=0; v) + P (hj=1; v)
=
e(cj+v
TWj)
e(0) + e(cj+vTWj)
=
e(cj+v
TWj)
1 + e(cj+vTWj)
Hence,
P (hj=1jv) = (cj + vTWj) (6.4)
where (:) is the logistic sigmoid function. The conditional probability of an unbiased
sample of the state of a visible unit for a given hidden vector is given by,
P (vi=1jh) = (bi + vTWj) (6.5)
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Hence, the conditional probability P (hjv) and P (vjh) can be defined as follows,
P (hjv) =
nY
j=1
(cj + v
TWj);
P (vjh) =
nY
i=1
(bi +Wih)
6.2 RBM Training
Hinton [134] proposed a training algorithm in the year 2002. He has introduced the states
of the visible units to a training vector, and the hidden units are computed in parallel. After
initializing the hidden units, a “reconstruction” is produced by setting each vi to 1 with a
probability given in equation 6.5. The log-likelihood function is provided by,
l(W; b; c) =
nX
t=1
logP (v(t))
=
nX
t=1
log
X
n
P (v(t))
=
nX
t=1
log
X
n
1
Z
e E(h;v))
=
nX
t=1
log 1
Z
X
n
e E(h;v))
=
nX
t=1
log
P
n e
 E(h;v)
Z

=
nX
t=1
log
X
n
e E(h;v)  
nX
t=1
logZ
=
nX
t=1
log
X
n
e E(h;v)   n logZ
=
nX
t=1
log
X
n
e E(h;v)   n log
X
v;h
e E(v;h)
Now, our objective is to maximize the likelihood function by calculating the partial
derivative over b, c, and W . Let these parameters be represented by (b; c;W ). Here we
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represent  as the partial derivative.
l() = 
nX
t=1
log
X
n
e E(h;v)   n log
X
v;h
e E(v;h)
=
nX
t=1
P
n e
 E(v;h) [ E(v; h)]P
n e
 E(v;h)   n
P
v;h e
 E(v;h)( E(v; h))P
v;h e
 E(v;h)
=
nX
t=1
Ep(h;v(t)) [( E(v(t); h))]  nEp(h;v(t)) [( E(v; h))]
where Ep(h;v(t)) is the expectation of energy with respect to h for different samples of
observation.
6.3 Architecture of Deep Belief Network
Since the partition function is intractable in calculating the log-likelihood gradient of a
Restricted Boltzmann Machine, contrastive divergence (CD) has been applied which is an
approximation algorithm. It works in two phases, and the first phase, an input sample vector
v is used in the input layer and propagated to the hidden layer to find the activations h. In the
second phase, the vector h is propagated back to the visible layer and produces v0. Again,
the new v0 propagated back to the hidden layer and gives activations result in h0. The weight
matrix gets updated by w(t + 1) = w(t) + a(vhT   v0h0T ) where a is the learning rate and
v; v0; h; h0; and w are vectors. The input layer of the first RBM is the input layer for the
whole network, and the hidden layer of nth RBM acts as a visible layer for (n+ 1)th RBM.
The network trains the first RBM using contrastive divergence with all the training samples.
Pre-training the network can be extended by connecting one or more fully connected layers
to the final RBM hidden layer. The multi-layer perceptron uses back-propagation method to
fine-tune the network parameters.
6.4 Proposed Architecture
Our proposed scheme has two phases, i.e., training and testing phase as shown in Figure
6.3 and has been applied on OHCS v1.0 database. Here we have gone up to three level of
stacking. The module “ DBN feature extraction ” is further unboxed in Figure 6.4. The
training of these three RBMs are performed sequentially. The p(x) in RBM1 is calculated
by the following equation,
p(x) =
X
h1
p(x; h1) (6.6)
where p(:) is the prediction function, p(x; h1) is the joint probability of x and h1. It is defined
as follows,
p(x; h1) = p(xjh1):p(h1)
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Figure 6.3: Proposed Model
Figure 6.4: DBN Architecture used for feature extraction
where p(h1) is defined by the following equation,
p(h1) =
X
h2
p(h1; h2) (6.7)
The value of joint probability between h1 and h2, i.e., p(h1; h2) is defined by
p(h1; h2) = p(h1jh2)
X
h3
p(h2; h3) (6.8)
Hence the full distribution of a DBN is as follows
p(x; h1; h2; h3) = p(h2; h3)p(h1jh2)p(xjh1)
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where,
p(h2; h3) = exp(h2
T
W 3h3 + b2
T
h2 + b3
T
h3)/Z;
p(h1jh2) =
Y
j
p(h1jjh2);
p(xjh1) =
Y
i
p(xijh1)
6.5 Results and Discussion
Implementation is carried out on a machine with following configuration: Intel(R) Core(TM)
i7  4770 processor, CPU@ 3:4GHz, 6GB RAM and 64 bit operating system. The propose
scheme has been simulated on MATLAB environment. Experiment has been conducted on
OHCS database that consists of a total of 15040 samples having 320 patterns for each of the
47 characters. All images in the database are binarized and resized to 32  32. The whole
image is converted to a one dimensional vector of length 1024. This feature vector is the input
to a DBN as shown in Figure 6.5 where the number of neurons in the hidden layers are chosen
experimentally. Since there are only forty seven possible outcomes, number of neurons in
the output layer is 47. In the first attempt, the whole dataset is taken into consideration. The
Figure 6.5: DBN Architecture configuration without Back propagation
suggested DBN network is trained without back propagation. For training 5040 samples
were taken and the rest 10000 samples are used for testing. An accuracy of 87% is recorded.
The back propagation algorithm is applied to fine-tune the network parameters. An accuracy
of 88.2% is observed. To improve the recognition rate, the OHCS dataset is divided into
two groups namely Group I and Group II as discussed in Chapter 6. The 6400 samples in
Group I is divided into two sets with 1800 images in training and 4600 in the testing set.
Similarly, out of 8640 patterns in Group II, only 2640 are chosen for the training set and
the rest 6000 are in the testing set. Two DBN networks with back propagation have been
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Figure 6.6: DBN Architecture configuration with Back propagation
utilized as shown in Figures 6.7 and 6.8 with the only difference in the number of neurons
considered in the output layer. The accuracy recorded for DBN1 and DBN2 are 93.6% and
Figure 6.7: DBN1 with Back propagation
Figure 6.8: DBN2 with Back propagation
88.80% respectively. Thus, the overall accuracy is 91.20%. These features has been learnt
without using their labels.
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Table 6.1: Accuracy of the proposed scheme considering the whole dataset
Back Total Training Test Accuracy
Database Propagation Samples Set Size Set Size in Percentage
OHCS No 15040 5040 10000 87.0Yes 15040 5040 10000 88.2
Table 6.2: Accuracy of the proposed scheme after splitting the dataset into two groups
Back Total Training Test Accuracy
Database Propagation Samples Set Size Set Size in Percentage
OHCS Group I 6400 1800 4600 93.60Group II 8640 2640 6000 88.80
Table 6.3: Comparison Analysis of Suggested Schemes
Scheme Feature Feature Classifier Overall
Used Length Used Accuracy
Mohanty et al.[85] Structural 49 Kohonen Network 95.60%
Pal et al. [86] Curvature 392 Quadratic 94.60%
Meher et al. [87] Structural Variable BPNN 91.24%
Padhi et al. [136] Structural 46 BPNN 94.00%
HOCR-DOST multi-resolution 256 BPNN 98.55%
HOCR-SF Structural 64 SVM+BPNN 98.87%
HOCR-DBN Structural 1024 DBN 91.20%
6.6 Summary
This chapter provides a survey of the relevant literature on DBNs and introduces a
method of recognizing the character from OHCS dataset. Also, the results of some
conducted experiments using proposed model scheme extract useful features with acceptable
discrimination between them without using label information. The obtained accuracy rate
applying the method to the whole set was 88.2%, whereas in the second experiment we have
divided the dataset into two subsets. Individual DBN networks are applied, and the overall
accuracy is recorded as 91.2%.
Chapter 7
Conclusions and Future Work
7.1 Conclusion
Current research aims at developing schemes for the recognition of characters of a
vernacular language because it has many regional based applications in industries and other
organizations such as bank, offices, security, academic, health-care, finance, government
agencies, etc. Development of a good OCR system helps people in avoiding the manual
entry of relevant documents when entering them into electronic databases. No such OCR
system commercially available for Odia script that makes digitized printed or handwritten
text searchable with 100% accuracy. It is due to the freestyle writings of the individual and
varies from person to person. Due to stumble writing or laziness, it is needless to say that
the same writer’s specimens on a particular character may differ at the various instances.
Moreover, handwriting of different individuals varies because it influenced by many factors
such as received education for writing, the quality of paper, the printing materials used,
and other factors like stress, motivation and even the purpose of the handwriting. For
the last two decades, researchers have been working hard in the field of Odia character
recognition. Despite everything, it remains an open problem in transforming the document
into its digitized form even though sophisticated devices scanners, PDAs are available.
In this thesis, attempts have been made to recognize handwritten atomic Odia character
and digit. The biggest problem in the process of character recognition arises because we are
dealing with handwritten characters. It has got lots of variations in shape and orientation. A
massive database is required to train the network with allomorph of samples and use it for
recognition. Chapter 2 describes the character set of various Indic languages including Odia.
Also, it gives a brief description of some existing databases of few popular Indian scripts.
Here, two databases namely, ODDB and OHCS for Odia digit and character respectively
have been designed. It is very unlikely that the handwritten samples collected from different
persons follow a similar pattern.
In chapter 3, Gabor filter array with various scales and orientations has been used as the
criteria to obtain the features from the digit images. Before this, each sample in the training
set of ODDB dataset is divided into four equal blocks. The Gabor filters are applied to each
block, and a convolution operation is performed to get the feature vector. Using this method
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for all the images present in training generates a feature matrix. Further, a back propagation
neural network has been trained taking the inputs from this feature matrix. It has been noticed
that with five scales and 12 orientations in each scale, it gives better accuracy. In addition to
this, the proposed model is also tested on standard digit databases like MNIST and USPS.
In Chapter 4, a multi-resolution technique has been considered for the recognition of
characters of OHCS dataset. In the beginning, the whole dataset is divided into two groups.
The structural features have been taken into consideration followed by a perceptron to solve
the two class problem. However, the trained network fails in very few cases only. Also, the
two-dimensional DOST coefficients are extracted from images of each group and further,
PCA has been applied to reduce the feature matrix. Separate BPNN classifiers have been
employed in the process of classifying the characters in each group. The experimental results
verify that the proposed back propagation neural network along with SVM provides good
results.
In Chapter 5, linear support vector machine (SVM) is used instead of a neural network
for grouping of characters. Further, the structural features have been explored of each Odia
handwritten character in each group. Multiple BPNN classifiers used and an overall accuracy
recorded as 98.87% on OHCS database. The proposed scheme only takes 64 features of a
character and provides the better result as compared to the previously suggested scheme over
OHCS database.
A semi-supervised learning method has been proposed in Chapter 6, which works on
the unlabeled dataset. Contrastive Divergence approximation algorithm has been applied to
optimize the network parameters. Two experiments have been conducted for the recognition
of Odia handwritten character from OHCS database. In the first attempt, the whole dataset is
considered. Secondly, the database is divided into two groups and separate DBN networks
have been utilized for the classification of characters in each group. Though the accuracy
obtained is not better as compared to our previous schemes, but it needs no prior knowledge
about the sample under testing.
7.2 Future Work
In this thesis, four different schemes have been proposed for the recognition of handwritten
Odia digits and characters. Each of the schemes has been simulated separately, and the
performance comparison has been made with other competent schemes. It has been observed
that the suggested schemes provide better recognition accuracy as compared to the state of
the art methods. The outcomes out of the thesis have brought out some useful observations
and also opened up different directions of research on Odia character recognition. Further,
dealing with composite character recognition is more challenging and can be taken up as a
future direction of research.
Appendix
Samples of a particular Odia character
In Chapter 2, we have introduced a database OHCS v1.0 for handwritten Odia character set.
It is further divided into two databases namely ODDB and OHCS. The ODDB contains all
digit samples whereas OHCS keeps all character samples. Samples of the character ‘ka’ are
shown in Figure A1 and sample set of handwritten digits are shown in Figure A2. These
were used in our experiments.
Figure A1: Three hundred sample character images of the letter ka from OHCS dataset
Figure A2: One hundred sample digit images of all ten digits from ODDB dataset
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