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Abstract 
The relationship between environmental pollution and economic growth has lately been the focus of discussion among policy 
makers and scientists worldwide. In Turkey, the agriculture sector is a major contributor to the national economy and 
consequently growth in agriculture leads to economic growth; which in turn affects pollution levels. In this paper, we present a
novel application of neural networks based on using the simple and yet efficient back propagation learning algorithm. We 
estimate the carbon dioxide (CO2) emission levels by approximating the non-linear relationship between agricultural factors and 
alterations in CO2 emission levels. We use a public Turkish dataset spanning 1968-2010 and showing recorded major agricultural 
and economical indictors and the level of CO2. The experimental results indicate that such approximation is successfully possible 
and encouraging to be used in more similar non-linear applications. 
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Organizing Committee of ICAFS 2016. 
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1. Introduction 
Investment in agriculture and economic growth has been rapidly increasing in the past decade as the world turns 
back to organic products and healthy living. In some countries, policy makers consider agricultural growth as a 
major player in the development of their economic growth and development. An example of such successful 
countries is Turkey; which is in the worldwide top five1 with 30 products in world agricultural product and with 20 
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products in exports in 2012. However, while the agriculture industry is directly or indirectly contributing to 
economic growth and national welfare by creating investment opportunities, providing employment opportunities, 
stimulating other related industries etc., it also seems to have an impact on the environment. 
Could it be that agricultural growth is leading to environmental deterioration? This important question has been 
asked and investigated by several organizations and scientists. The hypothesis is that, increase in the agricultural 
growth leads to increase in energy consumption and land use and, therefore, leads to changes in the emission level 
of carbon dioxide (CO2). Here rises another question; would the CO2 level increase or decrease with higher 
agricultural activities. Naturally, we tend to think agriculture means more plantation and thus more Oxygen and less 
CO2, but is it really that simple? 
Luckily many researchers have investigated these questions and their findings were just as controversial. In their 
investigations, researchers adopted two approaches: 
x Analyzing the impact on environmental pollution (with CO2 emission as indicator) as a result of economic 
growth using the Environmental Kuznet Curve (EKC)2-7. The results concluded that there is an increasing 
relationship between CO2 and income in the long run. 
x Analyzing the link between energy consumption and economic output level of a country; here the expectations 
are to have higher pollution mainly caused by increasing energy used due to its nature based on fossil fuels that 
are the source of CO2 emissions
8-11. Most of these works indicated significant relationship between output level 
and energy consumption, however, the direction of the causality between them still remain unclear and varies 
from country to country depending on the time period and methodology used in the studies. 
In this paper, we combine indicators from both approaches (agricultural and economical attributes) and utilize 
artificially intelligent neural network models to associate the non-linear relationship between these attributes and the 
level of CO2 emission. An Artificial Neural Network (ANN) is an information processing paradigm that is inspired 
by the way biological nervous systems, such as the brain, process information12. ANNs are unique in the way they 
learn; which is by examples rather than rules13. Artificially intelligent agents have lately been extensively 
investigated for a applications in various areas. Successful examples have been published14-25 , and have motivated 
many emerging applications including the work in this paper. 
The rest of the paper is organized as follows. In section 2, the dataset is described and our method of coding and 
normalization is explained. In section 3, the neural network implementation, experimental results, and performance 
evaluation are provided, and finally in section 4 the work in this paper is concluded. 
2. Dataset Normalization and Coding 
Dataset coding is an essential and a vital process in designing any intelligent system using neural networks. In 
this work, the dataset is obtained from a public database in Turkey2. The primary factors or input attributes that 
affect CO2 emission levels in this dataset are considered as follows: 
x The real income (GDP) 
x Square of real income (GDP2) 
x Energy consumption (E) 
x Agricultural proxy (A) 
These attributes or variables are categorized as the input data and the output of the system is the CO2 emission. 
For using the dataset with neural networks we can describe the dataset as: 
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For the neural network to have a better performance there is a need to transform the attributes values into 
homogenous and well behaved values that yield numerical stability, thereby, increasing the credibility of the ANN 
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design. Normalization was used for data processing. It should be noted that the normalization process is applied for 
both the input and the target output vectors of the dataset. The major reason for normalization of the dataset is to 
scale value that will match the input neuron range. Therefore, since sigmoid function will be used as the activation 
function for the hidden neurons and output neuron. This has a value which ranges between 0 and 1. Thus, the 
amplitude (maximum) value for each vector is found and then all other values in the same attribute are divided by 
that maximum value. Table 1 shows the amplitude maximum value for each input and output attribute in the dataset, 
whereas Table 2 shows the normalised values of the first five entries in the dataset. 
The dataset is organised into two sets: the training dataset (60%) and the testing dataset (40%). This training-to-
testing dataset ratio is considered as sufficient as seen in previous works18,19.
Table 1. The maximum vector value for each attribute in the dataset 
Attributes Maximum value 
Real income (GDP) 27.06025 
Square real income (GDP2) 732.2573 
Energy consumption (E) 11.56298 
Agricultural proxy (A) 4.529789 
Carbon dioxide (CO2) 7.943274 
Table 2. The first five normalized values or all attributes in the dataset 
Attributes Normalized Values 
GDP 0.93656 0.938038 0.939214 0.941216 0.943863 
GDP2 0.877144 0.879915 0.882122 0.885887 0.890877 
E 0.839979 0.844545 0.848385 0.854486 0.86501 
A 0.877399 0.874695 0.880869 0.892008 0.894518 
CO2 0.83301 0.838278 0.845749 0.854701 0.864277 
3. Intelligent Model Implementation and Results 
The artificial neural network (ANN) model that is used in this work is based on the back propagation (BP) 
learning algorithm. It is the most commonly used model in ANN applications due to its ease of use, high efficiency 
and stability as a learning algorithm13. In this work the ANN is designed with three layers as such: 
x Input layer –  4 neurons representing (GDP, GDP2, E, A) 
x Hidden layer – variable number of neurons 
x Output layer –  1 neuron representing (CO2)
The number of the neurons in the hidden layer was determined by experimenting and observing the convergence 
of the ANN model. In this work we select the best three values of hidden layer neurons and compare the overall 
performance of the CO2 level estimation system using those three different hidden neuron values (3, 5, 7). Fig. 1 
shows the architectural design of the neural network model in this work. 
Fig. 1. The CO2 level estimation neural network design. (n = 3, 5, 7) 
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As mentioned in the previous section, 60%:40% training-to-testing ratio is employed in our experiments. 
Therefore, out of the available 43 dataset entries (cases) spanning the years from 1968-2010, 26 cases are taken as 
the training dataset and the remaining 17 cases as the testing set. A input matrix of size 4 x 26 was fed into the input 
layer of the network for training of the network with the corresponding target matrix of size 1 x 26 at the output 
layer. The optimum number of hidden layer neurons was obtained by experimentation; here we present the best 
results which were obtained using 3, 5, and 7 hidden layer neurons. Table 3 below shows the parameters and 
obtained results for the three neural networks ANN 1, ANN 2, ANN 3. 
For evaluation purposes our criteria of best neural network design performance is based on the correct estimation 
rate (CER) and the obtained mean square error (MSE). Upon careful inspection of the obtained results, it is clearly 
observed that neural network ‘ANN 2’ outperforms the other ANN design based on the evaluation criteria. The 
obtained MSE value of 0.000908 is the lowest, and the achieved CER rate of 97.33% is the highest. Therefore, for 
sufficient estimation of CO2 emission level as a result of agricultural and economic factors, we consider a neural 
network based on the back propagation learning algorithm, and with five hidden neurons, sufficient for this task. 
Table 3: The training parameters and experimental results for the three ANN designs. 
ANN 1 ANN 2 ANN 3 
Input neurons 4 4 4
Output neurons 1 1 1
Hidden neurons 3 5 7
Momentum rate (D) 0.55 0.44 0.66 
Learning rate (K) 0.001 0.001 0.0001 
Iterations 13/300 15/300 10/300 
Training Time (s) 30sec 30sec 25sec
Required Error (H) 0 0 0
Obtained Error (MSE) 0.0013 0.000908 0.0208 
Correct Estimation Rate (CER) 96.69% 97.33% 93.72% 
4. Conclusions 
In this paper, an intelligent system has been designed to estimate the CO2 emission levels as a result of 
agricultural and economic policies in Turkey. The non-linear relationship between the emission levels and the 
affecting or causing factors, cannot be directly formulated. Therefore, an ideal and also novel solution to this 
association problem is using an artificially intelligent neural network model. With the existence of many intelligent 
agents to use for such applications, the back propagation learning algorithm remains one of the most commonly used 
algorithm due to its simplicity and proven sufficiency in learning such non-linear associations. However, this model 
still suffers from the problem of pinpointing an exact number of hidden layer neurons; this is often achieved via 
experimentation. 
In this paper we designed, implemented and evaluated the performance of three neural network models with their 
differences being the number of neurons in the hidden layer. Our comparison criteria were based on achieving 
minimum mean square error (MSE) and highest correct estimation rate (CER). Based on our experimental results, 
neural network ANN 2 outperformed the other neural networks and thus suggested as the ideal design to be used for 
similar applications. 
Our main object in this work was to associate Turkish agricultural and economic indicators such as real income, 
energy consumption and agricultural factors to changes in carbon dioxide levels. This objective has been achieved 
successfully. Future work will focus on investigating the dominant factor amongst the input attributes in order to 
define the main contributor to the alarmingly increasing pollution level. 
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