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FROM DIFFUSIVE TO FRACTIONAL BEHAVIOR IN A BOUNDARY DRIVEN
EXCLUSION PROCESS
PATRÍCIA GONÇALVES AND STEFANO SCOTTA
ABSTRACT. The purpose of this article is to study the hydrodynamic limit of the symmet-
ric exclusion process with long jumps and in contact with infinitely extended reservoirs
for a particular critical regime. The jumps are given in terms of a transition probability
that can have finite or infinite variance and the hydrodynamic equation is a diffusive
equation, in the former case, or a fractional equation, in the latter case. In this work
we treat the critical case, that is, when the variance is infinite but of logarithm order
wrt the system size. This is the case in which there is a transition from diffusive to
super-diffusive behavior.
CONTENTS
1. Introduction 1
2. The model 3
3. Statement of results 5
3.1. Hydrodynamic equations 5
3.2. Hydrodynamic limit 7
4. Characterization of limit points 8
4.1. Heuristics for hydrodynamic equations 9
4.2. Energy Estimates 13
4.3. Dirichlet form and relative entropy 13
5. Tightness 17
6. Technical lemmas 18
6.1. Convergence of discrete operators 18
6.2. Replacement lemmas 19
References 21
1. INTRODUCTION
Exclusion processes were introduced by [12] in the mathematics community, but
they were used before by physicists, and they consist of a collection of particles that
evolve in a discrete space according to some probabilistic dynamics. For example, the
exclusion rule dictates that the jump occurs if and only if the destination site is empty,
otherwise nothing happens. Mathematically speaking, these systems belong to the class
of Markov processes and therefore, the prediction of the future condition in the past
depends only on the present state of the system. In the same work (and in others),
there were introduced other types of interacting particle systems, like the so-called
zero range processes, for which more than one particle can occupy the same site (see
[12] or [11]). We are interested in analyzing the case when particles are allowed
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to perform long jumps (see [10]). Another important feature that was introduced in
the study of this type of model is the presence of stochastic reservoirs, which makes
these models become toy models for the heat conduction. These reservoirs can have an
impact everywhere in the discrete space where the particles evolve and they can change
the nature of the PDE or bring additional boundary conditions to it. We are interested
in analyzing the case where the reservoirs have an impact on the whole discrete space
and their impact will depend on a certain number of parameters that we will explain
in detail below. The case where the exclusion process is considered with a transition
probability that is symmetric and only allows nearest neighbor jumps was studied in
[1].
In [3], it was considered for the first time, an exclusion process with a symmetric
transition probability that allows long jumps and in the presence of stochastic reser-
voirs. In this work, it was considered a 1-d finite discrete set where particles evolve
and reservoirs (placed both at the left and at the right of this set) can inject or extract
particles everywhere in the discrete set. In that article, the authors considered that
the transition probability depends only on the length of the jump and such that it de-
creases as the size of the jump increases. More precisely, in [3] the authors studied the
hydrodynamic limit of these exclusion processes when the variance of the transition
probability is finite. In [2] and [4], it is studied the same model in the case when the
variance is infinite.
In all the aforementioned works, the central question under investigation was the
hydrodynamic limit of the model. This is nothing but a law of large numbers for the
density of particles of the system. More precisely, the hydrodynamic limit states that
the (random) density of particles, when we take the system’s size to infinite, can be
approximated by a deterministic function, which is a solution (in the weak sense) of
some PDE, called the hydrodynamic equation. For more details on this result see, for
example, [11]. There is a big difference between the nature of the PDEs involved
in this hydrodynamic limit. For example, for the exclusion process with symmetric
transition probability that has finite variance (see [3]) the PDE is given in terms of
the classical Laplacian, so the solutions have a diffusive behavior; while in the case in
which the transition probability has infinite variance (see [4] and [2]), the PDE is given
in terms of the regional fractional Laplacian, which is the generator of processes like
the censored process and/or the reflected Levy flight process (see [6] for a review about
this operator). This last operator is non-local, contrarily to the usual Laplacian operator,
and it has a similar definition to the usual fractional Laplacian but it is restricted to a
finite domain. The stochastic reservoirs will have a macroscopic effect of two types:
when the reservoirs are strong the nature of the PDE changes and a reaction term
appears, while when the reservoirs are weak the equation loses the reaction term but
gets different boundary conditions. This will be made clear below.
In this article we deduce the hydrodynamic limit in the case connecting[2] (finite
variance) and [4] and [3] (infinite variance). We study here the critical point between
these two cases, which was left open in those works. Before introducing the model in
detail, we present the results that we have obtained and we compare them with the
results of [2, 3, 4]. All the results of the aforementioned articles and the ones we prove
here in this article are resumed in Figure 1. First we observe that the choice for the
symmetric transition probability, is the one defined on x , y ∈ Z by
p(x , y) = p(y − x) = cγ|x − y |
−(γ+1) (1)
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and p(0) = 0, so that all the results will depend on the value of γ; when γ > 2 (resp.
γ ≤ 2) we are in the case of finite (resp. infinite) variance. Above cγ is a normalizing
constant, making p a probability. Moreover, from this choice of p, the higher the value
of γ the lower is the probability that a particle performs a long jump. Another parameter
that will have an impact at the macroscopic level is the one ruling the strength of the
reservoirs. This parameter is θ , so that the higher the value of θ the weaker is the
action of the reservoirs. Now we observe that, whatever is the regime of γ, when θ is
small but comparable to γ, the PDE will have a reaction term (coming from the fact
that the reservoirs act in all the discrete set where particles evolve), and when θ is very
small so that the reservoirs become very strong, the diffusion or the fractional diffusion
operators completely disappear from the PDE and we obtain a reaction equation. This
is because in this regime the action of the reservoirs (the creation and annihilation of
particles) is much stronger compared to the action of the jumping dynamics. On the
other hand, as the value of θ increases, both in the case 1 < γ < 2 ([2]) or γ ≥ 2
([3]), the boundary conditions on the PDE changes. Indeed, in both these regimes,
the boundary conditions pass from Dirichlet to Robin (or fractional Robin) and then to
Neumann (or fractional Neumann) as the value of θ increases. The case 0 < γ < 1
is a bit different, since when the reaction term disappears from the equation, then it
becomes immediately a regional fractional diffusion equation with Neumann boundary
conditions. This is due to the particular properties of the regional fractional operator,
but we do not explore this fact here and we refer the interested reader to [4] and [8].
In this article, we look at the transition case corresponding to γ = 2 and we prove the
hydrodynamic limit for all the regimes of θ , see the black line in the figure below for
the results. The hydrodynamic equation is the heat equation for θ > 0, a reaction-
diffusion equation when θ = 0 and a reaction equation when θ < 0. The boundary
conditions also change, for θ < 1 we get Dirichlet boundary conditions, for θ = 1
we get linear Robin and for θ > 1 we get Neumann boundary conditions. Now, we
highlight two important issues. The first one is that letting N denote the system’s size,
in the case γ > 2, we consider the diffusive time scale, i.e. we accelerate the time
by a factor N2, so that we get a diffusive equation; and in the case γ < 2 we take a
subdiffusive time scale, i.e. we accelerate the time by a factor Nγ , so that we get a
fractional diffusion equation. In the case γ = 2, since the variance of p is infinite but
of order log(N) we need to take the time scale N2/ log(N). The second issue that we
want to highlight is that in the cases θ ∈ {0,1} we need to scale the strength of the
reservoirs in a very precise way to get the reaction-diffusion equation with Dirichlet
boundary conditions or the heat equation with Robin boundary conditions. There is
one case left for exploration which corresponds to γ = 1, the white dashed line in the
figure. That case seems to be much more complicated since most of the results that we
use are not suitable for that choice of γ.
Outline: This paper is structured as follows. In Section 2 we present in detail the
model that we analyze. In Section 3 we introduce all the notations that we need
throughout the work and we present our result. Sections 4.1, 5, 4 and 4.2 are de-
voted to the proof of the hydrodynamic limit. Finally, in Section 6 we prove some
useful technical lemmas that are needed in the proof of hydrodynamics.
2. THE MODEL
We are going to analyze one of the critical regimes of themodel first introduced in [3]
which is a symmetric exclusion process with long jumps given in terms of a symmetric
4 PATRÍCIA GONÇALVES AND STEFANO SCOTTA
Frac. Reac. Diff. & Dirichlet b.c.
Reac. Diffusion
&
Dirichlet b.c.
Diffusion & Robin b.c.
Fr
ac
t.
Di
ff.
&
Ro
bi
n
b.c
.
Diffusion
& Neumann b.c.
Diffusion
& Dirichlet b.c.
Frac. Diff. & Neumann b.c.
Frac. Diff.
& Dirichlet b.c.
Reaction & Dirichlet b.c.
γ
=
1
γ
=
0
θ = 1
θ = 0
θ = 2− γ
θ = γ− 1
γ
=
2
R
eaction
D
irichlet
b.c.
D
iffusion
D
irichlet
b.c.
D
iffusion
N
eum
ann
b.c.
Diffusion & Robin b.c.
Reac. Diffusion & Dirichelt b.c.
FIGURE 1. Hydrodynamic behavior depending on the values of θ (ver-
tical axis) and γ (horizontal axis). In this work we treat the case γ= 2
and we recovered the same equations (with a different constant in
front of the Laplacian operator) as the ones for γ > 2 obtained in [3].
transition probability, defined on x , y ∈ Z by (1). In this work we consider γ = 2, so
that
p(x , y) = p(y − x) =
c2
|x − y |3
1x 6=y (2)
and the normalizing constant c2 is defined by c2 =
 ∑
z∈Z |z|
−γ−1
−1
. Let us now explain
the dynamics of the process. Fix T > 0. For N > 1, we consider particles moving in the
discrete set ΛN = {1, . . . ,N − 1} and we add infinitely many reservoirs at each site of
Z \ ΛN . For any t ∈ [0, T ], we consider a Markov process {ηt}t∈[0,T ] with state space
ΩN := {0,1}
ΛN , so that for x ∈ ΛN , we say that the site x is occupied (resp. empty) at
time t if ηt(x) = 1 (resp. ηt(x) = 0). Fix four parameters θ ∈ R, α,β ∈ [0,1] and
κN (θ) defined in (5). The dynamics can be described as follows:
• to any couple of sites (x , y) ∈ ΛN we associate a Poisson process of rate 1, any
time there is an occurrence in this process, we exchange the value of η(x) and
η(y) with probability p(x − y);
• to any couple (x , y), with x ∈ ΛN and an integer y ≤ 0, (resp. y ≥ N) we
associate a Poisson process of rate 1, any time that there is an occurrence we
exchange the value of η(x) with 1− η(x) with probability
κN (θ)
Nθ
p(x − y)cx (η;α)

resp.
κN (θ)
Nθ
p(x − y)cx (η;β)

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where, for δ ∈ {α,β},
cx (η;δ) := [η(x) (1−δ) + (1−η(x))δ] . (3)
The generator of the Markov process {ηt}t∈[0,T ] is given on functions f : ΩN → R by
LN f = L
0
N
f + L l
N
f + L r
N
f , where for η ∈ ΩN
(L0
N
f )(η) =
1
2
∑
x ,y∈ΛN
p(x − y)[ f (σx ,yη)− f (η)],
(L l
N
f )(η) =
κN (θ)
Nθ
∑
x∈ΛN
y≤0
p(x − y)cx (η;α)[ f (σ
xη)− f (η)],
(L r
N
f )(η) =
κN (θ)
Nθ
∑
x∈ΛN
y≥N
p(x − y)cx (η;β)[ f (σ
xη)− f (η)],
(4)
and
κN (θ) =
¨
κ, if θ /∈ {0,1};
κ log(N), if θ ∈ {0,1};
(5)
for a fixed constant κ > 0. Above,
(σx ,yη)(z) =


η(z), if z 6= x , y,
η(y), if z = x ,
η(x), if z = y
, (σxη)(z) =
¨
η(z), if z 6= x ,
1−η(x), if z = x .
We are interested in analysing the space-time evolution of the density of particles. In
order to have a non-trivial limit at the macroscopic level, we need to accelerate the time
of the process by a factor Θ(N) (defined in (15)). Note that the infinitesimal generator
of the process {ηtΘ(N )}t∈[0,T ] =: {η
N
t
}t∈[0,T ] is Θ(N)LN .
Remark 2.1. The macroscopic behavior of the system depends on the exponent γ > 0 of the
probability defined in (1). Indeed, if γ > 2 the variance of p(·) is finite and the behavior of
the system is diffusive (this case was completely studied in [3]) and there were obtained five
different phases for the hydrodynamic limit (see Figure 1 for details). On the other hand,
if γ < 2 the variance of p(·) is infinite, and the behavior of the system is super-diffusive,
i.e. in the hydrodynamic equation it appears a fractional operator, which corresponds to
the fractional Laplacian on a finite domain. This case has been completely studied in [4]
and [2] apart the case γ = 1. Therefore, two cases of γ are left to explore, the case γ = 2
for which there is a transition from the case when p(·) has finite/infinite variance which
corresponds to diffusive/super-diffusive behavior (which is the case we analyze here) and
the case γ = 1 for which there is a transition from the case when p(·) has finite/infinite
mean which corresponds to γ ∈ (1,2)/γ ∈ (0,1). We are interested now in studying what
happens in the critical regime γ = 2, for which the transition probability is given as in (2).
3. STATEMENT OF RESULTS
3.1. Hydrodynamic equations. In order to define properly the notion of weak so-
lutions of the several PDEs that we find out, we need to introduce some notation.
For any T > 0, I ⊆ R and m,n ∈ N ∪ {∞} we denote by Cm,n([0, T ] × I) (resp.
Cm,n
c
([0, T ] × [0,1])) the space of functions defined on [0, T ] × I which are m times
continuously differentiable in the time variable (the one in [0, T ]) and n times in the
space variable (resp. such that, if we fix the time variable, they have compact support
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contained in I). In addition, for any Polish space E, we consider the Skorokhod space
D(I , E) which is the space of right continuous functions with left limits, defined from I
to E. Analogously, we denote by C(I , E) the space of continuous functions from I to E.
For any d ∈ N and any G ∈ Cm,n([0, T ] × I), we denote by G′, G′′ (or ∆G), G(d), and
∂tG (or ∂sG) resp. the first, the second, the d-th order derivative of G wrt the space
variable, and the first derivative wrt the time variable.
The space L2(I) denotes the usual L2 space with the Lebesgue measure, i.e. the
space of functions G such that
∫
I
G(u)2du<∞. This is the norm induced by the inner
product 〈G,H〉 =
∫
I
G(u)H(u)du for H,G ∈ L2(I). Analogously we denote by L1(I) the
space of functions G such that
∫
I
|G(u)|du <∞. We also use the space H 1(I) (resp.
H 10 (I)) which is the classical Sobolev space W
1,2(I) defined as the closure of C1(I)
(resp. C1
c
(I)) with respect to the norm defined by ||G||2
H 1(I)
:= ||G||2
L2 (I)
+ ||G′||2
L2(I)
.
Moreover, L2([0, T ],H 1(I)) is the space of functions G defined on [0, T ]× I for which∫ T
0
||G(s, ·)||2
H 1(I)
ds <∞. If I = [0,1] we will omit the space in the notation and we
just write L2,H 1, H 10 and L
1.
Now we give the exact definitions of the weak solutions of the PDEs that we derive.
Below for u ∈ (0,1)
V0(u) := αr
−(u) + β r+(u) and V1(u) := r
−(u) + r+(u), (6)
where
r−(u) :=
c2
2u2
and r+(u) :=
c2
2(1− u)2
. (7)
Definition 3.1. Let κˆ > 0, cˆ2 ≥ 0 and g : [0,1]→ [0,1] be a measurable function. We
say that ρ : [0, T ]× [0,1]→ [0,1] is a weak solution of the reaction-diffusion equation
with inhomogeneous Dirichlet boundary conditions and initial condition g:

∂tρt (u) = cˆ2∆ρt (u) + κˆ
 
V0(u)− V1(u)ρt (u)

, (t,u) ∈ [0, T ]× (0,1),
ρt(0) = α, ρt (1) = β , t ∈ [0, T ]
ρ0(u) = g(u), u ∈ (0,1),
(8)
if :
(1) if cˆ2 > 0, ρ ∈ L
2(0, T ;H 1) and, if κˆ > 0,
∫ T
0
∫ 1
0
 
V0(u)−V1(u)ρs(u)

dsdu <∞.
(2) For all t ∈ [0, T ] and all functions G ∈ C1,2
c
([0, T ]× (0,1)) we have that
F
cˆ2
Reac(t,ρ,G, g) := 〈ρt ,Gt 〉 − 〈g,G0〉 −
∫ t
0
¬
ρs,

∂s + cˆ2∆

Gs
¶
ds
+ κˆ
∫ t
0
∫ 1
0
 
V0(u)− V1(u)ρs(u)

dsdu = 0.
(9)
(3) if cˆ2 > 0 and κˆ= 0, ρt (0) = α and ρt (1) = β , t-almost surely in (0, T ].
Remark 3.2. Observe that, for cˆ2 = 0 the PDE given above is a reaction equation with
Dirichlet boundary conditions, whose solution is explicit. Moreover, as pointed out in
Remark 2.4 of [3], if cˆ2, κˆ > 0, then item 3. of Definition 3.1 is implied by item 1. (for
details see Remark 2.4 of [3]).
Definition 3.3. Let cˆ2 > 0 and g : [0,1]→ [0,1] be a measurable function. We say that
ρ : [0, T ]×[0,1]→ [0,1] is a weak solution of the diffusion equation with inhomogeneous
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Dirichlet boundary conditions and initial condition g:

∂tρt (u) = cˆ2∆ρt (u), (t,u) ∈ [0, T ]× (0,1),
ρt (0) = α, ρt (1) = β , t ∈ [0, T ]
ρ0(u) = g(u), u ∈ (0,1),
(10)
if :
(1) ρ ∈ L2(0, T ;H 1).
(2) For all t ∈ [0, T ] and all functions G ∈ C1,20 ([0, T ]× (0,1)) we have that
FDir(t,ρ,G, g) := 〈ρt ,Gt 〉 − 〈g,G0〉 −
∫ t
0
¬
ρs,

∂s + cˆ2∆

Gs
¶
ds
−
∫ t
0

β∂uGs(1)−α∂uG(0)
	
= 0.
(11)
(3) ρt (0) = α and ρt (1) = β , t-almost surely in (0, T ].
Definition 3.4. Let cˆ2 > 0, mˆ, κˆ ≥ 0 and g : [0,1] → [0,1] be a measurable function.
We say that ρ : [0, T ]× [0,1]→ [0,1] is a weak solution of the diffusion equation with
inhomogeneous Robin boundary conditions and initial condition g:

∂tρt(u) = cˆ2∆ρt (u), (t,u) ∈ [0, T ]× (0,1),
∂uρt (0) =
mˆ
cˆ2
(ρt (0)−α), ∂uρt (1) =
mˆ
cˆ2
(β −ρt (1)), t ∈ [0, T ]
ρ0(u) = g(u), u ∈ (0,1),
(12)
if :
(1) ρ ∈ L2(0, T ;H 1).
(2) For all t ∈ [0, T ] and all functions G ∈ C1,2([0, T ]× (0,1)) we have that
F mˆ
Rob
(t,ρ,G, g) := 〈ρt ,Gt〉 − 〈g,G0〉 −
∫ t
0
¬
ρs,

∂s + cˆ2∆

Gs
¶
ds
+ cˆ2
∫ t
0
ρs(1)∂uGs(1)−ρs(0)∂uGs(0)ds
− mˆ
∫ t
0
(α−ρs(0))Gs(0) + Gs(1)(β −ρs(1))ds = 0
(13)
Remark 3.5. Observe that (12) with mˆ = 0 becomes the heat equation with Neumann
boundary conditions.
3.2. Hydrodynamic limit. Denote by M+ the space of positive measures on [0,1]
with total mass bounded by 1 equipped with the weak topology. The empirical measure
πN (η, du) ∈M+ is defined, for any configuration η ∈ ΩN , by
πN (η, du) :=
1
N − 1
∑
x∈ΛN
η(x)δ x
N
(du) , (14)
where δa is a Dirac mass on a ∈ [0,1]. We use the notation π
N
t
(du) := πN (ηN
t
, du).
Fix T > 0. We denote byPµN the probability measure in the Skorohod spaceD([0, T ],ΩN )
induced by the Markov process {ηN
t
}t∈[0,T ] with initial distribution µN . Moreover, we
denote by EµN the expectation wrt PµN . Let {QN }N>1 be the sequence of probability
measures on D([0, T ],M+) induced by the Markov process {πN
t
}t∈[0,T ] and by PµN .
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Definition 3.6. Let ρ0 : [0,1]→ [0,1] be a measurable function. We say that a sequence
of probability measures {µN}N>1 on ΩN is associated with the profile ρ0(·) if for any
continuous function G : [0,1]→ R and every δ > 0
lim
N→∞
µN
 
η ∈ ΩN :
 1N − 1
∑
x∈ΛN
G
 
x
N

η(x)− 〈G,ρ0〉
> δ
!
= 0.
The next statement is the main theorem of this work.
Theorem 3.7 (Hydrodynamic limit).
Let g : [0,1] → [0,1] be a measurable function and let {µN}N>1 be a sequence of
probability measures in ΩN associated with g(·). Then, for any 0≤ t ≤ T,
lim
N→∞
PµN
 
ηN· ∈ D([0, T ],ΩN ) :
 1N − 1
∑
x∈ΛN
G
 
x
N

ηN
t
(x)− 〈G,ρt 〉
> δ
!
= 0,
where the time scale Θ(N) is given by
Θ(N) =
¨
N2+θ θ < 0;
N 2
log(N ) θ ≥ 0;
(15)
and ρ is the unique weak solution of:
• (8) with κˆ= κ and cˆ2 = 0 if θ < 0;
• (8) with κˆ= κ and cˆ2 = c2, if θ = 0;
• (10) with cˆ2 = c2, if θ ∈ (0,1);
• (12) with mˆ= m > 0 and cˆ2 = c2 > 0, if θ = 1;
• (12) with mˆ= 0 and cˆ2 = c2 > 0, if θ > 1.
The strategy of the proof of this theorem is by means of the entropy method, first
introduced in [9], and is divided in two fundamental steps. The first one consists in
showing that the sequence {QN }N>1 admits limit points (Section 5). The second con-
sists in characterizing uniquely this limit point, by showing that the limit point is a
delta measure supported on the trajectories of measures that are absolutely continuous
wrt the Lebesgue measure and whose density is the unique weak solution of the PDE
(the hydrodynamic equation). This program is achieved here in Section 4, where we
prove that the density satisfies the integral formulation of the respective hydrodynamic
equation, and, finally, in Section 4.2, we prove that the density satisfies item i) of the
definition of weak solution. The uniqueness of the weak solutions of the hydrodynamic
equations is a key part of the proof. It can be proved exactly as in Appendix A of [3]
and for that reason it is omitted.
4. CHARACTERIZATION OF LIMIT POINTS
We start assuming that the sequence of measures {QN }N>1 has a subsequence con-
verging weakly to some measure Q. In fact, this is true and it will be a consequence of
the results of Section 5. Moreover, since we work with an exclusion process, the limiting
measure Q is concentrated on a trajectory of measures that are absolutely continuous
with respect to the Lebesgue measure, that is, of the form π·(du) = ρ·(u)du. The proof
of this result is quite standard so that we do not repeat it here, and we refer the inter-
ested reader to, for example, to Section 2.10 of [7]. Therefore, we want to show that
the limit point Q is concentrated on measures whose density ρ is a weak solution of
the respective hydrodynamic equation. This is the content of the next proposition.
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Proposition 4.1. For any limit point Q of the sequence {QN }N>1 it holds
• for θ ≤ 0:
Q

π· : F
cˆ2
Reac(t,ρ,G, g) = 0,∀t ∈ [0, T ],∀G ∈ C
1,2
c
([0, T ]× [0,1])

= 1.
where cˆ2 = c2 for θ = 0 and cˆ2 = 0 for θ < 0.
• for θ ∈ (0,1):
Q
 
π· : FDir(t,ρ,G, g) = 0,∀t ∈ [0, T ],∀G ∈ C
1,2
0 ([0, T ]× [0,1])

= 1.
• for θ ≥ 1:
Q
 
π· : F
mˆ
Rob
(t,ρ,G, g) = 0,∀t ∈ [0, T ],∀G ∈ C1,2([0, T ]× [0,1])

= 1.
where for θ = 1, mˆ = m and for θ > 1, mˆ = 0.
The proof of last proposition can be easily adapted from the one in [3] (see Propo-
sition 7.1 there) by using the results presented in the next sections.
4.1. Heuristics for hydrodynamic equations. The aim of this section is show that
density ρ satisfies the integral equations given in the definition of weak solutions. To
that end, the starting point is Dynkyn’s formula (see, for example, Lemma 5.1 of [11])
from which, for any t ∈ [0, T ] and any function G ∈ C∞([0,1]),
MN
t
(G) = 〈πN
t
,G〉 − 〈πN0 ,G〉 −
∫ T
0
Θ(N)LN 〈π
N
s
,G〉ds (16)
is a martingale with respect to the natural filtration {Ft = σ(ηs : s ≤ t)}t∈[0,T ]. Above
the notation 〈πN
t
,G〉means the integral of the function G wrt themeasureπN
t
(du) given
in (14). The main term to develop now is the integral term of the previous display,
which is the one relying on the specific form of the dynamics. Using the computations
of [3] (see equation (3.2) in there), we have that
Θ(N)LN 〈π
N
s
,G〉 =
Θ(N)
N − 1
∑
x∈ΛN
(LNG)(
x
N )η
N
s
(x)
+
κN (θ)Θ(N)
(N − 1)Nθ
∑
x∈ΛN
G( xN )
 
r−
N
( xN )(α− η
N
s
(x)) + r+
N
( xN )(β −η
N
s
(x))

,
(17)
where
LNG(
x
N ) :=
∑
y∈ΛN
 
G(
y
N )− G(
x
N )

p(y − x) (18)
and for any x ∈ ΛN
r−
N
( x
N
) :=
∑
y≥x
p(y) and r+
N
( x
N
) :=
∑
y≤N−x
p(y). (19)
Now, we analyze each regime of θ ∈ R separately by taking the corresponding space of
test functions and the respective time scale given in (15). These computations do not
imply directly the proof of Proposition 4.1, but with them, we can follow the proof of
Proposition 7.1 of [3] to conclude.
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4.1.1. Case θ < 0. Recall from (9) that in this regime we consider test functions G ∈
C∞
c
([0,1]) and recall also from (15) that in this case Θ(N) = N2+θ .
The first term on the RHS of (17) can be studied using the fact that G(d)(0) =
G(d)(1) = 0, for any d ≥ 0 and the fact that both G,G′,∆G and ηN
t
are uniformly
bounded. Indeed, (17) can be written as
N2+θ
N − 1
∑
x∈ΛN
∑
y∈ΛN
 
G(
y
N )− G(
x
N )

p(y − x)ηN
s
(x) (20)
and by a Taylor expansion on G last term is bounded from above by a constant times
N1+θ
N − 1
∑
x∈ΛN
G′( x
N
)
N−1−x∑
y=1−x
y−2 ® Nθ
∑
x∈ΛN
G′( x
N
)x−1 ®
Nθ
log(N)
, (21)
plus a term that vanishes, as N → ∞. Observe that last display also vanishes, as
N → ∞, since θ < 0. The last two terms on the RHS of (17) are analyzed in the
same way as it is done in Section 3.1 of [3], by using Lemma 3.3 of [5], the fact that
G ∈ C∞
c
([0,1]) and the hypothesis on the convergence of {πN· }N>1. We omit these
computations here and leave the details to the reader.
4.1.2. Case θ = 0. In this regime we take a test function G ∈ C∞
c
([0,1]) and we recall
from (15) that Θ(N) = N2+θ . The first term on the RHS of (17) can be treated using
Lemma 6.2. Thus, we can rewrite it as c2〈∆G,π
N
s
〉 plus terms vanishing, as N →∞.
Indeed, since G′(0) = G′(1) = 0, by looking at the statement of Lemma 6.2, the term
on the RHS of (51) can be rewritten as
1
log(N)
∑
x ,y∈ΛN
ηN
s
(x)G′( xN )(y − x)p(y − x).
From a Taylor expansion on G last expression (recall that G′(0) = 0 since G has compact
support) can be bounded from above by a constant times
1
N log(N)
∑
x∈ΛN
x
N−1+x∑
y=1+x
y−2 ®
1
N log(N)
∑
x∈ΛN
1®
1
log(N)
,
plus a term that vanishes, as N →∞. By taking N →∞, last display also vanishes.
To treat the second term on the RHS of (17), we have to be a bit careful. Recall
that κN (0) = κ log(N). Therefore, since G ∈ C
∞
c
([0,1]), from Lemma 3.3 of [5], the
second term on the RHS of (17) can be rewritten as some term vanishing, as N →∞,
plus κ〈G,V0〉 − κ〈GV1,π
N
s
〉, where V0 and V1 were defined in (6).
4.1.3. Case θ ∈ (0,1). Recall from (11) that in this case we consider G ∈ C∞0 ([0,1])
and recall from (15) that Θ(N) = N2/ log(N). The first term on the RHS of (17) is
treated exactly as in the case θ = 0, so that we omit the computations. To treat the
second term on the RHS of (17), since r±
N
is of order x−2 and ηN
s
is uniformly bounded,
we can rewrite it as a constant times
κN
Nθ log(N)
∑
x∈ΛN
G( xN )
1
x2
=
κ
Nθ log(N)
G′(0)
∑
x∈ΛN
1
x
+
κ
Nθ+1 log(N)
∑
x∈ΛN
G′′(ξ) (22)
for some ξ ∈ (0, x
N
). Note that the first term on the RHS of the previous display is
of order N−θ and the second one is of order (Nθ log(N))−1, hence the whole term
vanishes, as N →∞.
FROM DIFFUSIVE TO FRACTIONAL BEHAVIOR IN A BOUNDARY DRIVEN EXCLUSION PROCESS 11
4.1.4. Case θ = 1. Recall from (13) that in this case we take test functions G ∈
C∞([0,1]) and recall from (15) that Θ(N) = N2/ log(N). The first term on the RHS of
(17) can be analyzed using Lemma 6.2. So, that term is equal to
c2
N − 1
∑
x∈ΛN
ηN
s
(x)∆G( xN ) +
1
log(N)
∑
x ,y∈ΛN
G′( xN )(y − x)p(y − x)η
N
s
(x), (23)
plus a term that vanishes, as N → ∞. Let us focus on the term on the RHS of the
previous display. By extending the sum in y to the whole set Z, and observing that, by
the symmetry of p we have that
∑
y∈Z(y − x)p(y − x) = 0, we can rewrite that term as
1
log(N)
∑
x∈ΛN
G′( x
N
)ηN
s
(x)
 
θ−
x
− θ+
x

(24)
where
Θ
−
x
:=
∑
y≤0
(x − y)p(x − y) and Θ+
x
:=
∑
y≥N
(y − x)p(y − x). (25)
Let us now introduce the following quantities. For s ∈ [0, T ], N > 1 and ε > 0, we
define
−→η εN
s
(0) :=
1
εN
εN∑
x=1
ηN
s
(x) and ←−η εN
s
(N) :=
1
εN
N−1∑
x=N−εN
ηN
s
(x). (26)
Note that above, εN should be understood as ⌊εN⌋ and that −→η εN
s
(0) = 〈πN
s
, ι0
ε
〉, where
ι0
ε
(u) = 1ε1(0,ε)(u). The same remark holds also for the definition of the left average.
Heuristically, 〈πN
s
, ι0
ε
〉 converges, when N →∞, to
〈πs, ι
0
ε〉 =
∫ 1
0
ρs(u)ι
0
ε(u) du,
where ρ is the density profile that we want to characterize. Then, by taking the limit
as ε→ 0 we obtain that 〈πs, ι
0
ε
〉 converges to ρs(0). From these observations we have
that limN→∞
−→η εN
s
(0) = ρs(0) and limN→∞
←−η εN
s
(1) = ρs(1).
Now, from Lemma 6.3, we can rewrite (24) as
1
log(N)
−→η εN
s
(0)
∑
x∈ΛN
G′( xN )θ
−
x
−
1
log(N)
←−η εN
s
(N)
∑
x∈ΛN
G′( xN )θ
+
x
(27)
plus some terms vanishing in L1, as N →∞. Now we are going to analyze in detail just
the term on the LHS of the last display, since the other one can be analyzed analogously.
By a Taylor expansion on G′ around 0, we can rewrite this term as
1
log(N)
G′(0)−→η εN
s
(0)
∑
x∈ΛN
θ−
x
+
1
N log(N)
−→η εN
s
(0)
∑
x∈ΛN
G′′(ξ)θ−
x
for some ξ ∈ (0, x
N
). From Lemma 6.1, the term on the LHS of last display can be
rewritten as c2G
′(0)−→η εN
s
(0) plus a term vanishing, as N →∞. Clearly, since G′′ is uni-
formly bounded, reasoning in the same way we can conclude that the term on the RHS
of the previous display vanishes, as N →∞. Analogously, it is possible to show that
the term on the RHS of (27) can be written as −c2G
′(1)←−η εN
s
(N) plus terms vanishing
in L1, as N →∞.
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Finally, we analyze the last term on the RHS of (17). We will focus on the part
involving r−
N
, since the other one can be analyzed in an analogous way. Recall that in
this regime κN (1) = κ log(N). Then the term we need to study is
κN
N − 1
∑
x∈ΛN
G( x
N
)r−
N
( x
N
)(α−ηN
s
(x)).
Using Remark 6.4, the time integral from 0 to t of this term can be replaced by the
same time integral of
κN
N − 1
∑
x∈ΛN
G( x
N
)r−
N
( x
N
)(α−−→η εN
s
(0)),
plus a term vanishing in L1, as N →∞. Then, by a Taylor expansion on G around 0
we can rewrite the last display as
(α−−→η εN
s
(0))κ
∑
x∈ΛN
r−
N
( xN )

G(0) + xN G
′(ξ)

(28)
for some ξ ∈ (0, xN ). Observe that, since r
−
N
is of order x−2, the second term on the RHS
of the previous display can be bounded by:
κ(α−−→η εN
s
(0))
N
∑
x∈ΛN
x r−
N
( x
N
)G′(ξ) ®
κ
N
∑
x∈ΛN
x r−
N
( x
N
) ®
log(N)
N
, (29)
which vanishes, as N →∞.
Finally, thanks to the fact that
∑
x∈ΛN
r−
N
( x
N
) converges to m, as N →∞ (for details
see equation (3.7) of [3]), the whole term that we are analyzing can be replaced by
κmG(0)(α−−→η εN
s
(0)), plus some error which vanishes, as N →∞. In a similar way it
is not difficult to show that the term involving r+
N
in last term of (17) can be rewritten
as κmG(1)(β −←−η εN
s
(1)), plus terms vanishing in L1, as N →∞.
Putting all this together, we conclude that the last integral in (16) can be rewritten,
under the hypothesis of convergence of the sequence of empirical measures, as∫ t
0
∫ 1
0
c2∆G(u)ρs(u)duds
+
∫ t
0

(G′(0)ρs(0)− G
′(1)ρs(1))c2 − κm
 
G(0)(α−ρs(0)) + G(1)(β −ρs(1))

ds,
plus terms vanishing in L1, as N →∞.
4.1.5. Case θ > 1. As in the previous case, recall from (13) that the test functions
G ∈ C∞([0,1]) and recall from (15) that Θ(N) = N2/ log(N). The analysis of the first
term in (17) is the same as in the case θ = 1.
It remains to study the last term on the RHS of (17). We focus on the part involving
r−
N
, since the other one can be studied in an analogous way. Recall that in this regime
κN (θ) = κ. By using the fact that the sum
∑
x∈ΛN
r−
N
( x
N
) is convergent, G and (α−ηN
s
)
are uniformly bounded, we have that
κN1−θ
(N − 1) log(N)
∑
x∈ΛN
G( x
N
)r−
N
( x
N
)(α−ηN
s
(x)) ®
N1−θ
log(N)
which vanishes, as N →∞.
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4.2. Energy Estimates. In this section we prove the regularity condition that is needed
in item 1. of the definition of weak solution of each PDE that we derive, that is, we
prove, in all the regimes of θ , that ρ ∈ L2(0, T ;H 1). Moreover, when θ ≤ 0, we also
show the second part of item 1. of Definition 3.1.
4.3. Dirichlet form and relative entropy. For a probability measure µ on ΩN and a
density function f with respect to µ, we introduce the carré du champ operator given
by DN := D
0
N
+ Dl
N
+ Dr
N
where
D0
N
(
p
f ,µ) := 12
∫ ∑
x ,y∈ΛN
p(y − x)
 p
f (σx ,yη)−
p
f (η)
2
dµ, (30)
Dl
N
(
p
f ,µ) := κN (θ )
N θ
∫ ∑
x∈ΛN
r−
N
( xN )cx (η;α)
 p
f (σxη)−
p
f (η)
2
dµ, (31)
Dr
N
(
p
f ,µ) := κN (θ )
N θ
∫ ∑
x∈ΛN
r+
N
( x
N
)cx (η;β)
 p
f (σxη)−
p
f (η)
2
dµ. (32)
In [3] it was obtained a relation between DN (
p
f ,µ) and the Dirichlet form 〈LN
p
f ,
p
f 〉µ.
If µ = νh(·) is the Bernoulli product measure defined by its marginals
νh(·)(η ∈ ΩN : η(x) = 1) = h(
x
N
) (33)
with h : [0,1]→ [0,1] a Lipschitz function satisfying h(0) = α and h(1) = β , then
〈LN
p
f ,
p
f 〉µ ® −
1
4
DN (
p
f ,νρ) +
log(N)
N
+
1
Nθ
. (34)
If h is a constant function then
〈LN
p
f ,
p
f 〉µ ® −
1
4
DN (
p
f ,νρ) +
1
Nθ
. (35)
We state now a relative entropy estimate which is fundamental in the proof of
the next results. First we introduce the relative entropy between two measures µ
and µ˜ both defined in ΩN , which is denoted by H(µ|µ˜) and is defined by H(µ|µ˜) :=∑
η∈ΩN
µ(η) log

µ(η)
µ˜(η)

. In the case of an exclusion process evolving on a finite state
space, it is easy to show that, for any product measure νh(·) and any probability mea-
sure µN on ΩN , the following estimate holds
H(µN |νh(·))< K0N , (36)
where K0 is a positive constant depending only on α and β . The proof of the previous
estimate can be found, for example, in Section 5 of [3].
4.3.1. Case θ ≥ 0. In order to prove thatρ ∈ L2(0, T ;H 1), let us define the linear func-
tional ℓρ in C
0,1
c
([0, T ]×(0,1)) as ℓρ(G) =
∫ T
0
∫ 1
0
∂uGs(u)ρs(u)duds =
∫ T
0
∫ 1
0
∂uGs(u)dπs(u)ds.
By Proposition 4.2 stated below, we know that ℓρ is Q
∗ almost surely continuous.
Therefore, we can extend this linear operator to L2([0, T ] × (0,1)). Moreover, by the
Riesz’s Representation Theorem there exists Ξ ∈ L2([0, T ]× (0,1)) such that ℓρ(G) =
−
∫ T
0
∫ 1
0 Gs(u) Ξs(u)duds for all G ∈ C
0,1
c
([0, T ] × (0,1)), which in turn implies ρ ∈
L2(0, T ;H 1).
Proposition 4.2. Fix θ ≥ 0. There exist positive constants C and c such that
E

sup
G∈C0,1c ([0,T ]×(0,1))

ℓρ(G)− c‖G‖
2
2
	
≤ C <∞.
We denoted by ‖G‖2 the L
2-norm of a function G ∈ L2([0, T ]× (0,1)).
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Proof. The proof is very similar to the one of Proposition 6.1 of [3] and so, we will
omit many details. Following the proof of Proposition 6.1 of [3], it is enough to prove
the result for a countable dense subset {Gm}m≥1 on C
0,2
c
([0, T ]× (0,1)). Moreover, by
Monotone’s Convergence Theorem it is enough to prove that
E

sup
k≤m
{ℓρ(G
k)− c‖Gk‖22}

≤ K ,
for fixed m and for a positive K independent of m. Define Φ : D([0, T ],M+)→ R by
Φ(π·) = maxk≤m{ℓρ(G
k) − c‖Gk‖22}, which is a bounded continuous function wrt the
topology of the Skorohod space D([0, T ],M+). Therefore, E[Φ] is equal to the limit,
as N →∞, of
EµN

max
k≤m
¨∫ T
0
1
N − 1
N−1∑
x=1
∂uG
k
s
(
x
N )η
N
s
(x)ds − c‖Gk‖22
«
(37)
Last expectation can be bounded from above using entropy’s and Jensen’s inequalities
and then the Feynman-Kac formula, as it is explained in the proof of Proposition 6.1 of
[3]. The bound we get is a constant K0 > 0 plus∫ T
0
sup
f
¦ 1
N
∫ ∑
x∈ΛN
∂uGs(
x
N
)η(x) f (η)dνh(·) − c‖G‖
2
2 +
N
log(N)
〈LN
p
f ,
p
f 〉νh(·)
©
ds.
(38)
where the supremum is carried over the densities f with respect to νh(·), the Bernoulli
product measure on ΩN associated to a Lipschitz profile h : [0,1] → [0,1] such that
h(0) = α and h(1) = β defined in (33). Above K0 comes from (36) of the relative
entropy of the measure µN wrt νh(·). Now note that, the first term inside the supremum
in (38) can be rewritten as
1
N
∫ ∑
x∈ΛN
∂uGs(
x
N
)
 
η(x)−η(x + 1)

f (η)dνh(·) +
1
N
∫ ∑
x∈ΛN
∂uGs(
x
N
)η(x + 1) f (η)dνh(·) (39)
and the term on the RHS of last display is of order O(1), so it can be bounded by a
positive constant. By using the fact that G has compact support so that ∂uGs(
x
N
) =
−Nx Gs(
x
N )−
x
2N ∂
2
u
Gs(
x
N ), plus lower order terms wrt N , we can write the term on the
LHS of last display, as
−
∫
ΩN
∑
x∈ΛN
x−1Gs(
x
N )
 
η(x)− η(x + 1)

f (η)dνh(·)
−
1
2N2
∫
ΩN
∑
x∈ΛN
x∂ 2
u
Gs(
x
N
)
 
η(x)−η(x + 1)

f (η)dνh(·),
(40)
plus lower order terms which vanish, as N → ∞. The second term of the previous
display is of order O(1), so we can bound it by a positive constant as well.
In order of having a lighter notation, we will omit the domain of integration in the
next equations since it is always ΩN . Hence, following the proof of Proposition 6.1 of
[3], we can bound the first term inside the supremum in (38) by a positive constant K1
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plus
1
2
∫ N−2∑
x=1
x−1Gs(
x
N )(η(x + 1)−η(x))( f (η)− f (σ
x ,x+1η))dνh(·)
+
1
2
∫ N−2∑
x=1
x−1Gs(
x
N )(η(x + 1)−η(1)) f (σ
x ,x+1η)

1−
νh(·)(σ
x ,x+1η)
νh(·)(η)

dνh(·).
(41)
Then, we use the inequality ab ≤
Aa2
2
+
b2
2A
and choose A = log(N)/N to bound the
first term in the last display by a constant times
log(N)
4N
∫ N−2∑
x=1
x−2(Gs(
x
N
))2(η(x + 1)−η(x))2(
Æ
f (η) +
Æ
f (σx ,x+1η))2dνh(·)
+
N
4 log(N)
∫ N−2∑
x=1
(
Æ
f (η)−
Æ
f (σx ,x+1η))2dνh(·)
≤
N
4 log(N)
D0
N
(
p
f ,νN
h(·)) +
log(N)
N
∑
x∈ΛN
x−2(Gs(
x
N
))2
®
N
4 log(N)
D0
N
(
p
f ,νN
h(·)) +O(
log(N )
N 2
).
Above we used the definition of D0
N
(
p
f ,νh(·)) given in (30). So, the sum of this term
with the last term inside the supremum in (38) can be bounded, using (34), by some
term that vanishes, as N →∞.
By using the inequality ab ® a2 + b2, we can bound the last term of (41) by∫ N−2∑
x=1
(Gs(
x
N
))2

1−
νh(·)(σ
x ,x+1η)
νh(·)(η)

dνh(·)
+
∫ N−2∑
x=1
x−2(η(x + 1)− η(x))2
 
f (σx ,x+1η)
2
1−
νh(·)(σ
x ,x+1η)
νh(·)(η)

dνh(·).
It is not difficult to see that the second term of the previous display vanishes, as N →∞.
Moreover, as observed in the proof of Lemma 5.2 of [3], since h(·) is Lipschitz, it holds
1−
νh(·)(σ
x ,x+1η)
νh(·)(η)

= O( 1
N
). Hence, last display can be written, for some positive constant
C , as CN
∑N−2
x=1 (Gs(
x
N ))
2 plus some term that vanishes, as N →∞. Concluding, E[Φ] is
bounded from above by some constant plus
limsup
N→∞
∫ T
0
§
C
N
∑
x∈ΛN
(Gs(
x
N
))2ds− c||G||22
ª
ds ® 1,
where the inequality comes from the choice of c > C . This ends the proof. 
4.3.2. Case θ ≤ 0.
Proposition 4.3. Fix θ ≤ 0. The density ρ satisfies∫ T
0
∫ 1
0
 
V0(u)− V1(u)ρs(u)

dsdu <∞. (42)
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Proof. This proof follows Section 6.2 of [3], so we omit many details. Observe that
EµN
∫ T
0
N
∑
x∈ΛN
G( xN )r
−
N
(
x
N )(α−η
N
s
(x))ds

(43)
is bounded from above, using the entropy estimate, Jensen’s inequality and Feynman-
Kac formula by a positive constant K0 plus
sup
f
§∫
N
∑
x∈ΛN
G( xN )r
−
N
( xN )(α−η(x)) f (η)dνh(·) +
Θ(N )
N 〈LN
p
f ,
p
f 〉νh(·)
ª
, (44)
where the supremum is carried over all the density functions wrt νh(·). As above, K0
comes from (36). As in the previous proof, we can rewrite the first term inside the
supremum above as∫
N
2
∑
x∈ΛN
G( x
N
)r−
N
( x
N
)(α−η(x))( f (η)− f (σxη))dνh(·)
+
∫
N
2
∑
x∈ΛN
G( xN )r
−
N
( xN )(α−η(x)) f (σ
xη)

1−
νh(·)(σ
xη)
νh(·)(η)

dνh(·).
(45)
On the first term of the last display, using ab ≤ Aa
2
2 +
b2
2A with A =
N 2+θ
Θ(N )cx (η;α)κN (θ )
, we
bound it from above by a constant times∫
N3+θ
4Θ(N)κN (θ)
∑
x∈ΛN
G( x
N
)2r−
N
( x
N
)(α−η(x))2(
p
f (η) +
p
f (σxη))2dνh(·)
+
∫
Θ(N)κN (θ)
4N1+θ
∑
x∈ΛN
r−
N
( xN )cx (η;α)(
p
f (η)−
p
f (σxη))2dνh(·).
(46)
Recall (30) and observe that the last term above can be rewritten as
Θ(N)
4N
Dl
N
(
p
f ,νh(·)) ≤
Θ(N)
4N
DN (
p
f ,νh(·)). (47)
So, this term summed with the last one inside the supremum in (44), thanks to (34), is
equal to some term that vanishes, as N →∞. Observe now that there exists a constant
C > 0 such that the first term of (46) is equal to∫
ΩN
N
4κ
∑
x∈ΛN
G( x
N
)2r−
N
( x
N
)(α− η(x))2(
p
f (η) +
p
f (σxη))2dνh(·)
®
1
4Nκ
∑
x∈ΛN
N2G( x
N
)2r−
N
( x
N
)
∫
ΩN
(
p
f (η) +
p
f (σxη))2dνh(·)
®
C
N
∑
x∈ΛN
N2G( xN )
2r−
N
( xN ),
(48)
because (α − η(x))2 is uniformly bounded and f is a density wrt νh(·). Then, thanks
to Lemma 3.3 of [5], in the limit N →∞, we can bound from above the first term of
(46) by C
∫ 1
0
r−(u)G(u)2du. The second term of (45) can be treated as in the previous
proof and we can show it is of order O(N−1).
FROM DIFFUSIVE TO FRACTIONAL BEHAVIOR IN A BOUNDARY DRIVEN EXCLUSION PROCESS 17
Summarizing, when we pass to the limit N →∞, in (43) we get
E
∫ T
0
∫ 1
0
G(u)(α−ρs(u))
|u|2
dsdu−
∫ T
0
∫ 1
0
G(u)2
|u|2
dsdu

≤ C ′
for some positive constant C ′ which depends on C . The rest of the proof is completely
analogous to the one given in Section 6.2 of [3] so we omit it and we ask the reader to
fill in the details. 
5. TIGHTNESS
Here we show that the sequence of measures {QN }N>1 is tight and so, in particular,
it has limit points.
Proposition 5.1. The sequence of measures {QN }N>1 is tight in D([0, T ],M
+) wrt the
Skorohod topology.
Proof. Here we follow the proof of Proposition 4.1 of [3] and for that reason many
details are omitted. The proof follows from two observations. The first one is that there
exists a constant C > 0 such that, for any θ ∈ R and any N > 1, |Θ(N)LN 〈π
N
s
,G〉|< C .
Recalling (17), we have to show that
Θ(N)
N − 1
∑
x∈ΛN
(LNG)( xN )+ κN (θ)Θ(N)(N − 1)Nθ
∑
x∈ΛN
G( xN ) r−N ( xN ) + r+N ( xN ) < C . (49)
Let us start bounding the term on the LHS of last display. By a Taylor expansion on G,
we can bound that term from above by a constant times
Θ(N)
N2
∑
x∈ΛN
|G′( x
N
)|
∑
y∈ΛN
|y − x |p(y − x) ®
Θ(N)
N3
∑
x∈ΛN
|G′( x
N
)|®
Θ(N)
N2
,
plus terms vanishing, as N →∞. So, last display is o(1) for any value of Θ(N) given
in (15). Let us now analyze the term on the RHS of (49). Since the order of r±
N
( xN ) is
x−2, the whole term can be bounded from above by
κN (θ)Θ(N)
(N − 1)Nθ
∑
x∈ΛN
G( xN )x−2 ® κN (θ)Θ(N)Nθ+2 = O(1),
and this concludes the proof of the first observation. The second one is that 
MN
t
(G)
2
−
∫ t
0
Θ(N)

LN 〈π
N
s
,G〉2 − 2〈πN
s
,G〉LN 〈π
N
s
,G〉

ds,
is a martingale with respect to the natural filtration {Ft}t∈[0,T ], and the integrand func-
tion in last display can be bounded from above by a constant times
Θ(N)
(N − 1)4
∑
x ,y∈ΛN
(x − y)2p(x − y) +
κN (θ)Θ(N)
(N − 1)2Nθ
∑
x∈ΛN
 
G
 
x
N
2  
r−
N
( xN ) + r
+
N
( xN )

.
The term on the LHS of the previous display is of order O

Θ(N ) log(N )
(N−1)3

, so, for any value
of Θ(N), it is of lower order than O(1). To treat the term on the RHS of last display, we
perform a Taylor expansion on G around 0 and using the fact that r±
N
( xN ) ® x
−2, that
term can be bounded from above by
κN (θ)Θ(N)
Nθ+4
∑
x∈ΛN
1®
κN (θ)Θ(N)
Nθ+3
® O(1),
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for any value of θ < 1 (because in these regimes the test function vanishes at 0).
Nevertheless, for θ ≥ 1, we can bound it from above by a constant times
κN (θ)Θ(N)
Nθ+2
∑
x∈ΛN
x−2 ®
κN (θ)Θ(N)
Nθ+3
® O(1).
This concludes the proof. 
6. TECHNICAL LEMMAS
In this section we collect all the results that are needed in the previous arguments.
6.1. Convergence of discrete operators.
Lemma 6.1. Recall (25). Then,
lim
N→∞
1
log(N)
∑
x∈ΛN
Θ
±
x
= c2. (50)
Proof. We give in details the proof in the case of Θ−
x
, the case with Θ+
x
is analogous.
Observe that
1
log(N)
∑
x∈ΛN
Θ
±
x
=
1
log(N)
∑
x∈ΛN
∑
z≥x
zp(z) =
1
log(N)
 N∑
z=1
z∑
x=1
zp(z) +
∑
z>N
N−1∑
x=1
zp(z)

,
where the last equality is due to Fubini’s theorem. The term on the RHS of the previous
display can be bounded by
1
log(N)
∑
z>N
N−1∑
x=1
zp(z) ®
N − 1
log(N)
∑
z>N
z−2 ®
1
log(N)
so, it vanishes, as N →∞. Now observe that
1
log(N)
N∑
z=1
z∑
x=1
zp(z)− c2 =
1
log(N)
N∑
z=1
z2p(z)− c2 = c2

1
log(N)
N∑
z=1
1
z
− 1

,
then thanks to the estimate
∑k
n=1 n
−1 ≤ log k+ 1, it is easy to conclude. 
Lemma 6.2. For any s ∈ [0, T ], the following limit holds:
lim
N→∞
sup
x∈ΛN
 N2log(N)LNG( xN )− c2∆G( xN )− G′( xN ) Nlog(N)
∑
y∈ΛN
(y − x)p(y − x)
 = 0,
(51)
where LN was defined in (18).
Proof. By a Taylor expansion on G we can bound from above the term inside the supre-
mum by G′( xN ) Nlog(N)
∑
y∈ΛN
(y − x)p(y − x)

+
 1
log(N)
∆G( x
N
)
∑
y∈ΛN
(y − x)2p(y − x)− c2∆G(
x
N
)

+
 1
N log(N)
∑
y∈ΛN
G′′′(ξ)(y − x)3p(y − x)
,
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for some ξ between x
N
and y
N
, with x , y ∈ ΛN . To conclude, it is enough to prove that
the last two terms in the previous display vanish, as N →∞. Observe that, since G′′′
and ηN
s
are uniformly bounded, the third term of of last display can be bounded from
above by a constant times
1
N2 log(N)
∑
x∈ΛN
∑
y∈ΛN
1®
1
log(N)
,
and so, it vanishes as N →∞. The remaining term can be bounded from above by
sup
x∈ΛN
∆G( xN ) 1log(N)
∑
y∈ΛN
(y − x)2p(y − x)− c2
® sup
x∈ΛN
 c2
log(N)
N−1−x∑
y=1−x
y−1 − 1

≤
 c2
log(N)
N−2∑
y=1
y−1 − 1
 ≤ log(N − 2) + 1
log(N)
− 1®
1
log(N)
,
which vanishes, as N → ∞. Above, the first inequality follows from ∆G being uni-
formly bounded and the second one from the inequality
∑k
n=1 n
−1 ≤ log k+ 1.

6.2. Replacement lemmas. The replacement lemmas are technical results which are
used to close the equations coming from the Dynkin’s formula in terms of the empirical
measure. To properly state them we need to introduce the following quantities.
Lemma 6.3. Fix ε ∈ (0,1). For any θ ≥ 1, for any t ∈ [0, T ] and G ∈ C∞([0,1]), the
following limit holds
lim
N→∞
EµN
∫ t
0
1
log(N)
∑
x∈ΛN
G′( xN )
 
ηN
s
(x)−−→η εN
s
(0)

θ−
x
ds

= 0. (52)
The same result holds for the right boundary, that is, just replace
−→η εN
s
(0) by←−η εN
s
(N) and
Θ
−
x
by Θ+
x
.
Proof. We prove in detail the limit for the left boundary but the one for the right bound-
ary is completely analogous. By splitting the sum, we rewrite the integrand function
above as
1
log(N)
∑
x∈ΛN
x≤εN
G′( xN )
 
ηN
s
(x)−−→η εN
s
(0)

θ−
x
+
1
log(N)
∑
x∈ΛN
x>εN
G′( xN )
 
ηN
s
(x)−−→η εN
s
(0)

θ−
x
.
(53)
Observe that the term on the RHS of the previous display can be bounded by a constant
times
1
log(N)
∑
x∈ΛN
x>εN
∑
y≥x
c2 y
−2
®
1
log(N)
∑
x∈ΛN
x>εN
x−1 ®
1
log(N)
log

N−1
εN

which vanishes, as N →∞. To conclude, now we have to make use of the time inte-
gration of the remaining term. Therefore the expectation of the time integral from 0
to t of that term can be bounded, using Jensen’s inequality and the entropy estimate
obtained in [3], from above by a positive constant K0 plus
1
BN
logEνh

e
BN
∫ t
0
1
log(N )
∑
x∈ΛN
x≤εN
G′

x
N
 
ηNs (x)−
−→η εNs (0)

θ−x ds

.
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The constant K0 comes from (36), the price of the entropy to replace the measure µN by
νh, the Bernoulli product measure associatedwith a constant profile h(·) ≡ h. Moreover,
by the Feynman-Kac’s formula, last display is bounded from above by a constant times
sup
f
∫
1
log(N)
∑
x∈ΛN
x≤εN
G′

x
N
 
ηN (x)−−→η εN (0)

θ−
x
f (η)dνh+
N
B log(N)
〈LN
p
f ,
p
f 〉νh

,
(54)
where the supremum is carried over all the densities functions with respect to νh. Now,
we rewrite the sum inside the supremum as follows
∑
x∈ΛN
x≤εN
G′( xN )
 
ηN (x)−−→η εN (0)

θ−
x
=
1
εN
∑
x∈ΛN
x≤εN
G′( xN )θ
−
x
εN∑
y=1
 
ηN (x)−ηN (y)

=
1
εN
∑
x∈ΛN
x≤εN
G′( xN )θ
−
x
 x−1∑
y=1
x−1∑
z=y
 
ηN (z + 1)−ηN (z)

−
εN∑
y=x+1
y−1∑
z=x
 
ηN (z + 1)−ηN (z)

.
Let us define
C±(η, f , x) :=
 x−1∑
y=1
x−1∑
z=y
 
ηN (z + 1)− ηN (z)
 
f (η)± f (σz,z+1η)

−
εN∑
y=x+1
y−1∑
z=x
 
ηN (z + 1)− ηN (z)
 
f (η)± f (σz,z+1η)

.
Note now that we can rewrite the first term in the supremum in (54) as∫
1
log(N)
∑
x∈ΛN
x≤εN
θ−
x
G′( x
N
)C−(η, f , x)dνh +
∫
1
2 log(N)
∑
x∈ΛN
x≤εN
G′( x
N
)C+(η, f , x)dνh.
By a change of variables, the term on the RHS of the previous display is equal to 0. From
Young’s and Cauchy-Schwarz’s inequality, we can bound from above the first term in
the previous display by the sum of∫
1
εNAlog(N)
∑
x∈ΛN
x≤εN
θ−
x
G′( xN )
2
 x−1∑
y=1
x−1∑
z=y
 
ηN (z + 1)−ηN (z)
2 p
f (η) +
p
f (σz,z+1η)
2
−
εN∑
y=x+1
y−1∑
z=x
 
ηN (z + 1)−ηN (z)
2 p
f (η) +
p
f (σz,z+1η)
2
dνh
(55)
and ∫
A
2εN log(N)
∑
x∈ΛN
x≤εN
θ−
x
 x−1∑
y=1
x−1∑
z=y
 p
f (η)−
p
f (σz,z+1η)
2
−
εN∑
y=x+1
y−1∑
z=x
 p
f (η)−
p
f (σz,z+1η)
2
dνh,
(56)
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for a positive constant A. Note that∫  x−1∑
z=y
 p
f (η)−
p
f (σz,z+1η)
2
−
y−1∑
z=x
 p
f (η)−
p
f (σz,z+1η)
2
dνh ≤ D
N ( f ,νh).
Now we choose
A=
N
B log(N)
2 log(N)∑
x∈ΛN
x≤εN
θ−
x
,
which is possible since the sum in x is convergent if multiplied by 1/ log(N), see Lemma
6.1. Then, from (35), we can bound (56) by − N
B log(N ) 〈LN
p
f ,
p
f 〉νh and this term
cancels with the last one inside the supremum in (54).
It remains to analyze (55) for this choice of A. Since 1log(N )
∑
x∈ΛN
θ−
x
is convergent,
G′ and η are bounded, we can bound this term by a constant times
B
εN2
∑
x∈ΛN
x≤εN
θ−
x
∫ x−1∑
y=1
x−1∑
z=1
 p
f (η) +
p
f (σz,z+1η)
2
dνh ®
B
εN2
∑
x∈ΛN
x≤εN
x2
∑
y≥x
yp(y)
®
B
εN2
∑
x∈ΛN
x≤εN
x ® Bε,
where the first inequality comes from the fact that f is a density wrt νh and from the
inequality (a+ b)2 ® a2 + b2. So, when passing to the limit ε→ 0, this term vanishes.
This concludes the proof of (52).

Remark 6.4. We observe that following the same steps as in the previous proof, it is also
possible to show that
lim
N→∞
EµN
∫ t
0
∑
x∈ΛN
G( xN )r
−
N
( xN )
 
ηN
s
(x)−−→η εN
s
(0)

ds

= 0 (57)
and the same result for the right boundary, that is, just replace
−→η εN
s
(0) by←−η εN
s
(N) and θ−
x
by θ+
x
. Indeed, if one goes through the previous proof one just has to note that
∑
x∈ΛN
r±
N
( x
N
)
plays exactly the same role of the convergent sum 1log(N )
∑
x∈ΛN
θ±
x
.
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