ABSTRACT
INTRODUCTION
which makes it possible firstly to process uncertain information and secondly to combine information from several sources. In the framework of this theory, several decision rules are defined to enable us selecting the final class of .
USE THE EVIDENCE THEORY

Basic principle
After combination, a decision on the most likely element of Ω must be taken. Several decision rules are possible, but one of the most used is the "maximum of Pignistic probability" Presented by Smets [4] which uses the Pignistic transformation, and allows to evenly distributing the weight associated with a subset of Ω, on each of its elements:
Application to the vector quantization
All compression methods based on the Discrete Cosine Transform (DCT) following three steps, transformation of the difference image or predicted, quantizing and encoding the transformed coefficients [3] . The transformation is applied on blocks of 8*8 (pixels) and is defined by:
N is the block size (N = 8 is selected), x, y are the coordinates in the spatial domain and u, v coordinates in the frequency domain. Each block is composed of 64 coefficients. The coefficient (0.0) is denoted by DC and represents the average intensity of the block, others are denoted AC. The coefficients with the global information of the image are located in low frequency while those in the higher frequencies are often similar to noise [4] .
The quantization
HUFFMAN COMPRESSION FOR R, G AND B
In the proposed compression method, before applying Huffman compression, quantization is applied as it will give better results. In quantization, compression is achieved by compressing a range of values to a single quantum value. When the given number of discrete symbols in a given stream is reduced, the stream becomes more compressible. After the image is quantized, Huffman compression is applied. The Huffman has used a variable-length code table for the encoding of each character of an image where the variable-length code table is derived from the estimated probability of occurrence for each possible value of the source symbol. Huffman has used a particular method for choosing the representation for each symbol which has resulted in a prefix codes. These prefix codes expresses the most common source symbols using shorter strings of bits than are used for less common source symbols. In this way, we have achieved a compressed image. [5] 
EXPERIMENTAL RESULTS AND DISCUSSION
Four different color images have been taken for experimental purpose. Simulation results for different images are given in Table 1 . For measuring the originality of the compressed image Peak Signal to Noise Ratio (PSNR) is used, which is calculated using the formula The algorithm realized in Builder C++ to code and to decode the satellite image, but all these Images are resized into a resolution of 256 X 256. 
CONCLUSIONS
To improve the quantization step of the input vectors according to the code vectors present in a dictionary. Using the evidence theory has obtaining promising results. In our study setting, a vector quantization was performed on each of the three colors R, G and B, according to the color dispersion of the K-nearest neighbor. The results show that the use of evidence theory during the quantization step and Huffman coding is an improvement of the quality of the reconstructed images
