Abstract. Let F be a genus two Siegel newform and g a classical newform, both of squarefree levels and of equal weight ℓ. We prove a pullback formula for certain Eisenstein series -thus generalizing a construction of Shimura -and use this to derive an explicit integral representation for the degree eight L-function L(s, F × g). This integral representation involves the pullback of a simple Siegel-type Eisenstein series on the unitary group GU (3, 3). As an application, we prove a reciprocity law -predicted by Deligne's conjecture -for the critical special values
Introduction
If L(s, M) is an arithmetically defined (or motivic) L-series associated to an arithmetic object M, it is of interest to study its values at certain critical points s = m. For these critical points, conjectures due to Deligne predict that the corresponding L-values satisfy the following reciprocity law: In this paper, we prove a key special case of the above conjecture when M corresponds to the product F × g where F is a Siegel modular form and g a classical modular form. Precisely, fix odd, squarefree integers M, N . Let F be a genus two Siegel newform of level M and g an elliptic newform of level N ; see Section 6 for the definitions of these terms. We assume that F and g have the same even integral weight ℓ and have trivial central characters. We also make the following assumption about F : Suppose F (Z) = denote the subgroup of elements (h 1 , h 2 ) ∈ GSp(4) × GU (1, 1; L) for which h 1 , h 2 have the same multiplier. We define in Subsection 2.3 an embedding ι : R ֒→ GU (3, 3; L). Let Φ, Ψ denote the adelizations of F, g respectively. We can extend the definition of Ψ to GU (1, 1; L)(A) by defining Ψ(ag) = Ψ(g) for all a ∈ L × (A), g ∈ GL(2)(A). Our integral representation is as follows. where r = (g 1 , g 2 ), Λ is a suitable Hecke character of L and A(s) is an explicit normalizing factor, defined in Section 6.
The first step towards proving Theorem 6.3.3 was achieved in our earlier work [16] where we extended an integral representation due to Furusawa. That integral representation involved a complicated Klingen Eisenstein series attached to the cusp form g. The technical heart of this paper is a certain pullback formula (Theorem 2.4.1) that expresses our earlier Eisenstein series as the inner product of the cusp form and the pullback of the simpler higher-rank Siegel Eisenstein series E Υ . Formulas in this spirit were first proved in a classical setting by Shimura [18] . Unfortunately, Shimura only considers certain special types of Eisenstein series in his work which does not include ours (except in the full level case M = 1, N = 1). Furthermore his methods are classical and cannot be easily modified to deal with our case. The complicated sections at the ramified places and the need for precise factors make the adelic language the right choice for our purposes. We provide a complete proof of the pullback formula for our Eisenstein series which explicitly gives the precise factors at the ramified places needed by us.
Combining the pullback formula with our previous work, we deduce Theorem 6.3.3. It seems appropriate to mention here that the referee of our paper [16] has indicated it may have been well known to some experts that one could use such a pullback formula to rewrite the Furusawa integral representation.
From Theorem 6.3.3, we easily conclude that L(s, F × g) is a meromorphic function whose only possible pole on the right of the critical line Re(s) = 1 2 is simple and at s = 1. Moreover, with the aid of rationality results due to Garrett and Harris and the theory of nearly holomorphic functions due to Shimura, we prove the following Theorem. Then we have, (a) A(F, g; k) is algebraic (b) For an automorphism σ of C, A(F, g; k) σ = A(F σ , g σ ; k).
We remark here that the completely unramified case M = 1, N = 1 of the above theorem was already known by the works of Heim [7] and Böcherer-Heim [1] , who used a very different integral representation from the one in this paper. Also, just the algebraicity part of the above Theorem (i.e. part (a)) has been proved for the right-most critical value (corresponding to k = 1) in various settings earlier by Furusawa [3] , Pitale-Schmidt [15] and the author [16] .
To relate Theorem 8.2.1 to the conjecture of Deligne for motivic L-functions mentioned at the beginning of this introduction, we note that Yoshida [21] has shown that the set of all critical points for L(s, F × g) is {m : 2 − ℓ 2 ≤ m ≤ ℓ 2 − 1, m ∈ Z}. In particular, the critical points are always non-central (since the weight ℓ is even) and so the L-value is expected to be non-zero. Assuming the existence of a motive attached to F (this seems to be now known for our cases by the work of Weissauer [20] ) and the truth of Deligne's conjecture for the standard degree 5 L-function of F , Yoshida also computes the corresponding motivic periods. According to his calculations, the relevant period for the point m is precisely the quantity π 4m+3ℓ−4 F, F g, g that appears in our theorem above (once we substitute m = ℓ 2 − k). We note here that Yoshida only deals with the full level case; however, as the periods remain the same (up to a rational number) for higher level, his results remain applicable to our case.
Thus, Theorem 8.2.1 is compatible with (and implied by) Deligne's conjecture, and furthermore, it covers all the critical values to the right of Re(s) = 1 2 except for the L-value at the point 1.
The proof for the critical values to the left of Re(s) = 1 2 would follow from the expected functional equation. Extending our result to L(1, F × g) is intimately connected to proving the analyticity of the L-function at that point (see Corollary 6.3.4) . These questions, related to analyticity and the functional equation are also of interest for other applications and will be considered in a future paper. In particular, once analyticity results are known for all GL(1) and GL(2) twists of F , one could try using the converse theorem to lift F to GL (4) . This is currently work in progress with A. Pitale and R. Schmidt. We also note that the integral representation (Theorem 6.3.3) is of interest for several other applications. For instance, we hope that this integral representation will pave the way to certain new results involving stability, hybrid subconvexity, and non-vanishing results for the L-function under consideration following the methods of [11] . We are also hopeful that we can prove results related to non-negativity of the central value L( 1 2 , F ). These results appear to be new for holomorphic Siegel modular forms. For example, the non-negativity result is known in the case of generic automorphic representations by Lapid and Rallis [10] ; however, automorphic representations associated to Siegel modular forms are never generic. Another interesting application of the integral representation would be to the construction of p-adic L-functions.
We expect most of the results of this thesis to hold for arbitrary totally real base fields. It would be particularly interesting to work out the special value results when the Hilbert-Siegel modular forms have different weights for each Archimedean place. This case will be considered in a future work.
We briefly summarize the logical structure of this paper. Section 1 lays down the basic definitions concerning the Eisenstein series that will be used throughout the paper. In Section 2, we state the crucial pullback formula (Theorem 2.4.1). Roughly speaking, the pullback formula says that for a suitable choice of section Υ, the Petersson inner product E Υ (ι(g, h), s), Ψ(h) essentially equals a particular Klingen Eisenstein series E Ψ,Λ (g, s) living on GU (2, 2). The proof of the pullback formula involves extensive local harmonic analysis as well as a careful choice of local sections. Sections 3 and 4 are devoted to these computations and are possibly of independent interest. These local results are used in Section 5 to prove the pullback formula. In Section 6 we derive the crucial integral representation (Theorem 6.3.3) for L(s, F × g) by combining the pullback formula with a result from [16] that says that E Ψ,Λ (g, s), Φ(g, s) essentially equals L(3s + 1 2 , F × g). We rewrite our integral representation classically in Theorem 6.5.1. In Section 7, we recall various rationality results relating to Petersson inner products, Eisenstein series and nearly holomorphic modular forms. These results are due to Garrett, Harris and Shimura and are the key tools that when applied on our integral representation lead to the proof, in Section 8, of our main result (Theorem 8.2.1).
The author thanks W.T. Gan and M. Harris for their valuable suggestions and P. Nelson for carefully reading through a draft of this paper. Thanks are also due to the referee for suggestions which significantly improved this presentation.
This work was done while the author was a graduate student at Caltech and represents part of his Ph.D. dissertation. The author thanks his advisor Dinakar Ramakrishnan for guidance, support and many helpful discussions.
Notation. The symbols Z, Z ≥0 , Q, R, C, Z p and Q p have the usual meanings. A denotes the ring of adeles of Q, A f the finite adeles. For a complex number z, e(z) denotes e 2πiz .
For a matrix M we denote its transpose by M t . Denote by J n the 2n by 2n matrix given by
We use J to denote J 2 . For a positive integer n define the group GSp(2n) by
for any commutative ring R. Define Sp(2n) to be the subgroup of GSp(2n) consisting of elements g 1 ∈ GSp(2n) with µ n (g 1 ) = 1.
For an imaginary quadratic extension L of Q define
where g denotes the conjugate of g.
Define
The same definition works for g ∈ GSp(2n)(R), Z ∈ H n . For a commutative ring R we denote by I(2n, R) the Borel subgroup of GSp(2n, R) consisting of the set of matrices that look like A B 0 λ(A t ) −1 where A is lower-triangular and λ ∈ R × . Denote by B the Borel subgroup of G defined by B = I(4).
For a quadratic extension L of Q and v be a finite place of
If p is inert in L, the elements of Z 
For p a finite place of Q, their local analogues Γ 0,p (resp. Γ 0 p ) are defined by
The local Iwahori subgroup I p is defined to be the subgroup of K p = G(Z p ) consisting of those elements of K p that when reduced mod p lie in the Borel subgroup of G(F p ). Precisely,
1. Eisenstein series on GU (3, 3)
1.1. Assumptions. Let S be a finite subset (possibly empty) of the finite places of Q. Let S 1 , S 2 , S 3 be disjoint subsets of S such that S = S 1 ⊔ S 2 ⊔ S 3 .
We let M denote the product of primes in S 1 ⊔ S 2 and N denote the product of primes in S 2 ⊔ S 3 . Thus M, N are positive, squarefree integers determined by S 1 , S 2 , S 3 . Conversely, any choice of positive, squarefree integers M, N uniquely determines S 1 , S 2 , S 3 since we have
• S 1 is the set of primes that divide M but not N .
• S 2 is the set of primes that divide gcd(M, N ).
• S 3 is the set of primes that divide N but not M . Let L denote an an imaginary quadratic field such that all primes in
Too see that such characters exist, we note that for each prime 
For s ∈ C, we form the induced representation
consisting of smooth functions Ξ on H(A) such that 
* * * * * * * * * * * * * * * * * * 0 0 0 0 * * 0 0 0 0 * *
p → H(F p ) be the canonical map and define the subgroup
can be written in the form k ∞ = λ A B −B A where λ ∈ C, |λ| = 1, and A + iB, A − iB lie in U (3; R) (resp. U (2; R), U (1; R)) with det(A + iB) = det(A − iB).
For a positive even integer ℓ, define
Note that an alternate definition for ρ ℓ (k ∞ ) is simply
Also note that if k ∞ has all real entries, then
1.4.
A particular choice of section. Fix an element Q ∈ H 1 (Z) and an element Ω ∈ H 1 (Z). We abuse notation and use Q, Ω to also denote their natural inclusions into H(Q v ) for any place v. We impose the following condition on Ω for all primes p ∈ S 2 : 
where the groups M, N, M (1) , M (2) are as defined in [3] . Precisely,
We also write
Next, let g be a normalized newform of weight ℓ for Γ 0 (N ). g has a Fourier expansion
with b(1) = 1. It is then well known that the b(n) are all totally real algebraic numbers. We define a function Ψ on GL 2 (A) by
, and
Let σ be the automorphic representation of GL 2 (A) generated by Ψ. We know that σ = ⊗σ v where 
where
if g is not of the form above. It can be easily verified that everything is well-defined. We define the Eisenstein series
f Λ (γg, s).
2.
3. An important embedding. We define an embedding ι : R ֒→ H by
An essential feature of this embedding is the following. Suppose
and
It is this key fact that enables us to pass from Klingen Eisenstein series on G(A) to Siegel Eisenstein series on H(A). Henceforth, we fix
We note that Ω satisfies the condition stated at the beginning of Subsection 1.4.
The Pullback formula. For an element
We will compute the integral
Here, the measure is normalized by making all the local maximal compact subgroups K
where χ −D denotes the character of A × associated to L. Also, let ρ(Λ) denote the representation of GL 2 (A) obtained from Λ by automorphic induction. Hence, for a prime q / ∈ S, we have:
Then the pullback formula says:
as an identity of meromorphic functions.
We will prove the Pullback formula in Section 5 using the machinery developed in the next two sections.
3. The local integral and the unramified calculation 3.1. Definitions. We retain the notations and definitions of the previous section. Furthermore, for any prime p, we define the following compact subgroups of F (Q p ):
3.2. Some useful properties. First, we note some properties of the section Υ. Fix (g 1 , g 2 ) ∈ R(A).
• Let p be a prime not dividing M N and
Hence we have
Let W Ψ be the Whittaker model for Ψ. It is a function on F (A) defined by
We have the Fourier expansion
By the uniqueness of Whittaker models, we have a factorization
Now, for each place v, and elements
The evaluation of this local integral at each place v lies at the heart of our proof of the pullback formula.
First of all, by (2.3.2) and the properties proved in the previous subsection, observe that it is enough to evaluate the integral for k v lying in a fixed set of representatives of (P (
For 1 ≤ i ≤ 5, define the matrices s i ∈ G(Q) as follows:
Define the set Y ∞ = {1} and for a (finite) prime p, define the set Y p ⊂ G(Q p ) as follows:
Remark. In the above definition, we consider the s i and Θ as elements of G(Q p ). This makes
Proof. For v infinite or v a prime not dividing M N , this is obvious. Now let p be a prime dividing N but not M . If W denotes the eight element Weyl group, then W is a set of representatives for
there is some collapsing, as expected. By explicit computation we find that {1, s 1 , s 2 } do form a set of distinct representatives. The case when p|M is also proved similarly by explicit computation. For brevity, we do not include the details here.
The rest of this section and the next will be devoted to evaluating at each place v the integral
3.4. The local integral at unramified places. In this subsection, q will denote a prime that does not divide M N . Hence, both Λ q and σ q are unramified.
In particular, σ q is a spherical principal series representation induced from unramified characters α, β of Q × q . By abuse of notation we use q to also denote its inclusion in Q × q . Thus q is an uniformizer in our local field.
Let ρ(Λ) denote the representation of
otherwise. The aim of this subsection is to prove the following proposition.
Proposition 3.4.1. Let q be a prime such that q ∤ M N . Let 1 denote the trivial character and χ −D denote the Hecke character associated to the quadratic extension L/Q. Then, we have
.
q . There are three distinct cases: q can be inert, split or ramified in L. We consider each of these cases separately.
In this case, L q is a quadratic extension of Q q . We may write elements of L q in the form a+b
Also note that Λ q is trivial. We know (Cartan decomposition) that
where A n = q n 0 0 q −n . So (3.3.2) gives us
q .
The importance of this observation is that we can use the theory of Hecke operators for GL 2 to evaluate
Recall that classically T (q k ) denotes the Hecke operator corresponding to the set GL 2 (Z q )S k GL 2 (Z q ) where S k comprises of the matrices of size 2 with entries in Z q whose determinant generates the ideal (q k ). Also observe that
So we have
where β k is the eigenvalue corresponding to Ψ for the Hecke operator T (q k ). We put β k = 0 if k < 0.
Using [2, Proposition 4.6.4] we have
On the other hand, using (2.3.1) we see that Q · ι(1, A n )Q −1 is the matrix
We can write C = P K where 
We can identify L q with Q q ⊕ Q q with Q q embedded diagonally as t → (t, t).
The Cartan decomposition gives us
For brevity, let us denote Λ q (q 1 ) by λ. Note that for any integer m,
Now, using (3.3.2), we have
Using the above conventions, and the notation of the inert case, we have
So, we have (3.4.8)
where we put
[Note that by C we actually mean the pair (C, C * ). This convention will be used throughout our treatment of the split case; thus the letters P, K etc. are really a shorthand for (P,
First we consider the case m ≥ 0. We can write C = P K where
Now suppose 0 ≥ m ≥ −k. For convenience we temporarily put n = −m. So 0 ≤ n ≤ k. Writing C in the form P K we verify that
So, when −k ≤ m ≤ 0 we have
Finally, consider the case m ≤ −k. For convenience we again put n = −m. So 0 ≤ k ≤ n. By similar calculations as above, we find that
Substituting ( 
We largely revert to the notation of the inert case. Write elements of L q as a + bq 1 with a, b ∈ Q q and q 1 an uniformizer in
The Cartan decomposition takes the form
. So, by the same argument as in the inert case, we have,
where, of course, we put β n = 0 for negative n. Now ι(1, A n ) is the same matrix as in the inert case with q replaced by q 1 . So the same choice of P and K work.
Thus, by (1.2.1) we have
Substituting (3.4.4),(3.4.15), (3.4.16) in (3.4.14) we have
This completes the proof.
4. The local integral for the ramified and infinite places 4.1. The local integral for primes in S 3 . Let r be a prime dividing N but not M . Note that r is inert by our assumptions. In this section we will prove the following proposition.
Proposition 4.1.1. We have
Proof. Recall that σ is the irreducible automorphic representation of GL 2 (A) generated by Ψ. Let σ r be the local component of σ at the place r. We know that σ r = Sp ⊗ τ where Sp denotes the special (Steinberg) representation and τ is a (possibly trivial) unramified quadratic character. We put a r = τ (r), thus a r = ±1 is the eigenvalue of the local Hecke operator T (r). We first deal with the case k r = 1. Let Γ
In other words Υ r (Q · ι(1, g), s) only depends on the double coset Γ
where a, b ∈ Z r . Also note that Λ r is trivial. We know (Bruhat-Cartan decomposition) that Now W Ψ,r is an eigenvector for the Iwahori-Hecke algebra, hence each of the integrals in (4.
We may normalize W Ψ,r (1) = 1; it follows that
Given an element k ∈ Γ e F 1 0,r we can find l ∈ Z × L,q such that kl ∈ Γ 0,r . It follows that if
where Next, we check that the quantities Υ r (Q · ι(1, A n w), s), Υ r (Q · ι(1, wA n ), s), are both equal to 0. Indeed Υ r (Q · ι(1, A), s) = 0 whenever Q · ι(1, A) as an element of H(Q r ) does not belong to P e H (Q r )QU e H r . Let K be the matrix defined in (3.4.5) with q replaced by r. It suffices to prove that the quantities KQ · ι(m(w), 1), KQ · ι(1, w)· do not belong to (P e H (Q r ) ∩ K e H r )QU e H r . We check this by taking a generic element P of (P e H (Q r ) ∩ K e H r ) and showing that Q −1 P K 0 / ∈ U e H r where K 0 is one of the above quantities. That is a simple computation and is omitted.
On the other hand, putting 
we can check that
Also, putting 
So, using (4.1.5),(4.1.6) (4.1.7) and (4.1.8), Z r (g r , 1, s) = 1 r + 1 W Ψ,r (g r ) · 1 + r −6s−3 1 − r −6s−3 .
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Finally, we deal with the case when k r = s 1 or s 2 . The key observation is that if k ∈ K e F 1 r then for i = 1, 2 
r ; in other words W is a vector in the Whittaker space that is right K e F 1 r invariant. But the only such vector is the 0 vector and this completes the proof.
4.2.
The local integral for primes in S 2 . In this subsection, we prove the following proposition.
Proposition 4.2.1. Let p be a prime dividing gcd(M, N ) and k p ∈ Y p . We have
Proof. Recall that σ is the irreducible automorphic representation of GL 2 (A) generated by Ψ. Let σ p be the local component of σ at the place p. We know that σ p = Sp ⊗ τ where Sp denotes the special (Steinberg) representation and τ is a (possibly trivial) unramified quadratic character. We put a p = τ (p), thus a p = ±1 is the eigenvalue of the local Hecke operator T (p).
We first consider the case k p = 1. By a similar argument as before, we have,
In other words Υ p (Q · ι(1, g), s) only depends on the double coset Γ
For definiteness we may take
0,p . From this fact and the Bruhat-Cartan decomposition (4.1.2), it follows that
where as before A n = p n 0 0 p −n and w = 0 1 −1 0 . Now, in the proof of Proposition 4.1.1 we saw that the elements 
So (3.3.2) gives us
Hence, by the same argument as in the proof of that proposition, we have
It is easy to check that the last quantity is equal to
We can check that for n > 0, Q · ι(1, A n l) does not belong to P e H (Q p )QI ′ e H p , hence Υ p (Q · ι(1, A n l), s) = 0. We can also check that for l = 1, l ∈ U, Q · ι(1, l) does not belong to
and hence for all n > 0 we have
So we conclude that
So, by the same argument as before, we know that
Also, by explicit computation, we check that Q · ι(s 1 , A n w l), Q · ι(s 1 , wA n l) do not belong to P e H (Q p )QI ′ e H p for any n ≥ 0. Moreover, the quantity Q · ι(s 1 , A n l) belongs to P e H (Q p )QI ′ e H p if and only if n = 0, l = 1. On the other hand, for n > 0, the quantity Q · ι(s 1 , wA n w l) does belong to P e H (Q p )QI ′ e H p . By explicit computation which we omit, one sees that
But we check that Υ p (Q · ι(s 1 , wA n w l), s) = Λ p (l)p −6n(s+1/2) and hence
This completes the proof that
Next, we consider . So, to prove that Z p (g p , s 2 , s) = 0 it is enough to prove that each of the elements Q·ι(s 2 , A n l), Q·ι(s 2 , A n w l), Q·ι(s 2 , wA n l), Q·ι(s 2 , wA n w l) cannot belong to P e H (Q p )QI ′ e H p for any n ≥ 0. This we do by an explicit computation. The details are omitted.
Next, take k p = s 3 . Once again, we check that if k ∈ Γ ′0, e
On the other hand, an explicit computation again shows that the elements Q · ι(s 3 , A n l), Q · ι(s 3 , A n w l), Q · ι(s 3 , wA n l), Q · ι(s 3 , wA n w l) cannot belong to P e H (Q p )QI ′ e H p . So by exactly the same argument as the previous case, Z p (g p , s 3 , s) = 0.
Next consider the case k p = Θ. Define 
On the other hand, if n > 0, then Q · ι(Θ, wA n w l) does belong to P e H (Q p )QI ′ e H p . Indeed, by explicitly writing down the decomposition, we see that
But we see that Υ p (Q · ι(Θ, wA n w l), s) = Λ p (l)p −6n(s+1/2) and hence
The rest of the proof is similar: by explicit computations, we check that Z p (g p , Θs 2 , s) = 0, Z p (g p , Θs 4 , s) = 0, Z p (g p , Θs 5 , s) = 0.
4.3.
The local integral for primes in S 1 . In this subsection, we prove the following proposition. Proposition 4.3.1. Let p be a prime dividing M but not N and k p ∈ Y p . We have
Proof. Recall that σ is the irreducible automorphic representation of GL 2 (A) generated by Ψ. Let σ p be the local component of σ at the place p. We also let α, β be the unramified characters of Q × p from which σ p is induced.
1,p be as defined in the previous subsection. We first consider the case k p = 1. As in the previous case, Υ p (Q · ι(1, g), s) only depends on the
By explicit computation we check that, Q · ι(1, A n l), Q · ι(1, A n w l), Q · ι(1, wA n l), Q · ι(1, wA n w l) do not belong to P e H (Q p )ΩI ′ e H p . Thus only the section supported on Q contributes. So, by the results of the previous subsection, and by (4.2.2), we have
Next, consider the case k p = s 1 . Again, by explicit computation, we check that for n > 0,
Furthermore Q · ι(s 1 , w l) does not belong to P e H (Q p )ΩI ′ e H p and Q · ι(s 1 , l) belongs only when l = 1. So
where the 1 comes from the results of the previous subsection. Noting that Υ p (Q · ι(s 1 , l), s) = Λ p (l) and that l∈U
be as in the previous subsection. By the argument there, we know that Υ p (Q · ι(s 2 , g), s) depends only on the double coset
To prove that Z p (g p , s 2 , s) = 0 it is enough to prove that each of the elements Q · ι(s 2 , A n l), Q · ι(s 2 , A n w l), Q · ι(s 2 , wA n l), Q · ι(s 2 , wA n w l) cannot belong to P e H (Q p )ΩI ′ e 4.4. The local integral at infinity. In this subsection we prove the following proposition.
Proposition 4.4.1. We have
where B ∞ (s) =
∞ is the maximal compact subgroup of F 1 (R). Furthermore, note that any element h of F 1 (R) can be written in the form
We normalize our Haar measures such that K e F ∞ has volume 1. Also, note that Λ ∞ is trivial and for
where dx, db are the usual Lebesgue measures.
), s) we need to write the Iwasawa decomposition of Q·ι(1, u(x)t(b)). However, finding an explicit decomposition is not really necessary. Indeed, we know that there exists some decomposition
. By explicit computation, we see that 
On the other hand, we have
By explicit computation, we see that
On the other hand, we know that the normalized Whittaker function satisfies
We will prove the proposition only for g ∞ = 1, the calculations in the general case are similar. We need to evaluate the integral (4.4.5)
Putting b 2 = y , the above integral becomes
Applying [5, (6.11) ] to the inner integral, (4.4.6) becomes
2 e −4πy(1+t) dy evaluates to
Using this, and the formula
we see that (4.4.6) simplifies to
Proof of the Pullback formula
In this section, we will prove Theorem 2.4.1.
Recall the definition of E(g, s) from Subsection 2.4. Our main step in computing E(g, s) will be the evaluation of the following integral:
By [18] , we know that the integral above converges absolutely and uniformly on compact sets for Re(s) large. We are going to evaluate the above integral for such s.
Note that
v , we may write
For any p ∈ S 3 we have, by the Bruhat decomposition,
Recall that we defined the compact subgroup U
Therefore we have
We write
Thus we have
Recall the Whittaker expansion
Note that the uniqueness of the Whittaker function implies
where the local zeta integral
So, by the results of the previous two sections, we have
where we define
From (5.0.9),(5.0.10),(5.0.11),(5.0.12) we conclude that
where f Λ (g, s) is defined as in Section 2.2.
We are now in a position to prove the Pullback formula.
Proof of Theorem 2.4.1. Recall the definition of B(s) from (2.4.2). Also recall that we defined
The pullback formula states that
Since E Υ is left invariant by H(Q), we have
By abuse of notation, we use R(Q) to denote its image in H(Q). Let V (Q) = Q R(Q)Q −1 . First, we recall from [18] that |P e H (Q)\ H(Q)/V (Q)|=2. We take the identity element as one of the double coset representatives, and denote the other one by τ . Thus
Let us denote by R 1 , R 2 the corresponding sets of coset representatives, i.e. R 1 ⊂ V (Q), R 2 ⊂ τ V (Q) and
Recall that we defined
for Re(s) large. We can write
Now, by [18, 22.9 ] the orbit of τ is 'negligible' for our integral, that is for all g,
It follows that
On the other hand, by [18, 2.7] we can take R 1 to be the following set:
For Re(s) large, we therefore have
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Substituting in (5.0.16) we have
for Re(s) large (so that all sums and integrals converge nicely and our manipulations are valid).
However, E Υ (ι(g, h), s) is slowly increasing away from its poles, while Ψ(h) is rapidly decreasing. Thus the left side above converges absolutely for s ∈ C away from the poles of the Eisenstein series. Hence (5.0.18) holds as an identity of meromorphic functions.
6. Integral representations for holomorphic forms 6.1. Siegel newforms of squarefree level. For M a positive integer define the following global congruence subgroups.
When M = 1 each of the above groups is simply Sp(4, Z). For M > 1, the groups are all distinct. If Γ ′ is equal to one of the above groups, or (more generally) is any congruence subgroup, we define S k (Γ ′ ) to be the space of Siegel cusp forms of degree 2 and weight k with respect to the group Γ ′ .
More precisely, let
satisfies f (γZ) = det(J(γ, Z)) k f (Z) for γ ∈ Γ ′ , Z ∈ H 2 and vanishes at the cusps. It is well-known that f has a Fourier expansion
where e(z) = exp(2πiz) and S runs through all symmetric semi-integral positive-definite matrices of size two. Now let M be a square-free positive integer. For any decomposition M = M 1 M 2 into coprime integers we define, following Schmidt [17] , the subspace of oldforms S k (B(M )) old to be the sum of the spaces
For each prime p not dividing M there is the local Hecke algebra H p of operators on S k (B(M )) and for each prime q dividing M we have the Atkin-Lehner involution η q also acting on S k (B(M )). For details, the reader may refer to [17] .
By a newform for the minimal congruence subgroup B(M ), we mean an element f ∈ S k (B(M )) with the following properties (a) f lies in the orthogonal complement of the space S k (B(M )) old .
(b) f is an eigenform for the local Hecke algebras H p for all primes p not dividing M . (c) f is an eigenform for the Atkin-Lehner involutions η q for all primes q dividing M . Remark. By [17] , if we assume the hypothesis that a nice L-function theory for GSp(4) exists, (b) and (c) above follow from (a) and the assumption that f is an eigenform for the local Hecke algebras at almost all primes. 6.2. Description of F and Λ. Let M be an odd square-free positive integer and
be a Siegel newform for B(M ) of even weight ℓ.
We make the following assumption:
where γ ∈ G(Q), g ∞ ∈ G(R) + and
Because we do not have strong multiplicity one for G we can only say that the representation of G(A) generated by Φ is a multiple of an irreducible representation π. However that is enough for our purposes.
We know that π = ⊗π v where
where d is the integer defined in (6.2.1). Thus, we have fixed a choice for the imaginary quadratic field L, which was till now assumed to be more or less arbitrary.
Next we will fix a choice for Λ. The choice, like that of L will depend on F . Basically Λ is a Hecke character satisfying the four assumptions of Section 1 such that F has a non-trivial Bessel model for Λ. More precisely, we choose the character Λ and define the quantity a(Λ) as in [16, Subsection 8.3 ].
6.3. The integral representation. The following theorem was proved in [16] . 
where f = gcd(M, N ),
and σ 1 (A), P A , ζ A are as defined earlier.
Remark. For related results, see [3] , [14] , [15] . Recall the definition of B(s) from (2.4.2) and let
A(s) = B(s)C(s).
In the next lemma we state a simple property that seems worthwhile to point out.
Lemma 6.3.2. A(s) has no zeroes or poles for Re(s) ≥ 0.
Proof. This follows from a cursory examination of the definition of A(s); none of the zeroes or poles of the constituent functions occur to the right of 0.
Let R denote the subgroup of R consisting of elements h = (h 1 , h 2 ) such that h 1 ∈ G, h 2 ∈ F and µ 2 (h 1 ) = µ 1 (h 2 ). The above Theorem, along with our pullback formula, implies the following result.
Theorem 6.3.3. We have
This new integral representation has a great advantage over the previous one: the Eisenstein series E Υ (g, s) is much simpler than E Ψ,Λ (g, s) (even though it lives on a higher rank group). This is because it is induced from a one-dimensional representation of the Siegel parabolic. Thus, it is more suitable for applications, especially with regard to special value results. 
Define the groups G + (R), H + (R), F + (R) similarly. Also recall the definitions of the symmetric domains H n , H n from the section on notations. We define the 'standard embedding' of
We use the same notation (Z 1 , Z 2 ) to denote an element of H 2 × H 1 and its image in H 3 under the above embedding. Note that this embedding restricts to an embedding of H 2 × H 1 into H 3 . We also define another embedding u of
Clearly this embedding also restricts to an embedding of H 2 × H 1 into H 3 . Furthermore, the following is true, as can be verified by an easy calculation: 
Proof. Let us write g ∞ = m(A, v)nk ∞ where m(A, v) ∈ M (A), n ∈ N (A) and k ∈ K e H ∞ . Then, (1.2.1) and (1.4.6) tells us that
On the other hand, we can verify that
Also we see that
Putting the above equations together, we get the statement of the lemma.
depends only on g ∞ (i).
Proof. We have
So, by the above lemma,
Now,consider the coset decomposition
where t i ∈ F (A f ), t * i = t i −1 , and
We note here that the constant h comes up because the class number of L may not be 1 and because the det map from Γ ′ e Also, we note that by the Cebotarev density theorem, we may choose
where q i corresponds to an ideal of Z that splits in L. In particular gcd(q i , M N ) = 1. Now, let
Also, we define the congruence subgroup Γ M,N of Sp 4 (Z) by
Recall the definition of U 
Observe that
Next, put
For Z ∈ H 3 , define the Eisenstein series E i Υ (Z; s) by
Proof. We know that E Υ (g, s) converges absolutely and uniformly for s > 1 2 . So if ℓ > 6, it follows that E i Υ (Z; 0) is holomorphic. Furthermore, the case ℓ = 6 corresponds to the point s = 1 2 of E Υ (g, s). From the general theory of Eisenstein series, we know that the residue of E Υ (g, s) restricted to K e H ∞ at s = 1 2 must be a constant function. However, because E Υ (g, s) is an eigenfunction of K e H ∞ with non-trivial eigencharacter, this residue must be zero. Hence E i Υ (Z; 0) is a holomorphic function of Z even for ℓ = 6.
Let A ∈ Γ M,N , B ∈ Γ i . It suffices to show that
Put s ′ = s 0 /3 + ℓ/6 − 1/2. We have
= det(J(ι (Ag 1 , B g 2 On the other hand, we can check that det(J((Ag 1 , B g 2 ), i)) ℓ = det(J(A, Z 1 )) ℓ det(J(B, Z 2 )) ℓ det(J(g 1 , i)) ℓ det(J(g 2 , i)) l .
Putting everything together, we see that 
where for i = 1, 2, we define the invariant measure dZ i on H 3−i by
Proof. By Theorem 6.3.3, it suffices to prove that for g = (g 1 , g 2 ), E Υ (ι(g 1 , g 2 ), ℓ − 1 − 2k 6 )Φ(g 1 )Ψ(g 2 )Λ −1 (det g 2 )dg (6.5.1)
where F 1 is a fundamental domain for Γ i \H 1 and F 2 a fundamental domain for Γ M,N \H 2 . Now, the quantity inside the integral in (6.5.1) is right invariant by U R K R ∞ . Also, we note that the volume of U R K R ∞ is equal to (V M,N ) −1 (recall that we normalize the volume of the maximal compact subgroup to equal 1).
Hence we see that (6.5.1) equals (6.5.3)
Now, by strong approximation for Sp 4 (A) and (6.4.2) we know that Z(A)R(Q)\R(A)/U R K tells us that the restriction of this function to H 2 × H 1 is a nearly holomorphic modular form with respect to the appropriate subgroups. More precisely, we have
We remark here that for a general f ∈ N 3(k−1) ( H 3 ) we can only say that f (Z 1 , Z 2 ) ∈ N λ 1 (H 2 )⊗ N λ 2 (H 1 ) where the sum should be extended over all (λ 1 , λ 2 ) with λ 1 + λ 2 = 3(k − 1). However, in this case, we know by (6.4.1) the exact nature of the polynomial of degree 3(k − 1); thus we can conclude that λ 1 = 2(k − 1), λ 2 = k − 1.
To prove the desired algebraicity result for critical L-values, we will need to know rationality properties for the nearly holomorphic modular forms in (7.2.1). That is the substance of the next proposition. whenever f ∈ N t q ( H 3 ). This easily follows from [19, p. 118 ] since the Maass-Shimura operators are special cases of the operators considered there and the projection map is Aut(C)-equivariant. An alternative way to directly see (7.2. 3) is to observe that the action of the Maass-Shimura operator on the Fourier coefficients of a nearly holomorphic form can be explicitly computed and observed to satisfy the desired property. The details in the symplectic case were worked out by Panchishkin [13, Theorem 3.7] ; the calculations in the unitary case are very similar.
We know that E i Λ,ℓ+2−2k (Z; 0) ∈ N 0 ℓ+2−2k ( H 3 ; Q). So, we can apply (7.2.3) when t = 0, p = k − 1, q = ℓ + 2 − 2k, f = E i Λ,ℓ+2−2k (Z; 0). Moreover, by the result of Harris stated in the previous section, But (7.2.4) is precisely the content of Shimura's calculations in [19, (17.27) ]. We remark here that the Eisenstein series Shimura considers has different sections than ours at the finite places dividing M N ; however that does not make a difference because the differential operator only depends on the archimedean section. In particular, we apply [19, Theorem 12.13] to each term of the definition of our Eisenstein series using (6.4.1) and observe that (7. [19, (17.20) ].
7.3. Holomorphic projection. Shimura observed [19, p. 123 ] that for q > n + t, there exists a holomorphic projection operator A on N t q (H n ). For a nearly holomorphic form f ∈ N t q (H n ), Af is a modular form of weight q (i.e. an element of N 0 q (H n )). For any cusp form g of weight q on H n , < f, g >=< Af, g > .
More precisely, by the proof of [19, Theorem 15 .3], we can write
where L q is a rational polynomial of certain differential operators and f ′ is a certain nearly holomorphic form. The differential operators which are used to define L q are Aut(C)-equivariant by [19, Theorem 14.12] . Thus, for an automorphism σ of C, we have
So we can conclude that
