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Among the multitude of known cuprate material families and associated structures,
the archetype is “infinite-layer” ACuO2, where perfectly square and flat CuO2 planes are
separated by layers of alkaline earth atoms. The infinite-layer structure is free of mag-
netic rare earth ions, oxygen chains, orthorhombic distortions, incommensurate super-
structures, ordered vacancies, and other complications that abound among the other ma-
terial families. Furthermore, it is the only cuprate that can be made superconducting by
both electron and hole doping, making it a potential platform for decoding the complex
many-body interactions responsible for high-temperature superconductivity. Research
on the infinite-layer compound has been severely hindered by the inability to synthesize
bulk single crystals, but recent progress has led to high-quality superconducting thin film
samples.
Here we report in situ angle-resolved photoemission spectroscopy measurements of
epitaxially-stabilized Sr1−xLaxCuO2 thin films grown by molecular-beam epitaxy. At low
doping, the material exhibits a dispersive lower Hubbard band typical of other cuprate
parent compounds. As carriers are added to the system, a continuous evolution from
Mott insulator to superconducting metal is observed as a coherent low-energy band de-
velops on top of a concomitant remnant lower Hubbard band, gradually filling in the
Mott gap. For x = 0.10, our results reveal a strong coupling between electrons and (pi, pi)
antiferromagnetism, inducing a Fermi surface reconstruction that pushes the nodal states
below the Fermi level and realizing nodeless superconductivity. Electron diffraction mea-
surements indicate the presence of a surface reconstruction that is consistent with the
polar nature of Sr1−xLaxCuO2.
Most knowledge about the electron-doped side of the cuprate phase diagram has been
deduced by generalizing from a single material family, Re2−xCexCuO4, where robust anti-
ferromagnetism has been observed past x ≈ 0.14. In contrast, in all hole-doped cuprates,
Ne´el order is rapidly suppressed by x ≈ 0.03, with superconductivity following at higher
doping levels. Studies of cuprates, however, often yield material-specific features that
are idiosyncratic to particular compounds. By studying a completely different electron-
doped cuprate, we can for the first time independently confirm that the cuprate phase dia-
gram is fundamentally asymmetric and provide a coherent framework for understanding
the generic properties of all electron-doped cuprates.
BIOGRAPHICAL SKETCH
John Harter was born in Syracuse—just one hour north of Cornell—in the summer of
1984. From a very young age, he demonstrated an unrelenting curiosity about the nat-
ural world and dreamed of becoming a scientist. When he was seven years old, John’s
parents decided they were fed up with the weather of central New York and moved the
family to sunny Florida. There, high school presented John’s first exposure to physics,
and he fell in love with its beauty and simplicity. In 2002, he was salutatorian of his high
school graduating class and moved to Gainesville to attend the University of Florida. He
majored in physics and mathematics after reluctantly dropping a third major—chemistry.
During the last year of his undergraduate education, John performed theoretical research
on superconductivity under the advisement of Professor Peter Hirschfeld, published his
first manuscript, and earned a National Science Foundation Graduate Research Fellow-
ship. In 2006, he graduated summa cum laude with Bachelor of Science degrees in physics
and mathematics and moved to Ithaca to start graduate school at Cornell University.
There he became the first student to join Professor Kyle Shen’s new research group, help-
ing to build the laboratory up from scratch. He received a Master of Science degree in
physics from Cornell in 2010 while pursuing research on angle-resolved photoemission
spectroscopy of thin films grown by molecular-beam epitaxy. The results of this research
would eventually form his doctoral dissertation, presented here.
iii
“The electron is not as simple as it looks.”
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CHAPTER 1
INTRODUCTION
Condensed matter physics is the branch of modern science dedicated to studying the
physical phenomena that arise when matter, at low temperatures and high densities, con-
denses to form solids, liquids, and gases. Of the four fundamental forces of nature, it is
the electromagnetic force that dominates condensed matter systems and, along with grav-
itation, encompasses the whole of our everyday experiences. The attraction and repulsion
of refrigerator magnets, the melting of ice cubes in a glass of water, the rigidity of steel
bridges, and the flow of electrons in a semiconducting microchip are all examples of phe-
nomena that emerge from condensed phases of matter interacting via the electromagnetic
force. Indeed, a defining characteristic of a condensed matter system is the presence of in-
teractions among different constituents of the system. The treatment of these interactions
presents an immense intellectual difficulty often deemed ”the many-body problem.“
1.1 The many-body problem
When describing a real physical system, interactions among constituents are unavoid-
able. The planets of the solar system interact via their gravitational pull on each other,
modifying their orbits in often profound ways. In liquids, the van der Waals attraction
between nearby molecules gives rise to surface tension. In crystalline solids, where atoms
are bonded together in a periodic array, the long-range Coulomb interaction of electrons
and ions dominates. The difficulties associated with many-body problems arise from
the fact that the presence of interactions often makes the behavior of a physical system
impossible to predict analytically and extremely difficult to simulate numerically. The
many-body problem is ubiquitous in physics and presents a serious challenge. To quote
Richard D. Mattuck:
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“In eighteenth-century Newtonian mechanics, the three-body problem was in-
soluble. With the birth of general relativity around 1910 and quantum electro-
dynamics in 1930, the two- and one-body problems became insoluble. And
within modern quantum field theory, the problem of zero bodies (vacuum) is
insoluble. So, if we are after exact solutions, no bodies at all is already too
many!” [1]
Fortunately, certain kinds of systems with sufficiently weak interactions are amenable
to simple analyses. In particular, this dissertation deals with conducting metals, where a
powerful idea called “Fermi liquid theory” allows interactions between mobile electrons
to be treated in a simple, comprehensive, and consistent way. The concept of a Fermi
liquid serves as a straightforward starting point for the investigation of stronger electronic
interactions, which will be a major subject of this dissertation.
1.2 Fermi liquid theory
The concept of a Fermi liquid is primarily due to Lev Landau [2–4] in his attempt to ex-
plain why the noninteracting electronic band theory of Felix Bloch [5] seemed to work so
well. A basic understanding of the theory can be obtained by considering what occurs
when the interaction term in the Hamiltonian of an electronic system is slowly turned on.
The starting wavefunction, consisting of independent one-electron levels (a Fermi gas),
will no longer remain an eigenstate of the Hamiltonian: the individual energy levels will
shift and electrons will start scattering between states. If the scattering rate is low, the sys-
tem may be treated like an independent electron system, but with modified energy levels
and a finite particle lifetime [6, 7]. The key point is that if the interactions are sufficiently
weak, the basic structure of the wavefunction will not change. This is illustrated in Fig-
2
ure 1.1, where the wavefunctions of the infinite square well and the quantum harmonic
oscillator are compared. The Hamiltonians of the two systems are qualitatively similar,
leading to approximately congruent wavefunctions. In the same way, the wavefunctions
of a weakly interacting Fermi liquid will retain the same basic structure of a Fermi gas.
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Figure 1.1: Illustration of the basic idea behind Fermi liquid theory. Changing the Hamil-
tonian from the infinite square well to the quantum harmonic oscillator does not alter the
basic structure of the wavefunctions. For example, the number of wavefunction nodes is
conserved.
It turns out that the Pauli exclusion principle significantly restricts the scattering rate
of electrons near the Fermi energy in a metal [1,7]. In order for an electron with energy 1
to scatter, it must interact with another electron with energy 2 lying below the Fermi level
(because at low temperatures those are the only occupied states). The exclusion principle
forbids double occupancy of states and therefore demands that the electrons scatter into
the unoccupied states 3 and 4 lying above the Fermi level. Energy conservation during
the scattering process requires that
1 + 2 = 3 + 4. (1.1)
If 1 lies within an energy difference ∆ with respect to the Fermi level, the other three
energies are only allowed to vary within an energy shell of thickness ∆ about the Fermi
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surface. This restriction of phase space leads to a scattering rate of order ∆2. This means
that at zero temperature, an electron on the Fermi surface (∆ = 0) will never scatter. At
finite temperatures, ∆ ∼ kBT and the lifetime τ of single-particle states will vary as
h¯
τ
∼ (kBT )2 , (1.2)
where h¯ is Planck’s constant, kB is Boltzmann’s constant, and T is the temperature of the
system. Thus, in a metal the scattering rate near the Fermi surface can be made as small
as one wishes by going to sufficiently low temperatures. This reduced scattering rate
greatly expands the range of applicability of the Fermi liquid theory, provided that upon
moving from a Fermi gas to a Fermi liquid the exclusion principle is retained among the
fundamental excitations of the system.
1.2.1 Quasiparticles
We have described how the fundamental excitations of a Fermi liquid remain in one-to-
one correspondence with the independent electron levels of a Fermi gas. Weak interac-
tions simply “renormalize” the energies and lifetimes of the single-particle levels. These
new states are called “quasiparticles” because they retain the same basic form of free elec-
trons but can be imagined to carry a “cloud” of agitated neighbors as they move through
the system. Figure 1.2 shows a cartoon comparing a Fermi gas of noninteracting parti-
cles to a Fermi liquid with interacting quasiparticles. In a Fermi liquid, quasiparticles are
long-lived resonances of the many-body Hamiltonian that behave like single particles,
but are not true eigenstates.
Fermi liquid theory and the quasiparticle concept form a basic starting point for un-
derstanding the many-body problem in strongly interacting electronic materials. Indeed,
interpretations of experimental data on electron systems often use the language of quasi-
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(a) (b)
Fermi gas Fermi liquid
Figure 1.2: Cartoon of a quasiparticle. (a) In a Fermi gas, electrons do not interact with
each other and behave independently. (b) In a Fermi liquid, interactions modify the prop-
erties of individual electrons, transforming them into so-called “quasiparticles” that have
a renormalized dispersion and a finite lifetime.
particles: dispersion relations, self-energies, lifetimes, and scattering rates, for example.
This dissertation investigates a particular class of transition metal oxides where strong in-
teractions manifest themselves in interesting ways, and the quasiparticle concept serves
as a framework for discussing the effects of such interactions.
1.3 Outline of the text
In this chapter, we have introduced the central framework supporting modern condensed
matter physics of conducting electronic materials: Fermi liquid theory and its associated
quasiparticles. The remainder of this dissertation is outlined as follows: Chapters 2 and
3 review the experimental techniques of angle-resolved photoemission spectroscopy and
molecular-beam epitaxy, respectively. These techniques form the basic tools for the ex-
perimental work discussed later. Chapter 4 examines high-temperature superconduc-
tors, with special attention to their general electronic structure. Chapter 5 introduces the
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infinite-layer cuprate material family, reviewing the current state of experimental under-
standing and enumerating known properties. Chapter 6 presents the electronic structure
of infinite-layer Sr0.90La0.10CuO2, where the coexistence of strong (pi, pi) antiferromagnetic
order with presumably d-wave superconductivity is observed to have significant ramifi-
cations for the Fermi surface of the material. The results can explain many experimental
inconsistencies related to the infinite-layer superconductors. In Chapter 7, the doping
dependence of the electronic structure of Sr1−xLaxCuO2 is examined. At low doping, a
lower Hubbard band characteristic of cuprate parent compounds is observed. As carriers
are added to the system, the Mott gap gradually fills in. Chapter 8 describes an apparent
surface reconstruction observed in Sr1−xLaxCuO2 thin films, which can be explained in
terms of the polar nature of the infinite-layer structure. Finally, Chapter 9 offers conclud-
ing remarks, speculations, and future directions of research.
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CHAPTER 2
ANGLE-RESOLVED PHOTOEMISSION SPECTROSCOPY
Angle-resolved photoemission spectroscopy, better known as ARPES, plays a unique
and invaluable role in the field of condensed matter physics by offering a direct
momentum-space probe of the underlying electronic structure of solids. Indeed, the band
structure, Fermi surfaces, and energy gaps of countless materials have been measured
with high precision by ARPES. Despite the complexities involved in implementing the
technique, ARPES is based on a simple physical phenomenon first observed more than a
century ago.
2.1 History
In 1887, Heinrich Hertz observed that the electromagnetic radiation emitted from an elec-
trical arc could trigger nearby electrodes to spark [8]. It soon became apparent that elec-
trons were emitted from a metal surface when exposed to ultraviolet light and these elec-
trons were the cause of the sparking [9]. This experimental phenomenon was named the
photoelectric effect.
2.1.1 The photoelectric effect
Figure 2.1(a) shows a schematic diagram of the apparatus used by early investigators to
measure the photoelectric effect. The device consisted of an evacuated glass vessel con-
taining three metal electrodes, the first of which was exposed to ultraviolet radiation via a
window. By increasing the voltage V applied to a second electrode until the photocurrent
I flowing between the first and third electrode dropped to zero, one could measure the
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maximum kinetic energy, eV , of the photoemitted electrons. Investigators observed that
although the measured photocurrent I was proportional to the incident light intensity,
the stopping potential V was independent of it.
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Figure 2.1: The photoelectric effect. (a) Schematic diagram of the early apparatus used
by Hertz, Lenard, Millikan, and others to measure the photoelectric effect. (b) Millikan’s
measurements of photoemission from sodium [12]. The data obey Equation 2.1.
2.1.2 The Einstein equation
It was Albert Einstein who in 1905, while simultaneously working on special relativity
and Brownian motion, solved the riddle of the photoelectric effect by considering the
particle-like properties of light [10]. Prompted by Max Planck’s analysis of blackbody
radiation [11], Einstein assumed that light consisted of discrete particles called photons,
each with energy hν, where h is Planck’s constant and ν is the frequency of the light. A
simple consideration of energy conservation then gives the equation
Emax = hν − φ, (2.1)
where Emax is the maximum electron kinetic energy measured and φ is the so-called work
function of the material, which describes the energy necessary for an electron to break
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free of the metal surface. The equation predicted a linear dependence of the stopping
potential on frequency. Robert Millikan, in 1916 using monochromatic ultraviolet light
sources, verified Einstein’s prediction. Figure 2.1(b) shows the data obtained by Millikan
on a sodium electrode [12]. Einstein’s solution was a triumph for the newly emerging
quantum theory.
2.1.3 History of ARPES
In the 1960s, researchers realized that the photoelectric effect could be used as a power-
ful probe of electronic structure. In 1964, the electronic density of states of copper and
silver metal were measured in the seminal works of Berglund and Spicer [13, 14]. Their
angle-integrated measurements agreed well with predictions from noninteracting band
theory. In that same year, E. O. Kane proposed that the angular distribution of photo-
electrons could yield information about the momentum-dependent band structure of a
material [15]. However, it was not until 1974 that the first angle-dependent band map-
pings were performed [16, 17]. Technology progressed, and in 1981, Kai Siegbahn shared
the Nobel prize in physics “for his contribution to the development of high-resolution
electron spectroscopy.”
The discovery of high-temperature superconductivity by J. G. Bednorz and K. A.
Mu¨ller in 1986 [18] spurred the development of high-resolution ARPES. Before then,
the typical energy resolution in an ARPES experiments was ∼100 meV. Advances in in-
strumentation in the 1990s and 2000s pushed the energy resolution down to ∼1 meV,
with a similar improvement in angular resolution. In addition, the multichannel elec-
tron analyzers developed during that period significantly decreased the time required for
measurements. While improvements were being made to electron spectrometers, photon
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sources also progressed. For example, the development of laser-based low-energy light
sources in the 2000s expanded the capabilities of ARPES and revealed new features in the
electronic structure of superconducting cuprates. Today, hundreds of laboratories, syn-
chrotron beamlines, and research groups around the world are working to further push
the limits of ARPES.
2.2 Theory of photoemission
Photoemission is a quantum transition involving the absorption of a single photon’s en-
ergy and spin by an electron, with a corresponding excitation of that electron. The process
conserves energy, so that if an electron within a solid has binding energy EB relative to
the Fermi energyEF , then the electron’s kinetic energy after absorption of the photon and
exit from the solid, Ekin, is given by
Ekin = hν − φ− EB, (2.2)
where, as in the Einstein equation, hν is the incident photon energy and φ is the work
function of the system [19, 20]. Figure 2.2(a) shows how the energy distribution of elec-
trons evolves in the photoemission process.
Because the solid’s surface breaks translational symmetry only in the normal direc-
tion cˆ, the electron’s momentum is conserved in the two orthogonal directions aˆ and bˆ.
Momentum conservation gives
p · aˆ =
√
2mEkin sin θ cosϕ, (2.3)
p · bˆ =
√
2mEkin sin θ sinϕ, (2.4)
where p is the momentum of the electron within the solid before being photoemitted, m
is the electron mass, and the angles θ and ϕ are defined in Figure 2.2(b). The photon’s
10
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Figure 2.2: Diagram of photoemission. (a) Energy level diagram of the photoemission
process showing the evolution of the electron energy distribution. (b) Definition of elec-
tron exit angles in a photoemission experiment.
momentum is ignored because it usually contributes a negligible amount to the total mo-
mentum of the process [20]. For example, a 21.2 eV photon (He-Iα) carries a momentum
less than 0.7% of the length of a reciprocal lattice vector for a perovskite crystal.
2.2.1 The three-step model
Although in reality photoemission takes place as a single physical event, it is conceptually
simpler to regard it as composed of three distinct consecutive processes. This ubiquitous
simplification is called the “three-step model” [13, 19, 20].
In the first step, an electron within the solid absorbs a photon and is promoted via a so-
called “direct” transition into an excited energy state with the same crystal momentum k,
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leaving behind a positively-charged hole. This final-state hole can have significant ram-
ifications for the measured spectrum. In fact, ARPES directly measures the hole spectral
function of the material under study. Because the electron absorbs not only the photon’s
energy but also its angular momentum, the process must obey optical selection rules. This
results in a polarization dependence of the measured spectrum.
In the second step, the photoexcited electron travels to the sample surface and may
scatter inelastically during its journey. Researchers have noticed that many different ele-
mental metals fall on the same general mean free path versus kinetic energy curve. This
so-called “universal curve” [19, 21] is displayed in Figure 2.3. For kinetic energies rel-
evant to most ARPES experiments, the universal curve gives electronic scattering rates
corresponding to mean free paths only a few atomic layers thick. As a result, photoemis-
sion requires atomically clean crystal surfaces and ultra-high vacuum systems in order to
prevent unwanted adsorbates from condensing onto the sample. In addition, one must
always consider to what extent the measured spectrum is representative of bulk rather
than surface properties of the material under study.
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Figure 2.3: The fabled “universal curve” showing the generic dependence of electron
mean free path on kinetic energy in elemental metals [19, 21].
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In the third step, the electron breaks free of the solid and escapes into vacuum, pos-
sibly traveling into an electron analyzer to be detected in an ARPES experiment. At a
microscopic level, this final step is not as simple as it seems. The electron must over-
come the work function of the sample surface, losing energy as it travels through the
surface dipole and charge distributions. Furthermore, the very presence of a crystal sur-
face strongly modifies the electromagnetic field of the incident photons, but it is not clear
how this affects the photoemission process.
2.2.2 Fermi’s golden rule and the sudden approximation
The intensity measured in photoemission spectroscopy experiments is dominated by the
first step in the three-step model. Assuming the electromagnetic field of the incident light
adds only a small perturbation H′ to the Hamiltonian of the electronic system, we may
employ Fermi’s golden rule to compute the electron photoexcitation rate [22]:
ωi→f =
2pi
h¯
|〈Ψf |H′|Ψi〉|2 δ (Ef − Ei − hν) , (2.5)
where Ψi and Ψf are the initial and final wavefunction of the system and Ei and Ef are
their corresponding energies. If we assume the many-body wavefunctions are Slater de-
terminants of N single-particle orbitals, we can write
Ψi = Aψki ΨN−1i , (2.6)
Ψf = AψkfΨN−1f , (2.7)
where A is the antisymmetrization operator, ψki and ψkf are the initial and final orbitals
of the photoelectron (with conserved crystal momentum k and implicit band index), and
ΨN−1i and Ψ
N−1
f are the initial and final wavefunctions of the N − 1 remaining electrons
in the system.
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The main approximation used to interpret photoemission data is the ubiquitous “sud-
den approximation,” in which the excited electron immediately leaves the solid without
interacting with or altering the remaining N − 1 electrons. This approximation is only
valid in the high-energy limit, but appears to work sufficiently well for kinetic energies as
low as 20 eV [23]. In this case, the wavefunction of the remaining electrons can be written
ΨN−1i = cˆkΨ
N
0 , (2.8)
where ΨN0 is the ground state of the N -electron system and cˆk is the second quantization
annihilation operator for the photoelectron. This state is not in general the ground state
of the (N − 1)-electron system, but can be written as a sum of its excited states:
ΨN−1i =
∑
s
cksΨ
N−1
s , (2.9)
where the index s enumerates the excited states and cks = 〈ΨN−1s |ΨN−1i 〉 = 〈ΨN−1s |cˆk|ΨN0 〉
are the coefficients of the sum.
Within minimal coupling [p → p + (e/c)A] and working in a gauge where the scalar
potential vanishes, the perturbation of the electronic Hamiltonian by the electromagnetic
field of the incident photons is given by
H′ = e
2mc
(A · p + p ·A) + e
2
2mc2
A2, (2.10)
where A is the electromagnetic vector potential. This expression can be greatly simplified.
First, the intensity of light in ARPES experiments is always sufficiently low that two-
photon processes can be ignored (A2 → 0). Second, the dipole approximation can be
employed, where the vector potential is taken as approximately constant spatially. For
example, a 21.2 eV photon (He-Iα) has a wavelength of 585 A˚, more than two orders of
magnitude larger than typical atomic distances in solids. This results in p ·A ≈ A ·p, and
the simplified perturbation becomes
H′ ≈ e
mc
A · p, (2.11)
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which is proportional to eˆ · p, where eˆ is the polarization vector of the light. It should
be noted that it is not clear under what circumstances the dipole approximation may be
rigorously applied because the dielectric response of the crystal surface strongly modifies
the electromagnetic field of the incident light, drawing into question the assumptions of
the approximation. Indeed, there is some evidence that the gradient of the vector poten-
tial cannot be neglected at low energies [19].
Combining all of the equations above, the total photoemission rate expected for elec-
trons with momentum k can be written
ωk =
∑
f
ωi→f =
2pi
h¯
(
eA
mc
)2
|Mk|2
∑
s
∣∣∣cks ∣∣∣2 δ (Ekin + Es − E0 − hν) , (2.12)
where Mk = 〈ψkf |eˆ · p|ψki 〉 is the so-called “matrix element” of the transition, Ekin is the
kinetic energy of the photoelectron, and E0 is the ground state energy of the original
N -electron system. Photoemission only occurs when E0 + hν = Ekin + Es, ensuring
conservation of energy.
2.2.3 The spectral function
One of the tasks of solid state physics is determining the band structure of materials.
Specifically, knowledge about the quasiparticle energy dispersion E(k) and lifetime τ(k)
is desired. ARPES is a powerful experimental technique because it can provide direct
access to this information via the spectral function.
The many-body Green’s function propagator G(k, E), which describes how a material
responds to a single-particle excitation, is defined by
G(k, E) =
∑
s
∣∣∣〈ΨN−1s |cˆk|ΨN0 〉∣∣∣2
E − (Es − E0)− iη , (2.13)
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where η is an infinitesimal bookkeeping variable and this definition is for hole-like excita-
tions in which an electron is removed from the system [1]. The Green’s function has poles
whenever the energy E matches an excitation energy of the system. The spectral function
A(k, E) is formally defined as the imaginary part of the Green’s function:
A(k, E) =
1
pi
Im [G(k, E)] , (2.14)
Applying the identity
1
z − iη = P
1
z
+ ipiδ(z), (2.15)
where P denotes the Cauchy principal value, to Equation 2.13 and using Equation 2.14,
one immediately finds
A(k, E) =
∑
s
∣∣∣〈ΨN−1s |cˆk|ΨN0 〉∣∣∣2 δ (E − (Es − E0)) . (2.16)
A(k, E) is essentially a probability density function describing the likelihood or “spec-
tral weight” of finding a particle with a given crystal momentum k at the excitation energy
E. As such, it obeys the rules of probability densities:
A(k, E) ≥ 0, (2.17)∫ ∞
−∞
A(k, E)dE = 1. (2.18)
Using the Lehmann representation, the Green’s function can be expressed as an integral
of A(k, E) over all energies,
G(k, E) =
∫ ∞
−∞
A(k, E ′)
E − E ′ − iηdE
′, (2.19)
so the spectral function encodes all possible information about single-quasiparticle dy-
namics.
By comparing Equation 2.16 to Equation 2.12, one sees that the photoemission rate
measured by ARPES is directly proportional to the spectral function:
ωk =
2pi
h¯
(
eA
mc
)2
|Mk|2 f(hν − Ekin)A(k, hν − Ekin), (2.20)
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where the Fermi-Dirac distribution f(E) has been added explicitly to account for mea-
surements at finite temperature. ARPES provides access to the spectral function of a
material, and because theorists are often able to compute Green’s functions for model
Hamiltonians, this allows for direct experimental tests of calculations and theories.
Utilizing Dyson’s equation, the Green’s function can also be written
G(k, E) =
1
E − (k)− Σ(k, E) , (2.21)
where Σ(k, E) is the so-called self-energy of the quasiparticle, which encodes modifica-
tions of the bare (noninteracting) dispersion (k) and lifetime of the quasiparticle due to
interactions with other electrons. Substituting this expression into Equation 2.14, we get
A(k, E) =
Im [Σ(k, E)] /pi
(E − (k)− Re [Σ(k, E)])2 + Im [Σ(k, E)]2 . (2.22)
In a noninteracting system, single-particle excitations are eigenstates of the Hamiltonian.
Therefore, τ(k) → ∞ and A(k, E) consists of Dirac δ-functions at E(k) = (k). For suffi-
ciently weak interactions in which the quasiparticle concept can be applied, the spectral
function is simply a normalized Lorentzian centered at E(k) = (k) + Re [Σ(k, E)] and
with width h¯/τ(k) = Im [Σ(k, E)].
For stronger interactions, the spectral function can be artificially separated into a “co-
herent” part which takes the shape of a Lorentzian with total weight Z < 1 (the quasi-
particle residue), and a broad “incoherent” background with total weight 1 − Z. Figure
2.4 sketches the spectral function observed by ARPES in the case of a material with no
interactions (a Fermi gas) and weak interactions (a Fermi liquid) and discusses a model
for the origin of the incoherent part of A(k, E).
As discussed in the introduction, the Fermi liquid concept relies on the existence of
quasiparticles with sufficiently long lifetimes. This requirement holds only near the Fermi
surface of a metal and at low temperatures. In fact, with the same phase space arguments
17
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Figure 2.4: The spectral function A(k, E). (a) In a noninteracting Fermi gas, the spectral
function is made up of Dirac δ-functions that track the noninteracting bandstructure of
the solid. (b) When interactions are turned on, the spectral function broadens in energy
and a tail of incoherent spectral weight develops. (c) The tail of spectral weight comes
from transitions in which the ground state of the N -electron system has a transition into
the manifold {s} of excited states of the (N − 1)-electron system (denoted by 0→ s). The
quasiparticle peak occurs when s is the long-lived ground state of the (N − 1)-electron
system (0→ 0). Other transitions (s > 0) have shorter lifetimes and are broadened into a
“hump”-like structure.
used to derive Equation 1.2, the inverse quasiparticle lifetime can be shown to depend
quadratically on distance from the Fermi level [1, 7]:
h¯
τ(k)
∼ [E(k)− EF ]2 . (2.23)
Thus, far away from EF lifetimes are short and quasiparticles do not exist.
2.3 Experimental aspects
The previous section showed that ARPES can provide valuable information about the
electronic structure of solids because the measured photoemission intensity is propor-
tional to the spectral function of the material under study. There are a number of experi-
mental complications that must be considered when performing ARPES.
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Figure 2.5: Schematic diagram of a typical ARPES system comprised of an upper prepa-
ration and lower measurement chamber. The parts of the system are colored based on
their function: vacuum pumps and gauges (blue), sample motion (red), measurement
apparatus (green), sample cooling (orange), and preparation (purple).
Figure 2.5 shows a typical ARPES system consisting of an upper and lower vacuum
chamber separated by a gate valve. The upper chamber possesses a number of tools nec-
essary to prepare the sample for measurement, including a wobble stick, a gold evapora-
tor, and a port allowing transfer of the sample into the sample manipulator (not shown).
The upper chamber also contains a low-energy electron diffractometer, used to character-
ize the surface quality and structure of samples. The lower chamber contains the equip-
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ment necessary to perform ARPES: a photon source and an electron analyzer. Both upper
and lower chambers contain pumps and gauges needed to maintain an ultra-high vac-
uum (UHV) within the system. The sample manipulator, which holds and rotates the
sample, is mounted to the bottom of a cryostat and enters at the top of the upper cham-
ber. It is lowered by the XYZ stage into the lower chamber during ARPES measurements.
2.3.1 Maintaining vacuum
As discussed in the previous section, ARPES probes the top few atomic layers of a crys-
tal. Therefore, the measured photoemission intensity is extremely sensitive to unwanted
adsorbates that may condense on the surface of the sample. As a result, ARPES must
be performed under UHV conditions on cleaved or freshly grown samples. This restric-
tion requires that the ARPES system be equipped with a number of pumps and vacuum
gauges.
To estimate the level of vacuum necessary for photoemission, one can compute the
time necessary for a single monolayer of adsorbate to form on the surface of a sample as
a function of the background chamber pressure. This will give an estimate on the length
of time that a given sample can be measured at that pressure. From the kinetic theory of
gases, the number of gas molecules impinging on a surface of unit area per unit time is
given by
δN
δAδt
=
P√
2piMRT
, (2.24)
where P is the pressure of the gas, M is the molecular weight of the gas, R is the mo-
lar gas constant, and T is the temperature [24]. Let us first conservatively assume that
all molecules that collide with the sample stick to its surface. Then for a typical crystal
at room temperature (∼300 K) with lattice constant ∼4 A˚ within a gas with an average
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molecular weight of ∼30 g/mol, the time for one monolayer of gas to be adsorbed is
δt ≈ 1.7× 10
−6 s·Torr
P
. (2.25)
Thus, the estimated pressure required is less than 5 × 10−10 Torr for a one-hour mea-
surement and less than 2 × 10−11 Torr for a one-day measurement. Fortunately, for most
materials studied by ARPES, the sticking fraction is much less than one and higher pres-
sures can be tolerated. Typical ARPES systems maintain base pressures in the range 10−10
to 10−11 Torr. At these pressures, most samples can be measured for many days. It is
interesting to note that at a pressure of 10−11 Torr, there are only ∼300 gas molecules in
every cubic millimeter of volume.
The pumps used in most ARPES systems are commercial turbomolecular pumps, cry-
opumps, ion pumps, and sublimation pumps. These “dry pumps” do not use oil and
therefore ensure the ARPES system remains free of contaminants. In turbomolecular
pumps, a rapidly spinning turbine imparts momentum to gas molecules, forcing them
out of the UHV system and into a backing pump (usually a dry scroll pump or a di-
aphragm pump) to be exhausted. Cryopumps, ion pumps, and sublimation pumps act to
capture and sequester gas molecules. They must be regenerated periodically.
The most common pressure gauges used for UHV are Bayard-Alpert ionization
gauges, in which a heated filament emits electrons that are accelerated by an applied
grid voltage. The electrons collide with gas molecules and ionize them. The gas ions are
attracted to a central electrode and their current is amplified and converted into a pres-
sure reading. Another useful gauge for UHV systems is the residual gas analyzer (RGA).
An RGA is a mass spectrometer that can give information about the composition of resid-
ual gases in a UHV system. As such, it is extremely useful when searching for leaks in a
vacuum chamber and for detecting contaminated materials.
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2.3.2 The sample manipulator
Unlike vacuum pumps and gauges, which are widely available commercially, the sample
manipulator in an ARPES system is a custom-made apparatus designed to meet certain
performance specifications. Figure 2.6 shows the Mk-II manipulator designed and con-
structed by the author in 2010. The job of a sample manipulator is threefold: it must
hold the sample in place and move it to various positions within the vacuum chambers,
it must be able to rotate the sample so that wider momentum regions can be accessed
during ARPES measurements, and it must cool the sample to low temperatures.
The sample manipulator is mounted at the bottom of a cryostat, which is attached
to a rotary flange sitting on top of an XYZ stage. The XYZ stage allows for translation
of the sample manipulator within the vacuum chamber, and the rotary flange allows for
one degree of rotation of the sample—rotation of the azimuthal angle θ. The other two
possible rotational degrees of freedom are actuated by rotating the sample within the
sample manipulator head. For example, the copper “rotation arm” visible on the far right
of Figure 2.6 is used to change the polar angle φ of the sample while keeping its position
fixed in space. It is crucial that an ARPES manipulator be able to access a wide angular
range because this allows for measuring large momenta. Figure 2.7 shows some examples
of momentum regions accessible using He-Iα photons for various angular capabilities of
the sample manipulator.
The sample manipulator is responsible for cooling the sample to low temperatures
(often below 10 K). This requirement severely constrains its design. In ARPES, low tem-
peratures are desired because the presence of phonons results in elevated electron scat-
tering rates, greatly reducing the lifetime of quasiparticles. In addition, broadening of the
Fermi-Dirac distribution function suppresses peaks in the spectral function near EF . The
main heat load on the sample manipulator (and the sample itself) is blackbody radiation
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Figure 2.6: Photographs of the Mk-II sample manipulator designed and constructed by
the author in 2010. Front views show the radiation shield door closed and open. Internal
and close-up views show the manipulator mechanism. Selected parts are labeled.
from the surrounding vacuum chamber, which is usually at room temperature. For this
reason, low-temperature sample manipulators contain outer radiation shields that block
the internal mechanism from blackbody radiation. The Mk-II manipulator has a radiation
shield with exposed area A ∼ 600 cm2. It is electroplated with gold in order to reduce the
emissivity to  ∼ 0.1. With these parameters, the Stefan-Boltzmann law can be used to
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Figure 2.7: Examples of regions in momentum space accessible by ARPES using He-Iα
photons (Ekin ∼ 17 eV) for various angular capabilities of the sample manipulator. The
third rotational degree of freedom, rotation around the sample normal, is assumed fixed.
The black box shows the first Brillouin zone for a typical perovskite crystal with lattice
constant 3.9 A˚. The red region is the design range for the Mk-II manipulator.
compute the total heat load on the manipulator’s radiation shield:
P = AσT 4 ≈ 2.8 W, (2.26)
where σ = 5.67 × 10−8 W/m2·K4 is the Stefan-Boltzmann constant. In a typical open-
flow cryostat cooled with helium, this heat is carried away via the helium vapor ex-
hausted from the cold head. The cold head itself, which cools the internal mechanism of
the manipulator (and therefore the sample), is cooled via vaporization of liquid helium.
Therefore the base temperature of the cryostat under no heat load is 4.2 K at atmospheric
pressure and 1.8 K if the exhaust is pumped. The Mk-II manipulator can reach a base
temperature of 6.9 K at the location of the sample.
One other important feature of an ARPES sample manipulator is a cold location where
polycrystalline gold can be periodically evaporated. This is useful when determining the
absolute Fermi level EF , temperature, and instrumental broadening. Because the sample
and gold are in electrostatic contact, their Fermi levels will be identical. During an ARPES
24
measurement, fresh polycrystalline gold presents a clean, dispersionless spectral function
from which the Fermi energy, temperature, and instrumental broadening can be extracted
much more easily than from the sample itself, which may exhibit quasiparticle peaks or a
gapped Fermi surface.
2.3.3 The photon source
A key component of photoemission is the photon source, which is often a synchrotron
because the light must be simultaneously bright and possess a narrow spectral bandwidth
(in order to maintain a high energy resolution). A common alternative to synchrotrons
is the commercial laboratory-based noble gas plasma lamp, of which helium is by far
the most common, with spectral bandwidths on the order of ∼1 meV. In these devices, a
waveguide is used to direct the output of a microwave generator into a small cavity filled
with a noble gas at low pressure. The microwaves sustain a plasma of the gas, which
emits photons at characteristic frequencies associated with atomic transitions.
Table 2.1: Atomic lines emitted by a helium plasma
Line Atomic Transition Energy (eV) Intensity (%)
He-Iα 2p 1P→ 1s2 1S 21.2 88
He-Iβ 3p 1P→ 1s2 1S 23.1 5
He-Iγ 4p 1P→ 1s2 1S 23.7 1
He-Iδ 5p 1P→ 1s2 1S 24.0 0.2
He-IIα 2p 2P→ 1s 2S 40.8 5
He-IIβ 3p 2P→ 1s 2S 48.4 0.5
He-IIγ 4p 2P→ 1s 2S 51.0 0.1
A major drawback of plasma lamps is the fact that the photon energy is fixed at a dis-
crete set of atomic lines. For a helium lamp, this mainly encompasses the He-Iα line at 21.2
eV and the He-IIα line at 40.8 eV. Table 2.1 enumerates the complete set of atomic lines
for a helium lamp. Often a toroidal grating monochromator and glass capillary is used in
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conjunction with a plasma lamp in order to separate the discrete atomic lines and focus
the plasma radiation onto the sample. A series of differentially pumped stages are re-
quired so that the plasma, operating at relatively high pressures, has a direct line-of-sight
to the sample without spoiling the main chamber pressure. Even with these additions,
the chamber pressure during measurement often increases by a few 10−11 Torr.
The spectral lines from plasma lamps, as well as typical photon energies used at syn-
chrotrons, sit close to the minimum of the universal curve shown in Figure. 2.3. Some
benefits of using low-energy light sources therefore include an enhanced sensitivity to
more bulk-like properties of the system under study, an increased tolerance to unwanted
adsorbates on the sample surface, and a higher momentum resolution. As a result, the
development and use of low-energy sources have recently become common in the ARPES
community. These are typically laser based: one such source supplies 7 eV photons
by using the nonlinear optical crystal KBe2BO3F2 to generate the second harmonic of a
frequency-tripled Nd:YVO4 laser [25], and a similar 6 eV light source based on the crystal
β-BaB2O4 generates the fourth harmonic of a titanium-sapphire laser [26]. Another low-
energy photon source in use employs a low-pressure xenon discharge lamp, which has a
number of discrete atomic lines spanning the energy range 8 to 11 eV [27, 28].
One major disadvantage of the laser sources described above is a fixed photon energy,
which is a particularly important issue at low energies because of the sensitivity to photon
wavelength caused by final-state matrix element effects. The ability to tune the photon
energy, however, can mitigate this issue. The author has therefore developed a new low-
energy photon source for ARPES consisting of a laser-driven xenon plasma lamp coupled
to a Czerny-Turner monochromator [29]. Figure 2.8 shows a schematic diagram of the
photon source. Under typical operation, the device delivers >1012 ph/s at a 10 meV
spectral bandwidth. The brightness, energy tunability, and adjustable spectral bandwidth
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Figure 2.8: Schematic diagram of the low-energy photon source developed by the author.
Within the xenon lamp housing, an internal laser excites a plasma contained inside the
xenon bulb. The light emitted from the plasma is focused onto the entrance slit of the
monochromator with a pair of off-axis parabolic (OAP) mirrors. At the exit slit of the
monochromator, a pair of lenses focuses the light through an ultra-high vacuum viewport
and onto the sample.
of the light source make it ideally suited for laboratory-based high-resolution ARPES
experiments.
2.3.4 The electron analyzer
Perhaps the most crucial instrument in an ARPES system is the electron spectrometer,
which detects the energies and exit angles of electrons photoemitted from a sample.
The most common electron analyzer design is the spherical deflection analyzer, shown
schematically in Figure 2.9. In this design, incident electrons are retarded by an electro-
static lens to a fixed “pass energy.” The electrons then pass through an entrance slit and
27
enter a region between two concentric hemispheres held at a fixed voltage difference. The
electrostatic field between the hemispheres bends the path of the electrons, producing a
trajectory with an Ekin-dependent radius. Finally, the electrons collide with a microchan-
nel plate (MCP), which accelerates and amplifies the electron charge and causes an adja-
cent phosphor screen to fluoresce. A video camera records the phosphor screen, where
electrons disperse in energy along one spatial direction and angle along the perpendic-
ular direction. This angle multiplexing feature has revolutionized the field of ARPES by
significantly reducing the time needed to collect data.
sample
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inner sphere
electrostatic lens
MCP
computer
ΔV
camera
(a) (b)
40 in
Scienta R4000
Figure 2.9: The electron analyzer. (a) Schematic diagram of a spherical deflection electron
analyzer. Electrons with energies matching the pass energy of the analyzer are shown by
solid blue lines and electrons with energies slightly greater and less than the pass energy
are shown by dashed red lines. (b) Computer rendering of the Scienta R4000 electron
spectrometer.
The energy resolving power of an electron analyzer depends on the hemisphere ra-
dius, the pass energy, the entrance slit width, and the resolution of the MCP. A fixed pass
energy is used in order to keep the energy resolution of the analyzer constant for a given
energy scan. The most common advanced electron analyzer on the market is the VG Sci-
enta R4000, which has a resolving power of up to 4000 and an angular detection range of
up to ±15◦. Table 2.2 shows the energy range covered by the MCP (in fixed mode) and
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the energy resolution (using a 0.2 mm entrance slit width) of the R4000 spectrometer for
the set of pass energies used in ARPES experiments.
Table 2.2: R4000 analyzer pass energies
PE (eV) Energy Window (eV) Resolution (meV)
1 0.08 2.9
2 0.17 3.5
5 0.42 4.9
10 0.84 7.2
20 1.68 12.2
Magnetic shielding
ARPES is extremely sensitive to magnetic fields. As an example, consider a photoelectron
with Ekin = 20 eV moving perpendicularly to the earth’s magnetic field. After traveling
a distance of only 1 cm away from the sample, the electron will experience a deflection of
2◦, distorting and possibly destroying the angular information collected in an experiment.
To avoid this, both the electron analyzer and the lower chamber must be shielded from
the earth’s field and from any stray magnetic fields near the ARPES system. The most
common material used for magnetic shielding is mu-metal, which is a nickel-iron-copper
alloy with a relative magnetic permeability of up to 105. Magnetic shielding works by
creating a low reluctance path so that magnetic field lines can flow around the vacuum
chamber rather than through it. The shielding often takes the form of an internal shell
near the inside wall of the measurement chamber. This shell can consist of two layers of
mu-metal separated by a gap in order to further reduce the magnetic field. In some cases
the chamber itself is made of mu-metal.
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Patch fields
Different materials have different work functions. For example, the work function of ce-
sium metal is 1.8 eV while that of tungsten is 4.5 eV [7]. In addition, the work function
of a material depends on whether the surface is planar or rough and on the orientation of
the surface with respect to the crystal lattice; even the same material may have a variable
work function depending upon how it is prepared. Because of this, electric “patch” fields
will form near surfaces with different work functions, with field lines flowing from one
surface to another. In order to minimize these fields, which may interfere with photo-
electrons, the internal components of electron analyzers and the mu-metal shielding are
coated in a thin layer of polycrystalline graphite. This results in a uniform work function
for all materials near the photoelectrons, minimizing the effects of patch fields.
2.4 Analysis of data
The basic methods for the analysis of ARPES data are well established. These include
transformations from angle and kinetic energy into momentum and binding energy, re-
spectively, as well as the extraction of physically relevant parameters from the measured
spectral function—for example, the quasiparticle dispersion and lifetime.
2.4.1 Transformation from angle to momentum
We have seen that modern electron analyzers can, with great precision, directly detect the
exit angle of an electron as it is photoemitted from the surface of a sample. In order to con-
vert this information into a physically meaningful quantity—the in-plane momentum of
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the electron—a series of non-commuting rotations must be applied to the sample surface
basis vectors aˆ and bˆ. These transformations take into account the sample manipulator
azimuthal (θ) and polar (φ) angles, as well as rotation about the surface normal (ω), which
depends on both the manipulator and the sample mounting orientation.
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Figure 2.10: Series of rotations and corresponding matrices applied to the sample surface
basis vectors aˆ and bˆ. (a) Rotation about the sample normal. This degree of freedom can
be controlled by both the manipulator and the sample mounting orientation (b) Rotation
of the sample manipulator polar angle. (c) Rotation of the sample manipulator azimuthal
angle.
Figure 2.10 shows diagrams and corresponding matrices for the three required rota-
tional transformations. Axes are drawn assuming that the analyzer lens is pointing at
the sample along −xˆ, with the analyzer entrance slit oriented along the ±zˆ direction. An
electron with measured exit angle ξ will then have the normalized momentum vector
pˆ = [cos ξ 0 sin ξ]T , (2.27)
where T denotes transposition of the row vector into a column vector. We wish to decom-
pose this vector into components along the fully rotated sample basis vectors aˆ′′′ and bˆ
′′′
,
which represent the physically meaningful intrinsic lattice vectors of the crystal under
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study after rotation by the sample manipulator:
aˆ′′′ = Rz(θ)Ry(φ)Rx(ω) [0 1 0]
T , (2.28)
bˆ
′′′
= Rz(θ)Ry(φ)Rx(ω) [0 0 1]
T . (2.29)
This is done with a simple dot product. Carrying through the matrix and vector products
and simplifying, one obtains:
pˆ · aˆ′′′ = [sinω(cosφ sin ξ − cos θ sinφ cos ξ)− cosω sin θ cos ξ] , (2.30)
pˆ · bˆ′′′ = [cosω(cosφ sin ξ − cos θ sinφ cos ξ) + sinω sin θ cos ξ] . (2.31)
These formulae allow for a straightforward transformation from angle into momentum,
provided the momentum components are scaled by a factor of
√
2mEkin, where Ekin is
the measured kinetic energy of the electron.
2.4.2 Energy referencing
As discussed in Section 2.3.2, polycrystalline gold is periodically measured during an
ARPES experiment. By measuring the Fermi edge of the gold, which is in electrostatic
contact with the sample and presents a clean, dispersionless spectral function, one can de-
termine the absolute Fermi energy, temperature, and instrumental broadening. To do this,
the spectral function is assumed to take the functional form of a resolution-broadened
Fermi step with an underlying linear density of states:
F (E) =
a+ b(E − EF )
e(E−EF )/kBT + 1
⊗ e
−E2/2σ2
√
2piσ
+ c, (2.32)
where ⊗ signifies convolution and σ is the standard deviation of the instrumental broad-
ening. The set of variational parameters {a, b, c, EF , T, σ} are adjusted until a good match
to the momentum-averaged spectrum of the gold is found. Often the temperature is
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known to good precision in an experiment and is therefore held constant in the least-
squares fitting routine. Figure 2.11 shows an example of the results of this procedure.
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Figure 2.11: The Fermi level is determined by fitting a momentum-averaged energy distri-
bution curve for polycrystalline gold to the Fermi-Dirac distribution function. The orange
curve shows the instrumental broadening function determined by the fit.
2.4.3 Display of data
ARPES experiments yield large amounts of data. Typically, individual energy spectra are
collected at thousands of points in momentum space. This data may be displayed in a
number of ways. The four most common arrangements are Fermi surface maps and mo-
mentum space cuts, which are two-dimensional, and energy distribution curves (EDCs)
and momentum distribution curves (MDCs), which are one-dimensional. Figure 2.12
shows a schematic diagram of a momentum space cut and Fermi surface map for a two-
dimensional free electron gas and Figure 2.13 shows examples of these four methods for
a relatively simple electron-like pocket on the surface of CdO [29]. In this material, the
electronic structure is well-approximated by a free electron gas:
E(kx, ky) =
1
2m∗
(
k2x + k
2
y
)
, (2.33)
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where m∗ is the effective mass of the electrons. The circular Fermi surface and parabolic
band dispersion are clearly visible in the image plots and compare well to the expecta-
tions in Figure 2.12. Such simple models work best for two-dimensional materials. The
introduction of a third dimension in which the energy bands can disperse often makes
ARPES data, and in particular Fermi surface maps, more difficult to interpret.
Energy
kx
ky
Energy
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ky
(a) (b)
Figure 2.12: Two-dimensional cuts through ARPES data for a free electron gas in two di-
mensions. (a) A Fermi surface map shows the spectral weight of electrons in momentum
space at the Fermi energy—the Fermi surface. (b) A dispersion image shows the energy
of electrons as a function of momentum in a fixed direction.
By fitting the peak positions in EDCs and MDCs, one can track the band dispersion of
a quasiparticle. This yields information about the real part of the self energy (by compar-
ison to calculations based on density functional theory or tight binding models) as well
as coupling to bosonic modes (which manifest as low-energy kinks in the dispersion).
Quasiparticle lifetimes may also be extracted by measuring EDC and MDC peak widths.
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Figure 2.13: Real measurements showing typical arrangements of ARPES data. (a) A
Fermi surface map shows spectral weight integrated within a small interval near the
Fermi energy over an extended two-dimensional region of momentum space. This ar-
rangement is beneficial for viewing Fermi surfaces. (b) An individual momentum space
cut [dashed line in panel (a)] shows the spectral intensity as a function of energy and mo-
mentum. Band dispersions can be visualized clearly in this kind of display. (c) An MDC
shows spectral intensity as a function of momentum at a fixed energy [red line in panel
(b)]. (d) An EDC shows spectral intensity as a function of energy at a fixed momentum
point [blue line in panel(b)].
Phenomenological models of the spectral function, such as the one discussed in Section
6.3 below, can be fit to EDCs in order to extract other kinds of parameters, such as super-
conducting energy gaps or the presence of band folding. In general, ARPES data is rich
with information and there are countless ways to analyze and display it.
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CHAPTER 3
MOLECULAR-BEAM EPITAXY
Molecular-beam epitaxy (MBE), sometimes described colloquially as “atomic spray
painting,” is a method of thin-film growth involving the evaporation of atoms onto the
surface of a heated substrate and the corresponding crystallization of those atoms in reg-
istry with the substrate. In practice, the deposition rate of atomic layers is typically low
(∼3 monolayer/min for oxides), thereby allowing for control over the composition of
single atomic layers. Indeed, MBE is the only existing technology that can control the
placement of individual atoms on a large scale (albeit in one dimension only).
3.1 History
MBE was invented in the late 1960s at Bell Laboratories by A. Y. Cho and J. R. Arthur [30].
The technique was initially developed in order to understand the surface chemical reac-
tions occurring during the growth of III-V compound semiconductors, but the method
rapidly became a means of growing extremely high-purity materials [31]. Development
of MBE in the 1970s and 1980s was driven largely by the growth of GaAs/AlxGa1−xAs het-
erostructures, and the Nobel prize for the discovery of the fractional quantum hall effect
was awarded to researchers studying high-mobility GaAs/AlxGa1−xAs heterojunctions
grown by MBE [32]. Today, state-of-the-art MBE systems are available commercially, and
the manufacturing of electronic and optoelectronic semiconducting devices dominates
the field [33]. The diode lasers in Blu-ray Disc players, for example, are manufactured by
an MBE process.
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3.1.1 Oxide MBE
The first example of oxide MBE was the growth of Al2O3 on AlxGa1−xAs in 1979 [34]. A
few years later, the distorted perovskite LiNbO3 was synthesized [35]. This was a criti-
cal historical development: the first demonstration of MBE growth of a multifunctional
(ferroelectric, pyroelectric, and piezoelectric) crystalline oxide [36]. MBE became a valu-
able growth technique after the discovery of layered cuprate high-temperature super-
conductors in 1986 [18], allowing researchers to synthesize high quality superconducting
films. During this period, advancements in the MBE technique included the use of reac-
tive ozone [37] and better metal sources [38]. At the beginning of the 2000s, transmission
electron microscopy and x-ray diffraction measurements revealed that oxide MBE films
were approaching the structural quality of GaAs/AlxGa1−xAs heterostructures [39, 40].
Today, MBE is an extremely powerful growth technique for oxide thin films, particularly
those with the perovskite or layered Ruddlesden-Popper structures [41, 42].
3.2 Experimental aspects
The basic principles of MBE are relatively simple, but there are a number of unique and
complex experimental details that must be considered. Figure 3.1 shows a schematic di-
agram of a typical oxide MBE growth chamber. In addition to the pumps, valves, and
gauges necessary for maintaining ultra-high vacuum, MBE chambers contain two essen-
tial categories of equipment: those necessary for the growth of films and those necessary
for monitoring that growth. Not shown in Figure 3.1 is a transfer chamber and load lock,
which are necessary in order to transfer substrates into and out of the growth module. The
latest MBE systems are completely automated, transferring substrates between chambers
with a robotic arm.
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Figure 3.1: Schematic diagram of a typical MBE growth chamber. The parts of
the system are colored based on their function: vacuum pumps and gauges (blue),
sources (red), shutters (green), sample manipulation and heating (orange), and measure-
ment/characterization (purple).
The components necessary to grow MBE films include a sample stage with a substrate
heater, atomic effusion cells, an oxygen source, and shutters. The sample stage contains
a silicon carbide heating element able to heat the substrate radiatively to temperatures
above 1000 ◦C (although growth temperatures are usually significantly less). The tem-
perature of the substrate is measured with a thermocouple; a pyrometer can be used to
38
verify the measurement. Most materials cannot withstand such high temperatures in an
oxidizing environment, but certain stainless steel alloys, such as Haynes #217 [43], can
endure such environments. In order to improve film quality, the substrate is often rotated
by the sample stage during growth in order to average over atomic flux gradients. MBE
is a line-of-sight technique; the substrate must be directly exposed to the atomic sources.
Effusion cells therefore lie at the bottom of the growth module and point up towards the
substrate. High-speed shutters control what sources are evaporating onto the substrate at
which times.
The equipment necessary to characterize the growth of films include a quartz crystal
microbalance (QCM), a reflection high-energy electron diffractometer (RHEED), and a
video camera to monitor the substrate. The QCM is used during initial calibration of the
atomic fluxes and helps determine the temperatures at which the effusion cells should be
maintained for growth of films. RHEED is by far the most important characterization tool
during growth and is used to fine-tune the shutter times so that only a single atomic layer
is deposited after each shutter cycle.
3.2.1 Maintaining vacuum
MBE requires UHV environments because residual gases are much more likely to be ad-
sorbed onto freshly deposited surfaces, where free chemical bonds are present. This can
lead to incorporation of the gas molecules as impurities or to disruption of the growth
process [44]. The vacuum apparatus for MBE systems—pumps, gauges, and valves—are
very similar to those of ARPES systems; dry pumps such as turbomolecular pumps, cry-
opumps, ion pumps, and sublimation pumps are used for pumping, and Bayard-Alpert
ionization gauges and RGAs are used to measure and characterize the level of vacuum.
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The sizable volume of MBE growth chambers and large oxidant load necessitate the use of
pumps with high capacities. In addition, most MBE chambers contain so-called “cryopan-
els,” extensive internal surfaces that are cooled by liquid nitrogen in order to adsorb con-
densible gases (notably water and hydrocarbons) during particularly impurity-sensitive
growths [31,44]. A special complication arises if ozone is used during growth: ozone will
be adsorbed by a cryopump, creating a potential safety hazard when the cryopump is
regenerated. Because of this, cryopumps on MBE growth chambers are gated off when
ozone is being used.
3.2.2 Knudsen effusion cells
Requirements for atomic sources in MBE include reproducibility, stability, a uniform flux
distribution over the substrate, an absence of impurities (for film quality), reliability, and
low working temperature (in order to minimize outgassing). Knudsen effusion cells [45]
(sometimes called “K-cells”) satisfy these requirements and are used as molecular sources
in nearly all MBE systems [33, 44]. According to one manufacturer of commercial Knud-
sen cells:
“Effusion cell design and construction are critical to the MBE process because
the cells have a significant impact on the purity, composition, and uniformity
of the grown layers. They also greatly affect system uptime and throughput. In
fact, effusion cells are the most important components in an MBE system.” [46]
Figure 3.2 shows a diagram of a Knudsen effusion cell. The cell contains a conical,
open-faced crucible with a large exit aperture containing the evaporant element. The cru-
cible is heated radiatively by tungsten or tantalum filaments and a thermocouple mea-
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Figure 3.2: A Knudsen effusion cell. (a) Schematic diagram showing the head of a Knud-
sen effusion cell. Tungsten or tantalum heating filaments radiatively heat the conically-
shaped crucible, and a thermocouple measures its temperature. The entire apparatus is
surrounded by a heat shield. (b) Photograph of a Knudsen effusion cell.
sures the temperature in order to regulate the current flowing through the heating fila-
ments via a feedback loop. One or more layers of a refractory metal are wrapped around
the cell in order to minimize heat loss. Water cooling is used to cool the source flange.
Some effusion cells are “dual filament,” where two independent heaters control the tem-
perature at the base of the crucible and at the tip near the crucible aperture. The tip tem-
perature is usually held at 10 to 100 ◦C above the base in order to prevent condensation
of the source element at the crucible lip.
Knudsen cells operate in the 200 to 1400 ◦C range [44], where they can be used to
evaporate most elements. Table 3.1 shows typical source temperatures during growth for
selected elements. There is no simple correspondence between the melting point of the el-
ement and the temperature of the source during growth because there is, in general, little
correlation between melting point and vapor pressure. In some cases, the growth tem-
perature exceeds the melting point of the element, highlighting the need for strict vertical
alignment of sources. If the source is melted, it is usually maintained at a temperature
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above the melting point even in an idle state in order to prevent cracking of the crucible
upon solidification of the source material.
Table 3.1: Selected MBE source temperatures
Element Melting point (◦C) Growth temp. (◦C)
Ba 727 550
Bi 272 500
Ca 842 450
Cu 1085 1000
Fe 1538 1180
La 920 1400
Mn 1246 720
Ni 1455 1200
Sr 777 450
Depending on the source element, crucibles in Knudsen effusion cells can be con-
structed from a variety of materials. Careful attention must be made when choosing
crucibles because of the possibility at high temperatures of forming a eutectic mixture of
the crucible and the source element, which can have disastrous consequences. Common
crucible materials include alumina, boron nitride, quartz, tungsten, and graphite, which
are vacuum compatible even at high temperatures.
As discussed above, each effusion cell contains a thermocouple and an independent
heater control unit that can be controlled via computer. The source heater power is con-
tinuously adjusted in order to maintain a stable desired temperature. For example, a
feedback loop using proportional-integral-derivative (PID) control can regulate a source
temperature to better than 0.1 ◦C. In PID control, the instantaneous heater power P (t) is
calculated using the equation
P (t) = CP∆T (t) + CI
∫ t
0
∆T (τ)dτ + CD
dT (t)
dt
, (3.1)
where ∆T (t) = T ∗ − T (t) is the difference between the set point temperature T ∗ and the
instantaneous temperature T (t) measured by the thermocouple at time t. CP , CI , and CD
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are constant gain factors that can be tuned based on the thermal properties of the source.
With only the proportional term, the equilibrium temperature will clearly always be less
than the set point temperature. With the integral term, this problem is remedied. The
derivative term helps smooth the output of the heater and reduce overshoot effects.
Alternatives
For elements with exceptionally low vapor pressures (ruthenium or iridium, for exam-
ple), Knudsen effusion cells cannot reach the high temperatures necessary to generate a
sufficient flux for film growth. A different type of source is required. The most common
alternative is the e-beam source, which can reach temperatures in excess of 2000 ◦C. An
e-beam heater bombards the source element with a high-energy electron beam (5 to 12
keV, requiring 1 to 10 kW of power), heating the source material much more efficiently
than through radiative heating [44]. The electron beam is usually scanned over the source
material in a specific pattern in order to create a uniformly heated region and minimize
the formation of hot spots. Users of e-beam sources must be extremely careful because of
the risk of burning a hole through the MBE vacuum chamber with the electron beam!
3.2.3 Shutters
Shutters on MBE systems, although serving the relatively mundane purpose of blocking
atomic fluxes generated by sources, are important because they must open and close well
within the time needed to deposit one monolayer (generally less than 0.1 s [33]), and
they must do so reliably for over a million cycles. The most common design for small
MBE systems is a bellows-coupled shutter, where an external pneumatic actuator pushes
a shutter in or out and motion is transfered into vacuum through a linear bellows. This
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design ensures high reliability without the need for UHV bearings. Source shutter blades
are usually bent into a ‘V’ shape in order to reduce the amount of heat reflected back into
the source when the shutter is closed. Otherwise, the thermal environment of the cell will
change depending on the position of the shutter, causing problems with the source heater
control loop [44]. In addition to the source shutters, MBE systems usually have one large
main shutter that is used to shield the substrate heater. This prevents evaporation onto
the heater during QCM calibration, which can cause problems when the heater is later
turned on for film growth.
3.2.4 Ozone generation
Oxide MBE systems must provide a source of oxygen during film growth. Although
gaseous O2 flowing into the growth chamber using a pressure-controlled leak valve is
sufficient for certain kinds of films, a more powerful oxidizing agent is often required.
The development of reactive ozone sources for MBE was driven by the desire to grow
high-temperature superconducting cuprates in the early 1990s. Commercial ozone gener-
ators are limited to 10 to 15% O3, produced by high voltage discharge from a gaseous O2
supply. In order to increase the concentration of O3 to 100%, an ozone still is necessary.
Modern ozone stills use a silica gel in order to capture condensed O3, allowing residual
O2 molecules to be pumped away [47, 48]. Figure 3.3 shows a schematic diagram of a
distilled ozone source for an MBE system.
Ozone at high concentrations and elevated temperatures is toxic, unstable, and ex-
tremely dangerous. Numerous safety precautions must be taken when implementing an
ozone system, including a so-called “blast cabinet” for the still. A reliable liquid nitrogen
source is essential in order to keep the stored ozone at low temperatures. A dangerous
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Figure 3.3: Schematic diagram of an ozone still. A commercial ozone generator, fed by
a supply of high-purity O2 gas, generates a continuous supply of ∼10% O3, which is
directed into a silica gel filled glass vessel cooled with liquid nitrogen. O3 condenses and
is captured by the silica gel and the residual O2 is pumped away. Once the silica gel
has been “charged” with a sufficient quantity of O3, the charging process is halted and
the glass vessel is slowely heated in order to boil off the ozone at a suitable rate for film
growth.
situation can occur, for example, if power is lost to the building or the liquid nitrogen
system breaks down. The explosive decomposition reaction
2O3 −→ 3O2 (3.2)
releases 3 kJ of energy per gram of ozone, which is roughly half the explosive power of
dynamite. The use of silica gel in modern ozone stills minimizes the risk of explosion by
safely storing the ozone in an unreactive state.
All materials coming into contact with the ozone gas before it reaches the substrate,
including the glass vessel, tubing, and valves, must be prevented from reacting with the
ozone. Otherwise, the concentration of ozone in the growth chamber will be diminished.
It is therefore often necessary to “passivate” new items in the ozone system by flowing a
large quantity of ozone through them before growth can be accomplished.
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3.2.5 Quartz crystal microbalance
A quartz crystal microbalance is an essential part of an MBE system because it is used in
the first step of MBE film growth: determining the absolute molecular fluxes generated
by the effusion cells. This information is used to set the temperatures of sources (so that a
sufficient molecular flux is achieved) and ultimately to calculate the shutter times for each
element in a film during growth. A QCM uses an oscillating (typically at∼6 MHz) quartz
crystal to detect changes in mass resulting from the accumulation of deposited atoms. As
such, it directly detects accumulated mass rather than flux, but a simple differentiation
and conversion factor can be applied to convert the mass change into an absolute atomic
flux F :
F =
(
1
MA
)
dm
dt
, (3.3)
where M is the atomic mass of the source element, A is the area of the QCM oscillator
exposed to the molecular beam, and dm/dt is the time rate of change of the oscillator
mass. dm/dt is calculated based on the frequency shift and the acoustic impedance of the
quartz oscillator [44].
The main assumption used when applying QCM measurements is that the measured
flux is identical to the flux on the substrate during growth. This approximation can fail for
a number of reasons, including geometrical effects and a material or temperature depen-
dence of the atomic sticking coefficient. The former issue can be solved with a so-called
“tooling factor,” which corrects for the relative distances of the QCM and substrate to
the effusion cells. The latter problem cannot be remedied; QCM flux calibration merely
serves as the starting point for more precise and accurate methods, such as monitoring
RHEED intensity oscillations.
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3.2.6 Reflection high-energy electron diffraction
Reflection high-energy electron diffraction, known more commonly as RHEED, is a char-
acterization tool whereby a beam of electrons at grazing incidence diffracts off the surface
of a substrate/film and is detected by a fluorescent phosphor screen. The technique can
yield extremely valuable real-time information about surface structure and quality and
about film growth, which can be performed simultaneously. In fact, the detection of os-
cillations in the RHEED intensity, which occur when full atomic layers are deposited on a
growing film, is the main calibration method for oxide MBE.
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Figure 3.4: Characterization of a sample surface by RHEED. (a) Schematic diagram of the
RHEED process, as described in the text. (b) Example RHEED images. The top image is a
bare substrate, showing well defined diffraction peaks. The bottom image shows RHEED
after MBE film growth, showing characteristic streaks.
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Figure 3.4 shows a diagram of a RHEED system, as well as selected RHEED images
before and after growth of a film. An electron gun generates a beam of electrons (typically
at ∼10 keV) which is aimed at the substrate with momentum ki (usually at a glancing an-
gle of ∼5◦). At the opposite side of the chamber, a phosphor-coated window detects the
electrons that have diffracted off the sample surface. The small incidence angle of the
electrons limits the diffraction to the topmost atomic layers of the film, and the reciprocal
lattice of this two-dimensional system consists of arrays of rods parallel to the substrate
surface normal vector. The Bragg diffraction condition is fulfilled whenever these rods in-
tersect the Ewald sphere of the incident electron beam. The corresponding image formed
at the phosphor screen is composed of peaks falling on so-called “Laue circles.” Each
peak can be labeled with a two-dimensional diffraction order (for example, k10 or k1¯0).
RHEED images of films often show “streaks” rather than peaks because of crystal imper-
fections, which broaden the diameter of the reciprocal rods. When these rods intersect
the Ewald sphere (which is also broadened because of the finite divergence and energy
spread of the electron beam) long streaks rather than peaks are formed [49].
3.3 Growth
The growth of MBE films is as much an art as it is a science. The two main methods of
growth are codeposition, in which thermodynamics dictates the formation of stoichiomet-
ric crystalline samples, and shuttered layer-by-layer deposition, where the evaporation of
individual atomic layers is controlled so that complex films and superlattices can be built
up. With these different MBE methods, there are a number of physical modes of film
growth, and RHEED intensity oscillations and the choice of substrate play immensely
important roles.
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3.3.1 Growth methods
If possible, codeposition is the first choice for the growth of a material because it is com-
paratively easy, not requiring precise absolute calibration of fluxes (although flux ratios
may be important). Unfortunately, many materials cannot be grown by codeposition,
usually because of structural complexity (for example, superlattices with large periods).
In this case, shuttered layer-by-layer growth is necessary.
Codeposition
Historically, the first MBE growth technique to be developed was codeposition, which
is used to grow compound semiconductors. In codeposition, the substrate is exposed to
fluxes from all elements at the same time. Often the ratio of elemental fluxes can be far off
stoichiometry (not “congruent”), but thermodynamic effects ensure stoichiometric films.
When growing GaAs, for example, As2 molecules are only adsorbed on the film surface
if previously-deposited free gallium atoms are available to form bonds. By flooding the
substrate with As2, one can control the growth of GaAs films with the gallium flux alone,
since excess arsenic atoms will leave the surface [30].
Other materials can be grown using codeposition as long as source fluxes are in the
right stoichiometric ratio. Film growth is then dictated by the phase diagram of the ma-
terial, which, if known, can tell the grower what substrate temperature and oxidant pres-
sure to use. In this case, the material forms much like in solution-phase growth, where
mobile atoms on the surface diffuse and crystallize to lower the free energy of the system.
In codeposition, film thickness is controlled by monitoring RHEED intensity oscillations,
where each period corresponds to one monolayer of growth.
49
Shuttered layer-by-layer growth
Part of the power of the MBE technique lies in the ability to synthesize nontrivial films
such as superlattices, heterostructures, or other systems impossible to create with con-
ventional crystal growth methods. For these kinds of metastable systems, the free energy
difference between the desired structure and a manifold of other crystal phases is so small
that thermodynamics alone cannot be used to control growth. Instead, these films are
grown actively using shuttered layer-by-layer deposition, where precise control over the
composition of individual atomic layers is possible. In layer-by-layer growth, the flux of
each element must be determined with absolute accuracy. The oxidant gas flows continu-
ously and shuttering restricts metal and cation atoms to be deposited one monolayer at a
time (or less than a monolayer in the case of dopants). The growth temperature is chosen
in order to kinetically limit decomposition of the deposited layers [44]. With current tech-
niques, the accuracy of absolute fluxes using RHEED calibration can reach ∼1% [33, 50],
allowing for the growth of high-quality oxide films.
3.3.2 Growth modes
Experimentally, three main mechanisms of epitaxial film growth have been observed:
Volmer–Weber island growth [51], Stranski–Krastanov mixed growth [52], and Frank–
van der Merwe layer-by-layer growth [53]. The latter mode is the only one acceptable for
growing thin films using the shuttered layer-by-layer MBE technique. Figure 3.5 illus-
trates the three modes.
In Volmer–Weber island growth, discrete finite islands of adsorbate are formed, each
of which grows as more atoms are deposited. Three-dimensional aggregates form be-
cause of a strong attraction between adsorbates or insufficient surface diffusion (due, for
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Figure 3.5: Modes of epitaxial film growth. Newly-deposited atoms are shown in red. (a)
Volmer–Weber island growth, where discrete three-dimensional aggregates form due to a
strong attraction between atoms or insufficient surface diffusion. (b) Stranski–Krastanov
mixed growth, where initial atomic layers lower the energy barrier for island formation.
(c) Frank–van der Merwe layer-by-layer growth, where monolayers are deposited con-
secutively because of fast surface diffusion.
example, to a low growth temperature). Islands preferentially nucleate at substrate defect
sites. RHEED patterns during Volmer–Weber island growth resemble spots rather than
streaks, often indicating the need to increase the substrate temperature.
In Frank–van der Merwe layer-by-layer growth, adsorbate atoms are added in com-
plete layers, which is analogous to total wetting of the film surface at each time period
corresponding to the deposition of one monolayer. This method is assisted by fast surface
diffusion of atoms. Usually, growth of a single layer occurs via step-edge propagation,
whereby newly deposited atoms migrate to the boundary contour of the newly forming
monolayer and attach there, growing the boundary. The Frank–van der Merwe growth
mode matches the shuttered layer-by-layer deposition method and is the goal during
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MBE growth, resulting in films with the highest crystalline quality. RHEED patterns dur-
ing Frank–van der Merwe layer-by-layer growth will show streaks rather than spots, and
RHEED intensity oscillations will be stable.
Finally, in Stranski–Krastanov mixed growth, a combination of island and layer-by-
layer growth occurs. Frank–van der Merwe layered growth occurs first for a finite number
of monolayers, followed by Volmer–Weber island growth on top of those layers. The
transition occurs due to a change in energetics, usually after the substrate has been wetted
by the adsorbate.
3.3.3 RHEED oscillations
The observation of RHEED intensity oscillations during growth is a crucial factor in the
synthesis of high-quality multicomponent oxide thin films [50, 54]. RHEED oscillations
show the total integrated intensity of a RHEED streak (usually the first-order k10 or k11
peak) as a function of time as material is deposited on the substrate. Intensity oscillations
allow fluxes to be calibrated with high precision, serve as an in situ measure of the rate of
growth (for example, allowing the counting of monolayers), and enable characterization
of surface structure and quality.
Figure 3.6 illustrates the qualitative theory of RHEED oscillations. As atoms are
deposited during Frank–van der Merwe growth, the surface of the film changes from
smooth to rough (at half coverage) and back to smooth at the completion of one mono-
layer. When the film surface is smooth, RHEED diffraction intensities are maximal; when
the surface is rough, destructive interference of the electron beam suppresses the diffrac-
tion, causing minima in the measured intensity. The net result is an oscillating RHEED
intensity commensurate with the layer-by-layer growth of the film. A count of the total
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number of oscillation periods yields the number of atomic layers in the film [44, 54, 55].
As film growth progresses, the amplitude of the RHEED oscillations will dampen because
the structural quality of the film will degrade. At the end of growth, the RHEED intensity
often rises rapidly as the surface of the film relaxes and recovers long-range order.
(a) (b) (c)
Figure 3.6: Qualitative theory of RHEED intensity oscillations. As a new atomic mono-
layer is deposited, the surface of the film first roughens and then smooths. RHEED spots
are least intense at maximum surface roughness, when half a monolayer has been de-
posited. (a) Three-dimensional schematic view of the growing film. (b) Side view show-
ing diffraction of the RHEED electron beam off the atoms of the film. (c) RHEED intensity
oscillations.
The above qualitative explanation is somewhat simplified; reality is a far more com-
plicated beast. For example, Figure 3.7 shows RHEED oscillations during the growth of
a SrCuO2 film. The intensity increases as a monolayer of strontium atoms is deposited,
but then decreases upon deposition of copper atoms. This behavior cannot be explained
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by the simple model discussed above. Indeed, much theoretical and experimental work
remains in order to elucidate the mechanism of RHEED oscillations in the growth of com-
plex oxide materials. Because of this, RHEED intensity oscillations are primarily used for
the qualitative, rather than quantitative, characterization of film growth.
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Figure 3.7: Example of RHEED oscillations in the middle of the growth of a SrCuO2 film.
RHEED intensity rises during the deposition of Sr atoms and falls during the deposition
of Cu atoms.
3.4 Substrates
The choice of substrate is an immensely important factor in the growth of MBE films.
Lattice matching plays a large role in determining if a material can be grown on a certain
substrate, and substrate quality can affect film growth and quality because MBE is an
epitaxial process. Furthermore, the availability of exotic substrates is sometimes limited,
and access to these rare substrates can be crucial for the growth of certain materials.
Most oxide materials grown by MBE take the cubic perovskite (ABO3) or tetragonal
Ruddlesden-Popper (An+1BnO3n+1) structures [41, 42]. In fact, the perovskite structure
is the limiting case of the Ruddlesden-Popper series when n → ∞. Figure 3.8 shows
the perovskite unit cell. The B-site metal atoms, surrounded by oxygen octahedra, are
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separated by the A-site cations. In the layered Ruddlesden-Popper materials (Figure 3.9),
a slab of n perovskite ABO3 layers is separated by a single AO layer. These materials
therefore often exhibit more two-dimensional electronic structure due to the suppression
of tunneling between adjacent metallic ABO3 slabs by the insulating AO layers.
A
O
B
ABO3
Figure 3.8: The ABO3 perovskite unit cell consists of A-site cations at the eight corners
of a cube, with the B-site sitting in the middle and surrounded by an octahedral cage of
oxygen atoms (shaded gray).
Fortunately, the wide variety of perovskite and Ruddlesden-Popper oxides have sim-
ilar in-plane lattice constants. Therefore, one may be used as a substrate for another, and
two or more may be grown adjacently to form a multicomponent superlattice. By using
a substrate with a slightly mismatched (up to ∼2%) lattice constant, both compressive
and tensile strained films may be grown. Table 3.2 displays some commonly available
substrates used in oxide MBE. Substrates with a 6= b are those supporting a distorted
perovskite structure due to slight octahedral rotations of the oxygen atoms.
The development of etching recipes for a number of common substrates used in
MBE [56, 57] has contributed significantly to progress in the growth of high-quality ox-
ide thin films. For example, the most common and widely available substrate for MBE,
SrTiO3, can be etched so that an atomically flat TiO2-terminated step-and-terrace surface
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Figure 3.9: The Ruddlesden-Popper series An+1BnO3n+1 consists of a slab of n perovskite
ABO3 layers separated by a single AO layer. The most two-dimensional structure is n = 1
and the most three-dimensional is n = ∞, which corresponds to the cubic perovskite
structure shown in Figure 3.8.
is ensured. The etch recipe involves treating the SrTiO3 substrate first with water [to form
Sr(OH)2] and then with an NH4F-buffered HF acid solution, which dissolves the Sr(OH)2
on the surface of the substrate. Etching of rare-earth scandate substrates involves treat-
ing the substrate with a NaOH solution, dissolving the rare-earth ion and leaving ScO2-
terminated surfaces.
Along with an optional etching procedure, substrates used in MBE are often annealed
to improve the surface quality. This can drastically improve the properties of films grown
on such substrates. In addition, all substrates are backside-coated with 10 nm of titanium
(a wetting layer) and 200 nm of platinum via sputtering. This creates an opaque layer on
the underside of the substrate, enabling radiative coupling of the substrate heater to the
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substrate. Otherwise, the infrared radiation would be transmitted through the optically
transparent substrate, resulting in inefficient and slow heating.
Table 3.2: Common substrates for MBE
Substrate Orientation a (A˚) b (A˚) Etch?
GdScO3 (110) 3.966 3.970 Yes
DyScO3 (110) 3.946 3.952 Yes
SrTiO3 (100) 3.905 — Yes
LSAT (100) 3.868 — No
NdGaO3 (110) 3.854 3.862 No
LaAlO3 (100) 3.821 — No
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CHAPTER 4
CUPRATE SUPERCONDUCTORS
Superconductivity is a quantum phenomenon in which, at sufficiently low tempera-
tures, electrons in a material condense into a macroscopic quantum state displaying no
electrical resistance and the complete expulsion of magnetic field. Most superconductors
operate at extremely low temperatures, but one material family, the cuprates, displays su-
perconductivity under relatively warm conditions. Because the mechanism of supercon-
ductivity in the cuprates is not yet understood and because of the potential revolutionary
applications of a room-temperature superconductor, the cuprates remain one of the most
well-studied systems in condensed matter physics.
4.1 History of superconductivity
In 1911, soon after the cryogenic apparatus was developed to liquefy helium, thereby
allowing access to unprecedentedly low temperatures, H. Kamerlingh Onnes discovered
superconductivity [58]. He was studying the electrical resistance of mercury as a function
of temperature and noticed an abrupt transition into a zero-resistance state at 4.2 K. For
his discovery, which he named superconductivity, Onnes was awarded the 1913 Nobel
Prize in Physics. Other elemental metals were soon discovered to superconduct, each
with its own critical temperature Tc, including lead at 7.2 K (discovered in 1913) and
niobium at 9.3 K (discovered in 1930). The state of matter discovered by Onnes was
unlike anything ever before encountered, defying physical intuition: the persistence time
for current flowing around a superconducting ring has been measured to be larger than
105 years and the theoretical lifetime is orders of magnitude longer than the age of the
universe [59]!
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4.1.1 The Meissner effect
Zero resistance is perhaps the most striking feature of superconductivity, but another
defining property is the complete expulsion of magnetic field. This perfect diamagnetism,
called the Meissner effect, was discovered by W. Meissner and R. Ochsenfield in 1933 [60].
It should be noted that the Meisnner effect, illustrated in Figure 4.1, cannot be explained
by perfect conductivity alone, which would tend to lock magnetic flux inside the super-
conductor at the transition rather than expel it completely.
(a) (b)
Normal state Superconducting state
Figure 4.1: Illustration of the Meissner effect. (a) Above Tc in the normal state, magnetic
flux lines penetrate the material. (b) Below Tc in the superconducting state, magnetic flux
is completely excluded from the superconductor due to circulating electrical currents.
The dashed line shows a thin shell-like region at the surface of the superconductor over
which the magnetic field is suppressed.
In reality, the magnetic field does not terminate abruptly at the surface of the super-
conductor. Instead, flux penetrates into the superconductor over a microscopic length
scale called the penetration depth, which is on the order of 10 to 1000 nm depending
upon the material. The Meissner effect implies that a sufficiently strong magnetic field
will destroy superconductivity when the energy required to readjust the magnetic field
distribution exceeds the condensation energy of the superconducting phase.
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4.1.2 Material families
After the initial discovery of superconductivity, there was a slow but steady progression
towards ever-higher transition temperatures. Figure 4.2 shows a timeline of the high-
est known Tc for the four main superconducting material categories known today. The
first class of superconductors, the so-called conventional superconductors, were elemen-
tal metals and simple binary compounds. Then, in 1979, superconductivity was discov-
ered in a heavy-fermion material, where occupied f -orbitals strongly influence magnetic
interactions [61].
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Figure 4.2: Critical temperatures for selected superconducting materials as a function
of discovery year. The materials are divided into four distinct categories: conventional
superconductors (blue), heavy-fermion superconductors (green), cuprates (red), and iron-
based superconductors (purple).
A profound revolution occurred in 1986 when J. G. Bednorz and K. A. Mu¨ller discov-
ered superconductivity at 35 K in a ceramic La-Ba-Cu-O compound [18]. The next year
they were awarded the Nobel Prize in Physics for their discovery. In that same year, the
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maximum Tc of the cuprates was pushed to 93 K with the discovery of the Y-Ba-Cu-O
family [62]. This was a significant milestone because, for the first time, superconductivity
could be induced with liquid nitrogen cooling, a relatively inexpensive refrigerant.
Another revolution occurred in 2008 when superconductivity was discovered at 26 K
in an iron pnictide material [63]. A host of related iron-based superconductors were syn-
thesized within a few months of that discovery, and much of the excitement of that time
can be attributed to the hope that studying the iron-based superconductors would help
solve the problem of the cuprates. Despite the continual discovery of new superconduct-
ing materials, today no material family comes close to the transition temperatures of the
cuprates.
4.1.3 Theories of superconductivity
It took more than four decades after the discovery of superconductivity for physicists to
develop a satisfactory theory. The phenomenological London equations proposed in 1935
helped researchers understand the electrodynamic properties of superconductors, but did
not offer a microscopic picture [64]. V. L. Ginzburg and L. D. Landau made headway in
1950 by proposing a macroscopic coarse-grained superconducting wavefunction [65]. But
it was in 1957 that J. Bardeen, L. N. Cooper, and J. R. Schrieffer published what is now
known as the “BCS Theory,” offering the first microscopic mechanism of conventional
superconductivity and revolutionizing the field [66]. For their work, they won the 1972
Nobel Prize in Physics.
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The London equation
In 1935, the brothers H. and F. London proposed an equation describing the magnetic
field within a superconductor [64]:
B = −µ0λ2∇× J, (4.1)
where λ =
√
0mc2/nse2 is a constant related to the density of superconducting electrons
and J is the superconducting current density. Taking the curl of Ampe`re’s Law and sub-
stituting in Equation 4.1, one arrives at the expression
∇2B = B
λ2
. (4.2)
Thus, external magnetic field are exponentially screened within a superconductor, with
characteristic decay length λ. For example, in the case of a flat semi-infinite slab of su-
perconducting material with a constant external magnetic fieldB0 pointing parallel to the
boundary surface, the magnitude of the field within the superconductor will decay as
B(z) = B0e
−z/λ, (4.3)
where z is the distance into the superconductor from the surface. The London equation
therefore immediately explains the Meissner effect.
Ginzburg-Landau theory
The next step in developing a theory of superconductivity was taken by V. L. Ginzburg
and L. D. Landau, who in 1950 proposed a complex wavefunction ψ(r) as an order
parameter of superconductivity within Landau’s theory of second-order phase transi-
tions [59, 65]. In the theory, the squared magnitude of the order parameter represents the
density n(r) of superconducting electrons:
n(r) = |ψ(r)|2 . (4.4)
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By expanding the free energy of the superconductor in powers of ψ and ∇ψ, Ginzburg
and Landau were able to derive a differential equation guiding the form of ψ:
1
2m∗
(
h¯
i
∇− e
∗
c
A
)2
ψ + β |ψ|2 ψ + α(T )ψ = 0, (4.5)
where m∗ and e∗ are the mass and charge of the superconducting carriers and α(T ) and β
are expansion coefficients of the free energy. This is equivalent to Schro¨dinger’s equation
for a free particle, but with the addition of a nonlinear term. The equation introduces a
new length scale, called the coherence length, which describes distances above which the
superconducting order parameter can vary without unduly increasing the free energy.
The triumph of the Ginzburg-Landau theory was the ability to treat spatial variations
of the superconducting density and the suppression of superconductivity by magnetic
fields. In 1957, A. A. Abrikosov used the theory to show that for materials where the
coherence length is less than the penetration depth (type-II superconductors), two transi-
tions occur as a function of magnetic field [67]. At the lower critical field, Hc1, magnetic
flux penetrates the superconductor and forms so-called “vortices” of supercurrent: tubes
with ψ(r) = 0 carrying one quantum of flux. Only at a higher critical field, Hc2, is super-
conductivity completely suppressed. Abrikosov also predicted that the vortices would
form a regular array, called an Abrikosov lattice, and this prediction has since been con-
firmed by a number of experimental techniques.
The BCS theory
In 1956, L. N. Cooper proposed that electrons with opposite momenta in a Fermi sea
would form a bound singlet pair if there existed an arbitrarily weak net attraction be-
tween them [68]. He pointed out that in superconductors this behavior could explain the
energy gap of size∼kBTc that many experiments had detected. A year later, Cooper, with
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J. Bardeen and J. R. Schrieffer, published what is now known as the “BCS theory,” of-
fering the first microscopic mechanism of conventional superconductivity [66]. The BCS
theory proposed that the electron-phonon interaction in superconductors gives rise to a
net attractive force between electrons, forming Cooper pairs. When these bosonic pairs
condense into a wavefunction with a single macroscopic phase, a superconducting state
arises.
The mechanism of the phonon-mediated attraction within the BCS theory, illustrated
in Figure 4.3, was first proposed by H. Fro¨hlich in 1950. He noted that the exchange of
phonons could produce an attractive electron–electron interaction [69], which can be un-
derstood by considering the separation of time scales between electron and lattice dy-
namics. When an electron moves through the lattice, the positively-charged ions are
polarized. The lattice remains distorted after the electron leaves, creating a channel of
positive charge that attracts the electron with opposite momentum. The close relation-
ship between phonons and superconductivity did not come as a surprise when the BCS
theory emerged; previous experiments had demonstrated an “isotope effect” in which Tc
was shown to have a dependence on the masses of the lattice ions [70, 71].
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Figure 4.3: Cartoon showing the mechanism of phonon-mediated pairing in the BCS the-
ory. (a) An electron travels through the lattice, polarizing the positively-charged ions in its
wake. (b) The fast-moving electron leaves, but the distorted lattice has a slower response
time. A channel of positive charge is created along the trajectory of the electron. (c) An
electron with opposite momentum travels through the channel, lowering its energy.
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As mentioned above, in the BCS theory superconductivity arises as a result of the con-
densation of Cooper pairs. This condensed state is represented by the BCS wavefunction
|ΨBCS〉 =
∏
k
(
uk + vkcˆ
†
k↑cˆ
†
−k↓
)
|0〉 , (4.6)
where uk and vk are variational parameters subject to the constraint |uk|2+|vk|2 = 1 and |0〉
represents the filled Fermi sea. Essentially, vk represents the probability density that the
Cooper pair (k ↑,−k ↓) is occupied. The parameters uk and vk are complex numbers, and
their k-independent phase difference represents the phase of the macroscopic condensate
wavefunction—the phase of Landau and Ginzburg’s ψ(r) function.
Assuming a simple pairing Hamiltonian, the energy of the BCS wavefunction can be
minimized variationally, giving expressions for uk and vk:
v2k =
1
2
1− k√
∆2 + 2k
 , (4.7)
u2k = 1− v2k, (4.8)
where k is the underlying band dispersion of the material relative to the chemical po-
tential and ∆ is an energy scale related to the electron-phonon coupling. In the weak-
coupling limit, BCS derived an expression for ∆ in terms of the lattice Debye energy h¯ωD,
the density of states at the Fermi level N(0), and the effective electron-phonon interaction
potential V :
∆ ≈ 2h¯ωDe−1/N(0)V . (4.9)
It is interesting to note that this is a non-analytic function of the coupling constant, a
property that contributed to the difficulty in developing a theory of superconductivity
using perturbation methods [59]. A number of other results can be derived from the
BCS wavefunction, including the temperature dependence of the energy gap near the
superconducting transition (T ≈ Tc):
∆(T )
∆(0)
≈ 1.74
√
1− T
Tc
, (4.10)
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the energies of elementary excitations:
E(k) =
√
∆2 + 2k, (4.11)
and the electronic density of states:
N(E)
N(0)
=
E√
E2 −∆2 . (4.12)
The last two expressions show that in the superconducting state, an energy gap of size
2∆ is formed around the chemical potential. The spectral weight normally falling within
the gap is pushed outside it, forming so-called “coherence peaks” at E = ±∆. One of the
key predictions of the BCS theory is that ∆ = 1.764kBTc. This prediction has been tested
by numerous experiments and has been found to hold to a good approximation in many
conventional superconductors. The energy gap is the key to resistanceless conduction: if
the temperature is low enough, crystal imperfections and thermal fluctuations will not be
sufficiently energetic to break Cooper pairs, and they may flow freely.
The original BCS theory is a fairly simplistic weak-coupling [N(0)V  1] model in
which the phonon dispersion and other properties of the lattice are completely neglected.
Soon after its introduction, A. B. Migdal and G. M. Eliashberg were able to refine the
BCS theory by properly handling the electron-phonon interaction, including in the theory
spatial locality and time retardation effects [72, 73]. With this improved strong-coupling
method, researchers were able to calculate the expected superconducting transition tem-
perature of materials. Based on realistic phonon properties, many researchers predicted
that superconductors with transition temperatures exceeding ∼30 K could not exist. That
prediction was falsified with Bednorz and Mu¨ller’s discovery of the cuprates.
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Theories of cuprate superconductivity
To date, no consensus has been reached on the microscopic mechanism of high-
temperature superconductivity, but a number of general conclusions have been drawn
by comparing properties across the entire cuprate family [74]. For example, the parent
compounds of the cuprates are antiferromagnetic insulators, and chemical doping is re-
quired to destroy the antiferromagnetism and induce superconductivity. In addition, all
superconducting cuprates are layered materials with two-dimensional CuO2 planes. In
some cases, individual planes are isolated from each other by layers of other atoms, and
in other cases they form slabs of two or more adjacent planes within the crystal cell. Al-
though it is clear that superconductivity originates in the two-dimensional CuO2 planes,
superconducting currents can flow in all three dimensions because of inter-plane cou-
pling. Table 4.1 lists some common cuprate superconductors.
Table 4.1: Selected cuprate superconductors
Material Tc (K) Doping
Nd2−xCexCuO4 24 n-type
La2−xSrxCuO4 38 p-type
Sr1−xLaxCuO2 42 n-type
YBa2Cu3O7 92 p-type
Bi2Sr2Ca2Cu3O10 110 p-type
Tl2Ba2Ca2Cu3O10 125 p-type
HgBa2Ca2Cu3O8 130 p-type
Superconductivity in the cuprates differs markedly from the BCS-like picture. First,
properties are highly anisotropic due to the layered nature of the cuprates (whereas most
conventional superconductors are three-dimensional). Second, superconducting coher-
ence lengths are much smaller, suggesting an entirely different pairing mechanism than
phonon exchange. Finally, the superconducting gap has a different symmetry than con-
ventional superconductors: whereas in the BCS theory the energy gap ∆ is assumed to
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be independent of k (s-wave symmetry), in all of the cuprate superconductors, gaps with
a d-wave (∆k ∝ k2x − k2y) dependence—a symmetry lower than that of the underlying
crystal lattice—have been measured by phase sensitive experiments [75, 76]. The d-wave
symmetry of the gap, illustrated in Figure 4.4, reveals crucial information about the mech-
anism of pairing in the cuprates, suggesting for example the importance of spin degrees
of freedom.
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Figure 4.4: Two of the possible symmetries of the pairing energy gap in superconductors.
(a) The gap in superconductors with s-wave symmetry does not change sign, although
anisotropy may occur due to the lattice symmetry. (b) A superconductor with a d-wave
gap has four nodes—lines in momentum space without an energy gap—occurring along
the diagonal directions. In both panels, red shading represents a positive gap and blue
shading represents a negative gap. However, only the magnitude and relative phase
differences are relevant to measurable properties.
Many mechanisms of high-temperature superconductivity have been proposed for
the cuprates. Shortly after their discovery, P. W. Anderson proposed his resonating va-
lence bond theory, in which singlet bonds between pairs of copper atoms form a kind
of fluctuating quantum spin liquid [77]. When the material is doped, the valence bonds
become mobile and condense into a sea of Cooper pairs. Because of the unique magnetic
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properties of the cuprates, spin fluctuations are another leading possibility. In this the-
ory, pairing is mediated by magnons rather than phonons. It is often said that there are
as many theories of high-Tc as there are theorists working on the problem. Even after a
quarter century, cuprate superconductivity is still a subject of vigorous research.
4.2 Electronic structure of the cuprates
The low-energy electronic structure of the cuprates can be described as that of a two-
dimensional doped Mott (or, more accurately, charge-transfer) insulator. The undoped
parent compounds are half-filled antiferromagnetic insulators exhibiting strong electron–
electron correlations, and doping electrons or holes into the CuO2 plane induces an
insulator-to-superconductor transition.
4.2.1 Chemical structure
All of the essential physics of cuprate superconductivity occurs within the two-
dimensional CuO2 planes. With a nominal +2 charge, the copper ions take a 3d9 con-
figuration with one hole per atom. The in-plane oxygen ions, situated midway between
copper neighbors, have fully occupied 2p6 shells. The copper 3d and oxygen 2p orbitals
strongly hybridize with each other, but remain relatively uncoupled from the other atoms
in the unit cell. This picture has led to a widely held schematic view of the cuprates,
shown in Figure 4.5, in which the CuO2 planes are separated by “charge reservoir” or
“blocking” layers: slabs of atoms that dope carriers into the planes but do not otherwise
contribute to the low-energy electronic structure. Doping may be achieved via the addi-
tion or removal of oxygen atoms or by chemical substitution of cations. In either case,
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doping inhomogeneity is introduced in the blocking layers rather than the CuO2 planes
themselves, a relatively “clean” method similar to modulation doping of semiconduc-
tors. Typical resistivity anisotropies of the cuprates exceed ρc/ρab ∼ 103, highlighting the
confinement of mobile charge carriers to the two-dimensional CuO2 planes.
Charge reservoir
Charge reservoir
Charge reservoir
O Cu
a
a
(a)
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2+2-
Figure 4.5: Schematic view of the crystal structure of the cuprates. (a) The layered struc-
ture of the cuprates. One or more CuO2 planes are separated by “charge reservoirs”
consisting of layers of atoms that dope the CuO2 planes but are not otherwise involved in
the low-energy electronic structure. (b) View of a single CuO2 plane showing Cu2+ ions
arranged in a square lattice, pairs of which are separated by a single O2− ion. The Cu-Cu
distance is denoted a.
The nominally degenerate 3d9 copper orbitals are split due to the electrostatic field of
the crystal lattice. An octahedral field will split the ten d orbitals into four eg and six t2g
states. However, in the cuprates the apical oxygens (if they exist) are farther from the
copper ions than the in-plane oxygens. This creates a square pyramidal crystal field that
breaks the degeneracy of the eg manifold. This results in the occupation of all 3d orbitals
except dx2−y2 , which remains half-filled. Figure 4.6 illustrates this crystal field splitting.
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Figure 4.6: Crystal field splitting of copper ions. The nominally degenerate 3d copper
orbitals first split into an eg and a t2g manifold because of the field of the neighboring
oxygen ions. Asymmetry of the apical oxygens with respect to the in-plane oxygens fur-
ther splits the states. The net result is a half-filled dx2−y2 orbital, with all other states fully
occupied.
4.2.2 Band structure
Because of their strong overlap, the in-plane copper 3dx2−y2 electrons strongly hybridize
with neighboring oxygen 2px,y orbitals, forming three Bloch bands with mixed orbital
character: bonding, non-bonding, and antibonding. As Figure 4.7 shows for wavevector
(pi, pi), the bands with lowest energy occur when the phases of the oxygen 2p orbital lobes
match the phases of neighboring copper 3d lobes. In the CuO2 plane, with one hole per
copper site, the bonding and non-bonding states are completely occupied, leaving a half-
filled antibonding band.
Because the bonding and non-bonding bands are completely filled and lie at high
binding energy, they do not contribute to the low-energy electronic structure of the
cuprates. One can then imagine an effective one-band model for the CuO2 plane. This
can be accomplished by invoking the Zhang-Rice singlet wavefunction [78], illustrated
71
Non-bondingBonding Antibonding
Figure 4.7: Copper–oxygen hybridization in the CuO2 plane at wavevector (pi, pi). Bond-
ing, non-bonding, and antibonding combinations can be formed depending on the rela-
tive phase of the copper 3dx2−y2 and oxygen 2px,y orbitals. The bonding and non-bonding
states are fully occupied and the antibonding state is half-filled.
schematically in Figure 4.8, where a hole in the half-filled CuO2 plane is delocalized sym-
metrically and coherently on the four neighboring oxygen ions of a copper atom. These
composite states can then hop as a unit from one copper site to the next. The net result is
a low-energy one-band square lattice Hamiltonian with an effective hopping amplitude
and on-site energy. It should be noted that while this one-band model may be sufficient
for describing the general electronic structure of the cuprates, the separate copper and
oxygen states cannot be neglected when analyzing certain detailed features. This is espe-
cially true when comparing electron- and hole-doped cuprates, as doped holes lie within
the Zhang-Rice singlet manifold while doped electrons reside in the copper-derived anti-
bonding band.
Extended Bloch waves may be formed out of the Zhang-Rice singlet states. This can be
captured with a simple square lattice tight-binding model that includes nearest-neighbor,
next-nearest-neighbor, and sometimes next-next-nearest neighbor hopping (the so-called
t-t′-t′′ model). For the cuprates, t ∼ 0.3 eV, but can vary considerably from material
to material. Figure 4.9 shows the band dispersion and Fermi surface that arises from the
one-band tight-binding model. Common to all cuprates, the Fermi surface is composed of
a large hole pocket centered at (pi, pi), the shape of which is controlled by the parameters t′
and t′′. The simple tight-binding model presented here does not include electron-electron
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Figure 4.8: Schematic diagram of the Zhang-Rice singlet wavefunction consisting of a
single hole spread out symmetrically and coherently over the four neighboring oxygen
ions of a copper site. The spin of the oxygen hole and copper hole are correlated and
form a singlet, one of which is shown in the figure.
correlations, which drastically change the electronic structure of the cuprates at low dop-
ings. In this regime the tight-binding model is not applicable; correlations give rise an
insulating rather than a metallic state.
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Figure 4.9: Low-energy band structure of the cuprates based on a noninteracting one-
band model. (a) Band dispersion of the tight-binding model. In the absence of strong
correlations, the band is metallic and crosses the Fermi level. (b) The Fermi surface is
composed of a large hole pocket centered at (pi, pi).
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4.2.3 Strong correlations
The one-band model outlined in the previous section predicts that the cuprates are metal-
lic regardless of doping. This is not the case, however, as the undoped parent compounds
of the cuprate superconductors are antiferromagnetic insulators. This discrepancy results
from the complete neglect of electron-electron correlations in conventional band theory.
In 1949, N. F. Mott explained why nickel oxide is insulating even though it contains a
half-filled band by proposing that electron-electron Coulomb repulsion forbids double
occupancy of nickel ions and thereby inhibits conduction of electrons [79]. This idea was
further developed, and today materials expected to be metallic by band theory but are
insulating instead due to electron–electron correlations are known as Mott insulators.
In 1963, J. Hubbard proposed a tight-binding Hamiltonian explicitly taking Mott cor-
relations into account [80]. This widely-used model, now known as the Hubbard Hamil-
tonian, includes a term representing on-site electron-electron repulsion:
H = −t ∑
〈i,j〉σ
cˆ†iσ cˆjσ + U
∑
i
nˆi↑nˆi↓, (4.13)
where t is the nearest-neighbor hopping amplitude, 〈i, j〉 represents summing over all
nearest-neighbors, nˆiσ = cˆ
†
iσ cˆiσ is the particle density operator on site i, and U represents
the Coulomb energy required for double occupancy of a site. It is widely believed that the
one-band Hubbard model with U ∼ t captures the essential physics of high-temperature
superconductivity in the cuprates [20,77]. The Hubbard model not only explains why the
undoped cuprates are insulating, but also why they are antiferromagnetic. When nearest-
neighbor spins are antiparallel, virtual hopping to neighboring sites and back can lower
the kinetic energy. This is not possible with parallel spins, as the Pauli exclusion principle
forbids such a virtual process. For large U , double occupancy is completely suppressed
and an effective spin model called the t-J model results.
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The interaction term in the Hubbard Hamiltonian for the cuprates results in the an-
tibonding conduction band being split into so-called lower and upper Hubbard bands,
with an energy gap of size U (a few eV) separating them. This picture is illustrated in Fig-
ure 4.10(b). However, J. Zaanan, G. A. Sawatzky, and J. W. Allen have famously pointed
out that in transition metal compounds, the charge transfer energy ∆ describing the trans-
fer of holes from copper to oxygen ligands (d8i p6i → d9i p5i ) is smaller than the Hubbard
splitting U describing the transfer of holes from copper to copper (d8i d9j → d9i d8j ) [81]. As
a result, the undoped cuprate are considered “charge-transfer insulators” because the in-
sulating gap in reality exists between the antibonding-derived upper Hubbard band and
the Zhang-Rice singlet band, as shown in Figure 4.10(d).
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Figure 4.10: Schematic diagram of the density of states (vertical axis) of the cuprates at in-
creasing levels of detail. (a) In the noninteracting case, the bonding (B) and non-bonding
(NB) bands are full and the antibonding (AB) band is half-filled, resulting in a metallic
system. (b) When Mott-Hubbard correlations are considered, the antibonding band is
split into a lower Hubbard band (LHB) and an upper Hubbard band (UHB), resulting
in an insulating state. (c) In transition metal compounds like the cuprates, the Hubbard
splitting U is larger than the charge-transfer gap ∆. (d) Further hybridization causes the
Zhang-Rice singlet (ZRS) and triplet (T) bands to form.
Although much theoretical work has gone into understanding the half-filled Mott
state, the most interesting features of the cuprates—high-temperature superconductiv-
ity and associated phenomena—only occur when the antiferromagnetic insulating state
is destroyed by doping. Long-range Ne´el order is strongly perturbed by mobile carriers,
and a different ground state (such as a quantum spin liquid or the resonating valence
bond state) may yield a better description of high-Tc superconductivity. Furthermore, the
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BCS theory, developed for weakly-interacting Fermi liquids, cannot possibly describe the
microscopic mechanism of cuprate superconductivity; it is becoming clear that a proper
description will need to include the competition (or cooperation!) between antiferromag-
netism and electron pairing. Even after twenty years of work, the strong correlations in
cuprate superconductors present a profound challenge to physicists.
4.2.4 The cuprate phase diagram
As we have shown, the cuprates are often treated within the paradigm of doped Mott in-
sulators, where they are separated into two categories: hole-doped (p-type) and electron-
doped (n-type). The first cuprates to be discovered were hole-doped, and the highest
transition temperatures are achieved with hole-doping. For these reasons, the research
community has focused heavily on studying this subgroup of the cuprates. In 1989,
Y. Tokura, H. Takagi, and S. Uchida discovered the first electron-doped cuprate family,
Re2−xCexCuO4 (with Tc = 24 K for Re = Nd) [82]. Re2−xCexCuO4, crystallizing in the
so-called T ′ structure, remains the only well-studied electron-doped family, with only a
single other—the infinite-layer cuprates—discovered since then.
Within the Hubbard model in Equation 4.13, a rigorous symmetry between p-type
and n-type doping exists. When next-nearest-neighbor hopping or when multi-band
physics is included, however, that symmetry is broken. As shown in Figure 4.11, the ac-
tual doping–temperature phase diagram of the cuprate superconductors shows substan-
tial asymmetry. This is especially true for the low-doping antiferromagnetic insulating
phase, which appears to be much more robust and extends to much higher dopings on
the electron-doped side. In some cases, it may even coexist with superconductivity. For
the hole-doped cuprates, on the other hand, antiferromagnetism is rapidly suppressed
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by ∼3% doping, far below the onset of superconductivity. Because the antiferromagnetic
phase is so essential to the phenomenology of the cuprate material family, this asymmetry
has important ramifications for the mechanism of high-temperature superconductivity.
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Figure 4.11: Doping–temperature phase diagram of the cuprate superconductors, show-
ing the asymmetry between hole- and electron-doping. The antiferromagnetic (AF) phase
is much more robust for n-type cuprates, and may even coexist with d-wave supercon-
ductivity (d-SC). Because the hole-doped cuprates are heavily studied, that half of the
phase diagram is much more detailed and includes the poorly-understood pseudogap
(PG) and non-Fermi liquid (non-FL) phases.
An intuitive understanding of the doping asymmetry of the antiferromagnetic phase
can be achieved by considering how the doped carriers modify the Ne´el-ordered parent
spin system [83]. In the case of electron doping, extra carriers reside on copper sites, re-
sulting in spinless 3d10 ions that merely dilute the spin system. This leads to a gradual
reduction in the Ne´el temperature as the dilution factor grows larger [84]. On the other
hand, in the case of hole doping, carriers lie on oxygen orbitals. The coupling of cop-
per spins to these carriers, whether ferromagnetic or antiferromagnetic, will induce a net
ferromagnetic interaction between neighboring copper spins, strongly frustrating the an-
tiferromagnetic background order [85]. The Ne´el temperature subsequently drops much
more rapidly with hole doping.
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In addition to the fundamental differences observed in the magnetic properties of
hole-doped and electron-doped cuprates, transport properties also exhibit qualitatively
different behaviors. For example, within the normal state at optimal doping, the in-plane
resistivity shows a linear temperature dependence for hole-doped cuprates [86, 87] but a
quadratic T 2 dependence in the electron-doped case [88]. A comprehensive understand-
ing of high-temperature superconductivity will require an explanation of the observed
doping asymmetry of the cuprates, which has been hindered by a lack of n-type material
families. This dissertation seeks to remedy this experimental situation by revealing the
detailed electronic structure of the infinite-layer electron-doped cuprate Sr1−xLaxCuO2
for the first time.
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CHAPTER 5
THE INFINITE-LAYER CUPRATE FAMILY
Among the multitude of known cuprate material families and associated structures,
the archetype is “infinite-layer” ACuO2, where perfectly square and flat CuO2 planes are
separated by layers of alkaline earth atoms such as Ba, Ca, and Sr. Discovered in 1988 [89],
ACuO2 is the second and only other known electron-doped cuprate family. The infinite-
layer structure is free of magnetic rare-earth ions, oxygen chains, orthorhombic distor-
tions, incommensurate superstructures, ordered vacancies, and other complications that
abound among the other cuprate material families. Furthermore, it is the only cuprate
that can be made superconducting by both electron doping (Tc,max = 43 K) [90] and hole
doping (Tc,max = 110 K) [91], making it a potential platform for decoding the complex
many-body interactions responsible for high-Tc superconductivity in the cuprates.
5.1 Crystal structure
The infinite-layer cuprates have the simplest possible crystallographic structure: single
CuO2 planes separated only by alkaline earth atoms. Figure 5.1 shows the unit cell of
ACuO2. The structure is unique among the cuprates because the c-axis Cu-Cu distance
is less than the in-plane value. There are no apical oxygen ligands, however, and this en-
sures a two-dimensional band dispersion by inhibiting electron hopping along the c-axis.
The crystal structures of both known electron-doped cuprate families, Re2−xCexCuO4 and
ACuO2, lack apical oxygens. This fact is supported by consideration of the electrostatic
repulsion between doped electrons and apical oxygen ions in CuO5 pyramids and CuO6
octahedra, which discourages electron doping [92]. It is uncertain, however, if the absence
of apical oxygens is a necessary condition for electron doping of cuprates.
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Figure 5.1: The unit cell of ACuO2. The CuO2 plane is highlighted in gray. Unlike the
various hole-doped cuprate structures, apical oxygens are not present in the infinite-layer
structure.
5.1.1 Doping methods
Chemical doping of electrons in ACuO2 is achieved via heterovalent substitution at the
alkaline earth site. For example, in Sr1−xLaxCuO2, each lanthanum atom donates one
electron to the CuO2 plane, resulting in x extra electrons per copper atom. This method
minimizes the effects of doping inhomogeneity because the dopant disorder lies within
the inactive blocking layers between planes. The mechanism of doping in the hole-doped
infinite-layer materials is not yet known. The original paper presenting the discovery
of p-type superconductivity in an infinite-layer material suggested that A-site deficiency
plays a role [91], but many researchers now believe that excess oxygen atoms are the
relevant operators, possibly forming oxygen-rich impurity layers that capture electrons
[93–98]. In analogy with the electron-doping method, hole-doping of ACuO2 has been
attempted by substitution of monovalent sodium for calcium (Ca1−xNaxCuO2), but no
superconductivity was observed [99].
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5.2 Synthesis
Research on the infinite-layer cuprates has been severely hindered by the inability to syn-
thesize bulk single crystals. This is due to the fact that bulk growth of ACuO2 requires
high pressures, preventing the formation of large single crystals; only polycrystalline bulk
samples have been grown to date. Fortunately, recent progress in growth techniques has
led to high-quality superconducting thin films grown by sputtering, MBE, and pulsed-
laser deposition.
5.2.1 Oxygen reduction
In spite of its structural simplicity, the infinite-layer cuprate is quite sensitive to growth
conditions. Like the Re2−xCexCuO4 family, synthesis of the electron-doped infinite-layer
cuprates requires an oxygen-reduction step after growth in order to induce superconduc-
tivity. This step is carried out with a high-temperature anneal in a reducing atmosphere—
often vacuum—and is universally required for superconductivity in the n-type cuprates,
both for bulk and film samples.
It is widely believed that the reduction step removes a small amount of excess oxygen
atoms present in the as-grown materials at the apical sites [96,100–104], although there are
many alternative theories involving oxygen deficiency within the CuO2 planes [105–108].
Neutron diffraction studies have shown that in properly reduced samples, neither inter-
stitial oxygen nor vacancies play a significant role in the doping of Sr0.90La0.10CuO2 [109].
The amount of excess oxygen removed during the reduction step is minuscule, estimated
to be less than∼1% in optimally-doped Nd2−xCexCuO4 based on neutron diffraction and
Mo¨ssbauer studies [101,110,111]. Somewhat suprisingly, the amount of oxygen removed
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in the annealing step is inversely proportional to doping, with a removal rate as high as
∼7% for undoped Nd2CuO4 [101, 112].
The mechanism by which the presence of a relatively small amount of excess oxy-
gen is able to completely suppress superconductivity is not presently known. There is
some evidence that oxygen-induced disorder can stabilize antiferromagnetic correlations
in the cuprates [84, 113], which would allow the antiferromagnetic phase to win out over
the competing superconducting phase. ARPES experiments on Re2−xCexCuO4 do not de-
tect any change in the band filling or the band parameters through the oxygen reduction
step. The main electronic effect of the annealing, instead, is the removal of a momentum-
dependent leading-edge gap around the nodal region of the Fermi surface [102, 114]. A
decrease in the quasiparticle scattering rate is also observed through the oxygen reduc-
tion step, likely due to a decrease in disorder and impurity scattering. This picture can
explain why the oxygen reduction step has such a large effect on transport properties and
optical responses. Although still an open issue, the general consensus is that the interplay
between antiferromagnetic and superconducting orders plays a large role in the oxygen
reduction puzzle.
5.2.2 Bulk growth
The infinite-layer structure was first discovered in micron-sized single-crystal samples
synthesized by conventional crystal growth methods [89]. Prepared at ambient pressure,
ACuO2 is orthorhombic, containing edge-sharing square-planar CuO2 chains [115]. Su-
perconducting samples with a tetragonal structure were not discovered until a method of
high pressure sintering was developed [116]. In this technique, pressures in the range 3 to
6 GPa are achieved using belt or cubic anvil presses, as illustrated in Figure 5.2. Samples
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(a) (b)
Belt
Piston
Piston
Figure 5.2: Apparatus used for high pressure growth of ACuO2. Applied pressure is rep-
resented by black arrows. (a) A belt press. Two pistons compress the starting material,
which is situated in the middle of a high-strength hollow cylindrical “belt.” (b) A cubic
anvil press. Pistons compress the starting material along six opposing directions corre-
sponding to the sides of a cube.
grown this way are inherently polycrystalline and of relatively low structural quality, but
show superconducting transitions in the range 40 to 110 K depending on the choice of
alkaline earth atoms [90, 91, 117, 118]. Table 5.1 lists some of the samples studied early in
the development of bulk growth methods.
Table 5.1: Early bulk ACuO2 samples
Material Tc (K) Year
(Ca0.86Sr0.14)CuO2 — 1988 [89]
SrCuO2 — 1989 [116]
Sr0.8BaxCuO2 60, 90 1991 [117]
Sr1−xNdxCuO2 40 1991 [90]
Sr1−xLaxCuO2 43 1991 [118]
(Sr1−xCax)1−yCuO2 110 1992 [91]
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5.2.3 Film growth
Soon after the discovery of the infinite-layer cuprates, thin film samples were grown
by radio frequency sputtering [119] and pulsed-laser deposition (PLD) [120–122]. The
first superconducting films, grown by sputtering, were reported in 1992 [123], but their
transition temperatures were substantially less than comparable bulk samples. The de-
velopment of better oxide film growth techniques in the following years led to high-
quality superconducting thin films grown by sputtering [104, 124, 125], MBE [126–128],
and PLD [129, 130]. Crucial to the later successes was relieving the ∼1% compressive
epitaxial strain of SrTiO3 substrates by using better lattice-matched substrates, such as
KTaO3 and DyScO3. Table 5.2 lists some early infinite-layer thin film samples.
Table 5.2: Early thin film ACuO2 samples
Material Tc (K) Method Substrate Year
CaCuO2 — Sputtering MgO (100) 1990 [119]
(Ca0.86Sr0.14)CuO2 — PLD SrTiO3 (100) 1991 [120]
SrCuO2 — PLD SrTiO3 (100) 1992 [121]
Sr0.88Nd0.12CuO2−y 16 Sputtering SrTiO3 (100) 1992 [123]
Sr1−xLaxCuO2 39 MBE KTaO3 (100) 2001 [126]
Sr1−xLaxCuO2 41 MBE DyScO3 (110) 2004 [127]
A major benefit of growing ACuO2 in thin film form is epitaxial stabilization of the
metastable infinite-layer structure, which avoids the need for high pressure synthesis.
Clean surface terminations are polar because the atomic layers in the unit cell are charged,
alternating in sign between +2 (Sr2+) and−2 (CuO2−2 ) per unit cell. Polar terminations are
expected to be unstable in the presence of an oxidizing gas, and growth of films may pro-
ceed cell-by-cell rather than layer-by-layer in order to preserve net charge neutrality [96].
Furthermore, density functional theory predicts that films with total thickness less than
five unit cells are unstable toward the formation of a chain-type structure, which relaxes
the polar instability [131]. This prediction of a thickness-controlled structural reconstruc-
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tion agrees with RHEED oscillations during growth, where diffraction intensities vary
widely during the deposition of the first four unit cells. Chapter 8 discusses the polar
nature of Sr1−xLaxCuO2 in more depth.
The choice of substrate is important when growing infinite-layer thin films. Films
under tensile strain are in general of better quality than compressively strained films,
exhibiting lower resistivities and higher superconducting transition temperatures. This
is thought to occur because tensile strain allows for easier removal of interstitial oxygen
atoms. However, excess tensile strain leads to lattice defects and substrate interdiffusion,
reducing the quality of the films [127]. It appears that the best substrate for the growth of
superconducting Sr1−xLaxCuO2 is DyScO3, which produces tensily strained films at low
dopings and approximately unstrained films at optimal doping (x ≈ 0.10). Other popular
alternatives are SrTiO3, leading to compressively strained films of low quality, and KTaO3
or GdScO3, leading to tensily strained films of moderate quality.
There appears to be a solubility limit for lanthanum in Sr1−xLaxCuO2. When grow-
ing films with x > 0.10, a so-called “long c-axis” impurity phase develops with ordered
oxygen vacancies in the CuO2 layers [104,126,132]. The maximum superconducting tran-
sition temperature of Sr1−xLaxCuO2 (43 K) therefore occurs at x ≈ 0.10. One can imagine
possibly pushing the transition temperature higher by preventing the formation of the
impurity phase, but there has been little success in accomplishing this to date.
RHEED
During MBE calibration of ACuO2, the alkaline earth and copper shutter opening times
are calibrated by monitoring RHEED oscillations during growth. As Figure 5.3 shows,
stable oscillations occur when the A/Cu flux ratio is close to one. The absolute fluxes of the
85
elements, however, cannot be determined in this way. Instead, x-ray diffraction must be
used to measure the c-axis lattice constant and total thickness of a calibration film. From
this information, the total number of unit cells in the calibration film can be determined.
Comparison with the number of shuttering periods during the growth can be used to
scale the alkaline earth and copper fluxes in order to obtain complete monolayers. Doping
of the A-site is accomplished by simultaneously opening the alkaline earth and dopant
source shutters. The dopant flux is calibrated using a QCM.
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Figure 5.3: Time dependence of the (01) diffraction rod intensity during the calibration
of a SrCuO2 epitaxial thin film (a) in the case of a strontium-rich flux, (b) in the case of
a copper-rich flux, and (c) with the Sr/Cu flux ratio close to one. The RHEED intensity
drifts upward if the strontium flux is too large, downward if the copper flux is too large,
and is stable if the flux ratio is close to stoichiometric.
When monitoring RHEED reflections during the growth of ACuO2, an incommensu-
rate streak between the (01) and (02) diffraction rods is observed upon the deposition
of copper atomic layers, disappearing during the deposition of the following strontium
layers [96,128,133]. As Figure 5.4 shows, the streak is present at the end of growth but dis-
appears during the oxygen reduction step (anneal in vacuum). The presence of the streak
during growth and subsequent disappearance upon annealing usually suggests that the
film has good structural quality. At present, the origin of the incommensurate streak is not
clear, but it may be associated with a loosely-bound copper-rich overlayer [129]. How-
ever, the strong influence of the vacuum annealing step on the incommensurate streak
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suggests that oxygen also plays a role in its existence. An identical anneal in ozone does
not result in the disappearance of the streak.
(a)  Substrate (b)  After growth (c)  After anneal
Figure 5.4: RHEED patterns during the MBE growth of a Sr0.90La0.10CuO2 epitaxial thin
film on (110) GdScO3. RHEED is viewed along the pseudocubic [100] direction (a) before
growth, (b) after growth, and (c) after the oxygen reduction step. The presence of the
incommensurate streaks in panel (b), which vanish during the vacuum annealing step,
are marked by white arrows.
Superlattices
The first infinite-layer superlattice, a SrCuO2/BaCuO2 film showing semiconducting be-
havior down to 7 K, was grown by PLD in 1991 [134]. As the thin film growth technique
was developed, more researchers began investigating infinite-layer superlattices. These
heterostructures consist of stacked sequences of SrCuO2 or CaCuO2 with BaCuO2. For
example, the first superconducting infinite-layer superlattice was CaCuO2/(BaCuO2)3,
showing zero resistance at 38 K [135]. Soon thereafter, superconductivity at 50 K was ob-
served in (SrCuO2)2/(BaCuO2)2 superlattices [136]. A plausible mechanism of doping in
these materials relies on the charge-uncompensated BaCuO2 slabs, which contain excess
oxygen atoms at apical sites and act as charge reservoir layers, doping holes into the CuO2
planes of the other slabs [137]. Strong support for this picture comes from Raman spec-
troscopy [138] and extended x-ray absorption fine structure measurements [139], which
show evidence of apical oxygens in the barium planes.
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5.3 Properties
Because of the unavailability of large single crystals, the infinite-layer cuprates have not
been investigated with the same depth as their more popular counterparts. Most stud-
ies have focused on the material Sr1−xLaxCuO2, usually in polycrystalline form. Ex-
perimental techniques that have been employed include transport [124, 128, 140–146],
63Cu nuclear magnetic resonance [141,147,148], x-ray absorption near-edge spectroscopy
[92, 149], core level x-ray photoelectron spectroscopy [150, 151], point-contact tunnel-
ing spectroscopy [152, 153], magnetic and nonmagnetic impurity substitution [154, 155],
magnetization [156–160], muon spin rotation [161–163], and small-angle neutron scat-
tering [164]. Some general conclusions from these studies include: confirmation that
Sr1−xLaxCuO2 is electron-doped, evidence that strong electron correlations, similar to
those seen in the hole-doped cuprates, play a large role in the electronic structure, a small
O 2p→ Cu 3d charge transfer energy ∆, and lack of evidence for a pseudogap phase.
From these studies, conflicting conclusions have emerged regarding the nature of su-
perconductivity and antiferromagnetism in Sr1−xLaxCuO2. Thermopower measurements
indicate that electron–phonon interactions play an important role in Cooper pairing [140],
an anomalously small density of states has been detected at the Fermi energy by nuclear
magnetic resonance [141], angle-dependent magnetization results suggest strongly three-
dimensional superconductivity [144, 156, 157] and enhanced quantum fluctuations pos-
sibly due to a competing spin density wave [157], zero-field muon spin rotation has re-
ported both the absence of antiferromagnetic order [161] and phase separation into mag-
netic and superconducting domains [162], and electric field effect measurements have
shown that superconductivity is dominated by electron-like rather than hole-like carri-
ers [145].
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The electron-doped infinite-layer cuprates share many material properties with the
Re2−xCexCuO4 family. In contrast with the hole-doped cuprates, which exhibit a linear T
power law in resistivity over a wide temperature range in the normal state [86, 87], the
electron-doped materials display a Fermi liquid T 2 power law indicative of conventional
electron–electron scattering [83, 88]. A study of infinite-layer Sr1−xLaxCuO2, however,
shows deviations from quadratic scaling above and below optimal doping. Underdoped
samples (x = 0.08) displayed a T 1.78 power dependence and overdoped samples (x =
0.13) a T 1.39 dependence [128]. This behavior is thought to be caused by complex transport
mechanisms beyond simple electron–electron scattering [165].
Perhaps most confounding, however, are reports of nodeless or s-wave superconduc-
tivity in Sr1−xLaxCuO2, in marked contrast to the d-wave pairing observed in the hole-
doped cuprates and the Re2−xCexCuO4 family. These findings come from a wide variety
of probes: the lack of momentum dependence and zero-bias conductance peaks in tun-
neling spectroscopy [152], insensitivity to nonmagnetic impurities [154], the temperature
and field dependence of specific heat [143], and the local field distribution from small-
angle neutron scattering [164] and muon spin rotation [163]. Other studies, however,
support an unconventional superconducting order parameter [141,147,153,160–162], and
a recent phase-sensitive measurement favors a d-wave symmetry [166].
Because of the numerous conflicting results regarding the electronic structure of the
infinite-layer cuprates, it is difficult to ascertain whether d-wave superconductivity and
strong antiferromagnetic order are generic to the electron-doped CuO2 plane. This disser-
tation resolves these long-standing questions by revealing, for the first time, the detailed
electronic structure of infinite-layer Sr1−xLaxCuO2, a completely independent electron-
doped cuprate. Our observations demonstrate a clear coexistence of superconductivity
with robust antiferromagnetic order and offer an explanation for previous reports of a
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nodeless superconducting gap while retaining a conventional cuprate d-wave supercon-
ducting order parameter. We confirm that the cuprate phase diagram is fundamentally
asymmetric and provide a coherent framework for understanding the generic properties
of all electron-doped cuprates.
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CHAPTER 6
THE ELECTRONIC STRUCTURE OF Sr0.90La0.10CuO2
In Re2−xCexCuO4, the only well-studied n-type cuprate family, robust antiferromag-
netism can persist up to a doping of x = 0.14 and may possibly even coexist with super-
conductivity [167, 168]. In contrast, in all hole-doped cuprates, Ne´el order is rapidly sup-
pressed by x ≈ 0.03, with d-wave superconductivity following at higher doping levels.
Studies of the Re2−xCexCuO4 family by ARPES have shown signatures of a strong cou-
pling to (pi, pi) antiferromagnetism. However, ARPES studies on hole-doped cuprate fam-
ilies often yield material-specific features that are idiosyncratic to particular compounds,
such as the superconducting coherence peak in Bi2Sr2CaCu2O8+δ [169] or the chemical
potential pinning in La2−xSrxCuO4 [170]. Moreover, the origin of the robust antiferro-
magnetism in Re2−xCexCuO4 is complicated by rare-earth magnetism, which is known to
couple to the CuO2 plane and modify long-range magnetic order [83]. Recent state-of-
the-art calculations based on dynamical mean-field theory suggest that the electron-hole
asymmetry is indeed intrinsic to the cuprate phase diagram and may arise from the na-
ture of the upper Hubbard band or the lack of apical oxygens [171, 172].
From an experimental standpoint, investigating a different n-type cuprate is essential
in order to definitively determine whether the strong antiferromagnetism observed in the
Re2−xCexCuO4 family is truly intrinsic to the electron-doped CuO2 plane. The infinite-
layer compound Sr1−xLaxCuO2 is an ideal candidate, with Tc = 43 K, the highest of all
electron-doped cuprates. This chapter, based on Reference [173], presents the general
electronic structure of MBE-grown Sr0.90La0.10CuO2 thin films as observed by ARPES.
The experimental results reveal a strong coupling between electrons and (pi, pi) antifer-
romagnetism that induces a Fermi surface reconstruction pushing the nodal states below
the Fermi level. This removes the hole pocket near (pi/2, pi/2), realizing nodeless super-
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conductivity without requiring a change in the symmetry of the order parameter. These
findings provide an explanation for the many puzzling reports of nodeless or s-wave su-
perconductivity in Sr1−xLaxCuO2, verifies that robust antiferromagnetism is intrinsic to
the n-type cuprate materials, and contributes to a universal understanding of all electron-
doped cuprates.
6.1 Methods
The following section briefly describes the growth, measurement, and characterization
of Sr0.90La0.10CuO2 thin films. More detailed information concerning the growth and
characterization can be found in Reference [128] and the supplemental material of Ref-
erence [173], respectively.
6.1.1 Film growth
The growth of superconducting Sr1−xLaxCuO2 thin films via layer-by-layer MBE is out-
lined in Reference [128]. CuO2-terminated films of thickness 60 unit cells (∼20 nm) were
grown epitaxially on (110) GdScO3 substrates, which have a distorted perovskite structure
with a pseudocubic lattice constant of 3.968 A˚ [174], using a Veeco GEN10 dual-chamber
oxide MBE system. Shuttered layer-by-layer deposition was performed in a background
of 100% distilled O3 at a pressure of 1 × 10−6 Torr and with a substrate temperature of
510 ◦C. Depositions were monitored using reflection high-energy electron diffraction. As
outlined in Section 5.2.3, the strontium and copper shutter opening times were calibrated
by monitoring RHEED oscillations during the growth of undoped SrCuO2 films. The
RHEED patterns were taken with a glancing electron beam parallel to the in-plane pseu-
docubic [100] direction of the substrate. After growth, samples were oxygen-reduced by
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vacuum annealing at 520 ◦C for 30 minutes in order to eliminate any apical oxygen atoms.
Samples were then cooled to 200 ◦C before immediate transfer under ultra-high vacuum
to the ARPES chamber (<5 minutes at 2 × 10−10 Torr). All superconducting samples had
a nominal lanthanum doping of x = 0.10 ± 0.01, a measured doping of x = 0.10 ± 0.03,
and a measured Tc = 25± 5 K.
6.1.2 ARPES measurements
ARPES measurements were performed with a VG Scienta R4000 electron spectrometer
(cf. Section 2.3.4) and He-Iα photons at 21.2 eV (cf. Section 2.3.3). The base pressure of
the vacuum chamber was 7 × 10−11 Torr, allowing a single sample to be measured for
many days without any detectable sample degradation. Typical instrumental resolutions
are ∆E = 10 meV and ∆k = 0.03 A˚−1 for the Fermi surface map, and ∆E = 6 meV for the
superconducting gap measurements. EF was determined by measuring polycrystalline
gold in electrical contact with the sample (cf. Section 2.4.2).
Background subtraction
Spectra from all films showed a momentum-independent background present through-
out the entire Brillouin zone. This background, typical of the cuprates, is thought to arise
from elastic scattering of photoelectrons escaping from the surface [175]. Where men-
tioned below, this background has been subtracted from the spectra in order to emphasize
and enhance the intrinsic features of Sr1−xLaxCuO2. Figure 6.1 describes the background
subtraction process. By averaging ∼500 individual EDCs around the Brillouin zone in
regions where low energy bands are absent, a “global” background EDC is generated
(black curves in Figure 6.1). For each acquired spectrum, this EDC is scaled in order to
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Figure 6.1: Illustration of the momentum-independent background subtraction process.
(a) Spectrum showing a cut through the antinode. Two momentum regions are isolated
from the full spectrum: region I (containing the background signal on both sides of the
band crossing) and region II (containing the band itself along with the underlying back-
ground). (b) Background EDCs generated from the node, antinode, and hot spot scans
(red curves) along with their smoothed average (black curve). The background is iden-
tical in different regions of momentum space. (c) EDCs averaged over the two regions
shown in panel (a). The global background EDC is shown by the black curve and is
shaded red. (d) EDCs for the node, hot spot, and antinode without background sub-
traction (blue curves). The global background EDC is also shown for each (red curves).
Curves are offset for clarity. The blue shaded regions represent the intrinsic spectral func-
tion after background subtraction, as presented in the remainder of the text.
match the integrated intensity in region I, close to the low-energy states (region II). This
scaling takes into account variations in the intensity from scan to scan as well as grad-
ual modulations in the intensity of the background. A different background is generated
for each temperature because of the broadening of the Fermi edge. After smoothing, the
momentum-independent, uniform background is subtracted from EDCs wherever nec-
essary. We emphasize that the conclusions drawn below about the superconducting gap
and antiferromagnetism are robust, regardless of the presence of the background.
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6.1.3 Sample characterization
In order to verify the quality and composition of the measured Sr0.90La0.10CuO2 films, a
number of characterizations were performed on the samples. Immediately after ARPES
measurements, in situ low-energy electron diffraction was performed on the films in order
to examine their surface structure. In addition, after removal from the vacuum chamber,
resistivity, x-ray diffraction, x-ray photoelectron spectroscopy, and x-ray absorption spec-
troscopy were performed. Summaries of the results of these characterizations are given
below.
Low-energy electron diffraction
Low-energy electron diffraction (LEED), performed in situ immediately after ARPES mea-
surements, was used to examine the surface structure and quality of the Sr0.90La0.10CuO2
films before exposure to air. As Figure 6.2 illustrates, LEED patterns of all x = 0.10 films
measured by ARPES show perfectly square atomic planes with no evidence of recon-
struction at the surface, preserving the simple infinite-layer structure (but see Figure 6.2
and Chapter 8 below for evidence of a reconstruction in films at lower doping levels).
This is fortunate because many nominally tetragonal transition metal oxides, such as
Sr2RuO4 [176] or SrTiO3 [177], are known to support orthorhombic reconstructions at
their surfaces because of their complex surface chemistry, which complicate the momen-
tum dependence of ARPES spectra.
Interestingly, as Figure 6.2(b) shows, some Sr1−xLaxCuO2 samples show an anomalous
LEED pattern consisting of a quadrupling of the density of reciprocal space points. This
is consistent with a doubling of the crystal unit cell in both a and b lattice directions.
Chapter 8 below discusses in depth the origin of this reconstruction, which likely forms
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Figure 6.2: Low-energy electron diffraction of Sr1−xLaxCuO2 films using 100 eV electrons.
(a) A typical LEED pattern of a Sr0.90La0.10CuO2 thin film, showing a perfectly square
atomic surface with no evidence of a structural reconstruction. (b) An anomalous LEED
pattern observed in a Sr0.95La0.05CuO2 sample, showing a doubling of the unit cell in the
a and b directions.
from ordered oxygen vacancies in the topmost CuO2 layer and is due to the polar nature
of the infinite-layer structure. We emphasize that most x = 0.10 films, including all of
the films presented in this chapter, did not show evidence of this reconstruction. There
appears to be a doping-dependence to the reconstruction, with samples at lower doping
levels displaying a higher susceptibility to the reconstruction.
Resistivity
Four-point ex situ resistivity measurements were performed on Sr0.90La0.10CuO2 films in
order to measure superconducting transition temperatures and widths. Superconduct-
ing samples showed a measured Tc = 25 ± 5 K. The variability of Tc between films is
likely due to incomplete oxygen reduction and small variations in lanthanum content.
The superconducting dome in the n-type cuprates is relatively small, spanning a range
0.06 ≤ x ≤ 0.11 for Sr1−xLaxCuO2 grown on scandate substrates [127], magnifying the
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effects of any small deviations in lanthanum stoichiometry. As demonstrated in Figure
6.3, for optimal doping at x ≈ 0.10, the temperature dependence of the resistivity in the
normal state shows an approximate conventional Fermi liquid T 2 power law arising from
electron–electron scattering [128], in contrast with the linear temperature dependence of
the hole-doped cuprates [86, 87].
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Figure 6.3: Four-point resistivity measurement of a Sr0.90La0.10CuO2 thin film, normalized
at room temperature. For this film, Tc ≈ 30 K and the normal state resistivity approxi-
mates Fermi liquid T 2 behavior. The dashed line shows a fit to the function ρ(T ) = a+bT 2.
X-ray diffraction
X-ray diffraction was employed to confirm growth of the intended infinite-layer phase
and determine the absolute film thickness. Figure 6.4 shows a typical ω-2θ scan with
clearly visible 001 and 002 diffraction peaks. The data shows a complete absence of the
“long c-axis” phase [123] as well as any other impurity phase. The c-axis length is calcu-
lated to be 3.41 A˚, in very good agreement with the bulk lattice constant of Sr1−xLaxCuO2
and with other films grown by MBE [127].
The film in Figure 6.4 also exhibits Kiessig fringes [178,179] around the 002 diffraction
peak, resulting from constructive and destructive interference of x-rays reflected from the
film and substrate surfaces. The presence of these fringes generally indicates an extremely
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Figure 6.4: A typical ω-2θ x-ray diffraction scan (using Cu Kα radiation) for a
Sr0.90La0.10CuO2 thin film. (a) Wide-angle scan showing clear 001 and 002 c-axis diffrac-
tion peaks, both of which yield c = 3.41 A˚. The two asterisks indicate (pseudocubic) 001
and 002 GdScO3 substrate peaks (c = 3.968 A˚). There is no evidence of an impurity phase
in the film. (b) Detailed view of the 002 diffraction peak. Kiessig fringes, clearly visible on
both sides of the peak and highlighted by arrows, can be used to determine the absolute
thickness of the film (170 A˚ in this case) by using Equation 6.1.
flat interface. The fringes can be used to calculate the absolute thickness of the film using
the diffraction formula
T =
λ
∆(2θ) cos(θB)
, (6.1)
where T is the film thickness, λ is the x-ray wavelength (1.542 A˚ for Cu Kα radiation),
∆(2θ) is the average 2θ spacing of the fringes, and θB is the Bragg peak angle [180]. When
applied to the data in Figure 6.4, Equation 6.1 gives a thickness of 170 A˚, corresponding
to 50 unit cells, in good agreement with the number of shuttering periods used to grow
the film.
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X-ray photoelectron spectroscopy
X-ray photoelectron spectroscopy was used to verify the lanthanum doping level of
Sr0.90La0.10CuO2 films. Although the technique is surface sensitive, exposing films to air
for a short period of time (up to one day) during ex situ measurements does not apprecia-
bly affect the results. Figure 6.5 displays a typical x-ray photoelectron spectrum, showing
the La 4d, Cu 3s, and Sr 3d core peaks. By comparing the total integrated areas (shaded in
red) of the strontium and lanthanum peaks and normalizing by the photoionization cross
sections [181], a lanthanum doping level of x = 0.11±0.02 is obtained, in good agreement
with the nominal value x = 0.10.
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Figure 6.5: Ex situ x-ray photoelectron spectrum showing the La 4d, Cu 3s, and Sr 3d core
peaks of a Sr0.90La0.10CuO2 film. A lanthanum doping level of x = 0.11±0.02 is calculated
for this film from the ratios of the normalized core peak areas.
It is interesting to note that the x-ray photoelectron spectrum for the O 1s core level
of an annealed film consists of a doublet, as shown in Figure 6.6, which is not expected
unless there are oxygen atoms in two different chemical environments within the film.
Identical double-peaked O 1s spectra were collected from a sample that was cooled in
ozone and for a sample that did not go through the annealing step. Previous x-ray pho-
toelectron spectroscopy studies on Sr0.90La0.10CuO2 have claimed that the weaker peak
at higher binding energy is due to surface contamination [150, 151]. The fact that we see
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an equivalent signal in samples unexposed to air and consistent across a wide range of
annealing conditions, however, suggests a different, as-yet unknown, origin. The doublet
may involve excess apical oxygens on the film surface, or it could be related to the surface
reconstruction discussed in Chapter 8.
Binding Energy (eV)
In
te
ns
ity
 (a
rb
. u
ni
ts
)
555 550 545 540 535
O 1s
Anode: Al K α
Figure 6.6: In situ x-ray photoelectron spectrum (using Al Kα radiation) showing the O
1s doublet seen in annealed (shown here) and unannealed Sr0.90La0.10CuO2 films. The
double-peaked shape of the spectrum is consistent across a wide variety of annealing
conditions and suggests the presence of oxygen atoms in two different chemical environ-
ments.
X-ray absorption spectroscopy
X-ray absorption spectroscopy, employing the total electron yield method at the SGM
beamline of the Canadian Light Source synchrotron, was used as an independent tool for
verifying the lanthanum doping level of Sr0.90La0.10CuO2 films. Figure 6.7 shows a typical
x-ray absorption spectrum, displaying spin-orbit doublets of the La M (3d→ 4f ) and Cu
L (2p → 3d) absorption edges. By comparing the two edge step heights (illustrated in
gray) and normalizing by the photoabsorption cross section of the lanthanum and copper
atomic cores [182], a lanthanum doping level of x = 0.09 ± 0.02 was obtained, in good
agreement with the nominal value x = 0.10.
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Figure 6.7: X-ray absorption spectrum showing the La M-edge and Cu L-edge of a
Sr0.90La0.10CuO2 film. A lanthanum doping level of x = 0.09 ± 0.02 is calculated for this
film from the x-ray absorption data (see text).
We note here the very close agreement between the nominal lanthanum doping level
determined by in situ calibration utilizing a quartz crystal monitor and reflection high-
energy electron diffraction oscillations [50], the atomic concentrations determined by both
x-ray absorption spectroscopy and x-ray photoelectron spectroscopy, and the carrier con-
centration determined from ARPES measurements of the Fermi surface (Section 6.2.3).
This suggests that the measured low-energy electronic structure of Sr1−xLaxCuO2 films is
closely representative of the bulk, despite the polar nature of the crystal structure. This
is further supported by the absence of a surface reconstruction observed by low-energy
electron diffraction, as well as the similar temperature dependences of the superconduct-
ing gap measured by ARPES (see Section 6.5 below) and the superconducting transition
measured by bulk resistivity.
6.2 Results from ARPES
This section presents ARPES data for Sr0.90La0.10CuO2 thin films. Valence band spectra
and a nodal dispersion are presented first, followed by a detailed Fermi surface mapping.
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6.2.1 Valence band
To study the general effects of the vacuum annealing process, valence band spectra were
measured for both as-grown and vacuum annealed Sr0.90La0.10CuO2 films. As Figure 6.8
shows, a significant change in the O 2p-derived valence band is observed after the vac-
uum annealing step. In particular, the leading edge of the valence band at ∼2 eV shifts
toward higher binding energies after annealing. This is consistent with electron-doping
of the film via the removal of excess oxygen atoms, which accept electrons. However, the
marked change in the spectral weight of the valence band suggests an entirely different
electronic structure for the as-grown film, beyond a simple doping picture. Annealed
samples show slight variations in the shape of the valence band spectrum, but are quali-
tatively similar to that presented in Figure 6.8. The data in the remainder of this chapter
are collected from properly vacuum annealed films.
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Figure 6.8: ARPES valence band spectra showing low-energy O 2p-derived states in oth-
erwise identical as-grown (blue) and vacuum annealed (red) Sr0.90La0.10CuO2 films. A
significant change in the valence band is observed after vacuum annealing, suggesting an
entirely different electronic structure. The spectra have been normalized at high binding
energy (∼10 eV).
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6.2.2 Nodal band dispersion
Figure 6.9 shows a cut from (−2pi, 0) to (−pi, pi) through the node in the second Brillouin
zone (cut II in Figure 6.10). The MDC-derived nodal quasiparticle dispersion, indicated
by the white line, shows a clear upturn at a binding energy of about 40 meV. Low-energy
kinks in band dispersions are usually interpreted in term of a coupling to one or more
bosonic modes. However, a coupling of this nature results in a decrease in the band veloc-
ity, whereas a sharp increase in the dispersion is observed here. This is strong evidence
for the opening of an energy gap at the Fermi level; the upturn is an artifact of the MDC
analysis procedure, an effect commonly observed in other gapped systems [183].
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Figure 6.9: ARPES spectrum showing a cut from (−2pi, 0) to (−pi, pi) through the node in
the second Brillouin zone (cut II in Figure 6.10). The white line shows the band dispersion
as determined by an MDC analysis. An upturn at 40 meV is identified by the white arrow.
103
6.2.3 Fermi surface
In Figure 6.10, an unsymmetrized k-resolved map of spectral weight nearEF is displayed.
A large circular Fermi surface centered at (pi, pi), generic to all doped cuprates, is apparent.
Fermi wavevectors (kF’s) are extracted by fitting maxima in the MDCs used to generate
the map. After applying appropriate symmetry operations, the set of kF’s are plotted as
yellow points in the areas outside of the map. Also shown is a two-dimensional tight-
binding prediction for the shape of the Fermi surface (see Section 6.3 for details).
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Figure 6.10: Unsymmetrized Fermi surface mapping for Sr0.90La0.10CuO2 taken at 10 K
showing spectral weight integrated within EF ± 30 meV and normalized to a featureless
background at high binding energy. Regions outside the map show the extracted kF’s
(yellow points) and the tight-binding Fermi surface (gray lines).
Assuming a quasi-two-dimensional Fermi surface, the experimentally determined
kF’s yield a Luttinger volume corresponding to x = 0.09 ± 0.02, in agreement with the
nominal doping level. Figure 6.11 highlights two notable features of the data. First, the
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intensity is strongly modulated as a function of angle around the Fermi surface, a phe-
nomenon originally observed in Nd1.85Ce0.15CuO4 [184]. Second, the location of spectral
weight along the nodal direction deviates significantly from the tight-binding prediction,
whereas the agreement is better in other areas of momentum space. The next section
presents a semi-empirical model that explains these features of the data.
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Figure 6.11: Analysis of Fermi surface mapping data. (a) Intensity versus angle along
the two Fermi surface sheets, cuts I and II, as defined in Figure 6.10. Dashed lines mark
where the Fermi surface crosses the antiferromagnetic zone boundary. (b) Experimental
kF’s generated from the entire Fermi surface map and plotted by distance from (pi, pi)
as a function of angle around the Fermi surface. The points deviate significantly from
the tight-binding prediction but agree well with the simulation described in Section 6.3.
The two asterisks mark the location of the hot spots, where a well-defined kF cannot be
reliably determined from the simulation.
6.3 Semi-empirical model of magnetism
To explain the data presented above in a comprehensive and consistent manner, we em-
ploy a simple model first proposed for the Re2−xCexCuO4 family [184–186] whereby elec-
trons with wavevectors k and k + (pi, pi) are mixed via an off-diagonal matrix element
Vpipi. Despite the lack of explicit strong electron correlations, this model has been shown
to be successful in reproducing the key low-energy features in the electronic structure of
the Re2−xCexCuO4 family. The Vpipi term is assumed in this work to originate from static
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or slowly fluctuating antiferromagnetism. It could also arise from any sufficiently strong
(pi, pi) ordering, such as d-density wave order [187], but the strong antiferromagnetic or-
dering in Re2−xCexCuO4 presents it as an obvious candidate. The term opens a gap of
size 2 |Vpipi| at the intersection of the underlying band structure (k) with its image folded
across the antiferromagnetic zone boundary ′(k). The corresponding energies in this
model are given by the equation
E±(k) =
(k) + ′(k)
2
±
√√√√((k)− ′(k)
2
)2
+ |Vpipi|2. (6.2)
A schematic illustration of this bandstructure is shown in Figure 6.12. The gap results
in so-called “hot spots” where spectral weight is dramatically suppressed, dividing the
Fermi surface into two sheets: an electron pocket near the zone boundary at (pi, 0), and a
hole pocket in the nodal region at (pi/2, pi/2). This readily explains the observed intensity
modulation displayed in Figure 6.11(a).
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Figure 6.12: Schematic diagram of the semi-empirical model. (a) An illustration of the
underlying band structure of the model. When Vpipi > 170 meV, the nodal hole pocket is
fully gapped (inset). (b) A three-dimensional diagram illustrating the band folding and
the submergence of the nodal hole pocket below the Fermi energy for a sufficiently large
value of Vpipi.
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To simulate this model and compare it to the experimental data, knowledge of the bare
(non-magnetic, non-superconducting) band dispersion (k) is required. We use a simple
two-dimensional tight-binding expression:
(kx, ky) = µ − 2t [cos (akx) + cos (aky)]− 4t′ cos (akx) cos (aky)
− 2t′′ [cos (2akx) + cos (2aky)] , (6.3)
where µ is the chemical potential, t is the nearest-neighbor hopping integral, t′ is the
next-nearest-neighbor hopping integral, and t′′ is the next-next-nearest-neighbor hopping
integral.
In order to determine the tight-binding parameters, we first constrain µ so that the
electron filling stays fixed at x = 0.10. Then we vary t′/t and t′′/t to reproduce the shape
of the Fermi surface as predicted by density functional theory within the local density
approximation (with a rigid band shift to account for an electron doping of x = 0.10, and
for kz = pi/c to best match the experimental Fermi surface). We performed the density
functional theory calculations of SrCuO2 using the full-potential linearized augmented
plane wave method as implemented in the WIEN2k package [188]. Our results, displayed
in Figure 6.13, are very similar to those for CaCuO2 found in Reference [189]. Finally,
t is adjusted to match the experimental high-energy dispersion in the nodal direction
(2.4 eV·A˚, the slope of the line below 0.1 eV in Figure 6.9). The resulting tight-binding
parameters are given in Table 6.1 below.
In addition to the bare band dispersion, a phenomenological quasiparticle lifetime
broadening term,
h¯
τ
= Γ0 + Γ1|E − EF|, (6.4)
is added in order to replicate the observed energy broadening in the ARPES data. The
parameter values Γ0 = 70 meV and Γ1 = 2.5 are determined by comparing the simulation
with experimental MDC widths, as illustrated in Figure 6.14.
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Figure 6.13: Density functional theory calculations of the band structure of
Sr0.90La0.10CuO2. (a) Spaghetti diagram showing low-energy bands. A rigid energy shift
has been applied in order to account for 10% electron doping. There is very little dis-
persion along the c-axis. (b) Partial and total density of states. The low-energy bands
are composed mostly of copper and oxygen hybridized states. (c) The three-dimensional
Fermi surface of Sr0.90La0.10CuO2.
We simulate the experimentally measured ARPES intensity (neglecting photoemission
matrix elements) using a simple expression for the spectral function:
I(k, E) ∝ f(E)
[
A+
[E − E+(k)]2 + (h¯/2τ)2
+
A−
[E − E−(k)]2 + (h¯/2τ)2
]
, (6.5)
where f(E) is the Fermi-Dirac distribution function representing temperature effects,
E±(k) is the model’s dispersion (Equation 6.2), τ is the empirical quasiparticle lifetime
discussed above (Equation 6.4), and the coefficients A± are coherence factors that come
about by diagonalizing the 2 × 2 matrix of our model and enforcing the restriction
A+ + A− = 1:
A± =
1
2
1± (k)− ′(k)√
((k)− ′(k))2 + 4 |Vpipi|2
 . (6.6)
After fixing the energy dispersion and lifetime broadening, a least-squares fitting rou-
tine determines the value of Vpipi that best matches the low-energy MDC dispersion in the
nodal direction (the area above 0.1 eV in Figure 6.9). We find that Vpipi = 190± 50 meV not
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Figure 6.14: A comparison of experimental MDC full-widths at half-maximum (FWHMs)
and the phenomenological lifetime broadening discussed above. Dots are derived from
an MDC analysis of the experimental data shown in Figure 6.9, and the line is extracted
from the simulation by an identical procedure. The gap-derived upturn in the dispersion
at 40 meV also manifests itself in the quasiparticle lifetimes and is identified by an arrow.
only provides the best agreement with the extracted band dispersion, but also gives the
best qualitative visual match to the experimental spectrum. However, our conclusion of
gapped nodal states is robust against variations in the parameters of the simulation. Table
6.1 summarizes the semi-empirical model parameters, only one of which was varied to fit
the data in the final step.
Table 6.1: Sr0.90La0.10CuO2 model parameters
Parameter Description Value
µ chemical potential -6 meV
t n-n hopping 215 meV
t′ n-n-n hopping -34 meV
t′′ n-n-n-n hopping 43 meV
Γ0 broadening offset 70 meV
Γ1 broadening energy dependence 2.5
Vpipi coupling to (pi, pi) order 190 meV
As illustrated in Figure 6.15, when Vpipi is sufficiently large (>170 meV in our model),
the nodal pocket is pushed entirely belowEF, leaving only an electron sheet around (pi, 0).
Such behavior has been reported for Sm1.86Ce0.14CuO4 [186] and Eu1.85Ce0.15CuO4 [190],
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and is consistent with our data. Figure 6.18 shows an antiferromagnetism-induced pseu-
dogap in the energy distribution curve at the node, and in Figure 6.16, we compare simu-
lations of the model for Vpipi = 190 meV with our data, where we find that a fully gapped
nodal pocket is consistent with all of the other features of the data. The submergence
of the nodal pocket shifts the near-EF intensity toward (pi/2, pi/2), explaining the incon-
sistency highlighted in Figure 6.11(b). Additionally, the upturn in the dispersion at 40
meV, as marked by the arrows in Figure 6.9 and 6.16(c), is an artifact of the MDC analysis
procedure in the presence of a gap and is commonly observed in other systems [183]; an
identical MDC-analysis of our simulation yields a similar upturn. We note that, presum-
ably due to strong photoemission matrix element effects, the intensity of one side of the
electron pocket formed at (pi, 0) is suppressed in the experimental Fermi surface map in
the top panel of Figure 6.16(a), making it difficult to see the complete electron pocket.
10 meV 200 meV50 meV 100 meV 150 meV
Figure 6.15: Illustration of the submergence of the nodal hole pocket (red) as a function
of Vpipi. The surviving electron pocket is shown in blue. We find that Vpipi = 190 meV gives
the best match to the experimental data for Sr0.90La0.10CuO2.
If we revise our earlier Luttinger count assuming only small electron pockets in a
folded zone (x vs. 1 + x), we obtain a doping x = 0.10 ± 0.03, again consistent with
our chemical composition. The fact that in Sr0.90La0.10CuO2 the Luttinger sum appears
to agree using either the large hole pocket (1 + x) or small electron pocket (x) counting
scheme reflects the fact that when using the 1 + x scheme, our MDC analysis still counts
the nodal regions as forming part of the Fermi surface even though they are, in reality,
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Figure 6.16: Simulation of the semi-empirical model. (a) Comparison of the experimental
Fermi surface map and the simulation, neglecting final-state photoemission matrix ele-
ments. The dashed line marks the antiferromagnetic zone boundary and the solid line
shows the underlying Fermi surface of the model. In the data and simulation, the weight
at (pi/2, pi/2) is not due to a true band crossing, but instead comes from the tail of the broad
quasiparticle spectral function. (b) Simulation of the experimental spectrum presented in
Figure 6.9. The white line shows the model’s underlying band structure. (c) Nodal band
dispersion, as determined by an MDC analysis. Dots are derived from the experimental
data shown in Figure 6.9 and the line is extracted from the simulation in panel (b) by an
identical procedure.
gapped. In the absence of (pi, pi) order, this large circular contour would constitute the
underlying Fermi surface with an area of 1 + x. This suggests that, at least for the pur-
pose of counting the Luttinger volume, a simple mean-field spin-density-wave scenario
appears to work for Sr0.90La0.10CuO2 and the other electron-doped materials. This is in
contrast with the hole-doped cuprates, where especially on the underdoped side there are
major discrepancies in counting the doped carriers by ARPES using either an x or 1 − x
picture [191]. This is likely related to the fact that in the most lightly electron-doped com-
pounds, the low-energy states clearly form closed electron pockets around (pi, 0), while in
the lightly hole-doped materials, the contour of low-energy excitations appears to form
a discontinuous “Fermi arc” [192], which is more poorly understood and still a subject
of debate. This suggests a fundamental difference between electron- and hole-doped
111
cuprates, specifically in the nature of the Fermi surface and the integrity of states near
the antinodes at (pi, 0).
The ability to explain all experimental features using a simple model strongly sug-
gests that the coupling of electrons to (pi, pi) order in Sr0.90La0.10CuO2 results in a recon-
structed Fermi surface that gaps the nodal pocket. This cuprate Fermi surface topology,
comprised solely of small electron pockets, has been reported in numerous quantum os-
cillation measurements of YBa2Cu3O6+δ at high magnetic fields and may be relevant to
those observations, particularly because such fields have been shown to stabilize antifer-
romagnetism [193, 194].
6.4 Temperature dependence
By comparing the near-EF spectral difference between the node and the hot spot, we can
remove trivial temperature effects from the Fermi step and determine the temperature
dependence due to the antiferromagnetic order alone. Figure 6.17 shows this spectral dif-
ference for a series of temperatures. Due to the presence of the antiferromagnetic gap, the
spectral intensity measured at the hot spot is dramatically reduced relative to the node
over a 200 meV energy scale below EF. This suppression drops rapidly between 150 K
and 250 K. Assuming that static antiferromagnetic order exists, this could be associated
with the closing of the gap above the Ne´el transition. From our data, we estimate a char-
acteristic transition temperature T ∗ = 220 ± 30 K. The similarity between our T ∗ and
the Ne´el temperature TN for other electron-doped cuprates suggests that the observed
spectral change could arise from the Ne´el transition. However, we cannot conclusively
determine if the antiferromagnetism in Sr0.90La0.10CuO2 is static or arises from fluctuating
antecedent spin correlations [83].
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Figure 6.17: Temperature dependence of the hot spot. (a) Temperature series of
background-subtracted EDCs, offset for clarity, at a node and a neighboring hot spot.
(b) Difference in spectral weight between the node and hot spot, shaded gray in panel
(a), as a function of temperature. The dashed line is a guide to the eye. We estimate a
characteristic transition temperature T ∗ = 220± 30 K.
6.5 Superconductivity
Measurements of as-grown non-superconducting Pr2−xCexCuO4 samples have shown a
gapping of nodal states that was argued to arise from the presence of excess oxygen [102].
In fact, it may be that apical oxygen atoms and strong antiferromagnetism are two sides of
the same coin: the presence of excess oxygen atoms at apical sites could facilitate the for-
mation of antiferromagnetic order, thereby gapping the nodal states. Our samples were
oxygen reduced and confirmed to be superconducting by ex situ transport measurements
with Tc’s in the range 25 ± 5 K (c.f. Section 6.1.3). In addition, in Figure 6.18, measure-
ments from two samples exhibiting clear superconducting gaps of ∆ = 1 to 2 meV on the
electron pockets are shown, with the gap closing upon warming above Tc. This gap value
is consistent with Re2−xCexCuO4, where ∆ ≈ 2 meV [195, 196], and confirms that small
gaps are generic to electron-doped cuprates. As argued above, the hole pocket does not
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possess strong coherent weight at EF and thus exhibits only a trivial temperature depen-
dence due to thermal broadening of the Fermi edge.
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Figure 6.18: Superconductivity in Sr0.90La0.10CuO2. (a) Comparison of low-temperature
background-subtracted EDCs at the node, hot spot, and antinode for a superconducting
film. (b) Close-up of the dashed box in panel (a), with high-temperature data super-
imposed. The antinode shows a leading-edge shift at low temperature due to the su-
perconducting gap. The solid black lines are fits to a Fermi function. (c) Temperature
dependence of the leading-edge shift for a second superconducting film. An uncertainty
of±0.5 meV for the superconducting gap ∆ in both samples is estimated from systematic
errors in background subtraction and the Fermi function fitting procedure.
The gapping of the hole pocket by antiferromagnetism therefore can naturally explain
the numerous reports of fully gapped superconductivity in Sr0.90La0.10CuO2 [143,152,154,
163,164] without needing to invoke a change in the symmetry of the order parameter from
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d to s. This nodeless d-wave scenario has been proposed theoretically by Yuan et al. [197]
and Das et al. [198], and coexisting antiferromagnetism and superconductivity has been
proposed theoretically by Se´ne´chal et al. [171]. Because the momentum range spanned by
the electron pockets is narrow, we do not observe any substantial gap anisotropy, nor can
we unequivocally rule out the possibility of s-wave superconductivity. However, a recent
phase-sensitive measurement of Sr0.90La0.10CuO2 shows a dx2−y2 symmetry of the super-
conducting order parameter [166], in agreement with our findings. Our results demon-
strate that cuprate high-Tc superconductivity can occur in a material with only electron-
like carriers, coexistent antiferromagnetism, and without d-wave nodal quasiparticles.
6.6 Conclusion
In conclusion, we have performed the first ARPES measurements on the infinite-layer
cuprate Sr0.90La0.10CuO2. Based on the accuracy of the Luttinger count, the success
of our simple model of magnetism, and the observation of a superconducting gap at
(pi, 0), we conclude that strong antiferromagnetic tendencies and superconductivity co-
exist simultaneously and homogeneously in Sr0.90La0.10CuO2. The unusually strong cou-
pling of electrons to (pi, pi) antiferromagnetism results in a Fermi surface reconstruction
comprised solely of electron-like carriers. Superconductivity is restricted only to elec-
tron pockets, providing the first direct observation of high-Tc superconductivity in a
cuprate completely devoid of hole-like carriers, as recently proposed by theoretical cal-
culations [197, 198]. Furthermore, we have demonstrated that a gapping of the nodal
states near (pi/2, pi/2) by antiferromagnetism suppresses d-wave nodal quasiparticles.
This picture can provide a natural explanation of the earlier conflicting reports regard-
ing the nature of superconductivity in Sr1−xLaxCuO2 [143,152,154,163,164]. By perform-
ing the first direct measurements of the electronic structure of an n-type cuprate distinct
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from Re2−xCexCuO4, we have firmly established that robust antiferromagnetism and a
small superconducting gap are intrinsic features of the electron-doped cuprates and not
material-specific.
116
CHAPTER 7
THE DOPING EVOLUTION OF Sr1−xLaxCuO2
As we have shown in Chapter 6, there is a clear asymmetry in the doping-controlled
insulator–metal transition in the cuprates, with important ramifications for theories of
high-temperature superconductivity. In this chapter, we use ARPES to examine the dop-
ing dependence of the electronic structure of thin films of Sr1−xLaxCuO2. We first describe
the film growth and experimental methods, and then present measurements of the parent
insulating state of Sr1−xLaxCuO2 at low doping, which show a dispersive lower Hubbard
band characteristic of other cuprate parent materials. We then demonstrate that with in-
creased electron doping, a continuous evolution from insulator to superconductor occurs
as the Mott gap is gradually filled in. Finally, we discuss the linear dependence of the
measured background intensity on doping.
7.1 Methods
The following section briefly describes the growth and measurement of Sr1−xLaxCuO2
thin films. More detailed information concerning growth and characterization can be
found in Reference [128] and the supplemental material of Reference [173], respectively.
7.1.1 Film growth
Sr1−xLaxCuO2 thin films (x = 0.01, 0.05, and 0.10) with a nominal thickness of 60 unit cells
(20 nm) and terminated with CuO2 were deposited using a Veeco GEN10 dual-chamber
oxide molecular-beam epitaxy system. The films were grown epitaxially on (110) GdScO3
substrates, which have a distorted perovskite structure with a pseudocubic lattice con-
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stant of 3.968 A˚ [174]. Shuttered layer-by-layer deposition was performed in a back-
ground of 100% distilled O3 at a pressure of 1 × 10−6 Torr and with a substrate growth
temperature of 510 ◦C. Depositions were monitored using RHEED. After growth, samples
were oxygen-reduced by vacuum annealing at 520 ◦C for 30 minutes in order to eliminate
excess oxygen atoms. The films were then cooled to 200 ◦C before immediate transfer
under ultra-high vacuum to the ARPES chamber. Samples with x = 0.10 were supercon-
ducting, exhibiting bulk resistance transitions in the range 25 ± 5 K.
7.1.2 ARPES measurements
ARPES measurements were performed with a VG Scienta R4000 electron spectrometer
and He-Iα photons (21.2 eV) at a base pressure of 7× 10−11 Torr and with an instrumental
resolution better than ∆E = 20 meV and ∆k = 0.03 A˚−1. The sample temperature was
held at 200, 30, and 10 K for x = 0.01, 0.05, and 0.10, respectively. The Fermi level EF
was determined by measuring polycrystalline gold in electrical contact with the sample.
Experimental results were confirmed by studying multiple samples. After ARPES mea-
surements, samples were characterized by in situ LEED to examine surface structure and
quality. X-ray photoelectron spectroscopy was used to verify the stoichiometry of the
films, confirming the lanthanum doping level to within 10% of x.
7.2 Parent electronic structure
The undoped parent compounds of the cuprates are Mott (or, more accurately, charge-
transfer) insulators in which strong local Coulomb interactions invalidate a conventional
band structure picture. Instead, the low-energy electronic structure is composed of a
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fully-occupied lower Hubbard band, which typically has a bandwidth of ∼0.3 eV and a
minimum in momentum space at (pi/2, pi/2), and an unoccupied upper Hubbard band
separated by the Mott gap [199].
7.2.1 Experimental data
In Figure 7.1, we show ARPES data for Sr0.99La0.01CuO2, where x = 0.01 was intentionally
added to prevent electrostatic charging of the sample which was observed in stoichiomet-
ric SrCuO2 films. A small shoulder in the tail of the valence band is clearly present. After
subtraction of a background EDC obtained by averaging the valence band tail near (0, 0),
we observe a dispersive peak with a broad lineshape, characteristic of the lower Hubbard
band in other parent cuprates [200, 201]. The spectral shape of the lower Hubbard band
is due to Franck-Condon broadening in which the coupling to a bosonic mode causes the
spectral function to split into a set of discrete peaks. Each peak represents a resonance
with a different boson occupation number, with the true quasiparticle pole residing in the
low-binding-energy tail of intensity [200]. At (pi/2, pi/2), the lineshape can be well-fitted
to a simple three-parameter Gaussian function, shown in Figure 7.1(c), with the intensity
maximum in the lower Hubbard band at a binding energy of 0.81 eV and a full-width
at half-maximum of 0.41 eV. This compares well with the lower Hubbard band observed
in other cuprate parent compounds, such as Ca2CuO2Cl2 [200] and Nd2CuO4 [201], as
shown in Table 7.1. The position of the lower Hubbard band in Ca2CuO2Cl2 is omitted
because it is strongly cleave-dependent. Measurement temperatures are included in the
table because the width of the lower Hubbard band has a strong temperature dependence.
As Figure 7.1(d) shows, the lower Hubbard band is dispersive, exhibiting a symmet-
rical energy minimum at (pi/2, pi/2). The single-band t-t′-t′′-J model is often used to de-
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Figure 7.1: The low-energy electronic structure of Sr0.99La0.01CuO2. (a) EDCs (offset for
clarity) along a diagonal cut from (0, 0) to (pi, pi) through the lower Hubbard band, which
is visible as a bump at the foot of the valence band. The bold red line shows the back-
ground EDC subtracted from the data in the remaining panels in order to enhance the
lower Hubbard band. (b) Momentum space map of spectral weight at a binding en-
ergy of 0.5 eV showing the lower Hubbard band at (pi/2, pi/2) and equivalent points. (c)
EDC at (pi/2, pi/2) after background subtraction. The peak has a Franck-Condon line-
shape (demonstrated schematically in the lower left inset) and can be fit to a Gaussian
(red curve). The “foot” in the low-binding-energy region deviates slightly from the Gaus-
sian and most likely reflects low-energy levels occupied by the small amount of dopants
added to the sample. (d) Dispersion of the lower Hubbard band as a function of momen-
tum along Cut I from (0, 0) to (pi, pi) (red points) and along perpendicular Cut II from (pi, 0)
to (2pi,−pi) (blue points), as determined by Gaussian fitting. The smooth curves show the
dispersion predicted by the t-t′-t′′-J model.
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Table 7.1: Parameters of the lower Hubbard band in selected cuprates
Material Position (eV) Width (eV) Temperature (K) Reference
Ca2CuO2Cl2 — 0.34 >180 [200]
Nd2CuO4 1.30 0.36 10 - 20 [201]
SrCuO2 0.81 0.41 160 This work
scribe the motion of a doped hole in a two-dimensional antiferromagnetic insulator. Here
the t′ and t′′ parameters are renormalized effective hopping amplitudes that are neces-
sary in order to reproduce the dispersion along the (pi, 0) to (0, pi) direction that is clearly
observed in experiment. The dispersion relation of the model, relative to the energy at
(pi/2, pi/2), follows the equation [202]:
E(kx, ky) = −0.55J (cos kx + cos ky)2 − 4t′ cos kx cos ky − 2t′′ (cos 2kx + cos 2ky) . (7.1)
By fixing J = 150 meV and allowing t′ and t′′ to vary in order to match the experimentally
measured curvature in the nodal and transverse directions, we obtain a good fit to the
data with t′ = −53 meV and t′′ = 66 meV. This is similar to the values J = 140 meV,
t′ = −38 meV, and t′′ = 22 meV from Reference [202], obtained by fitting to self-consistent
Born approximation calculations of Sr2CuO2Cl2, another undoped cuprate. The similarity
suggests a universality of the electronic structure of the cuprates at low doping.
7.2.2 Comparison of the lower Hubbard band with theory
Figure 7.2 compares the observed lower Hubbard band with theoretical predictions for
the band structure of SrCuO2. Density functional theory, within the local density approx-
imation and using the full-potential linearized augmented plane wave method as imple-
mented in the WIEN2k package [188], was used to calculate the band structure of SrCuO2.
The calculated dispersion is very similar to that for CaCuO2 found in Reference [189].
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Figure 7.2: Comparison of the lower Hubbard band with theory. (a) Experimental spec-
trum along (0, 0) to (pi, pi) after background subtraction showing the lower Hubbard band.
The white dots show the band dispersion as extracted by an EDC analysis. (b) Theoret-
ical band structure expected by density functional theory (blue curves) and the t-t′-t′′-J
model (red curve). The latter does a much better job of predicting the observed electronic
structure.
The low-energy valence band is derived mainly from copper and oxygen orbitals, form-
ing a complex manifold of states that do not hybridize with the lower Hubbard band and
that are removed in the background-subtraction procedure. The calculated Cu 3dx2−y2
band, relevant to superconductivity and other low-energy physics, differs markedly from
the experimental data, highlighting the effects of strong electron correlations, which turn
SrCuO2 from a half-filled metal into an antiferromagnetic insulator. While weak interac-
tion methods such as density functional theory predict a metallic state, the t-t′-t′′-J model
in conjunction with Franck-Condon broadening does a much better job of predicting the
observed electronic structure. It accounts for the bandwidth change from 8t ∼ 3 eV to
2J ∼ 0.3 eV and the dispersion symmetry around the antiferromagnetic zone boundary
in momentum space at (pi/2, pi/2).
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7.3 Filling in the Mott gap
Upon the addition of n-type carriers into the CuO2 planes via the substitution of trivalent
lanthanum for divalent strontium in the intervening layers of Sr1−xLaxCuO2, the Mott
gap is gradually filled in as the upper Hubbard band evolves into a continuous hole-like
Fermi surface centered at (pi, pi).
7.3.1 Nodal spectra
The nodal spectra presented in Figure 7.3 show that rather than closing abruptly, the
Mott gap appears to soften upon electron doping from 1% to 10%. This conflicts with a
conventional band picture, where the lowest-lying unoccupied valence states are filled in
as the electron doping rises, increasing the chemical potential and pushing all occupied
states higher in energy. Instead, there appears to be a qualitative change in the nature of
the low-energy excitations of the system: the incoherent localized states that make up the
lower Hubbard band give way to a coherent itinerant band dispersing through the Fermi
level. Unfortunately, significant doping-induced changes in the valence band shape and
structure prevent an unambiguous determination of a chemical potential shift during the
doping evolution of Sr1−xLaxCuO2.
Figure 7.3(d) highlights a notable feature in the nodal dispersion derived from an
MDC analysis: at approximately 0.2 eV, the dispersion appears to “boomerang” back-
wards. This phenomenon is observed at multiple equivalent points in momentum space
and is not consistent with single-band physics. Instead, the effect arises from a two-
component spectral function illustrated in Figure 7.4(b): a coherent low-energy band
forming the Fermi surface and a large contribution of incoherent spectral weight at higher
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Figure 7.3: Evolution of nodal electronic structure with doping. Spectra along (0, 0) to
(pi, pi) after background subtraction (a) for x = 0.01, (b) for x = 0.05, and (c) for x = 0.10.
As the doping level increases, the spectral weight of the lower Hubbard band shifts to
lower binding energy and gradually fills in the Mott gap. At x = 0.10, a coherent band
near the Fermi level is visible. (d) MDC-derived dispersion for x = 0.01, 0.05, and 0.10
(also shown as white lines in the preceding panels). The lower Hubbard band maxi-
mum appears to shift away from (pi/2, pi/2) with increased doping. The “boomerang”
phenomenon is clearly visible for x = 0.10. (e) Schematic diagram showing the quali-
tative form of the spectral function for x = 0.10. Spectral weight fills in the Mott gap,
forming a coherent band on top of the remnant lower Hubbard band. The “boomerang”
phenomenon in MDC-derived dispersions, shown by the black dashed line, is an artifact
arising from the presence of two concurrent bands.
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Figure 7.4: Nodal energy distribution curves. (a) Doping dependence of EDCs at
(pi/2, pi/2) for x = 0.01, 0.05, and 0.10. As the doping level increases, states are filled
in near the Fermi level. (b) An illustration of the two-component spectral function for
x = 0.10. The EDC is made up of a coherent low-energy band and an incoherent high-
energy remnant lower Hubbard band.
energies from a remnant lower Hubbard band that survives even at x = 0.10. This behav-
ior differs from the hole-doped cuprates or the Re2−xCexCuO4 family, where so-called
“waterfalls” are observed at higher binding energies [203]. Recent sophisticated theoreti-
cal calculations that take into account strong electron correlations have predicted the ex-
istence of both a coherent low-energy band and an incoherent high-energy branch at 10%
electron doping [171, 172], the observation of which we report here. Figure 7.3(d) also
shows that the lower Hubbard band maximum appears to shift from (pi/2, pi/2) towards
(0, 0) with doping at a rate of approximately 8.5 × 10−3 (pi/a)/%, which is quantitatively
similar to the behavior observed for p-type Ca2−xNaxCuO2Cl2, where the lower Hubbard
band shifts with hole doping at a rate of 7.5× 10−3 (pi/a)/% [200]. Interestingly, the max-
imum shifts in the same direction for both electron and hole doping. The prominence of
the remnant lower Hubbard band in the experimental data highlights the important role
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that strong local electron correlations play in the electronic structure of Sr1−xLaxCuO2
even at relatively high doping levels.
7.3.2 Constant energy maps
Figure 7.5 shows how the spectral weight of Sr1−xLaxCuO2 evolves in momentum space
with increasing electron doping. At the Fermi level, the x = 0 sample lacks intensity
because it is in an insulating state. As carriers are added to the system, spectral weight
first develops at (pi, 0) and equivalent points, as evidenced by the Fermi surface map of the
x = 0.05 sample. This behavior is similar to that seen in the electron-dopedRe2−xCexCuO4
family, where at low doping levels the Fermi surface is composed of small electron pock-
ets centered at (pi, 0) [201]. By x = 0.10, a fully-formed Fermi surface consisting of a large
hole pocket centered at (pi, pi) has evolved. This Fermi surface is punctuated by a periodic
modulation of intensity, forming the “hot spots” that are indicative of antiferromagnetic
order [204]. In fact, as we have shown in Chapter 6, in Sr0.90La0.10CuO2, the antiferromag-
netic order appears to coexist with superconductivity. Figure 7.5 also displays maps at
higher binding energies, where all three doping levels show evidence of a remnant lower
Hubbard band which takes the form of diffuse regions of spectral weight centered around
(pi/2, pi/2) and is coexistent with the coherent bands dispersing through the Fermi level.
An interesting feature in the Fermi surface map of the x = 0.05 sample, as circled
in Figure 7.5(b), is weak but finite spectral weight at (0, 0) and (pi, pi). Bands at these
locations in momentum space are expected by neither tight-binding, density functional
theory, nor the t-t′-t′′-J model. Instead, as elaborated in Chapter 8 below, it appears that
the observed intensity is the result of a p(2×2) surface reconstruction of the sample, which
causes shadows of the real spectral weight at (pi, 0) to be reflected onto these locations in
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Figure 7.5: Momentum space evolution of spectral intensity with doping. Constant en-
ergy spectral maps (a) for x = 0.01, (b) for x = 0.05, and (c) for x = 0.10, integrated within
±50 meV of the specified binding energy. At the Fermi level, the insulating x = 0.01
sample shows no spectral weight, while the x = 0.05 sample shows an accumulation of
weight at (pi, 0). By x = 0.10, a large hole-like Fermi surface centered at (pi, pi) and with
characteristic “hot spots” has developed. At higher binding energies, there is clear ev-
idence for a coexisting lower Hubbard band with intensity near (pi/2, pi/2) for all three
doping levels. The circled regions at the top of panel (b) show shadow band reflections
from spectral weight at (pi, 0) due to a p(2 × 2) surface reconstruction in this sample, as
discussed in Chapter 8 below.
momentum space. At higher binding energies, evidence of this reconstruction is absent
because reflections from intense regions of the remnant lower Hubbard band fall onto
each other.
7.4 Background intensity
Spectra from all films showed a momentum-independent background present through-
out the entire Brillouin zone, giving rise to spectral weight near the Fermi level even
where no low-energy bands are expected. This background, typical of the cuprates, is
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Figure 7.6: Doping dependence of the background signal. Main panel: Energy distribu-
tion curves averaged over momentum space near (0, 0), where no low-energy bands are
expected, and normalized to the high-energy valence band. A significant background sig-
nal that grows with doping is observed. Inset: Normalized spectral weight integrated up
to a binding energy of 0.1 eV (circles) and 0.5 eV (squares) as a function of doping. The
data fall on a straight line regardless of the integration range (vertical dashed lines in the
main panel), indicating that the background intensity is directly proportional to doping.
Error bars are 10% of doping.
thought to arise from elastic scattering of photoelectrons escaping from the surface [175].
Figure 7.6 demonstrates that this background, if properly normalized to the doping-
independent high-energy valence band, is linearly proportional to the doping level x.
There are two possible explanations for this proportionality: higher doping levels increase
the number of low-energy electrons which are scattered in the photoemission process, or
the rising dopant disorder increases the final-state scattering rate. The observed linear
doping dependence indicates that only one explanation can hold. Because we clearly ob-
serve an increased density of electrons which fill in the Mott gap as the doping level is
raised, this suggests that the former explanation is dominant and that dopant disorder
has little effect on the formation of the background intensity.
Within, for example, a tight-binding model or density functional theory, the density
of states at the Fermi level is expected to decrease gradually with electron doping in the
cuprates. We observe here, however, a linear rise in the density of low-energy carriers
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with increasing x. It is not surprising that these theories get this behavior wrong, as they
neglect strong electron correlations and predict metallic behavior even at low doping. As
Section 7.3 discusses above, it appears instead that within the insulator-to-metal transition
in Sr1−xLaxCuO2, carriers gradually fill in the Mott gap as it closes to form a metallic state.
This results in a continuous increase in the density of low energy states with doping,
causing the observed increase in the background intensity.
Finally, we point out that the observed background intensity measured in all
Sr1−xLaxCuO2 films is unusually high relative to other complex oxide thin films. As we
discuss in Chapter 8 below, a polar reconstruction occurs in the infinite-layer films. This
reconstruction presumably creates an electronically “dead” topmost CuO2 layer. In this
case, photoemission experiments will probe the first buried CuO2 layer, resulting in an
enhanced background signal that we observe here. We emphasize that his background is
a final-state effect and is not related to the intrinsic quasiparticle scattering rate.
7.5 Conclusion
In this chapter, we have studied the doping dependence of thin films of the infinite-layer
electron doped cuprate Sr1−xLaxCuO2. At low doping, a dispersive lower Hubbard band
characteristic of cuprate parent compounds is observed. The t-t′-t′′-J model in conjunc-
tion with Franck-Condon broadening does an excellent job of predicting the observed
electronic structure. As electron doping is increased, an evolution from Mott insulator
to metallic superconductor is observed as spectral weight gradually fills in the Mott gap.
At the Fermi level, spectral weight appears first at (pi, 0), before growing to form a large
hole pocket centered at (pi, pi). This behavior is similar to that seen in the Re2−xCexCuO4
material family. We observe a two-component spectral function arising from the very
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clear coexistence of a remnant lower Hubbard band with a coherent low-energy band,
even for x = 0.10. Finally, we observe a relatively strong background intensity with a
linear doping dependence. This strong background may be related to the polar surface
reconstruction discussed in Chapter 8 below.
This work shows that strong local correlations remain important in the cuprates even
at high doping levels. These correlations give rise to a spectrally intense remnant lower
Hubbard band that coexists with coherent low-energy bands dispersing through the
Fermi level. Unlike within a conventional band picture, the Mott gap in Sr1−xLaxCuO2 is
steadily filled in with increased electron doping instead of closing abruptly. This suggests
a complex doping evolution in Sr1−xLaxCuO2 whereby electron states shift from localized
to itinerant in a continuous manner. In what ways the localized electrons in the system in-
teract with the itinerant electrons and how that affects the interplay between magnetism
and superconductivity in the material remain open questions.
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CHAPTER 8
THE POLAR SURFACE RECONSTRUCTION IN Sr1−xLaxCuO2
The metastable infinite-layer structure lies near a manifold of other low-energy struc-
tural phases, such as the edge-sharing chain-type structure [115]. One consequence is an
elevated sensitivity to oxygen stoichiometry: all as-grown films require a vacuum anneal-
ing step in order to eliminate excess oxygen and form the desired structure. Furthermore,
the infinite-layer structure is intrinsically polar, alternating between charged (CuO2)2−
and Sr2+ layers. As Figure 8.1 shows, RHEED patterns before and after the oxygen re-
duction step show a clear structural change within the films, and LEED performed on an
unreduced film shows a number of extra spots that do not correspond to the infinite-layer
structure. In this chapter, we describe electron diffraction probes that show evidence of a
surface reconstruction consistent with the polar nature of Sr1−xLaxCuO2.
8.1 Surface reconstruction
Even within the right structural phase, many nominally tetragonal transition metal ox-
ides, such as Sr2RuO4 [176] or SrTiO3 [177], are known to support surface reconstructions
because of their complex surface chemistry. In situ electron diffraction probes are sensitive
to such reconstructions.
8.1.1 Electron diffraction
As demonstrated in Figure 8.2, both RHEED, performed after growth at high tem-
perature, and LEED, performed after ARPES at low temperature, indicate that some
Sr1−xLaxCuO2 samples with low doping levels show a p(2 × 2) surface reconstruction.
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Figure 8.1: Structural change induced by the oxygen reduction step. (a) RHEED image
along the [100] direction before the vacuum annealing step for an x = 0.10 film. White
arrows highlight extra diffraction streaks present in all as-grown films. (b) RHEED image
after oxygen reduction for the same film. The extra RHEED streaks vanish during the
annealing step. (c) LEED image of an unannealed x = 0.10 film taken with 100 eV elec-
trons. Circles show where Bragg peaks are located for films with the proper infinite-layer
structure. A number of extra spots are visible.
The origin of this reconstruction is not clear, but could be related to the thermodynam-
ically unstable polar surface of Sr1−xLaxCuO2. A divergence in the electric potential, a
so-called polar catastrophe, can be avoided by a transfer of charge from the top surface to
the bottom surface of the sample [205].
8.1.2 Model of reconstruction
The Sr1−xLaxCuO2 films studied in this work are terminated with a CuO2 layer, and the
extra RHEED streaks form during the vacuum annealing step. This strongly suggests that
the reconstruction is related to the reduction of oxygen in the material. Furthermore, half
an oxygen vacancy per unit cell will change the net charge of the terminal CuO2 atomic
layer from −2 to −1, consistent with a stabilization of the divergent surface potential.
Under these constraints, just four structures (related by the trivial C4 rotation group) are
consistent with a p(2 × 2) reconstruction. One such structure is displayed in Figure 8.3.
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Figure 8.2: Evidence of surface reconstruction by electron diffraction. RHEED images
along the [100] direction after the vacuum annealing step for Sr1−xLaxCuO2 samples with
(a) x = 0.10 and (b) x = 0. The latter image shows extra diffraction streaks consistent
with a doubled lattice constant. LEED images taken with 100 eV electrons for films with
(c) x = 0.10 and (d) x = 0.05. The latter image again shows very clear evidence of a
p(2× 2) surface reconstruction.
This model of reconstruction consists of domains of ordered oxygen vacancy dimers, and
the measured widths of both RHEED streaks and LEED spots indicate that such structural
order persists over a length scale of ∼10 unit cells. We emphasize that the clear (1/2, 1/2)
diffraction peaks in LEED measurements definitively rule out the possibility that the sur-
face consists of domains of p(2×1) and p(1×2) reconstructions, a fact greatly limiting the
set of possible oxygen vacancy structures. A single domain of our proposed model would
result in an anisotropic LEED structure factor. Because we observe four-fold symmetric
diffraction patterns, the films likely contain domains of all four rotation states.
Despite a drastic reconstruction of the terminal CuO2 surface of Sr1−xLaxCuO2, the
majority of ARPES measurements are consistent with a pristine unreconstructed mate-
rial. As Figure 7.5(b) shows, the Fermi surface map of the x = 0.05 sample shows some
evidence of a p(2×2) reconstruction in the form of weak shadow bands at (0, 0) and (pi, pi),
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Figure 8.3: Proposed model of surface reconstruction. (a) One of four possible surface
structures composed of oxygen vacancies and consistent with a p(2 × 2) reconstruction.
The three other structures are related by 90◦ rotations. Upper left and lower right shaded
squares shows the original unit cell and the doubled unit cell, respectively. (b) Layer-by-
layer view showing the proposed oxygen vacancy reconstruction of the terminal CuO2
plane (highlighted in yellow). The vacancies result in a net −1 charge per unit cell on the
topmost plane, avoiding the electric potential divergence associated with a polar catas-
trophe.
but most ARPES data can be analyzed without considering the reconstruction. The most
likely explanation is that the top layer is electronically “dead” and photoemission experi-
ments are probing the first buried CuO2 plane in the material. This will slightly suppress
the photoemission band intensity, explaining the high relative background discussed in
Section 7.4.
We note that for x ≤ 0.05, more than half of films showed evidence of a reconstruc-
tion either by RHEED or LEED, while for x = 0.10, only one out of eight showed the
phenomenon. Table 8.1 enumerates the fraction of ARPES films that showed evidence of
the reconstruction by RHEED as a function of doping. The observed variability could be
related to the fact that the formation of long-range structural order, which is necessary
to observe the reconstruction by diffraction probes, may be sensitive to temperature and
other effects. It is possible that the origin of the apparent doping dependence is caused
by increased lanthanum dopant disorder, which could melt the oxygen vacancy ordering.
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More likely, however, is that higher doping levels result in better metallic screening of the
polar electric potential divergence. Whatever the case, it appears that in Sr1−xLaxCuO2, a
polar catastrophe is avoided via a structural rather than an electronic reconstruction.
Table 8.1: Fraction of ARPES samples showing reconstruction
Doping Level Fraction Reconstructed Sample Size
x = 0.01 100% 1
x = 0.05 50% 2
x = 0.10 12.5% 8
8.2 Thickness-controlled transition during growth
Recently, Zhong et al. predicted that ultrathin films of polar SrCuO2 grown on nonpo-
lar SrTiO3 substrates would exhibit a thickness-controlled transition from a chain-type
structure to the bulk infinite-layer structure upon going from four to five unit cells [131].
As Figure 8.4(a) shows, we observe evidence for such a transition in RHEED oscillations
during the growth of the first few unit cells of SrCuO2 on (001) SrTiO3. The first four
unit cells show unstable oscillations, and only after deposition of the fourth unit cell do
the oscillations stabilize. Interestingly, when growing films on polar GdScO3 substrates,
this behavior is suppressed and the first four deposition periods show oscillations that
are qualitatively similar to those during the growth of thicker films. This structural rear-
rangement, occurring during the formation of the first few unit cells of a film, is related to
the polar nature of the material, as mitigation of the polar catastrophe requires forming a
layer of charge +1 (instead of +2 from a pristine strontium atomic plane) on the bottom
face of the film. This may explain why film growth on a polar substrate such as GdScO3
results in stable RHEED oscillations even during deposition of the first atomic layers.
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Figure 8.4: RHEED oscillations during the growth of Sr1−xLaxCuO2. (a) Thickness-
controlled transition for a film grown on nonpolar (001) SrTiO3. Deposition of the first
four unit cells results in a wildly varying RHEED intensity (highlighted in gray). Stable
oscillations are observed only after depositing the fourth unit cell. (b) Stable oscillations
for a film grown on polar (110) GdScO3.
8.3 Conclusion
In this chapter, we have studied the polar surface of thin films of Sr1−xLaxCuO2. Elec-
tron diffraction probes shows evidence for a surface structural reconstruction that can
be explained by considering the polar nature of Sr1−xLaxCuO2. It appears that in
Sr1−xLaxCuO2, a polar catastrophe is avoided via a structural rather than an electronic
reconstruction. In addition, we have confirmed the theoretical prediction of a thickness-
controlled transition in ultrathin films of Sr1−xLaxCuO2 grown on nonpolar substrates
[131]. Our observation of a surface reconstruction in Sr1−xLaxCuO2 highlights the need
for deeper investigation into the stability and structural changes that occur in polar com-
plex oxide thin films. Both in situ ARPES and electron diffraction of thin film samples
offer powerful probes of such changes.
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CHAPTER 9
CONCLUSION
We have presented the very first direct measurements of the electronic structure of the
infinite-layer cuprate Sr1−xLaxCuO2. Single crystals of this material cannot be grown in
bulk, severely limiting the kinds of experimental probes that can be used to investigate it.
To circumvent this problem, we have used epitaxial stabilization in a thin film approach,
taking advantage of our unique in situ ARPES capabilities. Before now, most knowledge
about the electron-doped side of the cuprate phase diagram has been derived by general-
izing from a single material family: Re2−xCexCuO4. Our work for the first time supplies
independent confirmation of these conclusions and provides a coherent framework for
understanding the generic properties of n-type cuprates. This chapter briefly summa-
rizes our findings and offers concluding remarks and future directions of research.
9.1 Summary
We have examined thin films of Sr1−xLaxCuO2 with angle-resolved photoemission spec-
troscopy. Chapters 1, 2, and 3 introduced the field of modern condensed matter physics,
including two of its most powerful experimental techniques: angle-resolved photoemis-
sion spectroscopy and molecular-beam epitaxy. Chapters 4 and 5 discussed the high-
temperature superconducting cuprates, and in particular the infinite-layer material fam-
ily. Chapters 6, 7, and 8 presented the major findings of this work by discussing sig-
nificant experimental observations, including the coexistence of superconductivity with
antiferromagnetic order, the doping evolution, and the polar surface reconstruction in
Sr1−xLaxCuO2. Below we summarize some of the conclusions of this dissertation.
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9.1.1 In situ ARPES
The physical union of MBE and ARPES experimental systems, although technically chal-
lenging, is an extremely fruitful endeavor. A state-of-the-art growth technique like MBE
is required in order to synthesize the kinds of materials that are relevant to modern con-
densed matter theory, such as complex transition metal oxides, superlattices, and inter-
facial systems. On the other hand, a powerful technique like ARPES is necessary for an
in depth study of these novel electronic systems. Only by combining the two techniques
is one able to fully harness the power of each. In our case, the method has allowed a
material that cannot be grown in bulk to be probed for the first time by ARPES.
9.1.2 The infinite-layer cuprate
The infinite-layer cuprate is the “theorist’s cuprate” because of its extremely simple struc-
ture. It is free of magnetic rare-earth ions, oxygen chains, orthorhombic distortions,
incommensurate superstructures, ordered vacancies, and other complications. Further-
more, it is the only cuprate that can be made superconducting by both electron and hole
doping, making it a potential platform for decoding the complex many-body interac-
tions responsible for high-temperature superconductivity in the cuprates. Furthermore,
the ability to grow the material in thin film form opens up possibilities for engineering
artificial layered systems.
In Sr0.90La0.10CuO2, we observe a fully-formed Fermi surface with a conspicuous in-
tensity modulation resulting from antiferromagnetic order. Based on the accuracy of the
Luttinger count, the success of our simple model of magnetism, and the observation of a
superconducting gap at (pi, 0), we conclude that strong antiferromagnetic tendencies and
superconductivity coexist simultaneously and homogeneously in Sr0.90La0.10CuO2. The
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unusually strong coupling of electrons to (pi, pi) antiferromagnetism results in a Fermi
surface reconstruction comprised solely of electron-like carriers, and superconductivity
is restricted only to electron pockets. Furthermore, we have demonstrated that a gapping
of the nodal states near (pi/2, pi/2) by antiferromagnetism suppresses d-wave nodal quasi-
particles. This picture can provide a natural explanation of the earlier conflicting reports
regarding the nature of superconductivity in Sr1−xLaxCuO2 [143, 152, 154, 163, 164]. We
have firmly established that robust antiferromagnetism and a small superconducting gap
are intrinsic features of the electron-doped cuprates and not material-specific, verifying a
fundamental asymmetry in the cuprate phase diagram.
In Sr1−xLaxCuO2 at low doping levels, a dispersive lower Hubbard band characteristic
of cuprate parent compounds is observed. The t-t′-t′′-J model in conjunction with Franck-
Condon broadening does an excellent job of predicting the observed electronic structure.
As electron doping is increased, an evolution from Mott insulator to metallic supercon-
ductor is observed as spectral weight gradually fills in the Mott gap. At the Fermi level,
spectral weight appears first at (pi, 0), before growing to form a large hole pocket centered
at (pi, pi). Somewhat surprisingly, we observe the very clear coexistence of a remnant
lower Hubbard band with a coherent low-energy band even at the relatively high doping
level of x = 0.10. This fact suggests that strong local correlations remain important in the
cuprates even at high doping levels. These correlations give rise to a spectrally intense
remnant lower Hubbard band that coexists with a coherent low-energy band dispersing
through the Fermi level, signaling a complex doping evolution in Sr1−xLaxCuO2 whereby
electron states shift from localized to itinerant in a continuous manner.
Finally, we have studied the polar surface of Sr1−xLaxCuO2. Both RHEED and LEED
show evidence for a surface structural reconstruction that can be explained by consid-
ering the polar nature of the material. Indeed, it appears that in Sr1−xLaxCuO2, a polar
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catastrophe is avoided via a structural rather than an electronic reconstruction. Our ob-
servation of a surface reconstruction in Sr1−xLaxCuO2 highlights the complex structural
changes that are known to occur in polar complex oxide thin films.
9.1.3 Verification of theory
This work has verified a number of theoretical predictions in the literature. We have
provided the first direct observation of high-Tc superconductivity in a cuprate com-
pletely devoid of hole-like carriers, as recently proposed by mean-field theory calcula-
tions [197, 198]. Furthermore, we have reported the coexistence of a low-energy band
with an incoherent high-energy branch at 10% electron doping, which has been predicted
by variational cluster-perturbation theory [171] and dynamical mean-field theory [172].
Both methods are successful because they explicitely take into account strong electron cor-
relations. Finally, we have confirmed the prediction of a thickness-controlled transition
in ultrathin films of Sr1−xLaxCuO2 grown on nonpolar SrTiO3 substrates [131].
9.2 Discussion and speculation
This section discusses some of the implications of our work and speculates on its wider
applicability. In particular, the coexistence of antiferromagnetic order with superconduc-
tivity and the clear intrinsic asymmetry of the cuprate phase diagram hint at important
paradigm shifts in the ways that high-Tc cuprates are conceptualized.
140
9.2.1 Coexisting magnetism and superconductivity
Given the fact that clear signs of antiferromagnetism and superconductivity are seen si-
multaneously in the same sample, we may draw one of two conclusions: antiferromag-
netism and superconductivity coexist homogeneously in Sr1−xLaxCuO2, or phase sepa-
ration occurs. Indeed, the very possibility of antiferromagnetism and superconductivity
coexisting has been an object of debate for many years. In Re2−xCexCuO4, neutron scatter-
ing [167,206] and scanning tunneling spectroscopy [207] support phase separation, and in
Sr1−xLaxCuO2, muon spin rotation indicates the formation of magnetic and nonmagnetic
domains [162]. The observation of a remnant lower Hubbard band (cf. Section 7.3) may
support this picture as well; the high-energy lower Hubbard band could arise via photoe-
mission from regions of the material that are antiferromagnetic, and the low-energy band
from regions that are superconducting. We hold, however, that antiferromagnetism and
superconductivity coexist uniformly in Sr1−xLaxCuO2. Many theoretical models support
this possibility [208–210], and the experimental data also appear to confirm coexistence—
the success of the spin density wave model and accurate Luttinger count both require a
homogeneous interaction between itinerant electrons and antiferromagnetic order. Fur-
thermore, if phase separation is to occur, percolation of electron droplets in the CuO2
plane is necessary for a sample to macroscopically superconduct, and there is no evi-
dence of such a transition in Sr1−xLaxCuO2. An interesting theory unifying antiferromag-
netism and d-wave superconductivity, SO(5) theory [211], combines antiferromagnetic
and superconducting order parameters into a single “superspin” object, since they have
the same origin (the U -term in the Hubbard model, or equivalently, the J-interaction in
the t-J model). The main conclusion of SO(5) theory is that antiferromagnetism and
superconductivity are complimentary in the cuprates, and a uniformly mixed phase of
antiferromagnetism and superconductivity, similar to what we observe in Sr1−xLaxCuO2,
is possible.
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9.2.2 Electron-hole asymmetry and hole superconductivity
Because most coarse-grained theoretical models of high-Tc superconductivity are
electron-hole symmetric, the asymmetry in the cuprate phase diagram must originate
from microscopic interactions in the CuO2 plane. The observed differences between
p-type and n-type cuprates can therefore yield invaluable clues about the mechanism
of high-Tc superconductivity. A longstanding theory of superconductivity is “hole su-
perconductivity” [212], in which the presence of hole-like carriers is essential, even
in electron-doped materials. Studies of Re2−xCexCuO4 have lent support to this idea
[213, 214], while a recent investigation claims that electron carriers are more important
[145]. The experiments presented in this dissertation are the first direct observations of
high-Tc superconductivity in a material completely absent of hole-like carriers, as the
Fermi surface of Sr1−xLaxCuO2 consists exclusively of electron pockets. “Hole supercon-
ductivity” may therefore be falsified.
Nevertheless, it appears that holes are necessary in order to reach the highest critical
temperatures in the cuprate family, and we speculate that the true pairing mechanism
of the cuprates is stronger for holes. The obvious microscopic differences—holes reside
on Zhang-Rice states [78] derived from O 2px,y orbitals and frustrate antiferromagnetism,
while electrons reside on Cu 3dx2−y2 orbitals and merely dilute the spin system—are man-
ifestly sensitive to spin interactions and enable us to draw conclusions about spin-based
mechanisms of pairing. For example, in the “spin-bag” theory of high-Tc superconduc-
tivity [208], carriers form an attraction by sharing a local “bag” of suppressed antiferro-
magnetism. Electrons frustrate antiferromagnetic order to a lesser extent than holes, and
the more robust antiferromagnetic order in the n-type cuprates can inhibit the spin-bag
pairing mechanism, offering possible explanations for the stronger superconductivity ob-
served in the hole-doped cuprates.
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9.2.3 Differences between Sr1−xLaxCuO2 and Re2−xCexCuO4
In the most well-studied Re2−xCexCuO4 materials (Re = Nd and Pr1−yLa), there is evi-
dence of significant Re–Cu spin coupling that modifies long-range magnetic order [83].
In contrast, in less-studied Re2−xCexCuO4 materials (Re = Sm and Eu), there is no evi-
dence for such a coupling. If we assume that it is not a coincidence that Re = Sm and
Eu also happen to be the materials that, like Sr1−xLaxCuO2, exhibit a gapped nodal re-
gion and more robust antiferromagnetic order, we may speculate that Re–Cu coupling
for Re = Nd and Pr1−yLa melts the long-range antiferromagnetic order that is intrinsic to
the electron-doped CuO2 plane. This idea is supported by exact diagonalization of the
t-t′-t′′-J model [215], where fully gapped nodal states exist for electron doping. We also
conjecture that the non-monotonic d-wave gap seen for Re = Pr0.89La [216] is the result of
a partially-formed spin pseudogap at the node, and that the true underlying supercon-
ducting gap symmetry is pure d-wave. Indeed, it is conceivable that many conclusions
drawn from studies of the Re2−xCexCuO4 materials are affected by Re–Cu spin coupling.
The ability to compare results with a completely independent and simple material family
like Sr1−xLaxCuO2 is invaluable for establishing which conclusions are general and which
are idiosyncratic to a particular material.
9.2.4 Implications for quantum oscillation experiments
We have seen that, even at dopings as large as x = 0.10, robust antiferromagnetic order
can reconstruct the Fermi surface of Sr1−xLaxCuO2 in such a manner that small electron
pockets are formed out of the large underlying hole pocket characteristic of the cuprates.
This finding has particular relevance to the many quantum oscillation measurements of
YBa2Cu3O6+δ, where the observation of small electron pockets has been a longstanding
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mystery [217, 218]. Neutron scattering studies have shown that large magnetic fields,
such as those applied during quantum oscillation experiments, can stabilize antiferro-
magnetism order [193, 194]. If the effects of this field-stabilized antiferromagnetism are
similar to those of the intrinsic magnetic order in Sr1−xLaxCuO2 observed here, small
electron pockets are a natural consequence.
9.3 Future directions
This dissertation has investigated only the fundamental and most obvious aspects of the
electronic structure of Sr1−xLaxCuO2. It has laid down a foundation for understanding
the nature of the infinite-layer cuprates in particular and the electron-doped cuprates in
general, but has barely scratched the surface of experimental possibilities. Below we offer
some interesting future directions of research.
9.3.1 Ultrathin films
In Chapter 8 above, we showed that ultrathin films of Sr1−xLaxCuO2 grown on nonpolar
SrTiO3 substrates undergo a thickness-controlled transition between four and five unit
cells. As we have discussed, this phenomenon is most likely related to the polar nature of
the material. For example, a buildup of electrostatic potential could induce the observed
transition to the infinite-layer structural phase [131]. It is not clear what crystal or elec-
tronic structure forms during growth of the first few unit cells, but performing ARPES
and LEED on thin films of Sr1−xLaxCuO2 as a function of thickness is experimentally fea-
sible and could provide an answer.
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9.3.2 Hole doping
The maximum superconducting transition temperature of the electron-doped infinite-
layer cuprate is 43 K [90], while that of the hole-doped analog is substantially higher
at 110 K [91]. It is not at all clear what the mechanism of hole doping is in the p-type
materials. The original paper suggested that A-site deficiency plays a role, but many
researchers now believe that excess oxygen atoms are the relevant operators, possibly
forming oxygen-rich impurity layers that capture electrons [93–98]. Attempts to grow a
superconducting hole-doped infinite-layer thin film by MBE have failed so far, but more
work must be done. Possible avenues to explore include growing strontium-deficient
Sr1−δCuO2 samples, or thin films of SrCuO2+δ synthesized under high ozone pressure
and without an oxygen reduction step. If a hole-doped film can be grown, one could
imagine, for example, creating an all-cuprate p-n junction.
9.3.3 Interfacial systems
In recent years, interfaces have been recognized for their novel properties. For example,
the discovery of a two-dimensional electron gas at the interface of SrTiO3 and LaAlO3,
both insulators, sparked a rush of experimental and theoretical investigation [219]. Rel-
evant to this work, Reference [220] contains theoretical calculations showing that a het-
erostructure consisting of a thin undoped cuprate on top of a manganite will result in
an electron-doped interface because the Fermi level of a manganite will lie above the
bottom of the upper Hubbard band of a cuprate parent compound. Growing mangan-
ite and infinite-layer thin films with MBE is relatively easy, and it should be feasible to
take things one step further by growing a thin SrCuO2 layer on top of a manganite film,
possibly realizing an interfacially-doped cuprate as predicted by theory.
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9.3.4 Superlattices
Somewhat surprisingly, much work has already been carried out in the area of infinite-
layer superlattices [137]. This has mostly taken the form of growth and characterization of
heterostructures consisting of stacked sequences of SrCuO2 or CaCuO2 with BaCuO2. For
example, the first superconducting infinite-layer superlattice was CaCuO2/(BaCuO2)3,
showing zero resistance at 38 K [135]. Soon thereafter, superconductivity at 50 K was ob-
served in (SrCuO2)2/(BaCuO2)2 superlattices [136]. With the in situ ARPES approach pre-
sented in this dissertation, it is finally possible to study the detailed electronic structure of
these superlattices by ARPES, taking advantage of the full capabilities of MBE. Although
photoemission is surface-sensitive, superlattices with relatively thin repeat units should
be amenable to study.
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