Abstract-Text simplification modifies syntax and lexicon to improve the understandability of language for an end user. This survey identifies and classifies simplification research within the period 1998-2013. Simplification can be used for many applications, including: Second language learners, preprocessing in pipelines and assistive technology. There are many approaches to the simplification task, including: lexical, syntactic, statistical machine translation and hybrid techniques. This survey also explores the current challenges which this field faces. Text simplification is a non-trivial task which is rapidly growing into its own field. This survey gives an overview of contemporary research whilst taking into account the history that has brought text simplification to its current state.
I. INTRODUCTION
Text Simplification (TS) is the process of modifying natural language to reduce its complexity and improve both readability and understandability. It may involve modifications to the syntax, the lexicon or both. The automation of this process is a difficult problem which has been explored from many angles since its conception in the nineties [1] - [7] . This survey paper is intended to give an overview of the field of TS in its current state. To the author's knowledge, there is no similar publicly available survey since 2008 [8] . Whereas the previous survey identified eight separate systems, this work has exposed closer to fifty. The recent growth in TS research can be seen in Figure  1 where it is clear that TS is steadily increasing in size as a field. The last few years have seen a growing maturity in the field, marked by an increased use of both external resources [9] - [11] and methods [12] - [14] .
Whereas there has been much work in manual TS over the years, especially with a focus on second language learners [15] , there is less work in automated simplification. The first effort towards automated simplification is a grammar and style checker developed for writers of simplified English [16] . This was developed at Boeing for the writers of their commercial aircraft manuals, to help them keep in accordance with the ASD-STE100 standard for simplified English 1 . Further work to automate simplification for controlled language was undertaken [17] . This was later extended for the case of general language in the areas of syntactic simplification [3] and lexical simplification [4] . These methods have heavily influenced future efforts to date. Work to improve the preservation of discourse in syntactic simplification [18] and to improve the context-awareness of lexical simplification [12] - [14] has been carried out. Other work has involved applying phrase based 1 http://www.asd-ste100.org/ statistical machine translation techniques to produce simple English [10] , [19] , [20] .
TS is within the field of natural language processing. Within this field it is very similar to other techniques such as machine translation, monolingual text-to-text generation, text summarisation and paraphrase generation. These fields all draw on each other for techniques and resources and many techniques within TS come from these other fields [19] , [21] . TS is different to text summarisation as the focus of text summarisation is to reduce the length and content of input. Whilst simplified texts are typically shorter [22] , this is not necessarily the case and simplification may result in longer output -especially when generating explanations [23] . Summarisation also aims at reducing content -removing that which may be less important or redundant. This is typically not explored within simplification, where all the content is usually kept. Some efforts have explored the use of simplification alongside summarisation systems [24] - [28] . Here, TS is used to improve the readability of the final summary.
When talking about TS the words simple and complex are often used in relation to each other as shown in Table  I . For example, in a parallel corpus of simplified English and regular English, the former will be called simple and the latter complex. In a corpus of technical English and regular English, the former will be called complex and the latter simple. This shows that simplicity and complexity are relative to each other and should be used with care. When creating simple text, we actually intend to create text which is more simple (and so SIMPLICITY IS RELATIVE TO COMPARISON less complex ) than it originally was. Two other important terms to define are readability and understandability. At first, these may seem like the same things, however they may be measured independently depending on the context of an application. Readability defines how easy to read a text may be. This is typically governed by factors such as the complexity of grammar, length of sentences and familiarity with the vocabulary. Understandability is the amount of information a user may gain from a piece of text. This can be affected by factors such as the user's familiarity with the source's vocabulary, their understanding of key concepts or the time and care taken to read the text. It may be the case that a text has high readability, but low understandability. For example: trying to read a well written scientific article with no scientific training. It may also be possible that a text has low readability, but is still understandable. For example: an author who communicates a simple point uses misleading grammatical structures. Readability and understandability are related and a text which is easier to read is likely to be more understandable, as the reader will find it easier to take the time to look over the difficult concepts. Similarly, a text which is easily understandable will encourage the reader to keep reading, even through difficult readability.
Simplicity is intuitively obvious, yet hard to define. Typical measures take into account factors such as sentence length [29] , syllable count [30] and other surface text factors. Whilst these give a good estimate, they are not always accurate. For example, take the case of sentence length. One long sentence may use many complex terms and anaphora (words which refer to a previous entity: he, she, it, etc.). A simplified version of this would be lexically longer, but may be more explicative. In the case of explanation generation, complex words are appended with short definitions, increasing sentence length. Automatic heuristic measures will judge these sentences which have been simplified to be more complex. The final text may be longer, however it is also easier to understand and therefore simpler.
Different forms of simplification will address different needs. No two users are exactly the same and what one finds easy, another may find difficult. This is true both at the level of different user groups (the low literacy user requires different simplifications to the second language learner), but also within user groups. Factors such as dialect, colloquialisms and familiarity with vocabulary and syntax can all affect the user's understanding of a text. This means that simplification is best done at a general level. Text which is made very simple for one user may be more complex for another. However text which is made slightly simpler for one user will generally be easier for most other users.
This still leaves the question of how to measure simplicity. Automatic measures are ineffective [31] . In fact, they may even be detrimental to the simplification process. For example, if a measure favours short sentences and the aim of simplification is to get the best score with that measure, we could easily succeed by reducing our text to a series of two or three word stubs. This would be much more difficult to read and understand, yet score highly.
Although many efforts have been made towards TS techniques over the past two decades, few have been used in production. Those used in production are generally developed with a focus as an aid to the user in translating their text to simplified language [16] , [32] . A governing factor in the low take-up of TS systems is inaccuracy. In some natural language processing applications, a low accuracy may be acceptable as the application is still usable. For example, in information retrieval, even if a system has a moderate accuracy, it will still enable the user to find some portion of the documents they were looking for. Without the information retrieval system, the user would not have been able to find the documents as easily. However, this does not transfer in the same way to TS. If a system is not accurate, then the resultant text will not make sense. If the text is not understandable, then it will definitely not be more simple than the original. If a user is routinely presented with inaccurate simplifications, then they will not find it helpful. Assistive technology must be accurately assistive, otherwise the user will be more confused and less able to interact with the text than in its original "more complex" form.
TS is a largely unsolved task. Whereas many areas of natural language processing and computer science have a flagship system, method or technique, TS has many varied approaches (as outlined in Section II). Whilst these techniques employ differing methodologies and may have differing outputs, their purpose is always to simplify text. The field is fast moving and research into new areas is regularly produced. Further, more and more people are becoming interested in TS with an increased number of projects and publications year on year, as shown in Figure 1 . Whilst many techniques have been implemented, there is still much work to be done in comparing, evaluating and refining these.
Text is a fundamental part of our daily interaction with the information world. If text is simplified for an end user, then this may improve their experience and quality of life. Whether we are reading the newspaper, checking emails or following instructions, it is highly important to be able to understand the text used to convey this information. TS can be applied to reduce the complexity of information and increase a user's understanding of the text they encounter in their day to day lives. This has great advantages for both readers and authors. The reader gains a better understanding of the world around them and authors can ensure their written material will be understandable by those recipients with a low reading level.
The related fields of machine translation and text summarisation allow for the crossover and sharing of techniques. For example, corpus alignment techniques have been borrowed from summarisation [33] , [34] and statistical machine translation techniques have been used [19] , [35] , along with their evaluation methods [36] . This crossover means that, as these fields progress, there will be new techniques available for the task of simplification. As techniques are developed in the context of TS, they will also be useful in the context of other related domains.
The need for simplified English in particular is evidenced by the popularity of the Simple English Wikipedia project (an alternative to English Wikipedia), which provides simplified versions of Wikipedia articles. There are over 88,000 articles which have been hand written in Simple English for this project. Many groups with low levels of English benefit. The size of Simple Wikipedia indicates the need for simple English, however the process of hand crafting these articles is time consuming. Improvements in automating simplification would help to address this need.
II. APPROACHES
TS has been carried out in a number of different ways. Many systems use a combination of approaches to simplify text in different manners. These different methods of TS are largely independent and methodologically distinct of each other. In this section, we observe the development of methods from: lexical and syntactic simplification, explanation generation, statistical machine translation and TS techniques in languages other than English.
A. Lexical Approaches
Lexical simplification is the task of identifying and replacing complex words with simpler substitutes. This involves no attempt to simplify the grammar of a text but instead focusses on simplifying complex aspects of vocabulary. An overview of research papers in lexical simplification is presented in Table  II . Lexical simplification may be formulated as a phrase based substitution system, which takes limited syntactic information into account. There are typically 4 steps to lexical simplification as shown in Figure 2 . Firstly, the complex terms in a document must be identified. Secondly, a list of substitutions must be generated for each one. Thirdly, those substitutions should be refined to retain those which make sense in the given context. Finally, the remaining substitutions must be ranked in their order of simplicity. The most simple synonym is used as a replacement for the original word. Systems have made differing variations on this theme with many approaches missing out the word sense disambiguation step.
In the first notable work in automated lexical simplification [4] , the authors rank synonyms from the semantic thesaurus WordNet [49] using Kučera-Francis frequency [50] to identify the most common synonym. This work has heavily influenced lexical simplification systems since [12] - [14] , [34] , [37] , [51] , providing a framework with many avenues to explore and build upon. Recently, work has also focussed on the simplification of numerical expressions for improved reader comprehension [52] , [53] . One area for improvement is the method of substitution ranking. Kučera-Francis frequency is the counts of words from the Brown corpus, which consists of just over one million words from 50 sources which are intended to be representative of the English language. Modern technology allows for frequency counts of much larger corpora to be carried out [54] , [55] . Larger corpora are naturally better estimators of the true frequency counts of a language.
One of the major stumbling blocks with primitive lexical substitution systems is a loss of meaning due to word sense ambiguity. This occurs when a word has multiple meanings and it is difficult to distinguish which is correct. Different meanings will have different relevant substitutions and so replacing a word with a candidate substitution from the wrong word sense can have disastrous results for the cohesion of the resultant sentence. Early systems [4] did not take this into account, at the expense of their accuracy. Word sense disambiguation may be used to determine the most likely word sense and limit the potential synonyms to those which will maintain coherence.
Word sense disambiguation has been applied to lexical simplification in a number of different ways. These usually involve taking a standard lexical substitution system and applying a word sense disambiguation algorithm at some point. One such system is the latent words language model (LWLM) [56] , which is applied to lexical simplification during the substitution generation step. The LWLM is used to generate a set of words which are semantically related to the original word. These are then compared against the substitutions returned by WordNet to remove any antonyms found by the LWLM. WordNet is useful for word sense disambiguation as it gathers words according to their semantic similarities into a group 60 | P a g e www.ijacsa.thesai.org Semi-automated lexical simplification for medical literature.
called a "synset". One particular use of WordNet [46] develops a tree of simplification relationships based on WordNet hypernym relations. This tree is used to reduce the size of the vocabulary in a document. Word sense disambiguation is carried out to place content words into their correct WordNet synset. Simplification may then be carried out by looking at the relevant node in the tree. Word sense disambiguation is also carried out by the use of context vectors [12] , [42] . In this method, a large amount of information is collected on the surrounding context of each word and is used to build a vector of the likely co-occurring words. Vector similarity measures are then used to decide which word is the most likely candidate for substitution in any given context. These methods show the diversity of word sense disambiguation as applied to lexical simplification.
Other work has attempted to improve lexical simplification by improving the frequency metrics which are used. Frequent words have been shown to increase a text's readability [57] .
Simple Wikipedia has been shown to be more useful than English Wikipedia as a method for frequency counting [58] . NGrams have shown some use in providing more context to the frequency counts, with higher order n-grams giving improved counts [59] . However, the most effective method has so far proven to be the usage of a very large initial data-set [58] , [59] . Namely, the Google Web 1T [55] .
As well as performing substitutions at the single word level, lexical substitution may also be carried out at the phrase level, which requires some knowledge of how words cluster into individual phrases and how these can be recognised and substituted. A phrase may be replaced by a single word which conveys the same sentiment or by another phrase which uses simpler language. This may be done by comparing revisions in the edit histories of Simple Wikipedia [9] or by comparing technical documents with simplified counterparts [39] . A corpus which can be used to identify simplifications made by a human editor is required. Phrase based simplification is 61 | P a g e www.ijacsa.thesai.org similar to the task of paraphrasing [41] , [60] , where phrases with high semantic similarity are aligned for use in tasks such as question answering [61] or the automatic evaluation of machine translation [62] . Techniques could be drawn from this area to improve the work in lexical simplification. Two advantages are as follows: Firstly, it allows some rudimentary syntactic simplification to be carried out, altering the structure within a phrase to make it more readable. Secondly, it allows more diversity in the range of simplifications which can be made. It may be the case that simplifying a single word which is part of a complex phrase is actually detrimental to the understanding of that phrase, whereas simplifying the whole phrase itself is helpful.
A recent important development in the field of lexical simplification is the lexical substitution task from SemEval 2012 [45] . Participants designed a system to rank words in terms of their simplicity. The words were given as valid replacements for a single annotated word in a sentence. Many such sentences were provided and systems were able to train and test on sample data before being deployed for the final testing data. The corpus was developed by crowd sourcing through Amazon's Mechanical Turk 2 . Annotators were asked to rank the substitutions in order of their simplicity. These rankings were then combined to form one final ranking.
The SemEval task isolates the synonym ranking problem within lexical simplification where the aim is to find the easiest synonym. Systems do not have to focus on other distractions, such as identifying complex words or synonym generation, but can focus solely on ranking. Several systems were developed to produce these rankings and the techniques used considered a variety of methods such as: language models for word context [63] - [65] , decompositional semantics [66] and machine learning techniques [65] , [67] . A comprehensive overview and comparison of these is given in the task description [45] . The SemEval task benefits TS in two separate ways: firstly, it has promoted the field and specifically the area of lexical simplification. Hopefully, interest will be generated and more time and resources will be channeled into TS. Secondly, it has provided an evaluation of different methods for synonym ranking. This should drive research forward as new systems will have both a reasonable baseline and evaluation method to compare against.
B. Syntactic Approaches
Syntactic simplification is the technique of identifying grammatical complexities in a text and rewriting these into simpler structures. There are many types of syntactic complexity which this may apply to: Long sentences may be split into their component clauses; Sentences which use the passive voice may be rewritten and anaphora may be resolved. Poorly written texts are very difficult to engage with. Readers may struggle to follow the text, lose interest at some point in a sentence and eventually give up trying. In the case of people with cognitive impairments such as aphasia, some grammar structures may even cause a loss of meaning. Patients may not be able to distinguish between subject and object when the passive voice is used. For example, the passive voice sentence: "the boy was kicked by the girl" may appear to read as: 2 www.mturk.com "the boy kicked the girl" for someone with aphasia. A list of research in syntactic simplification is presented in Table  III .
Work on syntactic simplification began with a system for the automatic creation of rewrite rules for simplifying text [3] . This system takes annotated corpora and learns rules for domain specific sentence simplification. The main purpose is as a preprocessing step to improve other natural language applications. Later work [68] , [75] , [77] , [79] focussed on applying this syntactic simplification as an assistive technology. Improvements to the discourse structure were made to ensure that clauses of sentences appeared in the correct order [18] . More recent work has focussed on applying syntactic simplification as a preprocessing tool for named entity recognition in the biomedical domain [5] , [26] . There have also been efforts to apply this technique for languages other than English [51] , [69] , [71] - [73] .
Syntactic simplification is typically done in three phases as shown in Figure 3 . Firstly, the text is analysed to identify its structure and parse tree. This may be done at varying granularity, but has been shown to work at a rather coarse level. At this level, words and phrases are grouped together into 'super-tags' which represent a chunk of the underlying sentence. These super-tags can be joined together with conventional grammar rules to provide a structured version of the text. During the analysis phase, the complexity of a sentence is determined to decide whether it will require simplification. This may be done by automatically matching rules, but has also been done using a support vector machine binary classifier [80] . The second phase is transformation, in which modifications are made to the parse tree according to a set of rewrite rules. These rewrite rules perform the simplification operations such as sentence splitting [68] , clause Spanish syntactic simplification.
rearrangement [18] and clause dropping [74] , [78] . Although techniques for automatically inducing these rules exist [3] , most other systems implementing syntactic simplification use hand written rewrite rules. Two reasons for this are the removal of the need for annotated corpora and the improved accuracy of the final rules. After transformation, a regeneration phase may also be carried out, during which further modifications are made to the text to improve cohesion, relevance and readability.
Syntactic simplification is an essential component to any working TS system and has been implemented in both PSET [4] and PorSimples [51] which both seek to provide ubiquitous TS as an assistive technology. It has been particularly useful outside this application and has been implemented for improving the accuracy of other natural language techniques with significant success. Syntactic simplification will be incorporated into future TS systems, as it has the ability to reduce grammatical complexities in a way which is not possible with other techniques. Creation and validation of the rewrite rules is a difficult process and one aspect of further work may concentrate on new techniques to automatically discover these.
C. Explanation Generation
Explanation generation is the technique of taking a difficult concept in a text and augmenting it with extra information, which puts it into context and improves user understanding. Table IV lists the research in this area. It has been shown that in some cases, this is more appropriate than lexical simplification [83] . A specific example can be taken from
(IJACSA) International Journal of Advanced Computer Science and Applications, Special Issue on Natural Language Processing 2014
63 | P a g e www.ijacsa.thesai.org Long sentences split after explanation generation. 2012 Sense-specific Lexical Information for Reading Assistance [82] Lexical elaboration for the education of second language learners.
Health Informatics, where explanations are generated for terms in health literature [23] , [81] . These are categorised by their semantic type (disease name, anatomical structure, device, etc.) Explanations are then generated by finding an easier term and adding in a short connecting phrase to explain the more complex term:
"Pulmonary atresia (a type of birth defect)"
3
'Pulmonary atresia' is found to be semantically related to 'birth defect' and the connecting phrase 'a type of' is added to maintain cohesion. Five semantic types are identified and a medical thesaurus is employed for identifying valid substitutions. This is highly specific to the medical terminology in question. The semantic types were discovered by manually analysing simplified literature and so applications to the general case would require much analytical work and many more categories to be discovered. Whilst analysis could be automated, the accuracy would then suffer. This technique could also be used in another equally specific technical domain.
A more general form of simplification is carried out as part of the PorSimples project [51] . The application 'Educational FACILITA' [84] , provides a browser plug-in which can simplify Web content for users. Named entities are recognised and annotated with short explanatory extracts from Wikipedia articles. These allow the user to learn more about the difficult concepts in a text. This information is presented to the user in a separate text box at their request. Lexical simplification is also carried out to improve the text's overall readability. The largest challenge lies in the named entity labelling task. Here, words must be matched to their semantic concepts. This is a difficult task which requires word sense disambiguation and some mapping between the concepts and their explanations.
More recently, this has been applied to the case of second language learners [82] . Here, the learner has the opportunity to highlight words which they find difficult and see a dictionary entry for that word. Word sense disambiguation (as discussed above in Section II-A) is carried out to ensure that only the correct sense of the word is presented to the user. This is shown to increase the language learner's reading comprehension for the explained words.
In its present form, explanation generation has particular potential for users with some understanding who wish to learn more about a text. By providing explanations alongside difficult terms, the user is able to better understand the concept and will hopefully not require the explanation next time they 3 From [23] . Generated explanation in italics encounter the complexity. Explanation generation is not confined to presentation alongside the complex terms however and may also be done to replace the original word. A semantically simple phrase which explains the original term could be used as its replacement. Due to the potentially complex levels of processing involved, this is a technique which is prone to error. If errors occur and are left undetected and unresolved, then they may result in the final text becoming misleading and unhelpful to an end user, which should naturally be avoided wherever possible. This technique may also be useful when deployed alongside lexical [84] or syntactic simplification [23] . The explanations which are generated may add to the structural complexity of the text, resulting in diminished readability. Any steps to increase the readability will help the reader to interact with the text.
D. Statistical Machine Translation
Automated machine translation is an established technique in natural language processing, for a comprehensive review see [88] . It involves automatic techniques to convert the lexicon and syntax of one language to that of another, resulting in translated text. Its application to TS involves casting our problem as a case of monolingual text-to-text generation. Table  V gives the research in this field to date. We consider our translation task as that of converting from the source language of complex English to the target of simple English. Each has its own unique syntax and lexicon and is sufficiently distinct to permit the use of machine translation techniques. Recent research (as described below) in machine translation has focussed on phrase based statistical techniques. These learn valid translations from large aligned bilingual corpora and are then able to apply these to novel texts. This task is made easier as the source and target languages are very similar, and so few changes are necessary. It is this type of machine translation that has been applied to TS.
Work to perform TS by statistical machine translation has been performed for English [10] , [19] , [20] , Brazilian Portuguese [35] and has been proposed for German [87] . Practically, systems often use and modify a standard statistical machine translation tool such as Moses [89] . A difficult task can be finding aligned sentences in complex and simple language. This has been done by manual creation [35] and by mining English and Simple Wikipedia [19] using techniques from monolingual corpus alignment [90] .
Using this corpus, Moses has been applied to the TS task for English [10] . Moses was augmented with a phrase deletion module which removed unnecessary parts of the complex 64 | P a g e www.ijacsa.thesai.org Model for Sentence Simplification [19] Tree based model, produced the PWKP dataset of aligned complexsimple sentences from Wikipedia. 2011 Learning to Simplify Sentences using Wikipedia [10] Improves previous work.
2012 Sentence Simplification by Monolingual Machine Translation [20] Further improves on previous work.
2012 A Simplification Translation Restoration Framework for Cross-domain SMT Applications [85] Chinese -English. Simplification as processing aid.
2013 Statistical Machine Translation with Readability Constraints [86] English -Swedish. Simplification for improved readability. 2013 Building a German/Simple German Parallel Corpus for Automatic Text Simplification [87] A corpus for the production of German monolingual statistical machine translation simplification.
source text. The evaluation used BLEU [91] , a standard measure in machine translation. Recent research [20] has used human judges to evaluate the quality of the simplified text against a lexical substitution baseline, something which has not been done before. The use of human judges is a valuable method for evaluation in TS.
A recent development has been simplification in more traditional bilingual statistical machine translation, which has occurred for translating English to Chinese [85] and Swedish to English [86] . Simplification aids readability in the target language, making it useful for language learners. It is also useful to transform source and target texts to a common format to improve their alignment, thus improving translation accuracy. In the example of English to Chinese translation, the final text is restored to it's original level of complexity, the simplification is only required for improving the quality of the translation.
As new techniques and evaluation methods are developed for machine translation, they will be directly applicable to this task. Simplification through monolingual machine translation gives a form of simplified text which appears to reflect human simplified text. This may be useful when simplifying for different domains as the types of simplification are automatically learnt by the algorithm. Statistical machine translation is a technique with applications in real world systems. However, the nature of a statistical technique is that it will not work perfectly in every single case. Every statistical technique has a number of false positives (simplification operations made in error) and false negatives (simplifications which should have been made). Whilst the aim is to reduce these at the same time as improving the levels of true positives and negatives, there will always be some errors that creep in during the learning process. As discussed previously (see Section I), the introduction of errors results in a diminished understandability and increased text complexity -the opposite to the desired outcome. This highlights the importance of accuracy and output validation in TS.
E. Non-English Approaches
As with many natural language processing applications, the majority of TS research is conducted solely for the English language. However, TS is also applied across many different languages as shown in Table VI . The KURA project [37] worked on Japanese language simplification for deaf students and introduced the concept of phrase based simplification identifying and simplifying complex terms. Similarly, the PorSimples project has contributed much to the wider field of TS. This is undoubtedly the largest TS project to date with 3 main systems and many types of simplification investigated. The Simplext project is an ongoing project, currently in the process of developing simplification tools and resources for Spanish. It has particularly focussed on the application of simplification for dyslexic readers.
Most projects do not focus on introducing new techniques for TS, but instead focus on implementing existing techniques in their own language. This is an interesting challenge, as language specific characteristics make it non-trivial to reimplement existing techniques. The main barrier is usually in discovering appropriate resources for the language. For lexical simplification, an extensive word frequency list and some electronic thesaurus is usually employed. If no such word frequency list exists, this may be easily calculated from a count of a sufficiently large corpus (such as pages from Wikipedia). Syntactic simplification typically requires more work to be done. The differences between simplified text and complex text in the language must be analysed to discover language specific simplification rules. These will typically not be transferable between languages due to differing grammar structures. Some constructs such as passive voice and WHphrases may be common points of confusion across languages and so research may be aided by identifying these known complexities. Techniques to learn these automatically [3] and statistical machine translation may be of use here.
It can be seen from 
III. RESEARCH CHALLENGES
Throughout this survey, many open areas have been identified and this Section will gather these together and suggest future directions for research. These directions have been grouped into three categories: resources, systems and techniques. Section III-A describes the need for novel evaluation methods and corpora for the further development of existing TS systems. Section III-B outlines the need for TS systems and some methods for the deployment of these. Section III-C explains the need for the development of new algorithms in the field.
A. Resources
Resources are the foundation upon which a system is built. TS has seen many different approaches to the task of providing resources such as evaluation methods and corpora. These have often been done with little consideration to prior techniques and so one general aspect of future work is the comparison and evaluation of potential resources.
Current techniques for automatically evaluating readability are of limited use in TS research. A strong contribution to the field would be an automatic evaluation measure which reliably reported the effects of TS. Some progress has been made [95] . However, this is only useful for the highly specific task of ordering synonyms in terms of their complexity. This is very useful when evaluating a system designed for the specific task, but not as useful for the general task of TS. An evaluation method is needed which has the generality of a readability formula [29] , [30] , [96] but with the specificity and speed of an automated measure [95] .
Manual techniques for the evaluation of automatic TS may also be investigated and developed. Whilst automated techniques give some impression as to the efficacy of a system, they are a step removed from the actual intended audience and so will never be as accurate as direct user evaluation. Many authors have used some manual evaluation for their results [4] , [23] , [31] , [37] and research should aim towards this, especially when deploying a TS system for a specific user group. Experiments to determine the best manual methods of evaluation may also take place.
In addition to research on the evaluation methods, the development of new corpora is equally paramount to the progression of the field. As there are different approaches to TS (see Section II), different types of corpora are necessary. Simplification is inherently difficult to evaluate as there is no obvious correct answer. This means that a corpus cannot be in the standard format of a set of problems labelled with their solutions. Instead, more abstract corpora must be developed to address specific evaluation needs within the TS domain. As these are developed, evaluation methods will be developed alongside them. Corpora which draw on human annotation and where possible the input of the eventual users of a TS system will be more effective than those that do not.
One promising method for corpus development and evaluation comes from the field of statistical machine translation. Some authors have formulated TS as a monolingual translation problem [10] , [19] , [20] . This creates the possibility of using machine translation evaluation methods such as BLEU [91] and NIST [36] . These techniques compare a given translation 66 | P a g e www.ijacsa.thesai.org with a reference translation and report an accuracy measure based on the co-occurring words across the two translations. These may also be applicable to the wider scope of TS where sample simplifications could be compared to one or many reference texts. As machine translation evaluation techniques are advanced, the benefits may also be reaped by the text simplification community.
B. Systems
Another research challenge is the development of TS applications. These will exist as a layer of assistive technology upon information gathering systems. There are two clear options for the development of publicly available TS systems, as outlined below.
Firstly, TS can be applied at the user's level. In this model, the user receives some complex text which they automatically simplify by some means. This could take on the form of a Web browser plug-in which allows the user to select and simplify text (similar to the the FACILITA project for Brazilian Portuguese [40] ). This could also take on the form of an application which allows the user to identify text and simplify. Some users may not even require the choice to simplify text. For example, in the context of browsing the Internet, some users may find the complex text which is presented to them at first distracting, demoralising or off-putting. Here, it may be helpful to automatically reduce the complexity of any text on a webpage before presenting it to a user.
Secondly, TS may be applied by the author to a text he is creating [97] . In this model, the author may write a document and then use automatic techniques to identify any complexities and to automatically simplify or receive suggestions as to simplifications he may apply. The main advantage is that the author can check the quality of simplifications before the text is presented to a user. Grammaticality, cohesion and intended meaning are definitely preserved, whilst understandability and readability are increased. This is useful in many different applications where text is being written for audiences who may not necessarily understand the final product. The research challenge here is to develop helpful ways of doing this which allow an author to target his text to many levels of understanding.
TS is currently not a commercialised application. This may be in part due to low accuracy in test systems and the youth of the field. As work is done to increase the accuracy of TS systems, they will become more commercially viable. TS is a useful product which can be packaged and sold in the form of software and Web services. As an industry develops around TS, this will create interest in the area which will drive the field to further developments.
C. Techniques
The identification and evaluation of new techniques is paramount to the progression of the field, as the potential solution space for TS is currently sparsely explored. This is mainly because previous projects have been limited by the resources available. As more TS research applications are developed, a few underexplored areas for focus are as follows. These are not intended as an exhaustive list of all the potential future work in TS, but instead to highlight some areas which may be of future interest. These have all been explored initially and references are provided as appropriate.
Firstly, word sense disambiguation is highly important for lexical simplification. Initial work ignored ambiguity in the hope that complex words would belong to only one potential sense. This has not been the case and word sense errors (where a synonym with a drastically different meaning is selected) are a common problem among lexical substitution systems. Some work has previously addressed this [12] - [14] , however future efforts must focus on incorporating state of the art word sense disambiguation techniques and adapting these for best use within the TS context. This may be implemented at the synonym ranking step of lexical substitution to combine the simplicity score with a 'relevance' score produced by a disambiguation system. Words which are of low relevance in a context will make the text less understandable.
Secondly, work should be undertaken to improve techniques for identifying candidates for simplification within a text. Whilst there has been plenty of work into readability measures, little has been transferred to a TS setting, although exceptions do exist [21] , [80] . Machine learning techniques hold some promise and should be investigated further. The existing techniques are for sentence level simplification and further work could focus on candidate identification at the lexical level. This would involve looking at features of given words and developing some classification system to identify those of sufficient complexity to require simplification.
IV. CONCLUSION
TS is a domain which has emerged as a reaction to difficult texts. This has occurred for different applications such as preprocessing for machine translation [72] and assistive technology for people with Aphasia [4] . These applications promise to reduce the complexity of text whilst improving readability and understandability. This is a highly useful task and is highly applicable in many settings such as second language learners and lay readers of technical documents. TS is not solely confined to the reader, it may also be applied by the author to a text in order to ensure his point is clearly communicated, or even in a natural language processing pipeline to improve the performance of later components.
There are also many approaches to the task. Some focus on the lexical level, replacing complex words with simpler synonyms. Some modify the syntax of a text to remove complex grammatical structures. Yet others perform phrase based machine translation in an effort to automatically learn valid methods of simplification. The field is currently seeing a wave of growth with many new research projects and new approaches being developed. As the field progresses, more techniques will become available and TS will be widely distributed.
TS is on its way to becoming a household application. As it does so, it is likely that people will often not even know they are benefitting from it. Campaigns for simplified English have existed for many years. TS offers an answer.
