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Stable determination of
surface impedance on a rough obstacle
by far field data ∗
Giovanni Alessandrini† Eva Sincich‡ Sergio Vessella§
Abstract
We treat the stability of determining the boundary impedance of an ob-
stacle by scattering data, with a single incident field. A previous result
by Sincich (SIAM J. Math. Anal. 38, (2006), 434-451) showed a log sta-
bility when the boundary of the obstacle is assumed to be C1,1-smooth.
We prove that, when the obstacle boundary is merely Lipschitz, a log-log
type stability still holds.
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1 Introduction
In this note we consider the stability of the determination of an impedance
coefficient on an inaccessible boundary from scattering data arising from a single
incident wave.
More precisely we consider{
∆u + k2u = 0, in R3 \D,
∂u
∂ν + iλu = 0, on ∂D,
(1.1)
where u = us+exp(ikx ·ω), ω ∈ S2 and the scattered field us satisfies the usual
Sommerfeld radiation condition
lim
r→∞
r
(
∂us
∂r
− ikus
)
= 0, r = |x| . (1.2)
The scattered field has a well-known asymptotic behavior at ∞
us(x) =
exp(ikr)
r
{
u∞ (x̂) +O
(
1
r
)}
(1.3)
as r tends to∞, uniformly with respect to x̂ = x|x| and where u∞ is the so-called
far field pattern of the scattered wave (see [10]).
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We deal with the inverse scattering problem of determining λ = λ(x) when the
far field u∞ is known for a given incident direction ω.
The stability for this problem was treated in [19], and we refer to the bibliogra-
phy therein for further references.
The result in [19] can be summarized as follows. If the unknown impedance λ
is Lipschitz and the boundary of the scatterer D is C1,1, then λ depends on u∞
with a modulus of continuity of logarithmic type (with a single log !).
The purpose of this note is to investigate the stability when the regularity
assumption on the scatterer is relaxed to Lipschitz. The requirement of the
C1,1 regularity at the boundary was mainly due to the fact that such regularity
is needed in order to obtain a doubling inequality at the boundary for |u|2 [19,
Theorem 4.6]. We refer to [1] for a thorough discussion of this topic. In brief,
such a doubling inequality is needed because the impedance can be obtained
from the total field u (which is uniquely, and stably, determined by the far field
pattern) by computing
λ =
i
u
∂u
∂ν
.
Consequently, it is necessary, in order to estimate λ, to have a control on the
rate of vanishing of u on ∂D. The doubling inequality implies that such a rate
is at most algebraic in the L2 -average sense, that is∫
∆r(x0)
|u|
2
≥
1
K
rK
for some constant K > 0. Here ∆r(x0) = Br(x0) ∩ ∂D and Br(x0) is the ball
of radius r centered at x0 ∈ ∂D. From this bound on the vanishing rate of |u|
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the stability for λ with a single log follows. Note that in fact, in [19] a slightly
different route is followed, which involves the notion of Muckenhoupt weights.
It is an open problem if the doubling inequality at the boundary holds true
when we relax the regularity assumption on ∂D (see again [1]). Nevertheless, it
is expected that the order of vanishing of u|∂D can be still controlled somehow.
In fact we shall prove that, assuming ∂D Lipschitz, u|∂D has a rate of vanishing
controlled in an exponential fashion as follows∫
∆r(x0)
|u|
2
≥ e−Kr
−K
. (1.4)
With the aid of such estimate we are able to prove a stability result of a weaker
type, namely with a log-log type modulus of continuity.
We remark that this phenomenon confirms a scheme that was already known for
different, but related inverse boundary value problems [2]. In that paper, inverse
problems with unknown boundary for elliptic equations were treated and, on the
unknown boundary a condition of Dirichlet or Neumann type was prescribed.
It was shown that, in case that the unknown boundary is smooth enough to
have a doubling inequality at the boundary, then the stability was of log type.
Instead with weaker regularity assumptions only a log-log type estimate could
be obtained. See for instance the proof of [2, Theorem 2.1]. This scheme has
also been confirmed with different inverse boundary problems [14, 6].
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Let us mention also that, recently, a similar task to the present one was at-
tempted in the preprint [7] by Bellassoued, Choulli and Jbalia. The main result
in that paper also consists of a log-log stability, but of local type only. That
is, the stability is proved only when the error on the unknown impedance is
a-priori known to be small. Furthermore the stated regularity assumptions on
the boundary have some unclear aspects.
The plan of the paper is as follows. In Section 2 we introduce notation, the main
assumptions and state the main stability result, Theorem 2.1. Section 3 collects
more or less well-known estimates on the direct problem (1.1), we conclude it by
stating a rather more delicate result, Theorem 3.4, in which the boundary trace
of the field u is estimated in H1. The proof is contained in the following Section
4. It relies on the well-known Rellich’s identity, the main theorem of this section
being Theorem 4.1. Section 5 explores the stability of the determination of the
scattered field in terms of the far field data. We review some known results,
and we present some new ones, which rely on the analysis developed in the
previous Section 4, see in particular Corollaries 5.3 and 5.4, where the stability
for negative norms of the normal derivative of u is obtained. The occurrence
of negative norms appears to be necessary here because, being the boundary
only Lipschitz, the normal derivative of u may be nonsmooth. In Section 6
we obtain, Theorem 6.1, the local lower bound on the vanishing rate of u on
∂D announced above in (1.4). This is achieved though a quantitative estimate
of unique continuation which is by now well-known as a Lipschitz Estimate of
Propagation of Smallness, see for instance [2, 14]. In Section 7 we present an
interpolation inequality between a weighted L1-norm and a Ho¨lder norm, when
the weight satisfies a bound on its vanishing rate of the type (1.4), Proposition
7.1. We finish the proof of Theorem 2.1 in the final Section 8.
2 Main assumptions and results
2.1 Main hypotheses and notation
Assumptions on the domain.
We shall assume throughout that D is a bounded domain in R3, that is, for a
given d > 0, we require diamD ≤ d. Also we require that R3 \D is a connected
set, and that the boundary ∂D is Lipschitz with constants r0,M . More precisely,
for every x0 ∈ ∂D, there exists a rigid transformation of coordinates under
which,
D ∩Br0(x0) = {(x
′, x3) : x3 > γ(x
′)} , (2.1)
where x ∈ R3, x = (x′, x3), with x
′ ∈ R2, x3 ∈ R and
γ : B′r0(x0) ⊂ R
2 → R
satisfying γ(0) = 0 and
‖γ‖C0,1(B′r0(x0))
≤Mr0,
where we denote by
‖γ‖C0,1(B′r0 (x0))
= ‖γ‖L∞(B′r0 (x0))
+ r0 sup
x,y∈B′r0(z0)
x 6=y
|γ(x)− γ(y)|
|x− y|
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and B′r0(x0) denotes a ball in R
2.
For the sake of simplicity we shall assume that 0 ∈ D.
Fixed R > d, ρ ∈ (0, r0) and x0 ∈ ∂D, let us define the following sets
D+ = R3 \D, (2.2)
D+R = BR(0) ∩D
+, (2.3)
Eρ = {x ∈ R
n| 0 < dist(x,D) < ρ)}, (2.4)
Dρ = D ∪ Eρ, (2.5)
Γρ(x0) = Bρ(x0) \D, (2.6)
∆ρ(x0) = Bρ(x0) ∩ ∂D. (2.7)
A priori information on the impedance term.
Given λ0 > 0, we assume that the impedance coefficient λ belongs to C
0,1(∂D,R)
and is such that
λ(x) ≥ λ0 > 0 (2.8)
for every x ∈ ∂D. Moreover we assume that, for a given constant Λ > 0, we
have that
‖λ‖C0,1(∂D) ≤ Λ. (2.9)
From now on we shall refer to the a priori data as to the following set of
quantities, d, r0,M, λ0,Λ, k.
In the sequel we shall denote with η(t) a positive increasing concave function
defined on (0,+∞), that satisfies
η(t) ≤ C(log(t))−ϑ, for every 0 < t < 1 , (2.10)
where C > 0, ϑ > 0 are constants depending on the a priori data only.
2.2 The main result
Theorem 2.1 (Stability for λ). Let λ1, λ2 satisfy (2.8), (2.9). Let ui, i = 1, 2,
be the weak solutions to the problem (1.1) with λ = λi respectively and let ui,∞
be their respective far field patterns. If for some ε > 0, we have
‖u1,∞ − u2,∞‖L2(∂B1(0)) ≤ ε, (2.11)
then
‖λ1 − λ2‖L∞(∂D) ≤ η ◦ η(ε), (2.12)
where η is given by (2.10).
3 The direct problem
Let us introduce the following space
H1loc(D
+) = {v ∈ D
′
(D+) : v|D+R
∈ H1(D+R), for every R > 0 s.t. D ⊂ BR(0)}
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where D
′
is the space of distribution on D+.
A weak solution to the problem (1.1) is a function u = exp (ikω · x)+us, where
us ∈ H1loc(D
+) is a weak solution to the problem
∆us + k2us = 0, in D+,
∂us
∂ν
+ iλ(x)us = −
∂
∂ν
exp (ikω · x) − iλ(x) exp (ikω · x), on ∂D,
limr→∞ r
(
∂us
∂r
(rxˆ)− ikus(rxˆ)
)
= 0, uniformly in xˆ.
(3.1)
where ν is the inward unit normal to D.
Lemma 3.1 (Well-posedness). The problem (3.1) has one and only one weak
solution us. Moreover, for every R > d, there exists a constant CR > 0 depend-
ing on the a priori data and on R only, such that the following bound holds
‖us‖H1(D+R)
≤ CR . (3.2)
Proof. For the proof we refer to Lemma 3.1 in [19], see also [9] for a previous
related result. 
Theorem 3.2 (Cα regularity at the boundary). Let u be the weak solution
to (1.1), then there exists a constant α, 0 < α < 1, such that for every R > d
u ∈ Cα
(
D+R
)
. Moreover, there exists a constant CR > 0 depending on the a
priori data, on R only, such that
‖u‖
Cα
(
D+R
) ≤ CR . (3.3)
Proof. This is a more or less standard regularity estimate up to the boundary.
The Moser iteration technique fits to this task. Details can be found in [18,
Lemma 3.3]. Note also that the arguments used there only require the Lipschitz
regularity of ∂D. 
Corollary 3.3 (Lower bound). There exists a radius R0 > 0 depending on
the a priori data only such that
|u(x)| >
1
2
for any |x| > R0 . (3.4)
Proof. The proof relies on the same arguments discussed in [19, Corollary 3.3].

Theorem 3.4 (H1(∂D)). Let u be as in Theorem 3.2, then
‖u‖H1(∂D) ≤ C . (3.5)
The proof shall be given in the next section.
5
4 Estimates at the boundary.
We begin by recalling the well-known fact that there exists ρ0 ∈ (0, r0] depend-
ing only on M, r0, d and k only such that, for every ρ ∈ (0, ρ0] the following
coerciveness condition is satisfied∫
Eρ
(
|∇v|
2
− k2 |v|
2
)
≥
1
2
‖v‖
2
H1(Eρ)
in Eρ (4.1)
for all v ∈ H10 (Eρ), see for instance [11, Lemma 8.4]. In what follows we shall
fix ρ ∈ (0, ρ0].
Theorem 4.1. Let v ∈ H1 (Eρ) be a solution to
∆v + k2v = 0 in Eρ. (4.2)
If its trace v|∂D ∈ H
1 (∂D) then ∂v∂ν |∂D ∈ L
2 (∂D) and we have∥∥∥∥∂v∂ν
∥∥∥∥2
L2(∂D)
≤ C
(
‖∇T v‖
2
L2(∂D) + ‖v‖
2
H1(Eρ)
)
. (4.3)
Conversely, if ∂v∂ν |∂D ∈ L
2 (∂D) then v|∂D ∈ H
1 (∂D) and
‖∇T v‖
2
L2(∂D) ≤ C
(∥∥∥∥∂v∂ν
∥∥∥∥2
L2(∂D)
+ ‖v‖
2
H1(Eρ)
)
. (4.4)
Here ∇T v denotes the tangential gradient of v on ∂D and C depends onM, r0, d, ρ
and k only.
Proof. A priori inequalities of this sort were first proven by Payne and Wein-
berger [15], [16]. A proof when k = 0 and with Lipschitz boundary is due to
Jerison and Kenig [13] . The underlying tool for such estimates relies on the
celebrated Rellich’s identity [17]. The adaptation to the case of the Helmholtz
equation (k 6= 0) can be obtained as follows.
Recalling the local graph representation of ∂D introduced in (2.1), let us define,
for every r ∈ (0, 2ρ0], the half cylinder
C+r =
{
x = (x′, x3) ∈ R
3||x′| < r, γ (x′) < x3 < Mr
}
, (4.5)
and let us denote
∆r =
{
x = (x′, x3) ∈ R
3||x′| < r, x3 = γ (x
′)
}
. (4.6)
First we prove local estimates of the following form∫
∆r
∣∣∣∣∂v∂ν
∣∣∣∣2 ≤ C
(∫
∆2r
|∇T v|
2
+
∫
C+
2r
|∇v|
2
+ |v|
2
)
(4.7)
∫
∆r
|∇T v|
2
≤ C
(∫
∆2r
∣∣∣∣∂v∂ν
∣∣∣∣2 + ∫
C+
2r
|∇v|
2
+ |v|
2
)
(4.8)
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for every r ∈ (0, ρ0] and C depends on M, r0, r and k only. These estimates
are proven in the case k = 0 in [4, Proposition 5.1]. The extension to the
case k 6= 0 can be either obtained by a straightforward adaptation of the argu-
ment in [4, Section 5], or else by introducing an auxiliary variable t and posing
V (x, t) = v(x)ekt which is harmonic in C+2r × R. Writing down the analogs in
higher dimension of (4.7) and (4.8) for V , we readily deduce the above stated
inequalities for v. The final step consists of covering ∂D with neighbourhoods
∆r, with r small enough so that the corresponding half cylinders C
+
2r remain
within Eρ. The number of the neighbourhoods ∆r needed to cover ∂D can be
estimated in terms of M, r0, d, ρ, see [4, Proof of Prop. 3.3]. 
Proof of Theorem 3.4 Immediate consequence of (4.4) in combination with
the impedance condition in (1.1) and Lemma 3.1. 
We shall denote by ϑ ∈ C∞ (Rn) a mollification of the characteristic function
χDρ/2 such that 0 ≤ ϑ ≤ 1, ϑ ≡ 1 in Dρ/3, ϑ ≡ 0 in R
n\D2ρ/3, |D
mϑ| ≤ Cmρ
−m
in Rn, where Cm depends on m, d and r0.
Lemma 4.2. Let u ∈ H1 (Eρ) ∩C
0
(
Eρ
)
, be a solution to
∆u+ k2u = 0 in Eρ. (4.9)
We have ∥∥∥∥∂u∂ν
∥∥∥∥
H−1(∂D)
≤ C ‖u‖L∞(Eρ) (4.10)
where C depends on M, r0, d, ρ and k only.
Proof. In view of (4.1), for any ζ ∈ H1 (∂D) we can consider the unique
solution ϕ ∈ H1 (Eρ) to the Dirichlet problem
∆ϕ+ k2ϕ = 0 in Eρ ,
ϕ = ζ on ∂D ,
ϕ = 0 on ∂Eρ \ ∂D .
(4.11)
Moreover we have
‖ϕ‖H1(Eρ) ≤ C ‖ζ‖H1/2(∂D) (4.12)
with C > 0 only depending onM, r0, d, ρ and k. Let ϑ the previously introduced
cutoff function and denote ψ = ϑϕ. The Green’s identity gives∫
∂D
ψ
∂u
∂ν
−
∫
∂D
u
∂ψ
∂ν
=
∫
Eρ
u
(
∆ψ + k2ψ
)
(4.13)
hence ∣∣∣∣∫
∂D
ζ
∂u
∂ν
∣∣∣∣ ≤ ∣∣∣∣∫
∂D
u
∂ϕ
∂ν
∣∣∣∣+
∣∣∣∣∣
∫
Eρ
u
(
2∇ϑ · ∇ϕ+
(
∆ϑ+ k2ϑ
)
ϕ
)∣∣∣∣∣ (4.14)
applying (4.3) to ϕ and taking into account (4.12) we get∣∣∫
∂D
ζ ∂u∂ν
∣∣ ≤
≤ C
(
‖u‖L∞(Eρ) ‖ζ‖H1(∂D) + ‖u‖L∞(Eρ) ‖ϕ‖H1(Eρ)
)
≤
≤ C ‖u‖L∞(Eρ) ‖ζ‖H1(∂D) (4.15)
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and the thesis follows by duality. 
5 Stability for the scattered field
Lemma 5.1 (From the far field to the near field). Let ui, ui,∞, i = 1, 2,
be as in Theorem 2.1. Suppose that, for some ε, 0 < ε < 1, (2.11) holds, then
there exist a radius R1 > 0 and a constant C > 0, depending on the a priori
data only, such that
‖u1 − u2‖L2(BR1+1(0)\BR1 (0)) ≤ Cε
α(ε), (5.1)
where α(ε) is defined as
α(t) =
1
1 + log(log(t−1) + e)
. (5.2)
Proof. For the proof we refer to Lemma 4.1 in [19], which is based on the sta-
bility results for the near field achieved by Isakov in [12] and further developed
by Bushuyev in [8]. 
Theorem 5.2 (Stability at the boundary). Let ui, ui,∞, i = 1, 2, be as in
Theorem 2.1. We have that, if for some ε > 0, (2.11) holds, then
‖u1 − u2‖L∞(∂D) ≤ η(ε) , (5.3)
where η is given by (2.10), with a constant C > 0 depending on the a priori
data only.
Proof. The arguments in [19] need few adjustments. The main additional tool
is a global estimate of propagation of smallness [5, Theorem 5.3] which enables
to achieve
‖u1 − u2‖L2(D+R)
≤ η(ε) . (5.4)
The Cα bound obtained in Theorem 3.2 allows, by interpolation, to conclude.

Corollary 5.3 (H−1 bound). Under the same hypothesis of Theorem 3.2 we
have that
∥∥∥∥∂u1∂ν − ∂u2∂ν
∥∥∥∥
H−1(∂D)
≤ η(ε) . (5.5)
Proof. This is an immediate consequence of (5.3) and of Lemma 4.2. 
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Corollary 5.4. Under the same hypothesis of Theorem 3.2 we have that
∥∥∥∥∂u1∂ν − ∂u2∂ν
∥∥∥∥
H−
1
2 (∂D)
≤ η(ε) . (5.6)
Proof. The result follows by interpolation with the aid of the impedance con-
dition in (1.1) and of Theorem 3.2. 
6 The estimate of Lipschitz propagation
of smallness
Let us denote r1 = min
{
r0,
1
2
}
.
Theorem 6.1. Let u be the weak solution to (1.1). For every r, 0 < r < r1,
and for every x0 ∈ ∂D we have that∫
∆r(x0)
|u|2 ≥ exp(−Kr−K) (6.1)
where K > 0 only depends on the a priori data.
The proof shall stem from the two Lemmas below.
Lemma 6.2. Let u be the weak solution to (1.1). For every r, 0 < r < r0 and
for every x0 ∈ ∂D we have that(∫
∆r(x0)
|u|2
)β
≥ C
∫
Γ r
2
(x0)
|u|2 (6.2)
where C > 0, 0 < β < 12 are constants depending on the a priori data only.
Proof. By the arguments in [5, Theorem 1.7] concerning the well-known local
estimate for the Cauchy problem and by the a priori bounds achieved in Theorem
3.2 and Theorem 3.4 we get that for any 0 < r < r0 and for any x0 ∈ ∂D
‖u‖L2(Γ r
2
(x0)) ≤
≤ C
(
‖u‖
H
1
2 (∆r(x0))
+ ‖∂νu‖
H−
1
2 (∆r(x0))
)δ (
‖u‖L2(Γr(x0))
)1−δ
(6.3)
where C > 0, 0 < δ < 1 are constants depending on the a priori data only. Note
that the last factor ‖u‖1−δL2(Γr(x0)) is bounded by a constant in view of Theorem
3.2.
We recall that for any 0 < r < r0 and for any x0 ∈ ∂D the following interpolation
inequality holds
‖u‖
H
1
2 (∆r(x0))
≤ C‖u‖
1
2
L2(∆r(x0))
‖u‖
1
2
H1(∆r(x0))
(6.4)
where C > 0 depends on the a priori data only.
Finally by the impedance condition on ∂D, by the above interpolation inequal-
ity and by the a priori bound in Theorem 3.4, the theorem follows with β = δ2 . 
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Lemma 6.3. Let u be as above. For every r, 0 < r < r02 and for every x0 ∈ ∂D
we have that ∫
Γr(x0)
|u|2 ≥ C exp(−k1r
−k2 ) (6.5)
where C, k1, k2 > 0 are constants depending on the a priori data only.
Proof. For the proof we mainly refer to [14, Proposition 3.1], where the authors
achieved a Lipschitz propagation of smallness result for the L2 norm of Jacobian
matrix of the solution to the Lame´ system. Nevertheless, the same arguments
go through for the L2 norm of the solution to the Helmholtz equation as well.
We provide below a sketch of the proof.
Let x¯ ∈ Γr(x0) be such that B r
8
(x¯) ⊂ Γr(x0). Now, by adapting the techniques
developed in [14, Proposition 3.1], which are mostly based on a standard prop-
agation of smallness and the iterated use of the three spheres inequality along a
chain of balls centered on the axis of a cone and with increasing radii (see also
[3, Section E.3]), we find that∫
B r
8
(x¯)
|u|2 ≥ C exp(−k1r
−k2)
∫
D+
2R0
|u|2 (6.6)
where R0 > 0 is the radius introduced in Corollary 3.3.
By combining the lower bound stated in (3.4) and the obvious inequality∫
Γ r
2
(x0)
|u|2 ≥
∫
B r
8
(x¯)
|u|2 we obtain the desired estimate. 
Proof of Theorem 6.1 From the above Lemmas we deduce∫
∆r(x0)
|u|2 ≥ C
2
β exp(−
k1
β
r−k2) . (6.7)
It is an elementary fact that we may find K > 0, only depending on C, k1, k2, β
such that (6.1) follows. 
7 A weighted interpolation inequality
Proposition 7.1. Given M,K > 0, let w ≥ 0 be a measurable function on ∂D
satisfying the conditions
‖w‖L∞(∂D) ≤M (7.1)
and
‖w‖L2(∆r(x)) ≥ exp(−Kr
−K) for every x ∈ ∂D and r ∈ (0, r1). (7.2)
Let f ∈ Cα(∂D) be such that
|f(x)− f(y)| ≤ E|x− y|α for every x, y ∈ ∂D. (7.3)
If ∫
∂D
|f |w ≤ ε (7.4)
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then
‖f‖L∞(∂D) ≤ Eη
( ε
E
)
(7.5)
where η satisfies (2.10) with constants only depending on M,K, r0, α.
Proof. By (7.1) we have trivially∫
∆r(x)
w ≥M−1 exp(−2Kr−K) for every x ∈ ∂D and r ∈ (0, r1). (7.6)
Now fix ξ ∈ ∂D such that |f(ξ)| = ‖f‖L∞(∂D). For every r > 0 and x ∈ ∆r(ξ)
we have
|f(ξ)| ≤ |f(x)|+ Erα , (7.7)
by multiplying both sides of (7.7) by w and integrating over ∆r(ξ) we get
|f(ξ)|
∫
∆r(ξ)
w ≤
∫
∆r(ξ)
w|f |+ Erα
∫
∆r(ξ)
w , (7.8)
hence
‖f‖L∞(∂D) ≤
ε∫
∆r(ξ)
w
+ Erα ≤
≤M exp(2Kr−K)ε+ Erα. (7.9)
Now, if ε < E and r = (4K)1/K | log εE |
−1/K < r1, then we fix this value of r in
(7.9) and the thesis follows. The remaining cases are trivial. 
8 Conclusion
Proof of Theorem 2.1.
By a standard interpolation estimate we deduce that
‖u1(λ1 − λ2)‖L2(∂D) ≤ C‖u1(λ1 − λ2)‖
1
3
H1(∂D)‖u1(λ1 − λ2)‖
2
3
H−
1
2 (∂D)
(8.1)
where C > 0 only depends on the a priori data.
It is an elementary observation, that we have
‖u1(λ1 − λ2)‖H1(∂D) ≤ ‖λ1 − λ2‖C0,1(∂D)‖u1‖H1(∂D) ≤ C (8.2)
where C > 0 is a constant depending on the a priori data only.
On the other hand, by the impedance condition
∂ui
∂ν
+ iλiui = 0 on ∂D , (8.3)
for i = 1, 2 we also have that
‖u1(λ1 − λ2)‖
H−
1
2 (∂D)
≤
∥∥∥∥∂u1∂ν − ∂u2∂ν
∥∥∥∥
H−
1
2 (∂D)
+ C‖u1 − u2‖
H−
1
2 (∂D)
. (8.4)
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By combining the results in Theorem 5.2 and in Corollary 5.4 we get
‖u1(λ1 − λ2)‖
H−
1
2 (∂D)
≤ η(ε) . (8.5)
where C > 0 is a constant depending on the a priori data only.
Hence, by the inequality (8.1) we arrive at
‖u1(λ1 − λ2)‖L2(∂D) ≤ η(ε) . (8.6)
Now, we apply Proposition 7.1 with w = |u1|
2 and f = (λ1 − λ2)
2 and the
conclusion follows. 
References
[1] V. Adolfsson, L. Escauriaza, C1,α domains and unique continuation at the
boundary, Comm. Pure Appl. Math., 50 (1997), 935-969.
[2] G. Alessandrini, E. Beretta, E. Rosset, S. Vessella, Optimal stability for
Inverse Elliptic Boundary Value Problems with Unknown Boundaries, Ann.
Sc. Norm. Super. Pisa - Scienze Fisiche e Matematiche - Serie IV. Vol.
XXXIX. Fasc. 4 (2000).
[3] G. Alessandrini, E. DiBenedetto, Determining 2-dimensional cracks in 3-
dimensional bodies: uniqueness and stability, Indiana Univ. Math. J. 46 ,
(1997), 1-82.
[4] G. Alessandrini, A. Morassi, E. Rosset, Detecting cavities by electrostatic
boundary measurements, Inverse Problems 18 (2002), 1333-1353.
[5] G. Alessandrini, L. Rondi, E. Rosset, S. Vessella, The stability for the
Cauchy problem for elliptic equations, Inverse Problems 25 (2009), 123004
(47pp).
[6] A. Ballerini, Stable determination of an immersed body in a stationary
Stokes fluid, Inverse Problems 26 (2010), 125015 (25 pp).
[7] M. Bellassoued, M. Choulli, A. Jbalia, Stability of the determination
of the surface impedance of an obstacle from the scattering amplitude,
http://arxiv.org/pdf/1201.2552v2.
[8] I. Bushuyev, Stability of recovering the near-field wave from the scattering
amplitude, Inverse Problems 12 (1996), 859-867.
[9] F. Cakoni, D. Colton, P. Monk, The direct and inverse scattering problems
for partially coated obstacles. Inverse Problems 17 (2001), 1997-2015.
[10] D. Colton, R. Kress, Inverse Acoustic and Electromagnetic Scattering The-
ory, Appl. Math. Sci. 93, Springer-Verlag, Heidelberg, Germany, 1992.
[11] D. Gilbarg, N.S. Trudinger, Elliptic Partial Differential Equations of Sec-
ond Order, Second edition, Springer-Verlag, Berlin, Heidelberg, New York,
1983.
12
[12] V. Isakov, New stability results for soft obstacles in inverse scattering,
Inverse Problems 9 (1993), 79-89.
[13] D.S. Jerison, C. E. Kenig, The Neumann problem on Lipschitz domains.
Bull. Amer. Math. Soc. (N.S) 4 (1981), no. 2, 203-207.
[14] A. Morassi, E. Rosset, Stable determination of cavities in elastic bodies,
Inverse Problems 20 (2004), 453-480.
[15] L.E. Payne and H.F. Weinberger, New bounds in harmonic and biharmonic
problems, J. Math. Phys. 4 (1955), 291-307.
[16] L.E. Payne and H.F. Weinberger, New bounds for solutions of second order
elliptic partial differential equations, Pacific J. Math. 8 1958 551-573.
[17] F. Rellich, Darstellung der Eigenwerte von ∆u + λu = 0 durch ein Rand-
integral, Math. Z. 46 (1940), 635-636.
[18] E. Sincich, Stability and Reconstruction for the Determination of Boundary
Terms by a Single Measurements, PhD Thesis, SISSA-ISAS, Trieste, 2005.
http://hdl.handle.net/1963/1973 .
[19] E. Sincich, Stable determination of the surface impedance of an obstacle
by far field measurements, SIAM J. Math. Anal. 38, (2006), 434-451.
13
