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O acompanhamento de variáveis de processo é fundamental para o conhecimento e 
correção de condições operacionais em plantas industriais de processos químicos e 
bioquímicos. Embora os sensores comerciais e os modelos fenomenológicos forneçam uma 
solução convencional, a complexidade e não linearidade de alguns processos impõe 
dificuldades à medição de algumas variáveis de interesse. Em resposta a estes problemas, 
soluções baseadas em aprendizado de máquina – tais como redes neuronais – são propostas. 
No atual contexto big data, historiadores de processo tornaram as indústrias modernas em 
um ambiente rico e propício para modelos preditivos baseados em dados. A literatura indica 
não somente a competitividade na resolução de problemas das redes neuronais em relação 
aos métodos clássicos, como também sua capacidade generalista e a modelagem matemática 
clara e de fácil compreensão ao engenheiro de processos. É de grande importância o 
estabelecimento de metodologias de implementação destes modelos preditivos, alcançando 
benefícios como a redução de custos operacionais e o incremento da confiabilidade 
operacional. Este trabalho propõe metodologias para implementação e diagnóstico da 
qualidade de sensores virtuais offline e online baseado em redes neuronais Multilayer 
Perceptron (MLP), que forneçam tanto a flexibilidade de implementação quanto a 
simplicidade de configuração pelo engenheiro de processos. A metodologia foi aplicada para 
o modelo de predição do teor de amônia na saída de fundo da coluna stripper da Fábrica 
Carioca de Catalisadores. Uma proposta de sensor offline e duas propostas de sensor online 
são apresentadas, utilizando softwares comerciais amplamente disponíveis em plantas 
industriais: planilha eletrônica e um historiador industrial de processos. As ferramentas foram 
validadas com os padrões da etapa de validação da rede neuronal, não indicando desvios 
significativos. O funcionamento dos sensores não apresentou interrupções inesperadas ou 
ciclos de cálculo superiores a 1 segundo. Testes com sensor offline alcançaram a taxa de 
cálculo de 1,7 milissegundo por padrão. Embora o foco deste trabalho esteja na proposta da 
metodologia para implementação do sensor virtual, a rede neuronal foi validada para o seu 
ano de treinamento, evidenciando correspondência dos resultados com as tendências 
operacionais. Testes de performance indicaram ainda a possibilidade de redução do intervalo 
de cálculo de treinamento (20 minutos) em um quarto, com ganhos de qualidade nos 
indicadores R² e erro quadrático médio. Resultados para as atuais condições operacionais 
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CAPÍTULO I  — INTRODUÇÃO 
I.1 Motivação 
A modelagem de processos químicos é um instrumento fundamental para entender, e 
até prever, o comportamento dinâmico de variáveis-chave de uma planta industrial. Embora 
a abordagem fenomenológica inicial apareça como o método convencional, baseado no 
balanço mássico e energético do volume de controle, a complexidade e não linearidade de 
diversos sistemas impõem dificuldades à aplicação da mesma (Baughman e Liu, 1995). Neste 
cenário, soluções baseadas em análises de grande série de dados – tais como algoritmos de 
aprendizado de máquina – foram buscadas e se tornaram grandes aliadas na busca pela 
eficiência operacional, qualidade do produto, segurança do processo e proteção do meio 
ambiente (Shu et al., 2016; Qin, 2014). 
Especialmente, redes neuronais artificiais (RNAs) surgiram como uma abordagem 
capaz de não somente simular a resposta dinâmica do sistema, mas também considerar em 
seu modelo a instabilidade e a operação em estado não estacionário, tão comuns na indústria 
química (Baughman e Liu, 1995). Sua modelagem matemática clara, de fácil compreensão 
para engenheiros químicos, e a capacidade generalista e flexível das mesmas foram atestadas 
diversas vezes na literatura. Da mesma forma, se provaram competitivas na resolução de 
problemas frente aos métodos tradicionais. Pela união dessas virtudes se justifica, em muitos 
casos, uma relação custo-benefício favorável à utilização das redes em diversas situações, 
tais como: detecção de falhas, otimização de processos e sensores virtuais (Åström & 
McAvoy, 1992; Prieto et al., 2016). 
Apesar do grande potencial da ferramenta, sua premissa baseada essencialmente na 
coleta de uma grande quantidade de dados – e na sua qualidade – impôs, de início, um entrave 
à sua exploração em diversos setores marcados pela escassez dos mesmos. Plantas 
industriais, por outro lado, são atualmente fontes ricas em dados, uma vez que diversos 
fatores são monitorados continuamente (Venkatasubramaniam, 2009; Qin, 2014). Com 
efeito, o desenvolvimento dos sistemas de controle distribuído e sistemas supervisórios 
industriais forneceram as séries temporais que o estudo de diversas redes em âmbito 
acadêmico demandava (Valdman, 2010; Prieto et al., 2016).  
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De toda forma, estes sistemas são dedicados ao controle e supervisão do processo. O 
atual processo de digitalização em plantas químicas insere em seus sistemas servidores 
dedicados especialmente ao historiamento de dados de processo e análises avançadas, 
favorecendo a descentralização das funções de automação e o ambiente propício para a 
implementação de algoritmos complexos calculados em tempo real. Dentre esses, destacam-
se os softwares do tipo PIMS (Plant Information Management System). Isto colocou a 
indústria de processos químicos em posição de pioneirismo na adoção de ferramentas 
orientadas a dados (Chiang, Lu, Castillo, 2017; James, 2012).  
A esse atual processo se une o amadurecimento de diversas tecnologias, apresentando-
se prontas para aplicação no ambiente industrial (James, 2012). Ao se tratar de sensores 
virtuais on-line, redes neuronais do tipo multilayer perceptron (MLP) destacam-se nesse 
processo por sua simplicidade e capacidade de generalização frente às demais. Landim 
(2016) propõe ainda a transportabilidade de redes MLP entre diferentes modelos preditivos 
para unidades de processo, alcançando boa capacidade preditiva nos casos avaliados.  
A implementação de tais redes neuronais para o monitoramento de variáveis-chave de 
processo em tempo real de difícil medição, portanto, é vista nesse cenário como potencial 
redutora de custos operacionais e de ganhos em confiabilidade operacional (Fortuna et al., 
2007). Entre o potencial apresentado na literatura e a aplicação do mesmo na indústria estão, 
entre os demais fatores, os engenheiros de processo. Como usuários-chave, tanto para 
desenvolvimento das redes quanto para interpretação do resultado, é necessário que a 
instância de automação utilizada para implementá-las suporte o processamento 
computacional associado e seja amigável e adequada às atividades das equipes de engenharia 
da planta (James, 2012). 
I.2 Objetivo 
Este trabalho teve por objetivo principal desenvolver ambientes e metodologias para 
implementação de sensores virtuais, em software PIMS, baseados em redes neuronais 
artificiais do tipo MLP. Foi colocada como premissa a escolha de aplicativos clientes 




Dentre os objetivos específicos estão: 
 Desenvolvimento de um algoritmo modular adaptável quanto à implementação 
de rede neuronal MLP em diferentes aplicativos clientes; 
 Desenvolvimento de ferramentas de diagnóstico do resultado predito; 
 Desenvolvimento do sensor offline em planilha eletrônica; 
 Desenvolvimento do sensor online em planilha eletrônica e interface homem – 
máquina do sistema PIMS; 
 Implementação e validação dos sensores e ferramentas de diagnóstico 
desenvolvidos para predição de teor de amônia em fundo de coluna de 
recuperação de amônia. 
I.3 Organização do trabalho 
Os capítulos deste trabalho são dispostos da seguinte forma: 
A revisão bibliográfica (capítulo II) discute inicialmente a relação entre o uso e 
disponibilidade de dados na indústria com a arquitetura de automação apresentada na 
literatura. Em seguida, apresenta os fundamentos teóricos relacionados ao funcionamento do 
sensor virtual e à topologia das redes neuronais. 
A metodologia (capítulo III) descreve brevemente o processo, a arquitetura de 
automação e a rede neuronal utilizados como estudo de caso. As etapas executadas no projeto 
são resumidas neste capítulo e apresentadas em detalhes, com seus resultados, nos 3 capítulos 
posteriores.  
O capítulo IV apresenta o funcionamento de cada módulo do algoritmo desenvolvido 
e o detalhamento do procedimento matemático da rede neuronal MLP. Em seguida, o capítulo 
V apresenta o desenvolvimento e validação do sensor offline em planilha eletrônica 
comentando as adaptações feitas no algoritmo modular. Realiza e discute resultados de teste 
de performance do sensor virtual com a rede neuronal de Landim (2016). Por fim, o capítulo 
VI apresenta o desenvolvimento e validação do sensor virtual online em planilha eletrônica 
e na interface homem-máquina do sistema PIMS.  
A conclusão (capítulo VII) encerra o trabalho com as considerações finais e sugestões 
para trabalhos futuros.  
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CAPÍTULO II  — REVISÃO BIBLIOGRÁFICA 
II.1 Big Data 
Os recentes avanços nos campos da internet, dispositivos móveis, comunicação sem 
fio, internet das coisas, entre outros fatores, tornam notório o aumento abrupto de dados 
adquiridos e circulantes na sociedade atual. Ademais, as novas formas de coletá-los, 
armazená-los e processá-los que se sucederam – como os dispositivos digitais inteligentes, a 
computação em nuvem e a inteligência artificial – revelam também um estímulo ao seu uso 
(Chiang, Lu, Castillo, 2017; Qin, 2014). 
No cenário industrial, esses dados advêm atualmente das centenas de sensores e 
atuadores que tornaram as plantas largamente instrumentadas. Antes mesmo da larga adoção 
de sensores inteligentes e da internet das coisas industriais, é possível ver que a quantidade 
de dados disponíveis nas salas de controle e de engenharia alcança um volume tal que 
sobrecarrega os funcionários. Assim, a análise de dados se torna escassa e, em geral, aparece 
somente para detecção de falhas e em caso de emergência (Chiang, Lu e Castillo, 2017; Qin, 
2014). 
II.1.1 Caracterização 
A definição de big data segundo a abordagem de Qin (2014) consiste em “um conjunto 
de dados com tamanho e variedade desafiadores para as ferramentas tradicionais de captura, 
armazenamento, gerenciamento e análise”. Chiang, Lu e Castillo (2017) apresentam uma 
forma clara de identificar o ambiente big data através de três características: 
1. Volume: grande quantidade de dados gerada e coletada.  
2. Velocidade: necessidade para coletar e processar mais rapidamente grandes 
volumes de dados. 
3. Variedade: contextualização de todos os tipos de dados, incluindo os 
estruturados e não estruturados. 
Embora seja possível enquadrar a indústria química neste ambiente, esse ainda é um 
tema emergente na indústria de processos químicos. O crescente interesse de empresas 
nacionais por termos como indústria 4.0, inteligência artifical, machine learning e 
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digitalização evidencia o espaço que as estratégias baseadas fortemente em análise de dados 
ainda têm para crescer (Chiang, Lu e Castillo, 2017). 
Apresenta-se de fato um novo paradigma para a história, a mesma que evidencia a 
indústria química como uma das pioneiras no uso de controle computacional, muito em parte 
pela razão de que a operação segura e eficiente da planta requer o monitoramento de variáveis 
de processo analógicas e discretas, normalmente abundantes. A literatura não defende que 
big data seja uma resposta universal, contudo enxerga os dados como ativos indispensáveis 
para tomadas de decisão (especialmente em condições afastadas do projeto) mais assertivas 
em tempo real (Chiang, Lu e Castillo, 2017; Qin, 2014). 
Diversos exemplos têm apontado a posse de uma enorme quantidade de dados como 
fonte de grande vantagem se aliada a grande poder de processamento computacional e 
métodos eficazes de análise dos mesmos (Qin, 2014). Dessa forma, encontramos uma 
segunda definição do termo big data como sendo uma jornada para transformar dados em 
soluções intuitivas para a informação de negócios e decisões operacionais (Chiang, Lu e 
Castillo, 2017). 
Nessa jornada, a instância operacional se beneficia por ganhar novos recursos para lidar 
com processos complexos e matérias primas variadas. Pode-se alcançar também um controle 
com múltiplos objetivos, agregando mais valor aos dados armazenados e provindo da 
instrumentação inteligente. Não obstante, na instância gerencial, o ambiente big data cria 
valor para a empresa ao tornar os dados coletados (mais acurados e detalhados) em 
informação transparente e utilizável para o desenvolvimento de novos produtos e serviços 
personalizados ao cliente (Qin, 2014). 
II.1.2 Desafios 
O estudo para implementação dos novos métodos de análise, em especial o aprendizado 
de máquina e a inteligência artificial, teve de lidar com diversas dificuldades. O pré-
processamento dos dados requereu especial atenção, uma vez que as abordagens mais 
tradicionais e bem estabelecidas para indústria o exigem (Prieto et al., 2016; Qin, 2014). 
Dentre os desafios mais comumente encontrados encontra-se a limitação de dados para 
aprendizado como expoente. Em muitos casos, encontra-se disponível uma quantidade de 
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dados inferior à necessária, o que requisita estratégias adicionais. Técnicas adicionadas à 
metodologia básica de inteligência artificial aparecem para enfrentar outros empecilhos, tais 
como dados não balanceados (percentual muito superior de amostras em uma condição ou 
região do espaço amostral em detrimento das outras), dados incompletos (variáveis 
desconhecidas ou séries temporais perdidas) e alta dimensionalidade. Este último, 
caracterizado muitas vezes pelo envolvimento de variáveis em excesso no modelo, destaca-
se ao longo da história recente (Prieto et al., 2016). 
Com o advento do big data novas demandas precisam ser solucionadas. A avaliação da 
maior magnitude dos dados depende das habilidades de distinguir significado dos mesmos e 
identificar sua escassez para o aprendizado. Depende também da habilidade de interagir com 
a veracidade dos dados, isto é, com a incerteza do dado coletado. Mais uma vez, a velocidade 
é o ponto crucial para diminuir o ciclo de tomada de decisão, passando necessariamente pela 
seleção da frequência ideal de captura de dados (Chiang, Lu, Castillo, 2017). 
Por fim, validar o conhecimento já existente, obtido da combinação das múltiplas 
fontes de dados, é essencial. Isto exige a administração das múltiplas fontes de coleta de 
forma eficiente para não se perder no denominado “dilúvio de dados”. Ultrapassar a era de 
informação limitada a longos experimentos e simulações de processo clama à indústria, 
portanto, por uma estrutura física e computacional orientada às novas necessidades 
(Venkatasubramaniam, 2009). 
II.1.3 Fábrica Inteligente 
A influência e imersão da tecnologia computacional pode ser encontrada facilmente no 
cotidiano de médias e grandes cidades de todo o mundo. Ademais, o conceito da indústria 
4.0 surge da necessidade de estabelecer abordagem similar nas fábricas (James,2012).  
A alteração profunda nas práticas de operação, marcada por dispositivos inteligentes 
conectados por redes, e no modelo de negócios, baseado fortemente na integração da 
produção, logística e o gerenciamento de toda a cadeia de valor, são fatores anunciados ao se 
abordar o tema da quarta revolução industrial (Li, 2016). A fábrica inteligente é vista como 
estandarte da indústria 4.0. 
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O objetivo da fábrica inteligente é a operação autônoma através de sensores, atuadores 
e dispositivos dotados de suficiente poder de processamento e capazes de agregarem-se a 
sistemas inteligentes auto organizados (James, 2012). Do ponto de vista da indústria 4.0, ela 
é centrada na excelência operacional garantida, dentre outros aspectos, pela previsão e 
otimização do processo. Sua fundamentação está na união da automação, digitalização, 
visualização da informação, modelagem dos dados e integração de sistemas (Li, 2016). 
O sistema físico-computacional indicado pela literatura para lidar com esse ambiente 
dinâmico é baseado na informação, na comunicação tecnológica, e na computação 
distribuída. São os denominados sistemas cyber-físicos, capazes de abordar em conjunto os 
três aspectos atingidos separadamente na arquitetura atual: os dados (séries temporais de cada 
variável), a informação (relação entre variáveis) e o gerenciamento do conhecimento 
(modelos que explicam a informação) (Venkatasubramaniam, 2009).  
É preciso ressaltar que o uso de tecnologias como redes sem fio e celulares em ambiente 
industrial ainda são fonte de discussão quanto à sua segurança e confiabilidade (Parente et 
al., 2018). Atualmente, o quantitativo de fábricas realmente inteligentes é pequeno e as que 
são de fato têm, em maioria, sua tecnologia inteiramente baseada em um único fornecedor 
(James, 2012). Diante deste cenário, para uma aplicação imediata da inteligência artificial na 
indústria é preciso conhecer a arquitetura de automação atualmente implementada. 
II.2 Automação de Processos 
II.2.1 Evolução 
A história da automação de processos é recente e acompanha a evolução natural da 
indústria de processos, que foi ganhando complexidade aos longos dos anos e por isso foi 
demandando cada vez mais um controle preciso da produção. Sua atuação contemporânea 
vai além da regulação das condições operacionais, atingindo a otimização do processo, 
planejamento da produção e a integração de negócios (Parente, 2019). 
Como marco crucial da história moderna, podemos apontar a década de 1940, onde 
surgem os primeiros instrumentos pneumáticos. A operação do processo, até então 
essencialmente manual, passa a ser equipada com tubulações específicas para transmissão de 
informação (Gutierrez e Pan, 2008). 
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O avanço da década de 1940 permite a criação da sala de controle do processo, reunindo 
em si os controladores. Nas duas décadas seguintes, a distância permitida entre a sala de 
controle e os elementos do campo aumenta com a introdução da eletrônica analógica 
(Gutierrez e Pan, 2008). É no final deste período que aparecem os transistores, conferindo 
grande impulso para a automação, e no qual se inicia a transição para sistemas de controle 
digital (Souza, 2005; Colombo et al., 2014). 
Na década de 1970 surgem os sistemas de controle distribuídos. Em especial, foram 
lançados os primeiros CLPs (Controladores Lógico Programáveis) e, pouco tempo depois, 
os primeiros SDCDs (Sistemas Digitais de Controle Distribuído). Os primeiros, substituem 
o uso de relés, temporizadores e sequenciadores mecânicos, enquanto os segundos surgem 
com a finalidade de ser um sistema integrado para monitorar múltiplos subsistemas. Em 
muitos casos, devido ao potencial tecnológico de cada um desses sistemas, se manteve a 
utilização em conjunto dos mesmos (Gutierrez e Pan, 2008). 
É ainda na década de 1970 que ocorre o desenvolvimento de microprocessadores. Em 
virtude disto, na década de 1980 os computadores digitais são introduzidos nas fábricas 
agregando as funções de troca de informação em rede. Os painéis sinópticos e mesas de 
controle são substituídos por computadores, contendo muitas vezes sistemas supervisórios. 
Naturalmente, é neste período que surgem os Sistemas de Supervisão e Aquisição de Dados 
(SCADA) (Souza, 2005; Valdman, 2010). 
A adoção da comunicação em rede gera significativos esforços para padronizar o 
barramento de campo. Assim, na década de 1990 surge a instrumentação baseada em redes 
industriais padronizadas (instrumentação Fieldbus e Profibus). Com o avanço da tecnologia 
de microprocessadores nas décadas seguintes, os instrumentos são dotados de “inteligência”, 
ou seja, ganhando capacidade de processamento digital (Souza, 2005; Gutierrez e Pan, 2008). 
Em paralelo ao desenvolvimento da instrumentação, plataformas operacionais 
baseadas em sistema Windows da Microsoft são desenvolvidas (Valdman, 2010). Através 
delas foi se promovendo a interligação dos sistemas de monitoramento e controle de 
processos com os sistemas de gestão da empresa, especialmente com uso da rede Ethernet 
(Gutierrez e Pan, 2008). Novas camadas de automação focadas em traduzir os dados de 
9 
 
processo em informação gerencial surgem, tendo os EPSs (Enterprise Production System) e 
ERP (Enterprise Resource Planning) como seus expoentes (Souza, 2005). 
II.2.2 Arquitetura de Automação 
A interligação de sistemas cria um fluxo de informações que conecta o processo aos 
sistemas corporativos de mais alto nível. Esse fluxo percorre não somente etapas em série 
(ascendentes e descendentes), mas também em paralelo, e acaba por apresentar uma 
hierarquia bem definida (Valdman, 2010).  
Do ponto de vista da engenharia de processo, a Figura II-1 ilustra a transmissão de 
informação focando nos elementos de controle.  
 
 
Figura II-1 Etapas básicas em automação industrial para um engenheiro de processo. 
Fonte: Valdman, 2010. 
A primeira instância de qualquer sistema de automação é o próprio processo ao qual se 
relaciona. Nele ocorrem os fenômenos físicos, químicos ou bioquímicos, as transferências de 
massa e energia e também os fenômenos mecânicos dos equipamentos; a fonte da maior parte 
dos dados está ali representada e disponível para serem analisadas e manipuladas pela 
hierarquia superior (Valdman, 2010). 
Acima temos a instrumentação do processo, responsável pelo ciclo contínuo de 
controle através de sensores (medição das variáveis de processo), transmissores (conversão 
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do sinal do sensor para outro adequado à transmissão), controladores (tomada de decisão na 
magnitude da manipulação) e atuadores (execução dos comandos do controlador na variável 
manipulada). Esses elementos são indispensáveis para o sistema de automação da empresa, 
de forma que a qualidade da informação obtida e transmitida neles é fundamental para a 
análise correta das equipes de operação e engenharia e da validade dos relatórios gerenciais 
elaborados (Valdman, 2010, Souza, 2005). 
Acima da instrumentação está a supervisão e monitoração do processo. Ela é a 
responsável por acompanhar o ciclo da instância inferior em tempo real, coletando seus dados 
e os dispondo em interfaces homem-máquina (IHMs). Por meio destas que a equipe de 
operadores monitora, identifica, quantifica os fenômenos e atua no processo (Valdman, 2010; 
Souza, 2005). 
É também possível que a equipe de engenharia se sirva dessa instância para 
acompanhar o processo e trabalhar sua informação. A Figura II-2 apresenta a pirâmide 
organizacional da automação baseadas na norma IEC 62264 (2007) – ou originalmente ISA-
95 – onde as camadas acima do controle operacional da planta – focadas no gerenciamento 
da informação – são ressaltadas (Colombo et al., 2014). 
 
Figura II-2 Pirâmide da Automação.  
Fonte: Colombo et al., 2014 (Adaptado). 
11 
 
Na pirâmide da automação proposta por Colombo et al. (2014) o processo produtivo 
está no nível 0 e a instrumentação do processo no nível 1. O controlador, por sua vez, 
destacado dos atuadores e sensores em instância superior, é representado no mesmo nível da 
supervisão do processo. Nessa representação os elementos CLP, SCADA e SDCD são 
incluídos juntos, assim como muitas vezes se encontram em indústrias de processo, no nível 
2.  
Tradicionalmente, o controle discreto é realizado no CLP enquanto o SDCD ou o 
SCADA são mais adequados para o desenvolvimento de IHMs, configuração de alarmes, 
atuação no processo e coleta direta dos dados de processo (garantindo integridade do dado e 
as taxas apropriadas de frequência de captura). 
No nível 3 se encontram os softwares de controle de produção do tipo EPS, em especial 
o MES (Manufacturing Execution System) e o PIMS (Plant Information Management 
System). São responsáveis pelo gerenciamento de toda a cadeia de produção, concentrando 
todas as informações relevantes da planta em um só lugar. Estes sistemas coletam 
informações dos SCADAs, SDCDs, PLCs e demais sistemas de supervisão, controle e 
informação da empresa, preparando grandes bases de dados históricos. Em seguida, 
manipulam a informação de maneira adequada para a tomada de decisões estratégicas de 
caráter operacional, econômico e financeiro (Souza, 2005). 
A última instância é a logística e planejamento do negócio. Neste nível, dentre os 
diversos sistemas existentes, o ERP se destaca fortemente no mercado ao transformar os 
dados dos níveis anteriores em informação de negócio. Esse amplo sistema multimodular, 
integrado em uma base de dados única, interage com um conjunto integrado de aplicações 
nos campos de fabricação, compras, estoque, logística, finanças, dentre outros (Souza, 2005; 
Lamb, 2013). 
O fluxo de informações pela pirâmide da automação depende da comunicação entre os 
diferentes níveis. Entre os níveis 1 e 2 se destacam o sinal analógico 4 a 20 mA, a Ethernet e 
as redes de campo, em especial a rede Fieldbus (termo genérico para os protocolos de alta 
velocidade, baseados em redes de transmissão digital). A comunicação entre os níveis 2, 3 e 
4, por sua vez, é usualmente realizada através de protocolo OPC (Colombo et al., 2014; 




Progressos em controle avançado, baseados em métodos mais complexos, requerem o 
desenvolvimento de sistemas robustos capazes de trocar informações com níveis inferiores 
na hierarquia, usando ou não a instância de supervisão e monitoramento (Valdman, 2010). 
Engenheiros de processo necessitam de ferramentas de acompanhamento de processo mais 
robustas – independentemente da fonte de dados – para dados em tempo real e históricos 
(Carvalho et al., 2005). 
Atendendo as demandas, surgiram os softwares PIMS, que segundo Carvalho et al. 
(2005) são sistemas de aquisição de dados que essencialmente recuperam os dados de 
processo residentes em fontes distintas, os armazenam em banco de dados único e os 
disponibilizam através de suas ferramentas clientes. Propõem-se a gerenciar as informações 
de produção para transformar a massa de dados em conhecimento (Souza, 2005). 
Dedicando esse nível da pirâmide da automação para realizar análises e gerar relatórios, 
reduz-se o consumo de recursos computacionais dos sistemas prioritários à supervisão e 
monitoração do processo. As análises geradas nessa instância ainda podem ser integradas a 
outras fontes de dados e se transformar em informação útil às equipes de engenharia, onde 
cada usuário do sistema pode acessar os dados de forma independente e instantânea. Os frutos 
da centralização de dados (históricos e em tempo real) de processo e a democratização da 
visualização da informação online se traduzem em maior interatividade com o processo e 
agilidade na tomada de decisões para sua otimização (Parente, 2019; Carvalho et al., 2005). 
Devido às dificuldades em limitar os campos de ação de cada ferramenta EPS, os 
sistemas do tipo PIMS e MES foram incorporando funções um do outro a tal ponto que 
algumas literaturas mais recentes não os distinguem. Entretanto, para indústrias químicas e 
bioquímicas, o papel dos dois é bastante diferente. Sistemas do tipo MES recebem as 
informações do PIMS e SCADA/SDCD para fazer interface com os sistemas de gestão 
(Souza, 2005). Enquanto as principais virtudes do PIMS estão associadas às ferramentas de 
análise e visualização do extenso banco de dados histórico, o MES fornece visão holística da 
produção e dos equipamentos para decisão de negócios com bancos de dados relacionais 
diversos, quer nos campos de qualidade e capacidade do processo e produto, quer no 
rastreamento de material e planejamento de produção (Kletti, 2007). 
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II.3.1 Infraestrutura de Dados 
A partir desta seção este trabalho apresenta uma visão geral de um sistema PIMS, 
baseando-se fortemente no sistema PIMS PI System da OSISoft, utilizado na metodologia e 
também um dos principais representantes do gênero no mercado nacional. Carvalho et al. 
(2005) descreve um sistema PIMS como sendo constituído por cinco elementos: servidor 
principal, servidor de comunicação, estações clientes, banco de dados relacional e 
infraestrutura de rede (corporativa e de automação).  
O servidor principal é o elemento responsável pela centralização das informações, onde 
os dados de processo recebidos pelos servidores de comunicação são armazenados e 
disponibilizados para aplicações posteriores. Como medida de segurança, alguns 
fornecedores desenvolvem seu sistema PIMS com mecanismo de “Store&Forward” que 
permite que os dados recentes sejam temporariamente armazenados no servidor de 
comunicação caso haja perda de comunicação com o servidor principal (Carvalho et al., 
2005). 
Os servidores de comunicação, por sua vez, são os responsáveis por interligar o 
servidor principal com as fontes de dados. Apesar dos principais PIMS possuírem interfaces 
dedicadas para a maioria dos sistemas de importância comercial, o protocolo OPC é o 
convencionalmente escolhido, tornando-se o PIMS o cliente OPC e os sistemas SCADA, 
SDCD e CLPs, os servidores OPC (Carvalho et al., 2005).  
Nas estações clientes são disponibilizados os diferentes softwares do PIMS 
desenvolvidos para seus usuários-chave. Já o banco de dados relacional é composto por um 
conjunto de bancos de dados externos utilizados pelo PIMS ao acessar módulos especiais 
para processos em bateladas e geradores de eventos. Por fim, quanto à infraestrutura de rede 
mencionada, em geral se utilizam as redes corporativas da empresa (Carvalho et al., 2005). 
II.3.2 Fluxo de Dados 
Os dados recebidos através das interfaces de comunicação do PI System são enviados 
ao servidor principal (PI Data Archive) na forma de eventos. Cada evento apresenta 3 
elementos: timestamp (data completa de coleta do dado com precisão em milissegundos), 
valor e status (texto indicando a qualidade do dado coletado) (OSIsoft, 2018). A partir de 
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então o sistema PIMS realiza uma série de procedimentos para armazenar informações 
instantâneas durante uma longa quantidade de tempo no menor espaço de disco possível.  
A redução em tempo real do tamanho do banco de dados armazenados é feita 
automaticamente através de algoritmos de exceção e compressão. Logo após a interface 
coletar o evento, ela mesma realiza um teste de exceção para avaliar a relevância do mesmo 
e descartar os reprovados. O evento, quando aprovado neste primeiro teste, é enviado junto 
ao seu predecessor a um subsistema do servidor principal e assume o valor de snapshot atual. 
O snapshot anterior ao atual é avaliado por um teste de compressão e descartado caso seja 
reprovado. Os aprovados são enviados à fila de eventos deste subsistema (OSISoft, 2018). 
Um segundo subsistema do servidor principal lê os eventos na fila de eventos e atua 
como uma memória e buffer de disco entre esses dois subsistemas. Os eventos validados são 
retirados pelo segundo subsistema e armazenados em cache de memória. Por fim, 
periodicamente ele move os dados do cache para os arquivos archive onde os eventos são 
armazenados definitivamente (OSIsoft, 2018). 
Em resumo, o fluxo de dados segue as seguintes etapas: 
1. Interface coleta os dados e cria um evento. 
2. A interface realiza teste de exceção para decidir se o evento é significativo. 
3. Envia eventos significativos para servidor principal (PI Data Archive) e 
descarta os não significativos. 
4. Servidor principal executa teste de compressão para determinar a necessidade 
de armazenar o evento. 
5. O evento aprovado no teste de compressão é enviado à fila de eventos, de onde 
são movidos para armazenamento final, e descarta os reprovados. 
Esta compressão é uma das características mais importantes de sistemas PIMS. 
Carvalho et al. (2005) indica uma taxa de compressão na ordem de 10 valores coletados para 
1 armazenado (10:1) e 20:1. A perda de informação deste procedimento é minimizada pela 
utilização de algoritmos de compressão de amostragem variável, uma vez que amostram a 
curva nos pontos de mudanças significativas (Souza et al., 2005). 
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Entretanto, a fidelidade da resposta dinâmica resultante da operação de restauração do 
sinal original a partir dos dados armazenados (reconstrução) é assunto de interesse da 
academia (Thornhill, Choudhury, Shah, 2004). Os métodos de consulta a base de dados 
devem ser escolhidos com cautela para não gerar equívocos na interpretação da informação 
(Valdman e Tiradentes, 2019). 
Quanto a esses aspectos, Souza (2005) define 5 características essenciais de um sistema 
PIMS. As duas primeiras são quanto à velocidade: o algoritmo de compressão deve ser 
simples e rápido assim como a reconstrução do sinal (especialmente útil para visualização 
dos gráficos de tendência). Coloca também altas taxa de compressão e fidelidade de 
reconstrução dos dados como pontos relevantes (minimização do erro entre o valor 
descompactado e original). Por último acrescenta a segurança dos dados coletados, para que 
não se percam em caso de pane ou queda de energia. Os procedimentos do PI System para 
este último caso foram omitidos nesta seção, mas podem ser consultados no manual do 
fornecedor (OSIsoft, 2018). 
Os algoritmos de compressão de amostragem variável disponíveis podem ser divididos 
em diretos (conhecidos também como piecewise linear trending methods) e de 
transformação. Ainda que o método wavelet (mais convencional dentre os de transformação) 
seja superior aos métodos diretos, estes são os aplicados industrialmente pela sua capacidade 
de aplicação em tempo real (Aslmeyer, 2006; Thornhill, Choudhury, Shah, 2004). Dois 
algoritmos deste grupo são frequentemente adotados: o Boxcar/Backslope (BCBS) e o 
swinging doors. Ambos os métodos são explorados em Souza et al. (2005). Enquanto o PI 
System adota o segundo, concorrentes como o InfoPlus.21 da AspenTech utilizam o primeiro 
(Thornhill, Choudhury, Shah, 2004; Silveira et al., 2012; Souza et al., 2005).  
II.3.2.1  Armazenamento da Informação 
As informações são armazenadas em bancos de dados temporais contendo basicamente 
as informações do evento (timestamp, valor e status) junto ao identificador do dado (nome 





 Alarm: informações de alarmes; 
 Base: inclui atributos do sistema e de seus usuários; 
 Classic: dados em tempo real provenientes de interfaces; 
 SQC Alarm: pontos de alarme baseados em controle estatístico de processo; 
 Totalizador: pontos que representam um valor integrador de um determinado 
conjunto de dados. 
II.3.3 Aplicativos para Análise de Dados 
Dentro do PIMS algumas ferramentas são disponibilizadas para análise de dados, 
gerando novos dados a serem historiados no servidor principal. Inicialmente dentro servidor 
de dados, dois instrumentos para geração de cálculos se apresentam. Enquanto a configuração 
do primeiro é mais simples, mas apresenta limitações, o segundo oferece ambiente de 
programação amigável ao programador básico com uma maior disponibilidade de recursos 
(OSIsoft, 2019). 
Análises de dados mais avançadas também podem ser realizadas nos aplicativos 
clientes. Através de aplicativos mais amigáveis ao engenheiro de processo, é possível acessar 
o módulo de programação em Visual Basic para coletar e guardar valores em pontos do 
servidor principal. Por outro lado, é disponibilizado um serviço de análise de dados com 
funções pré-definidas e baseadas em diversos métodos, como busca em tabelas, cálculos 
simples sequenciamento de expressões matemáticas com operadores lógicos (OSIsoft, 2019). 
II.4 Redes Neuronais  
Redes neuronais artificiais fazem parte de um campo de estudos multidisciplinar, 
envolvendo áreas distintas da ciência como: neurociência, matemática, estatística, física, 
ciência da computação e engenharia. Em torno de sua principal virtude – a habilidade de 
aprender – se estabeleceram aplicações nos campos da modelagem, análise de séries 
temporais, reconhecimento de padrões, entre outros (Haykin, 2001). 
De modo geral, o desenvolvimento desta tecnologia baseou-se em dois principais 
objetivos: primeiro entender melhor o sistema nervoso humano, e então, construir 
informação em sistemas de processamento inspirados nele. Ainda que em algumas tarefas o 
computador seja altamente eficiente, não é capaz de alcançar o cérebro humano em trabalhos 
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cognitivos. A demanda por flexibilidade, robustez e eficiência em problemas complexos 
encontrou no cérebro humano um modelo de processamento a ser simulado (Prieto et al., 
2016). 
Por esta ótica, o cérebro é modelado como um computador altamente complexo, não-
linear e com atividades em paralelo. Ele é o centro de um sistema que recebe estímulos, os 
converte em entradas para uma rede neural repleta de neurônios simples que toma decisões 
apropriadas e envia as decisões para atuadores, que convertem as saídas da rede em respostas 
discerníveis. Dessa forma, Haykin (2001) define uma rede neural como um processador 
paralelamente distribuído, constituído de unidades de processamento simples (neurônios), 
que têm a propensão natural para armazenar conhecimento experimental e torná-lo disponível 
para uso. A simulação do cérebro humano se completa pelo processo de aprendizagem com 
o ambiente e que é armazenado nas conexões entre os neurônios. 
A aprendizagem fornece capacidade de generalização e adaptabilidade a mudanças no 
ambiente para a rede, mas não é este o único benefício das RNAs. Sua não linearidade 
distribuída e a uniformidade com que se constitui permitem resolver problemas complexos 
em aplicações diversas. Mais ainda, sua natureza paralela a torna potencialmente rápida na 
computação (Haykin, 2001). 
II.4.1 Processamento Matemático 
Uma unidade de processamento de informação (neurônio ou nó k) do tipo perceptron, 
representado na Figura II-3, é constituída basicamente por 4 elementos (Haykin, 2001):  
1. conjunto de sinapses caracterizadas com peso próprio 𝒘𝒌𝒋; referente ao 
neurônio k que enviam informação proveniente da entrada j.  
2. somador 𝒖𝒌 que combina linearmente os 𝒙𝒋 sinais de entrada, ponderados pelos 
seus respectivos pesos 𝒘𝒌𝒋. 
3. bias 𝒃𝒌 que se adiciona ao resultado do somador para aumentar ou diminuir a 
ativação 𝒗𝒌. 




Figura II-3 Modelo não-linear de um neurônio.  
Fonte: Haykin, 2001 (Adptado). 
O uso do bias tem o efeito de aplicar uma transformação afim à saída 𝑢𝑘, alterando o 
potencial de ativação 𝑣𝑘. Isto se faz deslocando verticalmente a função de 𝑣𝑘em função de 
𝑢𝑘, impedindo que intercepte a origem. Posteriormente, a função de ativação utiliza este 
potencial para definir a saída do neurônio.  
II.4.2 Função de Ativação 
Modelos pioneiros, como o de McCulloch e Pitts (1943), utilizam funções de ativação 
do tipo Heaviside. Entretanto, o desenvolvimento histórico das RNAs exigiu a utilização de 
funções de ativação diferenciáveis para sua parametrização. Desta adaptação surgiram 
funções sigmoides, portando equilíbrio entre os comportamentos lineares e não lineares. As 
principais expoentes desse tipo de função são as funções logística (limitada entre 0 e 1) e 
tangente hiperbólica (limitada entre -1 e 1) (Haykin, 2001). 
Outras funções de ativação globais, ativas em todo o domínio de entrada, podem ser 
utilizadas, como as funções exponencial, seno e identidade (Haykin, 2001). Em contraste, 
funções de ativação de natureza local também podem ser abordadas. A principal 
representante desta classe é a função de base radial, em especial a função gaussiana. Em seu 
comportamento apresentam máximo de resposta ao centro e resposta nula ao se aproximar 
das extremidades (Himmelblau, 2000). 
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Redes neuronais baseadas nesta classe de função acrescentam novos parâmetros: um 
centro Cj para cada entrada e o desvio-padrão σk do neurônio. O processamento matemático 
é, então, sutilmente alterado. Em seu modelo mais simples (1 camada escondida e 1 camada 
de saída) não há pesos para as sinapses que levam aos neurônios da camada escondida e 
nestes somente aplicam a função de ativação. Em seguida, os neurônios da camada de saída 
recebem através de cada sinapse os resultado de 𝐹(𝑥𝑗, 𝐶𝑗 , 𝜎𝑘) e os peso sináptico associados 
para aplicar somatório análogo à 𝒖𝒌 e então calcular 𝒗𝒌. Em última análise, a escolha da 
classe de função de ativação é fundamental para a definição da topologia e modelagem 
matemática da rede neuronal (Himmelblau, 2000). 
II.4.3 Topologia 
A rede neuronal artificial é formada por uma coleção de neurônios conectados uns aos 
outros, de forma que o sinal de um vai sendo transmitido aos demais pelas diferentes camadas 
da rede. Cada camada contém uma quantidade m de neurônios distribuídos paralelamente. A 
camada de entrada é a que recebe os sinais de entrada de uma fonte externa, e em geral o 
único processamento nesta camada é uma alteração de escala. O grupo de neurônios que 
retorna o sinal ao ambiente externo é, por sua vez, a camada de saída. Quaisquer camadas 
existentes entre os dados de entrada e de saída são denominadas camadas ocultas 
(Himmelblau, 2000). 
De acordo com a quantidade de camadas e o sentido do fluxo de informação, as RNAs 
se dividem em 3 tipos de arquiteturas: redes feedforward (FF) de camada única, redes FF 
com múltiplas camadas e redes feedback (FB) ou recorrentes. Para esta classificação, a 
camada de entrada é desconsiderada. Nas redes FF (Figura II-4) há um único sentido para o 
fluxo de informação, sendo este das entradas para a primeira camada oculta e desta em diante 
até a camada de saída; no caso da rede FF de camada única, esta é a própria camada de saída. 




Figura II-4 Arquitetura de rede feedforward.  
Fonte: Haykin, 2001. 
II.4.4 Treinamento 
Em geral, não é possível utilizar métodos analíticos para calcular os parâmetros 
numéricos de uma rede neuronal (seus pesos de cada sinapse e bias de cada neurônio). Ela 
precisa ser treinada com um conjunto de dados obtidos do processo a ser modelado. Nesse 
treinamento é estabelecida toda a topologia da rede, o que inclui uma etapa de aprendizagem 
para estimação dos parâmetros numéricos por meio de um algoritmo de otimização 
(Himmelblau, 2000; Prieto et al., 2016). 
Haykin (2001) define, portanto, a aprendizagem como “um processo pelo qual os 
parâmetros livres de uma rede neural são adaptados através de um processo de estimulação 
pelo ambiente no qual a rede está inserida”. Existe uma variedade de algoritmos de 
aprendizagem, oferecendo vantagens distintas e diferindo na formulação de ajuste do peso 
sináptico e na maneira pela qual a própria rede se relaciona com o ambiente.  
Existem três tipos básicos de aprendizado: supervisionado, não-supervisionado e o 
reinforcement learning. No primeiro se fornece o conjunto de entradas e saídas da rede, para 
que, de posse da resposta desejada, o erro seja minimizado. Por outro lado, o treinamento não 
supervisionado dispensa os valores de saída da rede, uma vez que adquire conhecimento dos 
conjuntos de padrões e os agrupa em classes. O terceiro tipo se baseia num mecanismo sem 
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dados prévios de saída que recompensa ou pune suas respostas mediante interação contínua 
com ambiente e maximiza o reforço positivo. (Prieto et al., 2016) 
Escolhido o tipo de aprendizado, o procedimento padrão recomenda a divisão dos 
dados em um conjunto de treinamento e um conjunto de testes. Ao testar a rede neuronal 
treinada com dados diferentes avalia-se sua capacidade de predição e generalização. No 
entanto, é necessário que seu conjunto de treinamento represente todo o domínio de interesse. 
Caso contrário, a predição dos resultados para entradas extrapoladas de fora do domínio pode 
ser prejudica (Himmelblau, 2000). 
II.4.5 Rede Multilayer Perceptron (MLP) 
As redes neuronais mais consolidadas para aplicação na indústria de processo são as 
redes multilayer perceptron (MLP) e as redes de função de base radial (RBF). Estes dois 
tipos de redes se enquadram na classe de redes FF com múltiplas camadas. Entretanto, 
diferem entre si no tipo de neurônio utilizado, nas funções de ativação e nos métodos de 
aprendizagem. 
Redes MLP são baseadas em neurônios do tipo perceptron, tanto para as camadas 
ocultas quanto para a camada de saída. Há pelo menos uma camada escondida com funções 
de ativação não lineares e utilizam treinamento supervisionado para a determinação dos 
parâmetros (pesos sinápticos e biases). Dentre os diversos algoritmos de aprendizado 
disponíveis para esta rede, o mais abordado é o backpropagation (BP). Nele, a rede propaga 
as entradas recebidas para gerar os valores de saída. O desvio em relação ao valor esperado 
é calculado e o erro é retropropagado até a camada de entrada, ajustando os parâmetros 
(Haykin, 2001). 
Ao estruturar a rede em torno de funções de ativação de base radial é necessário ajustar 
o processamento matemático envolvido e adicionar novos parâmetros. Em redes RBF os 
neurônios ocultos e de saída diferem quanto à modelagem, ao passo que os presentes nas 
camadas ocultas recebem treinamento não supervisionado e os da camada de saída recebe 
treinamento supervisionado. Apesar da sua maior complexidade, o treinamento desta rede é, 
em geral, mais rápido que de uma rede MLP (Himmelblau, 2000). 
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Uma comparação resumida entre configurações típicas para redes MLP e RBF é 
apresentada na Tabela II-1. Contudo, é preciso destacar que a rede neuronal de maior 
aplicação industrial é a MLP pois reúne as vantagens de ter ampla capacidade de 
generalização e menor número de parâmetros (Kadlec, Gabrys e Strandt, 2009). 
Tabela II-1 Comparação entre características típicas das redes MLP e RBF.  
Rede 
Função de Ativação Típica 



















(camada de saída) 
Fonte: Salvatore, 2007 (Adptado). 
II.5 Sensor Virtual 
Sensores virtuais (também conhecidos como soft sensors) são modelos 
computadorizados que utilizam grande quantidade de dados mensurados e historiados para 
predizer resultados não disponíveis. Na indústria de processos, são largamente utilizados para 
prever variáveis de processo em tempo real a partir dos dados recebidos de sistemas 
supervisórios e análises laboratoriais (Kadlec, Gabrys e Strandt, 2009). 
Podem ser divididos em duas classes gerais: orientados a modelos (model-driven) e 
empíricos (data-driven). A primeira classe apoia toda sua metodologia em princípios 
fenomenológicos, surgindo modelos focados na descrição de estados estacionários ideais do 
processo. Os modelos baseados somente nos dados experimentais obtidos, posteriormente 
apresentados, carregam a vantagem de representar mais fielmente as condições da planta 
(Kadlec, Gabrys e Strandt, 2009). 
A implementação de sensores virtuais no contexto industrial ganha espaço nas atuais 
discussões de fábricas inteligentes, vinculados pelos seus objetivos mútuos. Tomando como 
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exemplo as redes neuronais, encontramo-las aplicadas em problemas de detecção de falhas, 
estimação de variáveis de processo, previsão de qualidade do produto e até mesmo em 
controle avançado de processos (Prieto et al., 2016; Himmelblau, 2000). 
Fortuna et al. (2007) apresenta como essas técnicas se tornam atrativas pelo ponto de 
vista empresarial. Em primeiro lugar custos podem ser significativamente reduzidos. 
Sensores físicos de alto custo podem ser substituídos por redes de predição, assim como a 
rotina de trabalho de analistas químicos pode ser reduzida. Em segundo lugar destaca-se o 
ganho de confiabilidade no processo, pois podem ser implementados em paralelo aos 
sensores físicos existentes.  
Os sensores virtuais fornecem dados não somente para os cenários de falha do 
instrumento, mas também em tempo real. Isto é, conferem grande vantagem frente aos longos 
intervalos de amostragem padrão – característico de variáveis de complexa medição. Por fim, 
não há necessidade de investimento em sistemas físico (hardware) para a sua implementação, 
visto que a atual arquitetura de automação já é capaz de receber essas técnicas. 
Entretanto, o processo de implementação de sensores virtuais passa pela escolha de um 
software adequado, visto que ainda há uma deficiência de ferramentas industriais apropriadas 
disponíveis comercialmente. Não obstante, soluções empíricas são intrinsicamente 
individuais e personalizadas caso a caso. Nesse cenário deve-se administrar o dilema entre 
adquirir sistemas padronizados e genéricos – que impõem limitações à algoritmos avançados 
– ou desenvolver soluções próprias que necessitam de manutenção contínua (Chiang, Lu, 
Castillo, 2017). 
Basear-se nas virtudes de generalização e adaptabilidade das redes neuronais é uma 
possibilidade. Landim (2016) estudou a transportabilidade de uma mesma metodologia de 
desenvolvimento de RNAs para diferentes unidades produtivas de uma planta industrial, 
alcançando bons resultados para redes MLP com uma camada escondida. Dessa forma, seria 
possível economizar tanto no tempo e esforço para desenvolvimento das redes quanto na 
adaptação de ferramentas já existentes. 
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II.5.1 Implementação em Sistemas Adquiridos 
Industrialmente se encontram alguns relatos de adaptação de sistemas já adquiridos 
comercialmente; especialmente de softwares de automação do segundo e terceiro níveis. A 
limitação destes em relações a utilização de algoritmos avançados é então contornada, quer 
pela busca de modelos matemáticos simples, a fim de consumir menos processamento digital, 
quer pela extração do maior potencial de análise e comunicação de sistemas externos (Zhou, 
Chai e Sun, 2013; Oliveira et al., 2014). 
Buscando uma implementação direta, Oliveira e colaboradores (2014) desenvolveram 
um sensor virtual para consumo específico da caldeira de uma central termoelétrica 
diretamente no PIMS. A predição é realizada com rede neuronal MLP com 7 variáveis de 
entrada, 2 neurônios na camada escondida e 1 variável de saída. A rede foi implantada em 
linguagem SQL, disponibilizada pelo PIMS, e em 4 semanas de execução apresentou 97% 
de confiabilidade e erro percentual máximo de -3,42%.  
Tendo também o sistema PIMS como receptor final, Salvatore (2007) desenvolveu um 
analisador virtual para teor de enxofre total em correntes de diesel oriundas de uma unidade 
de hidrotratamento na Refinaria Duque de Caxias (REDUC) da Petrobras. Apesar dos 
melhores resultados para redes do tipo RBF, o número de parâmetros requisitado (pelo menos 
10 vezes menor para MLP) foi utilizado como critério de decisão, uma vez que o 
processamento computacional seria mais exigido. 
Assim, uma rede MLP com 33 neurônios na camada de entrada, 7 neurônios na camada 
escondida e 1 variável de saída foi implementada em Microsoft Visual C++.. Foi encontrado 
um tempo de execução menor que 1 segundo, indicando baixo custo de processamento. 
Entretanto, a resposta é calculada a cada 3 horas e meia, respeitando a modelagem do 
processo. O resultado do algoritmo é historiado no servidor da Infraestrutura de Dados, 
disponibilizada pela equipe de gerenciamento do PIMS (Salvatore, 2007). 
No mesmo sistema PIMS, Ghergherehchi (2011) explora um ambiente de programação 
que funciona como uma fonte de dados interna ao próprio servidor. Neste trabalho, foi 
desenvolvido um sistema de alarmes baseado em lógica Fuzzy para monitorar bombas 
submersas da filial Norueguesa da companhia de energia Talisman. Para tal fim, uma base 
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de dados modular foi configurada e uma biblioteca externa importada. Foi verificado que o 
sistema é capaz de verificar 1000 eventos por segundo. 
Uma abordagem amigável ao engenheiro de processos foi desenvolvida por Valdman 
(2010) para monitorar poluentes de caldeira piloto da Escola de Química/UFRJ. Com o 
módulo de programação VBA da Interface Homem-Máquina (IHM) de um sistema SCADA, 
uma tela de configuração foi criada. Como teste, uma rede neuronal do tipo MLP foi 
implementada por meio da mesma. Redes RBF foram descartadas neste trabalho tanto pelo 
custo de processamento já comentado quanto pela necessidade de muitos pares de 
treinamento.  
A rede obtida utiliza 6 variáveis na camada de entrada, 10 neurônios com função 
tangente hiperbólica na camada escondida e retorna 6 variáveis na camada de saída. Reportes 
sobre a qualidade dos dados, confiabilidade da informação e identificação da causa de falha 
foram implementadas em conjunto. A taxa de cálculo foi definida em 10 segundos e os 
resultados finais são historiados em tags do SCADA definidas pelo usuário (Valdman, 2010). 
Encontra-se ainda na literatura implementações de sensores virtuais para ajuste do 
controle do processo. Zhou, Chai e Sun (2013) utiliza um sensor virtual baseado em rede 
neuronal RBF para ajustar parâmetros do controlador da unidade de moagem de uma planta 
de processamento mineral na China. O módulo de programação VBA do sistema SCADA 
foi escolhido para executar o algoritmo, em comunicação com um software comercial onde 
cálculos matriciais são executados e enviar os resultados para um SDCD.  
Aplicações com objetivo de sintonizar parâmetros de SDCD comumente recorrem ao 
processamento do sensor em ambiente externo. Analogamente ao último caso, Li et al. (2013) 
prediz 2 resultados de qualidade de planta de alumina chinesa para sintonizar controle em 
SDCD. Informações de processo são enviadas diretamente do PLC para unidade externa onde 
sensor virtual baseado em técnica support vector machine executa os cálculos. As duas 
respostas obtidas são utilizadas para cálculo do set-point do controlador e então alimentam o 
SDCD. Quanto a este exemplo, pode-se já considerá-lo um híbrido entre a implementação 
no sistema SDCD já adquirido pela empresa e o desenvolvimento de sistema própria. 
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II.5.2 Implementação em Sistemas Próprios 
Na contramão aos métodos que se baseiam nos sistemas de automação comerciais estão 
os sistemas personalizados. Diferenciam das soluções próprias, como visto em alguns casos 
anteriores, por serem verdadeiras ferramentas digitais externas aos sistemas adquiridos e 
construídas com o objetivo de hospedar e configurar o sensor virtual.  
Popov e colaboradores (2014) apresentam uma abordagem sistemática para criação 
própria de sensor virtual baseado em redes neuronais utilizando tecnologia .NET. 
Desenvolve um servidor no sistema operacional Windows que obtém data periodicamente 
através de comunicação OPC e a envia para módulo de predição. Outro módulo, construído 
em paralelo, faz a interface gráfica com o usuário, onde este pode criar a rede, treiná-la e 
monitorar sua saída. O módulo de treinamento utiliza método Levenberg-Marquardt, permite 
configurar parâmetros do treinamento como o tempo de coleta de dados para o mesmo e 
ainda agenda novos treinamentos periódicos. 
Como estudo de caso, este trabalho implementa um sensor virtual para monitorar CaO 
livre no clinquer e os finos de cimento em fábrica de cimento da Lafarge em Beočin (Sérvia). 
Para estimação do CaO, a rede MLP conta 7 variáveis de entrada e 2 neurônios na camada 
escondida, enquanto que para predizer os finos de cimento são utilizadas outras 7 variáveis 
de entrada e 6 neurônios na camada escondida. Ambas as redes são retreinadas a cada 2 horas 
(Popov et al., 2014). 
Outra metodologia é apresentada por Rezende, Teixeira e Mendes (2015) para 
implementação de sensor virtual em ambiente Windows para a Petrobras. A partir de uma 
abordagem orientada a objeto, o sensor é encapsulado como uma Dynamic Link Library 
(DLL). Utiliza módulo do SCADA, desenvolvido pela própria empresa, responsável por 
gerenciar as tarefas dos usuários do sistema.  
Uma das funções é gerenciar as funções dos usuários implementadas como DLLs e 
atuar como camada de comunicação entre essas tarefas e os demais sistemas da empresa 
como o SCADAe o PIMS. A configuração do cálculo a ser executado é realizada em 
ambiente de programação inerente ao sensor, enquanto as tarefas de configuração e os 
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resultados do sensor são realizados em interface gráfica desenvolvida. Testes relataram 
tempos de execução inferiores a 1 segundo.  
De posse deste mesmo ambiente, Aguirre e colaboradores (2017) implementaram rede 
neuronal MLP com 5 variáveis de entrada e 10 neurônios na camada escondida (função de 
ativação tangente hiperbólica) para a estimação única da pressão de fundo do poço de 
petróleo. Apesar da acurácia da inteligência artificial, os autores ressaltam a necessidade de 
retreinar a rede neuronal periodicamente e após mudanças bruscas no processo.  
Programar novos treinamentos dos modelos implementados no sensor virtual é uma 
das claras necessidades (Rezende, Teixeira e Mendes, 2015; Aguirre et al., 2017). Alguns 
trabalhos apresentados discutem as vantagens de estimação de parâmetros físico-químicos 
disponíveis em intervalos de tempo longos por meio de análises laboratoriais ou analisadores 
digitais. Não obstante, os sensores virtuais recorrem a este tipo de dado laboratorial para 
compor as variáveis de entrada do sensor (Valdman, 2010; Salvatore, 2007; Li et al., 2013).  
Embora a literatura sobre desenvolvimento de inteligências artificiais para sensores 
virtuais seja vasta, ainda é pequeno o número de trabalhos que discutem procedimentos claros 
de implementação destas tecnologias em âmbito industrial (Rezende, Teixeira e Mendes, 
2015). No cenário industrial nacional, os esforços para utilização das ferramentas ainda se 
encontram concentrados em empresas de grande porte como a Petrobras (Rezende, Teixeira 




CAPÍTULO III  — METODOLOGIA 
O presente trabalho foi desenvolvido na Fábrica Carioca de Catalisadores (FCC) e 
implementa, no sistema PIMS adquirido PI System, um sensor virtual baseado em rede 
neuronal MLP. A validação é realizada com a rede neuronal MLP 10-12-1 para predição do 
teor de amônia na saída de fundo em coluna stripper desenvolvida por Landim (2016). A 
metodologia adotada é uma adaptação para sistema PIMS daquela proposta por Valdman 
(2010) para SCADA. 
III.1 Descrição do Processo  
A coluna stripper de recuperação de amônia em operação na Fábrica Carioca de 
Catalisadores tem por objetivo obter na corrente de topo a maior quantidade possível de 
amônia na fase gasosa proveniente dos processos de produção. Por questões de controle de 
qualidade do efluente o teor de amônia na saída de fundo deve estar abaixo de um limite 
fixado por norma ambiental. 
A Figura III-1 situa a coluna stripper dentro do processo de tratamento de efluente. A 
coluna é utilizada para separar a amônia do efluente do processo – evitando contaminação do 
corpo hídrico que o recebe – e, então, reintegrá-la ao processo. O processo em questão é uma 
etapa intermediária do tratamento de efluente amoniacal, procedendo à etapa de 
sedimentação para retirada de sólidos. O clarificado é alimentado à coluna, onde o produto 
de topo, rico em amônia, é destinado para reciclo e o produto de fundo segue para as etapas 
de tratamento final.  
 
Figura III-1 Principais etapas do tratamento de efluente amoniacal.  
Fonte: Landim, 2016. 
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A coluna é dividida em duas seções (enriquecimento e esgotamento) e entre elas se 
situa a carga da coluna. A alimentação da coluna recebe tanto tratamento cáustico – para 
ajuste de pH com adição de hidróxido de sódio a 50% – quanto tratamento térmico por meio 
de trocador de calor com a saída de fundo da coluna em maior temperatura, formando a carga. 
A seção de enriquecimento é localizada entre a alimentação e o topo, concentrando a 
saída de topo em amônia na fase gasosa, e sendo composta por 4 pratos com borbulhadores. 
Esta seção recebe ainda a entrada do refluxo de topo, obtido após a condensação da saída de 
topo, através de uma corrente de água de resfriamento.  
A seção de esgotamento é localizada entre a alimentação e o fundo da coluna e sua 
função é evitar a saída de amônia no líquido de fundo. Esta etapa é composta por dois leitos 
recheados aleatoriamente com anéis do tipo Pall Rings, um redistribuidor de líquido entre os 
leitos, um vaso de flash operando em pressão negativa após a saída de fundo e o refluxo de 
fundo (arraste), composto pelo vapor do flash e pelo vapor proveniente das caldeiras da 
central de utilidades. 
Devido à adição de vapor aquecido como arraste no fundo da coluna, o gradiente de 
temperatura da coluna é decrescente do fundo para o topo. O vapor que ascende entra em 
contato com líquido descendente cedendo-lhe calor, liberando e arrastando a amônia 
existente na fase vapor. A perda de calor provoca ainda a condensação de parte do vapor, 
saindo com o produto de fundo. 
A operação da coluna requer ainda o monitoramento do diferencial de pressão (mantido 
constante pelo alívio dos não condensáveis direcionados para uma coluna absorvedora) 
indicando indiretamente o grau de obstrução que bandejas e recheios sofrem pela deposição 
e ou cristalização de materiais insolúveis e aderentes. Este efeito negativo à eficiência da 
coluna ocorre majoritariamente devido à presença de sólidos na carga.  
A Figura III-2 apresenta esquema do equipamento, enquanto a Tabela III-1 lista as 
principais variáveis conforme serão nomeadas neste trabalho. A numeração indica ainda onde 
as variáveis apresentadas na Tabela III-1 são medidas. As variáveis 5 e 6 (Razão carga vapor 
e Arraste) não aparecem na Figura III-2 por serem valores obtidos de uma relação e não por 
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meio de uma medição. As demais variáveis são todas medidas online. A seguir são 
apresentadas as equações para cálculo destas tags: 
 
𝑅𝑎𝑧ã𝑜 𝐶𝑎𝑟𝑔𝑎 𝑉𝑎𝑝𝑜𝑟 =  
𝐶𝑎𝑟𝑔𝑎
𝑉𝑎𝑝𝑜𝑟
  [=] [1] Eq. III-1 
𝐴𝑟𝑟𝑎𝑠𝑡𝑒 =  
𝑉𝑎𝑧ã𝑜 𝐴𝑟𝑟𝑎𝑠𝑡𝑒
𝑉𝑎𝑝𝑜𝑟
  [=] [1] Eq. III-2 
 
 
Figura III-2 Representação esquemática da coluna. 
Fonte: Landim, 2016. 
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Tabela III-1 Variáveis de processo da coluna de recuperação de amônia.  
Nº Nome Descrição 
1 NH3 fundo Teor de amônia no fundo da coluna (ppm) 
2 Carga Vazão de alimentação da coluna (kg/h) 
3 Vapor Vazão de vapor vivo – proveniente da caldeira (kg/h) 
4 Vazão arraste Vazão de arraste na entrada da coluna (kg/h) 
5 Razão carga vapor Relação das vazões de alimentação e vapor vivo 
6 Arraste Relação das vazões de arraste e vapor vivo 
7 Soda Vazão de soda cáustica (l/h) 
8 Refluxo Vazão de refluxo no topo (l/h) 
9 T carga Temperatura da carga (ºC) 
10 T topo Temperatura de topo (ºC) 
11 pH carga pH da alimentação 
12 T fundo Temperatura do fundo (ºC) 
13 T flash Temperatura do vaso de flash (ºC) 
14 T saída trocador Temperatura do fundo após o pré aquecedor (ºC) 
15 P flash Pressão do vaso flash (kgf/cm²) 
16 Nível fundo Nível do fundo da coluna (%) 
17 DP recheio sup Diferencial de pressão do leito no recheio superior (mmH2O) 
Fonte: Landim, 2016 (adaptado).  
III.1.1 Arquitetura de Automação Instalada 
O sistema de automação da planta onde é desenvolvido o presente trabalho é baseado 
na pirâmide de automação. Sendo assim as variáveis mensuradas listadas na Tabela III-1 
(todas à exceção da Razão Carga Vapor e Arraste) são obtidas por instrumentos na planta. 
De todas elas, a mais crítica é o teor de amônia no fundo da coluna, uma vez que tem grande 
potencial negativo de impacto ambiental. 
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Esta variável é monitorada por um analisador de amônia instalado na corrente de fundo, 
após a passagem pelo pré aquecedor da carga. Este equipamento possui uma limitada 
frequência de análise, configurada para fornecer um resultado a cada 20 minutos, devido às 
etapas de limpeza e calibração efetuadas entre as medições. A mesma variável ainda é 
inferida por análise laboratorial em intervalos de 4 horas e historiada separadamente da 
medida pelo analisador. A medida do laboratório não foi utilizada neste trabalho devido ao 
grande intervalo de resultados. 
A planta apresenta 5 malhas de controle implementadas: 3 em modo cascata da vazão 
de alimentação com vazão de vapor, pH com vazão de soda e temperatura de topo com vazão 
de refluxo; 2 malhas feedback para a pressão do vaso flash e nível do fundo da coluna. 
A vazão de alimentação é controlada através de um SDCD em modo cascata com a 
vazão de vapor, sendo esta última a malha principal, onde o Set Point (SP) da carga é obtido 
a partir da relação ótima com a vazão de vapor. Outra malha de controle em cascata é 
realizada com o sensor de pH no loop principal e a vazão de soda na malha secundária. Nestes 
dois casos se estabelecem relações entre variáveis, principalmente o efeito diretamente 
proporcional entre o pH da carga e a quantidade de soda cáustica alimentada. 
Um terceiro controle em modo cascata é realizado para manter a temperatura de topo 
constante por meio do ajuste na vazão de refluxo de topo. Sendo o refluxo de topo líquido, 
em temperatura menor que o vapor de saída, a entrada deste na coluna reduz a temperatura 
do último prato. Devido ao caráter inversamente proporcional do processo, um aumento do 
SP de temperatura implica na redução no SP da vazão de refluxo. Também são controladas 
por malhas feedback a pressão do vaso flash e o nível do fundo da coluna.  
O arquivamento destas informações é realizado em historiador de processos PI System 
instalado na rede corporativa. Através de fibra óptica, o sistema PIMS recolhe dados do 
analisador de amônia em intervalos de 5 segundos. Embora nenhuma das tags tenha o 
mecanismo de compressão dos dados ativado, algumas possuem um pequeno percentual de 




O PIMS recebe ainda os dados do laboratório (vindo do sistema LIMS), de bases de 
dados relacionais corporativas e de sistemas supervisórios instalados na planta. Os dados de 
processo são então trabalhados pelo engenheiro de processos por meio dos aplicativos 
clientes do historiador – a saber: a extensão para Microsoft Excel (PI DataLink), a IHM para 
monitoramento gráfico do processo (PI ProcessBook) e o configurador da base de dados 
relacional (PI System Explorer) – e pelo sistema MES configurado paralelamente. Os dois 
sistemas, PIMS e MES, são conectados pela rede coorporativa e podem receber dados das 
mesmas fontes. Os testes de exceção e compressão realizados pelo PIMS são descritos a 
seguir. 
III.1.1.1 Algoritmo de Exceção 
O teste de exceção é realizado para avaliar a necessidade de enviar os eventos coletados 
aos procedimentos seguintes, visto que estes podem sobrecarregar o servidor principal. O 
teste utilizado pelo PI System é um simples algoritmo de banda morta que ignora os valores 
dentro da mesma, à exceção do último valor contido nela. Este algoritmo utiliza 4 atributos 
de exceção, que devem ser configurados de forma individual para cada ponto do sistema 
(OSISoft, 2018). 
A Figura III-3 exemplifica os atributos e funcionamento do algoritmo. O valor A é o 
último valor reportado ao servidor principal. Seguindo o objetivo de eliminar os pontos 
dentro da banda morta, a interface de comunicação relata o primeiro valor fora dos limites 
da banda e também envia o seu valor imediatamente anterior para o teste de compressão. Ou 
seja, a interface descarta o valor B e relata o valor D junto com seu valor prévio C. O teste 
de compressão determina se A e D são suficientes para reconstruir o sinal original ou se C 
necessita ser preservado (OSISoft, 2018). 
O algoritmo se baseia em parâmetros de tempo e desvios absolutos e relativos. Os 
tempos máximo e mínimo entre eventos reportados ao servidor principal são, 
respectivamente, a exceção máxima (ExcMax) e a exceção mínima (ExcMin). O desvio 
absoluto (ExcDev) especifica a quantidade, em unidade de engenharia, que o valor recebido 
pode diferir do prévio. Finalmente, o desvio relativo (ExcDevPercent) é ajustado em 




Figura III-3 Ilustração do teste de exceção com seus parâmetros principais. 
Fonte: OSISoft, 2018 (Adptado). 
III.1.1.2 Teste de Compressão 
O teste de compressão garante o armazenamento apenas dos dados históricos 
necessários à reprodução do sinal de origem com precisão (OSIsoft, 2018).  
Dentro do fluxo de dados do PI System, quando um novo valor snapshot é reportado 
junto com seu valor predecessor cria-se uma área de cobertura no formato de paralelogramo 
entre o último evento armazenado e o snapshot atual. Caso algum valor a partir do 
armazenado estiver fora dos limites do paralelogramo caracteriza-se um evento; o valor 
predecessor ao snapshot atual é armazenado no sistema e todos os valores entre este e o 
anteriormente armazenado são descartados. Se o limite no eixo do tempo for excedido, o 
snapshot atual é armazenado (OSIsoft, 2018). 
De modo análogo à banda do teste de exceção, os tempos máximo e mínimo de 
compressão (CompMax e CompMin, respectivamente), a metade da largura do 
paralelogramo (CompDev) e o desvio de compressão relativo (CompDevPercent) são os 





Figura III-4 Algoritmo de compactação de dados Swinging Doors. 
Fonte: Souza et al., 2005 (adaptado). 
III.1.2 Sensor virtual de teor de amônia no fundo da coluna 
Com o objetivo de modelar um analisador virtual para prever o teor de amônia no fundo 
da coluna, Landim (2016) desenvolveu uma rede neuronal MLP com 10 neurônios de 
entrada, 12 neurônios na única camada escondida e um neurônio de saída. Estas variáveis 
foram previamente selecionadas a partir de um processo sistemático de redução de 
dimensionalidade por PCA e matriz de correlação e multicolinearidade. As funções de 
ativação para as camadas de entrada, escondida e de saída são respectivamente identidade, 
tangente hiperbólica e exponencial. A descrição completa da rede com seus valores de biases 
e pesos está disponível na Tabela A-1 (Apêndice A1). 
No trabalho de Landim (2016), foram utilizados 1177 padrões repartidos entre 70% 
para treinamento, 15% para validação e 15% para teste no programa STATISTICA. O 
coeficiente de correlação R² obtido foi de 0,834, com maior precisão para teores de amônia 
entre 0 a 8 ppm. No teste de verificação, realizado com novos 589 padrões, foi obtido um R² 
igual a 0,690. A rede MLP 10-12-1 não foi implementada por Landim (2016).  
O desenvolvimento da aplicação do sensor virtual neste trabalho foi planejado para 
oferecer flexibilidade e adaptabilidade tanto no que diz respeito à configuração de diferentes 
redes neuronais pelo usuário, quanto à implementação do modelo gerado nos aplicativos 
clientes. Dessa forma, foi priorizada a utilização de ferramentas com acesso à configuração 
pelo engenheiro de processos e o desenvolvimento de um algoritmo modular e eficiente a ser 
facilmente adaptado ao novo ambiente.  
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Novos testes e validações foram realizados com a rede neuronal desenvolvida e 
parametrizada por Landim (2016). Para o arquivamento dos resultados de predição e 
diagnóstico no sistema PIMS foi necessário a criação de 2 tags. A primeira, para resultados 
de predição do teor de amônia, configurada como float e a segunda, para receber a informação 
de qualidade da predição, configurada como digital (tag que recebe valor inteiro e o associa 
a uma classificação em texto). 
Além destas duas tags, outras duas do tipo float foram criadas para armazenar valores 
das variáveis relacionais Razão Carga Vapor e Arraste. Os detalhes da implementação são 
discutidos ao longo dos próximos capítulos. Ao todo 3 etapas distintas foram executadas: 
1. Desenvolvimento do algoritmo modular em linguagem de programação Visual 
Basic for Applications (VBA), escolhida por ser a predominante nos aplicativos 
clientes disponíveis. A validação do procedimento matemático da rede neuronal 
foi comparada com os resultados do teste de verificação fornecidos pelo 
software STATISTICA, obtidos por Landim (2016). 
 
2. Implementação e validação do sensor offline através da extensão para Microsoft 
Excel. Consistiu no desenvolvimento da metodologia para configuração dos 
parâmetros de uma rede neuronal previamente treinada, configuração do 
método de aquisição de dados de entrada ao sensor virtual, e na implementação 
e validação dos mecanismos de diagnóstico e arquivamento dos resultados. 
Testes de performance da rede neuronal treinada por Landim (2016) também 
foram realizados. 
 
3. Implementação e validação do sensor online através de 2 aplicativos clientes 
diferentes no sistema PIMS. Etapa composta pela criação de duas tags para 
arquivar dados das variáveis relacionais, pelo desenvolvimento das interfaces 
com o usuário, e pela validação online da aquisição dos dados da planta, do 
arquivamento da predição no historiador e do histórico de diagnósticos. Foi 




CAPÍTULO IV  — ALGORITMO MODULAR 
O procedimento de cálculo matemático da rede neuronal foi planejado e desenvolvido 
para ser adaptado para qualquer aplicação baseada em VBA. Para isso, ele foi isolado dentro 
de um módulo em comunicação com as etapas anteriores e posteriores. À semelhança do 
procedimento matemático, as demais etapas foram desenvolvidas também em módulos.  
Ademais, para a configuração de cálculo de predição online e em tempo real essa 
estratégia foi expandida para a estrutura geral do código, fornecendo três sub-rotinas 
realizando separadamente a importação da parametrização da rede, a predição das variáveis 
de saída e a reinicialização do procedimento de predição até que o processo seja abortado. A 
mesma sequência de execução é mantida na predição offline na forma de uma única sub-
rotina, uma vez que uma quantidade fixa de ciclos é identificada no início da execução. A 
sequência de execução é apresentada na Figura IV-1. 
 
Figura IV-1 Sequência de execução das sub-rotinas. 
Fonte: própria (2020). 
IV.1  Importação dos Parâmetros 
A etapa de importação dos dados tem a dupla função de receber e preencher vetores e 
matrizes com os principais parâmetros da rede neuronal: quantidade de neurônios em cada 
camada (de entrada, escondida e principal); valores mínimos e máximos de treinamento de 













São definidos também vetores com os nomes das tags de entrada para consulta no 
historiador e com os nomes das tags de saída para armazenamento no historiador e uma 
variável com nome da tag de diagnóstico para arquivamento dos resultados de diagnóstico. 
A definição dessas informações é realizada a cada sensor virtual implementado. 
A estrutura cíclica permite reduzir o esforço computacional, uma vez que o 
preenchimento das variáveis é realizado uma única vez. Não obstante, a alteração dos 
parâmetros somente é permitida ao final da sequência de execução ou mediante interrupção 
da mesma. 
IV.2 Predição 
A etapa de predição corresponde à maior parte do algoritmo, executando a identificação 
do modo de execução selecionado (somente no sensor online), importação do valor de cada 
variável de entrada, verificação primária, cálculo da predição, verificação secundária, 
diagnóstico e exportação do resultado.  
IV.2.1 Verificações 
Enquanto a verificação primária avalia se algum valor de entrada é não numérico – e 
no caso da configuração online, se o tempo de atualização é não nulo ou inadequado – a 
verificação secundária avalia a ocorrência de erro no resultado da função de ativação. Em 
caso de uma resposta positiva para qualquer uma das duas verificações, a exportação do 
resultado é pulada e o ciclo reinicializado. No entanto, caso a verificação primária tenha 
resposta positiva para o teste do tempo de atualização o código é interrompido. 
IV.2.2 Procedimento Matemático da Rede Neuronal 
O procedimento matemático da rede neuronal é estruturado para executar a cada 
camada as etapas de cálculo das sinapses entre os neurônios correspondentes. Os dados 
enviados à camada de entrada passam por pré-tratamento, em que as variáveis de entrada são 
escalonadas de 0 a 1, para normalizar a sua influência nas variáveis de saída. Portanto, os 
sinais de entrada correspondem às entradas normalizadas dentro do intervalo dos dados 
utilizados para treinamento da rede neuronal. A equação IV-1 ilustra o pré-tratamento 
realizado em cada neurônio da camada de entrada. 
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𝑁𝐸𝑖  =  
𝐸𝑖  − 𝑀𝑖𝑛𝑖
𝑀𝑎𝑥𝑖 −  𝑀𝑖𝑛𝑖
 Eq. IV-1 
Em que:  
𝑬𝒊, é o valor da variável de entrada i em unidade de engenharia; 
𝑴𝒊𝒏𝒊, é o valor mínimo da variável de entrada i encontrado no conjunto de dados de 
treinamento da rede; 
𝑴𝒂𝒙𝒊, é o valor máximo da variável de entrada i encontrado no conjunto de dados de 
treinamento da rede; 
𝑵𝑬𝒊, é o valor normalizado da variável de entrada i; 
 
As saídas dos neurônios das camadas de entrada e escondida (nomeados genericamente 
de 𝒙𝒋) são encaminhadas para os neurônios da camada seguinte, onde são processadas 
conforme as equações IV-2, IV-3 e IV-4. No módulo desenvolvido foram implementadas a 
possibilidade de utilização de todas as funções de ativação da Tabela IV-1, à exceção da 
gaussiana de base radial  
O neurônio k, da camada oculta ou de saída, pode ser descrito matematicamente então 
pelo seguinte trio de equações: 
𝑢𝑘 =  ∑ 𝑤𝑘𝑗 . 𝑥𝑗  
𝑚
𝑗=1
 Eq. IV-2 
𝑣𝑘 =  𝑢𝑘 + 𝑏𝑘 Eq. IV-3 
𝑦𝑘 = 𝐹(𝑣𝑘) Eq. IV-4 
Em que:  
𝒙𝒋, é o sinal de entrada j das camadas oculta e de saída; 
𝒘𝒌𝒋, é o peso da sinapse que liga o neurônio j ao neurônio da camada posterior k; 
𝒖𝒌, é o resultado da junção aditiva das entradas do neurônio k; 
𝒃𝒌, é o bias do neurônio k; 
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𝒗𝒌, é a ativação do neurônio k; 
𝒚𝒌, é a amplitude de saída do neurônio k; 
F é a função de ativação. 
 
Tabela IV-1 Principais funções de transferência para redes neuronais. 
Função Equação  
Logística 𝐹(𝑣𝑘) =  
1
1 + 𝑒−𝑣𝑘
 Eq. IV-5 
Tangente Hiperbólica 𝐹(𝑣𝑘) = tanh (𝑣𝑘) Eq. IV-6 
Exponencial 𝐹(𝑣𝑘) = 𝑒
𝑣𝑘 Eq. IV-7 
Seno 𝐹(𝑣𝑘) = sen (𝑣𝑘) Eq. IV-8 
Identidade 𝐹(𝑣𝑘) = 𝑣𝑘 Eq. IV-9 
Gaussiana de Base Radial 𝐹(𝑥𝑗 , 𝐶𝑗 , 𝜎𝑘) = 𝑒𝑥𝑝 (−




2 ) Eq. IV-10 
 
Por fim, os sinais de saída dos neurônios da última camada (NSj) devem ser re-
escalonados em suas respectivas unidades de engenharia na faixa utilizada para treinamento 
da rede. A Eq. IV-11 apresenta o procedimento de pós-tratamento dos dados de saída. 
𝑆𝑗  =  𝑁𝑆𝑗  (𝑀𝑎𝑥𝑗 − 𝑀𝑖𝑛𝑗) +  𝑀𝑖𝑛𝑗   Eq. IV-11 
Em que:  
𝑺𝒋, é o valor da variável de saída j em unidade de engenharia; 
𝑴𝒊𝒏𝒋, é o valor mínimo da variável de saída j encontrado no conjunto de dados de 
treinamento da rede; 
𝑴𝒂𝒙𝒋, é o valor máximo da variável de saída j encontrado no conjunto de dados de 
treinamento da rede; 




Esta etapa é baseada na proposta de diagnóstico apresentada por Valdman (2010) tanto 
na ordem de verificações quanto nas possíveis classificações. O módulo de diagnóstico 
possui unicamente a função de identificar a qualidade da predição do sensor virtual e detalhar 
um possível tipo de erro.  
As classificações para qualidade foram definidas como “erro” para caso de falha na 
função de ativação ou entrada não numérica, “ruim” para valores de entrada ou saída fora da 
faixa de treinamento da rede e “bom” se passar por todas as verificações. No caso da 
qualidade “ruim” o módulo ainda detalha quais variáveis estão fora da faixa.  
Apesar de a visualização do diagnóstico pelo usuário diferir entre as aplicações 
desenvolvidas foi estabelecida uma classificação numérica para o tipo de erro, assumindo 
valores inteiros de 0 a 5 conforme abaixo: 
0) Ausência de falha; 
1) Tempo de atualização negativo ou não numérico (sensor online); 
2) Valor de entrada não numérico; 
3) Valor de entrada ou saída abaixo do valor mínimo de treinamento; 
4) Valor de entrada ou saída acima do valor máximo de treinamento; 
5) Falha na função de ativação. 
 
IV.3 Reinicialização 
Por fim, a reinicialização aciona novamente a etapa de predição até que a quantidade 
fixa de padrões seja calculada (sensor offline) ou a execução seja abortada (sensor online). O 
algoritmo ainda permite que o intervalo de cálculo (sensor online) seja alterado sem pausar 
a execução. O detalhamento do algoritmo se encontra na Figura IV-2.  
IV.4 Validação 
O algoritmo modular é validado nos 2 próximos capítulos a partir dos testes realizados 
com os sensores offline e online. Em complemento, testes de performance da rede neuronal 






















Figura IV-2 Módulos do algoritmo modular. 
Fonte: própria (2020).  
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CAPÍTULO V  — SENSOR VIRTUAL OFFLINE 
O sensor virtual offline foi planejado para oferecer a possibilidade de testar a rede 
neuronal em ambiente isolado, antes de arquivar os resultados no banco de dados histórico, 
em uma ferramenta de ampla utilização industrial para um engenheiro de processos: o 
Microsoft Excel e o PI DataLink, uma extensão do PI System disponibilizada para o 
Microsoft Excel.  
A interface foi desenvolvida com o intuito de ser utilizada por um engenheiro de 
processos, familiarizado com o processo, a planta industrial e o sistema de automação vigente 
na planta, sem a necessidade de amplo conhecimento de programação computacional ou 
mesmo do processamento matemático utilizado por redes neuronais. Na Figura V-1 podemos 
ver a lista suspensa para seleção da função de ativação e os botões de auxílio ao usuário. 
 
Figura V-1 Planilha desenvolvida para configuração dos parâmetros principais do sensor virtual. 
Fonte: própria (2020) 
Sendo assim, a partir da utilização do software de planilha eletrônica, a configuração 
do sensor offline é definida em 3 etapas. Primeiro é realizada a escolha na planilha “principal” 
dos parâmetros gerais da rede (número de neurônios e a função de ativação de cada camada). 
Em seguida, aciona-se um botão para limpar e, a partir dessas informações fornecidas na 
etapa anterior, são construídas as planilhas que vão receber os valores de biases, pesos, nomes 
das tags e a faixa dos valores de treinamento de cada variável. Nesta etapa, 3 planilhas são 
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disponibilizadas para edição: uma para o preenchimento dos nomes das tags e os intervalos 
de treinamento; outra para os pesos e biases da camada escondida; e a terceira, análoga à 
segunda, para a camada de saída.  
A terceira e última etapa corresponde a preparação do ambiente final do sensor virtual 
para funcionar em comunicação com o sistema PIMS. Na planilha “sensor off”, são 
selecionados os tags correspondentes às informações fornecidas aos neurônios de entrada e 
os tags que recebem o valor fornecido pelo sensor virtual, todos disponíveis no sistema PIMS. 
Por fim, são extraídos da base de dados do historiador os padrões de entrada da rede neuronal. 
As etapas de configuração são ilustradas pelo fluxograma da Figura V-2. 
 
 
Figura V-2 Fluxograma das etapas de configuração do sensor offline.  
Fonte: própria (2020). 
Limpeza e construção das 3 planilhas de edição
Seleção do número de neurônios e função de ativação 
de cada camada
Preenchimento dos intervalos de treinamento das 
variáveis de entrada e saída
Preenchimento dos pesos e biases da camada oculta
Preenchimento dos pesos e biases da camada de 
saída
Limpeza e construção da planilha final
Seleção das Tags para entrada e saída da rede 
neuronal 







V.1 Desenvolvimento do Algoritmo e da Interface 
A implementação do algoritmo modular do capítulo anterior para sensor offline é 
acompanhada de ajustes para adequação ao aplicativo Excel. No entanto, a estrutura básica 
do algoritmo é mantida. 
Para garantir o caráter de ambiente de teste da ferramenta offline, o algoritmo foi 
implementado de modo a tomar como interface as planilhas descritas na seção anterior. Desse 
modo, os parâmetros são preenchidos a partir das planilhas de configuração (etapa 2 da 
configuração); a importação das variáveis é feita diretamente da planilha final (etapa 3 da 
configuração); e a exportação do resultado é realizada diretamente para a planilha final.  
As funções pré-definidas pela extensão do historiador para Excel oferecem diferentes 
métodos para a aquisição de dados. Para garantir a consistência da predição nas fases de 
treinamento e implementação, é utilizado o método de busca de valores arquivados não 
interpolados a partir de um dado instante de tempo. 
Além disso, durante a implementação da rede neuronal de Landim (2016), os valores 
para as variáveis relacionais razão carga vapor e arraste são obtidos por meio de expressões 
matemáticas, utilizando como variáveis os pontos individuais de vazão de vapor e vazão de 
arraste arquivados no historiador de processos.  
Destaca-se ainda que o usuário tem a liberdade para colocar valores quaisquer para o 
cálculo. Assim, abre-se a possibilidade de utilizar a interface também como simulador de 
novas condições operacionais, desde que as variáveis de entrada estejam dentro do intervalo 
de treinamento. 
Também o diagnóstico foi adaptado para apresentar visualmente seus resultados, por 
meio de mensagens ao usuário informando o número total de falhas. A identificação das 
falhas é apresentada nas células correspondentes aos dados de entrada de cada padrão, 
colorindo de vermelho valores fora da faixa de treinamento e de amarelo entradas não 
numéricas.  
O processo de arquivamento dos resultados é realizado em duas etapas, permitindo ao 
engenheiro de processos confirmar os dados que serão historiados. A primeira etapa é 
responsável pelo procedimento do algoritmo já apresentado no capítulo anterior, dispondo o 
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resultado na planilha final. A segunda exporta os valores para a base de dados histórica do 
sistema PIMS. Somente datas em tempo real ou precedentes são armazenadas, 
sobrescrevendo valores com a mesma data.  
V.2 Validação do Sensor Offline 
A validação do algoritmo modular foi realizada em conjunto com a validação do sensor 
offline (ambos desenvolvidos neste trabalho). O sensor offline foi configurado para receber a 
rede neuronal MLP 10-12-1 desenvolvida por Landim (2016). Para o teste foram utilizados 
os 589 padrões do teste de verificação utilizados por Landim (2016).  
As etapas de configuração do sensor offline são representadas pelas figuras a seguir. 
Após o preenchimento do quadro principal na Figura V-3, o botão “atualizar configuração” 
prepara as planilhas de configuração (em roxo) para serem preenchidas na segunda etapa 
(como pode ser visto na Figura V-4). Finalmente, o botão “descarregar configuração” realiza 
a etapa 3, disponibilizando a planilha final para aquisição de dados, execução da rede 
neuronal e exportação dos resultados. 
 
Figura V-3 Tela desenvolvida para configuração da primeira etapa do sensor offline.  




Figura V-4 Tela desenvolvida para configuração da segunda etapa do sensor offline.  
Fonte: própria (2020). 
Os 589 padrões foram processados em 3,2 segundos representando em média um tempo 
de 5,4 milissegundos por padrão. Foram encontradas 74 variáveis de entrada fora do intervalo 
de treinamento (Figura V-5).  
 
Figura V-5 Resultado do teste de validação do sensor offline.  
Fonte: própria (2020). 
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Os valores preditos obtidos através do software STATISTICA – originalmente 
utilizado no trabalho de Landim (2016) – e através da interface desenvolvida no presente 
trabalho são comparados na Figura V-6. O desvio médio obtido foi nulo. 
 























Figura V-6 Gráfico de dispersão entre o resultado do sensor virtual obtido pelo STATISTICA e 
obtido pela interface offline (PIMS/EXCEL) desenvolvida.  
Fonte: própria (2020). 
V.3 Testes de Performance da Rede Neuronal 
V.3.1 Qualidade da Predição  
Para testar a performance da rede neuronal MLP 10-12-1 desenvolvida por Landim 
(2016) foi realizada a predição do teor de amônia através do sensor offline em intervalos de 
5 minutos entre os dias 4 e 15 de junho de 2016. O período corresponde àquele utilizado por 
Landim (2016) para treinar a rede. O teste possibilitou ainda validar as etapas de aquisição 
de dados e exportação de resultados do sensor offline desenvolvido neste trabalho.  
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No total foram 3134 padrões aquisitados diretamente da base de dados histórica do 
PIMS através da extensão para Excel. Todo o conjunto de dados foi exportado em menos de 
1 minuto. O tempo de execução da rede neuronal para todos os padrões foi de 8,4 segundos, 
representando em média um tempo de 1,7 milissegundos por padrão. O tempo de cálculo por 
padrão quase 3 vezes menor que do teste anterior é fruto da estrutura cíclica do algoritmo, 
que mantém os vetores e matrizes estáticos na memória, e que se revela no aumento do 
número de padrões a serem processados. 
Um recorte do resultado é visto na Figura V-7. Os padrões que não tiveram predição 
calculada indicam a atuação dos módulos de verificação primária e secundária. Padrões que 
passaram pelas verificações e foram identificados pelo diagnóstico como “ruins” geram 
predições com elevado grau de incerteza. Resultados de teor de amônia maiores que 15 ppm 
– como observado – reforçam a importância da ferramenta de diagnóstico, pois não somente 
estão fora do intervalo de treinamento da variável de saída como também são bastante 
improváveis devido à característica de controle do processo. 
 
Figura V-7 Resultado do teste de aquisição e exportação de dados do sensor offline. 




Vale ressaltar que cada padrão é composto por 10 variáveis de entrada. Dos 31340 
dados de entrada, 5070 foram identificados como fora do intervalo de treinamento pelo 
diagnóstico; o equivalente a 16% do total. Isso representa 1262 dos 3134 padrões, ou 40% 
dos padrões. Dentre esses 40%, 51% (ou 648 padrões) são advindos de instantes de tempo 
em que a coluna ou estava inoperante ou estava iniciando ou finalizando sua operação. 
Desconsiderando estes padrões, temos uma porcentagem final de 21% de padrões fora do 
intervalo de treinamento. 
A fim de investigar o comportamento temporal do sensor virtual, os resultados preditos 
foram exportados ao sistema PIMS e comparados graficamente com as medições do 
analisador industrial de amônia mediante gráficos de tendência criados na IHM do sistema 
PIMS (Figura V-8 e Figura V-9). A escala de tempo escolhida, de 1 dia, é a frequentemente 
utilizada por engenheiros de processo para avaliar a tendência e a dinâmica de variáveis de 
processo.  
 
Figura V-8 Gráfico de tendência temporal dos resultados do sensor virtual e do analisador de 
amônia para o dia 05/06/2016. 
Fonte: própria (2020). 
A Figura V-8 dispõe em verde os resultados do sensor virtual, calculados a cada 5 
minutos, para o dia 5 de junho de 2016, escritos na base de dados do historiador através da 
sub-rotina de exportação dos dados. Em azul estão os valores de teor de amônia inferidos 
pelo analisador a cada 20 minutos. Nas regiões sinalizadas com bordas vermelhas encontram-
se os períodos (A e B) diagnosticados com alguma incerteza na medição. 
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Nos instantes de tempo A e B o resultado do sensor virtual é mais distante do alvo e 
também não apresenta grande correspondência com a tendência temporal dos dados. Pelo 
contrário, as demais regiões do gráfico apresentam menores desvios e maior correspondência 
no seguimento da tendência do analisador. A análise da dinâmica deste teste será aprofundada 
na seção seguinte. 
A Figura V-9 apresenta mais variações na condição operacional. Os intervalos D, E e 
F identificados em vermelho correspondem ao estado da coluna fora de operação, onde não 
há novos resultados do analisador e poucos dados do sensor virtual, que são automaticamente 
interpolados pelo historiador. O único intervalo identificado em vermelho correspondente a 
valores de entrada fora da faixa de treinamento é o C. Nesse curto intervalo não é possível 
ver, novamente, uma correspondência com a tendência da variável alvo. 
 
Figura V-9 Gráfico de tendência temporal dos resultados do sensor virtual e do analisador de 
amônia para o dia 14/06/2016. 
Fonte: própria (2020). 
O comportamento da predição do sensor virtual para os demais instantes é bastante 
similar ao do primeiro gráfico. Destaca-se uma particular correspondência da tendência dos 
dados em período de acréscimo contínuo da variável alvo. A investigação da dinâmica das 
variáveis será realizada na próxima seção para as datas descriminadas em branco das Figura 




V.3.2 Dinâmica da Predição 
Os períodos de tempo correspondentes aos dias 5 de junho entre 12:00 e 17:00 e 14 de 
junho de 2016 entre 12:40 e 17:20 foram selecionados para um teste de dinâmica da resposta 
devido à similaridade na tendência crescente do teor de amônia, na faixa de variação do 
analisador e no intervalo de tempo que o evento ocorre (tanto na parte do dia quanto em 
duração). 
É importante ressaltar que a rede neuronal utilizada neste trabalho somente é treinada 
para reconhecer padrões, ignorando qualquer representação da dinâmica do processo. 
Portanto, o que se buscou nesse teste foi extrair o máximo de informação, ou seja, maior 
número de predições significativas para o mesmo intervalo de 20 minutos do analisador 
industrial. 
Foram testados 3 intervalos de cálculo: 1, 5 e 20 minutos. À redução do intervalo em 4 
e 20 vezes do original se espera alcançar maior conhecimento dinâmico. Intervalos menores 
que 1 minuto não foram considerados devido ao incremento significativo do caráter ruidoso. 
Resultados dos testes são dispostos nas Figura V-10 e Figura V-11. Mais uma vez os valores 
do analisador (dados a cada 20 minutos) são apresentados em azul. As predições do sensor 





Figura V-10 Predição do analisador e do sensor virtual para 3 frequências diferentes para o dia 
05/06/2016. 
Fonte: própria (2020). 
 
Figura V-11 Predição do analisador e do sensor virtual para 3 frequências diferentes para o dia 
14/06/2016. 
Fonte: própria (2020). 
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Todos os intervalos de tempo responderam satisfatoriamente, ou seja, sem apresentar 
desvios excessivos e repentinos em sua tendência. Como já observado no teste anterior, a 
predição a cada 20 minutos é capaz de simular uma dinâmica próxima do real ainda que a 
estimativa dos dados não seja de grande acurácia.  
Nestes 2 períodos, foram calculados 2 indicadores de desempenho para cada intervalo 
de cálculo utilizado: o quadrado do coeficiente de correlação (R²) entre a resposta do sensor 
virtual e do analisador industrial e o erro quadrático médio (calculado pelo somatório dos 
desvios quadrados divididos pelo número de pares utilizados). A resposta do analisador 
industrial foi considerada constante durante o intervalo de 20 minutos. As Tabela V-1 e 
Tabela V-2 apresentam os resultados obtidos. 
 
Tabela V-1 Resultados dos parâmetros quantitativos do teste para o dia 05/06/2016. 
Intervalo de Cálculo R² Erro Quadrático Médio 
1 minuto 0,2297 1,2157 
5 minutos 0,2057 1,2922 
20 minutos 0,3526 1,3154 
Fonte: própria (2020) 
Tabela V-2 Resultados dos parâmetros quantitativos do teste para o dia 14/06/2016. 
Intervalo de Cálculo R² Erro Quadrático Médio 
1 minuto 0,4863 1,6941 
5 minutos 0,5388 1,8065 
20 minutos 0,4799 2,3113 
Fonte: própria (2020) 
O período do dia 5 apresenta um desvio negativo no R² em 49% ao valor obtido de 
0,690 por Landim (2016) no teste de verificação. Apesar do menor erro quadrático médio 
registrado para o dia 5, a correlação de todos os intervalos é muito distante da condição 
esperada. Por outro lado, o período do dia 14 alcançou desvio negativo no R² de 22%. Para 




A expectativa quanto ao aumento da frequência de cálculo se mostra parcialmente 
verdadeira. Ainda que a utilização de frequências maiores que a de treinamento possibilitem 
mais predições intermediárias entre os resultados do analisador (e consequentemente 
informação adicional), se observa pequena melhora na predição expressa no melhor valor de 
R². Tão pouco há perda de qualidade quanto ao erro quadrático médio, o que legitima ainda 
a escolha por uma frequência maior. 
Qualitativamente, dentre os dois intervalos de cálculo propostos com frequências 
maiores destaca-se um comportamento central do intervalo de 5 minutos frente ao de 1. Em 
consequência, o intervalo de 5 minutos se aproxima de uma média móvel do intervalo de 1 
minuto. O mesmo não ocorre ao intervalo de 20 minutos frente ao de 5. Outra característica 
marcante é já o caráter ruidoso dos resultados em amarelo (1 minuto). 
Além disto, para o dia 14 o R² do intervalo de 5 minutos mostrou-se superior ao de 1 
minuto mantendo erro quadrático médio ainda menor que para o intervalo de 20 minutos. 
Estas observações conduziram a decisão de estabelecer o intervalo de cálculo do sensor 




CAPÍTULO VI  — SENSOR VIRTUAL ONLINE 
A implementação do sensor online foi desenvolvida através de 2 ferramentas clientes 
do sistema PIMS, seguindo a direção do ambiente mais externo para o mais interno ao 
historiador de processos. As duas ferramentas – extensão para Microsoft Excel (PI DataLink) 
e a IHM (PI ProcessBook) – oferecem suporte à programação baseada em VBA.  
O procedimento matemático da rede neuronal manteve-se o mesmo das 2 etapas 
anteriores. No entanto, como o sensor online busca as informações diretamente da base de 
dados histórica do PIMS, foi necessário criar 2 novas tags no sistema PIMS; uma para cada 
variável relacional da rede neuronal (razão carga vapor e arraste). Estes pontos foram 
configurados sem exceção e compressão e foram definidos para calcular e historiar um novo 
valor a cada novo valor aquisitado para as variáveis de processo correspondentes (Vazão de 
Carga, Vazão de vapor, Vazão de arraste).  
VI.1 Desenvolvimento do Algoritmo e da Interface do sensor virtual em 
planilha eletrônica 
Uma das alternativas para implementação do sensor virtual online foi desenvolvida 
utilizando o software de planilha eletrônica Microsoft Excel (Versão 2019), baseado no 
sensor offline previamente desenvolvido. O que compete ao sensor online especificamente 
são 2 novas planilhas: uma para ativar o sensor e selecionar o modo de execução e outra para 
arquivar os resultados do diagnóstico. As duas são independentes do sensor offline. A 
primeira planilha (“sensor ON”) fornece os modos de execução automático ou manual, 
enquanto a segunda planilha (“Diagnóstico”) registra os resultados do algoritmo principal. 
Por meio da primeira planilha (Figura VI-1) o usuário seleciona primeiro o modo de 
cálculo (Automático/Manual). No modo automático, procedimento matemático da rede 
neuronal é reiniciado automaticamente com uma frequência de atualização definida pelo 
usuário. Neste modo, o botão para início (“start”) ou parada (“stop”) do sensor é habilitado 
e o usuário deve configurar o tempo de atualização nas caixas de texto. No modo manual, o 
botão de cálculo (“calcular”) é habilitado e a cada vez que é pressionado, o procedimento 
matemático da rede neuronal é executado uma única vez. O estado atualizado do sensor 




Figura VI-1 Tela de acionamento do sensor virtual online.  
Fonte: própria (2020). 
Na segunda planilha (Figura VI-2) o resultado do diagnóstico do cálculo de predição 
é disposto através de colunas (Data/hora, qualidade da predição da rede neuronal, tipo e 
descrição) cada vez que o procedimento matemático é solicitado. Essa interface permite que 
as informações sejam filtradas em função da data, qualidade, tipo de erro e descrição. 
 
Figura VI-2 Tela de diagnóstico do sensor online.  
Fonte: própria (2020). 
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O sensor online implementado na ferramenta Excel utiliza todos os módulos do 
algoritmo proposto, sem a necessidade de execução em dois passos como visto no sensor 
offline, incluindo os módulos de verificação primária e de reinicialização. 
A importação dos valores das variáveis de entrada e exportação dos resultados é 
realizada diretamente com o historiador de dados por meio dos nomes das tags previamente 
configuradas no PIMS, fornecidas na configuração inicial. A consulta aos resultados pode 
ser feita utilizando os recursos da extensão do PIMS para planilha eletrônica.  
O módulo de diagnóstico é disposto na própria ferramenta, de forma a trabalhar com 
os dados relacionais calculados pelo software em comparação aos dados obtidos a partir da 
base de dados histórica do sistema PIMS. 
VI.2 Desenvolvimento do Algoritmo e da Interface do sensor virtual na 
Interface Homem-Máquina 
A segunda ferramenta em que foi implementado o sensor virtual online é a interface 
gráfica para acompanhamento de processos do sistema PIMS. A Figura VI-3 apresenta a tela 
desenvolvida para configuração e execução da rede neuronal no sistema PIMS (PI System da 
fabricante OSIsoft, versão 2016), seguindo metodologia análoga àquela adotada pelo o 
sensor offline. Os principais parâmetros a serem configurados são: 
1º) Parâmetros Principais: nome do nó do servidor PIMS disponível na rede; número 
de neurônios e a função de ativação de cada camada da rede neuronal; nomes das tags de 
entrada, de saída e de diagnóstico. 
2º) Configuração das camadas: intervalos de treinamento das variáveis de entrada e 
de saída; pesos e biases da camada escondida; pesos e biases da camada de saída. 
3º) Seleção do modo de cálculo: automático ou manual; início (“start”) ou interrupção 




Figura VI-3 Tela de configuração e acionamento do sensor online implementado na IHM. 
Fonte: própria (2020). 
Para agilizar a configuração das camadas foi desenvolvido um módulo para importar 
os dados das planilhas preenchidas através da ferramenta desenvolvida para o sensor offline, 
salvas em formato CSV. Quanto à seleção do modo de cálculo e acionamento do sensor, foi 
reproduzida a metodologia da ferramenta anterior. 
A implementação do diagnóstico é feita mediante a seleção de uma tag digital (que 
recebe valor inteiro e o associa a uma classificação em texto) para receber os resultados do 
módulo homônimo. Embora não seja possível a visualização da qualidade da predição em 
modo tão detalhado quanto nas ferramentas anteriores, os recursos do sistema PIMS 
permitem que a variável diagnóstico seja apresentada em conjunto com as de entrada e de 
saída em gráfico de tendência ao longo do tempo.  
Assim como as ferramentas anteriores, o sensor online implementado na IHM do 
sistema PIMS foi desenvolvido em ambiente VBA. São utilizados os mesmos módulos do 
algoritmo proposto. Entretanto, o código foi realocado na nova ferramenta com pequenos 
ajustes de compatibilidade ao novo ambiente. A configuração dos parâmetros é feita 




A consulta dos resultados nesta ferramenta é realizada através de gráficos de tendência, 
o que motivou a alteração estrutural da disposição do diagnóstico. A tag digital, fornecida 
pelo usuário, recebe os valores de qualidade (erro, ruim e bom) propostos na metodologia do 
presente trabalho. Essa modificação se alia as potencialidades da IHM, possibilitando uma 
visualização do diagnóstico integrada com as demais variáveis de interesse do engenheiro de 
processos.  
VI.3 Validação do Sensor Online 
O sensor virtual online foi mantido em execução por 3,5 horas no dia 8 de janeiro de 
2020. Foi mantido em modo automático com o intervalo de cálculo de 5 minutos, conforme 
resultado do teste de performance obtidos a partir da análise do sensor offline. Os sensores 
online implementados em planilha eletrônica e na IHM do sistema PIMS foram mantidos em 
execução no mesmo computador simultaneamente, exportando o resultado para tags 
distintas. 
As duas ferramentas funcionaram corretamente, sem interrupções inesperadas, durante 
todo o teste. Não foram observados ciclos de cálculo superiores a 1 segundo. A facilidade de 
implementação e alteração dos parâmetros foi alcançada junto com a interface amigável e 
compatível com o PIMS. 
Ao todo, 43 valores de teor de amônia preditos para cada sensor online e 11 valores do 
analisador industrial foram arquivados na base de dados do historiador. Novamente os 
parâmetros R² e erro quadrático médio foram calculados em relação aos valores do analisador 
industrial. Foi assumido que durante o intervalo de 20 minutos os valores do analisador 
industrial são iguais ao primeiro valor aquisitado. A Tabela VI-1 apresenta os parâmetros 
calculados para cada sensor online. 
Tabela VI-1 Resultados dos parâmetros quantitativos do teste para o dia 08/01/2020. 
Sensor Online R² Erro Quadrático Médio 
Planilha Eletrônica 0,0029 11,3166 
IHM 0,0029 11,3166 




A Figura VI-4 dispõe os resultados graficamente. Em verde está representado o 
analisador industrial, em azul os resultados do sensor virtual online via planilha eletrônica e 
em amarelo do sensor virtual online via IHM do sistema PIMS. 
 
Figura VI-4 Gráfico de tendência temporal dos resultados do sensor virtual e do analisador de 
amônia para o dia 08/01/2020. 
Fonte: própria (2020) 
Na Figura VI-4 é possível observar que os resultados para os sensores online são 
coincidentes. Por isto, os resultados dos parâmetros R² e erro quadrático médio são idênticos. 
Portanto, a adaptação do algoritmo para a IHM do sistema PIMS foi bem-sucedida. Também 
o módulo de diagnóstico teve papel relevante no teste. 
Durante todo o período do teste foram observadas variáveis de entrada fora do intervalo 
de treinamento e indicado resultado ruim (ou seja, pouco confiável) pelo módulo de 
diagnóstico. Consequentemente, o valor de R² para o período atual é muito baixo e bastante 
inferior ao encontrado para o ano de 2016. Também o erro quadrático médio é bastante 
superior ao identificado para o ano de 2016. Isto não somente indica que o sensor virtual 





VI.4 Análise Estrutural dos Sensores Online e Offline 
As três implementações desenvolvidas neste trabalho possuem suas próprias 
particularidades, inerentes à estrutura escolhida. Particularmente, a distinção entre os 
sensores offline e online surge do objetivo de cada ferramenta. Enquanto a primeira foi 
desenvolvida para execução de ajustes finais da rede neuronal, a segunda foi idealizada para 
o cálculo cíclico da predição. 
O aplicativo Excel, mais externo ao sistema PIMS, é vantajoso ao sensor offline na 
medida em que há prévia familiaridade do usuário e todos os dados de entrada e de saída 
podem ali ser dispostos. Cria-se um ambiente seguro para testes do sensor. Embora o sucesso 
deste, a potencialidade máxima dos modos de cálculo e diagnóstico só é alcançada no sensor 
online. 
Os dois sensores online desenvolvidos utilizam os mesmos módulos de cálculo, 
acionando repetidamente sub-rotinas em linguagem de programação VBA, funcionando de 
forma automática e sem a interferência do usuário. Devido a estratégia proposta para o 
desenvolvimento das ferramentas há a limitação conhecida de que é necessário manter o 
aplicativo cliente aberto. A solução quanto a isto estaria em implementar o sensor online em 
instâncias mais internas ao sistema PIMS. 
Para uma migração do sensor offline para online simplificada e de curta duração, a 
ferramenta online em Excel se revela mais vantajosa. O arquivamento dos resultados de 
diagnóstico é bastante rico em informação, sendo útil para detalhamento da saúde do sensor 
virtual. Entretanto, esses resultados se acumulam rapidamente, tornando o tamanho do 
arquivo Excel excessivamente volumoso. 
Por outro lado, uma aplicação mais robusta e que consuma menos esforço 
computacional é fornecida pela implementação online na IHM do sistema PIMS, pois a 
comunicação com o servidor principal do historiador é mais simples e confiável.  
O arquivamento dos resultados de diagnóstico no próprio historiador reduz ainda o 
volume do arquivo, ao mesmo tempo que fornece a opção de visualizar a qualidade do sensor 
ao longo do tempo. Esta implementação também permite trabalhar com outras telas gráficas 
da IHM simultaneamente.    
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CAPÍTULO VII  — CONCLUSÃO 
VII.1 Conclusões 
Este trabalho propôs 3 implementações diferentes de um sensor virtual para redes 
neuronais MLP com uma camada escondida, partindo de uma mesma metodologia de 
flexibilidade de configuração apoiada em um algoritmo modular. Os módulos deste 
algoritmo foram adaptados caso a caso para adequação ao aplicativo e melhor usufruto do 
ambiente. Como estudo de caso, foi utilizada a rede MLP 10-12-1 desenvolvida por Landim 
(2016) para predição do teor de amônia na saída de fundo de uma coluna stripper.  
O algoritmo modular se comprovou adaptável e genérico. Enquanto o processamento 
computacional da rede se manteve intacto, os módulos de importação e exportação de 
resultados foram ajustados isoladamente. A estrutura cíclica permitiu reduzir o esforço 
computacional das ferramentas, principalmente para o sensor offline. Módulos de verificação 
e diagnóstico se mostraram versáteis ao longo do trabalho. O teste de validação do sensor 
offline, realizado com os dados do teste de verificação da rede (Landim, 2016), reproduziu 
os resultados obtidos na literatura e não indicou desvios significativos. 
O sensor virtual offline provou-se bastante eficaz como ambiente de ajustes finais da 
rede. O software escolhido para implementação (Microsoft Excel) une a potencialidade do 
historiador de dados – possibilitando previsões para dados antigos ou simular condições 
operacionais – com os recursos nativos familiares ao usuário final.  
Dentre os intervalos de cálculo testados, foi identificado o de 5 minutos como mais 
adequado. Ao mesmo tempo que fornece mais estimativas entre as medições do analisador, 
não gera uma visualização oscilatória, como vista para intervalo de 1 minuto. O intervalo 
selecionado foi implementado nos dois sensores virtuais online desenvolvidos. 
Metodologias análogas de configuração e execução foram utilizadas nas ferramentas 
desenvolvidas para o sensor online de modo a garantir facilidade de migração da ferramenta 
offline e o cálculo contínuo das previsões. A implementação do sensor online em planilha 
eletrônica revelou-se útil para o detalhamento da qualidade da predição e utilização de curta 
duração, uma vez que o tamanho do arquivo cresce continua e rapidamente. Por sua vez, a 
implementação do sensor online na Interface Homem-Máquina oferece funcionamento mais 
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robusto do sensor, adequação à operação contínua e suporte à visualização gráfica das 
estimativas. O teste de validação dos sensores online não apresentou interrupções inesperadas 
ou ciclos de cálculo superiores a 1 segundo. 
O foco deste trabalho esteve mais nas ferramentas desenvolvidas, do que na rede 
neuronal utilizada como estudo de caso. De toda forma, testes de performance da rede de 
Landim (2016) foram realizados. Quanto à qualidade de sua estimativa, a avaliação para o 
mês de junho de 2016 (período do treinamento) indicou o percentual de 21% dos 3134 
padrões com pelo menos uma variável fora do intervalo de treinamento e com a coluna em 
operação. Contudo, para este período foi observada correspondência com a tendência da 
resposta do analisador.  
Por outro lado, a avaliação da performance da ferramenta online na planta industrial 
durante o período analisado de 8 de janeiro de 2020, revelou uma baixa correlação com a 
tendência do processo evidenciada previamente pelo diagnóstico do sensor virtual. Logo, a 
utilização do sensor virtual online para a predição do teor de amônia no fundo da coluna de 
recuperação requer etapa de manutenção. Ou seja, necessita o recolhimento de padrões atuais 
e o retreinamento da rede neuronal, além da atualização da configuração do sensor virtual, 
conforme metodologia abordada neste trabalho. 
VII.2 Sugestões para Trabalhos Futuros 
A princípio sugere-se o estudo aprofundado da ferramenta de diagnóstico dos sensores 
online. Quanto a rede neuronal utilizada neste trabalho é indicada a sua manutenção por meio 
das metodologias desenvolvidas neste trabalho e por Landim (2016). Em relação às 
ferramentas desenvolvidas neste trabalho é sugerida a sua validação com testes de maior 
duração e realizados por usuários finais (engenheiros de processo). Propõe-se ainda a 
implementação da metodologia e ferramentas em outros sistemas PIMS. 
No âmbito da arquitetura de automação, recomenda-se o estudo da implementação do 
sensor em instâncias mais internas ao historiador de processos – aplicativos clientes para 
análise de dados agendadas ou configuração de tags complexas. Desse modo, seria possível 
alcançar o cálculo ininterrupto da previsão; independente do acionamento do usuário final e 
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Tabela A-1 Pesos e biases da rede neuronal MLP 10-12-1 para predição do teor de amônia do fundo da coluna.  
Fonte: Landim, 2016. 
