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Groupcast Index Coding Problem: Joint Extensions
Chinmayananda Arunachala, and B. Sundar Rajan.
Abstract—The groupcast index coding problem is the most
general version of the classical index coding problem, where
any receiver can demand messages that are also demanded by
other receivers. Any groupcast index coding problem is described
by its fitting matrix which contains unknown entries along with
1’s and 0’s. The problem of finding an optimal scalar linear
code is equivalent to completing this matrix with known entries
such that the rank of the resulting matrix is minimized. Any
row basis of such a completion gives an optimal scalar linear
code. An index coding problem is said to be a joint extension
of a finite number of index coding problems, if the fitting
matrices of these problems are disjoint submatrices of the fitting
matrix of the jointly extended problem. In this paper, a class of
joint extensions of any finite number of groupcast index coding
problems is identified, where the relation between the fitting
matrices of the sub-problems present in the fitting matrix of the
jointly extended problem is defined by a base problem. A lower
bound on the minrank (optimal scalar linear codelength) of the
jointly extended problem is given in terms of those of the sub-
problems. This lower bound also has a dependence on the base
problem and is operationally useful in finding lower bounds of
the jointly extended problems when the minranks of all the sub-
problems are known. We provide an algorithm to construct scalar
linear codes (not optimal in general), for any groupcast problem
belonging to the class of jointly extended problems identified in
this paper. The algorithm uses scalar linear codes of all the sub-
problems and the base problem. We also identify some subclasses,
where the constructed codes are scalar linear optimal.
I. INTRODUCTION
The index coding problem (ICP) introduced in [1] is a
source coding problem with some side-information present at
the receivers. The sender broadcasts coded messages lever-
aging the knowledge of the side-information present at all
the receivers, in order to reduce the number of transmissions
required for all the receivers to decode their demanded mes-
sages. This problem is also related to topological interference
management problem in wireless networks [2]. It also has
applications in satellite communications where some users
want to exchange their messages using a satellite [3], and the
retransmission phase of downlink networks [4] among many
others. In general, the ICP is NP-Hard. Optimal codelengths
and optimal codes were given for some special classes of
the ICP [3], [5]. Many works address the single unicast ICP
(SUICP) where each receiver demands a unique message [6],
[7]. The most general class of the ICP which subsumes SUICP
is the groupcast ICP where any receiver can demand messages
which are also demanded by other receivers.
The groupcast ICP was first studied in [6] where upper and
lower bounds on the optimal codelength were given for any
groupcast problem in terms of the optimal codelengths of two
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related SUICPs. In [8], a directed bipartite graph representa-
tion was introduced for the groupcast problem and capacity
region was found when only particular coding schemes were
allowed. The groupcast problem was represented as a directed
hypergraph and bounds on the optimal broadcast rate were
given in [9]. In [10], optimal scalar codelengths were obtained
for a class of the groupcast problem, where each message is
demanded by at most two receivers. The results are obtained
based on the optimality of linear coding schemes for a related
SUICP.
Characterisation of the optimal codelengths of SUICPs in
terms of those of its sub-problems has been carried out in many
works [5], [11]- [15]. A lifting construction was presented in
[11], where a special class of SUICPs were obtained from
another class of SUICPs. The optimal scalar linear codelength
of the larger derived SUICP has been shown to be equal to
that of the smaller SUICP. Optimal vector linear codes for a
class of SUICPs were constructed using optimal scalar linear
codes of other basic SUICPs in [5]. Graph homomorphism
between complements of the side-information digraphs of
two given SUICPs was used to establish a relation between
their optimal codelengths [12]. Some special classes of rank
invariant extensions of any SUICP were presented in [13],
where the extended problems have the same optimal linear
codelength as that of the original SUICP, generalizing the
results of [11]. The notion of rank invariant extensions was
extended to a class of joint extensions of any finite number
of SUICPs in [14]. Two-sender SUICPs with a sub-problem
being a joint extension of two SUICPs were solved for optimal
scalar linear codelengths using those of the component single-
sender SUICPs (sub-problems) [14]. In [15], capacity region
of SUICPs with side-information digraphs being generalized
lexicographic products of side-information digraphs of the
component SUICPs was characterized in terms of those of
the component SUICPs.
In this paper, we identify a class of joint extensions of a
finite number of groupcast ICPs, where the relation between
the sub-problems in the jointly extended problem is defined by
a base problem. Optimal scalar linear codelength and optimal
codes of the jointly extended problem are given in terms of
those of the sub-problems and the base problem for a special
class of the jointly extended problem introduced in this paper.
This result generalizes the class of joint extensions solved in
[14]. When the base problem and all the sub-problems are
restricted to SUICPs, the class of jointly extended groupcast
problems identified in this paper reduces to the class of
SUICPs with the side-information digraphs being generalized
lexicographic products of the component side-information
digraphs [15]. Viewing any jointly extended problem from a
matrix-completion perspective, the class of jointly extended
problems solved in this paper extends the notion of generalized
2lexicographic products where any number of sub-problems can
be groupcast ICPs.
The key results of this paper are summarized as follows.
• A class of joint extensions is identified which extends
the notion of generalized lexicographic product of side-
information digraphs which has been defined with the
sub-problems being SUICPs [15], to the case where the
sub-problems can be groupcast problems. The positions
of the fitting matrices of the sub-problems (in that of the
extended problem given in this work), are given by the
entries of the fitting matrix of another ICP called the base
problem.
• A lower bound on the minrank (optimal scalar linear
codelength) is given for the class of jointly extended
problems identified in this paper, in terms of those of
the sub-problems and the base problem.
• A code construction (not necessarily optimal) is presented
for a sub-class of the class of jointly extended problems,
based on codes of the base problem and all the sub-
problems. A set of necessary conditions are provided for
the constructed codes to be optimal.
• An algorithm to construct a scalar linear code using any
given scalar linear codes of the sub-problems and the
base problem is given. The constructed code need not be
scalar linear optimal, even when all the related codes are
scalar linear optimal. This is the first work (to the best
of our knowledge) where deterministic/explicit codes are
constructed for a bigger groupcast problem using those
of many smaller groupcast sub-problems. A subclass of
joint extensions with the constructed codes being optimal
scalar linear codes is identified.
The remainder of the paper is organized as follows. Section
II introduces the problem setup and establishes the notations
and definitions used in this paper. Section III contains our
initial results on jointly extended problems presented in the
first version of this paper. Section IV presents improved
results. We provide an algorithm to obtain scalar linear codes
for the class of jointly extended problems identified in this
paper. Section V identifies a subclass of jointly extended
problems, where the algorithm provides optimal scalar linear
codes. Section VI concludes the paper with directions for
future work.
II. PROBLEM FORMULATION AND DEFINITIONS
In this section, we establish the notations and definitions
used in this paper and formulate a class of the groupcast index
coding problem that can be seen as joint extensions of smaller
groupcast problems.
Matrices and vectors are denoted by bold uppercase and
bold lowercase letters respectively. For any positive integer
m, [m] , {1, ...,m}. Fq denotes the finite field of order q.
F
n×d
q denotes the vector space of all n× d matrices over Fq.
We first define the notion of disjoint submatrices of a given
matrix, which is needed to define the class of jointly extended
problems dealt in this paper, and provide related notations.
Definition 1 (Disjoint submatrices of a given matrix). A matrix
L obtained by deleting some of the rows and/or some of the
columns of M is said to be a submatrix of M. The notation
L ≺M denotes that L is a submatrix ofM. The set containing
the indices of columns of M present in L is denoted by
col(L,M). Similarly, the set containing the indices of rows of
M present in L is denoted by row(L,M). Indices of columns
and rows are assumed to start from 1. A set of submatrices
of a given matrix are said to be disjoint, if no two of the
submatrices have elements indexed by the same ordered pair
in the given matrix.
The number of rows and columns of any matrix M are
denoted by R(M) and C(M) respectively. The (i, j)th entry
of matrix M is denoted as Mi,j . The notation
[
[M]
]
i,j
denotes the (i, j)th component block matrix of M, where the
component block matrices of M (or equivalently the partition
of M into component block matrices) are predefined by the
construction of M using the same. M[R] denotes the matrix
formed by stacking the rows of M indexed by the elements
in the set R in the ascending order of indices such that the
row with the least row index forms the first row of M[R]. For
any matrix M over Fq, the rank of M over Fq is denoted by
rkq(M). 〈M〉 denotes the row space of M. The transpose of
M is denoted by MT .
We now define an upper-triangulable matrix which is fre-
quently used in this paper.
Definition 2 (Upper-triangulable matrices). A permutation
matrix P is a square matrix that has exactly one 1 in each row
and each column and 0’s elsewhere. Any p × p permutation
matrix P represents a permutation of p elements. For a p× p
matrix Mx containing unknown elements denoted by x along
with some known elements, PMx denotes the matrix obtained
by applying the permutation described by P on the rows of
Mx. Similarly, MxP denotes the matrix obtained by applying
the permutation described by P on the columns of Mx. A
p×p square matrix M is said to be upper-triangulable if there
exists two p × p permutation matrices P and Q such that
PMQ is an upper-triangular matrix. A matrix constructed
using block matrices is called block upper-triangular, if the
matrix obtained by replacing each block matrix by a scalar is
upper-triangular. The block matrices can also be rectangular
matrices. A p× p matrix Mx (with some unknown elements
denoted by x) is said to be upper-triangulable if there exists
two p×p permutation matrices P and Q such that PMxQ is
an upper-triangular matrix with all the diagonal entries being
equal to 1. The set of all p × p upper-triangulable matrices
containing entries from Fq and possible unknowns is denoted
by Upq .
We now explain the groupcast index coding problem setup.
An instance of the groupcast index coding problem consists
of a sender with m independent messages given by M =
{x1,x2, · · · ,xm}, where xi ∈ F
d×1
q , i ∈ [m], and d ≥ 1.
There are n receivers. The jth receiver knows Kj ⊂M (also
known as its side-information) and wants Wj ⊆ M \ Kj ,
j ∈ [n]. Each message is demanded by at least one receiver.
Without loss of generality, throughout the paper we assume
that |Wj | = 1, ∀j ∈ [n]. For a receiver demanding more than
one message, we replace it by as many new receivers as the
number of messages demanded by the original receiver, with
3each new receiver demanding a unique message which was
demanded by the original receiver and having the same side-
information as that of the original receiver. Hence, we assume
that the jth receiver wants xf(j), j ∈ [n], where the mapping
f : [n] → [m] gives the index of the wanted message. Let
K = (K1,K2, · · · ,Kn). Hence, we can describe an instance
of the groupcast ICP using the quadruple (m,n,K, f). The
transmission is through a noiseless broadcast channel which
carries symbols from Fq.
An index code over Fq for an instance of the groupcast
ICP, described by (m,n,K, f), is an encoding function E :
F
md×1
q → F
r×1
q such that there exists a decoding function
Dj : F
(r+|Kj|d)×1
q → Fd×1q at jth receiver ∀j ∈ [n], with
xf(j) = Dj(E(x),Kj) for any realizations of Kj and x =
(x1|...|...|xm)
T . The sender transmits E(x) with codelength
r. The smallest possible value of r is called the optimal
codelength of the problem. If the encoding function is linear,
the index code is given byGx, whereG ∈ Fr×mdq is called the
encoding matrix for the given index code. With the encoding
function being linear, if d = 1, the code is said to be scalar
linear, else it is said to be vector linear. In this paper, we
only consider scalar linear codes. If n = m, the index coding
problem (ICP) is called single unicast ICP (SUICP). For an
SUICP, without loss of generality, we assume that the jth
receiver wants xj , j ∈ [n].
Any groupcast ICP can be represented using a fitting matrix
which was introduced in [16] and was defined again in [13]
to include the groupcast problem. It contains unknown entries
denoted by x. Each row of the fitting matrix represents a
receiver and each column represents a message.
Definition 3 (Fitting Matrix, [13]). An n × m matrix Fx is
called the fitting matrix of an ICP described by (m,n,K, f),
where the (i, j)th entry is given by
[Fx]i,j =


x if xj ∈ Ki,
1 if j = f(i),
0 otherwise.
∀ i ∈ [n], and j ∈ [m].
The minimum rank of Fx obtained by replacing the x’s
in Fx with arbitrary values from Fq is called the minrank of
Fx or that of the ICP described by (m,n,K, f) over Fq. It
has been shown in [17] that the optimal codelength of any
scalar linear code over Fq is equal to the minrank of Fx over
Fq, denoted as mrkq(Fx). We say F ≈ Fx (F completes Fx
or equivalently F is a completion of Fx), if F is obtained
from Fx by replacing all the unknown elements by arbitrary
elements from the given field of interest.
The notion of joint extensions of any finite number of
SUICPs was introduced in [14]. We extend the definition to
include joint extensions of any finite number of groupcast
ICPs.
Definition 4 (Joint Extension). Consider l ICPs where the ith
ICP Ii is described using the fitting matrix F
(i)
x , i ∈ [l]. An
ICP IE whose fitting matrix is given by F
E
x is called a jointly
extended ICP (or simply a joint extension of l ICPs), extended
using ICPs I1, ..., Il, if F
E
x consists of all F
(i)
x ’s, i ∈ [l], as its
disjoint submatrices. The l ICPs are called as the component
problems (or sub-problems) of the jointly extended problem.
In this paper, we study a special class of joint extensions
of mB groupcast ICPs described as follows. Let the ICP IB
described by the nB×mB fitting matrix F
B
x , be called the base
problem. Let lj denote the number of occurrences of 1 in the
jth column of FBx , j ∈ [mB]. The superscript and subscript
“B” stands for the base problem. Let the ith component ICP
Ii be described by the ni ×mi fitting matrix F
(i)
x , i ∈ [mB].
Then, we have the joint extension IE of the mB component
ICPs with respect to the base problem IB , described by the
nE×mE fitting matrix F
E
x as given below in terms of its block
matrices, where nE = Σ
j∈[mB ]
njlj , and mE = Σ
i∈[mB ]
mi.
[
[FEx ]
]
i,j
=


X if [FBx ]i,j = x,
F
(j)
x if [FBx ]i,j = 1,
0 otherwise.
∀ i ∈ [nB], and j ∈ [mB]. That is, F
E
x is obtained from
FBx by replacing the 1’s in its jth column by F
(j)
x , and
replacing x’s and 0’s by X’s and 0’s of appropriate sizes
respectively. The dependence of IE on (Ii)i∈[mB ] and IB
is denoted as IE(IB ; (Ii)i∈[mB ]). Throughout this paper,
whenever we refer to blocks (or block matrices) of FEx ,
we refer to the block matrices that are induced by FBx as
seen in the construction of FEx from the fitting matrices of
the component ICPs based on the fitting matrix of the base
problem. The ith row of block matrices in FEx refers to the
matrix
([
[FEx ]
]
i,1
|
[
[FEx ]
]
i,2
| · · · | · · · |
[
[FEx ]
]
i,mB
)
, i ∈ [nB].
For the sake of brevity, we refer to the ith row of block
matrices of a matrix as its ith block-row. Similarly, we refer
to the jth column of block matrices, j ∈ [mB], and call it the
jth block-column.
Remark 1. In a recent work [15], generalized lexicographic
product of a finite number of side-information digraphs was
introduced. The class of joint extensions introduced in this
paper reduces to the generalized lexicographic product, if
the base ICP IB and all the ICPs (Ii)i∈[mB ] are SUICPs.
When the base problem and all the component problems are
SUICPs, the side-information digraph G0 in the generalized
lexicographic product in [15] corresponds to the base problem
IB stated in this paper.
We illustrate the construction of the extended problem
using two running examples, given the base problem and
the component problems, in terms of the respective fitting
matrices.
Example 1. Consider mB = nB = 3. The base problem IB is
described by the fitting matrix FBx . Let the component prob-
lems (Ii)i∈[mB ] be described by (F
(i)
x )i∈[mB ] respectively.
FBx =

 1 x 00 1 x
x 0 1

 ,F(1)x =


1 x 0 0
0 1 x 0
0 0 1 x
x 0 0 1

 ,
F(2)x =
(
1 x
x 1
)
,F(3)x =

 1 0 xx 1 0
x x 1

 .
4Observe that n1 = m1 = 4, n2 = m2 = 2, n3 = m3 = 3, and
l1 = l2 = l3 = 1. All the problems involved in the construction
of the extended problem are SUICPs. The extended problem
IE(IB ; (Ii)i∈[mB ]) is described by F
E
x with nE = mE =
4+3+2 = 9. The block matrices of FEx are indicated by the
partition shown in FEx .
FEx =


1 x 0 0 x x 0 0 0
0 1 x 0 x x 0 0 0
0 0 1 x x x 0 0 0
x 0 0 1 x x 0 0 0
0 0 0 0 1 x x x x
0 0 0 0 x 1 x x x
x x x x 0 0 1 0 x
x x x x 0 0 x 1 0
x x x x 0 0 x x 1


.
The following example illustrates the construction of an
extended problem which is a groupcast problem, with the base
problem also being a groupcast problem.
Example 2. ConsidermB = 4, nB = 5. The base problem and
the component problems are described by the fitting matrices
given below respectively.
FBx =


1 x 0 0
0 x 1 0
x 1 0 0
0 0 x 1
0 0 1 x

 ,F(1)x =


1 x 0
0 x 1
x 1 0
1 0 x

 ,
F(2)x =
(
1 x
x 1
)
,F(3)x =

 1 0 xx 1 0
x x 1

 ,F(4)x = ( 1 ) .
Observe that n1 = 4,m1 = 3, n2 = m2 = 2, n3 = m3 = 3,
and n4 = m4 = 1. Also, l1 = l2 = l4 = 1 and l3 = 2.
Note that I1 is a groupcast problem. The extended problem
IE(IB ; (Ii)i∈[mB ]) is described by F
E
x with nE = 4 + 2 +
(2 ∗ 3) + 1 = 13, and mE = 3 + 2 + 3 + 1 = 9.
FEx =


1 x 0 x x 0 0 0 0
0 x 1 x x 0 0 0 0
x 1 0 x x 0 0 0 0
1 0 x x x 0 0 0 0
0 0 0 x x 1 0 x 0
0 0 0 x x x 1 0 0
0 0 0 x x x x 1 0
x x x 1 x 0 0 0 0
x x x x 1 0 0 0 0
0 0 0 0 0 x x x 1
0 0 0 0 0 1 0 x x
0 0 0 0 0 x 1 0 x
0 0 0 0 0 x x 1 x


.
The following notations are required for the construction of
a larger index code from component index codes. Let C1 and
C2 be two codewords of length l1 and l2 respectively. C1+ C2
denotes the element-wise addition of C1 and C2 after zero-
padding the shorter message at the least significant positions
to match the length of the longer message. The resulting length
of the codeword is max(l1, l2). For example, if C1 = 1010,
and C2 = 110, then C1+C2 = 0110. C[a : b] denotes the vector
obtained by picking the element from position a to element
with position b, starting from the most significant position of
the codeword C, with a, b ∈ [l], l being the length of C. For
example C1[2 : 4] = 010.
The results presented in this paper hold for any finite field.
But, we consider only q = 2 (binary field) for simplicity.
III. MAIN RESULTS
In this section, we first provide a lower bound on the
minrank of the jointly extended problem introduced in
the previous section, in terms of those of the component
problems and the upper-triangulable submatrices of the
base problem. Then, we provide a code construction (not
necessarily optimal) for a special class of the jointly extended
problem, in terms of those of the component problems and
the base problem. We then provide necessary conditions for
the optimality of the code construction.
The following lemma provides a lower bound on the min-
rank of IE(IB ; (Ii)i∈[mB ]). The proof follows on similar
lines as that of Lemma 4.2 in [7]. We provide the proof for
completeness. The set of all upper-triangulable submatrices of
FBx is given by
UB = {Mx : Mx ≺ F
B
x ,Mx ∈ U
C(Mx)
q }.
Lemma 1 (A lower bound). For a given jointly extended ICP
IE(IB ; (Ii)i∈[mB ]) we have
mrkq(F
E
x ) ≥ max{
∑
s∈col(Mx,FBx )
mrkq(F
(s)
x ) : Mx ∈ UB}.
Proof. Consider the submatrix MEx corresponding to an Mx
constructed using the block matrices of FEx as follows. Let
(si, tj) with i ∈ [R(Mx)] and j ∈ [C(Mx)], be an element of
the cartesian product given by row(Mx,F
B
x )× col(Mx,F
B
x )
for any Mx ∈ UB . Then, the (i, j)th block matrix of M
E
x
is given by
[
[FEx ]
]
si,tj
. From the construction of MEx and
the fact that Mx is an upper-triangulable matrix, we see that
MEx can be written as a block upper-triangular matrix U
E
x ,
by permuting the rows and/or columns of block matrices of
MEx using the same permutations that make Mx an upper-
triangular matrix with all its diagonal entries being 1. To prove
the lemma, we find the minrank of MEx as M
E
x corresponds
to a sub-problem of FEx . Note that the minrank of any sub-
problem is not greater than that of the original problem. Hence,
we first provide an upper bound for mrkq(M
E
x ) and then
provide a matching lower bound.
With all matrices F
(tj)
x , tj ∈ col(Mx,F
B
x ), j ∈ [C(Mx)],
now being the diagonal block matrices of UEx , if F
(tj) ≈
F
(tj)
x , then the block diagonal matrix D
E with its diago-
nal block matrices being F(tj) in some order (due to the
permutations applied on the rows and/or columns of block
matrices of MEx ), we see that D
E ≈ UEx . As rkq(D
E) =
5∑
tj∈col(Mx,FBx )
rkq(F
(tj)). Thus, we have
mrkq(M
E
x ) = mrkq(U
E
x ) ≤ rkq(D
E)
=
∑
tj∈col(Mx,FBx )
mrkq(F
(tj)
x ),
where in the last equality, we take F(tj) ≈ F
(tj)
x such that
rkq(F
(tj)) = mrkq(F
(tj)
x ).
Now, we provide a matching lower bound. If UE ≈ UEx ,
then UE must be a block upper-triangular matrix. Note that
the diagonal block entries
[
[UE ]
]
j′,j′
≈
[
[UEx ]
]
j′,j′
, and[
[UEx ]
]
j′,j′
is equal to F
(tj)
x for some tj ∈ col(Mx,F
B
x ) (due
to the permutations applied on the rows and/or columns of
block matrices of MEx ), j, j
′ ∈ [C(Mx)]. Thus, we have
rkq(U
E) ≥
∑
j′∈[C(Mx)]
rkq(
[
[UE ]
]
j′,j′
)
≥
∑
tj∈col(Mx,FBx )
mrkq(F
(tj)
x ),
which yields a matching lower bound by choosing UE such
that rkq(U
E) = mrkq(U
E
x ). This completes the proof. 
Remark 2. This lower bound resembles the MAIS (Maximum
Acyclic Induced Subgraph) bound introduced in [16], which
is a lower bound on the minrank of the SUICP. However, the
bound given in Lemma 1 need not be equal to the MAIS bound
for IE(IB ; (Ii)i∈[mB ]). The submatrix of the fitting matrix
of an SUICP corresponding to any maximum acyclic induced
subgraph of the side-information digraph is upper-triangulable
(as the subgraph is acyclic). Hence, we get the MAIS bound
for the SUICP.
Remark 3. The bound given in Lemma 1 also has an opera-
tional significance in finding a lower bound on the minrank
of the jointly extended problem using the minranks of some
of the component sub-problems and the set UB instead of
directly computing lower bounds like the MAIS bound which
is computation intensive.
We illustrate the application of Lemma 1 with two running
examples. In the first example, all the problems involved are
SUICPs.
Example 3 (Example 1 continued). In Example 1, we see
that there are six upper-triangulable submatrices of FBx , out
of which considering all the 2 × 2 submatrices of FBx are
sufficient to find the lower bound given in the lemma, as
shown below. Note that mrkq(F
(1)
x ) = 3, mrkq(F
(2)
x ) = 1,
and mrkq(F
(3)
x ) = 2.
M(1)x =
(
1 x
0 1
)
, col(M(1)x ,F
B
x ) = {1, 2},
row(M(1)x ,F
B
x ) = {1, 2},
∑
s∈col(M
(1)
x ,FBx )
mrkq(F
(s)
x ) = 4.
M(2)x =
(
1 x
0 1
)
, col(M(2)x ,F
B
x ) = {2, 3},
row(M(2)x ,F
B
x ) = {2, 3},
∑
s∈col(M
(2)
x ,FBx )
mrkq(F
(s)
x ) = 3.
M(3)x =
(
1 0
x 1
)
, col(M(3)x ,F
B
x ) = {1, 3},
row(M(3)x ,F
B
x ) = {1, 3},
∑
s∈col(M
(3)
x ,FBx )
mrkq(F
(s)
x ) = 5.
Hence, according to the lemma we have mrkq(F
E
x ) ≥ 5.
In the following example, the base problem and a compo-
nent problem are groupcast ICPs.
Example 4 (Example 2 continued). In Example 2, it can be
easily seen that there are no 4×4 upper-triangulable submatri-
ces of FBx , since any combination of 4 rows consists of either
rows 1 and 3 or rows 4 and 5, which if present in a 4 × 4
submatrix, the submatrix is not upper-triangulable. This is be-
cause the problem induced by rows (1 and 3) and rows (3 and
4) contain a cycle. Note that mrkq(F
(1)
x ) = mrkq(F
(3)
x ) = 2
and mrkq(F
(2)
x ) = mrkq(F
(4)
x ) = 1. Consider the submatrix
given below which is upper-triangulable (There exist row and
column permutations which make Mx upper-triangular).
Mx =

 1 0 00 1 0
0 x 1

 , row(Mx,FBx ) = {1, 2, 4},
col(Mx,F
B
x ) = {1, 3, 4},
∑
s∈col(Mx,FBx )
mrkq(F
(s)
x ) = 5.
Hence, according to the lemma we have mrkq(F
E
x ) ≥ 5.
The following lemma provides a code construction (not
necessarily optimal) for a particular class of the jointly ex-
tended ICP IE(IB ; (Ii)i∈[mB ]) using codes of the component
problems (Ii)i∈[mB ] and a code of the base problem IB .
Lemma 2 (An upper bound). For a given jointly extended
ICP IE(IB; (Ii)i∈[mB ]), let F
(j) ≈ F
(j)
x , ∀j ∈ [mB], such
that rj = rkq(F
(j)), where rj is not necessarily equal to
mrkq(F
(j)
x ). If there exists (i) an upper-triangulable ma-
trix Mx such that Mx ≺ F
B
x and {t1, t2, · · · , tC(Mx)} =
col(Mx,F
B
x ), where (ti)i∈[mB ] is a permutation of [mB]
such that rt1 ≥ rt2 ≥ · · · ≥ rtrB , and rtrB ≥ rti for
i ≥ rB = C(Mx), and (ii) there exists an F
B ≈ FBx with
rB = rkq(F
B), where rB need not be necessarily equal to
mrkq(F
B
x ), such that the rows of F
B indexed by the numbers
in row(Mx,F
B
x ) are independent, then there exists a scalar
linear code of length
∑
j∈[rB ]
rtj .
Proof. We provide a construction of a scalar linear code with
the stated codelength. For an easier visualization of the code
construction and to alleviate the need of more notations, we
permute the rows of the fitting matrices and the completions
(given in the statement of the lemma) of all the component
problems and the base problem as stated in the following.
We also permute the columns of the fitting matrix and the
completion of the base problem. Note that the permutation
applied on the columns and/or rows of any given fitting
matrix (mentioned above) is same as that applied on the
columns and/or rows of the respective completion. Then, we
provide a code construction for the jointly extended ICP
I ′E(I
′
B ; (I
′
i)i∈[mB ]), where the base problem (I
′
B) and all
the component problems ((I ′i)i∈[mB ]) have fitting matrices
6obtained by the above mentioned permutations of rows and/or
columns of the original fitting matrices. Note that there is
no loss of generality in proving the lemma for the extended
problem I ′E as the permutations mentioned above rename the
messages (in the case of column permutations) and receivers
(in the case of row permutations), which do not change
the extended problem, the base problem and the component
problems.
The rows of F(j) and F
(j)
x are permuted with the same
permutation such that the first rj rows of F
(j) are independent
and span 〈F(j)〉 (the row space of F(j)), ∀j ∈ [mB]. Note
that such a permutation exists as rj = rkq(F
(j)), ∀j ∈ [mB].
Let {s1, s2, · · · , srB} = row(Mx,F
B
x ), where (si)i∈[nB ] is
a permutation of [nB] such that rs1 ≥ rs2 ≥ · · · ≥ rsrB ,
and rsrB ≥ rsi for i ≥ rB , where rsi = rkq(F
(j)) such
that (FBx )si,j = 1, j ∈ [mB]. The rows of F
B and FBx are
permuted with the same permutation such that the rows of
FB indexed by the elements in row(Mx,F
B
x ) are mapped to
the first rB rows of F
B such that the row indexed by si is
mapped to the row indexed by i, i ∈ [rB ]. The columns of
FB and FBx are also permuted with the same permutation
such that the columns of FB indexed by the elements in
col(Mx,F
B
x ) are mapped to the first rB columns of F
B .
Now, consider the fitting matrix FEx of the jointly extended
ICP IE(IB; (Ii)i∈[mB ]), with the fitting matrices of the base
problem (FBx ) and the component problems ((F
(j)
x )j∈[mB ])
obtained after the above mentioned permutations. (Observe
that we have not renamed the problems, fitting matrices,
and their completions obtained after the permutation to have
brevity in the notation. Due to the permutation, we now have
(ti)i∈rB (defined in the statement of the theorem) mapped to
[rB ] in some order, which form the new (ti)i∈rB . Hence, we
now have rrB ≥ ri, ∀i ≥ rB, i ∈ [mB].) We now provide a
completion of FEx and show that it is a valid completion. Then,
we prove that the codelength obtained by such a completion
is
∑
j∈[rB ]
rj .
Let P(j) be an (nj − rj) × rj matrix such that the last
(nj−rj) rows of F
(j) are given by P(j)F
(j)
[[rj]]
, ∀j ∈ [mB]. Let
PB be an (nB−rB)×rB matrix such that the last (nB−rB)
rows of FB are given by PBFB[[rB]]. Complete the first ri
consecutive rows of the ith row of block matrices of FEx ,
i ∈ [rB], with (F
B
i,1Fˆ
(i,1)|FBi,2Fˆ
(i,2)| · · · | · · · |FBi,mB Fˆ
(i,mB)),
where Fˆ(i,j) is given as
Fˆ(i,j) =


F
(j)
[[ri]]
if rj ≥ ri,(
F
(j)
[[rj ]]
0(ri−rj)×mj
)
if rj < ri.
(1)
j ∈ [mB]. Note that F
B
i,j is a scalar for i ∈ [nB],
and j ∈ [mB]. Complete the next ni − ri consecu-
tive rows of the ith row of block matrices of FEx with
P(i)(FBi,1Fˆ
(i,1)|FBi,2Fˆ
(i,2)| · · · | · · · |FBi,mB Fˆ
(i,mB)). Note that
these ni − ri consecutive rows are in the row space of the
first ri consecutive rows of the ith row of block matrices.
Note also that this is a valid completion of the first rB rows
of block matrices of FEx . Consider the matrix Fˆ
E obtained by
stacking the first ri rows of the ith row of block matrices of
the completion one above the other starting from i = 1, for
i ∈ [rB ].
From the fact that Mx is upper triangulable and hence by
some permutations of the rows and columns of block matrices
in FˆE it can be made upper-triangular. The resulting matrix
has Fˆ(i,i), i ∈ [rB], as its block diagonal matrices which are
full rank matrices. By appropriate row reductions of the rows
of block matrices, it can be easily seen that the rank of this
matrix is
∑
j∈[rB ]
rj . Now, we complete the remaining rows of
block matrices of FEx and provide a completion which is in
the row space of the matrix FˆE described above.
Consider any ith row of block matrices for i ∈ [nB] \ [rB ].
Let ji ∈ [mB] be such that [F
B
x ]i,ji = 1. Complete the first rji
rows of any (i, j)th block matrix
[
[FEx ]
]
i,j
, j ∈ [mB ], using[
[FE ]
]
i,j
=
∑
k∈[rB ]
PBi,kF
B
k,jFˆ
(k,j)
[[rji ]]
= (
∑
k∈[rB ]
PBi,kF
B
k,j)Fˆ
(1,j)
[[rji ]]
,
as Fˆ
(k,j)
[[rji ]]
= Fˆ
(1,j)
[[rji ]]
for any k ∈ [rB ] from the definition of
Fˆ(i,j). It can be easily verified that this is a valid completion
of any (i, j)th block matrix
[
[FEx ]
]
i,j
. If j = ji, then∑
k∈[rB ]
PBi,kF
B
k,j = 1, as F
B ≈ FBx , and hence
[
[FE ]
]
i,j
≈[
[FEx ]
]
i,j
. If j 6= ji such that [F
B
x ]i,j = 0, we know that∑
k∈[rB ]
PBi,kF
B
k,j = 0 (as F
B ≈ FBx as before), and hence again[
[FE ]
]
i,j
≈
[
[FEx ]
]
i,j
. Similarly it can be verified that the first
rji rows of the ith row of block matrices is in the row space
of FˆE . The remaining ni − rji rows of any ith row of block
matrices for i ∈ [nB] \ [rB] are filled by pre-multiplying the
first rji rows of the ith row of block matrices by P
(ji). It
can be easily verified that this is a valid completion and the
completion is in the row space of the first rji rows, which is
in turn in the row space of FˆE . This completes the proof. 
We illustrate the use of Lemma 2 using a running example.
Example 5. (Example 1 continued) Consider the completions
F(i) of F
(i)
x , i ∈ [3] as given below with r1 = rkq(F
(1)) = 3,
r2 = rkq(F
(2)) = 1, and r3 = rkq(F
(3)) = 3.
F(1) =


1 1 0 0
0 1 1 0
0 0 1 1
1 0 0 1

 , F(2) =
(
1 1
1 1
)
,
F(3) =

 1 0 00 1 0
0 0 1

 , P(1) = ( 1 1 1 ) , P(2) = ( 1 ) .
Note that only the completions F(1) and F(2) correspond to
optimal codes as r1 and r2 are equal to mrkq(F
(1)
x ) and
mrkq(F
(2)
x ) respectively. Also, r1 ≥ r3 ≥ r2. Hence, letting
t1 = 1, t2 = 3, and t3 = 2, and taking the third submatrix
M
(3)
x of F
B
x given in Example 3 (given below for easy
reference), we see that the condition (i) given in Lemma 2
is satisfied.
M(3)x =
(
1 0
x 1
)
, row(M(3)x ,F
B
x ) = {1, 3},
col(M(3)x ,F
B
x ) = {1, 3}.
7Note that by taking FB ≈ FBx as given below, condition (ii)
given in Lemma 2 is also satisfied.
FB =

 1 1 00 1 1
1 0 1

 , rB = rkq(FB) = mrkq(FBx ) = 2.
Now we complete the fitting matrix FEx as given in Lemma
2 as shown below. Note that double lines (in FE) used for
partitioning correspond to the block matrices of FEx . The
single lines correspond to the construction given in Lemma
2. The matrix FˆE is also shown below.
FE =


1 1 0 0 1 1 0 0 0
0 1 1 0 0 0 0 0 0
0 0 1 1 0 0 0 0 0
1 0 0 1 1 1 0 0 0
0 0 0 0 1 1 1 0 0
0 0 0 0 1 1 1 0 0
1 1 0 0 0 0 1 0 0
0 1 1 0 0 0 0 1 0
0 0 1 1 0 0 0 0 1


.
FˆE =


1 1 0 0 1 1 0 0 0
0 1 1 0 0 0 0 0 0
0 0 1 1 0 0 0 0 0
1 1 0 0 0 0 1 0 0
0 1 1 0 0 0 0 1 0
0 0 1 1 0 0 0 0 1


.
Consider the message set given by M = {x1 = x
(1)
1 ,x2 =
x
(2)
1 ,x3 = x
(3)
1 ,x4 = x
(4)
1 ,x5 = x
(1)
2 ,x6 = x
(2)
2 ,x7 =
x
(1)
3 ,x8 = x
(2)
3 ,x9 = x
(3)
3 }. The index code is given by Fˆ
Ex,
where x = (x1 x2 x3 x4 x5 x6 x7 x8 x9)
T . Hence, the code
is given by CE = (x1 + x2 + x5 + x6, x2 + x3, x3 + x4,
x1 +x2 +x7, x2 +x3 +x8, x3+x4 +x9). It can be easily
verified that all receivers can decode their wanted messages
using their side-information and CE .
Note that the code given by FB for the base problem is
CB = (x
(B)
1 + x
(B)
2 , x
(B)
1 + x
(B)
3 ), where the message set
for the base problem is given by MB = {x
(B)
1 ,x
(B)
2 ,x
(B)
3 }.
Considering the codes of the component problems given by
C1 = (x
(1)
1 +x
(1)
2 , x
(1)
2 +x
(1)
3 , x
(1)
3 +x
(1)
4 ), C2 = (x
(2)
1 +x
(2)
2 ),
and C3 = (x
(3)
1 , x
(3)
2 , x
(3)
3 ), we see that the code CE can also
be written as (C1+C2, C1+C3). This shows the dependence of
the code CE on those of the base problem and the component
problems. In the code CB, x
(B)
i is replaced by Ci, for i ∈ [mB],
to obtain CE .
We now provide an example with a given groupcast ICP.
Example 6. Consider the groupcast ICP given by the fitting
matrix shown below with nE = 14 and mE = 11.
FEx =


1 0 0 0 x x x 0 0 0 0
0 1 x 0 x x x 0 0 0 0
0 0 1 0 x x x 0 0 0 0
x 0 0 1 x x x 0 0 0 0
0 0 0 0 1 0 0 0 0 x x
0 0 0 0 0 1 0 0 0 x x
0 0 0 0 x 0 1 0 0 x x
0 0 0 0 0 0 0 1 0 x x
0 0 0 0 0 0 0 x 1 x x
x x x x 1 0 0 0 0 0 0
x x x x 0 1 0 0 0 0 0
x x x x x 0 1 0 0 0 0
0 0 0 0 x x x 0 0 1 x
0 0 0 0 x x x 0 0 0 1


.
It can be easily identified that this problem is a jointly extended
ICP introduced in this paper. The fitting matrices of the
component problems and the base problem are given below.
FBx =


1 x 0 0
0 1 0 x
0 0 1 x
x 1 0 0
0 x 0 1

 , F(1)x =


1 0 0 0
0 1 x 0
0 0 1 0
x 0 0 1

 ,
F(2)x =

 1 0 00 1 0
x 0 1

 , F(3)x =
(
1 0
x 1
)
,
F(4)x =
(
1 x
0 1
)
.
Note that mrkq(F
(1)
x ) = 4, mrkq(F
(2)
x ) = 3, mrkq(F
(3)
x ) =
mrkq(F
(4)
x ) = 2, and mrkq(F
B
x ) = 3. As in Example 4, we
find that there are no 4× 4 upper-triangulable submatrices of
FEx . By enumerating all possible 3 × 3 submatrices, we see
that there are three 3 × 3 upper-triangulable submatrices as
given below.
M(1)x =

 1 x 00 1 0
0 0 1

 , row(M(1)x ,FBx ) = {1, 2, 3},
col(M(1)x ,F
B
x ) = {1, 2, 3},
∑
s∈col(M
(1)
x ,FBx )
mrkq(F
(s)
x ) = 9.
M(2)x =

 1 0 00 1 x
0 0 1

 , row(M(2)x ,FBx ) = {1, 3, 5},
col(M(2)x ,F
B
x ) = {1, 3, 4},
∑
s∈col(M
(2)
x ,FBx )
mrkq(F
(s)
x ) = 8.
M(3)x =

 0 1 x1 0 0
x 0 1

 , row(M(3)x ,FBx ) = {3, 4, 5},
col(M(3)x ,F
B
x ) = {2, 3, 4},
∑
s∈col(M
(3)
x ,FBx )
mrkq(F
(s)
x ) = 7.
8Consider the completion of FBx given below. Observe that the
first three rows are independent and span 〈FB〉. Note that this
choice of FB and M
(1)
x satisfy conditions (i) and (ii) given
in the lemma.
FB =


1 1 0 0
0 1 0 1
0 0 1 1
1 1 0 0
0 1 0 1

 .
We complete FEx as given in the lemma. The encoding matrix
FˆE obtained by this completion is also given below. Observe
that the codelength is 4 + 3 + 2 = 9 as stated by the lemma.
FE =


1 0 0 0 1 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 0 0
0 0 1 0 0 0 1 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0 0 1
0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0 0
1 0 0 0 1 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 0 0
0 0 1 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0 0 1


.
FˆE =


1 0 0 0 1 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 0 0
0 0 1 0 0 0 1 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0 0 1
0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0 0


.
Now, we state and prove the main result of this section,
which establishes the minrank of a special class of jointly
extended problems identified in this paper.
Theorem 1. For a given jointly extended ICP
IE(IB ; (Ii)i∈[mB ]), with rj = mrkq(F
(j)
x ), ∀j ∈ [mB]. Let
rt1 ≥ rt2 ≥ · · · ≥ rtmB , where tj , j ∈ [mB]. If there exists
(i) an upper-triangulable matrix Mˆx ≺ F
B
x such that
Σ
s∈col(Mˆx,FBx )
mrkq(F
(s)
x ) =
max{ Σ
s∈col(Mx,FBx )
mrkq(F
(s)
x ) : Mx ∈ UB},
where col(Mˆx,F
B
x ) = {t1, t2, · · · , tC(Mˆx)}, and there exists
(ii) an FB ≈ FBx with rB = rkq(F
B) = C(Mˆx), such that
the rows of FB indexed by the numbers in row(Mˆx,F
B
x ) are
independent, then we have mrkq(F
E
x ) =
∑
j∈[rB ]
rtj .
Proof. The proof follows directly from Lemmas 1 and 2,
which provide a lower bound and the matching upper bound
respectively, with the conditions stated in the theorem. 
The optimality of the scalar linear code given in Example
6 follows from this theorem. We provide another example to
illustrate the use of the theorem.
Example 7. Consider the groupcast ICP given by the fitting
matrix shown below with nE = 15 and mE = 14. The fitting
matrices of the component problems and the base problem are
also identified given below.
FEx =


1 x x x x x x x x 0 0 0 0
0 1 x x x x x x x 0 0 0 0
0 0 1 x 0 x x x x x x x x
0 0 0 1 x x x x x x x x x
0 0 x 0 1 x x x x x x x x
x x 0 0 0 1 x x 0 x x x x
x x 0 0 0 0 1 x x x x x x
x x 0 0 0 x 0 1 x x x x x
x x 0 0 0 x x 0 1 x x x x
x x x x x 0 0 0 0 1 x 0 0
x x x x x 0 0 0 0 0 1 0 x
x x x x x 0 0 0 0 0 0 1 x
x x x x x 0 0 0 0 x 1 0 0
x x x x x 0 0 0 0 0 x 0 1


.
FBx = F
(3)
x =


1 x x 0
0 1 x x
x 0 1 x
x x 0 1

 ,F(1)x =
(
1 x
0 1
)
,
F(2)x =

 1 x 00 1 x
x 0 1

 ,F(4)x =


1 x 0 0
0 1 0 x
0 0 1 x
x 1 0 0
0 x 0 1

 .
Note that mrkq(F
(1)
x ) = mrkq(F
(2)
x ) = mrkq(F
(3)
x ) = 2, and
mrkq(F
(4)
x ) = 3. Observe that there are no upper-triangulable
matrices of size 3 × 3 in FBx . Consider the following upper-
triangulable submatrix.
Mx =
(
1 x
0 1
)
, row(Mx,F
B
x ) = {3, 4},
col(Mx,F
B
x ) = {3, 4},
∑
s∈col(Mx,FBx )
mrkq(F
(s)
x ) = 5.
Consider the completion of FBx given below. Observe that the
last two rows are independent and span 〈FB〉. Note that this
choice of FB and Mx satisfy conditions (i) and (ii) given in
the theorem.
FB =


1 0 1 0
0 1 0 1
1 0 1 0
0 1 0 1

 .
We complete FEx as given in Lemma 2. The encoding matrix
FˆE obtained by this completion is also given below. Observe
9that the codelength is 3 + 2 = 5 as stated by the theorem.
FE =


1 0 0 0 0 1 0 1 0 0 0 0 0
0 1 0 0 0 0 1 0 1 0 0 0 0
0 0 1 1 0 0 0 0 0 1 0 1 0
0 0 0 1 1 0 0 0 0 0 1 0 1
0 0 1 0 1 0 0 0 0 1 1 1 1
1 0 0 0 0 1 0 1 0 0 0 0 0
0 1 0 0 0 0 1 0 1 0 0 0 0
1 0 0 0 0 1 0 1 0 0 0 0 0
0 1 0 0 0 0 1 0 1 0 0 0 0
0 0 1 1 0 0 0 0 0 1 1 0 0
0 0 0 1 1 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 0 0 0 1 1
0 0 1 1 0 0 0 0 0 1 1 0 0
0 0 0 1 1 0 0 0 0 0 1 0 1


.
FˆE =


1 0 0 0 0 1 0 1 0 0 0 0 0
0 1 0 0 0 0 1 0 1 0 0 0 0
0 0 1 1 0 0 0 0 0 1 1 0 0
0 0 0 1 1 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 0 0 0 1 1

 .
IV. AN ALGORITHM TO OBTAIN SCALAR LINEAR CODES
FOR A SPECIAL CLASS OF JOINTLY EXTENDED PROBLEMS
In this section, we provide an algorithm (Algorithm 1) to
construct scalar linear codes for the special class of jointly
extended problems identified in this paper (Section II). Any
scalar linear code of every sub-problem and that of the base
problem are given in terms of their encoding matrices as inputs
to the algorithm. An encoding matrix of the given code for
the ith sub-problem with codelength ri is denoted as G
(i),
i ∈ [mB] (of size ri ×mi). An encoding matrix of the given
code for the base problem with codelength rB is denoted as
GB (of size rB ×mB). An associated decoding matrix of the
given code of the base problem (denoted as DB) and its fitting
matrix are also inputs to the algorithm. The algorithm provides
a scalar linear code for the jointly extended problem in terms
of an encoding matrix denoted as GE . The given codes of the
sub-problems and the base problem need not be optimal. The
resulting scalar linear code of the jointly extended problem
need not be optimal, even when all the related codes (inputs
to the algorithm) are optimal. We can obtain different scalar
linear codes for the jointly extended problem by providing
different sets of codes for the sub-problems and the base
problem as inputs to the algorithm.
The algorithm uses the given codes of the sub-problems
according to that of the base problem to complete the fitting
matrix of the jointly extended problem. We assume the encod-
ing matrix GE provided by the algorithm to be of the form as
given in (2) (having rB block-rows and mB block-columns).
Similarly, an associated decoding matrix DE is assumed to
be of the form as given in (3). The validity of these encoding
and decoding matrices is proved in Theorem 2. For any given
j ∈ [mB] and all i ∈ [rB ], the matrices Gˆ
(i,j) are obtained
from G(j) by either appending appropriate number of all-zero
rows or deleting appropriate number of rows as given in the
accompanying algorithm FILL (Algorithm 2). Similarly, for
Algorithm 1 An algorithm to construct a scalar linear code
matrix for any jointly extended problem IE(IB; (Ii)i∈[mB ]).
Inputs: Full-rank encoding matrices {G(i)}i∈[mB ] of prob-
lems (Ii)i∈[mB ] with respective sizes given by {ri ×
mi}i∈[mB ], a full-rank rB × mB encoding matrix G
B
of IB , an associated nB × rB decoding matrix D
B , and
the fitting matrix FBx of the base problem.
Output: An encoding matrix GE giving a code for IE .
Procedure:
1: Let σ : [mB] → [mB] be any permutation such that
rσ(1) ≥ rσ(2) ≥ · · · ≥ rσ(mB), Ψ = [rB ], and t = 1.
2: while Ψ 6= φ do
3: U (t) , {u : (FBx )u,σ(t) = 1, u ∈ [nB]}.
4: Let U (t) = {u(t,1), u(t,2), · · · , u(t,|U
(t)|)}.
5: Initialize A(t) = φ, B(0,j) = φ, for all j ∈ [mB].
6: for i = 1 to |U (t)| do
7: A(t) ← {k : DB
u(t,i),k
GB
k,σ(t) 6= 0, k ∈ Ψ} ∪ A
(t).
8: end for
9: Let A(t) = {a(t,1), · · · , a(t,|A
(t)|)}.
10: Initialize B(t,j) = φ, for all j ∈ [mB].
11: Let B(t−1) = {B(t−1,1), · · · ,B(t−1,mB)}.
12: FILL(A(t), t, {B(t
′)}t′∈[t−1], {(ri,G
(i))}i∈[mB ]).
13: Set Ψ← Ψ \ A(t).
14: for i = 1 to |U (t)| do
15: V(t,i) , {v : (FBx )u(t,i),v = 0}.
16: Let V(t,i) = {v
(t,i)
1 , · · · , v
(t,i)
|V(t,i)|
}.
17: for j = 1 to |V(t,i)| do
18: Y = {k : DB
u(t,i),k
GB
k,v
(t,i)
j
6= 0, k ∈ Ψ}.
19: if r
v
(t,i)
j
< rσ(t) then
20: B(t,v
(t,i)
j
) ← Y ∪ B(t,v
(t,i)
j
).
21: else
22: B(t,σ(t)) ← Y ∪ B(t,σ(t)).
23: end if
24: end for
25: end for
26: if t = mB and Ψ 6= φ then
27: Let Ψ = {a1, · · · , a|Ψ|}.
28: for i = 1 to |Ψ| do
29: rˆai = max{rk : ai ∈ B
(t′,k), (t′, k) ∈ [mB]
× [mB]}. Fill (ai, j)th block matrix of G
E ,
with GBai,jGˆ
(ai,j), ∀j ∈ [mB], where Gˆ
(ai,j)
is given by
Gˆ(ai,j) =


G
(j)
[[rˆai ]]
if rˆai < rj ,(
G(j)
0(rˆai−rj)×mj
)
otherwise.
30: end for
31: Ψ← φ.
32: end if
33: t← t+ 1.
34: end while
Return: Encoding matrixGE of size ( Σ
i∈[rB ]
rˆi)×( Σ
j∈[mB ]
mj).
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Algorithm 2 The algorithm to fill some block-rows of GE .
Inputs: A(t), t, {B(t
′)}t′∈[t−1], {(ri,G
(i))}i∈[mB ].
Outputs: Filled block-rows of GE and the number or rows
in each block-row with row indices in A(t).
Procedure: FILL(A(t), t, {B(t
′)}t′∈[t−1], {(ri,G
(i))}i∈[mB ]).
1: for i = 1 to |A(t)| do
2: rˆa(t,i) = max(rσ(t),max{rk : a
(t,i) ∈ B(t
′,k), (t′, k)
∈ [t− 1]× [mB]}).
3: Fill the (a(t,i), j)th block matrix of GE , ∀j ∈ [mB],
with GB
a(t,i),j
Gˆ(a
(t,i),j), where Gˆ(a
(t,i),j) is given by
Gˆ(a
(t,i),j) =


G
(j)
[[rˆ
a(t,i)
]] if rˆa(t,i) < rj ,(
G(j)
0(rˆ
a(t,i)
−rj)×mj
)
otherwise.
4: end for
Return: Block-rows of GE and the number of rows in each
block-row with row indices in A(t), given by {rˆl}l∈A(t) .
any given i ∈ [nB] and all j ∈ [rB], the matrices Dˆ
(i,j) are
obtained from D(i), by either appending all-zero columns or
deleting appropriate number of columns as given in the proof
of Theorem 2. The accompanying algorithm named as FILL
progressively fills the rB block-rows of G
E . The number
of rows in each block-row is also decided and given as rˆi,
i ∈ [rB ], in FILL.
We first choose a permutation σ of the set [mB]. The
permutation σ orders the codelengths of the given codes of
all the sub-problems in any non-increasing order as given in
Line 1. The set Ψ (initialized in Line 1) consists of indices
of the block-rows of GE that are not filled until the current
iteration of the while loop. The while loop iterates until all the
block-rows of GE are filled. Variable ‘t’ tracks the iteration
number. Any kth row of GB (equivalently kth block-row of
GE), where k ∈ [rB], is said to contribute to the completion
of the (i, j)th entry of FBx (equivalently (i, j)th block matrix
of FEx ) for i ∈ [nB], j ∈ [mB], if D
B
i,kG
B
k,j 6= 0. In tth
iteration of the while loop, we fill the block-rows of GE that
contribute to the completion of all the occurrences of F
(σ(t))
x
(in FEx ), that were not completed in previous iterations. This
is explained further in the following.
In tth iteration, the set U (t) consists of the indices of all
rows of FBx , which have a 1 in σ(t)th column (Line 4). Note
that this is same as the set of indices of all the block-rows of
FEx , which have F
(σ(t))
x in σ(t)th block-column. The set A(t)
consists of indices of all the rows of GB that are present in
Ψ, and contribute to the completion of some or all entries in
σ(t)th column of FBx consisting of 1’s (Line 7). Hence, A
(t)
consists of indices of all the block-rows of GE that are present
in Ψ (that is, they are not filled in any previous iterations), and
contribute to completing some or all occurrences of F
(σ(t))
x in
σ(t)th block-column of FEx . This is made clear in the proof
of Theorem 2 and follows from taking the product DEGE .
Note that some occurrences of F
(σ(t))
x in σ(t)th block-column
of FEx might be completed in previous iterations, as a result
of completing the fitting matrices of sub-problems in FEx with
larger given codelengths. The remaining occurrences of F
(σ(t))
x
(if any are present) are completed in tth iteration. Thus, by the
end of tth iteration, we fill all the the block-rows of GE that
contribute to the completion of all the occurrences of F
(σ(t))
x
in FEx .
Note that in tth iteration, the accompanying algorithm
FILL fills the block-rows of GE , which contributes to com-
pleting those occurrences of F
(σ(t))
x in F
E
x , which were not
completed by the block-rows filled in the previous iterations.
Observe that the index of any row of GB present in [rB ] \Ψ
and contributing to completing any entry of FBx is not included
in A(t). These indices need not be taken into consideration,
as the corresponding block-rows have already contributed
in completing the fitting matrices of sub-problems in FEx ,
with larger given codelengths than that of the sub-problem
addressed in the current iteration.
The algorithm FILL fills the block-rows of GE with
indices given by A(t), after deciding the number of rows
required for each of these block-rows. In the tth iteration, the
number of rows required for each block-row is decided by the
sets {B(t
′)}t′∈[t−1]. These sets are filled in previous iterations
as given from Line 14 to Line 25 of Algorithm 1. Note that
they are populated after updating the set Ψ. For every row
index u(t,i) present in U (t), i ∈ [|U (t)|], the set V(t,i) consists
of the indices of block-columns containing 0 matrices present
in u(t,i)th block-row of FEx . Note that the filling of block-rows
ofGE must also satisfy the completion of these block matrices
by 0 matrices. For every index of the block-column present in
V(t,i), i ∈ [|U (t)|], the set Y consists of the indices of block-
rows of GE , that contribute to completing the 0 matrix in
the given block-column and u(t,i)th block-row. The set B(t,j)
consists of indices of block-rows of GE that contribute to
completing the 0 matrices present in jth block-column of FEx ,
for j ∈ [mB]. This set of indices is related to completing 0
matrices in the block-rows with indices in A(t). Note that
if rj ≥ rσ(t), then B
(t,σ(t)) is updated instead of B(t,j). This
point will be made clear in the proof of Theorem 2. The Lines
26 to 30 describe the filling of any remaining block-rows of
GE , after mB iterations of the while loop.
If the index of any block-row of GE contributing to
complete any occurrence of F
(σ(t))
x is not present in any set
B(t
′,k), for t′ ∈ [t− 1], and k ∈ [mB], then the block-row is
assigned rσ(t) rows. This implies that the desired block-row
did not contribute to complete any block matrix of FEx in the
previous iterations. However, if the index of any block-row
of GE contributing to complete any occurrence of F
(σ(t))
x is
present in some set B(t
′,k), for t′ ∈ [t − 1], and k ∈ [mB],
then the block-row is assigned the number of rows as given
in Line 2 of FILL.
We illustrate Algorithm 1 with an example and then provide
a proof to show its correctness.
Example 8. Consider mB = nB = 5. The fitting matrices F
B
x
and (F
(i)
x )i∈[mB ] are given below.
FBx =


1 x x 0 0
0 1 x x 0
0 0 1 x x
x 0 0 1 x
x x 0 0 1

 ,F(1)x =


1 x 0 0
0 1 x 0
0 0 1 x
x 0 0 1

 ,
11
F(2)x =

 1 x 00 1 x
x 0 1

 ,F(3)x =

 1 0 xx 1 0
x x 1

 ,
F(4)x =
(
1 x
x 1
)
,F(5)x =
(
1
)
.
FEx is given below without vertical partitions for reference.

1 x 0 0 x x x x x x 0 0 0
0 1 x 0 x x x x x x 0 0 0
0 0 1 x x x x x x x 0 0 0
x 0 0 1 x x x x x x 0 0 0
0 0 0 0 1 x 0 x x x x x 0
0 0 0 0 0 1 x x x x x x 0
0 0 0 0 x 0 1 x x x x x 0
0 0 0 0 0 0 0 1 0 x x x x
0 0 0 0 0 0 0 x 1 0 x x x
0 0 0 0 0 0 0 0 x 1 x x x
x x x x 0 0 0 0 0 0 1 x x
x x x x 0 0 0 0 0 0 x 1 x
x x x x x x x 0 0 0 0 0 1


.
Let us consider some optimal encoding matrices of the related
problems and an associated decoding matrix of the base
problem as given below. These matrices are taken as inputs to
Algorithm 1. Note that r1 = 3, r2 = r3 = 2, r4 = r5 = 1, and
rB = 3. Let σ be the identity permutation. That is, σ(i) = i,
∀i ∈ {1, 2, 3, 4, 5}. Initially, Ψ = {1, 2, 3}.
GB =

 0 1 1 1 00 0 1 1 1
1 0 0 1 0

 ,DB =


1 0 1
1 0 0
0 1 0
0 0 1
1 1 0

 ,
G(1) =

 1 1 0 00 1 1 0
0 0 1 1

 ,G(2) = G(3) = ( 1 1 0
0 1 1
)
,
G(4) =
(
1 1
)
,G(5) =
(
1
)
.
For the first iteration, U (1) = 1, A(1) = 3, and hence rˆ3 = r1
according to FILL. Hence, the third block-row ofGE is given
as below. Now Ψ = {1, 2}, and V(1,1) = {4, 5}. Hence, we get
B(1,4) = {1, 3}, and B(1,1) = B(1,2) = B(1,3) = B(1,5) = Φ.
 1 1 0 0 0 0 0 0 0 0 1 1 00 1 1 0 0 0 0 0 0 0 0 0 0
0 0 1 1 0 0 0 0 0 0 0 0 0

 .
For the second iteration, U (2) = 2, A(2) = 1, and hence rˆ1 =
r2 according to FILL. Hence, the first block-row of G
E is
given as below. Now Ψ = {2}, and V(2,1) = {1, 5}. Hence,
B(2,1) = B(2,2) = B(2,3) = B(2,4) = B(2,5) = Φ.(
0 0 0 0 1 1 0 1 1 0 1 1 0
0 0 0 0 0 1 1 0 1 1 0 0 0
)
.
For the third iteration, U (3) = 3, A(3) = 2, and hence rˆ2 = r2
according to FILL. Hence, the second block-row of GE is
given as below. Now Ψ = Φ, and the algorithm terminates.(
0 0 0 0 0 0 0 1 1 0 1 1 1
0 0 0 0 0 0 0 0 1 1 0 0 0
)
.
Hence, the overall encoding matrix GE is given as below.
GE =


0 0 0 0 1 1 0 1 1 0 1 1 0
0 0 0 0 0 1 1 0 1 1 0 0 0
0 0 0 0 0 0 0 1 1 0 1 1 1
0 0 0 0 0 0 0 0 1 1 0 0 0
1 1 0 0 0 0 0 0 0 0 1 1 0
0 1 1 0 0 0 0 0 0 0 0 0 0
0 0 1 1 0 0 0 0 0 0 0 0 0


.
It can be easily verified that all the receivers are able to decode
their demands from the code obtained using GE .
We use the following lemma which was stated in [13], as
a necessary and sufficient condition for a given matrix to be
an encoding matrix for the given index coding problem.
Lemma 3 (Lemma 1, [13]). For an index coding problem I
(groupcast or single unicast) with n × m fitting matrix Fx,
a matrix G ∈ Fr×mq is an encoding matrix iff there exists a
matrixD ∈ Fn×rq such thatDG completesFx, i.e.DG ≈ Fx.
It can be easily observed that the indices of the non-zero
entries of the ith row of D are same as the indices of the code
symbols that must be used by the ith receiver to decode its
demanded message, i ∈ [n]. Hence, we call the matrix D as
an associated decoding matrix for the index code given by the
encoding matrix G. Note that for a given encoding matrix,
there need not exist a unique associated decoding matrix, but
many associated decoding matrices can exist. We now use
Lemma 3 to prove the correctness of Algorithm 1.
GE =


GB1,1Gˆ
(1,1) · · · · · · GB1,mBGˆ
(1,mB)
GB2,1Gˆ
(2,1) · · · · · · GB2,mBGˆ
(2,mB)
· · · . . . . . . · · ·
GBrB ,1Gˆ
(rB ,1) · · · · · · GBrB ,mBGˆ
(rB ,mB)

 .
(2)
DE =


DB1,1Dˆ
(1,1) · · · · · · DB1,rBDˆ
(1,rB)
DB2,1Dˆ
(2,1) · · · · · · DB2,rBDˆ
(2,rB)
· · · . . . . . . · · ·
DBnB ,1Dˆ
(nB ,1) · · · · · · DBnB ,rBDˆ
(nB ,rB)

 .
(3)
Theorem 2. For any problem IE(IB; (Ii)i∈[mB ]), the matrix
GE obtained using Algorithm 1 is a valid encoding matrix.
Proof. To prove this theorem, we construct a matrix DE
using nB × rB block matrices as in (3). It is obtained by
using corresponding decoding matrices {D(i)}i∈[mB ] of the
encoding matrices {G(i)}i∈[mB ], and the decoding matrix D
B
employed in Algorithm 1. We then show that DE and GE are
a valid pair of decoding and encoding matrices using Lemma
3. The ith decoding matrix D(i) is of size ni × ri, i ∈ [mB].
The (i, j)th block matrix of DE be given by DBi,jDˆ
(i,j),
i ∈ [nB], j ∈ [rB ], where Dˆ
(i,j) is given by
Dˆ(i,j) =
{
(D(f(i)))[[rˆj ]] if rf(i) > rˆj ,
(D(f(i))|0nf(i)×(rˆj−rf(i))) otherwise.
where f(i) is the index of the message demanded by the ith
receiver and rˆj is the number of rows in the jth block-row of
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GE as assigned in FILL. Note that when rf(i) > rˆj , only
the first rˆj columns of D
(f(i)) are taken.
We analyze any ith block-row of DEGE , i ∈ [nB], and
prove that it completes ith block-row of FEx . D
EGE consists
of nB×mB block matrices. Any ith block-row ofD
EGE , i ∈
[nB], is given by (D
B
i,1Dˆ
(i,1)| · · · | · · · |DBi,rBDˆ
(i,rB))GE . We
first verify that (i, f(i))th block matrix of DEGE completes
F
(f(i))
x , and is thus given by Σ
j∈[rB ]
DBi,jDˆ
(i,j)GBj,f(i)Gˆ
(j,f(i)),
for any i ∈ [nB]. From the construction given in Algorithm
1 and its explanation, note that the matrices Gˆ(j,f(i)) are not
obtained by deleting any rows of G(f(i)), for those j ∈ [rB ]
which contribute to completing F
(f(i))
x , i ∈ [nB]. Hence, for
such j ∈ [rB ], note that Dˆ
(i,j)Gˆ(j,f(i)) = D(f(i))G(f(i)) ≈
F
(f(i))
x . Hence, we have Σ
j∈[rB ]
DBi,jDˆ
(i,j)GB
j,f(i)Gˆ
(j,f(i)) =
D(f(i))G(f(i))( Σ
j∈[rB ]
DBi,jG
B
j,f(i)) = D
(f(i))G(f(i)) × (1) ≈
F
(f(i))
x . The last equality follows as D
B is a decoding matrix
of GB , and then using Lemma 3.
Observe that there is no need to verify the completion of
(i, j)th block matrix of FEx , if it consists of only x’s, for
all i ∈ [nB], j ∈ [mB]. Considering the ith block-row of
DEGE , i ∈ [nB], we next verify that its jth block matrix
is a zero matrix of appropriate dimensions (that is (i, j)th
block matrix of FEx ), for j ∈ [mB] such that (F
B
x )i,j =
0. This is given by Σ
k∈[rB ]
DBi,kDˆ
(i,k)GBk,jGˆ
(k,j). From the
construction of Algorithm 1, note that there is a possibility
that Gˆ(k,j) is obtained by deleting the last rj − rf(i) rows
from G(j). When this happens, note that all matrices Dˆ(i,k),
k ∈ [rB ], only have rf(i) non-zero rows. Hence the matrix
Dˆ(i,k)Gˆ(k,j) is the same, say B for all values of k. Therefore,
Σ
k∈[rB ]
DBi,kDˆ
(i,k)GBk,jGˆ
(k,j) = B Σ
k∈[rB ]
DBi,kG
B
k,j = 0 × B =
0. The remaining case is dealt on similar lines, and we obtain
an all-zero matrix. Hence the result.

V. OPTIMALITY OF THE CONSTRUCTED CODES
In this section, we provide a necessary condition for the
scalar linear optimality of the code constructed using Algo-
rithm 1, when the codes of the sub-problems and the base
problem are also scalar linear optimal. The base problem is
assumed to be an SUICP.
An SUICP with m messages is called a cycle C if Ki =
xi+1, for i ∈ [m − 1], and Km = x1. Any cycle consisting
of m messages can save at most one transmission compared
to the naive transmission of all messages using the code C =
{x1 + x2, x2 + x3, · · · , xm−1 + xm} [1], which is said to be
a cyclic code [3].
We now have the following theorem which makes use of
Lemma 1 to prove the optimality of the constructed code.
Theorem 3. For any problem IE(IB ; (Ii)i∈[mB ]), with the
base problem being a cycle, the matrix GE obtained using
Algorithm 1 gives an optimal scalar linear code, when all the
given component codes are optimal scalar linear, and the given
code for the base problem is the cyclic code.
Proof. Without loss of generality, we can assume that the cycle
(the base problem) of mB messages is such that Ki = xi+1,
for i ∈ [mB − 1], and KmB = x1. It can be easily verified
that the following mB × (mB − 1) matrix D
B is a valid
decoding matrix for the code given by C = {x1 + x2, x2 +
x3, · · · , xm−1 + xm}.
DB =


1 0 · · · · · · 0
0 1 0 · · · 0
...
. . .
. . .
. . .
...
0
. . .
. . . 1 0
0 0 0 0 1
(−1)1−1 (−1)2−1 · · · · · · (−1)mB−2


.
The length of the constructed code for the jointly extended
problem can also be easily verified to be
∑
i∈[mB ]
mrkq(F
(i)
x )−
min{mrkq(F
(i)
x ), i ∈ [mB]}. We prove that this is a
lower bound on mrkq(F
E
x ) using Lemma 1. Let indmin =
argmin{mrkq(F
(i)
x ), i ∈ [mB]}. Consider the submatrix
Mx of F
B
x with col(Mx,F
B
x ) = col(Mx,F
B
x ) = [mB] \
indmin. This is an upper-triangulable submatrix of F
B
x .
Hence, the lower bound given by Lemma 1 is equal to∑
i∈[mB ]
mrkq(F
(i)
x ) −min{mrkq(F
(i)
x ), i ∈ [mB]}. Hence the
result. 
We illustrate the theorem with an example.
Example 9. For the jointly extended problem with the fitting
matrix given below, we observe that the base problem has
an optimal scalar code of length 2 given by the cyclic code
CB = (x1B + x
2
B, x
2
B + x
3
B).
FEx =


1 x 0 x x 0 0
0 1 x x x 0 0
x 0 1 x x 0 0
0 0 0 1 x x x
0 0 0 x 1 x x
x x x 0 0 1 x
x x x 0 0 x 1


.
Considering the following optimal component codes given by
C1 = (x1 + x2, x2 + x3), C
2 = (x1 + x2), and C
3 = (x1 +
x2), we obtain the following optimal code after running the
Algorithm 1 : CE = (x1+x2+x4+x5, x2+x3, x4+x5+x6+
x7). It can be easily verified that all the receivers are able to
decode their demands. Note also that the lower bound given
by Lemma 1 is also 3, and hence this is an optimal code.
VI. CONCLUSION AND FUTURE WORK
A class of joint extensions of a finite number of groupcast
ICPs is identified in this paper. A lower bound on the minrank
of the jointly extended problem, a code construction algorithm
(not necessarily optimal) for the special class of jointly ex-
tended problems, and a set of necessary conditions for their
optimality are given in terms of those of the base problem and
all the sub-problems.
Finding more classes of jointly extended problems, with
optimal results being expressible in terms of their component
problems is an interesting direction for future work.
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