Hübler's technique using aperiodic forces to drive nonlinear oscillators to resonance is analyzed. The oscillators being examined are effective neurons that model Hopfield neural networks. The method is shown to be valid under several different circumstances. It is verified through analysis of the power spectrum, force, resonance, and energy transfer of the system.
I. Introduction
In 1982, Hopfield introduced the dynamical neural network that is now referred to as the Hopfield neural network [1] . This was important for neural network research because it demonstrated how a network built from simple processing units, or neurons, could have emergent collective computational abilities. In partic ular, content-addressable memories, generalization, familiarity recognition, categorization, error correc tion, and time sequence retention become emergent collective properties of the Hopfield neural network. Since Hopfield's work in the early 1980's, there has been an explosion of research in the field of neural networks [2, 3] , The Hopfield neural network, as presented by Hopfield in 1982, is a system of neurons where each neuron can be in one of two states, F = 0 or V= 1. The system evolves through asynchronous updating of each neu ron's state. A significant difference between this net work and previously conceived networks is that a Hopfield network is fully interconnected with no specific input or output layer. The system starts in a certain state, which corresponds to some point in the phase space, and then evolves through time. Several years later, Hopfield extended his discrete neural sys tem to a continuous, deterministic system described by one or more differential equations [4] .
Schieve, Bulsara, and Davis [5] later developed the notion of effective neurons as a way to simplify the study of large Hopfield neural networks. The idea is * Present address: Elon College, Physics Department, 2236
Campus Box, Elon College, NC 27244, USA. Reprint requests to Prof. W. C. Schieve. based on Haken's slaving principle [6, 7] , which de scribes the adiabatic elimination of fast-relaxing slave variables in favor of slow-varying master variables in solutions to the long time dynamics of a system. The properties of a chaotic attractor in a four neuron model, believed to be the simplest model of chaos in such a system, and the possible attracting states in a two-neuron system, have been evaluated [8, 9] . The numerical evidence for such "slaving" will be dis cussed later in this paper.
The effective neuron can be stimulated in such a way that a small driving force produces a large reso nance response from the system. Nonlinear oscillators (neurons in this instance) have unique and subtle res onance conditions that differ from ordinary linear os cillators. A sinusoidal driving force can drive to reso nance, or control, linear oscillators, but not nonlinear oscillators. Nonlinear oscillators have a frequencyamplitude coupling, where the frequency always changes if the amplitude changes. This coupling makes it difficult for a sinusoidal driving force to drive a nonlinear oscillator to resonance, so a more complex force, such as the one suggested by Hübler [10, 11] , is required.
The method for bringing a nonlinear system to res onance requires finding an aperiodic driving force that matches at all times the frequency and phase of the system. This is accomplished by calculating the timereflected transient dynamics of the unperturbed non linear system. For example, picture a particle in a potential well, where the system is slightly damped. If the particle starts in a highly stimulated state, it even tually comes to rest at the bottom of the well. The particle's frequency in the stimulated state is large, and decreases until the particle comes to rest. Knowing 0932-0784 / 95 / 0700-0613 S 06.00 © -Verlag der Zeitschrift für Naturforschung, D-72027 Tübingen this motion, the unperturbed dynamics can be re flected in time. By applying a force matching the timereflected dynamics to a particle at rest, a particle can be placed immediately into a state of resonance.
There are three types of resonance that are a result of the methods used in solving for the resonant forces. In each case, some quantity of the system is optimized given certain constraints on the system. Since the op timizations and constraints are not the same in all three cases, differing resonant forces result. Strong res onance, which is discussed in Section III, is character ized by a force calculated from the time-reflected dy namics that perfectly mirror the unperturbed dynamics of the system. When the time-reflected dynamics vary slightly from the unperturbed dynamics, the force is in medium resonance with the system. If there is a large difference between the unperturbed and time-reflected dynamics, then a state of weak resonance is achieved. The objective here is to numerically investigate such resonant forces in a slaved neural network. Haken's slaving principle as it applies to effective neurons is explored in more detail in Section II. Section III de scribes the notion of optimal resonance driving. Pre sented in Sect. IV are numerical results supporting the validity of slaving for a driven system. Section V will conclude with simulation results and a discussion of what was learned.
II. Haken's Slaving Principle and Effective Neurons
Haken introduced the slaving principle [6, 7] to reduce the dynamics of large complex systems into low dimensional subsets that might be easier to ana lyze. This principle is used extensively in statistical physics and quantum optics. System variables are di vided between those that evolve quickly to a steadystate and those that evolve more slowly. The fastrelaxing variables follow the slow-relaxing master variables. The "slaved" variables are adiabatically eliminated leaving a lower dimensional system con sisting of just the remaining master variables.
The principle can be applied to large neural net works where the computational cost can become ex cessive and where a qualitative understanding of the dynamics might be achieved. The slaved neurons are driven by the master neurons of the network. The master neuron may be as simple as a single neuron. Schieve, Bulsara, and Davis [5] introduced the idea of effective neurons and applied the notion to Hopfield's
Here Ut is the potential of the ith neuron, M, is the inductance, C, is the capacitance, is the membrane resistance, and Jtj are the symmetric connection weights. The inductive term was introduced by Babcock and Westervelt [12] to model the transient re sponse between neurons. Two assumptions must be made for the effective neuron approximation to be valid. First, the mem brane resistances for the slaved neurons, Rt, must be much smaller than the resistance for the master neu ron, R1(Ri -4R1, i^ 1). This allows the slaved neurons to reach their steady-state faster than the master neu ron. Second, the inductance of the slaved neurons (M,-, iV 1) must be small to prevent oscillations from devel oping that might keep the slaved neurons from ever reaching a time independent steady-state.
With the above two provisions, it can now be as sumed that C,-t/j« 0 = -UJRi + £ Jij tanh(Uj) (iV 1) (2) j*i=i for all of the slaved neurons. For simplicity, one can make the approximation tanh(x)«x for small x, which leads to the final equation for an effective neu ron (i = l),
where a self-connection term not present in (1) is
Here an effective self-coupling constant J 11 now ap pears which depends on the J lj (/VI).
With the presence of an external driving term, a similar but slightly more complicated effective neuron formulation may be derived for a Hopfield neural net work [13] . Assume an external driving force of the form
The activity of the master neuron can now be de scribed by the equation 
To solve (7), one can assume a solution of the form (Gardiner [7] )
The first term of the integral can be integrated by parts to yield I r^R .ta n M t/^)) (9) j*i = i\_ -J ijR i j e~(,-t,/*,sech2(l// -(r))Uj(x)dx -oo
Since R, 1 in the exponential, the second term in (9) can be set to zero. Integration of the second term in (8) 
iV). (10)
Equations (9) and (10) can be combined into a solution for Ui, which, when applied twice to (6) of the parameters J and R can lead to better or worse fits between the master and effective neurons. Figures  2 and 3 demonstrate how lowering the values of J and R can increase the correlation between the effective and master neurons. An increase in J and R (Figs. 4  and 5 ) results in poor modeling behavior by the effec tive neuron. In order to maintain a consistent fit be tween the effective and master neurons as the number of neurons increases, the expression N J R = ct must remain relatively constant. That is, as the number of neurons N increases, so must either J or R similarly decrease in order to maintain the slaving.
Equation (11) can be simplified by removing the driving forces from the slaved neurons. This leaves a driving force on only the master neuron. Further sim plifications can be made to (11) by taking first order approximations to the tanh terms due to the small size of the JijRi factors. The resulting effective neuron equation to lowest order in Jtj and R, is
It is this equation that will be used in following sec tions.
III. Optimal Resoncance Driving
The strong resonance case represents optimal reso nance driving of a nonlinear system (Hübler [10] ). Consider first the damped, driven nonlinear oscillator,
ox where rj is the damping constant and F(t) is the opti mal driving force to be determined. To calculate the optimal driving force, a Lagrangian is constructed to minimize the mean square average of the driving force (the fluctuation),
o
There are two constraints on the Lagrangian. One is (13) , and the other is that the energy transfer into the oscillator is fixed over a set of periods of time T. The energy transfer is T(AH) A H = J F x -r] xdt = fixed,
o where the constraint on the energy H is given by
With the above constraints, a Lagrangian
is obtained (Wargitsch and Hübler [14] ). Note that in this variational problem T depends on AH, and some subtlety must be employed (Akhiezer [15] ). The optimal driving force is
Here y is a solution to dV y -r j y + ^-= o.
(19) dy Equation (19) is the time-reflected (13) with zero force. This is Hübler's intuitive idea for the goal dynamics with an implicit driving force.
The optimal driving force F(t) above will now be substituted for the sinusoidal driving force in (12) . The main object of this section of the paper is to investi gate the resonance inherent in the following equations under optimal driving:
Labeling subscripts have been dropped, and from now on the membrane resistance, the inductive inertial mass, and the self-connection term will be set to one.
Equations (20)- (22) are investigated numerically in the next section. Previously [10] , Hübler numerically investigated optimal driving of the pendulum described by 9y + rJly + c1y + c2 sin(y) = F(t).
There it was shown that despite the presence of many vibrational modes in the system, only the base fre quency of the system was stimulated. All of the higher modes remained unexcited. Further numerical results (Wargitsch and Hübler [14] ) show how the effective ness of optimal driving increases with nonlinearity in P for
L = \F (t)\2 -ti(t)
IV. Numerical Evidence for Slaving in Driven Systems
The main point of this section is to numerically demonstrate the presence of nonlinear resonance in the equations derived at the end of the previous sec tion. Equations (20)- (22) can now be examined to see if they in fact represent optimal resonance driving of a slaved neural system, as discussed in Section II.
After first analytically solving (20, 21) is solved nu merically and yields the plot of the potential U versus time in Figure 6 . The neuron's potential grows expo nentially in time, verifying that there is a resonance in the neuron. A calculation of the power in the system shows that it is always greater than zero, and that the energy always transfers in one direction, from the forc ing action F(t) in (22), to the neuron. This is shown in Figure 7 .
A check must be made to see that the system is not being overdriven. The driving force must be smaller than, or equal to the magnitude of the sum of the other forces present in the system. If the forcing term is at all times much greater than the other forces in the system, then the system effectively is overdriven, and it will not show resonance. Figure 8 shows a plot of the driving force versus the potential and frictional forces in the system. The driving force is clearly smaller than the other forces.
Another important consideration in this analysis is whether this potential is far from zero, or close to zero. If | U | > 0, then tanh(l/)« 1. If a change of variable is now performed (W =U -1), one obtains
an equation for a damped, driven harmonic oscillator. If U < 1, then tanh(l/)« U, and (20) becomes
Equations (25) and (26) show that the nonlinear effects due to tanh(I7) are only important for an intermediate range of potentials. The dotted vertical lines in Fig. 6 delineate the times when the nonlinearity has the greatest effect. Between 350 and 500 seconds, the sys tem maintains a potential between 0.5 and 3.0 at least fifty percent of the time. In this limited potential range, the amplitude of the potential has not yet grown enough to saturate the tanh term.
To better understand the mechanisms behind the resonance, the frequencies present in the time-re flected dynamics of (21) are calculated. Figure 9 shows a graph of the power spectral density plotted versus frequency for several different time segments. The two lower peaks show that the power peak is changing the frequency. During the times when the system is affect ed most by the nonlinearity in the tanh term (~ 350-500 sec), as delineated in Fig. 6 , nonlinear behavior analogous to entrainment (Minorsky [16] ) begins to take place, eventually settling into the frequency ex hibited by the topmost peak. Here the oscillator en trains the effective frequency of the nonlinear driving force, (22). This by construction is co = 1. The transient nature of the nonlinear regime allows only finite time segments to be sampled, resulting in the jagged ap pearance of the plots in Figure 9 .
V. Numerical Investigation of Optimal Resonance
By moving the effective neuron system off optimal resonance, the medium and weak resonance cases may be explored. Since AH is an action integral, it should have a maximum under a variation of the system in configuration space. To adjust for optimum condi tions, a constant factor, K, is inserted into the linear term in (20). The new equation is
where F(t) is the resonance condition from (22), and Ü is obtained from (21). The plots of AH versus K in Fig. 10 exhibit a sharp peak at K = 1. The bottom plot begins at K = 1 since there is a loss of energy from the system at values of K smaller than one. This energy loss arises when the system is in the middle of the non linear regime delineated in Figure 6 . During entrain ment some oscillations may be dying out as others are beginning to grow, which may result in a net loss of energy for the system. The apparent dip at K = 2.5 is exaggerated due to the logarithmic scaling of the plot.
The upper two peaks demonstrate how the energy absorption continues to grow once the entrainment has ended. The three-dimensional plots in Figs. 11-13 show how changing rj in (27) also affects the resonance of the system. Figure 11 shows that variations in q have little effect on the system near the start of the nonlinear regime. In Figs. 12-13, a variation of 7/ only seems to have an effect when the system is at resonance close to K = 1. An increase in rj causes a slight decrease in energy absorption for the system. A decrease in rj leads to an increase in system energy. The smaller rj is, the T (Seconds) Fig. 6 . Single Neuron Dynamics. The potential versus time for an opti mally driven effective neuron. The neuron's potential is resonating, and energy is continuously being fed into the neuron, so the neuron's poten tial will grow. The region between the dotted vertical lines is where the nonlinearity of the system is greatest. = 0.05. Fig. 7 . Single Neuron Energy Transfer. Since the power is always greater than zero and increasing, the energy is transferred from the driving force to the neuron. This is a condition for optimal resonance. > 7 = 0.05. Here, the driving force is clearly smaller than the "undriven" forces, which indicates that the system is not being overdriven.
Frequency (1/t) Fig. 9 . Single Neuron Power Spectrum. For intermediate times (~ 350-500 sec), the power peak frequency can be seen to shift until it is fully entrained to the oj = 1.0 frequency of the driving force. For long time dynamics (>500 sec), the power peak continues to grow in amplitude, indicating that the system has reduced to the analogue of a damped, harmonic oscillator being driven by a sinusoidally varying force. bJ less frictional losses there are, so the system tends to gain energy. An effective Hopfield neuron with an added inertial term shows a clear resonance behavior when driven optimally, as discussed in Section III. Since a non linear system has a frequency-amplitude coupling, a sinusoidal driving force is not able to match the char acteristic resonant frequencies inherent in the system. The application of Hübler's optimal resonance tech nique, however, does drive an effective neuron to res onance. At resonance, the system is not overdriven, and the transfer of energy is always from the driving force to the neuron. An analysis of the power spectrum shows that only a single base frequency [co= 1) is ex cited in the system, leaving all of the higher frequen cies dormant. Therefore, in the long time evolution of the neural system, the optimal resonance force be haves analogous to a simple sinusoidal driving force for a linear oscillator. To drive the nonlinear system to optimal resonance, a force is used which depends on the nonlinear system's (time-reflected) internal dy namics, given by F = 2rjÜ.
