Introduction
This chapter discusses a multi-physics simulation engine, called Chrono, that relies heavily on parallel computing. Chrono aims at simulating the dynamics of systems containing rigid bodies, flexible (compliant) bodies, and fluid-rigid body interaction. To this end, it provides five modules: equation formulation (modeling), equation solution (simulation), collision detection support, domain decomposition for parallel computing, and post-processing analysis with emphasis on high quality rendering/visualization. For each component we point out how parallel central processing unit (CPU) and/or graphics processing unit (GPU) computing have been leveraged to allow for the physical simulation of problems with millions of degrees of freedom such as (1) rigid multi-body dynamics, (2) flexible body dynamics with friction and contact, and (3) fluid-structure interaction problems. Simulation and visualization of these physical phenomena becomes even more difficult at large scales, such as in granular dynamics.
About 50% of all traded products worldwide are in granular form. Grain, rice, sugar, coffee, cereal, salt, sand, drug pills and the constituents of a pill, animal feed pellets, and fertilizers are examples 3 UNCLASSIFIED UNCLASSIFIED of granular material. Granular material and its storing/packing/motion come up in the design of a combine, the mobility of a Mars rover, avalanche dynamics, earthquakes, and the formation of asteroids and planets. Although granular problems are so pervasive, characterizing the dynamics of this medium in real-life applications remains an open problem. Handling granular material becomes even more challenging when it forms a suspension carried out in a flowing liquid. This chapter summarizes an effort aimed at addressing these and other related questions such as: How is the time evolution of bodies floating in a liquid influenced by their shape and size? What happens when these floating bodies are long and flexible, which is effectively the case in polymer simulation?
To the best of our knowledge, there is no commercial or open source solution capable of characterizing through simulation the time evolution of such systems. These problems are governed by very large sets of ordinary differential equations and/or differential algebraic equations and/or partial differential equations. There are many open questions in the modeling stage, i.e., in the very process of formulating these equations. Moreover, there are numerous difficult questions related to their numerical solution. These questions have been investigated using the Chrono architecture. Shown in Figure 1 .1, this architecture ties together specialized, vertical applications through a heterogeneous computing template that focuses on five modules: equation formulation, equation solution, collision detection, domain decomposition for parallel computing, and post-processing.
In this chapter, the emphasis is placed on discussing how parallel computing using GPU cards has allowed us to increase the size of the problems tackled by direct numerical simulation to levels that one decade ago appeared intractable. In traditional serial processing, computations are performed sequentially, one after another. In parallel computing, many computations can be performed at the same time by many different processing threads. The computational paradigm of the GPU is called single-instruction multiple data (SIMD). As a SIMD device, the GPU works by performing the same computation on multiple data elements simultaneously [18] . In the case of multi-body dynamics, the SIMD paradigm is incredibly beneficial. In collision detection, for example, although each pair of objects are different for each collision check, the collision detection algorithm remains the same. Parallel computing on the GPU offers several benefits compared to other parallel processing devices: Parallel computing has a low cost of entry when using the GPU due to its widespread use in commodity hardware. The GPU provides a computational-power-to-cost ratio which is better than cluster-computing or supercomputing.
The chapter is organized as follows: after a description of the overall Chrono::Engine infrastructure in Section 1.2, we present in Section 1.3 implementation details for the rigid body dynamics simulation engine; this is the most mature component of Chrono and draws on both GPU and CPU parallel computing. Section 1.4 gives a high-level perspective on the Chrono component that formulates and solves the equations of motion associated with large collections of flexible bodies that can potentially interact through friction and contact. Section 1.5 outlines the module that provides support for the simulation of fluid-solid interaction problems. Since some of the problems analyzed have millions of components, rendering high-quality animations to present the time evolutions of these systems can be prohibitively long. Section 1.6 discusses a rendering pipeline that can leverage up to 320 instances of a commercial renderer to generate in parallel feature-rich images. Conclusions, directions of future work, and information about the availability of Chrono round up the chapter.
4 UNCLASSIFIED UNCLASSIFIED FIGURE 1.1: An overview of the Chrono architecture. Various vertical applications draw support from an underlying heterogeneous computing template.
Chrono::Engine
The Chrono::Engine software is a general-purpose simulator for 3-D multi-body problems [53] . Specifically, the code is designed to support the simulation of very large systems such as those encountered in granular dynamics, where the number of interacting elements can be in the millions. Target applications include tracked vehicles operating on granular terrain [18] or the Mars Rover operating on discrete granular soil. In these applications, it is desirable to model the granular terrain as a collection of many thousands or millions of discrete bodies interacting through contact, impact, and friction. Note that such systems also include mechanisms composed of rigid bodies and mechanical joints. These challenges require an efficient and robust simulation tool, which has been developed in the Chrono simulation package. Chrono::Engine was initially developed leveraging the differential variational inequality (DVI) formulation as an efficient method to deal with problems that encompass many frictional contacts, a typical bottleneck for other types of formulations [5, 52] . The DVI approach enforces non-penetration between rigid bodies through constraints, leading to a cone-constrained quadratic optimization problem which must be solved at each time step [33] . Chrono::Engine has since been extended to support the discrete element method (DEM) formulation for handling the frictional contacts present in granular dynamics problems [11, 12] . The DEM formulation computes contact forces by penalizing small interpenetrations of colliding rigid bodies. Various contact force models can be used depending on the application [26, 21] .
The remainder of this section describes the features of Chrono::Engine, starting with the structure of the code. The following sub-sections describe the use of GPU computing in the collision detection task, the use of MPI for distributed solution of large systems, and validation work which has been done to assess the accuracy of the simulation tool.
Code Structure of Chrono::Engine
The core of Chrono::Engine is built around the concept of middleware, namely a layer of classes and functions that can be used by third-party developers to create, with little effort, complex mechanical simulation software [54] . Because of this, graphical user interfaces and end-user tools are not the main focus of the CHRONO::Engine core project; it is assumed that programs with graphical interfaces are built on top of such middleware, or should be considered as additional, or optional, modules.
Given the complexity of the project, approaching half a million lines of code, the software is organized in classes and namespaces targeting modularity, encapsulation, reusability, and polymorphism. The libraries of Chrono::Engine are thread safe, fully re-entrant, and include more than six hundred C++ classes. Objects from these classes can be instantiated and used to define models and simulations that run in third-party software, for instance vehicle simulators, computer-aided design (CAD) tools, virtual reality applications, or robot simulators.
Chrono::Engine is completely platform-independent; libraries are available for Windows, Linux and Mac OS X, in both 32-bit and 64-bit versions. Moreover, we followed a modular approach, splitting the libraries in modules that can be dynamically loaded only if necessary, thus minimizing issues of dependency from other libraries and reducing memory footprint. For instance, we developed libraries for MATLAB interoperability, for real-time visualization through OpenGL, for interfacing with post-processing tools, etc. (see Figure 1. 2).
Classes and objects have been tested and profiled for fast execution, in order to achieve real-time performance when possible. Modern programming techniques have been adopted, like metaprogramming, class templating, class factories, memory leak trackers and persistent-transient data mapping. C++ operator overloading has been used to provide a compact algebra to manage quaternions, static and moving coordinate systems, and OS-agnostic classes are used for logging, streaming/checkpointing and exception handling.
The software architecture has been designed to accommodate an expandable system for handling assets (meshes, textures, CAD models), with multiple paths from pre-processing to post-processing. To this end, we also provide a C# add-in for a parametric 3-D CAD package (SolidWorks) that can be used to export models into Chrono::Engine without programming efforts. Granular dynamics is probably the most ubiquitous class of many-body dynamics problems. Example problems include sand flowing inside an hourglass, a rover running over sandy terrain, an excavator/frontloader digging/loading granular material, etc. In this context, the collision detection task is performed between a rather small collection of rigid and/or deformable bodies of complex geometry (hourglass wall, wheel, track shoe, excavator blade, dipper), and a very large number of bodies that make up the granular material. On this scale, the collision detection task, particularly when dealing with the granular material, fits perfectly the single instruction multiple data (SIMD) computation paradigm. Specifically, the same sequence of instructions needs to be applied to every individual body and/or contact in the granular material. Therefore, a collision detection algorithm capable of leveraging the SIMD computational power of commodity GPUs was developed and implemented to remove collision detection as the bottleneck in large granular dynamics simulations.
The parallel collision detection algorithm is separated into two phases: broad-phase and narrowphase. The broad-phase algorithm quickly determines a list of potential contact pairs while the narrow-phase algorithm determines actual contact information. A brief outline of the parallel collision detection algorithm is presented below; for more details see [24, 38, 37] .
Broad-Phase Algorithm
The broad-phase algorithm is used to compute whether two bodies might be in contact at a given time. The purpose of the broad-phase algorithm is not to find actual contact information, but rather to determine if a contact could potentially occur based on the axis aligned bounding boxes (AABB) of the bodies involved.
An AABB is a special case of a bounding box that is always aligned with the global reference frame, simplifying collision detection as the bounding box cannot rotate. Because of this, the volume enclosed by the bounding box will always be equal to or greater than the volume of the shape it encloses. AABB generation is simple and can be easily parallelized on a per object basis. See Fig. 1.4 for an example of AABB computation for a cylinder in 3-D space.
Spatial Subdivision Algorithm
A high-level overview of the GPU-based collision detection is as follows. The collision detection process starts by identifying the intersections between AABBs and bins (see Fig. 1 .3 for a visual representation of a bin). The AABB-bin pairs are subsequently sorted by bin id. Next, each bin's starting index is determined so that the bins' AABBs can be traversed sequentially. All AABBs touching a bin are subsequently checked against each other for collisions.
This uniform grid approach is better suited to parallel architectures when compared to dynamic tree based algorithms such as KD-trees or Oct-Trees. Parallel tree traversal is a complicated task on the GPU and only recently with the introduction of "dynamic parallelism" in the latest version of the compute unified device architecture (CUDA) [35] can such data structures be processed efficiently. Work to implement a parallel dynamic binning algorithm is still ongoing.
Narrow-Phase Algorithm
Once potential contacts have been determined from the broad-phase collision detection stage, the narrow-phase algorithm needs to process each possible contact and determine if it actually occurs. To this end an algorithm capable of determining contacts between convex geometries was implemented on the GPU. This algorithm, called "XenoCollide" [46] , is based on Minkowski Portal Refinement (MPR) [47] .
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Chrono::Rigid
Modeling Support
The equations of motion are formulated hereby using a so-called absolute, or Cartesian, representation of the attitude of each rigid body in the system. The state of the system is represented by the generalized positions
where n b is the number of bodies, r j is the absolute position of the center of mass of body j, and the quaternions (Euler parameters) ε j are used to represent body orientation. The set of quaternions is identified by
Instead of using quaternion derivatives,ε, it is more advantageous to work with angular velocities,ω T j ∈ R 3 , expressed in the local (body-attached) reference frames; in other words, the formulation described will use the vector of generalized velocities
Note that the derivatives of the generalized positions can be easily obtained asq = L(q)v, where L is a linear mapping that transforms eachω i into the corresponding quaternion derivativeε i by means of the linear transformatioṅ [17] . We denote by f A (t, q, v) the set of applied, or external, generalized forces.
Bilateral constraints representing kinematic pairs (e.g., spherical, prismatic, or revolute joints) lead to algebraic equations constraining the relative position of two rigid bodies. Specifically, the set B of bilateral constraints present in the system leads to the scalar algebraic equations Ψ i (q,t) = 0, i ∈ B. Each constraint i ∈ B transmits reactions to the connected bodies by means of a multiplier γ i,b . Assuming smoothness of the constraint manifold, Ψ i (q,t) can be differentiated to obtain the Jacobian
T . In what follows we will also use the notation When a contact i is active, that is Φ i (q) = 0, a normal force and a tangential friction force act on each of the two bodies at the contact point. In what follows, A (q(t)) denotes the set of all active contacts for a given configuration q of the system at time t.
We use the classical Coulomb friction model to define these forces [4] . If the contact is not active, that is Φ i (q) > 0, no contact or friction forces exist. This situation implies that the mathematical description of the model leads to a complementarity problem [50] . Consider two bodies A and B in contact as shown in Figure 1 .5. Let n i be the normal at the contact pointing toward the exterior of the body of lower index, which by convention is considered to be body A. Let u i and w i be two unit vectors in the contact plane such that n i , u i , w i ∈ R 3 are mutually orthogonal. Finally, let µ i be the friction coefficient associated with the contact. The frictional contact force is impressed on the system by means of multipliers γ i,n ≥ 0, γ i,u , and γ i,w , which lead to the normal component of the force F i,N = γ i,n n i and the tangential component of the force F i,T = γ i,u u i + γ i,w w i . The Coulomb model is expressed by using the maximum dissipation principle:
The time evolution of the dynamical system is governed by the following differential problem with set-valued functions and complementarity constraints, which are equivalent to a differential varia-9 UNCLASSIFIED UNCLASSIFIED tional inequality [36] :q
and
Here, the tangent space generators
where
is the orientation matrix associated with contact i, A A = A (ε A ) and A B = A (ε B ) are the rotation matrices of bodies A and B, respectively, and the vectorss i,A ands i,B represent the contact point positions in body-relative coordinates as illustrated in Figure 1 .5. The mass matrix M is constant and diagonal due to the choice of body-fixed centroidal reference frames. Finally, the notation ⊥ in Equation 1.2 is used to imply orthogonality, i.e., γ T i,n Φ i (q) = 0. The Coulomb model used in this work is the predominant model used in the engineering literature to describe dry friction. Unfortunately, the model may be inconsistent: configurations exist for which the resulting problem does not have a solution [8, 49] . This situation has led to the need to explore weaker formulations where the forces are measured and Newton's law is satisfied in a measure differential inclusion sense [49] . It has been shown that solutions in that sense do exist and can be found by time-stepping schemes [48] .
Numerical Solution Support
The frictional contact dynamics problem formulated in terms of measure differential inclusions [49] is solved here by employing a time-stepping scheme that requires at each time step the solution of a complementarity problem. Specifically, given a position q (l) and velocity v (l) at time step t (l) , the numerical solution is found at the new time step t (l+1) = t (l) + h by solving the following optimization problem with equilibrium constraints [51] :
Here, γ s represents the constraint impulse of a contact constraint; that is, γ s = h γ s , for s = n, u, w. The superscript (l + 1) on γ s was dropped for notational brevity. The 1 h Ψ i (q (l) ) achieves stabilization for bilateral constraints. The set of active unilateral constraint is denoted by A (q (l) , δ ) to reflect the fact that at t (l) this set includes active as well as potential contacts between bodies that are less than a distance δ apart. As shown in [1] , the scheme converges to the solution of a measure differential inclusion when the step size h → 0.
Several approaches can be used to solve equations (1.4)-(1.7) and subsequently update the position configuration by using Equation (1.8). Some authors suggested faceted pyramids to approximate friction cones so that the system of equations above, originally a nonlinear complementarity problem (NCP), turns into a linear complementarity problem (LCP) [4] . The resulting LCP can be solved by using pivoting or simplex methods. These numerical approaches, which belong to the class of direct methods, are computationally expensive and their complexity is in the worst case exponential [3] . Alternatively, the problem can be cast as a monotone optimization problem by introducing a relaxation over the complementarity constraints. Specifically, the time-stepping scheme is modified by replacing Equation (1.6) with
As h → 0, the solution of the modified time-stepping scheme continues to approach the solution of the same measure differential inclusion as did the original numerical scheme [1] . It has been shown that the modified scheme is a Cone Complementarity Problem (CCP) that can be solved by a family of iterative numerical methods that rely on projected contractive maps [5] .
The following quantities will be used in posing in more compact form the CCP of interest: n c is the number of active contacts in the system,
is the unilateral constraint stabilization term, and N ≡ D T M −1 D ∈ R 3n c ×3n c is the contact associated symmetric positive-semidefinite Schur complement matrix, which is typically very sparse. The new quantities introduced -n c , D, D i , r i , b i , and N -should be further qualified by a superscript (l) to indicate that they are evaluated in the system configuration corresponding to t l . For brevity, the superscript was omitted.
One can show that the CCP of Eqs. (1.4), (1.7), and (1.9) represents the first-order optimality condition of a constrained optimization problem with a quadratic cost function [2, 53] . This optimization problem, which must be solved iteratively at each time step of the dynamic simulation, assumes the form
T is the triplet expressing the magnitude of the contact impulses for contact i; i.e., γ n = h γ i,n , γ u = h γ i,u , γ w = h γ i,w . When posed as in Equation (1.10), the problem is commonly solved by a projected-Jacobi method [5, 53] . Details of the GPU implementation of this method are provided in [32, 19] . Once the Lagrange multipliers γ i,n , γ i,u , and γ i,w for each contact i are available, Equation (1.4) is used to evaluate the new velocity at time step t (l+1) , while Equation (1.8) is subsequently used to compute the set of generalized coordinates q (l+1) . This concludes one integration time step and defines the computational dynamics solution.
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Validation and Demonstration of Technology
This section describes a validation effort in which experimental results were compared to simulation results obtained from Chrono::Rigid. To this end, a test rig was designed and fabricated to measure the rate at which granular material flows out of a slit due to gravity. Chrono::Rigid was used to set up a corresponding simulation to match the experimental results. For more detail, see [25] .
Experimental Model
The 
Simulation Model
Chrono::Rigid was used to build a model representing the experimental setup described above. In the model, the trough was represented by four rectangular boxes of finite dimensions. The motion of the box representing the angled side was captured from the data sheet of the translational stage. The granular material was modeled as perfect, identical spheres with the same mass and coefficient of friction.
The load cell measured the outflow through the gap. In the simulation, the scale was modeled by counting the number of spheres below a certain height. The number of spheres multiplied by the mass and gravity yielded the weight which was compared with experimental results. A plane was used to contain the spheres after they had been counted. In order to save computational time, the simulation was split into two parts: one representing the process of filling the trough and the other the opening and measuring process. In this way, the trough was filled with randomly positioned spheres which were allowed to settle. Once the kinetic energy of the system was below 0.001 Joules and had reached a relatively constant value, the x-, y-, and z-position of each sphere was saved to a file.
The same initial conditions from the settling simulation were used to perform all of the necessary simulations. At the beginning of each simulation the position data set of the spheres was loaded into the model and the spheres were created at the same positions they appeared in the filling process.
The motion was applied to the translating side to achieve the desired gap size, and the material allowed to flow.
The simulations setup consisted of 39,000 rigid body spheres with a radius of 2.5 × 10 −4 m and a mass of 1.631 × 10 −7 kg. Simulations were performed using a time step of 10 −4 s with 500 CCP iterations and a tolerance of 10 −7 for the maximum velocity correction and were generally run for 8 seconds. The coefficient of friction was µ = 0.15.
Results
The weight of the collected granular material is plotted versus time for various gap sizes in 
CPU vs GPU Comparison
For the CPU vs GPU comparison, simulations with increasing number of bodies were run. In each scenario, granular material was dropped into a box enclosed on all sides by rigidly fixed walls. The time required to simulate 3 s of real time is presented in Figure 1 .11. The number of bodies simulated ranged from about 2,300 for the smallest case to 16,000 for the largest. The CPU was an AMD Phenom II X4 965 and the GPU was a Nvidia GTX 480. It should be noted that for simulations smaller than 2,000 bodies, the overhead associated with transferring data between the GPU and CPU is very large compared to the computational time. Also, when solving such a small problem on the GPU, the large number of processing cores (480 in the case of the GTX 480) means that many cores will be idle and the full compute power of the GPU will not be utilized. Therefore for small problems it is recommended that the CPU algorithms be used. 
Scaling Analysis
For a simulation setup identical to that presented in section 1.3.4, larger amounts of bodies were dropped into the box. Note that for the previous comparison between the CPU and GPU the maximum number of bodies simulated was approximately 16,000; for this analysis the maximum number of bodies simulated was an order of magnitude higher at around 250,000. Figure 1 .12 shows that the GPU algorithms scale linearly with respect to the number of bodies and subsequently, the number of contacts (as more bodies will result in more contacts). For small numbers of bodies, from 2,000 to 10,000, the total simulation time for the GPU is relatively flat. This is because the overhead associated with transferring memory from the CPU to the GPU is higher than the time taken for computations. Once the number of bodies grows past 20,000 the total simulation time begins to increase.
Chrono::Flex
The Chrono::Flex software is a general-purpose simulator for 3-D flexible multi-body problems and provides a suite of flexible body support. The features included in this module are multiple 14 UNCLASSIFIED UNCLASSIFIED FIGURE 1.13: Two models with friction and contact using Chrono::Flex beam elements: a ball sitting on grass-like beams and a ball hitting a net. element types, the ability to connect these elements with a variety of bilateral constraints, multiple solvers, and contact with friction. Additionally, Chrono::Flex leverages the GPU to accelerate the solution of meaningful engineering problems. This implementation uses the gradient deficient absolute nodal coordinate formulation (ANCF) beam elements [9, 56] to model slender beams, one of the several flexible elements in Chrono::Flex. Shown in Figure 1 .13, these are two node elements with one position vector and only one gradient vector used as nodal coordinates. Each node thus has six coordinates: three components of the global position vector of the node and three components of the position vector gradient at the node. This formulation displays no shear locking problems for thin and stiff beams and is computationally more efficient compared to the original ANCF due to the reduced number of nodal coordinates [14] . The gradient deficient ANCF beam element does not describe a rotation of the beam about its own axis so the torsional effects cannot be modeled.
Modeling Support
The global position vector of an arbitrary point on the beam centerline with element spatial coordinate x is given by r(x, e) = S(x)e, (1.11) where e = e T 1 e T 2 T ∈ R 12 is the vector of element nodal coordinates. The shape function matrix for this element is defined as S = [S 1 I S 2 I S 3 I S 4 I ] ∈ R 3×12 where I is the 3 × 3 identity matrix; the shape functions S j , j = 1, ..., 4 are defined as [43] 
(1.12)
Here, ξ = x/ and is the element length. Kinematic constraints impose restrictions on the relative motion of the bodies in a mechanical system. These constraints are algebraic equations of the form
where m is the total number of independent kinematic constraint equations that must be satisfied by the generalized coordinates q = [q T 1 , ..., q T n ] T ∈ R p . Here, n is the total number of bodies and p is 15 UNCLASSIFIED UNCLASSIFIED the total number of coordinates present in the system. The generalized coordinates of the system change in time under the effect of applied forces such that the kinematic constraint equations of Eq. (1.13) are satisfied at all times. The time evolution of the system is governed by the Lagrange multiplier form of the constrained equations of motion [44] :
(1.14)
where M ∈ R p×p is the generalized mass, the constraint Jacobian matrix is
is the applied force on the generalized coordinates q ∈ R p and Q int (q, q,t) ∈ R p is the vector of generalized elastic forces that is determined from the strain energy of the element. The strain energy expression for the gradient deficient ANCF beam element is 15) where ε 11 = 1 2 r T x r x − 1 is the axial strain, and the magnitude κ of the curvature vector is given as [43] 
The vector of the element elastic forces Q s ∈ R 12 is determined from the strain energy expression as
(1.17)
Since only one spatial coordinate ξ is used in the shape functions, the numerical integration is carried out using the Gauss-quadrature formula in one dimension.
Numerical Solution Support
Equations (1.13) and (1.14) form a system of index-3 differential algebraic equations (DAEs) [16] . Several low-order numerical integration schemes have been effectively used to solve index-3 DAE [30] . Here we use the Newmark integration scheme [31, 20] . Originally used in the structural dynamics community for the numerical integration of a linear set of second-order ordinary differential equations (ODEs) [34] , it was adapted for the discretization of DAEs [31, 6] 
Given the accelerationq n+1 at the new time step t n+1 , the new position and velocity are obtained as 20) where h is the integration step size, while γ ≥ 1/2 and β ≥ (γ + 1/2 ) 2 /4 are two user selected parameters that control the amount of numerical damping associated with the integration formula. Finally, the new configuration of the system is required to satisfy the kinematic constraint equations at time t n+1 : Φ(q n+1 ,t n+1 ) = 0.
( 1.21) 16 UNCLASSIFIED UNCLASSIFIED This scheme was proved to have convergence order 1 or 2, depending on the choice of parameters γ and β [6] .
At each time step t n+1 , the numerical solution begins by solving the nonlinear set of equations (1.18) and (1.21) for the unknownsq n+1 and λ n+1 . Although the unknowns q n+1 andq n+1 show up in both these equations, their values are obtained based on the value ofq n+1 using Equations (1.19) and (1.20) . This is made clear by posing the nonlinear system as 22) to indicate that the unknowns areq n+1 and λ n+1 . The numerical solution of the nonlinear algebraic system Ψ(q n+1 , λ n+1 ) = 0 p+m is based on a Newton-type iterative algorithm that requires the computation of its sensitivity matrix. For iteration (k), this quantity is denoted by J (k) and is defined as: 23) where the subscript n + 1 was dropped for brevity. The scaling of the kinematic constraint equations by 1 β h 2 is done to improve the condition number of the Jacobian matrix J (k) in Eq. (1.23) [10, 30] . The upper left corner of the Jacobian is defined aŝ
The stiffness matrix
∂ q is the most compute-intensive term in the evaluation ofM; it represents the sensitivity of the internal forces with respect to the generalized coordinates. The stiffness matrix K s = ∂ Q s ∂ e ∈ R 12×12 for the ANCF beam element is derived from the expression for the element elastic force as
(1.25)
The time integration is set up as a time marching scheme: at each time step t n+1 the nonlinear system in Eq. (1.22) is solved forq n+1 and λ n+1 . This falls back on an iterative algorithm, which at iteration (k) is anticipated to improve the quality of the approximationsq
.by applying corrections ∆q
Using the notation introduced in Eq. (1.23), the corrections are computed by solving the linear system J
at each iteration with the stabilized bi-conjugate gradient (BICGStab) iterative method [55] using the valuesq 19) and (1.20) . This classical Newton method [7] is known to converge quadratically to an approximation ofq n+1 and λ n+1 , yet it does so requiring a great computational cost due to the updating of the Jacobian matrix at each iteration. Quasi-Newton methods keep the Jacobian constant by adopting, for instance, the strategy J
. .. This is the approach embraced here, with the caveat that the solution of the linear system in Eq. (1.26) is FIGURE 1.14: A system containing 3,280 beam elements constrained together with bilateral constraints to form a horizontal net configuration. The net is pinned at each of the corners and subjected to a gravitational acceleration of 9.81 m/s 2 in the negative y direction. The net is shown here at rest after having 720 rigid spheres dropped on it. An animation of the simulation can be found at [45] .
not found with high accuracy for each (k), and secondly, it is not found with a direct solver. Instead, the solution proposed falls back on a Krylov-subspace method [41] . The idea is to solve for δ (k) with increasing accuracy as the value of (k) increases.
The matrix-free attribute of the approach comes from the fact that at no point in the numerical solution of Eq. (1.26) does the implementation assemble a matrix. The dynamics are solved for by mapping the BiCGStab algorithm [55] onto GPU and leveraging fine-grain parallelism. For instance, computation of the sensitivity is done in parallel for all ANCF elements and for all constraints. This decoupling and high degree of parallelism is possible due to the use of a large set of generalized coordinates. This approach has a clear advantage over one that requires storage, regardless of the storage format used: coordinate list (COO), compressed sparse row (CSR), compressed sparse column (CSC), etc. Specifically, significant memory space is saved since there is no need for companion arrays of integers to specify the position of the nonzero entries in the matrix.
Demonstration of Technology
The robustness of the implementation was tested by performing a net simulation, shown in Figure  1 .14. A system containing 3,280 beam elements was constrained through bilateral constraints to form a net. Beams along each strand of the net were constrained in both position and slope at the nodes. Cross beams were placed between these strands and constrained to each other by a position constraint only. Each beam has an elastic modulus of 2.0x10 7 Pa, a length of 30 cm, and a circular cross section with a 2 cm radius. The entire net was 12 m by 12 m. The system uses a time step of 10 −3 s and a solver tolerance of 10 −8 . A total of 720 rigid spheres were dropped on the net, each with a mass of 10 kg and a radius of 30 cm. It was assumed that the beams do not come into contact with each other. The net was pinned at each of the corners and subjected to a gravitational acceleration of 9.81 m/s 2 in the negative y-direction.
18 UNCLASSIFIED UNCLASSIFIED FIGURE 1.15: The computational time for net models of several sizes were recorded using several different GPUs. The time required to simulate 10 time steps is plotted as a function of the number of beams forming the net. The scaling analysis went up to 0.5 million ANCF elements.
Scaling Analysis
Several different net models, similar to the one shown in Figure 1 .13, were simulated using an increasing number of elements with the intent to gauge the efficiency of the implementation. Several instances of the parallel implementation were run for varying net sizes on an Intel Nehalem Xeon E5520 2.26 GHz processor and three different choices of GPU: (i) NVIDIA GTX 680, (ii) NVIDIA Tesla 2070 (Fermi Class), and (iii) NVIDIA Tesla K20 (Kepler Class). The time for each case was recorded and plotted in Figure 1 .15. The speedup obtained with Tesla K20 can be attributed to the fact that this card is a generation Kepler GPU, which currently is the most recent NVIDIA architecture available. The slowest card, Tesla 2070 is a card belonging to the previous generation architecture, code name Fermi, which is two years old. The number of scalar processors on K20 is 2,496 while there are only 448 scalar processors on Tesla 2070, albeit clocked at a higher frequency: 1,150 MHz, as opposed to 705 MHz for K20. The manufacturer advertises a double precision theoretical peak flop rate of 1.17 TFlop/s for K20 and 0.515 TFlop/s for Tesla 2070. The GTX 680 is a Kepler card but without the double precision capabilities of K20. There are several reasons why the relative Tesla K20 to Tesla 2070 speedup is not close to a value of two, as expected from the flop rate ratio. First, the cards almost never operate at peak rate. Second, the simulation is memory intensive, which means that a lot of data is moved back and forth between the Streaming Multiprocessors (SMs) and GPU global memory. While the bandwidth for the Tesla 2070 card is 166 GB/s, it is only modestly higher, 168 GB/s, for the Tesla K20.
Chrono::Fluid
Chrono::Fluid is a library which provides the fluid dynamics simulation capability and works in conjunction with rigid body dynamics for the simulation of fluid-solid interaction (FSI) problems. The simulation engine is developed in a Lagrangian framework using smoothed particle hydrodynamics (SPH) [23, 15, 29] . This allows a straightforward coupling with solid phase and captures the domain deformation without any re-meshing requirement. The entire physical domain, including 19 UNCLASSIFIED UNCLASSIFIED fluid and solid phases, is modeled as a set of moving markers carrying their volume of interaction, which are short-range symmetric functions, throughout the flow.
Modeling Support
For a Newtonian fluid, the continuity and momentum equations are expressed as .27) and 28) where ρ, µ, v, and p are fluid density, fluid viscosity, flow velocity, and flow pressure, respectively. Equations (1.27) and (1.28) determine the time evolution of density and velocity. Weakly compressible fluids, however, do not experience significant change of density. This condition is imposed through an equation of state, for instance p = c s 2 ρ 0 /γ (ρ/ρ 0 ) γ − 1 [29] , where ρ 0 is the reference density of the fluid, γ tunes the stiffness of the pressure-density relationship, and c s is the speed of sound. To increase the simulation performance, c s is usually approximated by a factor of maximum flow velocity, V max . For instance, c s = 10V max restricts the density variation below 1%.
The continuity and momentum equations are numerically solved in Chrono::Fluid using SPH. An in-depth discussion of this method and recent developments can be found in [29, 22, 27] . Herein we only briefly highlight several choices made in terms of implementing the SPH methodology and decisions we made in relation to its two-way coupling with the rigid body dynamics component of the problem.
Numerical Solution Support
In SPH, fluid properties are probed at a set of moving markers. Each marker has an associated kernel function W with compact support of radius of κh which imposes its domain of influence [see Figure (1.16) ]. as 31) , m is the representative fluid mass assigned to the SPH marker, quantities with over-bar are averaged between two markers, ε is a small value introduced to resolve the singularity, the subscripts a and b denote the indices of two interacting markers, and the summation is over all markers within the support domain of marker a, as shown in Figure (1.16) . Finally, r ab = r a − r b and v ab = v a − v b . The fluid flow evolution equations (1.29) -(1.31) are solved using a second-order explicit Runge-Kutta method [7] . To increase the accuracy and stability of the simulation, an extended SPH method (XSPH) [28] and a Shephard filtering [13] were applied.
An ideal fluid-solid coupling enforces the impenetrability and no-slip conditions on the rigid body surface. This is achieved in Chrono::Fluid using boundary condition enforcing (BCE) markers attached to the rigid body surface (see Fig. 1.17 ). The inclusion of the BCE markers in continuity and momentum equations trivially enforces the two-way coupling of the fluid and solid phases. Fluid flow can be simulated in either an Eulerian or a Lagrangian framework. Provided that the interfacial forces are captured thoroughly, the Lagrangian framework is capable of tracking the domain deformation introduced by the motion of the solid phase at almost no extra cost.
The short-range interaction of the markers requires the assembly of a list of neighbors which is carried out through the proximity computation. In our work, proximity computation leverages the algorithm provided in the CUDA software development kit (SDK) [35] , where the computation domain is divided into bins whose sizes are the same as the resolution length of the SPH kernel function. A hash value is assigned to each marker based on its location with respect to the bins. Markers are sorted based on their hash value. The sorted properties are stored in independent arrays to improve the memory access and cache coherency. To compute the forces on a marker, the lists of the possible interacting markers inside its bin and all 26 neighbor bins are called consecutively. The hash values of the bins are used to access the relevant segments of the sorted data. The proximity computation is followed by the force calculation step, which evaluates the markers' interaction 21 UNCLASSIFIED according to SPH for fluid-fluid interaction or DEM for solid-solid interaction. A sequence of six GPU-based computation kernels are called afterward to independently update the kinematics of fluid and BCE markers on one hand and of the rigid bodies, on the other. Since a rigid wall boundary is a particular instance of a rigid body (with zero or pre-defined velocity), it needs no specialized treatment. However, if present, enforcing periodic boundary conditions requires an additional computational kernel. The theoretical linear scalability of the simulation engine was tested and verified in the simulation of fluid-solid interaction problems composed of upto 2.5 million markers and 30,000 rigid bodies. Scaling analysis was performed using an NVIDIA GeForce GTX 480 GPU. For the largest problem simulated for this analysis, the time required per time step was 0.6 s. Figure 1 .18 shows a snapshot of one of the simulations composed of about 1,500 rigid bodies in a flow.
Validation and Demonstration of Technology
Chrono::Fluid was used to validate the lateral migration of cylindrical particles in plane Poiseuille flow, spherical particles in pipe flow, and particle distribution in Poiseuille flow of dilute and dense suspensions [39, 40] .
Chrono::Render
Chrono::Render is a software package that offers simple tools for visualizing arbitrary scientific data with a Pixar RenderMan-compliant renderer. Additionally, Chrono::Render provides a rendering pipeline that is easily integrated into distributed and remote computing environments. The core design principle of Chrono::Render is to enable visualization as an automated post-processing service for simulation programs by means of abstracting away the complexities and expertise needed to produce high-quality graphics. Specifically, Chrono::Render is a highly extendible and scriptable rendering framework that is composed of a hybrid of Python modules and compiled libraries. As seen in Figure 1 .19, Chrono::Render combines simulation data, hierarchical-data specifications,
Conclusions and Future Work
This chapter outlines Chrono, a simulation framework that relies on parallel computing to predict the dynamics of multi-physics systems. Chrono has been used to solve problems with million degrees of freedom that required the parallel formulation and solution of large systems of possibly coupled ordinary, differential-algebraic, and partial differential equations.
In many cases there are trade-offs that need to be considered when porting code from the CPU to the GPU. Complex code such as Chrono::Rigid that is heavily object oriented needs to be simplified and moved from an array of structures to a structure of arrays paradigm. This increases memory access performance at the cost of code complexity and making the code less object oriented. Additionally the random nature of many granular dynamics problems results in random memory access patterns which need to be taken into consideration when maximizing the performance of the GPU. Simulating the full problem on a single GPU becomes impossible when memory requirements exceed the memory available. In these cases the GPU must be used as an accelerator to perform specific tasks which are highly parallel and use the system memory as a staging area for data. Chrono::Flex utilizes the GPU to perform almost every aspect of the flexible multi-body dynamics solution in parallel, including internal force computations, collision detection, and the matrix-free DAE solver. To take complete advantage of the GPU, a constraint-based meshing approach is used to avoid overlap in the solution process with the consequence of more generalized coordinates. Despite requiring more memory, this change results in the ability to efficiently simulate hundreds of thousands of beam elements using a single GPU. Leveraging the GPU in Chrono::Fluid comes with a minimal cost, yet provides the opportunity of simulating complex problems like particulate flow with up to tens of thousands of rigid bodies. Moving beyond the current limits opens up the future avenue of investigation of heterogeneous computing. Although the relative single to double precision speed in the new generations of GPUs is similar to CPUs, using single precision in Chrono::Fluid does not have adverse effect on computation accuracy and time step requirements as long as the problem is scaled properly, for instance non-dimensionalized, since the fluid dynamics is governed by average properties which tend to smooth out the small fluctuations.
In its current form, Chrono typically leverages either GPU or CPU computing, and only rarely both of them at the same time. Addressing this limitation remains a direction of future work, along with an ongoing validation effort that is expected to further confirm the predictive capabilities of Chrono. Components of Chrono can be downloaded for non-commercial use at [42] . Animations of simulations run in Chrono are available online [45] .
